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Abstract

Prior work has shown that word embeddings capture human stereotypes, including gender bias. However, there is a lack of studies testing the presence of specific gender bias categories in word embeddings across diverse domains. This paper aims to fill this gap by applying the WEAT bias detection method to four sets of word embeddings trained on corpora from four different domains: news, social networking, biomedical and a gender-balanced corpus extracted from Wikipedia (GAP). We find that some domains are definitely more prone to gender bias than others, and that the categories of gender bias present also vary for each set of word embeddings. We detect some gender bias in GAP. We also propose a simple but novel method for discovering new bias categories by clustering word embeddings. We validate this method through WEAT's hypothesis testing mechanism and find it useful for expanding the relatively small set of well-known gender bias word categories commonly used in the literature.

1 Introduction

Artificial intelligence (AI) acquired from machine learning is becoming more prominent in decision-making tasks in areas as diverse as industry, healthcare and education. AI-informed decisions depend on AI systems’ input training data which, unfortunately, can contain implicit racial, gender or ideological biases. Such AI-informed decisions can thus lead to unfair treatment of certain groups. For example, in Natural Language Processing (NLP), résumé search engines can produce rankings that disadvantage some candidates, when these ranking algorithms take demographic features into account (directly or indirectly) (Chen et al., 2018), while abusive online language detection systems have been observed to produce false positives on terms associated with minorities and women (Dixon et al., 2018; Park et al., 2018). Another example where bias (specifically gender bias) can be harmful is in personal pronoun coreference resolution, where systems carry the risk of relying on societal stereotypes present in the training data (Webster et al., 2018).

Whilst gender bias in the form of concepts of masculinity and femininity has been found inscribed in implicit ways in AI systems more broadly (Adam, 2006), this paper focuses on gender bias on word embeddings.

Word embeddings are one of the most common techniques for giving semantic meaning to words in text and are used as input in virtually every neural NLP system (Goldberg, 2017). It has been shown that word embeddings capture human biases (such as gender bias) present in these corpora in how they relate words to each other (Bolukbasi et al., 2016; Caliskan et al., 2017; Garg et al., 2018). For the purposes of this paper, gender bias is understood as the inclination towards or prejudice against one gender.

Several methods have been proposed to test for the presence of gender bias in word embeddings; an example being the Word Embedding Association Test (WEAT) (Caliskan et al., 2017). WEAT is a statistical test that detects bias in word embeddings using cosine similarity and averaging methods, paired with hypothesis testing. WEAT’s authors applied these tests to the publicly-available GloVe embeddings trained on the English-language “Common Crawl” corpus (Pennington et al., 2014) as well as the Skip-Gram (word2vec) embeddings trained on the Google News corpus (Mikolov et al., 2013). However, there is a diverse range of publicly-available word embeddings trained on corpora of different domains. To address this, we applied the WEAT test on four sets of word embeddings trained on corpora from four domains: social media (Twit-
ter), a Wikipedia-based gender-balanced corpus (GAP) and a biomedical corpus (PubMed) and news (Google News, in order to reproduce and validate our results against those of Caliskan et al. (2017)) (see Section 3).

Caliskan et al. (2017) confirmed the presence of gender bias using three categories of words well-known to be prone to exhibit gender bias: (B1) career vs. family activities, (B2) Maths vs. Arts and (B3) Science vs. Arts. Garg et al. (2018) expanded on this work and tested additional gender bias word categories: (B4) differences on personal descriptions based on intelligence vs. appearance and on (B5) physical or emotional strength vs. weakness. In this paper, we use these five categories to test for the presence of gender bias in the aforementioned domain corpora. Notice that one of the tested corpora is the gender-balanced GAP corpus (Webster et al., 2018). We specifically chose this corpus in order to test whether the automatic method used to compile it (based on sampling an equal number of male and female pronouns from Wikipedia) yielded a set that was balanced according to these five well-known gender bias word categories. GAP’s authors acknowledge that Wikipedia has been found to contain gender biased content (Reagle and Rhue, 2011).

We confirmed bias in all five categories on the Google News embeddings but far less bias on the rest of the embeddings, with the biomedical PubMed embeddings showing the least bias. We did find some bias on GAP. However, given the small size of this corpus, many test words were not present (see Section 4).

The six word categories studied here are word lists manually curated by Psychology researchers based on their studies (e.g. Greenwald et al., 1998). However, it is difficult to establish whether they are exhaustive as there could be other word categories presenting bias, which may well be domain-dependant. In response, we developed a simple method to automatically discover new categories of gender bias words based on word clustering, and measuring statistical associations of the words in each cluster to known female and male attribute words. Assuming that each cluster roughly represents a topic in the corpus, the set of gender bias words in each cluster/topic in the corpus corresponds to a potentially new category of gender-biased words. As far as we are aware, this is the first time a method to discover new gender bias word categories is proposed. We used WEAT’s hypothesis testing mechanism to automatically validate the induced gender bias word categories produced by our system. A visual inspection on a sample of these induced categories is consistent with the authors’ intuitions of gender bias. We make these induced categories available to other researchers to study. An advantage of this discovery method is that it allows us to detect bias based on a corpus’ own vocabulary, even if it is small, as is the case in the GAP corpus embeddings.

2 Previous Work

In word embeddings, words are represented in a continuous vector space where semantically similar words are mapped to nearby points (Goldberg, 2017, ch. 10). The underlying assumption is that words that appear in similar contexts share similar meaning (Harris, 1954; Miller and Charles, 1991). This context-based similarity is operationalised through cosine similarity, a well-established method for measuring the semantic similarity of words in vector space (Schütze, 1998). Recently, however, researchers noticed that cosine similarity was able to exhibit gender biases captured through training on corpora and started developing methods for mitigating this bias (Bolukbasi et al., 2016). Caliskan et al. (2017) then developed the Word Embedding Association Test (WEAT), which is an adaptation of the Implicit Association Test (IAT) from Psychology (Greenwald et al., 1998) to measure biases in word embeddings. The IAT measures a person’s automatic association between mental representations of concepts, based on their reaction times. Instead of relying on reaction times, WEAT relies on cosine similarity. WEAT is based on two statistical measures: (1) the effect size in terms of Cohen’s $d$, which measures the association between suspected gender biased words and two sets of reference words (attribute words in WEAT’s terminology) known to be intrinsically male and female, respectively; and (2) a statistical hypothesis test that confirms this association. We borrow these statistical measures in this paper. Garg et al. (2018) measured gender bias synchronically across historical data covering 100 years of English language use.

Most work however has concentrated in meth-
ods for mitigating gender bias in word embeddings. One approach is debiasing learnt corpora (Bolukbasi et al., 2016), which is achieved using algorithms that modify word embeddings in such a way that neutralises stereotypical cosine similarities. Another approach is creating gender-balanced corpora, such as the GAP corpus (balanced corpus of Gendered Ambiguous Pronouns) (Webster et al., 2018). Roughly speaking, GAP was developed by sampling sentences from Wikipedia in such a way that an equal number of male and female personal pronouns was obtained. Its main use is in the evaluation of systems that resolve the coreference of gendered ambiguous pronouns in English. In a similar vain, Dixon et al. (2018) builds a balanced corpora that seeks to neutralise toxic mentions of identity terms.

To the best of our knowledge there has not been work testing for bias on corpora from different domains. Also, we believe this is the first time an unsupervised method for discovering new gender bias word categories from word embeddings is proposed.

3 Choice of Word Embeddings

English-language word embeddings were selected with the intention of giving an insight into gender bias over a range of domains and with the expectation that some word embeddings would demonstrate much more bias than others. The word embeddings selected were: (a) Skip-Gram embeddings trained on the Google News corpus\(^2\), with a vocabulary of 3M word types (Mikolov et al., 2013); (b) Skip-Gram embeddings trained on 400 million Twitter micro-posts\(^3\), with a vocabulary of slightly more than 3M word types (Godin et al., 2015); (c) Skip-Gram embeddings trained on the PubMed Central Open Access subset (PMC) and PubMed\(^4\), with a vocabulary of about 2.2M word types (Chiu et al., 2016) and trained using two different sliding window sizes: 2 and 30 words; (d) FastText embeddings trained on the GAP corpus (Webster et al., 2018) by us\(^5\), with a vocabulary of 7,400 word types.

\(^2\)https://tinyurl.com/mpzqe5o
\(^3\)https://github.com/loretoparisi/word2vec-twitter
\(^4\)https://github.com/cambridgeltl/BioNLP-2016
\(^5\)See footnote 1.

4 WEAT Hypothesis Testing

4.1 Experimental Protocol

We largely follow the WEAT Hypothesis testing protocol introduced by Caliskan et al. (2017). The input is a suspected gender bias word category represented by two lists, \(X\) and \(Y\), of target words, i.e. words which are suspected to be biased to one or another gender. E.g. \(X = \{\text{programmer, engineer, scientist}\}\), \(Y = \{\text{nurse, teacher, librarian}\}\). We wish to test whether \(X\) or \(Y\) is more biased to one gender or the other, or whether there is not difference in bias between the two lists. Bias is compared in relation to two reference lists of words that represent unequivocally male and female concepts. E.g. \(M = \{\text{man, male, he}\}\), \(F = \{\text{woman, female, she}\}\). In WEAT’s terminology these reference lists are called the attribute words. Table 1 shows the target and attribute word sets used in our experiments.

The null hypothesis \(H_o\) is that there is no difference between \(X\) and \(Y\) in terms of their relative (cosine) similarity to \(M\) and \(F\). Assuming that there is a word embedding vector \(\vec{w}\) (trained on some corpus from some domain) for each word \(w\) in \(X\), \(Y\), \(M\) and \(F\), we compute the following test statistic:

\[
s(w, M, F) = \frac{1}{|M|} \sum_{m \in M} \cos(\vec{w}, \vec{m}) - \frac{1}{|F|} \sum_{f \in F} \cos(\vec{w}, \vec{f})
\]

In Caliskan et al. (2017) \(H_o\) is tested through a permutation test, in which \(X \cup Y\) is partitioned into alternative target lists \(\hat{X}\) and \(\hat{Y}\) exhaustively and computing the one-sided \(p\)-value \(p[s(\hat{X}, \hat{Y}, M, F) > s(X, Y, M, F)]\), i.e. the proportion of partition permutations \(X, \hat{Y}\) in which the test statistic \(s(\hat{X}, \hat{Y}, M, F)\) is greater than the observed test statistic \(s(X, Y, M, F)\). This \(p\)-value is the probability that \(H_o\) is true. In other words, it is the probability that there is no difference between \(X\) and \(Y\) (in relation to \(M\) and \(F\)) and therefore that the word category is not biased. The
| Attribute words | $M$ | male, man, boy, brother, he, him, his, son, father, uncle, grandfather |
|-----------------|-----|---------------------------------------------------------------------|
| $F$ | female, woman, girl, sister, she, her, hers, daughter, mother, aunt, grandmother |

| Target words | $B1$: career vs family | $X$ | executive, management, professional, corporation, salary, office, business, career |
|--------------|------------------------|-----|--------------------------------------------------------------------------------|
| $Y$ | home, parents, children, family, cousins, marriage, wedding, relatives |

| $B2$: maths vs arts | $X$ | math, algebra, geometry, calculus, equations, computation, numbers, addition |
|---------------------|-----|--------------------------------------------------------------------------------|
| $Y$ | poetry, art, Shakespeare, dance, literature, novel, symphony, drama |

| $B3$: science vs arts | $X$ | science, technology, physics, chemistry, Einstein, NASA, experiment, astronomy |
|----------------------|-----|--------------------------------------------------------------------------------|
| $Y$ | poetry, art, Shakespeare, dance, literature, novel, symphony, drama |

| $B4$: intelligence vs appearance | $X$ | precocious, resourceful, inquisitive, genius, inventive, astute, adaptable, reflective, discerning, intuitive, inquiring, judicious, analytical, apt, venerable, imaginative, shrewd, thoughtful, wise, smart, ingenious, clever, brilliant, logical, intelligent |
|---------------------------------|-----|--------------------------------------------------------------------------------|
| $Y$ | alluring, voluptuous, blushing, homely, plump, sensual, gorgeous, slim, bald, athletic, fashionable, stout, ugly, muscular, slender, feeble, handsome, healthy, attractive, fat, weak, thin, pretty, beautiful, strong |

| $B5$: strength vs weakness | $X$ | power, strong, confident, dominant, potent, command, assert, loud, bold, succeed, triumph, leader, shout, dynamic, winner |
|---------------------------|-----|--------------------------------------------------------------------------------|
| $Y$ | weak, surrender, timid, vulnerable, weakness, wispy, withdraw, yield, failure, shy, follow, lose, frail, afraid, loser |

Table 1: Target words used for each gender-bias word category and attribute words used as gender reference

higher this $p$-value is the less bias there is. Following Caliskan et al. (2017), in this work we consider a word category to have statistically significant gender bias if its $p$-value is below the 0.05 threshold. Given that a full permutation test can quickly become computationally intractable, in this paper we instead use randomisation tests (Hoeffding, 1952; Noreen, 1989) with a maximum of 100,000 iterations in each test.

### 4.2 WEAT Results

Before experimentation we expected to find a great deal of gender bias across the Google News and Twitter embedding sets and far less in the PubMed and GAP sets. However, results in Table 2 are somewhat different to our expectations:

**Google News** We detect statistically significant ($p$-values in bold) gender bias in all 5 categories (B1-B5) on this corpus. Although one would hope to find little gender bias in a news corpus, given that its authors are professional journalists, bias had already been detected by Caliskan et al. (2017) and Garg et al. (2018) using methods similar to ours. This is not surprising given that women represent only a third (33.3%) of the full-time journalism workforce (Byerly, 2011). In addition, it has been found that news coverage of female personalities more frequently mentions family situations and is more likely to invoke matters of superficial nature, such as personality, appearance and fashion decisions, whereas the focus on men in news coverage tends to be given to their experience and accomplishments (Armstrong et al., 2006).

**Twitter** On this social media set, we surprisingly only detected bias on the career vs. family (B1) category, although science vs. maths (B2) is a borderline case with a $p$-value of just 0.0715, and the rest of the values are not particularly high. We also observe that most effect sizes (Cohen’s $d$) are under 1, indicating relatively weaker associations with the gender-specific attribute words from Table 1. We leave for future work further analysis on this set, however we hypothesise that the idiosyncratic language use common in micro-blogging, such as non-standard spelling and hashtags, divide up the semantic signal of word embeddings, perhaps diluting their association bias. Indeed, the word categories showing most gender bias in the discovery experiments (Section 5) include many hashtags, punctuation marks and words with non-standard spellings such as “alwaaaaays”, which will not be tested for bias using standard-spelling target words.

**PubMed** This biomedical set showed the least gender bias, which was expected given its scientific nature. However, it has been documented that gender bias exists in biomedical studies given that more clinical studies involve males than females, and also based on the differences in which male and female patients report pain and other medical complaints and, in turn, the differences in which male and female health practitioners record and understand these complaints (Fillingim et al., 2009). It is possible that gender bias is still present in these texts but it is manifested differently and perhaps cannot be detected through word embed-
Table 2: WEAT hypothesis test results for corpora tested for five well-known gender-biased word categories. *p*-values in bold indicate statistically significant gender bias (*p* < 0.05).

| Categories                  | Google News | Twitter | PubMed w2 | PubMed w30 | GAP |
|-----------------------------|-------------|---------|-----------|------------|-----|
|                             | *p*         | *d*     | *p*       | *d*        |     |
| B1: career vs family        | 0.0012      | 1.37    | **0.0029** | 1.31       |     |
| B2: maths vs arts           | 0.0173      | 1.02    | 0.1035    | 0.65       |     |
| B3: science vs arts         | 0.0044      | 1.25    | 0.0715    | 0.74       |     |
| B4: intelligence vs appearance | 0.0001   | 0.98    | 0.1003    | 0.37       |     |
| B5: strength vs weakness    | 0.0059      | 0.89    | 0.2971    | 0.20       |     |

Also of note is that across all five categories, bias is greater (smaller *p*-values) on the 30-word window set than on the 2-word window set. It is known that window size affects semantic similarity: larger window sizes tend to capture broader, more topical similarities between words whilst smaller windows capture more linguistic or even syntactic similarities (Goldberg, 2017, Sec. 10.5). We leave for future work further analysis on the bias effects of window sizes.

### 5 Discovering New Gender Bias Word Categories

We propose a method for automatically detecting new categories of gender-biased words from a word embedding set. The simplest method involves constructing a list of male- and female-biased words from a word embedding vocabulary through eq. (2). However, the resulting list would not have a topical or semantic cohesion as the categories B1-B5 have. We propose instead to first cluster the word vectors in an embedding set and then return a list of male- and female-associated word lists per cluster. We expect these cluster-based biased word lists to be more topically cohesive. By controlling for the number and size of clusters it should be possible to find more or less fine-grained categories.

We cluster embeddings using K-Means++ (Arthur and Vassilvitski, 2007), as implemented by scikit-learn (Pedregosa et al., 2011), using 100 clusters for GAP and 3,000 for Google News, Twitter and PubMed (window size 30 only). This algorithm was chosen as it is fast and produces clusters of comparable sizes. For each cluster we then return the list of *n* most male- and female-associated words (as per eq. 2): these are the discovered gender bias word categories candidates. Table 4 shows a selection of these candidates.

We cluster embeddings using K-Means++ (Arthur and Vassilvitski, 2007), as implemented by scikit-learn (Pedregosa et al., 2011), using 100 clusters for GAP and 3,000 for Google News, Twitter and PubMed (window size 30 only). This algorithm was chosen as it is fast and produces clusters of comparable sizes. For each cluster we then return the list of *n* most male- and female-associated words (as per eq. 2): these are the discovered gender bias word categories candidates. Table 4 shows a selection of these candidates. Upon visual inspection, most of these candidates seem to be somewhat cohesive. We notice that on Google News and GAP many of the clusters relate to people’s names (Google News cluster 2369) whilst others mix people’s names with

---

6 All candidates in paper repo. See footnote 1.
Gender Biased words

Table 4: Selection of induced gender bias word categories per cluster.

| Cluster | Male | Female |
|---------|------|--------|
| 1       | 30   | 30     |
| 2       | 18   | 18     |

more obviously biased words (Google News cluster 2995 and most GAP clusters). It is clear that this method detects thematically-cohesive groups of gender-associated words. However, not all words seem to be genuinely gender biased in a harmful way. We leave for future work the development of a filtering or classification step capable of making this distinction.

In order to test whether the candidates’ statistics is significant, we applied the full WEAT hypothesis testing protocol, using randomised tests of 1,000 iterations per cluster to make the computation tractable. All clusters across all embedding sets returned a p-value < 0.001. The effect size (Cohen’s d) was quite high across all clusters, averaging 1.89 for Google News, 1.87 for Twitter, 1.88 for PubMed and 1.67 for GAP. We leave for future work to conduct a human-based experiment involving experts on gender bias on different domains and languages to allow for English to further validate our outputs. Emphasis will be placed on assessing the usefulness of this tool for languages and domains lacking or seeking to develop lists of gender bias word categories.

6 Conclusions and Future Work

We have shown that there are varying levels of bias for words embedded trained on corpora of different domains and that within the embedding, there are different categories of gender bias. We have also developed a prototypical tool to develop potential new word categories of gender bias. Whilst our clustering method discovers new gender-associated word categories, the induced topics seem to mix harmless gender-associated words (like people names) with more obviously harmful gender-biased words. So as a future development, we would like to develop a classifier to distinguish between harmless gender-associated words and harmful gender-biased words. We wish to involve judgements by experts on gender bias in this effort, as well as exploring existing thematic word categories from lexical databases like WordNet (Fallbaum, 1998), ontologies and terminologies. At the same time, we will also seek to measure the negative impact of discovered categories in NLP systems’ performance. We also wish to more closely investigate the relationships between different word embedding hyperparameters, such sliding window size in the PubMed set, and their learned bias.
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