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Abstract

We study thermodynamic operations which bring a nonequilibrium steady state (NESS) to another NESS in physical systems under nonequilibrium conditions. We model the system by a suitable Markov jump process, and treat thermodynamic operations as protocols according to which the external agent varies parameters of the Markov process. Then we prove, among other relations, a NESS version of the Jarzynski equality and the extended Clausius relation. The latter can be a starting point of thermodynamics for NESS. We also find that the corresponding nonequilibrium entropy has a microscopic representation in terms of symmetrized Shannon entropy in systems where the microscopic description of states involves “momenta”. All the results in the present paper are mathematically rigorous.
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1 Introduction

1.1 Background and motivation

General Properties of physical systems in thermal equilibrium are relatively well understood both from physical and mathematical points of view. Thermodynamics characterizes macroscopic properties of equilibrium states, and poses strong constraints on possible transitions between equilibrium states, especially when an outside agent makes operation to the system. Statistical mechanics provides a probabilistic description of equilibrium states based on the microscopic mechanical description of the system.

To develop similar universal theories for systems out of equilibrium has been a major remaining challenge in theoretical physics. Among various classes of nonequilibrium states, nonequilibrium steady states (which we shall abbreviated as NESS throughout the paper), which have no macroscopic changes but have nonvanishing flows, may be a promising ground for developing such theories.

Looking back into the history of equilibrium physics, we find that the thermodynamic definition of entropy (and free energy) in terms of thermodynamic operation was a fundamental starting point. The notion and the properties of the entropy and the free energy were essential guides for the later development of equilibrium statistical mechanics. If we trust the analogy to the history, one possible route toward universal theories for NESS may be to start from a thermodynamics for NESS and pin down relevant thermodynamic functions. In [1], Oono and Paniconi made a proposal of an operational thermodynamics for NESS and coined the term “steady state thermodynamics” (SST).
We should point out however that the notion of entropy for NESS is much more subtle than one might imagine in the beginning. One reason is that the entropy in equilibrium physics plays several essentially different roles; it is a thermodynamic function whose derivatives correspond to physically observable quantities, it is a quantitative measure of which adiabatic process is possible and which is not, it is also a large deviation functional governing the fluctuation of physical quantities. There is a possibility that this “degeneracy” is an accident observed only in equilibrium states, and the degeneracy is immediately lifted when one goes out of equilibrium. If this is the case we shall encounter more than one “nonequilibrium entropies” each of which characterizing different physical aspect of a NESS. It will then be important to clarify which physics of NESS is represented by which extension of entropy.

In our own attempt to develop SST and to extend the notion of entropy to NESS \cite{2,3}, we have concentrated on the aspect which gave birth to the concept of entropy, namely, the Clausius relation in thermodynamics. We started from a microscopic description of a heat conducting NESS, and showed that a very natural generalization of the Clausius relation, in which the heat is replaced with its “renormalized” counterpart, is valid when the “order of nonequilibrium” $\epsilon$ is sufficiently small. This was a realization of the early phenomenological discussions by Landauer \cite{4} and by Oono and Paniconi \cite{1}, and an extension of the similar result by Ruelle \cite{5} for models with Gaussian thermostat. We also found that, in systems where microscopic states have no time-reversal symmetry (i.e., the microscopic description of states involves “momenta”), the microscopic representation of the entropy differs from the traditional Gibbs-Shannon form, and requires further symmetrization with respect to the time-reversal transformation.

This approach to SST was later extended to quantum systems \cite{6}. A geometric interpretation of the thermodynamic relations and corresponding exact relations were discussed in \cite{7,8} both for classical and quantum systems.

Other schemes for SST, which are distinct from those in \cite{2,3}, have been proposed \cite{9,10,11,13,14}. See the end of section 1.2 for details. See also \cite{15} for an earlier attempt at approaching SST from a phenomenological point of view, and \cite{16,17,18} for discussions about the “zeroth law” in SST. Closely related problem of heat capacity in NESS is discussed in \cite{19,20}. See \cite{21} for a unified treatment of thermodynamics in NESS and adiabatic pumping in equilibrium.

Among other various promising attempt at discussing entropy (or a related quantity) in NESS, let us refer to the macroscopic fluctuation theory developed by Bertini, De Sole, Gabrielli, Jona-Lasinio, and Landim \cite{22,23,24,25}, exact solution of the large deviation functional by Derrida, Lebowitz, and Speer \cite{26,27}, the proposal of the additivity principle by Bodineau and Derrida \cite{28}, and the recent interesting proposal based on adiabatic accessibility by Lieb and Yngvason \cite{29}. As for closely related approaches based on “fluctuation theorems” see, e.g., the recent review \cite{30}.

In the present paper, which is the first mathematical paper in our series of works on SST, we treat a general class of Markov jump processes that model nonequilibrium systems, and prove physically important relations including the NESS version of the Jarzynski equality and the extended Clausius relation. Although most of the results
have been announced before, they were all derived heuristically. We here present math-
ematically rigorous results for the first time.

Let us describe the organization of the present paper. The following section has been prepared for the readers who are not familiar with our approach (and other related approaches) to nonequilibrium thermodynamics. We shall motivate our study by briefly describing the standard Clausius relation in equilibrium thermodynamics in a simple setting, and explaining the difficulties one encounters when trying to extending it naively to NESS. We then describe our scheme of "renormalization" and introduce the extended Clausius relation for NESS. Finally we compare our approach with other proposals of thermodynamics for NESS.

In section 2, we shall give almost complete definitions necessary in the present paper. In sections 2.1 and 2.2, we define the Markov jump process and the corresponding description in terms of paths. These definitions are standard. Of particular importance are the notion of protocol and the expectation value defined in (2.12). In section 2.3, we define essential "thermodynamic" quantities, namely, the entropy production, its nonequilibrium part, and the work. We also discuss the experimental measurability of these quantities. We shall discuss some examples in section 2.4.

In section 3, we discuss the Jarzynski type equality that holds for thermodynamic operations between two NESS. The equality is exact and rigorous, and will be the basis of our main result, namely the extended Clausius relation. Let us stress that our Jarzynski type equality for NESS is distinct from existing exact equalities for general stochastic processes in that it contains only (almost) measurable thermodynamic type quantities. It is challenging to design experimental verification of the equality with modern techniques in calorimetry.

In section 4, we shall be heuristic, and describe thermodynamic relations that can be derived from the rigorous equality. In section 4.1, we start from the most important extended Clausius relation, and also discuss a different representation of the relation in terms of the excess entropy production. We further discuss higher order "thermodynamic" relations in section 4.2, and present a heuristic estimate of error terms in section 4.3.

In section 5, which is a core of the present paper, we discuss rigorous versions of the thermodynamic relations without going into the proofs. After fixing the class of models for simplicity, we state Theorem which allows us to identify (with a certain precision) our nonequilibrium entropy with the Shannon entropy. Then in Theorems and we state the extended Clausius relation and its higher order generalizations for the step protocol and the quasi-static protocol, respectively. The extended Clausius relation written in terms of the excess entropy production is stated in Theorem. Finally in Theorem, we state an inequality corresponding to the extended Clausius relation.

Sections 6, 7, 8, and 9 are devoted to the proofs of the theorems.

In section 6, we present arguments based on time-reversal symmetry to prove exact equalities discussed in section 3. The arguments are basically standard, but our Jarzyn-

5 This part can be read as a summary of the whole paper.
Figure 1: Thermodynamic operation in an equilibrium state. The bigger gray box denotes the heat bath whose inverse temperature can be controlled, and the smaller box filled with dots denote the system that we are interested in. We start from the equilibrium state with the inverse temperature $\beta$, and slowly change the inverse temperature to $\beta'$. The inverse temperature of the bath and the heat flux from the bath to the system at time $t$ are denoted as $\beta(t)$ and $J(t)$, respectively. The total entropy production in the bath $-\int_{-\tau}^{\tau} dt \beta(t)J(t)$ plays an essential role in the Clausius relation (1.1).

1.2 SST in a typical example

Here we shall briefly discuss the essence of SST, i.e., the extended Clausius relation in the simplest example of heat conducting system. We also try to place our work in the broader context of thermodynamics and statistical mechanics by discussing relevant background.
Clausius relation for operation between equilibrium states: To motivate our extended Clausius relation, we first review the standard Clausius relation, which is the starting point of equilibrium thermodynamics. Consider a physical system (which can be basically anything) attached to a single heat bath whose temperature can be controlled. See Fig. 1. When the inverse temperature of the bath is fixed at $\beta$, the system settles to the equilibrium state corresponding to $\beta$ after a sufficiently long time. Recall that a physical system in equilibrium exhibits no macroscopic changes, and has no macroscopic flows (of, e.g., matter or energy).

We next consider a thermodynamic operation. We start from a situation where the inverse temperature of the bath is $\beta$ and the system is in the corresponding equilibrium. Then we change the inverse temperature of the bath according to a protocol fixed in advance, i.e., a smooth function $\beta(t)$ of time $t \in [-\tau, \tau]$ where $\beta(-\tau) = \beta$ and $\beta(\tau) = \beta'$. We shall assume that $\tau$ is large and $\beta(t)$ varies slowly. Let $J(t)$ be the heat flux (the energy that flows within a unit time) from the bath to the system. Then the well known Clausius relation is

$$S(\beta') - S(\beta) \approx \int_{-\tau}^{\tau} dt \beta(t) J(t),$$

(1.1)

where $S(\beta)$ is the entropy of the system in the equilibrium state corresponding to $\beta$. (More precisely, the entropy is a function of the equilibrium state.) The relation (1.1) becomes an exact equality in the limit $\tau \uparrow \infty$ where $\beta(t)$ varies infinitesimally slowly. The equality can be proved mathematically in various setting.

We note that $-1$ times the right-hand side of (1.1) is interpreted as the total entropy production in the heat bath. To see this, take a short time interval from $t$ to $t + \Delta t$. The energy (heat) that flows into the bath during this interval is $\Delta Q = -\Delta t J(t)$. Then the corresponding increase (or production) of entropy in the bath is given by the standard relation $\Delta S_{\text{bath}} = \beta(t) \Delta Q = -\Delta t \beta(t) J(t)$, which becomes the minus of (1.1) after integration over the whole process.

Although the entropy $S(\beta)$ was introduced above as a purely thermodynamic (or macroscopic) quantity, there is a neat expression in terms of microscopic probability distribution. If one represents the equilibrium state in terms of the canonical distribution $\rho_x^\beta = e^{-\beta H_x} / Z(\beta)$ (see section 2.1 for the notation), the same entropy is written as

$$S(\beta) = -\sum_x \rho_x^\beta \log \rho_x^\beta,$$

(1.2)

where the right-hand side is nothing but the Shannon entropy of the probability distribution $\rho_x^\beta$.

**Extended Clausius relation for operation between NESS:** In our approach to thermodynamics for NESS, we wish to focus on possible extensions of the Clausius relation (1.1) and the expression (1.2) of the entropy. The hope is that proper extensions might be a starting point of a full-fledged thermodynamics.

To be specific, we focus on a NESS in a heat conducting system, which is a typical nonequilibrium setting. Consider a system which is attached to two large heat baths whose temperatures can be controlled. See Fig. 2.
Suppose first that the inverse temperatures of the baths are fixed at $\beta_1$ and $\beta_2$, respectively. It is expected that, after a sufficiently long time, the system settles to a stationary state which has a steady temperature gradient and a constant heat current through it. Such a state, which has no macroscopically observable changes, but has a nonvanishing flow of energy, is a typical example of NESS.

As in the case of equilibrium, we consider a thermodynamic operation to NESS. We start from the situation where the two heat baths have fixed inverse temperatures $\beta_1$ and $\beta_2$, and the system is in the corresponding NESS. Then we change the inverse temperatures of the baths according to a fixed protocol, i.e., functions $\beta_1(t)$ and $\beta_2(t)$ of time $t \in [-\tau, \tau]$. We write $\beta_1 = \beta_1(-\tau)$, $\beta_2 = \beta_2(-\tau)$, $\beta'_1 = \beta_1(\tau)$, and $\beta'_2 = \beta_2(\tau)$.

We wish to ask whether a relation analogous to the Clausius relation (1.1) holds in this setting. Since there are two heat baths, we need to consider two heat currents separately. By $J_k(t)$, where $k = 1, 2$, we denote the heat flux from the $k$-th bath to the system at time $t$. Then a naive analogue to (1.1) is

$$S(\beta'_1, \beta'_2) - S(\beta_1, \beta_2) \approx \sum_{k=1,2} \int_{-\tau}^{\tau} dt \beta_k(t) J_k(t),$$

(1.3)

where the minus of the right-hand side is the total entropy production in the two heat baths. Here $S(\beta_1, \beta_2)$ is a certain function of two inverse temperatures $\beta_1$, $\beta_2$, which should be called the nonequilibrium entropy.

But it turns out that a relation like (1.3) can never be valid. This is most clearly seen by examining the right-hand side in the case where both $\beta_1(t) = \beta_1$ and $\beta_2(t) = \beta_2$ are
independent of \( t \). Suppose that \( \beta_1 < \beta_2 \). In the NESS characterized by the two inverse temperatures \( \beta_1 \) and \( \beta_2 \), there is a steady heat flux \( J_{st} > 0 \) from the bath 1 to the bath 2 through the system. We thus have \( J_1(t) = J_{st} \) and \( J_2(t) = -J_{st} \) for any \( t \in [-\tau, \tau] \). The right-hand side of (1.3) is thus equal to \( 2(\beta_2 - \beta_1) J_{st} \), which is negative and grows proportionally with \( \tau \). The left-hand side, on the other hand, is vanishing since \( \beta_k^{\dagger} = \beta_k \). The relation (1.3) is clearly invalid.

More generally, fix the initial inverse temperature \( \beta_k \) and the final inverse temperature \( \beta_k^\prime \) (for \( k = 1, 2 \)), and take reference functions \( \tilde{\beta}_k(s) \) of \( s \in [-1, 1] \) such that \( \tilde{\beta}_k(-1) = \beta_k \) and \( \tilde{\beta}_k(1) = \beta_k^\prime \). For a given \( \tau > 0 \), we choose our protocol as \( \beta_k(t) = \tilde{\beta}_k(t/\tau) \). Note that, when \( \tau \) becomes large, the right-hand side of (1.3) diverges (roughly) proportionally to \( \tau \) because there always is a heat current going through the system. On the other hand the left-hand side is independent of \( \tau \), because \( S(\beta_1, \beta_2) \) should be a function of the two inverse temperatures. We again conclude that the relation (1.3) cannot be valid.

Extended Clausius relation: We need to find a way to “renormalize” the divergence in the right-hand side of (1.3) to get a finite quantity. One strategy is to introduce the reverse operation as follows. See Fig. 3. We start from the situation where the two heat baths have fixed inverse temperatures \( \beta_k^\prime \) and \( \beta_k^\prime \), and the system is in the corresponding NESS. Then we change the inverse temperatures of the baths according to the reverse protocol defined by the functions \( \beta_k^\dagger(t) := \tilde{\beta}_k(-t) \) for \( k = 1, 2 \). Again we denote by \( J_k^\dagger(t) \), where \( k = 1, 2 \), the heat flux from the \( k \)-th bath to the system at time \( t \) in this process. We expect \( J_k^\dagger(t) \simeq J_k(-t) \) when the operation is slow enough\(^6\). But we don’t have the exact equality \( J_k^\dagger(t) = J_k(-t) \) in general since the currents at a given moment may depend on the history of the system. The subtle difference between \( J_k^\dagger(t) \) and \( J_k(-t) \) can be a key to understand the nature of NESS.

Since \( J_k^\dagger(t) \simeq J_k(-t) \), the total entropy production in the baths

\[
- \sum_{k=1,2} \int_{-\tau}^{\tau} dt \, \beta_k^\dagger(t) J_k^\dagger(t) \]

for the reverse protocol should diverge as \( \tau \uparrow \infty \) in the same manner as that in the original protocol, i.e., the minus of the right-hand side of (1.3). This observation suggests that their difference \( \sum_{k=1,2} \int_{-\tau}^{\tau} dt \, \beta_k(t) J_k(t) - \sum_{k=1,2} \int_{-\tau}^{\tau} dt \, \beta_k^\dagger(t) J_k^\dagger(t) \) may be finite in the limit \( \tau \uparrow \infty \), and may play a meaningful role. This is indeed the case, and we shall prove, for a class of models close to equilibrium, that the extended Clausius relation

\[
S(\beta_1^\prime, \beta_2^\prime) - S(\beta_1, \beta_2) \simeq \frac{1}{2} \sum_{k=1,2} \left\{ \int_{-\tau}^{\tau} dt \, \beta_k(t) J_k(t) - \int_{-\tau}^{\tau} dt \, \beta_k^\dagger(t) J_k^\dagger(t) \right\},
\]

holds in the limit \( \tau \uparrow \infty \). See Theorem 5.3 for the precise statement. Note that the unwanted divergence is properly “renormalized” by considering the difference between the total entropy productions (in the baths) in the original and the time-reversed operations. The same relation can be written by using the notion of excess entropy production as in [2, 3]. See Theorem 5.4.

\(^6\)To be precise, this is true when there always is a nonvanishing temperature difference. When \( \beta_1(t) = \beta_2(t) \), the currents are very small and we rather have \( J_k^\dagger(t) \simeq -J_k(-t) \).
Figure 3: We consider the reverse protocol in which the inverse temperatures are varied from \((\beta_1', \beta_2')\) back to \((\beta_1, \beta_2)\) in exactly the reverse manner. Note that we are not proposing reverse time-evolutions of any kind, but considering the ordinary time-evolution under the reverse protocol. By taking the difference between the total entropy productions (in the baths) in the original and in the reverse protocols, we get a finite quantity which appears in the extended Clausius relation (1.4).

The nonequilibrium entropy in (1.4) satisfies \(S(\beta, \beta') = S(\beta)\), where \(S(\beta)\) is the equilibrium entropy. Likewise the extended Clausius relation (1.4) reduces to the original Clausius relation (1.1) if the temperatures of the baths are always identical with each other, i.e., \(\beta_1(t) = \beta_2(t)\) for any \(t \in [-\tau, \tau]\). We can say that our relation (1.4) is a natural extension of the original Clausius relation (1.1) to operations between NESS. We also stress that the right-hand side of (1.4) can be, in principle, measured experimentally; one needs to perform a pair of experiments for the original and the reverse protocols, and measure the heat currents from the two baths.

There are however (at least) two serious drawbacks in our theory. First the extended Clausius relation (1.4) is an approximate relation which is meaningful only when the system is close to the equilibrium. Our theory says nothing about systems which are very far from equilibrium. Secondly the extended Clausius relation (1.4) holds only for protocols where the parameters are varied very slowly. In the equilibrium thermodynamics, the Clausius inequality is known to hold for processes which are not necessarily slow. We can also prove an inequality corresponding to (1.4) (only for models without “momenta”), but it contains an error term which is not perfectly under control. See Theorem 5.5 and section 10.

Other schemes of “renormalization”: Let us note that the above procedure is certainly not the unique way of “renormalizing” the divergent entropy production. For the moment, at least three other schemes of renormalization are known.

The scheme by Hatano and Sasa [9] developed for the overdamped Langevin system was the first realization of SST based on microscopic (or mesoscopic) dynamics. A very close, but slightly different, scheme based on macroscopic fluctuation theory was recently proposed by Bertini, Gabrielli, Jona-Lasinio, and Landim [10, 11]. The scheme due to Maes and Netocny [13] makes a full use of the large deviation analysis. See [13, 14] for discussions about the relations between different schemes.

Unlike our scheme, all these three schemes lead to extended Clausius relations (or
analogous equivalent relations) which are exact for systems arbitrarily far away from
equilibrium. Moreover, these equalities are accompanied by corresponding inequalities
which are valid for general processes. These are clear advantages of the three schemes.

On the other hand, the renormalization in these three schemes requires subtraction of
rather involved quantities which are not directly observable in experiments. In this
sense our scheme, which uses only directly measurable quantities, has an advantage. We
also note that our scheme applies to a larger class of models than the others. Although
the Maes-Netocny scheme is based on microscopic (or mesoscopic) dynamics, it does
not apply to models with inertia (momenta) as it is. As for the Hatano-Sasa scheme it
has been pointed out [31] that a consistent thermodynamic interpretation is impossible
once the momentum degrees of freedom is introduced. See also [14]. Among the four,
ours seems to be the only scheme which provides a consistent thermodynamic relation
in models including momenta (although we lack inequalities). See section 10.

For the moment we cannot say anything definite about which (or, even any) of the
four schemes is most promising. We believe that further investigations from mathematic-
al, theoretical, and experimental points of view are necessary.

2 Setup and definitions

Here we introduce general Markov jump processes that we study, and fix the nota-
tion. Quantities specific to our approach to nonequilibrium physics are introduced in
section 2.3. We also describe typical examples in section 2.4.

2.1 Markov jump process

Let the state space $S$ be a finite set. The elements $x, y, \ldots \in S$ are states (in a suitable
mesoscopic description) of the system. The probability distribution is denoted in vector
notation as $p = (p_x)_{x \in S}$ where $p_x$ is the probability to find the system in a state $x$.

We assume that there is a set of parameters $\alpha$ which characterizes the system. For
concreteness we assume that $\alpha$ takes its values in a compact subset of $\mathbb{R}^n$ for some
$n > 1$. Fix an arbitrary time scale $\tau_0 > 0$. During the time interval $[-\tau_0, \tau_0]$, an external
agent performs an operation to the system by controlling $\alpha$ according to a protocol
(i.e., a function of time $t$) $\alpha(t)$ (with $t \in [-\tau_0, \tau_0]$) which is fixed in advance. The
function $\alpha(t)$ need not be continuous. We write the initial and the final values of the
parameters as $\alpha = \alpha(-\tau_0)$ and $\alpha' = \alpha(\tau_0)$, respectively. We also take $\tau$ which is much
larger than $\tau_0$, and consider the time evolution of the system in the longer time interval
$[-\tau, \tau]$. We extend the protocol to the whole time interval by simply setting $\alpha(t) = \alpha$
for $t \in [-\tau, -\tau_0]$ and $\alpha(t) = \alpha'$ for $t \in [\tau_0, \tau]$. See Figure 1. We denote the whole
protocol as $\hat{\alpha} = (\alpha(t))_{t \in [-\tau, \tau]}$. A special protocol in which $\alpha(t)$ takes a constant value $\alpha$
throughout $[-\tau, \tau]$ is denoted as $(\alpha)$.

We consider a Markov jump process characterized by a protocol $\hat{\alpha}$.
Figure 4: The protocol $\hat{\alpha} = (\alpha(t))_{t \in [-\tau, \tau]}$, which brings the model parameters from $\alpha$ to $\alpha'$. The parameters $\alpha(t)$ stay constant in the initial and the final stages.

For given parameters $\alpha$ and $x, y \in S$ such that $x \neq y$, let $R_{x \to y}^\alpha \geq 0$ be the transition rate from the state $x$ to $y$. Physically speaking transitions in our system is caused by interactions between the system and heat baths attached to it. We assume that $R_{x \to y}^\alpha \neq 0$ implies $R_{y \to x}^\alpha \neq 0$ for any $x \neq y$. We also assume that the whole state space $S$ is “connected” by nonvanishing $R_{x \to y}^\alpha$. More precisely, for any $x, y \in S$ with $x \neq y$, one can take a sequence $x_0, x_1, \ldots, x_n$ such that $x_0 = x$, $x_n = y$, and $R_{x_{j-1} \to x_j}^\alpha \neq 0$ for any $j = 1, 2, \ldots, n$. We also define the escape rate at $x \in S$ by

$$\lambda_x^\alpha := \sum_{y \in S, y \neq x} R_{x \to y}^\alpha. \quad (2.1)$$

The Markov jump process corresponding to the protocol $\hat{\alpha} = (\alpha(t))_{t \in [-\tau, \tau]}$ is defined by the master equation

$$\frac{dp_x(t)}{dt} = -\lambda_x^\alpha p_x(t) + \sum_{y \in S, y \neq x} p_y(t) R_{y \to x}^\alpha, \quad (2.2)$$

for any $x \in S$ and $t \in [-\tau, \tau]$, where $p_x(t)$ is the probability to find the system in $x$ at time $t$. The equation (2.2) is neatly rewritten in the vector notation as

$$\frac{dp(t)}{dt} = R^\alpha p(t), \quad (2.3)$$

where $p(t) = (p_x(t))_{x \in S}$ is regarded as a column vector. The transition rate matrix $R^\alpha$ is defined by specifying its entries as $(R^\alpha)_{yx} = R_{x \to y}^\alpha$ for $x \neq y$ and $(R^\alpha)_{xx} = -\lambda_x^\alpha$. The formal solution of (2.3) is written as

$$p(t) = \exp \left[ \int_{-\tau}^t ds \, R^\alpha(s) \right] p_{\text{init}}, \quad (2.4)$$

---

7The standard generator of a stochastic process is given by the transpose of $R$. 
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where $p^{\text{init}}$ is the initial distribution given at $-\tau$. The time-ordered exponential is defined by

$$\exp\left[\int_{-\tau}^{t} ds \, R^\alpha(s)\right]$$

$$:= \lim_{N \to \infty} \exp\left[\frac{(t+\tau)R^\alpha(s_{N-1})}{N}\right] \exp\left[\frac{(t+\tau)R^\alpha(s_{N-2})}{N}\right] \cdots \exp\left[\frac{(t+\tau)R^\alpha(s_0)}{N}\right], \quad (2.5)$$

with $s_j = \{(t+\tau)/N\}j - \tau$. When $\alpha(t)$ is time-independent, (2.5) coincides with the usual exponential $\exp[(t+\tau)R^\alpha]$.

It is a well known consequence of the Perron-Frobenius theorem that, for any parameter $\alpha$, one has

$$\lim_{s \to \infty} \exp[s \, R^\alpha] \, p^{\text{init}} = \rho^\alpha, \quad (2.6)$$

where $p^{\text{init}}$ is an arbitrary initial probability distribution. Here $\rho^\alpha = (\rho^\alpha_x)_{x \in S}$ is the unique stationary probability distribution characterized by the condition $R^\alpha \rho^\alpha = 0$. It is also known that $\rho^\alpha_x > 0$ for any $x$. Physically speaking $\rho^\alpha$ is the probability distribution for the nonequilibrium steady state (NESS) of the system with constant parameters $\alpha$.

### 2.2 Description in terms of paths

It is sometimes more convenient to describe the Markov jump process in terms of a path (or a history) $\hat{x}$ of the state. A path is naturally identified with a piecewise constant function $\hat{x} = (x(t))_{t \in [-\tau, \tau]}$, but we shall often specify it in terms of the history of jumps as

$$\hat{x} = (n, (x_0, x_1, \ldots, x_n), (t_1, t_2, \ldots, t_n)), \quad (2.7)$$

where $n = 0, 1, 2, \ldots$ is the total number of jumps, $x_0, \ldots, x_n \in S$ (such that $x_{j-1} \neq x_j$ for $j = 1, \ldots, n$) are the states that the system has visited, and $t_j$ is the time at which the jump $x_{j-1} \to x_j$ took place. They are ordered as $-\tau < t_1 < t_2 < \ldots < t_n < \tau$, and we often write $t_0 = -\tau$ and $t_{n+1} = \tau$. We also write $x_0$ and $x_n$ as $x(-\tau)$ and $x(\tau)$, respectively. See Figure 5.
Then the weight (more precisely, the transition probability density) associated with a path \( \hat{x} \) is

\[
T^{\alpha}[\hat{x}] := \prod_{j=1}^{n} R_{x_{j-1} \to x_j}^{\alpha(t_j)} \prod_{j=0}^{n} \exp\left[-\int_{t_j}^{t_{j+1}} dt \lambda_{x_j}^{\alpha(t)} \right].
\] (2.8)

The weight is normalized so that

\[
\int \mathcal{D}\hat{x} \delta_{x(-\tau),x} T^{\alpha}[^{\hat{x}}] = 1
\] (2.9)

for any initial state \( x \in \mathcal{S} \), where the “integral” over all the paths is defined by

\[
\int \mathcal{D}\hat{x}(...) := \sum_{n=0}^{\infty} \sum_{x_0, \ldots, x_n \in \mathcal{S}} \int_{t_0}^{\tau} dt_1 \int_{t_1}^{\tau} dt_2 \int_{t_2}^{\tau} dt_3 \cdots \int_{t_{n-1}}^{\tau} dt_n (...).
\] (2.10)

In this language, the general solution (2.4) is written as

\[
p_{x}(t) = \int \mathcal{D}\hat{x} P_{x_{(-\tau)} \to x}^{\alpha(-\tau)} \delta_{x(t),x} T^{\alpha}[\hat{x}].
\] (2.11)

One way to see the equivalence of (2.4) and (2.11) is to write the matrix product explicitly (in terms of the sums over \( \mathcal{S} \)) in (2.5).

Let \( f[\hat{x}] \) be an arbitrary function of \( \hat{x} \). We define the expectation value of \( f[\hat{x}] \) by

\[
\langle f \rangle^{\alpha}_{\text{st} \to} := \int \mathcal{D}\hat{x} f[\hat{x}] \rho_{x(-\tau)}^{\alpha(-\tau)} T^{\alpha}[\hat{x}],
\] (2.12)

where the subscript “\( \text{st} \to \)” indicates that the system starts from the steady state for parameter \( \alpha(-\tau) \), and nothing is specified for the final condition. We stress that this is a physically natural expectation, which can be realized experimentally.

### 2.3 Entropy production, work, and time-reversal

Let us further specify our problem, and also introduce some important quantities.

We assume that each state \( x \in \mathcal{S} \) is associated with its energy \( H_x^{\nu} \in \mathbb{R} \). Here \( \nu \) is a parameter (or a set of parameters) that characterizes the Hamiltonian \( H_x^{\nu} \), and is a component of \( \alpha \). See (2.30) and (2.34) for examples. We assume that \( \nu \) takes its value in a compact subset of \( \mathbb{R}^{n'} \) for some \( n' \geq 1 \).

**Entropy production:** For any \( x,y \in \mathcal{S} \) such that \( R_{x \to y}^{\alpha} \neq 0 \), we define the entropy production in the heat baths\(^8\) associated with the transition \( x \to y \) by

\[
\theta_{x \to y}^{\alpha} := \log \frac{R_{x \to y}^{\alpha}}{R_{y \to x}^{\alpha}},
\] (2.13)

\(^8\)Throughout the present paper, the entropy production always means the entropy production in the heat baths.
or, equivalently, by the “local detailed balance condition”

\[ R_{y \rightarrow x}^\alpha = e^{-\theta_{x \rightarrow y}^\alpha} R_{x \rightarrow y}^\alpha. \]  

Clearly one has \( \theta_{x \rightarrow y}^\alpha = -\theta_{y \rightarrow x}^\alpha \). Mathematically speaking, (2.13) is a mere definition. With this definition of \( \theta_{x \rightarrow y}^\alpha \), we can justify the “detailed fluctuation theorem” (6.4), which will be a basis of the present work. To give the quantity a physical interpretation as entropy production, we need some preparations.

A class of processes called equilibrium (stochastic) dynamics describe a system attached to heat baths with a single temperature and free from any non-conservative forces (see footnote 15). Such a system approaches the corresponding equilibrium state after a sufficiently long time\(^9\). The transition rates \( R_{x \rightarrow y}^{(\beta,\nu)} \) (where we have written \( \alpha = (\beta, \nu) \)) in an equilibrium dynamics satisfy the detailed balance condition

\[ e^{-\beta H^\nu_x} R_{x \rightarrow y}^{(\beta,\nu)} = e^{-\beta H^\nu_y} R_{y \rightarrow x}^{(\beta,\nu)}, \]  

for any \( x, y \in S \). Here \( \beta \) is the single inverse temperature of the heat baths. It is well known (and easy to prove) that the condition (2.15) ensures that the corresponding stationary distribution is the canonical distribution \( \rho^{(\beta,\nu)}_x = e^{-\beta H^\nu_x} / Z_\nu(\beta) \), where \( Z_\nu(\beta) = \sum_{x \in S} e^{-\beta H^\nu_x} \) is the normalization constant.

Under the detailed balance condition (2.15), the entropy production (2.13) becomes

\[ \theta_{x \rightarrow y}^{(\beta,\nu)} = \beta (H^\nu_x - H^\nu_y) = -\beta q_{x \rightarrow y}, \]  

where \( q_{x \rightarrow y} = H^\nu_y - H^\nu_x \) is the change in the energy of the system, which is equal to the heat transferred from the baths to the system. The final expression in (2.16) is nothing but the well-known formula for the change (or the production) of entropy in equilibrium thermodynamics.

The main subject of the present work is non-equilibrium stochastic dynamics, for which the detailed balance condition (2.15) can never be satisfied for any choice of \( \beta \) and \( H^\nu_x \). We nevertheless assume here that the entropy production \( \theta_{x \rightarrow y}^\alpha \) is written as

\[ \theta_{x \rightarrow y}^\alpha = -\beta_B q_{x \rightarrow y}, \]  

where \( \beta_B \) is the inverse temperature of the single heat bath\(^{10}\) that is relevant to the transition \( x \rightarrow y \), and \( q_{x \rightarrow y} \) is the energy (heat) transferred from the bath to the system during the transition. The idea behind the identification (2.17) is that heat baths are always in equilibrium states so that we can use the relation from equilibrium thermodynamics for each transition, even when the system never settles to equilibrium\(^{11}\).

\( ^9 \) The approach to equilibrium is indeed a nonequilibrium phenomenon that can be studied in the framework of equilibrium dynamics.

\( ^{10} \) We assume here (and in what follows) that each transition is associated with only a single bath. See also section 2.3.

\( ^{11} \) In a formulations based on a stochastic process (as in the present work), the relation (2.17) is nothing more than an interpretation. In more microscopic formulations based on mechanics, one may justify such relations. See, e.g., [43].
Throughout the present work we assume that the nonequilibrium system can be interpreted as a perturbation to an equilibrium system. As for the entropy production we write
\[ \theta_{x \rightarrow y}^\alpha = \psi_{x \rightarrow y}^\alpha + \beta (H_x^\nu - H_y^\nu), \] (2.18)
where \( \beta > 0 \) is a certain reference inverse temperature, which may not be unique. The quantity \( \psi_{x \rightarrow y}^\alpha \) should be called the nonequilibrium part of entropy production. It also satisfies \( \psi_{x \rightarrow y}^\alpha = -\psi_{y \rightarrow x}^\alpha \).

For a given path \( \hat{x} \) as in (2.7), we can define the total entropy production in \( \hat{x} \) as
\[ \Theta^{\hat{\alpha}}[\hat{x}] = \sum_{j=1}^{n} \theta_{x_{j-1} \rightarrow x_j}^{\alpha(t_j)}, \] (2.19)
and its nonequilibrium part as
\[ \Psi^{\hat{\alpha}}[\hat{x}] = \sum_{j=1}^{n} \psi_{x_{j-1} \rightarrow x_j}^{\alpha(t_j)}. \] (2.20)

For any subinterval \([\tau_1, \tau_2] \subset [-\tau, \tau]\), we define partial entropy productions by
\[ \Theta^{[\tau_1, \tau_2], \hat{\alpha}}[\hat{x}] = \sum_{j=1}^{n} \chi[t_j \in [\tau_1, \tau_2]] \theta_{x_{j-1} \rightarrow x_j}^{\alpha(t_j)}, \] (2.21)
\[ \Psi^{[\tau_1, \tau_2], \hat{\alpha}}[\hat{x}] = \sum_{j=1}^{n} \chi[t_j \in [\tau_1, \tau_2]] \psi_{x_{j-1} \rightarrow x_j}^{\alpha(t_j)}. \] (2.22)

where \( \chi[\text{true}] = 1 \) and \( \chi[\text{false}] = 0 \).

**Work:** Let us write the protocol for the parameter of the Hamiltonian as \( \hat{\nu} := (\nu(t))_{t \in [-\tau, \tau]} \), which is a component of the full protocol \( \hat{\alpha} \). For a path \( \hat{x} \), we define
\[ W^{\hat{\alpha}}[\hat{x}] := \sum_{j=0}^{n} (H_{x_j}^{\nu(t_{j+1})} - H_{x_j}^{\nu(t_j)}) = \sum_{j=0}^{n} \int_{t_j}^{t_{j+1}} dt \frac{d\nu(t)}{dt} \left[ \frac{\partial H_{x_j}^\nu}{\partial \nu} \right]_{\nu=\nu(t)}, \] (2.23)
where the final expression is valid only when \( \nu(t) \) is differentiable. Note that \( H_{x_j}^{\nu(t_{j+1})} - H_{x_j}^{\nu(t_j)} \) is the change in the energy of the system during the interval \((t_j, t_{j+1})\), in which the state of the system is always \( x_j \). Since this change in the energy is caused solely by the change in \( \nu \), we can identify it with the work done by the external agent who operates on the system. Therefore (2.23) is the total work done by the external agent to the system in the path \( \hat{x} \). Note that, since \( \nu(t) \) varies only for \( t \in [-\tau_0, \tau_0] \), the summand in (2.23) vanishes if \((t_j, t_{j+1}) \cap [-\tau_0, \tau_0] = \emptyset \).
It is obvious from (2.18) that $\Theta, \Psi, \text{and } W$ are related with each other. In fact by summing up (2.18) for all the transitions in $\hat{x}$, we see

$$\Theta^\hat{=} [\hat{x}] = \Psi^\hat{=} [\hat{x}] + \beta \sum_{j=1}^{n} (H^\nu_{x_{j-1}} - H^\nu_{x_j})$$

$$= \Psi^\hat{=} [\hat{x}] + \beta \left\{ \sum_{j=0}^{n} (H^\nu_{x_{j+1}^{\tau}} - H^\nu_{x_j^{\tau}}) - H^\nu_{x_{n+1}^{\tau}} + H^\nu_{x_0^{\tau}} \right\}$$

$$= \Psi^\hat{=} [\hat{x}] + \beta W^\hat{=} [\hat{x}] + \beta (H^\nu_{x_{-\tau}}^{\tau} - H^\nu_{x_{-\tau}^{\tau}}). \quad (2.24)$$

**Time-reversal:** For a path $\hat{x}$ as in (2.17), we define its time-reversal $\hat{x}^\dagger$ as

$$\hat{x}^\dagger = (n, (x_n, x_{n-1}, \ldots, x_0), (-t_n, -t_{n-1}, \ldots, -t_2, -t_1)). \quad (2.25)$$

If we use the language of function and denote original path as $\hat{x} = (x(t))_{t \in [-\tau, \tau]}$, the time-reversed path is $\hat{x}^\dagger = (x(-t))_{t \in [-\tau, \tau]}$. Similarly for a protocol $\hat{\alpha} = (\alpha(t))_{t \in [-\tau, \tau]}$ and its component $\hat{\nu} = (\nu(t))_{t \in [-\tau, \tau]}$, we define their time-reversal as $\hat{\alpha}^\dagger = (\alpha(-t))_{t \in [-\tau, \tau]}$ and $\hat{\nu} = (\nu(-t))_{t \in [-\tau, \tau]}$, respectively.

One easily finds that the total entropy production, its nonequilibrium part, and the work are antisymmetric with respect to the time-reversal, i.e.,

$$\Theta^\hat{=} [\hat{x}] = -\Theta^\hat{=} [\hat{x}^\dagger], \quad \Psi^\hat{=} [\hat{x}] = -\Psi^\hat{=} [\hat{x}^\dagger], \quad W^\hat{=} [\hat{x}] = -W^\hat{=} [\hat{x}^\dagger]. \quad (2.26)$$

**Measurability of the quantities:** In operational approaches to thermodynamics we believe it essential to distinguish between physical quantities which are experimentally measurable (at least in principle) and which are not. In what follows we assume that a path $\hat{x}$ has been realized, and ask whether the quantities $W^\hat{=} [\hat{x}], \Theta^\hat{=} [\hat{x}], \text{and } \Psi^\hat{=} [\hat{x}]$ are measurable. This corresponds to the measurability of these quantities in a single experiment.

As in most treatments of equilibrium thermodynamics, we assume that the total work $W^\hat{=} [\hat{x}]$ is measurable. The work is a purely mechanical quantity, and the external agent can, in principle, always determine it by precisely measuring the (generalized) force and the displacement.

We next argue that the total entropy production (in the baths) $\Theta^\hat{=} [\hat{x}]$ is also measurable. Suppose that the system is in touch with $n$ heat baths, where the inverse temperature of the $j$-th bath is $\beta_j$. Let $Q_j^\hat{=} [\hat{x}]$ be the total amount of heat that flowed into the system from the $j$-th bath during the experiment, i.e., the sum of $q_{x \rightarrow y}$ for every transition (which involve the $j$-th bath) in the path $\hat{x}$ . We assume that the total heat $Q_j^\hat{=} [\hat{x}]$ can be measured for each $j$. This may not be a trivial assumption, but in principle we can think of carefully designed heat baths where heat flux can be monitored accurately\textsuperscript{12}. Since the relation (2.17) means that the total entropy production is written as $\Theta^\hat{=} [\hat{x}] = -\sum_{j=1}^{n} \beta_j Q_j^\hat{=} [\hat{x}]$, we conclude that $\Theta^\hat{=} [\hat{x}]$ is measurable.

\textsuperscript{12} Such measurements are indeed possible in modern calorimetry.
The measurability of the nonequilibrium part $\Psi_\hat{\alpha}[\hat{x}]$ of the total entropy production is more subtle. We argue that $\Psi_\hat{\alpha}[\hat{x}]$ is measurable or semi-measurable depending on the model. (See the next section for details of the models.) In the models for heat conduction, where the system exchanges energy only with heat baths, we find $\Psi_\hat{\alpha}[\hat{x}] = -\sum_\jmath =1^n (\beta_\jmath - \beta)Q_\jmath^\hat{\alpha}[\hat{x}]$ from (2.33). This means that $\Psi_\hat{\alpha}[\hat{x}]$ is determined from the measurable total heat $Q_\jmath^\hat{\alpha}[\hat{x}]$. In the models of systems driven by an external nonconservative force, on the other hand, the system exchanges energy with the external field as well as the heat baths. It then turns out (see (2.36)) that $\Psi_\hat{\alpha}[\hat{x}]$ is identical to $\beta$ times the total work done to the system by the external field. The work done by the external field may be measured in principle\footnote{One strategy is to measure the back action from the system to the generator (such as a coil) of the field. In a colloidal system it may be possible to determine the work done by the field by precisely measuring the positions of charged particles.}, but the measurement seems to be extremely difficult in general. We thus regard $\Psi_\hat{\alpha}[\hat{x}]$ as a semi-measurable quantity in this case.

2.4 Examples

Although our theory applies to a large variety of physical models, it might be useful to have some concrete examples in mind. Here we define a standard class of equilibrium dynamics, and then describe two typical problems of nonequilibrium physics.

**Equilibrium dynamics:** Before discussing nonequilibrium problems, let us discuss equilibrium dynamics, which will be the starting point.

To define transition rates, it is convenient to first specify the Hamiltonian $H^\nu_x$ and the connectivity function $c(x, y)$ such that $c(x, y) = c(y, x) \geq 0$ for any $x, y \in S$ with $x \neq y$. We assume that the state space $S$ is connected via nonvanishing $c(x, y)$, or more precisely, for any $x, y \in S$ one can take a sequence $x_0, x_1, \ldots, x_n$ such that $x_0 = x$, $x_n = y$, and $c(x_{j-1}, x_j) \neq 0$ for any $j = 1, 2, \ldots, n$. We make no assumptions on the Hamiltonian $H^\nu_x$ except that it is real.

Then the transition rates for the equilibrium dynamics at the inverse temperature $\beta$ may be defined, for example, as

$$R^{(\beta, \nu)}_{x \rightarrow y} = c(x, y) e^{\beta H^\nu_x},$$

or

$$R^{(\beta, \nu)}_{y \rightarrow x} = c(x, y) e^{(\beta/2)(H^\nu_x - H^\nu_y)}.$$  \hspace{1cm} (2.27)

It is clear that both the definitions satisfy the necessary conditions for transition rates including the detailed balance condition (2.15).

Suppose that one has $H^\nu_x = H^\nu_y$ and $c(x, y) \neq 0$ for some $x \neq y$. Then the rate (2.27) becomes $R^{(\beta, \nu)}_{x \rightarrow y} = R^{(\beta, \nu)}_{y \rightarrow x} = c(x, y)$, and is independent of the inverse temperature $\beta$.

The abstract scheme discussed above applies to various concrete physical settings. Let us describe a system of particles on a lattice. Let the lattice $\Lambda$ be a finite set whose...
elements are denoted as \( u, v \ldots \in \Lambda \). We denote by \( B \) the set of bonds on \( \Lambda \). More precisely the element of \( B \) is a pair \( \{u, v\} = \{v, u\} \) with some \( u, v \in \Lambda \) such that \( u \neq v \).

We assume that \( \Lambda \) is connected via the bonds in \( B \). The simplest example is the one-dimensional periodic lattice \( \Lambda = \{1, 2, \ldots, L\} \) with \( B = \{ \{x, x+1\} \mid x \in \Lambda \} \), where we identify \( L + 1 \) with 1.

We assume that there are \( N \) particles on the lattice, and let \( x \) denote a configuration of the particles on \( \Lambda \). More precisely, we set \( x = (x_1, \ldots, x_N) \), where \( x_j \in \Lambda \) is the position of the \( j \)-th particle (\( j = 1, \ldots, N \)). One may or may not impose the hard-core condition, i.e., \( x_j \neq x_k \) whenever \( j \neq k \). See Figure 6.

For any two configurations \( x = (x_1, \ldots, x_N) \) and \( y = (y_1, \ldots, y_N) \), we set \( c(x, y) = 1 \) if \( \{x_k, y_k\} \in B \) for some \( k \) and \( x_j = y_j \) for any \( j \) such that \( j \neq k \), and \( c(x, y) = 0 \) otherwise. In other words, \( c(x, y) = 1 \) if and only if one can modify the configuration \( x \) into \( y \) by moving one particle along a bond in \( B \).

As for the Hamiltonian, the standard choice is

\[
H_x := \sum_{j=1}^{N} V_1(x_j) + \sum_{j,k=1}^{N} V_2(x_j, x_k),
\]

where the single particle potential \( V_1(\cdot) \) and the two-particle interaction potential \( V_2(\cdot, \cdot) \) are arbitrary real valued functions on \( \Lambda \) and \( \Lambda \times \Lambda \), respectively.

**Heat conduction:** Let us discuss an idealized model of heat conduction. We assume that the system interacts with \( n \) heat baths with different temperatures. We label the baths by the index \( j = 1, 2, \ldots, n \), and denote by \( \beta_j \) the inverse temperature of the \( j \)-th bath. The set of parameters that characterizes the model is

\[
\alpha = (\beta_1, \ldots, \beta_n, \nu).
\]

With any \( x, y \in S \) such that \( c(x, y) \neq 0 \) we associate a unique index \( j(x, y) = j(y, x) \in \{1, \ldots, n\} \), which indicates that the \( j(x, y) \)-th bath is relevant for the transition between \( x \) and \( y \). Then we define the transition rate as

\[
R^\alpha_{x \rightarrow y} = R^{(\beta_{j(x,y)}, \nu)}_{x \rightarrow y},
\]
for any \( x, y \in S \) such that \( x \neq y \), where the right-hand side is defined by \( (2.27) \) or \( (2.28) \).

From the definition \( (2.13) \), one finds

\[
\theta^\alpha_{x \rightarrow y} = \beta_j(x,y) \left( H'_x - H'_y \right) = \Delta \beta_j(x,y) \left( H'_x - H'_y \right) + \beta \left( H'_x - H'_y \right),
\]

(2.32)

where we have chosen the reference inverse temperature \( \beta \) (somewhat arbitrarily), and wrote \( \Delta \beta_j := \beta_j - \beta \). Comparing with \( (2.18) \), one finds

\[
\psi^\alpha_{x \rightarrow y} = \Delta \beta_j(x,y) \left( H'_x - H'_y \right),
\]

(2.33)

which is indeed small when all the inverse temperatures \( \beta_1, \ldots, \beta_n \) are close to each other, and \( \beta \) is chosen properly.\(^{14}\)

**Driven system:** We shall illustrate a system which is in contact with a single heat bath with the inverse temperature \( \beta \), but is driven by a non-conservative external force.

For each pair \( x, y \in S \) such that \( c(x,y) \neq 0 \), we define a quantity \( d_{x \rightarrow y} \in \mathbb{R} \) which satisfies the antisymmetry \( d_{x \rightarrow y} = -d_{y \rightarrow x} \). Physically, \( d_{x \rightarrow y} \) is interpreted as the displacement (in the direction of the non-conservative external force) of the particle associated with the transition \( x \rightarrow y \). In the simplest example of particles on the one-dimensional periodic lattice, we set \( d_{x \rightarrow y} = 1 \) if a particle jumps to the right in the transition \( x \rightarrow y \), and \( d_{x \rightarrow y} = -1 \) if a particle jumps to the left.

We assume that the non-conservative external force \( f \) is applied to the system. The model is parameterized by

\[
\alpha = (\beta, \nu, f).
\]

(2.34)

We then define the transition rate by

\[
R^\alpha_{x \rightarrow y} = e^{\beta f d_{x \rightarrow y}/2} R^{(\beta, \nu)}_{x \rightarrow y},
\]

(2.35)

for any \( x, y \in S \) such that \( x \neq y \), where the right-hand side is defined by \( (2.27) \) or \( (2.28) \).

From the definitions \( (2.13) \) and \( (2.18) \), one readily finds

\[
\psi^\alpha_{x \rightarrow y} = \beta f d_{x \rightarrow y}.
\]

(2.36)

This means that the nonequilibrium part of the total entropy production \( \Psi^\alpha[\dot{\alpha}] \) (see \( (2.20) \)) can be interpreted as the total work done by the non-conservative external force to the system (multiplied by \( \beta \)).

\(^{14}\)In most of realistic situations for heat conduction, only some small portions of the system is in touch with the heat baths. To model such a situation by using a system of particles on a lattice, we assume that the energy of the system changes only when a particle hops within one of the portions which are in touch with the baths. In other words, if an allowed transition \( x \rightarrow y \) is such that a particle hops outside the portions, then one must have \( H'_x = H'_y \). We further use the transition rule \( (2.28) \) so as to make the corresponding transition rate (which is indeed 1) independent of any inverse temperatures.

\(^{15}\)We define the force in this setting as \( f_{x \rightarrow y} = f d_{x \rightarrow y} \). The force \( f_{x \rightarrow y} \) is said to be conservative if one can write \( f_{x \rightarrow y} = U_x - U_y \) for any \( x, y \in S \) with a suitable function (i.e., potential) \( U_x \).
3 Jarzynski-type equalities for NESS

We start by presenting some exact equalities which are valid for general operations (i.e., protocols) to NESS. They are reminiscent of the Jarzynski equality (3.2), which holds for operations to equilibrium states [32, 30].

We note, however, that the derivation of these equalities for NESS is not as straightforward as that of the original Jarzynski equality [32]. One of the main difficulties is that we do not know the explicit form of the probability distribution $\rho^\alpha$ of NESS while the corresponding stationary distribution in the equilibrium case is the canonical distribution.

Our main equality is the following. We here consider a general protocol $\hat{\alpha}$ introduced in the beginning of section 2.1. See, in particular, Figure 4. As we have discussed at the end of section 2.3, we regard that the work $W^\hat{\nu}$ is measurable, and the nonequilibrium part $\Psi^\hat{\alpha}$ of the entropy production is measurable or semi-measurable depending on the model.

Theorem 3.1 There exists a function (that we call the free energy) $F(\alpha)$ of the parameters $\alpha$ which coincides with the equilibrium free energy $-\beta^{-1} \log \sum_{x \in S} e^{-\beta H^\nu_x}$ for an equilibrium system with $\alpha = (\beta, \nu)$, and we have for any protocol $\hat{\alpha}$ that

$$F(\alpha') - F(\alpha) = -\frac{1}{\beta} \lim_{\tau \to \infty} \frac{\langle \exp[-(\beta W^\nu + \Psi^\hat{\alpha})/2]\rangle_{\text{st} \to \hat{\alpha}^\dagger}}{\langle \exp[-(\beta W^\nu + \Psi^\hat{\alpha}^\dagger)/2]\rangle_{\text{st} \to \hat{\alpha}^\dagger}}. \quad (3.1)$$

This theorem will be proved in section 6.2 using the results from section 7.

We recall that $\nu$ is a component of $\alpha$ (as in (2.30) and (2.34)), and likewise the protocol $\hat{\nu} = (\nu(t))_{t \in [-\tau, \tau]}$ is a component of the full protocol $\hat{\alpha} = (\alpha(t))_{t \in [-\tau, \tau]}$. Note that we fix the operation time scale $\tau_o$ when taking the limit $\tau \uparrow \infty$. It means that we are treating an arbitrary operation, including very “wild” ones.

The equality (3.1) expresses the difference of the (nonequilibrium) free energy in terms of the expectation values defined for nonequilibrium processes. In this sense it may be regarded as a nonequilibrium version of the Jarzynski equality

$$F(\beta, \nu') - F(\beta, \nu) = -\frac{1}{\beta} \log \left\langle e^{-\beta W^\nu} \right\rangle_{\text{eq} \to \hat{\nu}} \quad (3.2)$$

for equilibrium processes. A fundamental difference of our equality from the original equality is that we must consider the expectation values for both the original protocol $\hat{\alpha}$ and its time-reversal $\hat{\alpha}^\dagger$. Let us stress, however, that the expectation $\langle \cdots \rangle_{\text{st} \to \hat{\alpha}^\dagger}$ is not at all unphysical; one simply executes the operation according to the protocol $\hat{\alpha}^\dagger$, and considers a natural time-evolution starting from the NESS corresponding to $\alpha'$. Another difference is that here the expectation values involve the nonequilibrium part $\Psi$ of the entropy production as well as the work $W$.

We recall that one can prove the minimum work principle $\left\langle W^\nu \right\rangle_{\text{eq} \to \hat{\nu}} \geq F(\beta, \nu') - F(\beta, \nu)$, which is a representation of the second law of thermodynamics (in the standard equilibrium thermodynamics), by simply applying the Jensen inequality to the Jarzynski
equality (3.2). Unfortunately our equality (3.1) does not lead directly to any inequalities since the right-hand side is the ratio of the two expectation values.

Below in Theorem 3.2, we see another equality which better resembles the original Jarzynski equality (3.2). But our (3.1) is of considerable importance especially because it is intimately related to thermodynamic relations in NESS, as we shall discuss in section 4.

We note that various exact equalities which are valid for general stochastic processes (including ours) have been derived from the “detailed fluctuation theorem” in, e.g., [33, 34, 35]. Many similar equalities can be derived in the same manner. We believe that our equality (3.1) is essentially different from these equalities. While the equalities derivable with the methods in [33, 34, 35] contain quantities like \( \log \rho^\alpha \) which depend explicitly on the unknown stationary distribution \( \rho^\alpha \), our equality only contains \( W \) and \( \Psi \) which are (semi-)measurable thermodynamic type quantities. The derivation of our new equality is based not only on the “detailed fluctuation theorem” but also on the new “splitting lemma” (Lemma 6.1) which allows us to treat a process whose initial distribution is \( \rho^\alpha \) without using \( \rho^\alpha \) explicitly.

It may be inspiring to rewrite the quantity inside the limit in (3.1) as

\[
\log \frac{\langle e^{-\beta W^\hat{\rho}/2}\rangle_{\text{mod}}}{\langle e^{-\beta W^{\hat{\rho}_1}/2}\rangle_{\text{mod}}} + \log \frac{\langle \exp[-\Psi^\hat{\alpha}/2] \rangle_{\text{st}}}{\langle \exp[-\Psi^{\hat{\alpha}_1}/2] \rangle_{\text{st}}},
\]

where we have defined the modified expectation by

\[
\langle f \rangle_{\text{mod}} := \frac{\langle f \exp[-\Psi^{\hat{\alpha}}/2] \rangle_{\text{st}}}{\langle \exp[-\Psi^{\hat{\alpha}}/2] \rangle_{\text{st}}},
\]

We note that the extra weight \( \exp[-\Psi^{\hat{\alpha}}[\hat{x}]/2] \) has an effect of canceling the nonequilibrium contribution \( \psi^\alpha_{x\to y} \) in the transition rates. This is in particular true for the example of driven system discussed in section 2.4. Compare the transition rate (2.35) with the formula (2.36) for \( \psi^\alpha_{x\to y} \).

The physics described by the expectation \( \langle \cdots \rangle_{\text{mod}} \) is then expected to be close to that of equilibrium. But there still is considerable “nonequilibrium effect” coming from the escape rates \( \lambda^\alpha_x \), which are untouched in the modification (3.4). Possible essential roles played by the escape rates in nonequilibrium states have been emphasized by Maes and his collaborators [36, 37, 38]. In the expectation \( \langle \cdots \rangle_{\text{mod}} \), nonequilibrium flows are cancelled and we can focus on the effects from the escape rates. We still do not know if this interpretation leads us to any new insights.

**Remark 1:** The equality (3.1) is one of the series of equalities which can be proved in the similar manner. A general form includes an arbitrary constant \( \kappa \in \mathbb{R} \), and is

\[
F(\alpha') - F(\alpha) = -\frac{1}{\beta} \lim_{\tau \to \infty} \log \frac{\langle \exp[-\kappa \beta W^{\hat{\rho}} - \Psi^{\hat{\alpha}}/2] \rangle_{\text{st}}}{\langle \exp[-(1 - \kappa) \beta W^{\hat{\rho}_1} - \Psi^{\hat{\alpha}_1}/2] \rangle_{\text{st}}}. \quad (3.5)
\]
Remark 2: We can also prove the following exact equalities which involve the total entropy production $\Theta$, rather than its nonequilibrium part $\Psi$. See the end of section 6.2 for the proof. There exists a function $\tilde{S}(\alpha)$ of the parameters $\alpha$, and we have for any protocol $\hat{\alpha}$ that

$$
\tilde{S}(\alpha') - \tilde{S}(\alpha) = \lim_{\tau \to \infty} \log \frac{\langle \exp[-\Theta^{\hat{\alpha}}/2] \rangle_{\text{st} \to \hat{\alpha}t}}{\langle \exp[-\Theta^{\hat{\alpha}t}/2] \rangle_{\text{st} \to \hat{\alpha}t}}.
$$

(3.6)

Although one may be tempted to identify $\tilde{S}(\alpha)$ as nonequilibrium entropy, this interpretation may not be adequate. For parameters $\alpha$ which correspond to equilibrium, one finds that $\tilde{S}(\alpha)$ is (similar to but) not the same as the equilibrium entropy. See (6.15).

Another exact Jarzynski-type equality for NESS was derived by one of us (N.N.) in [39]. Since we can prove this equality with the same machinery as the previous one, we shall briefly discuss it here.

For an arbitrary function $f[\hat{x}]$ of $\hat{x}$, we define its $\Psi$-modified expectation as

$$
\langle f \rangle^{\hat{\alpha}}_{\Psi\text{-mod}} := \frac{\langle f \exp[-(\Psi_{[-\tau,-\tau/2],(\alpha)} + \Psi_{[\tau/2,\tau],(\alpha')})/2] \rangle_{\text{st} \to \hat{\alpha}t}}{\langle \exp[-(\Psi_{[-\tau,-\tau/2],(\alpha)} + \Psi_{[\tau/2,\tau],(\alpha')})/2] \rangle_{\text{st} \to \hat{\alpha}t}},
$$

(3.7)

where $\Psi$ for restricted time intervals are defined in (2.22). We have replaced the protocols by $(\alpha)$ and $(\alpha')$ in order to emphasize that $\alpha(t)$ is constant in these intervals (we here assume $\tau \geq 2\tau_0$). This is similar to the modified expectation (3.4) introduced above, but now the modification factor presents only in the time intervals $[-\tau, -\tau/2]$ and $[\tau/2, \tau]$. One can say that the system is in the modified nonequilibrium at the beginning and the end of the history, while it is in the full-fledged nonequilibrium in the middle. This hybrid allows one to prove the following strong result.

**Theorem 3.2** Let $F(\alpha)$ be the nonequilibrium free energy introduced in Theorem 3.1. For any protocol $\hat{\alpha}$, one has

$$
\lim_{\tau \to \infty} \langle e^{-\beta W^{\omega}} \rangle_{\text{st} \to \hat{\alpha}} = e^{-\beta \{F(\alpha') - F(\alpha)\}} \lim_{\tau \to \infty} \langle \exp[-\Psi_{[-\tau,-\tau/2],(\alpha')} \rangle_{\Psi\text{-mod}}^{\hat{\alpha}t}.
$$

(3.8)

This theorem will be proved in section 6.3 using the results from section 7.

It is remarkable that the left-hand side of (3.8) only includes the standard mechanical work $W^{\omega}$ and the physically natural average $\langle \cdots \rangle_{\text{st} \to \hat{\alpha}}$. Although the right-hand side is a little more complicated, it was shown in [39] that it can also be measured experimentally at least when the “degree of nonequilibrium” is small enough.

By using the Jensen inequality, one can show from (3.8) a “second law”

$$
\lim_{\tau \to \infty} \langle W^{\omega} \rangle_{\text{st} \to \hat{\alpha}} \geq F'(\alpha') - F'(\alpha) - \frac{1}{\beta} \lim_{\tau \to \infty} \log \langle \exp[-\Psi_{[-\tau,-\tau/2],(\alpha')} \rangle_{\Psi\text{-mod}}^{\hat{\alpha}t}.
$$

(3.9)
4 Thermodynamic relations for NESS

We shall observe here that our main equality (3.1) can be used to generate thermodynamic relations associated with operations that bring a NESS to a different NESS. The simplest and the most important is the extended Clausius relation (4.5), (4.6), and (4.10), which was derived in our earlier works [2, 3]. We concentrate on heuristic arguments in the present section, and discuss corresponding rigorous results in section 5.

4.1 Extended Clausius relation and entropy

Extended Clausius relation: Here we shall concentrate on a situation where the system is close to equilibrium and the change in the parameters during the operation is small. It is then expected that the arguments of the two exponential functions in the right-hand side of the equality (3.1) are small, because \( \psi_{x \to y}^\alpha \) vanishes in an equilibrium system, and \( W^\nu \) is small if the change of the Hamiltonian is small. By expanding in these quantities to the lowest order, we see that (3.1) yields

\[
F(\alpha') - F(\alpha) \simeq \frac{1}{2\beta} \left\{ \langle \beta W^\nu + \Psi^\alpha \rangle^\alpha - \langle \beta W^\nu + \Psi^\alpha \rangle^\alpha \right\},
\]

(4.1)

where we have abbreviated \( \langle \cdots \rangle^\alpha \) as \( \langle \cdots \rangle^\alpha \) for simplicity. We also assumed \( \tau \) is sufficiently large, and have omitted \( \lim_{\tau \to \infty} \).

Although (4.1) may be interpreted as a thermodynamic relation, it is much better to rewrite it in terms of the total entropy production \( \Theta \). By substituting (2.24), this becomes

\[
\beta \left\{ F(\alpha') - F(\alpha) \right\} \simeq \frac{\langle \Theta^\alpha \rangle^\alpha - \langle \Theta^\alpha \rangle^{\alpha'}}{2} + \beta \langle H^\nu \rangle^{\alpha'} - \beta \langle H^\nu \rangle^\alpha.
\]

(4.2)

For an arbitrary function \( g_x \) on \( S \), we have defined its expectation value in the steady state with \( \alpha \) as

\[
\langle g \rangle^\alpha \text{st} := \sum_{x \in S} g_x \rho_x^\alpha.
\]

(4.3)

If one introduces the nonequilibrium entropy through the “familiar” relation

\[
S(\alpha) := \beta \left\{ \langle H^\nu \rangle^\alpha \text{st} - F(\alpha) \right\},
\]

(4.4)

the relation (4.2) becomes

\[
S(\alpha') - S(\alpha) \simeq -\frac{\langle \Theta^\alpha \rangle^\alpha - \langle \Theta^\alpha \rangle^{\alpha'}}{2},
\]

(4.5)

which is the extended Clausius relation obtained in [2, 3]. This is essentially the same as (1.4) in the introduction. To be slightly more precise about the near equality, we can write the same relation as

\[
S(\alpha') - S(\alpha) = -\frac{\langle \Theta^\alpha \rangle^\alpha - \langle \Theta^\alpha \rangle^{\alpha'}}{2} + O(\epsilon^2 \delta) + O(\delta^2),
\]

(4.6)
where \( \epsilon \) denotes the “degree of nonequilibrium”, and \( \delta \) denotes the amount of change in the parameters (see section 5 for precise definitions). The \( O(\delta^2) \) term can be omitted for a quasi-static (i.e., smooth and slow) protocol. In Theorems 5.2 and 5.3 we present corresponding rigorous estimates.

Consider an equilibrium protocol \( \hat{\alpha}_{eq} = (\alpha_{eq}(t))_{t \in [-\tau, \tau]} \), where \( \alpha_{eq}(t) \) for any \( t \in [-\tau, \tau] \) corresponds to an equilibrium system. In such a case the standard adiabatic theorem implies that
\[
\langle \Theta \hat{\alpha}_{eq} \rangle \hat{\alpha}_{eq} \simeq -\langle \Theta \hat{\alpha}_{eq} \rangle \hat{\alpha}_{eq}
\]
for a sufficiently slow and smooth process. Then the relation (4.5) becomes
\[
S(\alpha'_{eq}) - S(\alpha_{eq}) \simeq -\langle \Theta \hat{\alpha}_{eq} \rangle \hat{\alpha}_{eq}
\]
which is nothing but the standard Clausius relation (1.1). Since \( S(\alpha_{eq}) \) coincides with the standard entropy, we find the the extended Clausius relation (4.5) is an extension of the standard Clausius relation.

Note that, in a NESS, both \( \langle \Theta \hat{\alpha} \rangle \hat{\alpha} \) and \( \langle \Theta \hat{\alpha} \rangle \hat{\alpha} \) grow proportionally with the total time \( \tau \) since there always is a nonvanishing entropy production. The extended Clausius relation (4.5) shows that their difference is a finite quantity independent of \( \tau \) (provided that \( \tau \) is long enough) and characterizes the effect of the operation. It is crucial that the quantities \( \langle \Theta \hat{\alpha} \rangle \hat{\alpha} \) and \( \langle \Theta \hat{\alpha} \rangle \hat{\alpha} \) can be measured by executing (at least) two experiments with the protocol \( \hat{\alpha} \) and the corresponding reverse protocol \( \hat{\alpha} \).

**Excess entropy production:** The right-hand side of the extended Clausius relation (4.5) or (4.6) can also be written in terms of an interesting quantity called the excess entropy production. We first define the entropy production rate \( \sigma_{st}^{\alpha} \) in the NESS with the parameters \( \alpha \) by
\[
\sigma_{st}^{\alpha} := \frac{1}{2\tau} \langle (\Theta(\alpha))_{st}^{\alpha} \rangle,
\]
where \( (\alpha) \) denotes the protocol in which \( \alpha(t) = \alpha \) for any \( t \in [-\tau, \tau] \). We shall prove in section 7.5 that the definition is independent of \( \tau \). This independence may be intuitively apparent since the system is always in the NESS with \( \alpha \), and \( \Theta(\alpha) \) is the total entropy production.

For an arbitrary protocol \( \hat{\alpha} = (\alpha(t))_{t \in [-\tau, \tau]} \), we next define the corresponding housekeeping entropy production by
\[
\Sigma_{hk}^{\hat{\alpha}} := \int_{-\tau}^{\tau} dt \sigma_{st}^{\alpha(t)}.
\]
The housekeeping entropy production is indeed the main contribution to the total entropy production \( \langle (\Theta(\hat{\alpha}))_{st} \rangle \), especially when \( \tau \) is large and \( \alpha(t) \) varies slowly. The difference \( \langle (\Theta(\hat{\alpha}))_{st} \rangle - \Sigma_{hk}^{\hat{\alpha}} \) is called the excess entropy production. It represents the intrinsic response of the system to the change of the parameters.

By using the excess entropy production, the extended Clausius relation (4.6) is written as
\[
S(\alpha') - S(\alpha) = -\left\{ \langle (\Theta(\hat{\alpha}))_{st} - \Sigma_{hk}^{\hat{\alpha}} \rangle \right\} + O(\epsilon^2 \delta),
\]
where
where we omitted the $O(\delta^2)$ term assuming a quasi-static protocol. We present a rigorous version of the relation in Theorem 5.4.

**Nonequilibrium entropy:** Finally let us discuss the basic property of the entropy $S(\alpha)$. For any probability distribution $p = (p_x)_{x \in S}$, the corresponding Shannon entropy is defined by

$$S_{\text{Sh}}[p] := - \sum_{x \in S} p_x \log p_x. \quad (4.11)$$

It is well-known that for an equilibrium parameter $\alpha_{eq}$, one has $S(\alpha_{eq}) = S_{\text{Sh}}[\rho^\alpha_{eq}]$, i.e., the Shannon entropy of the stationary distribution (which is the canonical distribution) is exactly equal to the thermodynamic entropy. This equality is no longer valid in nonequilibrium systems, but we can still show the near equality

$$S(\alpha) = S_{\text{Sh}}[\rho^\alpha] + O(\epsilon^3). \quad (4.12)$$

The proof is based on the representation

$$\log \rho^\alpha_x = \beta F(\alpha) - \beta H^\alpha_x - \frac{1}{2} \lim_{\tau \uparrow \infty} \{ \langle \Psi(\alpha)^\tau \rangle_{x \to} - \langle \Psi(\alpha)^\tau \rangle_{\text{st} \to x} \} + O(\epsilon^3), \quad (4.13)$$

for the stationary distribution $\rho^\alpha = (\rho^\alpha_x)_{x \in S}$, which was derived by Komatsu and Nakagawa [40]. See Theorems 5.1 and 8.1 for rigorous versions.

**Remark:** Recall that we also have the equality (3.6), which directly deals with the entropy production $\Theta$. Although one might suspect that (3.6) leads us immediately to the extended Clausius relation (4.5), it is indeed not the case. Unlike the nonequilibrium part $\Psi$, the total entropy production $\Theta$ does not vanish in the limit of equilibrium. The expansion in $\Theta$ is not justified even in a heuristic discussion.

**4.2 Higher order relations**

We continue to be heuristic, and discuss higher order contributions from the expansion of (3.1) that we considered above.

Recall that for a general expectation $\langle \cdots \rangle$ and random variables $X_1, X_2, \cdots, X_k$, the corresponding cumulant is defined by

$$c\langle X_1 X_2 \cdots X_k \rangle := \left. \frac{\partial}{\partial u_1} \frac{\partial}{\partial u_2} \cdots \frac{\partial}{\partial u_k} \log \langle e^{\sum_{i=1}^k u_i X_i} \rangle \right|_{u_1 = u_2 = \cdots = u_k = 0}, \quad (4.14)$$

which leads to the formal expansion

$$\log \langle e^X \rangle = \sum_{k=1}^\infty \frac{c\langle X^k \rangle}{k!}, \quad (4.15)$$

where $c\langle X^k \rangle := c\langle \underbrace{X \cdots X}_k \rangle$. 
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By applying (4.15) (formally) to the right-hand side of the equality (3.1), one finds

\[ F(\alpha') - F(\alpha) = -\frac{1}{\beta} \sum_{k=1}^{\infty} \frac{(-1)^k}{2^k k!} \left\{ c^{\langle (\beta W^\dagger + \Psi \hat{a})^k \hat{a} \rangle} - c^{\langle (\beta W^\dagger + \Psi \hat{a}^\dagger)^k \hat{a}^\dagger \rangle} \right\}. \] (4.16)

This is an improvement, which contains infinitely many “nonlinear” terms, of the extended Clausius relation (4.5) or (4.6). But a thermodynamic relation with infinitely many terms may not be useful or enlightening. It may be useful to have truncated versions of the nonlinear relation which are valid in certain limited situations.

Here we still concentrate on a situation where the system is close to equilibrium and the change in the parameters during the operation is small. As before we denote by \( \epsilon \) the “degree of nonequilibrium”, and by \( \delta \) the amount of change in the parameters. We shall define these quantities precisely later in section 5.

The error estimate in (4.6) was derived heuristically (but not proved) in [2, 3]. With a similar argument, we can show for any \( n = 1, 2, \ldots \) that

\[ c^{\langle (\beta W^\dagger + \Psi \hat{a})^{2n} \hat{a} \rangle} - c^{\langle (\beta W^\dagger + \Psi \hat{a}^\dagger)^{2n} \hat{a}^\dagger \rangle} = O(\epsilon^{2n} \delta) + O(\delta^2). \] (4.17)

We shall describe the derivation of this estimates in the next section 4.3.

By using (4.17), we can write the truncated version of the higher order relations, which is

\[ F(\alpha') - F(\alpha) = -\frac{1}{\beta} \sum_{k=1}^{2n-1} \frac{(-1)^k}{2^k k!} \left\{ c^{\langle (\beta W^\dagger + \Psi \hat{a})^k \hat{a} \rangle} - c^{\langle (\beta W^\dagger + \Psi \hat{a}^\dagger)^k \hat{a}^\dagger \rangle} \right\} + O(\epsilon^{2n} \delta) + O(\delta^2). \] (4.18)

See Theorems 5.2 and 5.3 for the corresponding rigorous estimates.

Remark: In [3], we have derived (again non-rigorously) a “non-linear nonequilibrium thermodynamic relation”, which does not exactly fit into the above form. Although we can derive the equality in [3] within the present framework, we won’t discuss the derivation here.16

4.3 Perturbative estimate of the error

Let us present a heuristic derivation of (4.17). We shall make use of formal perturbative estimates freely without being bothered by the validity of the perturbation calculation. The following estimate (as it is) can be mathematically justified only for systems with a fixed time \( \tau \) and extremely small \( \epsilon \) and \( \delta \). Since the convergence estimate is not uniform in \( \tau \) (in the present section), we have no rigorous control of the the limit \( \tau \uparrow \infty \), in which we are interested. Nevertheless this estimate will be used as a part of rigorous argument later in section 7.4.

\[ \text{Remark: } \text{In [3], we have derived (again non-rigorously) a “non-linear nonequilibrium thermodynamic relation”, which does not exactly fit into the above form. Although we can derive the equality in [3] within the present framework, we won’t discuss the derivation here.}^{16} \]

16 A convenient derivation is to start from (3.5) with \( \kappa = 1 \), and apply the cumulant expansion as above.
Define $\Delta \Phi^{\hat{a}}$ and $\Delta \Phi^{\hat{a} \dagger}$, which are of $O(\delta)$, by
\[
\Psi^{\hat{a}} + \beta W^{\hat{a}} = \Psi^{(\alpha)} + \Delta \Phi^{\hat{a}}, \quad \Psi^{\hat{a} \dagger} + \beta W^{\hat{a} \dagger} = \Psi^{(\alpha)} + \Delta \Phi^{\hat{a} \dagger}.
\] (4.19)

Then the quantity to be estimated is written as
\[
c\langle (\beta W^{\hat{a}} + \Psi^{(\alpha)})^{2n} \rangle - c\langle (\beta W^{\hat{a} \dagger} + \Psi^{(\alpha)})^{2n} \rangle = c\langle (\Psi^{(\alpha)})^{2n} \rangle - c\langle (\Psi^{(\alpha)})^{2n} \rangle^{\hat{a} \dagger}
+ 2n c\langle \Delta \Phi^{\hat{a}} (\Psi^{(\alpha)})^{2n-1} \rangle^{\hat{a}} - 2n c\langle \Delta \Phi^{\hat{a} \dagger} (\Psi^{(\alpha)})^{2n-1} \rangle^{\hat{a} \dagger} + O(\delta^2).
\] (4.20)

To evaluate $c\langle (\Psi^{(\alpha)})^{2n} \rangle^{\hat{a} \dagger}$, we expand around the same expectation taken in the constant protocol $\langle \cdots \rangle^{(\alpha)}$. To be precise, we note that one can write $\langle f \rangle^{\hat{a} \dagger} = \langle f (1 + \Delta \Gamma^{\hat{a}}) \rangle^{(\alpha)}$ for any function $f[\hat{x}]$, where $\Delta \Gamma[\hat{x}] = O(\delta)$. Then the leading contribution is $c\langle (\Psi^{(\alpha)})^{2n} \rangle^{\hat{a} \dagger}$, which is obviously vanishing. The remainder is $c\langle (\Psi^{(\alpha)})^{2n} (\Delta \Gamma^{\hat{a}} - \Delta \Gamma^{\hat{a} \dagger}) \rangle^{(\alpha)}$, which is of order $\Psi^{2n} O(\delta) = O(e^{2n} \delta)$. We have also noted $\Psi = O(\epsilon)$.

The evaluation of the terms $c\langle \Delta \Phi^{\hat{a}} (\Psi^{(\alpha)})^{2n-1} \rangle^{\hat{a}} - c\langle \Delta \Phi^{\hat{a} \dagger} (\Psi^{(\alpha)})^{2n-1} \rangle^{\hat{a} \dagger}$ is more delicate and essential. Note that a naive order counting would show that these terms are of $O(\epsilon^{2n-1} \delta) + O(\delta^2)$. This is of $O(\epsilon)$ worse than what we want.

To make an optimal estimate we expand around the same expectation taken in the equilibrium process $\langle \cdots \rangle^{\hat{a}eq}$, where $\hat{a}eq$ is a protocol\(^\text{17}\) which always stays in equilibrium and close to $\hat{a}$. To be precise we note that $\langle f \rangle^{\hat{a} \dagger} = \langle f (1 + \Delta \Omega^{\hat{a}}) \rangle^{\hat{a}eq}$ for any $f[\hat{x}]$, where $\Delta \Omega^{\hat{a}}[\hat{x}] = O(\epsilon)$. Let us also note that the expectation in equilibrium processes satisfies the symmetry relation
\[
e^{-\beta F^{\hat{a}eq}} e^{-\beta W^{\hat{a} eq}/2} f^{\hat{a} eq} = e^{-\beta F^{\hat{a}eq}} e^{-\beta W^{\hat{a} \dagger}/2} f^{\hat{a} \dagger}^{\hat{a} eq},
\] (4.21)
where $\hat{a}$ is a component of the equilibrium protocol $\hat{a}eq$, and the time-reversed function $f^{\dagger}$ is defined by $f^{\dagger}[\hat{x}^\dagger] = f[\hat{x}]$. This can be easily derived from (4.5). Since $F^{\hat{a}eq} - F(\hat{a}eq) = O(\delta)$ and $W = O(\delta)$, we find that $\langle f \rangle^{\hat{a}eq} = \langle f^{\dagger} \rangle^{\hat{a}eq} + O(f \delta)$.

Now it is crucial for us that $(\Delta \Phi^{\hat{a} \dagger})^{\dagger} = -\Delta \Phi^{\hat{a} \dagger}$ and $(\Psi^{(\alpha)})^{\dagger} = -\Psi^{(\alpha)}$. Therefore the leading order in the expansion is $c\langle \Delta \Phi^{\hat{a}} (\Psi^{(\alpha)})^{2n-1} \rangle^{\hat{a}eq} - c\langle \Delta \Phi^{\hat{a} \dagger} (\Psi^{(\alpha)})^{2n-1} \rangle^{\hat{a} eq} = O(\Delta \Phi \Psi^{2n-1} \delta) = O(e^{2n} \delta)$, which can be absorbed into $O(\delta^2)$ in (4.17). The next contribution in the expansion is of order $\Delta \Phi \Psi^{2n-1} \Delta \Omega = O(e^{2n} \delta)$, which is the lowest order contribution.

5 Rigorous results about thermodynamic relations

Although our equality (3.1) is rigorous and works for essentially arbitrary protocol $\hat{a}$, the corresponding thermodynamic relations (4.3), (4.6), (4.10), and (4.18) have been derived only heuristically. Here we present rigorous results which (at least partially) justify our claim. See [11] for a related work for the linear response theory.\(^\text{17}\) In a system with parameters [28] with a nonequilibrium protocol $(\beta, \nu(t), f(t))$, for example, we choose the equilibrium protocol as $(\beta, \nu(t), 0)$. 
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Models: In order to state rigorous results, we shall specify the class of models that we consider. Although our proof covers quite a general class of models, we shall be moderately concrete here.

As in section 2.4, we fix a finite state space $S$ and a corresponding connectivity function $c(x, y)$. We also fix the reference inverse temperature $\beta$.

We consider an arbitrary real Hamiltonian $H^\nu_x$ which depends smoothly on $\nu$, and satisfies $|H^\nu_x| \leq \bar{E}$ for any $x \in S$ and $\nu$ (in the allowed range) with a constant $\bar{E} > 0$. We also introduce a nonequilibrium function $\xi^\kappa_{x \rightarrow y}$ for any $x, y \in S$ such that $c(x, y) \neq 0$, where $\kappa$ is a parameter (or a set of parameters) which takes its value in a compact subset of $\mathbb{R}^{n''}$. We assume that $\xi^\kappa_{x \rightarrow y}$ satisfies $|\xi^\kappa_{x \rightarrow y}| \leq 1$ for any $\kappa$.

We introduce the degree of nonequilibrium $\epsilon \geq 0$, and characterize the system by

$$\alpha := (\beta, \epsilon, \nu, \kappa). \quad (5.1)$$

We then define the corresponding transition rate by

$$R^\alpha_{x \rightarrow y} = e^{\epsilon \xi^\kappa_{x \rightarrow y}} R^{(\beta, \nu)}_{x \rightarrow y}, \quad (5.2)$$

where the rate $R^{(\beta, \nu)}_{x \rightarrow y}$ for the equilibrium dynamics is defined by (2.27) or (2.28). Note that both the examples (2.31) and (2.35) are written in the form (5.2).

Nonequilibrium entropy: We start from the characterization of our nonequilibrium entropy. The entropy $S(\alpha)$ is defined by “thermodynamic” relation (4.4) in terms of the free energy $F(\alpha)$, which will be defined later in (6.12).

We have already noted that $S(\alpha)$ coincides with the standard entropy in equilibrium, and is close to the Shannon entropy (4.11) of the stationary distribution $\rho^\alpha$ as in (4.12). The following is the corresponding rigorous statement.

**Theorem 5.1 (Nonequilibrium entropy and the Shannon entropy)** One has

$$\left|S(\alpha) - S_{\text{Sh}}[\rho^\alpha]\right| \leq A \epsilon^3$$

for any $\alpha$, where $A$ is a positive constant which depends only on the class of models.

This theorem is proved in section 8 by using Theorem 8.1 which is a rigorous version of the representation (4.13).

Like the constant $A$ above, all the constants in the following theorems depend only on the choice of the class of models.

Extended Clausius relation for a step protocol: Let us discuss rigorous statements about the extended Clausius relation and the related higher order relations. As a first step, we treat the step protocol, which is defined by

$$\alpha(t) = \begin{cases} \alpha = (\beta, \epsilon, \nu, \kappa) & t \in [-\tau, 0], \\ \alpha' = (\beta, \epsilon, \nu', \kappa') & t \in (0, \tau]. \end{cases} \quad (5.4)$$
Figure 7: The monotone stepwise protocol defined by (5.8) and (5.9). There are \( N \) steps separated by the temporal width \( \frac{2\tau}{N+1} \). We can prove the extended Clausius relation (5.11) in the limit where we take \( \tau \uparrow \infty \) and then \( N \uparrow \infty \).

**Theorem 5.2 (Extended Clausius relation for the step protocol)** There are positive constants \( B, C_n, \) and \( C'_n \) (with \( n = 1, 2, \ldots \)), and we have the following. Define the amount of change characterizing the protocol (5.4) by

\[
\delta = |\nu - \nu'| + B\epsilon |\kappa - \kappa'|. \tag{5.5}
\]

Then for the step protocol (5.4) with any \( \epsilon, \nu, \) and \( \kappa, \) one has

\[
\left| F(\alpha') - F(\alpha) + \frac{1}{\beta} \lim_{\tau \uparrow \infty} \sum_{k=1}^{2n-1} \frac{(-1)^k}{2^kk!} \left\{ c^\prime \left( (\beta W^{\nu} + \Psi^{\hat{\alpha}})^k \right)^{\hat{\alpha}}_{\text{st} \rightarrow} - c^\prime \left( (\beta W^{\nu} + \Psi^{\hat{\alpha}})^k \right)^{\hat{\alpha}}_{\text{st} \rightarrow} \right\} \right| \leq C_n \epsilon^{2n} \delta + C'_n \delta^2, \tag{5.6}
\]

for any positive integer \( n \). In particular, by setting \( n = 1 \) (and \( C = \beta C_1, C' = \beta C'_1 \)), one gets

\[
\left| S(\alpha') - S(\alpha) + \lim_{\tau \uparrow \infty} \frac{(\Theta^{\hat{\alpha}})^{\hat{\alpha}}_{\text{st} \rightarrow} - (\Theta^{\hat{\alpha}})^{\hat{\alpha}}_{\text{st} \rightarrow}}{2} \right| \leq C \epsilon^2 \delta + C' \delta^2, \tag{5.7}
\]

which is a rigorous version of the extended-Clausius relation (4.6).

This theorem is proved in section 7.4, where we make use of the exact relation (3.1) in Theorem 3.1 combined with a rigorous perturbative argument.

**Extended Clausius relation for a quasi-static protocol:** Although the above Theorem 5.2 applies only to protocols which consist of a single step, it is quite natural to expect that corresponding relations for slowly varying protocols are also valid. Heuristically speaking, one may approximate a smooth slowly varying protocol by a sum of small step protocols, for which the relations (5.6) or (5.7) are valid.

Unfortunately a rigorous control of such quasi-static limit is not easy (probably) for technical reasons. Instead, we shall here present a (much easier) result for monotone
protocols which can be obtained as limits of protocols that consists of many small steps. See Figure 7.

Define \( \hat{\alpha} = (\alpha(t))_{t \in [-\tau, \tau]} \) by

\[
\alpha(t) = \alpha_j \quad \text{for} \quad t \in \left[ -\tau + \frac{2\tau}{N+1} j, -\tau + \frac{2\tau}{N+1} (j+1) \right],
\]

where \( j = 0, \ldots, N \), and

\[
\alpha_j := \left( \beta, \epsilon, \frac{(N-j)\nu + j\nu'}{N}, \frac{(N-j)\kappa + j\kappa'}{N} \right). \quad (5.9)
\]

**Theorem 5.3 (Extended Clausius relation for a quasi-static protocol)** Under the same assumptions as in Theorem 5.2, the following is valid for the protocol (5.8). One has, for \( n = 1, 2, \ldots \)

\[
\left| F(\alpha') - F(\alpha) + \frac{1}{\beta} \lim_{N \uparrow \infty} \lim_{\tau \uparrow \infty} \sum_{k=1}^{2n-1} \frac{(-1)^k}{2^k k!} \left\{ \langle (\beta W + \Psi)^k \rangle_{\hat{\alpha} \rightarrow} - \langle (\beta W + \Psi)^k \rangle_{\hat{\alpha}^\dagger \rightarrow} \right\} \right| \leq C_n \epsilon^{2n} \delta,
\]

and, in particular,

\[
\left| S(\alpha') - S(\alpha) + \lim_{N \uparrow \infty} \lim_{\tau \uparrow \infty} \frac{\langle \Theta \rangle_{\hat{\alpha} \rightarrow} - \langle \Theta \rangle_{\hat{\alpha}^\dagger \rightarrow}}{2} \right| \leq C \epsilon^2 \delta,
\]

where \( \delta \) is defined by (5.5).

**Proof:** We simply replace \( \delta \) in Theorem 5.2 by \( \delta/N \), and sum up the inequalities.

Note that there are no terms proportional to \( \delta^2 \) in the right-hand sides of (5.10) and (5.11), reflecting the quasi-static limit \( N \uparrow \infty \).

As an important variation, consider the protocol (5.8) in which we keep the parameter \( \nu \) for the Hamiltonian constant and only vary the parameter \( \kappa \). Since one has \( \delta = B \epsilon |\kappa - \kappa'| \) by setting \( \nu = \nu' \) in (5.5), the extended Clausius relation (5.11) becomes

\[
\left| S(\alpha') - S(\alpha) + \lim_{N \uparrow \infty} \lim_{\tau \uparrow \infty} \frac{\langle \Theta \rangle_{\hat{\alpha} \rightarrow} - \langle \Theta \rangle_{\hat{\alpha}^\dagger \rightarrow}}{2} \right| \leq C'' \epsilon^3 |\kappa - \kappa'|.
\]

with \( C'' = BC \).

---

18 For simplicity we only consider protocols in which the reference inverse temperature \( \beta \) is fixed. It is not difficult to treat protocols where \( \beta \) varies; one simply redefines \( \beta \) properly when one decomposes the whole protocol into a sum of step protocols.

19 To be consistent with the notation introduced in section 2.1, we are here taking \( \tau_0 = \{(N-1)/(N+1)\} \tau \). In this case \( \tau_0 \) also diverges when we let \( \tau \uparrow \infty \).
To see the implication of (5.12), take the simple but important example where \( \kappa \) takes its value in \([0, 1]\), and \( \xi_{x\to y}^\kappa = \kappa \xi_{x\to y} \) for some nonequilibrium function \( \xi_{x\to y} \). Then by choosing \( \kappa = 1 \) and \( \kappa' = 0 \) in (5.12), we get

\[
\left| S(\beta, \nu) - S(\alpha) + \lim_{N\to\infty} \lim_{\tau\to\infty} \frac{\langle \Theta^\alpha \rangle_{\text{st} \to} - \langle \Theta^{\alpha'} \rangle_{\text{st} \to}}{2} \right| \leq C'' \epsilon^3,
\]

where \( \alpha = (\beta, \epsilon, \nu, \kappa) \). Note that the system with \( \kappa' = 0 \) is nothing but the equilibrium system with parameters \( \beta \) and \( \nu \), and therefore \( S(\beta, \nu) \) is the equilibrium entropy (see (5.2)). If we suppose that we know everything about equilibrium states, the extended Clausius relation (5.13) implies that one can determine the nonequilibrium entropy \( S(\alpha) \) with the precision of \( O(\epsilon^2) \) only by (experimentally) measuring the entropy productions \( \langle \Theta^\alpha \rangle_{\text{st} \to} \) and \( \langle \Theta^{\alpha'} \rangle_{\text{st} \to} \).

Extended Clausius relation in terms of excess entropy production: Finally we comment on the extended Clausius relation which is written in terms of the excess entropy production. As we have discussed in section 4.1, the house-keeping entropy production \( \Sigma^\alpha_{\text{hk}} \) is defined by (4.9), where the entropy production rate \( \sigma^\alpha_{\text{st}} \) is defined by (4.8). In the case of stepwise protocol (5.8), the house-keeping entropy production (4.9) becomes

\[
\Sigma^\alpha_{\text{hk}} = \frac{2\tau}{N+1} \sigma^\alpha_{\text{st}}.
\]

Then we have the following where the excess entropy production \( \langle \Theta^\alpha \rangle_{\text{st} \to} - \Sigma^\alpha_{\text{hk}} \) plays a central role.

Theorem 5.4 (Extended Clausius relation in terms of excess entropy production)

Under the same assumptions as in Theorem 5.2, we have

\[
\left| S(\alpha') - S(\alpha) + \lim_{N\to\infty} \lim_{\tau\to\infty} \langle \Theta^\alpha \rangle_{\text{ex} \to} \right| \leq C' \epsilon^2 \delta,
\]

for the “quasi-static” protocol (5.8). We have defined the excess entropy production by

\[
\Theta^\alpha_{\text{ex}} := \Theta^\alpha - \Sigma^\alpha_{\text{hk}}.
\]

This theorem is proved in section 7.5.

Note that the divergence (as \( \tau \uparrow \infty \)) of the total entropy production \( \langle \Theta^\alpha \rangle_{\text{st} \to} \) is precisely canceled by that of the house-keeping entropy production \( \Sigma^\alpha_{\text{hk}} \).

The inequality corresponding to the extended Clausius relation: As we have noted in section 1.2, the standard Clausius relation \( S(\alpha')_{\text{e} \to} - S(\alpha_{\text{eq}}) \simeq -\langle \Theta^\alpha_{\text{eq}} \rangle_{\text{e} \to} \), which becomes an exact equality in the quasi-static limit, is associated with the inequality \( S(\alpha')_{\text{e} \to} - S(\alpha_{\text{eq}}) \geq -\langle \Theta^\alpha_{\text{eq}} \rangle_{\text{e} \to} \), which is valid for any equilibrium protocol \( \hat{\alpha}_{\text{eq}} \). We shall
make some remarks regarding the inequality corresponding to our extended Clausius relation.

We first note that there can be no inequalities corresponding to the extended Clausius relation expressed in the forms (4.5), (4.6), or (5.11). To see this suppose that the inequality
\[ S(\alpha') - S(\alpha) \gtrless -\langle (\Theta^{\hat{\alpha}})_\text{ex} \rangle \frac{2}{\hat{\alpha} - (\Theta^{\hat{\alpha}})_\text{st}} \]
is valid for general protocols \( \hat{\alpha} \). But if one replaces \( \hat{\alpha} \) by its time-reversal \( \hat{\alpha}^\dagger \), this inequality becomes
\[ S(\alpha') - S(\alpha) \lesssim \langle \Theta^{\hat{\alpha}} \rangle \frac{2}{\hat{\alpha} - (\Theta^{\hat{\alpha}})_\text{st}} \].
This means that a general inequality is impossible (unless the equality is valid for any \( \hat{\alpha} \)).

If we write the extended Clausius relation by using the excess entropy production as in (5.15), on the other hand, we can prove the following.

**Theorem 5.5 (Extended Clausius inequality)** Let \( \hat{\alpha} \) be an arbitrary protocol as defined in section 2.1. We fix \( \tau_0 \). Then we have
\[ S(\alpha') - S(\alpha) \gtrless \lim_{\tau \to \infty} \left\{ -\langle (\Theta^{\hat{\alpha}})_\text{ex/st} \rangle \hat{\alpha}^\dagger \int_{-\tau}^{\tau} dt \sum_{x \in S} |\hat{p}_x(t)|^2 \right\} - 2A \epsilon^3, \]
where \( p(t) = (p_x(t))_{x \in S} \) is the probability distribution at time \( t \), i.e., the solution of the master equation (2.2), (2.3) with the initial condition \( p(-\tau) = \rho^\alpha \), and \( \tilde{C} \) is a constant which depends only on the class of models. \( A \) is the constant introduced in Theorem 5.1.

We see that (5.17) has the precise form that one expects as the inequality corresponding to the extended Clausius relation (5.15). It should be noted, however, that the error term \( \tilde{C} \epsilon^2 \int_{-\tau}^{\tau} dt \sum_{x \in S} |\hat{p}_x(t)|^2 \) depends explicitly on the solution of the master equation (2.2), (2.3).

The theorem is proved in section 9, where we make use of the standard inequality for Markov processes.

### 6 Method based on the time reversal symmetry

We prove our theorems in sections 6, 7, 8, and 9. In this section we prove Theorems 3.1 and 3.2 by using the time reversal symmetry of the path probability. In the course we use some lemmas which are proved in section 7.

#### 6.1 Some definitions and basic symmetry

In addition to the expectation (2.12), we define a new expectation
\[ \langle f \rangle_{\hat{\alpha}} := \int \mathcal{D}\hat{\alpha} f[\hat{x}] \delta_{x(-\tau),x} T^{\hat{\alpha}}[\hat{x}], \]
in which the system starts from a specified initial state \( x \in S \).

It is also convenient to define the “unnormalized expectations” in which the final state is specified as
\[ [f]_{\text{st} \to y} := \int \mathcal{D}\hat{\alpha} f[\hat{x}] \rho_{x(\tau),y} \delta_{x(\tau),y} T^{\hat{\alpha}}[\hat{x}], \]
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and
\[ [f]_{x \to y}^\alpha := \int D\hat{x} f[\hat{x}] \delta_{x(-\tau),x} \delta_{x(\tau),y} T^\alpha[\hat{x}]. \quad (6.3) \]

The corresponding normalized expectation will appear later in (5.1).

Let us derive the well-known symmetry relation, which will be a basis of the present work. From the definitions (2.25) of the time-reversed path and (2.8) of the weight, one finds
\[ T^{\alpha\dagger}[\hat{x}] = \prod_{j=1}^n R^{\alpha(t_j)}_{x_j \to x_j-1} \prod_{j=0}^n \exp \left[ - \int_{t_j}^{t_{j+1}} dt \lambda^{\alpha(t)}_{x_j} \right] \]
which differs from (2.8) only in the subscripts of the transition rates. By using the definition (2.14) of $\theta^\alpha$, we get
\[ = \left( \prod_{j=1}^n R^{\alpha(t_j)}_{x_j \to x_j-1} \exp[-\theta^{\alpha(t_j)}_{x_j \to x_j-1}] \right) \prod_{j=0}^n \exp \left[ - \int_{t_j}^{t_{j+1}} dt \lambda^{\alpha(t)}_{x_j} \right] \]
\[ = \exp[-\Theta^{\alpha}[\hat{x}]] T^{\alpha}[\hat{x}], \quad (6.4) \]
where $\Theta^{\alpha}[\hat{x}]$ is defined in (2.19). The relation (6.4), which is quite standard in nonequilibrium physics, is the path version of the local detailed balance (2.14), and is sometimes called the “detailed fluctuation theorem”.

### 6.2 Proof of Theorem 3.1

By using (2.24), one can rewrite (6.4) as
\[ e^{-\beta H^{x(-\tau)}_{x(-\tau)} - (\beta W^\alpha[\hat{x}] + \Psi^\alpha[\hat{x}])/2} T^{\alpha}[\hat{x}] = e^{-\beta H^{x(\tau)}_{x(\tau)} - (\beta W^\alpha[\hat{x}] + \Psi^\alpha[\hat{x}]/2)} T^{\alpha\dagger}[\hat{x}], \quad (6.5) \]
where we made use of (2.26). By integrating over all path $\hat{x}$ such that $x(-\tau) = x$ and $x(\tau) = y$, and recalling the definition (6.3), we get
\[ e^{-\beta H^x_y} \left[ e^{-\beta W^\alpha + \Psi^\alpha}/2 \right]_{x \to y}^{\hat{x}} = e^{-\beta H^y_x} \left[ e^{-\beta W^\alpha + \Psi^\alpha}/2 \right]_{y \to x}^{\hat{x}}. \quad (6.6) \]

At this stage the following “splitting lemma”, which will be proved in section 7.2, is essential. The lemma enables us to treat the expectation $\langle \ldots \rangle_{st \to [\tau/4,\tau/2],\alpha}$ (where the initial distribution is chosen as the stationary distribution) without using the stationary distribution $\rho^\alpha$ explicitly. Technically speaking the use of the “splitting lemma” is one of the new points in the present work.

**Lemma 6.1** Let $f[\hat{x}]$ be an arbitrary nonnegative (and nonvanishing) function of path which depends only on $x(t)$ with $t \in [-\tau/4,\tau/4]$. Then for arbitrary protocol $\hat{\alpha}$ and $x, y \in S$, one has
\[ \lim_{\tau \to \infty} \frac{Y(\alpha) Y(\alpha') \left[ f e^{-\Psi^\alpha/2} \right]_{x \to y}}{\left[ e^{-\Psi^\alpha/2} \right]_{x \to y}} = 1, \quad (6.7) \]
where \( Y(\alpha) \) is a certain positive function. We have defined the expectations in the limited time intervals (such as \([-\tau, -\tau/2]\]) by replacing the time interval \([-\tau, \tau]\) in (2.12), (6.1), (6.2), and (6.3) with the specified ones. We also see that the limit

\[
\lim_{\tau \to \infty} \left( e^{-\Psi(\alpha)/2} \right)_{x \to y}^{[\tau, -\tau/2], (\alpha)} = \left( e^{-\Psi(\beta)/2} \right)_{y \to x}^{[\tau, -\tau/2], (\beta)}
\]

exists for any \( x \in S \).

With a slight abuse of notation, we have denoted here by \( \Psi \) the entropy production in each subinterval. Thus \( \Psi(\alpha) \) in \( (\cdots)_{x \to y}^{[\tau, -\tau/2], (\alpha)} \), for example, actually means \( \Psi_{\tau, -\tau/2} \).

By applying the decomposition (6.7) to the equality (6.6), we have

\[
\lim_{\tau \to \infty} e^{-\beta H^x_y} \left( e^{-\Psi(\alpha)/2} \right)_{x \to y}^{[\tau, -\tau/2], (\alpha)} = 1,
\]

which is an essential relation for us.

Let us first set \( \hat{\alpha} = (\alpha) \), a constant protocol. Then (6.9) becomes

\[
\lim_{\tau \to \infty} e^{-\beta H^x_y} \left( e^{-\Psi(\alpha)/2} \right)_{x \to y}^{[\tau, -\tau/2], (\alpha)} = 1.
\]

Since the limit (6.8) exists, this implies an interesting relation

\[
e^{-\beta H^x_y} \lim_{\tau \to \infty} \left( e^{-\Psi(\alpha)/2} \right)_{x \to y}^{[\tau, -\tau/2], (\alpha)} = e^{-\beta H^x_y} \lim_{\tau \to \infty} \left( e^{-\Psi(\alpha)/2} \right)_{y \to x}^{[\tau, -\tau/2], (\alpha)} \]

for any \( x, y \in S \). In other words, the quantity equated in (6.11) is independent of \( x \) (or of \( y \)). Let us examine this quantity for \( \alpha \) which corresponds to equilibrium, where we have \( \alpha = (\beta, \nu) \), and \( \Psi(\alpha) = 0 \). Since \( \lim_{\tau \to \infty} [\tau, -\tau/2], (\alpha) = \rho^{\beta, \nu} = e^{\beta F(\beta, \nu) - H^x_y} \), where \( F(\beta, \nu) \) is the standard equilibrium free energy, we see that (6.11) is equal to \( e^{-\beta F(\beta, \nu)} \).

This motivates us to define for general \( \alpha \) the corresponding free energy \( F(\alpha) \) by

\[
e^{-\beta F(\alpha)} := e^{-\beta H^x_y} \lim_{\tau \to \infty} \left( e^{-\Psi(\alpha)/2} \right)_{x \to y}^{[\tau, -\tau/2], (\alpha)}.
\]

By considering a general protocol \( \hat{\alpha} \), and combining (6.9) with (6.12), we get

\[
\lim_{\tau \to \infty} e^{-\beta F(\alpha)} \left( e^{-\beta W^x_y + \Psi(\alpha)/2} \right)_{x \to y}^{[\tau, -\tau/2], (\alpha)} = 1,
\]

which (after replacing \( \tau/2 \) with \( \tau \)) is the desired equality (3.1) in Theorem 3.1.
Remark: The equality (3.6) can be proved essentially in the same manner as (3.1). One simply starts from the symmetry relation (6.4) and repeats the same procedure.

In the derivation, the quantity $\tilde{S}(\alpha)$ is naturally defined as

$$\tilde{S}(\alpha) := \lim_{\tau \to \infty} \log \frac{\langle e^{-\Theta_{\alpha}(\tau)/2} \hat{S}^{(\tau)} \rangle_{\text{st}}}{\langle e^{-\Theta_{\alpha}(\tau)/2} \hat{S}^{(\tau)} \rangle_{\text{eq}}}. \quad (6.14)$$

In an equilibrium state, this definition gives

$$\tilde{S}(\alpha) = \log Z(\alpha) + \log \frac{\langle e^{\beta H/2} \rangle_{\text{eq}}}{\langle e^{-\beta H/2} \rangle_{\text{eq}}}, \quad (6.15)$$

which is different from the standard equilibrium entropy $S(\alpha) = \log Z(\alpha) + \beta \langle H \rangle_{\text{eq}}$.

### 6.3 Proof of Theorem 3.2

By using (2.24), we now rewrite (6.4) as

$$e^{-\beta H_{x(\tau)}} - e^{-\beta W_{x}^\alpha[x_{\tau}]}\Psi^{b,\alpha}[x_{\tau}]/2 \mathcal{T} \hat{\alpha} [\hat{x}] = e^{-\beta H_{x(\tau)}} - e^{-\beta W_{x}^\alpha[x_{\tau}]}\Psi^{b,\alpha}[x_{\tau}]/2 \mathcal{T} \hat{\alpha} [\hat{x}], \quad (6.16)$$

where we have decomposed the entropy production as $\Psi^{b,\alpha}[\hat{x}] = \Psi^{b,\alpha}[\hat{x}] + \Psi^{i,\alpha}[\hat{x}]$, where $\Psi^{b,\alpha}[\hat{x}] := \Psi^{[\tau, -\tau/4],\alpha}[\hat{x}] + \Psi^{[\tau/4, \tau],\alpha}[\hat{x}]$ and $\Psi^{i,\alpha}[\hat{x}] := \Psi^{[-\tau/4, \tau/4],\alpha}[\hat{x}]$. Again we integrate over $\hat{x}$ with $x(\tau) = x$ and $x(\tau) = y$ to get

$$e^{-\beta H_{x}^\alpha} [e^{-\beta W_{x}^{'\alpha}} \Psi^{b,\alpha'][2]/2 \mathcal{T} \hat{\alpha} [\hat{x}]]_{x \to y} = e^{-\beta H_{y}^\alpha} [e^{-\beta W_{y}^{'\alpha}} \Psi^{b,\alpha'}[2]/2 \mathcal{T} \hat{\alpha} [\hat{x}]]_{y \to x}. \quad (6.17)$$

By using the decomposition (6.7) as before, this implies

$$\lim_{\tau \to \infty} \frac{e^{-\beta H_{x}^\alpha} \langle e^{-\Theta_{\alpha}(\tau)/2} \hat{S}^{x(\tau)} \rangle_{\text{st}}}{e^{-\beta H_{y}^\alpha} \langle e^{-\Theta_{\alpha}(\tau)/2} \hat{S}^{y(\tau)} \rangle_{\text{st}}} = 1,$$

where $\Psi^{b,\alpha}[\hat{x}] := \Psi^{[\tau, -\tau/4],\alpha}[\hat{x}] + \Psi^{[\tau/4, \tau],\alpha}[\hat{x}]$. We can use the definition (6.12) of the free energy to rewrite this as

$$\lim_{\tau \to \infty} \frac{e^{-\beta F_{\alpha}} \langle e^{-\beta W_{x}^{'\alpha}} \Psi^{b,\alpha'}[2]/2 \mathcal{T} \hat{\alpha} \rangle_{\text{st}}}{e^{-\beta F_{\alpha'}} \langle e^{-\beta W_{y}^{'\alpha}} \Psi^{b,\alpha'}[2]/2 \mathcal{T} \hat{\alpha} \rangle_{\text{st}}} = 1. \quad (6.19)$$

Now, by rewriting $\tau/2$ as $\tau$ (which is allowed because we let $\tau \uparrow \infty$), this precisely becomes

$$\lim_{\tau \to \infty} \frac{e^{-\beta F_{\alpha}} \langle e^{-\beta W_{x}^{'\alpha}} \Psi^{b,\alpha'}[2]/2 \mathcal{T} \hat{\alpha} \rangle_{\text{st}}}{e^{-\beta F_{\alpha'}} \langle e^{-\beta W_{y}^{'\alpha}} \Psi^{b,\alpha'}[2]/2 \mathcal{T} \hat{\alpha} \rangle_{\text{st}}} = 1, \quad (6.20)$$

where we used $\Psi$-modified expectation defined in (3.7). Finally by using the relation (6.21) below, we get the desired (3.3) in Theorem 3.2 from (6.20).

**Lemma 6.2** Let $f[\hat{x}]$ be a function which depends only on $x(t)$ with $t \in [-\tau_0, \tau_0]$. Then

$$\lim_{\tau \to \infty} (f)_{\Psi \text{-mod}} = \lim_{\tau \to \infty} (f)_{\text{st}}. \quad (6.21)$$
7 Method based on modified rate matrix

Here we prove the technically important splitting lemma (Lemma 6.1), and our main
results about SST summarized in Theorems 5.2 and 5.4. The expressions of various
quantities in terms of matrices obtained by modifying the rate matrix $R^\alpha$ play essential
roles. The desired results then follow from the Perron-Frobenius theorem.

7.1 Modified rate matrix and its eigenvectors

In what follows we treat vectors whose components are indexed by $x \in S$. We use
boldface symbols like $v = (v_x)_{x \in S}$ for column vectors, and arrowed symbols like $\vec{u} = (u_x)_{x \in S}$ for row vectors. We use the standard notation where $\vec{u} \vec{v} = \sum_{x,y \in S} u_x v_y$ denotes the scalar product, and $\vec{u} \vec{v}$ denotes the matrix whose $x y$-entry is $v_x u_y$ (i.e., the Kronecker
product). For a matrix $A$, we write $\vec{u} A \vec{v} = \sum_{x,y \in S} u_x (A)_{xy} v_y$. We let $\vec{1} := (1,1,\ldots,1)$ the row vector whose components are all 1.

Since $R^\alpha$ is a transition rate matrix, there is a unique positive vector $\rho^\alpha$ such that $\vec{1} \rho^\alpha = 1$ and $R^\alpha \rho^\alpha = 0$. Here $0$ is the Perron-Frobenius eigenvalue of $R^\alpha$, and the corresponding left eigenvector is $\vec{1}$.

We define a modified matrix $\tilde{R}^\alpha$ by specifying its entries as
\[
(\tilde{R}^\alpha)_{yx} := R^\alpha_{yx} e^{-\psi^\alpha_{x \to y}/2}.
\]

Although $\tilde{R}^\alpha$ is no longer a transition rate matrix, it still satisfies the conditions for the Perron-Frobenius theorem. We denote by $\mu^\alpha \in \mathbb{R}$ the Perron-Frobenius eigenvalue of $\tilde{R}^\alpha$, and by $\varphi^\alpha = (\varphi^\alpha_x)_{x \in S}$ and $\zeta^\alpha = (\zeta^\alpha_x)_{x \in S}$ the corresponding right and left eigenvectors, respectively, i.e.,
\[
\tilde{R}^\alpha \varphi^\alpha = \mu^\alpha \varphi^\alpha, \quad \zeta^\alpha \tilde{R}^\alpha = \mu^\alpha \zeta^\alpha.
\]

We can assume $\varphi^\alpha_x > 0$ and $\zeta^\alpha_x > 0$ for any $x \in S$. We normalize these vectors so that $\vec{1} \varphi^\alpha = 1$ and $\vec{1} \zeta^\alpha = 1$ (more precisely, $\sum_{x \in S} \varphi^\alpha_x = 1$ and $\sum_{x \in S} \zeta^\alpha_x = 1$).

From (2.14) and (2.18), we see that $(\tilde{R}^\alpha)_{xy} = (\tilde{R}^\alpha)_{yx} e^{\beta(H^\nu_x - H^\nu_y)}$. From the eigenvalue
equation for $\zeta^\alpha$, we see
\[
\mu^\alpha \zeta^\alpha_x = \sum_{x \in S} \zeta^\alpha_x (\tilde{R}^\alpha)_{xy} = e^{\beta H^\nu_x} \sum_{x \in S} (\tilde{R}^\alpha)_{yx} e^{-\beta H^\nu_y} \zeta^\alpha_x,
\]

which implies that $(e^{-\beta H^\nu_x} \zeta^\alpha_x)_{x \in S}$ is the right eigenvector of $\tilde{R}^\alpha$. We can therefore write
\[
\varphi^\alpha_x = \frac{e^{-\beta H^\nu_x} \zeta^\alpha_x}{Z(\alpha)},
\]

with a certain function $Z(\alpha)$ of the parameters $\alpha$. In equilibrium system, it coincides
with the canonical partition function since $\zeta^\alpha_x = \vec{1}$. We note in passing that the relations

\[\text{Such a technique is common, for example, in the large deviation theory [42]. Similar technique was used for steady state thermodynamics in [7].}\]
\( \bar{\varphi}^\alpha = 1 \) and \( \bar{\xi}^\alpha \varphi^\alpha = 1 \) imply \( Z(\alpha) = \sum_{x \in S} e^{-\beta H_x^x} \xi^\alpha_x \) and \( Z(\alpha) = \sum_{x \in S} e^{-\beta H_x^x} (\xi^\alpha_x)^2 \), respectively.

A straightforward consequence of the Perron-Frobenius theorem is that there exist constants \( C, C' > 0 \) and \( \gamma > 0 \), and one has

\[
\| e^{t \bar{R}^\alpha} \|_\infty \leq C e^{\mu \alpha t}, \tag{7.5}
\]

and

\[
\| e^{t \bar{R}^\alpha} - e^{\mu \alpha t} \varphi^\alpha \bar{\xi}^\alpha \|_\infty \leq C' e^{\mu \alpha t} e^{-\gamma t}, \tag{7.6}
\]

for any \( t \geq 0 \). We can assume that the constants \( C, C', \gamma \) are independent of \( \alpha \). Here we used the matrix norm \( \| A \|_\infty := \max_{x,y \in S} |(A)_{xy}| \). Note that \( \varphi^\alpha \bar{\xi}^\alpha \) is the (non-orthogonal) projection onto the Perron-Frobenius eigenvector \( \varphi^\alpha \).

### 7.2 Splitting Lemma

Let us prove Lemma 6.1, which played an essential role in the proof of the equalities. The key for the proof is the following bound.

**Lemma 7.1** Let \( Y(\alpha) = \bar{\xi}^\alpha \rho^\alpha \). Then for any \( t_1, t_2 \geq 0 \), one has

\[
\| Y(\alpha) e^{(t_1+t_2) \bar{R}^\alpha} - e^{t_1 \bar{R}^\alpha} \rho^\alpha \bar{\xi}^\alpha \|_\infty \leq C'' e^{\mu \alpha (t_1+t_2)} (e^{-\gamma t_1} + e^{-\gamma t_2}), \tag{7.7}
\]

for any \( \alpha \), where \( C'' > 0 \) is a constant.

**Proof:** From (7.5), one roughly finds that

\[
e^{(t_1+t_2) \bar{R}^\alpha} \simeq e^{\mu \alpha (t_1+t_2)} \varphi^\alpha \bar{\xi}^\alpha, \tag{7.8}
\]

and

\[
e^{t_1 \bar{R}^\alpha} \rho^\alpha \bar{\xi}^\alpha \rho^\alpha = e^{\mu \alpha t_1} \varphi^\alpha \bar{\xi}^\alpha \rho^\alpha e^{\mu \alpha t_2} \varphi^\alpha \bar{\xi}^\alpha = Y(\alpha) e^{\mu \alpha (t_1+t_2)} \varphi^\alpha \bar{\xi}^\alpha. \tag{7.9}
\]

It is a standard exercise to make this into a rigorous estimate by using (7.5) and (7.6).

We denote by \( \tilde{F} \) the matrix whose entry \( (\tilde{F})_{yx} \) is equal to \( \left[ f e^{-\Psi^{\alpha}/2} \right]_{[x \to y]} \). Then one can write

\[
\left[ f e^{-\Psi^{\alpha}/2} \right]_{[x \to y]} = \tilde{\delta}(y) e^{(3\tau/4)\bar{R}^\alpha} \tilde{F} e^{(3\tau/4)\bar{R}^\alpha} \bar{\delta}(x), \tag{7.10}
\]

\[
\left[ e^{-\Psi^{\alpha}/2} \right]_{[x \to y]} = \bar{\delta}(y) e^{(\tau/2)\bar{R}^\alpha} \rho^\alpha, \tag{7.11}
\]

\[
\left[ e^{-\Psi^{\alpha}/2} \right]_{[st \to y]} \bar{\delta}(x) = \bar{\delta}(y) e^{(\tau/4)\bar{R}^\alpha} \rho^\alpha, \tag{7.12}
\]

\[
\left[ e^{-\Psi^{\alpha}/2} \right]_{[y \to x]} = \bar{\delta}(y) e^{(\tau/2)\bar{R}^\alpha} \rho^\alpha. \tag{7.13}
\]

We apply (7.7) to (7.10) and split \( 3\tau/4 \) into \( \tau/2 \) and \( \tau/4 \) as

\[
Y(\alpha) Y(\alpha') \left[ f e^{-\Psi^{\alpha}/2} \right]_{x \to y} \simeq \tilde{\delta}(y) e^{(\tau/2)\bar{R}^\alpha} \rho^\alpha \bar{\xi}^\alpha \rho^\alpha \bar{\xi}^\alpha = \bar{\delta}(y) e^{(\tau/2)\bar{R}^\alpha} \rho^\alpha \bar{\xi}^\alpha \bar{\xi}^\alpha \rho^\alpha \bar{\xi}^\alpha \rho^\alpha \bar{\xi}^\alpha \bar{\delta}(x). \tag{7.14}
\]
where the right-hand side is equal to the product of (7.11), (7.12), and (7.13). This roughly shows that
\[
\left| \text{numerator of (6.7)} \right| - \left| \text{denominator of (6.7)} \right| \leq \tilde{C} e^{(3/4)(\mu^{\alpha'} + \mu^\alpha)\tau} e^{-\gamma \tau/4} \| \tilde{F} \|_\infty, (7.15)
\]
where \( \tilde{C} \) is a constant. On the other hand, we can also show that
\[
\left| \text{denominator of (6.7)} \right| \geq \tilde{C}' e^{(3/4)(\mu^{\alpha'} + \mu^\alpha)\tau} \| \tilde{F} \|_\infty (7.16)
\]
by noting that the Perron-Frobenius theorem ensures that, in the expression in the right-hand side of (7.12), the entry \((\tilde{F})_{yx}\) for any \(x, y\) has a uniformly nonvanishing contribution. This proves (6.7), which is the main claim in Lemma 6.1.

The existence of the limit (6.8) and the proof of Lemma 6.2 are easy.

### 7.3 Description of key quantities in terms of the eigenvectors

We shall examine how the two important quantities in our theory can be written in terms of the language of the present section. Although these observations are not directly used in the proof (and thus can be omitted) they may shed light on mathematical structures behind our thermodynamic relations.

We first examine the nonequilibrium free energy defined in (6.12). Clearly we can rewrite (6.12) as
\[
e^{-\beta F(\alpha)} = e^{-\beta H_x} \lim_{\tau \to \infty} \frac{1}{\tau} e^{(\tau/2)\tilde{R}^\alpha} \frac{\delta_x}{\rho^\alpha} = e^{-\beta H_x} \frac{1}{\delta_x} \frac{\xi^\alpha}{\rho^\alpha} \frac{\tilde{\rho}^\alpha}{\delta_x},
\]
where we used (7.6). By recalling \( Y(\alpha) = \tilde{\xi}^\alpha \rho^\alpha \), this becomes
\[
e^{-\beta H_x} \frac{\tilde{\xi}^\alpha}{\varphi^\alpha} \frac{Y(\alpha)}{Y(\alpha)} = Z(\alpha) \frac{Y(\alpha)}{Y(\alpha)}, (7.17)
\]
where we used (7.4). Thus the free energy is neatly expressed in terms of the quantities obtained from \( \varphi^\alpha \) and \( \tilde{\xi}^\alpha \) as
\[
F(\alpha) = \frac{1}{\beta} \{ \log Y(\alpha) - \log Z(\alpha) \}. (7.18)
\]

Next we examine the right-hand side of our main equality (5.1) in the special case of the step protocol (5.4), which was treated in section 5. We of course know (rigorously) that it is equal to \( F(\alpha') - F(\alpha) \), it might be interesting to analyze the right-hand side as it is.

Let us define the work matrix \( W^\nu \) by
\[
(W^\nu)_{yx} := \begin{cases} 
H_x^\nu - H_x^\nu & \text{if } x = y; \\
0 & \text{if } x \neq y.
\end{cases} (7.19)
\]
Then the right-hand side of (3.1) (for the step protocol) is rewritten as
\[
\begin{aligned}
- \frac{1}{\beta} \lim_{\tau \uparrow \infty} \log \frac{\langle \exp[-(\beta W^0 + \Psi^\alpha)/2] \rangle^\alpha_{st \rightarrow}}{\langle \exp[-(\beta W^\alpha + \Psi^\alpha)/2] \rangle^\alpha_{st \rightarrow}} &= - \frac{1}{\beta} \lim_{\tau \uparrow \infty} \log \frac{\tilde{\Gamma} e^{\beta R^0} e^{-\beta W^0/2} e^{\tau R^0} \rho^\alpha}{\tilde{\Gamma} e^{\tau R^0} e^{-\beta W^0/2} e^{\tau R^0} \rho^\alpha} \\
\end{aligned}
\]
By using (7.6), this becomes
\[
\begin{aligned}
&= - \frac{1}{\beta} \lim_{\tau \uparrow \infty} \log \frac{e^{(\mu^\alpha + \mu^\alpha^\prime) \tau} \tilde{\Gamma} \varphi^{\alpha^\prime} \xi^{\alpha^\prime} e^{-\beta W^0/2} \varphi^\alpha \xi^\alpha \rho^\alpha + (\text{remainder})}{\tilde{\Gamma} \varphi^\alpha \xi^\alpha e^{-\beta W^0/2} \varphi^{\alpha^\prime} \xi^{\alpha^\prime} \rho^{\alpha^\prime} + (\text{remainder})} \\
&= - \frac{1}{\beta} \log \frac{Y(\alpha') \xi^{\alpha'} e^{-\beta W^0/2} \varphi^{\alpha^\prime}}{Y(\alpha') \xi^\alpha e^{-\beta W^0/2} \varphi^\alpha} \\
&= \frac{1}{\beta} \{\log Y(\alpha') - \log Y(\alpha)\} - \frac{1}{\beta} \log \frac{\xi^{\alpha'} e^{-\beta W^0/2} \varphi^{\alpha^\prime}}{\xi^\alpha e^{-\beta W^0/2} \varphi^\alpha}. \quad (7.20)
\end{aligned}
\]
Recalling (3.1) and (7.18), this implies
\[
- \frac{1}{\beta} \{\log Z(\alpha') - \log Z(\alpha)\} = - \frac{1}{\beta} \log \frac{\xi^{\alpha'} e^{-\beta W^0/2} \varphi^{\alpha^\prime}}{\xi^\alpha e^{-\beta W^0/2} \varphi^\alpha}. \quad (7.21)
\]

### 7.4 Thermodynamic relations

We can now prove Theorem [5.2], which mathematically states our thermodynamic relations for NESS including the extended Clausius relation. Our strategy here is to justify the heuristic error estimate in the expansion (4.18) for the case of the step protocol (5.4), i.e., \(\hat{\alpha}\) with \(\alpha(t) = \alpha\) for \(t \in [-\tau, 0]\), and \(\alpha(t) = \alpha'\) for \(t \in (0, \tau]\).

A key observation for the proof has already been made in (7.20). This expression shows that, for the step protocol, the right-hand side of the equality (3.1) can be compactly represented in terms of the modified rate matrix and its eigenvectors, and converges exponentially as \(\tau \uparrow \infty\). Since the modified matrix and its eigenvectors can be expanded in convergent power series of \(\epsilon\) and \(\delta\), we can compare them with the heuristic power estimate in section 4.2. We shall make this idea more precise.

**Basic setup:** To generate a power series corresponding to (4.18), we introduce a new expansion parameter \(\zeta \in [-\eta, 1 + \eta]\) where \(\eta > 0\) is a small fixed constant. Then we define
\[
\Xi(\hat{\alpha}, \zeta, \tau) := - \frac{1}{\beta} \log \frac{\langle \exp[-\zeta(\beta W^0 + \Psi^\alpha)/2] \rangle^\alpha_{st \rightarrow}}{\langle \exp[-\zeta(\beta W^\alpha + \Psi^\alpha)/2] \rangle^\alpha_{st \rightarrow}}. \quad (7.22)
\]
Note that \(\lim_{\tau \uparrow \infty} \Xi(\hat{\alpha}, 1, \tau)\) is nothing but the right-hand side of our main equality (3.1), and thus equal to \(F(\alpha') - F(\alpha)\). We also find from the definition of cumulant (4.14) that
\[
\left[ \frac{\partial^k \Xi(\hat{\alpha}, \zeta, \tau)}{\partial \zeta^k} \right]_{\zeta=0} = \frac{(-1)^k}{\beta 2^k} \left\{ \langle (\beta W^0 + \Psi^\alpha) \rangle_{st \rightarrow}^\alpha \langle (\beta W^\alpha + \Psi^\alpha) \rangle_{st \rightarrow}^{\alpha^\prime} \right\}. \quad (7.23)
\]
For each \( n = 1, 2, \ldots \), consider the (rigorous) expansion

\[
\Xi(\hat{\alpha}, 1, \tau) = \sum_{k=0}^{2n} \frac{1}{k!} \left[ \frac{\partial^k \Xi(\hat{\alpha}, \zeta, \tau)}{\partial \zeta^k} \right]_{\zeta=0} + \frac{1}{(2n+1)!} \left[ \frac{\partial^{2n+1} \Xi(\hat{\alpha}, \zeta, \tau)}{\partial \zeta^{2n+1}} \right]_{\zeta=\tilde{\zeta}_n(\hat{\alpha}, \tau)},
\]

(7.24)

where \( \tilde{\zeta}_n(\hat{\alpha}, \tau) \in (0, 1) \), and rearrange it as

\[
\Xi(\hat{\alpha}, 1, \tau) = \sum_{k=0}^{2n-1} \frac{1}{k!} \left[ \frac{\partial^k \Xi(\hat{\alpha}, \zeta, \tau)}{\partial \zeta^k} \right]_{\zeta=0} + R_1 + R_2,
\]

(7.25)

where we have set

\[
R_1 := \frac{1}{(2n)!} \left[ \frac{\partial^{2n} \Xi(\hat{\alpha}, \zeta, \tau)}{\partial \zeta^{2n}} \right]_{\zeta=0} - \frac{1}{\beta 2^{2n}(2n)!} \left\{ c(\langle (\beta W^{\hat{\nu}} + \Psi^{\hat{\alpha}})^{2n} \rangle_{\hat{\alpha}} \rightarrow \langle (\beta W^{\hat{\nu}} + \Psi^{\hat{\alpha}})^{2n} \rangle_{\hat{\alpha}} \right\},
\]

(7.26)

\[
R_2 := \frac{1}{(2n+1)!} \left[ \frac{\partial^{2n+1} \Xi(\hat{\alpha}, \zeta, \tau)}{\partial \zeta^{2n+1}} \right]_{\zeta=\tilde{\zeta}_n(\hat{\alpha}, \tau)}.
\]

(7.27)

Recalling \( \Xi(\hat{\alpha}, 1, \tau) = F(\hat{\alpha}') - F(\hat{\alpha}) \) and (7.23), we see that the expression (7.25) is nothing but the desired expansion (4.18) if we can show that \( R_1 + R_2 = O(\epsilon^{2n} \delta) + O(\delta^2) \).

**Perturbation:** We now turn to a rigorous perturbative estimate of the remainder \( R_1 + R_2 \) in the expansion (7.25).

Let us first define a new matrix \( \tilde{R}^{\alpha, \zeta} \) by

\[
(\tilde{R}^{\alpha, \zeta})_{yx} := \begin{cases} 
R^{\alpha}_{xx} & \text{if } x = y; \\
R^{\alpha}_{yx} e^{-\zeta \psi_{x \rightarrow y}/2} & \text{if } x \neq y,
\end{cases}
\]

(7.28)

and denote by \( \mu^{\alpha, \zeta}, \phi^{\alpha, \zeta} \), and \( \tilde{\zeta}^{\alpha, \zeta} \) its Perron-Frobenius eigenvalue and the corresponding right and left eigenvectors, respectively. We use the same normalization as in section 7.1 for the eigenvectors.

Let us fix the equilibrium transition rate \( R_{x \rightarrow y}^{(\beta, \nu)} \) that appears in (5.2). Then, according to the expression (5.2), the rate \( R^{\alpha}_{x \rightarrow y} \) can be regarded as a perturbation to \( R_{x \rightarrow y}^{(\beta, \nu)} \) where \( \epsilon \) is the parameter of perturbation. Likewise the rate \( R_{x \rightarrow y}^{(\beta, \nu)} \) after the step can be regarded as a perturbation to \( R_{x \rightarrow y}^{(\beta, \nu)} \) where \( \epsilon \) and \( \delta \) are the parameters of the perturbation. The same is true for the matrices \( \tilde{R}^{\alpha, \zeta} \) and \( \tilde{R}^{\alpha', \zeta} \) for a fixed \( \zeta \).

We imagine that every quantity is obtained by a perturbation around the corresponding quantity with \( \epsilon = \delta = 0 \). Since the unperturbed matrix \( R^{(\beta, \nu), \zeta} \) has a nonvanishing spectral gap below its Perron-Frobenius eigenvalue, one can express the perturbed eigenvalues and eigenvectors of \( \tilde{R}^{\alpha, \zeta} \) and \( \tilde{R}^{\alpha', \zeta} \) in convergent power series of \( \epsilon \) and \( \delta \) provided that \( \epsilon \) and \( \delta \) are small enough. Our task here is to rearrange these series and compare the result with the heuristic series (4.16).
By using the matrices (the work matrix $W^\delta$ is defined in (7.19)), the key quantity (7.22) can be rewritten as

$$\Xi(\hat{\alpha}, \zeta, \tau) = -\frac{1}{\beta} \log \frac{1 e^{R_{\alpha', \zeta}} e^{-\zeta \beta W^\delta / 2} e^{T_{\alpha', \zeta}} \rho^\alpha \zeta}{1 e^{R_{\alpha', \zeta}} e^{-\zeta \beta W^\delta / 2} e^{T_{\alpha', \zeta}} \rho^\alpha \zeta}$$

$$= -\frac{1}{\beta} \log \frac{e^{(\mu_{\alpha', \zeta} + \mu'_{\alpha', \zeta}) \tau} 1 \varphi^{\alpha', \zeta} e^{-\zeta \beta W^\delta / 2} \varphi^\alpha \zeta e^{-\zeta \beta W^\delta / 2} \varphi^\alpha \zeta (\text{remainder})}{e^{(\mu_{\alpha', \zeta} + \mu'_{\alpha', \zeta}) \tau} 1 \varphi^{\alpha', \zeta} e^{-\zeta \beta W^\delta / 2} \varphi^\alpha \zeta e^{-\zeta \beta W^\delta / 2} \varphi^\alpha \zeta (\text{remainder})}$$

$$= -\frac{1}{\beta} \log \frac{Y(\alpha, \zeta) \varphi^{\alpha', \zeta} e^{-\zeta \beta W^\delta / 2} \varphi^\alpha \zeta + D(\hat{\alpha}, \zeta, \tau)}{Y(\alpha', \zeta) \varphi^{\alpha', \zeta} e^{-\zeta \beta W^\delta / 2} \varphi^\alpha \zeta + D(\hat{\alpha}^t, \zeta, \tau)}, \quad (7.29)$$

where we have used (7.6) (which of course holds for the matrices with $\zeta$). The time dependent parts $D(\hat{\alpha}, \zeta, \tau), D(\hat{\alpha}^t, \zeta, \tau)$ decay exponentially in $\tau$ uniformly in $\zeta$, and also has convergent series expansions in $\epsilon$ and $\delta$ for any $\tau$.

We are now ready to evaluate $R_1$ and $R_2$ defined by (7.26) and (7.27), respectively. We first observe from (7.29) that $R_1$ can be expanded into a power series $\sum_{\ell,m} C^{(r)}_{\ell,m} \epsilon^\ell \delta^m$, which converges uniformly in $\tau > 0$. We wish to argue that $C^{(r)}_{\ell,1} = 0$ for $\ell < 2n$. For this purpose we recall the heuristic estimate (4.17) which is valid only for finite $\tau$ and sufficiently small $\epsilon$ and $\delta$. Nevertheless the heuristic estimates shows rigorously that $C^{(r)}_{\ell,1} = 0$ for $\ell < 2n$ for sufficiently small $\tau$. But, when we recall that (7.29) admits a nice expansion, that $C^{(r)}_{\ell,1} = 0$ for a finite interval of $\tau$ implies that $C^{(r)}_{\ell,1} = 0$ for any $\tau$.

The quantity $R_2$ is much more complicated but can be treated in a similar manner. We first note that $[\partial^{2n+1} \Xi(\hat{\alpha}, \zeta, \tau) / \partial \zeta^{2n+1}]_{\zeta=\tilde{\zeta}(\hat{\alpha}, \tau)}$ reduces to a kind of cumulant $c\langle (\beta W^\delta + \Psi^\delta)^{2n+1} \rangle_{\hat{\alpha} \rightarrow \tilde{\zeta}(\hat{\alpha}, \tau)} - c\langle (\beta W^\delta + \Psi^\delta)^{2n+1} \rangle_{\hat{\alpha} \rightarrow \tilde{\zeta}(\hat{\alpha}, \tau)}$, where $c\langle \cdots \rangle_{\hat{\alpha} \rightarrow \tilde{\zeta}(\hat{\alpha}, \tau)}$ is defined by replacing the expectation $\langle \cdots \rangle_{\hat{\alpha} \rightarrow \tilde{\zeta}(\hat{\alpha}, \tau)}$ (in the standard cumulant) by $\langle \cdots \rangle_{\hat{\alpha} \rightarrow \tilde{\zeta}(\hat{\alpha}, \tau)} (\beta W^\delta + \Psi^\delta)^{2n+1} / \hat{\alpha} \rightarrow \tilde{\zeta}(\hat{\alpha}, \tau)$. Now one expands $e^{-\tilde{\zeta}(\hat{\alpha}, \tau)} (\beta W^\delta + \Psi^\delta)^{2n+1}$ in a power series, and make a heuristic order estimate as in section 4.3. A good news here is that one does not have to invoke the complicated estimate using the time-reversal symmetry; only naive expansion and power counting is enough. For example the dominant term can be evaluated as

$$\langle (\beta W^\delta + \Psi^\delta)^{2n+1} \rangle_{\hat{\alpha} \rightarrow \tilde{\zeta}(\hat{\alpha}, \tau)} - \langle (\beta W^\delta + \Psi^\delta)^{2n+1} \rangle_{\hat{\alpha} \rightarrow \hat{\alpha}}$$

$$= \langle (\Psi^{(\alpha)} + \Delta \Phi^{(\alpha)})^{2n+1} (1 + \Delta \Gamma^{(\alpha)})^{(\alpha)} \rangle - \langle (\Psi^{(\alpha)} + \Delta \Phi^{(\alpha)})^{2n+1} (1 + \Delta \Gamma^{(\alpha)})^{(\alpha)} \rangle$$

$$= O(\epsilon^{2n} \delta) + O(\epsilon^{2n-1} \delta^2). \quad (7.30)$$

This heuristic estimate can be converted into a rigorous estimate as before by relying on the representation (7.29).

This proves the desired Theorem 5.2.

### 7.5 Excess entropy production

Let us prove Theorem 5.4 which states that the extended Clausius relation can be written in terms of the excess entropy production.
We first define the entropy production rate as a function of $x \in S$ by

$$\sigma_x^\alpha := \sum_{y \in S} \theta_x^\alpha R_{x \rightarrow y}^\alpha. \quad (7.31)$$

Let $\hat{\alpha} = (\alpha(t))_{t \in [-\tau, \tau]}$ be an arbitrary protocol, and $p^{\hat{\alpha}}(t)$ be the corresponding solution of the master equation (2.2) with the initial condition $p^{\hat{\alpha}}(0) = \rho^{\hat{\alpha}}(0)$. Then from the expression (2.8) of the path weight, the definition (2.12) of the path average, and the definition (2.19) of the total entropy production, one finds

$$\langle \Theta^{\hat{\alpha}} \rangle_{st \rightarrow} = \int_{-\tau}^{\tau} dt \sum_{x \in S} \sigma_x^{\alpha(t)} p_x^{\hat{\alpha}}(t). \quad (7.32)$$

This in particular implies $\langle \Theta^{(\alpha)} \rangle_{st \rightarrow} = 2\tau \sum_x \sigma_x^\alpha \rho_x^\alpha$, which shows that the right-hand side of (4.8) is independent of $\tau$, and $\sigma_x^\alpha = \sum_x \sigma_x^\alpha \rho_x^\alpha$.

For simplicity we first consider the single step protocol (5.4), i.e., $\hat{\alpha}$ with $\alpha(t) = \alpha$ for $t \in [-\tau, 0]$, and $\alpha(t) = \alpha'$ for $t \in (0, \tau]$. Then we have

$$\langle \Theta^{\hat{\alpha}} \rangle_{st \rightarrow} = \tau \sigma_{st}^\alpha + \int_0^\tau dt \sum_{x \in S} \sigma_x^{\alpha'} (e^{tR^{\alpha'}} \rho^{\alpha'}). \quad (7.33)$$

where we noted that the probability distribution at $t = 0$ is $\rho^\alpha$. On the other hand, noting that $\rho^{\alpha'} = e^{tR^\alpha} \rho^{\alpha'}$, we have

$$\tau \sigma_{st}^\alpha = \int_0^\tau dt \sum_{x \in S} \sigma_x^{\alpha'} (e^{tR^{\alpha'}} \rho^{\alpha'}). \quad (7.34)$$

Since the house-keeping entropy production is $\Sigma_{hk}^\alpha = \tau (\sigma_{st}^\alpha + \sigma_{st}^{\alpha'})$ in this case, we find

$$\langle \Theta^{\hat{\alpha}} \rangle_{st \rightarrow} - \Sigma_{hk}^\alpha = \int_0^\tau dt \sum_{x \in S} \sigma_x^{\alpha'} (e^{tR^{\alpha'}} (\rho^\alpha - \rho^{\alpha'}))_x. \quad (7.35)$$

Noting that $e^{tR^{\alpha'}} (\rho^\alpha - \rho^{\alpha'})$ converges exponentially to zero as $t \uparrow \infty$, we conclude that the excess entropy production $\langle \Theta^{\hat{\alpha}} \rangle_{st \rightarrow} - \Sigma_{hk}^\alpha$ has a finite $\tau \uparrow \infty$ limit.

For the reversed protocol $\hat{\alpha}^\dagger$, we similarly have

$$\langle \Theta^{\hat{\alpha}^\dagger} \rangle_{st \rightarrow} - \Sigma_{hk}^{\hat{\alpha}^\dagger} = \int_0^\tau dt \sum_{x \in S} \sigma_x^{\alpha'} (e^{tR^{\alpha'}} (\rho^{\alpha'} - \rho^\alpha))_x$$

$$= \int_0^\tau dt \sum_{x \in S} \sigma_x^{\alpha'} (e^{tR^{\alpha'}} (\rho^{\alpha'} - \rho^\alpha))_x + O(\delta^2), \quad (7.36)$$

where the final estimate follows from $\sigma_x^\alpha - \sigma_x^{\alpha'} = O(\delta)$, $R^\alpha - R^{\alpha'} = O(\delta)$, and $\rho^\alpha - \rho^{\alpha'} = O(\delta)$. This is easily made into a rigorous estimate by using the exponential convergence. By comparing (7.35) and (7.36), we find

$$\langle \Theta^{\hat{\alpha}} \rangle_{st \rightarrow} - \Sigma_{hk}^\alpha = -\{ \langle \Theta^{\hat{\alpha}^\dagger} \rangle_{st \rightarrow} - \Sigma_{hk}^{\hat{\alpha}^\dagger} \} + O(\delta^2). \quad (7.37)$$
Thus the excess entropy production is (nearly) antisymmetric with respect to time reversal. Since the house-keeping entropy production is clearly symmetric, i.e., $\Sigma_{hk} = \Sigma_{hk}^\dagger$, one gets
\begin{equation}
\langle \Theta \rangle_{st \rightarrow} - \Sigma_{hk} = \frac{1}{2} \left\{ \langle \Theta \rangle_{st \rightarrow} - \langle \Theta \rangle_{st \rightarrow}^\dagger \right\} + O(\delta^2),
\end{equation}
which is a rigorous estimate for the single step protocol (5.4).

It is clear that the same estimate applies to the $N$-step protocol $\hat{\alpha}$ defined in (5.8), (5.9), and we get
\begin{equation}
\lim_{\tau \uparrow \infty} \left\{ \langle \Theta \rangle_{st \rightarrow} - \Sigma_{hk} \right\} = \lim_{\tau \uparrow \infty} \frac{1}{2} \left\{ \langle \Theta \rangle_{st \rightarrow} - \langle \Theta \rangle_{st \rightarrow}^\dagger \right\} + N \times O\left( \frac{\delta}{N} \right)^2.
\end{equation}

By letting $N \uparrow \infty$, we see that the two limits coincide. Given (5.12), this proves the desired (5.15).

8 Representation of the stationary distribution and entropy

Here we prove Theorem 5.1 for the nonequilibrium entropy. For this purpose we prove the representation (8.8) for the stationary distribution of NESS [40, 43], which is interesting in its own light.

In the present section, we only consider a constant protocol $(\alpha)$, i.e., $\alpha(t) = \alpha$ for the whole time interval $t \in [-\tau, \tau]$. We denote the corresponding expectation $\langle \cdots \rangle_{\tau, x \rightarrow}^{(\alpha)}$ and the unnormalized expectation $[\cdots]_{st \rightarrow x}^{(\alpha)}$ (see (6.1) and (6.3)) as $\langle \cdots \rangle_{\tau, x \rightarrow}^{(\alpha)}$ and $[\cdots]_{st \rightarrow x}^{(\alpha)}$, respectively, to emphasize the dependence on $\tau$. We also define a new conditional expectation by
\begin{equation}
\langle \cdots \rangle_{\tau, x \rightarrow}^{(\alpha)} := \frac{[\cdots]_{\tau, x \rightarrow}^{(\alpha)}}{\rho_x^{(\alpha)}},
\end{equation}
which is normalized.

Let us define $\tau$-dependent free energy $F_x^\tau(\alpha)$ by
\begin{equation}
F_x^\tau(\alpha) := e^{-\beta H_x} \frac{\langle e^{-\Psi(\alpha)/2} \rangle_{\tau, x \rightarrow}^{(\alpha)}}{[e^{-\Psi(\alpha)/2}]_{st \rightarrow x}^{(\alpha)}}.
\end{equation}

By comparing this with (6.12), we find that $F_x^\tau(\alpha) \rightarrow F(\alpha)$ as $\tau \uparrow \infty$. Note that the $x$ dependence vanishes in the limit.

By using (8.1) and (8.2), we can also write
\begin{equation}
\rho_x^{(\alpha)} = e^{\beta F_x^\tau(\alpha) - \beta H_x} \frac{\langle e^{-\Psi(\alpha)/2} \rangle_{\tau, x \rightarrow}^{(\alpha)}}{ \langle e^{-\Psi(\alpha)/2} \rangle_{st \rightarrow x}^{(\alpha)}}.
\end{equation}
Applying formal cumulant expansion to this expression, one has

\[
\log \rho_x^\alpha = \beta F_x^\tau(\alpha) - \beta H_x^\alpha + \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} \left\{ c'((\Psi(\alpha))^k)_{x \rightarrow}^{\tau(\alpha)} - c'((\Psi(\alpha))^k)_{st \rightarrow x}^{\tau(\alpha)} \right\}. \tag{8.4}
\]

As in section \[4.3\], we fix a finite \(\tau\), and expand around the equilibrium constant protocol \((\alpha_{eq})\) by using \(\langle \cdots \rangle_{\tau(\alpha)} = \langle \cdots (1 + \Delta \Omega(\alpha)) \rangle_{\tau(\alpha_{eq})}\) with \(\Delta \Omega(\alpha) = O(\epsilon)\). Then, by recalling \(\Psi(\alpha) = O(\epsilon)\) the term with \(k = 2\) in (8.4) is evaluated as

\[
c'((\Psi(\alpha))^2)_{x \rightarrow}^{\tau(\alpha)} - c'((\Psi(\alpha))^2)_{st \rightarrow x}^{\tau(\alpha)} = c'((\Psi(\alpha))^2)_{eq} - c'((\Psi(\alpha))^2)_{st \rightarrow x}^{\tau(\alpha)} + O(\epsilon^3), \tag{8.5}
\]

where we noted that \(c'((\Psi(\alpha))^2)_{eq} = c'((\Psi(\alpha))^2)_{st \rightarrow x}^{\tau(\alpha)}\) by the time-reversal symmetry (4.21). We noted that \((\Psi(\alpha))^\dagger = -\Psi(\alpha)\), and that we here have \(\alpha_{eq} = \alpha'_{eq}\) and \(W = 0\).

By substituting the error estimate (8.5) into the expansion (8.4), we get

\[
\log \rho_x^\alpha = \beta F_x^\tau(\alpha) - \beta H_x^\alpha - \frac{1}{2} \left\{ \langle \Psi(\alpha) \rangle_{x \rightarrow}^{\tau(\alpha)} - \langle \Psi(\alpha) \rangle_{st \rightarrow x}^{\tau(\alpha)} \right\} + O(\epsilon^3). \tag{8.6}
\]

By formally letting \(\tau \uparrow \infty\), we get a formal but very suggestive representation (4.13). It was first written down by two of us (T.S.K. and N.N.) in [40].

We now note that this representation can be turned into a rigorous estimate. The key observation is that the quantity in the right-hand side of (8.3) is written as

\[
\frac{\langle e^{-\Psi(\alpha)/2} \rangle_{x \rightarrow}^{\tau(\alpha)}}{\langle e^{-\Psi(\alpha)/2} \rangle_{st \rightarrow x}^{\tau(\alpha)}} = \rho_x^\alpha \frac{\bar{I} e^{\tau \bar{R}} \delta_x}{\delta(x) e^{\tau \bar{R}} \rho_x^\alpha}, \tag{8.7}
\]

where we used the same quantities as in section [7]. Then by using the machinery in section [7] it is not hard to show that the above quantity admits a series expansion in \(\epsilon\) which converges uniformly in \(\tau\), and each coefficient in the expansion converges as \(\tau \uparrow \infty\). We then get the following theorem.

**Theorem 8.1 (Representation of the probability distribution for NESS)** Consider a class of models introduced in the beginning of section [3]. Then for any set of parameters \(\alpha\), the corresponding stationary distribution \(\rho^\alpha = (\rho_x^\alpha)_{x \in S}\) satisfies

\[
\left| \log \rho_x^\alpha - \left\{ \beta F(\alpha) - \beta H_x^\alpha - \frac{1}{2} \lim_{\tau \uparrow \infty} \left\{ \langle \Psi(\alpha) \rangle_{x \rightarrow}^{\tau(\alpha)} - \langle \Psi(\alpha) \rangle_{st \rightarrow x}^{\tau(\alpha)} \right\} \right\} \right| \leq C_0 \epsilon^3, \tag{8.8}
\]

where \(C_0\) is a (model dependent) positive constant.

To prove Theorem 8.1 let us observe that, for any \(\tau > 0\),

\[
\sum_{x \in S} \rho_x^\alpha \left\{ \langle \Psi(\alpha) \rangle_{x \rightarrow}^{\tau(\alpha)} - \langle \Psi(\alpha) \rangle_{st \rightarrow x}^{\tau(\alpha)} \right\} = \langle \Psi(\alpha) \rangle_{st \rightarrow}^{\tau(\alpha)} - \langle \Psi(\alpha) \rangle_{st \rightarrow}^{\tau(\alpha)} = 0, \tag{8.9}
\]
which is a direct consequence of the definition. Then from the representation (8.6) (with $\tau \uparrow \infty$), we see that

$$S_{\text{Sh}}[\rho^\alpha] = -\sum_{x \in S} \rho_x^\alpha \log \rho_x^\alpha$$

$$= -\beta F(\alpha) + \beta \sum_{x \in S} \rho_x^\alpha H_x^\alpha + O(\epsilon^3). \quad (8.10)$$

By recalling the relation (4.4) between the nonequilibrium free energy and entropy, we find

$$S_{\text{Sh}}[\rho^\alpha] = S(\alpha) + O(\epsilon^3). \quad (8.11)$$

By using Theorem 8.1, this becomes a rigorous estimate, and we get the desired Theorem 5.1.

9 Proof of the extended Clausius inequality

Here we shall prove the extended Clausius inequality stated in theorem 5.5.

For $t \in [-\tau, \tau]$, let $p(t) = (p_x(t))_{x \in S}$ be the solution of the master equation (2.2), (2.3) with the initial condition $p(-\tau) = \rho^\alpha$. Then it is well-known that the “second law of thermodynamics” or the “H-theorem"

$$\frac{d}{dt}D[p(t)|\rho^\alpha] \bigg|_{\alpha=\alpha(t)} \leq 0 \quad (9.1)$$

holds, where

$$D[p|q] := \sum_{x \in S} p_x \log \frac{p_x}{q_x} \quad (9.2)$$

is the relative entropy (or the Kullback-Leibler divergence) of the two probability distributions $p = (p_x)_{x \in S}$ and $q = (q_x)_{x \in S}$. See, for example, [44], and also Appendix C of [15].

By substituting (9.2) into (9.1) and recalling the definition (4.11) of the Shannon entropy, we get

$$-\frac{d}{dt}S_{\text{Sh}}[p(t)] - \sum_{x \in S} \dot{p}_x(t) \log \rho_x^{\alpha(t)} \leq 0. \quad (9.3)$$

By noting that $\lim_{\tau \uparrow \infty} p_x(\tau) = \rho_x^{\alpha'}$, this implies

$$S_{\text{Sh}}[\rho^{\alpha'}] - S_{\text{Sh}}[\rho^\alpha] \geq -\lim_{\tau \uparrow \infty} \int_{-\tau}^\tau dt \sum_{x \in S} \dot{p}_x(t) \log \rho_x^{\alpha(t)}. \quad (9.4)$$

In fact this is precisely identical to the Clausius inequality written by Hatano and Sasa [9]. See also [14].

We need to rewrite (9.4) in terms of the excess entropy production to get (5.17). We can make use of the following representation of the stationary distribution $\rho^\alpha$.
Lemma 9.1 (Linear response formula for stationary distribution) Consider a class of models introduced in the beginning of section 5. Then for any set of parameters $\alpha$, the corresponding stationary distribution $\rho^\alpha = (\rho^\alpha_x)_{x \in S}$ satisfies

$$\left| \log \rho^\alpha_x - \left\{ \beta F(\alpha) - \beta H^\alpha_x - \lim_{\tau \to \infty} \langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha eq)} \right\} \right| \leq \tilde{C}' \epsilon^2, \quad (9.5)$$

and

$$\left| \log \rho^\alpha_x - \left\{ -S(\alpha) - \lim_{\tau \to \infty} \langle \Theta_{ex}^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)} \right\} \right| \leq \tilde{C} \epsilon^2, \quad (9.6)$$

where $\tilde{C}, \tilde{C}'$ are (model dependent) positive constants.

Note that these representations have simpler forms but larger errors than the previous representation (4.13), (8.8). In fact (9.5) is a rigorous version of the linear response representation (see, e.g., [41, 43]), and (9.6) is its variant.

Proof of Lemma 9.1: We shall give a heuristic argument, which can be turned into rigorous estimates. We start from the more accurate representation (4.13), (8.8), and first note that

$$\langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)} - \langle \Psi^{(\alpha)} \rangle_{st \to x}^{\tau,(\alpha)} = \langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha eq)} - \langle \Psi^{(\alpha)} \rangle_{st \to x}^{\tau,(\alpha eq)} + O(\epsilon^2)$$

$$= 2 \langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)} + O(\epsilon^2), \quad (9.7)$$

where the first equality follows by expanding around the equilibrium protocol (as in section 4.3) and the second equality follows from the time-reversal symmetry (4.21). See the remark after (8.5). By substituting this into (4.13), we get the linear response representation

$$\log \rho^\alpha_x = \beta F(\alpha) - \beta H^\alpha_x - \lim_{\tau \to \infty} \langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)} + O(\epsilon^2). \quad (9.8)$$

We then note that

$$\langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha eq)} = \langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)} + O(\epsilon^2), \quad (9.9)$$

where $\Psi^{(\alpha)}_{ex} := \Psi^{(\alpha)} - \Sigma^{(\alpha)}$. It is crucial here that both the quantities have finite $\tau \uparrow \infty$ limits. We then use (2.24) (with $W = 0$) to get

$$\langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)} = \langle \Theta_{ex}^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)} - \beta H^\nu_x + \beta \langle H^\nu \rangle_{st}^{\alpha}. \quad (9.10)$$

By recalling the definition (4.4) of the nonequilibrium entropy, (9.8) further reduces to

$$\log \rho^\alpha_x = -S(\alpha) - \lim_{\tau \to \infty} \langle \Theta_{ex}^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)} + O(\epsilon^2). \quad (9.11)$$

These heuristic observation can be made into rigorous estimates by using the machinery of section 7. In particular all the error terms can be bounded uniformly in $\tau$.  

---

21 The difference between $\langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha eq)}$ and $\langle \Psi^{(\alpha)} \rangle_{x \to x}^{\tau,(\alpha)}$ is proportional to $\epsilon^2$, but is also roughly proportional to $\tau$. Thus the difference diverges as $\tau \uparrow \infty$.  
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Let us examine what happens when we substitute the representation (9.6) into the right-hand side of the main inequality (9.4). Since
\[ \int_{-\tau}^{\tau} dt \sum_{x \in S} \dot{p}_x(t) S(\alpha) = \int_{-\tau}^{\tau} dt \left\{ \sum_{x \in S} p_x(t) \right\} S(\alpha) = 0, \]
we only need to investigate the contribution of \( \langle \Theta_{ex}^{(\alpha)} \rangle_{\tau, (\alpha)} \). We rewrite the integral as
\[ \int_{-\tau}^{\tau} dt \sum_{x \in S} \dot{p}_x(t) \langle \Theta_{ex}^{(\alpha)} \rangle_{\tau, (\alpha)} = - \lim_{\Delta t \downarrow 0} \sum_{t} \sum_{x \in S} \{ p_x(t) - p_x(t + \Delta t) \} \langle \Theta_{ex}^{(\alpha) (t)} \rangle_{\tau, (\alpha)} = 0, \]
where \( t \) is summed over the integral multiples of \( \Delta t \) within the interval \([-\tau, \tau]\), and \( (\alpha(t)) \) denotes the protocol in which the parameters are fixed at \( \alpha(t) \) (for the given \( t \)).

Now note that
\[ \langle \Theta_{ex}^{(\alpha)} \rangle_{[t, t + \Delta t], (\alpha)} := \sum_{x \in S} \{ p_x(t) - p_x(t + \Delta t) \} \langle \Theta_{ex}^{(\alpha) (t)} \rangle_{\tau, (\alpha)} \]
is precisely the excess entropy production in the time interval \([t, t + \Delta t]\), where the parameters are fixed at \( \alpha(t) \) and the distribution at \( t \) is given by \( p(t) \). Then it follows that
\[ \int_{-\tau}^{\tau} dt \sum_{x \in S} \dot{p}_x(t) \langle \Theta_{ex}^{(\alpha)} \rangle_{t, (\alpha)} = - \lim_{\Delta t \downarrow 0} \sum_{t} \langle \Theta_{ex}^{(\alpha)} \rangle_{[t, t + \Delta t], (\alpha)} = -\langle \Theta_{ex}^{(\alpha)} \rangle_{t, (\alpha)} \]
The existence of the limits can be proved by using the materials in of section 7.

We finally use (5.3) to rewrite the Shannon entropy \( S_{Sh}[\rho^\alpha] \) in terms of our nonequilibrium entropy \( S(\alpha) \).

10 Models with momenta and symmetrized Shannon entropy

We have been so far studying models in which state variables are symmetric with respect to time reversal. In the case of a system of \( N \) particles, our state \( x \) roughly corresponds to the collection \( (\vec{r}_1, \ldots, \vec{r}_N) \), where \( \vec{r}_j \in \mathbb{R}^3 \) is the position of the \( j \)-th particle. In a “less coarse grained” description of a particle system one also specifies the momenta of the particles. In this case the state \( x \) roughly corresponds to the collection \( (\vec{r}_1, \ldots, \vec{r}_N, \vec{p}_1, \ldots, \vec{p}_N) \), where \( \vec{p}_j \in \mathbb{R}^3 \) denotes the momentum. By the time reversal, this state is mapped to a different state \( (\vec{r}_1, \ldots, \vec{r}_N, -\vec{p}_1, \ldots, -\vec{p}_N) \). We denote the corresponding state as \( x^* \).

Here we deal with a Markov jump process which, in some sense, mimics the structure of such a system with momenta. We see that all but one of the results in the previous sections remain valid if we properly modify the definition of entropy as in (10.7). The only exception is the extended Clausius inequality (5.17) in theorem 5.5 which can never be valid in the present setting.
10.1 Setting and the main observation

Let us give a precise and abstract definition. We assume that to any state \( x \in \mathcal{S} \) there corresponds a state \( x^* \in \mathcal{S} \), and one has \((x^*)^* = x\). We assume that the Hamiltonian is time reversal symmetric in the sense that \( H_x^* = H_{x^*}^\prime \) for any \( x \in \mathcal{S} \). With the above physical interpretation in mind, we should modify the detailed balance condition \((2.15)\) for equilibrium dynamics as

\[
e^{-\beta H^\prime_x} R^{(\beta,\nu)}_{x\rightarrow y} = e^{-\beta H^\prime_y} R^{(\beta,\nu)}_{y\rightarrow x^*},
\]

and also assume that the escape rate (see \((2.1)\)) \( \lambda^{(\beta,\nu)}_x := \sum_{y \in \mathcal{S}} (y \neq x) R^{(\beta,\nu)}_{x\rightarrow y} \) satisfies \( \lambda^{(\beta,\nu)}_x = \lambda^{(\beta,\nu)}_{x^*} \).

As before let \( R^\alpha_{x\rightarrow y} \) denote the transition rate for a general model including a nonequilibrium one. We assume that \( R^\alpha_{x\rightarrow y} \neq 0 \) for \( x \neq y \) implies \( R^\alpha_{y\rightarrow x^*} \neq 0 \). The connectivity of \( \mathcal{S} \) by nonvanishing \( R^\alpha_{x\rightarrow y} \) is again assumed. We still assume that the escape rate \((2.1)\) has the symmetry\(^\text{22}\) \( \lambda^\alpha_x = \lambda^\alpha_{x^*} \).

Corresponding to \((10.1)\), the definition \((2.13)\) of the entropy production should be modified as

\[
\theta^\alpha_{x\rightarrow y} := \log \frac{R^\alpha_{x\rightarrow y}}{R^\alpha_{y\rightarrow x^*}}.
\]

All the other definitions are exactly the same as before, and we can develop the theory in an almost parallel manner. One essential difference is that the fundamental time-reversal symmetry \((6.4)\)

\[
T^{\hat{\alpha}}[\hat{x}] = \exp[-\Theta^{\hat{\alpha}}[\hat{x}] \ T^{\hat{\alpha}}[\hat{x}]]
\]

is valid as it is, but for a given path \( \hat{x} = (x(t))_{t \in [-\tau,\tau]} \) we define its time-reversal as \( \hat{x}^t := ((x(-t))^*)_{t \in [-\tau,\tau]} \). This means that some relations that follows from \((6.4)\) should be properly modified by putting \( * \) on some variables. The basic identity \((6.6)\), for example, now reads

\[
e^{-\beta H^\prime_x} e^{-(\beta W\hat{x}^t + \Psi\hat{x}^t)/2} \ T^{\hat{\alpha}}[\hat{x}] = e^{-\beta H^\prime_{x^*}} e^{-(\beta W\hat{x}^t + \Psi\hat{x}^t)/2} \ T^{\hat{\alpha}}[\hat{x}].
\]

The most important change for us is that the definition \((6.12)\) should be modified as

\[
e^{-\beta F(\alpha)} := e^{-\beta H^\prime_x} \lim_{\tau \uparrow \infty} \langle e^{-\Psi(\alpha)/2} \rangle_{[\tau,\tau/2]} \langle e^{-\Psi(\alpha)/2} \rangle_{[\tau/2,\tau]}.
\]

With this modification, the identity \((6.13)\) is valid as it is, and so are the (thermo- dynamic) relations we have discussed in sections \(3\), \(4\), and \(5\) except for the extended Clausius inequality \((5.17)\) of Theorem \(5.5\). Here the nonequilibrium entropy \( S(\alpha) \) is defined by \((4.4)\) with the newly defined \( F(\alpha) \).

\(^{22}\) It may be also reasonable to consider a model in which \( \lambda^\alpha_x \neq \lambda^\alpha_{x^*} \). In such a model, one should include the contribution from \( \lambda^\alpha_x / \lambda^\alpha_{x^*} \) into the definition of \( \Theta^{\hat{\alpha}}[\hat{x}] \) so as to keep the symmetry \((10.3)\) valid (see \(45\)). Then all the results in the present section remain valid.
As for the microscopic representation of the entropy $S(\alpha)$, we encounter a nontrivial and suggestive modification. In models with time reversal symmetry, we have shown that the nonequilibrium entropy $S(\alpha)$ coincides with the Shannon entropy of the stationary distribution (to the order $O(\epsilon^2)$) as in (4.12) or (5.3) in Theorem 5.1. This is no longer valid in the present setting, and we have the following extension.

**Theorem 10.1 (Nonequilibrium entropy and the symmetrized Shannon entropy)**

Take the same setting as in Theorem 5.1 but in the present class of models. There is a constant $A' > 0$, and one has

$$\left| S(\alpha) - S_{\text{sym}}[\rho^\alpha] \right| \leq A' \epsilon^3$$

for any $\epsilon$, $\nu$, and $\kappa$. Here $\rho^\alpha$ is the stationary probability distribution corresponding to the parameter $\alpha$. For any probability distribution $p$, we have defined the symmetrized Shannon entropy by

$$S_{\text{sym}}[p] = -\sum_{x \in S} p_x \log \sqrt{p_x p_x^*}. \quad (10.7)$$

This theorem is proved in the next section.

Let us make a few remarks about the symmetrized Shannon entropy (10.7). It is apparent that if a probability distribution $p$ has a time-reversal symmetry in the sense that $p_x = p_{x^*}$, then we have $S_{\text{sym}}[p] = S_{\text{Sh}}[p]$. Since the equilibrium state $\rho_x^{(\beta, \nu)} = e^{-\beta H_x}/Z(\beta)$ is symmetric, the Shannon and the symmetrized Shannon entropies coincide for the equilibrium state.

Note that one may rewrite (10.7) in a suggestive form

$$S_{\text{sym}}[p] = -\sum_{x \in S} \frac{p_x + p_{x^*}}{2} \log \sqrt{p_x p_{x^*}}, \quad (10.8)$$

in which both the arithmetic mean and the geometric mean appear. We also note that for a general probability distribution $p$ that

$$S_{\text{sym}}[p] = S_{\text{Sh}}[p] + \frac{1}{2} D[p|p^*] \geq S_{\text{Sh}}[p], \quad (10.9)$$

where $(p^*)_x = p_{x^*}$, and $D[p|p'] := \sum_{x \in S} p_x \log(p_x/p'_x)$ is the relative entropy, which is in general nonnegative.

Recall that when we proved the extended Clausius inequality (Theorem 5.5) in section 9, the Shannon entropy played an essential role. This means that the proof does not extended to the present situation. Indeed we know that the extended Clausius inequality can never be valid in models with “momenta” since there are models in which it is explicitly violated. We shall see such an example in section 10.3.
10.2 Proof of Theorem 10.1

We shall only present a heuristic argument, which can be made into a proof in the similar manner as in section 8.

By following the derivation in section 8, we can show the representation for the stationary distribution for NESS in the present setting, which is

\[
\log \rho^x_\alpha = \beta F(\alpha) - \beta H^\nu_x + \frac{1}{2} \lim_{\tau \to \infty} \left\{ \langle \Psi^{(\alpha)} \rangle^{\tau,(\alpha)}_{x \to x^*} - \langle \Psi^{(\alpha)} \rangle^{\tau,(\alpha)}_{st \to x} \right\} + O(\epsilon^3). \tag{10.10}
\]

We thus find

\[
\log \sqrt{\rho^x_{\alpha} \rho^{x*}_{\alpha}} = \beta F(\alpha) - \beta H^\nu_x + \frac{1}{4} \left\{ \langle \Psi \rangle_{st \to x} - \langle \Psi \rangle_{x \to x^*} + \langle \Psi \rangle_{st \to x^*} - \langle \Psi \rangle_{x \to x^*} \right\} + O(\epsilon^3), \tag{10.11}
\]

which means

\[
\beta \{ \langle H^\nu \rangle_{st} - F(\alpha) \} - S_{sym}[\rho^\alpha] = \frac{1}{4} \sum_{x \in S} \rho^x_{\alpha} \left\{ \langle \Psi \rangle_{st \to x} - \langle \Psi \rangle_{x \to x^*} + \langle \Psi \rangle_{st \to x^*} - \langle \Psi \rangle_{x \to x^*} \right\} + O(\epsilon^3). \tag{10.12}
\]

Since the left-hand side is \( S(\alpha) - S_{sym}[\rho^\alpha] \), we shall show that the right-hand side is \( O(\epsilon^3) \). To do this, rewrite the right-hand side as

\[
\frac{1}{4} \sum_{x \in S} \rho^x_{\alpha} \left\{ \langle \Psi \rangle_{st \to x} - \langle \Psi \rangle_{x \to x^*} + \langle \Psi \rangle_{st \to x^*} - \langle \Psi \rangle_{x \to x^*} \right\} = \frac{1}{4} \sum_{x \in S} \rho^x_{\alpha} \left\{ -\langle \Psi \rangle_{st \to x} + \langle \Psi \rangle_{x \to x^*} - \langle \Psi \rangle_{st \to x^*} - \langle \Psi \rangle_{x \to x^*} \right\} + O(\epsilon^3) \tag{10.13}
\]

To get the second line, we noted that \( (1/2) \sum_x \rho^x_{\alpha} \{ \langle \Psi \rangle_{st \to x} - \langle \Psi \rangle_{x \to x^*} \} = 0 \) for any \( \tau \), and subtracted this from the first line. We clearly have \( \rho^x_{\alpha} - \rho^{x*}_{\alpha} = O(\epsilon) \). To bound the other term, we note that the corresponding equilibrium process satisfies

\[
\langle \Psi^{(\alpha)} \rangle^{(\alpha eq)}_{x \to x^*} + \langle \Psi^{(\alpha)} \rangle^{(\alpha eq)}_{st \to x^*} = 0, \tag{10.14}
\]

which is an easy consequence of (properly rewritten version of) (6.5). Since \( \Psi = O(\epsilon) \), we see that \( \langle \Psi \rangle_{x \to x^*} + \langle \Psi \rangle_{st \to x^*} = O(\epsilon^2) \). This leads us to the desired (heuristic) estimate \( S(\alpha) - S_{sym}[\rho^\alpha] = O(\epsilon^3) \).

10.3 An illustrative example

In order to demonstrate that one can never expect a general extended Clausius inequality, we here discuss an oversimplified model of heat conduction. The analysis also illustrates the role of the symmetrized Shannon entropy in the extended Clausius relation.
We consider a system of a single particle on a chain of length \( L \) whose left and right ends are attached to heat baths with the inverse temperatures \( \beta_1 \) and \( \beta_2 \), respectively. The particle performs a back-and-forth motion between the two ends, carrying energy from one end to the other.

The state of the model is specified as \( x = (j, v, k) \in S \), where \( j \in \{1, \ldots, L\} \) denotes the position, \( v \in \{+, -\} \) the velocity, and \( k \in \{1, \ldots, n\} \) the internal degree of freedom of the particle. We define \( x^* = (j, -v, k) \). The particle has the internal energy \( u_k \) when it is in the state \( k \).

The model parameter is \( \alpha = (\beta_1, \beta_2) \). We define the transition rates as follows (Fig. 8). Let \( \lambda > 0 \). We first set

\[
R^{(\beta_1, \beta_2)}_{(j, +, k) \rightarrow (j+1, +, k)} = \lambda, \quad (j = 1, \ldots, L - 1),
\]

\[
R^{(\beta_1, \beta_2)}_{(j, -, k) \rightarrow (j-1, -, k)} = \lambda, \quad (j = 2, \ldots, L),
\]

for any \( k \), which describe the one-way-motion of the particle. Note that \( k \) does not change when the particle moves. At the ends of the chain we set

\[
R^{(\beta_1, \beta_2)}_{(0, -, k) \rightarrow (0, +, \ell)} = \lambda e^{-\beta_1 u_\ell} Z(\beta_1),
\]

\[
R^{(\beta_1, \beta_2)}_{(L, +, k) \rightarrow (L, -, \ell)} = \lambda e^{-\beta_2 u_\ell} Z(\beta_2),
\]

for any \( k \) and \( \ell \). These represent the processes where the particle is bounced back and thermalized at the ends. We defined \( Z(\beta) = \sum_{k=1}^{n} e^{-\beta u_k} \). We set \( R^{(\beta_1, \beta_2)}_{x \rightarrow y} = 0 \) for other combinations. Then the escape rate (2.1) is \( \lambda^{(\beta_1, \beta_2)}_x = \lambda \) for all \( x \in S \).

From the definition (10.2), we see that the only nonvanishing components of the entropy production \( \theta^{(\beta_1, \beta_2)}_{x \rightarrow y} \) are

\[
\theta^{(\beta_1, \beta_2)}_{(0, -, k) \rightarrow (0, +, \ell)} = \log \frac{R^{(\beta_1, \beta_2)}_{(0, -, k) \rightarrow (0, +, \ell)}}{R^{(\beta_1, \beta_2)}_{(0, -, k) \rightarrow (0, +, k)}} = \beta_1 (u_k - u_\ell),
\]

and

\[
\theta^{(\beta_1, \beta_2)}_{(L, +, k) \rightarrow (L, -, \ell)} = \beta_2 (u_k - u_\ell).
\]

Note that \( u_k - u_\ell \) is the energy transferred from the particle to the bath.
It must be clear that the model is almost trivial. The stationary distribution is readily obtained as

\[ \rho^{(\beta_1, \beta_2)}_{(j,u,k)} = \frac{1}{2L} \left\{ \delta_{v,+} \frac{e^{-\beta_1 u_k}}{Z(\beta_1)} + \delta_{v,-} \frac{e^{-\beta_2 u_k}}{Z(\beta_2)} \right\}. \]  

(10.21)

Here the position of the particle is distributed uniformly on the chain, and the internal degree of freedom has the inverse temperature \( \beta_1 \) or \( \beta_2 \) when the particle is moving to the right or to the left, respectively.

Let the average (internal) energy at the inverse temperature \( \beta \) be

\[ u(\beta) := \frac{1}{Z(\beta)} \sum_{k=1}^{n} u_k e^{-\beta u_k}. \]  

(10.22)

In the NESS, the average (internal) energy of the particle is \( u(\beta_1) \) or \( u(\beta_2) \) when it is moving to the right or to the left, respectively. The average heat (or energy) current from the bath to the particle at \( L = 1 \) is thus \( \{u(\beta_1) - u(\beta_2)\} \lambda/(2L) \), where \( \lambda/(2L) \) is the rate by which the particle is bounced back at \( L = 1 \). By also considering the current at \( j = L \), the entropy production rate (in the baths) in NESS is found to be \( \sigma_{\text{ex}}^{(\beta_1, \beta_2)} = -(\beta_1 - \beta_2) \{u(\beta_1) - u(\beta_2)\} \lambda/(2L) \geq 0 \).

From the stationary distribution (10.21), we can explicitly compute its Shannon and symmetrized Shannon entropies as

\[ S_{\text{Sh}}[\rho^{(\beta_1, \beta_2)}] = \frac{\beta_1 u(\beta_1) + \beta_2 u(\beta_2)}{2} + \frac{\log Z(\beta_1) + \log Z(\beta_2)}{2} + \log(2L), \]  

(10.23)

and

\[ S_{\text{sym}}[\rho^{(\beta_1, \beta_2)}] = \frac{\beta_1 + \beta_2}{2} \frac{u(\beta_1) + u(\beta_2)}{2} + \frac{\log Z(\beta_1) + \log Z(\beta_2)}{2} + \log(2L). \]  

(10.24)

Let us consider the step protocol (5.31) with \( \alpha = (\beta_1, \beta_2) \) and \( \alpha' = (\beta'_1, \beta'_2) \). The excess entropy production in the step protocol is easily evaluated by comparing the entropy productions in this process and another process that starts at \( t = 0 \) with the stationary distribution corresponding to \( (\beta'_1, \beta'_2) \). The two processes differ only in the distribution of the internal energy of the particle at \( t = 0 \), and they become identical after the particle is bounced back by one of the ends for the first time. From this observation one immediately finds that the excess entropy production is given by

\[ \langle \Theta_{\text{ex}}^{\hat{\alpha}, \hat{\alpha}} \rangle_{\text{st}} = \frac{1}{2} \left[ \beta_1 \{u(\beta_2) - u(\beta'_2)\} + \beta'_2 \{u(\beta_1) - u(\beta'_1)\} \right]. \]  

(10.25)

Let us start by confirming the validity of the extended Clausius relation (4.10) or (5.15). Writing \( \beta'_k = \beta_k + \Delta \beta_k \) for \( k = 1, 2 \), and \( \delta = \max\{|\Delta \beta_1|, |\Delta \beta_2|\} \), we find from

\[ \sum_{\beta} \sigma_{\text{ex}}^{(\beta, \beta')} \rho_{\beta}(t) = \sigma_{\text{ex}}^{(\beta', \beta')}, \]

\[ + \beta'_1 \{u(\beta_1) - u(\beta'_1)\} + \beta'_2 \{u(\beta_2) - u(\beta'_2)\} \]

\[ (2L)^{-1} \sum_{j=1}^{L} \lambda_{j} e^{-|\lambda| t} \]

It decays exponentially to the steady value.

---

23 One can also compute the expectation value of the entropy production rate explicitly as

\[ \sum_{\beta} \sigma_{\text{ex}}^{(\beta, \beta')} \rho_{\beta}(t) = \sigma_{\text{ex}}^{(\beta', \beta')}, \]

\[ + \beta'_1 \{u(\beta_1) - u(\beta'_1)\} + \beta'_2 \{u(\beta_2) - u(\beta'_2)\} \]

\[ (2L)^{-1} \sum_{j=1}^{L} \lambda_{j} e^{-|\lambda| t} \]

for \( t \geq 0 \). It decays exponentially to the steady value.
the extended Clausius inequality would imply the entropies (defined as $S$) in the corresponding inequality. That $\Delta S$ differs from $\Delta S_{\text{ex}}$ by $O(\epsilon \delta)$. In the second line, we set $\beta = (\beta_1 + \beta_2)/2$ and $\epsilon = \beta_1 - \beta_2$. The expression should be compared with the difference between the entropies (defined as $S(\beta_1, \beta_2) := S_{\text{sym}}[\rho(\beta_1, \beta_2)]$), which is

$$S(\beta'_1, \beta'_2) - S(\beta_1, \beta_2) = \frac{1}{2} \left[ -\{u(\beta_1) - u(\beta_2)\} (\Delta \beta_1 - \Delta \beta_2) 
+ (\beta_1 + \beta_2) \{u'(\beta_1) \Delta \beta_1 + u'(\beta_2) \Delta \beta_2\} \right] + O(\delta^2)$$

$$= \frac{1}{2} \beta u'(\beta) (\Delta \beta_1 + \Delta \beta_2) - \frac{1}{4} \{u'(\beta) - \beta u''(\beta)\} (\Delta \beta_1 - \Delta \beta_2) \epsilon 
+ O(\epsilon^2 \delta) + O(\delta^2).$$

We thus have $S(\beta'_1, \beta'_2) - S(\beta_1, \beta_2) = -\langle \Theta_{\text{ex}}^\alpha, \beta \rangle + O(\epsilon \delta) + O(\delta^2)$, which is the extended Clausius relation and . We note that the difference between the Shannon entropies

$$S_{\text{Sh}}[\rho(\beta'_1, \beta'_2)] - S_{\text{Sh}}[\rho(\beta_1, \beta_2)] = \frac{1}{2} \left\{ \beta_1 u'(\beta_1) \Delta \beta_1 + \beta_2 u'(\beta_2) \Delta \beta_2 \right\} + O(\delta^2),$$

differs from $-\langle \Theta_{\text{ex}}^\alpha, \beta \rangle$ by $O(\epsilon \delta)$.

To see that the corresponding inequality is impossible we go onto compute the $O(\delta^2)$ term explicitly to get

$$S(\beta'_1, \beta'_2) - S(\beta_1, \beta_2) + \langle \Theta_{\text{ex}}^\alpha, \beta \rangle = -\frac{1}{2} u'(\beta) \Delta \beta_1 \Delta \beta_2 + \frac{u''(\beta)}{8} \{(\Delta \beta_1)^2 - (\Delta \beta_2)^2\} \epsilon 
+ O(\epsilon^2 \delta) + O(\delta^3).$$

Let us set, for simplicity, $|\Delta \beta_1| = |\Delta \beta_2|$. Then the right-hand side becomes $-\frac{1}{2} u'(\beta) \Delta \beta_1 \Delta \beta_2 + O(\epsilon^2 \delta) + O(\delta^3)$.

We first note that the term $-\frac{1}{2} u'(\beta) \Delta \beta_1 \Delta \beta_2$ vanishes if we use the quasi-static protocol (which connects $(\beta_1, \beta_2)$ and $(\beta'_1, \beta'_2)$) as in (5.10, 5.15). This term therefore represents the effect of the sudden operation, i.e., the step protocol. Now recall that the extended Clausius inequality would imply $S(\beta'_1, \beta'_2) - S(\beta_1, \beta_2) + \langle \Theta_{\text{ex}}^\alpha, \beta \rangle \geq O(\epsilon^2 \delta) + O(\delta^3)$. But, since $u'(\beta) < 0$, we have $-\frac{1}{2} u'(\beta) \Delta \beta_1 \Delta \beta_2 < 0$ provided that $\Delta \beta_1 \Delta \beta_2 < 0$. This provides a concrete counterexample to the extended Clausius inequality.

\[24\] The term $O(\epsilon^2 \delta)$ is nonvanishing.
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