A Comparison of Two Morphological Techniques in the Classification of Urban Land Cover
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Abstract: Understanding the often-heterogeneous land cover in urban areas is critical for, among other things, environmental monitoring, spatial planning, and enforcement. Recently, several earth observation satellites were developed with an enhanced spatial resolution that provides for precise and detailed representations of image objects. Morphological image analysis techniques provide useful tools for extracting spatial features from high-resolution, remotely sensed images. This study investigated the efficacy of mathematical morphological (MM) techniques in the land cover classification of a heterogeneous urban landscape using very high-resolution pan-sharpened Pleiades imagery. Specifically, the study evaluated two morphological profiles (MP) techniques (i.e., concatenation of morphological profiles (CMPs) and multi-morphological profiles (MMPs)) in the classification of a heterogeneous urban land cover. The overall accuracies for CMP were 83.14% and 83.19% over the two study areas. Similarly, the MMP overall accuracies were 84.42% and 84.08% for the two study sites. The study concluded that CMP and MMP can greatly improve the classification of heterogeneous landscapes that typify urban areas by effectively representing the structural landscape information necessary for discriminating related land cover classes. In general, similar and visually acceptable results were produced for land cover classification using either CMP or MMP image analysis techniques.
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1. Introduction

Understanding the often-heterogeneous land cover in urban areas is critical for environmental management, urban spatial planning, and optimal and sustainable use of urban landscapes [1–3]. Traditionally, methods used for urban land cover classification involve enumeration, observation, and field surveys. However, these methods are often costly, tedious, time-consuming, and unsuitable for large spatial extents [4,5]. The recent advancement in space-borne remote sensing technology provides the capability to quickly acquire high spatial resolution images that provide opportunities for detailed analysis for urban applications such as the often-challenging urban land cover delineation [6]. Hence, to increase the accuracy of urban landscapes, the recent proliferation of high spatial resolution sensors necessitates a further exploration of various techniques commonly classified into pixel- and object-based approaches.

Pixel-based image classification techniques have been widely adopted for land cover delineation [7–16]. Most pixel-based classification methods only utilize the spectral information in the
pixels for classification of land cover. Notably, the efficacy of spectrally based pixel-based techniques is limited by landscape heterogeneity typified by urban areas and the ever-increasing suite of high spatial resolution imagery associated with recent sensor advancement. Improved spatial information with ground sampling distance (GSD) less than 2 m, for instance, is inherent in current sensor advancements, such as SPOT 6&7, Pleiades, and IKONOS, and is likely to increase within class spectral variability and interclass spectral confusion, hence lower classification accuracies [17–19]. Whereas advanced machine learning algorithms such as support vector machine, artificial neural network, and decision tree have been known to generate significant accuracy in urban land cover mapping [20], their dependence on statistical information does not allow for exploitation of the rich spatial information that characterize the high spatial resolution sensors. According to Lillesand [9], their inability to exploit spatial or contextual information related to the pixel impedes optimum performance in a heterogeneous urban landscape [9]. As an alternative, object-based image analysis (OBIA) techniques were developed to exploit contextual information inherent in heterogeneous landscapes. The increasing popularity of OBIA is attributed to their ability to utilize image spatial characteristics such as tone, shape, pattern, and context. Typically, two distinct methods utilize spatial information from an image: region-based, such as the Grey Level Co-Occurrence Matrix (GLCM), and edge/window-based techniques, such as the Canny edge and Sobel operator. Commonly, edge-based and region-based segmentation are used to partition discrete surface spectral characteristics. Edge-based segmentation, on the other hand, seeks boundaries by distinguishing areas within the image and segments of the complete enclosure by edge pixels [21]. Consequently, pixels that characterize objects can either form part of the in-segment or constitute a segment as its boundary [22]. However, the major limitations related to edge-based techniques are insensitivity to noise and are edge-based, hence they are highly dependent on the analysis window which blurs the borders of textured regions [18,21].

Morphological image analysis techniques, generally referred to as mathematical morphology (MM) [23], exploit the spatial domain in images using various techniques based on set theory to estimate and measure many useful geometrical features such as shape, size, and connectivity [21,23]. These techniques are developed based on concatenation of mathematical operations grounded in a set of operations such as union, intersection, complementation, and translations [23]. These operators include erosion, dilation, opening, closing rank filters (including median filters), and top hat transforms [24]. They are defined in an abstract structure known as an infinite lattice [24], which is an assumption that an image consists of structures which can be handled by set theory. Morphological image analysis techniques provide useful tools for extracting spatial features from high-resolution remotely sensed images [2–5]. These techniques include a family of morphological profiles (MPs) and its advances that include extended morphological profiles (EMPs), derivative of morphological profiles (DMPs), multi-morphological profiles (MMPs), concatenation of morphological profiles (CMPs), attribute profiles (APs), and extended attribute profiles (EAPs) [4–8]. These MP techniques process images based on many different types of features such as purely geometric, textural, and contrast-based analysis [25]. Morphological-based image analysis has the potential to address challenges arising from pixel-based and OBIA by integrating the pixel, region, and object-based image analysis [26–30]. Hence, the objective of this study was to test the efficacy of CMP and MMP’s ability to preserve structural information as well as discriminate land cover classes in a heterogeneous urban landscape.

2. Materials and Methods

The experiments were carried out using Pleiades data sets over two areas: Boksburg in Ekurhuleni and Sunninghill in Johannesburg, both within the Gauteng Province of South Africa (Figure 1). The two cities constitute the fastest growing urban areas on the African continent, mainly attributed to migration from other parts of the country and the continent. The cities are characterized by a heterogeneous urban landscape, where households are increasing hence placing a huge demand on their economic and social infrastructure. Residential areas range from luxurious wooded suburbs to shanty towns and
squatter settlements. The two subset images used in this study contain the typical urban landscape that include residential and industrial buildings, roads, and vegetation.
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**Figure 1.** The study areas for the land-cover classification subset: (a) Sunninghill and (b) Boksburg.

### 2.1. Data set and processing

Very high-resolution pan-sharpened Pleiades (0.5 m) data were explored for the study. Table 1 shows the details of images acquired for the study. The imagery was acquired on 12 February and 13 December 2015, covering Boksburg and Sunninghill, respectively. The data were procured from Airbus through the South African National Space Agency (SANSA). The Pleiades imagery comprises four spectral bands from the visible (430) to the near-infrared region (950 nm). The datasets were received already stored in 11 bits per pixel and delivered as 16 bits Geo Tiff, hence allowed for increased discrimination of subtle spectral differences among objects. The images were received already georeferenced and corrected for off-nadir acquisition and terrain effects on delivery. The pan-sharpened imagery was used for the analysis. The aerial photos obtained from the National Geo-Spatial Information (NGI) in South Africa were used for validation. Given that the satellite images were acquired in 2015 and the aerial photos were captured in 2012, a ground validation was undertaken in 2016 to confirm samples of existing land cover classes extracted from the aerial photos and to update samples where inconsistencies existed due to land cover change. This approach was used due the unavailability of high-resolution reference data for 2015.
Table 1. Very high-resolution Pleiades spectral combinations.

| Panchromatic (Pan) | Multispectral (MS) | Pan-Sharpened (PMS) |
|--------------------|--------------------|--------------------|
| 0.5 m              | 2m                 | 0.5 m (fusion)     |
| Pan: 450m–745nm    | Blue: 430–550 nm   | Blue: 430–550 nm   |
|                    | Green: 490–610 nm  | Green: 490–610 nm  |
|                    | Red: 600–720 nm    | Red: 600–720 nm    |
|                    | Near-infrared: 750–950 nm | Near-infrared: 750–950 nm |

The land cover classes were grouped into seven major urban classes: Vegetation (grass), Vegetation (trees), Roads, Building, Water, Shadow, and Bare Land (Table 2).

Table 2. Land cover classes and their description.

| Land Cover Classes | Cover Type                  | Description                                      |
|--------------------|-----------------------------|--------------------------------------------------|
| Bare land          | Open land                   | Mining activities and/or dumps                   |
| Buildings          | Industrial/commercial and   | Urban man-made structures such as buildings      |
| Roads              | settlements                 |                                                  |
| Shadows            | Shadows                     | Car parking lots and pavements                   |
| Grass              | Grass cover                 | Shadows from industrial buildings and trees in urban areas |
| Shrubs             | Shrubs/thicket/woody cover  | Crop fields, conservation fields, game fields    |
| Water              | Wetlands and dams          | Dense tall tree dominated by forest or shrubs    |

2.2. Morphological Profiles Methods

Morphological profiles based on CMP and MMP were applied in this study. A morphological profile is composed of repetitive transformation of an opening profile $\prod \gamma$ and a closing profile $\prod \varphi$. The morphological opening profile of an image $f$ is an array of $n$ openings performed on the original image using a series of structuring element (SE) with increasing sizes of radius $\lambda$ and is defined as:

$$\prod \gamma (f) = \left\{ \prod \gamma_{\lambda}(f), \forall \lambda \in [0, n] \right\}$$ (1)

where $\prod \gamma_{\lambda}$ is the opening by reconstruction with an SE of radius size $\lambda$ and $n$ is the total number of openings. By duality, the morphological closing profile of an image $f$ is an array of $n$ closing performed on the original image using a series of SE with increasing sizes of radius $\lambda$, composed by $n$ levels can be indicated by:

$$\prod \varphi (f) = \left\{ \prod \varphi_{\lambda}(f), \forall \lambda \in [0, n] \right\}$$ (2)

where $\prod \varphi_{\lambda}$ is the closing by reconstruction with SE of radius size $\lambda$ and $n$ is the total number of openings. By collating the opening profile and closing profile, a morphological profile (MP) is realized. Opening and closing profiles are generated from gray level images using opening and closing by reconstruction operators, where $\lambda$ represent the radius of disk-shaped or weighed square-shaped SE of a fixed shape with an increasing structuring element (SE) which is commonly used in the literature [31–34]. When joining opening and closing profiles, both of the same size $n$, a morphological profile is obtained [34]. An MP is generally applied to the analysis of a single band image (e.g., panchromatic), and its extension to multispectral images is referred to as extended morphological profile (EMP). An EMP is constructed by a series of MPs built on base images which...
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contain few bands but represent most of the information that is relevant for discrimination purposes [34]. Therefore, EMPs of first principal component (PC) can be formalized by:

\[ EMP(I) = \left\{ MP_{PC1}(I_1), MP_{PC1}(I_2), \ldots, MP(In) \right\} \] (3)

where \( I \) comprise a set of the \( n \)-dimensional base images derived using principal component.

Multi-morphological profiles (MMPs) are an extension of EMP obtained using different types of morphological profiles stacked together. The filtering operation implemented in EMPs is based on the evaluation of how a given image is computed for every connected component of a gray scale image \( I \) for a given value.

\[ MMP(I) = \{ EMP(I_1), EMP(I_2), \ldots, EMP(In) \} \] (4)

where EMP \((I_i)\) comprise a set of the \( n \)-dimensional base images derived using principal component [31–34].

A morphological profile based on the concatenation of MPs is defined by a combination of morphological geodesic opening and closing operations of different sizes. A CMP is constructed differently from EMPs and MMPs. Both EMP and MMP analyses rely on PCA transformation to reduce dimensionality, and CMPs are based on the analysis of an image without the addition of linear or non-linear data dimensionality reduction techniques. The concatenation of various MPs without the use of image transform techniques can be defined as follows:

\[ CMP = \{ MP(f_1), MP(f_2), \ldots, MP(fn) \} \] (5)

where \( f \) comprise a set of the \( n \)-dimensional original base images not filtered by PCA.

Both CMP and EMP morphological profiles, aimed at multiscale decomposition of satellite imagery and scene simplification, were implemented in this study. Principal component analysis (PCA) was used for the transformation of multispectral and pan-sharpened Pleiades imagery to identify patterns in the data and reduce the dimensionality. A EMP was constructed by a series of MPs built on base images which contains few bands but represent most of the information which is relevant for discrimination [5]. Principal component analysis generates base images by analyzing the covariance matrix of the original multispectral images [5,12]. A MMP is an extension of EMP obtained using different types of morphological profiles stacked together. The filtering operation implemented in EMPs is based on the evaluation of how a given image is computed for every connected component of a greyscale image for a given value. A morphological profile based on the concatenation of MPs was defined by a combination of morphological geodesic opening and closing operations by reconstruction of different sizes. The implementation of the methodology is described in Section 2.2.1 below.

2.2.1. Image Processing and Parameter Settings

The multispectral and pan-sharpened imagery was transformed into a single component using algorithm PCA to derive EMPs for each band. The PC was used, because it contains more than 99% of the total variance of the data set. The analysis for the images was performed using a set of MM algorithms developed within the MATLAB environment and classified using the maximum likelihood algorithm in the ENVI software. The morphological filters’ opening and closing based on reconstruction were calculated using a square structural element, and the same analysis was performed using a disk structural element with a radius range from two to nine with a step of one pixel. The same analysis was performed using morphological reconstruction based on sequential application of differing structural element size but using the same shape, either a square or a disk, respectively.

The square implementation of the filter was separable and incremental, while the circular implementation was incremental. The algorithm for opening and closing by reconstruction were used to construct MPs. In both experiments, an 18 dimensional morphological profile (MP) was created using a disk structuring element and a square structuring element for each band. Then, the 18 dimensional
MPs were transformed into a few image bands using PCA algorithms for multispectral and the pan-sharpened data set. To extend the morphological profile to a multispectral and pan-sharpened image, the first PCA component was used to generate a base image to run EMP on the images. The EMP transforms were based on the ordering of connected components that best represented each object in the scene. The MMP was constructed based on the concatenation of various EMPs (Figure 2B), while the second CMP was constructed based on the concatenation of MPs without using PCA. This was compared with MMP based on the concatenation of EMPs and maximum likelihood used for classification of the data to generate results.

![Figure 2](image-url)

**Figure 2.** Pleiades image and classification results: (A) original Pleiades imagery; (B) filtered imagery using Morphological Profile (MP); (C) concatenation of morphological profiles (CMP) classified imagery; and (D) multi-morphological profiles (MMP) classified imagery.

2.3. Accuracy assessment

Firstly, the shape, thematic, edge, and position (STEP) similarity matrix and the confusion matrices were used to access the accuracy of the results. Secondly, a confusion matrix was used to assess how well the classifiers performed by deriving a series of descriptive–analytical statistics [15]. Lastly, to test the performance of the classifiers, a McNemar test of comparison was performed.

The accuracy of the classification was assessed based on geometric and thematic accuracy using the STEP similarity matrix as suggested by Lizarazo [16]. This was done to determine which technique produced the most accurate similarity matrix and structural information preservation of land cover objects. Thematic and geometric accuracy assessment was done to validate how both methods performed in preserving the structural information of land cover objects without distorting edge information. The reference sample units were the same as the segments (i.e., polygons) rather than pixels so that the units were directly comparable to the map segments (see Table 3). To select a region of interest (ROI) for reference objects, points were randomly extracted from 0.5 m aerial imagery acquired from the South African Chief Directorate: National Geo-Spatial Information. One hundred points were
randomly generated using QGIS 2.16.1 and spatial objects containing these random points digitized (reference polygon) at a scale of 1:600 to increase the level of object shape delineation (Figure 1). A field survey was conducted to resolve ambiguities resulting from photointerpretation.

### Table 3. Number of samples per class for training and test set for the two data sets.

| Land Cover | Points | Polygons |
|------------|--------|----------|
| Water      | 8      | 3        |
| Grass      | 22     | 15       |
| Shrubs     | 19     | 12       |
| Shadows    | 2      | 2        |
| Roads      | 23     | 18       |
| Bare land  | 4      | 2        |
| Buildings  | 22     | 20       |
| Total      | 100    | 72       |

The STEP similarity matrix assesses the thematic and geometric accuracy by measuring the geometric form, thematic attributes, exterior and interior boundaries, centroids position of classified and reference objects using shape, thematic, edge, and positional accuracy [17]. The STEP system uses the correspondence between sampled and referenced objects which is established by overlaying reference object(s) (digitized polygons) and their corresponding classified object(s). When a reference object matches one or several classified objects, such a classified object is a correctly classified object (CCO). This is considered a shape, theme, edge, and positional similarity to a given reference object(s). Otherwise, the classified object is referred to as misclassified object (MCO). In this regard, MCO has a shape, thematic, edge, and positional similarity with a reference object equal to 0%.

#### 2.4. Comparing classifier performance

The area weighted error matrix and McNemar test were used to compare accuracy measurements received from the STEP similarity matrix and the confusion matrix. The accuracy results measured using the STEP similarity matrix were weighted. An area-weighted error matrix, as suggested by MacLean and Congalton [18], takes into account the area rather than the count of polygons used in STEP. An area weight error matrix was used instead of the actual area to compensate for unequal probability sampling proposed in the method. In the area weight error matrix, the individual cells reflect the weighted area of the reference units that fall into such cells, similar to how the overall accuracy is computed in the error matrix [18].

Lastly, the McNemar test was used instead of the commonly used z test on kappa coefficient to evaluate/or determine the map with the highest classification results. Kappa coefficient was not used for this study, because the reference samples used were the same for both CMP and MMP. Therefore, it was not appropriate to use the kappa coefficient, because it assumes that independent samples are used in their calculations [19].

#### 3. Results

A STEP similarity matrix was used to determine the potential of MMP and CMP in discriminating a heterogeneous urban land cover. Specifically, the study sought to discriminate heterogeneous urban land cover types as well as preserving geometrical characteristics of the structures. This was done by comparing thematic and geometric properties of classified objects on a cell-by-cell basis. Each cell was split into quarters to store in a Morton order the four similarity metrics for each classified object which were shape, thematic, edge, and positional similarity of the classified objects. The classification accuracies were obtained by considering the thematic and geometric properties reported in Tables 4–7.
Table 4. Overall thematic and geometric accuracy results of (a) CMP and (b) MMP over Boksburg.

| Category  | Shape  | Theme  | Edge  | Position | Shape  | Theme  | Edge  | Position |
|-----------|--------|--------|-------|----------|--------|--------|-------|----------|
| Bare Land | 0.3028 | 0.8944 | 0.0636 | −0.5295  | 0.2788 | 0.7451 | 0.0928 | −0.373   |
| Buildings | 0.8636 | 0.8557 | 0.7441 | 0.7855   | 0.2241 | 0.4781 | 0.1332 | 0.1486   |
| Roads     | 0.6281 | 0.4297 | 0.0516 | −2.3204  | 0.121  | 0.4602 | 0.0494 | −2.2017  |
| Shadows   | 0.2617 | 0.2735 | 0.1197 | 0.2279   | 0.1065 | 0.1721 | 0.0435 | 0.1435   |
| Grass     | 0.132  | 0.7572 | 0.1007 | −1.9369  | 0.1289 | 0.6989 | 0.0919 | −1.5907  |
| Shrubs    | 0.2285 | 0.7046 | 0.1617 | −1.2183  | 0.2175 | 0.6818 | 0.0993 | −0.034   |
| Water     | 0.7713 | 0.8348 | 0.6088 | 0.7915   | 0.8212 | 0.6885 | 0.5068 | 0.4236   |
| Overall   | 0.4554 | 0.6756 | 0.0917 | −0.7934  | 0.1997 | 0.5321 | 0.1224 | −0.3911  |

Table 5. Overall thematic and geometric accuracy results of (a) CMP and (b) MMP over Sunninghill.

| Category  | (a) CMP | (b) MMP |
|-----------|---------|---------|
| Bare Land | 0.3296  | 0.9758  |
| Buildings | 0.7467  | 0.8292  |
| Roads     | 0.6518  | 0.317   |
| Shadows   | 0.3543  | 0.437   |
| Grass     | 0.1774  | 0.7855  |
| Shrubs    | 0.2112  | 0.5443  |
| Water     | 0.7607  | 0.0012  |
| Overall   | 0.4617  | 0.5557  |

Table 6. The (a) CMP and (b) MMP classification accuracy results over Boksburg.

| Class Name | (a) CMP | (b) MMP |
|------------|---------|---------|
| Water      | 94.9    | 98.9    |
| Grass      | 57.9    | 89.2    |
| Shrubs     | 79.9    | 6.9     |
| Shadows    | 40.4    | 1.4     |
| Roads      | 69.0    | 67.7    |
| Bare Land  | 84.9    | 53.3    |
| Buildings  | 90.3    | 96.8    |
| OA         | 83.14   | 84.42   |

Table 7. The (a) CMP and (b) MMP classification accuracy results over Sunninghill.

| Class Name | (a) CMP | (b) MMP |
|------------|---------|---------|
| Water      | 94.9    | 98.9    |
| Grass      | 58.0    | 89.4    |
| Shrubs     | 79.9    | 6.9     |
| Shadows    | 42.8    | 1.5     |
| Roads      | 69.5    | 68.0    |
| Bare Land  | 53.5    | 84.8    |
| Buildings  | 96.76   | 90.3    |
| OA         | 83.19   | 84.08   |

*CMP and MMP = p > 0.05.*
The major visual difference interpreted among the thematic maps produced by CMP and MMP algorithms was the amount of thematic misclassified buildings with bare land (Figure 2A,C,D). Observation, based on field survey and available aerial imagery, revealed that this area is predominantly covered by impervious surfaces, bare land/mining dumps, and eucalyptus trees. Small dams also exist in the area. Figure 2C shows that CMP misclassified small water bodies with shadows, whereas Figure 2D shows that MMP discriminated small water bodies from shadows. However, bare lands/mine dumps were often mixed with buildings in both classified maps (Figure 2C,D). Similar results are shown for an alternative study site (Figure 3).

Figure 3. The classification results of the CMPs and MMPs algorithms in a different area (Sunninghill): (A) original Pleiades imagery; (B) filtered imagery using MP; (C) CMP classified imagery; (D) and MMP classified imagery.

The overall weight error matrix classification accuracies obtained for CMP and MMP to evaluate thematic and geometrical characteristics accuracy of objects in the classification of a heterogeneous urban land cover are reported in Table 4. Thematic and geometrical characteristics were evaluated by considering the shape, thematic, edge, and positional similarity of classified image features. The overall area weight error matrix results were calculated using the STEP similarity matrix. In a STEP similarity matrix, a value of 1 indicates a correctly classified object, while a value of 0 indicates a misclassified object (MCO), hence it suggests a poor shape, thematic, edge or positional similarity of the object.

Tables 4 and 5 show the overall thematic and geometric accuracy for CMP and MMP computed on the test set. From the analysis in Tables 4 and 5, it is evident that CMP outperformed MMP in terms of shape, thematic, and edge accuracy for most artificial features. However, for natural features or features without clear boundaries, both CMP and MMP achieved poor shape, edge, and positional accuracy. In terms of shape accuracy, most artificial features, such as buildings/roads and natural features with clear boundaries, such as water, were correctly classified by CMP, achieving high accuracies of 0.86 for buildings, 0.85 for roads, and 0.77 for water, compared to MMP reaching poor
shape overall accuracies of 0.22 for buildings, 0.47 for roads, and 0.68 for water. Similar occurrences for edge and thematic accuracy were evident, where artificial features were correctly classified by CMP compared to MMP. However, when evaluating accuracy for the natural features or features without clear boundaries, such as grassland, trees, and shadows, both techniques indicated a poor shape, edge, and positional accuracy. Most low classification accuracy for MMP arise from the geometrical accuracy, which indicates poor preservation of features by MP after its extension to MMP.

The second accuracy assessment was performed for each classification map produced in the study. To evaluate how well both algorithms correctly classified the thematic categories in a heterogeneous urban landscape (i.e., the percentage of correctly classified samples), analysis of the categories was performed to evaluate how well both CMP and MMP utilized statistical information from the dataset to discriminate land cover classes. Tables 6 and 7 show detailed confusion matrices of classification accuracies for CMP and MMP, respectively. The CMP and MMP classification accuracy results over Boksburg and Sunninghill were similar as shown in Tables 6 and 7. Overall, accuracies for CMP were 83.14% and 83.19% for Boksburg and Sunninghill, respectively. Similarly, the MMP overall accuracies were 84.42% and 84.08% for Boksburg and Sunninghill, respectively.

Overall, both CMP and MMP performed almost similarly for artificial objects, such as buildings and roads, in terms of overall classification accuracy. The accuracy assessment shows the overall accuracies of 83% for CMP and 84% for MMP classification. Producer accuracy for water and built-up areas were highest in comparison to other classes in both classifiers, where CMP produced 94% and 90% as compared to 92% and 91% for MMP. Producer accuracy for shadows and grassland was lower for both classifiers, with CMP achieving 40% and 57%, respectively, and MMP achieving 58% and 62%, respectively. However, a relative difference existed among the classifiers when evaluating the individual classes. Individual class type’s producer accuracy indicated fairly high classification accuracy for MMP compared to CMP. A 95% confidence limit revealed a wide variability and overlap in overall accuracy reported between CMP and MMP classification results. Based on this result, the lowest-performing classification model, CMP, was within the range of the best performing MMP.

Based on a comparison among predictions made with optimized feature transformation techniques based on the use of PCA and without the use of PCA, the McNemar test indicated that the difference between CMP and MMP was not statistically significant ($p > 0.05$).

4. Discussion

This study evaluated the performance of two MM techniques, MMP and CMP, based on a reconstruction approach. The two techniques were evaluated in terms of their ability to distinguish as well as preserve geometrical characteristics of image features in a heterogeneous urban landscape. Morphological profiles based on a reconstruction approach and its extension have been proven in the literature to provide better shape preservation [24,25,31–36] and classification techniques for land cover classification. The aim of comparing concatenation of morphological profiles by reconstruction transform (CMP) against its extension (MMP) in urban land cover classification was to determine the effects of image dimensionality reduction techniques, such as PCA, to construct MMP geometrical characteristics during urban land cover classification. Specifically, the study sought to evaluate characteristics, such as shape, thematic, edge, and positional similarity, of image objects from very high-resolution data sets.

In general, similar and visually acceptable results were produced for land cover classification using either CMP or MMP image analysis techniques. By visual comparison, both classifiers achieved a fairly significant distinction of heterogeneous urban land cover classes. The MMP provided a better distinction of features, especially separating water bodies from shadows as compared to CMP (Figure 3). The enhanced classification accuracy is due to the development of MMP which synthesizes spectra-spatial information extracted from multicomponent base images [25,33,36,37]. The MMP is constructed based on the use of PCA to decrease the curse of the dimensionality problem in standard mathematical profiles which then provide effective separation of the distribution of
the classes in the transformed multispectral and panchromatic band. The CMP is challenged in analyzing multispectral bands or statistical information on the imagery, compared to MMP. However, comparing the classifiers in terms of geometrical characteristics preservation and thematic accuracy, CMP outperformed MMP in preserving geometrical characteristics during the classification of features in a heterogeneous urban landscape. This may be because an MMP is constructed from concatenation of EMPs based on PCA. Essentially, PCA is an edge-based image dimensional reduction algorithm which may blur object boundaries. Both CMP and MMP can be used to accurately classify a heterogeneous urban landscape. However, preservation of geometrical characteristics during classification may be challenging, especially for natural boundaries. Objects with natural boundaries may not have crisp edges and are usually affected by boundary blur which results in classification error [27,28,38]. Hence, classifying artificial boundaries, such as buildings, may reach high levels of similarity due to the use of very high-resolution imagery and shapes for natural objects that have crisp edges.

Previous studies evaluated MM techniques based on the comparison of morphological filters using reconstruction transform and standard morphological transformation. Similar results have been observed in related studies [25,31,33,34,37] and indicated that morphological profile based on a reconstruction approach had better shape preservation than classical morphological filters. However, extending MPs to MMPs using PCA for dimensionality reduction may decrease the overall capability of MMPs to provide better shape preservation, although it increases its ability to analyze statistical information, which has been a curse for MP.

Overall, the results indicate that the use of MP techniques and its extension based on reconstruction provides better capabilities in classifying a heterogeneous urban landscape using very high-resolution imagery. The CMP and MMP techniques address challenges such as speckle or salt and pepper effects from classical remote sensing classification techniques. The results indicate that CMP provides better shape preservation than its extension MMP. However, MMP provides better thematic or class discrimination capability compared to CMP due to the fact of its ability to synthesize spectral–spatial information from current sensor development. The effect of geometrical shape preservation from MMP is due to the use of PCA, which is an edge-based technique that blurs image objects’ shapes.

5. Conclusions

This study evaluated the efficacy of two morphological techniques, one based on the concatenation of MPs (CMP) and the other based on its MMP extension which used PCA to reduce the dimensionality reduction problem associated with MP. The CMP produced an overall accuracy of 83.14% and 83.19% over the two study areas, while MMP produced 84.42% and 84.08% over the two study sites. The study also established that the CMP technique produced better shape accuracy results for artificial land cover features such as buildings/roads and natural features with clear boundaries (e.g., water). This was attested to by high accuracies of 0.86 for buildings, 0.85 for roads, and 0.77 for water. In contrast, MMP produced relatively poor overall classification accuracies in terms of shape. The MMP overall accuracies for shape were 0.22 for buildings, 0.47 for roads, and 0.68 for water. Similar occurrences for edge and thematic accuracy were evident, where artificial features were correctly classified by CMP compared MMP. However, when evaluating accuracy for the natural features or features without clear boundaries, such as grassland, trees, and shadows, both techniques indicated a poor shape, edge, and positional accuracy. Most of the low classification accuracy for MMP arose from the geometrical accuracy which indicates poor preservation of features by MP after its extension to MMP. The study therefore ascertained that that the CMP technique provides an effective tool for analysis of very high spatial resolution remotely sensed images that produce better shape preservation compared to MMP.

The study concludes that CMP and MMP can greatly improve the classification of heterogeneous landscape that typify urban areas by effectively representing the structural landscape information necessary for discriminating related land cover classes. In general, similar and visually acceptable results were produced for land cover classification using either CMP or MMP image analysis techniques.
However, concerning the overall classification accuracy, MMP produced slightly higher classification results compared to CMP. Nevertheless, the difference was not statistically significant, with a p-value greater than 0.05. In terms of visual inspection from the thematic maps, MMP could separate features, such as water from shadows, when compared to CMP. Separating water from shadows is commonly a challenge for most remote sensing algorithms. Therefore, MMP can effectively be used for classification of a heterogeneous urban land cover. In summary, it can be concluded that both CMP and MMP techniques are effective in classifying land cover in heterogeneous urban landscape and are particularly effective in discriminating spectrally similar land cover classes.
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