Abstract

Frictional contact is one of the most challenging problems in computational mechanics. Typically, it is a tough nonlinear problem often requiring several Newton iterations to converge and causing troubles also in the solution to the related linear systems. When contact is modeled with the aid of Lagrange multipliers, the impenetrability condition is enforced exactly, but the associated Jacobian matrix is indefinite and needs a special treatment for a fast numerical solution. In this work, a constraint preconditioner is proposed where the primal Schur complement is computed after augmenting the zero block. The name \textit{Reverse} is used in contrast to the traditional approach where only the structural block undergoes an augmentation. Besides being able to address problems characterized by singular structural blocks, often arising in contact mechanics, it is shown that the proposed approach is significantly cheaper than traditional constraint preconditioning for this class of problems and it is suitable for an efficient HPC implementation through the Chronos parallel package. Our conclusions are supported by several numerical experiments on mid- and large-size problems from various applications. The source files implementing the proposed algorithm are freely available on GitHub.
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1. Introduction

Frictional contact mechanics is a very significant engineering problem that arises whenever an interaction exists between different bodies or parts of the same body. Motion of the entities in contact is usually activated at the occurrence of particular stress conditions and evolves under specific constraints, such as the impenetrability of solid bodies and the static-dynamic friction law. In this work, we refer to the equilibrium of a deformable solid occupying the domain \( \Omega \subset \mathbb{R}^3 \) with the assumptions of quasi-static conditions and infinitesimal strains. The standard linear momentum balance differential equation

\[-\nabla \cdot \sigma(u) = b\]  

is subject to the following conditions over the contact surface \( \Gamma_f \) with normal direction \( n_f \): \( 1 \) and \( 2 \):

\[t_N = t \cdot n_f \leq 0, \quad g_N = [u] \cdot n_f \geq 0, \quad t_N g_N = 0, \quad (\text{impenetrability}), \]

\[||t_T|| \leq \tau_{\text{max}}(t_N), \quad g_T \cdot t_T = \tau_{\text{max}}(t_N)||g_T||, \quad (\text{friction}).\]  

In the inequality-constrained problem \( 1 \) and \( 2 \), the displacement \( u \) is the primary unknown, with: \( b \) the external body forces; \( \sigma(u) \) the stress tensor; \( t = t_N n_f + t_T \) the traction over \( \Gamma_f \), decomposed into its normal and tangential components, \( t_N \) and \( t_T \); \( [u] = g_N n_f + g_T \) the jump of \( u \) across \( \Gamma_f \), decomposed into its normal and tangential components, \( g_N \) and \( g_T \).
and $g_f$; and $\tau_{\text{max}}(t_N)$ a bounding value for the measure of $t_f$. Relationships [2] are the Karush-Kuhn-Tucker (KKT) complementary conditions for normal and frictional contact [4]. In essence, they state that: (i) the normal traction must be compressive if the contact exists, with no penetration allowed between the two sides of the discontinuity surface $\Gamma_f$ (equation [2a]), and (ii) an upper bound for the magnitude of the tangential component of traction is set, at which slip is allowed and is collinear with friction (equation [2b]). The mathematical problem is closed by adding the constitutive relationships for the stress $\sigma(u)$ and friction $\tau_{\text{max}}(t_N)$, and prescribing appropriate Dirichlet and Neumann boundary conditions.

A well-posed variational formulation of problem [1]-[2] can be obtained by either penalty regularization or Lagrange multipliers. The former approach introduces into the variational principle associated to the equilibrium equations, with significant applications in different engineering fields, e.g. [7, 8, 9, 10, 11]. By distinction, the latter approach prescribes the minimization of the constrained variational principle in a mathematically exact way by using Lagrange multipliers [12, 3]. Convergence and numerical stability of the non linear problem is generally improved [13, 14] at the cost of adding new variables as primary unknowns and increasing the overall problem size.

Here, we focus on the Lagrange multiplier approach. In the context of contact mechanics, Lagrange multipliers have the physical meaning of traction vector $t$ living on the discontinuity surface $\Gamma_f$. Denoting by $\mathcal{U}$ and $\mathcal{U}_0$ the subspace of $[L^2(\Omega)]^d$ acting as trial and test spaces for the displacement, respectively, the function space $\mathcal{M}(t)$ for the Lagrange multipliers can be defined as a subspace of the dual space $\mathcal{M}$ of the trace $\mathcal{U}_0'$ of $\mathcal{U}_0$ restricted to $\Gamma_f$ such that [1]:

$$\mathcal{M}(t) = \{ \mu \in \mathcal{M} | \mu_N \leq 0, (\mu, w)_{\Gamma_f} \leq (\tau_{\text{max}}(t_N), \|w\|_{2\Gamma_f})_{\Gamma_f}, w \in \mathcal{U}_0' \}$$,

where the pedix $N$ and $T$ denotes the normal and tangential component of any vector function defined on $\Gamma_f$, respectively. The weak variational form of [1]-[2] consists of finding $[u, t] \in \mathcal{U} \times \mathcal{M}(t)$ such that:

$$\begin{align*}
(V^\intercal \eta, \sigma)_{\Omega} + ([\eta], t)_{\gamma_f} &= (\eta, b)_{\Omega}, & \forall \eta \in \mathcal{U}_0, \\
(IN - \mu_N, g_N)_{\gamma_f} + (t_T - \mu_T, g_T)_{\gamma_f} &\geq 0, & \forall \mu \in \mathcal{M}(t),
\end{align*}$$

(4)

where (4a) expresses the virtual work principle and (4b) the compatibility conditions for the contact surface. The variational inequality (4b) can be transformed into an equality by detecting the current contact operating mode of every point lying on $\Gamma_f$, for instance with the aid of an active-set algorithm. Discretization of the continuous problem (4) is finally carried out by replacing the mixed function space $\mathcal{U} \times \mathcal{M}(t)$ with the discrete subspace $\mathcal{U}_h \times \mathcal{M}_h(t)$ associated to a conforming partition of the geometrical domain. Setting $n_u = \dim \mathcal{U}_h$ and $n_T = \dim \mathcal{M}_h(t)$, the Jacobian $\mathcal{J}$ of the discrete version of (4) turns out to be a generalized saddle-point matrix of size $n_u + n_T$:

$$\mathcal{J} = \begin{bmatrix} A & B_1 \\ B_2 & 0 \end{bmatrix},$$

(5)

where $A \in \mathbb{R}^{n_u \times n_u}$ is the tangent stiffness matrix of the continuous body, and $B_1 \in \mathbb{R}^{n_u \times n_T}$, $B_2 \in \mathbb{R}^{n_T \times n_T}$ are the rectangular blocks coupling displacements with tractions.

The efficient solution of the sequence of linear problems with the matrix $\mathcal{J}$ is the object of the present study. Systems of equations with a similar algebraic structure arise very frequently in the applications and a significant amount of recent literature has been devoted to this issue [15]. Important examples of saddle-point problems can be found, for instance, in constrained optimization [16, 17, 18, 19], mixed finite element approximations [20, 21, 22], Stokes’ and Biot’s models [23, 24, 25, 26, 27, 28], just to cite a few. Of course, the key for guaranteeing a robust, efficient and scalable solution of indefinite saddle-point systems is the definition and design of an appropriate preconditioning strategy. It is well recognized that the most effective paradigm for building a good preconditioner for the matrix (5) relies on properly approximating the leading block $A$ and the related Schur complement $S = -B_2A^{-1}B_1$ with some $\tilde{A}$ and $\tilde{S}$, respectively [29, 30, 15]. Such an operation, however, can be strongly problem-dependent. For instance, a straightforward idea relies on setting $\tilde{A}$ equal to the diagonal of $A$, thus allowing for an explicit computation of the approximate Schur complement as $\tilde{S} = -B_2\tilde{A}^{-1}B_1$. This idea proves effective if $A$ is diagonally dominant, e.g. [31], but often fails in many other circumstances. Alternatively, explicit approximate inverses can be
used for either $\tilde{A}^{-1}$, such as in \cite{32 33}, or the computation of the decoupling factors $F = A^{-1}B_1$ and $G = B_2A^{-T}$, e.g. \cite{34 35}, so that the approximate Schur complement can be recast as $\hat{S} = -GAF$. Other possibilities involve problem-dependent strategies for the specific Schur complement at hand, including also physics-based strategies, e.g. \cite{36 37 38 39 40 41}. All these techniques, however, can become critical when the leading block is singular, with theoretical results available only in case of maximal rank deficiency \cite{42}.

In this work, we focus on a reverse approach, which introduces a non-zero contribution at the (2,2) block, inspired by Augmented Lagrangian techniques \cite{43 44 45 46 47}. We discuss the properties of the proposed preconditioner and verify its performance in comparison with other methods currently available for the same problem. Finally, an implementation prone for large-size massively parallel simulations is described and tested, showing the efficiency and scalability. The proposed algorithm has been implemented on the top of the Chronos package \cite{48}, and the RACP sources are freely available on GitHub at \url{https://github.com/matteofrigo5/HPC-ReverseAugmentedConstrained/}.

2. Preconditioning framework

The classical way to address the preconditioning of matrix $J$ of equation (5) relies on exploiting the inverse of its block LDU factorization:

$$J^{-1} = \begin{bmatrix} I_u & -A^{-1}B_1 \\ 0 & I_r \end{bmatrix} \begin{bmatrix} A^{-1} & 0 \\ 0 & S^{-1} \end{bmatrix} \begin{bmatrix} I_u & 0 \\ -B_2A^{-1} & I_r \end{bmatrix},$$

(6)

where $I_u$ and $I_r$ are the identity matrices of order $n_u$ and $n_r$, respectively. In the factorization (6), both $A$ and the Schur complement $\hat{S} = -B_2A^{-1}B_1$ are replaced by sparse approximations, $\hat{A}$ and $\hat{S}$, whose inverse should be easy and effective to apply. While several off-the-shelf algebraic tools for $\hat{A}^{-1}$ are available, such as incomplete factorizations, approximate inverses and multigrid methods, the same is not true for $\hat{S}^{-1}$. First, it is troublesome to obtain a good sparse approximation of $\hat{S}$, since the Schur complement is almost completely dense because of $A^{-1}$. Second, the inexact application of $\hat{S}^{-1}$ introduces an additional level of approximation, which further contributes to the difficulty in designing an effective preconditioner. Franceschini et al. \cite{49} investigated the use of different explicit and implicit choices for the Schur complement matrix in contact mechanics problems, including a physics-based block diagonal approximation, a generalized least-square commutator and an explicit approximate inverse. All these methods, however, require the assumption for $A$ to be non singular, but this condition is not satisfied in several applications.

In this work, we focus on the solution of a linear system with the symmetric saddle-point matrix:

$$\mathcal{A} = \begin{bmatrix} A & B \\ B^T & 0 \end{bmatrix},$$

(7)

with $A \in \mathbb{R}^{n_u \times n_u}$ a symmetric positive semidefinite (SPSD) matrix and $B \in \mathbb{R}^{n_u \times n_r}$, a full rank constraint matrix. In order to accelerate the convergence of a Krylov subspace solver, we use as a preconditioner the inverse of the “stabilized” saddle-point matrix

$$\hat{\mathcal{A}} = \begin{bmatrix} A & B \\ B^T & -C \end{bmatrix},$$

(8)

with $C \in \mathbb{R}^{n_r \times n_r}$ symmetric positive definite (SPD).

**Remark 2.1.** The saddle-point matrix $\mathcal{A}$ is the symmetrized version of $J$ in equation (5). Actually, the results presented here can be extended in practice to $J$ as well, as it will be shown in the numerical experiments, even though some theoretical analyses are no longer valid.

**Theorem 2.1.** Let $\mathcal{A}$ and $\hat{\mathcal{A}}$ be the saddle-point matrices defined in equation (7) and (8), with $A$ non singular. If $C = B^T A^{-1}B$, then the eigenvalues $\lambda$ of the preconditioned matrix $\hat{\mathcal{A}}^{-1} \mathcal{A}$ are either $I$, with multiplicity $n_u$, or $0.5$, with multiplicity $n_r$. 

3
Proof. The eigenvalues of $\hat{A}^{-1}A$ satisfy the generalized eigenproblem $A\hat{A}v = \lambda \hat{A}v$:

\[
\begin{bmatrix}
  A & B \\
  B^T & 0
\end{bmatrix}
\begin{bmatrix}
  v_u \\
  v_t
\end{bmatrix} = \lambda
\begin{bmatrix}
  A & B \\
  B^T & -C
\end{bmatrix}
\begin{bmatrix}
  v_u \\
  v_t
\end{bmatrix},
\]

(9)

that is

\[
\begin{aligned}
  Av_u + Bv_t &= \lambda Av_u + \lambda Bv_t, \\
  B^Tv_u &= \lambda B^Tv_u - \lambda Cv_t
\end{aligned}
\]

The first equation

\[ (1 - \lambda) (Av_u + Bv_t) = 0_u, \]

(11)
yields either $\lambda = 1$ or $Av_u = -Bv_t$. If $\lambda = 1$, it follows from the second equation in (10) that $Cv_t = 0_v$, which implies $v_t = 0_v$ because of the regularity of $C$, while $v_u$ can be any non-zero vector in $\mathbb{R}^n$. Therefore, $\lambda = 1$ has multiplicity $n_u$. If $\lambda \neq 1$, then $v_u = -A^{-1}Bv_t$ and the second equation in (10) becomes:

\[ -B^T A^{-1} Bv_t = \lambda (-C - B^T A^{-1} B) v_t. \]

(12)

Recalling the assumption on $C$, we have:

\[ (C)^{-1} C v_t = 2 \lambda v_t, \]

(13)

which implies $\lambda = 0.5$ for any non-zero vector $v_t$ in $\mathbb{R}^n$. \qed

The outcome of Theorem 2.1 suggests the ideal choice for $C$ if the leading block $A$ is regular. If not, we can still use $\hat{A}^{-1}$ as a preconditioner by setting $C \neq B^T A^{-1} B$ and using its block UDL factorization:

\[
\hat{A} = UDL = \begin{bmatrix}
  I_u & -BC^{-1} \\
  0 & I_t
\end{bmatrix}
\begin{bmatrix}
  S_u & 0 \\
  0 & C
\end{bmatrix}
\begin{bmatrix}
  I_u & 0 \\
  B^T & I_t
\end{bmatrix},
\]

(14)

with $S_u$ the so-called “primal” Schur complement \([15]\) defined as $S_u = A + BC^{-1}B^T$. Note that $S_u \in \mathbb{R}^{n_u \times n_u}$ is SPD. Since $n_u$ is usually large, the inverse of $S_u$ has to be applied inexactly through some appropriate operator $\tilde{S}_u^{-1}$. The resulting preconditioner $M^{-1}$ finally reads:

\[
M^{-1} = L^{-1} \hat{D}^{-1} U^{-1} = \begin{bmatrix}
  I_u & 0 \\
  C^{-1} B^T & I_t
\end{bmatrix}
\begin{bmatrix}
  \tilde{S}_u^{-1} & 0 \\
  0 & C^{-1}
\end{bmatrix}
\begin{bmatrix}
  I_u & BC^{-1} \\
  0 & I_t
\end{bmatrix}. \]

(15)

In essence, $M^{-1}$ uses a reverse approach with respect to classical constraint preconditioners, by exploiting the primal Schur complement of an augmented matrix. For this reason, we denote it as Reverse Augmented Constraint Preconditioner (RACP).

2.1. Eigenvalue analysis

The eigenvalues of the RACP preconditioned matrix $M^{-1}A$ satisfy the bounds that follow.

\textbf{Theorem 2.2.} Let $A$ and $M^{-1}$ be the matrices defined in equation (7) and (15), respectively, and:

\[
\begin{aligned}
  \alpha_u &= \lambda_{\min} \left( \tilde{S}_u^{-1} \left( S_u + BC^{-1}B^T \right) \right), \\
  \beta_u &= \lambda_{\max} \left( \tilde{S}_u^{-1} \left( S_u + BC^{-1}B^T \right) \right), \\
  \alpha_t &= \sigma_{\min} \left( \tilde{S}_u^{-1/2} BC^{-1/2} \right), \\
  \beta_t &= \sigma_{\max} \left( \tilde{S}_u^{-1/2} BC^{-1/2} \right),
\end{aligned}
\]

(16a, 16b)

where $\lambda(\cdot)$ and $\sigma(\cdot)$ denote eigenvalues and singular values, respectively, of the matrix within brackets. Then, the real eigenvalues of $M^{-1}A$ are such that:

\[
\min \left\{ \frac{2\alpha_t^2}{\beta_u + \sqrt{\beta_u^2 - 4\alpha_t^2}} \right\} \leq \lambda \leq \beta_u,
\]

(17)
and the real and imaginary part, \( \lambda_R \) and \( \lambda_I \), of the complex eigenvalues are such that:

\[
\frac{\alpha_u}{2} \leq \lambda_R \leq \frac{\beta_u}{2}, \quad |\lambda_I| \leq \sqrt{\beta_i^2 - \frac{\alpha_i^2}{4}},
\]

(18)

with no complex eigenvalues if \( 2\beta_i < \alpha_u \).

**Proof.** The eigenvalues of \( M^{-1}\mathcal{A} \) are the solution of the generalized eigenproblem:

\[
\mathcal{A}v = \lambda Mv.
\]

(19)

Recalling the factorization \((15)\) and setting \( w = \mathcal{L}v \), we have:

\[
\begin{bmatrix}
S_u + BC^{-1}B^T & B \\
B^T & 0
\end{bmatrix} w = \lambda \begin{bmatrix}
S_u & 0 \\
0 & -C
\end{bmatrix} w.
\]

(20)

which is equivalent to:

\[
\begin{bmatrix}
\bar{S}_u^{-\frac{1}{2}} \left( S_u + BC^{-1}B^T \right) \bar{S}_u^{-\frac{1}{2}} & \bar{S}_u^{-\frac{1}{2}} BC^{-\frac{1}{2}} \\
-C^{-\frac{1}{2}} B^T \bar{S}_u^{-\frac{1}{2}} & 0
\end{bmatrix} z = \lambda z, \quad z = \begin{bmatrix}
\bar{S}_u^{-\frac{1}{2}} & 0 \\
0 & C^{-\frac{1}{2}}
\end{bmatrix} w.
\]

(21)

Hence, \( M^{-1}\mathcal{A} \) is similar to a non-symmetric saddle point matrix, for which the eigenvalue bounds \((17)\) and \((18)\) hold \[(50)\].

**Lemma 2.3.** In the limiting case \( \bar{S}_u^{-1} = S_u^{-1} \), the bounds \((17)\) and \((18)\) read:

\[
\begin{align*}
\min \left\{ 1, \frac{2\alpha_i^2}{1 + \beta_i^2 + \sqrt{(1 + \beta_i^2)^2 - 4\alpha_i^2}} \right\} & \leq \lambda \leq 1 + \beta_i^2, \\
\frac{1}{2} & \leq \lambda_R \leq \frac{1 + \beta_i^2}{2}, \quad |\lambda_I| \leq \sqrt{\beta_i^2 - \frac{1}{4}}
\end{align*}
\]

(22a)

(22b)

with no complex eigenvalues if \( \beta_i < 1/2 \).

**Proof.** The leading block \( \bar{S}_u^{-\frac{1}{2}} \left( S_u + BC^{-1}B^T \right) \bar{S}_u^{-\frac{1}{2}} \) of the matrix in equation \((21)\) with \( \bar{S}_u^{-1} = S_u^{-1} \) becomes \( I_u + FF^T \), with \( F = \bar{S}_u^{-\frac{1}{2}} BC^{-\frac{1}{2}} \). Since \( F \) has rank \( n_t < n_u \), we have \( \alpha_u = 1 \) and \( \beta_u = \beta_i^2 + 1 \). Then, the result \((22)\) follows immediately from \((17)\) and \((18)\). \( \square \)

The bounds provided by Lemma 2.3 represent the limiting condition that can be potentially achieved with the RACP algorithm \((15)\) for any SPD matrix \( C \). Despite both \( M^{-1} \) and \( \mathcal{A} \) are symmetric, the preconditioned matrix \( M^{-1}\mathcal{A} \) is not and complex eigenvalues might arise. Symmetry can be restored if we define the RACP operator starting from the matrix:

\[
\mathcal{A} = \begin{bmatrix}
A & B \\
-B^T & C
\end{bmatrix} = \begin{bmatrix}
I_u & BC^{-1} \\
0 & I_u
\end{bmatrix} \begin{bmatrix}
S_u & 0 \\
0 & C
\end{bmatrix} \begin{bmatrix}
I_u & 0 \\
C^{-1}B^T & I_u
\end{bmatrix} = \mathcal{U}_a \mathcal{L}_a \mathcal{L}_u.
\]

(23)

Approximating the inverse of \( S_u \) with \( \bar{S}_u^{-1} \), we can build an alternative RACP operator \( \mathcal{M}_u^{-1} \) as:

\[
\mathcal{M}_u^{-1} = \mathcal{L}_a^{-1} \bar{S}_u^{-1} \mathcal{U}_a^{-1} = \begin{bmatrix}
I_u & 0 \\
C^{-1}B^T & I_u
\end{bmatrix} \begin{bmatrix}
\bar{S}_u^{-1} & -BC^{-1} \\
0 & C^{-1}
\end{bmatrix} \begin{bmatrix}
I_u & 0 \\
0 & I_u
\end{bmatrix}.
\]

(24)

For the eigenvalues of the preconditioned matrix \( \mathcal{M}_u^{-1}\mathcal{A} \) the following result holds.
Theorem 2.4. Let $\mathcal{A}$ and $\mathcal{M}_u^{-1}$ be the matrices defined in equation (7) and (24), respectively, and: 

$$
\alpha_u = \lambda_{\text{min}} \left( S_u^{-1} \mathcal{A} \right), \quad \beta_u = \lambda_{\text{max}} \left( S_u^{-1} \mathcal{A} \right), \quad \alpha_v = \sigma_{\text{min}} \left( S_u^{-1/2} \mathcal{B} \mathcal{C}^{-1/2} \right), \quad \beta_v = \sigma_{\text{max}} \left( S_u^{-1/2} \mathcal{B} \mathcal{C}^{-1/2} \right),
$$

where $\lambda(\cdot)$ and $\sigma(\cdot)$ denote eigenvalues and singular values, respectively, of the matrix within brackets. Then, the eigenvalues of $\mathcal{M}_u^{-1} \mathcal{A}$ are all real and such that:

$$
\lambda \in \left[ \frac{\alpha_u - \sqrt{\alpha_u^2 + 4\beta_u^2}}{2}, \frac{\beta_u - \sqrt{\beta_u^2 + 4\alpha_u^2}}{2} \right] \cup \left[ \frac{\alpha_u + \sqrt{\beta_u^2 + 4\alpha_u^2}}{2}, \frac{\beta_u + \sqrt{\beta_u^2 + 4\alpha_u^2}}{2} \right].
$$

Proof. To compute the eigenvalues of $\mathcal{M}_u^{-1} \mathcal{A}$, we observe that it is similar to the symmetric saddle-point matrix:

$$
\mathcal{D}_u^{-1} \mathcal{U}_u^{-1} \mathcal{A} \mathcal{L}_u^{-1} \mathcal{D}_u^{-1} = \left[ \begin{array}{cc}
\mathcal{S}_u^{-1/2} \mathcal{A} \mathcal{S}_u^{-1/2} & \mathcal{S}_u^{-1/2} \mathcal{B} \mathcal{C}^{-1/2} \\
\mathcal{C}^{-1} \mathcal{B}^T \mathcal{S}_u^{-1/2} & 0 
\end{array} \right],
$$

for which the bound (26) holds [51, 52].

Remark 2.2. The result of the eigenvalue analysis provided by Theorem 2.2 and 2.4 shows that the RACP formulation (15) produces a non-symmetric preconditioned matrix with possibly complex eigenvalues. The real part $\lambda_R$ is always positive, while the imaginary part $\lambda_I$ satisfies a narrower bound than $\lambda_R$. By distinction, the alternative RACP formulation (24) produces a symmetric but indefinite preconditioned matrix, with eigenvalues possibly lying in nearly opposite intervals with respect to the origin.

Theorem 2.5. Let $\mathcal{A}$ and $\overline{\mathcal{A}}$ be the saddle-point matrices defined in equation (7) and (23), with $\mathcal{A}$ non-singular. Then the eigenvalues $\lambda_u$ of the preconditioned matrix $\overline{\mathcal{A}}^{-1} \mathcal{A}$ are either 1, with multiplicity $n_u$, or the opposite of the non-unitary eigenvalues of $\overline{\mathcal{A}}^{-1} \mathcal{A}$. In particular, if $C = \mathcal{B}^T \mathcal{A}^{-1} \mathcal{B}$, then the $n_u$ non-unitary eigenvalues are $-0.5$.

Proof. The eigenvalues of $\overline{\mathcal{A}}^{-1} \mathcal{A}$ satisfy the generalized eigenproblem $\mathcal{A} \mathbf{v} = \lambda_u \overline{\mathcal{A}} \mathbf{v}$:

$$
\begin{bmatrix}
\mathcal{A} & \mathcal{B} \\
\mathcal{B}^T & \mathcal{0}
\end{bmatrix}
\begin{bmatrix}
\mathbf{v}_u \\
\mathbf{v}_v
\end{bmatrix}
= \lambda_u
\begin{bmatrix}
\mathcal{A} & \mathcal{B} \\
-\mathcal{B}^T & \mathcal{C}
\end{bmatrix}
\begin{bmatrix}
\mathbf{v}_u \\
\mathbf{v}_v
\end{bmatrix},
$$

that is

$$
\begin{cases}
\mathcal{A} \mathbf{v}_u + \mathcal{B} \mathbf{v}_v = \lambda_u \mathcal{A} \mathbf{v}_u + \lambda_u \mathcal{B} \mathbf{v}_v, \\
-\mathcal{B}^T \mathcal{A}^{-1} \mathbf{v}_v = -\mathcal{B}^T \mathcal{A}^{-1} \mathbf{v}_v + \lambda_u \mathcal{C} \mathbf{v}_v
\end{cases}
$$

As before, the first equation is:

$$
(1 - \lambda_u) \left( \mathcal{A} \mathbf{v}_u + \mathcal{B} \mathbf{v}_v \right) = \mathbf{0}_u,
$$

and it yields either $\lambda_u = 1$ or $\mathcal{A} \mathbf{v}_u = -\mathcal{B} \mathbf{v}_v$. If $\lambda_u = 1$, it follows from the second equation in (29) that $\mathcal{C} \mathbf{v}_v = 2\mathcal{B}^T \mathbf{v}_u$, which implies a relation between $\mathbf{v}_u$ and $\mathbf{v}_v$ that, given the regularity of $\mathcal{C}$, can always be satisfied. Therefore, $\lambda_u = 1$ has multiplicity $n_u$. If $\lambda_u \neq 1$, then $\mathbf{v}_u = -\mathcal{A}^{-1} \mathcal{B} \mathbf{v}_v$, and the second equation in (29) becomes:

$$
-\mathcal{B}^T \mathcal{A}^{-1} \mathbf{v}_v = \lambda_u \mathcal{A}^{-1} \mathbf{v}_v + \lambda_u \mathcal{C} \mathbf{v}_v,
$$

$$
-\mathcal{B}^T \mathcal{A}^{-1} \mathbf{v}_v = \frac{\lambda_u}{1 + \lambda_u} \mathcal{C} \mathbf{v}_v.
$$

Thus, the eigenvalues of $\overline{\mathcal{A}}^{-1} \mathcal{A}$ satisfy the relation:

$$
\frac{\lambda_u}{1 + \lambda_u} = -\sigma \left[ \mathcal{C}^{-1} \left( \mathcal{B}^T \mathcal{A}^{-1} \mathcal{B} \right) \right] = -\tau \quad \Rightarrow \quad \lambda_u = -\frac{\tau}{1 + \tau}.
$$
From Theorem 2.1, the non-unitary eigenvalues of $\tilde{A}^{-1}A$ are $\sigma \left[ (C + B^T A^{-1} B)^{-1} (B^T A^{-1} B) \right]$. After some algebra, we have:

\[
(C + B^T A^{-1} B)^{-1} (B^T A^{-1} B) = \left[ (B^T A^{-1} B)^{-1} (C + B^T A^{-1} B) \right]^{-1} = \left[ I + (B^T A^{-1} B)^{-1} \right]^{-1} = \left[ I + (C^{-1} (B^T A^{-1} B))^{-1} \right]^{-1},
\]

and, recalling that $\tau = \sigma \left[ C^{-1} (B^T A^{-1} B) \right]$, we can write:

\[
\lambda = \sigma \left[ (C + B^T A^{-1} B)^{-1} (B^T A^{-1} B) \right] = \frac{\tau}{1 + \tau},
\]

thus, from Eq. (32), we have that $\lambda = -\lambda_c$. □

2.2. Selection of matrix C

Of course, one of the key factors for the effectiveness of the RACP approach is the choice of matrix C. According to Theorem 2.1, C should be close to the Schur complement $S = B^T A^{-1} B$ in order to cluster the eigenvalues of the preconditioned matrix around two non-zero values only. Since $C^{-1}$ is also needed to build explicitly the primal Schur complement $S_u$, a convenient option consists of defining C as a diagonal matrix spectrally equivalent to $B^T A^{-1} B$.

The same problem was already addressed in [49] by exploiting physics-based assumptions related to the locality of deformation. Since a variation of stress around a fracture is expected to produce a relevant displacement only in the close vicinity of the fracture itself, the full solution to the mechanical problem $A^{-1} b_i$, with $b_i$ the $i$-th column of $B$, $i = 1, \ldots, n_r$, is replaced by a sparse vector with non-zero entries located only at the positions of the non-zeros in $b_i$.

The diagonal entries of $S$, which can be retained to build C, can be therefore approximated as:

\[
C_{i,i} = S_{i,i} \approx r(b_i^T) A_{i,i}^{-1} r(b_i) \quad \forall i \in 1, \ldots, n_r,
\]

where $A_{i,i}$ is a square block gathered from matrix $A$ at the row and column locations intercepting the non-zero entries in $b_i$ and $r(\cdot)$ is a restriction operator on the vector within brackets retaining the non-zero entries only. This approximation was also used in [53, 54] for computing the increment in Newton’s algorithm, or introduced in [55, 41] for preconditioning purposes in coupled poromechanics.

Equation (35) cannot be safely used if $A$ is rank-deficient, because $A_{i,i}$ could be singular. Instead, we can refer to the classical methods used with augmented Lagrangian approaches [56, 57, 15], where the objective is to force the terms of the contribution $BC^{-1}B^T$ in $S_u$ to be of the same magnitude as those of $A$. The simplest way consists of setting $C = y I$, with $y = \|B\|^2/\|A\|$ for some convenient matrix norm [57, 15]. However, using such a $C$ matrix, which is based on a global value of $y$, may not represent a good choice as it may worsen the eigenspectrum and condition number of $S_u$ with respect to $A$. Instead, we use a local variant of this augmentation matrix that takes into account the physical observations leading to (35):

\[
C_{i,i} = \frac{\omega r(b_i) r(b_i)^T}{\|A_{i,i}\|_2} \quad \forall i \in 1, \ldots, n_r,
\]

where $\omega > 0$ is a user-specified real relaxation parameter. The preconditioning algorithm obtained with the matrix C defined as in (36) is denoted as RACP($\omega$).

Remark 2.3. Another important issue in the proposed approach is the sparsity pattern of the primal Schur complement $S_u$. Of course, it is desirable to change at the least possible the pattern of $A$, avoiding an excessive fill-in. Choosing a diagonal matrix as $C$, the pattern of $S_u$ differs from that of $A$ by $B B^T$. The matrix $B$ provides the connections between the degrees of freedom associated to the nodes lying on both sides of each fracture. Therefore, the sparsity pattern of $S_u$ corresponds to that of the elasticity matrix associated to a 3D body where the fractures are filled by elements with some fictitious size and stiffness. This guarantees that $S_u$ preserves a workable sparsity with no significant fill-in.
The effectiveness of the choices above is verified in the simple example shown in Figure 1, consisting of a structured distorted grid with a single fracture. The size of the problem blocks is $n_u = 4455$ and $n_t = 324$. First, we set $	ilde{S}_u^{-1} = S_u^{-1}$ and check the eigenvalue bounds provided by Lemma 2.3 and Theorem 2.4 for $M^{-1} \mathcal{A}$ and $M_u^{-1} \mathcal{A}$, respectively. The bounds have been computed by setting $C$ as a diagonal matrix with entries equal to the values in either equation (35) or (36) with $\omega = 1$. The results reported in Table 1 show that there is no significant difference between the two approaches for defining $C$.

Remark 2.4. It is easy to observe that setting $\tilde{S}_u^{-1} = S_u^{-1}$ yields $n_u$ unitary eigenvalues for both $M^{-1} \mathcal{A}$ and $M_u^{-1} \mathcal{A}$. As proved by Theorem 2.5, the remaining $n_t$ eigenvalues are the same as those of equation (12) with either the positive or the negative sign at the left-hand side. Therefore, with $\tilde{S}_u^{-1} = S_u^{-1}$ the non-unitary eigenvalues of the preconditioned matrix are all positive for $M^{-1} \mathcal{A}$ and negative for $M_u^{-1} \mathcal{A}$. Their distribution in absolute value is provided in Figure 2 for the two choices of matrix $C$, showing that also the full eigenspectrum does not appear to be significantly affected by either selection.

Remark 2.5. Figure 2 shows that the theoretical bounds introduced in Section 2.1 can be indeed pretty loose in the case $\tilde{S}_u^{-1} = S_u^{-1}$. If we replace the application of the exact inverse of $S_u$ with an approximation, given for instance by a standard Algebraic Multigrid (AMG) algorithm, complex eigenvalues with $M^{-1} \mathcal{A}$ and positive eigenvalues with $M_u^{-1} \mathcal{A}$ immediately arise (Figure 3). In this case, the theoretical bounds, also provided in Figure 3, appear to be more significant.

From the observations above, we can conclude that the proposed choices for $C$ appear to be equally effective for the overall preconditioner performance. Since equation (36) can be computed independently of the regularity of $A$, it should be preferred for the sake of robustness and generality.

Another issue concerns whether it is possible to find an optimal value for the relaxing factor $\omega$. It is clear that the selection of $\omega$ should take into account a balance between two opposite requirements. On the one hand, we want the matrix $\hat{A}$ and $\bar{A}$ of equation (8) and (23), respectively, to be as close as possible to $A$, which implies $\omega \to 0$. On the other hand, it is important that the condition number of $S_u$ does not deviate too much from that of $A$, or, if $A$ is singular, is not too large, which is in contrast with the requirement $\omega \to 0$.

The role of $\omega$ is investigated numerically in the test case of Figure 1. First, we analyze the behavior of the

```
Table 1: Theoretical eigenvalue bounds for $M^{-1} \mathcal{A}$ and $M_u^{-1} \mathcal{A}$ with $\tilde{S}_u^{-1} = S_u^{-1}$ for the test case of Figure 1.

| Matrix C | $M^{-1} \mathcal{A}$ (Lemma 2.3) | $M_u^{-1} \mathcal{A}$ (Theorem 2.4) |
|----------|---------------------------------|----------------------------------|
| Eq. (35) | $\begin{array}{llll}
\lambda & \lambda^* & \lambda_0 & \lambda^* \\
\text{lower} & \text{upper} & \text{abs value} & \text{lower} & \text{upper}
\end{array}$
| $\begin{array}{llll}
1.76e-1 & 2.00e+0 & 1.00e+0 & 1.76e-1 & 2.58e-1 \\
1.00e+0 & 8.66e-1 & -1.25e+0 & 7.20e-4 & 1.85e+0
\end{array}$ |
| Eq. (36) | $\begin{array}{llll}
\lambda & \lambda^* & \lambda_0 & \lambda^* \\
\text{lower} & \text{upper} & \text{abs value} & \text{lower} & \text{upper}
\end{array}$
| $\begin{array}{llll}
1.78e-1 & 2.00e+0 & 1.00e+0 & 1.78e-1 & 2.58e-1 \\
1.00e+0 & 9.99e-1 & -2.58e-1 & 6.88e-4 & 1.62e+0
\end{array}$ |

```
Figure 2: Non-unitary eigenvalues distribution of $M^{-1}A$ and $-M_u^{-1}A$ with $\tilde{S}_u^{-1} = S_u^{-1}$ for the test case of Figure 1.

Figure 3: Eigenspectrum of $M^{-1}A$ (left) and $M_u^{-1}A$ (right) for the test case of Figure 1 using $\tilde{S}_u^{-1} = AMG(S_u)$. In both frames the theoretical bounds of Theorem 2.2 and 2.4 are also given.

Figure 4: Theoretical eigenvalue bounds for $M^{-1}A$ (left) and $M_u^{-1}A$ (right) vs $\omega$ for the test case of Figure 1.
theoretical eigenvalue bounds of Lemma 2.3 and Theorem 2.4 for \( \tilde{S}^{-1} = S^{-1} \) varying \( \omega \) (Figure 4). We notice that the possible complex eigenvalues should not be affected by \( \omega \) and that \( \omega \leq 1 \) is the most convenient option, with bounds that are progressively narrower as \( \omega \rightarrow 0 \). However, the size of the interval containing the eigenspectrum does not appear to vary significantly for \( \omega \in [0.01, 1] \). In order to practically analyze the influence of \( \omega \), we compute the solution of the linear system with the matrix \( A \) preconditioned with \( M \) for different \( \omega \) values. We use a right-preconditioned GMRES(100) [58]. Two test cases are considered: (i) the stretched cube of Figure 1 and (ii) the Mexico case, i.e., a faulted reservoir discussed in the sequel (see Section 4 for a description). In Figure 5 the number of iterations is reported for different values of \( \omega \) in the range \([10^{-2}, 10^2]\). As expected, with \( \omega > 1 \) there is a clear deterioration of the preconditioner effectiveness, while for values lower than 1 the situation is different in the two cases. Consistently with the observations derived from Figure 4, for the cube of Figure 1 there is almost no difference in the iterations count. Instead, in the Mexico case, there is an appreciable increase in the GMRES iterations when \( \omega > 1 \). From these observations, we can conclude that, even if an optimal \( \omega \) value close to 1 might exist, from a practical viewpoint it is not really necessary to look for it. In fact, if it exists the iterations reduction is generally small, otherwise the loss can be significant.

To conclude this analysis, we compare the performance of the two preconditioners, \( M \) and \( M_a \), that mainly differ in the nature of the eigenspectrum of the preconditioned matrix. In fact, as already observed, the former provides complex eigenvalues with positive real part, while the latter yields real eigenvalues with both positive and negative signs. We use \( C \) computed according to Equation (36) with \( \omega = 1 \). To compare the two approaches, we use a right-preconditioned GMRES(100) for the Mexico test case. Using \( M \), GMRES requires 48 iterations to achieve convergence, while with \( M_a \), as many as 109 iterations are needed, i.e., more than twice. Hence, the use of \( M \) appears to be in practice preferable.

3. Implementation for high performance computers

An efficient parallel implementation of RACP is fundamental for solving large size problems that could arise in several applications. Most of the operations that need to be parallelized in RACP, such as approximating the (1,1) block or performing sparse matrix by matrix products, have been already studied by several authors and can be borrowed from existing libraries. In this work, we build RACP relying on the parallel Chronos software package [59]. Chronos is a library designed to solve linear algebra problems on high performance computers, providing the parallel preconditioners and sparse linear algebra kernels required to form and approximate the Schur complement. Chronos use is free for research purposes and its license can be requested at the library website [48].

We use the distributed sparse matrix (DSMat) structure in Chronos to store the system matrix with the care of preserving the native 4-block structure of the saddle-point matrix. To this aim, we evenly partition among the processes all the rows of both the (1,1) block and the (2,2) block, with \( B \) and \( B^T \) following the same row subdivision. To reduce the communication burden in large size problems, we try to find an optimal or nearly optimal partitioning of the system.
Algorithm 3.1 Distributing Lagrange Multipliers among processes

1: for all $i_p \in \{1, \ldots, n_p\}$ do
2:   for $i = 1, \ldots, n_p$ do
3:     $L_i = \emptyset$;
4:   end for
5: for $l = \text{first}_{i_p}, \ldots, \text{last}_{i_p}$ do
6:   for $j = 1, \ldots, n$ do
7:     if $B_{ji}, 0$ then
8:       if $\exists k : j \in L_k$, then
9:         if $|L_j| < |L_k|$ then
10:            $L_j = L_j \cup \{l\}$;
11:       end if
12:     else
13:       $L_j = L_j \cup \{l\}$;
14:     end if
15:   end if
16: end for
17: end for
18: end for

matrix. Since Chronos provides a direct interface to the ParMETIS library \[60\], it is relatively easy to determine a good permutation, $P_1$, for the $A$ block, such that the first chunk of rows of $A$ is assigned to process one, the second one to process two and so on. $P_1$ is also used to permute the rows of $B$ (columns of $B^T$). However, to reduce as much as possible the data exchange among processes, we need to permute the columns of $B$ (rows of $B^T$) as well. This second permutation, $P_2$, is found using a simple heuristic. By exploring the rows of $B^T$, we determine for each Lagrange multiplier the list of connected displacement degrees of freedom, hence the list of possible processes that could get the ownership of the corresponding row. Initializing to zero the count of Lagrange multipliers assigned to each process, we then perform a loop over all the Lagrange multipliers and assign each one to the process that has the lowest number of multipliers at the time of the assignment. This procedure is clearly sequential, however it can be also carried out concurrently by each process on the chunk of rows it has been temporarily assigned to. The resulting partitioning is able to reduce inter-process communications and turns out to be reasonably well-balanced at the same time. Algorithm \[\text{Algorithm 3.1}\] sketches the parallel implementation of the above procedure. Note that $n_p$ denotes the number of processes and the outermost loop is distributed among processes. The symbol $L_i$ denotes the set of Lagrange Multipliers assigned to the $i$-th partition, $|\cdot|$ its cardinality, and first_{i_p} and last_{i_p} are the first and last Lagrange Multipliers assigned to the initial tentative partition $i_p$, respectively.

Once the problem is adequately partitioned, some communication is needed to compute the diagonal matrix $C$. Indeed, each entry of $C$ is computed according to (36) with a few rows of $A$ exchanged among processes to form the submatrix $A_{\text{per}}$. This data exchange is very similar to the one required in a matrix-by-matrix product between $B^T$ and $A$. In fact, assuming that process $p$ is the owner of the $i$-th Lagrange multiplier, according to Figure \[\text{Figure 6}\] it must receive from the other processes the rows of $A$ corresponding to the non-zero columns in $b_i^T$, the $i$-th row of $B^T$. After the collection of all the $A$ rows required by the corresponding Lagrange multipliers, process $p$ can locally form each submatrix $A_{\text{per}}$ and compute the entries $C_{ii}$.

The remaining part of the RACP parallelization only requires direct calls to Chronos functions. In fact, the Schur complement is simply formed by calling the distributed sparse matrix-by-sparse matrix product, which manages all the necessary communications on its own. As a preconditioner for $S_u$, we choose AMG with the special set-up designed for structural problems \[59\], which includes a Factorized Sparse Approximate Inverse (FSAI) as smoother and adaptive interpolation. The source files needed to store the saddle-point matrix, compute the RACP preconditioner and solve the linear system can be found at \[https://github.com/matteofrigo5/HPC_ReverseAugmentedConstrained\] and they can be easily modified to test other approaches or use another preconditioner for $S_u$. 
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Figure 6: Schematic representation of the data exchange required for the computation of the $i$-th diagonal entry of $C$. The matrix $A$ is partitioned between three processes, $p_0$, $p_1$, and $p_2$, and the red lines highlight the rows of $A$ that must be sent to the process owning the $i$-th Lagrange multiplier. Non-zero entries in $b_i^T$ show the row indices that need to be collected from $A$.

### Table 2: Matrix sizes for the analyzed test cases.

| case          | $n_u$   | $n_t$   | $n_t/n_u$ | comments                              |
|---------------|---------|---------|-----------|---------------------------------------|
| floating-side | 218,790 | 6,336   | 2.9%      | fault-constrained simple structured case |
| Mexico        | 171,150 | 12,027  | 7.0%      | real world subsidence model [61]        |
| 15f1t         | 379,983 | 167,799 | 44.2%     | large 2D/3D ratio [49]                 |
| node-surf     | 194,208 | 6,936   | 3.6%      | node-to-surface contact formulation     |

4. Numerical results

The purpose of this section is to investigate the numerical properties of the proposed approach in relatively simple, though challenging, test cases, and the related computational performance and parallel efficiency in real-world applications. First of all, four medium-size examples are analyzed, in order to understand the properties of the different matrices involved in the preconditioner definition, the influence of the ratio between $n_t$ and $n_u$, and the sensitivity to different discretizations and contact modeling approaches. Then, two large-size real-world cases are presented to shed light on the RACP computational effectiveness.

4.1. Theoretical analysis

Table 2 provides the size and a short description of the four matrices used in this analysis. Figure 7 shows a sketch of the computational meshes with the contact surfaces highlighted in darker gray. The features of the investigated problems are as follows:

1. floating-side is designed so as to have a singular leading block. It has a passing fracture and only the leftmost portion of the domain is constrained by Dirichlet conditions. The remaining part of the body is constrained by contact conditions, thus leading to a reducible $A$ block with a singular sub-block;
2. Mexico originates from a model used to simulate the land subsidence process above an over-exploited faulted aquifer system [61]. The problem is characterized by a strong element distortion, with a large width in the horizontal plane and a relatively limited extension in the vertical direction, including a vertical fracture that encompasses the whole domain;
3. 15f1t discretizes a cube with 15 parallel fractures. This example is taken from the analysis developed in [49] and is specifically designed to maximize the ratio between $n_t$ and $n_u$, i.e., the number of traction and displacement unknowns;
Figure 7: Computational meshes for the test cases listed in Table 2. Note that for the sake of visibility, only the fractures are shown for the 15flt case.
A leading block \( \tilde{A} \) of the primal Schur complement, by 8 orders of magnitude. The RACP(1) approach is used as a preconditioner, with the application of the inverse of \( \tilde{A} \) is used with a unitary right-hand side. The iterations are stopped when the 2-norm of the initial residual is reduced block is singular by construction and only the full saddle-point system is solved. A right-preconditioned GMRES(100) as it is also suggested by the name, the fourth one is based on a node-to-surface contact model. The first three problems have been obtained with the aid of a node-to-node Lagrange multipliers approach \[14\], while, as it is also suggested by the name, the fourth one is based on a node-to-surface contact model.

First, we want to compare the convergence properties in the solution of the full saddle-point system with that of the leading block alone. This is done for all the test cases except for the floating-side problem, where the leading block is singular by construction and only the full saddle-point system is solved. A right-preconditioned GMRES(100) with the application of the inverse of the primal Schur complement, \( \tilde{S}_u^{-1} \), carried out approximately by the AMG method proposed in \[59\] [62]. For the sake of the comparison, we solve the system with the leading block \( A \) alone by accelerating GMRES(100) with the same multigrid method used to approximate \( \tilde{S}_u^{-1} \). Note that this implies almost identical operator and grid complexities. Figure 8 shows the convergence profiles for all the cases. Often, Augmented Lagrangian approaches may face the issue of worsening the conditioning of the augmented block. This is not the case, however, for the selected strategy.

While for the Mexico and node-surf cases the convergence profiles are similar with a slight increase of the iteration counts in the saddle-point problem, they are quite different in the 15flt case, but in the opposite direction. In this case, the leading block alone turns out to be more ill-conditioned than the augmented one. This is what usually happens when \( A \) is much less constrained than the full saddle-point matrix. Hence, we can conclude that the primal Schur complement obtained by augmenting the leading block has a conditioning that is similar to, or even better than, the leading block itself, and especially so if \( A \) is close to be singular. In the floating-side case, we cannot perform this comparison, but we can observe that the convergence profile turns out to be similar to the other test cases.

The extreme eigenvalues, \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \), and the condition number, \( \kappa \), for both the leading block \( A \) and the primal Schur complement \( \tilde{S}_u \) are reported in Table 3 for the test cases considered above. In Table 3, \( \lambda_{\text{min},0} \) is the first nonzero

Figure 8: Convergence profiles for both the complete saddle point matrix and the leading block only for all the test cases.

4. node-surf simulates the motion of a solid block sliding over a constrained deformable basement.

The first three problems have been obtained with the aid of a node-to-node Lagrange multipliers approach \[14\], while, as it is also suggested by the name, the fourth one is based on a node-to-surface contact model.

[Figure 8: Convergence profiles for both the complete saddle point matrix and the leading block only for all the test cases.]
Table 3: Limiting eigenvalues for the leading block and the Schur complement $S_u$ for the test cases of Table 2.

| case          | matrix | $\lambda_{\min} (\Delta x_{\min})$ | $\lambda_{\max}$ | $\kappa$ ($\kappa_{eff}$) |
|--------------|--------|-----------------------------------|------------------|----------------------------|
| floating-side | $A$    | 5.989 · 10^{-5}                   | 7.449 · 10^{-1}  | (1.244 · 10^{4})          |
|              | $S_u$  | 3.946 · 10^{-5}                   | 7.449 · 10^{-1}  | 1.888 · 10^{4}            |
| Mexico       | $A$    | 1.347 · 10^{6}                    | 5.651 · 10^{4}   | 4.197 · 10^{5}            |
|              | $S_u$  | 2.876 · 10^{9}                    | 5.651 · 10^{14}  | 1.965 · 10^{5}            |
| 15flt        | $A$    | 5.173 · 10^{1}                    | 2.870 · 10^{6}   | 5.549 · 10^{6}            |
|              | $S_u$  | 3.530 · 10^{3}                    | 3.603 · 10^{6}   | 1.021 · 10^{5}            |
| node-surf    | $A$    | 6.439 · 10^{0}                    | 1.364 · 10^{6}   | 2.119 · 10^{6}            |
|              | $S_u$  | 1.286 · 10^{1}                    | 1.365 · 10^{6}   | 1.061 · 10^{5}            |

eigenvalue and $\kappa_{eff}$ is the effective condition number, i.e., the ratio between the largest and the smallest nonzero eigenvalue, that is used for problem 1 where the leading block is singular. As expected, it can be seen that $\lambda_{\max}(A)$ and $\lambda_{\max}(S_u)$, i.e. the maximum eigenvalues, are quite close each other. Indeed, matrix $C$ was built so as to be spectrally equivalent to $B^T A^{-1} B$, i.e., the eigenspectrum of the primal Schur complement $S_u$ should be aligned with the non-zero part of that of $A$. On the other hand, the minimum eigenvalue, $\lambda_{\min}$, generally increases from $A$ to $S_u$. In fact, from a physical viewpoint, the contribution $BC^{-1}B^T$ can be regarded as a sort of fracture stiffness that is similar to that of the surrounding medium and is added to the original stiffness matrix, thus increasing the overall problem stiffness. As consequence, $S_u$ has often a conditioning similar to $A$, or is even better conditioned than $A$. Note that the largest reduction in the condition number corresponds to the largest difference in the iteration count (see Figure 8).

The iteration count, $n_i$, with the preconditioner application cost, $c_{app}$, is reported for each test case in Table 4. The application cost denotes the number of floating point operations required to apply the preconditioner with respect to the matrix-vector product with the matrix $A$. The total solution cost, $C_s$, is then estimated as the overall number of equivalent matrix-by-vector products with $A$ needed to achieve the desired accuracy. As a comparison, we consider the performance obtained with other methods available from the literature. Table 5 reports the iteration counts, the preconditioner application costs and the total solution costs for a Mixed Constrained Preconditioner (MCP) [24, 49] where:

- the inverse of the leading block $A$ is approximately applied by using either the same AMG approach used with RACP(1) [59, 62], or an adaptive FSAI (aFSAI) [63, 49];
- the Schur complement $S = -B^T A^{-1} B$ is computed inexactly by replacing $A^{-1}$ with an aFSAI of $A$ and the application of its inverse is carried out approximately by another aFSAI.

Depending on the choice for the inner preconditioner of the leading block, we distinguish between MCP+AMG and MCP+FSAI in Table 4. For these approaches, the set of user-specified parameters providing the empirically optimal performance, as suggested in the relevant literature [63, 62, 64, 59], is used. It can be noticed that RACP is able to solve all the test cases with acceptable computational costs. By distinction, a standard MCP approach cannot be used for the floating-side test case, which has a singular leading block. Moreover, the combination MCP+AMG fails in achieving convergence after 1,000 iterations also in the 15flt test case, while MCP+FSAI cannot solve the node-surf test case. Even when MCP works, the cost is usually larger than RACP(1). The reason stems from both the high AMG cost, which is required twice in the MCP node-surf test case. Even when MCP works, the cost is usually larger than RACP(1). The reason stems from both the high AMG cost, which is required twice in the MCP+AMG approach, and the generally larger iteration count. Only in the Mexico case the MCP+FSAI method outperforms RACP, mainly because the problem is small enough to be tackled much more efficiently by a single level preconditioner like aFSAI. Hence, we can conclude that the RACP(1) approach appears to be much more robust and generally more efficient than MCP.

4.2. Real-world applications

The effectiveness and the computational performance of the proposed preconditioner is finally tested in two challenging large-size applications.

The first application, denoted as Test A, arises from a real-world geomechanical model of CO$_2$ geological sequestration in a deep faulted sedimentary formation located in Italy [65, 66]. This very challenging problem combines the grid distortion due to the complex geometry with the presence of 11 variably oriented faults located close
to the injection wells (Figure 9). The purpose of the simulation was assessing the long-term safety of the sequestration with respect to possible leakages induced by the fault mechanical activation. The mesh has 20,061,710 tetrahedral elements, 1,237,077 interface elements along the faults and 3,842,853 nodes. The problem sizes are $n_u = 11,528,559$, $n_t = 1,874,436$, with a number of non-zeros of the matrices equal to $\text{nnz}(A) = 499,168,107$ and $\text{nnz}(B) = 11,246,616$. The ratio $n_t/n_u$ is 16.3\%. Figure 10 shows the convergence profiles obtained by GMRES(100) preconditioned with RACP(1) for the saddle-point matrix $A$ and AMG as implemented in [59, 62] for the leading block $A$. The same AMG was used to approximately apply $\tilde{S}_u^{-1}$ in the RACP(1) algorithm. On the leading block $A$, the AMG algorithm has grid complexity 1.048 and operator complexity 1.323, while for $\tilde{S}_u^{-1}$ they read 1.044 and 1.418, respectively. Hence, in practice there is no increase in the cost for using the same AMG algorithm to $A$ and $\tilde{S}_u$. The iteration count for $A$ and $\mathcal{A}$ turns to be also the same, so that we can conclude that solving the problem with or without the faults implies practically the same computational cost. Notice also the very fast convergence rate (less than 30 iterations) for such a challenging test case.

As a last test case, denoted as Test B, we consider a large-size problem also used to investigate the parallel
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Figure 9: Test A: Computational mesh (left) with a zoom with the faults around the reservoir (right).
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Figure 10: Test A: Convergence profile for leading block and saddle point matrix.
efficiency of the proposed approach. The cube shown in Figure 11 consisting of 95,451 nodes, 512,771 hexahedral elements and 29,324 interface elements, which correspond to 18 fractures, is repeatedly mirrored in order to generate a problem with an increasing size. For example, mirroring the original cube 8 times gives rise to a computational grid with 24,347,657 nodes, 129,736,704 elements and 7,506,944 interface elements, i.e., 4,608 fractures. The problem sizes are $n_u = 73,042,971$ and $n_t = 10,553,856$, with $\text{nnz}(A) = 3,218,602,977$ and $\text{nnz}(B) = 63,323,136$. The $n_t/n_u$ ratio is 14.4%. As for Test A, we report in Figure 11 the convergence profiles for both the leading block $A$ and the saddle-point matrix $A$. The AMG algorithm used for $A$ and $S_u$ is the same, with grid and operator complexity equal to 1.053 and 1.055, and 1.363 and 1.393, respectively. In other words, the computational cost for applying the AMG preconditioner to $A$ and the overall RACP(1) algorithm is roughly the same. As shown in Figure 11, the convergence is also very similar and quite fast, achieving the desired accuracy in less than 80 iterations for this huge problem.

Strong and weak scalability analyses are assessed to investigate the RACP suitability to high performance computing. To this aim, we run a set of simulations on the Marconi100 supercomputer at the Italian Center for High Performance Computing (CINECA). Marconi100 is based on the IBM Power9 architecture with 980 nodes, each one equipped with two 16-core AC922 @3.1 GHz processors and 256 GB of RAM. The parallel implementation described in Section 3 is used. For the strong scalability test, we consider the Test B configuration mentioned above and progressively increase the number of processes, while in the weak scalability test we keep a constant work load per process by properly varying the number of mirroring of the basic fractured cube. In all tests, we bind 4 openMP threads to each MPI rank and vary the total number of MPI processes. This configuration, that is 4 threads per rank, is the one typically giving the lowest solution time on Marconi100.

Figure 12 shows the strong (left) and weak (right) scalability outcomes for both setup and solving times. It can be noticed that both the strong and the weak scalability are quite close to the ideal one. The only exception appears to be the setup time in the weak scalability, which slightly increases from 50.4 s to 71.9 s while increasing the problem size by a factor 8. This suboptimal behavior can be ascribed to the extremely small computational load per process that affects the lower AMG levels. In fact, independently of the actual problem size, the AMG hierarchy leads to very small coarse levels, that are difficult to handle efficiently especially when significant computational resources are allocated. This inefficiency on the lower levels is more pronounced for larger problems and it is why the weak scalability slightly strays from the ideal. Anyway, the overall parallel efficiency of the proposed algorithm, in both the strong and weak scalability tests, appears to be quite satisfactory.
5. Conclusions

A novel preconditioning approach is presented with the aim of accelerating the solution of saddle-point systems arising from contact problems modeled with the aid of Lagrange multipliers. The proposed algorithm belongs to the class of constraint preconditioners, but differs from the classical approaches with saddle-point systems because the primal Schur complement is approximated by introducing an appropriate augmentation to the leading block. The properties of this strategy are investigated by addressing both mid- and large-size problems, showing algorithmic robustness, computational efficiency and parallel scalability. The main outcomes of the research can be summarized as follows.

- Since the RACP algorithm belongs to the class of constraint preconditioners, a set of bounds for the eigenspectrum of the preconditioned matrix can be proved as well. Though these bounds often prove to be pretty loose, they can provide useful theoretical indications on the expected convergence behavior of the method.

- The reverse and augmented approach allows to address effectively problems with a singular leading block. Even when the leading block is non-singular, the proposed augmentation strategy, which is based on the use of local pieces of information, generates a primal Schur complement that generally preserves, and in many instances also improves, the conditioning of the original leading block. This property is fundamental to keep under control the overall RACP computational cost.

- As compared to the traditional constraint preconditioning used in saddle-point systems, the RACP set-up and application is generally cheaper, more robust and more effective in accelerating the GMRES convergence.

- RACP can be efficiently implemented and used in high performance computations, provided that effective kernels are available for basic sparse matrix operations. In this work, the Chronos package has been used to provide the mid-level kernels, exhibiting a nearly optimal scalability up to hundreds of cores.

The algebraic properties of the RACP approach can be easily extended to other applications governed by saddle-point problems. The source files of the RACP implementation used in this work are available on GitHub at https://github.com/matteofrigo5/HPC_ReverseAugmentedConstrained.
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Figure 12: Test B: Strong (left) and weak (right) scalability tests.
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