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Abstract. The article investigated a modification of stochastic gradient descent (SGD), based on the previously developed stabilization theory of discrete dynamical system cycles. Relation between stabilization of cycles in discrete dynamical systems and finding extremum points allowed us to apply new control methods to accelerate gradient descent when approaching local minima. Gradient descent is often used in training deep neural networks on a par with other iterative methods. Two gradient SGD and Adam were experimented, and we conducted comparative experiments. All experiments were conducted during solving a practical problem of teeth recognition on 2-D panoramic images. Network training showed that the new method outperforms the SGD in its capabilities and as for parameters chosen it approaches the capabilities of Adam, which is a “state of the art” method. Thus, practical utility of using control theory in the training of deep neural networks and possibility of expanding its applicability in the process of creating new algorithms in this important field are shown.
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Introduction

Neural networks and their methods of their application in different areas of human activity are in the focus of many businesses and are included in the list of the most active areas of scientific research. The next round of activity in this area is mainly caused by the development of a new generation of graphics accelerators (GPU - Graphical Processing Unit). Modern versions of these devices have open interfaces, used not only for accelerating geometric transformations, but also for computations of any classes. These technologies gave an opportunity to accelerate all matrix operations thanks to works by Geoffrey Hinton and Yann LeCun as well. The first one of them was one of the creators of the modern algorithm of back propagation algorithm ([7]) making possible the computationally effective scheme for calculating partial derivatives of the neural network parameters from the loss function. While Yann LeCun, as a specialist in machine learning and computer vision, applied neural network technologies for solving problems of optical character recognition. As a result of his research, he created convolutional neural networks, which are the basis for all modern methods of video and image processing. In particular, in this work we used one of the varieties of convolutional networks.

Alongside with the task of training convolutional networks based on known examples and the method of back propagation, various methods of loss function minimization are used depending on network parameters. Among these methods, the central place belongs to methods derived from standard gradient descent which was modified to stochastic gradient descent during training neural networks. This modification takes into account the limited capabilities of modern GPUs in the amount of RAM, the slowness of information transfer from the main memory to the accelerator memory, and a large amount of training data required for training deep neural networks with dozens of millions of parameters. Thus, the problem concerning accelerated minimization of the stochastic gradient descent algorithm is important for both theoretical and practical purposes, since any acceleration of the process will save computational resources. It is known that training one network to achieve human-like results consumes electricity for dozens of millions of US dollars. In this article we apply a new scheme and show its advantages in solving the practical problem of teeth recognition on 3D panoramic images.

Analysis of Published Data and Problem Statement

Libraries for creating and training neural networks contain many different optimization algorithms based on various modifications of gradient descent. The main difference between the algorithms is in the method of using historical gradient values. The two algorithms SGD [10] and Adam [5] are considered as two extreme representatives in the spectrum of modifications. Adam considers historical values and tries to use this information to predict future gradient behavior, while SGD does not use only the gradient of a function at a point $x_n$ to calculate the next value $x_{n+1}$.

The main problem in the process of applying neural networks in practical fields consists in their multidimensionality, which often exceeds dozens of millions of parameters. The process of learning these complex functions is time consuming. Practice shows that one training of this kind can take up to a week of processor time, and when obtaining results close to human capabilities, it is necessary to carry out the process of cross-validation and search for the best hyperparameters of the neural model. These technical difficulties pose a complex problem of selecting a fast and not resource-intensive optimization algorithm. Any improvement of even one percent would reduce the cost and use of the computer resources of huge computing clusters.

Purpose and Objectives

The objective of this study is to implement a new modification of the gradient descent algorithm. It is compared with advanced implementations of stochastic gradient descent (SGD) algorithms and Adam algorithm. All three algorithms were used during solving a practical medical problem of teeth recognition on panoramic images. To solve this problem a model of deep neural networks was involved and training of this network was carried out on the basis of all three optimization algorithms.

The main factor in evaluating algorithms is the training rate of a deep network. Training rate is the rate of approaching the target function minimum. This feature measures the network prediction proximity to the expected result on the test data.

When investigating, it is important to evaluate capabilities of the new algorithm with SGD capabilities. This is due to the proximity of these algorithms to adjusting the training coefficient and use of only historical gradient values. While predicting gradient behavior on future steps Adam gives an opportunity to get closer to the local extremum more quickly.

Methods and Materials of Research

Panoramic images used during the training of a neural article were divided by the standard method into three different, non-overlapping sets: training one, checking one and testing one. This technique is standard for any machine learning.

All calculations were performed on a personal computer with an Intel (R) Xeon (R) E-2286M @ 2.40GHz central processor, 64 GB RAM and an Nvidia Quadro RTX 3000 graphics accelerator. Neural networks are implemented in the PyTorch neural network development environment of Facebook Company.

Algorithm

To analyze the work of the new gradient descent modification, we selected two tasks of neural network training, where we modified SGD. This algorithm is one of the most widely used algorithms and is a part of two main development environments for deep neural network architectures: TensorFlow (Google) and PyTorch (Facebook). This article views the PyTorch-based implementation.
Let's look at the iterative scheme

$$x_{n+1} = (1 - \gamma) \left( \frac{2}{3} F(x_n) + \frac{1}{3} F(x_{n-1}) \right) + \gamma \left( \frac{1}{2} x_n + \frac{1}{2} x_{n-1} \right),$$

where $F(x) = x - \lambda \nabla \text{loss}(x)$. In the neural network literature the multiplier $\lambda$ is called the “learning rate” and it controls the length of the step opposite to the direction of the loss function gradient. In the standard algorithm iterations are limited with such a simple algorithm, and since the “loss” depends on the neural network model (with the loss function minimization performed according to parameters of this network) the gradient is calculated only once. The PyTorch library effectively computes the gradient based on Autograd algorithm. This algorithm is built on the basis of the calculation representation in the library based on an acyclic graph (its example is shown in the image).

Where two multidimensional tensors $x$ and $y$ are multiplied, and the result of their multiplication (tensor $z$) contains an indication of the operation it is obtained from. Saving the history of each calculation step gives an opportunity to calculate the gradient from any “sheet” of the graph from each of its “sources” by the opposite operation as for computation graph. Of course, this algorithm has limitations related to the fact that operations can only be functions with derivatives computable through analytical methods. But all known neural network architectures are built only of differentiable functions. Therefore, the value of the loss function is a “sheet” of the model calculation graph (neural network with weights) from the argument, which is a training sample. In order to understand whether the Autograd algorithm fits into this scheme it is sufficient to pay attention to the attribute that each \texttt{requires_grad} tensor has. When it is True it means that starting with it, PyTorch must monitor each operation and all new values (tensors) derived from this tensor. So, programmers may ask PyTorch to calculate the result derivative from the tensor the given graph or subgraph started with.

Now let’s view some features or difficulties typical for implementation of our algorithm modification. In our scheme, we have not only to save the values of the weights of the neural network from the previous step, but also to calculate the gradient of the neural network as a part of calculation $F(x_n)$. It is this that was the main technical problem for implementation of this algorithm for complex and deep neural networks due to the peculiarities of Autograd algorithm which calculates gradients and stores them in each tensor during the reverse pass through the computation graph; and it is suboptimal to perform this operation for each level of the network, similarly to the implementation of Stochastic Gradient Decent algorithm from PyTorch. In order not to lose in rate and give Autograd an opportunity to calculate all derivatives at a new point $x_n = x_{n-1} - \lambda \nabla \text{loss}$ in one pass (backpropagation), we have chosen a different approach in implementation of the algorithm. It consists in loading all weights with the values $x_{n-1}$ stored in the previous step and causing closure inside the algorithm between reloading the weights of all neurons and calculating the new step $x_n$. In this way we have got rid of all unnecessary
calculations and the performance indicators of the new algorithm are only a constant value different from the standard value and it uses additional memory amounting to 3 sizes of the set of neural network weights.

**Teeth Segmentation**

Since in case with the standard problem the new method was able to show better results, we decided to turn to the real problem of teeth detection and recognition in 2-D panoramic X-ray images of teeth. This problem has been actively considered in scientific studies of recent years since such images give doctors an opportunity to get an overview of the state of not only teeth, but also surrounding tissues including information about bone structure abnormalities of the jaw (see Figure 1).

![Figure 1. Source: https://en.wikipedia.org/wiki/Panoramic_radiograph](https://en.wikipedia.org/wiki/Panoramic_radiograph)

The latest results in the analysis of such images have been obtained thanks to using neural networks combined with image processing methods [1], but in this work we used a combination of U-Net networks [2] (decoder) and encoder of Resnet [4], and namely Resnet-18 from the standard library of PyTorch networks pretrained on ImageNET ([3]). Network data is usually trained with a help of Adam optimizer ([5]), but recent studies have shown that the benefits of Adam’s fast convergence often lead to excessive network optimization for the training dataset, but to worse results on validation dataset in comparison with Stochastic Gradient Descent ([6]). Thus, improving the SGD algorithm and approaching its convergence rate to Adam’s abilities give an opportunity to get the best of the two approaches (rate and generalization).

To begin with, we trained the network with Adam in order to get the best available result we can use to compare our algorithm and the standard SGD. All tests were run on the same number of images and training was performed during 60 epochs. The learning rate was taken equal to 0.0001 for Adam, which can change it in the process of training and at the same time it can adjust it for each hidden level of the neural network in an independent way (Figure 2).

![Fig. 2. Adam optimizer with lr = 0.0001](http://www.atbp.onaft.edu.ua/)

As expected, Adam quickly reached the plateau and the minimal for the given network architecture loss function and dataset plateau.

Our next step was to train the SGD network with an optimizer at lr=0.01, with the additionally enabled momentum equal to 0.99. This value was recommended by all standard machine learning libraries.
The graph shows that SGD converges to the optimal solution for the given problem much slower than Adam even with a greater learning rate and that it needed all 60 epochs to get closer to the best result, although it never to achieve it. And finally, let’s do the same experiment for our new modification with learning rate equal to 0.01, \( \gamma = -0.5, \alpha_1 = 1.2, \alpha_2 = -0.2 \).

As we can see, the new algorithm was inferior to the standard SGD (green graph) only at the beginning of training, but after 200 iterations of the algorithm it managed to obtain constantly better optimization or lower values of the loss function. After step 800, the improved algorithm was able to achieve the same result as that achieved by SGD after step 1800 and it was able to get closer to Adam’s results.

Conclusions
The obtained modification of Stochastic Gradient Decent was able to improve the results of not only the SGD algorithm, but also those of its powerful modification with momentum. Neural network optimization gave an opportunity to accelerate the procedure of teeth recognition on 2-D panoramic X-ray images by 225\%, and therefore it have become possible to reduce the time of training more than twice for obtaining the required accuracy. This advantage will save not only time of training, but also a large amount of computer resources, since serious research or obtaining better results in the industry close to human capabilities requires a selection of hyperparameters and a huge number of launches of neural network training, and such an advantage and acceleration of the process is a key factor in obtaining results.
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