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Abstract

Latent structured prediction theory proposes powerful methods such as Latent Structural SVM (LSSVM), which can potentially be very appealing for coreference resolution (CR). In contrast, only small work is available, mainly targeting the latent structured perceptron (LSP). In this paper, we carried out a practical study comparing for the first time online learning with LSSVM. We analyze the intricacies that may have made initial attempts to use LSSVM fail, i.e., a huge training time and much lower accuracy produced by Kruskal’s spanning tree algorithm. In this respect, we also propose a new effective feature selection approach for improving system efficiency. The results show that LSP, if correctly parameterized, produces the same performance as LSSVM, being at the same time much more efficient.

1 Introduction

Recent research on CR has shown effective applications of structured prediction, e.g., the latent structured perceptron (LSP) by Fernandes et al. (2014) obtained the top rank in the CoNLL-2012 Shared Task (Pradhan et al., 2012). There has been an exploration of LSP variants (Chang et al., 2011; Björkelund and Kuhn, 2014; Lassalle and Denis, 2015), and also of SGD-like methods (Chang et al., 2013; Peng et al., 2015; Kummerfeld et al., 2015). Surprisingly, no study was devoted to LSSVM by Yu and Joachims (2009), which offers theoretical guarantees on reducing the error upper-bound. The major advantage of such a theory is the possibility to stop the optimization process, carried out using the Concave-Convex Procedure (CCCP) by Yuille and Rangarajan (2003), when the approximation to the optimum is close as much as we want. In contrast, the gradient descent operated by perceptron-like algorithms does not allow us to estimate how much our solution is far away from the optimum. In other words, we do not know at which epoch our algorithm should stop. Thus, LSSVM holds an important advantage over online methods.

In this paper, we empirically compare LSSVM with two online learning algorithms, LSP and LSPA (a structured passive-aggressive (PA) algorithm (Crammer et al., 2006) that we extended with latent variables) using the exact setting of the CoNLL-2012 dataset. This preserves comparability with the work in CR. For example, we use the latest version of the MELA scorer1. It should be noted that implementing a sound comparison was rather complex as it required testing all the algorithms in the same conditions and optimally setting their parameters. In particular, LSSVM and LSP adopt different graph models and use different methods to extract spanning trees from a document graph, namely, Kruskal’s (Kruskal, 1956) and Edmonds’ (Chu and Liu, 1965; Edmonds, 1967). Although both extract optimal spanning trees, they provide different solutions, which critically impact on accuracy and efficiency. The latter is problematic as LSSVM requires too long time for convergence on the large CoNLL dataset.

To tackle this issue, we applied two kinds of efficiency boost: feature and mention pair selection. Feature selection was rather challenging as the CR feature space is different from a standard text categorization setting. We could not apply a filtering threshold on simple and effective statistics such as document frequency since almost all the features appear in many documents. For solving this problem, we explored the use of efficient binary SVMs for computing feature weights, which we used for

1conll.cemantix.org/2012/software.html
our selection. Additionally, we also provided a parallelized version of LSSVM to afford the computation requirement of the full CoNLL dataset.

The results of our study show that LSSVM can be trained on large data and achieve the state of the art of online methods. However, the latter using optimal parameters can even surpass its accuracy and outperform the current state of the art of LSP by 2 points. Finally, our feature selection algorithm is rather efficient and effective.

2 Related Work

The first work of structured prediction for CR is an SVM cluster approach by Finley and Joachims (2005), who couple the structural SVM (Tsochantaridis et al., 2004) with approximate clustering inference. They maximize the clustering objective by either (i) a simple greedy approach or (ii) a relaxation of the correlation clustering technique. Both methods resulted computationally very expensive. To overcome such inefficiency, Yu and Joachims (2009) proposed LSSVM performing inference on undirected (latent) graphs built on document mentions using Kruskal’s spanning algorithm.

Fernandes et al. (2014) specialized the latent structured perceptron proposed by Sun et al. (2009) for solving CR tasks (LSP). This is based on (i) the Minimum Spanning Tree algorithm on the directed mention graph and (ii) the structured perceptron, updated on a per-document basis.

The same approach, referred to as antecedent trees, is included in the generalized latent structure framework of Martschat and Strube (2015). The authors report that the mention-ranking approach, which uses the LSP inference and mention-based updates\(^2\), produces slightly better results.

It should be noted that the LSP inference is equivalent to the best-left-link inference of Chang et al. (2013), who coupled it with SGD updates on a per-mention basis. Chang et al. (2011, 2012, 2013); Peng et al. (2015) reformulated the best-left-link in terms of Integer Linear Programming inference.

Björkelund and Kuhn (2014) experimented with updates both on a per-mention and document basis to enable inference with non-local features. Lasalle and Denis (2015) experimented with a similar inference procedure by also jointly modeling anaphoricity and mention coreference.

In summary, although many models have been tested, LSSVM has never been trained on a realistic CR dataset. Chang et al. (2013) tested it on the CoNLL-2012 dataset but they could not use CCCP, exactly for efficiency reasons, and thus they applied an SGD approach.

2.1 Algorithm Equivalence

LSSVM, LSP, LSPA can reach the same accuracy subject to different convergence rates and bounds. Indeed, LSSVM solves an optimization problem using a CCCP iteration, the cost of the latter is nearly a cost of one SVM\text{struct} problem, which in turn is polynomial.

LSP and LSPA require linear times, however, in contrast to LSSVM, they do not have stopping criteria - the number of epochs \(T\) has to be set. The CCCP procedure is guaranteed to converge to a local minimum or a saddle point. LSP and LSPA, in essence, perform an update, which is equivalent, up to some constant, to an SGD update of the LSSVM objective, with a gradient taken w.r.t. a document variable.

They can approach the local minimum as close as possible, which is supported by our experiments, reflecting the results compatible among the three algorithms. For LSP and LSPA though, we do not know a priori when to stop training. While, for LSPA, there are error bounds derived by Crammer et al. (2006), there are no bounds for LSP at all.

However, for CR, as it can be seen from our experiments, values of \(T\) for LSP and LSPA can be reliably selected on a validation set for a fixed training data size and a choice of features/instances. Since the algorithms optimize a surrogate objective, it is often the case that accurately tuned LSP and LSPA result in higher performance than LSSVM, not mentioning an excessive complexity of the latter.

| Model  | Parameters |
|--------|------------|
| LSSVM\(^A\) | \(C = 100.0\) \(r = 0.5\) |
| LSSVM\(^E\) | \(C = 100.0\) \(r = 1.0\) |
| LSP\(^A\) | \(C = 1000.0\) \(r = 0.1\) |
| LSP\(^E\) | \(C = 1000.0\) \(r = 1.0\) |

Table 1: Best parameter combinations.
3 Experiments

3.1 Setup

Data We performed our experiments on the English part of the corpus from CoNLL 2012-Shared Task\(^3\) containing 2,802, 343 and 348 documents for training, development and test sets, respectively.

Evaluation measure We report our coreference results in terms of the MELA score (Pradhan et al., 2012) computed using the version 8 of the official CoNLL scorer.

Models and software As baselines, we used (i) the original implementation of the Latent SVM\(_{\text{struct}}\)\(^4\) (denoted as LSSVM\(_K\)) performing inference on undirected graphs using Kruskal’s spanning algorithm, (ii) LSP\(_E\) – our implementation of the LSP algorithm with a tree modeling of Fernandes et al. (2014) and Edmonds’ spanning tree algorithm, (iii) cort – coreference toolkit by Martschat and Strube (2015), precisely its antecedent tree approach, encoding, as well as LSP\(_E\), the modeling of Fernandes et al. (denoted as LSP\(_O\)), where “O” stands for Original.

In LSP\(_E\), the candidate graph, by construction, does not contain cycles, and the inference by Edmonds’ algorithm is reduced to selecting for each node an incoming edge with a maximum weight, in other words, the best antecedent or no antecedent for each mention. Thus, the difference between our LSP\(_E\) and cort is only due to a different implementation.

Table 2: Main results for the systems evaluated on CoNLL-2012 English development and test sets, using all the training documents for training. \(T_{\text{best}}\) is evaluated on the development set and used on the test set. \({}^*\)LSP\(_O\) is the result published in Martschat and Strube (2015).

| Model          | Dev. | Test  | \(T_{\text{best}}\) | Time, h |
|----------------|------|-------|---------------------|---------|
| LSSVM\(_K\)    | 61.03| 59.89 | –                   | 1164.09 |
| LSSVM\(_E\)    | 62.91| 61.88 | –                   | 210.01  |
| LSP\(_K\)      | 61.08| 60.00 | 10                  | 27.77   |
| LSP\(_E\)      | 64.01| 63.04 | 43                  | 32.55   |
| LSPA\(_K\)     | 61.15| 60.16 | 6                   | 47.73   |
| LSPA\(_E\)     | 64.14| 62.81 | 8                   | 37.33   |
| LSP\(_O\)      | 62.92| 62.00 | 5                   | –       |
| \(*\)LSP\(_O\) | 62.31| 61.24 | 5                   | –       |

Along with the baselines, we consider the following models: (i) LSSVM\(_E\), i.e., LSSVM with the latent trees and Edmonds’, (ii) LSP\(_K\), i.e., LSP using Kruskal’s on undirected graphs, and (iii) two structured versions of the PA online learning algorithms, LSPA\(_E\) and LSPA\(_K\).

We employed the cort toolkit both to preprocess the CoNLL data and to extract candidate mentions and features (the basic cort feature set).

As emphasized by Fernandes et al., averaging the perceptron weights renders the learning curve rather smooth. We applied weight averaging in all the LSP and LSPA variants.

Parametrization All the models require tuning of a regularization parameter \(C\) and of a specific loss parameter \(r\). In LSSVM\(_K\) and LSP\(_K\), \(r\) is a penalty for adding an incorrect edge; in LSSVM\(_E\) and LSP\(_E\), \(r\) is a penalty for selecting an incorrect root arc. We selected the parameters on the entire development set by training on 100 random documents from the training set. We picked a \(C\) from \{1.0, 100.0, 1000.0, 2000.0, 20000.0\}, the \(r\) values for LSSVM\(_K\) and LSP\(_K\) from \{0.05, 0.1, 0.5\}, and the \(r\) values for LSSVM\(_E\) and LSP\(_E\) from the interval \([0.5, 2.5]\) with step 0.5. The values reported in Table 1 were used for all our experiments.

3.2 Selecting the epoch number

A standard previous work setting for the number of epochs \(T\) of the online learning algorithms is 5 (Martschat and Strube, 2015). Fernandes et al.\(^5\) This result is obtained using a concatenation of the training and the development set.

\(^3\)conll.cemantix.org/2012/data.html
\(^4\)www.cs.cornell.edu/~cnyu/latentssvm/
\(^5\)This result is obtained using a concatenation of the training and the development set.
(2014) noted that \( T = 50 \) was sufficient for convergence. Figure 1 shows that setting \( T \) is crucial for achieving a high accuracy. We also note that the dataset size and the selected sets of features and/or instances highly affect the best epoch number, thus, for each particular experiment, we selected the best \( T \) from 1 to 50 on the dev. set.

3.3 Model Comparison

Table 2 reports the results of the models trained on the entire training set, and the numbers of epochs \( T_{\text{best}} \) for LSP and LSPA, tuned on the development set. LSP\( ^E \) denotes the result of our run of the original cort software. We note that (i) LSP and LSPA perform on a par in both the settings; (ii) the latent trees used with Edmonds’ algorithm outperform the undirected graphs used with Kruskal’s; (iii) LSSVM\( ^E \) is around one point less than LSP\( ^E \) and LSPA\( ^E \); (iv) the training time of LSSVM\( ^E \) is one order of magnitude longer than that of LSP\( ^E \); and (v) LSSVM\( ^K \) took more than 1.5 months to converge.

3.4 Feature Selection

The number of distinct features extracted from cort and used for training in the above experiments is around 16.8 millions. Training systems with such a large model size is nearly prohibitive, this especially concerns SVMs, which may require a substantial number of iterations for convergence.

We tried to filter out less relevant features removing those that appear in a fewer number of documents but these were too few, e.g., less than 1% of all features have document frequency \( \leq 3 \).

Thus, we proposed a feature selection technique consisting in (i) training a binary classification model, \( \vec{w} \), on all mention-pair feature vectors and (ii) removing features with lower absolute weights in \( \vec{w} \). Figure 2 plots the accuracy of CR models, using different numbers of features selected as described above. Interestingly, only retaining 5% of the features (\( N = 10^8 \)) results in a small loss.

3.5 Candidate edge selection

Using all the candidate edges in the CR graph is another cause of computational burden, which is overcome by the best CR systems by exploiting heuristic linguistic filters.

In cort, filtering is not implemented and all the candidate edges are used for training. We simply adopted one of the filters, the so-called sieves, of Fernandes et al. (2014) to reduce the number of candidate links. Such a sieve retains links between two mentions only if their distance is lower than or equal to \( d \), i.e., we consider only links \( (m_i, m_j) \) with \( |j - i| \leq d \). Fernandes et al. use \( d = 8 \).

Figure 3 shows that, although the training time is reduced considerably, the accuracy suffers. In our experiments, we used \( d = 20 \), which causes a loss smaller than 0.5 in MELA. It should be
noted that we also had to enable the LSSVM implementation to operate on non-complete candidate graphs as it was originally designed for making inference on fully-connected graphs only (Haponchyk and Moschitti, 2014).

3.6 Results on Filtered Data

Table 3 reports the results using filtering corresponding to the setting $N = 10^6$, $d = 20$. We note that (i) the training time is reduced by more than 10 times; (ii) LSSVM$^K$ is outperformed by LSP$^K$ (2 points) and performs worse than LSSVM$^E$; (iii) LSPA$^K$ seems to generalize better on filtered data than LSP$^E$; and (iv) w.r.t. no filtering, LSSVM$^E$ faces a lower drop in performance than LSP$^E$ does, approaching nearer to the latter.

3.7 Discussion

The results of our study are the following:

(i) for the first time, we show that LSSVM can be applied to a realistic CR dataset and achieve the same state of the art of the online methods;

(ii) although the optimum found by CCCP produces better results than online learning algorithms, the latter, when parameterized, provide similar accuracy, while at the same time being much more efficient;

(iii) in this respect, we studied the optimal model parameterization and found that LSP can be highly improved, almost 2 points (63.04 vs. 61.24) over the previous best LSP result, by accurately selecting the number of epochs on a validation set;

(iv) the results of all the approaches using an undirected graph model coupled with Kruskal’s are 3 – 7 absolute percent points lower than their results obtained with a directed tree model coupled with Edmonds’.

Our outcome is supported by Chang et al. (2013) who employed a fast SGD approach with the best-left-link inference, which is equivalent to Edmonds’ algorithm applied to the directed latent trees. They compared the previous inference approach with the spanning graph algorithm by Kruskal on undirected graphs. They explain that the better accuracy of the first method is due to the fact that the latent tree structure considers the order of the mentions in the document. Apart from that, by using an artificial root, it implicitly models the cluster initial elements (i.e., discourse-new mentions).

(v) The use of direct trees in Edmonds’ method delivers comparable results among all the algorithms; and

(vi) our new approach to feature selection based on binary SVMs turned out to be efficient and effective and, together with mention pair instance filtering, sped up training by 88% only losing 0.15 of a point in accuracy.

4 Conclusions

This work provides a comparative analysis of online and batch methods for structured prediction in CR. Although LSSVM can reliably select a stopping point of its learning, LSP and LSPA, when well parameterized, can achieve the same accuracy. This empirically demonstrates that all these methods, inherently optimizing the same objective, are able to achieve the same optimum.

Additionally, we show a very positive impact of our new feature selection method for CR, based on a pairwise classifier, which we can efficiently train thanks to linear SVMs.

Finally, we also demonstrate that a noticeable benefit to all online methods comes from accurately parameterizing the epoch number. The latter is rather stable between development and test sets but must be parametrized when using different training data, feature or instance sets.
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