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Abstract

This paper pushes forward a conjecture made in [1] that a high-temperature double-scaled limit of the SYK model (DSSYK∞) describes a de Sitter-like space. We identify a specific bulk theory which we conjecture to be dual to DSSYK∞, namely JT gravity with positive cosmological constant (dS-JT). We focus our attention on a specific solution of dS-JT in which spacetime is a particular bounded submanifold of dS2 and the profile of the dilaton coincides with that of the radial coordinate of a static patch. This solution can be understood as a dimensional reduction of dS3 and was previously studied by [2] in a context different than ours. We describe the geometry of this solution in detail and discuss some ways in which the physics of this solution matches known physics of DSSYK∞. We describe an example of holographic bulk emergence and find a new role for the timescale $t_* \sim \beta_G \log(S)$ as the timescale governing this emergence. We discuss some constraints on the boundary-to-bulk operator mapping. This paper provides additional background and context for a companion paper [3] by L. Susskind, which will appear simultaneously.
1 Introduction

This paper follows up on a conjecture made in [1] and expanded upon in [4, 5, 3] that a high-temperature double-scaled limit of the SYK model (which we will call “DSSYK∞”) describes a de Sitter-like space. We push the conjecture forward by identifying a specific bulk theory which we conjecture to be dual to DSSYK∞. The theory is described by two-dimensional Jackiw-Teitelboim gravity [6, 7] with positive cosmological constant (which we will call “dS-JT”). We identify a particular solution of interest which we call dS2′ and which we conjecture to be dual to the infinite temperature thermofield double state of the double-scaled SYK model.
We begin, after briefly defining our framework of static patch horizon holography (as discussed/defined in e.g. [8, 9, 1]), by reviewing some basic features of DSSYK$_\infty$, namely the existence of a finite “temperature” in the infinite temperature limit, the exponential thermal-like decay of one-sided correlation functions, and the presence of hyperfast scrambling behavior. We use these and other facts to motivate dS-JT as a possible gravitational dual within the context of static patch horizon holography.

We then go on to study the dS-JT theory—and the dS$_2'$ solution in particular—in some detail. We begin our analysis by first considering a “2D parent solution” for dS$_2'$ consisting of the full dS$_2$ hyperboloid and a dilaton whose profile coincides with that of the radial coordinate of a static patch. The solution dS$_2'$ is then a restriction of this 2D parent solution to a particular bounded submanifold which is obtained by dimensional reduction of dS$_3$ [2]. This alternate origin from a “3D parent solution” (namely dS$_3$) will strongly influence our analysis. The spacelike nature of the dilaton in our solution is a key feature which distinguishes our study of dS-JT gravity from previous studies such as [10, 11] (but see also [2]).

We go on to discuss some basic features of this solution, including its temperature, entropy, relation to three-dimensional de Sitter space, and symmetry breaking properties. We then discuss the calculation of one-sided two-point functions of propagating bulk matter, which provides an example of holographic bulk emergence. The timescale $t_\ast \sim \ell \log(S)$—which would have been the scrambling time in an ordinary fast-scrambling theory [12, 13, 14]—returns to instead play the role of the timescale at which the full static patch geometry emerges from the holographic boundary theory living at the stretched horizon. We discuss some implications for the boundary-to-bulk operator mapping, finding—using an argument of Susskind and Witten [3]—evidence that the fundamental fermions $\chi_i$ of DSSYK$_\infty$ constitute fundamental near-horizon degrees of freedom rather than propagating bulk fields; the later may still exist in the model as collective degrees of freedom formed from these fundamental fermions, or may be possible to put into the model by hand (see the comment at the end of section 6.1).

We conclude by discussing possible extensions of our conjecture and analysis to the charged DSSYK$_\infty$ model and to two-sided spacelike observables. We also stress the need for a better understanding of the “cosmic sector” of the DSSYK model (as defined here and in [8], with the factor of $q$ in the Hamiltonian (3.6)) at finite $\lambda$.

In this paper, we will take “$\sim$” to mean “asymptotic up to scaling by an $O(1)$ constant”, as is often done in the literature.

## 2 Static Patch Horizon Holography

Our framework for de Sitter holography will be static patch horizon holography as discussed/defined in [11, 8, 9]. In particular, it is assumed that the holographic degrees of freedom encoding a de Sitter static patch reside on the stretched horizon a microscopic distance $\ell_s$ from the mathematical horizon as in (4.16) and figure 1 below. We assume the

1 By “spacelike dilaton” we mean that $\nabla_s \Phi$ is spacelike—or, equivalently, that the surfaces of constant dilaton are timelike—inside the static patch.
microscopic distance $\ell_s$ to be polynomial in the Planck length $\ell_P$ so that

$$\log (\ell/\ell_s) \sim \log (\ell/\ell_P) \sim \log(S)$$

(2.1)

where $S$ is the de Sitter entropy.

Figure 1: The pode stretched horizon (green) and the mathematical horizon (orange).

Classically, the degrees of freedom describing deformations of the horizon are closely related to quasinormal modes. Examples of quasinormal modes for other types of horizons include viscous flows of the horizon of a black hole and electric currents in the conducting stretched horizon of a black hole. These degrees of freedom are dissipative with a decay rate equal to the imaginary part of the quasinormal mode frequency, which is in turn proportional to the classical bulk temperature. In the quantum theory we assume that there are microscopic degrees of freedom that comprise the entropy (4.33) of the horizon/spacetime, out of which the classical degrees of freedom are built. Our main assumption is that when these degrees of freedom are perturbed, the perturbation decays with the quasinormal mode decay rate. In particular we will assume that the time to scramble information is given by the lifetime of the longest lived quasinormal mode (i.e. by the smallest quasinormal mode decay constant), which is generally of order the de Sitter radius $R$.

This is quite different from black hole scrambling where the time scale for scrambling is $\sim R \log(S)$ with $R$ and $S$ the horizon radius and entropy of the black hole respectively. One might have thought that a similar formula would govern scrambling in de Sitter space, but

---

2 By the “Planck length” here we mean the inverse of the $(2+1)$-dimensional Newton constant. The only place in this paper where the precise location of the stretched horizon plays a role is in the derivation of the timescale $t_s \sim \ell \log(S)$ controlling the emergence of the bulk from the one-sided retarded two-point function.
for reasons described in [1] the log(S) factor is absent. The more rapid scrambling in de Sitter space was described there as “hyperfast” scrambling.

Now that we have explained what we mean by static patch horizon holography, we will discuss the boundary and bulk theories which we conjecture to be dual under this framework, namely the high temperature double scaled SYK model (DSSYK) and 2D Jackiw-Teitelboim dilaton-gravity with positive cosmological constant (dS-JT).

3 Review of DSSYK

In this section we review some features of the high-temperature limit of the double-scaled SYK model relevant for static patch horizon holography. Much of the discussion follows that of [1, 4, 5]; those familiar with the content of these references may skip directly ahead to subsection 3.5. A more detailed discussion of the model in the context of static patch horizon holography is given by [3].

3.1 Conventions and Double-Scaled Limit

The holographic boundary theory we would like to consider is the high-temperature double-scaled limit of the SYK model (DSSYK\(\infty\)). There are a few different conventions that are used in the literature for this model; we will follow those of [5, 3].

The model describes normalized Majorana fermions \(\chi_i\) of \(N\) different flavors \(1 \leq i \leq N\) obeying the Clifford algebra

\[
\{\chi_i, \chi_j\} = 2\delta_{ij}
\]

and interacting via the random all-to-all Hamiltonian [15] [16] [3]

\[
H_c[\chi] = i^{q/2} \sum_{1 \leq i_1 < i_2 \cdots < i_q \leq N} j_{i_1 i_2 \cdots i_q} \chi_{i_1} \chi_{i_2} \cdots \chi_{i_q}
\]

with real couplings \(j_{i_1 i_2 \cdots i_q}\) drawn independently and at random from a Gaussian distribution of mean zero and of variance

\[
\langle j_{i_1 i_2 \cdots i_q}^2 \rangle_{DS} = \frac{1}{2} \frac{q!}{N^{q-1}} J^2
\]

Here \(\{\cdot, \cdot\}\) denotes the anticommutator and \(J\) is a dimension one parameter which sets the characteristic energy scale of (3.2). It will be helpful to think of the Majorana fermions \(\chi_i\)—and, in particular, the Hamiltonian (3.2)—as acting on the Hilbert space \(\mathcal{H}\) of \(\lceil N \rceil/2\) qubits.

Our conventions (3.2), (3.3) differ\(^3\) from the usual ones used in e.g. [16] by two scaling factors. The first, which is purely cosmetic, is\(^4\)

\[
\chi_i = \sqrt{2} \psi_i
\]

3 Our conventions also differ from those of [17]. What we call \(\chi\) they call \(\psi\), what we call \(q\) they call \(p\) (they reserve \(q\) for a different quantity), what we call \(\lambda\) they would call \(\lambda/2\), and we have, in the double-scaled limit (3.8) \(H_c \sim \sqrt{2\pi} H_{\text{Berkooz}} = \frac{\sqrt{2\pi}}{\lambda} H_{\text{Berkooz}}^\lambda\) where we have used our definitions of \(q\) and \(\lambda\).

4 The usual SYK fermions obey the modified Clifford algebra \(\{\psi_i, \psi_j\} = \delta_{ij}\) and hence obey \(\psi_i^2 = 1/2\). Our fermions obey (3.1) and hence obey \(\chi_i^2 = 1\).
where $\psi_i$ are the usual Majorana fermions appearing in e.g. \cite{16}. The important scaling factor is
\begin{equation}
H_c[\chi] = q \ H_{\text{SYK}}^{\text{(usual)}}[\psi] \tag{3.6}
\end{equation}
which is needed for a good double-scaled limit \cite{3}, at least in the context of describing cosmic scale features (hence the “c”) in de Sitter space \cite{3}, as will be our goal. In particular the Hamiltonians $H_c$ and $H_{\text{SYK}}^{\text{(usual)}}$ will give rise to different physics in the large $q$/double-scaled limit where $q \to \infty$. See \cite{3} for further details.

As noted in \cite{5}, when calculating quantities involving time evolution by $H_c$, the rescaling (3.6) is equivalent to keeping the Hamiltonian fixed to its usual form and instead rescaling the time variable conjugate to $H$ via
\begin{equation}
t_c = \frac{1}{q} \ t^{\text{usual}}_{\text{SYK}} \tag{3.7}
\end{equation}
Times which are $O(1)$ in terms of the “cosmic” clock (3.7) are extremely long—of order $O(q)$—in terms of the usual SYK clock. The advantage of the choice (3.7) is that it allows us to import known formulas for e.g. Green’s functions\footnote{Provided these formulas hold for times which are $O(q)$ in terms of the usual SYK clock.} after simply rescaling $t \to qt$.

We will work in the double-scaled limit \cite{18,17}, which we take to be defined by \cite{1,4,5}
\begin{equation}
q, N \to \infty, \quad \lambda \equiv \frac{q^2}{N} = \text{fixed} \tag{3.8}
\end{equation}
Not much is known about the $H_c$-conjugate dynamics of operators of size $\sim O(q^0)$ in DSSYK$_\infty$. More is known about a related limit of the SYK model which is usually called the “large $q$” limit \cite{16}, in which one first takes the large $N$ limit before taking $q \to \infty$. There is reason to believe (see \cite{3}) that the large $q$ and double scaled (3.8) limits will agree on cosmic/de Sitter scales in their emergent bulks provided we appropriately scale the Hamiltonian with $q$ as in (3.6) in both cases (in fact, the large $q$ limit, as we have defined it here, is simply the edge case $\lambda = 0$ of the double-scaled limit (3.8)). Therefore, in this paper, we will sometimes use the large $q$ and double scaled limits interchangeably, with the understanding that we will only try to recover the resulting data on cosmic/de Sitter scales in holographic
\footnote{\cite{3} argues that the parameters $N$, $\lambda$, and $q^2 \equiv N \lambda$ of DSSYK$_\infty$ are closely analogous to the parameters $N^2$, $g^2$, and $\alpha \equiv Ng^2$ (‘t Hooft coupling) of $N = 4$ super Yang-Mills theory (SYM). Working in the “large $q$” limit $\lambda \ll 1$ in DSSYK$_\infty$ is analogous to working at small gauge coupling $g^2 \ll 1$ in SYM, in which gauge theory calculations are tractable but lead to a nonlocal AdS bulk with string scale parameterically larger than the Planck scale. \cite{3} argues that working in the “large $q$” limit $\lambda \ll 1$ in DSSYK$_\infty$ similarly leads to a nonlocal de Sitter bulk with a nonlocality scale parameterically larger than the Planck scale; locality emerges as $\lambda \to 1$. However \cite{3} also argues that, as long as $\lambda N \gg 1$, this nonlocality scale will always be parameterically smaller than the cosmic/de Sitter scale $\ell$. This is why we expect the large $q$ and finite $\lambda$ regimes to agree on cosmic/de Sitter scales in their emergent JT de Sitter bulks.}

The choices (3.4), (3.6) also imply a rescaling of the form
\begin{equation}
\langle J_{i_1i_2...i_q}^2 \rangle_c = \frac{q^2}{2q} \langle J_{i_1i_2...i_q}^2 \rangle_{\text{SYK}}^{\text{(usual)}} \tag{3.5}
\end{equation}
bulk, and with the understanding that in our definition of “large \( q \)" we are including the rescaling (3.6).

### 3.2 High Temperature Limit and Tomperature

In the canonical ensemble, the thermal state at inverse temperature \( T^{-1} = \beta \) is described by the density matrix

\[
\rho_\beta = \frac{1}{Z} e^{-\beta H}, \quad Z = \text{Tr} (e^{-\beta H})
\]

We will often like to think of this as the one-sided reduction of the thermofield double (TFD) pure state

\[
|\text{TFD}_\beta \rangle = \frac{1}{\sqrt{Z}} \sum_n e^{-\frac{\beta}{2} E_n} |n\rangle^*_L |n\rangle_R
\]

which lives in the product \( \mathcal{H}_{\text{TFD}} = \mathcal{H}_L \otimes \mathcal{H}_R \) of two copies of the Hilbert space (the “left” copy \( \mathcal{H}_L \) and the “right” copy \( \mathcal{H}_R \)). In the high temperature limit \( \beta \to 0 \), the TFD becomes a maximally mixed state with flat entanglement spectrum\(^8\) and the entropy of the DSSYK thermal state (3.9) becomes

\[
S = \frac{\log(2)}{2} \left\lfloor N \right\rfloor
\]

where \( \left\lfloor \cdot \right\rfloor \) is the floor function. In the double-scaled limit (3.8), (3.13) scales parameterically with \( N \) as

\[
S \sim N
\]

In thermal states, many time scales—such as the decay rate of two-point functions and the scrambling time—are controlled by the inverse temperature \( \beta \). It turns out that for some discrete (fermionic/qubit) systems such as DSSYK\(_\infty\), these time scales do not go to zero as \( \beta \to 0 \) but instead go over to finite nonzero limits controlled by an emergent “effective temperature” which, following \[24, 5\] we call the “tomperature” \( T \).

In the microcanonical ensemble, the temperature \( T \) is defined by the change in the energy when the entropy is increased by one unit, with all other parameters of the system held fixed. The temperature \( T \), by contrast, is defined (at least in our context) as the change in the cosmic energy—as defined by the cosmic Hamiltonian (3.2)—when one qubit (or two

---

\(^8\) Here \( |n\rangle \) and \( E_n \) denote the eigenstates and corresponding energies of \( H \) and \( ^* \) corresponds to the action of an antiunitary transformation \( \Theta : \mathcal{H}_R \to \mathcal{H}_L \) which exchanges the two copies of the Hilbert space and, in particular, changes the overall sign of the time variable conjugate to the Hamiltonian

\[
\exp (-iH_L t) \Theta = \Theta \exp (-iH_R(-t))
\]

Specifically, we have

\[
|n\rangle^*_L = \Theta |n\rangle_R
\]

---

\(^9\) The idea that de Sitter space should be described by a quantum-mechanical system at formally infinite temperature/by a state with flat entanglement spectrum has previously been suggested by [19, 20, 21, 22] and, most recently, [23].
fermions) is removed from the system, with the couplings involving all other fermions held fixed. [5] find that, for DSSYK∞, 

\[ T = 2J \]  

(3.15)

### 3.3 One-Sided Retarded Two-Point Function

Using results from [16] [25] [26] [27], one finds that in the high-temperature large \( q \) limit, the one-sided retarded two-point function\(^{10}\)

\[ G^{(R)}_{\beta}(t_c) \equiv \Theta(t_c) \langle \{ \chi(t_c), \chi(0) \} \rangle_{\beta} \]  

(3.18)

obeys [25] [27] [5]

\[ G^{(R)}_{0}(t_c) \sim 2 \Theta(t) e^{-2J t_c} + O(q^{-1}, \lambda) \]  

(3.19)

where we emphasize that by first taking the large \( N \) limit before taking \( q \to \infty \), we have automatically localized ourselves to the regime \( \lambda = 0 \). The correlation function in (3.18) is a real-time/Lorentzian correlator in the one-sided thermal state (3.9) at temperature \( \beta \) and \( t \) denotes the clock (3.7) conjugate to the cosmic Hamiltonian (3.2). \( \Theta(\cdot) \) denotes the usual Heaviside step function.

After using (3.15), this simply becomes

\[ G^{(R)}_{0}(t_c) \sim 2 \Theta(t_c) e^{-T t_c} + O(q^{-1}, \lambda) \]  

(3.20)

In other words, in the large \( q \) limit (3.6) the one-sided retarded two-point function exponentially decays with a coefficient given by the temperature. This looks like the IR/late time behavior of an ordinary thermal two-point function, with thermalization time given by the inverse temperature.

In the context of holography, we expect objects like (3.18) to encode the ringdown of bulk horizons after small perturbations, as captured by the thermal decay of bulk quasinormal modes [28]. We therefore seek a bulk theory in which finite bulk temperature, due to a warm\(^{11}\) event horizon, emerges from a boundary theory of infinite temperature but finite temperature. [5] showed—in response to the ideas raised in [19] [21] [22] [23]—that de Sitter space in the context of static patch horizon holography is precisely such a candidate bulk. We will explicitly check in section 5 below that the leading decaying quasinormal modes

\(^{10}\)Note that the retarded two-point function (3.18) can be simply related to the more conventional Wightman two-point function \( \langle \chi(t_c) \chi(0) \rangle_{\beta} \) via

\[ G^{(R)}_{\beta}(t_c) = 2i \Theta(t_c) \text{Im} \langle \chi(t_c) \chi(0) \rangle_{\beta} \]  

(3.16)

This simply follows from the fact that (accounting for fermionic statistics)

\[ \langle \chi(t_c) \chi(0) \rangle_{\beta} = -\langle \chi(0) \chi(t_c) \rangle_{\beta} \]  

(3.17)

\(^{11}\)Here by “warm” we mean that the geometry near the horizon is free to fluctuate at finite \( S \).
of appropriately treated bulk fields in dS-JT encode the same thermal behavior as \(3.20\); in the process we will find, using an argument of Susskind and Witten \[3\], some evidence suggesting that the fundamental Fermions \(\chi_i\) in \(3.18\) encode fundamental near-horizon degrees of freedom rather than propagating bulk fields.

3.4 Hyperfast Scrambling

As explained in \[1, 4, 5\], the high temperature DSSYK model describes a hyperfast scrambler: the growth of operator size with time is governed by a scrambling time which is \(O(T^{-1})\) (in terms of the natural clock variable \(3.7\)), which is much shorter/faster than the \(O(T^{-1} \log(S))\) expected to bound the scrambling time in a theory with a \(k\)-local Hamiltonian \[13, 14\]. The DSSYK model overcomes the fast-scrambling bound due to its nonlocality: the theory is not \(k\)-local since the locality parameter \(q\) grows with \(N\).

To understand hyperfast scrambling, it is helpful to first review operator growth in a standard \(k\)-local chaotic theory such as SYK with fixed \(q\). There are two exponential behaviors of the operator size \(\sigma(\tau)\) (\(\tau\) the clock variable conjugate to the Hamiltonian of interest). The early time behavior is exponential growth\[12\]

\[
\sigma(\tau) \sim e^{\lambda \tau} \tag{3.21}
\]

while the late time behavior is an approach to a plateau

\[
\frac{\sigma(\tau)}{N} \sim 1 - e^{-\gamma \tau} \tag{3.22}
\]

The Lyapunov exponent \(\lambda\) is bounded by the chaos bound \[14\], while the decay constant \(\gamma\) is equal to the smallest quasinormal mode decay constant \[16\].

As detailed in \[1, 4, 5\] one can use the continuum limit of the random circuit epidemic model \[25, 29\] as a proxy for operator growth in DSSYK\(_{\infty}\) to find that in the double-scaled limit, and in terms of the cosmic clock \(3.7\),

\[
\frac{\sigma_{\text{DSSYK}}(t_c)}{N} = 1 - e^{-\mathcal{T} t_c} \tag{3.23}
\]

for all positive \(t_c > 0\) (here we have also used \(3.15\)). In the high temperature DSSYK model, the operator growth curve \(3.23\) is entirely captured by the “late time” behavior \(3.22\): the region of Lyapunov behavior \(3.21\), which persists for about

\[
\Delta t_c^{\text{(Lyapunov)}} \sim \mathcal{T}^{-1} \log \left( \frac{N}{q} \right)_{\text{double-scaled}} \to 0 \tag{3.24}
\]

\[\text{To be more precise, this early time behavior is preceded by a transient epoch of length } \delta \tau \lesssim O(q). \text{ This epoch describes the “first step” of scrambling in which a single fermion grows into an operator of size } O(q). \text{ There is a large variance, of order } \delta \tau \sim O(q), \text{ in how long this first step takes, which serves as a “bottleneck” on how quickly scrambling actually occurs when } q \text{ is large in the usual SYK model. In the double-scaled limit } 3.5, \text{ and in terms of the cosmic clock } t_{\text{DS}}, \text{ this epoch only lasts for } \delta t_c \lesssim O(1) \text{ and so does not change the conclusion that scrambling in DSSYK}_{\infty} \text{ is hyperfast, taking place on a timescale which is } O(1) \text{ in the entropy. We thank D. Stanford for explaining this to us.}\]
has parameterically shrunk to zero.

The scrambling time $t_{c^*}$—i.e. the time at which $\sigma_{DSSYK}(t_c) \sim O(N)$—is easily seen to be

$$t_{c^*} \sim \mathcal{T}^{-1}$$

(3.25)

which is hyperfast as defined above. By contrast, in the high temperature limit of the ordinary SYK model (with $q$ large but with clock given by $t_{SYK}^{(\text{usual})}$) we have

$$t_{SYK}^{(\text{usual})} \sim \mathcal{J}^{-1} \log \left( \frac{N}{q} \right)$$

(3.26)

consistent with ordinary fast scrambling/$k$-locality.

The upshot is that, unlike ordinary $k$-local theories, DSSYK$_\infty$ exhibits hyperfast scrambling, with operator growth dominated by the dynamics of quasinormal modes (which are in turn controlled by the finite temperature). In a holographic gravitational dual, we expect operator growth to map onto the dynamics of the duals of simple boundary operators as they fall towards bulk horizons. The behavior \[3.25\] means that we must seek a bulk theory in which the holographic degrees of freedom live on or near the stretched horizon. de Sitter space, in the context of static patch horizon holography, is precisely such a theory \[1, 5\].

### 3.5 Why a 2D Dilaton-Gravity Dual?

We arrive at two-dimensional Jackiw-Teitelboim dilaton-gravity with positive cosmological constant as a candidate gravitational dual to DSSYK$_\infty$ by the following (rough and somewhat heuristic) argument\[13\]: There is nothing to suggest that the DSSYK$_\infty$ model contains anything like tunable-mass Schwarzschild-de Sitter black holes. This suggests a holographic dual of spacetime dimension $D \leq 3$. On the other hand, DSSYK$_\infty$ has a one-parameter tunable entropy $S \sim N$. Horizons in pure 2D Einstein gravity have no entropy since the transverse area vanishes (the theory also does not have any nontrivial equations of motion). A minimal modification of this theory which would allow for a one-parameter tunable entropy (as well as nontrivial equations of motion) would be to add a dilaton.

In the other direction, three-dimensional de Sitter space in 3D Einstein gravity has many of the features that we see or hope to see in DSSYK$_\infty$ \[1\], but it seems unlikely that pure DSSYK$_\infty$ would be able to holographically generate both spatial dimensions of dS$_3$ in their entirety (but see also subsection 6.1). We can replace one of these spatial dimensions with a single real degree of freedom by dimensionally reducing the 3D theory on the spatial circle. As we will review below, if we began with 3D Einstein gravity with positive cosmological constant, we end up with 2D JT gravity with positive cosmological constant \[2\].

With this motivation, we will begin to study this conjectured bulk dual.

\[13\] This argument is originally due to L. Susskind.
4 The Bulk: dS-JT Gravity

4.1 Action and Solution

The bulk gravitational theory that we would like to consider is described by two-dimensional Jackiw-Teitelboim (JT) dilaton-gravity with positive cosmological constant. The relevant part of the 2D dilaton-gravity action is given by \[ I_{JT}^{(2)}[g_{ab}, \Phi] = \frac{1}{16 \pi G^{(2)}_N} \int_{\mathcal{M}} d^2x \sqrt{|g|} \Phi \left( R - 2/\ell^2 \right) + \frac{1}{8 \pi G^{(2)}_N} \int_{\partial \mathcal{M}} dx \sqrt{|h|} \Phi K \] (4.1)

Here \( R \) is the Ricci curvature scalar of the 2D metric \( g_{ab} \) and \( K \) is the extrinsic curvature scalar\(^\dagger\) of its restriction, \( h \), to the possible boundary \( \partial \mathcal{M} \) (on which we impose Dirichlet boundary conditions for the dilaton). The 2D Newton constant \( G^{(2)}_N \) is dimensionless. We define the 2D Planck length \( \ell_P \) via

\[ \ell_P = 2\pi \ell G^{(2)}_N \] (4.2)

The motivation for doing this will be explained in section 4.4 below. For now we simply note that small 2D Newton constant corresponds (linearly) to small 2D Planck length up to a coefficient which is \( O(1) \) in de Sitter units.

The dilaton equation of motion, obtained by varying the action (4.1) with respect to \( \Phi \), sets

\[ R = 2/\ell^2 \] (4.3)

In Lorentz signature the simplest solution to this equation (though not the one we will ultimately be interested in) is two-dimensional de Sitter space (dS\(_2\)), which can be represented as a timelike hyperboloid of radius \( \ell \) embedded in three-dimensional Minkowski space. If we describe the 3D Minkowski embedding space using global inertial/Cartesian coordinates \( X^A = (T, X, Y) \) in the usual way, the de Sitter hyperboloid is described by the equation

\[ P(X, X) = X^2 + Y^2 - T^2 = \ell^2 \] (4.4)

where we have defined the de Sitter invariant \( P(X, X') \) via

\[ P(X, X') \equiv \eta_{AB} X^A X'^B \] (4.5)

where \( \eta_{AB} \) is the flat metric of the 3D Minkowski embedding space.

More generally, we can represent \( D \)-dimensional de Sitter space as a hyperboloid in \((D + 1)\)-dimensional Minkowski space. Describing de Sitter space in this way allows us to determine the isometry group to be

\[ \text{Iso}(dS_D) = O(D, 1) \] (4.6)

\(^\dagger\) We have (possibly [2]) left out the topological term proportional to \( \int \sqrt{|g|} R \), which plays no role here.

\(^\ddagger\) Calculated with the outward (inward) pointing unit normal for a timelike (spacelike) boundary component. We will only be concerned with timelike boundaries here.
which is simply the subgroup of the embedding space Poincaré group which leaves the de Sitter hyperboloid invariant.

Figure 2: dS$_2$ as a unit hyperboloid in 3D Minkowski space, as seen from two different perspectives. The coordinate $T$ describes the “height” along the hyperboloid while the coordinates $(X,Y)$ parameterize the circle of radius $\sqrt{1 + T^2}$ at a given $T$. The intersection of the hyperboloid with the plane $X = 1$ (orange) is the horizon of a static patch. Other horizons and static patches are related to this one by actions of the $O(2,1)$ isometry group.

Wick rotating $T \to -iZ$, we see that the Euclidean version of dS$_2$ is simply a 2-sphere, described by the equation

$$\vec{X} \cdot \vec{X} = X^2 + Y^2 + Z^2 = \ell^2$$

The embedding space for the Euclidean geometry is 3D Euclidean space, on which

$$\vec{X} = (X, Y, Z)$$

are global Cartesian coordinates.

As we will explain at the end of this subsection, we will ultimately be interested in a solution to (4.3) whose spacetime is a certain bounded submanifold of dS$_2$. For now, however, in order to keep building necessary tools and intuition, we will continue working with the full dS$_2$ manifold as our (temporary) solution to (4.3).

The metric equation of motion, obtained by varying (4.1) with respect to $g_{ab}$, sets the dilaton profile to be a solution of

$$0 = (\nabla_a \nabla_b - g_{ab} \nabla^2 - g_{ab}) \phi$$

where $\nabla_a$ is the covariant derivative operator (Levi-Civita connection) of the 2D metric $g_{ab}$. Maldacena, Turiaci, and Yang [10] (as well as [11] and subsequent works) considered a solution of (4.9) in which the dilaton is proportional to the timelike embedding space coordinate $T$

$$\Phi_{MTY} = \frac{\Phi_0 T}{\ell}$$

(4.10)
In this solution, there is no frame in which the dilaton is static. This does not suit our purpose, which is to study static patch holography.

There is another family of solutions in which the dilaton is proportional to a spacelike\(^{16}\) direction. A particular example is,

$$\Phi = \frac{\Phi_0 X}{\ell} \quad (4.11)$$

with \(\Phi_0 > 0\) some overall positive constant. It is (an appropriate restriction of) this solution that we will consider in what follows, and which we conjecture to be dual to the thermofield double state of DSSYK\(_\infty\). Such solutions, and their connection to dimensional reductions of dS\(_3\), were previously studied in \([2]\).

The various possible solutions of (4.9) can be understood in a unified way by first considering the Euclidean theory, in which the geometry is a 2-sphere (4.7). Consider the solution (4.11) and any plane \(X = a\) (with \(|a| \leq \ell\)). The dilaton will be constant on the circle where this plane intersects the sphere (see figure 3).

![Figure 3: A plane of constant \(X\) intersects the sphere on a circle of constant dilaton.](image-url)

We can use the initial solution (4.11) to generate a whole family of solutions by acting with the \(O(3)\) isometry group of the sphere (the Euclidean analog of (4.6)). This family of solutions can be parameterized by a unit normal vector \(\vec{n}\) and the overall normalization constant \(\Phi_0\) as

$$\Phi_{\vec{n}} = \frac{\Phi_0 \vec{n} \cdot \vec{X}}{\ell} \quad (4.12)$$

The \(O(3)\) symmetry of the sphere is spontaneously broken to \(U(1)\) by any particular choice of \(\vec{n}\), i.e. by any particular choice of dilaton profile from the family of solutions (4.12).

In the solution (4.10) of \([10, 11]\), the unit vector \(\vec{n}\) is chosen to lie along the Euclidean time direction \(Z\), which is then continued \(Z \rightarrow iT\) to obtain the corresponding Lorenzian

\(^{16}\)Here by “spacelike” we mean that the continuation to Lorenzian signature is spacelike.
solution. Both [10] and [11] take the dilaton profile (4.10) to be purely real in Lorenzian signature, which forces the the dilaton profile (4.10) to be purely imaginary in Euclidean signature [10]

\[ \Phi_{\text{MTY}}^{(\text{Euclidean})} = -i \frac{\Phi_0 Z}{\ell} \]  

(4.13)

This is appropriate for thinking of the dilaton as a clock, but is not appropriate for our purposes since we would like to think of the dilaton as a measure of the degrees of freedom in our system (see subsection 4.3) or, more specifically, as a spatial compactification scale (see subsection 4.4).

In our solution the unit vector \( \vec{n} \) is chosen in the spacelike direction \( X \). After continuing back to Lorentz signature, the profile of the dilaton can be visualized by considering the intersection of the dS\(_2\) hyperboloid with various planes of constant \( X \), see figure 4.

![Figure 4: The dS\(_2\) hyperboloid and its intersection with various planes of constant \( X \) as seen from two perspectives (“from the side” and “head on”). The orange plane is at \( X = 1 \); its intersection with the hyperboloid forms two null lines (orange) which are the horizons of a static patch. For \(|X| < 1\) the intersections are timelike and shown in green. For \(|X| > 1\) they are spacelike and shown in red.](image)

The two regions of the dS\(_2\) hyperboloid in which the lines of constant \( \Phi = \Phi_0 X/\ell \) are everywhere timelike constitute a pair of static patches (i.e. a pair of non-intersecting maximal size causal patches in dS). Following [8], we will call one of them the “pode” static patch and the other the “antipode” static patch, and we will call their respective null boundaries the “pode” and “antipode” horizons.

Consider the e.g. pode static patch. In this region, we can erect (pode) static patch coordinates \((t, r)\) in which the dS\(_2\) metric takes the familiar form

\[ ds^2 = -\left(1 - \frac{r^2}{\ell^2}\right) dt^2 + \left(1 - \frac{r^2}{\ell^2}\right)^{-1} dr^2 \]  

(4.14)
We take $t$, which runs from $-\infty$ to $+\infty$, to increase in the direction of increasing $T$. As its name suggests, the static patch has a timelike “boost” symmetry generated by the Killing vector $\partial/\partial t$. The continuation of this Killing vector to the antipode static patch then points in the direction of decreasing $T$. In order to clean up various formulae, it is helpful to introduce the shorthand

$$f(r) \equiv 1 - \frac{r^2}{\ell^2} \quad (4.15)$$

Figure 5 shows the full conformal diagram of full dS$_2$ with the two antipodal static patches and the lines of constant dilaton indicated with the same color coding as in figure 4. Note that we must identify the left and right edges of the conformal diagram, which should be understood to be periodic in the horizontal direction. To be concrete, we will regard the right static patch in figure 5 to be the “pode” static patch, and the left static patch in figure 5 to be the “antipode” static patch.

![Figure 5: Conformal diagram of dS$_2$ showing the lines of constant dilaton and the two antipodal static patches (regions where the surfaces of constant dilaton are timelike/green). The diagram should be understood to be periodic in the horizontal direction.](image)

In full dS$_2$—unlike for dS$_{D\geq 3}$—the coordinate $r$ in (4.14) runs from $-\ell$ to $+\ell$ from right to left within the pode static patch (and the opposite way within the antipode static patch). In dS$_{D\geq 3}$, by comparison, the coordinate $r$ only runs from 0 to $\ell$. This is why the conformal diagram of full dS$_2$ (figure 5) is twice as wide as the Penrose diagram (which coincides with the conformal diagram for dS$_{D\geq 3}$). We will return to this point when we discuss our solution of interest (4.24) at the end of this subsection.

The cosmological horizon of the static patch is at $|r| = \ell$. In what follows, we will consider a timelike “stretched” horizon at $|r| = r_{sh}$ with $1 - \frac{r_{sh}}{\ell} \ll 1$. More specifically, we will take
$r_{\text{sh}}$ to lie one Planck length$^{17}$ in proper distance from the horizon, so that

$$1 - \frac{r_{\text{sh}}}{\ell} = \frac{1}{2} \left( \frac{\ell_{P}}{\ell} \right)^2 \times \left( 1 + O\left( \frac{\ell_{P}^2}{\ell^2} \right) \right) \quad (4.16)$$

There are of course many pairs of static patches in dS$_2$, related to one another by actions of the $O(2,1)$ symmetry group, but—apart from a trivial ambiguity$^{18}$—only one of them has the property that, in it, the dilaton (4.11) is static. In that frame $X = r$ and so the dilaton is given by

$$\Phi = \frac{\Phi_0 r}{\ell} \quad (4.17)$$

In this way a choice of spacelike unit vector $\vec{n}$ in (4.12) is equivalent to a choice of a pair of pode and antipode static patches in dS$_2$.

We now come to our desired solution—which we will refer to as dS$_2'$—that was teased earlier. The origin of this solution as a dimensional reduction of dS$_3$ will be explained in section 4.4 below. For now we introduce it as an interesting solution in its own right.

The construction is as follows: Once we have chosen a pair of static patches (i.e. once we have made a choice of the spacelike unit vector $\vec{n}$ in (4.12)) and erected pode static patch coordinates $(t, r)$, we can define a corresponding choice of global coordinates $(\tau, x)$ which extend to the whole dS$_2$ hyperboloid via

$$\sinh(\tau/\ell) = \left( 1 - \frac{r^2}{\ell^2} \right)^{1/2} \sinh(t/\ell) \quad (4.18)$$

$$\ell \cos(x) = \frac{r}{\sqrt{1 + \left( 1 - \frac{r^2}{\ell^2} \right) \sinh^2(t/\ell)}} \quad (4.19)$$

The global time coordinate $\tau$ runs from $-\infty$ to $+\infty$ from the bottom to the top of the conformal diagram while $x$—which parameterizes the spatial circle—runs from $-\pi$ to $+\pi$ from right to left on the conformal diagram (with of course $x \sim x + 2\pi$). In terms of these coordinates, the metric (4.14) and dilaton (4.17) can be extended to the whole conformal diagram/dS$_2$ hyperboloid via

$$d\ell^2 = -d\tau^2 + \ell^2 \cosh^2(\tau/\ell) \, dx^2 \quad (4.20)$$

$$\Phi = \cosh(\tau/\ell) \cos(x) \quad (4.21)$$

Our desired spacetime, dS$_2'$, is the submanifold

$$x \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \quad (4.22)$$

$^{17}$As mentioned in a previous footnote, the only place in this paper where the precise location of the stretched horizon plays a role is in the derivation of the timescale (5.39) controlling bulk emergence from the one-sided retarded two-point function. This timescale is preserved as long as the stretched horizon is placed a distance from the mathematical horizon which is polynomial in the Planck length, $\delta s/\ell \sim (\ell_{P}/\ell)^n, \, n \geq 1$.

$^{18}$Namely, up to an action of the $\partial/\partial t$ Killing symmetry and/or a $\mathbb{Z}_2$ exchange of the pode and antipode (including a flip in the time orientation). These are the 2D versions of the “easy” symmetries of $\mathbb{R}$ and of CPT, respectively.
of dS$_2$, which leads to the condition

$$ r \geq 0 $$

(4.23)

The conformal diagram of dS$_2'$, viewed as a bounded submanifold of full dS$_2$, is shown in figure 6. The embedding of dS$_2'$ into (2 + 1)-dimensional Minkowski space is shown in figure 7.

The metric and dilaton of dS$_2'$ are the restrictions of (4.14)/(4.20) and (4.17)/(4.21) to this submanifold respectively. The conformal diagram (figure 6) closely resembles the Penrose diagram of dS$_D$ with the key difference being that, in figure 6, slices of constant $T$ are intervals (4.22) rather than $(D - 1)$-spheres. There are two spatial boundaries—one at the pode and another at the antipode—on which we impose Dirichlet boundary conditions for the dilaton.

Figure 6: Conformal diagram of dS$_2'$, viewed as a bounded submanifold of dS$_2$.

To summarize, the solution to (4.3) that we will consider in this paper is the dS$_2$ metric restricted to the interval (6)

$$ -\frac{\pi}{2} \leq x \leq +\frac{\pi}{2} \implies 0 \leq r < \infty $$

(4.24)

and we will call this solution dS$_2'$. 
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Figure 7: Lorentzian dS$_2'$ (left) embedded in (2+1)-dimensional Minkowski space and Euclidean dS$_2'$ (right) embedded in 3D Euclidean space. In both figures, the spatial boundary is marked in green.

The Euclidean version of dS$_2'$ is obtained by continuing

$$t \rightarrow -i\ell \varphi$$

in (4.14) to obtain

$$\frac{ds_E^2}{\ell^2} = \left(1 - \frac{r^2}{\ell^2}\right) d\varphi^2 + \left(1 - \frac{r^2}{\ell^2}\right)^{-1} \frac{dr^2}{\ell^2}$$

(4.26)

Defining $\theta$ via

$$\cos(\theta) = \frac{r}{\ell}$$

(4.27)

(4.26) becomes

$$\frac{ds_E^2}{\ell^2} = \sin^2(\theta) d\varphi^2 + d\theta^2$$

(4.28)

This is the metric of a round two-sphere of radius $\ell$, as expected. The restriction $r \geq 0$ amounts to the restriction

$$r \geq 0 \implies \theta \leq \frac{\pi}{2}$$

(4.29)

We see that the Euclidean version of the spacetime (4.14), (4.24) is a hemisphere (see figure 7). We impose Dirichlet boundary conditions for the dilaton on the bounding circle.
4.2 Temperature and Tomperature

dS\textsubscript{2}' still has the timelike “boost” Killing symmetry generated by \( \partial/\partial t \) (since points on dS\textsubscript{2}' remain on dS\textsubscript{2}' under actions of the isometry) for which the cosmic horizon is a bifurcate Killing horizon. This continues to an azimuthal “rotation” symmetry of Euclidean dS\textsubscript{2}' generated by \( \partial/\partial \varphi \), for which the Euclidean cosmic horizon (which is simply the point \( \theta = 0 \)) is a fixed point. The periodicity

\[ \varphi \sim \varphi + 2\pi \]  

implies that, semiclassically, the cosmic horizon of dS\textsubscript{2}' appears to radiate at a temperature given by the Gibbons-Hawking temperature \([30]\)

\[ T_{\text{GH}} \equiv \frac{1}{\beta_{\text{GH}}} = \frac{1}{2\pi \ell} \]  

The bulk temperature \( T \) is defined, in the context of static patch horizon holography, as the change in the energy when one qubit of information is emitted from the horizon \([5]\). The analogy with the definition given for DSSYK\textsubscript{∞} in section 3.2 should be clear. As explained in \([5]\), this is the same as the Gibbons-Hawking temperature: \( T = T_{\text{GH}} \). We see that in the dS\textsubscript{2}' bulk, the temperature and semiclassical (Gibbons-Hawking) temperature coincide, and in what follows we will use \( T \) and \( T_{\text{GH}} \) (and hence \( T^{-1} \) and \( \beta_{\text{GH}} \)) interchangeably. Note that this Gibbons-Hawking temperature is \textit{not} the same as the fundamental temperature \( T = \beta^{-1} \) appearing in the Boltzmann distribution/thermofield double state \((3.9)/(3.12)\), which we have taken to infinity.

4.3 Entropy

We would like to justify our interpretation of the dilaton as a measure of the degrees of freedom in our system. In diffeomorphism invariant theories such as \((4.1)\), there is a notion of entropy that can be ascribed to stationary spacetimes with bifurcate Killing horizons known as the Wald entropy \([31]\), which can be thought of as generalizing the notions of the Bekenstein-Hawking entropy \([32, 33]\) for black holes and the Gibbons-Hawking entropy \([30]\) for de Sitter space to theories beyond vacuum Einstein gravity.

It was shown in \([2]\) that the Wald entropy of \((4.1)\) on the solution \((4.24)\) is given by

\[ S = \frac{\Phi_0}{4G_N^{(2)}} \]  

In the context of static patch horizon holography we will want to think of this horizon entropy as reflecting the entropy of the holographically dual finite quantum-mechanical system (in our case DSSYK\textsubscript{∞} with \( S = \lfloor N \rfloor / 2 \)). It is in this sense that we consider the dilaton \((4.11)\) to be a measure of the degrees of freedom in our system. As we will explain in section 4.4 below, we will be motivated to make the choice \( \Phi_0 = 1 \), so that

\[ S = \frac{2\pi \ell}{4\ell_P} \]  
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where $\ell_P$ was defined in (4.2) above. In terms of the entropy $S$, we have

$$1 - \frac{r_{sh}}{\ell} = \frac{\pi^2}{8S^2} \times (1 + O(S^{-2})) \quad (4.34)$$

where $r_{sh}$ was defined in (4.16) above.

### 4.4 Relation to Three Dimensional de Sitter

We would now like to motivate the restriction (4.22) that gave rise to our solution (4.14), (4.17), (4.24) of (4.1).

The solution (4.14), (4.17), (4.24) can be understood as a dimensional reduction of three-dimensional de Sitter space $dS_3$. We can see this as follows: Begin by picking a static patch in $dS_3$. In this patch we can erect 3D static patch coordinates $(t, r, \alpha)$ in which the metric takes the form

$$ds^2_{dS_3} = -f(r) dt^2 + \frac{dr^2}{f(r)} + r^2 d\alpha^2 \quad (4.35)$$

with $f(r)$ defined as in (4.15) above. Here $\alpha$ is an angle running from 0 to $2\pi$ which coordinatizes the circles of constant $(t, r)$. The geometry is circularly-symmetric since the metric is independent of $\alpha$; in other words, there is a $U(1)$ symmetry in the angular direction along each circle of fixed $(t, r)$. The coordinate $r$ now runs from 0 to $\ell$ from right to left within the pole static patch (and the opposite way within the antipode static patch), as is usually the case in $dS_{D \geq 3}$.

As above, we can define a corresponding set of global coordinates $(\tau, x, \alpha)$—which extend to the entire $dS_3$ manifold—via (4.18), (4.19) and $\alpha = \alpha$. The coordinate $x$ now only runs from $-\pi/2$ to $+\pi/2$. The reason for the differing range of $x$ can be understood as follows: The metric of $dS_D$ can be written globally—in any spacetime dimension—as

$$ds^2 = -d\tau^2 + \ell^2 \cosh^2(\tau/\ell) d\Omega_{(D-1)}^2 \quad (4.36)$$

with $\tau$ as in (4.18). The differing ranges of $x$ boil down to the simple fact that

$$d\Omega_1^2 = dx^2 \quad (4.37)$$

with $x \in [-\pi, \pi]$ parameterizing the whole spatial $S^1$, while

$$d\Omega_{D \geq 2} = dx^2 + \cos^2(x) d\Omega_{(D-1)}^2 \quad (4.38)$$

with $x \in [-\frac{\pi}{2}, +\frac{\pi}{2}]$ parameterizing a semicircle running between the poles of the spatial $S^{D \geq 2}$.

We now recall that the 2D JT gravity action (4.1) can be obtained by dimensional reduction of the 3D Einstein-Hilbert action$^{19}$ with positive cosmological constant $\Lambda_{(3D)} = 1/\ell^2$ [2]:

$$I_{EH}[g] = \frac{1}{16\pi G_N^{(3)}} \int_{M^{(3)}} d^3x \sqrt{|g|} \left( R - 2\Lambda_{(3D)} \right) \quad (4.39)$$

---

$^{19}$Here $x$ is a 3D coordinate on the 3D spacetime $M^{(3)}$ with 3D metric $g_{\mu\nu}$. 
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The reduction proceeds by restricting to spacetime manifolds of the form $\mathcal{M}^{(3)} = \mathcal{M}^{(2)} \times S^1$ and parameterizing the 3D line element in terms of a 2D metric $g_{ab}$ and a dilaton $\Phi$—both independent of the angular direction along the $S^1$—via

$$ds^2_{(3D)} = g_{ab}(x) \, dx^a \, dx^b + \ell^2 \Phi^2(x) \, d\alpha^2$$

(4.40)

Here $x$ is a 2D coordinate on $\mathcal{M}^{(2)}$ and $\alpha$ is, as above, an angular coordinate on the $S^1$. One can check that the action for the dimensionally reduced theory for $g_{ab}$ and $\Phi$ is given by (4.1) (see e.g. [2] for details). The 2D and 3D de Sitter radii $\ell$ coincide, while the 2D and 3D Newton constants are related by

$$\frac{1}{G^{(2)}_N} = \frac{2 \pi \ell}{G^{(3)}_N}$$

(4.41)

We see that the definition (4.2) amounts to demanding that the 2D and 3D Planck lengths also coincide.

We now rewrite (4.35) in the form

$$ds^2 = -f(r) \, dt^2 + \frac{dr^2}{f(r)} + \ell^2 \Phi^2 \, d\alpha^2$$

$$\Phi = \frac{r}{\ell}$$

(4.42)

with, again, $0 \leq r < \ell$. This corresponds to the solution (4.14), (4.17) but with $x$ restricted to the range (4.22). In other words, this corresponds to the solution $dS'_2$ (4.14), (4.17), (4.24) from the previous subsection, which we now see is simply a dimensional reduction of $dS_3$ (20); the dilaton is simply the compactification scale of the $S^1$ in de Sitter units.

From the perspective of the dimensional reduction, the restriction (4.24) is fundamental: we cannot extend the dimensional reduction of the solution (4.42) to the full $dS_2$ manifold without either letting the dilaton become negative—and therefore losing its interpretation as a compactification scale—or extending $\Phi$ as $\Phi = \ell^{-1} |r|$ and violating the equation of motion (4.9) at $r = 0$, where the proposed dilaton profile $\Phi = \ell^{-1} |r|$ is nondifferentiable.

Semiclassically, we can associate a Gibbons-Hawking entropy $S_{GH}$ to the cosmological horizon of (4.35) (viewed as a solution of (4.39)) in the usual way via [30]

$$S_{GH} = \frac{A^{(3)}_{dS_3}}{4G^{(3)}_N} = \frac{2 \pi \ell}{4 \ell_P}$$

(4.43)

(4.43) coincides with the Wald entropy (4.33) provided we take $\Phi_0 = 1$.

### 4.5 Remark on Symmetry Breaking

A key question [34, 8, 23] in static patch horizon holography regards the implementation of the de Sitter symmetries (4.6). It is commonly thought that these symmetries should be

---

20 From this perspective, another way to view the origin of the restriction (4.24) comes from the fact that the locus $r = 0$ in $dS'_2$ descends from a polar coordinate singularity of $dS_3$. 20
regarded—at least in the context of pure de Sitter space and fluctuations thereof in Einstein gravity—as approximate symmetries emerging at large $S$ which are broken by exponentially small finite $S$ effects. However in the context of our model (4.1), (4.20), (4.21), (4.24) the situation is even more severe: the symmetry operations do not exist even at the classical level.

Indeed the 2D parent solution (4.14), (4.17) is already not invariant under the full de Sitter isometry group (4.6), which is $O(2,1)$ in two spacetime dimensions. The metric itself is exactly globally $dS_2$, but the choice of vector $\vec{n}$ in (4.12) spontaneously breaks the symmetry $O(2,1) \rightarrow \mathbb{R} \times \text{(discrete)}$. The situation with our $dS_2'$ solution (4.24) is even more extreme, since the spacetime itself also breaks the symmetry (in fact the spacetime itself only carries a representation of $\mathbb{R} \times \text{(discrete)} \subset O(2,1)$).

The situation is a bit clearer from the perspective of the 3D parent solution (4.35). Classically (i.e. on the solution (4.35)), the $(2 + 1)$-dimensional parent theory (4.39) has an exact $O(3,1)$ symmetry. Semiclassically, the $O(3,1)$ symmetry should be regarded as a gauge symmetry (see [8]) which transforms one static patch into another; since it is a gauge symmetry, we are free to fix the gauge$^{22}$ by making a particular choice of static patch.

When viewed through the lens of dimensional reduction, the lack of symmetry in the $dS_2'$ solution (4.24) originates from the fact that it is obtained from the gauge-fixed version of the 3D parent solution. In particular, when performing the dimensional reduction (4.42) we must first choose a particular 3D static patch. This brings to light a possible complication: The $O(3,1)$ symmetry of $dS_3$ will be anomalous if it is to be realized by a system of finite entropy$^{34}$—it must be explicitly broken by exponentially small effects [8]. What this implies for the dimensional reduction (4.42) when these exponentially small effects become relevant is unclear, but the issue is largely irrelevant in the semiclassical limit $S \rightarrow \infty$.

5 Correlation Functions and Bulk Emergence

We begin our study of the $dS$-JT/DSSYK$_\infty$ dictionary by showing that we can reproduce the behavior (3.20) using quasinormal modes in the proposed bulk dual (4.14), (4.17), (4.24). We then go on to describe some early-time features of the bulk one-sided retarded two-point function (5.3) for propagating bulk matter fields. This correlation function provides an interesting example of bulk emergence which is governed by the timescale $t_* \sim \beta_{GH} \log(S)$ which would have been the scrambling time in an ordinary fast-scrambling theory. This correlation function also places some constraints on the boundary-to-bulk operator mapping, which we will discuss in (5.3) below.

$^{21}$Here (discrete) includes the discrete symmetries of parity $P$, time reversal $T$, and their product $PT$. It is possible that there may be further anomalies breaking these symmetries due to e.g. bulk matter content, additional topological terms in the bulk action, and/or configuration space restrictions in the gravitational path integral, as can happen in AdS JT gravity [35].

$^{22}$More specifically, it is the “hard” symmetries of [8] which exchange different static patches. Once we have fixed these symmetries by specifying a pair of static patches, there is still a subgroup of $SO(D,1)$—which [8] calls the “easy” symmetries—which act within a given static patch by boosts generated by $\partial/\partial t$ and rotations in the angular direction(s).
5.1 Bulk Correlators and Quasinormal Modes

We might expect DSSYK\(_\infty\) correlation functions like (3.18) to encode the boundary (i.e. horizon) extrapolates of correlation functions of bulk fields. In higher dimensions, this correspondence might be complicated by the fact that the boundary theory is likely not itself a local quantum field theory, but in two dimensions, where the horizons are (at any given horizon time) just points with no additional structure, one may hope that correlators of simple bulk operators restricted to the horizon may be related in a simple way to correlators of simple operators in the holographically dual boundary theory, namely DSSYK\(_\infty\). In this section we will test that expectation and see what we find.

While we would certainly expect that—should they exist—the bulk fields which would reproduce (3.20) would be fermionic, we will consider here for simplicity a real scalar field\(^{23}\). The leading decaying quasinormal modes of different bulk fields may differ by an \(O(\ell_0)\) numerical factor, so we will only seek to reproduce (3.20) up to an overall \(O(T_0)\) numerical factor in the exponent.

One might expect that the simplest and most natural object to study would be a light scalar field minimally coupled to the metric but not to the dilaton of (4.1). This would be a perfectly natural object to study from an intrinsically two-dimensional perspective, but is a rather unnatural object to study from the dimensionally reduced perspective of section 4.4, since such a field would not arise from the dimensional reduction of a minimally-coupled scalar field \(\phi\) in three dimensions. The latter case would instead give rise to a 2D field \(\phi\) which is coupled to the dilaton \(\Phi\) via\(^{24}\)

\[
-I_{(3D)}[\Phi] = \frac{1}{2} \int \sqrt{|g|} \left( g^{\mu\nu} \nabla_\mu \Phi \nabla_\nu \Phi + m^2 \Phi^2 \right)
\]

\[
\rightarrow \frac{1}{2} \int \sqrt{|g|} \Phi \left( g^{ab} \nabla_a \phi \nabla_b \phi + m^2 \phi^2 \right)
\]

We will therefore study a 2D scalar field described by the action (5.2).

For our purposes, it is enough to work at leading order in the semiclassical expansion, i.e. to put the metric and dilaton on-shell as in (4.14),(4.17),(4.24) and treat the field \(\phi\) as living on a fixed background. The boundary condition for \(\phi\) inherited from the 3D parent spacetime (4.35) is Neumann reflecting, \(\partial_r \phi|_{r=0} = 0\).

We want to calculate the one-sided retarded two-point function \(G^{(R)}(t)\) of the field \(\phi\), defined by

\[
G^{(R)}(t) \equiv i \Theta(t) \left\langle \Omega' \left| \phi(t, r_{sh}), \phi(0, r_{sh}) \right| \Omega' \right\rangle
\]

or, equivalently but somewhat more usefully,

\[
G^{(R)}(t) = i \Theta(t) \left\langle \Omega' \left| \phi(+t/2, r_{sh}), \phi(-t/2, r_{sh}) \right| \Omega' \right\rangle
\]

\(^{23}\)Another reason to consider a real scalar field is that, according to [36], there are no fermionic quasinormal modes in the s-wave sector in dS\(_3\). We will explain how this may actually be a feature—rather than a bug—of the conjectured dS-JT/DSSYK\(_\infty\) duality in section 5.3 below.

\(^{24}\)In the more familiar JT gravity with negative cosmological constant obtained from the dimensional reduction of the near-horizon limit of a near-extremal black hole (as well as in the case considered by [10, 11]), the dimensional reduction of a higher dimensional minimally coupled scalar again gives rise—at leading order in the semiclassical expansion—to a 2D minimally coupled scalar. This is because, in that context, one expands the dilaton about a constant value \(\Phi(x) = \Phi_0 + S^{-\frac{1}{2}} \phi(x) + \ldots\). We perform no such expansion here.
Here \((t, r)\) are static patch coordinates as in (4.14), \(r_{\text{sh}}\) is the radius of the stretched horizon as in (4.16), \([\cdot, \cdot]\) denotes the commutator, and \(|\Omega'\rangle\) denotes the analog\(^{25}\) of the Euclidean vacuum/Bunch-Davies-Hartle-Hawking state \(^{37, 38, 39}\) for the spacetime (4.14), (4.24) and action (5.2). The equivalence of (5.3) and (5.4) follows from the boost invariance of the state \(|\Omega'\rangle\). Of course, (5.3), (5.4) can be related to the more conventional Wightman function

\[
G(t) \equiv \langle \Omega' | \phi(+t/2, r_{\text{sh}}) \phi(-t/2, r_{\text{sh}}) | \Omega' \rangle
\]  

via\(^{26}\)

\[
G^{(R)}(t) = -2 \Theta(t) \text{Im} G(t)
\]

The two-point function (5.4) of the field \(\phi\) with action (5.2) is difficult to calculate directly, but it should agree with the retarded two-point function

\[
G^{(\text{s-wave})}_{(s\text{-wave})}(t) \equiv i \Theta(t) \langle \Omega | [\phi_0(+t/2, r_{\text{sh}}), \phi_0(-t/2, r_{\text{sh}})] | \Omega \rangle
\]

of the \(s\)-wave mode \(\phi_0\) of the 3D minimally-coupled scalar field \(\phi\) in the dS\(_3\) Euclidean vacuum \(|\Omega\rangle\). In other words, we expect that

\[
G^{(R)}(t) = i \Theta(t) \langle \Omega | [\phi_0(+t/2, r_{\text{sh}}), \phi_0(-t/2, r_{\text{sh}})] | \Omega \rangle
\]

\[
= i \Theta(t) \times \frac{1}{4\pi^2} \int_{0}^{2\pi} d\alpha d\alpha' \langle \Omega | [\phi(+t/2, r_{\text{sh}}, \alpha), \phi(-t/2, r_{\text{sh}}, \alpha')] | \Omega \rangle
\]

\[
= \frac{1}{4\pi^2} \int_{0}^{2\pi} d\alpha d\alpha' G^{(R)}(t, \alpha - \alpha')
\]

Here we have used the fact that the \(s\)-wave modes \(\phi_0\) of the field \(\phi\) are projected out by integration over the circle

\[
\phi_0(t, r) = \frac{1}{2\pi} \int_{0}^{2\pi} d\alpha \phi(t, r, \alpha)
\]

and used the circular symmetry of the state \(|\Omega\rangle\) to write \(G^{(\text{s-wave})}_{(s\text{-wave})}(t)\) in terms of the full 3D one-sided retarded two-point function

\[
G^{(R)}(t, \alpha) \equiv i \Theta(t) \langle \Omega | [\phi(+t/2, r_{\text{sh}}, \alpha), \phi(-t/2, r_{\text{sh}}, 0)] | \Omega \rangle
\]

\(^{25}\)i.e. it is given by the path integral on the half-hemisphere over all regular (nonsingular) field configurations which obey the Neumann reflecting boundary condition at the “hemisphere” part of the boundary. It can also be understood as the vacuum state picked out by the boost Killing vector \(\partial/\partial t\) of (4.14), (4.24) and hence as the dual of the ground state of the boost Hamiltonian \(H = H_R - H_L\) which acts on the Hilbert space of the (infinite \(N\)) thermofield double.

\(^{26}\)This simply follows from the fact that

\[
\langle \phi(x) \phi(x') \rangle = * \langle \phi(x') \phi(x) \rangle
\]
of the full 3D scalar field \( \phi \). (5.11) can be further simplified to read

\[
G(R)(t) = \frac{1}{4\pi^2} \int_0^{2\pi} d\alpha \, d\alpha' \, G(R)(t, \alpha - \alpha')
\]

(5.14)

\[
= \frac{1}{2\pi^2} \int_0^{2\pi} d\alpha \, \int_{-\frac{\alpha}{2}}^{\frac{\alpha}{2}} d\tilde{\alpha} \, G(R)(t, \alpha)
\]

(5.15)

\[
= \frac{1}{2\pi^2} \int_0^{2\pi} \alpha \, d\alpha \, G(R)(t, \alpha)
\]

(5.16)

Here we have defined

\[
\alpha \equiv \alpha - \alpha', \quad \tilde{\alpha} \equiv \frac{\alpha + \alpha'}{2}
\]

and used the \( \mathbb{Z}_2 \) symmetry of the state \( |\Omega\rangle \) under \( \alpha \to -\alpha \).

Since we are working at leading order in the semiclassical expansion, we can calculate (5.16) by first calculating the Euclidean two-point function of \( \phi \) on the three-sphere and then analytically continuing the result back to Lorentz signature. For a massive scalar field of 3D mass \( m \), the result is\(^{27}\) (see e.g. [41] and references within)

\[
G(R)(t) = \Theta(\Delta\tau) \cdot \text{Im} \left[ 2F_1 \left( \Delta_+, \Delta_-; \frac{3}{2}, \cosh^2 \left( \frac{\Delta\tau(t, \alpha)}{2\ell} \right) \right) \right]
\]

(5.20)

where

\[
c(m^2) = \frac{\Gamma(\Delta_+) \Gamma(\Delta_-)}{(4\pi)^{3/2} \Gamma(\frac{3}{2}) \ell^2}
\]

and

\[
\Delta_{\pm} = 1 \pm \sqrt{1 - m^2\ell^2}
\]

(5.21)

and we have used an identity analogous to (5.7). In (5.20) above, \( \Delta\tau(t, \alpha) \) denotes the proper time (signed geodesic distance) between the two insertion points in (5.16), which is given by

\[
\sinh^2 \left( \frac{\Delta\tau(t, \alpha)}{2\ell} \right) = f(r_{sh}) \sinh^2 \left( \frac{t}{2\ell} \right) - \left( \frac{r_{sh}}{\ell} \right)^2 \sin^2 \left( \frac{\alpha}{2} \right)
\]

(5.22)

(see §A.2 for details). (5.20) has a mass-independent UV divergence

\[
G(R)(t, \alpha) \sim \frac{1}{2\pi} \frac{1}{\Delta\tau(t, \alpha)}
\]

(5.23)

on the lightcone \( \Delta\tau(t, \alpha) = 0 \); this is of course the usual UV contact/lightcone singularity of field theory. (5.20) is quoted for the case where \( \Delta\tau(t, \alpha) \in \mathbb{R} \), corresponding to the case

\[\text{More explicitly, we have \cite{40}}\]

\[
G(R)(t, \alpha) = \Theta(\Delta\tau) \cdot \text{tanh} \left( \frac{\Delta\tau(t, \alpha)}{2\ell} \right) \cdot 2F_1 \left( 1 - \Delta_+, 1 - \Delta_-; \frac{1}{2}, -\sinh^2 \left( \frac{\Delta\tau(t, \alpha)}{2\ell} \right) \right)
\]

(5.18)

with

\[
\hat{c} = \frac{2\pi}{(4\pi)^{3/2} \Gamma(\frac{1}{2}) \ell^2}
\]

(5.19)

We will find it enough to work with the less explicit form (5.20) (in particular this is what we use for the numerics leading to figures 8 and 9.)
where the 3D events \((-t/2, r_{sh}, \alpha)\) and \((+t/2, r_{sh}, 0)\) are causally separated. As usual, \((5.20)\) vanishes when the 3D events \((-t/2, r_{sh}, \alpha)\) and \((+t/2, r_{sh}, 0)\) are spacelike separated. \((5.20)\) will hold for general \((t, \alpha)\) provided we define \(\Theta(z)\) to vanish off of the positive real axis: \(\Theta(z) = 0\) for \(z \notin \mathbb{R}_+\).

We can now recover the expected exponential decay \((3.20)\) using the deep IR (on cosmic scales) of our bulk. We begin with an analytic argument, which we will later corroborate with numerics below. Assuming that the late time limit \(t \to \infty\) commutes with the homogenization \((5.35)\), we can use that

\[
\text{Im} \left[ 2F_1 \left( \Delta_+, \Delta_- ; \frac{3}{2}, \cosh^2 \left( \frac{\Delta \tau(t, \alpha)}{2\ell} \right) \right) \right] \underset{t \to \infty}{\sim} \exp \left( -\frac{2\pi \Delta_- t}{2\pi \ell} \right) \tag{5.24}
\]

to find that, up to an overall coefficient which can be absorbed into the normalization of the field \(\phi\),

\[
G^{(R)}(t) \underset{t \to \infty}{\sim} e^{-2\pi \Delta_- T t} \tag{5.25}
\]

where we have used \((4.31)\) (as well as the equivalence of the bulk temperature and temperature) to rewrite the exponents. This is the deep IR cosmic scale exponential decay of the retarded two-point function that was promised earlier.

The integral \((5.16)\) can be done numerically (for a fixed choice of \(r_{sh}\), e.g. \(r_{sh} = 0.95 \ell\)) and plotted. The result is given in figure 8 below for \(m^2 \ell^2 = 0.75\) and in figure 9 below for several other choices of mass (to illustrate the generic nature of the main features).

![Figure 8](image_url)

Figure 8: Numerical plot of \((5.16)\) with \(m^2 \ell^2 = 0.75\), \(r_{sh} = 0.95 \ell^2\) and in units in which \(\ell = 1\).
It is interesting to study the correlator \((5.4)/(5.16)\) as a function of (static patch) time \(t\). For any mass, we have the following universal features: There is a universal critical time \(t^* \equiv 2 \ell \arcsinh \left( \frac{r_{sh}}{\ell \sqrt{f(r_{sh})}} \right) \sim \beta_{GH} \log(S) \) \((5.26)\).

For \(t < t^*\), the correlator grows with time, while for \(t > t^*\), the correlator rapidly decays with time, consistent with the late time exponential decay expected based on the periodicity \((4.30)\) and required in order to match with \((3.20)\) and the analytic expression \((5.25)\) in the deep IR. The correlator diverges as one approaches the critical time \(t = t^*\) from either side.

In order to understand the early time growth as well as the divergence as \(t \rightarrow t^*\), it is helpful to first discuss the higher-dimensional role of the critical timescale \(t^*\) in the context of the 3D proper time function \(\Delta \tau(t, \alpha)\) defined by \((5.22)\) above. Up until the critical time \((5.26)\), there are 3D angles for which the 3D separation between the events \((-t/2, r_{sh}, \alpha)\) and \((+t/2, r_{sh}, 0)\) is null or spacelike. Roughly, this occurs because the blueshift factor \(f(r_{sh})\) at the stretched horizon suppresses timelike displacements \(dt\) relative to angular displacements \(d\alpha\) in the 3D proper time element

\[
d\tau_{(3D)} = \sqrt{f(r_{sh})} \, dt^2 - r_{sh}^2 \, d\alpha^2 \quad (5.27)
\]

More specifically, for \(t \leq t^*\), there is a maximal angular displacement \(28\Delta \alpha^*(t)\), given by

\[
\Delta \alpha^*(t) = 2 \arcsin \left( \frac{\sqrt{\ell f(r_{sh})}}{r_{sh}} \sinh \left( \frac{t}{2\ell} \right) \right) \quad (5.28)
\]

28 Note that while the angle \(\alpha\) parameterizes a circle and therefore runs from 0 to \(2\pi\) (with \(\alpha \sim \alpha + 2\pi\)), the angular displacement \(\Delta \alpha\) only runs from 0 to \(\pi\) (inclusive) since any two points on the circle lying at angles \(\alpha\) and \(\alpha + \delta \alpha\) with \(\delta \alpha > \pi\) are actually only ever \(\Delta \alpha = 2\pi - \delta \alpha < \pi\) apart in angular displacement.
We thank D. Stanford for helpful discussions on this point.

where we have used that fixed \( t \) and (+) the 3D separation between the events \((-t/2, r_{sh}, \alpha)\) and \((+t/2, r_{sh}, 0)\) is null, while for \( \alpha \) (mod \( \pi \)) > \( \Delta \alpha_s(t) \), the 3D separation between the events \((-t/2, r_{sh}, \alpha)\) and \((+t/2, r_{sh}, 0)\) is spacelike. At the critical time \( t = t_* \) the maximal angular displacement \( \Delta \alpha_s(t_*) = \pi \) so the events \((-t/2, r_{sh}, \alpha)\) and \((+t/2, r_{sh}, 0)\) are timelike separated for all angles except \( \alpha = \pi \), for which the 3D separation is null. After the critical time \( t > t_* \) the events \((-t/2, r_{sh}, \alpha)\) and \((+t/2, r_{sh}, 0)\) are timelike separated for all angles.

We can now understand the 3D Green’s function (5.13) as a function of \( t \) and \( \alpha \). For fixed \( t \leq t_* \), the 3D retarded Green’s function (5.16) is supported for \( \alpha < \Delta \alpha_s(t) \) and \( \alpha > 2\pi - \Delta \alpha_s(t) \). Indeed, for \( t \leq t_* \) the integral (5.16) truncates to

\[
G^{(R)}(t \leq t_*) = \frac{1}{2\pi^2} \left( \int_0^{\Delta \alpha_s(t)} \alpha \, d\alpha + \int_{2\pi - \Delta \alpha_s(t)}^{2\pi} \alpha \, d\alpha \right) \Omega(R)
\]

(5.29)

where we have used that

\[
\int_{2\pi - \Delta \alpha_s(t)}^{2\pi} \alpha \, d\Omega(R) = \int_0^{\Delta \alpha_s(t)} (2\pi - \alpha) \, d\Omega(R) = \int_0^{\Delta \alpha_s(t)} (2\pi - \alpha) \, d\Omega(R)
\]

(5.30)

which follows from the \( \mathbb{Z}_2 \) symmetry of the state \( \langle \Omega \rangle \) under \( \alpha \to -\alpha \) and the \( 2\pi \) periodicity of the circle. So for early times, the 2D two-point function (5.4) is simply given (up to normalization) by the angular homogenization of the 3D retarded two-point function (5.13):

\[
G^{(R)}(t \leq t_*) = \frac{1}{\pi} \int_0^{\Delta \alpha_s(t)} \alpha \, d\Omega(R)
\]

(5.35)

This allows us to understand the early time growth of \( G^{(R)}(t) \): as \( t \) gets closer and closer to \( t_* \), the retarded correlation function eq. (5.30) sees more and more of the internal circle—as well as more and more of the static patch (see section 5.2 below)—and hence accesses more and more field modes and correlations.

To see that \( (5.30) \) diverges as \( t \to t_* \), we can note the following\(^{29}\). For fixed \( t < t_* \), the lightcone singularity (5.23) of the 3D correlator—and hence of the integrand of (5.30)—takes the form

\[
G^{(R)}(t, \alpha) \sim \frac{1}{\sqrt{\sin (\Delta \alpha_s(t))}} \frac{1}{\sqrt{\Delta \alpha_s(t) - \alpha}}
\]

(5.36)

\(^{29}\)We thank D. Stanford for helpful discussions on this point.
This singularity is integrable since $\Delta \alpha_s(t) < \pi$ for $t < t_*$, explaining why the 2D correlator (5.30) is finite for $t < t_*$. However, right at $t = t_*$, the nature of the singularity changes (as suggested by the factor of $1/\sqrt{\sin(\Delta \alpha_s(t))}$ in (5.36)): we find a simple pole

$$G^{(R)}(t_*, \alpha) \sim \frac{1}{\alpha - \pi}$$

which leads to a divergence of the 2D correlator (5.30) right at $t = t_*$. As a function of $t \to t_*$, we have

$$G^{(R)}(t) \sim \frac{1}{\sqrt{|t_* - t|}}$$

From the perspective of the bulk, we can understand this singularity as follows: We can interpret the 2D Green’s function (5.3) in terms of the emission and reabsorption amplitude of scalar Hawking quanta. The timescale (5.26) is indeed the timescale expected for a bulk Hawking quantum to be emitted from and reabsorbed by the horizon. In our specific context, the quanta originate from 3D scalar fields with zero angular momentum. The time (5.26) is precisely the time at which this emission-reabsorption can occur within the $s$-wave sector; In this sense it appears that the divergence (5.38) corresponds to the on-shell propagation of a particle from the stretched horizon to the pole and back.\footnote{We thank H. Lin for helpful discussions on this point.}

### 5.2 A Comment on Bulk Emergence

The correspondence between (3.20) and (5.4) provides an example of bulk emergence: The quantity (3.20) (or, rather, its analog for the possible dual of the bulk field (5.2)) is defined purely on the boundary in terms of boundary variables but is computed in the bulk in a way which probes increasingly deeply into the static patch. As explained in appendix A, up until a time

$$t_* \equiv 2 \ell \arcsinh \left( \frac{r_{sh}}{\ell \sqrt{f(r_{sh})}} \right) \sim \beta_{GH} \log(S)$$

(which would have been the scrambling time in an ordinary fast-scrambling theory at inverse temperature $\beta_{GH}$\footnote{We thank H. Lin for helpful discussions on this point.}) the region of the bulk static patch which contributes to the correlator (3.20)/(5.4) lies between the stretched horizon and the minimum radius

$$r_{\min}(t) \equiv \frac{r_{sh} \text{ sech} \left( \frac{t}{\ell} \right)}{\sqrt{1 - \left( \frac{r_{sh}}{\ell} \right)^2 \tanh^2 \left( \frac{t}{2\ell} \right) + f(r_{sh}) \tan^2 \left( \frac{\Delta \alpha_*(t)}{2} \right)}}$$

where $\Delta \alpha_*(t)$ is as defined as in (5.28) above.

Past the critical time $t_*$, the 2D bulk correlator (5.4) probes the entire bulk static patch. We can therefore think of the timescale (5.39), in the context of this particular example of bulk emergence, as the critical timescale at which the full bulk spacetime emerges from the corresponding boundary degrees of freedom.
Figure 10: The correlation function (5.4) is calculated using bundles of curves (i.e. the curves lying within the region shaded in grey) connecting the two insertion points (black dots). These curves descend from 3D geodesics with angular displacement between zero and $\Delta \alpha_\ast(t)$. The bundle reaches out to a maximal radius $r_{\text{min}}(t)$ defined by (5.40).

5.3 Implications for the Boundary-to-Bulk Mapping

It is important to note the following mis-match between (3.20) and the 2D bulk correlator (5.4): The early time features of (5.4)—namely the growth for $t < t_\ast$ and the divergence as $t \to t_\ast$—are completely absent from the boundary correlator (3.20). These early time features encode propagation into the bulk, and help distinguish propagating bulk fields from trapped near-horizon degrees of freedom. Of course both propagating and near-horizon degrees of freedom will exhibit the late time thermal/quasinormal decay (3.20). A related fact is that, according to [36], there are no Fermionic quasinormal modes in the s-wave sector in dS3. This provides additional bulk evidence for the absence of propagating bulk fields corresponding to the fundamental Fermions $\chi_i$.

Susskind and Witten have argued [3] that this implies that the fundamental Fermions $\chi_i$ of the DSSYK$_\infty$ model which appear in the boundary correlation function (3.20) overwhelmingly constitute near-horizon degrees of freedom [31]. This means that, rather than having $\sim O(N)$ light bulk fields, we instead have a large number of many near-horizon degrees of freedom which contribute to the entropy but do not propagate, and perhaps a small number of bulk fields formed as collective excitations of the fundamental fermions. See section 9 of [3] for a more detailed discussion.

31 We thank L. Susskind and E. Witten for explaining this point to us.
6 Future Directions

6.1 The Charged DSSYK Model

Throughout this paper, we have given a rather privileged position to the (2+1)-dimensional origin of the solution (4.14), (4.17), (4.24) and action (4.1). One may therefore ask: if this 3D origin is truly fundamental, is there a refinement of our model that allows us to capture more of this 3D parent theory?

A possible starting point is the following: In going from the 3D parent theory (4.39) to the 2D theory (4.1) via the dimensional reduction (4.40) (and similarly in going from the 3D matter action (5.1) to the dilaton-coupled matter action (5.2)), we restricted ourselves to the $s$-wave sector of the 3D theory. We can include more information about the 3D parent spacetime by allowing our 3D fields to vary along the spatial circle on which we will eventually compactify. We can resolve such fields into Fourier modes via e.g.

$$\phi(x, \alpha) = \sum_{n \in \mathbb{Z}} \phi_n(x) e^{in\alpha}$$  (6.1)

and as usual this will yield upon dimensional reduction infinite towers $\{\phi_n(\alpha)\}$ of 2D fields living within the dimensionally reduced $(1+1)$-dimensional theory. The circular spacetime symmetry $\alpha \rightarrow \alpha + \delta\alpha$ of the 3D parent theory will descend to a $U(1)$ internal symmetry

$$\phi_n(x) \rightarrow e^{in\delta\alpha} \phi_n(x)$$  (6.2)

of the effective $(1+1)$-dimensional fields.

One can ask: is there a corresponding modification that one can make to the DSSYK$_\infty$ model? One possibility is to consider the charged DSSYK$_\infty$ model. The charged DSSYK$_\infty$ model, based on the charged SYK model introduced in [42], would describe Dirac fermions $\chi_i$ governed by the Hamiltonian

$$H_{\text{DS, charged}}[\chi] = \sum_{1 \leq i_1 < i_2 \cdots < i_q/2 \leq N} J_{i_1i_2 \cdots i_q} \chi_{i_1} \chi_{i_2}^\dagger \cdots \chi_{i_{q/2}}^\dagger \chi_{i_{q/2}+1} \chi_{i_{q/2}+2} \cdots \chi_{i_q}$$  (6.3)

with $q$ an even integer and with complex couplings $J_{i_1i_2 \cdots i_q}$ obeying

$$J_{i_1i_2 \cdots i_q} = J^*_{i_{q/2+1} \cdots i_q i_1 i_2 \cdots i_{q/2}}$$  (6.4)

drawn independently and at random from a Gaussian distribution of mean zero and of variance

$$\langle \|J_{i_1i_2 \cdots i_q}\|^2 \rangle_c = \frac{1}{2} \frac{[(q/2)!]^2}{N^{q-1}} J^2$$  (6.5)

This model has a global $U(1)$ symmetry which may be capture the higher $(2+1)$-dimensional angular momentum modes (6.1).

At least for the ordinary SYK model at low temperatures, it is known that adding charge instead gives rise to bulk electromagnetism [13]. If this were also the case at high temperatures, we would not be able to use this strategy to access higher angular momenta, but could instead use this strategy to include bulk propagating fields (i.e. the $U(1)$ gauge field) such as those studied in (5).

We leave an exploration of this possible extention of our conjectured duality for future work.
6.2 Spacelike Observables

A key feature of de Sitter space is its exponential expansion. In fact, it is precisely this accelerated expansion which gives rise to the existence of the cosmological horizon which bounds and defines the static patch in the first place. However, the existence of this horizon also hides the exponentially growing region from any single observer/timelike worldline: In order to probe this behind-the-horizon region, we must use nonlocal observables with access to at least two points spacelike separated from one another by a horizon radius or more in proper distance.

A simple example of such an observable would be a spacelike “behind-the-horizon” geodesic connecting the pôle and antipode stretched horizons at equal height (value of the embedding space time $T$). A more exotic such observable would be a “dilaton weighted geodesic” $\gamma$, which is an extremum of the dilaton-weighted length functional

$$l_{dw}[\gamma] = \int_{\gamma} \Phi \, ds$$

Following the logic of [1] and [44], we would expect the dilaton-weighted lengths to encode holographic complexity$^{32}$ in our theory.

Figure 11: Dilaton-weighted geodesics (red) lie above ordinary geodesics (blue) in a way that becomes more and more pronounced as we increase $T$. However, as we approach the critical height $T \to T_* = r_{sh}$ (dotted black line) they both approach the same pair of null segments joined at $I^+$ (purple), albeit at different rates.

---

$^{32}$From a (2 + 1)-dimensional perspective, this simply follows from the fact that dilaton-weighted geodesics are the dimensionally reduced avatars of maximal volume slices. From a (1 + 1)-dimensional perspective, this follows from the expectation that complexity should grow in a way which is sensitive to the number of degrees of freedom in the system [44], which, for us, is encoded in the dilaton $\Phi$ (recall section 4.3); from this perspective, mapping complexity to the dilaton-weighted lengths of dilaton-weighted geodesics is just a generalization of the prescription given in [44] to the regime of positive cosmological constant and rapidly varying dilaton.
Using the results of [45] one finds that both of these objects exhibit critical behavior at the same critical height $T^*_s = \tanh r^*_s$: the ordinary geodesics cease to exist and the dilaton-weighted lengths diverge. In terms of static patch time $t$, the critical behavior for these spacelike observables appears at the exact same (up to a factor of $1/2$) timescale

$$t^*(\text{spacelike}) \equiv \ell \arcsinh \left( \frac{r^*_s}{\sqrt{\ell f(r^*_s)}} \right) \sim \beta_{\text{GH}} \log(S)$$ (6.7)

as that found for bulk emergence (i.e. (5.39)) in section 5.2. The rates of growth of both the ordinary and dilaton-weighted lengths diverge at the critical time (6.7) [45]. [1] called this complexity growth “hyperfast”; a key test of whether or not our conjectured duality accounts for behind-the-horizon bulk physics would be the existence (or lack thereof) of this same hyperfast complexity growth in the high temperature DSSYK$_\infty$ model. We leave this for future work.

One can also consider “two-sided” correlation functions of bulk operators restricted to the pode and antipode horizons

$$G(T) \equiv \langle \Omega' | \phi_L(T) \phi_R(T) | \Omega' \rangle$$ (6.9)

where $\phi_L(T)$ and $\phi_R(T)$ denote operator insertions at the same height (value of $T$) along the stretched horizons of the antipode ($L$) and pode ($R$) static patches respectively—exactly the same as the boundary conditions for the geodesics and dilaton weighted geodesics described above. We leave an analysis of such correlation functions for future work, but end by mentioning that their ultimate behavior will provide another stress-test of whether or not our conjectured duality accounts for behind-the-horizon physics.

---

33 In [1] it was suggested that hyperfast complexity growth might be implied by hyperfast scrambling. This is actually not always true. As a counterexample, we can consider a “restricted” random quantum circuit model in which, at each time-step, the $N$ total qubits are split into $N/q$ groups of $q$, each of which is acted on by a random product of $q$ fermion operators $\psi_{i_1} \psi_{i_2} \ldots \psi_{i_q}$, with the various products chosen independently and at random from the subspace of the unitary group consisting of products of $q$ fermion operators. At sufficiently high temperatures, we expect that this system satisfies all the criteria necessary to be well described by the epidemic model, and, therefore, to be a hyperfast scrambler at large $q$ (at least with the appropriately scaled Hamiltonian/clock). Let’s now study its complexity growth.

A product of $q$ fermion operators has complexity $q$ [46]. This is different from the complexity $4^q$ of an operator which is typical in all of $SU(2^q)$. The reason for this discrepancy is that a product of $q$ Fermions is a very specific type of operator in the zoo of $SU(2^q)$. The behavior of the complexity of this model, at high temperatures and at a time $O(1) < t \ll O(e^S)$, is thus expected to be

$$C_{\text{restricted}} \sim \left( \frac{N}{q} \right) \times q \times t = St$$ (6.8)

(where we have identified the high temperature entropy of the system as $S(N \text{ qubits}) = N$) leading to a late time linear growth with coefficient $S$. This could not have arisen from a period of hyperfast complexity growth at early times, and instead suggests ordinary fast complexity growth $C \lesssim St$ at early times. We thank L. Susskind for discussions on this point.

34 We thank H. Lin for raising this possibility to us.
one-sided correlation function. We can see this by beginning with a finite (but possibly high)
temperature thermofield double state, so that a left-right correlation function is simply an
analytic continuation of a one-sided thermal correlation function
\[ \langle O_R(t_R) O_L(t_L) \rangle_{\text{TFD}} = \langle O(t_R - t_L + i\beta/2) O(0) \rangle_{\beta} \] (6.10)

where \( \langle \cdot \rangle_{\text{TFD}} \) denotes a (two-sided) correlation function in the thermofield double state at
temperature \( \beta \) and \( \langle \cdot \rangle_{\beta} \) denotes a correlation function in the one-sided thermal state at
temperature \( \beta \). Taking the limit as \( \beta \to 0 \) gives
\[ \langle O_R(t_R) O_L(t_L) \rangle_{\text{TFD}_0} = \langle O(t_R - t_L) O(0) \rangle_{\beta=0} \] (6.11)

If this does not hold in the bulk, it could be a sign that the solution (4.14),(4.17),(4.24) is
not dual to the pure infinite temperature thermofield double state, but rather a mixed state\(^{35}\) whose properties well approximate those of the infinite temperature TFD. A more pessimistic
possibility would be that the infinite-temperature thermofield double state of DSSYK\(_{\infty}\) does
indeed describe the pode–antipode system within the solution (4.14),(4.17),(4.24), but that it
is only the static patches (and not the behind-the-horizon expanding region) which are holo-
graphically emergent. One nice fact which may be useful is that spacelike critical behavior
appears when \( t_R = -t_L = t_*^{(\text{spacelike})} \), so that
\[ t_R - t_L = 2t_*^{(\text{spacelike})} = t_*^{(\text{timelike})} \] (6.12)

Provided that the spacelike correlator (6.9) exhibits the same critical behavior as the other
spacelike observables considered above, (6.12) allows for the consistency of the critical be-
haviors on the two sides of (6.11).

A related issue is the following: one can define one-sided time evolution within the static
patch (as we have done in section 5) using the well-defined global boost generator \( H_R - H_L \).
The type of two-sided time evolution needed to define the spacelike observables mentioned
in this section would require a “global” Hamiltonian \( H_R + H_L \). In order to define this global
Hamiltonian, we would require the additional input of a “one-sided” Hamiltonian \( H_L \) (or
\( H_R \)). It is not clear whether or not the one-sided Hamiltonian is well-defined in the bulk in
the semiclassical limit that we have been considering (see e.g. [23] and [3]).

Understanding the issues and tests raised and discussed in this section will be extremely
important for a better understanding of our conjectured duality. We leave this for future
work.

### 6.3 DSSYK for \( \lambda > 0 \) and the Two-Point Function

The two-point function \([3.19]\) was calculated in the regime \( \lambda \sim 0 \). It will be of interest to
understand how this calculation might generalize to finite \( \lambda \). It will also be important to

\(^{35}\) One possibility is that the pode–antipode system is itself entangled with some other “UV” degrees of freedom.
These degrees of freedom might be “UV” in the sense of not being visible in the semiclassical local description
of (4.1) and/or may live in the Planck-sized region of the \( t = 0 \) slice lying between the two stretched horizons.
We thank H. Lin for raising this possibility to us.

\(^{36}\) [17] has studied DSSYK\(_{\infty}\) correlation functions at finite \( \lambda \), but for operators of size \( \sim O(q) \).
understand the spectrum of the finite-\(\lambda\) DSSYK\(_\infty\) model, and, in particular, if there are any collective modes corresponding to bulk fields. Assuming the theory does indeed possess bulk fields, it would be interesting to ask whether or not one can determine (e.g. numerically) the higher quasinormal modes of the two-point function of this hypothetical boundary collective mode since, in de Sitter space, the bulk quasinormal modes are integer spaced in de Sitter units \([36]\), and it would be interesting to see if we can see this same physics in the boundary description\(^{37}\).

We leave all of this for future work.
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A Timelike Geodesics in the Static Patch

In this appendix we provide some details regarding the calculation of the proper time \((5.22)\) quoted in the main text. We begin by studying, as a warm-up exercise, spherically-symmetric geodesics connecting two times at fixed angle on the pode stretched horizon in \(dS_D\). We then relax the assumption of spherical symmetry while simultaneously specializing to the case \(D = 3\) in order to find the desired proper time \((5.22)\).

A.1 Spherically-Symmetric Geodesics

We begin by studying spherically-symmetric geodesics in \(dS_D\) which are emitted from the (e.g.) pode stretched horizon at static patch time \(-t_e/2\) and received at the same (pode) stretched horizon at time \(+t_e/2\). As is well known (and can be easily checked) such geodesics are simply lines of constant global spatial polar coordinate \(x\)—related to static patch coordinates via \((4.19)\)

\[
\ell \cos (x(t, r)) = \frac{r}{\sqrt{1 + f(r) \sinh^2(t/\ell)}}
\]

\(^{37}\)We thank D. Stanford and Z. Yang for raising this point to us.
which are affinely parameterized by the global time $\tau$, related to static patch coordinates via (4.18)

$$\sinh^2 \left( \frac{\tau(t,r)}{\ell} \right) = f(r) \sinh^2 \left( \frac{t}{\ell} \right)$$ (A.2)

where we remind the reader that

$$f(r) = 1 - \frac{r^2}{\ell^2}$$ (A.3)

The proper time $\Delta \tau$ between the events $(-t_e/2, r_{sh})$ and $(+t_e/2, r_{sh})$ is therefore easily determined to be twice the value of the global time at the event $(+t_e/2, r_{sh})$, i.e.

$$\sinh^2 \left( \frac{\Delta \tau}{2\ell} \right) = f(r_{sh}) \sinh^2 \left( \frac{t_e}{2\ell} \right)$$ (A.4)

Note for future reference that

$$\sinh \left( \frac{\Delta \tau}{2\ell} \right) \sim \frac{1}{2} \sqrt{f(r_{sh})} \exp \left( \frac{t_e}{2\ell} \right)$$ (A.5)

as $t_e \to \infty$.

We can use (A.1) to determine the profile of the geodesic in static patch coordinates as

$$r(t) = \frac{r_0}{\sqrt{1 - f(r_0) \tanh^2(t/\ell)}}$$ (A.6)

where we have defined $r_0 \equiv r(t = 0) = \ell \cos(x)$, which can be determined for a given $t_e$ by plugging in the boundary condition $r(\pm t_e/2) = r_{sh}$. Doing this, we find that

$$r_0 = \frac{r_{sh} \text{sech}(t_e/2\ell)}{\sqrt{1 - (r_{sh}/\ell)^2 \tanh^2(t_e/2\ell)}}$$ (A.7)

### A.2 Spherically Asymmetric 3D Geodesics

We now relax the assumption of spherical symmetry while also specializing to the case $D = 3$ in which case the metric reduces to (4.35). We now want to find the timelike geodesic in the static patch connecting the events $(-t_e/2, r_{sh}, -\Delta \alpha/2)$ and $(+t_e/2, r_{sh}, +\Delta \alpha/2)$ on the pôle stretched horizon. We can represent this geodesic by a pair of functions $(r(t), \alpha(t))$ which will together comprise an extremum of the proper time functional

$$\Delta \tau[r(t), \alpha(t)] = \int dt \sqrt{f(r(t)) - \frac{\dot{r}(t)^2}{f(r(t))} - r(t)^2 \dot{\alpha}(t)^2}$$ (A.8)

The Lagrangian (integrand) does not explicitly depend on $t$ or $\alpha$ and so has a conserved energy,

$$E = \frac{f(r)}{\sqrt{f(r) - \frac{\dot{r}^2}{f(r)} - r^2 \dot{\alpha}^2}}$$ (A.11)

(A.11) can be calculated either using

$$E = -\dot{r} \frac{\partial L}{\partial \dot{r}} + L$$ (A.9)
and a conserved angular momentum\(^{39}\)

\[
J = \frac{r^2 \dot{\alpha}}{\sqrt{f(r) - \frac{r^2}{f(r)} - r^2 \dot{\alpha}^2}} \quad (A.14)
\]

We can use (A.14) to solve for \(r^2 \dot{\alpha}^2\) as

\[
r^2 \dot{\alpha}^2 = \left( \frac{J^2}{r^2 + J^2} \right) \left( f(r) - \frac{\dot{r}^2}{f(r)} \right) \quad (A.15)
\]

which we can then plug into (A.11) to give

\[
\frac{E}{\sqrt{1 + \frac{\dot{r}^2}{r^2}}} = \frac{f(r)}{\sqrt{f(r) - \frac{\dot{r}^2}{f(r)}}} \quad (A.16)
\]

For \(t \geq 0\) (so that \(\dot{r} \geq 0\)) (A.16) can be rearranged to read

\[
\dot{r} = f(r) \sqrt{1 - \left(1 + \frac{J^2}{r^2} \right) \frac{f(r)}{E^2}} \quad (A.17)
\]

(A.17) only depends on the angular displacement \(\Delta \alpha\) implicitly through the angular momentum parameter \(J\) so the problem of solving for the profile \(r(t)\) is symmetric about \(t = 0\). We must therefore have that \(\dot{r}(0) = 0\), so we can evaluate (A.16) at \(t = 0\) to find

\[
E = \sqrt{\left(1 + \frac{J^2}{r_0^2} \right) f(r_0)} \quad (A.18)
\]

(A.17) can therefore be written in terms of the parameter \(r_0\) as

\[
\dot{r} = f(r) \sqrt{1 - \left(1 + \frac{J^2}{r_0^2} \right) \frac{f(r)}{\left(1 + \frac{J^2}{r_0^2} \right) f(r_0)}} \quad (A.19)
\]

with \(L(r)\) the Lagrangian (integrand) of (A.8) or using

\[
E = -g_{ab} t^a u^b \quad (A.10)
\]

with \(t^a = (\partial/\partial t)^a\) the timelike “boost” Killing vector and \(u^a\) the unit tangent to the geodesic.

\(^{39}\) (A.14) can be calculated either using

\[
J = \frac{\partial L}{\partial \dot{\alpha}} \quad (A.12)
\]

with \(L(r)\) the Lagrangian (integrand) of (A.8) or using

\[
J = +g_{ab} \alpha^a u^b \quad (A.13)
\]

with \(\alpha^a = (\partial/\partial \alpha)^a\) the angular \(U(1)\) “rotation” Killing vector and \(u^a\) the unit tangent to the geodesic.
We can throw out the case $\dot{r} = 0$ since this does not solve the actual equation of motion except in the edge case $r(t) = 0$ when $t_e = \infty$ (which we will automatically recover below). (A.19) can therefore be separated and integrated to give
\[
\begin{align*}
    r(t) &= \sqrt{\frac{r_0^4 + J^2 (r_0^2 + f(r_0)^2 \tanh(t/\ell)^2)}{r_0^2 (1 - f(r_0) \tanh(t/\ell)^2) + J^2}} \\
    \text{(A.20)} \end{align*}
\]
which is symmetric about $t = 0$ and therefore defines $r(t)$ for all $-t_e/2 \leq t \leq +t_e/2$. Plugging in the boundary condition $r(\pm t_e/2) = r_{sh}$ gives the condition
\[
\begin{align*}
    r_0^4 \left[ 1 - \left( \frac{r_{sh}}{\ell} \right)^2 \tanh^2(t_e/2\ell) \right] - r_0^2 \left[ (r_{sh}^2 - J^2) \sech^2(t_e/2\ell) \right] \\
    + J^2 \left( \ell^2 \tanh^2(t_e/2\ell) - r_{sh}^2 \right) = 0 \quad \text{(A.22)}
\end{align*}
\]
Note that consistency of (A.22) tells us that both $r_0 \to 0$ and $J \to 0$ as $t_e \to \infty$.

It will turn out to be more convenient to solve (A.22) for $J$ in terms of $r_0$ and hyperbolic functions of $t_e/2$ (instead of for $r_0$ in terms of $J$ and hyperbolic functions of $t_e/2$). This gives
\[
\begin{align*}
    J^2 = \frac{r_0^2 \left[ r_{sh}^2 \sech^2(t_e/2\ell) - r_0^2 \left( 1 - \left( \frac{r_{sh}}{\ell} \right)^2 \tanh^2(t_e/2\ell) \right) \right]}{\left( \ell^2 \tanh^2(t_e/2\ell) - r_{sh}^2 \right)} \quad \text{(A.23)}
\end{align*}
\]
Note that, as expected, (A.20) reduces to (A.6) and (A.22)—or, equivalently, (A.23)—yields (A.7) when $J = 0$.

We can use (A.17) to simplify (A.15) as
\[
\dot{\alpha} = \frac{J f(r)}{E} \quad \text{(A.24)}
\]
The problem of solving for the profile $\alpha(t)$ is antisymmetric about $t = 0$, so we must have\(^{40}\)
\[
\begin{align*}
    \text{We can integrate (A.24) directly using (A.20) and the boundary condition that } \alpha(-t_e/2) &= -\Delta\alpha/2, \text{ which gives} \\
    \alpha(t) &= \arctan \left( \frac{J}{r_0} \sqrt{\frac{\ell^2 - r_0^2}{J^2 + r_0^2} \tanh(t/\ell)} \right) \quad \text{(A.25)}
\end{align*}
\]
The would-be integration constant
\[
\begin{align*}
    \alpha_0 &= \arctan \left( \frac{J}{r_0} \sqrt{\frac{\ell^2 - r_0^2}{J^2 + r_0^2} \tanh(t_e/2\ell)} \right) - \frac{\Delta\alpha}{2} \quad \text{(A.26)}
\end{align*}
\]
can be shown to vanish after using the future boundary condition $\alpha(+t_e/2) = +\Delta\alpha/2$, confirming that $\alpha(0) = 0$ as anticipated above. (A.25) then tells us that
\[
\begin{align*}
    \tan \left( \frac{\Delta\alpha}{2} \right) &= \frac{J}{r_0} \sqrt{\frac{\ell^2 - r_0^2}{J^2 + r_0^2} \tanh(t_e/2\ell)} \quad \text{(A.27)}
\end{align*}
\]
Equality of (A.27) and (A.33)—and, more generally, equality of (A.25) and (A.32)—is guaranteed by (A.20) (along with the boundary condition (A.21)).
that \( \alpha(t = 0) = 0 \). We can therefore integrate (A.24) via

\[
\alpha(t > 0) = \int_0^t \alpha(t) \, dt
\]

\( (A.28) \)

\[
= \frac{J}{E} \int_0^t \frac{f(r)}{r^2} \, dt
\]

\( (A.29) \)

\[
= \frac{J}{E} \int_{r_0}^r \frac{f(r)}{r^2} \, dr
\]

\( (A.30) \)

\[
= J \int_{r_0}^r \frac{dr}{r^2 \sqrt{1 + \frac{J^2}{r_0^2} f(r_0) - (1 + \frac{J^2}{r_2}) f(r)}}
\]

\( (A.31) \)

This then tells us that

\[
\tan \left( \frac{\Delta \alpha}{2} \right) = \frac{\ell J}{r_0} \sqrt{\frac{r_2^2 - r_0^2}{\ell^2 J^2 + r_0^2 r_2^2}}
\]

\( (A.33) \)

In particular (A.33) tells us that the ratio

\[
\frac{\ell J}{r_0^2} \sim \tan \left( \frac{\Delta \alpha}{2} \right)
\]

\( (A.34) \)

as \( t_e \to \infty \). Plugging this into (A.23) then tells us that

\[
r_0^2 \sim \frac{4 \ell r_0^2}{f(r_0)} \cos^2 \left( \frac{\Delta \alpha}{2} \right) e^{-t_e/\ell}
\]

\( (A.35) \)

We can use (A.23) to rewrite (A.33) as

\[
\tan^2 \left( \frac{\Delta \alpha}{2} \right) = \frac{\ell^2 r_0^2 \text{sech}^2(t_e/2\ell) - r_0^2 \left( \ell^2 - r_0^2 \tanh^2(t_e/2\ell) \right)}{r_0^2 \ell^2 - r_0^2 r_2^2}
\]

\( (A.36) \)

which gives

\[
r_0 = \frac{r_0 \text{sech}(t_e/2\ell)}{\sqrt{1 - \left( \frac{r_0}{\ell} \right)^2 \tanh^2(t_e/2\ell) + \left( 1 - \left( \frac{r_0}{\ell} \right)^2 \right) \tan^2 \left( \frac{\Delta \alpha}{2} \right)}}
\]

\( (A.37) \)

This reduces to (A.7) when \( \Delta \alpha = 0 \) and also yields (A.35) as \( t_e \to \infty \), as expected.

We can then plug (A.37) into (A.23) to find

\[
\frac{J}{\ell} = \frac{r_0 \sin(\Delta \alpha)}{\sqrt{(\ell^2 - r_0^2) \cosh(t_e) + r_0^2 \cos(\Delta \alpha))^2 - \ell^4}}
\]

\( (A.38) \)

This vanishes when \( \Delta \alpha = 0 \) as expected. Most importantly, we can use (A.37) and (A.38) to confirm (A.35) and (A.34) respectively.
We can now calculate the proper time elapsed along the geodesic by using (A.15) and (A.19) to find

\[ \Delta \tau = \int \sqrt{f(r) - \frac{\hat{r}^2}{f(r)} - r^2\dot{\alpha}^2} \, dt = 2 \int_{r_0}^{r_{sh}} \frac{dr}{\dot{r}} \sqrt{\frac{r^2}{r^2 + \ell^2}} \left( f(r) - \frac{\hat{r}^2}{f(r)} \right) \]

\[ = 2 \int_{r_0}^{r_{sh}} \frac{dr}{\dot{r}} \sqrt{\left(1 + \frac{\ell^2}{r_0^2}\right) f(r_0) - \left(1 + \frac{\ell^2}{r^2}\right) f(r)} \]

\[ = 2 \ell \text{arcsinh} \left( \frac{\sqrt{\left(\frac{r_{sh}}{r_0}\right)^2 - 1}}{\sqrt{1 + \frac{\ell^2}{r_0^2}}} \right) \quad (A.39) \]

Plugging (A.37), (A.38) into (A.39), we find

\[ \sinh^2 \left( \frac{\Delta \tau}{2\ell} \right) = f(r_{sh}) \sinh^2 \left( \frac{t_e}{2\ell} \right) - \left( \frac{r_{sh}}{\ell} \right)^2 \sin^2 \left( \frac{\Delta \alpha}{2} \right) \]

which reduces to (A.4) for \( \Delta \alpha = 0 \) as expected.

As \( t_e \to \infty \), we again find the behavior (A.5): All dependence on the angular displacement becomes (relatively) exponentially suppressed at late times. We can see this more suggestively as follows: Using (A.34) we find that

\[ \sqrt{1 + \frac{\ell^2}{r_0^4}} \sim \sec \left( \frac{\Delta \alpha}{2} \right) \quad (A.41) \]

and using (A.35) we find that

\[ \sqrt{\left(\frac{r_{sh}}{r_0}\right)^2 - 1} \sim \frac{1}{2} f(r_{sh}) \sec \left( \frac{\Delta \alpha}{2} \right) \exp \left( \frac{t_e}{2\ell} \right) \quad (A.42) \]

which makes it clear that the dependence on \( \Delta \alpha \) cancels at leading order in (A.39).

For later use, we will want to calculate the late time limit of \( \coth(\Delta \tau/\ell) \). Using that

\[ \coth \left( \frac{\Delta \tau}{\ell} \right) = \frac{2 \sinh^2 \left( \frac{\Delta \tau}{2\ell} \right) + 1}{2 \sinh \frac{\Delta \tau}{2\ell} \sqrt{\sinh^2 \left( \frac{\Delta \tau}{2\ell} \right) + 1}} \quad (A.43) \]

we find that

\[ \coth \left( \frac{\Delta \tau}{\ell} \right) \sim 1 + \frac{2}{f(r_{sh})^2} \exp \left( -\frac{4t_e}{2\pi \ell} \right) \quad (A.44) \]

as \( t_e \to \infty \).
At early times
\[ t_e \leq t_\ast \equiv \ell \arcsinh \left( \frac{r_{sh}}{\ell \sqrt{f(r_{sh})}} \right) \sim \ell \log(S) \quad (A.45) \]
demanding that our geodesic be timelike places a bound on the maximal angular displacement \[ \Delta \alpha_m(t_e) \] possible for a given \( t_e \). The bound follows from the positivity of the proper time in (A.40) and gives
\[ \sin^2 \left( \frac{\Delta \alpha}{2} \right) < \sin^2 \left( \frac{\Delta \alpha_m(t_e)}{2} \right) \quad (A.46) \]
where
\[ \sin^2 \left( \frac{\Delta \alpha_m(t_e)}{2} \right) \equiv \frac{\ell^2 f(r_{sh})}{r_{sh}^2} \sinh^2 \left( \frac{t_e}{2\ell} \right) \quad (A.47) \]
Plugging (A.46) into (A.37) we find that the smallest radius that can be probed at a given \( t_e \leq t_\ast \) is bounded below by
\[
\frac{r_{\text{min}}}{r_{sh} \text{sech} \left( \frac{t_e}{2\ell} \right)} \geq \sqrt{1 - \left( \frac{r_{sh}}{T} \right)^2 \tanh^2 \left( \frac{t_e}{2\ell} \right) + f(r_{sh}) \tan^2 \left( \frac{\Delta \alpha_m(t_e)}{2} \right)} \quad (A.48)
\]
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