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Abstract—Differential space time block coding (STBC) achieves full spatial diversity and avoids channel estimation overhead. Over very highly frequency-selective channels, STBC is integrated with orthogonal frequency division multiplexing (OFDM) to efficiently mitigate intersymbol interference effects. However, low-cost implementation of STBC-OFDM with direct-conversion transceivers is sensitive to In-phase/Quadrature-phase imbalance (IQI). In this paper, we quantify the performance impact of IQI at both the transmitter and receiver radio frequency front-ends on differential STBC-OFDM systems which has not been investigated before in the literature. In addition, we propose a widely-linear compensation algorithm at the receiver to mitigate the performance degradation caused by the IQI at the transmitter and receiver ends. Moreover, a parameter-based generalized algorithm is proposed to extract the IQI parameters and improve the performance under high-mobility. The adaptive compensation algorithms are blind and work in a decision-directed manner without using known pilots or training sequences. Numerical results show that our proposed compensation algorithms can effectively mitigate IQI in differential STBC-OFDM.
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I. INTRODUCTION

PACE-TIME block-coded orthogonal frequency-division multiplexing (STBC-OFDM) is an effective transceiver structure to mitigate the wireless channel’s frequency selectivity while realizing multipaths and spatial diversity gains [1]. To acquire channel knowledge for signal detection at the receiver, STBC-OFDM schemes require the transmission of pilot signals [2]. However, to avoid the rate loss due to pilot signal overhead, we may want to forego channel estimation to avoid its complexity and the degradation of channel tracking quality in a fast time-varying environment [3], [4]. Differential transmission/detection, which is adopted in several standards such as digital audio broadcasting (DAB) [5], achieves this goal and has been successfully integrated with STBC-OFDM [2], [3], [6]. Although a differential STBC-OFDM system avoids the overhead of channel estimation, a low-cost transceiver implementation based on the direct-conversion architecture suffers from analog and radio-frequency (RF) impairments. The impairments in the analog components are mainly due to the uncontrollable fabrication process variations. Since most of these impairments cannot be effectively eliminated in the analog domain, an efficient compensation algorithm in the digital baseband domain would be highly desirable. One of the main sources of the analog impairments is the imbalance between the In-phase (I) and Quadrature-phase (Q) branches when the transmitted signal is up-converted to RF frequency at the transmitter, or the received RF signal is down-converted to baseband at the receiver. The I/Q imbalance (IQI) arises due to mismatches between the I and Q branches from the ideal case, i.e., from the exact 90° phase difference and equal amplitudes between the sine and cosine branches. In OFDM systems, IQI destroys the subcarrier orthogonality by introducing inter-carrier interference (ICI) between mirror subcarriers which can lead to serious performance degradation [7].

Many papers investigated IQI in single-input single-output OFDM systems (see [7]–[10] and the references therein). There are also several works dealing with IQI in coherent multiple-antenna systems. In [11], a super-block structure for the Alamouti STBC scheme is designed to ensure orthogonality in the presence of IQI. In [12], an Expectation-Maximization-based algorithm is proposed to mitigate IQI in Alamouti-based STBC-OFDM systems. An equalization algorithm is proposed to mitigate IQI in STBC-OFDM systems in [13]. The authors in [14] analyze and compensate for IQI in single-carrier STBC systems. Precoding methods were investigated in coherent massive MIMO systems in [15]. In [16], I/Q imbalance effects were left uncompensated; instead, a link adaption strategy was considered and an IQI-aware transmission method was developed. In [17], an IQI-robust channel estimation and low-complexity compensation method for RX-IQI was proposed.

Although the compensation of IQI in STBC-OFDM systems has been well investigated, all of the existing works deal with IQI in a coherent system, where the channel state information (CSI) is assumed known or estimated at the receiver. To the best of our knowledge, there is no previous work dealing with joint transmitter and receiver IQI in differential transmission systems. Note that some blind or semi-blind estimation schemes that do not require CSI for IQI compensation have been proposed in the literature [18]–[21]. A semi-blind compensation algorithm for IQI in MIMO-OFDM systems
is presented in [18], where a blind signal separation (BSS) method is used to equalize the equivalent channel including IQI and the wireless multipath channel. However a known reference signal must be embedded in the transmitted signal. Another BSS-based IQI compensation method is presented in [21], and blind estimation methods of transmitter IQI (TX-IQI) and receiver IQI (RX-IQI) are presented in [20]. The difference between the compensation algorithm in this paper and the blind compensation algorithms in [18]–[21] is that blind compensation algorithms do not make use of the differential encoding property and they typically suffer from local optima and very slow convergence. On the other hand, although some of these blind compensation algorithms estimate IQI in a blind manner [19]–[21], they require equalization before the compensation of transmitter IQI, which is not feasible in a system with differential detection.

We extend the work in [22] which only analyzes and compensates for the effect of the RX-IQI in the differential STBC-OFDM (DSTBC-OFDM) transmission. In this paper, we analyze the joint impact of TX-IQI and RX-IQI in DSTBC-OFDM systems. An equivalent signal power degradation factor due to TX-IQI is derived. Moreover, by using the differential encoding property of the transmitted signal, we propose an adaptive decision-directed algorithm that uses a widely-linear (WL) structure to compensate for TX-IQI and RX-IQI without the need for knowing or estimating the CSI. Additionally, we propose a parameter-based (PB) generalized algorithm that can enhance the compensation performance under high-mobility. The rest of this paper is organized as follows: the system model of DSTBC-OFDM in the presence of TX-IQI and RX-IQI is developed in Section II. In Section III, we discuss the impact of IQI on the bit error rate (BER) performance of DSTBC-OFDM. We propose a decision-directed IQI compensation algorithm in Section IV and the numerical results are presented in Section V. Finally, we conclude our paper in Section VI.

Notations: Unless further noted, frequency-domain (FD) matrices and vectors are denoted by upper-case and lower-case boldface, respectively. Time-domain (TD) matrices and vectors are denoted by upper-case and lower-case boldface, respectively. Since OFDM transmission divides the channel into $N$ mutually orthogonal subcarriers, the OFDM-STBC input-output model at the $n$-th subcarrier can be expressed as follows [3]

$$
\mathbf{z}_n = [\lambda_1(n) \lambda_2(n)] \begin{bmatrix} s_1(k,n) & s_2(k,n) \\ -s_2^*(k,n) & s_1^*(k,n) \end{bmatrix} + \begin{bmatrix} v_{2k+1}(n) \\ v_{2k+2}(n) \end{bmatrix},
$$

(1)

where $\mathbf{z}_n = [z_{2k+1}(n) z_{2k+2}(n)]$ is the received vector corresponding to the $(2k+1)$-th and $(2k+2)$-th received OFDM symbols, respectively. Moreover, the matrix $\mathbf{S}_n$ is the $k$-th frequency-domain differentially-encoded STBC transmission matrix at the $n$-th subcarrier, whose first and second columns are transmitted over the $(2k-1)$-th and $2k$-th OFDM symbols, respectively. The first and second rows of $\mathbf{S}_n$ are transmitted by the first and second transmit antennas, respectively. In addition, $v_{2k+1}(n)$ and $v_{2k+2}(n)$ are the frequency-domain additive noise symbols at the $n$-th subcarrier. The scalars $\lambda_i(n)$ ($i = 1, 2$) correspond to the channel coefficients between the $i$-th transmit antenna and the single receive antenna at the $n$-th subcarrier where the vector $\lambda_i = [\lambda_i(1), \lambda_i(2), ..., \lambda_i(N)]$ is given by [7].

![Fig. 1. System model of DSTBC-OFDM under TX RX IQI](image)

**II. SYSTEM MODEL**

In this section, we briefly introduce the system model of DSTBC-OFDM under IQI depicted in Fig. 1. Without loss of generality, we consider an Alamouti-based [23] differential STBC-OFDM wireless communication system equipped with two transmit antennas and a single receive antenna. For a multiple-antenna receiver, the analysis and compensation algorithms in this paper can also be straightforwardly applied. Since OFDM transmission divides the channel into $N$ mutually orthogonal subcarriers, the OFDM-STBC input-output model at the $n$-th subcarrier can be expressed as follows [3]
where the symbols

\[ \hat{U} \]

are chosen from the Alamouti matrix sets formed by

\[ \Lambda \]

and

\[ \Lambda^* \]

is the conjugate of \( \Lambda \). Based on the DSTBC-OFDM model in Eq. (5) and the differential encoding rule in Eq. (1), the received signal blocks \( Z_k(n) \) in the frequency-domain received signal blocks \( Z_k(n) \) are given by

\[ Z_k(n) = \begin{bmatrix} \lambda_1(n) & \lambda_2(n) \\ -\lambda_2^*(n) & \lambda_1^*(n) \end{bmatrix} S_k(n) + \begin{bmatrix} v_1(n) & v_2(n) \\ -v_2^*(n) & v_1^*(n) \end{bmatrix} \hat{V}_k(n) \]

where \( Z_k(n) \) is also an Alamouti matrix given by

\[ Z_k(n) = \begin{bmatrix} z_{2k+1}(n) & z_{2k+2}(n) \\ -z_{2k+2}^*(n) & z_{2k+1}^*(n) \end{bmatrix} . \]

Based on the STBC-OFDM model in Eq. (5) and the differential encoding in Eq. (3), the received signal blocks \( Z_k(n) \) and \( Z_{k+1}(n) \) are defined by

\[ Z_k(n) = \Lambda(n) S_k(n) + V_k(n) , \]

\[ Z_{k+1}(n) = \Lambda(n) S_{k+1}(n) + V_{k+1}(n) \]

\[ = \Lambda(n) S_k(n) U_{k+1}(n) + V_{k+1}(n) . \]

Therefore, the maximum likelihood (ML) decoder for the information matrix \( U_{k+1}(n) \) is given by

\[ \hat{U}_{k+1}(n) = \arg \max_U \{ U^H Z_k^H(n) Z_{k+1}(n) \} , \]

where \( U \) is chosen from the Alamouti matrix sets formed by all possible information matrices.

Starting from the system model in Eqs. (5) and (7), we adopt the time-domain TX-IQI and RX-IQI model defined in [7]. For a given generalized time-domain baseband signal \( b(t) \), the signals that are distorted by the TX-IQI and RX-IQI, denoted by \( b_\alpha(t) \) and \( b_\beta(t) \), respectively, can be expressed as follows

\[ b_\alpha(t) = \alpha b(t) + \beta_\alpha b^*(t) , \]

\[ b_\beta(t) = \alpha_\beta b(t) + \beta_\beta b^*(t) . \]

The parameters \( \alpha, \beta \) and \( \alpha_\beta, \beta_\beta \) are the TX-IQI and RX-IQI parameters, respectively, which are defined by

\[ \alpha = \cos(\phi_t/2) + jg_t \sin(\phi_t/2), \beta = g_t \cos(\phi_t/2) - j \sin(\phi_t/2) , \]

\[ \alpha_\beta = \cos(\phi_r/2) + jg_r \sin(\phi_r/2), \beta_\beta = g_r \cos(\phi_r/2) - j \sin(\phi_r/2) . \]

where \( g_t, \phi_t \) and \( g_r, \phi_r \) are the amplitude and the phase difference between the I and Q branches in the transmitter and receiver ends, respectively. The transmit and receive amplitude imbalances are often denoted in dB as \( 10 \log(1 + g_t) \) and \( 10 \log(1 + g_r) \), respectively. The overall imbalance of a transceiver is measured by the Image Rejection Ratio (IRR), which is defined by

\[ IRR_r(dB) = -10 \log_{10}(\rho_t) = -10 \log_{10}(|\beta_t|^2/|\alpha_t|^2) = -20 \log_{10}(|\beta_t|/|\alpha_t|) \]

and \( IRR_r(dB) = -10 \log_{10}(\rho_t) = -20 \log_{10}(|\beta_t|/|\alpha_t|) \), where \( \rho_t \) and \( \rho_r \) could be equivalently viewed as the normalized interference powers introduced by TX-IQI and RX-IQI, respectively.

In an OFDM system, discarding the samples corresponding to the 1st and \( (N + 1) \)th subcarriers, the effect of the ICI on the \( n \)-th subcarrier of the DSTBC-OFDM received signal is basically introducing ICI from its \( (N - n + 1) \)-th image subcarrier. Based on the STBC-OFDM model in Eq. (7), the frequency-domain received signal blocks \( Z'_k(n) \) and \( Z'_{k+1}(n) \), which are jointly distorted by TX-IQI and RX-IQI, are given by

\[ Z'_k(n) = (A_{1A}A(n) + B_{1B}B(n) \hat{A}(n)) S_k(n) + (A_{2A}A(n) + A_{2B}B(n) \hat{A}(n)) \hat{S}_k(n) + A_{1V}V_k(n) + B_{1V}V_k(n) , \]

\[ Z'_{k+1}(n) = (A_{1A}A(n) + B_{1B}B(n) \hat{A}(n)) S_{k+1}(n) + (A_{2A}A(n) + A_{2B}B(n) \hat{A}(n)) \hat{S}_{k+1}(n) + A_{1V}V_{k+1}(n) + B_{1V}V_{k+1}(n) , \]

where \( \hat{A}(n) = \Lambda^*(N - n + 1) \), \( \hat{V}_k(n) = V_k^*(N - n + 2) \), \( \hat{V}_{k+1}(n) = V_{k+1}^*(N - n + 2) \), \( \hat{U}_{k+1}(n) = U_{k+1}^*(N - n + 2) \) and \( \hat{S}_{k+1}(n) = S_k(n) \hat{U}_{k+1}(n) = S_{k+1}^*(N - n + 2) \). Moreover, the matrices \( A_{1\beta}, B_{1\beta} \) are constructed from the IQI parameters as follows

\[ A_{1\beta}/B_{1\beta} = \begin{bmatrix} \alpha_{1\beta}/\beta_{1\beta} \\ 0 \\ 0 \end{bmatrix} . \]

III. PERFORMANCE ANALYSIS OF DSTBC-OFDM UNDER I/Q IMBALANCE

In this section, we first analyze the impact of TX-IQI and RX-IQI separately on an individual subcarrier in DSTBC-OFDM with M-PSK signaling, and then present the combined effect of TX-IQI and RX IQI on the BER performance. For notation simplicity, we omit the subcarrier index \( n \). In addition, recall that the entries of differentially-encoded matrices \( S_k \) and \( \hat{S}_k \) are sums of numerous products of PSK symbols, for a long input data sequence, we apply the central limit theorem (CLT) to approximate the distributions of the entries.
of \( S_k, S^H_k \tilde{S}_{k+1} \) and \( \tilde{S}^H_k S_{k+1} \) by the uncorrelated zero-mean Gaussian distributions \( S_k \sim \mathcal{CN}(0, 1) \), \( S^H_k \tilde{S}_{k+1} \sim \mathcal{CN}(0, 1) \) and \( \tilde{S}^H_k S_{k+1} \sim \mathcal{CN}(0, \frac{1}{2}) \) with a variance of \( \frac{1}{2} \) to satisfy the power constraint \( S_kS^H_k = \tilde{S}^H_k \tilde{S}_{k+1} = S^H_k S_{k+1} = I \).

On the other hand, after discarding the samples corresponding to the \( 1^{\text{st}} \) and \( (\hat{N} + 1) \)-th subcarriers, we assume that both the STBC block \( S^H(n) \) and the frequency-domain channel response \( \Lambda(n) \) of the desired subcarrier are independent of their counterparts of the image subcarrier, namely, \( \tilde{S}^H(k) \) and \( \Lambda(n) \), respectively [26].

To further simplify the notation, note that according to Eqs. (11) and (12), in the presence of TX-IQI, for each OFDM symbol, the equivalent transmitted signal \( s^I(k, n) = \alpha s^I(k, n) + \beta s^I(k, N - n + 2) \) is a linear combination of two independent random variables whose phases are uniformly distributed. Thus, we can replace the IQI parameters \( \alpha \) and \( \beta \) with their absolute values \( |\alpha| \) and \( |\beta| \), respectively, in our following performance analysis without changing the received signal statistical properties. Similarly, the diagonal entries of the matrix \( \Lambda \) correspond to the DFT of the multi-path CIR whose \( L + 1 \) coefficients follow a zero-mean Gaussian distribution. Thus, the non-zero entries of the diagonal matrix \( \Lambda \) follow a zero-mean Gaussian distribution with unit variance [27]. Hence, the received signal also has a uniformly-distributed phase, and we can also replace the RX-IQI parameters \( \alpha_i \) and \( \beta_i \) with their absolute values \( |\alpha_i| \) and \( |\beta_i| \) in our following performance analysis. Thus, the IQI diagonal matrices \( A, B, A, \) and \( B \) become \( A_{i/r} = |\alpha_{i/r}| I \) and \( B_{i/r} = |\beta_{i/r}| I \), respectively. The accuracy of these assumptions is also supported by the analysis of IQI in OFDM systems in [26, 29], where the impact of the IQI depends only on \( |\alpha_{i/r}| \) and \( |\beta_{i/r}| \).

For the following subsections, we quantify the asymptotic BER floor caused by TX-IQI and RX-IQI and its corresponding equivalent signal-to-noise ratio (SNR) compared to that of the IQI-free system. We also compare the impact of IQI in differential and coherent STBC-OFDM.

### A. DSTBC-OFDM under TX-IQI only

Based on the previous assumptions, the frequency-domain received signals \( Z_k(n) \) and \( Z^I_{k+1}(n) \) in Eqs. (11) and (12), in the presence of only TX-IQI can be expressed as

\[
Z^H_{k, TX} = |\alpha_i| S_k + |\beta_i| \tilde{S}_{k+1} + V_k, \\
Z^H_{k+1, TX} = |\alpha_i| S^H_k \tilde{S}_{k+1} + |\beta_i| S_k \tilde{S}_{k+1} + V_{k+1}.
\]

From Eq. (8), the decoding metric for the ML decoder under TX-IQI is given by

\[
Z^H_{k, TX} Z^H_{k+1, TX} + |\lambda|^2 |\alpha_i|^2 U_{k+1} + V_{TX} + |\lambda|^2 |\alpha_i| |\beta_i| \tilde{S}^H_k S_{k+1} + |\alpha_i| |\beta_i| \tilde{S}^H_k \tilde{S}_{k+1} + |\alpha_i| |\beta_i| \tilde{S}^H_k S_{k+1},
\]

where \( V_{TX} = |\alpha_i|^2 \tilde{S}^H_k U_{k+1} + |\alpha_i| \tilde{S}^H_k \Lambda^H \tilde{S}_{k+1}, \) \( |\lambda|^2 I = \Lambda^H \Lambda = (|\lambda_1^2(n)| + |\lambda_2^2(n)|)I. \) Eq. (15) shows that TX-IQI will distort the transmitted signal by introducing a Gaussian error term to the transmitted signal.

For a given channel realization at the desired subcarrier, the instantaneous BER of the M-PSK symbols in \( \tilde{U}_{k+1} \) is determined by the instantaneous equivalent signal-to-interference-plus-noise ratio (SINR) of \( \tilde{U}_{k+1} \) in the decoding metric [27]. Thus, we derive the average BER of DSTBC-OFDM by averaging the conditional instantaneous BER over the probability distribution function (PDF) of the equivalent SINR.

Asymptotically, it can be proved that when \( \text{IRR} \) is higher than a certain level, TX-IQI will not cause any error floor when \( \text{SNR} \to \infty \) (i.e. \( \sigma^2 \to 0 \)) due to the power constraint on \( \Theta_{TX} \). More specifically, let \( \lambda_{min} \) be the minimum power of the error term that will cause an error in the detection of the M-PSK constellation symbols. TX-IQI will not lead to a non-zero asymptotic BER (i.e. error floor) as \( \text{SNR} \to \infty \) unless \( |\beta_i|/|\alpha_i|=\sqrt{\eta}/\sqrt{2}A_{min}/4 \) (see Appendix A for proof). For a normalized QPSK signal with hard decision, it is easy to calculate that \( \lambda_{min,QPSK} = 1/\sqrt{2} \), which means that if \( \text{IRR}(dB)=20 \log(\lambda_{min}/|\beta_i|) \) is larger than 12.40dB, there will be no error floor for a DSTBC-OFDM system using a QPSK constellation under TX-IQI as \( \text{SNR} \to \infty \). For 8-PSK constellation, we have \( \lambda_{min} = 0.3827 \), which means that a BER floor appears only when \( \text{IRR} \) is smaller than 17.4dB.

First, we derive the asymptotic BER when \( \text{SNR} \to \infty \) (BER floor) under severe TX-IQI, i.e. \( \text{IRR}(dB) < 12.40(dB) \) for QPSK and \( \text{IRR}(dB) < 17.4(dB) \) for 8-PSK. In these cases, since \( S^H_k \tilde{S}_{k+1} \) and \( \tilde{S}^H_k S_{k+1} \) are independent Gaussian matrices, the detection metric in Eq. (15) is given by

\[
Z^H_{k, TX} Z^H_{k+1, TX} + |\lambda|^2 (|\alpha_i|^2 U_{k+1} + \Theta_{TX}),
\]

which is equivalent to transmitting a PSK symbol matrix \( U_{k+1} \) over an AWGN channel. Moreover, based on the assumed independence between the desired subcarriers and their image subcarriers, i.e. \( E\{S^H_k \tilde{S}_{k+1} S_k \tilde{S}_{k+1}\}=0 \), each entry in \( \Theta_{TX} \) is a zero-mean Gaussian random variable whose variance is given by

\[
E_{\Theta_{TX}} = \frac{1}{4} E\{Tr(\Theta_{TX}^H \Theta_{TX})\} = |\alpha_i| |\beta_i|^2.
\]

The asymptotic instantaneous SINR (i.e. \( \sigma^2 \to 0 \)) of the equivalent system in Eq. (16) is

\[
\eta_{TX}^{(a)} = \frac{\text{Tr}[|\alpha_i|^2 U_{k+1}^H U_{k+1}]}{\text{E} \{ \text{Tr}(\Theta_{TX}^H \Theta_{TX}) \}} = \frac{|\alpha_i|^2}{2|\beta_i|^2} = \rho^{-1}_a.
\]

Based on the general relationship between the BER and the instantaneous SINR, denoted by \( \eta_{TX}^{(a)} \), of an M-PSK signal in [27], the asymptotic BER (error floor) under severe TX-IQI, denoted by \( P_{e,TX}^{(a)} \), is given by

\[
P_{e,TX}^{(a)} = \frac{1}{\log_2 M} \text{erfc} \left( \sqrt{\eta_{TX}^{(a)} \sin(\pi/M)} \right) = \frac{1}{\log_2 M} \text{erfc} \left( \sqrt{\rho_a^{-1} \sin(\pi/M)} \right).
\]

The BER floor given in Eq. (19) will only occur under severe TX-IQI, which is \( \text{IRR}(dB) < 12.40(dB) \) for QPSK and \( \text{IRR}(dB) < 17.4(dB) \) for 8-PSK. In other situations, there will be no BER floor caused by TX-IQI and we will
derive an equivalent SINR loss in these situations. Since the
detection of symbols in \(U_{k+1}\) is totally determined by the
detection metric in Eq. (15), the transmitted signal \(U_{k+1}\) could
be viewed as being distorted by the error vector \(\Theta_{TX} =
|\alpha_i|\beta_i|\tilde{S}_{k+1}^H + |\alpha_i|\beta_i|\tilde{S}_{k+1}^H\). Based on the independence
between the desired and image OFDM subcarriers, each entry
in \(\Theta_{TX}\) is a zero-mean Gaussian random variable whose
variance is \(|\alpha_i\beta_i|^2\) as given by Eq. (17).

Hence, to simplify the analysis, as depicted in Fig. 2, the
PSK symbols in \(U_{k+1}\) can be viewed as being distorted by a
zero-mean complex Gaussian random vector \(|\alpha_i\beta_i|\), where \(n'\)
is a standard Gaussian random variable, i.e., \(E\{n'\} = 0\) and
\(E\{|n'|^2\} = 1\). The distance between the distorted symbol
\(u' = u + n'\) and the PSK decision boundaries \(\overline{OA}\) and \(\overline{OB}\)
in Fig. 2, denoted as \(D(u', \overline{OA})\) and \(D(u', \overline{OB})\), respectively,
are changed by \(n'\), which equivalently results in an amplitude
loss \(\varepsilon'\) in the signal amplitude. Further details can be found
in Appendix [2] According to the analysis in Appendix [3] the
equivalent transmitted signal power under the disturbance of
\(n'\) is given by

\[
E_{TX} = |\alpha_i|^4 \left\{ 1 + \sqrt{1 + \cot(\pi/M)^2} \right\} \left( \sqrt{\rho_t} |n'| \right)^2 / 2. \tag{20}
\]

Clearly, the transmitted signal amplitude is affected by a
zero-mean random variable. Since the BER is determined
by the tail of the error function, the random variation in
the transmitted signal power causes more errors. To model
the BER increase, we define the equivalent signal amplitude
loss due to TX-IQI as \(\varepsilon_{TX}\). Since the BER of M-PSK is
approximately proportional to the inverse of the square of
the transmitted signal power [27], thus \(\varepsilon_{TX}\) is chosen to fit
the expectation of the inverse of the square of the transmitted
power. Hence, using Eq. (20), we have

\[
E \left( \frac{1}{E_{TX}^2} \right) = \frac{4}{|\alpha_i|^8} E \left( \frac{1}{(1 + \sqrt{1 + \cot(\pi/M)^2})^2} \right). \tag{21}
\]

Thus, the equivalent amplitude loss \(\varepsilon_{TX}\) should be chosen
to satisfy the following equation

\[
\frac{4}{|\alpha_i|^8 (1 - \varepsilon_{TX})^4} = \frac{4}{|\alpha_i|^8} E \left( \frac{1}{(1 + \sqrt{1 + \cot(\pi/M)^2})^2} \right). \tag{22}
\]

The factor \(4/|\alpha_i|^8\) comes from the amplitude gain
factor \(|\alpha_i|^2/\sqrt{2}\) due to the transmission power normalization
and the presence of IQI. Since \(\varepsilon_{TX}\) is a small real number around 0,
by applying the Taylor expansion \((1 + x)^{-1} \approx 1 - 4x + 10x^2\) to
both sides of Eq. (22) and ignoring the term corresponding to
\(\varepsilon_{TX}\), we derive the approximated amplitude loss due TX-IQI
to be

\[
1 + 4\varepsilon_{TX} \approx E \left( 1 + 4\sqrt{\rho_t} \left( 1 + \cot(\pi/8)^2 \right) |n'| \right) + 10 \left( 1 + \cot(\pi/8)^2 \right) \rho_t |n'|^2
\]

\[
\rightarrow \varepsilon_{TX} = 2.5 (1 + \cot(\pi/M)^2) \rho_t. \tag{23}
\]

Thus, the SINR loss introduced by TX-IQI is

\[
\eta_{loss}(dB) = -20 \log \left( \frac{|\alpha_i|^2}{1 - \varepsilon_{TX}} \right) \approx 20 \varepsilon_{TX} = 50 \left( 1 + \cot(\pi/M)^2 \rho_t. \tag{24}
\]

The effective SINR under TX-IQI \(\eta_{TX}\) becomes

\[
\eta_{TX} = \frac{|\alpha_i|^2 (1 - \varepsilon_{TX})^2 \lambda^2}{4\rho_t^2}. \tag{25}
\]

The equivalent instantaneous interference power is the expected
power of the entries of \(\Theta_{TX}\) for a given channel realization.
Since the frequency-domain channel coefficient \(\lambda\) is a complex Gaussian variable, the term \(|\lambda|^2\) is a Chi-square random variable
with 4 degrees of freedom. Hence, the PDF of \(\eta_{TX}\) can be written as

\[
p(\eta_{TX}) = \frac{16\pi^4}{\log_2 M} |\alpha_i|^8 \sigma^4 \exp \left( \frac{-4\eta_{TX}^2}{|\alpha_i|^4 (1 - \varepsilon_{TX})^2} \right). \tag{26}
\]

Thus, based on the BER expression in Eq. (19), the BER
under TX-IQI, denoted by \(P_e,\), can be averaged over the distribution of the effective SINR \(\eta_{TX}\) under TX-IQI, which is
given by

\[
P_e,\approx \int_0^\infty p(\eta_{TX}) d\eta_{TX} = 0.2 \exp \left( \frac{-7\eta_{TX}}{2 \log_2 M + 1} \right) p(\eta_{TX}) d\eta_{TX}
\]

\[
= 0.2 \left( 1 + \frac{1.75 |\alpha_i|^2 (1 - \varepsilon_{TX})^2}{(1 + M^{-1})^2} \right)^{-2}. \tag{28}
\]

Note that with moderate TX-IQI, the interference due to
TX-IQI leads to an equivalent signal power degradation in the
transmitted signal, which means that its impact does not change
with the noise power, resulting in a constant SINR gap between
the BER curve of an ideal system and that of a TX-IQI-distorted system. This SINR gap is roughly
\(-20 \log(1 - \varepsilon_{TX})\) in dB according to our analysis in Eq. (24).
In addition, the signal amplitude loss \(\varepsilon_{TX}\) shown in Eq. (24)
is determined by both TX-IQI and the size of the signal
constellation. As shown in Eq. (24), under the same TX-IQI
level (i.e. same \(\rho_t\)), the SNR loss due to TX-IQI of 8-PSK
is roughly \(1 + \frac{1 + \cot(\pi/8)^2}{1 + \cot(\pi/4)^2} = 3.4\) times of that of QPSK (in dB),
which confirms that 8-PSK is much more sensitive to TX-IQI
than QPSK.

**B. DSTBC-OFDM under RX-IQI only**

Similar to the case of TX-IQI, the frequency-domain received
signal in the presence of RX-IQI, denoted by
\( Z'_{RX,k} \) and \( Z'_{RX,k+1} \) is given by
\[
Z'_{RX,k} = [r_0^2] A_k + [r_1^2] \tilde{A}_k + [r_2^2] V_k + [r_3^2] \tilde{V}_k,
\]
\[
Z'_{RX,k+1} = [r_0^2] A_k + [r_1^2] \tilde{A}_k + [r_2^2] V_k + [r_3^2] \tilde{V}_k.
\]
From Eq. (8), the decoding metric for the ML decoder under RX-IQI becomes
\[
Z'_{RX,k} Z'_{RX,k+1} = [\lambda^2 / 4] U_{k+1} + V_{RX}
\]
\[
+ \left( \lambda^2 / 4 \right) \left( \bar{S}_k H^H \bar{A}_k + 4 S_k H^H \bar{A}_k \right).
\]
where \( V_{RX} = [r_0^2] A_k + [r_1^2] \tilde{A}_k + [r_2^2] V_k + [r_3^2] \tilde{V}_k \).

The detection of symbols in \( U_{k+1} \) under RX-IQI is determined by the detection metric in Eq. (30). Unlike TX-IQI, the interference term is determined not only by the channel of the desired subcarrier \( \Lambda \), but also by the channel of the image subcarrier \( \tilde{\Lambda} \). In addition, due to our independent assumption between the desired subcarrier and its image subcarrier, we have \( E \{ S_k H^H \bar{A}_k + 4 S_k H^H \bar{A}_k \} = 0 \). Thus, the conditional average power of each entry of the matrix \( \Theta_{RX} \) is given by
\[
E_{\Theta_{RX}} = \frac{1}{4} E \left\{ Tr \left( \Theta_{RX} H^H \Theta_{RX} | \Lambda, \tilde{\Lambda} \right) \right\} = \frac{1}{2} |\alpha_\rho|^2 |\alpha|^2 \lambda^2.
\]
Similarly, the conditional average signal power \( E_S \) and noise power \( E_v \) for a given channel realization can be expressed as follows
\[
E_S = \frac{1}{4} \left\{ Tr \left( U_{k+1} U_{k+1} \right) \right\} = \frac{1}{2} |\alpha_\rho|^4 \lambda^4,
\]
\[
E_v = \frac{1}{4} E \left\{ Tr \left( V_{RX} H^H V_{RX} \right) | \Lambda, \tilde{\Lambda} \right\} = 2 |\alpha_\rho|^4 |\lambda|^2 \sigma^2.
\]
Therefore, the conditional instantaneous SINR of \( U_{k+1} \) in the differential decoding metric for a given channel realization is given by
\[
\eta_{RX} = \frac{E_S}{E_{\Theta_{RX}} + E_v} = \frac{\lambda^2}{2 |\lambda|^2 \rho_\rho + 4 \sigma^2},
\]
where \( \rho_\rho = |\beta|^2 / |\alpha|^2 \). To start with, we analyze the asymptotic performance when SNR \( \rightarrow \infty \). By setting \( \sigma^2 \rightarrow 0 \), the asymptotic equivalent SINR becomes
\[
\eta_{RX}^{(a)} = \lim_{\sigma^2 \rightarrow 0} \eta_{RX} = \frac{\lambda^2}{2 |\lambda|^2 \rho_\rho}.
\]
Since \( \lambda \) and \( \tilde{\lambda} \) are independent complex Gaussian random variables, the ratio of their squared-absolute values, denoted by \( X = |\lambda|^2 / |\tilde{\lambda}|^2 \), follows the F-distribution \( \text{F}(2, 4, 4) \) with a probability density function given by \( p(X) = F(x, 4, 4) \), where \( F(x, b, c) = I_{\frac{1}{2 c}} \left( \frac{b}{2}, \frac{c}{2} \right) \) and \( I \) is the regularized incomplete beta function. It can be proved that \( E(X) = \int_X p(X) dX = 2 \). Hence, the asymptotic average equivalent \( \tilde{\text{SINR}} \) is given by
\[
E \left( \eta_{RX}^{(a)} \right) = \frac{\lambda^2}{2 |\lambda|^2} \frac{1}{2 |\lambda|^2} E(X) = \frac{1}{\rho_\rho} = \text{IRR}_\rho.
\]
noise is negligibly small, the SNR of QPSK modulation is \( \frac{8^{1.9}}{1.4} = 3.55 \) times larger than that of 8PSK modulation, which indicates that the IRR gap for BER floor between QPSK and 8PSK is \( 10 \log (36.55) = 5.5 \) dB. On the other hand, for the IQI-free scenario, the BER \( P_{e,rx} \) in Eq. (41) will be dominated by the SNR level, i.e. \( SNR_{eq} \approx SNR \approx 1/\sigma^2 \). As SNR increases, Eq. (41) clearly shows that the diversity order is two as expected.

C. DSTBC-OFDM under joint TX-IQI and RX-IQI

Following our assumptions in separate TX-IQI and RX-IQI performance analysis, the frequency-domain received signal in the presence of both TX-IQI and RX-IQI, denoted by \( Z'_{TR,k}(n) \) and \( Z'_{TR,k+1}(n) \), is given by

\[
Z'_{TR,k} = (|\alpha_2|\alpha_1^2 + |\beta_1|\beta_2) S_k + (|\alpha_2|\beta_2 + |\alpha_1|\beta_1) \tilde{S}_k + |\alpha_2|V_k + |\beta_1|V_k, \tag{42}
\]

\[
Z'_{TR,k+1} = (|\alpha_2|\alpha_1^2 + |\beta_1|\beta_2) S_{k+1} + (|\alpha_2|\beta_2 + |\alpha_1|\beta_1) \tilde{S}_{k+1} + |\alpha_2|\beta_2 V_{k+1} + |\beta_1|\beta_2 V_{k+1}. \tag{43}
\]

After ignoring the small terms that contain high-order terms of \( |\beta_1| \) or \( |\beta_2| \), the decoding metric could be simplified as

\[
Z'^H_{TR,k} Z'^H_{TR,k+1} = |\lambda|^2 \left( |\alpha_2|\alpha_1^2 U_{k+1} + V_{TR} \right)
+ |\lambda|^2 \left( |\alpha_2|^2 \beta_2 S_k^H \tilde{S}_{k+1} + |\alpha_1|^2 \beta_1 \bar{S}_k^H S_{k+1} \right)
+ |\alpha_2|^2 |\beta_2| \left( \bar{S}_k^H \Lambda^H \tilde{S}_{k+1} + \bar{S}_k^H \tilde{S}_{k+1} \right).
\]

\[
V_{TR} = |\alpha_2|^2 \bar{S}_k^H \tilde{S}_{k+1} + |\alpha_2|^2 |\beta_2| \Lambda^H \tilde{S}_{k+1}. \tag{44}
\]

Since \( \Theta_{TX} \) and \( \Theta_{RX} \) are uncorrelated zero-mean random variables, the interference mechanism under joint TX-IQI and RX-IQI is the direct combination of each distortion. By applying a similar analysis to what we did in Subsections III-A and III-B, the instantaneous SINR in the presence of both TX-IQI and RX-IQI is given by

\[
\eta_{TR} = \frac{|\alpha_2|^2 (1 - \varepsilon_{TX}) \lambda^2}{4|\alpha_1|^2 \sigma^2 + (|\alpha_1|^2 \alpha_2^2 \rho_r)}
= \frac{(1 - \varepsilon_{TX}) \lambda^2}{4|\alpha_1|^2 \sigma^2 + \rho_r}
\approx \frac{(1 - \varepsilon_{TX}) \lambda^2}{4|\alpha_1|^2 \sigma^2 + \rho_r}. \tag{45}
\]

Similarly, \( \eta_{RX} \) is a Chi-square random variable with 4 degrees of freedom and the BER could be straightforwardly derived by replacing the noise power term in Eq. (27) and (28) as \( \sigma^2 \to (\sigma^2 + \rho_r) \). Note that since RX-IQI causes much more BER degradation than TX-IQI, the combined effect of TX-IQI and RX-IQI is mainly determined by the level of RX-IQI. However, this does not mean compensation of TX-IQI is less important than that of RX-IQI, because as we will discuss in the next section, TX-IQI degrades the estimation accuracy of RX-IQI.

D. Comparison with Coherent Detection

In this subsection, we compare the effect of TX-IQI and RX-IQI in differential detection with that in coherent detection. For coherent detection, the information block \( U_{k+1}(n) \) is directly transmitted (we remove the index \( k + 1 \) and \( n \) for notational simplicity). The received signal block under the TX-IQI, denoted by \( Z'_{TX,coh} \), and that under the RX-IQI, denoted by \( Z'_{RX,coh} \), become

\[
Z'_{TX,coh} = |\alpha_2| U + |\beta_2| \tilde{U} + \lambda V, \tag{46}
\]

\[
Z'_{RX,coh} = |\alpha_2| U + |\beta_2| \tilde{U} + |\alpha_1| V + |\beta_1| \tilde{V}. \tag{47}
\]

Assuming that the receiver has perfect CSI, the coherent detection process at the receiver can be expressed as

\[
\hat{U}_t(n) = \arg \max_U \left\{ U^H \Lambda^H Z'_{TX,coh} \right\}, \tag{48}
\]

\[
\hat{U}_r(n) = \arg \max_U \left\{ U^H \Lambda^H Z'_{RX,coh} \right\}. \tag{49}
\]

Comparing Eq. (48) and Eq. (49) with the detection metric in Eq. (15) and Eq. (50), for the case of IQI-free system (i.e. \( \alpha_1 = 1 \) and \( \beta_2 = 0 \)), the noise power is half of its value in differential detection, which leads to a 3dB loss in SNR as observed in [6].

In the case of TX-IQI, the power of the error term caused by TX-IQI, denoted by \( E_{\Theta,TX} \), normalized with respect to the signal power \( |\alpha_1|^2 \) in coherent detection under TX-IQI, is given by

\[
E_{\Theta,TX} = \frac{1}{4} E \{ \varepsilon_T(\Theta_{TX}^H)^H \Theta_{TX} \}
= \frac{1}{2} \frac{\beta_2}{\alpha_1^2} \sigma^2 + \frac{1}{2} \frac{\beta_2}{\alpha_1^2} \rho_r. \tag{50}
\]

Eq. (50) is half of the normalized power of the TX-IQI error term in the differential case, i.e. \( E_{\Theta,TX}/|\alpha_1|^4 = \frac{1}{2} \frac{\beta_2}{\alpha_1^2} \sigma^2 + \frac{1}{2} \frac{\beta_2}{\alpha_1^2} \rho_r \). Note that since RX-IQI causes much more BER degradation than TX-IQI, the combined effect of TX-IQI and RX-IQI is mainly determined by the level of RX-IQI. However, this does not mean compensation of TX-IQI is less important than that of RX-IQI, because as we will discuss in the next section, TX-IQI degrades the estimation accuracy of RX-IQI.

\[
\eta_{RX,c} = \frac{|\lambda|^2}{|\sigma|^2 \rho_r + 2 \sigma^2}, \tag{51}
\]

whose power is also half of its value in differential detection per Eq. (33). The reason for the halved interference power in the coherent case is that, in both the TX-IQI and RX-IQI cases, a doubled interference power will be introduced to the detection SINR because both the previous block and current block are affected by interference due to TX-IQI or RX-IQI in differential detection, while in coherent detection we assume perfect CSI of the IQI-free system. Thus, the BER of coherent detection can be obtained by setting both the noise power \( \sigma^2 \) and the IQI interference power \( \rho_r \) in the BER expression of differential detection as \( \sigma^2 \to \sigma^2/2 \), \( \rho_r \to \rho_r/2 \) and \( \rho_r \to \rho_r/2 \), where \( \sigma^2, \rho_r, \rho_r \) are the noise power, TX-IQI and RX-IQI interference power of
the coherent detection system, respectively. Equivalently, we can say that under the same noise power and transceiver IQI levels, the performance gap between differential and coherent STBC detection consists of a 3dB loss in SNR and also a 3dB loss in IRR in differential detection.

IV. IQI Estimation and Compensation Algorithm in DSTBC-OFDM

A. Widely-linear (WL) Compensation

The frequency-domain IQI-distorted received signals in Eqs. (11) and (12) can be expressed in the widely-linear equivalent form as follows

\[
\begin{bmatrix}
Z'_k(n) \\
Z''_k(n)
\end{bmatrix} = \Phi(n) \begin{bmatrix}
S_k(n) \\
\bar{S}_k(n)
\end{bmatrix} + 
\begin{bmatrix}
A, V_k(n) + B, \bar{V}_k(n) \\
A, V_k(n) + B, \bar{V}_k(n)
\end{bmatrix}.
\]

(52)

\[
\begin{bmatrix}
Z'_{k+1}(n) \\
Z''_{k+1}(n)
\end{bmatrix} = \Phi(n) \begin{bmatrix}
\bar{S}_{k+1}(n) \\
\bar{S}_{k+1}(n)
\end{bmatrix} + 
\begin{bmatrix}
A, V_{k+1}(n) + B, \bar{V}_{k+1}(n) \\
A, V_{k+1}(n) + B, \bar{V}_{k+1}(n)
\end{bmatrix},
\]

where \(S_{k+1}(n) = \bar{S}_k(n)U_{k+1}(n)\) and

\[
\Phi(n) = \begin{bmatrix}
A, A, A(n) + B, B, \bar{A}(n) \\
A, A, A(n) + B, B, \bar{A}(n)
\end{bmatrix}
\]

(53)

\[
\begin{bmatrix}
A, A, A(n) + B, B, \bar{A}(n) \\
A, A, A(n) + B, B, \bar{A}(n)
\end{bmatrix}.
\]

(54)

Hence, the 2 × 2 STBC transmitted data matrices \(\hat{S}_k(n)\) and \(\bar{S}_k(n)\) corresponding to the \(n\)-th and \((N + 2 - n)\)-th subcarrier of the \((2k + 1)\)-th and \((2k + 2)\)-th OFDM symbols, respectively, can be jointly recovered as follows

\[
\begin{bmatrix}
\hat{S}_k(n) \\
\bar{S}_k(n)
\end{bmatrix} = \begin{bmatrix}
\Gamma_{11}(n) & \Gamma_{12}(n) \\
\Gamma_{21}(n) & \Gamma_{22}(n)
\end{bmatrix} \begin{bmatrix}
Z'_k(n) \\
Z''_k(n)
\end{bmatrix}.
\]

(55)

In the absence of noise, the transmitted symbols can be perfectly recovered when \(\Gamma(n) = \Phi^{-1}(n)\). However, since CSI is unknown in DSTBC-OFDM, it is not possible to invert \(\Phi(n)\). Thus, a new strategy is needed to estimate and compensate IQI in DSTBC-OFDM. Unlike coherent systems, we do not need to recover the exact transmitted signal, instead, we only need to ensure that the differential encoding relationship in Eq. (1) is still satisfied by the adjacent data blocks. However, by examining Eqs. (11) and (12), we find that the differential encoding relationship no longer holds in the presence of IQI even without noise, i.e.

\[
\begin{bmatrix}
Z'_{k+1}(n) \\
Z''_{k+1}(n)
\end{bmatrix} \neq \begin{bmatrix}
Z'_k(n)U_{k+1}(n) \\
Z''_k(n)\bar{U}_{k+1}(n)
\end{bmatrix}.
\]

(56)

It can be verified that the necessary condition to satisfy this relationship is given by

\[
\Gamma(n)\Phi(n) = \begin{bmatrix}
H_1 & 0_{2 \times 2} \\
0_{2 \times 2} & H_2
\end{bmatrix},
\]

(57)

where \(H_i (i = 1, 2)\) are non-unique Alamouti matrices that are related to the channel and IQI parameters. Hence, the following relations must hold

\[
\begin{align*}
\Gamma_{11}(A, B, A(n) + A, B, \bar{A}(n)) + \Gamma_{12}(A, A, A(n) + B, B, \bar{A}(n)) &= 0, \\
\Gamma_{21}(A, A, A(n) + B, B, \bar{A}(n)) + \Gamma_{22}(A, A, A(n) + B, B, \bar{A}(n)) &= 0.
\end{align*}
\]

(58)

Since any non-zero matrix \(\Gamma(n)\) which satisfies the relations in Eq. (58) satisfies the differential encoding property, we set \(\Gamma_{11} = \Gamma_{22} = I\) for simplicity. Thus, we only need to satisfy the following condition

\[
\Gamma_{12} = \bar{\Gamma}_{21} = \Gamma_c(n)
\]

\[
= - (A, B, A(n) + A, B, \bar{A}(n))(A, A, \bar{A}(n) + B, B, \bar{A}(n))^{-1}.
\]

(59)

Eq. (59) shows that \(\Gamma_c(n)\) varies across the subcarriers. Hence, the recovered transmitted data matrices \(\hat{S}_k(n)\) and \(\bar{S}_k(n)\) can be re-formulated as follows

\[
\begin{bmatrix}
\hat{S}_k(n) \\
\bar{S}_k(n)
\end{bmatrix} = \begin{bmatrix}
I & \Gamma_c(n) \\
\bar{\Gamma}_c(n) & I
\end{bmatrix} \begin{bmatrix}
Z'_k(n) \\
Z''_k(n)
\end{bmatrix}.
\]

(60)

Similarly, the recovered 2 × 2 STBC transmitted data matrices \(\hat{S}_{k+1}(n)\) and \(\bar{S}_{k+1}(n)\) corresponding to the \((2k + 1)\)-th and \((2k + 2)\)-th OFDM symbols using Eq. (52) can be expressed as follows

\[
\begin{bmatrix}
\hat{S}_{k+1}(n) \\
\bar{S}_{k+1}(n)
\end{bmatrix} = \begin{bmatrix}
I & \Gamma_c(n) \\
\bar{\Gamma}_c(n) & I
\end{bmatrix} \begin{bmatrix}
Z'_{k+1}(n) \\
Z''_{k+1}(n)
\end{bmatrix}.
\]

(61)

Since there is no training phase in differential transmission, the estimation of the parameter \(\Gamma_c(n)\) to compensate IQI at the \(n\)-th OFDM subcarrier can only be done based on the received signal. We propose a decision-directed algorithm to estimate the compensation parameter \(\Gamma_c(n)\). A least-mean-squares estimation of the compensation matrix \(\Gamma_c(n)\) can be realized as follows

\[
\Gamma_c(n) = \arg \min_{\Gamma_c(n)} E \left\{ \| Z'_{k+1}(n) + \Gamma_c(n)Z''_{k+1}(n) - (Z'_k(n) + \Gamma_c(n)Z''_k(n))U_{k+1}(n) \|^2 \right\}
\]

\[
= \arg \min_{\Gamma_c(n)} E \left\{ \frac{\| Z'_{k+1}(n) - Z'_k(n)U_{k+1}(n) \|^2}{\Xi_k(n)} \right\}.
\]

(62)

The matrices \(\Xi_k(n)\) and \(\Delta_k(n)\) defined above have the orthogonal Alamouti structure. Thus, the estimation can be simplified by considering only the 1\(st\) columns of \(\Xi_k(n)\) and \(\Delta_k(n)\). Thus, Eq. (62) can be simplified as follows

\[
\Gamma_c(n) = \arg \min_{\Gamma_c(n)} E \left\{ \| [\Xi_k(n)]_{1,1} [\Xi_k(n)]_{2,1}^T \|^2 + \Gamma_c(n) [\Delta_k(n)]_{1,1} [\Delta_k(n)]_{2,1}^T \|^2 \right\},
\]

(63)

where \([\Xi_k(n)]_{1,1} [\Xi_k(n)]_{2,1}^T\) are the elements of the 1\(st\) column of the matrix \(\Xi_k(n)\) and \([\Delta_k(n)]_{1,1} [\Delta_k(n)]_{2,1}^T\) are the elements of the 1\(st\) column of the matrix \(\Delta_k(n)\).

Moreover, since \(\Gamma_c(n)\) is also an Alamouti matrix as shown in Eq. (59), we define the elements in \(\Gamma_c(n)\) as

\[
\Gamma_c(n) = \begin{bmatrix}
\gamma_1(n) & \gamma_2(n) \\
-\bar{\gamma}_2(n) & \gamma_1(n)
\end{bmatrix}.
\]

(64)

After some simple manipulation, Eq. (63) can be further
simplified to
\[
\gamma(n) = \arg \min E \left( \left[ \begin{array}{c} \Xi(n)_{1,1} \\ \Xi(n)^*_{2,1} \end{array} \right]^T \right) \xi(n) + \gamma(n) \left[ \begin{array}{cc} \Delta(n)_{1,1} & \Delta(n)^*_{2,1} \\ \Delta(n)_{2,1} & \Delta(n)^*_{1,1} \end{array} \right] \Xi(n)^*_{2,1} \right)^2 + \gamma(n)^2 \Delta(n)_{1,1} \Xi(n)^*_{2,1} \right)^2 .
\] (65)

We use the adaptive Recursive Least-Squares (RLS) algorithm to iteratively estimate \( \gamma(n) \). We define \( \gamma_m(n) \) to be the estimated compensation vector for the \( n \)-th subcarrier \( \gamma(n) \) after \( m \) – 1 iterations. Then, the \( m \)-th RLS iteration can be expressed as
\[
e_m(n) \triangleq \xi(n) + \gamma_{m-1}(n) \delta(n),
\gamma_m(n) \triangleq \gamma_{m-1}(n) + k_{m} e_m(n),
\]
where \( k_m = P_m^{-1} \delta(n)^H / (\mu + \delta(n)^H P_m^{-1} \delta(n)) \) and \( P_m = \frac{1}{\mu} (P_m - k_m \delta(n)^* P_m - 1) \). Also, the vector \( \xi(n) \) is defined in Eq. (63) and vector \( \delta(n) \) is chosen from the 1st and 2nd columns of \( \Delta(n) \) defined in Eq. (65). In addition, \( \mu \) is the RLS adaptation step size.

1) Special Case 1: Estimation and Compensation for the RX-IQI-only Case: In this subsection, we discuss a special case when there is no or negligible TX-IQI, i.e., \( A_t \approx I \) and \( B_t \approx 0 \). Consequently, the compensation matrix \( \Gamma_{c} \) in Eq. (59) reduces to the diagonal matrix
\[
\Gamma_{12} = \Gamma_{21} = -B_r (A_r^*)^{-1} \Xi = \left[ \begin{array}{cc} \gamma_r & 0 \\ 0 & \gamma_c \end{array} \right],
\]
which is independent of the subcarrier index (and also the wireless channel) and determined by a single scalar \( \gamma_r \). Thus, all subcarriers over all OFDM symbols have the same compensation matrix. To estimate this matrix, we only need to estimate a scalar \( \gamma_r \) and this is similar to [17] and [22] which discuss RX-IQI compensation. Consequently, by setting \( \gamma = \left[ \gamma_r, 0 \right] \), after some manipulation, the estimator in Eq. (65) can be simplified to
\[
\gamma_r = \arg \min \gamma_r E \left( ||\Xi(n)||^2_{1,1} ||\Xi(n)^*||^2_{2,1} \right),
\]
which becomes a scalar estimation problem. On the other hand, since the compensation estimate is the same for all the subcarriers, the adaptive estimation of \( \gamma_r \) should be done not only along the time direction, but also in the frequency-domain along adjacent subcarriers, thus the convergence speed is notably enhanced.

To summarize, the RLS algorithm recursions to iteratively estimate \( \gamma_r \) are given by
\[
e_m(n) \triangleq \xi(n) + \gamma_{r,m-1}(n) \delta(n),
\gamma_{r,m} \triangleq \gamma_{r,m-1} + k_{m} e_m(n),
\]
where the scalar \( k_m \) is defined by \( k_m = P_{m-1}^{-1} \delta(n)^* / (\mu + \delta(n)^* P_{m-1} \delta(n)) \) and \( P_m = P_{m-1}^{-1} \delta(n)^* P_{m-1} \delta(n) \). The scalar \( \gamma_{r,m-1} \) is the estimated compensation parameter \( \gamma_r \) after \( m - 1 \) iterations and the set \( (\xi(n), \delta(n)) \) is chosen from the available set \( \{ (\Xi_k(n)_{1,1}, [\Delta_k(n)_{1,1}], (\Xi_k(n)^*_{2,1}, [\Delta_k(n)^*_{2,1}]) \} \) defined in Eq. (62).

2) Special Case 2: SNR Degradation after Compensation for the TX-IQI-only case: TX-IQI happens before noise and we are compensating IQI based on noisy symbols. Hence, in the presence of TX-IQI (assumed no RX-IQI), an inevitable noise amplification will be introduced to the compensated symbol even with perfect estimation of \( \Gamma_r(n) \), i.e., \( \Gamma_r(n) = (|\beta_l| A_l(n)) / (|\alpha_l| A_l(n)) - 1 \approx \Gamma_{TX} \). From Eqs. (59) and (60), by replacing the TX-IQI parameters with their absolute values, the received signal after the TX-IQI compensation in the absence of noise is given by
\[
\hat{S}_{k,TX}(n) = Z_{k,TX} + \Gamma_{TX} Z_{k,TX} = \alpha_l|A_l(n)| S_{k}(n) + \Gamma_{TX}(n) (|\beta_l| A_l(n)) S_{k}(n) - \alpha_l(1 - \rho_l) A_l(n) S_{k}(n),
\]
which shows that the signal power is reduced by a factor of \( |\alpha_l|^2 (1 - \rho_l) \). On the other hand, the noise term in Eq. (52) after perfect compensation becomes
\[
V_{k,TX} = V_k + \Gamma_{TX} V_k = V_k - (|\beta_l| A_l(n) |\alpha_l| A_l(n)^{-1} V_k.
\]
Since the noise samples in the mirror subcarriers \( V_{k,TX} \) and \( V_{k,TX} \) are independent zero-mean Gaussian distributed, the noise power after compensation is
\[
E(Tr(V_{k,TX}^H V_{k,TX})/4) = E(Tr(V_k^H V_k^H)) = E(Tr(V_k^H V_k^H)) = (1 + 2\rho_l) \sigma^2.
\]
where we use the fact given before Eq. (35) that the ratio of the channel gains \( E(\Gamma_{TX}^H \Gamma_{TX}) = \rho_l E(\Gamma_{TX}^H \Gamma_{TX}) = 2\rho_l \). Eq. (72) shows that even with perfect compensation, the noise power will be amplified by the factor \((1 + 2\rho_l) \), which is more than the SNR degradation factor of \( |\alpha_l|^2 (1 - \rho_l) \approx (1 - 2\rho_l) \) when a perfect compensation matrix is used.

B. Parameter-based (PB) Estimation in the presence of TX-IQI under High-mobility

In Subsection [4], the compensation matrix for each OFDM subcarrier is estimated independently. In the presence of TX-IQI, the compensation matrix is determined by both the TX-IQI parameters and the CIR. However, in high-mobility scenarios, the compensation performance will be significantly degraded. This degradation is mainly caused by two factors: the first factor is the ICI introduced by the Doppler effect. Both an IQI-free system and an IQI-compensated system suffer from this degradation. The second factor is that the compensation matrix changes with the time-varying channel thus the adaptive estimation works on a non-stationary basis, where an extra “lag error” is introduced. We concentrate on the latter factor because it creates an SNR degradation gap between the performance of the IQI-compensated system and the IQI-free system. Note that in the presence of TX-IQI and high mobility, it is possible to not totally eliminate the lag error.
brought by the non-stationarity. However, an estimation with faster convergence rate can reduce the degradation caused by the lag error because it suffers less from the accumulated non-stationarity errors during its estimation process. Hence, if we could enhance the convergence rate of the adaptive estimation algorithm, better performance could be obtained in a fast fading scenario. A straightforward approach to improve the convergence rate is to reduce the forgetting factor of RLS estimation but at the price of robustness against noise.

In this subsection, we present an extension of the compensation algorithm in Subsection [V-A] that enhances the convergence speed by jointly estimating the compensation matrix of a subcarrier and its image subcarrier with the help of the IQI parameters. The joint estimation improves the convergence speed because we now have only one compensation matrix to estimate over two subcarriers thus the convergence speed is doubled. Additionally, we will also show how to estimate the TX-IQI and RX-IQI parameters needed in the estimation.

1) Connection between Compensation Matrices of Image Subcarriers: According to Eq. (59), the compensation matrix for the image subcarrier is given by

\[\Gamma_c(n) = -\left(A, B, \bar{\Lambda}(n) + \bar{A},r\right)\bar{\Lambda}(n)\bar{\Lambda}(n)^{-1} \approx -\left(A, B, \bar{\Lambda}(n) + \bar{A},r\right)\bar{\Lambda}(n)^{-1} + \bar{B}, (\bar{\Lambda}_1)^{-1}.\]

Similarly, the compensation matrix for the image subcarrier, denoted as \(\bar{\Gamma}_c(n)\), is given by

\[\bar{\Gamma}_c(n) \approx -\left(\bar{A}, B, \bar{\Lambda}(n)\Lambda(n)^{-1} + \bar{B}, (\Lambda_1)^{-1}.\]

2) Estimation of the TX-IQI and RX-IQI Parameters: In the remainder of this section, we assume that the compensation matrices of Subcarrier \(n\) and its image subcarrier, i.e., \(\Gamma_c(n)\) and \(\bar{\Gamma}_c(n)\), are already estimated by the algorithm described in Subsection [V-A]. Theoretically, when \(\Gamma_c(n)\) and \(\bar{\Gamma}_c(n)\) are already known, according to Eq. (75), the IQI parameters could be straightforwardly estimated by solving the following optimization problem

\[\gamma_t, \gamma_r = \arg\min\left|\Gamma_c(n) - \Gamma_r - (\Gamma_c(n) - \Gamma_r)^*\right|^{-1} \Gamma_t^2.\]

Note that the TX-IQI and RX-IQI parameters are often treated as time-invariant parameters because they change very slowly with time. Hence, the convergence speed of the IQI parameter estimation process is not an important issue any more. However, since Eq. (75) involves inverting a matrix, although it enjoys an Alamouti structure, it is still very complicated to solve the optimization problem directly. As a result, we estimate the RX-IQI parameter \(\gamma_r\) in an alternative way and then simplify the cost function before estimating the TX-IQI parameter \(\gamma_t\). Recall that \(\Gamma_c(n)\) could be written as

\[\Gamma_c(n) = \Gamma_r - A, B, A,\bar{\Lambda}(n)\bar{\Lambda}(n)^{-1} - (A,\bar{A},r)\]

and the term \(n_{TX} = -A, B, A,\bar{\Lambda}(n)\bar{\Lambda}(n)^{-1} - (A,\bar{A},r)\), which is introduced by TX-IQI, can be treated as zero-mean noise. Thus, \(\Gamma_c(n)\) can be regarded as a noisy version of \(\Gamma_r\). However, since the power of term \(n_{TX}\) could be equally strong or even stronger than \(\Gamma_r\), direct estimation of \(\Gamma_r\) based on \(\Gamma_c(n)\) can be of poor accuracy even when enough samples of \(\Gamma_c(n)\) are collected. Fortunately, the power of interference term \(n_{TX}\), denoted as \(E_{n_{TX}}\), can be well predicted and it allows us to use a weighted estimator to improve accuracy.

Define \(\kappa(n)\) as the ratio of the received signal matrix power in Subcarrier \(n\) and that of its image subcarrier, i.e.,

\[\kappa(n) = \frac{|\bar{Z}_r(n)|^2}{|Z_r(n)|^2}.\]

Since the IQI terms are generally small and the transmitted signal is normalized, we have

\[\kappa(n) \approx \frac{|\Lambda(n)\bar{\Lambda}(n)|^2}{E_{n_{TX}} |\Lambda(n)\bar{\Lambda}(n)|^2}.\]

Thus, for a given subcarrier, a smaller \(\kappa(n)\) indicates that the RX-IQI compensation parameters are more dominant in \(\Gamma_c(n)\) and result in a more reliable observation of \(\Gamma_r\) or \(\gamma_r\). Hence, after simplifications based on the diagonal Alamouti structure of \(\Gamma_c(n)\), \(\gamma_r\) can be estimated by a weighted adaptive estimation as follows

\[\gamma_r = \gamma_r + \mu_r \kappa(n) \left(\Gamma_c(n)\right)_{11} - \gamma_r\]

where \(\mu_r\) is the step size for RX-IQI parameter estimation. After \(\gamma_r\) is obtained, the matrices \(\Gamma_c(n) - \Gamma_r\) and \(\bar{\Gamma}_c(n) - \Gamma_r\) become known matrices. Define \(\omega_1 = [\omega_{11}, \omega_{12}]\) and \(\omega_2 = [\omega_{21}, \omega_{22}]\), which are the first rows of \(\Gamma_c(n) - \Gamma_r\) and \([\Gamma_c(n) - \Gamma_r]^{-1}\), respectively. Since \(\Gamma_c(n) - \Gamma_r\) and \([\Gamma_c(n) - \Gamma_r]^{-1}\) are Alamouti matrices and \(\Gamma_r\) is a diagonal Alamouti matrix, Eq. (76) can be simplified to

\[\gamma_r = \arg\min\left|\omega_{11}, \omega_{12}\right| - \left|\gamma_t, \omega_{12}\right| \gamma_t \omega_{12}\]

The optimization problem in Eq. (81) can be adaptively solved by a simple recursive estimation of \(A_{12}^{(n)} = |\gamma_t|^2\) and \(\phi_{12}^{(n)} = \gamma_t^2 / |\gamma_t|^2\) as follows

\[A_{12} = A_{12}^{(n-1)} - \mu_a \nabla_1, A_{22} = A_{22}^{(n-1)} - \mu_b \nabla_2, \]

\[\phi_{12} = \phi_{12}^{(n-1)} - \mu_b \nabla_3, \phi_{22} = \phi_{22}^{(n-1)} / \phi_{22}^{(n-1)},\]

where \(\nabla_1 = 2A_{12}^{(n-1)}|\omega_{12}|^2 - 2\Re\{\omega_{12}\omega_{22}\}, \nabla_2 = 2A_{12}^{(n-1)}|\omega_{22}|^2 - 2\Re\{\omega_{21}\omega_{22}\phi_{12}^{(n-1)}\}, \nabla_3 = -2\omega_{12}\omega_{22}A_{12}^{(n-1)}\phi_{22}^{(n-1)}\), \(\mu_a\) and \(\mu_b\) are the step sizes for the estimation of the modulus and phase of the TX-IQI parameter, respectively.

Note that, although it is beyond the scope of this paper, in some applications, there is a feedback link from the receiver to the transmitter. In this case, an easy but effective way to compensate the TX-IQI is to estimate TX-IQI parameter \(\gamma_t\) at the receiver and then send it back to the transmitter. After that, the TX-IQI could be eliminated by applying a simple linear pre-distortion compensation at the transmitter, where \(b(n)\) is
3) PB estimation: After the TX-IQI and RX-IQI parameters are estimated, Eq. (75) can be used to jointly estimate the compensation matrices $\bar{\Gamma}_c(n)$ and $\bar{\Gamma}_r(n)$. To simplify our notation, we assume that the RX-IQI is already compensated with the estimated parameter $\gamma_r$ by applying it to the compensation matrix in Eq. (67). As a result, according to Eq. (75), the TX-IQI compensation matrices should satisfy
\[
\bar{\Gamma}_c(n) = \Gamma_t \left[ (\Gamma_c(n))^{-1} \right]^{-1} \Gamma_t,
\]
which is equivalent to
\[
\begin{bmatrix}
(\bar{\Gamma}_c(n))_{1,1} = |\gamma_r|^2 (\Gamma_c(n))_{1,1}^{-1}, \\
(\bar{\Gamma}_c(n))_{1,2} = |\gamma_r|^2 (\Gamma_c(n))_{1,2}^{-1}, \\
(\bar{\Gamma}_c(n))_{2,1} = |\gamma_r|^2 (\Gamma_c(n))_{2,1}^{-1}, \\
(\bar{\Gamma}_c(n))_{2,2} = |\gamma_r|^2 (\Gamma_c(n))_{2,2}^{-1}\end{bmatrix}.
\]

Note that $\Gamma_c(n)$ is a 2-by-2 Alamouti matrix; therefore, it is very simple to calculate its inverse matrix. To estimate $\Gamma_c$ for a given pair of Subcarriers $n$ and $N - n + 2$, we first choose one of the two subcarriers and denote it by Subcarrier $n^\dagger$. To obtain better performance, the choice of $n^\dagger$ should not be arbitrary. If we start by estimating $\Gamma_c(n^\dagger)$, the estimation process will be ended by calculating the compensation matrix $\Gamma_c(n^\dagger)$ with the inverse of $\Gamma_c(N - n^\dagger + 2)$, which implies that a larger $\Gamma_c(N - n^\dagger + 2)$ is more robust to the noise and less error will be introduced by its inverse. Consequently, we choose $n^\dagger$ in order to have a larger power of $\Gamma_c(N - n^\dagger + 2)$. According to Eq. (75), the power $\Gamma_c(n)$ can be predicted by $\kappa(n)$. Hence $n^\dagger$ can be chosen as
\[
n^\dagger = \begin{cases}
  n & \text{if } \kappa(n) = 1, \\
  N - n + 2 & \text{otherwise}.
\end{cases}
\]

After $n^\dagger$ is determined, $\Gamma_c(n^\dagger)$ is estimated by Eq. (66) and the symbols in Subcarriers $n^\dagger$ and $\Gamma_c(N - n^\dagger + 2)$ are then calculated with $\Gamma_c(n^\dagger)$ using Eq. (66). After that, $\Gamma_c(N - n^\dagger + 2)$ is updated again using Eq. (66) with the data in Subcarrier $N - n^\dagger + 2$. Finally, $\Gamma_c(n^\dagger)$ is calculated using Eq. (83) with the updated $\Gamma_c(n^\dagger)$. Therefore, the compensation matrices $\bar{\Gamma}_c(n^\dagger)$ and $\bar{\Gamma}_c(N - n^\dagger + 2)$ are updated twice within one DSTBC-OFDM block and the convergence speed is thus doubled. In addition, since the PB estimation process requires knowledge of the IQI parameters which must be estimated using the WL estimation, it may seem that two different algorithms must be implemented in the receiver. However, the estimation mechanisms of the two algorithms are highly overlapped. In fact, the major difference between them lies only in the estimation of the IQI parameters, which is basically a one-time operation because the IQI parameters are almost time-invariant and once they are estimated, they would be valid for a long period of time.

Assume that the first $N_{ini}$ received symbols are used for estimating the IQI parameters, the PB estimation and compensation algorithm is summarized in Algorithm 1.

Algorithm 1 the PB estimation and compensation

Input: $Z^r(n)$, $Z^l(n)$, $t = 0$
Output: $\hat{S}(n), \tilde{S}(n)$
1) if $t \leq N_{ini}$
2) update $\Gamma_t(n)$ and $\Gamma_c(n^\dagger)$ using Eq. (66);
3) update $\gamma_l$ and $\gamma_r$ using Eqs. (80) and (81);
4) else
5) determine $n^\dagger$ using Eq. (85);
6) update $\Gamma_c(n^\dagger)$ using Eq. (66);
7) calculate $\Gamma_c(N - n^\dagger + 2)$ using Eq. (84);
8) update $\Gamma_c(N - n^\dagger + 2)$ using Eq. (66);
9) calculate $\Gamma_c(n^\dagger)$ using Eq. (83);
10) end if
11) compensate IQI using Eq. (60);
12) $t = t + 1$, move on to next subcarrier.

V. NUMERICAL RESULTS

The system parameters are almost similar to [11]. The transmitter sends QPSK and 8-PSK modulated symbols over a bandwidth of 5MHz and the carrier frequency is 2.5GHz. The number of OFDM subcarrier is set to 64. The slow-fading channel model used is a Rayleigh fading channel with equal-power CIR taps. We also examined the performance of the proposed blind IQI compensation algorithm in a fast-fading channel, where the ITU Vehicular channel A (ITU-VA) model is adopted. The mobile speed is 200km/h for fast fading, corresponding to a maximum Doppler shift of 463Hz. Two levels of TX-IQI and RX-IQI are considered in our simulation, which are moderate IQI with amplitude imbalance $\kappa_{t/r}(dB) = 0.5$dB, phase imbalance $\phi_{t/r} = 3^\circ$, and severe IQI with $\kappa_{t/r} = 1$dB, $\phi_{t/r} = 5^\circ$, resulting in a transmitter/receiver IRR of 11.6dB and 18dB, respectively. For both the WL estimation and PB estimation algorithms, the forgetting factor of RLS algorithm $\mu$ is set to 0.9. In the PB estimation, the first 1300 DSTBC-OFDM symbols (650 DSTBC-OFDM Alamouti codewords) are used to estimate the TX-IQI parameter $\gamma_t$ and RX-IQI parameter $\gamma_r$. The step size for estimation of the amplitude of TX-IQI parameter, the phase of the TX-IQI parameter and the RX-IQI parameter are set to $\mu_a = 0.0005$, $\mu_b = 0.005$, $\mu_r = 0.0001$, respectively.

Fig. 3 shows the analytical and closed-form BER of QPSK and 8PSK in the presence of TX-IQI in Eq. (27) and Eq. (28), and compares them with the simulated BER. The TX-IQI in simulation is set as the moderate case with $\kappa_t(dB) = 0.5$dB, $\phi_t = 3^\circ$. The analytical BER of QPSK matches the simulated
BER while a small gap is observed in the 8PSK case. The gap is due to both the inaccuracy in modeling severe TX-IQI for the high SINR case, and the Taylor expansion approximation in Eq. (23) because the TX-IQI we assume in the simulation is severe for a first-order Taylor approximation. In addition, according to Eq. (24), the SNR loss caused by TX-IQI should be 0.70 dB for QPSK and 2.68 dB for 8PSK, which also matches the simulation results and confirms that 8PSK is less robust to TX-IQI than QPSK, as expected.

Fig. 4 compares the analytical BER in Eq. (36) with the simulated BER performance of the DSTBC-OFDM system under RX-IQI (slow fading, $\kappa_{t}(dB) = 0.5dB$, $\phi_{t} = 3^\circ$). Both of them match the simulated BER results for the RX-IQI case. The RX-IQI parameters are set as the moderate case. It is clear that the BER is much more sensitive to RX-IQI than TX-IQI as shown in Fig. 3. The BER curves of both QPSK and 8PSK show a BER floor in the high SNR region, which is caused by the limited SINR even in the absence of noise. Fig. 5 shows the BER floor of QPSK and 8PSK under RX-IQI for different IRR scenarios. The analytical BER is obtained from Eq. (36) and the closed-form BER floor is obtained from Eq. (41). As shown in Subsection III-B the BER floors of QPSK and 8PSK for different IRR levels show a 5.5dB gap in the high IRR region.

Fig. 6 compares the impact of IQI on differential and coherent detection. The channel information in coherent detection is assumed to be perfectly known. As expected, when there is no IQI, the SNR gap between coherent and differential detection is roughly 3dB, and becomes larger in the presence of IQI, especially under RX-IQI. According to Subsection III-D the performance of coherent detection has an advantage of 3dB in both IRR and SNR. Hence the BER of coherent detection under RX-IQI can be well predicted by setting the noise power $\sigma^2$ and the IQI interference power $\rho_{t/r}$ to half of their values in the differential system, which is also shown in the figure. Fig. 7 shows the comparison of analytical and simulated BER performance of the DSTBC-OFDM system under TX/RX-IQI (slow fading, $\kappa_{t,r}(dB) = 0.5dB$ and $\phi_{t,r} = 3^\circ$)
Fig. 8. BER performance of the DSTBC-OFDM system under joint TX-RX-IQI in slow fading channels ($\kappa_{t,r}, (dB) = 1$dB, $\phi_{t,r} = 5^\circ$).

Fig. 9. BER performance of the DSTBC-OFDM system under joint TX-RX-IQI in fast fading channels (when $IRR_t = 11.6$dB,$\kappa_{t,r}, (dB) = 1$dB, $\phi_{t,r} = 5^\circ$); when $IRR_t = 18$dB, $\kappa_{t,r}, (dB) = 1$dB, $\phi_{t,r} = 5^\circ$).

Fig. 10. BER performance of the DSTBC-OFDM system under RX-IQI in slow and fast fading channels ($\kappa_r, (dB) = 1$dB, $\phi_r = 5^\circ$).

Fig. 11. Convergence rate of TX-/RX-IQI parameter estimation (mobile speed 200km, SNR=3dB).
observed from Fig. [1] that the RX-IQI can be estimated more accurately than the TX-IQI parameters. This is due to the fact that the estimation of the TX-IQI parameter is biased by the approximation that the term \( B_i^T B_i A(n) \) in Eq. (73) is ignored.

VI. CONCLUSIONS

In this paper, we analyzed the impact of TX-IQI and RX-IQI in DSTBC-OFDM. We quantified analytically the BER increase caused by TX-IQI, the BER floor due to RX-IQI and the analytical BER curve of M-PSK under TX-IQI and RX-IQI. The accuracy of these analyses was demonstrated by simulations. In addition, a novel decision-directed joint TX/RX-IQI compensation algorithm for DSTBC-OFDM was proposed and demonstrated to effectively mitigate the performance degradation caused by IQI. We also proposed an enhancement for the high-mobility case by exploiting constrained relationship among a pair of image OFDM subcarriers.

APPENDIX A

BER FLOOR CONDITION UNDER TX-IQI

Since \( S_k S_k^H = \bar{S}_k \bar{S}_k^H = I \) and \( S_k \) and \( \bar{S}_k \) have Alamouti structure, the entries in \( S_k \) and \( \bar{S}_k \) satisfy the power constraint of \( |[S_k]_{i,m,n}|^2 \leq 1, \forall m, n \in [1, 2] \). Therefore, according to Eq. (15), the entries of the interference matrix \( \Theta_{TX} = [\alpha_t \beta_t | S_k S_k^H S_k + | \alpha_t \beta_t | S_k^H S_k + 1 \] should satisfy the power constraint: \( ||[\Theta_{TX}^T]_{i,m,n}|^2 \leq 2|\alpha_t \beta_t|, \forall m, n \in [1, 2] \), which means that the largest power error vector magnitude (EVM) introduced by TX-IQI is limited to \( 2|\alpha_t \beta_t| \). On the other hand, given an M-PSK constellation, the minimum EVM needed to cause a bit error, defined as \( A_{min} \), is determined by the distance from the given symbol to the detection boundary of its neighbor in the signal constellation. For 8-PSK signal with normalized power, \( A_{min} = \sin \frac{\pi}{4} \). Thus, when the largest EVM introduced by TX-IQI is smaller than \( A_{min} \), there will be no error as \( SNR \to \infty \). In DSTBC-OFDM, the transmitted symbol is normalized by a factor of \( \sqrt{2} \), thus the minimum EVM needed to cause a bit error in DSTBC-OFDM is \( A_{min} / \sqrt{2} \). Consequently, TX-IQI will not introduce error as \( SNR \to \infty \) unless the maximum error power is larger than \( \frac{A_{min}}{\sqrt{2}} \), i.e.,

\[
|\alpha_t \beta_t| < \frac{\sqrt{2}}{2} A_{min}.
\]

APPENDIX B

DERIVATION OF EQUIVALENT AMPLITUDE LOSS UNDER TX-IQI

Assume, without loss of generality, that the symbol \( u = 1/\sqrt{2} \) is transmitted. The symbol error probability can be approximated by the pairwise error probability

\[
P_{e, u} \approx P_e(u \rightarrow 2\pi/M) + P_e(u \rightarrow -2\pi/M),
\]

(86)

where \( P_e(u \rightarrow 2\pi/M) \) and \( P_e(u \rightarrow -2\pi/M) \) are the probabilities that the transmitted symbol \( u \) is detected as \( 2\pi/M \) and \( -2\pi/M \) at the receiver, respectively. As shown in Fig. 3, an error will occur when the received symbol falls outside the detection boundaries \( O\bar{A} \) and \( O\bar{B} \) due to the noise effect. In the high SNR case, the probability of error \( P_e(u \rightarrow 2\pi/M) \) can be approximated by the probability that the received symbol falls to the other side of line \( O\bar{A} \). Likewise, the symbol error probability \( P_e(u \rightarrow -2\pi/M) \) can also be approximated by the probability that the received symbol falls to the other side of line \( O\bar{B} \). Under these approximations, the pairwise error probability \( P_e(u \rightarrow 2\pi/M) + P_e(u \rightarrow -2\pi/M) \) is totally determined by the distance from the symbol \( u \) to the detection boundaries \( O\bar{A} \) and \( O\bar{B} \), which are denoted as \( D(u, O\bar{A}) \) and \( D(u, O\bar{B}) \), respectively.

According to our previous analysis, the distances from \( u \) to other boundaries can be written as

\[
P_e = \frac{1}{2} \left( e^+ + e^- \right) = \frac{1}{2} \left( |\alpha_t| \sin(\varphi_e) \cot(\pi/M) + |\alpha_t| \cos(\varphi_e) \right),
\]

(87)

where \( \varphi_e \) and \( |\alpha_t| \) are the angle and amplitude of the TX-IQI error vector \( \varepsilon \). According to our analysis in Section III \( \varepsilon \) is a zero-mean complex Gaussian random variable with variance \( |\alpha_t \beta_t|^2 \), and \( |\alpha_t| \cos(\varphi_e) \) and \( |\alpha_t| \sin(\varphi_e) \) are the real and imaginary parts of \( \varepsilon \), respectively. Hence, they are both zero-mean Gaussian variables with variance \( |\alpha_t \beta_t|^2/2 \). Consequently, both \( e^+ \) and \( e^- \) are real zero-mean Gaussian variables with variance \( (1 + \cot(\pi/M)^2) |\alpha_t \beta_t|^2/2 \). Thus, the signal power due to TX-IQI can be represented as follows

\[
E_{s, TX} = \frac{|\alpha_t|^2}{\sqrt{2} - e^2} = \frac{|\alpha_t|^2}{\sqrt{2} + \sqrt{1 + \cot(\pi/M)^2} |\alpha_t \beta_t|^2/2} = \frac{|\alpha_t|^2}{\sqrt{1 + \cot(\pi/M)^2} |\alpha_t \beta_t|^2/2} = \frac{1}{\sqrt{1 + \cot(\pi/M)^2} |\alpha_t \beta_t|^2/2}
\]

(88)

where \( e = \sqrt{1 + \cot(\pi/M)^2} |\alpha_t \beta_t|^2/2 \) is the random amplitude loss and \( n \) is a real zero-mean Gaussian random variable with variance 1.
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