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Abstract

We derive strong mixing conditions for many existing discrete-valued time series models that include exogenous covariates in the dynamic. Our main contribution is to study how a mixing condition on the covariate process transfers to a mixing condition for the response. Using a coupling method, we first derive mixing conditions for some Markov chains in random environments, which gives a first result for some autoregressive categorical processes with strictly exogenous regressors. Our result is then extended to some infinite memory categorical processes. In the second part of the paper, we study autoregressive models for which the covariates are sequentially exogenous. Using a general random mapping approach on finite sets, we get explicit mixing conditions that can be checked for many categorical time series found in the literature, including multinomial autoregressive processes, ordinal time series and dynamic multiple choice models. We also study some autoregressive count time series using a somewhat different contraction argument. Our contribution fill an important gap for such models, presented here under a more general form, since such a strong mixing condition is often assumed in some recent works but no general approach is available to check it.
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1 Introduction

Discrete-valued time series are often encountered in many real-world problems. See for instance Weiβ (2018) for an interesting textbook presenting various models and applications concerning those time series. We usually distinguish time series taking values in a finite set $E$ which are called categorical and count time series which takes valued in the infinite set $E = \mathbb{N}$. In this paper, we will focus on categorical time series based on regression theory. See Fokianos and Kedem (2003) for a survey of the models used in this case. But we will also consider autoregressive count time series models called INGARCH models that are widely used by practitioners. When it comes to study semi-parametric or non-parametric estimation procedures in time series analysis, it is often necessary to derive dependence properties such as strong mixing properties from which various limit theorems can be used to derive their asymptotic properties. See for instance Doukhan (1994), a standard reference for
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this topic. Many models for discrete-valued time series are based on Markov chains and there exist numerous criteria to exhibit mixing properties in this case. For instance, it is widely known that irreducible finite-state Markov chains are automatically $\phi$—mixing which entails automatically such mixing properties for the logistic/probit autoregressive models discussed in Fokianos and Kedem (2003). For INGARCH processes, Neumann (2011) studied $\beta$—mixing properties when the random intensity forms an autoregressive process with a contracting link function. Doukhan et al. (2012a) also studied some weak dependence properties for time series of counts as well as some (constrained) strong mixing coefficients.

A more tricky problem concerns strong mixing properties in such models when exogenous random covariates are included in the dynamic, which is an important problem for a realistic modeling, since in practice these models are always used with external regressors. However, the development of the theory of discrete-valued time series with exogenous covariates is quite recent and rudimentary. Fokianos and Truquet (2018) considered finite-state Markov chains with strictly exogenous covariates and used the framework of Markov chains in random environments for deriving ergodic properties of logistic type autoregressive models. An extension to models with infinite dependence was studied in Truquet (2020), as well as some weak dependence properties. de Jong and Woutersen (2011) studied a dynamic binary choice model with not necessarily strictly exogenous covariates and derived strong mixing properties of their model. Debaly and Truquet (2021a) studied a similar model as well as others types of autoregressive models with the functional dependence measure. However, a systematic study of strong mixing properties for all the models listed above is still missing.

On the other hand, strong mixing properties of categorical time series are often assumed in contributions devoted to statistical inference. For instance, Fernández-Val and Weidner (2016) impose a strong mixing condition for studying dynamic binary/count panel data with heterogeneity. Park et al. (2017) considered non-parametric estimation for dynamic discrete choice models and assumed a strong mixing assumption both for the categorical response and the regressors for getting asymptotic properties. Since it is natural to include lag values of the response in the set of regressors, it could be interesting to get some examples of regression functions for which this mixing condition is indeed valid. Srisuma and Linton (2012) studied semi parametric inference in dynamic multiple choices models and also assumed a strong mixing conditions on both the choice and the covariates process. de Jong and Woutersen (2011) studied a dynamic binary choice model and used a strong mixing condition for deriving asymptotic distribution of Horowitz’s smoothed maximum score estimator.

The aim of this paper is to discuss this important issue. In particular, for categorical time series, we will show that such strong mixing conditions are often valid under quite natural assumptions on the model, provided that the exogenous regressors satisfy a similar condition. However such a problem cannot be studied using the classical approaches for deriving strong mixing conditions. The models are typically non-linear and do not satisfy a Markov property in general. Let us precise that we do not want to impose a specific dynamic structure on the covariate process. This is natural since the probability distribution of the exogenous regressors do not afford any information for studying the dynamic of the outcome.

To present the setup, assume that the model can be written under the form

$$Y_t = f(Y_{t-1}, \ldots, Y_{t-p}, X_{t-1}, \varepsilon_t),$$

where $X_{t-1} \in \mathbb{R}^d$ denote the set of regressors observed at previous time, $\varepsilon_t$ is a noise component and $f: E^p \times \mathbb{R}^d \times \mathbb{R}^k \to E$ is a measurable function. For ordinal time series or multiple choice models, as
discussed in Section 4.2, this representation is natural. On can replace $X_{t-1}$ with $(X_{t-1}, \ldots, X_{t-p})$ but the latter vector can still be denoted by $Z_{t-1}$ and one can rewrite (1) accordingly. When the model is defined from a conditional distribution

$$
P(Y_t = y | X_{t-1}, Y_{t-1}, \ldots) = Q(y | X_{t-1}, Y_{t-1}, \ldots),$$

one can easily go back to the representation (1) by taking a uniformly distributed noise component $\varepsilon_t$.

However, checking our conditions require some independence assumptions between the covariates and the noise component. The most stringent one, called strict exogeneity condition, which is formally defined by the conditional independence condition (4), is satisfied when the two processes $(X_t)_{t \in \mathbb{Z}}$ and $(\varepsilon_t)_{t \in \mathbb{Z}}$ are assumed to be independent, the latter being i.i.d. In this case, we will use the framework of Markov chains in random environments, since conditionally on $(X_t)_{t \in \mathbb{Z}}$, the dynamic of $(Y_t)_{t \in \mathbb{Z}}$ is defined by a time-inhomogeneous Markov chains with covariates-dependent transition matrices. Such a framework allows to deal with a wide class of dynamics. But more realistic models can be considered by using a condition called predeterminism or sequential exogeneity in the econometric literature. This condition means that $\varepsilon_t$ is independent from $(X_{t-j}, \varepsilon_{t-j})_{j \geq 1}$, with $X_t$ possibly dependent of $\varepsilon_t$. This weaker exogeneity condition is used for instance in Agosto et al. (2016) for count time series and in Hsiao (2014) (see Chapter 7.5) for binary models for panel data.

Let us explain the general idea to get strong mixing conditions for models (1). We first recall the definition of the strong mixing coefficients of a stationary process $(V_t)_{t \in \mathbb{Z}}$. For two sigma-algebras $\mathcal{F}$ and $\mathcal{G}$ on the same measurable space $\Omega$, we recall that their strong mixing coefficient is defined by

$$\alpha(\mathcal{F}, \mathcal{G}) = \sup \{ |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)| : (A, B) \in \mathcal{F} \times \mathcal{G} \}.$$ 

Now if $(V_t)_{t \in \mathbb{Z}}$ is an arbitrary stationary process taking values in taking values in an arbitrary measurable space $(H, \mathcal{H})$, we set

$$\alpha_V(n) = \alpha(\mathcal{F}_V(0), \mathcal{G}_V(n)),$$

where for $k \in \mathbb{Z}$,

$$\mathcal{F}_V(k) = \sigma(V_j : j \leq k), \quad \mathcal{G}_V(k) = \sigma(V_j : j \geq k).$$

The process $(V_t)_{t \in \mathbb{Z}}$ is said to be strongly mixing if $\lim_{n \to \infty} \alpha_V(n) = 0$. For the dynamic (1), $V_t = (Y_t, X_t, \varepsilon_t)$. For a stationary dynamic of type (1), $Y_t$ will depend on infinitely many lag values of $(\varepsilon_t, X_t)$. The main idea is to introduce a coupling $Y'_t$ of $Y_t$ but for which the dynamic (1) is initialized at time $t = r_n \rightarrow \infty$ where $0 < r_n < n$. Setting $V'_t = (Y'_t, X_t, \varepsilon_t)$, it is straightforward to show that

$$\alpha_V(n) \leq \alpha(\mathcal{F}_V(0), \mathcal{G}_V(r_n)) + 2 \sum_{t \geq n} \mathbb{P}(Y_t \neq Y'_t).$$

(3)

Since the first term in the previous bound can be bounded by the mixing coefficient of the process $(X_t, \varepsilon_t)$, it remains to control the probabilities $\mathbb{P}(Y_t \neq Y'_t)$ which are expected to decrease to 0 as $n \to \infty$. For categorical processes, such a control requires some care due to the non-linearity of the mapping $f$ which can be obtained from a discretization of a continuous response. See Section 4 for details. However for model of type (2), a good coupling will be not necessarily given by (1) with a
uniformly distributed noise component $\varepsilon_t$. This is why in the case of strictly exogenous regressors i.e.

$$P(Y_t = y|X_{t-1}, Y_{t-1}, \ldots) = P(Y_t = y|(X_s)_{s \in \mathbb{Z}}, Y_{t-1}, Y_{t-2}, \ldots),$$

we will study other types of couplings constructed directly from the transition kernel $Q$ that defines the dynamic. Let us mention that (4) is an exogeneity notion that can be found in Chamberlain (1982). The reason for separating the study of strict and sequential exogeneity is mainly technical. Though more restrictive, strict exogeneity allows to work conditionally on a covariate process which plays the rule of a random environment. One can then use quite powerful coupling techniques with a very general model specification. On the other hand, sequential exogeneity require to control specific stochastic iterations that are dependent across the time, due to the presence of the covariate process. In this case, the techniques used are different from that only involving strictly exogenous regressors. In the present paper, this distinction will be only made for finite state spaces. For autoregressive count time series, Doukhan et al. (2020) recently introduced very general results for getting existence of a stationary and ergodic count time series when strictly exogenous regressors are incorporated in the dynamic. But the unbounded state space is more difficult to tackle and we did not find a way for controlling the mixing coefficients without stronger assumptions on the model. Let us mention that throughout this paper, we focus on stationary models. Our result could be extended to accommodate with non-stationary covariates, provided that all the quantities required in our bounds can be made uniform with respect to the time $t$. However, this framework will not cover many interesting non-stationary processes, such as the the non-stationary binary choice model of Park and Phillips (2000), based on a unit-root covariate process. We then prefer to restrict to the stationary case, for conciseness of the exposure.

The paper is organized as follows. In Section 2, we consider Markov chains models in random environments which is adapted to study dynamics of type (2) depending of finitely many past values under a strict exogeneity assumption. The dependence with respect to infinitely many past values is investigated in Section 3 and covers some observation-driven models found in the literature. In Section 4, we will switch to sequential exogeneity in (1) using a random mapping framework. Section 5 will be devoted to infinite dependence with much more restrictive conditions on the model than in the case of strict exogeneity. The case of binary models and INGARCH type processes are then investigated. Finally an Appendix Section 6 provides some useful lemmas for our proofs.

## 2 Mixing properties for Markov chains in random environments

In this section, we establish strong mixing properties for the models investigated in Fokianos and Truquet (2018). Though our main interest is to study finite-state Markov chains $(Y_t)_{t \in \mathbb{Z}}$ defined conditionally on a strictly exogenous covariate process $(X_t)_{t \in \mathbb{Z}}$, we give a more general result for Markov chain models in random environments satisfying some Doeblin’s type condition. Such models have been considered by Kifer (1996) with a slightly more general structure. In what follows, let $E$ and $F$ be two Polish spaces and $\{P_x : x \in F\}$ be a family of Markov kernels on a Polish space $E$. We assume that the mappings $(x,y) \mapsto P_x(y, A)$ are measurable for any $A \in \mathcal{B}(E)$. In what follows, we consider a stochastic process $(X_t)_{t \in \mathbb{Z}}$, called the environment, taking values in $F$ and $(Y_t)_{t \geq 0}$ a sequence of $E$–valued random variables such that a.s.

$$P(Y_t \in A|X, Y_{t-1}, \ldots, Y_0) = P_{X_{t-1}}(Y_{t-1}, A).$$

(5)
The process \((Y_t)_{t \geq 0}\) is called Markov chain in random environments. Under some conditions, there exists a unique stationary solution \(((X_t, Y_t))_{t \in \mathbb{Z}}\) for (5). In what follows, we fix a positive integer \(m\) and we set \(Z_t = (X_t, X_{t+1}, \ldots, X_{t+m-1})\) for any \(t \in \mathbb{Z}\).

**A1** The process \((X_t)_{t \in \mathbb{Z}}\) is stationary and strongly mixing.

**A2** The following Doeblin’s type condition is satisfied. We have almost surely,

\[
P_{X_1} \cdots P_{X_m}(x, y) \geq \eta_z \nu_{z_1}(y), \quad (x, y) \in E^2,
\]

where \(z \mapsto \eta_z\) is a measurable mapping from \(F^m\) to \((0, 1)\) and for each \(z \in F^m\), \(\nu_z\) is a probability measure on \(E\).

Our aim is to derive mixing conditions for the process \(((X_t, Y_t))_{t \in \mathbb{N}}\) when the process \((X_t)_{t \in \mathbb{Z}}\) is itself mixing. When Assumption **A2** holds true and \((X_t)_{t \in \mathbb{Z}}\) is stationary, Kifer (1996) showed the existence of a unique stationary distribution for such a problem. In particular, for any \(y \in E\), the sequence of random measures \(\left(\nu_n^{(y)}\right)_{n \geq 1}\) defined by \(\nu_n^{(y)} = P_{X_{t-n}} \cdots P_{X_{t-1}}(y, \cdot)\) converges almost surely to a random measure \(\pi_t\) in the total variation sense. Moreover, \(\pi_t\) does not depend on \(y\). It is straightforward to show that

\[
\mathbb{P}(Y_t \in A|(X_t)_{t \in \mathbb{Z}}) = \pi_t(A).
\]

Moreover, the pair \((X_t, Y_t)\) is ergodic provided that the environment is itself ergodic. Let us also mention that Hervé and Ledoux (2021) considered convergence of similar backward products \(\nu_n^{(y)}\) under some weaker assumptions but **A2** is sufficient for the examples we will discuss. The main result of this section is given below.

**Theorem 1.** Suppose that Assumptions **A1-A2** hold true. Set \(\rho = 1 - \mathbb{E} \eta_{Z_0}\).

1. Then the strong mixing coefficients of the pair \(V_t = (X_t, Y_t)\) are bounded as follows. For any pair of integers \(r \leq t\) such that \(1 \leq r \leq n - 1\), set \(s_t(r) = \lfloor (t - r)/m \rfloor\). We then have for any \(1 \leq r \leq n - 1\),

\[
\alpha_V(n) \leq 4\alpha_X(r) + 2 \sum_{t \geq 1} \inf_{1 \leq s \leq s_t(r) - 1} \left\{ \rho^{s_t(r)/j} \left[ \frac{\alpha_X((j - 1)m + 1) + 4\alpha_X((j - 1)m + 1)}{1 - \rho} \right] \right\}.
\]

2. In particular, assume that \(\alpha_X(n) = O\left(n^{-\kappa}\right)\) with \(\kappa > 1\). Then, for any real number \(\kappa'\) such that \(1 < \kappa' < \kappa\), the process \((V_t)_{t \in \mathbb{Z}}\) is strongly mixing with \(\alpha_V(n) = O\left(n^{-\kappa'+1}\right)\). If now \(\alpha_X(n) = O\left(\kappa^n\right)\) with \(\kappa \in (0, 1)\), there then exists \(\pi \in (0, 1)\) such that \(\alpha_V(n) = O\left(\pi^{\kappa}\right)\).

**Notes**

1. When \(E\) is finite, say \(E = \{1, \ldots, N\}\), and \(F = \mathbb{R}^d\), there is a generic way for constructing random stochastic matrices satisfying **A2**. Take a regular transition matrix \(P\) (i.e. there exists a power \(m\) of \(P\) with positive entries). If \(J_i\) is the subset of \(E\) such that \(P(i, j) > 0\) for \(j \in J_i\), define

\[
P_{X_t}(i, j) = \exp\left(\theta'_i X_t\right) / \left(\sum_{\ell \in J_i} \exp\left(\theta'_i \ell X_t\right)\right),
\]

for any \(i \in J_i\).
Proof of Theorem 4. Our results can be also useful for other dynamics than finite-state processes. For instance, in the finite-state case, our result applies to some models defined by \( \eta \), being the beta distribution with positive parameters \( \alpha \) and \( \beta \). Consider the case \( \eta = 1 \), which corresponds to the transition matrix of \( \eta \), the pair \( (X_i, Y_i) \) holds true. Let \( E \) be an arbitrary point in \( E \), we denote by \( \nu \) the beta autoregressive process \( (Y_t)_{t \in \mathbb{Z}} \) with \( P_x(y, \cdot) \) being the beta distribution with positive parameters \( (a_1(x, y), a_2(x, y)) \) and such that for \( i = 1, 2 \),

\[
0 < \inf_{y \in E} a_i(x, y) \leq \sup_{y \in E} a_i(x, y) < \infty.
\]

One can show that A2 is satisfied with \( m = 1 \) and \( \nu_X \) being the beta distribution with parameters \( (\sup_{y \in E} a_1(X, y), \sup_{y \in E} a_2(X, y)) \) and \( \eta_X \) a suitable positive random variable. See Rocha and Cribari-Neto (2009) for some models of this type.

Proof of Theorem 1

1. Our aim is to derive a bound of type (3) for a suitable version \( Y' \) of the Markov chain in random environments. Let \( 1 < r < n \). We set \( Y'_0 = y_0 \) where \( y_0 \) is an arbitrary point in \( E \). On a triplet \( (\Omega, \mathcal{A}, \mathbb{P}) \) on which the covariate process \( (X_t)_{t \in \mathbb{Z}} \) is defined, we assume that the pair \( (Y_t, Y'_t)_{t \in \mathbb{Z}} \) is defined as follows. First \( (Y_t)_{t \in \mathbb{R}} \) is such that \( (X_t, Y_t)_{t \in \mathbb{R}} \) is a stationary process such that (5) holds true. Let \( y_0 \) be an arbitrary point in \( E \) and we denote by \( \mathcal{G}_r \) the sigma-field generated by \( (X_t)_{t \in \mathbb{Z}} \) and \( (Y_t)_{t \leq r} \). We then assume that \( \mathbb{P}(Y'_r = y_0 | \mathcal{G}_r) = 1 \). Now for any \( t \in \mathbb{Z} \), we denote by \( R_{Z_t} \) the random probability kernel defined by

\[
R_{Z_t}(y, A) = \frac{P_{X_t} \cdots P_{X_{t+m-1}}(y, A) - \eta Z_t \nu Z_t(A)}{1 - \eta Z_t}, \quad (y, A) \in E \times \mathcal{B}(E)
\]
and next for \( y, y' \in E \) and \( A, B \in \mathcal{B}(E) \),
\[
Q_{Z_t} (y, y'; A \times B) \eta_{Z_t} \nu_{Z_t} (A \cap B) + (1 - \eta_{Z_t}) R_{Z_t} (y, A) R_{Z_t} (y', B)
\]
We then assume that for \((A, B) \in \mathcal{B}(E)^2\),
\[
\mathbb{P} \left( Y_{m+r} \in A, Y'_{m+r} \in B \mid \mathcal{G}_r \right) = \mathbb{1}_{\{Y_r \neq Y'_r\}} Q_{Z_r} \left( Y_r, Y'_r; A \times B \right) + \mathbb{1}_{\{Y_r = Y'_r\}} P_{X_r} \cdots P_{X_{r+m-1}} (Y_r, A \cap B).
\]
The interpretation of the coupling is as follows. Conditionally on past values, if \( Y_r \neq Y'_r \), with probability \( \eta_{Z_r} \), we draw \( Y_{m+r} = Y'_{m+r} \sim \eta_{Z_r} \) and with probability \( 1 - \eta_{Z_r} \), we draw two independent random variables with the transition kernel \( R_{Z_r} \). If \( Y_r = Y'_r \), we draw \( Y_{m+r} = Y'_{m+r} \sim P_{Z_r} (Y_r, \cdot) \). Next, conditionally on \( \mathcal{G}_r \cap \sigma(Y_r + m, Y'_r + m) \), we simulate \( (Y_{r+1}, \ldots, Y_{r+m-1}) \) and \( (Y'_{r+1}, \ldots, Y'_{r+m-1}) \) independently according to the distribution \( W_{Z_r} (Y_r, Y_{r+m}; \cdot) \) and \( W_{Z_r} (Y'_r, Y'_{r+m}; \cdot) \), where \( W_z (y_0, y_m; \cdot) \) is a version of the conditional distribution of \( (Y_{r+1}, \ldots, Y_{r+m-1}) \) given that \( Z_r = z, Y_r = y_0, Y_{r+m} = y_m \). We next draw a new block of \( m \) successive values \( (Y_{m+r}, Y'_{m+r+\ell}, Y''_{m+r+\ell})_{1 \leq \ell \leq m} \) using the same strategy and so on. It is easy to check that \( (Y_t)_{t \in \mathbb{Z}} \) and \( (Y'_t)_{t \geq r} \) are two paths of the same Markov chain in random environments, the latter one being initialized at time \( t = r \) with \( Y'_r = y_0 \). Now if \( t = r + j + sm \) with \( 0 \leq j \leq m - 1 \) and \( s \in \mathbb{N}^* \), we have
\[
\mathbb{P} \left( Y_t \neq Y'_t \right) \leq \mathbb{P} \left( Y_{r+sm} \neq Y'_{r+sm}, \ldots, Y_{r+m} \neq Y'_{r+m} \right)
\leq \mathbb{E} \left( \prod_{l=0}^{s-1} (1 - \eta_{Z_{r+lm}}) \right).
\]
Using Lemma 1 and remembering that \( \rho = 1 - \mathbb{E} \eta_{Z_0} \), we get
\[
\mathbb{P} \left( Y_t \neq Y'_t \right) \leq \inf_{1 \leq r \leq s-1} \left\{ \rho^{[s/r]} + \frac{\alpha_X ((r-1)m - 1)}{1 - 1} \right\}.
\]
Note that
\[
\alpha_Y (n) \leq \alpha (\mathcal{F}_0, \mathcal{G}_n') + 2 \sum_{r \geq n} \mathbb{P} \left( Y_t \neq Y'_t \right).
\]
Set \( X : = (X_t)_{t \in \mathbb{Z}} \). We have for two events \( A \) and \( B \) in the cylinders sigma-field,
\[
\mathbb{P} \left( (Y_t, X_t)_{t \leq 0} \in A, (Y'_t, X_t)_{t \geq 0} \in B \mid X \right) = \mathbb{P} ((Y_t, X_t)_{t \leq 0} \in A \mid X) \times \mathbb{P} ((Y'_t, X_t)_{t \geq 0} \in B \mid X).
\]
Indeed \((Y'_t)_{t \geq r}\) has been constructed independently from \((Y_t)_{t \leq 0}\), conditionally on \( X \). Moreover, \( G_A : = \mathbb{P} ((Y_t, X_t)_{t \leq 0} \in A \mid X) \) is a measurable function of \((X_t)_{t \leq 0}\) and \( H_B : = \mathbb{P} ((Y'_t, X_t)_{t \geq 0} \in B \mid X) \) is a measurable function of \((X_t)_{t \geq r}\). We then have
\[
\alpha (\mathcal{F}_0, \mathcal{G}_n') \leq \sup_{A, B} |\text{Cov} (G_A, H_B)| \leq 4 \alpha_X (r),
\]
where the last inequality follows from the covariance inequality given in Doukhan (1994), Lemma 3. The announced upper-bound is now proved.

2. In the case of power decays of the mixing coefficients, we choose \( r \sim n/2 \) and then \( j \sim s_l (r)^{\ell} \) for some \( \ell \in (0, 1) \) such that \( \kappa' = \ell \kappa > 1 \) and apply the previous point. For a geometric decay of the mixing coefficients of \( \zeta \), we also set \( r \sim n/2 \) and \( j = \sqrt{s_l (r)} \) and the result can obtained by noticing that for any \( \overline{p} \in (0, 1) \), \( \sum_{t \geq k} t^{n/2} = O \left( \overline{p}^{n/2} \right) \) for any \( \overline{p} > \overline{p} \), if we use a comparison between the series and an integral.\( \square \)
\[7\]
3 Mixing properties for infinite memory models with strictly exogenous regressors

In this section, we extend the result of the previous one, when the number of regressors is infinite. In Truquet (2020), such models has been considered and weak dependence properties such as $\beta-$mixing properties have been derived. The result presented below is more general and applies to $\alpha-$mixing covariates. Moreover, we will not assume that the covariate process is a function of a Markov chain. The framework used in this part is based on the theory of chains with complete connections. See Chazottes et al. (2020) and the reference therein for a recent contribution to these models and the battery of results developed to study them. We consider models defined by

$$
\mathbb{P} (Y_t = y | Y_{t-1}^{-}, X_{t-1}^{-}) = P (y | Y_{t-1}^{-}, X_{t-1}^{-}),
$$

where $P$ is a transition kernel from $E^N \times \mathcal{D}$ to $E$ where $\mathcal{D}$ is a measurable set of $(\mathbb{R}^d)^N$ such that $\mathbb{P} (X_{-1}^{-} \in \mathcal{D}) = 1$. Here, for any sequence $x \in (\mathbb{R}^d)^\mathbb{Z}$, $x_t^{-}$ denotes the sequence $(x_{t-j})_{j \geq 0}$. As explained in Truquet (2020), models of type (6) include many observation-driven categorical times series models found in the literature, in particular in Econometrics. See for instance Kauppi and Saikkonen (2008) or Rydberg and Shephard (2003) or Russell and Engle (2005). In what follows, we denote by $d_{TV}(\mu, \nu)$ the total variation distance between two probability measures $\mu$ and $\nu$ on $E$, i.e.

$$
d_{TV}(\mu, \nu) = \frac{1}{2} \sum_{y \in E} |\mu(y) - \nu(y)| = 1 - \sum_{y \in E} \min (\mu(y), \nu(y)).
$$

We also consider an arbitrary norm $| \cdot |$ on $\mathbb{R}^d$ and set $\|X_0\|_1 = \mathbb{E}|X_0|$. We will use the two following assumptions on the transition kernel.

**A3** We have

$$
\sup_{y, y' \in E^N} \sup_{x \in \mathcal{D}} d_{TV} \left( P (\cdot | y, x), P (\cdot | y', x) \right) < 1.
$$

**A4** There exist two sequences of nonnegative real numbers $(a_j)_{j \geq 0}$ and $(e_0)_{j \geq 1}$ such that $\sum_{j \geq 0} j a_j < \infty$, $\sum_{j \geq 0} e_j < \infty$ and for $(y, y', x, x') \in E^N \times E^N \times \mathcal{D} \times \mathcal{D}$,

$$
d_{TV} \left( P (\cdot | y, x), P (\cdot | y', x') \right) \leq \sum_{i \geq 0} a_i \mathbb{I}_{y_i \neq y'_i} + \sum_{j \geq 0} e_j |x_j - x'_j|.
$$

These assumptions guarantee the validity of Assumptions S2-S3 in Truquet (2020). Indeed, the coefficients used in this reference are given by

$$
b_m = \sup_{y, y' \in E^N, x \in \mathcal{D}} \left\{ d_{TV} \left( P (\cdot | y, x), P (\cdot | y', x) \right) : y_j = y'_j, 0 \leq j \leq m - 1 \right\},
$$

defined for a positive integer $m$ satisfies the bound $b_m \leq \sum_{j \geq m+1} a_j$ and are then summable. When $(X_t)_{t \in \mathbb{Z}}$ is a stationary and ergodic process, Theorem 1 in Truquet (2020) entails the existence and
uniqueness (in the probability distribution sense) of a stationary and ergodic process \((\langle Y_t, X_t \rangle)_{t \in \mathbb{Z}}\) solution of (6). When the kernel \(P\) depends on finitely many values, we recover the setup of the Markov chains in random environments of the previous section. But the assumptions used here are more restrictive. Takes for instance the case \(m = 1\) and assume that \(P \left( Y_{t-1}, X_{t-1} \right) = P_{X_{t-1}}(Y_{t-1}, \cdot)\). Assumption A3 is based on a control of the total variation distance which is uniform with respect to the covariates, while the random Doeblin’s condition is A2 is compatible with a non-uniform control of such total variation distances. Indeed, under A2,

\[
d_{TV} \left( P_{X_{t-1}}(y, \cdot), P_{X_{t-1}}(y, \cdot) \right) \leq 1 - \eta_{X_{t-1}}.
\]

However, we now cover the case of infinite dependence which is substantially more difficult than the Markov case. In what follows, we set \(S_j = \sum_{t \geq j} e_j\) for any nonnegative integer \(j\) and for two sequences of real numbers \((u_j)_{j \geq 0}\) and \((v_j)_{j \geq 0}\), we denote by \(u * v\) their convolution product, i.e. \((u * v)_n = \sum_{j=0}^n u_j v_{n-j}\). We get the following result.

**Theorem 2.** Suppose that A3-A4 hold true and that \((X_t)_{t \in \mathbb{Z}}\) is stationary and ergodic. For any integer \(r\) such that \(1 < r < n\), we then have the bound

\[
\alpha_V(n) \leq 4 \alpha_X(r) + 2 \sum_{t \geq n-r-1} b_t^s + 4 \|X_0\|_1 \sum_{t \geq n-r} S_{t} + 4 \|X_0\|_1 \sum_{t \geq n-r-1} (b^s * S)_t.
\]

The sequence \((b^s_j)_{j \geq 0}\) is defined by \(b^s_0 = b_0\) and for \(n \geq 1\), \(b^s_n\) is equal to \(\mathbb{P} \left( T_n^{(b)} = 0 \right)\) where \(\left( T_n^{(b)} \right)_{n \geq 0}\) is a time-homogeneous Markov chain, starting at 0 and with transition matrix \(Q\) defined by

\[
Q(i, i+1) = 1 - b_i, \quad Q(i, 0) = b_i, \quad i \in \mathbb{N}.
\]

**Note.** Take for instance the model with \(E = \{0, 1\}\) and

\[
\mathbb{P} \left( Y_t = 1 | X_{t-1}, Y_{t-1} = 0 \right) = F(\lambda_t), \quad \lambda_t = \beta \lambda_{t-1} + \alpha Y_{t-1} + \delta' X_{t-1}.
\]

Here \(F\) denotes a cumulative distribution function with full support such that the Gaussian c.d.f. (probit model) or the logistic (i.e. \(F(s) = (1 + e^{-s})^{-1}\)). From Proposition 3 in Truquet (2020), existence and uniqueness of a stationary and ergodic solution is guaranteed as soon as \(|a| < 1\) and \(\mathbb{E}|X_0| \leq \infty\). In this case, the coefficients \(b_m\) decays geometrically and so do the coefficients \(b^s_m\) and \(\gamma_t\). Taking \(r = \lfloor n/2 \rfloor\) in the previous results, we get

\[
\alpha_V(n) \leq C \left\{ \alpha_X \left( \lfloor n/2 \rfloor \right) + \rho^n \right\},
\]

for some constants \((C, \rho) \in (0, \infty) \times (0, 1)\). The same kind of bound can be obtained for more general observation-driven models, as discussed in Truquet (2020).

**Proof of Theorem 2** Let \(1 < r < n\) and \(y_0\) be an arbitrary state in \(E\). Set \(Y'_t = y_0\) for \(t \leq r\). Suppose that \((X_t)_{t \in \mathbb{Z}}\) and \((Y_t)_{t \leq r}\) are already defined with \((Y_t, X_t)_{t \leq r}\) stationary as well as \((\tilde{X}_t)_{t \leq r-1}\) a copy of \((X_t)_{t \leq r-1}\), independent of \(\sigma \left( (X_j, Y_s) : j \in \mathbb{Z}, s \leq r \right)\). We set \(\tilde{X}_t = X_t\) for \(t \geq r\). From Lemma 1 in Truquet (2020), it is possible to construct a \((Y_t, Y'_t)_{t \geq r+1}\) such that

\[
\mathbb{P} \left( Y_t = y | Y_{t-1}, X_{t-1} = 0 \right) = P \left( |Y_{t-1}, X_{t-1} = 0 \right), \quad P \left( Y'_t = y | Y'_{t-1}, \tilde{X}_{t-1} = 0 \right) = P \left( |Y'_{t-1}, X_{t-1} = 0 \right),
\]

where
for all \( y \in E \) and \( t \geq r + 1 \) and
\[
\mathbb{P} (Y_t \neq Y'_t | X) \leq b_{t-r-1}^* + \sup_{s \in E^n} d_{TV} \left( P \left( \cdot | s, X_{t-1}^- \right), P \left( \cdot | s, \bar{X}_{t-1}^- \right) \right) \\
+ \sum_{\ell=0}^{t-r-2} b_{t}^* \sup_{s \in E^n} d_{TV} \left( P \left( \cdot | s, X_{t-\ell-2}^- \right), P \left( \cdots, s, \bar{X}_{t-\ell-2}^- \right) \right).
\]
Using \( A4 \), we conclude after a few computations that
\[
\mathbb{P} (Y_t \neq Y'_t) \leq b_{t-r-1}^* + 2\mathbb{E}|X_0| \times \left( S_{t-r} + \sum_{\ell=0}^{t-r-2} b_{t}^* S_{t-r-\ell-1} \right).
\]
As in the proof of Theorem 1, we obtain the following bound
\[
\alpha_V(n) \leq \alpha \left( \mathcal{F}_0, \mathcal{G}_r' \right) + 2 \sum_{t \geq n} \mathbb{P} (Y_t \neq Y'_t).
\]
The end of the proof is similar to that of Theorem 2. Indeed, from Theorem 1 in Truquet (2020), the conditional distribution of \( Y_0^- \) given \((X_t)_{t \in \mathbb{Z}}\) only depend on \( X_0^- \). In what follows, we set \( x_t^+ = (x_{t+j})_{j \geq 0} \) for any sequence \((x_t)_{t \in \mathbb{Z}}\) of elements in an arbitrary space. We then get for two events \( A \) and \( B \) in the cylinder sigma-field,
\[
\mathbb{P} \left( V_0^- \in A | (X_t)_{t \in \mathbb{Z}}, (\bar{X}_t)_{t \in \mathbb{Z}} \right) = \mathbb{P} \left( V_0^- \in A | X_0^- \right),
\]
\[
\mathbb{P} \left( V_r^{t+} \in B | (X_t)_{t \in \mathbb{Z}}, (\bar{X}_t)_{t \in \mathbb{Z}} \right) = \mathbb{P} \left( V_r^{t+} \in B | X_r^+, \bar{X}_{r-1}^- \right).
\]
Using the independence between \((X_t)_{t \in \mathbb{Z}}\) and \( \bar{X}_{r-1}^- \) and the covariance inequality for strong mixing variables, we get
\[
\alpha \left( \mathcal{F}_0, \mathcal{G}_r' \right) \leq 4\alpha_X(r)
\]
and the proposed bound easily follows. □

4 Mixing properties of iterated random maps on a finite state space

4.1 A general result for iterated dependent random maps

Let \((\zeta_t)_{t \in \mathbb{Z}}\) be a stationary process taking values in \( \mathbb{R}^e \). For any \( s \in E \), we consider a mapping \( F_s : E \to E \) and we assume that the mapping \((x, s) \mapsto F_s(x)\) is measurable as an application from \( E \times \mathbb{R}^e \) to \( E \). We next consider a stochastic process \((Y_t)_{t \geq 0}\), taking values in \( E \), and such that
\[
Y_t = F_{\zeta_t}(Y_{t-1}), \quad t \geq 1.
\]

For simplicity of notations, we set \( F_s^t = F_{\zeta_s} \circ F_{\zeta_{s-1}} \circ \cdots \circ F_{\zeta_0} \) for \( s < t \). The following assumption will be crucial. In what follows, we denote by \( \#A \) the cardinality of a set \( A \).

\textbf{B1} There exists a positive integer \( m \) such that \( 1 - \rho := \mathbb{P} (\#F_1^m(E) = 1) > 0 \).
Assumption B2 means that if the random maps are iterated sufficiently, there is a positive probability to get coalescence of the iterations and on the corresponding event, the system loses its memory with respect to the initial state. Note that the random maps are not independent here.

The main result of this section is the following.

**Theorem 3.** Suppose that the process \((\zeta_t)_{t \in \mathbb{Z}}\) is stationary and ergodic an that Assumption B1 holds true.

1. There then exists a unique stationary and ergodic process \((Y_t)_{t \in \mathbb{Z}}\) taking values in \(E\) and such that \(Y_t = F_t(Y_{t-1})\) a.s.

2. Moreover if the process \((\zeta_t)_{t \in \mathbb{Z}}\) is strongly mixing, then the strong mixing coefficients of the pair \(V_t = (\zeta_t, Y_t)\) are bounded as follows. For any pair of integers \(r \leq t\) such that \(1 \leq r \leq n-1\), set \(s_t(r) = \lfloor (t-r)/m \rfloor\). We then have for any \(1 \leq r \leq n - 1\),

   \[
   \alpha_V(n) \leq \alpha_\zeta(r + 1) + 2 \sum_{t \geq n} \inf_{1 \leq j \leq s_t(r)-1} \left\{ \rho^{s_t(r)/j} \left[ \frac{4 \alpha_\zeta((j-1)m)}{1-\rho} \right] \right\}.
   \]

3. In particular, assume that \(\alpha_\zeta(n) = O(n^{-\kappa})\) with \(\kappa > 1\). Then, for any real number \(\kappa'\) such that \(1 < \kappa' < \kappa\), the process \((V_t)_{t \in \mathbb{Z}}\) is strongly mixing with \(\alpha_V(n) = O(n^{-\kappa' + 1})\). If now \(\alpha_\zeta(n) = O(n^{\kappa_0})\) with \(\kappa \in (0,1)\), there then exists \(\pi \in (0,1)\) such that \(\alpha_V(n) = O(\pi^{n})\).

**Proof of Theorem 3**

1. For the first statement, we simply show that the random sequence \((F_{t-n}^t(y))_{n \geq 0}\) has an almost sure limit not depending on \(y\) when \(n \to \infty\). Our argument is based on a coalescence argument already used for specific dynamics by Debaly and Truquet (2021a). However, the approach used here is much more synthetic and it will be convenient for including a wider class of models. Of course, since the state space is finite, convergence means that these iterations are constant when \(n\) is large enough. Set \(Z_t = (\zeta_t, \ldots, \zeta_{t+m-1})\) for \(t \in \mathbb{Z}\). Since the process \((Z_{t-j}, \zeta)_{j \geq 0}\) is also stationary and ergodic, the events \(A_{t-j-m+1} := \{ \# F_{t-j-m+1}^t(E) = 1 \} \in \sigma(Z_{t-j+m+1}) \) occur infinitely often. This is a consequence of Birkhoff’s ergodic theorem. Said differently,

   \[
   \mathbb{P} \left( \sum_{j=0}^{\infty} 1_{A_{t-j-m+1}^{t-j}} = \infty \right) = 1,
   \]

If \(T = T_t\) defines the first (random) integer \(j \geq 1\) such that \(1_{A_{t-j}} = 1\) a.s., we have we have for any \(y_0 \in E, F_{t-n}^t(y) = F_{t-T-m+1}^t(y_0)\) on the event \(\{n \geq T + m - 1\}\). This a consequence of the equalities \(F_{t-T-m+1}^t(y) = F_{t-T-m+1}^{t-T}(y')\) a.s. for \(y \neq y'\). This shows the announced property. Denoting by \(Y_t\) this limit, it is quite clear that \(Y_t\) writes as a measurable function \(H : E^N \to E\) of \((\zeta_{t-j})_{j \geq 0}\) which shows that the process \((Y_t)_{t \in \mathbb{Z}}\) is stationary and ergodic.

We next show that \(Y_t = F_t(Y_{t-1})\) a.s. We have \(Y_t = F_{t-T-m+1}^t(y_0) = F_t \circ F_{t-T-m+1}^{t-1}(y_0) = F_t(Y_{t-1}),\) since \(Y_{t-1} = F_{t-T-m+1}^{t-1}(y_0)\) a.s. Now, if \((Y'_t)_{t \in \mathbb{Z}}\) is satisfies \(Y'_t = F_t(Y_{t-1}'\) for \(t \in \mathbb{Z}\), we have \(Y'_t = F_{t-T-m+1}^t(Y'_t) = F_{t-T-m+1}^t(y_0) = Y_t\) a.s.
2. We next study the mixing properties of the unique stationary solution. To this end, let $0 < r < n$. We set $Y'_t = y_0$ and $Y'_t = F_t(Y'_{t-1})$ for $t \geq r + 1$. We are first going to control $\mathbb{P}(Y'_t \neq Y'_t)$. We have for $t = j + r + sm$ with $0 \leq j \leq m - 1$,

$$\{Y_t \neq Y'_t\} \subset \{Y_{r+sm} \neq Y'_{r+sm}\} = \cap_{i=1}^{s} \left( \Omega \setminus A_{r+i-1}^{r+im} \right).$$

Let $\kappa_i$ be the indicator function of the event $\Omega \setminus A_{r+i-1}^{r+im}$ for $1 \leq i \leq s$ and $\rho = \mathbb{E}\kappa_1$. From $\text{B1}$, we have $\rho < 1$. We then have

$$\mathbb{P}(Y_t \neq Y'_t) \leq \mathbb{E}(\kappa_1 \cdots \kappa_s).$$

Observe that $\alpha_n(j) \leq \alpha_X((j - 1)m)$ for $j \geq 1$. Using Lemma 1, we then get the bound

$$\mathbb{P}(Y_t \neq Y'_t) \leq \inf_{1 \leq j \leq s-1} \left\{ \rho^{[s/j]} + \frac{\alpha_X((j-1)m)}{1 - \rho} \right\}. \quad (7)$$

We now show how such a control can be used to bound the mixing coefficients $\alpha_{\zeta,Y}$. Due to the Bernoulli shift representation of $Y_t$, we first note that $\alpha_{V}(n) \leq \alpha(F_{\zeta}(0), G_{\zeta}(n))$. Now let $r$ be an integer between 1 and $n - 1$. Denote by $(Y'_t)_{t \geq r}$ the process defined by $Y'_s = y_0$ and $Y'_t = F_t(Y'_{t-1})$ for $t \geq r + 1$. From the definition of the mixing coefficients, it is quite clear that the following bound holds true.

$$\alpha_{V}(n) \leq \alpha(F_{\zeta}(0), G_{\zeta}(r+1)) + 2 \sum_{t \geq n} \mathbb{P}(Y_t \neq Y'_t).$$

The probabilities $\mathbb{P}(Y_t \neq Y'_t)$ can be bounded from (7), if we take care to replace $s$ with $s_t(r)$. We then obtain the bound given in the second point of the lemma.

3. The proof is similar to that of Theorem 1, point 2. □

### 4.2 Examples

In this subsection, we give many examples of autoregressive time series models for which our results can be applied. For simplicity, we will always denote by $G = \{1, \ldots, N\}$ the state space of the time series.

All the models considered below will write as

$$Y_t = f(Y_{t-1}, \ldots, Y_{t-p}, X_{t-1}, \varepsilon_t), \quad (8)$$

where $f : G^p \times \mathbb{R}^d \times \mathbb{R}^k \to G$ is a measurable function, $(X_t)_{t \in \mathbb{Z}}$ is a sequence of random variables taking values in $\mathbb{R}^d$ and $(\varepsilon_t)_{t \in \mathbb{Z}}$ is a noise process. For recovering an iterated random maps system, one can set $E = G^p$, $\zeta_t = (X_{t-1}, \varepsilon_t)$ and

$$F_t(y_1, \ldots, y_p) = (f(y_1, \ldots, y_p, X_{t-1}, \varepsilon_t), y_1, \ldots, y_{p-1}).$$

Obviously, $(Y_t)_{t \in \mathbb{Z}}$ is solution of (8) if and only if $Z_t = F_t(Z_{t-1})$, $t \in \mathbb{Z}$, $Z_t = (Y_t, \ldots, Y_{t-p+1})$. Moreover we have $\alpha_{Z}(n) \leq \alpha_{Y}(n)$ and $\alpha_{Z}(n)$ can be bounded from Theorem 3. Since the mixing condition of $\zeta$ is a simple assumption to make for applying our result, we mainly concentrate on the checking of $\text{B1}$ for the different models. Throughout this subsection, we will assume that
\textbf{B2} The process \(((X_t, \varepsilon_t))_{t \in \mathbb{Z}}\) is stationary and ergodic.

Note that from B2, the process \((\zeta_t)_{t \in \mathbb{Z}}\) is also stationary and ergodic. The notion called predetermination or sequential exogeneity is stated as follows.

\textbf{B3} For any \(t \in \mathbb{Z}\), \(\varepsilon_t\) is independent of \(\sigma((X_{t-j}, \varepsilon_{t-j}) : j \geq 1)\).

Contrarily to the case of Markov chains in random environments, \(X_t\) may be dependent of \(\varepsilon_t\). We then allow mutual interactions between the outcome and the covariates at the same time point. For instance, we allow configurations of type \(X_t = G(\eta_t, \eta_{t-1}, \ldots)\) with \(((\eta_t, \varepsilon_t))_{t \in \mathbb{Z}}\) a sequence of i.i.d. random vectors such that \(\eta_t\) is stochastically dependent of \(\varepsilon_t\).

### 4.2.1 Multinomial autoregressions

In this part, we consider the finite state space \(E = \{1, 2, \ldots, N\}\) and some models satisfying

\[
\mathbb{P}(Y_t = y|X_{t-1}, Y_{t-1}, \ldots) = H_y(X_{t-1}, Y_{t-1}, \ldots, Y_{t-p}), \quad y \in E,
\]

where \(H_y\) is measurable mapping taking values in \((0, 1)\) and such that \(\sum_{y \in E} H_y = 1\). Such a framework include the multinomial logistic model for which for \(y = 1, \ldots, N-1\),

\[
\log \left(\frac{H_y(X_{t-1}, Y_{t-1}, \ldots, Y_{t-p})}{H_N(X_{t-1}, Y_{t-1}, \ldots, Y_{t-p})}\right) = g(X_{t-1}, Y_{t-2}, \ldots, Y_{t-p}),
\]

where \(g\) is a measurable mapping that be linear but also quadratic or to exhibit more complex interactions between lag-values of the response and the covariates. See Fokianos and Truquet (2018) for a discussion. Here, we construct a random map by taking a uniformly distributed random variable \(\varepsilon_t\) and setting

\[
f(Y_{t-1}, \ldots, Y_{t-p}, X_{t-1}, \varepsilon_t) = i \iff \sum_{1 \leq y \leq i-1} H_{y,t} < \varepsilon_t \leq \sum_{1 \leq y \leq i} H_{y,t},
\]

where we set \(H_{y,t} = H_y(X_{t-1}, Y_{t-1}, \ldots, Y_{t-p})\) and use the convention \(\sum_{t-1}^0 H_{y,t} = 0\). We then obtain the following result.

\textbf{Proposition 1.} Suppose that Assumptions B2-B3 hold true. Then condition B1 is satisfied.

\textbf{Proof of Proposition 1} \quad Since \(H_y\) is positive, we have

\[
\left\{ \#F_{t+p}^E = 1 \right\} \supset \bigcap_{t=0}^{p-1} \left\{ \varepsilon_{t+i} \leq \inf_{y \in E^p} H_{1,t+i} \right\}.
\]

Indeed, the intersection of these events leads to a value 1 at time \(t, t+1, \ldots, t+p-1\) and then to the same value at time \(t+p\). Now set \(F_t = \sigma((\varepsilon_s, X_s) : s \leq t)\). Since

\[
\mathbb{P}\left(\varepsilon_{t+i} \leq \inf_{y \in E^p} H_{1,t+i} | F_t \right) = \inf_{y \in E^p} H_{1,t+i} > 0,
\]

one can apply Lemma 2 to conclude that the intersection of the \(p\) events is of positive probability. This concludes the proof. \(\square\)
4.2.2 Ordinal time series

Ordinal time series are typically constructed from a discretization of a continuous regression model. Here, we follow the presentation of Fokianos and Kedem (2003), see in particular paragraph 3.2 of that paper. The state space of the process is $E = \{1, 2, \ldots, N\}$. There is then a natural ordering on the state space and the autoregressive time series $(Y_t)_{t \in \mathbb{Z}}$ is defined by

$$Y_t = i \iff c_{i-1} < g(Y_{t-1}, \ldots, Y_{t-p}, X_{t-1}) + \varepsilon_t \leq c_i,$$

where $-\infty = c_0 < c_1 < \cdots < c_{N-1} < c_N = \infty$, $g : \mathbb{E}^p \times \mathbb{R}^d \to \mathbb{R}$ is a measurable function. The model writes in the form (8) for a function $f$ that can be written as a linear combination of indicator sets.

**Proposition 2.** If Assumptions B2-B3 are satisfied and the probability distribution of $\varepsilon_t$ has a density $f_\varepsilon$ which is positive on a given ray $(-\infty, r)$ or $(r, \infty)$, then there exists a unique stationary and ergodic solution for (8) and B1 is satisfied.

**Proof of Proposition 2** It is only necessary to check B1. We show that such a condition is satisfied with $m = p$. Without loss of generality, assume that $f_\varepsilon$ is positive on the ray $(r, \infty)$. A similar argument applies when the ray is $(-\infty, r)$. Indeed, it is clear that

$$\left\{ \#F^p_t(E) = 1 \right\} \supset \bigcap_{i=0}^{p-1} \left\{ \varepsilon_{t+i} > c_{N-1} - \inf_{y \in E} g(y, X_{t+i-1}) \right\}.$$ 

Indeed, if the event on the left occurs, we know that $p$ successive values 1 will appear in the dynamic. As a consequence, at time $t$, the value of the iterated random maps will no more depend on the initial conditions. Since we have

$$\mathbb{P}\left( \varepsilon_{t+i} > c_{N-1} - \inf_{y \in E} g(y, X_{t+i-1}) | F_{t+i-1} \right) = S \left( c_{N-1} - \inf_{y \in E} g(y, X_{t+i-1}) \right),$$

where $S$ denotes the survival function of $\varepsilon_0$ which is positive, an application of Lemma 2 shows that the intersection of the $p$ events has a positive probability and B1 is automatically satisfied. □

4.3 Dynamic multiple choice models

Here we still consider the set $E = \{1, \ldots, N\}$ and we assume that

$$Y_t = i \iff g_i \left( X_{t-1}, Y_{t-1}, \ldots, Y_{t-p} \right) + \varepsilon_{i,t} > g_j \left( X_{t-1}, Y_{t-1}, \ldots, Y_{t-p} \right) + \varepsilon_{j,t}, \quad 1 \leq j \neq i \leq N.$$ 

Such a model is called dynamic multiple choice model in theoretical economics and represents the successive choices of an agent that makes a decision after observing a set of covariates $X_{t-1}$. See for instance Srisuma and Linton (2012) for semi-parametric inference in such models.

**Proposition 3.** Suppose that Assumptions B2-B3 hold true and that $\varepsilon_t$ has a distribution with a full support $\mathbb{R}^N$. Then B1 holds true.

**Proof of Proposition 3** The proof is very similar than that of Proposition 2. In particular, setting $g_{i,t} = g_i \left( X_{t-1}, Y_{t-1}, \ldots, Y_{t-p} \right)$, we have

$$\left\{ \#F^p_t(E) = 1 \right\} \supset \bigcap_{j=0}^{p-1} \left\{ \varepsilon_{i,t+j} > -g_{i,t+j} + \max_{\ell \neq i} \left\{ g_{\ell,t+j} + \varepsilon_{\ell,t+j} \right\} \right\}$$

and the results follows from B2-B3, the assumption of full support for the noise and Lemma 2. □
5 Sequential exogeneity and infinite dependence in autoregressive time series models

In this section, we first consider a general setup for infinite memory autoregressive processes with dependent inputs, in the spirit of Section 4. Our results extend the models considered in Doukhan and Wintenberger (2008) when the inputs are independent. See also Doukhan and Truquet (2007) for similar results in the case of random fields. We then use this result for deriving mixing properties of some autoregressive categorical time series or autoregressive time series of counts which generalize some models found in the literature. Here the case of predetermined exogenous regressors is our main motivation.

5.1 A general contraction argument

We consider two Polish spaces $E$ and $G$ and we denote by $\Delta$ the metric used on $E$. Let $(\zeta_t)_{t \in \mathbb{Z}}$ be a stationary and ergodic process and $\overline{y}$ a reference point in $E$. Let $F : C \times G \to E$ be a measurable mapping. We assume that for any nonnegative integer $k$, the set $C$ contains the subset of sequences $y$ of $E^N$ such that $y_i = \overline{y}$ for $i \geq k$. Here $\overline{y}$ denotes a reference point in $E$. We will also denote by $y^-$ the element $(y, y, \ldots)$ of $E^N$. In what follows, we set $F_t = \sigma (\zeta_s : s \leq t)$. The two following assumptions will be used.

$I_1$ $\mathbb{E} \Delta (\overline{y}, F(y^-, \zeta_0)) < \infty$.

$I_2$ There exists a sequence $(a_i)_{i>0}$ of non-negative real numbers such that $a := \sum_{i=1}^{\infty} a_i < 1$ and for every $(y, y') \in C^2$,

$$\mathbb{E} \left[ \Delta (F(y, \zeta_1), F(y', \zeta_1)) \mid F_0 \right] \leq \sum_{i=1}^{\infty} a_i \Delta (y_i, y'_i) \text{ a.s.}$$

The conditional contraction method generalizes the approach of Debaly and Truquet (2021a) for finite-order autoregressive processes with dependent inputs. Condition $I_2$ has to be understood in term of regular conditional probability measure, i.e. there exists a regular version of the distribution of $\zeta_1$ conditionally on $F_0$.

Theorem 4. Suppose that Assumptions $I_1$-$I_2$ hold true. There then exists a unique stationary and ergodic process $(Y_t)_{t \in \mathbb{Z}}$, non-anticipative, such that $\mathbb{E} \Delta (\overline{y}, Y_0) < \infty$ and solution of

$$Y_t = F (Y_{t-1}, \zeta_t), \quad t \in \mathbb{Z}, \text{ a.s.}$$

This unique solution has a Bernoulli shift representation, i.e.

$$Y_t = H (\zeta_t, \zeta_{t-1}, \ldots) \text{ a.s.}$$

for some measurable function $H : G^N \to E$. 
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Note. By non-anticipative, we mean that $Y_t$ is $\mathcal{F}_t$–measurable for all $t \in \mathbb{Z}$. Let us mention that for any stationary and non-anticipative process $(Y_t)_{t \in \mathbb{Z}}$ taking values in $E$, the random variable $F(Y_{t-1}, \zeta_t)$ is simply defined as the limit of $Z_{t,p} = F(Y_{t-1}, \ldots, Y_{t-p}, \overline{Y}, \zeta_t)$ when $p \to \infty$, in

$$\mathbb{L}^1_{\Delta} = \{Z : \Omega \to E \text{ measurable } : \mathbb{E}(\overline{Y}, Z) < \infty\}.$$ 

Indeed, since the process is non-anticipative, one can use $I_2$ to get

$$\mathbb{E}\Delta(Z_{t,p}, Z_{t,q}) = \mathbb{E}[\Delta(Z_{t,p}, Z_{t,q}) | \mathcal{F}_{t-1}] \leq \sum_{i=p+1}^{q} a_i \mathbb{E}(\Delta(Y_1, \overline{y})),$$  

$p < q$ \hspace{1cm} (10)

and $(Z_{t,p})_p$ is a Cauchy sequence which has then a limit.

**Proof of Theorem 4** Let $N$ be a positive integer. Define the process $(Y_{N,t})_{t \in \mathbb{Z}}$ as follows. We set $Y_{N,t} = \overline{y}$ if $t \leq -N$ and for $t > N$, $Y_{N,t}$ is defined recursively by

$$Y_{N,t} = F(Y_{N,t-1}, \zeta_t), \quad t \in \mathbb{Z}.$$ 

Since $Y_{N,t-1}$ is $\mathcal{F}_{t-1}$–measurable, we will use $I_2$ in the following way. Setting $M = \mathbb{E}d(\overline{y}, F(\overline{y}, \zeta_t))$, we have for $t > -N$,

$$\mathbb{E}\Delta(Y_{N,t}, \overline{y}) \leq M + \mathbb{E}\Delta(Y_{N,t}, F(\overline{y}, \zeta_t))$$

$$\leq M + \sum_{i=1}^{\infty} a_i \mathbb{E}\Delta(Y_{N,t-i}, \overline{y}).$$

Using an induction argument, one can show that

$$\mathbb{E}\Delta(Y_{N,t}, \overline{y}) \leq \frac{M}{1 - a}.$$ \hspace{1cm} (11)

Set $C := 2M/(1 - a)$. We are going to show that $(Y_{N,t})_{N > t}$ defines a Cauchy sequence in the space $\mathbb{L}^1_{\Delta}$. Let $N' > N$. We are going to show that

$$\mathbb{E}\Delta(Y_{N,t}, Y_{N',t}) \leq C \inf_{p \geq 1} \left\{ a \frac{\max(0,t+N)}{p} + \frac{S_{p+1}}{1 - a} \right\},$$ \hspace{1cm} (12)

where $S_t = \sum_{j \geq t} a_j$ for $t \in \mathbb{N}^*$. Indeed, if we fix $N, p \geq 1$, we have $\Delta(Y_{N,t}, Y_{N',t}) = 0$ if $t \leq -N'$,

$$\mathbb{E}\Delta(Y_{N,t}, Y_{N',t}) = \mathbb{E}\Delta(\overline{y}, Y_{N',t}) \leq C, \quad -N' < t \leq -N$$

and for $t > -N$, we have using $I_2$ and the analogue of (10),

$$\mathbb{E}\Delta(Y_{N,t}, Y_{N',t}) \leq \sum_{i=1}^{p} a_i \mathbb{E}\Delta(Y_{N,t-i}, Y_{N',t-i}) + CS_{p+1}.$$ 

An induction argument for $t = -N + 1, -N + 2, \ldots$ leads to

$$\mathbb{E}\Delta(Y_{N,t}, Y_{N',t}) \leq C \left\{ a \frac{\max(0,t+N)}{p} + \frac{S_{p+1}}{1 - a} \right\}$$
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and then to \( (\zeta_t)_{t \geq 1} \). For any \( t \in \mathbb{Z} \), let us denote by \( Y_t \) the limit of \( Y_{N,t} \). Now let \( \mu \) be the probability distribution on \( (\zeta_t)_{t \geq 1} \). Since there exists a measurable function \( H_N : \mathbb{G}^N \rightarrow E \) such that \( Y_{N,t} = H_N (\zeta_t, \zeta_{t-1}, \ldots) \) and the sequence \( (H_N)_{N \in \mathbb{N}} \) is a Cauchy sequence in the space \( \mathbb{G} \) of measurable functions \( H : \mathbb{G}^N \rightarrow E \) satisfying \( \int \Delta (H(x), \mathbb{Y}) d\mu(x) > \infty \) and endowed with the distance \( (H, H') \mapsto \int \Delta (H(x), H'(x)) d\mu(x) \), one can easily find an element \( H \) of \( \mathbb{G} \) such that \( Y_t = H (\zeta_t, \zeta_{t-1}, \ldots) \) a.s.

This representation also entails stationary and ergodicity of the process \( (Y_t)_{t \in \mathbb{Z}} \). Moreover, for \( \epsilon > 0 \), if \( p \) is large enough, we have for any integer \( N \geq 1 \),

\[
\mathbb{E} \Delta \left( Y_{N,t}, F \left( Y_{N,t-1}, \ldots, Y_{N,t-p}, \mathbb{Y}, \zeta_t \right) \right) + \mathbb{E} \Delta \left( Y_t, F \left( Y_{t-1}, \ldots, Y_{t-p}, \mathbb{Y}, \zeta_t \right) \right) < \epsilon.
\]

Moreover, in \( \mathbb{L}_1^1 \),

\[
\lim_{N \rightarrow \infty} F \left( Y_{N,t-1}, \ldots, Y_{N,t-p}, \mathbb{Y}, \zeta_t \right) = F \left( Y_{t-1}, \ldots, Y_{t-p}, \mathbb{Y}, \zeta_t \right)
\]

in \( \mathbb{L}_1^1 \). Then \( (Y_t)_{t \in \mathbb{Z}} \) is indeed solution of the infinite memory autoregression equations. Uniqueness follows from standard arguments using 12. details are omitted. \( \Box \)

We now particularize our results to the case \( G = ([\mathbb{R}^d]^N \times \mathbb{R}^k) \) and \( \zeta_t = (X_{t-1}^{-}, \epsilon_t) \). The regression function \( F \) is now defined on \( C \times D \times \mathbb{R}^k \) where \( \mathbb{P} (X_0^{-} \in D) = 1 \) and \( D \) contains all sequences in \( ([\mathbb{R}^d]^N) \) that vanishes for large indices. We are interested here in stationary solutions of

\[
Y_t = F \left( Y_{t-1}^{-}, X_{t-1}^{-}, \epsilon_t \right), \quad t \in \mathbb{Z}
\]

(13) and we use the following specific condition. In what follows, \( |\cdot| \) denotes an arbitrary norm on \( \mathbb{R}^d \).

**I2’.** There exist two sequences of non-negative real numbers \((a_i)_{i \geq 1}\) and \((b_j)_{j \geq 1}\) such that \( \sum_{i \geq 1} a_i < 1 \), \( \sum_{j \geq 1} b_j < \infty \) and if \((y, y', x, x') \in C^2 \times D^2 \),

\[
\mathbb{E} \Delta \left( F(y,x,\zeta_1), F(y',x',\zeta_1) \right) \leq \sum_{i \geq 1} a_i \Delta(y_i, y'_i) + \sum_{j \geq 1} b_j |x_j - x'_j|.
\]

Here, \( \mathcal{F}_t = \sigma \left( (X_s, \epsilon_s) : s \leq t \right) \).

**Theorem 5.** Suppose that Assumptions B2-B3 and II-I2’ hold true. Suppose furthermore that \( \mathbb{E} |X_0| < \infty \).

1. There then exists a unique stationary and ergodic \( (Y_t)_{t \in \mathbb{Z}} \), non-anticipative, such that \( \mathbb{E} d(\mathbb{Y}, Y_0) < \infty \) and solution of

\[
Y_t = F \left( Y_{t-1}^{-}, X_{t-1}^{-}, \epsilon_t \right), \quad t \in \mathbb{Z}, \text{ a.s.}
\]

This unique solution has a Bernoulli shift representation, i.e.

\[
Y_t = H \left( X_{t-1}^{-}, \epsilon_t, X_{t-2}^{-}, \epsilon_{t-1}, \ldots \right) \text{ a.s.}
\]

2. For any \( 0 < r < n \), there exists a process \( (Y'_t)_{t \in \mathbb{Z}} \) such that for \( t \geq r + 1 \), \( Y'_t \) is measurable with respect to \( \sigma \left( (X_j, \epsilon_{j+1}) : j \geq r \right) \) and

\[
\mathbb{E} \Delta(Y_t, Y'_t) \leq L \inf_{p \geq 1} \left\{ \begin{array}{l}
\overset{r}{a} \overset{r}{p} + S_{p+1} + \sum_{j=0}^{t-r+1} a^{j/p} T_{t-r+1-j} \\
\end{array} \right. ,
\]

where \( L \) is a positive constant, \( S_{p+1} = \sum_{i \geq p+1} a_i \) and \( T_s = \sum_{j \geq s} b_j \) for \( s \in \mathbb{N} \).
**Proof of Theorem 5** The first part about existence of a stationary solution is a consequence of Theorem 4. Note that B3-I2′ entails 12.

Now, let \( 0 < r < n \). Let us define \((Y'_t)_{t \in \mathbb{Z}}\) the process defined by \(Y'_t = \overline{y}\) if \( t \leq r \) and

\[
Y'_t = F\left(Y'_{t-1}, X_{t-1}, \ldots, X_r, 0, \ldots, \varepsilon_t\right), \quad t \geq r + 1.
\]

We set \( M = \mathbb{E} \Delta \left(F(\overline{y}, X_0^-), \overline{y}\right) \) and \( D_2 = \mathbb{E} |X_0| \). Note that is \( t > r \), using the triangular inequality

\[
h_t := \Delta \left(Y'_t, \overline{y}\right) \leq \Delta \left(Y'_t, F(\overline{y}, X_{t-1}, \ldots, X_r, 0, \ldots, \varepsilon_t)\right)
+ \Delta \left(F(\overline{y}, X_{t-1}, \ldots, X_r, 0, \ldots, \varepsilon_t), F(\overline{y}, X_{t-1}^-, \varepsilon_t)\right)
+ \Delta \left(F(\overline{y}^-, X_{t-1}^-, \varepsilon_t), \overline{y}\right)
\]

our assumptions guarantee that

\[
h_t \leq \sum_{i \geq 1} a_i h_{t-i} + \sum_{j \geq t-r+1} b_j \mathbb{E}|X_0| + M.
\]

Since \( h_t = 0 \) for \( t \leq r \), there exists a constant \( C_1 > 0 \) such that \( \sup t \in \mathbb{Z} h_t \leq C_1 \). Set \( D_1 = C_1 + \mathbb{E} \Delta(Y_0, \overline{y}) \). Now if \( t = r + s \), we have for \( s \geq 1 \),

\[
u_s := \mathbb{E} \Delta \left(Y_t, Y'_t\right) \leq \mathbb{E} \Delta \left(Y_t, F(Y'_{t-1}, X_{t-1}^-, \varepsilon_t)\right)
+ \mathbb{E} \Delta \left(F(Y'_{t-1}, X_{t-1}^-, \varepsilon_t), F(Y'_{t-1}, X_{t-1}^-), \ldots, X_r, 0, \ldots, \varepsilon_t\right)
\leq \sum_{i \geq 1} a_i u_{s-i} + \sum_{j \geq s+1} b_j \mathbb{E}|X_0| \leq \sum_{i=1}^p a_i u_{s-i} + D_1 S_{p+1} + D_2 T_{s+1}.
\]

Note that for \( s \leq 0 \), \( u_s \leq C := \mathbb{E} \Delta(Y_0, \overline{y}) \). The result easily follows from an application of Lemma 3.□

**5.2 Application to some binary time series**

Here, we consider an example of binary process for which the covariates only predetermine the response. We set \( E = \{0, 1\} \) and \( \Delta \) is the discrete metric, i.e. \( \Delta(y, y') = 1_{y \neq y'} \) for \( y, y' \in E \). Conditionally on \((Y'_{t-1}^-, X_{t-1}^-)\), we assume that \( Y_t \) follows a Bernoulli distribution with random parameter \( F(\lambda_t) \) and

\[
\lambda_t = f\left(Y'_{t-1}, X_{t-1}^-\right).
\]

(14)

Here \( F \) is a c.d.f. such that the logistic or the standard Gaussian c.d.f. Once again, this setup corresponds to some models introduced in Rydberg and Shephard (2003) or Moysiadis and Fokianos (2014). A natural way for considering stochastic iterations is to use the inverse of a c.d.f. associated to the Bernoulli distribution:

\[
Y_t = 1_{\{\varepsilon_t > 1-p_t\}}, \quad \varepsilon_t \sim \mathcal{U}([0, 1]).
\]

(15)

We remind that \( \zeta_t = (X_{t-1}, \varepsilon_t) \) and \( V_t = (\zeta_t, Y_t) \).
Corollary 1. Suppose that Assumptions B2-B3 hold true. Suppose furthermore that \( F \) is Lipschitz with Lipschitz constant \( L_F \) and that the exist two sequences \((a'_i)_{i \geq 1}\) and \((b'_j)_{j \geq 1}\) of non-negative real numbers

1. \( L_F \sum_{i \geq 1} a'_i < 1 \) and \( \sum_{j \geq 1} b'_j < \infty \).
2. If \((y, y', x, x') \in \mathcal{C}^2 \times \mathcal{D}^2\),
   \[
   |f(y, x) - f(y', x')| \leq \sum_{i \geq 1} a'_i 1_{y_i \neq y'_i} + \sum_{j \geq 1} b'_j |x_j - x'_j|.
   \]

There then exists a unique non-anticipative stationary and ergodic solution for (14)-(15). Moreover, for any \( 1 < r < n \), we have the bound

\[
\alpha_r(n) \leq \alpha_\zeta(r + 1) + L \sum_{t \geq n} \inf_{p \geq 1} \left\{ 1^r + S_{p+1} + \sum_{j=0}^{t-r+1} a^{j/r} T_{t-r+1-j} \right\},
\]

with \( a_i = a'_i L_f \), \( b_j = b'_j L_f \), \( S_{p+1} = \sum_{i \geq p+1} a_i \) and \( T_s = \sum_{j \geq s} b_j \) for \( s \in \mathbb{N} \).

Note. When \( \lambda_t = \beta \lambda_{t-1} + \kappa Y_{t-1} + \delta' X_{t-1} \), we recover the model of Moysiadis and Fokianos (2014). If \( F(s) = (1 + e^{-s})^{-1} \) (logistic case), we have \( L_F = 1/4 \) and we get representation (14) with \( f(y, x) = \sum_{i \geq 1} \beta^i \lambda (\kappa y_i + \delta' x_i) \). Our result apply as soon as \( |\beta| + |\gamma|/4 < 1 \), which is the same stationary condition than that of Moysiadis and Fokianos (2014). The coefficients \( a_i \) and \( b_j \) have exponential decays and we \( \alpha_r(n) = O(\alpha_\zeta([n/2])) \) as soon as \( \alpha_\zeta \) has a sub exponential decay. Note that the stationary condition is much more restrictive than in the case of strict exogeneity. In the latter case, \( |\beta| < 1 \) is the needed condition, as explained in the Note just of Theorem 2.

Proof of Corollary 1. The result is a simple consequence of Theorem 5 with the discrete metric \( \Delta(y, y') = 1_{y \neq y'} \). In particular, one can use the bound

\[
\mathbb{P} (1_{\{\epsilon \epsilon > 1-q\}} \neq 1_{\{\epsilon \epsilon > 1-q\}}) = |q - q'|, \quad q, q' \in [0, 1],
\]

to check I2'. □

5.3 Application to INGARCH models

For this last class of examples, we consider \( E = \mathbb{R} \) and \( \Delta \) the distance defined by the absolute value. The model is defined by

\[
Y_t = g \circ F_{\lambda_t}^{-1}(\epsilon_t), \quad \lambda_t = f(Y_{t-1}^-, X_{t-1}^-), \tag{16}
\]

where \( F_\lambda \) denotes the c.d.f. of a probability distribution on \( \mathbb{N} \), that depends on a real-valued parameter \( \lambda \), \( f \) and \( g \) are measurable functions such that \( g \) is invertible and \( \epsilon_t \) is uniformly distributed over the interval \( [0, 1] \). A standard example concerns INGARCH processes, for which \( F_\lambda \) is the c.d.f. of the Poisson distribution of parameter \( \lambda \) and \( g \) is the identity function. See for instance Doukhan et al. (2012b) and the references therein. Davis and Liu (2016) considered many examples of integer-valued autoregressive models using the representation 16, with \( g(y) = y \) and \( \lambda \) being the
mean of $F^{-1}_\lambda(U_1)$. Another example concerns the log-INGARCH model of Fokianos and Tjøstheim (2011) for which $g(y) = \log(1 + y)$ and $F_\lambda$ is the Poisson distribution with parameter $\exp(\lambda)$. In this case the function $f$ can take values of arbitrary sign. Let us mention that these models are generally presented under the observation-driven form, i.e.

$$\lambda_t = \beta \lambda_{t-1} + \kappa Y_{t-1} + \delta' X_{t-1}. \quad (17)$$

and mainly without exogenous regressors (i.e. $\delta = 0$). However, some recent references such as Agosto et al. (2016) or Debaly and Truquet (2021b) studied existence of stationary solutions with the problem of covariates inclusion. Note that under the condition $|\beta| < 1$, which is always assumed, and an integrability condition on $X_0$, it is not difficult to show that stationary solutions of (17) coincide to stationary solutions of (16) with a function $f$ written as a series.

Our main result is the following. For the mixing coefficients, we distinguish the two cases $g(y) = y$ and $g(y) = \log(1 + y)$ in the case of the log-INGARCH model. For simplicity of notations, for the coefficients $(a_i)_{i \geq 1}$ and $(b_j)_{j \geq 1}$ introduced below, we set

$$\omega_{n,t,r} = \inf_{p \geq 1} \left\{ \frac{t-r}{p} a^{t-r} + S_{p+1} + \sum_{j=0}^{t-r+1} a^{j/p} T_{t-r+1-j} \right\},$$

with $S_{p+1} = \sum_{i \geq p+1} a_i$ and $T_s = \sum_{j \geq s} b_j$ for $s \in \mathbb{N}^*$.

**Corollary 2.** Suppose that Assumptions B2-B3 hold true and $\mathbb{E}|X_0| < \infty$. Suppose furthermore that

1. For any value of $\lambda$, $g \circ F^{-1}_\lambda(\varepsilon_1)$ and $f (\overline{y}, X_0^{-1})$ are integrable and

$$\mathbb{E} |g \circ F^{-1}_\lambda(\varepsilon_1) - g \circ F^{-1}_{\lambda'}(\varepsilon_1)| \leq |\lambda - \lambda'|.$$  

2. There exist two summable sequences of non-negative real numbers $(a_i)_{i \geq 1}$ and $(b_j)_{j \geq 1}$ such that $\sum_{i \geq 1} a_1 < 1$ and for $(y, y', x, x') \in \mathbb{C}^2 \times \mathbb{D}^2$,

$$|f(y, x) - f(y', x')| \leq \sum_{i \geq 1} a_i |y_i - y'_i| + \sum_{j \geq 1} b_j |x_j - x'_j|.$$  

There then exists a unique non-anticipative stationary and ergodic solution for (16).

Moreover, for any $1 < r < n$, we have the following bounds.

1. If $g(y) = y$,

$$\alpha_Y(n) \leq \alpha_\zeta(r + 1) + L \sum_{t \geq n} \omega_{n,t,r}.$$  

2. If $g(y) = \log(1 + y)$, $F_\lambda$ corresponds to the Poisson distribution with parameter $\exp(\lambda)$ and $\mathbb{E} \exp(K|X_0|) < \infty$ for any $K \geq 1$, then for any $K \geq 1$, there exists a constant $L > 0$ such that

$$\alpha_Y(n) \leq \alpha_\zeta(r + 1) + L \sum_{t \geq n} \omega_{n,t,r}^{K/(K+1)}.$$  
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We proceed as for the proof of Corollary Debaly and Truquet (2015). Indeed, the mixing coefficients are invariant under a bijective transformation of the process. Note also that the first assumption is satisfied for both the Poisson INGARCH and the log-INGARCH model. See for instance Debaly and Truquet (2019), Section 2.3. Let us mention that for the log-INGARCH model, we also obtain a control of the strong mixing coefficients of \((g^{-1}(Y_t))_{t \in \mathbb{Z}}\) which is the integer-valued process. Indeed, the mixing coefficients are invariant under a bijective transformation of the process.

**Proof of Corollary 2** We proceed as for the proof of Corollary 1, using Theorem 5. To this end, we use the metric \(\Delta(y, y') = |y - y'|\) on \(E = \mathbb{R}\). Existence of a unique stationary solution is straightforward to get. Let us discuss, the bound on the mixing coefficients.

1. If \(g(y) = y\), the single missing argument is a bound on \(P(Y_t \neq Y'_t)\) obtained from the bound \(E\Delta(Y_t, Y'_t)\) given in Theorem 5. It is simply necessary to note that \(P(Y_t \neq Y'_t) \leq E\Delta(Y_t, Y'_t)\) because \(Y_t\) and \(Y'_t\) are integer-valued.

2. If now \(g(y) = \log(1 + y)\), only \(Z_t = g^{-1}(Y_t)\) and \(Z'_t = g^{-1}(Y'_t)\) are integer valued. We have for any real number \(C > 0\) and \(K > 0\),

\[
P(Y_t \neq Y'_t) = P(Z_t \neq Z'_t) \leq P(Z_t \neq Z'_t, Z_t \leq C, Z'_t \leq C) + P(Z_t > C) + P(Z'_t > C)
\]

\[
\leq E \left[ \Delta(Z_t, Z'_t) 1_{\max(Z_t, Z'_t) \leq C} \right] + \frac{E Z_0^K C}{C^K} + \sup_{t \geq r} \frac{E Z'_t^K}{C^K}.
\]

The last inequality is obtained from an application of the mean value theorem, i.e. \(|\log(1 + z) - \log(1 + z')| \geq (1 + C)^{-1}|z - z'|\) when \(\max(z, z') \leq C\). One can then choose \(C \sim E[\Delta(Y_t, Y'_t)]^{-K/(K+1)}\) to finally bound \(P(Y_t \neq Y'_t)\) by \(E[\Delta(Y_t, Y'_t)]^{-K/(K+1)}\) and apply Theorem 5. The single point to justify is the moment condition

\[
E Z_0^K + \sum_{t \geq r} E Z'_t^K < \infty.
\]

We will not detail all the arguments for this but we simply mention that from our assumptions and a convexity argument, we have for any \(K \geq 1\),

\[
E \exp \left( K \sum_{j \geq 1} b_j |X_{t-j}| \right) < \infty \text{ and } E \exp \left( K \left| f (\pi^- X_{t-1}) \right| \right) < \infty.
\]

Moreover, using convexity arguments similar to Debaly and Truquet (2021b), proof of Proposition 4, one can show \(g^{-1}(Y_t)\) and \(g^{-1}(Y'_t)\) have moments of any order. Details are omitted. \(\Box\)
6 Appendix

Lemma 1. Suppose that \((\kappa_t)_{t \in \mathbb{Z}}\) is a stationary process taking values in the interval \([0, 1]\). Set 
\(\rho = \mathbb{E}\kappa_1 < 1\). Then 
\[
\mathbb{E}(\kappa_1 \cdots \kappa_s) \leq \inf_{1 \leq j \leq s-1} \left\{ \rho^{[s/j]} + \frac{\alpha_s(j)}{1 - \rho} \right\}.
\]
(18)

Proof of Lemma 1 Setting \(u_s = \mathbb{E}(\kappa_1 \cdots \kappa_s)\) and using that all the variables take their values in the unit interval, we have 
\[
u_s \leq \nu_s - |\text{Cov}(\kappa_s, \kappa_1 \cdots \kappa_{s-j})| \\
\leq \nu_s - j \alpha_s(j),
\]
where the last inequality follows from the covariance inequality given in Doukhan (1994), Lemma 3. Since \(\rho < 1\) and \(u_k \leq 1\) for \(1 \leq k \leq s\), one can iterate the previous bound to get 
\[
u_s \leq \rho^{[s/j]} + \frac{\alpha_s(j)}{1 - \rho}.
\]
Taking the infimum over \(j\) leads to the proposed bound. □

Lemma 2. Let \(n \in \mathbb{N}\). Suppose that \((\mathcal{F}_t)_{0 \leq t \leq n}\) is a filtration and \(A_t \in \mathcal{F}_t, 1 \leq t \leq n\), are some events such that \(\mathbb{P}(A_t | \mathcal{F}_{t-1}) > 0 \) a.s. Then \(\mathbb{P}(\cap_{t=1}^n A_t) > 0\).

Proof of Lemma 2 We show the result by induction on \(n\). From our assumptions, we know that \(\mathbb{P}(A_1) > 0\). Then the result is true for \(n = 1\). Suppose that the result holds true for \(n = j\). We have
\[
\mathbb{P}(\cap_{\ell=1}^{j+1} A_\ell) = \mathbb{P}(\mathbb{P}(A_{j+1} | \mathcal{F}_j) \mathbb{I}_{\cap_{\ell=1}^j A_\ell}).
\]
If this probability equals to 0, our assumption entails that \(\mathbb{P}(\cap_{\ell=1}^j A_\ell) = 0\) which contradicts the induction assumption. The result then follows. □

Lemma 3. Assume that \((u_t)_{t \in \mathbb{Z}}\) is a sequence of real numbers such that \(u_t \leq C\) for \(t \leq 0\) and \(u_t \leq \sum_{i=1}^p a_i u_{t-i} + v_t\) for \(t > 0\) where \((v_t)_{t>0}\) is a non-increasing sequence and \((a_i)_{i \geq 1}\) is a sequence of non-negative real numbers such that \(\sum_{i=1}^\infty a_i < 1\). We then get
\[
u_t \leq Ca^{\frac{t+0}{p}} + \sum_{j \geq 0} a^{j+p} v_{(t-j)\vee 0}.\]

Proof of Lemma 3 The announced bound is easily checked when \(t \leq 0\). If the bound is satisfied up to time \(t \geq 0\), we note that 
\[
u_{t+1} \leq C \sum_{i=1}^p a_i u_{(t+1-i)\vee 0} + \sum_{j \geq 0} a^{j+p} \sum_{i=1}^p a_i v_{(t+1-i-j)\vee 0} + v_{t+1} + v_{t+1}
\]
\[
\leq Ca^{\frac{t+1}{p}} + \sum_{j \geq 0} a^{j+p} v_{(t+1-j)\vee 0}.
\]
The result then follows from an induction argument. □
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