Abstract

We present a fine-tuning method to improve the appearance of 3D geometries reconstructed from single images. We leverage advances in monocular depth estimation to obtain disparity maps and present a novel approach to transforming 2D normalized disparity maps into 3D point clouds by solving an optimization on the relevant camera parameters. After creating a 3D point cloud from disparity, we introduce a method to combine the new point cloud with existing information to form a more faithful and detailed final geometry. We demonstrate the efficacy of our approach with multiple experiments on both synthetic and real images.

1. Introduction

Reconstructing full 3D shapes from single RGB images is a longstanding computer vision problem. A system capable of performing such task needs to have some understanding of pixels – how the scene illumination interacted with the geometry and materials to create that image. It also needs to understand shapes – what is their structure, how it is usually decomposed and which symmetries arise from its function and style. To develop such a system, a learning-based procedure would require an abundance of paired data in those two forms: pixels and shapes. Unfortunately, a practical but fundamental limitation comes from the fact that we have significantly more access to images than 3D models.

There are many learning-based techniques that encode knowledge about shapes. Most of them are trained using data from ShapeNet [4], a 3D mesh dataset with tens of thousands of shapes. Models trained using this data can perform various conditional shape generation tasks, like shape interpolation, completion and reconstruction from single views. In other words, those models encode powerful shape priors and are particularly useful when estimating geometric information from incomplete data. Most of the approaches trained on ShapeNet have only a very rudimentary knowledge of pixels, at least real pixels. While we are able to generate images using 3D meshes (i.e. rendering), those images are very different from the ones we capture from our cameras in the real world. Despite the rich behaviors that can be simulated through computer graphics, the research community is far from recreating the abundant visual experience we encounter in our lives. On the other hand, monocular depth estimation models are capable of inferring the partial scene geometry quite well, even on real images. Unlike models trained on ShapeNet, depth estimation techniques employ a variety of training data – synthetic scenes,
scanners, stereoscopic images, structure from motion, and so on. The variety of training data leads to models capable of performing the task remarkably well on a variety of scenarios. They can extract partial geometry from real images – they understand real pixels much better than approaches trained solely on synthetic ShapeNet objects.

The central proposition of this work is to use the knowledge of pixels from depth estimation approaches to improve models estimating shapes from single RGB images. A key challenge lies in the fact that, despite their name, monocular depth estimation techniques actually provide disparity estimation – in order to recover true geometry, one still needs to estimate intrinsic camera parameters and solve scale and distance ambiguities. Our solution is to use shape estimates coming from vanilla single-view reconstruction models to recover image parameters that align the disparity estimations with the object coordinate system. The geometry extracted from the disparity estimation models can then be used to refine 3D shapes from single-view reconstruction techniques. Notably, our method can be applied to any view-centric single-view reconstruction technique without needing extra training or additional data. Similarly, as monocular depth estimation models get better, their improvements can be immediately translated into their single-view reconstruction counterparts. Finally, we demonstrate the efficacy of our technique in experiments with both synthetic and real images.  

1. We will release the code publicly on GitHub after publication.

2. Related Work

Single-view 3D reconstruction (SVR). Computational approaches to SVR date back to at least Roberts’ PhD thesis [43] in 1963, and the problem was already known to be ill-posed by the scientist Alhazen in the 11th century. Most related to our work are recent deep learning approaches which currently present state-of-the-art results for this problem.

Deep Networks for 3D Shape Representation. The choice of 3D data representation is one of the main discriminative factors to analyze deep learning approaches for SVR. Choy et al. [8] propose a volumetric representation using 3D voxel-grids [37, 58], as a natural extension to 2D pixel grids on which to perform 3D convolutions. Several solutions have been explored to mitigate the prohibitive memory consumption of using 3D grids in deep learning. Previously, these solutions were focused on occupancy grids [22, 42, 51], but several more recent radiance fields alternatives using hash tables and tensor decomposition [36, 5, 38, 45] were also proposed. Instead of using grids, three papers [39, 34, 7] concurrently pioneered the use coordinate-based Multi-Layered Perceptrons to model a 3D volume [52]. Several other approaches model a surface instead of a volume. Fan et al. [11] pioneered an approach to generate point clouds on a surface [14, 33]. Other techniques model 3D surfaces via parametric deformations from a reference surface [21, 56, 17]. Despite a lot of progress in representing shapes, all the aforementioned SVR methods suffer when applied to real images. Our approach can be thought of as a modular extension to some of these methods that leverages the knowledge of monocular depth estimation techniques, which can be trained on real images, thus generalizing better to more realistic scenarios.

Single-view 3D reconstruction from real images. There are two main strategies in SVR to target performance on real images. The first one is through the training data i.e. to have real images in the training set. Existing datasets with associated ground truth 3D model have clear limitations. Pix3D [50] does not have good diversity in terms of shapes (only about 700) and mostly contains furniture. ObjectNet [2] and Pascal3D [60] don’t have good image-shape alignment. Some approaches aim to learn SVR using image-only datasets using differentiable reprojection losses [54, 29, 24, 20, 53, 31, 61], though this is an extremely challenging task. Another strategy is to use domain adaptation techniques to bridge the gap between synthetic renderings and real images, for instance by imposing depth and normal as an intermediate representation between RGB images and the full 3D geometry [57, 59, 64, 48]. These techniques show some improvement on real images but within the scope of the categories spanned by the 3D dataset. They thus don’t fully leverage the generality of monocular depth estimation methods. Whereas those approaches perform better than vanilla models trained only on ShapeNet or Pix3D, they still fail to generalize to real scenarios. Our method is complimentary to these and can be used along monocular depth estimation in addition to domain adaptation techniques.

Monocular depth estimation. In their seminal work make3D, Saxena et al. [46] cast depth estimation as a supervised learning problem trained on a dataset of laser scans. Several subsequent papers have improved the architectures [10, 27, 44, 32, 28], the losses [9, 49, 13] and post-processing steps [3, 35]. We organize our discussion around the training data since the robustness and generality of monocular depth estimation approaches stems from the diversity of the training datasets [40]. Laser scanners [47, 16, 23] based on time-of-flight as well as sensors based on structured light [26, 12] provide ground truth depth but sparse annotations for dynamic scenes. Structure-from-motion can also be used to obtain sparse 3D ground-truth, up to scale, from multi-view images of a static scene [30]. Garg et al. [15] propose to use rectified stereo pairs as supervision [18, 19, 63] but the corresponding datasets are not all calibrated, providing disparity up to scale and shift.
We are not limited to networks that produce any particular type of geometry. We start with an off-the-shelf and pre-trained single-image predictor that produces an unsatisfactory result and aim to fine-tune that result to better match the input image. Take for example an image of a chair. The network may produce a geometry that looks like a chair, but perhaps the shape of the legs or detail in the back is inaccurate. Our method takes that initial prediction and uses a disparity map to improve the appearance of the geometry.

The fine-tuning procedure is as follows:

1. Get a point cloud, $\Lambda$, representation of the initial prediction.

2. Split $\Lambda$ into two sub-pointclouds of points that are visible, $\Lambda_{\text{vis}}$, and occluded, $\Lambda_{\text{occ}}$, from the camera viewpoint of the input image.

3. Given a 2D disparity map of image $I$ called $I_{\text{disp}}$ find the focal length, scale, displacement, and translation constants, $\omega = \{f_{\text{ov}}, s, t, z_t\}$, necessary to project $I_{\text{disp}}$ into $\Psi$, the 3D point cloud most closely resembling $\Lambda_{\text{vis}}$.

4. Combine $\Lambda_{\text{occ}}$ and $\Psi$ and remove any points from $\Lambda_{\text{occ}}$ that are now visible. Call this cleaned and combined final point cloud $\Psi'$.

In step 1, we start with a point cloud representation of the initial prediction of our object. This point cloud can come from any geometry including a mesh or implicit function. We are not limited to networks that produce any particular type of geometry.

After we have our initial prediction, we split the point cloud into visible and occluded points. The idea here is to leverage the information we have from the disparity map while keeping the points for which we have no disparity information (the occluded points) the same.

In step 3, we take the predicted 2D disparity map and convert it into a 3D point cloud that will replace the visible part of the object. This is the most technically challenging step and our key contribution. Because of its importance we will discuss the details of this step further in the next section.

The final step is to combine the occluded point cloud, $\Lambda_{\text{occ}}$ from the initial prediction with the projected disparity points, $\Psi$. Then a final cleaning is performed, to remove any occluded points that are no longer occluded by the new visible geometry. This is done by iteratively removing points from $\Lambda_{\text{occ}}$ that are not occluded by the projected disparity points, $\Psi$. This is to account for errors in the initial prediction. Imagine looking at the back of a chair that is mostly open, connected only by spokes. If the initial prediction erroneously reconstructed the chair with a solid back, replacing the visible points with the projected disparity map should restore this detail, but only on the visible side of the back of the chair. The other side will still be solid. We must also remove extraneous points from the original set of occluded points, $\Lambda_{\text{occ}}$. The final result is the point cloud $\Psi'$. For simplicity, we leave the geometry as a point cloud in the experiments, but it can easily be transformed into a mesh [25] or an implicit function [1] as desired because $\Psi'$ is dense. Indeed, there are as many points as visible pixels in the projected disparity point cloud $\Psi$, and we can sample arbitrarily densely the non-visible part from the initial prediction $\Lambda_{\text{occ}}$.

### 3.1. Disparity Projection

The heart of this method is the disparity projection. In the literature, people often discuss the task of “depth” prediction of a single image, but in most cases what is being predicted is disparity, or the difference between two matching points in two stereo images. Disparity is related to inverse depth by an affine transformation and is used in monocular depth estimation [55, 41, 62] for several reasons. The first being the availability of disparity data and the difficulty of converting disparity to depth. In mixed datasets it is easier to convert depth maps to disparity maps than the other way around, so disparity maps are popular training sets. Second, because of its relationship to inverse depth, using a disparity map for training effectively weights the loss function by depth, biasing towards objects in the foreground.

Without knowledge of several camera parameters, it is impossible to get true depth from normalized disparity. We assume we are starting with a normalized disparity map $d$ which is related to true depth, $Z$, through the following re-
where $b$ is the camera baseline, $f$ is the focal length, and $c_x^R$, $c_x^L$ are the horizontal coordinates of the principal points from the stereo camera pair. For simplicity, we rewrite this equation as

$$\frac{1}{Z} = s \ast d + t,$$

where $s = \frac{1}{fb}$ and $t = \frac{(c_x^R - c_x^L)}{fb}$.

These equations are used to convert disparity to depth, but then depth coordinates $(u, v)$ must be converted to 3D coordinates $(X, Y, Z)$ to produce the point cloud necessary for our method. To do this, we invert the perspective projection equation in the pinhole camera model:

$$\begin{bmatrix} u \\ v \end{bmatrix} = \frac{1}{Z} \begin{bmatrix} f_x & 0 & u_0 \\ 0 & f_y & v_0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} X \\ Y \\ Z \end{bmatrix}$$

(3)

where $(f_x, f_y)$ is the focal length and $(u_0, v_0)$ is the optical center of the image plane.

Solving for $(X, Y, Z)$ we get

$$u = \frac{f}{Z} X + u_0 \implies X = \frac{(u - u_0)}{f_x} Z$$

(4)

$$v = \frac{f}{Z} Y + v_0 \implies Y = \frac{(v - v_0)}{f_y} Z$$

(5)

where $f$ is the focal length defined as $f = \frac{r}{\tan(fov/2)}$ and $fov$ is the field of view and $x$ is the diagonal of the image. We assume $(u_0, v_0)$ to be $(0, 0)$. When we are given only a normalized disparity map, $s, t,$ and $fov$ are all unknown, so we must find acceptable approximations of these parameters in order to get the desired 3D point cloud.

The pinhole camera model assumes the origin of the coordinate system to be the camera position, while most view-centered reconstruction models assume the reconstructed geometry to be placed at the origin. To relate the two coordinate systems, we need to predict an additional parameter, a translation constant $z_t$. We translate our projection to get $Z' = Z + z_t$ where $Z'$ is aligned with the initial object reconstruction. In total this gives a set four parameters, $\omega = \{s, t, fov, z_t\}$ that we must predict.

Combined, the equations above form a function $f(s, t, fov, z_t, d) = \Psi$ which takes a normalized disparity map along with other parameters and transforms it into the corresponding 3D point cloud, $\Psi$. To approximate the parameters $\omega$, we fix the disparity map, $d$, and use stochastic gradient descent to minimize the Chamfer distance between $\Psi$ and the initially predicted visible points $\Lambda_{vis}$.

$$\text{loss} = \frac{1}{|\Psi|} \sum_{y \in \Lambda_{vis}} \min_{x \in \Psi} ||x - y||^2_2 + \frac{1}{|\Lambda_{vis}|} \sum_{x \in \Psi} \min_{y \in \Lambda_{vis}} ||x - y||^2_2$$

The parameters that minimize Eq. 6 are used to create the final point cloud used throughout the rest of the fine-tuning procedure.

The intuition for the approach comes from the assumption that the initial prediction is roughly the right general shape and size as the desired object, and is only lacking in detail. By fitting the disparity map to the initial visible points, we should recover camera parameters that lead to a point cloud of roughly the right shape.

It is important to note that this is an overdetermined function. There are infinite choices of $\omega$ that will result in the same point cloud. There are also many local minima. This makes this approach very sensitive to initialization. To improve robustness, we perform the fitting several times, each time randomly initializing, and then choosing $\omega$ that resulted from initialization with best loss as the final parameters.

4. Experiments

To validate our method, we perform experiments on two different off-the-shelf reconstruction networks that were trained on two different data sets. The first dataset is a synthetic dataset formed by rendering ShapeNet objects in different poses and lighting conditions. The second is Pix3d, a real-world data set. In both cases we focus on the category of chairs.

We evaluated the final result using two metrics: f-score and Chamfer distance.

4.1. Sensitivity Studies

Before discussing full-scale experiments, we first present two studies to examine the sensitivity of our method to errors in the disparity map and the initialization of parameters.

To examine the effect of error in disparity prediction, we simulate error by uniformly adding noise to ground truth disparity maps. Using our disparity projection method, we estimate camera parameters. We then use those camera parameters to project the ground truth disparity and measure the Chamfer distance from the ground truth object. As can be seen in Fig. 2, the Chamfer distance stays pretty small for small amounts of noise, but as more noise is added, the Chamfer distance increases, indicating some level of sensitivity to errors in prediction. However, it is important to remember that errors in disparity prediction are often not uniform. The more common failure mode is that errors are concentrated in one area (i.e. the back leg predicted to be
closer than it actually is, or fading into the background completely.

The second case of sensitivity we examine is sensitivity to initialization. To measure this we pick a case in which the initial parameters are known and perturb the initial guess steadily further away from the known value. As can be seen in Fig. 2, the final loss grows exponentially with distance from the initial value, indicating a significant sensitivity. This finding motivates the random initialization seen in our algorithm. We run the fitting multiple times and pick the final result with the lowest loss.

4.2. Synthetic Images

We present two oracle experiments on synthetic data to clarify the sources of errors in our approach. In this section, we use a dataset of renderings of ShapeNet [4] objects from 3DShapeGen authors [52]. We use their image-only network to perform single-image reconstruction.

First, we try merging the visible points of the ground truth to the 101 initial predictions provided by 3DShapeGen [52]. This achieves the maximum benefit possible with a perfect disparity map and a perfect projection of this map to 3D. On average, each object saw an average improvement of 180% in the f-score at 1 and a 40% improvement in Chamfer distance. This result demonstrates the potential for depth maps to improve the overall appearance and detail of a reconstructed object by an SVR method.

As was discussed in section 3.1, the challenge is that in most cases, monocular depth estimation does not predict absolute depth maps, but instead normalized disparity maps. We use ground truth maps to eliminate any confusion about the source of error. We further test our parameter fitting method on ground truth disparity maps, assuming an oracle monocular depth estimation. We took the same 101 object predictions from 3DShapeGen, applied our method on the ground truth normalized disparity maps and merged the initial prediction and projected disparity maps. We found a 32% improvement in f-score at 1 and a 12% improvement in Chamfer distance. While the magnitude of the improvement is not as large as with the ground truth, there is still a significant improvement. Figure 3 compares

| Method               | f-score | CD    |
|----------------------|---------|-------|
| Baseline (3DShapeGen)|         |       |
| Min.                 | 0.0577  | 0.0239|
| Max.                 | 0.5653  | 0.2629|
| Mean                 | 0.2250  | 0.1086|
| GT Depth             |         |       |
| Min.                 | 0.2639  | 0.0156|
| Max.                 | 0.7824  | 0.1702|
| Mean                 | 0.4938  | 0.0640|
| GT Disparity         |         |       |
| Min.                 | 0.0331  | 0.0216|
| Max.                 | 0.7060  | 0.2444|
| Mean                 | 0.2827  | 0.0944|

Figure 3: We compare a baseline SVR model, 3DShapeGen [52], with two oracle versions of our approach using ground truth depth, and projected ground truth disparities, on synthetic renderings of ShapeNet chairs. Using ground truth depth yield a 180% improvement in the f-score@1 in average. Despite not knowing camera parameters perfectly, our method still provides a 32% improvement in the f-score@1 in average.
the performance of the baseline 3DShapeGen prediction, the oracle with ground truth depth and the oracle with ground truth disparity. We show qualitative examples in Figure 8.

### 4.3. Real Images

We proceed to test our method on real images. We use 88 images of chairs from Pix3D [50] as our dataset and Mesh R-CNN [17] as our initial method. In this experiment, we use AdelaiDepth [62] to predict disparity, but use ground truth segmentation masks, again to isolate error. In Figure 4, we show the distribution of Chamfer distances among the objects in the dataset. After application of our method you can see a slight overall improvement in Chamfer distance.

We found that 44% of objects improved in Chamfer distance from the ground truth with application of our method. In cases that did not see improvement, it was most often from clear errors in the depth estimation. We show qualitative examples in Figure 7.

| Method              | f-score (Min.) | f-score (Max.) | f-score (Mean) |
|---------------------|----------------|----------------|----------------|
| Baseline (Mesh R-CNN) | 0.0074         | 0.2857         | 0.1410         |
| Predicted Disparity  | 0.0068         | 0.3632         | 0.1319         |

Figure 4: We compare the performance of Mesh R-CNN [17] with and without our fine-tuning, on real images from the Pix3d dataset [50]. We use AdelaiDepth [62] to predict disparities. See section 4.4 for a detailed discussion on performance.

### 4.4. Discussion

The experiments demonstrate the great potential of depth for fine-tuning 3D geometries and the success of our disparity projection approach. In particular, our method is good for recovering fine detail that SVR models often miss. An example is shown in Fig. 8. Take a look at the chairs in the first and fourth rows. The single-view reconstruction model, reconstructs two fairly similar looking chairs with rounded back and no arms, roughly accurate in shape, but missing most of the detail. Applying our fine-tuning method restores the fine detail that is necessary to distinguish the two chairs.

Another great use case is fine detail in the legs. Again looking at Fig. 8, rows two, five, six, and seven are all examples of chairs with very thin, short, or otherwise unusual legs that the single view reconstruction model failed to reconstruct. Our model was able to reconstruct these legs, creating a more complete and distinctive object.

The objects that fail to see significant improvement in appearance after our fine tuning method tend to fall into two categories: insurmountable errors in the initial prediction and insurmountable errors in depth estimation.

Fig. 5 shows a typical example of an insurmountable error in the initial prediction, where the network creates a blobby initial prediction. Because of this blobby shape, the visible points of the initial prediction are mostly flat and the estimated disparity is thus projected to a flat point cloud even though the actual visible pixels are not flat.

The second major source of errors lies in the disparity estimation. Our method is fairly robust to minor errors which will occur in any depth estimation method, but there are large fundamental errors that are insurmountable with our approach. An example is the chair in Fig. 6 where the monocular depth estimation failed to detect the legs of the chair, so they blend in with the background. Even with perfect segmentation and camera parameter estimation, the legs of the chair would be placed in the background away from the chair. These types of errors account for most of the objects in our dataset that failed to improve, as evidenced by the difference in performance between the ground truth normalized disparity maps and the predicted ones. As monocular disparityatti
lar depth estimation continues to improve, these errors will become less common.

5. Conclusion

In summary, we have demonstrated how to improve the predictions of single-view reconstruction models using monocular-depth estimation. We presented a method to approximate the relevant camera parameters to convert normalized disparity, from an off-the-shelf monocular depth model, to a 3D point cloud. We tested our method via multiple experiments, quantified and analysed the improvement that disparity maps can provide on real images.

Figure 7: Selected qualitative results from the study on real images from Pix3D with estimated normalized disparity.
| Input Image | 3DShapeGen (Baseline) | Baseline Rotated | Fine-Tuning (Ours) | Fine-Tuning Rotated |
|-------------|-----------------------|------------------|-------------------|-------------------|
| ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) | ![Image](image5.png) |
| ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) | ![Image](image10.png) |
| ![Image](image11.png) | ![Image](image12.png) | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) |
| ![Image](image16.png) | ![Image](image17.png) | ![Image](image18.png) | ![Image](image19.png) | ![Image](image20.png) |
| ![Image](image21.png) | ![Image](image22.png) | ![Image](image23.png) | ![Image](image24.png) | ![Image](image25.png) |
| ![Image](image26.png) | ![Image](image27.png) | ![Image](image28.png) | ![Image](image29.png) | ![Image](image30.png) |

Figure 8: Selected qualitative results from study on synthetic images with ground truth normalized disparity. Our method successfully adds much needed detail to the baseline reconstruction. That detail is preserved not just from the view of the image, but upon rotation as well.
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