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Abstract

Computing John Ellipsoid is a fundamental problem in machine learning and convex optimization, where the goal is to compute the ellipsoid with maximal volume that lies in a given convex centrally symmetric polytope defined by a matrix $A \in \mathbb{R}^{n \times d}$. In this work, we show two faster algorithms for approximating the John Ellipsoid.

- For sparse matrix $A$, we can achieve nearly input sparsity time $\text{nnz}(A) + d^\omega$, where $\omega$ is exponent of matrix multiplication. Currently, $\omega \approx 2.373$.
- For the matrix $A$ which has small treewidth $\tau$, we can achieve $n\tau^2$ time.

Therefore, we significantly improves the state-of-the-art results on approximating the John Ellipsoid for centrally symmetric polytope [Cohen, Cousins, Lee, and Yang COLT 2019] which takes $nd^2$ time.
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1 Introduction

The famous theorem of Fritz John [Joh48] states that any convex polytope can be well approximated by the maximal volume inscribed ellipsoid of the polytope. John Ellipsoid is defined as the maximal volume inscribed ellipsoid (MVIE), and it has a lot of important applications including high-dimensional sampling [Vem05], linear programming [LS14] and differential privacy [NTZ13]. Furthermore, it is known [Tod16] that computing MVIE is equivalent to the D-optimal design problem, which is a fundamental problem in statistics.

The John Ellipsoid can be computed in polynomial time, as it can be written as a constrained convex optimization problem and hence can be solved by various convex optimization algorithms such as first-order methods [Kha96, KY05] and second-order interior point methods [NN94, SF04]. Recently, [CCLY19] found a simple fixed-point iteration to compute the John Ellipsoid. They studied the case of centrally symmetric polytopes given by a set of inequalities, which can be formulated as follows: Given a rank $d$ matrix $A \in \mathbb{R}^{n \times d}$, the polytope $P$ is defined as $P := \{ x \in \mathbb{R}^d : -1_n \leq Ax \leq 1_n \}$, where $1_n$ is an all-1 vector with dimension $n$. In this setting, [CP15] showed that computing MVIE can be reduced to the problem of computing $\ell_\infty$ Lewis weights of the matrix $A$. The $\ell_\infty$ Lewis weights of matrix $A$ is a vector $w \in \mathbb{R}^n$, which can be considered as a weighted version of leverage scores of $A$. The property of $w$ naturally satisfies a fixed-point iteration [CCLY19].

The most time-consuming part of the algorithm in [CCLY19] is to compute quadratic forms $a^T B^{-1} a$, where $B$ is a weighted version of $A^T A$ and $a$ is a row vector in $A$. This is a standard linear algebra task and in [CCLY19], it is done via computing Cholesky decomposition and solving linear systems. However, these operations require $O(nd^2)$ time, which could be prohibitively large.

Motivated by this, we propose a sketched-based algorithm with improved running time. Sketching is a popular technique in randomized linear algebra and has been widely applied in a lot of linear algebra tasks [CW13, NN13, BWZ16, RSW16, SWZ17, XZZ18, SWZ19, LSZ19, JSWZ21, SY21, DLY21, BPSW21, HSWZ22, SXYZ22, GS22]. Furthermore, we can even speed up our algorithm when the matrix $A$ has certain special structures, i.e., with small treewidth.

| References | #Iters. | Cost per iter. |
|------------|---------|----------------|
| [CCLY19]   | $\epsilon^{-1} \log(n/d)$ | $nd^2$ |
| Theorem 1.1| $\epsilon^{-1} \log(n/d)$ | $\epsilon^{-1} \text{nnz}(A) \log(n/\delta) + \epsilon^{-2} d^\omega \log(n/\delta)$ |
| Theorem 1.4| $\epsilon^{-1} \log(n/d)$ | $n\tau^2$ |

Table 1: Let $A \in \mathbb{R}^{n \times d}$. Let $\omega$ denote the exponent of matrix multiplication. Currently $\omega \approx 2.373$ [Wil12, LG14, AW21]. Let $\epsilon \in (0, 1)$ denote the accuracy parameter. Let $\delta \in (0, 1)$ denote the failure probability. We use $\text{nnz}(A)$ to denote the number of non-zeros in the matrix $A$. We use $\tau$ to denote the treewidth of $A$. Note that $\tau \leq d$. Our algorithm (Theorem 1.1, Algorithm 1) is better than the result in [CCLY19] when $\epsilon \in (1/d, 1)$ and $n \geq d^\omega$. Since $\tau \leq d$, then for any matrix $A$ that has small $\tau$, our algorithm (Theorem 1.4, Algorithm 2) is always better than [CCLY19].

1.1 General Result

The main result of this paper is the following theorem:

**Theorem 1.1** (Our result I, general $A$). Given a matrix $A \in \mathbb{R}^{n \times d}$, we define a centrally symmetric polytope $P$ as follows:

$$\{ x \in \mathbb{R}^d : -1_n \leq Ax \leq 1_n \}.$$
Figure 1: Time complexity comparison between CCLY19 (denotes [CCLY19]) and ours, assuming \( n = d^a \), \( \epsilon = \Theta(1) \), and ignoring the log factors. The x-axis is corresponding to \( a \) and y-axis is corresponding to \( b \). The \( n^b \) is the total running time.

Then, given \( \epsilon \in (0, 1) \), there exists an algorithm (Algorithm 1) that outputs an ellipsoid \( Q \) satisfies:

\[
\frac{1}{\sqrt{1+\epsilon}} \cdot Q \subseteq P \subseteq \sqrt{d} \cdot Q.
\]

in \( O((\epsilon^{-1} \log(n/\delta) \cdot \text{nnz}(A) + \epsilon^{-2} \log(n/\delta) \cdot d^a) \cdot \epsilon^{-1} \log(n/d)) \) time, where \( \omega \approx 2.373 \) denote the current matrix multiplication exponent [Wil12, LG14, AW21].

The geometric interpretation of the output ellipsoid is shown in Figure 2.

1.2 Treewidth Result

In this section, we further generalize our result to the treewidth setting. Before stating our main result, we introduce several definitions for treewidth. To begin with, we introduce the definition of generalized dual graph of a given matrix.

**Definition 1.2.** The generalized dual graph of the matrix \( A \in \mathbb{R}^{n \times d} \) with block structure \( n = \sum_{i=1}^{m} n_i \) is the graph \( G_A = (V, E) \) with \( V = \{1, \ldots, d\} \).

We say an edge \((i, j) \in E\) if and only if \( A_{r,i} \neq 0 \) and \( A_{r,j} \neq 0 \) for some \( r \), where we use \( A_{r,i} \) to mean the submatrix of \( A \) in row \( i \) and column block \( r \).

Next, we define the tree decomposition and treewidth (see [BGHK95, Dav06, LMS13, DLY21]),

**Definition 1.3.** A tree decomposition is a mapping of graphs into trees. For graph \( G \), the tree decomposition is defined as pair \((M, T)\), where \( T \) is a tree, and \( M : V(T) \to 2^{V(G)} \) is a family of subsets of \( V(G) \) called bags labelling the vertices of \( T \), satisfies that:

- The vertices maintained by all bags is the same as those of graph \( G \): \( \cup_{t \in V(T)} M(t) = V(G) \).
• For every vertex \( v \in V(G) \), the nodes \( t \in V(T) \) satisfying \( v \in M(t) \) is a connected subgraph of \( T \), and

• For every edge \( e = (u, v) \in V(G) \), there exist a node \( t \in V(T) \) so that \( u, v \in M(t) \).

where \( V(\cdot) \) denote the vertex set of a graph.

The width of a tree decomposition \((M, T)\) is \( \max \{|M(t)| - 1 : t \in T| \). The treewidth of \( G \) is the minimum width over all tree decompositions of \( G \).

\[ \frac{1}{\sqrt{1+\epsilon}} Q \subseteq P \subseteq \sqrt{d} \cdot Q. \]

Figure 2: The geometric interpretation of our output ellipsoid. Let \( P \) be a given input polytope. We can find an ellipsoid \( Q \) so that \( \frac{1}{\sqrt{1+\epsilon}} Q \subseteq P \subseteq \sqrt{d} \cdot Q \).

Usually, the treewidth of a tree is NP-hard to compute \([FLS^{+}18, ACP87]\). Nevertheless, it’s possible to find a width-\( O(\text{tw}(G) \log^3 n) \) tree decomposition within \( O(m \text{ poly log } n) \), where \( m \) denotes the number of edges, \( n \) denotes the number of vertices and \( \text{tw}(G) \) denote the treewidth of graph \( G \) \([BGS21]\).

Now, we are ready to state our secondary main result,

**Theorem 1.4 (Our result II, small treewidth \( A \)).** Given \( A \in \mathbb{R}^{n \times d} \) that \( A \) has treewidth \( \tau \). Let \( P \) denote a centrally symmetric polytope defined as \( \{x \in \mathbb{R}^d : -1_n \leq Ax \leq 1_n\} \). For \( \epsilon \in (0, 1) \), there is an algorithm (Algorithm 2) that runs in time

\[ O(\epsilon^{-1} \cdot (n \tau^2) \cdot \log(n/d)) \]

and outputs an ellipsoid \( Q \) such that

\[ \frac{1}{\sqrt{1+\epsilon}} \cdot Q \subseteq P \subseteq \sqrt{d} \cdot Q. \]

**Roadmap.** The rest of the paper is organized as follows. In Section 2, we present the technique overview for this paper. In Section 3, we provide some preliminaries for treewidth and John Ellipsoid. In Section 4, we give the formal definition for the John Ellipsoid. In Section 5, we present our main algorithm (Algorithm 1) for approximating John Ellipsoid inside symmetric polytopes and show the running time for the algorithm. In Section 6, we prove the correctness of our implementation. In Section 7, we further improve our running time for small treewidth setting. In Section 8, we give a sparsification tool for the matrix that has pattern \( A^TWA \), where \( W \) is some non-negative diagonal matrix.
Figure 3: (a) A graph $G(V,E)$ (b) The tree decomposition for graph $G$. We can see that the union of the vertices in all bags are nodes $a, \ldots, i$, which is the same as $V(G)$. For every edge $u,v \in V(G)$, we can find at least one bag contains both $u$ and $v$. For example, for edge $(c,b)$ in graph $G$, bag 1 contains both $c$ and $b$. Furthermore, the bags containing any one node in $(a)$ is a subgraph of the tree $(b)$. For example, the bags contains node $c$ are bags 1, 2, 3, which is a subgraph of the tree. Similarly, we can see that the bags containing node $f$ is bags 3, 5, which is also a subgraph of the tree. For edge $(c,f)$, bag 2 and 3 both contain vertices $c$ and $f$. For edge $(i,g)$, bag 5 contains vertices $i$ and $g$.

2 Technique Overview

To begin with, we define $\sigma: \mathbb{R}^n \rightarrow \mathbb{R}^n$ as

$$\sigma_i(v) = a_i^T \left( \sum_{j=1}^{n} v_j a_j a_j^T \right)^{-1} a_i$$

$$= a_i^T (A^T \text{diag}(v)A)^{-1} a_i.$$

Fixed Point Iteration  Let $w^*$ be the optimal solution to program Eq. (4). By its optimal condition (Lemma 4.2), $w^*$ satisfies $w^*_i \cdot (1 - \sigma_i(w^*)) = 0$ for all $i \in [n]$, or equivalently

$$w^*_i = w^*_i \cdot \sigma_i(w^*)$$

Intuitively, by this observation, our algorithm updates the vector $w$ by the fixed point iteration, i.e., $w_{k+1,i} = w_{k,i} \cdot \sigma_i(w_k)$. Then, we have

$$w_{k+1,i}$$

$$= a_i^T \sqrt{w_{k,i}} (A^T \text{diag}(w_{k,i})A)^{-1} \sqrt{w_{k,i}} a_i$$

$$= a_i^T \sqrt{w_{k,i}} (A^T \text{diag}(w_{k,i})A)^{-1/2} \cdot (A^T \text{diag}(w_{k,i})A)^{-1/2} \sqrt{w_{k,i}} a_i$$

$$= \| (A^T \text{diag}(w_{k,i})A)^{-1/2} \sqrt{w_{k,i}} a_i \|_2^2$$

The most time-consuming computation for the above fixed point iteration is to compute $\sigma_i(w)$, and we use dimension deduction techniques to speed up this computation. There are two major ways to do dimensionality reduction, one is non-oblivious way such as leverage score sampling [SS11, BSS12, SXZ22, Zha22], the other one is oblivious way such as sketching method [CW13, NN13]. Prior work [CCLY19] only uses sketching method. In this work, we use both leverage score sampling and sketching method.
Leverage Score Sampling Observe that for $k \in [T-1]$, we can write $w_{k,i} = b_{k,i}^\top ((B_k)^\top B_k)^{-1} b_{k,i}$, where $B_k = \sqrt{\text{diag}(w_k)} \cdot A$ and $b_{k,i}$ is the $i$-th row vector of $B_k \in \mathbb{R}^{n \times d}$.

Hence, $w_{k,i}$ is the leverage score of the $i$-th row of the matrix $B_k$. From the well-known folklore properties of leverage scores (see [SS11, CCLY19] for example), we have:

**Lemma 2.1** (folklore). For $k \in [T]$ and $i \in [n]$, we have $0 \leq w_{k,i} \leq 1$. Moreover, $\sum_{i=1}^n w_{k,i} = d$.

Additionally, applying sampling matrix is a quite standard way in the field of numerical linear algebra (see [CW13, BWZ16, RSW16, SWZ17, SWZ19, CLS19, BLSS20, DSW22]). Here, we apply a sampling matrix based on a constant approximation of the leverage score, we can approximate the matrix $B^\top DB$ up to a multiplicative $(1 + \epsilon_0)$.

Sketching In order to further speed up the algorithm, we apply sketching techniques at line 20 in Algorithm 1, where we use random Gaussian matrix of dimension $s \times d$ to speed up the calculation while maintaining enough accuracy.

Following all the tools above, we are able to prove the following conclusion.

**Lemma 2.2** ($\phi_i$, informal version of Lemma 6.4). Let $u \in \mathbb{R}^n$ ($u$ is the non-normalized version of $v$) denote the vector computed during the Algorithm 1, fix the number of iterations executed in the algorithm as $T = O(\epsilon^{-1} \log(n/d))$ and $s = 1000/\epsilon$, define $\phi_i(u) = \log \sigma_i(u)$, then for $i \in [n]$:

$$\phi_i(u) \leq \frac{1}{T} \log \left(\frac{n}{d}\right) + \epsilon/250 + \epsilon_0$$

holds with probability $1 - \delta - \delta_0$.

Small Treewidth Setting The calculation of $\sigma_i(w)$ can also be sped up with small treewidth setting. When the constraint matrix $A$ is an incidence matrix for a graph, it is natural to parameterize the graph in terms of its treewidth $\tau$. [DLY21] extends this graph notion into linear program, and one of their contributions is to show that if $A$ has treewidth $\tau$, then one can compute a permutation matrix $P \in \mathbb{R}^n$ such that the Cholesky factorization $PA^\top WAP^\top = LL^\top$ is sparse during the iterative algorithm, i.e., $L \in \mathbb{R}^{n \times n}$ has column sparsity $\tau$. For each iteration, the time needed for Cholesky decomposition is $O(n\tau^2)$ and computing $\sigma(w)$ also take $O(n\tau^2)$. Then, we provide an implementation that takes $O((n\tau^2) \cdot T)$ to find the $(1 + \epsilon)$-approximation of John Ellipsoid.

3 Preliminaries

For notations, we use $N(\mu, \sigma^2)$ to denote the normal distribution with mean $\mu$ and variance $\sigma^2$. Given two vectors $x$ and $y \in \mathbb{R}^d$, we use $\langle x, y \rangle$ to denote the inner product between $x$ and $y$, i.e., $\langle x, y \rangle = \sum_{i=1}^d x_i y_i$. We use $1_n$ to denote an all-1 vector with dimension $n$. For any matrix $A \in \mathbb{R}^{d \times d}$, we say $A \succeq 0$ (positive semi-definite) if for all $x \in \mathbb{R}^d$ we have $x^\top Ax \geq 0$. For a function $f$, we use $\tilde{O}(f)$ to denote $f \cdot \text{poly}(\log f)$. For a matrix $A$, we use $A^\top$ to denote the transpose of matrix $A$. For a matrix $A$, we use $\text{nnz}(A)$ to denote the number of non-zero entries in $A$. For a square and full rank matrix $A$, we use $A^{-1}$ to denote the inverse of matrix $A$.

For a positive integer, we use $[n]$ to denote the set $\{1, 2, \cdots, n\}$. For a vector $x$, we use $\|x\|_2$ to denote the entry-wise $\ell_2$ norm of $x$, i.e., $\|x\|_2 := (\sum_{i=1}^n x_i^2)^{1/2}$. We say a vector is $\tau$-sparse if it has at most $\tau$ non-zero entries.

For a random variable $X$, we use $\mathbb{E}[X]$ to denote its expectation. We use $\text{Pr}[\cdot]$ to denote the probability.
3.1 Treewidth Preliminaries

We begin by introducing the definition of treewidth for a given matrix.

**Definition 3.1** (Treewidth $\tau$). Given a matrix $A \in \mathbb{R}^{n \times d}$, we construct its graph $G = (V, E)$ as follows: The vertex set are columns $[d]$; An edge $(i, j) \in E$ if and only if there exists $k \in [n]$ such that $A_{k,i} \neq 0, A_{k,j} \neq 0$. Then, the treewidth of the matrix $A$ is the treewidth of the constructed graph. In particular, every column of $A$ is $\tau$-sparse.

Next, we present the definition for Cholesky factorization.

**Definition 3.2** (Cholesky Factorization). Given a positive-definite matrix $P$, there exists a unique Cholesky factorization $P = LL^\top \in \mathbb{R}^{d \times d}$, where $L \in \mathbb{R}^{d \times d}$ is a lower-triangular matrix with real and positive diagonal entries.

Then, we introduce some results based on the Cholesky factorization of a given matrix with treewidth $\tau$:

**Lemma 3.3** ([BGHK95, Dav06, DLY21]). For any positive diagonal matrix $H \in \mathbb{R}^{n \times n}$, for any matrix $A^\top \in \mathbb{R}^{d \times n}$ with treewidth $\tau$, we can compute the Cholesky factorization $A^\top HA = LL^\top \in \mathbb{R}^{d \times d}$ in $O(n^2 \tau^2)$ time, where $L \in \mathbb{R}^{d \times d}$ is a lower-triangular matrix with real and positive entries. $L$ satisfies the property that every column is $\tau$-sparse.

3.2 Basic Algebra

Next, we provide a basic algebra claim that used in our paper.

**Claim 3.4.** Given vector $w$, we can show $A^\top \text{diag}(w)A = \sum_{i=1}^{n} w_i a_i a_i^\top$, where $a_i$ is the $i$-th column of matrix $A$.

**Proof.** We have,

$$ A^\top \text{diag}(w) = [w_1 a_1, w_2 a_2, \cdots, w_n a_n] $$

Then the $x,y$ element for $A^\top \text{diag}(w)A$ is $\sum_{i=1}^{n} w_i a_y a_i x$. Hence, $A^\top \text{diag}(w)A = \sum_{i=1}^{n} w_i a_i a_i^\top$. □

3.3 Good Rounding

Lemma 3.5 gives a geometric interpretation of the approximation factor in Definition 4.3. Note that for the exact John Ellipsoid $Q^*$ of the same polytope, $Q^* \subseteq P \subseteq \sqrt{d} \cdot Q^*$.

**Lemma 3.5** ((1 + $\epsilon$)-approximation is good rounding, Lemma 2.3 in arXiv\(^1\) version of [CCLY19]). Let $P$ be defined as Definition 4.1. Let $w \in \mathbb{R}^n$ be a (1 + $\epsilon$)-approximation of Eq. (4). Using that $w$, we define

$$ Q := \{x \in \mathbb{R}^d : x^\top (\sum_{i=1}^{n} w_i a_i a_i^\top) x \leq 1\}. $$

Then the following property holds:

$$ \frac{1}{\sqrt{1+\epsilon}} \cdot Q \subseteq P \subseteq \sqrt{d} \cdot Q. $$

Moreover, $\text{vol}(\frac{1}{\sqrt{1+\epsilon}} Q) \geq \exp(-\epsilon d/2) \cdot \text{vol}(Q^*)$.

\(^1\)https://arxiv.org/pdf/1905.11580.pdf
3.4 Convexity
Here, we show the convexity of $\phi_i$.

Lemma 3.6 (Convexity, Lemma 3.4 in [CCLY19]). For $i = 1, \cdots, n$, let $\phi_i : \mathbb{R}^n \to \mathbb{R}$ be the function defined as

$$\phi_i(v) = \log \sigma_i(v) = \log (a_i^\top (\sum_{j=1}^{n} v_j a_j a_j^\top)^{-1} a_i).$$

Then $\phi_i$ is convex.

3.5 Leverage Score
We state a useful tool for leverage score from previous work [DSW22]. In [DSW22], they proved a stronger version that computes the leverage score for the matrix in the form of $A(I - V^\top V)$. We only compute the leverage score for matrix $A$ here.

Lemma 3.7 (Leverage score, Lemma 4.3 in [DSW22]). Given a matrix $A \in \mathbb{R}^{n \times d}$, we can compute a vector $\tilde{\sigma} \in \mathbb{R}^m$ in $\tilde{O}(\epsilon_\sigma^{-2} (\text{nnz}(A) + d^2))$ time, so that, $\tilde{\sigma}$ is an approximation of the leverage score of matrix $A$, i.e.,

$$\tilde{\sigma} \in (1 \pm \epsilon_\sigma) \cdot \sigma(A),$$

with probability at least $1 - \delta_\sigma$. The $\tilde{O}$ hides the $\log(d/\delta_\sigma)$ factor.

4 Problem Formulation
In this section, we give the formal definition for the John Ellipsoid of a symmetric polytope. We first give a characterization of any symmetric polytope.

Definition 4.1 (Symmetric convex polytope). We define a symmetric convex polytope as

$$P := \{ x \in \mathbb{R}^d : |\langle a_i, x \rangle| \leq 1, \forall i \in [n] \}. $$

We define matrix $A \in \mathbb{R}^{n \times d}$ associate with the above polytope $P \subset \mathbb{R}^d$ as a collection of column vectors, i.e., $A = (a_1, a_2, \cdots, a_n)^\top$, and we assume $A$ is full rank. Note that since $P$ is symmetric, the John Ellipsoid of it must be centered at the origin. Since any origin-centered ellipsoid $E$ is of the form $x^\top G^{-2} x \leq 1$, for a positive definite matrix $G$, we can search over the optimal ellipsoid by searching over the possible matrix $G$ as in [CCLY19]:

Maximize $\log((\det(G))^2)$,

subject to: $G \succeq 0$ \quad (3)

$$\|Ga_i\|_2 \leq 1, \forall i \in [n]$$

In [CCLY19] it is shown that the optimal $G$ must satisfy $G^{-2} = A^\top \text{diag}(w) A$, for the matrix $A$ and vector $w \in \mathbb{R}_{\geq 0}^n$. Thus, optimizing over $w$, we have the following optimization program:
Minimize \( \sum_{i=1}^{n} w_i - \log \det(\sum_{i=1}^{n} w_i a_i a_i^\top) - d \), \hspace{1cm} (4)

subject to: \( w_i \geq 0, \forall i \in [n] \).

Additionally, the optimality condition for this \( w \) has been studied in [Tod16]:

**Lemma 4.2** (Optimality criteria, Proposition 2.5 in [Tod16]). A weight \( w \in \mathbb{R}^n \) is optimal for program (Eq. (4)) if and only if

\[
\sum_{i=1}^{n} w_i = d, \\
a_j^\top Q^{-1} a_j = 1, \text{ if } w_j \neq 0 \\
a_j^\top Q^{-1} a_j < 1, \text{ if } w_j = 0.
\]

where \( Q := \sum_{i=1}^{n} w_i a_i a_i^\top \in \mathbb{R}^{d \times d} \).

Besides finding the exact John Ellipsoid, we can also find an \((1 + \epsilon)\)-approximate John Ellipsoid:

**Definition 4.3** ((1 + \(\epsilon\))-approximate John Ellipsoid). For \( \epsilon > 0 \), we say \( w \in \mathbb{R}_{\geq 0}^{n} \) is a \((1 + \epsilon)\)-approximation of program (Eq. (4)) if \( w \) satisfies

\[
\sum_{i=1}^{n} w_i = d, \\
a_j^\top Q^{-1} a_j \leq 1 + \epsilon, \forall j \in [n].
\]

where \( Q := \sum_{i=1}^{n} w_i a_i a_i^\top \in \mathbb{R}^{d \times d} \).

5 Input Sparsity Algorithm, Running time

In this section, we present the running time needed for our algorithm (Algorithm 1). We first introduce some facts that are useful to our proof.

**Fact 5.1.** For any real numbers \( a \geq 1 \) and \( b \geq 2 \), we have

\[
\log(ab) \leq 2a \cdot \log b
\]

**Proof.** We have

\[
\log(ab) \leq \log a + \log b \\
\leq a + \log b \\
\leq a \log b + \log b \\
\leq a \log b + a \log b \\
\leq 2a \log b.
\]

where the third step follows from \( \log b \geq 1 \), the forth step follows from \( a \geq 1 \).

Thus, we complete the proof.
Algorithm 1 Faster Algorithm for approximating John Ellipsoid inside symmetric polytopes

1: procedure FastApproxGeneral($A \in \mathbb{R}^{n \times d}$) \hfill \triangleright \text{Theorem 1.1}
2: \begin{itemize}
3:    \item $s \leftarrow \Theta(\epsilon^{-1})$
4:    \item $T \leftarrow \epsilon^{-1} \log(n/d)$
5:    \item $\epsilon_0 \leftarrow \Theta(\epsilon)$
6:    \item $N \leftarrow \Theta(\epsilon_0^2 d \log(nd/\delta))$
7:    \item for $i = 1 \rightarrow n$ do
8:        \begin{itemize}
9:            \item Initialize $w_{1,i} = \frac{d}{n}$
10:        \end{itemize}
11:    \end{itemize}
12: for $k = 1, \ldots, T - 1$ do
13:    \begin{itemize}
14:        \item $W_k = \text{diag}(w_k)$.
15:        \item $B_k = \sqrt{W_k}A$
16:        \item Let $S_k \in \mathbb{R}^{s \times d}$ be a random matrix where each entry is chosen i.i.d from Gaussian distribution $\mathcal{N}(0,1)$
17:        \begin{itemize}
18:            \item Ideally we want to compute $w_{k+1,i} = \| (B_k^T B_k)^{-1/2} (\sqrt{w_k}a_i) \|^2_2$ by Eq. (2).
19:        \end{itemize}
20:    \end{itemize}
21: for $i = 1 \rightarrow n$ do
22:    \begin{itemize}
23:        \item $\bar{w}_{k+1,i} \leftarrow \frac{1}{s} \| \tilde{Q}_k \sqrt{\bar{w}_{k,i} a_i} \|^2_2$
24:    \end{itemize}
25: end for
26: for $i = 1 \rightarrow n$ do
27:    \begin{itemize}
28:        \item $u_i = \frac{1}{T} \sum_{k=1}^{T} w_{k,i}$ \hfill \triangleright \text{Lemma 6.4}
29:    \end{itemize}
30: end for
31: for $i = 1 \rightarrow n$ do
32:    \begin{itemize}
33:        \item $v_i = \sum_{j=1}^{d} u_j$ \hfill \triangleright \text{Lemma 6.5}
34:    \end{itemize}
35: end for
36: $V = \text{diag}(v)$.
37: return $V$ and $A^T VA$ \hfill \triangleright \text{Approximate John Ellipsoid inside the polytope}
38: end procedure

Fact 5.2. For any $a \geq 1$ and $b \geq 2$, we have

$$a + \log(ab) \leq 3a \log b$$

Proof. Using Fact 5.1, we have

$$\log(ab) \leq 2a \log b$$
Then we have
\[ a + \log(ab) \leq a + 2a \log b \leq 3a \log b \]
where the last step follows from \( a \leq a \log b \).

**Fact 5.3.** For any \( n, d \) such that \( 2 \leq d \leq n \leq \text{poly}(d) \). For any \( \delta \in (0, 0.1) \), we have
\[ \log(d \log(n/d)/\delta) = O(\log(d/\delta)) \]

**Proof.** Let \( c > 1 \) denote some constant value such that \( n \leq d^c \).
Then we can write
\[
d \log(n/d) \leq d \log(d^{c-1}) = (c - 1)d \log d \\
\leq cd \log d \\
\leq cd^2
\]
where the first step follows from \( n \leq d^c \), and the last step follows from \( \log d \leq d \).
Thus
\[
\log(d \log(n/d)/\delta) \leq \log(cd^2/\delta) \\
\leq 2c \log(d^2/\delta) \\
\leq 2c \log(d^2/\delta^2) \\
= 4c \log(d/\delta) \\
= O(\log(d/\delta)).
\]
where the second step follows from Fact 5.1, the third step follows from \( \delta \in (0, 1) \). \( \square \)

Next, we show the running time of Theorem 1.1.

**Lemma 5.4** (Performance of Algorithm 1). Given a symmetric convex polytope, for all \( \epsilon \in (0, 1) \), Algorithm 1 can find a \((1 + \epsilon)^2\)-approximation of John Ellipsoid inside this polytope with \( \epsilon_0 = \Theta(\epsilon) \) and \( T = O(\epsilon^{-1} \log(n/d)) \) in time
\[ O((\epsilon^{-1} \log(d/\delta) \cdot \text{nnz}(A) + \epsilon^{-2} \log(n/\delta) \cdot d^\omega)T), \]
where \( \omega \approx 2.373 \) denote the current matrix multiplication exponent [Wil12, AW21].

**Proof.** At first, initializing the vector \( w \in \mathbb{R}^n \) takes \( O(n) \) time. In the main loop, the per iteration running time can be decomposed as follows:

- Calculating matrix \( B_k \in \mathbb{R}^{n \times d} \) takes \( O(\text{nnz}(A)) \) time. Due to the structure of matrix \( W_k \), we only need to multiply the non-zero entries of \( i \)-th row by \( w_{k,i} \) to get matrix \( B_k \). The total non-zero entries here is \( \text{nnz}(A) \).
- Initializing matrix \( S_k \in \mathbb{R}^{s \times d} \), where \( s = \Theta(\epsilon^{-1}) \), takes \( O(\epsilon^{-1} n) \) time.
- Generating diagonal matrix \( D_k \in \mathbb{R}^{n \times n} \) takes \( O(\epsilon_{s-2}^2(\text{nnz}(A) + d^\omega)) \) time by using Lemma 3.7.
- Computing matrix \( \tilde{H}_k = (B_k^T D_k B_k)^{-1/2} \) contains three steps.
We first compute \( B_k^T D_k B_k \in \mathbb{R}^{d \times d} \), where \( D_k \) is a diagonal matrix with \( N \) non-zero entries and \( N = \Theta(\epsilon_0^{-2} d \log(nd/\delta)) \). It takes \( O(\epsilon_0^{-2} d^2 \log(nd/\delta)) \) time by using fast matrix multiplication. As \( n = \text{poly}(d) \), we can simplify it as \( O(\epsilon_0^{-2} d^2 \log(n/\delta)) \).

Second, we compute the inverse of the result in the first step, which takes \( O(d^2) \) time.

Third, we take the square root of the result in second step. To take square root of a matrix \( T \in \mathbb{R}^{d \times d} \), we can first decompose \( T \) as \( U \Sigma V^\top \) using SVD, which takes \( O(d^2) \). Then we take the square root of the diagonal matrix \( \Sigma \), which takes \( O(d) \). Then, we multiply them back together to get \( T^{1/2} \), which takes \( O(d^2) \). Hence, the time needed for the final step is \( O(d^2) + O(d) + O(d^2) = O(d^2) \)

As \( O(d^2) \) is less than \( O(\epsilon_0^{-2} d^2 \log(n/\delta)) \), the total running time for computing \( H_k \) is \( O(\epsilon_0^{-2} d^2 \log(n/\delta)) \).

- Computing matrix \( \tilde{Q}_k \) takes \( O(\epsilon^{-1} d^2) \) time.
- Updating vector \( w_{k+1} \) takes \( O(\epsilon^{-1} \text{nnz}(A)) \) time. We need \( O(\epsilon^{-1} \text{nnz}(a_i)) \) time for each iteration to compute \( \frac{1}{\sqrt{n}} \| \tilde{Q}_k \sqrt{w_{k+1}} \|_2^2 \). Hence to update vector \( w_{k+1} \), we need \( \sum_{i=1}^{n} O(\epsilon^{-1} \text{nnz}(a_i)) = O(\epsilon^{-1} \text{nnz}(A)) \).

Hence, with \( \epsilon_\sigma = \Theta(1) \) and \( \delta_\sigma = \frac{\delta}{\log(n/\delta)} \), the overall per iteration running time for the main loop is

\[
O(\text{nnz}(A)) + O(\epsilon^{-1} n) + \tilde{O}(\epsilon_\sigma^{-2}(\text{nnz}(A) + d\omega)) + O(\epsilon_0^{-2} d^2 \log(n/\delta)) + O(\epsilon^{-1} d^2) + O(\epsilon^{-1} \text{nnz}(A))
\]

\[
= \tilde{O}(\epsilon_\sigma^{-2}(\text{nnz}(A) + d\omega)) + O(\epsilon_0^{-2} d^2 \log(n/\delta)) + O(\epsilon^{-1} d^2) + O(\epsilon^{-1} \text{nnz}(A))
\]

\[
= O(\epsilon_\sigma^{-2} \text{nnz}(A) + d\omega) \log(d/\delta_\sigma) + \epsilon_0^{-2} d^2 \log(n/\delta) + \epsilon^{-1} d^2 + \epsilon^{-1} \text{nnz}(A))
\]

\[
= O((\epsilon_\sigma^{-2} \log(d/\delta_\sigma) + \epsilon^{-1}) \text{nnz}(A) + (\epsilon_\sigma^{-2} \log(d/\delta_\sigma) + \epsilon_0^{-2} \log(n/\delta)) d\omega + \epsilon^{-1} d^2)
\]

\[
= O((\log(d/\delta_\sigma) + \epsilon^{-1}) \text{nnz}(A) + (\log(d/\delta_\sigma) + \epsilon_0^{-2} \log(n/\delta)) d\omega + \epsilon^{-1} d^2)
\]

where the first step comes from \( \text{nnz}(A) > n \) and \( \text{nnz}(A) > d \), the second step follows from the definition of \( \tilde{O} \), the third step follows from reorganization, the fourth step follows from \( \epsilon_\sigma = \Theta(1) \).

Note that without loss of generality, we can assume \( 2 \leq d \leq n \leq \text{poly}(d) \). For convenient of the simplifying complexity related to logs, we can assume \( n \geq 2d \) and \( \delta \in (0,0.1) \) and \( \epsilon \in (0,0.1) \).

We can try to further simplify \( \log(d/\delta_\sigma) + \epsilon^{-1} \), using the definition of \( \delta_\sigma = \frac{\delta}{\log(n/\delta)} \), then we can have

\[
\log(d/\delta_\sigma) + \epsilon^{-1} = \log\left(\frac{d \log(n/\delta)}{\delta_\sigma}\right) + \epsilon^{-1}
\]

\[
= O(\epsilon^{-1} \log\left(\frac{d \log(n/\delta)}{\delta}\right))
\]

\[
= O(\epsilon^{-1} \log(d/\delta))
\]

where the first step follows from definition of \( \delta_\sigma \), the second step follows from Fact 5.2 and the last step follows from Fact 5.3.

Hence yields the total running time for the main loop as

\[
O((\epsilon^{-1} \log(d/\delta) \cdot \text{nnz}(A) + (\log(d/(\delta_\sigma)) + \epsilon_0^{-2} \log(n/\delta)) \cdot d\omega + \epsilon^{-1} \cdot d^2) T).
\]

Then, computing the average of vector \( w \) from time 1 to \( T \), and computing the vector \( v_i \) takes \( O(nT) \) time. Finally, note that we don’t have to output \( A^\top VA \). Instead, we can just output \( A \) and vector \( v \), which takes \( O(n) \) time.
Therefore, by calculation, the running time of Algorithm 1 is:

\[
O((\epsilon^{-1} \log(d/\delta) \cdot \text{nnz}(A) + (\log(d/(\delta \epsilon)) + \epsilon_0^{-2} \log(n/\delta)) \cdot d^\omega + \epsilon^{-1} \cdot d^2)T)
\]

\[
= O((\epsilon^{-1} \log(d/\delta) \cdot \text{nnz}(A) + (\log(d/(\delta \epsilon)) + \epsilon^{-2} \log(n/\delta)) \cdot d^\omega)T)
\]

where the first step comes from \(\epsilon_0 = \Theta(\epsilon)\) and \(\omega \geq 2\), and the last step follows from \(n > d\) and \(\epsilon \in (0, 1)\). Note that \(\omega\) denotes the exponent of matrix multiplication [Wil12, LG14, AW21].

6 Input Sparsity Algorithm, Correctness Part

In Section 6.1, we provide a novel telescoping lemma. In Section 6.2, we provide a high probability bound on \(\lambda_i(w)\). In Section 6.3, we show the upper bound of \(\phi_i\). In Section 6.4, we show the correctness of our implementation.

6.1 Telescoping Lemma

The following lemma is a novel telescoping lemma (compared to Lemma C.4 in arXiv version of [CCLY19]). The previous work telescoping lemma only handles sketching. Our Lemma handles both sketching and sampling.

**Lemma 6.1 (Telescoping, Algorithm 1).** Fix \(T\) as the number of main loops executed in Algorithm 1. Let \(u\) (note that the output of algorithm is \(v\), and \(u\) is the non-normalization version of \(v\)) be vector generated during the Algorithm 1. Then for \(i \in [n]\), with probability \(1 - \delta_0\),

\[
\phi_i(u) \leq \frac{1}{T} \log \frac{n}{d} + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\tilde{w}_{k,i}}{w_{k,i}} + \epsilon_0
\]

**Proof.** We define

\[
u := (u_1, u_2, \cdots, u_n) \in \mathbb{R}^n.
\]

For \(k = 1, \cdots, T - 1\), we define

\[
w_k := (w_{k,1}, \cdots, w_{k,n}) \in \mathbb{R}^n
\]

and

\[
\tilde{w}_{k+1} := (w_{k,1} \cdot \sigma_1(w_{k}), \cdots, w_{k,n} \cdot \sigma_n(w_{k})).
\]

By the convexity of \(\phi_i\) (Lemma 3.6)

\[
\phi_i(u) = \phi_i\left(\frac{1}{T} \sum_{k=1}^{T} w_k\right) \leq \frac{1}{T} \sum_{k=1}^{T} \phi_i(w_k)
\]
\[
\begin{align*}
&= \frac{1}{T} \sum_{k=1}^{T} \log \sigma_i(w_k) \\
&= \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_{k+1,i}}{w_{k,i}} \\
&= \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_{k+1,i} \cdot \hat{w}_{k,i} \cdot \hat{w}_{k,i}}{w_{k,i} \cdot \hat{w}_{k,i} \cdot \hat{w}_{k,i}} \\
&= \frac{1}{T} \left( \sum_{k=1}^{T} \log \frac{\hat{w}_{k,i}}{w_{k,i}} + \sum_{k=1}^{T} \log \frac{\hat{w}_{k,i}}{w_{k,i}} + \sum_{k=1}^{T} \log \frac{\hat{w}_{k,i}}{w_{k,i}} \right) \\
&= \frac{1}{T} \log \frac{n \hat{w}_{T+1,i}}{d} + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_{k,i}}{w_{k,i}} + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_{k,i}}{w_{k,i}} \\
&\leq \frac{1}{T} \log \frac{n}{d} + \log(1 + \epsilon_0) + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_{k,i}}{w_{k,i}} \\
&\leq \frac{1}{T} \log \frac{n}{d} + \epsilon_0 + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\hat{w}_{k,i}}{w_{k,i}} \\
\end{align*}
\]

where the first step uses the definition of \( \phi_i(u) \), the second step uses the convexity of \( \phi_i \), the third step uses the definition of \( \phi_i \), the fourth step uses the definition of \( \sigma_i \), the fifth step comes from reorganization, the sixth step comes from reorganization, the seventh step comes from reorganization, the eighth step uses our initialization on \( w_1 \), the ninth step comes from Lemma 2.1, the tenth step uses Corollary 8.5, and the final step comes from the fact \( \log(1 + \epsilon_0) \leq \epsilon_0 \).

Note that, the tenth step only holds with probability \( 1 - \delta_0 \), which gives us the high probability argument in the lemma statement.

\[\square\]

### 6.2 High Probability Bound of \( \lambda_i \)

**Lemma 6.2** (Implicitly in Lemma C.5 and Lemma C.6 in arXiv version of [CCLY19]). *If \( s \) is even, define \( \lambda_i(w_k) = \log \frac{\hat{w}_{k,i}}{w_{k,i}} \) then we have*

\[
\mathbb{E}[\lambda_i(w_k)] = \frac{2}{s} \\
\mathbb{E}[(\exp(\lambda_i(w_k)))^\alpha] \leq \left( \frac{n}{d} \right)^{\frac{n}{s}} \left( 1 + \frac{2\alpha}{sT - 2\alpha} \right)^T.
\]

where the randomness is taken over the sketching matrices \( \{S^{(k)}\}_{k=1}^{T-1} \).

We provide a high probability bound of \( \lambda_i \) as follows.
Lemma 6.3 (High probability Argument on $\lambda_i(w)$). Let $\lambda_i(w) = \log \frac{\hat{w}_{k,i}}{w_{k,i}}$. Then we have

$$\Pr[\exp(\lambda_i(w)) \geq 1 + \epsilon] \leq \left( \frac{n}{d} \right)^{\alpha} \frac{4\alpha}{(1 + \epsilon)^{\alpha}}.$$  

Moreover, with our choice of $s, T$, with large enough $n$ and $d$, we have:

$$\Pr[\exp(\lambda_i(w)) \geq 1 + \epsilon] \leq \frac{\delta}{n}$$

**Proof.** In the proof, we pick $\alpha = \frac{2}{\epsilon} \log \frac{n}{\delta}$. By the choice of $\alpha$, we have that:

$$\alpha \geq \frac{\log(n/\delta)}{\log \left( \frac{1 + \epsilon}{1 + \epsilon / 4} \right)}$$  \hspace{1cm} (5)

$$sT \geq 4\alpha$$  \hspace{1cm} (6)

Then, for $i \in [n]$, by Markov Inequality on the $\alpha$ moment of $\exp(\lambda_i(w))$, we have that:

$$\Pr[\exp(\lambda_i(w)) \geq 1 + \epsilon] = \Pr[\exp(\lambda_i(w))^\alpha \geq (1 + \epsilon)^\alpha]$$

$$\leq \mathbb{E}[\exp(\lambda_i(w))^\alpha] \leq \left( \frac{n}{d} \right)^{\alpha} \cdot \frac{1 + 2\alpha}{sT - 2\alpha}\frac{(1 + \epsilon)^\alpha}{(1 + \epsilon/4)^\alpha}$$

$$\leq \frac{n}{d} \cdot \frac{1 + 2\alpha}{sT/2} \frac{(1 + \epsilon)^\alpha}{(1 + \epsilon/4)^\alpha}$$

where the first step comes from calculation, the second step comes from Markov Inequality, the third step comes from applying Lemma 6.2, the fourth step comes from the choice of $\alpha$ that $sT \geq 4\alpha$, and the final step comes from $1 + x \leq e^x$.

Moreover, for large enough $n$ and $d$, we have that:

$$\left( \frac{n}{d} \right)^{\alpha} \leq \left( \frac{n}{d} \right)^{\epsilon/10 \log(n/\delta)} \leq 1 + \epsilon/10$$  \hspace{1cm} (7)

Also, we have:

$$e^\frac{4}{\epsilon} = e^\frac{\epsilon}{10} \leq 1 + \epsilon/10$$  \hspace{1cm} (8)

Hence,

$$\Pr[\exp(\lambda_i(w)) \geq 1 + \epsilon] \leq \left( \frac{1 + \epsilon/10}{1 + \epsilon} \right)^\alpha$$

$$\leq \left( \frac{1 + \epsilon/4}{1 + \epsilon} \right)^\alpha$$

$$\leq \frac{\delta}{n}$$

where the first step comes from applying Eq (7) and Eq. (8), the second step comes from calculation, and the last step comes from Eq. (5).  \hfill \square
6.3 Upper Bound of $\phi_i$

Then, we show the upper bound of $\phi_i$.

**Lemma 6.4 (\(\phi_i\), formal version of Lemma 2.2).** Let $u$ be the vector generated during the Algorithm 1, fix the number of iterations executed in the algorithm as $T$ and $s = 1000/\epsilon$, with $1 - \delta - \delta_0$, we have

$$\phi_i(u) \leq \frac{1}{T} \log \left( \frac{n}{d} \right) + \frac{\epsilon}{250} + \epsilon_0$$

\forall i \in [n].

**Proof.** To begin with, by Lemma 6.1, we have that, with probability $1 - \delta_0$,

$$\phi_i(u) \leq \frac{1}{T} \log \frac{n}{d} + \frac{1}{T} \sum_{k=1}^{T} \log \frac{\tilde{w}_{k,i}}{w_{k,i}} + \epsilon_0$$

$$= \frac{1}{T} \log \frac{n}{d} + \frac{1}{T} \sum_{k=1}^{T} \lambda_i(w_k) + \epsilon_0$$

We have with probability $1 - \delta - \delta_0$, for all $i \in [n]$:

$$\phi_i(u) \leq \frac{1}{T} \log \frac{n}{d} + \frac{\epsilon}{1000} + \epsilon_0$$

$$\leq \frac{1}{T} \log \frac{n}{d} + \frac{\epsilon}{250} + \epsilon_0$$

where the first step follows from Lemma 6.3. \qed

6.4 Main Result

In terms of Definition 4.3, to show Algorithm 1 provides a reasonable approximation of the John Ellipsoid, it is necessary to prove that for the output $v \in \mathbb{R}^n$ of Algorithm 1, $\sigma_i(v) \leq 1 + O(\epsilon)$, $\forall i \in [n]$ Our main result is shown below.

**Theorem 6.5 (Correctness).** Let $\epsilon_0 = \frac{\epsilon}{1000}$. Let $v \in \mathbb{R}^n$ be the output of Algorithm 1. For all $\epsilon \in (0, 1)$, when $T = O(\epsilon^{-1} \log(n/d))$, we have

$$\Pr \left[ \sigma_i(v) \leq (1 + \epsilon)^2, \forall i \in [n] \right] \geq 1 - \delta - \delta_0$$

Moreover,

$$\sum_{i=1}^{n} v_i = d.$$

Therefore, Algorithm 1 provides $(1 + \epsilon)^2$-approximation to program Eq. (4)

**Proof.** We set

$$T = 1000 \epsilon^{-1} \log(n/d) \quad \text{and} \quad \epsilon_0 = \epsilon/1000,$$
By Lemma 6.4, we know the succeed probability is $1 - \delta - \delta_0$. Then, we have for $i \in [n]$,

$$\log \sigma_i(u) = \phi_i(u)$$

$$\leq \frac{1}{T} \log(n/d) + \epsilon/250 + \epsilon_0$$

$$\leq \frac{\epsilon}{50}$$

$$\leq \log(1 + \epsilon)$$

where the first step uses the definition of $\sigma_i$, the second step uses Lemma 2.2, the third step comes from calculation, and the last step comes from the fact that when $0 < \epsilon < 1$, $\frac{\epsilon}{50} \leq \log(1 + \epsilon)$.

In conclusion, $\sigma_i(u) \leq 1 + \epsilon$.

Because, we choose $v_i = \sum_{j=1}^{d} u_j u_i$, then

$$\sum_{i=1}^{n} v_i = d.$$

Next, we have

$$\sigma_i(v) = a_i^\top (A^\top VA)^{-1} a_i$$

$$= a_i^\top \left( \sum_{i=1}^{n} u_i \right) A^\top UA)^{-1} a_i$$

$$= \sum_{i=1}^{n} u_i \sigma_i(u)$$

$$\leq (1 + \epsilon) \cdot \sigma_i(u)$$

$$\leq (1 + \epsilon) \cdot (1 + \epsilon)$$

where the first step uses the definition of $\sigma_i(v)$, the second step uses the definition of $V$, the third step uses the definition of $\sigma_i(u)$, the fourth step comes from $u_i$ is at most $(1 + \epsilon)$ true leverage score, and the summation of true leverage scores is $d$ (by Lemma 2.1), the last step comes from $\sigma_i(u) \leq (1 + \epsilon)$.

Thus, we complete the proof.

---

**Theorem 6.6 (Correctness part of Theorem 1.1).** Given a matrix $A \in \mathbb{R}^{n \times d}$, we define a centrally symmetric polytope $P$ as follows:

$$\{ x \in \mathbb{R}^d : -1_n \leq Ax \leq 1_n \}.$$ 

Then, given $\epsilon \in (0, 1)$, Algorithm 1 that outputs an ellipsoid $Q$ satisfies:

$$\frac{1}{\sqrt{1 + \epsilon}} \cdot Q \subseteq P \subseteq \sqrt{d} \cdot Q.$$ 

**Proof.** By combining Theorem 6.5 and Lemma 3.5, we can complete the proof.

---

### 7 Faster Algorithm for Small Treewidth Setting

In this section, we provide an algorithm (Algorithm 2) that approximate the John Ellipsoid in $O(\epsilon^{-1} \cdot (n \tau^2) \cdot \log(n/d))$ time with small treewidth setting. In Section 7.1, we prove the correctness of our implementation. In Section 7.2, we show the running time of it.
Algorithm 2 Faster Algorithm for approximating John Ellipsoid inside symmetric polytopes (under tree width setting)

1: procedure FastApproxTreeWidth($A \in \mathbb{R}^{n \times d}$) \Comment{Theorem 1.4}
2: \Comment{A symmetric polytope given by $-1_n \leq Ax \leq 1_n$ where $A \in \mathbb{R}^{n \times d}$}
3: \Comment{$s \leftarrow \Theta(\epsilon^{-1})$}
4: $T \leftarrow \epsilon^{-1} \log(n/d)$
5: for $i = 1 \rightarrow n$ do
6: Initialize $w_{1,i} = \frac{d}{n}$
7: end for
8: for $k = 1, \cdots, T - 1$ do
9: $W_k = \text{diag}(w_k)$.
10: $B_k = \sqrt{W_k}A$
11: $L_k \leftarrow \text{Cholesky decomposition matrix for } B_k^\top B_k \text{ i.e., } L_k L_k^\top = B_k^\top B_k$ \Comment{$O(n\tau^2)$ time}
12: for $i = 1 \rightarrow n$ do
13: $w_{k+1,i} \leftarrow b_{k,i}^\top(L_k L_k^\top)^{-1}b_{k,i}$ \Comment{$O(\tau^2)$ time}
14: end for
15: end for
16: for $i = 1 \rightarrow n$ do
17: $u_i = \frac{1}{T} \sum_{k=1}^{T} w_{k,i}$
18: end for
19: $U = \text{diag}(u)$. \Comment{$U$ is a diagonal matrix with the entries of $u$}
20: return $U$ and $A^\top UA$ \Comment{Approximate John Ellipsoid inside the polytope}
21: end procedure

7.1 Correctness

Note that for Algorithm 2, we compute the exact leverage score of each row, the randomness of sketching matrix $S$ and diagonal sampling $D$ doesn’t play a role in our analysis. It immediately follows that the following corollary holds:

**Corollary 7.1** (Telescoping, Algorithm 2). Fix $T$ as the number of main loops executed in Algorithm 2. Let $u$ (note that the output of algorithm is $v$, and $u$ is the non-normalization version of $v$) be vector generated during the Algorithm 2. Then for $i \in [n]$,

$$\phi_i(u) \leq \frac{1}{T} \log \frac{n}{d}$$

Next, we prove the correctness of our implementation with small treewidth setting.

**Theorem 7.2** (Correctness of Algorithm 2). Let $u$ be the output of Algorithm 2. For all $\epsilon \in (0, 1)$, when $T = O(\epsilon^{-1} \log(n/d))$, we have:

$$\sigma_i(u) \leq (1 + \epsilon)$$

$$\sum_{i=1}^{n} u_i = d$$

**Proof.** We set

$$T = 1000 \epsilon^{-1} \log(n/d)$$
We also have for $i \in [n]$,
\[
\log \sigma_i(u) = \phi_i(u)
\leq \frac{1}{T} \log(n/d)
\leq \frac{\epsilon}{50}
\leq \log(1 + \epsilon)
\]
where the first step uses the definition of $\sigma_i(u)$, the second step follows from Corollary 7.1, the third step follows from calculation, and the last step follows from the fact that for small $\epsilon$, $\epsilon/50 \leq \log(1 + \epsilon)$. In conclusion, $\sigma_i(u) \leq 1 + \epsilon$.

Additionally, since for $k \in [T]$, each row of $w_{k,i}$ is a leverage score of some matrix, according to Lemma 2.1, we have:
\[
\sum_{i=1}^{n} u_i = \sum_{i=1}^{n} \frac{1}{T} \sum_{k=1}^{T} w_{k,i}
= \frac{1}{T} \sum_{k=1}^{T} \sum_{i=1}^{n} w_{k,i}
= \frac{1}{T} \sum_{k=1}^{T} d
= \frac{1}{T} Td
= d
\]
where the first line uses the definition of $u$, the second step follows from reorganization, the third step follows from Lemma 2.1, the fourth and the final step comes from calculation.

Thus, we complete the proof. 

\section*{7.2 Running Time}

The rest of this section is to prove the running time of Algorithm 2. We first show the time needed to compute the leverage score with small treewidth setting.

\textbf{Lemma 7.3.} Given the Cholesky factorization $LL^\top$. Let $a_i^\top$ denote the $i$-th row of $A$, for each $i \in [n]$. Let $B = \sqrt{H} A \in \mathbb{R}^{n \times d}$ where $H$ is a nonnegative diagonal matrix. Let $\sigma_i = b_i^\top (B^\top B)^{-1} b_i$. We can compute $\sigma \in \mathbb{R}^n$ in $O(n \tau^2)$ time.

\textbf{Proof.} Let $LL^\top = B^\top B$ be Cholesky facotization decomposition. Then, we have
\[
b_i^\top (B^\top B)^{-1} b_i = b_i^\top L^{-\top} L^{-1} b_i
= (L^{-1} b_i)^\top (L^{-1} b_i).
\]
Using the property of elimination tree, we have each row of $B$ has sparsity $\tau$ and they lie on a path of elimination tree $T$. In this light, we are able to output $L^{-1} b_i$ in $O(\tau^2)$ time, and then compute a solution of sparsity $O(\tau)$ (Lemma 5.4 in [DLY21]).

Therefore, we can compute the score for a single column in $O(\tau^2)$. In total, it takes $O(n \tau^2)$. 
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Figure 4: (a) A $10 \times 10$ positive definite matrix $P = AA^\top$, where the blue dot represent the non-zero elements in $P$. (b) The Cholesky factor $L$ of $AA^\top$. (c) The corresponding elimination tree for matrix $P$, where each node represent one column in the Cholesky factor. We can see that, as the row index of the first subdiagonal nonzero entry of the 6-th column is 8, the parent of node 6 is 8. Furthermore, the non-zero pattern of this column is $\{6, 8, 10\}$, which is a subset of vertices on the path from node 6 to the root in the elimination tree.

Next, we show our main result.

**Theorem 7.4 (Performance of Algorithm 2).** For all $\epsilon \in (0, 1)$, we can find a $(1+\epsilon)$-approximation of John Ellipsoid defined by matrix $A$ with treewidth $\tau$ inside a symmetric convex polytope in time $O((n\tau^2) \cdot T)$ where $T = \epsilon^{-1} \log(n/d)$.

**Proof.** At first, initializing the vector $w$ takes $O(n)$ time. In the main loop, the per iteration running time can be decomposed as follows:

- Using Lemma 3.3, calculating the Cholesky decomposition for $B_k^\top B_k$ takes $O(n\tau^2)$ time.
- Using Lemma 7.3, computing $w_{k+1}$ takes $O(n\tau^2)$ time.

Hence, the overall per iteration running time for the main loop is $O(n\tau^2)$ time, hence yields the total running time for the main loop as $O((n\tau^2)T)$.

Then, computing the average of vector $w$ from time 1 to $T$, and computing the vector $v_i$ takes $O(nT)$ time. Finally, note that we don’t have to output $A^\top VA$. Instead, we can just output $A$ and vector $v$, which takes $O(n)$ time.

Therefore, by calculation, the running time of Algorithm 2 is: $O((n\tau^2)T)$. Thus, we complete the proof. \qed

8 Sampling

In this section, we provide the sparsification tool used in Line 15 of Algorithm 1. Especially, we show how to approximate the matrix that has pattern $A^\top WA$, where $W$ is some non-negative diagonal matrix, by using sample matrix $D$.

**Lemma 8.1 (Matrix Chernoff Bound [Tro11]).** Let $X_1, \ldots, X_s$ be independent copies of a symmetric random matrix $X \in \mathbb{R}^{d \times d}$ with $E[X] = 0$, $\|X\| \leq \gamma$ almost surely and $\|E[X^\top X]\| \leq \sigma^2$. Let $C = \frac{1}{s} \sum_{i \in [s]} X_i$. For any $\epsilon \in (0, 1)$,

$$\Pr[\|C\| \geq \epsilon] \leq 2d \cdot \exp\left(-\frac{s\epsilon^2}{\sigma^2 + \gamma\epsilon/\sqrt{3}}\right).$$
To better monitor the whole process, it is useful to write \( H(w) \) as \( A^\top WA \), where \( A \in \mathbb{R}^{n \times d} \) is the constraint matrix and \( W \) is a diagonal matrix with \( W = \text{diag}(w) \). The sparsification process is then sample the rows from the matrix \( \sqrt{WA} \).

We define the leverage score as follows:

**Definition 8.2.** Let \( B \in \mathbb{R}^{n \times d} \) be a full rank matrix. We define the leverage score of the \( i \)-th row of \( B \) as

\[
\sigma_i(B) := b_i^\top (B^\top B)^{-1} b_i,
\]

where \( b_i \) is the \( i \)-th row of \( B \).

Next we define our sampling process as follows:

**Definition 8.3 (Sampling process).** For any \( w \in K \), let \( H(w) = A^\top WA \). Let \( p_i \geq \beta \cdot \sigma_i(\sqrt{WA})/d \), suppose we sample with replacement independently for \( s \) rows of matrix \( \sqrt{WA} \), with probability \( p_i \) of sampling row \( i \) for some \( \beta \geq 1 \). Let \( (i(j)) \) denote the index of the row sampled in the \( j \)-th trial. Define the generated sampling matrix as

\[
\tilde{H}(w) := \frac{1}{s} \sum_{j=1}^{s} \frac{1}{p_{i(j)}} w_{i(j)} a_{i(j)} a_{i(j)}^\top.
\]

For our sampling process defined as Definition 8.3, we can have the following guarantees:

**Lemma 8.4 (Sample using Matrix Chernoff).** Let \( \epsilon_0, \delta_0 \in (0, 1) \) be precision and failure probability parameters, respectively. Suppose \( \tilde{H}(w) \) is generated as in Definition 8.3, then with probability at least \( 1 - \delta_0 \), we have

\[
(1 - \epsilon_0) \cdot H(w) \preceq \tilde{H}(w) \preceq (1 + \epsilon_0) \cdot H(w).
\]

Moreover, the number of rows sampled is

\[
s = \Theta(\beta \cdot \epsilon_0^{-2} d \log(d/\delta_0)).
\]

**Proof.** Similar to the proof of Lemma 5.2 in [DSW22], except we use \( \sqrt{WA} \) instead of \( A \). \qed

**Corollary 8.5.** Let \( \epsilon_0 \) denote the parameter defined as Algorithm 1. Then we have with probability \( 1 - \delta_0 \)

\[
(1 - \epsilon_0) \cdot \tilde{w}_i \leq \tilde{w}_i \leq (1 + \epsilon_0) \tilde{w}_i,
\]

for all \( i \in [n] \).

**Proof.** Since if \( (1 - \epsilon_0)A \preceq B \preceq (1 + \epsilon_0)A \), then for all \( x \), we know \( (1 - \epsilon_0) \cdot x^\top Ax \leq x^\top Bx \leq (1 + \epsilon_0) \cdot x^\top Ax \). Thus, using lemma (Lemma 8.4) implies the weights guarantees. \qed

**9 Conclusion**

Our paper studies the problem computing John Ellipsoid of a symmetric polytope. For the aforementioned problem, we use leverage score-based sampling with sketching techniques to speed up the state-of-the-art [CCLY19] \( O(nd^2) \) time and achieve per iteration running time \( \tilde{O}(\epsilon^{-1} \text{nnz}(A) + \epsilon^{-2} d^2) \). Additionally, under the extra condition that the matrix defining polytope has low treewidth \( \tau \), we give an algorithmic solution for approximate John Ellipsoid in time \( O(n\tau^2) \) cost per iteration.
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