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Abstract

Heavy-Ball method (HB) is known for its simplicity in implementation and practical efficiency. However, as with other momentum methods, it has non-monotone behavior, and for optimal parameters, the method suffers from the so-called peak effect. To address this issue, in this paper, we consider an averaged version of Heavy-Ball method (AHB). We show that for quadratic problems AHB has a smaller maximal deviation from the solution than HB. Moreover, for general convex and strongly convex functions, we prove non-accelerated rates of global convergence of AHB and its weighted version. We conduct several numerical experiments on minimizing quadratic and non-quadratic functions to demonstrate the advantages of using averaging for HB.
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1 Introduction

First-order optimization methods have good convergence guarantees and are simple to implement. Therefore they are widely used in various applications. In particular, accelerated or first-order momentum methods such as Nesterov’s method [12] and Heavy-Ball method [15] and their various extensions are prevalent in some practically essential tasks, e.g., training of deep neural networks.

Due to its efficiency in solving non-convex optimization problems [2], Heavy-Ball method gained significant attention in recent years. As a result, a number of its modifications were proposed, including stochastic [19, 16, 4], zeroth-order [6], and distributed variants [20, 9], to mention a few.

However, even for simple (strongly) convex problems, accelerated/momentum methods have non-monotone behavior. For example, in the recent paper [3], the authors show that Heavy-Ball method (HB) with optimal parameters has so-called peak-effect even for simple quadratic minimization problems. This means that in this case the distance to the solution during the initial iterations of HB. Moreover, the maximal distance is proportional to \( \sqrt{\kappa} \) [3, 10], where \( \kappa \) is the condition number of the problem. Therefore, for ill-conditioned problems (\( \kappa \gg 1 \)) peak-effect can be significant.

Contributions. To address this issue, in this work, we consider an averaged version of the Heavy-Ball method called Averaged Heavy-Ball method (AHB). We study the maximal deviation of this method for quadratic functions and prove the global convergence guarantees in the convex and strongly convex (not necessarily quadratic) cases for AHB and its version based on the weighted averaging (WAHB). For quadratic functions with a specific property of the spectrum, our theoretical results show that there exists a choice of parameters for AHB such that momentum parameter \( \beta \) is sufficiently large but the maximal deviation is significantly smaller than for HB with optimal parameters. We derive global complexity results for AHB and WAHB matching the best-known ones for HB. To the best of our knowledge, we prove the first global convergence results for HB with averaging in the strongly convex case (see the summary in Table 1). Moreover, our numerical experiments corroborate our theoretical observations and show that HB with a properly adjusted averaging scheme converges faster than HB without averaging and has smaller oscillations.

1.1 Preliminaries

We focus on the following minimization problem

\[
\min_{x \in \mathbb{R}^n} f(x),
\]
where $f : \mathbb{R}^n \to \mathbb{R}$ is $L$-smooth and $\mu$-strongly convex function.

**Definition 1.1 (L-smoothness).** Differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ is called $L$-smooth for some constant $L > 0$, if its gradient is $L$-Lipschitz, i.e., for all $x, y \in \mathbb{R}^n$

$$\|\nabla f(x) - \nabla f(y)\|_2 \leq L \|x - y\|_2.$$  \hfill (2)

**Definition 1.2 ($\mu$-strong convexity).** Differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ is called $\mu$-strongly convex for some constant $\mu \geq 0$, if for all $x, y \in \mathbb{R}^n$ the following inequality holds:

$$f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \|y - x\|_2^2.$$  \hfill (3)

Throughout the paper we use standard notation for optimization literature [14, 13], e.g., $x^*$ denotes the solution of (1), $R_0 = \|x_0 - x^*\|_2$ is the distance from the starting point to the solution, $\kappa = L/\mu$ is the condition number of the problem.

### 1.2 Related work

**Algorithm 1 Heavy-Ball method (HB)**

**Input:** starting points $x_0, x_1$ (by default $x_0 = x_1$), number of iterations $N$, stepsize $\alpha > 0$, momentum parameter $\beta \in [0, 1]$

1: for $k = 0, \ldots, N - 1$ do
2: $x_{k+1} = x_k - \alpha \nabla f(x_k) + \beta (x_k - x_{k-1})$
3: end for

**Output:** $x_k$

**Convergence guarantees for Heavy-Ball method.** Heavy-Ball method [15] (HB, Algorithm 1) is the first optimization method with momentum proposed in the literature. In [15], the author proves local $O(\sqrt{L/\mu} \log(1/\epsilon))$ convergence rate for twice continuously differentiable $L$-smooth and $\mu$-strongly convex functions. The first global convergence results for HB are obtained in [5], where the authors derive global $O( LR_0^2 / \epsilon)$ convergence rate of HB and AHB for $L$-smooth convex ($\mu = 0$) functions and $O(L/\mu \log(1/\epsilon))$ convergence rate of HB for $L$-smooth and $\mu$-strongly convex functions. Although these results establish the global convergence of HB (and AHB in the convex case), the rates are non-accelerated, i.e., they are not optimal [11] unlike the local convergence rate derived in [15]. This issue is partially resolved in [7], where the authors prove that HB converges with the asymptotically accelerated rate for strongly convex quadratic functions. Moreover, they also show that there exists a non-twice differentiable strongly convex function such that HB does not converge for this objective. Next, using Performance Estimation Problem tools [18, 17, 16], one can show that for standard choices of parameters HB has the non-accelerated rate of convergence. However, the following question remains open: does there exist a choice of parameters for HB such that the method converges globally with the accelerated rate for twice differentiable $L$-smooth and (strongly) convex functions? Although we do not address this question in our work, we highlight it here due to its theoretical importance.
Algorithm 2 Averaged Heavy-Ball method (AHB)

Input: starting points $x_0$, $x_1$ (by default $x_0 = x_1$), number of iterations $N$, stepsize $\alpha > 0$, momentum parameter $\beta \in [0, 1]$

1: for $k = 1, \ldots, N - 1$ do
2: \hspace{1em} $x_{k+1} = x_k - \alpha \nabla f(x_k) + \beta (x_k - x_{k-1})$
3: \hspace{1em} $\overline{x}_{k+1} = \frac{1}{k+2} \sum_{i=0}^{k+1} x_i$ $\triangleright$ One can recurrently implement this step: $\overline{x}_{k+1} = \frac{k \overline{x}_k + x_{k+1}}{k+1}$
4: end for

Output: $\overline{x}_k$

Non-monotone behavior of Heavy-Ball method. From the classical analysis of HB [15], it is known that the following choice of parameters $\alpha$ and $\beta$ ensures the best convergence rate for HB up to the numerical constant factors:

$$\alpha = \alpha^* = \frac{4}{(\sqrt{L} + \sqrt{\mu})^2}, \quad \beta = \beta^* = \left(\frac{\sqrt{L} - \sqrt{\mu}}{\sqrt{L} + \sqrt{\mu}}\right)^2. \tag{4}$$

However, recently it was shown [3] that HB with optimal parameters suffers from the so-called peak effect at the beginning of the convergence. In particular, the maximal deviation can be of the order $\sqrt{\kappa} = \sqrt{L/\mu}$. Similar results were also derived in [10]. However, in practice, it is worth mentioning that the optimal parameters from (4) are rarely used and, as a result, the non-monotonicity of HB is not that significant.

2 Maximal Deviations on Quadratic Problems

In this section, we consider the instance of (1) with $f(x)$ being a quadratic function. That is, we assume that $f(x) = \frac{1}{2} x^T A x$, where $A \in S^n_{++}$ is a $n \times n$ positive definite matrix. For this problem, we prove that Averaged Heavy-Ball method with a certain choice of parameters has a smaller deviation of the iterates from the optimum at initial iterations than the Heavy-Ball method with optimal parameters.

2.1 Heavy-Ball Method

Recently it was shown [3] that HB with optimal parameters (4) suffers from so-called peak effect at the beginning of the convergence. In particular, according to the following theorem, the maximal deviation can be of the order $\sqrt{\kappa}$.

**Theorem 2.1** (Theorem 1 from [3]). Consider $f(x) = \frac{1}{2} x^T A x$, $A = \text{diag} (\mu, \lambda_2, \ldots, \lambda_{n-1}, L)$, where $\mu \leq \lambda_2 \leq \lambda_3 \leq \ldots \leq \lambda_{n-1} \leq L$. Then for $x^0 = x^1 = (1, 1, \ldots, 1)^T$ the iterates $\{x_k\}_{k \geq 0}$ produced by HB with $\alpha = \alpha^*$, $\beta = \beta^*$ satisfy

$$\max_k \|x_k\|_\infty \geq \frac{\sqrt{\kappa}}{2e}. \tag{5}$$
2.2 Averaged Heavy-Ball method

In this subsection, we consider the modification of HB that returns the average of the iterates produced by HB. We call the resulting method Averaged Heavy-Ball method (AHB, see Algorithm 2).

We start with showing that for the same initialization, AHB with $\alpha = 1/L$ and not too large $\beta$ has significantly more minor deviations than HB with optimal parameters when $\kappa$ is sufficiently large under some assumptions on the spectrum of $A$.

**Theorem 2.2.** Consider $f(x) = \frac{1}{2}x^\top Ax$ with $A = \text{diag}(\mu, \lambda_2, \ldots, \lambda_{n-1}, L)$, where $\mu \leq \lambda_2 \leq \lambda_3 \leq \ldots \leq \lambda_{n-1} \leq L$ and $\lambda_2 \geq 10\mu$, $L \geq 100\mu$. Then for $x^0 = x^1 = (1, 1, \ldots, 1)^\top$ and for all $k \geq 0$ the iterates $\{\overline{x}_k\}_{k \geq 0}$ generated by AHB with $\alpha = 1/L$, $\beta \in [(1 - 3\sqrt{\mu/L})^2, (1 - 2\sqrt{\mu/L})^2]$ satisfy

$$\max_k \|\overline{x}_k\|_\infty \leq 2. \quad (6)$$

That is, comparing bounds (5) and (6) for $\kappa \gg 1$, we conclude AHB with the parameters from Theorem 2.2 has much smaller deviations then HB with parameters from (4). However, Theorem 2.2 works only for the particular initialization. The guarantees independent of $x^0, x^1$ are much more valuable and that is what we derive in the next subsection.

2.3 Maximal Deviation of AHB for Arbitrary Initialization

Consider the matrix representation of HB update rule:

$$\begin{bmatrix} x_{k+1} - x_* \\ x_k - x_* \end{bmatrix} = T \cdot \begin{bmatrix} x_k - x_* \\ x_{k-1} - x_* \end{bmatrix} = \ldots = T^k \cdot \begin{bmatrix} x_1 - x_* \\ x_0 - x_* \end{bmatrix}, \quad (7)$$

where

$$T = \begin{bmatrix} (1 + \beta)I - \alpha A & -\beta I \\ I & 0 \end{bmatrix} \in \mathbb{R}^{2n \times 2n}, \quad \begin{bmatrix} x_{k+1} - x_* \\ x_k - x_* \end{bmatrix} \in \mathbb{R}^{2n}. \quad (8)$$

Therefore, we have

$$x_k - x^* = C T^k \begin{bmatrix} x_1 - x_* \\ x_0 - x_* \end{bmatrix}. \quad (9)$$

For convenience, we also introduce the following notation:

$$z_k = \begin{bmatrix} x_{k+1} - x_* \\ x_k - x_* \end{bmatrix}.$$ 

Following [10], we study the worst case deviation $\|x_k - x_*\|_2$ in the relation to $\|z_0\|_2$, i.e., we focus on the following quantity

$$\max_{k \geq 0} \sup_{z_0 \neq 0} \frac{\|x_k - x_*\|_2}{\|z_0\|_2} \quad (9) = \max_{k \geq 0} \sup_{z_0 \neq 0} \frac{\|C T^k z_0\|_2}{\|z_0\|_2} = \max_{k \geq 0} \|C T^k\|_2$$

that is the largest spectral norm of the matrices $C T^k$ for $k \geq 0$. Clearly, one can choose $z_0$, i.e., starting points $x_0$ and $x_1$, in such a way that $z_0$ is in the direction of the principal right singular vector of $C T^k$ implying $\|x_k - x_*\|_2 = \|C T^k\|_2 \|z_0\|_2$. Therefore, $\|C T^k\|_2$ is a tight and natural
measure of the worst case deviation of the iterates produced by HB. Since this quantity depends on the choice of $\alpha$ and $\beta$ we denote it as $\text{dev}_{\text{HB}}(\alpha, \beta) := \max_{k \geq 0} \| C T^k(\alpha, \beta) \|_2$.

For $\text{AHB}$ we know

$$\overline{x}_k - x_* = \frac{1}{k+1} \sum_{t=0}^{k} (x_k - x_*) = \frac{1}{k+1} \sum_{t=0}^{k} C T^t \left[ x_1 - x_* \right] .$$

We introduce new notation:

$$\text{dev}_{\text{AHB}}(\alpha, \beta) := \max_{k \geq 0} \left\| \frac{1}{k+1} \sum_{t=0}^{k} C T^t(\alpha, \beta) \right\|_2 .$$

As for $\text{HB}$, $\text{dev}_{\text{AHB}}(\alpha, \beta)$ is also a reasonable measure of the worst case deviation of the iterates produced by $\text{AHB}$. Moreover, due to the Jensen’s inequality and convexity of $\| \cdot \|_2$ we have

$$\text{dev}_{\text{AHB}}(\alpha, \beta) \leq \text{dev}_{\text{HB}}(\alpha, \beta).$$

**Theorem 2.3.** Consider $f(x) = \frac{1}{2} x^T A x$ with $A = A^T > 0$ with eigenvalues $\lambda_1 \leq \ldots \leq \lambda_n$, $\lambda_2 \geq F^2 \lambda_1$, $F > 14$, $F \leq \sqrt{\lambda_n/\lambda_1}$, $\lambda_n \geq 10000 \lambda_1$. Then the maximal deviation of $\text{AHB}$ and $\text{HB}$ with $\alpha = 1/L$ and $(1 - \sqrt{\lambda_2/\lambda_n})^2 < \beta \leq (1 - F/\sqrt{\lambda_1/\lambda_n})^2$ is at least $\left( \frac{\sqrt{\beta}}{\sqrt{F^2 - 1}} \right)$ times smaller then the maximal deviation of $\text{HB}$ with $\alpha = \alpha^*$ and $\beta = \beta^*$ given in (4):

$$\text{dev}_{\text{AHB}}(\alpha, \beta) \leq \text{dev}_{\text{HB}}(\alpha, \beta) \leq \frac{2e^{\sqrt{6}}}{\sqrt{F^2 - 1}} \text{dev}_{\text{HB}}(\alpha^*, \beta^*).$$

(10)

The constant $\frac{2e^{\sqrt{6}}}{\sqrt{F^2 - 1}}$ can be sufficiently small and $\beta$ can be sufficiently large at the same time when the condition number $\kappa$ is large enough. For example, for $\kappa = 10^8$ and $F = 200$ one can choose $\beta = (1 - F/\sqrt{\kappa})^2 \approx 0.96$ and get $\frac{2e^{\sqrt{6}}}{\sqrt{F^2 - 1}} \approx 0.067$.

### 3 Convergence Guarantees for Non-Quadratics

In this section, we study the convergence of $\text{AHB}$ for problems (1) with (strongly) convex and smooth objectives. First global convergence guarantees for $\text{HB}$ and $\text{AHB}$ in the convex case were obtained in [5]. In the same paper, the authors derived the convergence rate for $\text{HB}$ in the strongly convex case. See the summary of known results in Table 1.

In contrast, for $\text{HB}$ with averaging, there are no convergence results in the strongly convex case. Below we consider two options to derive such results.

#### 3.1 Weighted Averaged Heavy-Ball Method

One way to obtain them is to change the averaging weights, see Weighted Averaged Heavy-Ball method ($\text{WAHB}$, Algorithm 3). When $w_k = 1$ for all $k \geq 0$ $\text{WAHB}$ recovers $\text{AHB}$. However, it is natural to choose larger $w_k$ for larger $k$: for such a choice of $w_k$ the method gradually “forgets” about the early iterates that should lead to faster convergence. Guided by this intuition we provide a rigorous analysis of $\text{WAHB}$ with gradually increasing $w_k$. 

---
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Table 1: Summary of known and new results on the maximal deviation and complexity bounds for HB and its variants with averaging. Column "Max. deviation" contains the results on the maximal deviation of the methods on quadratic minimization problems (see the details in Section 2.3), columns "Complexity, $\mu = 0$" and "Complexity, $\mu > 0$" show iteration complexity bounds for the methods applied to (1) with $f$ being $L$-smooth and convex / $\mu$-strongly convex but not necessarily quadratic, i.e., number of iterations needed to guarantee that the output of the method $\hat{x}$ satisfies $f(\hat{x}) - f(x_*) \leq \varepsilon$ where $x_*$ is the solution of (1). Our results are highlighted in green. Notation: $\kappa = L/\mu$ (condition number), $\Delta_0 = f(x_0) - f(x_*)$, $R_0 = \|x_0 - x_*\|_2$.

| Method       | Citation | Max. deviation | Complexity, $\mu = 0$ | Complexity, $\mu > 0$ |
|--------------|----------|----------------|------------------------|------------------------|
| HB           | [3, 5]   | $\frac{\sqrt{2}}{2\varepsilon}$ (1) | N/A                    | $\frac{LR_0^2}{\varepsilon}$ (2) $\frac{1}{1-\beta} \log \frac{\Delta_0}{\varepsilon}$ (3) |
| AHB          | [5]      | N/A            | $\frac{LR_0^2}{\varepsilon} + \frac{\beta LR_0^2}{(1-\beta)\varepsilon}$ | N/A                    |
| AHB          | Thm. 2.3 & 3.4 & 3.6 | $\frac{\sqrt{6}}{\sqrt{F^2 - 1}}$ (4) | $\frac{LR_0^2}{\varepsilon} + \frac{LR_0^2\sqrt{\beta}}{(1-\beta)\varepsilon}$ $\left(1 + \frac{\kappa\sqrt{\beta}}{1-\beta}\frac{\beta}{\varepsilon}\right)$ |
| WAHB         | Thm. 3.4 | $\frac{\sqrt{6}}{\sqrt{F^2 - 1}}$ (6) | $\frac{LR_0^2}{\varepsilon} + \frac{LR_0^2\sqrt{\beta}}{(1-\beta)\varepsilon}$ $\left(1 + \frac{\kappa\sqrt{\beta}}{1-\beta}\frac{\beta}{\varepsilon}\right)$ |

(1) This result is obtained for HB with optimal parameters from (4) (see Theorem 2.1).
(2) The complexity bound is obtained for iteration-dependent parameters: $\beta_k = \frac{1}{\sqrt{1-\kappa}}$, $\alpha_k = \frac{1}{\beta_k + 1}$.
(3) This result holds for $\alpha \in (0, 1/L)$, $\beta \in [0, \sqrt{1-\alpha L}]/(1-\alpha \mu)$. When $\kappa \gg 1$ this assumption implies that $\beta \leq 0.75$. In practical applications, e.g., training deep neural networks, much larger values for parameter $\beta$ are usually used.
(4) The result holds for a special class of quadratic functions described in Theorem 2.3. Parameters $\alpha$ and $\beta$ for AHB are given there as well. Here $F$ is such that $\lambda_2 \geq F^2 \mu$, $F > 14$, $F \leq \sqrt{\kappa}$, where $\lambda_2$ is the second smallest eigenvalue of the Hessian matrix. For large enough $\kappa$ and $F$ one can guarantee that maximal deviation for AHB with parameters from Theorem 2.3 is much smaller than for HB with optimal parameters from (4).
(5) The complexity bound is proven Restarted version of AHB (R-AHB, Algorithm 4).
(6) See (4) and Remark 3.1.

**Remark 3.1.** We emphasize that the proof of Theorem 2.3 holds for non-uniform averaging as well. That is, under assumptions of Theorem 2.3 we have

$$\text{dev}_{\text{WAHB}}(\alpha, \beta) \leq \text{dev}_{\text{HB}}(\alpha, \beta) \leq \frac{2\varepsilon \sqrt{6}}{\sqrt{F^2 - 1}} \text{dev}_{\text{HB}}(\alpha^*, \beta^*),$$

where

$$\text{dev}_{\text{WAHB}}(\alpha, \beta) := \max_{k \geq 0} \left\| \frac{1}{W_k} \sum_{t=0}^{k} w_t \mathbf{C} \mathbf{T}^t(\alpha, \beta) \right\|_2.$$

In our derivations, we rely on the following representation of the update rule of HB with $x_1 = x_0 - \alpha \nabla f(x_0)$:

$$x_{k+1} = x_k - m_k, \quad m_k = \beta m_{k-1} + \alpha \nabla f(x_k), \quad m_{-1} = 0. \quad (11)$$

Indeed, since $m_{k-1} = x_{k-1} - x_k$ for all $k \geq 0$ (for convenience, we use the notation $x_{-1} = x_0$) we have

$$x_{k+1} = x_k - m_k = x_k - \alpha \nabla f(x_k) - \beta m_{k-1} = x_k - \alpha \nabla f(x_k) + \beta(x_k - x_{k-1}).$$

Next, following [8, 19] we consider **perturbed** or **virtual** iterates:

$$\bar{x}_k = x_k - \frac{\beta}{1-\beta} m_{k-1}, \quad k \geq 0. \quad (12)$$

We notice, that these iterates are not computed explicitly in the method. However, they turn out
Algorithm 3 Weighted Averaged Heavy-Ball method (WAHB)

Input: number of iterations $N$, stepsize $\alpha > 0$, momentum parameter $\beta \in [0,1]$, starting points $x_0, x_1$ (by default $x_1 = x_0 - \alpha \nabla f(x_0)$), weights for the averaging $\{w_k\}_{k=0}^N > 0$

for $k = 1, \ldots, N - 1$ do
  2: $x_{k+1} = x_k - \alpha \nabla f(x_k) + \beta (x_k - x_{k-1})$
  3: $\bar{x}_{k+1} = \frac{1}{W_{k+1}} \sum_{i=0}^{k+1} w_i x_i$, where $W_{k+1} = \sum_{i=0}^{k+1} w_i$  \(\triangleright\) Recurrent analog: $\bar{x}_{k+1} = \frac{W_k \bar{x}_k + w_{k+1} x_{k+1}}{W_{k+1}}$
  4: end for

Output: $\bar{x}_N$

to be useful in the analysis because of the following relation: for all $k \geq 0$

$$\bar{x}_{k+1} = x_{k+1} - \frac{\beta}{1 - \beta} m_k = x_k - \frac{1}{1 - \beta} m_k = \bar{x}_k + \frac{\beta}{1 - \beta} (m_k - 1) - \frac{1}{1 - \beta} (\beta m_k + \alpha \nabla f(x_k))$$

$$= \bar{x}_k - \frac{\alpha}{1 - \beta} \nabla f(x_k). \quad (13)$$

Using this notation, we we derive the following lemma measuring one iteration progress of HB.

Lemma 3.2. Assume that $f$ is $L$-smooth and $\mu$-strongly convex. Let $\alpha$ and $\beta$ satisfy

$$0 < \alpha \leq \frac{1 - \beta}{4L}, \quad \beta \in [0,1). \quad (14)$$

Then, for all $k \geq 0$

$$\frac{\alpha}{2(1 - \beta)} (f(x_k) - f(x_*)) \leq \left(1 - \frac{\alpha \mu}{2(1 - \beta)}\right) \|\bar{x}_k - x_*\|^2_2 - \|\bar{x}_{k+1} - x_*\|^2_2 + \frac{3L\alpha \beta^2}{(1 - \beta)^3} \|m_{k-1}\|^2_2. \quad (15)$$

As the next step, it is natural to sum up inequalities (15) for $k = 0, 1, 2, \ldots, K$ with weights $w_k = \left(1 - \frac{\alpha \mu}{2(1 - \beta)}\right)^{-k+1}$ to get the bound on $f(\bar{x}_K) - f(x_*)$. However, in this case, we obtain

$$\frac{3L\alpha \beta^2}{(1 - \beta)^3} \sum_{k=0}^{K} w_k \|m_{k-1}\|^2_2$$

in the upper bound for $f(\bar{x}_K) - f(x_*)$. Therefore, we need to estimate this sum and this is exactly what the next lemma is about.

Lemma 3.3. Assume that $f$ is $L$-smooth and $\mu$-strongly convex. Let $\alpha$ and $\beta$ satisfy

$$0 < \alpha \leq \frac{(1 - \beta)^2}{4L \sqrt{3\beta}}, \quad \beta \in [0,1). \quad (16)$$

Then, for all $k \geq 0$

$$\frac{3L\alpha \beta^2}{(1 - \beta)^3} \sum_{k=0}^{K} w_k \|m_{k-1}\|^2_2 \leq \frac{\alpha}{4(1 - \beta)} \sum_{k=0}^{K} w_k (f(x_k) - f(x_*)), \quad (17)$$
where \( w_k = \left( 1 - \frac{\alpha \mu}{2(1 - \beta)} \right)^{(k+1)} \).

Combining Lemmas 3.2 and 3.3 we obtain the following result.

**Theorem 3.4.** Assume that \( f \) is \( L \)-smooth and \( \mu \)-strongly convex. Let \( \alpha \) and \( \beta \) satisfy

\[
0 < \alpha \leq \min \left\{ \frac{1 - \beta}{4L}, \frac{(1 - \beta)^2}{4L\sqrt{3\beta}} \right\}, \quad \beta \in [0, 1).
\]

Then, after \( K \geq 0 \) iterations of WAHB we have

\[
f(\pi_K) - f(x_*) \leq \frac{4(1 - \beta)\|x_0 - x_*\|^2_2}{\alpha w_K},
\]

where \( w_k = \left( 1 - \frac{\alpha \mu}{2(1 - \beta)} \right)^{(k+1)} \). That is, if \( \mu > 0 \), then

\[
f(\pi_K) - f(x_*) \leq \left( 1 - \frac{\alpha \mu}{2(1 - \beta)} \right)^K \frac{4(1 - \beta)\|x_0 - x_*\|^2_2}{\alpha},
\]

and if \( \mu = 0 \), we have

\[
f(\pi_K) - f(x_*) \leq \frac{4(1 - \beta)\|x_0 - x_*\|^2_2}{\alpha K}.
\]

The following complexity results trivially follow from this theorem.

**Corollary 3.5.** Let the assumptions of Theorem 3.4 hold and

\[
\alpha = \min \left\{ \frac{1 - \beta}{4L}, \frac{(1 - \beta)^2}{4L\sqrt{3\beta}} \right\}.
\]

Then, to achieve \( f(\pi_K) - f(x_*) \leq \varepsilon \) for \( \varepsilon > 0 \) WAHB requires

\[
O \left( \frac{L}{\mu} + \frac{L\sqrt{\beta}}{\mu(1 - \beta)} \right) \log \left( \frac{LR_0^2}{\varepsilon} (1 + \sqrt{3/(1 - \beta)} \right)
\]

iterations when \( \mu > 0 \), and

\[
O \left( \frac{LR_0^2}{\varepsilon} + \frac{LR_0^2\sqrt{\beta}}{(1 - \beta)\varepsilon} \right)
\]

iterations when \( \mu = 0 \), where \( R_0 \geq \|x_0 - x_*\|_2 \).

When \( \mu = 0 \) WAHB recovers AHB since \( w_k = 1 \) by definition. Therefore, in the convex case, this result establishes the complexity of AHB.

### 3.2 Restarted Averaged Heavy-Ball Method

An alternative way to achieve linear convergence in the strongly convex case for Heavy-Ball method with averaging is to use the restarts technique. That is, consider Restarted Averaged Heavy-Ball method (R-AHB, Algorithm 4). The work of the method is split into stages. Each stage is the run
Algorithm 4 Restarted Averaged Heavy-Ball method (R-AHB)

Input: number of restarts $\tau$, numbers of iterations $\{N_t\}_{t=1}^\tau$, stepsizes $\{\alpha_t\}_{t=1}^\tau > 0$, momentum parameters $\{\beta_t\}_{t=1}^\tau \in [0,1]$, starting point $x_0$

1: $\hat{x}_0 = x_0$
2: for $t = 1, \ldots, \tau$ do
3: Run AHB (Algorithm 2) for $N_t$ iterations with stepsize $\alpha_t$, momentum parameter $\beta_t$, and starting points $\hat{x}_{t-1}, \hat{x}_{t-1} - \alpha_t \nabla f(\hat{x}_{t-1})$. Define the output of AHB by $\hat{x}_t$.
4: end for

Output: $\hat{x}_\tau$

of AHB from the point obtained at the previous stage, the first stage initializes at the given point.

Based on the convergence result for AHB in the convex case, one can get the convergence rate of R-AHB in the strongly convex case.

Theorem 3.6. Assume that $f$ is $L$-smooth and $\mu$-strongly convex. Let $\alpha_t = \alpha$, $\beta_t = \beta$, $N_t = N$ for all $t = 1, \ldots, \tau$ and

$$0 < \alpha \leq \min \left\{ \frac{1 - \beta}{4L}, \frac{(1 - \beta)^2}{4L \sqrt{3\beta}} \right\}, \quad \beta \in [0,1), \quad N = \left\lceil \frac{16(1 - \beta)}{\alpha \mu} \right\rceil. \quad (24)$$

Then, after $\tau = \max\{\lceil \log_2(\mu R_0^2/\epsilon) \rceil + 1, 1 \}$ iterations with $R_0 \geq ||x_0 - x_*||_2$ R-AHB produces such point $\hat{x}_\tau$ that $f(\hat{x}_\tau) - f(x_*) \leq \epsilon$. Furthermore, if

$$\alpha = \min \left\{ \frac{1 - \beta}{4L}, \frac{(1 - \beta)^2}{4L \sqrt{3\beta}} \right\},$$

then the total number of AHB iterations equals

$$O \left( \left( \frac{L}{\mu} + \frac{L \sqrt{\beta}}{\mu (1 - \beta)} \right) \log \frac{\mu R_0^2}{\epsilon} \right). \quad (25)$$

4 Numerical Experiments

We conducted several numerical experiments to compare the behavior of HB with and without averaging applied to minimize quadratic functions and solve logistic regression problem. The code was written in Python 3.7 using standard libraries.
4.1 Quadratic Functions

In this section, we consider three quadratic functions:

\[ f_{\text{random}}(x) = \frac{1}{2} x^\top A_{\text{rand}} x - (x^*)^\top A_{\text{rand}} x, \quad (26) \]

\[ f_{\text{Nesterov}}(x) = \frac{L - \mu}{8} \left( x_1^2 + \sum_{i=1}^{n-1} (x_i - x_{i+1})^2 - 2x_1 \right) + \frac{\mu}{2} \|x\|^2, \quad (27) \]

\[ f_{\text{Toeplitz}}(x) = \frac{1}{2} x^\top A_{\text{Toeplitz}} x, \quad (28) \]

where matrix \( A_{\text{rand}} = \tilde{A}^\top \tilde{A} \), the elements of matrix \( \tilde{A} \in \mathbb{R}^{n \times n} \) are independently sampled from the standard Gaussian distribution, and \( A_{\text{Toeplitz}} \in \mathbb{R}^{n \times n} \) is a Toeplitz with a first row \((2, -1, 1, 0, \ldots, 0)\). Function from (27) is a classical function used to derive lower bounds for the complexity of first-order methods applied to minimize smooth strongly convex functions [13].

We run HB with \( \beta = 0.95 \) (standard choice of \( \beta \)), AHB and WAHB with \( \beta = 0.999 \) (large \( \beta \)) to minimize each of these functions. For these methods we used stepsize \( \alpha = 1/L \). The weights for WAHB were chosen as \( w_k = \rho^k \) for \( \rho = 1.01 \). Moreover, we also tested HB with optimal parameters from (4). One can find the results in Figures 1 and 2.

![Figure 1: Trajectories of HB, AHB, and WAHB applied to minimize a quadratic function from (26) with different condition numbers \( \kappa \) and dimension \( n \).](image)
Figure 2: Trajectories of HB, AHB, and WAHB applied to minimize a quadratic functions from (27) and (28) with condition numbers $\kappa \sim 10^5$ and dimension $n = 1000$.

These results show that methods with averaging (AHB and WAHB) converge reasonably well during the first iterations of the method even with large $\beta = 0.999$, which was larger than the optimal $\beta^*$ in all our experiments. Moreover, unlike HB with optimal parameters, AHB and WAHB do not suffer from the peak effect. The absence of peak effect allows us to use HB with averaging for the first iterates and then restart the method. Finally, we emphasize that HB with $\beta = 0.95$ converges slower than WAHB with $\beta = 0.999$ in all our experiments and slower than AHB with $\beta = 0.999$ in almost all experiments (except the first one shown in Figure 1). We also tested HB with $\beta = 0.999$ and observed very slow convergence for the method in this case.

To conclude, our experiments on quadratic functions highlight the benefits of using AHB and WAHB with large $\beta$ and standard $\alpha = 1/L$.

### 4.2 Logistic Regression with $\ell_2$-Regularization

Next, we also consider logistic regression with $\ell_2$-regularization:

$$\min_{x \in \mathbb{R}^n} \left\{ f(x) = \frac{1}{m} \sum_{i=1}^{m} \log \left( 1 + \exp \left( -y_i \cdot (A x)_i \right) \right) + \frac{\ell_2}{2} \|x\|^2 \right\},$$  \hspace{1cm} (29)$$

where $m$ is the total number of data points/samples, $y_i \in \{-1, 1\}$ is a label of $i$-th datapoint, and $A \in \mathbb{R}^{m \times d}$ is a feature matrix. This function is known to be $\ell_2$-strongly convex and $(L + \ell_2)$-smooth with $L = \sigma_{\text{max}}^2(A) / 4m$, where $\sigma_{\text{max}}(A)$ is the maximal singular value of matrix $A$. We take the datasets, i.e., pairs of $(A, \{y_i\}_{i=1}^m)$, from LIBSVM library [1], see the summary of the considered datasets in Table 2.

Table 2: Summary of the considered datasets for the logistic regression.

|       | a9a     | phishing | w8a     |
|-------|---------|----------|---------|
| $m$   | 32 561  | 11 055   | 49 749  |
| $d$   | 123     | 68       | 300     |
Algorithm 5 Tail-Averaged Heavy-Ball method (TAHB)

**Input:** starting points $x_0$, $x_1$ (by default $x_0 = x_1$), number of iterations $N$, stepsize $\alpha > 0$, momentum parameter $\beta \in [0, 1]$, tail size $s \geq 0$

1: for $k = 1, \ldots, N - 1$ do
2: $x_{k+1} = x_k - \alpha \nabla f(x_k) + \beta (x_k - x_{k-1})$
3: $\overline{x}_{k+1} = \begin{cases} \frac{1}{k+2} \sum_{i=0}^{k+1} x_i, & \text{if } k + 1 < s, \\ \frac{1}{s} \sum_{i=0}^{s-1} x_{k+1-i}, & \text{if } k + 1 \geq s \end{cases}$ \Comment{It is required to store the last $s$ iterates}
4: end for

**Output:** $\overline{x}_k$

We run HB, AHB and WAHB with different momentum parameters $\beta$ solve this problem. Moreover, we also tested a modification of AHB called Tail-Averaged Heavy-Ball method (TAHB, see Algorithm 5) with $s \in \{10, 50\}$\footnote{In our experiments, TAHB with $s \geq 100$ performed significantly worse than TAHB with $s = 50$. Therefore, we report only the results for $s \in \{10, 50\}$.}. The weights for WAHB were chosen as $w_k = \rho^k$ for $\rho \in \{1.1, 1.01\}$. Next, we chose parameter $\beta$ from the set $\{0.9, 0.95, 0.99, 0.999\}$, and tuned stepsize parameter $\alpha \in \{2^{-4}, 2^{-3}, 2^{-2}, 2^{-1}, 1, 2, 4, 8, 16, 32, 64, 128, 256\} \cdot 1/L$ for each method separately for given $\beta$ (and for given $\rho$ in case of WAHB, for given $s$ for TAHB). The result are shown in Figures 3-6.

**Figures 3-5.** The plots show that for small $\beta$, i.e., $\beta = 0.9, 0.95$, HB does not have significant oscillations and WAHB and TAHB have comparable performance. However, for larger $\beta$, i.e., $\beta = 0.99, 0.999$, the behavior of HB is signigicantly non-monotone and oscillations are quite large. In contrast, WAHB and TAHB have much smaller oscillations and converge faster than HB. These facts illustrate the advantages of using proper averaging scheme for HB (either in form of WAHB or TAHB).
Figure 3: Trajectories of HB, AHB, WAHB, and TAHB with different momentum parameters $\beta$ applied to solve logistic regression problem with $\ell_2$-regularization for a9a dataset. Stepsize $\alpha$ was tuned for each method and each choice of $\beta$ (and $\rho$, $s$) separately.
Figure 4: Trajectories of HB, AHB, WAHB, and TAHB with different momentum parameters $\beta$ applied to solve logistic regression problem with $\ell_2$-regularization for phishing dataset. Stepsize $\alpha$ was tuned for each method and each choice of $\beta$ (and $\rho$, $s$) separately.
Figure 5: Trajectories of HB, AHB, WAHB, and TAHB with different momentum parameters $\beta$ applied to solve logistic regression problem with $\ell_2$-regularization for phishing dataset. Step size $\alpha$ was tuned for each method and each choice of $\beta$ (and $\rho, s$) separately.

Figure 6. In these plots, we highlight the effect of averaging for large $\beta$. That is, we compare HB with standard and commonly used choice of $\beta = 0.95$ and TAHB with $\beta = \{0.95, 0.99\}$. Moreover, for $\ell_2 > 0$ we also tested HB with optimal parameters from (4). The results for all considered datasets show that TAHB with $\beta = 0.95$ has comparable performance with HB and oscillates smaller, while TAHB with $\beta = 0.99$ is always slower than TAHB with $\beta = 0.95$. Next, when $\ell_2 = L/100000$ (ill-conditioned problems), TAHB with $\beta = 0.99$ is as fast as HB with optimal parameters but has smaller oscillations. Finally, when $\ell_2 = L/1000$ (well-conditioned problems), HB with optimal parameters has negligible oscillations and shows the best performance. Such
behavior is natural since for the well-conditioned problems HB does not suffer significantly from the non-monotone behavior and peak-effect.

5 Conclusion

This paper shows the advantages of using averaging for Heavy-Ball method both in theory and practice. That is, our theory and experiments imply that averaging helps to reduce the oscillations of HB. Although the derived theoretical convergence guarantees for HB with averaging are not better than existing ones for HB, in our experiments, we observe that HB with properly adjusted averaging scheme can converge faster than HB without averaging. In particular, we observe this phenomenon when momentum parameter $\beta$ for averaged versions of HB is chosen to be large enough, e.g., larger than the standard choice of $\beta = 0.95$ and sometimes larger than the optimal choice of $\beta$ from (4).
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A Basic Inequalities

For all $a, b \in \mathbb{R}^n$ and $\lambda > 0, q \in (0, 1]$

$$|\langle a, b \rangle| \leq \frac{\|a\|^2}{2\lambda} + \frac{\lambda\|b\|^2}{2},$$  \hspace{1cm} (30)

$$\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2,$$  \hspace{1cm} (31)

$$\|a + b\|^2 \leq (1 + \lambda)\|a\|^2 + \left(1 + \frac{1}{\lambda}\right)\|b\|^2,$$  \hspace{1cm} (32)

$$\langle a, b \rangle = \frac{1}{2} \left(\|a + b\|^2 - \|a\|^2 - \|b\|^2\right),$$  \hspace{1cm} (33)

$$\left(1 - \frac{q}{2}\right)^{-1} \leq 1 + q,$$  \hspace{1cm} (34)

$$\left(1 + \frac{q}{2}\right)(1 - q) \leq 1 - \frac{q}{2}.$$  \hspace{1cm} (35)

B Auxiliary Results
Lemma B.1. Lemma 1 from [10] Let $\rho_1$ and $\rho_2$ be the eigenvalues of the matrix $M = \begin{bmatrix} a & b \\ 1 & 0 \end{bmatrix}$ and let $k$ be a positive integer. If $\rho_1 \neq \rho_2$, then we have

$$M^k = \frac{1}{\rho_2 - \rho_1} \begin{bmatrix} \rho_2^{k+1} - \rho_1^{k+1} & \rho_1 \rho_2 (\rho_1^k - \rho_2^k) \\ \rho_2^k - \rho_1^k & \rho_1 \rho_2 (\rho_1^{k-1} - \rho_2^{k-1}) \end{bmatrix}.$$

Moreover, if $\rho_1 = \rho_2 = \rho$, the matrix $M^k$ satisfies

$$M^k = \begin{bmatrix} (k + 1) \rho^k & -k \rho^{k+1} \\ k \rho^{k-1} & (1 - k) \rho^k \end{bmatrix}.$$

C Missing Proofs from Section 2

In this section, for $x$, we use the upper index for an iteration counter, and the lower index denotes the component of the vector.

C.1 Proof of Theorem 2.2

Rewriting the update rule of HB for $f(x) = \frac{1}{2} x^T A x$ with $A = \text{diag} (\mu, \lambda_2, \ldots, \lambda_{n-1}, L)$ with $\alpha = \frac{1}{L}$ we get

$$
\begin{align*}
  x_1^{k+1} &= \left(1 - \frac{\mu}{L} + \beta\right)x_1^k - \beta x_1^{k-1}, \\
  x_2^{k+1} &= \left(1 - \frac{\lambda_2}{L} + \beta\right)x_2^k - \beta x_2^{k-1}, \\
  &\vdots \\
  x_{n-1}^{k+1} &= \left(1 - \frac{\lambda_{n-1}}{L} + \beta\right)x_{n-1}^k - \beta x_{n-1}^{k-1}, \\
  x_n^{k+1} &= \beta x_n^k - \beta x_n^{k-1}.
\end{align*}
$$

To solve these recurrences we consider the corresponding characteristic equations:

$$
\begin{align*}
  \rho^2 &= \left(1 - \frac{\mu}{L} + \beta\right) \rho - \beta, \\
  \rho^2 &= \left(1 - \frac{\lambda_2}{L} + \beta\right) \rho - \beta, \\
  &\vdots \\
  \rho^2 &= \left(1 - \frac{\lambda_{n-1}}{L} + \beta\right) \rho - \beta, \\
  \rho^2 &= \beta \rho - \beta.
\end{align*}
$$
Since $\beta \leq (1 - 2\sqrt{\mu/L})^2 < (1 - \sqrt{\mu/L})^2$ the roots of the first equation are

$$\rho_1(\mu) = \frac{1 + \beta - \nu/L + \sqrt{(1 + \beta - \nu/L)^2 - 4\beta}}{2},$$

$$\rho_2(\mu) = \frac{1 + \beta - \nu/L - \sqrt{(1 + \beta - \nu/L)^2 - 4\beta}}{2}.$$

Moreover, we have $\sqrt{(1 + \beta - \nu/L)^2 - 4\beta} \leq 1 - \beta + \nu/L$, and, as a consequence, $0 < \rho_2(\mu) < \rho_1(\mu) < 1$. Next, the first components of iterates produced by HB satisfy

$$x_1^k = C_1 \rho_1^k(\mu) + C_2 \rho_2^k(\mu)$$

with some constants $C_1, C_2 \in \mathbb{R}$. This equation and the choice of the starting points $x^0 = x^1 = (1, 1, \ldots, 1)^T$ imply

$$\begin{cases} C_1 + C_2 = 1, \\ C_1 \rho_1(\mu) + C_2 \rho_2(\mu) = 1, \end{cases}$$

whence

$$C_1 = \frac{1 - \rho_2(\mu)}{\rho_1(\mu) - \rho_2(\mu)}, \quad C_2 = 1 - C_1 = \frac{\rho_1(\mu) - 1}{\rho_1(\mu) - \rho_2(\mu)}.$$

Using the formula for $C_1$ and $\beta \in [(1 - 3\sqrt{\mu/L})^2, (1 - 2\sqrt{\mu/L})^2]$ we derive that $C_1 > 0$ and

$$C_1 = \left(1 - \frac{1 + \beta - \nu/L - \sqrt{(1 + \beta - \nu/L)^2 - 4\beta}}{2}\right) \frac{1}{\sqrt{(1 + \beta - \nu/L)^2 - 4\beta}}.$$

$$= \frac{1 - \beta + \nu/L + \sqrt{(1 + \beta - \nu/L)^2 - 4\beta}}{2\sqrt{(1 + \beta - \nu/L)^2 - 4\beta}}$$

$$= \frac{1}{2} + \frac{1 - \beta + \nu/L}{2\sqrt{(1 + \beta - \nu/L)^2 - 4\beta}}$$

$$\leq \frac{1}{2} + \frac{1 - (1 - 3\sqrt{\mu/L})^2 + \nu/L}{2\sqrt{(1 + (1 - 2\sqrt{\mu/L})^2 - \nu/L)^2 - 4(1 - 2\sqrt{\mu/L})^2}}$$

$$= \frac{1}{2} + \frac{3\sqrt{\mu/L} - 4\nu/L}{\sqrt{(2 - 4\sqrt{\mu/L} + 3\nu/L)^2 - (2 - 4\sqrt{\mu/L})^2}}$$

$$= \frac{1}{2} + \frac{3\sqrt{\mu/L} - 4\nu/L}{\sqrt{3\nu/L (4 - 8\sqrt{\mu/L} + 3\nu/L)}}.$$

Since $L \geq 100\mu$ we can further upper bound the right-hand side of the previous inequality and get

$$C_1 \leq \frac{1}{2} + \frac{3\sqrt{\mu/L}}{\sqrt{3\nu/L (4 - 8\sqrt{\mu/L})}} \leq \frac{1}{2} + \frac{\sqrt{3}}{\sqrt{4 - 4/5}} = \frac{1}{2} + \frac{1}{2} \sqrt{\frac{15}{4}} \leq \frac{3}{2}.$$
Taking into account that \( C_1 > 0 \) and \( C_2 = 1 - C_1 \) we derive that \( |C_2| = \max\{1 - C_1, C_1 - 1\} \leq 1/2 \). Putting all together, we obtain

\[
|x_k^1| = |C_1 \rho_1^k(\mu) + C_2 \rho_2^k(\mu)| \leq |C_1| + |C_2| \leq 2 \quad \forall k \geq 0
\]

In the remaining part of the proof, we handle the characteristic equations

\[
\rho^2 = \left(1 - \frac{\lambda_2}{L}\right) \rho - \beta,
\]

\[
\vdots
\]

\[
\rho^2 = \left(1 - \frac{\lambda_{n-1}}{L}\right) \rho - \beta,
\]

\[
\rho^2 = \beta \rho - \beta.
\]

Without loss of generality, we consider the equation

\[
\rho^2 = \left(1 - \frac{\lambda}{L}\right) \rho - \beta \tag{36}
\]

with \( \lambda \in [\lambda_2, L] \). This equation serves as a characteristic equation for the sequence \( \{y_k\}_{k \geq 0} \subseteq \mathbb{R} \) satisfying

\[
y_{k+1} = \left(1 - \frac{\lambda}{L}\right) y_k - \beta y_{k-1}.
\]

Since \( \lambda \geq \lambda_2 \geq 10 \mu \) and \( \beta \geq (1 - 3\sqrt{\mu/L})^2 \) we conclude that \( \beta \geq (1 - \sqrt{\lambda/L})^2 \) and the characteristic equation has the complex roots with non-zero imaginary parts:

\[
\rho_1(\lambda) = \frac{1 + \beta - \lambda/L + i\sqrt{4\beta - (1 + \beta - \mu/L)^2}}{2},
\]

\[
\rho_2(\lambda) = \frac{1 + \beta - \mu/L - i\sqrt{4\beta - (1 + \beta - \mu/L)^2}}{2}.
\]

This implies that \( |\rho_1(\lambda)| = |\rho_1(\lambda)| = \sqrt{\beta} < 1 \) and

\[
y_k = C_1 \rho_1^k(\lambda) + C_2 \rho_2^k(\lambda)
\]

for some complex numbers \( C_1, C_2 \). Let \( y_0 = y_1 = 1 \). Then,

\[
\begin{cases}
C_1 + C_2 = 1, \\
C_1 \rho_1(\lambda) + C_2 \rho_2(\lambda) = 1,
\end{cases}
\]

whence

\[
C_1 = \frac{1 - \rho_2(\lambda)}{\rho_1(\lambda) - \rho_2(\lambda)}, \quad C_2 = 1 - C_1 = \frac{\rho_1(\lambda) - 1}{\rho_1(\lambda) - \rho_2(\lambda)}.
\]
Using the formula for $C_1$ and $\beta \in [(1 - 3\sqrt{\mu/L})^2, (1 - 2\sqrt{\mu/L})^2]$ we derive that

$$C_1 = \left(1 - \frac{1 + \beta - \lambda/L - i\sqrt{4\beta - (1 + \beta - \lambda/L)^2}}{2i\sqrt{4\beta - (1 + \beta - \lambda/L)^2}}\right) \frac{1}{i\sqrt{4\beta - (1 + \beta - \lambda/L)^2}}$$

$$= \frac{1 - \beta + \lambda/L + i\sqrt{4\beta - (1 + \beta - \lambda/L)^2}}{2i\sqrt{4\beta - (1 + \beta - \lambda/L)^2}}$$

$$= \frac{1}{2} - i\frac{1 - \beta + \lambda/L}{2\sqrt{4\beta - (1 + \beta - \lambda/L)^2}}.$$

Then, for the absolute value of $C_1$ we have

$$|C_1| = \frac{1}{2}\sqrt{1 + \frac{(1 + \lambda/L - \beta)^2}{4\beta - (1 - \lambda/L + \beta)^2}}$$

$$\leq \frac{1}{2}\sqrt{1 + \frac{(1 + \lambda/L - (1 - 3\sqrt{\mu/L})^2)^2}{4\left(1 - 2\sqrt{\mu/L}\right)^2 - (1 - \lambda/L + (1 - 2\sqrt{\mu/L})^2)^2}}$$

$$= \frac{1}{2}\sqrt{1 + \frac{(\lambda/L - 9\mu/L + 6\sqrt{\mu/L})^2}{(2 - 4\sqrt{\mu/L})^2 - (2 - \lambda/L - 4\sqrt{\mu/L} + 4\mu/L)^2}}$$

$$= \frac{1}{2}\sqrt{1 + \frac{(\lambda/L - 9\mu/L + 6\sqrt{\mu/L})^2}{(4 - \lambda/L - 8\sqrt{\mu/L} + 4\mu/L)(\lambda/L - 4\sqrt{\mu/L})}}$$

$$\leq \frac{1}{2}\sqrt{1 + \frac{(\lambda/L + 6\sqrt{\mu/L})^2}{(3 - 4/5)(\lambda/L - 2\sqrt{\mu/L})}} = \frac{1}{2}\sqrt{1 + \frac{25\lambda^2L^2/33 + 12(\lambda\sqrt{\mu})(L\sqrt{L} + 36\mu/L)}{\lambda/L}}$$

$$= \frac{1}{2}\sqrt{1 + \frac{25\lambda^2L^2}{33} \left(1 + \frac{6}{5} + \frac{8}{25}\right)} \leq 1.$$ 

Since

$$C_2 = 1 - C_1 = \frac{1}{2} + i\frac{1 - \beta + \lambda/L}{2\sqrt{4\beta - (1 + \beta - \lambda/L)^2}}$$

we also have $|C_2| = |C_1| \leq 1$, and, as a consequence,

$$|y_k| = |C_1\rho^k(\lambda) + C_2\rho^k(\lambda)| \leq |C_1| + |C_2| \leq 2 \quad \forall k \geq 0.$$ 

This result implies that $|x_i^k| \leq 2$ for all $k \geq 0$ and $i = 2, \ldots, n$. 
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Finally, since \( \tilde{x}^k = \frac{1}{k+1} \sum_{t=0}^{k} x^t \) we conclude that
\[
|\tilde{x}^k_i| \leq \frac{1}{k+1} \sum_{t=0}^{k} |x^t_i| \leq 2 \quad \forall k \geq 0, \ i = 1, \ldots, n
\]
that is equivalent to (6).

C.2 Proof of Theorem 2.3

To estimate \( \text{dev}_{\text{HB}}(\alpha, \beta) \) we consider the spectral decomposition of matrix \( \mathbf{A} = \mathbf{U} \Lambda \mathbf{U}^T \succ 0 \), where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \) is a diagonal matrix of the eigenvalues of \( \mathbf{A} \), \( \lambda_1 \leq \ldots \leq \lambda_n \), and \( \mathbf{U} \) is a unitary matrix of the eigenvectors of \( \mathbf{A} \). Next, without loss of the generality we assume that \( x^* = 0 \). Applying the unitary transformation \( \mathbf{U}^T \) to \( x^k \) we obtain \( \hat{x}^k = \mathbf{U}^T x^k \) and
\[
\hat{z}^k := \begin{bmatrix} \hat{x}^{k+1} \\ \hat{x}^k \end{bmatrix} = \mathbf{T} \begin{bmatrix} \hat{x}^k \\ \hat{x}^{k-1} \end{bmatrix} = \ldots = \mathbf{T}^k \begin{bmatrix} \hat{x}^1 \\ \hat{x}^0 \end{bmatrix},
\]
where
\[
\mathbf{T} = \begin{bmatrix} (1 + \beta) \mathbf{I} - \alpha \Lambda & -\beta \mathbf{I} \\ \mathbf{I} & 0 \end{bmatrix} = \begin{bmatrix} \mathbf{U}^T & 0 \\ 0 & \mathbf{U}^T \end{bmatrix} \mathbf{T}.
\]
In particular, these formulas imply
\[
\begin{bmatrix} \hat{x}^{j+1} \\ \hat{x}^j \end{bmatrix} = \hat{\mathbf{T}}_j \begin{bmatrix} \hat{x}^j \\ \hat{x}^{j-1} \end{bmatrix} = \ldots = \hat{\mathbf{T}}^k_j \begin{bmatrix} \hat{x}^1 \\ \hat{x}^0 \end{bmatrix},
\]
where
\[
\hat{\mathbf{T}}_j = \begin{bmatrix} 1 + \beta - \alpha \lambda_j & -\beta \\ 1 & 0 \end{bmatrix}
\]
for all \( j = 1, \ldots, n \). Moreover, \( \|\mathbf{C} \mathbf{T}^k \|_2 = \max_{j=1, \ldots, n} \|\mathbf{C}_j \hat{\mathbf{T}}^k_j \|_2 \) where \( \mathbf{C}_j = [0 \ 1] \).

It is easy to see that the eigenvalues of \( \hat{\mathbf{T}}_j \) are
\[
\rho_{j,1} = \frac{1 + \beta - \lambda_j/\lambda_n + \sqrt{(1 + \beta - \lambda_j/\lambda_n)^2 - 4\beta}}{2}, \quad \rho_{j,2} = \frac{1 + \beta - \lambda_j/\lambda_n - \sqrt{(1 + \beta - \lambda_j/\lambda_n)^2 - 4\beta}}{2}
\]
for all \( \lambda_j \) such that \( (1 + \beta - \lambda_j/\lambda_n)^2 - 4\beta > 0 \) and
\[
\rho_{j,1} = \frac{1 + \beta - \lambda_j/\lambda_n + i \sqrt{4\beta - (1 + \beta - \lambda_j/\lambda_n)^2}}{2}, \quad \rho_{j,2} = \frac{1 + \beta - \lambda_j/\lambda_n - i \sqrt{4\beta - (1 + \beta - \lambda_j/\lambda_n)^2}}{2}
\]
for all \( \lambda_j \) such that \( (1 + \beta - \lambda_j/\lambda_n)^2 - 4\beta < 0 \). Taking into account the assumptions of the theorem, we derive
\[
\rho_{1,1} = \frac{1 + \beta - \lambda_1/\lambda_n + \sqrt{(1 + \beta - \lambda_1/\lambda_n)^2 - 4\beta}}{2}, \quad \rho_{1,2} = \frac{1 + \beta - \lambda_1/\lambda_n - \sqrt{(1 + \beta - \lambda_1/\lambda_n)^2 - 4\beta}}{2}
\]
and
\[
\rho_{j,1} = \frac{1 + \beta - \lambda_j/\lambda_n + i \sqrt{4\beta - (1 + \beta - \lambda_j/\lambda_n)^2}}{2}, \quad \rho_{j,2} = \frac{1 + \beta - \lambda_j/\lambda_n - i \sqrt{4\beta - (1 + \beta - \lambda_j/\lambda_n)^2}}{2}
\]
and
for all $j = 2, \ldots, n$. Moreover, $|\rho_{j,1}| = |\rho_{j,2}| = \sqrt{\beta}$.

Next, using Lemma B.1 we get

$$
\|C_j \hat{T}_j^k\|_2 = \left\| \frac{1}{\rho_{j,2} - \rho_{j,1}} \begin{bmatrix} 0 & 1 \\ \rho_{j,2} - \rho_{j,1}^{-1} & \rho_{j,2} - \rho_{j,1}^{-1} \end{bmatrix} \begin{bmatrix} \rho_{j,2}^{k+1} - \rho_{j,1}^{k+1} \\ \rho_{j,2}^k - \rho_{j,1}^k \end{bmatrix} \right\|_2 \\
\leq \sqrt{\left( \sum_{t=0}^{k-1} |\rho_{j,1}|^{k-1-t} |\rho_{j,2}|^t \right)^2 + \left( |\rho_{j,1}| |\rho_{j,2}| \sum_{t=0}^{k-2} |\rho_{j,1}|^{k-2-t} |\rho_{j,2}|^t \right)^2}.
$$

(37)

Consider the expression above for $j = 1$. To bound the sums appearing in the right-hand side of the previous inequality we derive:

$$
\frac{|\rho_{1,2}|}{|\rho_{1,1}|} = \frac{1 + \beta - \lambda_1/\lambda_n - \sqrt{(1 + \beta - \lambda_1/\lambda_n)^2 - 4\beta}}{1 + \beta - \lambda_1/\lambda_n + \sqrt{(1 + \beta - \lambda_1/\lambda_n)^2 - 4\beta}}
\leq 1 - \frac{2\sqrt{(1 + \beta - \lambda_1/\lambda_n)^2 - 4\beta}}{2 - \lambda_1/\lambda_n + \sqrt{(1 - \lambda_1/\lambda_n)^2}}
= 1 - \frac{2\sqrt{(2 - 2F\sqrt{\lambda_1/\lambda_n} + (F^2 - 1)\lambda_1/\lambda_n)^2 - 4\left(1 - F\sqrt{\lambda_1/\lambda_n}\right)^2}}{3 - 2\lambda_1/\lambda_n}
\leq 1 - \frac{2\sqrt{(F^2 - 1)\lambda_1/\lambda_n \left( 4 - 4F\sqrt{\lambda_1/\lambda_n} + (F^2 - 1)\lambda_1/\lambda_n \right)}}{3 - 2\lambda_1/\lambda_n}
= 1 - \frac{2\sqrt{(F^2 - 1)\left( 2 - F\sqrt{\lambda_1/\lambda_n} \right)^2 - \lambda_1/\lambda_n}}{3\sqrt{\kappa}}
\leq 1 - \frac{\sqrt{F^2 - 1}}{\sqrt{3\kappa}}.
$$

where the first inequality follows from the fact the function $g(\beta) = (1 + \beta - \lambda_1/\lambda_n)^2 - 4\beta$ is decreasing for $\beta \leq (1 - \sqrt{\lambda_1/\lambda_n})^2$, and in the last inequality we apply $1 - F\sqrt{\lambda_1/\lambda_n} \geq 0, \lambda_1/\lambda_n \leq 1/10000 < 1/4$, and $\kappa = \lambda_n/\lambda_1$. Therefore,

$$
\sum_{t=0}^{k-1} |\rho_{1,1}|^{k-1-t} |\rho_{1,2}|^t \leq |\rho_{1,1}|^{k-1} \sum_{t=0}^{k-1} \left( \frac{|\rho_{1,2}|}{|\rho_{1,1}|} \right)^t \leq \sum_{t=0}^{\infty} \left( 1 - \frac{\sqrt{F^2 - 1}}{\sqrt{3\kappa}} \right)^t = \frac{\sqrt{3\kappa}}{\sqrt{F^2 - 1}}
$$

and, similarly,

$$
|\rho_{j,1}| |\rho_{j,2}| \sum_{t=0}^{k-2} |\rho_{j,1}|^{k-2-t} |\rho_{j,2}|^t \leq \sum_{t=0}^{k-2} \left( \frac{|\rho_{1,2}|}{|\rho_{1,1}|} \right)^t \leq \sum_{t=0}^{\infty} \left( 1 - \frac{\sqrt{F^2 - 1}}{\sqrt{3\kappa}} \right)^t = \frac{\sqrt{3\kappa}}{\sqrt{F^2 - 1}}.
$$
Plugging these upper bounds in (37) we derive
\[ \|C_j \hat{T}_j\|_2 \leq \frac{\sqrt{6} \kappa}{\sqrt{F^2 - 1}}. \] (38)

Next, we consider the right-hand side of (37) for \( j = 2, \ldots, n \). In this case, \( |\rho_{j,1}| = |\rho_{j,2}| = \sqrt{\beta} \leq 1 - F/\sqrt{\kappa} \). Therefore,
\[ \sum_{t=0}^{k-1} |\rho_{j,1}|^{k-1-t} |\rho_{j,2}|^t = k \left( \sqrt{\beta} \right)^{k-1} \leq k \left( 1 - \frac{F}{\sqrt{\kappa}} \right)^{k-1} \leq (k-1) \exp \left( -(k-1) \frac{F}{\sqrt{\kappa}} \right) + 1 \]
and, similarly,
\[ |\rho_{j,1}| |\rho_{j,2}| \sum_{t=0}^{k-2} |\rho_{j,1}|^{k-2-t} |\rho_{j,2}|^t = (k-1) \left( \sqrt{\beta} \right)^k \leq (k-1) \exp \left( -(k-1) \frac{F}{\sqrt{\kappa}} \right). \]

Since the maximal value of the function \( g(x) = x a^x \) for \( x \geq 0 \) equals \( -\frac{1}{e \ln(a)} \), we have
\[ (k-1) \exp \left( -(k-1) \frac{F}{\sqrt{\kappa}} \right) \leq -\frac{1}{e \ln \left( \exp \left( \frac{-F}{\sqrt{\kappa}} \right) \right)} = \frac{\sqrt{\kappa}}{e F}. \]

Putting all together we obtain for all \( j = 2, \ldots, n \)
\[ \|C_j \hat{T}_j\|_2 \leq \sqrt{\left( \frac{\sqrt{\kappa}}{e F} + 1 \right)^2 + \frac{\kappa}{e^2 F^2}} \leq \frac{\sqrt{5} \kappa}{e F}, \] (39)
where we use \( F \leq \sqrt{\kappa} \).

Finally, with (38) and (39) in hand we derive
\[ \text{dev}_{\text{AHB}}(\alpha, \beta) \leq \text{dev}_{\text{HB}}(\alpha, \beta) = \|C T\|_2 = \max_{j=1, \ldots, n} \|C_j \hat{T}_j\|_2 \leq \frac{\sqrt{6} \kappa}{\sqrt{F^2 - 1}}. \]

Theorem 1 from [3] implies that
\[ \text{dev}_{\text{HB}}(\alpha^*, \beta^*) \geq \frac{\sqrt{\kappa}}{2e}, \]
where \( \alpha^* \) and \( \beta^* \) are given in (4). Therefore,
\[ \text{dev}_{\text{AHB}}(\alpha, \beta) \leq \text{dev}_{\text{HB}}(\alpha, \beta) \leq \frac{2e \sqrt{6}}{\sqrt{F^2 - 1}} \text{dev}_{\text{HB}}(\alpha^*, \beta^*). \]

D  Missing Proofs from Section 3

D.1  Proof of Lemma 3.2

Using recursion (13) for the virtual iterates defined in (12), we derive
\[ \|\tilde{x}_{k+1} - x_*\|^2 = \|\tilde{x}_k - x_*\|^2 - \frac{2\alpha}{1 - \beta} (\tilde{x}_k - x_*, \nabla f(x_k)) + \frac{\alpha^2}{(1 - \beta)^2} \|\nabla f(x_k)\|^2 \]
\[ = \|\tilde{x}_k - x_*\|^2 - \frac{2\alpha}{1 - \beta} (x_k - x_*, \nabla f(x_k)) + \frac{2\alpha}{1 - \beta} (x_k - \tilde{x}_k, \nabla f(x_k)) + \frac{\alpha^2}{(1 - \beta)^2} \|\nabla f(x_k)\|^2. \] (40)
From $\mu$-strong convexity and $L$-smoothness of $f$ we have (e.g., see [13])

\[
\langle x_k - x_*, \nabla f(x_k) \rangle \geq f(x_k) - f(x_*) + \frac{\mu}{2} \|x_k - x_*\|^2
\]

\[
\|\nabla f(x_k)\|^2 \leq 2L (f(x_k) - f(x_*)).
\]

(41)

Together with (40) these relations give

\[
\|\tilde{x}_{k+1} - x_*\|^2 \leq \|\tilde{x}_k - x_*\|^2 - \frac{\alpha \mu}{1 - \beta} \|x_k - x_*\|^2 - \frac{2\alpha}{1 - \beta} \left(1 - \frac{\alpha L}{1 - \beta}\right) (f(x_k) - f(x_*)) + \frac{2\alpha}{1 - \beta} \langle x_k - \tilde{x}_k, \nabla f(x_k) \rangle.
\]

Next, we estimate the second and the fourth terms in the inequality above. Since $\|a + b\|^2 \geq \frac{1}{2}\|a\|^2 - \|b\|^2$ for all $a, b \in \mathbb{R}^n$ (see also (31)), we can estimate the second term as

\[
- \frac{\alpha \mu}{1 - \beta} \|x_k - x_*\|^2 \leq - \frac{\alpha \mu}{2(1 - \beta)} \|\tilde{x}_k - x_*\|^2 + \frac{\alpha \mu}{1 - \beta} \|x_k - \tilde{x}_k\|^2.
\]

Using Fenchel-Young inequality (30), we derive

\[
\frac{2\alpha}{1 - \beta} \langle x_k - \tilde{x}_k, \nabla f(x_k) \rangle \leq \frac{2\alpha L}{1 - \beta} \|x_k - \tilde{x}_k\|^2 + \frac{2\alpha}{4L(1 - \beta)} \|\nabla f(x_k)\|^2
\]

(41)

\[
\leq \frac{2\alpha L}{1 - \beta} \|x_k - \tilde{x}_k\|^2 + \frac{\alpha}{1 - \beta} (f(x_k) - f(x_*)).
\]

Putting all together, we obtain

\[
\|\tilde{x}_{k+1} - x_*\|^2 \leq \left(1 - \frac{\alpha \mu}{2(1 - \beta)}\right) \|\tilde{x}_k - x_*\|^2 - \frac{2\alpha}{1 - \beta} \left(1 - \frac{\alpha L}{1 - \beta}\right) (f(x_k) - f(x_*)) + \frac{\alpha}{1 - \beta} (f(x_k) - f(x_*)) + \frac{3L\alpha^2}{(1 - \beta)^3} \|m_{k-1}\|^2
\]

(12),(14)

that finishes the proof.

D.2 Proof of Lemma 3.3

Using the update rule for $m_k$, we get

\[
\|m_k\|^2 = \|\beta m_{k-1} + \alpha \nabla f(x_k)\|^2
\]

(32)

\[
\leq \beta^2 \left(1 + \frac{1 - \beta}{\beta}\right) \|m_{k-1}\|^2 + \alpha^2 \left(1 + \frac{\beta}{1 - \beta}\right) \|\nabla f(x_k)\|^2
\]

(41)

\[
\leq \beta \|m_{k-1}\|^2 + \frac{2L\alpha^2}{1 - \beta} (f(x_k) - f(x_*))
\]

implying

\[
\|m_{k-1}\|^2 \leq \frac{2L\alpha^2}{1 - \beta} \sum_{l=0}^{k-1} \beta^{k-1-l} (f(x_l) - f(x_*)).
\]
Summing up these inequalities for \( k = 0, 1, \ldots, K \) with weights \( w_k = \left(1 - \frac{\alpha \mu}{2(1-\beta)}\right)^{-(k+1)} \), we derive
\[
\frac{3L\alpha^2}{(1-\beta)^3} \sum_{k=0}^{K} w_k \|m_{k-1}\|^2 \leq \frac{6L^2\alpha^3\beta^2}{(1-\beta)^4} \sum_{k=0}^{K} \sum_{l=0}^{k-1} w_k (f(x_l) - f(x_*)) \beta^{k-1-l}
\]
\[
\leq \frac{6L^2\alpha^3 \beta}{(1-\beta)^4} \sum_{k=0}^{K} \sum_{l=0}^{k} w_k (f(x_l) - f(x_*)) \beta^{k-l}. \quad (42)
\]

Next, we upper bound \( w_k \) in the following way: for all \( l = 0, 1, \ldots, k \)
\[
w_k = \left(1 - \frac{\alpha \mu}{2(1-\beta)}\right)^{-(k-l)} w_l \leq \left(1 + \frac{\alpha \mu}{1-\beta}\right)^{k-l} w_l \leq \left(1 + \frac{1-\beta}{2}\right)^{k-l} w_l.
\]

Plugging this inequality into (42) we get
\[
\frac{3L\alpha^2}{(1-\beta)^3} \sum_{k=0}^{K} w_k \|m_{k-1}\|^2 \leq \frac{6L^2\alpha^3 \beta}{(1-\beta)^4} \sum_{k=0}^{K} \sum_{l=0}^{k} w_l (f(x_l) - f(x_*)) \left(1 + \frac{1-\beta}{2}\right)^{k-l} \beta^{k-l}
\]
\[
\leq \frac{6L^2\alpha^3 \beta}{(1-\beta)^4} \sum_{k=0}^{K} \sum_{l=0}^{k} w_l (f(x_l) - f(x_*)) \left(1 - \frac{1-\beta}{2}\right)^{k-l}
\]
\[
\leq \frac{6L^2\alpha^3 \beta}{(1-\beta)^4} \left(\sum_{k=0}^{K} w_k (f(x_k) - f(x_*))\right) \left(\sum_{k=0}^{\infty} \left(1 - \frac{1-\beta}{2}\right)^k\right)
\]
\[
= \frac{12L^2\alpha^3 \beta}{(1-\beta)^5} \sum_{k=0}^{K} w_k (f(x_k) - f(x_*)).
\]

Note that our choice of \( \alpha \) (16) implies
\[
\frac{12L^2\alpha^3 \beta}{(1-\beta)^5} \leq \frac{\alpha}{4(1-\beta)}.
\]

Together with previous inequality it gives (17).

**D.3 Proof of Theorem 3.4**

From Lemma 3.2 we have
\[
\frac{\alpha}{2(1-\beta)} (f(x_k) - f(x_*)) \leq \left(1 - \frac{\alpha \mu}{2(1-\beta)}\right) \|\tilde{x}_k - x_*\|^2 - \|\tilde{x}_{k+1} - x_*\|^2 + \frac{3L\alpha^2}{(1-\beta)^3} \|m_{k-1}\|^2.
\]
Summing up these inequalities for \( k = 0, 1, \ldots, K \) with weights \( w_k = \left( 1 - \frac{\alpha\mu}{2(1-\beta)} \right)^{-k+1} \), we get

\[
\frac{\alpha}{2(1-\beta)} \sum_{k=0}^{K} w_k \left( f(x_k) - f(x_*) \right) \leq \sum_{k=0}^{K} \left( w_k \left( 1 - \frac{\alpha\mu}{2(1-\beta)} \right) \|\bar{x}_k - x_*\|^2 - w_k \|\bar{x}_{k+1} - x_*\|^2 \right) \\
+ \frac{3L\alpha\beta^2}{(1-\beta)^3} \sum_{k=0}^{K} w_k \|m_{k-1}\|^2 \leq \sum_{k=0}^{K} \left( w_{k-1} \|\bar{x}_k - x_*\|^2 - w_k \|\bar{x}_{k+1} - x_*\|^2 \right) \\
+ \frac{\alpha}{4(1-\beta)} \sum_{k=0}^{K} w_k \left( f(x_k) - f(x_*) \right) \leq \|x_0 - x_*\|^2 + \frac{\alpha}{4(1-\beta)} \sum_{k=0}^{K} w_k \left( f(x_k) - f(x_*) \right) .
\]

Rearranging the terms and dividing both sides of the inequality by \( W_K = \sum_{k=0}^{K} w_k \), we derive

\[
\frac{1}{W_K} \sum_{k=0}^{K} w_k \left( f(x_k) - f(x_*) \right) \leq \frac{4(1-\beta)\|x_0 - x_*\|^2}{\alpha W_K}.
\]

Using Jensen’s inequality, we obtain

\[
f(x_K) \leq \frac{1}{W_K} \sum_{k=0}^{K} w_k f(x_k)
\]

that implies (19). Next, when \( \mu > 0 \) we have \( W_K \geq W_{K-1} = \left( 1 - \frac{\alpha\mu}{2(1-\beta)} \right)^{-K} \) that gives (20). Finally, when \( \mu = 0 \) we have \( W_K = K + 1 \geq K \) implying (21).

### D.4 Proof of Theorem 3.6

Theorem 3.4 for \( \mu = 0 \) implies that for \( t = 1, 2, \ldots, \tau \)

\[
f(\bar{x}_t) - f(x_*) \leq \frac{4(1-\beta)\bar{R}_{t-1}^2}{\alpha N},
\]

where \( \bar{R}_t = \|\bar{x}_t - x_*\|_2 \) for \( t = 0, 1, \ldots, \tau \). In the remaining part of the prove, we derive via induction that for \( t = 1, 2, \ldots, \tau \)

\[
f(\bar{x}_t) - f(x_*) \leq \frac{\mu R_0^2}{2^t+1}, \quad \bar{R}_t \leq \frac{R_0^2}{2^t},
\]

where \( R_0 \geq \|x_0 - x_*\|_2 = \|\bar{x}_0 - x_*\|_2 \). First of all, for \( t = 1 \) we have

\[
f(\bar{x}_1) - f(x_*) \leq \frac{\mu R_0^2}{4}.
\]
From $\mu$-strong convexity of $f$ we derive

$$
\frac{\mu \hat{R}_1^2}{2} \leq f(\hat{x}_1) - f(x_*) \implies \hat{R}_1^2 \leq \frac{R_0^2}{2}.
$$

Next, assume that (44) holds for all $t = 1, 2, \ldots, k < \tau$ and let us prove it for $t = k + 1$. From (43) we have

$$
f(\hat{x}_{k+1}) - f(x_*) \leq \frac{4(1 - \beta) \hat{R}_k^2}{\alpha N} \leq \frac{(1 - \beta) R_0^2}{2^{k-2} \alpha N} \leq \frac{\mu R_0^2}{2^{k+2}}.
$$

Again, applying $\mu$-strong convexity of $f$ we derive

$$
\frac{\mu \hat{R}_{k+1}^2}{2} \leq f(\hat{x}_{k+1}) - f(x_*) \implies \hat{R}_{k+1}^2 \leq \frac{R_0^2}{2^{k+1}}
$$

that finishes the proof of (44). Therefore, after $\tau = \max\{\lceil\log_2(\mu R_0^2/\varepsilon)\rceil - 1, 1\}$ iterations R-AHB finds such point $\hat{x}_\tau$ that

$$
f(\hat{x}_\tau) - f(x_*) \leq \frac{\mu R_0^2}{2^{\tau+1}} \leq \frac{\mu R_0^2}{2^{\log_2(\mu R_0^2/\varepsilon)}} = \varepsilon.
$$

Finally, if

$$
\alpha = \min \left\{ \frac{1 - \beta}{4L}, \frac{(1 - \beta)^2}{4L\sqrt{3\beta}} \right\},
$$

then the total number of AHB iterations equals

$$
N \tau = \mathcal{O} \left( \left( \frac{L}{\mu} + \frac{L\sqrt{3\beta}}{\mu(1 - \beta)} \right) \log \frac{\mu R_0^2}{\varepsilon} \right).
$$