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Abstract: Cellular structures (CSs) have been used extensively in recent years, as they offer a unique range of design freedoms. They can be deployed to create parts that can be lightweight by introducing controlled porous features, while still retaining or improving their mechanical, thermal, or even vibrational properties. Recent advancements in additive manufacturing (AM) technologies have helped to increase the feasibility and adoption of cellular structures. The layer-by-layer manufacturing approach offered by AM is ideal for fabricating CSs, with the cost of such parts being largely independent of complexity. There is a growing body of literature concerning CSs made via AM; this presents an opportunity to review the state-of-the-art in this domain and to showcase opportunities in design and manufacturing. This review will propose a novel way of classifying cellular structures by isolating their Geometrical Degrees of Freedom (GDoFs) and will explore the recent innovations in additively manufactured CSs. Based on the present work, the design inputs that are common in CSs generation will be highlighted. Furthermore, the work explores examples of how design inputs have been used to drive the design domain through various case studies. Finally, the review will highlight the manufacturability limitations of CSs in AM.
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1. Introduction

Cellular structures (CSs) are hierarchical materials that are composed of repetitive unit cells. CSs are an intrinsic part of nature; examples are found in bones, wood and seashells. Such materials are known to impart a balance between weight and strength. Over the past decades, CSs have gained a growing focus in design for industrial and biomedical applications. Such applications vary from structural components [1–3], where the stiffness and strength of a part can be controlled based on external data, to vibrational [4,5], where a well-selected CS can be used as a shock absorber in a car, as well as thermal [6,7] where CSs may be used to enhance heat transfer, or in mass transport in the case of scaffolds for implants [8].

The growing popularity of CSs correlates positively with the increasing popularity and adoption of AM processes, where a design is printed layer per layer. As such, AM fabrication enables users to achieve higher design complexity than traditional manufacturing methods [9,10]. For example, using AM technologies, porosity can be varied non-uniformly across the volume of a product to tailor one side of a part to be stiffer than the other using AM [11], without necessarily increasing the manufacturing cost. Using the layer-by-layer AM principle, it is possible to build micro-architected materials with controlled properties [12]. This review paper presents recent research advancements in CSs; more precisely, this work reviews how the advent of AM and Design for Additive Manufacturing (DFAM)
have expanded the opportunities for manufacturing CSs and highlights the limitations and opportunities in fabricating such structures. As such, the focus of this work is twofold:
1. To review the design and geometrical considerations for CS and their classification based on unit cell feature properties.
2. To highlight the manufacturability limitations and opportunities in DfAM with CSs.

In recent years, a few other articles have focused on reviewing one specific or more aspects of AM cellular structures [13–19]. Other reviews have focused on specific types of porous structures, such as biodegradable structures for porous implants [20–22], Functionally Gradient Material (FGM) or Gradient Lattice Structures (GLS) [23,24]. Furthermore, some reviews have touched to some extent on all the aspects CSs [25]. This review will bring forth a new classification paradigm, in addition to highlighting the issues that are specifically related to additively manufactured CSs.

2. Design and Geometrical Consideration

2.1. Cellular Structure Design Classification

There are numerous classifications of CS that have already been established, such as the work by Tang and Zhao [26]. The basis for the classification, presented in the present work, is inspired by these existing classifications and attempts to further harmonize the available literature in this space. Tang and Zhao [26] have divided CSs into three structural design classes: foam structures, two-dimensional (2D) CSs referring to extruded 2D cells and three-dimensional (3D) CSs referring to structures that periodically repeat in 3D. They then described an emerging classification for 3D CSs, which is based on how ordered the CSs are, ranging from randomized to pseudo-periodic and periodic structures. The classification for this review work will consider both randomized and ordered classifications. Other classifications, such as the one by Hadi et al. [27], rely on the different types of design variables for CSs: patterns (referring to the characteristics of the minimum CS unit replicated), surface limits (referring to the size of the shape of the CS boundary), progressivity (referring to the variation of the CS unit cell’s thickness) and conformity (referring to whether or not the CS unit cells are varied according to strict parameters). Many advances in the design of CSs have shown that there is a growing body of potential unit cells, with a push towards implicit modeling for the design of CSs. Therefore, in the present review, the CSs will not be classified based on their unit cells. In addition, some reviewers such as Tamburrino et al. [19] have divided CSs stochastic structures into open cells and closed cell foams. That concept also has its limitations, as there are examples of triply periodic minimal structures with a varying volume fraction, which can be seen as open on one end and completely closed on the other. Hence, it is more important to isolate the sources of morphology variation inside a CS rather than trying to classify them in different distinct, non-intersecting groups.

The present review challenges the current paradigm, which aims at grouping CSs into multiple distinct and non-overlapping groups. Instead, the current approach identifies the main geometric degrees of freedom (GDoF) that come into play when designing a CS.

It is important to first define some concepts that will recur throughout the article. The design space refers to the volume that contains the CS (the object being lightweight), and the Representative Volume Element (RVE) refers to the smallest element that is replicated throughout the design space. There are multiple types of RVEs and some of the most famous will be discussed later in Section 2.2. The RVE can vary throughout the design space in many ways: it can be transformed (scaled or rotated), its volume fraction can be changed and its topology/type can also be changed. The RVE can be modified to optimize the design space as a response to multiple factors: based on the boundary of the design space (or the surface of the design), based on the loads that are applied to the CS and based on random or external factors (such as trying to replicate the density of bones). All of those have been considered when creating Table 1.
Table 1. Cellular structure classification based on geometrical degrees of freedom and representative examples.

|                          | Change of RVE Morphology | Volume Fraction Change of RVE | Scaling & Rotation of RVE |
|--------------------------|--------------------------|------------------------------|--------------------------|
| Boundary induced variation | [28]                     | [29]                         | [29–36]                  |
| Load induced variation    | [37]                     | [30,37–49]                   | [34,38–40,50–53]         |
| Random and external sources induced variations | [54–56]                   | [55,57,58]                   | [33,55,59–64]            |
| No variation             |                          | [4,6,11,65–79]               |                          |

The RVEs inside the CS may also vary based on both the loads and the boundary conditions, whereas for other CSs, their RVEs may be transformed and changed based on imposed volume fractions. Thus, certain case studies can appear in multiple entries on the table. This is the case for the work of Tang et al. [30], wherein the authors have generated a strut-based CS that considers the boundary of the design space where the strut-based RVE are then modified towards the surface of the part. However, the thickness of the struts is varied based on the load applied to the design space. That paper, therefore, appears in two locations in the CSs classification table. It is important to notice that several design paths can lead to the same design result. The purpose of the summary table is thus not to show that every entry is unique, rather to showcase all the design freedoms the designer has access to.

Another important thing to note is that it is extremely hard to create a classification that is exclusive; no matter the classification, there will always be a CS that can belong to multiple entries in any classification table. For example, the RVE can be changed in multiple ways and for multiple reasons. There are also varying degrees of randomness that can be attributed to a CS—some CS arrangement can be random in some locations and ordered in others. Table 1 shows the GDoFs that go into making a CS. In addition, the GDoFs that were selected to create the table did not include the type of RVE. With the advent of implicit modeling, there are more and more RVEs that emerge as design solutions, making a classification based on RVEs challenging to upkeep. The next sections will focus on some of the most popular and emerging RVEs in literature.

2.2. Overview of Representative Volume Elements

The smallest replicated unit or the representative volume element (RVE) alludes to the smallest unit that is replicated throughout the design domain or in a sub-region of a design domain; such RVEs are also referred to as unit cells. Below are the different existing types of RVEs or unit cells.

2.2.1. Strut-Based

Struts-based unit cells are RVEs with a specific arrangement of struts. Such examples of unit cells are presented in Figure 1. An emerging type of investigated strut-based unit cells are the ones used in bi-auxetic structures, from the Greek word “auxetos” meaning “that may increase”. Bi-auxetic structures are structures with a negative Poisson’s ratio [80], which means that when stretched in one direction, the structure expands in all other directions, whereas when compressed, the opposite is expected to happen. Auxetic materials have traditionally been fabricated through the use of foams; with the advent of AM such structures can be better tailored based on the intended application. Auxetic materials can be found in a few applications such as shock and sound-absorbing materials for vehicles and aircraft [80]. Other works, such as by Queheillalt and Wadley [81], have studied strut-based unit cells with hollow struts; hollow struts are not widely used as of now in the AM domain. The manufacturing of hollow struts still poses a problem in AM processes due to challenges in removing trapped powder or support materials within the struts.
Sometimes, the strut-based unit cell can just be one strut. For the classification in this review, when a CS is made of a truss network but does not contain any clear strut-based unit cell (an arrangement of strut replicated throughout the design space) then the RVE is considered to be a strut. An example is given by Smith et al. [39], whereby they describe a design methodology based on layout optimization where nodes distributed across the design space are interconnected by potential members. Those final members of the structures are chosen to minimize the total structural volume. Following this step, the size optimization algorithm uses the updated layout as the ground structure. Finally, in the last step, every member is resized to ensure that none of the members buckle [39].

2.2.2. Extruded 2D Cells

Generally, 2D cellular structures can be described as CSs, where the repeated units are extrusions of polygons. The type of polygon that is extruded defines the type of extruded 2D CSs. Common extruded 2D CSs include Kagome, square, honeycomb [83], and triangular, as can be seen in Figure 2. The recent work from Ongaro offers an in-depth review of common extruded 2D CSs, as well as their mechanical simulation [69].

Furthermore, as it is shown by Hu and Wang [84], auxetic structures can also be made from extruded 2D cells. However, in that case, the expansion/contraction can only be done in the 2D plane perpendicular to the direction of the extrusion.

2.2.3. Triply Periodic Minimal Surfaces

Minimal surface areas have been researched for more than 200 years. A minimal surface area is a surface with the smallest area bounded by a contour [86]. Triply Periodic
Minimal Surfaces (TPMS) are minimal surfaces in all three x, y and z directions. They are defined by an implicit function such as \( f(x, y, z) = t \) describing the locus of points at which the function takes the value \( t \). To generate a solid structure or to describe a volume, the equation is replaced by an inequality, for instance \( f(x, y, z) < t \). The function is used to define one unit cell, and the unit cell is replicated throughout the structure. The constant \( t \) can be adapted regionally to allow different volume fractions [13] (see Figure 3).

![Figure 3. Gyroid structure for varying threshold, t = 0, t = 0.5 and t = 1.](image)

More specifically, a change in \( t \) will result in a different volume fraction. Since TPMSs are defined by functions, the transition between two unit cells is smooth, which means the structure has fewer stress concentrations. Hao et al. [87] have described an image-based algorithm and an implicit function to properly define a unit cell. Their unit cell is easy to discretize using finite element and it also minimizes the use of overhangs. Figure 4 shows a list of typical TPMS cells. Sometimes, there are similarities between strut-based unit cells and TPMS. For example, Zhao et al. [88] have highlighted that controlling the volume fraction of the gyroid structure, one can get something close to the BCC lattice structure.

![Figure 4. Examples of TPMS; from left to right—Schoen’s Gyroid, Schwarz’s Primitive, Schwarz’s Diamond and Sherk’s first surface. In each case the bottom picture shows the results when the cells are duplicated.](image)

2.2.4. Unit Cells Obtained through Topology Optimization or Other Numerical Methods

According to Coelho et al. [73], TPMS-based RVEs are site-dependent, and it might be difficult for TPMS-based unit cells to balance scaffold elasticity and permeability. In contrast, Topologically Optimized Microstructures (TOMs) are microstructures that have been topologically optimized and smoothed; such microstructures can be deployed as the RVEs for CSs. Coelho et al. [73] suggest that such TOMs are advantageous over TPMS as they allow for anisotropic optimal design (Figure 5). Another way to obtain a TOM is described by Hollister [89]. The article shows one way to create libraries of unit cells to allow hierarchical design. There are two ways to construct those boundaries, either by image-based design approaches, or using CAD software. In the study, they rely heavily on imaging techniques to create the scaffold architecture with 3D anatomic defects. Globally, their process goes as follows: the microstructure is optimized for maximum permeability and the effective modulus must match the human bone tissue. Subsequently, they use
imaging techniques to design the scaffold exterior. Following this, the global anatomic and architecture design are integrated. They then use AM to fabricate the design [89]. Similarly to Coelho et al. [73], Takezawa et al. [74] have used topology optimization to optimize the microstructures of parts.

**Figure 5.** Unit cell topologies A, B and C from design to fabrication: (a) solutions as they were obtained via topology optimization on the top of the finite element mesh (20 × 20 × 20 or 30 × 30 × 30 of 8-node hexahedral isoparametric elements); (b) microstructures after thresholding, 0–1 design, solid phase and cut views; (c) conversion into STL format. Figure by Coelho et al. [73].

2.2.5. Origami-Inspired Materials

An emerging class of RVEs are based on origami-inspired materials. Such designs are comprised of stacked layers of material [90]. Figure 6 gives an example of how they are parametrized.

**Figure 6.** (a) Parameterisation of the unit cell of the stacked Miura-ori design, and (i)–(iii) the patterning of this unit cell to construct the cellular solid. A and B denote adjacent Miura-ori layers in the stack. (b) Variation of the stacked origami structure with increasing fold angles $V/S$. Figure by Harris and McShane [90].

2.2.6. Void RVE

In some cases, the RVE is not the solid that is being stacked to create CSs, rather the RVE constitutes the solid material that is being removed to create the CSs. Some have discussed the need to remove random spheres in order to generate the CS [91]; this concept will also be discussed in further detail in Section 2.5.
2.2.7. Further thoughts on RVEs and CSs

It is important to mention that not all porous structures are CSs. CSs are obtained by the repetitiveness of an RVE, whether it is a solid RVE or a void RVE. Some examples of porous structures that are not considered to be CSs are structures that may result from topology optimization or other mathematical operations. Examples of other porous structures that are not CSs include Spinodoids [92] and structures that are the result of the thresholding of Gaussian fields Hyman and Winter [93]. Furthermore, many randomized structures seem to use Voronoi cells. A Voronoi cell can be observed in different ways. The RVE might be an edge of the cell, in which case the RVE is rotated and scaled throughout the design space. In some other instances, the RVE can be a Voronoi cell, which would mean that an RVE is defined by its number of vertices; in that case, since there are many polygons (in 2D) with different dimensions but the same number of vertices, the RVEs are varied (in type) but are also scaled or rotated.

2.3. RVE Variation Methods

2.3.1. RVE Morphology Variation

A CSs can vary in terms of the type of RVE (unit cell) present throughout the design space. The first column of Table 1 is dedicated to illustrating cases where there are RVE morphology variations. For example, Yang et al. [55] have proposed a method to vary the morphology of the CSs based on the location within the design space (see Figure 7). The authors were able to ensure a continuous transition between morphologies using control points. Varying the morphologies of the RVE based on the location can pave the way toward mimicking natural structures such as tissues by increasing the degrees of freedom required to locally control the properties of the material.

Jin et al. [56] have presented an interesting way of changing the morphology by superimposing two TPMSs. Varying the volume fraction of one TPMS based on the location is like changing the morphology of the resulting structure.

![Figure 7](image)

**Figure 7.** RVE gradient in terms of morphology types and porosities. (a) Three control points. (b) The 3D structure integrates type Primitive of 30% porosity, type Diamond of 50% porosity, and type Gyroid of 70% porosity [55].

2.3.2. RVE Volume Fraction Variation

Volume fraction can also be varied to create porous Functionally Graded Materials (FGMs). In the case of a strut-based unit cell, volume fraction refers to the relative thickness of the struts. Figure 8 shows the difference between a structure with a constant volume fraction and a gradient volume fraction. The second column of Table 1 is dedicated to highlighting examples of research where the volume fraction of the RVE is changed throughout the CS to result in non-homogeneous properties.
Figure 8. RVE gradient in terms of unit cell density grading across the CS [29]—$\rho_{\Delta}$ is the difference between the maximum and minimum densities, $\rho_{\text{avg}}$ is the average density.

Numerous papers have studied how to map the variation in the volume fraction (or conversely density) of CSs based on the gray scale gradient obtained from structural topology optimization algorithms. In such efforts, the typical goal is to ensure that the volume fraction of the RVE in the volume neighborhood maps to the topology optimization results in that region [11,30,51,94,95]. One such example is in the work by Alzahrani et al. [11], whereby they propose a method where the relative density is adjusted using the strut size in the structure. Similarly, Plocher and Panesar [29] have constructed multiple examples of CSs for which they have varied the density in a linear manner based on topologically optimized design spaces.

2.3.3. RVE Transformations

The third column of Table 1 is dedicated to cases where the volume fraction of the RVE undergoes scaling or rotation mathematical transformations. An example is shown in Figure 9. In some cases, RVEs can undergo scaling, rotation or any other type of geometric transformation, while still being recognizable. Plocher and Panesar [29] have also constructed multiple CSs for which they have varied the scale. There are numerous cases that have been included in that column that might seem a bit more subtle. For example, in many of those case studies, the unit cell that is being scaled and rotated throughout the design space is simply a strut [40,50].

The next subsections will tackle the second question—“why or according to what factor does the RVE vary throughout the design space?”.
2.4. RVE Variation Factors

2.4.1. RVE Variation Based Boundary Information

Sometimes, the CS unit cells can vary based on the boundary of the design space; this is the case for conformal CSs. For conformal CSs, Tang et al.’s approach consists of using conformal CSs to create a lightweight structure [30]. There are different advantages in using conformal CSs, most importantly, the non-uniformity can potentially increase the strength of the CS.

Figure 10 shows the difference between a uniform and a conformal strut arrangement for a lattice structure. Other authors such as Nguyen et al. [31] have written about conformal CSs; they suggested a novel method of generating conformal CSs by offsetting the surfaces of the design space and dividing the result into tetrahedra. The same method had been used by Engelbrecht et al. [96]. Another interesting application of conformal CSs structures was showcased by Brennan-Craddock et al. [97]. The team used CSs for body protection and investigated their ability to absorb energy from the impact. The conclusion was that foams are suitable for energy absorption use. They defined four types of what they call conformal methods. In their framework, only the swept and the meshed structures correspond to the definition of conformal CSs. This framework is also used in this paper. As the name “conformal” implies, in the trimmed method the struts are cut at the boundaries. The “swept method” requires two surfaces, often parallel, in which unit cells are swept in the normal direction between the two surfaces. The mesh method is more robust as it does not require any specific surface configuration, nor does it require them to be parallel. The main disadvantage of the trimmed method is that unit cells near the boundary are weakened. To remedy that, the same authors have suggested wrapping a skin around the design space. Furthermore, Melpal [98] discussed a conformal CS technique in his PhD thesis; the technique consists of slicing design spaces (in STL format), taking some of the resulting intersection points and then generating conformal structures by offsetting the original design space [98]. An accurate example is given by Yang et al. [28]. Another example of the volume fraction varied between two boundaries is in the work by Plocher and Panesar [29]; a custom example of that case was made in Figure 11.
Figure 10. Representative volume element variation based boundary information—illustration of the difference between uniform and conformal lattice structure [99].

Figure 11. Representative volume element variation based on boundary information—illustration of the difference between a cellular structure cell sizes are (a) not influenced by the boundary and (b) a cellular structure in which the cells’ size vary based on their distance to the boundary.

2.4.2. RVE Variation Based on Load Conditions

In the context of CSs, the designer typically deploys such architectures towards structural performance customization. One example is the use of CSs in the frame of structural topology optimization to balance lightweight and compliance requirements (see Figure 12).

When it comes to “load adaptive” cellular structures, the shape of the cellular structure wireframe is based on a response to loads applied on the surface. Chen [45] explains how space warping can be used to properly distribute the load. For example, in order to maximize strength, the CS will be deformed using a warping function. Another example is given by Reinhart and Teufelhart [50]. The authors developed a method that uses stress fields in order to create CSs. Robbins et al. [100] described an example of a multi-step optimization procedure where geometry is topologically optimized and then discretized using a hexahedral mesh. The mesh is then populated with unit cells.
A similar concept can be applied in other types of “loads”. Another type of assumed “load” is permittivity for dielectric structures, as mentioned by Larimore et al. [47]. The idea is to create dielectric structures with spatially varying electromagnetic properties via AM. The unit RVE structures obtained by the researchers are made based on a curve wrapped within a rectangle. The curve is wrapped into multiple cells, such that when they are combined, they are able to change the permittivity of the cells by changing how dense the curve is wrapped at each of the cell’s locations (see Figure 13).

An example of stiffness maximization using lattice structure is given by Alzahrani et al. [11]. In their paper, they have redesigned a micro aerial vehicle, used for surveillance in hazardous areas. They have done so using a relative density mapping. Their technique consists of the following steps. First, they analyze the boundary conditions as well as the loads acting upon the vehicle. Then, they topologically optimize the part via the SIMP method. Afterward, they select the type of microstructure required. Finally, they fill each element on the part with a unit cell. The density of the element is what dictates the size of the unit cell struts. Furthermore, a minimum strut thickness can be imposed in order to properly fill every element. This addresses the problem of discontinuity in topologically optimized parts caused partially by elements with zero density.
Figure 13. Representative volume element variation based on permittivity conditions. (a) Illustration showing examples of the space-filling curve geometry used to create spatially varying permittivity distributions. By varying the order N, the user can tune the local volume fraction of printed material and thus the local effective permittivity. (b) Illustration showing how the unit cell geometries can be connected end-to-end resulting in a single continuous curve with spatially varying effective EM properties [47].

The CS parameters (or implicitly the local RVE properties) can be changed in order to meet a specific optimization objective. One of those objectives is thermal applications. In the article written by Seepersad et al. [7], the authors show an example of a two-stage optimization of a CS. The first optimization is meant to reach certain customized structural properties and the second optimization to improve heat transfer without affecting the structural properties of the part. To do a multifunctional optimization, the typical force equation was replaced with the following: \( K \cdot D = F + G \), Where \( K \) is the global stiffness matrix for \( N \) elements stiffness matrices frame elements, \( D \) is the vector of global displacements, \( F \) is the vector of applied nodal loads and \( G \) is the vector of loads that account for thermal heating. The result has revealed itself to be promising toward structural and thermal multi-objective design optimization.

The article by Liu et al. [37] shows a rare example of varying the RVE (unit cells) using topology optimization results. The team has first constructed a unit-cell library in which they have analyzed the connectivity of the cell as well as some of their mathematical properties. In parallel, they have topologically optimized a structure and they have filled each element with a unit cell based on the density of the element. The volume fraction of the struts can then be optimized as well.

2.4.3. RVE Variation Based on Random and External Sources

Random and external sources are grouped together because they both have little to do with the geometry of the part, nor with what the part is going through. Many definitions have been given to randomized CSs; however, in this article, the following definition is given: a CS is called randomized if a designer goes through the process of designing a specific CS twice with the same inputs without any guarantee that the resulting structure will be exactly the same.

When generating a randomized CS, one might not be able to predict the exact layout of the material; however, it can be possible to approximately predict the stiffness of a randomized CS. This can be done through the global or localized control of porosity or conversely, density. An example can be shown in Figure 14. There are many applications
of randomized CSs within the medical field, one of them is described by Fantini et al. [101]. The authors have developed a method to design biomimetic scaffolds using a Voronoi diagram. In the article, they describe an algorithm that takes as inputs the information from the scan of a patient’s bone, the desired porosity, and a target pore size. Then, based on the scattered points within a volume, the proposed algorithm creates Voronoi cells. The edges of the Voronoi cells are then thickened. The resulting CS will mimic the structure of the human bones. Their process is randomized because when generating the points or the seeds of the Voronoi cells, the user does not precisely control the location of those points but they can control the distribution or density of those points inside the design space. Similar work is done in Brackett et al. [51], where they use an error distribution method to map a Voronoi diagram to a grayscale image. Almonti et al. [54] have also proposed an approach for a completely customized structure using the Voronoi tessellation of a specific region to realize cellular structure typical of metal foams. In their case, the random change affects the topology of the cells.

![Figure 14. Manufacturing workflow from specimen design to build file generation to manufacture. Note: 1–3 are simplified for clarity and not to scale [63].](image)

In the work by Savio et al. [46], the authors have classified cellular structures for AM in the biomedical field; they have classified the conformal lattice in the pseudo-random category and Voronoi in the random category in a few instances. A Voronoi diagram is not necessarily a randomized CS, it all depends on how the seeds are generated, if the seeds have a fixed position then the Voronoi diagram will always be the same; hence, it cannot always be classified as random. The main difference with Voronoi diagrams is that the design variables are the seeds’ position and it is easier to generate random points than to directly generate randomly placed unit cells. In the latter case, one has to ensure connectivity, which is an issue that does not occur when working directly with a Voronoi diagram. According to Martínez et al. [102], the absence of a regular structure (for example, the stacking of more complex strut-based unit cells) affords for a simple approach to grade the foam geometry. To create randomized shapes, the vertices of existing unit cells can be varied in a random fashion, as is the case for Zhang et al. [61]’s work. A similar method is captured in the work of Reis et al. [62]. They create a network of struts that it subtracted from an original design space. This shows that sometimes, the unit cells are not the solid, but the voids.

Furthermore, the variations in a CS are not in response to a load nor to a boundary, but rather to an external source such as the CT scan of a part. For example, in the work by Cadman et al. [58], the authors have examined the microstructure of cuttlebone (bones of cuttle fish) and they have extracted properties such as the local volume fractions to try and reproduce the properties of the cuttlebone. Other sources that can induce a variation of unit cells often involved CT scans. The field of biomimicking contains a number of such examples.

As alluded to previously, the authors acknowledge that they can be multiple factors combined that result in RVE variations throughout a CS. For example, in the work by Tang
and Zhao [103], the authors first used the boundary of the shapes to design a tetrahedral mesh and then, based on the stress within the part, they have been able to dictate the thickness of a strut. Similarly, the work by Martínez et al. [102] illustrates CS based on both random and load response. In this work, points (seeds) are scattered randomly, but the density of points follows a probability that is related to the level of localized stress within the parts.

Lim et al. [34] have used a tetrahedral mesh from FEA. Tetrahedral mesh vary based on the boundary of the structure. However, the authors have changed the way the density of strut is based on the stress level. Tetrahedral mesh is an example of boundary-induced cell transformation because the arrangement of the strut (the RVE in that case) is affected by the boundary of the shape.

2.5. CS Generation

This section will go over how one can generate and store CS digital information. There are many types of CS generation methods. However, only three of them will be discussed here: voxels, Constructive Solid Geometry (CSG), and implicit modeling.

2.5.1. CS Generation via Voxel-Based Approaches

Generally, CSs are built by populating a design space with existing cells, as seen in Figure 1. Voxels are a relatively new concept, but an intuitive manner of representing solids. Each solid is created by adding small cubes in 3D (or voxels). The main disadvantage of this method is the computational cost, discretizing a shape accurately requires a high number of voxels [104].

As an example, in the work by Aremu et al. [104], the authors use voxels to generate CSs. The target geometry is first voxelized, as shown in Figure 15, then a grid was mapped onto the domain and trimmed, as shown in Figure 16. The main advantage of this method is that trimming and filling gaps becomes trivial when using a voxel representation. Unfortunately, the voxel representation cannot exactly represent any curved surface; therefore, staircases arise around such features. This problem can be minimized by using smaller voxels (i.e., higher resolution); however, this increases the computational cost. Another issue is that voxel representation is not well supported in the current CAD software and AM ecosystem. Most CAD software or AM build environments only accept geometry using Boundary REPresentation (BREP) or CSG. Unfortunately, the conversion from voxel to standard CAD file format nulls out the computational cost advantage of using voxels. When converting from voxel to mesh, the resulting STL file is extremely large as well [105].

![Figure 15. Illustration of cellular structure generation via voxel-based approaches. (a) Low-resolution pixel image of a circle. (b) Similarly low-resolution voxel model of a sphere [104].](image)
2.5.2. CS Generation via Constructive Solid Geometry

Constructive solid geometry (CSG) uses a sequential approach to represent a complex solid. CSG performs boolean operations on a set of primitives (cones, prisms, spheres) and stores the operations in a tree, as seen in Figure 17. A common method to represent a lattice structure using CSG is by creating CSs via representing the lines as cylinders and the nodes as spheres [4] and then joining them. Many problems arise from this method. First, the “join” operation can take a long time; this is because the only primitives that can be joined at once are the ones that are in contact. The second problem is the lack of smooth transition at the junction of the primitives. Eventually, when the structure is printed, the rough transition may result in stress concentrations. One simple way that has been found to overcome this challenge is to represent each node as a sphere where all the cylinder tips lie inside, as illustrated in Figure 18. Consequently, a boolean operation can be done to merge all cylinders and spheres into an RVE or a collection of RVEs into a more complex CS. Another way is to calculate the intersection between the cylinders and trim them such that they are flush with each other and then fill any gaps, as illustrated in Figure 19 [105,106].

In an effort to tackle the issue of nodes connection, Goel and Anand [42] have suggested using an additional unit cell. Overall, their methodology goes as follows: they perform topology optimization, then they use a mapping function, they then populate the space with Functional Gradient Lattice (FGL). The interesting part of their work is how they connect the different unit cells; they create a different unit cell to take care of the connection between the regular unit cells. That connection is made using B-spline principles, which comes in handy when the initial unit cells have different diameters.
Figure 18. Cellular structure generation via CSG where spheres represent nodes and cylinders represent struts [4].

(a) Interference around the extremities of two connected beams
(b) Displacement of vertices
(c) Hole Filling

Figure 19. Cellular structure generation via CSG—resolving beam intersection using lattice structure lightweight triangulation algorithm [105].
The work of Zeinalabedini et al. [91] presents a method similar to Aremu et al. [104], where the authors resorted to subtracting a set of randomly spaced spheres from the design space to obtain the CS, as seen in Figure 20. In this methodology, the user can control the size of the spheres, and thus the overall porosity, as well as the overlap between spheres to control the degree of pore necking and inter-connectivity. In this particular case, the RVE is the void itself. Uhlířová and Pabst [107] have discussed a similar technique. There are two disadvantages to this approach. Firstly, there is a high computational cost of the boolean difference because the spheres are not necessarily overlapping, the number of subtractions that need to be done can be as high as the total number of spheres in the set. Secondly, the other drawback is the potential failure of such an operation; depending on the software used, subtracting two intersecting solids may not be possible. The main advantage of this is that it uses existing functions available in most CAD software; therefore, it is easy to implement for users with low experience.

Figure 20. Cellular structure generation via CSG—foam structure generation [91].

Presently, most CAD software uses a combination of BREP and CSG [108] to capture the complexity of the CS design space and to visualize such structures. The BREP format describes geometry as a combination of vertices, edges, and faces [108], while in CSG, it is done through union, intersection, and difference of primitive solids (e.g., squares, spheres) [108].

2.5.3. CS Generation via Implicit Modeling and Mesh Data Structures

Solids can be represented by the volume enclosed within their representative surfaces. Such surfaces can be seen as the boundary between void and solid. To represent void and solid domains, numbers can be attributed to points within the design space volume, where the values of the points that are below a threshold value are seen as void while the ones above the threshold value are seen as solid. Two-dimensional examples of this concept can be seen in Figure 21. This procedure is known as level sets or implicit modeling. In order to create the contours in 3D, many algorithms can be used; one of the most famous is the marching cube algorithm [109]. This algorithm discretizes the surface with triangles and stores the coordinate of each vertex as a mesh. This process leads to meshes that can be exported as Standard Tessellation Language (STL) files, which can be used to visualize structures.

One advantage of this method is that it allows a smooth transition between the primitives without the need for fillets, as seen in Figure 22. The other advantage of such a method is that the computational cost is mainly affected by the density of the points’ grid. The number of operations done on the grid to change the value at each point also affects the computational cost; however, some could argue that an intricate CS will require a highly dense grid, which will greatly increase the computational cost.
Researchers such as Tang et al. [110] have done some work towards helping to improve solid modeling of lattice structures. To do so, they have designed a hybrid approach, where the method first starts by designing and generating the lattice frame, then implicit functions are used to thicken the frame. The final structure is then voxelized such that it can be directly used for AM. Similarly, strut-based unit cells can be thickened using implicit functions. An example of this generation method is given by Intralattice [82], a plug-in for the Rhinoceros3D CAD software. In this platform, the unit cell is first defined and then replicated in the design space periodically or pseudo-periodically. Finally, the resulting wireframes are thickened, as seen in Figure 23.
Triply Periodic Minimized Structures (TPMS) are examples of structures that are implemented using implicit modeling. Some algorithms, such as highlighted by Hsieh and Valdevit [111] have used implicit functions to represent triply periodic minimum surfaces. In the article by Kumar et al. [92], structures were also built using implicit modeling. In the article by Yang et al. [55], an example is shown of the transition that can be made between the primitives. Furthermore, as topology optimization can also be done using level sets; it is only a matter of time before TOMs can be rendered using implicit functions. In other occasions, meshes that already exist can be modified using known mesh operations. In Savio et al. [46]'s work, an FE model is first built based on loads and the surface is subdivided using computer graphic techniques. Researchers such as Stadlbauer et al. [112] have worked on an approach to interactively generate cellular structures on existing meshes. With surface meshes as inputs, they can decompose their meshes into hollow cellular structures that act as a skeleton on the surface and a set of thin shells. Liang et al. [113] have given an example of a lattice structure that is built using implicit functions. The values of the grid points are given based on the distance to the closest point on the lattice core (skeleton).

For digital storage and handling of the resulting geometry, the de facto standard in AM is the STL file. With the advent of multi-material printers and the increasing complexity of additive manufactured parts, the STL format is starting to become limiting, mainly in its inability to store other types of information (such as materials, colors, copyrights), in addition to geometry data. New file formats (3MF and AMF) were created to address such shortcomings. Both 3MF and AMF are XML (extensible markup language)-based, which enables them to store other information in addition to geometry. In the 3MF and AMF file, geometry is still stored as a mesh. In AMF, a porous structure can be specified as a material. On the other hand, 3MF now supports the representation of CSs as a set of beam elements. Since file formats store geometry information as a surface, most of the algorithms described in the previous sections aim at obtaining a mesh-based representation of CSs. Here lies the challenge in generating cellular structures; as the complexity of CSs increases, the complexity of the mesh needed to describe it increases exponentially [27]. This drives the computation time and file size upward when processing and generating CSs. The complexity of CS also pushes CAD technology to the limit. Representing large numbers of features using BREP and CSG becomes impractical [104]. Hence, there is a continued interest in representing and generating CSs either as beam elements, implicit models or voxels.
3. Highlights of Manufacturability Challenges of Cellular Structures

One of the main challenges in AM is that the manufacturability of components is at the intersection of the design space, material properties and process physics, where the interactions are not fully understood. Furthermore, the effect of the process parameters on the manufacturability of lattices depends on the AM technique used. This section presents the set of design limitations relevant to each technology.

The parameters that affect manufacturability can be divided into two categories: the lattice design parameters and parameters related to the AM process. For the lattice design, this includes the size of the RVEs (unit cells) and the primitive properties (the strut angles and diameters), which is typically be dictated based on the resolution of the AM technology (design guidelines) and experience with each material and machine (design rules). For AM parameters, each technology has a specific set of inputs; such brief examples are the scanning speed, in the case of powder bed processes, or the extrusion speed in the case of material extrusion processes. In the context of this work, manufacturability refers to the capacity to achieve three things: dimensional fidelity, low surface roughness, and low porosity defects. It is important to have a firm understanding of those elements to be able to determine how the mechanical properties, among others, will be affected. Table 2 summarizes the various design constraints with example works across the more common AM fabrication techniques [114]. Mechanical properties will not be explored in this context since such properties are dependent on the material used.

One design limitation is the need to remove unused material from inside the lattice structure. For the powder bed AM process such as Laser Powder Bed Fusion (LPBF) or Selective Laser Melting (SLM), Selective Laser Sintering (SLS), Binder Jetting (BJ), and Electron Beam (EBM) powder bed fusion, the lattice inner voids need to be large enough to allow powder to flow freely and to exit the volume during de-powdering. Adam and Zimmer [115] mention a minimum size requirement for SLM and SLS, although such requirement is likely dependent on the powder size distribution and material rheological properties. For stereolithography (SLA), the unused resin flows freely out and only requires an exit opening if the lattice is fully enclosed. For Fused Deposition Modeling (FDM) and Material Jetting (MJ), internal material removal requirements are largely driven by the need to remove support structures via mechanical or chemical processes, if such support structures are present.

If the lattice structures contain overhangs as defined by a technology class-specific threshold angle, the overhanging features need to be supported through the generation of expendable support structures. This can be mitigated either by changing the lattice design, or by modifying the build orientation of the product. For multi-material capable systems like FDM or MJ, support structures can be printed out of dissolvable materials. For FDM, all overhang needs to be supported due to gravity. Adam and Zimmer [115] and Qattawi et al. [116] illustrate a few design rules for FDM. Support structures are also necessary for LPBF and EBM. For LPBF, support structures act as thermal dissipation structures, to prevent warping and material vaporization due to the accumulation of residual stress and thermal insulating properties of powders [117], respectively. Adam and Zimmer [115] and Kranz et al. [118] show a few design guidelines regarding overhangs and slopes for LPBF. For EBM, support structures are technically only necessary for anchoring components to the build plate, as the powder around the part is sintered by the process into a powder cake. The powder cake provides enough mechanical support and heat dissipation properties for the object [117]. For SLS and BJ, support structures are generally not necessary for overhangs, as the powder provides enough gravity support [115,117]. Furthermore, such processes do not experience excessive thermal gradients. For SLA, although not robustly documented in literature, design guidelines by 3D Hubs and Materialise specify that support structures are only needed to anchor the object to the build plate and ensure print object continuity in respect to the build plate [119,120].
Table 2. The common process design constraints for manufacturability of CS.

| Typical RVE Design Constraints                  | LPBF | SLS | SLA | FDM | BJ  | EBM | MJ  |
|------------------------------------------------|------|-----|-----|-----|-----|-----|-----|
| Need for dimensional fidelity                  | x    | x   | x   | x   | x   | x   | x   |
| Need for material removal                      | x    | x   | -   | -   | -   | x   | -   |
| Need for support overhang structures           | x    | -   | -   | x   | -   | -   | x   |
| Need for avoidance of pore defects             | x    | x   | -   | x   | x   | x   | -   |

Another design limitation stems from the material–process–design relationship, where the minimum feature size of an RVE correlates with the resulting porous defects in the CS. For LPBF and EBM, the dimension of the energy source, the powder size and the minimum desired feature size in an RVE, as well as the surrounding RVE neighbors result in a complex set of melt pool and heat transfer phenomena. Such interplay can often result in pore defects; the mechanism of pore formation, the classification of pores, and strategies to mitigate such defects in powder bed fusion processes have been reviewed and summarized by Echeta et al. [121] and Sola and Nouri [122]. For BJ technologies, the scale of the interaction between the layer resolution, the liquid binder droplets, and the powder morphology and size can pose limitations in terms of the lattice structure geometric and green density quality [123]; such qualities are also impacted by the sintering and densification process. For SLA, pore defects are only mentioned when printing ceramic-loaded polymers into complex-shaped objects, where the pores are mainly created by the sintering post-processing steps rather than the AM process itself [124]. As for FDM, the minimum feature size of an RVE and the nozzle diameter play a role in pore defect generation. The RVE inner features may be inadequately filled due to discontinuity in the toolpath and gaps between the extruded plastic filament [125]. For MJ, pore defects are not mentioned [126] except in the context of polymer-loaded ceramic production [127].

4. Conclusions

The advent of AM has expanded the horizons of cellular structure design. In this paper, a new cellular structures classification paradigm has been developed. The design methods for cellular structures have been classified by identifying all the geometric degrees of freedom that are involved in the construction of cellular structures. The classification was brought forth by reviewing the numerous case studies, with representative works highlighted. Moreover, cellular structure generation and CAD manipulation techniques have also been reviewed. The review explored the different design constraints imposed by AM processes on the quality of cellular structures. Finally, manufacturability issues that occur when printing CSs are also highlighted. In the future, more work is needed to develop new simulation methods and design tools for CSs, to also analyze the printing parameters that have an effect on the dimensional accuracy and the properties (mechanical, thermal, etc.) of CSs, to then establish CS design rules that should be implemented at the design stage.
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Abbreviations

The following abbreviations are used in this manuscript:

AM  Additive manufacturing
BEM  Boundary element method
BESO  Bi-directional evolutionary structural optimization
BJ  Binder Jetting
CAD  Computer Aided Design
CpTi  Commercially pure titanium
CS  Cellular structure
CSG  Constructive solid geometry
EBM  Electron beam melting
ESO  Evolutionary structural optimization
FDM  Fused deposition modeling
FEA  Finite element analysis
FFF  Fused filament fabrication
FGM  Functionally graded material
GDoF  Geometrical degrees of freedom
GLS  Gradient lattice structures
HIP  Hot isostatic pressure
LPBF  Laser powder bed fusion
MJ  Material Jetting
SIMP  Solid isotropic material with penalization method
SLA  Stereolithography
SLS  Selective laser sintering
STL  Standard Tessellation Language
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