Process Monitoring of Antisolvent Based Crystallization in Low Conductivity Solutions Using Electrical Impedance Spectroscopy and 2-D Electrical Resistance Tomography
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Abstract: Industrial process monitoring is an important field of research where different chemical processes are monitored and controlled. In this work, electrical impedance spectroscopy (EIS) was used to analyze antisolvent based crystallization of sucrose solutions. The impedance and phase spectra were recorded for four known sucrose concentrations in water, and for each case, four predetermined amounts of ethanol were added. As a result, sixteen different solutions involving sucrose solutions of different concentrations and ethanol to water ratios were analyzed. Significant differences were observed in the magnitude and phase spectra of the solutions in the frequency range of 50 kHz to 300 kHz. The experimentally obtained data from the EIS were converted into frequency response models. Three continuous-time transfer function models of the first-order, second-order, and a second-order with a zero were estimated and compared. In addition, a 2-D electrical resistance tomography (ERT) system with a low conductivity sensor unit was designed and tested with demineralized water, tap water and industrial food grade saturated sucrose solution. Non-conducting phantom and sugar crystals were observed within the saturated sucrose solution using the Bayesian reconstruction algorithm. These demonstrations have the potential to be developed into a multi-frequency ERT systems for monitoring the distribution of the crystals in the reactor. The EIS modality can be a complementary process analytical technology (PAT) tool indicating supersaturation status and provide quality assurance.
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1. Introduction

Industrial process monitoring and automation is an important field of applied research, which involves development and implementation of novel process analytical technologies (PAT) in a variety of industries such as food, pharmaceutical, specialty chemicals, and petroleum. Monitoring and control of processes at the industrial scale are inherently challenging due to the scale, sensitivity, and complexity of the manufacturing units. A large number of PAT instrumentation, sensors and measurement techniques [1,2] have recently emerged such as attenuated total reflectance Fourier-transform infrared (ATR-FTIR), focused beam reflectance measurement (FBRM), Raman spectroscopy, particle vision and measurement (PVM) [3], electrical capacitance tomography [4,5], electrical resistance tomography [6] and ultrasound tomography [7,8]. Depending on the characteristics of the process, the properties of the liquid or solid phase, and the type
of measurement technique (i.e., in situ, online, or offline), different sensor technologies are adopted. Additionally, different new data acquisition and processing methods have been developed to speed up computations or improve measuring accuracy [9], for example, parallel computing, artificial neural networks [10], and machine learning [11].

PAT is particularly important in crystallization processes for the production of value-added materials. In these processes, real-time monitoring can augment understanding of the fundamentals of the crystallization mechanisms (e.g., nucleation and growth), quantify the concentration evolution, and eventually control the crystal size distribution (CSD) [12]. Crystallization is an essential separation and purification technique in the industry that can be carried out in different ways. The main driving force of the process is the supersaturation of the solute [13,14].

In crystallization from solution, supersaturation could be generated by changing the solubility of the primary solvent through the addition of a second solvent–antisolvent. Crystallization occurs because the antisolvent reduces the solute solubility in the resulting mixed solvent. The antisolvent crystallization approach, which is usually performed in a semi-batch manner, is customary practice in pharmaceuticals, nutraceuticals, and agrochemicals [15]. The antisolvent method is comparatively less energy demanding and can be carried out at ambient temperature conditions [16]. In addition, it has a more significant effect on the crystalline structure and morphology due to a profound change in solvent activity; thus, it has a potential for the production of highly purified solid materials [12].

Given the importance of antisolvent crystallization technique in industrial processes, a wide range of multidisciplinary studies have been conducted to increase the understanding of the kinetics of the process and to develop sensors and monitoring instrumentation. Ultrasonic power and offline measurements were used to control crystal size distribution during antisolvent crystallization of paracetamol [17], sodium chloride [18], and glycine [19], and combined cooling/antisolvent crystallization of acetylsalicylic acid in ethanol–water mixtures were monitored using ATR-FTIR and FBRM spectroscopy [20]. The antisolvent crystallization process of sodium benzoate was monitored with a combination of in situ FBRM and ultraviolet–visible spectroscopy sensors [21].

Amongst the many different approaches for process monitoring, electrical impedance spectroscopy (EIS) is a well-known method that has been extensively used in various manufacturing industries such as pulp and paper [22], bio-analytical applications [23–25], and food characterization [26,27]. Impedance spectroscopic measurements can be performed quickly and are economically cheaper. Wideband impedance spectroscopic measurements can pave the way towards process evaluation in a multi-parameter acquisition system [28]. Therefore, it is required to investigate the feasibility of EIS as an online monitoring tool in crystallization processes [29].

In global food processing industries, sucrose (C_{12}H_{22}O_{11}) production has a significant importance, and crystallization plays a fundamental role in its manufacturing process. Applications of process monitoring techniques in sucrose crystallization and manufacturing have been seldom reported in the literature and works have been limited to cooling and evaporative crystallization and concentration measurements [30]. For instance, applications of EIS [31] and image acquisition by high-speed camera [32] have been successfully demonstrated during cooling crystallization of sucrose. Moreover, ultrasound computed tomography [7] systems have been used to evaluate concentration change in different sucrose solutions. Therefore, advancement in innovative monitoring methods and new crystallization techniques are critical to ensuring the improvement in final particle quality as well as intensifying the overall process in terms of energy and sustainability.

Hence, given the status quo of research and development both in antisolvent–based crystallization processes and PAT, applications of two different process monitoring techniques, namely, 1-D spectroscopy and 2-D electrical resistance tomography, have been proposed and investigated in this study. The aim of the work was to investigate the feasibility of both methods for crystallization process monitoring and control. Given the low conductivity of the sucrose solutions in the range of a few μS/cm [33], electrical resistance tomography (ERT) reconstructions become challenging due to the small changes in the resistances [34]. However, in the recent years, it has been demonstrated that the ERT can be
successfully implemented with materials with low conductivity such as composite structures [35], graphene-based nano-composite films [36] and bone cement [37]. Herein, electrical properties of antisolvent crystallization in the ternary–sucrose–ethanol–water system were analysed by utilizing 1-D thin electrode impedance spectroscopy. The acquired experimental data was used to build a frequency response model in the form of a transfer function. Additionally, this study is further supplemented by 2-D visualization of the crystal distribution in low conductivity standard solutions of saturated sucrose via an in-house ERT unit. The results of EIS can be utilized in the further development of electrical resistance tomography to design a multispectral acquisition methodology [38,39], specifically for crystallization processes and for process control purposes.

This work has been done within the European Union Horizon 2020 TOMOCON project (Smart tomographic sensors for advanced industrial process control) [40]. The aim within the project is to create a multi-sensor network to monitor, visualize, and control the different industry-relevant cases, including batch crystallization processes.

2. Application of 1-D EIS and 2-D ERT as a PAT in Crystallization Processes

2.1. Application of Electrical Impedance Spectroscopy to the Crystallization Process

Impedance is dependent on the electrical conductivity of the solution. Electrical conductivity is calculated from the measurement of the corresponding material property such as resistance [41]. Fluid may have many dielectric mechanisms or polarization effects that contribute to its overall permittivity, such as ionic, dipolar, atomic, or electronic, depending on the frequency applied. Equation (1) gives the general Ohms law for calculating impedance $Z$ and its dependence on the conductivity in phasor notation. Here sinusoidal signals at angular frequency $\omega$ are considered where $V$ denotes the electric voltage phasor applied to the sensor (or sensing cell) and $I$ the resulting electric current phasor. The impedance $Z$ is a complex number and has two components, namely magnitude and phase, as given in Equation (2).

The equation of impedance in phasor form is

$$Z(\omega) = \frac{V(\omega)}{I(\omega)} = A(\omega)e^{j\phi(\omega)} \quad (1)$$

where $A$ is the magnitude (impedance module) and $\phi$ is the phase of the evaluated impedance. As a complex quantity, the impedance can be expressed in the rectangular form as follows:

$$Z(\omega) = R(\omega) + jX(\omega) \quad (2)$$

where $R$ is the resistance and $X$ is the reactance of the evaluated impedance.

Impedance spectroscopy aims at measuring the impedances of the circuit, material, or any other component by applying the alternating voltage or current stimulus at different frequencies and measuring the response at these frequencies. These evaluations of the electrochemical behaviour of electrolyte materials are usually performed using two identical electrodes facing the sample inside a cylindrical cell [42]. In the field of electrochemical impedance spectroscopy [43], electrochemistry, instrumentation, process models, and statistical interpretation strategies have been discussed. Electrohydrodynamic impedances were evaluated to form a generalized transfer function of the non-electrical quantities. Multiple interpretation strategies for impedance representations and graphical methods were studied in detail.

Due to the advancement in modern impedance acquisition equipment and the development of signal processing capabilities, it is now faster to acquire and process the measurement data [44,45]. Several low and high accuracy methods for determining the conductivity of different types of liquids were studied along with fringe electric fields and interfacial effects due to the electrode area [46].
Impedance spectroscopy has been used from monitoring ions in aqueous solutions \cite{47} to studying the cooling crystallization of ice \cite{48}. In industrial processes, EIS has been used in batch crystallization processes as a 1-D PAT tool in order to characterize the amount of the precipitate in the mixture of the batch reactor. It is utilized to monitor the production and control of the quality of the product produced. Studies of the electrical behaviour of glucose using impedance spectroscopy \cite{49} and impedance spectrum characterization after the addition of Na$_2$CO$_3$ have been performed \cite{30}. The study of impedance signatures as a PAT tool for sucrose crystallization was recently done by \cite{31}. During the crystallization of sugar using ethanol as an antisolvent, there is a mixture of three components in the solution. The impedances of all these three individual components are different. The study of the impedance signatures of sucrose solutions at various concentrations and at various ethanol to water ratios, and to model them into a transfer function is our interest of study in this module. Figure 1a shows the schematic of the setup made for the antisolvent crystallization. Figure 1b shows the sucrose–water phase equilibrium.

![Schematic showing antisolvent crystallization](image_url)

![Sucrose–water phase equilibrium](image_url)

**Figure 1.** (a) Schematic showing antisolvent crystallization; (b) sucrose–water phase equilibrium

diagram, Reproduced with permission from \cite{50}, Elsevier, 2016.

### 2.2. Application of a Voltage Injected–Current Detected (V–C) Based Low Conductivity Sensitive Electrical Resistance Tomography (ERT)

Although the EIS provides fast acquisition of data, this information is obtained in one dimension. This presents limitations for locating the crystal density distribution inside a reactor. Electrical resistance tomography is an imaging modality to visualize the binary or ternary phase flows and mixing in reactors based on the conductivity distribution. The conductivity distribution is visualized using electrical voltage or current measurements acquired from the boundary of the object. The electrical conductivity $\sigma$ and electrical potential distribution $\Phi$; are related to Maxwell’s equation in the sensing field $\Omega$. Assuming a source-free region, the conductivity distribution can be simplified in the form of Equation (3) \cite{51}.

$$V(\sigma V \Phi) = 0 \text{ in } \Omega$$  \hspace{1cm} (3)

The forward problem is shown in Equation (4), where potential differences $V$ between the electrode pair of a given injection is evaluated using the knowledge of $\sigma$. Usually, the finite element method (FEM) is used to govern Equation (3), to compute the numerical solution \cite{51,52}.

$$V = F(\sigma)$$  \hspace{1cm} (4)
In the inverse problem, the Jacobian matrix $J$ is evaluated using current $I$ in Equation (6), where the conductivity distribution $\sigma$ is considered as piecewise constant and is expressed as in Equation (5) $^{[53]}$.

$$\sigma = \sum_{n=1}^{N} \sigma_n X_n$$  \hspace{1cm} (5)

where $X_n$ is the characteristic function, and $X_n = 1$ in the $n^{th}$ element, and $\Omega_n$ and $X_n = 0$ otherwise.

$$J = \frac{\partial I}{\partial \sigma_n}$$  \hspace{1cm} (6)

Novel reconstruction methods based on apriori information were developed by Vaukonen $^{[54]}$. Various algorithms for ERT reconstruction have been discussed and reviewed in $^{[55,56]}$. Image reconstructions using voltage-current methods were discussed in $^{[53]}$. The ERT reconstruction methods involve deterministic and probabilistic approaches amongst others. Bayesian reconstruction is a probabilistic method where the regularization technique is connected to the covariance of the prior density, which is different from the regularization practices involving a regularization parameter. Probabilistic methods can be used even in the case of systems which do not have probabilistic behaviour. In these types of methods, the problems are formulated based on the probability theory. All the probability densities are considered as continuous. The joint density of the random vector $x = (x_1, \ldots, x_N)^T$ is $p(x)$. The joint density of the components of two random vectors $x$ and $y$ are denoted by $p(x,y)$. The cross-covariance of $x$ and $y$ is defined as $^{[54]}$;

$$C_{xy} = E\{xx^T\} - \eta_x \eta_y^T$$  \hspace{1cm} (7)

where, $E\{xx^T\}$ is the correlation matrix of random vector $x$ and $\eta_x$ is the mean or expected value given by;

$$\eta_x = \int_{-\infty}^{\infty} xp(x)dx$$  \hspace{1cm} (8)

The conditional density of $x$ given $y$ is defined as;

$$p(x|y) = \frac{p(x,y)}{p(y)}$$  \hspace{1cm} (9)

Whenever $p(y) \neq 0$ and $p(x|y) = 0$ otherwise. Clearly, it is also;

$$p(y|x) = \frac{p(x,y)}{p(x)}$$  \hspace{1cm} (10)

Which helps in arriving at the Baye’s theorem which is given as;

$$p(x|y)p(y) = p(y|x)p(x)$$  \hspace{1cm} (11)

Mathematical models for ERT and models for forward and inverse problem using Bayesian theorems along with a comparison of simulated and experimental data were performed by $^{[51]}$. In this work, the commercially available software solutions from Rocsole Inc. was used to implement Bayesian reconstruction.

To complement the PAT evaluations in low conductivity ternary solutions, the low conductivity ERT monitoring data acquisition and sensor was designed and tested. The ERT sensor was placed at the circumference of a reactor. There are two types of ERT systems, namely current–voltage (C–V) based systems and voltage–current (V–C) based systems $^{[53]}$. This classification is based upon the excitation electrode (source electrode) and the sensing electrode (sink electrode) configuration. In a C–V based system, the current is injected through the source and the voltages are measured at the
sink electrodes, whereas in a V–C based system a voltage is injected through the source electrode and the currents are measured at the sink electrodes. In this work, a V–C based ERT was utilized. The device used step voltage interrogation at 156 kHz. Figure 2a shows the schematic for the V–C based system. In a system with 16 electrodes, E1 to E16, V1 (E1 as the source electrode) is excited using voltage, and all the other electrodes i1-i15 (sink electrodes E2–E16) simultaneously acquire the currents. This process is repeated for all the other electrodes. Finally, this data is collated inside a matrix with 256 data points. An image is then reconstructed using a forward model and by solving the inverse imaging equation [53]. Figure 2b shows an FEM mesh generated using EIDORS software in MATLAB [57]. The model is a 2-D circ model generated using Distmesh [58] using the function mk_common_model within EIDORS.

![Figure 2. (a) Voltage injected-current detected based electrical resistance tomography (ERT) system schematic; (b) finite element method (FEM) mesh created using EIDORS.](image)

### 3. Experimental Setup, Materials, and Procedure

#### 3.1. Experimental Apparatus Setup for EIS (Electrical Impedance Spectroscopy)

In this experiment, the impedance spectra were acquired using two thin steel electrodes. Several electrode geometries for the measurement of various electrical conductivity of liquids were discussed in [41]. The diameter and length of steel sensors were 1 mm and 150 mm, respectively. Crystallization experiments and the subsequent spectroscopic measurements were carried out in a small-scale laboratory crystallizer with a volume of 0.5 L equipped with a magnetic stirrer. The diameter of the glass vessel was 85 mm. Different concentrations of the fine sucrose (Nordic Sugar, Finland) solutions were prepared in deionized water. Technical grade ethanol (C\textsubscript{2}H\textsubscript{5}OH, purity ≥ 99.5 %), as the antisolvent, was used in different proportions.

Sixteen standard solutions of sucrose each with a volume of 100 mL and concentrations of 33 % w/w, 44 % w/w, 55 % w/w, and 66.67 % w/w (saturated sucrose solution at 20 °C) were prepared. As tabulated in Table 1, the amount of ethanol was proportional to water so that the ethanol to water ratio of the solutions remained constant at 0, 0.33, 0.66, and 0.99, respectively. Four different volumes of ethanol equivalents of 0, 33, 66, and 99 g were added to each sucrose solution.

The addition of the antisolvent to the crystallizer was controlled by a peristaltic syringe pump (Cole–Parmer GmbH) with an accompanying tubing of 2 mm diameter. The addition rate of 5 mL/min and a constant mixing speed of 400 RPM was maintained during the experiments. For each semi-batch operation, a consistent amount of 100 mL solution was taken for the measurement. The effective sucrose to ethanol ratios are shown in Table 1. Figure 3a,b presents a photograph of the experimental setup and the impedance gain, and phase analyser (Hewlett Packard 419 A) used, respectively.

The overall spectra were recorded for the wideband frequency range of 10 Hz to 1 MHz. This was done in three parts with each part recording 400 equidistant frequency data points. The first part was from 10 Hz to 100 kHz, the second part was from 100 kHz to 300 kHz, and the last part was from...
300 kHz to 1 MHz. A total of 1200 data points were acquired for every solution. In order to increase the reliability and repeatability of the results, each experiment was repeated for a total of 5 times and averaged values were used for further post-processing.

**Table 1.** The sucrose to ethanol ratio at the various concentration of the sucrose.

| Solution Index | Effective Ethanol to Water Ratio | Different Concentrations of Sucrose Solutions (% w/w) | Sucrose Weight Percentage in 100 mL | Effective Sucrose/Ethanol Ratio in 100 mL Solution |
|----------------|----------------------------------|-----------------------------------------------------|-----------------------------------|---------------------------------------------------|
| 1              |                                  | 33                                                  | 33                                | -                                                 |
| 2              |                                  | 44                                                  | 44                                | -                                                 |
| 3              |                                  | 55                                                  | 55                                | -                                                 |
| 4              |                                  | 66.67                                               | 66.67                             | -                                                 |
| 5              |                                  | 33                                                  | 19.87                             | 1                                                 |
| 6              |                                  | 4                                                   | 24.85                             | 1.33                                              |
| 7              | 0.33                             | 55                                                  | 29.25                             | 1.66                                              |
| 8              |                                  | 66.67                                               | 33.16                             | 2                                                 |
| 9              |                                  | 33                                                  | 16.58                             | 0.5                                               |
| 10             |                                  | 44                                                  | 20.95                             | 0.66                                              |
| 11             | 0.66                             | 55                                                  | 24.88                             | 0.83                                              |
| 12             |                                  | 66.67                                               | 28.44                             | 1                                                 |
| 13             |                                  | 33                                                  | 14.22                             | 0.33                                              |
| 14             |                                  | 44                                                  | 18.10                             | 0.44                                              |
| 15             | 0.99                             | 55                                                  | 21.65                             | 0.55                                              |
| 16             |                                  | 66.67                                               | 24.90                             | 0.66                                              |

**Figure 3.** (a) Experimental setup for the impedance spectroscopy testing unit with reactor placed over magnetic stirrer and syringe pump; (b) impedance spectrometer.

3.2. **Experimental Apparatus Setup for ERT (Electrical Resistance Tomography)**

A special ERT signal processing unit and data acquisition setup for evaluating low conductivity solutions was designed in cooperation with Rocsole Inc. In this module, the initial experimental studies utilizing the low conductivity liquid solutions of demineralized water, tap water, and industrial food grade saturated sucrose solution were performed. Blender v2.79 design software was used to design the phantoms with a 10 mm diameter. Ultimaker-3E 3-D printer was used to 3-D print manufacture these phantoms using the acrylonitrile butadiene styrene (ABS) material. A test demonstration was performed to visualize the density distribution for sucrose crystals within the industrial food grade saturated sucrose solution. Figure 4a shows the laboratory-based semi-batch reactor with ERT sensors mounted on it and Figure 4b displays the schematic for ERT data acquisition flow.
This reactor was made up of Plexiglas. The inner diameter of the reactor was $83 \pm 0.3$ mm. Sixteen circular-shaped sensors were placed along the perimeter at 5 cm from the bottom of the reactor. This allowed imaging of the planar region within the reactor. The distance between the sensors was 5.19 mm. The diameter of the sensor-head screw was 12 mm. The total surface area in contact with the medium for each sensor was 113.04 mm$^2$. The signal processing unit containing the amplifier and the noise removal electronics was mounted directly on the sensor tail. Using the MCX type of insulating co-axial cable, lossless transmission was achieved. The data acquisition system from Rocsole Inc. was utilized to acquire the ERT data. The Roc-GUI software interface was used to communicate between the ERT machine and the computer. The Bayesian reconstruction method was used to reconstruct the images [51].

The ERT was tested with all the three solutions in the V–C mode of operation. The voltage injected, and the current detected at each sensor were recorded. A phantom of 10 mm made up of ABS was placed at the centre of the beaker within an industrial food grade saturated sucrose solution, and an image was reconstructed. Various experiments using phantoms and sucrose solutions with relatively higher conductivity were done by [34]. The industrial food grade saturated sucrose solution was acquired from the Polish sugar company Polski Cukier. The cleaned, refined white sugar crystals (250 g) were also provided by the company. The beaker was filled with 500 mL of the industrial food grade saturated sucrose solution. The 250 g sugar crystals were added using a funnel towards the centre of the beaker at a rate of 8.3 g/s. Fast reconstructions based on the Bayesian method were applied using Roc-GUI to observe the density distribution of the crystals.

4. Results and Discussion

The results are divided into two parts. The results obtained using the EIS impedance spectroscopy module are discussed in Section 4.1. This includes the graphs plotted for the experimental data for the solutions and estimation of transfer functions using the MATLAB program. Section 4.2 shows the results obtained from the ERT module.

4.1. Results for EIS

4.1.1. EIS of the Solutions before Adding Ethanol

Figure 5a displays the impedance magnitude of different concentrations of sucrose solutions, deionized water, and ethanol for the frequency range of 1 kHz to 1 MHz plotted on a logarithmic scale. Figure 5b shows the phase component of the spectrum in degrees of the solutions. It was observed that the impedance values at frequencies up to 50 kHz were much higher and unstable due to the electrode dimensions. Figure 5c shows the impedance magnitude in the frequency range of 50 kHz to 300 kHz. In this frequency range, a significant decrease in the impedance was observed.
50 kHz to 300 kHz. In this frequency range, a significant decrease in the impedance was observed. After 300 kHz, the impedance magnitude decrease was marginally discernible and conjoined together at higher frequencies. The phase angle, which was negative for all solutions, had a large standard deviation up to 50 kHz. From 50 kHz to 1 MHz, there was a decrease of a few degrees, as seen in Figure 5d.

![Figure 5. Impedance magnitude and phase response for sucrose solution before ethanol addition from 1 kHz to 1 MHz (a,b) from 50 kHz to 300 kHz (c,d).](image)

4.1.2. EIS of Solutions after Addition of Ethanol

Based on the results obtained in Section 4.1.1, the frequency range from 50 kHz to 300 kHz was analysed for the ternary solutions. The charts in Figure 6a–f shows the results from the experiment after the addition of ethanol. All the experimental results were acquired in the static solution of 100 mL. The three ethanol to water ratios of 0.33, 0.66, and 0.99 were analysed. The sucrose to ethanol ratio at 0.33 ranged from 1 to 2, at 0.66 it ranged from 0.5 to 1, and the sucrose to ethanol ratio at 0.99 ranged from 0.33 to 0.66. Figure 6a,c,e and Figure 6b,d,f show the changes in impedance and phase angles, respectively. Impedance magnitude, as the representation of the dielectric properties of the solution, increased, whereas the phase angle decreased as the concentration ratio of the sucrose to ethanol in the solution increased. This trend was observed for every set of concentrations with constant ethanol to water ratios (0.33, 0.66, and 0.99). Similar qualitative behaviour was obtained in the sucrose solution without ethanol addition, as seen in Figure 5c,d.
4.1.3. Creating Transfer Function Models from EIS Data and Comparative Analysis

The data points collected from the impedance spectroscope were imported into the MATLAB workspace for further processing. The phase angle was changed from degrees to radians using the function `deg2rad`. The impedance magnitude and phase in radians was converted into a rectangular complex number format. This complex variable was created using the Simulink® software. Figure 7 shows the Simulink program to autogenerate the complex variables for the recorded impedance spectra. This complex variable was further used to create a frequency response data (frd) model object in MATLAB.

In the Control System Toolbox™ of MATLAB, the frd models can be used to store, manipulate, and analyse frequency response data. The frd model stores a vector of frequency points with the corresponding complex frequency response data obtained either through simulations or experimentally. The MATLAB function used to create the frequency response data model object was: `sysfrd = frd(sys,frequency,units).`
Transfer function models describe the relationship between the inputs and outputs of a linear system using a ratio of polynomials. The model order is equal to the order of the denominator polynomial. The roots of the denominator polynomial are referred to as the model poles. The roots of the numerator polynomial are referred to as the model zeros. It describes the dynamic characteristics of the linear system. The transfer function of any linear invariant system \( G(s) \) can be expressed in general terms in the ratios of polynomials in terms of \( s \) as

\[
G(s) = \frac{Y(s)}{X(s)} = \frac{b_m s^n + b_{m-1} s^{n-1} + \ldots + b_0}{a_n s^m + a_{n-1} s^{m-1} + \ldots + a_0}, \quad m \leq n
\]

where \( X(s) \) is a system input signal in the Laplace domain, and \( Y(s) \) is the system output evoked by \( X(s) \). \( a_0 \) to \( a_n \) gives the coefficients of the numerator polynomial and \( b_0 \) to \( b_m \) gives the coefficients of the denominator polynomial. \( m \) is the number of zeroes, and \( n \) is the number of poles in the system.

The equivalent factorized form of the transfer function is given as

\[
\frac{Y(s)}{X(s)} = \frac{(s + z_1)(s + z_2)\ldots(s + z_m)}{(s + p_1)(s + p_2)\ldots(s + p_n)}
\]

Here the \( z_1, z_2, \ldots, z_m \) are zeroes of the system and \( p_1, p_2, \ldots, p_n \) are poles of the system.

The transfer function (tf) model object in the MATLAB Control System Toolbox represents the transfer function in a polynomial form. The data used for estimation was in the frequency range of 50 kHz and 300 kHz. First and second-order transfer functions were estimated for the experimental data from the generated system frd model object using the MATLAB function tfest: \( \text{sys} = \text{tfest(data,np,nz)} \). This function estimates a continuous-time transfer function, \( \text{sys} \), using frequency-domain data (data) and contains (\( np \)) number of poles and (\( nz \)) number of zeroes. Table 2 shows the three models tested. The number of poles (\( np \)) was set to 1 and 2 to obtain a first-order and a second-order transfer function, respectively. The number of zeros in the \( \text{sys} \) by default was \( \text{max(np-1,0)} \).

**Table 2.** Transfer function models tested.

| Model   | Number of Poles | Number of Zeros | Order of the Model |
|---------|-----------------|-----------------|--------------------|
| Model 1 | 1               | 0               | First-order        |
| Model 2 | 2               | 0               | Second-order       |
| Model 3 | 2               | 1               | Second-order with a zero |

The standard transfer function of the first-order inertial system is given by Equation (14). \( \tau \) is the system time constant, and \( K \) is steady-state gain. This was the first model (Model 1) tested.

\[
\frac{Y(s)}{X(s)} = \frac{K}{\tau s + 1}
\]
The second model (Model 2) tested was a second-order system as given by Equation (15). It has no zeroes and two poles.

\[
\frac{Y(s)}{X(s)} = \frac{A_0}{B_2s^2 + B_1s + B_0}
\]  

(15)

The third model (Model 3) tested was with two poles and one zero in the form of Equation (16).

\[
\frac{Y(s)}{X(s)} = \frac{A_1s + A_0}{B_2s^2 + B_1s + B_0}
\]  

(16)

Table 3 shows the percentage fit to the data estimation (tfest fit %) of the transfer function fitted using Model 1, Model 2, and Model 3 for different working conditions, i.e., for different concentrations of sucrose solutions, and different effective ethanol to water ratios. The fit per cent is a quantitative assessment of the estimation of normalized root mean squared Error (NRMSE) measure of how well the response of the model fits the estimation data, expressed as the percentage fit = 100(1 – NRMSE). The fit percentage for Model 1 and Model 2 was higher at 55% w/w and 66.67% w/w solutions compared to the solutions with lower concentrations of 33% w/w and 44% w/w. However, the goodness of fit does not increase monotonically from Model 1 to Model 2. This issue was resolved in Model 3 by adding one zero to the second-order transfer function, which results in a good agreement between the experimental data and the response of the model with a minimum of 90.9 % fit for all the solutions.

Table 3. Sucrose to ethanol ratio at various concentration of sucrose solutions.

| Solution Index | Effective Ethanol to Water Ratio | Different Concentrations of Sucrose Solutions (% w/w) | Effective Sucrose/Ethanol Ratio in 100 mL Solution | Ttest Fit %
|----------------|----------------------------------|------------------------------------------------------|-----------------------------------------------|----------------
| 1              | 33                               | -                                                    | -                                             | Model 1 | Model 2 | Model 3 |
| 2              | 44                               | 33                                                   | 55.2                                          | 67.8    | 96.43   |
| 3              | 55                               | 1                                                    | 55.56                                         | 68.48   | 95.84   |
| 4              | 66.67                            | 1.33                                                 | 62.31                                         | 76.26   | 93.42   |
| 5              | 0.33                             | 0.5                                                  | 88.98                                         | 80.12   | 91.75   |
| 6              | 44                               | 1.66                                                 | 64.87                                         | 63.73   | 95.12   |
| 7              | 55                               | 2                                                    | 71.26                                         | 72.85   | 94.95   |
| 8              | 66.67                            | 2                                                    | 78.31                                         | 76.86   | 92.33   |
| 9              | 33                               | 0.5                                                  | 89.94                                         | 80.51   | 90.9    |
| 10             | 44                               | 0.83                                                 | 78.13                                         | 76.86   | 92.33   |
| 11             | 55                               | 1                                                    | 80.38                                         | 81.39   | 92.03   |
| 12             | 66.67                            | 1                                                    | 91.5                                          | 83.07   | 92.92   |
| 13             | 33                               | 0.33                                                 | 79.22                                         | 89.45   | 93.29   |
| 14             | 44                               | 0.44                                                 | 79.1                                          | 90.27   | 94.13   |
| 15             | 55                               | 0.55                                                 | 83                                            | 91.61   | 92.07   |
| 16             | 66.67                            | 0.66                                                 | 92.11                                         | 92.2    | 93.74   |

Figure 8a–d shows the bode plot comparison of the fit of Model 1, Model 2, and Model 3 transfer functions to the acquired experimental data for the solution with sucrose concentration 33 % w/w at various ethanol to water ratios. The highest fit percentage of the Model 3 can be observed graphically using bode representation.

Figure 9a,b shows the change in model parameters: steady-state gain (K) and time constant (τ), for various sucrose concentrations at increasing ethanol to water ratios evaluated using the first-order transfer function. It confirms that the considered system is nonlinear. However, for a constant working condition, a simplified linear model in the form of the transfer function can be applied. An increase in the gain constant K and a decrease in system time constant τ was observed as the ethanol to water ratio increased (Table 3), Model 1 could be used as a simple prediction tool with a limited accuracy.
Figure 8a–d shows the bode plot comparison of the fit of Model 1, Model 2, and Model 3 transfer functions to the acquired experimental data for the solution with sucrose concentration 33% w/w at various ethanol to water ratios. The highest fit percentage of the Model 3 can be observed graphically using bode representation.
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This is an essential task that could lead to the design of a process control unit. The variable domain obtained through the estimated transfer function model provides a framework to evaluate the concentration variation at a given operating condition during the antisolvent crystallization. Changes of Model 1 parameters. (a) Gain constant $K$; (b) system time constant $\tau$, for different working conditions.

Figure 10a–d shows the trend for the four coefficients $A_1$, $A_0$, $B_1$, and $B_0$ of the Model 3, and $B_2 = 1$. The increase in $A_1$ was observed as the ethanol to water ratio is increased, whereas a decrease was observed in the coefficients $A_0$, $B_0$, and $B_1$. The decrease in coefficients was greater for the lower concentration of ternary solutions of 33% w/w and 44% w/w as compared to the solutions with higher concentrations. The analysis of the model parameters shows a clear dependence between the concentration of the sucrose constituent component with EIS measurements. Accordingly, at a given sucrose concentration, the model parameters can be utilised to correspond to specific ethanol to water ratio present in the crystallizer.

The variable domain obtained through the estimated transfer function model provides a framework to evaluate the concentration variation at a given operating condition during the antisolvent crystallization. This is an essential task that could lead to the design of a process control unit.
function model provides a framework to evaluate the concentration variation at a given operating condition during the antisolvent crystallization. This is an essential task that could lead to the design of a process control unit.

Figure 10. Parameters of Model 3 for various working conditions, where: coefficients in numerator (a) $A_1$, (b) $A_0$ and denominator (c) $B_1$, (d) $B_0$, and $B_2 = 1$.

According to the current experimentation, the ternary chemical solution system can be modelled into a set of transfer functions containing poles and zeros based on the electrical impedances obtained within the frequency range. However, the present approach requires further investigation in order to increase the interpretability by limiting the variable space and obtain a fully usable system model. Such a system can be obtained using various methods such as principal component analysis [59] or development of a plausible equivalent electrical circuit via electrochemical modelling [31,60].

4.2. Results for Electrical Resistance Tomography Experiments

Figure 11a shows the voltage injections from the 16 electrodes (V1-V16) in the demineralized water, tap water, and industrial food grade saturated sucrose solution. The system was auto-calibrated for each solution. The voltage in millivolts injected was auto-determined by Roc-GUI software according to the conductivity of the solution under consideration. Figure 11b shows the current detected by each of the sensors in a single frame of record. The sensors closer to the source had higher currents, whereas the sensor away from the source had lower currents detected. The difference in the currents detected by the adjacent sink electrodes was higher than the sink electrodes located at the opposite periphery. A U-shaped pattern was visible due to the distance of the electrodes. The maximum absolute difference
in currents measured using Equation (17) for tap water was 1.747 mA and the industrial food grade saturated sucrose solution was around 1.808 mA whereas for demineralized water, it was 0.191 mA.

\[
\text{Absolute difference} = \left[ \max(F_i \in V) - \min(F_i \in V) \right].
\]  

where \( F_i \) is the dataset of all currents (i1-i15) for sensor excited with voltage \( V \).

\[\text{Normalized difference} = \frac{\text{Absolute difference}}{\text{Max current}} \]  

Figure 11. (a) Voltage injections at the sensor for a frame, (b) Current detections through the sensors.

Figure 12a displays the 10 mm ABS phantom reconstructed using the Bayesian method in sucrose solution. Figure 12b shows the qualitatively detected density distribution of the white sucrose crystals in the calibrated solution of industrial food grade saturated sucrose. Cross-sectional tomographic images acquired from the real-time measurements of the solid particle dispersion visualize non-conducting regions in the black colour. Since there is no mixing in the reactor, the particles are not uniformly distributed, and the agglomeration can be observed towards the left region. The images are mapped after normalizing the changes in the conductivity \( \Delta \sigma_{\text{Normalized}} \) from 0 to 1. Similar results were obtained using ERT techniques in gas hold up applications within stirred vessel [61].

\[\text{Phantom in Demineralized water} \quad \text{Sucrose crystals within saturated sucrose solution}\]

\[\Delta \sigma_{\text{Normalized}} \]  

Figure 12. Tomographic reconstructions indicating conductivity changes \( \Delta \sigma_{\text{Normalized}} \) (a) A 10 mm phantom inside demineralized water (b) density distribution of the sucrose crystals within industrial food grade saturated sucrose solution.
5. Conclusions

In this research work, the feasibility of monitoring the antisolvent crystallization of sucrose using electrical impedance spectroscopy (EIS) was studied at laboratory scale. Herein, the impedance spectra of the ternary solutions of sucrose–water–ethanol acquired by 1-D thin electrodes were used to create a frequency response model. The parametric model was further developed to estimate a series of transfer functions of the measured impedances. According to the results, the experimental dataset of the ternary solutions in the frequency range of 50–300 kHz was in good agreement with a transfer function model containing two poles and a single zero (Model 3). This was established using a quantitative analysis performed by estimating the normalized root mean squared Error (NRMSE) measure to evaluate how well the response of the model fits the experimental data. The proposed approach has possibilities to detect the impedance variation according to concentration ratio during the crystallization process. The analysis of the model constants indicates a dependence between the concentration of the constituent component and the poles and zeros of the model (EIS measurements). In future studies, more complex component analysis can be carried out to limit the variable space and identify the behaviour of the impedances for a given operating condition during the antisolvent crystallization.

Furthermore, a 2-D electrical resistance tomography (ERT) system with a low conductivity sensor unit was designed and tested with demineralized water, tap water and industrial food grade saturated sucrose solution. Low conductivity region of sucrose particles concentration was observed and reconstructed in real-time using Bayesian reconstruction methodology. This study provides the possibility of utilizing the EIS and ERT as complementary PAT methods to control sucrose manufacturing. Upon future investigations, additional development of these process monitoring modalities with different conductivity profiles could provide a multi-frequency ERT sensor that can be applied for antisolvent crystallization process monitoring and quality assurance. A multi-sensor based semi-empirical approach for monitoring status, application of control, and visualization of the distribution of crystalline solids are foreseen.
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Abbreviations

| Acronym | Description |
|---------|-------------|
| PAT     | Process analytical technology |
| ERT     | Electrical resistance tomography |
| ECT     | Electrical capacitance tomography |
| EIS     | Electrical impedance spectroscopy |
| FEM     | Finite element method |
| Hz      | Hertz (measure of frequency) |
| w/w %   | Weight to weight ratio in percentage |
| K       | Steady-state gain constant |
| τ       | Time constant |
| V–C based ERT | Voltage injected and current detected ERT |
| C–V based ERT | Current injected and voltage detected ERT |
| Symbol | Unit/Description |
|--------|-----------------|
| V      | Voltage         |
| I      | Current         |
| A      | Amperes         |
| 1-D    | One dimensional |
| 2-D    | Two dimensional |
| 3-D    | Three dimensional |
| g      | Grams           |
| g/s    | Grams per second |
| L      | Litres          |
| Z(ω)   | Impedance in phasor form with ω as the angular frequency |
| z₁, z₂, ..., zₘ | Zeroses |
| p₁, p₂, ..., pₙ | Poles |
| E[xxᵀ] | Correlation Matrix of random vector x |
| ηₓ     | Mean or Expected value |
| Cₓᵧ    | Cross covariance of x and y |
| ΔσNormalized | Normalized changes in conductivity |
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