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Abstract

Alice (owner) has knowledge of the underlying quality of her items measured in grades. Given the noisy grades provided by an independent party, can Bob (appraiser) obtain accurate estimates of the ground-truth grades of the items by asking Alice a question about the grades? We address this when the payoff to Alice is additive convex utility over all her items. We establish that if Alice has to truthfully answer the question so that her payoff is maximized, the question must be formulated as pairwise comparisons between her items. Next, we prove that if Alice is required to provide a ranking of her items, which is the most fine-grained question via pairwise comparisons, she would be truthful. By incorporating the ground-truth ranking, we show that Bob can obtain an estimator with the optimal squared error in certain regimes based on any possible way of truthful information elicitation. Moreover, the estimated grades are substantially more accurate than the raw grades when the number of items is large and the raw grades are very noisy. Finally, we conclude the paper with several extensions and some refinements for practical considerations.

1 Introduction

An owner has a number of items, which are evaluated by an independent party. The raw grades provided by the party are, however, noisy. Suppose that the owner is authoritative regarding the knowledge of her items’ quality. Instead of directly using the raw grades, can an appraiser improve on the raw grades of the items, for example, by eliciting hopefully useful information from the owner?

Given below are three examples of practical scenarios that can be modeled by the setting above.

• Peer review. One author submitting many papers to a single machine learning conference, such as NeurIPS, ICML, AAAI, or ICLR, is a common practice [29]. The ratings provided by the reviewers are perhaps the most important factor in rejecting and accepting the submissions but, unfortunately, suffer from surprisingly high variability [25, 27]. On the contrary, the authors often have a good understanding of the quality of their papers.

• Player valuation. Every player on a soccer team is rated by sports performance analysis agencies, such as the FIFA Index and InStat. However, the team manager has additional information regarding the strengths and health conditions of the players in the team.
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• Second-hand market. A car leasing company is selling cars and they have been rated by a vehicle valuation agency. In addition to the ratings, the leasing company has some private information about the reliability of these used cars.

In its simplest form, the situation of the owner and the appraiser can be formulated as follows. Imagine that an appraiser named Bob observes a noisy vector \( y = (y_1, \ldots, y_n) \) from the model

\[
y_i = R_i + z_i
\]

for \( i = 1, \ldots, n \), where \( R = (R_1, \ldots, R_n) \) is the ground truth and \( z = (z_1, \ldots, z_n) \) denotes the noise vector. Suppose the ground truth \( R \) is known to the owner named Alice. We partition the space \( \mathbb{R}^n \) into disjoint sets \( S_1, \ldots, S_m \). These sets are presented as a question for Alice, and she must inform Bob of exactly one set that, she alleges, contains the ground truth \( R \), before seeing the observation \( y \). Ideally, we wish to design a partition \( \{S_1, \ldots, S_m\} \) that incentivizes Alice to tell the truth, thereby offering useful side information to Bob for possibly better estimation of the ground truth.

However, Alice does not necessarily need to honestly report the set that truly contains the ground truth. Indeed, Alice can pick any element from \( \{S_1, \ldots, S_m\} \) in her own interest. For example, if asked directly, “what are the exact grades of your items?” Alice would have an incentive to report higher values than what she actually knows.

To understand whether Alice would be truthful in relation to Bob’s approach to estimation, it is imperative to recognize that the two parties are driven by different objectives. Bob’s goal is to obtain an estimator of the ground truth \( R \) as accurate as possible. Given Alice’s selection \( S \) from the partition \( \{S_1, \ldots, S_m\} \), Bob has to trust her and consider the constraint \( R \in S \), though the constraint itself may be incorrect. Perhaps the simplest way of estimating \( R \) is to solve the optimization problem

\[
\min_r \|y - r\|^2
\]

subject to the constraint \( r = (r_1, \ldots, r_n) \in S \), where \( \|\cdot\| \) denotes the Euclidean/\( \ell_2 \) norm throughout the paper. This is constrained maximum likelihood estimation when the noise variables \( z_1, \ldots, z_n \) are independent and identically distributed (i.i.d.) normal random variables with mean zero [1]. The solution serves as an appraisal of the grades of \( n \) items. Arguably, a fine-grained partition \( \{S_1, \ldots, S_m\} \) is preferred because it enables Bob to better narrow down the search space for estimating the ground truth.

From Alice’s perspective, however, the estimation accuracy means little as she might already know the exact values of \( R \). Instead, her objective is to maximize her payoff as a function of the solution \( \hat{R} \) to (1.1). To formalize this viewpoint, letting \( U \) be any nondecreasing convex function, we assume that Alice is rational and strives to maximize the expected overall utility

\[
\mathbb{E} \left[ U(\hat{R}_1) + \cdots + U(\hat{R}_n) \right]
\]

as much as she can by reporting any element \( S \) from the given partition \( \{S_1, \ldots, S_m\} \), either truthfully or not.

As the main result, we address the needs of both Alice and Bob simultaneously in the following theorem.

**Theorem 1.1** (informal). *The most precise information that Bob can assure to truthfully elicit from Alice is the ranking of her items in descending (or, equivalently, ascending) order of the ground-truth
grades $R_1, \ldots, R_n$. Moreover, the estimator (1.1) provided the true ranking is more accurate than the raw observation $y$.

This mechanism requires Alice to provide an arbitrary ranking of her items. To do so in a possibly truthful manner, it suffices for Alice to know the relative magnitudes instead of the exact values of $R_1, \ldots, R_n$. With the ranking serving as the constraint, (1.1) is a convex quadratic program and is equivalent to isotonic regression [4]. As such, we call it the Isotonic Mechanism.

The optimality of the Isotonic Mechanism lies in its truthfulness as well as the most informative location it offers for estimation. The combination of the two appeals is established by taking together the following two theorems. The first one provides a necessary condition, showing that Alice would be truthful only if the questions are based on pairwise comparisons.

**Theorem 1.2** (formal statement in Theorem 1). *If Alice is always truthful under the aforementioned assumptions, then the partition \( \{S_1, \ldots, S_m\} \) must be separated by several pairwise-comparison hyperplanes \( x_i - x_j = 0 \) for some pairs \( 1 \leq i < j \leq n \).*

If a partition is pairwise-comparison-based, then to determine whether or not \( x \in S \) for any element \( S \) in the partition \( \{S_1, \ldots, S_m\} \), it suffices to check whether or not \( x_i \geq x_j \) for some pairs \( i < j \). Conversely, this is also true. For example, the collection of \( \{x \in \mathbb{R}^3 : \min(x_i, x_{i+1}) \geq x_{i+2}\} \) for \( i = 1, 2, 3 \) is such a partition in three dimensions,\(^1\) where we adopt the cyclic convention \( x_{i+3} = x_i \). To see this, note that \( x \in S_i \) if \( x_i \geq x_{i+2} \) and \( x_{i+1} \geq x_{i+2} \). On the contrary, for instance, the collection of all spheres \( \{x \in \mathbb{R}^n : \|x\| = c\} \) for all \( c \geq 0 \) cannot be generated from pairwise comparisons.

However, there are examples of pairwise-comparison-based partitions for which Alice would not be truthful (see Section 4). Consequently, it seems on the surface that one needs to prove or disprove for every pairwise-comparison-based partition. From a practical viewpoint, however, we can bypass this cumbersome step since it is plausible to expect that the solution to (1.1) would become better if the partition \( \{S_1, \ldots, S_m\} \) becomes finer-grained. In this respect, the best possible hope is to show truthfulness for the most fine-grained partition induced by pairwise-comparison hyperplanes, which is the collection of all \( n! \) rankings of the \( n \) items.

This result is confirmed by the following theorem.

**Theorem 1.3** (formal statement in Theorem 2 and Proposition 2.8). *If Alice is required to provide a ranking of her items as the constraint for the estimation problem (1.1), her expected overall utility would be maximized if she reports the ground-truth ranking of \( R_1, \ldots, R_n \), and Bob can improve the estimation accuracy by making use of this ranking.*

Taken together, Theorems 1.2 and 1.3 give our main result, Theorem 1.1.

Considering the above, the Isotonic Mechanism is remarkable in that it satisfies two desiderata: first, it renders Alice honest; consequently, it provides Bob with the most fine-grained information that is achievable by pairwise comparisons. Moreover, the accuracy improvement of the Isotonic Mechanism over the raw observation becomes especially substantial if the noise in the observation \( y \) is significant and the number of items \( n \) is large.

Interestingly, this is very much the case with peer review in some major machine learning and artificial intelligence conferences: while the high variability of review ratings may be owing to the large number of novice reviewers [8], an increasingly common trend is that an author often submits

\(^1\)We ignore the overlaps in the boundaries, which are of Lebesgue measure zero.
a host of papers to a single conference. For instance, one researcher submitted as many as 32 papers to ICLR in 2020 [29].

The remainder of the paper is structured as follows. In Section 2, we lay out the setting and introduce precise assumptions for a formal version of Theorem 1.2, briefly discussing the estimation properties. Next, Section 3 states the formal results that the owner would be truthful under the Isotonic Mechanism. In addition, we show by examples in Section 4 that some pairwise-comparison-based partitions are truthful while some are not. In Section 5, we present several extensions demonstrating that honesty yields the highest payoff in more general settings. The proofs of our main results are given in Section 6. Section 7 concludes the paper by discussing several directions for future research.

2 When is honesty possible?

To develop a mechanism that enables information elicitation from the owner, we need to specify the class of questions that the appraiser can ask. In our setting, a question is represented by a partition 

$S := \{S_1, \ldots, S_m\}$

of the Euclidean space $\mathbb{R}^n$, to which the ground truth $R$ belongs. We call $S$ a knowledge partition and the sets $S_1, \ldots, S_m$ knowledge elements.

The owner is required to pick a knowledge element, say, $S_k$, from the knowledge partition $S$ and sends the message “the ground truth is in the set $S$” to the appraiser. She is not allowed to observe $y$ while making the decision or, equivalently, her decision is made before the independent party rates the items. On the other hand, the appraiser knows nothing about the ground truth $R$ but can observe $y = R + z$. Given the message that “the true vector is in $S$” provided by the owner, the appraiser solves the following optimization program

$$
\min_r \|y - r\|^2 \quad \text{s.t.} \quad r \in S
$$

and uses its solution as an estimator of the ground truth $R$. This program is equivalent to projecting $y$ onto the knowledge element $S$.

Formally, knowledge elements are closed sets with nonempty interiors. Their union $\cup_{k=1}^m S_k = \mathbb{R}^n$ and their interiors are disjoint from each other, that is, $S_k \cap S_l = \emptyset$ for any $1 \leq k < l \leq m$. In addition, we assume that the boundary between any two adjacent knowledge elements is a piecewise smooth surface. We call a surface smooth if any point on the surface is locally defined by the equation $f(x_1, \ldots, x_n) = 0$ for some continuously differentiable function $f$ with nondegenerate gradient $\nabla f$.

We make the following assumptions to investigate under what conditions this type of information elicitation would incentivize the owner to truthfully report the knowledge element that contains the ground truth.

**Assumption 2.1.** The owner has sufficient knowledge of the ground truth $R$ of her $n \geq 2$ items to allow her to determine which knowledge element of $S$ contains $R$.

---

$^2$The number of elements $m$ in a partition can be finite or infinite. Notably, it is infinite in Proposition 7.1.

$^3$The boundaries have Lebesgue measure zero. Thus, although some knowledge elements might overlap in their boundaries, for a generic ground truth vector $R$, there is a unique knowledge element that contains it.

$^4$Here we do not say two sets are adjacent if the two share merely a corner where three or more sets meet, which is in the same spirit as the Four-Color Theorem.
Remark 2.1. This assumption is weaker than assuming that the owner knows the exact values of the ground-truth grades $R_1, \ldots, R_n$.

Assumption 2.2. The noise variables $z_1, \ldots, z_n$ are i.i.d. draws from a probability distribution.

Remark 2.2. The condition of independence can be relaxed to exchangeability for most results in the paper, unless otherwise specified. That is, we assume that the vector $(z_1, \ldots, z_n)$ has the same probability distribution as $(z_{\pi(1)}, \ldots, z_{\pi(n)})$ for any permutation $\pi(1), \ldots, \pi(n)$ of the indices $1, \ldots, n$. This generalization is useful when the noise terms are influenced by a latent factor. Notably, the noise distribution can have nonzero mean in this assumption.

Let $\hat{R} := (\hat{R}_1, \ldots, \hat{R}_n)$ be the appraiser’s estimate of the ground-truth vector. The last assumption is concerned with the overall utility that the owner strives to maximize.

Assumption 2.3. Given estimates $\hat{R}_1, \ldots, \hat{R}_n$, the overall utility of the owner takes the form

$$U(\hat{R}) := \sum_{i=1}^{n} U(\hat{R}_i),$$

(2.2)

where $U$ is a nondecreasing convex function. The owner attempts to maximize the expected overall utility $\mathbb{E} U(\hat{R})$.

To put the convexity assumption differently, the marginal utility $U'$ is nondecreasing. Convex utility is often assumed in the literature [14], and in particular, it does not contradict the economic law of diminishing marginal utility [13] since the grade measures quality as opposed to quantity. In peer review in machine learning conferences, for example, high ratings largely determine whether an accepted paper would be presented as a poster, an oral presentation, or granted a best paper award. While an oral presentation draws slightly more attention than a poster, a best paper award would drastically enhance the impact of the paper. Accordingly, the marginal utility tends to be larger when the ratings are higher. Another example is the diamond-quality grading system used by the Gemological Institute of America. Typically, the price of a high-grade diamond increases faster with its grade than a low-grade diamond.

In Section 3.2 and Section 5, we consider two relaxations of this assumption.

2.1 A necessary condition

This subsection characterizes the class of truthful knowledge partitions. To highlight its dependence on the knowledge element $S$ reported by the owner, call $\hat{R}_S$ the solution to the optimization program (2.1).

Definition 2.4. A knowledge partition $S$ is said to be truthful with utility function $U$ if the owner maximizes her expected overall utility (2.2) by reporting the knowledge element from $S$ that truly contains the ground truth. That is,

$$\mathbb{E} U(\hat{R}_S) \geq \mathbb{E} U(\hat{R}_{S'})$$

for all $S, S' \in \mathcal{S}$ such that $S$ contains the ground truth $R$.

For convenience, the following theorem precludes the trivial case where $S$ contains only one element $\mathbb{R}^n$. By definition, this trivial knowledge partition is truthful.
Theorem 1. If the owner tells the truth whenever Assumptions 2.1, 2.2, and 2.3 are satisfied, then the boundary between any two adjacent knowledge elements is piecewise-flat and each flat surface must be part of a pairwise-comparison hyperplane that is defined by

\[ x_i - x_j = 0 \]

for some \( 1 \leq i < j \leq n \).

Remark 2.3. This characterization of truthful knowledge partitions is obtained by taking an arbitrary convex utility. For a specific utility function, however, the partition might not be based on pairwise comparisons. See Proposition 7.1 in Section 7.

Remark 2.4. The squared \( \ell_2 \) loss in (2.1) can be replaced by the sum of Bregman divergences. Let \( \phi \) be a twice continuously differentiable, strictly convex function and denote by \( D_{\phi}(y, r) = \phi(y) - \phi(r) - (y - r)\phi'(r) \) its Bregman divergence. Then, Theorem 1 remains true if the appraiser uses the solution to the following program:

\[
\min_r \sum_{i=1}^{n} D_{\phi}(y_i, r_i) \quad \text{s.t.} \quad r \in S. \tag{2.3}
\]

This program reduces to (2.1) when \( \phi(x) = x^2 \). Another example is the Kullback–Leibler divergence \( D_{\phi}(y, r) = y \log \frac{y}{r} + (1 - y) \log \frac{1-y}{1-r} \) for \( 0 < y, r < 1 \), which is generated by the negative entropy \( \phi(x) = x \log x + (1 - x) \log(1 - x) \).

This necessary condition is equivalent to the following: for any point \( x \), one can determine which knowledge element contains \( x \) by performing pairwise comparisons of some coordinates of this point. For example, consider the collection of

\[
S_i = \{ x \in \mathbb{R}^n : x_i \text{ is the largest among } x_1, x_2, \ldots, x_n \} \tag{2.4}
\]

for \( i = 1, \ldots, n \). This is a pairwise-comparison-based knowledge partition because one can conclude that \( x \in S_i \) if and only if \( x_i \geq x_j \) for all \( j \neq i \). However, it is important to note that the converse of Theorem 1 is not true.\(^5\) Indeed, we will show that some pairwise-comparison-based knowledge partitions are truthful, while some are not. This is the subject of Section 4.

Since all pairwise-comparison hyperplanes pass through the origin, an immediate consequence of Theorem 1 is the following result.

Corollary 2.5. If a knowledge partition \( S \) is truthful whenever Assumptions 2.1, 2.2, and 2.3 are satisfied, then any knowledge element \( S \) of \( S \) is a cone. That is, if \( x \in S \), then \( \lambda x \in S \) for all \( \lambda \geq 0 \).

An important example of a pairwise-comparison-based knowledge partition is the collection of the standard isotonic cone \( \{ x = (x_1, \ldots, x_n) : x_1 \geq x_2 \geq \cdots \geq x_n \} \) under all \( n! \) permutations. Explicitly, an element of this knowledge partition takes the form

\[ S_\pi = \{ x : x_{\pi(1)} \geq x_{\pi(2)} \geq \cdots \geq x_{\pi(n)} \} \]

\(^5\) However, Theorem 4 shows that the knowledge partition formed by (2.4) is truthful.
for some permutation $\pi$ of $1, 2, \ldots, n$. As is evident, this is generated by pairwise-comparison hyperplanes and is the most fine-grained in the sense that the element $S_\pi$ cannot be further split by pairwise-comparison hyperplanes. Henceforth, we refer to it as the isotonic knowledge partition.

This knowledge partition is fundamental because any truthful partition can be derived from it. To see this point, note that any knowledge partition satisfying the necessary condition in Theorem 1 can be obtained by merging the $n!$ isotonic cones into several groups. Each group corresponds to a knowledge element in the resulting knowledge partition.

The discussion above formally implies the following consequence. We say that a knowledge partition $S_1$ is coarser than another $S_2$ if any element of $S_1$ is a union of several elements of $S_2$.

**Corollary 2.6.** If a knowledge partition $S$ is truthful whenever Assumptions 2.1, 2.2, and 2.3 are satisfied, then $S$ is coarser than the isotonic knowledge partition

$$\{S_\pi : \pi \text{ is a permutation of } 1, 2, \ldots, n\}.$$

In particular, the cardinality of $S$ is no more than $n!$.

**Remark 2.5.** Since the union of cones is also a cone, this result implies Corollary 2.5. However, a knowledge element is not necessarily convex and can even be noncontiguous.

Recognizing that it requires at least two items to compare pairwise, it seems necessary to have $n \geq 2$ for the existence of a truthful knowledge partition. Indeed, this intuition is confirmed by the following proposition. A proof of this result is provided in the Appendix, which however does not directly follow from Theorem 1 since the theorem assumes $n \geq 2$ from the beginning.

**Proposition 2.7.** Other than the trivial knowledge partition $S = \{\mathbb{R}\}$, there does not exist a truthful knowledge partition when the dimension $n = 1$ under Assumptions 2.1, 2.2, and 2.3.

There is a copious body of research using pairwise comparisons to recover a ranking of the items [10, 31, 7, 20, 26, 21]. Our results offer new reflections on the use of comparative measurements for estimation, albeit from a different perspective.

### 2.2 An estimation perspective

Although it is unclear whether a pairwise-comparison-based knowledge partition would really ensure truthfulness, we can say something about its estimation properties. If the reported knowledge element is a convex set, then the estimated grades by the appraiser are more accurate than the raw grades.

Recall that $\hat{R}_S$ is the solution to (2.1).

**Proposition 2.8.** Suppose that the knowledge element $S$ in the optimization program (2.1) is convex and contains the ground truth $R$. Then, (2.1) improves the estimation accuracy of the ground-truth grades in the sense that

$$\mathbb{E}\|\hat{R}_S - R\|^2 \leq \mathbb{E}\|y - R\|^2 = \mathbb{E}\|z\|^2.$$

**Proof of Proposition 2.8.** Consider the (possibly degenerate) triangle formed by $y, R, \hat{R}_S$. Assuming the angle $\angle(y, \hat{R}_S, R) \geq 90^\circ$ for the moment, we immediately conclude that $\|y - R\| \geq \|\hat{R}_S - R\|$, thereby proving the proposition. To finish the proof, suppose the contrary that $\angle(y, \hat{R}_S, R) < 90^\circ$.

---

For Proposition 2.7, the requirement $n \geq 2$ is dropped.
Then there must exist a point $R'$ on the segment between $\hat{R}_S$ and $R$ such that $\|y-R'\| < \|y-\hat{R}_S\|$. Since both $\hat{R}_S$ and $R$ belong to the (convex) isotonic cone $\{x : x_{\pi^*(1)} \geq \cdots \geq x_{\pi^*(n)}\}$, the point $R'$ must be in the isotonic cone as well. However, this contradicts the fact that $\hat{R}_S$ is the (unique) point of the isotonic cone with the minimum distance to $y$.

A crucial point we wish to make here, however, is that there are good reasons to choose a fine-grained knowledge partition over a coarse one, provided that both are truthful. To show this point, we investigate how the accuracy depends on the coarseness of the knowledge partitions. This question is addressed by the following proposition.

**Proposition 2.9.** Suppose that the noise vector $z$ in the observation $y = R + z$ consists of i.i.d. copies of normal random variables $N(0, \sigma^2)$. Let $S_1$ and $S_2$ be two cones such that $S_2 \subset S_1$ and both contain the ground truth $R$. Then, we have

$$
\limsup_{\sigma \to 0} \frac{\mathbb{E} \|\hat{R}_{S_2} - R\|^2}{\|\hat{R}_{S_1} - R\|^2} \leq 1, \quad \limsup_{\sigma \to \infty} \frac{\mathbb{E} \|\hat{R}_{S_2} - R\|^2}{\|\hat{R}_{S_1} - R\|^2} \leq 1.
$$

The proof of this proposition is deferred to the Appendix.

This result is consistent with the intuition that a correct constraint with a smaller feasible region might lead to better estimation. We conjecture that Proposition 2.9 remains true for any noise level and leave it for future research.

## 3 The Isotonic Mechanism

Proposition 2.9 shows that a truthful knowledge partition would yield better estimation if it becomes finer-grained in certain regimes. Hence, the most promising prospect for a truthful mechanism is the most fine-grained knowledge partition induced by pairwise-comparison hyperplanes. This is just the aforementioned isotonic knowledge partition:

$$
\{S_{\pi} : \pi \text{ is a permutation of } 1, 2, \ldots, n\}. \tag{3.1}
$$

Letting $\pi$ denote the ranking supplied by the owner, this mechanism asks the appraiser to solve the following optimization program:

$$
\begin{align*}
\min_r & \quad ||y - r||^2 \\
\text{s.t.} & \quad r \in S_{\pi}.
\end{align*} \tag{3.2}
$$

This program is simply isotonic regression, hence the name the Isotonic Mechanism. The estimator of the ground truth can be obtained by projecting the raw grades $y$ onto the isotonic cone $S_{\pi}$. A salient feature of this approach to information elicitation is that it is computationally tractable since (3.2) is a convex quadratic programming problem. Indeed, this optimization problem can be solved very efficiently by the pool adjacent violators algorithm [15, 3, 5].

The main result of this section shows that, under the Isotonic Mechanism, the optimal strategy for the owner is to report the ground-truth ranking $\pi^*$, which satisfies

$$
R_{\pi^*(1)} \geq R_{\pi^*(2)} \geq \cdots \geq R_{\pi^*(n)}.
$$

Under Assumption 2.1 for the present setting, it is sufficient for the owner to know the relative magnitudes of $R_i$’s, which enables the truthful ranking of the items.
Theorem 2. Under Assumptions 2.1, 2.2, and 2.3, the Isotonic Mechanism is truthful. That is, the owner can maximize her expected overall utility by truthfully reporting the ranking $\pi^\star$.

Remark 3.1. Write $\hat{R}_\pi$ for the solution to (3.2). In the absence of ties in the true grades $R$, if $U$ is strictly convex, then honesty is strictly optimal in the sense that $E[U(\hat{R}_\pi)] < E[U(\hat{R}_\pi^\star)]$ for any ranking $\pi$ that is not identical to $\pi^\star$.

Remark 3.2. This theorem holds under a slightly more general version of Assumption 2.3. The utility function $U$ can be any convex function and is not necessarily nondecreasing.

To get a handle on the truthfulness of the Isotonic Mechanism, it is instructive to recognize a crucial fact concerning isotonic regression: on top of the mean-preserving constraint

$$\sum_{i=1}^n \hat{R}_{\pi,i} = \sum_{i=1}^n y_i,$$

loosely speaking, the solution to isotonic regression tends to exhibit less variability across its entries if an incorrect ranking is provided, as opposed to the true ranking [15]. Consequently, Jensen’s inequality suggests that the overall convex utility $\sum_{i=1}^n U(\hat{R}_{\pi,i})$ tends to be small in the case of an incorrect ranking.

When moving to the noiseless setting, $y = R$, we can illustrate this point in a more concrete manner. In this setting, $R$ is a feasible point to (3.2) when $\pi$ is truthfully set to $\pi^\star$, and thus the optimal solution found by the Isotonic Mechanism is simply $\hat{R}_{\pi^\star} = R$. In contrast, when $\pi \neq \pi^\star$, the pool adjacent violators algorithm would keep averaging over certain entries of the observation vector $y$ until it obeys the (incorrect) ranking $\pi$. The averaging effect tends to lower $\sum_{i=1}^n U(\hat{R}_{\pi,i})$ owing to the convex nature of the utility function $U$.

In passing, as with Theorem 1, Theorem 2 remains true if the squared $\ell_2$ risk is replaced by the sum of Bregman divergences $\sum_{i=1}^n D_\phi(y_i, r_i)$, that is, the objective of (2.3). In fact, minimizing $\sum_{i=1}^n D_\phi(y_i, r_i)$ over the isotonic cone $S_\pi$ leads to the same solution as the Isotonic Mechanism, no matter the choice of $\phi$, as long as it is continuously differentiable and strictly convex [22].

3.1 Estimation properties

In addition to being truthful, we show that the Isotonic Mechanism improves estimation accuracy significantly, especially in the case of a large number of items and significant noise in the raw grades. Denote by

$$TV(R) := \inf_\pi \sum_{i=1}^{n-1} |R_{\pi(i)} - R_{\pi(i+1)}| = \sum_{i=1}^{n-1} |R_{\pi^\star(i)} - R_{\pi^\star(i+1)}| = R_{\pi^\star(1)} - R_{\pi^\star(n)}$$

the total variation of $R$.

A more refined result on estimation on top of Proposition 2.8 is as follows.

Proposition 3.1. Let $z_1, \ldots, z_n$ be i.i.d. normal random variables $\mathcal{N}(0, \sigma^2)$. For fixed $\sigma > 0$ and $V > 0$, the Isotonic Mechanism taking as input the ground-truth ranking $\pi^\star$ satisfies

$$0.4096 + o_n(1) \leq \sup_{TV(R) \leq V} \frac{1}{n^3 \sigma^2 V^{2/3}} \leq 7.5625 + o_n(1),$$

where both $o_n(1)$ terms tend to 0 as $n \to \infty$.

\footnote{The proof of this theorem does not, however, use Jensen’s inequality.}
Remark 3.3. This proposition is adapted from an existing result on isotonic regression. See [33, 6].

This result says that the squared error risk of the Isotonic Mechanism is $O(n^{1/3}\sigma^{4/3})$. In contrast, for comparison, the risk of using the raw grades $y$ is

$$\|y - R\|^2 = E \left[ \sum_{i=1}^{n} z_i^2 \right] = n\sigma^2.$$  

The ratio between the two risks is $O(n^{1/3}\sigma^{4/3})/(n\sigma^2) = O(n^{-2/3}\sigma^{-2/3})$. Therefore, the Isotonic Mechanism is especially favorable when both $n$ and $\sigma$ are large. While interpreting Proposition 3.1, however, it is important to notice that the total variation of the ground truth is fixed. Otherwise, when $R_{\pi^*(i)} \gg R_{\pi^*(i+1)}$ for all $i$, the solution of the Isotonic Mechanism is roughly the same as the raw-grade vector $y$ because it satisfies the constraint $y \in S_{\pi^*}$ with high probability. Accordingly, the Isotonic Mechanism has a risk of about $n\sigma^2$ in this extreme case. That said, the Isotonic Mechanism in general is superior to using the raw grades, according to Proposition 2.8.

### 3.2 True-grade-dependent utility

The utility of an item might depend on its ground-truth grade. In light of this, we consider a relaxation of Assumption 2.3 by taking into account heterogeneity in the utility function.

**Assumption 3.2.** Given estimates $\hat{R}_1, \ldots, \hat{R}_n$, the overall utility of the owner takes the form

$$U(\hat{R}) := \sum_{i=1}^{n} U(\hat{R}_i; R_i),$$

where $U(x; R)$ is convex in its first argument and satisfies

$$\frac{dU(x; R)}{dx} \geq \frac{dU(x; R')}{dx}$$

whenever $R > R'$.

The inequality in this assumption amounts to saying that the marginal utility increases with respect to the true grade of the item. For instance, an owner might prefer a high-quality item being rated higher over a low-quality item being rated higher.

An example of true-grade-dependent utility takes the form $U(x; R) = g(R)h(x)$, where $g \geq 0$ is nondecreasing and $h$ is a nondecreasing convex function. Taking any nondecreasing $g_1, \ldots, g_L \geq 0$ and nondecreasing convex $h_1, \ldots, h_L$, more generally, the following function

$$U(x; R) = g_1(R)h_1(x) + g_2(R)h_2(x) + \cdots + g_L(R)h_L(x)$$

satisfies Assumption 3.2.

Theorem 2 remains true in the presence of heterogeneity in the owner’s utility, as we show below.

**Theorem 3.** Under Assumptions 2.1, 2.2, and 3.2, the Isotonic Mechanism is truthful.

This theorem is proved in Section 6.3.
4 Incomplete knowledge

While we have determined perhaps the most important truthful knowledge partition, it is tempting to find other truthful pairwise-comparison-based partitions. From a practical viewpoint, another motivation for doing so is that the owner might not precisely know the ground-truth ranking, and only has partial knowledge of it.

To begin with, we present a counterexample to show that the converse of Theorem 1 is not true. Consider \( S = \{S_1, S_2\} \), where \( S_1 = \{x : x_1 \geq x_2 \geq \cdots \geq x_n\} \), \( S_2 = \mathbb{R}^n \setminus S_1 \), and \( R = (ne, (n-1)e, \ldots, 2e, e) \in S_1 \) for some small \( \epsilon > 0 \). Note that \( S_1 \) and \( S_2 \) are separated by pairwise-comparison hyperplanes. Taking utility \( U(x) = x^2 \) or \( \max\{x, 0\}^2 \) and letting the noise terms \( z_1, \ldots, z_n \) be i.i.d. standard normal random variables, we show in the Appendix that the owner would be better off reporting \( S_2 \) instead of \( S_1 \), the set that truly contains the ground truth. Thus, this pairwise-comparison-based knowledge partition is not truthful.

In the remainder of this section, we introduce two useful knowledge partitions and show their truthfulness.

**Local ranking.** Other than the isotonic knowledge partition (3.1), perhaps the simplest nontrivial truthful knowledge partitions are induced by local rankings: first partition \( \{1, \ldots, n\} \) into several subsets of sizes, say, \( n_1, n_2, \ldots, n_p \) such that \( n_1 + \cdots + n_p = n \); then the owner is asked to provide a ranking of the \( n_q \) items indexed by each subset for \( q = 1, \ldots, p \), but does not make any between-subset comparisons.

This is captured by the following practical scenario.

**Scenario 4.1.** The owner leads a team of \( p \) subordinates. For \( 1 \leq q \leq p \), the \( q^{\text{th}} \) subordinate of her team produces \( n_q \) items and informs the owner of a ranking of the \( n_q \) items according to their values. However, no pairwise comparisons are provided to the owner between items made by different subordinates.

Formally, letting \( \mathcal{S}_{\text{IM}}(n) \) be a shorthand for the isotonic knowledge partition in \( n \) dimensions, we can write the resulting knowledge partition as

\[
\mathcal{S}_{\text{IM}}(n_1) \times \mathcal{S}_{\text{IM}}(n_2) \times \cdots \times \mathcal{S}_{\text{IM}}(n_p),
\]

which has a cardinality of \( n_1!n_2!\cdots n_p! \). Recognizing that the overall utility is additively separable, we readily conclude that this knowledge partition is truthful and the owner will report the ground-truth local ranking for each subset.

**Coarse ranking.** Another example is induced by a coarse ranking: given \( n_1, n_2, \ldots, n_p \) such that \( n_1 + n_2 + \cdots + n_p = n \), the owner partitions \( \{1, 2, \ldots, n\} \) into \( p \) ordered subsets \( I_1, I_2, \ldots, I_p \) of sizes \( n_1, n_2, \ldots, n_p \), respectively; but she does not reveal any comparisons within each subset at all. The appraiser wishes that the owner would report the ground-truth coarse ranking \( (I_1^*, I_2^*, \ldots, I_p^*) \), which satisfies

\[
R_{I_1^*} \geq R_{I_2^*} \geq \cdots \geq R_{I_p^*}
\]

(4.1)

(here we write \( \mathbf{a} \geq \mathbf{b} \) for two vectors of possibly different lengths if any component of \( \mathbf{a} \) is larger than or equal to any component of \( \mathbf{b} \)).

For instance, taking \( n_q = 1 \) for \( q = 1, \ldots, p - 1 \) and \( n_p = n - p + 1 \), the owner is required to rank only the top \( p - 1 \) items. Another example is to consider \( p = 10 \) and \( n_1 = \cdots = n_{10} = 0.1n \).
(assume \( n \) is a multiple of 10), in which case the owner shall identify which items are the top 10\%, which are the next top 10\%, and so on.

\[
x_1 \quad x_2 \quad x_3
\]

\( n_1 = 1, n_2 = 2 \)

\[
x_1 \quad x_2 \quad x_3
\]

\( n_1 = 2, n_2 = 1 \)

**Figure 1**: Knowledge partitions induced by coarse rankings in \( n = 3 \) dimensions. The illustration shows a slice of the partitions restricted to the nonnegative orthant.

Writing \( I := (I_1, \ldots, I_p) \), we denote by

\[
S_I := \{ x : x_{I_1} \geq x_{I_2} \geq \cdots \geq x_{I_p} \}
\]

the knowledge element indexed by \( I \). There are in total \( \frac{n!}{n_1! \cdots n_p!} \) knowledge elements, which together form a knowledge partition. As is evident, any two adjacent knowledge elements are separated by pairwise-comparison hyperplanes. Figure 1 illustrates two such knowledge partitions in the case \( n = 3 \). The coarse ranking \( I \) of the owner’s choosing may or may not be correct. Nevertheless, this is what the appraiser would incorporate into the estimation of the ground truth:

\[
\min_r \| y - r \|^2 \\
\text{s.t. } r \in S_I,
\]

which is a convex optimization program since the knowledge element \( S_I \) is convex. We call (4.2) a coarse Isotonic Mechanism.

A use case of this mechanism can be found in the following scenario.

**Scenario 4.2.** The owner makes \( n_q \) products in grade \( q \), for \( q = 1, \ldots, p \). Products of different grades have significantly different values, but the owner cannot tell the difference between products of the same grade. The products are shuffled so that only the owner knows the grade information of each product.

The following result shows that this new knowledge partition is truthful. Although this knowledge partition is pairwise-comparison-based, Theorem 4 does not follow from Theorem 1. Indeed, the proof of Theorem 4 given in Section 6.4 relies on some different ideas.

**Theorem 4.** Under Assumptions 2.1, 2.2, and 2.3, the expected overall utility is maximized if the owner truthfully reports the coarse ranking that fulfills (4.1).

**Remark 4.1.** Taking \( n_1 = 1 \) and \( n_2 = n - 1 \), Theorem 4 shows that the collection of knowledge elements taking the form (2.4) is a truthful knowledge partition.
One can construct other truthful knowledge partitions by integrating these two types of partitions. Instead of giving a complete ranking of items from each subset as in the local ranking setting, for example, one can provide a coarse ranking for each subset. It is evident that the resulting knowledge partition is truthful. An interesting problem for future investigation is to identify other truthful knowledge partitions based on these two prototypes.

We believe that the coarse Isotonic Mechanism gives inferior estimation performance compared with the vanilla Isotonic Mechanism. This conjecture would be true, for example, if one can prove Proposition 2.9 for any fixed distribution of the noise variables. We leave this for future research.

5 Extensions

In this section, we show that truthfulness continues to be the optimal strategy for the owner in more general settings.

Robustness to inconsistencies. The owner might not have complete knowledge of the true ranking in some scenarios, but is certain that some rankings are more consistent than others. More precisely, consider two rankings \( \pi_1 \) and \( \pi_2 \) such that neither is the ground-truth ranking, but the former can be obtained by swapping two entries of the latter in an upward manner in the sense that

\[
R_{\pi_1(i)} = R_{\pi_2(j)} > R_{\pi_1(j)} = R_{\pi_2(i)}
\]

for some \( 1 \leq i < j \leq n \) and \( \pi_1(k) = \pi_2(k) \) for all \( k \neq i, j \). In general, \( \pi_1 \) is said to be more consistent than \( \pi_2 \) if \( \pi_1 \) can be sequentially swapped from \( \pi_2 \) in an upward manner.

If the owner must choose between \( \pi_1 \) and \( \pi_2 \), she would be better off reporting the more consistent ranking, thereby being truthful in a relative sense. This shows the robustness of the Isotonic Mechanism against inconsistencies in rankings. A proof of this result is presented in the Appendix.

**Proposition 5.1.** Suppose \( \pi_1 \) is more consistent than \( \pi_2 \) with respect to the ground truth \( R \). Under Assumptions 2.2 and 2.3, reporting \( \pi_1 \) yields higher or equal overall utility in expectation under the Isotonic Mechanism than reporting \( \pi_2 \).

Intuitively, one might expect that a more consistent ranking would also lead to better estimation performance. If this intuition were true, it would lead to an extension of Proposition 2.8. We leave this interesting question to future research.

Multiple knowledge partitions. Given several truthful knowledge partitions, say, \( S_1, \ldots, S_K \), one can offer the owner the freedom of choosing any knowledge element from these partitions. The resulting mechanism remains truthful. Formally, we have the following result.

**Proposition 5.2.** Let \( S_1, \ldots, S_K \) be truthful knowledge partitions. If the owner is required to report one knowledge element from any of these knowledge partitions, then she must be truthful in order to maximize her expected overall utility as much as possible.

That is, if the owner chooses some knowledge element \( S \in S_k \) for \( 1 \leq k \leq K \) such that \( S \) does not contain the ground truth \( R \), she can always improve her overall utility in expectation by reporting the knowledge element in \( S_k \) truly containing \( R \). She can randomly pick a truthful knowledge element from any of \( S_1, \ldots, S_K \) when it is unclear which knowledge partition leads to the highest overall utility. As Proposition 2.8 still holds in the case of multiple knowledge partitions,
honesty would always lead to better estimation accuracy than using the raw observation as long as all knowledge elements are convex.

This result allows for certain flexibility in truthfully eliciting information, especially when we are not sure which knowledge partition satisfies Assumption 2.1. An immediate application is to take several knowledge partitions induced by coarse rankings (4.1) in the hope that, for at least one knowledge partition, the owner can determine the truthful knowledge element. For example, it seems plausible to take approximately equal sizes for the subsets:

\[ n_1 \approx n_2 \approx \cdots \approx n_p \approx \frac{n}{p}. \]

However, the owner might not have sufficient knowledge about her items to provide the true coarse ranking, thereby violating Assumption 2.1. To circumvent this issue, we can let the owner pick any coarse ranking such that the number of subsets \( p \) is not smaller than, say, \( \sqrt{n} \), and the largest subset size \( \max_{1 \leq i \leq p} n_i \) is not greater than, say, \( n/10 \).

**Nonseparable utility functions.** The overall utility in Assumption 2.3 can be generalized to certain nonseparable functions. Explicitly, let the overall utility function \( U(x) \) be symmetric in its \( n \) coordinates and satisfy

\[ (x_i - x_j) \left( \frac{\partial U(x)}{\partial x_i} - \frac{\partial U(x)}{\partial x_j} \right) \geq 0 \tag{5.1} \]

for all \( x \). The following result shows that the owner's optimal strategy continues to be honesty.

**Proposition 5.3.** Under Assumptions 2.1 and 2.2, the Isotonic Mechanism is truthful if the owner aims to maximize this type of overall utility in expectation.

Theorem 2 is implied by this proposition when the (univariate) utility function \( U \) is differentiable. To see this point, note that a separable overall utility \( U(x) = U(x_1) + \cdots + U(x_n) \) in Assumption 2.3 satisfies

\[ (x_i - x_j) \left( \frac{\partial U(x)}{\partial x_i} - \frac{\partial U(x)}{\partial x_j} \right) = (x_i - x_j) \left( U'(x_i) - U'(x_j) \right). \]

Since \( U' \) is a nondecreasing function, we get \( (x_i - x_j) (U'(x_i) - U'(x_j)) \geq 0 \).

On the other hand, the applicability of Proposition 5.3 is broader than that of Theorem 2 as there are symmetric functions that satisfy (5.1) but are not separable. A simple example is \( U(x) = \max\{x_1, x_2, \ldots, x_n\} \), and an owner with this overall utility is only concerned with the highest-rated item.\(^8\) More generally, letting \( x_{(1)} \geq x_{(2)} \geq \cdots \geq x_{(k)} \) be the \( k \leq n \) largest entries of \( x \), this proposition also applies to

\[ U(x) = h(x_{(1)}) + h(x_{(2)}) + \cdots + h(x_{(k)}) \]

for any nondecreasing convex function \( h \).

Proposition 5.3 follows from the proof of Theorem 2 in conjunction with Remark 6.5 in Section 6.3.

**Multiple owners.** An item can be shared by multiple owners while applying the Isotonic Mechanism. For example, a machine learning paper is often written by multiple authors. We introduce a variant of the Isotonic Mechanism that can tackle the case of multiple owners.

\(^8\)This overall utility obeys (5.1), but partial derivatives shall be replaced by partial subdifferentials. This is also the case for the next example.
To set up the problem, imagine that there are \( n \) items and \( M \) owners. Let \( \text{ind}_{ij} = 1 \) if the \( i \)th item is shared by the \( j \)th owner for \( 1 \leq i \leq n \) and \( 1 \leq j \leq M \), and otherwise \( \text{ind}_{ij} = 0 \). This results in an \( n \times M \) matrix that indicates the ownership information. Taking the ownership matrix as input, Algorithm 1 partitions the \( n \) items into several disjoint groups such that the items in each group are shared by the same owner and different groups correspond to different owners. The Isotonic Mechanism is invoked in each group. Owing to the independence between different groups, the Isotonic Mechanism is truthful across all groups in the partition.

Algorithm 1 Partition for the Isotonic Mechanism

Input: Set of items \( I \), set of owners \( O \), and the ownership matrix \( \{\text{ind}_{ij}\}_{1 \leq i \leq n, 1 \leq j \leq M} \)

while \( I \) is not empty do
  for Owner \( o \in O \) do
    Let \( w_o \) be the number of items in \( I \) shared by \( o \)
    Find the owner \( o^* \) such that \( o^* = \arg\max_{o \in O} w_o \)
    Randomly choose \( o^* \) in the presence of ties
    Apply the Isotonic Mechanism to \( o^* \) and the items in \( I \) shared by \( o^* \)
    Reduce the sets: \( O \leftarrow O \setminus \{o^*\} \) and \( I \leftarrow I \setminus \{\text{items shared by } o^*\} \)

In this algorithm, a plausible criterion is to prefer a partition with many large groups. In the case of papers and authors, this criterion is equivalent to giving priority to authors who submit a large number of papers. However, some groups may be singletons.

6 Proofs

Here, we prove Theorems 1, 2, 3, and 4. Proofs of other technical results in the paper are relegated to the Appendix.

6.1 Proof of Theorem 1

We prove this theorem in a slightly more general setting where (2.1) is replaced by (2.3). That is, the squared error loss is replaced by the sum of Bregman divergences. We start by introducing the following definition.

Definition 6.1 ([18]). We say that a vector \( a \in \mathbb{R}^n \) weakly majorizes another vector \( b \in \mathbb{R}^n \), denoted \( a \succeq_w b \), if

\[
\sum_{i=1}^{k} a_{(i)} \geq \sum_{i=1}^{k} b_{(i)}
\]

(6.1)

for all \( 1 \leq k \leq n \), where \( a_{(1)} \geq \cdots \geq a_{(n)} \) and \( b_{(1)} \geq \cdots \geq b_{(n)} \) are sorted in descending order from \( a \) and \( b \), respectively. If (6.1) reduces to an equality for \( k = n \) while the rest \( n - 1 \) inequalities remain the same, we say \( a \) majorizes \( b \) and write as \( a \succeq b \).

The following lemma characterizes majorization via convex functions.

Lemma 6.2 (Hardy–Littlewood–Pólya inequality). Let \( a \) and \( b \) be two vectors in \( \mathbb{R}^n \).
(a) The inequality
\[ \sum_{i=1}^{n} h(a_i) \geq \sum_{i=1}^{n} h(b_i) \]
holds for all nondecreasing convex functions \( h \) if and only if \( a \succeq_w b \).

(b) The same inequality holds for all convex functions \( h \) if and only if \( a \succeq b \).

**Remark 6.1.** This is a well-known result in theory of majorization. For a proof of Lemma 6.2, see [18, 2]. For the proof of Theorem 1, however, only part (a) is needed. Part (b) will be used in the proofs of Theorems 2 and 4.

The following lemma is instrumental to the proof of Theorem 1. Its proof is presented later in this subsection.

**Lemma 6.3.** Let \( a \) be a vector such that each element is different. There exists \( \delta > 0 \) such that if \( b_1 + b_2 = 2a \) and \( \|b_1 - b_2\| < \delta \), then \( b_1 \succeq_w a \) and \( b_2 \succeq_w a \) cannot hold simultaneously unless \( b_1 = b_2 = a \).

**Proof of Theorem 1.** Let \( S \) and \( S' \) be two neighboring knowledge elements in the knowledge partition \( S \). By assumption, the boundary between \( S \) and \( S' \) is a piecewise smooth surface. Pick an arbitrary point \( x \) on the boundary where the surface is locally smooth. Let \( \epsilon > 0 \) be small and \( R = x + \epsilon v \) and \( R' = x - \epsilon v \) for some unit-norm vector \( v \) that will be specified later. Assume without loss of generality that \( R \in S \) and \( R' \in S' \). For simplicity, we consider the noiseless setting where \( y = R \) and \( y' = R' \).

When the ground truth is \( R \), by assumption, the owner would truthfully report \( S \) as opposed to \( S' \). Put differently, the overall utility by reporting \( S \) is higher than or equal to that by reporting \( S' \). As is evident, the mechanism would output \( y \) if the owner reports \( S \); if the owner reports \( S' \), then it would output the point, say, \( \hat{r} \), that minimizes the sum of Bregman divergences \( \sum_{i=1}^{n} D_{\phi}(y_i, r_i) \) over the boundary between \( S \) and \( S' \). Assuming \( \hat{r} = x + o(\epsilon) \) for any sufficiently small \( \epsilon \) as given for the moment, we get
\[ U(x + \epsilon v) = U(y) \geq U(\hat{r}) = U(x + o(\epsilon)) \]
for any nondecreasing convex function \( U \). By Lemma 6.2, then, we must have \( x + \epsilon v \succeq_w x + o(\epsilon) \), from which it follows that
\[ x + \epsilon v \succeq_w x. \]

Likewise, we can deduce
\[ x - \epsilon v \succeq_w x \]
from taking \( R' \) as the ground truth. If each element of \( x \) is different, Lemma 6.3 concludes that \( v = 0 \) by taking \( b_1 = x + \epsilon v, b_2 = x - \epsilon v, a = x \), and \( \epsilon \) sufficiently small. This is a contradiction.

Therefore, \( x \) must have two entries, say, \( x_i \) and \( x_j \), with the same value. As \( x \) can be an arbitrary point in the interior of any smooth surface of the boundary between \( S \) and \( S' \), this shows that this surface must be part of a pairwise-comparison hyperplane.

To finish the proof, we show that, by choosing an appropriate unit-norm vector \( v \), we will have \( \hat{r} = x + o(\epsilon) \) for sufficiently small \( \epsilon \). Note that
\[ \sum_{i=1}^{n} D_{\phi}(y_i, r_i) = \frac{1}{2}(y - r)^{\top} H_{\phi}(r)(y - r) + o(\|y - r\|^2), \]
where $H_\phi(r)$ is a diagonal matrix consisting of $\phi''(r_i)$ on its diagonal for $i = 1, \ldots, n$. Owing to the twice continuous differentiability of $\phi$, this diagonal Hessian $H_\phi(r) = H_\phi(x) + o(1)$ when $r$ is close to $x$. Recognizing that $y = R = x + \epsilon v$ is close to the boundary when $\epsilon$ is sufficiently small, $\hat{r}$ is the projection of $y$ onto the tangent plane at $x$ under the $H_\phi(x)^{-1}$-Mahalanobis distance, up to low-order terms. As such, it suffices to let $v$ be a normal vector to the tangent plane at $x$ under this Mahalanobis distance.

\[ \phi'(r_i) = \phi'(x) + o(1) \]

Remark 6.2. The proof proceeds by taking the zero noise level. An interesting question for future investigation is to derive a possibly different necessary condition for honesty under the assumption of a nonzero noise level.

We conclude this subsection by proving Lemma 6.3.

Proof of Lemma 6.3. Write $\nu = b_1 - a$, which satisfies $\|\nu\| < \delta/2$. Since $a$ has no ties, both $b_1$ and $b_2$ would have the same ranking as $a$ for sufficiently small $\delta$. Without loss of generality, letting $a_1 \geq a_2 \geq \cdots \geq a_n$, we have $a_1 + \nu_1 \geq a_2 + \nu_2 \geq \cdots \geq a_n + \nu_n$ as well as $a_1 - \nu_1 \geq a_2 - \nu_2 \geq \cdots \geq a_n - \nu_n$.

Assume that both $b_1 \succeq_w a$ and $b_2 \succeq_w a$. By the definition of weak majorization, this immediately gives

\[ \nu_1 \geq 0, \nu_1 + \nu_2 \geq 0, \ldots, \nu_1 + \cdots + \nu_n \geq 0 \]

and

\[ \nu_1 \leq 0, \nu_1 + \nu_2 \leq 0, \ldots, \nu_1 + \cdots + \nu_n \leq 0 \]

Taken together, these two displays show that $\nu_1 = \nu_2 = \cdots = \nu_n = 0$. As such, the only possibility is that $b_1 = b_2 = a$.

6.2 Proof of Theorem 2

The following definition and lemma will be used in the proof of this theorem.

Definition 6.4. We say that a vector $a \in \mathbb{R}^n$ majorizes $b \in \mathbb{R}^n$ in the natural order, denoted $a \succeq_{no} b$, if

\[ \sum_{i=1}^{k} a_i \geq \sum_{i=1}^{k} b_i \]

for all $1 \leq k \leq n$, with equality when $k = n$.

A departure of this definition from weak majorization or majorization is that majorization in the natural order is not invariant under permutations.

In the lemma below, we write $a^+$ as a shorthand for the projection of $a$ onto the standard isotonic cone $\{ x : x_1 \geq x_2 \geq \cdots \geq x_n \}$. A proof of this lemma is given in Section 6.2.1.

Lemma 6.5. If $a \succeq_{no} b$, then we have $a^+ \succeq_{no} b^+$.

Remark 6.3. Both $a^+$ and $b^+$ have already been ordered from the largest to the smallest. Hence, majorization in the natural order ($\succeq_{no}$) is identical to majorization ($\succeq$) in the case of $a^+$ and $b^+$.
Now we are in a position to prove Theorem 2. Write \( π \circ a := (a_{π(1)}, a_{π(2)}, \ldots, a_{π(n)}) \) for \( a \) under permutation \( π \).

**Proof of Theorem 2.** Assume without loss of generality that \( R_1 \geq R_2 \geq \cdots \geq R_n \). In this case, the ground-truth ranking \( π^* \) is the identity, that is, \( π^*(i) = i \) for all \( i \), and the optimization program (3.2) for the Isotonic Mechanism is

\[
\min \|y - r\|^2 \\
\text{s.t. } r_1 \geq r_2 \geq \cdots \geq r_n.
\]

Its solution is the projection of \( y \) onto the isotonic cone \( \{x : x_1 \geq x_2 \geq \cdots \geq x_n\} \), that is, \( y^+ = (R + z)^+ \).

Consider the optimization program with a different ranking \( π \),

\[
\min \|y - r\|^2 \\
\text{s.t. } r_{π(1)} \geq r_{π(2)} \geq \cdots \geq r_{π(n)}.
\]  

This is equivalent to

\[
\min \|π \circ y - \tilde{r}\|^2 \\
\text{s.t. } \tilde{r}_1 \geq \tilde{r}_2 \geq \cdots \geq \tilde{r}_n,
\]

with the relationship \( \tilde{r} = π \circ r \). From this equivalence it is easy to see that the solution to (6.2) can be written as \( π^{-1} \circ (π \circ y)^+ = π^{-1} \circ (π \circ R + π \circ z)^+ \). It suffices to show that the overall utility obeys

\[
E U \left((R + z)^+\right) \geq E U \left((π \circ R + π \circ z)^+\right) = E U \left((π \circ R + π \circ z)^+\right),
\]

where the equality follows because the overall utility is invariant under permutations. Under Assumption 2.2, the entries \( z_1, \ldots, z_n \) of \( z \) are exchangeable random variables. This gives

\[
E U \left((π \circ R + π \circ z)^+\right) = E U \left((π \circ R + z)^+\right).
\]

Thus, the proof is complete if we prove

\[
E U \left((R + z)^+\right) \geq E U \left((π \circ R + z)^+\right). \tag{6.3}
\]

To prove (6.3), we utilize the following crucial fact

\[
R + z \succeq_{\text{no}} π \circ R + z.
\]

This holds because \( R_1, \ldots, R_n \) are already in descending order. Therefore, it merely follows from Lemma 6.5 that

\[
(R + z)^+ \succeq_{\text{no}} (π \circ R + z)^+
\]

or, equivalently,

\[
(R + z)^+ \succeq (π \circ R + z)^+.
\]

By Lemma 6.2, we get

\[
\sum_{i=1}^{n} U \left((R + z)^+_i\right) \geq \sum_{i=1}^{n} U \left((π \circ R + z)^+_i\right)
\]

for any convex function \( U \), which implies (6.3). This completes the proof. \( \square \)
6.2.1 Proof of Lemma 6.5

Definition 6.6. We say that $c^1$ is an upward transport of $c^2$ if there exists $1 \leq i < j \leq n$ such that $c^1_k = c^2_k$ for all $k \neq i, j$, $c^1_i + c^1_j = c^2_i + c^2_j$, and $c^1_i \geq c^2_i$.

Equivalently, $c^1$ is an upward transport of $c^2$ if $c^1$ can be obtained by moving some “mass” from an entry of $c^2$ to an earlier entry. As is evident, we have $c^1 \succeq_{no} c^2$ if $c^1$ is an upward transport of $c^2$.

The following lemmas state two useful properties of this relationship between two vectors.

Lemma 6.7. Let $a \succeq_{no} b$. Then there exists a positive integer $L$ and $c^1, \ldots, c^L$ such that $c^1 = a, c^L = b$, and $c^l$ is an upward transport of $c^{l+1}$ for $1 \leq l \leq L - 1$.

Next, recall that $a^+$ denotes the projection of $a$ onto the standard isotonic cone $\{x : x_1 \geq x_2 \geq \cdots \geq x_n\}$.

Lemma 6.8. Let $a$ be an upward transport of $b$. Then, we have $a^+ \succeq_{no} b^+$. 

Lemma 6.5 readily follows from Lemmas 6.7 and 6.8. To see this point, for any $a, b$ satisfying $a \succeq_{no} b$, note that by Lemma 6.7 we can find $c^1 = a, c^2, \ldots, c^{L-1}, c^L = b$ such that $c^l$ is an upward transport of $c^{l+1}$ for $l = 1, \ldots, L - 1$. Next, Lemma 6.8 asserts that

$$(c^l)^+ \succeq_{no} (c^{l+1})^+$$

for all $l = 1, \ldots, L - 1$. Owing to the transitivity of majorization in the natural order, we conclude that $a \succeq_{no} b$, thereby proving Lemma 6.5.

Below, we prove Lemmas 6.7 and 6.8.

Proof of Lemma 6.7. We prove by induction. The base case $n = 1$ is clearly true. Suppose this lemma is true for $n$.

Now we prove the lemma for the case $n + 1$. Let $c^1 = a = (a_1, a_2, \ldots, a_{n+1})$ and $c^2 := (b_1, a_2 - b_1, a_3, a_4, \ldots, a_{n+1})$. As is evident, $c^1$ is an upward transport of $c^2$.

Now we consider operations on the components except for the first one. Let $a' := (a_1 + a_2 - b_1, a_3, a_4, \ldots, a_{n+1})$ and $b' := (b_2, \ldots, b_{n+1})$ be derived by removing the first component of $c^2$ and $b$, respectively. These two vectors obey $a' \succeq_{no} b'$. To see this, note that $a'_1 = a_1 + a_2 - b_1 \geq b_1 + b_2 - b_1 = b_2 = b'_1$, and

$$a'_1 + \cdots + a'_k = (a_1 + a_2 - b_1) + a_3 + \cdots + a_{k+1} = \sum_{i=1}^{k+1} a_i - b_1 \geq \sum_{i=1}^{k+1} b_i - b_1 = \sum_{i=2}^{k+1} b_i = b'_1 + \cdots + b'_k$$

for $2 \leq k \leq n - 1$. Moreover, it also holds that

$$a'_1 + \cdots + a'_n = (a_1 + a_2 - b_1) + a_3 + \cdots + a_{n+1} = \sum_{i=1}^{n+1} a_i - b_1 = \sum_{i=1}^{n+1} b_i - b_1 = b'_1 + \cdots + b'_n.$$

Thus, by induction, there must exist $c'^1, \ldots, c'^L$ such that $c'^1 = a', c'^L = b'$, and $c'^l$ is an upward transport of $c'^{l+1}$ for $l = 1, \ldots, L - 1$. We finish the proof for $n + 1$ by recognizing that $c^1 \equiv a, (b_1, c^1), (b_1, c^2), \ldots, (b_1, c^L) \equiv b$ satisfy the conclusion of this lemma.
To prove Lemma 6.8, we need the following two lemmas. We relegate the proofs of these two lemmas to the Appendix. Denote by \( e_i \) the \( i \)th canonical-basis vector in \( \mathbb{R}^n \).

**Lemma 6.9.** For any \( \delta > 0 \) and \( i = 1, \ldots, n \), we have \((a + \delta e_i)^+ \geq a^+\) in the component-wise sense.

**Remark 6.4.** Likewise, the proof of Lemma 6.9 reveals that \((a - \delta e_i)^+ \leq a^+\). As an aside, recognizing the mean-preserving constraint of isotonic regression, we have \( 1^T (a + \delta e_i)^+ = 1^T a^+ + \delta \), where \( 1 \in \mathbb{R}^n \) denotes the ones vector.

**Lemma 6.10.** Denote by \( \bar{a} \) the sample mean of \( a \). Then \( a^+ \) has constant entries—that is, \( a_1^+ = \cdots = a_n^+ \)—if and only if

\[
\frac{a_1 + \cdots + a_k}{k} \leq \bar{a}
\]

for all \( k = 1, \ldots, n \).

**Proof of Lemma 6.8.** Let \( 1 \leq i < j \leq n \) be the indices such that \( a_i + a_j = b_i + b_j \) and \( a_i \geq b_i \). Write \( \delta := a_i - b_i \geq 0 \). Then, \( b = a - \delta e_i + \delta e_j \). If \( \delta = 0 \), then \( a^+ = b^+ \) because \( a = b \), in which case the lemma holds trivially. In the remainder of the proof, we focus on the nontrivial case \( \delta > 0 \).

The lemma amounts to saying that \( a^+ \geq_{\text{no}} (a - \delta e_i + \delta e_j)^+ \) for all \( \delta > 0 \). Owing to the continuity of the projection, it is sufficient to prove the following statement: there exists \( \delta_0 > 0 \) (depending on \( a \)) such that \( a^+ \geq_{\text{no}} (a - \delta e_i + \delta e_j)^+ \).

Let \( I \) be the set of indices where the entries of \( a^+ \) have the same value as \( i \): \( I = \{ k : a_k^+ = a_i^+ \} \). Likewise, define \( J = \{ k : a_k^+ = a_j^+ \} \). There are exactly two cases, namely, \( I = J \) and \( I \cap J = \emptyset \), which we discuss in the sequel.

**Case 1:** \( I = J \). For convenience, write \( I = \{ i_1, i_1 + 1, \ldots, i_2 \} \). By Lemma 6.10, we have

\[
\frac{a_{i_1} + a_{i_1 + 1} + \cdots + a_{i_2 - 1}}{l} \leq \bar{a} := \frac{a_{i_1} + x_{i_1 + 1} + \cdots + x_{i_2}}{i_2 - i_1 + 1}
\]

for \( l = 1, \ldots, i_2 - i_1 + 1 \).

Now we consider \( b = a - \delta e_i + \delta e_j \) restricted to \( I \). Assume that \( \delta \) is sufficiently small so that the constant pieces of \( b^+ \) before and after \( I \) are the same as those of \( a^+ \). Since \( a_i \leq i < j \leq a_i \), we have

\[
b_{i_1} + b_{i_1 + 1} + \cdots + b_{i_2} = a_{i_1} + a_{i_1 + 1} + \cdots + a_{i_2}.
\]

On the other hand, we have

\[
b_{i_1} + b_{i_1 + 1} + \cdots + b_{i_1 + l - 1} \leq a_{i_1} + a_{i_1 + 1} + \cdots + a_{i_1 + l - 1}
\]

since the index \( i \) comes earlier than \( j \). Taken together, these observations give

\[
\frac{b_{i_2} + b_{i_1 + 1} + \cdots + b_{i_1 + l - 1}}{l} \leq \frac{b_{i_1} + b_{i_1 + 1} + \cdots + b_{i_2}}{i_2 - i_1 + 1}
\]

for all \( l = 1, \ldots, i_2 - i_1 + 1 \). It follows from Lemma 6.10 that the projection \( b^+ = (a - \delta e_i + \delta e_j)^+ \) remains constant on the set \( I \) and this value is the same as \( a^+ \) on \( I \) since \( b_{i_1} + b_{i_1 + 1} + \cdots + b_{i_2} = a_{i_1} + a_{i_1 + 1} + \cdots + a_{i_2} \). That is, we have \( b^+ = a^+ \) in this case.
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Case 2: \( I \cap J = \emptyset \). As earlier, let \( \delta \) be sufficiently small. Write \( I = \{i_1, i_1 + 1, \ldots, i_2\} \) and \( J = \{j_1, j_1 + 1, \ldots, j_2\} \), where \( i_2 < j_1 \). Since the isotonic constraint is inactive between the \((i_1 - 1)\)th and \(i_1\)th components, the projection \( a_i^+ \) restricted to \( I \) is the same as projecting \( a_I \) onto the \( |I| = (i_2 - i_1 + 1) \)-dimensional standard isotonic cone. As \( \delta \) is sufficiently small, the projection \((a - \delta e_i + \delta e_j)_J^+ \) restricted to \( I \) is also the same as projecting \((a - \delta e_i + \delta e_j)_I \) onto the \( |I| = (i_2 - i_1 + 1) \)-dimensional standard isotonic cone.

However, since \( i \in I \) but \( j \notin J \), we see that \((a - \delta e_i + \delta e_j)_I = a_I - \delta e_i \), where \( e_i \) now should be regarded as the \((i - i_1 + 1)\)th canonical-basis vector in the reduced \((i_2 - i_1 + 1)\)-dimensional space. Then, by Lemma 6.9 and Remark 6.4, we see that

\[
\mathbf{b}_I^+ = (a_I - \delta e_i)^+ \leq a_I^+
\]

in the component-wise sense, which, together with the fact that \( b_l^+ = a_l^+ \) for \( l \in \{1, \ldots, i_1 - 1\} \cup \{i_2 + 1, \ldots, j_1 - 1\} \cup \{j_2 + 1, \ldots, n\} \), gives

\[
b_1^+ + \cdots + b_l^+ \leq a_1^+ + \cdots + a_l^+
\]

for all \( l = 1, \ldots, j_1 - 1 \). Moreover,

\[
b_1^+ + \cdots + b_l^+ - (a_1^+ + \cdots + a_l^+) = b_i^+ + \cdots + b_{i_2}^+ - (a_i^+ + \cdots + a_{i_2}^+)
\]

\[
= b_{i_1} + \cdots + b_{i_2} - (a_{i_1} + \cdots + a_{i_2})
\]

(6.4)

when \( i_2 + 1 \leq l \leq j_1 - 1 \).

Now we turn to the case \( j_1 \leq l \leq j_2 \). As earlier, for sufficiently small \( \delta \), the projection \((a - \delta e_i + \delta e_j)_J^+ \) restricted to \( J \) is the same as projecting \((a - \delta e_i + \delta e_j)_J \) onto the \( |J| = (j_2 - j_1 + 1) \)-dimensional standard isotonic cone. Then, since \( b_J = (a - \delta e_i + \delta e_j)_J = a_J + \delta e_j \), it follows from Lemma 6.9 that

\[
b_J^+ \geq a_J^+,
\]

(6.5)

and meanwhile, we have

\[
b_{j_1}^+ + \cdots + b_{j_2}^+ - (a_{j_1}^+ + \cdots + a_{j_2}^+) = b_{j_1} + \cdots + b_{j_2} - (a_{j_1} + \cdots + a_{j_2}) = \delta.
\]

(6.6)

Thus, for any \( j_1 \leq l \leq j_2 \), (6.5) and (6.6) give

\[
b_{j_1}^+ + \cdots + b_l^+ - (a_{j_1}^+ + \cdots + a_l^+) \leq b_{j_1}^+ + \cdots + b_{j_2}^+ - (a_{j_1}^+ + \cdots + a_{j_2}^+) = \delta.
\]

Therefore, we get

\[
b_1^+ + \cdots + b_l^+ - (a_1^+ + \cdots + a_l^+)
\]

\[
= b_1^+ + \cdots + b_{i_1}^+ - (a_1^+ + \cdots + a_{i_1}^+) + b_{i_1}^+ + \cdots + b_{i_2}^+ - (a_{i_1}^+ + \cdots + a_{i_2}^+)
\]

\[
= -\delta + b_{i_1}^+ + \cdots + b_{i_2}^+ - (a_{i_1}^+ + \cdots + a_{i_2}^+)
\]

\[
\leq -\delta + \delta
\]

\[
= 0,
\]

where the second equality follows from (6.4).
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Taken together, the results above show that
\[ b_1^+ + \cdots + b_l^+ \leq a_1^+ + \cdots + a_l^+ \]
for \(1 \leq l \leq j_2\), with equality when \(l \leq i_1 - 1\) or \(l = j_2\). In addition, this inequality remains true—in fact, reduced to equality—when \(l > j_2\). This completes the proof.

\[\square\]

6.3 Proof of Theorem 3

Define
\[ \tilde{U}(x) = \sum_{i=1}^{n} U(x_i; R_{\rho(i)}), \quad (6.7) \]
where \(\rho\) is a permutation such that \(x\) and \(R_{\rho}\) have the same descending order. For example, if \(x_l\) is the largest element of \(x\), so is \(R_{\rho(l)}\) the largest element of \(R_{\rho}\). By construction, \(\tilde{U}\) is symmetric. Moreover, this function satisfies the following two lemmas. The proofs are given later in this subsection.

Lemma 6.11. Under Assumption 3.2, the overall utility satisfies
\[ \sum_{i=1}^{n} U(x_i; R_i) \leq \tilde{U}(x). \]

Lemma 6.12. Under Assumption 3.2, the function \(\tilde{U}\) is Schur-convex in the sense that \(\tilde{U}(a) \geq \tilde{U}(b)\) is implied by \(a \succeq b\).

Now we are ready to prove Theorem 3.

Proof of Theorem 3. Assume without loss of generality that \(R_1 \geq R_2 \geq \cdots \geq R_n\). Denote by \(\hat{R}_{\pi}\) the output of the Isotonic Mechanism provided ranking \(\pi\). For simplicity, write \(\hat{R} = \hat{R}_{\pi^*}\), when the ranking is the true ranking \(\pi^*\). Note that \(\pi^*(i) = i\) for all \(i\), and \(\hat{R}\) and \(R\) have the same descending order. As such, we get
\[ \tilde{U}(\hat{R}) = \sum_{i=1}^{n} U(\hat{R}_i; R_i). \]

To prove
\[ \mathbb{E} \left[ \sum_{i=1}^{n} U(\hat{R}_i; R_i) \right] \geq \mathbb{E} \left[ \sum_{i=1}^{n} U(\hat{R}_{\pi,i}; R_i) \right], \]
we start by observing that
\[ \tilde{U}(\hat{R}_{\pi}) \geq \sum_{i=1}^{n} U(\hat{R}_{\pi,i}; R_i) \]
is an immediate consequence of Lemma 6.11. Hence, it is sufficient to prove
\[ \mathbb{E} \tilde{U}(\hat{R}) \geq \mathbb{E} \tilde{U}(\hat{R}_{\pi}). \quad (6.8) \]
As in the proof of Theorem 2, it follows from Lemma 6.5 that
\[ \tilde{R} = (R + z)^+ \succeq (\pi \circ R + z)^+ . \]

As Lemma 6.12 ensures that \( \tilde{U} \) is Schur-convex, the majorization relation above gives
\[ \tilde{U}(\tilde{R}) \geq \tilde{U}((\pi \circ R + z)^+) . \] (6.9)

Moreover, the coupling argument in the proof of Theorem 2 implies that \( (\pi \circ R + z)^+ \) has the same probability distribution as \( \tilde{R}_\pi \), which gives
\[ \mathbb{E} \tilde{U}((\pi \circ R + z)^+) = \mathbb{E} \tilde{U}(\tilde{R}_\pi) . \]

Together with (6.9), this equality implies (6.8).

Next, we turn to the proof of Lemma 6.11.

Proof of Lemma 6.11. Given two permutations \( \pi_1 \) and \( \pi_2 \), if there exist two indices \( i, j \) such that \( \pi_1(k) = \pi_2(k) \) for all \( k \neq i, j \) and \( R_{\pi_1(i)} - R_{\pi_1(j)} = -(R_{\pi_2(i)} - R_{\pi_2(j)}) \) has the same sign as \( x_i - x_j \), we say that \( \pi_1 \) is an upward swap of \( \pi_2 \) with respect to \( x \). As is evident, the permutation \( \rho \) in (6.7) can be obtained by sequentially swapping the identity permutation in an upward manner with respect to \( x \). Therefore, it suffices to prove the lemma in the case \( n = 2 \). Specifically, we only need to prove that
\[ U(x_1; R_1) + U(x_2; R_2) \leq U(x_1; R_2) + U(x_2; R_1) \] (6.10)
if \( x_1 \geq x_2 \) and \( R_1 \leq R_2 \).

Define
\[ g(x) = U(x; R_2) - U(x_2; R_2) - U(x; R_1) + U(x_2; R_1) . \]

Then, (6.10) is equivalent to \( g(x) \geq 0 \) for \( x \geq x_2 \). To prove this, observe that
\[ g'(x) = \frac{dU(x; R_2)}{dx} - \frac{dU(x; R_1)}{dx} \geq 0 \]
by Assumption 3.2. This establishes (6.10), thereby completing the proof.

Next, we turn to the proof of Lemma 6.12, for which we need the following lemma. For a proof of this lemma, see [18].

Lemma 6.13 (Schur–Ostrowski criterion). If a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is differentiable. Then \( f \) is Schur-convex if and only if it is symmetric and satisfies
\[ (x_i - x_j) \left( \frac{\partial f}{\partial x_i} - \frac{\partial f}{\partial x_j} \right) \geq 0 \]
for all \( 1 \leq i \neq j \leq n \).

Remark 6.5. The condition on the overall utility in Proposition 5.3 is precisely Schur-convexity. Thus, Proposition 5.3 follows from the proof of Theorem 3.
Proof of Lemma 6.12. First, consider the case where all elements of $x$ are different from each other. Without loss of generality, assume $x_i > x_j$. It suffices to prove that

$$\frac{\partial \tilde{U}(x)}{\partial x_i} - \frac{\partial \tilde{U}(x)}{\partial x_j} = \frac{dU(x; R_{\rho(i)})}{dx} \bigg|_{x=x_i} - \frac{dU(x; R_{\rho(j)})}{dx} \bigg|_{x=x_j} \geq 0.$$  \hspace{1cm} (6.11)

Since $U(x; R_{\rho(i)})$ is a convex function in $x$, we have

$$\frac{dU(x; R_{\rho(i)})}{dx} \bigg|_{x=x_i} - \frac{dU(x; R_{\rho(i)})}{dx} \bigg|_{x=x_j} \geq 0,$$

as the derivative of a convex function is a nondecreasing function. Next, recognizing that $R_{\rho(i)} \geq R_{\rho(j)}$ is implied by the construction of the permutation $\rho$, it follows from Assumption 3.2 that

$$\frac{dU(x; R_{\rho(i)})}{dx} \bigg|_{x=x_j} - \frac{dU(x; R_{\rho(j)})}{dx} \bigg|_{x=x_j} \geq 0.$$

Adding the last two inequalities, we arrive at (6.11).

If $x$ has ties—for example, $x_i = x_{i'}$ for some $i' \neq i$—then $	ilde{U}$ is one-sided differentiable with respect to $x_i$ at $x$. Indeed, the right derivative

$$\frac{\partial + \tilde{U}(x)}{\partial x_i} = \frac{dU(x; \max\{R_{\rho(i)}, R_{\rho(i')}\})}{dx} \bigg|_{x=x_i},$$

while the left derivative

$$\frac{\partial - \tilde{U}(x)}{\partial x_i} = \frac{dU(x; \min\{R_{\rho(i)}, R_{\rho(i')}\})}{dx} \bigg|_{x=x_i}.$$

Other than this difference, the remainder resembles the proof in the earlier case. For example, we still have $R_{\rho(j)} \leq \min\{R_{\rho(i)}, R_{\rho(i')}\}$ and $R_{\rho(j')} \leq \min\{R_{\rho(i)}, R_{\rho(i')}\}$ for any $j'$ such that $x_j = x_{j'}$. Thus, details are omitted.

\[ \square \]

### 6.4 Proof of Theorem 4

Write $I := (I_1, \ldots, I_p)$ for a coarse ranking of sizes $n_1, \ldots, n_p$. Let $\pi_{I,y}$ be the permutation that sorts the entries of $y$ in each subset $I_i$ in descending order and subsequently concatenates the $p$ subsets in order. For the first subset $I_1$, for example, it satisfies $\{\pi_{I,y}(1), \ldots, \pi_{I,y}(n_1)\} = I_1$ and $y_{\pi_{I,y}(1)} \geq y_{\pi_{I,y}(2)} \geq \cdots \geq y_{\pi_{I,y}(n_1)}$. If $y = (3.5, 7.5, 5, -1), I_1 = \{1, 3\}$, and $I_2 = \{2, 4\}$, this permutation gives

$$(\pi_{I,y}(1), \pi_{I,y}(2), \pi_{I,y}(3), \pi_{I,y}(4)) = (3, 1, 2, 4), \quad \pi_{I,y} \circ y = (5, 3.5, 7.5, -1).$$

When clear from the context, for simplicity, we often omit the dependence on $y$ by writing $\pi_I$ for $\pi_{I,y}$.

The proof of Theorem 4 relies heavily on the following two lemmas. In particular, Lemma 6.14 reveals the importance of the permutation constructed above.

**Lemma 6.14.** The solution to the coarse Isotonic Mechanism (4.2) is given by the Isotonic Mechanism (3.2) with $\pi = \pi_I$.  

24
Remark 6.6. Thus, the solution to (4.2) can be expressed as \( \pi_i^{-1} \circ (\pi_i \circ y)^+ \).

Next, let \( I^* := (I^*_1, \ldots, I^*_p) \) be the ground-truth coarse ranking that satisfies (4.1), while \( I \) is an arbitrary coarse ranking of the same sizes \( n_1, \ldots, n_p \).

Lemma 6.15. There exists a permutation \( \rho \) of the indices 1, \ldots, \( n \) depending only on \( I^* \) and \( I \) such that

\[
\pi_{I^*} \circ (R + a) \succeq_{no} \pi_{I} \circ (R + \rho \circ a)
\]

for any \( a \in \mathbb{R}^n \).

To clear up any confusion, note that \( \pi_{I^*} \circ (R + a) = \pi_{I^*, R+a} \circ (R + a) \) and \( \pi_{I} \circ (R + \rho \circ a) = \pi_{I, R+\rho \circ a} \circ (R + \rho \circ a) \).

The proofs of these two lemmas will be presented once we prove Theorem 4 as follows.

Proof of Theorem 4. Denote by \( \hat{R}_I \) the solution to the coarse Isotonic Mechanism (4.2). The overall utility can be written as

\[
U(\hat{R}_I) = U(\pi_i^{-1} \circ (\pi_i \circ y)^+)
= U((\pi_i \circ y)^+)
= \sum_{i=1}^{n} U((\pi_i \circ (R + z))^+).
\]

Since the permutation \( \rho \) in Lemma 6.15 is deterministic, it follows from Assumption 2.2 that \( z \) has the same distribution as \( \rho \circ z \). This gives

\[
E U(\hat{R}_I) = E \left[ \sum_{i=1}^{n} U((\pi_i \circ (R + z))^+) \right] = E \left[ \sum_{i=1}^{n} U((\pi_i \circ (R + \rho \circ z))^+) \right].
\]

By Lemma 6.15, \( \pi_{I^*} \circ (R + z) \succeq_{no} \pi_{I} \circ (R + \rho \circ z) \). By making use of Lemma 6.5, immediately, we get

\[
(\pi_{I^*} \circ (R + z))^+ \succeq_{no} (\pi_{I} \circ (R + \rho \circ z))^+
\]

or, equivalently,

\[
(\pi_{I^*} \circ (R + z))^+ \succeq (\pi_{I} \circ (R + \rho \circ z))^+.
\]

Next, applying Lemma 6.2 to (6.12) yields

\[
E U(\hat{R}_I) = E \left[ \sum_{i=1}^{n} U((\pi_i \circ (R + \rho \circ z))^+) \right] \leq E \left[ \sum_{i=1}^{n} U((\pi_{I^*} \circ (R + z))^+) \right].
\]

Recognizing that the right-hand size is just the expected overall utility when the owner reports the ground-truth coarse ranking, we get

\[
E U(\hat{R}_I) \leq E U(\hat{R}_{I^*}).
\]

This finishes the proof. \( \square \)
Proof of Lemma 6.14. Recognizing that the constraint in (4.2) is less restrictive than that of (3.2) with \( \pi = \pi_I \), it is sufficient to show that the minimum of (4.2) also satisfies the constraint of (3.2). For notational simplicity, denote by \( \hat{R} \) the optimal solution to (4.2). To prove that \( \pi_I \circ \hat{R} \) is in descending order, it is sufficient to show that for each \( i = 1, \ldots, p \), the subset \( I_i \) satisfies the property that \( \hat{R}_{I_i} \) has the same order in magnitude as \( y_{I_i} \).

Suppose that on the contrary \( \hat{R}_{I_i} \) does not have the same order in magnitude as \( y_{I_i} \) for some \( 1 \leq i \leq p \). Now let \( \hat{R}' \) be identical to \( \hat{R} \) except on the subset \( I_i \) and on this subset, \( \hat{R}'_{I_i} \) is permutated from \( \hat{R}_{I_i} \) to have the same order in magnitude as \( y_{I_i} \). Note that \( \hat{R}' \) continues to satisfy the constraint of (4.2). However, we observe that

\[
\|y - \hat{R}'\|^2 - \|y - \hat{R}\|^2 = \|y_{I_i} - \hat{R}'_{I_i}\|^2 - \|y_{I_i} - \hat{R}_{I_i}\|^2
= 2 \sum_{j \in I_i} y_j \hat{R}_j - 2 \sum_{j \in I_i} y_j \hat{R}'_j.
\]

By the rearrangement inequality, we have

\[
\sum_{j \in I_i} y_j \hat{R}_j \leq \sum_{j \in I_i} y_j \hat{R}'_j,
\]

which concludes \( \|y - \hat{R}'\|^2 \leq \|y - \hat{R}\|^2 \). This is contrary to the assumption that \( \hat{R} \) is the (unique) optimal solution to (4.2).

Proof of Lemma 6.15. We prove this lemma by explicitly constructing such a permutation \( \rho \). Let \( \rho \) satisfy the following property: \( \rho \) restricted to each subset \( I_i \) is identical to \( I_i^* \) for each \( i = 1, \ldots, p \) in the sense that

\[
\{\rho(j) : j \in I_i\} = I_i^*
\]

for each \( i \). Moreover, for any \( j \in I_i \cap I_i^* \), we let \( \rho(j) = j \), and for any other \( j \in I_i \setminus I_i^* \), we define \( \rho \) to be the (unique) mapping from \( I_i \setminus I_i^* \) to \( I_i^* \setminus I_i \) such that the induced correspondence between \( R_{I_i \setminus I_i^*} \) and \( R_{I_i^* \setminus I_i} \) is nondecreasing. For example, \( \rho \) maps the largest entry of \( R_{I_i \setminus I_i^*} \) to the largest entry of \( R_{I_i^* \setminus I_i} \), maps the second largest entry of \( R_{I_i \setminus I_i^*} \) to the second largest entry of \( R_{I_i^* \setminus I_i} \), and so on and so forth.

With the construction of \( \rho \) in place, we proceed to prove \( \pi_I \circ (R + a) \succeq_{\pi_I} \pi_I \circ (R + \rho \circ a) \). For any \( 1 \leq l \leq n \), let \( i \) satisfy \( n_1 + \cdots + n_{i-1} < l \leq n_1 + \cdots + n_{i-1} + n_i \) (if \( l \leq n_1 \), then \( i = 1 \)). Now we aim to prove

\[
\sum_{j=1}^{l} (R + a)_{\pi_I(j)} \geq \sum_{j=1}^{l} (R + \rho \circ a)_{\pi_I(j)},
\]

which is equivalent to

\[
\sum_{j=1}^{l} R_{\pi_I(j)} + \sum_{j=1}^{l} a_{\pi_I(j)} \geq \sum_{j=1}^{l} R_{\pi_I(j)} + \sum_{j=1}^{l} a_{\rho \circ \pi_I(j)}.
\]

(6.13)

By the construction of \( \rho \), we have

\[
\sum_{j=1}^{n_1 + \cdots + n_{i-1}} a_{\pi_I(j)} = \sum_{j=1}^{n_1 + \cdots + n_{i-1}} a_{\rho \circ \pi_I(j)}.
\]
In addition, the left-hand side of (6.13) sums over the \( n_1 + \cdots + n_i \) largest entries of the true values, that is,
\[
\sum_{j=1}^{n_1 + \cdots + n_i} R_{\pi^*(j)} = \sum_{j=1}^{n_1 + \cdots + n_i} R_{\pi^*(j)},
\]
where \( \pi^* \) is the true ranking of \( R \). Thus, it is sufficient to prove
\[
\sum_{j=1}^{n_1 + \cdots + n_i} R_{\pi^*(j)} + \sum_{j=n_1 + \cdots + n_i + 1}^{l} (R + a)_{\pi^*(j)} \geq \sum_{j=1}^{l} R_{\pi I^*(j)} + \sum_{j=n_1 + \cdots + n_i + 1}^{l} a_{\rho \circ \pi I^*(j)}. \tag{6.14}
\]

Note that \( J^l = \{ \rho \circ \pi I(j) : n_1 + \cdots + n_i + 1 \leq j \leq l \} \) is a subset of
\[
\{ \rho \circ \pi I(j) : n_1 + \cdots + n_i + 1 \leq j \leq n_1 + \cdots + n_i \} = \{ \rho(j') : j' \in I_i \} = I_i^*.
\]

Then, by the definition of \( \pi I = \pi I, R + a \), we have
\[
\sum_{j=n_1 + \cdots + n_i + 1}^{l} (R + a)_{\pi I^*(j)} = \sum_{j=n_1 + \cdots + n_i + 1}^{l} (R + a)_{\rho \circ \pi I^*(j)}
\]
\[
= \sum_{j=n_1 + \cdots + n_i + 1}^{l} R_{\rho \circ \pi I^*(j)} + \sum_{j=n_1 + \cdots + n_i + 1}^{l} a_{\rho \circ \pi I^*(j)},
\]
which, together with (6.14), shows that we would finish the proof of this lemma once verifying
\[
\sum_{j=1}^{n_1 + \cdots + n_i} R_{\pi^*(j)} + \sum_{j=n_1 + \cdots + n_i + 1}^{l} R_{\rho \circ \pi I^*(j)} \geq \sum_{j=1}^{l} R_{\pi I^*(j)}. \tag{6.15}
\]

Now we prove (6.15) as follows. By the construction of \( \rho \), we have \( \rho \circ \pi I(j) = \pi I(j) \) whenever \( \pi I(j) \in I_i \cap I_i^* \). Since any such \( \pi I(j) \) with \( n_1 + \cdots + n_i + 1 \leq j \leq l \) contributes equally to both sides of (6.15), without loss of generality, we can assume that \( I_i \cap I_i^* = \emptyset \). To see why (6.15) holds, note that if
\[
\sum_{j=n_1 + \cdots + n_i + 1}^{l} R_{\pi I(j)} \tag{6.16}
\]
is summed over the \( l - n_1 - \cdots - n_i \) largest entries of \( R_{I_i} \), then by the construction of \( \rho \),
\[
\sum_{j=n_1 + \cdots + n_i + 1}^{l} R_{\rho \circ \pi I(j)} \tag{6.17}
\]
is summed over the \( l - n_1 - \cdots - n_i \) largest entries of \( R_{I_i^*} \). Thus, (6.15) follows since its right-hand side is the sum of the \( l \) largest entries of \( R \). The sum (6.16) may skip some large entries, and (6.17) would skip correspondingly. Here, (6.15) remains true since summation and skipping are applied to \( R \) that has already been ordered from the largest to the smallest.
7 Discussion

In this paper, we have studied how an appraiser can better estimate an unknown vector by eliciting information from an owner who has knowledge of the vector. Assuming convex utility for the owner, among other things, we prove that if the owner truthfully provides the appraiser with information about the ground-truth vector, then the knowledge partition must be generated from pairwise comparisons between some entries of the unknown vector. Next, we show that the owner would indeed be truthful when she is asked to provide a ranking of the entries of the vector or, equivalently, to delineate most precisely the vector using pairwise comparisons. This gives a computationally efficient method that we refer to as the Isotonic Mechanism, which gives the most fine-grained information among all truthful mechanisms to the appraiser for better estimation of the unknown vector. The Isotonic Mechanism yields a more accurate estimate of the ground truth than the raw observation, regardless of the noise distribution. The accuracy gain is markedly more pronounced when the dimension of the vector is high and the noise in the observation is significant. We also have obtained several relaxations of this mechanism; for example, in the case of incomplete knowledge of the ground truth, the owner remains truthful and the appraiser can continue to improve estimation accuracy.

Our work opens a host of avenues for future research. Most immediately, a technical question is to find all pairwise-comparison-based knowledge partitions that are truthful. Another related question is to prove the conjecture that Proposition 2.9 holds for any fixed noise distribution.

Empirical studies. Coincidentally, shortly after a preliminary version of the present paper was submitted, NeurIPS 2021 required all authors to “rank their papers in terms of their own perception of the papers’ scientific contributions to the NeurIPS community.” Using this dataset, an empirical study may be used to analyze what would be the outcome if this mechanism were used in NeurIPS 2021, or at least were used as a reference for the decision making. On the flip side, peer review involves much sophistication that has not been considered in the development of the Isotonic Mechanism, and therefore more efforts are needed toward the employment of this mechanism (see Section 4 of [28]). Perhaps a more realistic starting point is to integrate the Isotonic Mechanism or its relaxations with the long line of research that aims to incentivize reviewers to provide more accurate review scores [17, 9, 30].

Extensions of statistical models. The appraiser can incorporate the information provided by the owner in a way different from (2.1). For example, an alternative to (2.1) is to solve

\[
\min_r \frac{1}{2} \| y - r \|^2 + \text{Pen}(r),
\]

(7.1)

with some penalty term \(\text{Pen}(r)\) satisfying \(\text{Pen}(r) = 0\) if \(r \in S\) and otherwise \(\text{Pen}(r) > 0\). It is valuable to find truthful knowledge partitions in this case. It is equally important to consider when the observation is generated by complex statistical models such as generalized linear models. However, even the existence of a nontrivial truthful knowledge partition is open at the moment. Moreover, the present work has not explored the setting where the ground truth takes a nonparametric form or is restricted by some constraints such as being nonnegative. This enables a connection with the literature of shape-restricted regression [24].

Relaxation of assumptions. To broaden its applicability, the robustness of the Isotonic Mechanism can be analyzed in a realistic setting where the owner might inadvertently report an incorrect
knowledge element. It is also important, but apparently challenging, to design truthful knowledge partitions when grades provided by the agents might not have the same noise distribution, which violates Assumption 2.2. From the same angle, moreover, a crucial direction is to incorporate peer prediction \([19, 32, 16, 12, 11]\) in the design of truthful mechanisms, which assumes strategic agents who receive rewards depending on their forecasts.

Perhaps the most pressing extension is concerned with the utility of the owner. Moving away from the assumption that the utility function is an arbitrary or unknown convex function, interestingly, it may be possible to obtain a more fine-grained truthful mechanism may be obtained regarding a specific convex utility function. For example, we have the following result, with its proof deferred to the Appendix.

**Proposition 7.1.** Assume that the noise terms \(z_1, \ldots, z_n\) are i.i.d. random variables with mean 0 and the overall utility is \(U(\hat{R}) = \|\hat{R}\|^2\). Then the collection of all lines passing through the origin in \(\mathbb{R}^n\),

\[
S = \{\{au : a \in \mathbb{R}\} : \|u\| = 1\},
\]

is a truthful knowledge partition.⁹

In light of this result, a meaningful question is to design better truthful knowledge partitions that correspond with given utility functions. Furthermore, a more challenging avenue for future research is to tackle nonconvex utility functions. In the nonconvex regime, however, the isotonic knowledge partition is no longer truthful (see Proposition A.1 in the Appendix). To cope with nonconvex utility, one possible approach is to include additional rewards (by, for example, the conference organizers) to the utility function so that the modified utility function becomes convex or approximately convex.

**Outlook.** At a high level, our work points to a flexible way of incorporating elements from game theory and mechanism design into statistical learning. More precisely, the owner is concerned with her utility as a function of the appraisal and her move in the game is to pick an element from the knowledge partition, while the appraiser focuses on the estimation accuracy and he can choose any template of estimators that leverages information provided by the owner.

![Figure 2: An illustration of the game between the two parties under an insider-assisted mechanism.](image)

Assuming a Stackelberg competition where the appraiser moves first followed by the owner, how can we design a knowledge partition that leads to a good equilibrium such that both parties have a good outcome? More generally, the appraiser may change his strategy given the owner’s move. Taking the example of the Isotonic Mechanism, does the appraiser have an incentive to deviate from using isotonic regression? An important question is therefore to find knowledge partitions that lead to an efficient Nash equilibrium.

⁹An knowledge element of this partition is invariant with respect to the sign change: \(\{au : a \in \mathbb{R}\} = \{a(-u) : a \in \mathbb{R}\}\). This shows that this knowledge partition is topologically equivalent to an \((n - 1)\)-sphere with antipodes identified, which is better known as the real projective space of dimension \(n - 1\). Note that this knowledge partition is not separated by piecewise smooth surfaces.
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A Appendix

Proof of Proposition 2.7. Assume that $S$ is a nontrivial knowledge partition. Pick any knowledge element $S \in \mathcal{S}$ and let $x$ be an interior point of $S$. Consider the noiseless setting with utility function $U(x) = x$, which is a nondecreasing convex function. Write $a = \sup_y \{ y : \text{interval } (x, y) \subset S \}$. If $a = \infty$, then $S$ contains all sufficiently large numbers. In this case, we instead pick any different knowledge element in order to ensure $a < \infty$.

Therefore, we can assume $a < \infty$. Let $S'$ be the knowledge element that contains a (small) right neighborhood of $a$. Taking ground truth $R = \frac{2a}{3a - 3} < a$, if the owner reports $S'$, then the solution would be $a$. Since $U(a) > U(R)$, the owner would be better off reporting $S'$ instead of $S$. This contradiction demonstrates that $S$ must be trivial.

\[ \square \]

Proof of Proposition 2.9. Recall that $\hat{R}_S$ is the solution to
\[
\begin{align*}
\min_r & \quad \|y - r\|^2 \\
\text{s.t.} & \quad r \in S.
\end{align*}
\]

When the noise level in $y = R + z$ tends to zero and the ground truth $R \in S$, the projection of $y$ onto $S$ is asymptotically equivalent to the projection of $y$ onto the tangent cone of $S$ at $R$ (see [23]). More precisely, letting $T_S(R)$ be the tangent cone of $S$ at $R$ and writing $\hat{T}_S(R)$ for the projection of $y$ onto $T_S(R)$, we have $\hat{R}_S = \hat{T}_S(R) + o(\|\hat{R}_S - R\|)$. This fact implies that, with probability tending to one,
\[
\limsup_{\sigma \to 0} \frac{\|\hat{T}_S(R) - R\|^2}{\|\hat{R}_S - R\|^2} = \limsup_{\sigma \to 0} \frac{\mathbb{E} \|\hat{T}_S(R) - R\|^2}{\mathbb{E} \|\hat{R}_S - R\|^2} = 1.
\]

To prove the first part of Proposition 2.9, therefore, it suffices to show that
\[
\|\hat{T}_S(R) - R\|^2 \leq \|\hat{T}_S(R) - R\|^2
\]
with probability one. This inequality follows from the fact that $T_{S_2}(R) \subset T_{S_1}(R)$ and both cones have apex at $R$.

Next, we prove the second part. Because both $S_1$ and $S_2$ are cones, it follows from Moreau’s decomposition theorem that
\[
\|\hat{R}_{S_1} - y\|^2 + \|\hat{R}_{S_1}\|^2 = \|y\|^2
\]
and
\[
\|\hat{R}_{S_2} - y\|^2 + \|\hat{R}_{S_2}\|^2 = \|y\|^2.
\]
Since $S_2 \subset S_1$, we get $\|\hat{R}_{S_1} - y\|^2 \leq \|\hat{R}_{S_2} - y\|^2$, which in conjunction with the two identities above gives
\[
\|\hat{R}_{S_1}\|^2 \geq \|\hat{R}_{S_2}\|^2. \quad (A.1)
\]

In the limit $\sigma \to \infty$, we have $\|\hat{R}_{S_1} - R\|^2 = (1 + o(1))\|\hat{R}_{S_1}\|^2$ and $\|\hat{R}_{S_2} - R\|^2 = (1 + o(1))\|\hat{R}_{S_2}\|^2$ with probability tending to one. Together with (A.1), this concludes
\[
\limsup_{\sigma \to \infty} \frac{\mathbb{E} \|\hat{R}_{S_2} - R\|^2}{\mathbb{E} \|\hat{R}_{S_1} - R\|^2} \leq \limsup_{\sigma \to \infty} (1 + o(1)) = 1.
\]

\[ \square \]
Proof for the example in Section 4. First, consider the case \( U(x) = x^2 \). For simplicity, we start by assuming \( R = 0 \). Due to symmetry, the expected overall utility of reporting \( S_1 \) is the same as that of reporting an arbitrary isotonic cone \( S_\pi \). In particular, taking any \( S_\pi \neq S_1 \), we have \( S_\pi \subset S_2 \). The proof of Proposition 2.9 above shows that

\[
\| \hat{R}_{S_\pi} \|^2 \leq \| \hat{R}_{S_2} \|^2
\]  

(A.2)

with probability one. By taking the expectation, we get

\[
\mathbb{E} U(\hat{R}_{S_\pi}) = \mathbb{E} \| \hat{R}_{S_\pi} \|^2 < \mathbb{E} \| \hat{R}_{S_2} \|^2 = \mathbb{E} U(\hat{R}_{S_2})
\]

since (A.2) is a strict inequality with positive probability. Equivalently, we get

\[
\mathbb{E} U(\hat{R}_{S_1}) < \mathbb{E} U(\hat{R}_{S_2}).
\]  

(A.3)

Moving back to the case \( R = (n\epsilon, (n-1)\epsilon, \ldots, 2\epsilon, \epsilon) \in S_1 \), (A.3) remains valid for sufficiently small \( \epsilon \).

Next, we consider \( U(x) = \max\{0, x\}^2 \). As earlier, we first assume \( R = 0 \). For any isotonic cone \( S_\pi \), let us take as given for the moment that the empirical distribution of the entries of \( \hat{R}_{S_\pi} \) is symmetric with respect to the origin over the randomness of the Gaussian noise. This symmetry is also true for \( S_2 \). Therefore, we get

\[
\mathbb{E} U(\hat{R}_{S_1}) = \frac{1}{2} \mathbb{E} \| \hat{R}_{S_1} \|^2 < \frac{1}{2} \mathbb{E} \| \hat{R}_{S_2} \|^2 = \mathbb{E} U(\hat{R}_{S_2}).
\]

This inequality continues to hold for sufficiently small \( \epsilon \).

To finish the proof, we explain why the above-mentioned symmetric property of \( \hat{R}_{S_\pi} \) in distribution is true. Let \( \pi^- \) be the reverse ranking of \( \pi \), that is, \( \pi^-(i) = \pi(n+1-i) \) for all \( 1 \leq i \leq n \). For any Gaussian noise vector \( z = (z_1, \ldots, z_n) \), it is easy to see that the entries (as a set) of the projection of \( z \) onto \( S_\pi \) are negative to the entries (as a set) of the projection of \( -\pi^- \circ z \) onto \( S_\pi \). Last, note that \( -\pi^- \circ z \) has the same probability distribution as \( z \). This completes the proof.

Proof of Proposition 5.1. Recognizing that the solution to the Isotonic Mechanism takes the form \( \pi^- \circ (\pi \circ (R + z))^+ \), the expected overall utility is

\[
\mathbb{E} U(\pi^- \circ (\pi \circ (R + z))^+) = \mathbb{E} U((\pi \circ (R + z))^+ = \mathbb{E} U((\pi \circ R + \pi \circ z)^+) = \mathbb{E} U((\pi \circ R + z)^+)
\]

\[
= \mathbb{E} \left[ \sum_{i=1}^{n} U((\pi \circ R + z)^+_i) \right],
\]

where we use the exchangeability of the distribution of the noise vector \( z \). Next, the assumption that \( \pi_1 \) is more consistent than \( \pi_2 \) with respect to the ground truth \( R \) implies

\[\pi_1 \circ R \succeq_{\text{no}} \pi_2 \circ R,\]
from which it follows that \( \pi_1 \circ R + z \succeq_{\text{no}} \pi_2 \circ R + z \). By the Hardy–Littlewood–Pólya inequality, therefore, we get

\[
\sum_{i=1}^{n} U((\pi_1 \circ R + z)^\dagger) \geq \sum_{i=1}^{n} U((\pi_2 \circ R + z)^\dagger)
\]

for all \( z \). This concludes

\[
\mathbb{E} U(\pi_1^{-1} \circ (\pi_1 \circ (R + z))^\dagger) \geq \mathbb{E} U(\pi_2^{-1} \circ (\pi_2 \circ (R + z))^\dagger).
\]

\( \square \)

**Proof of Lemma 6.9.** The proof relies on the min-max formula of isotonic regression (see Chapter 1 of [22]):

\[
a_k^+ = \max_{v \geq k} \min_{u \leq k} \frac{a_u + a_{u+1} + \cdots + a_v}{v - u + 1}
\]

for any \( k = 1, \ldots, n \). For simplicity, write \( b = a + \delta e_i \). Then it is clear that \( b \) is larger than or equal to \( a \) in the component-wise sense. Therefore, we get

\[
b_k^+ = \max_{v \geq k} \min_{u \leq k} \frac{b_u + b_{u+1} + \cdots + b_v}{v - u + 1} \geq \max_{v \geq k} \min_{u \leq k} \frac{a_u + a_{u+1} + \cdots + a_v}{v - u + 1} = a_k^+
\]

for all \( k = 1, \ldots, n \). This concludes the proof.

\( \square \)

**Proof of Lemma 6.10.** To begin with, assume that \( a^+ \) has constant entries. Suppose the contrary that

\[
\bar{a}_k := \frac{a_1 + \cdots + a_k}{k} > \bar{a}
\]

for some \( k \), which implies

\[
\frac{a_1 + \cdots + a_k}{k} > \bar{a} > \bar{a}_{-k} := \frac{a_{k+1} + \cdots + a_n}{n - k}.
\]

This inequality allows us to get

\[
\sum_{i=1}^{k} (a_i - \bar{a}_k)^2 + \sum_{i=k+1}^{n} (a_i - \bar{a}_{-k})^2 = \sum_{i=1}^{k} (a_i - \bar{a})^2 - k(\bar{a}_k - \bar{a})^2 + \sum_{i=k+1}^{n} (a_i - \bar{a})^2 - (n - k)(\bar{a}_{-k} - \bar{a})^2
\]

\[
< \sum_{i=1}^{n} (a_i - \bar{a})^2 = \| a - a^+ \|^2.
\]

As such, the vector formed by concatenating \( k \) copies of \( \bar{a}_k \) followed by \( n - k \) copies of \( \bar{a}_{-k} \), which lies in the standard isotonic cone since \( \bar{a}_k > \bar{a}_{-k} \), leads to a smaller squared error than \( a^+ \). This contradicts the definition of \( a^+ \).
Next, we assume that
\[
\frac{a_1 + \cdots + a_k}{k} \leq \bar{a} \quad \text{(A.4)}
\]
for all \(k = 1, \ldots, n\). To seek a contradiction, suppose that \(a^+\) has more than one constant piece. That is, a partition of \(\{1, 2, \ldots, n\} = I_1 \cup I_2 \cup \cdots \cup I_L\) with \(L \geq 2\) from the left to the right satisfies the following: the entries of \(a^+\) on \(I_l\) are constant and, denoting by \(a^+_l\) the value on \(I_l\), the isotonic constraint requires
\[
a^+_1 > a^+_2 > \cdots > a^+_L. \quad \text{(A.5)}
\]
Making use of a basic property of isotonic regression, we have
\[
a^+_{I_l} = \sum_{i \in I_l} a_i \left| I_l \right|
\]
for \(l = 1, \ldots, L\), where \(|I_l|\) denotes the set cardinality. This display, together with (A.5), shows
\[
\bar{a} = a_1 + \cdots + a_n
\]
\[
= \frac{|I_1|a^+_{I_1} + |I_2|a^+_{I_2} + \cdots + |I_L|a^+_{I_L}}{n}
\]
\[
< \frac{|I_1|a^+_{I_1} + |I_2|a^+_{I_2} + \cdots + |I_L|a^+_{I_1}}{n}
\]
\[
= a^+_{I_1}
\]
\[
= \frac{a_1 + \cdots + a_{|I_1|}}{|I_1|},
\]
an contradiction to (A.4).

\[\square\]

\textit{Proof of Proposition 7.1.} Denote by \(u\) the unit-norm vector reported by the owner (equivalently, \(-u\)). The output of the mechanism is
\[
\hat{R}_u = (u \cdot y)u = (u \cdot (R + z))u = (u \cdot R)u + (u \cdot z)u.
\]
The overall utility is
\[
\|\hat{R}_u\|^2 = \|(u \cdot R)u + (u \cdot z)u\|^2.
\]
Its expectation is
\[
\mathbb{E} \|\hat{R}_u\|^2 = \|\mathbb{E} (u \cdot R)u\|^2 + \mathbb{E} \|\mathbb{E} (u \cdot z)u\|^2 + 2 \mathbb{E} [(\mathbb{E} (u \cdot R)u) \cdot (\mathbb{E} (u \cdot z)u)].
\]
We have \(\|(u \cdot R)u\|^2 = (u \cdot R)^2\|u\|^2 = (u \cdot R)^2\) and
\[
\mathbb{E} \|u \cdot z\|^2 = \mathbb{E} (u \cdot z)^2\|u\|^2 = \mathbb{E} (u \cdot z)^2 = \|u\|^2 \mathbb{E} z_1^2 = \mathbb{E} z_1^2,
\]
where the third equality makes use of the fact that \(z_1, \ldots, z_n\) are i.i.d. centered random variables. Besides, we have
\[
2 \mathbb{E} [(\mathbb{E} (u \cdot R)u) \cdot (\mathbb{E} (u \cdot z)u)] = 2 (\mathbb{E} (u \cdot R)u) \cdot (\mathbb{E} (u \cdot z)u) = 0.
\]
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Thus, we get
\[ \mathbb{E} \| \hat{R}_u \|^2 = (u \cdot R)^2 + \mathbb{E} z_1^2 \leq \| R \|^2 + \mathbb{E} z_1^2, \]
with equality if and only if \( u \) has the same direction as \( R \), that is, \( R \in \{ au : a \in \mathbb{R} \} \). In words, the owner would maximize her expected overall utility if and only if she reports the line that truly contains the ground truth.

**Proposition A.1.** Under Assumptions 2.1 and 2.2, if the utility function \( U \) in (2.2) is nonconvex, then there exists a certain ground truth \( R \) and a noise distribution such that the owner is not truthful under the Isotonic Mechanism.

**Proof of Proposition A.1.** Let the noise vector \( z = 0 \). Since \( U \) is not convex, there must exist \( r_1 > r_2 \) such that
\[ U(r_1) + U(r_2) < 2U \left( \frac{r_1 + r_2}{2} \right). \tag{A.6} \]
Let the ground truth \( R \) satisfy \( R_1 = r_1, R_2 = r_2, \) and \( R_i = r_2 - i \) for \( i = 3, \ldots, n \). Note that \( R \) is in descending order. If the owner reports the true ranking, the solution to the Isotonic Mechanism is \( R \) itself and her overall utility is
\[ U(r_1) + U(r_2) + \sum_{i=3}^{n} U(r_2 - i). \tag{A.7} \]
However, if the owner reports \( \pi \) such that \( \pi(1) = 2, \pi(2) = 1, \) and \( \pi(i) = i \) for \( i \geq 3 \), then the solution with this ranking is
\[ \hat{R}_\pi = \left( \frac{r_1 + r_2}{2}, \frac{r_1 + r_2}{2}, r_2 - 3, r_2 - 4, \ldots, r_2 - n \right). \]
The corresponding overall utility is
\[ U \left( \frac{r_1 + r_2}{2} \right) + U \left( \frac{r_1 + r_2}{2} \right) + \sum_{i=3}^{n} U(r_2 - i) = 2U \left( \frac{r_1 + r_2}{2} \right) + \sum_{i=3}^{n} U(r_2 - i). \tag{A.8} \]
It follows from (A.6) that (A.8) \( > \) (A.7), thereby implying that the owner would be better off reporting the incorrect ranking \( \pi \) instead of the true ranking. \( \square \)