Electronic double excitations in quantum wells: Solving the two-time Kadanoff-Baym equations
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Abstract – For a quantum many-body system, the direct population of states of double-excitation character is a clear indication that correlations importantly contribute to its nonequilibrium properties. We analyze such correlation-induced transitions by propagating the nonequilibrium Green’s functions in real time within the second Born approximation. As crucial benchmarks, we compute the absorption spectrum of few electrons confined in quantum wells of different width. Our results include the full two-time solution of the Kadanoff-Baym equations as well as of their time-diagonal limit and are compared to Hartree-Fock and exact diagonalization data.

Introduction. – Real-time nonequilibrium Green’s function (NEGF) methods are becoming more and more vital for studying the optical and transport properties as well as the excitation dynamics of finite and nanoscale systems (see [1] and references therein) but they require a thorough monitoring of potential failures of many-body approximations (MBAs) [2]. Particularly, this concerns the prediction of multi-electron excitations [3] which facilitate correlated excitation pathways [4] and are known to be poorly captured by time-dependent density functional theory (TDDFT) using standard adiabatic exchange-correlation (XC) kernels [5]. Technologically, successful modeling of these states is, e.g., crucial for the design and simulation of opto-electronic devices, for many-body coherences [6] and the experimental realization of carrier multiplication in nanocrystals [7], quantum dots, wells and wires [8].

Aside from configuration interaction (CI) and exact diagonalization (ED) methods [9], excited-state calculations mainly rest on TDDFT, e.g., [5,10], and many-body perturbation theory (MBPT) using (equilibrium) Green’s functions, e.g., [10,11] and references therein. In both approaches, the central quantity is the real-time, retarded two-particle response function [3,12]

\[ \chi_{ij,kl}^{(2), R}(t,t') = \frac{\delta \rho_{ij}^{(1)}(t) / \delta f_{lk}^{(1)}(t')}{} \]

where \( \rho^{(1)} \) denotes the one-particle reduced density matrix (1pRDM), \( f^{(1)} \) is an external perturbation, and the poles of \( \chi^{(2), R} \) in frequency space refer to the excitation energies. The response function satisfies a Bethe-Salpeter equation (BSE) [11] which contains a four-point integral kernel. For this reason, solutions are computationally challenging and often obtained at the expense of full frequency dependence and self-consistency, see ref. [10] for an overview. In TDDFT, the equations are simpler (being of two-point-type) but depend on the generally unknown XC functional.

In this letter, we apply nonequilibrium real-time Green’s functions techniques to compute the excitation properties—in particular the double excitations (DEs)—of a correlated inhomogeneous quantum system. As shown in refs. [12,13], this allows to avoid the direct solution of the BSE for \( \chi^{(2)} \). Instead, we compute the first-order variation of the 1pRDM, \( \delta \rho_{ij}^{(1)}(t) = -i \hbar \delta G_{ij}^{(1)}(t,t^+) = -i \lim_{\epsilon \to 0} \delta G_{ij}^{(1)}(t,t + \epsilon) \), \( \delta G^{(1)} \) [14] following a suitable external excitation \( f^{(1)}(t) \). The key advantage of this method is that rather simple conserving approximations for the propagation of the NEGF (such as the second Born (2B) approximation) translate into high-level approximations for \( \chi^{(2), R} \) that

\[ \chi_{ij,kl}^{(2), R}(t,t') = \frac{\delta \rho_{ij}^{(1)}(t) / \delta f_{lk}^{(1)}(t')}{} \]

1The resulting final (multiply excited) state is usually not well described by a single multiply excited Slater determinant.
obey the relevant sum rules [12]. This concept was applied to excitons in optically excited semiconductors [15], the dynamic structure factor of the correlated electron gas [12] and to the absorption spectrum of small atoms and molecules [16,17].

A first extension of this real-time approach to DEs has been presented in ref. [3] focusing on the spectral and response function of small Hubbard nanoclusters in the moderate-to-strong coupling regime. Yet no unambiguous criterion how to identify DEs in the spectrum has been given, and the accuracy and scope of validity of the used 2B approximation for DEs has remained open. In this letter, we answer these open questions by systematically analyzing electronic excitations in a few-particle quantum well (QW) structure as function of interaction strength (controlled by the QW width). We propagate the two-time NEGF fully including memory effects [18–20]. In order to achieve sufficiently long simulation times, we also consider the time limit by employing the generalized Kadanoff-Baym ansatz (GKBA) [21].

Theory. – We start from a generic N-electron Hamiltonian $\hat{H}^{(N)} = \hat{H}_{\alpha}^{(N)} + \hat{H}_{\beta}^{(N)}$ composed of a non-interacting ($\alpha$) and an interacting part ($\beta$). The solution of the Schrödinger equation, $(\hat{H}^{(N)} - E_m^{(N)})\ket{\Psi_m^{(N)}} = 0$, provides the complete spectral information including the ground (excited) state with energy $E_m^{(N)} = E_{\alpha,m}^{(N)} + \Sigma_{ij}^{(2)}$ for a perturbation mediated by an operator $\hat{F}^{(N)}$, and for the system initially prepared in the state $\ket{\Psi_m^{(N)}}$, the full excitation spectrum, in the linear regime, consists of discrete peaks at frequencies $\omega_{m\rightarrow n} = \frac{1}{\hbar}(E_n^{(N)} - E_m^{(N)})$ for which the transition moment $f_{m\rightarrow n} = \bra{\Psi_n^{(N)}}\hat{F}^{(N)}\ket{\Psi_m^{(N)}}$ is non-zero.

Exact diagonalization. For a given total spin $S$ and projection $M_S$, the wave function $\ket{\Psi_m^{(N)}}$ has the representation, $\ket{\Psi_m^{(N)}} = \Lambda^{(N)}\{\ket{\psi_m^{(N)}}\} S, M_S\}$, where $\Lambda^{(N)}$ accounts for antisymmetrization and $\ket{\psi_m^{(N)}}$ describes the spatial part. If the Hamiltonian $\hat{H}^{(N)}$ is diagonalized in a product basis $\ket{P^{(N)}_{i_1\ldots i_N}} = \prod_{j=1}^{\mathcal{N}} \ket{\phi^{(1)}_{j}}$ of one-particle states $\ket{\phi^{(1)}_{j}}$, the coefficients in the expansion $\ket{\Psi_m^{(N)}} = \sum_{P^{(N)}_{i_1\ldots i_N}} \alpha_{i_1\ldots i_N} \ket{P^{(N)}_{i_1\ldots i_N}}$ form eigenvectors of the $\mathcal{M}^{N} \times \mathcal{M}^{N}$ matrix $\langle \hat{P}^{(N)}_{i_1\ldots i_N} | \hat{H}^{(N)} | \hat{P}^{(N)}_{i_1\ldots i_N} \rangle$. This is the procedure of the ED technique, where typically $\mathcal{M} \gg \mathcal{N}$ guarantees appropriate convergence. Further, as generally not all $\mathcal{M}^{\mathcal{N}}$ eigenvectors allow for the construction of a completely antisymmetric state, the relevant ground and excited state energies $E^{(N)}_m$ form an eigenvalue subset.

Approximate excitation level (AEL). In many cases, the spectrum of the system can be classified according to the number of electrons that take part in the transition $m \rightarrow n$. Such a number is, e.g., provided by the AEL [22],

$$A_{m\rightarrow n} = \frac{1}{2} \text{Tr} \left| \rho^{(1)}_m - \rho^{(1)}_n \right|,$$

with $\rho^{(1)}_m = \text{Tr}_z N \langle \psi_m^{(N)} | \psi_m^{(N)} \rangle$, where both 1pRDMs, $\rho^{(1)}_m$ and $\rho^{(1)}_n$, are expressed in the natural orbital basis that diagonalizes the initial state density matrix. While transitions with an AEL close to unity are referred to as single-excitations (SEs), an $A_{m,\rightarrow n} \approx 2$ (or 4 etc.) indicates states of essential double- (triple- or quadruple-) etc. excitation character. We note, that an integer AEL is only obtained in an effective single-particle approach using, e.g., the occupied and virtual Kohn-Sham or Hartree-Fock (HF) orbitals $\ket{\phi^{(1)}}$ of the ground state. In this frozen-orbital (FO) or Koopmans’ approximation [9], one or more electrons are promoted into virtual orbitals forming single singly or multiply excited Slater determinants. The corresponding ground (excited) state energy is approximate due to the neglect of orbital relaxations and correlations: $E_m^{(N)} = \sum_{ij} E_{ij}^{(1)} + \sum_{ij} j_{ij}^{(2)} + \sum_{ij} K_{ij}^{(2)}$, where $E_{ij}^{(1)}$ denotes the orbital energies and $j_{ij}^{(2)} = \bra{ii|\beta\beta}\delta_{ij}\rangle\ket{jj}$ represents the exchange integral with $\bra{ij|h_{\beta\beta}|kl} = \int d^3r d^3r' \zeta_i(r) \zeta_j(r') h_{\beta\beta}^{(2)}(r-r') \zeta_k(r') \zeta_l(r')$.

Non-equilibrium Green’s functions. Since CI and ED can only handle small systems and pure states, in the following, we resort to a NEGF approach. As discussed in the introduction, eq. (1) involves the NEGF $G_{ij}^{(1)}(t,t') = -\int dT \langle T \hat{c}_i\hat{c}_j(T') \rangle$ of the perturbed system, where $\hat{c}_i$ denotes fermionic creation (annihilation) operators, $i$ involves spin and orbital degrees of freedom and $G_{ij}^{(1)}(t,t') = \theta_c(t-t') G_{ij}^{(1),>}(t,t') + \theta_c(t'-t) G_{ij}^{(1),<}(t,t')$. The NEGF is defined on the round-trip Keldysh contour $C$ [23] with the contour-ordering operator $T_C$ and obeys the two-time (non-Markovian) Kadanoff-Baym equations (KBEs) [14],

$$\left\{ i\hbar \frac{\partial}{\partial t} + \delta_{\text{el}} - h^{(1)}_{\alpha,ik}(t) \right\} G_{kj}^{(1)}(t,t') = \delta_{c}(t-t') \delta_{ij} + \int_{\mathcal{C}} d\tau \Sigma_{ik}^{(1)}(\tau,\bar{\tau}) G_{kj}^{(1)}(\tau,\bar{\tau}), \quad (3)$$

together with the adjoint equation with $t \leftrightarrow t'$. Here, $h^{(1)}_{\alpha,ij}(t) = \bra{i|h^{(1)}_{\alpha}(t)|j}\rangle$ denotes the one-particle energy and summation over $k$ is implied. For the two-time self-energy $\Sigma^{(1)}$, a MBA is obtained by MBPT as functional of the NEGF and the interaction $h^{(2)}_{\beta\beta}$. In the HF approximation, one obtains $\Sigma^{(1),\text{HF}}_{ij}(t,t') = \delta_c(t-t') \Sigma^{(1),\text{HF}}_{ij}(t)$ with

$$\Sigma^{(1),\text{HF}}_{ij}(t) = -i\hbar \left\{ h^{(2)}_{\beta,ik} - h^{(2)}_{\beta,il} \right\} G^{(1)}_{kj}(t), \quad (4)$$

whereas in the 2B approximation one adds

$$\Sigma^{(1),\text{2B}}_{ij}(t,t') = -(i\hbar)^2 \hbar^{(2)}_{\beta,ik\alpha} \left\{ h^{(2)}_{\beta,lj\alpha} - h^{(2)}_{\beta,il\alpha} \right\} \times G^{(1)}_{kj}(t,t') G^{(1)}_{mn}(t,t') G^{(1)}_{lm}(t,t'), \quad (5)$$

$^2$The prime indicates a second set of coordinates.

$^3$Here, the prime implies summation over only those orbitals that contribute in the determinant.
Both expressions conserve particle number, total momentum and energy. Computationally, the time-non-local, second-order self-energy (5) involves a large number of $O(n_{\lambda}^4)$ operations at basis dimension $n_{\lambda}$. However, its evaluation can be drastically simplified by using the finite element-discrete-variabe representation (FEDVR) that leads to a scaling behavior of $O(n_{\lambda}^4)$, see ref. [19].

In this letter, we apply two variants for solving the KBEs within approximations (4) plus (5) for $\Sigma^{(1)}$.

I) We, without any further approximations, propagate the NEGF in the double-time plane under the presence of the full memory kernel (r.h.s. of the KBE). This gives rise to large memory requirements that limits the propagation time, though efficient code parallelization and FEDVR-type representations considerably extend the range of applicability, see ref. [20]. To overcome this limitation,

II) we employ the GKBA [21], $G^{(1),Z}(t,t') \approx \pm (G^{(1),R}(t,t')\rho^{(1),Z}(t,t') - \rho^{(1),Z}(t,t')G^{(1),A}(t,t'))$, with $\rho^{(1),Z}(t) = \pm i\hbar G^{(1),Z}(t,t)$, where the Green's functions are reconstructed from their values on the time diagonal. This procedure is known to yield reliable results for weak to moderate coupling, e.g., [15,24]. In the following, the retarded and advanced functions, $G^{(1),R}$ and $G^{(1),A}$, are taken at the HF level allowing to significantly reduce the computational effort in comparison to full 2B (case I) and allowing for longer propagation times combined with larger basis dimensions. In addition, the GKBA with HF propagators is conserving and satisfies the frequency sum rules [25].

For details on the propagation of the NEGF in either cases, the reader is referred to refs. [18,20,26].

To compute the excitation spectrum, the system is perturbed in the form $\hat{h}^{(1)}_{\alpha\beta ij} + f_0 \delta^{(1)\alpha i j}(t-t_0)$ for small amplitudes $f_0$, and the Fourier transform of $\langle \hat{f}^{(1)}(t)\rangle = f_0 \text{Tr}[\rho^{(1)}(t)f^{(1)}]$ is analyzed with $\delta^{(1)\alpha i j}(t) = -i[G^{(1)\alpha i j}(t,t) - G^{(1)\alpha i j}(t_0,t_0)]$. At time $t_0$, the system is in the ground state which, in case II), is generated by the method of adiabatic switching [27]. In case I), we first solve the Dyson equation for the Matsubara Green's function on the imaginary track of the contour $C$. Thereby, we limit ourselves in this letter to the HF level such that no mixed Green’s functions are required in the subsequent time-propagation (cf. ref. [18]) and sufficiently long propagation times are achieved. Additional modes, excited in this way, have vanishing dipole moment for the QW discussed below and, therefore, do not distort the results.

**Model**. – As test system, we consider $N=4$ electrons (charge $e$, effective mass $m^*$, positions $\vec{r}_i$) with singlet spin configuration $|S,M_S\rangle = |0,0\rangle$ in a QW potential of width $L$. Neglecting the lateral electron motion, the Hamiltonian in units of the confinement energy $E_0 = \hbar^2/(m^*L^2)$ reads in vertical direction

$$H^{(N)}(t) = \sum_{z=1}^{N} \delta_n^{(z)}(z_i,t) + \lambda^* \sum_{z=1}^{N} \sum_{z=1}^{N} \delta^{(z)}(z_i-z_j),$$

with $\delta_n^{(z)}(z,t) = -\frac{1}{2}\frac{\delta^2}{\delta z^2} f_0^{(1)}(z) \delta(t-t_0)$ and $\delta^{(z)}(z-z') = [(z-z')^2 + \epsilon^2]^{-1/2}$. The coupling strength $\lambda^* = L/a_0^2 = e^2m^*L/(4\pi\epsilon_0\epsilon\hbar^2)$ with effective Bohr radius $a_0^2$ and (material) dielectric constant ($\epsilon^* \epsilon_0$) defines the relative interaction strength between the electrons. While $\lambda^* \to 0$ represents the ideal quantum regime, the limit $\lambda^* \to \infty$ leads to quasi-classical, Wigner-crystal behavior. In a GaAs heterostructure ($m^* = 0.067m_e$, $\epsilon^* = 12.9$), the

--

\[ h^{(2)}_{\beta\gamma ikl} \] becomes diagonal in both $ij$ and $kl$.

\[ \text{The equilibrium version of eq. (3), e.g., ref. [19].} \]
The time-dependent Schrödinger equation (TDSE) and from the Kadanoff-Bayme equations in HF (black dashed line) and 2B approximation (blue dots). The labels \( a \) (black vertical lines) are numbered according to table 1. Upper panel: dipole excitation spectrum level, eq. (2). The red open (closed) dots indicate states that are accessible from the ground state by (non-) dipole transitions. The black squares show the excitation energies in FO approximation (integer AEL). All dipole-allowed SEs and DEs (cf. the black vertical lines) are numbered according to table 1. Upper panel: dipole excitation spectrum \( |f^{(1)}(\omega)|^2 \) as obtained from the time-dependent Schrödinger equation (TDSE) and from the Kadanoff-Baym equations in HF (black dashed line) and 2B approximation (blue dots). The labels \( a \) mark prominent deviations of the 2B result from HF and TDSE, respectively.

Moderate-to-strong coupling cases \( \lambda^* = 1 \) (5) correspond to well widths of \( L = 10.2 \text{ nm} \) (50.9 nm) which are realistic QW dimensions at confinement energies \( E_0 = 10.956 \text{ meV} \) (0.438 meV). Further, the form of \( \hat{h}^{(2)}_\beta \) with regularization \( \kappa \) (we set \( \kappa = 0.2 \)) can be motivated along ref. [28] and leads to finite integrals \( h_{\beta,ijkl}^{(2)} \). In the numerics, the NEGF and all matrix elements of eq. (3) are expressed in a one-dimensional FEDVR basis [19].

In the following, we consider \( f^{(1)} \) as the dipole operator, i.e., \( f^{(1)}(z) = z \) such that \( f_0 \) is measured in units of \( eL\Delta_0/E_0 \), where \( \Delta_0 \) is the electric field strength. The corresponding transition dipole moment (TDM) is defined by \( f_{m,n}^{(N)} = \langle \psi_m^{(N)} | \sum_{i=1}^N z_i | \psi_n^{(N)} \rangle \). For transitions of dipole (non-dipole) type, it is \( |f_{m,n}^{(N)}|^2 > 0 \) (\( |f_{m,n}^{(N)}|^2 = 0 \)).

Results. – First, we concentrate on the moderate-to-strong coupling case \( \lambda^* = 5 \) which is typical for sub-100 nm semiconductor heterostructures. In contrast to the ideal, non-interacting system\(^6\), where dipole selection rules prohibit DEs, we, here, expect doubly excited states of relevant TDM. Table 1 shows all ground-state excitation energies \( \omega_{\text{ED}}^{1,m,n} \) below \( 8E_0^0 \) as obtained from ED itemized by AEL and general dipole character. We observe, that dipole and non-dipole transitions alternate and that the AEL allows for a unique classification of each excited state. Overall, its deviation from an integer is less than 0.21.

According to table 1, the dipole excitation spectrum starts with a SE (\( n = 1 \)) of energy \( \omega_{\text{ED}}^{1,0,1} = 1.14 E_0^0 \) followed by a DE (\( n = 5 \)) with \( \omega_{\text{ED}}^{0,5,5} = 2.68 E_0^0 \), a SE (\( n = 6 \)) with \( \omega_{\text{ED}}^{0,6,6} = 2.80 E_0^0 \), and a DE (\( n = 8 \)) with \( \omega_{\text{ED}}^{0,8,8} = 3.63 E_0^0 \), etc. The first dipole-allowed triple-excitation has quantum number \( n = 15 \). Further, we note, that the energetically lowest doubly (quadruply) excited state with \( n = 3 \) (33) is not of dipole type, cf. also fig. 1 (lower panel). Moreover, table 1 includes the result of the FO approximation as carried out using the ground-state HF orbitals, see \( \omega_{\text{FO}}^{0,n} \). Thereby, the energies well approach the exact ones although FO can lead to wrong ordering, cf. \( n = 14 \) vs. 15 (16 vs. 17), and can produce shifts as large as 0.2 \( E_0^0 \), cf. \( n = 10 \) and 31.

The situation for \( \lambda^* = 5 \) is visualized in the lower and upper panel of fig. 1 including exact and the approximate NEGF results. From the linear-response dipole spectrum as obtained from the solution of the time-dependent Schrödinger equation (TDSE), see the red solid line for \( |f^{(1)}(\omega)|^2 \) (upper panel), we find that DEs appear indeed with significant TDM, cf., e.g., the peaks with \( n = 5 \) and 8. From the solution of the KBEs (3) according to case I, we obtain the time-dependent HF and 2B result, which, respectively, are indicated by the black dashes and the blue dots. First, we observe that HF has only the ability to describe SEs, cf. the peaks for states with \( n = 1 \), 6, 11 and 28. Thereby, the corresponding energies are more accurate than those in FO approximation due to the inclusion of orbital relaxations. The failure of reproducing peaks of multiply excited states, however, leads overall to a very simple spectrum. In contrast, the 2B approximation, which accounts for more than 70% of the correlation energy of the QW’s electronic ground state\(^7\), shows much more structure in the spectrum. In particular, it yields additional peaks that are located at energies for which we expect DEs, cf. the states indicated \( n = 5 \), 8 and 12.

It is tempting to identify the additional peaks in 2B as the correct DEs. However, great care is needed—especially in the context of additional deficiencies in the

\(^{6}\)The ideal ground-state energy is \( \pi^2/5 E_0^0 \).

\(^{7}\)At \( \lambda^* = 5 \), the exact ground-state energy is 5.5278 \( E_0^0 \). The approximate treatment yields in HF: 5.5384 \( E_0^0 \), in 2B: 5.5306 \( E_0^0 \), and in GKBA: 5.5296 \( E_0^0 \).
Fig. 2: (Color online) Ground-state dipole excitation spectrum of the four-electron QW as function of the coupling strength $\lambda^*$. HF: green dashed lines; GKB (case II)): gray-scaledensity plot; full 2B (case I)): blue dots; ED: red solid lines; and FO for DEs with $A_{0-n} = 2$: black squares. Note, that, for ED, only SEs and DEs are shown. While labels a–c mark the avoided crossings in the GKBASresult, labels d–f indicate excitations which are not attributable to DEs.

2B result which require explanations: i) the relatively low excitation strength for the peaks at $n = 5$ and 8 relative to those at $n = 6$ and 11 (compare with the TDSE data), ii) the observation of energy shifts and splittings for singly excited states which are well covered even by the HF result (see labels a, b), and iii) the presence of peaks at low and high energies which cannot be attributed to DEs of the system (cf. labels c, d and e).

With the intention to explain these shortcomings, we systematically investigate the excitation spectrum as function of $\lambda^*$. Focusing on SEs and DEs, fig. 2 shows how the spectrum changes when going from the non-interacting system to the moderate-to-strong coupling case $\lambda^* = 6$. In HF approximation, the SEs with $n = 1, 6, 11$ and 28 are very well described over the whole $\lambda^*$ range, see the green dashed lines which practically lie on top of the exact result (red lines). For small $\lambda^* \lesssim 1$, the same is found for the GKBAS result (gray-scale density) such that, in the limit $\lambda^* \to 0$, for both, HF and GKBAS, the SE energies exponentially converge towards the ones of the ideal system. For doubly excited states, we find a completely different behavior. Comparing GKBAS to ED and to FO (black squares), we observe that the DE energies as described by GKBAS, vary too strongly with the coupling strength though the correct $\lambda^* = 0$ limit is reached. Even “avoided” crossings of the $N$-particle energy levels occur for $\lambda^* \approx 1.75$ and thereafter for $\lambda^* \approx 3.5$ and 5, cf. labels a, b and c.

Such a behavior is not supported by the exact description. However, it is not a deficiency of the GKBAS because full 2B calculations (see the blue dots which mark resolvable peak positions) confirm this behavior.

To prove that the non-singly excited states found by GKBAS and 2B are really of DE character, we analyze in fig. 3 the TDMs of the five lowest excited states as function of $\lambda^*$. First, for the three SEs below $\lambda^* \approx 1$, the exact TDMs are nearly constant, see the red lines indicated $n = 1, 6$ and 11. Second, for the two DEs ($n = 5$ and 8), $|f^{(N)}_{0 \to n}|^2$ is several orders of magnitude smaller for low coupling strength and increases with $(\lambda^*)^2$. Both these properties can be understood by standard perturbation theory for the four-electron QW and are well reproduced by the GKBAS calculations, see the black lines. Beyond a coupling strength of $\lambda^* \approx 0.5$, however, the approximate and exact TDMs start to deviate considerably. Here, GKBAS shows a complex $\lambda^*$-dependence whereby the energetically lowest (isolated) excited state with quantum number $n = 1$ is less affected. We attribute this to the “avoided” energy levels crossings, where the energetically lowest DE takes over the role of the second SE (cf. curve a and compare with fig. 2). The same occurs for the second DE at $\lambda^* \approx 4$.

Discussion. – Following figs. 2 and 3, we can clearly distinguish between states of different excitation character in the GKBAS (2B) spectrum and conclude that reasonable results are obtained for small coupling. Moreover, we are now in a position to give reasons for some of the
deficiencies formulated for the $\lambda^* = 5$ case. Obviously, the presence of an “avoided” crossing for the third (fourth) SE in the case of 2B and GKBA as function of $\lambda^*$ explains the energy shift (splitting) in the corresponding excitation energy, cf. label a (b) in fig. 1. The fact that the 2B approximation underestimates the TDMs for several excited states is of similar reason, see, e.g., the GKBA result for the regime $\lambda^* > 2$ in fig. 3. A further main result is that, due to the strong coupling dependence of the DE energies in 2B, the peak at $\omega \approx 3.6 E_0^S (n = 8)$ in fig. 1 (blue dots) does not originate from the second but from the first DE, compare with fig. 2. In this regard, we also note that practically all energy differences $\omega_{n-n}^{2B} - \omega_{n-n}^{ED}$ for doubly excited states do not exponentially become small in the limit $\lambda^* \rightarrow 0$, although this is the case for all SEs. Instead, it seems that DEs have in 2B an intrinsic coupling dependence determined by perturbation character of the MBA. Furthermore, we mention, that the additional peaks emerging in the 2B result disappear for small $\lambda^*$ but cannot be attributed to states of the real system, cf. labels c-e in fig. 1 (upper panel) and labels d and e in fig. 2. The study of their origin requires further investigations\(^8\) — however, we report that their presence does not depend on the approximation level of the ground state at $t = t_0$, i.e., whether it is of HF type or correlated.

In conclusion, the four-electron QW is sufficiently simple to allow for exact diagonalization results. This has given us the possibility to quantify the accuracy of the 2B approximation with respect to important correlation features such as electronic double excitations (DEs), which gain importance for moderate to strong coupling. The spectrum follows from direct time propagation of the NEGF, where the GKBA has allowed for a detailed analysis for a broad range of interaction strengths (tuned by the QW width). DEs have been identified by tracing the system behavior to the zero-coupling limit analyzing the functional dependence of their oscillator strengths. With this, a systematic and reliable many-body approach to the important issue of DEs has been presented. Furthermore, we expect, that, in combination with the GKBA, the limitation to small coupling can be overcome by using more advanced many-body self-energies. Particularly, it will be interesting to see, whether and how much the observed behavior — the too strong coupling dependence of the doubly excited state energies obtained in the 2B approximation with and without the GKBA — can be “repaired” in the T-matrix or GW approximation.
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