Comparing Monte Carlo methods for finding ground states of Ising spin glasses: population annealing, simulated annealing and parallel tempering
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Population annealing is a Monte Carlo algorithm that marries features from simulated annealing and parallel tempering Monte Carlo. As such, it is ideal to overcome large energy barriers in the free-energy landscape while minimizing a Hamiltonian. Thus, population annealing Monte Carlo can be used as a heuristic to solve combinatorial optimization problems. We illustrate the capabilities of population annealing Monte Carlo by computing ground states of the three-dimensional Ising spin glass with Gaussian disorder, whilst comparing to simulated annealing and parallel tempering Monte Carlo. Our results suggest that population annealing Monte Carlo is significantly more efficient than simulated annealing but comparable to parallel tempering Monte Carlo for finding spin-glass ground states.

I. INTRODUCTION

Spin glasses present one of the most difficult challenges in statistical physics 1. Finding spin-glass ground states is important in statistical physics because some properties of the low-temperature spin-glass phase can be understood by studying ground states. For example, ground-state energies in different boundary conditions have been used to compute the stiffness exponent of spin glasses 2–4. More generally, the problem of finding ground states of Ising spin glasses in three and more dimensions is an NP-hard combinatorial optimization problem 5 and is thus closely related to other hard combinatorial optimization problems 6, such as protein folding 7 or the traveling salesman problem. As such, developing efficient algorithms to find the ground state of a spin-glass Hamiltonian—as well as related problems that fall into the class of “quadratic unconstrained binary optimization problems”—represents an important problem across multiple disciplines.

Many generally applicable computational methods have been developed to solve hard combinatorial optimization problems. Exact algorithms that efficiently explore the tree of system states include branch-and-cut 8 algorithms. Heuristic methods include genetic algorithms 9, particle swarm optimization 10 and extremal optimization 12, 13. The focus of this paper is on heuristic Monte Carlo methods based on thermal annealing approaches. In particular, we studied simulated annealing 14, parallel tempering Monte Carlo 15, 17 and population annealing Monte Carlo 18. The first two methods are well-known and have been successfully applied to minimize Hamiltonians, while the third has been much less widely used in statistical physics and a primary purpose of this paper is to introduce population annealing as an effective method for finding ground states of frustrated disordered spin systems.

Population annealing Monte Carlo 18–21 is closely related to simulated annealing and also shares some similarities with parallel tempering. Both simulated annealing and population annealing involve taking the system through an annealing schedule from high to low temperature. Population annealing makes use of a population of replicas of the system that are simultaneously cooled and, at each temperature step, the population is resampled so that it stays close to the equilibrium Gibbs distribution. The resampling step plays the same role as the replica exchange step in parallel tempering Monte Carlo. On the other hand, population annealing is an example of a sequential Monte Carlo algorithm 22, while parallel tempering is a Markov chain Monte Carlo algorithm.

In a recent large-scale study 21, we have thoroughly tested population annealing Monte Carlo against the well-established parallel tempering Monte Carlo method. Simulations of thousands of instances of the Edwards-Anderson Ising spin glass show that population annealing Monte Carlo is competitive with parallel tempering Monte Carlo for doing large-scale spin-glass simulations at low but nonzero temperatures where thermalization is difficult. Not only is population annealing Monte Carlo competitive in comparison to parallel tempering Monte Carlo when it comes to speed and statistical errors, it has the added benefits that the free energy is readily accessible, multiple boundary conditions can be simulated at the same time, the position of the temperatures in the anneal schedule does not need to be tuned with as much care as in parallel tempering, and it is trivially parallelizable on multi-core architectures.

It is well known that parallel tempering is more efficient at finding spin-glass ground states than simulated annealing 23, 24 because parallel tempering is more efficient at overcoming free-energy barriers. Here we find that population annealing is comparably efficient to parallel tempering Monte Carlo and, thus, also more efficient than simulated annealing. Nonetheless, because of
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the strong similarities between population annealing and simulated annealing, a detailed comparison of the two algorithms is informative and sheds light on the importance of staying near equilibrium, even for heuristics designed to find ground states.

The outline of the paper is as follows. We first introduce our benchmark problem, the Edwards-Anderson Ising spin glass, and the population annealing algorithm in Sec. II. We then study the properties of population annealing for finding ground states of the Edwards-Anderson model and compare population annealing with simulated annealing in Section III B. We conclude by comparing the efficiency of population annealing and parallel tempering in Section IV and present our conclusions in Section V.

II. MODELS AND METHODS

A. The Edwards-Anderson model

The Edwards-Anderson (EA) Ising spin-glass Hamiltonian is defined by

$$\mathcal{H} = -\sum_{\langle ij \rangle} J_{ij} s_i s_j,$$

where $s_i = \pm 1$ are Ising spins on a $d$-dimensional hypercubic lattice with periodic boundary conditions of size $N = L^d$. The summation $\langle ij \rangle$ is over all nearest neighbor pairs. The couplings $J_{ij}$ are independent Gaussian random variates with mean zero and variance one. For Gaussian disorder, with probability one, there is a unique pair of ground states for any finite system. We call a realization of the couplings $\{J_{ij}\}$ a sample. Here we study the three-dimensional (3D) EA model.

B. Population Annealing and Simulated Annealing

Population annealing (PA) and simulated annealing (SA) are closely related algorithms that may be used as heuristics to find ground states of the EA model. Both algorithms change the temperature of a system through an annealing schedule from a high temperature where the system is easily thermalized to a sufficiently low temperature where there is a significant probability of finding the system in its ground state. At each temperature in the annealing schedule $N_S$ sweeps of a Markov chain Monte Carlo algorithm are applied at the current temperature. The annealing schedule consists of $N_T$ temperatures. The ground state is identified as the lowest energy configuration encountered during the simulation.

Population annealing differs from simulated annealing in that a population of $R$ replicas of the system are cooled in parallel. At each temperature step there is a resampling step, described below.

The resampling step in PA keeps the population close to the Gibbs distribution as the temperature is lowered by differentially reproducing replicas of the system depending on their energy. Lower energy replicas may be copied several times and higher energy replicas eliminated from the population. Consider a temperature step in which the temperature $T = 1/\beta$ is lowered from from $\beta$ to $\beta'$, where $\beta' > \beta$. The re-weighting factor required to transform the Gibbs distribution from $\beta$ to $\beta'$ for replica $i$ with energy $E_i$, is $e^{-(\beta' - \beta) E_i}$. The expected number of copies $n_i(\beta, \beta')$ of replica $i$ is proportional to the re-weighting factor

$$\tau_i(\beta, \beta') = e^{-(\beta' - \beta) E_i} Q(\beta, \beta'),$$

where $Q$ is a normalization factor that keeps the expected population size fixed,

$$Q(\beta, \beta') = \frac{1}{R} \sum_{i=1}^{R} e^{-(\beta' - \beta) E_i}.$$

Here $R_0$ is the actual population size at inverse temperature $\beta$. A useful feature of PA is that the absolute free energy can be easily and accurately computed from the sum of the logarithm of the normalizations $Q$ at each temperature step. Details can be found in Ref. [19].

Resampling is carried out by choosing a number of copies to make for each replica at the population at $\beta'$. There are various ways to choose the integer number of copies $n_i(\beta, \beta')$ having the correct (real) expectation $\tau_i(\beta, \beta')$. The population size can be fixed ($R_0 = R$) by using the multinomial resampling [20] or residual resampling [25]. Here we allow the population size to fluctuate slightly and use nearest integer resampling. We let the number of copies be $n_i(\beta, \beta') = \lceil \tau_i(\beta, \beta') \rceil$ with probability $\tau_i(\beta, \beta') - n_i(\beta, \beta')$ and $n_i(\beta, \beta') = \lfloor \tau_i(\beta, \beta') \rfloor$, otherwise, $\lfloor x \rfloor$ is the greatest integer less than $x$ and $\lceil x \rceil$ is least integer greater than $x$. This choice insures that the mean of $n_i(\beta, \beta')$ is $\tau_i(\beta, \beta')$ and the variance is minimized.

The resampling step ensures that the new population is representative of the Gibbs distribution at $\beta'$ although for finite $R$, biases are introduced because the low-energy states are not fully sampled and because the population is now correlated due to the creation of multiple copies. Both of these problems are partially corrected by carrying out Metropolis sweeps.

In all our PA and SA simulations, the annealing schedule consists of temperatures that are evenly spaced in $\beta = 1/T$ with the highest temperature $1/T = \beta = 0$ and the lowest temperature $1/T = \beta = 5$. The Markov chain Monte Carlo is the Metropolis algorithm and, unless otherwise stated, there are $N_S = 10$ Metropolis sweeps at each temperature.

For both PA and SA the ground state is presumed to be the lowest energy spin configuration encountered at the end of the simulation. For SA it is most efficient
to do multiple runs and choose the lowest energy from among the runs rather than do one very long run. Thus, the SA results are typically stated as a function of the number of runs $R$. Population annealing is inherently parallel and we report results for a single run with a population size $R$. Indeed, choosing the minimum energy configuration among $R$ runs of SA is equivalent to running PA with the same population size but with the resampling step turned off, which justifies using the same symbol $R$ to describe the population size in PA and the number of runs in SA.

While population annealing is primarily designed to sample from the Gibbs distribution at nonzero temperature, here we are interested in its performance for finding ground states. We test the hypothesis that the resampling step in PA improves ground-state searches as compared to SA. The motivation for this hypothesis is that the resampling step removes high-energy spin configurations and replaces them with low-energy configurations, thus potentially increasing the probability of finding the ground state for a given value of $R$.

The equilibration of population annealing can be quantified using the family entropy of the simulation. A small fraction of the initial population has descendants in the final population at the lowest temperature. Let $\nu_i$ be the fraction of the final population at the lowest temperature descended from replica $i$ in the initial population. Then the family entropy $S_f$ is given by

$$ S_f = -\sum_i \nu_i \log \nu_i. \tag{4} $$

The exponential of the family entropy is an effective number of surviving families. A high family entropy indicates smaller statistical and systematic errors and can be used as a thermalization criterion for the method.

C. Measured Quantities

To compare PA and SA we investigated the following quantities. For PA let $g(R)$ be the fraction of the population in the ground state for a run with population size $R$. It is understood that $g$ is measured at the lowest simulated temperature. Clearly, the quantity $g(1)$ is simply the probability of finding the ground state in a single run of SA. Let $P(R)$ be the probability of finding the ground state in a run with population size $R$. For SA, $P_{SA}(R)$ is the probability of finding the ground state in $R$ independent runs, i.e.,

$$ P_{SA}(R) = 1 - [1 - g(1)]^R. \tag{5} $$

However, for PA the resampling step tends to reproduce discoveries of the ground state so that the probability $P_{PA}(R)$ is less than the result for $R$ independent searches. What we actually measured is $N_0$, the number of occurrences of the ground state in the population from which we obtained $g(R) = N_0/R$ in the case of PA and $g(1)$ in the case of SA.

In the limit of large $R$, PA generates an equilibrium population described by the Gibbs distribution so

$$ \lim_{R \to \infty} g(R) = g_0, \tag{6} $$

where $g_0$ is the fraction of the ensemble in the ground state,

$$ g_0 = \frac{1}{Z(\beta)} e^{-\beta E_0} = 2 e^{-\beta E_0 + \beta F(\beta)}, \tag{7} $$

where $E_0$ is the ground-state energy, $Z(\beta)$ is the partition function and $F(\beta) = -\log[Z(\beta)]/\beta$ is the Helmholtz free energy. As explained in Refs. [19, 21, 26], PA yields accurate estimates for the Helmholtz free energy based on the normalization factors $Q(\beta, \beta')$ defined Eq. (3). Thus, we have an independent prediction for the limiting value of $g(R)$.

We considered two disorder averaged quantities as well. The first is the probability of finding the ground state, averaged over disorder samples,

$$ \eta = \bar{P}, \tag{8} $$

where the overbar indicates a disorder average. The quantity $\eta$ is the primary measure we used to compare the three algorithms.

The second quantity, $\alpha$ is a disorder-averaged measure of accuracy of finding the ground-state energy, i.e.,

$$ \alpha = 1 - \frac{E_{\text{min}}}{E_0}, \tag{9} $$

where $E_{\text{min}}$ is the minimum energy found in the simulation, which might not be the true ground-state energy $E_0$.

III. RESULTS

A. Finding Ground States with Population Annealing

To compare population annealing and simulated annealing, we need a collection of samples with known ground-state energies. In Ref. [21] we reported on a simulation of approximately 5000 samples of the 3D EA spin glass for size $L = 4, 6, 8, 10$ using large population runs of PA. Ground-state energies were obtained from these runs by taking the lowest energy encountered in the population at the lowest temperature, $\beta = 5$, using more than adequate resources. We used the data from this large-scale simulation as the reference ground-state energy for each sample and compared the same set of samples for smaller PA runs and for SA runs. The population size and number of temperature steps in the reference data set are shown in Table I.

Population annealing, like simulated annealing and parallel tempering, is a heuristic method and it is not guaranteed to find the ground state except in the limit
TABLE I: Simulation parameters of the reference simulations of Ref. [21] from which ground states were obtained. \( L \) is the linear system size, \( R \) is the population size, \( N_T \) is the number of temperatures in the annealing schedule, \( \min(N_0) \) is the minimum with respect to samples of the number of replicas in the ground state.

| \( L \) | \( R \) | \( N_T \) | \( \min(N_0) \) |
|--------|--------|---------|-------------|
| 4      | \( 5 \times 10^4 \) | 101     | 3370        |
| 6      | \( 2 \times 10^5 \) | 101     | 1333        |
| 8      | \( 5 \times 10^5 \) | 201     | 172         |
| 10     | \( 1 \times 10^6 \) | 301     | 2           |

of an infinite population size. Nonetheless, we have confidence that we have found the ground state for all or nearly all samples. For an algorithm like PA that is designed to sample the Gibbs distribution at low temperature, the question of whether the true ground state has been found is closely related to the question of whether equilibration has been achieved at the lowest simulated temperature. The candidate ground state is defined as the minimum energy state in the population at the lowest temperature \( \beta \). For an equilibrium ensemble, the fraction of the ensemble in the ground \( g_0 \) is given by the Gibbs distribution, Eq. (7). If the number of copies of the found ground state in the low-temperature population \( N_0 \) is large and if the population is in equilibrium, then it is unlikely that the true ground-state energy has not been found. Because, if we have not found the true ground state, the number of copies of the true ground state, \( R g_0 \) would be expected to be even larger than \( N_0 \). Thus, if we believe the population is in equilibrium at low temperature and if the candidate ground state is found many times in the low-temperature population, then we have high confidence that the candidate is the true ground state.

Of course, it cannot be guaranteed that the population generated by PA is in equilibrium at low temperature. However, the production runs from which we measured ground-state energies passed a stringent thermalization test. We required a large effective number of independent families based on the family entropy, defined in Eq. (4). We required \( e^{R} \geq 100 \); additional runs were done for those samples that did not meet these criteria. We also compared our results for the same set of samples to results reported in Ref. [27] using parallel tempering Monte Carlo. We found good agreement for both averaged quantities and the overlap distribution for individual samples.

In addition to the equilibration test, we recorded the number of copies of the ground state in the population at the lowest temperature and found that for most samples this number is large. A histogram of \( N_0/R = g(R) \approx g_0 \) of all samples is given in Fig. 1 for each system size \( L \). The minimum value of \( N_0 \) for each system size is shown in Table I. For the small fraction (0.7%) of \( L = 10 \) samples with \( N_0 < 10 \) we re-ran PA with a ten-fold larger population, \( R = 10^7 \). In no case did the ground-state energy change. In addition, for the one sample with \( N_0 = 2 \) we confirmed the ground state using an exact branch and cut algorithm run on the University of Cologne Spin Glass Server [28]. Based on the strict equilibration criteria and the large number of ground states reported in Table I we are confident that we have found true ground states for all samples.

As an additional check, we compared the disorder averaged ground-state energy per spin against values in the literature using the hybrid genetic algorithm [29] and parallel tempering (PT) [23]. The comparison is shown in Table II and reveals that all three methods yield the same average energy within statistical errors.

TABLE II: Comparison of the disorder averaged ground-state energy per spin for the EA model with those obtained from the hybrid genetic algorithm [29] and PT [23].

| \( L \) | PA       | Hybrid genetic | PT       |
|--------|----------|----------------|----------|
| 4      | -1.6639(14) | -1.6655(6)     | -1.6660(2) |
| 6      | -1.6890(7)   | -1.6894(5)     | -1.6891(4) |
| 8      | -1.6961(5)   | -1.6955(4)     | -1.6955(6) |
| 10     | -1.6980(3)   | -1.6975(5)     | -1.6981(7) |

A striking feature of Fig. 1 is that the fraction of the ensemble in the ground state \( g_0 \) decreases rapidly as \( L \) increases. Thus, for any temperature-based heuristic, including PA, SA, and PT, it is necessary to simulate at lower temperatures and/or use larger populations (or for...
PT, longer runs) as \( L \) increases. To understand this requirement more formally we re-write Eq. (7) in terms of intensive quantities

\[
g_0 = 2 \exp[-N \beta(e_0 - f(\beta))],
\]

where \( e_0 \) and \( f(\beta) \) are the ground-state energy and free energy per spin, respectively, and \( N = L^3 \) is the number of spins. In the thermodynamic limit, \( (e_0 - f(\beta)) \) is expected to converge to a positive number that is independent of the disorder realization. Thus, for fixed \( \beta \), the fraction of the ensemble in the ground state decreases exponentially in the system size.

As discussed in Sec. II B, population annealing gives a direct estimator of the free energy, thus we can independently measure all of the quantities in Eq. (7) and carry out a disorder average. Because the observables on the right-hand side of Eq. (7) appear in the exponent, it is convenient to take the logarithm and then carry out the disorder average. Table III compares \( \log_{10} g_0 \) and \( \log_{10} 2 - \beta(E_0 - F)/\log(10) \) at \( \beta = 5 \). The table confirms the expected equilibrium behavior of the fraction in the ground state. Note that the observables \( g_0, E_0 \) and \( F \) are not entirely independent quantities, which explains why the statistical errors are significantly larger than the difference in the values. On the other hand, if the simulation was not in thermal equilibrium, these quantities would not agree.

| \( L \) | \( \log_{10} g_0 \) | \( \log_{10} 2 - \beta(E_0 - F)/\log(10) \) |
|-------|-----------------|------------------|
| 4     | -0.2644(28)     | -0.2643(28)      |
| 6     | -0.7573(46)     | -0.7563(46)      |
| 8     | -1.6933(77)     | -1.6925(67)      |
| 10    | -3.2358(104)    | -3.2297(91)      |

For all the reasons discussed above we believe that we have found the true ground state for all samples. However, our main conclusions would not be affected if a small fraction of the reference ground states are not true ground states.

B. Comparison between Population Annealing and Simulated Annealing

1. Detailed Comparison for a Single Sample

In this section we present a comparison of population annealing and simulated annealing for a single disorder realization. This sample was chosen to be hardest to equilibrate for \( L = 8 \) based on having the smallest family entropy [see Eq. (4)], however it has a probability of being in the ground state at the lowest temperature near the average for size \( L = 8 \). For this sample we confirmed the ground-state energy found in the reference PA run using the University of Cologne Spin Glass Server [28].

Figure 2 shows the fraction of the population in the ground state \( g(R) \) as a function of population size \( R \) for PA. The result for the probability that SA has found the ground state in a single run is simply the value at \( R = 1 \). In this simulation, we used \( N_T = 101 \) temperatures with \( N_S = 10 \) sweeps per temperature for both algorithms. It is striking that the fraction of ground states in the population increases by about four orders of magnitude from the small value for SA, \( g(1) \) to the limiting value for PA for large \( R \), \( g(10^6) \approx g_0 \). This result shows that resampling greatly increases the probability that a member of the PA population is in the ground state. It suggests that even though equilibration is not required for finding ground states, the probability of finding the ground state is improved when the simulation is maintained near thermal equilibrium. Of course, remaining near equilibrium as the temperature is lowered is also a motivation for SA but lacking the resampling step, SA falls out of equilibrium once the free-energy landscape roughness significantly exceeds \( k_B T \). However, the ratio of \( g(R)/g(1) \) is an overestimate of the ratio the probabilities for actually finding the ground state for a fixed \( R \) because once the ground state is discovered in PA, it is likely to be reproduced many times.

The probability of finding the ground state \( P \) for a given amount of computational work is an appropriate metric to compare the two algorithms. We measured the
amount of work $W$ in Metropolis sweeps, $W = RN_T N_S$. In most of our comparisons we used the same value of $N_T$ and $N_S$ for both PA and SA. However, it is not clear whether the two algorithms are optimized with the same values of $N_T$ and $N_S$. We performed additional optimization of SA varying $N_T$ and $N_S$. We used the computational work divided by the probability of finding the ground state in a single SA run, $N_T N_S / g$ as a figure of merit. Note that in the relevant large-$R$ regime, minimizing $N_T N_S / g$ is equivalent to maximizing $\mathcal{P}$ for a fixed amount of work. Figure 3 shows $N_T N_S / g$ vs $N_T N_S$ and reveals a broad minimum near $N_T N_S \approx 5 \times 10^4$. We therefore performed SA simulations at the same value used for PA, $N_T N_S = 1010$ and a more nearly optimal value, $N_T N_S = 5000$. Note that for SA it is only the product, $N_T N_S$ that determines the efficiency, not $N_T$ and $N_S$ separately. Note also that the efficiency decreases when $N_T N_S$ is too large suggesting that it is better to do many shorter SA runs rather than a single long run.

Figure 4 compares $\mathcal{P}_{SA}$, obtained from Eq. (3), and $\mathcal{P}_{PA}(R)$, obtained from multiple runs of PA as a function of the computational work $W$. In this simulation we used $N_T = 101$ temperatures with $N_S = 10$ for PA and the lower SA curve. The upper SA curve corresponds to the optimal value $N_T N_S = 5000$. Computational work was varied by changing $R$ holding $N_T$ and $N_S$ fixed. For intermediate values of $R$, corresponding to realistic simulations, $\mathcal{P}_{PA}$ exceeds $\mathcal{P}_{SA}$ by one or two orders of magnitude and the amount of work needed to be nearly cer-

We compared population annealing and simulated annealing for approximately 5000 disorder realizations for each of the four system sizes, $L = 4, 6, 8, 10$, and for several different population sizes. For SA the population size refers to the number of independent runs. Both algorithms use the same annealing schedule with evenly spaced inverse temperatures starting with infinite temperature and ending at $T_0 = 0.2$. The number of sweeps per temperature is $N_S = 10$. The population sizes $R$, number of temperatures in the annealing schedule $N_T$, the number of disorder realizations $M$ and the corresponding parameters for the reference runs are given in Table IV.

Figure 5 shows $\alpha$, the disorder averaged error in finding the ground state (see Eq. (9)), as function of population
size $R$ for SA and PA. For small systems neither algorithm makes significant errors even for small populations but as the system size increases, PA is significantly more accurate.

Figure 6 shows $\eta$, the disorder-averaged fraction of samples for which the ground state is found [see Eq. (8)], as a function of population size $R$. Again, we see that for $L = 4$ and 6, the two algorithms are comparable but for $L = 8$ and 10, population annealing is far more likely to find the ground state for the same population size. It is clear from Figs. 5 and 6 that population annealing is both more accurate and more efficient at finding ground states than simulated annealing and that as system size increases, the relative advantage of PA over SA increases.
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**Figure 6:** (Color online) Fraction of samples for which the ground state is found ($\eta$) vs log population size, log$_{10}(R)$ for population annealing and simulated annealing.

### IV. COMPARISON BETWEEN POPULATION ANNEALING AND PARALLEL TEMPERING

In this section, we compare the efficiency of population annealing (PA) and parallel tempering (PT) when finding ground states. We first briefly describe parallel tempering Monte Carlo. Parallel tempering simultaneously simulates $N_T$ replicas of the system at $N_T$ different temperatures. In addition to single-temperature Metropolis sweeps, PA uses replica exchange moves in which two replicas at neighboring temperatures swap temperatures. To satisfy detailed balance, the swap probability $p_{\text{swap}}$ is given by

$$p_{\text{swap}} = \min \left[ 1, \exp \left[ \frac{(\beta' - \beta)(E' - E)}{kT} \right] \right], \quad (11)$$

where $E$ and $E'$ are the energies of the replicas proposed for exchange at temperatures $\beta$ and $\beta'$, respectively.

Results for PT are taken from Romá et al. [23], who studied the disorder-averaged probability of finding the ground state $\eta$ for the 3D EA model for the same sizes considered here. They gave an empirical fit of their data of the form,

$$\eta = \frac{e^{qx}}{1 + e^{qx}}, \quad (12)$$

where $q$ is a fitting parameter and $x$ is a function of the computational work $W$ and system size $L$ defined as

$$x = \frac{\log(W/2) - (bL^c - a)}{L^d}, \quad (13)$$

and the work is calculated in units of Monte Carlo sweeps. For PT, the computational work is given by, $W = N_T N_S$, while for PA, it is given by, $W = RN_T N_S$. We assume that the work involved in replica exchange moves for PT and in population resampling for PA is negligible compared to the work associated with the Metropolis

---

**TABLE IV:** Parameters of the numerical simulations for comparison between PA and SA. $R$ is the population size, $N_T$ is the number of temperatures, and $M$ is the number of samples studied. The reference parameters are for the PA runs used to estimate the ground-state energy for each sample.

| $L$ | $\log_{10} R$ | $N_T$ | $M$ | Ref. $R$ | Ref. $N_T$ |
|-----|---------------|-------|-----|----------|------------|
| 4   | (1,2,3,4)    | 101   | 4941 | $5 \times 10^4$ | 101 |
| 6   | (1,2,3,4,5)  | 101   | 4959 | $2 \times 10^5$ | 101 |
| 8   | (1,2,3,4,5)  | 101   | 5099 | $5 \times 10^5$ | 201 |
| 10  | (1,2,3,4,5)  | 201   | 4945 | $1 \times 10^6$ | 301 |

---
sweeps. The fitting parameters for the 3D EA model reported in [23] are $a = -0.05$, $b = 1.55$, $c = 1$, $d = 0.2$, and $q = 2$.

Figure 7 shows $\eta$, the fraction of samples for which the ground state is correctly found, vs the scaled work $x$ for our PA data (points) and the fit for PT from [23] (solid curve). It is striking that both algorithms perform nearly identically over the whole range of sizes and amounts of computational work.

![Figure 7](image)

**FIG. 7:** (Color online) Fraction of samples for which the ground state is found ($\eta$) as a function of the scaled computational work $x$ [Eq. (13)] for both population annealing and parallel tempering. The curve is taken from the empirical fit [Eq. (12)] of Ref. [23].

V. CONCLUSION

We have carried out a detailed comparison of three Monte Carlo heuristics based on thermal annealing for finding ground states of spin-glass Hamiltonians. The algorithms compared are population annealing, simulated annealing and parallel tempering Monte Carlo. We find that population annealing is more efficient than simulated annealing and has better scaling with the system size. In particular, the CPU time needed for resampling the population is negligible. Thus, with a similar numerical effort as for simulated annealing, population annealing provides a sizable performance improvement. We also find that population annealing and parallel tempering are comparably efficient. A general conclusion is that Monte Carlo heuristics based on thermal annealing are enhanced by mechanisms that improve thermalization at every temperature. In population annealing, this mechanism is resampling and in parallel tempering it is replica exchange. Simulated annealing depends entirely on local Monte Carlo moves and fails to remain close to equilibrium at low temperatures where the free-energy landscape is rough. Furthermore, we observed that the ensemble defined by simulated annealing has far less weight in the ground state than the equilibrium ensemble for realistic computational effort. This deficiency results in a significantly lower probability of finding the ground state for a given amount of computational effort as compared to either population annealing or parallel tempering, which stay close to thermal equilibrium.

There is no obvious reason to suppose that the temperature-dependent Gibbs distribution is the best target distribution for improved heuristics such as population annealing or parallel tempering Monte Carlo. Distributions other than the Gibbs distribution that concentrate on the ground state as “temperature” is decreased might perform even better than the Gibbs distribution and should be investigated.
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