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Abstract: Anomaly detection is the process and technique of finding deviance or unexpected behavior in a certain dataset, this type of unforeseen behavior is also known as anomalies or outliers. Here has been talked about various kinds of anomalies and their innovative compartmentalization based on different manners. In the current world, a lot of information is stored and moved from one side to an alternative location. When data transferred it can be hacked by attackers, whereas different methods and techniques are present to protect data from unknown attacks.

Therefore, to investigate and examine the information and to handle different types of attacks. Data mining methodologies have come out to make it minimum endangered. Different hybrid methods can be used to recognize identified and unidentified attacks more precisely.

This paper analyzed different data mining methods for anomaly detection to provide improved interpretation for researchers.

The paper introduced some considerable data mining techniques used to detect anomalies.
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I. INTRODUCTION

Anomaly detection is the procedure and technique of finding deviance or an uncommon fact in a certain dataset. The arrangements in which the current behavior is not normal as compare to the previous working and it can be unexpected behaviors which are previously not recognized, sometimes it may be dangerous, and sometimes it maybe not. This word anomaly is also known as an outlier. Many researchers who are working on data mining, normally there focused on some other methods like clustering and classification.

But, assessment experienced a revolution in 2000 when researchers and scholars originate recognition of unusual things that can help to resolve the actual world difficulties seen in harm detection, fraud or scam detection, detection of strange medical state, and intrusion detection. Sometimes anomalies hold appreciated information about irregular features of the systems [1]. There are three types of anomalies and it can be classified as point, contextual and collective anomaly. If a particular occurrence can be measured as anomalous in respect of its aspects, it is identified as a point anomaly. For instance, if data instance is irregular in a precise situation. The anomaly arises at a definite time or a certain region. Collective anomalies can be shaped as a group of associated data instances is irregular concerning the complete dataset, but not separate standards.

Anomaly detection is the maximum correct when it is founded on whimsicality, we can use anomaly decoction in the future as reminder support [2]. Anomaly points is the unexpected points that are all away from other points as shown in figure 1. Intrusion detection contains many outfits and methods such as statistics, machine learning, and data mining for the detection of an attack and that screen a network or system for malicious movement. Data mining techniques and methods for Intrusion Detection systems (IDS) providing maximum accuracy and admirable finding on various kinds of attacks. IDS provided support to the security of communication and advance information systems to avoid dangerous actions and security defilements [3]. To main detection procedure and to direct the exposed patterns, background information may be used to direct the exposed patterns not solitary on a brief period but at many stages of the concept.

Anomalies are the patterns in the data set that don’t follow a well-organized idea of regular behavior, Anomalies can’t continuously be categorized as an attack but it may be shocking or unpredicted behavior that is earlier not recognized [4]. The pattern exposed should be stimulating because moreover, they characterize mutual information or deficiency innovation. This data cannot proceed until it is converted into beneficial information, and it compulsory to analyze a large amount of data and mining useful information from it. It also examines the arrangements that diverge from predictable standards. The system should learn to categorize present behavior as reliable or abnormal with previous behavior by the only optimistic instance of the data set [5].
In this work, the aim of this paper to identify and categorize a well understanding of the different kinds of data mining methods to anomaly detection continuing presently. In this work, the author attempts to associate current data mining techniques to gain improved performance outcomes, detection of irregular or unpredicted behavior will capitulate to training and classify it into innovative kinds of attacks or another specific type of intrusions. Anomaly detection in data mining is an innovative study effort that delivers the investigation of exact data by using machine learning and data mining techniques. This research work with innovative methods that are done by several researchers and the assessment will be supportive to researchers for achieving a basic vision of different methods for anomaly detection.

II. LITERATURE REVIEW

This research work presented an extensive variety of methodologies that are appropriate for anomaly detection systems in the data mining field and other social network areas. This work core aims to analyze the social networks centric anomaly detection methods that are mainly categorized as behavior-based, spectral based, and structure-based. Most of the classification additional integrates the number of methods that have converged in the work. According to this work, the social network's current issues represent uncommon and illegal performance showing various behavior than others existing in the same arrangement [6].

Soft margin Support Vector Machine (SVM) is one of the renowned simple SVM methods using supervised learning and they relate the “one class SVM” techniques by unsupervised learning for perceiving anomalies. It means that one-class SVM is not required characterized information. They have proposed a new SVM method namely, enhanced SVM that has been used to combine these two methods for providing low false alarm competence, the same as that of a supervised SVM method [7].

Anomaly detection is the run-through of recognizing substances or actions that do not follow a projected behavior. They have proposed two novel techniques of identifying network presentation detection anomaly that is founded on split-simple arrangement namely, feedforward neural network and AdaBoost. The method tested on simulated data set for checking their understanding in respect of period and amplitude of anomaly [8]. Data mining methods are offered for probabilistic classification of oceanic traffic and anomaly detection. They have proposed a data mining technique that delivers a comparatively forthright and unsupervised method to regulate maritime rotating units and to illustrate the maritime traffic in each turning unit [9].

The core aim of this research work is to deliver an indication of numerous phases of anomaly-based intrusion detection systems. Currently, Host-based IDS (HIDS) are suitable additional significant and play a main part in the maximum of the intrusion detection systems. It has been detected that HIDS with several data mining algorithms and cluster-based methods stretch extra precise outcomes with a smaller amount of incorrect alarm rates. Their research work provided a theme of current anomaly detection methods and that how the methods can be used and applied in another application area of the domain [10].

Fig. 1. Anomaly points (the points which are all away from other points).

The goal of this study is to provide a wide-ranging complete indication of the advanced approaches for anomaly fraud detection. They have used both data mining and machine learning approaches for anomaly detection. They have proposed a data mining technique that delivers the investigation of exact data by using machine learning and data mining techniques.
They have discussed off-line IDS and that is applied by using Multi-Layer Perceptron (MLP) artificial neural network. Knowledge Discovery in Databases (KDD) Dataset is used for the training and assessment of the ANN classifier. Upcoming work will be preceding the middle standards and directory standards attained to signify the data patterns and trained the arrangement in minimum iterations [14]. They have proposed the hybrid approach in which the clipping approach has been used to decrease the number of hyper containers and henceforth accuracy is enhanced. Different data sets are used for challenging determination. The proposed technique procedures multi-level-based, Fourier Modal Method (FMM) methods that provide improved accuracy with a minimum amount of hyper boxes using pruning strategy. This effort can be used in the future for speech arrangement and text cataloging [15].

III. TECHNIQUES AND METHODOLOGY

A. Architecture Diagram

![Architecture Diagram](image)

Fig. 2. The methodology of Anomaly Detection

B. Simple Procedure of Anomaly Detection Technique

There are Various anomaly methods sequence defined, as presented in figure 2.

1) **Training Stage:** A model is constructed at the beginning of the usual (or irregular) manners of the structure. Here various methods can be chosen dependent on the kind of anomaly detection measured. It may be automatic and may be manual.

2) **Detection Stage:** Once the model for the classification is accessible, it is associated with the framework or the pre-set detected movement. If the nonconformity originates surpasses or is fewer, when in the situation of irregularity prototypes from a preset edge then an alert will be activated.

C. Clustering Based on Anomaly Detection Techniques

A cluster is a group of substances that fit into a similar class. There are similar substances are gathered in a single cluster and unrelated objects are gathered in another cluster. Cluster analysis is generally used in several requests such as pattern identification, data analysis, and image processing.

1) **K-Mean:** clustering is the modest and general unsupervised ML algorithms. Normally, unsupervised algorithms mark implications from data sets using solitary input vectors deprived of mentioning to recognized, or categorized, results. The ablative reductive clustering is created on a compactness quantity intended in a given dataset fact through expending the nearest data points [16] [17].

2) **Multivariate Outlier Detection:** In some stages, multivariable interpretations do not perceive as deviation once every variable is measured self-sufficiently. Deviation recognition can be conceivable when the multi-faceted analysis is achieved, and the connections between dissimilar fluctuating are associated inside the class of data. [18].

3) **K-medoids:** The k-medoids or separating around medoids is a clustering algorithm. Both, k-means and k-medoids algorithms are partitioned and effort to reduce the space among facts categorized to be in a cluster and a fact chosen as the midpoint of that cluster [19].

4) **Subtractive Clustering Algorithm:** There core standard of the algorithm is selecting the dataset trajectories as aspirant cluster centroids. For every aspirant centroid, a compactness quantity is considered and the first centroid will be the dataset trajectory with advanced concreteness measure [16].
D. Classification Based Anomaly Detection

Classification can be used for recognizing the group of innovative examples on the foundation of a preparation established of data holding explanations or occurrences or tuples which group association is recognized. Classification is used for the train a model from a set of considered data cases. Anomaly detection methodology can be categorized into various two phases namely, the training stage and testing stage. And same as anomaly detection classifies data hooked on two main groups regular or irregular.

There are the following ML techniques and methods in anomaly detection

1) Neural Networks: It is a significant module of lenient computing methods that have been established with the new inspiration of the info dispensation style of the human brain and it is stimulated by the biological neural networks system. NN is understood as corresponding computation simulations and contains parallel and comprehensive execution of nonlinear static or dynamic systems. Multilayer Perceptions (MLP) of neural networks is effective in the variability of applications and generating more correct outcomes than other current computational learning techniques [20].

2) Support Vector Machine: SVM is a perform with solid regularization method, the rationalization approach increases the revelatory precision while certainly holding away from over-fitting of the training information. The major work of the SVM is to find the hyperplane that divided them into two classes. It is very effective in high-dimensional spaces and its work is very impressive in a clear margin of separation. SVM does not perform well when we have a large amount of dataset. Its performance is very is low when data is noisy [21].

3) Classification Tree: A classification tree in machine learning methodology is also known as a decision tree or prediction model. In which some tree pattern type graphs are similar to flow chart structure. The goal is to construct a model that can predict the worth of a marked variable by learning modest decision rules. There is the most common and fundamental algorithms used for classification trees are C4.5 and ID3. It is very simplest to understand and recognize. And it can be sometimes unstable [22].

4) Fuzzy Logic: Fuzzy logic derived from a fuzzy set theory which deals with the cognition that is estimated rather than exactly assumed from classical establishes logic. In this method, the data set is categorized based on different statistical metrics. Data set is applied with fuzzy logic rules and it generates some results as normal or malicious. The fuzzy logic system can take distorted and noisy inputs of information. But there is no systematic approach to fuzzy system design [23].

5) Rule-Based: In a Rule-based algorithm every classification technique uses a procedure to produce rules from the model data. These rules are then applied to fresh data. It intent on an exact class at a time and exploiting the probability of the requirements classification. Rule enchanting into explanation network movement, many of intrusion or Trojan horse is based on the difference of the unique perfect. As we know, Red Code1 and Red Code2 they both are caterpillar which is attacks that spread themselves over networks deprived of any user interference or interaction [24].

6) Naïve Bayes Network: Naïve Bayesian classifiers in a method that they consent dependencies among attribute values to be defined. It outsides the good performance because of the clear demonstration of the fundamental structure and the existence of human proficiency knowledge thus accumulative the learning rat. It uses the concept of provisional probability. It needs a small amount of training data set and is not suitable for large datasets [6].

E. Hybrid Approaches

By using any particular approach, we cannot yield proper and appropriate outcomes. A single algorithm is not sufficient to detect new attacks that are newly introduced gradually. Combination and merging of various algorithms together have been used in the past few years for getting proper and accurate results.

1) Combining Supervised and Unsupervised Techniques: There are many supervised and unsupervised learning algorithms whose mixture can be prepared. In the current previous duration, various hybrid techniques are approached. Through this, the performance of a supervised algorithm is extremely improved as the accuracy of anomaly detection percentage can be highly upgraded by implemented unsupervised algorithms. The hybrid methodology is used for detecting anomalies in the network which is a mixture of together entropy and SVM approaches. As a problem by modest entropy-based technique is stable threshold variety for entropy is static for classifying anomaly detection. This process is not an exact dynamic to select whether there is an attack, because entropy standards can diverge from the fixed sort in standard conditions. By using the SVM model individually we cannot get good results as network features are used for learning without dispensation. Experimental outcome validates that this hybrid process works well with maximum accuracy for recognition of attack traffic and fewer false alarms [25]. Consequently, hybrid methods yield enhanced outcomes as merging various techniques.
2) **Cascading Supervised Techniques:** Some different classification algorithms are engaged together to get maximum accuracy and a grouping of decision tree and naïve Bayes algorithms was suggested. This hybrid technique was tried in Knowledge Data Discovery (KDD) of the data set and the accuracy accomplished was 99%. It focused on the growth of the working of the Naïve Bayesian (NB) classifier and the ID3 algorithm [26]. There are numerous kinds of mixtures that are thinkable therefore several methods can be suggested and the finest resulting methods can be applied essentially.

### IV. COMPARITIVE STUDY

Table 1. Compendium of hybrid methodologies for anomaly detection

| Methods Used | Authors Name | Methodology Implementations | Advantages & Disadvantages |
|--------------|--------------|-----------------------------|-----------------------------|
| Naïve Bayes Classification and k-Medoids Clustering | Hae-Sang Park and Chi-Hyuck Jun [19]. | Same data occurrences are assembled by using the K-Medoids clustering method. Resulting clusters are categorized using Naïve Bayes classifiers. | Inflexible to predict when naïve bayes classifier in dissimilar situations. Maximum in recognition amount and decrease in for wrong alarm amount. |
| K-means and Subtractive clustering algorithm | István Kiss and Béla Genge [16]. | Numerous clustering methods are discovered to indicate the maximum appropriate for clustering the data points indexed features, therefore categorizing the conditions and possible cyber-attacks to the physical system. | Overtakes the isolated K-Means and the ID-3. This method is incomplete to exact Data set. Different initial centroids can result in various clusters. |
| Neural Network (MLP) and Naïve Bayes | Ravneet Kaur and Sarbjeet Singh [6]. | Anomalous actions in social networks signify strange and prohibited activities. IDS applied by MLP artificial NN. The minimum error rate is produced by Bayesian classifiers and it is more accurate. | The survey of a quantity of additional chart benchmark that can be utilized to identify the novel types of anomalies current in various community networks. Does not work accurately if their features are correlated, not suitable for a large dataset. |
| Decision Tree (DT) | Wu S. Y. and Yen E [22]. | The interior bulges are assessment stuff, individually branch signifies test outcomes, and the maximum important or mutual algorithm utilized for classification tree is ID-3 and C4-5. | Simple to understand and to interpret and requires small data preparation. Decision trees can be unstable and disposed of overfitting. |
| One-Class and Two-Class Support Vector Machines (SVM) | Murthy D, Gross A, and Takata A [21]. | One-class SVM is utilized for identifying irregular marks. Furthermore, a two-class indicator is re-educated once convinced novel information proceedings are comprised in the present data set. | It doesn’t want a previous disenchantment and is convertible through gain knowledge from experiential loss proceedings. The accurateness of non-success recognition can’t influence 99.99%. It is effective in a situation where the number of dimensions is higher than the number of samples. |
V. DISCUSSION AND CONCLUSION

In this work, the aim of this paper to identify and categorize a well understanding between the different kinds of data mining methods to anomaly detection that is continuing presently and that has been proposed for the past some years. This assessment will be supportive to researchers and scholars for achieving a basic understanding of several methodologies for anomaly detection. Even though the considerable effort had been performed by using, hybrid approaches and independent algorithms those are in existence massively used as they deliver well outcomes and results in the disadvantage of one method over the other. By using any particular approach, we cannot yield proper and appropriate outcomes. A single algorithm is not sufficient to detect new attacks that are newly introduced gradually. Combination and merging of various algorithms together have been used in past few years for getting proper and accurate results. Diurnal the fresh unidentified occurrences are observed and there is an essential requirement of those methodologies that can identify the unfamiliar behavior in the dataset safe transported or improved. This work with innovative methods that are done by several researchers and the review would be supportive to scholars and researchers for achieving a core vision of different methods for anomaly detection. This work combination or a mixture of previously prevailing algorithms is declared that have been suggested. Attentive researchers can associate the changed form of by now current algorithms. For instance, there are different new methodologies in the alteration of the decision tree for example C4-5 and ID-3. Containing enhanced and numerous core-based methodologies GA, SVM. This may produce more precise outcomes. In the coming time, we can utilize the method and achieve a qualified analysis with clustering methods for the time sequence information using ANN.
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