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\textbf{SUMMARY} \ The explosive growth of Internet usage has caused problems for the current Internet in terms of traffic congestion within networks and performance degradation of end-to-end flows. Therefore, a reconsideration of the current Internet has begun and is being actively discussed worldwide with the goals of enabling efficient share of limited network resources (i.e., the link bandwidth) and improved performance. To directly address the inefficiency of TCP’s congestion mitigation solely on the end-to-end basis, in this paper we propose an adaptive split connection scheme on advanced relay nodes; this scheme dynamically splits end-to-end TCP connections on the basis of congestion status in output links. Through simulation evaluations, we examine the effectiveness and potential of the proposed scheme.
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\section{Introduction}

The explosive growth of Internet usage along with greater diversification of communication technologies and applications have caused serious problems in the current Internet\cite{1,2} and these problems are approaching a threshold beyond which they will become intolerable. The Internet needs to be a flexible and dependable network that efficiently uses limited network resources.

The current Internet and TCP/IP protocol suites, however, evolved through incremental approaches and cannot adequately meet the above requirement due to their traditional constraints; this is the well known end-to-end principle\cite{3}. There are two significant problems in mitigating congestion with the current standard protocol, TCP, in end-to-end approaches. First, TCP cannot respond quickly to the congestion due to delayed congestion feedback along the end-to-end path. This may result in considerable packet losses on the congested link and thus retransmissions over preceding links especially in high-speed and/or long-delay networks. Second, the link utilization of preceding links between a TCP source and congested intermediate nodes may become low because the packet sending rate at TCP source is restricted by the congested bottleneck link on the end-to-end path using TCP congestion control algorithms. Therefore, limited network resources are used inefficiently.

As a step towards future dependable networks, a reconsideration of the Internet has been actively discussed (e.g.,\cite{4}). Many new paradigms for achieving high-performance functionalities have emerged in the form of new generation networks (e.g.,\cite{5}), network virtualization technologies (e.g.,\cite{6–8}), OpenFlow architectures (e.g.,\cite{9}), high-performance and flexible routers (e.g.,\cite{10,11}), and so forth. Along these lines with network virtualization and high-performance and flexible router paradigms, in previous work, we proposed a concept of adaptive network services enabled by advanced relay nodes\cite{12} capable of advanced functionalities (e.g., data cache, adaptive packet compression\cite{13}, etc.) partly located within networks rather than simple IP-forwarding processing.

In the present work, assuming that intermediate nodes with large-capacity storage and high-performance processing ability are appropriately located within networks that is the same assumption in our previous work\cite{12}, we propose an adaptive split connection scheme on advanced relay nodes. In this scheme, each advanced relay node monitors the output queue length as congestion-related information, and then the node splits some TCP connections only if heavy congestion is detected. Notably, the proposed scheme adapts to traffic conditions to deal with dynamic changes of the locations of bottleneck, in contrast to TCP performance-enhancing proxy (PEP) mechanisms (e.g.,\cite{14}) that are statically located and performed at the edges of expected bottleneck links (e.g., satellite and wireless links). By splitting an end-to-end TCP connection into multiple TCP connections arranged in series, unlike enhanced end-to-end approaches (e.g.,\cite{15}), each splitting TCP connection can independently control its packet sending rate by adjusting its congestion window size to each bottleneck link bandwidth. Furthermore, we focus on resource usage efficiency at a time scale much shorter than the extremely large time scales considered in bulk transfer approaches in delay-tolerant networks (e.g.,\cite{16}). Consequently, the proposed scheme directly addresses the inefficiency of TCP’s congestion mitigation solely on the end-to-end basis, that is, the scheme can respond immediately to the congestion and avoid unnecessary packet losses; and can help the TCP flows traversing the congested node to release the preceding links earlier for efficient use by other TCP flows. Thus the proposed scheme is expected to flexibly improve network resource efficiency and end-to-end performance.

The remainder of this paper is organized as follows.
Section 2 explains the adaptive split connection scheme. Section 3 examines the effectiveness and potential of the proposed scheme through simulation evaluations. Section 4 concludes the paper.

2. Adaptive Split Connection Scheme

To resolve issues in terms of network resource efficiency and improved end-to-end performance, we propose an adaptive split connection scheme. In this study, we assume that, along the lines of research on network virtualization and in-network intelligence with new router architecture concepts for future Internet, certain intermediate nodes within networks have large-capacity storage and high-performance processing ability. Regarding such a router architecture, some prototype implementation was reported to achieve high-performance by exploiting a separation of fast and slow forwarding and processing elements [10]. Note that we do not assume that all intermediate nodes have sufficient computational and/or storage resources. Instead, such special intermediate nodes are partly and appropriately located within networks.

In the proposed scheme, an advanced relay node splits an end-to-end TCP connection on the basis of congestion-related information at its output queue. Congestion at the advanced relay node means that a bottleneck link exists between the advanced relay node and receiver on an end-to-end path; this results in unused network resources between the sender and advanced relay node on the end-to-end path because the TCP adjusts its congestion window size to the available bottleneck link bandwidth. Our split connection strategy is aimed at efficiently utilizing the unused network resources through split TCP connections. Note that the main difference of the proposed scheme from existing TCP PEP mechanisms is that it can adapt to congestion-related information dynamically and quickly at advanced relay nodes within networks.

Figure 1 compares end-to-end TCP and the proposed scheme. Figure 1 (a) represents an example of a topology and scenario where TCPS T_1 and T_2 transfer data from S to D_1 and from S to D_2, respectively. At the start of transfer, links L_1 and L_2 have the same capacity. Then L_2 becomes a bottleneck due to starting congestion (e.g., caused by other background traffic on L_2 that consumes half of the capacity of L_2). After T_1 starts at time t_0, L_2 is congested from time t_1, and then T_2 starts at time t_2. In the case of end-to-end TCP depicted in Fig. 1 (b), T_1 can use all the available bandwidth until t_1. Then, T_1 decreases its packet sending rate because L_2 is congested from t_1; this results in unused link bandwidth in L_1 after t_1. Consequently, T_1 cannot complete data transmission before T_2 starts at t_2 due to the bottleneck of L_2.

Figure 1 (c) depicts the behavior of the proposed scheme. Advanced relay node R detects congestion after L_2 is congested from t_1. R splits T_1 at time t_1 + t_δ. Thus, T_1 adjusts its congestion window size to link bandwidth L_1 rather than L_2. Therefore, the unused link bandwidth of L_1 can be efficiently utilized from t_1 + t_δ. Consequently, competition between T_1 and T_2 at L_1 can be avoided because T_1 can complete data transmission before t_2.

Figure 2 shows the behavior of the proposed method in terms of a time sequence. The proposed scheme determines to split a TCP connection when the output queue length exceeds a pre-specified threshold. First, advanced relay node R sends a SPLIT control packet to source node S. If S accepts the split connection, S then stops data transmission temporarily and sends a REQUEST control packet to destination node D. Next, D sends a REPLY control packet to S if D also accepts the split connection. Finally, S resumes data transmission when S receives the REPLY control packet.
packet. Consequently, the TCP connection can be split into two TCP connections although this procedure imposes an additional delay overhead for coordination among R, S, and D, especially in cases with a long round-trip time between S and D. Note that the split TCP connection between S and R or one between R and D can be split again if intermediate advanced relay nodes detect any other congestion.

After this procedure, the TCP connection is split into one between S and R and one between R and D. When R receives packets from S, R stores them. Then R sends the stored packets to D in accordance with TCP congestion control between R and D. Thus, both TCP connections are independently established and each TCP also independently controls its congestion window size. Consequently, the proposed scheme improves the network resource efficiency because the TCPs can efficiently utilize unused link bandwidth.

3. Simulation Evaluation

In previous sections, we mentioned the issues regarding network resource inefficiency caused by traditional end-to-end TCP and proposed the adaptive split connection scheme. To test its potential, we evaluated the scheme through simulations.

First, we compare traditional TCP and the proposed scheme. Figure 3 depicts a simulation topology where source node S communicates with destination node D by TCP with a bulk transfer application via multiple advanced relay nodes R_i. The bottleneck link between S and D is link L_3 where a congested link is simulated. In the proposed scheme, the end-to-end TCP connection is split at R_2 into two TCP connections on the basis of congestion-related information. The bottleneck link between S and R_2 then becomes link L_2. Therefore, TCP connection between S and R_2 is also split at R_1 into two TCP connections. Regarding parameters, we set a threshold for split connection equal to 50% of the queue length, 20 packets of buffer size at the output queue of L_2, and a TCP congestion control algorithm of TCP SACK implemented in simulator ns-2.33 [17].

Figure 4 shows a simulation result. The x-axis and y-axis represent the elapsed time of simulation and the sequence number of TCP packets received at each node, respectively. First, the end-to-end data transfer of 10,000 packets finishes at 12.04 seconds. In this scenario, it means all the links L_i are also consumed during the 12.04 seconds (hereafter referred to as the bandwidth consumption period). In contrast, since the proposed scheme split TCP connections, data transfers toward R_1, R_2, and D are finished at 1.27, 2.48, and 12.03 seconds, respectively. Therefore, the bandwidth consumption period at L_1 and L_2 is reduced by 89.45% and 79.40%, respectively. Consequently, network resource efficiency is improved.

Next, we examine the performance of the proposed scheme. Figure 5 depicts a simulation topology similar to that of Fig.3. In this scenario, the end-to-end TCP connection is split at R. We vary the link bandwidth b from 10 to 100 Mb/s and the propagation delay time d from 1 to 20 ms. Regarding other parameters as well as the previous scenario, we use the same threshold for split connection, the same buffer size at the output queue, and the same TCP congestion control algorithm. As an evaluation index in this analysis, we focus on the throughput calculated from the data transfer completion time at D.

The impact of link bandwidth is shown in Fig. 6. In the range between 10 and 80 Mb/s (x-axis), the proposed scheme splits the TCP connection and improves throughput compared to that with the end-to-end TCP. Since the end-to-end TCP increases its congestion window size until packet loss detection regardless of congestion, it degrades throughput performance. On the other hand, the proposed scheme splits the connection into two TCP connections on the basis of congestion detection. Since the two TCPs independently...
adjust their congestion window size, they can reduce packet losses.

The impact of delay time is shown in Fig. 7. As the propagation delay time increases (x-axis), each throughput performance is degraded because the TCP feedback loop between sender and receiver nodes lengths. However, in comparison with the end-to-end TCP, the proposed scheme achieves better performance throughout the range. This shows that the proposed scheme can improve the performance, by splitting connections adaptively, even if the delay time is long.

Through the simulation evaluations, we have confirmed the effectiveness of the proposed scheme. In particular, even if congestion occurs due to a bottleneck link, the proposed scheme can improve end-to-end throughput performance and efficiently use the link bandwidth with a short bandwidth consumption period by using split TCP connections on the basis of congestion-related information.

4. Concluding Remarks

Along the lines of research on in-network intelligence with sufficient storage in future Internet, we have proposed the adaptive split connection scheme that dynamically splits end-to-end TCP connections on the basis of congestion status in output links on advanced relay nodes. Note that the proposed scheme is recursive in a sense that it can handle more than one congested link along the path of a TCP flow. The proposed scheme directly addresses the inefficiency of TCP’s congestion mitigation solely on the end-to-end basis, and the preliminary simulation evaluations have shown the effectiveness and potential of the proposed scheme. When various types of TCP flows, including long-lived and short-lived flows and/or bulk transfer and real-time application flows, traverse the congested link, the appropriate selection of TCP flows to be split is essential but remains as future work. We are planning to implement the proposed scheme on real machines and perform experiments on testbeds.
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