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Abstract

We analyse spectral properties of a class of compact perturbations of block Toeplitz operators associated with analytic symbols. In particular, a limiting absorption principle and the absence of singular continuous spectrum are shown. The existence and the completeness of wave operators are also obtained. Our study is based on the construction of a conjugate operator in Mourre sense for the corresponding Laurent operators.
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1 Introduction and main results

Let \( \mathbb{Z}_+ \) be the set of nonnegative integers and \( \mathcal{H}_+ = l^2(\mathbb{Z}_+, \mathbb{C}^N) \), for some integer \( N \geq 1 \), be the Hilbert space of square summable vector-valued sequences \((\psi_n)_{n \geq 0}\) endowed with the scalar product

\[
\langle \phi, \psi \rangle = \sum_{n=0}^{\infty} \langle \phi_n, \psi_n \rangle.
\]

Let \((A_j)_{j \in \mathbb{Z}}\) be a family of square \( N \times N \) matrices such that

\[
\sum_{j=-\infty}^{+\infty} \|A_j\| < \infty \quad \text{and} \quad A_{-j} = A_j^*, \quad j \in \mathbb{Z}.
\] (1.1)

Here-above we denoted by \( A^* \) the adjoint matrix of a given matrix \( A \). Consider the Toeplitz operator \( T_0 \) defined in \( \mathcal{H}_+ \) by the expression

\[
(T_0 \psi)_n = \sum_{m=0}^{+\infty} A_{n-m} \psi_m, \quad n = 0, 1, 2, \ldots.
\] (1.2)

According to (1.1), \( T_0 \) is a bounded self-adjoint operator in \( \mathcal{H}_+ \). Our goal here is to study the spectral properties of \( T_0 \) and its compact perturbations. The crucial step of our analysis is the
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construction of a conjugate operator in the sense of the Mourre estimate [29] (see also Section 2) for a large class of compact perturbations of the corresponding Laurent operator.

We will need the following standard notations. For a self-adjoint operator $S$ we denote by $E_S(\cdot)$ its spectral measure, $\sigma(S)$ its spectrum, $\sigma_{ess}(S)$ its essential spectrum, $\sigma_p(S)$ the set of its eigenvalues, $\sigma_{ac}(S)$ its singular continuous spectrum, and $\sigma_{ac}(S)$ its absolutely continuous spectrum. The imaginary part of the complex number $z$ will be denoted by $\Im(z)$.

Consider on the unit circle $U = \{e^{ip} \in \mathbb{C} / p \in \mathbb{R}\}$ the Hermitian matrix-valued function defined by

$$h(e^{ip}) = \sum_{m=-\infty}^{\infty} A_m e^{imp}, \quad p \in \mathbb{R}. \quad (1.3)$$

It is usually called in the literature [20] (see also [21, 6]) the symbol of $T_0$ and plays a crucial role in its spectral analysis. According to (1.1), $h$ is continuous, but here we need to assume the following.

**Assumption 1.1** The Hermitian matrix-valued function $h$ is holomorphic on unit circle, that is, it has an holomorphic extension to an open annulus about the unit circle $U$ of the form $\{z \in \mathbb{C} / 1/r < |z| < r\}$ for some $r > 1$.

In the sequel, we identify $h$ with the $2\pi$–periodic function $p \mapsto h(e^{ip})$ that we denote by the same symbol $h$. A simplest example is obtained when the sequence $A_j = 0$ as soon as $|j| > M$, for some integer $M$. In this case $h$ is a trigonometric polynomial and $T_0$ is a block banded matrix. The case $M = 1$ leads to block Jacobi matrices.

Under Assumption 1.1 see [23] and also [3], there exist $N$ real-valued $2\pi$–periodic functions $\{\lambda_j(p) ; 1 \leq j \leq N\}$ representing the repeated eigenvalues of $h(p)$ for all $p \in [-\pi, \pi]$, and $N$ vector-valued $2\pi$–periodic functions $\{W_j(p) ; 1 \leq j \leq N\}$ representing a corresponding orthonormal basis of eigenvectors. These functions are smooth (they are even analytic) on $(-\pi, \pi)$ and they are piecewise smooth on $\mathbb{R}$. In particular, for any $j = 1, \cdots, N$, the set

$$\kappa_1(\lambda_j) = \{\lambda_j(p) / \lambda_j \text{ is not differentiable at } p\}$$

contains at most two values. Therefore, for any $j = 1, \cdots, N$, the set of critical values of $\lambda_j$ defined by

$$\kappa(\lambda_j) = \kappa_1(\lambda_j) \cup \{\lambda_j(p) / p \in (-\pi, \pi) \text{ and } \lambda_j'(p) = 0\}$$

is clearly finite. Finally, the critical set of $h$ defined by

$$\kappa(h) = \cup_{i=1}^{N} \kappa(\lambda_j)$$

is finite, too. It is known that [20] the essential spectrum $\sigma_{ess}(T_0)$ of $T_0$ consists of the union of $N$ compact intervals, called spectral bands of $T_0$. More precisely, let $\alpha_j = \min_{p \in [-\pi, \pi]} \lambda_j(p)$ and $\beta_j = \max_{p \in [-\pi, \pi]} \lambda_j(p)$ for each $j = 1, \cdots, N$. Then

$$\sigma_{ess}(T_0) = \cup_{j=1}^{N} \Sigma_j \quad \text{with} \quad \Sigma_j = [\alpha_j, \beta_j], \quad j = 1, \cdots, N,$$

some of these spectral bands $\Sigma_j$ may degenerate into single point, i.e., $\alpha_j = \beta_j$, in which case, this value is an infinitely degenerate eigenvalue of $T_0$ and belongs to $\kappa(h)$. For example, if

$$h(p) = \begin{pmatrix} 0 & e^{-ip} \\ e^{ip} & 0 \end{pmatrix},$$

then clearly $\sigma_{ess}(T_0) = \kappa(h) = \{-1, 1\}$. Usually in the literature one avoids this degeneracy by assuming that for any scalar $\lambda$ the function $\det(h(p) - \lambda)$ does not vanish identically with respect to $p$. We will not do that since our approach allows us to study
what happens outside the set of critical values $\kappa(h)$. There is also cases where some spectral bands of $T_0$ are non degenerate and some are degenerate. For example, if $h(p) = \begin{pmatrix} \cos p & 0 \\ 0 & 0 \end{pmatrix}$, then

$$
\Sigma_1 = \sigma_{ess}(T_0) = [-1,1], \quad \Sigma_2 = \kappa(h) = \{0\},
$$

and 0 is an infinitely degenerate eigenvalue of $T_0$.

Recall that in the scalar case, i.e. $N = 1$, $T_0$ has no discrete spectrum, thanks to Hartman-Wintner’s theorem [23], it follows, also from [27], and we refer to [6, 18, 21] for more information on the subject. In contrast, if $N > 1$ then the discrete spectrum $\sigma_d(T_0)$ of $T_0$ is non empty in general. For example, if

$$
h(p) = \begin{pmatrix} 0 & ae^{-ip} + b \\ ae^{ip} + b & 0 \end{pmatrix}
$$

then one may show that the essential spectrum of the associated Toeplitz operator $T_0$ is

$$
\sigma_{ess}(T_0) = [-(a+b), -(b-a)] \cup \{(b-a), a+b\}.
$$

Here the spectral bands are separated by a non trivial gap given by $(-|b-a|, |b-a|)$ if and only if $a \neq b$. Moreover, if $a > b$ then 0 is an eigenvalue of $T_0$ and a corresponding eigenvector $\psi$ is given by $\psi_n = ((-b/a)^n, 0), n \geq 0$. In contrast, if $a = b$ then the eigenvalues of $h(p)$ are given on $[-\pi, \pi]$ by

$$
\lambda_{\pm}(p) = \pm 2a \cos(p/2) \quad \text{and} \quad \sigma_{ess}(T_0) = [-2a, 2a].
$$

Observe that these eigenvalues are only piecewise smooth as $2\pi$-periodic functions on $\mathbb{R}$. This is because $p = -\pi$ is an exceptional point where the eigenvalues of $h(p)$ meet each other. Mention also that, under Assumption [11] the discrete spectrum of $T_0$ in each spectral gap is only finite. It was proved in [19] (based on an abstract result from [16]) and also in [14]. Moreover, in [11, 14] this fact is discussed even for the point spectrum. Finally, the absence of singular continuous spectrum of $T_0$ is proved in [32] in the case where the symbol $h$ is a trigonometric polynomial. Here we will prove this assertion under Assumption [11] by a different method based on the positive commutator approach. Moreover, we obtain sharp information on the asymptotic behaviour of the resolvent of $T_0$ near the real axis, see our next Theorem [1,2]. It is worth to add that our approach can be extended to a large class of smooth symbols $h$ in a straightforward manner. For a similar analysis in the scalar case $N = 1$ one may see [2, 9].

Theorem 1.1

1. Outside $\kappa(h)$ the eigenvalues of $T_0$ are all finitely degenerate and their possible accumulation points are included in $\kappa(h)$. In particular, the set

$$
\tau(T_0) := \sigma_p(T_0) \cup \kappa(h)
$$

is closed and countable real subset.

2. The singular continuous spectrum of $T_0$ is empty.

To show the absence of the singular continuous spectrum of $T_0$ we actually establish a limiting absorption principle for $T_0$. In order to state this we need the following notations. Let $N$ be the multiplication operator defined by $(N\psi)_j = j\psi_j$ for all $\psi \in \mathcal{H}_+$ with its natural domain $D(N) = \{\psi \in \mathcal{H}_+ / N\psi \in \mathcal{H}_+\}$. We denote by $B(\mathcal{E}, \mathcal{F})$ the space of bounded operators between the normed vector spaces $\mathcal{E}$ and $\mathcal{F}$. If $\mathcal{E} = \mathcal{F}$ then we put $B(\mathcal{E}) = B(\mathcal{E}, \mathcal{E})$. We also
need the interpolation space $K^+ := (D(N), \mathcal{H}_+)_1/2,1$ which can be described, according to Theorem 3.6.2 of [I], by the norm,
\[
\|\psi\|_{1/2,1} = \sum_{j=0}^{\infty} 2^{j/2} \|\theta(2^{-j}|N|)\psi\|,
\]
where $\theta \in C_0^\infty(\mathbb{R})$ with $\theta(x) > 0$ if $1 < x < 2$ and $\theta(x) = 0$ otherwise. Let us denote by $K^*_+$ the dual space of $K_+$. Hence by Riesz identification of $\mathcal{H}_+$ with its dual we have the continuous inclusions $K_+ \subset \mathcal{H}_+ \subset K^*_+$. Let us define $K^*_{1,0}$ as the closure of $\mathcal{H}_+$ in $K^*_+$.

**Theorem 1.2** 1. The holomorphic maps defined on $C_\pm = \{ z \in \mathbb{C} \ / \ \pm \Im(z) > 0 \}$ by $z \mapsto (T_0 - z)^{-1} \in B(K_+, K^*_+)$ extend weak*-continuously to $C_\pm \cup \mathbb{R} \setminus \tau(T_0)$.

2. For any bounded operator $B : K^*_{1,0} \to \mathcal{F}$, $\mathcal{F}$ a given Hilbert space, then $B$ is locally $T_0$-smooth on $\mathbb{R} \setminus \tau(T_0)$, i.e., for any compact $K \subset \mathbb{R} \setminus \tau(T_0)$ there is $C > 0$ such that
\[
\int_{-\infty}^{\infty} \|Be^{-iT_0t}f\|^2_2 dt \leq C\|f\|^2, \quad f \in E_{T_0}(K)\mathcal{H}_+.
\]
In particular, the limits $(T_0 - x \mp i\mu)^{-1} := \lim_{\mu \to 0^\pm} (T_0 - x \mp i\mu)^{-1}$ exist locally uniformly on $\mathbb{R} \setminus \tau(T_0)$ for the weak* topology of $B(K_+, K^*_+)$. Actually we will prove also that, for any $s > 1/2$, the maps $x \mapsto \langle N \rangle^{-s}(T_0 - x \mp i\mu)^{-1}(N)^{-s} \in B(\mathcal{H}_+)$ are locally of class $\Lambda^{s-\frac{1}{2}}$ on $\mathbb{R} \setminus \tau(T_0)$ (see next section for the definition of $\Lambda^a$). Here for any real number $x$ we put $\langle x \rangle = \sqrt{1 + x^2}$.

**Corollary 1.1** Assume that $A_j = 0$ if $|j| > M$ for some integer $M \geq 1$, and denote $T_0$ the associated Toeplitz operator. Then the assertions of Theorems 1.1 and 1.2 hold true. Moreover, the discrete spectrum of $T_0$ is at most finite.

Now, it is natural to study the preservation of the spectral structure of $T_0$ under compact perturbations. More precisely, let $v$ be a symmetric compact operator in $\mathcal{H}_+$. Then $T = T_0 + v$ is a self-adjoint operator in $\mathcal{H}_+$ and, thanks to Weyl criterion, $\sigma_{ess}(T) = \sigma_{ess}(T_0)$. Moreover, since $v$ is compact, it is easy to show that
\[
\lim_{r \to \infty} \|\theta(\langle N \rangle/r)v\| = 0,
\]
where $\theta \in C_0^\infty(\mathbb{R})$ can be taken as in (1.4). In fact, conditions on how fast this convergence takes place will be given to control the singular continuous spectrum.

**Theorem 1.3** Let $v$ be a compact symmetric operator in $\mathcal{H}_+$ such that
\[
\int_1^{\infty} \|\theta(\langle N \rangle/r)v\|dr < \infty.
\]

Then
1. outside $\kappa(h)$ the eigenvalues of $T = T_0 + v$ are all finitely degenerate and may accumulate only to points in $\kappa(h)$. Hence $\tau(T) := \kappa(h) \cup \sigma_p(T)$ is closed and countable;

2. the holomorphic maps defined on $C_\pm = \{ z \in \mathbb{C} \ / \ \pm \Im(z) > 0 \}$ by $z \mapsto (T - z)^{-1} \in B(K_+, K^*_+)$ extend weak*-continuously to $C_\pm \cup \mathbb{R} \setminus \tau(T)$. In particular, $T$ has no singular continuous spectrum.
3. For any bounded operator \( B : \mathcal{K}_+^\omega \to \mathcal{F} \), \( \mathcal{F} \) a given Hilbert space, then \( B \) is locally \( T \)-smooth on \( \mathbb{R} \setminus \tau(T) \), i.e., for any compact \( K \subset \mathbb{R} \setminus \tau(T) \) there is \( C > 0 \) such that

\[
\int_{-\infty}^{\infty} \| B e^{-iTt} f \|^2 dt \leq C \| f \|^2, \quad f \in E_T(K) \mathcal{H}_+.
\]

Here is a notable consequence of Theorems 1.1 and 1.3 on the scattering theory of \( T \) and \( T_0 \).

**Corollary 1.2** In addition of assumptions of Theorem 1.3 assume that \( v \) extends to a bounded operator from \( \mathcal{K}_+^\omega \) to \( \mathcal{K}_+ \). Let \( P_{ac}(T_0) \) be the spectral projector of \( T_0 \) on its purely absolutely continuous component. Then the wave operators

\[
\Omega_{\pm}(T, T_0) = s-lim_{t \to \pm \infty} e^{iTt} e^{-iT_0t} P_{ac}(T_0)
\]

exist and they are complete, i.e. their range equal the absolutely continuous subspace \( \mathcal{H}_{ac}(T) \) of \( T \).

Notice that obviously our condition (1.5) follows if for some \( s > 1/2 \),

\[
\sup_{r \geq 1} \| r^{s+\frac{1}{2}} \theta (\langle \mathbf{N} \rangle / r) v \| < \infty. \tag{1.6}
\]

But under this assumption we also have the following.

**Theorem 1.4** Let \( v \) be a compact symmetric operator in \( \mathcal{H}_+ \) such that (1.6) holds. Then Theorem 1.3. Moreover, the maps \( x \mapsto \langle \mathbf{N} \rangle^{-s}(T - x \mp i0)^{-1} \langle \mathbf{N} \rangle^{-s} \in B(\mathcal{H}_+) \) are locally of class \( \Lambda_{s-\frac{1}{2}} \) on \( \mathbb{R} \setminus \tau(T) \).

Let \( B = (b_{ij})_{i,j \in \mathbb{Z}} \) be a bounded symmetric operator in \( \mathcal{H}_+ \). Put

\[
n_B(r) := \left( \sup_{r \leq i \leq 2r} \sum_{j \geq 0} \| b_{ij} \| \right) \cdot \left( \sup_{r \leq i \leq 2r} \sum_{j \geq 0} \| b_{ij} \| \right) \tag{1.7}
\]

\[
p_B(r) := \sum_{r \leq i \leq 2r} \sum_{j \geq 0} \| b_{ij} \|^2. \tag{1.8}
\]

**Corollary 1.3** If \( v = v_1 + v_2 \) such that

\[
\int_{1}^{\infty} \sqrt{n_{v_1}(r)} + \sqrt{p_{v_2}(r)} dr < \infty,
\]

then (1.5) holds.

In particular, Theorems 1.2 and 1.3 follow. Similarly, condition (1.6) and so Theorem 1.4 hold if, for some \( s > 1/2 \),

\[
\sup_{r \geq 1} r^{s+\frac{1}{2}} (\sqrt{n_{v_1}(r)} + \sqrt{p_{v_2}(r)}) < \infty,
\]

**Example 1.1** Let \( A_n \) and \( B_n \) be two sequences of \( N \) by \( N \) matrices such that \( B_n = B_n^* \) for all \( n \in \mathbb{Z}_+ \). Consider the block Jacobi operator \( J = J(\{A_n\}, \{B_n\}) \) acting in \( \mathcal{H}_+^\omega \) by

\[
(J \psi)_n = A_{n-1}^* \psi_{n-1} + B_n \psi_n + A_n \psi_{n+1} \quad \text{for all } n \geq 0 \tag{1.9}
\]
initialized with $\psi_{-1} = 0$. Assume that there exist two matrices $A$ and $B$ such that
\[
\lim_{n \to \infty} (\|A_n - A\| + \|B_n - B\|) = 0.
\] (1.10)
So that $J = T_0 + v$, where $T_0$ is the Toeplitz operator associated with the symbol
\[
h(p) = e^{-ip}A + e^{ip}A^* + B.
\] (1.11)
Then clearly our results applies directly if the convergence in (1.10) is sufficiently fast. For example, outside $\kappa(h)$ the eigenvalues of $J$ are all finitely degenerate and their possible accumulation points are contained in $\kappa(h)$ as soon as
\[
\lim_{n \to \infty} n(\|A_n - A\| + \|B_n - B\|) = 0.
\] (1.12)
Similarly, conditions of Theorem 1.3 and Corollary 1.2 are satisfied if
\[
\int_1^\infty \sup_{r \leq n \leq 2r} (\|A_n - A\| + \|B_n - B\|) dr < \infty.
\]

The paper is organized as follows. Section 2 contains a brief review on what we need from Mourre’s theory. In Section 3 we study in details the Laurent operator $H_0$ associated with the symbol $h$. In particular, a Mourre estimate is established locally for $H_0$ outside the critical set $\kappa(h)$. In section 4 we extend our Mourre estimate for a large class of compact perturbations of $H_0$. In section 5 Theorems 1.1 and 1.2 are proven. Finally, we show Theorems 1.3 and 1.4 in Section 6.

2 The conjugate operator theory

The following brief review on the conjugate operator theory is based on [1, 7, 8, 34]. Let $(E, \|\cdot\|)$ be a Banach space and $f : \mathbb{R} \to E$ be a bounded continuous function. For an integer $m \geq 1$ let $w_m$ be the modulus of continuity of order $m$ of $f$ defined on $(0, 1)$ by
\[
w_m(f, \varepsilon) = \sup_{x \in \mathbb{R}} \left\| \sum_{j=0}^{m} (-1)^j \binom{m}{j} f(x + j\varepsilon) \right\|.
\]
We say that $f \in \Lambda^\alpha$, $\alpha > 0$, if there is an integer $m > \alpha$ such that
\[
\sup_{0 < \varepsilon < 1} \varepsilon^{-\alpha} w_m(f, \varepsilon) < \infty.
\]
Notice that if $\alpha \in (0, 1)$, then $\Lambda^\alpha$ is nothing but the space of Hölder continuous functions of order $\alpha$. In contrast, if $\alpha = 1$ then $\Lambda^1$ consists of smooth functions in Zygmund’s sense (they are not Lipschitz in general, see [36]). Finally, if $\alpha > 1$ and $n_\alpha$ is the greatest integer strictly less than $\alpha$, then $f$ belongs to $\Lambda^\alpha$ if and only if $f$ is $n_\alpha$–times continuously differentiable with bounded derivatives and its derivative $f^{(n_\alpha)}$ of order $n_\alpha$ is of class $\Lambda^{\alpha-n_\alpha}$. For example, $f$ belongs to $\Lambda^2$ means that $f$ is continuously differentiable with a bounded derivative and $f'$ is of class $\Lambda^1$ ($f'$ is not Lipschitz in general).

Let $A$ be a self-adjoint operator in a separable complex Hilbert space $\mathcal{H}$ and $S \in B(\mathcal{H})$.  
Definition 2.1  (i) Let \( k \geq 1 \) be an integer and \( \sigma > 0 \). We say that \( S \) is of class \( C^k(\mathbb{A}) \), respectively of class \( C^k_u(\mathbb{A}) \), \( C^\sigma(\mathbb{A}) \), if the map
\[
  t \mapsto S(t) = e^{-it\mathbb{A}}S e^{it\mathbb{A}} \in B(\mathcal{H})
\]
is strongly of class \( C^k \), respectively of class \( C^k \) in norm, of class \( \Lambda^\sigma \) on \( \mathbb{R} \).

(ii) We say that \( S \) is of class \( C^{1,1}(\mathbb{A}) \), if
\[
  \int_0^1 \| e^{-i\varepsilon S} e^{i\varepsilon S} - 2S + e^{i\varepsilon S} e^{-i\varepsilon S} \| \frac{d\varepsilon}{\varepsilon^2} < \infty.
\]

Remarks  (i) We have the following inclusions
\[
  C^\sigma(\mathbb{A}) \subset C^{1,1}(\mathbb{A}) \subset C^1_u(\mathbb{A}) \subset C^1(\mathbb{A}), \quad s > 1.
\]

(ii) One may show that \( S \) is of class \( C^1(\mathbb{A}) \) if and only if the sequilinear form defined on \( D(\mathbb{A}) \) by \( [S, \mathbb{A}] = S\mathbb{A} - \mathbb{A}S \) has a continuous extension to \( \mathcal{H} \), which we identify with the associated bounded operator in \( \mathcal{H} \) (from the Riesz Lemma) that we denote by the same symbol. Moreover, \( [S, i\mathbb{A}] = \frac{d}{dt} |_{t=0} S(t) \).

(iii) Recall that \( \langle \mathbb{A} \rangle = (1 + \mathbb{A}^2)^{1/2} \). To prove that \( S \) is of class \( C^\sigma(\mathbb{A}) \) it is enough to show that \( \langle \mathbb{A} \rangle^\sigma S \) is bounded in \( \mathcal{H} \), see for example the appendix of [3]. In particular, in the case where \( \sigma > 1 \), the operator \( S \) is of class \( C^\sigma(\mathbb{A}) \) if one of the following conditions holds true:

1. \( \langle \mathbb{A} \rangle^\sigma S \) is bounded in \( \mathcal{H} \) or
2. \( S \) is of class \( C^1(\mathbb{A}) \) and \( \langle \mathbb{A} \rangle^{\sigma-1}[S, i\mathbb{A}] \) is bounded in \( \mathcal{H} \).

In the sequel of this section, let \( H \) be a bounded self-adjoint operator which is at least of class \( C^1(\mathbb{A}) \). Then \( [H, i\mathbb{A}] \) defines a bounded operator in \( \mathcal{H} \) that we still denote by the same symbol [\( H, i\mathbb{A} \)].

Let \( \Delta \) be a compact interval such that, for some constant \( a > 0 \) and a compact operator \( K \) in \( \mathcal{H} \), we have
\[
  E_H(\Delta)[H, i\mathbb{A}] E_H(\Delta) \geq aE_H(\Delta) + K.
\]

The inequality (2.1) is called the Mourre estimate and we say that \( \mathbb{A} \) is conjugate to \( S \) on \( \Delta \).

If (2.1) holds with \( K = 0 \) then we say that \( \mathbb{A} \) is strictly conjugate to \( S \) on \( \Delta \).

Theorem 2.1 The interval \( \Delta \) contains at most a finite number of eigenvalues of \( H \) counted with multiplicities. Moreover, if \( K = 0 \), then the operator \( H \) has no eigenvalues in \( \Delta \).

Let \( \mathcal{K}_\mathbb{A} := \mathcal{H}_{1/2,1} \) be the Besov space associated to \( \mathbb{A} \) defined by the norm
\[
  \| \psi \|_{1/2,1} = \| \hat{\psi}(\mathbb{A}) \psi \| + \sum_{j=0}^\infty 2^{j/2} \| \hat{\theta}(2^{-j}|\mathbb{A}|) \psi \|,
\]
where \( \theta \in C_0^\infty(\mathbb{R}) \) with \( \theta(x) > 0 \) if \( 1 < x < 2 \) and \( \theta(x) = 0 \) otherwise, and \( \hat{\theta} \in C_0^\infty(\mathbb{R}) \) with \( \hat{\theta}(x) > 0 \) if \( |x| < 2 \) and \( \hat{\theta}(x) = 0 \) otherwise. One has, see [7, 34], the following.

Theorem 2.2 Assume that \( H \) is of class \( C^{1,1}(\mathbb{A}) \). Then \( H \) has no singular continuous spectrum in \( \Delta \). Moreover, the limits \( (H - x \mp i0)^{-1} := \lim_{\mu \to 0^+} (H - x \mp i\mu)^{-1} \) exist locally uniformly on \( \Delta \setminus \sigma_p(H) \) for the weak* topology of \( B(\mathcal{K}_\mathbb{A}, \mathcal{K}_\mathbb{A}^*) \).

Next theorem describes continuity properties of these boundary values of the resolvent of \( H \) as functions of \( x \), as well as some of their propagation consequences.
Theorem 2.3 Assume that $H$ is of class $C^{s+\frac{1}{2}}(\mathbb{A})$ for some $s > 1/2$. Then the maps $x \mapsto \langle \mathbb{A} \rangle^{-s}(H - x \mp i0)^{-1}(\mathbb{A})^{-s}$ are locally of class $\mathcal{N}^{-\frac{1}{2}}$ on $\Delta \setminus \sigma_p(H)$. Moreover, for every $\varphi \in C_0^\infty(\Delta \setminus \sigma_p(H))$ we have

$$
\|\langle \mathbb{A} \rangle^{-s}e^{-iHt}\varphi(H)\langle \mathbb{A} \rangle^{-s}\| \leq C < t >^{-(s-\frac{1}{2})}.
$$

Since $\|e^{-iHt}\varphi(H)\| = \|\varphi(H)\|$, then by using the complex interpolation one obtains much more than this, see [7, 8, 34]. For example, if $H$ is of class $C^\infty(\mathbb{A})$, then, for any $\varphi \in C_0^\infty(\Delta \setminus \sigma_p(H))$ and $\sigma, \varepsilon > 0$, we have

$$
\|\langle \mathbb{A} \rangle^{-\sigma}e^{-iHt}\varphi(H)\langle \mathbb{A} \rangle^{-\sigma}\| \leq C(1 + |t|)^{-\sigma+\varepsilon}, \quad \text{for all } t \in \mathbb{R}.
$$

3 Laurent operators

This section is the first step of our analysis. We will analyse the Laurent operator associated with the symbol $h$ which is much easier to study than the Toeplitz operator $T_0$.

3.1 Notations and main results

Let $\mathcal{H} = l^2(\mathbb{Z}, \mathbb{C}^N)$ be the Hilbert space of square summable vector-valued sequences $(\psi_n)_{n \in \mathbb{Z}}$ endowed with its usual scalar product. Consider the block Laurent operator associated with the symbol $h$ defined on $\mathcal{H}$ by the expression

$$
(H_0\psi)_n = \sum_{-\infty}^{\infty} A_{n-m}\psi_m, \quad n \in \mathbb{Z}.
$$

In [35] the case where $h$ is a trigonometric polynomial symbol is studied and applications to different concrete models are given. Those applications represent additional motivations of our interest to this kind of operators. The case where $N = 1$ corresponds to the usual scalar Laurent operators that are well studied by different approaches, see [2, 9, 10] and their references.

Let us denote by $\mathbb{N}$ the multiplication operator defined by $(\mathbb{N}\psi)_j = j\psi_j$ for all $\psi \in \mathcal{H}$. Recall that the interpolation space $\mathcal{K} := (D(\mathbb{N}), \mathcal{H})_{1/2,1}$ can be described by the norm

$$
\|\psi\|_{1/2,1} = \sum_{j=0}^{\infty} 2^{j/2}\|\theta(2^{-j}[\mathbb{N}]\psi)\|
$$

where $\theta \in C_0^\infty(\mathbb{R})$ is chosen as in [14]. Clearly, $\langle \mathbb{N} \rangle^{-s}\mathcal{H} \subset \mathcal{K} \subset \mathcal{H}$ for any $s > 1/2$. The main result of this section is the following.

Theorem 3.1 Assume that Assumption [14] holds. Then

(i) the spectrum of $H_0$ is purely absolutely continuous outside $\kappa(h)$ and therefore

$$
\sigma(H_0) = \sigma_{ess}(H_0) = \bigcup_{i=1}^{N} \Sigma_j, \quad \sigma_p(H_0) \subset \kappa(h) \quad \text{and} \quad \sigma_{sc}(H_0) = \emptyset.
$$

(ii) The limits $(H_0 - x \mp i0)^{-1} := \lim_{\mu \to 0^+} (H_0 - x \mp i\mu)^{-1}$ exist locally uniformly on $\mathbb{R} \setminus \kappa(h)$ for the weak* topology of $B(\mathcal{K}, \mathcal{K}^*)$.

(iii) For any $s > 1/2$, the maps $x \mapsto \langle \mathbb{N} \rangle^{-s}(H_0 - x \mp i0)^{-1}\langle \mathbb{N} \rangle^{-s} \in B(\mathcal{H})$ are locally of class $\mathcal{N}^{s-\frac{1}{2}}$ on $\mathbb{R} \setminus \kappa(h)$.

(iv) For any $\varphi \in C_0^\infty(\mathbb{R} \setminus \kappa(h))$ and $\sigma, \varepsilon > 0$,

$$
\|\langle \mathbb{N} \rangle^{-\sigma}e^{-iH_0t}\varphi(H_0)\langle \mathbb{N} \rangle^{-\sigma}\| \leq C(1 + |t|)^{-\sigma+\varepsilon}.
$$
This theorem will be proved in several steps. Let \( T = \mathbb{R}/2\pi \mathbb{Z} \) be the periodized interval \([-\pi, \pi]\). Consider the discrete Fourier transform \( \mathcal{F} : l^2(\mathbb{Z}, \mathbb{C}^N) \to L^2(\mathbb{T}, \mathbb{C}^N) \) defined by

\[
\mathcal{F}(\psi)(p) = \hat{\psi}(p) = \sum_{n \in \mathbb{Z}} \psi_n e^{inp}, \quad \psi \in l^2(\mathbb{Z}, \mathbb{C}^N).
\]

Direct computation shows that, for each \( \psi \in l^2(\mathbb{Z}, \mathbb{C}^N) \),

\[
\mathcal{H}_0 \hat{\psi}(p) = h(p) \hat{\psi}(p), \quad p \in \mathbb{T},
\]

where \( h(p) = \sum_{m=\infty}^{-\infty} A_m e^{imp} \) and, therefore, \( \mathcal{H}_0 \) is unitarily equivalent to the direct integral

\[
\mathcal{H}_0 = \int_{-\pi}^{\pi} h(p) dp \quad \text{acting in} \quad \mathcal{H} = \int_{-\pi}^{\pi} \mathbb{C}^N dp. \tag{3.2}
\]

Recall for all \( p \in \mathbb{T} \), \( \{\lambda_j(p); 1 \leq j \leq N\} \) are the repeated eigenvalues of \( h(p) \) and \( \{W_j(p); 1 \leq j \leq N\} \) is a corresponding orthonormal basis of eigenvectors. Hence one may deduce the following.

**Proposition 3.1** The operator \( \mathcal{H}_0 \) is unitarily equivalent to \( M = \bigoplus_{j=1}^{\infty} \lambda_j(p) \) acting in the direct sum \( \bigoplus_{j=1}^{\infty} L^2(\mathbb{T}) \). In particular, the assertion (i) of Theorem 3.1 follows.

**Proof** Consider the operator \( \mathcal{U} : l^2(\mathbb{Z}, \mathbb{C}^N) \to \bigoplus_{j=1}^{\infty} L^2(\mathbb{T}) \) defined by \( \mathcal{U} \psi = (f_j)_{1 \leq j \leq N} \), where

\[
f_j(p) = \langle W_j(p), \hat{\psi}(p) \rangle = \sum_{n \in \mathbb{Z}} \langle W_j(p), \psi_n \rangle e^{inp}. \tag{3.3}
\]

Clearly, \( \mathcal{U} \) is a unitary operator with the following inversion formula:

\[
(\mathcal{U}^{-1}f)_n = \sum_{j=1}^{N} \frac{1}{2\pi} \int_{-\pi}^{\pi} f_j(p) W_j(p) e^{-inp} dp,
\]

for all \( f = (f_1, \cdots, f_N) \) in \( \bigoplus_{j=1}^{\infty} L^2(\mathbb{T}) \). Moreover, direct computation shows that, for each \( \psi \in l^2(\mathbb{Z}, \mathbb{C}^N) \),

\[
(\mathcal{U} \mathcal{H}_0 \psi)_j(p) = \langle W_j(p), \mathcal{H}_0 \hat{\psi}(p) \rangle = \langle W_j(p), h(p) \hat{\psi}(p) \rangle = \lambda_j(p) f_j(p).
\]

The proof is complete.

### 3.2 Mourre estimate for \( \lambda_j \)

Here we denote the operator of multiplication by a function \( f \) in \( L^2(\mathbb{T}) \) by the same symbol \( f \) or by \( f(p) \) when we want to stress the \( p \)-dependence.

As \( \mathcal{H}_0 \) is unitarily equivalent to \( \bigoplus_{j=1}^{\infty} \lambda_j \), it is convenient to prove first the Mourre estimate for each multiplication operator \( \lambda_j \). So, let us fix \( j \in \{1, \cdots, N\} \) and put \( \lambda = \lambda_j \). Recall that the set \( \kappa(\lambda) \) of critical values of \( \lambda \) is finite. Let \( \Delta \) be a real compact interval, such that \( \Delta \cap \kappa(\lambda) = \emptyset \). Clearly, there exists an open interval \( I \) containing \( \Delta \) and \( \overline{\Delta} \cap \kappa(\lambda) = \emptyset \). In particular, \( \lambda \) is of class \( C^\infty \) on \( \lambda^{-1}(\overline{I}) \) and there exists a constant \( c > 0 \) such that \( |\lambda'(p)|^2 \geq c > 0 \) on \( \lambda^{-1}(\overline{I}) \). Choose a smooth function \( \zeta \) supported on \( \overline{I} \) and identically equals to 1 on \( \Delta \). Define the function

\[
F(p) = \zeta(\lambda(p)) \frac{\lambda'(p)}{|\lambda'(p)|^2}, \quad p \in \mathbb{T}.
\]
Thus \( F \in C^\infty(\mathbb{T}) \), since the support of \( \zeta \) does not contain any critical point of \( \lambda \). Moreover
\[
F(p)\chi(p) = \zeta(\lambda(p)), \quad \forall p \in \mathbb{T}.
\]
(3.4)

We are now able to define our conjugate operator \( a \) to \( \lambda \) on \( L^2(\mathbb{T}) \) by
\[
a = \frac{i}{2} \left\{ F(p) \frac{d}{dp} + \frac{d}{dp} F(p) \right\} = iF(p) \frac{d}{dp} + \frac{i}{2} F'(p).
\]
(3.5)

It is clear that \( a \) is an essentially self-adjoint operator in \( L^2(\mathbb{T}) \), see for example Proposition 7.6.3 of [4]. Moreover, direct computation yields to
\[
[\lambda, ia] = F(p)\chi(p) = \zeta(\lambda(p)).
\]

So \( \lambda \) is of class \( C^1(a) \), and by repeating the same calculation, we show that \( \lambda \) is of class \( C^\infty(a) \). Moreover, since the spectral projector of \( \lambda \) on \( \Delta \) is nothing but the multiplication operator by the characteristic function of \( \lambda^{-1}(\Delta) \) we have
\[
E_\lambda(\Delta)[\lambda, ia]E_\lambda(\Delta) = E_\lambda(\Delta).
\]
(3.6)

Thus we have proved

Proposition 3.2 The operator \( \lambda \) is of class \( C^\infty(a) \) and \( a \) is strictly conjugate to \( \lambda \) on \( \Delta \).

3.3 Mourre estimate for \( H_0 \)

We start with the following consequence of Proposition 3.2.

Proposition 3.3 Let \( \Delta \) be a real compact interval such that \( \Delta \cap \kappa(h) = \emptyset \). Then there exists a self-adjoint operator \( \tilde{A} = \tilde{A}_\Delta \) such that \( M \) is of class \( C^\infty(\tilde{A}) \) and \( \tilde{A} \) is strictly conjugate to \( M \) on \( \Delta \). More precisely, we have
\[
E_M(\Delta)[M, i\tilde{A}]E_M(\Delta) = E_M(\Delta).
\]

Proof Recall that \( \kappa(h) = \cup_{1 \leq j \leq N} \kappa(\lambda_j) \) is finite. Since \( \Delta \) is a real compact interval such that \( \Delta \cap \kappa(h) = \emptyset \), there exists an open interval \( I \) containing \( \Delta \) and \( I \cap \kappa(h) = \emptyset \). In particular, for any \( j = 1, \ldots, N \), \( \lambda_j \) is of class \( C^\infty(\tilde{A}) \) on \( \lambda_j^{-1}(\mathbb{T}) \) and there exists a constant \( c > 0 \) such that \( |\lambda_j'(p)|^2 \geq c > 0 \) on \( \lambda_j^{-1}(\mathbb{T}) \). Thus for any \( j = 1, \ldots, N \), one may construct the operator \( a_j \) using (3.3), with \( F = F_j \) and \( \lambda = \lambda_j \), that is
\[
a_j = \frac{i}{2} \left\{ F_j(p) \frac{d}{dp} + \frac{d}{dp} F_j(p) \right\} = iF_j(p) \frac{d}{dp} + \frac{i}{2} F_j'(p).
\]
(3.7)

For any \( j = 1, \ldots, N \), we have
\[
E_{\lambda_j}(\Delta)[\lambda_j, ia_j]E_{\lambda_j}(\Delta) = E_{\lambda_j}(\Delta).
\]

Now define the self-adjoint operator in \( \oplus_{1 \leq j \leq N} L^2(\mathbb{T}) \) by
\[
\tilde{A} = \oplus_{1 \leq j \leq N} a_j.
\]
(3.8)

Since, for any Borel set \( J \), one has \( E_M(J) = \oplus_{1 \leq j \leq N} E_{\lambda_j}(J) \) and \( [M, i\tilde{A}] = \oplus_{1 \leq j \leq N} [\lambda_j, ia_j] \), we immediately conclude that,
\[
E_M(\Delta)[M, i\tilde{A}]E_M(\Delta) = \oplus_{1 \leq j \leq N} E_{\lambda_j}(\Delta) = E_M(\Delta).
\]
The proof is complete.

According to the Proposition 3.1, \( H_0 = \mathcal{U}^{-1} M \mathcal{U} \). Define the operator \( A \) by

\[
A = \mathcal{U}^{-1} \tilde{A} \mathcal{U}.
\] (3.9)

By a direct application of the previous proposition, we get

**Corollary 3.1** Let \( \Delta \) be a real compact interval such that \( \Delta \cap \kappa(h) = \emptyset \). Then there exists a self-adjoint operator \( A = A_{\Delta} \) such that \( H_0 \) is of class \( C^\infty(A) \) and \( A \) is strictly conjugate to \( H_0 \) on \( \Delta \):

\[
E_0(\Delta)[H_0, iA]E_0(\Delta) = E_0(\Delta).
\]

In particular, the spectrum of \( H_0 \) is purely absolutely continuous on \( \mathbb{R} \setminus \kappa(h) \). The last ingredient in the proof of Theorem 3.1 is the following Lemma that comes from [35].

**Lemma 3.1** Let \( A = A_{\Delta} \) be a self-adjoint operator defined by (3.9). For every integer \( m > 0 \) the operators \( \langle N \rangle^{-m}A^m \) and \( A^m\langle N \rangle^{-m} \) are bounded in \( \mathcal{H} \).

**Proof of Theorem 3.1.** By combining the last corollary, Lemma 3.1 and the results of Section 2 we immediately get our Theorem 3.1.

### 4 Compact perturbation of \( H_0 \)

The second step of our analysis is to study the preservation of this spectral structure under compact perturbations. More specifically, let \( V = (V_{ij})_{i,j \in \mathbb{Z}} \) be a symmetric compact operator in \( \mathcal{H} \). Hence, by Weyl theorem, \( H = H_0 + V \) and \( H_0 \) have the same essential spectra,

\[
\sigma_{ess}(H) = \sigma_{ess}(H_0) = \bigcup_{j=1}^{N} \Sigma_j.
\]

We would like to describe simple conditions on \( V \) ensuring the preservation of Theorem 3.1 for \( H \). For this let us fix a real compact interval \( \Delta \) such that \( \Delta \cap \kappa(h) = \emptyset \) and let \( A = A_{\Delta} \) be the self-adjoint operator defined by (3.9). Our analysis in this section is based on the following two abstract results.

**Theorem 4.1** Assume that the compact operator \( V \) is of class \( C^1(A) \) such that \( [V, iA] \) is compact too. Then there exists a compact operator \( K \) such that

\[
E_H(\Delta)[H, iA]E_H(\Delta) = E_H(\Delta) + K.
\]

In particular, \( \Delta \) contains at most a finite number of eigenvalues of \( H \) counted with multiplicities.

**Proof.** According to the last section, the operator \( H_0 \) is of class \( C^\infty(A) \). Then, since \( H_0 \) and \( V \) are bounded and \( V \) is of class \( C^1(A) \), one deduces that \( H = H_0 + V \) is of class \( C^1(A) \). Moreover, for any Borel set \( J \), \( E_H(J) - E_{H_0}(J) \) is a compact operator. Hence,

\[
E_H(\Delta)[H, iA]E_H(\Delta) = E_H(\Delta)[H_0, iA]E_H(\Delta) + E_H(\Delta)[V, iA]E_H(\Delta) = E_{H_0}(\Delta)[H_0, iA]E_{H_0}(\Delta) + K_1 = E_{H_0}(\Delta) + K_2 = E_H(\Delta) + K_3
\]

for some compact operators \( K_1, K_2 \) and \( K_3 \). The proof is complete.
Theorem 4.2 Assume that $V$ is a self-adjoint compact operator on $\mathcal{H}$ which is of class $C^{1,1}(\mathbb{A})$. Then $V$ of class $C^1_u(\mathbb{A})$ and $[V,i\Delta]$ is compact so that Theorem 4.1 holds. Moreover,

1. $H_0 + V$ has no singular continuous spectrum in $\Delta$;
2. the limits $(H - x \mp i0)^{-1} := \lim_{\mu \to 0+} (H - x \mp i\mu)^{-1}$ exist locally uniformly on $\Delta \setminus [\kappa(h) \cup \sigma_p(H)]$ for the weak* topology of $B(\mathbb{K},\mathbb{K}^*)$.
3. In addition, if $V$ is of class $C^{s+\frac{1}{2}}(\mathbb{A})$, for some $s > 1/2$, then the maps

$$x \mapsto (N)^{-s}(H - x \mp i0)^{-1}(N)^{-s} \in B(\mathcal{H})$$

are locally of class $\Lambda^{s+\frac{1}{2}}$ on $\Delta \setminus [\kappa(h) \cup \sigma_p(H)]$.

Proof. A direct combination of Theorem 4.1, Lemma 3.1, and the results of Section 2.

Now the efficiency of these theorems in applications lies on our ability to verify their regularity hypothesis for concrete $V$’s. We start with (see [1] for a continuous version) the following auxiliary result.

Lemma 4.1 Let $V$ be a bounded operator on $\mathcal{H}$ and $\xi \in C^\infty(\mathbb{R})$ such that $\xi(x) = 0$ around 0 and $\xi(x) = 1$ for $|x| > a$, for some $a > 0$. Then the operator $V$ is compact on $\mathcal{H}$ if and only if $\lim_{r \to +\infty} \|\xi(N/r)V\| = 0$.

Proof First, it is obvious that

$$\lim_{r \to +\infty} \xi(N/r) = 0.$$ 

Hence, if $V$ is compact then $\lim_{r \to +\infty} \|\xi(N/r)V\| = 0$.

Reciprocally, since $\zeta = 1 - \xi \in C^\infty(\mathbb{R})$ with a compact support, $V_k = \zeta(N/k)V$ is a compact operator, for any integer $k$. Since, $\|V - V_k\| = \|\xi(N/k)V\|$ tends to zero at infinity we get the desired result.

Example 4.1 Let $f$ be a the self-adjoint matrix-valued continuous function defined on $\mathbb{T}$ and let $\{\hat{f}_n\}_{n \in \mathbb{Z}}$ be its Fourier coefficients. Consider the operator $W = W(f)$ defined by

$$W_{ij} = \begin{cases} \hat{f}_{i-j} & \text{if } i \geq 0, j \leq -1, \\ \hat{f}_{i-j} & \text{if } i \leq -1, j \geq 0, \\ 0 & \text{otherwise.} \end{cases}$$

Then $W(f)$ is a compact operator. Indeed, if $f$ is a trigonometric polynomial then $W(f)$ is of finite rank, is clear from the fact that

$$\|\xi(N/r)W\| = 0 , \quad \text{for } r \text{ sufficiently large.}$$

Now, the proof can be finished by the celebrated Fejér’s Theorem. This example is related to Hartman’s theorem on the compactness of Hankel operators [24].

Corollary 4.1 Let $V$ be a bounded symmetric operator in $\mathcal{H}$ such that

$$\lim_{r \to +\infty} r\|\xi(N/r)V\| = 0.$$ 

Then outside $\kappa(h)$ the eigenvalues of $H = H_0 + V$ are all finitely degenerate and their possible accumulation points are included in $\kappa(h)$. 

Proof. It suffices to show that for any real compact interval $\Delta$ such that $\Delta \cap \kappa(h) = \emptyset$, Theorem 4.1 applies, so that $\Delta$ contains at most a finite number of eigenvalues of $H$ counted with multiplicities. Under our condition the operators $V$ and $\langle N \rangle V$ are compact on $\mathcal{H}$. Let $A = A_{\Delta}$ be the self-adjoint operator defined by (3.9). According to Lemma 3.1 we get $AV = A(\langle N \rangle)^{-1} \cdot \langle N \rangle V$ is compact. Hence $H$ is of class $C^1(A)$ such that $[V, iA]$ is compact. The proof is complete.

Remark According to Theorem 6.1 of [9], $V$ is of class $C^{1,1}(A)$ if

$$
\int_1^{+\infty} \|\theta(\langle N \rangle/r)V\|dr < \infty. 
$$

(4.1)

Recall that $\theta \in C_0^\infty(\mathbb{R})$ with $\theta(x) > 0$ if $1 < x < 2$ and $\theta(x) = 0$ otherwise. Moreover, if

$$
\sup_{r \geq 1} \|r^s\theta(\langle N \rangle/r)V\| < \infty
$$

(4.2)

then $V$ is of class $C^s(A)$.

Hence to show that $V$ is of some regularity class with respect to $A$ it is enough to have a good estimation of the norms $\|\theta(\langle N \rangle/r)V\|$. For we need the following notations. For an operator $B = (B_{ij})_{i,j \in \mathbb{Z}}$ defined formally on $\mathcal{H}$ by $(B\psi)_i = \sum_{j=-\infty}^{\infty} B_{ij}\psi_j$. It is known and easy to show that $B$ is a bounded operator in $\mathcal{H}$ if

$$
r(B) := \sup_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} \|B_{ij}\| < \infty, 
$$

(4.3)

$$
c(B) := \sup_{j \in \mathbb{Z}} \sum_{i \in \mathbb{Z}} \|B_{ij}\| < \infty. 
$$

(4.4)

In this case,

$$
\|B\| \leq \sqrt{r(B)c(B)}.
$$

This is the so-called Schur test. Notice that if $B$ is symmetric then $r(B) = c(B)$ and $\|B\| \leq c(B)$. The proofs are similar to the scalar case and will be omitted.

We will also use the following Hilbert-Schmidt test. Recall that $B$ is Hilbert-Schmidt if

$$
\|B\|_2 = \sqrt{\sum_{i,j \in \mathbb{Z}} \|B_{ij}\|^2} < \infty.
$$

In this case $B$ is bounded and $\|B\| \leq \|B\|_2$. Here also the proof is similar to the scalar case.

Example 4.2 Consider the operators $B$ and $B'$ on $\mathcal{H}$ such that the matrix entries:

$$
\|B_{ij}\| = \frac{1}{(1 + |i - j|)^2} \quad \text{and} \quad \|B'_{ij}\| = \frac{1}{(1 + |i|)(1 + |j|)}.
$$

Then clearly Schur test shows that $B$ is bounded while the Hilbert-Schmidt test fails. In contrast Schur test breaks down for $B'$, while Hilbert-Schmidt test applies.

Proposition 4.1 Let $V = (V_{ij})_{i,j \in \mathbb{Z}}$ be a bounded symmetric operator in $\mathcal{H}$. Put

$$
n_V(r) := \left( \sup_{r \leq |i| \leq 2r} \sum_{j \in \mathbb{Z}} \|V_{ij}\| \right) \cdot \left( \sup_{r \leq |i| \leq 2r} \sum_{j \in \mathbb{Z}} \|V_{ij}\| \right),
$$

(4.5)

$$
p_V(r) := \sum_{r \leq |i| \leq 2r} \|V_{ij}\|^2.
$$

(4.6)

Then $V$ is of class $C^{1,1}(A)$ if $\int_1^{+\infty} \sqrt{n_V(r)} dr < \infty$, respectively, if $\int_1^{+\infty} \sqrt{p_V(r)} dr < \infty$.  
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Proof. According to the preceding discussion if we use the Schur (respectively Hilbert-Schmidt) test one may estimate \( |\theta((N)/r)V| \) by \( \sqrt{n_V(r)} \) (respectively \( \sqrt{p_V(r)} \)). Hence the hypothesis of the proposition implies the estimate \((4.1)\). The proof is complete.

Corollary 4.2 Assume that \( V = V_1 + V_2 \) so that
\[
\int_1^{\infty} \sqrt{n_{V_1}(r)} + \sqrt{p_{V_2}(r)}dr < \infty.
\]
Then \( V \) is of class \( C^{1,1}(\mathbb{A}) \).

Similarly we have

Corollary 4.3 Let \( V = V_1 + V_2 \) be a bounded symmetric operator in \( \mathcal{H} \) such that
\[
\sup_{r \geq 1} r^s(\sqrt{n_{V_1}(r)} + \sqrt{p_{V_2}(r)}) < \infty.
\]
Then \( V \) is of class \( C^s(\mathbb{A}) \).

Remark Notice also that if \( \langle N^n \rangle V \in B(\mathcal{H}) \), for some \( s > 0 \) then \( V \) is of class \( C^s(\mathbb{A}) \). In particular, this holds if \( \| \langle N^n \rangle V \|_2 < \infty \) or \( r(\langle N^n \rangle V) \cdot c(\langle N^n \rangle V) < \infty \). Indeed, according to the criteria given in the appendix of \[9\] it is enough to show that the product \( \langle A \rangle^s \) \( V \) is bounded in \( \mathcal{H} \). But the lemma \[3.1\] shows that \( \langle A \rangle^s \) \( V \) is bounded. Thus \( \langle A \rangle^s \) \( V = (\langle A \rangle^s \langle N^n \rangle V \) \( V \) is bounded.

Example 4.3 Assume that \( V \) is compactly supported, that is \( V_{ij} = 0 \) for all \( i > M \) or \( j > M \) for some integer \( M \). Then \( V \) is of finite rank and of class \( C^\infty(\mathbb{A}) \). Indeed, by the Corollary \[4.3\] we see that \( V \) is of class \( C^s(\mathbb{A}) \) for any \( s > 0 \).

Example 4.4 Let \( \psi \in \mathcal{H} \) and consider the rank one operator \( V = \langle \cdot, \psi \rangle \psi \). One may show that \( \| (\theta(N)/r)V \| = \| \psi \| \cdot \| (\theta(N)/r)\psi \| \). Hence the regularity of \( V \) can be described in terms of the regularity of \( \psi \). For example, \( V \in C^{1,1} \) (respectively \( V \in C^s, s > 0 \)) if and only if \( \psi \in H_{1,1} \) (respectively \( \psi \in H_{s,\infty} \)). Here \( H_{s,p} \) are the Besov spaces associated to the operator \( N \), see \[14\]

Example 4.5 Assume that there exist a constant \( C > 0 \) and \( \kappa > 0 \) such that
\[
\|V_{ij}\| \leq Ce^{-\kappa(|i|+|j|)}.
\]
Then, according to the Corollary \[4.3\] \( V \) is of class \( C^\infty(\mathbb{A}) \).

Example 4.6 Assume that there exist a constant \( C > 0 \) and \( s > 0 \) such that
\[
\|V_{ij}\| \leq C(1 + |i| + |j|)^{-1-s}.
\]
Then the Corollary \[4.3\] and direct calculation show that \( V \) is of class \( C^s(\mathbb{A}) \).

Example 4.7 Assume that there exist a constant \( C > 0 \) and \( \sigma > 1/2 \) such that
\[
\|V_{ij}\| \leq C \frac{1}{(1 + |i|)^{\sigma}(1 + |j|)^{\sigma}}.
\]
Then clearly
\[
p_V(r) = \sum_{r \leq |i| \leq 2r} \sum_{j \in \mathbb{Z}} \|V_{ij}\|^2 \leq C \sum_{r \leq |i| \leq 2r} \sum_{j \in \mathbb{Z}} \frac{1}{(1 + |i|)^{2\sigma}(1 + |j|)^{2\sigma}} \leq C \sum_{r \leq |i| \leq 2r} \frac{1}{(1 + |i|)^{2\sigma}}
\]
The last term behaves like \( r^{-2\sigma + 1} \) as \( r \) goes to infinity. Hence, \( V \) is of class \( C^{\sigma - \frac{1}{2}}(\mathbb{A}) \). Notice that if \( \sigma \leq 1 \) then one may not use \( n_V(r) \) because it diverges.
We close this section by some scattering consideration. Let $\mathcal{K}^{\ast \circ}$ be the closure of $\mathcal{H}$ in $\mathcal{K}^{\ast}$. In fact it is enough to see that our Theorems 3.3, 4.2 and 4.1 allows us to apply the Proposition 7.5.6, page 323 of [1] to get the following.

**Corollary 4.4** Assume that $V$ satisfies \([4.4]\) and extends to a bounded operator from $\mathcal{K}^{\ast \circ}$ to $\mathcal{K}$. Let $P_{ac}(H_0)$ be the spectral projector of $H_0$ on its purely absolutely continuous component. Then the wave operators

$$\Omega^\pm(H, H_0) = \text{s-lim}_{t \to \pm \infty} e^{iHt} e^{-iH_0t} P_{ac}(H_0)$$

exist and they are complete, i.e., their range equal $\mathcal{H}_{ac}(H)$ (the absolutely continuous subspace of $H$).

**Example 4.8** Let $H_0$ be the Laurent operator associated with the symbol

$$h(p) = \begin{pmatrix} b_1 & a_1 & 0 & \cdots & a_N e^{ip} \\ a_1 & b_2 & a_2 & 0 & \cdots \\ 0 & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & a_{N-2} & b_{N-1} & a_{N-1} \\ a_N e^{-ip} & \cdots & 0 & a_{N-1} & b_N \end{pmatrix}, \quad p \in \mathbb{T}, \quad (4.7)$$

with $a_i > 0, b_i \in \mathbb{R}$. Then one may prove that we have, see [27] for more details,

1. there exist $\alpha_1 < \beta_1 \leq \alpha_2 < \beta_2 \cdots \leq \alpha_N < \beta_N$ such that the spectrum of $H_0$ is purely absolutely continuous and $\sigma(H_0) = \cup_{j=1}^N [\alpha_j, \beta_j]$.

2. There exists a conjugate operator $A$ for $H_0$ i.e. $\mu^A(H_0) = \mathbb{R} \setminus \{\alpha_1, \beta_1, \alpha_2, \beta_2, \ldots, \alpha_N, \beta_N\}$.

3. Theorems 4.2 and its corollaries can be used in this context to get a large class of compact perturbation $V$ that ensures the absence of singular continuous spectrum of $H = H_0 + V$ as well as the existence and completeness of the wave operators, but we will not do this separately.

Note that $H_0$ is unitarily equivalent to the scalar periodic Jacobi operator acting in $l^2(\mathbb{Z}, \mathbb{C})$ by

$$(J_0 \psi)_n = a_n \psi_{n+1} + b_n \psi_n + a_{n-1} \psi_{n-1}, \quad n \in \mathbb{Z}$$

such that $a_n > 0$ and $b_n \in \mathbb{R}$ with $a_{j+N} = a_j$ and $b_{j+N} = b_j$. One may also see [17, 26, 28] and references therein for related results on this model.

**Example 4.9** Notice that if in the preceding example one of the $a_i$’s is zero, say $a_1 = 0$, then all the spectral bands of $H_0$ are degenerate $\alpha_1 = \beta_1, \alpha_2 = \beta_2, \ldots, \alpha_N = \beta_N$. Therefore $\sigma_{ess}(H_0) = \{\alpha_1, \alpha_2, \ldots, \alpha_N\}.

### 5 Proof of Theorems 1.1 and 1.2

Recall that $\mathbb{Z}_+ = \{0, 1, \cdots, \}$ and $\mathbb{Z}_- = \{\cdots, -2, -1\}$ are the sets of nonnegative and negative integers. Of course $\mathbb{Z} = \mathbb{Z}_- \cup \mathbb{Z}_+$ the set of all integers. Let $\mathcal{H}^\perp = l^2(\mathbb{Z}_+, \mathbb{C}^N)$, for some integer $N \geq 1$, be the Hilbert space of square summable vector-valued sequences $(\psi_n)_{n \in \mathbb{Z}_\pm}$. In the
sequel $\mathcal{H}^\pm$ will be canonically identified with a subspace of $\mathcal{H}$ so that $\mathcal{H} = \mathcal{H}^- \oplus \mathcal{H}^+$. With these notations the operator $H_0$ decomposes as

$$H_0 = \begin{pmatrix} H_0^- & H_0^+ \\ H_0^+ & H_0^- \end{pmatrix}.$$ 

Of course, the operators $T_0, H_0^+$ and $H_0^-$ have the same spectral properties and $H_0^\pm$ are Hankel operators. Moreover,

$$H_1 = \begin{pmatrix} H_0^- & 0 \\ 0 & H_0^+ \end{pmatrix} = H_0 - \begin{pmatrix} 0 & H_0^- \\ H_0^+ & 0 \end{pmatrix}.$$ 

Hence, to study $T_0$ it is more convenient to study the direct sum $H_1$, since it is a perturbation of $H_0$ by the operator

$$W = \begin{pmatrix} 0 & H_0^- \\ H_0^+ & 0 \end{pmatrix}.$$ 

Example 5.1 Assume that $A_j = 0$ if $|j| > M$ for some integer $M \geq 1$. This means that the symbol $h(p) = \sum_{j=-M}^{M} A_j e^{jp}$ is a trigonometric polynomial. Then $W$ is a finite rank operator since

$$W_{ij} = \begin{cases} A_{i-j} & \text{if } i \geq 0, j \leq -1, \\ A_{i-j} & \text{if } i \leq -1, j \geq 0, \\ 0 & \text{otherwise.} \end{cases}$$

Proof of the Corollary 1.1 By a direct combination between the last example with our Theorem 4.1 we get all the corollary except the finiteness of the number of the eigenvalues counted with multiplicities. But it is a general result that a finite rank perturbation may create at most a finite number of eigenvalues outside the essential spectrum.

Proof of Theorems 1.1 and 1.2 Here again it is enough to study the perturbation $W$ in order to apply our Theorems 4.1 and 4.2 and the preceding discussion. We have

$$W_{ij} = \begin{cases} A_{i-j} & \text{if } i \geq 0, j \leq -1, \\ A_{i-j} & \text{if } i \leq -1, j \geq 0, \\ 0 & \text{otherwise.} \end{cases}$$

It is enough to show that $W$ is covered by the Example 4.5. But this is clear since the symbol $h$ is analytic so that its Fourier coefficients $A_j$ decay exponentially. Therefore $W$ is of class $C^\infty(\mathbb{A})$ and the proof is complete.

6 Proof of Theorems 1.3 and 1.4

In this part our goal is to study $T = T_0 + v$ acting in $\mathcal{H}^+$. Here again it is more convenient to study the operator $H$ acting in $\mathcal{H} = \mathcal{H}^- \oplus \mathcal{H}^+$ giving by

$$\begin{pmatrix} H_0^- & 0 \\ 0 & H_0^+ + v \end{pmatrix} = H_1 + \begin{pmatrix} 0 & 0 \\ 0 & v \end{pmatrix}.$$ 

The first term in the right hand side is of class $C^\infty(\mathbb{A})$ and $\mathbb{A}$ is locally conjugate to $H_1$ on $\mathbb{R} \setminus \kappa(h)$. It is enough to study the operator $V$ obtained from $v$ by

$$V_{ij} = \begin{cases} v_{ij} & \text{if } i, j \geq 0, \\ 0 & \text{otherwise.} \end{cases}$$
But then our conditions (1.5) (respectively (1.6)) on \(v\) implies directly that the corresponding \(V\) is of class \(C^{1,1}(\mathbb{A})\) (respectively \(C^{s+\frac{1}{2}}(\mathbb{A})\)). Theorems 4.1 and 4.2 allows us to finish the proof exactly in the same way as in the preceding section.

**Proof of Corollary 1.2** A direct application of our Theorems 1.1, 1.2 and 1.3 allows us to apply Proposition 7.1.5, page 282 of [1]. Indeed, the space \(K_+\) is of cotype 2 and has the bounded approximation property, see Lemma 2.8.6 and Theorem 2.8.7, page 68 of [1].

**Example 6.1** Let \(T_0\) be the Toeplitz operator associated with the symbol \(h(p)\) given by (4.7). Then we have
\[
\sigma_{ac}(T_0) = \sigma_{ess}(T_0) = \sigma_{ess}(H_0) = \bigcup_{j=1}^{N}[\alpha_j, \beta_j].
\]
Moreover, \(T_0\) has at most finite number of eigenvalues in the spectral gaps. In fact, according to [13], \(T_0\) has at most one simple eigenvalue in each gap. In [13] (see also [13]) sufficient conditions on a perturbation \(V\) that ensure the finiteness of eigenvalues of \(T = T_0 + V\) in the spectral gaps are given. Here Theorems 1.3 and 1.4 complete the picture. Indeed they can be used in this context to get a large class of compact perturbation \(v\) that ensures the absence of singular continuous spectrum of \(T = T_0 + v\) as well as the existence and completeness of the wave operators, but we will not do this separately. Finally, note that \(T_0\) is unitarily equivalent to the scalar periodic Jacobi operator defined in \(l^2(\mathbb{Z}_+, \mathbb{C})\) by
\[
(J^+_n \psi)_n = a_n \psi_{n+1} + b_n \psi_n + a_{n-1} \psi_{n-1}, \quad n \geq 0
\]
such that \(\psi_{-1} = 0, a_n > 0\) and \(b_n \in \mathbb{R}\) with \(a_{j+N} = a_j\) and \(b_{j+N} = b_j\).
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