Selfish Gene Algorithm Vs Genetic Algorithm: A Review
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Abstract. Evolutionary algorithm is one of the algorithms inspired by the nature. Within little more than a decade hundreds of papers have reported successful applications of EAs. In this paper, the Selfish Gene Algorithms (SFGA), as one of the latest evolutionary algorithms (EAs) inspired from the Selfish Gene Theory which is an interpretation of Darwinian Theory ideas from the biologist Richards Dawkins on 1989. In this paper, following a brief introduction to the Selfish Gene Algorithm (SFGA), the chronology of its evolution is presented. It is the purpose of this paper is to present an overview of the concepts of Selfish Gene Algorithm (SFGA) as well as its opportunities and challenges. Accordingly, the history, step involves in the algorithm are discussed and its different applications together with an analysis of these applications are evaluated.
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1. Introduction
The real-world problems may consist of unstable structure that was contributed by incomplete of noisy data and many multi-dimensional problems; thus creating flaws to the conventional algorithms to solve the real-world problems. So, evolutionary algorithm seems to be useful in solving such problems. Evolutionary algorithms (EAs) are based on a search and optimization methods that were inspired by the biological model of Nature Selection. Based on this understanding, we find a family of EAs, known as the genetic algorithm (GA) [1,2], evolutionary strategy (ES) [4], genetic programming (GP)[10], Selfish gene algorithm (SFGA)[6,7] and Memetic algorithm (MA) [8] have been developed after the Darwinian theory.

EAs attempts to solve complex problems by mimicking the processes of Darwinian evolution where individuals in the population continuously compete with each other in the process of searching for optimal solutions [3].The members of the EA family share a great number of features in common. They are all population-based stochastic search algorithms performing with best-to-survive criteria. Each algorithm commences by creating an initial population of feasible solutions, and it evolves iteratively from generation to generation towards a best solution. In successive iterations of the
algorithm, fitness-based selection takes place within the population of solutions. Better solutions are preferentially selected for survival into the next generation of solutions, with a diversity being introduced to the selected solutions in an attempt to uncover even better solutions over the next generation, with an aim to search for a global optimum [2].

Since ancient time, human has been imitating the nature to survive by implementing the way and style of nature in everyday lives. Our ancestors have been using inspiration from nature to create a variety of materials and equipment for centuries. Richard Dawkins wrote a book called “The Selfish Gene” in 1976 and followed in 1982 with “The Extended Phenotype”. He proposed a new theory for considering the Darwinian natural selection mechanism. He has put an evolution in a different view and provides an alternative interpretation key called the Selfish Gene Theory. In this theory, population can be seen as a pool of genes and individual’s genes fight for their survival in the genotype of the vehicles. The survival of the fittest is a struggle fought by genes, not the individual. Inspired by this theory, Corno F. and his cooperative members [6,7] proposed and implemented a new evolutionary algorithm method called the Selfish Gene Algorithm(SFGA).

This paper tries to give an overall view of Selfish Gene Algorithm (SGFA). Section 2 will introduce the Selfish Gene Algorithm. The steps involve in Selfish Gene Algorithms are discussed in Section 3. Section 4 provides the applications that have been done by other researchers using Selfish Gene Theory and Algorithm. Section 5 sketches a tabular form comparison of most EAs, Genetic Algorithm with Selfish Gene Algorithm. The conclusion is drawn in Section 6.

2. The Selfish Gene Algorithm (SFGA)

The selfish gene algorithm is a new member of Evolutionary Algorithms that search stochastically through a virtual population of the genes, not a real population like Genetic Algorithm [10, 26]. It focuses on the fitness of the genes itself rather than the individuals. It does not have any crossover and mutation at all and its population is seen as a store of genetic material. It is used as a term of “Virtual Population” which models the gene pool concept. This virtual population presents the number of individuals, and their specific identity. The individual is represented here by its genome. There are explicitly distinguished between its location in the genome which is called locus and the value of the locus called allele. The successful of an alleles is calculated by its frequency appear in the virtual population. Generally evolution means, that organism which succeeds will increases its allele’s frequency in population at the expense of children. An organism which fails will decreases its allele’s frequency in population [1,2,10,24,25,26].

The selfish gene algorithm is different with others techniques because it has no explicit population. Meanwhile, individuals are creating and destroy only for temporary. The mutation is encoded as a random gene selection but not according to its frequencies. For its fitness function, absolute values of fitness are not assigned to generate solutions. It compares between each individual to generate solutions to others. After the criteria meets, it returns back to the algorithm.

Research by [2, 10] showed the concept of selfish gene algorithm (SGA). The chromosome is also called genotype and all living organisms have DNA molecules. Genes is part of DNA molecule and gene location in DNA is called locus. Usually for the same locus there can be different versions of gene and it is called alleles. To determine the fittest chromosome or genotype, allele’s frequencies or probabilities in population are calculated.

3. Steps involve in Selfish Gene Algorithm

Simple illustration of SGA steps shown below give widely ideas how SGA works. There are 10 efficient steps.

3.1 Encoding representation

In all EAs techniques, encoding is the first stage in their steps where chromosomes are represented. This step is analogous to step in the GA [1,2]. The chromosomes can be represented as
binary strings, char and vectors in GA; list of real numbers in SFGA. Each gene we will explicitly distinguish between its location in the chromosome (the locus) and the value appearing at that locus (the allele). Chromosome in GA represents a legal solution to the problem and it is composed of a string of genes which is fixed but in SFGA, selected genes from Virtual Population (VP) according their high frequencies combine as one chromosome and strive in the SFGA process. Then the gene can separate after using it in the algorithm. Figure 1 describes the illustration of the component in the selfish gene algorithms and GA based on their chromosome representation.

3.2. Initialize the population (pop)

Initialization is the most steps in EAs technique. Population size is very important all variant EAs algorithms as limited population size may produce solutions in low quality [17]. The conventional population of individuals that used in GAs is replaced by a virtual population (VP) where the individual is seen as only storing of genetic material [53]. The recombination or crossover stage is present in GA but not in SFGA. Among the types of crossover operation are single point, two point, uniform and arithmetic crossovers. A population is a set of individuals and each of them has associated fitness values that can measure their “goodness”.

This step is a bit different with other technique because a population (real population of individuals) is not important; it’s just a store room for genetic materials. From the population, take genes and store it in a virtual population (Gene pool). In Virtual Population, the number of individuals, and their specific identity, are not of interest, and therefore are not specified or stored. The first population is created by generating individuals randomly. In the SFGA, the VP evolves through a mechanism called tournament. Because there is no explicit definition of individuals in the VP, an individual is generated only when needed for competing in a tournament, and it is discarded immediately after [9].

Figure 1 Illustration of the gene in the Selfish Gene Algorithm and Genetic Algorithm.
From another point of view can only be seen as VP gene pool struggling to imitate nature called the "culture transmission". In recent developments of SFGA the VP contains vectors of accumulated frequencies of alleles following a distribution of probabilities for each gene. In this new algorithm only a reward to the winner of the process of mating generated by an individual from VP and random immigrants is accumulated [53].

3.3. Evaluate the gene frequencies (pop)

Fitness function stage is important in EAs. It is a heuristic function that measures the performance of an individual chromosome or genotype in the problem domain. The fitness function establishes the basis for selecting chromosomes that will be mated during the reproduction in EAs. Each gene should have its own frequency and locus. Fitness function is based on the goodness of a given individual or an individual which have the highest frequency. This step is same as GA, where evaluation takes place at phenotypic level after a decoding phase [9]. As with other Evolutionary Algorithms, in SFGA an individual is represented by its genome. But what makes it differ from other techniques is, for each gene we will explicitly distinguish between its location in the genome (the locus) and the value appearing at that locus (the allele). In the VP, due to the number of possible combinations, genomes tend to be unique, but some alleles might be more frequent than others. In the SG, the success of an allele is measured by the frequency with which it appears in the VP.

3.4. Select the parent from pop based on its gene frequencies

Two individuals are randomly selected according their allele frequencies from VP and compares them in a tournament. The winner of the tournament will see its genes rewarded. In GA, parent selection stage can employ selection methods such as random, stochastic technique of roulette and tournament selection.
3.5. Reproduction parents– Mutation (If any) - takes gene randomly and compare each other.
After each competition the winner has the opportunity to reproduce it. The reproduction is very similar to genetic algorithm. Two winner chromosomes will undergo crossover to produce two new child chromosomes. These chromosomes could also undergo the process of mutation to add diversity to the population. Mutation is not a very important process because the alleles combination will be created when new chromosomes are created.

3.6. Compare two chromosomes to find the best combination by calculating its fitness function.
The two child chromosomes will be evaluated phenotypic level with the fitness functions. The one with higher fitness is chosen to be the winner.

3.7. Reward and Penalize/Punishment-updating the best solution by update the frequency vector for each allele in the chromosome
When a child chromosomes is fit or win, its genes are rewarded: the specific allele values making up the individual’s genotype will see their frequency in the VP increases. Vice versa, genes belonging to unfit child chromosomes will be penalized. For good individual, reward is given to the alleles by adding 1 into its frequency and the worst one, penalize is given to the alleles by subtracting 1 from its frequency. Assume that the winner is Gbest and the looser is Wbest. Firstly, for each pair of locus 11 and 12 (l1,l2), calculate the number of the pair values of $x_{l1}$ and $x_{l2}$ (such as 00, 01) in Gbest and Wbest respectively. Then, for each pair in Gbest, increase the corresponding frequency by giving some rewards like $\varepsilon$; and decrease the frequency by giving the same punishment $\varepsilon$ to the pairs in Wbest. After the change the frequencies of each pairs in the individuals, the unconditional probabilities $p(x_{l1}, x_{l2})$ and $p(x_{l2}|x_{l1})$ and conditional probability $p(x_{l1}, x_{l2}|x_{l1})$ can also be updated by the current value of the pair (l1,l2).

$$\text{Freq}(Gbest(l1,l2)) = \text{freq}(Gbest (l1,l2)) + \varepsilon;$$
$$\text{Freq}(Wbest(l1,l2)) = \text{freq}(Wbest(l1,l2)) - \varepsilon;$$

Based from [19], this reward scheme shows a positive feedback that gives fast algorithmic convergence by increase allele selection probability. Reward and punishment are all functional explanations of behavior depend on some notion of what is good and bad. In terms of evolutionary adaptation, good and bad boil down to values of inclusive Darwinian fitness, a measure reasonable clear in principle, but often elusive in practice [13].

Convergence speed can be tuned using the parameters of high value will make the VP moving quickly toward a good first solution, while a very small value will make the float VP for a long time before choosing a local optimum to select a target [9].
3.8. Update the best solution by arranging the separation fittest.
Separation based on the fittest will create the new fitness function and return to virtual population.

3.9. Repeat steps if not meet the required criteria.
Repeat steps 1-6 until required solution found or other needed criteria are met—for example maximum evolve cycles elapsed or solutions genes frequency is above some threshold or whatever we need.

3.10. Check termination criteria
The usual stopping criterion is a fixed amount of computing time (or, almost equivalently, of fitness computations). A slightly more subtle criterion is to stop when a user-defined amount of time has passed without improvement of the best fitness in the population [30]. Figure 5 shows flowcharts of Selfish Gene Algorithms (SFGA).

![Flowchart of Selfish Gene Algorithm (SFGA)](image)

Figure 4 shows a flowchart of Selfish Gene Algorithm (SFGA)
4. Applications using the selfish gene algorithm

There are a number of applications done by another researcher using selfish gene theory and selfish gene algorithm shown in Table 1. Corno F. et al (1998), who are the first researcher tries to implement the new evolutionary algorithm inspired by Selfish Gene Theory. They have been experimenting the algorithm on several case studies such as genetic coach problem and multiple knapsack problems. Their studies gave a big impact in the world of evolutionary algorithm and provide referral to other researchers.

Table 1. The applications are done by several researchers using Selfish Gene Theory and Selfish Gene Algorithm.

| Authors, Years       | Objectives                                                                                                                                 |
|----------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| Corno F. et al, (1998)| Test SFGA on the Genetic Coach problems that simulates the dilemma of selecting the best crew for a rowing competition.                  |
| Corno F. et al (1998)| Test SFGA on multiple knapsack problem                                                                                                   |
| Corno F. et al, (1999)| Proposed a new evolutionary mechanism of SFGA called SG-clans which exploits the evolution of isolated clans inside the population to quickly discover useful inter-gene linkages. |
| Corno F. et al, (1999)| SFGA is designed for addressing sequential circuits and thanks to its ability guaranteeing feasibility of solutions during the optimization process it is more effective than other approaches. |
| Corno F. et al, (2000)| The first application that uses SFGA. The Selfish Gene algorithm is adopted for determining the logic for a BIST architecture based on Cellular Automata (CA). |
| Villagra A. et al (2004)| Showed a new algorithm that combines the MCMP-SRI and Selfish Gene approaches. MCMP-SRI-SG algorithm is a variant of MCMP-SRI that applies the selfish gene theory substituting the population of individuals for a virtual population. |
| Zhang et al, (2004) | Enhance the spectral method of sequential circuit test generated by using a SFGA. The objects of evolution are the Hadamard spectral matrix, non-linear digital signal processing (DSP) filtering cutoff values, vector holding time, and relative input phase shifts, which are all modeled as genes. |
| Popa R. 2004          | Analyses the performances of SFGA, and proposes a method of improvement of these performances by hybridization with the simulated annealing technique. |
| Davide De Caro et al, (2001)| Proposed a synthesis tool that exploits heuristic search and the "selfish gene" genetic algorithm to determine test pattern generator for a given test set |
| Sakurai Y. et al, (2008)| Developed idea in that each gene on a chromosome or an individual acts selfishly to optimize only itself or the relationship between itself and its surroundings locally, without considering the totality of the individual or other genes of the same individual. |
| Wang F. et al, (2009) | Employed the selfish gene theory to construct virtual population for optimizations.                                                        |
| Yang C. et al, (2009) | SGEGC uses a vector of survival rate to model the condition distribution, which serves as a virtual population that is used to generate new individuals. |
| Wang F. et al, (2009)| The Selfish Gene Theory (SG) is deployed in this approach and a Mutual Information and Entropy based Cluster (MIEC) model with an incremental learning and resample scheme is also set to optimize the probability distribution of the virtual population. |
| Wang F. Et al, (2010)| Proposed a selfish gene-based approach called SGMIEC to solve the discrete optimization problems. They employ a mutual information and entropy based cluster model to test the impacts of the genes and an incremental learning method with resample scheme is also used in the mutual information cluster construction. |
| António C. C. (2012) | Instead of local search as performed in MAs, the selfish gene algorithm (SFGA) follows a different learning scheme where the conventional population of individuals is replaced by a virtual population of alleles. |
5. Comparative Analysis
This comparative analysis is to compare between Genetic Algorithm (GA) which is most EA method with Selfish Gene Algorithm (SFGA). Table 2 shows a comparison of five performance evaluation features of the algorithms that is the convergence rate, the algorithm complexity, the accuracy in finding solutions, the processing speed and the rate of achieving the optimal solutions.

Table 2. The performance evaluation matrix of the evolutionary algorithms.

| Performance features | GA [19,20] | SGA [6,7,9,21] |
|----------------------|------------|----------------|
| Convergence          | Difficult  | Fast           |
| complexity           | Simple     | Simple         |
| Accuracy             | Low        | Reliable       |
| Speed                | Slow       | Fast           |
| Optimum solution     | Slow       | Faster         |

GA has difficulties in converging as the probability of making progress decreases rapidly as the minimum/maximum is approached. Thus, these algorithms are often hybridized with other techniques to improve their performance. Staddon[13] uses meta-heuristic population in GA and successfully resolved many optimization problems. However, premature convergence narrows down its ability to find many solutions. In the bid to reduce premature convergence possibility an algorithm that hybridized the classical GA with local search technique and named as Memetic [15]. Corno F. et al. [24, 25] prove that SFGA is able to outperform a GA on a test problem. SFGA converge very fast towards a local optimum. Because it is a new algorithm, it still explores the neighborhood of an upward sloping path. The success of SFGA is depending on its VP and the rewards and punishment scheme. For SFGA, the rewards and punishment are a good control parameter but GA always faces many limitations and one of the limitations is the improper choice of control parameters in solving real-world problems due to its detrimental influence on the trade-off between exploitation and exploration [17].

6. Conclusions
Selfish Gene Algorithm is similar to Genetic Algorithm in terms of terminology such as population, crossover and mutation. However, Selfish Gene Algorithm use population as Virtual Population where the population is a place to store all the information needed temporarily. Selfish gene algorithm also evolves genes itself or its characteristic that provide higher fitness rather than evolving individuals with higher fitness. Thus, gives better solution to other methods.
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