We study the issue of recovering a lower order coefficient depending on spatial variables in a forward-backward parabolic equation of the second order. The overdetermination condition is an analog of the final overdetermination condition. A solution at the initial and final moments of time is given. Equations of this type often appear in mathematical physics, for example, in fluid dynamics, in transport theory, geometry, population dynamics, and some other fields. Conditions on the data are reduced to smoothness assumptions and some inequalities for the norms of the data. So it is possible to say that the obtained results are local in a certain way. Under some condition on the data, we prove that the problem is solvable. Uniqueness of the theorem is also described. The arguments rely on the generalized maximum principle and the solvability of theorems of the periodic direct problem. The results generalize the previous knowledge about the multidimensional case. The used function spaces are the Sobolev spaces.

Keywords: inverse problem; final overdetermination; forward-backward parabolic equation; solvability; periodic condition.

1. Introduction

Let \( G \) be a bounded. The inverse problems is studied in the cylinder \( Q = G \times (0, T) \), \( S = \Gamma \times (0, T) \), \( \Gamma = \partial G \). The problem is stated as follows: find a pair of functions \( u(x, t) \) and \( \lambda(x) \) satisfying the equation

\[
g(x, t)u_t - Lu = \lambda(x)u + f(x, t), \quad (x, t) \in Q,
\]

and the boundary conditions

\[
Bu|_S = \varphi(x, t),
\]

\[
u(x, 0) = u(x, T) = u_0(x).
\]

Here the operator \( L \) is of the form \( Lu = \sum_{i,j=1}^n \partial_x a_{ij}(x)u_{x_i} - \sum_{j=1}^n a_j(x)u_{x_j} - a_0(x)u \) and \( Bu = u \) or \( Bu = \sum_{i=1}^n a_{ij}u_{x_j} + \sigma(x)u \), where \( \nu_j \) are the components of the outer unit normal to \( \Gamma \). We assume that the coefficients of the operator \( L \) and the boundary operator \( B \) as well as the corresponding function spaces are real. The definitions of the function spaces involved can be found, for instance, in [1]. The operator \( L \) is elliptic, i. e., there exists a constant \( \delta_0 > 0 \) such that

\[
\sum_{i,j=1}^n a_{ij}(x)\xi_i^2 \xi_j^2 \geq \delta_0 |\xi|^2 \quad \forall \xi \in \mathbb{R}^n, \ x \in G, \ a_{ij} = a_{ji} \text{ for all } i, j.
\]

The inverse problems of the form (1)–(3) in the case of positive function \( g(x, t) \) are studied in many articles (see [2–5] and the bibliography therein). In our case the function \( g(x, t) \) can change a sign, i. e., we deal with the forward-backward parabolic equation. Equations of this type often appear in mathematical physics, for example, in fluid dynamics while studying fluid motion with alternating coefficient of viscosity, in transport theory while describing the process of particles motion in some environment. Such equations also occur in geometry, population dynamics, and some other fields. Sufficient number of examples is given in [6]. The boundary value problems for equations of the form (1) are studied in many articles (see, for instance, [7, 8]). The inverse problem of finding the right-hand side in (1) is studied in [9, 10, 12, 13]. We generalize here the results of the article [13]. Our conditions on the coefficients are more general (in particular, the function in front of the derivative in time can depend on \( t \) ) and moreover, we prove solvability for an arbitrary \( n \) (\( n \leq 3 \) in [13]).
2. Preliminaries

Let $E = L^2(G)$. The inner product in $E$ is defined by the equality $(u, v) = \int_G u(x)v(x)dx$. Let $D(L) = \{ v \in W^2_2(G) : Bv \big|_G = 0 \}$. The space $H_1$ agrees with $W^2_2(G)$ in the case of Dirichlet boundary conditions and with $W^1_2(G)$ in the case of the third boundary value problem. The space $H_1'$ is the completion of $E$ in the norm

$$\| v \|_{H_1'} = \sup_{w \in H_1, w \neq 0} \frac{|(v, w)|}{\| w \|_{H_1}},$$

i.e., it is a negative space constructed on the pair of $H_1, E$. The operator $L$ extends to an operator of the class $L^1(\sigma, H)$, which is the space of linear continuous operator defined on $H_1$ with values in $H_1$.

Define the space $W = \{ u \in L_2(0, T; W^1_2(G)) : u_t \in L_2(0, T; W^2_2(G)), \partial_t^k u(x, 0) = \partial_t^k u(x, T) (k = 0, 1) \}$.

where $\partial_t^k$ are generalized derivatives in the Sobolev sense. By $W_0$ we mean the subspace of $W$ of functions satisfying the homogeneous Dirichlet boundary conditions in $S$. Define the norm

$$\| u \|_{W} = \sum_{i=0}^{2} \| \partial_t^i u \|_{L_2(0, T; H_1')}.$$}

Next, we present the condition on the data of the problem. We assume that

(a) $u_t \in W^1_\infty(G), a_i \in W^1_p(G) (i, j = 1, ..., n)$ and $a_0 \in L_p(G)$;

(b) $g, g_I, g_u \in L_\infty(0, T; L_p(G)), \partial_t^k g(x, 0) = \partial_t^k g(x, T) (k = 0, 1),$ if $p > n/2$ for $n > 2$ and $p > 1$ for $n \leq 2$;

(i) $f, f_j \in L_2(0, T; H_1'), \partial_t^k f(x, T) = \partial_t^k f(x, T) (k = 0, 1);$

(ii) $\varphi, \varphi_I, \varphi_u \in L_2(S), \partial_t^k \varphi(x, 0) = \partial_t^k \varphi(x, T) (i = 0, 1)$ in the case of the Robin boundary conditions and there exists a function $\Phi(x, t) \in W$ such that $\Phi|_S = \varphi$ in the case of the Dirichlet boundary conditions (this function $\Phi$ exists if, for instance, if $\varphi, \varphi_I, \varphi_u, \varphi_u \in L_2(0, T; W^{1/2}_2(\Gamma))$ and $\partial_t^i \varphi(x, 0) = \partial_t^i \varphi(x, T) (i = 0, 1, 2)$);

(iii) there exists a constant $\delta > 0$ such that $a_0(x) + a_I(x, t) - \sum_{i=1}^{n} a_{i} v_i > \delta$ for all $a \in [-1/2, 3/2]$, a.e. $(x, t) \in Q$;

(iv) $\sigma(x) \in L_\infty(\Gamma)$ and $\sigma(x) + \sum_{i=1}^{n} a_i v_i \geq 0$ for a.e. $x \in \Gamma$ in the case of the Robin boundary conditions.

A pair of functions $(u(x, t), \lambda(x))$ is called a solution to problem (1)–(3) if $\lambda(x) \in W^{n/2}_p(G)$ for $n > 2$, $\lambda(x) \in L_p(G)$ with some $p > 1$ for $n \leq 2$, $u \in W$ in the case of Robin boundary conditions, $u - \Phi \in W_0$ in the case of the Dirichlet boundary conditions, the conditions (2), (3) holds, and

$$\left\{ \begin{array}{l}
g v_i + \sum_{i=1}^{n} a_{g} u_j v_j + \sum_{i=1}^{n} a_{u} u_j v + a_0 u v + a_0 v dQ + \int_{\Gamma} \sigma u v - \varphi v d\Gamma = \int_{\Gamma} \lambda u v + f v dG, \\
\forall v \in H_1,
\end{array} \right.$$ (6)
Theorem 1. Under the conditions (4)–(5), (i)–(iv) there exists a unique solution to the problem (7), (8) such that \( u \in W \) in the case of the Robin boundary conditions and \( u - \Phi \in W_0 \) in the case of the Dirichlet boundary conditions. A solution satisfies the estimate
\[
\|u - \Phi\|_W \leq c_0 \sum_{i=0}^{2} \|\frac{\partial}{\partial t} f_i (f - M \Phi)\|_{L^2(0, T; H^1)}
\]
in the case of the Dirichlet boundary condition and the estimate
\[
\|u\|_W \leq c_0 \sum_{i=0}^{2} \|\frac{\partial}{\partial t} f_i\|_{L^2(0, T; H^1)} + \|\frac{\partial}{\partial t} \Phi\|_{L^2(S)}
\]
in the case of the Robin boundary conditions, where the constant \( c_0 \) is some absolute constant \( c \) multiplied by the quantity \( 1/\min(\delta_1, \delta_2) \).

Proof. We can refer to Theorem 3 in [8], where the corresponding result is stated in an abstract form. We need only to check the conditions of this theorem. In the case of the Robin boundary condition Theorem 1 is reduced to Theorem 3 in [8] after the change of variables \( u = v + \Phi \). The corresponding check relies on the embedding theorems and the condition of the theorem.

3. Main results

In this section we consider the inverse problem in question. To justify the corresponding results below, we employ the generalized maximum principle. So we need to impose some additional conditions on the data.

(v) \( g(x, t) \in L_\infty(Q), f, f_i \in L_\infty(Q); \varphi, \Phi_i \in L_\infty(S), u_0(x) \in W_0^2(G) \) and there exists a constant \( \delta_2 > 0 \) such that \( u_0(x) \geq \delta_2 \);

(vi) there exists a constant \( \delta_3 > 0 \) such that \( a_0(x) + g_i(x, t) \geq \delta_3 > 0 \) for a.a. \( (x, t) \in Q \);

(vii) in the case of the Robin boundary conditions, we have that \( \sigma(x) \in C^1(\Gamma) \), either \( \sigma(x) \geq \delta_4 > 0 \) for some constant \( \delta_4 \) and all \( x \in \Gamma \) or \( \sigma(x) \geq 0 \) and \( \varphi(x, t) \equiv 0, \varphi(x, t) \in W_2^{1,4/2}(S) \), and
\[
\|g(x, 0)\|_{L_\infty(G)} R_1 \leq \text{vraim\_{\infty}}(L_0 + f(x, 0)), R_1 = \max(\|\varphi_i\|_{L_\infty(S)} / \delta_4, \|f_i\|_{L_\infty(G)} / \delta_3);
\]

(viii) in the case of the Dirichlet boundary conditions we have that \( \varphi(x, t) \in W_2^{3,4,3/2}(S) \) and
\[
\|g(x, 0)\|_{L_\infty(G)} R_2 \leq \text{vraim\_{\infty}}(L_0 + f(x, 0)), R_2 = \max(\|\varphi_i\|_{L_\infty(S)} / \delta_3, \|f_i\|_{L_\infty(G)} / \delta_3).
\]

Theorem 2. Under the conditions (4)–(6), (i)–(viii), there exists a solution \( u \in W \cap L_2(0, T; W_0^2(G)), \lambda \in L_\infty(G) \) to the problem (1)–(3).

Proof. Consider the problem
\[
0 = (\lambda(x, t) = (\lambda(x, t), (\lambda(x, t), 0),\lambda(x, t), (\lambda(x, t), 0) = \frac{\partial^2}{\partial t^2} f(x, t), (x, t) \in Q,
\]
\[
u(x, 0) = u(x, T), B u|_{\partial S} = \varphi(x, t),
\]
where we assume that \( \lambda(x) \leq 0 \) a. a. in \( G \). In view of Theorem 1, for a fixed \( \lambda \in B_R = \{\lambda(x) \in L_p(G), \lambda(x) \leq 0 \text{ a.e.}, ||\lambda||_{L_p(G)} \leq R\} \), where \( p \geq n/2 \) for \( n > 2 \) and \( p > 1 \) for \( n \leq 2 \), there exists a unique solution to the problem \( W \). This solution satisfies the estimate
\[
\|u - \Phi\|_W \leq c_0 \sum_{i=0}^{2} \|\frac{\partial}{\partial t} f_i (f - M \Phi)\|_{L^2(0, T; H^1)} + c_0 \sum_{i=0}^{2} \|\lambda(x)\|_{L^2(0, T; H^1)}
\]
in the case of the Dirichlet boundary condition and the estimate
\[
\|u\|_W \leq c_0 \sum_{i=0}^{2} \|\frac{\partial}{\partial t} f_i\|_{L^2(0, T; H^1)} + \|\frac{\partial}{\partial t} \Phi\|_{L^2(S)}
\]
in the case of the Robin boundary conditions. In view of the embedding \( W_2^2(G) \subset L_{2n/(n-2)}(G) \) (see [1]) we have (let, \( n > 2 \), for example)
\[
||\lambda(x)\|_{W^2_2(G)} \leq c ||\lambda||_{L_\infty(G)} \|\frac{\partial}{\partial t} \Phi\|_{W_2^2(G)} ||v||_{W_2^2(G)}
\]
and thus
\[ \| \lambda(x) \partial_j \Phi \|_{L^2(0,T;H^1)} \leq c \| \lambda \|_{L^p(G)} \| \partial_j \Phi \|_{L^2(0,T;W^2(G))}. \]  

Using the conditions on the data and (15), we can rewrite (13) in the form
\[ \| u \|_W \leq c_2 \sum_{i=0}^2 \| \partial_i f \|_{L^2(0,T;H^1)} + \| \Phi \|_W \right) + c_3 \| \lambda \|_{L^p(G)}, \]

where the constants \( c_2, c_3 \) are independent of \( \lambda, u \). Differentiate the equality (6) with respect to \( t \) and take \( v = (u_t - k)^+ \), with \( (u_t - k)^+ = u_t - k \) if \( u_t \geq k \) and \( (u_t - k)^+ = 0 \) otherwise. Take \( k > 0 \) and as before assume that \( \lambda \in B^p_R \). First, consider the case of the Robin boundary conditions and assume that \( \phi \neq 0 \). Integrating with respect to \( t \) and by parts we infer
\[ \int \sum_{Q_i,j=1}^n a_{ij} v_{ij} x_{ij} + (a_0 + \frac{1}{2} g_i - \frac{1}{2} \sum_{i=1}^n a_{ij}) v^2 + (a_0 + g_i) k v dQ + \]

\[ \int (\sigma + \frac{1}{2} \sum_{i=1}^n a_{ij}) v^2 + \sigma \kappa v - \phi_i v dS = \int \lambda u_i v + f_i v dQ. \]

Here we employ the transformations of the type \( a u_t v = a (u_t - k) v + \kappa v = \alpha v^2 + \alpha k v \). This equality can be rewritten in the form (see the conditions (iv), (vii) and the ellipticity condition)
\[ \int_{Q_i} \delta_0 |\nabla v|^2 + \delta_2 v^2 + \sigma \kappa v dQ + \int_{S} \delta_1 k v - \phi_i v dS \leq \int f_i v dG. \]

Choosing \( k \geq f_i \|_{L^\infty(\Omega)} \delta_3 \) and \( k \geq \| \phi_i \|_{L^\infty(S)} / \delta_4 \), we arrive at the inequality
\[ \int_{\Omega} \delta_0 |\nabla v|^2 + \delta_2 v^2 dQ \leq 0 \]

and, therefore, \( v = 0 \) a.e. or \( u_t(x,t) \leq k = \max(|| f_i \|_{L^\infty(\Omega)} / \delta_3, || \phi_i \|_{L^\infty(S)} / \delta_4) = R_1 \). Similar arguments applied to a function \( -u_t \) yield the estimate
\[ \| u_t(x,t) \|_{L^\infty(\Omega)} \leq \max(|| f_i \|_{L^\infty(\Omega)} / \delta_3, || \phi_i \|_{L^\infty(S)} / \delta_4) = R_1. \]

In the case of the Dirichlet boundary condition an analog of the equality (17) is written as
\[ \int \sum_{Q_i,j=1}^n a_{ij} v_{ij} x_{ij} + (a_0 + \frac{1}{2} g_i - \frac{1}{2} \sum_{i=1}^n a_{ij}) v^2 + (a_0 + g_i) k v dQ = \int \lambda u_i v + f_i v dQ, \]

if we take \( k \geq \| \phi_i \|_{L^\infty(S)} \). In this case we obtain the estimate
\[ \| u_t(x,t) \|_{L^\infty(G)} \leq \max(|| f_i \|_{L^\infty(\Omega)} / \delta_3, || \phi_i \|_{L^\infty(S)} / \delta_4) = R_2. \]

Consider the mapping \( A(\lambda) = (g(x,0)u(x,0) - L u_0 - f(x,0)) / u_0(x) \), where \( u \) is a solution to the problem (11), (12). Let \( \lambda \in B^p_R \), with \( R = \mu^{1/p} (G)(\| g(x,0) \|_{L^p(G)} R_1 + \| L u_0 \|_{L^p(G)} + \| f(x,0) \|_{L^p(G)}) \), where \( i = 1 \) in the case of the Robin boundary conditions and \( i = 2 \) otherwise, and \( \mu(G) \) is the Lebesgue measure of \( G \). Demonstrate that this operator \( A \) takes a set \( B^p_R \) into itself and is compact. Let \( \lambda \in B^p_R \). As we have proven, the inequalities (18), (20) hold and the conditions (vii), (viii) imply that \( \| A(\lambda) \|_{L^p(G)} \leq 0 \) a.e. Next, the definition of the quantity \( A(\lambda) \) and the estimates (14), (20) imply that \( \| A(\lambda) \|_{L^p(G)} \leq R_1 \), i.e., takes the set \( B^p_R \) into itself. The continuity of the mapping \( A(\lambda) \) is obvious. Demonstrate that it is compact. Consider a sequence \( \lambda_n \) with \( \lambda_n \in B^p_R \). The corresponding sequence of solutions satisfies the estimates (13), (14), (18), (20) and thus the sequence \( u_n \) is bounded as well as the sequence \( \| u_n \|_{L^p(G)} \). Moreover,
\[ \| A(\lambda) \|_{L^p(G)} \leq R / \mu^{1/p} (G). \]
Fix $p_0 < 2n/(n-2)$ in the case of $n>2$ and is $p_0$ arbitrary if $n\leq 2$. The sequence $\|u_{nt}\|_{C([0,T];W^2_2(G))}$ is bounded and thus so is the sequence $\|u_{nt}\|_{C([0,T];W^2_2(G))}$. In this case there exists a subsequence $u_{n_k}$ such that $u_{n_k}(x,0) \to v(x)$ in $L_{p_0}(G)$ (the embedding theorems). Extracting one more subsequence if necessary we can assume that $u_{n_k}(x,0) \to v(x)$ a.e. in $L_{p_0}(G)$. We have proven that the mapping is compact. By Schauder fixed point theorem, the equation is solvable on the set $B_R$. Consider the equation (11). Since $u \in W$, every summand in this equation belongs $C([0,T];H^1)$ to after a possible change on a set of zero measure. So we can take the trace at $t = 0$. We obtain that $g(x,0)u(x,0) - Lu(x,0) = \lambda(x)u(x,0) + f(x,0)$.

The equation $A(\lambda) = \lambda$ can be rewritten as $g(x,0)u_i(x,0) - Lu_i(x) = \lambda(x)u(x,0) + f(x,0)$.

Subtracting these equalities and using the uniqueness theorem for solutions to the problem $Lv + \lambda v = 0$, $Bv|_\Gamma = 0$, we conclude that $u(x,0) = u_0(x)$. Next, we note that the conditions $u_i(x,t) \in L_\infty(Q)$ and $u_i(x,t) \in C([0,T];L^2(G))$ (we can state even that $u_i(x,t) \in C([0,T];W^2_2(G))$) imply that $u_i(x,t) \in L_\infty(G)$ for every $t$. Hence, in view of the equality $A(\lambda) = \lambda$ we have that $\lambda \in L_\infty(G)$.

Rewrite the equation (11) in the form $Lu = gu_i + \lambda(x)u - f(x,t) \in L_\infty(Q)$.

In view of the conditions (vii), (viii) and the classical results on solvability of elliptic problem (see [14]), we can conclude that $u \in L_2(0,T;W^2_2(G))$.

In the next theorem we expose the uniqueness conditions. The proof coincides with that in [13, Theorem 6]. So we omit it.

**Theorem 3.** Let the conditions of Theorem 2 hold and
\[
\|g\|_{L_\infty(Q)} R_i/\delta_2 < 1,
\]
where $i = 1$ in the case of the Robin boundary conditions and $i = 2$ otherwise. Then a solution $(u,\lambda)$ to the problem (1)–(3) from the class pointed out in the claim of Theorem 2 is unique.
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