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Abstract
Given a set of paths $P$ we define the Path Covering with Forests Number of $P$ (PCFN($P$)) as the minimum size of a set $F$ of forests satisfying that every path in $P$ is contained in at least one forest in $F$. We show that PCFN($P$) is treatable when $P$ is a set of non-crossing shortest paths in a plane graph or subclasses. We prove that if $P$ is a set of non-crossing shortest paths of a planar graph $G$ whose extremal vertices lie on the same face of $G$, then PCFN($P$) $\leq$ 4, and this bound is tight.
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1 Introduction
In this article we investigate the structure of particular sets of paths. Given a set of paths $P$ we define the Path Covering with Forests Number of $P$ (PCFN($P$)) as the minimum size of a set $F$ of forests satisfying that every path in $P$ is contained in at least one forest in $F$. A trivial upper bound is PCFN($P$) $\leq$ $|P|$, in which every forest is composed exactly by one path.

We note that if there are different subpaths joining the same pair of vertices, then it may happen PCFN($P$) $= |P|$. This cannot happen if $P$ is a set of shortest paths, such that there is a unique shortest path for any pair of vertices. We deal with a slightly more general case for which we require the single-touch property: given two paths in $P$, their intersection is still a path. If all paths in $P$ are shortest paths in $G$, then the single-touch property is implied by ensuring the uniqueness of the shortest path in $G$, that can be obtained through a tiny perturbation of edges’ weights (of $G$).

There is a very restricted literature dealing with this problem for general graph, a first recent result by Bodwin [14] in 2019 develops a structural theory of unique shortest paths in real weighted graphs: the author characterizes exactly which sets of node sequences can be realized as unique shortest paths in a graph with arbitrary real edge weights. The characterizations are based on a new connection between shortest paths and topology; in particular, the new forbidden patterns are in natural correspondence with two-colored topological 2-manifolds, which are visualized as polyhedra. Even if finding shortest paths is a classical problem with applications in several fields, there are not other results focused on shortest paths’ structure.

We prove that if $P$ is a set of non-crossing shortest paths in a plane (i.e., a planar graph with a fixed embedding) undirected graph $G$, whose extremal vertices lie on the same face of $G$, then PCFN($P$) $\leq$ 4, and this bound is tight, where two paths are non-crossing if they do not cross each other in the given embedding.

We first explain that this setting, i.e., non-crossing paths in plane graphs, is not too restrictive. Removing the non-crossing property makes PCFN($P$) dependent on the dimension of $P$. We briefly prove this with an example. In Figure 1 there are six pairwise crossing paths in a grid graph having the extremal vertices on the same face of $G$. Note that any set of three paths forms a cycle, hence, each forest can contain at most two paths. So the Path Covering with Forests Number of these six paths is three. It is trivial to generalize this example to a set $P$ of single-touch shortest paths in a plane graph whose extremal vertices lie on the same face so that PCFN($P$) $= |P|/2$. 
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Our result about the Path Covering with Forests Number of non-crossing shortest paths in plane undirected graphs answers to the open problem by Balzotti and Franciosa [8], asking for an algorithm able to list a path in a time proportional to its length. Indeed, all algorithms that find non-crossing shortest paths in plane graphs [10, 50, 51] actually find their union, and so listing a path is not trivial. In this way, we can apply the result by Gabow and Tarjan [21] about lowest common ancestor queries, hence it is possible to list each path in $P$ in time proportional to its length. This application was the idea behind the introduction of the Path Covering with Forests Number.

Finding non-crossing shortest paths in a plane graph is a problem with primary applications in VLSI layout [13, 37, 38], and thanks to the article by Reif [47] it is also used to compute the max flow in undirected plane graphs [30, 33] and vitality problems [9]. The above cited articles [51, 50] solve this problem for positive weighted graphs, while in [10] a linear time algorithm is shown for the unweighted case. In this settings, the extremal vertices of the non-crossing shortest path are always on the same face of the planar embedding (in [51] it is also studied the case in which the extremal vertices are on two faces), while in [20] the extremal vertices are on $h$ face boundaries. It is stated in [20] that the union of a set $P$ of non-crossing shortest paths in a plane graph whose extremal vertices lie on the same face can be covered with at most two forests so that each path is contained in at least one forest, i.e., $\text{PCFN}(P) = 2$. We stress that this result is incorrect, a first counterexample is shown in Figure 2 whose Path Covering with Forests Number is 3 (it can be proved by a simple enumeration).

**Related problems** The Path Covering with Forests Number is strictly linked to the concept of arboricity. The arboricity of an undirected graph $G$ is the minimum number of forests $\gamma_f(G)$ into which its edges can be partitioned. It measures how a graph is dense, indeed, graphs with many edges have high arboricity, and graphs with high arboricity must have a dense subgraph. By the well-known Nash-Williams Theorem [41] (proved also independently by Tutte [52])

$$\gamma_f(G) = \max_{X \subseteq V(G)} \left\lceil \frac{|E(G[X])|}{|X| - 1} \right\rceil$$

where $G[X]$ denotes the subgraph of $G$ induced by $X$. The fractional arboricity was introduced by Payan in [44], see also [17, 22]. Arboricity is studied for general graphs and it is specialized for planar graph and subclasses of planar graphs. By the above cited Nash-Williams Theorem [41], every planar graph has arboricity 3, i.e., every planar graph can be covered with at most 3 forests, and if it has girth greater or equal to 4, then it decomposes into two forests. In [23, 31] planar graphs with girth larger than some constant are decomposed into a forest and a graph with bounded
degree. Decomposition of planar graphs into a forest and a matching has been studied in [11, 15, 16, 31, 39, 53].

Arboricity is one of the many faces of graphs covering [12, 28, 29, 42] which is a classical problem in graph theory. A recent and complete overview about covering problems can be found in [49]. The classical covering problem asks for covering an input graph $H$ with graphs from a fixed covering class $G$. Some variants of the problems are in [36]. In the arboricity problem the family $G$ consists in forests. Other kinds of arboricity have been introduced in literature, as star arboricity [3, 4, 6], caterpillar arboricity [23, 25], linear arboricity [2, 5, 46, 54], pseudo arboricity [27, 45] in which graphs are covered with star forests, caterpillar forests, linear forests, and pseudoforests (undirected graphs in which every connected component has at most one cycle), respectively.

If the covering class is the class of planar graph, outerplanar graph, or interval graph, then we deal with planar thickness [12], outerplanar thickness [40] or track number [26], respectively.

**Future works** With the introduction of the Path Covering with Forests Number, we propose an original nuance on the classical covering problem and we would like to deal with the Path Covering with Forests Number in a more general context. The first generalization is to ask whether the Path Covering with Forests Number of a set of non-crossing single-touch shortest paths in a plane graph is bounded by a constant, even if the extremal vertices of the paths are not required to lie on the same face. We conjecture that such a constant exists for general plane graph thanks also to the following remark, whose proof is omitted.

**Remark 1.** Let $P$ be a set of non-crossing single-touch shortest paths in a plane graph $G$ and let $v$ be a vertex of $G$. Then all paths of $P$ containing $v$ form a tree.

**Conjecture 1.** There exists $\ell \in \mathbb{N}$ such that $\text{PCFN}(P) \leq \ell$, for any set $P$ of non-crossing single-touch shortest paths in a plane graph.

The Path Covering with Forests Number can be studied also for a set of paths $P$ beyond planar graphs, as in $k$-planar graphs [43], $k$-quasi-planar graphs [1], RAC graphs [19], fan-crossing-free graphs [18], fan-planar graphs [35], $k$-gap-planar graphs [7]; a complete survey about these graph classes can be found in [32].

It would be interesting to investigate the Path Covering with Forests Number in the case of crossing paths in plane graphs or related graph classes. As shown in Figure 1, for a set of crossing paths $P$ its Path Covering with Forests Number may depend on $|P|$. To deal with these cases it is necessary to understand “how much” the paths cross each others. In [48] several notions about crossing, crossing number and variants are explained, thus the Path Covering with Forests Number can be studied with respect to these measures. We note that in [48] the notions are given for graphs, but they can be extended to sets of paths.

Clearly, the Path Covering with Forests Number can be generalized to other covering families as done for the arboricity or the classical covering problem. Thus we can introduce, for example, the Path Covering with Stars Number, the Path Covering with Caterpillars Number, Path Covering with Planars Number and so on.

**Our approach** In a first step we organize all the paths into a partial order named *genealogy tree*. Then we translate the Path Covering with Forests Number into a problem of *forest labeling*, i.e., a labeling assigning labels to paths such that then union of paths with a same label is a forest. The number of distinct labels corresponds to the upper bound of Path Covering with Forests Number. A crucial result is that we can establish whether a labeling is a forest labeling by restricting the check only to the faces of the graph resulting from the union of the paths. At this point the main result is reached by three steps: first we prove that the Path Covering with Forests Number is constant by introducing a simple algorithm *FifteenForests* able to give a forest labeling which uses at most 15 labels (see Theorem 2 and Corollary 1); then we refine this algorithm obtaining algorithm *FourForests* able to give a forest labeling which uses at most 4 labels; finally we show that this result is tight by exhibiting a set of non-crossing shortest paths in a plane graph whose Path Covering with Forests Number is at least 4 (we recall that in Figure 2 there is a set of non-crossing shortest paths $P$ such that $\text{PCFN}(P) = 3$). This proves our main result.
Now we briefly explain the strategy behind our algorithms. We recursively decompose all the paths with respect to the genealogy tree and intersections between paths. In this way, at each iteration our algorithms have to assign labels only to paths intersecting a fixed path \( p \).

**Structure of the article** In Section 2 preliminaries notations and definitions are given, we also propose a labeling approach for our problem. In Section 3 we prove that we can restrict us only to \( U \)’s faces, where \( U \) is the graph obtained by the union of all non-crossing shortest paths. In Section 4 we prove that the Path Covering with Forests Number of a set of non-crossing shortest paths in a plane graph is at most 15. In Section 5 we decrease this bound to 4. Finally, in Section 6 we show that the latter bound is tight. Conclusions are in Section 7.

### 2 Preliminaries

In this section we introduce some definitions and notations. In Subsection 2.1 we give general notation. In Subsection 2.2 we formally define the problem and we describe our labeling approach. In Subsection 2.3 we partially order the non-crossing shortest paths by the genealogy tree.

#### 2.1 Notations

All graphs in this article are undirected. Let \( G = (V, E) \) be a graph, where \( V \) is a set of *vertices* and \( E \) is a collection of pairs of vertices called *edges*. We recall standard union and intersection operators on graphs.

**Definition 1.** Given two graphs \( G = (V(G), E(G)) \) and \( H = (V(H), E(H)) \), we define the following operations and relations:

- \( G \cup H = (V(G) \cup V(H), E(G) \cup E(H)) \),
- \( G \cap H = (V(G) \cap V(H), E(G) \cap E(H)) \),
- \( H \subseteq G \iff V(H) \subseteq V(G) \text{ and } E(H) \subseteq E(G) \),
- \( G \setminus H = (V(G), E(G) \setminus E(H)) \).

Given a graph \( G = (V(G), E(G)) \), given an edge \( e \) and a vertex \( v \) we write, for short, \( e \in G \) in place of \( e \in E(G) \) and \( v \in G \) in place of \( v \in V(G) \).

We denote by \( uv \) the edge whose endpoints are \( u \) and \( v \). We use angle brackets to denote ordered sets. For example, \( \{a, b, c\} = \{c, a, b\} \) and \( (a, b, c) \neq (c, a, b) \). Moreover, for every \( \ell \in \mathbb{N} \) we denote by \( \ell \) the set \( \{1, \ldots, \ell\} \).

Given a path \( p \in P \) and two vertices \( u, v \) of \( p \), we define \( p[u, v] \) the subpath of \( p \) from \( u \) to \( v \). We say that a path \( p \) is an *ab* path if its extremal vertices are \( a \) and \( b \). For an *ab* path \( q \) and an *bc* path \( r \), we define \( q \circ r \) as the (possibly not simple) path obtained by the concatenation of \( q \) and \( r \).

We denote by \( f_C^\infty \) the external face of a plane graph \( G \), if no confusions arise we remove the subscript \( G \).

For a simple cycle \( C \) of a plane graph \( G \), we define the region bounded by \( C \) the maximal subgraph of \( G \) whose external face has \( C \) as boundary.

#### 2.2 The problem and a labeling approach

In this subsection we give a formally definition of our problem and we introduce a labeling approach. From now on \( G \) denotes a plane graph and \( f^\infty \) denotes the external face of \( G \). For convenience, we assume that the extremal vertices of paths in \( P \) lie on \( f^\infty \).

**Definition 2.** Two paths \( p \) and \( q \) are single-touch if their intersection is still a (possibly empty) path.

4
We observe that the single-touch property can be always required for a set of shortest paths, and it also known as consistent property in the literature of path systems \cite{14}. We stress that in this article we use the single-touch property rather than the property of being shortest paths. Indeed, it is easy to describe a set \( P \) of \( k \) non-crossing shortest paths in a plane graphs whose Path Covering with Forests Number is \( k-1 \) if the single-touch property is not required.

**Definition 3.** Given a set of paths \( P \) we say that \( P \) is a set of non-crossing shortest paths (NCSP) if there exists a plane graph \( G \) such that

- for each \( p \in P \), the extremal vertices of \( p \) are in \( f^\infty \),
- for each \( p \in P \), \( p \) is a shortest path in \( G \) and \( P \) is a set of single-touch paths,
- for each \( p, q \in P \), \( p \) and \( q \) are non-crossing in \( G \).

We observe that the single-touch property can be always required for a set of shortest paths, and it also known as consistent property in the literature of path systems \cite{14}. Indeed, the single-touch property is implied by ensuring the uniqueness of the shortest path in \( G \), that can be obtained through a tiny perturbation of edges’ weights. We stress that in this chapter we use the single-touch property rather than the property of being shortest paths. Indeed, it is easy to describe a set \( P \) of \( k \) non-crossing shortest paths in a plane graphs whose Path Covering with Forests Number is \( k-1 \) if the single-touch property is not required.

From now on, if no confusions arise, given a NCSP \( P \), \( G \) is the plane graph in Definition 3. We study the Path Covering with Forests Number of a NCSP \( P \) by using a labeling function that assigns labels to paths in \( P \). So we say that a function \( \mathcal{L}: Q \mapsto [k] \) is a path labeling of \( P \) if \( \mathcal{L} \) assigns one value of \([k]\) to each path in \( Q \), for some \( k \in \mathbb{N} \) and \( Q \subseteq P \). If no confusion arises, then we omit the dependence on \( P \).

**Definition 4.** Given a NCSP \( P \), given a path labeling \( \mathcal{L} \) of \( P \), \( \mathcal{L}: P \mapsto [k] \), we say that \( \mathcal{L} \) is a forest labeling if \( \bigcup_{p \in P} \{ p \mid \mathcal{L}(p) = i \} \) is a forest for each \( i \in [k] \).

We extend the definition of labeling to a set of paths \( Q \) by denoting \( \mathcal{L}(Q) = \bigcup_{q \in Q} \mathcal{L}(q) \). Moreover, given an edge \( e \), we define \( \mathcal{L}(e) = \mathcal{L}\{ q \in P \mid e \in E(q) \} \), hence, \( \mathcal{L}(e) \) may contain more colors.

For a path \( p \), we denote its extremal vertices by \( x_p \) and \( y_p \). W.l.o.g., we assume that the terminal pairs are distinct, i.e., there is no pair \( p, q \in P \) such that \( \{x_p, y_p\} = \{x_q, y_q\} \). Let \( \gamma_p \) be the path in \( f^\infty \) that goes clockwise from \( x_p \) to \( y_p \), for \( p \in P \). We say that pairs \( \{x_p, y_p\}_{p \in P} \) are well-formed if for all \( q, r \in P \) either \( \gamma_q \subseteq \gamma_r \) or \( \gamma_r \supseteq \gamma_q \) or \( \gamma_q \) and \( \gamma_r \) share no edges. We note that if terminal pairs are well-formed, then there always exists a set of pairwise non-crossing shortest paths, each one joining a pair. The revers is not true if some paths are subpaths of the infinite face of \( G \); this case is not interesting in the applications and it has never been studied in literature, where the terminal pairs are always assumed to be well-formed. Hence we assume that pairs \( \{x_p, y_p\}_{p \in P} \) are well-formed.

Finally, we observe that the non-crossing and single-touch properties of the paths imply that the embedding of the paths is unique; this fact is formally proved in \cite{8}.

### 2.3 Genealogy tree

Given a NCSP \( P \), we define here a partial ordering as in \cite{51} that represents the inclusion relation between the \( \gamma_p \)’s. This relation intuitively corresponds to an adjacency relation between non-crossing shortest paths joining each pair.

Choose an arbitrary \( p_1 \in P \) such that there are neither \( x_q \) nor \( y_q \), with \( q \neq p_1 \) and \( q \in P \), walking on \( f^\infty \) from \( x_{p_1} \) to \( y_{p_1} \) (either clockwise or counterclockwise), and let \( e_1 \) be an arbitrary edge on that walk. For each \( q \in P \), we can assume that \( e_1 \notin \gamma_q \), indeed if it is not true, then it suffices to switch \( x_q \) with \( y_q \). Given \( p, q \in P \), we say that \( p \preceq q \) if \( \gamma_p \subseteq \gamma_q \). We define the genealogy tree \( T^g_P \) of \( P \) as the transitive reduction of poset \((P, \preceq)\); if no confusion arises, then we omit the apex \( P \). We consider \( T^g_P \) as a rooted tree.

If \( p \preceq q \), then we say that \( p \) is a descendant of \( q \) and \( q \) is an ancestor of \( p \). Given \( p, q \in P \), we say that \( p \) and \( q \) are incomparable if \( p \npreceq q \) and \( q \npreceq p \).
Figure 3 shows the extremal vertices of a NCSP $P$, and the corresponding genealogy tree $T_g^P$. From now on, in all figures we draw $f_\infty^*$ by a solid light grey line.

Every path $p$ splits $G$ into two subgraphs $Int_p$, the “internal” subgraph of $G$ with respect to $p$, and $Ext_p$, the “external” subgraph of $G$ with respect to $p$; in order to well define these subgraphs, we require that $p \subseteq Int_p$, and $Int_p \subseteq Int_{p'}$, for every $p \in P$. We stress that $p = Int_p \cap Ext_p$, for every $p \in P$.

Figure 3: on the left the extremal vertices of paths in $P$, on the right its genealogy tree $T_g$.

3 Restricting to faces

Our goal is to find a path labeling such that every set of paths covering a cycle does not share the same label. In this section we prove that we can restrict our check to $U$’s faces, where $U$ is the graph obtained by the union of all paths in $P$. In a first step we prove that given a NCSP $P$ its genealogy tree can be binarized (see Subsection 3.1). After this simplification, we can establish whether a path labeling is a forest labeling by checking how it works on the faces of $U$ (see Subsection 3.2 and in particular Theorem 1).

3.1 Binarization of the genealogy tree

In order to simplify the treatment, given a NCSP $P$, we can assume that its genealogy tree $T_g$ is a binary tree in the following way. For two paths $p, q \in P$, we say that $p \prec q$ if $x_1, x_q, y_q, x_p, y_p, y_1$ appear in this order on $f^\infty$; we recall that 1 is the root of the genealogy tree. Given $p \in P$ having $r$ children with $r \geq 3$, we order its set of children $(q_1, \ldots, q_r)$, so that $q_j \prec q_{j+1}$ for $j \in [r-1]$. If we add a terminal pair $(x_p', y_p')$ so that $x_p' = c_2$ and $y_p' = y_r$, then $p$ has only two children $q_1$ and $p'$. By repeating this procedure, we obtain the binarization of $T_g$. Note that the number of terminal pairs becomes at most doubles.

We observe that, being $U$ connected, then there exists an $x_p'y_p'$ path that does not cross other paths. Moreover, this path is a shortest path in $U$ but it might be not a shortest path in $G$. We do not care about this because it is an auxiliary path. By repeating this reasoning for all $i \in [k]$ having more than two children, we can assume that $T_g$ is binary. Being $U$ connected, then the binarization can be obtained in $O(|P|)$ time because we have only to add some terminal pairs.

Definition 5. Given a set of paths $P$ we say that $P$ is a binary set of non-crossing shortest paths (BNCSP) if

- $P$ is a NCSP,
- each path $p \in P$ has zero or two children in the genealogy tree,
- for each $p \in P$, if $p$ has two children in the genealogy, then $p, p_r, p_t$ form a face.

We observe that the last requirement in Definition 5 can be always obtained by modifying $f^\infty$ contracting vertices and changing edge lengths in order to maintain the shortest path property.

In Figure 4 the binarization of $T_g$ in Figure 3 according to Definition 5.
3.2 Solving faces

The goal of this subsection is to prove that, given a path labeling $\mathcal{L}$, if every face of $U$ is solved by $\mathcal{L}$ (see Definition 7), then $\mathcal{L}$ is a forest labeling, as stated in Theorem 1. This result allows us to greatly simplify the discussion.

From now on, we assume that our input is a BNCSP $P$ and we denote by $\mathcal{F}$ the set of faces of $U$, where we recall that $U = \bigcup_{p \in P} p$. In the following definition we specify some paths, subpaths and edges related to a face.

**Definition 6.** Given a face $f \in \mathcal{F}$ we define:

- $q_{f}^{l}$ the upper path of $f$ as the minimum path with respect to $\preceq$ satisfying $f \subseteq \text{Int}_{q_{f}^{l}}$,
- $\partial f \setminus q_{f}^{l}$ the lower boundary of $f$,
- $e_{f}^{l}, e_{f}^{r}$ the extremal edges of the lower boundary of $f$ such that $e_{f}^{l} \in q_{f}^{l}$ and $e_{f}^{r} \in q_{f}^{r}$.

The next two lemmas will be used in Theorem 1’s proof.

**Lemma 1.** Let $p \in P$ and let $f$ be a face in $\mathcal{F}$. Then the intersection between $p$ and $f$ is a path.

**Proof.** If the intersection between $p$ and $f$ is empty or it consists in a single vertex, then the thesis holds. Thus we assume that there exist two vertices $a, b \in V(p \cap \partial f)$. We have to prove that $p[a, b] \subseteq \partial f$.

Let $\lambda$ be the $ab$ path on $\partial f$ so that the region $R$ bounded by $\lambda \circ p[a, b]$ does not contain $f$. We have to prove that $\lambda = p[a, b]$. Let us assume by contradiction that there exists $e \in \lambda$ satisfying $e \not\in p$, and let $q \in P$ containing $e$. Being $R$ a closed region, then the non-crossing property implies $a, b \in q$. Thus the single-touch property assures $q(a, b) = p(a, b)$ and hence $e \not\in q$, absurdum. \hfill $\square$

**Lemma 2.** Let $f$ be a face in $\mathcal{F}$ and let $q$ be the upper path of $f$. Then $q$ intersects $\partial f$ in at least one edge.

**Proof.** Let us assume by contradiction that $q$ does not intersect $\partial f$ in at least one edge. Let $R = \{r_1, \ldots, r_k\}$ be the minimum set of paths such that $\partial f \subseteq \bigcup_{r \in R} E(r)$, clearly $q \not\in R$. By definition of upper path, $f \subseteq \text{Ext}_{r}$ for all $r \in Q$. Lemma 1 and minimality of $R$ imply that $(r \cap \partial f) \cap (r' \cap \partial f) = \emptyset$, for all $r \neq r'$. Thus $r \not\subseteq r'$ for all $r \neq r' \in R$, otherwise at least one $r \in R$ should satisfy $f \subseteq \text{Int}_{r}$.

Being $q$ the upper path of $f$, it holds that $q$ is the lowest common ancestor of $r$ and $r'$ for all $r \neq r' \in R$, i.e., all $r \in R$ are children of $q$. Finally, the single-touch property implies that $h \geq 3$, otherwise two paths would form the cycle $f$, thus $q$ has at least 3 children, absurdum. \hfill $\square$

**Definition 7.** Given a face $f$ in $\mathcal{F}$ and a path labeling $\mathcal{L}$ of $P$, we say that $f$ is solved by $\mathcal{L}$ if $\mathcal{L}(e_{f}^{l}) \cap \mathcal{L}(e_{f}^{r}) = \emptyset$.

**Theorem 1.** Let $P$ be a BNCSP, and let $\mathcal{L}$ be a path labeling of $P$. If every face of $\mathcal{F}$ is solved by $\mathcal{L}$, then $\mathcal{L}$ is a forest labeling.
Proof. Let us assume by contradiction that every face of $F$ is solved by $L$ and that there exists a simple cycle $H$ so that $\bigcap_{e \in E(H)} L(e) \neq \emptyset$. Let $R_H$ be the region bounded by $H$. If $H$ is a face, then we have a trivial absurdum because $H$ would be solved by $L$. Otherwise, let $g$ be a face in $R_H$, and let $q$ be the upper path of $g$. By Lemma 2 and being $H$ a cycle, it holds that $q$ intersects $V(H)$. Let $c$ be the maximal subpath of $H$ that is in $Int_q$.

To finish the proof it suffices to show that there exists a face $h$ such that its lower boundary is a subpath of $c$. Indeed, if so, then $L(e^h_c) \neq L(e^q_d)$ because $h$ is solved by $L$, therefore $\bigcap_{e \in E(H)} L(e) = \emptyset$, absurdum.

Let $D = \{f \in F | f \subseteq Int_q \cap R_H \}$ and for each face $d \in D$ let $\Delta_d = \{f \in D | f \subseteq Int_q \}$, we recall that $q^d$ is the upper path of $d$. We have to find a face $h \in D$ satisfying $|\Delta_h| = 1$, i.e., $\Delta_h = \{h\}$; indeed, this implies that the lower boundary of $h$ is a subpath of $c$.

Now, let $d \in D$. If $|\Delta_d| = 1$, then we have finished, otherwise we observe that for each $d' \in \Delta_d$, it holds that $\Delta_{d'} \leq \Delta_d$ because $d \not\subseteq \Delta_{d'}$ and $\Delta_d > 0$ because $d \in \Delta_d$. Hence there exists a face $h \in D$ satisfying $|\Delta_h| = 1$. \hfill \qed

Figure 5: faces $g, h$, paths $q, q^h$ and cycle $H$ used in the proof of Theorem 1. Edges $e^h_r$ and $e^h_l$ are dotted.

4 A first easy upper bound of the Path Covering with Forests Number

In this section we show that the Path Covering with Forests Number of a NCSP $P$ is at most 15. In particular, we present algorithm FifteenForests that produces a forest labeling of $P$ which uses at most 15 labels. We stress that every result of this section will be used in Section 5 to build algorithm FourForests which gives an improved upper bound.

In Subsection 4.1 we describe the outline of algorithm FifteenForests, in particular we explain in which order we visit paths in $P$ by introducing the sets $\text{Max}$ and $\text{Touch}$. In Subsection 4.2 we classify the faces related to a path in $\text{Max}$ in three types. In Subsection 4.3 we deal with faces of the first type and Subsection 4.4 with faces of second and third type. Finally, in Subsection 4.5 we exhibit algorithm FifteenForests and we prove its correctness.

4.1 Outline of the algorithm

From now on, unless otherwise stated, $P$ denotes a BNCSP. The algorithm FifteenForests finds a forest labeling of $P$ which uses at most 15 labels.

Definition 8. Given $p \in P$, we define $\text{Touch}_p = \{q \in P | q \preceq p \land q \text{ and } p \text{ share at least one vertex}\}$ and $\text{Max}_p = \{q \in P | q \preceq p \land q \text{ is a maximal path w.r.t. } \preceq \text{ in } P \setminus \text{Touch}_p\}$.

Roughly speaking, $\text{Touch}_p$ consists in all paths in $Int_p$ that “touch” $p$, and $\text{Max}_p$ consists in all paths in $Int_p$ that are maximal w.r.t. $\preceq$ after the removal of paths in $\text{Touch}_p$.

By applying recursively Definition 8, we can separate paths in $P$ in levels. We start by setting $\text{Max}_0 = \{p_1\}$, and then we define sets $\text{Max}$, and $\text{Touch}$, recursively as follows:
\[
\begin{align*}
\{ p \in \text{Touch}_i, & \quad \text{if and only if } p \in \text{Touch}_m \text{ for some } m \in \text{Max}_{i-1}, \\
m & \in \text{Max}_i, \quad \text{if and only if } m \in \text{Max}_p \text{ for some } p \in \text{Touch}_{i-1}.
\end{align*}
\]

We define also \( \text{Max} = \bigcup_{i \in \mathbb{N}} \text{Max}_i \) and \( \text{Touch} = \bigcup_{i \in \mathbb{N}} \text{Touch}_i \). For convenience, let \( N \in \mathbb{N} \) satisfy \( \text{Max} = \bigcup_{i \in \mathbb{N}} \text{Max}_i \) and \( \text{Touch} = \bigcup_{i \in \mathbb{N}} \text{Touch}_i \); in few words \( N \) is the last level. Note that \( p \in \text{Touch}_p \) for all \( p \in P \), thus \( \text{Max} \subseteq \text{Touch} \). These sets are explained in Figure 6.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.png}
\caption{\( p \) is the dotted path, paths in \( \text{Touch}_p \) are red (note that \( p \in \text{Touch}_p \)), paths in \( \text{Max}_p \) are green. Thus if \( p \in \text{Max}_{i-1} \), then red paths are in \( \text{Touch}_i \), green paths in \( \text{Max}_i \) and black paths in \( \text{Touch}_{i+1} \).}
\end{figure}

**FifteenForests:**

\begin{enumerate}
\item \textbf{Input:} a NCSP \( P \)
\item \textbf{Output:} a forest labeling \( \mathcal{L} : P \mapsto [15] \)
\item Transform \( P \) from a NCSP to a BNCSP;
\item For each path \( p \in P \) define the global variable \( \mathcal{L}(p) \) initialized to \text{NULL};
\item For each path \( p \in \text{Max} \) define the global variable \( \text{triple}(p) \) initialized to \text{NULL};
\item for \( i = 0, \ldots, N \) do
\item \hspace{1em} for each \( p \in \text{Max} \) do
\item \hspace{2em} Label\text{Touch}(p);
\item \hspace{2em} \text{TripleMax}(p);
\item \hspace{1em} // assign \( \mathcal{L}(q) \in \text{triple}(p) \) for all \( q \in \text{Touch}_p \)
\item \hspace{1em} // assign \( \text{triple}(q) \) for all \( q \in \text{Max}_p \)
\item return \( \mathcal{L} \);
\end{enumerate}

Before explaining the details of algorithm \textbf{FifteenForests} we state an important remark about two global variables assigned to paths in \( P \). We prefer to use global variables in order to avoid having too much entries in our functions.

**Remark 2.** In our algorithms we use global variables.

\begin{itemize}
\item For each path \( p \in \text{Max} \) we define the global variable \( \text{triple}(p) \) that assumes as value a non-ordered triple of labels.
\item For each path \( p \in P \) we define the global variable \( \mathcal{L}(p) \) that assumes as value a unique label. The output of our main algorithms (algorithm \textbf{FifteenForests} and algorithm \textbf{FourForests}) is \( \mathcal{L} \).
\item Both variables are initialized to \text{NULL} and they do not change once assigned.
\end{itemize}

We define also five triples of labels: \( T_1 = \{1, 2, 3\} \), \( T_2 = \{4, 5, 6\} \), \( T_3 = \{7, 8, 9\} \), \( T_4 = \{10, 11, 12\} \) and \( T_5 = \{13, 14, 15\} \), and let \( T = \{T_1, T_2, T_3, T_4, T_5\} \).

Now we can describe how algorithm \textbf{FifteenForests} works. Algorithm \textbf{FifteenForests} has \( N \) iterations and it is based on the two functions \text{Label\text{Touch}}(p) and \text{Triple\text{Max}}(p). The former assigns one label of \( \text{triple}(p) \) to \( \mathcal{L}(q) \) for all \( q \in \text{Touch}_p \), the latter assigns one triple in \( T \) to \( \text{triple}(q) \) for all \( q \in \text{Max}_p \). The assignments are set so that at iteration \( i \) all faces in \( \text{Touch}_p \cup \text{Max}_p \) are solved by \( \mathcal{L} \), for all \( p \in \text{Max}_i \).

We note that the partial order \( \preceq \) is respected: if \( p \preceq q \), then algorithm \textbf{FifteenForests} labels \( p \) after \( q \) is labeled. Let’s start with a preliminary definition.
4.2 Face types

Given \( p \in \text{Max} \), we classify all faces whose upper path is in \( \text{Touch}_p \) in three types as shown in Definition 9 and in Figure 7. We observe that, given a face \( f \) of \( \text{Touch}_p \cup \text{Max}_p \), the upper path \( q \) of \( f \) is in \( \text{Touch}_p \) because the children of each path in \( \text{Max}_p \) are not in \( \text{Touch}_p \cup \text{Max}_p \). This fact is crucial to classify the faces in the following definition.

**Definition 9.** Let \( p \in \text{Max} \). Let \( f \) be a face of \( \text{Touch}_p \cup \text{Max}_p \) and let \( q \) be the upper path of \( f \).

We say that

- \( f \) is of type I for \( p \) if \( q_r, q_\ell \in \text{Touch}_p \),
- \( f \) is of type II for \( p \) if \( q_r \in \text{Max}_p \). For convenience, we denote \( q_r \) and \( q_\ell \) by \( m^f_r \) and \( m^f_\ell \), respectively,
- \( f \) is of type III for \( p \) if \( q_r \in \text{Touch}_p \) and \( q_\ell \in \text{Max}_p \) (or \( q_r \in \text{Max}_p \) and \( q_\ell \in \text{Touch}_p \)).

If no confusion arises, then we omit the reference to \( p \).

![Figure 7: \( f_1, f_{II}, f_{III} \) are faces of type I, II, III, respectively, for \( p \).](image)

4.3 Dealing with faces of type I

The main result of this subsection is given in Proposition 1, that allows us to assign \( \mathcal{L}(q) \) for all paths \( q \) in \( \text{Touch}_p \) with the three labels in triple(\( p \)) so that every face of type I for \( p \) is solved by \( \mathcal{L} \), for an arbitrary \( p \in \text{Max} \). We obtain such a labeling by using the two algorithms RightLabel and LabelTouch. Let’s start with a definition, explained in Figure 8 about paths in \( \text{Touch}_p \).

**Definition 10.** Let \( p \in \text{Max} \). We define TreeTouch\( _p \) as the rooted subtree of \( T_g \) induced by \( \text{Touch}_p \). Given \( q \in \text{Touch}_p \) we define \( R^p(q) \) as the set of right descendants of \( q \) w.r.t. \( p \) and it is composed by all elements in TreeTouch\( _p \) that are in the path from \( q \) to the rightmost leaf of the subtree of TreeTouch\( _p \) rooted at \( q \). Similarly, we define \( L^p(q) \) as the set of left descendants of \( q \) w.r.t. \( p \) and it is composed by all elements in TreeTouch\( _p \) that are in the path from \( q \) to the leftmost leaf of the subtree of TreeTouch\( _p \) rooted at \( q \). When no confusion arises, we denote \( R^p(q) \) and \( L^p(q) \) by \( R(q) \) and \( L(q) \), respectively.

![Figure 8: the subtree of TreeTouch\( _p \) rooted at \( q \). In red vertices belonging to \( L(q) \) and in green those to \( R(q) \). Note that \( q \) and its child are both in \( L(q) \cap R(q) \).](image)

In order to solve faces of type I for \( p \) we deal with intersecting paths. Given two paths \( p \) and \( q \) with \( q \preceq p \), roughly speaking, it holds that if \( q \) intersects \( p \) on vertices, then \( q \) splits \( p \) into three subpaths: the right subpath containing \( x_p \) the subpath \( p \cap q \) (this is a path by the single-touch property), and the left subpath containing \( y_p \). Note that the right subpath or the left subpath might be composed by one vertex. From this fact we obtain the following remark, that can be formally proved by using Jordan’s Curve Theorem and by observing that \( p \circ \gamma_p \) is a closed curve for every arbitrary path \( p \) in \( P \).
Remark 3. Let \( p, q, q' \in P \) satisfy \( q \preceq p, q' \preceq p \) and \( p \cap q \neq \emptyset \). Then \( q \) splits \( p \) into three subpaths: \( p = r \circ p' \sqcup q \circ f, \) with \( x_p \in r \) and \( y_p \in f \). The following statements hold:

- if \( q' \cap r \neq \emptyset \), then \( q < q' \);
- if \( q' \cap f \neq \emptyset \), then \( q' < q \).

We want to apply the previous result to faces of type I for \( p \). Given a face \( f \) of type I for \( p \), we observe that both \( e_f^1 \) and \( e_f^2 \) have an extremal vertex on \( p \) by their definition. Thus if a path \( q \) contains either \( e_f^1 \) or \( e_f^2 \), then \( q \in \text{Touch}_p \). The following lemma, whose proof is strictly based on Remark 3, explains which paths contain \( e_f^1 \) and which paths contain \( e_f^2 \). This result is the key to label all paths in \( \text{Touch}_p \) with three labels in order to solve all face of type I for \( p \) (see Lemma 4 and Proposition 1).

For an edge \( e \) we define \( P(e) = \{ p \in P \mid e \in p \} \).

Lemma 3. Let \( p \in \text{Max} \). Let \( f \) be a face of type I for \( p \) and let \( q \) be the upper path of \( f \), then \( P(e_f^1) \subseteq L(q_r) \) and \( P(e_f^2) \subseteq R(q_e) \).

Proof. We prove that \( P(e_f^1) \subseteq L(q_r) \), by symmetry, it also proves that \( P(e_f^1) \subseteq R(q_e) \). First of all, \( e_f^1 \in q_r \) by Definition 4. Let \( z \) be the extremal vertex of \( e_f^1 \) not belonging to \( p \). Then the subpath \( \lambda \) of \( q_r \) from \( z \) to \( y_q \) does not intersect \( p \) on vertices because of the single-touch property.

Let us assume that \( q_r \) has two children \( r_f \) and \( r_c \) belonging to \( \text{Touch}_p \), with \( r_c < r_f \). Indeed, if \( q_r \) has no children belonging to \( \text{Touch}_p \), then the thesis is trivial, and if \( q_r \) has exactly one child belonging to \( \text{Touch}_p \), then it belongs to \( L(q_r) \) by definition.

Being \( \lambda \cap p = \emptyset \), then \( e_f^1 \) belongs to \( c_r \); indeed, if \( e_f^1 \) belongs to \( c_r \), then Remark 3 would imply \( c_r \cap q_r = \lambda \), thus \( c_r \notin \text{Touch}_p \), absurdum. By repeating recursively this reasoning, the thesis follows.

Now we introduce recursive algorithm \( \text{RightLabel} \) whose entries are \( p, q, \sigma \), where \( p \) is a path in \( \text{Max} \), \( q \) is a path in \( \text{Touch}_p \) and \( \sigma \) is an permutation of \( \text{triple}(p) \). By calling \( \text{RightLabel}(p, q, \sigma) \), we label all paths in \( \text{Touch}_p \) belonging to \( \text{Int}_q \). It holds that \( q \) is labeled with the first label in \( \sigma \). Then if \( q \) has one child in \( \text{Touch}_p \), then \( \sigma \) is passed to its child without permutations. If \( q \) has two children in \( \text{Touch}_p \), then \( \sigma \) is passed to its children with permutations. An example of how these permutations change is given in Figure 9.

\begin{verbatim}
RightLabel(p, q, (c_1, c_2, c_3));

Input: a path p in Max, a path q in Touch_p and a permutation (c_1, c_2, c_3) of triple(p)
Output: assign \( \mathcal{L}(q') \in \text{triple}(p) \) for all \( q' \in \text{Touch}_p \) such that \( q' \preceq q 
\end{verbatim}

The recursive calls of \( \text{RightLabel} \) change the permutation of labels in order to obtain the following lemma. In Subsection 5.2 we will introduce its symmetric version called algorithm \( \text{LeftLabel} \).

Lemma 4. Let \( p \in \text{Max} \), let \( (c_1, c_2, c_3) \) be any ordering of \( \text{triple}(p) \) and let \( q \in \text{Touch}_p \). If we call \( \text{RightLabel}(p, q, (c_1, c_2, c_3)) \), then \( \mathcal{L}(R(q)) = \{ c_1 \} \) and \( \mathcal{L}(L(q)) \subseteq \{ c_1, c_2 \} \).

Proof. To prove that \( \mathcal{L}(R(q)) = \{ c_1 \} \), we observe that the first element of the permutation does not change for all the calls in \( R(q) \) because of Line 3 and Line 5.

Similarly, to prove that \( \mathcal{L}(L(q)) \subseteq \{ c_1, c_2 \} \), we observe that the first and the second element of the permutation are the same (possibly swapped) for all the calls in \( L(q) \) because of Line 3 and Line 6.

By using algorithm \( \text{RightLabel} \), we introduce the following compact algorithm.
In this subsection we build algorithm \texttt{TripleMax}(p) that assigns \texttt{triple}(p) for all \(q \in \text{Max}_p\), where \(p \in \text{Max}\). The consequences of the execution of \texttt{TripleMax}(p) are explained in Proposition 2 and they concern with paths in \(\text{Touch}_p\) and \(\text{Max}_p\) that interfere with (see Definition 11) the same face.

To solve the faces of type I for \(p\) we worked only with paths in \(\text{Touch}_p\), because given \(q\) of type I for \(p\), then \(q\) contains \(e^I_p\) or \(e^F_p\) only if \(q \in \text{Touch}_p\). To deal with faces of type II and type III we have to work also with paths in \(\text{Max}_p\). For this reason we introduce the concept of interfere with.

\textbf{Definition 11.} Let \(f \in F\), we say that \(q \in P\) interferes with \(f\) if \(q\) contains either \(e^I_p\) or \(e^F_p\).

The structure of faces of type II for \(p\) is easy. Indeed, given a face \(f\) of type II for \(p\), then \(m^I_p\) and \(m^F_p\) interfere with \(f\) and it does not exist any \(q \in \text{Max}_p \cup \text{Touch}_p\) interfering with \(f\) so that \(q \not\in \{m^I_p, m^F_p\}\). Clearly, some paths in \(\text{Touch}_{m^I_p}\) and \(\text{Touch}_{m^F_p}\) may interfere with \(f\), but they are labeled by \texttt{LabelTouch}(\(m^I_p\)) and \texttt{LabelTouch}(\(m^F_p\)) (see algorithm \texttt{FifteenForests}). Thus to solve the face \(f\) it suffices to set \(\text{triple}(m^I_p) \cap \text{triple}(m^F_p) = \emptyset\).

Dealing with faces of type III is more complex. For convenience, we define \(\text{Max}^{II}_p = \{m \in \text{Max}_p \mid f_m\text{ is a face of type II for }p\}\) and \(\text{Max}^{III}_p = \{m \in \text{Max}_p \mid f_m\text{ is a face of type III for }p\}\).

To explain the following definition we note that, given a path \(m \in \text{Max} \setminus \{p_1\}\), \(m\) forms a face \(f\) with its parent and its sibling (the other child of the parent). In order to solve \(f\), we deal with
the extremal edge of the lower boundary of \( f \) belonging to \( m \). Clearly, this does not happen for \( p_1 \), for which we choose as arbitrary edge the edge adjacent to \( x_1 \).

**Definition 12.** Given \( m \in \text{Max} \setminus \{p_1\} \) we define \( f_m \in \mathcal{F} \) the face whose upper path is the parent of \( m \) in \( T_g \). Moreover, we define edge \( m^m \) the edge among \( e_1^m \) and \( e_2^m \) belonging to \( m \). Finally, we define edge \( m^m \) as the edge in \( p_1 \) adjacent on \( x_1 \).

Note that, given \( m \in \text{Max}^{III}_p \), edge \( m^m \) belongs only to \( m \)—and so, possibly, to some paths in \( \text{Touch}_m \)—and there are not other paths in \( \text{Touch}_p \cup \text{Max}_p \) containing edge \( m^m \). But there may exist a path \( m' \in \text{Max}^{III}_p \cup \text{Max}^{III}_p \) distinct from \( m \) interfering with \( f \). Thus we introduce the relation \( \rightarrow \) and we study its structure in Lemma 5. We observe that \( \rightarrow \) is not transitive.

**Definition 13.** Let \( p \in \text{Max} \). Given \( m, m' \in \text{Max}_p \), we write \( m \rightarrow m' \) if \( m \) interferes with \( f_{m'} \).

Figure 10 explains Definition 13, note that \( m_3 \rightarrow m_5 \) even if \( m_3 \) and \( m_5 \) are vertex disjoint.

The main consequence of the following lemma is that \( \text{Max}^{III}_p, \rightarrow \) is bipartite. This fact will be used in the algorithm \( \text{TripleMax} \).

**Lemma 5.** For each \( p \in \text{Max} \), the graph \( \text{Max}^{III}_p, \rightarrow \) is a forest of rooted trees.

**Proof.** For each \( m \in \text{Max}^{III}_p \) we denote by \( q_m \) its parent in \( T_g \). We split the proof into three parts.

a) let \( m, m' \in \text{Max}_p \). If \( m \rightarrow m' \), then \( q_m \preceq q_{m'} \) and \( q_m \) interferes with \( f_{m'} \).

b) every vertex in \( \text{Max}^{III}_p, \rightarrow \) has at most one incoming dart,

c) in \( \text{Max}^{III}_p, \rightarrow \) there are no cycles.

**Proof.**

**a)** It holds that \( f_{m'} \subseteq \text{Int}_{q_{m'}} \), thus the lower boundary of \( f_{m'} \) is in \( \text{Int}_{q_{m'}} \setminus q_{m'} \). This implies that \( q_m \) is in \( \text{Int}_{q_{m'}} \setminus q_{m'} \) because otherwise \( m \) could not satisfy \( m \rightarrow m' \). Therefore, \( q_m \preceq q_{m'} \) as we claimed. Moreover, \( q_m \) interferes with \( f_{m'} \) for the same reasoning. End proof of a)

**b)** Let us assume by contradiction that there exists \( m \in \text{Max} \) having two incoming darts \( m \rightarrow m' \). Then, by definition of \( \rightarrow \), there exist \( m', m'' \in \text{Max}_p \) sharing the extremal edge \( e \) of the lower boundary of \( f_m \) not contained in \( m \). Being \( m' \circ m'' \) and \( m'' \circ m' \) two closed curves, then every face \( f \) containing \( e \) is either in \( \text{Int}_m \) or in \( \text{Int}_{m''} \). Thus \( f \) is not a face of type I, nor II nor III for \( p \), absurdum. End proof of b)

**c)** Let us assume by contradiction that there exist \( r \) elements of \( \text{Max}^{III}_p \), \( m_1, m_2, \ldots, m_r \), \( r \geq 2 \) such that \( m_i \rightarrow m_{i+1} \), for all \( i \in [r - 1] \) and \( m_r \rightarrow m_1 \). Then a) implies \( q_{m_1} \preceq q_{m_2} \preceq \ldots \preceq q_{m_r} \preceq q_{m_1} \), and thus \( q_{m_1} = q_{m_2} = \ldots = q_{m_r} \). Thus \( q_{m_1} \) has at least \( r \) children. If \( r \geq 3 \), then it is absurdum because \( T_g \) is a binary tree. Else, \( r = 2 \) and thus \( f_{m_1} = f_{m_2} \) is a face of type II because \( m_1 \) and \( m_2 \) share the same parent in \( T_g \), implying \( m_1 \not\in \text{Max}^{III}_p \) and \( m_2 \not\in \text{Max}^{III}_p \), absurdum. End proof of c)

Now, we observe that the thesis is a consequences of b) and c).
Proposition 2. Let \( p \in \text{Max} \) and let \( f \) be a face of type II or type III for \( p \). If we call \( \text{TripleMax}(p) \) then

2.(1) let \( m \in \text{Max}_p \) interfere with \( f \), then \( \text{triple}(m) \cap \text{triple}(p) = \emptyset \),

2.(2) let \( m, m' \in \text{Max}_p \) interfere with \( f \), then \( \text{triple}(m) \cap \text{triple}(m') = \emptyset \).

Proof. The first statements is implied by Line 3 and all lines in which a value of \( \text{triple} \) is assigned. To prove the second statement let \( f \) and \( g \) be a face of type II and type III for \( p \), respectively. By definition, the unique paths in Max, that interfere with \( f \) are \( m_f' \) and \( m_f'' \). The for cycle in Line 2 implies \( \text{triple}(m_f') = X \) and \( \text{triple}(m_f'') = Y \), and the thesis applies in this case. Now let \( m, m' \) interfere with \( g \). Hence either \( m \rightarrow m' \) or \( m' \rightarrow m \) and w.l.o.g. we assume that \( m' \rightarrow m \). Thus \( g = f_m \) and there are two cases: either \( m \in \text{Max}_p^{II} \) or \( m \in \text{Max}_p^{III} \). If the former case applies, then \( \text{triple}(m) \in \{X, Y\} \) because of the for cycle in Line 2 and \( \text{triple}(m) \in \{W, Z\} \) because of Line 7, and Line 9 so the thesis holds in this case. If the latter case applies, then Line 5, Line 7, and Line 9 imply \( \text{triple}(m) = W \) and \( \text{triple}(m') = Z \), or vice-versa, and thus the thesis holds. We stress that we can bipartite the graph \( \{\text{Max}_p^{II}, \rightarrow\} \) because Lemma 5 states that it is a forest.

4.5 Correctness of algorithm FifteenForests

In this subsection we prove the correctness of algorithm FifteenForests shown in Subsection 4.1. As a consequence we have Corollary 4.1 which state that every NCSP has Path Covering with Forests Number at most 15.

Theorem 2. Given a NCSP \( P \), algorithm FifteenForests produces a forest labeling \( L \) of \( P \) which uses at most 15 labels.

Proof. Thanks to Theorem 4.1 we only need to prove that every faces in \( \bigcup_{q \in P} q \) is solved by \( L \). Let \( f \) be a face, then there exists \( p \in \text{Max} \) such that \( f \) is a face of type I, or type II or type III for \( p \).

If \( f \) is of type I for \( p \), then \( f \) is solved by \( L \) because of Proposition 4.1 and the call \( \text{LabelTouch}(p) \).

If \( f \) is of type II for \( p \), then \( e_f^I \in m_f' \) and \( e_f^I \in m_f'' \). Moreover, if a path \( q \in P \) interferes with \( f \), then either \( q \in \text{Touch}_m \) or \( q \in \text{Touch}_{m_f'} \). Thus \( f \) is solved by \( L \) because of 2.(2) and the calls \( \text{LabelTouch}(m_f') \) and \( \text{LabelTouch}(m_f'') \).

If \( f \) is a face of type III for \( p \), then either \( e_f^I \in m_f' \) or \( e_f^I \in m_f'' \), where \( m_f'' \) is the unique child of \( q \) belonging to \( \text{Max}_p \). W.l.o.g., we assume that \( e_f^I \in m_f'' \). We observe that \( e_f^I \) may belong to some paths in \( \text{Touch}_p \) and at most one path in \( \text{Max}_p \). Every path \( q \in P \) satisfies \( L(q) \in \text{triple}(p) \), thus thanks to 2.(1) and the call \( \text{LabelTouch}(m_f'') \) we can ignore paths in \( \text{Touch}_p \) to determine if \( f \) is solved by \( L \). Hence let us assume that there exists \( m' \in \text{Max}_p \) satisfying \( e_f^I \in m' \). Then \( f \) is
solved by \( \mathcal{L} \) because of both the statements of Proposition 2 and the calls LabelTouch\((m)\) and LabelTouch\((m')\).

\[ \square \]

**Corollary 1.** Let \( P \) be a set of non-crossing shortest paths in a plane graph \( G \) whose extremal vertices lie on the external face of \( G \). Then the Path Covering with Forests Number of \( P \) is at most 15.

### 5 The Path Covering with Forests Number is at most 4

In this section we show that the Path Covering with Forests Number of a NCSP \( P \) is at most 4. In particular, we present algorithm `FourForests` that produces a forest labeling of \( P \) which uses at most 4 labels. We strictly use all results in Section 4.

In Subsection 5.1 we describe the outline of algorithm `FourForests`. In Subsection 5.2 we deal with faces of the first type and Subsection 5.3 with faces of second and third type. Finally, in Subsection 5.4 we exhibit algorithm `FourForests` and we prove its correctness.

#### 5.1 Outline of the algorithm

We stress that algorithm `FourForests` has the same structure of algorithm `FifteenForests`, the only differences are that LabelTouch and TripleMax are replaced with LabelSpecialTouch and TripleSpecialMax, respectively. We introduce `special(p) ∈ triple(p)` for all \( p ∈ \text{Max} \) as a special label of `triple(p)`. Algorithm `LabelSpecialTouch(p)` assigns one label of `triple(p)` for all \( q ∈ \text{Touch}_p \) so that all paths containing `edge(p)` (see Definition 12) are labeled with `special(p)`. Algorithm `TripleSpecialMax(p)` assigns `triple(q)` and `special(q)` for all \( q ∈ \text{Max}_p \). The assignments are set so that at iteration \( i \) all faces in `Touch_p ∪ \text{Max}_p` are solved by \( \mathcal{L} \), for all \( p ∈ \text{Max}_i \).

| **FourForests:** |
|-------------------|
| **Input:** a NCSP \( P \) |
| **Output:** a forest labeling \( \mathcal{L} : P → [4] \) |
| 1. Transform \( P \) from a NCSP to a BNCSP; |
| 2. For each path \( p ∈ P \) define the global variable \( \mathcal{L}(p) \) initialized to NULL; |
| 3. For each path \( p ∈ \text{Max} \) define the global variables `triple(p), special(p)` both initialized to NULL; |
| 4. `triple(p_1) ← \{1,2,3\};` |
| 5. `special(p_1) ← 1;` |
| 6. for \( i = 0,\ldots,N \) do |
| 7. for each \( p ∈ \text{Max}_i \) do |
| 8. `LabelSpecialTouch(p);` // assign \( \mathcal{L}(q) ∈ \text{triple}(p) \) for all \( q ∈ \text{Touch}_p \) |
| 9. `TripleSpecialMax(p);` // assign `triple(q), special(q)` for all \( q ∈ \text{Max}_p \) |
| 10. return \( \mathcal{L} \); |

#### 5.2 Dealing with faces of type I

The main goal of this subsection is to build algorithm `LabelSpecialTouch(p)` which assigns \( \mathcal{L}(q) ∈ \text{triple}(p) \) for all \( q ∈ \text{Touch}_p \) so that all paths containing `edge(p)` are labeled with `special(p)` and all faces of type I for \( p \) are solved by \( \mathcal{L} \) (see Proposition 3), where \( p ∈ \text{Max} \). We obtain algorithm `LabelSpecialTouch` by joining algorithms RightLabel and LeftLabel.

The algorithm `LeftLabel` is equal to `RightLabel` except for the last line in which \( q_r \) and \( q_l \) are swapped. Therefore, Lemma 6 is a consequence of Lemma 4.

**Lemma 6.** Let \( p ∈ \text{Max} \), let \( (c_1,c_2,c_3) \) be any ordering of `triple(p)` and let \( q ∈ \text{Touch}_p \). If we call `LeftLabel(p,q,(c_1,c_2,c_3))`, then \( \mathcal{L}(R(q)) ⊆ \{c_1,c_2\} \) and \( \mathcal{L}(L(q)) = \{c_1\} \).
**Lemma 7.** Let \( p \in \text{Max} \), let \( c_r, c_ℓ \in \text{triple}(p) \setminus \{\text{special}(p)\} \) be not necessarily distinct and let \( q \in \text{Touch}_p \) satisfy \( \text{edge}^p \in q \). If we call \( \text{SpecialLabel}(p, q, (c_r, c_ℓ)) \), then \( \mathcal{L}(R(q)) \subseteq \{c_r, \text{special}(p)\} \).
SpecialLabel\((p,q,(c_r,c_l))\):

**Input:** a path \(p \in \text{Max}\), a path \(q \in \text{Touch}_p\), two labels \(c_r, c_l \in \text{triple}(p) \setminus \{\text{special}(p)\}\)

**Output:** assign \(\mathcal{L}(q') \in \text{triple}(p)\) for all \(q' \in \text{Touch}_p\) such that \(q' \preceq q\) so that 

\[\mathcal{L}(q'') = \text{special}(p)\] 

for all \(q'' \in \text{Touch}_p\) containing \(\text{edge}^p\) 

1. \(\mathcal{L}(q) \leftarrow \text{special}(p)\);
2. if \(q\) has one child \(q'\) in \(\text{Touch}_p\) then SpecialLabel\((p,q',(c_r,c_l))\);
3. if \(q\) has two children in \(\text{Touch}_p\) then 
   4. if \(\text{edge}^p \in q\), then 
      5. SpecialLabel\((p,q,(c_r,\text{triple}(p) \setminus \{c_l,\text{special}(p)\}))\);
      6. RightLabel\((p,q,(c_r,\text{special}(p),\text{triple}(p) \setminus \{c_l,\text{special}(p)\}))\);
   7. else 
      8. SpecialLabel\((p,q,(\text{triple}(p) \setminus \{c_r,\text{special}(p)\},c_l))\);
      9. LeftLabel\((p,q,(c_r,\text{special}(p),\text{triple}(p) \setminus \{c_r,\text{special}(p)\}))\);

and \(\mathcal{L}(\mathcal{L}(q)) \subseteq \{c_r,\text{special}(p)\}\).

**Proof.** If \(q\) has one child in \(\text{TreeTouch}_p\), then algorithm SpecialLabel does the same call to child, thus we can assume that \(q\) has two children in \(\text{TreeTouch}_p\). W.l.o.g., we assume that \(\text{edge}^p \in q_r\), indeed, if \(\text{edge}^p \notin q_r\), then the proof is symmetric. Thus algorithm SpecialLabel does the call SpecialLabel\((p,q_r,(c_r,\text{triple}(p) \setminus \{c_l,\text{special}(p)\}))\) and the call RightLabel\((p,q,c_l,\text{special}(p),\text{triple}(p) \setminus \{c_r,\text{special}(p)\})\). The second call implies that \(\mathcal{L}(\mathcal{L}(q)) \subseteq \{c_r,\text{special}(p)\}\) by Lemma [4]. It remains to show that \(\mathcal{L}(\mathcal{L}(q)) \subseteq \{c_r,\text{special}(p)\}\).

Let \(w\) be the first element w.r.t. \(\succeq\) in \(R(q)\) such that \(w_r\) does not contain \(\text{edge}^p\), i.e., \(\text{edge}^p \notin w_r\) and \(\text{edge}^p \in z\) for all \(z \in R(q) \setminus R(w_r)\). Thus all elements in \(R(q)\) before (w.r.t. \(\succeq\) \(w_r\) are labeled with \(\text{special}(p)\) because of Line [1]. Moreover, by Line [2] we call LeftLabel\((p,w_r,(c_r,\text{special}(p),\text{triple}(p) \setminus \{c_r,\text{special}(p)\}))\); indeed we note that the third element (i.e., \(c_r\)) in all these recursive calls of SpecialLabel does not change because of Line [3]. Finally, Lemma [6] implies that \(\mathcal{L}(\mathcal{L}(w_r)) \subseteq \{c_r,\text{special}(p)\}\), finally \(\mathcal{L}(\mathcal{L}(q)) \subseteq \{c_r,\text{special}(p)\}\) as we claimed.

**Proposition 3.** Let \(p \in \text{Max}\), if we call LabelSpecialTouch\((p)\), then every face of type I for \(p\) is solved by \(\mathcal{L}\), \(\mathcal{L}(q) \in \text{triple}(p)\) for all paths in \(\text{Touch}_p\) and \(\mathcal{L}(q') = \text{special}(p)\) for all paths in \(\text{Touch}_p\) containing \(\text{edge}^p\).

**Proof.** By the recursion of algorithm LabelSpecialTouch, it is clear that all paths in \(\text{Touch}_p\) are labeled with labels in \(\text{triple}(p)\) and all paths in \(\text{Touch}_p\) containing \(\text{edge}^p\) are labeled with \(\text{special}(p)\).

It remains to prove that every face of type I for \(p\) is solved by \(\mathcal{L}\). We need the following preliminary claim.

\[d) \text{ Let } c_r, c_l \in \text{triple}(p) \text{ be not necessarily distinct and let } f \text{ be a face of type I for } p \text{ such that the upper path of } q \text{ is in } \text{Touch}_p. \text{ If we call } \text{SpecialLabel}(p,q,(c_r,c_l)), \text{ then } f \text{ is solved by } \mathcal{L}.\]

**Proof of [6]** It holds that \(q\) contains \(\text{edge}^p\) and one of its children contains \(\text{edge}^p\) (we have assumed that if the right child does not contain \(\text{edge}^p\), then the left child does). W.l.o.g., \(q_r\) contains \(\text{edge}^p\). Thus \(\mathcal{L}(q_r) = \text{special}(p), \mathcal{L}(q_l) = c_l\), we call SpecialLabel\((p,q_r,(c_r,\text{triple}(p) \setminus \{c_l,\text{special}(p)\}))\) and RightLabel\((p,q,(c_r,\text{special}(p),\text{triple}(p) \setminus \{c_l,\text{special}(p)\}))\).

By Lemma [3] \(\mathcal{L}(e_f') \in \mathcal{L}(\mathcal{L}(q_r))\) and \(\mathcal{L}(e_f') \in \mathcal{L}(\mathcal{L}(q_l))\). By Lemma [4] and by the call RightLabel\((p,q,(c_r,\text{special}(p),\text{triple}(p) \setminus \{c_l,\text{special}(p)\}))\), it holds that \(\mathcal{L}(\mathcal{L}(q_l)) \subseteq \{c_l\}\). Moreover, by calling SpecialLabel\((p,q,(c_r,\text{triple}(p) \setminus \{c_l,\text{special}(p)\}))\) and by Lemma [7] \(\mathcal{L}(\mathcal{L}(q_l)) \subseteq \{(\text{triple}(p) \setminus \{c_l,\text{special}(p)\}),\text{special}(p)\} = \text{triple}(p) \setminus \{c_l\}\). Hence \(f\) is solved by \(\mathcal{L}\) because \(\mathcal{L}(e_f') \cap \mathcal{L}(e_f') = \emptyset\).

End proof of [6]

Let \(f\) be a face of type I for \(p\) and let \(q\) be its upper path. The call LabelSpecialTouch\((p)\) implies either RightLabel\((p,q,(c_1,c_2))\) or LeftLabel\((p,q,(c_1,c_2))\) or SpecialLabel\((p,q,(c_r,c_l))\) for some distinct \(c_1, c_2 \in \text{triple}(p)\) and not necessarily distinct \(c_r, c_l \in \text{triple}(p) \setminus \{\text{special}(p)\}\) if one among the first two cases applies, then \(f\) is solved by \(\mathcal{L}\) by applying Lemma [3] or Lemma [6] and
the same reasoning of Proposition 1’s proof. If the last case applies, then \( f \) is solved by \( \mathcal{L} \) because of [3].

**Corollary 2.** Let \( m \) be the same reasoning of Proposition 1’s proof. If the last case applies, then \( f \) is solved by \( \mathcal{L} \) because of [3].

**Lemma 8.** Let \( p \in \text{Max} \) if \( \text{LabelSpecialTouch}(p) \), then \( |\mathcal{L}(\mathcal{R}(q))| \leq 2 \) and \( |\mathcal{L}(\mathcal{L}(q))| \leq 2 \) for all \( q \in \text{Touch}_p \).

**5.3 Dealing with faces of type II and type III**

In algorithm **FifteenForests** we use many labels, and we assign \( \text{triple}(q) \) for each \( q \in \text{Max}_p \) so that \( \text{triple}(q) \cap \text{triple}(p) = \emptyset \), ignoring paths in \( \text{Touch}_p \) because they are labeled with labels in \( \text{triple}(p) \), where \( p \in \text{Max} \). In this section, arguing with algorithm **FourForests**, we have only four labels available, and the previous request is impossible to satisfy; indeed two distinct triples in \( \{1,2,3,4\} \) have non empty intersection. Thus we have to consider also paths in \( \text{Touch}_p \). In algorithm **TripleSpecialMax** we assign \( \text{triple}(q) \) for each \( q \in \text{Max}_p \) by visiting each tree \( T \) in \((\text{Max}_p,\cdots,\cdots)\), and in the following lemma we show that all paths in \( \text{Touch}_p \) that interfere with a face related to \( T \) has at most two labels.

**Lemma 8.** Let \( p \in \text{Max} \), let \( T \) be a tree of the forest \((\text{Max}_p,\cdots,\cdots)\) and let \( \Delta = C\{q \in \text{Touch}_p \mid q \) interferes with \( f_m \) for some \( m \in V(T)\}\). If we call **LabelSpecialTouch**(p), then \( |\Delta| \leq 2 \).

**Proof.** For convenience, let \( Q = \{q \in \text{Touch}_p \mid q \) interferes with \( f_m \) for some \( m \in V(T)\}\}. Thanks to Corollary 2 it suffices to prove that either \( Q \subseteq \mathcal{R}(q) \) or \( Q \subseteq \mathcal{L}(q) \) for some \( q \in \text{Touch}_p \). For each \( m \in V(T) \) we denote by \( q_m \) its parent in \( T_q \). Let \( m^{\text{root}} \) be the root of \( T_q \), and, w.l.o.g., we assume that \( m^{\text{root}} \) is the right child of \( q_{m^{\text{root}}} \). For the sake of clarity the proofs of [3], [5] and [6] are at the end of the main proof.

- e) let \( m, m' \in V(T) \) satisfy \( m \rightarrow m' \). If \( m \) is the right child of \( q_m \) in \( T_q \), then \( m' \) is the right child of \( q_{m'} \) in \( T_q \).

Because of [3] and being \( m^{\text{root}} \) the right child of \( q_{m^{\text{root}}} \), given any \( m \in V(T) \), then \( m \) is the right child of its parent \( q_m \) in \( T_q \). For each \( m \in V(T) \) we define \( P_m \) as the path in \( V(T) \) from the root \( m^{\text{root}} \) to \( m \). Moreover, for each \( m \in V(T) \), let \( Q_m = \{q \in \text{Touch}_p \mid q \) interferes with \( f_m \}\} and \( Q_{P_m} = \bigcup_{m' \in P_m} Q_{m'} \). We need other two statements:

- f) for each \( m \in V(T) \) it holds that \( Q_m \subseteq \mathcal{R}(q_m) \),
- g) for each \( m \in V(T) \) it holds that \( Q_{P_m} \subseteq \mathcal{R}(q_m) \).

Let \( w_{\text{root}} \in \text{Touch}_p \) be the child of \( q_{m^{\text{root}}} \) different from \( m^{\text{root}} \). Being \( m^{\text{root}} \) in \( \text{Max}_p^{\text{III}} \) then \( w_{\text{root}} \) interferes with \( f_{m^{\text{root}}} \), hence, \( w_{\text{root}} \in \bigcap_{m \in V(T)} Q_{P_m} \). By [3] \( w_{\text{root}} \in \mathcal{R}(q_m) \) for every \( m \in V(T) \), consequently we can order all elements in \( V(T) \) in \((m_1,m_2,\ldots,m_{|V(T)|})\) so that \( q_{m_1} \in R(q_{m_2}) \subseteq R(q_{m_3}) \subseteq \ldots \subseteq R(q_{m_{|V(T)|}}) \); otherwise there would be a vertex in \( \text{TreeTouch}_p \) with two incoming darts because of the definition of right descendant in Definition 10. It is easy to see that \( m_{|V(T)|} \) is a leaf in \( T \). Finally, \( Q = \bigcup_{m \in V(T)} Q_m \subseteq \bigcup_{m \in V(T)} Q_{P_m} \subseteq \mathcal{R}(q_{m_{|V(T)|}}) \) by above reasoning and [3] and the thesis holds. To complete the proof, now we prove the previous three claims.

**Proof of [3]** let \( w \) be the child of \( q_m \) different from \( m \) and let \( w' \) be the child of \( q_{m'} \) different from \( m' \). By the single-touch property, \( q_{m'} \) splits \( w' \) into three parts: \( w' = r \circ q_{m'} \cap w' \circ r \), with \( x_{w'} \in r \).
and \( w' \in \mathcal{E} \). Let \( e_r \) (resp., \( e_\ell \)) be the extremal edge of \( r \) (resp., \( \ell \)) that does not contain \( x_{w'} \) (resp., \( y_{w'} \)). All these paths and edges are shown in Figure 13.

Being \( m \rightarrow m' \), then either \( e_r \in m \) or \( e_\ell \in m \); indeed one among \( e_r \) and \( e_\ell \) is an extremal edge of the lower boundary of \( f_m \). By Remark 3 applied to \( w' \) and \( q_{m'} \), the thesis holds if \( e_r \in m \).

We note that if \( e_\ell \in m \), then \( w_m \) does not intersect \( p \) because of Remark 3 and because \( m \) is the right child of \( q_m \) in \( T_p \). This is absurd because \( w_m \in \text{Touch}_p \). Thus, by above, \( e_r \in m \) and the thesis is proved.

End proof of (e).

Proof of (f). Let \( m \) be the right child of \( q_m \), if \( q_{m'} \in \text{Touch}_p \), interferes with \( f_m \), then \( e_r^{m'} \) belongs to \( q_{m'} \). Thus all paths in \( Q_m \) contain \( e_r^{m'} \) and they can be ordered w.r.t. \( \preceq \). Hence \( Q_m = \{ q_1, q_2, \ldots, q_z \} \) so that \( q_{i+1} \preceq q_i \) for all \( i \in [z-1] \). Now we can proceed by induction on \( i \). We note that \( q_1 \) is the child of \( q_m \) in \( T_p \) different from \( m \) and \( q_z \in R(q_m) \) because \( q_z \) is the only child in \( \text{TreeTouch}_p \). Therefore, we have proved the base case. The induction case is trivial if \( q_i \) has only one child in \( \text{TreeTouch}_p \), otherwise it follows from the same reasoning of (e). End proof of (f).

Proof of (g). Let \( (m_1, m_2, \ldots, m_w) \) be the ordered sequence of vertices in \( P_m \). Then \( Q_{m_i} \subseteq R(q_{m_i}) \) because of (f). Moreover, being \( m_i \rightarrow m_{i+1} \), then \( q_{m_i} \in Q_{m_{i+1}} \) (this is formally proved in (i) of Lemma 5). Hence for any \( i \in [w] \), \( Q_{m_i} \in R(q_{m_w}) \) by applying repeatedly as stated, and the thesis follows.

The proof is now complete.

Theorem 6: \( \text{TreeTouch} \)

Proof of (f) being \( m \) the right child of \( q_m \), if \( q_{m'} \in \text{Touch}_p \), interferes with \( f_m \), then \( e_r^{m'} \) belongs to \( q_{m'} \). Thus all paths in \( Q_m \) contain \( e_r^{m'} \) and they can be ordered w.r.t. \( \preceq \). Hence \( Q_m = \{ q_1, q_2, \ldots, q_z \} \) so that \( q_{i+1} \preceq q_i \) for all \( i \in [z-1] \). Now we can proceed by induction on \( i \). We note that \( q_1 \) is the child of \( q_m \) in \( T_p \) different from \( m \) and \( q_z \in R(q_m) \) because \( q_z \) is the only child in \( \text{TreeTouch}_p \). Therefore, we have proved the base case. The induction case is trivial if \( q_i \) has only one child in \( \text{TreeTouch}_p \), otherwise it follows from the same reasoning of (e). End proof of (f).

Proof of (g) let \( (m_1, m_2, \ldots, m_w) \) be the ordered sequence of vertices in \( P_m \). Then \( Q_{m_i} \subseteq R(q_{m_i}) \) because of (f). Moreover, being \( m_i \rightarrow m_{i+1} \), then \( q_{m_i} \in Q_{m_{i+1}} \) (this is formally proved in (i) of Lemma 5). Hence for any \( i \in [w] \), \( Q_{m_i} \in R(q_{m_w}) \) by applying repeatedly as stated, and the thesis follows.

The proof is now complete.

Theorem 6: \( \text{TreeTouch} \)

Proof of (f) being \( m \) the right child of \( q_m \), if \( q_{m'} \in \text{Touch}_p \), interferes with \( f_m \), then \( e_r^{m'} \) belongs to \( q_{m'} \). Thus all paths in \( Q_m \) contain \( e_r^{m'} \) and they can be ordered w.r.t. \( \preceq \). Hence \( Q_m = \{ q_1, q_2, \ldots, q_z \} \) so that \( q_{i+1} \preceq q_i \) for all \( i \in [z-1] \). Now we can proceed by induction on \( i \). We note that \( q_1 \) is the child of \( q_m \) in \( T_p \) different from \( m \) and \( q_z \in R(q_m) \) because \( q_z \) is the only child in \( \text{TreeTouch}_p \). Therefore, we have proved the base case. The induction case is trivial if \( q_i \) has only one child in \( \text{TreeTouch}_p \), otherwise it follows from the same reasoning of (e). End proof of (f).

Proof of (g) let \( (m_1, m_2, \ldots, m_w) \) be the ordered sequence of vertices in \( P_m \). Then \( Q_{m_i} \subseteq R(q_{m_i}) \) because of (f). Moreover, being \( m_i \rightarrow m_{i+1} \), then \( q_{m_i} \in Q_{m_{i+1}} \) (this is formally proved in (i) of Lemma 5). Hence for any \( i \in [w] \), \( Q_{m_i} \in R(q_{m_w}) \) by applying repeatedly as stated, and the thesis follows.

The proof is now complete.
The following result explains the effects of algorithm \textit{ThreeSpecialMax}. We recall that, given \( m \in \text{Max} \setminus \{p_1\}, f_m \in F \) denotes the face whose upper path is the parent of \( m \) in \( T_g \).

**Proposition 4.** Let \( p \in \text{Max} \), let \( f \) be a face of type II for \( p \), let \( g \) be a face of III for \( p \) and let \( m \in \text{Max}^{III}_p \) satisfy \( g = f_m \). If we call \textit{LabelSpecialTouch}(\( p \)) and \textit{TripleMax}(\( p \)) then

- 4.(1) \( \text{special}(m_f) \neq \text{special}(m'_f) \),
- 4.(2) let \( q \in \text{Touch}_p \), then \( \text{special}(m) \notin \mathcal{L}(q) \),
- 4.(3) let \( m' \in \text{Max}^{III}_p \) interfere with \( g \). Then \( \text{special}(m) \notin \text{triple}(m') \).

**Proof.** The first statement is a consequence of the for cycle in Line 1. Let \( T \) be the tree in \((\text{Max}^{III}_p, \rightarrow)\) containing \( m \) and let \( \Delta \) be as defined in Line 8. The second statement is implied by the for cycle in Line 3, indeed, \( \mathcal{L}(q) \in \Delta \) and \( \text{special}(m) \notin \Delta \) because of Line 11.

It remains to prove the third statement. There are two cases: \( m' \in \text{Max}^{III}_p \) and \( m' \in \text{Max}^{III}_p \). If the former case applies, then \( m \) is the root of \( T \). Thus \( \text{triple}(m) = \text{triple}(p) \) because of Line 5 or Line 6 and \( \text{special}(m) \notin \text{triple}(p) \) because of Line 10 that assigns the class \( A \) to the root of \( T \). If the latter case applies, then \( m' \rightarrow \cdots \rightarrow m \). Hence, because of Line 10, \( m \in A \) and \( m' \in B \), or vice-versa. Finally, \( \text{special}(m) \notin \text{triple}(m') \) because of the for cycles in Line 2 and Line 15 (it is only a fact of checking).

\[ \square \]

### 5.4 Correctness of algorithm \textit{FourForests}

We prove in Theorem 3 the correctness of algorithm \textit{FourForests} shown in Subsection 5.1. the proof is analogous to Theorem 2’s proof. As a consequence we have Corollary 3 which state that every NCSP has Path Covering with Forests Number at most 4.

**Theorem 3.** Given a NCSP \( P \), algorithm \textit{FourForests} produces a forest labeling \( \mathcal{L} \) of \( P \) which uses at most 4 labels.

**Proof.** Thanks to Theorem 2, we only need to prove that every faces in \( \bigcup_{p \in P} p \) is solved by \( \mathcal{L} \). Let \( f \) be a face, then there exists \( p \in \text{Max} \) such that \( f \) is a face of type I, or type II or type III for \( p \).

If \( f \) is of type I for \( p \), then \( f \) is solved by \( \mathcal{L} \) because of the call \textit{LabelSpecialTouch}(\( p \)) and Proposition 3.

If \( f \) is of type II for \( p \), then \( e_f^I \in m_f^I \) and \( e_f^I \in m'_f \). Moreover, if a path \( q \in P \) interferes with \( f \), then either \( q \in \text{Touch}_m \) or \( q \in \text{Touch}_{m'} \). Thus \( f \) is solved by \( \mathcal{L} \) because of 4.(1) and the calls \textit{LabelSpecialTouch}(\( m_f^I \)) and \textit{LabelSpecialTouch}(\( m'_f \)).

If \( f \) is a face of type III for \( p \), then either \( e_f^I \in m_f \) or \( e_f^I \in m_f' \), where \( m_f' \) is the unique child of \( q \) belonging to \( \text{Max}_p \). W.l.o.g., we assume that \( e_f^I \in m_f \). We observe that \( e_f^I \) may belong to some paths in \( \text{Touch}_p \) and at least one in \( \text{Max}_p \). If there does not exist any path \( m' \in \text{Max}_p \) satisfying \( e_f^I \in m' \), then \( f \) is solved by \( \mathcal{L} \) because of 4.(2) and the call \textit{LabelSpecialTouch}(\( m_f^I \)). Otherwise, let \( m' \in \text{Max}_p \) satisfy \( e_f^I \in m' \). Then \( f \) is solved by \( \mathcal{L} \) because of 4.(2) 4.(3) and the calls \textit{LabelSpecialTouch}(\( m_f \)) and \textit{LabelSpecialTouch}(\( m_f' \)).

\[ \square \]

**Corollary 3.** Let \( P \) be a set of non-crossing shortest paths in a plane graph \( G \) whose extremal vertices lie on the external face of \( G \). Then the Path Covering with Forests Number of \( P \) is at most 4.

### 6 Four forests are necessary

In this section we prove that in the general case a NCSP \( P \) may satisfy PCFN(\( P \)) = 4. As a consequence, the result in Theorem 3 is tight.

**Theorem 4.** There exists a NCSP \( P \) such that PCFN(\( P \)) = 4.

**Proof.** The NCSP \( P \) of this proof is built recursively and the proof is made step by step for convenience and readability.
A) For each \( k \) there exists a NCSP \( P_k \) such that:
- \( P_k = \text{Touch}_{p_k} \), where \( p_k \) is the path corresponding to the root of the genealogy tree,
- \( T_{p_k}^D \) is a complete binary tree composed by \( 2^k - 1 \) paths,
- if \( f \) is a face of type I for \( p \), then the lower boundary of \( f \) has exactly two edges, i.e., the lower boundary consists of \( e^f_1 \) and \( e^f_2 \),
- for each face \( f \) of type I for \( p_1 \), it holds that \( e^f_1 \in q' \), for all \( q' \in L(q^f_1) \), and \( e^f_2 \in q'' \), for all \( q'' \in R(q^f_2) \) (we recall that \( q^f_1 \) and \( q^f_2 \) are the right child and the left child, respectively, of the upper path of \( f \), see Definition \[3]).

the construction of \( P_k \) can be obtained by generalizing \( P_3 \) in Figure \[14\]. We consider \( P_{13} \).

For each \( w \) leaf of \( P_k \) let \( R(w) = \{r^w_1, \ldots, r^w_{2^k-1}\} \) be ordered so that \( r^w_{i+1} \leq r^w_i \), for all \( i \in [7] \).
Similarly, let \( L(w) = \{l^w_1, \ldots, l^w_{2^k-1}\} \) be ordered so that \( l^w_{i+1} \leq l^w_i \), for all \( i \in [7] \) (note that \( r^w_0 = l^w_0 = w \)).
For all \( w \) leaf of \( P_k \), we add three paths \( q^w_1, q^w_2, q^w_3 \) whose extremal vertices are in the subpath of the infinite face between \( x_{r^w} \) and \( x_{l^w} \) according to a symmetric version of Figure \[15\].
Similarly, we add three paths \( p^w_1, p^w_2, p^w_3 \) whose extremal vertices are in the subpath of the infinite face between \( x_{r^w} \) and \( x_{r^w} \) according to a symmetric version of Figure \[15\].

In this way we obtain a NCSP \( P \) composed by \( 6 \cdot 2^5 + 2^{13} - 1 = 8383 \) paths. Let us assume by contradiction that there exists a forest labeling \( \mathcal{L} : P \mapsto [3] \). We say that a face \( f \) is unsolved by \( \mathcal{L} \) if \( \bigcap_{e \in \mathcal{E}(f)} \mathcal{L}(e) \neq \emptyset \). To finish the proof it suffices to prove that there exists a face \( f \) in \( \bigcup_{p \in P} \) unsolved by \( \mathcal{L} \).

B) There exist three paths \( q, q', q'' \in P_{13} \) such that \( q \preceq q' \preceq q'' \), \( |\mathcal{L}\{q, q', q''\}| = 3 \) and \( q \) is a leaf of \( P_4 \).

C) Let \( f, f_1, f_2 \) be the faces in \( P_{13} \) whose upper paths are \( q, q_r, q_t \), respectively. If \( e \) is an extremal edge of the lower boundary of a face \( g \) in \( \{f, f_1, f_2\} \) then \( |\mathcal{L}(e)| < 3 \), otherwise \( g \) would be unsolved by \( \mathcal{L} \) because of [B].

D) Let \( q_r, t \) be the left child of \( q_r \) and let \( q_t, t \) be the right child of \( q_t \). By [C] for some distinct \( c_1, c_2 \in [3] \) it happens
- \( \mathcal{L}(R(q_r, l)) = \{c_1\} \) and \( \mathcal{L}(L(q_r, l)) = \{c_1, c_2\} \), or
- \( \mathcal{L}(L(q_r, l)) = \{c_1\} \) and \( \mathcal{L}(L(q_r, s)) = \{c_1, c_2\} \), or
- \( \mathcal{L}(R(q_t, l)) = \{c_1\} \) and \( \mathcal{L}(L(q_t, l)) = \{c_1, c_2\} \), or
- \( \mathcal{L}(L(q_t, l)) = \{c_1, c_2\} \) and \( \mathcal{L}(L(q_t, s)) = \{c_1\} \),

indeed, if no one of the previous one applies, then
- \( |\mathcal{L}(R(q_r, t))| = 1 \) and \( |\mathcal{L}(L(q_r, t))| = 1 \), which in turn implies \( \mathcal{L}(R(q_r, t)) = \mathcal{L}(L(q_r, t)) = \mathcal{L}(q_r, t) \) and thus the face \( f_2 \) is unsolved by \( \mathcal{L} \), absurdum, or
- \( |\mathcal{L}(R(q_t, r))| = 1 \) and \( |\mathcal{L}(L(q_t, r))| = 1 \), similar to the previous case, or
- \( |\mathcal{L}(R(q_t, l))| = |\mathcal{L}(L(q_r, r))| = |\mathcal{L}(R(q_r, l))| = |\mathcal{L}(L(q_r, t))| = 2 \), and thus \( f \) is unsolved by \( \mathcal{L} \) because of [B] and [C].

E) By [D] there exists a leaf \( w \) of \( P_6 \) such that either \( \mathcal{L}(R(w)) = \{c\} \) and \( \mathcal{L}(L(w)) = \{c, c'\} \) for some distinct \( c, c' \in [3] \), or \( \mathcal{L}(R(w)) = \{c\} \) and \( \mathcal{L}(L(w)) = \{c, c'\} \) for some distinct \( c, c' \in [3] \), or \( \mathcal{L}(L(w)) = \{c\} \) and \( \mathcal{L}(R(w)) = \{c, c'\} \). Let us assume that the latter case applies.

F) Now, [A] and [B] imply that every path \( w' \in P_{13} \) such that \( w' \preceq w \) is labeled according to algorithm \textbf{LeftLabel}(\( p_1, w, (c, c', c'') \)), where \( c'' = \{1, 2, 3\} \setminus \{c, c'\} \). Hence, \( \mathcal{L}(\{l^w_1, l^w_2, l^w_3, l^w_4\}) = \{c'\} \) and \( \mathcal{L}(\{l^w_2, l^w_3, l^w_4, l^w_5\}) = \{c\} \).

G) Let \( g_1, g_2, g_3 \) be the faces generated by paths \( q^w_1, q^w_2, q^w_3 \) as depicted in Figure \[15\]. By [F] if \( \mathcal{L}(q^w_1) \in (c, c') \), then \( f_1 \) is unsolved by \( \mathcal{L} \), thus \( L(q^w_1) = c'' \). Similarly, \( L(q^w_2) = c'' \) and \( L(q^w_3) = c'' \). Finally, \( c'' \in \bigcap_{e \in \mathcal{E}(g_1)} \mathcal{L}(e) \), and thus \( g_3 \) is unsolved by \( \mathcal{L} \), absurdum. \[\square\]
7 Conclusion

We introduced the Path Covering with Forests Number, that is a variant of the classical covering problem. We showed that the Path Covering with Forests Number is treatable for shortest paths in planar graphs. The main proved result states that if $P$ is a set of non-crossing shortest paths in a plane graph whose extremal vertices lie on the same face, then the Path Covering with Forests Number of $P$ is at most 4; we also prove that this bound is tight.

We hope that more results on Path Covering with Forests Number or its variants for particular graphs and paths classes could lead to more efficient algorithms for shortest paths and distance problems.
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