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ABSTRACT

Multiple chronic conditions (MCC) are one of the biggest challenges of modern times. The evolution of MCC follows a complex stochastic process that is influenced by a variety of risk factors, ranging from pre-existing conditions to modifiable lifestyle behavioral factors (e.g., diet, exercise habits, tobacco use, alcohol use, etc.) to non-modifiable socio-demographic factors (e.g., age, gender, education, marital status, etc.). People with MCC are at an increased risk of new chronic conditions and mortality. This paper proposes a model predictive control functional continuous time Bayesian network, an online recursive method to examine the impact of various lifestyle behavioral changes on the emergence trajectories of MCC, and generate strategies to minimize the risk of progression of chronic conditions in individual patients. The proposed method is validated based on the Cameron county Hispanic cohort (CCHC) dataset, which has a total of 385 patients. The dataset examines the emergence of 5 chronic conditions (diabetes, obesity, cognitive impairment, hyperlipidemia, and hypertension) based on four modifiable risk factors representing lifestyle behaviours (diet, exercise habits, tobacco use, alcohol use) and four non-modifiable risk factors, including socio-demographic information (age, gender, education, marital status). The proposed method is tested under different scenarios (e.g., age group, the prior existence of MCC), demonstrating the effective intervention strategies for improving the lifestyle behavioral risk factors to offset MCC evolution.

1. Introduction

The emergence and progression of multiple chronic conditions (MCC) forms a complex stochastic network of interconnected medical conditions with dependencies regulated by patients modifiable lifestyle behavioral factors as well as non-modifiable demographic risk factors [1], toward that direction, a healthy lifestyle positively impacts the connections, imparting a longer life expectancy free of major chronic conditions (e.g., diabetes, cardiovascular disease) [2], improved weight and lipid level control [3], and reversion or slowing of cognitive decline [4, 5, 6]. This might be because, a healthy lifestyle may induce epigenetic modification to regulate patho-physiologic cellular processes, e.g. protein expression and RNA coding genes, cell differentiation, embryo-genesis, DNA methylation, and repair regulation [7]. It also may alter the oxidative balance and the dynamics of chronic inflammation, which are highly related to chronic conditions [8, 9, 10, 11].

One of the major aspects of MCC that has been extensively studied in the literature is the impact of risk factors on MCC network. [12] Proposed a latent regression Markov clustering to identify major transitions between chronic conditions in MCC networks, and validated the proposed method on a large dataset from the department of veteran affairs. [13] developed an unsupervised multi-level temporal Bayesian network to provide a compact representation of the relationship among emergence of multiple chronic conditions and patient level risk factors over time. They also used a longest path algorithm to identify the most likely sequence of comorbidities emerging from and/or leading to specific chronic conditions. [1] proposed a continuous time Bayesian network with conditional dependencies represented as regularized Poisson regressions to model the impact of exogenous variables on the conditional intensities of the MCC network of five chronic conditions. [14] proposed dynamic continuous time Bayesian networks to formulate the dynamic effect of patients’ modifiable lifestyle behaviours and their interaction with non-modifiable socio-demographics and pre-existing conditions on the emergence of MCC. They considered the parameters of the conditional dependencies of MCC as a nonlinear state-space model and develops an extended Kalman filter to capture the dynamics of the modifiable risk factors on the MCC network evolution. [15] proposed a weighted network built using Ising model and eLasso technique conjointly with the extended Bayesian Information Criterion. They used this network to analyze the relationship between psycho-pathologies and potential pathways for developing MCC. Their finding indicate gender as a risk factor affects the pattern of comorbidity among patients with hypertension (with heart and multi-organ failure), cerebral vascular disease and anxiety. To analyze the co-occurrence relationship between pairwise comorbidities, Zhou et al [16] built a phenotypic disease network. They further applied community detection algorithm to identify cluster of co-occuring conditions within the comorbidity net-
work. Lippa et al. [17] used factor analysis to identify patterns of comorbidity in Post-9/11 deployed service members and veterans who participated in their clinical interviews. They identified four clinically relevant psychiatric and behavioral factors, including deployment trauma factor, somatic factor, anxiety factor, and substance abuse factor, that account for 76.9% of the variance in the data. Cai et al. [18] used Bayesian network using a tree-augmented naive bayes algorithms to identify the relationships between factors influencing hepatocellular carcinoma after hepatectomy.

Prescriptive methods have also been increasingly used in recent years for control and management of MCC network evolution based on patients’ modifiable risk factors. Methods based on control theory [19] are among the most common approaches that have been used to manage chronic conditions [20, 21]. However, due to the complexity of medical decision making, most of these decision support tools focus on only a single chronic condition. Markov decision processes (MDP)[22] and partially observable MDP [23] have also been commonly used for screening and treatment of chronic diseases [24, 25]. However, MDP models do not scale up well to large state spaces and hence have been mostly used for a very limited range of actions, i.e., identifying the next checkup time. Finally, reinforcement learning methods [26] have been increasingly used in recent years for designing clinical trials and dynamic treatment regimes in chronic conditions [27, 28]. However, reinforcement learning methods are usually computationally extensive and do not provide explainability. On the other hand, model predictive controls (MPC) are best suited for this purpose. In conjunction with non-linear state-space models like FCTBN[1, 14] they can represent the complex relationship of MCC, and explain the impact of risk-factors on the MCC emergence, progression and generates intervention strategies [29, 30]. In recent years MPC have been deployed to study COVID-19 spreading dynamics and find mitigating strategies to its rapid spreading while minimizing its adverse impact on society and economy[31, 32].

In this study, we integrate model predictive control (MPC) with functional continuous time Bayesian networks (FCTBN) to create an online estimation and decision making procedures for MCC networks to (1) examine the impact of various lifestyle behavioral changes on the emergence trajectories of MCC, and (2) suggest personalized lifestyle behavioral changes to minimize the risk of progression of chronic conditions. We first represent the complex stochastic relationship MCC as a functional continuous time Bayesian network (FCTBN) [1] to take into account the impact of the patients’ risk factors on the MCC emergence and progression (Figure 1a: first component - functional CTBN Model). We also derive a mini-batch gradient descent algorithm for updating the FCTBN conditional intensities, which are based on Poisson regression, for new longitudinal patient observations. Next, we integrate the FCTBN with an MPC to generate intervention strategies based on modifiable lifestyle factors. This is done by formulating conditional dependencies of FCTBN as a non-linear state-space model (Figure 1a: second component - Predictive Control). The objective function is to minimize the conditional intensity of transition for emergence of new MCC. We also develop constraints for controlling the suggested changes in the lifestyle behaviours per medical requirement. As the constraints can be adjusted for the individual patients depending on their pre-existing conditions and static socio-demographic risk factors, they make the proposed model more personalizable.

The justification for using FCTBN is that, FCTBN: (1) provides closed form formulation for time to emergence of new chronic conditions based on changes in lifestyle behaviors, (2) generate multi-step-ahead predictions and trajectories of MCC evolution over time, (3) provides uncertainties of the predictions, (4) can be well integrated with optimization algorithms. Also, the justification for using MPC is because MPC: (1) provides significant computational efficiency, (2) offers closed-form formulation for optimal time of behavioral change, (3) allows for sensitivity analysis, and (4) provides the trajectory of MCC and self-management strategies. Meanwhile, given the modular structure of the proposed method, both the FCTBN and/or the MPC model can be replaced with other relevant prediction and decision making models, i.e, D-FCTBN [14], and reinforcement learning [33].

Figure 1b shows a schematic diagram of the overall process, where, at each stage of patient monitoring, i.e follow up visits, possible trajectories of existing/non-existing MCC are being generated with respect to the patient’s lifestyle behavioral factors. Simultaneously, the model generates the possible modifiable lifestyle factors to possibly minimize the MCC trajectory. The procedure continues recursively at each stage to perform the same operation.

The remained of the manuscript is structured as follows. Section 2 presents the preliminaries and background for CTBN and MPC. Section 3.2 details the objective function and the constraints of MPC. Section 4 presents the study population and simulated case scenario for MCC patients. Finally section 5 provides the concluding remarks.
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2. Relevant Background

In this section, we review some of the major components of the proposed approach including CTBN for modeling MCC evolution as a finite-state continuous-time conditional Markov process over a factored state [34]. CTBN parameter learning [35, 36], and MPC for online control [20].

2.1. Continuous Time Bayesian Network (CTBN)

2.1.1. CTBN Components

Continuous time Bayesian networks (CTBNs) are Bayesian networks that models time explicitly by defining a graphical structure over continuous time Markov processes [34]. Let $X = \{x_1, x_2, \ldots, x_q\}$ denotes the state space of a set of random variables with discrete states $x_i = \{1, \ldots, l\}$, such
as MCC like diabetes (DI), Obesity (OB), cognitive impairment (CI), hyperlipidemia (HL), and hypertension (HP). A CTBN consists of a set of conditional intensity matrices (CIM) under a given graph structure [34, 37]. The components of a CTBN are -

1. An initial distribution \( P_x^0 \), which formulates the structure of the (conditional) relationship among the random variables and is specified as a Bayesian network, where each edge \( x_i \rightarrow x_j \) on the network implies the impact of the parent condition \( x_i \) on the child condition \( x_j \).

2. A state transition model \((Q_{X|U})\), which describes the transient behavior of each variable \( x_i \in X \) given the state of parent variables \( U \), and is specified based on CIMs -

\[
Q_{X|U} = \begin{pmatrix}
-q_{x_1|u} & q_{x_1,x_2|u} & \cdots & q_{x_1,x_n|u} \\
q_{x_2|x_1|u} & -q_{x_2|u} & \cdots & q_{x_2,x_n|u} \\
\vdots & \vdots & \ddots & \vdots \\
q_{x_n|x_1|u} & q_{x_n,x_2|u} & \cdots & -q_{x_n|u}
\end{pmatrix}
\]

where \( q_{x_i|x_j|u} \) represents the intensity of the transition from state \( x_i \) to state \( x_j \) given a parent set of node \( U \), and \( q_{x_i} = \sum_{j \neq i} q_{x_i|x_j} \). Conditioning the transitions on parent conditions satisfies the intensity matrix considerably, which is especially helpful for modeling large state spaces. When no parent variable is present, the CIM will be the same as the classic intensity matrix.

The probability density function \( f \) and the probability distribution function \( F \) for staying at the same state (say, \( x_i \)), which is exponentially distributed with parameter \( q_{x_i} \), are calculated as:

\[
f(q_{x|t}=x_i) = q_{x_i} \exp(-q_{x_i} t), \quad t \geq 0 \quad (1)
\]

\[
F(q_{x|t}=x_i) = 1 - \exp(-q_{x_i} t), \quad t \geq 0 \quad (2)
\]

### 2.1.2. CTBN Parameter Estimation

Given a dataset \( D = \{ \tau_{h=1}, \tau_{h=2}, \ldots, \tau_{h=H} \} \) of \( H \) observed transitions, where \( \tau_h \) represents the time at which the \( h^{th} \) transition has occurred, and \( G \) is a Bayesian network defining the structure of the (conditional) relationship among variables, we can use maximum likelihood estimation (MLE) (equation (3)) to estimate parameters of the as defined in Nodelman et al [34, 36]-

\[
L_x(q_{x|u} : D) = \prod_{x \in X} \prod_{u \in U} q_{x|u}^{M_x|u} \exp(-q_{x|u} T[x|u])
\]

where, \( T[x|u] \) is the total time \( X \) spends in the same state \( x \), and \( M_x|u \) the total number of time \( X \) transits out of state \( x \) given, \( x = x' \). The log-likelihood function can be then written as-

\[
l_x(q_{x|u} : D) = \sum_{u} \sum_{x} M_x|u \ln(q_{x|u}) - q_{x|u} T[x|u]
\]

Maximizing equation (4), provides the maximum likelihood estimate of the parameters of the FCTBN.

### 2.2. Model Predictive Control

MPC is an online iterative control algorithm that solves a constrained optimization problem to determine the control
parameters at each time step of a system or at decided point of interest. In the MPC approach, the current control action is computed on-line rather than using a pre-computed, off-line model. MPCs are used in majority of existing multivariable control applications [20]. This is due the nature of its straightforward formulation, based on well understood concepts; ease of maintenance while changing system specs and shortened development time.

3. Proposed Methodology

3.1. Functional CTBN (FCTBN)

3.1.1. FCTBN with Conditional Intensities as Poisson Regression

In reality, the progression of state variables, such as chronic conditions, not only depends on the state of their parents, such as preexisting chronic conditions but some exogenous variables, such as patient level risk factors like age, gender, etc. Using Poisson regression to represent the impact of exogenous variables on the conditional dependencies, the rate of transition between any pair of MCC states can be derived as [1]:

\[
\log q_{x_i|x_j} = \beta_{0_{x_i|x_j}} + \beta_{1_{x_i|x_j}} + \ldots + \beta_{m_{x_i|x_j}}
\]

\[
\log q_{x_i|x_j} = z \beta_{x_i|x_j}
\]

where, \( z = \{z_1, z_2, \ldots, z_m\} \) is the set of exogenous variables (e.g. patient-level risk factors such as age, gender, education, marital status, etc.), and \( \beta_{k_{x_i|x_j}} = \sum_{j \neq i} \beta_{k_{x_i|x_j}} \) is the set of coefficients (parameters) associated with the exogenous variables. Also, the rate of staying in the same state is modeled as-

\[
\log q_{x_i} = \beta_{0_{x_i}} + z \beta_{1_{x_i}} + \ldots + z \beta_{m_{x_i}}
\]

\[
\log q_{x_i} = z \beta_{x_i}
\]

When the state space of the random variables is binary, as in our case study on MCC transitions, where MCC states include having/not having each of the conditions, the conditional intensities in \( Q_{x_i|x_j} \), can be estimated just using Equation 6a because for Markov processes with binary states \( q_{x_i|x_j} = - \sum_{j \neq i} q_{x_i|x_j} \). This feature considerably simplifies the estimation of the functional CTBN conditional intensity matrix based on Poisson regression.

3.1.2. Parameter Estimation

Having the dataset \( D = \{\tau_{(p=1,h=1)}, \ldots, \tau_{(p,H)}\} \) of MCC trajectories, where \( \tau_{(p,h)} \) represents the time at which the \( h^{th} \) (MCC) transition of the \( p^{th} \) patient has occurred, we use maximum likelihood estimation to estimate parameters of the proposed FCTBN. The likelihood of \( D \) can be decomposed as the product of the likelihood for individual transitions of the proposed FCTBN. The likelihood of \( D \) can be decomposed as the product of the likelihood for individual transitions of the proposed FCTBN. The likelihood of \( D \) can be decomposed as the product of the likelihood for individual transitions of the proposed FCTBN.

\[
l_N(q : D) = \sum_{p} \sum_{h} \sum_{u} \sum_{x_i} \sum_{x_j} t_{d,p} [x_i x_j | u] \exp \left( z_{p,h} \beta_{x_i|x_j} \right)
\]

which is a convex function and can be maximized efficiently using a convex optimization algorithm such as Newton–Raphson to estimate parameters \( \beta_{x_i|x_j} \).

3.1.3. Group regularization for structure learning of the FCTBN

The parameter estimation approach presented above requires the parent set of each condition to be known, which is equivalent to knowing the Bayesian network structure. Given that FCTBN has a special structure based on a conditional intensity matrix that allows for cycles, group regularization can be used to penalize groups of parameters pertaining to each specific conditional transition (each edge) [1] as-

\[
\min -l_N(q : D) + k \sum_{x_i} \lambda_j || \beta_{x_i|x_j} ||^2
\]

where, \( || \beta_{x_i|x_j} || = \sqrt{\sum_{x_i} \sum_{x_j} \beta_{x_i|x_j} \beta_{x_j|x_i}} \) is the L1-norm of the group of parameters associated with each conditional transition. \( k \) is the groups size which is based on the number of coefficients in the Poisson regression for each conditional intensity. \( \lambda_j = \lambda || \beta_{x_i|x_j} \||^{-1} \) is the tuning parameters (of the adaptive group regularization) that control the amount of shrinkage, where \( \lambda \) is inversely weighted based on the unpenalized estimated value of the regression coefficients \( \beta_j \) [38].

[1] proposed to a Lasso penalty for the group regularization based structure learning of the CTBN, namely \( || \beta_{x_i|x_j} || \). Here, we propose to use a ridge penalty instead of Lasso, because: (1) even though ridge penalty would result in less sparsity, if applied appropriately along with early termination criteria or regularization path analysis, it can provide the same level of sparsity as Lasso, while providing significant computational advantage, and (2) ridge regularization provides a straightforward way for incorporating online updation of the model parameters based on new patients’ observations using mini-batch gradient descents as-

\[
\beta_{(New)}_{x_i|x_j} = \beta_{(Old)}_{x_i|x_j} - \eta \sum_{p \in h} \sum_{u} \sum_{x_i} \sum_{x_j} z_{p,h} \left( t_{d,p} [x_i x_j | u] \exp \left( z_{p,h} \beta_{x_i|x_j} \right) \right)
\]
3.2. Model Predictive Control

3.2.1. Moving-horizon optimization of behavioral changes

The MPC optimization model recommends changes in behaviors that make the multi-step-ahead prediction of MCC as close as possible to a reference (ideal) trajectory of MCC in which no progression or emergence of new MCC occurs for the next several follow-up periods. The proposed optimization model is a constrained moving horizon convex optimization problem that identifies the sequence of behavioral changes at each follow-up visits of the CCHC study, which efficiently maximizes the probability of following the reference trajectory over the prediction horizon, i.e.

\[
\max_{l=1,...,L} P_{r|u_{t+1}}(\Delta t = 1)
\]

where \(\Delta t = (t + 1) - t = 1\) represents the time between the current and the next immediate follow-up visit. For optimization convenience, we rewrite the model as a penalized negative log-likelihood problem, which after some algebraic simplification result in Eq. 10,

\[
\min_{l=1,...,L} -q_{r|u_{t+1}} + \lambda ||\Delta z_{(l,l+1)}||^2
\]  \hspace{1cm} (10)

and constraints in 11.

\[
z_{l}^{Low} \leq z_{l} \leq z_{l}^{High}
\]  \hspace{1cm} (11)

where, \(z_{l}\) is the (suggested) behavior change for the period \(t + l\) (in the future), \(\Delta z_{(l,l+1)}\) is the change in the behavioral factor since the last follow-up visit, \(\lambda\) is a weighting parameter to ensure there will not be a drastic change in suggestions from one period to another, i.e., sudden weight loss, and inequalities represent constraints on suggested behaviors to maintain them within range, i.e., keeping food intake within a safe range. MPC solves the optimization model in Eq. 10 every time a new observation of MCC is available, or a medical practitioner decides to investigate, but only applies the behavioral change for the next period \(t + 1\). This strategy, which is known as the receding horizon, dynamically updates the suggested behavioral change and the predicted trajectory of MCC after each new observation. This provides an effective tool for the patients (and the practitioners) to evaluate the short- and long-term impact of different self-management strategies (See figure 1b).

4. Result and Discussion

4.1. Study Population and Demographics

The case study is based on the Cameron County Hispanic Cohort (CCHC) dataset for comorbidity analyses. The CCHC is a cohort study comprised of mainly Mexican Americans (98% of cohort) randomly recruited from a population with severe health disparities on the Texas-Mexico border and started in 2004. The CCHC is employing a rolling recruitment strategy and currently numbers 4,546 adults. Inclusion criteria: (1) participating in the study between 2004 and 2020, (2) having at least three 5-year follow up visits during that period. 385 patients met these criteria, which include the dataset of our study (see Figure 3). The survey includes participants’ socio-demographic factors (age, gender, education, marital status, etc.) and lifestyle behavioral factors (diet, exercise, tobacco use, alcohol use, etc.).

4.2. Diagnosed Health Condition and Patient Associated Risk Factors

For this study, we considered some of the most common MCCs present in the Hispanic community, including diabetes, obesity, hypertension, hyperlipidemia, and mild cognitive impairment. The positive criteria (considering the condition to be active) for the conditions selected as below-
Figure 3: Flow diagram of sample selection and the final number of patients included in the analysis.

- **Diabetes (DI):** Fasting Glucose $\geq 126$ mg/dL, HbA1c $\geq 6.5\%$, or take diabetes medication [39].
- **Obesity (OB):** Body mass index (BMI, kg/m2) $\geq 30$ [40].
- **Hypertension (HP):** Systolic blood pressure (BP) $\geq 130$ mmHg, Diastolic BP $\geq 80$ mmHg, or take antihypertensive medication [41].
- **Hyperlipidemia (HL):** Total cholesterol $> 200$ mg/dL, triglycerides $> 150$ mg/dL, HDLC $< 40$ mg/dL (for male)/HDLC $< 50$ mg/dL (for female), LDLC $> 130$ mg/dL, or take medication for hyperlipidemia [42].
- **Mild Cognitive Impairment (CI):** Mini-Mental State Score $< 23$ (out of 30) [43].

For the risk factors, the dataset includes the participant’s non-modifiable risk factors based on socio-demographic information (age, gender, education, marital status) and modifiable risk factors based on lifestyle behavioral risk factors (diet, exercise, tobacco use, alcohol use). Diet and exercise are categorized according to the U.S. Healthy Eating Guidelines, and U.S. Physical Activity Guidelines [44].

### 4.3. Learning the State-Space Model

Figure 2a shows the illustration of the FCTBN for 5 MCC, including OB, DI, HL, HP, CI, and different types of connections, including self-loops and reinforcing connections, based on the preliminary analysis using the CCHC dataset using the FCTBN model. In the illustration, solid black arrows indicate strong conditional dependencies (connections), and grey dashed colors show weak connections. The values on the arrows show the rate of conditional intensities. The self-loops represent keeping the conditions over time [1]. Clinicians can utilize this model to inquire about different modifiable risk factors affecting the trajectory of MCC emergence over time and help guide patient and clinician decisions to delay the onset of new chronic conditions. For example, we found that the likelihood of having emerging diabetes diagnosis for Mexican American patients with the prior conditions of Obesity and hyperlipidemia has an average of 10% decrease across all age groups at two years, and a 15% decrease at 5 years (less for the younger groups) when we compared those who followed the U.S. healthy diet and physical activity guidelines to those who did not (see figure 2b). Thus, a clinician can (if needed) further investigate the effects of lifestyle (modifiable) choices (food habits) over diabetes and can help patients by providing daily food guidelines.

### 4.4. Evaluation of Unsupervised Intervention Strategies

Here, we demonstrate two case studies to examine the impact of various behavioral changes on the emerging trajectories of MCC in the CCHC dataset utilizing the proposed approach. We evaluate the mode for different pre-existing conditions and age groups (exogenous variables). We further investigate the effect of intervention time (i.e., selecting a fixed time to intervene) and single versus multiple interventions. While the proposed MPC provides both the optimal timing as well as the optimal interventions for changing the lifestyle behaviors, In the case studies we only provide the results of suggested interventions at predetermined (fixed) times (year), for simplicity and better illustrations. Meanwhile, since MPC solves the optimization problem recursively for each and every time points, the extension of the results for optimal timing of interventions is trivial.

In the first case, we assumed a patient falls into the age group of 21 − 25, doesn’t follow a healthy eating habit, and doesn’t perform any exercise. Figure 4 shows the probability/trajectory of acquiring one or more conditions over time. The dashed line shows the probability change without any intervention, and the solid line shows the trajectory whenever there is an intervention.

**Case (1-a): Single Intervention - Low Risk of Acquiring a New Condition:** For figure 4a. Considering the clinician decides the intervention to be performed at year 2. The MPC algorithm performs an online optimization and suggests changing only the exercise (starting exercise) regimen can reduce the probability of hyperlipidemia, high blood pressure. At the same time, this affects the diabetes condition inversely (This can be due to the patient’s eating habits). The probability of other conditions remained unchanged due to this change.

**Case (1-b & c): Single Intervention - High Risk of Acquiring a New Condition:** For setup figure 4b. Assuming the clinician decides the intervention to be performed at year 3. This time, the proposed algorithm suggests that changing the exercise regimen (starting exercise) and food habit (start eating healthy) can reduce the probability of hyperlipidemia, high blood pressure, and obesity. The probability of obesity when following the MPC given suggestions is lower than the original estimation. This can be attributed to the lower possibility of problems related to obesity and hyperlipidemia when a healthy food habits is maintained and regular exercise is performed (defined as at least walking 30 minutes/day). Similar results can be observed for the case
Figure 4: Case Study 1: (a - c) Effect of single interventions at different time points in MCC evolution trajectories, (d) Effect of multiple interventions at different time points in MCC evolution trajectory. The vertical lines in the graphs show the point of intervention (deployment of MPC algorithm) in time. The dashed line shows the probability of acquiring a condition without any intervention and solid line shows the probability of acquiring a condition with intervention.

study represented in figure 4c.

Case (1-d): Multiple Intervention - Varying Risk of Acquiring a New Condition: Figure 4d shows similar experimentation, but this time the proposed algorithm is deployed at two separate instances of time, i.e., at year 4 and year 8. The MPC determines that changing eating habits (start eating healthy) at year 4 and exercise habits (start exercise) while maintaining their healthy eating habits can reduce the probability of hyperlipidemia, high blood pressure, and obesity. After the second intervention in the following years, the likelihood of obesity remains constant compared to the original increasing probability.

From this analysis, we can also determine that early intervention (figure 4a) can help patients better manage their health conditions. It is to mention that we assumed pessimistically that after each intervention, the patients stopped following the provided suggestions after a year.

In the second case scenario we assume a patient falls into the age group of 36 – 40, doesn’t follow a healthy eating habit, and doesn’t perform any exercise.

Case (2-a): Single Intervention - Low Risk of Acquiring a New Condition: Figure 5a an intervention at year 2 is performed. The MPC algorithm performs an online optimization and suggest changing the exercise regimen (starting exercise) and food habit (start eating healthy) can reduce the probability of hyperlipidemia and high blood pressure. The probability of other conditions remained unchanged due to this change.

Case (2-b & c): Single Intervention - High Risk of Acquiring a New Condition: Figure 5b shows an intervention at year 3 is performed. The MPC algorithm again finds that changing the exercise regimen (starting exercise) and food habit (start eating healthy) can reduce the probability of hyperlipidemia, high blood pressure, and obesity. Similar results can be seen for the case study represented in figure 5c.

Case (2-d): Multiple Intervention - Varying Risk of Acquiring a New Condition: Figure 5d shows similar experimentation, but this time the proposed algorithm is deployed at two separate instances of time, i.e., at year 4 and year 8. While the algorithm identifies that changing the exercise and food habits at year 4 helped, the second intervention doesn’t affect future probabilities. After the second intervention in the following years, the probability of obesity rises at a low gradual rate compared to the original increasing likelihood. It is to be mentioned, for both case studies, we pessimistically assumed that after each intervention, the patients stopped following the provided suggestions after a year.
4.5. Limitation

A potential shortcoming of this study is that the study dataset doesn’t allow testing of lifestyle changes in reality, which makes the validation of the proposed MPC algorithm difficult. However, we used the proposed model to compare the actual trajectories under no preventive measures (functional continuous time Bayesian network) with the predicted trajectories given the suggested behavioral changes to provide insight into the control and management of MCC. We also validated the suggestions made by the proposed approach by our medical team. Another limitation of the study originates from the fact that, patients whose data was not maintained over the focused years were omitted. Aside from death, drop out can result from not requiring care or receiving care from other health providers, which typically happens to healthier patients and those who have health insurance. Consequently, the restricted population whose incomplete data are omitted, can be biased toward healthier patients and those with health insurance, which affect the predictability of the conditions. The other limitation of this work is that the proposed behavioral changes suggested by the MPC algorithm are based on a convex objective function and may not consider an individual’s complex/nonlinear scenarios. However, this problem is unlikely because convex optimization provides reasonably good results for short intervals, and the proposed MPC revisit/update its decisions for each unit time interval (recursive).

5. Conclusion

This study proposes an integrated model predictive control functional continuous time Bayesian network to create an online estimation and decision making procedures for MCC networks. The proposed approach examine the impacts of modifiable risk-factors and identify the optimal change in the lifestyle behaviors along with their optimal timing on the emergence of MCC trajectory. The proposed model can further be personalized to make more/less aggressive decision by modifying the model constraints depending on patients risk factors and and pre-existing health conditions. We tested the proposed approach based on the live dataset of Cameron County Hispanic Cohort (CCHC) including 385 mainly Mexican Americans adults with five chronic conditions (DI, OB, HP, HL, CI), four socio-demographic factors (age, gender, education, marital status) and four lifestyle behavioral factors (diet, exercise, tobacco use, alcohol use). We investigated multiple scenarios based on single and mul-
multiple interventions, as well as low and high risk of acquiring a new condition. The simulated trajectories generated by the proposed model reveals significant improvement in the risk of new MCC emergence under several tested scenarios, following the proposed behavioral changes. In conclusion, the proposed model can support clinicians making proactive plans for patients to decrease the risk of developing new chronic conditions. Furthermore this model can be deployed in wearable devices to monitor and provide assistance to patients with high risk-factors which is planned for our future work.
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