We study a general setting of neutral evolution in which the population is of finite, constant size and can have spatial structure. Mutation leads to different genetic types (“traits”), which can be discrete or continuous. Under minimal assumptions, we show that the marginal trait distributions of the evolutionary process, which specify the probability that any given individual has a certain trait, all converge to the stationary distribution of the mutation process. In particular, the stationary frequencies of traits in the population are independent of its size, spatial structure, and evolutionary update rule, and these frequencies can be calculated by evaluating a simple stochastic process describing a population of size one (i.e. the mutation process itself). We conclude by analyzing mixing times, which characterize rates of convergence of the mutation process along the lineages, in terms of demographic variables of the evolutionary process.

1. Introduction

At the heart of evolutionary theory lies the question of how individual-level properties affect the long-run composition of a population. Microscopic quantities including mutation rates, selective differences between competing types, and number of interaction partners can have profound effects on the evolutionary success of genetic types (“traits”) [1–12], but the precise relationship between local and global properties is often difficult to quantify. Neutral drift, which involves no selective differences between the traits, provides a natural setting in which to study this relationship [13–17]. Neutral population dynamics are also important to the study of populations with selection because the latter can be viewed as a perturbation of the former provided selection is sufficiently weak [18–28]. The purpose of this article is to study the long-term distribution of traits arising along the lineages of a neutral population, as a function of the population’s size, structure, evolutionary update rule, and underlying mutation process.

To motivate the discussion, let us first consider a population of size $N$ of haploid organisms reproducing asexually. Each organism has a type, which might indicate a particular trait. We assume that all types are equivalent from a reproductive standpoint. Let $S$ be the set of all possible types, which we initially assume is finite (or at least discrete). In the Moran process [29], which is a simple example of a finite-population evolutionary process, an individual is first chosen to reproduce. The offspring then replaces another individual chosen for death. When an individual of type $s$ reproduces in the population, mutation is possible, and the offspring acquires type $s'$ with probability $M_{ss'}$, $s, s' \in [0, 1]$. This procedure repeats ad infinitum, and the resulting process can be used as a model to study evolution’s effects on the long-run composition of the population.

Mutations can be represented by a stochastic matrix, $M$, which gives rise to a Markov chain on the set of possible types, $S$. The resulting stochastic process is called “mutation process” [see 30]. In the mutation process, a transition from $s$ to $s'$ occurs with probability $M_{ss'}$. When evolution is neutral, there is a meaningful comparison between the evolutionary process and the mutation process since then neither one involves different types reproducing at different rates. In effect, the mutation process is just an evolutionary process in a population of size $N = 1$. A natural question to ask is whether population size, structure, or update rule affect average trait frequency relative to the mutation process. That is, is the
average frequency of type $s$ in a population of any size, $N > 1$, different from that of a population of size $N = 1$?

Suppose that there are $n$ possible types and that a mutation involves switching to a new type uniformly at random. Specifically, with probability $u$, a mutation to a random type occurs, and with probability $1 - u$, the offspring acquires the parental type. This kind of mutation, which is common in evolutionary game theory, is symmetric in the sense that it acts on all competing types in the same way. With mutations of this form, all types are all equally abundant in the stationary distribution \cite{19,20}. Stated differently, in a neutral evolutionary process with symmetric mutations among $n$ types in a population of size $N$, the average frequency of each type ($1/n$) is the same as one would find in a population of size $N = 1$. We extend this result to any mutation process, showing that the average frequency of a type in a population (actually, even along any lineage) of any size is the same as that in a population of size $N = 1$. Consequently, dispersal patterns and population size have no effect on the average frequencies of the traits.

In some ways, this result is not surprising, and special cases have indeed been known for some time \cite{31}. When there are no selective differences between the traits, there is evidently nothing in the population that drives one trait to a higher average frequency in a population than in the original mutation process. However, this reasoning does not constitute a proof. Given the increasing interest in using neutral frequency as a baseline measure to understand strategy selection, we provide a general proof here. An interesting consequence of the proof is that it allows one to quantify the rate of convergence of the trait distribution in terms of simple demographic variables of the process. This rate, which we characterize in terms of mixing times, exhibits much more interesting behavior than the limit itself (which is not affected by demographic components).

Our results apply to not only any population structure but also to any trait space, $S$. In other words, a player’s trait could be an element of a finite set, a denumerable (countably infinite) set, or even an uncountably infinite set. Finite sets, even those consisting of just two types, have traditionally been the focus of many models in evolutionary game theory \cite{32}. Other frameworks, such as adaptive dynamics \cite{33–40} and even some within evolutionary game theory \cite{41–50}, allow for continuous trait spaces. Accordingly, we make no assumption that there are only finitely many traits.

2. Neutral evolution

Before treating stationary trait frequencies in neutral evolution, we first turn to a generic way of describing neutral evolution itself. Allen and Tarnita \cite{26} provide a method for dealing with evolution in finite populations of fixed size and structure. This general framework applies also to processes with selective differences between the types, but here we recall just the portion that applies to neutral processes. For simplicity, we introduce this framework in the context of haploid, asexually-reproducing populations, but we also discuss how it can be extended to non-haploid populations with sexual reproduction.

The atom of the mathematical framework we consider is a “replacement event” \cite{26}. A replacement event is a pair, $(R, \alpha)$, where $R \subseteq \{1, \ldots, N\}$ is the set of individuals (or locations) to be replaced, and $\alpha : R \rightarrow \{1, \ldots, N\}$ is a map where $\alpha (i)$ indicates that individual $i$ is replaced by the offspring of individual $\alpha (i)$. A neutral evolutionary process may then be described by a probability distribution over all possible replacement events, $\{p(R, \alpha)\}_{(R, \alpha)}$. The probabilities $\{p(R, \alpha)\}_{(R, \alpha)}$ encode both the population structure and the demographic update rule (Fig. 1). This process is neutral because the distribution over replacement events is the same at each time step, regardless of the state \cite{51}. The population structure and update rule are fixed, in that the replacement events at different points in time are chosen independently from the same distribution. While this framework describes a broad variety of neutral evolutionary processes, there is one further “unity” assumption that must be made, which we recall in slightly modified form from \cite{26}:

(unity) for each $i = 1, \ldots, N$, there exists a sequence of replacement events, $\{(R_k, \tilde{\alpha}_k)\}_{k=1}^\ell$, such that (i) $p(R_k, \tilde{\alpha}_k) > 0$ for each $k = 1, \ldots, \ell$ and (ii) for each $j$, we have $\tilde{\alpha}_1 \circ \cdots \circ \tilde{\alpha}_\ell (j) = i$, where the mapping $\tilde{\alpha}_k : \{1, \ldots, N\} \rightarrow \{1, \ldots, N\}$ is defined by $\tilde{\alpha}_k (m) = \alpha_k (m)$ for $m \in R_k$ and $\tilde{\alpha}_k (m) = m$ for $m \notin R_k$. 
Figure 1. Four examples of evolving populations, ordered by increasing complexity of the spatial structure. In (a), the population is unstructured. (b) depicts a subdivided (or “deme-structured”) population that consists of unstructured subpopulations (blue) with migration between them (red arrows). (c) shows a regular grid (square lattice) in which all players have exactly four neighbors. (d) illustrates a heterogeneous graph-structured population. Each individual resides on the vertex of a graph, and links indicate who is a neighbor of whom. The number of neighbors can vary from individual to individual, which results in structural asymmetries. In general, if the graph indicates an offspring-dispersal structure, then $p_{(R,\alpha)} > 0$ only if $\alpha(i)$ is a neighbor of $i$ whenever $i \in R$.

This assumption formalizes the notion that the population evolves as a coherent unit, and that every individual can produce a lineage that takes over the entire population. Importantly, it does not imply that the population structure is trivial. Many interesting population structures, including heterogeneous graphs, sets, and subdivided populations with migration, satisfy the unity condition; we refer the reader to [26] for further examples. In Example 1 below, we give an example of a population that does not satisfy the unity condition.

At each point in time, every individual, $i = 1, \ldots, N$, has a genetic type, $s_i \in S$. For the moment, we assume that $S$ is finite, but in the next section this assumption is relaxed. The current population state is given by the vector $s = (s_1, \ldots, s_N) \in S^N$. Let $M$ be the transition matrix for a mutation process on $S$. Transitions from a given population state $s \in S^N$ occur as follows: First a replacement event $(R,\alpha)$ is chosen from the distribution $\{p_{(R,\alpha)}\}_{(R,\alpha)}$. The probability that individual $i \in R$ is of type $s$ after this update is $M_{s\alpha(i),s}$. If $i \not\in R$, the probability that individual $i$ is of type $s$ is $\delta_{s_i,s}$ (that is, individuals who are not replaced retain their type). This process defines a Markov chain on $S^N$, which we denote by $\{S(T)\}_{T=0}^{\infty} = \{(S_1(T), \ldots, S_N(T))\}_{T=0}^{\infty}$. Note that we use $t$ to indicate time in the underlying mutation process, $\{X(t)\}_{t=0}^{\infty}$, and $T$ to denote time (i.e. number of update steps) in the evolutionary process, $\{S(T)\}_{T=0}^{\infty}$; both $t$ and $T$ are discrete. The number of updates in the mutation process along a lineage
is bounded from above by the number of update steps in the overall process, but in general these two measures of time need not necessarily coincide.

The distribution \( \left\{ \pi_{(R,s)} \right\}_{(R,s)} \) gives rise to several useful demographic variables \([26]\), namely

\[
e_{ij} := \sum_{j \in R \text{ such that } a(j) = i} p_{(R,s)}; \quad b_i := \sum_{j=1}^{N} e_{ij}; \quad d_i := \sum_{j=1}^{N} e_{ji}.
\]

\( e_{ij} \) is the probability that \( i \) transmits its offspring to \( j \); \( b_i \) is the birth rate of \( i \); and \( d_i \) is the death rate of \( i \).

The way in which mutations are incorporated is essentially the same as they are in \([26]\), except that here \( M \) and \( S \) can be arbitrary and mutations need not be symmetric with respect to the traits.

**Theorem 1.** If the unity condition holds, then \( \{S(T)\}_{T=0}^{\infty} \) is ergodic whenever \( \{X(t)\}_{t=0}^{\infty} \) is ergodic.

**Proof.** Consider two states, \( s, s' \in S \). If \( \{X(t)\}_{t=0}^{\infty} \) is ergodic, then there exists \( m_0 \) such that \( (M^m)_{r,s} > 0 \) whenever \( r, s \in S \) and \( m \geq m_0 \). If \( m_0 = 1 \), then \( T \) is positive. Otherwise, by the unity condition, we can find an ordered sequence, \( (R_1, a_1), \ldots, (R_{m_0}, a_{m_0}) \) with \( p_{(R_i, a_i)} > 0 \) for each \( k \), together with a collection \( (i_0, i_1, \ldots, i_{m_0}) \) such that \( a_k(i_{k-1}) = i_k \) for each \( k = 1, \ldots, m_0 \). After starting in state \( s \), and given this sequence of replacement events, the probability that player \( i_0 \) has type \( s \) is \( M^{m_0}_{i_0,s} > 0 \). By the unity condition, \( i_0 \) can propagate its offspring to all other nodes in a finite number of steps; together with the fact that \( M^m \) is positive whenever \( m \geq m_0 \), we see that there is a positive probability of reaching state \( s' \). Thus, \( \{S(T)\}_{T=0}^{\infty} \) is irreducible. Aperiodicity of \( \{S(T)\}_{T=0}^{\infty} \) follows from essentially the same argument because, after a similarly chosen sequence of replacements, the probability of staying in the state in which the chain started is positive. \( \square \)

If the unity condition is not satisfied, then Theorem 1 need not necessarily hold, as the following example illustrates:

**Example 1** (Line graph). As an example of a process that does not satisfy the unity condition, consider a population arranged on a line. If reproduction and replacement flow in only one direction, then player “1,” i.e. the player at the “beginning” of the line, is never replaced. Therefore, for each \( k \in S \), there exists a stationary distribution, \( \mu^{(k)} \), for \( \{S(T)\}_{T=0}^{\infty} \) with \( \mu^{(k)}(s_1 = k) = 1 \). In particular, there is more than one stationary distribution even when \( \{X(t)\}_{t=0}^{\infty} \) is ergodic, so Theorem 1 does not hold in this case.

When the unity condition holds and \( \{X(t)\}_{t=0}^{\infty} \) is ergodic, Theorem 1 implies that \( \{S(T)\}_{T=0}^{\infty} \) has a unique stationary distribution, \( \mu \). The next section establishes the simple fact that, if \( \pi \) is the stationary distribution of the mutation process, \( M \), then \( \mu(s_1 = k) = \pi_k \) for every \( k \in S \). When \( \{S(T)\}_{T=0}^{\infty} \) has more than one stationary distribution, it need not be the case that every such distribution satisfies \( \mu(s_1 = k) = \pi_k \) for every \( k \in S \), which we illustrate using an irreducible mutation chain that is not ergodic:

**Example 2** (Mutation process is irreducible but not ergodic). Suppose that \( S = \{1,2\} \) and let \( M \) be the matrix

\[
M := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

\( \{X(t)\}_{t=0}^{\infty} \) is irreducible but periodic, with period 2, and its (unique) stationary distribution is \( (1/2,1/2) \). Consider a birth-death process on a star graph. Each player is chosen uniformly-at-random to reproduce. If a peripheral player reproduces, their offspring is subjected to the mutation operator and propagated to the central node. If the player at the central node reproduces, then this player propagates an offspring to every peripheral location (and, again, each offspring is subjected to the mutation operator). It is easy to see that the state with type 1 at the central node and type 2 at all of the peripheral nodes is stationary (see Fig. 2). For this stationary distribution, \( \frac{1}{N} \sum_{t=1}^{N} \mu(s_1 = 1) = 1/N \), which is not equal to \( \pi_1 = 1/2 \) when \( N > 2 \).

The following result is the main tool we need to show that population size and structure do not influence stationary trait frequencies. The essence of this result is that for any \( t \geq 0 \), if one looks sufficiently far into the future, then every individual in the population will have a lineage of length at least \( t \):

\[
\{S(T)\}_{T=0}^{\infty} \text{ is ergodic whenever } \{X(t)\}_{t=0}^{\infty} \text{ is ergodic.}
\]
Figure 2. A birth-death process on a star graph of size $N = 5$. When a player reproduces, the offspring has the opposite type of the parent (i.e. if the parent is blue, the child is red; if the parent is red, the child is blue). When a peripheral individual reproduces, the central individual dies and is replaced by the offspring. If the central individual reproduces, then all four peripheral players die and are replaced by offspring of the central player. (a) and (b) both give stationary states, which are unaffected by the evolutionary process. The frequency of blue is $1/5$ in (a) and $4/5$ in (b), while the frequency of blue in the stationary distribution of the mutation process (i.e. in a population of size $N = 1$) is $1/2$. Therefore, even though $\{X(t)\}_{t=0}^{\infty}$ is irreducible, the evolutionary process has multiple stationary distributions due to the periodicity of $M$, and these stationary distributions need not all exhibit the same trait frequencies as the original mutation process. However, there does exist a stationary distribution for the birth-death process with trait frequency $1/2$ for each of blue and red, namely the distribution that assigns probability $1/2$ to state (a) and $1/2$ to state (b).

Lemma 1. Let $B_i^T$ be the number of birth events after $T$ updates in the lineage leading to individual $i$ (a random variable). Then, for any $i = 1, \ldots, N$ and any $t \geq 0$, we have $\lim_{T \to \infty} P[B_i^T \geq t] = 1$.

Proof. The probability that $i$ is replaced in any given update step (i.e. the death rate of $i$) is $d_i$ (Eq. 1), which is the same at every update since the process is neutral. Let $d_* := \min_{1 \leq i \leq N} d_i$ and $d^* := \max_{1 \leq i \leq N} d_i$. Since an individual is replaced with probability at most $d^*$ and not replaced with probability at most $1 - d_*$ in each step, the probability that there are exactly $t$ birth events by time $T$ on the lineage leading to $i$ satisfies

$$P[B_i^T = t] \leq \binom{T}{t} (1 - d_*)^{T-t} (d^*)^t. \quad (3)$$

Therefore, provided $d_*>0$, we see that $\lim_{T \to \infty} P[B_i^T \geq t] = 1$ for any $t \geq 0$. \hfill \Box

In the next section, we use this simple fact to derive the long-run trait frequencies.

3. Marginal distributions and stationary frequencies

Although the assumption that $S$ is finite is reasonable in many cases, there are also scenarios in which one would like to consider continuous trait spaces. To capture a general notion of a trait, we let $S$ be a measurable space, which contains as special cases finite, denumerable, and uncountably infinite trait spaces.

In what follows, we denote by $P_\nu$ and $E_\nu$ the distribution and expectation, respectively, of a random variable that depends on another distribution, $\nu$. Such is the case when $\nu$ is the initial distribution of a
Markov chain and the random variable under consideration is the time-$t$ state of the chain. An element 
$s \in S$ in place of $v$ (e.g. $p_s$ or $E_s$) indicates that the starting point of the Markov chain is at $s$.

When dealing with a general trait space, we can no longer necessarily represent a mutation chain by a transition matrix. Instead, such a mutation process is described by a transition kernel. Let $\mathcal{F}(S)$ be a 
$\sigma$-algebra of subsets on $S$ and denote by $\Delta(S)$ the space of probability measures on $S$. A mutation process on $S$, $\{X(t)\}_{t=0}^\infty$, is then defined by a Markov kernel, $\kappa: S \rightarrow \Delta(S)$, where for $s \in S$ and $E \in \mathcal{F}(S)$, $\kappa(s, E)$ is the probability that the chain is in $E$ after being in state $s$. If $S$ is finite and the transition matrix for the mutation process is $M$, then $M_{ss'} = \kappa(s, \{s'\})$ for each $s, s' \in S$. To extend the notion of ergodicity to a Markov chain on a general state space, one needs the notion of a Harris chain, which we recall from [52]:

**Definition 1.** A Markov chain, $\{X(t)\}_{t=0}^\infty$, on $S$ with kernel $\kappa$ is a Harris chain if there exist $A, B \in \mathcal{F}(S)$, $\epsilon > 0$, a function $q: A \times B \rightarrow \mathbb{R}$ with $q(s, s') \geq \epsilon$ for every $s \in A$ and $s' \in B$, and $\rho \in \Delta(B)$ such that 

(i) $P_s[\tau_A < \infty] > 0$ for every $s \in S$, where $\tau_A = \inf\{t \in \{0, 1, 2, \ldots\} \mid X(t) \in A\}$;

(ii) $\kappa(s, C) \geq \int_{s' \in C} q(s, s') \, d\rho(s')$ for every $s \in A$ and $C \in \mathcal{F}(B)$.

Furthermore, recurrence and aperiodicity for Harris chains are defined as follows [53]:

**Definition 2.** A Harris chain on $S$, $\{X(t)\}_{t=0}^\infty$, is recurrent if $P_s[\tau_A < \infty] = 1$ for every $s \in A$. A recurrent Harris chain is aperiodic if for every $s \in S$, there exists $t_0$ such that $P_s[X(t) \in A] > 0$ whenever $t \geq t_0$.

We refer to a recurrent, aperiodic Harris chain as ergodic. The key result we need is the following, which can be found in [53]: if $\kappa$ defines an ergodic Harris chain with stationary distribution $\pi \in \Delta(S)$, then

$$\lim_{t \to \infty} \sup_{E \in \mathcal{F}(S)} |\kappa^t(s, E) - \pi(E)| = 0$$

whenever $s \in S$ satisfies $P_s[R_A < \infty] = 1$, where $R_A = \inf\{t \in \{1, 2, \ldots\} \mid X(t) \in A\}$. In other words, the $t$-step transition kernel when starting from $s$, $\kappa^t(s, -)$, converges in total variation to $\pi$ as $t \to \infty$. Our main result with respect to marginal trait distributions can be stated succinctly as follows:

**Theorem 2.** $\lim_{T \to \infty} P_{\mu_0}[S_i(T) \in E] = \pi(E)$ for every $i = 1, \ldots, N$; initial distribution, $\mu_0 \in \Delta(S^N)$; and $E \in \mathcal{F}(S)$.

**Proof.** Since $\{X(t)\}_{t=0}^\infty$ is ergodic, for each $s \in S$ and $\epsilon > 0$, there exists $t_0 > 0$ such that whenever $t \geq t_0$,

$$\sup_{E \in \mathcal{F}(S)} |P_s[X(t) \in E] - \pi(E)| < \epsilon.$$  (5)

Thus, for each $E \in \mathcal{F}(S)$ and $t \geq t_0$, we have $\pi(E) - \epsilon < P_s[X(t) \in E] < \pi(E) + \epsilon$, which gives

$$\left(\pi(E) - \epsilon\right) P[B^T_i \geq t_0] \leq \sum_{i=0}^{T} P_s[X(t) \in E] P[B^T_i = t] \leq \left(\pi(E) + \epsilon\right) P[B^T_i \geq t_0].$$  (6)

Since $\lim_{T \to \infty} P[B^T_i \geq t_0] = 1$ for any $t_0 > 0$, we have

$$\lim_{T \to \infty} \sum_{t=0}^{T} P_s[X(t) \in E] P[B^T_i = t] = \lim_{T \to \infty} \sum_{t=0}^{T} P_s[X(t) \in E] \lim_{T \to \infty} P[B^T_i = t]$$

$$+ \lim_{T \to \infty} \sum_{t=0}^{T} P_s[X(t) \in E] P[B^T_i = t]$$

$$= \lim_{T \to \infty} \sum_{t=0}^{T} P_s[X(t) \in E] P[B^T_i = t]$$

$$\in (\pi(E) - \epsilon, \pi(E) + \epsilon).$$  (7)

Since Eq. (7) holds for every $s \in S$, and since $\epsilon > 0$ was arbitrary, it follows that $\lim_{T \to \infty} P_{\mu_0}[S_i(T) \in E] = \pi(E)$ for every $\mu_0 \in \Delta(S^N)$. \qed
Let $\delta_c$ denote the Dirac measure on $S$ centered at $s \in S$. The frequency of players whose type lies in $E \in \mathcal{F}(S)$ at time $T$ is

$$E_{\mu_0} \left[ \frac{1}{N} \sum_{i=1}^{N} \delta_{S_i(T)}(E) \right] = \frac{1}{N} \sum_{i=1}^{N} E_{\mu_0}[S_i(T) \in E],$$

which approaches $\pi(E)$ as $t \to \infty$ by Theorem 2, therefore, $\pi$ gives the long-term trait frequencies. In the setting of Theorem 1 if $\{S(T)\}_{T=0}^{\infty}$ has a unique stationary distribution, $\mu$, then $\mu(s_i = k) = \pi_k$ for every $i = 1, \ldots, N$ and $k \in S$, i.e. the marginal distribution of each individual is exactly $\pi$.

Although our focus has been on haploid individuals, we note that Theorem 2 can be extended to populations with diploid, haplodiploid, or polyploid genetics, with either sexual or asexual reproduction (or a combination of both) as long as (i) only a single genetic locus is considered, (ii) there is no recombination within this locus, and (iii) the theorem is understood to apply at the level of alleles, rather than allele combinations or traits. The idea of this extension is to treat the alleles at this locus as asexual replicators, and let $i = 1, \ldots, N$ index genetic sites rather than individuals [54]. These genetic sites are distributed among individuals, so that each individual has a number of genetic sites equal to its ploidy. Each genetic site $i$ contains a single allele $s_i \in S$, where $S$ represents the set of possible alleles at this locus. During transitions, the alleles in a subset $R$ of genetic sites are replaced by (possibly mutated) copies of the alleles in other genetic sites, as determined by the chosen replacement event, $(R, \alpha)$. The probability distribution over replacement events, $\{p(R,\alpha)\}_{(R,\alpha)}$, encodes all necessary information about ploidy, sexes, and mating.

Formally, this gene’s-eye framework is mathematically equivalent to the framework based on haploid individuals [54]. All of our results therefore carry over to sexually-reproducing populations without any additional mathematical assumptions. In applying these results to sexually-reproducing populations, there is, however, an implicit biological assumption that there is no recombination within the locus. That is, each allele in a new offspring is a copy of a single allele in one parent, not a mixture of two (or more) alleles, which is reasonable if the locus represented by $S$ is small enough that linkage within the locus can be assumed complete. We also emphasize that Theorem 2 characterizes the limiting frequencies of alleles but not of allele combinations in individuals. For example, in a diploid population with alleles $A$ and $a$, Theorem 2 characterizes the limiting frequencies of $A$ and $a$, but not of $AA$, $Aa$, and $aa$. If different allele combinations correspond to different traits, Theorem 2 does not characterize the trait distribution in this case. The limiting frequencies of allele combinations in individuals depend on the population structure, i.e. on the replacement rule.

Even if the mutation process does not have a unique stationary distribution (such as when there are multiple absorbing states), the proof of Theorem 2 can still be used to derive the marginal distributions of every individual when the starting condition is monomorphic. Suppose that every individual in the population initially has trait $s \in S$. There will eventually be enough births along every lineage for the mutation process to reach its limiting distribution (provided the limit exists). Moreover, since the lineage leading to $i$ at time $T$ can start at any $j \in \{1, \ldots, N\}$ at time 0, we know the initial condition of this chain, $s$, provided the population starts out monomorphic. We state this observation as a proposition:

**Proposition 1.** If $s \in S$, $E \in \mathcal{F}(S)$, and $i \in \{1, \ldots, N\}$, then, provided the limits exist,

$$\lim_{T \to \infty} P_{(s_{i_{-1}},s)}[S_i(T) \in E] = \lim_{t \to \infty} P_{s}[X(t) \in E].$$

**Example 3** (Regeneration process). Suppose that each individual in a population is a (bacterial) cell dividing at a constant rate, and mutations occur during cell division. We denote by $A_0$ the “wild type” cells, which mutate to $A_1$ cells with probability $w$. $A_1$ cells contain the starting condition for the search process (for example, the duplicated gene). For $k > 0$, mutation with probability $u$ leads from an $A_k$ cell to an $A_{k+1}$ cell. These steps are the forward mutations in the search process toward the new function. The search is lost with probability $v$, i.e. each $A_k$ cell (with $k > 0$) mutates back to an $A_0$ cell with probability $v$. $v$ can represent the rate of deletion events, nonsense mutations, or any missense mutation that leads away from the target because then the search is essentially lost. It is natural to assume that $v > u$, meaning that at each step, it is more likely that the search is lost than that a mutation is made in the direction of the target. This mutation scheme, which was introduced by Knoll and Nowak [55], is known as the “regeneration process.”
Consider a Wright-Fisher process in a population of size $N$. Generations are non-overlapping, and at each time step the current generation is sampled (with replacement) from the previous generation [56–58]. In other words, every individual in the current generation is the offspring of individual $i$ in the previous generation with probability $1/N$ for $i = 1, \ldots, N$. The total population size is strictly constant, and all cells have the same reproductive rate. In other words, evolution is neutral. On each birth event, the offspring mutates from the parent’s type according to the regeneration process. We are interested in the stationary distribution of this stochastic process, and, in particular, the probability that a randomly-drawn cell is of type $A_k$. Denote by $\pi_k$ this probability and suppose first that $N = 1$. By the definition of a stationary distribution and the mutational scheme for the regeneration process, we have the recurrence relations

$$\begin{align*}
\pi_0 &= \pi_0 (1 - w) + (1 - \pi_0) v; \\
\pi_1 &= \pi_0 w + \pi_1 (1 - u - v); \\
\pi_k &= \pi_{k-1} u + \pi_k (1 - u - v); & (1 < k < m) \\
\pi_m &= \pi_{m-1} u + \pi_m (1 - v).
\end{align*}$$

The solution to this system of equations is given explicitly by

$$\begin{align*}
\pi_0 &= \frac{v}{u + v}; \\
\pi_k &= \left( \frac{u}{u + v} \right)^{k-1} \left( \frac{u}{u + v} \right)^{m-2} \left( \frac{w}{u + v} \right)^{m-1} \left( \frac{w}{u + v} \right); & (0 < k < m) \\
\pi_m &= \left( \frac{u}{u + v} \right) \left( \frac{u}{u + v} \right)^{m-2} \left( \frac{w}{u + v} \right)^{m-1} \left( \frac{w}{u + v} \right). \quad (11c)
\end{align*}$$

For simplicity, we assume that $u$ and $v$ do not depend on $A_k$. However, one can similarly calculate $\pi$ when $u_k$ is the probability of going from $A_k$ to $A_{k+1}$ and $v_k$ is the probability of going from $A_k$ to $A_0$.

Determining the equilibrium frequency of $A_k$ in a population of any size, $N$, is actually quite simple: it is still just $\pi_k$ and can be calculated by considering a stochastic process that follows a single lineage. That is, the frequencies of the cell types are the same for a population of size $N = 1$ as it is for a population of any size. Furthermore, the probability that individual $i$ has type $A_k$ is $\pi_k$ (which is independent of $i$). Fig. 3 shows that heterogeneity induced by population structure can, however, strongly influence a type’s fluctuation around its mean frequency.

**Example 4** (One-dimensional Markov chain). Another simple example is when the mutation process, defined by transition matrix $M$, is one-dimensional. In this case, the state space is $S = \{0, 1, \ldots, m\}$ for some $m \geq 0$, and transitions from a given state are at most one step in either direction. In other words, $M_{s,s'} = 0$ whenever $|s - s'| > 1$. One can easily check that the stationary distribution for $M$ is given by

$$\pi_s = \frac{\prod_{k=0}^{s-1} M_{k+1} \prod_{k=0}^{m} M_{k+1} \prod_{s'=-\infty}^{s} M_{s'+1}}{1 + \sum_{s'=0}^{m} \prod_{k=0}^{s'-1} M_{k+1} \prod_{s'}^{m} M_{s'+1}}.$$  

Eq. 12 gives a simple expression for the long-run probability of finding an individual in type $s$, both in the mutation process itself and in any evolving population in which mutations are neutral and governed by $M$.

### 4. Intra-lineage mixing times

So far, we have focused on neutral trait frequencies, which are not affected by the distribution over replacement events, $\{P(R,A)\}$. We now turn to rate of convergence to these equilibrium frequencies along the lineages, characterized in terms of mixing times. The proof of Theorem 2 is based on the fact that, eventually, all lineages will contain sufficiently many birth events for the mutation process to mix. Here, we consider the amount of time—measured in update steps—for this mixing to occur along a given lineage. Since both the mutation processes and evolutionary update rules we consider are discrete in time, all references to time shall indicate non-negative integers.
Let \( \pi \in \Delta (S) \) be the stationary distribution for the mutation process. For \( t \in \{1, 2, \ldots \} \), let

\[
\psi (t) := \sup_{s \in S} \sup_{E \in \mathcal{F}(S)} | \mathbb{P}_s [X(t) \in E] - \pi (E) |. \tag{13}
\]

The \( \epsilon \)-mixing time of the mutation process is then \( \tau (\epsilon) := \min \{ t \in \{1, 2, \ldots \} : \psi (t) < \epsilon \} \). (We use the symbol \( \psi \) to denote this distance rather than the usual \( d \) in order to avoid confusion with death rates.)

At the population level, we can consider an analogue of mixing time along lineages. Recall that \( B^T \) is the number of birth events in the lineage leading to individual \( i \) after \( T \) update steps. Since the marginal distributions all converge to \( \pi \), the distance between \( i \)'s trait at time \( T \in \{1, 2, \ldots \} \) and the stationary distribution is

\[
\Psi_i (T) = \sup_{s \in \mathcal{S}^N} \sup_{E \in \mathcal{F}(S)} | \mathbb{P}_s [S_i (T) \in E] - \pi (E) |. \tag{14}
\]

The analogue of \( \tau (\epsilon) \) in this case is \( T_i (\epsilon) := \min \{ T \in \{1, 2, \ldots \} : \Psi_i (T) < \epsilon \} \), which is the \( \epsilon \)-mixing time of the process along the lineage leading to individual \( i \). We have the trivial lower bound \( T_i (\epsilon) \geq \tau (\epsilon) \) for all \( i = 1, \ldots, N \).

**Example 5** (Non-overlapping generations). If generations do not overlap, then \( \mathbb{P} [B^T_i = T] = 1 \). Trivially, then, we have \( \Psi_i (T) = \psi (T) \) and \( T_i (\epsilon) = \tau (\epsilon) \) for every \( i = 1, \ldots, N \).
Suppose, for instance, that the death rate is constant and equal to $d \in (0,1)$, so that each individual is updated every $1/d$ update steps (on average). Since all individuals have the same probability of being replaced, $T_i$ is independent of $i$, and we call this mixing time simply $T_i$. If $\tau$ is the mixing time of the mutation chain, then a natural guess for $T_i$ is simply $\tau/d$ because, on average, the lineage experiences a mutation (i.e. a step in the mutation chain) every $1/d$ updates. However, it turns out that $\tau/d$ is generally a bad approximation of $T_i$ because it doesn’t take into account enough information about the distribution of lineage length. In fact, one cannot even use $\tau/d$ to establish a general upper or lower bound on $T_i$.

Fig. 4 illustrates this comparison for death-birth updating with $d=1/N$, where $N$ is the population size.

Instead, we can bound $\Psi_i(T)$ by the average of $\psi(B_i^T)$, which we state as a simple lemma:

**Lemma 2.** $\Psi_i(T) \leq \mathbb{E}[\psi(B_i^T)]$ for every $i=1,\ldots,N$ and $T \in \{1,2,\ldots\}$.

*Proof.* Fix $i=1,\ldots,N$ and $T \in \{1,2,\ldots\}$. Straightforward manipulations give

$$
\Psi_i(T) = \sup_{s \in \mathbb{S}} \sup_{E \in \mathcal{F}(S)} |\mathbb{P}[S_i(T) \in E] - \pi(E)|
$$

$$
\leq \sum_{i=0}^{T} \sup_{s \in \mathbb{S}} \sup_{E \in \mathcal{F}(S)} |\mathbb{P}[X(t) \in E] - \pi(E)| \mathbb{P}[B_i^T = t]
$$

$$
= \mathbb{E}\left[\sup_{s \in \mathbb{S}} \sup_{E \in \mathcal{F}(S)} |\mathbb{P}[X(B_i^T) \in E] - \pi(E)|\right]
$$

$$
= \mathbb{E}\left[\psi(B_i^T)\right],
$$

(15)
as desired.

To calculate $\mathbb{E} [\psi (B_i^T)]$, we note that $P [B_i^T = t]$ satisfies the multivariate recurrence relation,

$$
P [B_i^T = t] = P [B_i^{T-1} = t] (1 - d_i) + \sum_{j=1}^{N} P [B_j^{T-1} = t - 1] e_{ji},
$$

(16)

with boundary conditions $P [B_i^T = 0] = (1 - d_i)^T$ for $i = 1, \ldots, N$. Explicitly, for $1 < t \leq T$, we have

$$
P [B_i^T = t] = \sum_{k_0, \ldots, k_T \geq 1} (1 - d_i)^{k_T} \sum_{j_{T-1}=1}^{N} (1 - d_{j_{T-1}})^{k_{T-1}} \cdots \sum_{j_0=1}^{N} (1 - d_{j_0})^{k_0} e_{j_0:j_T}.
$$

(17)

While the general expression for $P [B_i^T = t]$ (Eq. 17) can appear complicated (depending on the replacement rule, $\{p_{(R,\alpha)}\}_{(R,\alpha)}$) and the resulting demographic variables), we can further simplify the bound given by Lemma 2 if some additional properties hold. We consider two cases in which one can be more explicit.

4.1. Finite, ergodic mutation chains. If $S$ is finite and $\{X(t)\}_{t=0}^\infty$ is an irreducible and aperiodic, then there exist $C > 0$ and $\alpha \in (0,1)$ such that $\psi (t) \leq C\alpha^t$ for every $t \geq 1$ [52] [59]. From Lemma 2

$$\Psi_i (T) \leq CE \left[ \alpha^{B_i^T} \right].
$$

(18)

Example 6 (Constant death rate). If the death rate is constant, meaning there exists $d$ with $d_j = d$ for $i = 1, \ldots, N$, then $P [B_i^T = t] = (i^T) (1 - d)^{T-t} d^i$. From Eq. 18, we have the upper bound

$$\Psi_i (T) \leq C (1 - d (1 - \alpha))^T
$$

(19)

Under death-birth updating, for example, the death rate is constant and equal to $1/N$. The death rate is also clearly constant when generations are non-overlapping, and in this case $1 - d (1 - \alpha) = \alpha$, which gives back the same upper bound of $C\alpha^T$. On the other hand, when $d < 1$ we have $1 - d (1 - \alpha) > \alpha$.

4.2. Reversible mutation chains and spectral theory. Suppose that the mutation process, $M_i$, is reversible with respect to $\pi$, meaning $\pi_iM_{s,s'} = \pi_{s'}M_{s,s'}$ for every $s, s' \in S$. The matrix $\Lambda$ defined by $\Lambda_{s,s'} = \pi_s^{1/2} M_{s,s'} \pi_s^{-1/2}$ is then symmetric with all of its eigenvalues real, $1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{|S|} \geq -1$. These eigenvalues are the same as those of $M$ since $M$ and $\Lambda$ represent the same linear transformation. Let $\gamma := \min_{1 \leq i \leq |S|} \pi_i$. By standard results on mixing times in reversible Markov chains [see 60], we have

$$\psi (T) \leq \frac{1}{2} \sqrt{\frac{1 - \pi_\gamma}{\pi_\gamma}} \max \left\{ \left| \lambda_2 \right|, \left| \lambda_{|S|} \right| \right\}^T,
$$

(20)

To see how the evolutionary process affects mixing along its lineages, we can again consider the case of a constant death rate for simplicity. If $d$ is the death rate for every individual, $i$, then the mutation process along any lineage is a Markov chain with transition matrix $M (d) := (1 - d) I + dM$. Moreover, $M (d)$ is reversible with respect to $\pi$ since $M$ is. Letting $M (d) = (1 - d) I + d\Lambda$, we see that if $\Lambda v = \lambda v$, then $M (d) v = (1 - d (1 - \lambda)) v$. Since the map $\lambda \mapsto 1 - d (1 - \lambda)$ sends eigenvalues of $\Lambda$ to eigenvalues of $\Lambda (d)$, and since $\max_{2 \leq i \leq |S|} \left| 1 - d (1 - \lambda_i) \right| = \max \left\{ \left| 1 - d (1 - \lambda_2) \right|, \left| 1 - d (1 - \lambda_{|S|}) \right| \right\}$, we have

$$\Psi (T) \leq \frac{1}{2} \sqrt{\frac{1 - \pi_\gamma}{\pi_\gamma}} \max \left\{ \left| 1 - d (1 - \lambda_2) \right|, \left| 1 - d (1 - \lambda_{|S|}) \right| \right\}^T.
$$

(21)

Fig. 5 gives an example of this mixing time bound for the reversible chain with $|S| = 3$ and transition matrix

$$M = \begin{pmatrix}
0.9429 & 0.0284 & 0.0287 \\
0.0250 & 0.9638 & 0.0112 \\
0.0360 & 0.0159 & 0.9481
\end{pmatrix}.
$$

(22)
Figure 5. The distance between individual $i$’s trait and the stationary distribution after $T$ update steps, $\Psi(T)$, under death-birth updating. All of the marginal distributions converge to $\pi$ as $T \to \infty$, but the rates at which they do so depend on the population size, structure, and update rule. A population of size $N = 1$ is the same as the underlying mutation process itself, and in this case $\Psi(T) = \psi(T) \leq C \alpha T$ for some $C > 0$ and $\alpha \in (0, 1)$. The mutation process depicted here is reversible with $|S| = 3$ traits and transition matrix Eq. 22, so we can set $C = \frac{1}{2} \sqrt{\frac{1-\pi}{\pi}}$ and $\alpha = \max \{|\lambda_2|, |\lambda_3|\}$ (see Eq. 20).

If the population has size $N$, then $\Psi(T) \leq C \left(1 - \frac{1}{N} (1 - \alpha)\right)^T$ since death rate for all individuals is $1/N$ under death-birth updating. Since $\Psi(T)$ converges rapidly to 0 in all cases, we show both the predicted upper bounds (solid lines) and the actual values of $\Psi(T)$ (dots) on a logarithmic scale.

On the other hand, if the death rate depends on $i$, we cannot necessarily transform the mutation process into one whose transition matrix is $M(d) = (1 - d) I + dM$ for some $d$. Instead, starting at location $i$, one needs to keep track of where in the population each ancestor arises. Since $M$ is reversible, its time-reversal, $\tilde{M}$, is again just $M$. Consider the Markov chain on $\{1, \ldots, N\} \times S$, $\{Y(T)\}_{T=0}^\infty$, with transitions given by

$$P_{(i,s),(j,s')} = \begin{cases} e_{ij} M_{s,s'} & i \neq j \text{ or } s \neq s', \\ e_{ii} M_{s,s} + 1 - d_i & i = j \text{ and } s = s'. \end{cases}$$

Starting at location $i$, one can then ask how many steps is required for the marginal trait distribution to be close to $\pi$ (in total variation). From the definition of $\Psi_i(T)$, it is easily seen that

$$\Psi_i(T) = \sup_{s \in S} \sup_{E \in \mathcal{F}(S)} \left| P_{(i,s)} [Y(T) \in \{1, \ldots, N\} \times E] - \pi(E) \right|.$$
As a result, the mixing time of the marginal trait distribution of \( \{ Y(T) \} \) starting from \( i \) is \( T_i(\epsilon) \).

4.3. Mutations induced by group actions. One way to represent mutation is as a group action. Let \( S \) be a finite set representing a collection of heritable traits, and let \( G \) be a group (in the mathematical sense \[e.g., see 61\]) representing the possible effects of mutation. Suppose that \( G \) acts on \( S \), meaning there exists a map \( G \times S \rightarrow S \) sending \((g,s)\) to \( gs \) that satisfies the following properties: (i) if \( e \) is the identity element of \( G \), then \( es = s \) for every \( s \in S \); and (ii) if \( g, h \in G \) and \( s \in S \), then \((gh)s = g(hs)\). A special case is when \( S = G \) and the action is the same as the binary operation in \( G \).

For example, \( G \) might be a group of three-dimensional rotations (a subgroup of \( SO(3) \)), acting on a set \( S \) of possible orientations of some aspect of an organism’s morphology. Or \( G \) might be the group of permutations on \( n \) elements, \( \mathfrak{S}_n \), acting on the set \( S \) of possible arrangements of \( n \) transposable elements in a genome. An especially relevant example is \( G = S = (\mathbb{Z}/2\mathbb{Z})^m \), here \( S \) can be understood as the group of binary strings (idealized genomes) of length \( m \).

If \( v \in \Delta(G) \) is a probability distribution on \( G \), then one can define a Markov chain on \( G \) with transitions

\[
M_{s,s'} := \sum_{g \in G} v(g) .
\]

In order to ensure that this chain has a unique stationary distribution, we need to assume that the group action is transitive; that is, for any \( s, s' \in S \), there exists \( g \in G \) with \( gs = s' \). For practical reasons, we make at least one of two other assumptions on the group action when considering the mixing times of \( M \):

4.3.1. Free group actions. If the action of \( G \) on \( S \) is free, then \( gs = hs \) implies that \( g = h \). If the action of \( G \) is on itself via its binary operation (in which case \( \text{Eq. 25} \) defines a random walk on \( G \)), then the action is free because every element of \( G \) has an inverse. In other words, the only element of \( G \) that sends \( g \in G \) to itself is the identity element. A free action generalizes this property to actions of \( G \) on another set, \( S \).

For a free action, \( M_{s,gs} := v(g) \) for every \( s \in S \) and \( g \in G \). The distribution \( \pi \) defined by \( \pi_g = |G|^{-1} \) for \( g \in G \) (i.e. the uniform distribution on \( G \)) is the stationary distribution for both \( M \) and its time-reversal, \( \tilde{M} \), which satisfies \( \tilde{M}_{s,gs} = v(g^{-1}) \). A standard result on mixing times for random walks on groups [see 59 Lemma 4.13 and Corollary 4.14] is then easily seen to imply that \( M \) and \( \tilde{M} \) have the same mixing time.

4.3.2. Abelian group actions. Let \( G \) be an abelian group, meaning \( gh = hg \) for every \( g, h \in G \). An example of an abelian group is the set of binary strings of length \( m \), \( (\mathbb{Z}/2\mathbb{Z})^m \), with the operation of addition. (The group of permutations on \( n > 2 \) letters, \( \mathfrak{S}_n \), is an example of a group that is not abelian.) If \( s \in S \) and \( g, h \in G \) satisfy \( gs = hs \), then \( g^{-1}s = h^{-1}s \). The time-reversal of \( M \) then satisfies

\[
\tilde{M}_{s,s'} = \sum_{g \in G} v(g^{-1}) .
\]

Again, both \( M \) and \( \tilde{M} \) have the uniform stationary distribution, and straightforward modifications of the arguments presented in [59 Lemma 4.13] show that \( M \) and \( \tilde{M} \) have the same mixing time.

If the group action is transitive and either free or abelian, it follows that one can obtain \( T_i(\epsilon) \) from the time-reversed Markov chain on \( \{1, \ldots, N\} \times S \), \( \{ Y(T) \} \) whose transitions are defined by

\[
P(i,s),(j,s') = \begin{cases} c_{ji} \tilde{M}_{s,s'} & i \neq j \text{ or } s \neq s', \\ c_{ii} \tilde{M}_{s,s} + 1 - d_i & i = j \text{ and } s = s'. \end{cases}
\]

In particular, \( \text{Eq. 24} \) holds even though the mutation chain, \( \{ X(t) \} \), is not necessarily reversible.

Remark 1. Although one can define a time-reversal of any mutation chain (not just one on a group or one that is reversible), the mixing time of the reversed chain need not coincide with the original chain. Therefore, the utility of reversing a chain and studying it along lineages is limited, as least for the purpose of analyzing mixing times.
5. Discussion

The result on stationary trait frequencies is well-established in the special case of two competing types on a homogeneous population structure [62] [63]. Similarly, in population genetics, it has been noted that the so-called “common ancestor” process is the same as the mutation process when there is no selection [30] [31] [64]. Comparisons between neutrally-evolving populations and their mutation processes have also been used to show that evolution favors types that are robust against mutation [65]. Given the coupling of birth and mutation, how neutral evolution affects trait frequencies (allele frequencies, in the sexually-reproducing case) is a natural question to ask. Under mild assumptions, we have seen that neutral evolution results in the same trait frequencies as the mutation process.

This method can also be used to characterize convergence to the stationary distribution along the lineages. Since each lineage can contain at most one birth event per update step, the lineages mix at least as slowly as does the original mutation process. In general, if $\Psi_i(T)$ is the distance between the stationary distribution and the lineage leading to individual $i$, then $\Psi_i(T) \leq E[\psi(B_i^T)]$, where $\psi(t)$ is the distance between the mutation process and the stationary distribution after $t$ steps and $B_i^T$ is a random variable giving the number of birth events along the lineage leading to $i$ at time $T$. The distribution of $B_i^T$ can be given explicitly in terms of the demographic variables of the update rule (Eq. 17), which gives a bound on $\Psi_i(T)$ that is straightforward to calculate (although the expression itself is not necessarily succinct).

Matrix games, as well as the regeneration process, have finitely many possible types, but the main result on long-term trait frequency holds for mutation processes with continuous state spaces as well. A genetic type of this form could be an element of an interval such as $[0, 1]$, for example, representing partial expression of a trait or the tendency to be of a particular binary type. Mutations can also be supported on uncountably infinitely many points in the trait space, one example being when an individual with type $x \in [0, 1]$ mutates to a nearby type with probability determined by a Gaussian distribution centered at $x$ [66] [67]. On a generic state space, the technical condition we require is that the mutation process be an ergodic Harris chain [52].

Our focus here has been on evolving populations of fixed size and structure. These assumptions are not strictly necessary, but they do make the notation more convenient since an evolutionary process can then be described by a probability distribution over simple replacement events [26]. Extinction also becomes a possibility when the population size fluctuates, which can make analyzing such a process more complicated [68] [72]. Nonetheless, the intuition from our analysis here carries over to other situations: as long as an individual arises on a lineage with sufficiently many prior birth events, the mutation process along this lineage will converge to its stationary distribution, $\pi$. If all individuals in the population have this property sufficiently far into the future, then $\pi$ must give the long-term average trait frequencies in the population.

The study of trait dynamics along lineages leads to an interesting question: how does selection change the stationary trait distribution of individual $i$? This question, of course, is not new and has been studied in constant-fitness models over the past two decades via the so-called “ancestral selection graph” [74] [76], which is a version of Kingman’s coalescent [73] that allows for selective differences between the types. In populations with heterogeneous structure, selection can affect the marginal trait distributions in different ways at different locations, and there are still many open questions in this area, particularly with respect to frequency-dependent selection (games). For example, in an evolutionary game, the standard method of measuring the influence of selection is through its effects on average trait frequency in the population [21]. However, this type of averaging over the population does not provide a description of the locations at which a given trait is more likely to be found in a population, and it says nothing about selection’s effects on mixing times.

Here, we have studied the individual lineages generated by neutral evolution. The trait distributions along those lineages are given by that of the mutation process. Therefore, the trait frequencies do not depend on population size, structure, and update rule. The mixing times of neutral evolution, however, do depend on these demographic components. Selection can perturb neutral evolutionary dynamics in complicated ways, and how it changes both marginal distributions and mixing times, especially within the realm of evolutionary game theory, is a more complicated question but nonetheless a natural extension of the one considered here.
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