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Abstract

Psychological states unfold dynamically; to understand and measure mental health at scale we need to detect and measure these changes from sequences of online posts. We evaluate two approaches to capturing psychological changes in text: the first relies on computing the difference between the embedding of a message with the one that precedes it, the second relies on a "human-aware" multi-level recurrent transformer (HaRT). The mood changes of timeline posts of users were annotated into three classes, ‘ordinary,’ ‘switching’ (positive to negative or vice versa) and ‘escalations’ (increasing in intensity). For classifying these mood changes, the difference-between-embeddings technique – applied to RoBERTa embeddings – showed the highest overall F1 score (0.61) across the three different classes on the test set. The technique particularly outperformed the HaRT transformer (and other baselines) in the detection of switches (F1 = .33) and escalations (F1 = .61). Consistent with the literature, the language use patterns associated with mental-health related constructs in prior work (including depression, stress, anger and anxiety) predicted both mood switches and escalations.

1 Introduction

Detecting shifts in mental health from language use could assist in identifying episodes of mental ill health and providing in-time treatment for conditions such as depression or anxiety. The accessibility and abundant usage of social media (Coppersmith, 2022) in comparison to traditional healthcare data (e.g. hospital visits) is enabling first steps toward unprecedented assessment and understanding of mental health, including detection of elevated risks (Choudhury et al., 2016; Zirikly et al., 2019; Guntuku et al., 2021). However, most language datasets for mental health classification are annotated statically such that a person has just one label across all of their language (Coppersmith et al., 2014; Lynn et al., 2018). Longitudinal language datasets can help analyze the mental state of a person over time (Halder et al., 2017; Matero and Schwartz, 2020; Son et al., 2021), but also open the door for many sequential, differencing, and time-series modeling techniques.

Here, we explore two types of modeling techniques that can capture changes over time: Human-aware Recurrent Transformers (Soni et al., 2022) and difference embeddings. These techniques were used as part of the WWBP-SQT-lite¹ system for the CLPsych 2022 shared tasks (Tsakalidis et al., 2022b): (Task A) modeling user state changes over time (Tsakalidis et al., 2022b), and (Task B) the suicide risk associated with the user (Shing et al., 2018), our contributions are as follows: (a) evaluation of Human-aware Recurrent Transformers (HaRT) and difference embeddings for Task A (b) exploring SoTA methods for predicting state escalations and switches, and (c) exploring theoretically related linguistic assessments.

2 Data

2.1 Task A

Task Data. The training data for task A contained 5,143 Reddit posts comprising of titles and contents from 149 users spanning over 204 timelines. As described in Tsakalidis et al. 2022b, posts from each timeline were annotated with the Moment of Change (MoC) of the user’s mood into three classes, namely, “Ordinary” (O), “In Switch” (IS) when the mood changes from positive to negative or vice versa, and “In Escalation” (IE) signifying mood progressions, i.e., changes from neutral or positive to more positive or negative to more negative. The posts were annotated in the context

¹SQT: Seawolf, Quaker, and Tree (the mascots of the schools composing our team); lite: due to constraints out of our control, we were restricted to just 4 days working with the data, covering only a portion of our planned human-level and temporal approaches.
of other posts from timelines as carried out in the CLEF eRisk 2020 dataset (Losada and Crestani, 2016; Losada et al., 2020). A small number of timelines in the CLPsych 2022 data was extracted from the CLEF eRisk 2020 dataset.

**Internal Train & Validation sets.** 119 (80%) randomly chosen users were sampled to form an internal train set, and the remaining 30 users were used for validation set. This resulted in 3,974 posts (78%) over 164 timelines in train set and 1,169 posts over 40 timelines in the validation set.

### 2.2 Task B

**Task Data** The goal of task B is to predict the suicide risk level associated with the Reddit users into Low, Moderate or Severe. It utilizes the same data as Task A to the exclusion of 22 users which were annotated as "N/A". Thus a total of 127 users were present in task B, who collectively posted a total of 4,507 Reddit posts, averaging at around 35 posts per user. The risk level of the user was assigned as the maximum risk level annotation across all their posts. The suicide risk annotation followed the procedure described in Shing et al. 2018 and Zirikly et al. 2019.

**Internal Train & Validation sets** A random sample of 101 users (79.5%) were chosen for the internal train set – a total of 3,761 posts for training and the remaining 26 (20.5%) users for the validation set, resulting in 746 posts in the validation set.

### 2.3 Evaluation

For Task A, macro F1 and coverage-based (Arbeláez et al., 2011; Tsakalidis et al., 2022b) precision and recall scores were used to measure the performance of the models. The coverage based metrics are aimed at evaluating the model’s ability to capture the regions of change. However, for task B, only macro F1 is used to evaluate model performance.

### 3 Methods

#### 3.1 Task A

Beyond utilizing the best transformer based approaches, we also explore relevant theoretical features to understand the relationship between moment of change and psychological/demographic constructs. Furthermore, recent works (Sawhney et al., 2020, 2021) have shown the importance of joint modelling of such theoretical dimensions with the present-day neural approaches.

**HypLex.** To quantify the association of psychological and demographic constructs with the moments of change, 12 models trained on larger datasets were used to derive theoretical features which we call HypLex (short for Hypothesis-driven Lexica). These models include Cohen’s stress (Guntuku et al., 2019a), depression, anger and anxiety (Schwartz et al., 2014; Son et al., 2021; Guntuku et al., 2019b), age and gender (Sap et al., 2014), loneliness expressions (Guntuku et al., 2019c), and the big 5 personality traits (Park et al., 2015). All these features were on a continuous scale.

**HaRT.** Recent works (Lynn et al., 2020; Matero et al., 2021b; Soni et al., 2022) have highlighted the importance of incorporating author context into the message representations through the use of history and multi-level modeling. We use the Human aware Recurrent Transformer model (Soni et al., 2022) which is built on GPT2 (Radford et al., 2019), to produce message representations that encode the latent representation of the author as well.
We adapted HaRT in two ways. First, we try a frozen approach where we train using the message representation output from HaRT but only update weights of the classification layer. We call this approach HaRT CLS. Second, we allow a single transformer layer (the topmost layer) to also update its weights during fine-tuning, this variant is called HaRT CLS+Last Layer.

**RoBERTa.** Previous works have shown that contextual embeddings from large pre-trained language models can help improve downstream task performance (Matero et al., 2021a; Bao and Qiao, 2019). However, these models often output embeddings with a large number of dimensions, typically 768 or 1024, which can cause problems when training on small datasets (Li and Eisner, 2019; Bao and Qiao, 2019). Here, we leverage the dimensionality reduction approach proposed by V Ganesan et al. 2021, which suggests using RoBERTa embeddings (Liu et al., 2019) with PCA (Martinsson et al., 2011) to achieve the best performance in low data regime. Further, we incorporate techniques proposed in previous works on suicide risk-level assessment, such as modeling the title and message body of a post separately and concatenating them for a single representation (Matero et al., 2019).

To build our text representations, we extract separate transformer representations for title and body, from the second to last layer of RoBERTa. This allows us to keep highly relevant features, the individual words in the title, from getting underrepresented in the longer text from the body content. We then run our PCA reduction on each representation individually, down to 16 dimensions for title and 128 for the body, then concatenate them into a single representation of 144 dimensions. The number of reduced dimensions for title and body were chosen based on cross validation performance using 16, 64 and 128 dimensions. We observed no improvement in performance when increasing the dimensions for title from 16, but observed degradation in performance when decreasing the dimensions from 128 for the body.

Using dimension reduced RoBERTa (PCA-Roba) embeddings as a base, we build 5 separate models that each use different combinations of feature representations. (1) **Curr** uses only the current message as input features, (2) **Curr+Prev** uses both current and previous message representations concatenated, (3) **Diff** uses the difference in representation between the current and the previous messages as shown in figure 1, (4) **Curr+Diff** uses diff concatenated with only the current, and (5) **Curr+Prev+Diff** uses the current, previous, and difference representations all concatenated.

All feature representations are fit using a logistic regression model. To the exception of HaRT, experiments were performed using an open

| Method                  | IS   | IE   | O    | macro avg | Coverage-based |
|-------------------------|------|------|------|-----------|----------------|
|                         | P    | R    | F1   | P         | R             |
| Internal Validation     |      |      |      |           |                |
| HypLex                  | .00  | .00  | .00  | .84       | .46            |
| HaRT                    | .52  | .34  | .41  | .84       | .46            |
| CLS                     | .16  | .13  | .14  | .92       | .54            |
| CLS+Last layer          | .16  | .15  | .15  | .91       | .55            |
| PCA-Roba                |      |      |      |           |                |
| Curr                    | .09  | .09  | .09  | .90       | .52            |
| Diff                    | .44  | .34  | .38  | .81       | .53            |
| Curr+Prev               | .42  | .25  | .31  | .89       | .65            |
| Curr+Diff               | .38  | .26  | .31  | .88       | .63            |
| Curr+Prev+Diff*         | .42  | .34  | .37  | .89       | .65            |
| Test Set                |      |      |      |           |                |
| HaRT                    | .23  | .22  | .22  | .85       | .51            |
| CLS                     | .23  | .20  | .21  | .86       | .50            |
| CLS+Last layer          | .23  | .20  | .21  | .86       | .50            |
| PCA-Roba                |      |      |      |           |                |
| Curr+Prev+Diff*         | .42  | .27  | .33  | .86       | .65            |

Table 2: Results on internal validation and the test set for task A. IS, IE, and O refer to Switch, Escalation, and Ordinary classes respectively, and P, R and F1 refer to precision, recall, and F1 score. Best scores are highlighted. The variants of HaRT (Soni et al., 2022) refer to the fine tuning of the classification layer (CLS) and the last transformer layer (last Layer). The variants of PCA-Roba refer to the Current (Curr), Previous (Prev), and Difference (Diff) between the two on Roberta embeddings of text reduced using PCA. *The PCA-Roba (Curr+Prev+Diff) was turned in late due to technical difficulties.
Table 3: Results on the cross validation and internal validation set for task B. Best scores are highlighted. All the features were extracted for titles and message body separately. The OpenVocab consists of PCA reductions of the LDA Topics and 1-grams to 32 dimensions each. For Roba, we reduce 768 dimensions to 64 in case of contents and 16 in case of titles. HypLex is a set of 12 theoretical features as explained in §3.1. †: the drastically high F-1 score is likely from chance due to the very low sample sizes afforded for the user-level task.

| Features          | Cross Val F1(macro) | Internal Val F1(macro) |
|-------------------|---------------------|------------------------|
| 1gram             | 0.37                | 0.29                   |
| Roba              | 0.34                | 0.34                   |
| OpenVocab         | 0.39                | 0.60 †                 |
| OpenVocab, HypLex | 0.40                | 0.37                   |
| Roba, HypLex      | 0.36                | 0.35                   |
| OpenVocab+Roba, HypLex | 0.42              | 0.37                   |

3.2 Task B

Open-Vocab Features. We explore three representations of a user’s language for this task. First, N grams are extracted and normalized to obtain the frequencies, from the title and content for each user. The outliers are removed by retaining only the N grams that occur in at least 5% of users’ posts. Next, we use the N grams to build LDA Topics which are generated using open-source data-driven word clusters Schwartz et al. (2013). These provide 2,000 topics trained on a corpus of 18 million Facebook posts. Each user is represented by the probability of usage for each topic across these 2,000 dimensions. The topic dimensions are then reduced down to 32 using PCA.

Additionally, we again used PCA-Roba as described in task A with the same dimension sizes, title/body split, and extraction layer. However, for this task we process all individual messages uttered by a user and average the message representations to build a user representation.

HypLex The HypLex (§3.1) models were run on the N gram counts of the user to obtain the theoretical HypLex features for task B.

We use both Open-Vocab and HypLex features as inputs for a logistic regression model. Internally we tested various combinations of features for this task, but only a single model was selected to be evaluated on the test set.

4 Results

4.1 Task A

As can be seen in Table 1, the mental-health-related hypothesis-driven lexica (HypLex)—including depression, anxiety, anger and loneliness—show high β associations (standardized logistic regression coefficients) with the outcome variables of task A. The 12 HypLex features alone produce a macro F1 of .44 on the internal validation set (Table 2) which demonstrates the power of these machine-learning-based language models learned on person-level survey responses. Throughout, mood ‘switches’ (from positive to negative and vice versa) where more easily predicted than mood ‘escalations.’ The absence of language signal related to negative affect (anger, anxiety, stress, depression, loneliness) predicted ‘ordinary’ mood states, as did the presence of language signal of the three personality traits typically associated with positive affect: extraversion, agreeableness and conscientiousness. Perhaps surprisingly, the language model for the low-arousal negative affect state of loneliness proved to be more predictive of both mood switches and escalations than the language models for high-arousal negative affect states (such as anger, stress, and anxiety).

Generally, the performance of auto-regressive transformer models are poorer than auto-encoder transformer models in classification tasks (V Ganesan et al., 2021; Zhou et al., 2020). However, the results on the internal validation set in Table 2 suggest that HaRT (CLS) performs better than RoBERTa embeddings (PCA-Roba Curr), primarily accounting for the importance of encoding history into text representations, especially for tasks spanning the temporal dimension. However, HaRT CLS+Last layer doesn’t seem provide much improvement showing that fine tuning is not of much help. We would like to note that the hyperparameter values were chosen based on values reported in the paper due to the limited availability of time and computational resources.

It is evident from table 2 that the differencing approach of the PCA-Roba embeddings between the current and previous texts (PCA-Roba Diff) gives the best performance in capturing Switches on the internal validation set. However, the difference
feature is very poor at capturing the gradual mood change (IE). It was found that 93% of the IE class was predicted as ordinary when using only the difference feature. This could potentially be because the difference in post embeddings for gradual mood changes are much more gradual and smaller, and may be mistaken for no mood changes - whereas the difference in switches have much more obvious and large differences in post embeddings.

The previous text representation in context to the current (PCA-Roba Curr+Prev) vastly improves the model to identify escalations besides improving the detection of switches. Overall the concatenation of Curr, Prev and Diff performs the best by bringing the best out of these individual features.

The strongest baseline from (Tsakalidis et al., 2022a) for task A utilizing tf-idf features trained with a logistic regression scores macro F1 of 0.49 on the test set. All our models perform significantly better than tf-idf features, particularly in capturing the switches by using transformer based embeddings and factoring previous message’s representation for modelling the mood change.

4.2 Task B

The results on Table 3 suggests that using dimension-reduced RoBERTa (Roba) does not offer much advantage over dimension-reduced 1-gram features. This is likely due to the availability of small number of training samples where language models have shown to overfit (Bao and Qiao, 2019). The addition LDA Topics improves the performance of both 1 gram model (OpenVocab) and the Roba HypLex model (OpenVocab+Roba, HypLex) showing the robustness of the topics trained on large external dataset in such low data regime.

The HypLex features too slightly improve the performance in cross validation. We get the best result in cross validation when we combine all the three – PCA-reduced RoBERTa embeddings + 1grams, PCA-reduced LDA Topics and HypLex features (OpenVocab+Roba, HypLex).

However, in the internal validation, we find that the best performing model was PCA-reduced OpenVocab. Since the performance in the cross validation was similar for all the listed models, we chose OpenVocab for the final predictions for test set on Task B, which scored an F1(macro) of 0.35.

5 Conclusion

We presented two approaches to detecting mental state changes in users through (a) a recurrent transformer model (HaRT) that encodes messages within context of previous ones and (b) a logistic regression model that relies on RoBERTa difference embeddings along with previous and current text representations to capture change in language over time. Compared to using other representation types, such as theoretically motivated (HypLex) or traditional open vocabulary features (N grams, Topics), both approaches saw improved model performance when predicting changes over time. Further, we found that theoretically relevant lexical scores had large associations with the change patterns. It showed emotional stability correlating with no change, and loneliness, depression, stress, anxiety and anger being associated with the mood change.

6 Ethical Consideration

We used publicly available data stripped of identifiable information which was collected in a non-intrusive manner for mental health research. Secure access to the shared task dataset was provided with IRB approval under University of Maryland, College Park protocol 1642625 and approval by the Biomedical and Scientific Research Ethics Committee (BSREC) at the University of Warwick (ethical application reference BSREC 40/19-20). Individuals of the study team who ran the analyses for this work are certified to conduct Human Subject Research and complied with the non-disclosure agreement signed with the dataset providers.

The findings of this work are intended for fellow researchers in Computational Linguistics and Psychology to improve technology for mental health assessments. Around 14 million adults in the United States face severe mental health issues (NIMH, 2022) and a very large part of this is marginalized communities that are underserved (Saraceno et al., 2007). However, given the prevalence of these communities in social media (Center, 2021), technology-enabled solutions can assist in detecting and providing assistance in a timely manner to a more diverse group of individuals. This work is a part of the growing body of mental health research aimed at applications for improving well-being. However, this shouldn’t be deployed to use without collaboration of clinical practitioners.
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