Automated system for dispatching the movement of unmanned aerial vehicles with a distributed survey of flight tasks

Abstract: Over the past decade, unmanned aerial vehicles (UAVs) have received increasing attention and are being used in the areas of harvesting, videotaping, and the military industry. In this article, the consideration is focused on areas where video recording is required for ground inspections. This paper describes modern communication technologies and systems that enable interaction and data exchange between UAVs and a ground control station (GCS). This article focuses on different architectures of communication systems, establishing the characteristics of each to identify the preferred architecture that does not require a significant consumption of resources and whose data transmission is reliable. A coherent architecture that includes multiple UAVs, wireless sensor networks, cellular networks, GCSs, and satellite network to duplicate communications for enhanced system security has been offered. Some reliability problems have been discussed, the solution of which was suggested to be a backup connection via satellite, i.e., a second connection. This study focused not only on the communication channels but also on the data exchanged between system components, indicating the purpose of their application. Some of the communication problems and shortcomings of various systems, as well as further focus areas and improvement recommendations were discussed.
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1 Introduction

Unmanned aerial vehicles (UAVs) are airborne vehicles that can fly without a crew on board and are controlled remotely from the ground [1]. It can operate autonomously, depending on its pre-programmed software, or it can be monitored and controlled remotely from the ground by a system built into a ground control station (GCS). Over the past few decades, the popularity of UAVs has grown steadily. Today, more than 1,000 models of UAVs are developed in many countries around the world, serving as essential
assistants in a wide range of military and civilian applications [2–4]. Accordingly, the use of UAVs is in demand in such industries as detection and monitoring of forest fires [5], meteorological services [2], aerial photography [2,5], mapping [6], parcel delivery [7], video shooting [8], the rescue of people and in precision agriculture [9,10], etc.

Besides, one Facebook project uses drones to deliver the Internet to isolated areas [11]. In addition, UAVs enable searching for missing people [12] since the latest developments of UAVs have been used for search and rescue works [13]. One of the important applications of UAVs is the military sphere. Because of its small size, increased stealth, and ability to receive commands in real-time, UAVs are used to control hostile areas and borders [14]. UAVs can easily be used to fight terrorism without losing human lives in various scenarios as the pilot is secure. In this context, the task of observing and controlling UAV flight in real-time will involve the use of several data types obtained from telemetry and payload subsystems, as well as commands to be sent from a ground station to control the UAV. This exchange of data between the UAV and the GCS requires a reliable, broadband, and high-performance wireless channel for real-time communication and distributed data exchange.

As the scope of UAVs application is expanding every year, and the demand for the use of this technology is increasing, the safety of the data channel between UAVs and GCS is an important and relevant issue, having a great influence on system performance and accuracy of the tasks. Besides, the implementation of new innovative technologies for control systems and autonomous mode is also relevant.

1.1 Literature review

Recently, numerous researching works and projects related to UAV communication have been performed. In ref. [15], the authors investigated the characteristics and requirements of communication networks for UAV civil use and classification specified by the aims of the UAV application, their technical characteristics (built-in sensors), and data transmission speed (depending on the type of data sent and the distance between the two nodes). Currently, the UAV’s design includes many sensors and processors that can deliver high-quality, real-time observations and images. Consequently, UAVs are increasingly used for aerial photography [16,17], field mapping [18], and the study of hard-to-reach areas [19]. Furthermore, the use of drones greatly reduces the cost of research, and increased flight time and enhanced capabilities for easy launch can only contribute to expanding their application areas.

In ref. [20], the author proves that because of the multifunctionality and specific features of UAVs, the use of drones is very successful in traffic surveillance. The Airborne Video Surveillance System was aimed to monitor remote rural areas of Florida using a camera-equipped UAV and to identify the potential benefits of using UAVs for monitoring traffic and collecting information on the condition of the highway. In ref. [21], the author focused on the architecture of using multiple UAVs. The relationship between multiple UAVs is the most important task in the system. Using a special network between the UAVs is an ideal solution. For this purpose, the author introduced the concept of the FANET (Flying Ad-Hoc Network).

In ref. [22], the authors implemented the equipment and the implementation of the GCS layout, which controls a semi-automated flight of UAVs. This development using the MAVLink protocol enables the operator to program the flight path, view the current telemetry data, and set the requirements for the flight parameters (direction, altitude, and speed). However, the results of the study showed that the project commercialization requires refinements to optimize the hardware and programming part, including GPS receivers, SQLite database, CSV or XML file, recording and storage of information, etc. The use of the software-defined network (SDN) as on-demand forwarding switches in UAVs can provide efficient management and fast service handover by reducing service handover delay, E2E delay, and service signals [23]. According to the simulations of various service transfer scenarios in a 5G network [24], including various network elements, the SDN-based service transfer scenarios are shown to perform better than existing 4G-LTE service transfer for UAVs.
In ref. [25], the researcher compared also the FANET with another unique network, the role, and transmission of data between different modules. Then, comparing different communication architecture (direct architecture, cellular architecture, and UAANET architecture), as well as mentioning their strengths and weaknesses, the authors suggest that the most appropriate architecture is UAANET (UAV Ad-Hoc NETwork). The characteristics, advantages, and projects involved have been mentioned, and the routing protocols used in UAANET, security problems to be considered, and possible options to improve the security of UAANET routing protocols have been discussed.

In ref. [26], the authors published an overview document on important issues related to UAV communication networks. First, the characteristics of existing special networks such as MANET, VANET, and UAV have been compared. Then, the UAV networks have been classified according to the topology (based on infrastructure or Ad-Hoc), architecture (Star or Grid), and if the UAV act as a server or a client, etc. Afterward, a discussion on the existing routing protocols (which are classified as static, proactive, reactive, and hybrid routing protocols) has been performed to select the most appropriate one for the UAV networks, taking into account several issues such as power consumption, limited UAV lifetime, and network dynamics.

1.2 Task setting

Following the aforementioned, existing research efforts have been focused on the impact of UAV deployment and the relationship between UAVs. However, little information has been provided in the literature on the safety and various approaches to communication between the UAV and the GCS, which is an important aspect for precise and correct use of these technologies in military and civil areas. Therefore, the main objective of this article is to investigate different architectures that provide a reliable and secure link between the UAV and the GCS.

In this regard, the main tasks of the study were:
1) to study recent developments and research results of the UAV and GCS communications systems; to describe the system architectures with the various components and the interactions between them;
2) to determine the communication channels established between the different components; to consider different communication models that can be used between the UAV and the ground terminal; to examine the information flows between the UAV and the GCS, defining the protocols and structures of the data frame;
3) to explore the different network technologies that may be candidates for connectivity in the proposed coherent architecture;

The study results can contribute to establishing some of the communication problems and shortcomings of the systems under study, as well as identify further focus areas and improvement recommendations.

2 Overview of UAV-GCS connection

This section presents main characteristics and properties of the communication system model, routing and communication security features.

Within the wireless network model, the UAV acts as a dynamic object (flying) with great mobility. In addition, in the network model, the UAV can be connected decentrally via UAV–UAV and UAV-GCS wireless communication, where the UAV can be directly controlled.

In the UAV-GCS communication system, the network requirements are highly dependent on the purpose and direction of the drones because of the high mobility and change in the dynamic topology of the drones [27]. For example, in a disaster area, UAVs can be used as repeaters to ensure less communication disruption. When using the system for military purposes, the drones should move unpredictably for the
enemy, and the UAVs are controlled centrally through the GCS [28]. For this purpose, a secure communication protocol shall be provided in this network.

Routing protocols in the UAV-GCS network are divided into three main subcategories, depending on the routing methods used [29]:

1. topology-based routing protocols,
2. swarm-based routing protocols,
3. position-based routing protocols.

High mobility rate and dynamic changes in UAV’s topology make it difficult to design a routing protocol, resulting in high package loss and low package delivery ratio. In such a network, each UAV must be provided with global knowledge of the dynamic network topology in real-time.

The risk of a routing attack in the system is also unavoidable and can lead to a broken drone trajectory or other consequences. Therefore, a security mechanism based on authentication and identification of objects and users in the control system is required [30]. In addition, a secure authentication mechanism can be used to detect any type of attack.

3 The UAV-GCS system communication architecture

The observation task requires synchronization and interaction between the UAV network and the wireless sensor network (WSN). Thus, the multi-system communication architecture, as shown in Figure 1, has been examined. Depending on the different tasks, the architecture will contain three networks:

- Air Ad-Hoc network for communication between drones;
- Ground-based WSN representing an interactive set of sensors installed in the geographical area at ground level for monitoring and collection of various data, such as humidity, temperature, and pressure, in autonomous mode.
- Mobile network that provides communication between the base station (BS) and the UAV or the GCS command center. This network acts as a transponder between the GCS and UAV networks.

The architecture includes the GCS, also known as the Flight Planning and Control Station [31,32], and is the operational command center for the UAV. The GCS allows the user to create a mission and administer the drone flight, which facilitates the observation of the UAV as the station collects and displays all the data on the drone status, the current command, and telemetry data.

Figure 1: The monitoring architecture of several UAVs [20].
To date, a great variety of GCSs that can be used for different purposes is available worldwide as civil and military applications [33]. Moreover, GCS can be software and have open source such as Mission Planner (Windows, Mac OS X, Linux), APM Planner 2, and MAVProxy [34]. Moreover, there are autopilots (such as Ardupilot) with their own Control Station software (Ardupilot Mega Planner) [35,36]. This surveillance system combines six communication lines (Figure 1):

- L1 is a communication line between multiple UAVs, usually based on IEEE 802.11.
- L2 is responsible for communication between the BS and the UAV.
- L3 communication line between wireless sensor network and BS.
- L4 channel of communication between two nodes of WSN.
- L5 communication line between BS.
- L6 communication lines between GCS and BS.

The information must be continuously transmitted from the UAV to the GCS to control the UAV, i.e., there must be a bi-directional communication between them, providing telemetry, and sending commands in real-time. The communication line from the UAV to the GCS is intended for telemetry. It contains flight data collected by the drone, such as geographic location and streaming video captured by the camera during the flight. The communication line from the GCS to the UAV sends the UAV control commands (e.g., changing the UAV direction).

3.1 The UAV signal processing architecture

As the tasks (targets) in which drones are used are important, the communication between the UAV and the GCS must work in the protected spectrum. Besides, a backup satellite communication line should be created. The main link is implemented via LTE or 5G, which is preferable because of low latency reasons. However, a reserve connection increases reliability. Advanced security mechanisms should also be used to avoid a situation when unauthorized users intercept control of the UAV. Figure 2 illustrates the architecture of multiple UAV controls.

![Figure 2: Scheme of the UAV signal processing architecture [33].](image-url)
There are different communication architectures (network topologies) for establishing communication between UAVs and ground terminals [33,37], which can be divided into two categories: star and grid [38,39] (see Figure 3).

The “star” topology is based on an infrastructure where each UAV is directly connected to a central hub, which is usually a fifth-generation BS (see Figure 3). Thus, all flows are centralized, but the BS cannot exchange data with an UAV out of range. In addition, the UAVs are not directly connected, even though their actions must be synchronous to avoid collisions.

For this purpose, the connection between several UAVs passes through the BS, which in this case leads to a long delay in signal transmission. A network topology integrating two or more “star” communication architectures is called an “extended star.” In this architecture, several groups of UAVs are interconnected, and for each group, there is a node CGS, which is responsible for data exchange and is directly connected to the BS and. To exchange data between multiple groups of UAVs, the data must pass through the BS. The problems of this network topology are high latency and high bandwidth requirements for the communication line. Besides, if the BS fails, the entire network also breaks down.

Another type of communication architecture is a cellular topology. In this network topology, there is no centralized communication with the BS, i.e., each UAV can act as a transponder and can transmit data between other UAVs without passing through the BS. This topology is based on Ad Hoc (Figure 3), i.e., there is only one UAV, called mainstream, directly connected to the BS, which acts as a gateway between the BS and other UAVs. It collects data from the UAV and transfers them to the BS, simultaneously sending commands and information from the GCS to the UAV.

The specifics of this network topology are the presence of a single connection between the BS and all the UAVs. Another topology, similar to the “extended star” is an extended grid network, which also contains several groups, but all of them can transmit data to each other directly, without the need to connect through the BS, and, as mentioned earlier, there is only one gateway to the UAV in direct connection with the BS (Figure 3). The advantages of grid topology are the support of communication between the UAV, even when the BS failed, and less bandwidth for data transmission for the communication line between the UAV and the BS. As already mentioned, a huge amount of information is transmitted between the UAV and the GCS, which can be divided into service data and measured data.

Service data are the information exchanged between the UAV and GCS, including control commands, status, reports, as well as all data for the UAV management. The details collected by sensors onboard during the flight are classified as data that can be presented in various forms [40]. The main data are images and videos taken by different types of cameras (optical, thermal, etc.). Because of the high speed and stability of the network, these images and videos are transmitted to the NSU in real-time and displayed to the pilot allowing for a correction of UAV actions. In addition, UAV transmits other information such as its speed, battery charge level, altitude, and current flight mode.
4 Discussion on security of routing protocol

The exchange of data between the GCS and UAV is determined by various protocols, such as the MAVLink protocol (Micro Air Vehicle Link), which is the most standardized communication protocol used in the data channel for the UAV, or STANAG 4586 protocol. The MAVLink is an open-source protocol used to exchange messages between autopilot and GCS [41,42], i.e., it receives telemetry data from the UAV and transmits control and navigation commands.

The MAVLink [43] presents a list of the available common MAVLink messages set, executed by the majority of GCSs and autopilots. MAVLink is a simple protocol tested on several platforms of the UAV and numerous software for the GCS. It can communicate between 255 UAVs controlled by only one UAV. The minimum package length in the MAVLink protocol is 8 bytes, and the maximum – 263 bytes at full payload. Figure 4 shows the structure of the MAVLink command, and Table 1 shows a detailed description of this MAVLink package.

Fig. 4: The structure of MAVLink command.

Table 1: Details of the MAVLink package

| Region  | Meaning            | Target                                           |
|---------|--------------------|--------------------------------------------------|
| STX     | 0xFE               | Indicates the beginning of a new package         |
| LEN     | 0–255              | Specifies the length of payload                  |
| SEQ     | 0–255              | Includes package loss detection                  |
| SYSID   | 1–255              | Includes package loss detection                  |
| COMP    | 0–255              | Defines the number of interacting UAVs           |
| MSG     | 0–255              | Defines the message to be sent                   |
| PAYLOAD | 0–255              | Messages data                                    |
| CKA     |                     | CRC options                                      |
| CKB     |                     |                                                  |

Security is crucial for any communication protocol to guarantee the reliable and safe transmission of data between network components. However, the MAVLink protocols have security gaps, and the researchers are addressing these problems [44–46]. The previous section focused on the architecture of communication between the UAV and GCS. The various network topologies available for different application purposes were presented, followed by mentioning a data exchange. As follows from the architecture presented in Figure 1, numerous network technologies can be applied in the communication system between the UAV and GCS. Table 2 highlights the principal characteristics of different communication technologies, which allows classifying them by range and speed of data transmission. Thus, for short-distance communication, the WIFI (802.11) or ZigBee is suitable, i.e., cellular network, WiMAX, or satellite communication is preferable to cover a large area. In addition, the bandwidth requirements for video and images are not the same as for commands or GPS data. Therefore, when selecting network technologies, the purposes of UAV usage should be taken into account.

This article discussed the standard architecture and the interactions between GCS and UAV. However, some issues are disabling their successful practical use, namely: Ubiquity: users must control the UAV and access the UAV system at any time from any device. Limited resources: A surveillance task requires a lot of data, while the UAV has limited storage and power capacity. Therefore, an architecture that does not...
| Technology            | Theoretical speed | Range                      | Advantages                                      | Restrictions                                                                 | Data traffic                                      |
|-----------------------|-------------------|----------------------------|-------------------------------------------------|-----------------------------------------------------------------------------|--------------------------------------------------|
| Satellite [1,47]      | 10 Mbps output; 1 Gbps reception | All over the earth          | Broad coverage provides communication in all areas; high speed | Limited bandwidth; high delays; low data transfer rates; high cost          | Real-time processing                              |
| IEEE 802.11(a,g)      | 54 Mbps           | 30 m                       | High speed                                      | Limited range; limited user support                                        | Control commands; telemetry data from UAV sensors |
| IEEE 802.11(b)        | Up to 11 Mbps     | 75–100 m                   |                                                 |                                                                           |                                                  |
| IEEE 802.11(n)        | Up to 300 Mbps    | 75 m                       |                                                 |                                                                           |                                                  |
| IEEE 802.11(ac) [1,48,49] | Up to 866.7 Mbps | 35 m                       |                                                 |                                                                           |                                                  |
| GSM                   | Up to 9.6 kbps    | Depends on the BS (from 1 to several km) | Extended coverage duplication; one infrastructure for multiple UAVs | High cost                                                                     | Control commands; telemetry data from UAV sensors (pictures and video) |
| GPRS                  | Up to 144 kbps    |                            |                                                 |                                                                           |                                                  |
| UMTS                  | Up to 2 Mbps      |                            |                                                 |                                                                           |                                                  |
| LTE                   | 1 Gbps            |                            |                                                 |                                                                           |                                                  |
| 5G [1,50]             | 10 Gbps or more   |                            |                                                 |                                                                           |                                                  |
| WiMAX [50,51]         | 70 Mbps           | Up to 50 km                | High bandwidth; low cost; easy to use; high mobility | Interference issues                                                           | Control commands; telemetry data from UAV sensors (pictures and video) |
| ZigBee [52]           | 250 kbps          | Up to 30 m                 | Low cost                                        | Low data transfer rate; short range coverage                                | Control commands                                 |
| Bluetooth             | 1 Mbps            | Up to 30 m                 | Low cost                                        | Low data transfer rate; short range; low safety                             | Data transfer between UAVs                        |
consume their resources is preferable. **Real-time management**: UAV task allocation, mission status monitoring, and flight path must be provided in real-time. Moreover, unmanned aircraft require real-time communication with each other to indicate their location and status to provide common work and complete the mission. **Reliable connection**: drones require a permanent connection and a reliable communication channel.

However, the communication network may not be available, especially in remote areas. Besides, data must be transmitted securely and protected from external attacks. **Scalability**: adding a new component to the system must be safe and easy. Therefore, in urgent cases, a new UAV be attached to the mission directly in real time, if needed. It has been established that this architecture must be improved to meet the requirements. On the other hand, new concepts such as the Internet of Things (IoT) [53], Cloud [51], and SDN [52] have gained popularity recently as they have become applicable in many industries, including the UAV network, because of their extended functionality.

In fact, IoT is responsible for establishing and facilitating communication between things via the Internet. The Cloud provides flexibility and accessibility from any place at any time, as well as storage and computation of data collected from devices over the Internet. Finally, the SDN, which is responsible for managing the heterogeneous environment, ensures synchronization in the network. Therefore, future research will focus on these concepts, which are becoming more and more complicated to solve the restrictions and problems of a UAV network system.

### 5 Conclusion

The paper presented the analysis results on the features of communication system architecture for UAV control using GCS. It was shown that an effective and autonomous drone control system from the ground terminal requires a minimum of six communication lines. The analysis of different communication topologies revealed that the communication configuration can vary from “star” to “grid” topology depending on the purpose and the security level of data transmitted. Some reliability problems were discussed, the solution of which can be the use a backup connection via satellite, that is, a second connection. The study of the basic characteristics of different communication technologies showed that for short-range communication, the WIFI (802.11) or ZigBee cellular communication are suitable, while WiMAX or satellite communication is preferable for covering a large area. However, some problems hindered the successful practical use of UAV control systems, such as limited access to the UAV system, limited resources, real-time control possibility, and reliable connectivity. These problems can be solved by applying SDN and IoT technologies in future research.
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