ABSTRACT

Joining records with all other records that meet a linkage condition can result in an astronomically large number of combinations due to many-to-many relationships. For such challenging (acyclic) joins, a random sample over the join result is a practical alternative to working with the oversized join result. Whereas prior works are limited to uniform join sampling where each join row is assigned the same probability, the scope is extended in this work to weighted sampling to support emerging applications such as scientific discovery in observational data and privacy-preserving query answering. Notwithstanding some naive methods, this work presents the first approach for weighted random sampling from join results. Due to a lack of baselines, experiments over various join types and real-world data sets are conducted to show substantial memory savings and competitive performance with main-memory index-based approaches in the equal-probability setting. In contrast to existing uniform sampling approaches that require prepared structures that occupy contested resources to squeeze out slightly faster query-times, the proposed approaches exhibit qualities that are urgently needed in practice, namely reduced memory footprint, streaming operation, support for selections, outer joins, semi joins and anti joins and unequal-probability sampling. All pertinent code and data can be found at: https://github.com/shekelyan/weightedjoinsampling

1 INTRODUCTION

Collecting random samples has long been a vital tool to understand and analyse an underlying data population. The role of random sampling (unlike some quick-and-dirty heuristic sampling techniques [19, 21, 32, 33]) is to provide a representative surrogate for the data population of interest with well-understood statistical properties that can be handed off directly to any systems or users. Obtaining representative surrogates has become particularly pressing in the era of big data, where complex operations over massive data sets become prohibitively expensive. Within the database literature, sampling is the key underpinning technology of approximate query processing (AQP) engines such as VerdictDB [40] and QuickR [27]. Similarly, random samples are used for more advanced inferential analytics tasks, such as for training statistical and machine learning models, e.g., learned AQP engines depend on such samples [23, 34] and optimal subsampling [54, 56–58, 61] for tasks like logistic regression rely on unequal-probability samples.

Why random sampling over joins? Joins of tables are a fundamental operator in relational database management systems, NoSQL databases, and in many analytics applications where data is spread across a variety of heterogeneous data sources. Unfortunately, multi-way joins can become excessively expensive, especially for very large tables, when join attributes are not keys and when they feature many-to-many relations. Fortunately, a random sample of the join result would be more than sufficient for many applications, for the reasons outlined above. The natural question that arises is then: Is sampling able to avoid the high costs of computing join queries? Although efficiently collecting random samples for a single base table is trivial, collecting a random sample over a join of tables remains a formidable challenge.

Why weighted random sampling over joins? Weighted random sampling allows users and systems to weigh potential join results such that if a row in the join result has twice the weight of another, it is twice as likely to be included in the sample. Sampling with probabilities proportional to weights is not just some exotic variation of the sampling problem, but rather the
inevitable response to a large variety of modern day requirements that cannot be meet with uniform probability sampling:

- **Privacy-Protection.** In privacy-preservation frameworks for query-answering such as differential privacy [14] with various database applications [13, 30, 35, 37], any non-random selections based on user-derived selection predicates violate the formal privacy requirements. In contrast, weighted sampling satisfies the requirements as long as the weights are sufficiently robust to individual users.

- **Stratified Sampling / Join over Selections.** Join rows violating column-wise selection predicates can be assigned a weight of zero via column-based weights. Hence, weighted sampling can be used to collect stratified samples, e.g., as needed by AQP systems [7, 27, 40].

- **Probability proportional to size (PPS) sampling.** A common sampling design samples larger groups proportionally more likely [39, 44, 50] which is needed for sampling over groups of records.

- **Data exploration.** Weighted sampling allows smoother types of selection as a function of data values with no hard cut-off, which allows to prioritise more relevant entries, e.g., featuring larger sales volumes, more recent sales or sales closer to a location. Similarly, it makes it easier to sample outliers as instead of having to know the parameters of an outlier, it suffices to weigh expected entries lower. Thus, weighted sampling is utilised for scientific discovery in observational data [48].

- **Aggregations.** Weighted sampling can be more accurate for aggregations on attribute values. For instance, a random sample biased towards larger values is more accurate for aggregation functions such as SUM, since they have a bigger impact on the SUM aggregate. Unequal sampling probabilities are widely used for statistical estimators [6, 46].

How are the weights expressed? It is assumed in this work that the join result weights come from functions provided by the user that typically map each column value to a weight and the total weight is then the product of these column value weights. For instance, for a join of a table that keeps track of sales with a table that details everything about the sold items, the user can decide to weigh the sample based on number of sales multiplied by the price of the items. While the proposed approach also supports the less common case, where rows of base tables are given weights that are not products of column-based weights, it does not go as far as supporting arbitrary weights for join rows.

---

1. **Contributions.**

An overview of the proposed approach can be found in Figure 1. Weighted random sampling over the join rows is formalised through a multinomial sampling design [5, 12, 18, 24, 29, 45], which samples with-replacement with probabilities proportional to weights. This means each sampled join row is sampled independently and there can be repetitions of join rows. In order to compute aggregate weights of by-table-groups the problem is formulated as a graph problem that can be solved with an approach akin to dynamic programming. Unlike prior work [8, 47, 62], the proposed framework for multi-way joins (cf. Section 3) is sufficiently expressive to also support outer joins and semi/anti joins and only requires stream-based access to the tables. The aggregate weights are then plugged into a multinomial sampler. For this purpose an online multinomial sampler is proposed (cf. Section 5) to collect multiple sampled join rows at once without requiring multiple passes over the main table. The online multinomial sampler faces a unique set of problems and although some works deal with similar instances of the problem [26, 51], the problem has not been previously solved apart from some naive methods. Finally it is shown how to correctly and efficiently utilise statistical methods to check if a sample follows the intended distribution (cf. Section 6), discuss how everything ties together with existing works (cf. Section 7) and conduct an extensive experimental evaluation (cf. Section 8).

The experimental findings are that the proposed sampling approaches require much less memory than building indexes, typically by a factor of 10. Even if one is fortunate enough to have indices already in place, then the proposed approach is actually not much slower. However, in the more likely case that pre-built indexes are not available, the proposed approaches are up to two times faster.

1. **Limitations.**

As an open problem remain general cyclic joins that might be insurmountable due to their relationship with other hard problems such as triangle counting (see also [10]). Essentially, the state-of-the-art as in [47, 62] is to reduce the problem to acyclic joins and then purge rows violating the cyclic join. Clearly, this presupposes that a reasonable fraction of the rows from some acyclic join does not violate the cyclic join. Hence, if this gamble works out or not is completely data-dependent. For sake of completeness, strategies for cyclic joins are also laid out and evaluated (see Section 3.4), but as there is only limited benefit to solving some handful problem instances that are unlikely to be representative, the focus of this work lies primarily on acyclic joins. Such joins are challenging on their own in case of many-to-many relations (cf. Figure 2) that can lead to a vast increase in the join size (cf. Table 2).

1. **Background on Join Sampling.**

The naive approach to first compute the join and then sample from the join result (either using inversion sampling or weighted reservoir sampling [17]) largely defeats the purpose. To first sample and then join only produces a (simple) random sample if all join attribute values are distinct, but even then it is typically not useful as the resulting sample is too small (see also [1, 8]).

Inversion sampling (popularised by Smirnov [49] over 80 years ago) is as simple as uniformly drawing a random number between 0
and 1 and plugging it into the inverse of the cumulative distribution function (cf. Figure 4). The uniformly drawn random number is used as a normalised rank and the join at that rank is retrieved using the inverse function. While for joins with just a single join attribute one could sort all base tables by that attribute and systematically jump through the join results, it is not clear if this could be done for multi-way joins.

Rejection sampling (popularised almost 70 years ago by Von Neumann [55]) modifies the ratios between selection probabilities by rejecting each element with an individual probability. For instance, suppose one element is twice as likely as the other one, but one would like to reverse this ratio, one could always accept the initially less likely one and reject the other with probability 3/4. Similarly, if one wants to go from simple random sampling to weighted random sampling, one could always accept the element with the maximal weight and accept an element with half the maximal weight half the time. The acceptance rate is then roughly the ratio between average and maximal weight, which is often very small.

Join synopses (introduced by Acharya et al. [1] over 20 years ago) focus on so-called foreign key joins where one can order the tables, such that each row in the first table joins with exactly one row in the second table and so on. Thus, one can just sample from the first table of that order and follow the links (see also Linked Bernoulli Synopses [20]). As user-defined weights (or even selections) can destroy these links and become known at query time, this approach would need to be used with very large sample sizes and augmented with rejection sampling to utilise it in the weighted setting.

Zhao et al’s recent approach [62] has been the first method for random sampling over multi-way joins. The basic idea is to start out with an approximate distribution (or the exact distribution as in the “exact weights” method) generalising ideas from Chaudhuri [8] and then applying rejection sampling as in Olken’s method [38] to obtain the correct distribution. While this generalises both Chaudhuri’s and Olken’s method into a single framework for multi-way joins, the approach heavily depends on index for join attributes, solely focusing on sampling times, while other key practical considerations (such as memory usage and index availability and building time/space costs) are overlooked. The single other approach is [47] which interestingly links the problem to probabilistic graphical models, but is again limited to uniform weights with a singular focus on query-time. Critically, as published these methods are limited to simple random sampling.

Another important concept is superset sampling. In this context the superset would contain all join results, but also additional cross product rows that violate some join conditions. As non-join rows are dropped later-on, the final probability of selecting them is zero and any proportions between join row probabilities are maintained. For instance, the results of a cyclic join are a subset of results of an acyclic join that satisfies an additional join condition. As pointed out in [62], one can sample from a superset acyclic join and then drop any non-cyclic results. In this work, this idea is used for acyclic joins to reduce the memory footprint. If join conditions over equal attribute values are replaced with join conditions over equal hash values of attribute values, one can reduce the bookkeeping from per-attribute-value to per-hash-value and vastly reduce the memory footprint.

Figure 2: Taxonomy of different types of joins

Figure 3: Running example: Acyclic six-way join (FA 11 ABV1 BC1 CD) MAG1 GH where B from AB’s B is a foreign key in BG and BG’s G is a foreign key in GH. BC’s B is simply a key.

Figure 4: Inversion sampling draws from a distribution with distribution function F by generating a random value u ∈ [0, 1] and then selecting \( F^{-1}(u) = \arg \min_{x \geq u} \{F(x) \geq u\} \).

2 PROBLEM SETTING

The running example throughout the paper can be found in Figure 3, where the foreign-key appendages BG and GH are often omitted as they can be thought of as additional columns of AB. Since the
example also features outer joins, null values are treated like special rows that can be assigned different weights for each table. The table $AB$ will serve as the main table throughout this work, which is typically picked as the largest table. In the proposed stream method (Section 3), only one sequential scan over the main table is needed, while two scans are needed for the other tables.

2.1 Formal Definition

Definition 2.1 (user-defined weight function). A user-defined weight function $w$ maps any base table row (vector) $p$ to a user-defined positive real $w(p)$ and for any combination of base table rows $w(\rho \times \tau \times \ldots \times \gamma) = w(\rho) \cdot w(\tau) \cdot \ldots \cdot w(\gamma)$.

It is often convenient to express the weights over base table rows as products of per-column weights, which if not specified are simply set to 1. Some care is required to not “double-count” join columns as they appear in multiple base tables. Selection operators over base tables can be expressed as weight functions, i.e., selected rows are mapped to 1 and non-selected rows are mapped to 0.

Definition 2.2 (weighted random sample (with-replacement) over join queries). A weighted sample (with-replacement) of size $n$ from a set of rows $\{\beta_1, \beta_2, \ldots, \beta_N\}$ with weighting function $w$ is a (sparsely represented) frequency vector $\{x_1, x_2, \ldots, x_N\}$ that follows a multinomial distribution with $n$ trials and normalised weights as event probabilities $p_1, p_2, \ldots, p_N$, i.e., $x_i = w(\beta_i) / \sum_{j=1}^{N} w(\beta_j)$.

The rows $\{\beta_1, \beta_2, \ldots, \beta_N\}$ are in this case the result of the join query. If there are just two rows, the multinomial distribution has just two events and becomes simply a binomial distribution. Simple random sampling is a special case with $p_i = 1/N$. An acyclic/cyclic join query is in this work defined via a graph where each node is a table and each edge indicates that two tables are joined. In case of an acyclic join query, the join graph is a tree whereas in case of a cyclic join query, the join graph has a cycle (e.g., in Figure 9 “QX” is acyclic, whereas “QY” is cyclic).

2.2 Desiderata

Weighted: A weighted sampler independently samples join rows with probability proportional to the product of arbitrary base table row weights.

Note that this definition is limited to weights that can be factorised over base tables, because sampling decisions otherwise would have to be postponed until a join row is completed. Arbitrary weights can still be achieved in post-processing through rejection sampling, but the effectiveness of the post-processing technique will depend on how close the existing probabilities come to the needed ones. One would expect this gap to be significantly decreased for factorised weights that aim to approximate the complex weighting functions.

Efficient: An efficient sampler performs for acyclic joins $O(T + n)$ operations and stores at most $O(T)$ values, where $T$ is the maximal table size and $n$ is the sample size.

As any sampler needs to process all base tables and generate all samples, $O(T + n)$ is optimal. While storing $O(T)$ values is not optimal, it is not an onerous requirement. The restriction to acyclic join queries is needed, as it is not known (and one might conjecture the opposite) if such a sampler can exist for cyclic join queries.

Ad-hoc: An ad-hoc sampler behaves as if the data is generated at query time.

While the data likely exists in some form before query-time, in many cases it is only brought into the query-relevant form at query time, as it either needs to be assembled or modified. For instance, different users might have different access to the data and some sensitive parts might have to be masked before it is handed over to the user. The ad-hoc property excludes precomputed indexes or other data preprocessing techniques. In this way, the “ad hoc” desideratum avoids the time/space costs related to building and storing indexes.

Streaming: A streaming sampler stores no previously seen rows completely unless they are sampled, accesses all tables at most twice as an unordered stream of rows and accesses one of the tables at most once.

The streaming setting typically implies just one pass over the data with insufficient memory to record the stream. When joining streams of rows, this is generally not possible as each new streamed row can turn any previous non-join row of another stream into a join row. For this reason, the single-pass condition only applies to one stream and allows other streams to be passed twice, which is optimal. Multi-pass streaming is still desirable as stream access is a universal interface and lends itself to embarrassingly parallel algorithms.

In this work, a “practical sampler” is sought after that satisfies all these outlined properties, practical in the sense of a fully functional implementation with an empirical performance that is reflective of the asymptotic complexities, i.e., no large hidden constants. As shown in Table 1 none of the existing works manages to satisfy all of these properties even for equal probabilities. Prior works do not support weighted sampling as published. As mentioned, [47, 62] are efficient samplers, but assume memory-resident data with precomputed indexes.

In the experimental section of this work one can find an implementation that modifies the proposed methods to use an index. While it comes fairly close to generalising [62] to weighted sampling, it admittedly is more of a generalisation of proposed methods to using an index. Thus, it could be speculated that it should not be too hard to generalise prior works, but it has not been rigorously explored in this work.

Table 1: Desiderata Checklist

| Approach     | Weighted | Efficient | Ad-Hoc | Streaming |
|--------------|----------|-----------|--------|-----------|
| With-Index [47, 62] | ✓ ✓ ✓ | ✓ ✓ ✓ | ✓ ✓ ✓ | ✓ ✓ ✓ |
| Rejection [55] | ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ |
| Inversion [49] | ✓ ✓ | ✓ ✓ | ✓ ✓ | ✓ ✓ |
| Proposed     | ✓ ✓ ✓ | ✓ ✓ ✓ | ✓ ✓ ✓ | ✓ ✓ ✓ |
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3 STREAM JOIN SAMPLER

3.1 Introduction

The basic idea of join sampling approaches is to extend a tuple table-by-table. For a uniform sample, the extension must be drawn with probability proportional to the size of the (sub)join of a tuple with the tables downstream \[8, 62\]. This insight carries over to weighted join sampling, where the probability must be proportional to the total weight of the subjoin. In \[62\] a tuple-oriented approach is taken to satisfy this constraint, where tuples are individually extended table-by-table, which is reliant on random access and index structures. Note that despite the use of indices \[62\] still requires time linear in the size of the tables to collect the full sample. Hence, this work instead proposes a table-oriented approach, i.e., tables are scanned sequentially one-by-one. Intuitively, this is achieved by processing all extensions by one single table in one go akin to breadth-first-search, rather than extending each tuple by all tables akin to depth-first-search. The foundation of such an approach is a proposed multipartite graph formulation that adds support to weighted sampling, non-equi joins, outer joins, selections, semi- and anti-joins (none of which are supported in prior work \[8, 38, 47, 62\]).

Notation. Throughout this section, table names are used that match the columns, e.g., if a table has columns \(A\) and \(B\) the table will be called \(AB\). If two tables have the same column name and are joined together, the join conditions will be to enforce equality across all columns with the same name as in a natural join. For attribute values of table rows for a column instead the lower case \(x\) is used to denote various independent values of a column \(X\).

3.2 Multipartite Graph Formulation

Graph formulation. In order to more easily reason about not just inner joins, but also outer joins, it is useful to formulate the join operation through a graph, where rows and join attribute values form a multipartite graph with one partition of nodes per table and join column.

An example of such a multipartite graph for a two-way join can be found in Figure 5. The nodes of the graph are:

- **Row nodes**: Each table is a set of nodes, one node for each row, e.g., there is a node for row \(a_1b_1\).
- **Null nodes**: “NULL” values for a table are presumed to be an additional row of the table, e.g., \(\emptyset_{AB}\).
- **Row node labels**: Each row node is labelled with the row weight, e.g., \(w(a_1b_1)\), even null nodes, e.g., \(w(\emptyset_{AB})\).
- **Join nodes**: Each join column is a set of nodes, one node for each attribute value, e.g., \(b_1\).
- **Join node labels**: Each join node is initially labelled with the value 1, e.g., the node for \(b_1\) has a label 1.

As join operators are not necessarily symmetrical, there is a “left” and a “right” side. The edges of the graph potentially connect join nodes with row nodes with matching join attribute value, but it depends on the join operator if they do:

- Each join node for \(\exists \mathbf{l}, \exists \mathbf{r}, \exists \mathbf{l}\) and \(\exists \mathbf{l}\) is connected to each matching row node.
- Each join node for \(\exists \mathbf{l}\) and \(\exists \mathbf{r}\) that is not connected to any row node on the left side is connected to the left null node.
- Each join node for \(\exists \mathbf{l}\) and \(\exists \mathbf{r}\) that is not connected to any row node on the right side is connected to the right null node.
- Each join node for \(\exists \mathbf{l}\) has label 0 if there is no match on the right side.
- Each join node for \(\exists \mathbf{l}\) has label 0 if there is a match on the right side.

This simply means left outer joins \((\exists \mathbf{l})\) allow null values on the left side and right outer joins \((\exists \mathbf{r})\) on the right side, while full outer joins allow them on either side \((\exists \mathbf{l}, \exists \mathbf{r})\). Semijoins \((\exists \mathbf{l}, \exists \mathbf{r})\) and antijoins \((\exists \mathbf{l})\) are filters that change the weight of a join node depending on if there is a match on the right side. The main motivation for this formulation, is that in such a graph, the trees spanning all partitions corresponds to join rows:

- **Result trees**: Each tree that contains exactly one node from each reachable partition corresponds to a join row (right side partitions of semijoins or antijoins are unreachable).
- **Trivial rule**: A result tree cannot contain join nodes that are only connected to null nodes.

The weighted sampling problem can then be posed via the multipartite graph formulation:

**Definition 3.1 (Weighted Sampling over Joins).** Select a random result tree \(R\) (corresponding to a join row) comprised of nodes with labels \(w_1, \ldots, w_k\) with probabilities proportional to the tree’s total weight \(\prod_{j=1}^{k} w_j\).

As there are as many result trees as join rows, some method is needed to reduce the complexity noticeably below the number of join rows. As each tree is sampled with probabilities proportional to their weight, any group of trees will be sampled with probabilities proportional to their sum of weights. Thus, one can sample the result tree step by step rather than in one go, which will be shown in the following to allow for sub-linear complexity.

**Efficient solution to graph problem.** The basic idea is to group all result trees that have the same root and then sample such a root-group. The challenge left to solve is how to compute the sum of weights of each root-group. The right side of Figure 5 shows the most crucial primitive for this purpose. The operation sums the weights of all sub-trees of each join node and adds it as a new label.
of the join node. Such an operation can be implemented through a linear-time sequential scan of BC and generating a hash table of B-values contained in BC where each entry holds the sum of observed weights of each B-value. In SQL-terms, one can think of such an operation as something along the lines of 
\[ \text{Select } \sum(W) \text{ from BC group by B where } W \text{ is presumed to be some column holding the weights of BC.} \]

As a second step, one can scan AB, which holds the root nodes. Now, for each row \(a_i b_j\) of AB, one can look up the sum of sub-tree weights \(W(b_j)\) in the hash table entry of the key \(b_j\). The total weight of all groups that contain \(a_i b_j\) is then \(w(a_i b_j) W(b_j)\). If BC is not a leaf node, one simply recursively continues this procedure to compute the weights of BC until the leaf nodes are reached. Once a group with \(a_i b_j\) as a root node is sampled with probability proportional to its total weight, one can continue in a similar fashion with the children nodes (adjacent nodes in the graph facing away from the main table), until the full tree is obtained. Semi-joins, anti-joins and selections can be supported through weights, which is detailed later.

\[ \text{Algorithm 1: Group Weights} \]

1. Let \(G = (V, E)\) be a multipartite graph corresponding to the join query and \(w(\rho)\) be a node \(\rho\)’s label.
2. Let \(\text{ROOT}(V) = A \subseteq V\) be the row node partition of the join query’s main table.
3. Let \(\text{PARENT}_A(T, V')\) be all neighbouring join node partitions in \(V'\) closer to \(A\) than \(T\).
4. Let \(\text{CHILDREN}_A(T, V')\) be all neighbouring join node partitions in \(V'\) further away from \(A\) than \(T\).
5. Let \(\text{LEAF}_A(V')\) be all row node partitions in \(V'\) furthest away from \(A\), excluding \(A\).
6. Initiate \(V'\) as \(V\).
7. while \(|\text{LEAF}_A(V')| > 0\) do
8.  Pick a row node partition \(T \in \text{LEAF}_A(V')\).
9.  Let \(J_0 = \text{PARENT}_A(T, V')\).
10. Set the label of all nodes in \(J_0\) to \(-\infty\).
11. foreach row node \(\rho \in T\) do
12.    Initiate \(W\) as 1
13.    foreach join node part. \(J \in \text{CHILDREN}_A(T, V')\) do
14.       Let \(W_{J'}\) be the label of \(j \in J\) connected to \(\rho\)
15.       Multiply \(W\) by \(W_{J'}\).
16.    let \(W_{J'}\) be the label of \(j \in J_0\) connected to \(\rho\)
17.    if \(W_{J'} = -\infty\) then Set \(W_{J'}\) to 0
18.    Add \(w(\rho) W\) to \(W_{J'}\).
19. Remove row node partition \(T\) from \(V'\).
20. foreach join node partition \(J \in \text{CHILDREN}_A(T, V')\) do
21.       Remove join node partition \(J\) from \(V'\).
22. Replace all labels \(-\infty\) with \(w(\emptyset_T)\) for nodes in \(J_0\).

In case of a semi-join, the default value is 0 and only entries are 1 for results of the semi join. While an anti-join can be as large as a table, for sampling it can be supported via semi-join: For anti-joins the default value is 1 and only entries are 0 for results of the semi join.

Theta/non-equi-joins can also be easily supported. If the link condition is \(\neq\), then in addition to the hash-table one needs to maintain the total weight of all hash-table entries. Then the weight for equi-joins can simply be subtracted from the total weight, to obtain the \(\neq\)-join weight. For theta joins with a binary operator...
While the main focus of this paper are the more common acyclic joins, this section discusses the more exotic cyclic joins that sometimes receive some academic interest. As in the literature, cyclic joins are treated as a selection predicate over the join rows of an acyclic join.

4.1 Exploiting Foreign Key Joins
Many-to-one relations allow to first sample from the “many” table and then look-up the “one” entity in the other table(s). If the weights are all equal, this reduces to sampling from one table and then joining the sample with the other tables. If the weights are not equal, one can either first proceed as if they were equal and afterwards employ rejection sampling to rectify inclusion probabilities, or one...
While some join queries can look like a challenging cyclic join on within very large base tables, additional techniques are needed to (see also Figure 7). Thus, equi-hash joins reduce the number of specifically, the collisions cause additional rows from the cross 3

4.2 Simplifying Cyclic Joins

While some join queries can look like a challenging cyclic join on first glance, it is sometimes possible to reduce it to a much simpler query, e.g., an acyclic one. If a subgraph of the join graph is a foreign-key join, one can efficiently join the subgraph together and the join result can only have as many rows as the largest of the joined tables. To automate and generalise this process without knowledge of foreign key constraints, one can simply join all tables together where the join result is at most slightly larger than the tables itself. For table sizes up to \( N \), this simplification step requires \( O(N) \) expected time and \( O(N) \) space using hash joins or \( O(N \log N) \) worst-case time and \( O(N) \) space using sort-merge joins.

4.3 Novel Hashed Join Method: Handling High-Cardinality Join Attributes without Approximations

In case there are many distinct attribute values over join attributes within very large base tables, additional techniques are needed to reduce the memory footprint. A good way to think about join rows, is as a subset of cross product rows that satisfy join conditions. By relaxing the equi-join condition to a equi-hash-join conditions, one obtains a superset:

\[
\text{Definition 4.1 (Equi-Hash Join). The equi-hash join along some join column between two tables } \mathcal{A}B \text{ and } BC \text{ is the subset of the crossproduct of rows where the hash value in the join column matches for a shared hash function.}
\]

Note that any result in the equi-join also must be in the equi-hash join, because if two attribute values are equal, so are their hashes (see also Figure 7). Thus, equi-hash joins reduce the number of join attribute values in a controlled way (controlled by the chosen hash function) by allowing to operate over the smaller number of hash values. While the reduced domain leads to collisions, all those collisions only lead to some extraneous results that can be purged later on without any negative impact on precision. More specifically, the collisions cause additional rows from the cross product that violate the join conditions, but are easy to identify during the post-processing of the sample.

As the number of purged rows is not fully predictable, it can be necessary to generate more samples than expected. To avoid this when possible, one can choose a sufficiently large sample. A common source for a large number of distinct values are join columns that are database keys. In that particular case, one can predict:

\[
\text{Lemma 4.2. Let } T_1, T_2, \ldots, T_k \text{ be } k \text{ tables with unique values along the join columns. The hash-relaxed equi-join } T_1 \bowtie_U T_2 \bowtie_U \ldots \bowtie_U T_k \text{ using a universal hash function with universe of size } u \text{ is expected to have at most } 2m(\frac{m}{u})^{k-1} \text{ superfluous results that are not present in } T_1 \bowtie T_2 \bowtie \ldots \bowtie T_k \text{ where } m = \max(|T_1|, |T_2|, \ldots, |T_k|).\]

Thus, as a heuristic, it is proposed to collect a \( 2(\frac{m}{u})^{k-1} \) times larger sample for the hash-relaxed superset \( (m \text{ and } u \text{ as defined in Lemma 4.2) if that does not exceed the memory limit, because the join size is expected to be at least as large as the tables. As the number } k \text{ counts the tables where } u \text{ is much smaller than } m, \text{ it is dependent on the choice of } u. \text{ Thus, different choices of } u \text{ can be tried out find the best choice within the formula before the sampling commences. When the memory limit does not allow the needed sample size, or the join has many distinct values without joining keys, then the hashing algorithm can be run multiple times with different random seeds to collect the targeted amount of samples.}

5 ONLINE MULTINOMIAL SAMPLER

This section solves how to draw a multinomial sample for an unknown population size where multinomial probabilities are only given indirectly through weights that are proportional to the probabilities. Each population item is only seen once (one-pass) and only memory proportional to the sample size is available, such that storing all population items it not feasible. The online multinomial sampling problem (equivalent to the online weighted with-replacement problem) has been alluded to in the literature [16], but appears to not have been explicitly solved. Note that unlike in [26] the weights here are real-valued and unlike in [51] only weights proportional to probabilities are available. The baseline technique from the literature would be to maintain an independent sampler for each element of the with-replacement sample, which does not scale with larger sample sizes. This section proposes an online multinomial sampler based on an adaption of an existing sampling technique [17].

The basic idea of the proposed approach is to draw an independent element with probabilities proportional to weights at each step. Observe that after the first item is drawn, the probability of drawing one of the previous items again is simply proportional to the weights of those previous items. Thus, one needs to consider two cases. In one case the previously selected item is drawn again and in the other case a new random element is selected from the remaining population without previously selected items. For the first case only need the previously selected items are needed and for the second case only items are needed from an equally small ordered sample that can be obtained using existing techniques [17] which will serve as a proxy for the population items.

Ordered sampling brings the population items into an order such that one can pick the first (or last) items as the sample. Using this
Algorithm 2: Online Multinomial Sampler

1. Initiate $S_1, S_2, \ldots, S_n$ as weighted reservoir sample
2. Initialize $W_P$ as 0 and multiset $R$ as $\{\}$
3. foreach stream item $x$ with weight $w(x)$ do
   4. Consider $x$ for inclusion in $S$ and add $w(x)$ to $W_P$
   5. Initialize $W_M$ as 0, $j$ as 1 and $t$ as 1
   6. foreach $j \in \{1, \ldots, n\}$ do
      7. Draw $u \in [0, 1]$ with $Pr(u) \propto 1$
      8. if $u < W_M/W_P$ then
         9. Set $M_j$ to a randomly drawn $M_i \in \{M_1, \ldots, M_{i-1}\}$
         10. with $Pr(M_j) \propto w(M_j)$
      else
         11. Add $w(S_j)$ to $W_M$, set $M_j$ to $S_j$ and set $t$ to $t + 1$
   12. Return multinomial sample $M_1, \ldots, M_n$

A (biased) coin flip determines according to these probabilities from which set one random element is selected with probabilities according to weights. Observe that it is exploited here that $\{S_1\}$ is a one-item weighted sample from $P$, $\{S_2\}$ is a one-item weighted sample from $P/\{S_1\}$, $\{S_3\}$ is a one-item weighted sample from $P/\{S_1, S_2\}$ and so on. All these one-item samples are also independent from each other, since they are selected based on independent keys. Thus, this algorithm offers a simple way to obtain a multinomial sample in a challenging setting of an unknown population where just one stream pass is allowed.

6 GOODNESS-OF-FIT TESTS FOR MULTINOMIAL DISTRIBUTIONS

In this section it is shown how to apply Kolmogorov-Smirnov (KS) testing when the reference distribution is discrete, as an alternative to goodness-of-fit tests for multinomial distributions such as the likelihood ratio test\[12, 24\]. Multinomial tests ignore the ordering unlike KS-tests that were originally designed for continuous distributions. There exist discrete variants of KS-tests\[4, 42\], but they lose a lot of desirable properties of the continuous one such as distribution-free statistics, which is why it is here instead proposed to use the (conventional) continuous KS-test after turning the discrete distribution into a continuous one in a straightforward way:

**Lemma 6.1 (Continuous Conversion).** Let $\{x_1, x_2, \ldots, x_N\}$ be a multinomially distributed frequency vector with event probabilities $p_1, \ldots, p_N$. Let $X$ be a set obtained by drawing for the i-th event $x_i$ independent uniform variates between $(i-1)$ and $i$. Then $X$’s distribution is continuous with a piecewise-linear cumulative distribution function (CDF), i.e., $F(x) = P[x]\{x - [x]\} + \sum_{i=1}^{[x]} p_i$.

**Proof.** As shown in Figure 8, the steps of the discrete CDF are smoothed by adding uniform variates, which have a continuous uniform distribution with a linear CDF. As a result one obtains a CDF that interpolates linearly between the steps without any jumps. □

The suggested continuous conversion describes how both samples and reference distributions have to be modified and is a clear way of applying continuous goodness-of-fit tests. While this comes
with the disadvantage of slightly diluting the original distribution with additional randomness, this is needed to extend the distribution’s finite support to an infinite one. Luckily, the impact of the added randomness quickly dissipates with larger discrete support size in this application.

7 RELATED WORK

All previous works on join sampling are proposed for simple random sampling (equi-weighted) or employ heuristics to sample from static joins [2, 9, 21, 22, 25, 28, 32, 33, 41] or joins of streams [3, 19, 43, 59]. Samples collected using heuristics do not follow any well-defined distribution. In what follows simple random sampling techniques are discussed (see a more detailed discussion in Section 1.3), which are a special case of weighted sampling with equal weights.

Foreign key joins that reunite tables from a normalised schema are equivalent to sampling from one table and then extending the sample using the other tables [1, 20]. As a result, it is sufficient to maintain one random sample, i.e., a join synopsis. In essence it is therefore more akin to conventional rather than join sampling. Interestingly, if weights or selections are introduced these approaches face new challenges that are not so easily addressed.

In [63] a join sample is maintained for one particular \( \theta \)-join query over an evolving data stream (akin to monitoring queries), which means interactive user queries are not supported.

Acyclic joins have a tree-like structure where each node corresponds to a tuple’s (sub)join with the tables downstream, which allows decompositions akin to Yannakakis’s work on acyclic conjunctive queries [60]. This is useful when reasoning about join sampling algorithms. Zhao et al. [62] were first to uncover the constraint that the extension of a uniformly sampled tuple must be drawn with probability proportional to the size of the (sub)join of a tuple with the tables downstream, which generalises the insights from [8] from binary joins to multi-way joins. The key idea of the algorithm in [62] is a tuple-oriented approach that first approximates this probability and then later rectifies it via rejection sampling, which is inspired by Olken’s method [38]. Rejections are avoided if approximations are exact. As the approach extends each tuple individually table-by-table, it mandates an index for efficient operation as explained by the authors of [62] in the “Remarks and Extensions” section.

This was the first work on multi-way join sampling, and it reinvigorated interest in random sampling over joins after a long dormant period. The approach of [62] to cyclic joins relies heavily on breaking the cycles near-optimally, but it is not clearly described how this optimisation problem can be solved efficiently. For sample validation, Zhao et al. [62] propose to utilise conventional KS-testing to validate samples over join rows. This is at odds with the statistics literature on (conventional) KS-testing, which requires a continuous reference distribution, and appears to confuse type-I and type-II errors. Hence, in Section 6, a simpler

\[ \frac{\text{TPC-H}}{\text{SF=10}} \quad \frac{\text{SF=100}}{\text{Real-World Data Sets}} \]

|          | TPC-H | SF=10  | SF=100 | DBLP | Twitter QT | Twitter QF |
|----------|-------|--------|--------|------|------------|------------|
| (W)Q3    | 6.0 \cdot 10^7 | 6.0 \cdot 10^8 | 4.5 \cdot 10^7 |
| (W)QX    | 2.4 \cdot 10^{12} | 2.4 \cdot 10^{13} | 4.8 \cdot 10^{10} |
| (W)QY    | 5.3 \cdot 10^{11} | 5.2 \cdot 10^{13} | 2.7 \cdot 10^{11} |

Table 2: Join sizes of queries used in the experiments. Q3 and DBLP are foreign-key joins, QX and QF are acyclic many-to-many joins and QY and QT are cyclic joins.

and correct approach to goodness-of-fit testing is proposed. The experimental evaluation compares against sampling over a materialized join, and assumes that all data resides in memory, including pre-computed indices. The results in this work show that index-free solutions based on scans are not much slower, and are well-known to be more amenable to parallelisation. Critically, none of discussed works support weighted random sampling over joins.

The major takeaway is that while existing solutions such as [47, 62] solve the problem for equal-probability sampling over inner joins, but do so at the cost of expensive indexing techniques, while in this work index-free methods are proposed that offer substantial memory savings that can also support selections, outer joins, semi/anti-joins and operate over streams, which is crucial for heterogeneous data sources.

8 EXPERIMENTS

This section compares the novel stream sampler (minimising scans) and economic sampler (minimising memory) to existing approaches. Very large numbers that may be troublesome in practice are highlighted in red to draw the attention of the reader.

All experiments are performed on a single thread of a dedicated machine using Ubuntu 18.04.4 LTS, an Intel(R) Xeon(R) W-2145 CPU @ 3.70GHz with 16 cores and 512GB RAM. Memory measurements are taken using the unix primitive /usr/bin/time -v that provides the “maximum resident set size”. All code has been written in C++11 by the same author and was compiled using GCC 7.5.0 with the compiler flags -O3 and -std=c++11.

8.1 Join Queries

The experiments feature join queries over three datasets with join sizes shown in Table 2. The dataset used in the TPC-H benchmark, a social network of twitter users and a citation network using records from DBLP. Over the TPC-H benchmark the same queries are used as in [62] (cf. Figure 9), but additionally define weights. The scale factor corresponds roughly to the size of the dataset in GBs. As a user-defined weighting function \( o_{\text{totalprice}} \cdot \text{l_discount} \) extendedprice is used. For QY, the values of both instances of l_totalprice and order are multiplied with each other. Weighted queries are referred to as WQ3 (foreign-key join), WQX (many-to-many join) and WQY (cyclic join). Over the raw twitter dataset [31] the snowflake query QF and the triangle query QT is used as posed in [62] (cf. Table 6 and Table 5). For the DBLP data from Arnet Miner [52] a sample is collected over the citations, weighted by the year in which the citing paper was published (cf. Figure 11).
that while the authors of [62] have made their code available, it is a bare bones research prototype that only supports integer-valued data, does not allow for non-join columns, is mostly optimised for speed without any way of outputting or validating samples. As Table 3 shows, our code is comparably fast. Moreover, it can run on raw data, additionally supports weighted sampling and can be validated. Hence, the index-based implementation is used as the baseline to represent the state-of-the-art technique [62].

Stream (Proposed). The stream-approach implements the proposed approach from Section 3 and prioritises a stream-like access over the data and limited number of scans for acyclic join queries. To only take one pass over the largest (or user-chosen) table it uses the online multinomial sampler from Section 5. Economic (Proposed). The economic sampler implements the ideas from Section 4 and prioritises low memory usage. For foreign-key joins it first generates a uniform sample and then uses rejection sampling. For general acyclic joins, it uses the hashed-join technique to deal with high-cardinality attributes. For cyclic joins it attempts to simplify the join graph by greedily joining tables that have a small join size.

### 8.3 Goodness-of-fit testing

Figure 10 demonstrates that the author’s implementations produce samples that follow the multinomial distributions based on the user-defined weights. This experiment uses a weighted cyclic query to make the test challenging, and also features approximations based on first sampling the base tables. The Kolmogorov-Smirnov test statistic is obtained for each returned sample, and shading is used to indicate the critical region. The considered approaches all stay with 99% probability below the shaded region. For the economic approach the “approximate” solutions which evaluate the query based on samples that have a small join size.

**Table 3: Comparison of potential baselines**

| considered baselines | naive | [62] code | index |
|----------------------|-------|----------|-------|
| Q3 $SF=100$ memory   | 26.0 GB | 142.0 GB | 88.2 GB |
| Q3 $SF=100$ query-time | 20.2 mins | 5.7 mins | 7.1 mins |
| Q3 $SF=100$ adhoc-time | 20.2 mins | 64.2 mins | 18.2 mins |
| QX $SF=100$ memory   | 52.0 GB | 169.7 GB | 95.2 GB |
| QX $SF=100$ query-time | 1236.2 mins | 5.7 mins | 7.9 mins |
| QX $SF=100$ adhoc-time | 1236.2 mins | 91.5 mins | 20.3 mins |
| QY $SF=100$ memory   | 7.6 GB | 36.1 GB | 30.6 GB |
| QY $SF=100$ query-time | 23.4 mins | 5.0 mins | 5.8 mins |
| QY $SF=100$ adhoc-time | 23.4 mins | 14.4 mins | 9.8 mins |
| QY $SF=100$ memory   | 77.6 GB | 384 GB | 277.5 GB |
| QY $SF=100$ query-time | 895.1 mins | 42 mins | 52.9 mins |
| QY $SF=100$ adhoc-time | 895.1 mins | 116 mins | 102.7 mins |

---

**Figure 9: Join queries over TPC-H data.**

**Figure 10: K-S goodness-of-fit-test (Section 6) on cyclic WQY query ($SF=1$) with over $10^{12}$ result rows.**
8.4 Many-To-One Joins (Foreign-Key Joins)

For many-to-one joins, one can first sample from the “many” side of the relationships and will have exactly one extension on the other side. This makes the problem a lot easier to solve, but still poses some challenges in the weighted sampling case. To support weighted sampling, one can obtain an upper bound for the user-defined weights by computing the product of maximal base table weights and then accept uniformly sampled rows with probability equal to the ratio with the weight upper bound. As can be seen in Table 4, this works well for linear weight functions. Here, the economic sampler uses less memory by assuming group weights being equal to one, which is then rectified through rejections. Anticipating some rejections, it collects a ten times larger sample.

However, for exponential weight functions as in Figure 11 the approach becomes very slow as it has to repeatedly restart the process to collect more samples. In this example using the DBLP query, one sets the weights to be a varying exponential function based on the year of citations. Pre-computed indices do not seem beneficial in this case. It is therefore better to switch to the stream sampler if the rejection rate grows too large, as it does not appear to be affected by the weight distribution.

8.5 Cyclic joins (For Sake of Completeness)

While the main focus of this work are acyclic joins, results for cyclic joins are shown in in Table 5. Not shown in the table is QT due to reasons outlined in the following. For the cyclic QY query over the TPC-H dataset, the economic sampler can reduce the query to an acyclic join and thereby achieve some memory savings, but this is not possible for the triangle query QT over the Twitter dataset. For QT there exists an acyclic join that is not a lot larger than the cyclic join and the proposed samplers can efficiently find it. Still, the rejection rate is too large for anything but an index-based sampler to complete it in a competitive amount of time. The index-based sampler occupies for this task 454.8 GB of main memory and needs 341.7 mins from scratch and 277.5 mins for just the query-answering.

8.6 General (Many-To-Many) Acyclic Joins

The query QX over the TPC-H dataset used in Figure 12 does not have many distinct values, yet the economic sampler can vastly reduce the memory footprint if one only needs to collect a smaller sample, using the hashed-join technique.

The intuition is that for small samples one can choose to collect a larger set of tuples for the hashed-join technique, and then discard the false positives.

For the query QF over the Twitter dataset (cf. Table 6), one can also see vast memory savings for a million of sampled rows using the economic sampler method. This is because it needs far less memory when the number of distinct join attribute values is large.
Table 6: Runtime and memory comparison for a million samples over acyclic (many-to-many) joins.

|                | baseline | proposed |
|----------------|----------|----------|
|                | index    | stream   | economic |
| WQX ŠF=10 memory | 10.7 GB  | 1.6 GB   | 2.2 GB    |
| WQX ŠF=10 query-time | 0.7 mins | 1.4 mins | 1.8 mins |
| WQX ŠF=10 adhoc-time | 1.9 mins | 1.4 mins | 1.8 mins |
| WQX ŠF=100 memory | 95.0 GB  | 9.8 GB   | 7.2 GB    |
| WQX ŠF=100 query-time | 7.9 mins | 13.1 mins | 14.0 mins |
| WQX ŠF=100 adhoc-time | 20.6 mins | 13.1 mins | 14.0 mins |
| QF memory | 428.4 GB | 91.5 GB | 16.2 GB |
| QF query-time | 63.1 mins | 36.0 mins | 47.0 mins |
| QF adhoc-time | 126.5 mins | 36.0 mins | 47.0 mins |

9 CONCLUSION

In this paper two new samplers for join queries were proposed that offer multiple novel features such as support for user-defined sampling weights and memory-efficient ad-hoc operation over stream-accessed tables, which is very useful as most data management systems offer some type of streaming interface to the data. First, a stream-based sampler, which is the first join sampler that only needs stream access and can collect a join sample by passing once over one table and two times over the other tables. Second, an economical sampler, which uses various strategies to exploit foreign-key joins, simpler instances of cyclic joins and can handle high-cardinality join attributes through a novel hashed join technique that adheres to the targeted sampling probabilities without any approximations. The basic idea of replacing equi-joins with equi-hash joins to reduce the number of considered join attribute values is not present in the literature and offers here a crucial instrument to deal with common cases such as join attributes that are database keys. In the experiments it is shown that these new ideas translate to improved practical performance and show that indices are only useful cyclic joins heuristics that need to generate a very large number of samples to find valid join rows. The open problems that remain are cyclic joins, non-factorisable weights with a very unequal distribution of weights, non-equi joins and other more complicated relational expressions.
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