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I. INTRODUCTION

Accessible information of an ensemble of quantum states is a basic quantity in quantum information theory: it is equal to the maximal amount of the Shannon information which can be gained from a given quantum ensemble (a collection of “signal” quantum states with fixed probabilities) in a one-step measurement. This quantity is often difficult to compute, the problem lies in finding the global maximum of a convex functional, when the maximizer turns out to be highly non-unique and the standard tools of convex analysis become inefficient. The problem becomes still more complicated for continuous variable (CV) systems which constitute one of the prospective platforms for implementation of ideas of quantum information theory (see e.g.\(^\text{13}\)). The quantum Shannon theory for CV systems requires mathematical tools of infinite-dimensional Hilbert spaces and symplectic vector spaces, see\(^\text{5}\).

The present paper is a continuation and extension of our paper\(^\text{6}\) which gave a solution for the problem going back to 1970-s: it was shown there that accessible information of a gauge-invariant bosonic Gaussian ensemble is attained by a multimode generalization of heterodyne measurement, and hence can be computed exactly. (Loosely speaking, gauge invariance means that the problem has a unique natural complex structure. In quantum optics, this is related to phase-insensitivity of the system.)

In the present paper we extend this result to arbitrary Gaussian ensembles satisfying certain “threshold condition”. This condition is the one that allows to reduce the classical capacity problem to a simpler minimum output entropy problem, and it is always fulfilled in the particularly tractable gauge-invariant case. Thus we obtain here a “Gaussian maximizer” result in a situation going beyond gauge invariance (which is often assumed, see e.g.\(^\text{2,5}\) for various aspects of the famous “Gaussian optimizer conjecture” in analysis and quantum information theory). Main tools will be the infinite-dimensional version of “ensemble-observable duality” developed in\(^\text{6}\) and the multiplication formulas for Gaussian operators from\(^\text{11}\) (see also Appendix 1).
II. PRELIMINARIES

We refer reader to § for definitions of basic notions of quantum statistics. Let $\mathcal{H}$ be a separable Hilbert space, $\mathcal{X}$ a standard measurable space. An ensemble $\mathcal{E} = \{\pi(dx), \rho_x\}$ consists of a probability measure $\pi(dx)$ on $\mathcal{X}$ and a measurable family of density operators (quantum states) $x \to \rho_x$ on $\mathcal{H}$. The average state of the ensemble is the barycenter of this measure

$$\bar{\rho}_E = \int_{\mathcal{X}} \rho_x \pi(dx),$$

the integral existing in the strong sense in the Banach space of trace-class operators on $\mathcal{H}$. Let $M = \{M(dy)\}$ be an observable (probability operator-valued measure = POVM) on $\mathcal{H}$ with the outcome space $\mathcal{Y}$. There exists a $\sigma-$finite measure $\mu(dy)$ such that for any density operator $\rho$ the probability measure $\text{Tr} \rho M(dy)$ is absolutely continuous w.r.t. $\mu(dy)$, thus having the probability density $p_{\rho}(y)$ (one can take $\mu(dy) = \text{Tr} \rho_0 M(dy)$ where $\rho_0$ is a nondegenerate density operator).

The joint probability distribution of $x, y$ on $\mathcal{X} \times \mathcal{Y}$ is uniquely defined by the relation

$$P(A \times B) = \int_A \pi(dx) \text{Tr} \rho_x M(B) = \text{Tr} \int_A \int_B p_{\rho_x}(y) \pi(dx) \mu(dy),$$

where $A$ is an arbitrary Borel subset of $\mathcal{X}$ and $B$ is that of $\mathcal{Y}$. The classical Shannon information between $x, y$ is equal to

$$I(\mathcal{E}, M) = \int \int \pi(dx) \mu(dy) p_{\rho_x}(y) \log \frac{p_{\rho_x}(y)}{p_{\bar{\rho}_E}(y)}$$

$$= h(p_{\rho_x}) - \int h(p_{\rho_x}) \pi(dx),$$

where

$$h(p) = -\int p(x) \log p(x) \mu(dx)$$

is the differential entropy of a probability density $p(x)$. There is a special class of probability densities we will be dealing with for which the differential entropy is well-defined (see § for the detail).

The accessible information of the ensemble $\mathcal{E}$ is defined as

$$A(\mathcal{E}) = \sup_M I(\mathcal{E}, M),$$

(1)
where the supremum is over all observables \( M \) on \( \mathcal{H} \).

We will systematically use notations and results from the book\(^5\). Consider the finite-dimensional symplectic space \((Z, \Delta)\) with \( Z = \mathbb{R}^{2s} \) and

\[
\Delta = \text{diag} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}.
\]  

(2)

In what follows \( \mathcal{H} \) will be the space of an irreducible representation \( z \mapsto W(z); z \in Z \), of the canonical commutation relations

\[
W(z)W(z') = \exp[-\frac{i}{2} z' \Delta z'] W(z + z')\).
\]  

(3)

Here \( W(z) = \exp i Rz \) are the unitary Weyl operators with the generators

\[
Rz = \sum_{j=1}^{s} (x_j q_j + y_j p_j),
\]

(4)

\( z = [x_j \ y_j]_{j=1,...,s} \), and \( R = [q_j \ p_j]_{j=1,...,s} \) are the canonical observables of the quantum system in question satisfying \( q_j p_k - p_k q_j = \delta_{jk} I \). In quantum communication theory they describe the relevant modes of the field on receiver’s aperture (see, e.g.\(^13\)). The displacement operators \( D(z) = W(-\Delta^{-1}z) \) satisfy the equation that follows from the canonical commutation relations\(^3\)

\[
D(z)^* W(w) D(z) = \exp (iw^t z) W(w).
\]

(5)

A centered Gaussian state \( \rho_\alpha \) is determined by its quantum characteristic function

\[
\text{Tr} \rho_\alpha W(z) = \exp \left( -\frac{1}{2} z^t \alpha z \right),
\]

(6)

where the covariance matrix \( \alpha = \text{Re} \text{Tr} R^t \rho R \) is a real symmetric \( 2s \times 2s \)-matrix satisfying

\[
\alpha \geq \pm \frac{i}{2} \Delta.
\]

(7)

Operator \( J \) in \((Z, \Delta)\) is called operator of complex structure if

\[
J^2 = -I_{2s},
\]

(8)

where \( I_{2s} \) is the identity operator in \( Z \), and it is \( \Delta \)-positive in the sense that

\[
\Delta J = -J^t \Delta, \quad \Delta J \geq 0.
\]

(9)
In other words, $\Delta$ is *tamed* by $J$.

The Gaussian state $\rho_{\alpha}$ is pure if and only if $\alpha = \frac{1}{2} \Delta J$ where $J$ is an operator of complex structure. Such state is called $J$–vacuum and denoted $\rho_{\frac{1}{2} \Delta J}$. The non-centered pure states $D(z) \rho_{\frac{1}{2} \Delta J} D(z)^*$ are called $J$–coherent states (see sec. 12.3.2 of [5]).

Consider the operator $A = \Delta^{-1} \alpha$. The operator $A$ is skew-symmetric in the Euclidean space $(Z, \alpha)$ with the scalar product $\alpha(z, z') = z'^t \alpha z$. According to a theorem from linear algebra, there is an orthogonal basis $\{e_j, h_j\}$ in $(Z, \alpha)$ and positive numbers $\{\alpha_j\}$ (called symplectic eigenvalues of $\alpha$) such that

$$A e_j = \alpha_j h_j; \quad A h_j = -\alpha_j e_j, \quad j = 1, \ldots, s.$$ 

Inequality (7) is equivalent to $N_j \equiv \alpha_j - 1/2 \geq 0, \ j = 1, \ldots, s$. Choosing the normalization $\alpha(e_j, e_j) = \alpha(h_j, h_j) = \alpha_j$ gives a symplectic basis in $(Z, \Delta)$.

There is an operator of complex structure, commuting with the operator $A = \Delta^{-1} \alpha$, namely, the orthogonal operator $J_\alpha$ from the polar decomposition

$$A = |A| \ J_\alpha = J_\alpha \ |A|$$

in the Euclidean space $(Z, \alpha)$. The action of $|A|$ and $J_\alpha$ in the symplectic basis $\{e_j, h_j\}$ constructed above is given by the formula

$$|A| e_j = \alpha_j e_j, \quad |A| h_j = \alpha_j h_j;$$

$$J_\alpha e_j = h_j, \quad J_\alpha h_j = -e_j.$$

Inequality (7) is equivalent to

$$\alpha \geq \frac{1}{2} \Delta J_\alpha$$

because it amounts to $\alpha_j - 1/2 \geq 0, \ j = 1, \ldots, s$.

We will consider the general Gaussian observable (probability operator-valued measure = POVM) on $Z = \mathbb{R}^{2s}$ (see [6])

$$\tilde{M}(d^{2s}z) = D(Kz) \rho_\beta D(Kz)^* \frac{\det K}{(2\pi)^s} d^{2s}z,$$  \hspace{1cm} (12)

where $K$ is a nondegenerate real matrix and $\rho_\beta$ is a centered Gaussian density operator with the real symmetric covariance matrix $\beta$. In this case $\mu$ is just the normalized Lebesgue measure on $Z = \mathbb{R}^{2s}$. Especially important is the case $K = I$ where

$$M(d^{2s}z) = D(z) \rho_\beta D(z)^* \frac{d^{2s}z}{(2\pi)^s}. $$  \hspace{1cm} (13)
The probability density of the observable (13) in the state \( \rho_\alpha \) is computed by using the Parceval formula for the quantum Fourier transform (see (8))

\[
p_{\rho_\alpha}(z) = \text{Tr} \rho_\alpha D(z) \rho_\beta D(z)^* = \int \exp \left( -\frac{1}{2} w^t \alpha w \right) \exp \left( -iw^t z - \frac{1}{2} w^t \beta w \right) \frac{d^2 w}{(2\pi)^s} \]

\[
= \frac{1}{\sqrt{(2\pi)^s \det(\alpha + \beta)}} \exp \left( -\frac{1}{2} z^t (\alpha + \beta)^{-1} z \right). \tag{14}
\]

An important special case of observable (13) is the (squeezed) heterodyne measurement

\[
M(d^2 z) = D(z) \rho_\frac{1}{2} \Delta J_\beta D(z)^* \frac{d^2 z}{(2\pi)^s}. \tag{15}
\]

(see Appendix of (8) for the gauge-invariant case). Then (13) can be considered as noisy version of the heterodyne measurement, and (12) – as (matrix) rescaling of (13), which describes classical linear post-processing of the measurement outcomes.

III. THE MAIN RESULT

We first prove the lemma:

**Lemma 1.** Let \( \tilde{M} \) be the Gaussian observable (12) where \( \rho_\beta \) is a centered Gaussian density operator with the real symmetric covariance matrix \( \beta \). Assume that \( \alpha \) is covariance matrix of a Gaussian state \( \rho_\alpha \) satisfying the condition

\[
\alpha \geq \frac{1}{2} \Delta J_\beta. \tag{16}
\]

Then

\[
\max_{\mathcal{E} : \rho_\mathcal{E} = \rho_\alpha} I(\mathcal{E}, \tilde{M}) = \frac{1}{2} \log \det(\alpha + \beta) - \frac{1}{2} \log \det \left( \beta + \frac{1}{2} \Delta J_\beta \right) \tag{17}
\]

\[
= \frac{1}{2} \log \det(\alpha + \beta) \left( \beta + \frac{1}{2} \Delta J_\beta \right)^{-1},
\]

which is attained on the ensemble \( \mathcal{E}_* \) of \( J_\beta \)-coherent states \( D(z) \rho_\frac{1}{2} \Delta J_\beta D(z)^* \), where \( z \) has the centered Gaussian probability distribution \( \pi_\gamma \) with the covariance matrix

\[
\gamma = \alpha - \frac{1}{2} \Delta J_\beta. \tag{18}
\]

We would like to stress that in this paper we do not assume the gauge symmetry: \( \alpha \) and \( \beta \) need not share the common complex structure, \( J_\alpha \) need not coincide with \( J_\beta \). In the
gauge-invariant case, where the complex structure is unique, we have the correspondence
$J_\alpha = J_\beta = \Delta^{-1} \rightarrow i, \alpha \rightarrow \Sigma + I_s/2, \beta \rightarrow N + I_s/2, \Delta^{-1} \beta \rightarrow i(N + I_s/2)$, and (17) turns into the formula of theorem 1 in $\Phi$:

$$C_\chi(\tilde{M}; \Sigma) = \log \det \left( I_s + (N + I_s)^{-1} \Sigma \right).$$ (19)

**Proof (sketch).** We will need the formula for the differential entropy of a multidimensional Gaussian probability density $p_\gamma$ with the covariance matrix $\gamma$:

$$h(p_\gamma) = \frac{1}{2} \log \det \gamma + C,$$ (20)

where the constant $C$ depends on the normalization of the Lebesgue measure involved in the definition of the differential entropy (cf. $\sqsubset$).

In $\Phi$ it is shown that the result does not depend on $K$ so that we can take $K = I_{2s}$ and consider the POVM (13). Then the proof is parallel to proof of theorem 1 in $\Phi$. We have

$$\max_{\mathcal{E}: \rho_\mathcal{E} = \rho_\alpha} I(\mathcal{E}, \tilde{M}) = h(p_{\rho_\alpha}) - \min_{\rho} h(p_\rho).$$ (21)

Let us show that the maximum is attained on the ensemble

$$\mathcal{E}_* = \left\{ \pi_\gamma(dz), D(z)\rho_{\frac{1}{2}\Delta J_\beta}D(z)^* \right\},$$

with $\gamma$ given by (18). The condition (16) ensures existence of the centered Gaussian distribution $\pi_\gamma(dz)$ on $Z$ with the covariance matrix $\gamma = \alpha - \frac{1}{2}\Delta J_\beta$. The average state is

$$\bar{\rho}_\mathcal{E} = \int_{\mathbb{R}^{2s}} D(z)\rho_{\frac{1}{2}\Delta J_\beta}D(z)^* \pi_\gamma(dz) = \rho_\alpha.$$

One can check this equality by computing the quantum characteristic functions. The probability density of (13) is given by (14). Thus according to (20)

$$h\left(p_{\rho_\alpha}\right) = \frac{1}{2} \log \det (\alpha + \beta) + C.$$ (22)

The result of the paper $\Phi$ (Proposition 4; see also $\Phi$) concerning the minimal output entropy of the Gaussian measurement channel implies that the minimizer can be taken as the vacuum state $\rho_{\frac{1}{2}\Delta J_\beta}$ related to the complex structure $J_\beta$. Substituting $\alpha = \frac{1}{2}\Delta J_\beta$ into (22), we get

$$\min_{\rho} h\left(p_\rho\right) = h\left(p_{\rho_{\frac{1}{2}\Delta J_\beta}}\right)$$

$$= \frac{1}{2} \log \det \left( \beta + \frac{1}{2}\Delta J_\beta \right) + C.$$ (23)
Substituting (22) and (23) into (21), we get (17). □

Now we can prove the main result of the paper.

**Theorem 2.** Let $\gamma$ be a real positive definite matrix and let $E$ be the Gaussian ensemble $\{\pi_\gamma(d^2z), \rho_{\beta,z}\}$, where

\[
\pi_\gamma(d^2z) = \exp\left(-\frac{1}{2}z^*\gamma^{-1}z\right)\frac{d^2z}{(2\pi)^s\sqrt{\det\gamma}}, \tag{24}
\]

\[
\rho_{\beta,z} = D(z)\rho_{\beta}D(z)^* \tag{25}
\]

Then the accessible information (1) of this ensemble is equal to

\[
A(E) = \frac{1}{2} \log \det (\tilde{\alpha} + \tilde{\beta}) \left(\tilde{\beta} + \frac{1}{2}\Delta J_{\tilde{\beta}}\right)^{-1}, \tag{26}
\]

where

\[
\tilde{\alpha} = \gamma + \beta, \tag{27}
\]

\[
\tilde{\beta} = \tilde{\alpha}\tilde{\Upsilon}^t\gamma^{-1}\tilde{\Upsilon}\tilde{\alpha} - \tilde{\alpha}, \tag{28}
\]

\[
\tilde{\Upsilon} = \sqrt{I_{2s} + (2\tilde{\alpha}\Delta^{-1})^{-2}}, \tag{29}
\]

provided the threshold condition

\[
\tilde{\alpha} - \frac{1}{2}\Delta J_{\tilde{\beta}} \geq 0 \tag{30}
\]

holds.

The supremum in (1) is attained on the squeezed heterodyne observable

\[
M_*(d^2z) = D(Kz)\rho_{\beta_*}D(Kz)^*\frac{|\det K|d^2z}{(2\pi)^s}, \tag{31}
\]

where $K$ is a nondegenerate matrix and

\[
\beta_* = \tilde{\alpha}\tilde{\Upsilon}^t\left(\tilde{\alpha} - \frac{1}{2}\Delta J_{\tilde{\beta}}\right)^{-1}\tilde{\Upsilon}\tilde{\alpha} - \tilde{\alpha}. \tag{32}
\]

Notice that the condition (30) is automatically fulfilled in the gauge-invariant case where the complex structure is unique: $J_{\tilde{\beta}} = J_{\alpha} = J_{\beta} = \Delta^{-1} \to i$, and the statement reduces to theorem 2 in §. Otherwise, apart from the single-mode case considered in the following section, the condition (30) might be difficult to check, therefore the following simple sufficient condition could be useful.

**Proposition 3.** If $\gamma \geq \beta$ then (30) holds.
Proof. Consider the inequality
\[ \tilde{\alpha} \geq \tilde{\Upsilon} \tilde{\alpha}', \]
which amounts to \( I \geq A' A \), where
\[ A = \tilde{\alpha}^{1/2} \tilde{\Upsilon}^{-1/2} = \sqrt{I_2 - \frac{1}{4} B' B} = A', \]
with \( B = \tilde{\alpha}^{-1/2} \Delta \tilde{\alpha}^{-1/2} \).

Then the inequality \( \gamma \geq \beta \) and (27) imply consecutively
\[ 2\gamma \geq \tilde{\Upsilon} \tilde{\alpha}', \]
\[ \tilde{\Upsilon}^{-1} \tilde{\gamma} - \tilde{\alpha} \leq 2\tilde{\alpha}^{-1}, \]
\[ \tilde{\alpha} \geq \tilde{\alpha}' \tilde{\gamma}^{-1} \tilde{\Upsilon} \tilde{\alpha} - \tilde{\alpha} = \tilde{\beta}. \]

But \( \tilde{\beta} \geq \frac{1}{2} \Delta J_\beta \), which implies (30). □

Proof of theorem 2 For the clarity of proofs we assume that the covariance matrix \( \gamma \) of the Gaussian distribution \( \pi_\gamma \) is nondegenerate, although this restriction can be relaxed by using more formal computations with characteristic functions. By using the characteristic function and (5), we find the average state of the ensemble \( \bar{\rho}, \bar{E} \equiv \int \rho_{\beta,z} \pi_\gamma (d^2 z) = \rho_\gamma + \beta = \rho_{\tilde{\alpha}}. \) (33)

Proof of (26) uses ensemble-observable duality from 6, which is sketched below (see 6 for detail of mathematically rigorous description).

Let \( \mathcal{E} = \{ \pi(dx), \rho_x \} \) be an ensemble, \( \mu(dy) \) a \( \sigma \)-finite measure and \( M = \{M(dy)\} \) an observable having operator density \( m(y) = M(dy)/\mu(dy) \) with values in the algebra of bounded operators in \( \mathcal{H} \). The dual pair ensemble-observable \( (\mathcal{E}', M') \) is defined by the relations
\[ \mathcal{E}' : \quad \pi'(dy) = \text{Tr} \bar{\rho}_\mathcal{E} M(dy), \]
\[ \rho'_y = \frac{\bar{\rho}_\mathcal{E}^{1/2} m(y) \bar{\rho}_\mathcal{E}^{1/2}}{\text{Tr} \bar{\rho}_\mathcal{E} m(y)}; \]
\[ M' : \quad M'(dx) = \bar{\rho}_\mathcal{E}^{-1/2} \rho_x \bar{\rho}_\mathcal{E}^{-1/2} \pi(dx), \]
Then the average states of both ensembles coincide
\[ \bar{\rho}_\mathcal{E} = \bar{\rho}_{\mathcal{E}'} \]
(36)
and the joint distribution of \( x, y \) is the same for both pairs \((E, M)\) and \((E', M')\) so that

\[
I(E, M) = I(E', M').
\]  
(37)

Moreover,

\[
\sup_M I(E, M) = \sup_{E', \rho_{E'} = \rho_E} I(E', M'),
\]

where the supremum in the right-hand side is taken over all ensembles \( E' \) satisfying the condition \( \rho_{E'} = \rho_E \).

Now define the POVM dual to ensemble (24), (25):

\[
M'(d^2 z) = \bar{\rho}_E^{-1/2} \rho_{\beta, z} \bar{\rho}_E^{-1/2} \pi_{\gamma}(d^2 z) = D(\tilde{K} z) \rho_{\beta} D(\tilde{K} z)^* \frac{\mid \det \tilde{K} \mid d^2 z}{(2\pi)^s},
\]

(39)

where \( \tilde{K} \) is a nondegenerate matrix (given explicitly by (58)). The second equality follows with the help of results in [11], Sec. 3.2 (see also Appendix 1). In particular, for \( z = 0 \) it amounts to \( \rho_{\beta} \sim \rho_{\alpha}^{-1/2} \rho_{\beta} \rho_{\alpha}^{-1/2} \), or \( \rho_{\alpha}^{1/2} \rho_{\beta} \rho_{\alpha}^{1/2} \sim \rho_{\beta} \) (\( \sim \) means “proportional”). The correlation matrix of the operator \( \rho_{1/2} \rho_{2} \rho_{1/2} \) where \( \rho_{1}, \rho_{2} \) are Gaussian is given in [11], eq. (3.27), see also Corollary 4 in Appendix 1. In our case \( (\rho_{1} = \bar{\rho}_E = \rho_{\alpha}, \rho_{2} = \rho_{\beta}) \) it reads

\[
\beta = \tilde{\alpha} - \tilde{\gamma} \tilde{\alpha} \left( \tilde{\beta} + \tilde{\alpha} \right)^{-1} \tilde{\alpha} \tilde{\gamma}^t.
\]

(40)

Reversing (40) and using \( \tilde{\alpha} - \beta = \gamma \), we get

\[
\tilde{\beta} = \tilde{\gamma} \tilde{\alpha}^{-1} \tilde{\alpha} \tilde{\gamma}^t - \tilde{\alpha}.
\]

(41)

By noticing that \( \tilde{\alpha} \tilde{\gamma} = \tilde{\alpha} \tilde{\gamma}^t \), see [11], Eq. (3.22)-(3.25), we arrive at (28). Then by (38) and by lemma 1 above

\[
A(E) = \sup_M I(E, M) = \max_{E', \rho_{E'} = \rho_{\alpha}} I(E', M')
\]

\[
= \frac{1}{2} \log \det \left( \tilde{\alpha} + \tilde{\beta} \right) \left( \tilde{\beta} + \frac{1}{2} \Delta J_{\beta} \right)^{-1},
\]

(42)

provided the condition (30) is fulfilled.

The statement concerning the optimal observable is obtained from the corresponding statement of lemma 1 replacing \( \alpha, \beta \) by \( \tilde{\alpha}, \tilde{\beta} \). Here the optimal ensemble consists of \( J_{\tilde{\beta}} \)–coherent states \( D(z)\rho_{\tilde{\beta} \Delta J_{\tilde{\beta}}} D(z)^* \), and it is dual to the observable of the form (31) with some \( K \) and \( \rho_{\beta} \sim \rho_{\alpha}^{-1/2} \rho_{\beta} \rho_{\alpha}^{-1/2} \rho_{\alpha}^{-1/2} \rho_{\beta} \rho_{\alpha}^{-1/2} \). By using (11) with \( \gamma \) replaced by \( \tilde{\alpha} - \frac{1}{2} \Delta J_{\tilde{\beta}} \) we obtain (32). □
FIG. 1. (color online) The “threshold condition” domain for $\beta = \frac{1}{2}, 1, 10$.

It is interesting to compare the quantity (42) with the lower bound obtained by taking the heterodyne observable (13). According to (14), the probability density of outcomes of this observable for the Gaussian input state $\rho_\alpha$ is centered Gaussian with the covariance matrix $\tilde{\alpha} + \frac{1}{2} \Delta J_\beta = \gamma + \beta + \frac{1}{2} \Delta J_\beta = \alpha + \beta$, where at the last step we used (18).

Computation using (22) and (23) gives the Shannon information

$$I(\mathcal{E}, M) = h(p_{\rho_\alpha}) - h(p_{\rho_\frac{1}{2} \Delta J_\beta})$$

$$= \frac{1}{2} \log \det (\alpha + \beta) \left( \beta + \frac{1}{2} \Delta J_\beta \right)^{-1}.$$  (43)

for the ensemble $\mathcal{E}$ and observable $M$ defined by (15) thus giving a lower bound for the accessible information $A(\mathcal{E})$.

We thus have the inequality between (26) and the lower bound (43)

$$\frac{1}{2} \log \det (\alpha + \beta) \left( \beta + \frac{1}{2} \Delta J_\beta \right)^{-1} \leq \frac{1}{2} \log \det \left( \tilde{\alpha} + \tilde{\beta} \right) \left( \tilde{\beta} + \frac{1}{2} \Delta J_\tilde{\beta} \right)^{-1},$$  (44)

which becomes equality in the gauge-invariant case.

IV. ONE MODE

We start with the case of lemma 1. Let the measurement noise covariance matrix be

$$\beta = \begin{bmatrix} \beta_1 & 0 \\ 0 & \beta_2 \end{bmatrix}; \quad \beta_1 \beta_2 \geq \frac{1}{4}. $$  (45)
The corresponding complex structure is
\[
J_{\beta} = \begin{bmatrix}
0 & -\sqrt{\beta_2 / \beta_1} \\
\sqrt{\beta_1 / \beta_2} & 0
\end{bmatrix},
\]

Notice, that when \(\beta_1 = \beta_2\), we are in the gauge-invariant case with the standard complex structure
\[
J = \begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix}.
\]

The covariance matrix of the squeezed vacuum is
\[
\frac{1}{2} \Delta J_{\beta} = \frac{1}{2} \begin{bmatrix}
\sqrt{\beta_1 / \beta_2} & 0 \\
0 & \sqrt{\beta_2 / \beta_1}
\end{bmatrix},
\]

and
\[
\beta + \frac{1}{2} \Delta J_{\beta} = \begin{bmatrix}
\beta_1 + \frac{1}{2} \sqrt{\beta_1 / \beta_2} & 0 \\
0 & \beta_2 + \frac{1}{2} \sqrt{\beta_2 / \beta_1}
\end{bmatrix},
\]
so that \(\det (\beta + \frac{1}{2} \Delta J_{\beta}) = \left(\sqrt{\beta_1 \beta_2} + 1/2\right)^2\), hence the second term in the information quantity (17) is \(-\log \left(\sqrt{\beta_1 \beta_2} + 1/2\right)\).

Let us restrict to the diagonal input covariance matrices
\[
\alpha = \begin{bmatrix}
\alpha_1 & 0 \\
0 & \alpha_2
\end{bmatrix}, \quad \alpha_1 \alpha_2 \geq \frac{1}{4},
\]

Then the condition (16) amounts to \(\alpha_1 \geq \frac{1}{2} \sqrt{\beta_1 / \beta_2}, \quad \alpha_2 \geq \frac{1}{2} \sqrt{\beta_2 / \beta_1}\), or
\[
\frac{1}{4 \alpha_2^2} \leq \frac{\beta_1}{\beta_2} \leq 4 \alpha_1^2.
\]

Let us now turn to the theorem 2 for a Gaussian ensemble \(E = \{\pi_\gamma(d^2z), \rho_{\beta,z}\}\) with the diagonal covariance matrices
\[
\gamma = \begin{bmatrix}
\gamma_1 & 0 \\
0 & \gamma_2
\end{bmatrix} \geq 0.
\]
and \( \beta \) of the form (45). By (27)

\[
\tilde{\alpha}_1 = \beta_1 + \gamma_1, \quad \tilde{\alpha}_2 = \beta_2 + \gamma_2.
\]

Let us find the matrix

\[
\tilde{\beta} = \begin{bmatrix} \tilde{\beta}_1 & 0 \\ 0 & \tilde{\beta}_2 \end{bmatrix}.
\]

According to (28) we have

\[
\tilde{\beta}_1 = (\beta_1 + \gamma_1) \left[ \frac{\beta_1}{\gamma_1} - \frac{1}{4 (\beta_2 + \gamma_2)} \right],
\]

\[
\tilde{\beta}_2 = (\beta_2 + \gamma_2) \left[ \frac{\beta_2}{\gamma_2} - \frac{1}{4 (\beta_1 + \gamma_1)} \right].
\]

Note that \( \beta_1 \beta_2 \geq 1/4 \) implies \( \tilde{\beta}_1 \tilde{\beta}_2 \geq 1/4 \) as required for the covariance matrix of a Gaussian state. By (46) the condition (30) amounts to

\[
\frac{1}{4 \tilde{\alpha}_2^2} \leq \frac{\beta_1}{\beta_2} \leq 4 \tilde{\alpha}_1^2.
\]

The accessible information (26) is

\[
A(\mathcal{E}) = \frac{1}{2} \log \left( \frac{\tilde{\alpha}_1 + \tilde{\beta}_1}{(\sqrt{\tilde{\beta}_1 \tilde{\beta}_2} + 1/2)} \right)^2.
\]

To obtain the expressions in terms of the ensemble parameters \( \gamma, \beta \), one must substitute the relations (48), (49) into (50), (51). After some calculations which are done in the Appendix 2 we obtain the threshold condition

\[
\frac{1}{4 (\beta_2 + \gamma_2) \beta_2} \leq \frac{\gamma_1}{\gamma_2} \leq 4 (\beta_1 + \gamma_1) \beta_1
\]

and the accessible information

\[
A(\mathcal{E}) = \log \left( \frac{[(\beta_1 + \gamma_1) (\beta_2 + \gamma_2) - \frac{1}{4}]}{\sqrt{[(\beta_1 + \gamma_1) \beta_2 - \frac{1}{4}][[(\beta_2 + \gamma_2) \beta_1 - \frac{1}{4}]+ \frac{\sqrt{\gamma_1 \gamma_2}}{2}}}} \right).
\]

Computation of the parameters (32) of the optimal Gaussian observable (31) gives

\[
\beta_{s1} = \frac{1}{2} \sqrt{\tilde{\beta}_1 \tilde{\alpha}_1} \left( \frac{\tilde{\alpha}_2 - \frac{1}{2} \sqrt{\tilde{\beta}_2 / \tilde{\beta}_1}}{\tilde{\alpha}_1 - \frac{1}{2} \sqrt{\tilde{\beta}_1 / \tilde{\beta}_2}} \right),
\]

\[
\beta_{s2} = \frac{1}{2} \sqrt{\tilde{\beta}_2 \tilde{\alpha}_2} \left( \frac{\tilde{\alpha}_1 - \frac{1}{2} \sqrt{\tilde{\beta}_1 / \tilde{\beta}_2}}{\tilde{\alpha}_2 - \frac{1}{2} \sqrt{\tilde{\beta}_2 / \tilde{\beta}_1}} \right).
\]
Notice that $\beta_1 \beta_2 = 1/4$ as it must be for a squeezed vacuum.

To simplify visualization of the condition (50) we can assume without loss of generality (via a symplectic coordinate transformation) that $\beta_1 = \beta_2 = \beta \geq 1/2$. Then the sets of solutions $(\gamma_1, \gamma_2)$ of the system (50) for $\beta = 1/2, 1, 10$, are shown on Fig. 14.

The inequality (44) becomes

$$\frac{1}{2} \log \frac{(\beta + \gamma_1 + 1/2)(\beta + \gamma_2 + 1/2)}{(\beta + 1/2)^2} \leq \frac{1}{2} \log \frac{(\beta + \gamma_1 + \tilde{\beta}_1)(\beta + \gamma_2 + \tilde{\beta}_2)}{\left(\sqrt{\tilde{\beta}_1 \tilde{\beta}_2 + 1/2}\right)^2},$$

which turns into equality iff $\gamma_1 = \gamma_2$ (the gauge-invariant case).

Examples of ensemble not satisfying the key condition (30) of theorem 2 are obtained by taking the parameters $\beta \geq 1/2, \gamma_1 \geq 0, \gamma_2 \geq 0$, not satisfying at least one of the inequalities (52) (outer domains of curved angles on Fig. 1). A notable case is $\gamma_1 > 0, \gamma_2 = 0$, which corresponds to the ensemble with the Gaussian distribution $\pi_{\gamma_1}(dx)$ concentrated on the horizontal axis $x$, and the family of states

$$\rho_{\beta,x} = D(x,0)\rho_{\beta}D(x,0)^*,$$

where $D(x,0) = \exp(-i\alpha x)$ are the position displacement operators and $\rho_{\beta}$ is the gauge-invariant Gaussian (thermal) state. Theorem 2 does not apply in this case while a natural conjecture is that the optimal measurement for the accessible information of this ensemble is still “Gaussian” (namely, the sharp position measurement, cf. sec. 5 of the paper2).
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APPENDIX 1

In our notations the statement of Lemma 5 of the paper 11 reads

$$\text{Tr} W(z_1)\sqrt{\rho_\alpha}W(-z_2)\sqrt{\rho_\alpha} = \exp\left(-\frac{1}{2}z_2^*\alpha z_2 - \frac{1}{2}z_1^*\alpha z_1 + z_2^*\kappa z_1\right),$$

(54)
where
\[ \kappa = \sqrt{I_{2s} + (2\alpha \Delta^{-1})^{-2}} = \alpha \sqrt{I_{2s} + (2\Delta^{-1}\alpha)^{-2}}. \] (55)

**Sketch of proof.** The quantum Fourier transform of \( \sqrt{\rho_\alpha} \) computed in \( \text{10} \) is
\[ f(w) = \text{Tr} \sqrt{\rho_\alpha} W(w) \]
\[ = \frac{1}{4} \text{det} (2\hat{\alpha}) \exp \left( -\frac{1}{2} w^t \hat{\alpha} w \right), \]
where
\[ \hat{\alpha} = \alpha + \kappa = \alpha \left( I_{2s} + \sqrt{I_{2s} + (2\Delta^{-1}\alpha)^{-2}} \right). \]

Hence
\[ \text{Tr} (W(z_1) \sqrt{\rho_\alpha}) W(w) = \text{Tr} \sqrt{\rho_\alpha} W(w) W(z_1) = \exp \left( -\frac{i}{2} w^t \Delta z_1 \right) f(w + z_1). \]

By using Parceval relation for the quantum Fourier transform \( \text{4} \), we have
\[ \text{Tr} W(z_1) \sqrt{\rho_\alpha} W(-z_2) \sqrt{\rho_\alpha} \]
\[ = \text{Tr} (W(z_1) \sqrt{\rho_\alpha}) (\sqrt{\rho_\alpha} W(z_2))^* \]
\[ = \frac{1}{(2\pi)^s} \int \exp \left( -\frac{i}{2} w^t \Delta z_1 \right) f(w + z_1) \exp \left( \frac{i}{2} w^t \Delta z_2 \right) f(w + z_2) d^2w \]
\[ = \frac{1}{(2\pi)^s} \int \exp \left( -\frac{i}{2} w^t \Delta (z_1 + z_2) \right) f(w + z_1) f(w + z_2) d^2w. \]

Substituting (56), computing a Gaussian integral and using the relation
\[ \hat{\alpha} - \frac{1}{4} \Delta \hat{\alpha}^{-1} \Delta = 2\alpha \]
from the paper \( \text{12} \) gives (54). \( \square \)

**Corollary 4.** The following relation holds
\[ \text{Tr} (\sqrt{\rho_\alpha} \rho_{\beta,z} \sqrt{\rho_\alpha}) W(z_1) = c \exp \left( i z_1^t K z - \frac{1}{2} z_1^t \alpha_{121} z_1 \right), \] (57)
where
\[ c = (\det (\alpha + \beta))^{-1/2} \exp \left( -\frac{1}{2} z^t (\alpha + \beta)^{-1} z \right), \]
\[ \alpha_{121} = \alpha - \kappa (\alpha + \beta)^{-1} \kappa, \]
\[ K = \kappa (\alpha + \beta)^{-1}. \]
We mention in passing that the characteristic function of the product of Gaussian density operators was obtained in \( \mathfrak{9} \).

**Proof.** By the inversion formula for the quantum Fourier transform \( ^4 \)

\[
\rho_{\beta,+} = \frac{1}{(2\pi)^s} \int \exp \left( iz_2^t \beta z_2 \right) W(-z_2) d^2 z_2.
\]

Combining with (54),

\[
\text{Tr} \sqrt{\rho_\alpha \rho_{\beta,+}} \sqrt{\rho_\alpha} W(z_1) = \frac{1}{(2\pi)^s} \int \exp \left( iz_2^t \beta z_2 \right) \exp \left( -\frac{1}{2} z_2^t \alpha z_2 - \frac{1}{2} z_1^t \alpha z_1 + z_2^t \kappa z_2 \right) d^2 z_2.
\]

Computation of the Gaussian integral results in (57). □

Replacing in (57), (55) \( \alpha, \beta \) by \( \tilde{\alpha}, \tilde{\beta} \), we rederive (40). Replacing additionally \( z \) by \( \tilde{K} z \), where

\[
\tilde{K} = \left( \tilde{\alpha} + \tilde{\beta} \right) \tilde{K}^{-1} = \left( \tilde{\alpha} + \tilde{\beta} \right) \tilde{\alpha}^{-1} \tilde{\beta}^{-1}
\]

(58) after some routine calculations using (41) we obtain

\[
\text{Tr} (\sqrt{\rho_\alpha \rho_{\beta,+}} \sqrt{\rho_\alpha} W(z_1) = \frac{1}{\det \tilde{K}} \sqrt{\det \gamma} \exp \left( -\frac{1}{2} z_2^t \gamma^{-1} z_2 \right) \text{Tr} \rho_{\beta,+} W(z_1),
\]

implying (39).

**APPENDIX 2**

**Proof of (62), (73).** The second inequality in (60) is the same as \( \tilde{\beta}_1 \leq 4 \tilde{\alpha}_1^2 \beta_2 \). By using (48), (49), we obtain

\[
\tilde{\alpha}_1 - \frac{1}{4 \tilde{\alpha}_2} - \gamma_1 \leq 4 \tilde{\alpha}_1 \tilde{\alpha}_2 \frac{\gamma_1}{\gamma_2} \left( \tilde{\alpha}_2 - \frac{1}{4 \tilde{\alpha}_1} - \gamma_2 \right),
\]

or, introducing \( D = \tilde{\alpha}_1 \tilde{\alpha}_2 - \frac{1}{4} \),

\[
\frac{D}{\alpha_2} - \gamma_1 \leq 4 \tilde{\alpha}_2 \frac{\gamma_1}{\gamma_2} D - 4 \tilde{\alpha}_1 \tilde{\alpha}_2 \gamma_1.
\]

Rearranging and dividing by \( D > 0 \),

\[
\frac{1}{\alpha_2} \leq 4 \tilde{\alpha}_2 \frac{\gamma_1}{\gamma_2} - 4 \gamma_1 = 4 \gamma_1 \left( \tilde{\alpha}_2 - \frac{1}{4 \tilde{\alpha}_1} - \gamma_2 \right) = 4 \gamma_1 \frac{\gamma_2}{\gamma_1} \left( \tilde{\alpha}_2 - \gamma_2 \right),
\]

which is the same as

\[
\frac{1}{4 \tilde{\alpha}_2 (\tilde{\alpha}_2 - \gamma_2)} \leq \frac{\gamma_1}{\gamma_2}.
\]
equivalent to the first inequality in (52) by (48).

Again by using (48), (49), we obtain
\[
\tilde{\alpha}_1 + \tilde{\beta}_1 = \tilde{\alpha}_1 \gamma_1 \tilde{\alpha}_2 \left( \tilde{\alpha}_1 \tilde{\alpha}_2 - \frac{1}{4} \right), \quad \tilde{\alpha}_2 + \tilde{\beta}_2 = \frac{\tilde{\alpha}_2}{\gamma_2} \left( \tilde{\alpha}_1 \tilde{\alpha}_2 - \frac{1}{4} \right),
\]

hence
\[
\left( \tilde{\alpha}_1 + \tilde{\beta}_1 \right) \left( \tilde{\alpha}_2 + \tilde{\beta}_2 \right) = \frac{1}{\gamma_1 \gamma_2} \left( \tilde{\alpha}_1 \tilde{\alpha}_2 - \frac{1}{4} \right)^2.
\]

Moreover,
\[
\tilde{\beta}_1 \tilde{\beta}_2 = \frac{1}{\gamma_1 \gamma_2} \left( \tilde{\alpha}_1 \tilde{\alpha}_2 - \frac{1}{4} \right) \left( \tilde{\alpha}_2 \tilde{\alpha}_1 - \frac{1}{4} \right).
\]

Substituting into (51) we get (53).
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