HOPF-GALOIS EXTENSIONS AND TWISTED HOPF ALGEBROIDS
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Abstract. We show that the Ehresmann-Schauenburg bialgebroid of a quantum principal bundle $P$ or Hopf Galois extension with structure quantum group $H$ is in fact a left Hopf algebroid $L(P,H)$. We show further that if $H$ is coquasitriangular then $L(P,H)$ has an antipode map $S$ obeying certain minimal axioms. Trivial quantum principal bundles or cleft Hopf Galois extensions with base $B$ are known to be cocycle cross products $B\#_{\sigma}H$ for a cocycle-action pair $(\varphi,\sigma)$ and we look at these of a certain ‘associative type’ where $\varphi$ is an actual action. In this case also, we show that the associated left Hopf algebroid has an antipode obeying our minimal axioms. We show that if $L$ is any left Hopf algebroid then so is its cotwist $L^c$ as an extension of the previous bialgebroid Drinfeld cotwist theory. We show that in the case of associative type, $L(B\#_{\sigma}H,H) = L(B\#H)^{\tilde{\sigma}}$ for a Hopf algebroid cotwist $\tilde{\sigma} = \sigma$. Thus, switching on $\sigma$ of associative type appears at the Hopf algebroid level as a Drinfeld cotwist. We view the affine quantum group $\hat{U}_q(sl_2)$ and the quantum Weyl group of $u_q(sl_2)$ as examples of associative type.

1. Introduction

A right Hopf-Galois extension or quantum principal bundle is a right comodule algebra $P$ under a Hopf algebra $H$ such that the induced map $P \otimes_B P \rightarrow P \otimes H$ is an isomorphism of vector spaces, where $B = P^{co(H)}$ is the fixed subalgebra. In noncommutative geometry, one thinks of $P$ as like the algebra of functions on the total space of a principal bundle, $H$ as like the algebra of functions on the fibre group and $B$ as like the functions on the base, except that all algebras may be noncommutative and the group structure of the fibre is now a Hopf algebra or quantum group. This is the starting point for quantum group gauge theory\cite{8} and we refer to \cite{2} Chap. 5 for a recent account of the geometric picture, differential structures and connections. In the classical case, one has an associated Ehresmann groupoid of a principal bundle and similarly for any Hopf Galois extension, one has\cite{23} the ‘Ehresmann-Schauenburg bialgebroid’ which we will show is in fact a left Hopf algebroid and denote $L(P,H)$. This is a main result of the paper and appears in Theorem 4.4.

In general, while the axioms of left bialgebroids\cite{9,6} are somewhat settled at this point (with a similar notion for right bialgebroids) the correct notion of Hopf algebroid is less clear. By left Hopf algebroid we will mean in the sense of \cite{24} that a certain ‘translation map’ is invertible. This reduces to existence of a usual Hopf algebra antipode $S$ when the base algebra $B = k$, but in general an antipode map appears to be a stronger notion and there are several candidates. One of these is in \cite{9}, where one needs both a left and right bialgebroid with $S$ connecting them and $S$ antimultiplicative. This notion is, however, too restrictive for our purposes and we introduce in Lemma 3.3 what we consider a minimal formulation for an invertible antipode $S$, which drops $S$ being antimultiplicative but is strong enough to imply a left Hopf algebroid. We expect but do not show that it is a strictly stronger concept than a left Hopf algebroid and we show that $L(P,H)$ has such an antipode at least if $H$ is coquasitriangular. Another general result of the paper is Theorem 3.7 about Drinfeld (co)twists of left Hopf algebroids, extending the bialgebroid
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version in [5]. We do not find conditions on the cotwists for an antipode to cotwist, but the example in Corollary 3.14 comes close.

Before these general results, Section 2 starts with the simpler case of a cleft Hopf Galois extension [22] or ‘trivial’ quantum principal bundle [5] defined as a Hopf-Galois extension equipped with a cleaving or ‘trivialisation’ map \( j : H \to P \) of comodule algebras (where \( H \) coacts on itself by the coproduct) which is convolution-invertible as a map from the coalgebra of \( H \) to the algebra \( P \). One of the first observations to be made here is that, unlike classical geometry, there is a potentially nontrivial nonabelian cohomology associated to such seemingly trivial extensions, denoted \( H^2(H, B) \) in [19] [18]. Here it is known that a cleft extension allows for an identification

\[
\mathcal{P} \cong B \# \sigma \mathcal{H}
\]

as comodule algebras for certain ‘cyclic data’ \( (\triangleright, \sigma) \) where \( \triangleright : H \otimes B \to B \) is a measuring (but not necessarily an action) and \( \sigma : H \otimes H \to B \) obeying certain conditions. Gauge transformation by convolution invertible maps \( u : H \to B \) changes \( (\triangleright, \sigma) \) and the nonabelian cohomology can be defined as cocycles modulo these. In the special case where \( H \) is cocommutative, it was shown in [10] that there is a bijective correspondence between the equivalence classes of \( H \)-cleft Hopf Galois extensions and the usual cohomology group \( H^2(H, Z(B)) \), where \( Z(B) \) is the centre of \( B \) and \( \sigma \) is the linear extension of a group 2-cocycle in the case where \( H \) is a group algebra. Another special case is where \( B = k \) is the ground field and in this case \( \sigma \) is a Drinfeld 2-cocycle as in the theory of Hopf algebra cotwists [18, Chap 2]. We introduce and study a joint ‘associative type’ generalisation of these two special cases where \( \triangleright \) is in fact an action so that we also have an ordinary smash product \( B \# H \).

Cleft extensions are then studied further in Section 3 to illustrate the Hopf algebroid theory more explicitly. First we give a version \( B^c \#_\sigma H \) of the Ehresmann-Schauenburg bialgebroid in the cleft cocycle extension case directly on the vector of \( B^c \otimes H \) where \( B^c = B \otimes B^{op} \). From our general results, this is necessarily a left Hopf algebroid but we show that it has an antipode at least when \( \sigma \) is of associative type. We also show in the associative type case that there is a Hopf algebroid cotwist \( \tilde{\sigma} \) on the Hopf algebroid \( B^c \# H \) such that \( B^c \#_\sigma H = (B^c \# H)^{\tilde{\sigma}} \) is a Hopf algebroid twist. Thus, the introduction of \( \sigma \) at the cocycle level corresponds to a Drinfeld cotwist at the Hopf algebroid level. We also explore how our constructions change both under a Drinfeld cotwist of \( \chi \) on \( H \) and under a gauge transformation \( u \) from our two points of view.

Section 4 contains our results for general quantum principal bundles and the paper then concludes with some examples in Section 5. Of course, many Hopf-Galois extensions are known but the new notion of associative type is less clear and we show how they arise from certain cocycle bicrossproducts of interest in the theory of quantum groups.

2. Cocycle Cleft Extensions and Associative Type

This section starts with recalling basic algebraic preliminaries, then studies cocycle extensions of associative type. We work over a field \( k \).

2.1. Basic Algebraic Preliminaries. We recall that a Hopf algebra \( H \) means a unital algebra which is also a counital coalgebra with coproduct \( \Delta \) and counit \( \epsilon \), such that these are algebra maps and there is an antipode \( S \) obeying \( S(h_{(1)})h_{(2)} = 1 \epsilon(h) = h_{(1)}S(h_{(2)}) \) for all \( h \in H \). We use here the sumless Sweedler notation \( \Delta(h) = h_{(1)} \otimes h_{(2)} \) for all \( h \in H \). We refer to texts such as [22] [18] for more details. If \( C \) is a coalgebra and \( P \) is an algebra, the space \( \text{Hom}_k(C, P) \) is unital associative algebra with the ‘convolution’ product \( \phi \star \psi(c) := \phi(c_{(1)})\psi(c_{(2)}) \), for all \( \phi, \psi \in \text{Hom}_k(C, P) \) and from this point of view, \( S \) is the convolution-inverse of the identity map \( \text{id} : H \to H \).

Given a Hopf algebra \( H \), a left \( H \)-module algebra is an algebra \( B \) with a left action \( \triangleright \) of \( H \) such that \( h \triangleright (ab) = (h_{(1)} \triangleright a)(h_{(2)} \triangleright b) \) for all \( a, b \in B \) and \( h \in H \), and \( h \triangleright 1 = \epsilon(h)1 \). In
this case, one has a smash or cross product algebra \(B\#H\) built on \(B \otimes H\) with product 
\[(a \# h)(a' \# g) = a(h_{1,1} \triangleright a') \# h_{2,2} g\]
for all \(a, a' \in B\) and \(g, h \in H\). Similarly, a right \(H\)-comodule algebra is an algebra \(P\) with a right coaction \(\Delta_R : P \to P \otimes H\) (the axioms are dual to those of a module) such that \(\Delta_R\) is an algebra map, where \(P \otimes H\) has the tensor product algebra structure. We use the sunnyside Sweedler notation \(\Delta\).

The category of left modules \(H\mathcal{M}\) and the category of right comodules \(\mathcal{M}^H\) are both monoidal with finite-dimensional objects rigid. For example, if \(V\) and \(W\) are right co-modules the \(V \otimes \mathcal{W}\) is right \(H\)-comodule \(\Delta_{R,V} : V \otimes \mathcal{W} \cong V_{(0)} \otimes \mathcal{W}_{(0)} \otimes V_{(1)} \mathcal{W}_{(1)}\) for all \(v \in V\) and \(w \in W\). An \(H\)-module algebra \(B\) just means an algebra in \(H\mathcal{M}\) and a \(\mathcal{M}\) comodule algebra \(P\) just means an algebra in \(\mathcal{M}^H\).

Finally, if \(H\) is a Hopf algebra and \(\chi : H \otimes H \to k\) a Drinfeld 2-cocycle or cotwist in the sense of convolution-invertible and obeying \([18, Sec. 2.3]\):

\[
\chi(g_{(1)}, f_{(1)}) \chi(h, g_{(2)} f_{(2)}) = \chi(h_{(1)}, g_{(1)}) \chi(h_{(1)} g_{(1)}, f), \quad \chi(1, h) = \chi(h, 1) = \epsilon(h)
\]
then one has a new Hopf algebra \(H^\chi\) on the same vector space as \(H\) but with a modified product

\[
h \cdot \chi g = \chi(h_{(1)}, g_{(1)}) h_{(2),2} g_{(2)} \chi^{-1}(h_{(3)}, g_{(3)})
\]
such that the category \(\mathcal{M}^H\) is monoidally equivalent to \(\mathcal{M}^H\) \([18]\). Moreover, if \(P\) is an \(H\)-comodule algebra then there is a 1-sided cotwisted comodule algebra \(P_\chi\) with new product \(\chi\) \([18]\), Sec. 2.3

\[
p_\chi q := p_{(0)} q_{(0)} \chi^{-1}(p_{(1)}, q_{(1)}),
\]
for all \(p, q \in P\) and the same coaction on the underlying vector space.

### 2.2. Cocycle cross product algebras revisited.

More generally, \(\triangleright : H \otimes B \to B\) is a measuring of a Hopf algebra \(H\) on an algebra \(B\) if \(h \triangleright (ab) = (h_{1} \triangleright a)(h_{2} \triangleright b)\) for all \(a, b \in B\) and \(h \in H\), and \(h \triangleright 1 = \epsilon(h) 1\), i.e. like a module algebra but without requiring \(\triangleright\) to be an action. Given such a measuring \(\triangleright\), we assume a ‘2-cocycle’ in the sense of a convolution-invertible map \(\sigma : H \otimes H \to B\) such that

\[
(1) \quad 1 \triangleright h = h,
(2) \quad h \triangleright (g \triangleright b) = \sigma(h_{(1)}, g_{(1)}) (h_{(2)} g_{(2)} \triangleright b) \sigma^{-1}(h_{(3)}, g_{(3)}),
(3) \quad \sigma(h, 1) = \sigma(1, h) = \epsilon(h) 1,
(4) \quad (h_{(1)} \triangleright \sigma(g_{(1)}, f_{(1)})) \sigma(h_{(2)}, g_{(2)} f_{(2)}) = \sigma(h_{(1)}, g_{(1)}) \sigma(h_{(2)}, g_{(2)} f_{(2)}),
\]
for all \(h, g, f \in H\) and \(b \in B\). Then \([11]\) showed that there is an \(\text{cocycle cross product algebra structure}\) on \(B\#_\sigma H\) built on \(B \otimes H\) as vector space, with the product

\[
(b \#_\sigma h)(c \#_\sigma g) = b(h_{1} \triangleright c) \sigma(h_{(2)}, g_{(1)}) \#_\sigma h_{(3)} g_{(2)},
\]
for all \(h, g \in H\) and \(b, c \in B\). The converse is also true: given that \(H\) measures \(B\) and \(\sigma : H \otimes H \to B\) is a convolution invertible linear map, these conditions are needed for the formula given to define an associative product with unit \(1 \#_\sigma 1\). We have the following useful lemma:

**Lemma 2.1.** cf. \([22]\) Prop. 7.2.7] Given the data for a cocycle cross product \(B\#_\sigma H\), we have the following properties of \(\sigma\) for all \(h, g, f \in H\):

\[
(1) \quad \sigma^{-1}(h_{(1)}, g_{(1)}, f_{(1)})(h_{(2)} \triangleright \sigma^{-1}(g_{(2)}, f_{(2)})) = \sigma^{-1}(h_{(1)}, g_{(1)}, f) \sigma^{-1}(h_{(2)}, g_{(2)}),
(2) \quad h \triangleright \sigma(g, f) = \sigma(h_{(1)}, g_{(1)}) \sigma(h_{(2)}, g_{(2)}, f_{(1)}) \sigma^{-1}(h_{(3)}, g_{(3)}),
(3) \quad h \triangleright \sigma^{-1}(g, f) = \sigma(h_{(1)}, g_{(1)}, f_{(1)}) \sigma^{-1}(h_{(2)}, g_{(2)}, f_{(2)}) \sigma^{-1}(h_{(3)}, g_{(3)}),
(4) \quad (h_{(1)} \triangleright \sigma^{-1}(S(h_{(4)}), h_{(5)})) \sigma(h_{(2)}, S(h_{(3)})) = \epsilon(h) 1,
(5) \quad \sigma^{-1}(S(h_{(1)}), S(g_{(1)}), h_{(2)} g_{(2)} h_{(3)}) = \sigma^{-1}(S(h_{(1)}), S(g_{(1)}), h_{(2)} \triangleright S(h_{(3)}), h_{(2)} g_{(2)} h_{(3)}) = \epsilon(h) 1.
(6) \quad \sigma^{-1}(S(h_{(1)}), h_{(2)} h_{(3)}) S(h_{(1)}) \triangleright \sigma(h_{(4)}), S(h_{(5)})) = \epsilon(h) 1.
\]
Proof. (1) and (2) can be derived by applying the convolution inverse on both sides of the 2-cocycle conditions, and (3) can be derived from (1). For (4),

\[
\begin{align*}
(h_{(1)} & \triangleright u^{-1}(S(h_{(4)}),h_{(5)})) \triangleright \sigma(h_{(2)},h_{(3)}) \\
= & \sigma(h_{(1)},S(h_{(6)}),h_{(9)})\sigma^{-1}(h_{(2)},S(h_{(7)}),h_{(10)})\sigma^{-1}(h_{(3)},S(h_{(6)}),S(h_{(5)})) \\
= & \sigma(h_{(1)},S(h_{(4)}),h_{(5)})\sigma^{-1}(h_{(2)},S(h_{(3)}),h_{(6)}) \\
= & \varepsilon(h)1,
\end{align*}
\]

for any \( h \in H \), and similarly for (5). For (5)

\[
\begin{align*}
\sigma^{-1}(S(h_{(3)}),S(h_{(4)}),S(g_{(2)}),S(g_{(3)})) & \rightarrow \sigma^{-1}(S(g_{(2)}),S(g_{(3)}))S(h_{(3)}),S(g_{(3)})) \\
= & \sigma^{-1}(S(h_{(3)}),S(g_{(3)}))S(h_{(3)}),S(g_{(3)})) \\
= & \sigma^{-1}(S(h_{(3)}),S(g_{(3)}))S(h_{(3)}),S(g_{(3)})) \\
= & \sigma^{-1}(S(h_{(3)}),S(g_{(3)}))S(h_{(3)}),S(g_{(3)})),
\end{align*}
\]

where the first step use (3). \( \square \)

From an extension theory point of view, a cleft extension of an algebra \( B \) by a Hopf algebra \( H \) is a comodule algebra \( P \), a convolution-invertible unital comodule map \( j : H \to P \) and an algebra inclusion,

\[
B \hookrightarrow P \hookrightarrow H,
\]

such that the tensor product of these maps combined with the product of \( P \) gives an isomorphism \( B \otimes H \to P \) of right \( H \)-comodules and left \( B \)-modules. We use the canonical left \( B \)-module and right \( H \)-comodule structure on \( B \otimes H \) and the assertion entails that \( j \) is injective. It is easy to see that \( B\# \sigma H \) meets these conditions and conversely, given the extension data, one can show that \( B = P^{\text{ooc}(H)} \) is the invariant subalgebra and construct \((\triangleright, \sigma)\) by [19, 18, Prop. 6.3.6]

\[
h \triangleright b = j(h_{(1)})b j^{-1}(h_{(2)}), \quad \sigma(h \otimes g) = j(h_{(1)})j(g_{(1)}) j^{-1}(h_{(2)}g_{(3)})
\]

with images in \( B \) due to the assumed equivariance of \( j \). A map between extensions is an \( H \)-comodule map which is the identity on \( B \). Moreover, if \((\triangleright, \sigma)\) is a cocycle then

\[
\begin{align*}
h \triangleright u & = u^{-1}(h_{(1)}) (h_{(2)} \triangleright b) u(h_{(3)}), \\
\sigma(u)(h,g) & = u^{-1}(h_{(1)}) (h_{(2)} \triangleright u^{-1}(g_{(1)})) \sigma(h_{(3)},g_{(2)}) u(h_{(4)}g_{(3)}).
\end{align*}
\]

for a convolution-invertible unital map \( u : H \to B \) is another, and \((\triangleright u, \sigma u)\) gives an isomorphic cocycle extension by

\[
\Theta_{u} : B\#_{\sigma} H \to B\# \sigma_{H}, \quad \Theta(b \#_{\sigma} h) = bu^{-1}(h_{(1)}) \#_{\sigma} h_{(2)}.
\]

Conversely, isomorphic extensions are related in this way [19, 18, Props. 6.3.4, 6.3.5]. This therefore defines a kind of ‘nonAbelian cohomology’ theory \( H^{2}(H,B) \) realised as cocycles modulo such ‘gauge equivalence’. We will recall in Section 4 how such cleft extensions are Hopf-Galois and hence can be viewed as trivial quantum principal bundles.

Cleft cocycle extensions and their duals have also been applied in a theory of cocycle bicrossproduct extensions [17, 18] where \( B \) and \( P = B_{\sigma} \triangleright \triangleright_{\sigma} H \) are Hopf algebras and the extension is both cleft and ‘coclleft’. This will be a source of examples in Section 5. Finally, a different operation one can perform on cocycle cross products is a Drinfeld cotwist.

**Proposition 2.2.** If \((\triangleright, \sigma)\) is a cocycle for \( B\#_{\sigma} H \) then \( \triangleright_{\chi} = \triangleright \) and \( \sigma_{\chi} = \sigma * \chi^{-1} \) are cocycle data for \( B\#_{\sigma_{\chi}} H^{\chi} \). Moreover, \( \mathcal{H}^{2}(H^{\chi}, B) \cong \mathcal{H}^{2}(H, B) \).
Proof. One can simply check that the twisted data meets the conditions for a cocycle. Or, from the point of view of clef extensions, assume \( j : H \to P \) is the cleaving map of the clef extension. We define \( \tilde{j}_X = j \) on the same underlying vector space of \( H \) now viewed as a \( H^X \)-comodule map. We first check that its inverse is given by

\[
j^{-1}_X(h) := j^{-1}(h_{(3)}) \chi(h_{(1)}, S(h_{(2)})�)
\]

where \( j^{-1} \) is the inverse of the original cleaving map. On the one hand,

\[
j^{-1}_X \ast j_X(h) = \chi(h_{(1)}, S(h_{(2)})) j^{-1}(h_{(3)}) \cdot j(h_{(4)}) = \chi(h_{(1)}, S(h_{(2)})) j^{-1}(h_{(4)}) j(h_{(5)}) \chi^{-1}(h_{(3)}, h_{(6)}) \chi^{-1}(S(h_{(3)}), h_{(4)}) = \chi(h_{(1)}, S(h_{(2)})) \chi^{-1}(S(h_{(3)}), h_{(4)}) = \epsilon(h),
\]

where the second step uses the fact that \( j^{-1}(h_{(3)}) \otimes j^{-1}(h_{(4)}) = j^{-1}(h_{(3)}) \otimes S(h_{(4)}) \) for any \( h \in H \), the last step uses the fact that \( \chi \) is a 2-cocycle on the Hopf algebra \( H \). On the other hand,

\[
j_X \ast j^{-1}_X(h) = j(h_{(1)}) \cdot j^{-1}(h_{(4)}) \chi(h_{(2)}, S(h_{(3)}))
\]

\[
= j(h_{(1)}) j^{-1}(h_{(4)}) \chi(h_{(2)}, S(h_{(3)})) \chi(h_{(2)}, S(h_{(3)})) \chi(h_{(3)}, S(h_{(4)})) = \epsilon(h).
\]

According to (2.3), the deformed 2-cocycle action \( \triangleright \chi \) is given by

\[
h \triangleright X b = j_X(h_{(1)}) \cdot \chi b \cdot j^{-1}_X(h_{(2)})
\]

\[
= (1 \# h_{(1)}) \cdot \chi (b \chi(h_{(2)}, S(h_{(3)})) j^{-1}(h_{(4)}))
\]

\[
= (1 \# h_{(1)}) \cdot \chi (b \chi(h_{(2)}, S(h_{(3)})) \sigma^{-1}(S(h_{(3)}), h_{(4)}))
\]

\[
= (1 \# h_{(1)}) (b \chi(h_{(2)}, S(h_{(3)})) \sigma^{-1}(S(h_{(3)}), h_{(4)})) \chi^{-1}(h_{(2)}, S(h_{(3)}))
\]

\[
= (1 \# h_{(1)}) (b \sigma^{-1}(S(h_{(3)}), h_{(4)})) \chi^{-1}(h_{(2)}, S(h_{(3)}))
\]

\[
= (h_{(1)} \triangleright b(h_{(2)} \triangleright \sigma^{-1}(S(h_{(3)}), h_{(4)})) \sigma(h_{(3)}, S(h_{(4)})) \# h_{(1)} = h \triangleright b \# 1,
\]

where the last step uses Proposition 2.1. Hence, the twisted action is unchanged. And the deformed 2-cocycle \( \sigma_X \) is given by

\[
\sigma_X(h, g) = j_X(h_{(1)}) \cdot \chi j_X(g_{(1)}) \cdot \chi j^{-1}_X(h_{(2)}) \cdot \chi g_{(2)}
\]

\[
= (j(h_{(1)}) j(g_{(1)})) \chi(h_{(2)}, g_{(2)}) \cdot \chi j^{-1}_X(h_{(3)}, g_{(3)}) \chi^{-1}(h_{(3)}, g_{(3)})
\]

\[
= (j(h_{(1)}) j(g_{(1)})) \cdot \chi j^{-1}_X(h_{(2)}, g_{(2)}) \chi^{-1}(h_{(2)}, g_{(2)})
\]

\[
= (j(h_{(1)}) j(g_{(1)}) \chi(h_{(2)}, g_{(2)}, S(h_{(3)}), h_{(4)})) \chi^{-1}(h_{(2)}, g_{(2)}, S(h_{(3)}), h_{(4)})) \chi^{-1}(h_{(3)}, g_{(3)})
\]

\[
= (j(h_{(1)}) j(g_{(1)})) \chi^{-1}(h_{(2)}, g_{(2)}) \chi^{-1}(h_{(2)}, g_{(2)})
\]

\[
= \sigma(h_{(1)}, g_{(1)}) \chi^{-1}(h_{(2)}, g_{(2)})
\]

for any \( h, g \in H \) and \( b \in B \).

For the last part, if we we gauge transform by \( u : H \to B \) then \( (\sigma^u)_X = (\sigma_X)^u \). Indeed,

\[
(\sigma^u)_X(h, g) = u^{-1}(h_{(1)}) u^{-1}(g_{(1)}) u^{-1}(h_{(2)}) u^{-1}(g_{(2)}) \chi^{-1}(h_{(3)}, g_{(3)})
\]

\[
= u^{-1}(h_{(1)}) u^{-1}(g_{(1)}) \chi^{-1}(h_{(2)}, g_{(2)}) \chi^{-1}(h_{(3)}, g_{(3)})
\]

\[
= u^{-1}(h_{(1)}) u^{-1}(g_{(1)}) \chi^{-1}(h_{(2)}, g_{(2)}) \chi^{-1}(h_{(3)}, g_{(3)}) u(h_{(7)}, g_{(7)})
\]

\[
= (\sigma_X)^u(h, g),
\]

so that the equivalence classes are in bijective correspondence under the cotwist. \( \square \)
2.3. Cocycles of associative type.

**Definition 2.3.** We say that a crossed product $B\#_\sigma H$ is of associative type or $(\triangleright,\sigma)$ is a cocycle of associative type, if $B$ is an $H$-module algebra under $\triangleright$.

It is easy to see that this happens if

$$\sigma(h_{(1)}, g_{(1)})(h_{(2)}g_{(3)} \triangleright b) = ((h_{(1)}g_{(1)}) \triangleright b)\sigma(h_{(2)}, g_{(3)}),$$

for all $b \in B$, $h, g \in H$. Clearly, in the associative type case, $B$ is an $H$-module algebra under the same left action, and $B\#H$ is well defined. A lemma needed later is

**Lemma 2.4.** Let $B\#_\sigma H$ be of associative type. Then

$$(S(h_{(3)}) \triangleright b)\sigma^{-1}(S(h_{(1)}), h_{(2)}) = \sigma^{-1}(S(h_{(2)}), h_{(3)})(S(h_{(1)} \triangleright b))$$

**Proof.** Since $B\#_\sigma H$ is of associative type, we have

$$b\sigma^{-1}(S(h_{(1)}), h_{(2)}) = ((S(h_{(2)}), h_{(3)} \triangleright b)\sigma^{-1}(S(h_{(1)}), h_{(2)}) = \sigma^{-1}(S(h_{(2)}), h_{(3)})(S(h_{(1)} \triangleright (h_{(2)} \triangleright b).$$

Then

$$\sigma^{-1}(S(h_{(2)}), h_{(3)})(S(h_{(1)} \triangleright b)) = \sigma^{-1}(S(h_{(1)}), h_{(2)}) = (S(h_{(3)}) \triangleright b)\sigma^{-1}(S(h_{(1)}), h_{(2)}).$$

□

On the other hand, if $B\#_\sigma H$ is of associative type then $B\#_{\sigma*} H$ need not be. We say that a cleft extension is of associative type if its underlying $(\triangleright,\sigma)$ as in Section 2.2. Not all of them will preserve associative type, the condition for this

$$(\triangleright,\sigma) \sim (\triangleright^u,\sigma^u) \sim (\triangleright^u)^1, (\sigma^u)^v$$

so that $v$ obeys the stated condition with respect to $\triangleright^u$, then the convolution product $u*v$ obeys the stated conditions and $(\triangleright^u)^1, (\sigma^u)^v = (\triangleright^{u*}, \sigma^{u*})$. Similarly for $u^{-1}$ to go back from $(\triangleright^u,\sigma^u)$.

**Example 2.6.** Let $H$ be a Hopf algebra, $B$ an $H$-module algebra of an inner form $h \triangleright b = u(h_{(1)})b u^{-1}(h_{(2)})$ where $u : H \to B$ is convolution invertible and such that

$$u^{-1}(g_{(1)})u^{-1}(h_{(1)}g_{(2)}h_{(3)})u(h_{(3)}) = u^{-1}(h_{(2)}g_{(1)})(u(h_{(1)}g_{(2)}h_{(3)})b)u(h_{(3)}),$$

for any $h, g \in H$ and $b \in B$.

**Proposition 2.5.** Cocycles of associative type.

Cleft extensions of associative type are classified by $\mathcal{H}_{as}(H, B)$ defined as $Z^2_{as}(H, B)$ modulo transformation $(\triangleright, \sigma)$ to $(\triangleright^{u*}, \sigma^{u*})$ where $u : H \to B$ is convolution invertible and obeys

$$u^{-1}(h_{(1)})(h_{(2)} \triangleright (u^{-1}(g_{(1)})(g_{(2)} \triangleright b)u(g_{(3)})))u(h_{(3)}) = u^{-1}(h_{(1)}g_{(1)})(u(h_{(2)}g_{(2)}h_{(3)})b)u(h_{(3)}g_{(3)}),$$

for any $h, g \in H$.

**Proof.** Any two equivalent cleft extensions are related by some convolution-invertible $u$ as recalled in Section 2.2. Not all of them will preserve associative type, the condition for this

$$(\triangleright, \sigma) \sim (\triangleright^{u*}, \sigma^{u*}) \sim (\triangleright^{u*})^1, (\sigma^{u*})^v$$

so that $v$ obeys the stated condition with respect to $\triangleright^{u*}$, then the convolution product $u*v$ obeys the stated conditions and $(\triangleright^{u*})^1, (\sigma^{u*})^v = (\triangleright^{u**}, \sigma^{u**})$. Similarly for $u^{-1}$ to go back from $(\triangleright^{u*}, \sigma^{u*})$.

□
algebra with the generator of $\mathbb{Z}_2$ acting by $\alpha$. This action is of the inner form if and only if $\alpha$ is an inner automorphism.

Note that one could further restrict our gauge transformations to obey
\[ u(h_{1i})(h_{i2}) \circ b = (h_{1i}) \circ b) = (h_{1i}) \circ b \]
which is stronger than the condition in Proposition 2.5 and enforces that $\triangleright^u = \triangleright$. This would define a cohomology $H^a_c(H, B)$ for cocycle cross products for a fixed $H$-module algebra $B$. This condition is, however, quite restrictive. Also note that our associative type construction should not be confused with lazy Sweedler cohomology in the terminology of \cite{3} where $\sigma$ is $k$-valued.

Similarly, not every cotwist preserves associative type:

**Proposition 2.7.** A Drinfeld co-twist $\chi$ as in Proposition 2.2 preserves associative type iff $(\triangleright, \chi)$ viewed as a cocycle with values in $k.1 \in B$ is of associative type.

**Proof.** Indeed,
\[ (h \triangleright g) \triangleright b = \chi(h_{1i}, g_{1i})((h_{1i}g_{1i}) \triangleright b) \chi^{-1}(h_{i3}, g_{i3}) \neq h \triangleright (g \triangleright b) = h \triangleright (gh) \triangleright b \]
would need $(h \triangleright g) \triangleright = (gh) \triangleright$ i.e. act the same on $B$, and we see that this happens if and only if
\[ \chi(h_{1i}, g_{1i})((h_{1i}g_{1i}) \triangleright b) \chi^{-1}(h_{i3}, g_{i3}) = (hgh) \triangleright b \]
which we interpret as stated. \hfill $\square$

3. **Antipode and twisting of cocycle Hopf algebroids**

We start with preliminaries on bialgebroids before proceeding to the our new results for certain ‘cocycle Hopf algebroids’ $B^c \#_\sigma H$. These are a special case of Ehresmann-Schauenburg in Section 4 but of interest in their own right.

3.1. **Preliminaries on bialgebroids and Hopf algebroids.** Here we recall the basic definitions (cf. \cite{9}, \cite{5}). Let $B$ be a unital algebra over a field $k$. A $B$-ring just means a unital algebra in the monoidal category $B.\mathcal{M}_B$ of $B$-bimodules. Likewise, a $B$-coring is a coalgebra in $B.\mathcal{M}_B$. Morphisms of $B$-(co)rings map the (co)algebra structures but now in the category $B.\mathcal{M}_B$.

In practice, specifying a unital $B$-ring $\mathcal{L}$ is equivalent to specifying a unital algebra $\mathcal{L}$ (over $k$) and an algebra map $\eta : B \rightarrow \mathcal{L}$. Left and right multiplication in $\mathcal{L}$ pull back to left and right $B$-actions as a bimodule (so $b.X.c = \eta(b)X\eta(c)$ for all $b, c \in B$ and $X \in \mathcal{L}$) and the product descends to the product $\mu_B : \mathcal{L} \otimes_B \mathcal{L} \rightarrow \mathcal{L}$ with $\eta$ the unit map. Conversely, given $\mu_B$ we can pull back to an associative product on $\mathcal{L}$ with unit $\eta(1)$.

Now suppose that $s : B \rightarrow \mathcal{L}$ and $t : B^{op} \rightarrow \mathcal{L}$ are algebra maps with images that commute. Then $\eta(b \otimes c) = s(b)t(c)$ is an algebra map $\eta : B^e \rightarrow \mathcal{L}$, where $B^e = B \otimes B^{op}$, and is equivalent to making $\mathcal{L}$ a $B^e$-ring. The left $B^e$-action part of this is equivalent to a $B$-bimodule structure
\[ b.X.c = s(b)t(c)X \]  
for all $b, c \in B$ and $X \in \mathcal{L}$.

**Definition 3.1.** Let $B$ be a unital algebra. A left $B$-bialgebroid is an algebra $\mathcal{L}$, commuting (‘source’ and ‘target’) algebra maps $s : B \rightarrow \mathcal{L}$ and $t : B^{op} \rightarrow \mathcal{L}$ (and hence a $B^e$-ring) and a $B$-coring for the bimodule structure \[ \Delta \] which is compatible in the sense:

(i) The coproduct $\Delta$ corestricts to an algebra map $\mathcal{L} \rightarrow \mathcal{L} \otimes_B \mathcal{L}$ where
\[ \mathcal{L} \otimes_B \mathcal{L} := \{ \sum_i X_i \otimes_B Y_i \mid \sum_i X_i \otimes_B Y_i = \sum_i X_i \otimes_B Y_i \}$, \quad $\forall b \in B \} \subseteq \mathcal{L} \otimes_B \mathcal{L}, \]
is an algebra via factorwise multiplication.
(ii) The counit $\epsilon$ is a ‘left character’ in the sense
\[
\epsilon(1_L) = 1_B, \quad \epsilon(s(b)X) = be(X), \quad \epsilon(Xs(\epsilon(Y))) = \epsilon(XY) = \epsilon(Xt(\epsilon(Y)))
\]
for all $X, Y \in L$ and $b \in B$.

Morphisms between left $B$-bialgebroids are $B$-coring maps which are also algebra maps.

**Definition 3.3.** A left bialgebroid $L$ is a left Hopf algebroid \([24] \text{, Thm and Def 3.5.}\) if
\[
\lambda : L \otimes_{B^{op}} L \to L \otimes_{B} L, \quad \lambda(X \otimes_{B^{op}} Y) = X_{(1)} \otimes_{B} X_{(2)} Y
\]
is invertible, where $\otimes_{B^{op}}$ is induced by $t$ (so $Xt(b) \otimes_{B^{op}} Y = X \otimes_{B^{op}} t(b) Y$, for all $X, Y \in L$ and $b \in B$) while the $\otimes_B$ is the standard one \([15, 32] \text{ (so } t(b)X \otimes_B Y = X \otimes_B s(b) Y)\).

In the following, by Hopf algebroid we will always mean a left Hopf algebroid. If $B = k$ then this reduces to the map $L \otimes L \to L \otimes L$ given by $h \otimes g \mapsto h_{(1)} \otimes h_{(2)} g$ which for a usual Hopf algebra has inverse $h \otimes g \mapsto h_{(1)} \otimes S(h_{(2)} g)$ if there is an antipode.

**Lemma 3.3.** Let $L$ be a left bialgebroid. If there is an invertible linear map $S : L \to L$, such that
\begin{enumerate}[(1)]
  \item $S(t(b)X) = S(X)s(b)$,
  \item $S^{-1}(s(b)X) = S^{-1}(X)t(b)$,
  \item $S^{-1}(X_{(2)} t(b)X_{(1)}) = S^{-1}(X)X_{(1)} 1_B 1$,
\end{enumerate}
for all $X, Y \in L$ and $b \in B$ then $L$ is a left Hopf algebroid with $\lambda^{-1}$ given by
\[
\lambda^{-1}(X \otimes_{B} Y) := S^{-1}(S(X)_{(2)}) \otimes_{B^{op}} S(X)_{(1)} Y.
\]
We call such $S$ a (left) antipode for $L$.

**Proof.** First we check conditions (2), (3) and that the stated $\lambda^{-1}$ is well defined. For (3),
\[
S(t(b)X_{(1)})X_{(2)} \otimes_{B} S(t(b)X_{(1)}) = S(X_{(1)})s(b)X_{(2)} \otimes_{B} S(X_{(1)}).
\]
Similar for (2). For $\lambda^{-1}$,
\[
S^{-1}(s(b)S(X)_{(2)}) \otimes_{B^{op}} S(X)_{(1)} Y = S^{-1}(S(X)_{(2)}t(b) \otimes_{B^{op}} S(X)_{(1)} Y = S^{-1}(S(X)_{(2)}) \otimes_{B^{op}} t(b)S(X)_{(1)} Y.
\]

It remains to check that $\lambda^{-1}$ is the inverse of $\lambda$:
\[
\lambda(\lambda^{-1}(X \otimes_{B} Y)) = S^{-1}(S(X)_{(2)}) \otimes_{B^{op}} S(X)_{(1)} Y = S^{-1}(S(X)_{(2)}) \otimes_{B^{op}} S(X)_{(1)} Y
\]
for all $X, Y \in L$.

Note that we are not claiming that $S$ here is unique. In what follows, we adopt the shorthand
\[
X_{+} \otimes_{B^{op}} X_{-} := \lambda^{-1}(X \otimes_{B} 1).
\]

**Remark 3.4.** (1) If $B = k$ then Definition \([32] \text{ reduces to the usual definition of a Hopf algebra.} \)

We first observe that
\begin{enumerate}[(i)]
  \item $h_{(1)+} \otimes h_{(1)-} h_{(2)} = h \otimes 1$,
  \item $h_{(1)+} \otimes h_{(2)+} h_{-} = h \otimes 1$
  \item $h_{(1)+} \otimes h_{(2)+} h_{-} = h_{(1)} \otimes h_{(2)+} \otimes h_{(2)-}$
  \item $h_{+} h_{-} = \epsilon(h)$
\end{enumerate}
Lemma 3.3 hold using that $S$, $S$ is a Hopf algebra with invertible antipode. This is because of these conditions hold then

$$h_{+} \otimes h_{-} = h_{+} \otimes h_{-} = h_{+} \otimes h_{-} = h_{+} \otimes h_{-} = 1$$

also, where the second step uses (ii). Since $id \otimes \lambda$ is a bijection, we have (iii). Now set $S = \epsilon(h_{+})h_{-}$ and we check

$$S(h_{+}) = \epsilon(h_{+})h_{-} = \epsilon(h),$$

where we use (i) in the second step. On the other hand,

$$h_{+}S(h_{+}) = h_{+} \epsilon(h_{+})h_{+} = h_{+} \epsilon(h) = h_{+} = \epsilon(h),$$

where the second step uses (iii) and the last step uses (iv).

(2) It follows that if $B = k$ then the conditions in Lemma 3.3 are equivalent to a usual Hopf algebra with invertible antipode. This is because of these conditions hold then $S$ is assumed invertible and moreover, Definition 3.2 applies so we have a Hopf algebra by part (1). Conversely, if we have a Hopf algebra with invertible antipode, (2) and (3) in Lemma 3.3 hold using that $S, S^{-1}$ are anticoalgebra maps.

We will need some identities, and we recall from [24, Prop. 3.7] that for a left Hopf algebroid,

$$X_{+} \otimes_{B} X_{+}X_{-} = X \otimes_{B} 1; \quad (3.3)$$

$$X_{+} \otimes_{B^op} X_{+}X_{-} = X \otimes_{B^op} 1; \quad (3.4)$$

$$(XY)_{+} \otimes_{B^op} (XY)_{-} = X_{+}Y_{+} \otimes_{B^op} Y_{-}X_{-}; \quad (3.5)$$

$$1_{+} \otimes_{B^op} 1_{-} = 1 \otimes_{B^op} 1; \quad (3.6)$$

$$X_{+} \otimes_{B} X_{+} \otimes_{B^op} X_{-} = X_{+} \otimes_{B} X_{+} \otimes_{B^op} X_{-}; \quad (3.7)$$

$$X_{+} \otimes_{B^op} X_{+}X_{-} = X_{+} \otimes_{B^op} X_{+}X_{-}; \quad (3.8)$$

$$X = X_{+}t(\epsilon(X)); \quad (3.9)$$

$$X_{+}X_{-} = s(\epsilon(X)). \quad (3.10)$$

Since $\lambda(s(b) \otimes_{B^op} 1) = s(b) \otimes_{B} 1$, we have

$$s(b)_{+} \otimes_{B^op} s(b)_{-} = s(b) \otimes_{B^op} 1$$

As a result, from (3.5), we get

$$(Xs(b))_{+} \otimes_{B^op} (Xs(b))_{-} = X_{+}s(b) \otimes_{B^op} X_{-}; \quad (3.11)$$

$$(s(b)X)_{+} \otimes_{B^op} (s(b)X)_{-} = s(b)X_{+} \otimes_{B^op} X_{-}. \quad (3.12)$$

Since $\lambda^{-1}(t(b)X \otimes_{B} 1) = \lambda^{-1}(X \otimes_{B} s(b)) = X_{+} \otimes_{B^op} X_{-}s(b)$, we have

$$(t(b)X)_{+} \otimes_{B^op} (t(b)X)_{-} = X_{+} \otimes_{B^op} X_{-}s(b). \quad (3.13)$$

Moreover, since $\lambda(X_{+} \otimes_{B^op} s(b)X_{-}) = X_{+} \otimes_{B^op} s(b)X_{-} = X_{+} \otimes_{B^op} s(b)X_{-} = X_{+} \otimes_{B^op} s(b)X_{-} = X_{+} \otimes_{B^op} s(b)X_{-}$, we have

$$(Xt(b))_{+} \otimes_{B^op} (Xt(b))_{-} = X_{+} \otimes_{B^op} s(b)X_{-}. \quad (3.14)$$
3.2. Twisted Hopf algebroids. Given a left $B$-bialgebroid $\mathcal{L}$, there is an algebra structure on $B \text{Hom}_B(\mathcal{L} \otimes_B \mathcal{L}, B)$ with the (convolution) product and unit given by
\[
f \ast g (X, Y) := f(X_1, Y_1) g(X_2, Y_2), \quad \tilde{e}(X \otimes Y) = e(X Y)\] (3.15)
for all $X, Y \in \mathcal{L}$ and $f, g \in B \text{Hom}_B(\mathcal{L} \otimes_B \mathcal{L}, B)$. The $B$-bimodule structure on $\mathcal{L} \otimes_B \mathcal{L}$ is just the left $B^\ast$ action (so $b \cdot (X \otimes Y) = s(b)t(c)X \otimes Y$ for all $b, c \in B$) as induced by the algebra map $\eta : B^\ast \to \mathcal{L}$.

Definition 3.5. Let $\mathcal{L}$ be a left $B$-bialgebroid. A normalised left 2-cocycle on $\mathcal{L}$ is a convolution invertible element $\varsigma \in B \text{Hom}_B(\mathcal{L} \otimes_B \mathcal{L}, B)$ such that
\[
\varsigma(X, Y) \varsigma(Y, Z) Y_{(2)} Z_{(2)} = \varsigma(Y, X) \varsigma(X, Z) X_{(2)} Z_{(2)} = \varsigma(X, Y) \varsigma(Y, Z) Z_{(2)}
\]
for all $X, Y, Z \in \mathcal{L}$.

Similarly, a normalised right 2-cocycle on $\mathcal{L}$ is a convolution invertible element $\xi \in B \text{Hom}_B(\mathcal{L} \otimes_B \mathcal{L}, B)$ such that
\[
\xi(X, Y) \xi(Y, Z) X_{(2)} Z_{(2)} = \xi(Y, X) \xi(X, Z) Y_{(2)} Z_{(2)} = \xi(Y, X) \xi(X, Z) Z_{(2)}
\]
for all $X, Y, Z \in \mathcal{L}$. A normalised left 2-cocycle is called an invertible normalised 2-cocycle, if its convolution inverse is a normalised right 2-cocycle.

If $B = k$ the field then a bialgebroid reduces to a usual bialgebra and $\varsigma$ reduces to a usual Drinfeld cocycle in the sense of [18]. However, unlike a 2-cocycle on a bialgebra, for any normalised left 2-cocycle on a bialgebroid, its convolution inverse is not automatically a normalised right 2-cocycle.

Lemma 3.6. Let $\mathcal{L}$ be a left $B$-bialgebroid and $\varsigma \in B \text{Hom}_B(\mathcal{L} \otimes_B \mathcal{L}, B)$ an invertible normalised 2-cocycle with inverse $\varsigma^{-1}$. Then
\[
\varsigma(X_{(1)}, Y_{(1)} Z_{(1)}) \varsigma^{-1}(X_{(2)}, Y_{(2)} Z_{(2)}) = \varsigma(X \varsigma^{-1}(Y_{(1)}), Z_{(2)}), Y_{(2)}), \quad (3.16)
\]
\[
\varsigma(X_{(1)}, Y_{(1)} Z_{(1)}) \varsigma^{-1}(X_{(2)}, Y_{(2)} Z_{(2)}) = \varsigma^{-1}(X_{(1)}, Y_{(1)} Z_{(1)}), Y_{(2)} Z_{(2)} = \varsigma^{-1}(X_{(1)}, Y_{(1)} Z_{(1)}), \varsigma(X_{(2)}, Y_{(2)} Z_{(2)}).
\]
(3.17)

Proof. Since the inverse of $\varsigma$ satisfies
\[
\varsigma^{-1}(X, Y) \varsigma^{-1}(Y, Z) Y_{(2)} Z_{(2)} = \varsigma^{-1}(X, Y) \varsigma^{-1}(Y, Z) X_{(2)} Z_{(2)} = \varsigma^{-1}(X, Y) \varsigma^{-1}(Y, Z) Z_{(2)}
\]
can write
\[
\varsigma(X_{(1)}, Y_{(1)} Z_{(1)}) \varsigma^{-1}(X_{(2)}, Y_{(2)} Z_{(2)}) Y_{(2)} Z_{(2)} = \varsigma(X_{(1)}, Y_{(1)} Z_{(1)}) \varsigma^{-1}(X_{(2)}, Y_{(2)} Z_{(2)}) = \varsigma(X_{(1)}, Y_{(1)} Z_{(1)}) \varsigma^{-1}(X_{(2)}, Y_{(2)} Z_{(2)}).
\]
The left hand side is equal to
\[
\varsigma(X_{(1)}, Y_{(1)} Z_{(1)}) \varsigma^{-1}(X_{(2)}, Y_{(2)} Z_{(2)}) Y_{(2)} Z_{(2)} = \varsigma(X_{(1)}, Y_{(1)} Z_{(1)}) \varsigma^{-1}(X_{(2)}, Y_{(2)} Z_{(2)}).
\]
The right hand side is equal to
\[
\varsigma(X_{(1)}, Y_{(1)} Z_{(1)}) \varsigma^{-1}(X_{(2)}, Y_{(2)} Z_{(2)}).
\]
\[ \begin{align*}
= & \varsigma(X(1), Y(1))Z(1)\varsigma^{-1}(X(2)Y(3), Z(2))\varsigma^{-1}(X(3)Y(5))
= & \varsigma(X(1), Y(1))Z(1)\varsigma^{-1}(X(2)Y(3), Z(2))\varsigma(X(4), Y(4))
= & \varsigma(X(1), Y(1))Z(1)\varsigma^{-1}(X(2)Y(3), Z(2))\epsilon(X(3)Y(5))
= & \varsigma(X(1), Y(1))Z(1)\varsigma^{-1}(X(2)Y(3), Z(2)),
\end{align*} \]
proving (3.10). Similarly for (3.17). □

Using such cotwists, it known from [5] that a \( B \)-coring \( \mathcal{L} \) with the twisted product
\[ X \varsigma Y := s(\varsigma(X(1), Y(1)))t(\varsigma^{-1}(X(3), Y(3)))X(2)Y(2), \]
for all \( X, Y \in \mathcal{L} \), and the original coproduct, counit, \( s, t \) constitute a left bilgebroid \( \mathcal{L}^\varsigma \).

**Theorem 3.7.** Let \( \mathcal{L} \) be a left Hopf algebroid and \( \varsigma \in B \text{Hom}_B(\mathcal{L} \otimes_B \mathcal{L}, B) \) be an invertible normalised 2-cocycle with inverse \( \varsigma^{-1} \). Then the left bialgebroid \( \mathcal{L}^\varsigma \) with twisted product (3.18) is a left Hopf algebroid, with

\[ (\lambda^\varsigma)^{-1}(X \otimes_B Y) = t(\varsigma(X(1)+, Y(1)\varsigma^{-1}))X(1) \otimes_B s(\varsigma^{-1}(X(1)\varsigma^{-1}, X(2)))X(2)\varsigma Y. \]

**Proof.** We need to show that \( \lambda^\varsigma : X \otimes_B \mathcal{Y} \mapsto (X(1) \otimes_B X(2)) \varsigma Y \) is an invertible map with inverse of \( \lambda^\varsigma \) as stated. For this formula to be well defined, we need to show that it factors through \( (X(1) \otimes_B X(2)) \).

\[ t(\varsigma((t(b)X(1)+, (t(b)X(1)-, (X(1)+, (X(1)-, (X(2))))X(2)))(\varsigma^{-1}(X(1)\varsigma^{-1}, X(2)))X(2)\varsigma Y), \]

where the 1st step uses (3.13). Similar checks for other cases such as \( X(1) \otimes_B X(2) \) etc. as well as the \( X \otimes_B Y \) are easier and left to the reader. Next, it is sufficient to check \( (\lambda^\varsigma)^{-1} \circ \lambda^\varsigma \) and \( \lambda^\varsigma \circ (\lambda^\varsigma)^{-1} \) on \( X \otimes_B \mathcal{Y} \) and \( X \otimes B \). On one side, we have

\[ X \varsigma Y := s(\varsigma(X(1), Y(1)))t(\varsigma^{-1}(X(3), Y(3)))X(2)Y(2), \]

where the 4th and 9th steps use (3.8), the 5th and 10th steps use (3.4), the 8th step use (3.10), the 12th step uses (3.8). On the other side, we have

\[ \lambda^\varsigma \circ (\lambda^\varsigma)^{-1} \]

\[ =X(1) \varsigma X(2) \]

\[ =X(1) \varsigma s(\varsigma(X(1)+, s(\varsigma^{-1}(X(1)\varsigma^{-1}, X(2)))X(2)\varsigma Y) \]

\[ =X(1) \varsigma (X(1)+) \varsigma (X(2)) \varsigma Y \]

\[ =X(1) \varsigma Y \]
t(\zeta^{-1}(t(\zeta(X(1)+(5),X(1)-(5)))X(1)+(4),X(1)-(4)))X(1)+(3)X(1)-(3)
=X(1)+(3)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2)))X(1)+(3)X(1)-(3)
=X(1)+(4)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2)))X(1)+(3)X(1)+(1)X(1)-(1)
=X(1)+(3)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2)))s(\epsilon(X(1)+(1)))
=X(1)+(3)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2)))
=X(1)+(4)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2)))\epsilon(X(1)+(1))
=X(1)+(4)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2))=
=X(1)+(1)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2))
=X(1)+(2)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2))
=X(1)+(3)\otimes B s(\zeta(X(1)+(2),s(\zeta^{-1}(X(1)-(1),X(2))))X(1)-(2))
=X(1)+(3)\otimes B \epsilon(X(2))
=t(\epsilon(X(2)))X(1)\otimes B 1
=X \otimes B 1

where the 3rd and 8th steps use (3.8), the 4th step uses (3.7), the 5th step uses (3.10),
the 7th step use (3.16), the 11th step use (3.8).

\textbf{Remark 3.8.} The right-handed version of the theorem also holds. Thus, for an invertible
normalised 2-cocycle \( \zeta \) on a left bialgebroid \( \mathcal{L} \), if the map \( \mu : \mathcal{L} \otimes_{\mathbb{B}}^B \mathcal{L} \to \mathcal{L} \otimes B \mathcal{L} \) given by

\[ \mu(X \otimes B^\text{cop} Y) := Y(1)_2 X \otimes B Y(2) \]

is invertible, then \( \mu^* : \mathcal{L}^* \otimes_{\mathbb{B}}^B \mathcal{L}^* \to \mathcal{L}^* \otimes B \mathcal{L}^* \) given by \( \mu^*(X \otimes B^\text{cop} Y) := Y(1)_2 \zeta X \otimes B Y(2) \)
is invertible as well. The balanced tensor product on the left side is given by \( X \otimes B^\text{cop} Y \)
where \( \mu(b) = s(b)X \otimes B^\text{cop} Y \), while the balanced tensor product on the right side is given by \( X \otimes B \)
and \( \mu(Y) = t(b)X \otimes B Y \). More explicitly, if the image of \( \mu^{-1}(1 \otimes B X) \) is denoted by \( X(-1) \otimes B^\text{cop} X(1) \), then

\[ (\mu^*)^{-1}(1 \otimes B X) = t(\zeta(X(2)_1(-1),X(1)))X(2)_2(-1) \otimes B^\text{cop} s(\zeta^{-1}(X(2)_2(+1),X(2)_1(-1)))X(2)_2(+1) \]

\textbf{3.3. Cocycle Hopf algebroids.} Here we directly build a Hopf algebroid from the data
for any clef cocycle extension.

\textbf{Proposition 3.9.} Associated to a cocycle cross product \( B^\# \#_H H \), we have a cocycle Hopf
algebroid \( B^\# \#_H H \) built on \( B^\# \#_H H \) with product

\[ (b \otimes b' \#_g h) \circ (c \otimes c' \#_g g) = b(h_{(1)} \triangleright c) \sigma(h_{(2)},g_{(1)}) \otimes c' \sigma(S(g_{(3)}),S(h_{(4)})) \#_g h_{(3)} g_{(2)} \]

and source and target maps

\[ s(b) = b \otimes 1 \#_g 1, \quad t(b) = 1 \otimes b \#_g 1, \quad \eta(b \otimes b') = s(b)t(b') = b \otimes b' \#_g 1. \]

The coproduct is

\[ \Delta(b \otimes b' \#_g h) = (b \otimes \sigma^{-1}(S(h_{(2)}),h_{(3)}) \#_g h_{(1)}) \otimes_B (1 \otimes b' \#_g h_{(4)}), \]

where the \( B \)-bimodule structure is

\[ c(b \otimes b' \#_g h) \circ c' = cb \otimes b'(S(h_{(2)}) \triangleright c') \#_g h_{(3)}. \]

The counit is

\[ \epsilon(b \otimes b' \#_g h) = b(h_{(1)} \triangleright b' \sigma(h_{(2)}),S(h_{(3)})). \]

The inverse of \( \lambda \) is given by

\[ \lambda^{-1}(X \otimes B Y) = (b \otimes 1 \#_g h_{(1)}) \otimes_B (b' \otimes \sigma^{-1}(S^2(h_{(4)}),S(h_{(3)})) \#_g S(h_{(5)})) Y. \]
First, we show $B^e\#_\sigma H$ is a $B$-coring and $B^e$-ring. It is not hard to see that both the coproduct and and the counit are $B$-bimodule maps. Moreover,

$(\epsilon \otimes_B \text{id})(\Delta(b \otimes b'\#_\sigma h) = b(h_{(1)} \triangleright \sigma^{-1}(S(h_{(1)}), h_{(1)}))\sigma(h_{(2)}, S(h_{(3)})) \otimes b'\#_\sigma h_{(0)} = b \otimes b'\#_\sigma h,$

and

$(\text{id} \otimes_B \epsilon)(\Delta(b \otimes b'\#_\sigma h)) = b \otimes \sigma^{-1}(h_{(1)}), h_{(0)})(S(h_{(2)})) \triangleright ((h_{(2)} \triangleright b')\sigma(h_{(6)}, S(h_{(7)})))\#_\sigma h_{(1)}$

$= b \otimes \sigma^{-1}(S(h_{(1)}), h_{(0)})(S(h_{(2)})) \triangleright \sigma(h_{(7)}, S(h_{(8)})))\#_\sigma h_{(1)}$

$= b \otimes b'\sigma^{-1}(S(h_{(1)}), h_{(0)})\sigma(S(h_{(4)}), h_{(7)}), \sigma(S(h_{(3)}), h_{(8)}), S(h_{(11)}))$

$\sigma^{-1}(S(h_{(3)}), h_{(9)}), S(h_{(10)}))\#_\sigma h_{(1)}$

$= b \otimes b'\#_\sigma h,$

where we use Lemma 2.3 repeatedly. Also,

$(\text{id} \otimes_B \Delta)(\Delta(b \otimes b'\#_\sigma h))$

$= (b \otimes \sigma^{-1}(S(h_{(1)}), h_{(0)}))\#_\sigma h_{(1)} \otimes_B (1 \otimes \sigma^{-1}(S(h_{(5)}), h_{(6)}))\#_\sigma h_{(6)} \otimes_B (1 \otimes b'\#_\sigma h_{(7)})$

$= (\Delta \otimes_B \text{id})(\Delta(b \otimes b'\#_\sigma h)).$

For the $B^e$ structure, it is easy to see that $\eta$ is an algebra map. It is a direct computation that the product is associative, since $\sigma$ is a 2-cocycle. Next, we check that the image of coproduct belongs to the Takeuchi product. Let $X = b \otimes b' \otimes h$ and $d \in B.$ Then

$X_{(1)} \otimes_B X_{(2)} s(d) = (b \otimes \sigma^{-1}(S(h_{(2)}), h_{(3)})\#_\sigma h_{(1)}) \otimes_B (h_{(4)} \triangleright d \otimes b'\#_\sigma h_{(0)})$

$= (t_{(4)} \triangleright d)(b \otimes \sigma^{-1}(S(h_{(2)}), h_{(3)}))\#_\sigma h_{(1)} \otimes_B (1 \otimes b'\#_\sigma h_{(0)})$

$= b \otimes \sigma^{-1}(S(h_{(2)}), h_{(3)}))h_{(7)} \triangleright (h_{(5)} \triangleright d)\#_\sigma h_{(1)} \otimes_B (1 \otimes b'\#_\sigma h_{(0)})$

$= (b \otimes d\sigma^{-1}(S(h_{(2)}), h_{(3)}))\#_\sigma h_{(1)} \otimes_B (1 \otimes b'\#_\sigma h_{(0)})$

$= X_{(1)} t(d) \otimes_B X_{(2)}.$

One can then show by direct computation that the coproduct is an algebra map and $\lambda^{-1}$ is the inverse of $\lambda.$ We omit details since this follows from a more general result Theorem 1.14 later.

Next, we show that $B^e\#_\sigma H$ has an antipode in the sense of Lemma 3.3 at least in the associative type case.

**Proposition 3.10.** Let $B\#_\sigma H$ be of associative type with an invertible antipode of $H$. Then

$S(b \otimes b'\#_\sigma h) := b' \otimes \sigma^{-1}(S^2(h_{(2)}), S(h_{(1)}))S^2(h_{(3)})) \triangleright b\#_\sigma S(h_{(4)}))$

$S^{-1}(b \otimes b'\#_\sigma h) := (h_{(2)} \triangleright b')\sigma(h_{(3)}), S(h_{(4)})) \otimes b\#_\sigma S^{-1}(h_{(1)})).$

is a left antipode for the Hopf algebroid $B^e\#_\sigma H,$ where $S$ on the right denotes the antipode of $H$.

**Proof.** Let $X = b \otimes b'\#_\sigma h$ and define a linear map $S : B^e\#_\sigma H \rightarrow B^e\#_\sigma H$ as stated with the inverse given by the formula stated. Then

$S^{-1}(S(X)) = S^{-1}(b' \otimes \sigma^{-1}(S^2(h_{(2)}), S(h_{(1)}))S^2(h_{(3)})) \triangleright b\#_\sigma S(h_{(4)}))$

$= g_{(2)}(\sigma^{-1}(S(g_{(6)}), g_{(7)}), S(g_{(9)}))b\sigma(g_{(10)}, S(g_{(11)})) \otimes b'\#_\sigma S^{-1}(g_{(11)})$

$= g_{(2)}((S(g_{(8)})b))g_{(3)}(\sigma^{-1}(S(g_{(6)}), g_{(7)})\sigma(g_{(10)}), S(g_{(11)})) \otimes b'\#_\sigma S^{-1}(g_{(11)})$

$= b \otimes b'\#_\sigma S^{-1}(g_{(11)}) = X.$

In the 2nd step, we let $g := S(h).$ In the 3rd step we use Lemma 2.3. In the 4th step we use (4) of Lemma 2.3. On the other side,

$S(S^{-1}(X)) = S((h_{(2)} \triangleright b')\sigma(h_{(3)}), S(h_{(4)})) \otimes b\#_\sigma S^{-1}(h_{(1)}))$
In the 3rd and 4th steps we use Lemma 2.4. In the 5th step we use (6) of Lemma 2.1. Similarly for $S(\sigma, h_{(3)}) = (\sigma, h_{(3)})$. For condition (2) of Lemma 3.3 we have

$$S^{-1}(X_{(2)}, (1) \otimes B S^{-1}(X_{(2)}, (1) X_{(1)})$$

$$= (h_{(a)} b') \sigma(h_{(a)}, S(h_{(10)})) \otimes \sigma^{-1}(h_{(a)} S^{-1}(h_{(5)})) # S^{-1}(h_{(7)})$$

$$\otimes (1 \otimes 1 # S^{-1}(h_{(4)}))(b \otimes \sigma^{-1}(S(h_{(2)}, h_{(3)}) # h_{(1)})$$

$$= (h_{(a)} b') \sigma(h_{(a)}, S(h_{(9)})) \otimes \sigma^{-1}(h_{(a)} S^{-1}(h_{(4)})) # S^{-1}(h_{(6)})$$

$$\otimes (S^{-1}(h_{(3)}) \triangleright \sigma(S^{-1}(h_{(1)}), h_{(1)}))$$

$$= (h_{(a)} b') \sigma(h_{(a)}, S(h_{(10)})) \otimes \sigma^{-1}(h_{(a)} S^{-1}(h_{(4)})) \triangleright (S^{-1}(h_{(2)})) \triangleright b) \sigma(S^{-1}(h_{(2)}), h_{(1)}))$$

$$\# S^{-1}(h_{(7)}) \otimes B 1_{L}$$

$$= (h_{(a)} b') \sigma(h_{(a)}, S(h_{(10)})) \otimes h_{(a)} \triangleright ((S^{-1}(h_{(2)})) \triangleright b) \sigma(S^{-1}(h_{(2)}), h_{(1)})) \sigma^{-1}(h_{(a)}, S^{-1}(h_{(5)}))$$

$$\# S^{-1}(h_{(7)}) \otimes B 1_{L}$$

$$= (h_{(a)} b') \sigma(h_{(a)}, S(h_{(10)})) \otimes h_{(a)} \triangleright ((S^{-1}(h_{(2)})) \triangleright b) \sigma(S^{-1}(h_{(2)}), h_{(1)})) \sigma^{-1}(h_{(a)}, S^{-1}(h_{(5)}))$$

$$\# S^{-1}(h_{(7)}) \otimes B 1_{L}$$

$$= (h_{(a)} b') \sigma(h_{(a)}, S(h_{(10)})) \otimes h_{(a)} \triangleright ((S^{-1}(h_{(2)})) \triangleright b) \sigma(S^{-1}(h_{(2)}), h_{(1)})) \sigma^{-1}(h_{(a)}, S^{-1}(h_{(5)}))$$

$$\# S^{-1}(h_{(7)}) \otimes B 1_{L}$$

$$= (h_{(a)} b') \sigma(h_{(a)}, S(h_{(10)})) \otimes h_{(a)} \triangleright ((S^{-1}(h_{(2)})) \triangleright b) \sigma(S^{-1}(h_{(2)}), h_{(1)})) \sigma^{-1}(h_{(a)}, S^{-1}(h_{(5)}))$$

$$\# S^{-1}(h_{(7)}) \otimes B 1_{L}$$

where the 4th and 6th steps use Lemma 2.4, the 7th step use (6) of Lemma 2.1. For condition (3),

$$S(X_{(11)}, (1) \otimes B S(X_{(11)}, (2))$$

$$=(\sigma^{-1}(S(h_{(a)}), h_{(10)})) \otimes \sigma^{-1}(S^{2}(h_{(a)}), S(h_{(10)})) # S(h_{(7)}))(1 \otimes b' # h_{(10)})$$

$$\otimes (1 \otimes \sigma^{-1}(S^{2}(h_{(a)}), h_{(10)})) \otimes b' \# S(h_{(a)})$$

$$= \sigma^{-1}(S(h_{(a)}), h_{(10)})(h_{(a)} \otimes b') \sigma(h_{(a)}, S(h_{(10)})) \triangleright (S^{2}(h_{(a)}), S(h_{(10)})) \triangleright b' \# S(h_{(a)})$$

$$= 1 \otimes \sigma^{-1}(S^{2}(h_{(a)}), h_{(10)}))(h_{(a)} \otimes b') \sigma(h_{(a)}, S(h_{(10)})) \triangleright b' \# S(h_{(a)})$$

$$= 1 \otimes \sigma^{-1}(S^{2}(h_{(a)}), h_{(10)})) \otimes b' \# S(h_{(a)})$$

$$= t(b') \otimes B 1 \otimes \sigma^{-1}(S^{2}(h_{(a)}), h_{(10)})) \otimes b' \# S(h_{(a)})$$

$$= 1_{L} \otimes b' \otimes \sigma^{-1}(S^{2}(h_{(a)}), h_{(10)})) \otimes b' \# S(h_{(a)})$$

$$= 1_{L} \otimes B S(X),$$

where the 4th step uses Lemma 2.4.

3.4. Cocycle Hopf algebroid in the associative type case. We now use the above class of cocycle Hopf algebroids to illustrate our twisting theory.
Lemma 3.11. If $B^\#_\sigma H$ is of associative type then the linear map $\tilde{\sigma} \in _B \text{Hom}_{B}(B^c \# H \otimes_B B^c \# H)$ given by

$$\tilde{\sigma}(b \otimes b' \# h, c \otimes c' \# g) := b(h_{(1)} \triangleright c) \sigma(h_{(2)}, g_{(1)}((h_{(3)} g_{(2)} \triangleright c')(h_{(4)} \triangleright b'))$$

for all $b, b', c, c' \in B$ and $h, g \in H$ is an invertible normalised 2-cocycle.

Proof. Since $B^\#_\sigma H$ is of associative type, we know that $B$ is a left $H$-module algebra so that the smash product $B^\#_\sigma H$ is well defined. Let $X = b \otimes b' \# h$, $Y = c \otimes c' \# g$ and $Z = d \otimes d' \# f$ be three elements in $B^\#_\sigma H$. First we show that this cocycle is well defined over the balanced tensor over $B^c \# H$. On the one hand, we have

$$\tilde{\sigma}(X, \eta(d \otimes d')Y)) = \tilde{\sigma}((b \otimes b' \# h)(d \otimes d'), (c \otimes c' \# g))$$

for all $d, d' \in B$. On the other hand,

$$\tilde{\sigma}(X, \eta(d \otimes d')Y)) = \tilde{\sigma}((b \otimes b' \# h), \eta(d \otimes d')(c \otimes c' \# g))$$

The inverse $\tilde{\sigma}^{-1}$ is given by

$$\tilde{\sigma}^{-1}(X, Y) := b(h_{(1)} \triangleright c) \sigma^{-1}(h_{(2)}, g_{(1)})((h_{(3)} g_{(2)} \triangleright c')(h_{(4)} \triangleright b'))$$

We can see that

$$\tilde{\sigma}^{-1} \circ \tilde{\sigma}(X, Y) = \tilde{\sigma}^{-1} \circ \tilde{\sigma}((b \otimes b' \# h, c \otimes c' \# g))$$

where $\tilde{\epsilon}$ is the unit in the algebra $B \text{Hom}_{B}(B^c \# H \otimes_B B^c \# H, B)$. Similarly for $\tilde{\sigma} \circ \tilde{\sigma}^{-1} = \tilde{\epsilon}$.

It is clear that $\tilde{\sigma}$ is left $B$-linear. We show that it is also right $B$-linear,

$$\tilde{\sigma}(t(b'')X, Y) = \tilde{\sigma}(t(b'')(b \otimes b' \# h, c \otimes c' \# g))$$

for all $b'' \in B$. Now we show the cocycle condition of $\tilde{\sigma}$. On the one hand,

$$\tilde{\sigma}(X, s(\tilde{\sigma}(Y_{(1)}, Z_{(1)}))Y_{(2)}Z_{(2)})$$

where $s(\tilde{\sigma}(Y_{(1)}, Z_{(1)}))Y_{(2)}Z_{(2)}$ is the cocycle of $\tilde{\sigma}$.

On the other hand,

$$\tilde{\sigma}(s(\tilde{\sigma}(X_{(1)}, Y_{(1)}))X_{(2)}Y_{(2)}, Z)$$

where $s(\tilde{\sigma}(X_{(1)}, Y_{(1)}))X_{(2)}Y_{(2)}$ is the cocycle of $\tilde{\sigma}$. The cocycle condition of $\tilde{\sigma}$ is verified.
Comparing the results on both hand sides, it is sufficient to show
\[ h_{(1)} \triangleright ((g_{(1)} \triangleright d)\sigma(g_{(2)}, f_{(1)}))\sigma(h_{(2)}, g_{(3)} f_{(2)}) = \sigma(h_{(1)}, g_{(1)})(h_{(2)} g_{(2)} f_{(2)}) \triangleright d)\sigma(h_{(3)}, g_{(3)}, f). \]

This holds as
\[ h_{(1)} \triangleright ((g_{(1)} \triangleright d)\sigma(g_{(2)}, f_{(1)}))\sigma(h_{(2)}, g_{(3)} f_{(2)}) \]
\[ = (h_{(1)} \triangleright (g_{(1)} \triangleright d))(h_{(2)} \triangleright \sigma(g_{(2)}, f_{(3)}))\sigma(h_{(3)}, g_{(3)} f_{(2)}) \]
\[ = (h_{(1)} \triangleright (g_{(1)} \triangleright d))\sigma(h_{(2)}, g_{(2)})\sigma(h_{(3)}, g_{(3)}, f) \]
\[ = \sigma(h_{(1)}, g_{(1)})(h_{(2)} g_{(2)} f_{(2)}) \triangleright d)\sigma(h_{(3)}, g_{(3)}, f). \]

Finally, we have the normalisation condition
\[ \bar{\sigma}(X, 1) = b(h_{(1)} \triangleright b') = \epsilon(X), \quad \bar{\sigma}(1, X) = b(h_{(1)} \triangleright b') = \epsilon(X). \]

By using the same methods, one can check \( \bar{\sigma}^{-1} \) satisfies the definition of normalised right 2-cocycle. This is another long calculation, but sufficiently similar that we omit the details. As a result, \( \bar{\sigma} \) is an invertible normalised 2-cocycle. \( \square \)

**Lemma 3.12.** If \( B^\#_\sigma H \) is of associative type then the map
\[ \phi : B^\#_\sigma H \to B^\#_\sigma H, \quad \phi(b \otimes b' \# h) := b \otimes b'\sigma^{-1}(S(h_{(3)}), h_{(3)}) \# \sigma h_{(1)} \]
for all \( b, b' \in B \) and \( h \in H \) is an invertible \( B \)-coring map.

**Proof.** First we check \( \epsilon = \epsilon^* \circ \phi \), where \( \epsilon^* \) is the counit of \( B^\#_\sigma H \). Let \( X = b \otimes b' \# h \in B^\#_\sigma H \), then
\[ \epsilon^*(\phi(X)) = b(h_{(1)} \triangleright b')(h_{(2)} \triangleright \sigma^{-1}(S(h_{(3)}), h_{(3)}))\sigma(h_{(3)}, S(h_{(4)})) \]
\[ = b(h \triangleright b') = \epsilon(b \otimes b' \# h), \]
where in the 2nd step we use Proposition [2.1]. It is easy to see that \( \phi \) is a left \( B \)-module map. That it is right \( B \)-linear is
\[ \phi(X b'') = \phi(b \otimes b'(S(h_{(3)})(b'' \triangleright h_{(1)}) \]
\[ = b \otimes b'(S(h_{(3)})(b'' \otimes \sigma^{-1}(S(h_{(3)}), h_{(3)})) \# \sigma h_{(1)} \]
\[ = b \otimes b'\sigma^{-1}(S(h_{(3)}), h_{(3)}))\sigma(h_{(3)}, S(h_{(4)})) \]
\[ = \phi(X), b'' \]
for all \( b'' \in B \), where the third step uses Lemma [2.1]. Next, we have
\[ (\phi \otimes_B \phi)(\Delta(X)) = (\phi \otimes_B \phi)(b \otimes 1 \# h_{(1)} \otimes_B 1 \otimes b' \# h_{(2)}) \]
\[ = (b \otimes \sigma^{-1}(S(h_{(2)}), h_{(3)})) \# \sigma h_{(1)} \otimes_B (1 \otimes b' \sigma^{-1}(S(h_{(3)}), h_{(3)}) \# \sigma h_{(1)} \]
\[ = \Delta(b \otimes b' \sigma^{-1}(S(h_{(2)}), h_{(3)})) \# \sigma h_{(1)} \]
\[ = \Delta(\phi(X)), \]
using the coproduct of \( B^\#_\sigma H \). It remains to check that \( \phi \) is invertible. In fact, the inverse of \( \phi \) is given by
\[ \phi^{-1}(b \otimes b' \# h) = b \otimes b'(S(h_{(2)})(b'\sigma^{-1}(S(h_{(3)}), h_{(3)})))) \# h_{(1)}. \]

Here
\[ \phi \phi^{-1}(b \otimes b' \# h) = b \otimes b'\sigma^{-1}(S(h_{(3)}), h_{(3)}))\sigma(h_{(3)}, S(h_{(4)})) \# \sigma h_{(1)} \]
and using Lemma [2.1], we have
\[ \sigma^{-1}(S(h_{(3)}), h_{(3)}))\sigma(h_{(3)}, S(h_{(4)})) \]
\[ = \sigma^{-1}(S(h_{(3)}), h_{(3)}))\sigma(S(h_{(3)}), h_{(3)} \sigma(S(h_{(3)}), h_{(3)})) \sigma^{-1}(S(h_{(3)}), h_{(3)})) \]
\[ = \epsilon(h). \]

In the other side, we similarly have
\[ \phi^{-1} \phi(b \otimes b' \# h) = b \otimes b'\sigma^{-1}(S(h_{(3)}), h_{(3)}))\sigma(h_{(3)}, S(h_{(4)})) \# h_{(1)} \]
and using Lemma 2.1(4), we have
\[
\sigma^{-1}(S(h_{11}), h_{11})S(h_{12}) \triangleright (h_{12} \triangleright \sigma^{-1}(S(h_{15}), h_{16})) S(h_{13}) S(h_{14}) \equiv (S(h_{11}) \triangleright (h_{12} \triangleright \sigma^{-1}(S(h_{15}), h_{16})) S(h_{13}) S(h_{14}))
\]
where, in the associative type case, we use that \( \triangleright \) is a module algebra.

**Theorem 3.13.** If \( B \#^g H \) is an associative type, then there is an invertible normalised 2-cocycle \( \bar{\sigma} \) on \( B \#^g H \), such that \( \phi : (B \#^g H)^\varphi \rightarrow B \#^g H \) is an isomorphism of left \( B \)-bialgebroids, where \( \varphi \) is given by Lemma 3.11 and \( \phi \) is given by Lemma 3.12.

**Proof.** Since \( \phi \) is a coring map, so we only need to show that \( \phi \) is an algebra map. Let \( X = b \otimes b' \triangleright h, Y = c \otimes c' \otimes g \in B \#^g H \). On the one hand,
\[
\phi(X \triangleright \triangleleft Y) = \phi(\sigma(b \otimes 1 \# h_{11}, c \otimes 1 \# g_{11}) \otimes ((S(g_{23})S(h_{23})) \triangleright (1 \otimes b' \# h_{41}, 1 \otimes c' \# g_{41}) \# h_{23}g_{23})
\]
\[
= \phi(\phi(b_{11} \triangleright c) \sigma(h_{23}, g_{11}) \otimes (S(g_{23})S(h_{23})) \triangleright (\sigma^{-1}(h_{23}, g_{23}))((h_{41} \triangleright g_{41}) \otimes c'(h_{19} \triangleright b'))) \# h_{23}g_{23})
\]
\[
= b_{11} \triangleright c \sigma(h_{23}, g_{11}) \otimes (S(g_{23})S(h_{23})) \triangleright (\sigma^{-1}(h_{23}, g_{23}))((h_{41} \triangleright g_{41}) \otimes c'(h_{19} \triangleright b'))
\]
\[
\triangleright \sigma^{-1}(S(g_{23})S(h_{23}), h_{23}g_{23})) \# \sigma_{h_{23}g_{23}}
\]

On the other hand,
\[
\phi(X)\phi(Y) = (b \otimes b' \sigma^{-1}(S(h_{23}), h_{23})) \# \sigma_{h_{11}}(c \otimes c' \sigma^{-1}(S(g_{23}), g_{23})) \# \sigma_{g_{11}}
\]
\[
= b_{11} \triangleright c \sigma(h_{23}, g_{11}) \otimes c' \sigma^{-1}(S(g_{23}), g_{23}) \sigma(S(g_{23}), S(h_{23})) \# \sigma_{h_{23}g_{23}}
\]

Comparing the results on both sides, it is enough to show that
\[
(S(g_{23})S(h_{23})) \triangleright (\sigma^{-1}(h_{23}, g_{23}))(h_{41} \triangleright g_{41}) \triangleright c'(h_{19} \triangleright b')) \sigma^{-1}(S(g_{23})S(h_{23}), h_{23}g_{23})
\]
\[
= c' \sigma^{-1}(S(g_{23}), g_{23}) \sigma(S(g_{23}), S(h_{23})) \# \sigma_{h_{23}g_{23}}
\]

Indeed,
\[
(S(g_{23})S(h_{23})) \triangleright (\sigma^{-1}(h_{23}, g_{23}))(h_{41} \triangleright g_{41}) \triangleright c'(h_{19} \triangleright b')) \sigma^{-1}(S(g_{23})S(h_{23}, h_{23}g_{23}))
\]
\[
= c' \sigma^{-1}(S(g_{23}), g_{23}) \sigma(S(g_{23}), S(h_{23})) \# \sigma_{h_{23}g_{23}}
\]

\[
= c' \sigma^{-1}(S(g_{23}), g_{23}) \sigma(S(g_{23}), S(h_{23})) \# \sigma_{h_{23}g_{23}}
\]

\[
= c' \sigma^{-1}(S(g_{23}), g_{23}) \sigma(S(g_{23}), S(h_{23})) \# \sigma_{h_{23}g_{23}}
\]
where the 1st, 5th steps use the property of associative type. The 3rd, 9th steps use Lemma 2.4. The 4th step uses Proposition 2.1. Hence, \( \phi(X \cdot_{\tilde{\sigma}} Y) = \phi(X)\phi(Y) \).

The simplest case of a Galois object (see Section 4) was already shown in [23]. By Proposition 3.9 and Theorem 3.13, we have the following corollary

Corollary 3.14. If \( B^{#_{1}}H \) is of associative type, then \( (B^{c}#H)^{\tilde{\sigma}} \) is a left Hopf algebroid with left antipode and its inverse given by

\[
\begin{align*}
S^{\tilde{\sigma}}(X) := & \phi^{-1} \circ S \circ \phi(X) = b'\sigma^{-1}(S(h_{(3)}), h_{(4)}) \otimes S^{2}(h_{(1)}) \triangleright b\#S(h_{(2)}) \\
(S^{\tilde{\sigma}})^{-1}(X) := & \phi^{-1} \circ S^{-1} \circ \phi(X) = h_{(3)} \triangleright b' \otimes h_{(1)} \triangleright \sigma(S^{-1}(h_{(2)}), h_{(1)}) \# S^{-1}(h_{(4)})
\end{align*}
\]

as corresponding via \( \phi \) to \( S \) on \( B^{c}#_{1}H \) in Proposition 3.10.

Moreover, computing \( (X^{\tilde{\sigma}})^{-1}(X \otimes_{B} 1) \) from Theorem 5.7 we have

\[
X_{+}^{\tilde{\sigma}} \otimes_{B^{\#}} X_{+}^{\tilde{\sigma}} = t((\tilde{\sigma}(S^{-1}(S(X_{(1))} \otimes_{(2)} S(X_{(1)}))) S^{-1}(S(X_{(1)}) \otimes_{(2)} S(X_{(1)}))) \\
\otimes s((\tilde{\sigma})^{-1}(S(X_{(1)} \otimes_{(2)} S(X_{(1)}))) S(X_{(1)}) \otimes_{(2)} S(X_{(1)}) \otimes_{(2)} S(X_{(1)}))
\]

where \( S \) just above is the untwisted antipode. Using this, we compute

\[
t_{\epsilon}(S^{\tilde{\sigma}}(X^{\tilde{\sigma}}))X_{+}^{\tilde{\sigma}} = S^{\tilde{\sigma}}(X),
\]

where we use Lemma 3.3 to recognise \( S^{\tilde{\sigma}} \) in the above corollary. This suggests that there should be a general theory of twistings of antipodes with \( \epsilon_{R} = \epsilon \circ S^{\tilde{\sigma}} \) constructed independently by twisting and in the spirit of the left-right antipode theory in [2]. This will be looked at elsewhere.

Example 3.15. Following on from Example 2.6 we start with a smash product with inner action given by \( u \) and no cocycle, and we saw that this is cohomologous to a trivial inner action given by \( c' \). By Lemma 3.11 the corresponding 2-cocycle (which cotwists the left Hopf algebroid \( B^{c}#H \)) is

\[
\tilde{\sigma}^{u}(b \otimes b' \#_{1}h, c \otimes c' \#_{2}g) = bcu(h, g)c' = bcu^{-1}(g_{(1)})u^{-1}(h_{(1)})u(h_{(2)}g_{(2)})c' = bcu^{-1}(g_{(1)})u(h_{(1)}g_{(2)})c' \]

\[
(\tilde{\sigma}^{-1})^{u}(b \otimes b' \#_{1}h, c \otimes c' \#_{2}g) = bcu^{-1}(h, g)c' = bcu^{-1}(h_{(1)}g_{(2)})u(h_{(1)}g_{(2)})c' \]

and the resulting Hopf algebroid \( (B^{c}#H)^{\tilde{\sigma}^{u}} \) has, by Corollary 3.14

\[
S^{\tilde{\sigma}^{u}}(b \otimes b' \# h) = b' u(S(h_{(2)})) u(h_{(3)}) \otimes b \# S(h_{(1)})
\]

\[
(S^{\tilde{\sigma}^{u}})^{-1}(b \otimes b' \# h) = b' \otimes u^{-1}(h_{(1)}) u^{-1}(S^{-1}(h_{(2)})) b \# S^{-1}(h_{(1)}).
\]

Moreover, this Hopf algebroid is isomorphic to \( B^{c}#_{1}H \), which by Proposition 3.10 has antipode and its inverse

\[
S(b \otimes b' \#_{1}h) = b' \otimes (\sigma^{-1})(S^{2}(h_{(2)}), S(h_{(1)})) b \# S(h_{(3)})
\]

\[
= b' \otimes u(S^{2}(h_{(2)})) u(S(h_{(1)})) b \# S(h_{(3)})
\]

\[
S^{-1}(b \otimes b' \#_{1}h) = b' \sigma^{u}(h_{(2)}, S(h_{(1)})) b \# S^{-1}(h_{(3)})
\]

\[
= b' u^{-1}(S(h_{(3)})) u^{-1}(h_{(2)}) \otimes b \# S^{-1}(h_{(1)}).
\]

If \( u \) is an algebra map then \( \sigma^{u}(h, g) = \epsilon(h)\epsilon(g) \) and the antipode is just the interchange of \( b \) and \( b' \) together with \( S \) on \( H \).

4. Results for general Hopf Galois extensions

Here, we extend some of our results on cocycle extensions to a more general context of Hopf Galois extensions.
4.1. Preliminaries on Hopf Galois extensions. A Hopf-Galois extension or quantum principal bundle with universal calculus means an $H$-comodule algebra $P$ with coinvariant subalgebra $B := \{ b \in P \mid \Delta_B(b) = b \otimes 1_R \} \subseteq P$ such that the canonical map

$$\text{can} : P \otimes_B P \to P \otimes H, \quad p \otimes_B q \mapsto pq_{(0)} \otimes q_{(1)}$$

is bijective, where $\otimes_B$ is the balanced tensor product by $B \subseteq P$ as a subalgebra. We also require for convenience that $P$ is a faithfully flat left $B$-module. In fact the inverse of can is determined by its restriction, the translation map,

$$\tau := \text{can}^{-1}|_{1_B H} : H \to P \otimes_B P, \quad h \mapsto h^{<1>} \otimes_B h^{<2>}$$

and it is known, e.g. [7 Prop. 3.6][9 Lemma 34.4] that it obeys

\begin{align}
    h^{<1>} \otimes_B h^{<2>}_{(0)} \otimes h^{<2>}_{(1)} &= h^{<1>}_{(0)} \otimes_B h^{<2>}_{(1)} \otimes h^{<2>}_{(2)}, \\
    h^{<1>}_{(2)} \otimes_B h^{<2>}_{(3)} \otimes S(h_{(1)}) &= h^{<1>}_{(0)} \otimes_B h^{<2>}_{(1)} \otimes h^{<1>}_{(1)}, \\
    h^{<1>}_{(1)} h^{<2>}_{(0)} \otimes h^{<2>}_{(1)} &= 1_P \otimes h, \\
    p_{(0)} p_{(1)}^{<1>} \otimes_B p_{(1)}^{<2>} &= 1_P \otimes_B p
\end{align}

for all $h \in H$ and $p \in P$.

Finally, a Hopf-Galois extension is cleft if there is a cleaving map $j : H \to P$ which is convolution-invertible and $H$-equivariant. This is known cf [22 Theorem 8.2.4] to be equivalent to requiring that $P \simeq B \otimes H$ as left $B$-modules and right $H$-comodules (i.e. that it has the ‘normal basis property’). This means that a cleft Hopf Galois extension is equivalent to a cocycle cross product. The converse is also well known but it is useful to recap the proof.

**Lemma 4.1.** \(B^\#_{\sigma} H\) for a cocycle \((\sigma, \triangleright)\) is a cleft Hopf-Galois extension. Hence the two notions are equivalent.

**Proof.** We have already seen how the data of an extension with the normal basis property implies a cocycle cross product. Conversely, if we are given a cocycle cross product \(B^\#_{\sigma} H\) by data \((\triangleright, \sigma)\) then we can view it as a cleft Hopf-Galois extension with \(\Delta_R = \text{id} \otimes \Delta\) and \(B \otimes 1 = (B^\#_{\sigma} H)^{\sigma(H)}\), \(j(h) = 1 \otimes h\) as previously discussed. This is clear but we explain it explicitly. Indeed, the inverse to the canonical map is provided by \[\text{can}^{-1}(b^\#_{\sigma} g \otimes h) = (b^\#_{\sigma} g)(\sigma^{-1}(S(h_{(2)}), h_{(3)})^\#_{\sigma} S(h_{(1)})) \otimes_B 1^\#_{\sigma} h_{(4)}, \quad (4.5)\]

for all \(b \in B\) and \(g, h \in H\). One can check that

\begin{align*}
    \text{can}^{-1}(b^\#_{\sigma} g)(S(h_{(2)}), h_{(3)})^\#_{\sigma} S(h_{(1)}) &\otimes_B 1^\#_{\sigma} h_{(4)} \\
    &\quad = (b^\#_{\sigma} g)(\sigma^{-1}(S(h_{(2)}), h_{(3)})^\#_{\sigma} S(h_{(1)})^{} h_{(1)}) \otimes h_{(7)} = b^\#_{\sigma} g \otimes h.
\end{align*}

\begin{align*}
    \text{can}^{-1}(\text{can}(b^\#_{\sigma} g \otimes_B b'^{\#_{\sigma}} h)) &\quad = (b^\#_{\sigma} g)(b'^{\#_{\sigma}} h_{(1)})^{} (\sigma^{-1}(S(h_{(3)}), h_{(4)})^\#_{\sigma} S(h_{(2)})) \otimes_B 1^\#_{\sigma} h_{(5)} \\
    &\quad = (b^\#_{\sigma} g)(b'^{\#_{\sigma}} h_{(1)})^{} (S(h_{(3)}), h_{(4)})^\#_{\sigma} (S(h_{(2)})) \otimes_B 1^\#_{\sigma} h_{(5)} \\
    &\quad = (b^\#_{\sigma} g)(b'^{\#_{\sigma}} h_{(1)})^{} \otimes_B 1^\#_{\sigma} h = b^\#_{\sigma} g \otimes_B b'^{\#_{\sigma}} h,
\end{align*}

for all \(b, b' \in B\) and \(g, h \in H\), where the third step uses Proposition 2.4.

Given the lemma, our various results in Section 2 translate to the point of view of cleft Hopf-Galois extensions as follows, with the more elementary proofs left to the reader. First of all, our notion of associative type from the point of view of cleft Hopf-Galois extensions is equivalent to

$$j^{-1}(g_{(1)})j^{-1}(h_{(1)})j(h_{(2)} g_{(2)}) \in Z(B). \quad (4.6)$$

Next, ‘gauge transform’ from \((\triangleright, \sigma)\) to \((\triangleright^u, \sigma^u)\) by convolution-invertible \(u : H \to B\) is equivalent from the point of view of cleft Hopf-Galois extensions to a change of the
cleaving map $j$ to $j^u = u^{-1} \circ j$, and preserves associative type as in Proposition 2.6 if and only if
\[ j^{-1}(g(1))u(g(2))j^{-1}(h(1))u(h(2))u^{-1}(h(3), g(4))j(h(4), g(4)) \in Z(B). \] (4.7)

Lastly, it was recently observed [1] that if $\chi : H \otimes H \to k$ is an invertible normalised Drinfeld cotwist on $H$ then a Hopf-Galois extension $B = P^{\text{colH}} \subseteq P$ cotwists to another one, $B = T^{\chi \text{colH}} \subseteq P\chi$ with product (2.1). We make this a little more explicit:

**Lemma 4.2.** If $P, H$ is a Hopf-Galois extension with translation map as above and $\chi$ a Drinfeld cotwist then $P\chi, H^\chi$ has translation map
\[ \tau_\chi(h) := h_{(3)}^{<1>} \otimes_B h_{(3)}^{<2>} \chi(h_{(1)}, S(h_{(2)})), \]
for all $h \in H$.

**Proof.** We give an elementary direct proof. On the one hand,
\[
(\text{can}_\chi \circ \tau_\chi)(h) = h_{(3)}^{<1>} \otimes_B h_{(3)}^{<2>} \otimes \chi^{-1}(h_{(3)}^{<1>}_{(1)}, h_{(3)}^{<2>}_{(1)} h_{(3)}^{<2>}_{(1,2)} \chi(h_{(1)}, S(h_{(2)}))
\]
\[
= h_{(4)}^{<1> \otimes_B h_{(4)}^{<2>} \otimes \chi^{-1}(S(h_{(3)}), h_{(4)}^{<2>}_{(1)} h_{(4)}^{<2>}_{(1,2)} \chi(h_{(1)}, S(h_{(2)}))
\]
\[
= 1 \otimes \chi^{-1}(S(h_{(3)}), h_{(4)}), h_{(5)} \chi(h_{(1)}, S(h_{(2)})) = 1 \otimes h,
\]
for all $h \in H$, where the 2nd step uses (4.2), the 3rd step uses (4.3), and the last step uses the fact that $\chi$ is a cotwist on the Hopf algebra $H$. (This is sufficient since can$_\chi$ is a left $P\chi$-module map.) On the other side,
\[
(\text{can}^{-1}_\chi \circ \tau_\chi)(p \otimes_B q) = p \cdot \chi q_{(0)}^{<1>} \otimes_B q_{(3)}^{<2>} \chi(q_{(3)}, S(q_{(3)}))
\]
\[
= p \cdot \chi(q_{(0)} q_{(4)}^{<1>}_{(0)} \otimes_B q_{(4)}^{<2>}) \chi^{-1}(q_{(1)} q_{(4)}^{<1>}_{(1)}) \chi(q_{(2)} S(q_{(3)}))
\]
\[
= p \cdot \chi(q_{(0)} q_{(1)}^{<1>}) \otimes_B q_{(1)}^{<2>} \chi^{-1}(q_{(1)} q_{(3)}) \chi(q_{(2)} S(q_{(3)}))
\]
\[
= p \cdot \chi(q_{(0)} q_{(1)}^{<1>}) \otimes_B q_{(1)}^{<2>} = p \otimes_B q
\]
for all $p, q \in P\chi$, where the 3rd step uses (4.2) and the last step uses (4.3). Now, in the cleft case, as the isomorphism $P \cong B \otimes H$ is left $B$-linear (since the coaction is the same on the underlying vector space) and right $H^\chi$-colinear (since $b \cdot \chi p = bp$ as $b$ is coinvariant), the twisting reduces to Proposition 2.2. \hfill \Box

In the cleft case, this agrees with the twisting of the cocycle extension in Proposition 2.2. From the point of view of Hopf-Galois extensions, the condition that twisting by $\chi$ preserves associative type as in Proposition 2.6 is
\[
 j^{-1}(h(1), g(1)) \chi(h(2), g(2)) j(h(3), g(3)) \in Z(B) \] (4.8)
on using the form of the action $\triangleright$ as given by $j$.

### 4.2. Ehresmann-Schauenburg Hopf algebroid

The classical construction here is the Ehresmann groupoid $\mathcal{G}$ associated to a classical principal bundle $\pi : X \to M$ where $M$ is classical manifold, with structure group $G$. Then $\mathcal{G} = (X \times X) / G$ where we identify $(x, y) \sim (x, u, y, u)$ for all $u \in G$ and $x, y \in X$. The base is $M = X / G$ similarly identified. The composition is $(x, y) \circ (y, z) = (x, z)$ and the source and target maps are represented by $s(x, y) = x$ and $t(x, y) = y$, which one can check are all well defined on the quotient spaces (so $s, t$ send the class of $(x, y)$ to $\pi(x)$ and $\pi(y)$ respectively).

**Definition 4.3.** [3] §34.13. Let $B = P^{\text{colH}} \subseteq P$ be a Hopf Galois extension such that $P$ is a faithfully flat left $B$-module. The Ehresmann Schauenburg bialgebroid is
\[ B := \{ p \otimes q \in P \otimes P \mid p_{(0)} \otimes \tau(p_{(1)}) q = p \otimes q \otimes_B 1 \} \subseteq P \otimes P \]
with $B$-bimodule inherited from $P$ and $B$-coring coproduct and counit
\[ \Delta(p \otimes q) = p_{(0)} \otimes \tau(p_{(1)}) \otimes q, \quad \epsilon(p \otimes q) = pq. \]
Moreover, $\mathcal{B}$ is a $B^e$-ring with the product and unit

$$(p \otimes q) \ast_C (r \otimes u) = pr \otimes uq, \quad \eta(b \otimes c) = b \otimes c$$

for all $p \otimes q$, $r \otimes u \in \mathcal{B}$ and $b \otimes c \in B^e$. Here $s(b) = b \otimes 1$ and $t(b) = 1 \otimes b$.

It was shown in [9, 13] that the stated condition on $p \otimes q$ (sum of terms understood) to be in $\mathcal{B}$ is equivalent to being in the space $(P \otimes P)^{\text{co}H}$ defined by

$$(P \otimes P)^{\text{co}H} := \{ p \otimes q \in P \otimes P \mid p_{(0)} \otimes q_{(0)} \otimes p_{(1)}q_{(1)} = p \otimes q \otimes 1_H \}. \quad (4.9)$$

We will prefer to use this as the characterisation of $\mathcal{B}$ in line with the classical description. Then the fact that it is true classically suggests that $\mathcal{B}$ should generally be a left Hopf algebroid. We prove this now.

**Theorem 4.4.** If $B \subseteq P$ is a Hopf Galois extension with Hopf algebra $H$ then $\mathcal{B}$ is a Hopf algebroid which we denote $\mathcal{L}(P,H)$.

**Proof.** Let $X = p \otimes q$, $Y = p' \otimes q'$. We define $\lambda^{-1} : \mathcal{L}(P,H) \otimes_B \mathcal{L}(P,H) \to \mathcal{L}(P,H) \otimes_{B^{op}} \mathcal{L}(P,H)$ by

$$\lambda^{-1}(X \otimes_B Y) := p \otimes q_{(1)}^{<2>} \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y,$$

which is well defined since firstly,

$$\lambda^{-1}(\tau(b)X \otimes_B Y) = p \otimes q_{(1)}^{<2>} \otimes_{B^{op}} (q_{(0)}b \otimes q_{(1)}^{<1>})Y = \lambda^{-1}(X \otimes_B s(b)Y).$$

Also, for the formula itself to make sense given the output of $\tau$ is in $\otimes_B$,

$$p \otimes bq_{(1)}^{<2>} \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y = (p \otimes q_{(1)}^{<2>})\tau(b) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y$$

$$= p \otimes q_{(1)}^{<2>} \otimes_{B^{op}} t(b)(q_{(0)} \otimes q_{(1)}^{<1>})Y$$

$$= p \otimes q_{(1)}^{<2>} \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>}b)Y.$$

Moreover, $(p \otimes q_{(1)}^{<2>}) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>}) \in \mathcal{L}(P,H) \otimes_{B^{op}} \mathcal{L}(P,H)$. For example, the coaction on $P \otimes P$ applied to the left factor,

$$\Delta_R(p \otimes q_{(1)}^{<2>}) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})$$

$$= (p_{(0)} \otimes q_{(1)}^{<2>}(0)) \otimes_{B^{op}} p_{(1)}q_{(1)}^{<2>}(1) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})$$

$$= (p_{(0)} \otimes q_{(1)}^{<2>}) \otimes_{B^{op}} p_{(1)}q_{(2)} \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})$$

$$= (p \otimes q_{(1)}^{<2>}) \otimes_{B^{op}} 1 \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>}).$$

Similarly for the other factor.

It remains to check that $\lambda^{-1}$ is indeed the inverse of $\lambda$. On the one hand,

$$\lambda(\lambda^{-1}(X \otimes_B Y)) = \lambda(p \otimes q_{(1)}^{<2>}) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y$$

$$= a_{(0)} \otimes p_{(0)} \otimes_{B^{op}} (p_{(1)}q_{(1)}^{<2>}) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y$$

$$= p_{(0)} \otimes p_{(0)} \otimes_{B^{op}} (p_{(1)}q_{(1)}^{<2>}) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y$$

$$= X \otimes_B Y.$$

On the other hand,

$$\lambda^{-1}(\lambda(X \otimes_{B^{op}} Y)) = \lambda^{-1}(p_{(0)} \otimes p_{(1)} \otimes_{B^{op}} (p_{(1)}q_{(1)}^{<2>}) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y)$$

$$= p_{(0)} \otimes p_{(1)} \otimes_{B^{op}} (p_{(1)}q_{(1)}^{<2>}) \otimes_{B^{op}} (p_{(1)}q_{(1)}^{<2>}) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y$$

$$= p_{(0)} \otimes S(p_{(1)}) \otimes_{B^{op}} (p_{(1)}q_{(1)}^{<2>}) \otimes_{B^{op}} (q_{(0)} \otimes q_{(1)}^{<1>})Y$$

$$= p_{(0)} \otimes qS(p_{(1)}) \otimes_{B^{op}} (1 \otimes qS(p_{(1)}) \otimes_{B^{op}} Y$$

$$= X \otimes_{B^{op}} Y.$$
This generalises [23] for the case of a Galois object (see Section 5). We also connect to Section 3 as follows.

**Lemma 4.5.** In the cleft case, we have $\mathcal{L}(B\#_{\sigma}H,H) \cong B^e \#_{\sigma} H$ as left Hopf algebroids.

**Proof.** Using [19], invariant elements of $P \otimes P$ are of the form

$$\mathcal{L}(B\#_{\sigma}H,H) = \{b\#_{\sigma}h_{(1)} \otimes b'\#_{\sigma}S(h_{(2)}) \mid b, b' \in B, h \in H\}.$$ 

We can also see the coproduct is given by

$$\Delta(b\#_{\sigma}h_{(1)} \otimes b'\#_{\sigma}S(h_{(2)})) = b\#_{\sigma}h_{(1)} \otimes \sigma^{-1}(S(h_{(1)}), h_{(4)}) \#_{\sigma}S(h_{(2)}) \otimes_B 1 \#_{\sigma}h_{(3)} \otimes b'\#_{\sigma}S(h_{(6)}),$$

since from [15] we know the translation map $\tau : H \to B\#_{\sigma}H \otimes_B B \#_{\sigma}H$ is

$$\tau(h) = \sigma^{-1}(S(h_{(1)}), h_{(3)}) \#_{\sigma}S(h_{(1)}) \otimes_B 1 \#_{\sigma}h_{(4)}, \quad (4.10)$$

for all $h \in H$. Next,

$$H \to H \otimes H, \quad h \mapsto h_{(1)} \otimes S(h_{(2)})$$

is a vector space inclusion with image exactly the elements of the required form. So we have an induced isomorphism of vector spaces

$$\Theta : B^e \#_{\sigma}H \to \mathcal{L}(B\#_{\sigma}H,H), \quad \Theta(b \otimes b'\#_{\sigma}h) := b\#_{\sigma}h_{(1)} \otimes b'\#_{\sigma}S(h_{(2)}).$$

It remains to show that this preserves the bialgebroid structures.

First, it is not hard to see this is a $B$-bimodule map,

$$\Theta(c(b \otimes b'\#_{\sigma}h), c') = \Theta(cb \otimes b'(S(h_{(2)}) \triangleright c')\#_{\sigma}h_{(1)})$$

$$= cb\#_{\sigma}h_{(1)} \otimes b'(S(h_{(3)}) \triangleright c')\#_{\sigma}S(h_{(2)}).$$

We can see also $\Theta$ is a coring map,

$$(\Theta \otimes_B \Theta)(\Delta(b \otimes b'\#_{\sigma}h)) = b\#_{\sigma}h_{(1)} \otimes \sigma^{-1}(S(h_{(3)}), h_{(4)}) \#_{\sigma}S(h_{(2)}) \otimes_B 1 \otimes_{\sigma} h_{(5)} \otimes b'\#_{\sigma}S(h_{(6)})$$

$$= \Delta(b\#_{\sigma}h_{(1)} \otimes b'\#_{\sigma}S(h_{(2)})).$$

Moreover, $\epsilon(\Theta(X)) = \epsilon(X)$ since

$$\epsilon(b\#_{\sigma}h_{(1)} \otimes b'\#_{\sigma}S(h_{(2)})) = b(h_{(1)} \triangleright b')\sigma(h_{(2)}, S(h_{(3)})) = \epsilon(b \otimes b'\#_{\sigma}h).$$

Finally, we show that $\Theta(XY) = \Theta(X)\Theta(Y)$ for all $X, Y \in B^e \#_{\sigma}H$. Indeed,

$$\Theta((b \otimes b'\#_{\sigma}h)(c \otimes c'\#_{\sigma}g))$$

$$= \Theta((b(h_{(1)} \triangleright c)\sigma(h_{(2)}, g_{(1)}) \otimes c'(S(g_{(4)}) \triangleright b')\sigma(S(g_{(5)}), S(h_{(3)}))\#_{\sigma}h_{(5)} g_{(2)}))$$

$$= (b\#_{\sigma}h_{(1)} \otimes b'\#_{\sigma}S(h_{(2)}))(c\#_{\sigma}g_{(1)} \otimes c'\#_{\sigma}S(g_{(2)})).$$

$\square$

We next want to know if $\mathcal{L}(P,H)$ has an antipode. In view of the lemma, we already know this if $\sigma$ is of associative type. Classically, we know that the inverse of a gauge groupoid is just the flip of the ordered pair. However, when we flip a element $p \otimes q \in \mathcal{L}(P,H)$, the result $q \otimes p$ doesn’t belong to $\mathcal{L}(P,H)$, since $H$ is not commutative. Rather, we need some kind of braiding to generalise the flip and we have a natural candidate if $H$ is coquasitriangular.

We recall that a Hopf algebra $H$ is a coquasitriangular if there is a convolution invertible linear map $\mathcal{R} : H \otimes H \to k$ which satisfies

$$g_{(1)}h_{(1)}R(h_{(2)} \otimes g_{(2)}) = R(h_{(1)} \otimes g_{(1)})h_{(2)}g_{(2)}$$

$$\mathcal{R}(h \otimes gf) = \mathcal{R}(h_{(1)} \otimes g)\mathcal{R}(h_{(2)} \otimes f), \quad \mathcal{R}(h_{1} \otimes f_{1}) = \mathcal{R}(h \otimes f_{(1)})\mathcal{R}(g \otimes f_{(2)})$$

for all $h, g, f \in H$. It is known [18, Prop 2.2.4] that the antipode of a coquasitriangular Hopf algebra is invertible. Now, since $P$ is a right $H$-comodule, we know [18] that $\mathcal{R}$ induces a braiding

$$\Psi(p \otimes q) = q_{(0)} \otimes p_{(0)}\mathcal{R}(p_{(1)} \otimes q_{(1)}).$$
which is an $H$-comodule map and invertible, with inverse
\[ \Psi^{-1}(p \otimes q) = q^{(0)} \otimes p^{(0)} \mathcal{R}^{-1}(q^{(1)} \otimes p^{(1)}). \]

We use this for the notion of ‘flip’ needed for the antipode.

**Proposition 4.6.** If $H$ is coquasitriangular then $L(P, H)$ has a left antipode.

**Proof.** Since $\Psi$ is a morphism in the category of $H$-comodules, it and its inverse restrict to the invariant subspace of $P \otimes P$, hence we can set $S = \Psi^{-1}$. We know that this is invertible and now we show that the remaining conditions of Lemma 3.3 apply.

First, we can see $S(t(b)X) = S(X)s(b)$ and $S^{-1}(s(b)X) = S^{-1}(X)t(b)$. For condition (2) of Lemma 3.3 let $X = p \otimes q$. Then

\[ S^{-1}(X) \otimes_B B S^{-1}(X) = (q^{(0)} \otimes \mathcal{R}(p^{(1)} \otimes q^{(1)})) \otimes_B (p^{(0)} \otimes q^{(1)}). \]

For condition (3),

\[ S(X) = \mathcal{R}^{-1}(S(p_{(2)}) \otimes p^{(1)})q^{(0)} \otimes p^{(0)} = \mathcal{R}^{-1}(S(p_{(2)}) \otimes p^{(1)})q^{(0)} \otimes p^{(0)}. \]

In the case of a cleft Hopf-Galois extension, we obtain an antipode on the corresponding cocycle Hopf algebroid.

**Corollary 4.7.** If $H$ is coquasitriangular then $B^c \#_{\sigma} H$ has a left antipode

\[ S(b \otimes b') \#_{\sigma} h = u^{-1}(h_{(1)})b' \otimes b \#_{\sigma} S(h_{(2)}), \quad S^{-1}(b \otimes b' \#_{\sigma} h) = v(h_{(2)})b' \otimes b \#_{\sigma} S^{-1}(h_{(1)}), \]

where $v(h) := \mathcal{R}(h_{(1)} \otimes S(h_{(2)}))$ and $u^{-1}(h) := \mathcal{R}(S^2(h_{(2)}) \otimes h_{(1)})$ are standard convolution-invertible maps related to the square of the antipode on $H$.

**Proof.** We use the isomorphism in Lemma 4.5 to transfer back $S, S^{-1}$ on $L(B^c \#_{\sigma} H, H)$ computed from Proposition 4.6 as

\[ S(b \#_{\sigma} h_{(1)} \otimes b' \#_{\sigma} S(h_{(2)})) = b' \#_{\sigma} S(h_{(1)}) \otimes b \#_{\sigma} h_{(1)} \mathcal{R}^{-1}(S(h_{(2)}) \otimes h_{(2)}) \]

\[ = b' \#_{\sigma} S(h_{(1)}) \otimes b \#_{\sigma} S(h_{(2)} \otimes h_{(1)}), \]

where the last step uses [18] Lem. 2.2.2, Prop. 2.2.4. For the inverse, writing $g = S^{-1}(h), S^{-1}(b \#_{\sigma} h_{(1)} \otimes b' \#_{\sigma} S(h_{(2)})) = b' \#_{\sigma} S(h_{(1)}) \otimes b \#_{\sigma} h_{(1)} \mathcal{R}(h_{(2)} \otimes S(h_{(3)}))$
of associative type in Proposition 3.10, hence it is clear that \( R \) obeying the conditions in Lemma 3.10 hence it is clear that \( S \) obeying the conditions in Lemma 3.10 need not be unique. Indeed, for the two antipodes to coincide, we would need

\[
\sigma^{-1}(S^2(h_{(2)}), S(h_{(1)})) = u^{-1}(h)b, \quad (h_{(3)}b)\sigma(h_{(2)}, S(h_{(1)})) = v(h)b,
\]

for all \( h \in H \) and \( b \in B \). Setting \( b = 1 \), this requires \( \sigma^{-1}(S^2(h_{(2)}), S(h_{(1)})) = u^{-1}(h) \) and \( \sigma(h_{(1)}, S(h_{(2)}) = v(h) \) for all \( h \), which requires \( \sigma \) to be \( k \)-valued and \( hb = \epsilon(h)b \), the trivial action. For an example, we can let \( \sigma = \mathcal{R} \) be viewed as a cocycle with values in \( k \) which, together with the trivial action means \( B\#_{\sigma}H = B \otimes_{\sigma}(H) \), where \( \sigma \) is a version of (2.1) one-sided cotwisted on the left with the left coaction of \( H \) on itself, i.e.

\[
h \cdot g = \sigma(h_{(1)} \otimes g_{(1)})h_{(2)}g_{(2)}
\]

and with \( \sigma = \mathcal{R} \) in the present case. Thus, the two antipodes can agree in very special cases, but in general are different.

5. More examples of associative type

There are several ways to arrive at a cleft extension of associative type. The most obvious is \( H \) cocommutative and \( \sigma \) has its image in \( Z(B) \). In this case, the condition in Definition 3.3 is clearly automatic.

5.1. Galois objects. The next most obvious case is \( \triangleright \) trivial \( hb = \epsilon(h)b \) and in this case (2.6) tells us that the extension is of associative type iff the image of \( \sigma \) is in \( Z(B) \). We saw how this arises from gauge transform by an inner action in Example 2.6 but clearly one could have a more general form of \( \sigma \).

The simplest such example is that of a Galois object. By definition, this is a Hopf-Galois extension where \( B = k \), the field. In the cleft case, it means \( P \cong H \) as a vector space and clearly in this case \( \triangleright \) is trivial and the conditions for a cocycle \( \sigma \) reduce to those of a Drinfeld 2-cocycle. Then every such Galois object is a 1-sided cotwist

\[
B\#_{\sigma}H = \sigma H
\]

as in (4.11).

By contrast, the associated Hopf algebra is now just a Hopf algebra and we clearly have from Proposition 3.4 and Theorem 5.13 that

\[
B^{e}\#_{\sigma}H = \big(B^{e}\#H\big)^{\bar{\sigma}} = H^{\sigma},
\]

where the second step uses \( B^{e}\#H = H \) as a Hopf algebra and \( \bar{\sigma} = \sigma \) by Lemma 3.11 as a Drinfeld cotwist. This is in agreement with both 23, where Galois objects were looked at, and with our twisting Theorem 5.13 with \( \bar{\sigma} = \sigma \) as the base is trivial.

This also agrees with our observations about Drinfeld cotwists. Thus, if we start with a cleft Galois object above with cocycle \( \sigma \) and structure quantum group \( H \), and then cotwist by \( \chi \) then

\[
B\#_{\sigma\chi^{-1}}H^{\chi} = \sigma\chi^{-1}(H^{\chi}) = \sigma H_{\chi}, \quad B^{e}\#_{\sigma\chi^{-1}}H^{\chi} = (H^{\chi})^{\sigma\chi^{-1}} = H^{\sigma},
\]
where $H_\chi$ is one-sided right cotwist using (2.4) and the right coaction by the coproduct. We used Proposition 2.2 for the twisted cocycle extension and then our previous observations. The condition in Proposition 2.7 is automatic as $\triangleright$ is trivial.

5.2. Affine quantum group. The abstract structure here [15, Lem. 6.3.15] starts with algebra maps $B \rightarrow P \rightarrow H$ between Hopf algebras with $P = B \triangleright \rhd H$ as a coalgebra (so with respect to a coaction $\Delta_R(h) = h^{(1)} \otimes h^{(2)} \in H \otimes B$), the inclusion given by $b \mapsto 1 \otimes b$ and the surjection by $b \otimes h \mapsto \epsilon(b)h$. Suppose that $j : H \rightarrow P$ given by $j(h) = 1 \otimes h$ obeys $bj(h) = b \otimes h = j(h)b$. Then $j^{-1}(h) = (Sj(h^{(1)}))h^{(2)}$ is the convolution-inverse of $j$ and makes $P$ a left cotwist extension with

$$\sigma(h,g) = j(h_{(1)})j(g_{(1)})(Sj(h^{(2)}_1)g^{(1)}_2))h^{(2)}_2g^{(2)}_2$$

and trivial action. Moreover, the coalgebra is cocleft and the extension is a cocycle and makes $j$ and $S$ algebra maps with respect to a coaction $\Delta$.

We used Proposition 2.2 for the twisted cocycle extension and then our previous observations. The condition in Proposition 2.7 is automatic as $\triangleright$ is trivial.

Hence the antipode of the cocycle Hopf algebroid $B^e \#_s H$ by Proposition 3.10 simplifies to $S(b \otimes b' \#_s e_0) = b' \otimes \sigma^{-1}(S^2(k^{-1}), S(e_0))b \#_s S(k^{-1}) + b' \otimes \sigma^{-1}(S^2(e_0), S(1))b \#_s S(e_0)$ and similarly $S^{-1}(b \otimes b' \#_s e_0) = b' \otimes b \#_s S^{-1}(e_0)$ i.e. just given by flip and $S^{\pm 1}$ on $H$. The same applies with $e_0$ replaced by $e_1, f_0$ and $k = \pm 1$. We also know from our twisting theory that this Hopf algebroid is isomorphic to a cotwist of $B^e \otimes H$ (as the action is trivial) by a cotwist $\tilde{\sigma}$ as in Lemma 3.11 for example

$$\tilde{\sigma}(b \otimes b' \#_s e_0, d \otimes d' \#_s f_0) = \frac{bd'd'(1 - c^2)}{q - q^{-1}}.$$
5.3. Quantum Weyl group. The abstract structure here (a left-right swap of [18 Prop. 6.3.12]) starts with a Hopf algebra $B$ with Drinfeld twist cocycle $\psi$ and we let $e^\psi B$ be the twisted Hopf algebra with conjugated coproduct. We also need $T : B \to e^\psi B$ a Hopf algebra map such that
$$x^{-1}ax = T^2(a), \quad T(x) = x, \quad \Delta x = (x \otimes x)((T \otimes T)(\psi))\psi, \quad e \in 1$$
for some invertible $x \in B$. Then there is a cocycle cross product algebra $B\#_{\sigma,CZ_2}$ where if $w \in CZ_2$, the cocycle and action are
$$w \cdot b = T(b), \quad \sigma(w, w) = x^{-1} \quad \sigma(w, 1) = \sigma(1, w) = \sigma(1, 1) = 1.$$
The result is then a cocycle bicrossproduct Hopf algebra $B_\#_{\psi,CZ_2}$ with coproduct
$$\Delta(b \otimes 1) = b_{(1)} \otimes 1 \otimes b_{(2)} \otimes 1, \quad \Delta(b \otimes w) = b_{(1)}\psi^1(x) \otimes w \otimes b_{(2)}, \quad \psi^2 \otimes w$$
where $\psi = \psi^1 \otimes \psi^2$ (sum understood). The concrete example in [18 Ex 6.3.13] is to take $B$ a ribbon Hopf algebra with ribbon element $\nu$ and $T$ an algebra automorphism and anticoalgebra map such that $T^2 = id$ and $T(\nu) = \nu$. The ribbon element is central and hence so is the image of $\sigma$. We take $\psi = R$, the quasitriangular structure regarded as a cocycle. The result of the construction is an extension of $B$ such that $w^2 = \nu$ in the extended algebra. The required ‘Lusztig automorphism’ $T$ exists for the standard q-deformation enveloping algebras[21] as well as for reduced quantum groups at roots of unity. The ribbon element in the latter case is given explicitly in [15].

Here, we compute the antipode for the associated cocycle Hopf algebroid $B^e \#_{\sigma,CZ_2}$ using Proposition 5.10 as
$$S^{\pm 1}(b \otimes b') = b' \otimes b_{\# \sigma}1,$$
$$S(b \otimes b' \# w) = b' \otimes \sigma^{-1}(w \otimes w)T(b)\# w^{-1} = b' \otimes \nu^{-1}T(b)\# w,$$
$$S^{-1}(b \otimes b' \# w) = T(b')\sigma(w \otimes w) \otimes b_{\# \sigma}w^{-1} = T(b')\nu \otimes b_{\# w}.$$
Also, we know that this Hopf algebroid is a cotwist of $B^e \#_{\sigma,CZ_2}$ by a cocycle in Lemma 8.11
$$\tilde{\sigma}(b \otimes b' \otimes 1, c \otimes c' \# 1) = bocb', \quad \tilde{\sigma}(b \otimes b' \# 1, c \otimes c' \# w) = bc(w \circ c')b' = bcT(c)b',$$
$$\tilde{\sigma}(b \otimes b' \# w, c \otimes c' \# 1) = b(w \circ c')(b'c'),$$
$$\tilde{\sigma}(b \otimes b' \# w, c \otimes c' \# w) = b(w \circ c)(w \circ w)((w^2 \circ c')(w \circ b')) = bT(c)c'cT(b').$$
with antipode
$$(S^\delta)^{\pm 1}(b \otimes b' \otimes 1) = b' \otimes b_{\# 1},$$
$$(S^\delta)(b \otimes b' \# w) = b'\sigma^{-1}(w \otimes w) \otimes T(b)\# w^{-1} = b'\nu^{-1} \otimes T(b)\# w,$$
$$(S^\delta)^{-1}(b \otimes b' \# w) = T(b') \otimes b(w \circ \sigma(w \otimes w))\# w = T(b') \otimes bw \# w,$$
where $w^{-1} = w$ and in the last step we use $w \circ \nu = \nu$.
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