Hyperspectral image classification of wolfberry with different geographical origins based on three-dimensional convolutional neural network
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ABSTRACT
The hyperspectral image is a three-dimensional (3D) hypercube with spectral and spatial continuity. Traditional hyperspectral imaging (HSI) processing mainly focuses on spectral information. However, this paper proposed a new hybrid convolutional neural network (New-Hybrid-CNN) algorithm using HSI spectral-spatial joint information. We used the algorithm combined with HSI processing to classify the origin of Chinese wolfberry from Ningxia, Qinghai, Gansu, and Xinjiang. (1) Selecting the region of interest (ROI) over the raw HSI data as input; (2) Extracting spectral-spatial joint information from the hyperspectral stack information using homogeneous 3D convolution architecture with $3 \times 3 \times 3$ convolution kernels; (3) Then the depth separable convolution (DSC) was used to learn spatial information. This algorithm combined the advantages of 3D convolution and DSC, and it effectively extracted deep spectral-spatial joint information and made the architecture more lightweight. 3D convolutional neural network (3D-CNN), hybrid spectral convolutional neural network (HybridSN), and support vector machine (SVM) were established to compare with the proposed method. The proposed algorithm made full use of the HSI information while reducing the number of parameters and training time involved in the network, and improved the classification accuracy. The classification accuracy of wolfberry origin reached more than 99%. Therefore, the New-Hybrid-CNN classifier combined with HSI had the potential to classify wolfberry origin and food detection.

INTRODUCTION
Wolfberry contains polysaccharides, carotenoids, flavonoids, and other ingredients. Moreover, it has a wide array of biological and pharmacological activities. Wolfberry is a kind of Chinese food and famous Chinese medicine, and it has been considered to have anti-aging, anti-oxidative, and cancer prevention properties for thousands of years. The medicinal function and price of wolfberry are closely related to its geographical origin, cultivation methods, and environmental factors (including sunshine intensity, temperature, precipitation, and soil).

According to most traditional methods, the geographical origins of wolfberries can be identified by their color, shape, and taste. However, this subjective detection method is easily affected by personal emotions. In addition, some researchers use chemical analysis techniques to classify and identify the origin of wolfberry. These research methods take a long time and require skilled analysts to do.
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experiments.\textsuperscript{[6]} At present, some nondestructive technologies have been developed to evaluate the intrinsic characteristics of Horti-food products.\textsuperscript{[7]} Therefore, establishing a fast, nondestructive, and high-precision classification system to trace the origin of wolfberry is necessary.

HSI technology is a combination of spectral technology and imaging technology. It can obtain internal and external information of the measured sample in the wavelength range of 780–2500 nm.\textsuperscript{[8]} It has the advantages of being rapid, accurate, noninvasive, easy to use, and is widely used in remote sensing images processing.\textsuperscript{[9]} Visible and NIR ranges are the most spectra the researchers have focused on for agricultural applications.\textsuperscript{[10]} The near-infrared hyperspectral imaging (NIR-HSI) technology has been widely used in food quality analysis, variety, and origin of identification.\textsuperscript{[11]} For example: identifying six different commercial teas,\textsuperscript{[12]} identifying the origin of Longjing tea,\textsuperscript{[13]} distinguishing coffee beans with varying levels of roasting,\textsuperscript{[14]} determining the polysaccharide content in wolfberry,\textsuperscript{[15]} estimating the ripeness of strawberries in the field and the laboratory,\textsuperscript{[16]} etc. Therefore, NIR-HSI technology has great potential in determining the geographic origin of wolfberry.

HSI information is presented in the format of 3D hypercubes. The first two dimensions represent spatial information, and the third dimension represents spectral information.\textsuperscript{[12]} Extracting data information from hypercubes requires advanced pattern recognition. The traditional HSI processing method only extracts the relevant spectral information from the ROI, and most food quality evaluation studies only use the one-dimensional spectral data information.\textsuperscript{[13,17,18]} However, studies have shown that combining one-dimensional spectral information and 2D spatial information is better than only using spectral information or texture information. For example, the classification accuracy of green tea types was improved by fusion of spectral and texture information\textsuperscript{[19]}; the spectral and texture feature information were combined to distinguish fresh pork and frozen-thawed pork.\textsuperscript{[20]} The disadvantage of the above methods is that the spectral data and spatial data are extracted separately. It cannot make full use of the spectral-spatial joint information, which affects the classification performance.

To solve the above problems, the researchers introduced 3D-CNN into the HSI classification. For example, researchers proposed a new deep 3D-CNN model to extract combined features and classify the meat in the HSI image.\textsuperscript{[21]} Applying the 3D convolution kernel operation to the 3D-HSI, we can learn the spectral–spatial joint information of the data cube simultaneously and fully use the structural characteristics of 3D-HSI data.\textsuperscript{[21–24]} However, when training 3D-CNN, we often meet various optimization difficulties due to increased parameters, such as over-fitting, gradient disappearance, explosion, etc. These problems limit the training and application of 3D-CNN. Other researchers\textsuperscript{[25,26]} proposed to connect 3D convolution and 2D convolution operations in series to obtain spatial and spectral information, reducing the complexity of the 3D-CNN model. Compared with ordinary convolution, deep separable neural networks can significantly reduce model parameters, calculation time, and model complexity under almost the same recognition accuracy.\textsuperscript{[27]}

A lot of research work has been carried out to identify the origin of wolfberry. Most of the research is based on wolfberry samples’ internal chemical composition to determine the geographical origin. Besides, some research only focuses on the spectral information in wolfberry’s hyperspectral data and seldom uses its spatial data. According to our knowledge, there are no published studies about the classification of wolfberry origin using hybrid convolutional neural networks and HSI technology. Inspired by these studies, this study designed a New-Hybrid-CNN algorithm combined with HSI technology to classify wolfberry from different origins. The New-Hybrid-CNN algorithm has the advantages of short training time, high classification accuracy, and lightweight structure, which will help future research on detection systems for food production areas and types. Specifically, the objectives of this study were: (i) Obtain the hyperspectral data information of four different origins of wolfberry, connect the 3D convolution operation and DSC in series to establish a New-Hybrid-CNN algorithm, and apply it to the classification of the origin of wolfberry. (ii) Compare and evaluate the New-Hybrid-CNN with three other hyperspectral image classification methods: SVM, 3D-CNN, and HybridSN. (iii) Analyze the impact of samples from different input windows on the performance of the New-Hybrid-CNN algorithm.
MATERIALS AND METHODS

Sample preparation

The wolfberry samples were purchased from local farmers in four main producing areas, including Zhongning County (approximately 37.48°N and 105.66°E, Zhongwei, Ningxia, China), Tsaidam Basin (approximately 35–39.2°N and 90.16°-99.16°E, Qinghai, China), Jingta County (approximately 37.18° N and 104.06°E, Gansu, China), Jinghe County (approximately 44.60°N and 82.89°E, Bortala Mongolia, Xinjiang, China). All of them meet the implementation standards of “Wolfberry”: GB/T18672. The wolfberry was stored in plastic bags at room temperature. As shown in Figure 1, about 150 g of wolfberry with uniform appearance and size from each producing area were collected as samples.

Hyperspectral imaging system and image acquisition

A line-scan HSI system with reflection mode was used during the experiment to capture hyperspectral images of wolfberry. The system consists of a spectrograph (ImSpector N17E, Spectral Imaging Ltd., Oulu, Finland), a CCD hyperspectral camera (Zelos-258GV, Kappa optronics GmbH, Germany), a lighting unit composed of four 35 W halogen lamps, and a conveyor stage (PSA200-11-X, Zolix., Ltd., Beijing, China) and a computer (V10E, Isuzu Optical Corp., Taiwan, China) supporting spectral cube data acquisition software. The system collected a total of 25 spectral bands in the wavelength range of 900–1700 nm.

Figure 1. RGB image of the Chinese wolfberries from four different geographical origins.
The image acquisition was carried out in a dark environment to avoid light interference. We took the sample of wolfberry from one of the origins and placed it evenly on a piece of black cardboard. Then, the black cardboard was put on the moving platform at a rate of 16.8 mm/s. The distance from the lens to the sample was 380 mm, and the exposure time was adjusted to 20 ms. Images were collected with a spectral resolution of approximately 3.2 nm. The ENVI 5.3 (ITT Visual Information Solutions, Boulder, Utah, USA) and Python 3.8 were used for image processing. Before image processing, the raw hyperspectral images needed to be corrected using white and dark reference images. The white reference image \(I_{\text{white}}\) was acquired using a white Teflon tile with nearly 100% reflectance, and the dark reference image \(I_{\text{dark}}\) was obtained by completely covering the camera lens with an opaque cap. Then the calibrated image \(I_c\) was calculated by the original hyperspectral image \(I_{\text{raw}}\) following Equation (1):

\[
I_c = \frac{I_{\text{raw}} - I_{\text{dark}}}{I_{\text{white}} - I_{\text{dark}}}
\]

The denominator can eliminate the spatial inhomogeneity of the light source, and the subtraction in the numerator can reduce the systematic noise. As a whole, the percentage generated by division can simplify subsequent calculations. More importantly, the spectrum from the calibration image can be interpreted as molecular bonds or components that assign features.\(^{[28]}\)

**Data collection**

The original NIR-HSI obtained by the hyperspectral imaging system contained 256 dimensions information. The data information at the beginning and end were both affected by the “noise” of the instrument.\(^{[29]}\) Therefore, to avoid noise, we removed some bands (900–998 nm and 1622–1700 nm) and selected 190 spectral bands (998–1622 nm) as each type of wolfberry raw spectral data.

One image was acquired of the wolfberry samples from each origin. After collecting and correcting the four kinds of wolfberry images, the ENVI5.3 analysis software was used to crop manually a region of interest (ROI) from the corrected hyperspectral image. The 50 \(\times\) 50 area in the middle of the hyperspectral image was selected to remove the background and insignificant pixels. So, the ROI included 50 \(\times\) 50 pixels and 190 frequency bands (as shown in Figure 2, taking a sample of Gansu wolfberry as an example).

**Classification methods**

In this section, we adopted four different classification methods to classify the origin of wolfberry: SVM, 3D-CNN, HybridSN, and New-Hybrid-CNN. The flow of the experiment is shown in Figure 3.

![Figure 2. Flow chart of ROI extraction for NIR hyperspectral imaging of Gansu Chinese wolfberry.](image-url)
Figure 3. Experimental flow chart.
New-Hybrid-CNN architecture

In this paper, a New-Hybrid-CNN classification framework is established to realize the classification of the origin of Chinese wolfberry. First, the wolfberry HSI data cube is divided into small overlapping 3D patches, where the label of the central pixel determines the truth label. The size of the overlapping 3D patches is $S \times S \times B$. The small 3D patches cover the $S \times S$ spatial range and all $B$ spectrum bands with the target pixel as the center. The patch-based classification method is performed to fully use the pixel information, dividing the HSI cubes into 2500 small 3D patches of $11 \times 11 \times 190$. So, there are 2500 samples of wolfberry from each origin. The samples of wolfberry from different origins are randomly divided into a training set (70%) and a test set (30%). Then 20% of the training set is randomly selected as the verification set to verify the generalization degree of the algorithm.

These small 3D patches are input into the classification algorithm, which first uses the homogeneous 3D convolution architecture, and the size of the 3D convolution filter is $3 \times 3 \times 3$. Then the output feature maps from the 3D convolution are reshaped and fed to a depth separable 2D convolution to learn spatial information. The output of the deep separable 2D convolutional layer is flattened and passed to the fully connected layer. After the fully connected layer, a softmax classifier for multi-classification tasks is added to output the classification results. The architecture is shown in Figure 4.

3DCNN Block: Usually, the purpose of a one-dimensional convolution operation is to extract spectral features. The purpose of 2D convolution operation is to extract the spatial features, and 3D convolution operation can simultaneously extract spectral and spatial features from high-dimensional information.\[30\]

2D-CNN has made outstanding achievements in computer vision and image classification. The traditional 2D-CNN can be expressed as:

$$ v_{ij}^{xy} = f\left(\sum_{m}^{H_{i}-1} \sum_{h=0}^{W_{i}-1} k_{ijm}^{hw} v_{(i-1)m}^{(x+h)(y+w)} + b_{ij}\right) \tag{2} $$

where $i$ represents the $i$-th layer in the network, and $j$ is the $j$-th feature map of the layer. $v_{ij}^{xy}$ represents the value at $(x, y)$ in the $j$-th feature map in the $i$-th layer, $b_{ij}$ is the offset, and $m$ represents the index of all feature maps connected to the current layer in the $(i-1)$ layer. $k_{ijm}^{hw}$ represents the value of the convolution kernel at $(h, w)$. $H_{i}$ and $W_{i}$ represent the height and width of the corresponding convolution kernel of the layer.

If the original hyperspectral data is directly used for 2D-CNN, each input band needs to be two-dimensionally convolved. Therefore, each input band needs a set of convolution kernels is required for each input band, leading to massive network parameters. In addition, this can lead to increased calculation and severe over-fitting problems.\[31\]

Hyperspectral images are 3D hypercubes with spectral and spatial continuity. Combining spectral and spatial information is becoming more and more popular because it can fully use the original data information. Using 3D convolution to extract features is a simple method for hyperspectral image classification, which can simultaneously process 3D regions with joint spatial-spectral information.\[32\]

The 3D convolution operation convolves the input data in spatial and spectral dimensions and outputs 3D data. This 3D data saves the spectral information input by the hyperspectral data. The formula for the 3D convolution operation is:

$$ v_{ij}^{xyz} = f\left(\sum_{h=0}^{H_{i}-1} \sum_{w=0}^{W_{i}-1} \sum_{s=0}^{S_{i}-1} k_{ijms}^{hws} v_{(i-1)j}^{(x+h)(y+w)(z+s)} + b_{ij}\right) \tag{3} $$

where $S$ represents the size of the 3D convolution kernel in the spectral dimension, $i$ represents the number of feature blocks on the network, and $j$ represents the number of convolution kernels in this layer. Correspondingly, the output of the layer ($i$-th layer) includes $i \times j$ 3D feature values.
Figure 4. The New-Hybrid-CNN network architecture diagram.
Depth wise Separable Convolution Block: Figure 5(b) shows that the DSC separates the convolution channel by channel, mainly divides into two steps: depthwise convolution and pointwise convolution. Depthwise convolution uses a filter on each input channel, and Pointwise convolution uses a $1 \times 1$ convolution kernel for channel fusion. Pointwise convolution helps preserve spatial information, thereby optimizing the performance of convolutional networks. DSC is a transformation form of ordinary 2D convolution.$^{[33]}$ Compared with the ordinary convolution operation, the DSC is lighter (fewer trainable weight parameters), and the calculation cost is less expensive.

Parameter setting: Compared with the image-level classification algorithm, the input data space size used in the pixel-level classification algorithm is relatively small. Using a convolution kernel with a smaller space can avoid excessive loss of input information.$^{[31]}$ Through the study of 2D-CNN, it is found that a convolution kernel with a size of $3 \times 3$ usually produces better results. Some researchers used $3 \times 3 \times 3$ size 3D convolution kernels for spatiotemporal feature learning$^{[34]}$ and common hyperspectral data sets.$^{[21]}$ In the New-Hybrid-CNN, all 3D convolution filters are $3 \times 3 \times 3$ with a step size of one in the spatial and spectral dimensions.

As for the network structure of 3D-CNN, HybridSN, and New-Hybrid-CNN in this study, the first three layers of 3D convolution in these three classification algorithms all used the homogeneous 3D convolution architecture: all the 3D convolution filters were $3 \times 3 \times 3$; the step size was $1 \times 1 \times 1$; the number of filters was 8, 16, and 32. The fourth layer in the 3D-CNN was 3D convolution kernels of $64 \times 3 \times 3 \times 3$. The fourth layer of the HybridSN was ordinary 2D convolution kernels of $64 \times 3 \times 3$. The fourth layer of the proposed New-Hybrid-CNN was a deep separable convolution. It was divided into two steps: The first step was the deep convolution operation, and each convolution kernel only convolved one channel of the input layer (the size of each filter is $3 \times 3$). The second step used a $1 \times 1$ size convolution kernel to perform pixel-by-pixel convolution, and the number of filters was 64. The fully connected layer and classifier of these three classification algorithms remained the same.

Studies have shown that appropriately increasing the size of the input data can help improve classification performance. However, a large data window area will generate additional noise.$^{[35]}$ In addition, too much input will significantly increase the amount of calculation in the training and prediction process of the network and increase training time. In the experiment, the input data window size was $W \times W$, and the step size was 1. The experimental performance of $9 \times 9, 11 \times 11, 13 \times 13$, and $15 \times 15$ was evaluated, and the result showed that the optimal window size was $11 \times 11$.

Table 1 shows the type of each layer of the New-Hybrid-CNN structure, the dimensionality of the output mapping, and the number of parameters. Among them, separable_Conv2d represents DSC, including deep convolution and pixel-by-pixel convolution.
Table 1. The New-Hybrid-CNN algorithm structure.

| Layer(type)                   | Output Shape (height, width, depth, numbers of feature map) for 3D data | Parameters Number |
|-------------------------------|------------------------------------------------------------------------|-------------------|
| input_1(InputLayer)          | (11, 11, 190, 1)                                                       | 0                 |
| conv3d_1(Conv3D)             | (9, 9, 188, 8)                                                        | 224               |
| conv3d_2(Conv3D)             | (7, 7, 186, 16)                                                       | 3472              |
| conv3d_3(Conv3D)             | (5, 5, 184, 32)                                                       | 13856             |
| reshape                      | (5, 5, 5888)                                                          | 0                 |
| separable_Conv2d_1(Depthwise separable Conv2D) | (3, 3, 64)                                                            | 429888            |
| Flatten                      | (576)                                                                  | 0                 |
| dense_1(Dense)               | (256)                                                                  | 147712            |
| Dropout(Dropout)             | (256)                                                                  | 0                 |
| dense_2(Dense)               | (4)                                                                    | 1028              |

For the established wolfberry data set, the total number of training parameters for New-Hybrid-CNN is 596180. All weights were randomly initialized and trained using the backpropagation algorithm with the Adam optimizer by using the softmax loss. Minbatch was 128. Since the training set was relatively small, the batch size was set to 100. Rectified linear unit (Relu) was used as the activation function. In order to prevent the model from over-fitting, the dropout method was used to temporarily discard the neural network unit from the network according to a certain probability. The dropout was defined as 0.3. According to the changes in accuracy and loss during training, the learning rate was chosen to be 0.001.

**Support vector machine**

SVM is a traditional supervised learning algorithm that can perform classification and regression analysis, widely used in pattern recognition algorithms for spectral data analysis. As for linearly separable problems, SVM seeks a hyperplane to maximize the distance between different categories of samples. As for the linearly inseparable issue, SVM maps the original data to a higher dimension space to make the samples linearly separable. SVM explores a set of hyperplanes in a new space to maximize the sample spacing. It introduces kernel functions to effectively process nonlinear data or indivisible linear data based on structural risk minimization. Appropriate kernel function can improve the performance of the model. Radial basis function (RBF) has been widely used in the field of spectral analysis.

In the experiment, 3D (50 × 50 × 190) cubes of four wolfberry origins were first mapped to a 2D (2500 × 190) matrix, and the 2D matrix was used as the input data. The row (representing pixel) in the matrix was defined as a sample, so there were 2500 samples of wolfberry from each place. Based on the Python scikit-learn library, the grid search method is used to determine the optimal parameters of the SVM (penalty coefficient “c” and kernel width “g”).

**Evaluation metrics**

The overall accuracy (OA), kappa coefficient (Kappa) evaluation measures were used to judge the classification performance of HSI. OA measures the number of correctly classified samples in the total test sample; Kappa is a measurement metric calculated by weighted measurement accuracy.

\[
OA = \frac{\sum_{i=1}^{n} a_{ii}}{N} \times 100\% 
\]  

where \(N\) is the number of all samples, \(n\) is the number of categories, and \(a_{ii}\) is the diagonal element of the corresponding confusion matrix. Kappa is a measure of the accuracy of classification. The expression is
\[ Kappa = \frac{N \sum_{i=1}^{n} a_{ii} - \sum_{i=1}^{n} (a_{ii} + a_{+i})}{N^2 - \sum_{i=1}^{n} (a_{ii} + a_{+i})} \]

where \(a_{ii}\) is the sum of the \(i\)-th row, and \(a_{+i}\) is the row of the \(i\) column. In a word, the larger the value of OA and Kappa, the better the performance of the classification algorithm.

**RESULTS AND DISCUSSION**

*Data analysis of wolfberry samples*

Figure 6 shows the original spectra of wolfberries from four origins in the ROI. It can be seen that wolfberries from different geographical origins have similar spectral curves. There are absorption peaks at approximately 1000 nm, 1200 nm, and 1465 nm. The absorption peak near 1000 nm is due to the second vibration of the N-H bond in the protein or amino acid.[37] The reason for the absorption peak near 1200 nm is the secondary stretching vibration of the C-H bond in protein, starch, or lipid,[38,39] and the absorption peak near 1465 nm is the sensitive area of water absorption.[40]

Through further analysis of the average spectral curves of wolfberry from different origins, as shown in Figure 7, the trends of the average spectral curves of wolfberry from four different origins are generally similar. Still, the reflectance values of the four curves are different. These differences are caused by internal factors such as different regions and climates, indicating that the origin of wolfberry can be classified by using reflectance spectra. Among them, the average spectral curves of Qinghai wolfberry and Xinjiang wolfberry overlap. Therefore, machine learning methods are used to identify the origin of wolfberry further.

**Figure 6.** The spectra of wolfberries from different geographical origins in the range of 998–1622 nm.
Classification results

In the experiment, the New-Hybrid-CNN, HybridSN, 3D-CNN, and SVM parts were programmed in Python 3.8 and implemented based on Tensorflow and Keras open-source framework. The operating platform was on a PC with Intel (R) Core (TM) i5-5200 U CPU with 2.20 GHz and 4 GB RAM. All the classification algorithms were established using the full spectrum (998–1622 nm) and set the same parameters (window size, training sample, testing sample) for a fair comparison. Since the hyperspectral data of wolfberry from each origin was divided into 2500 samples during the experiment, the total number of wolfberry samples from the four origins was 10000. The number of samples of the training set, validation set, and test set input in different classification methods is shown in Table 2.

First, for the SVM using full spectrum (998–1622 nm), the optimal parameters (c, g) were (1000, 0.01). Based on the SVM discriminant model of optimal parameters, the OA of the four origins is 95.36%, and the Kappa coefficient is 93.82%. A confusion matrix visualization method is used to compare the classification performance of the four classification algorithms on the test set, as shown in Figure 8. It shows that the SVM has the worst performance capability. For the classification accuracy of wolfberry from different origins, the SVM classification algorithm has the highest correct recognition rate for Ningxia wolfberry, and the recognition rate is 99.7%. The other three classification algorithms

| classification Method | Training samples | Validation samples | Testing samples |
|-----------------------|------------------|--------------------|-----------------|
| New-Hybrid-CNN        | 1400 × 4         | 350 × 4            | 750 × 4         |
| HybridSN              | 1400 × 4         | 350 × 4            | 750 × 4         |
| 3D-CNN                | 1400 × 4         | 350 × 4            | 750 × 4         |
| SVM                   | 1400 × 4         | 350 × 4            | 750 × 4         |

Figure 7. Mean reflectance spectra of wolfberries from different geographical origins in the range of 998–1622 nm.
using spectral-spatial information have the highest recognition rate of Qinghai wolfberry. The HybridSN and New-Hybrid-CNN classification algorithms have the highest correct recognition rate of 99.6% for Gansu wolfberry. For Xinjiang wolfberry, the recognition rate of New-Hybrid-CNN is up to 99.9%.

Compared with the three classification algorithms based on spectral-spatial joint information, the classification accuracy of SVM is the worst. It shows that the classification method combining spectral-spatial joint information has improved classification performance than the classification method using spectral information.

**Comparison of 3D-CNN, HybridSN and New-Hybrid-CNN**

Then, the performance accuracy of the proposed algorithm was compared with the 3D-CNN and the HybridSN. The classification results are shown in Table 3. Under the same conditions as other variables, the OA and Kappa of the New-Hybrid-CNN classification algorithm are higher than the other two classification algorithms. Figure 9 summarizes the parameters and training time involved in the training of these three classification methods. It can clearly show that the proposed New-Hybrid-CNN has the least number of parameters, which is about 16% of the HybridSN method and 2.2% of

| classification Method | $W \times W$ | Parameters (Io) | Train Time (s) | OA (%) | Kappa (%) |
|-----------------------|--------------|-----------------|----------------|--------|-----------|
| New-Hybrid-CNN        | 11 $\times$ 11 | 596,180         | 596.38         | 99.73  | 99.64     |
| HybridSN              | 11 $\times$ 11 | 3,557,844       | 643.60         | 99.23  | 98.97     |
| 3D-CNN                | 11 $\times$ 11 | 26,911,188      | 1749.49        | 98.2   | 97.6      |

Figure 8. The confusion matrix of SVM (a), 3D-CNN (b), HybridSN (c) and New-Hybrid-CNN (d).
3D-CNN. The reduction of parameters can effectively reduce the operating pressure of the computer. In addition, the training time is also the least, reduced by about 47 seconds compared to HybridSN, and significantly reduced by about 1153 seconds compared to 3D-CNN.

In order to further study of the stability of the three classification methods, the accuracy and loss rate curves of the training set and the validation set of the three different networks during the training process are compared. As shown in Figure 10, it can be seen from the figure that convergence begins when the epoch reaches about 40. After 100 iterations, the accuracy and loss of the model stabilize, and it is considered that the ideal classification accuracy has been achieved. Among them, the accuracy and loss rate curves of the training set and the verification set of Figure 10(a) are coincident with those of Figure 10(b) and Figure 10(c). There is no large-scale oscillation phenomenon. Therefore, the proposed New-Hybrid-CNN is stable. Moreover, it requires fewer parameters, a shorter time, and the highest classification accuracy, which has great practical application potential. Overall, the New-Hybrid-CNN classification algorithm shows the best classification performance.

**Effect of input size of the sample**

In order to find the best input size of training samples, we tested the proposed classification algorithm with input data of different sizes. The window sizes are set to $9 \times 9$, $11 \times 11$, $13 \times 13$, $15 \times 15$, and the test results are shown in Table 4. Figure 11 shows the effect of window size on OA and Kappa coefficients.
Table 4. The influence of window size on model classification performance.

| Method          | $W \times W$ | Parameters | Train Time(s) | OA(%)   | Kappa(%) |
|-----------------|---------------|------------|---------------|---------|----------|
| New-Hybrid-CNN  | 9 × 9         | 456,108    | 278.8736      | 93.43   | 91.24    |
| New-Hybrid-CNN  | 11 × 11       | 596,180    | 596.38        | 99.73   | 99.64    |
| New-Hybrid-CNN  | 13 × 13       | 858,324    | 1039.1        | 99.74   | 99.57    |
| New-Hybrid-CNN  | 15 × 15       | 1,251,540  | 1554.52       | 99.79   | 99.73    |

Figure 11. The influence of window size on OA and Kappa.

It can be seen from Table 4 that as the data window becomes more extensive, the parameters and training time of the algorithm gradually increase. Moreover, Figure 11 shows that an appropriate increase in the input data window size helps improve the classification performance. However, after the window size of 11 × 11, the OA curve and the Kappa curve are gradually smoothed, which means that increasing the window size does not significantly improve the accuracy. In addition, the input window is too large to substantially increase the amount of calculation for network training, resulting in a longer training time. Based on the above experimental results, the window size of 11 × 11 can achieve better results.

CONCLUSION

In this study, hyperspectral imaging in the spectral region of 998–1622 nm was applied to identify the geographical origins of wolfberry by using four types of classifiers named New-Hybrid-CNN, HybridSN, 3D-CNN, and SVM. The SVM classifier was based on the spectral information of wolfberry samples. However, the New-Hybrid-CNN, HybridSN, and 3D-CNN were established on the spectral-spatial information of the samples. The experimental results revealed that the classifier
using spectral-spatial information was more effective than the SVM focuses on spectral features. In addition, the proposed New-hybrid-CNN classifier combined the advantages of homogeneous 3D convolution and DSC. Compared with the 3D-CNN and HybridSN, it had a lighter model, improved computational efficiency, and the highest classification accuracy. For future work, the New-Hybrid-CNN classification algorithm proposed in this paper is conducive to popularization and application to other samples. It helps to solve similar problems in food classification and agricultural applications.
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