Abstract  The latest globalization trends resulted in increasingly interdependent economies of nations and multinational firms. This may leave companies operating internationally at the mercy of the volatility in currency exchange rates. Forecasting these exchange rates became very important in international trade and commerce, as it involves key decisions of foreign investment, forward contracts and expanding business to new horizons. This research paper describes a Feedforward Backpropagation Neural Network (FBNN) model and its application to currency exchange rate forecasting. A study of FBNN model is conducted for forecasting exchange rates between Indian rupee and US dollar, based on previous data of inflation, real interest rates, gross domestic product (GDP), current account balances, government budget balances and debts of both countries. The weights used in neural networks were optimized using gradient descent and backpropagation method. Models with different hidden neuron layers were developed by comparing the actual exchange rates with forecasted monthly exchange rates from January 2001 to December 2014. The most effective model was then used to simulate exchange rates for the year 2015. The FBNN model with ten neurons in the hidden layer has the least Mean average percentage error (MAPE) value of 1.32% and is considered to be most impressive model.
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1. Introduction

A currency exchange rate is essentially what its name implies: it is the rate at which one would need to exchange one’s currency for the currency of other country. For any investment that is crossing borders, the risk and returns are dependent on the exchange rates between countries. The fluctuations pose a significant risk and uncertainty to every sector involved in business [1]. It may be for an investment or a trade or a business, having knowledge of exchange rate is important to minimize risks and maximize profits.

Exchange rates are dependent on various economic factors. Flow patterns for majority of these factors follow non-linearity. Artificial neural networks are a natural choice for a forecast involving non-linear trends. Landavazo and Fogell [2] suggest changing all weights in the network simultaneously to reduce network operation time.

Back propagation algorithms are trained by a learning rule published by Rumelhart, Hinton and Williams [3]. Backpropagation algorithm makes use of two distinct passes, a forward/ activation pass followed by a backward/ weight adjusting pass, to scan the training data. The first (forward) pass presents an input vector to the first layer of the network, which propagates through the network one layer at a time [4]. The second (backward) pass attempts to correct this error by adjusting neuron’s weights in proportion to the error it generates [4]. The purpose of this research is to develop a feed forward back propagation neural network model that can forecast exchange rates with minimum errors.

2. Literature Review

Over the years, researchers approached this challenge (of forecasting exchange rates) by proposing methods such as time series method and autoregressive integrated moving average (ARIMA) model. The most popular of them is statistical time series model, developed by recognizing the flow patterns of exchange rates. Yao, Poh and Jasic [5] made an early attempt to apply neural networks on time series model and compare the results with ARIMA model. Their results are in favor of neural networks model with 73% accuracy against 50% accuracy generated by ARIMA model. But this method fell short to estimate medium term (weekly) and long term (monthly) forecasts. Philip, Taofiki and Bidemi [6] developed an artificial neural network forecasting model that could predict the results with 81.2 % accurately. They developed a technique to improve forecasting by making changes to already existing hidden markov model.
(HMM). Though these advances could generate acceptable results, the flow of currency value depending on new economic developments cannot be anticipated.

Relative PPP [8] method is based on the concept of the “Law of one price”. Clements and Lan [9] proposed an approach to forecast exchange rates using purchase power parity theory. This model uses big mac data as inputs and Monte Carlo simulation to estimate the outputs. Both methods are impressive in forecasting linear behavior, but they cannot accurately estimate exchange rates against economic factors which have high volatility. For accurate long term estimations, a model that can consider multiple sources as inputs is needed. Because of this reason, a behavior model is needed. Hauner, Lee and Hajime [10] discuss multiple factors and their possible effects on exchange rates. To handle multiple inputs, a neural network with back propagation algorithm is used. Though this method may prove to be complex in nature, it has the potential to predict the results more accurate than any previous models. Difana Meilana and Ivan Richardo [11] developed a similar model to forecasting exchange rates of Indonesian rupiah and US dollar by choosing the variables as inflation, real income and interest rates. Mean average percentage error (MAPE) value for best model is around 0.69%. The dependency of exchange rate on the input variables is not discussed in [11]. Moreover the generated model is not used for further simulations.

This research intends to provide a methodology that can be used for any future designing. Simulating an already generated model provides a brief insight into the way the forecasting results can be estimated.

3. Methodology

The objective of this paper is to cultivate a feed forward back propagation network having nominal number of hidden neurons. The first step is data collection and its classification. Output and input variables are defined in this phase. The collected data is then classified into training data and testing data. Then a regression analysis is conducted to find the dependency of input variables on output. The networks are trained with training data set to optimize their weights. Then the networks are tested with testing data set. The effectiveness of a network is measured by MAPE. The network with MAPE value closer to 1% is chosen for any future forecasting.

3.1. Data Collection and Classification

Exchange rates between two countries are depended on major factors such as differential inflation rates, real interest rates, gross domestic product (GDP), nation’s external debt, current account deficit and government budget deficit. The details of these factors [12, 13] are as follows:

- Differential inflation rate is the difference between the countries inflation rate. It can be obtained only if inflation rates of both countries are available for same time periods.
- GDP of a country is the monetary value of all goods and services produced by it within a specific time period.
- Current account balance of a nation directly reflects the country’s economic strength.
- Real interest rates are the rate of interest one can receive after modifications from inflation. Data on real interest rates can be collected on an annual basis.
- Government budget balance is the net amount balance to indicate spending of a nation’s government.
- External debt of a country is the amount the country has borrowed from foreign banks, governments or institutions.
- The output exchange rate y for Indian rupee against US dollar can be obtained by calculating the number of units of Indian rupee required to have one unit of US dollar.

| Table 1. Frequency of selected variables |
|----------------------------------------|
| Variables                              | Frequency             |
| Exchange rates (y)                     | Monthly mean          |
| Differential inflation rates (x₁)      | Monthly difference    |
|                                      | between two economies  |
| Gross domestic product (India) (x₂)    | Monthly percentage    |
|                                      | growth                |
| Current account balance (India) (x₃)   | Value at the end of   |
|                                      | each month            |
| Gross domestic product (USA) (x₄)      | Monthly percentage    |
|                                      | growth                |
| Current account balance (USA) (x₅)     | Value at the end of   |
|                                      | each month            |
| Real interest rates (India) (x₆)       | Yearly                |
| Government budget balance (India) (x₇) | Annual net balance    |
| External debt (India) (x₈)             | Annual values at end  |
|                                      | of the year           |
| Real interest rates (USA) (x₉)         | Yearly                |
| Government budget balance (USA) (x₁₀)  | Annual net balance    |
| External debt (USA) (x₁₁)              | Annual values at end  |
|                                      | of the year           |

Table 1 shows the frequency of selected variables. With the variables set, it is time to establish a time period over which reliable data can be collected. Though the economic data of US are available from 1970s, data for input variables on Indian economy are only available from 2001. So, the data is collected for a period of fifteen years from 2001 to 2015. Sources for obtaining these data are listed below:

a. The monthly monetary value of Indian rupee against the US dollar and monthly GDP of two countries from January 2001 to December 2015 obtained from http://stats.oecd.org/
b. The monthly inflation rates of both countries are collected from http://inflation.eu/
c. Monthly current account balances of two countries, the yearly data on real interest rates, government deficit and debts are collected from http://data.worldbank.org/

A matrix of 11 x 168 is created for input data, where 11 is
the number of input variables and 168 is the number of samples collected for 14 years (2001-2014). Apart from this input data, a 1 x 168 matrix with exchange rate values is created. 20% of the input data is used for testing the output results. The remaining data is used for the purpose of training and validation, and is termed as training data set. The data for the year 2015 is used to simulate the output results from the developed Feedforward Backpropagation Neural Network (FBNN) model.

3.2. Regression Analysis on Dependency of Output on Input Variables

The analysis is conducted on MINITAB by using the training data sets. The results are shown in Table 2. The input variables together account for 91.1% of the variance ($R^2$ adjusted = 0.911). The analysis of variance shows that the total data set has an F-statistic value of 152.70 and p value is zero. Even though some individual factors may not have any significant independent effect, the dataset altogether has a significant impact on the output (exchange rates).

| Variable                        | Estimate | SE coefficient | P value |
|---------------------------------|----------|----------------|---------|
| Constant                        | -8.40    | 17.27          | 0.627   |
| Differential inflation rate     | -0.065   | 0.1566         | 0.678   |
| Current account balance (India) | 0.010    | 0.0212         | 0.633   |
| Current account balance (US)    | 0.00197  | 0.01805        | 0.10    |
| GDP growth (India)              | -1.3748  | 0.2604         | 0       |
| GDP growth (USA)                | -0.8909  | 0.2470         | 0       |
| Public debt (USA)               | 0.4819   | 0.063          | 0       |
| Public debt (India)             | 0.3135   | 0.1531         | 0.042   |
| Government budget balance (India)| -0.4188 | 0.2148         | 0.053   |
| Government budget balance (USA) | 1.2978   | 0.09955        | 0       |
| Real interest rates (India)     | -0.1237  | 0.1219         | 0.312   |
| Real interest rates (USA)       | 0.8650   | 0.3669         | 0       |

3.3. Designing a Neural Network

A neural network is defined by its training algorithm, learning function and output activation function. The performance function, number of hidden layers and number of neurons in the hidden layer have a significant effect on the level of performance of a neural network. This paper uses back propagation training algorithm with steepest gradient descent learning function. A log sigmoid function is considered as an activation function for the outputs. A performance function is helpful in adjusting the networks weights to improve performance. The number of hidden layer is generally considered to be one. The very first neural network is designed with six neurons (mean of number of input variables and the number of output variables) in the hidden layer, which is shown in Fig. 1. After verifying the results, if the performance of the network is not satisfactory, the no. of neurons is increased until the requirements are met [14, 15].

![Figure 1. Designed neural network]
### Table 3. Parameter values at the start of the training process

| Parameters | Epochs | Performance goal | Minimum gradient | Learning rate | Validation checks |
|------------|--------|------------------|------------------|---------------|------------------|
| Values     | 15000  | 0.05             | 1.00E-05         | 0.05          | 10000            |

### Table 4. Details of variables used in training algorithm and flowchart

| Variable | Parameter | Description of the parameter |
|----------|-----------|------------------------------|
| A        | Number of epochs | These explain the number of iterations that the model train itself to reduce the error between actual and forecast values to below target goal. |
| B        | Validation checks | The number of validation checks during a training process represents the number of successive iterations when performance fails to decrease. |
| C        | Minimum gradient | The learning rate at which the model has to modify to reduce the error. |
| D        | Time taken for training process (minutes) | The performance of the model is measured by calculating the error between actual and predicted values. In this paper, the performance goal (target) is taken as 0.05. |

### 3.4. Training a Neural Network

Parameter values at the start of the training process are shown in Table 3. Training process assists a neural network to adapt its weights in order to increase the performance of the network. The process is carried out until performance goal is achieved. Parameters including performance goal are specified before starting the process. Table 4 shows the details of variables used in training algorithm and flowchart.

Fig 2 and Fig 3 are the training process for all neural networks and flowchart for testing process.

The algorithm for training process [11] is as follows:

1. Consider the training data set.
2. Initialize all weights to small random values.
3. Initialize network with training data.
4. Calculate values in hidden and output layer.
5. Calculate error between target and calculated outputs.
6. If error is close to zero, save the weights and stop or else go to step 7.
7. If A is equal to 15000, increase the value of A by 500 and continue to step 10, or else go to step 8.
8. If B is equal to 10000, increase the value of B by 500 and continue to step 10, or else go to step 9.
9. If C is lower than 1e-05, lower the gradient and continue to step 10, or else go to step 11.
10. Reinitialize the weights and go to step 3.
11. If D is greater than 20, save the weights for the model and stop the training process.

Correct the weights of line leading to output unit.

\[
W_{ho} \text{ (new)} = W_{ho} \text{ (old)} + \Delta W_{ho} \quad (1)
\]

\[
\Delta W_{ho} = \alpha \delta_o O_h
\]

Who is the weight connecting hidden layer to output layer, \(\alpha\) is the learning rate, \(O_h\) is the output at hidden layer, \(\delta_o\) is the error given by the following:

\[
\delta_o = O_o \ (1 - O_o) (T_o - O_o)
\]

Step 12: Compute the weights of line leading to hidden unit.

\[
W_{ih} \text{ (new)} = W_{ih} \text{ (old)} + \Delta W_{ih} \quad (2)
\]

\[
\Delta W_{ih} = \alpha \delta_i O_i
\]

Where \(W_{ih}\) is the weight connecting input layer to hidden layer, \(\alpha\) is the learning rate, \(O_i\) is the output at input layer, \(\delta_i\) is the error given by the following:

\[
\delta_i = O_i (1 - O_i) (\Delta \delta_o W_{ho}) \quad (3)
\]

Step 13: Update these weights in step 3 and repeat the process for each pattern in the training set.

### 3.5. Testing a Neural Network

In the final stage, the saved weights from training process are assigned to the testing dataset. Testing algorithm for this process is as follows:

1. Consider testing data set for testing process.
2. Assign the saved weights from training process.
3. Develop the hidden layer values from below equation

\[
X_h = X_i W_{ih} \ (i = 1, 2, \ldots k) \ (h = 1, 2, \ldots m) \quad (4)
\]

4. Develop the output layer values from below equation

\[
X_o = X_h W_{oh} \ (h = 1, 2, \ldots m) \ (o = 1, 2, \ldots n) \quad (5)
\]

5. Generate the output by sigmoid activation function

\[
f(x) = 1/(1 + \exp(-X_o)) \quad (6)
\]

6. Save the output results and stop.
The outputs generated by the networks test data are compared with target outputs. The accuracy of these models is MAPE and mean square error (MSE). MAPE approach is generally used to measure the accuracy of the forecasting method. Fig.4 is the flowchart summarizing the neural network development.

PE, MAPE and MSE values [11] are obtained from the equation 7, 8 & 9 respectively.

\[
PE = \frac{(y_t - \hat{y}_t)}{y_t} \times 100\% \quad (7)
\]

\[
MAPE = \sum_{t} \frac{|PE|}{n} \quad (8)
\]

\[
MSE = \frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2 \quad (9)
\]

where, \( n \) = number forecast, \( y_t \) = actual value at \( t \), \( \hat{y}_t \) = forecast value at time \( t \).
If MAPE value is closer to 1%, the neural network can be considered for future research, or else, the number of neurons in the network is increased by one unit and the whole process is performed until satisfactory MAPE values are obtained. The neural network that can generate results with MAPE value closer to 1% is chosen to simulate the forecast exchange rates for year 2015.

4. Results and Discussion

A total of six neural networks are created, trained and testing process is conducted on them. The end parameters of six networks are shown in Table 5. Although all the networks started with same parameters, detailed in Table 4, the conditions under which the training process terminated is different for every network.

Out of the six trained networks, network 3 and network 6 are the only networks that could not reach the performance goal. Network 3 could only attain performance goal of 0.112 during its training process that lasted 20 minutes. The training process of network 6 has to be stopped manually, as there was no improvement in performance beyond 0.496. The reason for this abnormality is because of minimum gradient. Even with a minimum gradient of 1e-013, the network terminated its training process. Table 6 shows the MAPE and MSE of the six trained networks. After training, the networks are tested by comparing the generated outputs with actual exchange rates.

The MAPE value, defined in Eq. (8) is used to measure the accuracy of neural models. Network 1 has a MAPE value between actual and forecast values as 3.723%. Similarly, the MAPE value, for network 5, is 1.32% which is the lowest among six networks. This concludes that network 5 has the best prediction accuracy within six models.

Table 7 shows detail month by month prediction and actual currency exchange rates in year 2015 via network 5. Fig 5-10 show the outputs from each network vs. actual exchange rates and Fig. 11 shows actual results vs. forecasted results (year 2015) from an FBNN model with ten hidden neurons.

| Neural networks | Number of neurons in hidden layer | Number of epochs | Validation checks | Minimum gradient | Time (minutes) | Performance |
|-----------------|-----------------------------------|-----------------|------------------|------------------|---------------|-------------|
| Network 1       | 6                                 | 12,397          | 8,683            | 0.0074           | 7.786         | 0.05        |
| Network 2       | 7                                 | 18,724          | 13,465           | 0.098            | 17.581        | 0.05        |
| Network 3       | 8                                 | 25,000          | 19,756           | 0.0013           | 20            | 0.112       |
| Network 4       | 9                                 | 11,078          | 9,284            | 0.0006           | 8.943         | 0.05        |
| Network 5       | 10                                | 13,074          | 12,894           | 0.0003           | 12.853        | 0.05        |
| Network 6       | 11                                | 9,068           | 7,568            | 3.68x1e-013      | 5.981         | 0.496       |
Table 6. Comparison of the performance of forecasted results

| Neural network | Number of neurons in hidden layer | Mean squared error (MSE) | Mean average percentage error (MAPE) (%) |
|----------------|-----------------------------------|--------------------------|----------------------------------------|
| Network 1      | 6                                 | 8.171                    | 3.723                                  |
| Network 2      | 7                                 | 7.267                    | 3.669                                  |
| Network 3      | 8                                 | 6.091                    | 3.451                                  |
| Network 4      | 9                                 | 1.146                    | 1.428                                  |
| Network 5      | 10                                | 1.102                    | 1.320                                  |
| Network 6      | 11                                | 4.672                    | 2.979                                  |

Table 7. Forecasted values via network 5 comparing the actual exchange rates every month for year 2015

| Month          | Jan  | Feb  | March | April | May  | June | July | Aug  | Sep  | Oct  | Nov  | Dec  |
|----------------|------|------|-------|-------|------|------|------|------|------|------|------|------|
| Forecasted exchange rates for 2015 | 62.67 | 62.63 | 63.42 | 62.52 | 62.98 | 63.15 | 62.8 | 63.18 | 62.48 | 62.48 | 62.76 | 63.33 |
| Actual exchange rates for 2015     | 62.23 | 62.04 | 62.45 | 62.75 | 63.8 | 63.86 | 63.63 | 65.07 | 66.22 | 65.06 | 66.12 | 66.6 |

Figure 5. Outputs from network 1 VS Actual exchange rates

Figure 6. Generated test outputs from network 2 VS Target outputs
Figure 7. Outputs from network 3 VS Target outputs

Figure 8. Test outputs from network VS Target outputs

Figure 9. Outputs from network 5 VS Target outputs

Figure 10. Test data results of network 6 VS Target outputs
5. Conclusions

The designed feed forward backpropagation model forecasts exchange rates based on historical data of countries. Although all networks have generated acceptable [11] MAPE values, network 5, the model with ten neurons in hidden layer has generated the least MAPE value of 1.32%. Hence, network 5 is used for forecasting the values of year 2015. The results of the forecast are as follows:

- The MAPE value for 12 month forecast is 2.481%.
- From Fig 10, one can observe that the results are good for the first seven months (January to July).
- The deviation for these months is less than 0.5.
- For the last 5 months, the deviation of estimated results from actual results has taken a significant number.
- Major contributors to MAPE value are the differences between actual and forecasted results from the last 5 months.
- These fluctuations are in accordance with the volatility of global oil prices.

6. Recommendations

A crucial factor that the researcher ignored is the price of some commodities can have a direct impact on the strength of a country’s currency. For US dollar, such commodity is oil and for Indian rupee, it is gold. According to Selien De Schryder and Gert Peersman [17], oil demand and the US dollar exchange rate are interdependent. So, based on the observation, the recommendations for future research are as follows:

- Oil prices or oil demand and gold prices can be considered as input variables for future research.
- Designing neural networks with different learning and performance function.
- Updating the learning algorithm with improved evolutionary methods such as gene expression programming and simulated annealing.
- Creating an online database that can store the current work and any future improvements.
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