Global very weak solutions to a chemotaxis-fluid system with nonlinear diffusion
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Abstract: We consider the chemotaxis-fluid system

\[
\begin{align*}
  n_t + u \cdot \nabla n &= \Delta n^m - \nabla \cdot (n \nabla c), & x \in \Omega, \ t > 0, \\
  c_t + u \cdot \nabla c &= \Delta c - c + n, & x \in \Omega, \ t > 0, \\
  u_t + (u \cdot \nabla)u &= \Delta u + \nabla P + n \nabla \phi, & x \in \Omega, \ t > 0, \\
  \nabla \cdot u &= 0, & x \in \Omega, \ t > 0, \\
\end{align*}
\]

(\dagger)

in a bounded domain \( \Omega \subset \mathbb{R}^3 \) with smooth boundary and \( m > 1 \). Assuming \( m > \frac{4}{3} \) and sufficiently regular nonnegative initial data, we ensure the existence of global solutions to the no-flux-Dirichlet boundary value problem for (\dagger) under a suitable notion of very weak solvability, which in different variations has been utilized in the literature before. Comparing this with known results for the fluid-free setting of (\dagger) the condition appears to be optimal with respect to global existence. In case of the stronger assumption \( m > \frac{5}{3} \) we moreover establish the existence of at least one global weak solution in the standard sense.

In our analysis we investigate a functional of the form \( \int \Omega n^{m-1} \) to obtain a spatio-temporal \( L^2 \) estimate on \( \nabla n^{m-1} \), which will be the starting point in deriving a series of compactness properties for a suitably regularized version of (\dagger). As the regularity information obtainable from these compactness results vary depending on the size of \( m \), we will find that taking \( m > \frac{5}{3} \) will yield sufficient regularity to pass to the limit in the integrals appearing in the weak formulation, while for \( m > \frac{4}{3} \) we have to rely on milder regularity requirements making only very weak solutions attainable.
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1 Introduction

The influence of chemotaxis, that is the biased movement of cells in the direction of chemical concentration gradients, on the evolution of cell populations has been one of the focal points of mathematical biology since the introduction of the acclaimed model

$$n_t = \nabla \cdot (D(n) \nabla n - S(n,c) \nabla c),$$

$$c_t = \Delta c - c + n$$  \hspace{1cm} (1.1)

by Keller and Segel ([9]), where $n(x,t)$ and $c(x,t)$ denote the density of the cell population and the concentration of the attracting chemical substance, respectively, at place $x$ and time $t$. The system is able to describe the spontaneous aggregation process of bacteria, which can be observed for populations of e.g. Dictyostelium discoideum, and hence piqued the interest of many mathematicians. This fascinating behavior already emerges for the prototypical choices $D(n) \equiv 1$ and $S(n,c) \equiv n$ if either the initial mass of cells $\int_{\Omega} n_0$ is large enough ([17]), or for certain initial data of arbitrary initial mass in dimensions $N \geq 3$ ([34]).

Biologically a stronger nonlinear diffusion, e.g. a porous medium type $D(n) \simeq mn^{m-1}$, seems appropriate as cells cannot be compressed to a single point and hence densely packed cells suffer a larger portion of stress and try to move away from one another ([10]), whereas sensitivities of the type $S(n) \simeq \frac{1}{(n+1)}$ can be motivated by the fact that movement in densely packed areas is inhibited by the large amount of present cells ([18]).

Accordingly, extensive research has been committed to the study of (1.1) with different varieties of $D(n)$ and $S(n)$ and their respective necessary conditions for global (and bounded) solutions to exist. An overview of different variations of the model and on the vast mathematical background can be found in the surveys [8, 1] and references therein. As one consequence of a long list of studies, from which we will only name a few and refer to the references in [23] for a more exhaustive overview, the critical exponent in the growth ratio of $\frac{S(n)}{D(n)}$ has been identified to be $\frac{2}{N}$. In fact, under the assumption of uniform parabolicity it was shown in [23] for the corresponding Neumann boundary value problem in a smooth domain $\Omega \subset \mathbb{R}^N$, that for any suitably regular initial data the classical solutions of (1.1) are global and bounded whenever

$$\frac{S(n)}{D(n)} \leq C(n+1)^\beta \quad \text{for all } n \geq 0 \text{ with some } C > 0 \text{ and } \beta < \frac{2}{N},$$

and in [31] the existence of smooth solutions which blow-up in either finite or infinite time has been proven in the case of

$$\frac{S(n)}{D(n)} \geq Cn^\gamma \quad \text{for all } n > 1 \text{ with some } C > 0 \text{ and } \gamma > \frac{2}{N}.$$

In particular, for the explicit case involving nondegenerate diffusion of porous medium type, i.e. $D(n) \equiv m(n+1)^{m-1}$, and $S(n) \equiv (1 + n)^{1-\alpha}$, this leads to the condition $\alpha + m > \frac{2N-2}{N}$ for global solutions to exist (see also [2] for a result on finite time blow-up).

Fluid interaction. In comparison, results for models incorporating fluid-interaction are less complete. The substantial effect fluid-interaction can have on the migration process is indicated by studies on broadcast spawning (e.g. [3, 15]) or by the experiments undertaken in [25], where spontaneous turbulence emergence was observed with aerobic bacteria suspended in sessile drops of water. Since the bacteria consume the chemical instead of producing it, the authors of [25] proposed the model

$$\begin{cases}
    n_t + u \cdot \nabla n = \Delta n - \nabla \cdot (nS(c)\nabla c), \\
    c_t + u \cdot \nabla c = \Delta c - nc, \\
    u_t + \kappa (u \cdot \nabla)u = \Delta u + \nabla P + n \nabla \phi, \\
    \nabla \cdot u = 0,
\end{cases}$$

\hspace{1cm} (1.2)

for the unknown quantities $n, c, u, P$ denoting bacterial density, chemical concentration, fluid velocity and associated pressure, respectively, and $\phi$ is a prescribed gravitational potential. Apart from the biological motivation featuring aerobic bacteria, the consumption setting also has the minor advantage, that in contrast to its actual Keller–Segel-fluid counterpart (see (1.3) below) one can immediately obtain uniform bounds on $c$ from the second equation, which led to it being studied more heavily than the
framework with signal production by the cells. Let us briefly summarize some of the results available for (1.2) in a three-dimensional bounded domain $\Omega$ with smooth boundary.

In the framework involving Stokes fluid (i.e. $\kappa = 0$) and linear diffusion and where in fact $S = S(x, n, c)$ may be a tensor-valued function, accounting for modeling approaches where the direction of movement does not have to be parallel to the concentration gradient ([17]), the existence of global classical solutions was shown for $\alpha > \frac{1}{2}$ ([29]), whereas in the full Navier–Stokes setting and consumption of the form $-nf(c)$, with some nonnegative $C^1([0, \infty))$ function $f$ satisfying $f(0) = 0$ instead of just $-nc$ in the second equation, it was shown in [38] that for arbitrary sufficiently smooth initial data there exist global weak solutions, whenever the scalar sensitivity function $S \in C^1([0, \infty))$ satisfies the hypotheses $(\frac{5}{\eta})' > 0$, $(\frac{5}{\eta})' \leq 0$ and $(S : \nabla f)' \geq 0$ on $[0, \infty)$. In the corresponding Cauchy-Problem similar results can be proven, as witnessed by the works [4, 6]. The result for bounded domains has later also been extended to nonlinear diffusion of porous medium type $D(n) = mn^{m-1}$ for $m > \frac{2}{5}$ under the same conditions on $f$ and $S$ ([40]). In [26] a related system involving an additional source function $g(n)$ is studied and for $m \geq 1$ and $g$ satisfying some growth conditions global weak solutions are obtained.

In the Stokes setting with $D(n) \equiv mn^{m-1}$ and $S(c) \equiv c$, the authors of [24] proved the existence of global weak solutions, which are locally bounded for any $m > \frac{2}{5}$. In [39] one of the authors extended the global existence of weak solutions to values $m > \frac{2}{7}$ and also discussed convergence of these solutions to the spatial homogeneous steady state $(\frac{1}{|\Omega|} \int_{\Omega} \mu n, 0, 0)$. One result concerning interplay between porous medium type diffusion and tensor-valued sensitivity satisfying $|S(x, n, c)| \leq \frac{S_0(c)}{(1+n)^{\alpha}}$ with some nondecreasing $S_0 : [0, \infty) \rightarrow [0, \infty)$, is given in [30], which establishes the global existence of weak solutions for $m + \alpha > \frac{7}{2}$ and also verifies their convergence towards the steady state mentioned above.

To conclude this nonexhaustive list, we mention the recent work [42], where global weak solutions in the Navier-Stokes setting with nonlinear diffusion $D \in C^1([0, \infty))$ satisfying $C_1 n^{m-1} \geq D(n) \geq C_0 n^{m-1}$ with $C_1, C_0 > 0$ and $m > \frac{2}{7}$ and a tensor-valued sensitivity satisfying $|S(x, n, c)| \leq S_0(c)$ with some nondecreasing $S_0 : [0, \infty) \rightarrow \mathbb{R}$ were obtained.

Concerning the framework where the chemical is produced by the cells instead of consumed, as in the actual Keller–Segel model, that is

$$
\begin{align*}
  n_t + u \cdot \nabla n &= \nabla \cdot (D(n) \nabla n) - \nabla \cdot (nS(x, n, c) \nabla c), \\
  c_t + u \cdot \nabla c &= \Delta c - c + n, \\
  u_t + \kappa (u \cdot \nabla) u &= \Delta u + \nabla P + n \nabla \phi, \\
  \nabla \cdot u &= 0,
\end{align*}
$$

where $S$ may again be a tensor-valued function, only a handful of results are available. On one hand, in a three-dimensional setup involving linear diffusion (i.e. $D(n) \equiv 1$) and tensor-valued sensitivity $S(x, n, c)$ satisfying $|S(x, n, c)| \leq S_0(1 + n)^{-\alpha}$ global weak solutions have been shown to exist in [14] for $\alpha > \frac{1}{2}$ and global very weak solutions were obtained for $\alpha > \frac{1}{4}$ in [28], which in light of the known results for the fluid-free system mentioned above is an optimal restriction on $\alpha$. On the other hand, in a setting with diffusion of porous medium type (i.e. $D(n) \equiv mn^{m-1}$) and sensitivity $S(x, n, c) \equiv 1$ the only result we are aware of for global weak solutions whenever $m > 2$ ([41]), which most probably is not optimal in the sense of $m + \alpha > 2\frac{N-2}{N}$.

Furthermore, global existence for exponents smaller than the critical one $\alpha + m = \frac{2N-2}{N}$ can be obtained by including a logistic growth term of the form $+rn - \mu n^2$ in the first equation, as e.g. illustrated by the studies in [13], where $m + \alpha > \frac{6}{5}$ is sufficient to obtain global weak solutions in the three-dimensional Stokes setting (i.e. $\kappa = 0$).

**Main results.** In a setting combining porous medium type diffusion and Navier–Stokes-fluid-interaction we attempt to attain optimal conditions on the diffusion exponent leading to global existence and therefore consider the prototypical system

$$
\begin{align*}
  n_t + u \cdot \nabla n &= \Delta n^m - \nabla \cdot (n \nabla c), & x \in \Omega, & t > 0, \\
  c_t + u \cdot \nabla c &= \Delta c - c + n, & x \in \Omega, & t > 0, \\
  u_t + (u \cdot \nabla) u &= \Delta u + \nabla P + n \nabla \phi, & x \in \Omega, & t > 0, \\
  \nabla \cdot u &= 0, & x \in \Omega, & t > 0,
\end{align*}
$$

with boundary conditions

$$
(\nabla n^m(x, t) - n(x, t) \nabla c(x, t)) \cdot \nu = \nabla c(x, t) \cdot \nu = 0 \quad \text{and} \quad u(x, t) = 0 \quad \text{for} \ x \in \partial \Omega \text{ and } t > 0,
$$

(1.5)
and initial conditions
\[
n(x,0) = n_0(x), \quad c(x,0) = c_0(x), \quad u(x,0) = u_0(x), \quad x \in \Omega,
\]
where \( \Omega \subset \mathbb{R}^3 \) is a bounded domain with smooth boundary, \( m > 1 \) and
\[
\phi \in W^{2,\infty}(\Omega).
\]
Assuming the initial data to satisfy
\[
\begin{cases}
n_0 \in C^\gamma(\overline{\Omega}) \quad &\text{for some } \gamma > 0 \quad \text{with } n_0 \geq 0 \text{ in } \Omega \text{ and } n_0 \not\equiv 0, \\
c_0 \in W^{1,\infty}(\Omega) \quad &\text{with } c_0 \geq 0 \text{ in } \overline{\Omega}, \text{ and } c_0 \not\equiv 0, \\
u_0 \in W^{2,2}(\Omega; \mathbb{R}^3) \cap W^{1,2}_0(\Omega; \mathbb{R}^3) \quad &\text{such that } \nabla \cdot u_0 = 0,
\end{cases}
\]
we can state our main results as follows.

**Theorem 1.1.**
Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain with smooth boundary. Suppose that \( m > \frac{5}{3} \) and that \( n_0, c_0 \) and \( u_0 \) comply with (1.8). Then (1.4)–(1.6) admits at least one global weak solution in the sense of Definition 2.3 below.

This extends the previous result of ([41]), where the condition \( m > 2 \) was obtained. On the other hand, for values of \( m \in (\frac{3}{2}, \frac{5}{3}) \) we will only obtain compactness properties which seem too mild to pass to the limit in the weak formulation of our approximating system. Nevertheless, a very weak solution concept, which has been utilized in similar works before and is specified in Definition 2.2 below, can still be administered with this weaker information, since in particular \( n\nabla n^{m-1} \) and \( n\nabla c \) are not required to be integrable therein.

**Theorem 1.2.**
Let \( \Omega \subset \mathbb{R}^3 \) be a bounded domain with smooth boundary. Suppose that \( m > \frac{1}{4} \) and that \( n_0, c_0 \) and \( u_0 \) comply with (1.8). Then (1.4)–(1.6) admits at least one global very weak solution \((n, c, u)\) in the sense of Definition 2.2 below. In particular, this global very weak solution satisfies
\[
n \in L^{2m-\frac{4}{3}}_{\text{loc}}(\overline{\Omega} \times [0,\infty)), \quad c \in L^2_{\text{loc}}([0,\infty); \mathbb{R}^{1,2}(\Omega)), \quad u \in L^2_{\text{loc}}\left([0,\infty); W^{1,2}_0(\Omega; \mathbb{R}^3)\right),
\]
and
\[
\int_{\Omega} n(\cdot, t) = \int_{\Omega} n_0 \quad \text{for a.e. } t > 0.
\]
Recalling the condition \( m + \alpha > \frac{2m-2}{3} \) for global existence in the fluid-free setting, as implied by the previously mentioned studies [23, 31, 2], this result appears to be optimal with respect to \( m \).

**Plan of the paper.** As our interest is mainly with small values of \( m \), the main objective of our analysis will be to obtain a priori estimates, which capture optimal conditions on \( m \). The fluid-coupling however destroys the well-known energy-structure of the classical Keller–Segel model and working with the standard energy functional cannot be expected to be of any help in deriving optimal a priori estimates in the setting of (1.4). While this difficulty can be circumvented in presence of a signal consuming process as in (1.2), by utilizing a suitable testing procedure to (more or less) cancel out the bad parts of the cross-diffusive term and obtain a quasi energy estimate, adapting such a testing procedure to the signal production present in (1.4) seems rather hopeless when asking for optimal conditions on \( m \), meaning that most sensible testing procedures which would improve the regularity information for \( n \) beyond the obvious \( L^1 \)-estimates are out of reach for small values of \( m \). To counteract the missing energy estimate we will therefore investigate a functional of the form \( \int_\Omega n^{m-1} + \int_\Omega c^2 \), which for \( m < 2 \) is obviously of sublinear growth in \( n \) (which is rather uncommon functional to investigate) and seemingly does not improve our knowledge on the regularity of \( n \), however, as byproduct of the underlying testing procedure we obtain a spatio-temporal estimate on the gradient term \( \nabla n^{m-1} \) (cf. Lemma 4.2) which, by means of standard Gagliardo–Nirenberg estimates, can be refined into a bound on \( n \in L^{2m-\frac{4}{3}}_{\text{loc}}(\overline{\Omega} \times [0,\infty)) \) (cf. Lemma 4.3), while still only prescribing the condition \( m > \frac{1}{4} \), and thereby (even for \( m \in (\frac{3}{2}, 2) \)) slightly improves the regularity information beyond the mere \( L^1 \)-estimate. The very weak solution concept, specified in Definition 2.2, is mild enough to work with this minimum of regularity properties, while still
being consistent with the concept of classical solutions. Assuming larger values of \( m \), i.e. \( m > \frac{2}{3} \), this analysis even provides sufficient regularity estimates for \( n \) and \( c \) to conclude that the integrals appearing in the weak solution concept remain finite. To specify, whenever \( m > \frac{2}{3} \) we have \( 2m - \frac{4}{3} > 2 \) and hence \( n \in L^2_{\text{loc}}(\Omega \times [0, \infty)) \), which upon combination with our other bounds suffices to obtain that \( n\nabla n^{m-1} \), \( n\nabla c \), and \( mn \) belong to \( L^1_{\text{loc}}(\Omega \times [0, \infty); \mathbb{R}^3) \) (cf. Lemma 6.2).

Our setup is as follows: Starting with a brief introduction of the solution concepts we are going to consider (Sec. 2), we turn to a family of approximating systems allowing for global solutions (Sec. 3) and discuss the previously mentioned a priori estimates (Sec. 4) netting the cornerstone of our limit procedure (Sec. 5). Finally, depending on the size of \( m \), we address the solution properties of the obtained limit functions (Sec. 6).

## 2 Concepts of weak and very weak solvability

Since we have two different concepts of solvability in the theorems above, in order to better differentiate between weak and very weak solutions, let us first specify what the very weak solutions we will obtain in Theorem 1.2 are supposed to satisfy. The concept draws on ideas originating from [36] and [28], which in our context has to be adapted to the nonlinear diffusion present in (1.4). The main difference to the standard notion of weak solvability lies in the fact that the first component is only expected to satisfy a kind of global supersolution property in the following sense.

**Definition 2.1.**

Let \( \Phi \in C^2([0, \infty)) \) be a nonnegative function satisfying \( \Phi' > 0 \) on \((0, \infty)\). Assume that \( n_0 \in L^\infty(\Omega) \) is nonnegative and that \( \Phi(n_0) \in L^1(\Omega) \). Moreover, let \( c \in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega)) \) and \( u \in L^1_{\text{loc}}([0, \infty); W^{1,1}(\Omega; \mathbb{R}^3)) \) with \( \nabla \cdot u \equiv 0 \) in \( D'((0 \times (0, \infty)) \). The nonnegative measurable function \( n : \Omega \times (0, \infty) \to \mathbb{R} \) satisfying \( n^{m-1} \in L^1_{\text{loc}}([0, \infty); W^{1,1}(\Omega)) \) will be named a global weak \( \Phi \)-supersolution of the initial-boundary value problem

\[
\begin{cases}
  n_t + u \cdot \nabla n = \Delta n^m - \nabla \cdot (n \nabla c), & x \in \Omega, \quad t > 0, \\
  \frac{\partial n}{\partial \nu} = 0, & x \in \partial \Omega, \quad t > 0, \\
  n(x, 0) = n_0(x), & x \in \Omega,
\end{cases}
\]

if

\( \Phi(n), \Phi'(n)n^{m-1} |\nabla n|^2 \) belong to \( L^2_{\text{loc}}(\Omega \times [0, \infty)) \),

\( \Phi'(n)n^m \nabla n, \Phi(n)u \) belong to \( L^1_{\text{loc}}(\Omega \times [0, \infty); \mathbb{R}^3) \),

and if for each nonnegative \( \varphi \in C^0_\infty(\bar{\Omega} \times [0, \infty)) \) with \( \frac{\partial \varphi}{\partial \nu} = 0 \) on \( \partial \Omega \times (0, \infty) \), the inequality

\[
- \int_0^\infty \int_\Omega \Phi(n) \varphi_t - \int_\Omega \Phi(n_0) \varphi(\cdot, 0) \\
\geq -m \int_0^\infty \int_\Omega \Phi'(n)n^{m-1} |\nabla n|^2 \varphi - m \int_0^\infty \int_\Omega \Phi'(n)n^{m-1} (\nabla n \cdot \nabla \varphi) \\
+ \int_0^\infty \int_\Omega \Phi'(n)n (\nabla n \cdot \nabla c) \varphi + \int_0^\infty \int_\Omega \Phi(n) (\nabla c \cdot \nabla \varphi) + \int_0^\infty \int_\Omega (n \cdot \nabla \varphi)
\]

is satisfied.

Later, for \( m \in (\frac{4}{5}, 2) \), we will choose \( \Phi(s) \equiv (s + 1)^{m-1} \), for which \( \Phi'(s) = (m - 1)(s + 1)^{m-2} \) and \( \Phi''(s) = -(m - 1)(2 - m)(s + 1)^{m-3} \). However, due to \( m \in (\frac{4}{5}, 2) \), these quantities can be controlled from above by \( (m - 1)s^{m-2} \) and \( -(m - 1)(2 - m)s^{m-3} \), respectively, for all \( s \geq 0 \). Therefore, one of our main objectives will be to obtain bounds which will let us conclude that \( n^{m-1} \in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega)) \), which (assuming \( c \) and \( u \) to be suitably regular) will suffice to treat all the integrals appearing in the supersolution property (2.3) (see also Corollary 4.4, as well as (6.8) below). As for the other subproblems of (1.4) we will require the properties for standard weak solvability to assemble the notion of global very weak solutions.
Definition 2.2.
A triple \((n, c, u)\) of functions
\[
\begin{align*}
n &\in L^1_{\text{loc}}(\Omega \times [0, \infty)), \\
c &\in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega)), \\
u &\in L^1_{\text{loc}}([0, \infty); W^{1,1}_0(\Omega; \mathbb{R}^3))
\end{align*}
\]
satisfying \(n \geq 0\) and \(c \geq 0\) in \(\Omega \times [0, \infty)\), \(cu \in L^1_{\text{loc}}(\Omega \times [0, \infty))\), as well as \(u \otimes u \in L^1_{\text{loc}}(\Omega \times [0, \infty); \mathbb{R}^{3 \times 3})\) will be called a global very weak solution of (1.4)–(1.6), if
\[
\int_\Omega n(t, t) \leq \int_\Omega n_0 \quad \text{for a.e. } t > 0,
\]
if \(\nabla \cdot u = 0\) in \(\mathcal{D}'(\Omega \times (0, \infty))\), if the equality
\[
-\int_0^\infty \int_\Omega c \varphi_t - \int_\Omega c_0 \varphi(\cdot, 0) = -\int_0^\infty \int_\Omega \nabla c \cdot \nabla \varphi - \int_0^\infty \int_\Omega c_\varphi + \int_0^\infty \int_\Omega n \varphi + \int_0^\infty \int_\Omega c (u \cdot \nabla \varphi) \quad (2.4)
\]
holds for all \(\varphi \in L^\infty(\Omega \times (0, \infty)) \cap L^2((0, \infty); W^{1,2}(\Omega))\) with \(\varphi_t \in L^2(\Omega \times (0, \infty))\), which are compactly supported in \(\Omega \times [0, \infty)\), if
\[
-\int_0^\infty \int_\Omega u \cdot \psi_t - \int_\Omega u_0 \cdot \psi(\cdot, 0) = -\int_0^\infty \int_\Omega \nabla u \cdot \nabla \psi + \int_0^\infty \int_\Omega (u \otimes u) \cdot \nabla \psi + \int_0^\infty \int_\Omega n \nabla \phi \cdot \psi \quad (2.5)
\]
is fulfilled for all \(\psi \in C_0^\infty(\Omega \times [0, \infty); \mathbb{R}^3)\) with \(\nabla \cdot \psi \equiv 0\) in \(\Omega \times (0, \infty)\), and if finally there exists some nonnegative \(\Phi \in C^2([0, \infty))\) with \(\Phi' > 0\) on \((0, \infty)\) such that \(n\) is a global weak \(\Phi\)-supersolution of (2.1) in the sense of Definition 2.1.

In contrast we will also talk about global weak solutions of (1.4) in the standard sense, by which we mean the following.

Definition 2.3.
A triple \((n, c, u)\) of functions
\[
\begin{align*}
n &\in L^1_{\text{loc}}(\Omega \times [0, \infty)) \\
c &\in L^1_{\text{loc}}([0, \infty); W^{1,2}(\Omega)) \\
u &\in L^1_{\text{loc}}([0, \infty); W^{1,1}_0(\Omega; \mathbb{R}^3))
\end{align*}
\]
satisfying \(n \geq 0\) and \(c \geq 0\) in \(\Omega \times [0, \infty)\), \(n^{m-1} \in L^1_{\text{loc}}([0, \infty); W^{1,1}(\Omega))\) and \(cu \in L^1_{\text{loc}}(\Omega \times [0, \infty); \mathbb{R}^3)\), as well as \(u \otimes u \in L^1_{\text{loc}}(\Omega \times [0, \infty); \mathbb{R}^{3 \times 3})\) will be called a global weak solution of (1.4)–(1.6), if \(\nabla \cdot u = 0\) in \(\mathcal{D}'(\Omega \times (0, \infty))\), if
\[
n \nabla n^{m-1} \quad \text{and} \quad n \nabla c, \quad \text{as well as} \quad nu \quad \text{belong to} \quad L^1_{\text{loc}}(\Omega \times [0, \infty); \mathbb{R}^3),
\]
if equality (2.4) holds for all \(\varphi \in L^\infty(\Omega \times (0, \infty)) \cap L^2((0, \infty); W^{1,2}(\Omega))\) with \(\varphi_t \in L^2(\Omega \times (0, \infty))\), which are compactly supported in \(\Omega \times [0, \infty)\), if (2.5) is fulfilled for all \(\psi \in C_0^\infty(\Omega \times [0, \infty); \mathbb{R}^3)\) with \(\nabla \cdot \psi \equiv 0\) in \(\Omega \times (0, \infty)\), and if finally for each \(\varphi \in C_0^\infty(\Omega \times [0, \infty))\) with \(\frac{\partial \varphi}{\partial t} = 0\) on \(\partial \Omega \times (0, \infty)\), the equality
\[
-\int_0^\infty \int_\Omega n \varphi_t - \int_\Omega n_0 \varphi(\cdot, 0) = -\frac{m}{m-1} \int_0^\infty \int_\Omega n (\nabla n^{m-1} \cdot \nabla \varphi) + \int_0^\infty \int_\Omega n (\nabla c \cdot \nabla \varphi) + \int_0^\infty \int_\Omega n (u \cdot \nabla \varphi) \quad (2.6)
\]
is satisfied.

Remark 2.4.
i) If (2.3) is satisfied for \(\Phi(s) \equiv s\) with equality, then \((n, c, u)\) is a global weak solution of (1.4) in the sense of Definition 2.3, which shows that every global weak solution is also a global very weak solution.

ii) If the global very weak solution \((n, c, u)\) satisfies the regularity properties \(n, c \in C^0(\Omega \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty))\) and \(u \in C^0(\Omega \times [0, \infty); \mathbb{R}^3) \cap C^{2,1}(\overline{\Omega} \times (0, \infty); \mathbb{R}^3)\), it can be checked that the solution is also a global classical solution, i.e., one can find \(P \in C^{1,0}(\Omega \times (0, \infty))\) such that \((n, c, u, P)\) solves (1.4) in the classical sense. See [36, Lemma 2.1] for the arguments involved.
3 Global solutions to a family of approximating problems

Working directly with the degenerate diffusion, the (possibly) unbounded chemotactic sensitivity, and the convection term present in the Navier-Stokes equation, poses quite some difficulties. Accordingly, we will fall back to a family of approximating problems regularized in a fashion which allows us to obtain global solutions in a straightforward manner. In fact, for \( \varepsilon \in (0, 1) \) we will consider the problems

\[
\begin{aligned}
    n_{\varepsilon t} + u_{\varepsilon} \cdot \nabla n_{\varepsilon} &= \nabla \cdot (m(n_{\varepsilon} + \varepsilon) n_{\varepsilon} - \frac{n_{\varepsilon}}{(1 + \varepsilon n_{\varepsilon})} \nabla c_{\varepsilon}), & x \in \Omega, & t > 0, \\
    c_{\varepsilon t} + u_{\varepsilon} \cdot \nabla c_{\varepsilon} &= \Delta c_{\varepsilon} - c_{\varepsilon} + n_{\varepsilon}, & x \in \Omega, & t > 0, \\
    u_{\varepsilon t} + (Y_{\varepsilon} u_{\varepsilon} \cdot \nabla) u_{\varepsilon} &= \Delta u_{\varepsilon} + \nabla P_{\varepsilon} + n_{\varepsilon} \nabla \phi, & x \in \Omega, & t > 0, \\
    \nabla \cdot u_{\varepsilon} &= 0, & x \in \Omega, & t > 0, \\
    \partial_{\nu} n_{\varepsilon} = \partial_{\nu} c_{\varepsilon} &= 0, & \nu \cdot u_{\varepsilon} = 0, & x \in \partial \Omega, & t > 0, \\
    n_{\varepsilon}(x, 0) &= n_{0}(x), & c_{\varepsilon}(x, 0) &= c_{0}(x), & u_{\varepsilon}(x, 0) &= u_{0}(x), & x \in \Omega,
\end{aligned}
\]  

(3.1)

where \( Y_{\varepsilon} \) denotes the Yosida approximation of the Stokes operator given by

\[ Y_{\varepsilon} \phi := (1 + \varepsilon A)^{-1} \phi \quad \text{for} \quad \varepsilon \in (0, 1) \quad \text{and} \quad \phi \in L_{2}^{3}(\Omega). \]

3.1 Local existence of approximating solutions and basic properties

Let us start by ensuring time-local existence of classical solutions to (3.1), which, including a suitable extensibility criterion, can be attained by employing well-known fixed point arguments. Denoting by \( A := P\Delta \) the Stokes operator with Helmholtz projection \( P \) from \( L^{2}(\Omega) \) to the solenoidal subspace \( L_{2}^{3}(\Omega; \mathbb{R}^{3}) := \{ \phi \in L^{2}(\Omega; \mathbb{R}^{3}) \mid \nabla \cdot \phi = 0 \} \) we obtain the following.

Lemma 3.1.

Let \( \Omega \subset \mathbb{R}^{3} \) be a bounded domain with smooth boundary, \( \phi \in W^{2, \infty}(\Omega), \vartheta > 3 \) and \( m \geq 1 \). Suppose that \( n_{0}, c_{0} \) and \( u_{0} \) comply with (1.8). Then for any \( \varepsilon \in (0, 1) \), there exists \( T_{\max, \varepsilon} \in (0, \infty] \) and a uniquely determined triple \( (n_{\varepsilon}, c_{\varepsilon}, u_{\varepsilon}) \) of functions satisfying

\[
\begin{aligned}
    n_{\varepsilon} &\in C^{0}(\overline{\Omega} \times [0, T_{\max, \varepsilon}]) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max, \varepsilon})], \\
    c_{\varepsilon} &\in C^{0}(\overline{\Omega} \times [0, T_{\max, \varepsilon}]) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max, \varepsilon}]) \cap C^{0}(0, T_{\max, \varepsilon}]; W^{1,3}(\Omega)), \\
    u_{\varepsilon} &\in C^{0}(\overline{\Omega} \times [0, T_{\max, \varepsilon}]) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max, \varepsilon}]) \cap \mathbb{R}^{3},
\end{aligned}
\]

which, together with some \( P_{\varepsilon} \in C^{1,0}(\overline{\Omega} \times (0, T_{\max, \varepsilon}]) \), solve (3.1) in the classical sense and fulfill \( n_{\varepsilon} \geq 0 \) and \( c_{\varepsilon} \geq 0 \) in \( \overline{\Omega} \times [0, T_{\max, \varepsilon}] \), as well as

either \( T_{\max, \varepsilon} = \infty \) or \( \lim_{t \to T_{\max, \varepsilon}} \sup_{\varepsilon} \left( \|n_{\varepsilon}(\cdot, t)\|_{L^{\infty}(\Omega)} + \|c_{\varepsilon}(\cdot, t)\|_{W^{1,3}(\Omega)} + \|A^{3/2}u_{\varepsilon}(\cdot, t)\|_{L^{2}(\Omega)} \right) = \infty \)

for all \( \vartheta > 3 \) and \( \beta \in (\frac{2}{3}, 1) \).

Proof: Adapting well-established fixed point arguments as e.g. employed in [22, Lemma 2.1], [11, Lemma 2.2] and [33, Lemma 2.1] for related frameworks, one can readily verify the existence of a local-in-time classical solution which satisfies (3.2). The nonnegativity of the first two components is an immediate consequence of the maximum principle ([5, Thm. 7.1.9]). \( \square \)

In straightforward fashion one can check the boundedness of the \( L^{1}(\Omega) \)-norms, which is common in most chemotaxis settings.

Lemma 3.2.

Suppose that \( m \geq 1 \) and that \( n_{0}, c_{0} \) and \( u_{0} \) satisfy (1.8). Then for any \( \varepsilon \in (0, 1) \) the classical solution \( (n_{\varepsilon}, c_{\varepsilon}, u_{\varepsilon}) \) of (3.1) fulfills

\[
\int_{\Omega} n_{\varepsilon}(\cdot, t) = \int_{\Omega} n_{0} \quad \text{for all} \quad t \in (0, T_{\max, \varepsilon})
\]

and

\[
\int_{\Omega} c_{\varepsilon}(\cdot, t) \leq \max \left\{ \int_{\Omega} n_{0}, \int_{\Omega} c_{0} \right\} \quad \text{for all} \quad t \in (0, T_{\max, \varepsilon}).
\]

Proof: The first statement can be obtained in standard manner by simple integration of the respective equation in (3.1). The second assertion then follows from integration of the second equation and an ODE comparison argument ([27, Thm. IX]). \( \square \)
3.2 Global approximating solutions

In this section we want to ensure that the time-local solutions obtained in Lemma 3.1 are in fact global solutions. For this, we will rely on a Moser-type iteration (see e.g. [23, Lemma A.1] for a version fitting our framework). In order to start the iteration process though, we will need additional regularity estimates for \( n_t, c_t, \nabla c_t \) and \( u_t \), which may depend on \( \varepsilon \). In a first step we will combine two suitable differential inequalities to improve on the known smoothness for \( n_t, c_t \) and \( u_t \).

**Lemma 3.3.**

Let \( m \geq 1 \) and assume that \((n_0, c_0, u_0)\) comply with (1.8) and that \( \beta \in \left( \frac{1}{2}, 1 \right) \). Then for any \( T \in (0, T_{\text{max}, \varepsilon}] \) with \( T < \infty \) and any \( \varepsilon \in (0,1) \) there exists a constant \( C = C(T, \varepsilon) \) such that the classical solution \((n_t, c_t, u_t)\) of (3.1) satisfies

\[
\int_{\Omega} n_t^2(\cdot, t) + \int_{\Omega} c_t^2(\cdot, t) \leq C \quad \text{for all } t \in (0, T),
\]

as well as

\[
\|A^\beta u_t(\cdot, t)\|_{L^2(\Omega)} + \|u_t(\cdot, t)\|_{L^\infty(\Omega)} \leq C \quad \text{for all } t \in (0, T).
\]

**Proof:** We let \( \gamma := \max\{m, 1, 6\} \). For fixed \( \varepsilon \in (0,1) \), we make use of the first equation in (3.1), integration by parts and the fact that \( \nabla \cdot \) holds on \( (0, T) \). Thus, combining (3.6), we only have to find \( C \) such that (3.2) satisfies

\[
\int_{\Omega} n_t^2(\cdot, t) + \int_{\Omega} c_t^2(\cdot, t) \leq C \quad \text{for all } t \in (0, T),
\]

as well as

\[
\|A^\beta u_t(\cdot, t)\|_{L^2(\Omega)} + \|u_t(\cdot, t)\|_{L^\infty(\Omega)} \leq C \quad \text{for all } t \in (0, T).
\]

**Proof:** We let \( \gamma := \max\{m, 1, 6\} \). For fixed \( \varepsilon \in (0,1) \), we make use of the first equation in (3.1), integration by parts and the fact that \( \nabla \cdot \) holds on \( (0, T) \). Thus, combining (3.6), we only have to find \( C \) such that (3.2) satisfies

\[
\int_{\Omega} n_t^2(\cdot, t) + \int_{\Omega} c_t^2(\cdot, t) \leq C \quad \text{for all } t \in (0, T),
\]

as well as

\[
\|A^\beta u_t(\cdot, t)\|_{L^2(\Omega)} + \|u_t(\cdot, t)\|_{L^\infty(\Omega)} \leq C \quad \text{for all } t \in (0, T).
\]
where we used the facts that \( \nabla \cdot u_\varepsilon = 0 \) and \( \nabla \cdot (1 + \varepsilon A)^{-1} u_\varepsilon = 0 \). In light of (1.7) and (3.5) this readily implies \( \| u_\varepsilon (\cdot, t) \|_{L^2(\Omega)} \leq C_3 \) in \((0,T)\) for some \( C_3 > 0 \). Relying on properties of the Yosida approximation \( Y_\varepsilon \), we can also immediately find \( C_4 > 0 \) (cf. [16, p.462 (3.6)]) such that \( v_\varepsilon := (1 + \varepsilon A)^{-1} u_\varepsilon \) satisfies
\[
\| v_\varepsilon (\cdot, t) \|_{L^\infty(\Omega)} = \| (1 + \varepsilon A)^{-1} u_\varepsilon (\cdot, t) \|_{L^\infty(\Omega)} = \| u_\varepsilon (\cdot, t) \|_{L^2(\Omega)} \leq C_5 := C_3 C_4 \quad \text{for all } t \in (0,T).
\]

Finally, we can refine these bounds into the desired estimate for \( \| A^3 u_\varepsilon (\cdot, t) \|_{L^2(\Omega)} \) by a two-step procedure (see e.g. [38, Lemma 3.9]) by first testing the equation \( u_\varepsilon + A u_\varepsilon = \mathcal{P}(-v_\varepsilon \cdot \nabla) u_\varepsilon + n_\varepsilon \nabla \phi \) by \( A u_\varepsilon \) netting \( C_6 > 0 \) such that
\[
\int_\Omega |\nabla u_\varepsilon|^2 \leq C_6 \quad \text{for all } t \in (0,T),
\]
and \( C_7 > 0 \) satisfying
\[
\| \mathcal{P}(v_\varepsilon \cdot \nabla) u_\varepsilon + n_\varepsilon \nabla \phi \|_{L^2(\Omega)} \leq C_7 \quad \text{for all } t \in (0,T).
\]

Secondly, we express \( A^3 u_\varepsilon \) by its variation-of-constants representation and make use of well-known smoothing properties of the Stokes semigroup (e.g. [35, Lemma 3.1]) to obtain \( C_8 > 0 \) such that
\[
\| A^3 u_\varepsilon (\cdot, t) \|_{L^2(\Omega)} \leq C_8 t^{-\beta} \| u_0 \|_{L^2(\Omega)} + C_9 t^{-\beta} \frac{\| A \|^2}{1 - \beta} \quad \text{for all } t \in (0,T),
\]
which completes the proof.

The lemma above at hand, we can now obtain information on the gradient of \( c_\varepsilon \), which will be the essential ingredient in order to satisfy the requirements of the Moser-type iteration, from which we will conclude that for each \( \varepsilon \in (0,1) \) we have \( T_{\max,\varepsilon} = \infty \).

**Lemma 3.4.**

Let \( m \geq 1 \) and suppose that \( n_0, c_0 \) and \( u_0 \) satisfy (1.8) and that \( \beta \in \left( \frac{\alpha}{4}, 1 \right) \). Then for all \( \varepsilon \in (0,1) \) the solution \((n_\varepsilon, c_\varepsilon, u_\varepsilon)\) of (3.1) satisfies \( T_{\max,\varepsilon} = \infty \).

**Proof:** As a preliminary step we will require some regularity on \( \nabla c_\varepsilon \). For this we fix \( \varepsilon \in (0,1) \), assume that \( T_{\max,\varepsilon} < \infty \) and test the second equation of (3.1) by \(-\Delta c_\varepsilon\) and obtain, upon two applications of Young’s inequality, that
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega |\nabla c_\varepsilon|^2 + \int_\Omega |\Delta c_\varepsilon|^2 + \int_\Omega |\nabla c_\varepsilon|^2 = -\int_\Omega n_\varepsilon \Delta c_\varepsilon + \int_\Omega (u_\varepsilon \cdot \nabla c_\varepsilon) \Delta c_\varepsilon \\
\leq \int_\Omega n_\varepsilon^2 + \frac{1}{2} \int_\Omega |\Delta c_\varepsilon|^2 + \| u_\varepsilon (\cdot, t) \|_{L^2(\Omega)}^2 \int_\Omega |\nabla c_\varepsilon (\cdot, t)|^2
\]
holds on \((0,T_{\max,\varepsilon})\). Recalling the bounds provided by Lemma 3.3, this immediately implies
\[
\int_\Omega |\nabla c_\varepsilon (\cdot, t)|^2 \leq C_1 \quad \text{for all } t \in (0,T_{\max,\varepsilon})
\]
with some \( C_1 > 0 \). Next, we can combine the bounds provided by Lemma 3.3 with the new information on the spatial gradient of \( c_\varepsilon \) and well-known smoothing properties of the Neumann heat semigroup (e.g. [32, Lemma 1.3]) to find \( C_2 > 0 \) such that
\[
\| \nabla c_\varepsilon (\cdot, t) \|_{L^2(\Omega)} \leq C_2 \quad \text{for all } t \in (0,T_{\max,\varepsilon}),
\]
by simple expression of \( \nabla c_\varepsilon \) in its corresponding variation-of-constants representation. In fact we now have \( \frac{n_\varepsilon (\cdot, t)}{(1 + n_\varepsilon (\cdot, t))} \nabla c_\varepsilon (\cdot, t) + n_\varepsilon (\cdot, t) u_\varepsilon (\cdot, t) \in L^q(\Omega) \) for all \( t \in (0,T_{\max,\varepsilon}) \), with some \( q > 5 \) and hence we may employ a Moser type iteration (see [23, Lemma A.1] for a version applicable to our system) to find \( C_3 > 0 \) such that \( \| n_\varepsilon (\cdot, t) \|_{L^\infty(\Omega)} \leq C_3 \) holds for all \( t \in (0,T_{\max,\varepsilon}) \).

Now, we see that combining the bound for \( A^3 u_\varepsilon (\cdot, t) \) in \( L^2(\Omega) \), as contained in Lemma 3.3, with the bounds prepared in the first part of this proof entails the existence of \( C_4 > 0 \) satisfying
\[
\| n_\varepsilon (\cdot, t) \|_{L^\infty(\Omega)} + \| c_\varepsilon (\cdot, t) \|_{W^{1,2}(\Omega)} + \| A^3 u_\varepsilon (\cdot, t) \|_{L^2(\Omega)} \leq C_4 \quad \text{for all } t \in (0,T_{\max,\varepsilon}),
\]
which, by our assumption of \( T_{\max,\varepsilon} < \infty \), clearly contradicts (3.2) and thereby proves \( T_{\max,\varepsilon} = \infty \).
4 Regularity estimates independent of $\varepsilon$

Our main objective in this section will be to derive regularity information which is independent on $\varepsilon \in (0, 1)$, while maintaining optimal conditions on $m$. Currently, the $L^1(\Omega)$-estimates present in Lemma 3.2 are our only knowledge of this kind. Since we cannot rely on well-established testing procedures for the standard Keller-Segel system to improve the known information on $n_\varepsilon$, due to the fluid terms present in (1.4), we will investigate the functional $\int_{\Omega} n_\varepsilon^{m-1}(\cdot, t)$, which for small values of $m > 1$ is even of sublinear growth (cf. Lemma 4.1). While at first (at least for $m < 2$) this appears to not provide new information whatsoever, coupling this functional with $\int_{\Omega} c_\varepsilon^2(\cdot, t)$ makes it possible to obtain a first information on the spatial gradient of $n_\varepsilon$ (cf. Lemma 4.2), which in a second step can be refined to slightly more regularity information on $n_\varepsilon$ (cf. Lemma 4.3). In the later parts of this section we then prepare all remaining bounds necessary for the limiting procedure undertaken in Section 5.

4.1 Core estimates on the regularity of $n_\varepsilon$ and $c_\varepsilon$

In preparation of some of our testing procedures we state the following elementary lemma.

**Lemma 4.1.**

Let $m > 1$ and assume that $n_0, c_0$ and $u_0$ comply with (1.8). Then for any $\varepsilon \in (0, 1)$ and each $\varphi \in C^\infty(\overline{\Omega} \times [0, \infty))$ with $\frac{\partial \varphi}{\partial n} = 0$ on $\partial \Omega \times (0, \infty)$ the classical solution $(n_\varepsilon, c_\varepsilon, u_\varepsilon)$ of (3.1) satisfies

$$
\int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} t \varphi = \frac{m(2 - m)}{m - 1} \int_{\Omega} |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2 \varphi - m \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} \nabla (n_\varepsilon + \varepsilon)^{m-1} \cdot \nabla \varphi
$$

$$
- (2 - m) \int_{\Omega} \frac{n_\varepsilon (n_\varepsilon + \varepsilon)^{-1}}{(1 + \varepsilon n_\varepsilon)^{3}} (\nabla (n_\varepsilon + \varepsilon)^{m-1} \cdot \nabla c_\varepsilon) \varphi
$$

$$
+ (m - 1) \int_{\Omega} \frac{n_\varepsilon (n_\varepsilon + \varepsilon)^{m-2}}{(1 + \varepsilon n_\varepsilon)^{3}} (\nabla c_\varepsilon \cdot \nabla \varphi) + \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} (u_\varepsilon \cdot \nabla \varphi)
$$

on $(0, \infty)$.

**Proof:** In light of (3.1) and the fact that $\nabla \cdot u_\varepsilon \equiv 0$ in $\Omega \times (0, \infty)$, we see that

$$
\int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} \varphi
$$

$$
= (m - 1) \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-2} \nabla \cdot \left( m (n_\varepsilon + \varepsilon)^{m-1} \nabla n_\varepsilon - \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla c_\varepsilon \right) - \int_{\Omega} \nabla \cdot ((n_\varepsilon + \varepsilon)^{m-1} u_\varepsilon) \varphi
$$

holds for all $t > 0$. Hence, the assertion follows from straightforward integration by parts and rewriting the resulting terms.

In order to obtain any information on $\nabla n_\varepsilon^{m-1}$ whatsoever, we have to face the obstacle that $(2 - m)$ is positive for small values of $m$. The key idea will be to employ Lemma 4.1 for a constant test function with negative sign, making it possible to transfer the term $\int_{\Omega} |\nabla n_\varepsilon^{m-1}|^2$ to the left hand side of (4.1). Similar ideas have previously been used with success in e.g. [28, Lemma 4.1].

**Lemma 4.2.**

Let $m > \frac{4}{3}$ and suppose that $n_0, c_0$ and $u_0$ fulfill (1.8). Then there exists some $C > 0$ such that for all $\varepsilon \in (0, 1)$ the global classical solution $(n_\varepsilon, c_\varepsilon, u_\varepsilon)$ of (3.1) satisfies

$$
\int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} (\cdot, t) + \int_{\Omega} c_\varepsilon^2(\cdot, t) + \int_t^{t+1} \int_{\Omega} |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2 + \int_t^{t+1} \int_{\Omega} |\nabla c_\varepsilon|^2 \leq C
$$

for all $t \geq 0$.

**Proof:** We will mainly concern ourselves with the case $m \in \left( \frac{4}{3}, 2 \right)$ and give a few comments on necessary adjustments for the cases $m > 2$ and $m = 2$ at the end of the proof. For $m \in \left( \frac{4}{3}, 2 \right)$ we employ Lemma 4.1 with $\varphi = -\frac{1}{m-1}$ to find that

$$
- \frac{1}{m - 1} \frac{d}{dt} \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} = - \frac{m(2 - m)}{(m - 1)^2} \int_{\Omega} |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2
$$
Combining (4.3) for all $t > 0$ and all $\varepsilon > 0$ with a multiple of (4.4) we find $C_2 := \frac{2m-2}{m} C^2 > 0$ satisfying

$$
\begin{align*}
\frac{d}{dt} \left[ -\frac{1}{m-1} \int_\Omega (n_\varepsilon + \varepsilon)^{-1}(n_\varepsilon + \varepsilon)^{m-1}(\cdot, t) + \frac{2-m}{m} \int_\Omega c^2_\varepsilon(t) \right] &+ \frac{2-m}{2m} \int_\Omega |\nabla c_\varepsilon(t)|^2 \\
&+ \frac{m(2-m)}{2m} \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{-1}(n_\varepsilon + \varepsilon)^{m-1}(\cdot, t)|^2 + \frac{2-m}{2m} \int_\Omega |\nabla c_\varepsilon(t)|^2 \\
&\leq C_2 \|n_\varepsilon(t)\|^2_{L^2(\Omega)} \\
&\leq C_2 \|n_\varepsilon(t)\|^2_{L^2(\Omega)} \\
&\leq C_3 \|\nabla (n_\varepsilon + \varepsilon)^{-1}(n_\varepsilon + \varepsilon)^{m-1}\|_{L^2(\Omega)}^2 + C_3 \quad \text{on } (0, \infty) \text{ for all } \varepsilon \in (0, 1).
\end{align*}
$$

Now, since $m > \frac{3}{4}$, clearly $\frac{2m-2}{m} < 2$ and hence Young’s inequality provides $C_4 > 0$ satisfying

$$
C_2 \|n_\varepsilon(t)\|^2_{L^2(\Omega)} \leq \frac{m(2-m)}{4m} \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{m-1}(\cdot, t)|^2 + C_4 \quad \text{for all } t > 0 \text{ and all } \varepsilon \in (0, 1).
$$

Consequently, letting

$$
y_\varepsilon(t) := \frac{1}{m-1} \int_\Omega (n_\varepsilon + \varepsilon)^{-1}(n_\varepsilon + \varepsilon)^{m-1}(\cdot, t) + \frac{2-m}{m} \int_\Omega c^2_\varepsilon(t), \quad t > 0,
$$

and

$$
g_\varepsilon(t) := \frac{m(2-m)}{4m} \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{m-1}(\cdot, t)|^2 + \frac{2-m}{2m} \int_\Omega |\nabla c_\varepsilon(t)|^2, \quad t > 0,
$$

we see by combination of (4.5) and (4.6) that in light of the fact that $y_\varepsilon(t) \leq \frac{2m}{2m} \int_\Omega c^2_\varepsilon(t)$ holds for all $t > 0$ and all $\varepsilon \in (0, 1)$, we have

$$
y_\varepsilon(t) + y_\varepsilon(t) + g_\varepsilon(t) \leq C_4 \quad \text{for all } t > 0 \text{ and all } \varepsilon \in (0, 1).
$$

Since $g_\varepsilon \geq 0$ for all $t > 0$, an ODE comparison argument thereby implies that

$$
y_\varepsilon(t) \leq C_5 := \max \left\{ -\frac{1}{m-1} \int_\Omega (n_0 + 1)^{m-1} + \frac{2-m}{m} \int_\Omega c^2_0, C_4 \right\} \quad \text{for all } t > 0 \text{ and all } \varepsilon \in (0, 1),
$$

which does not imply the asserted bounds as of yet, since $y_\varepsilon(t)$ might in fact be negative. Nevertheless, since $m < 2$ the claimed boundedness of $\int_\Omega (n_\varepsilon + \varepsilon)^{m-1}$ is an immediate consequence of Lemma 3.2 and
hence there exists $C_0 > 0$ such that $\frac{1}{m-1} \int_\Omega (n_\v + \v)^{m-1} \leq C_0$ for all $t > 0$. Combining this with the estimate for $y_\v(t)$ we find that

$$\frac{2-m}{m} \int_\Omega c^2_\v(\cdot, t) \leq \frac{1}{m-1} \int_\Omega (n_\v + \v)^{m-1}(\cdot, t) + C_5 \leq C_0 + C_5$$

holds for all $t > 0$ and all $\v \in (0, 1)$.

As for the integral containing the derivatives in (4.2), we observe that (4.7) also shows that

$$\int_t^{t+1} y_\v(s) \, ds \leq y_\v(t) - y_\v(t+1) - \int_t^{t+1} y_\v(s) \, ds + C_4$$

for all $t \geq 0$ and all $\v \in (0, 1)$,

where by the definition of $y_\v$ and the positivity of $(2-m) \int_\Omega c^2_\v(\cdot, t)$ for $t > 0$, we may rely once more on Lemma 3.2 to estimate

$$-y_\v(t) \leq \frac{1}{m-1} \int_\Omega (n_\v + \v)^{m-1}(\cdot, t) \leq C_0$$

for all $t \geq 0$ and all $\v \in (0, 1)$,

so that in fact

$$\int_t^{t+1} y_\v(s) \, ds \leq C_5 + 2C_6 + C_4$$

for all $t \geq 0$ and all $\v \in (0, 1)$.

proving the boundedness of the remaining integrals in (4.2).

To obtain the desired bound in the case of $m > 2$, we repeat the steps above with $\varphi = \frac{1}{m-1}$ instead (see e.g. [12, Lemma 2.3] for a version of the Gagliardo–Nirenberg inequality allowing for the $L^p$-spaces with $p < 1$ required in this case), which upon combination with (4.4) leads to a differential inequality of the kind featured in (4.7), where this time the prefactor of $\int_\Omega (n_\v + \v)^{m-1}$ in $y_\v(t)$ is positive, i.e.

$$\frac{d}{dt} \left[ \frac{1}{m-1} \int_\Omega (n_\v + \v)^{m-1}(\cdot, t) + \frac{m-2}{m} \int_\Omega c^2_\v(\cdot, t) \right] + \frac{m-2}{m} \int_\Omega c^2_\v + \frac{m(m-2)}{4(m-1)^2} \int_\Omega |\nabla (n_\v + \v)^{m-1}(\cdot, t)|^2$$

$$+ \frac{m-2}{2m} \int_\Omega |\nabla c_\v(\cdot, t)|^2 \leq C_7$$

for all $t > 0$ and all $\v \in (0, 1)$.

with some $C_7 > 0$. Estimating the gradient term of $(n_\v + \v)^{m-1}$ from below by the Gagliardo–Nirenberg inequality in turn implies the asserted bound of $\int_\Omega (n_\v + \v)^{m-1}$ and, due to the positivity of $y_\v(t)$ in this case, the conclusion of $\int_t^{t+1} y_\v(s) \, ds \leq C$ follows directly from the differential inequality and the bound for $y_\v(t)$. In the case of $m = 2$ we estimate

$$\frac{d}{dt} \int_\Omega (n_\v \ln n_\v)(\cdot, t) \leq -\int_\Omega |\nabla (n_\v + \v)(\cdot, t)|^2 + \frac{1}{4} \int_\Omega |\nabla c_\v(\cdot, t)|^2$$

for all $t > 0$,

and combine with (4.4) again to conclude the boundedness of the asserted integrals in a similar fashion as before, while making use of the fact that $s \ln s \geq -\frac{1}{e}$ for all $s > 0$.

With the latter spatio-temporal bound for $\nabla (n_\v + \v)^{m-1}$ at hand, we can now establish the following spatio-temporal bounds for $n_\v + \v$, which will play a key role in deriving uniform bounds for $u_\v$ and convergence properties for $n_\v$.

**Lemma 4.3.**

Let $m > \frac{4}{3}$ and assume that $n_0, c_0$ and $u_0$ comply with (1.8). Then for all $p \in \{1, 6(m-1)\}$ there exists $C > 0$ such that for all $\v \in (0, 1)$ the solution $(n_\v, c_\v, u_\v)$ of (3.1) satisfies

$$\int_t^{t+1} \|n_\v(s) + \v\|^\frac{2(m-1)}{m} \, ds \leq C$$

for all $t > 0$. (4.8)

In particular, there exists $C > 0$ such that

$$\int_t^{t+1} \|n_\v(s) + \v\|^2 \, ds \leq C$$

and

$$\int_t^{t+1} \|n_\v(s) + \v\|^\frac{2m-4}{m-4} \, ds \leq C$$

(4.9)

hold for each $\v \in (0, 1)$ and all $t \geq 0$. 12
Proof: Inspired by the arguments of [28, Lemma 4.2], we employ the Gagliardo–Nirenberg inequality (see e.g. [12, Lemma 2.3]) to obtain $C_1 > 0$ such that
\[
\int_t^{t+1} \left| n(x, s) + \varepsilon \right|^2 \, ds = \int_t^{t+1} \left| n(x, s) \right|^m + (s) \left| \nabla n(x, s) \right|^a \frac{m-1}{m} \left| \nabla^\alpha n(x, s) \right| \frac{m-1}{m} \, ds
\]
\[
\leq C_1 \int_t^{t+1} \left| \nabla (n(x, s) + \varepsilon)^{m-1} \right|^2 \, ds
\]
\[
\left[ \int_t^{t+1} \left| \nabla (n(x, s) + \varepsilon)^{m-1} \right|^2 \, ds \right]^{1 \cdot \frac{m-1}{2}} \cdot \left[ \int_t^{t+1} \left| n(x, s) \right|^m + (s) \left| \nabla n(x, s) \right|^a \frac{m-1}{m} \left| \nabla^\alpha n(x, s) \right| \frac{m-1}{m} \, ds \right]^{1 \cdot \frac{m-1}{2}}
\]
holds for all $t \geq 0$ and $\varepsilon \in (0, 1)$, where
\[
a = \frac{m-1}{m-1 + \frac{m}{2} - \frac{3}{4} p} = \frac{p-1}{6m-\frac{2}{7}} \in (0, 1)
\]
due to $p \in (1, 6(m-1))$ and $m > \frac{7}{6}$. In consideration of Lemma 3.2 this entails the existence of $C_2 > 0$ satisfying
\[
\int_t^{t+1} \left| n(x, s) + \varepsilon \right|^{\frac{2p(m-\frac{3}{2})}{3}} \, ds \leq C_2 \int_t^{t+1} \int_{\Omega} \left| \nabla (n(x, s) + \varepsilon)^{m-1} \right|^2 + C_2 \text{ for all } t \geq 0 \text{ and } \varepsilon \in (0, 1),
\]
which, due to $m > \frac{3}{2}$, immediately implies (4.8) in light of Lemma 4.2. As for the special cases in (4.9), we only have to ensure that each of these $p$ satisfy $p \in (1, 6(m-1))$ and that the given exponent is less than or equal to $\frac{2p(m-\frac{3}{2})}{3}$, since then, with the bound from the first step at hand, an application of Young’s inequality directly implies the assertion. In both cases these conditions are fulfilled as an immediate consequence of the fact that $m > \frac{3}{2}$.

Let us also briefly prepare some additional bounds, which will play an important role in the limit process for the explicit choice of $\Phi(s) = (s + 1)^{m-1}$ with $m \in (\frac{4}{3}, 2)$.

Corollary 4.4.
Let $m \in (\frac{4}{3}, 2)$ and suppose that $n_0, c_0$ and $u_0$ fulfill (1.8). Then there exists some $C_1 > 0$ such that for all $\varepsilon \in (0, 1)$ the global classical solution $(n(x, c_0), n(x, c_0))$ of (3.1) satisfies
\[
\int_t^{t+1} \int_{\Omega} |\nabla (n(x, s) + \varepsilon)|^2 \, ds \leq C_1,
\]
for all $t \geq 0$. Moreover, there exist $p > 2$ and $C_2 > 0$ such that
\[
\int_t^{t+1} \left| n(x, s) + \varepsilon \right|^m + (s) \left| \nabla n(x, s) \right|^{\frac{m-1}{2}} \leq C_2
\]
holds for each $\varepsilon \in (0, 1)$ and all $t \geq 0$.

Proof: Since $1 < m < 2$, we can easily estimate
\[
\int_t^{t+1} \int_{\Omega} |\nabla (n(x, s) + \varepsilon)|^2 \, ds \leq \int_t^{t+1} \int_{\Omega} (m-1)^2 n(x, s) \varepsilon)^{2(m-2)} |\nabla n(x, s)|^2 \, ds = \int_t^{t+1} \int_{\Omega} |\nabla (n(x, s) + \varepsilon)|^2 \, ds
\]
for all $t \geq 0$ and $\varepsilon \in (0, 1)$. Hence, the boundedness of the first term in (4.10) is a direct consequence of Lemma 4.2. Since $m > 1$, the remaining bound in (4.10) follows immediately from the one we just established. For the second part we note that due to $m \leq \frac{7}{6}$ the interval $(\max(2, \frac{m-1}{m-1}), \frac{m-1}{m-1})$ is not empty and hence, we can fix $p \in (\max(2, \frac{1}{m-1}), \frac{m-1}{3m-2})$ and then employ the Gagliardo–Nirenberg inequality to find $C_1 > 0$ such that
\[
\int_t^{t+1} \left| n(x, s) + \varepsilon \right|^{p \min(2, \frac{m-1}{2})} \, ds \leq C \int_t^{t+1} \int_{\Omega} |\nabla (n(x, s) + \varepsilon)|^2 \, ds \leq C \int_t^{t+1} \int_{\Omega} |\nabla (n(x, s) + \varepsilon)|^2 \, ds
\]
for all $t \geq 0$ and all $\varepsilon \in (0, 1)$, where $a = \frac{6p(m-1)-6}{(6m-2)p}$. Our choice of $p$ implies $pa < 2$ and therefore, we can conclude (4.11) from an application of Young’s inequality combined with Lemma 3.2 and (4.10).
4.2 Uniform bounds for the fluid component

In preparation for obtaining uniform bounds on integrals involving \( u_\varepsilon \), we will call for the following auxiliary result for ordinary differential equations as stated in [21, Lemma 3.4], where to we refer the reader for proof.

Lemma 4.5.
Let \( T \in (1, \infty) \), \( a > 0 \) and \( b > 0 \). Suppose that \( y : [0, T) \rightarrow [0, \infty) \) is absolutely continuous and such that
\[
y'(t) + ay(t) \leq h(t) \quad \text{for a.e. } t \in (0, T),
\]
with some nonnegative \( h \in L^1_{loc}([0, T]) \) satisfying
\[
\int_{t}^{t+1} h(s) \, ds \leq b \quad \text{for all } t \in [0, T-1).
\]
Then
\[
y(t) \leq \max \left\{ y(0) + b, \frac{b}{a} + 2b \right\} \quad \text{for all } t \in (0, T).
\]
In quite standard manner (e.g. \([\text{38, Lemmas 3.5 and 3.6}] \) or \([\text{28, Lemma 4.3}] \)) we can make use of the spatio-temporal estimate of \( n_\varepsilon \) to obtain the following.

Lemma 4.6.
Let \( m > \frac{1}{2} \) and assume that \( n_0, c_0 \) and \( u_0 \) comply with (1.8). Then there exists \( C > 0 \) such that for all \( \varepsilon \in (0, 1) \) the solution \( (n_\varepsilon, c_\varepsilon, u_\varepsilon) \) of (3.1) satisfies
\[
\int_{\Omega} |u_\varepsilon|^2(\cdot, t) + \int_{t}^{t+1} \int_{\Omega} |\nabla u_\varepsilon|^2 \leq C
\]
for all \( t > 0 \).

Proof: First, we note that in light of the Poincaré inequality and the embedding \( W^{1,2}_{0,\sigma}(\Omega) \hookrightarrow L^6(\Omega) \) there exist \( C_1 > 0 \) and \( C_2 > 0 \) satisfying
\[
\int_{\Omega} |u_\varepsilon|^2(\cdot, t) \leq C_1 \int_{\Omega} |\nabla u_\varepsilon(\cdot, t)|^2 \quad \text{for all } t > 0 \text{ and every } \varepsilon \in (0, 1),
\]
and
\[
\|u_\varepsilon(\cdot, t)\|_{L^6(\Omega)} \leq C_2 \int_{\Omega} |\nabla u_\varepsilon|^2 \quad \text{for all } t > 0 \text{ and every } \varepsilon \in (0, 1).
\]

Now, similar to the steps involving global existence (see (3.6)), we test the third equation of (3.1) by \( u_\varepsilon \) and make use of integration by parts and Hölder’s inequality to obtain
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |u_\varepsilon|^2(\cdot, t) + \frac{1}{2} \int_{\Omega} |\nabla u_\varepsilon(\cdot, t)|^2 \leq \|\nabla\phi\|_{L^\infty(\Omega)} \|u_\varepsilon(\cdot, t)\|_{L^6(\Omega)} \|n_\varepsilon(\cdot, t)\|_{L^{\frac{6}{5}}(\Omega)}
\]
for all \( t > 0 \) and every \( \varepsilon \in (0, 1) \). Herein, we employ Young’s inequality, (4.13) and (1.7) to find \( C_3 > 0 \) such that
\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |u_\varepsilon|^2(\cdot, t) + \frac{1}{2} \int_{\Omega} |\nabla u_\varepsilon(\cdot, t)|^2 \leq C_3 \|n_\varepsilon(\cdot, t)\|_{L^{\frac{6}{5}}(\Omega)}^2
\]
holds for all \( t > 0 \) and every \( \varepsilon \in (0, 1) \). Recalling that, by Lemma 4.3, there exists \( C_4 > 0 \) satisfying
\[
\int_{t}^{t+1} \|n_\varepsilon(\cdot, t)\|_{L^{\frac{6}{5}}(\Omega)}^2 \leq \int_{t}^{t+1} \|n_\varepsilon(\cdot, t) + \varepsilon\|_{L^{\frac{6}{5}}(\Omega)}^2 \leq C_4 \quad \text{for all } t > 0 \text{ and every } \varepsilon \in (0, 1),
\]
and estimating the gradient term on the left by means of (4.12), an application of Lemma 4.5 entails
\[
\int_{\Omega} |u_\varepsilon|^2(\cdot, t) \leq C_5 \quad \text{for all } t > 0 \text{ and every } \varepsilon \in (0, 1),
\]
with some \( C_5 > 0 \). Returning to (4.14), we integrate with respect to time to find that
\[
\int_{t}^{t+1} |\nabla u_\varepsilon|^2 \leq 2C_5 + 2C_3C_4 \quad \text{for all } t > 0,
\]
which concludes the proof.
4.3 Regularity estimates for the time derivatives

Obtaining information on the regularity of the time derivatives of our solution components is the next necessary step in preparing an Aubin–Lions type argument.

**Lemma 4.7.**

Let $m > \frac{4}{3}$ and suppose that $n_0, c_0$ and $u_0$ fulfill (1.8). For every $T > 0$ there exists $C(T) > 0$ such that for any $\varepsilon \in (0, 1)$ the solution $(n_\varepsilon, c_\varepsilon, u_\varepsilon)$ of (3.1) satisfies

$$
\|\partial_t ((n_\varepsilon + \varepsilon)^{m-1})\|_{L^1((0,T);(W^{3,2}(\Omega))^{*})} \leq C(T),
$$

and

$$
\|c_\varepsilon\|_{L^1((0,T);(W^{3,2}(\Omega))^{*})} \leq C(T).
$$

**Proof:** Given $T > 0$ we note that due to the continuous embedding of $W^{3,2}(\Omega)$ into $W^{1,\infty}(\Omega)$ we can pick $C_1 > 0$ such that

$$
\|\varphi\|_{L^\infty((0,T);W^{1,\infty}(\Omega))} \leq C_1 \|\varphi\|_{L^\infty((0,T);W^{3,2}_0(\Omega))} \quad \text{for all } \varphi \in L^\infty((0,T);W^{3,2}_0(\Omega)),
$$

Hence, for fixed $\varphi \in C_0^\infty(\Omega)$ with $\|\varphi\|_{W^{3,2}_0(\Omega)} \leq 1$ we can employ the Cauchy–Schwarz inequality to obtain

$$
\begin{align*}
\left|\int_\Omega & \partial_t ((n_\varepsilon + \varepsilon)^{m-1}) \varphi \right| \\
& \leq \frac{m^2 - m}{m - 1} \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2 |\varphi| + m \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} |\nabla (n_\varepsilon + \varepsilon)^{m-1} \cdot \nabla \varphi| \\
& \quad + (m - 1) |2 - m| \int_\Omega \frac{n_\varepsilon (n_\varepsilon + \varepsilon)^{m-3}}{1 + \varepsilon n_\varepsilon} |\nabla c_\varepsilon| |\varphi| + (m - 1) \int_\Omega \frac{n_\varepsilon (n_\varepsilon + \varepsilon)^{m-2}}{1 + \varepsilon n_\varepsilon} |\nabla c_\varepsilon \cdot \nabla \varphi| \\
& \quad + \int_\Omega |u_\varepsilon \cdot \nabla (n_\varepsilon + \varepsilon)^{m-1}| |\varphi| \\
& \leq C_1 \frac{m^2 - m}{m - 1} \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2 + m C_1 \left( \int_\Omega (n_\varepsilon + \varepsilon)^{2(m-1)} \right)^{\frac{1}{2}} \left( \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2 \right)^{\frac{1}{2}} \\
& \quad + C_1 |2 - m| \left( \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2 \right)^{\frac{1}{2}} \left( \int_\Omega |\nabla c_\varepsilon|^2 \right)^{\frac{1}{2}} + C_1 (m - 1) \left( \int_\Omega (n_\varepsilon + \varepsilon)^{2(m-1)} \right)^{\frac{1}{2}} \left( \int_\Omega |\nabla c_\varepsilon|^2 \right)^{\frac{1}{2}} \\
& \quad + C_1 \left( \int_\Omega |u_\varepsilon|^2 \right)^{\frac{1}{2}} \left( \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2 \right)^{\frac{1}{2}} \quad \text{on } (0, T) \text{ for all } \varepsilon \in (0, 1), \tag{4.15}
\end{align*}
$$

where we used the basic facts that $s \leq s + \varepsilon$ and $\frac{1}{1 + \varepsilon x} \leq 1$ hold for all $s, \varepsilon \geq 0$. Now, due to $2(m - 1) < \frac{6m-4}{1+2s}$, we infer from Young’s inequality that

$$
\int_\Omega (n_\varepsilon + \varepsilon)^{2(m-1)}(\cdot, t) \leq \int_\Omega (n_\varepsilon + \varepsilon) \frac{6m-4}{2m(m-1)}(\cdot, t) + |\Omega| \quad \text{for all } t > 0 \text{ and } \varepsilon \in (0, 1),
$$

and hence, employing Young’s inequality multiple times in (4.15) and integrating with respect to time provides $C_2 > 0$ satisfying

$$
\begin{align*}
\int_0^T \left| \int_\Omega & \partial_t ((n_\varepsilon + \varepsilon)^{m-1}) \varphi \right| \leq C_2 \int_0^T \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^{m-1}|^2 + C_2 \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{\frac{6m-4}{4}} \\
& \quad + C_2 \int_0^T \int_\Omega |\nabla c_\varepsilon|^2 + \int_0^T \int_\Omega |u_\varepsilon|^2 + C_2
\end{align*}
$$

for all $\varepsilon \in (0, 1)$ and all $\varphi \in L^\infty((0,T);W^{3,2}_0(\Omega))$ with $\|\varphi\|_{L^\infty((0,T);W^{3,2}_0(\Omega))} \leq 1$. In consideration of Lemma 4.2, (4.9) and Lemma 4.6, this entails the existence of $C_3(T) > 0$ such that

$$
\int_0^T \left| \int_\Omega \partial_t ((n_\varepsilon + \varepsilon)^{m-1}) \varphi \right| \leq C_3(T) \quad \text{for all } \varphi \in L^\infty((0,T);W^{3,2}_0(\Omega)) \text{ with } \|\varphi\|_{L^\infty((0,T);W^{3,2}_0(\Omega))} \leq 1.
$$
In particular \( \| \partial_t (n_\varepsilon + \varepsilon)^{m-1} \|_{L^1((0,T) ; W^{2,6}_0(\Omega))} \) \( \leq C_3(T) \), which we wanted to show. For the norm involving \( c_\varepsilon \), we work along similar lines, noticing that for fixed \( \varphi \) as before we have
\[
\left| \int_{\Omega} c_\varepsilon \varphi \right| \leq \int_{\Omega} |\nabla c_\varepsilon \cdot \nabla \varphi| + \int_{\Omega} c_\varepsilon \varphi + \int_{\Omega} |u_\varepsilon \cdot \nabla \varphi| \\
\leq C_1 \int_{\Omega} |\nabla c_\varepsilon|^2 + C_1 \int_{\Omega} c_\varepsilon + C_1 \int_{\Omega} n_\varepsilon + \frac{C_1}{2} \int_{\Omega} |u_\varepsilon|^2 + \frac{C_1}{2} \int_{\Omega} c_\varepsilon + C_4
\] (4.16)
holds with some \( C_4 > 0 \) on \((0,T)\) for all \( \varepsilon \in (0,1) \). Thus, we conclude that the bounds contained in Lemma 3.2, Lemma 4.2 and Lemma 4.6 immediately imply the the assertion upon integration of (4.16) with respect to time.

Relying on similar arguments one can also easily obtain a corresponding result for the fluid component.

**Lemma 4.8.**

Let \( m > \frac{1}{4} \) and suppose that \( u_0, c_0 \) and \( u_0 \) fulfill (1.8). For every \( T > 0 \) there exists \( C(T) > 0 \) such that for any \( \varepsilon \in (0,1) \) the solution \( (n_\varepsilon, c_\varepsilon, u_\varepsilon) \) of (3.1) satisfies
\[
\int_0^T \| u_\varepsilon(t) \|_{W^{1,2}_0(\Omega)}^4 \leq C(T).
\] (4.17)

**Proof:** Following the reasoning of [28, Lemma 5.5], we fix an arbitrary \( \psi \in C_0^\infty(\Omega) \) with \( \nabla \cdot \psi \equiv 0 \) in \( \Omega \) and make use of the third equation in (3.1) and Hölder’s inequality, to find that
\[
\left| \int_{\Omega} u_\varepsilon \cdot \psi \right| \leq \| \nabla u_\varepsilon \|_{L^2(\Omega)} \| \nabla \psi \|_{L^2(\Omega)} + \| \nabla u_\varepsilon \|_{L^2(\Omega)} \| \nabla \psi \|_{L^2(\Omega)} \\
\quad + \| \nabla \psi \|_{L^\infty(\Omega)} \| n_\varepsilon \|_{L^\infty(\Omega)} \| \psi \|_{L^\infty(\Omega)}
\] (4.18)
holds on \((0,\infty)\) for all \( \varepsilon \in (0,1) \). To further estimate the norm of the \( \nabla u_\varepsilon \), we make use of the embedding \( W^{1,2}_0(\Omega) \hookrightarrow L^5(\Omega) \), as well as the facts that \( \nabla \) commutes with \( A^\varepsilon \) and is nonexpansive on \( L^2(\Omega) \) to obtain
\[
\| \nabla u_\varepsilon(\cdot, t) \|_{L^2(\Omega)} \leq \| \nabla \nabla u_\varepsilon(\cdot, t) \|_{L^2(\Omega)} = \| A^\varepsilon \nabla u_\varepsilon(\cdot, t) \|_{L^2(\Omega)} \\
\quad \leq \| A^\varepsilon u_\varepsilon(\cdot, t) \|_{L^2(\Omega)} = \| \nabla u_\varepsilon(\cdot, t) \|_{L^2(\Omega)}
\]
for all \( t > 0 \) and any \( \varepsilon \in (0,1) \). Combination of this with (4.18), (1.7) and the boundedness of \( \psi \) and its derivative, entails the existence of \( C_1 > 0 \) such that
\[
\| u_\varepsilon(\cdot, t) \|_{W^{1,2}_0(\Omega)}^4 \leq C_1 \left( \| \nabla u_\varepsilon(\cdot, t) \|_{L^2(\Omega)}^4 + \| \nabla u_\varepsilon(\cdot, t) \|_{L^2(\Omega)}^4 \right) + \| n_\varepsilon(\cdot, t) \|_{L^2(\Omega)}^4
\] (4.19)
for all \( t > 0 \) and any \( \varepsilon \in (0,1) \). Now, in light of the Young and Gagliardo–Nirenberg inequalities we have
\[
\| n_\varepsilon(\cdot, t) \|_{L^2(\Omega)}^4 \leq \| n_\varepsilon(\cdot, t) \|_{L^2(\Omega)}^2 + C_2 \quad \text{and} \quad \| u_\varepsilon(\cdot, t) \|_{L^2(\Omega)}^6 \leq C_3 \| u_\varepsilon(\cdot, t) \|_{L^2(\Omega)}^3 + C_3 \| u_\varepsilon(\cdot, t) \|_{L^2(\Omega)}^2
\]
for all \( \varepsilon \in (0,1) \) on \((0,\infty)\), with some \( C_2 > 0 \) and \( C_3 > 0 \). Hence, plugging these two estimates into (4.19) and integrating with respect to time we obtain
\[
\int_0^T \| u_\varepsilon(t) \|_{W^{1,2}_0(\Omega)}^4 \leq C_1 \int_0^T \| \nabla u_\varepsilon(t) \|_{L^2(\Omega)}^4 + C_3 \int_0^T \| u_\varepsilon(t) \|_{L^2(\Omega)}^2 \quad \text{for all} \quad T > 0 \quad \text{and} \quad \varepsilon \in (0,1), \quad \text{and thus} \quad (4.17) \quad \text{is an evident consequence of the bounds featured in Lemma 4.3 and Lemma 4.6.}
\]

5 Existence of limit functions

With the uniform bounds from Lemma 4.2, Lemma 4.6, Lemma 4.7 and Lemma 4.8 we are now in the position to obtain limit functions \( n, c \) and \( u \), which at least fulfill the regularity assumptions required in Definition 2.2.
Lemma 5.1.
Let $m > \frac{4}{3}$ and suppose that $n_0, c_0, u_0$ comply with (1.8). Then there exist a sequence $(\varepsilon_j)_{j \in \mathbb{N}} \subset (0, 1)$ with $\varepsilon_j \searrow 0$ as $j \to \infty$ and functions

\[
n \in L^{2m-\frac{4}{3}}_{\text{loc}}(\Omega \times [0, \infty)) \quad \text{with} \quad \nabla n^{m-1} \in L^{2}_{\text{loc}}(\Omega \times [0, \infty)),
\]

\[
c \in L^{2}_{\text{loc}}([0, \infty); W^{1,2}(\Omega)),
\]

\[
u \in L^{2}_{\text{loc}}([0, \infty); W^{1,2(\alpha)}(\Omega)),
\]

such that the solutions $(n_{\varepsilon}, \varepsilon, u_{\varepsilon})$ of (3.1) satisfy

\[
(n_{\varepsilon} + \varepsilon)^{m-1} \to n^{m-1} \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)) \quad \text{and a.e. in } \Omega \times (0, \infty),
\]

\[
\nabla (n_{\varepsilon} + \varepsilon)^{m-1} \to \nabla n^{m-1} \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)),
\]

\[
n_{\varepsilon} + \varepsilon \to n \quad \text{in } L^{2m-\frac{4}{3}}_{\text{loc}}(\Omega \times [0, \infty)),
\]

\[
n_{\varepsilon} \to n \quad \text{and } n_{\varepsilon} \to n \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)) \quad \text{for any } p \in [1, 2m - \frac{4}{3}),
\]

\[
c_{\varepsilon} \to c \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)) \quad \text{and a.e in } \Omega \times (0, \infty),
\]

\[
\nabla c_{\varepsilon} \to \nabla c \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)),
\]

as well as

\[
u_{\varepsilon} \to \nu \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)),
\]

\[
\nabla \eta_{\varepsilon} \to \nabla \eta \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)),
\]

\[
Y_{\varepsilon} \to Y \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty))
\]

as $\varepsilon = \varepsilon_j \searrow 0$, and such that $n \geq 0$, $c \geq 0$ a.e. in $\Omega \times (0, \infty)$. If, moreover, $m \in (\frac{4}{3}, 2)$, then there exists a further subsequence $(\varepsilon_{j_k})_{k \in \mathbb{N}} \subset (0, 1)$ such that $(n_{\varepsilon_{j_k}}, c_{\varepsilon_{j_k}}, u_{\varepsilon_{j_k}})$ also satisfy

\[
(n_{\varepsilon_{j_k}} + 1)^{m-1} \to (n + 1)^{m-1} \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)),
\]

\[
\nabla (n_{\varepsilon_{j_k}} + 1)^{m-1} \to \nabla (n + 1)^{m-1} \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty))
\]

\[
(n_{\varepsilon_{j_k}} + 1)^{m-1} \nabla n_{\varepsilon_{j_k}} - (n + 1)^{m-1} \nabla n \quad \text{in } L^{2}_{\text{loc}}(\Omega \times [0, \infty)),
\]

as $\varepsilon = \varepsilon_{j_k} \searrow 0$.

**Proof:** Since $2(m - 1) < 2m - \frac{4}{3}$, the bounds featured in Lemma 4.3, Lemma 4.2 and Lemma 4.7 imply that

\[
\{(n_{\varepsilon} + \varepsilon)^{m-1}\}_{\varepsilon \in (0, 1)} \quad \text{is bounded in } L^{2}_{\text{loc}}([0, \infty); W^{1,2}(\Omega))
\]

and that

\[
\{\partial_{t}(n_{\varepsilon} + \varepsilon)^{m-1}\}_{\varepsilon \in (0, 1)} \quad \text{is bounded in } L^{1}_{\text{loc}}([0, \infty); (W^{1,2(\alpha)}(\Omega))^*)
\]

Hence, an Aubin–Lions type lemma (e.g. [19, Corollary 8.4]) provides the existence of $(\varepsilon_j)_{j \in \mathbb{N}} \subset (0, 1)$ satisfying $\varepsilon_j \searrow 0$ as $j \to \infty$ such that (5.1) holds. The weak convergences stated in (5.2) and (5.3) are immediate consequences of the spatio-temporal bounds contained in Lemma 4.2 and Lemma 4.3, respectively, upon extraction of a further (non-relabeled) subsequence, whereas the improvement to strong convergence obtained in the first part of (5.4) follows from an application of the Vitali convergence theorem while relying on the a.e. convergence of $n_{\varepsilon} + \varepsilon$ entailed by (5.1) and the equi-integrability property of $\{(n_{\varepsilon} + \varepsilon)^{m-1}\}_{j \in \mathbb{N}}$ for $p < 2m - \frac{4}{3}$ contained in (4.9). The second part of (5.4) then is an obvious consequence of the uniform convergence of $\varepsilon_j$ to zero. In a similar fashion, we make use of Lemmas 4.2 and 4.7 in combination with the Aubin–Lions lemma to find that (5.5) and (5.6) hold. Applying the same arguments to bounds on $u_{\varepsilon}$ in $L^{2}_{\text{loc}}([0, \infty); W^{1,2}(\Omega))$ and of $u_{\varepsilon_{j_k}}$ in $L^{4}_{\text{loc}}([0, \infty), (W^{1,2(\alpha)}(\Omega))^*)$, as implied by Lemma 4.6 and Lemma 4.8, also proves (5.7) and (5.8). Finally, relying on arguments as in e.g. [38, Lemma 4.1], we make use of the properties of the Yosida approximation (see [20, II.3.4]) to
find that for all \( \varphi \in L^2(\Omega) \) we have \( \|Y_{\varepsilon} \varphi\|_{L^2(\Omega)} \leq \|\varphi\|_{L^2(\Omega)} \) and \( Y_{\varepsilon} \varphi \to \varphi \) in \( L^2(\Omega) \) as \( \varepsilon \to 0 \) to conclude from (5.7) that

\[
\|Y_{\varepsilon} u_{\varepsilon}(\cdot, t) - u(\cdot, t)\|_{L^2(\Omega)} \leq \|u_{\varepsilon}(\cdot, t) - u(\cdot, t)\|_{L^2(\Omega)} + \|Y_{\varepsilon} u(\cdot, t) - u(\cdot, t)\|_{L^2(\Omega)} \to 0
\]

for a.e. \( t > 0 \) as \( \varepsilon \to 0 \). Since moreover, \( \|Y_{\varepsilon} u_{\varepsilon}(\cdot, t) - u(\cdot, t)\|_{L^2(\Omega)} \leq 4 \sup_{\varepsilon \in (0, \varepsilon_0)} \|u_{\varepsilon}\|_{L^2(\Omega \times (0, \infty))} \) for a.e. \( t > 0 \), an application of the dominated convergence theorem implies (5.9) in light of Lemma 4.6. The remaining convergence properties for \( m \in \left( \frac{4}{3}, 2 \right) \) follow in a similar fashion from the bounds contained in Corollary 4.4, where for the convergence statement in (5.10) we once more rely on Vitali’s theorem. 

\[
\square
\]

6 Solution properties of the limit functions

6.1 Weak solution properties of \( c \) and \( u \)

As an immediate consequence of the convergences presented in Lemma 5.1 we also obtain the following.

Lemma 6.1. 

Let \( m > \frac{4}{3} \) and assume that \( n_0, c_0 \) and \( u_0 \) comply with (1.8). Furthermore, let \( n, c, u \) denote the limit functions provided by Lemma 5.1. Then

\[
\int_\Omega n(\cdot, t) = \int_\Omega n_0 \quad \text{for a.e. } t > 0, \tag{6.1}
\]

and \( c \) and \( u \) satisfy the weak solution properties (2.4) and (2.5), respectively, of Definition 2.2.

Proof: The mass equality (6.1) is an immediate consequence of the strong convergence statement (5.4) and Lemma 3.2. Testing the second equation of (3.1) with an arbitrary compactly in \( \overline{\Omega} \times [0, \infty) \) supported test function \( \varphi \in L^\infty(\Omega \times (0, \infty)) \cap L^2(\Omega; W^{1,2}(\Omega)) \) with \( \varphi \in L^2(\Omega \times (0, \infty)) \)

\[
-\int_0^\infty \int_\Omega c_\varepsilon \varphi_t - \int_\Omega c_0 \varphi(\cdot, 0) = -\int_0^\infty \int_\Omega \nabla c_\varepsilon \cdot \nabla \varphi - \int_0^\infty \int_\Omega \nabla \nabla \varphi + \int_0^\infty \int_\Omega n_\varphi + \int_0^\infty \int_\Omega c_\varepsilon (u_\varepsilon \cdot \nabla \varphi)
\]

for all \( \varepsilon \in (0, 1) \). Recalling that the convergence properties contained in Lemma 5.1, in particular (5.5), (5.6), (5.4) and (5.7), are clearly sufficient to pass to the limit in all of the integrals, we conclude (2.4). Similarly, testing the third equation of (3.1) by an arbitrary \( \psi \in C^\infty_0(\Omega \times [0, \infty); \mathbb{R}^3) \) with \( \nabla \cdot \psi \equiv 0 \) in \( \Omega \times (0, \infty) \) we find that

\[
-\int_0^\infty \int_\Omega u_\varepsilon \psi_t - \int_\Omega u_0 \psi(\cdot, 0) = -\int_0^\infty \int_\Omega \nabla u_\varepsilon \cdot \nabla \psi + \int_0^\infty \int_\Omega (Y_{\varepsilon} u_\varepsilon \otimes u_\varepsilon) \cdot \nabla \psi + \int_0^\infty \int_\Omega n_\varphi (\nabla \psi \cdot \psi)
\]

holds for all \( \varepsilon \in (0, 1) \). Relying on the convergence properties (5.7), (5.8), (5.9) and (5.4) obtained in Lemma 5.1, where specifically (5.7) and (5.9) also entail that \( Y_{\varepsilon} u_\varepsilon \otimes u_\varepsilon \to u \otimes u \) in \( L^2_{loc}(\Omega \times [0, \infty)) \), we can pass to the limit in all integrals and infer that (2.5) is valid. 

\[
\square
\]

6.2 Weak solution property of \( n \) for \( m > \frac{5}{3} \)

Recalling that by (5.4) we have \( n_\varepsilon \to n \) in \( L^2_{loc}(\overline{\Omega} \times [0, \infty)) \), whenever \( m \) is sufficiently large, we observe that hence the weak convergence results obtained for \( \nabla (n_\varepsilon + \varepsilon)^m \) and \( \nabla c_\varepsilon \) are already sufficient to show that (2.3) holds for \( \Phi(s) \equiv s \) with equality and that hence the solution is in fact a global weak solution in the standard sense.

Lemma 6.2. 

Let \( m > \frac{5}{3} \), suppose that \( n_0, c_0 \) and \( u_0 \) comply with (1.8), and let \( n, c, u \) denote the limit functions obtained in Lemma 5.1. Then \( n \in L^2_{loc}(\Omega \times [0, \infty)) \) and for any \( \varphi \in C^\infty_0(\overline{\Omega} \times [0, \infty)) \) the weak solution property (2.6) is satisfied.

Proof: Testing the first equation of (3.1) by \( \varphi \in C^\infty_0(\overline{\Omega} \times [0, \infty)) \) we find that \( n_\varepsilon \) satisfies

\[
-\int_0^\infty \int_\Omega n_\varepsilon \varphi_t - \int_\Omega n_0 \varphi(\cdot, 0) = -\frac{m}{m-1} \int_0^\infty \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} \cdot \nabla \varphi \tag{6.2}
\]
5. Instead, we find that our current precompactness properties are insufficient to treat $n_\varepsilon \rightarrow n$ and $n_\varepsilon \rightarrow n$ in $L^2_{loc}([0, \infty))$ as $\varepsilon = \varepsilon_j \searrow 0$.

Making additional use of (5.2) and (5.7), we thus have

\[
- \frac{m}{m-1} \int_0^\infty \int_{\Omega} (n_\varepsilon + \varepsilon) \nabla (n_\varepsilon + \varepsilon)^{m-1} \cdot \nabla \varphi - \frac{m}{m-1} \int_0^\infty \int_{\Omega} n \nabla (n^{m-1}) \cdot \nabla \varphi,
\]

\[
- \int_0^\infty \int_{\Omega} n_\varepsilon \varphi_t \rightarrow - \int_0^\infty \int_{\Omega} n \varphi_t, \quad \text{and} \quad \int_0^\infty \int_{\Omega} n_\varepsilon (u_\varepsilon \cdot \nabla \varphi) \rightarrow \int_0^\infty \int_{\Omega} n (u \cdot \nabla \varphi), \quad \varepsilon = \varepsilon_j \searrow 0.
\]

To treat the remaining integral we note that since $\frac{1}{(1 + \varepsilon n_\varepsilon)^{1/2}} \leq 1$ for all $\varepsilon \in (0, 1)$ and $\frac{1}{(1 + \varepsilon n_\varepsilon)^{1/2}} \rightarrow 1$ a.e. in $\Omega \times (0, \infty)$, we can employ a useful effect of the dominated convergence theorem (see [36, Lemma 10.4]) to find that

\[
\frac{n_\varepsilon}{(1 + \varepsilon n_\varepsilon)^3} \rightarrow n \quad \text{in} \quad L^2_{loc}([0, \infty)), \quad \varepsilon = \varepsilon_j \searrow 0,
\]

which combined with (5.6) shows

\[
\int_0^\infty \int_{\Omega} \frac{n_\varepsilon}{(1 + \varepsilon n_\varepsilon)^3} (\nabla c_\varepsilon \cdot \nabla \varphi) \rightarrow \int_0^\infty \int_{\Omega} n (\nabla c \cdot \nabla \varphi) \quad \varepsilon = \varepsilon_j \searrow 0.
\]

In conclusion, we may take $\varepsilon = \varepsilon_j \searrow 0$ in (6.2) to find that (2.6) is valid.

The combination of three of our previous results now immediately establishes Theorem 1.1.

**Proof of Theorem 1.1:** We can merge the results of Lemma 6.1 and Lemma 6.2 with the regularity properties contained in Lemma 5.1 to immediately arrive at the conclusion.

### 6.3 Very weak solution property of $n$ in the case of $m > \frac{4}{3}$

Since the strong convergence of $n_\varepsilon$ in $L^2_{loc}([0, \infty))$ is heavily reliant on the fact that $m > \frac{4}{3}$, we cannot expect global weak solutions for $m \leq \frac{4}{3}$. Having in mind global very weak solutions as defined in Definition 2.2 instead, we find that our current precompactness properties are insufficient to treat some of the terms arising in (2.3). In particular, since we only have a weak convergence for $\nabla n_\varepsilon^{m-1}$ in $L^2_{loc}([0, \infty))$ at hand, we have to improve our convergence result for $\nabla c_\varepsilon$ in order to treat the mixed derivative term. As a preparatory result, we state the following Lemma, which has been proven in [28, Lemma 7.1] in a closely related setting.

**Lemma 6.3.**

Let $m > \frac{4}{3}$ and assume that $n_0, c_0$ and $u_0$ comply with (1.8). Then there exists a null set $N \subset (0, \infty)$ such that the functions $n, c$ and $u$ obtained in Lemma 5.1 satisfy

\[
\frac{1}{2} \int_0^T c^2(\cdot, T) - c_0^2 + \int_0^T \int_{\Omega} |\nabla c|^2 \geq - \int_0^T \int_{\Omega} c^2 + \int_0^T \int_{\Omega} nc \quad \text{for all} \quad T \in (0, \infty) \setminus N.
\]

**Proof:** The arguments employed to prove the asserted inequality can in detail be found in [28, Lemma 7.1], which adapts the reasoning found in [36, Lemma 8.1] to the signal production setting while including fluid terms. As the proof is quite technical and in essence unchanged, we will refrain from a detailed reconstruction of the proof and only sketch the main steps. For more details the reader is referred to [28, 36].

Since (5.5) shows that $z(t) := \int_{\Omega} c^2(\cdot, t) > 0$, satisfies $z \in L^1_{loc}([0, \infty))$, we can find a null set $N \subset (0, \infty)$ such that each $T \in (0, \infty) \setminus N$ is a Lebesgue point of $z$, which in turn shows that

\[
\frac{1}{\delta} \int_T^{T+\delta} \int_{\Omega} c^2(\cdot, t) \rightarrow \int_\Omega c^2(\cdot, T) \quad \text{for all} \quad T \in (0, \infty) \setminus N \quad \text{as} \quad \delta \searrow 0.
\]
To prepare a special test function to use in the second equation of (1.4), for given $T \in (0, \infty) \setminus N$ and $\delta \in (0,1)$ and $r \in (0,1)$ we let
\[
\zeta_\delta(t) := \begin{cases} 
1, & t \in [0, T], \\
\frac{T - t}{T + \delta}, & t \in (T, T + \delta), \\
0, & t \geq T + \delta,
\end{cases}
\]
and $\psi_r(s) := \frac{s}{1 + rs}$, as well as
\[
\tilde{c}_k(x, t) := \begin{cases} 
c(x, t), & (x, t) \in \Omega \times (0, \infty), \\
c_0(x), & (x, t) \in \Omega \times (-1, 0],
\end{cases}
\]
for $k \in \mathbb{N}$, where the nonnegative sequence $(c_0k)_{k \in \mathbb{N}} \subset C^1(\overline{\Omega})$ is chosen such that $c_0k \to c_0$ in $L^2(\Omega)$ as $k \to \infty$. Denoting by
\[
(A_h \psi_r(\tilde{c}_k))(x, t) := \frac{1}{R} \int_{t-h}^{t} \psi_r(\tilde{c}_k)(x,s) \, ds, \quad (x, t) \in \Omega \times [0, \infty),
\]
the temporal average and with $h \in (0,1)$ letting
\[\varphi(x, t) := \varphi_{\delta,k,h,r}(x, t) := \zeta_\delta(t) \cdot (A_h \psi_r(\tilde{c}_k))(x, t), \quad (x, t) \in \Omega \times [0, \infty),\]
we can check that $\varphi$ is of class $L^\infty_{t,loc}(\Omega \times [0, \infty)) \cap L^2(0, \infty; W^{1,2}(\Omega))$, that $\varphi$ has compact support in $\overline{\Omega} \times [0, T+1]$ and that $\varphi \in L^2(\Omega \times (0, \infty))$ and hence, $\varphi$ is an admissible test function for (2.4). Inserting $\varphi$ into (2.4) we obtain
\[
\begin{align*}
- \int_0^\infty \int_\Omega \zeta_\delta(t) \cdot (A_h \psi_r(\tilde{c}_k))(x, t) \cdot c(x, t) \, dx \, dt = & - \int_0^\infty \int_\Omega \frac{\zeta_\delta(t)}{h} \cdot [\psi_r(\tilde{c}_k)(x, t) - \psi_r(\tilde{c}_k)(x, t-h)] \cdot c(x, t) \, dx \, dt \\
- \int_0^\infty \int_\Omega \nabla c(x, t) \cdot \zeta_\delta(t) \cdot \nabla (A_h \psi_r(\tilde{c}_k))(x, t) \, dx \, dt + & \int_0^\infty \int_\Omega \nabla \cdot \zeta_\delta(t) \cdot (A_h \psi_r(\tilde{c}_k))(x, t) \, dx \, dt \\
+ & \int_0^\infty \int_\Omega c(x, t) \cdot \zeta_\delta(t) \cdot u(x, t) \cdot \nabla (A_h \psi_r(\tilde{c}_k))(x, t) \, dx \, dt.
\end{align*}
\]
(6.4)

Here, we note that $\psi_r(\tilde{c}_k) \in L^\infty(\Omega \times (0, T+1))$, that the fact that $c_0k \in C^1(\overline{\Omega})$ implies $\nabla \psi_r(\tilde{c}_k) \in L^2(\Omega \times (0, T+1))$, and that $\nabla \cdot (A_h \psi_r(\tilde{c}_k))(x, t)$ is the primitive of $\nabla \psi_r(\tilde{c}_k)$ for any $s \geq 0$. Hence, we can make use of known results for Steklov averages (see e.g. [36, Lemma 10.2]) to let $h \downarrow 0$ in (6.4) and obtain
\[
\begin{align*}
- \liminf_{h \to 0} \int_0^\infty \int_\Omega & \frac{\zeta_\delta(t)}{h} \cdot [\psi_r(\tilde{c}_k)(x, t) - \psi_r(\tilde{c}_k)(x, t-h)] \cdot c(x, t) \, dx \, dt \\
= & - \int_0^\infty \int_\Omega \zeta_\delta(t) \cdot \frac{\nabla c(x, t)^2}{1 + rc(x, t)^2} \, dx \, dt - \int_0^\infty \int_\Omega \zeta_\delta(t) \cdot \frac{c^2(x, t)}{1 + rc(x, t)} \, dx \, dt \\
+ & \int_0^\infty \int_\Omega \zeta_\delta(t) \cdot \frac{c(x, t) \cdot \zeta_\delta(t)}{1 + rc(x, t)} \, dx \, dt + \int_0^\infty \int_\Omega \frac{c_0(x)c_0(x)}{1 + rc(x, t)} \, dx \, dt.
\end{align*}
\]
(6.5)

To estimate the remaining limit (compare (7.11)–(7.14) in [28, Lemma 7.1]), we make use of the convexity of $\Psi_r$ implying
\[
\Psi_r(\tilde{c}_k(x, t+h)) - \Psi_r(\tilde{c}_k(x, t)) \geq \psi_r(\tilde{c}_k)(x, t) \cdot \left( c(x, t+h) - c(x, t) \right) \quad \text{for a.e. } x \in \Omega \text{ and } t \in (0, T+1),
\]
as well as the substitution $s = t+h$, Young’s inequality and the definition of $\zeta_\delta$ to find that
\[
- \int_0^\infty \int_\Omega \frac{\zeta_\delta(t)}{h} \cdot [\psi_r(\tilde{c}_k)(x, t) - \psi_r(\tilde{c}_k)(x, t-h)] \cdot c(x, t) \, dx \, dt
\]
implies that

\[ \int_0^\infty \int_\Omega \frac{c(t+h)}{h} \left[ \psi_r(\tilde{c}_k(x,t+h)) - \psi_r(\tilde{c}_k(x,t)) \right] \, dx \, dt + \frac{1}{2} \int_\Omega \frac{c_0^2(x)}{1 + r c_0(x)} \, dx \]

\[ + \frac{1}{2h} \int_0^h \int_\Omega c^2(x,t) \, dx \, dt + \int_0^\infty \int_\Omega \frac{\zeta(t+h) - \zeta(t)}{h} \psi_r(\tilde{c}_k(x,t)) c(x,t) \, dx \, dt, \]

which upon combination with (6.5) shows that

\[ \int_0^\infty \int_\Omega \zeta(t)|\nabla c(x,t)|^2 \, dx \, dt + \frac{1}{2} \int_\Omega c_0^2(x) \, dx + \frac{1}{2} \int_\Omega c^2(x) \, dx \]

\[ \geq - \int_0^\infty \int_\Omega \zeta(t) \frac{c^2(x,t)}{1 + r c(x,t)} \, dx \, dt + \int_0^\infty \int_\Omega \zeta(t) n(x,t) c(x,t) \, dx \, dt + \int_\Omega \frac{c u(x)c_0(x)}{1 + r c_0(x)} \, dx \]

\[ + \int_0^\infty \int_\Omega \zeta(t) \psi_r(\tilde{c}_k(x,t)) \, dx \, dt + \int_\Omega \psi_r(\tilde{c}_k(x,0)) \, dx \]

for all \( k \in \mathbb{N} \) and \( r \in (0,1) \). By means of the dominated convergence theorem, we may next let \( r \to 0 \) and then \( k \to \infty \) to arrive at

\[ \int_0^\infty \int_\Omega \zeta(t)|\nabla c(x,t)|^2 \, dx \, dt + \int_0^\infty \int_\Omega \zeta(t) c^2(x,t) \, dx \, dt - \int_0^\infty \int_\Omega \zeta(t) n(x,t) c(x,t) \, dx \, dt \]

\[ \geq \frac{1}{2} \int_\Omega c_0^2(x) \, dx - \frac{1}{2g} \int_T^{T+\delta} \int_\Omega c^2(x,t) \, dx \, dt. \]

Finally, recalling the Lebesgue point property of \( T \) we make use of the dominated convergence theorem once more to take \( \delta \to 0 \) and obtain (6.3).

The inequality from the previous lemma at hand, we can now make use of arguments previously employed in [37, Lemma 4.4] and [28, Lemma 7.2] to obtain the last missing convergence property we require in order to pass to the limit in the integrals appearing in the very weak \( \Phi \)-supersolution concept.

**Lemma 6.4.**

Let \( m > \frac{4}{3} \) and assume that \( n_0, c_0 \) and \( u_0 \) satisfy with (1.8). Furthermore, denote by \( (\varepsilon_j)_{j \in \mathbb{N}} \) and \( n, c, u \) the sequence and limit functions provided by Lemma 5.1. Then there exist a subsequence \( (\varepsilon_{j_k})_{k \in \mathbb{N}} \) and a null set \( N \subset (0,\infty) \) such that for each \( T \in (0,\infty) \setminus N \) the classical solution \( (n, c, u, \varepsilon) \) of (3.1) satisfies

\[ \nabla c_\varepsilon \to \nabla c \quad \text{in} \quad L^2(\Omega \times (0,T)) \quad \text{as} \quad \varepsilon = \varepsilon_{j_k} \to 0. \]

**Proof:** To start, let us set \( l := 2 - \frac{4}{3m+1} \), which by the assumption \( m > \frac{4}{3} \) satisfies \( 2 > l > 1 \), as well as

\[ \frac{6l}{6-l} = \frac{9m-6}{3m+1} \in (1,6(m-1)), \quad \text{and} \quad \frac{2l}{2-l} = 3m-2 = 2 \cdot \frac{6m}{6m-1} = \frac{6m-2}{6m-1}, \]

which in consequence of Lemma 4.3 implies that

\[ \int_t^{t+1} \| n_\varepsilon(\cdot,s) \|_{\tilde{L}^{\infty}(\Omega)}^2 \, ds \leq C_1 \quad \text{for all} \ t > 0 \ \text{and all} \ \varepsilon \in (0,1), \quad (6.6) \]

with some \( C_1 > 0 \). Now, with \( N_1 \subset (0,\infty) \) denoting the null set obtained in Lemma 6.3 we note that by Lemma 5.1 we can find another null set \( N_2 \supset N_1 \) and a subsequence \( (\varepsilon_{j_k})_{k \in \mathbb{N}} \) such that

\[ \int_\Omega c_\varepsilon^2(\cdot,T) \to \int_\Omega c^2(\cdot,T) \quad \text{for all} \ T \in (0,\infty) \setminus N_2 \quad \text{as} \quad \varepsilon = \varepsilon_{j_k} \to 0. \]

For any such \( T \in (0,\infty) \setminus N_2 \) we find by the Hölder and Young inequalities that

\[ \int_0^T \int_\Omega |n_\varepsilon c_\varepsilon| \, dx \, dt \leq \int_0^T \int_\Omega |n_\varepsilon(\cdot,s)| \| c_\varepsilon(\cdot,s) \|_{L^6(\Omega)} \, dx \, ds \]

\[ \leq \frac{2 - l}{2} \int_0^T \int_\Omega |n_\varepsilon(\cdot,s)| \| c_\varepsilon(\cdot,s) \|_{L^6(\Omega)} \, dx \, ds + \frac{1}{2} \int_0^T \| c_\varepsilon(\cdot,s) \|_{L^6(\Omega)}^2 \, ds \quad \text{for all} \ \varepsilon \in (0,1). \]
Due to the embedding \( W^{1,2}(\Omega) \hookrightarrow L^6(\Omega) \), the bounds from Lemma 4.2 and (6.6) entail the existence of \( C_2 > 0 \) such that
\[
\int_0^T \int_\Omega |n_\varepsilon c_\varepsilon |^l \leq C_2 \quad \text{for all} \quad \varepsilon \in (0,1),
\]
with \( l = 2 - \frac{3}{m_0} > 1 \). Since Lemma 5.1 also implies the a.e. convergence of \( n_\varepsilon c_\varepsilon \to nc \) in \( \Omega \times (0,\infty) \) as \( \varepsilon = \varepsilon_{jk} \searrow 0 \), we can employ the Vitali convergence theorem to obtain that
\[
\int_0^T \int_\Omega n_\varepsilon c_\varepsilon \to \int_0^T \int_\Omega nc \quad \text{as} \quad \varepsilon = \varepsilon_{jk} \searrow 0.
\]
Thus, making use of Lemma 6.3, Lemma 5.1 and testing the second equation of (3.1) by \( c_\varepsilon \) we find that
\[
\int_0^T \int_\Omega |\nabla c| \geq \lim_{\varepsilon_{jk} \searrow 0} \left( -\frac{1}{2} \int_\Omega c_\varepsilon^2(T) + \frac{1}{2} \int_\Omega n_\varepsilon - \int_0^T \int_\Omega c_\varepsilon^2 + \int_\Omega c \right)
= \lim_{\varepsilon_{jk} \searrow 0} \int_0^T \int_\Omega |\nabla c_{\varepsilon_{jk}}|^2.
\]
On the other hand by the lower semicontinuity of the norm in \( L^2(\Omega \times (0,T)) \) with respect to weak convergence we also have
\[
\int_0^T \int_\Omega |\nabla c| \geq \liminf_{\varepsilon_{jk} \searrow 0} \int_0^T \int_\Omega |\nabla c_{\varepsilon_{jk}}|^2
\]
in light of (5.6). Consequently, combining the weak convergence in (5.6) with the convergence of norms established above immediately implies the asserted strong convergence property.

Relying on the strong convergence of \( \nabla c_\varepsilon \) in \( L^2(\Omega \times (0,T)) \) and the precompactness properties from Lemma 5.1, we find that whenever \( m \in (\frac{5}{4},2) \) one can check in a straightforward manner that for the choice \( \Phi(s) \equiv (s+1)^{m-1} \) the supersolution property (2.3) is satisfied. Recalling that every weak solution is also a very weak solution we note that actually only \( m \in (\frac{5}{4},\frac{3}{2}) \) are of importance here, since for larger values Theorem 1.1 already covers the asserted existence of very weak solutions.

**Lemma 6.5.**

Let \( m \in (\frac{5}{4},\frac{3}{2}) \). Assume that \( n_0, c_0, c_{\nu_0} \) comply with (1.8) and denote by \( n, c, u \) the limit functions provided by Lemma 5.1. Moreover, \( \Phi(s) := (s+1)^{m-1} \) for \( s \geq 0 \). Then \( n \) is a global \( \Phi \)-supersolution of (1.4) in the sense of Definition 2.1.

**Proof:** In consideration of the regularity properties for \( c \) and \( u \) obtained in Lemma 5.1, the fact that \( m < 2 \), as well as (5.10), (5.11), (5.12), (5.1) and (5.2) we find that all regularity requirements imposed in Definition 2.1, including those in (2.2), are fulfilled and we are left with verifying that (2.3) holds. Given any nonnegative \( \varphi \in C_c^\infty(\Omega \times [0,\infty)) \) with \( \varphi|_{\partial \Omega \times (0,\infty)} = 0 \) we fix \( T > 0 \) such that \( \varphi \equiv 0 \) in \( \Omega \times (T,\infty) \) and test the first equation of (3.1) by \( (n_\varepsilon + 1)^{m-2}\varphi \) to find that
\[
-\int_0^T \int_\Omega (n_\varepsilon + 1)^{m-1}\varphi \cdot \nabla c \to \int_0^T \int_\Omega (n_0 + 1)^{m-1}\varphi \cdot \nabla c
\]
\[
= m(m-1)(2-m)\int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} n_\varepsilon^{m-2} \varphi \cdot \nabla n_\varepsilon + m \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} \nabla (n_\varepsilon + 1)^{m-1} \cdot \nabla \varphi
\]
\[
- (2-m) \int_0^T \int_\Omega (n_\varepsilon + 1)^{-1} n_\varepsilon^{m-1} (\nabla (n_\varepsilon + 1)^{m-1} \cdot \nabla c) \varphi + (m-1) \int_0^T \int_\Omega \frac{(n_\varepsilon + 1)^{m-2} n_\varepsilon}{(1 + \varepsilon n_\varepsilon)^3} (\nabla c \cdot \nabla \varphi)
\]
\[
+ \int_0^T \int_\Omega (n_\varepsilon + 1)^{m-1} \varphi \cdot \nabla c \quad \text{for all} \quad \varepsilon \in (0,1),
\]
(6.7)

Now, since \( \frac{(n_\varepsilon + 1)^{m-1} n_\varepsilon}{(1 + \varepsilon n_\varepsilon)^3} \leq 1 \) for all \( \varepsilon \in (0,1) \) and \( \frac{(n_\varepsilon + 1)^{m-1} n_\varepsilon}{(1 + \varepsilon n_\varepsilon)^3} \to \frac{n}{n+1} \) a.e. in \( \Omega \times (0,\infty) \) as \( \varepsilon \searrow 0 \) we can combine the strong convergence of \( \nabla c_\varepsilon \) in \( L^2(\Omega \times (0,T)) \) obtained in Lemma 6.4 with [36, Lemma 10.4] to discern that
\[
\frac{(n_\varepsilon + 1)^{m-1} n_\varepsilon}{(1 + \varepsilon n_\varepsilon)^3} \nabla c_\varepsilon \to \frac{n}{n+1} \nabla c \quad \text{in} \quad L^2(\Omega \times (0,T)) \quad \text{as} \quad \varepsilon = \varepsilon_{jk} \searrow 0,
\]
which in sequence with (5.11) and (5.10) shows that
\[-(2-m) \int_0^T \int_\Omega \frac{(n_\varepsilon + 1)^{-1}n_\varepsilon}{(1 + \varepsilon n_\varepsilon)} \nabla (n_\varepsilon + 1)^{m-1} \cdot \nabla \varphi \, \text{d}x \text{d}t + (m-1) \int_0^T \int_\Omega \frac{n}{n+1} (n_\varepsilon + 1)^{-1} (n_\varepsilon + 1)^{m-1} (\nabla c_\varepsilon) \cdot \nabla \varphi \, \text{d}x \text{d}t = -(2-m) \int_0^T \int_\Omega \frac{n}{n+1} (n_\varepsilon + 1)^{m-1} (\nabla c_\varepsilon) \cdot \nabla \varphi \, \text{d}x \text{d}t,\]
and
\[-(m-1) \int_0^T \int_\Omega \frac{(n_\varepsilon + 1)^{-2}n_\varepsilon}{(1 + \varepsilon n_\varepsilon)^2} \nabla c_\varepsilon \cdot \nabla \varphi \, \text{d}x \text{d}t \rightarrow (m-1) \int_0^T \int_\Omega (n_\varepsilon + 1)^{-2}n_\varepsilon (\nabla c_\varepsilon) \cdot \nabla \varphi \, \text{d}x \text{d}t,\]
as $\varepsilon = \varepsilon_n \searrow 0$. Moreover, (5.10), (5.7), (5.1) and (5.11) also entail that
\[-\int_0^T \int_\Omega (n_\varepsilon + 1)^{m-1} \varphi_t \, \text{d}x \text{d}t \rightarrow -\int_0^T \int_\Omega (n+1)^{m-1} \varphi_t \, \text{d}x \text{d}t,\]
\[-\int_0^T \int_\Omega (n_\varepsilon + 1)^{m-1} (u_\varepsilon \cdot \nabla \varphi) \, \text{d}x \text{d}t \rightarrow \int_0^T \int_\Omega (n+1)^{m-1} (u \cdot \nabla \varphi) \, \text{d}x \text{d}t,\]
and
\[-m \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} (\nabla (n_\varepsilon + 1)^{m-1} \cdot \nabla \varphi) \, \text{d}x \text{d}t \rightarrow -m \int_0^T \int_\Omega (n+1)^{m-1} (\nabla (n+1)^{m-1} \cdot \nabla \varphi) \, \text{d}x \text{d}t\]
as $\varepsilon = \varepsilon_n \searrow 0$. Finally, by the lower semicontinuity of the norm in $L^2(\Omega \times (0,T))$ with respect to weak convergence it follows from (5.12) and $m < 2$ that
\[
\liminf_{\varepsilon_n \searrow 0} \int_0^T \int_\Omega (n_\varepsilon + 1)^{-\frac{m-3}{2}} (n_\varepsilon + \varepsilon)^{-\frac{m-3}{2}} \nabla n_\varepsilon^2 \varphi \geq \int_0^T \int_\Omega (n+1)^{-\frac{m-3}{2}} n^{\frac{m-3}{2}} \nabla n^2 \varphi,
\]
so that consolidating the statements above with (6.7) and the fact that $\varphi \equiv 0$ in $\Omega \times (T,\infty)$ leads to
\[
-\int_0^\infty \int_\Omega (n+1)^{m-1} \varphi_t \, \text{d}x \text{d}t - \int_\Omega (n+1)^{m-1} \varphi(\cdot,0)
\geq m(m-1)(2-m) \int_0^\infty \int_\Omega (n+1)^{-\frac{m-3}{2}} n^{\frac{m-3}{2}} \nabla n^2 \varphi - m \int_0^\infty \int_\Omega n^{m-1} (\nabla (n+1)^{m-1} \cdot \nabla \varphi)
- (2-m) \int_0^\infty \int_\Omega \frac{n}{n+1} (\nabla (n+1)^{m-1} \cdot \nabla c_\varepsilon) \varphi + (m-1) \int_0^\infty \int_\Omega (n+1)^{-2}n (\nabla c_\varepsilon) \cdot \nabla \varphi)
+ \int_0^\infty \int_\Omega (n+1)^{m-1} (u \cdot \nabla \varphi),
\]
which is equivalent to (2.3) for the choice of $\Phi(s) \equiv (s+1)^{m-1}$ and thereby concludes the proof.

The proof of Theorem 1.2 is essentially finished, we only need to combine the prepared lemmas.

**Proof of Theorem 1.2**: Since any global weak solution is also a global very weak solution (i.e. the $\Phi$–supersolution property is satisfied for $\Phi(s) \equiv s$), due to Theorem 1.1 we are left to treat $m \in \left(\frac{4}{3}, \frac{5}{3}\right]$. For these $m$ the proof follows from an evident combination of Lemma 6.1, Lemma 6.5 and the regularity properties contained Lemma 5.1.

---
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