ID3 algorithm approach for giving scholarships
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Abstract. Universitas Maarif Hasyim Latif (UMAHA) is a College that organizes scholarship programs for its students. However, in the implementation of the program, some problems occur, namely the University has difficulty in making decisions, and a large number of student data applying for scholarships causes a long time to select the process. So, we need a tool/system to help solve the problem. The purpose of this study is to apply the ID3 decision tree algorithm in a decision support system that can help facilitate the decision making of scholarships by the UMAHA. Referring to Pressman, this study uses the Waterfall Method. Waterfall method is a systematic and sequential software approach starting from analysis, design, coding, and testing. The test results by applying the ID3 decision tree algorithm indicate that the decision support system built can help the effectiveness and efficiency of the scholarship selection decision making process by UMAHA, and the decision support system built has a high level of decision-making accuracy. For the development of further research, decision making can be based on more criteria such as student activity. Then in addition to academic achievement in this...
case using the GPA of the previous semester using non-academic achievements such as achievements in the fields of sports, arts, music.

1. Introduction
In the current era the costs used for education are increasingly unreachable or more expensive, especially for those who have a middle to lower economy. One of the highest levels of education is higher education, with the highest level of education causing higher education costs. As a result for some underprivileged students this can be an obstacle in continuing to study in college so that students can often apply for academic or dropout leave. This is what makes Universitas Maarif Hasyim Latif (UMAHA) provide scholarship programs for outstanding students and students who are classified as having underprivileged economies. But to get a scholarship, the students must fulfill the rules set by the university with various criteria.

The criteria that have been set for this case study are the academic achievement index, semester, activeness in the campus organization, student transfer status, employment, total income which includes parent income and personal income when working, etc. Therefore, not all students who enroll in the scholarship program will be accepted by the university, only for students who meet certain criteria who will get the scholarship [1]–[3]. With the many existing criteria and data processing procedures students applying for scholarships conducted by the University include data collection, grouping, sorting, manual calculations or own estimates, and in the end the data is arranged in a number of report forms. So that the process of determining the scholarship award was made quite a long time.

Similar problems were also discussed in research in J.K's research. Using Data Mining Technique for Scholarship Disbursement which concludes that applications that are built based on the decision tree with ID3 algorithm can be applied to decision support systems in scholarships [4], [5]. Application testing that is built with the decision tree classification technique shows the results that the application is effective, efficient and able to overcome the problems of the existing system. Based on the considerations described above, the ID3 algorithm will be applied to the recommendation for scholarships at the UMAHA. Because the ID3 algorithm has the advantage of being able to extract hidden information in a set of data, dividing a set of data into smaller sets and the results of an analysis in the form of tree diagrams that are easy to understand [6], [7].

2. Research Method
The determination of scholarships at UMAHA is still done through manual calculation by the Dean of the student affairs department itself so that the service of the University to the students who apply for the scholarship requires a long time. This research was conducted at the UMAHA which is located at Jl. Ngelom Megare No 30 Sepanjang Taman Sidoarjo from June to July 2018, and the object is data from students of UMAHA by conducting interviews with the Dean of UMAHA to find out the criteria limitations of obtaining scholarships later used as a reference in collecting student data by giving questionnaires to students. then the use of data mining techniques to process student data that was previously obtained by questionnaire.

3. Result and Discussion

3.1. Data Description
In distributing questionnaires to each questionnaire that has been given to the respondents and it is expected that respondents can fill in the questions submitted on the questionnaire in accordance with the actual situation. Of the 150 questionnaires distributed to students, only 115 questionnaires can be used and can be processed into useful data for the continuation of this research and from the data 100 data will be used as testing data.

3.2. Data Mining
The steps to be taken in the data mining process are as follows:
• Data Cleaning. Data cleaning is done by selecting relevant student data for scholarship applicants in accordance with the criteria for determining scholarships.

• Data Integration. Integration or merging of data is done by combining data received from scholarship questionnaires at UMAHA, in the form of NIM data, name, address, gender, study program, semester, student transfer status, previous semester GPA, number of campus organizations followed, total income of parents, employment status. For some of the initial data, the questionnaire support system for scholarship decision support participants can be seen in figure 1.

Figure 1. Part of the initial table of participants in the SPK scholarship questionnaire

• Data Selection (Data Selection). Data in the database is often not all data used, therefore only the data that is suitable for analysis will be taken from the database. The data used are NIM, name, department, semester, GPA, organization, parental income, employment, personal income, transfer status from other universities, then on income attributes because there are two, it will be combined into one attribute that is the total income attribute. Whereas for sex data and addresses of students will be removed from the table because the two data from these attributes will not be used in the data mining process. So that the list of attributes used in the data mining process can be seen in table 1.

Table 1. Attribute selection.

| Attribute          | Using |
|--------------------|-------|
| NIM                | ✓     |
| Nama               | ✓     |
| Jenis Kelamin      | X     |
| Alamat             | X     |
| Jurusan            | ✓     |
| Semester           | ✓     |
| IPK                | ✓     |
| Organisasi         | ✓     |
| Penghasilan Orangtu | ✓    |
| Pekerjaan          | ✓     |
| Penghasilan Pribadi| ✓     |
| Pindahan dari PT lain | ✓   |

Figure 2. Part table student data after data selection process.

• Data Transformation. Data that has previously been discarded or merged into the appropriate format hereinafter to be processed in the ID3 data mining decision tree. Because the data from
several attributes obtained from the questionnaire in the form of numerical numbers, it is necessary to change the attributes into several intervals. In this case the organization needs to be changed into two attributes, namely between those who are active in organizations if students follow at least 1 or more organizations that are at UMAHA or who are not active in the organization if the students do not follow the organization at all, while for semester attributes there are many attributes will be divided into 3 categories, namely the initial semester which represents 1st semester, mid semester representing 2nd semester, 3rd semester, 4th semester, 5th semester, and also 6th semester, as well as the final semester representing 7th semester and 8th semester, for categories the GPA attribute will be divided into two categories, namely GPA 3.00 and above, or GPA below 3.00, and the attributes of total income are also divided into 2 categories, namely the total income below 3 million and also the total income of 3 million and above. So after the data transformation process is carried out to produce categories that can be useful to facilitate the data mining process later because the above attributes have been categorized according to their respective values. For the results of the student questionnaire data table, the data transformation can be seen in figure 3.

Figure 3. Part table student data after data transformation process.

- **Mining Process.** In the mining process, what will be done is to form a decision tree rule with ID3 algorithm, then the Entropy and Information Gain are calculated. The following is a tree that is formed after the calculation process of Entropy values and Information Gain of 100 student data with 13 positive resolution data and 87 negative resolution data.

![Decision Tree ID3 For SPK Scholarships](image)

Figure 4. Rule Decision Tree ID3 For SPK Scholarships

3.3. Data Mining

Rule accuracy testing is done to determine the accuracy of the decision results by the rule in the decision support system. In this study the authors tested 100 data on student training for scholarship applicants using the RapidMiner application. Following are the results of testing decision support systems.
Figure 5. Rule ID3 accuracy calculation results.

4. Conclusions
Based on the results and discussion of the Decision Support System for Giving Scholarships at Maarif Hasyim Latif University, it can be concluded that the Decision Support System built has a high level of decision-making accuracy, and the decision tree with ID3 algorithm can be used to gain knowledge in the field of education especially in giving scholarship.
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