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Abstract

Normalizing flow (NF) has gained popularity over traditional maximum likelihood based methods due to its strong capability to model complex data distributions. However, the standard approach, which maps the observed data to a normal distribution, has difficulty in handling data distributions with multiple relatively isolated modes. To overcome this issue, we propose a new framework based on variational latent representation to improve the practical performance of NF. The idea is to replace the standard normal latent variable with a more general latent representation, jointly learned via Variational Bayes. For example, by taking the latent representation as a discrete sequence, our framework can learn a Transformer model that generates the latent sequence and an NF model that generates continuous data distribution conditioned on the sequence. The resulting method is significantly more powerful than the standard normalization flow approach for generating data distributions with multiple modes. Extensive experiments have shown the advantages of NF with variational latent representation.

1 Introduction

Modeling high dimensional data without supervision is a fundamental and challenging problem in statistical learning. Recently, deep generative modeling provides us possibilities to achieve this goal with a generative function between a known distribution $Z$ and observation data $X$. The main idea is to learn a function such that $G_{\theta}(Z) \approx X$. Unfortunately, most of these models, such as GANs [Goodfellow et al., 2014] and VAEs [Kingma and Welling, 2013], cannot provide explicit likelihood and fail to perform density evaluation for downstream statistical procedures due to the absence of $p_{\theta}(x)$ form. Another approach is the flow-based method, which has explicit likelihood and captures isomorphism between $Z$ and $X$. In other words, $G_{\theta}$ in NF is an invertible function such that $G_{\theta}^{-1}(X) \approx Z$. Recent progress in normalizing flows (NFs) [Dinh et al., 2014, Kingma and Dhariwal, 2018, Dinh et al., 2017, Durkan et al., 2019] and Neural ODEs [Chen et al., 2018, Grathwohl et al., 2018] have shown that neural networks are capable of reproducing invertible dynamical systems. Notably, when $G_{\theta}$ is invertible, the likelihood $p_{\theta}(x)$
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can be explicitly expressed with the Jacobian function of $G_\theta$. Thus, NF provides us a free-form likelihood parametric modeling framework. It is quite natural and elegant to perform maximum likelihood estimation (MLE) to learn the above isomorphism.

Intuitively, due to the invertibility, we can regard $G_\theta$ as a transportation function, which conveys $Z$ to $X$. For simple transportation, such as shift and scale, $G_\theta$ can be easily learned. Thus, NF framework works well for these examples. Nonetheless, for real data, distributions are often scattered into different clusters (i.e., modes). When these clusters are isolated, the optimal $G$ would be complex, i.e., there are some “discontinuity” in the function with bad Jacobian behavior. This makes the $G_\theta$ extremely hard to learn. We can consider an example in Figure 1 that $X$ is from a Gaussian mixture model. Obviously, the continuity of transportation function is rather poor near the center of $Z$, and Gaussian initialization puts most density on this area. Thus, learning the invertible dynamics of transportation becomes highly unstable in these discontinuous part. In other words, it is rather difficult to model a scattered distribution by a function from Gaussian. Details are given in Section 2.

In this paper, to resolve the above limitation of NF, we propose a new framework called Normalizing Variational Flow, (NVF). Specifically, we decompose $X$ into parts, each of which contains only a unimodal, highly concentrated distribution cluster. From this view, we do NOT need to match $Z$ to the full space of $X$, but only find the bijection from $Z$ to each cluster of $X$ separately. Inspired by clustering techniques, we can incorporate a latent variable to denote the representation of each cluster of $X$ and simplify the transportation function with the latent knowledge. The feasibility of the idea is guaranteed by Universal Approximation Theorem of mixture model: even a mixture of Gaussian can approximate any smooth density functions [McLachlan and Peel, 2000]. For example, in Figure 1, we divide data samples into two categories 0 and 1. By introducing the latent factor $u$, the transportation function becomes linear without any discontinuity. In real applications, when such latent variables, such as image labels, attributes, are given, previous studies...
[Salimans et al., 2016, Karras et al., 2020, Grathwohl et al., 2019] have demonstrated that leveraging these variables can effectively improve the generation quality by simplifying $G_\theta$. Beyond supervised labels, for real data, the latent variables exist in a more general form: discrete, continuous, or even sequential latent representations are reasonable candidates and they are usually not accessible. Therefore, how to design a proper latent variable $u$ and how to effectively learn it become two crucial problems.

We argue that we should adopt latent variables which are more fine-grained than supervised labels. The reason is that the number of modes can be far more than that of labels. Without a proper structure of $u$, the desired transportation function cannot be obtained smoothly. In general, $u$ should contain global information of each $x$ that makes NF transportation do not need to match the whole population, but one mode of it. For different data structures and modeling purposes, the design and parameterization of $u$ varies: For tabular data or toy data, the key latent variable is the cluster center, we use finite categories as the discrete probability space of $u$; For complex data, such as images and texts, the cluster center cannot be easily expressed as a single vector, so we introduce a general sequential representation for them. [Dosovitskiy et al., 2020] stress that images should be represented as $16 \times 16$ sequences.

Our approach supports multiple forms of $u$ that are preferred in different settings, which are important in real practice. Specifically, we adopt and extend Variational Bayesian (VB) method to jointly learn $G_\theta$ and the latent variable $u$. The posterior $\pi_\theta(u|x)$ is our target to assign $u$ for each $x$. Existing MLE based methods, such as expectation–maximization (EM) algorithm [Moon, 1996], necessitate the explicit form probability measure of $\pi_\theta(u|x)$ in the parametric model. However, this strategy is intractable due to the traversal requirement of all possible $u$. Variational Bayesian methods provide us an alternative to learn another probability $\nu_\phi(u|x)$ to approximate $\pi_\theta(u|x)$. In our context, this $\nu_\phi(u|x)$ can be parameterized by a neural network encoder, which is flexible about the type of $u$. By incorporating Variational Bayes, the NF framework can be optimized with evidence lower bound (ELBO). This ELBO-based framework mitigates the fatal issue caused by ill-behaved Jacobian matrix in NF.

**Contributions.**

- We point out that conventional NF that maps the observed data to a normal distribution has difficulty in handling data distributions with multiple isolated modes;
- We propose a framework to optimize NF models based on VB that resolves the aforementioned issue. It employs a variational latent representation to model cluster information, so that a simplified transportation function can be used for each cluster;
- Our variational latent framework supports different types of latent factor $u$ that can be customized for different data modeling tasks;
- Experiments demonstrated the importance of variational latent representation for NF, and the effectiveness of NVF.
2 Background

Notations. Throughout this paper, capital letters denote random variables and lower-case letters denote data samples. $p_\theta$ denotes the density parameterized by $\theta$, $p_X$ and $p_Z$ denote data distribution $X$ and a known density of $Z$, respectively. $\nabla G_\theta(x)$ and $\nabla_x G_\theta(x)$ denote the Jacobian of $G$ w.r.t. $x$. $\nabla_\theta G_\theta(x)$ is the Jacobian w.r.t. $\theta$. $|J|$ is the determinant of a matrix $J$. $X$ and $Z$ are continuous random variables. For latent random variable $U$, it can be continuous, discrete, or sequential. The probability measure induced by $\beta$ and $\phi$ is $\pi_\beta$ and $\nu_\phi$, the Radon–Nikodym derivative [Durrett, 2019] of $\pi_\beta$ and $\nu_\phi$ over the measure $\mu_u$ of $U$ is denoted by $p_\beta$ and $p_\phi$, which is the generalized definition for both discrete and continuous random variables. $\text{KL}(p||q)$ denotes the Kullback–Leibler (KL) divergence of $p$ from $q$. $\mathcal{N}(\mu, \Sigma)$ denotes the Gaussian distribution with mean/covariance $\mu$ and $\Sigma$.

Normalizing Flows and Latent Variable. This work considers the dynamics of normalizing flow, which aims to find an invertible transportation between two random variables. Given data distribution $X$, our target is to find a bijection to transform some known distribution $Z$ to $X$, i.e., $G(Z) = X$ and $Z = G^{-1}(X)$. The equalities hold only if $X$ and $Z$ have same dimensions and the Jacobian of $G$ is positive definite almost everywhere. Then we can use a change of variable to get the density of $X$: $p_X(x) = p_Z(G^{-1}(x)) |\nabla G^{-1}(x)|$. This strategy naturally leads to the MLE optimization of NF. Consider a parameterized model $G_\theta$, the log-likelihood can be written as

$$\log p_\theta(x) = \log p_Z(G_\theta^{-1}(x)) + \log |\nabla G_\theta^{-1}(x)|. \quad (2.1)$$

Thus, MLE of $\theta$ can be obtained with $\nabla G$ and $G_\theta^{-1}$. This method is a free-form likelihood modeling: When $G_\theta$ is capable of transporting $Z$ to $X$, it can be successfully modelled without
Figure 3: Clustering phenomenon brings ill-behaved Jacobian

a specific standard distribution class. When both X and Z are continuous, there exists an isomorphism $G_*$ between Z and X (both of them are standard probability space [Rokhlin, 1949]), i.e., $G_*^{-1}(X) = Z$, $G_*(Z) = X$. The only remaining issue is to approximate $G_*$ with a parameterized model $G_\theta$. When $G_*$ is well-behaved, the approximation procedure can be done smoothly. Nonetheless, this strategy fails when X is scattered into several clusters. Our next example verifies this phenomenon.

Example 1. Consider that X is a 1-d Gaussian mixture model with two components $\mathcal{N}(-\mu, \sigma^2)$, $\mathcal{N}(\mu, \sigma^2)$. We assume that $\mu > \sigma > 0$ and $G_*$ is the optimal transportation function from Z to X: $G_*(Z) = X$ and $G_*^{-1}(X) = Z$. Assume that (1) Z is $\mathcal{N}(0, 1)$, then $|\nabla G_*(0)| = \sigma \exp\left(\frac{\mu^2}{2\sigma^2}\right)$. (2) Z is a mixture of $\mathcal{N}(-\mu/2, \sigma^2)$ and $\mathcal{N}(\mu/2, \sigma^2)$, then $|\nabla G_*(0)| = \exp\left(\frac{3\mu^2}{8\sigma^2}\right)$.

Example 2. If we have latent variable u to denote the cluster information of Example 1 and we use $Z = \mathcal{N}(0, 1)$. Then for $u = 0$, $G_*(z, u = 0) = \sigma z - \mu$; for $u = 1$, $G_*(z, u = 1) = \sigma z + \mu$. Both functions are linear and the Jacobian is a small constant, i.e., $\nabla G_* = \sigma$.

Example 1 indicates that the Jacobian at zero can be exponentially large w.r.t. $\mu/\sigma$. We have some examples with different $\mu$ and $\sigma$ in the Appendix. For those scattered datasets, this property is fatal. Our case (2) shows that even we use a multi-clustered Z in the example, without proper alignment with cluster center $\mu$, the phenomenon cannot be resolved. If we directly restrict $G_\theta$ to have bounded $|\nabla G_\theta|$ or $|\nabla^2 G_\theta|$, then the approximated transportation function is far away from $G_*$, which is empirically verified by the examples in Figure 2. It is shown that with the restricted Jacobian or Hessian matrix, the transportation function from Z to X cannot be achieved with...
MLE and the resulting density estimation is very poor. Hence, the idea of normalizing flow based on the plain transportation function is not reasonable in this case. The next example sheds light on the construction of proper transportation function to avoid this phenomenon. We visualize the ill-behaved transportation functions with different $\mu$ and $\sigma$ in Figure 3.

Example 2 shows that the discontinuity issue can be eliminated by introducing the latent variable $u$ into the model. We will follow this motivation to build up our algorithm.

3 Normalizing Flow with Variational Bayes

In this part, we do NOT treat NF as a black box which finds MLE without further consideration about data distribution shape, which can be captured by latent representation $u$. In contrast, we introduce the latent representation parameterized by $\phi$ to simplify $G_\theta$ and develop an algorithm based on NF to joint learn the transportation function and latent representation.

Intuitively, we first investigate data distribution properties to choose a proper type of latent representations, and then use it to simplify the learning process of the transportation function. Similar to Figure 1, the introduction of latent representations enables us to learn the transportation function for different modes separately.

3.1 Design of Latent Representation

Since $u$ represents the properties of a data sample $x$, for each $x$, we aims to find $u_x$ to represent the cluster (mode) information of $x$. A proper space $U$ of the latent representation matters in the simplification of the transportation function. We argue that the $U$ space should be capable to summarize the full cluster/mode information of data distributions. Hence, it is usually more fine-grained than supervised labels. In the following parts, we will build up the construction and learning process of $U$ space.

Inspired by existing practical applications, we model the latent space as the following categories [Kingma and Welling, 2013, Oord et al., 2017, Dosovitskiy et al., 2020]: (1) DISCRETE space: when the data are low-dimension with limited modes, such as tabular data, the discrete space is sufficient for cluster information of $X$; (2) CONTINUOUS space: when the space of $x$ is close to a smooth manifold, continuous latent $u$ is a natural choice. For example, the geodesic distance from starting point is a proper $u$ for Swiss roll data. (3) SEQUENTIAL space\(^2\): for images, $16 \times 16$ sequence is needed as a proper representation [Dosovitskiy et al., 2020]. Modern text representations are also based on sequences [Devlin et al., 2019, Liu et al., 2019, Radford et al., 2019, Brown et al., 2020]. More detailed descriptions of the properties are included in Appendix.

Specifically, we model $u$ as a random variable with prior $\pi_\beta(u)$, parameterized by $\beta$, which is required in our NF model. Thus, the posterior $\pi_\theta(u|x) = p_\theta(x|u)\pi_\beta(u)/p_\theta(x)$ also be well-defined\(^3\).

\(^2\)In a broad sense, the sequential latent space is also a discrete space, but the number of state of a sequence is usually too large to be traversed, thus we consider it as a new case.

\(^3\)Strictly speaking, the $\pi_\theta(u|x)$ should be written as $\pi_{\theta,\beta}(u|x)$. We omit the $\beta$ in notation for simplicity without ambiguity.
Table 1: Generative modeling comparison. (∗: With discrete latent, NVF obtains exact $p_\theta$)

| Model                                      | GAN | Neural-SDE | Neural-ODE | AR | VAE | NF | NVF |
|---------------------------------------------|-----|------------|------------|----|-----|----|-----|
| Free-form likelihood                        | -   | ✓          | ✓          |    |     | ✓  | ✓   |
| Well-behaved $|\nabla G|$ | -   | ✓          | ✓          | ✓  | ✓   | ✓  | ✓   |
| Exact density estimation                    |    |            | ✓          |    | ✓   | ✓  | ✓   |
| Density approximation                       | ✓   | ✓          | ✓          | ✓  | ✓   | ✓  | ✓   |
| Explicit generator                          | ✓   | ✓          | ✓          | ✓  | ✓   | ✓  | ✓   |
| Continuous data sampling                    | ✓   | ✓          | ✓          | ✓  | ✓   | ✓  | ✓   |
| Explicit $u|x$ or $z|x$                      | ✓   | ✓          | ✓          | ✓  | ✓   | ✓  | ✓   |

Figure 4: NF with variational latent representation: sample $x$ is generated by a latent representation $u$ and noise $z$. Solid lines denote the NF model $G_\theta$ with latent prior $p_\beta$, such that $p_{\theta,\beta}(x, u, z) = p_\beta(u)p_Z(z)p_\theta(x|u, z)$, where $p_\theta(x|u, z) = 1$ if $x = G_\theta(z, u)$, $p_\theta(x|u, z) = 0$ if $x \neq G_\theta(z, u)$ which can also be reformulated as $p_\beta(u)p_Z(G_\theta^{-1}(x, u)) |\nabla_x G_\theta^{-1}(x, u)| p_\theta(z|x, u)$. Dotted line denotes variational approximation $\nu_\phi(u|x)$ of intractable posterior $\pi_\theta(u|x)$. Dashed lines denote the tractable posterior $\pi_\theta(z|x, u)$.

Then, the learning framework can be established.

### 3.2 Variational Latent Posterior

We turn to present our framework to optimize $G_\theta$ and latent representation jointly. Given latent $u$, and the (prior) probability measure $\pi_\beta(u)$, we have

$$p_\theta(x|u) = p_Z(G_\theta^{-1}(x, u)) |\nabla_x G_\theta^{-1}(x, u)|,$$  

(3.1)

$$p_\theta(x) = \int p_\theta(x|u)d\pi_\beta$$

$$= \int p_Z(G_\theta^{-1}(x, u)) |\nabla_x G_\theta^{-1}(x, u)| d\pi_\beta. $$  

(3.2)

where $\pi_\beta(u)$ is the probability measure defined by $\beta$ that can be either continuous or discrete.
Conventional NF methods would prefer to optimize Eq. (3.2) analytically, which is not sensible in our case: (1) For small discrete space, although it is possible to compute the exact loss, the introduction of \( u \) space makes the density evaluation entail the traversal of \( U \) space, while most \( \pi_\theta(u|x) \) are near 0 due to the clustering phenomenon; (2) When the space is large, such as continuous and sequential space, the exact optimization of Eq. (3.2) becomes intractable. Intuitively, for a fixed \( x \), it is wasteful to traverse the \( U \) space, since only a few of \( u \) are important. Thus, we resort to a more economical way to approximate \( p_\theta(x) \): we aim to obtain \( u|x \) efficiently and only sample important ones.

Variational inference provides us the possibility to find the posterior. In particular, Stochastic Gradient Variational Bayes estimator enables us to obtain a variational approximator \( \nu_\phi(u|x) \) of intractable posterior \( \pi_\theta(u|x) \). Rather than optimizing log-likelihood, we consider to optimize evidence lower bound (ELBO) to obtain \( G_\theta \) and \( \nu_\phi(u|x) \). The full diagram of our proposed framework is displayed in Figure 4.

By Jensen’s inequality, Proposition 1 replaces the Eq. (3.2) with a lower bound, leading to our variational formulation.

**Proposition 1.** In our setting, the evidence lower bound (ELBO) of log-likelihood is written as

\[
\int \log p_\theta(x|u) d\nu_\phi(u|x) - KL(\nu_\phi(u|x)\|\pi_\beta(u)).
\]

(3.3)

For efficient computation, we use Monte Carlo samples to estimate ELBO,

\[
\frac{1}{K} \sum_{k=1}^{K} \log p_\theta(x|u_{xk}) - KL(\nu_\phi(u|x)\|\pi_\beta(u)),
\]

(3.4)

where \( u_{xk} \) are i.i.d. samples from \( \nu_\phi(u|x) \).

By taking Eq. (3.1) and (3.4) together, we can get the loss function below.

**Proposition 2.** For each data sample \( x \), we can obtain our loss function

\[
\ell(\theta, \phi, \beta; x) = -\frac{1}{K} \sum_{k=1}^{K} \left[ \log p_Z(G_{\theta}^{-1}(x, u_{xk})) + \log |\nabla_x G_{\theta}^{-1}(x, u)| \right]
+ KL(\nu_\phi(u|x)\|\pi_\beta(u))
\]

(3.5)

where \( u_{xk} \) are samples from \( \nu_\phi(u|x) \).

We consider two prior parameterization strategies for different latent space (1) For discrete or continuous space, the prior \( \pi_\beta(u) \) is given by uninformative distributions such as uniform distribution, Gaussian distribution, which means \( \beta \) is not need to be learned; (2) For sequential space, the learning process the \( \pi_\beta \) is important. With the a powerful \( \pi_\beta \) class, there exists \( \pi_\beta(u) \) such that \( \pi_\beta(u) = E_X \nu_\phi(u|x) \), and the KL term can be eliminated. In such the case, the loss function can be reduced (Proposition 3).
Proposition 3. If \( \beta \) is learnable and \( \nu_\phi \) is in the distribution class of \( \pi_\beta \). Eq. (3.5) can be equivalently rewritten as a two separate loss functions for \( \phi \), \( \theta \), and \( \beta \).

1. Loss function of \( \theta \) and \( \phi \)
\[
\ell_1(\theta, \phi; x) = -\frac{1}{K} \sum_{k=1}^{K} \log p_Z(G^{-1}_\theta(x, u_{xk})) - \log |\nabla G^{-1}_\theta(x)|; 
\]

2. Given \( \phi \), the loss function of \( \beta \) is
\[
\ell_2(\beta; x, \phi) = -\frac{1}{K} \sum_{i=1}^{K} \log \frac{d\pi_\beta(u_i)}{d\mu_u}, \ u_i \sim \nu_\phi(u|x), 
\]
where we take the Radon–Nikodym derivative of \( \pi_\beta \) over the measure \( \mu_u \) of \( U \).

Thus, when \( \beta \) is fixed, we minimize Eq. (3.5) to obtain \( \hat{\theta}, \hat{\phi} \), when \( \beta \) is learnable, minimization of Eq. (3.6) and (3.7) leads to the estimator of \( \hat{\theta}, \hat{\phi}, \hat{\beta} \).

3.3 NVF Algorithm

To be more clear, we introduce an encoder \( E_\phi(x) \) as the neural network realization of \( \nu_\phi(u|x) \). For discrete \( u \), the output of \( E_\phi(x) \) is the probability of each state \( v_i \):
\[
E_\phi(x) = [\nu_\phi(v_1|x), \cdots, \nu_\phi(v_s|x)]^T.
\]
Sampling from \( \nu_\phi(u|x) \) can be done by Gumble-Softmax technique [Jang et al., 2016]. For continuous random variable, we constrain the posterior \( \nu_\phi(u|x) \) can only be Gaussian, which makes output of \( E_\phi(x) \) as \( \mu \) and \( \sigma \) for the variational posterior \( N(\mu, \sigma I) \). The sampling process is done by reparameterization trick [Kingma and Welling, 2013]. For sequential \( U \) space, \( u_x = E_\phi(x) \) is a latent sequence representation, \( \log \nu_\phi(u = u_x|x) \propto -||u - u_x||^2 \), \( u_x \) is learned by vector quantization [Oord et al., 2017]. \( \nu_\phi(u|x) \) sample the most likely \( u \). The specification of posterior sampling enable us to present full algorithm.

For the evaluation stage, if \( u \) is discrete, we can use Eq. (3.2) to evaluate density. For continuous latent space, some approximation methods are proposed [Burda et al., 2015], but \( p_\theta(x) \) cannot be obtained efficiently, we will evaluate \( p_\theta \) for this case. If \( u \) is sequential, we can use \( E_\phi(x) \) to obtain the most likely \( v_{x1}, \cdots, v_{xK} \in U \) that are top-\( K \) \( \nu_\phi(u|x) \), and compute \( \hat{p}_\theta(x) = \sum_{i=1}^{K} \pi_\theta(u = v_{xi})p(x|v_{xi}) \).

3.4 NVF v.s. Other Generative Models

In this part, we compare our NVF with other generative models. Although GAN is popular in applications [Goodfellow et al., 2014, Brock et al., 2018], the statistical properties are missing in GAN’s framework. The likelihood of is missing and we cannot even approximate the density of data samples. GAN-based models are based on discriminator network to approximate likelihood in feature space, whose statistical properties are vague [Goodfellow et al., 2014, Dinh et al., 2017]. Transportation based methods, such as Neural ODE/SDE and NF, suffer from the Jacobian issue.
Algorithm 1 NVF: Normalizing Variational Flow

**Input:** Data observations \( D = \{x_1, \cdots, x_n\} \); Parameter initialization \( \theta, \phi, \) and \( \beta \). Learning rate \( \eta \). Batch size \( b \).

**Output:** The learned NF \( G_\theta \); variational latent posterior approximator \( \nu_\phi \); the learned prior \( \pi_\beta \) if it is learnable.

1: while \( \theta \) and \( \phi \) do not converge do
2: Sample data \( x_{(i)} \in D \), for \( i = 1, \cdots, b \).
   For each \( x_{(i)} \), compute \( \nu_\phi(u|x_{(i)}) \) and sample \( u_{x_{(i)}}k \) from \( \nu_\phi(u|x_{(i)}) \), for \( k = 1, \cdots, K \).
3: For each \( u_{x_{(i)}}k \), obtain the map on \( Z \) space such that \( z_{x_{(i)}}k = G_\theta^{-1}(x, u_{x_{(i)}}k) \).
4: if \( \beta \) is not learnable then
5: \( [\theta, \phi] \leftarrow [\theta, \phi] - \eta b^{-1} \sum_{i=1}^b [\partial \ell(\theta, \phi, \beta; x_{(i)}) \partial \theta, \partial \ell(\theta, \phi, \beta; x_{(i)}) \partial \phi] \) in Eq. (3.5).
6: else
7: \( [\theta, \phi] \leftarrow [\theta, \phi] - \eta b^{-1} \sum_{i=1}^b [\partial \ell_1(\theta, \phi; x_{(i)}) \partial \theta, \partial \ell_1(\theta, \phi; x_{(i)}) \partial \phi] \) in Eq. (3.6).
8: \( \beta \leftarrow \beta - \eta b^{-1} \sum_{i=1}^b \frac{\partial \ell_2(\beta; x_{(i)}, \phi)}{\partial \beta} \) in Eq. (3.7).
9: end if
10: end while

as described in Section 2. In particular, Neural-ODE/SDE utilizes an integral to obtain the transportation rather than an explicit function, which entails extensive computation. The introduction of noise in Neural-SDE makes it unable to find the latent \( z \) or \( u \) reversely. Autoregressive (AR) models are based on discrete/sequence modeling, which does not support continuous data sampling. Compared with VAE, NVF integrates the NF framework into the likelihood modeling, which supports free-form density function and more complex data modeling, such as images. Besides, VAE is based on the Gaussian likelihood assumption, whose modeling capacity is highly restricted. Our NVF supports exact density estimation that cannot be accomplished by conventional VB frameworks. Table 1 summarizes the comparison.

In summary, our framework shows privileges in the following scenario: (1) Isolated latent cluster representations: Data distribution \( X \) is constructed with both cluster center and noise nearby. The cluster representation usually captures global information of \( X \), denoted as \( U \). The noise part is the quotient space of \( X \) by \( U \), i.e., the space obtained by “collapsing” \( U \) component to zero. We focus on the case that the elements of \( U \) are isolated. The \( \nabla G \) of conventional transportation based methods (NF, Neural-ODE/SDE) would be ill-behaved. (2) Non-Gaussian noise space: the noise near each cluster is a complex distribution rather than Gaussian noise. The Gaussian likelihood assumption oversimplify the real practice. (3) Limited \( G_\theta \) capacity: The target \( G_\theta \) with ill-behaved Jacobian/Hessian matrix cannot be achieved. The ill-behaved \( \nabla G \) fails modeling.

These three conditions are automatically satisfied for most real data and parameterized function classes. We take visual datasets for example: (1) the visual datasets usually contain multiple labels and attributes. Some samples sharing the same properties belong to the same cluster. (2) The noise in image datasets varies, such as background noise, compression noise, which are not Gaussian; (3) For any parameterized function class, the capacity is limited for model size and numerical stability consideration. The non-smoothness and non-continuity should be avoid.
4 Related Works

4.1 Normalizing Flow

Normalizing flow (NF) is a popular and powerful framework in generative modeling. The core idea of NF is to construct a reversible generative function $G_\theta$ between a known distribution $Z$ and observation $X$, and use the change of variables formula to model the distribution of $X$. Thus the density of $X$ can be computed by $p_Z(G^{-1}(x)) |\nabla G^{-1}(x)|$. The key challenge for this framework is to obtain the inverse form of $G_\theta$ and to compute Jacobian determinant. Thus, early works [Dinh et al., 2014, Kingma and Dhariwal, 2018, Dinh et al., 2017, Durkan et al., 2019] target at constructing special functions of $G_\theta$ that has explicit inverse and simple Jacobian form. Some ODE-based methods [Chen et al., 2018, Grathwohl et al., 2018] also consider to compute an integral to make the Jacobian more flexible. These algorithms make it possible to compute the exact likelihood of data samples. Due to the explicit form of $p_\theta(x)$ for input $x$, we can perform density estimation in NF framework. Besides, the sampling procedure can also be done painlessly with the obtained $G_\theta(z)$.

Nonetheless, the transportation function might be complex. Conventional normalizing flow models [Dinh et al., 2014, Dinh et al., 2017, Kingma and Dhariwal, 2018, Durkan et al., 2019] ignore this challenge. Interestingly, the label information of the datasets, which helps to construct better generation, can also be recognized as a latent variable [Brock et al., 2018]. Our motivation originates from these “labels” and we extend them to general unsupervised latent variables that help transportation.

4.2 Variational Bayes

Variational Bayes (VB) is a method to approximate the intractable posterior $\pi_\theta(u|x)$ of latent variables, which cannot be solved by conventional statistical methods such as EM algorithm. The main idea of VB is to use another parametric model $\nu_\phi(u|x)$ to approximate $\pi_\theta(u|x)$. Thus, the parameterization of $\phi$ brings approximation error regarding the capacity. Variational auto-encoder (VAE) [Kingma and Welling, 2013] is the most popular example that uses encoder-decoder neural network pair as the parametric model. However, the distributions of both $\pi_\theta(x|u)$ and $\nu_\phi(u|x)$ are only restricted to standard distribution classes, such as diagonal Gaussian distribution. VQ-VAE [Oord et al., 2017, Razavi et al., 2019] is an extension of VAE that leverages sequential latent variable. The distribution class of $\pi_\theta(x|u)$ in VQ-VAE is still restricted. It only considers $\pi_\theta(x|u)$ as a Gaussian distribution.

Since NF has the capacity of modeling complex densities, it is suitable for the variational approximation step [Rezende and Mohamed, 2015]. Previous work use NF for posterior approximation (VI with NF). In other words, NF was only used to model $\nu_\phi(u|x)$. On the contrary, our framework (NF with VI) does not concentrate on complex posterior modeling but enhances NF modeling with another latent variable. It is also reasonable to consider this framework as an extension of VB that uses NF to improve the capacity of $\pi_\theta(x|u)$. Note that when $u$ is finite, our framework provide explicit likelihood form, which cannot be obtained by VAE formulation. We highlight that even finite latent $u$ still help NF significantly.
Figure 5: Comparison between NF and our NVF. Size indicates the flow depth × flow width. Param. indicates the parameter size. For NF, we use standard Gaussian as $Z$. For NVF, the posterior approximator $\phi$ is with parameter 0.9K.

5 Experiments

We implement the variational latent encoder jointly with conditional normalizing flow. To justify the significance of our NVF framework, we evaluate the likelihood of our model on several datasets, such as 2d toy data, tabular data, and visual data. To provide more intuitive explanation and illustration, we provide visualization and generation results on toy and visual data, which can help readers to understand how NVF works.

5.1 Toy Data Illustration

First, we explore the representative power of our model on toy datasets, i.e., 2-d continuous data distributions. The data are generated with `sklearn`. The sample size of training data is 1024. Figure 5 shows the comparison between NF and NVF. Several observations are made. First, with the increase of flow depths, flow widths and parameters, all three models are improved substantially and thus make a better approximation for $G_s$. Second, for NF models, it could not separate the modes, which is consistent with Example 1. Last, our model achieves a significant improvement on fitting the moon shape and Gaussian mixture, and the modes in NVF are separated clearly. These observations demonstrate that the endowing the normalizing flow with variational latent representation provides more powerful generative modeling capability and thus is able to fit the density better.
Table 2: Test negative log-likelihood for tabular dataset density estimation benchmarks (in nats); lower is better. (P: POWER; G: GAS; H: HEPMASS; M: MINIBOONE; B: BSDS300) The upper half denotes coupling-based flow networks; the lower half inverse/mask-autoregressive-based ones.

| Dataset   | P    | G    | H    | M    | B    |
|-----------|------|------|------|------|------|
| FFJORD    | -0.46| -8.59| 14.11| 10.43| -157.40 |
| RealNVP   | -0.17| -8.33| 18.71| 13.55| -153.28 |
| Glow      | -0.17| -8.15| 18.92| 11.35| -155.07 |
| NSF (C)   | -0.64| -13.09| 14.75| 9.67| -157.54 |
| Ours      | **-0.68**| **-13.21**| **14.53**| **7.35**| **-158.25** |
| MADE      | 3.08 | -3.56| 20.98| 15.59| -148.85 |
| MAF       | -0.24| -10.08| 17.70| 11.75| -155.69 |
| TAN       | -0.48| -11.19| 15.12| 11.01| -157.03 |
| NAF       | -0.62| -11.96| 15.09| 8.86| -157.73 |
| SOS       | -0.60| -11.99| 15.15| 8.90| -157.48 |
| NSF (A)   | -0.66| -13.09| 14.01| 9.22| -157.31 |
| Ours      | **-0.69**| **-13.27**| **13.87**| **7.42**| **-158.26** |

5.2 Latent space and likelihood design

In addition, we conduct experiments on CelebA [Liu et al., 2015] to discuss the effects of latent space and likelihood design from both quantitative (Table 4) and qualitative results (Fig. 6). The hyper-parameter settings follow the previous section and six models are considered: VAE, VAE with discrete latent space, VQ-VAE, normalizing flow with continuous latent, normalizing flow with discrete latent and normalizing flow with sequence latent (i.e., NVF). First, as for the likelihood design, we observe that NF-based models outperforms VAE-based models, demonstrating the advantages of the free-form likelihood. The generation samples of VAE-based method can be recognized as “cluster centers” in our literature, since it assume the Gaussian likelihood in the model, and the nearby noise is isotropic. Our NVF does not add too much restrictions on likelihood design, leading to better modeling. Furthermore, as for the latent space design, the sequence latent space performs much better than continuous and discrete latent space. Overall, normalizing flow with continuous latent performs the second best, verifying the good capability of normalizing flow and NVF achieves further improvement upon it, illustrating the power of sequence latent space. We also include the generated samples in the following sections for further comparison.
Table 3: Test negative log-likelihood for visual datasets (in bits/dim); lower is better.

| Dataset       | MNIST | Fashion | CIFAR10 (5-bit) | CIFAR10 (8-bit) | IMAGENET |
|---------------|-------|---------|-----------------|-----------------|----------|
| REALNVP       | 1.06  | 2.85   | -               | 3.49            | 3.98     |
| GLOW          | 1.05  | 2.95   | -               | 3.35            | 3.81     |
| NSF           | -     | -      | 1.67            | 3.38            | 3.82     |
| MARprior      | 0.88  | -      | -               | 3.24            | 3.80     |
| RESIDUALFLOW  | 0.97  | -      | -               | 3.08            | 3.75     |
| FLOW++        | -     | -      | -               | 3.08            | 3.69     |
| SURVAE        | -     | -      | -               | 3.08            | 3.70     |
| **Ours**      | **0.78** | **2.02** | **1.37**       | **2.98**        | **3.49** |

Table 4: FID scores on CelebA; lower is better. Note that we display the reconstructed images for VQ-VAE due to the unsatisfied quality of generation. We compare continuous latent, discrete latent and sequence latent, separately.

| Latent | Continuous | Discrete | Sequential |
|--------|------------|----------|------------|
| FID (vae) | 47.82     | 126.27   | 31.57      |
| FID (ours) | **18.85** | **68.34** | **16.23** |

5.3 Density estimation

We also conduct density estimation experiments on four UCI datasets with different dimensions $d$ [Asuncion and Newman, 2007], namely POWER ($d = 6$), GAS ($d = 8$), HEPMASS ($d = 21$), MINIBOONE ($d = 43$); and BSDS300 dataset ($d = 63$) [Martin et al., 2001] with the same data pre-processing steps following [Papamakarios et al., 2017]. The neural network architecture of $G_{\theta}$ follows NSF [Durkan et al., 2019], with 10 or 20 flow depths depending on the data. The variational posterior approximator is a 4-layer MLP encoder with 256 neurons and ReLU activation function. The number of discrete latent states is cross-validated chosen from $\{2, 5, 10, 20\}$. NF has two structures in density estimation: For both coupling based [Dinh et al., 2017, Kingma and Dhariwal, 2018, Durkan et al., 2019] and inverse/mask autoregressive based [Papamakarios et al., 2017, Germain et al., 2015, Kingma et al., 2016, Jaini et al., 2019, Oliva et al., 2018, Huang et al., 2018] approaches, the introduction of latent representation helps significantly. The results are shown in Table 2. First, our algorithm achieves state-of-the-art performance in all density estimation benchmarks. Moreover, even for FFJORD which is an ODE-based algorithm with much larger capacity, our algorithm still outperform it consistently. Last, compared with our base architecture model NSF, our improvement is significant, especially for those datasets with higher dimensions.
5.4 Normalizing Flows on Visual Datasets

In this section, we investigate the effectiveness of our algorithm on five real-world visual datasets: MNIST [LeCun, 1998], Fashion MNIST [Xiao et al., 2017], CIFAR-10 [Krizhevsky et al., 2009], CelebA [Liu et al., 2015], ImageNet [Deng et al., 2009]. Our model is trained with learning rate $10^{-4}$. We apply the Adam optimizer [Kingma and Ba, 2015] and anneal the learning rate according to a cosine schedule. We compare our model with Neural Spline Flow (NSF) [Durkan et al., 2019], Glow [Kingma and Dhariwal, 2018], MARPrior [Mahajan et al., 2020], Flow++ [Ho et al., 2019], ResidualFlow [Chen et al., 2019], in terms of negative log-likelihood on the test set. The results are shown in Table 3. It is observed that our model, NVF, achieves the state-of-the-art on all datasets and there are two major performance improvement. There is a significant jump in performance occurs between the baseline models and our NVF. This increase can be attributed to the power of the variational latent representation. Particularly, it is observed that our model achieves the best performance against all baseline models stuck on these datasets.

We provide additional samples to show the importance of latent capacity and the effectiveness of NF framework in Figure 7. It is clear that discrete and standard VAE is blurred, which means the capacity of Gaussian likelihood is insufficient to represent images. VQ-VAE can improve the performance, but the performance is still unsatisfactory (lack of details). For NF variants, due to the capacity of NF framework against Gaussian, the details can be filled. Besides, our NVF framework is the best choice to regenerate proper samples.
6 Conclusion

This paper introduces new framework for learning normalizing flow models, which incorporate a variational latent representation to simplify the transportation function. We have shown that without the latent representation, NF fails to model data with multiple isolated modes. Our variational latent representation endows our model with strong compatibility that supports different data structures, such as images. Empirical results have shown the necessity of latent variable and the significant improvement of our framework.
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A Proof

A.1 Proof of Example 1 and 2

**Proof.** Assume that the cumulative distribution function (CDF) of Standard Normal distribution is \( \Phi(x) \). Then the CDF for \( X \) is

\[
F(x) = \frac{1}{2} \left[ \Phi \left( \frac{x - \mu}{\sigma} \right) + \Phi \left( \frac{x + \mu}{\sigma} \right) \right]
\]

For case (1), the CDF of \( Z \) is \( \Phi(x) \)

Then, by inverse transform sampling [Vogel, 2002], the optimal transportation function can be written as

\[
G(z) = F^{-1} \circ \Phi(z)
\]

Thus,

\[
\frac{dG(z)}{dz} = \frac{F^{-1}(\Phi(z))}{d\Phi(z)} \cdot \frac{d\Phi(z)}{dz} = \frac{dF^{-1}(\Phi(z))}{d\Phi} \cdot p_Z(z) = \frac{p_Z(z)}{p_X(G(z))}
\]

When \( z = 0 \), \( \Phi(z) = \frac{1}{2} \),

\[
\left. \frac{dG(z)}{dz} \right|_{z=0} = \frac{p_Z(0)}{p_X(0)} = \frac{1}{\sigma} \exp \left( -\frac{\mu^2}{2\sigma^2} \right) = \sigma \exp \left( \frac{\mu^2}{2\sigma^2} \right)
\]

(2) If the CDF of \( Z \) is

\[
\frac{1}{2} \left[ \Phi \left( \frac{x - \mu/2}{\sigma} \right) + \Phi \left( \frac{x + \mu/2}{\sigma} \right) \right]
\]

then similarly,

\[
\left. \frac{dG(z)}{dz} \right|_{z=0} = \frac{p_Z(0)}{p_X(0)} = \exp \left( \frac{\mu^2}{2\sigma^2} - \left( \frac{\mu/2}{2\sigma} \right)^2 \right) = \exp \left( \frac{3\mu^2}{8\sigma^2} \right).
\]

With latent variable, it is quite natural that \( \sigma Z + \mu \sim \mathcal{N}(\mu, \sigma^2) \). \( \square \)

A.2 Proof of Proposition 1 and 2

**Proof.**

\[
\log p_\theta(x) = \log \int p_\theta(x|u) d\pi_\beta(u) = \log \int p_\theta(x|u) \frac{d\pi_\beta(u)}{d\nu_\phi(u)} d\nu_\phi(u) \geq \int \log p_\theta(x|u) d\nu_\phi(u) + \text{KL}(\nu_\phi||\pi_\beta)
\]

(A.1)
By taking $p_\theta(x|u) = p_Z(G_\theta^{-1}(x,u))|\nabla_x G_\theta^{-1}(x,u)|$, the desired loss is obtained.

\[
\text{A.3 Proof of Proposition 3}
\]

Proof. Since $\nu_\phi$ is in the distribution class of $\pi_\beta$, for any $\nu_\phi(u|x)$ and $X$, there exists $\beta_\phi$ such that $\pi_{\beta_\phi} = E_X \nu_\phi(u|x)$.

Thus, by choosing $\beta_\phi$ and taking the expectation over $X$. The loss function becomes,

\[
E_X \ell(\theta, \phi, \beta; x) = -\frac{1}{K} \sum_{k=1}^{K} E_X \log p_Z(G_\theta^{-1}(x,u_{xk})) - \frac{1}{K} \sum_{k=1}^{K} E_X \log |\nabla_x G_\theta^{-1}(x,u)|. \tag{A.2}
\]

Thus, for each $x$, the loss function for $\phi$ and $\theta$ is equivalent to Eq. (3.6).

For optimization of $\beta$, the KL divergence term can also be estimated by Monte Carlo samples. Note that

\[
\text{KL}(\nu_\phi(u|x)\|\pi_\beta(u)) \propto -\int \log \frac{d\pi_\beta(u)}{d\mu_u} d\nu_\phi(u|x) \tag{A.3}
\]

where $\mu_u$ is (1) the Lebesgue measure on $u$ if $u$ is continuous; (2) discrete measure on $u$ if it is discrete or sequential.

Then the Monte Carlo estimation is

\[
-\frac{1}{K} \sum_{i=1}^{K} \log \frac{d\pi_\beta(u_i)}{d\mu_u}, \quad u_i \sim \nu_\phi(u|x). \tag{A.4}
\]
B More discussions

B.1 Latent space $U$

B.1.1 Limited discrete latent space

Discrete latent space is adopted in conventional statistics, especially for clustering analysis. In particular, the idea is to divide the observation data into several groups, each group is associated with one vector: $U = \{v_1, \cdots, v_s\}$. The vector $v_i$ is the representation of each group. This idea is the most basic idea in representation learning that assign a feature vector for each group. The index of each representation in latent space can be recognized as an unsupervised label. However, due to the capacity of discrete latent space, it becomes less popular in current deep learning literature.

For NF framework, the discrete latent space still has significant value. Although the NF framework has explicit likelihood, the introduction of latent variable makes the density computationally available only if $U$ is discrete (Otherwise we need to compute the integral over $u$). Meanwhile, the discrete $u$ is sufficient for constructing a better transportation path in spite of the limited capacity. Thus, for tabular data, the choice of discrete $u$ is ideal to boost conventional NF.

B.1.2 Continuous latent space

The continuous latent space is the most general and widely-used representation recently. Most of feature learning are based on this structure, such as the ResNet pretrained feature, latent space of VAE, etc. For GAN, although we are unable to find $u|x$ explicitly, the design of $u$ is still continuous. In these models, the capacity of continuous $u$ benefits the modeling process. Even if the crucial latent space is discrete one, it is still a subspace of the original continuous latent space. For example, the latent labels can be obtained by continuous $u$ with a linear transformation and a softmax transform.

However, from an NF view, the continuous $u$ loses an important advantage of NF models while brings powerful representation: the painless computation of $p_\theta(x)$. We need to approximate the integral over $\pi_\beta(u)$ to obtain the density form.

B.1.3 Sequential latent space

Another popular latent representation is the sequential ones, i.e., a sequence/tensor of latent representation. $U = \{v_1, \cdots, v_m\}$, where $v_i$ is the representation of each element, $m$ denote the length of sequence. The current space contains $s^m$ states, while plain discrete space only has $s$. Exponentially large state space makes the capacity totally different, so we divide it to a new category. Recently, with the development of transformers, the sequential latent space is particularly becomes a strongly competitor against continuous latent space.

Considering the NF setting, since sequential model is still discrete, the density estimation process can be done with $\nu_\phi(u|x)$ importance sampling. Meanwhile, the space of current $U$ is much larger conventional discrete space, which support more complex data structures such as images, texts, etc. Notably, for this data structure, the $\pi_\beta(u)$ can be highly uneven over states, so we learn the prior from data.
B.2 Experimental Details

All of our experiments are conducted on 11GB NVIDIA 2080Ti GPUs. For toy and tabular data, the encoder architecture is multilayer perceptron (MLP). For visual datasets, the encoder architecture is based on the ResNet and the prior of latent sequence is based on a Transformer. We discuss the experimental details with different datasets respectively.

Toy Data

On toy dataset, we use a sequence of (1) Reverse Permutation; (2) LU Linear Transform; (3) Affine Coupling Transform; for each layer. We have compared the settings of different depth and hidden size of Affine Coupling Transform, such as [4,4], [4,16], [4,32], [10,4], [10,16], [10,32]. The posterior estimator \( \nu \) is approximated by a MLP with a 4 layer 16 hidden nodes.

Tabular Data

On tabular datasets, we follow the architecture and default parameters of neural spline flows with additional context feature encoded by the posterior estimator \( \nu(v|x) \). The variational posterior approximator \( \nu(v|x) \) is a 4-layer MLP encoder with hidden 256 neurons and ReLU activation function. The maximum training epoch is 1000. The model is selected by validation. Adam optimizer is used and the initial learning rate is \( 5 \times 10^4 \).

Visual Data

We first train an encoder-decoder model, where the vocabulary size is 16, embedding dimension is 16, batch size is 32, and learning rate is 1e-5. Then we train a Transformer model, implemented based on a 12-layer, 768-hidden, 12-heads GPT-2 with 512 for maximum input length and 3072 for intermediate size. We initialize it from the pre-trained weights of GPT-2 124M with GPT-2-simple library (https://github.com/minimaxir/gpt-2-simple). The Transformer model is optimized 100,000 steps with AdamW optimizer. The weight decay is set to 0.01 with \( \beta_1 = 0.9, \beta_2 = 0.999 \). The learning rate is 1e-4 and linearly decayed to 0 according to a cosine schedule.

Time Cost Discussion

The time cost vs baseline in (1) Tabular data: is negligible (Sampling: \( 1.001 \times \), Inference: \( 1.007 \times \), 1.0 \times indicates no extra cost). (2) CIFAR-10: is still affordable (Sampling: \( 3.41 \times \), Inference: \( 1.67 \times \)). The computation overhead is similar to larger network. The training of latent prior and NF can be paralleled.