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Figure 1: Oil paintings produced by our method. The first row shows four results with the inputs on the right. The second row shows two groups of oil paintings, each including a concrete result and a rough result. We recommend zooming in to see.

ABSTRACT

This paper proposes a novel stroke-based rendering (SBR) method that translates images into vivid oil paintings. Previous SBR techniques usually formulate the oil painting problem as pixel-wise approximation. Different from this technique route, we treat oil painting creation as an adaptive sampling problem. Firstly, we compute a probability density map based on the texture complexity of the input image. Then we use the Voronoi algorithm to sample a set of pixels as the stroke anchors. Next, we search and generate an individual oil stroke at each anchor. Finally, we place all the strokes on the canvas to obtain the oil painting. By adjusting the hyper-parameter maximum sampling probability, we can control the oil painting fineness in a linear manner. Comparison with existing state-of-the-art oil painting techniques shows that our results have higher fidelity and more realistic textures. A user opinion test demonstrates that people behave more preference toward our oil paintings than the results of other methods. More interesting results and the code are in https://github.com/TZYSJTU/Im2Oil.
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1 INTRODUCTION

Stroke Based Rendering (SBR) [19, 20] is both a classic topic and a challenging problem in the field of digital multimedia art. Different from the common image-to-image style transfers [10, 22, 59] that are usually based on pixel-wise mapping, SBR techniques create a painting by drawing discrete strokes on the canvas like real artists, which behaves highly intelligent and brings users impressive visual experience. As an imitation of the human creation process, SBR techniques usually follow some heuristic artistic principles, such as from coarse to fine [17, 23, 36] and edge enhancement [15, 35, 49]. To design an SBR algorithm (this paper focuses on the task of oil painting), researchers need to address three fundamental problems.

The first problem is how to search for strokes. Existing SBR techniques usually formulate oil painting creation as pixel-wise approximation, i.e., minimizing the pixel difference between the oil painting and the input image. The most common methods are greedy strategies, such as [17] drew new strokes at the largest error point. Some other methods [13, 18] randomly perturbed the strokes to reduce the sum-of-squares difference. Recent research [23] uses deep reinforcement learning to train an oil painting agent by optimizing the $L_2$ distance, while [36, 60] train neural networks to predict strokes by optimizing the $L_1$ loss. In this paper, we rethink the oil painting problem and come up with a highly interpretable assumption: areas with complex textures should be painted with small and dense strokes to maintain high fidelity; while areas with smooth textures could be painted with large and sparse strokes since it will not cause obvious visual degradation. Based on this idea, we formulate oil painting creation as an adaptive sampling problem. Firstly, we translate the input image into a probability density map whose probability values are determined by its local texture complexity. Pixels with complex textures have relatively large probabilities, while pixels with smooth textures have relatively small probabilities. Then we use the Voronoi algorithm to sample a set of pixels from the probability density map as the stroke anchors, whose number is proportional to the input image’s global texture complexity. At each anchor, we generate an individual stroke based on its nearby texture features.

The second problem is how to render strokes. We divide existing SBR methods into model rendering and template rendering. Model rendering means the stroke is rendered by some handcrafted math models such as the Bézier curve in [23] and the B-spline in [20]. Template rendering means the stroke is derived from a template image, such as the brush dictionary in [57] and the primitive brush in [36]. In this paper, we adopt the method of template rendering to produce photo-realistic strokes: we use a gray image of a real oil brush as the stroke template and transform it into various strokes according to some attribute parameters.

The third problem is how to control the oil painting’s fineness. People usually enjoy fine-grained results, while some others may prefer abstract results. Therefore, SBR techniques usually have a fineness control mechanism: [17] uses a threshold to limit the maximum pixel error of the painting; [15] divides the image into layers of different frequencies; [23, 36, 60] specify the stroke number in each block manually. However, these mechanisms are not user-friendly because they cannot control the fineness in a linear manner. For example, it is hard to predict how much the fineness will improve when reducing the error threshold by 20% or using 20% more strokes. Obviously, a linear fineness control mechanism will make it easier for users to tune hyper-parameters and get the desired fineness. In this paper, the fineness of our oil painting is controlled by a hyper-parameter, maximum sampling probability ($p_{\text{max}}$), which not only determines the stroke number but also limits the stroke’s maximum and minimum size. By adjusting this hyper-parameter, we can produce oil paintings with linearly changed fineness from concrete to rough. In Figure 1, the first row shows four concrete results using $p_{\text{max}} = \frac{1}{4}$, whose inputs are the small images on the right. The second row shows two groups of oil paintings each including a concrete ($p_{\text{max}} = \frac{1}{8}$) result and a rough ($p_{\text{max}} = \frac{1}{16}$) result. More discussion about fineness control is in Section 4.2.

Having addressed all these three problems, we presented this paper and titled it “Im2Oil” for short, which means translating an image into oil paintings. To prove the application value of our method, we compare it with three state-of-the-art SBR oil painting techniques [23, 36, 60]. The qualitative comparison shows that our method could generate oil paintings with more realistic textures, higher fidelity, and fewer artifacts. For quantitative comparison, we designed a Mean Opinion Score (MOS) test and invited 115 volunteers to rate the oil paintings produced by the above methods. The MOS test shows there exist obvious gaps among these methods, and the results of our method got the highest user rating.

Our contribution can be summarized as follows:

- We rethink the oil painting problem from the perspective of adaptive stroke anchor sampling rather than the commonly followed pixel-wise approximation technique route.
- We can linearly control the fineness of our oil painting by varying the hyper-parameter maximum sampling probability ($p_{\text{max}}$) to produce arbitrarily concrete or rough results.
- Both the qualitative comparison and the user opinion test demonstrate that our method is superior to state-of-the-art SBR oil painting techniques.

2 RELATED WORK

2.1 Stroke-Based Rendering

Stroke-Based Rendering (SBR) is a classic artificial intelligence topic that teaches machines to paint like artists. SBR tasks mainly include stippling [4, 21, 28, 30, 39, 40, 43, 52], oil painting [11, 13, 17, 18, 23, 27, 31, 33, 35, 36, 57, 60], tile mosaics [5–8, 14, 27, 29, 48], pen-and-ink drawing [27, 44–46, 53, 54], pencil sketching [9, 12, 49], watercolor painting [3, 27, 51, 55, 56], and vector-field visualization [16, 24, 32, 37, 42, 50]. Technically, SBR algorithms include greedy strategies [11, 17, 24, 35], optimization or relaxation [4, 14, 28, 47], and trial-and-error methods [13, 18, 50]. In recent years, researchers have proposed many modern SBR techniques including RL water-color painting [35, 56], RNN-based image doodling [12], CNN-based character writing [58], DRL oil painting [23], Paint Transformer [36], and SBR style transfer [31, 60].

2.2 Voronoi Related SBR Techniques

In this paper, we use the Voronoi algorithm to sample pixels as the stroke anchors. The Voronoi diagram [1] was first applied to the SBR task stippling in [4] by Deussen et al. who use evenly spaced
Anchors (K) $S_1, S_2, S_3, ... S_K$

Figure 2: Overall Framework. Firstly, we use the input image to sample a total of K pixels as anchors. Next, we search and generate an individual oil stroke at each anchor, indicated as \( \{S_1, S_2, S_3, ... S_K\} \). These strokes are placed one by one on the canvas during the rendering process. Finally, all the strokes compose the oil painting result.

3 METHOD

The overall framework of our method is shown in Figure 2. Firstly, we use the input image to sample a total of K pixels as Anchors. Next, we search and generate an individual Oil Stroke at each anchor, indicated as \( \{S_1, S_2, S_3, ... S_K\} \). The obtained strokes are placed one by one on the canvas during the Rendering Process. Eventually, all the strokes compose the final result Oil Painting. In the following, we will introduce our method in detail.

3.1 Adaptive Anchor Sampling

As introduced in Section 1, we vary the stroke size and density in areas of different texture complexity. Since each stroke corresponds to an individual anchor, controlling the distribution of the strokes is controlling the distribution of their anchors. This section shows how to obtain the stroke anchors by adaptive sampling. Firstly, we use the input image \( I \) to calculate a probability density map \( I_p \). Pixels in \( I_p \) with larger values have a larger probability of being sampled as an anchor. Generally, areas with complex textures (high frequency) are often accompanied by significant gradient changes, while areas with smooth textures (low frequency) usually have small gradients. However, the gradient map is not suitable to directly use as the probability density map because large gradients may only exist on the narrow edges. To paint fine-grained contours, it is not enough to enhance only the edges, but also the neighboring areas of the edges. In other words, we should improve the sampling probability of the pixels around the edges. This can be solved by applying a smoothing operation on the gradient map so that the large gradients will diffuse to their neighboring areas. Specifically, we use the Sobel filter to extract gradients and use the Mean filter to smooth the gradient map. Both filters use a \( 5 \times 5 \) window. Then the smoothed gradient map is normalized to an interval [\( p_{\text{min}}, p_{\text{max}} \)] as the probability density map \( I_p \), where \( 0 < p_{\text{min}} < p_{\text{max}} \leq 1 \). Here \( p_{\text{max}} \) is the maximum sampling probability, and \( p_{\text{min}} \) is the minimum probability. \( p_{\text{min}} > 0 \) ensures that the pixels in the most smooth area could be sampled as anchors, so that some strokes will be drawn to this area. \( p_{\text{max}} \leq 1 \) means there can be at most one anchor at each pixel. In practice, we use \( p_{\text{min}} = \frac{1}{K} p_{\text{max}} \), thus \( p_{\text{max}} \) is the only hyper-parameter that need to be specified by users. Now add up all the pixel values (sampling probability) in \( I_p \), we use the sum \( K \) as the number of stroke anchors. Therefore, our method could automatically determine the stroke number based on the global texture complexity of the input image and the hyper-parameter maximum sampling probability \( p_{\text{max}} \).

Algorithm 1 Rejection Sampling

Given: probability density map \( I_p \), anchor number \( K \); Output: K anchors;
1. Randomly generate a probability density map \( I_u \) which has the same shape as \( I_p \), and \( I_u \sim \text{Uniform} \ (0,1) \);
2. Randomly select a pixel \( (x, y) \). If \( I_u(x, y) \leq I_p(x, y) \), sample this pixel; else, reject this pixel.
3. Repeat Step 2 until sampling \( K \) different pixels.

Next, we use Rejection Sampling [41] to sample \( K \) pixels from the probability density map \( I_p \) as the stroke anchors, as shown in Algorithm 1: we use a uniform distribution \( I_u \sim \text{Uniform} \ (0,1) \) to...
sample the probability density map $I_p$; every time we randomly select a pixel $(x, y)$, if $I_p(x, y) \leq I_p(x, y)$ then this pixel is sampled (else, rejected); repeat this operation until all different pixels are sampled. By this means, pixels in $I_p$ with larger probabilities are more likely to be sampled. In Figure 3, (a) is the visualization of a probability density map (the input is in Figure 5). (b) is the rejection sampling result of (a). We use $p_{max} = \frac{1}{4}$ and $K = 3068$. The sampled anchors look messy because rejection sampling is just a rough approximation to the probability density map. Ideally, the distribution of the anchors should be as close as possible to the probability density map. This can be solved by applying the Voronoi algorithm (Lloyd’s method [38]) to optimize (relax) the position of the anchors. Lloyd’s method is also known as the famous K-means clustering [2]. As shown in Algorithm 2: the $K$ anchors obtained by rejection sampling are used as the initial $K$ centroids for pixel clustering; the probability density map $I_p$ is used as the weight map of the pixels; each pixel in $I_p$ is divided into the cluster of its nearest (coordinate distance) centroid; the new centroids of these clusters are calculated using the weight map $I_p$; repeat the above clustering process for an iteration to optimize the centroid coordinates, which are the final positions of the anchors. In this way, the distribution of the anchors will gradually tend to the probability density map. As shown in Figure 3, (c) is the Voronoi relaxation result of (b) using Algorithm 2 for $N=15$ iterations. The distribution of the anchors in (c) looks much closer to (a) than in (b). In regions with smooth textures (such as the background), the anchors distribute sparsely and evenly, which mainly depends on the minimum sampling probability $p_{min}$. In regions with significant texture changes (such as the contours), the anchors gather densely while maintaining a certain distance, which mainly depends on the maximum sampling probability $p_{max}$. Actually, for any pixel, assume its sampling probability is $p$, there will be one anchor in its neighboring $\frac{1}{p}$ pixels (approximately). While for any anchor, assume its sampling probability is $p$, there will be no other anchors in its neighboring $\frac{1}{p}$ pixels (approximately). In practice, we fix $N = 15$, because after 15 iterations, the anchor distribution will have been close enough to the probability density map.

3.2 Stroke Searching and Generation

This section introduces how to search and generate a stroke at each anchor. Our stroke model is shown in Figure 4 (a) with the shape of rectangle. The red point indicates the anchor. The rotation angle $\theta$ is the direction of the stroke. $l_1$ is the length extending along the direction of $\theta$; $l_2$ is the length extending along the direction of $(\theta + \pi)$; $w_1$ is the width extending along the direction of $(\theta + \frac{\pi}{2})$; $w_2$ is the width extending along the direction of $(\theta - \frac{\pi}{2})$. Besides, we use the anchor pixel’s color as the stroke color.

Firstly, we introduce how to determine the stroke direction $\theta$. When human artists paint, they usually draw strokes along the object’s edges. That is because drawing strokes across the edges will result in a rough contour [35] while drawing strokes along the edges helps to produce accurate shapes [15]. Therefore, the stroke direction $\theta$ should follow the tangent of the edges. Specifically, we use the ETF vector field (edge tangent flow) [25, 26] to find the tangent of the edges and use the anchor’s ETF direction as $\theta$. Here briefly reviews the calculation of ETF: compute the input image’s gradient vector field (modulus and direction at each pixel); rotate the directions by $\frac{\pi}{2}$; tend the direction of the pixels with a small modulus to the direction of its nearby pixels with a large modulus, while the modulus is not changed. In this way, the ETF direction will approximately follow the tangent of its nearby edges. That is why it calls “Edge Tangent Flow”.

Algorithm 2 Voronoi Algorithm

| Given: initial $K$ centroids, weight map $I_p$, iterations $N$. | Output: optimized $K$ centroids; |
|-------------------------------------------------------------|----------------------------------|
| 1. For each pixel in $I_p$, calculate its coordinate distance to each centroid; | 1. For each pixel in $I_p$, calculate its coordinate distance to each centroid; |
| 2. Divide each pixel into the cluster of its nearest centroid; | 2. Divide each pixel into the cluster of its nearest centroid; |
| 3. Use the weight map $I_p$ to calculate the new centroid coordinates of these $K$ clusters; | 3. Use the weight map $I_p$ to calculate the new centroid coordinates of these $K$ clusters; |
| 4. Repeat step 1,2,3 for $N$ iterations. | 4. Repeat step 1,2,3 for $N$ iterations. |

Algorithm 3 Length Searching

| Input: anchor coordinate $(x_0, y_0)$, searching direction $\alpha$, input image $(H, S, V)$, H channel threshold $t_H$, V channel threshold $t_V$, step length $\delta$. |
|------------------------------------------|
| Output: length $L$; |
|------------------------------------------|
| 1. $(x, y) \leftarrow (x_0, y_0)$, $L \leftarrow 0$; |
| 2. do |
| 3. $L \leftarrow L + \delta$; |
| 4. $(x, y) \leftarrow (x, y) + (\delta \cdot \cos \alpha, \delta \cdot \sin \alpha)$; |
| 5. while $|H(x, y) - H(x_0, y_0)| < t_H$ and $|V(x, y) - V(x_0, y_0)| < t_V$ |
| 6. return $L$ |

Figure 3: (a) is the probability density map. (b) is the rejection sampling result. We use $p_{max} = \frac{1}{4}$ and totally sample $K = 3068$ anchors. (c) is the Voronoi relaxation result.

Figure 4: Stroke illustration. (a) is the stroke parameter model. (b) is the stroke template image. (c) is the stroke rendering result using the parameters in (a) and the template in (b).
Next, we introduce how to determine the stroke length $l_1, l_2$ and width $w_1, w_2$, which is described in Algorithm 3. We use the anchor coordinate $(x_0, y_0)$ as the start point for searching. The searching direction $\alpha = 0, \theta + \pi, \theta + \frac{\pi}{2}, \theta - \frac{\pi}{2}$ for $l_1, l_2, w_1, w_2$, respectively. The input image is converted to the HSV color space since HSV (Hue, Saturation, Value) have more intuitive meanings than RGB. In every step, the point $(x, y)$ moves length $\delta$ along the searching direction $\alpha$ (we fix $\delta = 1$ pixel). During searching, two conditions constrain the difference between the point $(x, y)$ and the anchor $(x_0, y_0)$. $|H(x, y) - H(x_0, y_0)| < t_H$ restricts the stroke from being drawn to regions with much different hue. $|V(x, y) - V(x_0, y_0)| < t_V$ restricts the stroke from being drawn to regions with much different brightness. In practice, we fix $t_H = \frac{\pi}{4}$ and $t_V = 15$ as the thresholds. We do not set a condition for the S channel because the visual difference caused by saturation is not as obvious as hue and brightness. Besides, we use $L_{\min}$ and $L_{\max}$ as the minimum and maximum length to clip the searching length $L$. $L_{\min}$ and $L_{\max}$ are automatically determined by the anchor’s sampling probability. As described at the end of Section 3.1, assume the anchor’s sampling probability is $p$, there will be no other anchors in its neighboring $\frac{L}{2}$ pixels (approximately), whose area equals to a $p^{-\frac{1}{2}} \times p^{-\frac{1}{2}}$ square window. In view of this, it is reasonable to make $L_{\max}$ proportional to $p^{-\frac{1}{2}}$. In practice, we use $L_{\max} = p^{-\frac{1}{2}}$ for $w_1$ and $w_2$, and we use $L_{\max} = 3 \times p^{-\frac{1}{2}}$ for $l_1$ and $l_2$. That’s because the stroke length are generally larger than width. As for $L_{\min}$, we use $L_{\min} = p_{\max}^{-\frac{1}{2}}$ for $w_1$ and $w_2$ and $L_{\min} = 3 \times p_{\max}^{-\frac{1}{2}}$ for $l_1$ and $l_2$. $L_{\min}$ limits the fidelity (detail resolution) that the oil painting can achieve, which essentially depends on the maximum sampling probability $p_{\max}$.

As introduced in Section 1, we use the method of template to render strokes. Figure 4 (b) shows our oil stroke template, which is a gray image composed of a background mask and a foreground texture. Only the foreground is the actually used part. The mask with such an irregular shape looks much more natural than a rigid rectangle. The texture follows the long side of the stroke to reflect the drawing direction. Now given the stroke parameters $\theta, l_1, l_2, w_1, w_2$, and HSV color $\langle h, s, v \rangle$, the stroke template is resized to length $l_1 + l_2$, width $w_1 + w_2$, and is rotated by angle $\theta$. Then the template is colored by the following method. Take constant $h$ and $s$ as the stroke’s H channel and S channel. For the V channel, the value varies with the texture of the template. Use $T$ to denote the template image and use $g_m$ to denote its grayscale average. The template $T$ is multiplied by $\frac{v}{g_m}$ as the V channel of the stroke. In this way, the mean energy of the V channel will not change because $\frac{v}{g_m} = \frac{v}{g_m} \cdot Mean(T) = v$. As shown in Figure 4, (c) is the stroke rendering result using the parameters in (a) and the template in (b). In addition to the stroke template in Figure 4 (b), we also offer a set of alternative templates with different textures, which is discussed in the supplementary material.

### 3.3 Painting Process

By the methods in Section 3.2, we could search and generate a stroke at each anchor. Now we place the strokes one by one on the canvas to produce the oil painting. During this process, some strokes will overlap with each other. In this case, we make the newly drawn stroke completely cover the previous ones, which is consistent with the real oil painting. Therefore, different stroke drawing orders will lead to different final results. If the stroke number is $K$, then we have $K!$ different orders, and there must be an optimal solution that minimizes the pixel difference between the painting result and the original image. However, the factorial of $K$ is too large to enumerate each order and find the optimal solution. Fortunately, we can quickly find an approximate solution. Review the anchor sampling method in Section 3.1 and the stroke length clipping mechanism in Section 3.2. Areas with complex textures are sampled with dense anchors and drawn with small strokes, while areas with smooth textures are sampled with sparse anchors and drawn with large strokes. Obviously, large strokes are more likely to cause errors, while small strokes are usually more accurate. In view of this, we sort the strokes by their area size and paint them from the largest to the smallest (greedy strategy).

As shown in Figure 5, (a) is the input image and (b) is the oil painting result after adding all the strokes to the canvas. Zoom in (b), it can be seen that a few small white holes are not colored. The enlarged area with a red border shows some of the holes. One reason for this phenomenon is that the mask of the stroke template discards some border regions and these regions happen to be not colored by any other strokes during the painting process. Besides, the noise in the image may influence stroke searching and cause some holes. Whatever, the current algorithm cannot guarantee to paint all the pixels. We solve this problem by the following padding method. Firstly, we find the connected domain of each uncolored hole and calculate the centroid of the connected domain. As shown in Figure 5 (e), the tiny red points are the centroids of the uncolored holes.
Figure 6: Comparison of different stroke direction. (a1) is the illustration of the ETF vector field; (b1) is the illustration of a constant vector field fixed at 45°; (c1) is the illustration of a random vector field; (a2)(b2)(c2) are the corresponding oil painting results whose strokes are guided by the direction of (a1)(b1)(c1), respectively.

holes. Next, we use these centroids as new anchors to search and render strokes on a white canvas, obtaining (d). The tiny red points in (d) are the new anchors, whose positions are the same as those in (c). Now use (d) to pad (b), which means the value of those uncolored pixels in (b) are taken from the corresponding pixels in (d), while the value of those already colored pixels in (b) remain unchanged. The padding result is shown in (e). Although most of the holes disappear, the padding operation may not eliminate all the uncolored pixels at one time. The enlarged area with a blue border in (e) shows that one hole still exists. Therefore, the padding operation will usually iterate several times (empirically, three times in most cases) before eliminating all the holes. Finally, we get the oil painting result with no uncolored pixels, as shown in (f).

4 ABLATION STUDY

4.1 Stroke Direction

As described in Section 3.2, we use the Edge Tangent Flow vector field [25, 26] as the stroke direction guidance. The ablation study of ETF is shown in Figure 6: (a1) is the visualization of the ETF direction, where the short lines denote the local ETF direction; (a2) is the oil painting result using ETF as its stroke direction guidance; (b1) is the visualization of a constant vector field with the direction of 45°; (b2) is the oil painting result using 45° as its stroke direction guidance; (c1) is the visualization of a random vector field; (c2) is the oil painting result using this random vector field as its stroke direction guidance. Observing (a2)(b2)(c2), the effectiveness of ETF reflects in two aspects. On the one hand, ETF guides the strokes along the tangent of the edges, which helps to produce sharp edges and clear details. For example, the bird’s beak in (a2) has much sharper edges than in (b2)(c2), and the bird’s eye in (a2) has more accurate details than in (b2) and (c2). On the other hand, ETF can capture the texture orientation features, which helps to preserve the content’s semantic information. For example, the strokes of the bird’s feathers in (a2) follow the feathers’ actual growth direction, while the strokes in (b2) and (c2) cannot reflect the feathers’ orientation feature. Both of these illustrate that using ETF could make the oil painting results more aesthetic.
4.2 Fineness Control

We use the hyper-parameter maximum sampling probability $p_{max}$ to control the fineness of our oil painting explicitly and linearly. As shown in Figure 7: (a1) is the input image; (a2) is the probability density map; (b1)(c1)(d1)(e1)(f1) are the oil painting results using $p_{max} = \{\frac{1}{4}, \frac{1}{9}, \frac{1}{16}, \frac{1}{25}, \frac{1}{36}\}$, respectively; (b2)(c2)(d2)(e2)(f2) are the corresponding anchors of (b1)(c1)(d1)(e1)(f1), which samples $K = \{5097, 2265, 1274, 815, 566\}$ anchors, respectively. Actually, the anchor number $K$ is proportional to $p_{max}$ due to the normalization operation in Section 3.1. We use value $\{\frac{1}{4}, \frac{1}{9}, \frac{1}{16}, \frac{1}{25}, \frac{1}{36}\}$ for $p_{max}$ because the maximum sampling density corresponds to one anchor in a square window with the side length of $\{2, 3, 4, 5, 6\}$, respectively. Therefore, the fineness of the oil painting changes linearly from (b1) to (f1), which can be seen from the glasses and the hair. More clearly, the fineness is proportional to $p_{max}^{-\frac{1}{2}}$. Using $p_{max} = \frac{1}{4}$ could produce fine-grained results while using $p_{max} = \frac{1}{36}$ leads to a very abstract result. For users who don’t know the technical details, we just provide these five fineness levels for them to choose from, which is enough to meet the needs of application scenarios. Besides, it should be noted that our fineness control method is content-free,
which means the fineness only depends on the parameter \( p_{\text{max}} \), regardless of the input image. This is because \( p_{\text{max}} \) determines the maximum density of strokes, while the image content only affects the total number of strokes.

5 COMPARISON EXPERIMENT

5.1 Qualitative Comparison

We compare our method with three state-of-the-art SBR oil painting techniques. As shown in Figure 8: column (a) is the input image; column (b)(c) are our results using \( p_{\text{max}} = \{ \frac{1}{4}, \frac{1}{2} \} \), respectively; (d)(e)(f) are the results of Huang et al. [23], Liu et al. [36], and Zou et al. [60], respectively. The results of the compared methods are generated by their official codes with default parameters.

Huang et al. [23] use the deep reinforcement learning algorithm DDPG (Deep Deterministic Policy Gradient) to train an oil painting agent. The main weakness of this method is that the results are too blurred and lack style since its oil painting agent is trained by minimizing the \( L2 \) loss. Besides, this method uses Bezier curves as its stroke model and merges the strokes by transparency (alpha channel), both of which are inconsistent with actual oil painting, making its textures look unreal, and the overlapping areas appear ghosting-like artifacts. Compared with Huang et al. [23], our oil paintings are distinctive in style and have no artifacts. Liu et al. [36] devise a self-training network to produce oil paintings by predicting the parameters of a stroke set. The main weakness of this method is that the results look too rough, failing to form sharp edges. Most of the strokes are square and fragmentary, making the results like mosaics. In addition, this method somehow cannot fill up the entire canvas. There exist a lot of uncolored small black areas, especially at the borders. Compared with Liu et al. [36], our method achieves higher fidelity, and we can guarantee to fill up the canvas by the padding method introduced in Section 3.3. Zou et al. [60] design a rasterization network with a shading network to generate oil paintings. Similar to Huang et al., the main weakness of Zou et al.’s method is that the results look too blurred, failing to preserve tiny details. Moreover, the stroke boundaries exist many obvious noise points, which heavily degrade the visual quality. Compared with Zou et al. [60], we can produce more detailed results, and our texture looks cleaner and clearer.

5.2 Quantitative Comparison

To further prove the application value of our method, we organized a MOS test to measure the user preference in the following manner: every input image and its five oil paintings were packaged together as a group for display; the five oil paintings were anonymous in every group, and their sequence was shuffled in different groups; participants had to observe each group of oil paintings for at least 10 seconds before giving their opinion scores; the available score values were integers ranging from 1 to 10. Besides, three groups of oil paintings would appear twice in the MOS test. If all these three groups of oil paintings’ score rankings differ in the first and the second time, then we have reason to suspect that this participant is unreliable. Opinion scores collected from unreliable participants would be discarded. By this means, we identified 7 unreliable participants among these 115 volunteers.

After all the participants gave their opinion scores, for every reliable participant, his/her scores were normalized to mean = 7.5 and variance = 1.5. Finally, we calculated the average score for each method on each image set. The average opinion scores of different methods are shown in Table 1. Set 1-5 correspond to scenery, portrait, animal, building, and still life, respectively. The last column is the average score over the whole dataset. In each column, the best score is in bold, and the second is underlined. As a result, ours using \( p_{\text{max}} = \frac{1}{4} \) achieves the highest opinion score in each set and the whole dataset; Huang et al. [23] achieves the second in Set-3; Liu et al. [36] achieves the second in Set-4; Zou et al. [60] achieves the second in Set-2; ours using \( p_{\text{max}} = \frac{1}{4} \) achieves the second in Set-1, Set-5, and the whole dataset. In the last column, the mean scores of different methods have apparent gaps. Overall, users behave more preference to our oil paintings than the results of the compared techniques. The dataset and the corresponding oil painting results can be found in our supplementary material.

Table 1: MOS test. Set 1-5 correspond to scenery, portrait, animal, building, and still life, respectively. In every column, the best score is in bold and the second is underlined.

| Methods       | Set-1 | Set-2 | Set-3 | Set-4 | Set-5 | Mean |
|---------------|-------|-------|-------|-------|-------|------|
| Huang et al. [23] | 6.91  | 7.42  | 7.60  | 6.88  | 7.06  | 7.17 |
| Liu et al. [36]   | 7.32  | 6.58  | 6.74  | 7.42  | 6.69  | 6.96 |
| Zou et al. [60]    | 7.12  | 8.07  | 7.28  | 7.25  | 7.58  | 7.46 |
| Ours, \( p_{\text{max}} = \frac{1}{4} \) | 7.98  | 7.61  | 7.44  | 7.37  | 7.84  | 7.65 |
| Ours, \( p_{\text{max}} = \frac{1}{2} \) | 8.46  | 8.27  | 8.20  | 8.03  | 8.34  | 8.26 |

6 CONCLUSION AND FUTURE WORK

In this paper, we rethink the SBR oil painting problem from the perspective of adaptive stroke anchor sampling rather than the common pixel-wise approximation technique route. The anchor position is optimized by the Voronoi algorithm. By adjusting the hyper-parameter maximum sampling probability, we can control the oil painting’s fineness from concrete to rough in a linear manner. Visual comparison with state-of-the-art SBR oil painting techniques demonstrates that our method achieves higher fidelity and better texture quality. The MOS test shows users behave more preference to our oil paintings than the results of other methods. In the future, we will try to extend our sampling-based method to more SBR styles, such as watercolor painting and pencil sketching. We may also explore the SBR style transfer problem.
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Figure 9: Oil painting comparison with three state-of-the-art methods: Huang et al. [23], Liu et al. [36], and Zou et al. [60]. Column (a) is the input. Column (b) and (c) are our results using $p_{\text{max}} = \{\frac{1}{4}, \frac{1}{9}\}$, respectively. Column (d) is the result of Huang et al. [23]; (e) is the result of Liu et al. [36]; (f) is the result of Zou et al. [60]. Please zoom in to compare details.
Figure 10: Nine oil paintings produced by our method using $p_{\text{max}} = \frac{1}{4}$. The input images are at the bottom.