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ABSTRACT: The weighted histogram analysis method (WHAM) is a standard protocol for postprocessing the information from biased umbrella sampling simulations to construct the potential of mean force with respect to a set of order parameters. By virtue of the WHAM equations, the unbiased density of state is determined by satisfying a self-consistent condition through an iterative procedure. While the method works very effectively when the number of order parameters is small, its computational cost grows rapidly in higher dimension. Here, we present a simple and efficient alternative strategy, which avoids solving the self-consistent WHAM equations iteratively. An efficient multivariate linear regression framework is utilized to link the biased probability densities of individual umbrella windows and yield an unbiased global free energy landscape in the space of order parameters. It is demonstrated with practical examples that free energy landscapes that are comparable in accuracy to WHAM can be generated at a small fraction of the cost.

INTRODUCTION

Molecular dynamics (MD) simulations of detailed atomic models provide a virtual microscope to examine a wide range of complex molecular processes that can play an important role in chemistry, biochemistry, physics, and material science. While a broad range of systems can be investigated computationally, the usefulness of MD is mainly limited by the accuracy of physical approximations used to derive intermolecular forces and our ability to computationally sample the configurational space adequately. The most straightforward sampling strategy relies on brute-force simulations, assuming that the evolution of an unbiased trajectory will be sufficient to generate a Boltzmann weighted sample of the configurational space R of interest. To correctly determine the relative statistical weight of different regions of configurational space, it is critical that the unbiased trajectory should be sufficiently long in order for the system to travel back-and-forth in the configurational space R. Nevertheless, the perception is that such back-and-forth fluctuations of a trajectory evolving freely according to Newton’s classical equation of motions are inefficient and undesirable, because the system spends a large fraction of its time returning to regions that were previously visited. This has motivated a number of special strategies designed to enhance sampling efficiency by trying to prevent excessive return to previously explored regions.

Among the approaches designed for calculating the potential of mean force (PMF) over subspace Z, the most commonly used is perhaps the umbrella sampling (US) method.1,2 This was pioneered by Torrie and Valleau2 in the 1970s to perform Monte Carlo simulations of systems containing large energy barriers. Umbrella sampling introduces the concept of a biased “window” simulation, a theoretical object aimed at producing an enhanced sampling over a focused region of configurational space. Biasing is typically achieved by introducing an additional (artificial) potential for each window simulation that is referred to as “umbrella potential” or “window potential”. Perhaps the most straightforward implementation of this approach is “stratified” US, in which a collection of simulations with narrowly defined biasing potentials (often of quadratic form) are carried out to cover the relevant region of Z. Multiple windows simulations are required in order to obtain a sufficiently complete sampling by covering all relevant regions within the subspace of interest. The information from these different biased simulations is converted into local probability histograms, which are then pieced together to produce an unbiased Boltzmann statistical probability.

The weighted histogram analysis method (WHAM),3 which was developed on the basis of multiple histograms reweighting,4 has become the standard protocol to combine all of the time series from umbrella windows and to generate the unbiased probability of each bin. Those unbiased probabilities are further processed to yield a potential of mean force (also called free energy landscape). WHAM has not only been applied to umbrella sampling simulations but also been employed to process data from replica-exchange molecular dynamics (REMD)5,6 and string method simulations.7 Intrinsically a maximum likelihood estimation of free energy,8,9 the conven-
tional way to solve the WHAM equations is to satisfy a self-consistent condition through an iterative procedure. As a result, the procedure can converge very slowly and the processing time can become very long in some cases, especially when there are multiple dimensions and a very tight convergence criterion is used. Poorly converged WHAM postprocessing of US data can give rise to a quantitatively incorrect PMF. A previous study of ion permeation through gramicidin with umbrella sampling reported 100,000 iterations for WHAM to achieve a satisfactory convergence of the PMF. Further compounding these issues, it is important to note that the bin size for the biased histogram adds an unwanted source of error and uncertainty in postprocessing umbrella sampling data. If the histogram bins are too small, there is a large statistical error in the count of events (particularly in multidimensions), while there is a large error in estimating the biasing potential when the bins are too large because the histogram is coarsely represented. Error estimation and convergence in the iterations are important issues when using WHAM, and several works have been published to address those. However, one should notice that alternative methodologies such as single-sweep, umbrella integration, and a variational method based on maximum likelihood estimation are also able to combine umbrella windows to produce an unbiased free energy landscape. More recently, a Gaussian process regression method was developed to reconstruct the free energy landscape from umbrella sampling. In this approach, a Bayesian model with Gaussian prior and likelihood functions is used to combine the observed data.

In this work, we present a simple and efficient strategy to address these issues to determine an unbiased free energy landscape in a multidimensional space of order parameters without employing WHAM. Inspired by the single-sweep method, a multivariate linear regression model is utilized to link the biased probability densities of individual umbrella windows and to yield an unbiased global free energy landscape over the subspace Z. It is demonstrated that free energy landscapes in multidimension that are of comparable accuracy to those obtained with WHAM can be produced with this method at a much reduced computational cost.

**METHODOLOGY**

In this section, the WHAM methodology is briefly explained. Then we propose a method to construct the free energy landscape without employing WHAM. In umbrella sampling simulations, the PMF along an order parameter can be written in the following forms:

\[ W(x) = -k_B T \ln P^{(0)}(x) \]  
\[ W(x) = -k_B T \ln P^{(b)}(x) - U^{(b)}(x) + F \]

where \( x \) represents the multidimensional order parameter, \( W \) is the PMF, \( k_B \) is the Boltzmann constant, \( T \) is the temperature of the canonical/isothermal/isobaric ensemble, \( P^{(0)} \) is the unbiased probability distribution function (PDF), \( P^{(b)} \) is the biased PDF from an umbrella window, \( U^{(b)} \) is the biasing potential applied to that umbrella window, and \( F \) is an undetermined factor. This factor depends on biasing potential and hence varies from window to window. Solving eqs 1 and 2 simultaneously outputs a PMF as a function of \( x \). In most cases, WHAM is used to combine all windows and to optimally estimate \( F \) for each window. The WHAM equations are given as follows:

\[ p^{(0)}(x) = \frac{\sum_{k=1}^{N} n_k \exp((F_k - U^{(b)}(x))/k_B T)}{\sum_{k=1}^{N} n_k} \]  
\[ F_k = (-k_B T) \ln \sum_x p^{(0)}(x) \exp(-U^{(b)}(x)/k_B T) \]

where \( N \) is the number of umbrella windows, \( k_B T \) are indices of umbrella windows, \( h(x) \) is the counts at bin \( x \), \( n_k \) is the number of data points from window \( k \), and \( F_k \) denotes the undetermined factor for window \( k \). Those two equations are coupled and will be solved in an iterative manner until self-consistent. Detailed descriptions of the WHAM iterative method were presented by Kumar et al. and by Roux.

To avoid constructing a PMF by iteratively solving the WHAM equations, the PMF is assumed to be a linear combination of radial-basis Gaussian functions,

\[ W(x) = \sum_{m=1}^{M} a_m \hat{g}_m(x) \]

where \( \hat{g}_m(x) \) is a Gaussian function centered at \( x_m \) and with a variance of \( \sigma_m^2 \) and \( a_m \) is the weight (amplitude) of \( \hat{g}_m \). The rationale for expressing the PMF by a linear combination of radial-basis functions is that one-dimensional Gaussian functions, \( \hat{g}_m(x) \) are found in the work by Maragliano and Vanden-Eijnden. In the case of multidimensional umbrella sampling calculations, each multivariate \( \hat{g}_m \) is assumed to be simply the product of one-dimensional Gaussian functions, \( \hat{g}_m(x) = \prod_{n=1}^{N} \hat{g}_{mn}(x_n) \) as in the case of metadynamics. Since eq 2 has an undetermined offset factor \( F \) that depends on the particular umbrella sampling window, a direct fitting to the absolute value of the PMF is not feasible. However, the undetermined factor \( F \) cancels out if two points \( (x_1 \text{ and } x_2) \) are selected from the same umbrella window and the difference in \( W(x) \) is considered. The difference in PMF \( \Delta W \) between \( x_1 \) and \( x_2 \) can be written as

\[ \Delta W = W(x_2) - W(x_1) = \sum_{m=1}^{M} a_m (\hat{g}_m(x_2) - \hat{g}_m(x_1)) \]

Therefore, the actual \( \Delta W \) (response variable) and the basis functions are associated through the following equation:

\[ -k_B T \ln \left[ \frac{p^{(b)}(x_2)/p^{(b)}(x_1)}{U^{(b)}(x_2) - U^{(b)}(x_1)} \right] = \sum_{m=1}^{M} a_m (\hat{g}_m(x_2) - \hat{g}_m(x_1)) + \epsilon_m \]

where \( \epsilon_m \) is the residual error. If the means and the variances of Gaussian basis functions are not included in the fitting, a multivariate linear regression model of the form \( y = X\alpha + \epsilon \) is obtained. In this model, \( y \) is a vector that holds the values of response variables (the left-hand side of eq 9), \( \alpha \) is a vector of the coefficients \( a_m \), and \( M \) is a matrix whose element \( M_{mk} \) is \( \hat{g}_{mn}(x_k) \). The selection of \( x_1 \) and \( x_2 \) in eq 9 is arbitrary for any umbrella window. The sampling is commonly maximum near the center of a given window, and the uncertainty on the biased histogram \( p^{(b)}(x) \) becomes larger as \( x \) moves away from the
center. For simplicity, one point (e.g., \( x_i \)) is set to be the center of an umbrella window. The least-squares estimator is used to obtain the coefficients \( \{a_m\} \). In the least-squares estimator, the sum of residuals (\( \chi^2 = \sum_{i=1}^{M} e_i^2 \)) is minimized with respect to \( \{a_m\} \). In the matrix form, \( \chi^2 = e' e \) where the letter \( T \) denotes the transpose. \( e = y - Ma \) because the linear regression model is being used. Therefore,

\[
\chi^2 = (y' - a'M)(y - Ma) = 0
\]

(10)

\[
\chi^2 = y'y - y'Ma - a'M'y + a'M'Ma
\]

(11)

The first term on the right-hand side (RHS) of eq 11 is independent of \( a \), the second and the third terms on the RHS are equal and could be replaced by \( 2a'M'y \), and the last term on the RHS is in a quadratic form of \( a \). To determine the optimal solution, the first derivative of \( \chi^2 \) with respect to \( a \) is set to zero:

\[
\frac{\partial \chi^2}{\partial a} = -2M'y + 2M'Ma = 0
\]

(12)

\[
M'Ma = M'y
\]

(13)

\[
a = (M'M)^{-1}M'y
\]

(14)

In practice, a singular value decomposition (SVD) method is employed to achieve a robust and stable least-squares estimation of the coefficients \( \{a_m\} \). Once the value of the coefficients \( a_m \) has been determined, the free energy landscape can be reconstructed using eq 5.

**RESULTS AND DISCUSSION**

Exploring the folding free energy landscape of a solvated peptide is a realistic task that is often used to demonstrate the efficiency of enhanced sampling approaches. Met-enkephalin is a small pentapeptide with the sequence YGGFM (see Supporting Information Figure S1) and was used as a test case here. We previously utilized a self-learning adaptive US strategy to explore the folding free energy landscape, and 263 umbrella windows were determined to be essential in constructing the free energy landscape. Each one of the 263 umbrella windows was propagated for 1 ns. Those 263 umbrella sampling simulations formed the basis of the analyses presented in this work. More details on system construction and simulation parameters can be found in the Supporting Information.

The quantitative evaluations and visual inspections of PMFs (Figures 1 and 2) demonstrate that fitting \( \Delta W \) with a linear model is able to generate PMFs resembling \( W_{ref} \). Results of free energies, condition numbers, and residuals suggest that our model is not very sensitive on the choice of \( \sigma \) values, in the case of Met-enkephalin. The range of \( \sigma \) values that would give satisfactory PMFs, condition numbers, and residuals is between 50% and 100% of the size of umbrella windows (0.5–1.0 times \( d_{us} \)). Our results indicate that the range of \( \sigma \) values is important for obtaining an accurate PMF: \( \sigma \) values that are too small tend to generate PMFs with poor quality, and \( \sigma \) values that are too large yield condition numbers that approach infinity.

In practical application, it is necessary to pick an optimal value for the width of the Gaussian basis function (\( \sigma \)) without any prior knowledge of the PMF. A number of factors may affect the information gained from US simulations (e.g., the force constant, the spacing between windows, and so on), emphasizing the need for a robust estimate for the width of the Gaussian basis function. As can be observed in the present analysis, inaccuracies in the PMF (e.g., Figure 2B) are caused by the basis function being too narrow. Simply put, the width is too small, and the Gaussian basis function is adjusted based on local and limited information, leaving large inaccurate gaps in the PMF. To provide an objective criterion to pick a reasonable value for the width \( \sigma \), it is useful to consider the overlap between neighboring basis functions. The normalized overlap coefficient between two Gaussian basis functions is defined as...
nearest neighbors as a function of the width of basis functions. In Figure 1C, we show the overlapping coefficients between the nearest neighbors needs to be at least on the order of 0.2 or larger in order to achieve an accurate PMF. A value of 0.4 is a reasonable upper bound based on an analysis of residuals and condition numbers (see Supporting Information Figure S2). For maximum confidence in practical applications, a scan of σ values should be performed. To further explore these issues, we have also applied the linear model to the activation conformational transition of the Src kinase domain and achieved an accurate PMF (the smallest RMSE and ΔΔG are 0.6 and 0.1 kcal/mol and occur simultaneously). Accurate PMFs can also be obtained in approximately the same range of overlapping coefficients for the conformational changes in the Src kinase domain (data not shown).

We further investigated the impact of the number of umbrella windows on the accuracy of the fitted PMFs. To evaluate this effect, a subset of the original 263 windows was selected and the PMFs were reconstructed. Two cases were considered here: using 128 and 67 windows, representing 50% and 25% of the original 263 windows. In the case where 128 windows were used, two trial values of σ (8° and 10°) were employed in the fitting (see Supporting Information Figure S3 for the resulting free energy landscapes). Moreover, WHAM calculation was performed using the same 128 windows and the free energy landscape is illustrated in Supporting Information Figure S3C. The RMSE values of all three free energy landscapes relative to W_ref and the ΔG values are listed in Table 1. First of all, the 128-window WHAM PMF is rather noisy, likely to be caused by insufficient overlap among time series (a scatter plot of the time series is displayed in Supporting Information Figure S3D). This behavior confirms that WHAM is sensitive to the distribution of data points in the configurational space. In this case, reducing the number of windows greatly decreases the quality of the free energy landscape: the 128-window WHAM PMF not only displays the largest RMSE relative to W_ref but also yields the wrong relative stability of the two conformations, according to Table 1. Comparison of RMSE and ΔΔG values from two schemes of generating PMFs reveals that the linear model outperforms WHAM, in the case of using 128 umbrella windows. Next, Table 1 demonstrates that the linear model is able to produce PMFs similar to W_ref (RMSE is ~0.6 kcal/mol for both σ values) and to yield accurate ΔG between the two conformations, even with only ~50% of the original windows. This indicates that the computational cost of umbrella sampling would reduce by 50% but without losing much accuracy in free energy landscapes, when our method is employed to process US data. In the case where 67 windows were used, σ = 10° and 15° (0.5 and 0.75 times the new 128°) were employed in the fitting. The resulting PMFs along with the 67-window WHAM PMF are shown in Supporting Information Figure S4. The RMSE of each PMF relative to W_ref and the ΔG value from each PMF can also be found in Table 1. In this case, all three RMSEs and ΔG values display large discrepancy (>1 kcal/mol) relative to the reference. However, the more stable conformation can be correctly identified in the PMFs generated from the linear model, while WHAM using 67 windows failed to do so.

![Figure 1](https://via.placeholder.com/150)

**Figure 1.** (A) Root-mean-squared error (RMSE) between the fitted PMF and W_ref as a function of the width of basis functions. W_ref is the PMF produced by WHAM. 263 umbrella windows were employed in the calculation of all PMFs. (B) ΔG between two conformations. (C) Overlapping coefficient between a Gaussian basis function and its nearest neighbors and its next-nearest neighbors as a function of the width σ.

\[
\text{overlap} = \frac{\int g_m(R) g_n(R) \, dR}{\int g_m(R) \, dR} = \frac{\int g_n(R) \, dR}{\int g_n(R) \, dR}
\]

where \(g_m\) and \(g_n\) are the Gaussian basis function and are as defined in this work, and \(R\) is the collective variable (CV) space. In Figure 1C, we show the overlapping coefficient between a Gaussian and its nearest neighbors and its next-nearest neighbors as a function of σ to clarify its relationship to the accuracy of the PMF. As expected, the overlapping coefficient increases monotonically as a function of σ. By comparison with Figure 1A, it is observed that the overlapping coefficient between the nearest neighbors needs to be at least on the order of 0.2 or larger in order to achieve an accurate PMF.
It is worth noting that one could avoid building any histograms with one additional approximation. Under this approximation, each local histogram for a given umbrella sampling window will be replaced by the product of a set of univariate normal PDFs, where each univariate normal distribution represents the PDF of one order parameter. The rationale of using this approximation is that order parameters are often independent random variables and are distributed normally when harmonic potentials are applied to an umbrella window, provided that the force constants are large enough. In such a case, $W(u_1, u_2, \ldots, u_N)$ is a slowly varying function in comparison with biasing potentials. Therefore, the joint biased PDF (multivariate normal distribution) can be approximately expressed as a product of the PDF of each individual order parameter. Approximating a local histogram to the product of independent normal PDFs would allow a better sampling of the tails and a more flexible choice of data points when constructing the design matrix. It could also further accelerate the sampling process.

Figure 2. $W_{\text{ref}}$ and selected PMFs obtained from the linear model using 263 umbrella windows. (A) WHAM ($W_{\text{ref}}$). (B) Linear model with $\sigma = 4^\circ$. (C) Linear model with $\sigma = 6^\circ$. (D) Linear model with $\sigma = 8^\circ$. (E) Linear model with $\sigma = 10^\circ$. (F) Linear model with $\sigma = 12^\circ$. The unit of all free energy landscapes is in kilocalories per mole.

Table 1. RMSE and $\Delta G$ Values Generated from Time Series of 128 and 67 Windows

|                  | 128 windows | 67 windows |
|------------------|-------------|------------|
|                  | WHAM $\sigma = 8^\circ$ | WHAM $\sigma = 10^\circ$ |
| RMSE             | 1.06        | 0.64       |
| $\Delta G$       | 0.30        | 0.17       |

All energetic quantities have the unit of kilocalories per mole. RMSE represents the root-mean-squared error of a fitted PMF relative to $W_{\text{ref}}$ (PMF generated from WHAM with 263 windows). $\Delta G$ is the Gibbs free energy difference between the two conformations shown in PMF (the definition of each conformation can be found in ref 21). The $\Delta G$ calculated from $W_{\text{ref}}$ is $-0.3$ kcal/mol.

It is worth noting that one could avoid building any histograms with one additional approximation. Under this approximation, each local histogram for a given umbrella sampling window will be replaced by the product of a set of univariate normal PDFs, where each univariate normal distribution represents the PDF of one order parameter. The rationale of using this approximation is that order parameters are often independent random variables and are distributed normally when harmonic potentials are applied to an umbrella window, provided that the force constants are large enough. In such a case, $W(u_1, u_2, \ldots, u_N)$ is a slowly varying function in comparison with biasing potentials. Therefore, the joint biased PDF (multivariate normal distribution) can be approximately expressed as a product of the PDF of each individual order parameter. Approximating a local histogram to the product of independent normal PDFs would allow a better sampling of the tails and a more flexible choice of data points when constructing the design matrix. It could also further accelerate
data analysis by avoiding building histograms: only the mean and the variance of an order parameter need to be estimated from the time series, when generating a univariate normal PDF. In the case of Met-enkephalin simulation, Pearson’s correlations coefficient (\( \rho \)) between \( \phi_1 \) and \( \phi_2 \) should be zero for all umbrella windows. For a bivariate normal distribution, a zero correlation coefficient is equivalent to independence. A histogram of 263 correlation coefficients is given in Supporting Information Figure S5A. Kolmogorov–Smirnov statistical test was performed to examine whether each order parameter is normally distributed. Histograms of the \( p \)-values obtained from the Kolmogorov–Smirnov test are demonstrated in Supporting Information Figure S5B,C. Out of 263 \( p \)-values for each order parameter, 11 and 5 of them were smaller than 0.05 for \( \phi_1 \) and \( \phi_2 \), respectively. The results of correlation coefficient and \( p \)-value suggested that the approximation holds for most of the windows even though the force constant in our simulation is not large (0.02 kcal/(mol-deg\(^2\))). A larger force constant should be used so that replacing the local histograms of umbrella windows with a product of univariatenormal PDFs is more rigorous. One may note that a large biasing harmonic potential is also one of the underlying assumptions of the single-sweep mean force method of Maragliano and Vanden-Eijnden.\(^{13} \) If building a histogram can be avoided, the memory usage can be considerably reduced because there is no need to store the bin locations and counts. Decreasing memory usage and avoiding the iterative procedure are useful in postprocessing US calculations in high dimensions (\( N > 3 \)).

**Fitting \( \Delta W \) versus Fitting Mean Forces (\( F \)).** An alternative strategy of constructing a free energy landscape based on least-squares fitting is the single-sweep method.\(^{13} \) In the single-sweep method, the conformational space is sampled by temperature-accelerated molecular dynamics (TAMD).\(^{23} \) TAMD also generates an irregular grid of points to which Gaussian radial functions centered. Restrained simulations are performed to estimate the mean force (first derivatives of the PMF) at those grid points, which are fitted by a linear expansion of Gaussian basis functions. This force-matching strategy can be applied to umbrella sampling calculations as well. The mean force applied to the center of an umbrella window could be estimated from the time series.\(^{24} \) In an ideal case (when TAMD simulation is long enough), our linear model is equivalent to the single-sweep method when a uniform grid of Gaussian centers is generated by TAMD. However, one must pay attention to two issues when utilizing the force-matching scheme to process US data. One issue is, unlike fitting \( \Delta W \), the number of mean forces (the number of independent variables used to build the design matrix) is equal to the number of umbrella windows. The amount of data that can be used by regression is smaller than what is used in fitting \( \Delta W \). Increasing the number of data points requires performing more umbrella sampling simulations which increases the computational cost. The other issue is calculating the mean force (\( F \)) from a biasing potential. Computing (\( F \)) from umbrella potentials results in a restraining force instead of a constraining force. In order to better approximate the constraining force, the force constant of the harmonic potential needs to be large which could cause a narrow distribution of data points in an umbrella window. Therefore, more windows are required to cover the configurational space, even the essential regions.

In this case study, 263 umbrella windows and three \( \sigma \) values (\( 5^\circ \), \( 8^\circ \), and \( 10^\circ \)) were employed in fitting mean forces (the resulting free energy landscapes are shown in Supporting Information Figure S6). The RMSEs relative to \( W_{ref} \) and \( \Delta G \) values are listed in Table 2. Comparison of RMSE and \( \Delta G \) values from two strategies of choosing independent variables reveals that regression on \( \Delta W \) shows superior performance to fitting (\( F \)). However, one must notice that this better performance may be caused by the two issues mentioned previously. For example, the force constant used in our US calculations is small: 0.02 kcal/(mol-deg\(^2\)) which is \( \sim65 \) kcal/(mol-rad\(^2\)). This is much smaller than the force constant used in the mean force calculations by Maragliano et al.\(^{14} \)

### Table 2. Comparison of Results Generated from Linear Regression of \( \Delta W \) and \( \langle F \rangle \) (Mean Force)

| fitting \( \Delta W \) | fitting \( \langle F \rangle \) |
|-----------------|-----------------|
| \( \sigma = 5^\circ \) | \( \sigma = 8^\circ \) | \( \sigma = 10^\circ \) |
| \( \Delta G \) | –0.47 | –0.25 | –0.009 |
| –0.33 | –0.098 | –0.017 |

*All energetic quantities have the unit of kilocalories per mole. RMSE and \( \Delta G \) values were calculated using the same scheme as those listed in Table 1.*

### CONCLUSION

A simple and efficient model based on a multivariate linear regression is proposed for processing the time series generated from biased US simulations to reconstruct the unbiased free energy landscape. The basic idea of the method is to express the PMF as a linear combination of Gaussian basis functions, and the \( \Delta W \) values are associated with basis functions through a multivariate linear regression model. By employing the linear regression model, the PMF can be computed without solving WHAM equations iteratively. This model is applied to the study of conformational equilibrium of Met-enkephalin in explicit solution. When all 263 umbrella windows are used, our model is able to generate PMFs with comparable accuracy to the PMF yielded by WHAM. When only a subset of the umbrella windows is used (128 windows), the PMF determined from the linear regression model is actually superior to the one obtained by solving the self-consistent WHAM equations. In this case, the PMFs generated by the linear regression model are still comparable with 263-window WHAM PMF, suggesting that a significantly smaller number of umbrella windows is required to construct the free energy landscape without loss in accuracy. When an insufficiently small subset of umbrella windows is used (67 windows), neither the linear regression model nor WHAM yields accurate free energy estimation. This behavior confirms the critical role of sampling in constructing a free energy landscape. Nevertheless, the overall performance of the linear regression to determine \( \Delta W \) suggests that this approach has the ability to yield accurate PMFs at a much smaller computational cost, with respect to both the postprocessing analysis and the number of biased US simulations.
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