Modelling and Implementation of a Knowledge Question-answering System for Product Quality Problem Based on Knowledge Graph
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Abstract. Aiming at the problem of difficulty in understanding the semantics of the problem in the traditional quality problem management system, the knowledge retrieval technology of product quality problem based on the knowledge graph is carried out. The process model for knowledge retrieval of quality problem based on semantic templates is constructed. A domain corpus is built, which consisting of thousands of quality problem handling records. The TF-IDF (Term Frequency-inverse Document Frequency) algorithm was used to extracted the vocabulary from the quality problem analysis reports. A natural language question semantic classification process model based on Naive Bayes classifier is established to improve the accuracy of semantic template matching. On the basis of theoretical study, a quality problem knowledge question-answering system-QQ-KQAS based on knowledge graph is developed, and the effectiveness of the proposed method is verified through examples.
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1. Introduction

With the continuous deepening of the informatization construction of aerospace enterprises, the aerospace product quality problem knowledge graph, as an important part of the aerospace quality big data management platform, has become the basis for the development of product quality management in the direction of intelligence [1-2]. Question-answering based on the knowledge graph is an important application of the quality problem knowledge graph which provides a natural and intuitive way for the retrieval of quality problem knowledge, and provides an effective way to improve the reuse rate and effectiveness of the quality problem knowledge.

In recent years, question-answering technology based on knowledge graph has received extensive attention from scholars in China and abroad. In addition to its large-scale application in open fields such as the Internet [3], it has also carried out preliminary study and application in vertical fields such as military, medical and manufacturing industries [4-6]. In summary, the question-answering technology based on knowledge graph mainly includes two categories: the method based on semantic analysis and the method based on representation learning. The method based on semantic analysis is to parse the natural language question into the grammatical logic form according to the grammar of the natural language question, and then convert it into the query statement corresponding to the knowledge graph and obtain the answer in the knowledge base [7]. The method based on representation learning regards question-answering as a semantic matching process. The numerical
vector of low dimensional space is obtained through the representation learning of knowledge base and problems, and the answer with the largest semantic similarity with question is obtained by numerical calculation [8]. Representation-based learning methods need large-scale corpus for model training. Mourad et al. [9] have developed a fully automatic QA system in the biomedical domain, which can deal with four types of biomedical questions. Shekarpour et al. [10] have proposed an approach that is able to automatically generate explanations for the QA pipeline, which paves the way for further developing the explainable QA systems. Yang et al. [11] have proposed a Two-stage Multi-teacher Knowledge Distillation method for web QA system, and have tackled the challenge that appears in previous model compression methods, which is the information usually loss during the model compression procedure. Phan and Do [12] have developed a Vietnamese QA system through experimenting on three models, and have achieved both high accuracy and time improvement with the combination of deep learning and knowledge graph. Sawant et al. [13] have presented a system that can deal with the full spectrum of query styles between keyword queries using knowledge graph and web corpus.

Compared with the QA system of knowledge graph in open fields such as the Internet, the quality problem knowledge QA system has the characteristics of limited problem forms and limited data resources, and it needs to make deep use of quality problem for knowledge reasoning. As a result, it is difficult to obtain effective language models through representation-based learning. Therefore, based on the constructed quality problem knowledge graph. The remainder of the paper is organized as follows. First, related semantic templates and the process model of knowledge retrieval based on the templates are proposed in Section 2. Then, methods and advantages on constructing the quality problem domain corpus are presented in Section 3. Question classification method for knowledge retrieval of quality problem based on Naive Bayes classifier are introduced in Section 4. The implementation of the QA system is performed in Section 5 where experimental question and the answer for it with the knowledge graph are presented. Conclusion and future work are finally presented in Section 6.

2. Knowledge Retrieval Method of Quality Problem Based on Semantic Template

2.1. Semantic Template Oriented to Knowledge Retrieval of Quality Problem

The semantic template for knowledge retrieval of quality problem is a formal semantic description model created to describe formatted question text. Semantic templates are generally composed of elements such as “question object”, “question type”, “basic concept”, “event” and “constraint condition”. These elements can be combined to form various types of semantic templates. For example, in the template “which [product] has the most [scrap]?”, “question object” is “product”, “question type” is “interrogative sentence”, “basic concept” is “scrap”, and “constraint condition' is “most”. Among them, “scrap” and “product” in square brackets are parts that users can input on their own. Through this variable parameter standard question statement, a standardized formatting template can be formed. Users can improve the efficiency of retrieval by selecting templates according to their requirements. At the same time, since the semantic relationship of templates is clear when they are defined, the use of semantic templates is helpful for the decomposition of questions and the study of semantic association between components, and the accuracy of knowledge retrieval can be improved. However, with the increasing number of semantic templates, the accurate matching of semantic templates becomes more important.

2.2. The Process Model of Knowledge Retrieval of Quality Problem Based on Semantic Template

The process of knowledge retrieval of quality problem based on semantic template is a process of natural language word segmentation, keyword extraction, keyword-based semantic template matching and entity-relation subgraph query. The process model is shown in Figure 1.

(1) Input a section of knowledge retrieval problem text based on semantic template, and use word segmentation tool to segment the problem text. In the process of word segmentation, domain corpus is needed to improve the accuracy of word segmentation;
(2) Analyse and match the keywords obtained after word segmentation with the entities, concepts, and attributes in the quality problem knowledge graph, and obtain knowledge elements that match the retrieval problem—key entities, concepts, or attributes;

(3) Calculate the correlation between the question text and the semantic template using Naive Bayes classifier, then match and select the semantic template according to the level of correlation;

(4) Integrate the key entities and concepts of the retrieval problem with the matching semantic template to construct a retrieval subgraph, and conduct knowledge retrieval oriented to the quality problem knowledge graph;

(5) Return the search results and visualize them.

In the process of knowledge retrieval of quality problem based on semantic template, the construction of domain corpus is the basis for improving the accuracy of natural language problem recognition, and the classification algorithm based on Naive Bayes classifier is the key to achieving accurate template matching.

Figure 1. Knowledge retrieval process model of quality problem based on semantic template.

3. Construction of Quality Problem Domain Corpus

The key of quality problem knowledge retrieval based on natural language is the understanding of question semantics, and the key of semantic understanding is the accuracy of the word segmentation of natural language question. In this paper, HanLP (Han Language Process), a Chinese language processing package, is used as the word segmentation tool. Since its corpus is constructed by the corpus training of People’s Daily in recent ten years, it has a good word segmentation effect in the general domain. But in the domain of aerospace quality problem, the effect of word segmentation is not satisfactory. For example, the domain-specific phrase “quality problem close loop” cannot be identified by the original word segmentation tool. Therefore, in order to make the word segmentation in natural language processing more accurate, it is necessary to construct a domain corpus for knowledge of aerospace quality problems.
3.1. Strategies for the Construction of Quality Problem Domain Corpus

In the process of quality problem solving, quality manager input a large number of quality problem case data into the database. Each quality problem case information includes dictionary data such as product, model, problem occurrence stage and problem cause type et al, and text data such as description of the quality problem phenomenon, corrective measures and cause analysis of the problem et al. For the dictionary data, they can be directly imported into the domain corpus; for text data such as description of the quality problem, the general description form is: a certain failure phenomenon occurs in the function and performance of a product. Most of the core vocabulary are mainly subject-verb phrases and gerunds, which have the characteristics of refined wording, strong independence, language standardization, and a certain degree of repetition. Therefore, this paper uses natural language processing technology to extract keywords from the description text in the quality problem information and import them into the domain corpus to lay the foundation for more accurate word segmentation in natural language processing. Figure 2 shows the model of the construction process of the quality problem domain corpus.

![Figure 2. Construction of quality problem domain corpus.](image)

3.2. Domain Keyword Extraction for the Descriptive Text

The quality problem case information contains descriptive text information such as description of the problem phenomenon, cause analysis of the problem, corrective measures, and the report of quality problem close loop, which contains a large amount of domain knowledge. In order to improve the accuracy of natural language problem retrieval, it is necessary to extract keywords that appear frequently in the descriptive text and have a certain degree of representativeness, and use them as a component of the quality problem domain corpus.

In the process of extracting keywords from descriptive texts, since professional domain vocabulary is generally mixed with general words and they usually appear at the same time, the frequency of general vocabulary will be higher than that of professional vocabulary. If keywords are only extracted by counting word frequencies, a few real key domain words may be missed. This paper uses Term Frequency-Inverse Document Frequency (TF-IDF) algorithm to extract key domain vocabulary from descriptive texts [14]. TF-IDF is a commonly used weighting technology for information retrieval and information exploration. The process model of the construction of a keyword dictionary based on the descriptive text is shown in Figure 3. Firstly, the noise data that do not meet the specification are eliminated, and then the descriptive text is segmented and analysed by HanLP to filter out the identified stop words. Then the useless auxiliary words, conjunctions and other words are filtered out based on the part-of-speech filtering. The next step is to use the TF-IDF algorithm for keyword recognition with the assistance of the synonym dictionary to calculate the scores of each word. The keywords are ranked according to the calculated scores. Then the domain experts will identify the keywords based on actual experience. The keywords that have passed the review are added to the domain corpus.
4. Semantic Template Matching Based on Naive Bayes Classifier

4.1. Principle of Naive Bayes Classification

Naive Bayes classification is derived from Bayes theorem. It is a widely used classification model based on probability theory. Bayes theorem is used to describe the numerical relationship between the probability $P(B|A)$, the probability of event B under the premise of event A, and the probability $P(A|B)$, the probability of event A under the premise of event B. The formula is:

$$P(A|B) = \frac{P(B|A) \times P(A)}{P(B)} \tag{1}$$

Where $P(A)$ represents the probability value of event A, $P(B)$ Represents the probability of occurrence of event B.

The Naive Bayes classification algorithm assumes that the feature conditions are independent of each other, and then obtains the classification algorithm of different class probabilities on the basis of the Bayes principle. The category with the highest probability among the classification categories corresponding to the predicted value is the result of the classification. The process is as follows:

1) Suppose $x = \{a_1, a_2, ..., a_m\}$ is an item to be classified, where $a$ is an independent characteristic property of $x$;

2) $C = \{y_1, y_2, ..., y_n\}$ is the set of all categories;

3) Calculate each category’s conditional probability $P(y_1|x)$, $P(y_2|x)$, ..., $P(y_n|x)$;

4) Assuming that $P(y_k|x)$ is the maximum value of each conditional probability, then $x \in y_k$.

The calculation method of the conditional probability value in step (3) is as follows:

1) Prepare a set of items to be classified as a training sample set, and the classification of the items to be classified is known;

2) Calculate the conditional probability estimation value $P(a_j|y_i)$ corresponding to each category of each feature attribute under each category (where $j=1, 2, ..., m$; $i=1, 2, ..., n$);

3) It can be found through the Bayesian formula $P(y_i|x) = \frac{P(x|y_i)P(y_i)}{P(x)}$ that the probability of occurrence of $x$ is the same. For the item to be classified, the value of the denominator $P(x)$ in the Bayes formula is the same. Therefore, when calculating the posterior probability and comparing the magnitudes, it is enough to find the maximum value of the numerator. The value of the numerator can be expressed as follows because the characteristic attributes are independent of each other:

$$P(x|y_i)P(y_i) = P(a_1|y_i)P(a_2|y_i) ... P(a_m|y_i)P(y_i) = P(y_i) \prod_{j=1}^{m} P(a_j|y_i)$$
4.2. Question Classification Method for Knowledge Retrieval of Quality Problem
The key problem of natural language retrieval in the field of quality problem lies in the computer's understanding of the input natural language questions. The Naive Bayes classifier is used as the basis of the text classification algorithm in this paper. Firstly, a problem classification set is constructed according to business requirements, and a semantic template set corresponding to the classification is manually constructed as a training set for Bayesian classification. Because the quality problem domain is obviously problem-oriented and closely integrated with business requirements, the feature words of the training set are determined manually. After the feature word set number is vectorised, the training set is used as the input of the Naive Bayes classifier to train and form a classifier. Then the natural language question input by the system can be classified and predicted to realize the computer's understanding of the natural language question. The quality problem classification process model based on Naive Bayes classifier is shown in Figure 4.

There are many ways to express natural questions, and many ways to ask questions for the same question category. Although the questions can be asked in many ways, the intentions of users' inquiries are similar. By classifying natural language questions with consistent query intentions, and manually defining category labels, accurate classification of questions can be achieved. The Naive Bayes classifier realizes the classification of the problem by identifying the characteristic words in the natural language question.

**Table 1.** Concept entity -- character code.

| Conceptual entity                | Character code |
|----------------------------------|----------------|
| Quality problem                 | qm             |
| Model                           | mq             |
| Product                         | pt             |
| Work stage                      | we             |
| Problem cause type              | pn             |
| Department                      | dt             |
| Model development stage         | de             |
| Standard terms                  | sd             |

After defining the problem classification template, the feature words in the problem training set are manually extracted. For the identified key concept entities in the quality problem domain, the feature word codes should be used to represent the key entity features for the computer to understand, as
shown in Table 1. The identified key concept entities include quality problem, model, product, work stage, problem cause type, department, model development stage, and standard terms. The corresponding feature word codes are “qm”, “ml”, “pt”, “we”, “pn”, “dt”, “de”, and “sd”.

5. Implementation and Case Study
On the basis of the product quality problem knowledge graph established by the Quality Engineering Laboratory of Beihang University, the "Quick Quality-Knowledge Question-answering System (QQ-KQAS) " was developed. The system is based on B/S architecture, using front-end and back-end separation technology. The back-end uses Springboot integration framework, while the front-end uses Vue.js framework. Neo4j is used as the graph database. And Echarts plug-in is used to realize the visualization of knowledge graph. Besides, the system uses HanLP word segmentation tool to realize the integration of natural language word segmentation, synonyms and domain corpus. The system realizes the definition of semantic templates and the function of quality problem knowledge retrieval based on semantic template on the basis of the constructed quality problem knowledge graph. Figure 5 shows the query results and visualization of the results based on the natural language problem "what nonconformity quality problems have occurred in the pipeline centrifugal pump" as an example. There are three nonconformity problems in this product, they are “damage of pump body of pipeline centrifugal pump”, “flow is lower than the designed flow” and “mechanical seal failure of centrifugal pump”.

6. Conclusions and Future Work
This paper studies on the knowledge retrieval technology of model quality problem based on the knowledge graph, and then establishes the process model of quality question knowledge retrieval based on semantic templates. A method for constructing quality problem domain corpuss for dictionary data and descriptive text data is proposed in order to segment natural language questions more accurately. The Naive Bayes classification model is introduced to realize the semantic classification based on natural language questions to solve the problem of accurate matching of semantic templates, which improves the efficiency of knowledge retrieval of quality problem based on
The developed "QQ-KQAS for quality problem based on knowledge graph" has been initially applied in an aerospace company and achieved good application results. Manually constructing semantic templates is time-consuming and laborious. Therefore, in the next step of the thesis, we will focus on the automated construction of semantic templates and the precise matching of semantic templates based on deep learning to further improve the level of intelligence of the question-answering system.
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