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Abstract
This paper generalizes the results in [30] concerning feedback stabilization of target states for N-level quantum angular momentum systems undergoing quantum non-demolition measurements (QND) in absence of the knowledge about initial states and parameters. Here we consider multiple measurement operators and study the stabilization toward a chosen target subspace which is a common eigenspace of measurement operators. Under the QND conditions, we show that this analysis provides necessary tools to ensure feedback stabilization based on a simplified filter whose state is a N-dimensional vector. A numerical analysis has been proposed in [18]. This paper provides a complete proof for the use of a simplified filter in feedback stabilization. This has important practical use as the dimension of quantum systems is usually high. This paper opens the way toward a complete proof concerning the robustness of a stabilizing feedback with respect to approximate filters, which is lacking.

1 Introduction
The theory of open quantum systems [15], that is systems which are in interaction with an external system (the environment or a bath), has direct impact in quantum information science [38]. The interaction of open systems with environment causes quantum dissipation, i.e., the loss of information from the system to environment. The phenomenon is usually called decoherence. Compensation of such a decoherence is a principal issue in control theory of open quantum systems with technological applications [2]. In particular, regarding robustness issues closed-loop control strategies are required.

The evolution of open quantum systems are described by quantum Langevin equations, obtained by quantum stochastic calculus [25], quantum probability [36], and input-output formalism [21]. The conditional evolution of an
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open quantum system undergoing indirect measurements is described by stochastic master equation. This is obtained by quantum filtering theory developed by Belavkin [9]. It is independently developed in physics community under the name quantum trajectory theory [19]. In principle indirect measurements, that is a system of interest \( S \) indirectly measured through an auxiliary system which is in interaction with \( S \), is considered. Quantum measurements have probabilistic nature and have random back-action on the system, this has non-classical analogue.

QND measurements (see [13] and also [24] for further explanations) are of interest as they introduce less perturbations. For instance, the most standard measurements considered for feedback control though are QND. The first experiment stabilizing photon number states in the context of cavity quantum electrodynamics (QED) has been realized in [41]. QND measurements allow non-deterministic preparation of pure states of measurement operators, this can be made deterministic by applying a feedback, see e.g., [3, 4] for discrete-time and [15, 37, 41, 28] for continuous-time. In all of these papers, the control input appears in Lindblad generator through the system Hamiltonian. Theoretical parts concerning convergence and large time behaviors for quantum trajectories under QND measurements have been investigated in [6, 7, 10]. In the context of circuit QED, the QND measurements and feedback have been considered firstly in [47].

In real experiments, there are many sources of imperfections, e.g., unknown initial states, detector inefficiency, unknown physical parameters, etc. Hence, robustness of control strategies is among predominant issues. In addition, a major difficulty with implementing a measurement-based feedback is that the slowest time scale is set by the classical processing of information (typically digitally) by quantum filters, which means that the feedback law is too slow for the system time-scale. In order to avoid fine-tuning of the noise parameters characterizing the decoherence processes, and avoid a dependence on initial conditions, model robustness has been studied in many papers, see e.g., [29, 30, 32, 45].

This paper demonstrates that our method in [30] can be adopted to solve more general problems. We consider feedback stabilization of general open quantum systems undergoing QND measurements in presence of different measurement operators, not necessarily Hermitian (see e.g., [40]). Multiple measurement operators are particularly of interest for stabilization of entangled states, see e.g., [48]. We obtain the convergence toward a target subspace, which is central in quantum error corrections where stabilization of a subspace of steady states is required, see e.g., [11, 33, 17]. Regarding stabilization of open quantum systems towards subspaces, in [11], the authors obtain results on exponential stabilization of subspaces with open-loop control strategies. This paper gives methods to feedback stabilization of subspaces for QND measurements in presence of imperfections, i.e., unknown initial states and physical parameters. Importantly, it is shown that
the provided analysis can be applied to show the robustness of a stabilizing feedback depending only on an approximation of diagonal elements of the filter state with respect to the non-demolition basis. This means that the complexity of computing the evolution of filter state is reduced from \( N^2 \) to \( N \). This is important to pave the way for the use of approximate filter in feedback stabilization. To our knowledge, this presents the first proof in this direction. In [18], through a numerical analysis, the authors show the efficiency of a simplified filter in a feedback loop.

This paper is structured as follows. In Section 2 we present the stochastic physical model, the main hypotheses on measurement operators, the notion of stochastic stability, and asymptotic properties of open-loop dynamics. Section 3 states a general theorem ensuring exponential stabilization of the target subspace for the coupled system (3)–(4) (Theorem 3.1). We give conditions ensuring instability of equilibria other than the target subspace and an estimation in mean of escaping time of the trajectories from a neighbourhood of such an invariant subspace (Proposition 3.4). This is later applied to provide sufficient conditions on the feedback controller and control Hamiltonian to ensure the recurrence property of the coupled system relative to the target subspace (Lemma 3.10). This section concludes with application of Theorem 3.1 giving sufficient conditions ensuring exponential stabilization (Theorem 3.11). In Section 4, based on previous analysis, we prove that a simplified filter which depends only on an approximation of the diagonal populations of the estimated density matrix with respect to the non-demolition basis can still ensure the exponential stabilization of the system (Theorem 4.2). In Section 5, we provide simulations of a three-qubit system. This paper finishes in Section 6 by giving a brief conclusion on this work.

**Notations.** The imaginary unit is denoted by \( i \). We take \( I \) as the identity operator on \( \mathcal{H} \). We denote the adjoint \( A \in \mathcal{B}(\mathcal{H}) \) by \( A^* \), where \( \mathcal{B}(\mathcal{H}) \) is the set of all linear operators on \( \mathcal{H} \). The function \( \text{Tr}(A) \) corresponds to the trace of \( A \in \mathcal{B}(\mathcal{H}) \). The Hilbert-Schmidt norm of \( A \in \mathcal{B}(\mathcal{H}) \) is denoted by \( \|A\|_{HS} := \text{Tr}(AA^*)^{1/2} \). The commutator of two operators \( A, B \in \mathcal{B}(\mathcal{H}) \) is denoted by \( [A, B] := AB - BA \). We denote by \( \text{int}(S) \) the interior of a subset of a topological space \( S \) and by \( \partial S \) its boundary. For \( x \in \mathbb{C} \), \( \text{Re}\{x\} \) is the real part of \( x \). For any finite positive integer \( m \), denote \( [m] := \{1, \ldots, m\} \).

**2 Stochastic dynamical model**

We consider an open quantum system undergoing continuous-time measurements represented by a finite dimensional Hilbert space \( \mathcal{H} \) with \( \dim(\mathcal{H}) = N \). We suppose we have \( m \) different channels. Assume that we do not have access to the initial state \( \rho(0) \) and the actual physical parameters. In this case, we consider an estimation process with arbitrary initial state \( \hat{\rho}(0) \) and
physical parameters. The evolution of the actual quantum state and its associated estimated state can be described by the following stochastic master equations,

\[ d\rho(t) = \mathcal{L}^u_{\omega,\gamma}(\rho(t))dt + \sum_{k=1}^{m} \mathcal{G}^k_{\eta_k,\gamma_k}(\rho(t))dY_k(t) \]

\[ -\sqrt{\eta_k\gamma_k}\text{Tr}((L_k + L_k^*)\rho(t))dt, \]  

\[ d\hat{\rho}(t) = \mathcal{L}^u_{\omega,\gamma}(\hat{\rho}(t))dt + \sum_{k=1}^{m} \mathcal{G}^k_{\eta_k,\gamma_k}(\hat{\rho}(t))dY_k(t) \]

\[ -\sqrt{\eta_k\gamma_k}\text{Tr}((L_k + L_k^*)\hat{\rho}(t))dt, \]  

where

- the actual quantum state of the quantum system at time \( t \) is denoted as \( \rho(t) \), and belongs to the compact space \( \mathcal{S} := \{ \rho \in \mathcal{B}(\mathcal{H}) | \rho = \rho^* \geq 0, \text{Tr}(\rho) = 1 \} \). The associated estimated state is denoted as \( \hat{\rho}(t) \in \mathcal{S} \);

- \( \mathcal{L}^u_{\omega,\gamma}(\rho) := -i[\omega H_0 + uH_1, \rho] + \sum_{k=1}^{m} F^k_{\gamma_k}(\rho) \) with \( F^k_{\gamma_k}(\rho) := \gamma_k(L_k\rho L_k^* - L_k^* L_k\rho/2 - \rho L_k^* L_k/2) \), and \( \mathcal{G}^k_{\eta_k,\gamma_k}(\rho) = \sqrt{\eta_k\gamma_k}\mathcal{G}^k_{\gamma_k}(\rho) \) with \( \mathcal{G}^k_{\gamma_k}(\rho) := \sqrt{\gamma_k}(L_k\rho + \rho L_k^* - \text{Tr}((L_k + L_k^*)\rho)\rho) \) for all \( k \in [m] \);

- \( H_0 = H_0^* \in \mathcal{B}(\mathcal{H}) \) is the free Hamiltonian, \( H_1 = H_1^* \in \mathcal{B}(\mathcal{H}) \) is the control Hamiltonian matrix corresponding to the action of external forces on the quantum system, \( L_k \in \mathcal{B}(\mathcal{H}) \) for all \( k \in [m] \) are the measurement operators associated to \( k \)-th probe;

- \( Y_k(t) \) denotes the observation process of \( k \)-th probe, which is a continuous semi-martingale whose quadratic variation is given by \( \langle Y_k(t), Y_k(t) \rangle = t \). Denote the filtration generated by the observations up to time \( t \) by \( \mathcal{F}^Y_t := \sigma(Y(s), 0 \leq s \leq t) \) where \( Y(t) = (Y_k(t))_{1 \leq k \leq m} \). Its dynamics satisfies \( dY_k(t) = dW_k(t) + \sqrt{\eta_k\gamma_k}\text{Tr}((L_k + L_k^*)\rho(t))dt \), where the innovation process \( W_k(t) \) is a one-dimensional Wiener process and \( \langle W_i(t), W_j(t) \rangle = \delta_{i,j}t \) for \( i, j \in [m] \);

- \( u := u(\hat{\rho}) \in \mathbb{R} \) denotes the feedback controller adapted to \( \mathcal{F}^Y_t \);

- \( \omega \geq 0 \) is a parameter characterizing the free Hamiltonian, \( \gamma_k \geq 0 \) is the strength of the interaction between the system and \( k \)-th probe, \( \eta_k \in (0, 1] \) describes the efficiency of the detector for \( k \)-th measurement channel. The estimated parameters \( \omega \geq 0, \gamma_k \geq 0 \) and \( \eta_k \in (0, 1] \) may not be equal to the actual ones.

\[ ^1 \text{It should be noted that } \{ \gamma_k \} \text{ can also be identified as the spectrum of the Gorini-Kossakowski-Sudarshan matrix } [22, 33]. \]
By replacing $dY_k(t) = dW_k(t) + \sqrt{\eta_k} \text{Tr}((L_k + L_k^*)\rho(t))dt$, we obtain the following matrix-valued stochastic differential equations in Itô form in the filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$, which are equivalent to [1]–[2] (see [4, Chapter 3] for the detailed description). They describe the time evolution of the pair $(\rho(t), \hat{\rho}(t)) \in \mathcal{S} \times \mathcal{S}$,

$$d\rho(t) = \mathcal{L}^\omega_{\omega, \gamma}(\rho(t))dt + \sum_{k=1}^{m} \mathcal{G}^k_{\eta_k, \gamma_k}(\rho(t))dW_k(t),$$

$$d\hat{\rho}(t) = \mathcal{L}^\omega_{\omega, \gamma}(\hat{\rho}(t))dt + \sum_{k=1}^{m} \mathcal{G}^k_{\eta_k, \gamma_k}(\hat{\rho}(t))(dW_k(t) + \mathcal{T}_k(\rho(t), \hat{\rho}(t))dt),$$

where $\mathcal{T}_k(\rho, \hat{\rho}) := \sqrt{\eta_k} \text{Tr}((L_k + L_k^*)\rho) - \sqrt{\eta_k} \text{Tr}((L_k + L_k^*)\hat{\rho})$. The existence and uniqueness of the solution of (3)–(4) can be shown by similar arguments as in [37, Proposition 3.3] and [5, Chapter 5]. Moreover, it can be shown as in [37, Proposition 3.7] that $(\rho(t), \hat{\rho}(t))$ is equipped with the Feller continuity and the strong Markov property in $\mathcal{S} \times \mathcal{S}$.

In this paper, we suppose that the measurement operators satisfy QND property. Hence there exists an orthogonal basis $\mathcal{B} := \{\phi_k\}_{k=1}^{N}$ of $\mathcal{H}$, where the system Hamiltonian $H_0$ and all measurement operators $L_k$ are diagonal in this basis (see e.g., [14, Theorem 2]). It implies that we can write the measurement operators in the following form

$$L_k = \sum_{n=1}^{N} \chi_{k,n}|\phi_n\rangle \langle \phi_n| = \sum_{n=1}^{K_k} l_{k,n} \Pi_{k,n}, \quad k \in [m],$$

where $\chi_{k,n} \in \mathbb{C}$, and $l_{k,n} \in \mathbb{C}$ are the $K_k \leq N$ distinct eigenvalues of $L_k$ with the associated orthogonal projection $\Pi_{k,1}, \ldots, \Pi_{k,K_k}$ such that $\sum_{n=1}^{K_k} \Pi_{k,n} = \mathbb{I}$.

We impose the following assumption on the measurement operators which is needed later to ensure the exponential convergence when the feedback is turned off.

**H0:** $\forall k \in [m], \forall i, j \in [K_k]$ with $i \neq j$, $\text{Re}\{l_{k,i}\} \neq \text{Re}\{l_{k,j}\}$.

For each $k \in [m]$, we set $\text{Re}\{l_{k,1}\} < \cdots < \text{Re}\{l_{k,K_k}\}$. For the measurement operator $L_k$ with $k \in [m]$, we define $\tilde{l}_k := \min_{i \neq j} |\text{Re}\{l_{k,i}\} - \text{Re}\{l_{k,j}\}| > 0$ for $i, j \in [K_k]$ and $\ell_k := |\text{Re}\{l_{k,K_k}\} - \text{Re}\{l_{k,1}\}|$. Denote by $\{\mathcal{H}_n\}_{n=1}^{M}$ with $M \leq N$ the disjoint common eigenspaces of $H_0, L_1, \ldots, L_m$ which are assumed to be non-empty. Let $P_n$ be the orthogonal projection on the eigenspace $\mathcal{H}_n$ for all $n \in [M]$. Hence, for any $n \in [M]$, $P_n$ is diagonal in the basis $\mathcal{B}$, $\sum_{n=1}^{M} P_n = \mathbb{I}$ and $P_i P_j = 0$ for all $i \neq j$. For all $k \in [m]$ and $n \in [M]$, $L_k P_n = l_{k,n} P_n$ where $l_{k,n} \in \{l_{k,1}, \ldots, l_{k,K_k}\}$. Note that $\sum_{k=1}^{m} |\text{Re}\{l_{k,i}\} - \text{Re}\{l_{k,j}\}| \geq \min_{k \leq [m]} \ell_k$ with $i \neq j$, since the orthogonality of the projections $\{P_n\}_{n=1}^{M}$ and assumption **H0**.
To study the above problem, we first define different notions of stochastic stability for invariant subspaces of the coupled system.

2.1 Preliminary notions: invariant subspace and stochastic stability

In this section, we define the notions of stochastic stability for an invariant subspace. To this end, we define $P_s \notin \{0, I\}$ as the orthogonal projection on $H_s \subset H$ and the distance $d_s(\rho) := \|\rho - P_s \rho P_s\|$ for $\rho \in S$ and $P_s \rho P_s \in B(H_s)$, where $\|\cdot\|$ could be any matrix norm.

**Lemma 2.1.** For all $\rho \in S$ and any orthogonal projection $P$, $0 \leq \text{Tr}(\rho P) \leq 1$. Moreover, $\text{Tr}(\rho P) = 1$ is equivalent to $P \rho P = \rho = \rho P = \rho$.

The proof is based on simple linear algebra arguments and is omitted. Now denote the set of density matrices

$$I(H_s) := \{ \rho \in S | \text{Tr}(P_s \rho) = 1 \},$$

whose support is $H_s$ or a subspace of $H_s$.

**Definition 2.2.** The subspace $H_s$ is called invariant almost surely if, for all $\rho(0) \in I(H_s)$, $\rho(t) \in I(H_s)$ for all $t > 0$ almost surely.

**Stochastic stability** Based on the stochastic stability defined in [21, 35] and the definition used in [45, 11], we formulate the following definition on the stochastic stability of the invariant subspace for the coupled system (3)–(4).

**Definition 2.3.** Let $H_s \times H_s$ be the invariant subspace for (3)–(4) where $H_s \subset H$. Denote $P_s$ the orthogonal projection on $H_s$. Then $H_s \times H_s$ is said to be

1. **Stable in probability**, if for every $\varepsilon \in (0, 1)$ and for every $r > 0$, there exists $\delta = \delta(\varepsilon, r) > 0$ such that,

$$\mathbb{P}(d_s(\rho(t)) + d_s(\dot{\rho}(t)) < r \text{ for } t \geq 0) \geq 1 - \varepsilon,$$

whenever $d_s(\rho(0)) + d_s(\dot{\rho}(0)) < \delta$ with $(\rho(0), \dot{\rho}(0)) \in S \times S$.

2. **Almost surely asymptotically stable**, if it is stable in probability and,

$$\mathbb{P}(\lim_{t \to \infty} d_s(\rho(t)) + d_s(\dot{\rho}(t)) = 0) = 1,$$

for all $(\rho(0), \dot{\rho}(0)) \in S \times S$. 

3. Almost surely exponentially stable, if
\[
\limsup_{t \to \infty} \frac{1}{t} \log \left( d_s(\rho(t)) + d_s(\dot{\rho}(t)) \right) < 0, \quad \text{a.s.}
\]
for all \((\rho(0), \dot{\rho}(0)) \in S \times S\). The left-hand side of the above inequality is called the sample Lyapunov exponent of the solution.

In order to study the stabilization problem, we introduce
\[
E_s(\rho) := \sqrt{1 - \text{Tr}(\rho P_s)} \in [0, 1]
\]
to estimate the above mentioned distance \(d_s(\rho) = \|\rho - P_s\rho P_s\|\) throughout of the paper. Based on this function, we define
\[
B_r(H_s) := \{ \rho \in S | E_s(\rho) < r \},
\]
\[
\dot{B}_r(H_s) := \{ \rho \in S | 0 < E_s(\rho) < r \},
\]
\[
B_r(H_s \times H_z) := \{ (\rho, \dot{\rho}) \in S \times S | E_s(\rho) + E_z(\dot{\rho}) < r \},
\]
\[
\dot{B}_r(H_s \times H_z) := \{ (\rho, \dot{\rho}) \in S \times S | 0 < E_s(\rho) + E_z(\dot{\rho}) < r \}.
\]

Lemma 2.4. For all \(\rho \in S\) and any orthogonal projection \(P_s \in \mathcal{B}(H)\), there exist two constants \(C_1 > 0\) and \(C_2 > 0\) such that
\[
C_1 E_s(\rho)^2 \leq \|\rho - P_s\rho P_s\| \leq C_2 E_s(\rho). \tag{5}
\]

Proof. By employing the arguments in the proof of [11, Lemma 4.8], we have
\[
\|\rho - P_s\rho P_s\|_1 \leq N \|\rho - P_s\rho P_s\|_{\max} \leq 3N E_s(\rho)
\]
where \(\| \cdot \|_1\) and \(\| \cdot \|_{\max}\) represent the trace norm and the max norm respectively. Moreover, since the trace norm is unitarily invariant, we have the following pinching inequality [12, Chapter 4.2]
\[
\begin{align*}
\|\rho - P_s\rho P_s\|_1 & \geq \|P_s(\rho - P_s\rho P_s)P_s + (I - P_s)(\rho - P_s\rho P_s)(I - P_s)\|_1 \\
& = \| (I - P_s)\rho(I - P_s) \|_1 = E_s(\rho)^2.
\end{align*}
\]
Then, the equivalence of matrix norms on finite dimensional vector spaces concludes the proof. \qed

2.2 Asymptotic properties of open-loop dynamics

The asymptotic behavior of the solution of (3) in open-loop case has been studied in several papers (see e.g., [10, 28, 31, 18]), which is known as exponential quantum state reduction. It plays a fundamental role in stabilization strategies. Here we show an exponential quantum state reduction for the actual system with providing explicit convergence rate. We make use of the convergence rate information imposed by the diffusion term of the stochastic master equations (3) to render the trajectories of the coupled system (3) - (4).
toward the target subspace. In this case, for all $n \in [M]$, it can be easily verified that $\mathcal{H}_n$ is invariant almost surely for the system (3) (see [11, Theorem 1.1] for the proof). For the reader convenience, we recall the following result.

**Theorem 2.5 (Exponential quantum state reduction).** Assume that H0 holds. For System (3) with $\rho(0) \in \mathcal{S}$, $\{\mathcal{H}_n\}_{n=1}^M$ is exponentially stable in mean and a.s. with average and sample Lyapunov exponent less than or equal to $-\frac{1}{2} \min_{k \in [m]} \{\eta_k \gamma_k \ell_k^2\}$. Moreover, the probability of convergence to $\mathcal{H}_n$ is $\text{Tr}(\rho(0) P_n)$. This can be proved by using similar arguments as in [28, Theorem 5] or [31, Theorem 3] and by considering the candidate Lyapunov function $V(\rho) = \sum_{i \neq j} \sqrt{\text{Tr}(\rho P_i) \text{Tr}(\rho P_j)}$. We can show that

$$\mathcal{L}V(\rho) \leq -\frac{1}{2} \min_{k \in [m]} \{\eta_k \gamma_k \ell_k^2\} V(\rho).$$

It implies that the $V(\rho(t))$ in open-loop case converges exponentially to zero in mean and almost surely with the Lyapunov exponent less than or equal to $-\frac{1}{2} \min_{k \in [m]} \{\eta_k \gamma_k \ell_k^2\}$. It means that $\rho(t)$ in open-loop case converges exponentially to one of $\{I(\mathcal{H}_n)\}_{n=1}^M$ with certain probability. The probability of convergence to $\mathcal{H}_n$ can be precised by similar arguments provided in [28, Theorem 5] or [31, Theorem 3].

**Remark 2.6.** Rather than constructing a Lyapunov function to analyze the large time behaviour of system (3), in [10], the authors study the dynamics of $\text{Tr}(\rho(t) P_n)$ with $n \in [M]$ in Doléans-Dade exponential form, which leads to a more precise estimation of Lyapunov exponent. Furthermore, the authors show that in the open-loop case when $(\omega,\{\gamma_k\},\{\eta_k\}) = (\hat{\omega},\{\hat{\gamma}_k\},\{\hat{\eta}_k\})$ and $\rho(0) \neq \hat{\rho}(0)$, under the assumption that $\text{Tr}(\hat{\rho}(0) P_n) > 0$ for any $n \in [M]$ such that $\text{Tr}(\rho(0) P_n) > 0$, $\rho(t)$ and $\hat{\rho}(t)$ converge exponentially to the same subset $\mathcal{I}(\mathcal{H}_n)$ with the same probability. Note that if all the common eigenspace $\{\mathcal{H}_n\}_{n=1}^M$ are one-dimensional, then $M = N$, and in this case $\rho(t)$ and $\hat{\rho}(t)$ converge exponentially to $|\Upsilon\rangle\langle\Upsilon| = \sum_{n=1}^N P_n \text{Tr}(\rho(0) P_n)$, the case established in [10]. However, this method cannot treat the case where $(\omega,\{\gamma_k\},\{\eta_k\}) \neq (\hat{\omega},\{\hat{\gamma}_k\},\{\hat{\eta}_k\})$. In open-loop case, the exponential stability for the case of unknown parameters will be appeared in [13].

### 3 Feedback stabilization toward target subspaces

In this section, we provide an adaptation of [30, Theorem 4.11] ensuring exponential stabilization of the target subspace $\mathcal{H}_\bar{n} \times \mathcal{H}_\bar{n}$. It should be noted that this is inspired by [8, Theorem 2.12], [27, Theorem 5.7] and [35, Theorem 3.3, 2.3].
Theorem 3.1. Suppose that the trajectories \((\rho(t), \dot{\rho}(t))\) are recurrent relative to any neighborhood of \(\mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_n)\). Additionally, assume the existence of a positive-definite function \(V(\rho, \dot{\rho})\) such that \(V(\rho, \dot{\rho}) = 0\) if and only if \((\rho, \dot{\rho}) \in \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_n)\), and \(V\) is continuous on \(\mathcal{S} \times \mathcal{S}\) and twice continuously differentiable on an almost surely invariant subset \(\Gamma\) of \(\mathcal{S} \times \mathcal{S}\) containing \(\text{int}(\mathcal{S}) \times \text{int}(\mathcal{S})\). Moreover, suppose that there exist positive constants \(C, C_1\) and \(C_2\) such that

\[
(i) \quad C_1\left(E_n(\rho) + E_n(\dot{\rho})\right) \leq V(\rho, \dot{\rho}), \quad \text{for all } (\rho, \dot{\rho}) \in \mathcal{S} \times \mathcal{S}, \text{ and}
\]

\[
(ii) \quad \limsup_{(\rho, \dot{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_n)} \frac{\partial V(\rho, \dot{\rho})}{\partial \rho} \leq -C.
\]

Then, \(\mathcal{H}_n \times \mathcal{H}_n\) is almost surely exponentially stable for \(n \to \infty\) starting from \(\Gamma\) with sample Lyapunov exponent less than or equal to \(-\frac{1}{2}(C + K)/C_2\), where \(K \leq \liminf_{(\rho, \dot{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_n)} \frac{1}{2} \sum_{k=1}^{m} g_k(\rho, \dot{\rho})^2\) and

\[
g_k(\rho, \dot{\rho}) := \text{Tr}\left(\frac{\partial V(\rho, \dot{\rho})}{\partial \rho} \frac{\partial^k g_k(\rho)}{\partial \rho^k} \frac{\partial V(\rho, \dot{\rho})}{\partial \dot{\rho}} + \frac{\partial V(\rho, \dot{\rho})}{\partial \dot{\rho}} g_k(\dot{\rho})\right).
\]

The proof can be done by showing first the asymptotic stability and then estimating the sample Lyapunov exponent. The ideas are resumed as follows.

1. (Asymptotic stability) Together with the recurrence property and the strong Markov property of \((\rho(t), \dot{\rho}(t))\), the stability in probability implies the almost sure asymptotic stability of \(\mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_n)\).

2. (Exponential stability) We provide an estimation of the sample Lyapunov exponent.

By slightly modifying [27], Theorem 5.7, we obtain the following result. Denote \(\mathcal{K}\) as the family of all continuous non-decreasing functions \(\mu : \mathbb{R}_{>0} \to \mathbb{R}_{\geq 0}\) such that \(\mu(0) = 0\) and \(\mu(r) > 0\) for all \(r > 0\).

Proposition 3.2. Suppose that \((\rho(t), \dot{\rho}(t))\) is recurrent relative to any neighborhood of \(\mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_n)\). Additionally, suppose that there exists a positive-definite function \(V(\rho, \dot{\rho})\) such that \(V(\rho, \dot{\rho}) = 0\) if and only if \((\rho, \dot{\rho}) = \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_n)\), and \(V\) is continuous on \(\mathcal{S} \times \mathcal{S}\) and twice continuously differentiable on an almost surely invariant subset \(\Gamma\) of \(\mathcal{S} \times \mathcal{S}\) containing \(\text{int}(\mathcal{S}) \times \text{int}(\mathcal{S})\). Moreover, suppose that there exists a function \(\mu \in \mathcal{K}\) such that

\[
(i) \quad V(\rho, \dot{\rho}) \geq \mu\left(E_n(\rho) + E_n(\dot{\rho})\right), \quad \text{for all } (\rho, \dot{\rho}) \in \mathcal{S} \times \mathcal{S}, \text{ and}
\]

\[\text{Here } \frac{\partial}{\partial \rho} \text{ denotes the first differential in } \rho \in \mathcal{S} \text{ of the function } V, \text{ which can be expanded in terms of partial derivatives as in } [23].\]
(ii) $\mathcal{L}V(\rho, \hat{\rho}) \leq 0$ for all $(\rho, \hat{\rho}) \in B_r(\mathcal{H}_n \times \mathcal{H}_\bar{n})$ with some $r > 0$.

Then, $\mathcal{H}_n \times \mathcal{H}_\bar{n}$ is almost surely asymptotically stable for the coupled system (3)–(4) starting from $\Gamma$.

In the following, we provide sufficient conditions ensuring that $(\rho(t), \hat{\rho}(t))$ is recurrent relative to any neighborhood of $I(\mathcal{H}_n) \times I(\mathcal{H}_\bar{n})$, i.e., $(\rho(t), \hat{\rho}(t))$ enters any neighborhood of $I(\mathcal{H}_n) \times I(\mathcal{H}_\bar{n})$ in finite time almost surely [Lemma 3.10].

Remark 3.3. We note that these main steps are fundamental as in the proof of [30, Theorem 4.11], however the technical details are different as we work with different measurement channels and we stabilize target subspaces, with particular interests in entangled states stabilization and quantum error corrections. More originally, we apply theses analyses to prove that a partial information on the state is sufficient to prove exponential stabilization which is lacking in the literature (see Section 4).

3.1 Sufficient conditions ensuring recurrence

Here we provide sufficient conditions on the feedback controller and control Hamiltonian to ensure the recurrence of $(\rho(t), \hat{\rho}(t))$ relative to any neighborhood of $I(\mathcal{H}_n) \times I(\mathcal{H}_\bar{n})$, i.e., for all $(\rho(0), \hat{\rho}(0)) \in S \times S \setminus \bigcup_{n \neq \bar{n}} I(\mathcal{H}_n) \times I(\mathcal{H}_\bar{n})$, $(\rho(t), \hat{\rho}(t))$ can arbitrarily approach $I(\mathcal{H}_n) \times I(\mathcal{H}_\bar{n})$ in finite time almost surely. To prove this, we provide conditions to show instability of other invariant subspaces and the reachability for the deterministic control system.

3.1.1 Instability of $I(\mathcal{H}_n) \times I(\mathcal{H}_\bar{n})$ with $n \neq \bar{n}$

Inspired by Khas’minskii’s recurrence conditions [27, Theorem 3.9], in the following proposition, we provide Lyapunov-type sufficient conditions ensuring the instability of an invariant subspace of the coupled system (3)–(4) and an estimation in mean of escaping time of the trajectories from a neighborhood of such invariant subspace. Since the proof is based on the similar arguments as in [27, Theorem 3.9], we omit it. We consider the stopping time $\tau^{n,k}_\lambda := \inf\{t \geq 0 | E_n(\rho(t)) + E_k(\hat{\rho}(t)) = \lambda\}$ with $n, k \in [M]$, $\lambda > 0$, and setting $\inf\{\emptyset\} = \infty$.

Proposition 3.4. Consider an invariant subspace $\mathcal{H}_n \times \mathcal{H}_k$ of the coupled system (3)–(4) with $n, k \in [M]$. Suppose that there exist $V \in C^2(S \times S, \mathbb{R}_{\geq 0})$, $C > 0$ and $\lambda \in (0, 2)$ such that $\mathcal{L}V(\rho, \hat{\rho}) \leq -C$ whenever $(\rho, \hat{\rho}) \in$
Lemma 3.5. The above assumptions are needed to show the instability of 
Furthermore, for all \( k, n \), let \( L_k P_n = I_{k,n} P_n \) where \( I_{k,n} \in \{ I_{k,1}, \ldots, I_{k,K_k} \} \).
Then, for any \((\varrho(0), \dot{\varrho}(0)) \in B_\lambda (\mathcal{H}_n \times \mathcal{H}_k)\), we have \( \mathbb{E}(\tau^{n,k}_\lambda) < \frac{1}{\mathbb{P}} V(\varrho(0), \dot{\varrho}(0)) \).

Based on Proposition 3.4 and techniques of estimating the lower bound of Lyapunov exponents in \([35]\) Theorem 3.5, in the following lemmas, we show the instability of the subsets \( \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_k) \) with \( n \neq \bar{n} \) for two cases separately, and provide an estimation of the divergence rate of \((\varrho(t), \dot{\varrho}(t))\) from \( \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_k) \).

For all \( k \in [M] \) and \( n \in [M] \), let \( L_k P_n = I_{k,n} P_n \) where \( I_{k,n} \in \{ I_{k,1}, \ldots, I_{k,K_k} \} \).
Define \( \overline{C}_{k,\bar{n}} := \text{Re}\{I_{k,\bar{n}}\} - \text{min}_{n \neq \bar{n}} \text{Re}\{I_{k,n}\}, \overline{C}_{k,\bar{n}} := \text{Re}\{I_{k,\bar{n}}\} - \text{max}_{n \neq \bar{n}} \text{Re}\{I_{k,n}\} \).
Furthermore, for all \( n \in [M] \) and \( k \in [M] \), we set \( \Theta_n(\rho) := \text{Tr}(i[H_1, \rho] P_n), \Delta_{k,n}(\rho) := 2\text{Re}\{I_{k,n}\} - \text{Tr}((L_k + L_k^*) \rho) \), \( G_n^2(\dot{\rho}) := \text{Tr}(\hat{\Theta}_{\bar{k},\bar{n}}(\dot{\rho}) P_n) \), and define

\[
\overline{T}_{k,\bar{n}} := \sqrt{\eta_k \gamma_k (\text{Re}\{I_{k,\bar{n}}\} - \overline{C}_{k,\bar{n}})} - \sqrt{\eta_k \gamma_k \text{Re}\{I_{k,\bar{n}}\}}, \\
\overline{T}_{k,\bar{n}} := \sqrt{\eta_k \gamma_k (\text{Re}\{I_{k,\bar{n}}\} - \overline{C}_{k,\bar{n}})} - \sqrt{\eta_k \gamma_k \text{Re}\{I_{k,\bar{n}}\}}.
\]
Based on above definitions, we define partitions of \([M] \), \( \overline{K}^+_{\bar{n}} := \{ k \in [M] \mid \overline{T}_{k,\bar{n}} \geq 0 \} \), \( \overline{K}^-_{\bar{n}} := \{ k \in \overline{K}^+_{\bar{n}} \mid \overline{C}_{k,\bar{n}} < 0 \} \), \( \overline{K}^-_{\bar{n}} := \{ k \in [M] \mid \overline{T}_{k,\bar{n}} \leq 0 \} \), \( \overline{K}^-_{\bar{n}} := \{ k \in \overline{K}^-_{\bar{n}} \mid \overline{C}_{k,\bar{n}} > 0 \} \). Next, we introduce the following assumptions on feedback controller:

**H1**: \(|u(\dot{\rho})| \leq c(1 - \text{Tr}(\dot{\rho} P_n))^\alpha\) with \( \alpha > 1/2 \) and \( c > 0 \).
**H2**: \( u(\dot{\rho}) = 0 \) for all \( \dot{\rho} \in B_\epsilon(\mathcal{H}_n) \) with \( \epsilon > 0 \).

The above assumptions are needed to show the instability of \( \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_k) \) with \( n \neq \bar{n} \) and the reachability of \( \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_k) \).

**Lemma 3.5.** Assume that **H0** and **H1** hold. Suppose that \( \overline{K}^+_{\bar{n}} \cup \overline{K}^-_{\bar{n}} = [M] \) with \( \bar{n} \in [M] \) and

\[
D_{\bar{n}} > \sum_{k=1}^m \sqrt{\eta_k \gamma_k} \max\{ \overline{C}^2_{k,\bar{n}}, \overline{C}^2_{k,\bar{n}} \} 
\]
with

\[
D_{\bar{n}} := \sum_{k \in \overline{K}^+_{\bar{n}}} \sqrt{\eta_k \gamma_k} \overline{C}_{k,\bar{n}} \overline{T}_{k,\bar{n}} + \sum_{k \in \overline{K}^-_{\bar{n}}} \sqrt{\eta_k \gamma_k} \overline{C}_{k,\bar{n}} \overline{T}_{k,\bar{n}} - \sum_{k \in \overline{K}^-_{\bar{n}}} \sqrt{\eta_k \gamma_k} \overline{C}_{k,\bar{n}} \overline{T}_{k,\bar{n}}.
\]
Then, there exists \( \lambda > 0 \) such that, for all initial condition \((\varrho(0), \dot{\varrho}(0)) \in B_\lambda (\mathcal{H}_n \times \mathcal{H}_k) \) with \( n \neq \bar{n} \), the solutions \((\varrho(t), \dot{\varrho}(t))\) of the coupled system \([3] - [4]\) exit \( B_\lambda (\mathcal{H}_n \times \mathcal{H}_k) \) in finite time almost surely.
Proof. To prove the lemma, we apply Proposition 3.4 with the Lyapunov function \(-\log(1 - \tr(\dot{\rho}P_\bar{n})) \geq 0\). Set \(V_{\bar{n}}(\dot{\rho}) := 1 - \tr(\dot{\rho}P_\bar{n}) \in [0, 1]\). The assumptions of Lemma B.3 hold due to H1, the infinitesimal generator of the Lyapunov function is given by

\[ \mathcal{L} - \log V_{\bar{n}}(\dot{\rho}) = -\frac{\mathcal{L} V_{\bar{n}}(\dot{\rho})}{V_{\bar{n}}(\dot{\rho})} + \frac{1}{2} \frac{1}{V_{\bar{n}}(\dot{\rho})^2} \sum_{k=1}^{m} (\hat{G}_k^n(\dot{\rho}))^2, \]

where \(\hat{G}^\bar{n}_k(\dot{\rho}) = \sqrt{\eta_k \gamma_k} \Delta_{k, \bar{n}}(\dot{\rho}) \tr(\dot{\rho}P_\bar{n})\) and

\[ \mathcal{L} V_{\bar{n}}(\dot{\rho}) = u \Theta_{\bar{n}}(\dot{\rho}) - \sum_{k=1}^{m} \sqrt{\eta_k \gamma_k} \Delta_{k, \bar{n}}(\dot{\rho}) T_k(\rho, \dot{\rho}) \tr(\dot{\rho}P_\bar{n}). \]

By H1, we have \(|u| \leq c(1 - \tr(\dot{\rho}P_\bar{n}))^\alpha\) with \(\alpha > 1/2\) and \(c > 0\). Moreover,

\[
\begin{align*}
|\tr(i[H_1, \dot{\rho}]P_\bar{n})| &= |\tr(i[H_1, \dot{\rho}](P_\bar{n} - I))| \leq |\tr(H_1 \dot{\rho} (P_\bar{n} - I))| + |\tr(H_1 (P_\bar{n} - I) \dot{\rho})| \\
&\leq 2 |H_1 \sqrt{\rho}||_{HS}||(P_\bar{n} - I)\sqrt{\rho}||_{HS} = 2 \sqrt{2} |H_1 \sqrt{\rho}||_{HS} \sqrt{1 - \tr(\dot{\rho}P_\bar{n})}.
\end{align*}
\]

Since \(\{P_\bar{n}\}_{\bar{n}=1}^M\) resolve the identity, for all \(k \in [M]\), we have the following inequalities

\[
C_{k, \bar{n}}(1 - \tr(\dot{\rho}P_\bar{n})) \leq \frac{\Delta_{k, \bar{n}}(\dot{\rho})}{2} \leq C_{k, \bar{n}}(1 - \tr(\dot{\rho}P_\bar{n})).
\]

(7)

It is easy to verify that, for all \(k \in [M]\), \(T_k(\rho, \dot{\rho}) > 0\) if \(T_{k, \bar{n}} > 0\) and \(T_k(\rho, \dot{\rho}) < 0\) if \(T_{k, \bar{n}} < 0\), when \((\rho, \dot{\rho})\) is close enough to \(\mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_\bar{n})\) with \(n \neq \bar{n}\). Hence, in such a neighbourhood,

\[
\begin{align*}
\mathcal{L} V_{\bar{n}}(\dot{\rho}) &\geq \left(-cV_{\bar{n}}(\dot{\rho})^{\alpha - \frac{1}{2}} + 2 \sum_{k \in K_{\bar{n}}} \sqrt{\eta_k \gamma_k} C_{k, \bar{n}} T_k(\rho, \dot{\rho})

+ 2 \sum_{k \in K_{\bar{n}}} \sqrt{\eta_k \gamma_k} C_{k, \bar{n}} T_k(\rho, \dot{\rho}) \right)V_{\bar{n}}(\dot{\rho})
\end{align*}
\]

It implies that \(\liminf_{(\rho, \dot{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_\bar{n})} \frac{\mathcal{L} V_{\bar{n}}(\dot{\rho})}{V_{\bar{n}}(\dot{\rho})} \geq 2D_{\bar{n}}\). Moreover, due to the inequality

\[
\sum_{k=1}^{m} \frac{(\hat{G}^\bar{n}_k(\dot{\rho}))^2}{V_{\bar{n}}(\dot{\rho})^2} \leq 4 \sum_{k=1}^{m} \eta_k \gamma_k \max\{C_{k, \bar{n}}^2, C_{k, \bar{n}}^2\} \tr(\dot{\rho}P_\bar{n})^2,
\]

we can deduce that

\[
\limsup_{(\rho, \dot{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_\bar{n})} \frac{1}{2} \frac{1}{V_{\bar{n}}(\dot{\rho})^2} \sum_{k=1}^{m} (\hat{G}^\bar{n}_k(\dot{\rho}))^2 \leq 2 \sum_{k=1}^{m} \eta_k \gamma_k \max\{C_{k, \bar{n}}^2, C_{k, \bar{n}}^2\}.
\]
The condition guarantees that there exist $C > 0$ and $\lambda \in (0, 2)$ such that, for all $n \neq \bar{n}$,
\[ \mathcal{L} - \log V_n(\hat{\rho}) \leq -C, \quad \forall (\rho, \hat{\rho}) \in B_\lambda(H_n \times H_{\bar{n}}). \]

Therefore, by applying Proposition 3.4 for any $(\rho(0), \hat{\rho}(0)) \in B_\lambda(H_n \times H_k)$, we have $E(\tau_{\lambda,n}) < -\frac{1}{C} \log V_n(\hat{\rho}(0)) < \infty$. Then, by Markov inequality, we have $P(\tau_{\lambda,n} < \infty) = 1$. \hfill \Box

Now, we show the instability of $I(H_n) \times I(H_{\bar{n}})$ with $n \neq \bar{n}$ by the following lemma, where the assumption of Lemma 3.5 are not necessarily verified.

**Lemma 3.6.** Let $\bar{n} \in [M]$. Assume that $\hat{\rho}(0) > 0$, $H_0$ and $H_2$ are satisfied. Suppose that for all $k \in [M]$,

\[ 1 - \frac{k^2}{2(k^2 + |\text{Re}(l_{k,n})|\ell_k)} < \frac{\eta k \gamma_k}{\eta k \gamma_k} = 1, \quad (8) \]

or

\[ \begin{cases} 1 + l_{k,n} \leq \sqrt{\frac{\eta k \gamma_k}{\eta k \gamma_k}}, & \text{if } \frac{k^2}{\ell_k^2} > |\text{Re}(l_{k,n})|\ell_k, \\ 1 \leq \frac{\eta k \gamma_k}{\eta k \gamma_k} & \text{if } \frac{k^2}{\ell_k^2} = |\text{Re}(l_{k,n})|\ell_k, \\ 1 \leq \sqrt{\frac{\eta k \gamma_k}{\eta k \gamma_k}} & \text{if } \frac{k^2}{\ell_k^2} < |\text{Re}(l_{k,n})|\ell_k. \end{cases} \quad (9) \]

where $l_{k,n} := \frac{k^2}{\ell_k^2} - |\text{Re}(l_{k,n})|\ell_k$. Then, there exists $\lambda > 0$ such that, for all initial condition $(\rho(0), \hat{\rho}(0)) \in B_\lambda(H_n \times H_{\bar{n}}) \cap S \times \partial S$ with $n \neq \bar{n}$, the solutions $(\rho(t), \hat{\rho}(t))$ of the coupled system exit $B_\lambda(H_n \times H_{\bar{n}})$ in finite time almost surely.

**Proof.** To prove the instability of $I(H_n) \times I(H_{\bar{n}})$ with $n \neq \bar{n}$, we can apply Proposition 3.4 with the Lyapunov function $-\log \text{Tr}(\hat{\rho}P_n) \geq 0$. By Lemma B.1, $\hat{\rho}(0) > 0$ implies $\hat{\rho}(t) > 0$ for all $t \geq 0$ almost surely, and therefore $\text{Tr}(\hat{\rho}(t)P_n) > 0$ for all $t \geq 0$. The infinitesimal generator of the Lyapunov function is given by

\[ \mathcal{L} - \log \text{Tr}(\hat{\rho}P_n) = -\frac{\mathcal{L} \text{Tr}(\hat{\rho}P_n)}{\text{Tr}(\hat{\rho}P_n)} + \sum_{k=1}^{m} \left( \frac{\mathcal{G}_k^\nu(\hat{\rho})}{2 \text{Tr}(\hat{\rho}P_n)^2} \right)^2, \]

where $\mathcal{G}_k^\nu(\hat{\rho}) = \sqrt{\eta k \gamma_k} \Delta_{k,n}(\hat{\rho}) \text{Tr}(\hat{\rho}P_n)$ and

\[ \mathcal{L} \text{Tr}(\hat{\rho}P_n) = -u \Theta_n(\hat{\rho}) + \sum_{k=1}^{m} \sqrt{\eta k \gamma_k} \Delta_{k,n}(\hat{\rho}) T_k(\rho, \hat{\rho}) \text{Tr}(\hat{\rho}P_n). \]

Due to $H_2$, for all $(\rho, \hat{\rho}) \in B_r(H_n \times H_{\bar{n}})$ with $r \in (0, \epsilon]$ where $\epsilon$ is defined in $H_2$, we have

\[ \frac{\mathcal{L} \text{Tr}(\hat{\rho}P_n)}{\text{Tr}(\hat{\rho}P_n)} = \sum_{k=1}^{m} \sqrt{\eta k \gamma_k} \Delta_{k,n}(\hat{\rho}) T_k(\rho, \hat{\rho}), \]
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which implies

$$
\liminf_{(\rho, \hat{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_\bar{n})} \frac{\mathcal{L}\text{Tr}(\hat{\rho}P_n)}{\text{Tr}(\hat{\rho}P_n)} = \frac{\sum_{k=1}^{m} \sqrt{\hat{\eta}_k \hat{\gamma}_k} \left( \text{Re}\{l_{k,n}\} - \text{Re}\{l_{k,\bar{n}}\} \right) \left( \sqrt{\hat{\eta}_k \hat{\gamma}_k} \text{Re}\{l_{k,n}\} - \sqrt{\hat{\eta}_k \hat{\gamma}_k} \text{Re}\{l_{k,\bar{n}}\} \right)}{4}
$$

(10)

Moreover, we have

$$
\limsup_{(\rho, \hat{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_\bar{n})} \frac{\sum_{k=1}^{m} \left( \hat{G}^u_k(\hat{\rho}) \right)^2}{2\text{Tr}(\hat{\rho}P_n)^2} \leq \frac{2}{\sqrt{\hat{\eta}_k \hat{\gamma}_k}} \left( \text{Re}\{l_{k,n}\} - \text{Re}\{l_{k,\bar{n}}\} \right) \left( \sqrt{\eta_k \gamma_k} \text{Re}\{l_{k,n}\} - \sqrt{\eta_k \gamma_k} \text{Re}\{l_{k,\bar{n}}\} \right)
$$

(11)

The condition (8) or (9) guarantees that the $k$-th term of RHS of (10) is strictly greater than the $k$-th term of RHS of (11) for all $k \in [M]$ such that $\text{Re}\{l_{k,n}\} \neq \text{Re}\{l_{k,\bar{n}}\}$. Note that it is impossible that $\text{Re}\{l_{k,n}\} = \text{Re}\{l_{k,\bar{n}}\}$ for all $k \in [M]$ due to the orthogonality of the projections $\{P_n\}_{n=1}^M$. Therefore, there exist $C > 0$ and a sufficiently small constant $\lambda \in (0, r)$ such that, for all $n \neq \bar{n}$

$$\mathcal{L} - \log \text{Tr}(\hat{\rho}P_n) \leq -C, \ \forall (\rho, \hat{\rho}) \in \mathcal{B}_\lambda(\mathcal{H}_n \times \mathcal{H}_\bar{n}).$$

(12)

Therefore, by applying Proposition 3.4 for any $(\rho(0), \hat{\rho}(0)) \in \mathcal{B}_\lambda(\mathcal{H}_n \times \mathcal{H}_\bar{n}) \cap \mathcal{S} \times \partial\mathcal{S}$ with $n \neq \bar{n}$, $E(\tau_n^\lambda) < -\frac{1}{C} \log \text{Tr}(\hat{\rho}(0)P_n) < \infty$. Then, by Markov inequality, we have $\mathbb{P}(\tau_n^\lambda < \infty) = 1$. □

**Remark 3.7.** Lemma 3.5 and Lemma 3.6 are analogous to [30, Section 4.2.1]. The range of the model parameters $\hat{\eta}_k$ and $\hat{\gamma}_k$ provided in Lemma 3.5 and Lemma 3.6 ensuring the instability is not the optimal one.

### 3.1.2 Recurrence properties of the coupled trajectories

Based on the support theorem (Theorem A.1), the deterministic control systems corresponding to the Stratonovich form of (13)–(14) is given by

$$\dot{\rho}_v(t) = \mathcal{L}^u_{\omega, \gamma, \eta}(\rho_v(t)) + \sum_{k=1}^{m} g^k_{\eta_k, \gamma_k}(\rho_v(t)) V_k(t),$$

(13)

$$\dot{\hat{\rho}}_v(t) = \mathcal{L}^u_{\omega, \gamma, \eta}(\hat{\rho}_v(t)) + \sum_{k=1}^{m} g^k_{\hat{\eta}_k, \hat{\gamma}_k}(\hat{\rho}_v(t)) V_k(t),$$

(14)
where $\rho_v(0) = \rho(0)$, $\dot{\rho}_v(0) = \dot{\rho}(0)$, $V_k(t) := v_k(t) + \sqrt{\eta_k} \gamma_k \text{Tr}((L_k + L_k^*) \rho_v(t))$ where $v_k(t) \in \mathcal{V}$ is the bounded control input. Here

$$\tilde{L}_{\omega, \gamma, \eta}^u(\rho) := -i[\omega H_0 + u H_1, \rho] + \sum_{k=1}^m \gamma_k \left( 2(1 - \eta_k)L_k \rho L_k^* - (L_k^* L_k + \eta_k L_k^2) \rho \right) - \rho L_k^* L_k + \eta_k \text{Tr}((L_k + L_k^*)^2 \rho) \rho$$

and $\mathcal{G}_{\eta, \gamma}(\rho)$ is defined as in (1). By the support theorem, the set $\mathcal{S}$ is invariant for (13) and (14).

For $l \in \mathbb{Z}$ and $\xi \in \mathbb{R}^N$, define

$$M_{l, \xi} := [\xi, H_1 \xi, L_1^* H_1 \xi, \ldots, L_m^* H_1 \xi, \ldots, H_1 \xi, L_1^* H_1 \xi, \ldots, L_m^* H_1 \xi].$$

Then, we introduce the following assumption on the control Hamiltonian and the measurement operators.

**H3:** $\exists l \in \mathbb{Z}$ such that $\text{rank}(M_{l, \xi}) = N$ for all $\xi \in \mathcal{B}$.

Inspired by [30, Lemma 6.1], [31, Lemma 9] and [8, Theorem 4.7], in the following lemmas, we analyze the possibility of constructing trajectories of (13)–(14) which enter an arbitrarily small neighbourhood of the target subspace. Before stating the results, for $k \in [M]$ and $n \in [M]$, we define $\Lambda_{k,n}(\rho) := \text{Tr}((L_k + L_k^*)^2 \rho) - 4|\text{Re}\{i_{k,n}\}|^2$, $\Delta_{k,n} := \{\rho \in \mathcal{S}| \Lambda_{k,n}(\rho) = 0\}$, and the “variance function” $\gamma_k(\rho) := \text{Tr}((L_k + L_k^*)^2 \rho) - \text{Tr}((L_k + L_k^*)^2 \rho)^2$ of $L_k + L_k^*$.

**Lemma 3.8.** Assume that **H0** and **H3** hold true. In addition, suppose that

(i) $\overline{C}_{k,n} \leq 0$ or $\underline{C}_{k,n} \geq 0$ for each $k \in [M]$,

(ii) for any $\hat{\rho}(0) \in \{\rho \in \mathcal{S}| \text{Tr}(\hat{\rho} P_\eta) = 0\}$, there exists a control $v(t) \in \mathcal{V}^m$ such that for all $t \in (0, \delta)$, with $\delta > 0$ sufficiently small, $u(\hat{\rho}_v(t)) \neq 0$, for some solution $\hat{\rho}_v(t)$ of (14).

Then, for all $\varepsilon > 0$ and $(\rho(0), \hat{\rho}(0))$ belongs to

$$(\mathcal{S} \times \mathcal{S}) \setminus \left\{ \mathcal{B}_\varepsilon(\mathcal{H}_\eta) \times \mathcal{H}_\eta \cup \bigcup_{n \neq \eta} \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_\eta) \right\},$$

there exist $T \in (0, \infty)$ and $v(t) \in \mathcal{V}^m$ such that the trajectory $(\rho_v(t), \hat{\rho}_v(t))$ of the coupled deterministic system (13)–(14) enters $\mathcal{B}_\varepsilon(\mathcal{H}_\eta) \times \mathcal{H}_\eta$ for $t < T$. 
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Proof. From (13)–(14) we have

\[
\frac{d}{dt} \text{Tr}(\rho_v(t)P_\mathfrak{h}) = -u\Theta_\mathfrak{h}(\rho_v(t)) + \frac{\text{Tr}(\rho_v(t)P_\mathfrak{h})}{2} \sum_{k=1}^{m} \eta_k \gamma_k \Lambda_{k,\mathfrak{h}}(\rho_v(t))
\]

\[
+ \text{Tr}(\rho_v(t)P_\mathfrak{h}) \sum_{k=1}^{m} \sqrt{\eta_k \gamma_k} \Delta_{k,\mathfrak{h}}(\rho_v(t))V_k(t),
\]

(15)

\[
\frac{d}{dt} \text{Tr}(\hat{\rho}_v(t)P_\mathfrak{h}) = -u\Theta_\mathfrak{h}(\hat{\rho}_v(t)) + \frac{\text{Tr}(\hat{\rho}_v(t)P_\mathfrak{h})}{2} \sum_{k=1}^{m} \hat{\eta}_k \hat{\gamma}_k \Lambda_{k,\mathfrak{h}}(\hat{\rho}_v(t))
\]

\[
+ \text{Tr}(\hat{\rho}_v(t)P_\mathfrak{h}) \sum_{k=1}^{m} \sqrt{\hat{\eta}_k \hat{\gamma}_k} \Delta_{k,\mathfrak{h}}(\hat{\rho}_v(t))V_k(t),
\]

(16)

where \( \rho_v(0) = \rho(0), \hat{\rho}_v(0) = \hat{\rho}(0) \). If \( \text{Tr}(\rho(0)P_\mathfrak{h}) = \text{Tr}(\hat{\rho}(0)P_\mathfrak{h}) = 0 \), by following the arguments of Proposition C.1, one can show the existence of \( v \in \mathcal{V}^m \) and \( \delta > 0 \) such that \( \text{Tr}(\rho_v(0)P_\mathfrak{h}) > 0 \) and \( \text{Tr}(\hat{\rho}_v(0)P_\mathfrak{h}) > 0 \) for \( t \in (0, \delta) \). Thus, without loss of generality, we suppose \( \text{Tr}(\rho(0)P_\mathfrak{h}) > 0 \) and \( \text{Tr}(\hat{\rho}(0)P_\mathfrak{h}) > 0 \). Moreover, due to the inequality (7), for each \( m \in [M] \), if \( C_{k,\mathfrak{h}} \leq 0 \) or \( C_{k,\mathfrak{h}} \geq 0 \), then \( \Delta_{k,\mathfrak{h}} = \mathcal{I}(H_\mathfrak{h}) \). The proof can be concluded by applying the similar arguments as in the proof of [30] Lemma 6.1.

□

Lemma 3.9. Assume that H0, H2 and H3 are satisfied. In addition, suppose that

(i) for any \( k \in [M] \),

\[
\begin{align*}
&\sqrt{\eta_k \gamma_k} \bar{R}_{k,\mathfrak{h}} < \sqrt{\eta_k \gamma_k} \bar{R}_{k,\mathfrak{h}}, \\
&\sqrt{\hat{\eta}_k \hat{\gamma}_k} \bar{R}_{k,\mathfrak{h}} < \sqrt{\hat{\eta}_k \hat{\gamma}_k} \bar{R}_{k,\mathfrak{h}};
\end{align*}
\]

(17)

with \( \bar{R}_{k,\mathfrak{h}} := 2\text{Re}\{l_{k,\mathfrak{h}}\} - \ell_k \) and \( \bar{R}_{k,\mathfrak{h}} := 2\text{Re}\{l_{k,\mathfrak{h}}\} + \ell_k \).

(ii) for any \( \hat{\rho} \in \bigcap_{k=1}^{\infty} \Delta_{k,\mathfrak{h}} \setminus \mathcal{I}(\mathcal{H}_\mathfrak{h}) \),

\[
u\Theta_\mathfrak{h}(\hat{\rho}) < \frac{\text{Tr}(\hat{\rho}P_\mathfrak{h})}{2} \sum_{k=1}^{m} \hat{\eta}_k \hat{\gamma}_k \mathcal{V}_k(\hat{\rho}).
\]

(18)

Then, for all \( \epsilon > 0 \) and any given initial state \( (\rho(0),\hat{\rho}(0)) \in \mathcal{S} \times \text{int}(\mathcal{S}) \setminus \mathcal{B}_\epsilon(\mathcal{H}_\mathfrak{h} \times \mathcal{H}_\mathfrak{h}) \), there exist \( T \in (0, \infty) \) and \( v(t) \in \mathcal{V}^m \) such that the trajectory of (13)–(14) enters \( \mathcal{B}_\epsilon(\mathcal{H}_\mathfrak{h} \times \mathcal{H}_\mathfrak{h}) \) for \( t < T \).

Sketch of the proof. The lemma can be proved in three steps by following the similar arguments as in the proof of [30] Lemma 4.8] and [31], Lemma 9.1:

1. \( \forall \hat{\rho}(0) > 0, \exists v \in \mathcal{V}^m \) s.t. \( u(\hat{\rho}_v(t)) \neq 0 \) for some \( t > 0 \).
2. \( \exists T_1 \in (0, \infty), \exists v \in V \) s.t. \( \hat{\rho}_v(T_1) \in B_\varepsilon(\mathcal{H}_n) \).

3. \( \forall \varepsilon \in (0, \varepsilon) \), \( \exists T_2 \in (0, \infty) \) and \( v(t) \in V \) s.t. \( (\rho_v(t), \hat{\rho}_v(t)) \) enters \( B_\varepsilon(\mathcal{H}_n \times \mathcal{H}_{\bar{n}}) \) with \( t < T_2 \).

Based on the reachability of the deterministic coupled systems (13)–(14), we can now state the following recurrence result for the stochastic coupled system (3)–(4), which can be proved by the same arguments as in the proof of [30] Lemma 4.10.

**Lemma 3.10.** Assume that \( H_0 \) and \( H_3 \) hold true. If one of the following two conditions is satisfied

1. for \( (\rho(0), \hat{\rho}(0)) \in S \times \mathcal{S} \setminus \bigcup_{n \neq \bar{n}} \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_{\bar{n}}) \), \( H_1 \) and the hypotheses in Lemma 3.5 and Lemma 3.8 hold true,

2. for \( (\rho(0), \hat{\rho}(0)) \in S \times \text{int}(\mathcal{S}) \), \( H_2 \) and the hypotheses in Lemma 3.6 and Lemma 3.9 hold true.

Then, for all \( \varepsilon > 0 \) one has \( \mathbb{P}(\tau_{\bar{n}}^\varepsilon < \infty) = 1 \).

### 3.2 Application of Theorem 3.1: sufficient conditions ensuring exponential stabilization

In this section, we establish conditions on the feedback controller \( u(\hat{\rho}) \), the control Hamiltonian, and the domain of the model parameters, which ensure almost sure exponential stabilization of the coupled system (3)–(4) toward the target subspace \( \mathcal{H}_n \times \mathcal{H}_{\bar{n}} \). Define

\[
K := \frac{1}{2(M - 1)} \min \left\{ \min_{k \in [m]} \{ \eta_k \gamma_k \bar{\ell}_k \}, \min_{k \in [m]} \{ \hat{\eta}_k \hat{\gamma}_k \bar{\ell}_k \} \right\} > 0
\]

and

\[
C_n := \frac{1}{2} \min \left\{ \min_{k \in [M]} \{ \eta_k \gamma_k \bar{\ell}_k \}, \min_{k \in [M]} \{ \hat{\eta}_k \hat{\gamma}_k \bar{\ell}_k \} \right\} - 4 \sum_{k=1}^{m} \bar{\ell}_k |\text{Re}\{l_k, \bar{n}\}| \sqrt{\eta_k \gamma_k |\sqrt{\eta_k \gamma_k} - \sqrt{\eta_k \gamma_k}|}.
\]

**Theorem 3.11.** Consider the coupled system (3)–(4). Suppose that the assumptions given in Lemma 3.10 and Corollary C.2 are satisfied, and

\[
\min_{k \in [M]} \{ \hat{\eta}_k \hat{\gamma}_k \bar{\ell}_k \} > 4 \sum_{k=1}^{m} \bar{\ell}_k |\text{Re}\{l_k, \bar{n}\}| \sqrt{\eta_k \gamma_k |\sqrt{\eta_k \gamma_k} - \sqrt{\eta_k \gamma_k}|}.
\]  

(19)

Then, \( \mathcal{H}_n \times \mathcal{H}_{\bar{n}} \) is almost surely exponentially stable with sample Lyapunov exponent less than or equal to \( -C_n - K \) if \( \bar{C}_{k, \bar{n}} \leq 0 \) or \( \bar{C}_{k, \bar{n}} \geq 0 \) for each \( k \in [M] \), and \( -C_n \) otherwise.
Proof. Define \( V_n(\rho) := \sum_{n \neq \bar{n}} \sqrt{\text{Tr}(\rho P_n)} \). Consider the candidate Lyapunov function \( \mathbf{V}_n(\rho, \bar{\rho}) = V_n(\rho) + V_n(\bar{\rho}) \). Due to Lemma B.1, \( \Gamma = \text{int}(S_N) \times \text{int}(S) \) is almost surely invariant. Since Corollary C.2 \( \rho(t) \) and \( \bar{\rho}(t) \) can enter in \( \Gamma \) in finite time almost surely. \( \mathbf{V}_n(\rho, \bar{\rho}) \) is continuous on \( S \times S \) and twice continuously differentiable on \( \Gamma \).

It is easy to verify that, for all \( (\rho, \bar{\rho}) \in S \times S \), \( \mathbf{V}_n(\rho, \bar{\rho}) \geq E_n(\rho) + E_n(\bar{\rho}) \). Note that for some \( \rho \) function \( \rho \) continuously differentiable on \( \Gamma \).

It is easy to verify that, for all \( k \in [M] \), there may exist \( n \in [M] \) such that \( \text{Re}\{l_{k,n}\} = \text{Re}\{l_{k,n}\} \). For each \( k \in [M] \), we define the following sets

\[
S_{k,n}^\# := \{n \in [M] \mid \{\bar{n}\} \neq \text{Re}\{l_{k,n}\} \},
\]

\[
S_{k,n}^- := \{n \in [M] \mid \{\bar{n}\} = \text{Re}\{l_{k,n}\} \}.
\]

Due to H0 and the orthogonality of \( \{P_n\}_{n=1}^M \), we have \( \bigcup_k S_{k,n}^\# = [M] \setminus \{\bar{n}\} \). Note that \( S_{k,n}^- \) may be empty for some \( k \). We recall \( \Delta_{k,n}(\rho) = 2\text{Re}\{l_{k,n}\} - \text{Tr}(\rho P_n) \). By a straightforward calculation, for all \( n \in [M] \) and \( k \in [M] \), \( |\Delta_{k,n}(\rho)| \leq 2\ell_k + |\Delta_{k,n}(\rho)| \) and there exists a positive constant \( c_n > 0 \) such that \( |\Theta_n(\rho)| \leq c_n \sqrt{\text{Tr}(\rho P_n)} \).

In a sufficiently small neighbourhood of target subspace, \( |u| \leq cV_n(\bar{\rho})^a \) with \( a > 1 \) and \( c > 0 \) under H1 and \( c = 0 \) under H2, for each \( k \) and \( n \in S_{k,n}^\# \), \( |\Delta_{k,n}(\rho)| \geq 2\ell_k - |\Delta_{k,n}(\rho)| > 0 \). The infinitesimal generator of \( \mathbf{V}_n(\rho, \bar{\rho}) \) is given by

\[
\mathcal{L}V_n(\rho, \bar{\rho}) = -\frac{u}{2} \sum_{n \neq \bar{n}} \left( \frac{\Theta_n(\rho)}{\sqrt{\text{Tr}(\rho P_n)}} + \frac{\Theta_n(\bar{\rho})}{\sqrt{\text{Tr}(\bar{\rho} P_n)}} \right) - \frac{1}{8} \sum_{k=1}^m \eta_k \gamma_k \sum_{n \neq \bar{n}} \Delta_{k,n}(\rho)^2 \sqrt{\text{Tr}(\rho P_n)}
\]

\[
- \frac{1}{8} \sum_{k=1}^m \eta_k \gamma_k \sum_{n \neq \bar{n}} \Delta_{k,n}(\rho)^2 \sqrt{\text{Tr}(\bar{\rho} P_n)} + \frac{1}{2} \sum_{k=1}^m \eta_k \gamma_k T_k(\rho, \bar{\rho}) \sum_{n \neq \bar{n}} \Delta_{k,n}(\rho) \sqrt{\text{Tr}(\bar{\rho} P_n)}
\]

\[
\leq |u| \sum_{n \neq \bar{n}} c_n - \frac{1}{8} \sum_{k=1}^m \eta_k \gamma_k (2\ell_k - |\Delta_{k,n}(\rho)|)^2 \sum_{n \in S_{k,n}^\#} \sqrt{\text{Tr}(\rho P_n)}
\]

\[
- \frac{1}{8} \sum_{k=1}^m \eta_k \gamma_k (2\ell_k - |\Delta_{k,n}(\rho)|)^2 \sum_{n \in S_{k,n}^\#} \sqrt{\text{Tr}(\rho P_n)} + \frac{V_n(\bar{\rho})}{2} \sum_{k=1}^m \sqrt{\eta_k \gamma_k T_k(\rho, \bar{\rho})} (2\ell_k + |\Delta_{k,n}(\rho)|)
\]

\[
\leq -\frac{1}{8} \min_{k \in [M]} \{\eta_k \gamma_k (2\ell_k - |\Delta_{k,n}(\rho)|)^2 \} V_n(\rho) + c \sum_{n \neq \bar{n}} c_n V_n(\bar{\rho})^a
\]

\[
- \frac{1}{8} \min_{k \in [M]} \{\eta_k \gamma_k (2\ell_k - |\Delta_{k,n}(\rho)|)^2 \} V_n(\bar{\rho}) + \frac{V_n(\bar{\rho})}{2} \sum_{k=1}^m \sqrt{\eta_k \gamma_k T_k(\rho, \bar{\rho})} (2\ell_k + |\Delta_{k,n}(\rho)|)
\]

\[
\leq - C_n(\rho, \bar{\rho}) V_n(\rho, \bar{\rho}),
\]
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where
\[
C_n(\rho, \hat{\rho}) := \min \left\{ \frac{1}{8} \min_{k \in [M]} \left\{ \eta_k \gamma_k (2\ell_k - |\Delta_{k,n}(\rho)|)^2 \right\}, \frac{1}{8} \min_{k \in [M]} \left\{ \tilde{\eta}_k \tilde{\gamma}_k (2\ell_k - |\Delta_{k,n}(\hat{\rho})|)^2 \right\} \right\} - e \sum_{n \neq \hat{n}} c_n V_n(\hat{\rho})^{\alpha - 1} - \frac{1}{2} \sum_{k=1}^{m} \sqrt{\eta_k \gamma_k} |T_k(\rho, \hat{\rho})| (2\ell_k + |\Delta_{k,n}(\hat{\rho})|) \right\}.
\]

Thus, we have
\[
\limsup_{(\rho, \hat{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_{\hat{n}})} \frac{\mathcal{L} V_n(\rho, \hat{\rho})}{V_n(\rho, \hat{\rho})} \leq \limsup_{(\rho, \hat{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_{\hat{n}})} - C_n(\rho, \hat{\rho}) \leq -C_{\hat{n}} < 0,
\]
where the positivity of \( C_{\hat{n}} \) is guaranteed by (19).

Furthermore, for all \( k \in [m] \), if \( \Delta_{k,\hat{n}}(\rho) \geq 0 \) and \( \Delta_{k,n}(\rho) \geq 0 \) with \( n \neq \hat{n} \) in a sufficiently small neighbourhood of the target subset. Also if \( \Delta_{k,\hat{n}}(\rho) \geq 0 \) and \( \Delta_{k,n}(\rho) \leq 0 \) with \( n \neq \hat{n} \) in a sufficiently small neighbourhood of the target subset. Thus, in such a neighbourhood, this implies \( \Delta_{k,n}(\rho)^2 = 4|\text{Re}\{k_{k,n}\} - \text{Re}\{k_{k,\hat{n}}\}|^2 + |\Delta_{k,\hat{n}}(\rho)|^2 - 4|\text{Re}\{k_{k,n}\} - \text{Re}\{k_{k,\hat{n}}\}|\Delta_{k,\hat{n}}(\rho) \) for \( n \neq \hat{n} \). Then, in this neighbourhood, by a straightforward calculation, we have
\[
\sum_{k=1}^{m} g_k(\rho, \hat{\rho})^2 = \frac{1}{4V_n(\rho, \hat{\rho})} \sum_{k=1}^{m} \left( \sqrt{\eta_k \gamma_k} \left( \sum_{n \neq \hat{n}} \sqrt{\text{Tr}(\rho P_{k,n})} \Delta_{k,n}(\rho) \right) + \sqrt{\tilde{\eta}_k \tilde{\gamma}_k} \left( \sum_{n \neq \hat{n}} \sqrt{\text{Tr}(\tilde{\rho} P_{k,n})} \Delta_{k,n}(\hat{\rho}) \right) \right)^2 \\
\geq \frac{1}{M - 1} \min_{k \in [m]} \left\{ \min_{k \in [m]} \left\{ \eta_k \gamma_k \ell_k^2 \right\} - X_n(\rho), \min_{k \in [m]} \left\{ \tilde{\eta}_k \tilde{\gamma}_k \ell_k^2 \right\} - X_n(\hat{\rho}) \right\},
\]
where \( X_n(\rho) := \frac{1}{4} \sum_{k=1}^{m} |\Delta_{k,n}(\rho)| (|\Delta_{k,n}(\rho)| - 4\ell_k) \). Thus, we have
\[
\liminf_{(\rho, \hat{\rho}) \to \mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_{\hat{n}})} \frac{1}{2} \sum_{k=1}^{m} g_k(\rho, \hat{\rho})^2 \geq K.
\]

Then, we can apply [Theorem 3.1] to conclude the proof.

**Remark 3.12.** In the above theorem, we do not optimize the estimation of the Lyapunov exponent and the range of the estimated model parameters. They could be improved by applying [Theorem 3.1] on the different Lyapunov function, see [30] Section 4.3.

As an example of application of the previous results, we design following parametrized feedback laws. Define
\[
u_{\hat{n}}(\hat{\rho}) = \alpha \left( 1 - \text{Tr}(\hat{\rho} P_{\hat{n}}) \right)^{\beta},
\]
(20)
with $\alpha > 0$ and $\beta \geq 1$, then $H_1$ holds true. In order to construct a feedback controller satisfying $H_2$, we define a continuously differentiable function $f : [0, 1] \to [0, 1]$, 

$$f(x) := \begin{cases} 
0, & \text{if } x \in [0, \epsilon_1); \\
\frac{1}{2} \sin \left( \frac{\pi (2x - \epsilon_1 - \epsilon_2)}{2(\epsilon_2 - \epsilon_1)} \right) + \frac{1}{2}, & \text{if } x \in [\epsilon_1, \epsilon_2); \\
1, & \text{if } x \in (\epsilon_2, 1], 
\end{cases}$$

where $0 < \epsilon_1 < \epsilon_2 < 1$. Define 

$$u_{\bar{n}}(\hat{\rho}) = \alpha (1 - \text{Tr}(\hat{\rho}P_{\bar{n}}))^\beta f(1 - \text{Tr}(\hat{\rho}P_{\bar{n}})), \quad (21)$$

with $\alpha > 0$ and $\beta \geq 1$, then $H_2$ holds true. Define 

$$u_{\bar{n}}(\hat{\rho}) = f(1 - \text{Tr}(\hat{\rho}P_{\bar{n}})) \sum_{k=1}^{m} \alpha_k (\Delta_{k,\bar{n}}(\hat{\rho}))^{\beta_k}, \quad (22)$$

with $\alpha_k > 0$ and $\beta_k \geq 1$ for all $k \in [M]$, then $H_2$ and (18) hold true.

### 4 Stabilization by the simplified filter

In this section, we show that the previous sections are particularly of interest to prove the exponential stabilization toward the target subspace by a feedback depending only on a simplified filter which will be discussed here. In the previous section, we have studied the feedback stabilization of the open quantum system (1) toward the target subspace by evolving the full filter state in time (2).

Inspired by the discussion in [18, Section 6], we observe that $u(\hat{\rho})$ designed in (20), (21) and (22) depend almost only on the diagonal elements of the estimated state $\hat{\rho}$ in the non-demolition basis $\mathcal{B}$, i.e., $\text{Tr}(\hat{\rho}P_n)$ for $n \in [M]$, which satisfy $\text{Tr}(\hat{\rho}P_n) \in [0, 1]$ and $\sum_{n=1}^{M} \text{Tr}(\hat{\rho}P_n) = 1$. From the proof in [Lemma 3.6] the dynamics of $\text{Tr}(\hat{\rho}P_n)$ is given by 

$$d\text{Tr}(\hat{\rho}(t)P_n) = -u(\hat{\rho}(t))\Theta_n(\hat{\rho}(t))dt + \sum_{k=1}^{m} \sqrt{\eta_k \gamma_k} \Delta_{k,n}(\hat{\rho}(t))\text{Tr}(\hat{\rho}(t)P_n) \times \left( dy_k(t) - \sqrt{\eta_k \gamma_k} \text{Tr}(\{(L_k + L_k^*)\hat{\rho}(t))^2\} dt \right),$$

where $\Theta_n(\hat{\rho}) = \text{Tr}(\hat{i}[H_1, \hat{\rho}]P_n)$ and $\Delta_{k,n}(\hat{\rho}) = 2(\text{Re}\{i_{k,n}\} - \text{Tr}((L_k + L_k^*)\hat{\rho})$. Since all measurement operators are diagonal in $\mathcal{B}$, for all $k \in [M]$, 

$$\text{Tr}((L_k + L_k^*)\hat{\rho}) = 2 \sum_{j=1}^{M} \text{Re}\{i_{k,j}\} \text{Tr}(\hat{\rho}P_j).$$
Thus, the dynamics of the diagonal elements are almost self-contained, the only term involving extra-diagonal coefficients $\Theta_n(\hat{\rho})$ is supported by the control term. If we set the extra-diagonal terms as zero, then we can obtain the following $M$-dimensional autonomous stochastic differential equation,

$$
d\hat{q}_n(t) = 2\sum_{k=1}^{m} \sqrt{\eta_k \gamma_k} \left( \text{Re}\{l_{k,n}\} - \Lambda_k(\hat{q}(t)) \right) \hat{q}_n(t) \left( dY_k(t) - 2\sqrt{\eta_k \gamma_k} \Lambda_k(\hat{q}(t)) dt \right).
$$

Since all standard basis vectors of $\mathbb{C}^M$ are equilibria, the above stochastic differential equation is a candidate estimator for the system (1) without control input (see Theorem 2.5 and Remark 2.6).

Based on the analysis in [28, 31], the term containing feedback controller in the simplified filter is necessary, as it ensures that the target subspace is the only equilibrium. Moreover, we need to guarantee that the state components of the simplified filter remain non-negative and their sum equal to one. Inspired by [18, Section 6], we approximate the dynamics of $\text{Tr}(\hat{\rho}P_n)$ for $n \in [M]$ by the following $M$-dimensional autonomous system of $\hat{q} = \{\hat{q}_n\}_{n=1}^{M} \in \mathbb{R}^M$,

$$
d\hat{q}_n(t) = u(\hat{q}(t)) \sum_{j=1}^{M} \Gamma_{n,j} \hat{q}_j(t) dt + 2\sum_{k=1}^{m} \sqrt{\eta_k \gamma_k} \left( \text{Re}\{l_{k,n}\} - \Lambda_k(\hat{q}(t)) \right) \hat{q}_n(t) \times \left( dY_k(t) - 2\sqrt{\eta_k \gamma_k} \Lambda_k(\hat{q}(t)) dt \right),
$$

(23)

where $\Lambda_k(\hat{q}) := \sum_{j=1}^{M} \text{Re}\{l_{k,j}\} \hat{q}_j$, $Y_k(t)$ represents the observation process of $k$-th probe, $u \in C^1(\mathbb{R}^M, \mathbb{R})$ and the matrix $\Gamma \in \mathbb{R}^{M \times M}$ such that $\sum_{j=1}^{M} \Gamma_{i,j} = 0$ for all $j \in [M]$ and $\Gamma_{i,i} \neq 0$ for all $i \neq n$. Due to the Girsanov Theorem [5, Theorem A.45], $Y(t)$ is a standard Brownian motion under a new probability measure $\mathbb{Q}$ which is equivalent to $\mathbb{P}$.

Since the system (23) does not satisfy the global Lipschitz condition and linear growth condition (see [35, Section 2.3]), the explosion may occur in a finite time. In order to make use of the system (23) as a simplified filter in the feedback design for stabilization of the quantum system (1), we first verify the existence and uniqueness of the global solution of (23) from given initial states. Then we will employ the similar arguments as in the previous sections to ensure exponential stabilization toward the target subspace. Denote by $\tau_\epsilon(\hat{q}(0), \omega) : \mathbb{R}^M \times \Omega \to [0, \infty]$ the explosion time from the initial state $\hat{q}(0)$. Through a slight modification of [20, Section 3], [Lemma B.3 and 35, Lemma 4.3.2], we show that $\hat{q}$ is a good replacement of $\{\text{Tr}(\hat{\rho}P_n)\}_{n=1}^{M}$ as it keeps the invariance property of the set $\mathcal{D}_M := \{\hat{q} \in (0,1)^M | \sum_{n=1}^{M} \hat{q}_n = 1\}$ for the system (23).

**Lemma 4.1.** For all initial state $\hat{q}(0) \in \mathcal{D}_M$, the system (23) has a unique global solution $\hat{q}(t) \in \mathcal{D}_M$ for all $t \geq 0$ almost surely.
Proof. It is easy to verify that the local Lipschitz condition holds for (23). By [35, Theorem 5.2.8], for any \( \dot{q}(0) \in \mathbb{R}^M \), the system (23) has a local unique strong solution for all \( t \in [0, \tau_e) \) almost surely. Moreover, we have
\[
 d \sum_{n=1}^{M} \dot{q}_n(t) = 2 \sum_{k=1}^{m} \sqrt{\eta_k \gamma_k \Lambda_k(\dot{q}(t))} \left( 1 - \sum_{n=1}^{M} \dot{q}_n(t) \right) \left( dY_k(t) - 2\sqrt{\eta_k \gamma_k \Lambda_k(\dot{q}(t))}dt \right),
\]
which implies that, for all \( \dot{q}(0) \in D_M, \sum_{n=1}^{M} \dot{q}_n(t) = 1 \) till the explosion time. For all \( \dot{q}(0) \in D_M \), we take \( k_0 \geq 0 \) sufficiently large so that \( \dot{q}_n \in [1/k_0, k_0] \) for all \( n \in [M] \). For each integer \( k \geq k_0 \), we define the stopping time
\[
 \tau_k := \inf\{t \in [0, \tau_e) \mid \dot{q}_n(t) \notin (1/k, k), \forall n \in [M]\},
\]
which is an increasing sequence and \( \tau_k \) converges to \( \tau_e \) as \( k \) tends to infinity. Consider the function \( V(\dot{q}) = \sum_{j=1}^{M} (\dot{q}_j + 1 - \log \dot{q}_j) \), which belongs to \( C^2(\mathbb{R}_0^M, \mathbb{R}_{>0}) \). Suppose that \( u \) is bounded. We can show that there exists a constant \( C > 0 \) such that \( \mathcal{L}V(\dot{q}) \leq C(1 + V(\dot{q})) \) for all \( \dot{q} \in D_M \). By following the similar arguments as in [20, Theorem 1], one deduces that \( \tau_\infty = \infty \) almost surely. Thus, for all initial state \( \dot{q}(0) \in D_M \), \( \mathbb{Q}(\dot{q}_n(t) > 0, \forall 0 \leq t < \tau_e) = 1 \) for all \( n \in [M] \). Then, employing the arguments in [35, Proposition 3.5], the boundness of \( u \) can be removed. \( \square \)

Next, we make the following assumptions on the new feedback controller \( u(\dot{q}) \) according to the system (24):

**H0’**: \( u \in C^1(D_M, \mathbb{R}) \), \( u(e_{\bar{n}}) = 0 \) and \( u(e_n) \neq 0 \) for all \( n \neq \bar{n} \), where \( \{e_n\}_{n=1}^{M} \) is a standard basis in \( \mathbb{R}^M \).

**H1’**: \( |u(\dot{q})| \leq c(1 - \dot{q}_{\bar{n}})^\alpha \) with \( \alpha > 1/2 \) and \( c > 0 \).

**H2’**: \( u(\dot{q}) = 0 \) for all \( \dot{q} \in \{\dot{q} \in D_M \mid 1 - \dot{q}_n < \epsilon\} \) with \( \epsilon > 0 \).

**H4’**: \( \{\dot{q} \in D_M \mid u(\dot{q}) = 0\} \) does not contain the complete integral curves of the drift and the vector fields of the deterministic system corresponding to (23).

By repeating the similar arguments as in the previous section, we obtain the following theorem concerning the exponential stabilization of (1) by simplified filter.

**Theorem 4.2.** Consider the coupled system (1)–(23) with initial states belonging to \( S \times D_M \). Assume that **H0’, H3, H4’** and the condition (19) hold true and there exists at least one \( k \in [M] \) such that \( \eta_k, \bar{\eta}_k \in (0,1) \). Moreover, suppose that one of the following conditions is satisfied

(i) \( \overline{\gamma}_{k, \bar{n}} \leq 0 \) or \( \overline{L}_{k, \bar{n}} \geq 0 \) for each \( k \in [M], \Gamma_{\bar{n}} \cup \Gamma_n = [M], \) Condition (6) and **H1’** hold true;
(ii) \( \overline{C}_{k,n} \leq 0 \) or \( \overline{C}_{k,n} \geq 0 \), Condition (8) or (9), Condition (17) and \( H_2' \) hold true.

(iii) Condition (8) or (9), Condition (17) and \( H_2' \) hold true, and for any \( \hat{q} \in \bigcap_{k=1}^{M} \{ \hat{q} \in D_M \setminus \overline{e_n} | \text{Re}\{l_{k,n}\} = \Lambda_k(\hat{q}) \} \),

\[
\sum_{j=1}^{M} \Gamma_{n,j} \hat{q}_j < 2\hat{q}_n \sum_{k=1}^{m} \eta_k \hat{\gamma}_k V_k(\hat{q}), \tag{24}
\]

where \( V_k(\hat{q}) := \sum_{j=1}^{M} \text{Re}\{l_{k,n}\}^2 \hat{q}_j - \Lambda_k(\hat{q})^2 \).

Then, \( H_\overline{n} \times e_\overline{n} \) is almost surely exponentially stable with sample Lyapunov exponent less than or equal to \( -C_\overline{n} - K \) if \( \overline{C}_{k,n} \leq 0 \) or \( \overline{C}_{k,n} \geq 0 \) for each \( k \in [M] \), and \(-C_\overline{n}\) otherwise.

Based on the feedback controllers designed in (20), (21) and (22), we provide the following examples of the simplified feedback controller. Define

\[
u_n(\hat{q}) = \alpha (1 - \hat{q}_n)^{\beta}, \tag{25}\]

where \( \alpha > 0 \) and \( \beta \geq 1 \), then \( H_1' \) holds true. Define

\[
u_n(\hat{q}) = \alpha (1 - \hat{q}_n)^{\beta} f(1 - \hat{q}_n), \tag{26}\]

with \( \alpha > 0 \) and \( \beta \geq 1 \), then \( H_2' \) holds true. Define

\[
u_n(\hat{q}) = f(1 - \hat{q}_n) \sum_{k=1}^{m} \alpha_k \left( \text{Re}\{l_{k,n}\} - \Lambda_k(\hat{q}) \right)^{\beta_k}, \tag{27}\]

with \( \alpha_k > 0 \) and \( \beta_k \geq 1 \) for all \( k \in [M] \), then \( H_2' \) and (24) hold true.

5 Simulation

In this section, we illustrate our results by numerical simulations in the case of three-qubit systems proposed in [31]. We take \( L_1 = \sigma_z \otimes I \otimes \sigma_z + 2\sigma_z \otimes \sigma_z \otimes I \) and \( L_2 = \sigma_x \otimes \sigma_x \otimes \sigma_x \). Set \( H_0 = L_1 \) and \( H_1 = (I \otimes I + \sigma_z \otimes \sigma_x + \sigma_z \otimes \sigma_y) \otimes \sigma_x \), where \( \sigma_x, \sigma_y \) and \( \sigma_z \) are the Pauli matrices. In this case, the orthogonal projections on the disjoint common eigenspaces of \( H_0, L_1 \) and \( L_2 \) are exactly the eight GHZ states for three-qubit systems. We determine \( \frac{1}{\sqrt{2}}(|000\rangle + |111\rangle)(|000\rangle + |111\rangle) \) as the target state. The values of the physical and experimental parameters are chosen as \( \omega = 0.3, \eta_1 = 0.5, \gamma_1 = 1.1, \eta_2 = 0.4, \gamma_2 = 1 \) and \( \hat{\omega} = 0.4, \hat{\eta}_1 = 0.54, \hat{\gamma}_1 = 1.05, \hat{\eta}_2 = 0.44, \hat{\gamma}_2 = 0.95 \).

We follow the approach in [18, Section 5] to construct the matrix \( \Gamma' \) based on \( H_1 \) appearing in the simplified filter (24).
Figure 1: Exponential stabilization of the three-qubit system with feedback controller $u(\hat{\rho})$, $\rho(0) = \frac{1}{2}(|011\rangle + |100\rangle)(\langle 011| + \langle 100|)$ and $\hat{\rho}(0) = I/8$. The blue curve represents the mean value of 100 realizations, the red curves represent the exponential reference with exponent $-0.0733$, the blue curve represents the exponential reference with exponent $-0.1876$.

By straightforward calculation, the assumptions of Theorem 3.11 on control Hamiltonian and parameters are satisfied. We apply the feedback controller of the form (21) and (26) for the system which are illustrated in Fig. 1 and Fig. 2 respectively, with $\alpha = 5$, $\beta = 2$, $\epsilon_1 = 0.1$ and $\epsilon_2 = 0.5$.

Fig. 1 and Fig. 2 show the behavior of the Lyapunov function considered in the proof of Theorem 3.11 along 100 sample trajectories, we observe that the simulated trajectories have an asymptotic behavior consistent with the estimated sample Lyapunov exponent $-C - K = -0.1876$ (blue curve). Nevertheless, Theorem 3.11 suggests that the rate of convergence of the expectation of the Lyapunov function should be less than or equal to $-C = -0.0733$ (red curve).

6 Conclusion

This paper shows the feedback stabilization of general open quantum systems undergoing QND measurements with different quantum channels, not necessarily Hermitian, toward a target subspace. This is of interest to stabilize entangled states which are of importance in quantum information processing. The robustness of the stabilizing feedback with respect to imperfections and an approximate filter constructed from the diagonal elements of the estimated filter, has been shown. Further investigations will be consid-
Figure 2: Exponential stabilization of the three-qubit system with feedback controller $u(\hat{q})$, $\rho(0) = \frac{1}{4}((|011\rangle + |100\rangle)(|011\rangle + \langle 100|))$ and $\hat{q}(0) = [11111111]^*/8$. The blue curve represents the mean value of 100 realizations, the red curves represent the exponential reference with exponent $-0.0733$, the blue curve represents the exponential reference with exponent $-0.1876$.

...ered to stabilize generic open quantum systems with generic measurement operators, propose reduced filters and prove robustness of feedback to such reduced filters, and consider application in continuous-time quantum error corrections.

A Stochastic tools

Infinitesimal generator and Itô formula. Given a stochastic differential equation $dq(t) = f(q(t))dt + \sum_{k=1}^{m} g_k(q(t))dW_k(t)$, where $q$ takes values in $Q \subset \mathbb{R}^p$, then the infinitesimal generator is an operator $\mathcal{L}$ acting on the function $V : Q \to \mathbb{R}$ which is twice continuously differentiable, in the following way

$$\mathcal{L}V(x) := \sum_{i=1}^{p} \frac{\partial V(x)}{\partial x_i} f_i(x, y) + \frac{1}{2} \sum_{k=1}^{m} \sum_{i,j=1}^{p} \frac{\partial^2 V(x)}{\partial x_i \partial x_j} (g_k)_i(x)(g_k)_j(x). \quad (28)$$

Itô formula describes the variation of the function $V$ along solutions of the stochastic differential equation and is given as follows

$$dV(q(t)) = \mathcal{L}V(q(t))dt + \sum_{k=1}^{m} \sum_{i=1}^{p} \frac{\partial V(q(t))}{\partial q_i} (g_k)_i(q(t))dW_k(t).$$
**Stratonovich equation and Support theorem.** Any stochastic differential equation in Itô form in $\mathbb{R}^K$.

$$dx(t) = \hat{X}_0(x(t))dt + \sum_{k=1}^{n} \hat{X}_k(x(t))dW_k(t), \quad x_0 = x,$$

can be written in the following Stratonovich form.

$$dx(t) = X_0(x(t))dt + \sum_{k=1}^{n} X_k(x(t)) \circ dW_k(t), \quad x(0) = x,$$

where $X_0(x) = \hat{X}_0(x) - \frac{1}{2} \sum_{l=1}^{K} \sum_{k=1}^{n} \frac{\partial \hat{X}_k(x)}{\partial x_l} (\hat{X}_k)_l(x)$, $(\hat{X}_k)_l$ denoting the component $l$ of the vector $\hat{X}_k$, and $X_k(x) = \hat{X}_k(x)$ for $k \neq 0$.

The following classical theorem relates the solutions of a stochastic differential equation with those of an associated deterministic one.

**Theorem A.1** (Support theorem [43]). Let $X_0(t,x)$ be a bounded measurable function, uniformly Lipschitz continuous in $x$ and $X_k(t,x)$ be continuously differentiable in $t$ and twice continuously differentiable in $x$, with bounded derivatives, for $k \neq 0$. Consider the Stratonovich equation

$$dx(t) = X_0(t,x(t))dt + \sum_{k=1}^{n} X_k(t,x(t)) \circ dW_k(t), \quad x(0) = x,$$

and denote by $P_x$ the probability law of the solution $x(t)$ starting at $x$. Consider in addition the associated deterministic control system

$$\frac{d}{dt}x_v(t) = X_0(t,x_v(t)) + \sum_{k=1}^{n} X_k(t,x_v(t))v_k(t), \quad x_v(0) = x,$$

with $v_k \in \mathcal{V}$, where $\mathcal{V}$ is the set of all locally bounded measurable functions from $\mathbb{R}_+ \to \mathbb{R}$. Define $\mathcal{W}_x$ as the set of all continuous paths from $\mathbb{R}_+ \to \mathbb{R}^K$ starting at $x$, equipped with the topology of uniform convergence on compact sets, and $\mathcal{I}_x$ as the smallest closed subset of $\mathcal{W}_x$ such that $P(x(\cdot) \in \mathcal{I}_x) = 1$. Then, $\mathcal{I}_x = \{x_v(\cdot) \in \mathcal{W}_x | v \in \mathcal{V}^n \} \subset \mathcal{W}_x$.

**B Invariance properties of trajectories**

Here, we state some fundamental results that are used in the proof of instability and recurrence. These results are analogous to the results in [28] Section 4 for the coupled system [39–41], and they concern invariance properties for the system, involving the boundary $\partial \mathcal{S} = \{\rho \in \mathcal{S} | \det(\rho) = 0\}$ and the interior $\text{int}(\mathcal{S}) = \{\rho \in \mathcal{S} | \rho > 0\}$. Since their proofs are based on the same arguments, we omit them.
Lemma B.1. Assume that H0 holds. Let \((\rho(t), \hat{\rho}(t))\) be a solution of (3)–(4). If \(\rho(0) \in \text{int}(S)\), then \(P(\rho(t) \in \text{int}(S), \forall t \geq 0) = 1\). Similarly, if \(\hat{\rho}(0) \in \text{int}(S)\), then \(P(\hat{\rho}(t) \in \text{int}(S), \forall t \geq 0) = 1\). More in general, the ranks of \(\rho(t)\) and \(\hat{\rho}(t)\) are a.s. non-decreasing.

Lemma B.2. Assume that H0 holds. If \(\eta_k = 1\) for all \(k \in [M]\), then \(\partial S \times S\) is a.s. invariant for the coupled system (3)–(4). If \(\eta_k = 1\) for all \(k \in [M]\), then \(S \times \partial S\) is a.s. invariant for the coupled system (3)–(4).

Lemma B.3. Assume that H0 is satisfied. Let \((\rho(t), \hat{\rho}(t))\) be a solution of the coupled system (3)–(4). If \(\hat{\rho}(0) \notin \mathcal{I}(\mathcal{H}_n)\), then \(P(\hat{\rho}(t) \notin \mathcal{I}(\mathcal{H}_n), \forall t \geq 0) = 1\). Moreover, if \(\hat{\rho}(0) \in \mathcal{I}(\mathcal{H}_n)\) and \(\rho(0) \notin \mathcal{I}(\mathcal{H}_n)\), then \(P(\rho(t) \notin \mathcal{I}(\mathcal{H}_n), \forall t \geq 0) = 1\) for any \(n \in [M]\).

C Exiting from boundary

Next, we introduce the following assumption,

\[ H4: \{\rho \in S | u(\rho) = 0\}\] does not contain the complete integral curves of \(L_{\omega,\hat{\gamma},\hat{\gamma}}(\hat{\rho}_v)\) and \(\mathcal{L}_{k_1,k_2}(\hat{\rho}_v)\) for \(k \in [M]\).

Proposition C.1. Suppose that H0, H3 and H4 hold true, and there exists at least one \(k \in [M]\) such that \(\eta_k, \bar{\eta}_k \in (0, 1)\). Then, for (13)–(14) and any \(\psi(t) \in \mathcal{V}_m\), there exists a finite constant \(T_\psi \geq 0\) such that \(\rho_v(t) > 0\) and \(\hat{\rho}_v(t) > 0\) for all \(t > T_\psi\).

Proof. Due to Lemma B.1 and the support theorem (Theorem A.1), if \(\rho(0) > 0\), then \(\hat{\rho}(t) > 0\) for all \(t \geq 0\) and trajectories of (14) stay in \(\text{int}(S)\) (the same arguments can be applied for \(\rho\)). Now, we consider the case \((\rho(0), \hat{\rho}(0)) \in (\partial S \times \partial S) \setminus (\mathcal{I}(\mathcal{H}_n) \times \mathcal{I}(\mathcal{H}_n))\). Here, we only focus on the case of \(\hat{\rho}_v(t)\). The case of \(\rho_v(t)\) can be proved in the same manner. We follow the Z1–Z2 arguments in [28, Proposition 4.5]. Define

\[ \hat{Z}_1(t) := \text{span}\{\phi_k \in \mathcal{B} | \phi_k^* \hat{\rho}_v(t) \phi_k = 0\}, \]
\[ \hat{Z}_2(t) := \text{eigenspace related to the eigenvalue 0 of \(\hat{\rho}_v(t)\)} . \]

By definition, \(\hat{Z}_1(t) \subseteq \hat{Z}_2(t)\) for all \(t \geq 0\), and \(\hat{Z}_1(t)\) is the largest subspace of \(\hat{Z}_2(t)\) which is invariant by \(L_1, \ldots, L_m\), since the measurement operators are diagonal in \(\mathcal{B}\).

Denote by \(\hat{\lambda}_k(t)\) and \(\hat{\psi}_k(t)\) for \(k \in \{1, \ldots, N\}\) the eigenvalues and eigenvectors of \(\hat{\rho}_v(t)\). Due to Kato theorem ([26, Theorem 2.6.8]), \(\hat{\lambda}_k(t) \in \mathcal{C}^1\) since \(\hat{\rho}_v(t) \in \mathcal{C}^1\). Inspired by Feynman-Hellmann theorem, for any \(\hat{\psi}_j(t) \in \hat{Z}_2(t)\),
for $t \in [0, \varepsilon]$ with $\varepsilon > 0$ sufficiently small, the corresponding eigenvalue satisfies

$$
\dot{\lambda}_j(t) = \sum_{j=1}^{m} \hat{\gamma}_k(1 - \hat{\eta}_k) \hat{\psi}^*_j(t) L_k \hat{\rho}_v(t) L^*_k \hat{\psi}_j(t).
$$

If $\hat{\psi}_j(t) \in \hat{Z}_2(t) \setminus \hat{Z}_1(t)$, then $L_k^* \hat{\psi}_j(t) \notin \hat{Z}_2(t)$ for all $k \in [M]$, since otherwise $\hat{Z}_1(t)$ would not be the largest subspace invariant by $L_1, \ldots, L_m$ contained in $\hat{Z}_2(t)$. By the similar arguments as in [28, Proposition 4.5], we have $\hat{Z}_1(s) \subseteq \hat{Z}_2(s) \subseteq \hat{Z}_1(t)$ for all $s - t > 0$ sufficiently small. Moreover, due to the assumptions on feedback controller, for each $v(t) \in V^m$, there exists a finite constant $T_v \geq 0$ such that $u(\hat{\rho}_v(t)) \neq 0$ for all $t \in [T_v, T_v + \varepsilon]$ with $\varepsilon > 0$ sufficiently small. By employing the similar arguments as in [31, Lemma 9], for all $\xi \in \hat{Z}_1(T_v)$, $\xi \notin \hat{Z}_1(t)$ for $t - T_v > 0$ arbitrarily small. Then the proposition can be concluded by following the same arguments as in [28, Proposition 4.5].

The following corollary of Proposition C.1 is a direct application of [12, Theorem 2.3.2] and [23], in which the authors showed the convergence rate of Wong-Zakai approximation for a type of stochastic differential equations and then inferred the corresponding almost sure convergence (see also [16] for another treatment).

**Corollary C.2.** Suppose that the hypotheses in Proposition C.1 are satisfied. Then, for the coupled system (3)–(4), for almost all $\omega \in \Omega$, there exists $T(\omega) < \infty$ such that $\rho(t) > 0$ and $\hat{\rho}(t) > 0$ for all $t > T(\omega)$.
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