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Abstract
Question answering (QA) systems provide a way of querying the information available in various formats including, but not limited to, unstructured and structured data in natural languages. It constitutes a considerable part of conversational artificial intelligence (AI) which has led to the introduction of a special research topic on conversational question answering (CQA), wherein a system is required to understand the given context and then engages in multi-turn QA to satisfy a user’s information needs. While the focus of most of the existing research work is subjected to single-turn QA, the field of multi-turn QA has recently grasped attention and prominence owing to the availability of large-scale, multi-turn QA datasets and the development of pre-trained language models. With a good amount of models and research papers adding to the literature every year recently, there is a dire need of arranging and presenting the related work in a unified manner to streamline future research. This survey is an effort to present a comprehensive review of the state-of-the-art research trends of CQA primarily based on reviewed papers over the recent years. Our findings show that there has been a trend shift from single-turn to multi-turn QA which empowers the field of Conversational AI from different perspectives. This survey is intended to provide an epitome for the research community with the hope of laying a strong foundation for the field of CQA.
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1 Introduction

Designing an intelligent dialog system that not only matches or surpasses a human’s level on carrying out an interactive conversation, but also answers the questions on a variety of topics, i.e., ranging from recent news about National Aeronautics and Space Administration (NASA) to a biography of a famous political leader, has been one of the outstanding goals in the field of artificial intelligence (AI) [22]. A quickly increasing number of research papers prove the promising potential and the growing interest of researchers from both academia and industry in conversational AI.

Conversational AI constitutes an integral part of natural user interfaces [22] and is attracting significant attention from researchers in information retrieval (IR), natural language processing (NLP), and deep learning (DL) communities. For example, AAAI 2020 introduced a special workshop focusing on “Reasoning for Complex Question Answering,” which featured a special focus on machine intelligence and common sense reasoning. Similarly, SIGIR 2018 introduced a new track entitled “Artificial Intelligence, Semantics and Dialog” to bridge the gap between IR and AI. The track is especially focused on QA, conversational dialog agents, and deep learning for IR and agents. One of the top conferences in NLP, EMNLP, has had a track called “Information Retrieval and Question Answering” for years, and from 2019, it has started inviting papers for the field of “Question Answering” as a separate track owing to the increasing research interests of the community and its faced-paced growth.

The field of conversational AI can be segregated into three groups, namely (i) task-oriented dialog systems that are required to perform tasks on the users’ behalf such as making a reservation in a restaurant or scheduling an event, (ii) chat-oriented dialog systems that need to carry out a natural and interactive conversation with the users, and (iii) QA dialog systems that are responsible to provide clear and concise answers to the users’ questions based on information deduced from different data sources such as text documents or knowledge bases. The examples of each of the aforementioned categories are given in Fig. 1. The conversation shown in Fig. 1 comprises of multiple turns and each turn consists of a question and an answer [77].

The chat-oriented and task-oriented dialog systems have been well-researched topics resulting in a number of successful dialog agents such as Amazon Alexa1, Apple Siri2, and Microsoft Cortana3. However, QA dialog systems are fairly new and still require extensive research. Many QA challenges have been identified and initial solutions have been proposed [2, 17, 34, 36, 75, 94, 98, 114], giving the rise of Conversational Question Answering (CQA). CQA techniques form the building blocks of QA dialog systems. The idea behind CQA is to ask the machine to answer a question based on the provided passage and this, in turn, has the potential to revolutionize the way humans interact with the machines. However, this interaction could turn into a multi-turn conversation if a user requires more detailed information about the question. The notion of CQA can be thought of as a simplified but concrete conversational search setting [68], wherein the system returns one correct answer to a user’s question instead of a list of relevant documents or links as is the case with traditional search engines. The top search engine companies such as Microsoft and Google have incorporated CQA into their mobile-based search engines (also known as digital assistants) to improve the users’ experience when interacting with them.

1 https://www.amazon.com.au/b?node=5425666051.
2 https://www.apple.com/au/siri/.
3 https://www.microsoft.com/en-us/cortana.
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CQA is an effective way for humans to gather information and is considered as a benchmark task to evaluate a machine’s capability to understand and comprehend the input provided in written natural language [117]. Such CQA systems have significant applications in areas like customer service support [16] or QA dialog systems [25, 77]. The task of CQA poses several challenges to the researchers hence resulting in considerable interesting yet innovative researches over the past few years.

1.1 Papers’ selection

The research papers reviewed in this survey are high-quality papers selected from the top NLP and AI conferences, including but not limited to, ACL,footnotehttps://www.aclweb.org/. SIGIR,4 NeurIPS,5 NAACL,6 EMNLP,7 ICLR,8 AAAI,9 IJCAI,10 CIKM,11 SIGKDD,12 and

---

4 https://sigir.org/.
5 https://nips.cc/.
6 https://naacl.org/.
7 https://sigdat.org/.
8 https://iclr.cc/.
9 https://www.aaai.org/.
10 https://www.ijcai.org/.
11 http://www.cikmconference.org/.
12 https://www.kdd.org/.
Figure 2a depicts the year-wise distribution of the papers reviewed in our survey. Our survey encompasses over 80 top-notch conferences and journal papers. The number of papers pertinent to CQA steadily increases from year 2016 onwards, with the highest being in 2019. Coincidentally, 2019 also marks the year when the fields of natural language generation and natural language understanding were revolutionized with the introduction of pre-trained language models. These pre-trained language models have the potential to address the issue of data scarcity and bring considerable advantages by generating contextualized word embeddings [112]. This rise of interest depicts the gradual shift in focus of the researchers in both academia and industry in utilizing pre-trained language models for the design of CQA systems. Also, Fig. 2b portrays the venue-wise distribution of the research works we have reviewed, with ACL and EMNLP being the top venues for natural language-related progress. We note, though, that more than 25% of papers come from a variety of conferences/journals outside of the typical venues further attesting to the fact that this is an interdisciplinary topic spanning different areas such as knowledge management, knowledge discovery, information retrieval, and artificial intelligence.

1.2 What makes this survey different?

There have been several published literature reviews on QA systems, i.e., in the context of both machine reading comprehension (MRC) and knowledge-based question answering (KB-QA). In [22], the authors provide an overview of Conversational AI with a detailed discussion of neural methods and deep learning techniques being used in designing efficient conversational agents. These conversational agents include task-oriented dialog systems, chat-oriented dialog systems, and QA dialog systems. Although the paper sheds some light on several research works and datasets pertinent to CQA, it does not cover the recent trends and methods on CQA. The authors in [21] recently published their literature review which
primarily highlights the complex QA over knowledge bases. The paper covers all the datasets and different approaches that are employed in complex KB-QA systems along with the discussion of complex QA. CQA is just mentioned as a “future trend” with minimal discussion. A summary of the techniques and methods of single-turn QA is presented in [42] along with proposing a general modular architecture needed for it. The paper further discusses the techniques that could be used in each module. Again, CQA is discussed briefly as a newly emerging trend along with the different challenges. The recent trends in pre-trained language modeling and their applications in dialog systems are discussed briefly in [112]. The short survey focuses on utilization of these models specially in QA systems and generally in task-oriented and chat-oriented dialog systems. However, the survey lacks the discussion on architectures based on traditional or flow-based models for CQA. Another recent effort [24] delineates on the latest trends and methods to cater to the successful implementation of multi-turn MRC. However, it lacks the discussion on other forms of multi-turn QA.

The key aspect that makes this survey to stand out among its predecessors is its focus on CQA encompassing both sequential KB-QA and conversational machine reading comprehension (CMRC). Multi-turn QA has been discussed very nominally in previous surveys. It is an essential aspect to consider when discussing the process of carrying out a natural conversation with a machine. Based on the review, we thoroughly discuss the research works of CQA, the techniques employed, and highlight the merits and demerits of different techniques. Finally, we highlight and discuss existing challenges related to the field of CQA along with an attempt to suggest some application areas.

The field of CQA is witnessing its golden era in terms of research publications and this calls for having a strong background work that discusses its challenges and trends as a separate field than single-turn QA. Thus, this survey is an effort to establish a strong foundation for CQA which would benefit the research communities as well. This work provides detailed insights into important ideas pertinent to CQA systems that are needed to design interactive and engaging conversational systems. To the best of our knowledge, this is the first work to investigate the field of CQA in detail. We hope that this paper would turn out to be a valuable resource for researchers who are interested in this area.

1.3 The survey structure

The rest of the paper is organized as follows. Section 2 delineates on a brief background of single-turn QA and leads the discussion on CQA. This section further highlights the categorization of CQA systems based on the source they utilize to answer the questions. Section 3 describes the task of sequential KB-QA system and the general architecture it employs. The section further highlights the techniques used in each module of the system to effectively carry out the task of sequential QA. Section 4 describes the task of CMRC and how it differs from typical machine reading comprehension (MRC). The section also describes how the general architecture of MRC can be adapted for CMRC. It further describes the decomposition of the architecture in different modules and techniques employed in each of them. Section 5 describes the datasets introduced to further improve the work in the field of CQA along with a qualitative comparison of each of them. Section 6 highlights the potential applications of the CQA systems in commercial areas along with the research trends that should be explored to leverage the strength of these systems more effectively. Finally, Sect. 7 offers some concluding remarks.
2 Conversational question answering

Question answering in general involves accessing different data sources to find the correct answer for an asked question, as depicted in Fig. 3. It dates back to the 1960s [54] when early QA systems, due to rule-based methods and absurdly small size of available datasets, did not achieve well, thereby making it difficult to be used in practical applications. These systems saw their rise in 2015 and this largely was associated with two driving factors:

(a) The use of deep learning methods to capture the critical information in QA tasks that outperform the traditional rule-based models, and
(b) The availability of several large-scale datasets, i.e., Stanford Question Answering Dataset (SQuAD) [75], Freebase [5], Microsoft MAchine Reading COMprehension (MS MARCO) [57], DBpedia [39], and CNN & DAILY MAIL [56], which make it possible to deal with the task of QA on neural architectures more efficiently and further provide a test bed for evaluating the performance of these models.

To realize the QA tasks more close to the real-world scenarios, several advanced research directions have emerged recently. One such direction is CQA [42], which introduces a new dimension of dialog systems that combines the elements of both chitchat and QA. CQA is a system ask, user respond kind of setting where the system can asks a user multiple questions to understand the user’s information need [115]. Usually, a user starts the conversation with a particular question in mind and the system searches its database to find an appropriate solution to that query. This could turn into a multi-turn conversation if the user needs to have more detailed information about the topic.

2.1 Categorization of CQA systems

There are several ways of structuring the different aspects of a QA system. Since CQA is categorized as a subcategory of QA, the same categorization can be used for CQA systems as well. The categorization of the CQA model could be realized on the basis of the data domain, types of questions, types of data sources, and the types of systems that we are building for the questions at hand [52]. Figure 4 manifests the possible options that could be utilized to structure a CQA system. The details of each of the category are given in the rest of this section.
### Data Domains

| Open Domain QA | Closed Domain QA |
|----------------|------------------|
| Wikipedia      | Restaurant       |
| DBpedia        | Transport        |
| Freebase       | Hotel            |
| Web of Documents | Movies         |

### Types of Questions

- **Factoid (begins with ‘wh’ words)**: What/where/why
- **Casual**: Why/How
- **Confirmation**: (yes/no)
- **Listing Questions**: (List the name of …)
- **Complex Questions**: (requires inference and access to multiple documents)
- **Unanswerable Questions**: (questions whose answers cannot be inferred from given data source)

### Types of Data Sources

| Structured          | Semi-Structured | Unstructured                  |
|---------------------|-----------------|-------------------------------|
| Databases, RDF Graphs | XML             | Free-texts such as Wikipedia |

### Types of Systems

- **Conversational Machine Reading Comprehension**
- **Sequential KB-QA**

---

**Fig. 4** Categorization of CQA on the basis of: (i) data domains, (ii) types of questions, (iii) types of data sources, and (iv) types of systems [52]

### 2.1.1 Data domains

Questions asked by users are either open-domain [33, 108] in which questions are domain-free and in a broad range, or restricted to specific application domains (i.e., closed-domain) such as Travel [3], Restaurants [8], Movies [9], and Hospitals [8]. The question repository of closed-domain question answering is smaller compared to open-domain question answering. This makes the models designed for closed-domain QA less transferable than the models for open-domain QA.

It should be noted that the subcategories of open-domain QA and closed-domain QA are the examples of generic and task-specific datasets.

### 2.1.2 Types of questions

Questions can be easily classified into various categories primarily depending upon their complexity, the nature of the response, or the techniques that should be utilized to answer them [52]. The classification based on the questions commonly asked by the users is delineated as follows:

**Factoid questions** Questions which expect the system to find a simple and fact-based answer in a short sentence, e.g., “who acted as Chandler in FRIENDS?” Factoid questions typically begin with a *wh*-word. Different extraction techniques can be employed to find the answers to the factoid questions. The techniques first recover latent or hidden information in the given question and then look for the answer in the given text using either structure matching [89] or reasoning [31]. FreebaseQA [33] is one of the examples of factoid QA dataset.
Confirmation questions Questions which require the answer in a binary format, i.e., yes or no, e.g., “Is Sydney the capital of Australia?” As the answers are not simple extractive text spans from the given source, a strong inference mechanism is needed to deduce the answers of confirmation type questions [52]. While there may be a lot of information given about a topic, analyzing if the original statement is true or not is still a challenging task.

Simple questions Simple questions require small piece of text to find an answer, and thus, they are easier to comprehend. For instance, for a question like “What is the magnitude of earthquake in Pakistan?,” it can easily be deduced that the answer of this question would be a simple numeric value. The process of finding an answer to a simple question consists of three basic steps: (i) question analysis, (ii) relevant documents/knowledge graphs retrieval, and (iii) answer extraction [7]. MS MARCO [57], SQuAD [75], and FreebaseQA [33] are some of the examples of simple question-based datasets.

Complex questions Complex questions are questions that require different types of knowledge or several steps to answer. They are difficult to answer and require access to multiple documents or multiple interactions with the system [4]. Complex question like “how many cities in China have more population than New Delhi?” requires the system to first figure out the population of New Delhi and then compare it with the population of different cities in China. Thus, answering complex questions requires complex techniques such as iterative query generation [66], multi-hop reasoning [107], decomposition into subquestions [32], and combining cues from the multiple documents [44]. Large-scale complex question answering dataset (LC-QuAD) [98] and Complex Sequential Question Answering (CSQA) [82] are some of the examples of complex QA datasets.

Casual questions Casual questions require detailed explanation pertinent to the entity, and they usually start with the words like why or how. The answers generated for casual questions are not straightforward or concise. This generation of detailed answers call for advanced natural language processing techniques that are able to understand the question on different levels of technicality such as semantics and syntax [27]. An example of such questions could be “why do earthquakes occur?”

Listing questions These are the questions which require the list of entities or facts as an answer, e.g., “list the name of all the former presidents of America.” The techniques that are utilized to answer factoid question works well for the listing questions. The reason being that QA systems treat such questions as a sequence of factoid questions asked iteratively [52].

Unanswerable questions These are the questions whose answers cannot be found or deduced via the source text. Unanswerable questions could be any type of the aforementioned questions. For these questions, the correct result of the QA system is to indicate that it is unanswerable. SQuADRun [76] is an extension of the SQuAD dataset [75] with over 50,000 unanswerable questions that was introduced to further improve the task of QA.

2.1.3 Types of data sources

CQA systems can be classified on the basis of the underlying data sources they utilize to find an answer. These underlying data sources could be:

Structured data source In a structured document, data is stored in the form of entities. These entities form a separate table. An entity in a table can have multiple attributes associated with it. The definition of these attributes is referred to as the metadata and is stored in a schema. A query language is used to access the data and retrieve relevant information from the schema. Examples of structured data sources are databases and Resource Description Framework
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Question Answering over Linked Data (QALD)\textsuperscript{15} and LC-QuAD \cite{98} utilize structured data source (i.e., RDF graphs) to answer the questions.

**Semi-structured data source** There is no clearly defined boundary between the stored data and its schema in the semi-structured data sources which makes it quite labor-intensive to build. An example of a semi-structured data source is XML. The datasets that are designed using semi-structured data sources include TabMCQ \cite{102} and Question Answering using Semi-structured Metadata (QuaSM) \cite{64}.

**Unstructured data source** There are no pre-defined rules for storing the data in this particular arrangement. The data stored in the unstructured data sources could be of any type and require the use of advanced natural language processing techniques and information retrieval methods to find out the relevant answer. However, the reliability of finding the correct answers is low as compared to the structured data sources. Examples of unstructured datasets are SQuAD \cite{75}, Question Answering in Context (QuAC) \cite{13}, and CNN & Daily Mail \cite{26}.

### 2.1.4 Types of CQA systems

Over the past few years, the demand for CQA systems, from both research and commercial perspective, has increased in turn enabling users to search a large-scale knowledge base (KB) or a text-based corpora written in natural language. This categorizes the CQA systems into sequential KB-QA agents and CMRC:

**Sequential KB-QA** KB-QA systems are extremely flexible and easy to use in contrast to the traditional SQL-based systems that require users to formulate complex SQL queries \cite{17}. In a real-world scenario, users do not always ask simple questions \cite{82}. Usually, the questions asked are complex in nature and, therefore, require multi-turn interaction with the KB. Also, once a question has been answered, the user tends to put forward another question that is linked to the previous question–answer pair. This forms the task of sequential QA using knowledge graphs.

**Conversational machine reading comprehension** The practical use of text-based QA agents, also referred to as CMRC agents, is more common in the mobile phones than in the search engines (like Google, Bing, and Baidu), wherein concise and direct answers are provided to the users rather than presenting them with a list of possible answers. For instance, if a user intends to look for a popular restaurant in a particular geographical area, the search engine would provide her with a search result encompassing options spread on multiple pages, whereas a CMRC-based dialog agent would ask a few follow-up questions to figure out the preference(s) of the user to subsequently narrow down the search result to one, i.e., possibly the best, answer. With the emergence of CMRC, many researchers \cite{13, 32, 77, 82} have tried inducing a conversational aspect to meet the requirements for the task of CQA by introducing a background context and a series of interrelated questions.

### 2.2 What makes CQA different from QA?

#### 2.2.1 Task-based differences

The task of CQA differs from the traditional QA in a number of ways. In traditional QA systems, questions are independent of each other and are based on the given passage. In

\textsuperscript{15}  [http://qald.aksw.org/](http://qald.aksw.org/)
Table 1  A chunk of a dialog from the CoQA dataset [77]

| Passage: | Staten Island is one of the five boroughs of New York City in the US state of New York. In the southwest of the city, Staten Island is the southernmost part of both the city and state of New York, with Conference House Park at the southern tip of the island and the state. The borough is separated from New Jersey by the Arthur Kill and the Kill Van Kull, and from the rest of New York by New York Bay. With a 2016 Census-estimated population of 476,015, Staten Island is the least populated of the boroughs but is the third-largest in area at. Staten Island is the only borough of New York with a non-Hispanic White majority. The borough is coextensive with Richmond County, and until 1975 was the Borough of Richmond. Its flag was later changed to reflect this. Staten Island has been sometimes called “the forgotten borough” by inhabitants who feel neglected by the city government. |
| Question 1: | How many boroughs are there? |
| Answer 1: | Five |
| Question 2: | In what city? |
| Answer 2: | New York City |
| Question 3: | And state? |
| Answer 3: | New York |
| Question 4: | Is Staten island one? |
| Answer 4: | Yes |
| Question 5: | Where is it? |
| Answer 5: | In the southwest of the city |
| Question 6: | What is it sometimes called? |
| Answer 6: | The forgotten borough |
| Question 7: | Why? |
| Answer 7: | Because the inhabitants feel neglected by the city government |

contrast, questions in CQA are related to each other which poses an entirely different set of challenges including but not limited to:

- In order to find the correct answer for the question at hand, the model needs to encode not only the current question and source paragraph, but also the previous history turns. More specifically, as shown in Table 1, Question 2 and Question 3 are related to Question 1.
- The turns in CQA are of different nature. Some questions require more detailed information (i.e., drilling down), some may require information about some topic previously discussed (i.e., topic shift), some may ask about a topic again after it had been discussed (i.e., topic return), and some questions may ask for the clarification of topic (i.e., clarification question) [110]. All of these characteristics are incremental in nature and present challenges that most of the top-performing QA models fail to address directly, such as pragmatic reasoning and referring back to the previous context applying co-reference resolution. In Table 1, Question 2 is an example of a drill down question, Question 7
is a clarification question and “it” in Question 5 “where is it?” requires co-reference resolution.

2.2.2 Architectural differences

The architecture of a CQA model is similar to the one of a QA system on the base level. However, to introduce the conversational touch to the system, a CQA model extends the traditional QA system by introducing a few modules:

- A traditional single-turn KB-QA system encompasses a semantic parser and a knowledge base reasoning (KBR) engine. In addition to these, a sequential KB-QA system encompasses a dialog manager, which is responsible for tracking the previous dialog states and determines what question to ask next to help a user search the KB effectively for an answer.
- A CMRC system differs from a traditional MRC system in two aspects. First, the encoder is embedded with a submodule referred to as history modeling module, which is responsible for not only encoding the current question and the given passage, but also the history turns of the conversation. Second, a reasoning module is extended to generate an answer, that might not be directly given in the passage, using pragmatic reasoning [77].

It is worth noting here that the paradigm of CQA is an emerging one, which is not well studied in contrast to traditional QA systems. Therefore, not many research papers are available. The architecture and researches carried out in both sequential KB-QA systems and CMRC systems will be discussed in detail in Sects. 3 and 5.

3 Sequential KB-QA systems

A knowledge base (KB) is a structured information repository used for knowledge sharing and management purposes [47]. Freebase [5], NELL [53], DBpedia [39], and Wikidata\(^\text{16}\) are well-known examples of large-scale graph-structured knowledge bases also termed as the knowledge graphs (KGs) and have become significant resources when dealing with open-domain questions. The KGs are known to be a graphical representations of a KB, and a typical KG comprises of triples encompassing subject, predicate, object triples \((s,r,t)\), wherein \(r\) is a relation or predicate between the entities \(s\) and \(t\) [22]. They play an important role in bridging up the lexical gap by providing additional information about relations which in turn helps in gaining more detailed information about the context. The knowledge graphs have seen their successful applications in various NLP tasks such as text entailment, information retrieval, and QA [119]. The task of QA over large-scale KB-QA systems has seen its progress from simple single-fact task to complex queries requiring multi-hop interaction and traversal of the knowledge graphs. These come under the category of single-turn QA where a user puts forward a question and the system finds the best possible answer for it. Though KB-QA-based agents improved the flexibility of QA process to a considerable extent, nevertheless, it is irrational to believe that these systems could constitute complex queries without having complete knowledge about the organizational structure of the KB to be questioned [23]. Thus, sequential KB-QA system is a more optimal option as it lets the users query the KB interactively.

\(^\text{16}\) https://www.wikidata.org/wiki/Wikidata:Main_Page.
Fig. 5 Aligning knowledge and conversation in sequential KB-QA

Fig. 6 A high-level diagram of sequential KB-QA

The interactive sequential KB-QA system is useful in many commercial areas such as making a restaurant reservation [93], finding a hotel in a new city, finding a movie-on-demand [19], or asking for relevant information based on certain attributes. Figure 5 illustrates how a sequential KB-QA system aims to find a movie based on specified attributes by a user. If it is a traditional KB-QA system, the conversation would have ended after the first turn with a number of results. But under the sequential KB-QA setting, the system asks the follow-up questions for the specific details about the current question and present the user with the most appropriate answer.

The core architecture of a sequential KB-QA system comprises of a semantic parser and an inference engine, along with the addition of a dialog manager, that keeps track of the previous turns and decides which questions to ask to help the user query the KB effectively. The high-level architecture of a sequential KB-QA is depicted in Fig. 6, which consists of: (i)
Semantic Parser, (ii) Dialog Manager, and (iii) Response Generator. The semantic parser is responsible for mapping input along with the previous context into a semantic representation (logical form) to query the KB. The dialog manager keeps track of the dialog history (i.e., QA pairs and DB state) and updates it accordingly [92]. It is also responsible for selecting the system’s next action (i.e., to provide an answer or to ask a clarification question) based on the current question using dialog policy. The process of dialog policy can be either trained on dialogs [19, 104] or programmed [105]. At the end, the response generator converts the system’s action into natural language response. However, certain new approaches [14, 55] are working toward the elimination of the semantic parser module as it requires extensive and expensive labeling of data.

3.1 Semantic parser

The notion of semantic parsing can be thought of as a process of mapping natural language text into meaningful logical forms and has emerged as a significant technical component for designing KB-QA systems [12]. Once a correct logical form has been obtained, it can be executed on the knowledge source in the form of a query to obtain answer denotations.

Iyyer et al. [32] introduced the task of semantic parsing for sequential QA by creating a dataset of simple interrelated questions out of a complicated WikiTableQuestions dataset [60]. The proposed model, called Dynamic Neural Semantic Parsing (DynSP), is a weakly supervised structured output learning approach based on the reward-guided search. Given a question along with a table, the model forms a semantic parsing problem as a state-action search problem wherein each state denotes a partial or complete parse and each action can be considered as an operation to extend the parse. Unlike traditional parsers, DynSP explores and constructs different neural network structures for different questions.

The aforementioned approach maps only the current utterance into its logical form which makes it difficult for the system to interpret the meaning of the utterance especially where co-reference resolution is required. To address this shortcoming, the authors in [23] proposed dialog-to-action (D2A) to facilitate the use of previous utterances (both questions and answers) concatenated with the current question. The task of generating logical form can be regarded as the prediction of a series of actions, and each of them corresponds to simple grammar rules.

However, the model of D2A suffers from the problem of error propagation as it learns to reproduce previously generated actions, which might be incorrect. To overcome the issue of error propagation and ambiguous entity linking, the stepwise framework is improved by multitask learning for sequential KB-QA systems [90]. This model, multitask Semantic Parsing (MaSP), learns pointer-based semantic parsing and entity detection simultaneously as they are closely related. The joint learning could enhance the performance of the CQA task. Specifically, the input consists of the current question and historical interactions are passed through an encoder based on Transformer [99] to generate the context-aware embeddings. The model employs pointer network [101] to locate the targeted entity and a number in the given question. The use of the pointer network comes with two advantages: (i) It handles the co-reference resolution by learning the context of the entity, and (ii) it reduces the size of decoding vocabulary significantly from several millions to several dozens. The model also incorporates a type-aware entity detection module in which the prediction is fulfilled in joint space of IOB (inside, outside, beginning) tagging and corresponding entity type for disambiguation. In the end, grammar-guided decoder is used to infer logical forms that can be executed on the KB.
The model of MaSP suffers from the issue of producing ambiguous results because the task of jointly learning predicate and entity classification share no common information except for the supervision signals propagated to the classifiers. Also, the model depends entirely on the context to locate the answers. The issue was overcome by another recently introduced model called Context trAnsformeR sTacked pOinter Networks (CARTON)[65] which propagate signals in sequential order, and all the components use the signal forwarded from the previous components. CARTON’s stacked pointer networks incorporate knowledge graph information for performing any reasoning and does not rely only on the conversational context. Moreover, pointer networks provide the flexibility for handling out of vocabulary which was not supported by MaSP. CARTON also proposed a new semantic grammar over MaSP with new logical rules. These rules helped the model to improve the overall performance. Another model, called muLti-task semAntic parSing with trAnsformer and Graph atteNtion nEtworks (LASAGNE) [35], goes a step beyond to improve MaSP. The model performs multitask learning by utilizing a Transformer [99] supplemented with a graph attention network (GAT)[100]. The model uses a Transformer to generate the logical forms of a natural language question, while GAT model is utilized to exploit the correlations between predicate and entity types due to its message-passing ability between the nodes. The authors also proposed an entity recognition module that contributes in detecting, linking, filtering, and permuting all the relevant entities in the generated logical forms. Unlike MaSP and CARTON, LASAGNE use both sources of information, the encoder and the entity recognition module to perform these operations which makes the process of re-learning entity information from the context of the current question avoidable.

3.2 Dialog manager

Dialog-to-action [23] incorporates a dialog memory to store the historical interaction of a user. The model consists of a bidirectional RNN with a gated recurrent unit (GRU) [15] as an encoder to convert the input (previous question–answer pairs concatenated with the current question) into a sequence of context vector. A grammar-guided decoder (GRU with attention mechanism) generates an action sequence based on the context vector [45]. The dialog memory used in the model encompasses entities, predicates, and action subsequences which could be replicated selectively as decoding proceeds.

Both CARTON [65] and LASAGNE [35] incorporate the dialog history based on previous interactions as an additional input to the model for handling ellipsis and co-reference. The final input consists of the previous question–answer pair and the current question. The utterances are separated using a [SEP] token and at the end of the last utterance, a context token [CTX] is appended. The conversation is tokenized using WordPiece tokenization [106] and then pre-trained Global Vectors (GloVe) model [62] is used to embed the words into vector representations.

3.3 Response generator

In NLP tasks, response generation is the last and vital step to generate system utterances for a user, and the introduction of pre-trained language models has been a game-changing factor for the promising field of language generation over the past few years. Peng et al. [61]
introduced a model based on Open AI’s Generative Pre-training (GPT) [72] called semantically conditioned generative pre-training (SC-GPT). The paper introduces a dataset called FewshotWOZ [17] to simulate the process of few-shot learning for limited data labels. SC-GPT generates semantically controlled responses and is trained in three steps: (i) Initially, it is pre-trained on massive plain corpora so that it can better generalize to new domains, (ii) further pre-training is conducted on dialog-act-specific huge corpora to gain the capability of controllable generation and finally, and (iii) a limited amount of domain labels is used to fine-tune the model for its adaptation to the target domain.

Another framework called NLG-LM [118] employs multitask learning to not only generate semantically correct responses, but also maintain the naturalness of the conversation. The model utilizes sequence-to-sequence architecture to simultaneously train the natural language generation (NLG) and language modeling (LM) tasks. The language modeling task, carried out in decoder, is incorporated on human-generated utterances to bring out more language-related elements. In addition to that, the unsupervised nature of the language model eliminates the need for a massive amount of unlabeled data for training purposes.

3.4 Sequential KB-QA approaches without semantic parser

There exists extensive research work in semantic parsing, wherein deep neural networks have been utilized for training models in a supervised learning setup over manually generated logical forms. However, generating labeled data for this task could be exhaustive and expensive [55]. To address this issue, a new research direction has been recently investigated that utilizes weak training for semantic parsing where training data consists of question and answers and the structured resources are used to restore the logical representations that would result in the right answer.

In [82], the authors proposed a model which is an amalgamation between hierarchical recurrent encoder–decoder (HRED) [87] model and key-value memory network [50] to present the fusion of dialog and QA process. HRED is responsible for generating high-level and low-level representations of an utterance and the context. Candidate tuples are selected in which the entity appears as subject/object. These candidates, i.e., tuples are stored in a key-value memory network as key-value pair, where the key contains the relation–subject pair and the value contains the embeddings of the object. The model makes multiple passes (turns) to attend to different aspects of the question especially in the case of complex questions. A decoder is used to generate answer sequences.

Another approach in [55] presents a table-centered sequential KB-QA model which, instead of learning the intermediate learning forms, encodes the structured resources (i.e., tables) along with the questions and answers from the conversational context. The approach encodes tables as graphs by representing cells, columns, and rows. The column represents the main features of the questions and cells contains the relevant values. To handle the follow-up questions, the model adds previous answers by marking all the columns, rows, and cells with nominal features. It uses a graph neural network (GNN) [84]-based encoder to encode the graph by generating vector representation of the edge label between the two nodes. The copy mechanism based on the pointer network, instead of selecting symbols from output vocabulary, then predicts the sequences of answer rows and columns from the given input.

**CONV**ersational KB-QA with context **EX**ansion (CONVEX) [14] employs unsupervised method to answer sequential questions (follow-up questions) by keeping track of the conversational context using predicates and entities appeared so far. The initial question is

17 https://github.com/pengbaolin/SC-GPT.
| Refs. | Contribution(s) | Techniques used | Merits | Demerits |
|-------|-----------------|-----------------|--------|----------|
| DynSP [32] | Introduced the task of semantic parsing for sequential KB-QA. | Dynamic Neural Network structure. | Reward-guided search reduces the number of queries to be labeled. | The parse language is not comprehensive enough to represent the semantic parses of the sentences in dataset. The table-based search-space approach cannot be scaled up to cater the needs of large-scale curated KGs. |
| HRED + KVmem [82] | Introduced sequential KB-QA dataset consisting of complex questions. | End-to-end model based on HRED and KV memnet. | Incorporates dialog history with the current utterance. | Performs poorly with complex questions. Works well with simple and direct questions. Doesn’t work well with indirect or incomplete questions. KV memnet has flat organization of story which makes it unsuitable for complex questions. |
| D2A [23] | Introduced history interaction as a part of input to deal with enormous ellipsis phenomena. | A bidirectional RNN with a GRU is used as an encoder. A grammar-guided decoder along with a dialog memory component is used to generate action sequences. | The model can effectively handle the contextual references. | Error propagation may occur because the model replicates previously generated action sequences which might be incorrect. The supervision signals cannot be shared among the model for mutual benefits as they are learned independently for the subtasks. Ambiguous entity linking |
### Table 2 continued

| Refs. | Contribution(s) | Techniques used | Merits | Demerits |
|-------|-----------------|-----------------|--------|----------|
| MaSP [90] | Multitask learning for sequential KB-QA. | Utilizes Transformer as a contextual encoder and a pointer-equipped decoder. | Reduces the risk of error propagation by jointly learning semantic parsing and entity detection. Works well with co-reference resolution. Addresses ambiguous entity linking by leveraging contextual features of the input. | May result in spurious logical form. |
| CARTON [65] | Improved multitask semantic parsing by introducing new logical grammar rules. | Utilizes Transformer model to generate logical forms, while the three stacked pointer networks are used for completing the final executable logical form against the KG. | Introduces the new set of vocabulary with advanced logical rules which results in improved model’s performance. Works well with co-reference resolution. | May result in spurious logical forms. There is no feedback signal from the resulting answer generated from its logical structure which hinders the model’s learning in generating correct logical form. |

Improves the process of entity detection and linking by utilizing information from both entity detection module and encoder.
| Refs. | Contribution(s) | Techniques used | Merits | Demerits |
|-------|-----------------|-----------------|--------|----------|
| LASAGNE [35] | Improved multitask semantic parsing for sequential KB-QA. | Utilizes Transformer model to generate logical forms, while the graph attention model is used to exploit correlations between entity type and predicates. Introduces an entity detection module which detects, links, and permutes all the relevant entities. | Eliminates the risk of producing ambiguous results by sharing signals between entity and predicate nodes. Works well with co-reference resolution. Improves the process of entity detection and linking by utilizing information from both entity detection module and encoder. | May result in spurious logical forms which affects the model's performance in answering clarification and ellipsis-based questions. |
| GNN + PointerNet [55] | Conversation processing around structured data. | Neural approach based on GNN and pointer network. | Eliminates the need of semantic parsing. Handles conversational context stored in tables, effectively. | Table-search methods cannot scale to large real-world KGs involving qualitative or logical comparison. |
| CONVEX [14] | Completion of incomplete follow-up questions. | Symbolic approach. | Automatically infers missing or ambiguous pieces for follow-up questions. Eliminates the need for intermediary representation of the context and given question. | May result in combinatorial explosion if subgraphs not expended carefully. |
used for initializing and selecting a small subgraph of the knowledge graph. The essence of this approach is the graph exploration algorithm that tends to expand a frontier aptly to find the possible candidate answers for the follow-up questions. The right answer from the candidate answers is selected by calculating weighted proximity. The top-scoring answer (in the range of 0 to 1) will be returned as the answer to the current question.

Table 2 summarizes the major contributions, the techniques exploited, and the merits and demerits of the aforementioned approaches.

4 Conversational machine reading comprehension

Most of the work carried out in the field of MRC is based on single-turn QA which is unlikely in the real-world scenario since humans tend to seek information in a conversational context [78]. For instance, a user might ask, “Who is Christopher Columbus?” and based on the answer received, he might further investigate, “Where was he born?” and “What was he famous for?” It is easy for a human to decipher that here “he” in the follow-up questions refer to “Christopher Columbus” from the first question. But when it comes to a machine to comprehend the context, it poses a set of challenges such as co-reference resolution or conversational history [42], which most of the state-of-the-art QA systems do not address directly.

A typical MRC model consists of three main functions, namely (i) encoding the given context and question into a set of symbolic representations called embeddings in a neural space, (ii) reasoning through the embeddings to find out the answer vector in the neural space, and (iii) decoding the answer vector to produce natural language output [22]. In [68], the authors proposed a modification by introducing two modules, i.e., history selection and history modeling modules to address the aforementioned challenges to incorporate the conversational aspect, hence introducing the task of CMRC. Formally, given a context $C$, the conversation history in the form of question–answer pairs $Q_1, A_1, Q_2, A_2, \ldots, Q_{i-1}, A_{i-1}$, and a question $Q_i$, the CMRC model needs to predict the answer $A_i$. The answer $A_i$ can either be a free-form text with evidence [77] or a text span [13]. The flow of a general CMRC model is depicted in Fig. 7.

We will discuss these modules separately in the rest of this section, along with the techniques and trends utilized in each of them for the successful design and implementation of a CMRC model.

4.1 History selection module

To enable the CMRC model to predict the answer span more accurately, it is necessary to introduce the previous context along with the source passage and current question. However, context utterances that are relevant to the query are useful, whereas the irrelevant ones may bring more noise [96, 113]. Thus, the careful selection of conversational history turns is quite critical for the model. History selection process can be categorized as:

4.1.1 Selecting K turns

Contextual attention-based deep neural network (SDNet) [117], bidirectional attention flow (BIDAF++) [13], open-retrieval CQA (ORConvQA) [70], and weakly supervised open-
retrieval CQA (WS-ORConvQA) [71] utilize conversation history by incorporating $K$ rounds of history turns.

### 4.1.2 Immediate history turns

BERT with 2-ctx [58] suggests that incorporating immediate two turns can be helpful in predicting the right answer span, whereas BERT-HAE [68] claims that incorporating 5–6 conversational history turns contributes more in finding the correct answer span. However, both models demonstrate a dramatic degradation in the performance with the increase in the number of history turns.

### 4.1.3 Dynamic history selection

In [110], the authors pointed out that the dialog features like topic return or topic shift may not align with the concept of selecting immediate dialog turns. Therefore, in order to address this shortcoming, History Answer Modeling (HAM) [69] was introduced as a dynamic policy that weighs the previous dialog turns on the basis of their contribution to answering the current question. The model assigns weight by attending the previous history turns at a token level or sentence level and combine the same with the current turn’s representation.

Another approach, referred to as Env-ConvQA [67], proposed a dynamic $k$-history turns selection process based on reward-based reinforced backtracking policy. The model treats the process of extracting the relevant history turns as a sequential decision making process. The model acts on the provided history turns and backtracks through each turn one by one to decide whether the turn is relevant to the current question or not.
4.2 Encoder

This component is responsible for converting the tokens of the source passage, current question, and the selected history turns into fixed-length vectors which are subsequently provided as an input to the reasoning module. Although the internals of an encoder may vary from approach to approach depending on the input required by the reasoning module, nevertheless, the high-level encoding generally involves transforming and combining different context-dependent word embeddings, including but not limited to, Embeddings from Language Model (ELMo) \[63\], GloVE \[62\], and BERT \[18\]. To improve the impact of these embeddings, additional features such as Parts of Speech (POS) tags and History Answer Embeddings (HAE) have also been incorporated as a part of the input. These embeddings can be categorized into conventional word embeddings and contextualized word embeddings.

4.2.1 Conventional word embeddings

This technique is responsible for encoding of words into low-dimensional vectors. The encoding is done in such a way that the interrelated tokens are placed in close proximity to each other in vector space to make the identification of co-relation easy between them. Several methods for generating distributed word representation have been proposed in the literature, with the most popular and efficient being GloVE \[62\] and Word2Vec \[49\]. However, these methods fail to determine the accurate meaning of the words with respect to their given context.

4.2.2 Pre-trained contextualized word embeddings

Though the conventional word embeddings method yields good results in identifying and establishing the correlation between the words encoded in low-dimensional vectors, they still fail to capture the contextual representations sufficiently. To be accurate, the distributed word representations generated for a single word are the same in varying contexts. To overcome this issue, the idea of contextualized embeddings was put forward by the researchers. These embeddings are pre-trained on large corpora of text and are then utilized as either distributed word embeddings or are fine-tuned according to the specific downstream task. This comes under the category of transfer learning and has obtained astonishing results in various NLP-based tasks \[18, 63, 109\].

The most successful application of these embeddings has been in the field of machine comprehension. One of the very first in the series is Context Vectors (CoVe) \[48\] which utilizes Seq2Seq models \[95\] to train long short-term memory (LSTM) \[28\] encoders on a large-scale dataset. The encoder then utilizes the obtained results on other downstream NLP tasks. Proposed by \[63\], ELMo is a successor of CoVE and embeddings are obtained by training a bidirectional language model (biLM). These embeddings can generate more accurate representations of the words as instead of using the results from the topmost layer of biLM, it combines outcomes from all the layers of biLM into one vector and assign a weighting score that is task-specific. Another popular model in terms of language understanding is Transformer \[99\] which is a sequence transduction model based on multi-headed attention, thus entirely eliminating the need of utilizing multiple recurrent layers that are part of the most encoder–decoder architectures. This mechanism of self-attention makes the Transformer model more efficient and parallelizable in learning the context of the input sequences. The most recent and top-trending one in the series is BERT \[18\] that has addressed the issue...
of unidirectionality used in training of different language models such as Generative Pre-
training (GPT) [72] and GPT-2 [73]. Due to the bidirectional property and the powerful
Transformer [99] architecture, BERT’s performance exceeds the top-performing models in
many NLP downstream tasks [18].

4.3 History modeling

The process of history modeling is generally carried out in the encoder module where the
conversation history is integrated with the context and current question to form a complete
input.

We describe it as a separate module for easy understanding and better readability. Different
models employ different techniques or a combination of these to introduce conversational
history turns as a part of an input. A brief description of each of these techniques is given as
follows:

4.3.1 Appending the conversation history

One of the most common ways to include the selected history turns (previous question–
answer pairs) as a part of the input is by appending them with the current question [67, 70,
117]. This is further modified at sublevel by some approaches [11, 58] via appending only
history questions along with the turn number encoded with it. In [13], the authors claimed
that adding dialog turn in the input yields better results practically.

4.3.2 Introducing history answer markers in the given context

Another trend seen recently in modeling the conversation history is encoding the context
tokens in history answer embeddings markers [68]. The advantage of using these tokens is
that they work as an indicator to point out whether a context token is a part of history answer
or not. Another variation of HAE is Positional HAE (POS-HAE) [69], wherein position
information of dialog turn relative to the current question is also encoded. This enables the
model to capture the spatial patterns of history answers in context.

4.3.3 Generating latent representations using context tokens

One of the attributes of successful CMRC models is being able to grasp the flow of the
conversation. Since the flow of the conversation based on the given context, it can be captured
by generating latent or intermediate representations of the context tokens rather than using
the raw inputs. Such approaches [29, 111] fall under the category of flow-based methods.

4.4 Reasoning module

CMRC models can be grouped based on how they perform the process of reasoning. For
single-step reasoning, the model passes the contextualized input (context, question, and
history turns) only across one layer and generates the answer. In contrast, for multi-step
reasoning, the contextualized input is fused across multiple layers to produce history-aware
contextualized output embeddings. Generally, the input for this module consists of multiple
sequence sets which are then fused in multiple layers and are usually interwined with an
attention mechanism to generate accurate output embeddings. On the basis of underlying techniques, the reasoning process can be categorized as conventional methods, pre-trained language models, flow-based models, and open-retrieval-based models.

4.4.1 Conventional methods

Several sequence models employing different mechanisms like self-attention and bidirectional attention are a common choice for carrying out the task of CMRC. Famous as CoQA’s baseline, DrQA+PGNet [77] leverages the strengths of two powerful models, i.e., Pointer-Generator Network (PGNet) [85] and Document Reader (DrQA) [10]. DrQA, based on bidirectional LSTM (biLSTM), first provides cues from the answer evidence in the given context. PGNet, which utilizes an attention-based Seq2Seq model [1], decodes the found evidence to predict the final answer.

BiDAF++ [13] uses the bidirectional attention flow (BiDAF) [86] model augmenting the bidirectional attention flow along with contextualized embeddings and self-attention. The modeling performs reasoning via a multilayered bidirectional attention flow layer followed by a multilayered biLSTM to identify the correct answer span. SDNet [117] utilizes two bidirectional Recurrent Neural Networks (RNNs) [80] to apply both self-attention and inter-attention between different layers in order to form the contextualized understanding of question and context.

4.4.2 Pre-trained language models

Large-scale pre-trained language models such as BERT [18], RoBERTa [43], and GPT [72] have become popular to achieve the state-of-the-art results on NLP tasks. While GPT is known for its language generation capabilities, BERT is famous for language understanding and has provided great results in machine comprehension tasks. One of the advantages of employing pre-trained language models is their capability to fuse both encoding and reasoning modules together. This results in a ready-to-tune architecture that hides the complex interactional nature between the given context and current question. However, incorporating previous context is a challenging task in pre-trained language models (particularly BERT) as it allows for only two segments in the input and the length of sequence is limited to 512. The more turns we try to append, the more context paragraph or history turns need to be truncated to be able to adapt to the model. The accurate modeling of the history results in better reasoning over the context. The history integration challenge can be addressed using the following approaches:

- Highlighting conversational history by embedding history answer embeddings in the contextual tokens as suggested in BERT-HAE [69]. The embeddings are only added for those tokens that are present in the previous conversational history.
- Using separate models for all the history turns to attend to the interaction between each turn and the given context as suggested by Ohsugi et al. [58]. The contextualized embeddings are then merged together to form an aggregated history-aware embeddings. These aggregated embeddings are then passed from BiGRU to capture an inter-turn interaction before any prediction can be made.
- Introducing a reinforced backtracker in the model to filter out the unnecessary or irrelevant history turns instead of evaluating them as a whole as proposed by Qiu et al. [67]. The selected turns along with the given passage forms an input to be provided to the BERT model.
Once the history turns have been integrated, BERT-based models calculate the probability of each word being the start word by generating a dot product between the final embedding and the start vector, followed by the application of softmax over all the words [68]. Finally, the word with the highest probability value is selected. A similar process is employed to locate the final word in the given context. In [67], the model after predicting the answer span generates a reward to evaluate the utility of the history selection for answer prediction process. The computed reward, in turn, is utilized to update the policy network to maximize the accuracy of the model for the next cycle of prediction.

### 4.4.3 Flow-based models

Another recent trend that has caught attention is the use of flow-based approaches in machine comprehension. A well-designed CMRC model should be able to grasp the flow of the conversation, i.e., knowing what topic is under discussion as well as facts and events relevant to it. Thus, the flow of conversation can be considered as a sequence of latent representations generated based on the token of source passage. These latent representations, generated during the reasoning of previous conversations, aid in the contextual reasoning of the current question. The main models based on flow architecture are described below.

FlowQA [29] utilizes the contextualized embeddings as the latent representations, a process often referred to as Integration Flow (IF). The process involves the sequential processing of the context tokens in parallel to the question turns (referred to as context integration) along with processing question turns sequentially parallel to context tokens (flow). The model utilizes multiple flow layers interweaved with attention first on the context and then on the question itself to come up with the reasoning for answer span. FlowDelta [111] was introduced as an improved version in the flow series that utilizes the same architecture as FlowQA but achieves better accuracy. Instead of using the intermediate or latent representations, the model passes the information gain through the reasoning process. The information gain is nothing but the difference between the latent representations of the previous two layers. By modeling such difference, the model would better focus on the information hints present in the context.

The previously discussed flow approaches follow the concept of IF that does not really mimic a human’s style of reasoning. The underlying reason is that they first perform reasoning in parallel for each question and then refine and enhance the reasoning across different turns. Graph Flow [11], on the other hand, constructs a dynamic context graph encoding not only the passage itself but also the question as well as the conversation history. The model processes the flow by applying GNN on all the sequences of context graphs and the output is utilized when processing the next graph. To capture the contextual relationship between the words, a biLSTM is applied before providing the words as an input to GNN. The Graph Flow architecture alternates this mechanism with co-attention over the question and the GNN output.

### 4.4.4 Open-retrieval-based models

Another recently introduced trend in the field of CMRC is the use of open-retrieval methods. The methods discussed above relies heavily on the given passage to extract or generate an answer. However, this seems impractical in real-world scenario since the availability of gold passage is not always possible. Thus, the model should be able to retrieve the relevant passages from a collection. The main models employing the open-retrieval architecture are discussed below:
ORConvQA [70] is first in the series of open-retrieval models for CMRC. It consists of three main modules: (i) a passage retriever, (ii) a passage re-ranker, and (iii) a passage reader. The three modules are based on Transformers [99]. The passage retriever first extracts the top-K relevant paragraphs from a collection provided a current question and the previous history. The retriever is based on dual-encoder architecture that utilizes two separate ALBERT [38] encoders for passages and questions. The re-ranker and reader uses the same BERT encoder. The encoder transforms the input sequence consisting of question, history, and relevant passages into the contextualized representations to be utilized by re-ranker and reader for answer extraction. The re-ranker module conducts a list-wise re-ranking of the retrieved passages which serves as a supervision signal to fine-tune the encoder. In the end, answer span is predicted by the reader module by computing the probability of the tokens being a start/end token.

In ORConvQA, the model focuses on identifying and extracting short span-based answers. In information-seeking dialog, however, answers are relatively free-form and long which are difficult to extract. WS-ORConvQA [71] is an extension of ORConvQA and introduces a learned weak supervision approach that can find and extract both span-based and free-form answers. And if the exact match is not found, the model tries to find a span in the retrieved passages that has the maximum overlap with the gold answer. Given a question and its conversation history, the passage retriever first extracts the relevant paragraphs from a collection. The retriever assigns a score based on the dot product of the representations of the questions and the passage. The reader then reads the top passages and produces an answer. The model works on weakly supervised training approach. Given one of the retrieved passages and gold answer, the weak supervisor predicts a span in the passage as weak answer to provide weak supervision signals for training the reader. The reader is based on standard BERT-based machine comprehension model [18] that calculates the probability of tokens being a start and an end token. The final answer is selected by computing the sum of its retriever score and reader score.

### 4.5 Output prediction

The common trends that have been observed for the answer prediction module include span prediction, free-form answer prediction, and dialog acts prediction. For span prediction, the probabilities of tokens being the end and start token is calculated. For unanswerable questions, a token, UNANSWERED, is appended at the end of each passage in QuAC. The model learns to predict this token if it finds the question unanswerable. A sequence-level aggregated representation is used to calculate dialog-act prediction and the modeling of history dialog acts is not required for the prediction of this task.

The categorization of the architecture based on the techniques used in each module is summarized in Table 3.

### 5 Datasets for conversational question answering

One driver for the rapid growth in the field of CQA is the emergence of large-scale conversational datasets for both knowledge base and machine comprehension. Constructing a high-quality dataset is equally significant as optimizing CQA-based architectures. In this section, we collect and compare the major datasets in the area of CQA.
| Refs. | History selection | Encoder | History modeling | Reasoning | Output prediction |
|-------|------------------|---------|------------------|-----------|------------------|
| BIDAF++ w/k-ctx [13] | $k$ history turns | GloVE for word embeddings. | Encodes context tokens with history answer markers before passing on for reasoning. | Performs reasoning via multilayered bidirectional attention flow layer followed by multilayered biLSTM. | Span prediction. |
| | | Bidirectional LSTM for contextual embeddings. | Encode dialog turn number within the question embeddings. | | |
| DrQA +PGNet [77] | $k$ history turns | Bidirectional LSTM. | Appends the selected history turns to the source passage and current question. | DrQA model first point toward the evidence in the given text, PGNet then transform the evidence into the answer. | Free-form answers. |
| SDNet [117] | $k$ history turns | Word embeddings using GloVe. | Appends the selected history turns to the source passage and current question. | Utilizes both self-attention and inter-attention in multiple layers using bidirectional LSTM to reason across the given context. | Span prediction. |
| BERT-HAE [68] | $k$ history turns but found optimal answer in 5 and 6 history turns. | BERT-generated embeddings. | Introduce history answer marker layer to the context token is present in any conversational history answer or not. | BERT generates a representation for each token based on the embeddings for position, segment, and tokens. The model then computes the probability of tokens in a given paragraph of being a start and end token of the answer span. | Span prediction. |
Table 3 continued

| Refs. | History selection | Encoder | History modeling | Reasoning | Output prediction |
|-------|-------------------|---------|------------------|-----------|-------------------|
| BERT-HAM [69] | Dynamic history selection policy. | Bert-based embeddings on both word and sequence level. | Encode context tokens with dialog turn encoded variant of HAE called *Positional HAE*. | History attention module assigns weight to each token-level and sequence-level representation. And then aggregated representations of both are obtained that are further used for answer prediction. | Span prediction. |
| BERT w/k-ctx [58] | $k$ history turns | Contextualized paragraph representations independently conditioned with each question and each answer generated using BERT. | Appends history QA pair to the current question with each QA pair conditioned on the source paragraph. | The concatenated result is then passed through the BiGRU for span prediction. | Dialog-act prediction. | Span prediction. |
|          |                   |         |                  | Answer type prediction (Yes, no, unanswerable). |          |
| Refs.               | History selection          | Encoder                      | History modeling | Reasoning                                                                 | Output prediction |
|--------------------|-----------------------------|------------------------------|------------------|--------------------------------------------------------------------------|-------------------|
| Env-ConvQA [67]    | dynamic $k$ history turns. | BERT-generated embeddings.   | Prepends selected subset of history QA pair and passage to the current question. | BERT generates a representation for each token based on the embeddings for position, segment, and tokens. | Span prediction. |
|                    |                             |                              | The model then concatenates the resulting sequences to form a uniform representation. | The model then computes the probability of tokens in a given paragraph of being a start and end token of the answer span. |                    |
|                    |                             |                              |                   | After answer prediction, the model generates a reward to evaluate the role of selected history turns and update the policy network accordingly. |                    |
| FlowQA [29]        | $k$ history turns.          | Uses ELMo to generate contextual embeddings before passing it to IF layer. | Integrates both QA pairs and the intermediate context representation from conversation history called FLOW. | Employ multiple integration flow layers with alternating cross- and self-attention to perform reasoning. | Span prediction. |
| Graph flow [11]    | Prepends $N$ question–answer pairs to the current question. | GloVE and 1024-dim BERT embeddings. | Encodes history QA pairs into contextual graphs. | BiLSTM is utilized for the context integration and the GNNs are used to capture the contextual interaction. | Span prediction. |
| FlowDelta [111]    | $k$ history turns           | Uses ELMo to generate contextual embeddings before passing it to IF layer. | Integrates both QA pairs and the intermediate context representation from conversation history called FLOW. | Model passes the information gain (the difference between the latent representations of last two layers) to let the model focus more precisely on the context. | Span prediction. |
| Refs.               | History selection | Encoder                                                                 | History modeling                                                                 | Reasoning                                                                 | Output prediction |
|---------------------|-------------------|-------------------------------------------------------------------------|----------------------------------------------------------------------------------|--------------------------------------------------------------------------|-------------------|
| ORConvQA [70]       | \( k \) history turns | • Uses ALBERT to generate contextual embeddings before passing it to reader and re-ranker modules. | • Appends history questions to the current question.                              | • Employs fully supervised setting for the training of the reader.        | Span prediction.  |
|                     |                   |                                                                                        | • The model uses two encoders, one for encoding current question with its history and other for encoding relevant passages. | • The top-retrieved passages are then fed to the re-ranker and reader for a concurrent learning of all model components. |                   |
| WS-ORConvQA [71]    | \( k \) history turns | • Uses ALBERT to generate contextual embeddings before passing it to reader module.   | • Appends history questions to the current question.                              | • Employs weakly supervised setting for the training of the reader.        | Span prediction.  |
|                     |                   |                                                                                        | • The model uses two encoders, one for encoding current question with its history and other for encoding relevant passages. | • The top-retrieved passages are then fed to the reader.                   |                   |
|                     |                   |                                                                                        | • The retriever generates a score based on the dot product of the representations of the question and the passage. | • The reader computes the probabilities of the true start and end tokens among all the tokens from the top passages. |                   |
|                     |                   |                                                                                        |                                                                                 | • The answer span is selected on the basis of sum of retriever score and reader score. |                   |
5.1 Datasets for sequential KB-QA

Most of the datasets for sequential KB-QA deals with simple questions, wherein each of them can be answered using a single tuple in the knowledge graph. However, in practice, a system can encounter a more complicated form of questions requiring it to use logical and comparative reasoning to come up with an accurate answer. The point worth noting is that unlike the simple questions, the complicated questions require access to the larger subgraph of the KG. For example, to answer the question, “Which country has the highest peak, Nepal or India?”, one needs to find (i) the highest peak in Nepal, (ii) the highest peak in India, and finally, (iii) the comparison of both the peaks to come up with the right answer.

Similar to the field of CMRC, sequential KB-QA saw its rise after the introduction of sequential QA datasets, namely Sequential Question Answering (SQA) [32], Complex Sequential Question Answering (CSQA) [82], and ConvQuestions [14]. These datasets have facilitated the process of answering complex questions, thus supporting a number of researches. A high-level comparison based on their common characteristics is presented in Table 4.

5.1.1 SQA

The main idea behind the creation of SQA is to decompose the complex questions and convert them into a series of interlinked sequential questions to give a touch of natural conversation.

Dataset collection As described in [32], the SQA dataset has been collected via crowdsourcing by leveraging WikiTable Questions (WTQ),18 which contains highly compositional questions associated with HTML tables from Wikipedia. Each crowdsourcing task contains a long and complex question originally from WTQ as the question intent. The workers are asked to compose a sequence of simpler but interrelated questions that lead to the final intent. The answers to the simple questions are subsets of the cells in the table.

Dataset analysis SQA consists of 6,066 unique question sequences containing 17,553 question–answer pairs resulting in an average of 2.9 questions per sequence. The questions are identified into three different classes: (i) column selection questions, wherein the answer is the entire column of the table and constitutes 23% of the questions in SQA, (ii) subset selection questions where the answer is the subset of the previous question’s answer and contributes 27% of the questions in the dataset, and (iii) row selection questions where answers to the questions appear in the same rows but in different columns, making 19% of the dataset.

Evaluation For the system to be evaluated, the overall accuracy, sequence accuracy (the percentage of sequences for which every question is answered correctly), and positional accuracy (accuracy at each position in a sequence) are calculated. With that said, all systems struggle to correctly answer all questions within a sequence, despite the fact that each question is simpler on average than those in WTQ.

5.1.2 CSQA

The CSQA dataset [82] consists of 200K QA dialogs for the task of complex sequential question answering. CSQA combines two subtasks: (i) answering factoid questions through

18 https://github.com/ppasupat/WikiTableQuestions.
Table 4  A comparison of the sequential KB-QA datasets SQA[32], CSQA[82], and ConvQuestions[14] based on different characteristics as defined in their respective papers

| Characteristics                                   | SQA                                           | CSQA                                           | ConvQuestions                               |
|---------------------------------------------------|-----------------------------------------------|-----------------------------------------------|-------------------------------------------|
| Data source                                       | WikiTableQuestions                            | WikiData                                      | WikiData (consisting of 5 domains, i.e., books, movies, soccer, music, and tv series). |
| Conversational setup                              | Three workers who were asked to decompose complex sentences into a sequence of simpler sequential sentences. | Pair of in-house annotators where annotator acts as a user and the other as a system to provide answers or ask clarification questions. | Master workers from AMT paired together where they were asked to provide answers via web search. |
| Nature of QAs                                      | Simple                                        | Complex interrelated as well as simple.       | Complex                                    |
| Question types                                    | Factoid                                       | Factoid                                       | Factoid and non-opinionated.              |
| Requires reasoning?                               | No                                            | Yes                                           | Yes                                       |
| Max turns per dialog                              | N/A                                           | 8.5                                           | 5                                         |
| Total number of questions                         | 15, 553                                       | 1.6 M                                         | N/A                                       |
| Total number of dialogs                           | 6066                                         | 200K                                          | 11,200                                    |

complex reasoning over a large-scale KB, and (ii) learning to converse through a sequence of coherent QA pairs. CSQA calls for a sequential KB-QA agent that combines many technologies including (i) parsing complex natural language queries, (ii) using conversation context to resolve co-reference and ellipsis in user utterances like the belief tracker, (iii) asking for clarification questions for ambiguous queries, like the dialog manager, and (iv) retrieving relevant paths in the KB to answer questions.

Dataset collection Each dialog is prepared in a two-in-house-annotators setting, one being a user and the other acting as a system. A user’s role is to ask questions and a system’s job is to answer the questions or asks for clarification if required. The idea is to establish the understanding of the simple and complex questions that can be asked by the annotators over a knowledge graph. These could then be abstracted to templates and utilized to instantiate more queries involving different objects, subjects, and relations. Apart from asking and answering simple questions (that requires only a single tuple to generate an answer), the annotators come up with questions involving logical and comparative operators like AND, OR, NOT, ==, and >=, resulting in more complex questions to judge model’s performance. The examples of such questions are “Which country has more population than India?” and “Which cities of India and Pakistan have River Indus passing through them?.” After collecting both simple and complex questions, the next step is to create coherent conversations involving these QA pairs. The resulting conversation should have (i) linked subsequent QA pairs, and (ii) the conversation should contain the necessary elements of a conversation such as confirmation, clarification, and co-references.
**Dataset analysis** The dataset consists of 200K dialogs and a total of 1.6 million turns. On average, the length of a user’s questions is 9.7 words and a system’s response is based on 4.74 words.

**Evaluation:** Different evaluation metrics are used to evaluate the different question types. For example to measure the accuracy of simple questions (consisting of indirect questions, co-references, ellipsis), logical reasoning, and comparative reasoning, both precision and recall are used. When dealing with quantitative reasoning and verification (Boolean) questions, F1 score is utilized. For clarification questions, BLEU-4 score is used.

### 5.1.3 ConvQuestions

ConvQuestions [14] has been published recently to further aid the field of sequential KB-QA. It consists of 11,200 distinct conversations from five different domains, i.e., books, movies, soccer, music, and TV series. The questions are asked with minimal syntactic guidelines to maintain the natural factor of the questions. The questions in ConvQuestions are sourced from WikiData and the answers are provided via Web search. The questions in the dataset pose different challenges that need to be addressed including incomplete cues, anaphora, indirection, temporal reasoning, comparison, and existential.

**Dataset collection** Each dialog is prepared as a conversation generation task by the workers of AMT wherein they were asked to base their conversation on the five sequential questions from any domain of their choice. To make sure that the conversations are carried out as naturally as possible, the Turkers were asked not to interleave the questions and neither permute the order of follow-up questions to generate a large volume. Furthermore, the paraphrases of the questions were also collected to provide two versions of the questions. This would allow the data to be augmented with several interesting variations which, in turn, improves the robustness of the system. To make the dataset more closely related to real-world challenges, participants were encouraged to ask the complex questions.

**Dataset analysis** The dataset consists of 11,200 conversations each comprising of 5 turns. The average length of the first and follow-up questions were 9.07 and 6.20 words, respectively. Question entities and expected answers have a balanced distribution among non-human types (books, stadiums, TV series) and humans (actors, artists, authors). Context expansion is the key for finding out the correct answer in ConvQuestions as the average KG distance from the original seed to the answer is 2.30. The question type consists of characteristics such as comparisons, temporal reasoning, and anaphora, to make it more closely related to real-world challenges.

**Evaluation** Since each question in the dataset has exactly one or at most three correct answers, it uses standard metrics of Precision at the top rank (P@1). The other metrics include Mean Reciprocal Rank (MRR) and Hit@5. Hit@5 measures the fraction of times a correct answer is identified within the top-5 positions.

### 5.2 Datasets for conversational machine reading comprehension

Generally, the datasets for machine reading comprehension falls into three categories based on the type of answer they provide:

- **Multiple-choice option** datasets provide text-based multiple-choice question and expect the model to identify the right answer out of the available options. The examples of such
Table 5 A comparison of the multi-turn conversational datasets—CoQA [77] and QuAC [13] based on different characteristics as defined in their respective papers

| Characteristics          | CoQA                                                                 | QuAC                                                                 |
|--------------------------|----------------------------------------------------------------------|----------------------------------------------------------------------|
| Data source              | • Passages collected from 7 diverse domains, e.g., children stories from MCTest, news articles from CNN, Wikipedia articles, etc. | • Sections from Wikipedia articles filtered in the “people” category associated with subcategories like culture, animal, geography, etc. |
| Conversational setup     | • Questioner–answerer setting where both have access to the entire context. | • Teacher–Student setting where the teacher has access to the full context for answering, while the student has only the title and summary of the article. |
| Requires external knowledge? | • Yes                                                               | • No                                                                |
| Question type            | • Factoid                                                           | • Open-ended, highly contextual                                       |
| Answer type              | • Free-form with an extractive rationale.                         | • Extractive span which can be yes/no or ‘No Answer’.                      |
| Dialog acts              | • No                                                                | • Yes                                                               |
| Max turns per dialog     | 15                                                                  | 11                                                                   |
| Unanswerable questions   | Yes                                                                 | Yes                                                                 |
| Total number of questions| 126K                                                                | 100K                                                                |
| Total number of dialogs  | 8K                                                                  | 14K                                                                 |

datasets include the ReAding Comprehension Dataset from Examinations (RACE) [37], Machine Comprehension Text (MCTest) [79], and MCSript [59],

– **Descriptive answer** datasets allow answers to be in any free-form text. Such datasets are useful in situations, wherein the questions are implicit and may require the use of common sense or world knowledge. The examples include MS MARCO [57] and Narrative QA [36], and

– **Span prediction or extractive** datasets require the model to extract the correct answer span from the given source passage. Such datasets provide better natural language understandability and easy evaluation of the task. SQuAD [75], TriviaQA [34], and NewsQA [97] are some of the popular examples of extractive datasets.

CoQA [77] and QuAC [13], the two datasets for CMRC, come under the category of span prediction datasets. Apart from these two datasets, there is another CMRC dataset, ShARC [81], which requires the understanding of a rule text to answer a few interlinked and co-referenced questions. These generated questions need to be answered using reasoning on the basis of background knowledge. However, this dataset does not really follow the definition of CMRC and is hence ignored. A summarized comparison pertaining to significant characteristics of both CoQA and QuAC is presented in Table 5.

### 5.2.1 CoQA

CoQA was introduced by Reddy et al. [77] to measure a machine’s ability to participate in a QA style conversation. The dataset was developed with three objectives in mind. The first is the nature of questions in human conversations. In this dataset, every question except the first one is dependent on the conversation history to make it more similar to the real-life
setting of human conversation. The second goal of CoQA is to maintain the naturalness of answers in a conversation. Many existing datasets limit answers to be found in the given source passage. However, such a setting does not always ensure natural answers. In CoQA, the authors address this issue by proposing free-form answers while providing a text span from the given passage as a rationale to the answer.

The third goal of CoQA is to facilitate the development of CQA systems across multiple domains. The existing QA datasets mainly focus on a single domain which results in complications to test the generalization capabilities of the existing systems. Thus, CoQA extends its domains, i.e., each with its own data source. These domains include articles based on literature extracted from Project Gutenberg,19 children’s stories taken from MCTest [79], Wikipedia articles,20 Reddit articles from Writing Prompt [20], middle and high school English exams taken from [37], science articles derived from Ai2 science question [103], and news articles taken from CNN [26]. Evaluation and Reddit are used for out-of-domain evaluation only. Data collection Each conversation is prepared in a two annotator setting, i.e., one being a questioner and the other being an answerer. The platform of Amazon Mechanical Turk (AMT)21 is used to pair workers on a passage through the ParlAI MTurk API [51] and both the annotators have full access to the passage. Dataset analysis The dataset consists of 127K conversation turns gathered from 8K conversations over text passages. The average length of a conversation is 15 turns and each turn consists of a question and an answer. The distribution of CoQA is spread across multiple question types. Prefixes like did, where, was, is, and does are very frequent in the dataset. Also, almost every sector of CoQA contains co-references which shows that it is highly conversational. What makes conversations in CoQA even more humanlike is that sometimes they just feature one-word questions like “who?” or “where?” or even “why?.” This shows that questions are context-dependent, and in order to answer correctly, the system needs to go through the previous history turns to understand the question. Evaluation The main evaluation metric for the dataset is macro-average F1 score of word overlap and is computed separately for in-domain and out-of-domain as well.

5.2.2 QuAC

In an information-seeking dialog, the students keep asking their teacher questions for clarification about a particular topic. This idea forms the basis for this newly introduced dataset, Question Answering in Context (QuAC). Modeling such interrelated questions can be complex as the questions can be elliptical, highly context-dependent, and even sometimes unanswerable. To promote learning in such a challenging situation, QuAC presents a rich set of 14K crowd-sourced QA dialogs (consisting of 100K QA pairs).

Dataset collection The nature of interaction in QuAC is of student–teacher where the teacher has the access to the source paragraph. A student only provided with the heading of the paragraph aims to gain as much knowledge about its content as possible by asking multiple questions. The teacher tries to answer the questions by extracting correct answer spans from the source passage. Also, the teacher uses dialog acts as feedback to the students (i.e., may or may not ask a follow-up question) which results in more productive dialogs.

19 https://www.gutenberg.org/.
20 https://www.wikipedia.org/.
21 https://www.mturk.com/.
Dataset analysis The dataset has long answers of maximum of 15 tokens which is an improvement over SQuAD and CoQA. Another factor worth noting is that frequent question types in QuAC are based on *Wh* words which makes the questions more open-ended, in contrast to the other QA datasets where questions are more factoid. Furthermore, 86% of the questions are highly contextual, i.e., they require the model to re-read the context to resolve the co-references. Out of these questions, 44% refer to entities or events in the dialog history, whereas 61% refer to the subject of the article.

Evaluation Besides evaluating the accuracy using F1 score, QuAC also utilizes human equivalence score (HEQ) to measure a system’s performance by finding the percentage of exceeding or matching an average human’s performance. HEQ-Q and HEQ-D are, therefore, HEQ scores with the instances as questions and dialogs, respectively.

6 Research trends and open challenges

CQA is a rapidly evolving field. This paper surveys new approaches that have been recently introduced to cater to the challenges pertaining to CQA. These CQA systems have the potential to be successfully utilized in practical applications:

- The KB-QA-based systems allow users to access a series of information via conversation without even composing complex SQL queries. From commercial perspective, these KB-QA-based systems can be employed either in open-domain QA (pertaining to worldly knowledge) or in closed-domain QA (such as in the medical field). A user does not have to access multiple sources of information, rather one agent would suffice her all information needs.

- CQA systems provide simplified conversational search (ConvSearch) setting [68] which has the strongest potential to become more popular than the traditional search engines such as Google or Bing, which unlike a user’s expectations of getting a concise answer, provides a list of probable answers/solutions. These conversational systems can potentially be used for learning about a topic, planning an activity, seeking advice or guidance, and making a decision.

- The conversational agents play a significant role in facilitating smooth interaction with users. One of the conceivable applications could be customer support systems where a user does not have to go through the entire website and looks for the desired information.

As an emerging research area with many significant promising applications, CQA techniques are still not mature yet with many open issues remaining. In this section, we discuss several prominent ones:

- The role of context to be selected plays a significant role in providing accurate answers in CQA. With richer conversational scenarios, a number of contextual features need to be considered including personal context, social context, and task context. General research questions regarding contextual information in CQA include: “What are the effective strategies and models to collect and integrate contextual information?”, “Are knowledge graphs sufficient enough to capture and represent this information?”, and “Do we need to incorporate the entire context or a relevant chunk would be enough to find the correct answer?”

Different models attempt to incorporate context in different ways. Out of all the history selection methods, the dynamic history selection mechanism proposed by Qu et al. [69] is more compelling and intuitive. As far as the flow methods are concerned, they consider
the latent representations of the entire context to deal with the varying conversational aspect. Similarly, for sequential KB-QA, the authors in [23] proposed the use of dialog manager to collect and maintain the previous utterances.

- Information-seeking behaviors need to be modeled for CQA setting as it provides users with the opportunity to obtain more information about the topics of their interests. The research questions related to information-seeking behavior that needs to be explored include: “What optimal structure for clarification questions can be used to better understand the users’ information need?” and “What effective strategies can be employed to design such clarification questions?.”

- Interpretability of a question plays a significant role when finding an answer for it. In the existing CQA systems, the models are anticipated to provide the answers to the questions without having to explain as to why and how they deduced an answer, making it difficult to understand the source and reason of an answer. CoQA is the only CQA dataset that provides reasoning for the provided answer. Another model, Cos-E [74], generates commonsense reasoning explanations for the deduced answer. Regardless of the fact whether or not the complete interpretability of CQA models is required, we can safely say that an understanding of the working of the internal model up to a certain extent can greatly help and improve the design of neural network systems in the future.

- Commonsense reasoning is a long-standing challenge in Conversational AI, i.e., whether it is incorporating the commonsense in dialog systems or QA systems. Commonsense reasoning refers to the ability of an individual to make day-to-day inferences by using or assuming basic knowledge about the real world. However, the CQA systems proposed so far work on pragmatic reasoning, i.e., finding the intended meaning(s) from the provided context because commonsense knowledge is often not explicitly explained in the data sources (i.e., KB-QA or CMRC dataset). Despite single-turn QA systems almost achieving human-level performance, the implementation of commonsense reasoning is still not very common. There are only a few research works that take commonsense reasoning into consideration when performing single-turn QA [30, 59]. There has been an increasing trend to incorporate commonsense reasoning into the single-turn MRC over the past few years. But when it comes to utilizing commonsense reasoning in CMRC, no successful attempt has been made. This may probably be owing to the fact that commonsense reasoning requires questions that needs some prior knowledge or background which the current CMRC datasets do not provide. When it comes to single-turn KB-QA, there are a number of prominent researches that utilize commonsense in a QA process [40, 46, 88]. Another effort was done by CoMET [6], wherein a Transformer to generate commonsense knowledge graphs was employed. Knowledge graphs like ConceptNet [91] and ATOMIC [83] have been designed to facilitate the implementation of commonsense in KB-QA systems. The field of sequential KB-QA remains untouched primarily because of the reason that the majority of existing methods lack the absence of connections between concepts [116].

- Lack of inference capability is one of the reasons why QA struggles with generating the correct answers. Most of the existing CQA systems are based on semantic relevance between question and the given context which limits a model’s capability to reason. An example discussed by Liu et al. [41] depicts that provided the context, “five people on board and two people on the ground died,” the system was not able to provide the correct answer “seven” to the question “how many people died?.” Thus, how to design systems with strong inference ability is still an open issue and calls for further research.
7 Conclusion

Conversational Question Answering (CQA) systems have been emerging as a main technology to close the interactional gap between machines and humans owing to the advancements in pre-trained language modeling and the introduction of conversational datasets. This progress simplifies the development and progress of application areas such as online customer support, interactions with IoT devices in smart spaces, search engines, thus enabling CQA to realize its social and economic impacts. The effective incorporation of contextual information, the ability to infer the questions and ask efficient clarification questions are the main challenges pertaining to the field of CQA.

Our investigation of research activities over the past few years confirms the thriving expansion of this exciting field. In this survey, we have comprehensively discussed the field of CQA, which is further subdivided into (i) sequential KB-QA and (ii) Conversational Machine Reading Comprehension (CMRC). The general architecture of each of the category is decomposed into modules and prominent techniques employed in each module have been discussed. We subsequently introduced and discussed the representative datasets based on their characteristics. Finally, we discussed the potential applications of CQA and the identified future research directions that need to be explored for realizing natural conversations.

We anticipate that this literature survey will serve as a quintessence for the researchers and pave a way forward for streamlining the research in this important area.
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