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Abstract—Visual navigation for autonomous agents is a core task in the fields of computer vision and robotics. Learning-based methods, such as deep reinforcement learning, have the potential to outperform the classical solutions developed for this task; however, they come at a significantly increased computational load. Through this work, we design a novel approach that focuses on performing better or comparable to the existing learning-based solutions but under a clear time/computational budget. To this end, we propose a method to encode vital scene semantics such as traversable paths, unexplored areas, and observed scene objects—alongside raw visual streams such as RGB, depth, and semantic segmentation masks—into a semantically informed, top-down egocentric map representation. Further, to enable the effective use of this information, we introduce a novel 2-D map attention mechanism, based on the successful multi-layer Transformer networks. We conduct experiments on 3-D reconstructed indoor PointGoal visual navigation and demonstrate the effectiveness of our approach. We show that by using our novel attention schema and auxiliary rewards to better utilize scene semantics, we outperform multiple baselines trained with only raw inputs or implicit semantic information while operating with an 80% decrease in the agent’s experience.

I. INTRODUCTION

Humans employ semantic scene structures to reason about the world and pay particular attention to relevant semantic landmarks to develop navigation strategies [1], [2]. Therefore, humans can efficiently learn from past navigation experience to explore new environments, such as discovering common semantic scene entities that can be generalized to similar but previously unseen places. The ultimate goal of visual navigation for autonomous agents is to enable agents to resemble or even exceed these human capabilities. A traditional approach to this problem is to localize the agent in a map of the environment that is built beforehand or constructed using simultaneous localization and mapping (SLAM) algorithms [3]–[5]. Paths are then planned to convey the agent to target locations [6]–[8]. These geometry-based methods require extensive hand-engineering, and cannot be easily applied to new unexplored environments.

Recently, learning-based methods—with deep reinforcement learning (DRL) leading the way, are being developed to address this problem. DRL methods directly learn a mapping from observations to actions through trial-and-error interactions with its environment. They have demonstrated promising results on navigation tasks and showed superior performance compared to geometry-based methods [9]. However, current state-of-the-art DRL methods require training with massive amounts of observations to achieve satisfactory performance. They lack the semantic reasoning capabilities that humans possess to quickly learn from past experience and extrapolate to new environments. Hundreds of millions of interactions with the training environments, requiring enormous computational resources and distributed processing [10], are mandatory to converge to a reasonable policy for complicated scenarios.

In this paper, we take a step towards more efficient learning, as humans do: learning to achieve comparable (or better) visual navigation performance for autonomous agents with less available budget. The budget can be in terms of the number of data observations available to the agent, or the available computational resources (and, thus, time) available for training the model.

To achieve this objective, we propose to synergistically utilize the scene semantics along with a novel structured attention mechanism in a DRL model, which we call Map Attention with Semantic Transformers, or MaAST (Figure 1). We propose to first construct a memory structure in which we encode the semantic class of each object (or region) the agent perceives in the environment. We also introduce a novel formulation of the popular Transformer architecture [11], which we refer to as egocentric map Transformer, to encourage the agent to learn pertinent objects and regions based on their spatial relationship with the agent. This attention module
automatically focuses on relevant parts of the map memory structure so as to determine the next action to take.

Through this work, we make the following observations: i) a naïve data-driven approach of utilizing scene semantics provides no added benefit to using an egocentric occupancy map [12]; ii) on the other hand, we show that with our novel attention mechanism, we outperform multiple state-of-the-art approaches particularly in terms of path efficiency; and iii) through systematic ablation experiments, we establish empirically the superior efficacy of our proposed attention mechanism on semantic features. Our observations corroborate our hypothesis: just as humans do, autonomous agents should pay careful attention to semantic landmarks to obtain improved performance. Thus, the contributions of our proposed approach, MaAST, are as follows:

1) To the best of our knowledge, we present the first study on the effective use of perceived scene semantics and their spatial arrangement to train an agent end-to-end on the task of visual navigation in unseen environments.

2) We introduce a novel 2-D map attention mechanism, based on Transformers, for encouraging model to extract features from and to focus on the most relevant areas of structured, egocentric, top-down spatial information.

3) We demonstrate significant improvements in the policy’s performance metrics and sample efficiency when learned under restricted training budgets.

II. RELATED WORK

**DRL for Navigation:** There is a recent surge of interest in using learning-based methods and DRL for visual navigation, and consequently, a number of methods have been proposed [10], [12]–[19]. Due to the prohibitive costs associated with physically training agents with DRL, most of the methods instead train agents in a simulator with multi-threaded implementations. To this end, several simulators, predominantly supporting indoor navigation, have been proposed [9], [17], [20]–[24]. Similarly, several 3D datasets have been collected for indoor navigation. Many are synthetic [25]–[27], based on CAD models and hence lacking realism, while others [22], [28], [29] consist of 3D scans of real environments. Thus, many recent works in visual navigation (including our own) focus on these photo-realistic datasets [9], [30]–[32].

**Exploration and Mapping in DRL:** It has been shown that a key factor for success in navigation is exploration; i.e., to increase an autonomous agent’s coverage of a given area with efficacy [33], [34]. While [33] uses heuristics and [34] depends on a human controller to build maps and explore, recent works [12], [19], [35], [36] propose solutions to this task of exploration via learning. Our work is most closely related to recent works [12], [19], [37], [38] that address the problem of task-agnostic exploration, using DRL to learn effective exploration policies that maximize the coverage of a given environment. However, a key drawback in the use of top-down occupancy map [12], [19] is a failure to encode the diverse semantic cues such as doors, different rooms, etc. that humans use to explore or navigate. While several recent works have begun to show promise in leveraging a hierarchical DRL policy combined with an analytical planner, our focus remains on improving the efficiency of end-to-end DRL solutions by improving the intermediate scene representation. We propose a novel solution which uses segmentation masks of the current observation to accumulate top-down, egocentric semantic maps. However, we find the richness contained in these maps adds additional complexity for the policy network to properly make use of these features. Consequently, we also introduce a novel multi-layer Transformer architecture for processing such 2-D top-down structured information, allowing more relevant features to be extracted.

**Semantic Feature Fusion:** It has been shown in prior works that semantic cues leads to improved performance in learning-based navigation methods [31], [39] as would intuition confirm it to be. However, these methods use the semantically-segmented images as direct inputs to the model, which directly discards information about the 3D structure of the scene. By contrast, we propose to use those cues to build better occupancy maps and thus a better memory structure for our policy, as opposed to extending DRL agents with specialized memory structures such as [40], [41].

III. APPROACH

**Problem Setup:** In this work, we consider the task of PointGoal navigation; i.e., given a specified starting location and orientation, the agent is required to navigate to the desired target location in an unseen cluttered environment. However, our proposed method is general and can be easily extended to other navigation tasks, such as ObjectGoal and AreaGoal tasks. We refer our readers to [42] for a concise description of these tasks. We assume that our navigation agents are equipped with an RGB camera and a Depth sensor. We also assume the agent has a semantic sensor, capable of producing semantic segmentation of the current RGB camera observation - a class number $c \in \{1, \ldots, N\}$ for each pixel in the RGB image. Note our goal is to show increased learning efficacy of the agent, given an improved understanding of the scene.

Our objective is to learn a policy $\pi$ through reinforcement learning that makes effective use of all three sensory outputs (RGB camera, Depth sensor, and the semantic sensor) for navigation. To achieve this, we propose a novel method to first construct and maintain an egocentric semantic map of the environment using the Depth and semantic sensors. We construct an image of the map such that the agent is at the center, and the map is rotated such that the agent’s heading points upwards. Previous work has shown that providing autonomous agents a local map of its surroundings enables stronger reward signals to reinforce learning and encourages exploration of new environments [12]. Our intuition is that enhancing the map with a structured semantic representation of the objects and regions in a scene will allow the agent to make better decisions with regards to its goal, in addition to exploring unseen areas. We finally propose a novel structured attention mechanism to extract information from the map, such that the policy network learns to focus on most relevant regions in the map to predict its next action.
A. Egocentric Semantic Map Construction

For map construction, we primarily follow [12], in the setting where we assume no estimation error on the agent’s pose. Concisely, when an agent takes an action $a_t$ at time step $t$, it receives a set of observations $O_{t+1} = (r_{t+1}, d_{t+1}, s_{t+1})$ representing the outputs from the RGB, Depth, and semantic sensors, respectively. The pixels in the depth image can be back-projected to a 3-D point cloud using the known camera intrinsic parameters. The extrinsic parameters can then be calculated from the agent’s current pose estimate to transform the point cloud from the camera’s reference frame to the world frame. The points are then projected down to form a 2-D map of the environment. Finally, the map is cropped to a fixed radius $r$ around the agent such that the agent is at the center, of the image and is rotated such that the agent’s heading points upwards. In [12], three types of information are stored in the map. Any points above and below some height threshold are projected down and stored in the map as obstacles. The remaining points are stored as traversable space, and the rest of the map is treated as yet unexplored.

Information about traversable and non-traversable space is extremely useful to support path planning in autonomous agents; however, our intuition is that a large amount of this information, particularly for short-term action decisions, is encoded in depth image already, as evidenced by the strong performance of agents with only a depth sensor [30]. Although exploration and map-building allow the learned policy to better support back-tracking and movement to unexplored areas, we propose that discriminating different objects and free space is more useful for long-term decision making and reward prediction, particularly in large environments where an agent must traverse several rooms to achieve its goal.

Our approach is to enhance the information stored in the agent’s map of the environment with the semantic classes of perceived objects and components in the scene. That is, for each point categorized as an obstacle above, we instead store its semantic class (e.g., the highest prediction class conditional probability of the pixel from semantic segmentation or value given from the semantic sensor) directly in the map. When there are instances of vertically overlapping objects (e.g., lamp hanging over a table) or if the map resolution is low, some points may be projected down into the same map location, resulting in a loss of information where one class overwrites others. As such, we instead treat each location in an $2r \times 2r$ map $M$ as a binary vector $M_{ij} \in \{0,1\}^c$ where, $k = 1$ if class $c$ is present at that location and 0 otherwise. In this way, as the agent moves through the environment, it accumulates a map containing a bag-of-classes at each grid location. In addition to providing a richer source of information about the environment, this semantically enhanced map allows the same policy architecture to transit easily to other navigation tasks (e.g., ObjectGoal) where the agent must identify semantics of its surroundings for successful goal achievement. Figure 2 shows an example, providing a visualization of the various observation modalities available to the agents.

B. Policy Architecture

An overall diagram of our policy architecture is shown in Figure 1. The network receives two sources of information, an RGB-D observation and a 2-D egocentric semantic map. Each of these is processed by a convolutional neural network (CNN) to produce visual and map feature vectors, respectively. We denote the RGB and Depth observations at time step $t$ by $(t_t, d_t)$. The visual model, denoted $f_{CNN}$, transforms $(r_t, d_t)$ to $(r_t^{emb}, d_t^{emb})$ by $fc_{CNN}(r_t), fc_{CNN}(d_t)$. In our experiments, we concatenate both RGB and Depth observations and transform them by $f_{CNN}$, obtaining the corresponding output as $rd_t^{emb}$; for brevity and without loss of generality, we use $rd_t^{emb}$ to denote the same. While in prior work—where a policy is learned exclusively for exploration [12]—each $f_{CNN}$ was implemented by a ResNet18 [44] CNN pretrained on Imagenet, we found the simpler, 3-layer CNN described in [9] to give better performance for navigation-oriented tasks.

We represent by $f_{MAP}$ the network that transforms the egocentric semantic map at time step $t$, $M_t$ (Section III-A). We consider two formulations of $f_{MAP}$. In the first case, $f_{MAP}$ uses the same architecture as $f_{CNN}$: a 3-layer CNN. This mirrors the method used in [12], where the visual and map information are processed by two versions of the same network with different weights. However, because the information stored in our semantic map is much richer than that in the occupancy map, we find that the same CNN architecture is unable to adequately extract meaningful representations from it. Drawing inspiration from prior work in neural mapping and memory [40], we instead design a network for processing the map input by treating it like a memory unit. Unlike in [40], we would like to explicitly preserve the geometry and layout of the scene. We do not need to learn a specialized method to “write” to the memory. We only need to “read” (or extract feature) from it. To this end, we utilize a form of Transformer architecture [11], [45], adapted to use both a two-dimensional self-attention mechanism [46] and to learn specialized positional embeddings to better take advantage of the structured nature of the map input. It allows the network to better learn an representation of semantic classes present in the scene and to extract information about the relevant regions of the map. We next present our map attention mechanism, which is designed for this problem.
C. Egocentric Map Transformer

Our map attention mechanism is chiefly inspired by the use of the Transformers in natural language processing, which are deep neural networks consisting of multiple layers of multi-headed self-attention. In the case of natural language (cf. [11], [45]), the self-attention is generally computed using feature representations of each subword in a sentence, computed as the sum of two learned embeddings: a token embedding, which is specific to each subword, and a positional embedding, indicating the position of the token in a sentence. This composition allows the subword representation to vary depending on its location in the sentence.

Prior works using spatial or image-based self-attention have primarily operated on images [46] (where there is no direct analogue for the positional embedding) or on a sequence of image region features (in which case position encodings are drawn from alignment with corresponding words [47] or bounding box [48]). However, because the input to \( f_{\text{MAP}} \) consists of an \( 2r \times 2r \times N_r \) map centered on the agent, each map cell has important structural information. It is important to encode information about a cell based on its current relationship to the agent. Namely, for a map of radius \( r \), we propose to construct a \( 2r \times 2r \) matrix of position indices \( \mathcal{P} \) using by a Gaussian kernel, centered on the agent, with a scale factor of \( \delta \). As more of the mass of the Gaussian kernel is concentrated around the center, this has the benefit of giving fine-grained positional representations to map cells nearer the agent than those farther away (Figure 3).

Given such a kernel matrix, we construct \( \mathcal{P} \) by assigning each unique value in the kernel a unique consecutive integer, which are then used to index the learned positional embeddings. Thus, the sum of these embeddings and the bag-of-embeddings for the semantic classes at each cell are used as the input to the multi-layer Transformer.

We adapt each layer of the Transformer to utilize \( 1 \times 1 \) convolutions to preserve the spatial dimensions of the map before pooling across both spatial dimensions and the final output. We denote this final transformed feature representation \( f_{\text{MAP}}(M_t) \) by \( M_t^{\text{emb}} \), with both \( r_t^{\text{emb}} \) and \( N_t \) is the hidden dimension of the policy network. The pooled outputs of \( f_{\text{CNN}} \) and \( f_{\text{MAP}} \) are finally concatenated, and fused by a fully-connected layer. The output along with the agent’s previous action is fed into a one-layer gated recurrent unit (GRU) [49], that enables the agent to maintain coherent action sequences across several time steps (the agent) followed by a linear layer (the critic) to predict the next action.

![Map Transformer](image)

**Fig. 3:** An overview of proposed map Transformer module. The input semantic map (color-coded by class) is on the left and, the encoded positional indices (with colors becoming darker closer to the agent) is on the right.

### D. Rewards and Optimization

The network is trained end-to-end using reinforcement learning, particularly proximal policy optimization (PPO) [50], following [9]. All policies trained in this manner receive a reward \( R_t \) at time step \( t \) for moving closer to the goal equal to the change in distance to the goal plus a large reward \( s \) if the goal is reached and a small time penalty \( \lambda \). For agents with access to a map of the environment, we also add an auxiliary reward equal to the percentage of map tiles that have been revealed, to encourage both exploration and better use of the map features. Our trained policies also include a small penalty for collisions with environment, equal to 0.01.

### IV. Evaluation

**Simulator and Dataset:** We use Habitat simulator [9], which supports different datasets such as Matterport3D [28], Gibson [22], etc. We focus our experiments on Matterport3D [28], which consists of 3D reconstructions of 90 houses with a total of 2056 rooms, as it exhibits the greatest episodic complexity compared to the others. We use standard splits following [9]. It is to be noted that there is no overlap of scenes in the Matterport3D splits. We refer to [9] for more details.

**Evaluation Metrics:** An episode is registered as a success if (i) the agent has taken fewer than 500 steps, (ii) the distance between the agent and goal is less than 0.2 \( m \), and (iii) the agent takes STOP action to indicate that it has reached goal. The third condition eliminates a situation when the agent randomly stumbles upon the target and receives reward. We also report success weighted by path length (SPL) [42]. SPL is a measure of the efficacy of the policy’s path taken to the goal compared against the ground truth shortest path.

| Method | Map | Goal | Exploration | SPL (%) | Succ(%) |
|--------|-----|-----|-------------|--------|--------|
| RGB-D [9] | RL (PPO) | ✓ | ✓ | 34 | 51 |
| RGB-D [9] | SLAM | ✓ | ✓ | 42 | 52 |
| RGB-D OCC [12] | RL (PPO) | Occ | ✓ | ✓ | 43 | 52 |
| MaAST | RL (PPO) | Semantic | ✓ | ✓ | 47 | 54 |

**Table I:** Results of our proposed method, compared against several alternatives, evaluated for visual navigation on the Matterport3D validation set. We report both success weighted by path length (SPL) and episode success rate. ✓: uses our egocentric map Transformer.

1 However, we experiment below leveraging MaAST with online predicted semantics, as well.
A. Quantitative Results

1) Compared Methods: We compare MaAST with several baselines in Table I on the MatterPort3D [28] validation set.

RL (PPO): The agents are trained end-to-end using DRL, namely PPO, with reward mechanism in Section III-D. We study the performance of RL-based agents with different input sensor modalities: RGB-D, with only RGB and Depth sensors as inputs; RGBD+OCC, the approach proposed in [12] (i.e., along with RGB-D input, the method also uses an egocentric occupancy map), trained with both goal and exploration rewards. In prior work [12], the policy architecture was trained exclusively for exploration; however, in our case, it is trained by PPO end-to-end for PointGoal navigation.

While algorithms other than vanilla PPO have been recently applied in the visual navigation space to enable distributed training with large amounts of experience [10], a direct comparison with these methods is beyond the scope of this paper as i) DD-PPO is a DRL algorithm more than a specific visual navigation solution, and ii) we can easily train MaAST with any proven RL algorithm to achieve performance boosts from more efficient, large-scale training. Further, while recent works have shown the success of using hierarchical DRL policies paired with analytical planners such as A* in exploration and navigation [19], [37], we restrict our focus on learning and improving end-to-end RL policies with simpler modules. Our proposed approach (incorporating important semantic scene information into the map) can be incorporated with [19] as we did with [12]. We leave it as a future work.

As our main objective is to show MaAST’s effectiveness under budget constrained situations, we evaluate all the methods under a fixed training budget of 14 million steps of experience, as this was the point at which a Depth agent has been shown to exceed performance of SLAM [9].

2) Analysis of Results: In Table I, we demonstrate that the proposed approach (MaAST) significantly outperforms other methods and baselines, under a much reduced computational load. Agents equipped with no visual sensors (i.e., blind) are expected to show poor performance. Surprisingly, a blind agent [9] trained by PPO is already able to achieve a modest success (35%) with 75 million steps of training experience. However, agents equipped with visual sensors show large performance improvement with reduced experience.

Among agents equipped with visual sensors, MaAST shows significant improvement over other agents. The improvement is +13% absolute (+38% relative) in SPL as compared to RGB-D alone and +4% absolute (+9% relative) as compared to RGBD+OCC. In terms of success rate, the performance increase is comparatively less (+6% relative over RGB-D and +4% relative over RGBD+OCC). This shows that even though most of the methods succeed at nearly the same rate, MaAST’s policy demonstrates superior efficacy in producing shorter paths to the target, due to our attention mechanism’s ability to focus on more relevant parts of the map, such as potential collisions or new areas to explore. With respect to the statistical significance of our results, we evaluated the performance of MaAST averaged over 5 random seeds and obtained SPL of 47.5 ± 0.7, making the performance gain over other compared methods roughly an order of magnitude greater than the standard deviation of MaAST’s performance. Furthermore, we note that MaAST is able to achieve significant improvements over SLAM in only 14 million training steps, which could not be achieved by RGB-D alone in prior work, even with five times more experience [9].

B. Ablation Study

To investigate the impact of different components of our proposed MaAST, we perform an ablation study comparing several baselines in Table II. All the methods in Table II are trained with both goal and exploration rewards except RGB-D which is trained with only goal rewards.

Exploration Rewards. We can compare RGB-D and RGBD+EXP baselines in Table II to evaluate the impact of the addition of exploration reward. RGB-D agent performs reasonably well with a 51% success rate. However, as seen in the SPL of RGB-D (34%), the agent takes much longer paths as compared to the ground-truth shortest distance, thus rendering this policy inefficient in terms of path length. We hypothesize this drop is due to the agent being not able to make efficient use of the implicit semantic cues in the scene.

To encourage the agent to move more efficiently, we follow a similar procedure as above to train a policy that utilizes RGB-D along with additional exploration reward: RGBD+EXP. However, the agent has no explicit access to the progressively growing, egocentric occupancy map. The method achieves a 4% increase in SPL (38%); thus, the addition of exploration reward not only helps the agent reach its goals more often but also takes more efficient paths to do so.

Egocentric Semantic Map. It is evident from Table II that our use of egocentric semantic map leads to an overall improvement in performance. To analyze the impact, we can compare several variants of MaAST (i.e., RGBD+OCC+ATT vs. MaAST, and RGBD+EXP vs. RGBD+SEM). We observe that MaAST achieves (+3% absolute, 7% relative) improvement in SPL and (+2% absolute, 4% relative) improvement in success rate using egocentric semantic map compared to RGBD+OCC+ATT (which uses egocentric occupancy map). However, comparing RGBD+SEM to RGB-D, we find that use of semantic map helps RGBD+SEM to achieve +3% improvement in SPL, but there is a drop in performance in terms of success rate (−2%). We suspect this is because the information encoded in the egocentric semantic map is rich, however, the agent is unable to adequately decode and focus on relevant parts of the map (which inspires our use of the Transformer-based map attention mechanism).

Real vs. Predicted Semantics. To better measure the robustness of our method to sensor noise, we conducted an experiment utilizing predicted semantic segmentation,
We observe that MaAST achieves large performance improvement in SPL, compared to RGBD+EXP (+9%) and RGBD+SEM (+6%), due to the effective use of semantic cues. However, despite having access to the semantic map, RGBD+SEM fails to achieve consistent performance improvement over RGBD+EXP. This phenomenon supports our hypothesis that egocentric map transformer helps agents attend to most relevant regions of the map for efficient navigation.

We also used the proposed egocentric map Transformer (Section III-C) with the occupancy map (RGBD+OCC+ATT). However, this does not result in a noticeable change in performance. We believe this is because of the information encoded in the egocentric occupancy map is significantly less rich and less diverse compared to the semantic map. Rather than encoding each map cell to about 40 semantic classes in the egocentric semantic map, each occupancy map cell encodes either unexplored, traversable, and non-traversable.

C. Qualitative Results

In Figure 4, we provide some visualizations of the paths toward the goal followed by the various methods in three different episodes from the Matterport3D validation set. In the top row (Figures 4a–4c), we compare MaAST with RGBD+EXP, and RGBD+SEM. In the bottom row (Figures 4d–4f), we compare against our two baselines from prior work, RGB-D and RGBD+OCC. All methods have their path colored with a gradient to capture the number of steps taken by the agent, all scaled between 0 and 500 steps. For example, in Figure 4e, RGB-D agent moves quickly towards the goal first; however, it becomes stuck behind a chair. When it moves away, its path is much more darkly colored, to indicate the amount of time taken to recover from the obstacle.

In the first episode (Figures 4a and 4d), all the agents reach the goal, but the RGB-D and RGBD+EXP take very long paths to do so. It is clear that RGBD+EXP tends to very aggressively follow the available traversable space, which leads to inefficient paths (Figure 4b) or missing the goal entirely (Figure 4c). Figures 4b–4e all help to demonstrate the efficiency gains of the MaAST attention mechanism. Even in cases where several of the methods follow similar paths to the goal, MaAST is more quickly able to find obscured free space (such as around the obstacle in the center of the room).

In Figure 4b) to move more efficiently towards the goal.

The final episode (Figures 4c and 4f) represents a failure case for all the methods. MaAST and RGBD+SEM reach close to the goal; however the episodes are registered as failures, as neither are within the 0.2 m success radius. On the other hand, RGBD+EXP completely misses the goal, heading off the visualized map into the next room, while both RGB-D and RGBD+OCC get stuck on the furniture and terminate. In our analysis, we find that for this particular Matterport3D house model, there appears to be holes in the 3D model towards and around the goal, which provide confusing features to the policy network; e.g., all of the furniture at the bottom is fused together. However, one of the strengths of leveraging semantics in our models seems to be avoiding areas that either present narrow spaces with high collision potential or low-lying objects below the agent’s field of view. This is a instance when we observe the agent utilizing semantics of the environment (i.e., “furniture is difficult to navigate through”) beyond just which areas are free and which are not.

V. Conclusion

In this paper, we introduced principled techniques for improved performance on visual navigation tasks with autonomous agents, by leveraging rich semantic features while simultaneously operating under a computational budget. Our proposed MaAST, incorporates a novel attention mechanism based on multi-layer Transformers, which encourages agents to focus on the most relevant areas of the egocentric semantic map for navigation. Through systematic experimentation with quantitative and qualitative analysis, we demonstrate the superior performance of our proposed approach as compared with several baselines. We show that MaAST provides significant performance gains (a 13% gain in path efficiency over purely visual methods), while also outperforming classical geometry-based methods with decreased training budget (time, computational requirements, and cost).
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