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Abstract

An independent dominating set of the simple graph $G = (V, E)$ is a vertex subset that is both dominating and independent in $G$. The independent domination polynomial of a graph $G$ is the polynomial $D_i(G, x) = \sum_A x^{|A|}$, summed over all independent dominating subsets $A \subseteq V$. A root of $D_i(G, x)$ is called an independence domination root. We investigate the independent domination polynomials of some generalized compound graphs. As consequences, we construct graphs whose independence domination roots are real. Also, we consider some certain graphs and study the number of their independent dominating sets.
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1 Introduction

All graphs in this paper are simple of finite orders, i.e., graphs are undirected with no loops or parallel edges and with finite number of vertices. Let $G$ be a graph. A non-empty set $S \subseteq V(G)$ is a dominating set if every vertex in $V(G) \setminus S$ is adjacent to at least one vertex in $S$ and the minimum cardinality of all dominating sets of $G$ is called the domination number of $G$ and is denoted by $\gamma(G)$. For a detailed treatment of domination theory, the reader is referred to [24].

The complement $\bar{G}$ of a graph $G$ is a graph with the same vertex set as $G$ and with the property that two vertices are adjacent in $\bar{G}$ if and only if they are not adjacent in $G$. The line graph $L(G)$ of a graph $G$ has vertex set $V(L(G)) = E(G)$, and two vertices of $L(G)$ are adjacent if and only if they are adjacent as edges of $G$. For a set $S \subseteq V$, the subgraph induced by $S$ is denoted by $\langle S \rangle$. A graph $G$ is called claw-free if it contains no an induced subgraph isomorphic to the complete bipartite graph $K_{1,3}$. Claw-free graphs form an important and very well-studied class of graphs. There are many natural examples of claw-free graphs such as line graphs, complements of triangle-free
graphs, etc. The complete set of claw-free graphs has been characterized by Seymour and Chudnovsky in [13, 15, 16].

An independent set in a graph $G$ is a set of pairwise non-adjacent vertices. A maximum independent set in $G$ is a largest independent set and its size is called independence number of $G$ and is denoted $\alpha(G)$. A graph is said to be well-covered if all of its maximal independent sets have the same size. In general, a graph $G$ with independence number $\alpha(G)$ is well-covered if and only if $\overline{G}$ is $K_{\alpha(G)+1}$-free and every clique, a set of vertices all pairwise adjacent, of cardinality less than $\alpha(G)$ is contained in a clique of order $\alpha(G)$. An independent dominating set of $G$ is a vertex subset that is both dominating and independent in $G$, or equivalently, is a maximal independent set. The independent domination number of $G$, denoted by $\gamma_i(G)$, is the minimum size of all independent dominating sets of $G$. The following relationship among the parameters under consideration is well-known [24],

$$\gamma(G) \leq \gamma_i(G) \leq \alpha(G).$$

Let $d_i(G,k)$ denote the number of independent dominating sets of $G$ with cardinality $k$, i.e.,

$$d_i(G,k) = |\{D \subseteq V(G) \mid |D| = k, \langle D \rangle \text{ is an empty graph and } \mathcal{N}[D] = V(G)\}|.$$

The independent domination polynomial, $D_i(G,x)$ of $G$ is defined as

$$D_i(G,x) = \sum_{k=\gamma_i(G)}^{\alpha(G)} d_i(G,k)x^k.$$

Thus $D_i(G,x)$ is the generating polynomial for the number of independent dominating sets of $G$ of each cardinality. A root of $D_i(G,x)$ is called an independence domination root of $G$.

For many graph polynomials, their roots have attracted considerable attention, both for their own sake, as well for what the nature and location of the roots imply. The roots of the chromatic polynomial, independence polynomial, domination polynomial and total domination polynomials have been studied extensively [1, 2, 5, 8, 10, 11, 12, 14, 26]. We investigate here independence domination roots, that is, the roots of independent domination polynomials. It is easy to see that the independent domination polynomial has no constant term. Consequently, 0 is a root of every independent domination polynomial (in fact, 0 is a root whose multiplicity is the independent domination number of the graph). Because the coefficients are positive integers, $(0, \infty)$ is a zero-free interval. Note that the independent domination polynomial of well-covered graph is a monomial which its root is only zero.

Let $a_0, a_1, \ldots, a_n$ be a sequence of nonnegative numbers. It is unimodal if there is some $m$, called a mode of the sequence, such that

$$a_0 \leq a_1 \leq \cdots \leq a_{m-1} \leq a_m \geq a_{m+1} \geq \cdots \geq a_n.$$
It is log-concave if \( a_k^2 \geq a_{k-1}a_{k+1} \) for all \( 1 \leq k \leq n-1 \). It is symmetric if \( a_k = a_{n-k} \) for \( 0 \leq k \leq n \). A log-concave sequence of positive numbers is unimodal (see, e.g., [9]). We say that a polynomial \( \sum_{k=0}^{n} a_k x^k \) is unimodal (log-concave, symmetric, respectively) if the sequence of its coefficients \( a_0, a_1, \ldots, a_n \) is unimodal (log-concave, symmetric, respectively). A basic approach to unimodality problems is to use Newton’s inequalities: Let \( a_0, a_1, \ldots, a_n \) be a sequence of nonnegative numbers. Suppose that the polynomial \( \sum_{k=0}^{n} a_k x^k \) has only real zeros. Then 
\[
a_k^2 \geq a_{k-1}a_{k+1}(1 + \frac{1}{k})(1 + \frac{1}{n-k}), \quad k = 1, 2, \ldots, n-1,
\]
and the sequence is therefore log-concave and unimodal [23]. Unimodality problems of graph polynomials have always been of great interest to researchers in graph theory. For example, it is conjectured that the chromatic polynomial and domination polynomial of a graph are unimodal [3, 27]. Recently, the authors in [6] have shown that if \( H = K_r \), then the polynomial \( D(G \circ H, x) \) is unimodal for every graph \( G \), where \( G \circ H \) is the corona product of two graphs \( G \) and \( H \) defined by Frucht and Harary [20]. There has been an extensive literature in recent years on the unimodality problems of independence polynomials (see [4, 11, 31, 32] for instance).

In the next section, we study the location of independence domination root of graphs. In section 3, we investigate the independence polynomials of some generalized compound graphs, and we construct graphs whose independence polynomials are unimodal or log-concave, or having only real zeros. In section 4, we consider specific graphs and study their independent dominating sets with cardinality \( i \), for \( \gamma_i(G) \leq i \leq \alpha(G) \). The independent domination polynomial of some standard graphs are obtained, some properties of the independent domination polynomial of a graph are established.

## 2 Location of independence domination roots

In this section, we consider the location of roots of independent domination polynomials. Of course, such roots must necessarily be negative as independent domination polynomials have positive coefficients.

The integer roots of graph polynomials have been extensively studied in the literature, see e.g. [1, 13]. There is a conjecture in [2] which states that every integer root of the domination polynomial \( D(G, x) \) is \(-2\) or \(0\).

Let \( G \) be a graph of order \( n \). Note that \( D_i(G, 1) \) equals the number of independent dominating sets of \( G \). Also \( D_i(G, -1) \) is the difference of the numbers of independent dominating sets of even size and odd size of \( G \). The join \( G_1 + G_2 \) of two graphs \( G_1 \) and \( G_2 \) with disjoint vertex sets \( V_1 \) and \( V_2 \) and edge sets \( E_1 \) and \( E_2 \) is the graph union \( G_1 \cup G_2 \) together with all the edges joining \( V_1 \) and \( V_2 \). It is not hard to see that the formula for independent domination polynomial of join of two graphs is obtained as follows. The following result was also proven in [17] as Theorem 2.3:
Theorem 2.1 \[17\] If \( G_1 \) and \( G_2 \) are nonempty graphs, then
\[
D_i(G_1 + G_2, x) = D_i(G_1, x) + D_i(G_2, x).
\]

Proof. By definition, for every independent dominating set of \( G_1 \) \( (G_2) \), \( D \subseteq V(G_1) \) \( (D \subseteq V(G_2)) \), \( D \) is an independent dominating set for \( G_1 + G_2 \). So we have result. \( \square \)

Theorem 2.2
(i) For any integer number \( n \), there is a connected graph \( G \) such that \( D_i(G, -1) = n \).
(ii) For any negative integer number \( n \), there is a connected graph \( G \) for which \( n \) is an independence domination roots of \( G \).

Proof.
(i) Let \( G_i \) be a non-empty graph with \( D_i(G_i, -1) = 1 \) (say \( P_8 \)) for every \( i \in \{1, 2, \cdots , n\} \) and \( H = G_1 + G_2 + \cdots + G_n \). Then
\[
D_i(H, x) = \sum_{i=1}^{n} D_i(G_i, x),
\]
and so the result is true for positive integer number \( n \). Now for negative integer \( n \), consider a non-empty graph \( G_i \) with \( D_i(G_i, -1) = -1 \).

(ii) For natural number \( n \), consider complete \((n+1)\)-partite graph \( G_m = K_{m, m-1, \cdots , m-1} \). Thus
\[
D_i(G_m, x) = x^m + \sum_{i=1}^{m} x^{m-1} = x^m + nx^{m-1}.
\]
So the result is true for negative integer number \( n \). \( \square \)

To know more about the location of roots of independence domination polynomials of graphs, we recall the definition of lexicographic product of two graphs. For two graphs \( G \) and \( H \), let \( G[H] \) be the graph with vertex set \( V(G) \times V(H) \) and such that vertex \((a, x)\) is adjacent to vertex \((b, y)\) if and only if \( a \) is adjacent to \( b \) (in \( G \)) or \( a = b \) and \( x \) is adjacent to \( y \) (in \( H \)). The graph \( G[H] \) is the lexicographic product (or composition) of \( G \) and \( H \), and can be thought of as the graph arising from \( G \) and \( H \) by substituting a copy of \( H \) for every vertex of \( G \). The following theorem which is similar to independence polynomial of \( G[H] \) (see \[13\]) gives the independent domination polynomial of \( G[H] \).

Theorem 2.3 If \( G \) and \( H \) are two graphs, then the independent domination polynomial of \( G[H] \) is
\[
D_i(G[H], x) = D_i(G, D_i(H, x)).
\]
Proof. By definition, the polynomial \( D_i(G, D_i(H, x)) \) is given by

\[
\sum_{k=0}^{\alpha(G)} d_i(G, k) \left( \sum_{j=0}^{\alpha(H)} d_i(H, j) x^j \right)^k.
\]

(1)

An independent dominating set in \( G[H] \) of cardinality \( l \) arises by choosing an independent dominating set in \( G \) of cardinality \( k \), for some \( k \in \{0, 1, \ldots, l\} \), and then, within each copy of \( H \) in \( G[H] \), choosing an independent dominating set in \( H \), in such a way that the total number of vertices chosen is \( l \). But the number of ways of actually doing this is exactly the coefficient of \( x^l \) in (1), which completes the proof. □

We define an expansion of a graph \( G \) to be a graph formed from \( G \) by replacing each vertex by a complete graph; that is, for each vertex \( u \) of \( G \), we replace \( u \) by a new complete graph \( K_u \), and add in edges between all vertices in \( K_u \) and \( K_v \) whenever \( uv \) is an edge of \( G \). The expansion operation can push the roots of the independent domination polynomial into the unit disc.

Theorem 2.4 Every graph \( G \) is an induced subgraph of a graph \( H \) whose independence domination roots lie in \( |z| \leq 1 \).

Proof. We replace every vertex of \( G \) by the same suitably large complete graph \( K_r \). So we have

\[
D_i(H, x) = D_i(G[K_r], x) = D_i(G, rx) = \sum_{k=0}^{\alpha(G)} r^k d_i(G, k) x^k.
\]

If \( r \) is large enough, then the coefficients of \( D_i(H, k) \) can be made to be increasing, and by the Eneström-Kakeya Theorem (c.f. [7]), all the roots will lie in \( |z| \leq 1 \). □

3 Independent domination polynomials of compound graphs

Song et al. in [29] defined an operation of graphs called the compound graph. Given two graphs \( G \) and \( H \), assume that \( \mathcal{C} = \{C_1, C_2, \ldots, C_k\} \) is a clique cover of \( G \). Construct a new graph from \( G \), as follows: for each clique \( C_i \in \mathcal{C} \), add a copy of the graph \( H \) and join every vertex of \( C_i \) to every vertex of \( H \). Let \( G^\Delta(H) \) denote the new graph. In fact, the compound graph is a generalization of the corona of \( G \) and \( H \), if each clique \( C_i \) of the clique cover \( \mathcal{C} \) is a vertex.

In this section, we consider compound graphs and formulate the independent domination polynomial for some generalized compound graphs. To do this we need some preliminaries.

The independence polynomial was introduced in [22] as a generalization of the matching polynomial:

\[
I(G, x) = \sum_{k=0}^{\alpha(G)} i(G, k) x^k,
\]
where \( i(G, k) \) is the number of independent subsets of \( V(G) \) with cardinality \( k \). We recall that \( G \) is called to be claw-free if no induced subgraph of it is a claw. Chudnovsky and Seymour [14] showed that the independence polynomial of a claw-free graph has only real zeros. Chudnovsky and Seymour actually proved the next result.

**Theorem 3.1** [14] If \( G \) is a claw-free graph, then \( I(G, x) \) has only real zeros.

The following theorem gives the independence polynomial of \( G \Delta (H) \).

**Theorem 3.2** For two graphs \( G \) and \( H \), let \( \mathcal{C} = \{C_1, C_2, \ldots, C_q\} \) be a clique cover of \( G \). Then

\[
D_i(G \Delta (H), x) = D_i^q(H, x) I(G, \frac{x}{D_i(H, x)}).
\]

**Proof.** Every independent vertex subset of \( G \) can be expanded to an independent dominating set in \( G \Delta (H) \). For each \( k \), select \( k \) independent elements from \( V(G) \) in a two-stage process. First, let us choose \( m \) independent elements from \( V(G) \) and partition \( \mathcal{C} \) into two groups: the cliques containing one of the chosen elements, and those do not. And then select the remaining \( (k - m) \) independent dominating elements from \( V((q - m)H) \). In consequence, we obtain that \( d_i(G \mathcal{C} \star H, k) \) equals to

\[
\sum_{m=0}^{k} i_m \sum_{j_1 + \cdots + j_{q-m} = k-m} d_i(H, j_1) \cdots d_i(H, j_{q-m}).
\]

Thus we have

\[
D_i(G \Delta (H), x) = \sum_{k \geq 0} i_m x^m D_i^q(H, x) = D_i^q(H, x) \sum_{m \geq 0} i_m x^m D_i^{-m}(H, x) = D_i^q(H, x) I(G, \frac{x}{D_i(H, x)}).
\]

Therefore the Theorem follows. \( \square \)

It is not hard to see that \( q - \alpha(G) \) is always nonnegative. So in view of Theorem 3.2, the following is immediate.

**Corollary 3.3** Given two graphs \( G \) and \( H \), assume that \( \mathcal{C} \) is a clique cover of \( G \). If \( |\mathcal{C}| = q \), then \( [D_i(H, x)]^{q-\alpha(G)} \) divides \( D_i(G \Delta (H), x) \).

In fact, Theorem 3.2 is generalization of the following corollary.

**Corollary 3.4** [17] For any graph \( G \) of order \( n \), \( D_i(G \circ H, x) = [D_i(H, x)]^n I(G, \frac{x}{D_i(H, x)}) \).

The Theorem 3.2 is useful to build many different graphs with the same independent domination polynomial. If \( q \) and \( H \) are fixed, then different partitions of \( V(G) \) into \( q \) cliques gives different graphs with the same independent domination polynomial.

Now, we present various results that the compound of some special graphs preserves symmetry, unimodality, log-concavity or reality of zeros of independent domination polynomials. We need the following results:
Lemma 3.5 \[30\] Let \( f(x) \) and \( g(x) \) be polynomials with positive coefficients.

(i) If both \( f(x) \) and \( g(x) \) are log-concave, then so is their product \( f(x)g(x) \).

(ii) If \( f(x) \) is log-concave, and \( g(x) \) is unimodal, then their product \( f(x)g(x) \) is unimodal.

(iii) If both \( f(x) \) and \( g(x) \) are symmetric and unimodal, then so is their product \( f(x)g(x) \).

The following theorem gives a characterization of the graphs having log-concave or real independence domination roots.

Theorem 3.6 Given two graphs \( G \) and \( H \), let \( C \) be a clique cover of \( G \). Let \( D_i(H, x) = ax^2 + bx \), where \( a, b \) are nonnegative integers.

(i) If both \( I(G, x) \) and \( D_i(H, x) \) have only real roots, then so does \( D_i(G \Delta H, x) \).

(ii) If \( I(G, x) \) is log-concave and \( a = 0 \), then so is \( D_i(G \Delta H, x) \).

Proof. Let \(|C| = q \) and \( I(G, x) = \prod_{i=1}^{\alpha(G)} (a_i x + 1) \), where \( a_i \geq 0 \). Since \( I(G, x) \) has only real roots, by Theorem 3.2 we have

\[
D_i(G \Delta H, x) = [D_i(H, x)]^q \prod_{i=1}^{\alpha(G)} \left( \frac{a_i x}{ax^2 + bx} + 1 \right)
\]

\[
= [D_i(H, x)]^q \prod_{i=1}^{\alpha(G)} \left[ ax + (b + a_i) \right].
\]

Note that \( ax + (b + a_i) \) has only real roots, and (ii) follows from part (ii) of Lemma 3.5. So (i) and (ii) hold. \( \square \)

Corollary 3.7 The independent domination polynomial of \( K_{t,n} \circ K_1 \) is log-concave for every \( t \) and is therefore unimodal.

Proof. To show that \( D_i(K_{t,n} \circ K_1) \) is log-concave, we only need to prove that \( I(K_{t,n}, x) \) is log-concave by virtue of Theorem 3.6 (ii) for \( H = K_1 \). We have

\[
I(K_{t,n}, x) = (1 + x)^t + (1 + x)^n - 1.
\]

Without loss of generality, we can assume \( t \leq n \). Thus,

\[
(1 + x)^t + (1 + x)^n = (1 + x)^t [1 + (1 + x)^{n-t}].
\]

It follows from Lemma 3.5 (ii) that \( (1 + x)^t + (1 + x)^n \) is log-concave. Consequently, it is clear that \( I(K_{t,n}, x) \) is log-concave. This completes the proof. \( \square \)

Remark 3.8 The graph \( H \) in Theorem 3.6 can be a disconnected graph.
Definition 3.9 A \((k,n)\)-path, denoted by \(P_{k}^{n}\), begins with \(k\)-clique on \(\{v_1, v_2, \ldots, v_k\}\). For \(i = k + 1\) to \(n\), let vertex \(v_i\) be adjacent to vertices \(\{v_{i-1}, v_{i-2}, \ldots, v_{i-k}\}\) only. (see Figure 1).

Since \(P_{k}^{n}\) is a claw-free graph, by Theorems 3.1 and 3.6 have the following.

Corollary 3.10 Assume that \(G\) is a graph, \(D_i(G, x)\) has only real zeros and \(D_i(G, x) = ax^2 + bx\), where \(0 < a, b \in \mathbb{N}\). Then \(D_i(P_{k}^{n} \Delta(G), x)\) has only real roots.

Noting that the graph \(G\) is claw-free, we immediately obtain the following corollary by virtue of Theorems 3.1 and 3.6.

Corollary 3.11 Let \(H\) be a graph with \(\alpha(H) \leq 2\) and \(C\) be a clique cover of another claw-free graph \(G\). If \(D_i(H, x)\) has only real zeros, then so does \(D_i(G \Delta(H), x)\). In particular, so does \(D_i(G \circ H, x)\).

Example 3.12 Consider the centipede graph, \(P_n \circ K_1\), and the caterpillar graph, \(P_n \circ \bar{K}_2\): Since \(P_n\), i.e., the path with \(n\) vertices, is a claw-free graph, by Corollary 3.11 \(D_i(P_n \circ K_1, x)\), and \(D_i(P_n \circ \bar{K}_2, x)\) have only real roots.

Example 3.13 The \(n\)-sunlet, \(C_n \circ K_1\), where \(C_n\) is the cycle with \(n\) vertices. By Corollary 3.11 \(D_i(C_n \circ K_1, x)\) has only real roots, since \(C_n\) is a claw-free graph. In addition, we also can verify that \(D_i(C_n \circ K_r, x)\) have only real zeros for \(r \geq 1\).

In [25] Levit and Mandrescu constructed a family of graphs \(H_n\) from the path \(P_n\) by the “clique cover construction”, as shown in Figure 2 for even \(n\), we take \(C = \{\{1,2\}, \{3,4\}, \ldots, \{n-1,n\}\}\), and for odd \(n\), we take \(C = \{\{1\}, \{2,3\}, \ldots, \{n-3,n-2\}, \{n-1,n\}\}\). By \(H_0\) we mean the null graph.

Example 3.14 Consider the \(H_n\) graphs, \(P_n^{\Delta}(\bar{K}_2)\): Since \(P_n\) is a claw-free graph, so by Theorems 3.1 and 3.6 \(D_i(H_n, x)\) has only real zeros. Consequently, \(D_i(H_n, x)\) is log-concave and unimodal.

4 Some graphs related to paths

In this section, we count the number of independent dominating sets of paths and some graphs related to paths.
4.1 Independent domination polynomial of paths

A path is a connected graph in which two vertices have degree one and the remaining vertices have degree two. The following result was also proven independently in [17] as Theorem 4.2.

**Theorem 4.1** [17] For every \( n \geq 4 \),

\[
D_i(P_n, x) = xD_i(P_{n-2}, x) + xD_i(P_{n-3}, x),
\]

where \( D_i(P_1, x) = x \), \( D_i(P_2, x) = 2x \) and \( D_i(P_3, x) = x^2 + x \).

**Proof.** If the first vertex of the path is in an independent dominating set, then the second is dominated and therefore it cannot be in the independent dominating set. This case will be counted by \( xD_i(P_{n-2}, x) \). If the first vertex is not in an independent dominating set, then the second vertex must be in the independent dominating set. This gives \( xD_i(P_{n-3}, x) \) and the theorem follows. \( \square \)

**Corollary 4.2** For every \( n \geq 4 \),

\[
d_i(P_n, k) = d_i(P_{n-2}, k-1) + d_i(P_{n-3}, k-1)
\]

with initial conditions \( d_i(P_1, 1) = 1, d_i(P_2, 1) = 2, d_i(P_3, 1) = 1 \) and \( d_i(P_3, 2) = 1 \).

Moreover, we can prove an explicit formula for the independent domination polynomial of the path \( P_n \). To do this, we consider the ordinary generating function for the numbers \( d_i(P_n, k) \) which we denote it simply by \( d(n, k) \).

**Theorem 4.3** If \( F(x, y) = \sum_{n \geq 1} \sum_{k \geq 1} d_i(n, k)x^ny^k \), then

\[
F(x, y) = \frac{x(1 + x)^2y}{1 - (x^2 + x^3)y}
\]
Proof. Consider the following identity:

\[
(1 - (x^2 + x^3)y) F(x, y) = F(x, y) - x^2 y F(x, y) - x^3 y F(x, y)
\]

\[
= \sum_{n \geq 1} \sum_{k \geq 1} d_i(n, k) x^n y^k - \sum_{n \geq 1} \sum_{k \geq 1} d_i(n, k) x^{n+2} y^{k+1}
\]

\[
- \sum_{n \geq 1} \sum_{k \geq 1} d_i(n, k) x^{n+3} y^{k+1}
\]

\[
= \sum_{n \geq 1} \sum_{k \geq 1} d_i(n, k) x^n y^k - \sum_{n \geq 3} \sum_{k \geq 2} d_i(n, k) x^n y^k
\]

\[
- \sum_{n \geq 4} \sum_{k \geq 2} d_i(n, k) x^n y^k
\]

\[
= d_i(1, 1) x y + d_i(2, 1) x^2 y + d_i(3, 1) x^3 y + d_i(3, 2) x^3 y^2
\]

\[
+ \sum_{n \geq 4} \sum_{k \geq 2} d_i(n, k) x^n y^k - d_i(1, 1) x^3 y^2
\]

\[
- \sum_{n \geq 4} \sum_{k \geq 2} d_i(n - 2, k - 1) x^n y^k
\]

\[
- \sum_{n \geq 4} \sum_{k \geq 2} d_i(n - 3, k - 1) x^n y^k
\]

\[
= x y + 2 x^2 y + x^3 y + x^3 y^2 - x^3 y^2 - \sum_{n \geq 4} \sum_{k \geq 2} (d_i(n, k) - d_i(n - 2, k - 1) - d_i(n - 3, k - 1)) x^n y^k
\]

\[
= x (1 + x)^2 y
\]

where \(d_i(n, k) = d_i(P_n, k) = 0\) if \(n < k\). \qed

If we determine the formal power series of \(F(x, y)\) expanded in powers of \(y\), we have

\[
F(x, y) = \frac{x (1 + x)^2 y}{1 - (x^2 + x^3) y}
\]

\[
= x (1 + x)^2 y \sum_{k \geq 0} (x^2 + x^3)^k y^k
\]

\[
= \sum_{k \geq 1} x (1 + x)^2 (x^2 + x^3)^{k-1} y^k
\]

\[
= \sum_{k \geq 1} \left( \sum_{n \geq 1} d_i(P_n, k) x^n \right) y^k,
\]

and then for every \(k \geq 1\)

\[
\sum_{n \geq 1} d_i(P_n, k) x^n = x (1 + x)^2 (x^2 + x^3)^{k-1}
\]

\[
= x^{2k-1} (1 + x)^{k+1}
\]
is a polynomial denoted by $D_i(P_n, x)$ such that

$$D_i(P_n, x) = \sum_{n \geq k} d_i(P_n, k)x^n = \sum_{t \geq 0} d_i(P_{k+t}, k)x^{k+t}$$

since $D_i(P_n, k) = 0$ if $n < k, k > \alpha(P_n)$ and the well-known fact that $\gamma_i(P_n) = \lceil \frac{n}{2} \rceil$ for every $n \geq 1$.

**Theorem 4.4** For every $k \geq 1$ and $t \geq 0$, the number of independent dominating $k$-sets of the path $P_{k+t}$ is

$$d_i(P_{k+t}, k) = \binom{k + 1}{t - k + 1}.$$

**Proof.** For every $k \geq 1$ and $t \geq 0$, the number of independent dominating $k$-sets of the path $P_{k+t}$ is

$$d_i(P_{k+t}, k) = \binom{k + 1}{t - k + 1}.$$

$$D_i(P_{k+t}, x) = x^{2k-1}(1 + x)^{k+1}$$

$$= x^{2k-1} \sum_{l=0}^{k+1} \binom{k + 1}{l} x^l$$

$$= \sum_{l=0}^{k+1} \binom{k + 1}{l} x^{l+2k-1}$$

$$= \sum_{l=0}^{2k} \binom{k + 1}{t - k + 1} x^{k+t}$$

Therefore,

$$d_i(P_{k+t}, k) = \binom{k + 1}{t - k + 1}.$$

**Corollary 4.5** Let $k$ be a positive integer. The number of the dominating sets of minimum cardinality for paths is

$$\begin{cases} 
  d_i(P_{3k}, k) = 1 & \text{if } n=3k,
  
  d_i(P_{3k+1}, k + 1) = \binom{k+2}{k} & \text{if } n=3k+1,
  
  d_i(P_{3k+2}, k + 1) = \binom{k+2}{k+1} & \text{if } n=3k+2.
\end{cases}$$

We have the following corollary.

**Corollary 4.6** For each natural number $n$, the independent domination polynomial of the path $P_n$ is unimodal.
4.2 Independent dominating sets of some graphs related to path

A book graph $B_n$, is defined as follows $V(B_n) = \{u_1, u_2\} \cup \{v_i, w_i : 1 \leq i \leq n\}$ and $E(B_n) = \{u_1u_2\} \cup \{u_1v_i, u_2w_i, v_iw_i : 1 \leq i \leq n\}$. We consider the generalized book graph $B_{n,m}$ with vertex and edge sets by $V(B_{n,m}) = \{u_i : 1 \leq i \leq m-2\} \cup \{v_i, w_i : 1 \leq i \leq n\}$ and $E(B_{n,m}) = \{u_iu_{i+1} : 1 \leq i \leq m-3\} \cup \{u_iw_j : 1 \leq j \leq n, i = m-2\} \cup \{u_1v_i : 1 \leq i \leq n\} \cup \{v_iw_i : 1 \leq i \leq n\}$ (see Figure 3). Here, we investigate the independent dominating sets of the book, and generalized book graphs and count the number of independent dominating sets of these graphs.

The following lemma gives a formula for the independent domination polynomial of book graphs.

**Lemma 4.7** The independent domination polynomial of the book graph, $B_n$, for $n \geq 2$ is given by

$$D_i(B_n, x) = (2^n - 2)x^n + 2x^{n+1}.$$

**Proof.** Let $B_n$ be the book graph. It suffices to show that every independent dominating set of this graph has size $n$ or $n + 1$, and these sets are accounted for exactly once in the above statement.

The independent dominating sets of each size are one of the following forms:

(i) Choose at least one $v_i$ and at least one $w_i$. Note that the independent dominating sets of this form are of size $n$.

(ii) Choose the vertex $u_1$ ($u_2$), and then choose all of the $w_i$ (or all of the $v_i$). Note that the independent dominating sets of this form are of size $n + 1$.

Part (i) accounts for the term $(2x)^n - 2x^n$ and part (ii) accounts for the term $2x^{n+1}$.

□

We have the following corollary.

**Corollary 4.8** For each natural number $n$, $D_i(B_n, x)$ has only real zeros and so is unimodal.

The following theorem gives a formula for the independent domination polynomial of generalized book graphs.
Theorem 4.9 The independent domination polynomial of the generalized book graph, $B_{n,m}$, for $n \geq 2$, $m \geq 3$ is given by

$$D_i(B_{n,m}, x) = (2^n - 2)x^nD_i(P_{m-4}, x) + 2x^{n+1}D_i(P_{m-5}, x) + (x^2 + 2x^{n+1})D_i(P_{m-6}, x),$$

where for all $j \leq 0$, $D_i(P_j, x) = 1$.

Proof. Let $B_{n,m}$ be the generalized book graph. It suffices to show that every independent dominating set is accounted for exactly once in the above statement.

The independent dominating sets of each size are one of the following forms:

(i) Choose at least one $v_i$ and at least one $w_i$, and then choose any independent dominating set of the induced graph $\langle v_2, u_3, \ldots, u_{m-3} \rangle$. In this case the independent dominating set contains none of the vertices $u_1$ and $u_{m-2}$.

(ii) Choose all of the $v_i$ and the vertex $v_2$ (or all of the $v_i$ and the vertex $u_{m-3}$) and then choose any independent dominating set of the induced graph $\langle u_4, \ldots, u_{m-3} \rangle$ $\langle u_2, u_3, \ldots, u_{m-5} \rangle$. In this case the independent dominating set contains none of the vertices $u_1$ and $u_{m-2}$.

(iii) Choose the vertex $u_1$ ($v_{m-2}$), then choose all of the $v_i$ (or all of the $v_i$) and then choose any independent dominating set of the induced graph $\langle u_3, \ldots, u_{m-3} \rangle$ $\langle u_2, u_3, \ldots, u_{m-4} \rangle$. In this case the independent dominating set contains one of the vertices $u_1$ or $u_{m-2}$.

(iv) Choose the vertices $u_1$ and $u_{m-2}$ and then choose any independent dominating set of the induced graph $\langle u_3, u_4, \ldots, u_{m-4} \rangle$. In this case the independent dominating set contains both vertices $u_1$ and $u_{m-2}$.

Part (i) accounts for the term $(2^n - 2)x^nD_i(P_{m-4}, x)$, part (ii) accounts for the term $2x^{n+1}D_i(P_{m-5}, x)$, part (iii) accounts for the term $2x^{n+1}D_i(P_{m-6}, x)$, and part (iv) accounts for the term $x^2D_i(P_{m-6}, x)$. \hfill \Box

Since $\gamma_i(P_n) = \left\lfloor \frac{n}{2} \right\rfloor$ for every $n \geq 1$, and by Theorem 4.9 have the following result.

Corollary 4.10 The independent domination number of the generalized book graph, $B_{n,m}$, for $n \geq 2$, $m \geq 3$ equals to

$$\gamma_i(B_{n,m}) = \min\{\max\{n, n+\left\lfloor \frac{m-4}{2} \right\rfloor\}, \max\{n+1, n+1+\left\lfloor \frac{m-5}{2} \right\rfloor\}, \max\{2, 2+\left\lfloor \frac{m-6}{2} \right\rfloor\}\}.$$
Figure 4: The flowers $F_n$, $F_{4,n}$ and $F_{q,n}$, respectively.

**Theorem 4.11** (a) The independent domination polynomial of the friendship graph, $F_n$, for $n \geq 2$ is given by

$$D_i(F_n, x) = x + (2x)^n.$$ 

(b) The independent domination polynomial of the generalized book graph, $F_{q,n}$, for $n \geq 2$, $q \geq 4$ is given by

$$D_i(F_{q,n}, x) = x(D_i(P_{q-3}, x))^n + nxD_i(P_{q-3}, x)(D_i(P_{q-1}, x))^{n-1}.$$ 

**Proof.** (a) Consider graph $F_n$ and the vertex $v$ in the common cycles (see Figure 4). First assume that the vertex $v$ is contained in the independent dominating set, then the independent dominating sets don’t contain $v$. 

(b) Consider graph $F_{q,n}$ and the vertex $v$ in the common cycles (see Figure 4). It suffices to show that every independent dominating set, $S$, is accounted for exactly once in the above statement.

The independent dominating sets of each size are one of the following forms:

(i) If the vertex $v \in S$, then other members in $S$ are chosen of the vertex set of each cycle minus $N[v]$. 

(ii) If the vertex $v \notin S$, so at least one vertex of $N(v)$ in one of cycles, $C_1$, is contained in $S$ (say $x \in S$), then other members in $S$ are chosen of the vertex set of each cycles else $C_1$ minus $v$ and from $V(C_1) \setminus N[x]$. 

Part (i) accounts for the term $x(D_i(P_{q-3}, x))^n$, and part (ii) accounts for the term $nxD_i(P_{q-3}, x)(D_i(P_{q-1}, x))^{n-1}$. 

Note that for each natural number $n$, $D_i(F_n, x)$ has only real zeros, and so $D_i(F_n, x)$ is unimodal.
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