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Abstract

We consider a multihypothesis social learning problem in which an agent has access to a set of private observations and chooses an opinion from a set of experts to incorporate into its final decision. To model individual biases, we allow the agent and experts to have general loss functions and possibly different decision spaces. We characterize the loss exponents of both the agent and experts, and provide an asymptotically optimal method for the agent to choose the best expert to follow. We show that up to asymptotic equivalence, the worst loss exponent for the agent is achieved when it adopts the 0-1 loss function, which assigns a loss of 0 if the true hypothesis is declared and a loss of 1 otherwise. On the other hand, if experts have the same decision space as the agent, then the best loss exponent for the agent is achieved when there is an expert who utilizes the 0-1 loss function.
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I. INTRODUCTION

In an increasingly connected world, our opinions on a phenomenon of interest or event are often not only influenced by our direct independent observations, but also by other people’s public opinions on related events. In an online social network like Twitter or Facebook, users’ opinions and postings are often influenced by the opinions of those they are connected to or are “following” in the social network [1]–[4]. For example, in viral marketing using social networks, marketing companies often target a few
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influential nodes in the network to help them push a product [5], [6]. Similarly, widespread online access has made it easier for us to follow the opinions of experts like celebrities and industry insiders, who may have access to private information that we are unaware of. For example, we may be interested to determine the financial health of a publicly listed company. In addition to our own observations about the company through its annual financial reports and stock prices, we may also choose to incorporate the “expert” opinion provided by financial blogs like [7] and [8]. In all these examples, inference about a phenomenon of interest is not only based on direct observations but also the opinions of other entities. This is known as social learning [9], [10].

A further example is the Internet of Things (IoT) framework [11], [12]. Sensors each make their own private observations but collaborate by exchanging public information. This can be viewed as a “physical social network” of devices, cooperating to learn about a phenomenon of interest. Sensors originally designed for a specific purpose may collaborate with other sensors to perform inference on a phenomenon they were not specifically designed for. However, in order to ensure energy efficiency, each sensor needs to intelligently choose which other sensors to collaborate with since not all sensors may provide information relevant to it. For example, a sensor trying to estimate the temperature in a particular room of a building may choose to incorporate information from other temperature sensors or sensors tracking the number of occupants in the building, instead of information from a vibration monitoring sensor.

In this paper, we investigate the problem of multihypothesis social learning in which an agent can select an expert opinion from a group of experts, to incorporate into its final inference. In the social network example, an expert is an influential node that may have access to privileged or insider information. In the publicly listed company example, experts include financial commentators and bloggers, and professional investment analysts. In the IoT example, every sensor is an expert in making inferences about the phenomenon of interest they are designed for. Specifically, we consider an agent 0 who wishes to choose from a set of $M$ hypotheses based on its own observations as well as the opinion of an expert chosen from a set of $K$ possible experts. Each expert has access to a set of private observations, which they use to form their own opinions about the true hypothesis, subject to their own local loss functions or biases, which may differ from those of agent 0. By taking into account the experts’ individual biases, our goal is to characterize the rate of decay in the expected loss or the loss exponent incurred by agent 0, and to find an asymptotically optimal policy for that agent.
A. Related Works

The problem of selecting the best expert opinion to follow is related to the problem of decentralized detection or decentralized hypothesis testing, which has been extensively studied in [13]–[23] and the references therein. In the decentralized detection problem, each agent has its own private observations, but cooperate with each other so that the whole network of agents reaches a decision regarding a common underlying phenomenon of interest. Here, which agent passes information to which other agent is determined by a known network topology like the parallel configuration [24], tandem network [25]–[27], and tree architectures [19]–[22]. Therefore, all these works do not consider the problem of which agent’s opinion to follow. Furthermore, in a decentralized detection problem, all agents are assumed to have the same hypotheses and loss functions for declaring the wrong hypothesis, or have the common goal of minimizing the loss at a last agent known as the fusion center.

We study a related but somewhat different problem from the decentralized detection problem. We consider the scenario where experts may be concerned about different phenomena of interest, and made decisions according to their own biases, instead of minimizing the loss of a particular agent or fusion center. Once an expert has been fixed, our problem is similar to decentralized detection in the tandem or tree network considered in [20], [26], which however do not allow the experts to have individual biases in their decision making. In [9], the authors consider binary hypothesis testing in a social network, in which agents sequentially observe the opinions of a stochastically generated neighborhood of agents in the network. Each agent has the same 0-1 loss function,\(^1\) and conditions are derived for the Bayesian error probability of the \(n\)th agent to approach to zero as \(n\) becomes large. The network model we consider in this paper is a two-layer hierarchical tree network, which is much simpler compared to that studied in [9]. This is because our goal is to analyze how an expert’s opinion impacts that of a particular agent. In addition, we consider a multihypothesis testing problem in which each agent has different loss functions or even different number of hypotheses.

The reference [28] considers a multihypothesis testing problem in a parallel configuration with a single agent, which is allowed to take actions that affect the observations it makes. The distribution of the observation at each time step depends on the action of the agent in the previous time step, and has bounded Kullback-Liebler divergences under any pair of hypotheses. The agent’s aim is to minimize the Bayesian error exponent. Our work can be viewed as a generalization of a result in [28] (which

\(^1\)The 0-1 loss function assigns a loss of 0 if the agent declares the same hypothesis as the true underlying hypothesis, and a loss of 1 otherwise.
also considers the sequential detection problem that we do not study here) to the case where one of the agent observations is the opinion of an expert, which itself has asymptotically many private observations leading to unbounded Kullback-Liebler divergences for its opinion. Furthermore, we consider general loss functions and the corresponding loss exponent, which is a generalization of the Bayesian error exponent. The characterization of the Bayesian error exponents in multihypothesis testing has also been studied in [29], [30], which derive the achievable error exponents region.

B. Our Contributions

In the following, we summarize our main contributions. Since the decentralized decision making problem is NP-complete [31], our goal is to optimize the loss exponent of agent 0, the absolute value of which is the rate of decay of the expected loss incurred by agent 0 as the number of private observations grows large. We suppose that agent 0 has a decision space consisting of \( M \) hypotheses, and has a choice of \( K \) expert opinions to follow.

(i) We consider a general \( M \)-ary multihypothesis social learning framework in which an agent 0 and every expert have loss functions that depend on the number of private observations the agent or expert has access to. Each expert makes a decision that takes values from a decision space, the size of which may not be the same as \( M \). We characterize the loss exponent of each expert, and provide an asymptotically optimal policy for an expert to achieve its optimal loss exponent (Theorem 4).

(ii) We derive the optimal loss exponent for agent 0 after it has incorporated the opinion of a particular expert, and provide an asymptotically optimal method for agent 0 to choose the best expert to follow (Theorem 8). We also show that the worst loss exponent, up to asymptotic equivalence,\(^2\) for agent 0 is achieved when agent 0 adopts the 0-1 loss function (cf. Remark 2 of Section IV-B).

(iii) We show that if all experts have the same decision space as agent 0, then the best loss exponent, up to asymptotic equivalence, for agent 0 is achieved if it chooses an expert who uses the 0-1 loss function, regardless of the loss function adopted by agent 0 (Proposition 9). This is somewhat surprising as conventional wisdom seems to indicate that agent 0 should choose an expert with similar loss function as itself. On the other hand, under the simplifying assumption that based only on its own private observations, agent 0 discriminates equally well between any pair of hypotheses and has 0-1 loss, we show that if an expert has a decision space with number of states strictly less

\(^2\)See Section II-A for the definition of asymptotic equivalence.
than $M$, then its opinion is ignored by agent 0 (Proposition 10). In this case, additional information is useless, which is again somewhat unexpected.

Our conclusions show that under mild assumptions and up to asymptotic equivalence, the worst loss function for agent 0 is the 0-1 loss, while the best expert to be chosen has 0-1 loss function. This leads to the interesting question of whether there exists an equilibrium in the choice of loss functions in a network of agents who can incorporate opinions from each other. This is however out of the scope of the current work, and will be addressed in our future research.

The rest of this paper is organized as follows. In Section II, we describe our system model, problem formulation and assumptions. We characterize the agents’ loss exponents in Section III, and provide asymptotically optimal policies to achieve the optimal loss exponents. In Section IV, we discuss the optimal expert choice for agent 0, and derive insights into this choice by making simplifying assumptions. We conclude in Section V. Appendix A contains a brief review of the main definitions of large deviation theory, and we defer all proofs to Appendix B. Appendix C contains a characterization of the asymptotic decision regions, which are introduced in Section III.

II. Problem Formulation

In this section, we define our system model, assumptions and some notations. We consider an underlying measurable space $(\Omega, \mathcal{F})$ on which all random variables in this paper are defined. We adopt the following notations throughout this paper. Let $\mathbb{R}$ be the space of real numbers, and let $\langle t, z \rangle$ be the inner product of the vectors $t$ and $z$ in $\mathbb{R}^{M-1}$. For $z \in \mathbb{R}^{M-1}$, let $z^0 = (0, z) \in \mathbb{R}^M$ be the vector augmented with a zero as the first element. The range of integers $a, a+1, \ldots, b$ is denoted as $[a, b]$. The notations $x[1:n]$ and $(x_i)_{i=1}^n$ are used to represent the vectors or sequences $x = (x[1], x[2], \ldots, x[n])$ and $(x_1, x_2, \ldots, x_n)$, respectively. We also make use of $x[i]$ to denote the $i$th element in the vector $x$. We use $B_\epsilon(u)$ to denote an open sphere of radius $\epsilon$ around $u$, in a metric space that will be clear from the context. The notation $\text{Tr}(A)$ denotes the trace of the matrix $A$, $\nabla_t f(t)$ is the gradient of $f(t)$ with respect to (w.r.t.) the vector $t$, and $\nabla^2_t f(t)$ is the Hessian w.r.t. $t$ of the function $f(t)$.

A. Learning from an Expert

Suppose that an agent 0 wishes to determine the underlying hypothesis $H$ associated with a phenomenon of interest, which from agent 0’s frame of reference can be modeled by a set of probability measures $\{\mathbb{P}_m : m = 0, 1, \ldots, M-1\}$ on the space $(\Omega, \mathcal{F})$. Let $\mathbb{E}_m$ be the mathematical expectation under $\mathbb{P}_m$, and let $H = m \in [0, M-1]$ if all agents’ private observations have distributions derived from the probability
measure $P_m$. We suppose that $H = m$ has prior probability $\pi_m \in (0, 1)$. The agent 0 can choose to incorporate the opinion of an expert, chosen from a set of expert agents $\{1, 2, \ldots, K\}$ (see Figure 1). If there is no need to distinguish between agent 0 and the experts, we use the generic term “agent” to refer to either of them.

Each agent $k \in \{0, \ldots, K\}$ has access to a set of private observations $Y_k[1 : n_k] = (Y_k[1], \ldots, Y_k[n_k])$. Conditioned on $H = m$, the conditional distribution of $Y_k[l]$, for $l = 1, \ldots, n_k$, belongs to a set of distributions $\{P_{\gamma m} : \gamma \in \Gamma\}$, where $\Gamma$ is a finite index set. For simplicity, we assume that the set of conditional distributions $\{P_{\gamma m} : \gamma \in \Gamma\}$ is the same for all agents, but our results can be easily generalized to the case where different agents have different sets of conditional distributions in order to model the difference in quality of information that each agent may have access to. We assume that for each $\gamma \in \Gamma$, the probability measures $P_{\gamma m}$ for $m = 0, \ldots, M - 1$, are absolutely continuous w.r.t. each other. We further assume that conditioned on $H$, all the random variables $(Y_k[1 : n_k])_{k=0}^K$ are independent.

To motivate our setup, consider the example alluded to in Section I, where an agent 0 is interested to determine the financial health of a large publicly listed conglomerate. In addition to its own observations $Y_0[1 : n_0]$ about the company through annual financial reports and other publicly available indicators like stock prices, the agent 0 may also choose to incorporate the expert opinion of an investment analyst. Because of limited financial resources (since most analyst reports are not free), agent 0 can only choose to subscribe to one analyst, and has to make an optimal choice of which analyst to use. In most of this paper, for simplicity, we restrict ourselves to the case where the opinion of a single expert is considered in the decision making of agent 0, and show how to generalize our results to a finite set of experts later in Remark 4 of Section IV.

Let $x_k = (x_k[\gamma])_{\gamma \in \Gamma}$ be a vector of non-negative weights summing to one, where $x_k[\gamma]$ is the fraction of private observations of agent $k$ that have conditional distribution $P_{\gamma m}$ when the hypothesis $H = m$. 
We say that \( x_k \) is a policy for agent \( k \). Let \( S(\Gamma) \) be the simplex consisting of all agent policies. Based on its observations, each expert \( k \geq 1 \) makes a decision \( D_k = \gamma_k(Y_k[1 : n_k]) \in [0, d_k - 1] \) by minimizing a local loss criterion. We assume that every expert \( k \geq 1 \) chooses its policy \( x_k \) and decision rule \( \gamma_k \) so that

\[
\mathbb{E}[C_k(H, D_k, n_k)]
\]

is minimized, where \( C_k(m, d, n_k) \) is a non-negative loss incurred if the decision of agent \( k \) is \( d \) when the true hypothesis is \( H = m \). We can think of \( C_k(\cdot, \cdot, \cdot) \) as encoding the “bias” of expert \( k \). We call this the \textit{loss function} of agent \( k \),\(^3\) and

\[
\limsup_{n_k \to \infty} \frac{1}{n_k} \log \mathbb{E}[C_k(H, D_k, n_k)]
\]

the \textit{loss exponent} of agent \( k \). An example of a loss function is the 0-1 loss function: \( C_k(m, m, n_k) = 0 \), and \( C_k(m, d, n_k) = 1 \) for all \( n_k \geq 1 \) if \( d \neq m \), which results in (1) being the Bayesian error probability considered in [32]. In this case, the loss exponent (2) is also known as the Bayesian error exponent.

By allowing the loss function to depend on the number of private observations, we can model various practical applications. For example, the expert \( k \) may itself be part of a decentralized detection network like a tree configuration [21], in which case its goal is to minimize the Bayesian error probability at a fusion center. Then, its loss function decays exponentially fast in the number of private observations \( n_k \). In the publicly listed conglomerate example, suppose that one of the hypotheses corresponds to the conglomerate being financially bankrupt. The loss associated with a missed detection of this hypothesis can be modeled to be exponentially larger than the loss associated with a missed detection of another more benign hypothesis.

In our model, agent \( k \)’s decision space consists of \( d_k \) states, where \( d_k \) may not equal to \( M \), the number of hypotheses that agent 0 is interested in. This allows us to model scenarios where different agents may have different models for the underlying state of the world. Using the conglomerate example described above, agent 0 may be interested in the financial health of the whole conglomerate, while a particular analyst may only be interested in, say the real estate arm, of the conglomerate. Nevertheless, the performance of the real estate arm has a bearing on the overall health of the conglomerate. In particular, expert \( k \) may not distinguish between two hypotheses, say \( M - 2 \) and \( M - 1 \). This can be modeled by assuming that the expert declares the decision \( d = m \) when \( H = m < M - 2 \) and \( d = M - 2 \) if

\(^3\)To be technically correct, \((C_k(\cdot, \cdot, n_k))_{n_k \geq 1}\) should be called a sequence of loss functions, but for simplicity, we will not adopt this terminology.
\( H = M - 2 \) or \( M - 1 \). In this case, we let \( C_k(M - 2, d, n_k) = C_k(M - 1, d, n_k) = 1 \) for all \( d < M - 2 \) and \( C_k(M - 2, M - 2, n_k) = C_k(M - 1, M - 2, n_k) = 0 \). This model is also general enough to model different decision spaces that may not map directly to any of the hypotheses of agent 0.

On the other hand, we note that without loss of generality, there is no need to consider the case where an expert uses a model in which there are more than \( M \) hypotheses, since agent 0 can always choose a \( M \) that is sufficiently large in its model. In addition, since our analysis is based on the frame of reference of agent 0, it has no knowledge of any additional hypotheses, and in practical applications, it simply assumes that expert \( k \) minimizes the expected loss given in (1). We assume that based on the publicized expertise of each expert, agent 0 knows its loss function decay rates, defined in Assumption 1 below.

Let \( D_0(k) = \gamma_0(Y_0[1 : n_0], D_k) \) be the decision made by agent 0 after incorporating the opinion \( D_k \) of agent \( k \). The policy \( x_0 \) and decision rule \( \gamma_0 \) are chosen to minimize

\[
\mathbb{E}[C_0(H, D_0(k), n_0)],
\]

where \( C_0(m, d, n_0) \) is the non-negative loss incurred by agent 0 if it decides in favor of hypothesis \( d \) when the true hypothesis is \( H = m \), and the number of private observations is \( n_0 \). We make the following assumptions regarding the loss function of each agent.

**Assumption 1.**

(i) For all \( n_0 \geq 1 \) and \( m \in [0, M - 1] \), we have \( C_0(m, m, n_0) = 0 \), and for every \( d \in [0, M - 1] \) such that \( d \neq m \), we have \( 0 < C_0(m, d, n_0) \leq 1 \) with

\[
- \lim_{n_0 \to \infty} \frac{1}{n_0} \log C_0(m, d, n_0) = c_0(m, d) \equiv c_0(m) \in [0, \infty).
\]

(ii) For each agent \( k \geq 1 \), we have for every \( m \in [0, M - 1] \) and \( d \in [0, d_k - 1] \),

\[
- \lim_{n_k \to \infty} \frac{1}{n_k} \log C_k(m, d, n_k) = c_k(m, d) \geq 0.
\]

We assume that agent 0 knows the loss decay rates \( c_k(\cdot, \cdot) \), for all \( k = 1, \ldots, K \), based on the publicized expertise of each expert.

We note that Assumption 1 does not impose significant loss in generality. Since the number of agents and decision states are finite, we can normalize \( C_k(m, d, n_k) \) by \( \max_{m,d} C_k(m, d, n_k) \) or \( \sum_d C_k(m, d, n_k) \) so that for each agent \( k \), \( C_k(m, d, n_k) \leq 1 \) for all \( m \) and \( d \). In Assumption 1(i), we assume that \( -(1/n_0) \log C_0(m, d, n_0) \) for all \( d \neq m \) converge to the same \( c_0(m) \). This is because otherwise, easy examples can be constructed in which agent 0 declares \( H = m \) for \( n_0 \) sufficiently large even though the true underlying hypothesis is \( H = m' \neq m \).
Consider two loss functions with loss decay rates $c_k(m,d)$ and $c'_k(m,d)$ respectively. If $c_k(m,d)$ and $c'_k(m,d)$ differ by the same constant for all $m$ and $d$, then their corresponding loss exponents (2) are different but the optimal policies to minimize (2) are the same. We therefore say that two loss functions are asymptotically equivalent if their respective loss decay rates $c_k(m,d)$ and $c'_k(m,d)$ differ by the same constant for all $m$ and $d$. It can be shown that each loss function belongs to an equivalence class, with the equivalence relation being asymptotic equivalence. We call a loss function with $\min_{m,d} c_k(m,d) = 0$ a canonical loss function of its equivalence class. For example, the 0-1 loss function is a canonical loss function. In another example, consider the set of all loss functions $C_k(m,d,n_k)$ with $\sum_d C_k(m,d,n_k) = 1$ for each $m$ and $n_k$, which imposes a total loss of 1 for each hypothesis. Then, it can be shown that each of these loss functions is a canonical loss function.

We say that two loss exponents are asymptotically equivalent if they have the same policy and their loss functions are asymptotically equivalent. For fair comparison of loss exponents, we will always assume canonical loss functions. We are interested to characterize the optimal loss exponent

$$\min_{1 \leq k \leq K} \limsup_{n_0 \to \infty} \frac{1}{n_0} \log \mathbb{E}[C_0(H,D_0(k),n_0)],$$

when the number of private observations of agent 0 becomes large.

We assume that for all experts $k \geq 1$, $q_k = \lim_{n_0 \to \infty} n_k/n_0$ exists as a limit. If the number $n_k$ of private observations of expert $k$ is such that $q_k = 0$, agent 0 will ignore the opinion of expert $k$ as its opinion becomes asymptotically negligible compared to agent 0’s private observations. Therefore, without loss of generality, we assume that $q_k > 0$ for all $k \geq 1$.

**B. Technical Preliminaries**

For any given random variable $X$ with marginal distribution $\mathbb{P}_i^X$ under hypothesis $H = i$ for all $i \geq 0$, we abuse notation by letting $\ell_{ij}(X)$ be the Radon-Nikodym derivative (or likelihood ratio) of $\mathbb{P}_i^X$ w.r.t. $\mathbb{P}_j^X$. Note that $\ell_{ij}(X)$ is a random variable that depends on the distributions and realization of $X$. By convention, we let $\ell_{ii}(X) = 1$ for all values of $i$ and all realizations of $X$. In addition, for simplicity, we let $\ell_{ij}^\gamma = d\mathbb{P}_i^\gamma / d\mathbb{P}_j^\gamma$ be the Radon-Nikodym derivative of $\mathbb{P}_i^\gamma$ w.r.t. $\mathbb{P}_j^\gamma$, for each $\gamma \in \Gamma$.

Let $Z^\gamma = (\log \ell_{m0}^\gamma)_{m=1}^{M-1}$ be a vector of log likelihood ratios, and for a policy $x = (x[\gamma])_{\gamma \in \Gamma}$, let the log moment generating function of $Z^\gamma$ under $H = m$ be

$$\xi_m(\gamma,t) = \log \mathbb{E}_m[\exp(\langle t, Z^\gamma \rangle)],$$

Note that because of Assumption 1, the loss exponent is negative, with a more negative loss exponent corresponding to a faster loss decay rate.
for all $t \in \mathbb{R}^{M-1}$. The weighted log moment generating function is then given by

$$\varphi_m(t, x) = \sum_{\gamma \in \Gamma} x[\gamma] \xi_m(\gamma, t),$$

and its Fenchel-Legendre transform [33] is

$$\Phi^*_m(z, x) = \sup_{t \in \mathbb{R}^{M-1}} \{\langle t, z \rangle - \varphi_m(t, x)\},$$

where $z \in \mathbb{R}^{M-1}$.

In the special case where the vector $t = (t[1], \ldots, t[M - 1])$ has $t[j] = -t[i] = s$ for some $s \in \mathbb{R}$, $i, j \in [1, M - 1]$, and $t[m] = 0$ for all other $m \neq i, j$, we write

$$\Lambda_{ij}(s, x) = \varphi_i(t, x) = \sum_{\gamma \in \Gamma} x[\gamma] \log \mathbb{E}_i \left[ (\ell_{ji}^\gamma)_s \right].$$

A similar definition for $\Lambda_{0j}(s, x)$ applies when $t[j] = s$ and $t[m] = 0$ for all $m \neq j$.

We assume that the distributions $\{\mathbb{P}_m^\gamma : \gamma \in \Gamma\}$ are well-behaved for all $m \in [0, M - 1]$ in the following assumption. This assumption holds, for example in the case where all private observations of the agents take values from a finite set.

**Assumption 2.** For all $m \in [0, M - 1]$ and all $\gamma \in \Gamma$, $\xi_m(\gamma, t) < \infty$ for all $t \in \mathbb{R}^{M-1}$.

The above assumption implies that the second moments of the log moment generating functions of $Z^\gamma$ are bounded, as shown in the following elementary lemma, whose proof is provided in Appendix B.

**Lemma 1.** Suppose that Assumption 2 holds. Then there exists a non-decreasing function $G(r)$, finite for each $r \geq 0$, such that for all $t \in B_r(0)$, and all $\gamma \in \Gamma$, we have

$$0 \leq \text{Tr} (\nabla^2 \xi_m(\gamma, t)) \leq G(r).$$

**III. Optimal Loss Exponents**

In this section, we first characterize the loss exponents of the experts $k = 1, 2, \ldots, K$, which leads to an asymptotically optimal policy for each expert. We then characterize the loss exponent of agent 0, assuming that it is following the opinion of some expert $k$. In the following proofs, the loss exponents are typically characterized by first finding a lower bound for the exponent, and then constructing a policy that achieves the exponent.
A. Loss Exponents of Experts

Consider an expert $k$, where $k = 1, \ldots, K$. By conditioning on the observations $Y_k[1 : n_k]$, it can be shown (Proposition 2.3 of [24]) that the optimal decision rule for expert $k$ is given by

$$D_k = \arg \min_{0 \leq d \leq d_k - 1} \sum_{m=0}^{M-1} \pi_m C_k(m, d, n_k) \ell_{m0}(Y_k[1 : n_k]),$$

where $\ell_{m0}(Y_k[1 : n_k]) = \prod_{l=1}^{n_k} \ell_{m0}(Y_k[l])$. In general, the right hand side of (8) may have multiple minimizers, which complicate our analysis. We therefore make the following simplifying technical assumption.

**Assumption 3.** For every agent $k = 1, \ldots, K$, and for every $n_k$, there exists a unique $d \in [0, d_k - 1]$ such that $D_k$ in (8) equals to $d$ with probability one.

The above assumption is satisfied if the joint probability distribution of $(\ell_{m0})_{m \geq 1}$ is absolutely continuous with respect to Lebesgue measure under any hypothesis $H = 0, \ldots, M - 1$. This can be shown via an easy inductive argument, which shows that $(\ell_{m0}(Y_k[1 : n_k]))_{m \geq 1}$ is in turn absolutely continuous with respect to Lebesgue measure under any hypothesis $H$. The assumption then follows by the same argument in Lemma 5.1 of [13], which we refer the reader to.

If agent 0 follows expert $k$, its loss exponent depends on the loss exponent (2) of the expert $k$, which is in turn related to the probability exponents

$$\limsup_{n_k \to \infty} \frac{1}{n_k} \log \mathbb{P}_m(D_k = d),$$

where $m \in [0, M - 1]$ and $d \in [0, d_k - 1]$. In the following, our aim is to characterize the probability exponents (9). To do that, we let

$$\tilde{f}_k(z, d, n_k) = \frac{1}{n_k} \log \sum_{m=0}^{M-1} \pi_m e^{\log C_k(m, d, n_k) + n_k z[m]},$$

and

$$f_k(z, d, n_k) = \tilde{f}_k(z, d, n_k) - \min_{d' \neq d} \tilde{f}_k(z, d', n_k),$$

where $z = (z[0], z[1], \ldots, z[M - 1]) \in \mathbb{R}^M$. Suppose that agent $k$ adopts the policy $x_{k, n_k}$ when it has access to $n_k$ private observations. Then from (8), we obtain

$$\mathbb{P}_m(D_k = d) = \mathbb{P}_m(f_k(\tilde{Z}_{n_k}^0(x_{k, n_k}), d, n_k) < 0),$$
where
\[
\bar{Z}_{n_k}(x_{k,n_k}) = \left( \frac{1}{n_k} \log \ell_{m0}(Y_k[1:n_k]) \right)_{m=1}^{M-1}
\] (11)
is a vector in \( \mathbb{R}^M \) of log likelihood ratios, and \( \bar{Z}_{n_k}^0(x_{k,n_k}) = (0, \bar{Z}_{n_k}(x_{k,n_k})) \). In the following, we show that \( f_k(z, d, n_k) \) converges uniformly in \( z \) to
\[
f_k(z, d) = \tilde{f}_k(z, d) - \min_{d' \neq d} \tilde{f}_k(z, d'),
\] (12)
where
\[
\tilde{f}_k(z, d) = \max_{0 \leq m \leq M-1} \{ z[m] - c_k(m, d) \}.\] (13)

The following two lemmas’ proofs are given in Appendix B. The reader is also referred to Appendix A for a review of the definition of a large deviation principle (LDP).

**Lemma 2.** Suppose that Assumption 1 holds. For all \( k = 1, \ldots, K \), and all \( d \in [0, d_k - 1] \), \( f_k(z, d, n) \to \tilde{f}_k(z, d) \) and \( f_k(z, d, n) \to f_k(z, d) \) uniformly in \( z \in \mathbb{R}^M \) as \( n \to \infty \).

**Lemma 3.** Suppose that Assumption 2 holds, agent \( k \) adopts the policy \( x_{k,n_k} = (x_{k,n_k}[\gamma])_{\gamma \in \Gamma} \) when it has access to \( n_k \) private observations, and \( x_{k,n_k} \to x_k \) as \( n_k \to \infty \). Then, the sequence of random variables \( (\bar{Z}_{n_k}(x_{k,n_k}))_{n_k \geq 1} \) defined in (11) satisfies a LDP under hypothesis \( H = m \), for every \( m \in [0, M - 1] \), with good rate function \( \Phi_m^*(\cdot, x_k) \).

We are now ready to present our first main result. For \( k \geq 1 \), let
\[
A_k(d) = \left\{ z \in \mathbb{R}^{M-1} : f_k(z^0, d) < 0, \text{ where } z^0 = (0, z) \right\},
\] (14)
and
\[
I_k(x) = \min_{0 \leq m \leq M-1} \left\{ \min_{z \in A_k(d)} \Phi_m^*(z, x) + c_k(m, d) \right\}.
\] (15)
The sets \( A_k(d) \) can be interpreted as the asymptotic decision region for expert \( k \) to declare decision \( d \) based on its sufficient statistics \( \bar{Z}_{n_k}(x_{k,n_k}) \); see Section IV-A for a discussion. We further note that the minimization over \( z \in A_k(d) \) in the definition of \( I_k(x) \) in (15) is not an infimum because \( \Phi_m^*(z, x) \) has compact level sets since it is a good rate function (see Appendix A).

**Theorem 4.** Suppose that Assumptions 1, 2, and 3 hold. Consider an agent \( k \in \{1, \ldots, K\} \) who adopts a sequence of optimal policies \( (x_{k,n_k})_{n_k \geq 1} \) that minimizes (1) for each \( n_k \). Then, the following holds.
(i) The loss exponent of agent $k$ is given by
\[
\lim_{n_k \to \infty} \frac{1}{n_k} \log \mathbb{E} [C_k(H, D_k, n_k)] = - \max_{x \in \mathbb{S}(\Gamma)} I_k(x).
\]

(ii) There is no loss in optimality asymptotically, if we restrict the sequence of policies $(x_{k,n_k})_{n_k \geq 1}$ such that $\lim_{n_k \to \infty} x_{k,n_k} = x_k^*$, for some $x_k^* \in \arg \max_{x \in \mathbb{S}(\Gamma)} I_k(x)$.

(iii) Let $x_k^* \in \arg \max_{x \in \mathbb{S}(\Gamma)} I_k(x)$. For every $m \in [0, M-1]$, and $d \in [0, d_k-1]$, we have
\[
\lim_{n_k \to \infty} \frac{1}{n_k} \log \mathbb{P}_m(D_k = d) = - \min_{z \in \mathcal{A}_k(d)} \Phi_m(z, x_k^*).
\]

Proof: See Appendix B.

Theorem 4 allows each expert to find an asymptotically optimal policy by maximizing (15) (see however Remark 1 in Section IV-B). In addition, we will see later that Theorem 4(iii) allows agent 0 to characterize its own loss exponent and thus optimally choose the expert to follow.

B. Loss Exponent of Agent 0

We first present a generalization of Theorem 5 of [34] (see also [23] for a slightly more updated version). The proof steps are similar to that in [34] and [23], and are provided in Appendix B for completeness.

**Proposition 5.** Suppose that Assumptions 1 and 2 hold, and agent 0 adopts the opinion of agent $k \geq 1$ and policy $x_0$. Let
\[
s_{ij}^* = \arg\max_{s \in [0,1]} \left\{ s \log \frac{C_0(i,j,n_0)\mathbb{P}_i(D_k = d)}{C_0(j,i,n_0)\mathbb{P}_j(D_k = d)} - \Lambda_{ij}(s, x_0) \right\}
\]
where $\Lambda_{ij}(\cdot, \cdot)$ is as defined in (6). Then, for any $\epsilon > 0$, and any $d \in [0, d_k-1]$, there exists $n$ such that for all $n_0 \geq n$, we have for all $i \neq j$,
\[
\frac{1}{n_0} \log \left\{ \min_{j' \neq i} C_0(i,j',n_0)\mathbb{P}_i(D_0(k) \neq i, D_k = d) \right. \\
+ \left. C_0(j,i,n_0)\mathbb{P}_j(D_0(k) = i, D_k = d) \right\} \\
\geq (1 - s_{ij}^*) \left( \frac{1}{n_0} \log \mathbb{P}_i(D_k = d) - c_0(i) \right) \\
+ s_{ij}^* \left( \frac{1}{n_0} \log \mathbb{P}_j(D_k = d) - c_0(j) \right) + \Lambda_{ij}(s_{ij}^*, x_0) - \epsilon. \tag{16}
\]

In the following, we characterize the loss exponent of agent 0 if it chooses expert $k$. Recall that $q_k = \lim_{n_0 \to \infty} n_k/n_0$. 

**Theorem 5.**
Theorem 6. Suppose that Assumptions 1, 2, and 3 hold. Suppose that agent 0 adopts the opinion of expert $k \geq 1$, which has the asymptotically optimal policy $x^*_k$. Then, the loss exponent of agent 0 is
\[
\lim_{n_0 \to \infty} \frac{1}{n_0} \log \mathbb{E}[C_0(H, D_0(k), n_0)] = -\max_{x_0 \in \mathbb{D}(1)} \mathcal{E}_0(k, x_0),
\]
where
\[
\mathcal{E}_0(k, x_0) = \min_{0 \leq d \leq d_k - 1} \max_{s \in [0,1]} \left\{ (1 - s) \left( q_k \min_{z \in A_k(d)} \Phi^*_m(z, x^*_k) + c_0(i) \right) + s \left( q_k \min_{z \in A_k(d)} \Phi^*_m(z, x^*_k) + c_0(j) \right) - \Lambda_{ij}(s, x_0) \right\}.
\]

Proof: See Appendix B.

IV. OPTIMAL CHOICE OF EXPERT

In this section, we address the question of how to choose an optimal expert for agent 0 to follow. In order to interpret our results, we first characterize the regions $A_k(d)$ in (14) as asymptotic decision regions for expert $k$, and then revisit Theorem 6 to derive the optimal loss exponent for agent 0. Finally, we make additional simplifying assumptions in order to provide more insights into our results.

A. Asymptotic Decision Regions

Suppose that agent $k \geq 1$ adopts the sequence of policies $x_{k,n_k} \to x^*_k$ as $n_k \to \infty$. From (10), for large $n_k$, we have for each $m \in [0, M - 1]$, and $d \in [0, d_k - 1]$,
\[
\frac{1}{n_k} \log \mathbb{P}_m(D_k = d) \approx \frac{1}{n_k} \log \mathbb{P}_m(f_k(\tilde{Z}_{n_k}(x_{k,n_k}), d) < 0) \\
\approx - \min_{z \in A_k(d)} \Phi^*_m(z, x^*_k),
\]
where $A_k(d)$ is as defined in (14), and $\Phi^*_m(z, x^*_k)$ is a rate function. In the same spirit as the Gärtner-Ellis Theorem [33], we can interpret the sets $A_k(d)$ as the asymptotic decision region for deciding $D_k = d$ based on $\tilde{Z}_{n_k}(x_{k,n_k})$ as $n_k \to \infty$. Clearly, the regions $A_k(d)$, $d = 0, \ldots, d_k - 1$, are convex, otherwise one can use a randomization argument to produce a decision rule that contradicts Assumption 3. In the following, we list some properties of the rate functions $\Phi^*_m(\cdot, \cdot)$ that will be useful in helping us to

\[5\]To avoid cluttered notations, we let $\min_{i \neq j}$ and $\max_{i \neq j}$ be the minimization or maximization over all unordered pairs $(i, j) \in [0, M - 1]^2$ such that $i \neq j$, respectively.
interpret our results. We also refer the reader to Appendix C for a characterization of \( A_k(d) \) in terms of the union of intersections of multiple half-spaces.

**Lemma 7.** For every \( m \in [0, M - 1] \), \( \Phi^*_m(z, x) \) is non-negative, and is convex in \( z \) and concave in \( x \). Furthermore, for any \( x \), \( \min_z \Phi^*_m(z, x) = 0 \), and the minimum is achieved at \( \bar{z}_m(x) = \sum_{\gamma \in \Gamma} x[\gamma] \mathbb{E}_m[Z^{\gamma}] \), where \( Z^{\gamma} = (\log \ell_{i_0}^{\gamma})_{i=1}^{M-1} \).

**Proof:** See Appendix B.

**B. Choosing an Expert**

If agent 0 does not incorporate the opinion of any expert, we use the notation \( \mathcal{E}_0(0, x_0) \) to denote its absolute loss exponent when using policy \( x_0 \). From Theorem 6, by setting \( q_k = 0 \), we have

\[
\mathcal{E}_0(0, x_0) = \min_{i \neq j} \max_{s \in [0,1]} \{(1 - s)c_0(i) + sc_0(j) - \Lambda_{ij}(s, x_0)\}. \tag{18}
\]

In the case of minimizing the Bayesian error probability at agent 0, without the help of any experts, we can further set \( c_0(i) = c_0(j) = 0 \) to obtain the absolute Bayesian error exponent

\[
\mathcal{E}_{0,B}(0, x_0) = -\max_{i \neq j} \min_{s \in [0,1]} \Lambda_{ij}(s, x_0), \tag{19}
\]

which recovers the result in [32]. Similarly, if agent 0 chooses expert \( k \), and adopts the 0-1 loss function, we let its absolute loss exponent be

\[
\mathcal{E}_{0,B}(k, x_0) = \min_{i \neq j} \max_{0 \leq d \leq d_k - 1} \left\{(1 - s)q_k \min_{z \in A_k(d)} \Phi^*_i(z, x^*_k) + sq_k \min_{z \in A_k(d)} \Phi^*_j(z, x^*_k) - \Lambda_{ij}(s, x_0)\right\}. \tag{20}
\]

The following proposition follows immediately from Theorem 6, and provides a method for agent 0 to optimally choose which expert to follow.

**Theorem 8.** Suppose that Assumptions 1, 2, and 3 hold. The optimal loss exponent of agent 0 is

\[
\min_{1 \leq k \leq K} \lim_{n_0 \to \infty} \frac{1}{n_0} \log \mathbb{E} \left[C_0(H, D_0(k), n_0)\right] = -\max_{1 \leq k \leq K} \max_{x_0 \in \mathbb{S}(\Gamma)} \mathcal{E}_0(k, x_0).
\]

Furthermore, for any \( k \geq 1 \) and policy \( x_0 \), we have

\[
\mathcal{E}_0(k, x_0) \geq \mathcal{E}_{0,B}(k, x_0) \tag{21}
\]

\[
\mathcal{E}_0(k, x_0) \geq \mathcal{E}_0(0, x_0) \geq \mathcal{E}_{0,B}(0, x_0). \tag{22}
\]

**Proof:** The first part of the theorem is a direct consequence of Theorem 6. From Lemma 7, we have

\[
\min_{z \in A_k(d)} \Phi^*_i(z, x^*_k) \geq 0 \text{ for any } i \in [0, M - 1], k \geq 1, d \in [0, d_k - 1], \text{ and policy } x^*_k. \]
Assumption 1 implies that $c_0(i) \geq 0$ for all $i \in [0, M - 1]$. Therefore, the inequalities (21) and (22) follow from (17), (18), (19), and (20), and the proof is complete.

**Remark 1.** Theorem 8 shows that agent 0 should choose an expert $k$ that maximizes $\max_{x_0} E_0(k, x_0)$, which depends on $\min_{z \in A_k(d)} \Phi_m^*(z, x_k^*)$, for $m \in [0, M - 1]$ and $d \in [0, d_k - 1]$. The regions $(A_k(d))_d$ are defined by the loss function decay rates $c_k(m, d)$ for all $m$ and $d$, which can be determined by agent 0 if $c_k(\cdot, \cdot)$ is known publicly (see Appendix C). The rate function $\Phi_m^*(z, x_k^*)$ is determined solely by the statistics of agent $k$’s private observations, and the policy $x_k^*$ it adopts. In some situations, the expert may disclose the composition of its information sources $x_k^*$ directly. If it is unknown, it can be found by maximizing $I_k(x)$ in (15). This however may not be an easy numerical procedure [32] if $M$ and $d_k$ are large. Assuming that all infima and suprema are achievable, a possible method is the following alternating optimization approach:

**Step 1.** Initial guesses $x_k^*(0)$ and $z_{m,d}(0)$ for every $m \in [0, M - 1]$ and $d \in [0, d_k - 1]$ are made. Set $l = 1$.

**Step 2.** For each $m \in [0, M - 1]$ and $d \in [0, d_k - 1]$, find

$$t_{m,d}(l) = \arg \max_{t \in \mathbb{R}^{M-1}} \{ \langle t, z_{m,d}(l-1) \rangle - \varphi_m(t, x_k^*(l-1)) \}.$$ 

**Step 3.** For each $m \in [0, M - 1]$ and $d \in [0, d_k - 1]$, find

$$z_{m,d}(l) = \arg \min_{z \in A_k(d)} \langle t_{m,d}(l), z \rangle.$$ 

From Appendix C, we see that solving the above optimization problem is equivalent to solving a collection of linear programs.

**Step 4.** Find $x_k^*$ by solving the linear program

$$\max_{r, x = (x[\gamma])_{\gamma \in \Gamma}} r$$

subject to

$$r \leq \langle t_{m,d}(l), z_{m,d}(l) \rangle$$

$$- \sum_{\gamma \in \Gamma} x[\gamma] \xi_m(\gamma, t_{m,d}(l)) + c_k(m, d),$$

$$\forall m \in [0, M - 1], \forall d \in [0, d_k - 1],$$

$$x[\gamma] \geq 0, \forall \gamma \in \Gamma,$$
\[
\sum_{\gamma \in \Gamma} x[\gamma] = 1.
\]

Step 5. Set \(l = l + 1\) and repeat Steps 2-4.

Unfortunately, there is no guarantee that the above procedure converges to the correct solution. Moreover, Steps 3 and 4 above become unwieldy when \(M\) or \(d_k\) are large. In the next subsection, we consider special cases that have simplified solutions.

Remark 2. The first inequality in \((22)\) shows that there is no loss in optimality for agent 0 to incorporate the opinion of any expert, verifying the adage that there is no harm in having more information. However, incorporating additional information does not necessarily improve its loss exponent; see the following Remark 3 and Proposition 10.

The inequality in \((21)\) shows that of all the loss functions satisfying Assumption 1(i), the 0-1 loss is the worst canonical loss function for agent 0. In particular, consider the set of loss functions with \(C_0(m, d, n_0) = C_0(m, n_0)\) for all \(m \in [0, M-1]\) and \(d \neq m\), where the limit \(c_0(m) = -\lim_{n_0 \to \infty} (1/n_0) \log C_0(m, n_0)\) exists. Furthermore, each loss function has a total cost constraint

\[
\sum_{m=0}^{M-1} C_0(m, n_0) = M.
\]

It can be shown that all such loss functions satisfy Assumption 1(i), and are canonical loss functions. The 0-1 loss function belongs to this set, and divides the total cost equally among all types of missed detections, which results in the worst loss exponent for agent 0. This can be explained intuitively by observing that if there exists a \(m\) such that \(c_0(m) > 0\), then missed detection of \(H = m\) incurs an exponentially decaying loss, so that the hypothesis \(m\) can effectively be ignored. Agent 0 then effectively has a smaller set of hypotheses, leading to a lower expected loss.

Remark 3. Suppose that agent 0 adopts the policy \(x_0\), and incorporates the opinion of agent \(k \geq 1\) with corresponding asymptotically optimal policy \(x^*_k\). Suppose further that \((i^*, j^*)\) is such that

\[
\max_{s \in [0,1]} \{(1-s)c_0(i^*) + sc_0(j^*) - \Lambda_{ij}(s, x_0)\} = \mathcal{E}_0(0, x_0),
\]

i.e., the loss of agent 0 is dominated by its error in distinguishing between hypotheses \(i^*\) and \(j^*\). Then, equality in the first inequality of \((22)\) holds if there exists a \(d \in [0, d_k-1]\) such that \(\min_{z \in A_k(d)} \Phi_{i^*}^*(z, x^*_k) = \min_{z \in A_k(d)} \Phi_{j^*}^*(z, x^*_k) = 0\). The asymptotic acceptance region corresponding to \(d\) thus includes the minima of the rate functions corresponding to hypotheses \(i^*\) and \(j^*\). This implies that expert \(k\) cannot distinguish between these two hypotheses with probability of error going to zero exponentially fast in the number of private observations, and is thus useless to agent 0, as verified by Theorem 6.
Remark 4. It is easy to generalize Theorem 6 or Theorem 8 to the case where more than one agent can be chosen. In particular, if all $K$ experts’ opinions are adopted by agent 0, Theorem 6 holds with absolute loss exponent

$$\min_{i \neq j} \max_{0 \leq d \leq d_k - 1} \left\{ \left( 1 - s \right) \left( \sum_{k=1}^{K} q_k \min_{z \in A_k(d)} \Phi_i^*(z, x_k^*) + c_0(i) \right) + s \left( \sum_{k=1}^{K} q_k \min_{z \in A_k(d)} \Phi_j^*(z, x_k^*) + c_0(j) \right) - \Lambda_{ij}(s, x_0) \right\}.$$ 

In the following subsection, we consider the special cases where the size of each expert’s decision space is less than or equal to $M$ under additional simplifying assumptions.

C. Special Cases

We first consider the case where experts have the same decision space as agent 0, and has zero loss if they decide on the true underlying hypothesis. Surprisingly, the following result shows that agent 0 should choose an expert who utilizes the 0-1 loss (if any), instead of an expert who adopts the same canonical loss function as itself. This indicates that agent 0 receives more information from an “unbiased” expert than one who has the same “bias” as itself. Assuming that independent news agencies are in general “unbiased,” our result suggests that such news agencies are unlikely to be replaced by social news reporting or social blogs in a rational world. In designing a cooperative IoT network, each sensor should be designed to make two inferences: one based on its local loss functions, and another based on the 0-1 loss function, which is then broadcast to its neighbors.

Proposition 9. Suppose that Assumptions 1, 2, and 3 hold, and every agent $k \geq 1$ has $d_k = M$, $C_k(m, m, n_k) = 0$, and $C_k(m, d, n_k) > 0$ for all $m, d \in [0, M - 1]$ with $d \neq m$. Suppose that agent 0 follows the opinion of expert $k \geq 1$, who adopts the policy $x_k^*$. Then, the loss exponent of agent 0 satisfies

$$\lim_{n_0 \to \infty} \frac{1}{n_0} \log \mathbb{E} \left[ C_0(H, D_0(k), n_0) \right] \geq - \max_{x_0 \in \mathcal{S}(\Gamma)} \hat{\mathcal{E}}_0(k, x_0),$$

where

$$\hat{\mathcal{E}}_0(k, x_0) = \min_{i,j} \max_{t \in [0,1]} \left\{ (1 - s)c_0(i) + sc_0(j) - sq_k \min_{t \in [0,1]} \Lambda_{ij}(t, x_k^*) - \Lambda_{ij}(s, x_0) \right\}.$$ 

Furthermore, equality holds in the inequality (23) if the loss function of expert $k$ is asymptotically equivalent to the 0-1 loss function.

$^6$The notation $\min_{i,j} \min_{x \in [0,1]}$ means minimization over all ordered pairs $(i, j)$ with $i, j \in [0, M - 1]$ and $i \neq j.$
Proof: See Appendix B.

In the following, we make two additional assumptions in order to simplify the loss exponent of agent 0.

**Assumption 4.** Agent 0 adopts the 0-1 loss criterion, i.e., $c_0(m) = 0$ for all $m \in [0, M - 1]$. Furthermore, agent 0 adopts the policy $x_0$ such that for any pair of distinct hypotheses $(i, j)$, $\Lambda_{ij}(\cdot, x_0) = \Lambda(\cdot, x_0)$.

**Assumption 5.** Every agent $k \geq 1$ has $d_k = M$, with loss decay rates

$$c_k(m, d) = \begin{cases} c_k(m) & \text{if } d \neq m, \\ \infty & \text{if } d = m, \end{cases}$$

where $c_k(m) \geq 0$ for all $m \in [0, M - 1]$.

**Proposition 10.** Suppose that Assumptions 1 - 3 hold.

(i) Suppose further that Assumption 4 holds. For any agent $k \geq 1$, if $d_k < M$, we have $\mathcal{E}_0(k, x_0) = \mathcal{E}_{0,B}(0, x_0)$, i.e., agent 0 ignores the opinion of agent $k$.

(ii) Suppose further that Assumption 5 holds. Then, the loss exponent of agent 0 is

$$\tilde{\mathcal{E}}_0(k, x_0) = \min_{1 \leq k \leq K} \max_{i, j: i \neq j, s \in [0,1]} \{(1 - s)c_0(i) + sc_0(j) - sq_k\Lambda_{ij}(s_{ij}, x^*_k) - \Lambda(s, x_0)\},$$

and

$$(x^*_k, s_{ij}) = \arg\max_{2^k \in \mathfrak{F}, s \in [0,1]} \{(1 - s)c_k(i) + sc_k(j) - \Lambda_{ij}(s, x_k^*)\}.$$

Proof: See Appendix B.

Proposition 10(i) can be explained intuitively as follows. If an expert $k$ has $d_k < M$, then there exists two hypotheses $i$ and $j$ of agent 0 that it does not discriminate between. The probability of making an error between these two hypotheses by the expert is therefore bounded away from zero, and the expert’s opinion does not help agent 0 to differentiate between hypotheses $i$ and $j$. The error probability of agent 0 declaring $H = i$ when the true hypothesis is $H = j$ or vice versa, thus dominates and is the same as when agent 0 ignores the expert’s opinion.

**V. Conclusion**

We have studied a multihypothesis social learning problem in which an agent makes a decision with the help of a chosen expert. We have considered a general framework that allows the agent and experts to have different loss functions (biases), and different decision spaces. We have characterized the loss
exponent of the agent in terms of the chosen expert’s probability error exponent and loss exponent, which
allows us to choose the asymptotically optimal expert as well as the agent’s policy. We have shown that if
the experts have the same decision space as the agent, then the agent should choose an expert with a loss
function asymptotically equivalent to the 0-1 loss function, regardless of the agent’s own loss function.
Moreover, the worst canonical loss function for the agent is the 0-1 loss function. In this case, if the
agent’s error exponents for discriminating between any pair of hypotheses are the same, then it ignores
any expert with a decision space smaller than the number of hypotheses.

In this paper, we have assumed that the agent knows the experts’ loss decay rates, which may not
be valid in some practical scenarios. For example, expert opinions may very well depend on the mood
of the expert at the time the opinion is publicized. Therefore, it is of interest to consider minimax loss
exponents in which the expert’s loss function or observation probability distributions are drawn from
uncertainty classes. Minimax decentralized hypothesis testing has been studied in [35], and in our recent
work [36] in which we consider robust social learning in a tandem network. However, additional research
is required to address more complex network architectures and applications like that considered in this
paper.

**APPENDIX A**

**MATHEMATICAL PRELIMINARIES**

In this appendix, we briefly review some basic definitions and a result from large deviation theory.
The reader is referred to [33], [37] for details.

Let $\mathcal{X}$ be a Polish space. The function $\Phi : \mathcal{X} \rightarrow [0, \infty]$ is said to be a good rate function if $\Phi$ is
lower semicontinuous and has compact level sets $\{x \in \mathcal{X} : \Phi(x) \leq c\}$ for all $c \geq 0$. Let $(P_n)_{n \geq 1}$ be a
sequence of probability measures on $\mathcal{X}$. This sequence of probability measures is said to satisfy a
large deviation principle (LDP) if for some good rate function $\Phi$, and for all closed sets $C \subset \mathcal{X}$, we have

$$\limsup_{n \to \infty} \frac{1}{n} \log P_n(C) \leq - \inf_{x \in C} \Phi(x),$$

and for all open sets $O \subset \mathcal{X}$, we have

$$\liminf_{n \to \infty} \frac{1}{n} \log P_n(O) \geq - \inf_{x \in O} \Phi(x).$$

A sequence of random variables $(Z_n)_{n \geq 1}$ is said to satisfy a LDP if the sequence of marginal distributions
$P_n(\cdot) = P(Z_n \in \cdot)$ satisfies a LDP. The celebrated Gärtner-Ellis Theorem [33] provides sufficient
conditions for a sequence of random variables to satisfy a LDP.
When not all the conditions required by the Gärtner-Ellis Theorem hold (as is the case in some of our proofs), we instead make use of a uniform lower bound, which is a generalization of Theorem 1.3.13 of [37]. The proof is omitted here for brevity.

**Lemma A.1.** Let $Z_1, Z_2, \ldots, Z_n$ be independent $\mathbb{R}^M$-valued random variables, with $x[\gamma]$ fraction of them having distribution $\mathbb{P}^\gamma$, for each $\gamma \in \Gamma$. Let $Z^\gamma$ have distribution $\mathbb{P}^\gamma$.

$$
\varphi(t) = \sum_{\gamma \in \Gamma} x[\gamma] \log \mathbb{E} [\exp(\langle t, Z^\gamma \rangle)],
$$

and

$$
\Phi^*(z) = \sup_t \{\langle t, z \rangle - \varphi(t)\}.
$$

Suppose that $\mathbb{E} [\exp(\langle t, Z^\gamma \rangle)] < \infty$ for all $t \in \mathbb{R}^M$, then for $t_z$ such that $\nabla_t \varphi(t_z) = z$, and any $\epsilon > 0$, we have

$$
\frac{1}{n} \log \mathbb{P}\left( \frac{1}{n} \sum_{l=1}^{n} Z_l \in B_\epsilon(z) \right) \geq -\Phi^*(z) - \|t_z\|\epsilon + \frac{1}{n} \log \left( 1 - \frac{1}{ne^2} \text{Tr}\left( \nabla_t^2 \varphi(t_z) \right) \right).
$$

**APPENDIX B**

**Proofs of Main Results**

**A. Proof of Lemma 1**

The lower inequality in (7) holds because $\xi_m(\gamma, t)$ is convex in $t$ for each $\gamma$ (see Lemma 2.2.31 of [33]). Furthermore, we can define

$$
G(r) = \max_{t \in B_r(0)} \text{Tr}\left( \nabla_t^2 \xi_m(\gamma, t) \right),
$$

which is finite because of Assumption 2, and the fact that $\text{Tr}\left( \nabla_t^2 \xi_m(\gamma, t) \right)$ is continuous on the compact set $B_r(0)$. The proof of the lemma is now complete.

**B. Proof of Lemma 2**

Let $\epsilon$ be a positive number. From Assumption 1(ii), for $n$ sufficiently large, we have $(\log M)/n \leq \epsilon/2$, $\min_m (\log \pi_m)/n \geq -\epsilon/2$, and

$$
\left| \frac{1}{n} \log C_k(m, d, n) + c_k(m, d) \right| \leq \frac{\epsilon}{2},
$$
for all \( m \in [0, M - 1] \). This implies that for all \( z \in \mathbb{R}^M \), we have
\[
\tilde{f}_k(z, d, n) \leq \max_m \left\{ \frac{1}{n} \log C_k(m, d, n) + z[m] \right\} + \frac{1}{n} \log M
\]
\[
\leq \max_m \left\{ -c_k(m, d) + z[m] \right\} + \epsilon
\]
\[
= \tilde{f}_k(z, d) + \epsilon,
\]
and
\[
\tilde{f}_k(z, d, n) \geq \max_m \left\{ \frac{1}{n} \log C_k(m, d, n) + z[m] \right\} + \min_m \left\{ \frac{1}{n} \log \pi_m \right\} + \min_m \left\{ \frac{1}{n} \log \pi_m \right\} \log \pi_m
\]
\[
\geq \max_m \left\{ -c_k(m, d) + z[m] \right\} - \epsilon
\]
\[
= \tilde{f}_k(z, d) - \epsilon,
\]
which shows that \( \tilde{f}_k(z, d, n) \to \tilde{f}_k(z, d) \) uniformly in \( z \). Since the minimum of a finite set of uniformly convergent functions is also uniformly convergent, the lemma follows.

C. Proof of Lemma 3

We apply the Gärtner-Ellis Theorem [33] to prove the lemma. Let \( Z_i = (\log \ell_{m0}(Y_k[i]))_{m=1}^{M-1} \). We have
\[
n_k Z_{n_k}(x_k, n_k) = \sum_{i=1}^{n_k} Z_i \quad \text{since} \ Z_i; i = 1 \ldots, n_k \ \text{are independent.}
\]
For every \( t \in \mathbb{R}^{M-1} \), we obtain
\[
\frac{1}{n_k} \log \mathbb{E}_m \left[ \exp \left( \langle n_k t, Z_{n_k}(x_k, n_k) \rangle \right) \right]
\]
\[
= \frac{1}{n_k} \log \mathbb{E}_m \left[ \exp \left( \langle t, \sum_{i=1}^{n_k} Z_i \rangle \right) \right]
\]
\[
= \frac{1}{n_k} \sum_{i=1}^{n_k} \log \mathbb{E}_m \left[ \exp \left( \langle t, Z_i \rangle \right) \right]
\]
\[
= \sum_{\gamma \in \Gamma} x_{k,n_k}[\gamma] \log \mathbb{E}_m \left[ \exp \left( \langle t, (\log \ell_{m0})^{M-1} \rangle \right) \right]
\]
\[
\to \varphi_m(t, x_k),
\]
as \( n_k \to \infty \). From Assumption 2 and Lemma 2.3.9 of [33], we have \( \Phi^*_m(z, x_k) \) is a good rate function, and the lemma follows from the Gärtner-Ellis Theorem.
D. Proof of Theorem 4

We prove claim (i) by first deriving a lower bound for the loss exponent of agent $k$, and showing that this bound is achievable. We have for any $\epsilon > 0$, and $n_k$ sufficiently large,

\[
\frac{1}{n_k} \log \mathbb{E} \left[ C_k(H, D_k, n_k) \right] = \frac{1}{n_k} \log \sum_{m=0}^{M-1} \sum_{d=0}^{d_k-1} \pi_m C_k(m, d, n_k) \mathbb{P}_m(D_k = d) \geq \max_{0 \leq m \leq M-1} \left\{ \frac{1}{n_k} \log C_k(m, d, n_k) + \frac{1}{n_k} \log \mathbb{P}_m(D_k = d) \right\} + \min_{m} \frac{1}{n_k} \log \pi_m \geq \max_{0 \leq m \leq M-1} \left\{ \frac{1}{n_k} \log \mathbb{P}_m(D_k = d) - c_k(m, d) \right\} - \epsilon,
\]

which can be further lower bounded by lower bounds on the probability exponents. For each $z \in \mathbb{R}^{M-1}$, let $t_z$ be the solution to the equation

\[
\nabla t \varphi_i(t, x_k, n_k) = z,
\]

if the solution exists. For each $r > 0$, let $H_r = \{ z \in \mathbb{R}^{M-1} : \| t_z \| \leq r \}$, and $A_k(d, r, \epsilon) = \{ z \in \mathbb{R}^{M-1} : f_k(z^0, d) < -\epsilon/2, \text{ where } z^0 = (0, z) \} \cap H_r$. From (10) and (11), we then have for any $u < -\epsilon$,

\[
\frac{1}{n_k} \log \mathbb{P}_m(D_k = d) = \frac{1}{n_k} \log \mathbb{P}_m(f_k(\tilde{Z}_{n_k}^0(x_k, n_k), d, n_k) < 0) \geq \frac{1}{n_k} \log \mathbb{P}_m(f_k(\tilde{Z}_{n_k}^0(x_k, n_k), d, n_k) \in B_\epsilon(u)) \geq \frac{1}{n_k} \log \mathbb{P}_m(f_k(\tilde{Z}_{n_k}^0(x_k, n_k), d) \in B_{\epsilon/2}(u))
\]

where the last inequality follows from Lemma 2 for $n_k$ sufficiently large. Since $u < -\epsilon$ is arbitrary, we obtain for $n_k$ sufficiently large,

\[
\frac{1}{n_k} \log \mathbb{P}_m(D_k = d) \geq \sup_{z : B_\epsilon(z) \subseteq A_k(d, r, \epsilon)} \frac{1}{n_k} \log \mathbb{P}_m(\tilde{Z}_{n_k}(x_k, n_k) \in B_\epsilon(z)).
\]
From Lemma A.1, we can further lower bound the right hand side of (26) to obtain

\[
\frac{1}{n_k} \log \mathbb{P}_m(D_k = d) \\
\geq - \inf_{z: B(z) \subset A_k(d, r, \epsilon)} \left\{ \Phi^*_m(z, x_k, n_k) + \|t_z\| \epsilon \\
- \frac{1}{n_k} \log \left( 1 - \frac{1}{n_k \epsilon^2} \text{Tr} \left( \nabla^2 \phi_i(t_z, x_k, n_k) \right) \right) \right\}
\]

\[
\geq - \inf_{z: B(z) \subset A_k(d, r, \epsilon)} \Phi^*_m(z, x_k, n_k) + r \epsilon \\
- \frac{1}{n_k} \log \left( 1 - \frac{1}{n_k \epsilon^2} G(r) \right),
\]

(27)

where the last inequality follows from Lemma 1. Combining (27) with (24), and letting \(n_k \to \infty\), and then taking \(r = 1/\sqrt{\epsilon}\) and \(\epsilon \to 0\), we have

\[
\lim inf_{n_k \to \infty} \frac{1}{n_k} \log \mathbb{E}[C_k(H, D_k, n_k)] \geq - \sup_{x \in \mathbb{S}(\Gamma)} I_k(x).
\]

(28)

Since \(\Phi^*_m(z, x)\) is continuous in \(x\), \(\min_{z \in A_k(d)} \Phi^*_m(z, x)\) is upper semi-continuous in \(x\), and \(I_k(x)\) is upper semi-continuous in \(x\). In addition, \(\mathbb{S}(\Gamma)\) is compact, therefore the supremum over \(x\) on the right hand side of (28) is a maximization. Consider the policy \(x_k^* = \arg \max_{x \in \mathbb{S}(\Gamma)} I_k(x)\). For each \(n_k \geq 1\), let agent \(k\) use the policy \(x_{k, n_k}\) where \(x_{k, n_k}[\gamma] = \lfloor x_k^*[\gamma] n_k \rfloor / n_k\) for all \(\gamma \in \Gamma\), and if \(x_{k, n_k}[\gamma]\) do not sum to 1 over \(\gamma \in \Gamma\), we simply choose the remaining private observations from an arbitrary distribution, and ignore them when making the decision for agent \(k\). We have \(x_{k, n_k} \to x_k^*\) as \(n_k \to \infty\). From Lemma 2, we have for each \(d \in [0, d_k - 1]\),

\[
\lim sup_{n_k \to \infty} \sup_{z} |f_k(z, d, n_k) - f_k(z, d)| = 0,
\]

and applying Theorem 4.2.23 of [33], we obtain from (25) and Lemma 3 that

\[
\lim sup_{n_k \to \infty} \frac{1}{n_k} \log \mathbb{P}_m(D_k = d) \leq - \min_{z \in A_k(d)} \Phi^*_m(z, x_k^*).
\]

(29)

We then have

\[
\lim sup_{n_k \to \infty} \frac{1}{n_k} \log \mathbb{E}[C_k(H, D_k, m_l)] \\
\leq \lim sup_{n_k \to \infty} \max_{0 \leq m \leq M - 1} \left\{ \frac{1}{n_k} \log \mathbb{P}_m(D_k = d) - c_k(m, d) \right\} \\
\leq -I_k(x_k^*),
\]

(30)

where the last inequality follows from (29). Finally, (28) together with (30) gives us claim (i).
To show claim (ii), fix any \( x_k^* \in \arg\max_{x \in \mathcal{S}(T)} I_k(x) \). We note that if there exists a subsequence of policies \( (x_{km})_{l \geq 1} \) with \( \lim_{l \to \infty} x_{km} = x_k \) and \( I_k(x_k) < I_k(x_k^*) \), then using the same arguments that lead to (28), we have

\[
\liminf_{n_k \to \infty} \frac{1}{n_k} \log \mathbb{E} [C_k(H, D_k, n_k)] \geq -I_k(x_k) > -I_k(x_k^*),
\]

a contradiction to (30). Therefore, each policy subsequence converges to some \( x_k \) with \( I_k(x_k) = I_k(x_k^*) \), and there is no loss in optimality if we restrict the sequence of policies to converge to \( x_k^* \).

Finally, to show claim (iii), we have from (27) that

\[
\liminf_{l \to \infty} \frac{1}{n_k} \log \mathbb{P}_m(D_k = d) \geq - \min_{z \in \mathcal{A}_k(d)} \Phi_m^*(z, x_k^*),
\]

since \( \Phi_m^*(z, x) \) is continuous in \( x \). Together with (29), the claim now follows, and the theorem is proved.

E. Proof of Proposition 5

From Theorem 5 of [34] (or Proposition A.2 of [23]), we have for \( i, j \in [0, M - 1] \), with \( j \neq i \), and every \( s \in [0, 1] \), either

\[
\mathbb{P}_i(D_0(k) \neq i \mid D_k = d) \geq \frac{1}{4} \exp \left( n_0 \Lambda_{ij}(s, x_0) - s n_0 \frac{d}{ds} \Lambda_{ij}(s, x_0) - s \sqrt{2 n_0 \frac{d^2}{ds^2} \Lambda_{ij}(s, x_0)} \right),
\]

or

\[
\mathbb{P}_j(D_0(k) = i \mid D_k = d) \geq \frac{1}{4} \exp \left( n_0 \Lambda_{ij}(s, x_0) + (1 - s) n_0 \frac{d}{ds} \Lambda_{ij}(s, x_0) - (1 - s) \sqrt{2 n_0 \frac{d^2}{ds^2} \Lambda_{ij}(s, x_0)} \right).
\]

If \( s^*_{ij} \in (0, 1) \), we have

\[
\frac{d}{ds} \Lambda_{ij}(s^*_{ij}, x_0) = \frac{1}{n_0} \log \frac{C_0(i, j, n_0) \mathbb{P}_i(D_k = d)}{C_0(j, i, n_0) \mathbb{P}_j(D_k = d)},
\]
and using Lemma 1, (32) and (33), we obtain
\[
\frac{1}{n_0} \log \left\{ \min_{j' \neq i} C_0(i, j', n_0) \mathbb{P}_i (D_0(k) \neq i, D_k = d) \right. \\
+ C_0(j, i, n_0) \mathbb{P}_j (D_0(k) = i, D_k = d) \\
+ \frac{1 - s_{ij}^*}{n_0} \log \left( \min_{j' \neq i} C_0(i, j', n_0) \mathbb{P}_i (D_k = d) \right) \\
+ \frac{s_{ij}^*}{n_0} \log (C_0(j, i, n_0) \mathbb{P}_j (D_k = d)) \\
+ \Lambda_{ij}(s_{ij}^*, x_0) - \frac{1}{n_0} \log 4 - \sqrt{\frac{2G(2)}{n_0}} \\
\geq (1 - s_{ij}^*) \left( \frac{1}{n_0} \log \mathbb{P}_i (D_k = d) - c_0(i) \right) \\
+ s_{ij}^* \left( \frac{1}{n_0} \log \mathbb{P}_j (D_k = d) - c_0(j) \right) + \Lambda_{ij}(s_{ij}^*, x_0) - \epsilon,
\]
where the last inequality follows from Assumption 1 for $n_0$ sufficiently large. On the other hand, if $s_{ij}^* = 0$, we have
\[
\frac{d}{ds} \Lambda_{ij}(0, x_0) \geq \frac{1}{n_0} \log \frac{C_0(i, j, n_0) \mathbb{P}_i (D_k = d)}{C_0(j, i, n_0) \mathbb{P}_j (D_k = d)},
\]
since $\Lambda_{ij}(s, x_0)$ is convex $s$. The inequality (16) then holds trivially. A similar argument holds for $s_{ij}^* = 1$, and the proposition is proved.

**F. Proof of Theorem 6**

Suppose that agent 0 adopts the policy $x_0$. For any $\epsilon > 0$, and for $n_0$ sufficiently large, we have
\[
\frac{1}{n_0} \log \mathbb{E} [C_0(H, D_0(k), n_0)] \\
= \frac{1}{n_0} \log \sum_{d=0}^{d_k-1} \sum_{i \neq j} \pi_i C_0(i, j, n_0) \mathbb{P}_i (D_0(k) = j, D_k = d) \\
\geq \max_{0 \leq d \leq d_k-1} \frac{1}{n_0} \log \left\{ \min_{j' \neq i} C_0(i, j', n_0) \right. \\
\left. \mathbb{P}_i (D_0(k) \neq i, D_k = d) \right. \\
+ C_0(j, i, n_0) \mathbb{P}_j (D_0(k) = i, D_k = d) \\
- \frac{1}{n_0} \log 2 + \min_m \frac{1}{n_0} \log \pi_m \\
\geq \max_{0 \leq d \leq d_k-1} \min_{s \in [0,1]} \left\{ (1 - s) \left( \frac{1}{n_0} \log \mathbb{P}_i (D_k = d) - c_0(i) \right) \\
+ s \left( \frac{1}{n_0} \log \mathbb{P}_j (D_k = d) - c_0(j) \right) + \Lambda_{ij}(s, x_0) \right\} - \epsilon, \quad (34)
\]
where the last inequality follows from Proposition 5. By letting \( n_0 \to \infty \) and \( \epsilon \to 0 \) in (34), we obtain

\[
\limsup_{n_0 \to \infty} \frac{1}{n_0} \log \mathbb{E} [C_0(H, D_0(k), n_0)] \\
\geq \max_{i \neq j} \min_{0 \leq d \leq d_k - 1} \left\{ (1 - s) \left( \lim_{n_0 \to \infty} \frac{1}{n_0} \log \mathbb{P}_i(D_k = d) - c_0(t) \right) \right. \\
+ \left. s \left( \lim_{n_0 \to \infty} \frac{1}{n_0} \log \mathbb{P}_j(D_k = d) - c_0(j) \right) + \Lambda_{ij}(s, x_0) \right\},
\]

(35)

and the lower bound (17) follows from Theorem 4(iii).

We next show that there exists a decision rule for agent 0 that achieves \( \mathcal{E}_0(x_0) \) in (17). Given \( D_k = d \), consider the following rule to differentiate between hypotheses \( H = i \) and \( H = j \) for \( i \neq j \), which declares \( H = i \) iff

\[
\frac{1}{n_0} \log \ell_{ji}(Y_0[1 : n_0]) \leq h_{ji},
\]

where

\[
h_{ji} \triangleq -q_k \min_{z \in A_k(d)} \Phi_i^*(z, x_k^*) + q_k \min_{z \in A_k(d)} \Phi_j^*(z, x_k^*) - c_0(i) + c_0(j).\]

By a simple generalization of Cramér’s Theorem\(^7\) [33], and Theorem 4(iii), we have for every \( \epsilon > 0 \) and all \( n_0 \) sufficiently large,

\[
\frac{1}{n_0} \log \left( C_0(i, j, n_0) \mathbb{P}_i(D_0(k) = j, D_k = d) \right) = \frac{1}{n_0} \log \mathbb{P}_0(i, j, n_0) + \frac{1}{n_0} \log \mathbb{P}_i(D_k = d) \\
+ \frac{1}{n_0} \log \mathbb{P}_j(D_0(k) = j \mid D_k = d) \\
\leq -c_0(i) - q_k \min_{z \in A_k(d)} \Phi_i^*(z, x_k^*) \\
- \max_{s \in [0, 1]} \left\{ s h_{ji} - \Lambda_{ij}(s, x_0) \right\} + \epsilon \\
\leq - \max_{s \in [0, 1]} \left\{ (1 - s) \left( q_k \min_{z \in A_k(d)} \Phi_i^*(z, x_k^*) + c_0(i) \right) \\
+ s \left( q_k \min_{z \in A_k(d)} \Phi_j^*(z, x_k^*) + c_0(j) \right) - \Lambda_{ij}(s, x_0) \right\} + \epsilon,
\]

from which we obtain

\[
\frac{1}{n_0} \log \mathbb{E} [C_0(H, D_0(k), n_0)] \leq \max_{i \neq j} \min_{0 \leq d \leq d_k - 1} \left\{ \frac{1}{n_0} \log \left( C_0(i, j, n_0) \mathbb{P}_i(D_0(k) = j, D_k = d) \right) + \frac{1}{n_0} \log M \right\} \\
\leq -\mathcal{E}_0(k, x_0) + \epsilon.
\]

By taking \( n_0 \to \infty \) and \( \epsilon \to 0 \), we obtain the theorem by maximizing \( \mathcal{E}_0(x_0) \) over all policies \( x_0 \). The proof is now complete.

\(^7\)Cramér’s Theorem applies to independent and identically distributed (i.i.d.) observations. The private observations \( Y_0[1 : n_0] \) are not i.i.d., but are independent and can be divided into groups of i.i.d. observations.
G. Proof of Lemma 7

The non-negativity and convexity of $\Phi_m(z, x)$ follows from Lemma 2.2.31 of [33]. From Jensen’s inequality, for any $t \in \mathbb{R}^{M-1}$, we have

$$ \varphi_m(t, x) \geq \sum_{\gamma \in \Gamma} x[\gamma] E_m[(t, Z^\gamma)] = \langle t, \tilde{z}_m(x) \rangle, $$

which implies that $\Phi_m(\tilde{z}, x) = 0$, and the lemma is proved.

H. Proof of Proposition 9

Since the proof is similar to that of Theorem 6, we provide only an outline here. From the proposition assumptions, we have for every $i \in [0, M - 1]$, $P_i(D_k = i)$ is bounded away from zero, i.e.,

$$ \lim_{n_k \to \infty} (1/n_k) \log P_i(D_k = i) = 0 $$

because otherwise the expected loss of agent $k$ can be decreased. A similar argument that yields (35) now shows that

$$ \lim_{n_0 \to \infty} \frac{1}{n_0} \log E[C_0(H, D_0(k), n_0)] $$

is lower bounded by the maximum of

$$ \min_{s \in [0, 1]} \left\{ -(1 - s)c_0(i) - sc_0(j) + s \lim_{n_0 \to \infty} \frac{1}{n_0} \log P_j(D_k = i) + \Lambda_{ij}(s, x_0) \right\}, \quad (36) $$

and

$$ \min_{s \in [0, 1]} \left\{ -(1 - s)c_0(i) - sc_0(j) + (1 - s) \lim_{n_0 \to \infty} \frac{1}{n_0} \log P_i(D_k \neq i) + \Lambda_{ij}(s, x_0) \right\}, \quad (37) $$

over all pairs $(i, j)$ with $i, j \in [0, M - 1]$ and $i \neq j$. We also have from Theorem 5 of [34] that for $t_{ij} = \arg \min_{t \in [0, 1]} \Lambda_{ij}(t, x_k)$, either

$$ \lim_{n_k \to \infty} \frac{1}{n_k} \log P_i(D_k \neq i) \geq \Lambda_{ij}(t_{ij}, x_k), $$

or

$$ \lim_{n_k \to \infty} \frac{1}{n_k} \log P_j(D_k = i) \geq \Lambda_{ij}(t_{ij}, x_k). $$

Together with (36) and (37), and the fact that $\Lambda_{ji}(s, x_0) = \Lambda_{ij}(1 - s, x_0)$, we obtain the lower bound (23). Finally, the same achievability proof in Theorem 6 for the case where expert $k$ uses the 0-1 loss function shows that this lower bound is achievable, and the proposition is proved.

I. Proof of Proposition 10

We first show claim (i). Suppose that agent $k$ adopts the policy $x_k$. From the pigeonhole principle, if $d_k < M$, there exists a region $A_k(d)$ in which both $\Phi_i(\cdot, x_k)$ and $\Phi_j(\cdot, x_k)$ achieve their minimum value of 0, for some $i \neq j$. From Assumption 4, (17), and (19), we have

$$ E_0(k, x_0) = -\min_{s \in [0, 1]} \Lambda(s, x_0) = E_{0,B}(k, x_0), $$

where

$$ E_{0,B}(k, x_0) = -\min_{s \in [0, 1]} \Lambda_{ij}(s, x_0), $$

for some $i \neq j$. The same argument as in Proposition 9 yields

$$ \lim_{n_k \to \infty} \frac{1}{n_k} \log P_i(D_k \neq i) \geq \Lambda_{ij}(t_{ij}, x_k), $$

or

$$ \lim_{n_k \to \infty} \frac{1}{n_k} \log P_j(D_k = i) \geq \Lambda_{ij}(t_{ij}, x_k). $$

Together with (36) and (37), and the fact that $\Lambda_{ji}(s, x_0) = \Lambda_{ij}(1 - s, x_0)$, we obtain the lower bound (23). Finally, the same achievability proof in Theorem 6 for the case where expert $k$ uses the 0-1 loss function shows that this lower bound is achievable, and the proposition is proved.
and the claim is proved.

We next show claim (ii). Suppose that agent 0 adopts the opinion of agent $k$. The same argument we used to derive (18) shows that the loss exponent of agent $k$ under hypothesis $H = i$ when it declares hypothesis $j$ is

$$
\max_{s \in \mathbb{S}(1)} \left\{ (1 - s) c_k(i) + sc_k(j) - \Lambda_{ij}(s, x_k^*) \right\},
$$

and using the same argument as in Proposition 9, we obtain the proposition.

**APPENDIX C**

**CHARACTERIZATION OF ASYMPTOTIC DECISION REGIONS**

In this appendix, we give a characterization for the asymptotic decision region $A_k(d)$ for an agent $k$, and $d \in [0, d_k - 1]$. For $i, j \in [0, M - 1]$ and $p, q \in [0, d_k]$, define the half-space

$$
B_k(i, p, j, q) = \{ z = (z[m])_{1 \leq m \leq M - 1} \in \mathbb{R}^{M-1} : z[i] - z[j] \geq c_k(i, p) - c_k(j, q) \},
$$

(38)

where $z[0] = 0$. For each $p \in [0, d_k - 1]$, let $m_p \in [0, M - 1]$ be a chosen corresponding index. From (13), we have $z \in \cap_{i \neq m_p} B_k(m_p, p, i, p)$ if $f_k(z, p) = z[m_p] - c_k(m_p, p)$.

Consider a $z \in \mathbb{R}^{M-1}$ such that $f(z, d) < 0$. Then, there exists a sequence $(m_p)_{0 \leq p \leq d_k - 1} \in [0, M - 1]^{d_k}$ such that $f_k(z, p) = z[m_p] - c_k(m_p, p)$ for all $p \in [0, d_k - 1]$ and

$$
\tilde{f}_k(z, p) = z[m_p] - z[m_d] - c_k(m_p, p) + c_k(m_d, d) > 0
$$

for all $p \neq d$, i.e.,

$$
z \in H_d((m_p)_{p=0}^{d_k-1}) = \bigcap_{p=0}^{d_k-1} \bigcap_{i \neq m_p} B_k(m_p, p, i, p) \bigcap_{p \neq d} B_k(m_p, p, m_d, d).
$$

On the other hand, if such a sequence $(m_p)_{p=0}^{d_k-1}$ exists, then $z \in A_k(d)$. Therefore, the set $A_k(d)$ is the union over all sequences $(m_p)_{p=0}^{d_k-1} \in [0, M - 1]^{d_k}$ of $H_d((m_p)_{p=0}^{d_k-1})$.
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