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Abstract
In this paper a novel approach for matrix manipulation and indexing is proposed. Here the elements in a row of matrix are designated by numeric value called ‘permutation index’ followed by the elements of the row being randomised. This is done for all the rows of the matrix and in the end the set of permutation indices are put in the parent matrix and random locations depending on a pre decided scheme called passkey. This passkey is used to put back the elements of all the rows back in the correct sequence. This approach finds application in data encapsulation and hiding.

1. Introduction
Sound files and Image files in electronic formats are basically stored as numeric data in matrix forms. Thus data manipulation of electronic sound and image files is nothing but matrix manipulation. Two matrices having different sequence of elements belonging to the same domain set are fundamentally different and thus represent different data. We use this very basic concept and manipulate and randomise the sequence of matrix elements and render it obscure, followed by putting back the elements in the correct sequence. This approach can be used to protect all data that are essentially in matrix forms.

Sound files are read as column matrix while Image files are read as two or three dimensional matrices depending on them being greyscale, RGB etc. As already described we randomise the sequence of matrix elements and render it obscure to an unauthorized system or person. The highly randomized sets of elements are organized using a scheme called ‘passkey’ which will be present by default with a person to whom the data is supposed to be delivered.

In this method each row of the matrix is analysed and the ‘permutation-index’, later described, of the entire row is found out. This is followed by placement of permutation indices in the parent matrix as per a pre decided scheme between transmitter and receiver called passkey. This process is carried out for all the rows and in the end all the permutation-indices are arranged in the parent matrix according the passkey scheme that is pre decided during shuffling and alteration of rows.

The authorized person who is meant to decrypt the haphazard set of data has the passkey which helps to organize the elements of the matrix to fetch meaningful information. [27][28]

2. Related Work
This techniques holds application in the field of data hiding and thus before analysing this work we put forth a survey of various data hiding techniques
Kuo et al’s work put forth a novel method to hide and conceal data by fragmenting an image into smaller blocks and then developing the histogram for each block [1][2]. This is followed by creating minimum and maximum points so as to create space to embed and hide the data. [3][4].

In Kodos [5] work we come across a method of data hiding in audio formats[26] which the polarity of reverberations are embedded in high frequency audio signals. The embedded data is fetched by correlation of addition and subtraction of audio signals.

Data hiding in video signals was proposed in Le et al[6] which is based on individual video frames that make up the entire video sequence[7]. It is an adaptive embedding algorithm wherein residual 4x4 DCT blocks are scanned in an inverse zig zag fashion until first non zero coefficient is encountered. This coefficient is compared with a predefined value and embedding is done if the coefficient is larger.[8][9]

The authors in [10] have provided a novel approach to hide more data in an image wherein the histogram of blocks of an image are shifted to a point corresponding to the minimum point on the histogram and data is stored between these points.

A bit plane splicing algorithm was proposed by Naseem et al [11]. In this approach rather than hiding the data in pixel by pixel we store data depending on the intensity of individual pixels. Various ranges are defined for various pixels and data bits are stored randomly in the matrix rather than being adjacent to each other. Similar approach was implemented by the authors of [12][13] to hide data in halftone images.
3. Sequence Alteration or Shuffling.
For description purpose we take an arbitrary 5x5 matrix “A”.

A:

|   | C1 | C2 | C3 | C4 | C5 |
|---|----|----|----|----|----|
| R1| 17 | 24 |  1 |  8 | 15 |
| R2| 23 |  5 |  7 | 14 | 16 |
| R3|  4 |  6 | 13 | 20 | 22 |
| R4| 10 | 12 | 19 | 21 |  3 |
| R5| 11 | 18 | 25 |  2 |  9 |

Table 1. Matrix A

- Elements of row R1= {17, 24, 1, 8, 15}
- Number of ways elements can be shuffled: 5! = 120
- Probability of forming correct sequence of the elements in row 1= 1/120 = P(R1) = .008333

If all the elements of all the rows are randomized then the probability of finding the correct sequence of all the elements in all the rows :

- P(R1) x P(R2) x P(R3) x P(R4) x P(R5) = 1/5! x 1/5! x 1/5! x 1/5! x 1/5! = 4.018 x 10^-11

It can be clearly seen that brute force attack to guess all the elements of even a small 5 cross 5 matrix is implausible owing to such minimal probability. Thus for higher order matrices brute force guessing is impractical. It is more convenient to use this approach for matrices having less than or around 8 or 9 columns in each row as higher number of columns lead to big and complex ‘permutation matrices’, described henceforth [14].

4. Permutation Index (#P)

It was earlier stated that rows of matrices are designated by a numeric value called permutation index.

Def of Permutation Index: Permutation index of a row in a matrix, say R1, carrying n elements is the row index number of a matrix, called Permutation matrix, which represents all the permutations of the elements of the row R1 taken n at a time and in reverse lexicographic order.

Let’s take an arbitrary 3x3 matrix:

R1: 8 1 6
R2: 3 5 7
R3: 4 9 2

Here elements of third row or R3= {4, 9, 2}
Number of ways elements of R3 can be shuffled= 3! = 6

Lets put all the possible permutations of R3 in a matrix P. Then,

P:

| Rows/Columns | C1 | C2 | C3 |
|--------------|----|----|----|
| 1            | 2  | 9  | 4  |
| 2            | 2  | 4  | 9  |
| 3            | 9  | 2  | 4  |
| 4            | 9  | 4  | 2  |
| 5            | 4  | 9  | 2  |
| 6            | 4  | 2  | 9  |

Table 2. Probability Matrix

A matrix containing all the permutations of a set of elements in a sequence would also be its superset. As per the above definition the permutation index of row R3 will be the row which represents all the elements of R3 in the exact sequence. Thus the permutation index of R3 here is, 5 or #P(R3)=5.

All the rows are computed[15][30] for permutation index via looping wherein each row is computed for permutation index, one at a time.

4.1 Points to Note about Permutation Index Method.

- The number elements in a row to be shuffled and computed for permutation indices in each loop, termed “column-constant”,[16][29] should be less than 10 as higher number of elements lead to
mammoth permutation matrices which takes too much processing time to compute. Column constant is a pre decided factor and is confidential between the receiver and the transmitter and thus provides extra security. [21][22]

- For a M cross N matrix having “x” as its column-constant, the number of permutation indices are, $O= \frac{M \times N}{x}$. These O elements are placed in the parent matrix as per the pre decided scheme called ‘passkey’ Thus O elements are placed in the parent matrix, thus increasing the number of elements to $(M \times N) + O$. Higher the column-constant, lower the O. Column constant should be chosen between 2-9 such that O is a positive integer.[17][18]

- O elements are arranged in the parent matrix by adding Mx amount of rows at the end of the parent matrix according to the following relation.
  Let’s assume that the parent matrix has M cross N rows and columns and the column constant used is x then number of rows and columns added at the end of the parent matrix, $M \times N$, should be such that $M \times N \geq O$. In case that $M \times N$ is not equal to zero, then the remaining places will be filled with any pre decided arbitrary number.

Following figure represents a 3 x 4 matrix having column constant of 2. Thus $O= \frac{(3 \times 4)}{2}= 6$. These extra six elements are arranged such that $M \times N \geq O$. The yellow boxes represent the scheme chosen for housing permutation indices.

Figure 1. Placement of Permutation Indices in main.
5. Reorganizing rows of matrix
At receiving end, the matrix is reorganised on the basis of passkey and column constant (X) as per following steps:

- The compound matrix is fragmented into two matrices, L and K such that L = M x N and K is the M x cross N matrix at the bottom of the L matrix. [19][25]
- Now all the elements of L are distributed sequentially in a J x X matrix such that J = (MN/x).
- Now all the rows of this JxX matrix is read and a permutation matrix for all the elements in each individual row is made.
- Corresponding to each row, the permutation index is fetched from the passkey scheme and the row corresponding to the permutation index of the permutation matrix is taken and replaced with the current row of the JxX matrix.
- The JxX matrix is finally converted back to the M x N matrix and this is the desired data.

Let’s yet again take a random matrix

|   | C1  | C2  |
|---|-----|-----|
| R1| 1   | 3   |
| R2| 4   | 2   |

Table 3. Matrix B

Taking column constant x = 2; permutation matrices for row 1 and 2 are

|   | C1  | C2  |
|---|-----|-----|
| R1| 1   | 3   |
| R2| 3   | 1   |

Table 4. Probability Matrix of Row R1

|   | C1  | C2  |
|---|-----|-----|
| R1| 2   | 4   |
| R2| 4   | 2   |

Table 5. Probability Matrix of Row R2

This implies that the permutation index of row 1 and row 2 are ‘1’ and ‘2’ respectively. Now we place the permutation indices in the parent matrix B as per the passkey scheme shown in diagram to obtain the compound matrix after randomising the elements of row 1 and row 2.

To fetch the data back, we perform the reverse algorithm.[20] The passkey for each row is fetched from the passkey scheme:

#P(R2) = 2
#P(R1) = 1

The permutation matrices of compound matrix is obtained as given in table 4 and table 5. The rows R1 and R2 of the compound matrix is replaced with rows #P(R1) and #P(R2) of the permutation matrices to obtain matrix B as given in Table 3.

6. Matlab source code for performing Permutation Index Calculation for rows and shuffling in a matrix.

6.1. Creating Permutation Matrix.
In matlab `perms(v)` is a function that returns a matrix containing all the possible permutations of a set of numbers, v in a REVERSE LEXICOGRAPHIC ORDER.

Example

V = [1 2 3];
And,

A = perms(v);
Then A =

3 2 1
2 3 1
1 2 3
1 3 2

For finding the permutation matrix of a vector the vector is first sorted in ascending order and then `perms()` is applied.

Thus for a vector A = [4 2 1 3 5], the permutation matrix is obtained by the following syntax:

`perms(sort(A));`
6.2. Computing the Permutation index
Permutation index of a vector is the row index of
the permutation matrix that corresponds to the
exact sequence of the vector.
If A is the permutation matrix of [1 2 3] then the
permutation index of [1 2 3] will be “5”.
The syntax for computing permutation index is
given as[24]

\[
\text{find(ismember(M,X,'rows'));}
\]

where M is the permutation matrix and X is the row
for which the permutation index has to be
computed.

6.3. Random Shuffling of elements of
a vector(or row of a matrix).
If a matrix A= [2 4 5]; then the syntax to randomly
shuffle its elements is given by :[23]

\[
A(\text{randperm(length(A))});
\]

‘randperm’ is used to find random permutation of a
vector.

6.4. PIC Calculation for 5x5 matrix

```
Command Window
>> A=magic(5)
A =
    17    24     1     8    15
    23     5     7    14    16
     4     6    13    20    22
     10    12     5     3    21
    11    18    25     2     9
>> b=[];
>> for i=1:5
    row_values=A(1,:);
    permutation_matrix=perms(sort(row_values));
    X=permutation_matrix;
    X=row_values;
    d{i}=find(ismember(X,Z,'rows'));
end
>> plot(b)
>> grid on
```

Figure 3. Matlab Source Code for computing
permutation indices of matrix A.

Figure 4. Plot of permutation indices of rows of
matrix A.

7. Conclusion
This method finds application in all fields of
engineering and science where data acquisition,
storage or transmission of confidential numeric
entities is needed.[29][31].
The biggest disadvantage of this approach is that
the parent matrix whose rows are randomised to
render them obscure are concatenated with passkey
matrix carrying permutation indices, thus
increasing the size in reverse proportionality to
the column constant.
This can be circumvented by choosing a bigger
column constant at the expense of processing
speed.
This paper introduces the concept of permutation
index which can find application in a wide range of
engineering problems including steganography,
data-acquisition and data compression.
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