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ABSTRACT
Detection of common events and scenes from audio is useful for extracting and understanding human contexts in daily life. Prior studies have shown that leveraging knowledge from a relevant domain is beneficial for a target acoustic event detection (AED) process. Inspired by the observation that many human-centered acoustic events in daily life involve voice elements, this paper investigates the potential of transferring high-level voice representations extracted from a public speaker dataset to enrich an AED pipeline. Towards this end, we develop a dual-branch neural network architecture for the joint learning of voice and acoustic features during an AED process and conduct thorough empirical studies to examine the performance on the public AudioSet [1] with different types of inputs. Our main observations are that: 1) Joint learning of audio and voice inputs improves the AED performance (mean average precision) for both a CNN baseline (0.292 vs 0.134 mAP) and a TALNet [2] baseline (0.361 vs 0.351 mAP); 2) Augmenting the extra voice features is critical to maximize the model performance with dual inputs.

Index Terms— Acoustic event detection, transfer learning, feature fusion, data augmentation, speaker recognition

1. INTRODUCTION
With the development of modern smart devices with listening capabilities such as voice assistants, smartphones, and wearable devices, audio has been increasingly used as a modality for the inference of human activities, and contexts [3, 4]. Acoustic event detection (AED) is the process of detecting the type and temporal onset/offset of acoustic events within an audio stream. While existing AED models have been advanced for modeling the target audio, studies have shown that knowledge transfer from a relevant domain is beneficial to boost the learning process further and the model capabilities [5, 6]. For example, knowledge transfer is especially useful when data in the target domain is not sufficient for model generalization [7], which is a typical case when dealing with real-world audio.

Many acoustic event types captured in daily life are related to human voice or contain voice elements, such as conversations, TV/radio sounds, music, or sounds from a crowd. To the best of our knowledge, however, very few prior attempts have studied the opportunities of transferring and incorporating voice knowledge into a general AED process. This paper investigates this opportunity by jointly training audio and high-level voice representations for an AED model based on dual-branch neural network architecture. We observe the benefits of adding extra voice inputs to a convolutional neural network (CNN) and a TALNet [2] baseline by using AudioSet [1] as the test dataset. Specifically, our study demonstrates a few strategies that bridge the learning gap between the audio and the voice features.

2. RELATED WORK
The general process of AED is to build a classification model where the existence of an acoustic class is determined by the output class probability from the model. Conventional approaches include the usage of statistical models based on hand-crafted features [8, 9]. Recent work has increasingly focused on using neural networks for the modeling of audio [10, 11, 12, 13] given their success in computer vision. Due to the increasing scale of audio data exposure, modern audio datasets are typically weak-labeled by annotators. The dataset only gives the label for the whole recording without detailed frame-level annotation. However, in practice, frame-level labeling is required. The following work [2, 14, 15, 16] has addressed the issue. The TALNet [2] is one of the state-of-the-art efforts for AED with weakly labeled audio inputs, which has demonstrated strong performance for acoustic event tagging and localization at the same time.

Transferring knowledge from a source domain to a target task can be a useful way to enrich the learning of the target dataset [7]. It is particularly meaningful in real-world audio analysis where the target audio accessibility can be limited due to challenges such as scalability [17] and privacy constraints [18]. For acoustic classification, transfer learning has been successfully applied both across tasks [19, 20, 21, 22, 23] and across modalities [5, 24]. Specifically, the extrac-
tion and leveraging of pre-trained neural network embeddings is a common way of audio knowledge transfer [2, 19, 25]. Compared to conventional hand-crafted voice features such as i-vectors or the mel features [26, 27, 28, 29], voice embeddings are directly obtained from a neural network trained for speaker voice classification. The voice embedding represents the knowledge that the network has learned to identify the speaker patterns [30, 31, 32, 33]. Our study aims to leverage voice embeddings extracted from an existing speaker dataset to enrich the AED process. As far as we know, this is the first effort to incorporate knowledge from voice inputs for AED on the AudioSet corpus.

3. ARCHITECTURE

3.1. Overall pipeline

Fig. 1 shows the overall pipeline of our study. The pipeline consists of two steps - feature extraction and acoustic event detection. The first step extracts the log-mel features of an audio input utterance. In addition to leveraging the log-mel features as the AED inputs, we apply an extra pre-trained model to extract voice embedding representations from the audio. Applying voice embedding transfers pre-trained voice knowledge of the feature extractor to the target audio, and it applies to both vocal and non-vocal input. In the second step, the acoustic classifier is a neural network architecture with two input branches: an audio branch with log-mel inputs and a voice branch with the generated voice feature inputs. The outputs of both branches are concatenated along the feature dimension and fed to the final fully connected layer(s). We did not apply early fusion of the features, because feature fusion at an intermediate layer left us more flexibility to optimize the two input branches separately [34]. In our study, the voice feature extractor was trained with an existing speaker dataset. Once pre-trained, the parameters of the feature extractor were fixed, and only the audio and voice branches were trained for the target AED task.

3.2. Audio branch architecture

The audio branch was developed for the log-mel inputs. In our study, we started with a shallow CNN baseline and then the TALNet. The CNN architecture is as follows:

\[
\text{Input} \rightarrow \text{Conv1}[64] \rightarrow \text{Conv2}[128] \rightarrow \text{Conv3}[256] \rightarrow \text{Conv4}[256] \rightarrow \text{FC}[2048] \rightarrow \text{FC}[1024] \rightarrow \text{FC}[527]
\]

where ConvX[K] denotes a 2D convolutional layer with the ReLU activation and K channels. The kernel size, padding, and stride were (3 × 3), (1 × 1), and (1 × 1). Besides, a max-pooling of size (2 × 2), (2 × 2), and (1 × 2) was added for Conv1, Conv2 and Conv4, respectively. FC[K] denotes a fully connected layer of size K with the ReLU activation. We adopted the model architectures for both baselines, excluding their fully connected layer(s) as our audio branch. We then added back the fully connected layer(s) after feature fusion.

3.3. Voice branch architecture

Unlike the audio branch, we did not apply convolution on the feature dimension of the voice inputs since adjacent elements of an embedding may not have spatial correlation as the log-mel vectors do. Hence, our voice branch consists of 1D convolutional layers along the temporal dimension of the voice embeddings. The feature dimension of the embeddings is mapped to the channel dimension of the convolutional layers. Fig. 2 shows such a process. In such a design, reducing the number of network channels of each convolutional layer essentially reduces the size of the feature dimension. We added an extra uni-directional GRU layer following the convolutional layers to improve the learning performance.

4. VOICE REPRESENTATIONS

4.1. Pre-training of voice models

To develop the voice feature extractor, we constructed a speaker recognition task where a network was trained to classify given speaker voice classes. The task was built on the public VoxCeleb1 [33] speaker dataset. The dataset consists of audio utterances of over 1K celebrities from public YouTube videos of varying lengths. Specifically, we leveraged 1,211 speakers in the dataset for our model training and
validation. For each speaker, ten utterances were randomly selected for model validation, and the rest were used for training, resulting in an average of 109 utterances per speaker in our training set.

The audio utterances were sampled at 16kHz and truncated or padded to 10 seconds. We then extracted 64D log-mel features using a frame length of 64ms and a frame shift of 25ms. The resulting log-mel features of a minibatch of input to our voice models had a shape of $(\text{batch} \times 100 \times 25)$. The resulting log-mel features of a minibatch of input to our voice models had a shape of $(\text{batch} \times 100 \times 25)$. We then extracted 64D log-mel features of a minibatch of input to our voice models had a shape of $(\text{batch} \times 100 \times 25)$. We then extracted 64D log-mel features of a minibatch of input to our voice models had a shape of $(\text{batch} \times 100 \times 25)$.

For the voice branch, we applied two 1D convolutional layers (channel, kernel size, stride, padding); mpool: max pooling; fc: fully-connected layers.

| Arch1 | Arch2 |
|-------|-------|
| conv2D (96, 3×3, 1, 1) | conv2D (32, 3×3, 1, 1) |
| mpool (2×2) | mpool (2×2) |
| conv2D (256, 3×3, 1, 1) | conv2D (32, 3×3, 1, 1) |
| mpool (2×2) | conv2D (64, 3×3, 1, 1) |
| conv2D (384, 3×3, 1, 1) | mpool (2×2) |
| conv2D×2 (256, 3×3, 1, 1) | conv2D (64, 3×3, 1, 1) |
| mpool (1×2) | flatten $\rightarrow$ (batch×100×1024) |
| conv2D (1024, 1×8, 1, 0) | biGRU (512×2) |
| fc×2 (1024 / 1211) | fc (1211) |

Table 1. Architecture of our voice models. conv2D: 2D convolutional layers (channel, kernel size, stride, padding); mpool: max pooling; fc: fully-connected layers.

The final shape of features was $(\text{batch} \times 100 \times 1024)$ for a batch. In the following sections, we will refer to the embeddings from the two models as $emb_1$ and $emb_2$ for convenience.

5. EXPERIMENTS

5.1. Training setup

We leveraged AudioSet for our AED study. The dataset consists of over 2 million 10-second audio utterances of 527 annotated acoustic classes, including vocal and non-vocal sounds extracted from public YouTube videos. We used the same evaluation set containing 24,832 utterances.

We followed our speaker recognition steps to derive the same type of log-mel features as inputs to the AED part. We then tested the two baselines of the audio branch independently. In deployment, we removed Conv4 of the CNN baseline for our dual-branch tests to maintain a similar model size with and without voice inputs. Besides, we used a hidden size of 768 for the GRU layer of TALNet. For both baselines, we enabled the “ceil” mode of the max-pooling layers in PyTorch. The output of the audio branch was consistently in a shape of $(\text{batch} \times 100 \times 768)$, where the temporal size was $100 \times 0.1s$ resolution.

For the voice branch, we applied two 1D convolutional layers so that the parameter size of the voice branch could be less considerable ($<1M$) compared to the baseline models. The kernel size, padding, and stride were $3, 1,$ and $1$, respectively, with ReLU activation. Batch normalization was also added before the activation. In the convolutional layers, the number of channels was $256$ and $64$, respectively. For the GRU layer, the hidden size was $64$. Hence, the outputs of the voice branch were of shape $(\text{batch} \times 100 \times 64)$.

The final shape of features was $(\text{batch} \times 100 \times 832)$ after fusion. The last fully connected layer was of size $527$ with the sigmoid activation. The per-class binary predictions were aggregated for an utterance by linear softmax pooling on the frame-level probability outputs. We used the same learning rate and optimization setup for training as in the speaker recognition task, but the validation metric was switched to the mean average precision (mAP) score which AudioSet also used. Besides, we used the binary cross-entropy loss.

5.2. Experiments and result discussions

We first examined the maximum performance of the models with augmented voice inputs. Inspired by common augmentation strategies for acoustic features, we processed the voice embeddings with three strategies – time masking [38], mixup [39], and adding dropout [40] to the voice branch. Specifically, we randomly masked 40 voice embedding frames out of the total 100 for each input utterance. The mixup was applied by mixing up labels and the corresponding input features at a batch level. We applied this for both branches at the same time with an alpha value of 1. Besides, we dropped out the voice features with a probability of 0.5.
Table 2. Overall AED results with different input types and base architectures of the audio branch.

| Combination     | mAP  | mAUC  | d-prime |
|-----------------|------|-------|---------|
| CNN             | 0.134| 0.903 | 1.840   |
| CNN+emb1        | 0.292| 0.951 | 2.338   |
| CNN+emb2        | 0.256| 0.950 | 2.325   |
| TALNet          | 0.351| 0.966 | 2.584   |
| TALNet+emb1, with aug | 0.360| 0.962 | 2.506   |
| TALNet+emb2, with aug | 0.361| 0.962 | 2.517   |

Table 3. Results with and without augmentation on the voice features. Feature augmentation is a critical factor for better joint training of the two input branches.

| Strategy       | Epoch | Train / Val loss | mAP   |
|----------------|-------|------------------|-------|
| emb1+dp        | 21    | 7.1 / 11.4       | 0.334 |
| emb1+tmask     | 25    | 6.8 / 11.7       | 0.331 |
| emb1+mixup     | 62    | 10.6 / 10.8      | 0.350 |
| emb2+dp        | 20    | 7.3 / 11.4       | 0.334 |
| emb2+tmask     | 19    | 7.8 / 11.5       | 0.334 |
| emb2+mixup     | 68    | 11.6 / 10.7      | 0.356 |

Table 4. Results with a single type of augmenting strategies. dp: dropout; tmask: time-mask augmentation; mixup: mixup augmentation. Mixup augmentation is the most effective approach to improve the training.

| Combination     | Epoch | Train / Val loss | mAP   |
|-----------------|-------|------------------|-------|
| CNN+emb1, no aug | 11    | 9.7 / 13.3       | 0.229 |
| CNN+emb1, with aug | 39    | 12.7 / 12.2      | 0.264 |
| CNN+emb2, no aug | 13    | 8.9 / 12.8       | 0.256 |
| CNN+emb2, with aug | 45    | 12.6 / 11.7      | 0.292 |
| TALNet+emb1, no aug | 25    | 6.7 / 11.8       | 0.328 |
| TALNet+emb1, with aug | 56    | 11.4 / 10.6      | 0.360 |
| TALNet+emb2, no aug | 19    | 7.6 / 11.5       | 0.331 |
| TALNet+emb2, with aug | 71    | 11.4 / 10.6      | 0.361 |

6. CONCLUSIONS

This paper explored a novel approach for acoustic event detection by incorporating pre-trained voice embeddings into an AED pipeline. Towards this end, we developed a dual-branch neural network architecture for joint training of the inputs. We then reported the overall and class-wise performance with a CNN baseline and a strong TALNet baseline developed on AudioSet. Our results showed the benefits of adding extra voice inputs to the tested models (0.292 vs 0.134 mAP for the CNN baseline and 0.361 vs 0.351 mAP for TALNet baseline). Furthermore, we showed that adding augmentation and dropout on the voice inputs is critical to maximize the model performance with dual inputs.
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