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A graph $G$ is a pairwise compatibility graph (PCG) if there exists an edge-weighted tree and an interval $I$, such that each leaf of the tree is a vertex of the graph, and there is an edge $\{x, y\}$ in $G$ if and only if the weight of the path in the tree connecting $x$ and $y$ lies within the interval $I$. Originating in phylogenetics, PCGs are closely connected to important graph classes like leaf-powers and multi-threshold graphs, widely applied in bioinformatics, especially in understanding evolutionary processes.

In this paper we introduce two natural generalizations of the PCG class, namely $k$-OR-PCGs and $k$-AND-PCGs, which are the classes of graphs that can be expressed as union and intersection, respectively, of $k$ PCGs. These classes can be also described using the concepts of the covering number and the intersection dimension of a graph in relation to the PCG class. We investigate how the classes of OR-PCG and AND-PCG are related to PCGs, $k$-interval-PCGs and other graph classes known in the literature. In particular, we provide upper bounds on the minimum $k$ for which an arbitrary graph $G$ belongs to $k$-interval-PCG, $k$-OR-PCG or $k$-AND-PCG classes. For particular graph classes we improve these general bounds.

Moreover, we show that, for every integer $k$, there exists a bipartite graph that is not in the $k$-interval-PCG class, proving that there is no finite $k$ for which the $k$-interval-PCG class contains all the graphs. This answers an open question of Ahmed and Rahman from 2017.

Finally, using a Ramsey theory argument, we show that for any $k$, there exists graphs that are not in $k$-AND-PCG, and graphs that are not in $k$-OR-PCG.

Keywords: pairwise compatibility graphs, multi-interval-PCG, covering number, intersection dimension.
1 Introduction

Gene orthology is one of the most accurate ways to describe differences and similarities in the composition of genomes from different species. Depending on the mode of descent from their common ancestor, genes can be orthologues (i.e., genes that are derived by speciation) or paralogues (i.e., genes that evolved through duplication) [Fitch (2000)]. The delineation of orthologous relationships between genes is indispensable for the reconstruction of the evolution of species and their genomes [Glover et al. (2019)]. Indeed, the connection between phylogenetic tree and gene orthology plays an important role in many areas of biology [Glover et al. (2019)] and, at the same time, introduces numerous challenging problems in combinatorics and graph theory. Indeed, from a graph theoretical point of view, the orthology relation on the set of genes can be represented through a graph whose edges are defined by constraints in the phylogenetic tree representing the evolution of the corresponding species. This has lead to numerous problems on the so-called tree-definable graph classes, i.e., graphs that can be defined in terms of a tree. These problems have been widely studied and can be mainly divided into two groups depending whether the tree is (i) vertex-labeled (leading for example to the class of cographs [Corneil et al. (1981); Hellmuth et al. (2012); Jung (1978); Lafond and El-Mabrouk (2014)]) or (ii) edge-labeled (leading for example to the class of leaf power graphs [Eppstein and Havvaei (2020); Fellows et al. (2008); Nishimura et al. (2002)]). In this paper we focus on the second group and more specifically on the class of pairwise compatibility graphs (PCGs) [Calamoneri and Sinaimeri (2016); Kearney et al. (2003); Rahman and Ahmed (2020)] which is a generalization of the class of leaf power graphs. A graph is a PCG if there exists an edge-weighted tree such that each leaf of the tree is a vertex of the graph, and an edge \{x, y\} is present in the graph if and only if the weight of the path connecting leaves x and y in the tree lies within a given interval. This has been extended to k-interval PCGs, where k given intervals are allowed [Ahmed and Rahman (2017)]. PCGs were first introduced in the context of sampling subtrees in a phylogenetic tree [Kearney et al. (2003)], however they can be also used to model evolution in presence of specific biological events [Hellmuth et al. (2017, 2020, 2021); Long and Stadler (2020)]. Indeed, the edge weights can represent the number of biological events that have taken place in the evolution of x and y from their least common ancestor. During the last decade, PCGs and their extensions have seen a significant amount of research mainly on determining their relation to other graph classes, see e.g. [Calamoneri and Sinaimeri (2016); Rahman and Ahmed (2020)]. For example, PCGs whose underlying tree is a star are equivalent to double-threshold graphs [Kobayashi et al. (2022)]. More generally, k-interval PCGs contain multithreshold graphs, a new graph class that received considerable attention recently [Jamison and Sprague (2020); Puleo (2020)]. Indeed, k-threshold graphs are \([k/2]\)-interval PCGs whose underlying tree is a star. There are several open questions regarding the structure of multithreshold graphs, and PCGs can offer insights on these questions. Let us also mention that PCGs whose allowed interval is \{1, 2, \ldots, k\} are known as k-leaf powers. A longstanding open problem asked whether k-leaf powers could be recognized in polynomial time, which was answered positively very recently [Lafond (2022)]. It is possible that the techniques developed there could be applicable to the problem of recognizing PCGs, but a deeper understanding of PCGs and their extensions is required before this can be answered.

As not all graphs are PCGs [Baiocchi et al. (2019); Durocher et al. (2015)], and hence, do not have a tree representation, in this paper we consider the problem of determining the minimum number of trees needed to represent the topology of an arbitrary non-PCG graph. To this purpose we introduce two classes, namely OR-PCGs and AND-PCGs: a graph is said to be a k-OR-PCG (k-AND-PCG) if it is the union (respectively, intersection) of k PCGs.
These generalizations have applications in computational biology when predicted evolutionary relationships originate from multiple sources of information. The idea of considering the OR and AND of a graph class was applied in Hellmuth and Wieseke (2018) to study the complexity of recognizing $k$-OR cographs, with the aim to explain orthology graphs that originate from more than one tree. As for applications in graph theory, notice that OR-PCGs and AND-PCGs are related to the covering number and to the intersection dimension, respectively, with respect to the PCG class. Recall that the covering number of $G$ with respect to a class $\mathcal{A}$ of graphs is the minimum $k$ such that $G$ is the union of $k$ graphs on vertex set $V(G)$, each of which belongs to $\mathcal{A}$; instead, the intersection dimension of a graph $G$ with respect to a class $\mathcal{A}$ of graphs is the minimum $k$ such that $G$ is the intersection of $k$ graphs on vertex set $V(G)$, each of which belongs to $\mathcal{A}$.

Both our generalizations are strongly related to the multi-interval-PCG class, which is another generalization of the PCG class introduced in Ahmed and Rahman (2017). In multi-interval-PCGs, we are allowed to use more than one interval to define a graph: an edge $\{x, y\}$ is present in a graph in $k$-interval-PCG if and only if the weight of the path connecting $x$ and $y$ in the tree lies within at least one of the $k$ a priori defined disjoint intervals. It is not hard to see that OR-PCG class is a generalization of multi-interval-PCG.

**Results and organization of the paper.** In this paper we investigate the classes of PCG, multi-interval-PCG, OR-PCG and AND-PCG: we study how these classes are related to each other and to other graph classes known in the literature.

More precisely, in Section 2 we give the formal definitions of PCGs and some of its subclasses and multi-interval-PCGs; we recall some of the properties of these classes which will be used in the rest of the paper. In Section 3 we provide the formal definition of the two new classes of OR-PCGs and AND-PCGs.

In Section 4 we focus on multi-interval-PCGs: it is known that every graph $G(V, E)$ is an $|E|$-interval-PCG Ahmed and Rahman (2017), it was an open problem to determine whether there exists a constant $k$ for which the $k$-interval-PCG class contained every graph; here we answer this question by showing that, for every integer $k$, there exists a bipartite graph that is not in $k$-interval-PCG. Furthermore, we improve the result of Ahmed and Rahman (2017) concerning the minimum $k$ for which an arbitrary graph is in $k$-interval-PCG.

In Sections 5 and 6 we investigate the classes OR-PCG and AND-PCG, respectively. We provide upper bounds on the minimum $k$ for which arbitrary graphs are in $k$-OR-PCG or in $k$-AND-PCG and we improve these bounds for particular graph classes. We then use combinatorial arguments to provide a concrete construction of a small graph that is not in 2-AND-PCG. Using more abstract Ramsey-type arguments, we then show that for any $k$, there exist graphs that are not in $k$-OR-PCG and graphs not in $k$-AND-PCG. In fact, this result can be extended to show that the larger classes of $t$-AND $k$-interval-PCG and $t$-OR $k$-interval-PCG, which are respectively the intersection and union of $t$ graphs that are in $k$-interval-PCG, do not contain all graphs for all fixed $t$ and $k$.

In Section 7 we conclude proposing several open questions. We believe that the two generalizations of PCGs introduced in this work not only help in better understanding the PCG class itself, but also pave the way to new and challenging combinatorial problems.
2 Preliminaries

Unless otherwise stated, in this paper we will only consider simple graphs, i.e., graphs that contain no loops or multiple edges. Moreover, all the trees are assumed to be unrooted and with edges weighted by nonnegative real numbers. Given a tree \( T \), we denote by \( \text{Leaves}(T) \) its leaf set. Given any two leaves \( u \) and \( v \) in \( \text{Leaves}(T) \), we denote by \( P_T(u,v) \) the unique path between \( u \) and \( v \) in \( T \) and by \( d_T(u,v) \) the sum of the weights of the edges on the path. We call \( \mu(T) \) the maximum \( d_T(u,v) \) over all pairs \( u,v \).

For any set of leaves \( L \subseteq \text{Leaves}(T) \), we denote by \( T_L \) the minimal subtree of \( T \) which contains those leaves.

A known result for trees exploited in this paper is the following.

**Lemma 1** (Yanhaona et al. (2010)). Let \( T \) be a tree, and \( u, v \) and \( w \) be three leaves of \( T \) such that \( P_T(u,v) \) is the longest path in \( T_{\{u,v,w\}} \). Let \( x \) be a leaf of \( T \) other than \( u, v \) and \( w \). Then, \( d_T(x,w) \leq \max\{d_T(x,u),d_T(x,v)\} \).

Let \( G = (V,E) \) be a simple, undirected, and not necessarily connected graph with vertex set \( V \) and edge set \( E \). If we are considering more than a graph, we exploit the notation \( V(G) \) and \( E(G) \) to mean the vertex and edge sets of \( G \), without introducing ambiguity. The complement graph of \( G \), denoted as \( \overline{G} \), is the graph with vertex set \( V \) and edge set \( \overline{E} \) consisting of all the non-edges of \( G \). Given a graph class \( \mathcal{C} \), its complement \( \overline{\mathcal{C}} \) consists of all graphs that are the complement of a graph in \( \mathcal{C} \).

Given two graphs \( G_1 = (V,E_1) \) and \( G_2 = (V,E_2) \) on the same set of vertices, the graph \( G = (V,E_1 \cap E_2) \) is the intersection graph of \( G_1 \) and \( G_2 \), whereas the graph \( G = (V,E_1 \cup E_2) \) is their union graph. In this latter case, we also say that \( G_1 \) and \( G_2 \) cover the edges of \( G \).

In the following, we recall some definitions and results that will be useful in the rest of the paper.

**Definition 1** (Kearney et al. (2003)). Given a tree \( T \) and an interval \( I \) of nonnegative real numbers, the pairwise compatibility graph (PCG) associated to \( T \) and \( I \), denoted as \( PCG(T,I) \), is a graph \( G = (V,E) \) whose vertex set \( V \) coincides with \( \text{Leaves}(T) \) and \( e = \{u,v\} \), with \( u \neq v \), belongs to \( E \) if and only if \( d_T(u,v) \in I \).

A graph \( G \) is a PCG if there exists the pair \((T,I)\) such that \( G = PCG(T,I) \).

Several closure properties of the PCG class under some graph operations have been studied and we use the following result:

**Property 1** (Calamoneri et al. (2013)). Let \( G \) be a PCG, then:

1. any graph obtained from \( G \) by adding a new vertex with degree 1 is a PCG (Theorem 10);

2. the graph obtained from \( G \) by adding a new vertex having the same neighborhood of any given vertex \( x \) is a PCG (Theorem 11).

Furthermore, the next property allows us to work only with natural numbers.

**Property 2** (Calamoneri et al. (2013)). If a graph \( G \) is a PCG then there exist a tree \( T \) whose edges are weighted by natural numbers and \( a, b \in \mathbb{N} \), with \( a \leq b \) such that \( G = PCG(T,[a,b]) \).

The PCG class generalizes the well known class of leaf powers graphs.

**Definition 2** (Nishimura et al. (2002)). Let \( T \) be a tree and \( d_{\text{max}} \) a non negative real number, the leaf power graph (LPG) associated to \( T \) and \( d_{\text{max}} \), denoted as \( \text{LPG}(T,d_{\text{max}}) \), is a graph \( G = (V,E) \) whose vertex set coincides with \( \text{Leaves}(T) \) and \( e = \{u,v\} \) belongs to \( E \) if and only if \( d_T(u,v) \leq d_{\text{max}} \).

A graph \( G \) is an LPG if there exists a pair \((T,d_{\text{max}})\) such that \( G = \text{LPG}(T,d_{\text{max}}) \).
The complement of the LPG class, namely the min-leaf power graphs, have also been defined and studied.

**Definition 3** (Calamoneri et al. (2012b)). Let $T$ be a tree and $d_{\text{min}}$ a non negative real number, the min-leaf power graph (min-LPG) associated to $T$ and $d_{\text{min}}$, denoted as $mLPG(T, d_{\text{min}})$, is a graph $G = (V, E)$ whose vertex set coincides with $\text{Leaves}(T)$ and $e = \{u, v\}$ belongs to $E$ if and only if $d_T(u, v) \geq d_{\text{min}}$. A graph $G$ is an mLPG if there exists the pair $(T, d_{\text{min}})$ such that $G = mLPG(T, d_{\text{min}})$.

Note that we can rephrase the definitions of LPGs and mLPGs as special cases of PCGs whose associated intervals are $[0, d_{\text{max}}]$ and $[d_{\text{min}}, \mu(T)]$, respectively. In the following we will always use this formulation.

Initially it was believed that every graph was a PCG (Kearney et al. (2003), while it is now well known that not all graphs are PCGs (see e.g. Baiocchi et al. (2019); Durocher et al. (2015); Yanhaona et al. (2010)). Hence, the following super-class of PCGs, namely multi-interval-PCGs, has been introduced:

**Definition 4** (Ahmed and Rahman (2017)). Given a tree $T$ and $k \geq 1$ disjoint intervals $I_1, \ldots, I_k$ of nonnegative reals, the $k$-interval-PCG associated to $T$ and $I_1, \ldots, I_k$, denoted as $k$-PCG$(T, I_1, \ldots, I_k)$, is a graph $G = (V, E)$ whose vertex set $V$ coincides with $\text{Leaves}(T)$ and $e = \{u, v\}$ belongs to $E$ if and only if $d_T(u, v) \in I_i$ for some $i$, $1 \leq i \leq k$.

A graph $G$ is a $k$-interval-PCG if there exists a tuple $(T, I_1, \ldots, I_k)$ such that $G = k$-PCG$(T, I_1, \ldots, I_k)$.

![Figure 1](image-url) **Figure 1**: (a) A graph $G$ which is not a PCG (Durocher et al. 2013). (b) A tree $T$ such that $G = 2$-interval-PCG$(T, I_1, I_2)$ where $I_1 = [1, 3]$ and $I_2 = [5, 6]$.

When $k = 1$, the $1$-interval-PCG class coincides with the PCG class. Instead, already when $k = 2$ the PCG class is a strict subset of the $2$-interval-PCG class; see for example, the graph in Figure [1].

Other examples of graphs that are $2$-interval-PCGs but not PCGs are wheels (i.e., one universal vertex connected to all the vertices of a cycle) with at least 9 vertices and a restricted subclass of series-parallel graphs (Ahmed and Rahman 2017).
3 Two new generalizations of PCGs

In the generalization of the PCG class to multi-interval-PCG, given in Definition 4, the tree remains the same but more than one interval is allowed. It is natural then to consider the further generalization where different trees are also allowed.

**Definition 5** (k-OR-PCG). Let $T_1, \ldots, T_k$ be $k \geq 1$ trees and $\text{Leaves}(T_1) = \ldots = \text{Leaves}(T_k) = L$; let $I_1, \ldots, I_k$ be $k$ (not necessarily disjoint) intervals of nonnegative real numbers; the k-OR-PCG associated to $T_1, \ldots, T_k$ and $I_1, \ldots, I_k$, denoted as $k$-OR-PCG$(T_1, \ldots, T_k, I_1, \ldots, I_k)$, is a graph $G = (V, E)$ whose vertex set $V$ coincides with $L$ and $e = \{u, v\}$ belongs to $E$ if and only if there exists an $i$, $1 \leq i \leq k$, such that $d_{T_i}(u, v) \in I_i$. A graph $G$ is a k-OR-PCG if there exists a tuple $(T_1, \ldots, T_k, I_1, \ldots, I_k)$ such that $G = k$-OR-PCG$(T_1, \ldots, T_k, I_1, \ldots, I_k)$.

Equivalently, graph $G = (V, E)$ is a k-OR-PCG$(T_1, \ldots, T_k, I_1, \ldots, I_k)$ if and only if there exist $k$ graphs $G_1, \ldots, G_k$ on the same vertex set $V$ such that for all $i$, $1 \leq i \leq k$, it holds that $G_i = \text{PCG}(T_i, I_i)$ and $E(G) = \bigcup_{i=1}^{k} E(G_i)$.

![Figure 2](image.png)

**Figure 2:** (a) A graph $G$ which is not a PCG [Baiocchi et al., 2019]. The two graphs on the same set of vertices $G_1$ (induced by the double-lined edges) and $G_2$ (induced by the continuous-lined edges) are in PCG, and we provide: (b) a tree $T_1$ and an interval $I_1 = [6, 10]$ such that $G_1 = \text{PCG}(T_1, I_1)$; (c) a tree $T_2$ and an interval $I_2 = [5, 6]$ such that $G_2 = \text{PCG}(T_2, I_2)$. It clearly holds that $G = 2$-OR-PCG$(T_1, T_2, I_1, I_2)$.

In Figure 2, an example of a graph which is a 2-OR-PCG. Note that in this example, $G$ is the disjoint union of two PCGs but, in general, the PCGs that form the graph are allowed to have edges in common.

Since $G$ is a k-OR-PCG if and only if it can be expressed as the union graph of $k$ PCG subgraphs, we refer to this by $k$-OR-PCG$(G_1, \ldots, G_k)$ when we want to consider the subgraphs instead of the trees and intervals. It is not hard to see that OR-PCG class is a generalization of multi-interval-PCG. Indeed, any $G$ in $k$-interval-PCG also belongs to $k$-OR-PCG, by considering the trees to be identical. On the other hand, a k-OR-PCG $G$ is not necessarily a $k$-interval-PCG, since $G$ could be obtained from the union of PCGs that use different trees. For example in Figure 2, the two trees that certify that $G$ is a 2-OR-PCG cannot be used to assess that $G$ is a 2-interval-PCG.
On Generalizations of PCGs

Requiring that \( e = \{u, v\} \) belongs to \( G \) if and only if \( d_{T_i}(u, v) \in I_i \) for all \( i \) leads to a different generalization of the PCG class.

**Definition 6** (\( k \)-AND-PCG). Let \( T_1, \ldots, T_k \) be \( k \geq 1 \) trees and \( \text{Leaves}(T_1) = \ldots = \text{Leaves}(T_k) = L \); let \( I_1, \ldots, I_k \) be \( k \) (not necessarily disjoint) intervals of nonnegative real numbers; the \( k \)-AND-PCG associated to \( T_1, \ldots, T_k \) and \( I_1, \ldots, I_k \), denoted as \( k \)-AND-PCG\((T_1, \ldots, T_k, I_1, \ldots, I_k) \), is a graph \( G = (V, E) \) whose vertex set \( V \) and edge set \( E \) belong to \( E \) if and only if for all \( i \), \( 1 \leq i \leq k \), \( d_{T_i}(u, v) \in I_i \). A graph \( G \) is a \( k \)-AND-PCG if there exists a tuple \((T_1, \ldots, T_k, I_1, \ldots, I_k)\) such that \( G = k \)-AND-PCG\((T_1, \ldots, T_k, I_1, \ldots, I_k)\).

Equivalently, a graph \( G = (V, E) \) is a \( k \)-AND-PCG\((T_1, \ldots, T_k, I_1, \ldots, I_k)\) if and only if there exist \( k \) graphs \( G_1, \ldots, G_k \) on the same vertex set \( V \) such that for all \( i \), \( 1 \leq i \leq k \), \( G_i = \text{PCG}(T_i, I_i) \) and \( E(G) = \cap_{i=1}^{k} E(G_i) \).

**Figure 3**: (a) A graph \( G \) (considering only the black and continuous-lined edges) which is not a PCG \[\text{Baiocchi et al. 2019}\], and three sets of edges: the set \( E_1 \) of blue and dotted edges, the set \( E_2 \) of red and double-lined edges, and the set \( E_3 \) of green and long-dashed edges. The three graphs \( G_1 = K_8 \setminus E_1 \), \( G_2 = K_8 \setminus E_2 \), and \( G_3 = K_8 \setminus E_3 \) are in PCG and we provide: (b) a tree \( T_1 \) such that \( G_1 = \text{PCG}(T_1, I_1) \); (c) a tree \( T_2 \) such that \( G_2 = \text{PCG}(T_2, I_2) \); (d) a tree \( T_3 \) such that \( G_3 = \text{PCG}(T_3, I_3) \), where \( I_1 = I_2 = [2, 103] \), and \( I_3 = [3, 5] \). It clearly holds that \( G = 3 \)-AND-PCG\((T_1, T_2, I_1, I_2, I_3)\).

In **Figure 3**, an example of a graph which is a \( 3 \)-AND-PCG.

Since \( G \) is a \( k \)-AND-PCG if and only if it can be expressed as the intersection graph of \( k \) PCGs, we refer to this by \( k \)-AND-PCG\((G_1, \ldots, G_k)\) when we want to consider the PCGs instead of the trees and intervals.

Clearly, when \( k = 1 \), the 1-OR-PCG and 1-AND-PCG classes coincide with the PCG class. It is worth to observe that \( k \)-interval-PCGs generalize PCGs using one tree and \( k \) intervals while \( k \)-OR-PCGs and \( k \)-AND-PCGs generalize them using \( k \) trees and \( k \) intervals. It is hence natural to consider the intermediate case where PCGs are generalized using \( k \) trees and one interval. The following result shows that this constraint does not create classes different from \( k \)-OR-PCGs and \( k \)-AND-PCGs.
Theorem 1. For any graph $G$, it is a $k$-OR-PCG($T_1, \ldots, T_k, I_1, \ldots, I_k$) ($k$-AND-PCG($T_1, \ldots, T_k, I_1, \ldots, I_k$)) if and only if there exist $k$ trees $T_1', \ldots, T_k'$ and one interval $I$ of nonnegative real numbers such that $G = k$-OR-PCG($T_1', \ldots, T_k', I, \ldots, I$) ($G = k$-AND-PCG($T_1', \ldots, T_k', I, \ldots, I$)).

Proof: $\Leftarrow$: Trivial, it is sufficient to choose $I_1 = \ldots = I_k = I$.

$\Rightarrow$: Using Property 2 on $G = k$-OR-PCG($T_1, \ldots, T_k, I_1, \ldots, I_k$), we can assume that $T_1, \ldots, T_k$ are all weighted by natural numbers. Moreover, letting $I_i = [a_i, b_i], 1 \leq i \leq k$, we can assume that $b_i > a_i$. Indeed, if for some $i, 1 \leq i \leq k$, interval $I_i$ consists of only 1 point (i.e., $a_i = b_i$), then we can create a new tree $T_i'$ by adding 1 to all the edges of $T_i$ incident to a leaf. In this way all the distances between two leaves $u_i, v_i$ in $T_i'$ are incremented by exactly 2 in $T_i$ and, calling $I^*_i = [a_i + 1.5, a_i + 2]$, $G_i = PCG(T_i, I_i) = PCG(T_i', I^*_i)$. To this purpose we consider the following cases: (i) $d_{T_i}(u_i, v_i) \in I_i = [a_i]$ then $d_{T_i'}(u_i, v_i) = a_i + 2 \in I^*_i$; (ii) $d_{T_i}(u_i, v_i) > a_i$ then $d_{T_i'}(u_i, v_i) > a_i + 2 \notin I^*_i$; (iii) $d_{T_i}(u_i, v_i) < a_i - 1$ and thus $d_{T_i'}(u_i, v_i) < a_i - 1 + 2 < a_i + 1.5 \notin I^*_i$. We can hence substitute pair $(T_i, I_i)$ with $(T_i', I^*_i)$ in the definition of $G$ as $k$-OR-PCG.

Let $d_i = b_i - a_i > 0$ and denote $D = \prod_{i=1}^k d_i$. For every $i, 1 \leq i \leq k$, we define $T_i'$ as obtained from $T_i$ by multiplying the weight of each edge by $\frac{D}{a_i}$. (Note that all intervals $I_1', \ldots, I_k'$ have the same length $D$ and thus for all $i, b'_i = a'_i + D$.) It is easy to see that $G = k$-OR-PCG($T_1', \ldots, T_k', I_1', \ldots, I_k'$).

We now perform a further modification of the trees in order to obtain coinciding intervals. To this aim, let $A = \max_{1 \leq i \leq k} \{a'_i\}$ and, for any $i, 1 \leq i \leq k$, construct tree $T_i''$ from tree $T_i'$ by increasing the weight of each edge incident to a leaf by $A - a'_i$. So, for any two leaves $u, v$ we have $d_{T_i''}(u, v) = d_{T_i'}(u, v) + A - a'_i$ and thus $PCG(T_i', I_i') = PCG(T_i'', I)$ where $I = [A, A + D]$. It follows then $G = k$-OR-PCG($T_1'', \ldots, T_k'', I_1, \ldots, I_k$).

Using the same arguments, we can prove that the claim holds also for the $k$-AND-PCG class.

4 On multi-interval-PCGs

In Ahmed and Rahman [2017] it is proved that every graph with $m$ edges is an $m$-interval-PCG, thereby deducing that every graph is a $k$-interval-PCG for some $k$. It was then left as an open question to determine the minimum $k$ for which the $k$-interval-PCG class contains every graph. It is not known even if this hypothetical $k$ could be 2 as there is no graph known to be outside 2-interval-PCGs. Here, not only we prove the first example of such a graph but we also show that, for any $k \geq 2$ there exists a bipartite graph that requires at least $k$ intervals (and hence is not a $(k - 1)$-interval-PCG). This means that there is no constant $k$ for which the $k$-interval-PCG class contains all the graphs.

For each $k \geq 2$ we define bipartite graph $G_k = (V_k, E_k)$ with $V_k = \{x, y\} \cup \{u_i, v_i|1 \leq i \leq 2k - 2\}$ and $E_k = \{(x, y) \cup \{(x, u_{2j-1}), (x, v_{2j-1})|1 \leq j \leq k - 1\}$, $G_k$ has $4k - 2$ vertices, $2k - 1$ edges and $2k - 1$ connected components. In Figure 4 $G_3$ is depicted.

For the sake of simplicity, in what follows in this section we will write $[u_i, v_i]$ to mean the set of vertices $\{u_i, u_i + 1 \ldots u_{2k-2}, y, v_{2k-2}, v_{2k-3} \ldots v_i\}$.

Lemma 2. Let $G$ be a graph that contains $G_k, k \geq 2$, as an induced subgraph. Let $t$ be the minimum integer for which $G = t$-PCG($T, I_1, \ldots, I_t$). If for each $i, 1 \leq i \leq 2k - 2$, path $P_T(u_i, v_i)$ is the longest path in $T_{[u_i, v_i]}$, then $t \geq k$. 


On Generalizations of PCGs

**Theorem 2.** Graph $H_k = (A_k, B_k, E_k)$ is not a $(k-1)$-interval-PCG.

**Proof:** Let $t$ be the minimum integer for which $H_k$ is a $t$-interval-PCG and let $T$ be the corresponding tree. Consider the tree $T$ and its subtree $T_{A_k}$, induced by the vertices in $A_k$. It is not difficult to see that it is possible to order the vertices in $A_k$ in the form $u_1, u_2 \ldots u_{2k-2}, y, v_{2k-2}, v_{2k-3} \ldots v_2, v_1$ such that for each $i, 1 \leq i \leq 2k - 2$, the path $P_T(u_i, v_i)$ is the longest path in $T_{u_i, v_i}$. Indeed, we can start by

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4.png}
\caption{Graph $G_3$.}
\end{figure}

**Proof:** Let $G = t$-PCG$(T, I_1, \ldots, I_t)$. For any $i$, $1 \leq i \leq 2k - 3$, consider the subtrees $T_{u_i, u_{i+1}, v_i}$ and $T_{u_i, v_{i+1}, v_i}$. From the hypotheses we have that $P_T(u_i, v_i)$ is the longest path in both the subtrees and hence, using Lemma 1 we have:

\[ d_T(x, u_{i+1}) \leq \max\{d_T(x, u_i), d_T(x, v_i)\} \text{ and } d_T(x, v_{i+1}) \leq \max\{d_T(x, u_i), d_T(x, v_i)\}, \]

from which:

\[ \max\{d_T(x, u_i), d_T(x, v_i)\} \geq \max\{d_T(x, u_{i+1}), d_T(x, v_{i+1})\} \text{ for all } i. \quad (1) \]

Moreover, consider the subtree $T_{u_{2k-2}, v_{2k-2}}$ and the leaves $u_{2k-2}, v_{2k-2}$ and $y$. We apply Lemma 1 obtaining

\[ \max\{d_T(x, u_{2k-2}), d_T(x, v_{2k-2})\} \geq d_T(x, y). \quad (2) \]

Combining (1) and (2) we obtain the following chain of inequalities:

\[ \max\{d_T(x, u_1), d_T(x, v_1)\} \geq \max\{d_T(x, u_2), d_T(x, v_2)\} \geq \ldots \geq \max\{d_T(x, u_{2k-2}), d_T(x, v_{2k-2})\} \geq d_T(x, y). \quad (3) \]

By the definition of $G_k$, edges $\{x, u_i\}$ and $\{x, v_i\}$ belong to $E_k$ if and only if $i$ is odd. Hence, in (3), denoting $\max\{d_T(x, u_i), d_T(x, v_i)\}$ by $d_i$, value $d_i$ belongs to some interval $I \in \{I_1, \ldots, I_t\}$ for odd $i$, while it does not belong to any interval for even $i$, as they correspond to pairs not connected by an edge in $G_k$. So, if we consider any odd index $j$, inequalities $d_j \geq d_{j+1} \geq d_{j+2}$ imply that $d_j$ and $d_{j+2}$ cannot belong to the same interval. Generalizing to the complete chain of inequalities (3) (where the last $d_{j+2}$ coincides with $d_T(x, y)$), we need at least $k$ distinct intervals, hence $t \geq k$. □

We now define the bipartite graph $H_k = (A_k, B_k, E_k)$, $k \geq 2$, as follows:
- vertex sets $A_k$ and $B_k$ are such that $|A_k| = 4k - 3$ and $|B_k| = \binom{4k-3}{k-1}$;
- edge set $E_k$ is defined in such a way that each vertex in $B_k$ has exactly $2k - 1$ neighbors in $A_k$ and no two vertices in $B_k$ have the same neighborhood. Notice that this is possible due to the size of $B_k$.

**Theorem 2.** Graph $H_k = (A_k, B_k, E_k)$ is not a $(k-1)$-interval-PCG.
taking a path of maximum length in $T_{A_k}$ and this will identify the pair of vertices $u_1, v_1$. Subsequently, we can proceed with the same process to discover the pair related to $u_2$ and $v_2$, and continue this process as needed.

Notice that for any $x \in B_k$ the subgraph induced by $A_k \cup \{x\}$ is isomorphic to $G_k$. Moreover, for $x \neq x'$ in $B_k$ the corresponding induced subgraphs are different. Hence, we have $\binom{2k-3}{2k-1}$ subgraphs isomorphic to $G_k$. Hence there must exists a vertex $x$ in $B_k$ that is connected to exactly the subset of $2k - 2$ vertices in $A_k$ corresponding to $\{y, u_{2j-1}, v_{2j-1}\}$ with $1 \leq j \leq k - 1$. Thus by Lemma 2 it must be $t \geq k$.

From the previous theorem we have the following corollary.

**Corollary 1.** There exists no constant $k$ for which the $k$-interval-PCG class contains all graphs.

It is worth to mention that, for $k = 2$, $H_2$ corresponds to the bipartite graph on 15 vertices introduced in Yanhaona et al. (2010) as the first graph proved to be outside the PCG class. Moreover, the graph $H_3$, consisting of 135 vertices, is the first graph that is proved not to be a 2-interval-PCG.

It remains an interesting open problem finding the smallest graph that is not a 2-interval-PCG.

We conclude this section with an improvement of the result in Ahmed and Rahman (2017) stating that every $m$ edge graph is an $m$-interval-PCG.

**Lemma 3.** Let $G$ be a $k$-interval-PCG; then its complement $\overline{G}$ is a $(k+1)$-interval-PCG.

**Proof:** Let $G = k$-interval-PCG$(T, I_1, \ldots, I_k)$ and, by definition, the intervals $I_1, \ldots, I_k$ are all disjoint; hence, if $I_i = [a_i, b_i]$, $1 \leq i \leq k - 1$, then $a_i \leq b_i < a_{i+1}$. From Property 2 we can assume $a_i, b_i, 1 \leq i \leq k$ are all integer values and $a_1 > 0$. Consider the $k + 1$ intervals $I'_1 = [0, a_1 - 1], I'_2 = [b_1 + 1, a_2 - 1], \ldots, I'_k = [b_{k-1} + 1, a_k - 1], I'_{k+1} = [b_k + 1, \mu(T) + 1]$; it is easy to see that $\overline{G} = (k+1)$-interval-PCG$(T, I'_1, \ldots, I'_{k+1})$. □

**Theorem 3.** Let $G$ be a graph with $m$ edges and $n$ vertices and let $t = \min\{m, \lceil \frac{n^2}{4} - \frac{n}{2} + \frac{1}{2}\}\}$ then $G$ is a $t$-interval-PCG.

**Proof:** From Ahmed and Rahman (2017), $G$ is an $m$-interval-PCG and $\overline{G}$ is an $(\frac{n(n-1)}{2} - m)$-interval-PCG. From Lemma 3 we have that $G$ is also an $(\frac{n(n-1)}{2} - m + 1)$-interval-PCG. Hence, denoting $t = \min\{m, \frac{n(n-1)}{2} - m + 1\}$, $G$ is a $t$-interval-PCG. Since if $m \leq \frac{n(n-1)}{2} - m + 1$ then $m \leq \frac{n^2}{4} - \frac{n}{2} + \frac{1}{2}$, the result follows. □

Finally notice that, from Lemma 3 when $k = 1$, we have the following corollary.

**Corollary 2.** $PCG \cup \overline{PCG} \subseteq 2$-interval-PCG.

This implies that if a graph $G$ does not belong to the 2-interval-PCG class, then neither $G$ nor $\overline{G}$ is a PCG.

## 5 On OR-PCGs

Recall that multi-interval-PCGs are trivially OR-PCGs, and thus Theorem 3 holds for OR-PCGs, too. In this section, we improve this result.
On Generalizations of PCGs

We preliminarily recall a couple of definitions. A graph $G$ is edge covered by graphs from a certain class $\mathcal{C}$ if it is possible to select some graphs from $\mathcal{C}$ such that all the edges of $G$ belong to some of the selected graphs, while all the non-edges do not.

Given a graph $G$, its arboricity is the minimum number of spanning forests needed to cover all the edges of $G$.

Notice that by Definition 3, a graph is in $k$-OR-PCG if and only if its edges can be covered by $k$ PCGs. Thus, we can exploit the wide literature in graph edge covering (e.g., see the survey paper Knauer and Ueckerdt (2016)).

In particular, since forests are PCGs, the following lemma holds:

**Lemma 4.** A graph with arboricity $a$ is in $a$-OR-PCG.

First, notice that any graph with at most 7 vertices is a PCG Calamoneri et al. (2012a) and hence is a 1-OR-PCG, so we assume $n \geq 8$.

**Theorem 4.** Any graph $G$ with $n \geq 8$ vertices and maximum degree $\Delta$ is a min$\{\lceil \frac{3\Delta+2}{5} \rceil, \lceil \frac{n-7}{3} \rceil + 1\}$-OR-PCG.

**Proof:** It is known that if $G$ has maximum degree $\Delta$, then its edges can be covered by $\lceil \frac{3\Delta+2}{5} \rceil$ forests of paths Guldan (1986). Since forests of paths are trivially PCGs, in view of Definition 3, $G$ is a $\lceil \frac{3\Delta+2}{5} \rceil$-OR-PCG.

We now show that $G$ is also a $\lceil \frac{n-7}{3} \rceil + 1$-OR-PCG. We construct an edge cover with $\lceil \frac{n-7}{3} \rceil + 1$ PCGs for $G$ and the result follows again from Definition 3. Consider any $3\lceil \frac{n-7}{3} \rceil$ vertices of $G$ and partition them into $\lceil \frac{n-7}{3} \rceil$ triples $x_i, y_i, z_i$. For any $1 \leq i \leq \lceil \frac{n-7}{3} \rceil$, let $G_i = (V_i, E_i)$ be the subgraph induced by the edges of $G$ incident to $x_i, y_i$ or $z_i$. Let $G'$ be the subgraph of $G$ induced by the remaining (at most 7) vertices. $G'$ is a PCG as it has at most 7 vertices, so the proof is concluded by showing that the $\lceil \frac{n-7}{3} \rceil$ graphs $G_i$ are PCGs.

Observe that the structure of every $G_i$ is as shown in Figure 5 besides vertices $x_i, y_i, z_i$, it contains:

- three vertex sets $P^i_x, P^i_y$ and $P^i_z$ with all vertices adjacent only to $x_i$, only to $y_i$ or only to $z_i$, respectively; note that the vertices in each of these sets have degree 1;
- three vertex sets, $S^i_{x,y}, S^i_{x,z}$ and $S^i_{y,z}$ with all vertices adjacent to $x_i$ and $y_i$, $x_i$ and $z_i$, $y_i$ and $z_i$, respectively; note that the vertices in each of these sets have degree 2 and have the same neighborhood;
- vertex set $S^i_{xyz}$ with all vertices adjacent to $x_i$, $y_i$ and $z_i$; note that the vertices in this set have degree 3 and have the same neighborhood.

Each one of all these sets may be empty and edges $\{x_i, y_i\}, \{x_i, z_i\}$ and $\{y_i, z_i\}$ may be present or not.

Consider now the subgraph of $G_i$ induced by $x_i, y_i, z_i$, and one vertex (if any) from each set $S^i_{x,y}, S^i_{x,z}, S^i_{y,z}, S^i_{xyz}$; this graph has at most 7 vertices and hence is a PCG. In view of Property 1, we can add to this graph all vertices in $P^i_x, P^i_y, P^i_z$ and all their incident edges in $G_i$, and we still get a PCG; finally, in view of Property 2, we add all remaining vertices in $S^i_{x,y}, S^i_{x,z}, S^i_{y,z}, S^i_{xyz}$ and all incident edges in $G_i$, and we still get a PCG. Thus $G_i$ is a PCG.

For particular graph classes the result in Theorem 4 can be improved.
Theorem 5. The following statements hold:

1. Every connected graph with maximum degree at most 3 is a 2-OR-PCG;

2. Every regular graph with even degree $\Delta$ is a $\frac{\Delta}{2}$-OR-PCG;

3. Every bipartite regular graph with odd degree $\Delta$ is a $\left\lceil \frac{\Delta}{2} \right\rceil$-OR-PCG.

Proof: We prove separately the statements.

1. It is known that the edges of any connected graph with degree at most 3 can be partitioned into a spanning forest and a subgraph whose connected components are either $K_2$s or cycles [Akbari et al. (2015)]. The result follows from observing that a forest is a PCG and the same holds for the disjoint union of edges and cycles.

2. Petersen [Petersen (1891)] proved that the edges of every regular graph with even degree $\Delta$ can be covered with $\frac{\Delta}{2}$ sets of vertex disjoint cycles; the result follows as a cycle is a PCG [Yanhaona et al. (2010)].

3. We exploit the Hall’s marriage theorem proving that a bipartite regular graph always contains a perfect matching (that is a special forest and hence is a PCG); by removing it from the graph, we get a regular graph with even degree $\Delta - 1$ and the result in item 2 of this theorem can be used.

Next we focus on the class of planar graphs. In [Baiocchi et al. (2019), Durocher et al. (2015)] it is shown that not all planar graphs are PCGs while it is not known whether they are a subclass of 2-interval-PCG. We prove that planar graphs are in 3-OR-PCG. It is hence interesting to study which subclasses of planar graphs are in 2-OR-PCG and which superclasses of planar graphs are in 4-OR-PCG.

For the sake of completeness, before stating our results, we give a brief summary of the definitions of the considered classes and of the inclusion relations among them.

Planar graphs can be drawn on the plane in such a way that no edges cross each other. Equivalently, planar graphs do not contain $K_5$ or $K_{3,3}$ as minors [Wagner (1937)]. (Graph $H$ is a minor of graph $G$ if $H$ can be formed from $G$ by deleting edges and vertices and by contracting edges.)
Series-parallel graphs do not contain $K_4$ as a minor \cite{Eppstein1992}. Since $K_4$ is a minor of both $K_5$ and $K_{3,3}$, series-parallel graphs are planar graphs. It has been proved that a strict subclass of series-parallel graphs (i.e. SQQ series-parallel graphs) is in 2-interval-PCG \cite{AhmedRahman2017} while it remains an open problem whether the whole class of series-parallel graphs is in 2-interval-PCG. We prove that series-parallel graphs are in 2-OR-PCG.

Finally, 1-planar graphs are graphs that can be drawn in the plane such that any edge intersects with at most one other edge. They are a superclass of planar graphs. We prove that they are in 4-OR-PCG.

**Theorem 6.** The following statements hold:

1. Every planar graph is a 3-OR-PCG;
2. Every triangle-free planar graph is a 2-OR-PCG;
3. Every series-parallel graph is a 2-OR-PCG;
4. Every 1-planar graph is a 4-OR-PCG.

**Proof:** We prove the statements separately.

1. From Nash-Williams’ formula \cite{Nash-Williams1961} and Euler’s planarity theorem, we have that planar graphs have arboricity at most 3.

2. From Nash-Williams’ formula and Euler’s planarity theorem we have that planar triangle free graphs have arboricity at most 2.

3. The statement follows by the fact that the edges of any series-parallel graph can be covered by two forests \cite{Balogh2005}.

4. Given a 1-planar graph, there is a partition of its edges into two subsets $A$ and $B$ such that $A$ induces a planar graph and $B$ induces a forest \cite{Ackerman2014}. The statement follows from the fact that, in turn, the planar graph can be covered by at most 3 forests.

The application of Lemma \ref{lem:planar} concludes the proof.

We conclude this section with an observation on outerplanar graphs, i.e. planar graphs that can be drawn in the plane so that all vertices are on the same face \cite{ChartrandHarary1967}. It is not known whether these graphs are in PCG, but a strict subclass (i.e. triangle-free outerplanar 3-graphs) has been proved to be in PCG \cite{Salma2013}. An equivalent definition of outerplanar graphs characterizes them as graphs that do not contain either $K_4$ or $K_{2,3}$ as minors; hence, they are a subclass of series-parallel graphs. From our result on series-parallel graphs in Theorem \ref{thm:series-parallel} we have that outerplanar graphs are in 2-OR-PCG.

### 6 On AND-PCGs

The *intersection dimension* of a graph $G$ with respect to a class of graphs $C$ is the minimum $k$ such that $G$ is the intersection of some $k$ graphs belonging to $C$ \cite{KratochvilTuza1994}. From Definition \ref{def:intersection-dimension} the following lemma holds:
Lemma 5. A graph $G$ is a $k$-AND-PCG if and only if the intersection dimension of $G$ with respect to the PCG class is at most $k$.

Thus, we can exploit the literature on the intersection dimension of graphs. Among the different specializations of intersection dimension, the most well-known is the boxicity (i.e. the intersection dimension with respect to the class of interval graphs) Roberts (1969). An interval graph is an undirected graph formed from a set of intervals on the real line, with a vertex for each interval and an edge between vertices whose intervals intersect Brandstädt et al. (1999). Since interval graphs are known to be in PCG Brandstädt and Hundt (2008), in view of Lemma 5, it holds that

Corollary 3. A graph with boxicity $b$ is a $b$-AND-PCG.

The following lemma is based on Definition 6.

Lemma 6. A graph $G = (V, E)$ is a $k$-OR-PCG $\left(\mathcal{G}_1, \ldots, \mathcal{G}_k\right)$ with $\mathcal{G}_i \in m\text{LPG} \cup \text{LPG}$ for all $i$, $1 \leq i \leq k$ if and only if $G$ is a $k$-AND-PCG $\left(\mathcal{G}_1, \ldots, \mathcal{G}_k\right)$ with $\overline{G}_i \in m\text{LPG} \cup \text{LPG}$ for all $i$, $1 \leq i \leq k$.

Proof: A graph $G_i$ is in $m\text{LPG} \cup \text{LPG}$ if and only if $\overline{G}_i$ is in $m\text{LPG} \cup \text{LPG}$ as the union of the classes mLPG and LPG is closed with respect to the complement Calamoneri et al. (2012b). The following implications hold:

$$e \in E(G) \iff e \not\in E(G) \iff e \not\in \bigcup_i E(G_i) \iff e \in \bigcap_i E(\overline{G}_i).$$

Hence, $G = k$-OR-PCG $\left(\mathcal{G}_1, \ldots, \mathcal{G}_k\right)$ if and only if $G = k$-AND-PCG $\left(\overline{G}_1, \ldots, \overline{G}_k\right)$. $\square$

Theorem 7. Any graph $G = (V, E)$ with $n$ vertices, minimum degree $\delta$ and maximum degree $\Delta$ is a $\min\left\{\left\lfloor \frac{n}{2}\right\rfloor, \left\lceil \frac{3(n-\delta)-1}{5}\right\rceil, \Delta \log^{1+o(1)} \Delta\right\}$-AND-PCG.

Proof: The result $\left\lfloor \frac{n}{2}\right\rfloor$ follows from the same value of the boxicity of any $n$ vertex graph Roberts (1969) and from Corollary 3.

The value $\left\lceil \frac{3(n-\delta)-1}{5}\right\rceil$ follows directly by combining Lemma 6 with Theorem 4 and observing that forests of paths are LPGs and that the maximum degree of $\overline{G}$ is equal to $n-1-\delta$.

The value $\Delta \log^{1+o(1)} \Delta$ comes from Corollary 3 and from the result in Scott and Wood (2019) that graphs with maximum degree $\Delta$ have boxicity upper bounded by $\Delta \log^{1+o(1)} \Delta$.

In the particular case of planar graphs we can improve the result of Theorem 7:

Theorem 8. The following statements hold:

1. Every planar graph is a 3-AND-PCG;
2. Every outerplanar graph is a 2-AND-PCG.

Proof: The results can be directly derived by Corollary 3 and observing that every planar graph has boxicity at most 3 Thomassen (1986) and every outerplanar graph has boxicity at most 2 Scheinerman (1984).

Notice that if the hypothesis of Lemma 6 does not hold (i.e. $G_i \not\in m\text{LPG} \cup \text{LPG}$) we have the following weaker result:
Theorem 9. If a graph $G$ is a $k$-AND-PCG, its complement graph $\overline{G}$ is a $2k$-OR-PCG.

Proof: First note that, any graph $H = PCG(T, I)$ with $I = [a, b]$ can be expressed as a $2$-AND-PCG$(H^1, H^2)$ where $H^1 = PCG(T, I^1)$ with $I^1 = [0, b]$ and $H^2 = PCG(T, I^2)$ with $I^2 = [a, \mu(T)]$, hence $H^1, H^2$ are both in $mLPG \cup LPG$.

Exploiting this fact, from $G = k$-AND-PCG$(G_1, \ldots, G_k)$ we deduce that we also have $G = 2k$-AND-PCG$(G_1^1, G_2^1, \ldots, G_k^1, G_2^2)$ where $G_1^1, G_2^2$ are in $mLPG \cup LPG$. Finally, from Lemma 8 it follows that $G = 2k$-OR-PCG$(G_1^1, G_1^2, \ldots, G_k^1, G_k^2)$. \hfill \Box

Trivially, $PCG \subseteq 2$-OR-PCG; it is well known that there are graphs in 2-interval-PCG but not in PCG [Ahmed and Rahman 2017], so implying that $PCG \subset 2$-OR-PCG. Now we will show that $PCG \subset 2$-AND-PCG.

Theorem 10. $PCG \subset 2$-AND-PCG $\cap$ 2-interval-PCG.

Proof: Trivially $PCG \subset 2$-AND-PCG and $PCG \subset 2$-interval-PCG.

Consider the regular graph $G$ in Figure 1(a), that is not in PCG [Durocher et al. 2015] but is in 2-interval-PCG [Ahmed and Rahman 2017]. To conclude the proof, we show that $G$ is in 2-AND-PCG $\cap$ 2-interval-PCG. We show this fact in two different ways: in the first one the graphs involved in the intersection are interval graphs, while in the second one they are not.

Applying Theorem 7 with $n = 8$ and $\delta = 5$ we immediately obtain that $G$ is a 2-AND-PCG and, as its proof is conceived, the graphs involved in the intersection are interval graphs.

Alternatively, consider the graph $G_1$ depicted in Figure 6(a); $G_1$ is a PCG as it has 7 vertices. We add to $G_1$ a vertex $v_0$ with the same neighborhood as $v_4$, so obtaining graph $G_1'$ in Figure 6(b) that is also a PCG in view of Property 1.2. Let $G_1'' = PCG(T_1, I_1)$.

Analogously, consider the PCG $G_2$ in Figure 6(c). We add to $G_2$ a vertex $v_7$ with the same neighborhood as $v_3$, so obtaining PCG $G_2'$ in Figure 6(d). Let $G_2'' = PCG(T_2, I_2)$.

Consider now 2-AND-PCG$(T_1, T_2, I_1, I_2)$; this graph is exactly $G$ (differences between $G_1''$ and $G_2''$ are dotted in Figures 6(b) and 6(d)). Finally, notice that neither $G_1'$ nor $G_2'$ is an interval graph as interval graphs are chordal whereas both $G_1'$ and $G_2'$ contain a chordless cycle (see for example the cycles $v_1, v_2, v_7, v_8$ in $G_1'$ and $G_2'$).

Besides the graph in Figure 1(a), it is possible to find many other graphs that are not PCGs but are in 2-AND-PCG, as shown in the following.

We say that a graph $G$ is maximal non-PCG if $G$ is not PCG but the addition of any edge produces a PCG. Notice that these graphs exist: for any graph $G$ that is not a PCG, either $G$ is maximal non-PCG, and we are done, or there exists an edge we could add and such that the graph remains outside the PCG class; iterating this process and noticing that the complete graph is a PCG, we eventually reach a maximal non-PCG.

Theorem 11. Any maximal non-PCG is a 2-AND-PCG.

Proof: Preliminarily, observe that a maximal non-PCG $G$ has at least 2 non-edges. In fact, a complete graph without a single edge is a PCG because a graph whose complement is acyclic is a PCG [Hossain et al. 2017]. So, let $e_1, e_2 \notin E(G)$. As $G$ is a maximal non-PCG, the graphs $G_1 = (V(G), E(G) \cup \{e_1\})$ and $G_2 = (V(G), E(G) \cup \{e_2\})$ are two PCGs and their intersection is $G$. \hfill \Box
Notice that from Baiocchi et al. (2019) a graph is a minimal non-PCG if it is not PCG and removing any edge gives a PCG. It is worth noting that there are graphs that are both maximal and minimal non-PCGs and the graph $G$ in Figure 1(a) provides such an example. Indeed, in Azam et al. (2021) it is showed that there are exactly seven graphs with eight vertices that are not PCGs and their list is provided. It is not difficult to see that any graph $G'$ obtained by removing or adding an arbitrary edge from $G$, is not in this list, and thus $G'$ is a PCG. Hence, we deduce that $G$ is both minimal and maximal.

We now show an example of a graph that is not in 2-AND-PCG.

**Lemma 7.** Let $H$ be the graph consisting of three disjoint copies of $K_{4,4}$. If the edges of $H$ are colored with two colors then there exist two disjoint monochromatic chordless cycles of the same color. Moreover, these cycles belong to different copies of $K_{4,4}$.

**Proof:** Let the edges of $H$ be colored in some way with colors green and blue.

We show first that if the edges of $K_{4,4}$ are colored with two colors then necessarily we have a monochromatic chordless cycle. Indeed, the two monochromatic subgraphs induced by each one of the two colors cannot be both forests as each forest on 8 vertices has at most 7 edges and thus two forests would cover only 14 edges instead of 16. Thus, without loss of generality, we assume that the red color induces a subgraph that contains at least one cycle and let $C$ be the smallest one. As we are considering subgraphs of a bipartite graph, $C$ cannot have length 3, thus it has length at least 4. Moreover, $C$ is chordless as if there was a chord we could find a cycle of length strictly smaller, which contradicts the hypothesis that $C$ is a cycle of smallest length.
Finally, the proof of the claim follows as $H$ contains 3 disjoint copies of $K_{4,4}$ and each one of them contains a monochromatic chordless cycle and thus two of these cycles will necessarily have the same color. \hfill $\square$

**Theorem 12.** Graph $\overline{H}$ is not a 2-AND-PCG.

**Proof:** Suppose on the contrary that $\overline{H}$ is a 2-AND-PCG. From Definition 6, there exist 2 graphs $G_1, G_2$ on the same vertex set such that $G_1 \in PCG, G_2 \in PCG$ and $E(\overline{H}) = E(G_1) \cap E(G_2)$. We denote $E' = E(G_1) \setminus E(\overline{H})$ and $E'' = E(G_2) \setminus E(\overline{H})$ with $E'$ and $E''$ possibly empty. Set $E' \cap E''$ contains the edges we added to $\overline{H}$ in order to obtain a PCG $G_1, G_2$. Clearly we have $E' \cap E'' = \emptyset, E' \subseteq E(H)$ and $E'' \subseteq E(H)$.

We can view the edges of $H$ as colored by three colors: the edges in $E'$ colored by red, the edges in $E''$ colored by blue and the edges of $H$ that are neither in $E'$ nor in $E''$ colored by black.

We proceed to show that at least one between $G_1$ and $G_2$ is not a PCG, contradicting our initial hypothesis. To this purpose we use the result in Hossain et al. (2017) which states that any graph whose complement has two disjoint chordless cycles (i.e. two cycles that are vertex disjoint and for which there exists no edge connecting two vertices that belong to different cycles), is not a PCG. Notice that the complement of graph $G_1$ is exactly the subgraph of $H$ induced by the blue and black edges and the complement of graph $G_2$ is the one induced by red and black edges. Thus, it is sufficient to prove that either the red-black subgraph or the blue-black subgraph contains two disjoint chordless cycles. We consider the red-black induced subgraph (i.e., the complement of graph $G_2$) as colored by green. Thus we obtain a coloring of the edges of $H$ with two colors, green and blue, and we can use Lemma 7 having that at least one of the followings hold:

(a) the green subgraph contains two disjoint chordless cycles;

(b) the blue subgraph contains two disjoint chordless cycles.

If case (a) holds we are done as the green subgraph corresponds to $\overline{G_2}$, implying the contradiction that $G_2$ is not a PCG.

If case (b) holds, then by adding the black edges to the blue subgraph (in order to obtain $\overline{G_1}$) we have two disjoint chordless cycles. Indeed, a chordless blue cycle plus some black edges will always contain, a chordless cycle of at least 4 vertices as we are considering subgraphs of $H$ that is a bipartite graph. Moreover, the black edges cannot connect the two disjoint blue chordless cycles as, from Lemma 7, each one of them belongs to a different connected component of $H$. We then deduce that $G_1$ is not a PCG. In conclusion, $G$ is not a 2-AND-PCG. \hfill $\square$

**Not all graphs are OR-PCGs or AND-PCGs**

Given the above results, it is natural to ask whether there is a constant $t$ such that all graphs are $t$-OR or $t$-AND PCGs. We show that there is no such $t$ and that, in fact, we can strengthen this result by showing that not all graphs can be obtained from the OR (or AND) of $t$ $k$-interval PCGs. We say that a graph $G$ is a $t$-OR $k$-interval PCG if there exists a set of $k$-interval PCGs $G_1, \ldots, G_t$ such that $V(G) = V(G_1) = \ldots = V(G_t)$ and $E(G) = \cup_{i=1}^t E(G_i)$. Similarly, $G$ is a $t$-AND $k$-interval PCG if instead $E(G) = \cap_{i=1}^t E(G_i)$.

It is not hard to show that a graph $G$ is not a $t$-OR $k$-interval PCG if and only if, for every way of assigning each $e \in E(G)$ to a non-empty subset of colors in $\{1, \ldots, t\}$, there is some $c \in \{1, \ldots, t\}$ such that the edges that have color $c$ form a subgraph that is not a $k$-interval PCG (to see this, interpret
Theorem 13 (Dudek et al., 2013). For every $\epsilon$, $0 < \epsilon < 1$, there is a constant $c = c(\epsilon)$ such that for each $n$, there exists a bipartite graph $R$ with at most $2^{cn}$ vertices such that $R \rightarrow_{\epsilon \text{ ind}} G$ for every bipartite graph $G = (V_1 \cup V_2, E)$ with $|V_1|, |V_2| \leq n$.

The above means that, in particular, any dense enough subgraph of $R$ contains every bipartite graph, up to a certain size, as an induced subgraph (these also happen to be induced subgraphs of $R$, but we will not use this fact). The proof of Theorem 13 is constructive, and results in the bipartite graph $\overline{G}$ induced on the edges of $G$. Towards a contradiction, assume that $R$ is a $t$-AND $k$-interval PCG, and there exist graphs that are not $t$-AND $k$-interval PCGs.

Lemma 8. Let $G$ be a $t$-AND $k$-interval PCG. Then $\overline{G}$ is a $t$-OR $(k+1)$-interval PCG.

Proof: Since $G$ is a $t$-AND $k$-interval PCG, there are graphs $G_1, \ldots, G_t$ such that $E(G) = E(G_1) \cap \ldots \cap E(G_t)$. Let $i \in \{1, \ldots, t\}$. Then $G_i$ is a $k$-interval PCG and we can write $G_i = k$-$PCG(T_i, I_{i,1}, \ldots, I_{i,k})$, where $T_i$ is a tree and the $I_{i,j}$’s are intervals. We denote $J_i = I_{i,1} \cup \ldots \cup I_{i,k}$. Define $G' = (k+1)$-$PCG(T_i, J_{i,1}, \ldots, J_{i,k+1})$.

Consider the graph $G'$ obtained from the OR of the $G'_i$ graphs, i.e. $V(G') = V(G)$ and $E(G') = E(G'_1) \cup \ldots \cup E(G'_{k})$. We claim that $G' = \overline{G}$. Let $\{u, v\} \in E(G)$. Then, since $G$ is obtained from the AND of the $G_i$ graphs, for each $i \in \{1, \ldots, k\}$ we have $d_{G_i}(u, v) \in I_i$, and thus $d_{G'_i}(u, v) \notin J_i$. This implies that $\{u, v\} \notin E(G')$. Let $\{u, v\} \notin E(G)$. Then there exists $i \in \{1, \ldots, t\}$ such that $d_{G_i}(u, v) \notin J_i$, and thus $d_{G'_i}(u, v) \notin J_i$ and therefore $\{u, v\} \in E(G')$. It follows that $G'$ is indeed the complement of $G$.

Theorem 14. Let $t \geq 2$, $k \geq 1$ be integers. Then there exist graphs that are not $t$-OR $k$-interval PCGs, and there exist graphs that are not $t$-AND $k$-interval PCGs.

Proof: Let us begin with $t$-OR $k$-interval PCGs. As shown in Theorem 2 for any $k$ there exists a bipartite graph $H_k = (V_1 \cup V_2, E)$ with $|V_1|, |V_2| \leq n$ for some large enough $n$, such that $H_k$ is not a $k$-interval PCG. Put $\epsilon = 1/t$. By Theorem 13 there is a constant $c = c(\epsilon)$ and a bipartite graph $R$ of order $2^{cn}$ such that $R \rightarrow_{\epsilon \text{ ind}} H_k$.

Towards a contradiction, assume that $R$ is a $t$-OR $k$-interval PCG, obtained by taking the union of the edges of $k$-interval PCGs $G_1, \ldots, G_t$. Because each edge of $R$ is in at least one $G_i$ graph, there is
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i ∈ {1, . . . , t} such that |E(Gi)| ≥ |E(R)|/t = ε|E(R)|. Since R →_{ind} H_k, Gi contains a copy of H_k as an induced subgraph. Therefore, Gi is not a k-interval PCG, a contradiction. This shows that R cannot be a t-OR k-interval PCG.

We now consider t-AND k-interval PCGs. As we just argued, there exists a graph R that is not a t-OR (k + 1)-interval PCG. By taking the contrapositive of Lemma 8, we have that R is not a t AND k-interval PCG.

7 Discussion and open problems

In this paper we defined two new classes of graphs: k-OR-PCGs and k-AND-PCGs, that are two different generalizations of PCGs. We studied these classes and another already known generalization of PCGs, i.e., k-interval-PCGs. In particular, we showed that there is no constant k for which the k-interval-PCG class contains all graphs; we provided upper bounds on the minimum k for which arbitrary and special graphs belong to k-OR-PCG and k-AND-PCG classes. Finally, we showed that for any k, there exist graphs that are not k-OR-PCGs, and graphs that are not k-AND-PCGs. This work leads to numerous further challenging problems. We detail some of them below.

First, from a computational complexity point of view, nothing is known concerning multi-interval-PCGs and our new graph classes. In fact, it is not even known the computational complexity of deciding whether a graph G is a PCG or not [Durocher et al. (2015); Rahman and Ahmed (2020)].

Problem 1. Given a graph G and an integer k, determine the exact complexity of deciding whether G is in k-OR-PCG (or in k-AND-PCG or in k-interval-PCG). In particular, if k is part of the input, is it NP-hard to decide membership in one of these classes?

From Lemma 3, if G is a PCG then its complement G is a 2-interval-PCG and thus a 2-OR-PCG. The analogous question related to the 2-AND-PCG class remains an open problem.

Problem 2. If G is a PCG determine whether G is a 2-AND-PCG.

In Figure 1(a) we show a graph G that is not a PCG. Notice that its complement, G, consists of two disjoint copies of C_4 and thus G is a PCG. Hence, the PCG class is not closed with respect to the complement. However, it is not known whether the same holds for the other generalizations of the PCGs.

Problem 3. Determine whether the classes multi-interval-PCG, OR-PCG and AND-PCG are closed with respect to the complement.

In relation to the last problem with respect to the multi-interval-PCG class, notice that the result of Lemma 3 indicates only that if G is a k-interval-PCG then G is a (k + 1)-interval-PCG.

From Theorem 9, we know that if a graph G is a k-AND-PCG its complement G is a 2k-OR-PCG. The reverse case seems more difficult.

Problem 4. If G is a k-OR-PCG what can we say about the value of k' for which G is a k'-AND-PCG?

It is known that the smallest graph that is not a PCG has 8 vertices [Calamoneri et al. (2012a); Durocher et al. (2015)]. From Theorem 2, we have graph H_3 of 135 vertices that is not a 2-interval-PCG. Similarly, from Theorem 12, we have a graph of 24 vertices that is not a 2-AND-PCG.

Problem 5. What is the smallest value of n such that there exists an n vertex graph that is not a 2-interval-PCG (2-AND-PCG, 2-OR-PCG)?
Finally, we show that graph $H_k$ in Theorem 2 is not in $(k - 1)$-interval-PCG, the following question remains open.

**Problem 6.** Determine the minimum $t \geq k$ such that $H_k$ belongs to $t$-interval-PCG.
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