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Abstract. In this paper, we study the complicated dynamics of Anosov systems driven by an external force in the context of geometric theory (an abundance of random periodic points and random horseshoes) and smooth ergodic theory (random periodic measures and random Livšić Theorem).
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1. Introduction

In this paper, we study the complicated dynamics of Anosov systems driven by an external force in the context of geometric theory and smooth ergodic theory.

1.1. Description of Main Results. Let \((\Omega, d_\Omega)\) be a compact metric space and \(\theta : \Omega \to \Omega\) be a homeomorphism. Let \(M\) be a connected compact smooth Riemannian manifold without boundary. A dynamical system driven by an external force \(\theta\) or a cocycle is a family of continuous maps

\[
F(n, \cdot, \cdot) : \Omega \times M \to M, \quad (\omega, x) \mapsto F(n, \omega, x), \quad \text{for } n \in \mathbb{Z}
\]

such that the map \(F(n, \omega) := F(n, \omega, \cdot)\) forms a cocycle over \(\theta\):

\[
F(0, \omega) = Id, \quad \text{for all } \omega \in \Omega,
\]

\[
F(n + m, \omega) = F(n, \theta^m \omega)F(m, \omega), \quad \text{for all } m, n \in \mathbb{Z}, \quad \omega \in \Omega.
\]

When space \(\Omega\) is endowed an invariant probability measure such as the Haar measure for \(\theta\), \(F\) is also called a random dynamical system, see Arnold [2].

Let \(f(\omega)\) be the time-one map of the system, i.e., \(f(\omega)x = F(1, \omega, x)\), which is assumed to be a diffeomorphism from \(M\) to \(M\). Conversely, such a family of diffeomorphisms also generates a cocycle (or a random dynamical system):

\[
F(n, \omega, x) = \begin{cases} 
  f(\theta^{n-1} \omega) \circ \cdots \circ f(\omega)x, & n > 0, \\
  x, & n = 0, \\
  f^{-1}(\theta^n \omega) \circ \cdots \circ f^{-1}(\theta^{-1} \omega)x, & n < 0.
\end{cases}
\]

Equivalently, putting \(f\) and \(\theta\) together forms a skew product system \(\phi : M \times \Omega \to M \times \Omega\) given by

\[
\phi(x, \omega) = (f(\omega)x, \theta \omega) = (f_\omega x, \theta \omega), \quad \forall x \in M, \omega \in \Omega
\]

where we rewrite \(f(\omega)\) as \(f_\omega\) for the sake of convenience.

We consider a system \(\phi(x, \omega) = (f_\omega x, \theta \omega)\) which we call Anosov on fibers, i.e., the following hold: for every \((x, \omega) \in M \times \Omega\) there is a splitting of the tangential fiber of \(M_\omega := M \times \{\omega\}\) at \(x\)

\[
T_x M_\omega = E^u_{(x, \omega)} \oplus E^s_{(x, \omega)}
\]

which depends continuously on \((x, \omega) \in M \times \Omega\) with \(\dim E^u_{(x, \omega)}, \dim E^s_{(x, \omega)} > 0\) and satisfies that

\[
Df_\omega(x)E^u_{(x, \omega)} = E^u_{\phi(x, \omega)}, \quad Df_\omega(x)E^s_{(x, \omega)} = E^s_{\phi(x, \omega)},
\]

and

\[
\begin{cases}
|Df_\omega(x)\xi| \geq e^{\lambda_0} |\xi|, & \forall \xi \in E^u_{(x, \omega)}, \\
|Df_\omega(x)\eta| \leq e^{-\lambda_0} |\eta|, & \forall \eta \in E^s_{(x, \omega)},
\end{cases}
\]

where \(\lambda_0 > 0\) is a constant.

We note that if \(\Omega\) is a differentiable manifold and \(\theta\) is a diffeomorphisms with expansion weaker than \(e^{\lambda_0}\) and contraction weaker than \(e^{-\lambda_0}\), then the system is a partially hyperbolic system.
We assume that \( \phi : M \times \Omega \to M \times \Omega \) is topological mixing on fibers, that is, that for any nonempty open sets \( U, V \subset M \), there exists \( N > 0 \) such that for any \( n \geq N \) and \( \omega \in \Omega \)

\[
\phi^n(U \times \{ \omega \}) \cap V \times \{ \theta^n \omega \} \neq \emptyset.
\]

In the following, we first introduce two ingredients of dynamical complexity: random periodic orbit and random horseshoe.

Let \( L^\infty(\Omega, M) \) be the space of Borel measurable maps from \( \Omega \) to \( M \) endowed with the metric \( d_{L^\infty(\Omega, M)} \):

\[
d_{L^\infty(\Omega, M)}(g_1, g_2) = \sup_{\omega \in \Omega} d_M(g_1(\omega), g_2(\omega)), \forall g_1, g_2 \in L^\infty(\Omega, M).
\]

The set \( \{\text{graph}(g_i) \mid g_i \in L^\infty(\Omega, M)\}_{1 \leq i \leq n} \) is called a random periodic orbit of \( \phi \) with period \( n \) if for all \( 1 \leq i \leq n \)

\[
\phi(\text{graph}(g_i)) = \text{graph}(g_{i \mod n}), \forall 1 \leq i \leq n.
\]

Equivalently,

\[
g_i \text{ is a periodic point of } \tilde{\phi} \text{ i.e., } \tilde{\phi}(g_i) = g_{i+1 \mod n} \forall 1 \leq i \leq n,
\]

where \( \tilde{\phi} \) is the induced map of \( \phi \) on \( L^\infty(\Omega, M) \) given by for each \( g \in L^\infty(\Omega, M) \)

\[
\tilde{\phi}(g)(\omega) = f_{\theta^{-1} \omega} g(\theta^{-1} \omega).
\]

Each \( \text{graph}(g_i) \) is called a random periodic point of \( \phi \). Without causing any confusion and for the sake of convenience, we call \( g_i \) a random periodic point for short. Moreover, if \( g_i \) is a continuous map then we call \( g_i \) a continuous random periodic point.

Next, we introduce the concept of random horseshoes on different levels, which are distinguished by the following separation functions on \( L^\infty(\Omega, M) \times L^\infty(\Omega, M) \) measuring the separations of elements of \( L^\infty(\Omega, M) \) on different levels.

\[
d_{L^\infty(\Omega, M)}(g_1, g_2) = \inf_{l \in \Omega} d_M(g_1(\omega), g_2(\omega)), \forall g_1, g_2 \in L^\infty(\Omega, M);
\]

\[
d_{L^\infty(\Omega, M)}(g_1, g_2) = \inf_{l \in \Omega} d_M(g_1(\omega), g_2(\omega)), \forall g_1, g_2 \in L^\infty(\Omega, M).
\]

Let \( S_k = \{1, \ldots, k\}^\mathbb{Z} \) be the space of two sides sequences of \( k(\geq 2) \) symbols endowed with the standard metric, and \( \sigma \) be the (left-)shift map.

Using the separation function \( \overline{d}_{L^\infty(\Omega, M)} \), we define a full random horseshoe with \( k \) symbols of \( \phi \) as a continuous embedding \( \Psi : S_k \to L^\infty(\Omega, M) \) satisfying

i) There exists \( \Delta > 0 \) such that for any \( l \in \mathbb{Z} \) and \( \hat{a}_1, \hat{a}_2 \in S_k \) with \( \hat{a}_1(l) \neq \hat{a}_2(l) \)

\[
\overline{d}_l^\Delta(\Psi(\hat{a}_1), \Psi(\hat{a}_2)) > \Delta,
\]

where for \( l \geq 0 \)

\[
\overline{d}^\Delta_l(g_1, g_2) := \max_{l \leq i \leq l} \left\{ \overline{d}_{L^\infty(\Omega, M)} \left( \tilde{\phi}^i(g_1), \tilde{\phi}^i(g_2) \right) \right\}, \quad g_1, g_2 \in L^\infty(\Omega, M)
\]

and for \( l < 0 \) we let \( \overline{d}^\Delta_l = \overline{d}^\Delta_{|l|} \);

ii) For all \( \hat{a} \in S_k \)

\[
\tilde{\phi}(\Psi(\hat{a})) = \Psi(\sigma \hat{a}.
\]
Then, using the stronger separation function $d_{L^\infty(\Omega,M)}$, we define a strong full random horseshoe as a continuous embedding $\Psi : \mathcal{S}_k \to L^\infty(\Omega,M)$ satisfying

i) There exists $\Delta > 0$ such that for any $l \in \mathbb{Z}$ and $\hat{a}_1, \hat{a}_2 \in \mathcal{S}_k$ with $\hat{a}_1(l) \neq \hat{a}_2(l)$

$$d_{\tilde{\phi}_l}^\phi(\Psi(\hat{a}_1), \Psi(\hat{a}_2)) > \Delta,$$

where for $l \geq 0$

$$d_{\tilde{\phi}_l}^\phi(g_1, g_2) := \max_{0 \leq i \leq l} \left\{ d_{L^\infty(\Omega,M)}\left( \tilde{\phi}_i(g_1), \tilde{\phi}_i(g_2) \right) \right\}, \quad g_1, g_2 \in L^\infty(\Omega,M)$$

and for $l < 0$ we let $d_{\tilde{\phi}_l}^\phi = d_{\tilde{\phi}_{-1}}^\phi$;

ii) For all $\hat{a} \in \mathcal{S}_k$

$$\tilde{\phi}(\Psi(\hat{a})) = \Psi(\sigma\hat{a}).$$

A full random horseshoe we have here is an embedding of a two-sides symbolic dynamical system into $L^\infty(\Omega,M)$, which is an extension of the standard topological horseshoe.

Let $\mathcal{H} = \text{diff}^2(M)$ be the space of $C^2$ diffeomorphisms on $M$ with $C^2$-topology. Throughout this paper, we assume $f : \Omega \to \mathcal{H}$ is a continuous map.

Our first result states that there is an abundance of random periodic points.

**Theorem A (Density of Random Periodic Points).** Assume that $\phi$ is Anosov and topological mixing on fibers. Then, for any $\epsilon > 0$, there exists $N \in \mathbb{N}$ such that for any $g \in L^\infty(\Omega)$ and $n \geq N$, there exists a random periodic point $\tilde{g}$ with period $n$ such that

$$d_{L^\infty}(g, \tilde{g}) \leq \epsilon.$$

**Remark:** The study of hyperbolic dynamics goes back to Poincaré [37] on 3-body problem and Hadamard [14] on geodesic flow. The modern theory of uniformly hyperbolic dynamical systems was initiated by Anosov [11] and Smale [40] where Anosov and Axiom A diffeomorphism/flows were introduced respectively. The core ingredient in these systems is the uniform hyperbolicity which is an invariant geometric structure describing the exponential divergence of nearby orbits. This exponential divergence together with the compactness of phase space produces rich and complicated dynamical structures. The dynamics of these systems has been understood very well. One of results is that for a transitive Anosov diffeomorphism, the set of its periodic points (the number of the periodic orbits with same period is finite) is countable and dense in $M$. However, Theorem A tells that for the systems we study here, the set of random periodic points is uncountable because of the non-separability of $L^\infty(\Omega,M)$, where we exclude the case that $\Omega$ has trivial topology. In fact, Theorem A indicates that the cardinality of random periodic orbits with sufficient large period is infinite (actually uncountable), thus the increasing rate of numbers of random periodic orbits with same period as periods tends to infinity is always infinite. Therefore such an increasing rate fails in representing the topological entropy of the system, which is one of the main tasks that periodic orbits perform for Anosov diffeomorphisms in deterministic scenario. Nevertheless, there are other candidates which are able to carry out the task of representing complexity of the system such as the random horseshoes, which will be introduced in the next.
Another interesting observation based on an example given in Section 8 is that the function corresponding to random periodic points are NOT necessarily continuous. Actually, we show that under certain conditions, the graph corresponding to each random periodic point is discontinuous.

Our next result is on the existence of random horseshoes with entropy closed to the entropy of the system.

**Theorem B (Entropy and Random Horseshoe).** Assume that \( \phi \) is Anosov and topological mixing on fibers. Then the following statements hold

(a) **Strong Random Horseshoe:** For any \( \gamma > 0 \), there exist \( N, k \in \mathbb{N} \) such that the following hold
   
i) \( \frac{1}{N} \ln k \geq h(M \times \Omega|\Omega) - \gamma \), where \( h(M \times \Omega|\Omega) > 0 \) and
   \[ \overline{h}(M \times \Omega|\Omega) := \inf_{\omega \in \Omega} h_{\text{top}}(\phi|_{M_{\omega}}); \]
   
   ii) \( \phi^N \) has a \( k \)-symbol strong full random horseshoe.

(b) **Random Horseshoe:** For any \( \gamma > 0 \), there exist \( N, k \in \mathbb{N} \) such that the following hold
   
i) \( \frac{1}{N} \ln k \geq \overline{h}(M \times \Omega|\Omega) - \gamma \), where \( \overline{h}(M \times \Omega|\Omega) > 0 \) and
   \[ \overline{h}(M \times \Omega|\Omega) := \sup_{\omega \in \Omega} h_{\text{top}}(\phi|_{M_{\omega}}); \]
   
   ii) \( \phi^N \) has a \( k \)-symbol full random horseshoe.

**Remark:** The measure-theoretic entropy was introduced in 1950’s by Kolmogorov [24] and Sinai [38] to measure the rate of increase in dynamical complexity as the system evolves with time. Sinai [39] studied an ergodic measure preserving automorphism \( f \) of a Lebesgue space \((X, \mu)\) and proved that if the measure-theoretic entropy of \( f \) is positive, then \( f \) contains factor automorphisms which are isomorphic to Bernoulli shifts. The topological entropy was first introduced in 1965 by Adler, Konheim and McAndrew for studying dynamical systems in topological spaces. In his remarkable paper [18], A. Katok proved that for a nonuniformly hyperbolic \( C^2 \) diffeomorphism on a compact Riemannian manifold, the positive topological entropy implies the existence of a Smale horseshoe. Recently, Lian and Young [27] extended Katok’s results to \( C^2 \) differentiable maps with a nonuniformly hyperbolic compact invariant set in a separable Hilbert space and to a \( C^2 \) semiflow in a Hilbert space which has a nonuniformly hyperbolic compact invariant set. Without assuming any hyperbolicity, Huang and Lu [16] proved if a continuous random map in a Polish space has a positive topological entropy on a random compact invariant set, then it contains a weak horseshoe (see also [15] for topological dynamical systems in compact metric spaces and [20] for \( C^* \)-dynamics). The horseshoe we have here is for hyperbolic systems driven by an external force, which cannot be obtained by using Katok’s result or Lian and Young’s result for flow. When space \( \Omega \) is endowed an invariant probability measure such as the Haar measure for \( \theta \), it follows from [13] that \( \phi \) has a so called random SRB measure. In particular, for the Anosov systems driven by a quasiperiodic force which appears in Section 8.1.2 the systems have a unique random SRB measure since the driven system is uniquely ergodic.

Next, we consider random periodic \( \phi \)-invariant measures. We fix a \( \theta \)-invariant probability measure \( \mathbb{P} \) on \( \Omega \). For \( g \in L^\infty(\Omega, M) \), we define a Borel probability measure \( \mu_g \) in \( \mathcal{M}(M \times \Omega) \)
(the set of Borel probability measures) as follows: for any Borel set $A \subset M \times \Omega$
$$\mu_g(A) = \mathbb{P}\left(\{\omega \in \Omega \mid (g(\omega), \omega) \in A \cap M \times \{\omega\}\}\right).$$

Let $\mathcal{I}_\mathbb{P}(M \times \Omega)$ be the collection of $\phi$-invariant measures whose marginal is $\mathbb{P}$. An invariant measure $\mu \in \mathcal{I}_\mathbb{P}(M \times \Omega)$ is called a random periodic measure if there is a random periodic orbit $\{g_i\}_{i=1}^n$ such that
$$\mu = \frac{1}{n} \sum_{i=1}^n \mu_{g_i} = \frac{1}{n} \sum_{i=1}^n \mu_{\tilde{\phi}(g_i)}.$$

Then, we have the following theorem which states that any $\phi$-invariant measure with marginal $\mathbb{P}$ can be approximated by random periodic measures.

**Theorem C (Density of Random Periodic Invariant Measures).** Assume that $\phi$ is Anosov and topological mixing on fibers. Then the set of all periodic $\phi$-invariant measures is dense in $\mathcal{I}_\mathbb{P}(M \times \Omega)$ in the narrow topology.

Unlike the standard periodic measure supported by one periodic orbit, the random periodic measure supported by one random periodic orbit is not necessarily ergodic.

Finally, we present a weak version of the classic Livšic Theorem for random dynamical systems. For a $\theta$-invariant probability measure $\mathbb{P}$ and $\alpha \in (0, 1)$, denote $L^1_\mathbb{P}(\Omega, C^{0,\alpha}(M))$ the collection of real functions $\Phi$ on $M \times \Omega$, which is Hölder on $M$ and measurable on $\Omega$, and satisfies the following condition
$$\|\Phi\|_{L^1_\mathbb{P}(\Omega, C^{0,\alpha}(M))} := \int_{\Omega} \|\Phi\|_{C^{0,\alpha}(M, \omega)} d\mathbb{P} < \infty.$$

For each $g \in L^\infty(\Omega, M)$ and $\Phi \in L^1_\mathbb{P}(\Omega, C^{0,\alpha}(M))$, we define a functional $\tilde{\Phi}$ on $L^\infty(\Omega, M)$ as follows
$$\tilde{\Phi}(g) = \int_{\Omega} \Phi(g(\omega), \omega) d\mathbb{P}.$$

**Theorem D (Random Livšic Theorem).** Assume that $\phi$ is Anosov and topological mixing on fibers. Then for any $\Phi \in L^1_\mathbb{P}(\Omega, C^{0,\alpha}(M))$ satisfying
$$\int_{M \times \Omega} \Phi d\mu = 0 \quad \text{for any random periodic $\phi$-invariant measure $\mu$ with marginal $\mathbb{P}$}, \quad (1.1)$$
there exists a functional $\tilde{\Psi} : L^\infty(\Omega, M) \to \mathbb{R}$ which is $\alpha$-Hölder continuous and satisfies the following cohomological equation
$$\tilde{\Phi}(g) = \tilde{\Psi}(\phi(g)) - \tilde{\Psi}(g), \quad \forall g \in L^\infty(\Omega, M). \quad (1.2)$$
Moreover, $\tilde{\Psi}$ is uniquely determined up to a constant functional.

**Remark:** The celebrated theorem of Livšic [29, 30, 31] was established by Livšic for hyperbolic diffeomorphisms. Since then, there is a large amount of literature on generalizations of this theorem, see, for example, [3, 10, 11, 17, 19, 23, 34, 35, 36, 41]. Kifer and Liu [21] conjectured that for a random Anosov diffeomorphism $f_\omega$ on $\mathbb{T}^d$, and a given function $\Phi(x, \omega)$ which is measurable in $(x, \omega)$ and $\alpha$-Hölder continuous in $x$, and satisfies $\int \Phi d\mu = 0$ for any $\phi$-invariant measure $\mu$ with marginal $\mathbb{P}$, the following cohomological equation
$$\Phi = \Psi \circ \phi - \Psi + h,$$
has a solution \((\Psi(x,\omega), h(\omega))\), where \(\Psi(x,\omega)\) is a measurable function satisfying the random Hölder condition \(|\Psi(x,\omega) - \Psi(y,\omega)| \leq K\Psi(\omega)(d(x,y))^{\alpha}\) with \(\int \log K\Psi(\omega) d\mathbb{P} < \infty\), and \(h(\omega)\) is a random variable with \(\int h d\mathbb{P} = 0\).

Theorem D is a weak version of Livšic theorem for random dynamical systems, in the proof of which a significant difference from the deterministic case shows up: Because of the absence of the separability the phase space \(L^\infty(\Omega,M)\), there is no dense orbit any more, which plays a key role in the proof for the deterministic case. The proof for random case involves a different and more complicated procedure.

1.2. Examples. We study following two examples: system S1) and system S2) in section 8

S1) Anosov systems driven by a quasiperiodic forcing: \((\theta, \Omega)\) is a minimal irrational rotation on a compact torus of dimension \(d\), and \(\phi\) is Anosov on fibers and topological transitive on \(M \times \Omega\);

S2) Measure preserving Anosov systems driven by a random forcing: \(\phi\) is Anosov on fibers, and there exists an \(f\)-invariant Borel probability measure \(\nu\) with full support (i.e. \(\text{supp}\nu = M\)).

We show that both system S1 and system S2 are topological mixing on fibers. Thus, Theorem A-D hold for both systems. More specific examples are also given. For system S1) we consider a 2-\(d\) tori automorphism driven by a quasiperiodic force and for system S2) we look at the random composition of \(2 \times 2\) area-preserving positive matrices with integer entries.

Remark on Horseshoe: System S1) is an Anosov system driven by a quasi-periodic forcing and is also a partially hyperbolic system. In fact, with each invariant Borel probability measure \(\mu\), system S1) has zero Lyapunov exponent of multiplicity \(d\) (the dimension of \(\Omega = T^d\)). Thus, the Katok’s result ([18]) does not apply to this system. Lian and Young’s results ([26, 27]) for semiflows or flows, which allow only one-dimensional center associated to the flow direction, are also not applicable to this case because of high dimensional center. Furthermore, the quasi-periodic forced systems has no periodic points, and so has no standard horseshoe. However, because of the uniform hyperbolicity of the map between fibers \((f(\omega) : M_\omega \to M_{\theta\omega})\) and the rigidity of the evolution of quasiperiodic forcing, one expects the co-existence of certain kinds of periodicity and chaotic behavior over some random invariant structures.

The main difficulty appearing in these systems is that the pseudo orbits derived from Poincaré Recurrence Theorem only provides returns in \(M \times \Omega\), thus does not have the shadowing property since the hyperbolicity only happens on fibers which are identified by \(M\). To overcome this difficulty, instead of looking at one single pseudo orbit, we construct a group of globally returned pseudo orbits for all \(\omega \in \Omega\) at the same time.

For non-uniformly hyperbolic systems, one needs to look at the return map on Pesin blocks (as being done in [18]). If there is a globally returning time, the projection of such Pesin blocks to \(\Omega\) should be a \(\mathbb{P}\)-full-measure-set. This is not satisfied even in the setting of [13] in which hyperbolicity depends on the sample “\(\omega\)”. Such observation reveals that for non-uniform hyperbolic system, accurate information about “shapes” of the Pesin blocks is required, which makes the situation much more complicated than autonomous case. Second, even dealing with systems which is Anosov on fibers, constructing a global return is not trivial, since one needs
infinite many (usually uncountable many) orbits return at a same time. Our immediate feeling is that for non-uniformly hyperbolic systems on fibers, one may need a new approach.

Finally, we mention some existing results which are closely relevant to the results derived in this paper, which may shed a light on further research directions, for example, chaotic behavior of Anosov flows driven by quasi-periodic noises. Of course, this is far from being a complete picture. In [12], Gundlach studied the random homoclinic points for smooth invertible random dynamical systems, and derived a random version of Birkhoff-Smale Theorem. This result is applicable to systems which are provided by small random perturbations of systems with homoclinic points. In the recent papers [32] and [33], Lu and Wang studied the chaos behavior of a type of differential equations driven by a nonautonomous force deduced from stochastic processes which are the truncated and classical Brownian motions in [32] and in [33] respectively. The authors extended the concept of topological horseshoe and showed that such structure (thus chaotic behavior) exists almost surely. Moreover, they further applied the results to randomly forced Duffing equations and pendulum equations. There are also many works on the existence of random periodic solutions for stochastic differential equations, see [42].

2. Setting, Definitions, and Statement of the Main Results

In this section, we set up the systems, introduce notions, and give the statements of the main results precisely. Although some of the definitions have been given in Section 1, we restate them formally for the sake of completeness and convenience.

Let $M$ be a connected compact smooth Riemannian manifold with no boundary, $d_M$ be the induced Riemannian metric of $M$, $(\Omega, d_\Omega)$ be a compact metric space, and $\theta : \Omega \to \Omega$ be a homeomorphism. Let $\mathcal{H} = \text{diff}^2(M)$ be the space of $C^2$ diffeomorphisms on $M$ with $C^2$-topology, and $f : \Omega \to \mathcal{H}$ be a continuous map. Then the skew product of $f$ and $\theta$ induces a map $\phi : M \times \Omega \to M \times \Omega$ in the following way:

$$\phi(x, \omega) = (f(\omega)x, \theta \omega), \forall x \in M, \omega \in \Omega$$

where we rewrite $f(\omega)$ as $f_\omega$ for the sake of convenience. Clearly, $\phi$ induces a cocycle over $(\Omega, \theta)$, which can be inductively defined by

$$\begin{cases}
\phi^0(x, \omega) &= (x, \omega) \\
\phi^n(x, \omega) &= (f_{\theta^{n-1} \omega} \phi^{n-1}(x, \omega), \theta^n \omega), \ n \geq 1 \\
\phi^n(x, \omega) &= (f_{\theta^{n+1} \omega} \phi^{n+1}(x, \omega), \theta^n \omega), \ n \leq -1
\end{cases}$$

Note that $M \times \Omega$ is a compact metric space when we introduce a metric $d$ by defining that

$$d((x_1, \omega_1), (x_2, \omega_2)) = d_M(x_1, x_2) + d_\Omega(\omega_1, \omega_2), \forall (x_1, \omega_1), (x_2, \omega_2) \in M \times \Omega.$$ 

Then $\phi$ and $D_M \phi$ (where $D_M \phi(x, \omega) := Df_\omega(x)$) are continuous on $M \times \Omega$.

**Definition 2.1.** The system generated by $\phi$ (or simply $\phi$) is called **Anosov on fibers** if the following holds: for every $(x, \omega) \in M \times \Omega$ there is a splitting of the tangential fiber of $M_\omega := M \times \{\omega\}$ at $x$

$$T_x M_\omega = E^u(x, \omega) \oplus E^s(x, \omega)$$
which depends continuously on \((x, \omega) \in M \times \Omega\) with \(\dim E^u_{(x, \omega)}\), \(\dim E^s_{(x, \omega)} > 0\) and satisfies that

\[
Df_\omega(x)E^u_{(x, \omega)} = E^u_{\phi(x, \omega)}, \quad Df_\omega(x)E^s_{(x, \omega)} = E^s_{\phi(x, \omega)},
\]

and

\[
\begin{align*}
|Df_\omega(x)\xi| &\geq e^{\lambda_0}|\xi|, \quad \forall \xi \in E^u_{(x, \omega)}, \\
|Df_\omega(x)\eta| &\leq e^{-\lambda_0}|\eta|, \quad \forall \eta \in E^s_{(x, \omega)},
\end{align*}
\]

(2.1)

where \(\lambda_0 > 0\) is a constant.

**Remark 2.1.** It is clear that the splitting \(T_xM_\omega = E^u_{(x, \omega)} \oplus E^s_{(x, \omega)}\) is uniformly continuous on \(M \times \Omega\). Actually, one has that the above splitting is Hölder continuous on \(x\), which follows from standard arguments. Moreover, the Hölder constant and exponent can be chosen independent on \((x, \omega)\). For more details, we refer the readers to [4], Section 5.3 of [3], and Section 5.4 of [25].

Denote \(\pi^u_{(x, \omega)}, \pi^s_{(x, \omega)}\) the projections associated to the splitting \(T_xM_\omega = E^u_{(x, \omega)} \oplus E^s_{(x, \omega)}\), which map \(T_xM_\omega\) onto \(E^u_{(x, \omega)}\) and \(E^s_{(x, \omega)}\) respectively. Since the splitting \(T_xM_\omega = E^u_{(x, \omega)} \oplus E^s_{(x, \omega)}\) is uniformly continuous on \(M \times \Omega\), there exists a real number \(\mathcal{P} > 1\) such that

\[
\max \left\{ \|\pi^\tau_{(x, \omega)}\| : (x, \omega) \in M \times \Omega, \tau = u, s \right\} < \mathcal{P}.
\]

(2.2)

The general systems we consider is topological mixing on fibers which is defined as follows:

**Definition 2.2.** \(\phi : M \times \Omega \to M \times \Omega\) is called topological mixing on fibers if for any nonempty open sets \(U, V \subset M\), there exists \(N > 0\) such that for any \(n \geq N\) and \(\omega \in \Omega\)

\[
\phi^n(U \times \{\omega\}) \cap V \times \{\theta^n\omega\} \neq \emptyset.
\]

In the following, we first introduce two ingredients of dynamical complexity: random periodic orbit and random horseshoe.

Let \(L^\infty(\Omega, M)\) be the space of Borel measurable maps from \(\Omega\) to \(M\) endowed with the metric \(d_{L^\infty(\Omega, M)}\):

\[
d_{L^\infty(\Omega, M)}(g_1, g_2) = \sup_{\omega \in \Omega} d_M(g_1(\omega), g_2(\omega)), \quad \forall g_1, g_2 \in L^\infty(\Omega, M).
\]

For later use, we also define two functions on \(L^\infty(\Omega, M) \times L^\infty(\Omega, M)\) to measure the separations of elements of \(L^\infty(\Omega, M)\) on different levels:

\[
\begin{align*}
\overline{d}_{L^\infty(\Omega, M)}(g_1, g_2) &= \sup_{\Omega' \subset \Omega \text{ is open and nonempty}} \inf_{\omega \in \Omega'} d_M(g_1(\omega), g_2(\omega)), \quad \forall g_1, g_2 \in L^\infty(\Omega, M), \\
\underline{d}_{L^\infty(\Omega, M)}(g_1, g_2) &= \inf_{\omega \in \Omega} d_M(g_1(\omega), g_2(\omega)), \quad \forall g_1, g_2 \in L^\infty(\Omega, M).
\end{align*}
\]

(2.3)

Since \(\phi\) and \(\phi^{-1}\) are both continuous, \(\phi\) induces a map \(\tilde{\phi}\) on \(L^\infty(\Omega, M)\) given by

\[
\tilde{\phi}(g)(\omega) = f_{\theta^{-1}\omega}g(\theta^{-1}\omega).
\]
Definition 2.3. \( \{\text{graph}(g_i) \mid g_i \in L^\infty(\Omega, M) \}_{1 \leq i \leq n} \) is called a random periodic orbit of \( \phi \) with period \( n \) if for all \( 1 \leq i \leq n \)
\[
\phi(\text{graph}(g_i)) = \text{graph}(g_{i+1} \mod n) \quad \forall 1 \leq i \leq n,
\]
equivalently,
\[g_i \text{ is a periodic point of } \tilde{\phi} \text{ i.e. } \tilde{\phi}(g_i) = g_{i+1} \mod n \quad \forall 1 \leq i \leq n.
\]
(2.4)

Remark 2.2. The system generated by \( \phi \) is usually called a skew-product system rather than a random dynamical system, which makes the name "random periodic orbit" sound a little bit more in name than reality. Nevertheless, once a \( \theta \)-invariant measure \( \mathbb{P} \) on \( \Omega \) is introduced, the resulting system induced by \( \phi \) becomes a random dynamical systems over the metric dynamical system \( (\Omega, \mathbb{P}, \theta) \) (see [2] for more details). On the other hand, since the name "random periodic orbit" has been introduced in exiting literature (see [22, 42]) and has the essentially equivalent meaning, we prefer not to introduce different name or notions.

Next, we introduce the concept of random horseshoes in different levels, which are distinguished by the separation functions given by (2.3).

Let \( S_k = \{1, \ldots, k\}^\mathbb{Z} \) be the space of two sides sequences of \( k(\geq 2) \) symbols endowed with the standard metric, and \( \sigma \) be the (left-)shift map. The following is the standard definition of Smale horseshoe for the deterministic map \( \tilde{\phi} \).

Definition 2.4. We call a continuous embedding \( \Psi : S_k \to L^\infty(\Omega, M) \) a horseshoe with \( k \)-symbols of \( \tilde{\phi} \) if the following hold:

i) There exists \( \Delta > 0 \) such that for any \( l \in \mathbb{Z} \) and \( \tilde{a}_1, \tilde{a}_2 \in S_k \) with \( \tilde{a}_1(l) \neq \tilde{a}_2(l) \),
\[
d^\hat{\phi}_l(\Psi(\tilde{a}_1), \Psi(\tilde{a}_2)) > \Delta,
\]
where for \( l \geq 0 \)
\[
d^\hat{\phi}_l(g_1, g_2) := \max_{0 \leq i \leq l} \left\{ d_{L^\infty(\Omega, M)} \left( \hat{\phi}^i(g_1), \hat{\phi}^i(g_2) \right) \right\}, \quad g_1, g_2 \in L^\infty(\Omega, M)
\]
is the Bowen metric induced by \( \hat{\phi} \) and for \( l < 0 \) we let \( d^\hat{\phi}_l = d^\hat{\phi}_{-l} \);

ii) For all \( \tilde{a} \in S_k \)
\[
\hat{\phi} \left( \Psi(\tilde{a}) \right) = \Psi(\sigma \tilde{a}).
\]

The next definition we introduce here is the random horseshoe for a skew-product system, which has a slightly finer structure by employing the separation function \( d_{L^\infty(\Omega, M)} \) in (2.3) to replace \( d_{L^\infty(\Omega, M)} \).

Definition 2.5. We call a continuous embedding \( \Psi : S_k \to L^\infty(\Omega, M) \) a full random horseshoe with \( k \)-symbols of \( \phi \) if the following hold:
Remark 2.3. Clearly, we have that
\[ \phi \textrm{ random horseshoe of } \frac{K}{Q} \]
and for a strong full random horseshoe is automatically a full random horseshoe, and a full
The systems we consider here satisfy the following two hypotheses:

Before stating the main results, we introduce several notations. Let
\[ N(\omega, \epsilon, n) := \max \left\{ \text{card}(E) \mid E \subset M_\omega, E \text{ is an } \epsilon \text{ separated set with respect to } d_{M \times \Omega, n}^\phi \right\}, \]
where \( d_{M \times \Omega, n}^\phi \) is the Bowen metric. Let
\[ h_{top}(\phi|M_\omega) = \lim_{\epsilon \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \epsilon, n), \]
\[ h(M \times \Omega|\Omega) := \inf_{\omega \in \Omega} h_{top}(\phi|M_\omega), \]
\[ h(M \times \Omega|\Omega) := \sup_{\omega \in \Omega} h_{top}(\phi|M_\omega). \]
Here \( h_{top}(\phi|M_\omega) \) is called the topological fiber entropy on the fiber \( M_\omega \), \( h(M \times \Omega|\Omega) \) and \( \bar{h}(M \times \Omega|\Omega) \) are called lower and upper topological fiber entropy respectively.

The systems we consider here satisfy the following two hypotheses:

Finally, by using the stronger separation function \( d_{L^\infty(\Omega, M)} \) as in (2.3), we define a stronger random horseshoe as follows:

Definition 2.6. We call a continuous embedding \( \Psi : S_k \to L^\infty(\Omega, M) \) a strong full random horseshoe with \( k \)-symbols of \( \phi \) if the following hold:

\begin{enumerate}
  \item There exists \( \Delta > 0 \) such that for any \( l \in \mathbb{Z} \) and \( \hat{a}_1, \hat{a}_2 \in S_k \) with \( \hat{a}_1(l) \neq \hat{a}_2(l) \)
  \[ d_{L^\infty(\Omega, M)}^\phi(\Psi(\hat{a}_1), \Psi(\hat{a}_2)) > \Delta, \]
  \item for \( l \geq 0 \)
  \[ d_{L^\infty(\Omega, M)}^\phi(g_1, g_2) := \max_{0 \leq i \leq l} \left\{ d_{L^\infty(\Omega, M)}\left( \hat{\phi}^i(g_1), \hat{\phi}^i(g_2) \right) \right\}, \]
  \item For all \( \hat{a} \in S_k \)
  \[ \hat{\phi}(\Psi(\hat{a})) = \Psi(\sigma \hat{a}). \]
\end{enumerate}

Remark 2.3. Clearly, we have that \( d_{L^\infty(\Omega, M)} \geq d_{L^\infty(\Omega, M)}^\phi \geq d_{L^\infty(\Omega, M)}^\phi \). Therefore, we have
that a strong full random horseshoe is automatically a full random horseshoe, and a full
random horseshoe of \( \phi \) automatically induces a horseshoe of \( \hat{\phi} \).
H1) $\phi$ is Anosov on fibers.
H2) $\phi$ is topological mixing on fibers.

**Theorem 2.1** (Density of Random Periodic Points). Let $\phi$ satisfy condition H1) and H2). Then, for any $\epsilon > 0$, there exists $N \in \mathbb{N}$ such that for any $g \in L^\infty(\Omega)$ and $n \geq N$, there exists a random periodic point $\tilde{g}$ with period $n$ such that
\[
d_{L^\infty}(g, \tilde{g}) \leq \epsilon.
\]

**Theorem 2.2** (Entropy and Random Horseshoe). Let $\phi$ satisfy condition H1) and H2). Then the following assertions hold:

A. For any $\gamma > 0$, there exist $N, k \in \mathbb{N}$ such that the following hold
i) $\frac{1}{N} \ln k \geq h(M \times \Omega | \Omega) - \gamma$, where $h(M \times \Omega | \Omega) > 0$;
ii) $\phi^N$ has a $k$-symbol strong full random horseshoe.

B. For any $\gamma > 0$, there exist $N, k \in \mathbb{N}$ such that the following hold
i) $\frac{1}{N} \ln k \geq h(M \times \Omega | \Omega) - \gamma$;
ii) $\phi^N$ has a $k$-symbol full random horseshoe.

Next, we fix a $\theta$-invariant probability measure $\mathbb{P}$ on $\Omega$, and consider the random dynamical systems over $\theta$.

For $g \in L^\infty(\Omega)$, we define a Borel probability measure, $\mu_g$, in $\mathcal{M}(M \times \Omega)$ as follows: for any Borel set $A \subset M \times \Omega$
\[
\mu_g(A) = \mathbb{P}\left(\{\omega \in \Omega | (g(\omega), \omega) \in A \cap M \times \{\omega\}\}\right).
\]

Let $\mathcal{I}_\mathbb{P}(M \times \Omega)$ be the collection of $\phi$-invariant measures whose marginal are $\mathbb{P}$. Now, we define the periodic measures.

**Definition 2.7.** $\mu \in \mathcal{I}_\mathbb{P}(M \times \Omega)$ is called a random periodic measure if and only if there is a random periodic orbit $\{g_i\}_{i=1}^n$ such that
\[
\mu = \frac{1}{n} \sum_{i=1}^n \mu_{g_i} = \frac{1}{n} \sum_{i=1}^n \mu_{\tilde{\phi}(g_i)}.
\]

The following theorem states that any $\phi$-invariant measure with marginal $\mathbb{P}$ can be approximated by random periodic measures.

**Theorem 2.3** (Density of Random Periodic Invariant Measures). Let $\phi$ satisfy H1) and H2). Then, the set of all periodic measures is dense in $\mathcal{I}_\mathbb{P}(M \times \Omega)$ in the narrow topology.

**Remark 2.4.** We remark here that, unlike the standard periodic measure supported by one periodic orbit, the random periodic measure supported by one random periodic orbit is not necessarily ergodic.

Finally, we present a weak version of the classic Livšic Theorem for random dynamical systems. For the $\theta$-invariant probability measure $\mathbb{P}$ and $\alpha \in (0, 1)$, denote $L^1_\mathbb{P}(\Omega, C^{0,\alpha}(M))$ the collection of functions $\Phi$ on $M \times \Omega$, which are Hölder on $M$ and measurable on $\Omega$, and satisfy the following condition
\[
\|\Phi\|_{L^1_\mathbb{P}(\Omega, C^{0,\alpha}(M))} := \int_\Omega \|\Phi\|_{C^{0,\alpha}(M, \omega)} d\mathbb{P} < \infty,
\]
where
\[ \|\Phi\|_{\mathcal{C}^{0,\alpha}(M,\omega)} := \sup_{x \in M, \omega} |\Phi(x,\omega)| + \sup_{x, y \in M, x \neq y} \frac{|\Phi(x,\omega) - \Phi(y,\omega)|}{(d_M(x,y))^{\alpha}}. \]

For any \( g \in L^\infty(\Omega, M) \) and \( \Phi \in L^1_{\mathcal{F}}(\Omega, \mathcal{C}^{0,\alpha}(M)) \), define a functional \( \tilde{\Phi} \) on \( L^\infty(\Omega, M) \) as follows
\[ \tilde{\Phi}(g) = \int_{\Omega} \Phi(g(\omega),\omega)d\mathbb{P}. \quad (2.10) \]

**Remark 2.5.** First, one needs to show that the above integration is well defined and is finite. Since \( \Phi(x,\omega) \) is continuous on \( x \) and Borel measurable on \( \omega \), we have that \( \Phi \) is Borel measurable on \( M \times \Omega \). Then, for any real number \( a \in \mathbb{R} \), \( U := \Phi^{-1}((a,\infty)) \) is a Borel subset of \( M \times \Omega \). Note that graph(\( g \)) is also a Borel subset of \( M \times \Omega \) since \( g : \Omega \rightarrow M \) is Borel. Therefore, \( U \cap \text{graph}(g) \) is Borel in \( M \times \Omega \). By applying Theorem B.7, we have that
\[ \{\omega \mid \Phi(g(\omega),\omega) < a\} = \pi_\Omega(U \cap \text{graph}(g)) \text{ is Borel in } \Omega. \]

Hence \( \Phi(g(\cdot),\cdot) : \Omega \rightarrow \mathbb{R} \) is Borel measurable. As \( \Phi \) satisfying (2.9), we have that (2.10) is well defined and is finite.

We call the following theorem a weak version of random Livšic Theorem. In the case that there is no confusion caused, we simply use "periodic measures with marginal \( \mathbb{P} \)" short for "periodic \( \phi \)-invariant Borel probability measure with marginal \( \mathbb{P} \)" for the sake of convenience.

**Theorem 2.4 (Random Livšic Theorem).** Let \( \phi \) satisfy condition H1) and H2). Then for any \( \Phi \in L^1_{\mathcal{F}}(\Omega, \mathcal{C}^{0,\alpha}(M)) \) satisfying
\[ \int_{M \times \Omega} \Phi d\mu = 0 \text{ when } \mu \text{ is periodic with marginal } \mathbb{P}, \quad (2.11) \]

there exists a functional \( \tilde{\Psi} : L^\infty(\Omega, M) \rightarrow \mathbb{R} \) which is \( \alpha \)-Hölder continuous and satisfies the following cohomological equation
\[ \tilde{\Phi}(g) = \tilde{\Psi}(\tilde{\phi}(g)) - \tilde{\Psi}(g), \forall g \in L^\infty(\Omega, M). \quad (2.12) \]

Moreover, \( \tilde{\Psi} \) is uniquely determined up to a constant functional.

3. Preliminary Lemmas

This section is devoted to the preparation on technical tools needed for the proof of main theorems. These fundamental tools stated in this section only require the systems satisfy H1).

3.1. Invariant Manifolds. We define the local stable manifolds and unstable manifolds as follows:
\[ W^s_{\epsilon}(x,\omega) = \{ (y,\omega) \in M_\omega \mid d_M(\pi_M \phi^n(y,\omega), \pi_M \phi^n(x,\omega)) \leq \epsilon \text{ for all } n \geq 0 \} \]
\[ W^u_{\epsilon}(x,\omega) = \{ (y,\omega) \in M_\omega \mid d_M(\pi_M \phi^n(y,\omega), \pi_M \phi^n(x,\omega)) \leq \epsilon \text{ for all } n \leq 0 \}, \]
where \( \pi_M : M \times \Omega \rightarrow M \) is the nature coordinate projection. The following lemma can mainly be viewed as a special version of Theorem 3.1 from [13]. The only difference is that these local manifolds depends on \( \omega \) measurably in [13] while depends on \( \omega \) continuously in this paper. The reason is that the invariant splitting \( E^u_{(x,\omega)} \oplus E^s_{(x,\omega)} \) varies continuously in both \( x \) and \( \omega \), and \( \phi \) and \( D_M \phi \) are also continuous in \( \omega \). The proof of iii) follows from the standard
Lemma 3.2. For any \( \epsilon > 0 \) such that for any \( \epsilon \in (0, \epsilon_0] \), the following hold:

i) \( W^s_\epsilon(x,\omega), W^u_\epsilon(x,\omega) \) are \( C^2 \)-embedded discs for all \((x,\omega) \in M \times \Omega \) which satisfy

\[
T_x W^\tau_\epsilon(x,\omega) = E^\tau_{(x,\omega)}, \text{ for } \tau = u, s.
\]

Moreover, there exist a constant \( L > 1 \) and \( C^2 \) maps

\[
g^u_{(x,\omega)}: B^u_{\delta}(x,\omega) \to E^s_{(x,\omega)} \quad \text{and} \quad g^s_{(x,\omega)}: B^s_{\delta}(x,\omega) \to E^u_{(x,\omega)}
\]

such that

\[
W^\tau_\epsilon(x,\omega) \subset \text{Exp}(x,\omega)\left(\text{graph}(g^\tau_{(x,\omega)})\right),
\]

and \( \|Dg^\tau_{(x,\omega)}\| < \frac{1}{100L}, \text{Lip}Dg^\tau_{(x,\omega)} < L \) for \( \tau = u, s \), where \( \text{Exp} \) is as in 2.2 and \( B^\tau_{\delta}(x,\omega) \) is the \( \mathcal{P}_\delta \)-ball of \( E^\tau_{(x,\omega)} \) centered at origin;

ii) \( d_M(\pi_M \phi^n(x,\omega), \pi_M \phi^n(y,\omega)) \leq e^{-n\lambda}d_M(x,y) \) for \((y,\omega) \in W^s_\epsilon(x,\omega), n \geq 0 \), and \( d_M(\pi_M \phi^{-n}(x,\omega), \pi_M \phi^{-n}(y,\omega)) \leq e^{-n\lambda}d_M(x,y) \) for \((y,\omega) \in W^u_\epsilon(x,\omega), n \geq 0 \);

iii) \( W^s_\epsilon(x,\omega), W^u_\epsilon(x,\omega) \) vary continuously on \((x,\omega) \) (in \( C^1 \) topology).

The local stable and unstable manifolds can be used to construct the global stable and unstable manifolds respectively,

\[
W^s(x,\omega) = \{ (y,\omega) \in M_\omega \mid d_M(\pi_M \phi^n(y,\omega), \pi_M \phi^n(x,\omega)) \to 0 \text{ as } n \to \infty \}
\]

\[
W^u(x,\omega) = \{ (y,\omega) \in M_\omega \mid d_M(\pi_M \phi^n(y,\omega), \pi_M \phi^n(x,\omega)) \to 0 \text{ as } n \to -\infty \},
\]
as

\[
W^s(x,\omega) = \bigcup_{n=0}^{\infty} \phi^{-n}(W^s_\epsilon(\phi^n(x,\omega))),
\]

\[
W^u(x,\omega) = \bigcup_{n=0}^{\infty} \phi^n(W^u_\epsilon(\phi^{-n}(x,\omega))),
\]

where \( \epsilon \) is an arbitrarily fixed small positive number as in 3.1. The following lemma provides local canonical coordinates on \( M_\omega \).

**Lemma 3.3.** For any \( \epsilon \in (0, \epsilon_0] \) there is a \( \epsilon \in (0, \epsilon) \) such that for any \( x,y \in M \) with \( d_M(x,y) < \delta \), \( W^s_\epsilon(x,\omega) \cap W^u_\epsilon(y,\omega) \) consists of a single point, which is denoted by \([x,y]_\omega\). Furthermore

\[
[\cdot,\cdot] : \{ (x,y,\omega) \in M \times M \times \Omega \mid d_M(x,y) < \delta \} \to M \text{ is continuous.}
\]

We say the system \((M \times \Omega, \phi)\) has local product structure with size \( \delta \).

**Proof.** This simply follows from iii) of Lemma 3.1 the continuous (thus uniformly continuous) dependence of \( W^s_\epsilon(x,\omega), W^u_\epsilon(x,\omega) \) on \((x,\omega)\), and the uniform continuity of the invariant splitting \( E^u_{(x,\omega)} \oplus E^s_{(x,\omega)} \). For details, we refer to [8]. \( \square \)
Lemma 3.3. There is an \( \epsilon > 0 \) such that for any \( \omega \in \Omega \) and \( x, y \in M_\omega \) with \( y \neq x \), the following holds:

\[
d_M(\pi_M \phi^k(x, \omega), \pi_M \phi^k(y, \omega)) > \epsilon \quad \text{for some } k \in \mathbb{Z}.
\]

Proof. Take \( \epsilon \) smaller than \( \epsilon_0 \) as in Lemma 3.1. Otherwise, \((y, \omega) \in W^s_\epsilon(x, \omega) \cap W^u_\epsilon(x, \omega)\), therefore \( y = x \). \( \square \)

3.2. Shadowing Lemma. We first introduce some relevant concepts. For any \( \alpha > 0 \), an orbit \( \{(x_i, \theta^i\omega)\}_{i \in \mathbb{Z}} \subset M \times \Omega \) is called \((\omega, \alpha)\)-pseudo orbit if for any \( i \in \mathbb{Z} \)

\[
d_M(f_{\theta^i\omega}(x_i), x_{i+1}) < \alpha.
\]

Lemma 3.4. For any \( \beta > 0 \), there exists an \( \alpha > 0 \) such that for any \( (\omega, \alpha)\)-pseudo orbit \( \{(x_i, \theta^i\omega)\}_{i \in \mathbb{Z}} \), there is a true orbit \( \{(y_i, \theta^i\omega)\}_{i \in \mathbb{Z}} \) of \( \phi \) such that

\[
\sup_{i \in \mathbb{Z}} d_M(y_i, x_i) < \beta.
\]

\( \{(y_i, \theta^i\omega)\}_{i \in \mathbb{Z}} \) is called \((\omega, \beta)\)-shadowing orbit of \( \{(x_i, \theta^i\omega)\}_{i \in \mathbb{Z}} \).

Further more, there is a \( \beta_0 > 0 \) such that for any \( 0 < \beta < \beta_0 \), the above true orbit is unique.

Proof. The proof follows from the proof of Proposition 3.6 in [13], thus is omitted here. \( \square \)

Remark 3.1. For the sake of convenience, we remark here that \( \beta_0 \) is always chosen to be less than \( \frac{1}{3} \delta \), where \( \delta \) is the one in Lemma 3.3 for \( \epsilon = \frac{1}{3} \epsilon_0 \).

The next lemma gives the detailed relation between "\( \alpha \)" and "\( \beta \)" in Lemma 3.4 above.

Lemma 3.5. There exist \( \alpha_0 > 0 \) and \( C \geq 1 \) so that for any \( \alpha \in (0, \alpha_0) \) and any \((\omega, \alpha)\)-pseudo orbit \( \{(x_i, \theta^i\omega)\}_{i \in \mathbb{Z}} \), there exists a true orbit \( \{(y_i, \theta^i\omega)\}_{i \in \mathbb{Z}} \) of \( \phi \) satisfying the following

\[
\sup_{i \in \mathbb{Z}} d_M(y_i, x_i) < C \alpha.
\]

Proof. By i) and iii) of Lemma 3.1, for any \( \epsilon_1 > 0 \), there exist \( \delta_1, L_1 > 0 \) such that the following properties hold

P1) For any \( x, y \in M \) with \( d_M(x, y) < \delta_1 \), \( [x, y]_\omega = W^s_\epsilon(x, \omega) \cap W^u_\epsilon(y, \omega) \) is well defined, where \( \epsilon \) is as in Lemma 3.1.

P2) For any \( x, y \in M \) with \( d_M(x, y) < \delta_1 \)

\[
\max \{d_M([x, y]_\omega, x), d_M([x, y]_\omega, y)\} \leq L_1 d_M(x, y);
\]

P3) For any \( x, y \in M \) with \( d_M(x, y) < \delta_1 \)

\[
\max \{|d_M([x, y]_\omega, x) - d_M([y, x]_\omega, y)|, |d_M([y, x]_\omega, x) - d_M([x, y]_\omega, y)|\} \leq \epsilon_1 d_M(x, y).
\]

It is obvious that P1) holds when taking \( \delta_1 < \delta \) where \( \delta \) is as in Lemma 3.2. The proof of the existence of such \( \delta_1 \) and \( L_1 \) to fit P2) and P3) may be standard, nevertheless, we sketch the proof briefly for the sake of completeness. Note that the above properties only appear in a local scenario, for the sake of simplicity, we fix an atlas of the manifold and always keep our discussion in one single local chart in the rest of the proof. Without causing any confusion, we identify \( T_x M_\omega \) and \( T_y M_\omega \) to \( \mathbb{R}^n \) for \( d_M(x, y) \) small, thus such \( x \) and \( y \) are considered to be
two points in $\mathbb{R}^n$ thus $x - y$ are well defined, and $\exp(E^u_{(x, \omega)})$, $\exp(E^s_{(x, \omega)})$ are considered to be hyperplanes in $\mathbb{R}^n$, which contain the point $x \in \mathbb{R}^n$. We also note that the distance in the local chart $\mathbb{R}^n$ is equivalent to the metric $d_M$ and the comparison constant is some system constant, therefore we will not distinguish them in the local argument.

Now we propose the condition of $\delta_1$ and $L_1$ which make P2) valid. As discussed in Remark 2.1, the splitting $T_x M_\omega = E^u_{(x, \omega)} \oplus E^s_{(x, \omega)}$ is uniformly continuous on $(x, \omega)$, thus one can make $E^u_{(x, \omega)} \oplus E^s_{(x, \omega)}$ closed enough to $E^u_{(y, \omega)} \oplus E^s_{(y, \omega)}$ by taking $d_M(x, y)$ small enough. Precisely, consider the splittings

$$\mathbb{R}^n = E^u_{(x, \omega)} \oplus E^s_{(y, \omega)}, \text{ with associated projections } \pi^u_{x, y}, \pi^s_{x, y},$$

and

$$\mathbb{R}^n = E^u_{(y, \omega)} \oplus E^s_{(x, \omega)}, \text{ with associated projections } \pi^u_{y, x}, \pi^s_{y, x},$$

then we request that for any $d_M(x, y) < \delta_1$, the following hold

$$\max \left\{ \| \pi^u_{x, y} - \pi^u_{(z, \omega)} \|, \| \pi^s_{y, x} - \pi^s_{(z, \omega)} \| \right\} < \epsilon', \ \tau = u, s, \ z = x, y, \quad (3.1)$$

where $\epsilon' > 0$ is a prefixed small constant.

Let $z_1 = [x, y]_\omega$ and $z_2 = \exp(E^u_{(y, \omega)}) \cap \exp(E^s_{(x, \omega)})$. Note that, locally, $z_1 - z_2$, $\pi^u_{y, x}(z_1 - z_2)$ and $\pi^u_{y, x}(z_1 - z_2)$ are well defined and satisfy the following:

$$d_M\left(z_1, \exp(E^u_{(y, \omega)})\right) \geq \frac{\|\pi^s_{y, x}(z_1 - z_2)\|}{\|\pi^u_{y, x}\|} \geq \frac{\|\pi^s_{y, x}(z_1 - z_2)\|}{\mathcal{P} + \epsilon'},$$

and

$$d_M\left(z_1, \exp(E^s_{(x, \omega)})\right) \geq \frac{\|\pi^u_{y, x}(z_1 - z_2)\|}{\|\pi^u_{y, x}\|} \geq \frac{\|\pi^u_{y, x}(z_1 - z_2)\|}{\mathcal{P} + \epsilon'}.$$

Since $|z_1 - z_2| \leq |\pi^u_{y, x}(z_1 - z_2)| + |\pi^s_{y, x}(z_1 - z_2)|$, without losing generality, we assume that $|\pi^u_{y, x}(z_1 - z_2)| > \frac{1}{2}|z_1 - z_2|$. By i) of Lemma 3.1 we have that

$$|z_1 - z_2| \leq 2(\mathcal{P} + \epsilon')d_M\left(z_1, \exp(E^u_{(y, \omega)})\right) \leq \frac{2(\mathcal{P} + \epsilon')}{10\mathcal{P}}d_M(y, z_1). \quad (3.2)$$

Also note that

$$d_M(y, z_2) \leq \|\pi^s_{y, x}\|d_M(x, y) \leq (\mathcal{P} + \epsilon')d_M(x, y),$$

$$d_M(y, z_1) \leq d_M(y, z_2) + |z_1 - z_2|.$$

Then we have

$$|z_1 - z_2| \leq \frac{2(\mathcal{P} + \epsilon')^2}{10\mathcal{P}}d_M(x, y) + \frac{2(\mathcal{P} + \epsilon')}{10\mathcal{P}}|z_1 - z_2|,$$

which implies that

$$|z_1 - z_2| \leq L'd_M(x, y), \text{ where } L' = \frac{2(\mathcal{P} + \epsilon')^2}{10\mathcal{P}} \left(1 - \frac{2(\mathcal{P} + \epsilon')}{10\mathcal{P}}\right). \quad (3.3)$$

Thus, by taking $L_1 = L' + \mathcal{P} + \epsilon'$, we have that

$$d_M([x, y]_\omega, y) \leq |z_1 - z_2| + d_M(y, z_2) \leq L_1d(x, y).$$
The other part follows exactly from the same argument. Proof for P2) is completed.

Next, we sketch the proof for P3). Let $z_2 = \exp(E_{(y,\omega)}^u) \cap \exp(E_{(x,\omega)}^u)$ which is the same as above and $z_3 = \exp(E_{(y,\omega)}^s) \cap \exp(E_{(x,\omega)}^u)$. Then we have

\[
||y - z_3| - |x - z_2||
\leq \left| |y - z_3| - |\pi^u_{(x,\omega)}(x - y)| \right| + \left| |x - z_2| - |\pi^u_{(x,\omega)}(x - y)| \right|
= \left| \pi^u_{x,y}(y - x) - |\pi^u_{(x,\omega)}(x - y)| \right| + \left| \pi^u_{y,x}(y - x) - |\pi^u_{(x,\omega)}(x - y)| \right|
\leq 2\epsilon' |x - y|,
\]

where $\epsilon' > 0$ is a prefixed small number from Lemma 3.1. To complete the proof of P3), we need to estimate the distance between $z_1 = [x, y]_\omega$ and $z_2$ (similarly the distance between $z_4 := [y, x]_\omega$ and $z_3$), which has been given by (3.2) and (3.3). The last step is to take $\delta_1 > 0$ small enough such that the constant $10^L$ in (3.2) and (3.3) can be replaced by a large enough constant $K > 0$ so that $L'_1 < \frac{1}{2}\epsilon_1$. This can be done, because of $\text{LipDg}^\prime_{(x,\omega)} < L'$ from i) and iii) of Lemma 3.1). Combining with (3.4), we have that P3) holds when we take $\epsilon' < \frac{1}{3}\epsilon_1$.

We now are ready to prove the lemma.

By the setting of $\phi$, there exists $L_2 \geq 1$ such that the Lipschitz constants of $f_\omega$ and $f^{-1}_\omega$ are less that $L_2$ for all $\omega \in \Omega$.

Set $C_0 := \frac{c_1 + L_2}{1 - \epsilon_1 - \frac{1}{1 + \epsilon_1} e^{-s}}$, where we require the smallness of $\epsilon_1$ to ensure the positivity of $C_0$. Now take $\alpha_0 > 0$ with $4C_0\alpha_0 < \delta_1$, we will show that there exists $C \geq 1$ satisfying the required properties.

We call a subset $R_\omega \subset M_\omega$ a rectangle if its diameter is small and $[x, y]_\omega \in R_\omega$ for all $x, y \in R_\omega$. Let $A, B \subset M$ be Borel sets with diameter less than $2\epsilon$ and their Hausdorff distance are smaller than $\delta_1$. It is not hard to see that $[A, B]_\omega := \{[x, y]_\omega| x \in A, y \in B\}$ is a rectangle in $M_\omega$. For a rectangle $R_\omega \subset M_\omega$, define that

\[
\partial^s R_\omega = \{x \in R_\omega : x \notin \text{int}(W^u_\epsilon(x, \omega) \cap R_\omega)\}
\]
\[
\partial^u R_\omega = \{x \in R_\omega : x \notin \text{int}(W^s_\epsilon(x, \omega) \cap R_\omega)\}
\]

For a given $\alpha \in (0, \alpha_0)$, $x, y \in M_\omega$ and $z \in M_{\theta_\omega}$ satisfying that $d_M(x, y) < \alpha$ and $d_M(f_\omega(x), z) < \alpha$, we have the following:

- **p1)** $d_M(f_\omega(y), z) \leq d_M(f_\omega(y), f_\omega(x)) + d_M(f_\omega(x), z) \leq (L_2 + 1)\alpha$.
- **p2)** max\{ $d_M([z, f_\omega(y)]_{\theta_\omega}, z), d_M([f_\omega(y), z]_{\theta_\omega}, y)$ $\} \leq L_1(L_2 + 1)\alpha$ by P2).
- **p3)** For any $y' \in f_\omega(W^s_{\epsilon_0}(y, \omega))$, by P2), p1) and p2),

\[
d_M([z, y']_{\theta_\omega}, z) \leq d_M([z, y']_{\theta_\omega}, [z, f(y)]_{\theta_\omega}) + d_M([z, f(y)]_{\theta_\omega}, z)
\leq d_M(y', f_\omega(y)) + \epsilon_1 d_M([z, f(y)]_{\theta_\omega}, z) + d_M([z, f(y)]_{\theta_\omega}, z)
\leq C_0\alpha e^{-\lambda} + \epsilon_1 d_M(y', f_\omega(y)) + d_M(f_\omega(y), z) + L_1(L_2 + 1)\alpha
\leq (1 + \epsilon_1)C_0\alpha e^{-\lambda} + (\epsilon_1 + 1)L_1(L_2 + 1)\alpha
= (1 - \epsilon_1)C_0\alpha.
\]
p4) Similar to the arguments for p3), we have that for any $z' \in f^{-1}_\theta(W^u_{C_\alpha}(z, \theta \omega))$

$$d_M([z', y]_\omega, y) \leq (1 - \epsilon_1)C_0 \alpha.$$  

Let $R_\omega(y) := [W^u_{C_\alpha}(y, \omega), W^s_{C_\alpha}(y, \omega)]$. By P1 and P3), we have that for any $x \in R_\omega(y)$

$$d_M(x, y) \leq d_M(x, [y, x]_\omega) + d_M([y, x]_\omega, y) \leq L_1 d_M([y, x]_\omega, x, x) + C_0 \alpha \leq (2L_1 + 1)C_0 \alpha. \quad (3.5)$$

Next, define two complete metric spaces $\mathcal{V}^u_\omega(y)$ and $\mathcal{V}^u_\omega(y)$ as follows:

$$\mathcal{V}^u_\omega(y) := \{W^u_{C_\alpha}(x, \omega) \cap R_\omega(y) \mid x \in R_\omega(y)\}, \quad \tau = u, s,$$

where the metric in $\mathcal{V}^u_\omega(y)$ is the Hausdorff distance.

Define a map $F^u_\omega(y, z) : \mathcal{V}^u_\omega(y) \to \mathcal{V}^u_\omega(z)$ by letting

$$F^u_\omega(y, z)W = f_\omega(W) \cap R_\omega(z), \quad \text{where } W \in \mathcal{V}^u_\omega(y).$$

By the choice of $C_0$ and p3), we can see that the above map is well defined. Moreover, p3) also implies that $F^u_\omega(y, z)$ is a contraction on $\mathcal{V}^u_\omega(y)$ with contracting rate $1 - \epsilon_1$. Similarly, we can define a contracting map $F^s_\omega(z, y) : \mathcal{V}^s_\omega(z) \to \mathcal{V}^s_\omega(y)$ by p4).

Now for a given $(\omega, \alpha)$-pseudo orbit $\{(x_i, \theta^i \omega)\}_{i \in \mathbb{Z}}$ and $i, j \in \mathbb{Z}$ with $i < j$, define that

$$F^u_{i,j} := F^u_{\theta^i-1, \omega}(x_{j-1}, x_j) \circ \cdots \circ F^u_{\theta^i, \omega}(x_i, x_{i+1}) : \mathcal{V}^u_{\theta^i, \omega}(x_i) \to \mathcal{V}^u_{\theta^i, \omega}(x_{j-1}),$$

$$F^s_{i,j} := F^s_{\theta^i, \omega}(x_{i+1}, x_i) \circ \cdots \circ F^s_{\theta^i-1, \omega}(x_{j-1}, x_j) : \mathcal{V}^s_{\theta^i, \omega}(x_{j-1}) \to \mathcal{V}^s_{\theta^i, \omega}(x_i),$$

which are both contractions. Thus the following set consists of only one point which is denoted by $y_i$

$$\lim_{k \to \infty} \left( F^u_{i-k, i} \left( V^u_{\theta^{i-k}, \omega}(x_{i-k}) \right) \cap F^s_{i+k, i} \left( V^s_{\theta^{i+k}, \omega}(x_{i+k}) \right) \right).$$

It is clear that $\{(y_i, \theta^i \omega)\}_{i \in \mathbb{Z}}$ is a true orbit and $y_i \in R_{\theta^i, \omega}(x_i)$. Therefore, $F^u_\omega(y, z)$ tells that taking $C = (2L_1 + 1)C_0$ will fit the need.

$$\square$$

**Lemma 3.6.** For a given $\beta \in (0, \beta_0)$, let $\alpha \in (0, \alpha_0)$ be as in Lemma 3.4 corresponding to $\beta$ where $\alpha_0$ is as in Lemma 3.3. Then for any $\tau > 0$, there exists $N_0 \in \mathbb{N}$ such that given any two $(\omega, \alpha)$-pseudo orbits $\{(x_i, \theta^i \omega)\}_{i \in \mathbb{Z}}$ and $\{(x'_i, \theta'^i \omega)\}_{i \in \mathbb{Z}}$ which are $(\omega, \beta)$-shadowed by $\alpha_0$, there exists two uniquely defined true orbits $\{(y_i, \theta^i \omega)\}_{i \in \mathbb{Z}}$ and $\{(y'_i, \theta'^i \omega)\}_{i \in \mathbb{Z}}$ respectively, for any $N > N_0$ if $x_i = x'_i$, $\forall i \in [-N, N]$, then $d_M(y_0, y'_0) \leq \tau$.

**Proof.** Note that if $x_i = x'_i$, $\forall i \in [-N, N]$, then $d_M(y_i, y'_i) < 2\beta$, $\forall i \in [-N, N]$. Let $z = [y_0, y'_0]_\omega$, where $[\cdot, \cdot]$ is defined in 3.2 for a fixed $\delta$ corresponding to $\epsilon = \frac{1}{2}\epsilon_0$. By the definition of local unstable manifold and ii) of Lemma 3.3, we have that

$$d_M(z, y'_0) \leq e^{-N\lambda}d_M(\pi_M \phi^N(z, \omega), y'_0) \leq e^{-N\lambda}(d_M(y_N, y'_N) + d_M(\pi_M \phi^N(z, \omega), y_N)) \leq e^{-N\lambda}(2\beta + d_M(z, y_0))$$

$$\square$$
$$\leq e^{-N\lambda(2\beta + \frac{1}{2}\epsilon_0)}.$$ 

The same argument is applicable to $d_M(z, y_0)$ if we reverse the time. Therefore,

$$d_M(y_0, y_0') \leq 2L_1 e^{-N\lambda(2\beta + \frac{1}{2}\epsilon_0)},$$

where $L_1$ is a constant given by P2) at beginning of the proof of Lemma 3.5. The proof is completed. \hfill \Box

Next, we consider the shadowing property of the map $\tilde{\phi}: L^\infty(\Omega, M) \to L^\infty(\Omega, M)$ induced by $\phi$. In this case, the system is a deterministic system, and the pseudo orbit is defined in the standard way: for any $\alpha > 0$, an orbit $\{g_i\}_{i \in \mathbb{Z}} \subset L^\infty(\Omega, M)$ is called an $\alpha$-pseudo orbit if for any $i \in \mathbb{Z}$

$$d_{L^\infty(\Omega, M)}(\tilde{\phi}(g_i), g_{i+1}) < \alpha.$$

**Lemma 3.7.** For any $\beta \in (0, \beta_0)$, there exists an $\alpha > 0$ such that for any $\alpha$-pseudo orbit $\{g'_i\}_{i \in \mathbb{Z}}$, there is a unique true orbit $\{g_i\}_{i \in \mathbb{Z}}$ of $\tilde{\phi}$ such that\n
$$\sup_{i \in \mathbb{Z}} d_{L^\infty(\Omega, M)}(g_i, g'_i) < \beta,$$

where $\beta_0$ is as in Lemma 3.4, and $\{g_i\}_{i \in \mathbb{Z}}$ is called $\beta$-shadowing orbit of $\{g'_i\}_{i \in \mathbb{Z}}$.

Moreover, there exist an $\alpha_0 > 0$ and $C \geq 1$ so that for any $\alpha \in (0, \alpha_0)$ and any $\alpha$-pseudo orbit $\{g'_i\}_{i \in \mathbb{Z}}$, there exists a true orbit $\{g_i\}_{i \in \mathbb{Z}}$ of $\tilde{\phi}$ satisfying the following

$$\sup_{i \in \mathbb{Z}} d_{L^\infty(\Omega, M)}(g_i, g'_i) < C\alpha.$$

**Proof.** First, we note that each $\alpha$-pseudo orbit $\{g'_i\}_{i \in \mathbb{Z}}$ induces an $(\omega, \alpha)$-pseudo orbit

$$\{(g'_i(\theta^i\omega), \theta^i\omega)\}_{i \in \mathbb{Z}}$$

for each $\omega \in \Omega$. Thus Lemma 3.4 is applicable and produces a map $g : \Omega \to M$ such that

$$\{(g(\theta^i\omega), \theta^i\omega)\}_{i \in \mathbb{Z}}$$

is $(\omega, \beta)$-shadowing $\{(g_i(\theta^i\omega), \theta^i\omega)\}_{i \in \mathbb{Z}}$, where $\alpha$ and $\beta$ are as in Lemma 3.4. Once $g$ is Borel measurable, the proof follows from Lemma 3.4 and 3.5.

Next, we prove that $g$ is Borel measurable. For $h \in L^\infty(\Omega, M)$ and $r > 0$, denote $B_\Omega(h, r)$ the open tubular neighborhood of $\text{graph}(h)$, i.e.,

$$B_\Omega(h, r) := \{(x, \omega) | \omega \in \Omega, d_M(x, h(\omega)) < r\}.$$ 

It is not hard to see that $B_\Omega(h, r)$ is a Borel subset of $M \times \Omega$. In fact, since $M$ is compact, there exists a sequence of simple functions $\{h_i : \Omega \to M\}_{i \in \mathbb{N}}$ such that

$$d_{L^\infty(\Omega, M)}(h_i, h) < \frac{r}{i+2}, \quad i \in \mathbb{N}.$$ 

Note that each $B_\Omega(h_i, \frac{i r}{i+2})$ is a Borel subset of $M \times \Omega$ because it is a union of finite rectangle sets, thus $B_\Omega(h, r) = \bigcup_{i \in \mathbb{N}} B_\Omega(h_i, \frac{i r}{i+2})$ implies the Borel measurability of $B_\Omega(h, r)$.

Coming back to $g$ and $g'_i$, by the uniqueness of $g$, we have that

$$\text{graph}(g) = \bigcap_{i \in \mathbb{Z}} \phi^{-i}(B_\Omega(g_i, \beta)).$$

For \( k \in \mathbb{N} \), let
\[
S_k := \cap_{i \in [-k,k] \cap \mathbb{Z}} \phi^{-i}(B_{\Omega}(g_i, \beta)).
\]
By the continuity of \( \phi \) and \( \phi^{-1} \), \( S_k \) is a Borel subset in \( M \times \Omega \). Also note that for each \( \omega \in \Omega \),
\[
S_k \cap M_\omega = \cap_{i \in [-k,k] \cap \mathbb{Z}} \pi_M \phi^{-i}(\{(x,\theta^i \omega) : d_M(x,g_i(\theta^i \omega)) < \beta\}),
\]
which is a nonempty open subset of \( M_\omega \). By applying Theorem B.1 to each \( S_k \), we have that for each \( k \in \mathbb{N} \), there exists a Borel measurable map \( g_k : \Omega \rightarrow M \) such that
\[
\text{graph}(g_k) \subset S_k.
\]
By the uniqueness of \( g \) and Lemma 3.3, we have that
\[
\lim_{k \rightarrow \infty} \sup_{\omega \in \Omega} \{d_M(g_k(\omega),g(\omega))\} = 0,
\]
which implies that \( g \) is Borel measurable. The proof is completed. \( \square \)

Remark 3.2. We remark here that \( \alpha_0, \beta_0 \) and \( C \) in Lemma 3.4, 3.5, and 3.7 can take the same value. Thus we will not distinguish them when these Lemmas are used in the rest of the paper.

The next lemma is a straightforward consequence of Lemma 3.6 and 3.7.

Lemma 3.8. Let \( \alpha_0 \) and \( \beta_0 \) be as in Lemma 3.7 and for a given \( \beta \in (0, \beta_0) \), \( \alpha \in (0, \alpha_0) \) be the one as in Lemma 3.7 corresponding to \( \beta \). Then for any \( \tau > 0 \), there exists \( N_0 \in \mathbb{N} \) such that the following holds: given any two \( \alpha \)-pseudo orbits \( \{g_i\}_{i \in \mathbb{Z}} \) and \( \{g'_i\}_{i \in \mathbb{Z}} \) of \( \tilde{\phi} \), which are \( \beta \)-shadowed by two true orbits \( \{\tilde{g}_i\}_{i \in \mathbb{Z}} \) and \( \{\tilde{g}'_i\}_{i \in \mathbb{Z}} \) respectively, then for any \( N > N_0 \),
\[
g_i = g'_i, \ \forall i \in [-N,N],
\]
we have that \( d_{L\infty(\Omega,M)}(\tilde{g}_0,\tilde{g}'_0) < \tau \).

4. DENSITY OF RANDOM PERIODIC POINTS

In this section, we prove Theorem 2.1 based on the mixing property and the shadowing property.

Proof of Theorem 2.1. Firstly, fix a given Borel function \( g \in L^\infty(\Omega, M) \) and \( \epsilon > 0 \). Without losing generality, we assume that \( \epsilon < \frac{1}{2} \beta_0 \), where \( \beta_0 \) is as in Lemma 3.4 and 3.7. Taking \( \beta = \frac{1}{2} \epsilon \) and applying Lemma 3.7, there exists \( \alpha > 0 \) corresponding to \( \beta \) as in Lemma 3.7. Again, for the sake of convenience, we assume that \( \alpha < \beta \). By the compactness of \( M \), there exists a finite open cover \( \{U_i, 1 \leq i \leq n_0 \} \) of which each \( U_i = B(x_i, \frac{1}{3} \alpha) \) is a ball of radius \( \alpha \) in \( M \).

Secondly, define a function \( k : \Omega \rightarrow \{1,2,\cdots,n_0\} \) by the following
\[
k(\omega) = \min \{i \in \{1,\cdots,n_0\} : g(\omega) \in U_i\}, \ \forall \omega \in \Omega.
\]
It is not hard to see that \( k \) is a measurable function since \( g \) is measurable and the following holds
\[
\{\omega | k(\omega) = i\}
\]
where the map \( y \) by the choice of 
\[
\{ \omega \mid g(\omega) \in U_i \} \quad \text{when } i = 1
\]
\[
\{ \omega \mid g(\omega) \in U_i \setminus \left( \bigcup_{1 \leq j \leq i-1} \{ \omega \mid g(\omega) \in U_j \} \right) \} \quad \text{when } i \in \{2, \ldots, n_0\}.
\]

This Borel measurable function \( k(\omega) \) induces a finite measurable partition of \( \Omega \), 
\[
\{ \Omega_i := \{ \omega \mid k(\omega) = i \} \}_{i \in \{1, \ldots, n_0\}}.
\]

Note that, by condition H2), there exists \( N \in \mathbb{N} \) such that 
\[
\pi_M \phi^n(U_i, \omega) \cap U_j \neq \emptyset, \forall \omega \in \Omega, i, j \in \{1, \ldots, n_0\}, n \geq N. \tag{4.2}
\]

Then, for any \( n \geq N \), \( k \) and \( n \) induces a finite measurable partition of \( \Omega \), \( \{ \Omega^n_{ij} \}_{i,j \in \{1, \ldots, n_0\}} \), 
by letting 
\[
\Omega^n_{ij} := \{ \omega \mid k(\omega) = i, k(\theta^n \omega) = j \} = \theta^{-n}(\Omega_j) \cap \Omega_i.
\]

By the uniform continuity of \( \phi \), there exists \( \delta_1 > 0 \) such that the following holds 
\[
d_M(\pi_M \phi(x, \omega_1), \pi_M \phi(x, \omega_2)) < \frac{1}{6} \alpha, \forall x \in M \text{ and } d_\Omega(\omega_1, \omega_2) < \delta_1. \tag{4.3}
\]

Additionally, by the uniform continuity of \( \theta \), for a fixed \( n \geq N \), there exists \( \delta_2 > 0 \) such that 
\[
d_\Omega(\theta^n \omega_1, \theta^n \omega_2) < \delta_1 \forall 0 \leq m \leq n - 1 \text{ and } d_\Omega(\omega_1, \omega_2) < \delta_2. \tag{4.4}
\]

Now take a finite measurable partition of \( \Omega \), \( \{ \Omega'_s \}_{s \in S} \), which is taken to be a refinement of \( \{ \Omega^n_{ij} \}_{i,j \in \{1, \ldots, n_0\}} \) and has diameter less than \( \delta_2 \). By (4.2), we have that for any \( \omega \in \Omega^n_{ij} \), there exists an \( x \in U_i \) such that \( \phi^n(x, \omega) \in (U_j, \Omega^n) \). Then, for each \( \Omega'_s(\subset \Omega^n_{ij}) \), arbitrarily fix a point \( (y_s, \omega_s) \in U_i \times \Omega'_s \) such that 
\[
\pi_M \phi^n(y_s, \omega_s) \in U_j.
\]

Define a simple function \( y = \sum_{s \in S} y_s \chi_{\Omega'_s} \), where \( \chi_{\Omega'_s} \) is the characteristic function of \( \Omega'_s \).

Now, we are ready to construct the \((\omega, \alpha)\)-pseudo-orbits which visit the tubular neighborhood of \( \text{graph}(g) \) periodically (with period of \( n \)). For a given \( \omega \in \Omega \), denote \( q_\omega : \mathbb{Z} \rightarrow S \) the function satisfying that for any \( l \in \mathbb{Z} \), \( \theta^{ln} \omega \in \Omega'(q(l)) \). Then define 
\[
y'_l(\omega) = \begin{cases} y(\theta^{ln} \omega), & \text{when } i = ln \\ \pi_M \left( \phi^{i-ln}(y(\theta^{ln} \omega), \omega_{q(l)}) \right), & \text{when } i \in [ln + 1, (l + 1)n - 1] \end{cases}, \tag{4.5}
\]

where the map \( y'_l : \Omega \rightarrow M \) is clearly Borel measurable. For \( l \in \mathbb{Z} \) and \( i \in [ln, (l + 1)n - 1] \), by the choice of \( \delta_2 \) and (4.4), we have that 
\[
d_\Omega(\theta^i \omega, \theta^{i-ln} \omega_{q(l)}) < \delta_1.
\]

Therefore, by (4.3), we have that, for \( i \in [ln, (l + 1)n - 2] \) 
\[
d_M \left( \pi_M \phi(y'_l(\omega)), y'_{i+1}(\omega) \right) = d_M \left( \pi_M \phi \left( \pi_M \phi^{i-ln}(y(\theta^{ln} \omega), \omega_{q(l)}) \right), \theta^i \omega \right), \pi_M \phi \left( \pi_M \phi^{i-ln}(y(\theta^{ln} \omega), \omega_{q(l)}), \theta^i \omega_{q(l)} \right) \leq \frac{1}{6} \alpha,
\]

and for \( i = (l + 1)n - 1 \), 
\[
d_M \left( \pi_M \phi(y'_{(l+1)n-1}(\omega), \theta^{(l+1)n-1} \omega), y'_{(l+1)n}(\omega) \right)
\[ \leq d_M \left( \pi_M \phi \left( \pi_M \phi^{i-1}n(y(\theta^n_0), \omega_{q_0(l)}), \theta^n_0 \right), \pi_M \phi \left( \pi_M \phi^{i-1}n(y(\theta^n_0), \omega_{q_0(l)}), \theta^n_1 \omega_{q_0(l)} \right) \right) \\
+ d_M \left( \pi_M \phi^N(y(\theta^n_0), \omega_{q_0(l)}), y(\theta^{(i+1)n}) \right) \\
< \frac{1}{6} \alpha + \frac{2}{3} \alpha < \alpha. \]

In the above estimate, we used the fact that \( \phi^n(y(\theta^n_0), \omega_{q_0(l)}) \) and \( y(\theta^{(i+1)n}) \) fall in a same element of \( \{U_i\}_{i \in \{1, \ldots, n_0\}} \). This conclude that \( \{y'_i \in L_\infty(\Omega, M)\}_{i \in \mathbb{Z}} \) forms an \( \alpha \)-pseudo orbit of \( \tilde{\phi} \). Thus, by Lemma 3.7, there exists a unique true orbit \( \{\tilde{\phi}_i(\tilde{g}), \tilde{g} \in L_\infty(\Omega, M)\}_{i \in \mathbb{Z}} \) which is \( \beta \)-shadowing \( \{y'_i\}_{i \in \mathbb{Z}} \). Note that \( \{\phi_i(\tilde{g})\}_{i \in \mathbb{Z}} \) and \( \{\phi^i+n(\tilde{g})\}_{i \in \mathbb{Z}} \) are two true orbits and

\[ d_{L_\infty(\Omega, M)}(\tilde{\phi}^i+n(\tilde{g}), \phi^i(\tilde{g})) \leq 2 \beta < \frac{1}{3} \beta_0, \forall i \in \mathbb{Z}. \]

Then Lemma 3.8 implies that

\[ \tilde{\phi}^n(\tilde{g}) = \tilde{g} \ i.e. \ \phi^n(graph(\tilde{g})) = graph(\tilde{g}). \]

This completes the proof of this theorem. \( \square \)

From the above proof, we summarize a technical lemma as follows, which can be used to join two points in \( L_\infty(\Omega, M) \) by using a segment of an orbit of \( \phi \). Since the proof follows exactly the same idea as above, we omit it here.

**Lemma 4.1.** For any \( \epsilon > 0 \), there exists a \( N \in \mathbb{N} \) such that for any \( g_1, g_2 \in L_\infty(\Omega, M) \) and \( n \in [N, \infty) \cap \mathbb{N} \), there exists \( g \in L_\infty(\Omega, M) \) satisfies the following

\[ \max \left\{ d_{L_\infty(\Omega, M)}(g, g_1), d_{L_\infty(\Omega, M)}(\tilde{\phi}^n(g), g_2) \right\} < \epsilon. \]

### 5. Random Horseshoe

In this section, we first show that \( h(M \times \Omega|\Omega) > 0 \). Then, we prove Theorem 2.2 i.e., the existence of strong full random horseshoes and full random and horseshoes.

Before going to the proof, we need to introduce an alternative definition of \( h(M \times \Omega|\Omega) \) which is more convenient.

**Lemma 5.1.** Suppose that \( \phi \) satisfy Condition H1). Then the following holds:

\[ h(M \times \Omega|\Omega) = \lim_{\epsilon \to 0^+} \inf_{\omega \in \Omega} \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \epsilon, n), \]

where

\[ N(\omega, \epsilon, n) := \max \left\{ \text{card}(E) | E \subset M_\omega, E \text{ is an } \epsilon \text{ separated set with respect to } d_{M \times \Omega,n}^\phi \right\}. \]

**Proof.** Recall that the original definition of \( h(M \times \Omega|\Omega) \) is given by

\[ h(M \times \Omega|\Omega) = \inf_{\omega \in \Omega} \lim_{\epsilon \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \epsilon, n). \]
This lemma simply states that the above order of inf and \( \lim_{\epsilon \to 0^+} \) can be exchanged. First, we clearly have that
\[
\frac{1}{n} \log N(\omega, \epsilon, n) \geq \lim_{\epsilon \to 0^+} \inf_{\omega \in \Omega} \frac{1}{n} \log N(\omega, \epsilon, n).
\]

Next, we show that the opposite inequality also holds. To see this, we claim

**Claim:** There exists \( \eta > 0 \) such that
\[
h_{\text{top}}(\phi|M_\omega) := \lim_{\epsilon \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \epsilon, n) = \lim_{n \to \infty} \sup_{\omega \in \Omega} \frac{1}{n} \log N(\omega, \eta, n), \; \forall \omega \in \Omega. \tag{5.1}
\]

**Proof of the Claim:** It is obvious that \( h_{\text{top}}(\phi|M_\omega) \geq \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \eta, n) \) by definition. Hence, it remains to prove the opposite inequality.

Firstly, we fix an \( \eta > 0 \) satisfying the following property: for any \( x, y \in M_\omega \)
\[
\sup_{n \in \mathbb{Z}} d(\phi^n(x, \omega), \phi^n(y, \omega)) \leq \eta \text{ implies } x = y.
\]
The existence of such \( \eta \) follows from the expansive property of \( \phi \), where one only requires \( \eta < \epsilon \) for the \( \epsilon \) from Lemma 3.3.

Secondly, by Lemma 3.6 we have that for any \( \epsilon' \in (0, \eta) \), there exists \( L(\epsilon') \in \mathbb{N} \) such that for any \( x, y \in M_\omega \)
\[
\max_{|n| \leq L(\epsilon')} d(\phi^n(x, \omega), \phi^n(y, \omega)) \leq \eta \text{ implies } d_M(x, y) < \epsilon'. \tag{5.2}
\]
By (5.2), we have for any \( \omega \in \Omega, n \in \mathbb{N}, \text{ and } x, y \in M_\omega, \)
\[
d_{M \times \mathbb{N}, n + 2L(\epsilon')}(x, \omega, y, \omega) \leq \eta \text{ implies } d_{M \times \mathbb{N}, n}(\phi^{L(\epsilon')}(x, \omega), \phi^{L(\epsilon')}(y, \omega)) < \epsilon',
\]
which yields
\[
N(\theta^{L(\epsilon')} \omega, \epsilon', n) \leq N(\omega, \eta, n + 2L(\epsilon')), \; \forall \omega \in \Omega, n \in \mathbb{N}, \epsilon' \in (0, \eta). \tag{5.3}
\]
Note that
\[
N(\omega, \epsilon', n + m) \leq N(\omega, \epsilon', n)N(\theta^m \omega, \epsilon', n). \tag{5.4}
\]
(5.3) and (5.4) imply that
\[
h_{\text{top}}(\phi|M_\omega) = \lim_{\epsilon' \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \epsilon', n)
\]
\[
= \lim_{\epsilon' \to 0^+} \limsup_{n \to \infty} \frac{1}{n + L(\epsilon')} \log N(\omega, \epsilon', n + L(\epsilon'))
\]
\[
\leq \lim_{\epsilon' \to 0^+} \limsup_{n \to \infty} \frac{1}{n + L(\epsilon')} \left( \log N(\omega, \epsilon', L(\epsilon')) + \log N(\theta^{L(\epsilon')} \omega, \epsilon', n) \right)
\]
\[
\leq \lim_{\epsilon' \to 0^+} \limsup_{n \to \infty} \frac{1}{n + L(\epsilon')} \left( \log N(\omega, \epsilon', L(\epsilon')) + \log N(\omega, \eta, n + 2L(\epsilon')) \right)
\]
\[
= \lim_{\epsilon' \to 0^+} \limsup_{n \to \infty} \frac{1}{n + L(\epsilon')} \log N(\omega, \eta, n + 2L(\epsilon'))
\]
\[
= \lim_{\epsilon' \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \eta, n).
\]
\[ \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \eta, n). \]

Therefore (5.1) holds, which yields
\[
\underline{h}(M \times \Omega|\Omega) = \inf_{\omega \in \Omega} \lim \inf_{n \to \infty} \frac{1}{n} \log N(\omega, \epsilon, n)
= \inf_{\omega \in \Omega} h_{\text{top}}(\phi|M_\omega)
= \inf_{\omega \in \Omega} \lim \sup_{n \to \infty} \frac{1}{n} \log N(\omega, \eta, n)
\geq \lim_{\eta \to 0^+} \inf_{\omega \in \Omega} \lim \sup_{n \to \infty} \frac{1}{n} \log N(\omega, \eta, n),
\]
which completes the proof of this lemma. \square

Next, we will show that \( \underline{h}(M \times \Omega|\Omega) > 0 \). It is not hard to see that once \( \phi^N \) has a strong horseshoe with \( k \) symbols for some \( N, k, \epsilon \) as in the Definition 2.6 then by the definition of \( \underline{h}(M \times \Omega|\Omega) \), we have that
\[
\underline{h}(M \times \Omega|\Omega) \geq \frac{\log k}{N} > 0.
\]
Thus, the first assertion on the positivity of \( \underline{h}(M \times \Omega|\Omega) \) in i) of Part B of Theorem 2.1 follows from the lemma below:

**Lemma 5.2.** If \( \phi \) satisfies condition H1) and H2), then for any \( k \in \mathbb{N} \setminus \{1\} \) there exists \( N \in \mathbb{N} \) such that \( \phi^N \) has a \( k \)-symbol strong full random horseshoe.

**Proof.** Let \( \{x_i\}_{1 \leq i \leq k} \) be an \( 3\epsilon \)-separated finite subset of \( M \). Such a set exists for small enough \( \epsilon > 0 \), and we fix this \( \epsilon \). Without loss of generality, we assume that \( \epsilon < \frac{1}{3} \beta_0 \), where \( \beta_0 \) is as in Lemma 3.7. For \( \beta = \frac{1}{3} \epsilon \), there exists an \( \alpha > 0 \) corresponding to \( \beta \) as in Lemma 3.7. Again, for the sake of convenience, we assume that \( \alpha < \beta \). For any \( i \in \{1, \ldots, k\} \), let \( U_i = B(x_i, \frac{1}{3} \alpha) \).

By Condition H2), there exists an \( N \in \mathbb{N} \) such that the following holds
\[
\pi_M \phi^N(U_i, \omega) \cap U_j \neq \emptyset, \ \forall \omega \in \Omega, i, j \in \{1, \ldots, k\}, n \geq N. \tag{5.5}
\]
By the uniform continuity of \( \phi \) and \( \theta \), there exist \( \delta_1, \delta_2 > 0 \) such that (4.3) and (4.4) hold. Let \( \{\Omega'_s\}_{s \in S} \) be a finite Borel measurable partition of \( \Omega \) with diameter less than \( \delta_2 \). By (5.5), for any \( s \in S \) and \( i, j \in \{1, \ldots, k\} \), there exists \( (y^i_j, \omega^{i,j}_s) \in U_i \times \Omega'_s \) such that
\[
\pi_M \phi^N(y^i_j, \omega^{i,j}_s) \in U_j.
\]
We define a simple function \( y^i_j = \sum_{s \in S} y^i_j \chi_{\Omega'_s} \) for all \( i, j \in \{1, \ldots, k\} \).

Now, we are ready to build the strong random horseshoe by constructing a proper \( \alpha \)-pseudo-orbits of \( \tilde{\phi} \) associated to elements from \( S_k := \{1, \ldots, k\}^Z \).

For a given \( \hat{a} = (a_i)_{i \in \mathbb{Z}} \in S_k \), and a given \( \omega \in \Omega \), we denote \( q_\omega : \mathbb{Z} \to S \) the function satisfying that for any \( l \in \mathbb{Z} \), \( \theta^l N(\omega) \in \Omega'_{q_\omega(l)} \). Then, we define
\[
y^i_{\hat{a}, \omega}(i) = \begin{cases} y^{a_i, a_{i+1}}(\theta^l N(\omega)), & \text{when } i = LN \\ \pi_M \left( \tilde{\phi}^{i-1N}(y^{a_i, a_{i+1}}(\theta^l N(\omega), \omega^{a_i, a_{i+1}}_{q_\omega(l)})) \right), & \text{when } i \in [LN + 1, (l + 1)N - 1]. \end{cases} \tag{5.6}
\]
Set
\[ g_i(\omega) := y_{\delta_i}(i), \quad \forall \omega \in \Omega, \quad i \in \mathbb{Z}. \]
It is clear that each \( g_i : \Omega \to M \) is Borel measurable since \( g_i \) is either a simple function or the image of a simple function under \( \phi \) or \( \phi^{-1} \)'s iterations.

For \( l \in \mathbb{Z} \) and \( i \in [IN, (l + 1)N - 1] \), by the choice of \( \delta_2 \) and (4.4), we have that
\[ d_\Omega(\theta_i^{lN}, \theta_i^{lN} \omega_{q_{\omega}(l)}) < \delta_1. \]
Therefore, by (4.3), we have that, for \( i \in [IN, (l + 1)N - 2] \),
(to save space, let \( z = \pi_M \phi^{lN} \left( y^{a_l, \alpha_{l+1}}(\theta^{lN} \omega), \omega_{q_{\omega}(l)} \right) \))
\[ d_M \left( \pi_M \phi(y_{\delta_i}(i)), y_{\delta_i}(i + 1) \right) = d_M \left( \pi_M \phi(z, \theta^i \omega), \pi_M \phi \left( z, \theta^i \omega_{q_{\omega}(l)} \right) \right) \leq \frac{1}{6} \alpha, \]
while for \( i = (l + 1)N - 1 \),
\[ d_M \left( \pi_M \phi(y_{\delta_i}(i)), y_{\delta_i}(i + 1) \right) \leq d_M \left( \pi_M \phi \left( z, \theta^i \omega \right), \pi_M \phi \left( z, \theta^i \omega_{q_{\omega}(l)} \right) \right) \]
\[ + d_M \left( \pi_M \phi^N(y^{a_l, \alpha_{l+1}}(\theta^{lN} \omega), \omega_{q_{\omega}(l)}), y^{a_{l+1}, \alpha_{l+2}}(\theta^{(l+1)N} \omega) \right) \]
\[ < \frac{1}{6} \alpha + \frac{2}{3} \alpha < \alpha. \]
This concludes that for any \( \omega \in \Omega \), \( \{y_{\delta_i}(i), \theta^i \omega\}_{i \in \mathbb{Z}} \) forms an \( (\omega, \alpha) \)-pseudo orbit of \( \phi \). Thus \( \{g_i\}_{i \in \mathbb{Z}} \) forms an \( \alpha \)-pseudo orbit of \( \tilde{\phi} \). Thereafter, Lemma 3.7 implies the existence of a unique true orbit \( \{\tilde{\phi}^i\}_{i \in \mathbb{Z}} \) which is \( \beta \)-shadowing \( \{g_i\}_{i \in \mathbb{Z}} \).

We define the map \( \Psi : S_k \to L^\infty(\Omega, M) \) by letting
\[ \Psi(\tilde{a}) = g_{\tilde{a}}, \quad \forall \tilde{a} \in S_k. \]
where the continuity of \( \Psi \) follows from Lemma 3.8.

Note that \( \{\tilde{\phi}^i(\tilde{g}_{\tilde{a}})\}_{i \in \mathbb{Z}} \) and \( \{\tilde{\phi}^i(\tilde{g}_{\tilde{a}})\}_{i \in \mathbb{Z}} \) are two true orbits and
\[ d_{L^\infty(\Omega, M)}(\tilde{\phi}^{i+N}(\tilde{g}), \tilde{\phi}^{i}(\tilde{g}_{\tilde{a}})) \leq 2\beta < \frac{1}{3} \beta_0, \]
therefore, by Lemma 3.8, we have that
\[ \tilde{\phi}^N(\tilde{g}_{\tilde{a}}) = (\tilde{g}_{\tilde{a}}) \text{ i.e. } \phi^N \text{graph}(\tilde{g}_{\tilde{a}}) = \text{graph}(\tilde{g}_{\tilde{a}}), \]
which implies (ii) in Definition 2.6.

Now we prove i) in Definition 2.6. For any \( \overset{\sim}{a}_1 = (a_1(i))_{i \in \mathbb{Z}}, \overset{\sim}{a}_2 = (a_2(i))_{i \in \mathbb{Z}} \in S_k \) with \( \overset{\sim}{a}_1 \neq \overset{\sim}{a}_2 \), let \( s = \min \{|i| \mid a_1(i) \neq a_2(i)\} \). Then, by the choice of \( x_i, U_i, \epsilon, \alpha, \beta \) at the beginning of this section, we have that
\[ d_{\Phi_M \times \Omega, N}(\phi^N(\Psi(\overset{\sim}{a}_1)(\omega)), \phi^N(\Psi(\overset{\sim}{a}_2)(\omega))) > \epsilon, \quad \forall \omega \in \Omega, \quad (5.7) \]
where \( a_1(r) \neq a_2(r) \) with \( |r| = s \) and \( d_{\Phi_M \times \Omega, N} \) is the Bowen metric. Note that there is a constant \( L > 1 \) such that for any \( \omega \in \Omega \) and \( x, y \in M \) with \( d(x, y) > 0 \), we have
\[ d(\phi^{\pm 1}(x, \omega), \phi^{\pm 1}(y, \omega)) \leq L d_M(x, y). \]
Therefore
\[ d_M\left( \pi_M(\Psi(\hat{a}_1)(\omega),\omega), \pi_M\varphi^{rN}(\Psi(\hat{a}_2)(\omega),\omega) \right) > \epsilon L^{-N}, \quad \forall \omega \in \Omega, \quad (5.8) \]
which implies Condition i) of Definition 2.6 by taking \( \Delta = \epsilon L^{-N} \).

Finally, the continuity of \( \Psi^{-1} \) can be obtained by the following estimate:
\[
\begin{align*}
\quad d_M(\Psi(\hat{a}_1)(\omega),\Psi(\hat{a}_2)(\omega)) \\
= &\quad d\left((\Psi(\hat{a}_1)(\omega),\Psi(\hat{a}_2)(\omega))\right) \\
\geq &\quad L^{-|rN|}d\left(\varphi^{rN}(\Psi(\hat{a}_1)(\omega)),\varphi^{rN}(\Psi(\hat{a}_2)(\omega))\right) \\
\geq &\quad \epsilon L^{-(s+1)N}.
\end{align*}
\]

The proof is completed. \( \square \)

**Remark 5.1.** Actually, the positivity of \( \underline{h}(M \times \Omega|\Omega) \) can be derived more directly by estimating the volume expanding rate on local unstable manifolds, which follows from the hyperbolicity of the systems on fibers. Nevertheless, we prefer to present the current proof which is demonstrative for the ideas on constructing random horseshoes by mixing property.

Next, we construct a strong horseshoe which can capture enough entropy which is close to the lower topological fiber entropy. The construction of the desired horseshoe follows from the same procedure as the one used in the proof of Lemma 5.2.

**Proof of Part A. of Theorem 2.2.** By Lemma 5.1 we have that there exists \( \epsilon_0' > 0 \) such that for any \( \epsilon' \in (0, \epsilon_0') \) the following holds
\[
\inf_{\omega \in \Omega} \limsup_{n \to \infty} \frac{1}{n} \log N(\omega,\epsilon',n) > \underline{h}(M \times \Omega|\Omega) - \frac{1}{4}\gamma. \quad (5.10)
\]

Let \( \epsilon_1' = \min\left\{\frac{1}{2}\beta_0, \epsilon_0'\right\} \), where \( \beta_0 \) is as in Lemma 3.7. Taking \( \beta = \frac{1}{6}\epsilon_1' \), there exists an \( \alpha > 0 \) corresponding to \( \beta \) as in Lemma 3.4. Again, for the sake of convenience, we assume that \( \alpha < \beta \). Now we fix an \( \epsilon \in (0, \beta) \), and also fix a set of open balls in \( M \) with radius equaling \( \min\{\frac{1}{4}\alpha, \frac{1}{6}\epsilon\} \), \( \{U_i, 0 \leq i \leq p\} \), where \( \{U_i\}_{1 \leq i \leq p} \) forms an open cover of \( M \).

By Condition H2), there exists \( N_1 \in \mathbb{N} \) such that the following holds
\[
\pi_M\varphi^n(U_i,\omega) \cap U_j \neq \emptyset, \quad \forall \omega \in \Omega, i,j \in \{0,1,\cdots,p\}, n \geq N_1. \quad (5.11)
\]

By \((5.10)\) and \( \beta \leq \frac{1}{6}\epsilon_0' \), for any \( \omega \in \Omega \), there exist \( l(\omega), m(\omega) \in \mathbb{N} \), and a \( 3\beta \)-separated set \( \{z_i(\omega)\}_{1 \leq i \leq l(\omega)} \) with respect to \( d_M^{\varphi|M \times \Omega, m(\omega)} \) satisfies that
\[
\frac{1}{m(\omega) + 2N_1} \log l(\omega) > \underline{h}(M \times \Omega|\Omega) - \frac{1}{2}\gamma. \quad (5.12)
\]

Since \( \phi \) is continuous and \( \Omega \) is compact, the \( 3\beta \)-separated set can be chosen properly to make \( m(\omega) \) being uniformly bounded on \( \Omega \). The bound is denoted by \( N_2 \). Let \( N = L(N_2 + 2N_1) \), where \( L \) is a prefixed large positive integer.

Note that, by the choice of \( \alpha \) and \( \beta \), if two \( (\omega,\alpha) \)-pseudo orbits have a \( 3\beta \)-separation on time \( n \), then the corresponding true orbits which are \( (\omega,\beta) \)-shadowing them respectively have a \( \beta \)-separation on time \( n \). Therefore, here instead of constructing specific pseudo orbits, we
would like to count the number of \((\omega, \frac{2}{3}\alpha)\)-pseudo orbits which have \(3\beta\)-separations happened during time interval \([0, N]\).

First, we describe the procedure defining the pseudo orbits. For a given \(\omega \in \Omega\), by (5.11), we can use a segment of a true orbit to connect \((U_0, \omega)\) to any one of \(\{(U_i, \theta^{N_i})\}_{1 \leq i \leq p}\). This orbit segment of connecting \(U_0\) to some \(U_i\) is the first piece of the \((\omega, \frac{2}{3}\alpha)\)-pseudo orbit. The second piece of the \((\omega, \frac{2}{3}\alpha)\)-pseudo orbit is one of the orbit segments

\[
\{\phi^j(z_i(\theta^{N_i}\omega), \theta^{N_i}\omega)\}_{0 \leq j \leq m(\theta^{N_i}\omega) - 1}
\]

which is a segment of a true orbit. So in order to ensure that these two pieces can be merged with variation \(\leq \frac{2}{3}\alpha\), \(U_i\) chosen in the first step should contain the \(z_i(\theta^{N_i}\omega)\) chosen in the second step. The third piece of these \((\omega, \frac{2}{3}\alpha)\)-pseudo orbits is to connect \(\phi^m(\theta^{N_i}\omega)(z_i(\theta^{N_i}\omega), \theta^{N_i}\omega)\) to \(U_0\) by a true orbit segment with length \(N_1\), which can be done again by (5.11). We repeat this procedure and derive a sequence of integers in the following way

\[
R_0 = 0 \\
R_1 = 2N_1 + m(\theta^{N_1}\omega) \\
R_2 = 2N_1 + m(\theta^{R_1+N_1}\omega) \\
\ldots \\
R_{n+1} = 2N_1 + m(\theta^{\sum_{i=1}^{n} R_i+N_1}\omega)
\]

Let

\[
s := \max \left\{ n \mid \sum_{i=1}^{n} R_i \leq (L - 1)(N_2 + 2N_1) \right\}.
\]

The above procedure of constructing pseudo orbits repeats \(s\) times in the time interval \([0, \sum_{i=1}^{s} R_i]\). For the time interval \([\sum_{i=1}^{s} R_i, N]\), we use only one orbit segment to connect \((U_0, \theta^{\sum_{i=1}^{s} R_i}\omega)\) to \((U_0, \theta^{N}\omega)\). It is not hard to see that the number of \((\omega, \frac{2}{3}\alpha)\)-pseudo orbits which are \(3\beta\)-separated in the time interval \([0, N]\) is

\[
K(\omega) = \prod_{i=1}^{s} l \left( \theta^{\sum_{j=0}^{i-1} R_j+N_1}\omega \right).
\]

Let \(N_3 = N - \sum_{i=1}^{s} R_i\), then \(N_3 \leq 2(N_2 + 2N_1)\). Therefore, by (5.12), we have that

\[
\frac{\log K(\omega)}{N} = \frac{\sum_{i=1}^{s} \log l \left( \theta^{\sum_{j=0}^{i-1} R_j+N_1}\omega \right)}{N} \geq \left( \frac{h(M \times \Omega|\Omega) - \frac{1}{2}\gamma}{N} \right) \left( \frac{\sum_{i=1}^{s} \left( m \left( \theta^{\sum_{j=0}^{i-1} R_j+N_1}\omega \right) + 2N_1 \right)}{N} \right) = \left( \frac{h(M \times \Omega|\Omega) - \frac{1}{2}\gamma}{N} \right) \frac{\sum_{i=1}^{s} R_i}{N} = \left( \frac{h(M \times \Omega|\Omega) - \frac{1}{2}\gamma}{N} \right) \frac{N - N_3}{N}
\]
\[ \geq \left( h(M \times \Omega|\Omega) - \frac{1}{2} \gamma \right) \left( 1 - \frac{2}{L} \right). \]

The largeness of \( L \) is to ensure the following
\[ \frac{\log K(\omega)}{N} > h(M \times \Omega|\Omega) - \gamma. \]

For any given \( \omega \in \Omega \), let \( \{ y_j(\theta^i \omega) \}_{0 \leq i \leq N-1}, 1 \leq j \leq K(\omega) \), be the segments of \( (\omega, \frac{2}{3} \alpha)\)-pseudo orbits of \( \phi \) defined above. By the uniform continuous of \( \phi \), there exist \( \delta_1, \delta_2 > 0 \) such that (4.3) and (4.4) hold, where \( n \) in (4.4) is replaced by \( N \). Let \( \{ \Omega'_s \}_{s \in S} \) be a finite Borel measurable partition of \( \Omega \) with diameter less than \( \delta_2 \). We fix an \( \omega'_s \in \Omega'_s \) for each \( s \in S \), and let \( K = \min \{ K(\omega'_s) \}_{s \in S} \). Note that we
\[ \frac{\log K}{N} > h(M \times \Omega|\Omega) - \gamma. \]

Define the simple functions as follows
\[ g_{i,j} = \sum_{s \in S} y_j(\theta^i \omega'_s) \chi_{\theta^i(\Omega'_s)}, \quad 0 \leq i \leq N - 1, 1 \leq j \leq K. \]

where \( \chi_{\theta^i(\Omega'_s)} \) is the characteristic function of \( \theta^i(\Omega'_s) \). It is not hard to see that (4.3) and (4.4) imply that
\[ d_{L^\infty(\Omega,M)}(\tilde{\phi}(g_{i,j}), g_{i+1,j}) \leq d_M(y_j(\theta^i \omega'_s), y_j(\theta^{i+1} \omega'_s)) + \frac{1}{6} \alpha < \alpha, \quad 0 \leq i \leq N - 2, \quad (5.13) \]

and
\[ d_{L^\infty(\Omega,M)}(\tilde{\phi}(g_{N-1,j}), g_{0,j'}) \leq \text{diameter of } U_0 + \frac{1}{6} \alpha < \alpha, \quad 1 \leq j, j' \leq K. \quad (5.14) \]

Also note that for \( 1 \leq j, j' \leq K \) with \( j \neq j' \) and each \( \omega \in \Omega \), \( \{ y_j(\theta^i \omega) \}_{0 \leq i \leq N-1} \) and \( \{ y_{j'}(\theta^i \omega) \}_{0 \leq i \leq N-1} \) are \( 3\beta \)-separated with respect to \( d_M^{\phi} \), thus we have that
\[ \inf_{\omega \in \Omega} \max_{0 \leq i \leq N-1} d_M(g_{i,j}(\omega), g_{i,j'}(\omega)) \geq 3\beta. \quad (5.15) \]

Now, we are ready to construct the strong full random horseshoe.

For \( \tilde{a} = (a_k)_{k \in \mathbb{Z}} \in \mathcal{S}_k \), let
\[ g_{\tilde{a}} = g_{i-\left[ \frac{i}{N} \right], a_{\left[ \frac{i}{N} \right]}}, \quad i \in \mathbb{Z}, \quad (5.16) \]

where \( \left[ \frac{i}{N} \right] \) is the largest integer less than \( \frac{i}{N} \). By (5.13) and (5.14), we have that \( \{ g_{\tilde{a}} \}_{i \in \mathbb{Z}} \) forms an \( \alpha \)-pseudo orbit of \( \tilde{\phi} \), thus Lemma 3.8 implies a true orbit of \( \tilde{\phi} \), \( \{ \tilde{\phi}^i(g_{\tilde{a}}) \}_{i \in \mathbb{Z}} \), which is \( \beta \)-shadowing \( \{ g_{\tilde{a}} \}_{i \in \mathbb{Z}} \).

Define \( \Psi : \mathcal{S}_k \to L^\infty(\Omega, M) \) by letting
\[ \Psi(\tilde{a}) = g_{\tilde{a}}, \]
where the continuity of \( \Psi \) follows from Lemma 3.8 immediately. It is obvious that (5.15) and the argument for (5.3) imply Condition i) of Definition 2.6 with \( \Delta = \beta L^{-N} \). ii) of Definition and the continuity of \( \Psi^{-1} \) follow exactly from the same arguments as (5.9), thus we do not repeat it here. This completes the proof of Part A. of Theorem 2.2. \( \square \)
Next, we construct a full random horseshoe which can capture enough entropy that is close to the upper topological fiber entropy.

**Proof of Part B. of Theorem 2.2.** For a given $\gamma > 0$, by the definition of $\bar{h}(M \times \Omega|\Omega)$, we have that there exist $\omega_0 \in \Omega$ and $\epsilon_0 > 0$ such that for any $0 < \epsilon < \epsilon_0$, there exist infinitely many $n \in \mathbb{N}$ and corresponding 5$\epsilon$-separated set in $M_{\omega_0}$ with respect to the Bowen metric $d_{\Omega\times\Omega,n}^0$, whose cardinality is greater than $e^{\alpha n(\bar{h}(M \times \Omega|\Omega) - \frac{1}{2}\gamma)}$.

Firstly, we fix an such $\epsilon$ as above. Without loss of generality, we assume that $\epsilon < \frac{1}{2}\beta_0$, where $\beta_0$ is as in Lemma 3.3. Letting $\beta = \frac{1}{\epsilon}$ and applying Lemma 3.3, we have that there exists $\alpha > 0$ corresponding to $\beta$, which is taken to be smaller than $\beta$. Then we fix a $\delta$ such that $\delta < \frac{1}{\epsilon}$ and

$$d_M(\pi_M(x,\omega_1),\pi_M(x,\omega_2)) < \frac{1}{6}\alpha, \forall x \in M \text{ and } d_{\Omega}(\omega_1,\omega_2) < \delta. \quad (5.17)$$

Let $\{U_0, U_1, \ldots, U_p\}$ be a collection of $\frac{1}{\epsilon}\alpha$-balls in $M$ such that $M = \bigcup_{i=1}^p U_i$. By Condition H2), there exists $N_1 \in \mathbb{N}$ such that the following holds

$$\pi_M\phi^n(U_i, \omega) \cap U_j \neq \emptyset, \forall i, j \in \{0, 1, \ldots, p\}, n \geq N_1.$$ 

Now we fix an $N_2 >> N_1$ such that there exists a $5\epsilon$-separated set in $M_{\omega_0}$ with respect to the Bowen metric $d_{\Omega\times\Omega,n}^0$, whose cardinality is greater than $e^{N_2(\bar{h}(M \times \Omega|\Omega) - \frac{1}{2}\gamma)}$. By the continuity of $\phi$, one can easily obtain the following technical lemma:

**Lemma 5.3.** There exist a nonempty open subset $O \subset \Omega$ and $k$ points $y_i : \in M, 1 \leq i \leq k$ with

$$k \geq e^{n(\bar{h}(M \times \Omega|\Omega) - \frac{1}{2}\gamma)}$$

such that for any $\omega \in O$, $\{(y_i, \omega)\}_{1 \leq i \leq k}$ is a $\epsilon$-separated set with respect to $d_{\Omega\times\Omega}^n$.

Actually, $O$ can be taken to be a small open neighborhood of $\omega_0$. For the sake of convenience and without loss of generality, we assume that the following hold:

a1) $O$ is in a $\frac{1}{\delta}$-ball with respect to $d_{\Omega,N_2}^n$, where $\delta$ is as in (5.17);

a2) $\frac{\log k}{N_2} > h(M \times \Omega|\Omega) - \frac{2}{3}\gamma$;

a3) $\{y_i\}_{1 \leq i \leq k} \subset U_0$ (Note that $M$ is compact).

Let $N = N_2 + N_1$. Note that both $\Omega_1 := \bigcup_{i \in \mathbb{Z}} \theta_i^N(O)$ and $\Omega_2 := \Omega \setminus \Omega_1$ are $\theta^N$-invariant sets since $\theta$ is invertible. Clearly, $\Omega_1$ and $\Omega_2$ are both measurable (actually $\Omega_1$ is open and $\Omega_2$ is closed). We will deal with $\Omega_1$ and $\Omega_2$ separately.

Following exactly the same procedure as the proof of Lemma 5.2, we can construct a finite Borel measurable partition of $\Omega$, which is denoted by $\xi := \{\Omega_t, t \in T\}$, Borel measurable simple functions $\{g^{0,i}, g^{i,0}, 1 \leq i \leq p\}$, and a finite set $\{\omega_t \in \Omega_t, t \in T\}$ satisfying the following properties:

b1) For any $\omega, \omega'$ fall in an element of $\xi$, the following holds

$$d_{\Omega}(\theta^n\omega, \theta^n\omega') < \delta, \forall 0 \leq n \leq N - 1,$$

where $\delta$ satisfies (5.17);
b2) For $1 \leq i \leq p$, $g_{i}^{0,0} = \sum_{t \in T} g_{i}^{t,0} \chi_{O_{i}}^{t}$, where
$$g_{i}^{t,0} \in U_{i} \text{ and } \pi_{M} \phi^{N_{i}}(g_{i}^{t,0}, \omega_{i}) \in U_{0};$$

b3) $g_{0}^{0,0} = \sum_{t \in T} g_{0}^{t,0} \chi_{O_{0}}^{t}$, where
$$g_{0}^{t,0} \in U_{0} \text{ and } \pi_{M} \phi^{N}(g_{0}^{t,0}, \omega_{1}) \in U_{0} \text{ for some } \omega_{1} \in \Omega'_{1}.$$

For each $i \in [1, k] \cap N$, there exists a finite Borel partition of $O$, which is denoted by $\eta_{i} := \{O_{q}^{i} | q \in \{0, 1, \ldots, p\}\}$, such that the following holds:

c1) $\pi_{M} \phi^{N_{i}}(\{y_{i}\} \times O_{q}^{i}) \subset U_{q}$, where $\{y_{i}\}_{1 \leq i \leq k}$ is as in Lemma 5.3.

Now, we are ready to construct the full random horseshoe by constructing proper pseudo orbits.

**Step 1.** For each $\omega \in \Omega_{1} = \bigcup_{i \in Z} \theta^{i} \phi^{N}(O)$, we first collect all the hitting time of orbit $\{\theta^{i} \omega\}_{i \in Z}$ with set $O$, which is denoted by $\{n_{i}(\omega)\}_{i \in I(\omega)} \subset Z \cup \{\pm \infty\}$. We arrange $I(\omega)$ and $n_{i}(\omega)$ in the following way:

**Case (1.1).** $n_{i}(\omega)$ has the same sign as $i$, and for any $i, j \in I(\omega)$,
$$i < j \text{ if and only if } n_{i}(\omega) < n_{j}(\omega);$$

**Case (1.2).** For the positive part of $I(\omega)$, if $\{\theta^{i} \omega\}_{i \in N}$ hits $O$ infinitely many times, let
$$I(\omega) \cap N = N;$$
otherwise, let
$$I(\omega) \cap N = \{1, 2, \ldots, m^{+}(\omega)\} \text{ and } n_{m^{+}(\omega)+1} = +\infty,$$
where $m^{+}(\omega)$ is the number of times $\{\theta^{i} \omega\}_{i \in N}$ hits $O$.

**Case (1.3).** Similarly, for the negative part of $I(\omega)$, if $\{\theta^{-i} \omega\}_{i \in N}$ hits $O$ infinitely many times, let
$$I(\omega) \cap -N = -N;$$
otherwise, let
$$I(\omega) \cap -N = \{-1, -2, \ldots, -m^{-}(\omega)\} \text{ and } n_{m^{-}(\omega)-1} = -\infty,$$
where $m^{-}(\omega)$ is the number of how many times $\{\theta^{-i} \omega\}_{i \in N}$ hitting $O$.

**Case (1.4).** If $\omega \in \theta^{-N_{1}}O$, put 0 in $I(\omega)$ and let $n_{0}(\omega) = 0$; otherwise, $0 \notin I(\omega)$.

We remark here that $I(\omega)$ is always non-empty for $\omega \in \Omega_{1}$, however, each of $I(\omega) \cap N$, $I(\omega) \cap \{0\}$, and $I(\omega) \cap -N$ could be an empty set.

**Step 2.** For a given $\omega \in \Omega_{1}$ and $\hat{a} = (a_{n}) \in S^{k}$, we define a pseudo orbit as in the following:

**Case 1.** For $n = n_{i}(\omega)$, $i \in I(\omega)$, suppose that
$$\theta^{n_{i}} \omega \in O_{q}^{a_{n}} \text{ and } \theta^{n_{i}+N_{i}} \omega \in \Omega'_{1},$$
thus define
\[ y_{a,\omega}^j(nN + j) = \begin{cases} 
\pi_M \phi^j(y_{a,\omega}, \theta^{nN}\omega), & 0 \leq j \leq N_2 - 1 \\
\pi_M \phi^{j-N_2}(g^0, (\theta^{nN+N_2}\omega), \omega_{t_1}), & N_2 \leq j \leq N - 1. \end{cases} \tag{5.18} \]

**Case 2.** For \( n \notin \{n_1(\omega)\}_{i \in I(\omega)} \), suppose that \( \theta^{nN}\omega \in \Omega^a_{t_2} \), then define
\[ y_{a,\omega}^j(nN + j) = \pi_M \phi^j(g^0, (\theta^{nN}\omega), \omega_{t_2}), \quad 0 \leq j \leq N - 1. \tag{5.19} \]

For Case 1., note that \( \{(y_{a,\omega}^j(nN + j), \theta^{nN+j}\omega)_{0 \leq j \leq N_2-1} \) is a true orbit, and \( \theta^{nN} \in O^a_q \), therefore
\[ \pi_M \phi(y_{a,\omega}^j(nN + N_2 - 1), \theta^{nN+N_2-1}\omega), \quad y_{a,\omega}^j(nN + N_2) \in U_q. \]

Thus
\[ d_M(\pi_M \phi(y_{a,\omega}^j(nN + N_2 - 1), \theta^{nN+N_2-1}\omega), \ y_{a,\omega}^j(nN + N_2)) \leq \frac{2}{3} \alpha. \]

By b1) and (5.17), we have that for \( N_2 \leq j \leq N - 1, \)
\[ d_M(\pi_M \phi(y_{a,\omega}^j(nN + j), \theta^{nN+j}\omega), \ y_{a,\omega}^j(nN + j + 1)) \]
\[ = d_M(\pi_M \phi(\pi_M \phi^j(g^0, (\theta^{nN+N_2}\omega), \omega_{t_1}), \theta^{nN+N_2+j}\omega), \pi_M \phi^{j+1}(g^0, (\theta^{nN+N_2}\omega), \omega_{t_1})) \]
\[ \leq \frac{2}{3} \alpha, \]

which implies that \( \{(y_{a,\omega}^j(nN + j), \theta^{nN+j}\omega)_{N_2 \leq j \leq N-1} \) is a segment of an \( (\omega, \frac{1}{6} \alpha) \)-pseudo orbit. Hence \( \{(y_{a,\omega}^j(nN + j), \theta^{nN+j}\omega)_{0 \leq j \leq N-1} \) is a segment of an \( (\omega, \frac{2}{3} \alpha) \)-pseudo orbit with length \( N \).

For Case 2., by b3), (5.17), and using the same argument as for \( N_2 \leq j \leq N - 1 \) in Case 1., we have that \( \{(y_{a,\omega}^j(nN + j), \theta^{nN+j}\omega)_{0 \leq j \leq N-1} \) is a segment of an \( (\omega, \frac{1}{6} \alpha) \)-pseudo orbit with length \( N \).

Also note that, all the segments of \( (\omega, \alpha) \)-pseudo orbit defined in both Case 1. and Case 2. start and end in \( U_0 \) which has diameter \( \frac{2}{3} \alpha \). Hence, the pseudo orbit \( \{(y_{a,\omega}^j(nN + j), \theta^{nN+j}\omega)_{j \in \mathbb{Z}} \) is an \( (\omega, \frac{2}{3} \alpha) \)-pseudo orbit.

It is clear that \( \{(y_{a,\omega}^j(\omega), \theta^j\omega)_{j \in \mathbb{Z}}, \omega \in \Omega \) induces an \( \alpha \)-pseudo orbit of \( \hat{\phi} \) by letting
\[ g_{a,j}^j(\omega) = y_{a,\omega}^j(\omega), \quad j \in \mathbb{Z}, \omega \in \Omega_1. \]

The Borel measurability of each \( g_{a,j}^j \) follows from (5.18) and (5.19) immediately, since each \( g_{a,j}^j \) is either a simple function or an image of a simple function under iterations of \( \phi \) or \( \phi^{-1} \). Therefore, by applying Theorem [5.7] for \( \hat{\phi}|_{L^\infty(\Omega_1)} \), we have that there exists a unique true orbit of \( \hat{\phi}|_{L^\infty(\Omega_1)} \), \( \{(\hat{\phi}|_{L^\infty(\Omega_1)})^n(g_{a})\}_{n \in \mathbb{Z}} \), which is \( \beta \)-shadowing \( \{g_{a,j}^j\}_{j \in \mathbb{Z}} \).

Now we define the desired horseshoe map by the letting
\[ \Psi(a)|_{\Omega_1} = g_{a}, \quad \forall a \in S_k. \]

The continuity of \( \Psi|_{\Omega_1} \) follows from Lemma [3.6] straightforwardly. The next, we prove that Condition i) of Definition [2.5] for \( \Psi|_{\Omega_1} \) holds.
For $\hat{a}' \neq \hat{a}'' (\in S_k)$, let $s = \min \{|n| \mid a'_n \neq a''_n\}$ and $r$ be such that $|r| = s$ and $a'_r \neq a''_r$. By the choice of $O, y_i, U_i, \epsilon, \alpha, \beta$ at the beginning of this section, we have that

$$d^\phi_{M \times \Omega, N_1} (\phi^{rN} (\Psi(\hat{a}_1)(\omega), \omega), \phi^{rN} (\Psi(\hat{a}_2)(\omega), \omega)) > \epsilon, \forall \omega \in \theta^{-rN}(O),$$

where $d^\phi_{M \times \Omega, N_1}$ is the Bowen metric. Note that there is a constant $L > 1$ such that for any $\omega \in \Omega$ and $x, y \in M$ with $d(x, y) > 0$, we have

$$d(\phi^{\pm 1}(x, \omega), \phi^{\pm 1}(y, \omega)) \leq L d_M(x, y).$$

Therefore, for any $\omega$ from the non-empty open set $\theta^{-rN}(O)$, the following holds,

$$d_M (\pi_M \phi^{rN} (\Psi(\hat{a}_1)(\omega), \omega), \pi_M \phi^{rN} (\Psi(\hat{a}_2)(\omega), \omega)) = d(\phi^{rN} (\Psi(\hat{a}_1)(\omega), \omega), \phi^{rN} (\Psi(\hat{a}_2)(\omega), \omega)) > \epsilon L^{-N},$$

which implies Condition i) of Definition 2.5 by taking $\Delta = \epsilon L^{-N}$. The continuity of $\Psi^{-1}$ follows from the same argument as (5.9).

**Final Step.** To complete the proof, we need to address the following issues:

Firstly, Condition ii) in Definition 2.5 for $\Psi_{|\Omega_1}$ simply follows from the uniqueness of $\hat{g}_a$ and the same argument used in the proof of Lemma 5.2.

Secondly, we need to extend the definition of $\hat{g}_a$ properly to the whole $\Omega$. This can be done by Theorem 2.4. Since $\Omega_1$ and $\Omega_2 = \Omega \setminus \Omega_2$ are both $\theta^N$-invariant, we can view $\Omega_2$ independently, and give up to capture entropy from the system $\phi^N_{|\Omega_2}$ (as the entropy captured from $\phi^N_{|\Omega_1}$ is already enough). Theorem 2.4 implies that for large $N$, there exists a Borel function $g : \Omega_2 \to M$ such that

$$\phi^N_{|\Omega_2}(\text{graph}(g)) = \text{graph}(g).$$

We simply extend $g_a$ to $\tilde{g}_a$ by letting

$$\tilde{g}_a_{|\Omega_1} = g_a \text{ and } \tilde{g}_a_{|\Omega_2} = g.$$

It is not hard to see that such an extension is harmless for Conditions i) and ii) of Definition 2.5. So the map $\Psi : S_k \to L^\infty$ which takes $\hat{a}$ to $\tilde{g}_a$ gives a full random horseshoe.

Finally, as we required at the beginning of this section that $N_2 >> N_1$, a2) yields

$$\frac{\log k}{N_2} = \frac{\log k}{N_2 + 2N_1} > \frac{\log k}{N_2} - \frac{1}{3} \gamma > \overline{h}(M \times \Omega|\Omega) - \gamma.$$

This completes the proof of theorem.

6. Density of Periodic Random Invariant Measures

In this section, we prove Theorem 2.3, namely, any $\phi$-invariant measure with marginal $P$ can be approximated by random periodic measures.
Proof of Theorem 2.3. We first fix a $\theta$-invariant probability measure $\mathbb{P}$ on $\Omega$. We will show that for any $\mu \in \mathcal{P}(M \times \Omega)$, there is a sequence of periodic measures $\{\mu_i\}_{i=1,2,...}$ such that for any continuous real function $h$ defined on $M \times \Omega$ the following holds

$$\int h d\mu = \lim_{i \to \infty} \int h d\mu_i.$$  

Since $C(M \times \Omega)$, the space of continuous real functions defined on a compact set, is separable, it suffices to show that for any $\mu \in \mathcal{P}(M \times \Omega)$, $\epsilon > 0$ and $h \in C(M \times \Omega)$, there is a periodic measure $\mu^h$ such that

$$\left| \int h d\mu - \int h d\mu^h \right| < \epsilon. \quad (6.1)$$

To the end, based on the above assertion, it is not hard to see that $\{\mu^h\}_{n,m \in \mathbb{N}}$ forms an countable dense subset of $\mathcal{P}(M \times \Omega)$, where $\{h_m\}_{m \in \mathbb{N}}$ is a dense subset of $C(M \times \Omega)$.

Fixing $\mu \in \mathcal{P}(M \times \Omega)$, $\epsilon > 0$ and $h \in C(M \times \Omega)$, we now construct $\mu^h$.

Since $h$ is uniformly continuous on $M \times \Omega$ by the compactness of $M \times \Omega$, there exists $\delta_1 > 0$ such that the following holds

$$|h(x_1, \omega) - h(x_2, \omega)| < \frac{1}{10} \epsilon, \quad \text{provided } d_M(x_1, x_2) < \delta_1. \quad (6.2)$$

By Lemma 3.7, there exists $\delta_2 > 0$ such that any $\delta_2$-pseudo orbit can be $\frac{1}{3}\delta_1$-shadowed by a unique true orbit of $\phi$. By Lemma 4.1, there exists an $N_1 \in \mathbb{N}$ such that for any $g_1, g_2 \in L^\infty(\Omega, M)$, there exists a $g_3 \in L^\infty(\Omega, M)$ such that

$$\max \left\{ d_{L^\infty(\Omega,M)}(g_3, g_1), d_{L^\infty(\Omega,M)}(\phi^{N_1}(g_3), g_2) \right\} < \frac{1}{3} \delta_2. \quad (6.3)$$

For $m \in \mathbb{N}$ and $s > 0$, let

$$A^h_{m,s} := \left\{ (x, \omega) \in M \times \Omega \left| \left| \int h d\mu - \frac{1}{n} \sum_{i=0}^{n-1} h\left( \phi^i(x, \omega) \right) \right| < s, \forall n \geq m \right\}.$$ 

It is not hard to see that $A^h_{m,s}$ is a $G_\delta$-set by the continuity of $h$ and $\phi$, and $\lim_{m \to \infty} \mu(A^h_{m,s}) = 1$ by the Birkhoff ergodic theorem. Now fix an $N_2 \in \mathbb{N}$ such that the following holds

$$\mathbb{P}\left( \pi_{\Omega}\left( A^h_{N_2, \frac{\epsilon}{4}} \right) \right) > 1 - \frac{1}{4M \epsilon} \quad \text{and} \quad \frac{N_1}{N_2} < \frac{1}{10M \epsilon}, \quad (6.4)$$

where $M = \sup_{M \times \Omega} |h|$.

Note that $\mu$ is regular. Then, there exists a compact set $K \subset A^h_{N_2, \frac{\epsilon}{4}}$ such that

$$\mathbb{P}\left( \pi_{\Omega}(K) \right) > 1 - \frac{1}{4} \epsilon.$$ 

Applying Theorem 3.1, we have that there is a Borel map $g : \Omega \to M$ such that the following holds

$$g(\omega) \in K, \forall x \in \pi_{\Omega}(K).$$

Let $N = N_1 + N_2$. By (6.3), we have that there exists an $\delta_2$-pseudo orbit $\{(g_n)_{n \in \mathbb{Z}}$ satisfying the following conditions:
a) \( g_{lN} = g, \forall l \in \mathbb{Z}; \)
b) \( g_{lN+k} = \tilde{g}^k(g), \forall 0 \leq k \leq N_2 - 1. \)

Therefore, by Lemma 3.7, there exists a true orbit \( \{\tilde{\phi}^n(\tilde{g}_0)\}_{n \in \mathbb{Z}} \) of \( \tilde{g} \), which is \( 1/\delta \)-shadowing \( \{g'_{lN}\}_{n \in \mathbb{Z}} \). By the uniqueness of the shadowing orbit, it is not hard to see that \( \tilde{g}_0 \) is a random periodic point with period \( N \).

Next, we show that the periodic measure induced by \( \text{graph}(\tilde{g}_0) \)

\[
\mu^h := \frac{1}{N} \sum_{i=0}^{N-1} \mu_{\tilde{g}_i}, \quad \text{provided} \quad \text{graph}(\tilde{g}_i) = \phi^i(\text{graph}(\tilde{g}_0)), \quad 0 \leq i \leq N - 1,
\]
satisfies (6.1).

Note that

\[
\mathbb{P} = \sum_{i \in I} a_i \nu_i,
\]

where \( \text{card}(I) \leq N, a_i > 0, \sum_{i \in I} a_i = 1, \) and \( \nu_i \) is \( \theta^N \)-ergodic.

By Birkhoff ergodic theorem, there exists an \( \phi \)-invariant Borel function \( \tilde{h} : M \times \Omega \) such that

\[
\tilde{h}(x, \omega) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} h(\phi^i(x, \omega)), \quad \mu^h - \text{a.e.},
\]

and

\[
\int \tilde{h} d\mu^h = \int h d\mu^h.
\]

Suppose that \( (\tilde{g}_0(\omega), \omega) \) is a regular point of \( \mu^h \) while \( \omega \) is a regular point of \( \nu_i \) for some \( i \in I \), which can be done because the set of regular points of an invariant measure occupies full probability. Denote that

\[
K(n) := \text{card}\left( \left\{ k \mid 0 \leq k \leq n - 1, \theta^{kN} \in \pi_\Omega(K) \right\} \right).
\]

Then we have that,

\[
\left| \tilde{h}(\tilde{g}_0(\omega), \omega) - \int h d\mu \right| = \lim_{n \to \infty} \left| \frac{1}{nN} \sum_{i=0}^{n-1} h(\phi^i(\tilde{g}_0(\omega), \omega)) - \int h d\mu \right|
\]

\[
\leq \lim_{n \to \infty} \frac{1}{nN} \left\{ \sum_{0 \leq k \leq n-1, \theta^{kN} \in \pi_\Omega(K)} \left| \sum_{i=kN}^{(k+1)N-1} h(\phi^i(\tilde{g}_0(\omega), \omega)) - N \int h d\mu \right| + \sum_{0 \leq k \leq n-1, \theta^{kN} \notin \pi_\Omega(K)} \left| \sum_{i=kN}^{(k+1)N-1} h(\phi^i(\tilde{g}_0(\omega), \omega)) - N \int h d\mu \right| \right\}
\]
In the above argument, condition b), (6.2) and in a natural way. For the sake of simplicity, we first introduce some notions.

A system. Under the setting of this paper, specification can be introduced for random systems.

7.1. Livšic Theorem. The specification property plays an important role in the study of random systems such as Anosov diffeomorphisms or Axiom A systems. Under the setting of this paper, specification can be introduced for random systems in a natural way. For the sake of simplicity, we first introduce some notions.

For \( g \in L^\infty(\Omega) \) and \( n \in \mathbb{N} \), define that

\[
(g, n) = \left\{ (g_0, g_1, \cdots, g_{n-1}) \in (L^\infty(\Omega, M))^n \mid g_i = \tilde{\phi}^i(g), \; 0 \leq i \leq n - 1 \right\},
\]

\[
B_n(g, \epsilon) = \left\{ h \in L^\infty(\Omega, M) \mid d^\phi_n(g, h) < \epsilon \right\},
\]

Throughout this section, we let \( \mathbb{P} \) be a fixed \( \theta \)-invariant probability measure on \( \Omega \). Before proving the main result, we introduce several notions and derive two lemmas, namely Random specification and Bowen property.

In the above argument, condition b), (6.2) and \( K \subset A_{N,M}^h \) are used.

Therefore, as \( \tilde{h} \) being \( \phi \)-invariant, we have that

\[
\left| \int \tilde{h} d\mu^h - \int h d\mu \right| = \left| \int \tilde{h} d\mu_{\tilde{g}_0} - \int h d\mu \right|
\]

\[
\leq \int \left| \tilde{h}(\tilde{g}_0(\omega), \omega) - \int h d\mu \right| d\mu_{\tilde{g}_0} = \int \left| \tilde{h}(\tilde{g}_0(\omega), \omega) - \int h d\mu \right| d\mathbb{P}
\]

\[
= \sum_{i \in I} a_i \int \left| \tilde{h}(\tilde{g}_0(\omega), \omega) - \int h d\mu \right| d\nu_i \leq \sum_{i \in I} a_i \left( \frac{1}{2} \epsilon + 2M(1 - \nu_i(\pi(\Omega))) \right)
\]

\[
= \frac{1}{2} \epsilon + 2M(1 - \mathbb{P}(\pi(\Omega))) < \epsilon,
\]

which completes the proof.

\[ \square \]
where \(d_n^3\) is the Bowen metric induced by \(\tilde{\phi}\) and \(d_{L^\infty(\Omega,M)}\). We call \((g,n)\) a random orbit segment of \(g\) with length \(n\) (or \(n\)-segment of \(g\) for short), and \(B_n(g,\epsilon)\) the Bowen ball of \(g\) with length \(n\) and radius \(\epsilon\) (or \((n,\epsilon)\)-Bowen ball of \(g\) for short).

**Definition 7.1.** A collection of random orbit segments \(\mathcal{G} \subset L^\infty(\Omega,M) \times \mathbb{N}\) has specification at scale \(\epsilon\) if there exists \(\tau \in \mathbb{N}\) such that for every \(\{(g_i,n_i)\} 1 \leq i \leq k \subset \mathcal{G}\), there exists a \(h \in L^\infty(\Omega,M)\) satisfying that

\[
h_i \in B_{n_i}(g_i,\epsilon), \quad 1 \leq i \leq k
\]

where \(h_i \in L^\infty(\Omega,M)\) is given by

\[
h_i = \tilde{\phi}^{\sum_{j=0}^{i-1} n_j + (i-1)\tau} h.
\]

**Lemma 7.1.** For the systems satisfying Conditions H1 and H2), \(L^\infty(\Omega,M) \times \mathbb{N}\) has specification at any scale.

**Proof.** This result simply follows from Lemma 4.1 and the shadowing property (Lemma 3.7). We omit the detailed proof here.

We remark that the connecting time "\(\tau\)" in the definition of specification above only depends on the scale "\(\epsilon\)" and the given system. More precisely, the connecting time is determined by the accuracy of shadowing and the speed of mixing. \(\square\)

7.2. **Bowen property.** For a potential \(\psi \in L^1_\mathbb{P}(\Omega,C^{0,\alpha}(M))\) and a collection of random orbit segments \(\mathcal{G} \subset L^\infty(\Omega,M) \times \mathbb{N}\), we define the variation \(V(\mathcal{G},\psi,\mathbb{P},\epsilon)\) and the average variation \(\bar{V}(\mathcal{G},\psi,\mathbb{P},\epsilon)\) of \(\psi\) on \(\mathcal{G}\) with respect to \(\mathbb{P}\) at scale \(\epsilon\) by the following

\[
V(\mathcal{G},\psi,\mathbb{P},\epsilon) := \sup_{(g,n) \in \mathcal{G}} \left\{ \sup_{h \in B_n(g,\epsilon)} \left\{ \sup_{\mathbb{P}} \left| S_n \psi(g(\omega),\omega) - S_n \psi(h(\omega),\omega) \right| \right\} \right\}, \tag{7.1}
\]

\[
\bar{V}(\mathcal{G},\psi,\mathbb{P},\epsilon) := \sup_{(g,n) \in \mathcal{G}} \left\{ \int_{\Omega} \left| S_n \psi(g(\omega),\omega) - S_n \psi(h(\omega),\omega) \right| d\mathbb{P} \right\}. \tag{7.2}
\]

where we set \(S_n(\psi(x,\omega)) = \sum_{i=0}^{n-1} \psi(\phi^i(x,\omega))\) for \((x,\omega) \in M \times \Omega\).

**Definition 7.2.** Given a collection of random orbit segments \(\mathcal{G} \subset L^\infty(\Omega,M) \times \mathbb{N}\), a potential \(\psi\) has the **Bowen property** (or the average Bowen property) on \(\mathcal{G}\) with respect to \(\mathbb{P}\) at scale \(\epsilon\) if the following holds

\[
V(\mathcal{G},\psi,\mathbb{P},\epsilon) < \infty \quad \text{(or} \quad \bar{V}(\mathcal{G},\psi,\mathbb{P},\epsilon) < \infty).\]

Let \(L^\infty_\mathbb{P}(\Omega,C^{0,\alpha}(M)) \subset L^1_\mathbb{P}(\Omega,C^{0,\alpha}(M))\) be the collection of functions \(\psi\) with the following holds

\[
\sup_{\mathbb{P}} \|\psi\|_{C^{0,\alpha}(M_\omega)} < \infty.
\]

We have the following results.

**Lemma 7.2.** Let \(\phi\) satisfy Condition H1 and H2), then for \(\mathcal{G} = L^\infty(\Omega,M) \times \mathbb{N}\), there exists \(\epsilon_0 > 0\) such that for any \(\epsilon \in (0,\epsilon_0)\) each potential \(\psi \in L^\infty_\mathbb{P}(\Omega,C^{0,\alpha}(M))\) (or \(\psi \in L^1_\mathbb{P}(\Omega,C^{0,\alpha}(M))\)) has the **Bowen property** (or average Bowen property) on \(\mathcal{G}\) with respect to \(\mathbb{P}\) at scale \(\epsilon\).
Proof. By Lemma 3.1, 3.2, and P2) in the proof of Lemma 3.5, for a fixed positive number \( \lambda \in (0, \lambda_0) \), there exist \( \varepsilon > 0, \delta \in (0, \varepsilon) \), \( L > 1 \) such that for any \( x, y \in M \) with \( d_M(x, y) < \delta \), the following hold

\[
[x, y]_\omega := W^*_\varepsilon(x, \omega) \cap W^u_\varepsilon(y, \omega), \quad \text{which is continuous on } x, y \text{ and } \omega,
\]

\[
\max \{d_M(x, [x, y]_\omega), d_M(y, [x, y]_\omega)\} \leq L d_M(x, y),
\]

\[
d_M(\pi_M \phi^n(x, \omega), \pi_M \phi^n(y, \omega)) \leq e^{-n \lambda} d_M(x, y) \quad \text{for } (y, \omega) \in W^*_\varepsilon(x, \omega), \quad n \geq 0,
\]

\[
d_M(\pi_M \phi^{-n}(x, \omega), \pi_M \phi^{-n}(y, \omega)) \leq e^{-n \lambda} d_M(x, y) \quad \text{for } (y, \omega) \in W^u_\varepsilon(x, \omega), \quad n \geq 0.
\]

For \((g, n) \in \mathcal{G} \) and \( h \in B_n(g, \varepsilon) \), we have that for any \( \omega \in \Omega \) and \( 0 \leq i \leq n - 1 \)

\[
dl_M(\pi_M \phi^i(g(\omega), \omega), \pi_M \phi^i(h(\omega), \omega)))
\]

\[
\leq d_M \left( \pi_M \phi^i(g(\omega), \omega), \left[ \pi_M \phi^i(g(\omega), \omega), \pi_M \phi^i(h(\omega), \omega) \right]_{\theta_{\omega}} \right)
\]

\[
+ d_M \left( \pi_M \phi^i(h(\omega), \omega), \left[ \pi_M \phi^i(g(\omega), \omega), \pi_M \phi^i(h(\omega), \omega) \right]_{\theta_{\omega}} \right)
\]

\[
\leq e^{-i \lambda} d_M(g(\omega), h(\omega))) \quad \text{for } (g, h) \in B_n(g, \varepsilon), \quad \text{for } (g, h) \in B_n(g, \varepsilon)
\]

\[
\leq 2 Le^{-i \lambda} d_M(g(\omega), h(\omega))) + 2 Le^{-(n-1-i) \lambda} d_M(\pi_M \phi^{n-1}(g(\omega), \omega), \pi_M \phi^{n-1}(h(\omega), \omega))
\]

\[
\leq 4 Le^{-\min\{i, n-1-i\} \lambda} e.
\]

Then

\[
\sup_P |S_n(\psi(g(\omega), \omega)) - S_n(\psi(h(\omega), \omega))|
\]

\[
\leq \sup_P \|\psi\|_{C^{0, \alpha}(M_\omega)} (4Le)^\alpha \sum_{i=0}^{n-1} e^{-\min\{i, n-1-i\} \alpha \lambda}
\]

\[
\leq \frac{2 \sup_P \|\psi\|_{C^{0, \alpha}(M_\omega)} (4Le)^\alpha}{1 - e^{-\alpha \lambda}},
\]

which is independent on \( n, g \) and \( h \).

For the average Bowen property, we need only to replace the \( \sup_P \) in (7.4) by integration on \( \Omega \) with respect to \( \mathbb{P} \) and obtain the following

\[
\int_\Omega |S_n(\psi(g(\omega), \omega)) - S_n(\psi(h(\omega), \omega))| d\mathbb{P}
\]

\[
\leq \int_\Omega \sum_{i=0}^{n-1} |\psi(\phi^i(g(\omega), \omega)) - \psi(\phi^i(h(\omega), \omega))|
\]

\[
\leq \int_\Omega (4Le)^\alpha \sum_{i=0}^{n-1} \|\psi\|_{C^{0, \alpha}(M_{\theta_{\omega}})} e^{-\min\{i, n-1-i\} \alpha \lambda} d\mathbb{P}
\]

\[
\leq \frac{2 (4Le)^\alpha}{1 - e^{-\alpha \lambda}} \int_\Omega \|\psi\|_{C^{0, \alpha}(M_\omega)} d\mathbb{P},
\]

which is independent on \( n, g \) and \( h \). This completes the proof of this lemma.

\[\square\]
7.3. Proof of the weak version of random Livšic Theorem. This proof contains two main steps: in the first step, we show that there is an \( \alpha \)-Hölder functional \( \hat{\Psi} \) defined on \( C(\Omega, M) \) so that the cohomology equation (7.6) holds for all \( g \in C(\Omega, M) \), where \( C(\Omega, M) \) is the space of continuous maps from \( \Omega \) to \( M \) endowed with the supreme metric; in the second step, we extend the domain of functional \( \hat{\Psi} \) from \( C(\Omega, M) \) to \( L^\infty(\Omega, M) \) with (7.6) kept. Note that the second step is not a straightforward consequence of the first step since \( C(\Omega, M) \) is NOT dense in \( L^\infty(\Omega, M) \).

**Lemma 7.3.** For any \( \Phi \in L^1_\mathbb{P}(\Omega, C^{0,\alpha}(M)) \) satisfying (2.17), there exists a bounded functional \( \hat{\Psi} : C(\Omega, M) \to \mathbb{R} \) which is \( \alpha \)-Hölder continuous and satisfies the following cohomology equation
\[
\hat{\Psi}(h) = \tilde{\Psi}(\tilde{\phi}(h)) - \tilde{\Psi}(h), \quad \forall h \in C(\Omega, M).
\]

**Proof.** At first, we prove a following technical lemma:

**Lemma 7.4.** There exists an orbit of \( \tilde{\phi} \), whose closure contains \( C(\Omega, M) \).

**Proof.** Note that \( C(\Omega, M) \) is separable since \( M \) and \( \Omega \) are compact. Let \( \{g_i\}_{i=1,2,\ldots} \subset C(\Omega, M) \) be a countable dense set of \( C(\Omega, M) \). Denote \( U_{ij} \) the \( \frac{1}{2} \)-ball centered at \( g_i \) in \( C(\Omega, M) \). We relabel the countable set \( \{U_{ij}\}_{i,j=1,2,\ldots} \) and denote the relabeled set by \( \{V_k\}_{k=1,2,\ldots} \) which satisfies the following rule:

for \( V_{k_1} = U_{i_1j_1}, V_{k_2} = U_{i_2j_2}, \ k_1 \leq k_2 \) iff \( i_1 + j_1 \leq i_2 + j_2 \) or \( i_1 + j_1 = i_2 + j_2, i_1 \leq i_2 \).

We also define a function \( l : \mathbb{N} \to \mathbb{N} \) by letting \( l(k) = i \) when \( V_k = U_{ij} \).

Let \( \alpha \) be as in Lemma 3.7 for a fixed \( \beta \in (0, \beta_0) \). By Lemma 4.1 for any \( n_k, n_{k+1} \in \mathbb{N} \), there exist \( \{g'_k \in L^\infty(\Omega, M)\}_{k=1,2,\ldots} \) and \( m \in \mathbb{N} \) such that
\[
\max \left\{ d_{L^\infty(\Omega, M)}(\tilde{\phi}^{n_k}g_{k}(k), g'_k), \ d_{L^\infty(\Omega, M)}(\tilde{\phi}^{n_k}g_{k}, \tilde{\phi}^{-n_{k+1}}g_{k+1}(k)) \right\} < \alpha.
\]

Therefore, we have that \( G_0, G_1, G_2, \cdots \) form an \( \alpha \)-pseudo orbit of \( \tilde{\phi} \), where we let
\[
G_0 = \{ \tilde{\phi}^{-n_k}g_{k}(1) \}_{n \geq 1},
\]
\[
G_k = \{ g_{(k)}, \cdots, \tilde{\phi}^{n_k-1}g_{k}(k), g'_{k}, \cdots, \tilde{\phi}^{m-1}g'_{k}, \tilde{\phi}^{-n_{k+1}}g_{k+1}(k), \cdots, \tilde{\phi}^{-1}g_{k+1}(k) \}, \ k \in \mathbb{N}.
\]

Thus, Lemma 3.7 implies that there exists a \( g \in L^\infty(\Omega, M) \) such that
\[
d_{L^\infty(\Omega, M)}(\tilde{\phi}^{\pm(n_k-1)}g_{k}, \tilde{\phi}^{\pm(n_k-1)}g_{k}(1)) < \beta,
\]
and
\[
d_{L^\infty(\Omega, M)}(\tilde{\phi}^{\pm(n_k-1)}g_{k}, \tilde{\phi}^{\pm(n_k-1)}g_{k}(1)) < \beta, \ \forall k \geq 1.
\]

By applying Lemma 3.6 and choosing \( n_k \) large enough for each \( k \geq 1 \), we have the following:
\[
g \subset V_1 \text{ and } \tilde{\phi}^{\sum_{i=1}^{k}(n_i+n_{i+1}+m)}g \subset V_{k+1}, \ \forall k \geq 1, \quad (7.7)
\]

which implies that
\[
C(\Omega, M) \subset \text{ closure of } \{ \tilde{\phi}^n(g) \}_{n \geq 0} \text{ in } L^\infty(\Omega, M), \quad (7.8)
\]
\[\square\]
Now we define a functional on \( \{ \tilde{\psi}^n(g) \}_{n \geq 0} \) by the following

\[
\tilde{\psi}'(\tilde{\psi}^n(g)) = \sum_{i=0}^{n} \Phi(\tilde{\psi}^i(g))
\]  

(7.9)

From Lemma \[7.1\] and the second part of Lemma \[7.2\] it follows that \( \tilde{\psi}' \) is bounded on \( \{ \tilde{\psi}^n(g) \}_{n \geq 0} \). In fact, there exist \( N \in \mathbb{N} \) and \( \epsilon \in (0, \epsilon_0) \) (where \( \epsilon_0 \) is as in Lemma \[7.2\]) such that for any \( n \in \mathbb{N} \), there exists a periodic point \( h \in L^\infty(\Omega, M) \) such that the following hold:

\[
\tilde{\psi}^{n+N}(h) = h \quad \text{and} \quad d_{L^\infty(\Omega, M)}(\tilde{\psi}^i(g), \tilde{\psi}^i(h)) \leq \epsilon, \; i = 0, 1, \ldots, n.
\]

Therefore, by (7.5) we have that

\[
\left| \tilde{\psi}'(\tilde{\psi}^n(g)) \right| \leq \sum_{i=n+1}^{n+N-1} \left| \Phi(\tilde{\psi}^i(h)) \right| + \sum_{i=0}^{n} \left| \Phi(\tilde{\psi}^i(h)) - \Phi(\tilde{\psi}^i(g)) \right|
\leq \left( N + \frac{2(4L)^{\alpha}}{1 - e^{-\alpha \lambda}} \right) \int_{\Omega} \| \Phi \|_{C^{0,\alpha}(M_\omega)} d\mathbb{P},
\]

(7.10)

which is independent of \( n \).

Let \( \alpha_0 > 0 \) and \( C \) be the constants as in the second part of Lemma \[3.7\]. We have that for any \( \alpha \in (0, \alpha_0) \) each \( \alpha \)-pseudo orbit of \( \tilde{\phi} \) can be \( C\alpha \)-shadowed. Without loss of generality, we assume that \( C\alpha_0 < \epsilon_0 \), where \( \epsilon_0 \) is as in Lemma \[7.2\]. Suppose that for \( n, k \in \mathbb{N} \) \( d_{L^\infty(\Omega, M)}(\tilde{\psi}^{n+k}(g), \tilde{\psi}^n(g)) < \alpha_0 \). By applying Lemma \[3.7\] there exists a random periodic point \( g_0 \in L^\infty(\Omega, M) \) such that the following holds

\[
\tilde{\psi}^k(g_0) = g_0 \quad \text{and} \quad d_{L^\infty(\Omega, M)}(\tilde{\psi}^i(g_0), \tilde{\psi}^{n+i}(g)) < (C+1)d_{L^\infty(\Omega, M)}(\tilde{\psi}^{n+k}(g), \tilde{\psi}^n(g)), \; i = 0, 1, \ldots, k.
\]

Therefore, we obtain that

\[
\left| \tilde{\psi}'(\tilde{\psi}^{n+k}(g)) - \tilde{\psi}'(\tilde{\psi}^n(g)) \right| = \sum_{i=n+1}^{n+k} \left| \Phi(\tilde{\psi}^i(g)) - \sum_{i=1}^{k} \Phi(\tilde{\psi}^i(g_0)) \right| (\text{by (2.11)} \sum_{i=1}^{k} \Phi(\tilde{\psi}^i(g_0)) = 0)
\leq \sum_{i=1}^{k} \left| \Phi(\tilde{\psi}^{n+i}(g)) - \Phi(\tilde{\psi}^i(g_0)) \right|
\leq C_1 \left( d_{L^\infty(\Omega, M)}(\tilde{\psi}^{n+k}(g), \tilde{\psi}^n(g)) \right)^\alpha \quad (\text{Applying (7.5)}),
\]

(7.11)

where \( C_1 = \frac{2(4L(C+1))^{\alpha}}{1 - e^{-\alpha \lambda}} \int_{\Omega} \| \Phi \|_{C^{0,\alpha}(M_\omega)} d\mathbb{P} \) and \( L \) is as in (7.5).

So far, we have shown that \( \tilde{\psi}' \) is \( \alpha \)-Hölder continuous and bounded on \( \{ \tilde{\psi}^n(g) \}_{n \geq 0} \). As \( \{ \tilde{\psi}^n(g) \}_{n \geq 0} \) being dense in \( C(\Omega, M) \), \( \tilde{\psi}' \) defined by (7.9) has a unique \( \alpha \)-Hölder extension \( \hat{\psi}' \) on \( C(\Omega, M) \), which completes the proof.

To extend \( \hat{\psi}' \) to the required \( \hat{\psi} \) in Theorem [2.4], we need the following lemma which demonstrates a kind of "absolute continuity" of \( \hat{\psi} \).
Lemma 7.5. There exists $L' > 0$ such that for any given $\Phi \in L^1_p(\Omega, C^{0,\alpha}(M))$ satisfying (2.11) and the associated $\hat{\Psi}$ as in Lemma 7.3 the following holds

$$
\left| \hat{\Psi}(h_1) - \hat{\Psi}(h_2) \right| \leq L\hat{\Phi}(3\mathbb{P}(\Omega \setminus \Omega_{h_1,h_2,\rho})) + L'\rho^\alpha \int_\Omega \|\Phi\|_{C^{0,\alpha}(M_\omega)} d\mathbb{P}, \forall h_1, h_2 \in C(\Omega, M),
$$

where

$$
\Omega_{h_1,h_2,\rho} = \{ \omega \in \Omega \mid d_M(h_1(\omega), h_2(\omega)) < \rho \}
$$

and

$$
\hat{\Phi}(s) := \sup_{A \subseteq \Omega; \mathbb{P}(A) \leq s} \int_A \|\Phi\|_{C^{0,\alpha}(M_\omega)} d\mathbb{P}, \ s \in (0, 1).
$$

Proof. Since $\hat{\Psi}'$ is bounded, it suffices to consider the case when $\rho$ and $\mathbb{P}(\Omega \setminus \Omega_{h_1,h_2,\rho})$ are small.

Let $g \in L^\infty(\Omega, M)$ be the point that the closure of whose orbit contains $C(\Omega, M)$, and $\alpha_0$ be as in the second part of Lemma 3.7 and $\alpha_1 \in (0, \frac{1}{6}\alpha_0)$. By Lemma 3.1 there exists an $N_1 \in \mathbb{N}$ such that

$$
\forall g_1, g_2 \in L^\infty(\Omega, M), \ \exists g_3 \in L^\infty(\Omega, M) \mbox{ s.t. } g_3 \in B(g_1, \alpha_1) \mbox{ and } \tilde{\Phi}^N_1(g_3) \in B(g_2, \alpha_1), \quad (7.13)
$$

where $B(h, r)$ is the r-ball centered at $h$ in $L^\infty(\Omega, M)$.

Given $\rho \in (0, \alpha_1)$ and $h_1, h_2 \in C(\Omega, M)$, we denote $\Omega_1 = \Omega \setminus \Omega_{h_1,h_2,\rho}$. For $\alpha_2 \in (0, \frac{1}{2}\rho)$, let $n, k \in \mathbb{N}$ be such that $\tilde{\Phi}^n(g) \in B(h_1, \alpha_2)$ and $\tilde{\Phi}^{n+k}(g) \in B(h_2, \alpha_2)$. Without loss of generality, we assume that $n, k >> N_1$. By the choice of $\alpha_1$ and $N_1$, there exists $h_3 \in L^\infty(\Omega, M)$ satisfying the following

$$
h_3 \in B(\tilde{\Phi}^{n+k-N_1}(g), \alpha_1) \mbox{ and } \tilde{\Phi}^{N_1}(h_3) \in B(h_1, \alpha_1).
$$

Define a periodic sequence $\{g_i\}_{i \in \mathbb{Z}} \subseteq L^\infty(\Omega, M)$ with period $k$ by the following:

$$
g_i = \begin{cases} 
\tilde{\phi}^{i+n}(g), & \text{when } 0 \leq i \leq k - N_1 - 1 \\
\tilde{\phi}^{i+N_1}(g)\chi_{\Omega \setminus \theta^{-N_1}\Omega_1} + h_3\chi_{\theta^{-N_1}\Omega_1}, & \text{when } i = k - N_1 \\
\tilde{\phi}^{i-k+N_1}g_{k-N_1}, & \text{when } k - N_1 + 1 \leq i \leq k - 1 \\
g_i \mod k, & \text{otherwise}
\end{cases}
$$

(7.14)

where $\chi_O$ is the characteristic function of $O \subseteq \Omega$. It is clear that

$$
\tilde{\phi}(g_i) \in B(g_{i+1}, \rho + 2\alpha_1 + 2\alpha_2), \ \forall i \in \mathbb{Z}.
$$

Thus, using $\alpha_1, \alpha_2, \rho \in (0, \frac{1}{6}\alpha_0)$ and Lemma 3.7, we obtain that there exists a random periodic point $g'$ satisfying that

$$
\tilde{\phi}^i(g') \in B(g_i, C(\rho + 2\alpha_1 + 2\alpha_2)), \ i \in \mathbb{Z},
$$

(7.15)

where $C$ is the one as in Lemma 3.7.

Note that for each $\omega \in \Omega \setminus \Omega'$ where $\Omega' = \Omega_1 \cup \theta^{-k}\Omega_1 \cup \theta^{-2k}\Omega_1$, we have that

$$
g_i(\theta^i\omega) = \begin{cases} 
\tilde{\phi}^{i+k-n}(g)(\theta^i\omega), & k \leq i \leq 2k - 1 \\
\tilde{\phi}^{i+k-n}(g)(\theta^i\omega), & 0 \leq i \leq k - 1 \\
\tilde{\phi}^{i+k-n}(g)(\theta^i\omega), & -k \leq i \leq -1
\end{cases}
$$
Thus, we have a \((\rho + \alpha_1, \omega)\)-pseudo orbit \(\{(y_i, \theta^i\omega)\}_{i \in \mathbb{Z}}\) by letting
\[
(y_i, \theta^i\omega) = \begin{cases} 
\phi^{i-2k+1}(g_{2k-1}(\theta^{2k-1}\omega), \theta^{2k-1}\omega) & i \geq 2k \\
g_i(\theta^i\omega), \theta^i\omega & -k \leq i \leq 2k - 1 \\
\phi^{i+k}(g_{-k}(\theta^{-k}\omega), \theta^{-k}\omega) & i \leq -k - 1
\end{cases}.
\]
Here \(\{(y_i, \theta^i\omega)\}_{i \in \mathbb{Z}}\) is a \((\rho + 2\alpha_2, \omega)\)-pseudo orbit because \(\{(g_i(\theta^i\omega), \theta^i\omega)\}_{-k \leq i \leq 2k - 1}\) is a segment of a \((\rho + 2\alpha_2, \omega)\)-pseudo orbit. By Lemma 3.5 and the choice of \(\alpha_2\) and \(\rho\), we have that there exists a true orbit \(\{\phi^i(y', \omega)\}_{i \in \mathbb{Z}}\) which is \((C(\rho + 2\alpha_2), \omega)\)-shadowing \(\{(y_i, \theta^i\omega)\}_{i \in \mathbb{Z}}\). Recall that \(\{(\phi^i(g'(\omega), \omega)\}_{-k \leq i \leq 2k}\) is \((C(\rho + 2\alpha_1 + 2\alpha_2), \omega)\)-shadowing \(\{(g_i(\theta^i\omega), \theta^i\omega)\}_{-k \leq i \leq 2k - 1}\), which means that
\[
\max_{-k \leq i \leq 2k - 1} d_M \left(\pi_M \phi^i(g'(\omega), \omega), \pi_M \phi^i(y', \omega)\right) \leq C(2\alpha_1 + 4\alpha_2 + 2\rho), \forall \omega \in \Omega \setminus \Omega'.
\]
Note that \(k\) can be chosen arbitrarily large. Hence Lemma 3.6 implies that one can make \(d_M \left(\pi_M \phi^{i-k}(g'(\omega), \omega), \pi_M \phi^{i-k}(y', \omega)\right)\) and \(d_M \left(g'(\omega), y'\right)\) arbitrarily small by taking \(k\) large enough. It is worth to point out that the largeness of \(k\) is depending on \(C(2\alpha_1 + 4\alpha_2 + 2\rho)\) only while it is nothing to do with the choice on specific \(\omega\) as long as \(\omega \in \Omega \setminus \Omega'\). Now we choose \(k\) large enough so that the following holds
\[
\max \left\{d_M \left(\pi_M \phi^k(g'(\omega), \omega), \pi_M \phi^k(y', \omega)\right), d_M \left(g'(\omega), y'\right)\right\} < C\rho, \forall \omega \in \Omega \setminus \Omega'.
\]
Thus
\[
\max \left\{d_M \left(\pi_M \phi^k(g'(\omega), \omega), \tilde{\phi}^{n+k}(\omega)\right), d_M \left(g'(\omega), \tilde{\phi}^n(\omega)\right)\right\} < 4C\rho, \forall \omega \in \Omega \setminus \Omega'.
\]
Here we used the fact that \(C(2\rho + 2\alpha_2) \leq 4C\rho\).

Therefore, by using the same argument as in (7.3), we obtain that
\[
d_M \left(\tilde{\phi}^i(g'(\omega)), \tilde{\phi}^{i+i}(\omega)\right) \leq 16e^{-\min(i, k-1)\lambda} C\rho, \forall \omega \in \Omega \setminus \Omega', 0 \leq i \leq k.
\]

Now we are ready to estimate \(|\hat{\Psi}'(h_2) - \hat{\Psi}'(h_1)|\):
\[
|\hat{\Psi}(h_2) - \hat{\Psi}(h_1)| \\
\leq \hat{\Psi}(h_2) - \sum_{i=0}^{n+k} \hat{\Phi}(\tilde{\phi}^i(g)) + |\hat{\Psi}(h_1) - \sum_{i=0}^{n} \hat{\Phi}(\tilde{\phi}^i(g))| + |\sum_{i=n+1}^{n+k} \hat{\Phi}(\tilde{\phi}^i(g))| \\
\leq 2C'\alpha_2 + \sum_{i=n+1}^{n+k} \hat{\Phi}(\tilde{\phi}^i(g)) \quad \text{(C' is the Hölder constant of functional \(\hat{\Psi}'\))} \\
= 2C'\alpha_2 + \sum_{i=n+1}^{n+k} \hat{\Phi}(\tilde{\phi}^i(g)) - \sum_{i=1}^{k} \hat{\Phi}(\tilde{\phi}^i(g')) \quad \text{\(g'\) is a periodic point of \(\tilde{\phi}\)} \\
\leq 2C'\alpha_2 + \sum_{i=1}^{k} \hat{\Phi}(\tilde{\phi}^{i+n}(g)) - \hat{\Phi}(\tilde{\phi}^i(g'))|
\[\leq 2C'\alpha_2 + \sum_{i=1}^{k} \int_{\theta_i(\Omega)} \Phi(\tilde{f}^{i+n}(g)(\omega), \omega) - \Phi(\tilde{f}^i(g')(\omega), \omega) \, d\mathbb{P}\]
\[+ \sum_{i=1}^{k-N_1} \int_{\theta_i(\Omega)} \Phi(\tilde{f}^{i+n}(g)(\omega), \omega) - \Phi(\tilde{f}^i(g')(\omega), \omega) \, d\mathbb{P}\]
\[+ \sum_{k-k-N_1+1}^{k} \int_{\theta_i(\Omega)} \Phi(\tilde{f}^{i+n}(g)(\omega), \omega) - \Phi(\tilde{f}^i(g')(\omega), \omega) \, d\mathbb{P}\]
\[\leq 2C'\alpha_2 + \sum_{i=1}^{k-N_1} \int_{\theta_i(\Omega)} \|\Phi\|_{C^{0,\alpha}(M_{\omega})} (16LC)\rho^\alpha e^{-\min\{i,k-i\} \alpha \lambda} d\mathbb{P} \tag{by (7.17)}\]
\[+ \sum_{i=1}^{k-N_1} \int_{\theta_i(\Omega)} \|\Phi\|_{C^{0,\alpha}(M_{\omega})} (20LC\alpha)\rho^\alpha e^{-\min\{i,k-N_1-i\} \alpha \lambda} d\mathbb{P} \tag{by (7.15) and (7.3)}\]
\[+ \sum_{k-k-N_1+1}^{k} \int_{\theta_i(\Omega)} 2\|\Phi\|_{C^{0,\alpha}(M_{\omega})} d\mathbb{P}\]
\[\leq 2C'\alpha_2 + \frac{2(16LC\rho)^\alpha}{1 - e^{-\alpha \lambda}} \int_{\Omega} \|\Phi\|_{C^{0,\alpha}(M_{\omega})} d\mathbb{P} + \left(\frac{2(20LC\alpha)^\alpha}{1 - e^{-\alpha \lambda}} + 2N_1\right) \Phi(\mathbb{P}(\Omega')),\]

where the fact that \(0 < \alpha_2 < \rho < \alpha_1\) is used.

Note that, in the last line of above estimate, \(\alpha_1\) and \(N_1\) are fixed while \(\alpha_2\) can be chosen arbitrarily small which consequentially forces \(n\) and \(k\) to tend to \(+\infty\). Thus
\[|\tilde{\Psi}(h_2) - \tilde{\Psi}(h_1)| \leq L \Phi(\mathbb{P}(\Omega')) + L' \rho^\alpha \int_{\Omega} \|\Phi\|_{C^{0,\alpha}(M_{\omega})} d\mathbb{P}\]
\[\leq L \Phi(3\mathbb{P}(\Omega_1)) + L' \rho^\alpha \int_{\Omega} \|\Phi\|_{C^{0,\alpha}(M_{\omega})} d\mathbb{P},\]

where \(L' = \max\left\{\frac{2(16C)^\alpha}{1 - e^{-\alpha \lambda}}, \frac{2(20LC\alpha)^\alpha}{1 - e^{-\alpha \lambda}} + 2N_1\right\}\). The proof is complete. \(\square\)

Now we are ready to define the functional \(\hat{\Psi} : L^\infty(\Omega) \rightarrow \mathbb{R}\) based on \(\hat{\Psi}'\) and Lemma 7.6. For any \(h \in L^\infty(\Omega, M)\) and \(\epsilon > 0\), by Lusin’s Theorem, there exists \(h_\varepsilon \in C(\Omega, M)\) such that \(\mathbb{P}\{\omega \in \Omega | h(\omega) \neq h_\varepsilon(\omega)\} < \epsilon\). Let \(\{\epsilon_i\}_{i \geq 1}\) be a sequence of positive numbers, then by taking \(\rho\) arbitrarily small while applying Lemma 7.6 we have that
\[|\hat{\Psi}(h_{\epsilon_n}) - \hat{\Psi}(h_{\epsilon_k})| \leq L \Phi(3(\epsilon_n + \epsilon_k)), \ \forall n, k \geq 1.\]

Since \(\|\Phi\|_{C^{0,\alpha}(M_{\omega})} \in L^1_\mathbb{P}(\Omega)\), the absolute continuity of \(\int \|\Phi\|_{C^{0,\alpha}(M_{\omega})} d\mathbb{P}\) implies that
\[\{\hat{\Psi}(h_{\epsilon_i})\}_{i \geq 1}\]

is a Cauchy sequence as long as \(\lim_{i \to \infty} \epsilon_i = 0\). Thus \(\lim_{i \to \infty} \hat{\Psi}(h_{\epsilon_i})\) exists when \(\lim_{i \to \infty} \epsilon_i = 0\), and moreover such limit is independent on the choice of \(\{h_{\epsilon_i}\}_{i \geq 1}\). Thereafter, define
\[\tilde{\Psi}(h) = \lim_{\epsilon \to 0^+} \hat{\Psi}(h_{\epsilon_i}) \tag{7.18}\]
It is clear that \( \tilde{\Psi} \) is \( \alpha \)-Hölder continuous by (7.12), and the absolute continuity of
\[
\int \| \Phi \|_{C^\alpha(M_\omega)} dP
\]
together with (7.6) implies that
\[
\tilde{\Phi}(h) = \tilde{\Psi}(\tilde{\phi}(h)) - \tilde{\Psi}(h), \quad \forall h \in L^\infty(\Omega).
\]
It remains to show that such \( \tilde{\Psi} \) is uniquely defined up to a constant functional. Suppose that both \( \tilde{\Psi}_1 \) and \( \tilde{\Psi}_2 \) satisfy (7.6). Then for any \( h \in L^\infty(\Omega, M) \), we have that \( \tilde{\Psi}_1 - \tilde{\Psi}_2 \) is constantly valued on \( \{ \tilde{\phi}^n(h) \}_{n \in \mathbb{Z}} \). Since the closure of \( \{ \tilde{\phi}^n(h) \}_{n \in \mathbb{Z}} \) contains \( C(\Omega, M) \) for some \( h \), and by the Hölder continuity of \( \tilde{\Psi} \), we have that \( \tilde{\Psi}_1 - \tilde{\Psi}_2 \) is constantly valued on \( C(\Omega, M) \), which means that \( \tilde{\Psi}_1 - \tilde{\Psi}_2 \) is a constant functional on \( C(\Omega, M) \). Thus, \( \tilde{\Psi}_1 \) and \( \tilde{\Psi}_2 \) defined by (7.18) varies at a constant functional. This completes the proof of Theorem 2.4.

\[\square\]

8. Examples

In this section, we give concrete examples which can be adapted into the theoretic framework in previous sections. The systems we consider mainly contains two types: a) Transitive fiber Anosov system driven by a quasi-periodic driven force; b) Fiber volume preserving Anosov system with a continuous driven force, of which the precise formulations will be given later. At the end of this section, we will make some further discussions on the random horseshoe with respect to a given marginal \( P \), and give some relevant results.

8.1. Systems driven by a quasi-periodic force. In this section, we consider a type of Anosov systems which is driven by a quasi-periodic force. This section contains two main parts: in the first part, we state and prove the general result in a general setting; in the second part, we will investigate a concrete example which is generated by rotation on torus and affine Anosov maps on 2-d torus, and will show that such a system satisfies the Conditions 1A.-1C. below and illustrate some interesting phenomenas (see Remark 8.2).

8.1.1. Setting and results. We assume that the systems satisfy the following conditions:

1A. \((\theta, \Omega)\) is a minimal irrational rotation on a compact torus;
1B. \(\phi\) is Anosov on fibers (Condition H1));
1C. \(\phi\) is topological transitive on \(M \times \Omega\).

For the sake of convenience, we call the systems satisfying Conditions 1A.-1C. the S1) systems. The main result we will prove is the following Theorem:

**Theorem 8.1.** All S1) systems satisfy Condition H2) that is topological mixing on fibers.

We first prove a weaker version of Theorem 2.1 for S1) systems, which is the following proposition:

**Proposition 8.1.** Let \(\phi\) be an S1) system. Then for any \(g \in C(\Omega, M)\) and \(\epsilon > 0\), there exists a random periodic point \(\tilde{g} \in L^\infty(\Omega)\) such that
\[
d_{L^\infty(\Omega)}(g, \tilde{g}) \leq \epsilon.
\] (8.1)
Proof. Actually, this proposition still holds when \( \theta \) is assumed to be equicontinuous only. We say \( \theta \) is equicontinuous if there exist \( c > 1 \) and \( \delta > 0 \) such that for any \( \omega_1, \omega_2 \in \Omega \) with \( d_\Omega(\omega_1, \omega_2) < \delta \),
\[
\frac{1}{c}d_\Omega(\omega_1, \omega_2) \leq d_\Omega(\theta^n \omega_1, \theta^n \omega_2) \leq cd_\Omega(\omega_1, \omega_2), \forall n \in \mathbb{Z}.
\]

When \( \theta \) is equicontinuous, if we set
\[
d_\Omega(\omega_1, \omega_2) = \sup_{n \in \mathbb{Z}} d_\Omega(\theta^n \omega_1, \theta^n \omega_2), \forall \omega_1, \omega_2 \in \Omega,
\]
then \( d_\Omega \) is a metric on \( \Omega \) satisfying that
\begin{itemize}
  \item \( d_\Omega \) and \( d_\Omega \) are equivalent;
  \item \( d_\Omega(\theta^n \omega_1, \theta^n \omega_2) = d_\Omega(\omega_1, \omega_2) \) for any \( \omega_1, \omega_2 \in \Omega \) and \( n \in \mathbb{Z} \).
\end{itemize}

Therefore, without loss of generality, for an equicontinuous \( \theta \), we always assume that
\[
d_\Omega(\theta^n \omega_1, \theta^n \omega_2) = d_\Omega(\omega_1, \omega_2), \forall \omega_1, \omega_2 \in \Omega \) and \( n \in \mathbb{Z} \).

(8.2)

For a given \( g \in C(\Omega, M) \), we define a neighborhood of its graph as follows. We consider a finite Borel partition \( \xi = \{\xi_i\}_{1 \leq i \leq p} \) of \( \Omega \), of which each element contains an nonempty open subset. Such a partition exists because of compactness of \( \Omega \). For any \( \omega \in \Omega \), we define \( \xi(\omega) \) the element in \( \xi \) which contains \( \omega \), and also denote that
\[
B_g(\xi, \delta) := \{(x, \omega) | \omega \in \xi, d_M(x, g(\omega)) < \delta\},
\]
which induces a \( \delta \)-neighborhood of graph\( (g) = \bigcup_{\xi_i \in \xi} B_g(\xi_i, \delta) \). We denote it by \( B_g(\delta) \).

Lemma 8.1. For any \( \delta > 0 \), there exists \( m \in \mathbb{N} \) such that for any \( \xi_i \in \xi \), there exists \( (x_i, \omega_i) \in B_g(\xi_i, \delta) \) such that
\[
\phi^m(x_i, \omega_i) \in B_g(\xi_i, \delta).
\]

Proof. Since \( \phi \) is transitive, there exists \( (x_0, \omega_0) \) such that the orbit of \( \{\phi^n(x_0, \omega_0)\}_{n \in \mathbb{Z}} \) is dense in \( M \times \Omega \). By the finiteness of the partition, we have that there exist a point \( (x, \omega) \) in the interior of \( B_g(\xi_1, \delta) \) and an \( m_0 \in \mathbb{N} \) such that
\[
\phi^n(x, \omega) \in \text{interior of } B_g(\xi_i, \delta) \text{ for some } n_i \in [1, m_0], \forall i \in [2, p].
\]
By the continuity of \( \phi \) and the finiteness of the partition, we have that there exists a small open neighbourhood of \( (x, \omega) \) in \( M \times \Omega \), which is denoted by \( U \), such that
\[
U \subset B_g(\xi_1, \delta) \text{ and } \phi^{n_i}(U) \subset \text{interior of } B_g(\xi_i, \delta), \forall i \in [2, p].
\]
Then, by the transitivity of the system, there exist an \( m \in \mathbb{N} \) and \( (x', \omega') \in U \) such that \( \phi^m(x', \omega') \in U \). Note that
\[
\phi^m(\phi^{n_i}(x', \omega')) = \phi^{n_i}(\phi^m(x', \omega')) \in \phi^{n_i}(U) \subset \text{interior of } B_g(\xi_i, \delta), \forall i \in [2, p].
\]
We complete the proof by letting \( (x_1, \omega_1) = (x', \omega') \) and \( (x_i, \omega_i) = \phi^{n_i}(x', \omega') \) for \( i \in [2, p] \). □
Next, we will construct a \((v, \delta)-pseudo orbit\) for \(v \in \Omega, g \in C(\Omega, M)\), and \(\delta > 0\). Given \(\delta > 0\), by Lemma 8.1 there exist \(m = m(\delta, g, \phi) > 0\) and \((x_i, \omega_i) \in B_g(\xi, \delta)\) for \(1 \leq i \leq p\) such that
\[
\phi^m(x_i, \omega_i) \in B_g(\xi, \delta) \quad (8.3)
\]
For \(l \in \mathbb{Z}\), suppose that \(\theta^m_v \in \xi_i\), then we define
\[
(y_j, v_j) = \begin{cases} 
(g(\theta^m_v), \theta^m_v), & \text{when } j = lm \\
(\pi_M \phi^{j-\lambda_m}(x_i, \omega_i), \phi^j_v), & \text{when } j \in [lm + 1, (l+1)m - 1] 
\end{cases} \quad (8.4)
\]
**Lemma 8.2.** For any \(\epsilon' > 0\), there exists \(\delta'(\phi, g, \epsilon') > 0\) such that if \(\delta\) and the diameter of the partition \(\xi\) are less than \(\delta'\), the pseudo orbit defined by (8.3) starting from \((y, v) \in graph(g)\) is a \((v, \epsilon')-pseudo orbit.\)

**Proof.** Noting that \(g\) is uniformly continuous since \(\Omega\) being compact. Therefore, for any \(\epsilon_1 > 0\), there exists \(\delta_1 > 0\) such that for any \(\omega_1, \omega_2 \in \Omega\) if \(d_\Omega(\omega_1, \omega_2) < \delta_1\) then
\[
d_M(g(\omega_1), g(\omega_2)) < \epsilon_1. \quad (8.5)
\]
Also note that both \(\phi\) and \(\phi^{-1}\) are uniformly continuous, then for any \(\epsilon_2 > 0\) there exists a \(\delta_2 > 0\) such that for any \((x_1, \omega_1), (x_2, \omega_2) \in M \times \Omega\) once \(d((x_1, \omega_1), (x_2, \omega_2)) < \delta_2\) the following holds
\[
\max\{d(\phi(x_1, \omega_1), \phi(x_2, \omega_2)), d(\phi^{-1}(x_1, \omega_1), \phi^{-1}(x_2, \omega_2))\} < \epsilon_2. \quad (8.6)
\]
Note that \(d_\Omega(\theta^j, \theta^{\lambda_m-\lambda_m}w_i)\) is less than the diameter of the partition \(\xi\) (which is less than \(\delta'(\phi, g, \epsilon')\)) for all \(j \in [lm, (l+1)m]\) and \(l \in \mathbb{Z}\) by (8.2). For a given \((y, v) \in graph(g)\) with \(v \in \xi_i\), the following holds:

a) When \(j \in [lm + 2, (l+1)m - 1]\), taking \(\delta' < \delta_2\), then (8.6) implies that
\[
d_M(y_j, \pi_M \phi(y_{j-1}, v_{j-1})) = d_M(y_j, \pi_M \phi(y_{j-1}, \theta^j-1v_{j-1})) \leq d(\phi(y_{j-1}, \theta^{\lambda_m-\lambda_m}w_i), \phi(y_{j-1}, \theta^{\lambda_m-\lambda_m}v_{lm})) < \epsilon_2,
\]
where the fact that \(v_{lm} \in \xi_i\) is used.

b) When \(j = lm + 1\), taking \(\delta' < \frac{1}{2}\delta_2\) (thus \(\delta < \frac{1}{2}\delta_2\)), then
\[
d((x_i, \omega_i), (g(\theta^m_v), \theta^m_v)) < \delta_2.
\]
Hence, (8.6) implies that
\[
d_M(y_j, \pi_M \phi(y_{j-1}, v_{j-1})) = d_M(\pi_M \phi(x_i, \omega_i), \pi_M \phi(g(\theta^m_v), \theta^m_v)) < \epsilon_2;
\]

c) For \(j = (l+1)m\), taking \(\delta' < \min\{\delta_1, \delta_2\}\), then (8.5), (8.3), and (8.6) implies that
\[
d_M(y_j, \pi_M \phi(y_{j-1}, v_{j-1})) = d_M(\pi_M \phi(x_i, \omega_i), \pi_M \phi(g(\theta^m_v), \theta^m_v)) < \epsilon_1 + \epsilon_2.
\]
Therefore, the required estimate can be achieved if we choose \( \epsilon_1 + \delta + \epsilon_2 < \epsilon' \) and take a \( \delta' > 0 \) which satisfies all the proposed conditions in a), b), and c) above. So for such \( \delta' > 0 \) if \( \delta \) and \( \text{diam}(\xi) \) are less than \( \delta' \), the pseudo-orbit defined by (8.4) is a \((v, \epsilon')\)-pseudo orbit.

\[ \square \]

**Lemma 8.3.** For any \( \epsilon' > 0 \) and \( L > 0 \), there exists \( \delta'(\phi, L, \epsilon') > 0 \) such that for any \( g \in C(\Omega, M) \) with \( \text{Lip} \ g \leq L \) if \( \delta \) and the diameter of the partition \( \xi \) are less than \( \delta' \), then the pseudo orbit defined by (8.4) starting from \((y, \nu) \in \text{graph}(g) \) is a \((v, \epsilon')\)-pseudo orbit.

**Proof.** In the proof of Lemma 8.2 above, the dependence of \( \delta' \) on \( g \) is given by (8.5) which appears in part c). So the exact property of “\( g \)” being involved in this lemma is how uniformly continuous it is. Therefore, under the setting of the current lemma, the exactly same argument can be applied here, in which “\( \delta' \)” depends on the Lipschitz constant “\( L \)” rather than the choice of particular map “\( g \)”. The detailed proof is omitted. \[ \square \]

Now we are ready to prove Proposition 8.1. For a given small \( \epsilon > 0 \) and \( g \in C(\Omega, M) \), choose \( 0 < \beta < \min\{\frac{1}{4}, \beta_0\} \). By Lemma 3.7, there exists a corresponding \( \alpha > 0 \) for \( \beta \). Then, by applying Lemma 8.1 and 8.2 for \( \epsilon' = \alpha \) there exists a \( \delta' > 0 \) such that for any \( v \in \Omega \) and \( \delta \in (0, \delta') \), there exists \( m \in \mathbb{N} \) which is depending on \( \delta, g, \phi \) only and a \((v, \alpha)\)-pseudo orbit defined by (8.4), which is denoted by \( \{(y_i, \theta^n v)\}_{n \in \mathbb{Z}} \), such that

\[ (y_{km}, \theta^{km} v) \in \text{graph}(g), \ \forall k \in \mathbb{Z}. \]

Define \( g_i : \Omega \rightarrow M \) for \( i \in \mathbb{Z} \) as follows

\[ g_j(v) = \begin{cases} 
 g(v), & \text{when } j = lm \\
 \pi_M \phi^{j-lm}(x_{i}, \omega_{i}), & \text{when } j \in [lm + 1, (l + 1)m - 1] \ \text{and} \ \theta^{-(j-lm)}v \in \xi_i.
\end{cases} \]

It is clear that each \( g_i \) is measurable since \( g_i \) is either a continuous function or a pre-image of a simple function under continuous iterations. Also note that

\[ (y_i, \theta^n v) \in \text{graph}(g_i), \ \forall v \in \Omega \ \text{and} \ i \in \mathbb{Z}. \]

Thus \( \{g_i\}_{i \in \mathbb{Z}} \) is an \( \alpha \)-pseudo orbit of \( \phi \). By applying Lemma 3.7 there is a true orbit \( \{\hat{\phi}(\hat{g})\}_{i \in \mathbb{Z}} \) which is \( \beta \)-shadowing \( \{g_i\}_{i \in \mathbb{Z}} \). The uniqueness of such a \( \hat{g} \) and the periodicity of \( \{g_i\}_{i \in \mathbb{Z}} \) imply that \( \hat{g} \) is a periodic point of \( \phi \).

This completes the proof of Proposition 8.1. \[ \square \]

**Proof of Theorem 8.1.** Actually, what was required for the driven system is the following: \( \Omega \) is connected, and for any \( n \in \mathbb{N} \), \( \theta^n \) is uniquely ergodic and \( \mathcal{P} \) is the ergodic probability measure.

By Proposition 8.1 we have that for any \( g \in C(\Omega, M) \) and \( \epsilon > 0 \), there exists a random periodic point \( \tilde{g} \in L^\infty(\Omega, M) \) satisfying (8.1). For this \( \tilde{g} \), let

\[ X_{\tilde{g}} = \bigcup_{\omega \in \Omega} \{(x, \omega)|x \in \overline{W^u(\tilde{g}(\omega), \omega)}\}, \quad (8.7) \]

where \( \overline{W^u(\tilde{g}(\omega), \omega)} \) is the closure of the global unstable manifold of \((\tilde{g}(\omega), \omega)\) in \((M, \omega)\). We first require the following condition on the parameters:
C1: By taking $\epsilon$ small enough, we require that $\epsilon < \frac{1}{2} \delta$ where $\delta$ is as in Lemma 3.2 corresponding to $\frac{1}{2} \epsilon_0$ with $\epsilon_0$ being a prefixed small number.

First, we show that

$$X_\gamma = M \times \Omega. \quad (8.8)$$

The next lemma is the key result needed in the proof:

**Lemma 8.4.** For any $(x, \omega) \in M \times \Omega$, $g \in C(\Omega, M)$, and an open neighborhood $V \subset \Omega$ of $\omega$, there exist an nonempty open set $A \subset \Omega \setminus \{\omega\}$ with $\Omega \setminus A \subset V$ and a function $g' \in C(\Omega, M)$ such that

$$g'(\omega) = x \text{ and } g'|_A = g|_A. \quad (8.9)$$

The proof of this lemma may be standard, however we give it here for the sake of completeness.

**Proof.** First, there exists a path $\gamma : [0, 1] \rightarrow M$ such that $\gamma(0) = g(\omega)$ and $\gamma(1) = x$. Note that there exist finitely many numbers $0 = s_0 < s_1 < s_2 < \cdots < s_n = 1$ such that $\gamma(s_i)$ and $\gamma(s_{i+1})$ are in a same chart of the atlas of $M$, say $(U_i, \psi_i)$, for all $i = 0, \cdots, n - 1$. Consider an open ball $B(\omega, R_1)$ centered at $\omega$ in $\Omega$, with $R_1$ small enough so that $B(\omega, R_1) \subset V$, $\mathbb{P}(B(\omega, R_1)) < 1$ and $g(B(\omega, R_1)) \subset U_1$. Note that $\{\omega\}$ and $\Omega \setminus B(\omega, \frac{\delta}{2} R_1)$ are disjoint closed sets. By Urysohn’s lemma, there exists a continuous function $f_1 : \Omega \rightarrow [0, 1]$ such that

$$f_1|_{\Omega \setminus B(\omega, R_1)} = 0 \text{ and } f_1(\omega) = 1.$$ 

Then, the following is well defined

$$g_1(v) = \begin{cases} 
  g_0(v), & \text{if } v \notin B(\omega, \frac{\delta}{2} R_1) \\
  \psi_1^{-1}\left[ f_1(v)\psi_1(\gamma(s_1)) + (1 - f_1(v))\psi_1(g_0(v)) \right], & \text{if } v \in B(\omega, \frac{\delta}{2} R_1)
\end{cases}$$

where we set $g_0 = g$ for the sake of convenience.

It is obvious that $g_1$ is continuous and satisfies that

$$g_1(\omega) = \gamma(s_1) \text{ and } A_1 := \{\omega|g_1(\omega) = g(\omega)\} \text{ contains an open set.}$$

Inductively, we can construct $g_{i+1}$ based on $g_i$ by using exactly the same argument above to ensure the following:

$$g_{i+1}(\omega) = \gamma(s_{i+1}) \text{ and } A_{i+1} := \{\omega|g_1(\omega) = g(\omega)\} \text{ contains an open set.}$$

To guarantee the existence of $A$, it is sufficient to take $R_{i+1} < R_i$. In this case, we can take $A = \Omega \setminus \overline{B(\omega, \frac{\delta}{2} R_1)}$.

\[ \Box \]

**Remark 8.1.** Actually, it is not hard to see that $\mathbb{P}(A)$ can be taken arbitrarily close to 1 since $\mathbb{P}$ is not atomic.

Now, we are ready to prove Theorem 8.1. For an arbitrary $(x, \omega) \in M \times \Omega$, and $g$ chosen at the beginning of the proof, by Lemma 8.4 there exists $g' \in C(\Omega, M)$ satisfying (8.9). For
a small $\epsilon' \in (0, \frac{1}{3}\delta)$, where $\delta$ is as in C1). We apply Proposition 8.1 to $g'$, and then derive that there exists a random periodic point $\tilde{g}' \in \mathcal{L}^\infty(\Omega, M)$ such that
\[
\sup_{v \in \mathcal{A}} \{d_M(\tilde{g}'(v), \tilde{g}(v))\} \leq 2\epsilon',
\]
where $\tilde{g}$ is the periodic point in (8.7). Let $m$ and $m'$ be the periods of \{graph($\tilde{g}$)\} and \{graph($\tilde{g}'$)\} respectively. Note that $\theta^{-mm'}$ is $\mathbb{P}$-ergodic since $\theta$ is invertible and $\theta^{mm'}$ is $\mathbb{P}$-ergodic, and each $\omega' \in \Omega$ is a $\theta^{mm'}$-minimal point. That means that there is an infinite increasing sequence of positive integers, $0 < n_1 < n_2 < n_3 < \ldots$, such that $\theta^{-n_{mm'}\omega} \in \mathcal{A}$ for $i \geq 1$ as long as $\mathcal{A}$ has nonempty interior.

For $i \geq 1$, let
\[
x'_i = \left[\pi_M \phi^{-n_{mm'}(\tilde{g}'(\omega), \omega), \tilde{g}(\theta^{-n_{mm'}\omega})|_{\theta^{-n_{mm'}\omega}}\right]
\]
\[
= W_{\tilde{g}}^u(\phi^{-n_{mm'}(\tilde{g}'(\omega), \omega)) \cap W_{\tilde{g}}^u(\tilde{g}(\theta^{-n_{mm'}\omega}), \theta^{-n_{mm'}\omega}),
\]
which is well defined by the choice of $\epsilon_0, \epsilon'$ and (8.10).

Note that, by Lemma 3.1 we have that
\[
\lim_{i \to \infty} \phi^{n_{mm'}(x'_i, \theta^{-n_{mm'}}\omega)} \to (\tilde{g}'(\omega), \omega) \text{ and } \phi^{n_{mm'}(x'_i, \theta^{-n_{mm'}}\omega)} \in W_u(\tilde{g}(\omega), \omega),
\]
which implies that
\[
(\tilde{g}'(\omega), \omega) \in W_u(\tilde{g}(\omega), \omega) \subset \mathcal{X}_g.
\]
Since $d_M(g'(\omega), x) < \epsilon'$ and $\epsilon'$ can be taken arbitrarily small, we have that $(x, \omega) \in \mathcal{X}_g$. Thus (8.8) holds by the arbitrariness of $(x, \omega)$.

Finally, we show that $\phi$ is topological mixing on fibers. Roughly speaking, the proof is based on the fact that the global stable manifold of a random periodic point is dense in $\mathcal{M} \times \Omega$. The following lemma is the key to derive the mixing property.

**Lemma 8.5.** For any $\epsilon_1 > 0$ and $g \in C(\Omega, M)$, there exists $\delta_1 > 0$ such that the following holds:
For any random periodic point graph($\tilde{g}$) $\in B_g(\delta_1)$ (with period $l$), $\epsilon'_1 > 0$ and $h \in C(\Omega, M)$, there exist $N \in \mathbb{N}$, and a measurable function $h_1 : \Omega \to \mathcal{M}$ satisfying that
\[
\text{graph}(h_1) \subset B_h(\epsilon'_1) \text{ and } \phi^n(\text{graph}(h_1)) \subset B_g(\epsilon_1), \forall n > N.
\]

**Proof.** Here we only need to take $\delta_1 \in (0, \frac{1}{6}\epsilon_1)$ small enough such that any $2\delta_1$-pseudo orbit of $\tilde{g}$ can be $\frac{1}{3}\epsilon_1$-shadowed by a unique true orbit. This can be done by Lemma 3.7. For the rest of the proof of this lemma, such a $\delta_1$ is fixed.

It is not hard to see that the existence of $\tilde{g}$ follows from Proposition 8.1 directly. For an arbitrarily fixed $\omega \in \Omega$, by Lemma 8.1, there exist an nonempty open set $A_\omega \subseteq \Omega$ and $g'_\omega \in C(\Omega, M)$ such that
\[
g'_\omega(\omega) = h(\omega) \text{ and } g'_\omega|_{A_\omega} = g|_{A_\omega}.
\]
By applying Proposition 8.1 we have that there is a random periodic point $\tilde{g}'_\omega \in \mathcal{L}^\infty(\Omega, M)$ with period $l_\omega$ such that
\[
\text{graph}(\tilde{g}'_\omega) \in B_{g'_\omega}(\frac{1}{3}\epsilon'_1),
\]
where, without loss of generality, we assume that \( \epsilon_1' \in (0, \delta_1) \).

Let \( B_\omega \subset A_\omega \) be an open ball in \( \Omega \) with radius \( r_\omega > 0 \), and \( C_\omega \) be an open neighborhood of \( \omega \) with radius \( \frac{1}{2}r_\omega \). This \( r_\omega \) is taken additionally small to ensure the following inequality

\[
|g_\omega'(v) - h(v)| < \frac{1}{3}\epsilon_1', \quad \forall v \in C_\omega.
\]  
(8.13)

Since \( \theta_{l,l'}^l \) is an isometric map on \( \Omega \) and any nonempty open subset of \( \Omega \) is not \( \mathbb{P} \)-null set, there is an infinite set \( I_\omega \subset \mathbb{N} \) such that the following holds

\[
\theta_{l,l'}^l(C_\omega) \subset B_\omega, \quad \forall n \in I_\omega.
\]

For \( v \in C_\omega \) and \( n \in I_\omega \), define that

\[
(y_i,v_i)_n = \begin{cases} 
\phi_i^l(g_\omega'(v),v) & \text{when } i \neq nl_\omega l \\
\phi_{i-nl_\omega l}^l(\tilde{g}(\theta_{nl_\omega l}^l v),\theta_{nl_\omega l}^l v) & \text{when } i \geq nl_\omega l 
\end{cases}
\]

It is clearly \( \{(y_i,v_i)_n\}_{i \in \mathbb{Z}} \) is an \( (v,\frac{3}{4}\delta_1) \)-pseudo orbit because of (8.12) and (8.11). By the choice of \( \epsilon_1 \) and \( \delta_1 \) at the beginning of the proof, we have that there exists a unique true orbit \( \{\phi_i(z_{\omega,n}(v),v)\}_{i \in \mathbb{Z}} \) which is \( (v,\frac{1}{3}\epsilon_1) \)-shadowing \( \{(y_i,v_i)_n\}_{i \in \mathbb{Z}} \). Note that \( \delta_1 + \frac{3}{2}\delta_1 + \frac{3}{4}\epsilon_1 < \frac{3}{4}\epsilon_1 \), then we have that

\[
\phi_{nl_\omega l}^l(z_{\omega,n}(v),v) \in B_g\left(\frac{3}{4}\epsilon_1\right), \quad \forall m \geq nl_\omega l.
\]  
(8.14)

By Lemma 3.6 there exists \( N_\omega \in \mathbb{N} \) such that if we choose \( nl_\omega > N_\omega \), then

\[
d_M(z_{\omega,n}(v),\tilde{g}_\omega'(v)) < \frac{1}{3}\epsilon_1,
\]

which together with (8.12) and (8.13) implies that

\[
d_M(z_{\omega,n}(v),h(v)) < \epsilon_1'.
\]  
(8.15)

So far, we have defined a measurable function \( z_{\omega,n} : C_\omega \to M \) with an integer \( N_\omega \in \mathbb{N} \) \( (n \) is required to be larger than \( N_\omega ) \) satisfying (8.14) and (8.15) for all \( v \in C_\omega \). We remark here that the measurability of \( z_\omega \) can be proved exactly in the same way as the argument in the proof of Proposition 8.1 thus is omitted here.

Note that \( \{C_\omega\}_{\omega \in \Omega} \) forms an open cover of the compact set \( \Omega \). Thus there is a finite open sub-cover which is denoted by \( \{C_{\omega_1}, \cdots, C_{\omega_s}\} \). The proof is completed if we take \( N = \max\{N_{\omega_1}, \cdots, N_{\omega_s}\} \) and define

\[
h_1(\omega) = \begin{cases} 
z_{\omega_1}(\omega) & \text{when } \omega \in C_{\omega_1} \\
z_{\omega_i}(\omega) & \text{when } \omega \in C_{\omega_i} \setminus \bigcup_{1 \leq j < i - 1} C_{\omega_j}, \quad \forall 2 \leq i \leq s
\end{cases}
\]

\[\Box\]

Let \( U \) and \( V \) be nonempty open sets in \( M \) with an \( x \in U \) and a \( y \in V \) fixed. Then there exists \( \epsilon_2 > 0 \) such that

\[
B_M(x,\epsilon_2) \subset U \quad \text{and} \quad B_M(y,\epsilon_2) \subset V.
\]

Applying Lemma 8.5 by taking \( \epsilon_1 = \epsilon_2 \) and \( g = h_y \) where \( h_y(\omega) = y \) for all \( \omega \in \Omega \), we can derive a \( \delta_2 > 0 \) correspondingly. By Proposition 8.1 there exists a random periodic point \( \text{graph}(\tilde{h}_y) \in B_{h_y}(\delta_2) \) with period \( p \). Since \( \phi \) is homeomorphism, for any \( i \in \mathbb{N} \), \( \phi^i(U \times \Omega) \) is
open in \( M \times \Omega \) while \( \phi^i(\text{graph}(h_x)) \subset \phi^i(U \times \Omega) \) is compact. Therefore, there exists \( \epsilon_3 \in (0, \epsilon_2) \) such that
\[
B_{\epsilon_3}(\epsilon_3) \subset \phi^i(U \times \Omega), \forall 0 \leq i \leq p - 1,
\]
where \( g_i := \tilde{\phi}(h_x) \) is \( C(\Omega, M) \). Applying Lemma 8.5 \( p \) times, we have that there exist \( \{N_0, \cdots, N_{p-1}\} \subset \mathbb{N} \) and measurable functions \( \{g'_i : \Omega \to M\}_{0 \leq i \leq p-1} \) such that for all \( 0 \leq i \leq p - 1 \) the following hold
\[
\text{graph}(g'_i) \subset B_{\epsilon_3}(\epsilon_3) \subset \phi^i(U \times \Omega)
\]
and
\[
\phi^{np}(\text{graph}(g'_i)) \subset B_{\epsilon_2}(\epsilon_2) \subset V \times \Omega, \forall n > N_i.
\]
Obviously, (8.16) holds if we replace \( \{N_0, \cdots, N_{p-1}\} \) by \( N := \max\{N_0, \cdots, N_{p-1}\} \). Therefore, for any \( m \in \mathbb{N} \), if \( m = np + j \) where \( n > N \) and \( j \in [0, p) \), then
\[
\phi^{np}(\text{graph}(g'_i)) \subset B_{\epsilon_2}(\epsilon_2) \cap \phi^{n-j}(\phi^i(U \times \Omega)) \subset V \times \Omega \cap \phi^n(U \times \Omega),
\]
which implies that for any \( \omega \in \Omega \),
\[
\phi^m(U \times \{\omega\}) \cap V \times \{\theta^m \omega\} \neq \emptyset.
\]
This completes the proof of Theorem 8.1.

8.1.2. Fiber Anosov maps on 2-d tori. In this section, we give an example of Fiber Anosov maps on 2-d tori.

Let \( \phi : \mathbb{T}^2 \times \mathbb{T} \to \mathbb{T}^2 \times \mathbb{T} \) given by
\[
\phi \left( \begin{array}{c} x \\ y \end{array} \right), \omega = \left( \begin{array}{c} x \\ y \end{array} \right) + h(\omega, \omega + \alpha),
\]
where \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \), \( A = \left( \begin{array}{cc} 1 & 1 \\ 2 & 1 \end{array} \right) \) and \( h(\omega) = \left( \begin{array}{c} h_1(\omega) \\ h_2(\omega) \end{array} \right) \) is a continuous map from \( \mathbb{T} \) to \( \mathbb{T}^2 \). It is clear that \( \phi \) is a quasi-periodic forced system and \( \phi \) induces a cocycle over \((\mathbb{T}, \theta)\), where \( \theta(\omega) = \omega + \alpha \).

Lemma 8.6. \( \phi \) is Anosov on fibers and transitive.

Proof. Let \( f_\omega(x, y) = A(x, y) + h(\omega) \) for \( \omega \in \mathbb{T} \). Then \( \phi \left( \begin{array}{c} x \\ y \end{array} \right), \omega = \left( \begin{array}{c} x \\ y \end{array} \right) + h(\omega, \omega + \alpha) \). Note that \( Df_\omega(x, y) = A \) for any \( \left( \begin{array}{c} x \\ y \end{array} \right), \omega \in \mathbb{T}^2 \times \mathbb{T} \) and \( A \) is a hyperbolic matrix. Hence \((\mathbb{T}^2 \times \mathbb{T}, \phi)\) is Anosov on fibers.

Let \( \mu \) be the Lebesgue measure on \( \mathbb{T}^2 \times \mathbb{T} \). To show that \( T \) is transitive, it is sufficient to show that \((\mathbb{T}^2 \times \mathbb{T}, \mathcal{B}_{\mathbb{T}^2 \times \mathbb{T}}, \phi, \mu)\) is an ergodic measure-preserving system. First, it is clear that \((\mathbb{T}^2 \times \mathbb{T}, \mathcal{B}_{\mathbb{T}^2 \times \mathbb{T}}, \phi, \mu)\) is a measure-preserving system. In the following we show that \((\mathbb{T}^2 \times \mathbb{T}, \mathcal{B}_{\mathbb{T}^2 \times \mathbb{T}}, \phi, \mu)\) is ergodic.

Let \( f \in L^2(\mu) \) with \( f \circ \phi = f \) \( \mu \)-a.e.. Let
\[
f \left( \begin{array}{c} x \\ y \end{array} \right), \omega = \sum_{(k,l,n) \in \mathbb{Z}^3} c_{k,l,n} e^{2\pi i (k\omega + (l,n)(x, y))}.
\]
be the Fourier series of $f$ on $\mathbb{T}^2 \times \mathbb{T}$. Then

$$\sum_{(k,l,n) \in \mathbb{Z}^3} |c_{k,l,n}|^2 = \|f\|_{L^2(\mu)} < +\infty.$$ 

Fix $(n', l') \in \mathbb{Z}^2$. For any $g \in L^2(m_T)$, where $m_T$ is the Lebesgue measure on $\mathbb{T}$, we have

$$\int \left( \sum_{k \in \mathbb{Z}} c_{k,l',n'} e^{2\pi i k \omega} \right) g(\omega) dm_T(\omega) = \int \left( \sum_{(k,l,n) \in \mathbb{Z}^3} c_{k,l,n} e^{2\pi i (k \omega + (l, n)(\omega))} \right) g(\omega) e^{-2\pi i (l', n')(\omega)} d\mu \left( \begin{pmatrix} x \\ y \end{pmatrix}, \omega \right)$$

$$= \int f \left( \begin{pmatrix} x \\ y \end{pmatrix}, \omega \right) g(\omega) e^{-2\pi i (l', n')(\omega)} d\mu \left( \begin{pmatrix} x \\ y \end{pmatrix}, \omega \right)$$

$$= \int f \left( \begin{pmatrix} x \\ y \end{pmatrix}, \omega \right) g(\omega) e^{-2\pi i (l', n')(\omega)} e^{-2\pi i (A_{l'}^{(\omega)} + h(\omega))} d\mu \left( \begin{pmatrix} x \\ y \end{pmatrix}, \omega \right)$$

$$= \int \left( \sum_{k \in \mathbb{Z}} c_{k,l,n} e^{2\pi i \left( k \omega + (l, n)(\omega) \right)} \right) g(\omega + \alpha) e^{-2\pi i (l', n')(\omega + \alpha)} d\mu \left( \begin{pmatrix} x \\ y \end{pmatrix}, \omega \right)$$

$$= \int \left( \sum_{k \in \mathbb{Z}} c_{k,l,n} e^{2\pi i \left( k \omega + (l, n)(\omega) \right)} \right) e^{-2\pi i (l', n') h(\omega)} g(\omega + \alpha) dm_T(\omega)$$

$$= \int \left( \sum_{k \in \mathbb{Z}} c_{k,l,n} A e^{2\pi i \omega - \alpha} \right) e^{-2\pi i (l', n') h(\omega - \alpha)} g(\omega) dm_T(\omega).$$

Since the above equality holds for any $g \in L^2(m_T)$, we have

$$\sum_{k \in \mathbb{Z}} c_{k,l',n'} e^{2\pi i k \omega} = \left( \sum_{k \in \mathbb{Z}} c_{k,l',n'} A e^{2\pi i \omega - \alpha} \right) e^{-2\pi i (l', n') h(\omega - \alpha)}$$

in $L^2(m_T)$. Thus

$$\int \left| \sum_{k \in \mathbb{Z}} c_{k,l',n'} e^{2\pi i k \omega} \right|^2 dm_T(\omega) = \int \left| \left( \sum_{k \in \mathbb{Z}} c_{k,l',n'} A e^{2\pi i \omega - \alpha} \right) e^{-2\pi i (l', n') h(\omega - \alpha)} \right|^2 dm_T(\omega).$$

Hence

$$\sum_{k \in \mathbb{Z}} |c_{k,l',n'}|^2 = \sum_{k \in \mathbb{Z}} |c_{k,l',n'} A|^2.$$
Let $N \to +\infty$, we get $\sum_{k \in \mathbb{Z}} |c_{k,l',n'}|^2 = 0$ for $(l', n') \neq (0,0)$. When $(l', n') = (0,0)$, by (8.17) we have
\[
\sum_{k \in \mathbb{Z}} c_{k,0,0} e^{2\pi ik\omega} = \sum_{k \in \mathbb{Z}} c_{k,0,0} e^{-2\pi ik\alpha} e^{2\pi ik\omega}
\]
in $L^2(m_T)$. Thus $c_{k,0,0} = c_{k,0,0} e^{-2\pi i\alpha}$ for $k \in \mathbb{Z}$. When $k \neq 0$, we have $c_{k,0,0} = 0$ as $\alpha \in \mathbb{R} \setminus \mathbb{Q}$.

Summing over we get $f = c_{0,0,0}$. This shows that $(\mathbb{T}^2 \times \mathbb{R}, \mathcal{B}_{\mathbb{T}^2 \times \mathbb{R}}, \phi)$ is ergodic. The proof of this lemma is complete.

For a continuous function $p$ from $\mathbb{T}$ to $\mathbb{T}$, we denote the degree of $p$ by $\deg(p)$.

**Lemma 8.7.** Let $\deg(h_i) = n_i$ for $i = 1, 2$. If $n_2$ is odd number, then there are no $g \in C(\mathbb{T}, \mathbb{T}^2)$ and positive integer $n$ such that $\phi^n(\text{graph}(g)) = \text{graph}(g)$, that is, $(\mathbb{T}^2 \times \mathbb{T}, \phi)$ has no random periodic point whose graph is continuous.

**Proof.** If this is not true, then there are $g(\omega) = (g_1(\omega), g_2(\omega)) \in C(\mathbb{T}, \mathbb{T}^2)$ and positive integer $n$ such that $\phi^n(\text{graph}(g)) = \text{graph}(g)$, i.e.

\[
\phi^n(g(\omega), \omega) = (g(\omega + n\alpha), \omega + n\alpha)
\]
for $\omega \in \mathbb{T}$. Let $\deg(g_i) = k_i$ for $i = 1, 2$. Note that

\[
\phi^n(g(\omega), \omega) = \left( A^n \left( \begin{array}{c} g_1(\omega) \\ g_2(\omega) \end{array} \right) \right) + A^{n-1} \left( \begin{array}{c} h_1(\omega) \\ h_2(\omega) \end{array} \right) + \cdots + \left( \begin{array}{c} h_1(\omega + (n-1)\alpha) \\ h_2(\omega + (n-1)\alpha) \end{array} \right), \omega + n\alpha
\]
Hence

\[
\left( \begin{array}{c} g_1(\omega + n\alpha) \\ g_2(\omega + n\alpha) \end{array} \right) = A^n \left( \begin{array}{c} g_1(\omega) \\ g_2(\omega) \end{array} \right) + A^{n-1} \left( \begin{array}{c} h_1(\omega) \\ h_2(\omega) \end{array} \right) + \cdots + \left( \begin{array}{c} h_1(\omega + (n-1)\alpha) \\ h_2(\omega + (n-1)\alpha) \end{array} \right).
\]

Compare the degree of continuous functions from $\mathbb{T}$ to $\mathbb{T}$ appearing in the above equation, we have

\[
\left( \begin{array}{c} k_1 \\ k_2 \end{array} \right) = A^n \left( \begin{array}{c} k_1 \\ k_2 \end{array} \right) + A^{n-1} \left( \begin{array}{c} n_1 \\ n_2 \end{array} \right) + A^{n-2} \left( \begin{array}{c} n_1 \\ n_2 \end{array} \right) + \cdots + \left( \begin{array}{c} n_1 \\ n_2 \end{array} \right).
\]
That is

\[
(I - A^n) \left( \begin{array}{c} k_1 \\ k_2 \end{array} \right) = (I + A + \cdots + A^{n-1}) \left( \begin{array}{c} n_1 \\ n_2 \end{array} \right).
\]

Since $\det(I - A^n) \neq 0$ and $(I - A)(I + A + \cdots + A^{n-1}) = I - A^n$, we have

\[
(I - A) \left( \begin{array}{c} k_1 \\ k_2 \end{array} \right) = \left( \begin{array}{c} n_1 \\ n_2 \end{array} \right).
\]
This implies $k_1 = -\frac{n_2}{2} \notin \mathbb{Z}$, a contradiction. The proof is complete.

**Remark 8.2.** Note that Theorem 27 implies that the random periodic orbits are dense in $L^\infty(\Omega, M)$. Questions such as "Is there any continuous random periodic orbit?" or "When do there exist continuous periodic orbits?" raise naturally. Lemma 8.7 somehow answers the first question in a negative way; while the Theorem 1.1 from 28 gives the positive answer for the first question when the system is generated by i.i.d. small random perturbations of an Axiom...
A system. In another aspect, Lemma 8.7 tells that the systems we considered here beyonds the framework of the study on structure stability.

8.2. Systems preserving a volume on fibers driven by a force. In this section, we consider a type of Anosov systems which are volume-preserving on fiber. We first state and prove the mixing property in a relatively general setting. Then, we investigate a concrete example which is generated by the random composition of matrices on 2-d torus, whose entries are positive integers, and show such a system satisfies the Conditions 2A.-2C. below.

8.2.1. Setting and results. We assume that the systems satisfy the following conditions:

2A. \((\theta, \Omega)\) is a homeomorphism on a compact metric space;
2B. \(\phi\) is Anosov on fibers (Condition H1));
2C. There exists an \(f\)-invariant Borel probability measure \(\nu\) with full support (i.e. \(\text{supp}\nu = M\)).

Here by a Borel probability measure \(\nu\) on \(M\) being \(f\)-invariant we mean that for any Borel measurable set \(A \subset M\) and any \(\omega \in \Omega\), \(\nu(f_{\omega}^{-1}(A)) = \nu(A)\).

For the sake of convenience, we call the systems satisfying Conditions 2A.-2C. the S2) systems. The main result we will prove is the following Theorem:

**Theorem 8.2.** S2) systems satisfy Condition H2) that is topological mixing on fibers.

*Proof.* Unlike the case of S1) systems, the proof for S2) is based on the measure preserving property of \(f_\omega\), which leads to a much more direct approach.

For a given \(\omega \in \Omega\), an open subset \(V \subset M\), and a real number \(r > 0\), we inductively define a sequence of subsets \(V_r^t(\omega) \subset M\), \(n = 0, 1, 2, \ldots\) as follows:

\[
V_r^0(\omega) = V, \quad V_r^n(\omega) = \bigcup_{x \in f_\theta^{n-1}(V_r^{n-1}(\omega))} B_M(x, r), \quad n > 1,
\]

where \(B_M(x, r)\) is the ball in \(M\) with radius \(r\) centered at \(x\). It is not hard to see that each \(V_r^n(\omega)\) is open and \(\{\nu(V_r^n(\omega))\}_{n=0,1,\ldots}\) is non-decreasing on both \(n\) and \(r\) since \(\nu\) is \(f\)-invariant and \(f\) is invertible. Thus \(\lim_{n \to \infty} \nu(V_r^n(\omega))\) exists.

Next, we show that

\[
\forall \ r > 0, \exists \ N(\omega) > 0 \text{ such that } \forall \ n \geq N(\omega), \ V_r^n(\omega) = M.
\]

Since \(\text{supp} \nu = M\), we know that any open subset of \(M\) is not a \(\nu\)-null set. Additionally, because \(M\) is compact, for any \(R > 0\), \(M\) can be covered by finitely many balls with radius \(\frac{1}{3}R\), each of which has a positive \(\nu\)-measure. Thus,

\[
\forall \ R > 0, \exists \ \epsilon > 0, \text{ such that } \forall \ x \in M, \ \nu(B_M(x, R)) > \epsilon.
\]

For a given \(n \geq 1\), let \(t^r_n(\omega) = \min\{\sup\{d_H(x, f_\theta^{n-1}(V_r^{n-1}(\omega))) \mid x \in M\}, r\}\), where for \(x \in M\) and \(A \subset M\)

\[
d_H(x, A) := \inf\{d_M(x, y) \mid y \in A\}
\]
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is the Hausdorff distance. Since \( d_H(x, V_n^r(\omega)) \) is continuous on \( x \) and \( M \) is connected, we have that there exists \( x' \in M \) such that
\[
\frac{1}{2} t_n^r(\omega) < d_H(x', f_{\theta^{n+1}}(V_{n-1}^r(\omega))) < r.
\]
Therefore, \( B(x', \frac{1}{2} t_n^r(\omega)) \subset V_n^r(\omega) \setminus f_{\theta^{n-1}}(V_{n-1}^r(\omega)) \) which implies that
\[
\nu \left( B_M \left( x', \frac{1}{2} t_n^r(\omega) \right) \right) \leq \nu(V_n^r(\omega)) - \nu(f_{\theta^{n-1}}(V_{n-1}^r(\omega))) = \nu(V_n^r(\omega)) - \nu(V_{n-1}^r(\omega))(\omega).
\]
Because of the existence of \( \lim_{n \to \infty} \nu(V_n^r(\omega)) \) and (8.20), we have that
\[
\lim_{n \to \infty} t_n^r = 0.
\]
By the definition of \( V_n^r(\omega) \) as in (8.18), once \( t_n^r < r \), \( V_n^r(\omega) = M \), thus (8.19) holds.

Now, we are ready to show that \( S2 \)-type systems are topological mixing on fibers.

Let \( U_1, U_2 \subset M \) be two nonempty open sets. Choose two open balls \( B_M(x_1, 3R) \subset U_i \), \( i = 1, 2 \), with \( R > 0 \). Applying Lemma 3.4 by setting \( \beta = R \), we have an \( \alpha > 0 \), such that any \( (\omega, \alpha) \)-pseudo orbit can be \( (\omega, \beta) \)-shadowed by a true orbit.

For a given \( \omega \in \Omega \), take \( V = B_M(x_1, R) \) and \( r = \alpha \), and define \( V_n^r(\omega) \) as in (8.18). By (8.19), there exists an \( N_1(\omega) \) such that for any \( n \geq N_1(\omega) \), \( V_n^r(\omega) = M \). By continuity of \( \phi \), we have that for any \( \omega \in \Omega \), there exists \( \delta(\omega) > 0 \) such that the following holds:
\[
\forall \omega' \in B_\Omega(\omega, \delta(\omega)) \quad \text{and} \quad n \geq N_1(\omega) + 1, \quad V_n^r(\omega') = M,
\]
where \( B_\Omega(\omega, \delta(\omega)) \) is the ball in \( \Omega \) with radius \( \delta(\omega) \) centered at \( \omega \).

Since \( \Omega \) is compact, and \( \{B_\Omega(\omega, \delta(\omega))\}_{\omega \in \Omega} \) forms an open cover on \( M \), there exists a finite sub-cover, \( \{B_\Omega(\omega_j, \delta(\omega_j))\}_{1 \leq j \leq q}, \quad q \in \mathbb{N} \). Take \( N = \max\{N_1(\omega_1), \ldots, N_1(\omega_q)\} + 1 \), then the following holds
\[
\forall \omega \in \Omega, \quad \text{if} \quad n \geq N, \quad \text{then} \quad V_n^r(\omega) = M. \tag{8.21}
\]
Next, we show that
\[
\forall \omega \in \Omega \quad \text{and} \quad n \geq N, \quad \phi(n, U_1 \times \{\omega\}) \cap U_2 \times \{\theta^n \omega\} \neq \emptyset. \tag{8.22}
\]
This can be done by constructing an \( (\omega, r) \)-pseudo orbit, \( \{(y_{n,i}, \theta^i \omega)\}_{i \in \mathbb{Z}} \), connecting two balls \( B_M(x_1, R) \times \{\omega\} \) and \( B_M(x_2, R) \times \{\theta^n \omega\} \), which is \( (\omega, R) \)-shadowed by a true orbit
\[
\{(y_{n,i}, \theta^i \omega)\}_{i \in \mathbb{Z}}.
\]
Thus this true orbit, \( \{(y_{n,i}, \theta^i \omega)\}_{i \in \mathbb{Z}} \), will hit both \( B_M(x_1, 3R) \times \{\omega\} \) and \( B_M(x_2, 3R) \times \{\theta^n \omega\} \). Hence (8.22) holds. Actually, the existence of such an \( (\omega, r) \)-pseudo orbits (\( \forall \omega \in \Omega \)), \( \{(y_{n,i}, \theta^i \omega)\}_{i \in \mathbb{Z}} \), follows from (8.21), which can be constructed in the following:

For any \( n \geq N \) and \( \omega \in \Omega \), since \( V_N^r(\omega) = M \), we have that there exists \( z_{N-1}(\omega) \in V_{N-1}^r(\omega) \) such that
\[
\pi_M \phi^{-n-N}(x_2, \theta^n \omega) \in B_M(f_{\theta^{N-1}}(z_{N-1}(\omega)), r).
\]
Inductively, we have that for any \( i \in \{0, \ldots, N-2\} \), there exists \( z_i(\omega) \in V_i^r(\omega) \) such that
\[
z_{i+1}(\omega) \in B_M(f_{\theta^i}(z_i(\omega)), r).
\]
Also note that \( V_0^r(\omega) = B_M(x_1, R) \), then we have that \( \{ z_i(\omega) \}_{1 \leq i \leq N-1} \) satisfies the following properties:

\[
\begin{align*}
    d_M(z_0(\omega), x_1) &< r; \\
    d_M(z_{i+1}(\omega), f_{\theta^i} z_i(\omega)) &< r, \quad 0 \leq i \leq N - 2; \\
    d_M \left( \pi_M \phi^{-(n-N)}(x_2, \theta^n \omega), f_{\theta^{N-1}} z_{N-1}(\omega) \right) &< r. \quad (8.23)
\end{align*}
\]

We define

\[
y'_{n,i} = \begin{cases} 
    \pi_M \phi^i(x_1, \omega), & i \leq -1 \\
    z_i(\omega), & 0 \leq i \leq N - 1 \\
    \pi_M \phi^{i-n}(x_2, \theta^n \omega), & i \geq N 
\end{cases}
\]

By (8.23), it is not hard to see that the above \( y'_{n,i} \)'s fit all the requirements. The proof is complete. \( \square \)

8.2.2. Random composition of \( 2 \times 2 \) area-preserving positive matrices. The main purpose of this section is to provide an example of \( S_2 \)-type systems, which is generated by the random composition of a class of area-preserving positive \( 2 \times 2 \) matrices. Then, we apply the results for \( S_2 \)-type systems to investigate the dynamical behavior of the given example.

Let

\[
\left\{ A_i = \begin{pmatrix} a_i & b_i \\ c_i & d_i \end{pmatrix} \right\}_{1 \leq i \leq p}
\]

be \( 2 \times 2 \) matrices with positive integer entries and \( |\det A_i| = 1 \), \( \forall i \in \{1, \cdots, p\} \), and \( S_p := \{1, \cdots, p\}^\mathbb{Z} \) with the left shift operator \( \sigma \) be the symbolic dynamical system with \( p \) symbols.

Define a map \( f : S_k \to \{ A_1, \cdots, A_p \} \) by letting

\[
f(\hat{a}) = A_{\hat{a}(0)}, \quad \forall \hat{a} \in S_k.
\]

Define that, for \( x \in [0, +\infty) \times [0, +\infty) \) and \( \hat{a} \in S_k \),

\[
\phi^n_{\hat{a}} = \begin{cases} 
    I_2 & \text{when } n = 0 \\
    f(\sigma^{n-1} \hat{a}) \circ \cdots \circ f(\hat{a}) & \text{when } n > 0 \\
    f^{-1}(\sigma^n \hat{a}) \circ \cdots \circ f^{-1}(\sigma^{-1} \hat{a}) & \text{when } n < 0
\end{cases}
\]

where \( I_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \). Note that \( \phi \) induces a random dynamical system on 2 dimensional torus \( \mathbb{T}^2 \), which is denoted by \( \hat{\phi} \). Let

\[
\kappa := \min_{1 \leq i \leq p} \min \left\{ \sqrt{a_i^2 + c_i^2}, \sqrt{b_i^2 + d_i^2} \right\}, \quad (8.24)
\]

which is obviously greater than or equal to \( \sqrt{2} \).

**Proposition 8.2.** \( \hat{\phi} : \mathbb{T}^2 \times S_k \to \mathbb{T}^2 \times S_k \) is an \( S_2 \)-type system by letting \( M = \mathbb{T}^2 \) and \( (\Omega, \theta) = (S_p, \sigma) \).
Proof. Denote \( \mathbb{R}^2^+ := \{(x, y) \in \mathbb{R}^2 \setminus \{(0, 0)\} \mid x \geq 0, y \geq 0\} \). For any \( v_i = \begin{pmatrix} x_i \\ y_i \end{pmatrix} \in \mathbb{R}^2^+, \) \( i = 1, 2 \), by a straightforward computation, we have that
\[
\sin \angle(v_1, v_2) = \left| \frac{y_2 x_1 - y_1 x_2}{\sqrt{x_1^2 + y_1^2} \sqrt{x_2^2 + y_2^2}} \right|,
\]
where \( \angle(v_1, v_2) \) is the angle between \( v_1 \) and \( v_2 \).

By a straightforward computation, we have that, for any \( j \in \{1, \cdots, p\}, i = 1, 2, \)
\[
|A_j v_i| = \sqrt{(a_j^2 + c_j^2)x_i^2 + 2(a_j b_j + c_j d_j)x_i y_i + (b_j^2 + d_j^2)y_2^2} \geq \kappa |v_i|
\]
\[
\sin \angle(A_j v_1, A_j v_2) = \frac{|(a_j d_j - b_j c_j)(y_2 x_1 - y_1 x_2)|}{|A_j v_1||A_j v_2|} \leq \kappa^{-2} \sin \angle(v_1, v_2).
\] (8.25)
Let \( \text{Proj}^+ := \{\text{span}\{v\} \mid v \in \mathbb{R}^2^+\} \) which is a compact subset of the projective space \( \mathbb{P}^2 \). It is not hard to see that the second inequality of (8.25) yields that for any \( \hat{a} \in S_k \) and \( n \in \mathbb{N} \) the map \( \phi(\cdot, \hat{a}) \) induces a contraction map on \( \text{Proj}^+ \) with a uniform contracting rate. By the contracting mapping theorem, we have that there is a unique 1-dimensional space \( E_{\hat{a}} \) such that
\[
E_{\hat{a}} \in \bigcap_{n \geq 0} \overline{\phi^n(\text{Proj}^+, \sigma^{-n} \hat{a})},
\]
where we denote \( \overline{\phi}(\cdot, \hat{a}) \) the induced map on \( \mathbb{P}^2 \) by \( \phi(\cdot, \hat{a}) \). By the uniqueness, we have that
\[
\phi(E_{\hat{a}}, \hat{a}) = E_{\sigma \hat{a}}.
\]
The first inequality of (8.25) yields that \( \phi|E_{\hat{a}}, \hat{a} \) is expanding with rate at least \( \kappa \). The continuity of \( E_{\hat{a}} \) on \( \hat{a} \) simply follows from the second inequality of (8.25).

By applying exactly the same argument, we can obtain that for any \( \hat{a} \in S_k \) there exists a unique 1-dimensional space \( F_{\hat{a}} \notin \text{Proj}^+ \) such that \( F_{\hat{a}} \) varies continuously on \( \hat{a} \) and the following holds
\[
\phi(F_{\hat{a}}, \hat{a}) = F_{\sigma \hat{a}} \text{ and } \phi^{-1}(F_{\hat{a}}, \hat{a}) \text{ is expanding with rate at least } \kappa.
\]
Note that \( \phi \) itself is linear on \( \mathbb{T}^2 \), therefore the linearization of \( \hat{\phi}^n, \ D_{\mathbb{T}^2} \hat{\phi}^n \), can be identified by \( \phi \). Hence, \( \hat{\phi} \) is an S2)-type system with continuous co-invariant splitting \( \mathbb{R}^2 = E_{\hat{a}} \oplus F_{\hat{a}} \) for \( \hat{a} \in S_k \).

The following corollaries are the consequences of Proposition 8.2 and Theorem 2.1

**Corollary 8.1.** For any \( \epsilon > 0 \), there exists \( N \in \mathbb{N} \) such that for any \( x \in \mathbb{T}^2, n \geq N, \) and \( \hat{a} \in S_k \), there exists \( x' \in \mathbb{T}^2 \) satisfying
\[
x', \pi_{\mathbb{T}^2} \hat{\phi}^n(x', \hat{a}) \in B_{\mathbb{T}^2}(x, \epsilon).
\]

**Corollary 8.2.** For any \( \gamma > 0 \) there exist \( N, k \) such that the following hold:

i) \( \frac{1}{N} \log k > \log \kappa - \gamma; \)

ii) \( \hat{\phi}^N \) has a strong full random horseshoe with \( k \) symbols.
Here \( \kappa \) is given by [8.27].

8.3. Further discussions on Random Horseshoes with marginal \( \mathbb{P} \). In this section, we further discuss the random horseshoes for systems with a given marginal \( \mathbb{P} \) which is an \( \theta \)-invariant probability measure on \( \Omega \). The standard fiber topological entropy of \( \phi \) with respect to \( \mathbb{P} \) is defined by the following

\[
h_{\text{top}}(M \times \Omega \mid \mathbb{P}) = \int_{\Omega} h_{\text{top}}(\phi|_{M \omega})d\mathbb{P}(\omega). \tag{8.26}
\]

Since \( h_{\text{top}}(\phi|_{M \omega}) = h_{\text{top}}(\phi|_{M \omega}) \) for \( \omega \in \Omega \) by the definition, we have that when \( \mathbb{P} \) is ergodic the following holds

\[
h_{\text{top}}(M \times \Omega \mid \mathbb{P}) \equiv h_{\text{top}}(\phi|_{M \omega}) \text{ for } \mathbb{P} - \text{a.e. } \omega.
\]

For the random dynamical system \( \phi \) over a metric dynamical system \( (\Omega, \mathbb{P}, \theta) \) mentioned in Remark 2.2 it is natural to modify the definitions of random horseshoes correspondingly.

Let \( L^\infty_\mathbb{P}(\Omega) \) be the space of Borel measurable maps from \( \Omega \) to \( M \) endowed with the metric \( d_{L^\infty_\mathbb{P}}(\omega) \):

\[
d_{L^\infty_\mathbb{P}}(\omega)(g_1, g_2) = \sup_{\mathbb{P}} \{d_M(g_1(\omega), g_2(\omega)), \omega \in \Omega\}, \ \forall g_1, g_2 \in L^\infty(\Omega, M),
\]

where \( \sup_{\mathbb{P}} \) is the essential supreme with respect to \( \mathbb{P} \). Similarly, \( \phi : M \times \Omega \) induces a homeomorphism on \( L^\infty(\Omega) \), which is denoted by \( \phi_{\mathbb{P}} \). Analogically, we define two functions on \( L^\infty(\Omega) \times L^\infty_\mathbb{P}(\Omega) \) to measure separations of elements of \( L^\infty(\Omega) \) on different levels:

\[
\overline{d}_{L^\infty_\mathbb{P}}(\omega)(g_1, g_2) = \sup_\omega \inf_{\omega' \subset \omega, \mathbb{P}(\omega') > 0} d_M(g_1(\omega), g_2(\omega)), \ \forall g_1, g_2 \in L^\infty_\mathbb{P}(\Omega),
\]

\[
\underline{d}_{L^\infty_\mathbb{P}}(\omega)(g_1, g_2) = \inf_\omega \{d_M(g_1(\omega), g_2(\omega)), \ \omega \in \Omega\}, \ \forall g_1, g_2 \in L^\infty_\mathbb{P}(\Omega), \tag{8.27}
\]

where \( \inf_{\mathbb{P}} \) is the essential infimum with respect to \( \mathbb{P} \). First, we claim that

\[
\overline{d}_{L^\infty_\mathbb{P}}(\omega) = d_{L^\infty_\mathbb{P}}(\omega).
\]

For the sake of completeness, we give the proof here. Recall that

\[
d_{L^\infty(\omega)}(g_1, g_2) = \inf_{\omega' \subset \omega, \mathbb{P}(\omega') = 1} \sup_{\omega \in \omega'} d_M(g_1(\omega), g_2(\omega)), \ \forall g_1, g_2 \in L^\infty(\omega).
\]

For a given \( \epsilon > 0 \), let

\[
\Omega'_\epsilon(g_1, g_2) = \left\{ \omega \in \Omega \mid d_M(g_1(\omega), g_2(\omega)) > d_{L^\infty(\omega)}(g_1, g_2) - \epsilon \right\}.
\]

By the definition of \( d_{L^\infty(\omega)}(g_1, g_2) \), we have that \( \mathbb{P}(\Omega'_\epsilon(g_1, g_2)) > 0 \). Thus

\[
\overline{d}_{L^\infty(\omega)}(g_1, g_2) \geq \inf_{\omega \in \Omega'_\epsilon(g_1, g_2)} d_M(g_1(\omega), g_2(\omega)) > d_{L^\infty(\omega)}(g_1, g_2) - \epsilon.
\]

Let

\[
\Omega''_\epsilon(g_1, g_2) = \left\{ \omega \in \Omega \mid d_M(g_1(\omega), g_2(\omega)) > d_{L^\infty_\mathbb{P}}(g_1, g_2) + \epsilon \right\}.
\]

By the definition of \( d_{L^\infty_\mathbb{P}}(g_1, g_2) \), we have that \( \mathbb{P}(\Omega''_\epsilon(g_1, g_2)) = 0 \). Thus

\[
\mathbb{P}(\Omega' \cap (\Omega \setminus \Omega''_\epsilon(g_1, g_2))) > 0, \ \forall \Omega' \subset \Omega, \ \mathbb{P}(\Omega') > 0,
\]

which implies that

\[
\overline{d}_{L^\infty_\mathbb{P}}(g_1, g_2) \leq d_{L^\infty_\mathbb{P}}(g_1, g_2) + \epsilon.
\]
Definition 8.1. We call a continuous embedding $\Psi : S_k \rightarrow L^\infty_p(\Omega)$ a random horseshoe on marginal $\mathbb{P}$ with $k$-symbols of $\phi$ if the following hold:

i) There exists $\Delta > 0$ such that for any $l \in \mathbb{Z}$ and $\hat{a}_1, \hat{a}_2 \in S_k$ with $\hat{a}_1(l) \neq \hat{a}_2(l)$

$$d_l^{\phi_p}(\Psi(\hat{a}_1), \Psi(\hat{a}_2)) > \Delta,$$

where for $l \geq 0$

$$d_l^{\phi_p}(g_1, g_2) := \max_{0 \leq i \leq l} \left\{ d_{L^\infty_p(\Omega)}\left(\tilde{\phi}_p^i(g_1), \tilde{\phi}_p^i(g_2)\right) \right\}, \quad g_1, g_2 \in L^\infty_p(\Omega)$$

and for $l < 0$ we let $d_l^{\phi_p} = d_{|l|}^{\phi_p}$

ii) For all $\hat{a} \in S_k$

$$\tilde{\phi}_p(\Psi(\hat{a})) = \Psi(\sigma \hat{a}).$$

By using an stronger separation function $d_{L^\infty_p(\Omega)}$ as in (8.27), we define a stronger random horseshoe as follows:

Definition 8.2. We call a continuous embedding $\Psi : S_k \rightarrow L^\infty_p(\Omega)$ a strong random horseshoe on marginal $\mathbb{P}$ with $k$-symbols of $\phi$ if the following hold:

i) There exists $\Delta > 0$ such that for any $l \in \mathbb{Z}$ and $\hat{a}_1, \hat{a}_2 \in S_k$ with $\hat{a}_1(l) \neq \hat{a}_2(l)$

$$d_l^{\phi_p}(\Psi(\hat{a}_1), \Psi(\hat{a}_2)) > \Delta,$$

where for $l \geq 0$

$$d_l^{\phi_p}(g_1, g_2) := \max_{0 \leq i \leq l} \left\{ d_{L^\infty_p(\Omega)}\left(\tilde{\phi}_p^i(g_1), \tilde{\phi}_p^i(g_2)\right) \right\}, \quad g_1, g_2 \in L^\infty_p(\Omega, M)$$

and for $l < 0$ we let $d_l^{\phi_p} = d_{|l|}^{\phi_p}$

ii) For all $\hat{a} \in S_k$

$$\tilde{\phi}_p(\Psi(\hat{a})) = \Psi(\sigma \hat{a}).$$

For the random horseshoe on marginal $\mathbb{P}$, we have the following result.

Theorem 8.3. Let $\phi$ satisfy H1) and H2) and $\mathbb{P}$ be a $\theta$-ergodic probability measure. Then for any $\gamma > 0$, there exist $N, k \in \mathbb{N}$ such that the following hold

i) $\frac{1}{N} \ln k \geq h_{top}(M \times \Omega|\mathbb{P}) - \gamma$

ii) $\tilde{\phi}^N$ has a $k$-symbol random horseshoe on marginal $\mathbb{P}$.

Proof. The proof of Theorem 8.3 can be derived by employing the exact same paradigm used in the proof of Part B. of Theorem 2.2. To adapt the proof of Part B. of Theorem 2.2 into the current circumstance, one needs only to replace $\overline{h}(M \times \Omega|\mathbb{P})$ by $h_{top}(M \times \Omega|\mathbb{P})$, and make the "O" in Lemma 5.3 satisfy $\mathbb{P}(O) > 0$ rather than "nonempty open subset", which is guaranteed by the definition of $h_{top}(M \times \Omega|\mathbb{P})$. We omit the detailed proof here. □
For the strong random horseshoe on marginal $\mathbb{P}$, only partial result is obtained which is applicable for S1) systems. Note that for S1) systems, $\theta : \Omega \to \Omega$ is uniquely ergodic, thus $\mathbb{P}$ can only be the unique Haar measure of $\theta$.

**Theorem 8.4.** Let $\phi$ be an S1) system and $\mathbb{P}$ be the unique $\theta$-ergodic probability measure. Then for any $\gamma > 0$, there exist $N, k \in \mathbb{N}$ such that the following hold

i) $\frac{1}{N} \ln k \geq h_{\text{top}}(\mathbb{M} \times \mathbb{P}) - \gamma$;

ii) $\phi^N$ has a $k$-symbol strong random horseshoe on marginal $\mathbb{P}$.

**Proof.** This theorem follows from Part A. of Theorem 2.2 and the following lemma:

**Lemma 8.8.** Let $\phi$ be an S1) system. Then the following holds

$$h(\mathbb{M} \times \mathbb{P} | \mathbb{P}) = h(\mathbb{M} \times \mathbb{P} | \Omega) = h_{\text{top}}(\phi),$$

where $h_{\text{top}}(\phi)$ is the topological entropy of $\phi$.

**Proof of Lemma 8.8.** It is straightforward to observe that $h(\mathbb{M} \times \mathbb{P} | \mathbb{P}) \leq h_{\text{top}}(\phi)$ by the definition. For the sake of simplicity, we will prove this lemma in the case of $h_{\text{top}}(\phi) < \infty$ only, as for the other case the same argument is still applicable. By the Theorem 17 in [7], we have that

$$h_{\text{top}}(\phi) \leq h(\mathbb{M} \times \mathbb{P} | \mathbb{P}) + h_{\text{top}}(\theta).$$

Since $\theta$ is equicontinuous, we have $h_{\text{top}}(\theta) = 0$, thus

$$h_{\text{top}}(\phi) = h(\mathbb{M} \times \mathbb{P} | \Omega).$$

Therefore, it remains to show that $h(\mathbb{M} \times \mathbb{P} | \mathbb{P}) = h(\mathbb{M} \times \mathbb{P} | \Omega)$. It is sufficient to prove the following

$$h_{\text{top}}(\phi | \mathbb{M}_{\omega_1}) = h_{\text{top}}(\phi | \mathbb{M}_{\omega_2}), \quad \forall \omega_1, \omega_2 \in \Omega.$$  \hspace{1cm} (8.30)

Recall that

$$h_{\text{top}}(\phi | \mathbb{M}_{\omega}) = \lim_{\epsilon \to 0^+} \limsup_{n \to \infty} \frac{1}{n} \log N(\omega, \epsilon, n),$$

where

$$N(\omega, \epsilon, n) := \max \left\{ \text{card}(E) \mid E \subset \mathbb{M}_\omega \text{ is an } \epsilon \text{ separated set with respect to } d^*_\mathbb{M} \right\},$$

and $d^*_\mathbb{M}$ is the Bowen metric. For a given small positive number $\gamma > 0$ and $\omega_1, \omega_2 \in \Omega$, there exists $\epsilon_0 > 0$ such that for any $\epsilon \in (0, \epsilon_0)$ and $N_0 \in \mathbb{N}$, there is an $n \geq N_0$ so that the following holds

$$N(\omega_1, 3\epsilon, n) \geq e^{n(h_{\text{top}}(\phi | \mathbb{M}_{\omega_1}) - \frac{1}{2}\gamma)},$$  \hspace{1cm} (8.31)

Without loss of generality, we assume that $\epsilon < \frac{1}{\beta} \beta_0$ and fix such an $\epsilon$, where $\beta_0$ is as in Lemma 3.4. Letting $\beta = \frac{1}{\epsilon}$ and applying Lemma 3.4 there exists $\alpha > 0$ corresponding to $\beta$ as in Lemma 3.4. Again, for the sake of convenience, we assume that $\alpha < \beta$. By the uniform continuity of $\phi$, there exists $\delta > 0$ such that for any $\omega', \omega'' \in \Omega$ with $d_\Omega(\omega', \omega'') < \delta$ and any $x \in \mathbb{M}$ the following holds

$$d(\pi_M \phi(x, \omega'), \pi_M \phi(x, \omega'')) < \alpha.$$  \hspace{1cm} (8.32)

We note that this $\delta$ depends only on $\alpha$.  
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Let $E_{\omega_1} \subset M_{\omega_1}$ be an $3\epsilon$-separated set with respect to $d_{M \times \Omega, n}^\phi$ satisfying $\text{card}(E_{\omega_1}) = N(\omega_1, 3\epsilon, n)$. For $(x_j, \omega_1) \in E_{\omega_1} (= \{(x_j, \omega_1)\}_{1 \leq j \leq N(\omega_1, 3\epsilon, n)})$ and $\omega \in B_{\Omega}(\omega_1, \delta)$, define a pseudo orbit $\{y_i(x_j, \omega, \omega)\}_{i \in \mathbb{Z}}$ by letting

$$
y_i(x_j, \omega) = \begin{cases} 
\pi_M(\phi^i(x_j, \omega_1)), & \text{when } i \geq 0 \\
\pi_M(\phi^i(x_j, \omega)), & \text{when } i < 0
\end{cases}
$$

(8.33)

By the choice of $\delta$ and (8.32), it is not hard to see that $\{y_i(x_j, \omega, \omega)\}_{i \in \mathbb{Z}}$ is an $n(\omega, \alpha)$-pseudo orbit. Thus, by Lemma 3.3, there exists a true orbit, denoted by $\{\phi^i(y_j, \omega)\}_{i \in \mathbb{Z}}$, which is $(\omega, \beta)$-shadowing $\{(y_i(x_j, \omega, \omega))\}_{i \in \mathbb{Z}}$. Since $E_{\omega_1}$ is a $3\epsilon$-separated set with respect to $d_{M \times \Omega, n}^\phi$ and $\beta = \frac{\epsilon}{2}$, we have that $\{(y_j, \omega)\}_{1 \leq j \leq N(\omega_1, 3\epsilon, n)} \subset M_\omega$ is a $2\epsilon$-separated set with respect to $d_{M \times \Omega, n}^\phi$.

Also note that, $(\Omega, \theta)$ is uniquely ergodic, thus there is an $N_1 \in \mathbb{N}$ depending on $B_{\Omega}(\omega_1, \delta)$ only, which satisfies that for any $\omega \in \Omega$ there exists a positive integer $m(\omega) \leq N_1$ such that $\theta^m(\omega) \in B_{\Omega}(\omega_1, \delta)$. This implies that for any $\omega \in \Omega$, the following holds

$$
N(\omega, 2\epsilon, n + N_1) \geq \text{card}(\phi^{-m(\omega)} E_{\omega_1}) = N(\omega_1, 3\epsilon, n) \geq e^{n(h_{top}(\phi|_{M_{\omega_1}}) - \frac{\gamma}{2})}.
$$

Therefore, we have that

$$
h_{top}(\phi|_{M_\omega}) = \lim_{\epsilon' \to 0^+} \limsup_{m \to \infty} \frac{1}{m} \log N(\omega, \epsilon', m) 
\geq \frac{1}{n + N_1} \log N(\omega, 2\epsilon, n + N_1)
= \frac{n}{n + N_1} \left(h_{top}(\phi|_{M_{\omega_1}}) - \frac{\gamma}{2}\right).
$$

Since such $n$ can be arbitrarily large and $\gamma$ can be arbitrarily small, we have that

$$
h_{top}(\phi|_{M_\omega}) \geq h_{top}(\phi|_{M_{\omega_1}}).
$$

Also note that $\omega_1$ is arbitrarily chosen, thus the proof of (8.30) is complete. \hfill \Box

To end the proof, it suffices to note that

$$
h_{top}(M \times \Omega|\mathcal{P}) = \overline{h}(M \times \Omega|\Omega) = \underline{h}(M \times \Omega|\Omega) = h_{top}(\phi)
$$

and

$$
\underline{d}_{\Omega}(\omega, M) \leq \overline{d}_{\Omega}(\omega).
$$

\hfill \Box

At the end of this section, we make the following remark on the random SRB measures. We summarize the notions and results of the random SRB measures in Section A for the sake of completeness, which are mainly borrowed from [13].

**Remark 8.3.** Under the setting of this paper, S1) and S2) systems satisfy the conditions of Theorem A.7, thus, roughly speaking, we have both existence and uniqueness of SRB measure for a given $\theta$-invariant ergodic probability measure $\mathcal{P}$. [13]
For S1) systems, since the driven system \((\Omega, \theta)\) is uniquely ergodic, each S1) system has a unique SRB measure \(\mu\). By the variational principle, we have that

\[ h_\mu(\phi) \leq h_{\text{top}}(\phi). \]

Therefore, by Theorem 8.4, there exist strong random horseshoes on marginal \(P\) whose entropy can approach \(h_\mu(\phi)\).

For S2) systems, for any \(\theta\)-ergodic measure \(P\), there exists a unique SRB measure \(\mu\) whose marginal is \(P\). By the variational principle, we have that

\[ h_\phi(\mu|P) \leq h_{\text{top}}(M \times \Omega|P). \]

\(h_\phi(\mu|P)\) is called the relative entropy of \(\mu\) with respect to \(P\). Therefore, by Theorem 8.3, there exist random horseshoes on marginal \(P\) whose entropy can approach \(h_\phi(\mu|P)\).

**Appendix A. Random Sinai-Ruelle-Bowen measures**

In this section, some notions and results will be given for random dynamical systems, especially the results of Random SRB measures, most of which are borrowed from [13].

Let \((\Omega, \mathcal{B}, P)\) be a probability space, \(E\) be a locally compact Hausdorff second countable topological space. Let \(F, K, G\) denote respectively the family of all closed, compact and nonempty open sets of \(E\).

**Definition A.1.** A map \(X : \Omega \to F\) is called a random closed set if, for every compact set \(K \subset E\),

\[ \{ \omega \in \Omega | X(\omega) \cap K \neq \emptyset \} \in \mathcal{B}. \]

A map \(Y : \Omega \to G\) is called a random open set if its complement \(X = Y^c\) (by this, we mean \(X(\omega) = E \setminus Y(\omega)\) for \(P\)-a.e. \(\omega \in \Omega\)) is a random closed set. Since \(\{ \omega \in \Omega | Y^c(\omega) \cap F = \emptyset \} = \{ \omega \in \Omega | F \subset Y(\omega) \}\), \(Y\) is random open set if and only if \(\{ \omega \in \Omega | F \subset Y(\omega) \}\) is a measurable event for every \(F \in \mathcal{F}\).

Let \(\theta : (\Omega, \mathcal{B}, P) \to (\Omega, \mathcal{B}, P)\) be an invertible ergodic metric dynamical system, and \(F : E \times \Omega \to E \times \Omega\) be a continuous random dynamical system over this metric dynamical system.

**Definition A.2.** \(F\) is called random topological transitive if for any random open sets \(U, V\) with \(U(\omega), V(\omega) \neq \emptyset\) for all \(\omega \in \Omega\), there exists a random variable \(n\) taking values in \(\mathbb{Z}\) such that the intersection \(F^n(\omega)(\theta^{-n(\omega)}(\omega) U(\theta^{-n(\omega)}(\omega)) \cap V(\omega))\) is non-empty \(P\)-a.s.

The following is a technical lemma whose proof is included for the sake of completeness.

**Lemma A.1.** \(F\) is topological mixing on fibers (see Section 2 for definition) implies that \(F\) is random topological transitive.

**Proof.** Let \(U\) and \(V\) be random open sets with \(U(\omega), V(\omega) \neq \emptyset\) for \(P\)-a.e. \(\omega \in \Omega\). Let \(\{x_i\}_{i \in \mathbb{N}}\) be a countable dense set of \(E\). For \(i, j \in \mathbb{N}\), define

\[
\Omega_{i,j}^U = \left\{ \omega | B\left(x_i, \frac{1}{j}\right) \subset U(\omega) \right\}
\]

and

\[
\Omega_{i,j}^V = \left\{ \omega | B\left(x_i, \frac{1}{j}\right) \subset V(\omega) \right\}.
\]
It is not hard to see that each $\Omega^V_{ij}$ or $\Omega^U_{ij}$ is measurable, and $\mathbb{P}(\cup_{i,j} \Omega^U_{ij}) = \mathbb{P}(\cup_{i,j} \Omega^V_{ij}) = 1$. Without loss of generality, we suppose that $\mathbb{P}(\Omega^U_{i_0,j_0}) > 0$ for some $i_0, j_0 \in \mathbb{N}$. Since $F$ is topological mixing on fibers, for any $i, j \in \mathbb{N}$, there exists $N_{i,j} \in \mathbb{N}$ such that for any $k > N_{i,j}$

$$F^k \left( B \left( x_{i_0}, \frac{1}{j_0} \right) \times \left\{ \theta^{-k}\omega \right\} \right) \cap B \left( x_i, \frac{1}{j} \right) \times \{ \omega \} \neq \emptyset, \forall \omega \in \Omega. \quad (A.1)$$

By the ergodicity of $\theta^{-1}$ and Poincare Recurrence Theorem, we have that for $\mathbb{P}$-a.s. $\omega \in \Omega$, $\{ \theta^{-k}\omega \}_{k \in \mathbb{N}}$ will visit $\Omega_{i_0,j_0}^U$ infinitely many times. Given $i, j \in \mathbb{N}$, for $\omega \in \Omega^V_{i,j}$, define that

$$n(\omega) = \min \{ k | k > N_{i,j}, \theta^{-k}\omega \in \Omega_{i_0,j_0}^U \}.$$ 

It is not hard to see that $n : \Omega^V_{i,j} \to \mathbb{N}$ is measurable and $n(\omega) < \infty$ for $\mathbb{P}$-a.s. $\omega$. Additionally, $(A.1)$ implies that for $\mathbb{P}$-a.s. $\omega \in \Omega^V_{i,j}$, the following holds

$$F \left( n(\omega), U(\omega) \times \left\{ \theta^{-n(\omega)}\omega \right\} \right) \cap V(\omega) \times \{ \omega \} \supset \left( n(\omega), B \left( x_{i_0}, \frac{1}{j_0} \right) \times \left\{ \theta^{-n(\omega)}\omega \right\} \right) \cap B \left( x_i, \frac{1}{j} \right) \times \{ \omega \} \quad (A.2)$$

$$\neq \emptyset.$$ 

Although we only give the definition of the integer valued function $n$ on $\Omega^V_{i,j}$, it is not hard to extend $n$ onto $\Omega$ for which $(A.2)$ still holds for $\mathbb{P}$-a.s. $\omega \in \Omega$, since there are only countable many $\Omega^V_{i,j}$s. Thus $F$ is random topological transitive. \hfill \Box

The following results are mainly from \cite{13} whose proofs are omitted.

Let $\Lambda$ be a random hyperbolic attractor of $F$, where the $F(\omega)$ is uniformly hyperbolic on $\Lambda(\omega)$ $\mathbb{P}$-a.s.. For definition of random hyperbolic attractors, we refer the reader to \cite{13}; while for more details about random attractors, we refer the reader to \cite{2}.

**Definition A.3.** Let $\delta$ be a strictly positive random variable on $(\Omega, \mathcal{B}, \mathbb{P})$. Then for any $\omega \in \Omega$ a sequence $\{ y_n \}_{n \in \mathbb{Z}}$ in $\mathbb{E}$ is called an $(\omega, \delta)$ pseudo-orbit of $F$ if

$$d(y_{n+1}, F(y_n, \theta^n\omega)) \leq \delta(\theta^{n+1}\omega) \text{ for all } n \in \mathbb{Z}.$$ 

For a strictly positive random variable $\epsilon$ and any $\omega \in \Omega$ a point $x \in \mathbb{E}$ is said to be $(\omega, \delta)$-shadow the $(\omega, \delta)$ pseudo-orbit $\{ y_n \}_{n \in \mathbb{Z}}$ if

$$d(F^n(x, \omega), y_n) \leq \epsilon(\theta^n\omega) \text{ for all } n \in \mathbb{Z}.$$ 

The following lemma is the Proposition 3.6 of \cite{13}, which is called Random Shadowing Lemma.

**Lemma A.2.** Let the random hyperbolic set $\Lambda$ have local product structure. Then for every tempered random variable $\epsilon > 0$ there exists a tempered random variable $\beta > 0$ such that for $\mathbb{P}$-a.s. every $(\omega, \beta)$ pseudo-orbit $\{ y_n \}_{n \in \mathbb{Z}}$ with $y_n \in \Lambda(\theta^n\omega)$ can be $(\omega, \epsilon)$-shadowed by a point $x \in \Lambda(\omega)$. If $2\epsilon$ is chosen as an expansivity characteristic, then the shadowing point $x$ is unique. Moreover, if the $y_n$ are chosen to be random variables such that for $\mathbb{P}$-almost all $\omega \in \Omega$ the sequence $\{ y_n(\omega) \}_{n \in \mathbb{Z}}$ is an $(\omega, \beta)$ pseudo-orbit, then the starting point $x(\omega)$ of the corresponding $(\omega, \epsilon)$-shadowing orbit depends measurably on $\omega$. 62
Let $V^s, V^u$ be the local invariant manifolds of $F$ respectively, moreover take them of random size $\eta$ being an expansivity characteristic. Take a small enough strictly positive tempered random variable $\tau$ the smallness of which is only depending on $\beta, \eta$ and the hyperbolicity of the system. Then one can find a random variable $k : \Omega \to \mathbb{N}$ such that $\Lambda(\omega)$ can be covered by $k(\omega)$ open balls of radius less than $\tau(\omega)$ and centres $p_i(\omega)$, $i = 1, \cdots, k(\omega)$ with $p_i : \Omega \to \mathbb{E}$ measurable. Actually $\tau$ can always be chosen log-integrable, and $k$ can be chosen log-integrable if $F$ is of tempered continuity.

Denote these balls by $B_\omega(p_i, \omega)$. Then $A$ is called a random matrix if, for each $\omega \in \Omega$, $A(\omega) \in \mathbb{R}^{k(\omega) \times k(\theta\omega)}$ such that

$$A(\omega)_{i,j} = \begin{cases} 1 & \text{if } F(p_i(\omega), \omega) \in B_\omega(p_j, \theta \omega) \\ 0 & \text{otherwise.} \end{cases}$$

**Definition A.4.** Let $k : \Omega \to \mathbb{N}^+$ be a random variable, $A$ a corresponding random transition matrix, and define for $\omega \in \Omega$

$$\Sigma_k(\omega) := \prod_{i=-\infty}^{\infty} \{1, \cdots, k(\theta^i \omega)\},$$

$$\Sigma_A(\omega) := \\{\bar{x} = (x_i) \in \Sigma_k(\omega) : A_{x_i,x_{i+1}}(\theta^i \omega) = 1 \text{ for all } i \in \mathbb{Z}\}.$$

Let $\sigma$ be the standard (left-) shift. The families $\{\sigma : \Sigma_k(\omega) \to \Sigma_k(\theta \omega)\}$ and $\{\sigma : \Sigma_A(\omega) \to \Sigma_A(\theta \omega)\}$ are called random $k$-shift and random subshift of finite type, respectively. Moreover, define $\Sigma_A := \{\bar{x}, \omega : \bar{x} \in \Sigma_A(\omega), \omega \in \Omega\}$, which is a measurable bundle over $\Omega$, and also denote the respective skew-product transformation on $\Sigma_A$ by $\sigma$.

One can also define one-sided versions of random $k$-shifts and subshifts of finite type on $\Sigma_k^+ := \prod_{i=0}^{\infty} \{1, \cdots, k(\theta^i \omega)\}$ and corresponding $\Sigma_A^+(\omega), \omega \in \Omega$ respectively. Let $C(\Sigma_A^+(\omega))$ denote the space of random continuous functions on $\Sigma_A^+$ which are measurable on $\omega$ and continuous on $x \in \mathbb{E}$ for fixed $\omega$. If a random continuous function is $\mathbb{P}$-a.s. Hölder continuous with uniform exponent, such function is called random Hölder continuous function. For a random continuous function $\varphi$ and $\omega \in \Omega$ random transfer operators $\mathcal{L}_\varphi(\omega) : C(\Sigma_A^+(\omega)) \to C(\Sigma_A^+(\theta \omega))$ is defined by

$$(\mathcal{L}_\varphi(\omega)h)(x) = \sum_{y \in \Sigma_A^+(\omega) : \sigma y = x} \exp(\varphi(\omega,y))h(y)$$

for $h \in C(\Sigma_A^+(\omega)), x \in C(\Sigma_A^+(\theta \omega))$. $\mathcal{L}_\varphi^*(\omega)$ denotes the random dual operator mapping finite signed measures on $C(\Sigma_A^+(\theta \omega))$ to those on $C(\Sigma_A^+(\omega))$ by

$$\int h \mathcal{L}_\varphi^*(\omega)m = \int \mathcal{L}_\varphi^* hmdm \text{ for all } h \in C(\Sigma_A^+(\omega))$$

for a finite signed measure $m$ on $C(\Sigma_A^+(\theta \omega))$.

The following theorem is the Theorem 4.3 of [13], which is the main result about SRB measures.

**Theorem A.1.** Let $F$ be a $C^{1+\alpha}$ random dynamical system with a random topological transitive hyperbolic attractor $\Lambda(\subset \mathbb{E} \times \Omega)$. Then there exists a unique $F$-invariant measure (SRB measure) $\nu$ supported by $\Lambda$ and characterized by each of the following:
(i) \( h_\nu(F) = \int \sum \lambda_i^j dv \) where \( \lambda_i \) are the Lyapunov exponents corresponding to \( \nu \);
(ii) \( \mathbb{P}\text{-a.s.} \) the conditional measures of \( \nu_\omega \) on the unstable manifolds are absolutely continuous with respect to the Riemannian volume on these submanifolds;
(iii) \( h_\nu(F) + \int fd\nu = \sup \{ h_m(F) + \int fd\nu \} \) and the latter is the topological pressure \( \pi_F(f) \) of \( f \) which satisfies \( \pi(F) = 0 \);
(iv) \( \nu = \psi \tilde{\mu} \) where \( \tilde{\mu} \) is the equilibrium state for the two-sided shift \( \sigma \) on \( \Sigma_A \) and the function \( f \circ \psi \). The measure \( \tilde{\mu} \) can be obtained as a natural extension of the probability measure \( \mu \) which is invariant with respect to the one-sided shift \( \sigma \) on \( \Sigma_A^+ \) and such that \( \mathcal{L}^\eta(\omega)\mu_\theta \omega = \mu_\omega \mathbb{P}\text{-a.s.} \) where \( \eta - f \circ \psi = h - h \circ (\theta \times \sigma) \) for some random H"older continuous function \( h \);
(v) \( \nu \) can be obtained as a weak limit \( \nu_\omega = \lim_{n \to \infty} F(n, \theta - n \omega) \) \( \mathbb{P}\text{-a.s.} \) for any measure \( \nu_\omega \) absolutely continuous with respect to the Riemannian volume such that \( \sup \nu_\omega \subset U(\omega) \).

Here \( f(x, \omega) = -\log \| \det D_x F(x, \omega) \|_{E^u(x, \omega)} \| \) where \( E^u(x, \omega) \) is the invariant unstable Oseledets subspace of \( D_x F \) on \( (x, \omega) \); and \( \psi \) is the conjugation between \( F \) on \( \Lambda \) and \( \sigma \) on \( \Sigma_A \) which is constructed based on Markov partitions, then reduce \( \sigma \) on \( \Sigma_A^+ \) to the image of an unstable manifold to obtain \( \sigma \) on \( \Sigma_A^+ \). The H"older continuity follows from the \( C^{1+\alpha} \)ness of \( F \), and the existence of Markov partitions are given by Theorem 3.9 of [13].

Appendix B. Measurable Selection

In this section, we state a version of measurable selection theorems, which is taken from [9].

**Theorem B.1.** Let \( U, V \) be complete separable metric spaces and \( E \subset U \times V \) be a Borel set. If, for each \( u \in E \), the section \( E_u \) is \( \sigma \)-compact there is a Borel selection, \( S \), of \( E \). Further \( \text{proj}(E) \) is a Borel set and \( \rho_S \) is a Borel measurable function defined on \( \text{proj}(E) \).

Here \( S \) is said to be a Borel selection of \( E \) provided

i) \( S \) is a Borel set;

ii) \( S \subset E \);

iii) For each \( u \in U \), the section \( S_u = \{ v \in V \mid (u, v) \in S \} \) contains at most one point:

iv) \( \text{proj}(S) = \text{proj}(E) \).

And \( \rho_S \) is the function induced by \( S \), which assigns to each \( u \in \text{proj}(E) \) the second coordinate of the unique member of \( S \) with first coordinate \( u \).
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