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Abstract—This paper proposes an accurate and efficient Universal Adaptive Stabilizer (UAS) based online parameters estimation technique for a 400 V Li-ion battery bank. The battery open circuit voltage, parameters modeling the transient response, and series resistance are all estimated in a single real-time test. In contrast to earlier UAS based work on individual battery packs, this work does not require prior offline experimentation or any post-processing. Real time fast convergence of parameters’ estimates with minimal experimental effort enables self-update of battery parameters in run-time. The proposed strategy is mathematically validated and its performance is demonstrated on a 400 V, 6.6 Ah Li-ion battery bank powering the induction motor driven prototype electric vehicle (EV) traction system.
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I. INTRODUCTION

HIGH energy density and low self-discharge rate have made Li-ion batteries a premium candidate for electric vehicle (EV) applications. Accurate estimation of open circuit voltage (OCV), series resistance, and State-of-Charge (SoC) are indispensable for an effective battery management system. Precise estimates of internal states of a Li-ion battery like SoC, State-of-Health (SoH) also rely on an accurate battery model. The Chen and Mora equivalent circuit model [1] has been widely adopted in the literature for Li-ion battery modeling. The salient features of this model which make it attractive for the proposed work are: it can model real time voltage and current dynamics; can capture temperature effects and number of charge-discharge cycles; it is simple to implement for a run-time battery management system; has low computational effort, and it includes SoC dependent equivalent circuit elements without requiring to solve partial differential equations (PDEs) common in electrochemical Li-ion battery models. Therefore, Chen and Mora’s battery model [1] has been utilized for this and our previous work [2]–[4]. Different strategies are available in the literature for extracting Li-ion battery model parameters [5]–[10].

Not so long ago, dual unscented Kalman filter [5] and $H_{\infty}$ Kalman filter [6] based approaches were proposed to overcome the limitations of Kalman Filters (KFs) and Extended Kalman Filters (EKF)s for accurate battery SoC estimation. Usually, model-based KF and EKF methods require prior knowledge of battery parameters via some offline method, which is normally time-consuming and could be prone to error. However, the strategies presented in [5] and [6] simultaneously identify both the battery model circuit elements and SoC. A fractional calculus theory-based intuitive and highly accurate fractional-order equivalent circuit model of Li-ion battery is presented in [7]. The fractional-order circuit is capable of modeling many electrochemical aspects of a Li-ion battery, which are typically ignored by integer-order RC equivalent circuit models. The authors in [7] used a modified version of Particle Swarm Optimization algorithm for accurate estimation of equivalent circuit elements, and validated their results for various operating conditions of a Li-ion battery. Yet this strategy requires a precise knowledge of open circuit voltage, and optimization based strategies can be susceptible to high computational effort. The authors in [8] proposed a moving window based least squares method for reducing the complexity and computational cost of online equivalent circuit elements’ identification, along with the battery SoC estimation. The technique presented in [8] utilizes a piece-wise linear approximation of the open circuit voltage curve. Nevertheless, the length of the linear approximation window may affect the overall accuracy of the estimated equivalent circuit elements. The authors in [9] attempted to identify the equivalent circuit elements of a Li-ion battery model by means of voltage relaxation characteristics. Although the strategy described in [9] requires several pulse charging and discharging experiments, yet it extracts the equivalent circuit elements with good accuracy. A possible drawback of this strategy includes offline identification, and similar to other techniques described earlier, it relies on accurate open circuit voltage measurement. Two extended Kalman filters (named as dual EKF) are combined in [10] for simultaneous estimation of Li-ion battery model parameters and SoC. A dead-zone is utilized in [10] to overcome the issue of dual EKF’s high computational cost. The dead-zone defines the duration for which adaptive estimation of parameters and SoC is stopped, while the terminal voltage estimation error stays within the user-defined error limit. However, the accuracy of estimated parameters and open circuit voltage are not analyzed in [10].

As for more recent methods, a variable time window-based least squares method in [11] models the hysteresis effect and effectively captures the nonlinear dynamics of a Li-ion battery. Similarly, a partial adaptive forgetting factor-based least squares method is proposed in [12] for Li-ion battery parameters estimation in electric vehicles. The method in [12] also incorporates different exogenous factors such as driver...
behavior, environmental conditions, and traffic congestion in problem formulation. Likewise, a trust region optimization-based least squares approach is proposed in [13], which claims to reduce the complexity, and thus the estimation time, of a conventional least squares estimation procedure. To overcome the potential limitations of Genetic Algorithm (GN), such as higher computational efforts, and possible convergence to local minima, the authors in [14] deployed Particle Swarm Optimization (PSO) routine after GN for accurate identification of both temperature and SoC dependent Li-ion battery parameters. PSO routine not only helps to obtain a near global solution but also refines the GN results. Recently, a sequential algorithm based on high pass filter and active current injections is developed in [15] for accurate and quick estimation of Li-ion battery parameters. It is shown in [15] that higher frequencies in an injected current improves the performance of parameters estimation process. Various Neural Network (NN)-based data-driven strategies have also been reported in the literature for Li-ion battery parameters estimation. Different variants of NN-based methods, such as [16] learn and capture the dynamics of a Li-ion battery model. However, the major downsides of several recent state-of-the-art methods [11]–[14] include some kind of offline pre-processing for appropriate selection of initial parameters, offline open-circuit voltage determination, appropriate tuning of optimization parameters, higher computational efforts, and unsatisfactory convergence performance. Moreover, some additional constraints in the recent mainstream methods are as follows. The Hessian matrix approximation undermines the accuracy of GN algorithm in [14], the exogenous factors in [12] are not easily accessible, and the battery current profile in [5] cannot be altered to inject the signal enriched with enough frequencies. The performance of NN-based methods [16] relies on effective training with large datasets, requiring large memory and high computations, which may be infeasible in many battery management systems (BMS) and real-time EV applications. Furthermore, the training datasets may not be enriched with rarely occurring instances in a Li-ion battery, such as short circuit, overcharging, and overdischarging.

To highlight the advantages of the proposed UAS-based scheme compared to the mainstream methods, we present a comparative analysis of different techniques in Table I below. The attributes in Table I are considered important for real-time battery parameters estimation of an electric vehicle. An effective online strategy for battery parameters estimation should have the following attributes: (i) does not require any prior knowledge for parameters initialization or offline pre-processing, (ii) determines open-circuit voltage without offline experimentations, (iii) has low computation cost, and (iv) guarantees parameters convergence. Based on the experimental work presented in this paper, the proposed UAS-based scheme features the above-mentioned attributes and, thus, is best suitable for real-time battery parameters estimation of an electric vehicle.

This work proposes a UAS-based adaptive parameters estimation scheme for a Li-ion battery that neither needs any kind of offline pre-processing. Unlike optimization and NN-based methods, the proposed method requires very less memory and low computations, and thus it is very quick and yet effective for BMS and real-time EV applications. The proposed method has been tested and verified at the battery cell, pack and bank levels for simultaneous estimation of battery parameters, and open circuit voltage. This work utilizes a high-gain universal adaptive stabilization (UAS) based observer. The switching function required by UAS [17] is realized by a Nussbaum function. A Nussbaum function has rapid oscillations and variable frequency by definition [17]. When a Nussbaum function is input to the observer, it injects enough sinusoids into the high-gain observer, satisfying the required persistence of excitation (PE) condition [18]. Therefore, our previous [2], [19]–[21] and the present work are theoretically and experimentally verified without explicitly mathematically imposing the PE condition. The above mentioned properties of a Nussbaum function result in accurate parameter estimation, even without mathematically imposing PE. It is also worth noting that some other work [22] also exists in the literature which does not explicitly impose PE condition for parameters estimation.

This work extends our previous work [2] to another level, by estimating Li-ion battery open circuit voltage, series resistance and other battery model parameters, all by a single experiment conducted in real-time. The proposed approach is validated at the battery cell level as well as on a prototype battery bank setup for an EV traction system. In our previous work, open circuit voltage and series resistance parameters were found by the voltage relaxation test and curve fitting, respectively, and then the remaining parameters were estimated using a UAS based strategy. The previous offline adaptive parameters estimation (APE) strategy in [2] required eight experiments to estimate all battery model parameters, while the proposed online APE scheme runs online requiring only one experiment for parameters estimation. Furthermore, in contrast to [3]–[10], our proposed strategy does not require any experimental effort towards acquiring prior knowledge of open circuit voltage, rather the open circuit voltage is also estimated by the strategy proposed in this paper.

Following are the main contributions of this research work.

| Techniques | No prior knowledge/pre-processing | Determines open-circuit voltage | Low computation time | Ease of assuring convergence of estimate close to actual values |
|------------|----------------------------------|-------------------------------|---------------------|---------------------------------|
| Kalman filtering-based approaches [5]–[10] | × | × | ✓ | ✓ |
| Least squares-based approaches [11]–[13] | × | ✓ | ✓ | × |
| Metaheuristic optimization (PSO, GN) [12]–[14] | × | ✓ | × | × |
| Artificial intelligence-based approaches [15] | × | ✓ | × | × |
| Proposed UAS-based approach | ✓ | ✓ | ✓ | ✓ |
• The proposed online APE scheme estimates all equivalent circuit elements, including open circuit voltage, and series resistance of a Li-ion battery model at the cell/pack/bank level in one real-time experimental run.
• The proposed strategy is formulated and proved mathematically.
• The accuracy of parameters estimation is validated by the following simulations and experiments:
  - The parameters estimated in simulation using the proposed online APE approach are compared against the ones experimentally obtained by Chen and Mora [1] for a 4.1 V, 270 mAh Li-ion battery.
  - The parameters estimated online using experimental data are compared with the previous offline parameters estimation [2] results for a 22.2 V, 6.6 Ah Li-ion battery.
  - Finally, the proposed online APE strategy is implemented on a 400 V, 6.6 Ah Li-ion battery bank powering a prototype EV traction system.

The rest of the article is organized as follows. Necessary background information about the CM Li-ion battery equivalent circuit model and UAS are provided in Section II. Section III formulates the proposed UAS based high gain adaptive observer for parameters estimation. Section IV provides mathematical justification of our proposed method. Simulation and experimental results are presented in Section V and VI respectively for validating the proposed online APE strategy. Real time implementation results for an EV traction system are shared in Section VII. Finally, the concluding remarks are made in Section VIII of this article.

II. BACKGROUND

This section provides information about the CM Li-ion battery equivalent circuit model and UAS used in this work. The battery equivalent circuit model is described in Section 2.1, while Section 2.2 presents the formulation of a Nussbaum type switching function employed in the proposed online APE algorithm.

A. Li-ion Battery Equivalent Circuit Model

The Chen and Mora [1] equivalent circuit model of a Li-ion battery is shown in Figure 1. This work aims at providing an accurate and simple online adaptive parameters estimation method, for a battery at the cell/pack/bank level using the Li-ion battery model shown in Figure 1. The state space representation of Figure 1 is described by (1)-(6).

\[
\begin{align*}
\dot{z}(t) &= -\frac{1}{C_c} i(t), \quad C_c = 3600 C_f 1 f_2 f_3 \\
\dot{x}_1(t) &= \frac{\partial x_1(z)}{\partial z(t)} \dot{z}(t), \quad \text{therefore} \\
\dot{x}_1(t) &= \left[ r_1 r_2 e^{-r_2 z} + r_4 - 2 r_5 z + 3 r_6 z^2 \right] \frac{i(t)}{C_c} \\
\dot{x}_2(t) &= -\frac{x_2(t)}{R_{ts}(z) C_{ts}(z)} + \frac{i(t)}{C_{ts}(z)} \\
\dot{x}_3(t) &= -\frac{x_3(t)}{R_{tl}(z) C_{tl}(z)} + \frac{i(t)}{C_{tl}(z)} \\
\dot{x}_4(t) &= \frac{\partial x_4(z(t))}{\partial z(t)} \dot{z}(t) = \left[ r_{19} r_{20} e^{-r_{20} z} \right] \frac{i(t)}{C_c} \\
y(t) &= x_1(t) - x_2(t) - x_3(t) - i(t) x_4(t).
\end{align*}
\]

Here, the battery SoC is denoted by \( z \in [0,1] \). The states \( x_1, x_2, x_3, x_4 \) represent the open circuit voltage, the voltage across \( R_{ts} || C_{ts} \), the voltage across \( R_{tl} || C_{tl} \), and the battery series resistance \( R_s \) respectively. The term \( C_c \) and \( y(t) \) denote the battery capacity in ampere-hour (Ah) and battery terminal voltage. The factors \( f_1, f_2, f_3 \in [0,1] \) account for the effects of temperature, charge-discharge cycles, and self discharging respectively. The battery open circuit voltage \( x_1 \) in [2] battery series resistance \( x_4 \) in [3], and equivalent circuit elements \( R_{ts}, R_{tl}, C_{ts}, C_{tl} \) can be defined from Chen and Mora’s work [1] by (7)-(12). Note that the formulation in (1)-(5) is novel compared to [2], as the notation introduced here for the CM model specifically allows simultaneous online estimation of battery parameters, and open circuit voltage.

\[
\begin{align*}
E_o(z) &= -r_1 e^{-r_2 z} + r_3 + r_4 z - r_5 z^2 + r_6 z^3 = x_1(z) \\
R_{ts}(z) &= r_7 e^{-r_8 z} + r_9 \\
R_{tl}(z) &= r_{10} e^{-r_{11} z} + r_{12} \\
C_{ts}(z) &= -r_{13} e^{-r_{14} z} + r_{15} \\
C_{tl}(z) &= -r_{16} e^{-r_{17} z} + r_{18} \\
R_s(z) &= r_{19} e^{-r_{20} z} + r_{21} = x_4(z).
\end{align*}
\]

The parameters \( r_1, \cdots, r_{21} \) used in the circuit elements in equation (7)-(12) are constant real numbers.

B. Universal Adaptive Stabilization

The UAS based strategy has been employed in [20] for fast error convergence. This motivated us to employ the UAS based adaptive estimation method for quick [20] and yet accurate [2], [3], [19] Li-ion battery parameters \( r_1, \cdots, r_{21} \) estimation. The implementation of a UAS based technique requires a switching function with high growth rate [17]. A Nussbaum function is a switching function, which is defined
Fig. 2: Flowchart of online UAS based adaptive parameters estimation of a Li-ion battery model.

as a piecewise right continuous function $N(\cdot): [k', \infty) \rightarrow \mathbb{R}$, $k_0 > k'$, that satisfies (13) and (14).

\[
\sup_{k > k_0} \frac{1}{k - k_0} \int_{k_0}^{k} N(\tau) d\tau = +\infty, \quad (13)
\]

\[
\inf_{k > k_0} \frac{1}{k - k_0} \int_{k_0}^{k} N(\tau) d\tau = -\infty. \quad (14)
\]

Here, $k_0 \in (k', \infty)$. In this work a Nussbaum type switching function has been implemented using the Mittag-Leffler (ML) function, described by (15).

\[
E_\alpha(\rho) = \sum_{k=0}^\infty \frac{\rho^k}{\Gamma(k+1)}. \quad (15)
\]

Here $\Gamma(\rho+1) = \rho \Gamma(\rho)$, $\rho > 0$ is the standard Gamma function. The Nussbaum switching function of ML type is employed in this work and in (2) for UAS based adaptation strategy. If $\alpha \in (2, 3]$ and $\lambda > 0$ then the ML function $E_\alpha(-\lambda t^\alpha)$ is a Nussbaum function (23). The MATLAB implementation of an ML type Nussbaum switching function can be found in (24). In the section III a proposed UAS observer-based Li-ion battery model parameter estimator is described for accurate estimation of battery model parameters $r_1, \cdots, r_{21}$.

### III. PROPOSED ADAPTIVE PARAMETERS ESTIMATION METHODOLOGY OF A LI-ION BATTERY MODEL

This section first provides the formulation details and Algorithm to implement UAS based APE strategy. Whereas, the second section describes the operational flow of our proposed methodology.

#### A. Proposed UAS based battery parameters estimation methodology

A High gain adaptive estimator for a Li-ion battery model, based on (1)-(6), is described by (16)-(21).

\[
\dot{x}(t) = -\frac{1}{C_c} i(t), \quad C_c = 3600C_1f_1f_2f_3 \quad (16)
\]

\[
\dot{x}_1(t) = \frac{\partial x_1(z)}{\partial z(t)} \dot{z}(t) - u(t), \quad x_1(t) \geq 0, \text{ therefore giving} \quad (17)
\]

\[
\dot{x}_2(t) = -\frac{\dot{x}_2(t)}{R_{ts}(z)C_{ts}(z)} + \frac{i(t)}{C_{ts}(z)} + u(t), \quad x_2(t) \geq 0 \quad (18)
\]

\[
\dot{x}_3(t) = -\frac{\dot{x}_3(t)}{R_{ul}(z)C_{ul}(z)} + \frac{i(t)}{C_{ul}(z)} + u(t), \quad x_3(t) \geq 0 \quad (19)
\]

\[
\dot{x}_4(t) = \frac{\partial x_4(z)}{\partial z(t)} \dot{z}(t) + u(t), \text{ therefore giving}\quad (20)
\]

\[
\dot{x}_5(t) = \frac{\dot{x}_5(t)}{R_{ts}(z)C_{ts}(z)} + \frac{i(t)}{C_{ts}(z)} + u(t), \quad x_5(t) \geq 0 \quad (21)
\]

Here $i(t)$ is the actual battery current and $z(t)$ is the estimated SOC, which is the same as $z(t)$ in (1). The states $\dot{x}_1, \dot{x}_2, \dot{x}_3, \dot{x}_4, \dot{x}_5$ denote the estimates of open circuit voltage, voltage across $\dot{R}_{ts}||\dot{C}_{ts}$, $\dot{R}_{ul}||\dot{C}_{ul}$, and estimated series resistance respectively. For simplicity, the values of $f_1$, $f_2$, $f_3$ are taken as 1 in this work. The estimated voltage is represented by $\tilde{y}(t)$, whereas the estimated circuit elements are given by (22)-(27).

\[
\dot{E}_a(z) = -\dot{r}_1e^{-\dot{r}_2z} + \dot{r}_3 + \dot{r}_4z - \dot{r}_5z^2 + \dot{r}_6z^3 = \dot{x}_4(z) \quad (22)
\]

\[
\dot{R}_{ts}(z) = \dot{r}_1e^{-\dot{r}_2z} + \dot{r}_9 \quad (23)
\]

\[
\dot{R}_{ul}(z) = \dot{r}_{10}e^{-\dot{r}_{11}z} + \dot{r}_{12} \quad (24)
\]

\[
\dot{C}_{ts}(z) = -\dot{r}_{13}e^{-\dot{r}_{14}z} + \dot{r}_{15} \quad (25)
\]

\[
\dot{C}_{ul}(z) = -\dot{r}_{16}e^{-\dot{r}_{17}z} + \dot{r}_{18} \quad (26)
\]

\[
\dot{R}_{a}(z) = \dot{r}_{19}e^{-\dot{r}_{20}z} + \dot{r}_{21} = \dot{x}_5(z) \quad (27)
\]
The control input \( u(t) \) of UAS based-observer is designed by employing (28)-(31).

\[
e(t) = y(t) - \hat{y}(t),
\]

\[
\hat{k}(t) = e^2(t), \quad k(t_0) = k_0
\]

\[
N(k(t)) = E_o(-\lambda k(t)^n),
\]

\[
u(t) = -N(k(t))e(t).
\]

In this work, the value of \( \alpha = 2.5 \), and \( \lambda = 1 \) are chosen by inspection. The adaptive equation for battery parameters estimation from [2], [4], is given by (32).

\[
\hat{r}_n(t) = e^2(t) + \lambda x_n (r_{n_u} - \hat{r}_u(t)) + \lambda y_n (r_{n_l} - \hat{r}_n(t)).
\]

The adaptive equation (32) requires a steady-state upper bound \( r_{n_u} \), and a lower bound \( r_{n_l} \), for each estimated parameter \( \hat{r}_n(t), n \in \{ 1, 2, \cdots, 21 \} \setminus \{ 3, 21 \} \), and user’s confidence levels, \( \lambda x_n \) and \( \lambda y_n \), on the upper and lower bounds respectively. It is shown in Lemma [2] that the positive real values of \( r_{n_u} \), \( r_{n_l} \), \( \lambda x_n \), and \( \lambda y_n \), leads to \( \hat{r}(t) > 0 \), for \( t > t_0 \). The flowchart of proposed online APE method for Li-ion battery parameters estimation is shown in Figure 2. Note that the UAS based parameters estimation method, explained above, is capable of estimating the battery parameters \( n \in \{ 1, 2, \cdots, 21 \} \setminus \{ 3, 21 \} \). The estimates of \( \hat{r}_3 \) and \( \hat{r}_{21} \) can be obtained, during or after the adaptation process, by applying the least squares estimation or curve fitting techniques on (22) and (27) respectively. However, this work uses a direct approach to estimate \( \hat{r}_3 \) and \( \hat{r}_{21} \), during the adaptation process. Our approach to estimate \( \hat{r}_3 \) and \( \hat{r}_{21} \) is based on the results of Theorem 4.2. In Theorem 4.2, it is shown that \( \hat{x}_1(t) \rightarrow x_1(t) \) and \( \hat{x}_4(t) \rightarrow x_4(t) \) as \( t \rightarrow \infty \), and convergence of \( \hat{r}_n \rightarrow r_n \), where \( n \in \{ 1, 2, \cdots, 21 \} \setminus \{ 3, 21 \} \) as \( t \rightarrow \infty \) respectively. Thus, \( \hat{x}_1(t) \rightarrow x_1(t) \) and \( \hat{x}_4(t) \rightarrow x_4(t) \) at \( t \rightarrow \infty \) lets us write the equations (22) and (27) into (33) and (34) form to estimate \( \hat{r}_3 \) and \( \hat{r}_{21} \), respectively.

\[
\hat{r}_3 = x_1(t) + \hat{r}_1 e^{-\hat{r}_2 z} - \hat{r}_4 z + \hat{r}_5 z^2 - \hat{r}_6 z^3,
\]

\[
\hat{r}_{21} = x_4(t) - \hat{r}_{19} e^{-\hat{r}_{20} z}.
\]

The steps to implement UAS based adaptation methodology for battery model parameters estimation are described in algorithm 1. In the following subsection, the flowchart of algorithm 1 is presented and transcribed.

**Algorithm 1**: Online UAS based algorithm for real-time adaptive parameters estimation of a Li-ion battery.

**Requirements**: Data acquisition circuit to measure the terminal voltage \( y(t) \) and current \( i(t) \) of a Li-ion battery.

**Data**: Initial values \( \hat{r}_n(0) \), upper bounds \( r_{n_u} \), lower bounds \( r_{n_l} \), confidence levels \( \lambda x_n \), and \( \lambda y_n \) for \( n \in \{ 1, 2, \cdots, 21 \} \setminus \{ 3, 21 \} \). Satisfying Lemma 4.1. Initial states \( \hat{x}_1(0) = E_o(0), \, \hat{x}_2(0) = 0, \, \hat{x}_3(0) = 0, \, \hat{x}_4(0) = 0, \) and \( \hat{y}(0) = y(0) \). A small positive tracking error bound \( \epsilon \). Battery capacity value \( C_v(\text{Ah}) \).

**Output**: Estimated Li-ion battery model parameters \( \hat{r}_1(t), \hat{r}_2(t), \cdots, \hat{r}_{21}(t) \).

1: for \( t = t_0 : t_{step} : t_{end} \) do
2: Read battery terminal voltage \( y(t) \) and current \( i(t) \).
3: Update the error \( e(t) \) using (28).
4: Estimate battery SoC value \( z(t) \) using (16).
5: Evaluate (32) for \( \hat{r}_n(t) \) estimation, where \( n \in \{ 1, 2, \cdots, 21 \} \setminus \{ 3, 21 \} \).
6: Calculate equivalent circuit element \( R_i(z), \hat{R}_i(z), \hat{C}_i(z), \hat{C}_v(z) \) using (23)-(26).
7: Find \( u(t) \) using (31).
8: Estimate the states \( \hat{x}_1(t), \hat{x}_2(t), \hat{x}_3(t), \hat{x}_4(t) \) using (17)-(20).
9: Estimate the terminal voltage \( \hat{y}(t) \) using (21).
10: Update the error \( e(t) \) using (28).
11: if \( |e(t)| < \epsilon \) then
12: if \( \hat{r}_{14}(t) > -\frac{1}{\hat{z}(t)} \ln \left( \frac{\hat{r}_{15}(t)}{\hat{r}_{13}(t)} \right) \) and \( \hat{r}_{17}(t) > -\frac{1}{\hat{z}(t)} \ln \left( \frac{\hat{r}_{18}(t)}{\hat{r}_{16}(t)} \right) \) then
13: Solve (33) and (34) to get \( \hat{r}_3(t) \) and \( \hat{r}_{21}(t) \).
14: Return \( \hat{r}_1(t), \hat{r}_2(t), \cdots, \hat{r}_{21}(t) \).
15: else
16: Continue loop execution.
17: end if
18: else
19: Continue loop execution.
20: end if
21: end for
UAS and the adaptive estimation equation in (32) to identify \( \hat{r}_n(t) \), where \( n \in \{1, 2, \cdots, 21\} \setminus \{3, 21\} \). These estimated parameters are employed to calculate the equivalent circuit elements. Next, the equivalent circuit elements’ estimates, together with the output of UAS and current are input to high gain adaptive estimator. The adaptation process ends with estimation of the states \( \hat{x}_1(t), \hat{x}_2(t), \hat{x}_3(t), \hat{x}_4(t) \), followed by terminal voltage estimation error update defined by (28).

When the error magnitude goes below the user’s defined threshold during the adaptation, the estimated states approach to actual states of a Li-ion battery model, as per Theorem 4.2. Thereafter, the convergence of estimated states to their actual values allows us use equation (33) and (34) for identification of \( \hat{r}_3(t) \) and \( \hat{r}_{21}(t) \). In the following section, we provide mathematical justification of our proposed online UAS based adaptation strategy for a Li-ion battery model parameters estimation.

IV. MATHEMATICAL JUSTIFICATION

This section first proves the convergence of the terminal voltage estimation error \( e(t) \) to zero. The proof of \( e(t) \to 0 \) as \( t \to \infty \) provides the following results: \( \bar{x}_1(t) \to x_1(t) \), \( \bar{R}_{ts}(\bar{z})\bar{C}_{ts}(\bar{z}) \to R_{ts}(z)C_{ts}(z) \), \( \bar{R}_{ul}(\bar{z})\bar{C}_{ul}(\bar{z}) \to R_{ul}(z)C_{ul}(z) \), and \( \bar{x}_4(t) \to x_4(t) \) as \( t \to \infty \). Further analysis of the results above, leads to the conclusion that the proposed method can accurately estimate the Li-ion battery model parameters. Before proving the above results, some criteria for \( \lambda_{x_n}, \lambda_{y_n}, r_{n_u}, \) and \( r_{n_l} \) selection needs to be established in Lemma 1.

Lemma 1. Suppose \( \lambda_{x_n}, \lambda_{y_n}, r_{n_u}, \) and \( r_{n_l} \) are the positive real numbers for \( n = \{13, 15, 16, 18\} \), and \( \bar{z}(t) \in (0, 1] \), then the following conditions hold for all \( t > t_0 \):

- If \( \hat{r}_{13}(t_0) > \hat{r}_{15}(t_0) > 0 \), \( \lambda_{x_{13}} + \lambda_{y_{13}} > \lambda_{x_{15}} + \lambda_{y_{15}} \), \( \lambda_{x_{15}}\hat{r}_{15} + \lambda_{y_{15}}\hat{r}_{15} < \lambda_{x_{13}}\hat{r}_{13} + \lambda_{y_{13}}\hat{r}_{13} \), and \( \hat{r}_{14}(t) > -\frac{1}{\hat{z}(t)} \ln \left( \frac{\hat{r}_{15}(t)}{\hat{r}_{13}(t)} \right) \), then \( \bar{C}_{ts}(\bar{z}(t)) > 0 \).
- If \( \hat{r}_{16}(t_0) > \hat{r}_{18}(t_0) > 0 \), \( \lambda_{x_{16}} + \lambda_{y_{16}} > \lambda_{x_{18}} + \lambda_{y_{18}} \), \( \lambda_{x_{18}}\hat{r}_{18} + \lambda_{y_{18}}\hat{r}_{18} < \lambda_{x_{16}}\hat{r}_{16} + \lambda_{y_{16}}\hat{r}_{16} \), and \( \hat{r}_{17}(t) > -\frac{1}{\hat{z}(t)} \ln \left( \frac{\hat{r}_{18}(t)}{\hat{r}_{16}(t)} \right) \), then \( \bar{C}_{ul}(\bar{z}(t)) > 0 \).

The detailed proof of Lemma 1 is available in [2]. The conditions established in Lemma 1 are utilized in the following theorem to prove the convergence of terminal voltage error \( e(t) \) to zero, which leads to the convergence of estimated values of the circuit elements to actual ones.

Remark 1. The novelty of the mathematical development presented in this work in comparison to the earlier work [2] is the following. In [2], the battery series resistance and battery open circuit voltage are not included as states in the observer. As a result, in [2] parameters related to the battery series resistance and battery open circuit voltage cannot be estimated online but needs pre/post processing of data. In the current work, not only are the battery series resistance and battery open circuit voltage included as states in the proposed observer, but also the parameters \( r_1, \cdots, r_6 \) of the battery series resistance in [23] and parameters \( \hat{r}_{19}, \cdots, \hat{r}_{21} \) of the open circuit voltage, in (27) are estimated online. This requires introducing additional states in the proposed observer formulation, and makes the mathematics in this work, much more involved compared to [2].

Theorem 1. Let \( A = \begin{bmatrix} 1 & -1 & -1 & -1 \end{bmatrix} \), \( x = \left( [E_o(z(t)) x_2(t) x_3(t) i(t)R_{ts}(z(t))] \right)^T - [\bar{x}_1(\bar{z}(t)) \bar{x}_2(t) \bar{x}_3(t) i(t)\bar{x}_4(\bar{z}(t))]^T \). Suppose that conditions needed for Lemma 1 to hold are satisfied, and assuming there is no non-zero vector \( x \) in the nullspace of \( A \). If the Li-ion battery discharge current \( i(t) \) is a small positive value for \( t > t_0 \) then the following are obtained as \( t \to \infty \):

- \( \hat{x}_1(t) = x_1(t) \),
- \( \hat{R}_{ts}(\bar{z})\bar{C}_{ts}(\bar{z}) = R_{ts}(z)C_{ts}(z) \),
- \( \hat{R}_{ul}(\bar{z})\bar{C}_{ul}(\bar{z}) = R_{ul}(z)C_{ul}(z) \),
- \( \hat{x}_4(t) = x_4(t) \).

Proof: Suppose the assumptions mentioned above are satisfied. Take the time derivative of (28) to get

\[
e(t) = \hat{y}(t) - \bar{y}(t),
\]

Addition and subtraction of \( e(t) \) to R.H.S of (35), and recognizing that \( e(t) = y(t) - \bar{y}(t) \) provides

\[
e(t) = -e(t) + y(t) - \bar{y}(t) + \hat{y}(t) - \bar{y}(t).
\]

Now, substitution of \( -\bar{y}(t) \) and \( \hat{y}(t) \) from (21) in (36) provides

\[
e(t) = -e(t) + y(t) + \bar{y}(t) - \bar{x}_1(\bar{z}(t)) + \bar{x}_2(t) + \bar{x}_3(t) + i(t)\bar{x}_4(\bar{z}(t)) - \hat{x}_1(\bar{z}(t)) + \hat{x}_2(t) + \hat{x}_3(t) + \frac{di(t)}{dt}\hat{x}_4(\bar{z}(t)) + i(t)\hat{x}_4(\bar{z}(t)).
\]

Using (18) and (19) in (37) gives

\[
e(t) = -e(t) + y(t) + \bar{y}(t) - \bar{x}_1(\bar{z}(t)) + \bar{x}_2(t) + \bar{x}_3(t) + i(t)\bar{x}_4(\bar{z}(t)) - \hat{x}_1(\bar{z}(t)) + \hat{x}_2(t) + \bar{x}_3(t) - \frac{di(t)}{dt}\hat{x}_4(\bar{z}(t)) + i(t)\bar{x}_4(\bar{z}(t)).
\]

Re-arrangement of (38) yields the following

\[
e(t) = -e(t) + y(t) + \bar{y}(t) + \bar{x}_2(t) + \bar{x}_3(t) + i(t)\bar{x}_4(\bar{z}(t)) - \hat{x}_1(\bar{z}(t)) - \frac{di(t)}{dt}\hat{x}_4(\bar{z}(t)) + i(t)\bar{x}_4(\bar{z}(t)) - \frac{R_{ts}(\bar{z}(t))C_{ts}(\bar{z}(t))}{R_{ul}(\bar{z}(t))C_{ul}(\bar{z}(t))} + \frac{i(t)C_{ts}(\bar{z}(t))}{C_{ul}(\bar{z}(t))} + \frac{R_{ts}(\bar{z}(t))C_{ts}(\bar{z}(t))}{R_{ul}(\bar{z}(t))C_{ul}(\bar{z}(t))} + \frac{i(t)C_{ts}(\bar{z}(t))}{C_{ul}(\bar{z}(t))} + \frac{di(t)}{dt}\hat{x}_4(\bar{z}(t)) + i(t)\bar{x}_4(\bar{z}(t)) + 2\bar{u}(t).
\]

Since by definition of (23) and (24), \( \hat{R}_{ts}(\bar{z}(t)) > 0 \), \( \hat{R}_{ul}(\bar{z}(t)) > 0 \) for all \( t > t_0 \). Also by Lemma 1 we know that \( \bar{C}_{ts}(\bar{z}(t)) > 0 \) and \( \bar{C}_{ul}(\bar{z}(t)) > 0 \) for all \( t > t_0 \). Therefore, \( \bar{R}_{ts}(\bar{z}(t))C_{ts}(\bar{z}(t)) > 0 \) and \( \bar{R}_{ul}(\bar{z}(t))C_{ul}(\bar{z}(t)) > 0 \).

which implies \( 1 - \frac{1}{R_{ts}(\bar{z}(t))C_{ts}(\bar{z}(t))} < 1 \),

which completes the proof.
Similarly using \( \tilde{x}_3(t) \geq 0 \) from (19) provides
\[
\tilde{x}_3(t) \geq 0 \quad \text{and} \quad \tilde{x}_3(t) \geq \tilde{x}_3(t).
\] (42)

From (41) and (42) we get
\[
\tilde{x}_2(t) + \tilde{x}_3(t) \geq x(t)
\] (43)

Using (43) in (40) and rearrangement of terms provides the following
\[
\dot{e}(t) \leq -e(t) + y(t) + \dot{y}(t) - \tilde{x}_1(\tilde{z}(t)) + \tilde{x}_2(t) + \tilde{x}_3(t)
\] (44)

Simplification of (44) using (21) and (28) gives
\[
\dot{e}(t) \leq -y(t) + \dot{y}(t) + y(t) + \dot{y}(t) - \tilde{x}_1(\tilde{z}(t)) + \frac{d\bar{t}(t)}{dt} \tilde{x}_4(\tilde{z}(t)) + i(t)\dot{\tilde{x}}_4(\tilde{z}(t)) + i(t)\dot{\tilde{x}}_4(\tilde{z}(t))
\] (45)

\[
\dot{e}(t) \leq y(t) - \tilde{x}_1(\tilde{z}(t)) + \frac{d\bar{t}(t)}{dt} \tilde{x}_4(\tilde{z}(t)) + i(t)\dot{\tilde{x}}_4(\tilde{z}(t)) + i(t)\dot{\tilde{x}}_4(\tilde{z}(t))
\] (46)

Using (17) and (20) in (46) gives
\[
\dot{e}(t) \leq \dot{y}(t) - \frac{\partial \tilde{x}_1(\tilde{z}(t))}{\partial \tilde{z}(t)} \tilde{z}(t) + \frac{d\bar{t}(t)}{dt} \tilde{x}_4(\tilde{z}(t))
\] (47)

Following this, the proof of error \( e(t) \) convergence to zero is derived from the equation (47). We will consider two cases of error, i.e., \( e(t) \) can be either positive or negative, and each case produces a particular form. This particular form in both cases lets us show that \( e(t) \to 0 \) as \( t \to \infty \). Prior to considering the case of positive or negative error, some inequalities are required to be established.

Consider the following inequality related to \( e(t) \) and the first term of R.H.S of (47).
\[
\left( e(t) + \dot{y}(t) \right)^2 \geq 0,
\]
\[
\frac{1}{2} e^2(t) + \frac{1}{2} y^2(t) \geq e(t)\dot{y}(t).
\] (48)
The inequality related to \( e(t) \) and the third term of R.H.S of (47) is given as,

\[
- \left( e(t) + \frac{di(t)}{dt} \hat{x}_4(\hat{z}(t)) \right)^2 \leq 0, \\
- \frac{1}{2} e^2(t) - \frac{1}{2} \left( \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \right)^2 \hat{z}(t) \leq e(t) \frac{di(t)}{dt} \hat{x}_4(\hat{z}(t)). 
\]

The inequality related to \( e(t) \) and the fourth term of R.H.S of (47) is as follows,

\[
- \left( e(t) + i(t) \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \right)^2 \leq 0, \\
- \frac{1}{2} e^2(t) - \frac{1}{2} i^2(t) \left( \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \right)^2 \leq e(t)i(t) \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \hat{z}(t). 
\]

The inequality related to \( e(t) \) and the fifth term of R.H.S of (47) is given below,

\[
- \left( e(t) + i(t) \left( \frac{1}{C_{ts}(\hat{z}(t))} + \frac{1}{C_{lt}(\hat{z}(t))} \right) \right)^2 \leq 0, \\
- \frac{1}{2} e^2(t) - \frac{1}{2} i^2(t) \left( \frac{1}{C_{ts}(\hat{z}(t))} + \frac{1}{C_{lt}(\hat{z}(t))} \right)^2 \leq e(t)i(t) \left( \frac{1}{C_{ts}(\hat{z}(t))} + \frac{1}{C_{lt}(\hat{z}(t))} \right) \hat{z}(t). 
\]

From (54), (55), (56), (57), and (58), we get (59).

\[
- \frac{5}{2} e^2(t) - \frac{1}{2} y^2(t) - \frac{1}{2} \left( \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \right)^2 \hat{z}(t) \leq \left( e(t) \hat{g}(\hat{z}(t)) + e(t) \frac{di(t)}{dt} \hat{x}_4(\hat{z}(t)) \right) \\
+ e(t)i(t) \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \hat{z}(t) + e(t)i(t) \left( \frac{1}{C_{ts}(\hat{z}(t))} + \frac{1}{C_{lt}(\hat{z}(t))} \right) \hat{z}(t). 
\]

In the following part, we will consider (47) with two cases of error, i.e., error being positive and negative, and utilize (53) and (59) for the positive and negative error cases respectively to show the convergence of error \( e(t) \).

**Case 1.** Consider \( e(t) > 0 \), at some instant \( t > t_0 \). Multiplying (47) by \( e(t) \) and using (51) gives

\[
e(t) \hat{g}(\hat{z}(t)) + e(t) \frac{di(t)}{dt} \hat{x}_4(\hat{z}(t)) \\
+ e(t)i(t) \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \hat{z}(t) + e(t)i(t) \left( \frac{1}{C_{ts}(\hat{z}(t))} + \frac{1}{C_{lt}(\hat{z}(t))} \right) \hat{z}(t) - (3 + i(t))N(k(t))e^2(t). 
\]

Now use (53) in (60) to get the following

\[
e(t) \hat{g}(\hat{z}(t)) \leq \frac{5}{2} e^2(t) + \frac{1}{2} y^2(t) + \frac{1}{2} \left( \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \right)^2 \hat{z}(t) \\
+ \frac{1}{2} \left( \frac{di(t)}{dt} \right)^2 \hat{x}_4^2(\hat{z}(t)) + \frac{1}{2} i^2(t) \left( \frac{\partial \hat{x}_4(\hat{z}(t))}{\partial \hat{z}(t)} \right)^2 \hat{z}(t)^2 \\
+ \frac{1}{2} i^2(t) \left( \frac{1}{C_{ts}(\hat{z}(t))} + \frac{1}{C_{lt}(\hat{z}(t))} \right)^2 \hat{z}(t) - (3 + i(t))N(k(t))e^2(t). 
\]

Since \( \frac{d}{dt} \left( \frac{1}{2} e^2(t) \right) = e(t) \hat{g}(\hat{z}(t)), \) thus integrating (61) from \( t_0 \) to \( t \), and using (29) provides

\[
\frac{1}{2} e^2(t) \leq \frac{1}{2} e^2(t_0) - \int_{t_0}^{t} \hat{g}^2(\hat{z}(\tau))d\tau \\
+ \frac{1}{2} \int_{t_0}^{t} \left( \frac{\partial \hat{x}_4(\hat{z}(\tau))}{\partial \hat{z}(\tau)} \right)^2 \hat{z}(\tau)^2 d\tau \\
+ \frac{1}{2} \int_{t_0}^{t} i^2(\tau) \left( \frac{\partial \hat{x}_4(\hat{z}(\tau))}{\partial \hat{z}(\tau)} \right)^2 \hat{z}(\tau)^2 d\tau \\
+ \frac{1}{2} \int_{t_0}^{t} i^2(\tau) \left( \frac{1}{C_{ts}(\hat{z}(\tau))} + \frac{1}{C_{lt}(\hat{z}(\tau))} \right)^2 \hat{z}(\tau)^2 d\tau \\
- 3 \int_{t_0}^{t} N(k(\tau))k(\tau)d\tau - \int_{t_0}^{t} i(\tau)N(k(\tau))k(\tau)d\tau. 
\]

Let \( \tilde{k}(k) = k(k) - k(t_0) \). Dividing (62) by \( \tilde{k}(k) \) and recognizing that \( \hat{g}(\hat{z}(\tau)) = -\frac{i(\tau)}{C_c} \), \( \int_{t_0}^{t} N(k(\tau))k(\tau)d\tau = J_{k(t_0)}(k)N(k)dk \) and \( \int_{t_0}^{t} i(\tau)N(k(\tau))k(\tau)d\tau = i(t)_J_{k(t_0)}(k)N(k)dk \) gives

\[
\frac{1}{k(t)} \int_{t_0}^{t} \hat{g}^2(\hat{z}(\tau))d\tau \\
+ \frac{1}{2} \int_{t_0}^{t} \frac{\partial \hat{x}_4(\hat{z}(\tau))}{\partial \hat{z}(\tau)}^2 \hat{z}(\tau)^2 d\tau \\
+ \frac{1}{2} \int_{t_0}^{t} \frac{i^2(\tau)}{C_c} \frac{\partial \hat{x}_4(\hat{z}(\tau))}{\partial \hat{z}(\tau)}^2 \hat{z}(\tau)^2 d\tau \\
+ \frac{1}{2} \int_{t_0}^{t} \frac{i^2(\tau)}{C_c} \frac{1}{C_{ts}(\hat{z}(\tau))} + \frac{1}{C_{lt}(\hat{z}(\tau))} \hat{z}(\tau)^2 d\tau \\
- 3 \int_{t_0}^{t} J_{k(t_0)}(k)N(k)dk - \int_{t_0}^{t} \hat{g}(\hat{z}(\tau))d\tau. 
\]

The equation (63) is the result established for \( e(t) > 0 \) case. Now, the Case 2, i.e., for \( e(t) < 0 \), is considered and an inequality having a form similar to (63) will be derived. The results of both Case 1 and Case 2 will be discussed together after establishing the required equation for Case 2.

**Case 2.** Consider \( e(t) < 0 \), at some instant \( t > t_0 \). Multiplying (47) by \( e(t) \) and using (51) gives
\[e(t) \dot{c}(t) \geq e(t) \dot{y}(t) - e(t) \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) + e(t) \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) + e(t) i(t) \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) + e(t) i(t) \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) + e(t) i(t) \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) + e(t) \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t)
\]
\[
\left( \frac{1}{C_{ct}(\bar{z}(t))} + \frac{1}{C_{ct}(\bar{z}(t))} \right) - (3 + i(t)) N(k(t)) e^2(t),
\]
\[(64)\]

Now use (59) in (64) to get the following
\[e(t) \dot{c}(t) \geq \frac{5}{2} \ddot{z}(t) - \frac{1}{2} \dot{y}(t) - \frac{1}{2} \left( \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) \right)^2
\]
\[\frac{1}{2} \left( \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) \right)^2 - \frac{1}{2} \left( \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) \right)^2
\]
\[- \frac{1}{2} \left( \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) \right)^2 - \frac{1}{2} \left( \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) \right)^2
\]
\[- \frac{1}{2} \int_{t_0}^{t} N(k(t)) \ddot{z}(t) \frac{dt}{k(t)} - \frac{1}{2} \int_{t_0}^{t} i(t) N(k(t)) \frac{dt}{k(t)}
\]
\[(65)\]

Since \( \frac{d}{dt} (\frac{1}{2} \dot{c}^2(t)) = e(t) \dot{c}(t) \), thus integrating (65) from \( t_0 \) to \( t \), and using (59) provides
\[
\frac{1}{2} \dot{c}^2(t) \geq \frac{5}{2} \left( k(t) - k(t_0) \right) - \frac{1}{2} \int_{t_0}^{t} \dot{y}^2(\tau) d\tau
\]
\[- \frac{1}{2} \int_{t_0}^{t} \left( \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) \right)^2 d\tau
\]
\[- \frac{1}{2} \int_{t_0}^{t} \left( \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) \right)^2 d\tau
\]
\[- \frac{1}{2} \int_{t_0}^{t} \left( \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(t) \right)^2 d\tau
\]
\[- \int_{t_0}^{t} i(\tau) N(k(\tau)) \ddot{z}(\tau) d\tau - \int_{t_0}^{t} i(\tau) N(k(\tau)) \frac{dt}{k(\tau)}
\]
\[(66)\]

Let \( \tilde{k}(t) = k(t) - k(t_0) \). Dividing (66) by \( \tilde{k}(t) \) and recognizing that \( \ddot{z}(t) = -i(\tau) \), \( \int_{t_0}^{t} N(k(\tau)) \ddot{z}(\tau) d\tau = \int_{t_0}^{t} \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(\tau) d\tau
\]
\[\int_{t_0}^{t} i(\tau) N(k(\tau)) \ddot{z}(\tau) d\tau = i(t) \int_{t_0}^{t} N(k(\tau)) k(\tau) \frac{dt}{k(t)}
\]
\[\int_{t_0}^{t} i(\tau) N(k(\tau)) k(\tau) \frac{dt}{k(t)} d\tau = i(t) k(t_0) N(k(t_0)) \frac{dt}{k(t)}
\]
\[\int_{t_0}^{t} \frac{\partial \bar{z}(t)}{\partial \bar{c}(t)} \ddot{z}(\tau) d\tau \]
\[\frac{2 \tilde{k}(t)}{k(t)} \leq \left[ - \frac{5}{2} - \frac{1}{2k(t)} \int_{t_0}^{t} \dot{y}^2(\tau) d\tau
\]
\[- \frac{1}{2k(t)} \int_{t_0}^{t} \left( \frac{i(\tau) \partial \bar{z}(\bar{c}(\tau))}{\partial \bar{c}(\tau)} \right)^2 d\tau
\]
\[- \frac{1}{2k(t)} \int_{t_0}^{t} \left( \frac{i(\tau) \partial \bar{z}(\bar{c}(\tau))}{\partial \bar{c}(\tau)} \right)^2 d\tau
\]
\[- \frac{1}{2k(t)} \int_{t_0}^{t} \left( \frac{i(\tau) \partial \bar{z}(\bar{c}(\tau))}{\partial \bar{c}(\tau)} \right)^2 d\tau
\]
\[- \frac{1}{2k(t)} \int_{t_0}^{t} i^2(\tau) \left( \frac{1}{C_{ct}(\bar{z}(\tau))} - \frac{1}{C_{ct}(\bar{z}(\tau))} \right)^2 d\tau
\]
\[- \frac{1}{2k(t)} \int_{t_0}^{t} i^2(\tau) \left( \frac{1}{C_{ct}(\bar{z}(\tau))} - \frac{1}{C_{ct}(\bar{z}(\tau))} \right)^2 d\tau
\]
\[- \int_{t_0}^{t} N(k(\tau)) k(\tau) \frac{dt}{k(t)} \int_{k(t_0)}^{k(t)} N(k(t)) N(k) \frac{dt}{k(t)}
\]
\[(68)\]

Any battery can only be discharged for a certain interval of time, say \( T > t_0 \). After time \( t > T \), the following occurs: \( i(t) = 0 \), \( y(t) = 0 \), \( \bar{z}(t) = 0 \), because all the charge in the battery is exhausted. Therefore, as \( t \to \infty \), \( \ddot{y}(t) = 0 \), and \( \frac{d\ddot{y}}{dt} = 0 \). Thus, from these facts, we can conclude that the terms \( \int_{t_0}^{t} \dot{y}^2(\tau) d\tau \), \( \int_{t_0}^{t} \left( \frac{i(\tau) \partial \bar{z}(\bar{c}(\tau))}{\partial \bar{c}(\tau)} \right)^2 d\tau \),
\[\int_{t_0}^{t} \left( \frac{i(\tau) \partial \bar{z}(\bar{c}(\tau))}{\partial \bar{c}(\tau)} \right)^2 d\tau \]
\[\int_{t_0}^{t} i^2(\tau) \left( \frac{1}{C_{ct}(\bar{z}(\tau))} - \frac{1}{C_{ct}(\bar{z}(\tau))} \right)^2 d\tau \]
\[\frac{3}{k(t)} \int_{k(t_0)}^{k(t)} N(k) N(k) \frac{dt}{k(t)}
\]
\[(69)\]

And from (68), we can write the following
\[\lim_{t \to \infty} \frac{\dot{c}^2(t)}{2k(t)} \leq \frac{5}{2} - \frac{3}{k(t)} \int_{k(t_0)}^{k(t)} N(k) N(k) \frac{dt}{k(t)} \int_{k(t_0)}^{k(t)} N(k(t)) N(k) \frac{dt}{k(t)}
\]
\[(70)\]

Now if \( k(t) \to \infty \) as \( t \to \infty \) then by the definition of a Nussbaum function in (13), the term + \( \frac{1}{k(t)} \int_{k(t_0)}^{k(t)} N(k) \frac{dt}{k(t)} \int_{k(t_0)}^{k(t)} N(k) \frac{dt}{k(t)} \), in (69) and (70), can take values approaching +\( \infty \), and therefore this will violate the positiveness of the LHS of (69) and (70). By this contradiction, the assumption that \( k(t) \to \infty \) is false and therefore \( k(t) \) is bounded. However \( k(t) \) is an increasing function by definition and \( k(t) \) is bounded, this implies that \( k(t) \to k_{\infty} \) as \( t \to \infty \) which further implies that \( k(t) \to 0 \) as \( t \to \infty \), i.e. \( \dot{c}^2(t) \to 0 \) as \( t \to \infty \) or \( e(t) \to 0 \) as \( t \to \infty \), i.e. \( y(t) \to \ddot{y}(t) \) as \( t \to \infty \). Consider now that \( y(t) \to \ddot{y}(t) \), which implies that

\[E_o(z(t)) - x_3(t) - x_3(t) - x_2(t) \to -x_2(t) - x_3(t) - x_3(t) - x_2(t)
\]
\[(71)\]
Re-arrangement of (71) yields (72)
\[
\begin{bmatrix}
1 & -1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
E_o(z(t)) \\
x_2(t) \\
x_3(t) \\
i(t)R_s(z(t))
\end{bmatrix} - \begin{bmatrix}
\dot{x}_1(z(t)) \\
\dot{x}_2(t) \\
\dot{x}_3(t) \\
i(t)\dot{x}_4(z(t))
\end{bmatrix} = 0.
\]
(72)

Considering the assumptions of this theorem, (72) is of the form \(Ax = 0\), and there is no non-zero vector \(x\) in the nullspace of \(A\). This implies that \(\dot{x}_1(z(t)) = E_o(z(t))\), and \(\dot{x}_4(z(t)) = R_s(z(t))\). Equation (72) also implies \(\dot{x}_2(t) = x_2(t)\), and \(\dot{x}_3(t) = x_3(t)\), which means that \(\dot{x}_2(t) = x_2(t)\), and \(\dot{x}_3(t) = x_3(t)\). Let us consider \(\dot{x}_2(t) = x_2(t)\), the following can be written using (3) and (18)
\[
-\frac{\dot{x}_2(t)}{Rts(z(t))Cts(z(t))} + \frac{i(t)}{Cts(z(t))} + u(t) = \frac{x_2(t)}{Rts(z(t))Cts(z(t))} + \frac{i(t)}{Cts(z(t))},
\]
(73)
Since it is proved above that \(e(t) \rightarrow 0\) as \(t \rightarrow \infty\), \(u(t) = -N(k(t))\), \(i(t)\) are infinitesimally small, and \(\dot{x}_2(t) = x_2(t)\), therefore (73) provides
\[
\dot{Rts}(\dot{z}(t))Cts(\dot{z}(t)) = Rts(z(t))Cts(z(t))
\]
(74)
Considering \(\dot{x}_2(t) = x_2(t)\) and following the exact same arguments as above, it is similarly possible to conclude that \(\dot{Rts}(\dot{z}(t))Cts(\dot{z}(t)) = Rts(z(t))Cts(z(t))\). This completes the proof.

Remark 2. The results proved in Theorem [1] hold valid provided that the battery discharging current remains small, i.e. \(i(t) \rightarrow 0\) as \(t \rightarrow \infty\) and the conditions in Lemma [1] are satisfied. Also note that the assumptions related to the nullspace are not necessarily restrictive. This is because, the nullspace of \(A = [1 -1 -1 -1]\) is easy to calculate, which allows immediate verification if the vector \([\dot{x}_1(z(t)) \ \dot{x}_2(t) \ \dot{x}_3(t) \ i(t)\dot{x}_4(z(t))]^T\) is in the nullspace of \(A\). Thus, Algorithm 1 can simply be used and data corresponding to a different instant of time, that satisfies line 11 in Algorithm 1, can be used for parameters estimation. Also, the quantities \(E_o(z(t))\), \(x_2(t)\), \(x_3(t)\), \(i(t)R_s(z(t))\) all have distinct convergence times to their respective equilibrium/zero, and \(E_o\) is non-zero for a healthy battery, and \(i\) can be made zero as desired. This further implies that the equality in (72) can simply be considered term by term if one waits until all terms have zero-ed out and first achieves convergence of \(E_o(z(t))\) to \(z(t)\). This can be then further used to cancel these terms out in a next round of observation, and acquire convergence of other items in (72) by following this procedure in a loop. Note that this doesn’t need any more experimental data, and doesn’t necessarily need re-running the estimator, but simply needs one to wait for the appropriate moment to observe convergence. Which; as shown in the appendix occurs very rapidly.

Next, we will show the convergence of some Li-ion battery model parameters \(\hat{r}_n(t)\) as \(t \rightarrow \infty\), where \(n \in \{1, 2, \cdots, 21\}\).
discussed in Remark 2, the nullspaces may be computed and thus the bounds on the estimated values (r) can be found such that they do not cause the estimates to violate the condition related to nullspaces. Now consider \( C(t) = C_{ls}(z(t)) + \Delta \), where \( \Delta \) is the estimation error due to inappropriate selection of parameters such as \( \lambda_{rn}, \lambda_{yn}, r_{nu} \) and \( r_{nl} \) for \( n \in \{1, 2, \cdots, 21\} \{3, 21\} \), and violation of condition \( i(t) \rightarrow \infty \). Since \( \dot{z}(t) = z(t) \), and \( \dot{R}_{ls}(z(t)) \dot{C}_{ls}(z(t)) = R_{ls}(z(t))C_{ls}(z(t)) \), from Theorem 1 leads to the following

\[
\dot{R}_{ls}(z(t)) = \frac{R_{ls}(z(t))C_{ls}(z(t))}{C_{ls}(z(t)) + \Delta} = \frac{R_{ls}(z(t))}{1 + \Delta C_{ls}(z(t))}. \tag{80}
\]

Because the value of \( C_{ls}(z(t)) \) ranges in the order of hundred or thousand Farads, the magnitude of \( \Delta \) is expected to be much smaller than the magnitude of \( C_{ls}(z(t)) \). The above assumption results in \( \dot{R}_{ls}(z(t)) \rightarrow R_{ls}(z(t)) \) from (80). Now using (8) and (23), we can write the following

\[
[(\hat{r}_7 e^{-\hat{r}_5 z} - r_7 e^{-r_5 z}) (\hat{r}_9 - r_9)] \begin{bmatrix} 1 \\ 1 \end{bmatrix} = 0. \tag{81}
\]

Recalling the similar arguments and assumptions described earlier for the convergence of estimated parameters as described in the second paragraph of Section V-A, it is possible to present that \( \hat{r}_7 \rightarrow r_7, \hat{r}_8 \rightarrow r_8, \) and \( \hat{r}_9 \rightarrow r_9 \). Similarly, by considering \( \dot{R}_{tl}(z(t)) \dot{C}_{tl}(z(t)) = R_{tl}(z(t)) \times C_{tl}(z(t)) \) from Theorem 1, we can conclude that \( \dot{R}_{tl}(z(t)) \rightarrow R_{tl}(z(t)) \) and \( \hat{r}_{10} \rightarrow r_{10}, \hat{r}_{11} \rightarrow r_{11}, \) and \( \hat{r}_{12} \rightarrow r_{12} \). The accuracy analysis shows the convergence of fifteen parameters to their actual values except the parameters of \( C_{ls} \) and \( C_{tl} \), which are due to the aforementioned reasons. The results derived in this section will be discussed and validated through simulation in the next section.

V. SIMULATION RESULTS AT THE CELL LEVEL

The proposed methodology for the convergence of estimated values to their actual values, is verified by MATLAB simulation results. The accuracy of estimated circuit elements and their parameters is validated in simulation, by comparing the estimated values with the ones provided by Chen and Mora [1] for a 4.1 V, 850 mAh Li-ion battery. However in this work, the battery capacity is reduced to 270 mAh which decreases the simulation time by almost 66% as compared to the case of using the rated 850 mAh capacity. The reduction of battery capacity does not change the battery dynamics, because these parameters are independent of the battery capacity [1], and influence the shape of voltage vs. time profile only.

The results form Chen and Mora’s (CM) work [1] are considered as actual values for the case of 4.1 V cell, in Table II and Figure 3. The authors in [1] performed 40 experiments, ten discharging curves at 80, 160, 320, and 640 mA, to extract equivalent circuit elements of a Li-ion battery. These parameters are able to predict Li-ion battery voltage at any load profile within 0.4% run-time error and 30 mV maximum voltage error [1]. Therefore, owing to high accuracy of CM work and its extensive utilization in many of the state-of-the-art research studies, we refer to equivalent circuit parameters from CM work as actual values, and use these parameter values as actual values for comparison purposes in this section.

The parameters adaptation process begins with the appropriate choice of some constraints. These constraints include the selection of steady-state upper and lower bounds and their respective confidence levels for each parameter, described in Table II, and initial values of state variables, provided in Algorithm 1. Note that the selection of upper and lower bounds and their respective confidence levels for each parameter does not require a strenuous effort from a user with some knowledge and experience of Li-ion batteries. The selection rules for initial values of state variables have already been provided in Algorithm 1. The battery discharge current needs to be kept very small during the adaptation process, as per Theorem 1 for the convergence of estimated battery parameters and state variables to the actual values. Algorithm 1 is run in MATLAB for real-time parameters estimation of a Li-ion battery, and the results are provided in Table III. Note that each estimated parameter is recorded in a separate array during the adaptation process, i.e. the estimated parameters results are recorded in twenty-one arrays. The average value of each array (after convergence of the estimation algorithm) is considered as the estimated value of a corresponding parameter, and is shown in Table III. The results in Table III show that the estimation error is less than 5% for most of the estimated parameters. This level of accuracy is achieved despite the selection of initial values of parameter estimates being far off from their actual values, However, an appropriate selection of upper and lower bounds can further reduce the estimation error of all parameters. The estimated parameters are then employed to analyze the variation of circuit elements values with SoC. The variation of the estimated and actual circuit elements values \( E_0, R_s, R_{ts}, R_{tl}, C_{ts} \) and \( C_{tl} \) versus SOC are shown in the left subplots of Figure 3(a)-3(f) respectively. The right subplots of Figure 3(a)-3(f) show the respective estimation errors. The Chen and Mora’s results are used as actual values in these simulation results.

All the circuit elements converged within a 10% error bound, except \( R_{ts} \) which can be further improved by fixing the upper and lower bounds appropriately. It can be noticed that estimation error of circuit elements is higher when SoC approaches zero. A Li-ion battery becomes unstable when the
The Coulomb counting method does not capture small details of SoC when a low current is drawn from a battery. Thus the proposed methodology can improve the accuracy of SOC estimation. We would like to mention a few notable works that employ UAS-based strategies for robust control applications. For instance, the authors in [28] perform a series of rigorous tracking experiments using UAS for robust control applications. Theoretical justifications of these experiments are shared in [26]. Moreover, in [27], a UAS-based strategy is used for robot motion control, and is tested by injecting noise. Recently, in [28], a UAS-based strategy showed DC motor parameters estimation with good accuracy, in the presence of multiple sensor noises, i.e., current sensor and tachometer for current and speed measurements, respectively. The results in the above works that use UAS-based adaptation strategies for parameters estimation, not only ensure convergence but also guarantee accurate parameters estimation in the presence of sensor noise or external disturbances. Likewise, the proposed work also demonstrates the robustness of the UAS-based strategy by estimating the SoC over variable discharge current in Figure 6(e) and Figure 6(f) in the manuscript - where the pattern of variable discharge current is shown in Figure 5 in the manuscript.

VI. EXPERIMENTAL VALIDATION ON A 22.2 V, 6.6 AH LITHIUM-POLYMER BATTERY PACK

This section demonstrates rigorous experimental verification of the proposed online APE strategy on a 22.2 V, 6.6 Ah Li-ion battery, for sixteen different discharging and sixteen constant current charging profiles. The results of the proposed online APE strategy are comprehensively compared with the existing APE results [2], which is termed as ‘reference offline

---

TABLE II: Simulation results of a 4.1 V, 270 mAh Li-ion battery model parameters.

| Parameter | Upper bound \((\hat{r}_{nu})\) | Lower bound \((\hat{r}_{nl})\) | \(\lambda_{x_n}\) | \(\lambda_{y_n}\) | Initial value | Estimated value | Desired value | Estimation error (%) |
|-----------|-------------------------------|------------------------|-----------------|-----------------|--------------|---------------|-------------|---------------------|
| \(\hat{r}_1\) | 4 | 0.1 | 20 | 65 | 100 | 1.0176 | 1.031 | 1.3 |
| \(\hat{r}_2\) | 50 | 25 | 50 | 70 | 2000 | 35.4167 | 35 | 1.2 |
| \(\hat{r}_3\) | – | – | – | – | – | 3.6855 | 3.685 | 0.014 |
| \(\hat{r}_4\) | 0.5 | 0.1 | 30 | 70 | 50 | 0.22 | 0.2156 | 2.04 |
| \(\hat{r}_5\) | 0.5 | 0.01 | 20 | 70 | 30 | 0.1189 | 0.1178 | 0.934 |
| \(\hat{r}_6\) | 0.5 | 0.1 | 60 | 50 | 200 | 0.3182 | 0.3201 | 0.594 |
| \(\hat{r}_7\) | 1 | 0.1 | 50 | 50 | 180 | 0.3002 | 0.3208 | 6.42 |
| \(\hat{r}_8\) | 50 | 10 | 50 | 1700 | 30 | 29.14 | 2.95 |
| \(\hat{r}_9\) | 0.1 | 0.01 | 50 | 50 | 240 | 0.055 | 0.04669 | 17.79 |
| \(\hat{r}_{10}\) | 10 | 1 | 70 | 50 | 3600 | 6.2533 | 6.603 | 5.3 |
| \(\hat{r}_{11}\) | 200 | 100 | 50 | 50 | 9300 | 149.9 | 155.2 | 3.41 |
| \(\hat{r}_{12}\) | 0.1 | 0.01 | 50 | 50 | 264 | 0.0553 | 0.04984 | 10.95 |
| \(\hat{r}_{13}\) | 1000 | 500 | 60 | 55 | 50000 | 760.869 | 752.9 | 1.06 |
| \(\hat{r}_{14}\) | 30 | 1 | 5 | 10 | 1000 | 10.6672 | 13.51 | 21.04 |
| \(\hat{r}_{15}\) | 800 | 500 | 80 | 50 | 50000 | 684.62 | 703.6 | 2.69 |
| \(\hat{r}_{16}\) | 7000 | 5000 | 10 | 10 | 50000 | 6000 | 6056 | 0.92 |
| \(\hat{r}_{17}\) | 50 | 5 | 50 | 50 | 1000 | 27.5 | 27.12 | 1.40 |
| \(\hat{r}_{18}\) | 5000 | 3000 | 50 | 50 | 50000 | 4500 | 4475 | 0.558 |
| \(\hat{r}_{19}\) | 0.5 | 0.01 | 20 | 50 | 60 | 0.15 | 0.1562 | 3.97 |
| \(\hat{r}_{20}\) | 50 | 15 | 30 | 80 | 1200 | 24.5455 | 24.37 | 0.72 |
| \(\hat{r}_{21}\) | – | – | – | – | – | 0.0826 | 0.07446 | 10.93 |

SOC value becomes lower than a certain threshold \([20]\), which causes the estimated parameters to diverge from their actual values. Therefore, in this work the battery model parameters are estimated until the SoC is reduced to 7%, though the results in Figure 3 are displayed until the SoC reaches 1%. Furthermore, the comparison of actual and estimated terminal voltages during the online adaptation process is shown in Figure 6. In Figure 6(f) the estimated terminal voltage converges to the actual voltage with very low estimation error of about 10e-4 V.

We construct and test two 4.1 V, 275 mAh Li-ion battery models in simulation for validating the estimated parameters results against those obtained by Chen and Mora \([1]\). The first model contains the parameters estimated by the proposed method, while the second one, set as a reference model, uses Chen and Mora’s \([1]\) parameters. Each battery model is subjected to a random discharge current as shown in Figure 5 in the manuscript and their open circuit and terminal voltages are compared in Figure 6(a) and Figure 6(c), respectively. While their respective estimation errors are plotted in Figure 6(b) and 6(d), respectively. The low estimation error in both the open circuit and terminal voltage profiles in Figure 6(b) and Figure 6(d) show the accuracy of the proposed strategy.

Finally, the estimated parameters are used to determine the SoC using the open circuit voltage via interpolation \([2]\), with the discharge current shown in Figure 5. The estimated SoC and the one obtained by conventional Coulomb counting method are plotted in Figure 6(e) and Figure 6(f), while their difference is presented in Figure 6(g). This difference becomes larger when a small current is drawn from the battery after 25 minutes. Figures 6(g) and 6(h) show zoomed views of Figure 6(e) and 6(f) for the SoC estimation. Since the error in Figure 6(e) and 6(f) is relatively high in the 20 to 30 minutes interval, this range is selected zooming in the Figure 6. In the Coulomb counting equation \([1]\), the small discharge current of the battery is divided by a comparatively much larger battery Ah capacity. Therefore, the Coulomb counting method does not capture small details of SoC when a low current is drawn from a battery.
APE’ in this work. The accuracies of the estimated terminal voltage obtained by the proposed online APE strategy and the reference offline APE strategy, are evaluated by comparison against the measured battery terminal voltage. Also, a comparative analysis is performed between the proposed online APE strategy and the reference offline APE strategy by considering the histogram and cumulative distribution of terminal voltage estimation errors. The results of the proposed online APE strategy are compared with the reference offline APE strategy. A fully charged 22.2 V, 6.6Ah TP6600 6S, 25C Lipo battery is connected with a resistive load of 50 ohms, which allows a small discharging current of about 0.4 amps. Note that a small discharging current ensures the convergence of estimated equivalent circuit elements to their actual values, as per the mathematical proof provided in section LV. The battery is discharged up to 7% of its rated capacity in about 15 hours. The measured battery discharging current, measured and estimated terminal voltage using the proposed online
TABLE III: Experimental results of a 22 V, 6.6 Ah Li-ion battery model parameters.

| Parameter | Upper bound \( r_{uu} \) | Lower bound \( r_{ll} \) | \( \lambda_{x_n} \) | \( \lambda_{y_n} \) | Initial value | Estimated value provided in [2] | Estimation error (%) |
|-----------|--------------------------|-------------------|----------------|----------------|-----------------|-----------------------------|----------------------|
| \( \hat{r}_1 \) | 6 4 50 50 | 100 | 5 | 5.112 | 2.19 |
| \( \hat{r}_2 \) | 50 30 50 50 | 2000 | 40 | 40.955 | 2.33 |
| \( \hat{r}_3 \) | - - - | - | - | - | - |
| \( \hat{r}_4 \) | 3 1 50 50 | 50 | 2 | 1.9215 | 4.08 |
| \( \hat{r}_5 \) | 2.5 1 50 | 30 | 1.75 | 1.759 | 0.51 |
| \( \hat{r}_6 \) | 4 2 50 | 200 | 3 | 3.0435 | 1.43 |
| \( \hat{r}_7 \) | 1 0.1 50 | 180 | 0.5505 | 0.5505 | 0.00 |
| \( \hat{r}_8 \) | 50 10 50 | 1700 | 30 | 30.0475 | 0.16 |
| \( \hat{r}_9 \) | 0.1 0.01 50 | 240 | 0.055 | 0.0551 | 0.18 |
| \( \hat{r}_{10} \) | 10 1 70 | 3600 | 6.2557 | 6.2585 | 0.04 |
| \( \hat{r}_{11} \) | 50 10 50 | 9300 | 30 | 30 | 0 |
| \( \hat{r}_{12} \) | 0.1 0.01 50 | 264 | 0.0555 | 0.0551 | 0.73 |
| \( \hat{r}_{13} \) | 1000 500 60 | 55 | 50000 | 760.8691 | 760.2266 | 0.08 |
| \( \hat{r}_{14} \) | 15 5 70 | 50 | 10000 | 10.8334 | 10.7686 | 0.60 |
| \( \hat{r}_{15} \) | 800 500 80 | 50 | 50000 | 684.615 | 685.7457 | 0.16 |
| \( \hat{r}_{16} \) | 7000 5000 10 | 10 | 50000 | 6000 | 6036.4 | 0.60 |
| \( \hat{r}_{17} \) | 50 5 50 | 50 | 1000 | 27.5 | 27.5422 | 0.15 |
| \( \hat{r}_{18} \) | 5000 3000 10 | 20 | 50000 | 3667 | 3696 | 0.78 |
| \( \hat{r}_{19} \) | 0.1 0.01 50 | 60 | 0.0551 | 0.0439 | 25.5 |
| \( \hat{r}_{20} \) | 70 50 50 | 1200 | 60 | 59.07 | 1.57 |
| \( \hat{r}_{21} \) | - - - | - | - | - | - | - | 0.2408 | 0.2246 | 7.21 |

Fig. 4: Li-ion battery output voltage VS SoC during adaptation process.

Fig. 5: Variable current drawn from Li-ion battery.

APE strategy, are plotted in Figure 7 subplots (a) and (b) respectively.

The battery parameters, \( \hat{r}_1, \ldots, \hat{r}_{21} \) are estimated online using Algorithm 1 and recorded in 21 separate arrays. The initial values, steady-state upper and lower bounds chosen for the estimated parameters satisfy the conditions mentioned in Lemmas 1, 2. The battery terminal voltage is estimated and compared with the actual voltage. The value of the estimated parameters is picked and considered a good estimate, when the terminal voltage estimation error gets below the user defined error bound. The average value of such good estimates of a particular parameter is finally considered as the estimated parameter’s value, and the estimation process is ended.

The sampling time of the discharging voltage and current is set to 0.01 seconds, and the final values of the estimated parameters are obtained in about two seconds when the battery terminal voltage estimation error decreased to \( 0.1 \times 10^{-5} \) as shown in Figure 4. The results of estimated parameters obtained from the proposed online APE strategy are provided in Table III and are compared with the results of the reference offline APE technique shared in [2]. In Table III we use the values from [2] as benchmark for 22.2 V, 6.6 Ah Lithium-ion battery. The authors in [2] perform 32 experiments, sixteen different discharging and sixteen constant charging profiles. The average error for a set of sixteen different discharging profiles is 0.1%, and 1.7% for sixteen constant charging profiles. Therefore, owing to high accuracy of parameters provided in [2], we use them as reference in Table III. Note that in Table III values related to parameters \( \hat{r}_3 \) and \( \hat{r}_{21} \) are shown by dashes. This is because \( \hat{r}_3 \) and \( \hat{r}_{21} \) disappear from the observer equations used in the proposed online APE strategy. So, parameters \( \hat{r}_3 \) and \( \hat{r}_{21} \) are not estimated adaptively, but are calculated using equations (33)-(34). Also, the aim of the proposed online APE strategy is to reduce the experimental effort required compared to the reference offline APE strategy [2] which performs offline estimation of open circuit voltage and series resistance.

Note that the battery parameters and SoC level cannot be measured, but rather estimated using a battery model.
Fig. 6: Validation of estimated OCV and terminal voltage of Li-ion battery, and comparison of estimated SoC with Coulomb counting SoC when the battery is subjected to variable load. Sub-figures (g) and (h) show zoomed in view of portions of sub-figures (e) and (f) respectively.

The only possible way to quantify the accuracy of estimated battery parameters, based on physically measurable ground truth, is that these parameters should be able to predict the
actual battery terminal voltage at any load, and this could be compared with the measured ground truth terminal voltage. Moreover, terminal voltage comparison is widely used in the literature to quantify the accuracy of a battery model parameters estimation \cite{1}, \cite{2}, \cite{3}, \cite{29}.

Therefore, in the next section, the results of the proposed online APE strategy are comprehensively compared with the reference offline APE technique for sixteen different discharging load protocols and sixteen constant current charging protocols. The detailed description of the discharging load protocols is given in our previous work \cite{4}.

A. Parameters estimation accuracy assessment via battery discharging tests

Sixteen different discharging load profiles are successively applied to 22.2 V, 6.6 AH Li-ion battery and the battery terminal voltage is estimated online using the acquired battery model. As a sample, the estimated and measured terminal voltages along with the absolute voltage estimation error for two of the sixteen discharging load profiles are shown in Figure 8 and Figure 9. The voltage estimation error in Figure 8 and Figure 9 shows that the proposed online APE strategy produces similar results as compared to the reference offline APE technique. The terminal voltage estimation error data, for all sixteen discharging profiles, is stacked together to form a single large ‘error array’ of $2.75e7$ samples. The statistical analysis of terminal voltage estimation error array is performed to quantify the accuracy of the proposed online APE strategy against the reference offline APE technique. The mean, median, mode, and standard deviation analysis of the error array for proposed online APE and reference offline APE strategies are provided in Table IV. The mean value of the error array for proposed and reference APE methods are 0.0211 V and 0.0218 V, respectively. Whereas, the median value of the error array for proposed and reference APE methods are 0.027 V and 0.0143 V, respectively. Similarly, the mode value for proposed and reference APE methods are -0.4038 and -0.347, respectively. Likewise, the standard deviation value for proposed and reference APE methods are found to be 0.5026 and 0.5139, respectively. The mean and standard deviation values for both techniques are very similar, while the median and mode values of proposed APE strategy slightly deviate from that of referenced APE technique \cite{2}.

An extensive investigation of the overall terminal voltage estimation error array is carried out by showing its histogram and cumulative distribution graphs in Figure 10 and Figure 11 respectively. Where, the red vertical lines in Figure 11 indicate...
the ± 4.5% terminal voltage estimation error limits, i.e. ± 1 V. Figure 10 and Figure 11 show no significant difference between the proposed online APE results compared to the reference offline APE technique.

### B. Parameters estimation accuracy assessment via battery charging tests

The estimated parameters obtained from the proposed online APE strategy are further assessed against the results obtained using the reference offline APE technique for sixteen constant current charging protocols. The actual Lipo battery is charged with a constant current of 2.5 amperes using the Thunder-Power charger (TP820CD). As a sample, the estimated and measured terminal voltages along with the absolute voltage estimation error for a single test are shown in Figure 12. The statistical analysis, similar to discharging load protocols, is performed for comparing the terminal voltage estimation errors of both the proposed and reference APE strategies. The total number of samples collected in the terminal voltage estimation ‘error array’ while charging the batteries are 1.258e7, for both the proposed and reference APE methods. The histogram and cumulative distribution graphs of the error array are shown Figure 13 and Figure 14, respectively, for both the proposed and reference APE strategies. Moreover, the statistical analysis of terminal voltage estimation error is provided in Table V. The mean value of the error array for proposed and reference APE methods are -0.6518 V and -0.7080 V, respectively. Whereas, the median value of the error array for proposed and reference APE methods are -0.6451 V and -0.7059, respectively. Similarly, the mode value for proposed and reference APE methods are -2.1223 and -2.1470, respectively. Likewise, the standard deviation value for proposed and reference APE methods are found to be 0.2271 and 0.2231, respectively. The statistical analysis along with histogram and cumulative distribution graphs show that the proposed online APE strategy produces results that are comparable to the reference offline APE technique while charging a Lipo battery.

In the next section, the proposed online APE strategy is employed for real-time parameters estimation of a 400 V, 6.6 Ah, Li-ion battery bank. The Li-ion battery bank is utilized to power an indirect field-oriented control based electric vehicle (EV) traction system. The real-time estimated parameters are also validated against the offline results on a 400 V, 6.6 Ah Li-ion battery bank.

| Parameters estimation methods | Mean of error (V) | Median of error (V) | Mode of error (V) | Standard deviation of error (V) |
|-------------------------------|------------------|--------------------|------------------|------------------------|
| Reference Offline APE         | -0.6518          | -0.6451            | -2.1223          | 0.2271                 |
| Proposed Online APE           | -0.7080          | -0.7059            | -2.1470          | 0.2231                 |

**Fig. 12:** Terminal voltage estimation and absolute error $|e(t)|$ comparison while charging the 22.2 V, 6.6 Ah Li-Polymer battery.

**Fig. 13:** Histogram of terminal voltage estimation error for reference offline APE and proposed online APE techniques while charging sixteen individual batteries with a constant 2.5 A current.

**Fig. 14:** Cumulative distribution of terminal voltage estimation error for reference offline APE and proposed online APE techniques while charging sixteen individual batteries with a constant 2.5 A current.

**TABLE V:** Terminal voltage estimation error statistics while charging sixteen different batteries with a constant 2.5 Amperes for reference offline APE and proposed online APE.
TABLE VI: Experimental results of a 400 V, 6.6 Ah Li-ion battery bank model parameters.

| Parameter | Upper bound ($\lambda_{in}$) | Lower bound ($\lambda_{nl}$) | $\lambda_{x_n}$ | Initial value | Estimated value (Real-time) | Estimated value (Offline) | Estimation error (%) |
|-----------|-------------------------------|-------------------------------|----------------|--------------|----------------------------|--------------------------|---------------------|
| $\hat{r}_1$ | 150                            | 45                            | 50             | 50           | 100                         | 97.5                     | 97.31               | 0.01                |
| $\hat{r}_2$ | 50                             | 20                            | 50             | 50           | 2000                        | 35                       | 35.01               | 0.03                |
| $\hat{r}_3$ | -                             | -                             | -              | -            | -                           | 356.865                  | 357.236             | 0.1                 |
| $\hat{r}_4$ | 7.5                            | 1.5                           | 50             | 50           | 100                         | 4.5                      | 4.5                 | 13.4                |
| $\hat{r}_5$ | 20                             | 2                             | 50             | 50           | 230                         | 11                       | 11.01               | 0.1                 |
| $\hat{r}_6$ | 50                             | 25                            | 50             | 50           | 400                         | 37.5                     | 37.55               | 0.13                |
| $\hat{r}_7$ | 1                              | 0.1                           | 50             | 50           | 180                         | 0.6125                   | 0.5643              | 8.54                |
| $\hat{r}_8$ | 50                             | 10                            | 50             | 50           | 1700                        | 30                       | 30.01               | 0.03                |
| $\hat{r}_9$ | 0.1                            | 0.01                          | 50             | 50           | 240                         | 0.0568                   | 0.069               | 17.68               |
| $\hat{r}_{10}$ | 10                            | 1                             | 70             | 50           | 3600                        | 6.4074                   | 6.262               | 2.32                |
| $\hat{r}_{11}$ | 200                           | 100                           | 50             | 50           | 9300                        | 150                      | 150                 | 0                   |
| $\hat{r}_{12}$ | 0.1                           | 0.01                          | 50             | 50           | 264                         | 0.0694                   | 0.0693              | 0.14                |
| $\hat{r}_{13}$ | 1000                          | 500                           | 60             | 55           | 50000                       | 760.8586                 | 760.882             | 0.003               |
| $\hat{r}_{14}$ | 15                            | 5                             | 70             | 50           | 1000                        | 10.8367                  | 10.845              | 0.07                |
| $\hat{r}_{15}$ | 800                           | 500                           | 80             | 50           | 50000                       | 684.6064                 | 684.626             | 0.16                |
| $\hat{r}_{16}$ | 7000                          | 5000                          | 10             | 10           | 50000                       | 5998.5                   | 6000                | 0.025               |
| $\hat{r}_{17}$ | 50                            | 5                             | 50             | 50           | 10000                       | 27.507                   | 27.514              | 0.025               |
| $\hat{r}_{18}$ | 5000                          | 3000                          | 10             | 20           | 50000                       | 3666                     | 36666.71            | 0.02                |
| $\hat{r}_{19}$ | 25                            | 5                             | 50             | 50           | 15000                       | 15                       | 15.014              | 0.1                 |
| $\hat{r}_{20}$ | 40                            | 15                            | 50             | 50           | 12000                       | 27.505                   | 27.514              | 0.033               |
| $\hat{r}_{21}$ | -                             | -                             | -              | -            | -                           | 5.01                     | 5.428               | 7.7                 |

VII. ONLINE PARAMETERS ESTIMATION OF A 400 V, 6.6 AH LITHIUM-POLYMER BATTERY BANK: POWERING A PROTOTYPE ELECTRIC VEHICLE TRACTION SYSTEM

In this section, the proposed online APE strategy is implemented and validated on a 400 V, 6.6 Ah Lithium-Polymer battery bank which is powering an indirect field-oriented induction motor driven electric vehicle (EV) traction system. The validation of real-time estimated parameters against the offline experimentations shows the suitability of the proposed online APE strategy for real-time parameters estimation of a Li-ion battery either at pack level or bank level. The picture of a complete prototype EV traction testbench is shown in Figure 15 [19]. The real-time adaptive parameters estimation of a 400 V, 6.6 Ah Li-ion battery bank is performed by running algorithm 1 with all the required conditions described in section IV. The Li-ion battery bank powers an indirect field-orientation induction motor based EV traction system. The no-load operation of an induction motor in EV traction system draws around 0.2 amperes current and, thus, satisfies one of the essential conditions, i.e. the low discharge current requirement, of UAS based parameters estimation method. The estimated parameters at no-load operation of an induction motor in EV traction system are: SoC, Coulomb Counting SoC, and Discharging Current. These parameters are estimated using the proposed online APE strategy. The estimated parameters are compared with the actual values and proposed online APE values. The voltage profile is also shown in the figure. The proposed online APE strategy shows good agreement with the actual values. The estimated parameters are accurate and reliable for real-time application.
Fig. 17: Terminal voltage estimation and absolute error $|e(t)|$ comparison for resistive load of 230 ohms, 1000 W, with 1 minute ON and 1 minute OFF times.

Fig. 18: Histogram of terminal voltage estimation error for proposed online APE under Figure 17 battery bank discharge profile.

Fig. 19: Cumulative distribution of terminal voltage estimation error for proposed online APE under Figure 17 battery bank discharge profile.

traction system are presented in Table VI. Note that in Table VI certain values related to parameters $\hat{r}_3$ and $\hat{r}_{21}$ are shown by dashes. This is because $\hat{r}_3$ and $\hat{r}_{21}$ disappear from the observer equations used in the proposed online APE strategy. However, these parameters are calculated in real-time using equations (33)-(34). The battery parameters estimated at no-load condition can be employed for SoC and SoH estimation, open circuit voltage and series resistance estimation, and fault detection in a battery management system during any loading condition of EV traction system.

A. Accuracy assessment of estimated parameters via battery bank discharging test

The effectiveness of the proposed online APE strategy is further quantified by comparing estimated parameters with the ones obtained through offline experimentation. For that purpose, the 400 V, 6.6 Ah Li-ion battery bank is discharged through a 384 ohms, 600 W resistive load. The battery bank discharge current and voltage profiles along with the estimated terminal voltage during the adaptation process are shown in Figure 16. The detailed procedure of the proposed online APE strategy has been described in Section III and the results of estimated battery bank parameters are given in Table VI. The real-time estimated parameters of a 400 V, 6.6 Ah Li-ion battery bank model are quantified against the parameters obtained through offline mode. The estimation error in Table VI shows the accuracy of real-time parameters. The accuracy of offline estimated parameters is assessed by analyzing the estimated terminal voltage against an offline and fast periodic discharge profile through a resistive load rated at 230 ohms, 1000 W. The time period of discharging profile is two minutes with 50% duty cycle. The measured and estimated terminal
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Table VII: Terminal voltage estimation error statistics under Figure 17 battery bank discharge profile.

| Parameters Estimation Methods | Mean of error (V) | Median of error (V) | Mode of error (V) | Standard deviation of error (V) |
|-------------------------------|-------------------|---------------------|-------------------|-------------------------------|
| Proposed online APE          | -2.7754           | -2.7828             | -6.1766           | 1.3199                        |

Voltage along with the estimation error are illustrated in Figure 17. The terminal voltage estimation error in Figure 17 is around 1% which proves the effectiveness of the proposed online APE strategy.

The statistical analysis of terminal voltage estimation error is also performed. Note that the total number of samples collected in the estimation error array during the discharging test are 73,529. The mean, median, mode, and standard deviation analysis of the error array for the proposed online APE strategy are provided in Table VII. Moreover, the histogram and cumulative distribution graphs of terminal voltage estimation error are shown Figure 18 and Figure 19 respectively. The red vertical lines in Figure 19 indicate the ± 1.5% terminal voltage estimation error i.e. ± 6 V. The statistical analysis of terminal voltage estimation error shows the effectiveness of the proposed APE strategy for real-time parameters estimation of EV traction system.

VIII. Conclusion

An online UAS-based effective method for estimating Li-ion battery model parameters has been presented in this paper. The applicability of the developed method has been rigorously verified at the battery cell, pack and bank levels. In contrast to the reference offline UAS-based Li-ion battery parameters estimation; the proposed technique does not require prior offline experimentation for open circuit voltage estimation, and also eliminates post-processing for series resistance estimation. Numerical simulations are performed on a 4.1 V, 270 mAh Li-ion battery model to quantify the accuracy of estimated parameters by comparing them against well-known results obtained experimentally by Chen and Mora. Mathematical proofs are provided to support the proposed online APE strategy. Moreover, the results of the online APE strategy are experimentally compared with the reference offline APE technique on a 22.2 V, 6.6 Ah Li-ion battery test setup. The proposed strategy is further validated by performing a comprehensive statistical analysis of the terminal voltage estimation error for sixteen different discharging and sixteen constant charging protocols. It can be inferred from the results that the proposed online APE strategy produces similar results when compared with the existing offline APE strategy, yet minimizing the experimental effort and time required for the parameters estimation process. Furthermore, the proposed online APE strategy is implemented for real-time, online parameters estimation of a 400 V, 6.6 Ah Li-ion battery bank; powering an indirect field-oriented induction motor driven EV traction system. The real-time results are validated against an offline and fast periodic discharging battery bank voltage profile. The terminal voltage estimation error is around 1%, which proves the accuracy of the proposed online APE strategy.

Appendix

By definition of Nussbaum type switching function in equation (13), the adaptive high-gain of the proposed UAS-based method ensures quick convergence of the estimation error. Therefore, the computational time of the proposed UAS-based strategy is not greatly affected by dynamic conditions, or by any type of driving cycle, including DST or UDDS. The parameter $k(t)$, adaptive gain $N(k(t))$, control input $u(t)$, and voltage estimation error $e(t)$ are shown below in Figure 20 during a 4.1 V Li-ion battery model parameters estimation process. The adaptive gain $N(k(t))$ settles to a steady state value in less than 150 samples, which implies $k(t) → k_{∞}$ by definition of Nussbaum function from equation (13). From equation (29), this further implies $k(t) → 0$, or $e(t) → 0$ as $t → t_c$, where $t_c$ denotes the convergence time. Since, the sampling time of the proposed algorithm is set to 0.01 seconds, which indicates $t_c = 0.01 \times 150 = 1.5$ seconds. Therefore, irrespective of any driving cycle/dynamic condition, the proposed strategy does not need to run for the entire driving cycle track, rather it runs for a few seconds and enables self-update of battery parameters in run-time for battery management systems (BMS) and real-time electric vehicle (EV) applications.

In Figure 21, the convergence of all battery parameters $\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{21}$ is shown during the adaptive estimation process for a 4.1 V Li-ion battery. Note that the parameters $\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{21}$ are normalized in Figure 21 for clearly observing convergence. Many of the traces of 21 battery parameters overlap in Figure 21 and show convergence in under 0.25 seconds, but it can also be clearly seen that all the parameters $\hat{r}_1, \hat{r}_2, \ldots, \hat{r}_{21}$ achieve convergence in less than 150 samples or 1.5 seconds.

Recently, a Trust Region Optimization (TRO) based Least-Squares method has been introduced in [13] to address the high computation time and slow convergence issues of the conventional Least-Squares method for battery parameters estimation. The work in [4] also presents the computation time of TRO-based Least-Squares method under various experiments, where the lowest computation time reported is 46 seconds.
Emphasizing that the conventional Least-Squares method has significantly higher computation time with poor convergence compared to TRO-based Least-Squares method. Further, in our previous work [16], we significantly reduced the computation time of optimization-based methods by employing an adaptive strategy to fine-tune the search space interval required by optimization method. In Table VIII, we compare the computation/execution time of the proposed UAS-based scheme with TRO-based Least-Squares method, optimization-based methods, and two-stage adaptive scheme & optimization-based methods.

It is worth noting that the computation time of TRO-based Least-Squares method (an improved version of conventional Least-Squares method) it almost 30 times more than the proposed UAS-based approach for battery parameters estimation. The lower computation time shows the best suitability of the proposed UAS-based approach for real-time battery parameters estimation of an electric vehicle. The proposed strategy is run for a few seconds and enables self-update of battery parameters in run-time for battery management systems (BMS) and real-time electric vehicle (EV) applications.
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