Modular grad-div stabilization for multiphysics flow problems

Mine Akbas *  Leo G. Rebholz†

Abstract

This paper considers a modular grad-div stabilization method for approximating solutions of two multiphysics flow problems: incompressible non-isothermal flows governed by the Boussinesq equations, and magnetohydrodynamics (MHD). The proposed methods add a minimally intrusive step to an existing Boussinesq/MHD code, with the key idea being that the penalization of the divergence errors, is only in the extra step (i.e. nothing is added to the original equations). The paper provides a full mathematical analysis by proving unconditional stability and optimal convergence of the methods considered. Numerical experiments confirm theoretical findings, and show that the algorithms have a similar positive effect as the usual grad-div stabilization.

1 Introduction

Classical conforming finite element discretizations for incompressible flows relax the divergence constraint, and enforce it only weakly. While this enables one to construct inf-sup stable discretizations, weak enforcement leads to errors depending on the continuous pressure scaled by the Reynolds number, and creates inaccurate computed solutions for many flow problems, including Boussinesq flows [18, 40, 11, 17, 14, 15], potential and generalized Beltrami flows [31, 30, 25], quasi-geostrophic flows [44, 7, 31], and two-phase flows with surface tension [16, 29].

One commonly used technique to overcome this issue in conforming mixed finite element methods is to use grad-div stabilization, which has been recently studied from both theoretical and computational points of view [36, 38, 32, 23]. The studies show that it improves the accuracy of the approximate solutions for the Stokes/Navier-Stokes and related coupled multiphysics problems by reducing the effect of the continuous pressure on the velocity error [11, 45, 37, 36, 28, 38, 24, 35, 15]. However there are also disadvantages: this stabilization increases coupling in the linear system, and leads to linear algebraic systems often more difficult to solve since the matrix contribution to the velocity block is singular.

Recently, a variant of grad-div stabilization was introduced for the incompressible NSE in [12], which is more attractive from an implementation standpoint. The proposed algorithm in [12] adds a minimally intrusive module which is used after each time step in a Navier-Stokes solver. This extra step implements the first order grad-div stabilization separately, and penalizes the divergence of the velocity error, both in $L^2$ and $L^\infty$-norms. Hence, the algorithm retains benefits of classical grad-div stabilization, but adds resistance to solver breakdown as the stabilization parameters increase. The application of the grad-div step for any multistep time discretization can be found in [42] where the numerical scheme which uses second order grad-div step was analyzed and performed for the NSE.

The purpose of this paper is to extend these novel ideas from [12] to incompressible non-isothermal fluid flows governed by the Boussinesq equations, and from [12] to the magnetohydrodynamic (MHD) equations. The numerical scheme for the Boussinesq equations consists of two steps. The first step approximates the usual Boussinesq equations with the backward Euler temporal and finite element spatial discretizations. The second step is a post processing step, and introduces a decoupled, first order grad-div stabilization step for the velocity. The proposed numerical method for MHD equations, on the other hand, introduces two...
modular, second order grad-div steps, one each for the velocity and the magnetic field, into a MHD solver based on BDF2LE time and finite element spatial discretization. We make a note here that the first order grad-div step was applied to MHD equations in [34] where the evolution equations of the MHD model can be given in a different way. The novelty of these algorithms is that grad-div steps are decoupled from evolution equations, and hence they can be easily used with an existing code. Moreover, since the grad-div steps are separate, the penalization can happen without the negative effects on the saddle point system which can occur when parameters are bigger than one. This paper studies the stability and convergence properties of the proposed methods, and provides numerical experiments to illustrate their reliability and effectiveness.

This paper is arranged as follows. Section 2 gathers necessary notation and mathematical preliminaries. Section 3 introduces a modular grad-div stabilization method for the incompressible Boussinesq equations, and studies its stability and convergence. It also presents some numerical experiments to test the effectiveness and reliability of the method. We proceed similarly in Section 4 for the MHD. In both cases, we compare results to usual grad-div stabilization. The last section summarizes the results of the paper.

2 Mathematical Preliminaries

This section introduces mathematical preliminaries and notation. We assume that $\Omega$ in $\mathbb{R}^d$ ($d = 2, 3$) is a polygonal or polyhedral domain with the boundary $\partial \Omega$. Standard notation of Lebesgue and Sobolev spaces are used throughout this paper. The inner product in $(L^2(\Omega))^d$ is denoted by $(\cdot, \cdot)$, the norm in $(L^2(\Omega))^d$ by $\| \cdot \|$ and the norm in the Hilbert space $(H^1(\Omega))^d$ by $\| \cdot \|_k$. For $X$ being a normed function space in $\Omega$, $L^p(0,T;X)$ is the space of all functions defined on $(0,T) \times \Omega$ for which the norm is bounded $\|u\|_{L^p(0,T;X)} := \int_0^T \|u\|_X^p \, dx$, $p \in [1, \infty)$.

For $p = \infty$, the usual modification is used in the definition of this space. We consider the classical function spaces

$\mathbf{X} : = (H^1_0(\Omega))^d := \{ v \in (L^2(\Omega))^d : \nabla v \in L^2(\Omega)^{d \times d}, v = 0 \text{ on } \partial \Omega \},$

$Q : = L^2_0(\Omega) := \{ q \in L^2(\Omega) : \int_\Omega q \, dx = 0 \},$

$W : = H^1_0(\Omega).$

For $f$ an element in the dual space of $\mathbf{X}$, its norm is defined by $\|f\|_{-1} := \sup_{v \in \mathbf{X}} \frac{|(f, v)|}{\|v\|_{L^2}}$.

In this setting, we have the Poincaré-Friedrichs’ inequality: $\forall v \in W$ $\|v\|_{L^2} \leq C_{\Omega} \|\nabla v\|_{L^2}$, where $C_{\Omega}$ is a constant depending only on the size of $\Omega$ [27]. We define the trilinear forms:

$b(u,v,w) := \frac{1}{2} (\nabla \cdot (u \cdot v) - (u \cdot \nabla w, v)), \quad \forall u, v, w \in \mathbf{X},$

$b^*(u,\varphi,\psi) := \frac{1}{2} (\nabla \cdot (u \cdot \varphi) - (u \cdot \nabla \psi, \varphi)), \quad \forall u \in \mathbf{X}, \text{ and } \forall \varphi, \psi \in W.$

The discrete time analysis needs the following norms: for $-1 \leq k < \infty$

$||v^n||_{\infty,k} := \max_{1 \leq n \leq N} \|v^n\|_k, \quad ||v^n||_{p,k} := \left( \frac{\Delta t}{\sum_{n=0}^{N-1} \|v^n\|^p_k} \right)^{1/p}.$

The following lemma is necessary to bound the trilinear terms in the analysis.
Lemma 2.1. There exists a constant $C$ such that for all $u, v, w \in X$

$$b(u, v, w) = (u \cdot \nabla v, w) + \frac{1}{2} ((\nabla \cdot u) v, w),$$

$$b(u, v, w) \leq C\|\nabla u\|_{L^2} \|\nabla v\|_{L^2} \|\nabla w\|_{L^2},$$

$$b(u, v, w) \leq C\|\nabla u\|_{L^2} \|\nabla v\|_{L^2} \|\nabla w\|_{L^2}.$$

Proof. Application of Hölder’s inequality, interpolation theorem, the Sobolev embedding theorem and Poincaré inequality yield the result, see [27].

For a spatial discretization, we consider a conforming finite element spaces $X_h \subset X, Q_h \subset Q, Y_h \subset W$ defined on a regular triangulation $T_h$ of the domain $\Omega$ with maximum diameter $h$. For the stability of the pressure, $(X_h, Q_h)$ is assumed to satisfy the discrete inf-sup condition: there is a constant $\alpha$ independent of the mesh size $h$ such that

$$\inf_{q_h \in Q_h} \sup_{v_h \in X_h} \frac{(q_h, \nabla \cdot v_h)}{\|\nabla v_h\|_{L^2} \|q_h\|_{L^2}} \geq \alpha > 0. \tag{2.1}$$

We also assume that the finite element spaces $(X_h, Q_h, Y_h)$, satisfy approximation properties of piecewise polynomials of local degree $k$, $k-1$, and $k$, respectively,

$$\inf_{v_h \in X_h} \|u - v_h\|_{L^2} + h\|\nabla (u - v_h)\|_{L^2} \leq Ch^{k+1}\|u\|_{k+1}, \tag{2.2}$$

$$\inf_{q_h \in Q_h} \|p - q_h\|_{L^2} \leq Ch^k\|p\|_k, \tag{2.3}$$

$$\inf_{\theta_h \in Y_h} \|\theta - \theta_h\|_{L^2} + h\|\nabla (\theta - \theta_h)\|_{L^2} \leq Ch^{k+1}\|\theta\|_{k+1}. \tag{2.4}$$

The discretely divergence-free subspace of $X_h$ is defined by:

$$V_h := \{ v_h \in X_h : (q_h, \nabla \cdot v_h) = 0, \forall q_h \in Q_h \}.$$

It is known that under the inf-sup condition (2.1), the discretely divergence-free subspace $V_h$ has the same approximation properties as $X_h$ [6]:

$$\inf_{v_h \in V_h} \|\nabla (u - v_h)\|_{L^2} \leq C(\alpha) \inf_{v_h \in X_h} \|\nabla (u - v_h)\|_{L^2}.$$

Our finite element analysis needs the standard inverse inequality: for any $v \in X_h$,

$$\|\nabla v\|_{L^2} \leq C_{\text{inv}} h^{-1}\|v\|_{L^2},$$

where $C_{\text{inv}}$ depends on the minimum angle in the triangulation. In our convergence analysis, we need a different version of the usual discrete Gronwall’s Lemma in literature, see e.g., [21]:

Lemma 2.2 (Discrete Gronwall’s Lemma). Let $\Delta t, B$ and $a_n, b_n, c_n, d_n$ be finite non-negative numbers such that

$$a_N + \Delta t \sum_{n=0}^{N} b_n \leq \Delta t \sum_{n=0}^{N-1} d_n a_n + \Delta t \sum_{n=0}^{N} c_n + B \quad \text{for} \quad N \geq 1.$$

Then for all $\Delta t > 0$,

$$a_N + \Delta t \sum_{n=0}^{N} b_n \leq \exp \left( \Delta t \sum_{n=0}^{N-1} d_n \right) \left( \Delta t \sum_{n=0}^{N} c_n + B \right) \quad \text{for} \quad N \geq 1.$$
3 First order modular grad-div stabilization for the Boussinesq equations

This section presents a modular grad-div method based on backward-Euler time and finite element spatial discretizations for the incompressible Boussinesq equations, and gives its stability and convergence results. In addition, numerical experiments show the efficiency of the proposed method.

Incompressible, non-isothermal fluid flows are governed by the incompressible Navier-Stokes equations (NSE) and heat transport equation, and read as: for a given force field \( f : (0,T] \times \Omega \rightarrow \mathbb{R}^d \), find a velocity field \( u : (0,T] \times \Omega \rightarrow \mathbb{R}^d \), and pressure and temperature fields \( p, \theta : (0,T] \times \Omega \rightarrow \mathbb{R} \) such that \((u, p, \theta)\) satisfies the equations

\[
\begin{align*}
\frac{\partial u}{\partial t} - \nu \Delta u + u \cdot \nabla u + \nabla p &= Ri(0, \theta) + f, \quad \text{in } (0,T] \times \Omega, \\
\nabla \cdot u &= 0, \quad \text{in } (0,T] \times \Omega, \\
\frac{\partial \theta}{\partial t} - \kappa \Delta \theta + (u \cdot \nabla) \theta &= \Psi, \quad \text{in } (0,T] \times \Omega,
\end{align*}
\]

with appropriate boundary and initial conditions. The problem is posed on a bounded domain with Lipschitz continuous boundary. Here, \( \nu := Re^{-1} \) is the dimensionless kinematic viscosity, where \( Re \) denotes the Reynolds number, \( Ri := Gr/Re^2 \) is the Richardson number which accounts for the gravitational force and the thermal expansion of the fluid, and \( \kappa := 1/(Pr Re) \) is thermal diffusivity coefficient. The modular grad-div stabilization method is given as follows:

Algorithm 3.1. Let body forces \( f, \Psi \), initial velocity \( u_0 \) and temperature \( \theta_0 \), and the stabilization parameters \( \gamma \geq 0, \beta \geq 0 \) be given. Set \( u_h^0 \), and \( \theta_h^0 \) to be \( L^2 \)-orthogonal projection of \( u_0 \) into \( X_h \), and \( \theta_0 \) in \( Y_h \), respectively. Select an end time \( T \), and a time step \( \Delta t > 0 \) such that \( T/\Delta t = N \). Then find \((u_h^{n+1}, p_h^{n+1}, \theta_h^{n+1}) \in (X_h, Q_h, Y_h), \ (n = 0, 1, 2, ..., N - 1)\), via the following:

**Step 1:** Compute \((\tilde{u}_h^{n+1}, \tilde{p}_h^{n+1}, \tilde{\theta}_h^{n+1}) \in (X_h, Q_h, Y_h)\) such that for each \((v_h, q_h, \chi_h) \in (X_h, Q_h, Y_h)\)

\[
\frac{1}{\Delta t} (\tilde{u}_h^{n+1} - u_h^n, v_h) + \nu (\nabla \tilde{u}_h^{n+1}, \nabla v_h) + b (u_h^n, \tilde{u}_h^{n+1}, v_h) - (\tilde{p}_h^{n+1}, \nabla \cdot v_h) = Ri \left( (0, \tilde{\theta}_h^n), v_h \right) + (f^{n+1}, v_h),
\]

\[
(\nabla \cdot \tilde{u}_h^{n+1}, q_h) = 0,
\]

\[
\frac{1}{\Delta t} (\tilde{\theta}_h^{n+1} - \tilde{\theta}_h^n, \chi_h) + \kappa (\nabla \tilde{\theta}_h^{n+1}, \nabla \chi_h) + b^* (u_h^n, \tilde{\theta}_h^{n+1}, \chi_h) = (\Psi^{n+1}, \chi_h).
\]

**Step 2:** Compute \( u_h^{n+1} \in X_h \) such that for each \( \varphi_h \in X_h \)

\[
(u_h^{n+1}, \varphi_h) + (\beta + \gamma \Delta t)(\nabla \cdot u_h^{n+1}, \nabla \cdot \varphi_h) = (\tilde{u}_h^{n+1}, \varphi_h) + \beta (\nabla \cdot u_h^n, \nabla \cdot \varphi_h).
\]

Remark 3.1. We emphasize here that modular grad-div stabilization step can be applied for any multistep time discretization. Numerical analysis for the BDF2 case can be found in [12].

3.1 Stability Analysis

We now focus on the stability of Algorithm 3.1. Our stability analysis shows that approximate solutions of Algorithm 3.1 are stable without any time step restriction. We first present a lemma which gives a relation between the solutions of Step 1 and Step 2, which is necessary for the stability result that follows.

Lemma 3.1. Let \( u_h^{n+1} \) be solutions to (3.3). Then it holds

\[
\|u_h^{n+1}\|^2_{L^2} = \|u_h^{n+1}\|^2_{L^2} + \|\tilde{u}_h^{n+1} - u_h^{n+1}\|^2_{L^2} + 2\gamma \Delta t \|\nabla \cdot u_h^{n+1}\|^2_{L^2} + \beta \left( \|\nabla \cdot u_h^{n+1}\|^2_{L^2} - \|\nabla \cdot u_h^n\|^2_{L^2} + \|\nabla \cdot (u_h^{n+1} - u_h^n)\|^2_{L^2} \right).
\]

\[
\|u_h^{n+1}\|^2_{L^2} = \|u_h^{n+1}\|^2_{L^2} + \|\tilde{u}_h^{n+1} - u_h^{n+1}\|^2_{L^2} + 2\gamma \Delta t \|\nabla \cdot u_h^{n+1}\|^2_{L^2} + \beta \left( \|\nabla \cdot u_h^{n+1}\|^2_{L^2} - \|\nabla \cdot u_h^n\|^2_{L^2} + \|\nabla \cdot (u_h^{n+1} - u_h^n)\|^2_{L^2} \right).
\]
Proof. Set \( \varphi_h = u_h^{n+1} \) in (3.5) which yields
\[
(\tilde{u}_h^{n+1}, u_h^{n+1}) = \|u_h^{n+1}\|_{L^2}^2 + (\beta + \gamma \Delta t)\|\nabla \cdot u_h^{n+1}\|_{L^2}^2 - \beta(\nabla \cdot u_h^n, \nabla \cdot u_h^{n+1}). \tag{3.7}
\]
Applying the polarization identity on the left hand side and on the last right hand side terms to get:
\[
(\tilde{u}_h^{n+1}, u_h^{n+1}) = \frac{1}{2}\left(\|\tilde{u}_h^{n+1}\|_{L^2}^2 + \|u_h^{n+1}\|_{L^2}^2 - \|\tilde{u}_h^{n+1} - u_h^{n+1}\|_{L^2}^2\right),

-\beta(\nabla \cdot u_h^n, \nabla \cdot u_h^{n+1}) = -\frac{\beta}{2}\left(\|\nabla \cdot u_h^n\|_{L^2}^2 + \|\nabla \cdot u_h^{n+1}\|_{L^2}^2 - \|\nabla \cdot (u_h^n - u_h^{n+1})\|_{L^2}^2\right).
\]
Inserting these estimates into (3.7), rearranging terms and multiplying by 2 gives the desired estimates.

We now present the main stability result.

**Lemma 3.2.** Assume that \( f \in L^2(0, T; H^{-1}(\Omega)) \) and \( \Psi \in L^2(0, T; H^{-1}(\Omega)) \). Then solutions to Algorithm 3.1 satisfy the following: for any \( \Delta t > 0 \)
\[
\|u_h^n\|_{L^2}^2 + \beta\|\nabla \cdot u_h^n\|_{L^2}^2 + \sum_{n=0}^{N-1} \left(\|\tilde{u}_h^{n+1} - u_h^{n+1}\|_{L^2}^2 + \|u_h^{n+1} - u_h^n\|_{L^2}^2\right) + \beta \sum_{n=0}^{N-1} \|\nabla \cdot (u_h^{n+1} - u_h^n)\|_{L^2}^2
\]
\[
+ 2\gamma \Delta t \sum_{n=0}^{N-1} \|\nabla \cdot u_h^{n+1}\|_{L^2}^2 + \nu \Delta t \sum_{n=0}^{N-1} \|\nabla u_h^{n+1}\|_{L^2}^2 \leq \frac{2C_2^2}{\beta} R_i \nu^{-1} TM + 2\nu \Delta t \sum_{n=0}^{N-1} \|f^{n+1}\|_{L^2}^2, \tag{3.8}
\]
and
\[
\|\tilde{\theta}_h^n\|_{L^2}^2 + \sum_{n=0}^{N-1} \|\tilde{\theta}_h^{n+1} - \tilde{\theta}_h^n\|_{L^2}^2 + \kappa \Delta t \sum_{n=0}^{N-1} \|\nabla \tilde{\theta}_h^{n+1}\|_{L^2}^2 \leq M, \tag{3.9}
\]
where \( M := \left(\|\tilde{\theta}_h^n\|_{L^2}^2 + \kappa \Delta t \sum_{n=0}^{N-1} \|\Psi_h^{n+1}\|_{L^2}^2\right) \).

**Proof.** We first prove the temperature stability result. Set \( \chi_h = 2\Delta t \tilde{\theta}_h^{n+1} \) in (3.4), which vanishes the non-linear term and leaves:
\[
\left(\|\tilde{\theta}_h^{n+1}\|_{L^2}^2 - \|\tilde{\theta}_h^n\|_{L^2}^2 + \|\tilde{\theta}_h^{n+1} - \tilde{\theta}_h^n\|_{L^2}^2\right) + 2\kappa \Delta t \|\nabla \tilde{\theta}_h^{n+1}\|_{L^2}^2 = 2\Delta t \|\Psi_h^{n+1}\|_{L^2}^2.
\]
Applying the Cauchy-Schwarz and Young’s inequalities on the right hand side term to get
\[
2\Delta t \|\Psi_h^{n+1}, \tilde{\theta}_h^{n+1}\| \leq \kappa^{-1} \Delta t \|\Psi_h^{n+1}\|_{L^2}^2 + \kappa \Delta t \|\nabla \tilde{\theta}_h^{n+1}\|_{L^2}^2.
\]
Inserting this estimate produces
\[
\left(\|\tilde{\theta}_h^{n+1}\|_{L^2}^2 - \|\tilde{\theta}_h^n\|_{L^2}^2 + \|\tilde{\theta}_h^{n+1} - \tilde{\theta}_h^n\|_{L^2}^2\right) + \kappa \Delta t \|\nabla \tilde{\theta}_h^{n+1}\|_{L^2}^2 \leq \kappa^{-1} \Delta t \|\Psi_h^{n+1}\|_{L^2}^2. \tag{3.10}
\]
Dropping the non-negative third left hand side term and summing over time steps gives the stability bound for the temperature. For the stability of the velocity, set \( (v_h, q_h) = (2\Delta t \tilde{u}_h^{n+1}, p_h^{n+1}) \) in (3.2)-(3.3) to get
\[
\left(\|\tilde{u}_h^{n+1}\|_{L^2}^2 - \|u_h^n\|_{L^2}^2 + \|\tilde{u}_h^{n+1} - u_h^n\|_{L^2}^2\right) + 2\nu \Delta t \|\nabla \tilde{u}_h^{n+1}\|_{L^2}^2 = 2R_i \Delta t \left(\langle 0, \tilde{\theta}_h^n \rangle, v_h\right) + 2\Delta t \|f^{n+1}\|_{L^2}^2, \tilde{u}_h^{n+1}.
\]
Apply the Cauchy-Schwarz and Young’s inequalities on the right hand side terms to produce
\[
2 \Delta t \left( \mathbf{f}^{n+1}, \mathbf{u}_h^{n+1} \right) \leq 2 \nu^{-1} \Delta t \| \mathbf{f}^{n+1} \|^2_{-1} + \frac{\nu \Delta t}{2} \| \nabla \mathbf{u}_h^{n+1} \|^2_{L^2},
\]
\[
2 R_i \Delta t \left( \mathbf{0}, \overline{\theta}_h^n, \mathbf{v}_h \right) \leq 2 C_P R_i^2 \nu^{-1} \Delta t \| \overline{\theta}_h^n \|^2_{L^2} + \frac{\nu \Delta t}{2} \| \nabla \mathbf{u}_h^{n+1} \|^2_{L^2}.
\]
Insert these estimates and rearrange terms to obtain
\[
\left( \| \mathbf{u}_h^{n+1} \|^2_{L^2} - \| \mathbf{u}_h^n \|^2_{L^2} + \| \mathbf{u}_h^{n+1} - \mathbf{u}_h^n \|^2_{L^2} \right) + \nu \Delta t \| \nabla \mathbf{u}_h^{n+1} \|^2_{L^2} \leq 2 C_P R_i^2 \nu^{-1} \Delta t \| \overline{\theta}_h^n \|^2_{L^2} + \frac{\Delta t}{\nu} \| \mathbf{f}^{n+1} \|^2_{-1}.
\]
Now use Lemma 3.1 on the left hand side to obtain
\[
\left( \| \mathbf{u}_h^{n+1} \|^2_{L^2} - \| \mathbf{u}_h^n \|^2_{L^2} + \| \mathbf{u}_h^{n+1} - \mathbf{u}_h^n \|^2_{L^2} \right) + \beta \left( \| \nabla \cdot \mathbf{u}_h^{n+1} \|^2_{L^2} - \| \nabla \cdot \mathbf{u}_h^n \|^2_{L^2} \right) + \left( \| \mathbf{\tilde{u}}_h^{n+1} - \mathbf{u}_h^{n+1} \|^2_{L^2} + \| \mathbf{\tilde{u}}_h^{n+1} - \mathbf{u}_h^n \|^2_{L^2} \right)
+ 2 \gamma \Delta t \| \nabla \cdot \mathbf{u}_h^{n+1} \|^2_{L^2} + \nu \Delta t \| \nabla \mathbf{u}_h^{n+1} \|^2_{L^2} \leq 2 C_P R_i^2 \nu^{-1} \Delta t \| \overline{\theta}_h^n \|^2_{L^2} + \nu^{-1} \Delta t \| \mathbf{f}^{n+1} \|^2_{-1}.
\]
Notice that from (3.10), one can get
\[
\Delta t \sum_{n=0}^{N-1} \| \overline{\theta}_h^n \|^2_{L^2} \leq \Delta t N \left( \| \overline{\theta}_h^n \|^2_{L^2} + \kappa^{-1} \Delta t \sum_{n=0}^{N-1} \| \Psi_h^{n+1} \|^2_{-1} \right) =: TM.
\]
Summing over time steps with this estimate and rearranging terms finishes the proof.

\[\square\]

### 3.2 Error Analysis

In this section, we show that solutions of the proposed algorithm converge to the true solution, and that convergence is optimal provided \( \Delta t \leq h \). We denote the true Boussinesq solution at time level \((n + 1)\) by
\[
\mathbf{u}^{n+1} := \mathbf{u}(t^{n+1}), \quad p^{n+1} := p(t^{n+1}), \quad \theta^{n+1} := \theta(t^{n+1}).
\]
The error analysis needs the following error decompositions at each time level:
\[
\mathbf{e}_u^{n+1} := \mathbf{u}^{n+1} - \mathbf{\text{e}}_h^{n+1} = \left( \mathbf{u}^{n+1} - P_{V_h} \mathbf{u}^{n+1} \right) - \left( \mathbf{\text{e}}_h^{n+1} - P_{V_h} \mathbf{u}^{n+1} \right) =: \eta_u^{n+1} - \mathbf{A}_{u,h}^{n+1},
\]
\[
\mathbf{e}_u^{n+1} := \mathbf{u}^{n+1} - \mathbf{u}_h^{n+1} = \left( \mathbf{u}^{n+1} - P_{V_h} \mathbf{u}^{n+1} \right) - \left( \mathbf{u}_h^{n+1} - P_{V_h} \mathbf{u}^{n+1} \right) =: \eta_u^{n+1} - \phi_u^{n+1},
\]
\[
\mathbf{e}_{\theta}^{n+1} := \theta^{n+1} - \overline{\theta}_h^{n+1} = \left( \theta^{n+1} - P_{Y_h} \theta^{n+1} \right) - \left( \overline{\theta}_h^{n+1} - P_{Y_h} \theta^{n+1} \right) =: \eta_{\theta}^{n+1} - \Lambda_{\theta,h}^{n+1},
\]
where \( P_{V_h} \mathbf{u}^{n+1} \) is the \( L^2 \)-best approximation of \( \mathbf{u}^{n+1} \) in \( V_h \), and \( P_{Y_h} \theta^{n+1} \) the \( L^2 \)-best approximation of \( \theta^{n+1} \) in \( Y_h \). Moreover, \( \eta_u^{n+1}, \eta_{\theta}^{n+1} \) are interpolation errors, and \( \mathbf{A}_{u,h}^{n+1}, \phi_u^{n+1} \in X_h \) and \( \Lambda_{\theta,h}^{n+1} \in Y_h \) are finite element errors. We now present the following result which helps us to prove the convergence theorem.

**Lemma 3.3.** Consider the second step of Algorithm 3.1. Then it holds:
\[
\| \mathbf{A}_{u,h}^{n+1} \|^2_{L^2} \geq \| \phi_u^{n+1} \|^2_{L^2} + \| \Lambda_{u,h}^{n+1} - \phi_u^{n+1} \|^2_{L^2} + \beta \left( \| \nabla \cdot \phi_u^{n+1} \|^2_{L^2} + \| \nabla \cdot \phi_u^{n+1} \|^2_{L^2} \right)
+ \frac{\beta}{2} \| \nabla \cdot (\phi_u^{n+1} - \phi_u^{n+1}) \|^2_{L^2} + \gamma \Delta t \| \nabla \cdot \phi_u^{n+1} \|^2_{L^2} - \Delta t \| \nabla \cdot \phi_u^{n+1} \|^2_{L^2}
- \beta \left( 1 + 2 \Delta t \right) \| \nabla \eta_u^{n+1} \|^2_{L^2(t^{n+1}, L^2(\Omega))} - \gamma \Delta t \| \nabla \eta_u^{n+1} \|^2_{L^2}.
\]

**Proof.** The true velocity solution at time level \((n + 1)\) satisfies the following:
\[
\left( \mathbf{u}^{n+1}, \mathbf{v}_h \right) + (\beta + \gamma \Delta t) \left( \nabla \cdot \mathbf{u}^{n+1}, \nabla \cdot \mathbf{v}_h \right) = \left( \mathbf{u}^{n+1}, \mathbf{v}_h \right) + \beta \left( \nabla \cdot \mathbf{u}^{n+1}, \nabla \cdot \mathbf{v}_h \right).
\]
Subtract this system from the second step of Algorithm 3.1. Then using error notation and rearranging terms produces
\[(e_n^{n+1}, v_h) + \beta(\nabla \cdot (e_n^{n+1} - e_n^u), \nabla \cdot v_h) + \gamma \Delta t (\nabla \cdot e_n^{n+1}, \nabla \cdot v_h) = (e_n^u, v_h).\]

Using error decomposition and setting \(v_h = \phi_{u,n}^{n+1}\) yields
\[
\|\phi_{u,n}^{n+1}\|_{L_2}^2 + \frac{\beta}{2} \left( \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L_2}^2 - \|\nabla \cdot \phi_{u,n}^n\|_{L_2}^2 + \|\nabla \cdot (\phi_{u,n}^{n+1} - \phi_{u,n}^n)\|_{L_2}^2 \right) + \gamma \Delta t \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L_2}^2
\]
\[= (\eta_{u,n}^{n+1}, \phi_{u,n}^{n+1}) + \beta(\nabla \cdot (\eta_{u,n}^{n+1} - \eta_u^u), \nabla \cdot \phi_{u,n}^u) + \gamma \Delta t (\nabla \cdot \eta_{u,n}^u, \nabla \cdot \phi_{u,n}^{n+1}) - (\eta_{u,n}^{n+1} - \Lambda_{u,h}^{n+1}, \phi_{u,n}^{n+1}).\]

Now add \(\mp \beta(\nabla \cdot (\eta_{u,n}^{n+1} - \eta_u^u), \nabla \cdot \phi_{u,n}^n)\) and notice that \((\eta_{u,n}^{n+1}, \phi_{u,n}^{n+1}) = 0\). This produces
\[
\|\phi_{u,n}^{n+1}\|_{L_2}^2 + \frac{\beta}{2} \left( \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L_2}^2 - \|\nabla \cdot \phi_{u,n}^n\|_{L_2}^2 + \|\nabla \cdot (\phi_{u,n}^{n+1} - \phi_{u,n}^n)\|_{L_2}^2 \right) + \gamma \Delta t \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L_2}^2
\]
\[= \beta(\nabla \cdot (\eta_{u,n}^{n+1} - \eta_u^u), \nabla \cdot (\phi_{u,n}^{n+1} - \phi_{u,n}^u)) + \beta(\nabla \cdot (\eta_{u,n}^{n+1} - \eta_u^u), \nabla \cdot \phi_{u,n}^u)
\]
\[+ \gamma \Delta t (\nabla \cdot \eta_{u,n}^u, \nabla \cdot \phi_{u,n}^{n+1}) + (\Lambda_{u,h}^{n+1}, \phi_{u,n}^{n+1}).\]

To bound the first three right hand side terms, apply the Cauchy-Schwarz, and the Young’s inequalities to get
\[
\beta(\nabla \cdot (\eta_{u,n}^{n+1} - \eta_u^u), \nabla \cdot (\phi_{u,n}^{n+1} - \phi_{u,n}^u) \leq \beta \|\nabla (\eta_{u,n}^{n+1} - \eta_u^u)\|_{L^2} \|\nabla \cdot (\phi_{u,n}^{n+1} - \phi_{u,n}^u)\|_{L^2}
\]
\[\leq \beta \Delta t \|\nabla \eta_{u,n+t}^u\|_{L^2(\Omega)} + \frac{\beta}{4} \|\nabla \cdot (\phi_{u,n}^{n+1} - \phi_{u,n}^u)\|_{L_2}^2,
\]
\[
\beta(\nabla \cdot (\eta_{u,n}^{n+1} - \eta_u^u), \nabla \cdot \phi_{u,n}^u) \leq \beta \|\nabla (\eta_{u,n}^{n+1} - \eta_u^u)\|_{L^2} \|\nabla \cdot \phi_{u,n}^u\|_{L^2}
\]
\[\leq \frac{\beta}{2} \|\nabla \eta_{u,n+t}^u\|_{L^2(\Omega)} + \frac{\gamma \Delta t}{2} \|\nabla \cdot \phi_{u,n}^u\|_{L_2}^2,
\]
\[
\gamma \Delta t (\nabla \cdot \eta_{u,n}^{n+1}, \nabla \cdot \phi_{u,n}^{n+1}) \leq \gamma \Delta t \|\nabla \eta_{u,n+t}^{n+1}\|_{L^2} \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L^2} \leq \frac{\gamma \Delta t}{2} \|\nabla \eta_{u,n+t}^{n+1}\|_{L_2}^2 + \frac{\gamma \Delta t}{2} \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L_2}^2.
\]

For the last term, use the polarization identity to obtain
\[
(A_{u,h}^{n+1}, \phi_{u,n}^{n+1}) = \frac{1}{2} \left( \|A_{u,h}^{n+1}\|_{L_2}^2 + \|\phi_{u,n}^{n+1}\|_{L_2}^2 - \|A_{u,h}^{n+1} - \phi_{u,n}^{n+1}\|_{L_2}^2 \right).
\]

Plugging these estimates into velocity error equation, and reducing yields
\[
\frac{1}{2} \|\phi_{u,n}^{n+1}\|_{L_2}^2 + \frac{\beta}{2} \left( \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L_2}^2 - \|\nabla \cdot \phi_{u,n}^n\|_{L_2}^2 \right) + \frac{\beta}{4} \|\nabla \cdot (\phi_{u,n}^{n+1} - \phi_{u,n}^n)\|_{L_2}^2 + \frac{\gamma \Delta t}{2} \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L_2}^2
\]
\[\leq \frac{\beta}{2} \left( (1 + 2\Delta t) \right) \|\nabla \eta_{u,n+t}^u\|_{L^2(\Omega)} + \frac{\beta \Delta t}{2} \|\nabla \cdot \phi_{u,n}^u\|_{L_2}^2 + \frac{\gamma \Delta t}{2} \|\nabla \cdot \phi_{u,n}^{n+1}\|_{L_2}^2
\]
\[+ \frac{1}{2} \left( \|A_{u,h}^{n+1}\|_{L_2}^2 - \|A_{u,h}^{n+1} - \phi_{u,n}^{n+1}\|_{L_2}^2 \right).
\]

Multiplying by \(2\Delta t\), and rearranging terms gives the desired estimate.

We now prove an error estimate to Algorithm [3.1].

**Theorem 3.1.** Assume that true solution \((u, \theta, p)\) satisfies the regularity conditions:
\[u, u_t \in L^\infty(0,T; H^{k+1}(\Omega)), \quad u_t \in L^2(0,T; L^2(\Omega)),\]
\[p \in L^\infty(0,T; L^2(\Omega)), \quad \theta, \theta_t \in L^\infty(0,T; H^{k+1}(\Omega)), \quad \theta_t \in L^2(0,T; L^2(\Omega)).\]
Let \((\tilde{u}_h^{n+1}, p_h^{n+1}, \tilde{\theta}_h^{n+1}, u_h^{n+1})\) be solution to Algorithm 3.1 and \((X_h, Q_h, Y_h)\) is given by \((P_k, P_{k-1}, P_k)\). Then the errors satisfy the bound:

\[
\|e_u^n\|^2_{L^2} + \|e_{\tilde{u}}^n\|^2_{L^2} + \frac{\beta}{\Delta t} \|\nabla \cdot e_u^n\|^2_{L^2} + \frac{\gamma}{\Delta t} \|\nabla \cdot e_{\tilde{u}}^n\|^2_{L^2} + \frac{\nu}{\Delta t} \|\nabla e_u^n\|^2_{L^2} + \frac{\kappa}{\Delta t} \|\nabla e_{\tilde{u}}^n\|^2_{L^2} \leq C(h^{2k+1} + \Delta th^{2k-1} + h^{2k} + \Delta t^2), \tag{3.11}
\]

where \(C\) is a generic constant independent of the time step and mesh size.

**Proof.** The proof is divided into four steps since it is very long and technical. In the first step, the error equations are obtained by splitting the velocity and magnetic errors into approximation errors and finite element remainders. In the second step, all right hand side terms of the error equations are bounded below. The third step applies the discrete Gronwall lemma, and the last step the triangle inequality for the error terms.

**Step 1: The derivation of error equations** True solution \((u, p, \theta)\) satisfies the equations:

\[
\begin{align*}
\left( \frac{u^{n+1} - u^n}{\Delta t}, v_h \right) + \nu(\nabla u^{n+1}, \nabla v_h) + b(u^n, u^{n+1}, v_h) - (p^{n+1}, \nabla \cdot v_h) &= Ri((0, \theta^n), v_h) \\
&+ (f^{n+1}, v_h) - E_1(u, \theta, v_h), \tag{3.12}
\end{align*}
\]

and

\[
\begin{align*}
\left( \frac{\theta^{n+1} - \theta^n}{\Delta t}, \chi_h \right) + \kappa(\nabla \theta^{n+1}, \nabla \chi_h) + b^*(u^n, \theta^{n+1}, \chi_h) &= (\Psi^{n+1}, \chi_h) - E_2(u, \theta, \chi_h). \tag{3.13}
\end{align*}
\]

where \(E_1(u, \theta, v_h)\) and \(E_2(u, \theta, \chi_h)\) are consistency errors and given by

\[
\begin{align*}
E_1(u, \theta, v_h) &= \left( u^{n+1} - \frac{u^{n+1} - u^n}{\Delta t}, v_h \right) + b(u^{n+1} - u^n, u^{n+1}, v_h) - Ri((0, \theta^{n+1} - \theta^n), v_h) \\
E_2(u, \theta, \chi_h) &= \left( \frac{\theta^{n+1} - \theta^n}{\Delta t}, \chi_h \right) + b^*(u^{n+1} - u^n, \theta^{n+1}, \chi_h).
\end{align*}
\]

Subtract the first step of Algorithm 3.1 from (3.12)-(3.13), and use error notation to produce

\[
\begin{align*}
\left( \frac{e_u^{n+1} - e_u^n}{\Delta t}, v_h \right) + \nu(\nabla e_u^{n+1}, \nabla v_h) + b(u^n, u^{n+1}, v_h) - b(u_h^n, \tilde{u}_h^{n+1}, v_h) - (p^{n+1} - p_h^{n+1}, \nabla \cdot v_h) \\
- Ri((0, e_\theta^n), v_h) + E_1(u, \theta, v_h) &= 0, \tag{3.14}
\end{align*}
\]

and

\[
\begin{align*}
\left( \frac{e_\theta^{n+1} - e_\theta^n}{\Delta t}, \chi_h \right) + \kappa(\nabla e_\theta^{n+1}, \nabla \chi_h) + b^*(u^n, \theta^{n+1}, \chi_h) - b^*(u_h^n, \tilde{\theta}_h^{n+1}, \chi_h) + E_2(u, \theta, \chi_h) &= 0. \tag{3.15}
\end{align*}
\]

Using error decomposition and setting \(v_h = 2\Delta t \Lambda_{u,h}^{n+1}\) in (3.14), and \(\chi_h = 2\Delta t \Lambda_{\theta,h}^{n+1}\) in (3.15) yields:

for any \(q_h \in Q_h\),

\[
\|\Lambda_{u,h}^{n+1}\|^2_{L^2} + \|\phi_{u,h}^n\|^2_{L^2} + \|\Lambda_{\theta,h}^{n+1} - \theta_{u,h}^n\|^2_{L^2} + 2\nu \Delta t \|\nabla \Lambda_{u,h}^{n+1}\|^2_{L^2} \leq 2 \left( (\eta_{u,h}^{n+1} - \eta_{u,h}^n, \Lambda_{u,h}^{n+1}) + 2\nu \Delta t (\nabla \eta_{u,h}^{n+1}, \nabla \Lambda_{u,h}^{n+1}) + 2\Delta t (b(u^n, u^{n+1}, \Lambda_{u,h}^{n+1}) - b(u_h^n, \tilde{u}_h^{n+1}, \Lambda_{u,h}^{n+1})) \\
- 2 Ri \Delta t((0, e_\theta^n), \Lambda_{u,h}^{n+1}) - 2 \Delta t (p^{n+1} - q_h, \nabla \cdot \Lambda_{u,h}^{n+1}) + 2 \Delta t E_1(u, \theta, \Lambda_{u,h}^{n+1}) \right), \tag{3.16}
\]
For the first non linear term, we first use the error decomposition and

\[ \frac{1}{2} \left( \eta_{\theta}^{n+1} - \eta_{\theta}^n, A_{\theta, h}^{n+1} \right) + 2 \Delta t \left( \nabla \eta_{\theta}^{n+1}, \nabla A_{\theta, h}^{n+1} \right) + 2 \Delta t \left( b^*(u^n, \theta^{n+1}, A_{\theta, h}^{n+1}) - b^*(u^n, \tilde{u}_{\theta}^{n+1}, A_{\theta, h}^{n+1}) \right) + 2 \Delta t E_2(u, \theta, A_{\theta, h}^{n+1}). \]  

(3.17)

Now rewrite the first two linear terms in Equation 3.16 first add \( \pm b(u^n, u^{n+1}, A_{u, h}^{n+1}) \) and notice that \( b(u^n, A_{u, h}^{n+1}, A_{u, h}^{n+1}) = 0 \), then add \( \pm b(\tilde{u}_{\theta}^{n+1}, \eta_{\theta}^{n+1}, A_{u, h}^{n+1}) \) to get

\[ b(u^n, u^{n+1}, A_{u, h}^{n+1}) - b(u^n, u^{n+1}, A_{u, h}^{n+1}) + b(u^n, u^{n+1}, A_{u, h}^{n+1}) - b(u^n, \tilde{u}_{n+1}^{n+1}, A_{u, h}^{n+1}) = b(e_u^n, u^{n+1}, A_{u, h}^{n+1}) + b(u^n, e_u^{n+1}, A_{u, h}^{n+1}) \]

\[ = b(e_u^n, u^{n+1}, A_{u, h}^{n+1}) + b(u^n, u^{n+1}, A_{u, h}^{n+1}) - b(\tilde{u}_{h}^{n+1}, \eta_{u}^{n+1}, A_{u, h}^{n+1}) + b(\tilde{u}_{h}^{n+1}, \eta_{u}^{n+1}, A_{u, h}^{n+1}) \]

\[ = b(e_u^n, u^{n+1}, A_{u, h}^{n+1}) + b(u^n, u^{n+1}, A_{u, h}^{n+1}). \]

Inserting these, Equation 3.16 becomes

\[ ||A_{u, h}^{n+1}||_{L^2}^2 = ||A_{u, h}^n||_{L^2}^2 + ||A_{u, h}^{n+1} - A_{u, h}^n||_{L^2}^2 + 2 \Delta t ||\nabla A_{u, h}^{n+1}||_{L^2}^2 \]

\[ = 2 \left( \eta_{u}^{n+1} - \eta_{u}^n, A_{u, h}^{n+1} \right) + 2 \nu \Delta t \left( \nabla \eta_{u}^{n+1}, \nabla A_{u, h}^{n+1} \right) + 2 \Delta t \left( b(e_u^n, u^{n+1}, A_{u, h}^{n+1}) + b(u^n - \tilde{u}_{n+1}, \eta_{u}^{n+1}, A_{u, h}^{n+1}) \right) \]

\[ + 2 \Delta t b(\tilde{u}_{h}^{n+1}, \eta_{u}^{n+1}, A_{u, h}^{n+1}) - 2 \Delta t \left( \rho^{n+1} - q_h, \nabla \cdot A_{u, h}^{n+1} \right) + 2 \Delta t E_1(u, \theta, A_{u, h}^{n+1}). \]  

(3.18)

Using similar ideas for the nonlinear terms in Equation 3.17 yields

\[ ||A_{\theta, h}^{n+1}||_{L^2}^2 = ||A_{\theta, h}^n||_{L^2}^2 + ||A_{\theta, h}^{n+1} - A_{\theta, h}^n||_{L^2}^2 + 2 \Delta t ||\nabla A_{\theta, h}^{n+1}||_{L^2}^2 \]

\[ = 2 \left( \eta_{\theta}^{n+1} - \eta_{\theta}^n, A_{\theta, h}^{n+1} \right) + 2 \Delta t \left( \nabla \eta_{\theta}^{n+1}, \nabla A_{\theta, h}^{n+1} \right) + 2 \Delta t \left( b^*(e_u^n, \theta^{n+1}, A_{\theta, h}^{n+1}) + b^*(u^n - \tilde{u}_{n+1}, \theta_{\theta}^{n+1}, A_{\theta, h}^{n+1}) + b^*(\tilde{u}_{h}^{n+1}, \eta_{\theta}^{n+1}, A_{\theta, h}^{n+1}) \right) \]

\[ + 2 \Delta t E_2(u, \theta, A_{\theta, h}^{n+1}). \]  

(3.19)

**Step 2: The estimation of the right hand side terms of error equations**

We note that right hand side terms of Equation 3.17, 3.19 are bounded in a similar way. Therefore, we only give estimates of the right hand side terms for Equation 3.18. To bound the first term in 3.18, one can apply the estimate of the dual pairing, and Young’s inequality while for the second one, the Cauchy-Schwarz and Young’s inequalities:

\[ 2 \left( \eta_{\theta}^{n+1} - \eta_{\theta}^n, A_{\theta, h}^{n+1} \right) \leq \frac{1}{\varepsilon_1} \left\| \eta_{\theta} \right\|_{L^2}^2 + \varepsilon_1 \Delta t \left\| \nabla A_{\theta, h}^{n+1} \right\|_{L^2}^2, \]

\[ 2 \nu \Delta t \left( \nabla \eta_{\theta}^{n+1}, \nabla A_{\theta, h}^{n+1} \right) \leq \frac{\nu \Delta t}{\varepsilon_2} \left\| \nabla \eta_{\theta} \right\|_{L^2}^2 + \varepsilon_2 \nu \Delta t \left\| \nabla A_{\theta, h}^{n+1} \right\|_{L^2}^2. \]

For the first non linear term, we first use the error decomposition

\[ 2 \Delta t b(e_u^n, u^{n+1}, A_{u, h}^{n+1}) = 2 \Delta t b(u^n, u^{n+1}, A_{u, h}^{n+1}) - 2 \Delta t b(\phi_h^n, u^{n+1}, A_{u, h}^{n+1}). \]
For the first term, apply the second estimate of Lemma 2.1 together with the Young’s inequality to obtain

$$2 \Delta t b(\eta^n, u^{n+1}, A^{n+1}_{a,h}) \leq 2 C \Delta t \sqrt{\| \eta^n \|_{L^2} \| \nabla \eta^n \|_{L^2} \| \nabla u^{n+1} \|_{L^2} \| \nabla A^{n+1}_{a,h} \|_{L^2}}$$

$$\leq \frac{C \Delta t}{\varepsilon_3} \| \nabla u^{n+1} \|_{L^2} \| \nabla \eta^n \|_{L^2} \| \nabla u^{n+1} \|_{L^2} + \varepsilon_3 \Delta t \| \nabla A^{n+1}_{a,h} \|_{L^2}^2.$$ 

The second term is first expanded by using the definition of $b(\cdot, \cdot, \cdot)$, and then it is applied the Hölder inequality with $L^3 - L^2 - L^6$ on the first and $L^2 - L^\infty - L^2$ on the second, and the Sobolev embedding theorem together with the Poincare and Young’s inequalities:

$$2 \Delta t b(\phi^n_{a,h}, u^{n+1}, A^{n+1}_{a,h}) = 2 \Delta t \left( \left( \phi^n_{a,h} \cdot \nabla u^{n+1}, A^{n+1}_{a,h} \right) + \frac{1}{2} \left( (\nabla \cdot \phi^n_{a,h}) u^{n+1}, A^{n+1}_{a,h} \right) \right)$$

$$\leq 2 \Delta t \| \phi^n_{a,h} \|_{L^2} \| \nabla u^{n+1} \|_{L^2} \| A^{n+1}_{a,h} \|_{L^6} + \Delta t \| \nabla \cdot \phi^n_{a,h} \|_{L^2} \| u^{n+1} \|_{L^\infty} \| A^{n+1}_{a,h} \|_{L^2}$$

$$\leq 2 C \Delta t \| \phi^n_{a,h} \|_{L^2} \| \nabla u^{n+1} \|_{L^2} \| A^{n+1}_{a,h} \|_{L^6} + C \Delta t \| \nabla \cdot \phi^n_{a,h} \|_{L^2} \| u^{n+1} \|_{L^\infty} \| A^{n+1}_{a,h} \|_{L^2}$$

$$\leq \frac{C \Delta t}{\varepsilon_4} \| \nabla u^{n+1} \|_{L^2}^2 \| \phi^n_{a,h} \|_{L^2} + \frac{C \varepsilon_4}{2 \varepsilon_5} \| u^{n+1} \|_{L^2}^2 \| \nabla \cdot \phi^n_{a,h} \|_{L^2}^2 + (\varepsilon_4 + \varepsilon_5/2) \Delta t \| \nabla A^{n+1}_{a,h} \|_{L^2}^2.$$ 

For $b(u^n, \tilde{u}_h^{n+1}, \eta^n, A^{n+1}_{a,h})$, we apply Lemma 2.1 together with the inverse inequality, and for $b(\tilde{u}_h^{n+1}, \eta^n, A^{n+1}_{a,h})$ Lemma 2.1 to get

$$2 \Delta t b(u^n - \tilde{u}_h^{n+1}, \eta^n, A^{n+1}_{a,h}) \leq 2 C \Delta t \sqrt{\| u^n - \tilde{u}_h^{n+1} \|_{L^2} \| \Delta (u^n - \tilde{u}_h^{n+1}) \|_{L^2} \| \nabla \eta^n \|_{L^2} \| \nabla A^{n+1}_{a,h} \|_{L^2}}$$

$$\leq 2 C \Delta t h^{-1/2} \| u^n - \tilde{u}_h^{n+1} \|_{L^2} \| \nabla \eta^n \|_{L^2} \| \nabla A^{n+1}_{a,h} \|_{L^2}$$

$$\leq \frac{C \Delta t h^{-1}}{\varepsilon_6} \| u^n - \tilde{u}_h^{n+1} \|_{L^2}^2 \| \nabla \eta^n \|_{L^2}^2 + \varepsilon_6 \Delta t \| \nabla A^{n+1}_{a,h} \|_{L^2}^2.$$ 

$$2 \Delta t b(\tilde{u}_h^{n+1}, \eta^n, A^{n+1}_{a,h}) \leq 2 C \Delta t \| \nabla u^{n+1} \|_{L^2} \| \nabla \eta^n \|_{L^2} \| \nabla A^{n+1}_{a,h} \|_{L^2}$$

$$\leq \frac{C \Delta t}{\varepsilon_7} \| \nabla \eta^n \|_{L^2} \| \nabla \eta^n \|_{L^2}^2 + \varepsilon_7 \Delta t \| \nabla A^{n+1}_{a,h} \|_{L^2}^2.$$ 

To bound the last two terms, one can apply the Cauchy-Schwarz and Young’s inequalities to get: for any $q_h \in Q_h$,

$$2 \Delta t \left( p^{n+1} - q_h, \nabla \cdot A^{n+1}_{a,h} \right) \leq 2 \Delta t \| p^{n+1} - q_h \|_{L^2} \| \Delta A^{n+1}_{a,h} \|_{L^2}$$

$$\leq \frac{\Delta t}{\varepsilon_8} \inf_{q_h \in Q_h} \| p^{n+1} - q_h \|_{L^2}^2 + \varepsilon_8 \Delta t \| \Delta A^{n+1}_{a,h} \|_{L^2}^2,$$

and

$$2 \Delta t R_i(0, \theta \beta) A^{n+1}_{a,h} \leq 2 \Delta t \left( R_i \left( \| \eta_0^n \|_{L^2} + \| \eta_0^n \|_{L^2} \right) C \| \nabla A^{n+1}_{a,h} \|_{L^2} \right)$$

$$\leq \frac{2C^2 R_i^2 \Delta t}{\varepsilon_9} \left( \| \eta_0^n \|_{L^2}^2 + \| \eta_0^n \|_{L^2}^2 \right) + \varepsilon_9 \Delta t \| \Delta A^{n+1}_{a,h} \|_{L^2}^2.$$ 

We now bound the terms of $E_1(u, \theta, A^{n+1}_{a,h})$, and note that the estimation of $E_2(u, \theta, \chi_h)$ proceeds in a similar way. First apply Taylor’s Theorem with integral remainder term in the first argument of each term of $E_1(u, \theta, v_h)$. Then use Lemma 2.1, the Young’s inequality for the first and second terms, and the Cauchy-Schwarz, the Poincare and the Young’s inequalities for the last term which produce

$$b(u^{n+1} - u^n, u^{n+1}, A^{n+1}_{a,h}) \leq C \Delta t^{1/2} \| \nabla u_t \|_{L^2(t^n,t^{n+1};L^2(\Omega))} \| \nabla u^{n+1} \|_{L^2} \| \nabla A^{n+1}_{a,h} \|_{L^2}$$

$$\leq \frac{C \Delta t}{\varepsilon_1} \| \nabla u_t \|_{L^2(t^n,t^{n+1};L^2(\Omega))} \| \nabla u^{n+1} \|_{L^2}^2 + \varepsilon_1 \| \nabla A^{n+1}_{a,h} \|_{L^2}^2.$$
and

\[ R_t \left( \langle 0, \theta^{n+1} - \theta^n \rangle, A_{n+1}^{\Delta} \right) \leq C_P R_t \left\| \theta^{n+1} - \theta^n \right\|_{L^2} \left\| \nabla A_{n+1}^{\Delta} \right\|_{L^2} \]
\[ \leq \frac{C_P^2 R_t^2 \Delta t}{\varepsilon_2^2} \left\| \theta_t \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 + \varepsilon_2^2 \left\| \nabla A_{n+1}^{\Delta} \right\|_{L^2}^2, \]

\[ \left( u_n^{n+1} - \frac{u_n^{n+1} - u_n^n}{\Delta t}, A_{n+1}^{\Delta} \right) \leq C_P \Delta t^{1/2} \left\| u_{tt} \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))} \left\| \nabla A_{n+1}^{\Delta} \right\|_{L^2} \]
\[ \leq \frac{C_P^2 \Delta t}{\varepsilon_3^2} \left\| u_{tt} \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 + \varepsilon_3 \left\| \nabla A_{n+1}^{\Delta} \right\|_{L^2}^2. \]

Inserting these estimates gives

\[ E_1(u, \theta, A_{n+1}^{\Delta}) \leq C_P^2 \Delta t \left( \frac{R_t^2}{\varepsilon_2^2} \left\| \theta_t \right\|_{L^2}^2 + \frac{1}{\varepsilon_3^2} \left\| u_{tt} \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 \right) + C \Delta t \left( \frac{1}{\varepsilon_1} \left\| \nabla u^{n+1} \right\|_{L^2}^2 \left\| \nabla u \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 \right) \]
\[ + (\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2) \left\| \nabla A_{n+1}^{\Delta} \right\|_{L^2}^2. \]

**Step 3: The application of the Gronwall Lemma**

Insert these estimates, and use Lemma [3.3] Choosing appropriate values of \( \varepsilon_i, i = 1, \ldots, 13, \) and \( \varepsilon_i^*, i = 1, \ldots, 6, \) produces

\[ \left\| \phi_n^{n+1} \right\|_{L^2}^2 - \left\| \phi_{n+1}^{n} \right\|_{L^2}^2 + \beta \left( \left\| \nabla \cdot \phi_n^{n+1} \right\|_{L^2}^2 - \left\| \nabla \cdot \phi_n^{n} \right\|_{L^2}^2 \right) + \left\| A_n^{n+1} \right\|_{L^2}^2 - \left\| A_n^{n} \right\|_{L^2}^2 + \left\| A_{n+1}^{\Delta} \right\|_{L^2}^2 - \left\| A_{n}^{\Delta} \right\|_{L^2}^2 \]
\[ \leq C \nu^{-1} \left( \left\| \eta_{n+1}^{n+1} \right\|_{L^2(t_n, t_{n+1}; H^{-1}(\Omega))}^2 + \Delta t (C \nu + \gamma) \left\| \nabla \eta_n^{n+1} \right\|_{L^2}^2 + C \nu^{-1} \Delta t \left\| \nabla u^{n+1} \right\|_{L^2}^2 \right) + C \nu^{-1} \Delta t \left\| \nabla \eta_n^{n+1} \right\|_{L^2}^2 \]
\[ + C \nu^{-1} \Delta t \left( \left\| \phi_n^{n+1} \right\|_{L^2}^2 - \left\| \phi_n^{n} \right\|_{L^2}^2 + \beta \Delta t \left( C \nu^{-1} \left\| u^{n+1} \right\|_{L^2}^2 \right) \right) \]
\[ + C \nu^{-1} h^{-1} \Delta t \left\| \phi_n^{n+1} \right\|_{L^2}^2 \left\| \nabla \eta_n^{n+1} \right\|_{L^2}^2 + C \nu^{-1} \Delta t \left\| \nabla \eta_n^{n+1} \right\|_{L^2}^2 \left\| \nabla \eta_n^{n+1} \right\|_{L^2}^2 + C \nu^{-1} \Delta t \inf_{q_n \in Q_n} \left\| p^{n+1} - q_n \right\|_{L^2}^2 \]
\[ + C \nu^{-1} \Delta t \left( \left\| \eta_n^{n+1} \right\|_{L^2}^2 + \left\| A_n^{n+1} \right\|_{L^2}^2 \right) + \beta (1 + 2 \Delta t) \left\| \nabla \eta_n \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 \]
\[ + C \nu^{-1} \Delta t \left( \left\| u_{tt} \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 + \left\| \theta_t \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 \right) + \left\| \nabla u^{n+1} \right\|_{L^2}^2 \left\| \nabla u \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 \right). \]  \( (3.20) \)

Applying similar ideas to [3.19]

\[ \left\| \Lambda_{n+1}^{\Delta} \right\|_{L^2}^2 - \left\| \Lambda_n^{\Delta} \right\|_{L^2}^2 + 2 \Delta t \left\| \nabla \Lambda_n^{\Delta} \right\|_{L^2}^2 \]
\[ \leq C \kappa \Delta t \left\| \nabla \eta_n^{n+1} \right\|_{L^2}^2 + C \kappa^{-1} \Delta t \left( \left\| \eta_{n+1}^{n+1} \right\|_{L^2(t_n, t_{n+1}; H^{-1}(\Omega))}^2 + \left\| \nabla \theta^{n+1} \right\|_{L^2}^2 \left\| \eta_n^{n+1} \right\|_{L^2}^2 \right) \]
\[ + \left( \left\| \nabla \theta^{n+1} \right\|_{L^2}^2 + \left\| \theta_t \right\|_{L^2}^2 \right) \left\| \phi_n^{n+1} \right\|_{L^2}^2 + h^{-1} \left\| u_{tt} - \phi_n^{n+1} \right\|_{L^2}^2 \left\| \nabla \eta_{n+1} \right\|_{L^2}^2 + \left\| \nabla u_{tt} \right\|_{L^2}^2 \left\| \nabla \eta_{n+1} \right\|_{L^2}^2 \right) \]
\[ + C \kappa^{-1} \Delta t \left( \left\| \theta_t \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 + \left\| \nabla u^{n+1} \right\|_{L^2}^2 \left\| \nabla u \right\|_{L^2(t_n, t_{n+1}; L^2(\Omega))}^2 \right). \]  \( (3.21) \)

Drop the non-negative the fourth, fifth, sixth left hand side terms of \( (3.20) \) and \( (3.21), \) use the regularity
assumptions on Boussinesq solution, and sum over time steps. This produces

\[ \|\phi_{\alpha,h}^N\|_{L^2}^2 + \beta\|\nabla \cdot \phi_{\alpha,h}^N\|_{L^2}^2 + \Delta t \sum_{n=0}^{N-1} \left( \gamma \|\nabla \cdot \phi_{\alpha,h}^{n+1}\|_{L^2}^2 + \nu\|\nabla A_{\alpha,h}^{n+1}\|_{L^2}^2 \right) \]

\[ \leq \Delta t \sum_{n=0}^{N-1} \left[ C\nu^{-1}\|\nabla u^{n+1}\|_{L^2}^2 \phi_{\alpha,h}^N\|_{L^2}^2 + \beta \left( \nu^{-1} \beta^{-1}\|u^{n+1}\|_{L^\infty} + 1 \right) \|\nabla \cdot \phi_{\alpha,h}^N\|_{L^2}^2 \right. \]

\[ + \kappa^{-1} \left( \|\nabla \theta^{n+1}\|_{L^2}^2 + \|\theta^{n+1}\|_{L^\infty}^2 \right) \|\phi_{\alpha,h}^N\|_{L^2}^2 \]

\[ + \Delta t \sum_{n=0}^{N-1} C\nu^{-1} \left( h^{-1}\|u_h^n - \bar{u}_h^n\|_{L^2}^2 \|
abla \eta_{\alpha,k}^{n+1}\|_{L^2}^2 + \|\nabla \eta_{\alpha,k}^{n+1}\|_{L^2}^2 \right) + \|\phi_{\alpha,h}^N\|_{L^2}^2 + \beta\|\nabla \cdot \phi_{\alpha,h}^N\|_{L^2}^2 \]

\[ + C \left[ \nu^{-1} h^{2k+2} + (\nu + \gamma) h^{2k} + \nu^{-1} h^{2k} + \beta (1 + 2 \Delta t) h^{2k} + \nu^{-1} \Delta t^2 \right], \]

(3.22)

and

\[ \|A_{\theta,h}^N\|_{L^2}^2 + \kappa \Delta t \sum_{n=0}^{N-1} \|\nabla A_{\theta,h}^{n+1}\|_{L^2}^2 \leq \Delta t \sum_{n=0}^{N-1} \kappa^{-1} \left( \|\nabla \theta^{n+1}\|_{L^2}^2 + \|\theta^{n+1}\|_{L^\infty}^2 \right) \|\phi_{\alpha,h}^N\|_{L^2}^2 \]

\[ + \Delta t \sum_{n=0}^{N-1} C\nu^{-1} \left( \|\nabla \theta^{n+1}\|_{L^2}^2 \|\nabla \eta_{\theta}^{n+1}\|_{L^2}^2 + h^{-1}\|u_h^n - \bar{u}_h^n\|_{L^2}^2 \|
abla \eta_{\theta}^{n+1}\|_{L^2}^2 + \|\nabla \eta_{\theta}^{n+1}\|_{L^2}^2 \right) \]

\[ + C \kappa^{-1} \left( h^{2k+2} + \Delta t h^{2k-1} + h^{2k} + \Delta t^2 \right) + \|A_{\theta,h}^N\|_{L^2}^2. \]  

(3.23)

Add (3.23) to (3.22), and notice that \(\phi_{\alpha,h}^0 = 0, A_{\theta,h}^0 = 0\). Then apply discrete Gronwall Lemma which yields:

\[ \|\phi_{\alpha,h}^N\|_{L^2}^2 + \beta\|\nabla \cdot \phi_{\alpha,h}^N\|_{L^2}^2 + \|A_{\theta,h}^N\|_{L^2}^2 + \gamma\|\nabla \cdot \phi_{\alpha,h}\|_{H^2_0}^2 + \nu\|\nabla A_{\alpha,h}\|_{H^2_0}^2 + \kappa\|\nabla A_{\theta,h}\|_{H^2_0}^2 \]

\[ \leq C \left[ (\nu^{-1} + \kappa^{-1}) h^{2k+2} + (\nu + \gamma + \kappa) h^{2k} + (\nu^{-1} + \kappa^{-1}) \Delta t h^{2k-1} + \beta (1 + 2 \Delta t) h^{2k} + (\nu^{-1} + \kappa^{-1}) \Delta t^2 \right]. \]

(3.24)

**Step 4: The completion of the proof**

The application of the triangle inequality to all error terms gives

\[ \|e_{\alpha}^N\|_{L^2}^2 + \beta\|\nabla \cdot e_{\alpha}^N\|_{L^2}^2 + \|A_{\theta}^N\|_{L^2}^2 + \gamma\|\nabla \cdot e_{\alpha}\|_{H^2_0}^2 + \nu\|\nabla e_{\alpha}\|_{H^2_0}^2 + \kappa\|\nabla e_{\theta}\|_{H^2_0}^2 \]

\[ \leq 2 \left( \|e_{\alpha}^N\|_{L^2}^2 + \|e_{\theta}^N\|_{L^2}^2 + \beta\|\nabla \cdot \eta_{\alpha}\|_{L^2}^2 + \gamma\|\nabla \cdot \eta_{\alpha}\|_{H^2_0}^2 + \nu\|\nabla \eta_{\alpha}\|_{H^2_0}^2 + \kappa\|\nabla \eta_{\theta}\|_{H^2_0}^2 \right) \]

\[ + 2 \left( \|\phi_{\alpha,h}^N\|_{L^2}^2 + \|A_{\theta,h}^N\|_{L^2}^2 + \beta\|\nabla \cdot \phi_{\alpha,h}^N\|_{L^2}^2 + \gamma\|\nabla \cdot \phi_{\alpha,h}\|_{H^2_0}^2 + \nu\|\nabla \phi_{\alpha,h}\|_{H^2_0}^2 + \kappa\|\nabla \phi_{\theta,h}\|_{H^2_0}^2 \right). \]

Finally, using the regularity assumptions on the Boussinesq solutions, approximation properties, and estimate (3.24) finishes the proof.

**Numerical Experiments**

This section presents two numerical experiments to test the predicted convergence rates of the previous section, and illustrate the reliability of Algorithm [3.1] All tests are implemented using FreeFem++ [20].
3.2.1 Convergence Rate Verification

With the use of the finite element spaces $(P_2, P_1, P_2)$ for the velocity/pressure/temperature, respectively, Theorem 3.1 concludes the second order convergence in space provided $\Delta t \leq h$. To verify that, we choose a test problem which has solution

$$u(x, t) := (e^t \cos(\pi(y-t)), e^t \sin(\pi(x+t))), \quad p(x, t) := \sin(x+y)(1+t^2),$$

on the unit square $(0,1)^2$ with $\nu = 1$, $Ri = 1$, $\kappa = 1$, and stabilization parameters $\gamma = 1.0$ and $\beta = 1.0$. The forcing terms $f, \Psi$ are calculated from $u, p, \theta$ and the Boussinesq equations. Then, we compute solutions to Algorithm 3.1 on a series of refined mesh by choosing an end time $T = 0.001$ and time step $\Delta t = 0.0001$. The results are presented in Table 1 and are consistent with our theoretical findings for convergence rates. We next test the predicted temporal rates using the same test problem. We run our method on a fixed mesh with mesh size $h = 1/64$ with a series of timesteps. The computed errors and rates are presented in Table 2. Again we observe the predicted optimal rates. Note that the divergence error is always small here, due to the finer mesh and the stabilization. Since this error is already as small as linear solver error, we do not expect convergence rates (as it has already converged).

| $h$ | $\|u - u_h\|_{\infty,0}$ Rate | $\|\nabla \cdot (u - u_h)\|_{\infty,0}$ Rate | $\|\nabla \cdot (u - u_h)\|_{l_2,0}$ Rate | $\|\nabla (u - u_h)\|_{l_2,0}$ Rate |
|-----|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 1/4  | $1.9986e-2$ | $1.9001e-5$ | $1.1898e-4$ | $2.996e-3$ |
| 1/8  | $2.5844e-3$ | $2.9618$ | $5.5915e-6$ | $3.4854e-8$ |
| 1/16 | $2.2297e-4$ | $2.2994$ | $1.2480e-6$ | $7.7778e-9$ |
| 1/32 | $4.0400e-5$ | $2.9976$ | $2.8658e-7$ | $1.7864e-9$ |
| 1/64 | $5.0521e-6$ | $2.9994$ | $6.0716e-8$ | $3.8071e-10$ |

| $\Delta t$ | $\|u - u_h\|_{\infty,0}$ Rate | $\|\nabla \cdot (u - u_h)\|_{\infty,0}$ Rate | $\|\nabla \cdot (u - u_h)\|_{l_2,0}$ Rate | $\|\nabla (u - u_h)\|_{l_2,0}$ Rate |
|------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 1/4        | $4.1914e-2$ | $3.3454e-8$ | $2.1720e-8$ | $2.4817e-1$ |
| 1/8        | $2.7726e-2$ | $0.5962$ | $3.6204e-8$ | $2.1113e-8$ |
| 1/16       | $1.5418e-2$ | $0.8467$ | $4.3557e-8$ | $2.5392e-8$ |
| 1/32       | $8.0705e-3$ | $0.9339$ | $6.3380e-8$ | $3.8401e-8$ |
| 1/64       | $4.1217e-3$ | $0.9694$ | $1.0736e-8$ | $6.4390e-8$ |

3.2.2 Marsigli Experiment

This numerical experiment tests the proposed algorithm and reveals its effectiveness on a physical situation, which was described by Marsigli in 1681. This physical situation demonstrates that when two fluids with different densities meet, a motion driven by the gravitational force is created: the fluid with higher density rises over the lower one. Since the density differences can be modelled by the temperature differences with the help of the Boussinesq approximation, this physical problem is modelled by the incompressible Boussinesq system (3.1) studied herein.

In the problem set-up, we follow the paper [33] of H. Johnston et al. The flow region taken is an insulated box $[0, 8] \times [0, 1]$ divided at $x = 4$. The initial velocity is taken to be zero since the flow is at rest, and the initial temperature on the left hand side of the box is $\theta_0 = 1.5$, and on the right hand side $\theta_0 = 1.0$. The dimensionless flow parameters are set to be $Re = 1,000$, $Ri = 4$, $Pr = 1$, and the flow starts from rest. The first results we present are the direct numerical simulations (DNS) of the Boussinesq equations. We use finite element spaces $(P_2, P_1, P_2)$ for the velocity/pressure/temperature, respectively, on a finer, unstructured mesh, which provides 135,642 velocity dof, 17,111 pressure dof and 67,821 temperature dof. All solutions are computed at $T = 2.48$, taking a time step $\Delta t = 0.025$. Our goal is to compare our scheme with the BE-FE method (i.e. no stabilization), and standard grad-div method with stabilization parameter 1.0 on this physical problem on coarser meshes then is required by a DNS. In order to realize this aim, these three schemes
are solved on the same moderately fine mesh, which gives 26,082 velocity dof, 3,321 pressure dof and 13,041 temperature dof. We imposed homogeneous Dirichlet boundary conditions for the velocity and the adiabatic boundary condition for the temperature, and used \((P_2, P_1, P_2)\) for the velocity/pressure/temperature finite element spaces, respectively. All solutions are calculated at \(T = 2, 4, 8\) taking a time step \(\Delta t = 0.025\) with the same flow parameters as the DNS. The results are presented in Figures 2, 3 and 4. It can be clearly seen that the modular grad-div method catches very well the flow pattern and temperature distribution of the DNS at each time level. Also it gives very similar results to the standard grad-div method (with parameter 1.0) at each time level. However, the non-stabilized solution creates very poor solutions, and significant oscillations build in temperature and velocity as time progresses.

**Figure 1:** The resolved temperature contours and velocity streamlines, from a fine mesh computation at end times \(T = 2, 4, 8\) with \(\Delta t = 0.025\), \(Re = 1,000\), \(Pr = 1\), and \(Ri = 4\).
**Figure 2:** The temperature contours and velocity streamlines of BE-FEM (no-stabilization), the usual grad-div, and the modular grad-div, respectively, from a coarse mesh computation at $T = 2$ with $\Delta t = 0.025$, $Re = 1,000$, $Pr = 1$, and $Ri = 4$. 
Figure 3: The temperature contours and velocity streamlines of BE-FEM (no-stabilization), the usual grad-div, and the modular grad-div, respectively, from a coarse mesh computation at $T = 4$ with $\Delta t = 0.025$, $Re = 1,000$, $Pr = 1$, and $Ri = 4$.

4 Second order modular grad-div stabilization for MHD equations

This section considers second order modular grad-div stabilization applied to magnetohydrodynamic (MHD) flows discretizations. The governing system of evolution equations we consider is \cite{26, 3}:

\begin{align*}
\mathbf{u}_t - \nu \Delta \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} - s(\mathbf{B} \cdot \nabla) \mathbf{B} + \nabla P &= \mathbf{f}, \\
\nabla \cdot \mathbf{u} &= 0, \\
\mathbf{B}_t - \nu_m \Delta \mathbf{B} + (\mathbf{u} \cdot \nabla) \mathbf{B} - (\mathbf{B} \cdot \nabla) \mathbf{u} - \nabla \lambda &= \nabla \times \mathbf{g}, \\
\nabla \cdot \mathbf{B} &= 0, \tag{4.1}
\end{align*}
Figure 4: The temperature contours and velocity streamlines of BE-FEM (no-stabilization), the usual grad-div, and the modular grad-div, respectively, from a coarse mesh computation at $T = 8$ with $\Delta t = 0.025$, $Re = 1,000$, $Pr = 1$, and $Ri = 4$. 

in $\Omega \times (0, T)$, where $\Omega$ is the domain of the fluid, $\mathbf{u} := (u_1(x, t), u_2(x, t), u_3(x, t))$ is the velocity of the fluid, $P := p(x, t) + \frac{1}{2} |u(t^n)|^2$ is the Bernoulli pressure where $p(x, t)$ is the pressure, $\mathbf{B} := (B_1(x, t), B_2(x, t), B_3(x, t))$ is the magnetic field, and $\lambda$ is a Lagrange multiplier corresponding to the solenoidal constraint on the magnetic field. Moreover, $\nu$ is the kinematic viscosity, $s$ is the coupling number and $\nu_m$ is the magnetic resistivity, $\mathbf{f}$ is the body force, and $\nabla \times \mathbf{g}$ is the forcing on the magnetic field. The physical principles governing such flows are that when an electrically conducting fluid moves in a magnetic field, the magnetic field induces currents in the fluid, which in turn creates forces on the fluid and also changes the magnetic field. In recent
years, the study of MHD flows has become important due to applications in, e.g. astrophysics and geophysics [22, 11, 13, 10, 9, 2, 1, 39], liquid metal cooling of nuclear reactors [1, 19, 43], and process metallurgy [8].

We note that the first order modular grad-div method (MGD) with backward-Euler time discretization for MHD was considered in [34], where MHD equations are expressed with different formulations. In that paper, the authors provide the stability and convergence analysis of the algorithm, and test it on a classical benchmark problem, Hartmann flow. We improve on these results herein in two ways, first by considering the second order modular grad-div step with linearly extrapolated BDF2 method for approximating the MHD model. Second, since one advantage of the classical grad-div stabilization is to reduce the negative effect of the pressure on the velocity error, we focus on our numerical experiments whether the MGD method has similar effect or not, which is not considered in the recent paper [34]. Our experiments reveal that the modular grad-div stabilization penalizes the divergence stronger than the usual grad-div-stabilization.

The proposed algorithm consists of two decoupled steps at each time level as in the Boussinesq case. The first step approximates the MHD equations using BDF2LE temporal, and finite element spatial discretization. The second step consists of two second order modular grad-div stabilizations: one is for the velocity, and the other for the magnetic field. The algorithm is given below:

**Algorithm 4.1.** Let forcing terms \( f, \nabla \times g \) and initial conditions \( u^n_0, B^n_0 \) be given. Choose an end time \( T \) and a time step \( \Delta t \) such that \( T = N \Delta t \). Denote the discrete solutions at time levels \( t^n := n \Delta t, \ n = 0, 1, 2, ..., N \), by

\[
\begin{align*}
u^n_h &:= u^n_h(t^n), \quad B^n_h := B^n_h(t^n), \quad p^n_h := p^n_h(t^n), \quad \lambda^n_h := \lambda^n_h(t^n).
\end{align*}
\]

For all \( n = 0, 1, ..., N - 1 \), find \( (u^{n+1}_h, p^{n+1}_h, B^{n+1}_h, \lambda^{n+1}_h) \) via the following two steps:

**Step 1:** Given \( (u^n_h, B^n_h) \in X_h \times X_h \), find \( (\tilde{u}^{n+1}_h, \tilde{p}^{n+1}_h, \tilde{B}^{n+1}_h, \tilde{\lambda}^{n+1}_h) \in X_h \times Q_h \times X_h \times Q_h \) such that for all \( (v_h, q_h, w_h, r_h) \in X_h \times Q_h \times X_h \times Q_h \) it holds

\[
\begin{align*}
\left( 3\tilde{u}^{n+1}_h - 4u^n_h + u^{n-1}_h, v_h \right) + \nu \left( \nabla \tilde{u}^{n+1}_h, \nabla v_h \right) + b \left( 2u^n_h - u^{n-1}_h, \tilde{u}^{n+1}_h, v_h \right) & \quad (4.2) \\
- sb \left( 2B^n_h - B^{n-1}_h, \tilde{B}^{n+1}_h, v_h \right) - (p^{n+1}_h, \nabla \cdot v_h) &= (f^{n+1}, v_h), \\
(\nabla \cdot \tilde{u}^{n+1}_h, q_h) &= 0, \quad (4.3)
\end{align*}
\]

\[
\begin{align*}
\left( 3B^{n+1}_h - 4B^n_h + B^{n-1}_h, w_h \right) + \nu_m \left( \nabla B^{n+1}_h, \nabla w_h \right) + b \left( 2u^n_h - u^{n-1}_h, \tilde{B}^{n+1}_h, w_h \right) & \quad (4.4) \\
- b \left( 2B^n_h - u^{n-1}_h, \tilde{B}^{n+1}_h, w_h \right) + (\lambda^{n+1}_h, \nabla \cdot w_h) &= \left( \nabla \cdot g^{n+1}, w_h \right), \\
(\nabla \cdot \tilde{B}^{n+1}_h, r_h) &= 0. \quad (4.5)
\end{align*}
\]

**Step 2:** For \( (\tilde{u}^{n+1}_h, \tilde{B}^{n+1}_h) \in X_h \times X_h \), find \( (u^{n+1}_h, B^{n+1}_h) \in X_h \times X_h \) such that for all \( (v_h, w_h) \in X_h \times X_h \) it holds

\[
\begin{align*}
\left( 3u^{n+1}_h - 3u^{n-1}_h, v_h \right) + \beta \left( \nabla \cdot \left( 3u^{n+1}_h - 3u^{n-1}_h, \nabla \cdot v_h \right) + \gamma (\nabla \cdot u^{n+1}_h, \nabla \cdot v_h) &= 0, \quad (4.6) \\
\left( 3B^{n+1}_h - 3B^{n-1}_h, w_h \right) + \beta \left( \nabla \cdot \left( 3B^{n+1}_h - 3B^{n-1}_h, \nabla \cdot w_h \right) + \gamma (\nabla \cdot B^{n+1}_h, \nabla \cdot w_h) &= 0. \quad (4.7)
\end{align*}
\]

### 4.1 Stability and Convergence Results

We first prove that the method’s solutions are unconditionally stable with respect to time. In the proof, we need the following two lemmas.
Lemma 4.1. Consider the second step of Algorithm 4.1. Then it holds

\[ 3(\|\mathbf{u}^{n+1}_h\|_2^2 - \|\mathbf{u}^{n+1}_h\|_2^2 - \|\mathbf{u}^{n+1}_h - \mathbf{u}^{n+1}_h\|_2^2) \]
\[ = \beta \left( \| \nabla \cdot \mathbf{u}^{n+1}_h \|^2 - \| \nabla \cdot \mathbf{u}^{n+1}_h \|^2 + \| \nabla \cdot (2\mathbf{u}^{n+1}_h - \mathbf{u}^{n+1}_h) \|^2 - \| \nabla \cdot (2\mathbf{u}^{n+1}_h - \mathbf{u}^{n-1}_h) \|^2 \right) \]
\[ + \beta \| \nabla \cdot (\mathbf{u}^{n+1}_h - 2\mathbf{u}^{n+1}_h + \mathbf{u}^{n-1}_h) \|^2 + 4\gamma \Delta t \| \nabla \cdot \mathbf{u}^{n+1}_h \|^2. \]

\[ 3(\|\mathbf{B}^{n+1}_h\|_2^2 - \|\mathbf{B}^{n+1}_h\|_2^2 - \|\mathbf{B}^{n+1}_h - \mathbf{B}^{n+1}_h\|_2^2) \]
\[ = \beta \left( \| \nabla \cdot \mathbf{B}^{n+1}_h \|^2 - \| \nabla \cdot \mathbf{B}^{n+1}_h \|^2 + \| \nabla \cdot (2\mathbf{B}^{n+1}_h - \mathbf{B}^{n+1}_h) \|^2 - \| \nabla \cdot (2\mathbf{B}^{n+1}_h - \mathbf{B}^{n-1}_h) \|^2 \right) \]
\[ + \beta \| \nabla \cdot (\mathbf{B}^{n+1}_h - 2\mathbf{B}^{n+1}_h + \mathbf{B}^{n-1}_h) \|^2 + 4\gamma \Delta t \| \nabla \cdot \mathbf{B}^{n+1}_h \|^2. \]

Proof. Choose \( \mathbf{v}_h = 4\Delta t\mathbf{u}^{n+1}_h \) in (4.7), and \( \mathbf{w}_h = 4\Delta t\mathbf{B}^{n+1}_h \) in (4.7) which produces

\[ 6(\mathbf{u}^{n+1}_h - \mathbf{u}^{n+1}_h, \mathbf{u}^{n+1}_h) + 2\beta (\nabla \cdot (3\mathbf{u}^{n+1}_h - 4\mathbf{u}^{n}_h + \mathbf{u}^{n-1}_h), \nabla \cdot \mathbf{u}^{n+1}_h) + 4\gamma \Delta t \| \nabla \cdot \mathbf{u}^{n+1}_h \|^2 = 0. \] (4.8)
\[ 6(\mathbf{B}^{n+1}_h - \mathbf{B}^{n+1}_h, \mathbf{B}^{n+1}_h) + 2\beta (\nabla \cdot (3\mathbf{B}^{n+1}_h - 4\mathbf{B}^{n}_h + \mathbf{B}^{n-1}_h), \nabla \cdot \mathbf{B}^{n+1}_h) + 4\gamma \Delta t \| \nabla \cdot \mathbf{B}^{n+1}_h \|^2 = 0. \] (4.9)

Then using the algebraic identity \( 2(a - b, a) = a^2 - b^2 + (a - b)^2 \) on the first terms, \( 4(3a - 4b + c, a) = a^2 - b^2 + (2a - b)^2 - (2b - c)^2 + (a - 2b + c)^2 \) on the second terms, and rearranging finishes the proof.

Lemma 4.2. Consider the second step of Algorithm 4.1. Then, it holds

\[ (3\mathbf{u}^{n+1}_h - 4\mathbf{u}^{n+1}_h, \mathbf{u}^{n+1}_h - \mathbf{u}^{n+1}_h) = \frac{\beta}{3} \| \nabla \cdot (3\mathbf{u}^{n+1}_h - 4\mathbf{u}^{n}_h + \mathbf{u}^{n-1}_h) \|^2 \]
\[ + \frac{2\gamma \Delta t}{3} (\nabla \cdot \mathbf{u}^{n+1}_h, \nabla \cdot (3\mathbf{u}^{n+1}_h - 4\mathbf{u}^{n}_h + \mathbf{u}^{n-1}_h)), \]

\[ (3\mathbf{B}^{n+1}_h - 4\mathbf{B}^{n+1}_h, \mathbf{B}^{n+1}_h - \mathbf{B}^{n+1}_h) = \frac{\beta}{3} \| \nabla \cdot (3\mathbf{B}^{n+1}_h - 4\mathbf{B}^{n}_h + \mathbf{B}^{n-1}_h) \|^2 \]
\[ + \frac{2\gamma \Delta t}{3} (\nabla \cdot \mathbf{B}^{n+1}_h, \nabla \cdot (3\mathbf{B}^{n+1}_h - 4\mathbf{B}^{n}_h + \mathbf{B}^{n-1}_h)). \]

Proof. Setting \( \mathbf{v}_h = 3\mathbf{u}^{n+1}_h - 4\mathbf{u}^{n}_h + \mathbf{u}^{n-1}_h \) and \( \mathbf{w}_h = 3\mathbf{B}^{n+1}_h - 4\mathbf{B}^{n}_h + \mathbf{B}^{n-1}_h \), multiplying by \( 2\Delta t/3 \) and rearranging terms gives the desired equality.

Theorem 4.1. Assume that \( f, \nabla \times g \in L^2(0, T; \mathbf{L}^2(\Omega)) \). Then solutions to Algorithm 4.1 satisfy the following: for any \( \Delta t > 0 \)

\[ \| \mathbf{u}^n\|_{2,2}^2 + 2\| \mathbf{u}^n\|_{2,2}^2 + s(\|\mathbf{B}^n\|_{2,2}^2 + 2\|\mathbf{B}^n - \mathbf{B}^{n-1}\|_{2,2}^2) \]
\[ + \left( \beta + \frac{2\gamma \Delta t}{3} \right) \left( \| \nabla \cdot \mathbf{u}^n\|_{2,2}^2 + \| \nabla \cdot (2\mathbf{u}^n - \mathbf{u}^{n-1})\|_{2,2}^2 + s \left( \| \nabla \cdot \mathbf{B}^n\|_{2,2}^2 + \| \nabla \cdot (2\mathbf{B}^n - \mathbf{B}^{n-1})\|_{2,2}^2 \right) \right) \]
\[ + 4\gamma \Delta t \sum_{n=0}^{N-1} \left( \| \nabla \cdot \mathbf{u}^{n+1}_h\|_{2,2}^2 + s \| \nabla \cdot \mathbf{B}^{n+1}_h\|_{2,2}^2 \right) + 2\nu \Delta t \sum_{n=0}^{N-1} \| \nabla \mathbf{B}^{n+1}_h\|_{2,2}^2 + 2\nu \Delta t \sum_{n=0}^{N-1} \| \nabla \mathbf{B}^{n+1}_h\|_{2,2}^2 \]
\[ \leq \| \mathbf{u}^n_x\|_{2,2}^2 + 2\| \mathbf{u}^n\|_{2,2}^2 + s(\|\mathbf{B}^n\|_{2,2}^2 + 2\|\mathbf{B}^n - \mathbf{B}^{n-1}\|_{2,2}^2) \]
\[ + \left( \beta + \frac{2\gamma \Delta t}{3} \right) \left( \| \nabla \cdot \mathbf{u}^n_x\|_{2,2}^2 + \| \nabla \cdot (2\mathbf{u}^n - \mathbf{u}^{n-1})\|_{2,2}^2 + s \left( \| \nabla \cdot \mathbf{B}^n_x\|_{2,2}^2 + \| \nabla \cdot (2\mathbf{B}^n - \mathbf{B}^{n-1})\|_{2,2}^2 \right) \right) \]
\[ + 2\nu \Delta t \sum_{n=0}^{N-1} \| \mathbf{u}^{n+1}_h\|_{2,2}^2 + 2\nu \frac{\Delta t}{2} \sum_{n=0}^{N-1} \| \nabla \times \mathbf{B}^{n+1}_h\|_{-2,1}^2. \]

Proof. Setting \( \mathbf{v}_h = \mathbf{u}^{n+1}_h \) in (4.2), \( \mathbf{v}_h = \mathbf{v}^n \) in (4.3), \( \mathbf{w}_h = \mathbf{B}^{n+1}_h \) in (4.4), \( \mathbf{r}_h = \mathbf{r}_h \) in (4.5) and rewriting.
time derivatives produces
\[
\left(\frac{3\bar{u}_h^{n+1} - 3u_h^n + u_h^{n-1}}{2\Delta t}, \bar{u}_h^{n+1}\right) + \left(\frac{3u_h^{n+1} - 4u_h^n + u_h^{n-1}}{2\Delta t}, \bar{u}_h^{n+1} - u_h^{n+1}\right) + \left(\frac{3u_h^{n+1} - 4u_h^n + u_h^{n-1}}{2\Delta t}, u_h^{n+1}\right)
\]
\[+ \nu |\nabla \bar{u}_h^{n+1}|^2 - sb(2B_h^n - \tilde{B}_h^{n+1}, \bar{u}_h^{n+1}) = (\tau_h, \tilde{u}_h^{n+1}),
\]
\[
\left(\frac{3B_h^{n+1} - 3B_h^n + B_h^{n-1}}{2\Delta t}, \tilde{B}_h^{n+1}\right) + \left(\frac{3B_h^n - 4B_h^{n-1} + B_h^{n-1}}{2\Delta t}, \tilde{B}_h^{n+1} - B_h^{n+1}\right) + \left(\frac{3B_h^n - 4B_h^{n-1} + B_h^{n-1}}{2\Delta t}, B_h^{n+1}\right)
\]
\[+ \nu_m |\nabla \tilde{B}_h^{n+1}|^2 - b(2B_h^n - \tilde{B}_h^{n+1}, \bar{u}_h^{n+1} + \tilde{B}_h^{n+1}) = (\nabla \times g^{n+1}, \tilde{B}_h^{n+1}).
\]

First apply the Cauchy-Schwarz and the Young’s inequalities to the forcing terms. Then use the algebraic identities $2(a + b, a) = a^2 - b^2 + (a - b)^2$, $4(a - b, c, a) = a^2 - b^2 + (2a - b - c)^2$, and multiply by $4\Delta t$. This yields
\[
3(\|\bar{u}_h^{n+1}\|^2 - \|u_h^n\|^2 + \|\bar{u}_h^{n+1} - u_h^{n+1}\|^2) + 2 \left(3u_h^{n+1} - 4u_h^n + u_h^{n-1}, \bar{u}_h^{n+1} - u_h^{n+1}\right)
\]
\[+ 4\nu \Delta t \|\nabla \bar{u}_h^{n+1}\|^2 - 4s\Delta t b(2B_h^n - B_h^{n-1}, \tilde{B}_h^{n+1}, \bar{u}_h^{n+1}) \leq 4\Delta t \left(\frac{\nu_1}{2} \|f^n\|_{L^2} + \frac{\nu_2}{2} \|\nabla \bar{u}_h^{n+1}\|_{L^2}^2\right),
\]
and
\[
3(\|\tilde{B}_h^{n+1}\|^2 - \|B_h^n\|^2 + \|\tilde{B}_h^{n+1} - B_h^{n+1}\|^2) + 2 \left(3B_h^{n+1} - 4B_h^n + B_h^{n-1}, \tilde{B}_h^{n+1} - B_h^{n+1}\right)
\]
\[+ 4\nu_m \Delta t \|\nabla \tilde{B}_h^{n+1}\|^2 - 4s\Delta t b(2B_h^n - B_h^{n-1}, \tilde{B}_h^{n+1}, \bar{B}_h^{n+1}) \leq 4\Delta t \left(\frac{\nu_1}{2} \|\nabla \times g^n\|_{L^2} + \frac{\nu_2}{2} \|\nabla \tilde{B}_h^{n+1}\|_{L^2}^2\right).
\]

Using Lemma 4.1 and Lemma 4.2, and summing over time steps gives the stability bound. We now present the convergence theorem:

**Theorem 4.2.** Let $(u_h^{n+1}, \bar{u}_h^{n+1}, B_h^{n+1}, \tilde{B}_h^{n+1}, \bar{P}_h^{n+1}, \tau_h^{n+1})$ be solution to Algorithm 4.4. Assume that $(X_h, Q_h, Y_h)$ is given by $(P_2, P_1, P_2)$, and true solution $(u, B, p, \lambda)$ to MHD satisfies the regularity assumptions
\[
u, \bar{u}, B, \bar{B}, t \in L^\infty(0, T; H^{k+1}(\Omega)), \quad u_{tt}, B_{tt} \in L^2(0, T; L^2(\Omega)),
\]
\[P, \lambda \in L^2(0, T; L^2(\Omega)).
\]
(4.10)

Then errors satisfy the bound:
\[
\|e_u^n\|_{L^2} + 2e_u^n - e_u^{n-1}\|_{L^2} + s \|e_u^n\|_{L^2} + 2e_u^n - e_u^{n-1}\|_{L^2} + \beta \frac{2\nu \Delta t}{3} \left(\|\nabla \cdot e_u^n\|_{L^2} + \|\nabla \cdot (2e_u^n - e_u^{n-1})\|_{L^2} + s \|\nabla \cdot e_u^n\|_{L^2} + \|\nabla \cdot (2e_u^n - e_u^{n-1})\|_{L^2}\right)
\]
\[+ \gamma \|\nabla \cdot e_u^n\|_{L^2} + s \|\nabla \cdot e_u^n\|_{L^2} + \nu_m \|\nabla e_u^n\|_{L^2} + s \nu_m \|\nabla e_u^n\|_{L^2} \leq C (h^6 + \Delta h^3 + h^4 + \Delta t),
\]
where $C$ is a generic constant independent of the time step and mesh size.

### 4.2 Numerical experiments

This section presents numerical experiments in order to confirm the predicted only if $\Delta t \leq h$ convergence rates of the theory above, and demonstrate the reliability and the effectiveness of the proposed numerical scheme.
4.2.1 Convergence rate verification for 2d test problem

To confirm convergence rates predicted by the theory, analytical solutions are chosen as
\[ \mathbf{u} = (\cos(y), \sin(x))^T, \quad \mathbf{B} = (1 + e^t)(\sin(y), \cos(x))^T, \quad P(x + y) := \sin(x + y), \quad \lambda = 0 \]
on the unit square \((0, 1)^2\) with the dimensionless parameters \(\nu = \nu_m = s = 1.0\), and the stabilization parameters \(\gamma = 1.0 = \beta\). The forcing terms \(\mathbf{f}\) and \(\nabla \times \mathbf{g}\) are calculated from MHD equations. To test the second order convergence rates, both in time and space, we fixed \(t^* = 1.0\) and \(h = 1.0\). Then, we run Algorithm 4.1 with this data, and we tie \(h\) and \(\Delta t\) together via \(h = 2\Delta t\). The results of this simulation are given in Table 3 which are consistent with the theoretical results.

| \(h\) | \(\Delta t\) | \(\|\nabla(u - u_0)\|_{L^2}\) Rate | \(\|\nabla(B - B_0)\|_{L^2}\) Rate |
|---|---|---|---|
| 1/2 | 1/4 | 8.9138e - 3 | - | 2.5728e - 2 | - |
| 1/4 | 1/8 | 2.3041e - 3 | 1.95 | 6.4753e - 3 | 1.99 |
| 1/8 | 1/16 | 5.7460e - 4 | 1.99 | 1.6179e - 3 | 2.00 |
| 1/16 | 1/32 | 1.4410e - 4 | 2.00 | 4.0404e - 4 | 2.00 |
| 1/32 | 1/64 | 3.6177e - 5 | 1.99 | 1.6093e - 4 | 2.00 |

4.2.2 Error comparison for a test problem with smaller \(\nu\) and larger pressure

This numerical experiment focuses on the pressure robustness of the proposed algorithm. One important advantage of grad-div stabilization is that the stabilization parameter \(\gamma\) with the appropriate selection reduces the negative impact of the continuous pressure on the velocity error. To test that, a similar test problem and set up for the 2d-convergence rate test are used, but fixing end time and time step to \(T = 1.0, \Delta t = 0.01\), taking the dimensionless kinematic viscosity \(\nu\), the magnetic resistivity \(\nu_m\) and true pressure solution as
\[ \nu = \nu_m = 0.01, \quad p(x, y) = 1000\sin(x + 2y). \]
Then, Algorithm 4.1 is run for the stabilization parameters \(\gamma = 1.0\) with \(\beta = 0.0, \beta = 0.2\) and \(\beta = 1.0\) on the successively refined meshes. Errors found using Algorithm 4.1 are compared with those found using the non-stabilized method and the standard grad-div stabilization, see Table 4. The results reveal that both velocity and magnetic errors of the proposed stabilization are much better with grad-div and modular grad-div even outperforms usual grad-div.

| \(h\) | \(\|\nabla(u - u_0)\|_{L^2}\) No-stab. Standard Modular | \(\|\nabla \cdot u_0\|_{L^2}\) No-stab. Standard Modular |
|---|---|---|
| 1/2 | 70.1858 | 9.2639 | 4.3063 | 64.4892 | 4.7168 | 2.9078 |
| 1/4 | 56.1433 | 5.8353 | 3.2088 | 54.3847 | 2.2815 | 6.2815e-1 |
| 1/8 | 19.2972 | 2.0683 | 1.2302 | 20.5811 | 3.7320e-1 | 1.0068e-2 |
| 1/16 | 5.7460e-1 | 2.8433e-1 | 4.0239 | 5.8601e-2 | 1.3906e-2 |
| 1/32 | 1.4410e-4 | 4.0404e-4 | 2.00 | 4.0404e-4 | 2.00 |
| 1/64 | 3.6177e-5 | 1.6093e-4 | 2.00 | 1.6093e-4 | 2.00 |

4.2.3 Error comparison on a fixed mesh with varying \(\nu\) and \(\nu_m\)

We next compare the velocity, the magnetic field errors of non-stabilized, standard grad-div (with stabilization parameter \(\gamma = 1.0\)) and modular grad-div methods (stabilization parameters \(\gamma = 1.0, \beta = 0.0\)) with varying \(\nu, \nu_m\). We use the same velocity, pressure and magnetic field solutions and set-up as for 2d convergence rate verification. We fix end time and mesh size to \(h = \Delta t = 1/32\). The computed errors from these methods are presented in Table 8. Again we observe similar error behaviour in modular and usual grad-div stabilization.

Table 3: Velocity and magnetic errors and rates.

Table 4: Velocity errors and divergences for non-stabilized, standard grad-div and modular grad-div methods with \(\gamma = 1.0,\) and \(\beta = 0.0\).
from left to right. For the velocity, we enforce no slip boundary conditions on the top, bottom and at the five units into the channel at the bottom. The flow with \( \nu \) method and standard grad-div stabilization method, and expectation is to catch the true physical behaviour.

The aim in this numerical experiment is to test and compare the proposed scheme with the unstabilized method and standard Modular.

| \( h \) | \( \| \nabla (B - B_h) \|_{L^2} \) | \( \| \nabla \cdot B_h \|_{L^2} \) | \( \| \nabla (B - B_h) \|_{L^2} \) | \( \| \nabla \cdot B_h \|_{L^2} \) |
|-------|----------------|----------------|----------------|----------------|
| 1/2   | 60.1579        | 3.6724         | 1.4237         | 74.0051        |
| 1/4   | 52.3242        | 2.039          | 1.0475         | 43.2434        |
| 1/8   | 11.142         | 5.4573         | 3.4056         | 7.8845         |
| 1/16  | 9.6179e-1      | 7.1980e-2      | 5.5424e-2      | 7.9978e-1      |
| 1/32  | 5.4253e-2      | 5.2642e-3      | 4.6204e-3      | 4.6581e-2      |
| 1/64  | 2.7386e-3      | 3.5648e-4      | 3.3845e-4      | 2.3390e-3      |

Table 6: Velocity/magnetic errors and the divergences for the standard grad-div and modular grad-div methods with \( \gamma = 1.0, \beta = 0.2 \).

| \( h \) | \( \| \nabla (u - u_h) \|_{L^2} \) | \( \| \nabla \cdot u_h \|_{L^2} \) | \( \| \nabla (B - B_h) \|_{L^2} \) | \( \| \nabla \cdot B_h \|_{L^2} \) |
|-------|----------------|----------------|----------------|----------------|
| 1/2   | 7.9545         | 3.9568         | 4.6099         | 1.9877         |
| 1/4   | 5.2648         | 3.0085         | 2.5259         | 6.2227         |
| 1/8   | 1.9397         | 1.1589         | 3.6799         | 1.0590e-1      |
| 1/16  | 4.4135e-1      | 2.7008e-1      | 4.9938e-2      | 1.3706e-2      |
| 1/32  | 7.3531e-2      | 4.4072e-2      | 6.1305e-3      | 1.2312e-3      |
| 1/64  | 1.0410e-2      | 6.0012e-3      | 7.4127e-4      | 8.8708e-5      |

Table 7: Velocity/magnetic errors and the divergences for the standard grad-div and modular grad-div methods with \( \gamma = 1.0, \beta = 1.0 \).

| \( h \) | \( \| \nabla (u - u_h) \|_{L^2} \) | \( \| \nabla \cdot u_h \|_{L^2} \) | \( \| \nabla (B - B_h) \|_{L^2} \) | \( \| \nabla \cdot B_h \|_{L^2} \) |
|-------|----------------|----------------|----------------|----------------|
| 1/2   | 4.1598         | 2.6385         | 3.0801         | 1.6514         |
| 1/4   | 3.3149         | 2.1956         | 1.4915         | 5.1554         |
| 1/8   | 1.4285         | 6.8788e-1      | 2.6121e-1      | 9.4119e-2      |
| 1/16  | 3.7958e-1      | 2.1261e-1      | 2.3652e-2      | 2.1387e-2      |
| 1/32  | 6.8827e-2      | 2.3542e-2      | 4.3632e-3      | 1.1690e-3      |
| 1/64  | 1.0109e-2      | 3.8615e-3      | 5.0358e-4      | 7.9243e-5      |

Table 8: Velocity and magnetic errors of the non-stabilized, the standard grad-div and modular grad-div methods with varying \( \nu, \nu_m \).

| \( \nu = \nu_m \) | \( \| \nabla (u - u_h) \|_{L^2} \) | \( \| \nabla (B - B_h) \|_{L^2} \) |
|----------------|----------------|----------------|
| 1              | 5.5354e-3      | 2.8719e-3      |
| 1e-1           | 5.5333e-2      | 9.7612e-3      |
| 1e-2           | 5.4113e-1      | 7.3929e-2      |
| 1e-3           | 4.3831         | 4.3927e-1      |
| 1e-4           | 1.5484         | 1.0358         |
| 1e-5           | 511.46         | 1.2435         |
| 1e-6           | 543.82         | 1.2697         |

4.2.4 2d Channel flow over a step

This numerical experiment focuses on two dimensional channel flow over a forward/backward step, in the presence of a magnetic field. The domain considered here is a \([0, 30] \times [0, 10]\) rectangle with a \(1 \times 1\) step five units into the channel at the bottom. The flow with \( \nu = 0.001, \nu_m = 1.0\) passes through the channel from left to right. For the velocity, we enforce no slip boundary conditions on the top, bottom and at the step while \( u = (\frac{(y_{10} - y)}{2a}, 0)^T \) at the inflow and outflow. For the magnetic field, we enforce \( B = (0, 1)^T \) on the walls and step. The initial velocity and initial magnetic fields are \( u_0 = (\frac{(y_{10} - y)}{2a}, 0)^T \) and \( B_0 = 0 \). The correct physical behaviour of the flow is a smooth velocity field that has eddies form and shed behind the step.

The aim in this numerical experiment is to test and compare the proposed scheme with the unstabilized method and standard grad-div stabilization method, and expectation is to catch the true physical behaviour.
of the flow with the model and associated discretization on much coarser discretizations than are needed by a direct numerical simulations (DNS).

We here emphasize that the system (4.1) is no longer physical for this numerical experiment because the use of the Laplace term in the Maxwell equation requires the convex domain. However, numerical simulations of this system with the proposed method over forward/backward step still deserves a consideration since they give similar (but not the same) results as the system presented in the next section.

For DNS, We first run the proposed method, Algorithm 4.1 but without the modular grad-div step, with the \((P_2, P_1, P_2, P_1)\) fes for to approximate \((u, p, B, \lambda)\) on a mesh that provided 568, 535 dof (degrees of freedom). We compute to an end-time at \(T = 40\) taking \(dt = 0.025\), and \(s = 0.01\). A resolved MHD solution at \(T = 40\) is given in Figure 5. Next the proposed scheme is tested and compared with unstabilized method, and standard grad-div stabilization using the same flow parameters on a coarser mesh that provide 11,458 dof. The stabilization parameters for the modular grad-div are taken as \(\gamma = 1.0\), and \(\beta = 0.0\), and for the standard stabilization is \(\gamma = 1.0\). All computations are run to \(T = 40\) by taking time step \(\Delta t = 0.02\). The results from these computations are presented in Figure 6. Here the plots reveals that proposed stabilization method gives a much more accurate solution when compared to unstabilized method, and nearly identical to that found using standard grad-div stabilization.

![DNS](image)

**Figure 5:** Shown above is the resolved MHD solutions at \(T = 40\).

### 4.2.5 Curl form of the Maxwell Equation

Here, we first present the incompressible MHD flows for which the evolution equations are given by:

\[
\begin{align*}
\mathbf{u}_t - \nu \Delta \mathbf{u} + (\mathbf{u} \cdot \nabla)\mathbf{u} - s(B \cdot \nabla)B + \nabla P &= f, \\
\nabla \cdot \mathbf{u} &= 0, \\
\mathbf{B}_t - \mu_n \nabla \times (\nabla \times \mathbf{B}) + (\mathbf{u} \cdot \nabla)\mathbf{B} - (\mathbf{B} \cdot \nabla)\mathbf{u} - \nabla \lambda &= \nabla \times g, \\
\nabla \cdot \mathbf{B} &= 0,
\end{align*}
\]

We emphasize here that the modular grad-div stabilization with the proposed discretization can be applied as in Algorithm 4.1. We
5 Conclusions

This paper proposed, analyzed, and tested modular grad-div stabilization methods in discretization of the MHD equations and Boussinesq flows. Unconditional stability and convergence results are established for each flow systems. Numerical experiments were given that verified the convergence rates derived from finite element error analysis. Also, the reliability and efficiency of the methods were tested with some numerical experiments. These results reveal that the methods are very accurate when compared to the non-stabilized methods, and have effects on solutions similar to that of standard grad-div stabilization.
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