Decoding of Intuitive Visual Motion Imagery Using Convolutional Neural Network under 3D-BCI Training Environment
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Abstract—In this study, we adopted visual motion imagery, which is a more intuitive brain-computer interface (BCI) paradigm, for decoding the intuitive user intention. We developed a 3-dimensional BCI training platform and applied it to assist the user in performing more intuitive imagination in the visual motion imagery experiment. The experimental tasks were selected based on the movements that we commonly used in daily life, such as picking up a phone, opening a door, eating food, and pouring water. Nine subjects participated in our experiment. We presented statistical evidence that visual motion imagery has a high correlation from the prefrontal and occipital lobes. In addition, we selected the most appropriate electroencephalography channels using a functional connectivity approach for visual motion imagery decoding and proposed a convolutional neural network architecture for classification. As a result, the averaged classification performance of the proposed architecture for 4 classes from 16 channels was 67.50 (±1.52)% across all subjects. This result is encouraging, and it shows the possibility of developing a BCI-based device control system for practical applications such as neuroprosthesis and a robotic arm.

Index Terms—brain-computer interface, electroencephalography, visual motion imagery, functional connectivity

I. INTRODUCTION

Brain-computer interface (BCI) is the technology that creates communication pathways between users and computers possible using brain signals [1], [2]. Electroencephalography (EEG) has an advantage of higher time resolution than comparable methods such as functional magnetic resonance imaging and near-infrared spectroscopy [3], [4]. Therefore, EEG-based BCI enables instant communication between users and computers based on the advantages of the higher time resolution.

The BCI system controls the device according to user’s intention [5]. Many related studies for decoding the user’s movement intentions with sufficient accuracy were performed using various BCI paradigms [6], [7]. For example, many BCI investigators have adopted a variety of paradigms such as steady-state visual evoked potential (SSVEP) [8]–[10] and event-related potential (ERP) [11], [12]. Among the BCI paradigms, motor imagery (MI) [13] is one of the effective options to develop an intuitive BCI system for controlling practical applications such as robotic arm [14]–[16] or wheelchair [17]. Using exogenous paradigms (e.g., ERP and SSVEP) require the additional stimulation devices including the BCI system itself. This inconvenience limits the user from controlling devices using BCI with a concentration in the real-world environment. To overcome the limitation, many BCI investigators rely on endogenous paradigms such as MI because it does not require the external stimulation [14], [18], [19]. MI is one of the endogenous paradigms similar to the visual motion imagery which is used for this study, but it has disadvantages that are difficult to imagine intuitively. In the MI paradigm, the user should perform imagery of the movement on their muscles. However, this kind of imagery is perceived...
differently by each user therefore it causes a lack of uniformity. Even if the user performs the imagery of the same task, motor imagery relies on the imagination of muscle movement which is different between each user affects the activation region of the brain and the activation of the brain, and triggers different brain signals for each user. In order to control the device in the online environment based on the BCI, it is necessary to calibrate for a long time [20]. At this time, MI causes user fatigue due to the difficulty of the imagery task, and it reduces BCI performance. To overcome this limitation, in this study, we adopted the visual motion imagery as the BCI paradigm.

Visual motion imagery allows users imagine more intuitively than MI when performing imagery tasks. Intuitive imagination enhances the user’s brain signal quality and induces less fatigue when performing imagery tasks. Visual motion imagery can be analyzed in various frequency regions such as delta, theta, and alpha band, and the prefrontal and occipital regions are mainly activated [21]. Brain activities based on visual motion imagery induce delta band in the prefrontal lobe and the alpha band in the occipital lobe. In previous studies, it was proved that the brain signal by visual motion imagery can be analyzed by frequency and region [22], and based on this, it can be applied to BCI to control the device.

In this study, we designed a virtual BCI training platform for visual motion imagery decoding which is a kind of intuitive imagination. The BCI training platform was constructed by applying virtual reality in three dimensions for more intuitive stimulation and imagination than previous visual motion imagery related research. The 3D BCI training platform consists of four movements, which are based on the movements needed for real life. Based on this stimulus, the user could perform a visual motion imagery task more easily. In addition, we adopted the deep learning approach based on the EEG functional connectivity for robust user intention decoding. Hence, we confirmed that the possibility of controlling a device such as a robotic arm in a real environment by decoding brain signals. In addition, this study will be valuable as research towards the intuitive visual motion imagery decoding.

II. METHODS

A. Subjects

Nine healthy subjects with no history of neurological disease were recruited for this experiment (S1–S9; ages 24-30; 5 men and 4 women, all right-handed). All subjects were naïve to the BCI experiment. Subjects were advised to avoid anything could affect physical and mental condition, such as drinking alcohol or having psychotropic drugs, and had enough sleep for more than 8 hours before the experiment day. This study was reviewed and approved by the Institutional Review Board at Korea University [KUIRB-2020-0013-01], and written informed consent was obtained from all subjects before the experiment.

B. Data Acquisition

EEG data were collected by 1,000 Hz sampling rate using 64 Ag/AgCl electrodes (Fp1–2, AF3–4, AF7–8, AFz, F1–8, Fz, FC1–6, FT7–10, C1–6, Cz, T7–8, CP1–6, CPz, TP7–10, P1–8, Pz, PO3–4, PO7–8, POz, O1–2, Oz, Iz) in the 10/20 international system via BrainAmp (BrainProduct GmbH, Germany). The impedance of all EEG electrodes was maintained below 10 kΩ. The entire process of the experiment was performed in a shielded space from the light and noise so the subjects could concentrate on the experiment with seating in a comfortable chair.

Fig. 1. 3D virtual BCI platform-based stimuli given to users in experiment. Each stimulus represents the movement frequently used in real life in a three-dimensional space. Each stimulus consists of (a) picking up a cell phone, (b) opening a door, (c) eating food, and (d) pouring water.

Fig. 2. The overview of experimental paradigm. Overall the experiment consists of 200 trials with a total of 50 trials per class.
C. Experimental Protocols

In the experiment, we designed the visual stimuli as the instructions in the experimental protocol, which gives guidance on what the subject should imagine. Following the given visual cue, the subject imagined the designated task. The videos that represent the designated tasks were created by 3-dimensional simulation software such as Unity 3D and Blender (Blender 3D Engine: www.blender.org). We prepared four different scenarios for visual stimuli, and those scenarios are opening a door, picking up a cell phone, eating food, and pouring water, respectively, as shown in Fig. 1. We expected that using these kinds of visual stimuli which is moving video instead of a still image allows the subjects to perform the visual motion imagery easier because the designated four classes are intuitive movement imagery in an upper limb for handling daily objects. The classes were consisted based on the movements that the user can actually use in real life.

To maintain the quality of EEG signals while the subjects performing visual motion imagery, we designed the experimental paradigm including four different phases, as described in Fig. 2. The first phase is a resting state for 2 s. It gives a comfortable environment for the subjects before performing visual motion imagery. The second phase is presenting a visual cue that gives a visual stimulus to the subjects about what class they have to imagine. The third phase is another resting state for 5 s to remove the afterimage and effect of the given visual stimulus in the previous stage.

Once the subjects had the 5-s length resting phase, they were asked to perform corresponding visual motion imagery for 5 s. During the visual motion imagery phase, the subjects were asked to see a blank screen with the eyes open and to imagine the visual stimulus seen in the previous phase like drawing a picture. Therefore, a single trial is 17 s long including all the four phases mentioned above, and each class consists of 50 trials. As a result, a total of 200 trials were collected for every subject.

D. Data Analysis

Data analysis was conducted using the BBCI Toolbox [23] and EEGLAB Toolbox (version 14.1.2b) [24] in an offline analysis. The EEGLAB toolbox was used to measure the variation of spectral power of the visual motion imagery at each frequency based on the event-related spectral perturbation (ERSP). ERSP analysis was performed between 3 and 50 Hz, using 400 time-points. We set a baseline from -500 to 0 ms before the start of the imagination (last 500 ms of rest phase) in order to analyze the phenomena when subjects imagining.

We performed a statistical analysis to compare the imagery phase and the resting phase of each class to prove that the experiment proceeded to visual motion imagery. For analysis, the raw EEG signal was band-pass filtered between [0.5–13] Hz including the delta, theta, and alpha band frequency generated in the visual motion imagery. The EEG signals were down-sampled from 1,000 to 250 Hz. Based on the procedure, we calculated power spectral density (PSD) for the four classes and the resting state. In addition, we performed a non-parametric paired permutation test for statistical analysis [25] of visual motion imagery and confirmed the significance between the imagery phase of each class and the resting state. We applied statistical method to explore the spatial differences between visual motion imagery phase and resting phase in delta, theta, and alpha power.

The critical issue in this study is that EEG-based functional connectivity [4] to find visual motion imagery-related channels using the correlation between channels for analyzing spatial information. The EEG signals were pre-processed to be suitable for the functional connectivity analysis. Using the pre-processed EEG signals, we applied trial-averaged phase locking value method to measure the connectivity between channels. Fig. 3 shows the functional connectivity corresponding to each class. For the functional connectivity in the visual motion imagery, channels with correlation mainly in the prefrontal and occipital lobes, which have the values of above 0.9 were particularly connected to each other. Therefore, we proposed the channel selection method base on the result of the statistical analysis of visual motion imagery. With the proposed method, we could select the specific channels associated with the visual motion imagery and use the selected channels layout to configure the BCI-based device with fewer channels.

E. Architecture Design

Initially, we conducted the channel selection in the EEG pre-processing step. Since we extracted spatial information based on the functional connectivity approach, and we designed the convolutional neural network (CNN) architecture for visual motion imagery decoding as depicted in Table I.

The proposed architecture is composed of 4 convolution layers and 3 pooling layers. In order to obtain temporal information of EEG, it is necessary to increase the number of convolution layers. But due to the limitation of the number...
### TABLE I
DESIGN OF THE PROPOSED CNN ARCHITECTURE

| Layer | Type               | Output shape                          | Kernel size | Stride |
|-------|--------------------|---------------------------------------|-------------|--------|
| 1     | Convolution        | $1 \times 25 \times N$ of channels $\times 376$ | $1 \times 125$ | $1 \times 1$ |
| 2     | Convolution        | $1 \times 25 \times 1 \times 376$    | $N$ of channels $\times 1$ | $1 \times 1$ |
| 3     | Average Pooling    | $1 \times 25 \times 1 \times 94$     | $1 \times 4$ | $1 \times 4$ |
| 4     | Convolution        | $1 \times 50 \times 1 \times 80$     | $1 \times 15$ | $1 \times 1$ |
| 5     | Average Pooling    | $1 \times 50 \times 1 \times 20$     | $1 \times 4$ | $1 \times 4$ |
| 6     | Convolution        | $1 \times 100 \times 1 \times 6$     | $1 \times 15$ | $1 \times 1$ |
| 7     | Average Pooling    | $1 \times 100 \times 1 \times 1$     | $1 \times 4$ | $1 \times 4$ |
| 8     | Flatten            | $1 \times 100$                       | -           | -      |
| 9     | SoftMax            | $1 \times 4$                        | -           | -      |

Fig. 4. The results of statistical analysis using permutation test. The intensity of brain activation was expressed as $t$-value. A white asterisk indicates an electrode that is significantly different the imagery phase compared to the resting phase ($p \leq 0.01$).

III. RESULTS AND DISCUSSION

#### A. Statistical Analysis

We investigated significant differences in the degree of brain activation of each class based on one versus rest approach. In specific, Fig. 4 showed the spatial differences in spectral power for each class and resting state using statistical analysis. The results indicated that all visual motion imagery is mainly activated in the prefrontal and occipital lobes. On the other hand, there was no statistically significant difference in other brain regions.

#### B. Performance Evaluation

To verify the possibility of controlling the device with the visual motion imagery-based BCI, we validated our visual motion imagery data with various classification methods. We selected the most suitable number of channels based on functional connectivity and based on this selected channels, constructed an appropriate architecture. At this time, in addition to analyzing using 64 channels, the number of channels was selected as 2, 4, 8, 16, 20, and 32. The selected channels were selected in descending order of channel correlation based on functional connectivity.

Table II shows the classification performance using the proposed method in each channel group. The performance with using 16 channels shows higher than using 64 channels. The results of comparing the architecture proposed in this study with CSP–LDA and deepConvNet can see in Table III. The performance when using 64 channels was 30.97% for CSP–LDA, 63.47% for deepConvNet, and 64.72% for the proposed method. When using 16 channels, deepConvNet and the pro-
based on the analysis of ERSP for each class, we could get to analyze [0.5-13] Hz after 500 ms as shown in Fig. 5. Also, subject to start imagining. Therefore, in order to analyze with the ERSP analysis results that it takes about 500 ms for the features are shown in [0.5-13] Hz when performing visual motion imagery. Each figure in Fig. 5 shows the result of the ERSP in the Oz channel, which is a channel in a region known to be significant in visual information can be obtained through the proposed architecture.

C. Neurophysiological Analysis

Fig. 5 shows the variation of spectral power values for each frequency domain through the ERSP in the Oz channel, which is a channel in a region known to be significant in visual motion imagery. Each figure in Fig. 5 shows the result of the ERSP analysis of each class. Based on this, the significant features are shown in [0.5-13] Hz when performing visual motion imagery. According to Fig. 5, we could infer from the ERSP analysis results that it takes about 500 ms for the subject to start imagining. Therefore, in order to analyze with the significant feature of visual motion imagery, it is necessary to analyze [0.5-13] Hz after 500 ms as shown in Fig. 5. Also, based on the analysis of ERSP for each class, we could get the highest accuracy, and the average of the results was 62.29% and 67.5%, respectively. Based on this result, it can be seen that the proposed architecture when using 16 channels shows high performance, which is higher than that of deepConvNet. This result indicates that by obtaining meaningful spatial information using channel selection based on functional connectivity, the spatial information determined to be noise is erased in advance, and based on this, temporal information can be obtained with appropriate depth architecture and it leads to high performance. This result supports that our hypothesis that spatial information can be obtained selectively through functional connectivity based channels and temporal information can be obtained through the proposed architecture.

### Table II

| Channel | Sub 1 (%) | Sub 2 (%) | Sub 3 (%) | Sub 4 (%) | Sub 5 (%) | Sub 6 (%) | Sub 7 (%) | Sub 8 (%) | Sub 9 (%) | Average (%) |
|---------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-------------|
| 2ch     | 75.63     | 42.50     | 58.75     | 54.38     | 42.50     | 58.75     | 70.01     | 31.88     | 58.13     | 54.72       |
|         | (±1.25)   | (±2.21)   | (±2.78)   | (±2.55)   | (±1.78)   | (±1.35)   | (±2.43)   | (±1.97)   | (±3.10)   | (±2.33)     |
| 4ch     | 74.38     | 41.25     | 58.13     | 52.50     | 39.38     | 57.50     | 72.50     | 34.38     | 64.38     | 54.93       |
|         | (±3.51)   | (±2.75)   | (±1.38)   | (±0.75)   | (±1.49)   | (±2.25)   | (±1.81)   | (±3.01)   | (±1.20)   | (±2.57)     |
| 8ch     | 70.00     | 63.75     | 60.00     | 70.00     | 53.75     | 63.13     | 83.75     | 35.63     | 78.75     | 64.31       |
|         | (±0.99)   | (±2.44)   | (±2.49)   | (±1.49)   | (±1.75)   | (±3.55)   | (±1.23)   | (±1.52)   | (±2.48)   | (±2.11)     |
| 16ch    | 81.88     | 72.50     | 62.50     | 65.63     | 61.88     | 61.25     | 85.00     | 41.25     | 75.63     | 67.50       |
|         | (±1.48)   | (±2.71)   | (±2.69)   | (±2.11)   | (±0.95)   | (±1.14)   | (±1.37)   | (±1.52)   | (±1.30)   | (±1.52)     |
| 20ch    | 81.88     | 66.88     | 57.50     | 64.38     | 51.25     | 58.13     | 83.75     | 40.38     | 72.50     | 64.07       |
|         | (±1.71)   | (±2.01)   | (±2.44)   | (±1.98)   | (±2.17)   | (±1.82)   | (±1.57)   | (±1.98)   | (±2.14)   | (±1.57)     |
| 32ch    | 82.50     | 58.13     | 63.13     | 62.50     | 55.63     | 62.50     | 77.50     | 40.63     | 70.63     | 63.68       |
|         | (±1.53)   | (±2.30)   | (±2.41)   | (±1.88)   | (±1.41)   | (±1.87)   | (±1.58)   | (±1.92)   | (±2.01)   | (±1.88)     |
| 64ch    | 76.88     | 63.75     | 65.00     | 72.50     | 56.25     | 58.75     | 78.75     | 38.13     | 72.50     | 64.72       |
|         | (±3.18)   | (±2.29)   | (±1.93)   | (±1.52)   | (±1.45)   | (±2.18)   | (±1.24)   | (±2.02)   | (±1.42)   | (±2.13)     |

### Table III

| Model         | 2ch (%) | 4ch (%) | 8ch (%) | 16ch (%) | 20ch (%) | 32ch (%) | 64ch (%) |
|---------------|---------|---------|---------|----------|----------|----------|----------|
| CSP-LDA       | 29.81%  | 32.74%  | 30.53%  | 33.50%   | 32.60%   | 30.94%   | 10.59%   |
| (±3.58)       | (±2.99) | (±3.87) | (±3.21) | (±2.98)  | (±3.14)  | (±2.51)  |
| DeepConvNet   | 52.08%  | 54.35%  | 60.42%  | 62.29%   | 61.99%   | 61.18%   | 63.47%   |
| (±2.75)       | (±1.98) | (±2.21) | (±1.54) | (±1.33)  | (±2.14)  | (±2.68)  |
| Proposed      | 54.72%  | 54.93%  | 64.31%  | 67.50%   | 64.07%   | 63.68%   | 64.72%   |
| (±2.33)       | (±2.57) | (±2.11) | (±1.52) | (±1.57)  | (±1.88)  | (±2.13)  |

Table II: Performance Comparison using the conventional methods

Fig. 5 shows the variation of spectral power values for each frequency domain through the ERSP in the Oz channel, which is a channel in a region known to be significant in visual motion imagery. Each figure in Fig. 5 shows the result of the ERSP analysis of each class. Based on this, the significant features are shown in [0.5-13] Hz when performing visual motion imagery. According to Fig. 5, we could infer from the ERSP analysis results that it takes about 500 ms for the subject to start imagining. Therefore, in order to analyze with the significant feature of visual motion imagery, it is necessary to analyze [0.5-13] Hz after 500 ms as shown in Fig. 5. Also, based on the analysis of ERSP for each class, we could get the proposed method showed the highest accuracy, and the average of the results was 62.29% and 67.5%, respectively. Based on this result, it can be seen that the proposed architecture when using 16 channels shows high performance, which is higher than that of deepConvNet. This result indicates that by obtaining meaningful spatial information using channel selection based on functional connectivity, the spatial information determined to be noise is erased in advance, and based on this, temporal information can be obtained with appropriate depth architecture and it leads to high performance. This result supports that our hypothesis that spatial information can be obtained selectively through functional connectivity based channels and temporal information can be obtained through the proposed architecture.
information about whether or not subjects imagine each class, but we could not observe the significant features classified by class.

IV. CONCLUSION AND FUTURE WORKS

In this study, we designed a virtual 3D BCI training platform for intuitive visual motion imagery (i.e., picking up a cell phone, opening a door, eating food, and pouring water). Moreover, we conducted a neurophysiological and statistical analysis to evaluate the framework and to find significant features in visual motion imagery. The results showed that the 3D-BCI training platform could induce visual motion imagery-related brain activities. Based on this, we decoded the intuitive visual motion imagery using functional connectivity based channel selection for spatial information and we proposed CNN architecture for decoding user intention robustly. We evaluated the classification performance using the conventional method. We confirmed 16 channels with the proposed architecture achieved the highest classification performance.

In future work, the proposed architecture using visual motion imagery will finally contribute to the development of BCI based devices such as a robotic arm driven by intuitive user intentions. Hence, we will overcome the lack of training set with various data augmentation methods and apply deeper neural network architecture to extract delicate temporal information. In addition, we plan to cover more multi-command for high-level tasks. This is achieved by designing a 3D-BCI training platform with the proposed architecture.
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