IDEA: INTERPRETABLE DYNAMIC ENSEMBLE ARCHITECTURE FOR TIME SERIES PREDICTION
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ABSTRACT

We enhance the accuracy and generalization of univariate time series point prediction by an explainable ensemble on the fly. We propose an Interpretable Dynamic Ensemble Architecture (IDEA), in which interpretable base learners give predictions independently with sparse communication as a group. The model is composed of several sequentially stacked groups connected by group backcast residuals and recurrent input competition. Ensemble driven by end-to-end training both horizontally and vertically brings state-of-the-art (SOTA) performances. Forecast accuracy improves by 2.6% over the best statistical benchmark on the TOURISM dataset and 2% over the best deep learning benchmark on the M4 dataset. The architecture enjoys several advantages, being applicable to time series from various domains, explainable to users with specialized modular structure and robust to changes in task distribution.

Time series prediction is a fundamental problem underlies many aspects of our real world with a long history of research. Its applications span widely in, for example, finance [1] and marketing [2], epidemiology and meteorology [3], inventory control [4] and energy management [5]. Although traditional statistical methods like ARIMA [6] are still popular in industry for their interpretability, they fail to fit in the needs of modern large-scale time series prediction in that they only deal with a single or a few time-series each time and require manual management on components such as trend and seasonality [7]. Deep learning (DL), with automatic representation learning ability and excellent generalization across various datasets, achieves huge success in many areas but is not well entrenched in time-series prediction [8].

DL methods for time series prediction still face great challenges. According to [9], long-term dependencies contribute greatly to a promising model in time series prediction. However, RNN-based sequential models like LSTM and GRU, are unable to effectively capture it. Transformer [10] catches the long-term dependencies in time series by attention mechanism but also suffers from the space and computation complexity. In this paper, we abandon the autoregressive fashion of RNN-based and transformer-based methods. We embed sampled times series directly into the model and apply attention to the short embedded vector to alleviate the complexity. Our model innovatively takes a dynamic two-direction ensemble powered by end-to-end training as the skeleton. Base learners composed of fully-connected layers and linear transformations work as muscles with specialization. Recurrent residual structure decorated by recurrent input competition and sparse communication [11] connect base learners as fascia. We borrow from N-BEATS [12] and provide base learners of three types: trend, seasonality and generic. Each type captures a distinct and important characteristic of time series. However, unlike N-BEATS that extracts information of different patterns sequentially in a
A pre-designed order, we put base learners in parallel to predict as a group and then stack several groups in a residual fashion.

There are two intuitive reasons behind our design. First, we should avoid situations like processing an input of the seasonality pattern by a stack of trend base learners or vice versa. Therefore, we provide base learners of different patterns for the input to choose. In each group, the input picks up top-\(k\) base learners with highest attention scores to activate and the input will not be applied to other irrelevant base learners. Another reason is that the parallel arrangement makes communication between base learners possible. If a jump happens in the time series then we need to change the intercept terms in trend base learners immediately. We can realize it by letting trend base learners read from generic base learners in the same group. We show in later experiments that the competition and communication between base learners not only improve prediction performance but also favour forming modular structures that adapt to the changing environment quickly. The contribution of this paper is twofold:

1. We propose a new dynamic ensemble framework IDEA with SOTA performance on time series tasks.

2. We show that IDEA is interpretable with specialized modulars adapting to the changing environment quickly.

0.1 Problem Statement

Given a length-\(T\) observed time series \([y_1, \ldots, y_T]\) in discrete time, we formulate the univariate point prediction as forecasting a length-\(H\) horizon \(\hat{y} \in \mathbb{R}^H = [y_{T+1}, y_{T+2}, \ldots, y_{T+H}]\) using a length-\(t\), \(t \leq T\), lookback window \(x \in \mathbb{R}^t = [y_{T-t+1}, y_{T-t+2}, \ldots, y_T]\) as model input. Denoting \(\hat{y}\) the forecast of \(y\), we use several metrics to evaluate the model performance on prediction [14]:

\[
sMAPE = \frac{200}{H} \sum_{i=1}^{H} \frac{|y_{T+i} - \hat{y}_{T+i}|}{|y_{T+i}| + |\hat{y}_{T+i}|}
\]
We activate the top-$k$ base learners in the current group that have maximum attention score $A_{l,g}$. Note that the senders of keys and values are $\theta_{l-1,g}$ from the $l-1$ group while the sender of queries are $X_l$ from the $l$ group. This setting connects groups recurrently and prevents divergence in training $\theta_{l,g}$. We can further simplify the recurrent input competition mechanism [11] whose keys, queries, values grow naturally on the recurrent structure such as LSTM [17] and GRU [18], our recurrent input competition inserts recurrent connections between groups by pushing base learners inheriting parameters from the last group to compete for the residual input. We describe the recurrent input attention for the $l$-th group as follows.

We take backcast residual $x_l$ from $l-1$ group as the input $X_l$ for $l$ group. The group level input $X_l$ sends keys $K = X_l W^k$ and values $V = X_l W^v$ while $\theta_{l-1,1}, \theta_{l-1,2}, \cdots, \theta_{l-1,G}$ from the last $l-1$ group send queries $Q_1, Q_2, \cdots Q_G$ one per base learner by

$$Q_g = \theta_{l-1,g} W^q_g, \quad g = 1, 2, \cdots, G,$$

where $G$ is the total number of base learners in each group. Note that, the sender of queries competing for $X_l$ are context information $\theta_{l-1,1}, \theta_{l-1,2}, \cdots, l-1, G$ from the previous $l-1$ group rather than the $l$-th group.

Here, $W^k, W^v, W^q$ are projection matrices with trainable parameters. The attention score of $g$ block in group $l$ on the group-level input $\tilde{X}_l$ is

$$A_{l,g} = \text{softmax} \left( \frac{Q_g K^T}{\sqrt{d_k}} \right) = \text{softmax} \left( \frac{\theta_{l-1,g} W^q_g (X_l W^k)^T}{\sqrt{d_k}} \right).$$

We activate the top-$k$ base-learners in the current group that have maximum attention score $A_{l,g}$. Note that the senders of keys and values are $\theta_{l-1,g}$ from the $l-1$ group while the sender of queries are $X_l$ from the $l$ group. This setting connects groups recurrently and prevents divergence in training $\theta_{l,g}$. We can further simplify the recurrent input competition mechanism [11] whose keys, queries, values grow naturally on the recurrent structure such as LSTM [17] and GRU [18], our recurrent input competition inserts recurrent connections between groups by pushing base learners inheriting parameters from the last group to compete for the residual input. We describe the recurrent input attention for the $l$-th group as follows.

An IDEA consists of a total of $L$ groups. The $l$-th group takes one input $x_l$ and gives two outputs, group backcast $\tilde{x}_l$ and group forecast $\hat{y}_l$. For the $l$-th group $l > 1$, the input is group backcast residual $\tilde{x}_l = x_{l-1} - \tilde{x}_{l-1}$ from $(l-1-th)$ group. For the first group, we define $x_1 \equiv x$, where $x$ is the model-level input. Groups are connected sequentially by block backcast residuals (operation 2) and recurrent input competition(three vividly colored squares) as shown below. Finally, we use summation over group level forecasts $\hat{y}_l$ as the final prediction.

Before discussing the five stages in each group in detail, we first review the Scaled Dot-Product Attention [14], [10], since the recurrent input competition and sparse communication are built on it. Scaled Dot-Product Attention takes queries and keys of dimension $d_k$, values of dimension $d_v$ as the inputs and first takes the dot products of the query with all keys, each divided by $\sqrt{d_k}$. Then, the softmax function is applied to get the weights on the values. We call the weights as attention scores later. The convex combination of the values gives the attention vector we need. In practice, we pack queries into matrix $Q$, keys into matrix $K$ and values into matrix $V$ to do simultaneous computation.

$$Attention(Q, K, V) = \text{softmax} \left( \frac{Q K^T}{\sqrt{d_k}} \right) V.$$

### 1.1 Recurrent Input Competition

IDEA allocates computation resources by selecting top-$k$ relevant base learners with highest attention scores to the group level input. The rest base learners will not be activated in the current group. Activated base learners take corresponding attention vectors as the base learner level input. This mechanism, more advanced than bagging [15], not only creates diversity but also encourages independence between base learners [16]. In contrast to the vanilla input competition mechanism [11] whose keys, queries, values grow naturally on the recurrent structure such as LSTM [17] and GRU [18], our recurrent input competition inserts recurrent connections between groups by pushing base learners inheriting parameters from the last group to compete for the residual input. We describe the recurrent input attention for the $l$-th group as follows.

$$MAPE = \frac{100}{H} \sum_{i=1}^{H} \frac{|y_{T+i} - \hat{y}_{T+i}|}{|y_{T+i}|},$$

$$MASE = \frac{1}{H} \sum_{i=1}^{H} \frac{|y_{T+i} - \hat{y}_{T+i}|}{\frac{1}{T-H} \sum_{j=s+1}^{T+H} |y_j - y_{j-s}|},$$

$$OWA = \frac{1}{2} \left[ \frac{sMAPE}{sMAPE_{naive2}} + \frac{MASE}{MASE_{naive2}} \right]$$

where $s$ is the seasonal period. See Appendix A for more information on the metrics.
We now use \( \theta_{l-1,g} \) and \( X_t \) as inputs and return the attention vector \( X_{l,g} \) as input for each base-learner \( g = 1, \cdots, G \):

\[
X_{l,g} = A_{l,g} V = \text{softmax} \left( \frac{\theta_{l-1,g} W_g^T (X_t W^k)^T}{\sqrt{d_k}} \right) X_t W^v.
\]

### 1.1.1 Group Embedding

For a single base learner \( g \) in the \( l \)-th group, we embed the input \( X_{l,g} \) via \( M \) fully-connected layers. The process is

\[
h_{l,g}^{1} = \text{FC1} (X_{l,g}) \equiv \text{RELU} \left( W_{l,g}^{1} X_{l,g} + b_{l,g}^{1} \right),
\]

\[
h_{l,g}^{m} = \text{FC}_m \left( h_{l,g}^{m-1} \right) \equiv \text{RELU} \left( W_{l,g}^{m} h_{l,g}^{m-1} + b_{l,g}^{m} \right),
\]

where \( m = 2, \cdots, M \) and \( FC_m \) is short for the \( m \)-th fully-connected layer, RELU represents \( \text{RELU} \) non-linearity, \( W_{l,g}^{m} \) is the weights and \( b_{l,g}^{m} \) is the bias.

We denote \( h_{l,g} \equiv h_{l,M} \) as the row vector of contextual information found by \( g \) base learners in the \( l \)-th group. Before making backcast and forecast, \( \theta_{1,G}, \cdots, \theta_{l,G} \) communicate sparsely to benefit from each other.

### 1.2 Sparse Communication

Interactions between patterns such as trend, seasonality and jump are common in time series. Therefore, allowing communication among base learners in a group is necessary for different context information to cooperate. Intuitively, even non-activated base learners may still provide useful information for activated base learners, so we allow activated base learners read from all base learners including non-activated ones and themselves. However, we block the backpropagation to non-activated blocks since they are irrelevant to the current input. Unlike communication between RIMs [1], we dropout attention with higher probability in practice and use a factor \( 0 < \alpha < 1 \) to soften context information \( c_{l,g} \) for \( \theta_{l,g} \) in order to alleviate the problem in model convergence. Define

\[
Q_{l,g} = \tilde{W}_g q_{l,g}, \quad K_{l,g} = \tilde{W}_g^k q_{l,g}, \quad V_{l,g} = \tilde{W}_g^v q_{l,g}, \quad \forall g
\]

\[
c_{l,g} = \text{softmax} \left( \frac{Q_{l,g} (K_{l,g})^T}{\sqrt{d_k}} \right) V_{l,g}, \quad \theta_{l,g} \leftarrow \theta_{l,g} + \alpha \cdot c_{l,g}, \quad \forall g
\]

where \( g = 1, 2, \cdots, G \), the subscript : refers to selecting all indices range from 1 to \( G \) and \( \tilde{W}_g q_{l,g}, \tilde{W}_g^k q_{l,g}, \tilde{W}_g^v q_{l,g} \) are projection matrices with trainable parameters. For simplicity, we describe sparse communication between base-learners as a function \( SC(\cdot) \) takes \( \theta_{l,g} \), \( g = 1, 2, \cdots, G \) as inputs and returns the modified \( \theta_{l,g} \) as follows:

\[
\theta_{l,g} \leftarrow \theta_{l,g} + \alpha \cdot c_{l,g}, \quad g = 1, 2, \cdots, G
\]

### 1.3 Interpretable Prediction

We now use \( \theta_{l,g} \), \( g = 1, 2, \cdots, G \) as the egg of Columbus for prediction. To make generic prediction, we set

\[
\theta_{l,g} = [\theta_{l,g}^h, \theta_{l,g}^f] \in \mathbb{R}^{t+h} \text{ and then split it into two vectors } \theta_{l,g}^h \in \mathbb{R}^t, \theta_{l,g}^f \in \mathbb{R}^h \text{ as base learner backcast and forecast directly.}
\]

Let

\[
\hat{x}_{l,g} = \theta_{l,g}^h \quad \text{and} \quad \hat{y}_{l,g} = \theta_{l,g}^f.
\]

A generic base learner upgrades to a trend or seasonality base learner, if we treat \( \theta_{l,g} \) as coefficients for polynomial curve fitting or sinusoidal harmonic curve fitting rather than the direct answer for base learner backcast and forecast, see the analysis in Appendix B for a detailed explanation.

To catch the trend pattern, we define \( T \) as a matrix composed of \( p+1 \) orthogonal basis column vectors in the polynomial form where \( p \) is the degree of the polynomial.

\[
T = [1, t, \ldots, t^p], \quad t = [0, 1, 2, \ldots, H-2, H-1]^T / H,
\]

\[
\hat{x}_{l,g} = T \theta_{l,g}^h \quad \text{and} \quad \hat{y}_{l,g} = T \theta_{l,g}^f,
\]

where \( \theta_{l,g}^h \in \mathbb{R}^{p+1}, \theta_{l,g}^f \in \mathbb{R}^{p+1} \).

Similarly, we define a matrix of sinusoidal waveforms to extract the seasonality pattern as follows:

\[
S = [1, \cos(2\pi t), \ldots, \cos(2\pi |H/2-1| t)), \sin(2\pi t), \ldots, \sin(2\pi |H/2-1| t))],
\]

\[
\hat{x}_{l,g} = S \theta_{l,g}^h \quad \text{and} \quad \hat{y}_{l,g} = S \theta_{l,g}^f,
\]

where \( \theta_{l,g}^h \in \mathbb{R}^{2h-1}, \theta_{l,g}^f \in \mathbb{R}^{2h-1} \) and \( H \) equals \( 2h \) (as an even number) or \( 2h + 1 \) (as an odd number).
Table 1: Comparison of two modes of IDEA with statistical benchmarks and deep learning benchmarks. Evaluation metric is MAPE where lower value means higher accuracy. Note that we obtain the performance of N-BEATS by the official open source code. In order to make a fair comparison, IDEA stays in a relatively small model scale and inherits most hyperparameters given in N-BEATS source code without fine tuning. See Appendix D for the detailed descriptions on the benchmarks.

| Methods            | Average | Yearly | Quarterly | Monthly |
|--------------------|---------|--------|-----------|---------|
| **Statistical Benchmarks** |         |        |           |         |
| ETS                | 20.88   | 27.68  | 16.05     | 21.15   |
| Theta              | 20.88   | 23.45  | 16.15     | 22.11   |
| ForePro            | 19.84   | 26.36  | 15.72     | 19.91   |
| Stratometrics      | 19.52   | 23.15  | 15.14     | 20.37   |
| LeeCBaker          | 19.35   | 22.73  | 15.14     | 20.19   |
| **Deep Learning Benchmarks** |         |        |           |         |
| N-BEATS-Generic    | 18.90   | 21.44  | 15.12     | 19.77   |
| N-BEATS-Interpretable | 19.28  | **21.22** | 15.53     | 20.28   |
| **IDEA**           |         |        |           |         |
| IDEA-Generic       | 18.91   | 22.24  | **14.96** | 19.67   |
| IDEA-Interpretable | **18.84** | 23.08  | 15.02     | **19.33** |

1.4 Residual Connections between Groups

We obtain the group-level backcast and forecast by averaging on backcast and forecast of each base-learner in the current group. Set

\[
\hat{x}_l = \frac{1}{G} \sum_{g=1}^{G} \hat{x}_{l,g} \quad \text{and} \quad \hat{y}_l = \frac{1}{G} \sum_{g=1}^{G} \hat{y}_{l,g}.
\]

Recursions below describe the group backcast residual used as input for the next group and how we get the model-level prediction \((x_1 = \hat{x})\):

\[
x_{l+1} = x_l - \hat{x}_l, \quad l \geq 1, \quad \text{and} \quad \hat{y} = \sum_{l=1}^{L} \hat{y}_l.
\]

2 Experiment

2.1 Datasets and Model Modes

TOURISM [19] dataset includes time series supplied by governmental tourism organizations and various academics. Time series in the TOURISM dataset follow one of the three seasonal patterns, monthly, quarterly and yearly. We present some statistics of the TOURISM dataset in Appendix C.

M4 [20] is a large dataset containing 100k time series from various domains such as finance, macro economy and micro economy. Like the TOURISM dataset, we can categorize the time series in M4 by four seasonal patterns, yearly, quarterly, monthly and others (union of time series of weekly, daily and hourly sampling frequencies). We show more details about the M4 dataset in Appendix C.

We define two modes for IDEA, interpretable and generic. For the interpretable mode, each group consists of one trend block, one seasonality block and one generic block while in generic mode, all three blocks in an individual group are of type generic. In order to guarantee a fair comparison, we keep IDEA shallow enough in addition to using only three blocks for each group. See Appendix E for more hyperparameters.

2.2 Experiments on TOURISM Dataset

Time series in the TOURISM dataset have three seasonal patterns, yearly(518), quarterly(427) and monthly(366). In the bracket are the number of time series of the seasonal pattern. There are 1311 time series in total. The horizons for seasonal patterns are Yearly: 4, Quarterly:8, Monthly:24 and Average:24. We list model performance on different seasonal patterns and then calculate the average performance as the final target for comparison in Table 1. The average
Table 2: Comparison IDEA and N-BEATS under interpretable mode and generic mode respectively. Evaluation metric is SMAPE where lower value means higher accuracy. See Appendix D for the detailed descriptions on the benchmarks.

| Methods          | Average | Yearly | Quarterly | Monthly | Others |
|------------------|---------|--------|-----------|---------|--------|
| **Interpretable Mode** |         |        |           |         |        |
| N-BEATS-Interpretable | 12.447 | 15.401 | **10.171** | **12.768** | 4.074 |
| IDEA-Interpretable   | **12.422** | **15.247** | 10.743   | **12.779** | **4.069** |
| **Generic Mode**     |         |        |           |         |        |
| N-BEATS-Generic      | 12.379 | 15.242 | 10.649    | 12.741  | **4.027** |
| IDEA-Generic         | **12.134** | **14.440** | **10.523** | **12.667** | 4.149 |

Table 3: Comparison IDEA and N-BEATS under interpretable mode and generic mode respectively. Evaluation metric is OWA where lower value means higher accuracy. See Appendix D for the detailed descriptions on the benchmarks.

| Methods          | Average | Yearly | Quarterly | Monthly | Others |
|------------------|---------|--------|-----------|---------|--------|
| **Interpretable Mode** |         |        |           |         |        |
| N-BEATS-Interpretable | 0.896  | 0.905  | 0.930     | 0.875   | **0.895** |
| IDEA-Interpretable   | **0.890** | **0.890** | **0.930** | **0.874** | 0.896 |
| **Generic Mode**     |         |        |           |         |        |
| N-BEATS-Generic      | 0.891  | 0.894  | 0.927     | **0.874** | **0.884** |
| IDEA-Generic         | **0.867** | **0.840** | **0.907** | 0.875   | 0.905 |

Performance is calculated in this way:

\[
MAPE_{\text{Average}} = \frac{N_{\text{Year}}}{N_{\text{Tot}}} MAPE_{\text{Year}} + \frac{N_{\text{Quart}}}{N_{\text{Tot}}} MAPE_{\text{Quart}} + \frac{N_{\text{Month}}}{N_{\text{Tot}}} MAPE_{\text{Month}},
\]

where

\[
N_{\text{Tot}} = N_{\text{Year}} + N_{\text{Quart}} + N_{\text{Month}} + N_{\text{Others}}
\]

\[
N_{\text{Year}} = 6 \times 645, N_{\text{Quart}} = 8 \times 756, N_{\text{Month}} = 18 \times 1428, N_{\text{Others}} = 8 \times 174.
\]

For each method and each seasonality pattern, we build six models with input of lengths ranging from twice to the six times of the length of horizon. For example, we build six N-BEATS-Generic models on 518 yearly time series taking input of length 8, 12, \ldots, 28 respectively. We calculate the average performance for these six models as N-BEATS-Generic’s performance on yearly time series in TOURISM dataset. Table 1 shows IDEA beats statistical benchmarks as well as the DL benchmark N-BEATS, previous SOTA on TOURISM.

### 2.3 Experiments on M4 Dataset

We further compare IDEA with N-BEATS, previous SOTA in DL methods. Performances under interpretable mode and generic mode are shown respectively. The tables are in the same manner of the experiments on the TOURISM dataset. The only difference is that we use SMAPE (Table 2) and OWA (Table 3) as metrics for the M4 dataset. Note that we obtain the performance of N-BEATS by the official open source code. In order to make a fair comparison, both IDEA-Generic and IDEA-Interpretable stay in the same scale with N-BEATS, inheriting most hyperparameters given in N-BEATS source code without fine tuning.

### 2.4 Generalization and Robustness

Figure 3 shows that IDEA generalizes well on sudden changing input data distribution. We visualize the activation of base-learners in the first group when the input data distribution changes. To prevent potential help from the trend and seasonality blocks, we use IDEA-Generic where blocks are all generic. Consequently, we are able to see how recurrent input competition facilitates generalization and robustness in the face of sudden changing input data distribution. We test changing between two input data distributions. The first kind training pairs are typical ones of monthly pattern sampled from the TOURISM dataset. Samples of the second data input distribution are also from a monthly pattern in the TOURISM dataset but the samples keep silent until a sudden jump before forecasting. We illustrate the difference between typical samples and silent samples in Figure 2.
We collect 20 typical samples and 10 silent samples as inputs for the pre-trained IDEA-Generic model on TOURISM dataset. To see the behavior of recurrent input competition during changing between two input distributions, typical samples are placed in the 1—10th and 16—25th positions while 11—15th and 26—30th positions are filled with silent samples. Figure 3 shows that IDEA reacts immediately as the input distribution changes. There are clearly two periods of sudden changes in the visualization of activated base-learners (in black).

3 Relations to Ensemble

Ensemble is the silver bullet for prediction where the outcomes from base learners with uncorrelated bias are fused at the last step to give a more accurate answer [21]. Classical ensemble methods flourished in the machine learning era dominated by tree-based methods when deep learning methods were still toddlers. Without the help of backpropagation, classical ensemble methods cannot dynamically combine two underlying fundamental elements, diversity and independence, with the final goal of high prediction accuracy. A one sentence critique for traditional static ensemble methods is that their ensemble outcomes never feedback base learners, improving accuracy or generalization of an individual base learner. Negative Correlation Learning (NCL) [22] puts the ensemble under the framework of deep learning as a pioneer. However, it manages diversity on the sacrifice of individual base learner’s accuracy. NCL uses simple fully connected neural networks as base learners which cannot learn interpretable representations such as trend and seasonality. NODE [23] and [24] propose tree-based methods where representation learning benefits from end-to-end gradient-based optimization and achieves interpretability via feature selection. These two methods, however, only work for tabular data with explicit features. The motivation of our work is centered in the question: can we define a gradient-based ensemble architecture for general prediction tasks where diversified independent base learners with interpretability and specialization cooperate dynamically to give better predictions for the changing inputs. To answer this question, we design IDEA, an ensemble model driven by end-to-end training for general prediction tasks, especially univariate time-series prediction. IDEA extends the ensemble in two directions. Horizontally, after competing for group input, base learners sparsely read context information from each other where diversity and independence are fused dynamically for better prediction. Vertically, we stack answers given by a sequence of groups. The group backcast residuals and recurrent input competition works as a mechanism creating boosting structure in the vertical direction. Experiments below show that IDEA not only achieves SOTA performance but also creates specialized modular adapting quickly to changing input data distribution with excellent generalization and robustness.

4 Conclusions

We proposed an Interpretable Dynamic Ensemble Architecture (IDEA) for time series prediction. The two direction ensemble driven by end-to-end training brought SOTA performance on TOURISM and M4 datasets. We designed two modes for IDEA, generic and interpretable. The interpretable mode achieves interpretability by fitting the time
series by polynomial basis or fourier basis. In generic mode, recurrent input competition encourages independent modular structures to automatically learn patterns relevant to themselves. In practice, IDEA generalized and transferred knowledge across multiple time series in the sense that it is trained in a multi-task fashion where samples from multiple time series form a batch. IDEA also generalized well across different seasonal patterns and datasets empirically. We also showed that IDEA has a good generalization and robustness in the face of suddenly changing input data distributions. In future work, we would like to encourage orthogonal queries in the recurrent input competition which may help base learners to learn disentangled patterns better.
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