Surface origin and control of resonance Raman scattering and surface band gap in indium nitride
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Abstract
Resonance Raman scattering measurements were performed on indium nitride thin films under conditions where the surface electron concentration was controlled by an electrolyte gate. As the surface condition is tuned from electron depletion to accumulation, the spectral feature at the expected position of the \((E_1, A_1)\) longitudinal optical (LO) near 590 cm\(^{-1}\) shifts to lower frequency. The shift is reversibly controlled with the applied gate potential, which clearly demonstrates the surface origin of this feature. The result is interpreted within the framework of a Martin double resonance, where the surface functions as a planar defect, allowing the scattering of long wavevector phonons. The allowed wavevector range, and hence the frequency, is modulated by the electron accumulation due to band gap narrowing. A surface band gap reduction of over 500 meV is estimated for the conditions of maximum electron accumulation. Under conditions of electron depletion, the full InN bandgap \((E_g = 0.65 \text{ eV})\) is expected at the surface. The drastic change in the surface band gap is expected to influence the transport properties of devices which utilize the surface electron accumulation layer.
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(Some figures may appear in colour only in the online journal)
Recently, a double resonance mechanism was proposed by Davydov et al to explain the presence of large-q phonons in the Raman spectra of InN [8]. The mechanism is based on the double resonance theory of Martin [9], and a strong dependence of the frequency of the LO modes on the excitation frequency is predicted and observed. A similarly strong dispersion of the LO-like scattering with excitation frequency was also observed in InN nanowires, providing further support for a double resonance mechanism [10]. However, this proposed scattering mechanism relies on elastic scattering of photoexcited carriers in the intermediate Raman state, which is attributed to the presence of impurities in the bulk material. Also, the LO-like scattering is assumed to have its origin in the bulk of the material.

There is recent evidence that the surface may play an important role in the Raman scattering of InN thin films. For example, Cho et al have used cross-sectional Raman microscopy to observe a large increase in scattering from the surface of InN thin films [11]. Kranert et al have proposed a model for wurtzite semiconductors in which wave-vector nonconservation can be caused, under resonant excitation conditions, by considering the surface as a planar defect [12].

In this work we critically examine the attribution of the LO-like scattering to the bulk of the InN films. InN is well-known to have a surface electron accumulation (SEA) layer with an areal density in the low-mid $10^{13}$ cm$^{-2}$ range [13], regardless of the surface orientation [14, 15]. The SEA layer, which is depicted schematically in figure 1(a), extends over a range of ca. 10 nm given the range of electron (hole) concentrations observed in bulk of InN films ($10^{17}$–$10^{19}$ cm$^{-3}$, typically) [14, 16]. While the presence of the SEA layer has prevented the realization of many traditional semiconductor device architectures, a number of InN-based devices have been demonstrated which utilize the SEA as a conducting channel. These include chemical and anion-sensitive sensors [17, 18] and both electrolyte and dielectric-gated field effect transistors [19–21].

Here we employ electrolyte gating to control the electron concentration in the SEA with concurrent in situ optical probing by means of Raman spectroscopy. We note that a conceptually similar approach has been used to investigate near-surface electronic Raman scattering in graphene using electrolyte gating [22, 23] and in III–V semiconductors and silicon using metal-insulator-semiconductor structures [24, 25]. We provide definite proof of the surface origin of the controversial LO-like Raman scattering in InN. We find that the LO-like Raman feature is reversibly modulated with gate voltage and follows a universal behavior regardless of the bulk doping properties. The shifts of this peak with changes in the surface electron concentration are consistent with a Martin double resonance mechanism, in which larger phonon wavevectors become accessible under electron accumulation conditions due to band gap narrowing. We believe that the surface acts as mediator for the double resonance scattering process, contrary to what has been believed up to now. Moreover, the surface band gap narrowing should substantially influence the electron transport in SEA devices based on InN, and possibility, other small band gap semiconductors.

Figure 1. SEA and experimental configuration. In (a) the surface band bending of InN is depicted for a sample with a non-degenerate n-type bulk doping behavior. The surface Fermi level is pinned above the conduction band minimum ($E_C$), resulting in a SEA layer. The Helmholtz double layer which forms at the electrolyte/InN interface allows bias to be applied to the InN to either further accumulate or deplete the SEA. The optical measurement setup is shown in (b). Bias was applied to the InN with respect to the reference electrode using a standard 3-electrode configuration being controlled by a potentiostat. The microscope objective used to excite the InN surface and collect Raman scattered light was immersed in the electrolyte. It was chemically and electrically insulated from the electrolyte by a thin sheet of Teflon.

2. Experimental

InN thin films used in this study were grown by molecular beam epitaxy (MBE) on GaN templates. All films are c-axis oriented and have the wurtzite structure. Mg doping was used to produce p-type films [26, 27], while the n-type film was not intentionally doped. Details of the growth method and of the electrical characterization are reported elsewhere [27]. The samples were chosen to represent the range of n- and p-type InN available with MBE growth. The transport properties of the films used in this study are shown in table 1.

The optical and electrical measurement setup is shown in figure 1(b). Raman microprobe spectra were recorded at room temperature in the $z$($-$, $-$z$|$) scattering geometry. Laser excitation was provided either by a He–Ne (1.96 eV) or diode laser (2.33 eV) and the scattered light was collected by an optical microscope and was analyzed with a Jobin-Yvon LabRAM-HR spectrometer. A 0.5 M NaOH solution was used as the liquid electrolyte and a Biologic potentiostat was used to control the bias applied to the surfaces of the film. A water immersion objective ($\times$64) was used to focus the incident
laser beam and collect the scattered light. It was chemically and electrically insulated from the electrolyte by a thin Teflon sheet [28]. The reference electrode was either Ag/AgCl or Hg/HgO and a platinum wire was used as the counter electrode. The sample potential was measured with respect to the reference electrode and is reported versus the normal hydrogen electrode (NHE). The surface of the InN thin films were HCl etched prior to the experiments in order to remove any surface oxides. Indium was used as ohmic contact to InN and was protected from the electrolyte by chemically resistant epoxy. The gate voltage was varied only in the regime in which there was negligible current flow between the InN and the electrolyte to prevent electrochemical reactions and/or etching of the film, both in the dark and under laser illumination.

We have shown previously that the insulating double layer which forms when a conformal liquid electrolyte is in contact with the surface of InN (figure 1(a)) allows bias potentials to be applied under conditions of minimal current flow. The electron concentration in the SEA in thin films can be increased, decreased to the bulk value (at the flat band potential), and even inverted to hole accumulation [29–31]. For the geometry employed here, more positive bias will deplete the surface while more negative bias will increase the electron accumulation. As we observed the largest effects in accumulation (see below), we will concentrate on changes caused by increasing the SEA with negative bias voltages.

### 3. Results

Capacitance–voltage (C–V) measurements were performed to determine the flat-band potential of the thin film samples, as shown in figure 2(a). In InN surface donors, ionized bulk donors/acceptors, and surface holes due to inversion at large positive biases all contribute to the observed capacitive space charge. As a result, the C–V data do not follow a simple linear relationship when graphed in the Mott–Schottky (C–V) versus V form. Instead, quantitative analysis of C–V data results requires solving the Poisson equation to determine the near surface electron concentration as a function of bias [16, 29]. Here, the 1D Poisson equation was solved by using the nextnano³ software (copyright ©2012, nextnano GmbH, Germany).

The surface Fermi level pinning was taken into consideration by using a Schottky barrier of 650 mV at the InN surface. An ohmic back contact was used as the secondary boundary condition. The simulation allow the space charge density to be calculated as a function of applied voltage. At 0V, the sheet electron density is between $10^{13}$ and $10^{14}$ cm$^{-2}$, depending on doping, which is in agreement with experimental literature reports [13, 14, 30, 32]. Then, the capacitance was calculated from the derivative of the charge density as a function of voltage. A shift of 0.2V was considered to account for the difference between the InN surface in air and water. The shift is taken from the difference between optical experiments in air and under water, described below. The $C^{-2}$ versus V modeling results are shown as solid lines in figure 2(a). The good agreement of the model with the experimental data allows us to rule out any effects due to incorporation of ions into the near surface region. The doping densities used for the simulations are labeled in the figure. We find that the flat band potential for the n-type sample is ~0.35V versus NHE, while for p-type samples the flat band potentials are ca. 1V versus NHE, with the difference corresponding approximately to the band gap of InN. The increase in slope of the $C^{-2}$ versus V data with increasing positive bias reflects the change in contribution to the capacitance from the SEA to the space charge region in the bulk defined by the bulk doping as the surface condition is tuned from accumulation to depletion [16].

The solution to the Poisson equation also allows assessing the changes in band energy profiles as a function of voltage. Figure 2(b) shows the modulation given by the gate voltage to the InN surface band structure based on the assumed values in the capacitance-voltage simulations. Two doping conditions are plotted ($N_D = 3 \times 10^{18}$ cm$^{-3}$ and $N_A = 4 \times 10^{18}$ cm$^{-3}$). The near-surface band bending was calculated for InN under two different voltages ($V = -1.2$ and $+0.5V$ versus NHE), which represent a strong and moderate electron accumulation conditions. As can be observed, the band bending, and thus the electric field, strongly depends on the bulk doping concentration as well as gate voltage. Figure 2(c) shows the depth profile of the electron concentration for the same voltage inputs and bulk doping conditions. Although the depth profile of $n_e$ strongly depends on bulk doping, the integrated sheet electron/hole accumulation (subtracting the bulk value) still remains rather similar for a large range of bulk concentrations and gate voltages (figure 2(d)). In essence, over the range of potentials (~1 to +0.8V versus NHE) which will be employed in the in situ Raman experiments described below, the sheet carrier density in the SEA is modulated from $<10^{13}$ to $>10^{13}$ cm$^{-2}$, according to our calculations.

Figure 3 shows the in situ Raman spectra as a function of bias from sample N1. In this backscattering geometry, the
non-polar $E_{2h}$ mode and the $A_1$(LO) mode are allowed by symmetry [12]. Spectra are normalized to the height of the $E_{2h}$ phonon. As reported in many earlier works, the $A_1$(LO) peak is relatively more intense under red light excitation, indicating near resonance conditions, in spite of the large difference between the excitation energy (1.96 eV) and band gap of InN (0.69 eV) [33]. At a first glance, one can see that, regardless of excitation energy, the frequency of the LO-like scattering near 590 cm$^{-1}$ shifts to lower frequency as the electron accumulation is increased by applying a negative bias (gate changed from around +0.2 to −0.6 V versus NHE), while the $E_{2h}$ peak is unchanged. This effect is completely reversible and the peak position returns to its original position when the potential is returned to above 0.2 V versus NHE. The reversible shift of the LO-like feature with gate voltage was observed in all samples studied regardless of the bulk doping condition. Figure 4 shows exemplary spectra from all other samples which illustrate this point. Apart from the LO mode shift and broadening, which is common in all samples, there are more subtle changes in the spectra which occur under strong electron accumulation conditions. Close examination of the spectra in figures 3 and 4 show that a new peak ($M_1$, at ~540 cm$^{-1}$) and a shoulder on the LO phonon ($M_2$) appear under resonance conditions (633 nm wavelength). The possible origin of these modes will be discussed below.

In order to quantify changes in the LO peak as a function of voltage, we fit the spectra to Lorentzian lineshapes. In most cases, a weak disorder–activated longitudinal (DALO) band
was included as a high frequency shoulder (marked with an asterisk in figure 3), and for the red-excited spectra, a third peak ($M_2$) has been taken into account for the deconvolution. We also corrected the peak frequencies of all features for strain caused by the heteroepitaxial growth using the difference in $E_{2h}$ frequency with respect to the reported unstrained value of 491.5 cm$^{-1}$ in [2 and 8] and using the values for the relationship between the frequency shift and strain ($\Delta\omega/\Delta\sigma_a$) for the $E_{2h}$ and $A_1(LO)$ modes of $-9$ cm$^{-1}$ GPa$^{-1}$ and $-8.4$ cm$^{-1}$ GPa$^{-1}$, respectively [34], where $\sigma_a$ is the biaxial stress and $\Delta\omega$ is the strain-induced shift. Figure 5(a) summarizes the shift of the LO phonon as a function of bias for all thin films samples. The FWHM of the main LO peak is shown as a function of bias in figure 5(b). Figure 5 shows that the changes in the LO phonon scattering produced by electrolyte gating are large: the peak frequency red shifts by up to ~6 cm$^{-1}$ and its FWHM increases by nearly a factor of two under accumulation conditions. It is also clear that the $n$-type and the three Mg-doped samples show a universal behavior, within our experimental resolution, in terms of the accumulation-induced red-shift and broadening of the LO phonon feature for both laser excitation wavelengths.

4. Discussion
We begin with a discussion of the LO phonon scattering and how it is affected by gate voltage. As shown in figures 2(b) and (c), electrolyte gating produces changes in the electron concentration in only the top ca. 10 nm of the InN films. Thus, the observation that the $A_1(LO)$ Raman peak shifts controllably and reversibly with the applied potential clearly demonstrates the surface origin of this feature. As seen in figure 5(a), the frequency trend of the LO mode is the same for all four of the InN samples studied in this work and for both laser excitations: the more negative the voltage, i.e. the more electron accumulation, the lower the LO frequency.
The dotted red and green horizontal lines in figure 5(a) indicate the frequency position of the Al(LO) peak in air. As mentioned above, the frequency in air is obtained again under electrolyte controlled conditions at $-0.2$ V versus NHE, indicating a slight depletion effect created by the water electrolyte immersion. The Al(LO) frequency in air is about $2 \text{ cm}^{-1}$ larger for red excitation compared to green in agreement with the study of Davydov et al. [8]. In that study, it was proposed that Martin’s double resonance is responsible for the observation of $A_1(LO)$ with large values of the phonon wavevector $q$ [8]. In their work, they observe a red-shift of the LO phonon with increasing the excitation energy, consistent with the prediction that the phonon wavevector ($q_{ph}$) can be twice that of the photoexcited electron-hole ($k_{eh}$), as shown schematically in figure 6. Thus, an increase in the above bandgap excitation energy will allow electrons to be promoted to the conduction band at larger $k_{eh}$, and in turn are able to scatter LO phonons of larger $q_{ph}$. Our observation of a larger $\omega_0$ for red versus green excitation is clearly consistent with this mechanism.

The present work clearly demonstrates the surface nature of the LO feature, given by the ability to tune its frequency through modulating the electron concentration at the surface. Kranert et al have recently proposed a model in which surface defects can lead to the wavevector non-conservation required for large $q_{ph}$ to be observed in wurtzite material [12]. The fact that the surface can act as a planar defect, allowing the 1LO resonant mode to be scattered, can explain both the presence of Martin’s double resonance in high quality InN and our findings. Regarding the large frequency shift produced by tuning the gate voltage, we are evidently probing $A_1(LO)$ with different $q_z$ across the Brillouin zone (BZ). Calculations of the phonon dispersion in wurtzite InN of the $A_1(LO)$ dispersion from the $\Gamma$ point to the $A$ point predict a red-shift of $8$–$10 \text{ cm}^{-1}$ across the width of the zone [8, 35]. Considering both laser excitations, the data shown in figure 5(a), in which the electrolyte gating tunes the $A_1(LO)$ frequency from $\sim590 \text{ cm}^{-1}$ (red excitation, depletion) to $\sim583 \text{ cm}^{-1}$ (green excitation), suggests that a wide range of $q$ is being accessed. We will explain this effect by a combination of a Martin double resonance, the surface origin of the momentum non-conservation, and an SEA-induced change in the surface band structure.

It is known that high electron concentrations reduce the band gap, both in the bulk [36] and in 2D structures [37, 38]. Thus, it would be expected that the band gap near the surface of InN would be reduced as compared to the bulk as a result of the electron accumulation. Indeed, this effect has been quantified experimentally for InN by angle resolved photoemission.
by King et al [39] Remarkably, for InN samples in vacuum, the surface band gap was reduced by 450 meV compared to the bulk value (690 meV). For our work, we expect a similar reduction in the surface band gap in air and an even larger reduction by increasing the SEA through gating.

It is possible to estimate the range of \( q \) accessible by the laser excitation energies we used and with the magnitudes of \( n_{\text{surface}} \) available by electrolyte gating shown in figures 2(c)–(d). It is known that the band gap shrinkage scales with \( (n_{\text{surface}})^{1/3} \), as has been experimentally predicted and observed in many systems [37, 38, 40]. In the work by King et al the 2D carrier density was \( \approx 1.6 \times 10^{13} \) cm\(^{-2} \) before renormalization. This corresponds to an electron concentration at the surface of \( \approx 2 \times 10^{20} \) cm\(^{-3} \) according to our calculations as described above. Using the reported band gap reduction of 450 meV, we obtain

\[
\Delta E_g \approx -7.69 \times 10^{-5} \text{ meV cm} \left( n_{\text{surface}} \right)^{1/3}. \tag{1}
\]

Referring to figures 2(b)–(d) and to equation (1), we estimate a bandgap reduction of \( -550 \) meV for the largest negative potential used in this study (\( V = -1 \) V versus NHE). Similarly, the full InN bandgap (\( \Delta E_g = 0 \)) at the surface is expected for a voltage of \( +0.6 \) V versus NHE and above.

We used \( 8 \times 8 \) \( k-p \) theory to apportion the band gap reduction between the conduction and valence bands [41, 42]. For the scattering results discussed here, with the surface acting as a planar defect allowing the transfer of momentum from the photoexcited charge to the lattice, along the \( [0001] \) direction. In this direction, the light holes and heavy holes in InN have a similar effective mass, about 1.56 \( m_e \) [43]. Lighter holes are found at the split-off band with an effective mass of 0.12 \( m_e \). In the \( 8 \times 8 \) \( k-p \) analysis, which is performed for \( k_z = k_x = 0 \) and \( k = k_y \), we include the crystal field splitting, spin orbit interaction and band gap reduction. The band dispersions is found by diagonalizing the following Hamiltonian:

\[
\begin{align*}
E_C + & \frac{\hbar^2 k^2}{2 m_e} \quad 0 \quad 0 \quad kP \quad 0 \quad 0 \quad 0 \quad 0 \\
0 \quad F + & \frac{\Delta_{\text{SO}}}{3} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \\
0 \quad 0 \quad F - & \frac{\Delta_{\text{SO}}}{3} \quad 0 \quad 0 \quad 0 \quad 0 \quad \frac{\sqrt{2}}{3} \Delta_{\text{SO}} \\
kP \quad 0 \quad 0 \quad \lambda \quad 0 \quad 0 \quad 0 \quad \frac{\sqrt{2}}{3} \Delta_{\text{SO}} \quad 0 \\
0 \quad 0 \quad 0 \quad 0 \quad E_C + & \frac{\hbar^2 k^2}{2 m_e} \quad 0 \quad 0 \quad kP \\
0 \quad 0 \quad 0 \quad 0 \quad F + & \frac{\Delta_{\text{SO}}}{3} \quad 0 \quad 0 \\
0 \quad 0 \quad 0 \quad \sqrt{\frac{2}{3}} \Delta_{\text{SO}} \quad 0 \quad 0 \quad F - & \frac{\Delta_{\text{SO}}}{3} \quad 0 \\
0 \quad 0 \quad \frac{\sqrt{2}}{3} \Delta_{\text{SO}} \quad 0 \quad kP \quad 0 \quad 0 \quad \lambda
\end{align*}
\]

where

\[
E_C = E_g + \Delta_{\text{CF}} + \frac{1}{3} \Delta_{\text{SO}}. \tag{3a}
\]

\[
F = \Delta_{\text{CF}} + \lambda + \theta, \tag{3b}
\]

\[
\lambda(k) = \frac{\hbar^2 k^2}{m_0} A_1, \text{ and} \tag{3c}
\]

\[
\theta(k) = \frac{\hbar^2 k^2}{m_0} A_3. \tag{3d}
\]

\( P \) is the Kane parameter (0.757 eV nm), \( \Delta_{\text{CF}} = 40 \) meV, \( \Delta_{\text{SO}} = 5 \) meV, and \( E_g = 0.69 \) eV + \( \Delta E_g \) where \( \Delta E_g \) is calculated from equation (1). \( A_i \) are valence band parameters defined as follows:

\[
m_{\text{lh}}^* = -m_0(A_1 + A_3)^{-1} \quad \text{and} \quad \tag{4a}
\]

\[
m_{\text{ch}}^* = -m_0(A_1 + \frac{E_{\text{ch}}^0}{E_{\text{ch}} - E_{\text{lh}}^0})^{-1}, \quad \text{where} \quad \tag{4b}
\]

\[
E_{\text{ch}}^0 = \frac{3 \Delta_{\text{CF}} - \Delta_{\text{SO}}}{6} - \frac{1}{2} \sqrt{\frac{\Delta_{\text{CF}}^2 + 3 \Delta_{\text{SO}}^2}{3} - \frac{2}{3} \Delta_{\text{SO}} \Delta_{\text{CF}}} \quad \text{and} \quad \tag{4c}
\]

\[
E_{\text{lh}}^0 = \frac{3 \Delta_{\text{CF}} - \Delta_{\text{SO}}}{6} + \frac{1}{2} \sqrt{\frac{\Delta_{\text{CF}}^2 + 3 \Delta_{\text{SO}}^2}{3} - \frac{2}{3} \Delta_{\text{SO}} \Delta_{\text{CF}}}. \quad \tag{4d}
\]

To obtain \( m_{\text{lh}}^* = 1.56 \) \( m_e \), and \( m_{\text{ch}}^* = 0.12 \) \( m_e \) at the valence band maximum, \( A_1 = -8.36 \) and \( A_3 = 7.72 \). An approximation for small wave vectors was used by Davydov et al where a 2-band interaction between the lightest holes and the conduction band was considered, with a non-interacting heavy hole band [8].
Figure 7. Normalized intensity of features $M1$ and $M2$ (see figure 3(a)) as a function of bias. Normalization is performed with respect to the $E_{2h}$ mode. The y-axis is in logarithmic scale.

Figure 6 shows the evolution of the band structure and electron dispersion perpendicular to the surface as the condition is changed from flat-band (no accumulation) to strongly accumulated (from 0 to 550 meV in band gap reduction, equation (2)). It is clear that not only the band gap energy decreases with electron accumulation, but also the band edges become sharper resembling those of graphene. In each case, a Martin’s double resonance scattering is also shown schematically, where the surface is responsible for the wave-vector non-conservation along the $z$-direction [12].

By considering the band bending simulations shown in figure 2, along with equations (1) and (2), we estimate that the phonon wavevector $q_{ph}$ range that is accessed by electrolyte gating ranges from 0.452 to 0.52 (in units of $\pi/c_0$) and from 0.538 to 0.606 (in units of $\pi/c_0$), for the red and green light excitations, respectively. This means, that by applying a gate voltage to our InN films, phonons within the second half of the BZ along the $\Gamma$–A direction are sampled, where the more negative voltages produce scattering from phonons the closer to the zone edge. These values were obtained by considering only the split-off band. For heavy holes, the $q_{ph}$ resides outside the BZ. Moreover, as we observe a smooth trend of the experimental phonon frequency with voltage, we do not believe that resonances involving other bands make a large contribution to the scattering.

In order to correlate these findings with the experimental results, we use the LO phonon dispersion to find the frequency range accessed by surface gating. By taking the dispersion given in [8], we find that for going from flat band to strong surface accumulation, the LO phonon should shift from 585.7 to 583.5 cm$^{-1}$ for the red light excitation. For green light excitation, the predicted frequency range is from 583.0 to 580.6 cm$^{-1}$. In both cases, the experimental shift is in the same direction as the model, but the observed shift is somewhat larger (4–5.5 versus 2–2.4 cm$^{-1}$, for red and green excitations respectively). We note, however, that there are uncertainties in both the effective mass parameters and phonon dispersion for InN, which may explain some of the discrepancy. It is also possible that the large electric field produced by the strong surface band bending plays a role.

Now, we turn to the origin of the broadening under strong electron accumulation, figure 5(b). We note that the maximum line widths observed, ca. 20 cm$^{-1}$, are larger than the predicted maximum dispersion of the $A_1(LO)$ phonon from zone center to edge. We believe that the phonon lifetime is decreased under strong electron accumulation conditions, which will cause additional Raman line broadening.

Finally, we want to address the observation of the two peaks (labeled $M1$ and $M2$ in figure 3) that are observed for negatively gated InN. The feature $M1$ is the most clear and appears at a frequency of around 540 cm$^{-1}$. We note that the frequency is very close to that of the forbidden $B_{1u}$ silent mode which has been observed experimentally in the near surface region by second harmonic generation spectroscopy [44]. $M2$ is a shoulder on the LO feature at about 585 cm$^{-1}$. The observation of Raman peaks around the frequencies of $M1$ and $M2$ have been reported in other studies [5, 45–49]. While some attribute it to the $B_1$ silent mode arising from sample imperfections, others have assigned them to surface optical (SO) modes with $A_1$ and $E_1$ symmetries. Interestingly, Schäfer-Nolte et al suspected that these peaks appearing in highly doped samples could be related to electron transitions at localized states [46]. In our work, we see that both features are clearly enhanced by long wavelength excitation and the presence of large electron densities at the surface, which follows the theory of electron-related transitions. Figure 7 shows the intensity trend of these two features as a function of applied voltage. It is clear from the identical exponential increase in intensity of $M1$ and $M2$, regardless of sample nature, that there is a direct link between carrier density and/or band structure at the surface and these Raman features.

5. Conclusions

In situ micro-Raman measurements were used to probe directly the interaction between the SEA layer and the Raman-active phonons. We find that the intensity and frequency of the forbidden LO Raman feature is reversibly changed by the external potential, showing its surface origin. This is the first experimental evidence of the relation between the LO feature in InN and free electron accumulation at its surface. Martin’s double resonance mechanism is responsible for long-wavelength LO scattering at the InN surface. By changing the band bending at the surface, both carrier density and band structure are modulated, which in turn changes range of LO phonon wavevectors which contribute to the scattering.

The changes in the surface band structure produced by controlling the SEA are significant. Under condition of maximum accumulation, the surface band gap is predicted to be reduced from its bulk value of 0.65 eV by over 0.5 eV and our 8 × 8 $k$-$p$ analysis predicts that the band edges should become very sharp, resembling those of graphene. This would be expected to have a large influence on the electron transport in the SEA. Under condition of electron depletion, the surface band gap should be similar to the bulk value.
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