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Abstract

In this chapter, we investigate the most recent automatic detecting algorithms on abnormal electrocardiogram (ECG) in a variety of cardiac arrhythmias. We present typical examples of a medical case study and technical applications related to diagnosing ECG, which include (i) a recently patented data classifier on the basis of deep learning model, (ii) a deep neural network scheme to diagnose variable types of arrhythmia through wearable ECG monitoring devices, and (iii) implementation of the health cloud platform, which consists of automatic detection, data mining, and classifying via the Android terminal module. Our work establishes a cross-area study, which relates artificial intelligence (AI), deep learning, cloud computing on huge amount of data to minishape ECG monitoring devices, and portable interaction platforms. Experimental results display the technical advantages such as saving cost, better reliability, and higher accuracy of deep learning-based models in contrast to conventional schemes on cardiac diagnosis.
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1. Introduction

Statistical reports indicated that the leading cause of death in the world comes from cardiovascular diseases [9, 20]. The World Health Organization (WHO) reported that the total number of deaths from cardiovascular diseases in 2012 was approximately 17.5 million, compared with 17.7 million in 2015, and this number has been increasing every year [1, 3, 9]. With the accelerating pace of life, more and more young people suffer from great pressure related to work, and completely ignore physical examinations, which increases the risk of sudden death [9]. Hence, monitoring ECG and performing automatic diagnosis become particularly important. In cardiology, the electrical actions of a human's heart are simply and painlessly recorded by electrocardiogram (ECG) via single or multiple-lead detections [8, 20]. The real-time ECG sequence of a patient represents one of the most useful clinical diagnostic features on cardiovascular diseases, reflecting the electrophysiological activity of cardiac excitement, and indicating great importance on the aspects of basic heart functions and related pathological research [12]. Meanwhile, ECG is of crucial importance for analyzing and identifying various arrhythmias, which reflect the degree of myocardial damage, the corresponding development process, and the functional structure of both atria and ventricles [3, 12]. A few
research scholars have related medical evidence of ECG toward arrhythmias with the latest experimental study, see [3, 4, 12, 23, 29], and the references therein. Typical anomaly behaviors in ECG refer to irregular heartbeats, which are often recognized as sinus arrhythmia, ectopic tachycardia, cardiac flutter and tremor, and heart block [12]. The ectopic tachycardia is also known as premature contraction, standing for the most common types of cardiac arrhythmias. Classification of arrhythmias can be in accordance with a cardiac pacemaker and the conduction process [9, 12]: abnormal pacemakers may lead to arrhythmias and fluctuated heart rates, including atrial fibrillation, ventricular fibrillation (either sinus, supraventricular, or ventricular), tachycardia and bradycardia; abnormal cardiac conduction system results into heart blocks such as atrioventricular block and intraventricular block, etc. Atrioventricular block takes place in the atrioventricular node, the His bundle and its branches, while ventricular conduction block occurs in the left and right bundle branches. Specifically, no obvious symptoms appear in left bundle branch block, while coronary and rheumatic heart diseases as well as acute myocardial infarction often accompany right bundle branch block. Healthy people come along with occasional atrial premature beats, while ventricular premature beats are often associated with some kind of organic lesion. Several distortions on QRS wave and ST segments could appear in those cardiac arrhythmias [12].

Previously reported medications and medical procedures such as pacemaker insertion and surgery offer well-established treatments for most arrhythmias; meanwhile, a large quantity of signal and image processing algorithms as well as sensor devices provided useful tools on electrocardiogram-assisted diagnosis [8, 18, 20, 26, 31, 32]. Recently, many researchers have been devoting themselves on computer-aided ECG analysis, where the technical developments are enriched from the booming growth on machine learning and deep learning algorithms [6, 9, 11, 13–17, 21, 24, 25, 27, 30, 33, 35–37]. Their methodology of study is broadly categorized as conventional machine learning and deep learning. Traditional machine learning schemes are greatly affected by data, which demands complex preprocessing such as noise removal and data normalization. Besides, it is also vulnerable to over-extract unnecessary features, requiring filter design and sorting out redundant features, and then finally input another algorithm for classification [10, 16, 19, 21, 25–28]. While good effects on recognition got achieved, the overall procedure is more complicated than those of the deep learning schemes [1, 6, 9, 14, 17, 21, 25, 27]. Hence, previous machine learnings are no longer suitable to be embedded into mobile devices or perform real-time analysis [15].

For some of the deep learning-based schemes [1, 9, 13–15, 17, 25, 27], it is not only unnecessary to perform accurate denoising on the data, but also automatically extract the features in order to achieve the expected ideal recognition results. Common training modes of algorithmic ECG diagnosis usually compose single lead and multilead [9]. Multilead data combined with multichannel neural network algorithms (MCNN) are capable of achieving considerably good results; however, their shortcomings display on the relatively larger training parameters of models and much longer training time, which increases the difficulties to realize real-time monitoring associated with the existing mobile devices [9, 10, 31, 32]. Comparing to single-lead ECG data processing, the performance of recognition by multilead can be achieved with satisfactory, i.e., using the AlexNet structure, while the weakness lies on that these methods were regarded as relatively out of date [9].

The remainder of this chapter is organized as follows. In Section 2, several typical algorithms are briefly described on how deep learning-based light-quantity level algorithms recognize ECG data, and how the principles of deep learning are related on accurately diagnosing cardiac arrhythmia. Section 3 introduces a recently patented ECG data classifier with deep learning-based model. The automatic ECG
arrhythmia diagnosing system and Android health cloud platform are referenced in Section 4. The last Section 5 prospects the progress on cross-area study of artificial intelligence-(AI)-related ECG diagnosis and draws our conclusions.

2. Deep learning theory and automatic ECG diagnosis

Since ECG periodically reflects the variations on electrical activities of a human’s heart and real-time monitoring indicates parallel processing on amazing amount of data, automatic ECG diagnosis calls for efficient classification techniques on extracting unsupervised data features in practical ways. Many previous statistical signal processing or machine learning schemes utilize some dimensional reduction methods (i.e., linear discriminate analysis (LDA), independent component analysis (ICA), principle component analysis (PCA), etc.) to release the complexity issues, while it is the fact that practically most of the feature selection schemes are still dependent on human labor [9]. Deep learning is developed from artificial neural networks to simulate the input and output of neurons and the process of excitatory transmission of signals [9, 21, 25]. While early neural network (perceptron) only aimed to solve the linear separable problem, deep learning models connect some hidden layer(s) with an activation function between the input and output layers to obtain multilayer perceptions (MLP) [9]. Expanded cascades on the hidden layer of neurons indicate that the ability of network learning is deepened, and hence, any arbitrary continuous function of arbitrary complexity was proved to be effectively approached (in any level of accuracy), given an expression of a functional model, while the by-products turn to be increased network parameters and difficulty on training [9].

Two representative training methods in deep learning-based ECG diagnosis include the back-propagation (BP) algorithm and deep belief network (DBN) [1, 8, 28], where the former still fails to overcome the error dissipation effect in the process of back-propagation, and the latter is suitable for layer-by-layer unsupervised learning via using a small portion of labeled samples for global optimization; for feature learning, DBN makes full use of unlabeled data and reduces the cost via the strategy of “pretraining and minor tuning” [9]. Other applicable deep network structures applied in latest works on automatic ECG analysis comprise fundamental or variation schemes related to classical MLP, convolutional neural networks (CNN), and recurrent neural networks (RNN) [9, 22]. A schematic diagram of CNN-based arrhythmia classification is displayed in Figure 1 [9].

The three basic features of CNN, known as locally receptive field, shared weights and pooling, are reflected inside of the input and output layers in Figure 1 as depicted above [9]: the convolutional layer exploits sample information fragments in the form of moving windows (locally acceptable domain) to continuously learn the entire information of samples, and traverse to obtain multiple feature maps by weight sharing, which is the convolution layer. The pool layer performs data compression on the feature map of convolutional layer in order to simplify its output. Frequently used max-pool operation filters out all redundant values except the maximum value in the sample region, and then transforms the data to improve the algorithmic robustness. The upper fully layer corresponds to the network output, and the combination of convolution layer, and pool layer can also be inserted with full layers to acquire middle outputs. Since diagnosing ECG is also a task of time series analysis, its information is mainly expressed by the spatial structure, and the information output by each channel of the multilead ECG is not identically the same. The chest V1 lead signal and the limb II lead signal are both inputs into the neural network, and the output layer performs classification on different types of arrhythmia [9].
While applying deep learning theory in automatic ECG diagnosis and arrhythmia classification, in addition to BP algorithm, CNN and fully connected feedforward neural network (FCFNN), the gradient descent training algorithm also suggests a feasible candidate [9, 22]. In the optimization process of training, the follow-up methods such as target function selection, dropout technique, and Nesterov impulse update are capable of improving the training efficiency and reduce the probability of over-fitting on sequential processing of ECG data [9, 22]. Regarding to RNN as mentioned above, its variation model named as long-short-term memory (LSTM) [18, 22] had been applied to classify arrhythmia, where the two share the same network structure, while the neurons in hidden layer got replaced with loop-connected memory units [18]. A standard memory unit contains single/multiple self-connected memory unit and three multiplication units (input/output gates and forgotten gate). Among the consecutive operations of “write,” “read,” and “reset,” the forgotten gate offers a self-reset scheme for memory units, which is crucial to demand LSTM to “forgot” the previously loaded tasks [18]. A single cell-unit-based classical LSTM memory unit model is depicted in Figure 2a, and the schematic diagram of LSTM-based arrhythmia classification model is shown in Figure 2b.

The LSTM-based model represents another deep learning scheme on diagnosing abnormal ECG and performing automatic arrhythmia classification [18]. With an input layer and two hidden layers, it cascades the SoftMax classifier as the last layer,
which comprises five nodes that correspondingly stands for N, S, V, F, and Q [18]. Preprocessed ECG segments were taken as input data into LSTM to proceed with layer-to-layer feature learning and mapping, then the deep-level ECG signal features were sent to SoftMax classifier to perform training, from which the acquired weights follow-up with the initialization step and weight optimization step by BP algorithm so as to converge into the global optimal of LSTM network model, and finally achieve the goal of arrhythmia classification [18, 22]. The LSTM model overcame the dependence of traditional features on ECG signals, solved the problem of gradient elimination that early neural networks occur, and achieved data mining on the distinctive deep features behind large pool of ECG data via the proposed self-learning style [18].

In 2017, computer scientists in Stanford University claimed that they have developed a deep learning scheme on accurate diagnosing various types of arrhythmia, which achieved the grading level of diagnosing as high as professional cardiologists [2, 38]. Such kind of deep learning-based schemes can sieve irregular heartbeats from sequential data of several hours. It is common to view arrhythmia from ECG, while doctors often supply patients with portable ECG that consecutively monitors their heartbeats since portable wearing devices are able to generate data in hundreds of hours [2]. Research scholars and a heartbeat monitoring company named as IRhythm have been working together to investigate accurate detection of deep CNN models toward large amount of concentrated, irregular ECG data [34, 38, 39]. It was claimed by these scholars that their proposed algorithm performed much better comparing to professional cardiologists when diagnosing 13 different types of arrhythmia [2]. Benefited from accelerating diagnosis and improving treatments, the algorithmic accuracy even exceeds those obtained by cardiological doctors. Besides, their ECG algorithm was expected to help people in remote areas gain some assistance from cardiological experts: performing some kind of anomaly detection, associated with processing various types of anomalous arrhythmia in high precision [2, 38]. Applying their algorithm to monitor ECG of potential arrhythmia patients can be imaged in the following scenarios: when patients first come to see the doctor in office, if the wearable ECG device does not detect any problem, doctors would possibly allow the potential patient to use portable devices and monitor heartbeats consecutively for 2 weeks; hence, the crossover range of time generating data by the device is longer than 300 hours. After the second appointment, doctors may analysis the data of every second to discover any hint on arrhythmia [2].

Analyzing arrhythmia was in fact a data processing problem, as was found by Dr. Andrew Ng, a well-known artificial intelligence (AI) expert leading Stanford’s machine learning team, where the deep learning algorithm they developed aims to diagnose different types of arrhythmias from ECG inputs [2]. Cooperating with companies, which provide wearable rhythm monitoring equipment, about 36,000 ECG data samples were acquired to train a deep neural network model, which was later proved to be more accurate than a cardiologist in diagnosing arrhythmias, and performs even better than a doctor in most cases [2, 38]. Their trained 34-layer CNN model is depicted in Figure 3, where a single-lead wearable heart device monitors ECG, and the objective is oriented on correct detection of the sinus rhythm (SINUS) and atrial fibrillation (AFIB). The input after preactivation, followed by 33 convolution layers in cascades, one fully connected layer at the last and a SoftMax, contributed the entire architecture of this trained deep neural network [38].

Research scholars discovered that many types of arrhythmia are similar on occurrence, while their differences are trivial; however, it has a great impact on how to deal with a specific arrhythmia: for instance, two types of arrhythmias were known as secondary atrioventricular block and showed very similar appearance, while one requires no treatment and the other urges immediate observation [2, 12, 22]. Their research products are not only able to discover signs of arrhythmia, but also expose different types of arrhythmia with unprecedented high precision [22]. The advantage
of this deep CNN-based algorithm lies that it never become exhausted and continuously performs immediate diagnosis of arrhythmia, which further benefits patients who are unable to see a cardiologist in remote areas or a developing country [2]. When a potentially fatal heart rhythm appears in high-risk groups, one who wears a daily-used rhythm monitoring device will immediately respond and notify emergency personnel to aid the individual(s) with professional arrhythmia diagnosis [2, 38].

3. Automatic ECG diagnosis via deep learning: lightweight classifier

Among the architecture model of deep learning-based schemes on automatic ECG diagnosis, reducing the computational cost, network parameters and training difficulties, will represent crucial problems. In order to solve these issues mentioned above, research scholars have been seeking for an ideal technical solution. A deep learning research lab in Zhengzhou University established a lightweight algorithm on automatic ECG data diagnosis, in which the elements on technical realization are displayed as below [40]: the objective is to provide a deep learning-based lightweight algorithm for identifying ECG data, which aims at the deficiencies of the current techniques. This invention takes along with a technical plan of identifying the ECG data based on deep learning, which includes the following steps [40]:

Step 1: Perform rough extraction of data features. The extracted ECG data are conveyed through a standard convolution layer.

Step 2: Pass the rough extracted data features through a pooling layer max-pooling, then send these features to the core Lite module to extract deep-level data features.

Step 3: Send the deep-level data features through a pooling layer max-pooling, then the two full-connection layers, named as dense, will receive these features by turns and perform purification.

Step 4: Transmit the purified data features to the classifier function and proceed with outputs after feature classification.

A flowchart on the operating procedures with respect to this invention is depicted in Figure 4, and the diagram of its core module, the deep learning-based lightweight algorithm, is shown in Figure 5.
Regarding to the core module as proposed on invention, the max-pooling layer plays an anti-overfitting effect in the entire structure model and ensures the classification accuracy. The activation function of each convolutional layer including the fully connected layer is named as LeakReLU [40]. When performing the optimization step by the Adam optimizer, the learning rate was set as 0.001. The specific setting parameters of this algorithmic model are presented as below.

Based on the analysis as described above, the activation functions of each convolutional layer and fully connected layer are implemented by LeakReLU, while the model is optimized using the Adam optimizer [40]; the learning rate is set as 0.001. In Step 1, the convolution kernel of the standard convolutional layer is set as $1 \times 5$ with step size of 1; the convolution kernel size of the pooled layer max-pooling is set as $1 \times 2$, with step size of 2; the convolution kernel size of the squeeze convolution layer and the first standard convolution layer are both set as $1 \times 1$ with step size of 1; similarly, with the same step size, convolution kernels of the second...
and third standard convolutional layers are set as $1 \times 2$ and $1 \times 3$, respectively; the convolution kernels of the depthwise convolutional layers match the same size with their follow-up standard convolution layers, their step sizes are set as $1$; and the convolution kernel of the pointwise convolution layer is also set as $1 \times 1$ with step size of $1$.

In Step 2, the function of core module lite is to install the squeeze convolution layer on compressing feature data outputted by the upper layer; after the layer of squeezed convolutions, the standard convolutions of three different channels were set to extract data features of different local sizes; the rough data features are transmitted through a depthwise convolution layer and a pointwise convolution layer after the second and the third standard convolutional layers; a residual connection is also constructed on the terminal right side of the squeeze convolution layer; finally, the outputs of filter concatenation are performed after the first standard convolution layer, pointwise convolution layer, and the residual connections [40].

It should be noted that the standard convolution layer in the invented automatic ECG classifier, performs a conventional convolution operation, which is named as standard convolutional layer for distinctions; the compression convolution layer is obtained by compressing the amount of feature data in the upper layer so as to reduce the computational load for convolution operation of the next layer. For example, if the upper layer outputs 10 feature data and the compressed convolution layer sets up five convolution kernels, then 5 feature data will be released, which means the input of next layer has five feature data. Deep convolution and pointwise convolution actually divide the ordinary standard convolution operation into two steps [40]: the first step is to exploit the deep convolution layer to perform convolution operations separately on each feature data of the previous layer, which indicates that a convolution kernel only convolves one feature data. In the second step, the pointwise convolution, which is the $1 \times 1$ convolution kernel, performs feature combination operations on the output after deep convolution.

By adopting the invented deep learning-based lightweight algorithm and through the setting of a core module, this model is trained to guarantee a certain accuracy in absence of demanding much computational cost. In contrast to other detection algorithms, the proposed scheme takes less time, displays faster prediction, and reduces personal consumption. The well-trained software platform can be embedded into a wearable ECG device or the mobile phone terminals to classify and monitor the collected ECG data, and triggers an alarm in case an abnormality is encountered. The embedded device is not only free of spending extra time affecting daily work, but also aroused people to pay enough attention on cardiac abnormalities and regularly perform physical examination; hence, the incidence of heart disease can be significantly reduced [40].

Comparing to the existing methods, this deep learning-based lightweight algorithm on invention has substantive features and significant advances, which can be specifically referred as [40]:

- Core module stands for an innovative design module of structural fusion, which combines multilayer convolution kernel structure of the famous GoogleNet, the compressive convolution idea of SqueezeNet, and the depth-pointwise convolution on parameter reduction of MobileNets. By implementing the classical AlexNet network structure, the entire framework was designed to ensure the stability of algorithmic model.

- Compared with other algorithms, this invented model does not require many computational parameters while ensures certain recognition effects; it also has the capacity on automatically realizing the processing of sequential ECG data on limited network resources or running memory.
As specified by several steps mentioned above, the lightweight algorithm for identifying ECG data based on deep learning can be realized via uniprocessors in parallel computing, in which the convolution manner of each convolution layer is convolution of one-dimensional ECG data [40]. Brief notation on implementation is presented as follows: \( x[n] \) and \( y[n] \) denote the input and the output sequences, respectively; \( h[n] \) represents the convolution kernel weight sequence, \( h[-k] \) represents the inversion of the \( h[k] \) sequence, \( h[N-k] \) indicates that \( h[-k] \) is moved by \( n \) points; \( m \) stands for the length of input sequence, while the length of output sequence is expressed as \( \text{len}(x[n]) + \text{len}(h[n]) - 1 \). Because the classifier function is a SoftMax function classifying five types of ECG data, each type of ECG data is recorded as a neuron in the SoftMax function, which appears in the form as a product of the upper neuron output and the weight of SoftMax function connected to the upper neuron [40]. Hence, by constructing the loss function and the linear regression model, the output probability of each neuron and each neural unit can be modeled through vector calculus and probabilistic interpretation, which finally achieves the prediction value of output.

To sum up, the technical invention [40] provides a deep learning-based lightweight algorithm for automatic ECG data identification and diagnosis, where its procedure consists of extracting the extracted ECG data through a standard convolution layer, and performing rough extraction of data features; while a feature is passed through a max-pooling layer, the core module is sent to the kernel lite module to extract deep data features. Note that after passing the deep data features through a pooled layer max-pooling, those features will be sequentially loaded into two fully connected layers named as dense, in which purification is performed on the hierarchical data features; in the next step, the classifier function takes responsibility for feature classification on the output of purified data features. Compared with other similar schemes on automatic ECG diagnosis [5, 7, 16, 27, 31, 36], the invented lightweight algorithm has been released from requiring large set of calculation parameters but still ensures constant accuracy on recognition effects, which is able to realize parallel processing of ECG data despite of limited network resources or running memory on GPU [40].

4. Automatic detection system for arrhythmias and the Android health cloud platform

While the current methods on network medical treatments are often restricted to the interactions between doctors and patients via modern communication tools, it is neither possible to establish mutual trust nor collect real-time data. Hence, wearable ECG monitoring systems and applicable software platforms (typically integrated into Android terminal modules in a cellphone, for daily use) are calling for proposal. Recently, the health cloud platform for arrhythmia detection [9] and the ThingSpeak cloud computing platform [41] on classifying and diagnosing ECG had been proposed to solve some prior problems at different levels. Utilizing deep learning tools and the intelligent information integration platform named as the Internet of Things (IoT) [9, 41], a new follow-up mode of automatic heart monitoring system was developed for real-time remote services among doctors and patients in a long term. The system established a cloud platform on health inquiry, providing medical data management services for online patients. Aiming at reducing potential risks for cardiovascular diseases, this platform offers online assessment, diagnosis, and rehabilitation guidance by relevant doctors [9]. Regarding to offline services, this system relies on existing medical-level biosensors to construct terminals on signal acquisition and processing [9]. For real-time ECG sequence, it provides functions such as collection, exhibition, and analytical monitoring of basic physiological
parameters, and constructs a communication platform for doctors and patients with respect to their practical demands. The deep learning-based detection algorithm was integrated into the arrhythmia automatic diagnosis system within the module of health monitoring control, which performs real-time remote surveillance and outputs feedbacks on the ECG signals collected by the biosensors [9].

The system hardware mainly comprises a monitor system and an Android terminal [9]: a monitor system module is responsible for measuring and collecting data of vital signs such as ECG, blood pressure and body temperature, etc., then transmitting real-time data to the Android terminal module via serial port or Bluetooth and thereby completing the tasks of uploading data and synchronous exhibition, followed by performing automatic diagnosis (including real-time analysis) of possible arrhythmia data in the ECG sequence. The hardware of system monitor module adopts PM6750 for medical signal processing. RK3188 development motherboard with quad-core Cortex-A9 processor was chosen for hardware design on the Android terminal module. Original ECG data were sent to the terminal through the monitoring devices where the mode of asynchronous serial port transmission is applied, no parity bit exists, and the baud rate is 115,200 Baud. According to the protocol, Android terminal module parses the restored signal data including waveforms, heart rate and breathing, styles of single-lead or multilead, filtering, and signal gain. The parsed data can be uploaded to the cloud platform and saved as private health data for each client. Historical data can be viewed by each individual at any time through the browser to provide health channels and follow-up support on clinical treatments [9]. While ThingSpeak employed similar datasets on MIT database for ECG data, the proposed online monitoring system displays comparable outputs on ECG signals using principle component analysis (PCA), which is depicted in Figure 6 [41]. The online MATLAB programs are running through the ThingSpeak IoT cloud for automatic ECG data analysis, which enables doctors to monitor, diagnose, and improve the health of patients [41]; meanwhile, the call for emergency service ensures local first-aid institutions to respond at prompt time in order to minimize any risk issues in absence of proper treatments [9, 41].

In another scenario on the workflow of system, the automatic arrhythmia detection system starts with a network of bio-sensors, where the input signals follow the arranged entry to the bio-data acquisition module followed by the control module on health monitoring, and then uploaded into the cardiovascular health cloud platform for data analysis in Android systems [9]. Those mobile devices provide supplemental aid on building up virtual human models in digital physiological bases, simulating medical plans on treatment and predicting potential risks on disease. With the helpful support of remote clinical diagnosis in collaboration of artificial intelligence-based solutions such as electronic health and digital medicine plans, the comprehensive online medical cloud platform will come into reality very soon [9]. For broader applications on biomedical data management and access, Navale and Bourne [42] proposed a conceptual framework to show how the data
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*Figure 6. The proposed ThingSpeak online monitoring system for ECG analytics using PCA [41].*
5. Discussions and conclusions

In this chapter, we have established a study on deep learning theory related to automatic diagnosis on abnormal electrocardiogram (ECG). We briefly introduced the most recent automatic detecting schemes such as convolutional neural networks (CNN), recurrent neural networks (RNN) [9, 22, 34, 39], and its variation of long-short-term memory (LSTM) model [18, 22], which aims on analyzing different types of cardiac arrhythmias. We presented an investigation of practical examples and applications of deep learning on automatic ECG diagnosis [5, 7, 16, 27, 31, 36], which consists of a deep learning-based lightweight classifier on ECG data identification, deep belief network (DBN) [1, 8, 28] on diagnosing cardiac arrhythmia via wearable ECG monitoring devices, and a health cloud platform on automatic ECG detection, data mining and classification. We combined the theoretical concepts of artificial intelligence (AI)-oriented topics such as deep learning, big data health cloud platform to real medical applications, i.e., minishape ECG monitoring devices [9, 41], domestic cardiac arrhythmia analyzer [40], automatic ECG diagnosis on
Android terminal modules [9] and the conceptual framework on managing and accessing biomedical data [42]. Technical advantages such as low-power consumption, higher accuracy, better reliability, and cost saving on the links of feasible software/hardware implementations to automatic cardiac arrhythmia diagnosis prospects broader applications of deep learning on ECG and other data analytics on medical imaging.
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