Period doubling, two-color lattices, and the growth of swallowtails in Bose-Einstein condensates
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The band structure of a Bose-Einstein condensate is studied for lattice traps of sinusoidal, Jacobi elliptic, and Kronig-Penney form. It is demonstrated that the physical properties of the system are independent of the choice of lattice. The Kronig-Penney potential, which admits a full exact solution in closed analytical form, is then used to understand in a novel way the swallowtails, or loops, that form in the band structure. Their appearance can be explained by adiabatically tuning a second lattice with half the period. Such a two-color lattice, which can be easily realized in experiments, has intriguing new physical properties. For instance, swallowtails appear even for weak nonlinearity, which is the experimental regime. We determine the stability properties of this system and relate them to current experiments.
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I. INTRODUCTION

There has been great interest in the study of Bose-Einstein condensates (BEC’s) from both the experimental and theoretical perspective since they were first created in 1995 [1, 2, 3]. In particular, the examination of BEC’s in periodic potentials in the superfluid phase has yielded many intriguing phenomena, such as gap solitons [4, 5], the appearance of swallowtails or loops in the band structure, pulsed atom lasers and demonstrations of their phase coherence [6, 7], and matter-wave diffraction [8]. BEC’s in periodic potentials, unlike other solid state systems, have the advantage that the lattice geometry and interatomic interactions are highly controllable [9, 10]. We examine the mean field Bloch states of a BEC in a one-color and two-color potential for arbitrary interaction and potential strengths. The full nonlinear band structure of the system is then determined for a two-color potential. We show that period-doubled states in the usual one-color lattice are directly connected with Bloch waves in the two-color case. Period-doubled states have a periodicity which is twice that of the underlying lattice. This allows for a novel interpretation of swallowtails, a key physical property of the band structure of a BEC. The study of period-doubled states has been important in other systems, for instance in optics [11, 12], because it offers experimental access to the period-doubling route to chaos.

The band structure of a BEC in an optical lattice has previously been studied both analytically and numerically. An array of techniques have been developed. The sinusoidal potential, which is the experimental case, has been investigated by expanding the wavefunction in a Fourier series and minimizing the energy [13, 14, 15, 16, 17]. Two other potentials have been studied in detail. A Jacobi elliptic potential, which asymptotically approaches the sinusoidal case, has the advantage that it emts a useful class of exact solutions [18, 19, 20]. On the other hand, the Kronig-Penney potential can be solved completely and exactly, as we have shown in our previous work [21, 22, 23]. We compare these three models with the aid of the Bloch wave representation. For the Jacobi elliptic potential this requires a reinterpretation of the original result [18]. In addition, we explain the longstanding open problem of why certain density offsets in this class of solutions lead to instability. We find that the form of the potential has no effect on the superfluid and other physical properties of the system. Of the closed-form analytical methods available for the three potentials, only the Kronig-Penney potential admits a full description of the band structure.

The two-color lattice has already received some attention in the literature. Roth and Burnett showed that when the period of the second lattice is much longer than the first, so that it forms an envelope, new quantum phases are introduced into the quantum problem [24]. We will consider the superfluid phase only, which is obtained when the lattice height is on the order of or smaller than the chemical potential. Very recently, Louis et al. have studied gap solitons in a two-color lattice for which the second lattice has half the period of the first [25]. We study the same potential, but for Bloch waves, rather than gap solitons. Bloch waves have the same period as the lattice, whereas gap solitons are envelope solutions. Using the Kronig-Penney potential, we link the period-doubled states of the one-color lattice to Bloch waves in the two-color case. Adiabatically turning off one of the frequencies in a two-color lattice, one can clearly observe the origin of swallowtails. Unlike previous explanations of this intriguing property of nonlinear periodic systems [26], ours encompasses both repulsive and attractive BEC’s.

Experiments on BEC’s in optical lattice potentials proceed as follows. Alkali-metal bosonic atoms are cooled to the quantum degenerate regime. The interference pattern of two counter propagating lasers is used to create a sinusoidal potential shift caused by the ac Stark effect induced by the dipole interaction with the laser.
field on the atoms’ center of mass motion \[27, 28\]. A small frequency detuning of one of the lasers allows for examination of the different quasimomentum states and their stability properties by creating a traveling wave interference pattern moving at the velocity \(v = (\lambda/2)\delta \nu\), where \(\lambda\) is the wavelength of the first beam and \(\delta \nu\) is the detuning \[24, 30, 31\]. The two-color lattice can then be created by the superposition of two lasers with frequencies which differ by a factor of two. This can be achieved using second harmonic generation with nonlinear crystals. Complex lattice configurations with several lasers have already been performed experimentally \[32\].

We present a dynamical study of key observables for the two-color lattice, such as the instability time, that can be experimentally investigated with minor changes to current apparatus. There have been many theoretical studies of stability properties of BEC’s in one-color lattices (see \[18, 19, 20, 32, 33, 37\], to name a few), though not of the two-color case. We take advantage of the analytical simplicity of the Kronig-Penney potential in order to correctly seed our numerical studies of the mean field.

Thus, the three main objectives of this article are the following. First, in Secs. II and III the qualitative properties of a condensate in a periodic potential are shown to be independent of the specific form of the potential. This justifies the use of a Kronig-Penney potential for the rest of our study. Second, in Sec. IV the nonlinear band structure of the two-color lattice is described fully and analytically. This is used to interpret the appearance of swallowtails in the one-color lattice in a novel way. Third, in Sec. V numerical simulations are used to make a connection between the properties of the two-color lattice and current experiments on BEC’s in one-color lattices. Finally, concluding remarks are made in Sec. VI.

II. THE NONLINEAR SCHRÖDINGER EQUATION AND BLOCH WAVES

The stationary states of the mean field of a BEC in an external periodic potential \(V(x)\) are governed by the nonlinear Schrödinger equation \[37, 38, 39\], also called the Gross-Pitaevskii equation \[40, 41\],

\[
-\frac{1}{2} \Psi_{xx} + g|\Psi|^2 \Psi + V(x) \Psi = \mu \Psi, \tag{1}
\]

where \(\mu\) is the eigenvalue and \(g\) characterizes the effective quasi-one-dimensional two-body atomic interaction. A quasi-one dimensional condensate can be created by making an elongated trap that is tightly bound in the transverse directions. In Eq. (1), length has been scaled by the lattice spacing \(d\) and energy has been scaled by \(2E_0/\pi^2\) where

\[
E_0 = \frac{\hbar^2 \pi^2}{2md^2} \tag{2}
\]

is the recoil energy, or kinetic energy of a particle at the edge of the first Brillouin zone, and \(m\) is the particle’s mass. With this scaling, the renormalized 1D coupling is \(g \equiv 2a_s \omega md/\hbar\), where harmonic confinement in the transverse directions has been assumed with frequency \(\omega\), and \(a_s\) is the two body s-wave scattering length.

The wavefunction \(\Psi\) is given by

\[
\Psi = \sqrt{\rho(x)} \exp[i\phi(x) - i\mu t], \tag{3}
\]

where \(\rho(x)\) is the linear density of the condensate and the local superfluid velocity is given by \(v = \partial \phi / \partial x\). Substituting Eq. (3) into Eq. (1), one finds that the phase is related to the density by

\[
\phi(x) = \alpha \int_0^x \frac{dx'}{\rho(x')}, \tag{4}
\]

where \(\alpha\) is a real constant of integration. Note that we have chosen \(\phi(0) = 0\).

When describing the band structure of a system, one constructs the solutions in the usual Bloch form,

\[
\Psi(x) = e^{iqx} f_q(x), \tag{5}
\]

where \(q\) is the quasimomentum and \(f_q(x) = f_q(x+1)\), i.e., has the same period as the lattice. The band structure \(E(q)\) can be determined from the relationship between the quasimomentum and the energy per particle in terms of the density and phase of the solution:

\[
q = \alpha \int_0^1 \frac{dx'}{\rho(x')}, \tag{6}
\]

\[
\frac{E}{n} = \frac{1}{n} \int_0^1 \frac{dx'}{\rho(x')} |\partial_x \Psi|^2 + \frac{g}{2} |\Psi|^4 + V(x') |\Psi|^2, \tag{7}
\]

where \(E/n\) is the energy per atom, \(q\) is the quasimomentum, and \(n\) is the number of atoms per lattice site. The latter is given by the normalization

\[
n = \int_0^1 dx' \rho(x'). \tag{8}
\]

The quasimomentum is the phase jump between adjacent sites of the lattice and is proportional to the mean superfluid velocity of the system. We scale the quasimomentum by

\[
q_0 \equiv \pi/d, \tag{9}
\]

which is the quasimomentum at the edge of the Brillouin zone.

The band structure is modified from the well-known solutions of the linear Schrödinger equation with a periodic potential. There are two physical regimes \[21\]. For \(|g|n \leq V_0\), which we term the regime of weak nonlinearity, the linear band structure is simply perturbed up or down, depending on the sign of \(g\). For \(|g|n \gg V_0\), which corresponds to the regime of strong nonlinearity, the bands wrap back around on themselves to form loop structures, or swallowtails. These swallowtails have previously been described in terms of the superfluid screening properties...
of the condensate \( \mathbb{20} \). This explanation is only valid for repulsive condensates, despite the fact that swallowtails also appear in the attractive case. This motivates the need for another explanation, which we provide in Sec. \( \mathbb{IV} \).

There have been many methods used to determine the nonlinear band structure of BEC’s in periodic structures. In the following section, three analytical methods are described and evaluated. In addition to these analytical approaches, many numerical methods have been developed. These include Hamiltonian perturbation theory \( \mathbb{12} \) and the study of accelerating lattices \( \mathbb{13} \). We consider only analytical methods of obtaining stationary states.

### III. ANALYTICAL METHODS IN NONLINEAR BAND THEORY

Of the many methods used in nonlinear band theory, analytical methods allow for greater flexibility in describing solution types, as they result in general expressions which describe all parameter regimes simultaneously. In this section, we compare three methods that use different periodic potentials and interpret their solutions in the Bloch wave representation. It is found that they all produce the same band structure for the lowest band. Hence, the exact form of the potential is unimportant. Nevertheless, only the method based on the Kronig-Penney potential is able to describe all bands analytically since an exact solution method exists for piecewise constant potentials \( \mathbb{21} \mathbb{38} \mathbb{44} \).

#### A. Solution by Cancellation

The first analytical method for obtaining solutions to the NLS with a periodic potential in the context of a BEC was given by Bronski, Carr, Deconinck, and Kutz \( \mathbb{18} \mathbb{19} \) for a Jacobi elliptic potential of form

\[
V(x) = -V_0 \{1 - 2 \operatorname{sn}^2[2K(k)x, k]\}, \tag{10}
\]

where \( \operatorname{sn} \) is one of the Jacobi elliptic functions \( \mathbb{14} \). The Jacobi elliptic functions are generalized periodic functions characterized by an elliptic parameter \( k \in [0, 1] \). They approach circular and hyperbolic trigonometric functions as \( k \to 0 \) and \( k \to 1 \), respectively. For \( k \) not exponentially close to unity, the potential is similar to the sinusoidal case. As \( k \) approaches unity, the period of the lattice becomes much greater than the width of the localized variations of the potential, thereby approaching a lattice of delta functions, i.e., a Kronig-Penney potential. The period of the lattice is \( 2K(k) \in [\pi, \infty] \) where \( K(k) \) is a complete elliptic integral of the first kind \( \mathbb{14} \).

Bronski et al. were able to show that it is possible to choose a suitable ansatz for the density such that the nonlinear term cancels the potential term, thereby leaving a system that is effectively free. They found a special class of solutions with a period equal to that of the lattice, where the density was assumed to be of the form

\[
\rho(x) = A \operatorname{sn}^2(bx, k) + B. \tag{11}
\]

The following conditions must then be met:

\[
A = \frac{b^2k^2 + 2V_0}{g}, \tag{12}
\]

\[
\alpha^2 = B(B + A)(b^2 + Bg - \frac{2BV_0}{A}), \tag{13}
\]

\[
\mu = \frac{1}{2}(b^2 + Ag + 3Bg) - \frac{BV_0}{A}. \tag{14}
\]

Machholm et al. \( \mathbb{10} \) showed that this solution corresponds to the edge of the Brillouin zone for the exactly sinusoidal case, \( k = 0 \). If the parameters of the potential, \( V_0, k, \) and \( b \), and the interaction strength \( gn \) are set, the wavefunction is completely determined without any free parameters. Nevertheless, the solutions are of more general use. In fact, although not described in this way by the original authors, this family of solutions can be used to map out the whole lowest energy band. It is possible to change the elliptic parameter \( k \) to get a spectrum of solutions. Since the Jacobi elliptic functions closely approximate the trigonometric functions for all \( k \) except exponentially close to unity, there is a wide range of values for \( k \) where the potential is approximately sinusoidal. In addition, the sign of the potential coefficient \( V_0 \) does not significantly change the form of the potential and so this is another parameter that can be changed to determine the energy bands. Therefore, when the elliptic parameter is varied, and the solutions determined via Eqs. (11)-(14), the complete lowest energy band can be analytically determined for arbitrary interaction strength.

An example of the band structure for strong nonlinearity is shown in Fig. 1(a). The interaction strength is chosen to be a factor of ten larger than the strength of the potential, causing the appearance of swallowtails. Only the lowest energy band can be extracted with this class of solutions. This shows that these simple exact solutions are sufficient to describe measurable properties of the condensate such as breakdown of superfluidity for critical values of the nonlinearity \( \mathbb{24} \mathbb{31} \).

In the work of Bronski et al. \( \mathbb{18} \mathbb{19} \), the linear stability properties of the solutions were proved for the case of constant, or trivial phase. No such proof was discovered for the case of non-trivial phase solutions. The latter are, for example, the only stable ones in the exactly sinusoidal case of \( k = 0 \). It was found numerically that non-trivial phase solutions for repulsive condensates with large offsets \( B \) were stable, while for smaller \( B \) they were unstable. No explanation for this stability property was found. After we recast the solutions in Bloch form and used them to determine the band structure, the stability properties become immediately apparent. Solutions on the upper edge of the swallowtail are known to be unstable, as they represent an energy maximum \( \mathbb{16} \mathbb{21} \mathbb{20} \); these correspond to small \( B \). Solutions on the main part of the
FIG. 1: Band structure for a strongly repulsive condensate, $g_n = 10$, in a periodic potential. Shown are results obtained via the analytical methods of (a) Bronski et al. [18] with a Jacobi elliptic potential ($|V_0| = 1$), (b) Machholm et al. [16] with a sinusoidal potential ($V_0 = 4$), and (c) Seaman et al. [21] with a Kronig-Penney potential ($V_0 = 1$).

band and the lower edge of the swallowtail represent an energy minimum and are stable; these correspond to large $B$. For instance, in Fig. 1(a), the main part of the band from $q = 0$ to $q = 1$ corresponds to $B \in [0.559, 0.509]$; the lower edge of the swallowtail near the edge of the Brillouin zone corresponds to $B \in [0.509, 0.277]$; and the upper edge, which is unstable, corresponds to $B \in [0.277, 0]$. We note that, in comparing with Bronski et al., they normalized the wavefunction to $g_n$ rather than having $g_n$ as the coefficient of the nonlinearity in the NLS. In their numerical studies of stability, they did not hold their normalization (our nonlinear coefficient) fixed. In Fig. 1(a), we fix the nonlinearity to be $g_n = 10|V_0|$.

**B. Solution by Three Mode Approximation**

In a subsequent work by Machholm, Pethick and Smith [16], a more complete method to determine the nonlinear band structure was introduced that used a sinusoidal potential

$$V(x) = 2V_0 \cos^2(\pi x). \quad (15)$$

The wavefunction was expanded in a Fourier series for a particular quasimomentum and the energy was minimized. This method uses the exact physical form of the typical experimental lattice potential that a BEC is held in but requires the root finding of many free parameters. Machholm et al. showed that one can obtain analytical solutions by using a three-mode Fourier spectrum:

$$\Psi(x) = \sqrt{n} e^{iqr} (a_0 + a_1 e^{i2\pi x} + a_{-1} e^{-i2\pi x}), \quad (16)$$

where $a_0$, $a_1$ and $a_{-1}$ are real coefficients. Due to the normalization condition on the wavefunction, there are two real free parameters of the solution.

Using the three-mode expansion of the wavefunction, it is possible to extract the first two bands and the lower part of the third band, as shown in Fig. 1(b). Notice that, unlike with the previous method, full information from the first two bands can be extracted, instead of only the lowest band. However, the three-mode approximation overestimates the width of the swallowtails [16]. If more Fourier components are included, for a total between five and ten, the first three bands can be described to within 1% accuracy. For higher bands even more Fourier components are needed. This method was later extended to include period-doubled states [17].

In addition to determining the band structure, Machholm et al. were able to determine several analytical expressions associated with the stability properties of the condensate. In particular, the interaction strength at which swallowtails first appear in the lowest band, and the width of the swallowtails for a given interaction strength were determined analytically. Studies of the stability of the condensate to small perturbations were also performed.

**C. Solution via a Piece-wise Constant Lattice**

In comparison, in our previous work [21] a lattice of delta functions, a Kronig-Penney potential, was used

$$V(x) = V_0 \sum_{j=-\infty}^{+\infty} \delta(x - j). \quad (17)$$
We presented the complete set of Bloch waves solutions in analytical form by solving the piece-wise-constant potential case and using the appropriate boundary conditions to fix the parameters of the solution. The potential, however, is quite different from the experimentally created sinusoidal lattice. The optical lattice potential is composed of a single Fourier component while the Kronig-Penney potential is a comb of equally weighted Fourier components. We proved that the most general form of the density over a finite interval of constant potential is given by

\[ \rho(x) = B + \frac{k^2 b^2}{g} \text{sn}^2(bx + x_0, k), \]  

where again \( \text{sn} \) is one of the Jacobi elliptic functions. It should be noted that the square of any Jacobi elliptic function can be related linearly with the square of every other Jacobi elliptic function. Thus all twelve Jacobi elliptic functions are possible solutions. The chemical potential \( \mu \) and phase prefactor \( \alpha \) (see Eq. (4)) are given by

\[ \mu = \frac{1}{2} [b^2(1 + k^2) + 3Bg], \]  
\[ \alpha^2 = B(k^2 b^2 / g + B)(b^2 +Bg). \]  

The energy bands can be determined by varying one of the parameters in the wavefunction, such as \( B \) or \( b \), and determining the quasimomentum and the energy from Eqs. (6) and (7). In particular, the parameter scaling \( b \) was varied since it is closely related to the quasimomentum. The offset \( B \) and elliptic parameter \( k \) are determined by number conservation and the boundary conditions across the delta functions.

The first three bands for the Kronig-Penney lattice are presented in Fig. (c). Although only the first three bands are presented, our method can be used to determine the higher bands with no additional computational intensity, unlike with the technique of Sec. III. For all energy bands, all that is required computationally is the root finding of two parameters, the offset \( B \) and the elliptic parameter \( k \). The stability properties of the condensate were then numerically determined by dynamically evolving an initial state composed of the stationary solution plus a small amount of white noise. It was found that the stability of the energy bands depends on the interaction strength. For weak nonlinearity, the bands become unstable for quasimomentum greater than approximately \( \pi/2 \). For strong nonlinearity, the tops of the swallowtails are unstable but the remainder of the first band is stable. The second and higher bands are always unstable.

In spite of the differences in the potentials, all three methods find a similar nonlinear band structure. In addition, the stability properties of the three models were also the same. Therefore, to study the main physical aspects of this system, any method can be used. All three methods are useful in determining the first band. For the full band structure, only our method is analytically and numerically tractable.

IV. THE TWO-COLOR LATTICE AND FORMATION OF SWALLOWTAILS

Current experiments with BEC’s utilize only one-color lattices in the weakly nonlinear regime. Therefore there has been no experimental observation of the swallowtail structure, which requires strong nonlinearity. Two-color lattices, on the other hand, allow one to produce swallowtails even for weak nonlinearity, as we shall show in the following. Moreover, adiabatically tuning the two-color lattice allows for an explanation of swallowtails for both repulsive and attractive BEC’s.

A two-color lattice is produced by adding a second frequency component of twice the fundamental frequency, or half the period. Such a straightforward modification of existing experiments can be made via second harmonic generation with nonlinear crystals. In Sec. III we showed that the exact form of the potential is unimportant. Therefore, to study the two-color lattice, we use a Kronig-Penney-like potential with delta functions of two different strengths:

\[ V(x) = V_0 \sum_{j=-\infty}^{+\infty} [(1-\Delta)\delta(x-2j) + (1+\Delta)\delta(x-2j+1)], \]  

where \( \Delta \in [0, 1] \). The strengths of the two sublattices are \((1-\Delta)V_0\) and \((1+\Delta)V_0\), respectively. The form of Eq. 21 allows the potential to be tuned continuously from the one-color lattice of strength \( V_0 \) and period \( d (\Delta = 0) \) to the one-color lattice of strength \( 2V_0 \) and period \( 2d(\Delta = 1) \). This holds the average potential strength constant. For \( 0 < \Delta < 1 \) the potential is two-color. Figure 2 sketches the progression between the
two lattices, where the delta functions are represented by square functions of fixed width and varying heights. We will show how period-doubled solutions of the $\Delta = 0$ lattice map onto Bloch-wave solutions of the $\Delta = 1$ lattice, including the swallowtails.

The stationary states of the NLS with the potential of Eq. (21) are determined in the same manner as was described in Sec. III C, with the addition of a second boundary condition. Period-doubled solutions can be obtained via the transformation $\Psi(x) = f(q)(x) \exp(i2qx)$, while Bloch solutions were found via $\Psi(x) = f(q)(x) \exp(irqx)$. In general, one can obtain solutions of the form $\Psi(x) = f(q)(x) \exp(imqx)$, with $m$ an integer; we focus on the period-doubled case, $m = 2$, and the Bloch wave case, $m = 1$.

We first illustrate period-doubled solutions for the lattice of Fig. 5(a), $\Delta = 0$. There are two types of period-doubled solutions, trivial and non-trivial. The trivial period-doubled solutions simply reproduce the Bloch waves. That is to say, solutions of period $d$ are also trivially solutions of period $2d$. These are illustrated in Fig. 3(a) as thin curves for the case of weak nonlinearity. Period-doubled solutions extend across a Brillouin zone of half the quasimomentum-domain as that of Bloch waves. Thus the domain of Fig. 3 ($q \in [0, 1]$) is half that of Fig. 1 ($q \in [-1, 1]$). The bands are required to be symmetric around the center of the Brillouin zone. One reflects the band in the right half of the Bloch Brillouin zone around its center at $q = 0.5$ to obtain the trivial period-doubled solutions. This leads to the two branches which make the form of an ‘x’ in Fig. 3(a) (thin black curves). The non-trivial period-doubled solutions are shown as a thick blue curve in Fig. 3(a). These form a saddle between the trivial solution branches. The form of the density for the non-trivial period-doubled solutions is shown as the solid curve in Fig. 5. The non-trivial solutions are caused by the nonlinearity in Eq. (1); they have no analog in the linear Schrödinger equation. Comparing Fig. 3 to the swallowtails illustrated in Fig. 1, we make the following conjecture: non-trivial period-doubled solutions for a lattice of period $d$ appear as the saddle of the swallowtail for Bloch waves for a lattice of period $2d$.

This conjecture is supported by tuning $\Delta$ from zero to unity. We illustrate this tuning in the subsequent panels of Fig. 3. Figure 3(b) shows the case $\Delta \ll 1$. Figure 3(c) shows the endpoint, $\Delta = 1$. The shape of the lattice in the panels (a)-(c) is sketched in Fig. 2. In Fig. 3(b), the trivial and non-trivial period-doubled solutions of Fig. 3(a) separate into two bands. The lower band (solid curve) consists of the lower part of the trivial period-doubled solutions, with the non-trivial period-doubled solutions forming the upper edge of the swallowtail. The upper band (dashed curve) consists of the upper part of the trivial period-doubled solutions. One observes that there is a small gap between the two bands. Moreover, unlike in the case of the one-color lattice, one obtains a swallowtail even for weak nonlinearity. As $\Delta$ is increased, this gap increases. Figure 3(c) shows the

![FIG. 3: (color online) Band structure for a two-color lattice with weak nonlinearity, $gn = V_0$. (a) Shown are period-doubled solutions for a one-color lattice of period $d$ and $\Delta = 0$ (Thin black curve: trivial solutions; thick blue curve: non-trivial); (b),(c) Bloch-wave solutions with period $2d$ (Solid curve: lowest band; dashed curve: second band). (b) A two-color lattice with $\Delta \ll 1$. Note that the central swallowtail is derived from the non-trivial period-doubled solution of panel (a). (c) A one-color lattice with $\Delta = 1$. The swallowtail has disappeared due to the weak nonlinearity. The lattices associated with (a)-(c) are sketched in Fig. 2.](image-url)
case \( \Delta = 1 \). The system is now again in a weakly nonlinear regime with a one-color lattice. Thus the swallowtail disappears.

One observes that, in general, the first two Bloch-wave bands of a one-color lattice of period \( 2d \) (panel (c)) can be derived from the trivial period-doubled solutions of a lattice of period \( d \) (panel (a)) via a two-color intermediate lattice (panel (b)). This follows from the fact that the second Bloch-wave band has two density peaks per site.

In the strongly nonlinear regime, the swallowtail forms in a similar manner but does not disappear for \( \Delta = 1 \). We illustrate this sequence in Fig. 4 again for \( \Delta = 0 \), \( \Delta \ll 1 \), and \( \Delta = 1 \). One clearly sees that the upper edge of the swallowtail in the one-color lattice of period \( 2d \) is derived from the non-trivial period-doubled solutions of the one-color lattice of period \( d \). The lower edge of the swallowtail is derived from the trivial period-doubled solutions.

This introduces a novel perspective on the origin of the swallowtails in the nonlinear band structure. In the figures we illustrated the case of a repulsive condensate, as that is the most common experimentally. The same argument holds for attractive condensates, where the swallowtails form below, rather than above the bands. In particular, in our study of the one-color Kronig-Penney potential [21], we found it intriguing that no swallowtail formed on the lowest band for the attractive case.

Previous interpretations of swallowtails were based on the superfluid screening properties of the condensate [24]. In this argument, the condensate sees the quadratic free particle dispersion up to the sound speed. When written in the form of the Bloch ansatz, these quadratic curves repeat in each Brillouin zone. When the sound speed is such that the maximum quasimomentum of each curve overlaps with the curve from the adjoining Brillouin zone, one obtains swallowtails. This does not apply to attractive condensates, since the swallowtails form on the lower edge of the bands and not at all on the lowest band.

In contrast, our argument based on period-doubling applies to both repulsive and attractive condensates. For attractive nonlinearity, the non-trivial period-doubled
states form a convex saddle on the lower edge of the ‘x’ of Fig. 3(a), rather than the upper edge. As \( \Delta \) is tuned from zero to unity, the upper part of the ‘x’ separates from the lower part, carrying the swallowtail with it. Thus no swallowtail can form on the lowest band.

Thus, we understand swallowtails to be adiabatically connected to period-doubled solutions of a lattice of half the period. They originate in non-trivial period-doubling brought about by the nonlinear term in the NLS.

Finally, since the density is a key observable in experiments on BEC’s, in Fig. 5 density profiles are illustrated for weak nonlinearity and \( \Delta = 0, 1/2, 1 \). The plot is made for quasimomentum \( q = 0.5 \) and the energy per particle such that the solution lies at the center of the non-trivial period-doubled solution (thick blue curve) in Fig. 3(a), at the top of the central swallowtails on the lowest band in Fig. 3(b), and on the lower band in Fig. 3(c).

V. STABILITY PROPERTIES AND COMPARISON WITH EXPERIMENTS

Several important experiments have been performed with superfluid BEC’s in optical lattices. In particular, an experiment by Fallani et al. [24, 16] studied the loss rate of the BEC as the quasimomentum was varied. This loss rate is expected to be monotonically related to the instability time of the condensate. This observable can be modelled theoretically by adding white noise to an initial stationary state on the lattice in simulations. In this way, we investigate the nonlinear stability properties of Bloch-wave solutions to the two-color lattice. Note that unstable solutions which have lifetimes longer than experimental timescales will appear experimentally stable.

In our simulations, Eq. (1) was dynamically evolved using a variable step fourth-order Runga-Kutta algorithm in time and a pseudospectral method in space. We chose periodic boundary conditions in one dimension, with a sufficient number of sites so that the results were independent of the ring circumference. Two schemes for delta functions on a grid were considered: point defects, and narrow square potentials covering several grid points. For square potentials less than one tenth the lattice period, differences between the two schemes were negligible. Simulations were performed over time scales on the order of those relevant to the experiments, namely, hundreds of milliseconds. The lattice spacing \( d \) is taken to be 1 \( \mu \)m and the atomic mass to be that of \( ^{87} \)Rb.

The stability of the system is quantified by the variance in the Fourier spectrum,

\[
\sigma(t) = \frac{\sum (f(p,t) - f(p,0))^2}{2 \sum (f(p,0))^2},
\]

where \( f(p,t) \) is the Fourier component of the wavefunction at momentum \( p \) and time \( t \). The variance approaches unity when the wavefunction has no component in common with the initial state and zero when then the wavefunction it is identical to the initial state. We define the instability time \( T_i \) to occur when the variance has increased to \( \sigma = 0.5 \).

A clear experimental observable is the rate of loss of atoms from the system, since the density of the sample can be imaged at successive times. This loss rate is expected to be monotonically related to the inverse time in which instabilities arise. Therefore, we present two relevant studies of the instability times of the condensate. First, the growth rate of the instability,

\[
\gamma \equiv \frac{1}{T_i},
\]

is determined for a one-color lattice and weak nonlinearity. This relates directly to the experiment of Fallani et al.. Second, the lowest positive quasimomentum for which the system becomes unstable is evaluated as a function of \( \Delta \) for the two-color lattice.

Figure 6 presents the results of the first study. The solutions are stable until the quasimomentum where the nontrivial and trivial period-doubled solutions connect in the band structure (see Fig. 3(a)), as well as Ref. [17]. Stability can also be determined from the effective mass of the system,

\[
m^* \equiv \frac{1}{\partial^2 E/\partial^2 q}.
\]

If the effective mass becomes negative, the NLS becomes effectively attractive. Since the ground state of an attractive condensate is localized, solutions with negative effective mass \( m^* < 0 \) are unstable. The point where the nontrivial and trivial period-doubled solutions connect corresponds to a change in the sign of the effective mass from positive to negative. Our figure qualitatively replicates the results found by Fallani et al. [31] (see figures therein [31]).

Figure 7 presents the second study. In particular, the smallest quasimomentum for which the periodic system
first becomes unstable in a time less than 100 ms is plotted. The two end points at \( \Delta = 0 \) and \( \Delta = 1 \) are easily determined, since those systems are one-color lattices. As per our discussion in the previous paragraph, the Bloch wave solutions become unstable at the point where the non-trivial period-doubled solutions connect to the Bloch-wave band. The two one-color lattice systems have the same ratio of nonlinearity to potential strength, since for \( \Delta = 0 \) the potential strength is \( V_0 \) and the number of atoms is \( n \), while for \( \Delta = 1 \) they are \( 2V_0 \) and \( 2n \). Thus the existence of the non-trivial period-doubled states scales with the length of the Brillouin zone. The absolute quasimomentum where instability occurs then differs by a factor of two, since for a lattice of period \( 2d \) the Brillouin zone is half the length as for \( d \). In Fig. 7 this is \( q \approx 0.6 \) for \( \Delta = 0 \) and \( q \approx 0.3 \) for \( \Delta = 1 \). In the case of the linear Schrödinger equation, the endpoints would be 0.5 and 0.25, respectively. Note that our simulations are accurate to within a few percent.

The intermediate points in Fig. 7, where \( 0 < \Delta < 1 \) and one obtains a two-color lattice, can be understood by again considering where the effective mass becomes negative. As the energy band from the \( \Delta = 0 \) lattice separates into the first two bands of the \( \Delta = 1 \) lattice, the upper edge of the swallowtail shrinks. Recall that states on the lower edge of swallowtails are stable. As \( \Delta \) is increased, the swallowtail disappears, since the nonlinearity is weak. The quasimomentum at which the band changes from concave up to concave down, i.e. where the effective mass changes sign, moves from right to left, as can be seen in the descending data points of Fig. 7.

A similar argument holds for the case of strong nonlinearity.

VI. CONCLUSION

We have presented a novel way of understanding the appearance of swallowtails in nonlinear band structure. Swallowtails in a lattice of period \( 2d \) are adiabatically connected to the non-trivial period-doubled solutions of a lattice of period \( d \). By non-trivial we mean solutions not immediately obvious from the fact that a solution with period \( d \) is also a solution of period \( 2d \). Non-trivial period-doubled solutions are caused by the nonlinearity in the mean field of the condensate. They do not appear in the linear Schrödinger equation and therefore have no analog in linear band theory. Our way of understanding swallowtails is valid for both repulsive and attractive condensates, unlike previous explanations.

We used the two-color lattice to adiabatically connect the one-color lattice of period \( d \) and \( 2d \). We showed that swallowtails appear in the band structure of the two-color lattice even for weak nonlinearity, unlike in the one-color case. We then made explicit predictions for the onset of instability in the band structure for the one- and two-color lattices based on numerical simulations. Instability is experimentally observable as an increased loss rate due to heating of the condensate, and weak nonlinearity is the present regime of experimental investigation.

Our studies utilized a two-color Kronig-Penney potential. In order to justify the use of this model we compared analytic solutions to the one-color Kronig-Penney, Jacobi elliptic, and sinusoidal potentials. We showed that each of these models resulted in a similar band structure. Moreover, by putting the exact solutions to the Jacobi elliptic potential in Bloch wave form, we were able to resolve a longstanding question concerning density offsets and stability in the work of Bronski et al.

We note that there are other solution types than the ones we have considered. For instance, there are gap solitons and time-periodic solutions. These can have novel features in the two-color lattice. We emphasize that we have treated only the superfluid phase of cold bosons on a lattice.
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