ANALYSIS OF RADIAL COMPLEX SCALING METHODS:
SCALAR RESONANCE PROBLEMS

MARTIN HALLA

Abstract. We consider radial complex scaling/perfectly matched layer methods for scalar resonance problems in homogeneous exterior domains. We introduce a new abstract framework to analyze the convergence of domain truncations and discretizations. Our theory requires rather minimal assumptions on the scaling profile and includes affine, smooth and also unbounded profiles. We report a swift technique to analyze the convergence of domain truncations and a more technical one for approximations through simultaneous truncation and discretization. We adapt the latter technique to cover also so-called exact methods which do not require a domain truncation. Our established results include convergence rates of eigenvalues and eigenfunctions.

The introduced framework is based on the ideas to interpret the domain truncation as Galerkin approximation, to apply theory on holomorphic Fredholm operator eigenvalue approximation theory to a linear eigenvalue problem, to employ the notion of weak T-coercivity and T-compatible approximations, to construct a suitable T-operator as multiplication operator, to smooth its symbol and to apply the discrete commutator technique.

1. Introduction

Since the 1970s a popular method has been used in molecular physics to study resonances [57, 53]. This method is referred to by various names: complex scaling (CS), analytic dilation (AD) and spectral deformation (SD). It admits a profound mathematical framework with the Aguilar-Balslev-Combes-Simon Theorem at its core [41]. A main advantage of the method is that it preserves the linear eigenvalue problem structure. In contrast other types of transparent boundary conditions such as absorbing boundary conditions [31, 32] do not work for resonance problems or destroy the linear nature like boundary element methods [61, 59, 62]. In the 1990s Bérenger [8] introduced his perfectly matched layer (PML) method as reflectionless sponge layer for electromagnetic scattering problems which became very popular for all kinds of wave propagation problems. In [24, 60, 26] the PML method was recognized to be a complex scaling technique. Also the original variant of the Hardy space infinite element method [54, 42, 33] was recognized in [56] to be a conjunction of a complex scaling and an infinite element method. We refer to [39, 40] for computational studies of CS/PML methods for resonance problems. Recently CS/PML methods have been applied to other kinds of problems as well. E.g. problems which are posed in bounded domains, but admit black hole phenomena [13]. A further application of CS/PML can be found in domain decomposition methods [30, 52]. We refer to the introduction of [34] for a rigorous overview on the existing literature on CS/PML methods.

The idea of CS/PML methods is to apply a continuous complex coordinate transformation (the complex scaling) to the resonance functions. For resonances
in a suitable region of the complex plane the corresponding resonance functions become exponentially damped by this transformation. Consequently a new set of partial differential equations is derived for the transformed resonance functions and due to their exponential decay the resonance problem transforms to an eigenvalue problem in a suitable standard Sobolev space. Furthermore the domain is truncated to a bounded one and a homogeneous boundary condition imposed at the artificial boundary. Due to the rapid decay of the eigenfunctions the committed error is expected to be small. The derived problem can consequently be discretized with standard numerical schemes such as finite element methods.

We note that despite their popularity the construction of physically correct and stable CS/PML methods has to be executed with care. In general the complex scaling has to be designed so that evanescent waves stay evanescent and propagative waves with positive group velocity become evanescent. While for some equations this poses no problem at all it can lead to serious difficulties if the equation is anisotropic [6], advective [4, 5] or dispersive [21, 7]. Also waveguide geometries [58, 14, 37, 36] can generate such difficulties since they cause dispersive effects (although the equation may be dispersionless itself).

While the application of the CS/PML method is widely spread, the results on proofs of convergence have been limited so far. For time-dependent equations the only actual convergence result known to us is [28, 29]. Time-harmonic scattering problems have been dealt with by a number of authors (e.g. [51, 44, 3, 15, 16, 17, 23]). However, the results are usually formulated for special scaling profiles and a unified framework was missing. For resonance problems the only known convergence results known to use are [48, 50, 49, 43]. Moreover with the exception of [43] all works analyze the domain truncation and the subsequent (finite element) discretization seperately. Consequently the important question if arbitrary combinations of domain truncations and discretizations can lead to erroneous results is left open.

This article considers radial CS/PML approximations for scalar resonance problems in homogeneous exterior domains. We introduce a new abstract framework for the convergence analysis which can also serve for the analysis of other equations and geometries. On the one hand we present a swift technique to analyze the domain truncation and the subsequent discretization seperately. On the other hand we also cover simultaneous approximations (with more technical effort). Further, we adapt our analysis to treat so-called exact methods [45, 10] which do not require a domain truncation. Different to existing works [48, 50, 49, 43] we also report convergence rates of eigenvalues and eigenfunctions. Our results are formulated under rather minimal assumptions on the profile function and cover affine, smooth as well as unbounded profiles.

Our framework is build on the combination of several indepent ideas. Following [43] we interpret the domain truncation as Galerkin approximation. This restores a most convenient setup to perform the approximation analysis. In addition to [43] we propose to use this idea also for the analysis of the sole domain truncation (without discretization). Due to their large essential spectrum resonance problems can't be reformulated as standard linear eigenvalue problems for a compact operator and standard eigenvalue approximation theory [2, 12] cannot be applied. Following [33] we apply literature on holomorphic Fredholm operator eigenvalue approximation theory [46, 47] to a linear eigenvalue problem. This allows us to employ readily available concepts and relieves us from conducting huge parts of the analysis manually (as done in [48, 50, 49, 43]). This way we also easily obtain convergence rates. We ensure the regularity/stability of Galerkin approximations through the notion of weak T-coercivity and T-compatible approximations [35]. For
our eigenvalue problem at hand the construction of a suitable T-operator can be realized with a simple multiplication operator. For restricted kinds of scaling profiles this observation goes back to [15]. To treat simultaneous approximations and exact methods we smooth the symbol of the multiplication operator and employ the discrete commutator technique of [11].

The remainder of this article is structured as follows. In Section 2 we introduce the original resonance problem, the CS/PML eigenvalue problem and discuss their relation. We further introduce the domain truncation as Galerkin approximation and discuss why convenient theory on linear eigenvalue problem approximations cannot be applied. In Section 3 we recall the T-analysis framework [35], explicitly construct a T-operator and establish a weak T-coercivity result in Theorem 3.5. In Section 4 we discuss approximation through domain truncations. We establish in Theorem 4.2 convergence and explain how to obtain convenient exponential error estimates by means of Lemma 4.3. In Section 5 we report similar results for the more subtle case of simultaneous domain truncation and discretization. In Section 6 we introduce a reformulation of the CS/PML eigenvalue problem on a bounded domain and establish convergence of approximations in Theorem 6.7. We discuss how to choose the CS/PML parameters such that common finite element methods fit into the former theory. In Section 7 we conclude and discuss the perspective to generalize the presented results to other equations and geometric configurations.

2. The resonance problem and its approximation

2.1. The resonance problem. Let $B_r \subset \mathbb{R}^3$ be the open ball with radius $r > 0$ centered at the origin, $B_r(x_0) \subset \mathbb{R}^3$ be the open ball with radius $r > 0$ centered at $x_0$ and $A_{r_1, r_2} \subset \mathbb{R}^3$ be the open annulus $B_{r_2} \setminus B_{r_1}$ with radii $r_2 > r_1 > 0$. For a Lipschitz domain $D \subset \mathbb{R}^3$ let

\[ \tilde{H}^1_{0, \text{loc}}(D) := \{ u \in H^1_{\text{loc}}(D) : u|_{D \cap B_r} \in H^1(D \cap B_r) \text{ for all } r > 0 \text{ with } D \cap B_r \neq \emptyset \}. \]

For a Lipschitz domain $D \subset \mathbb{R}^3$ with finite boundary $\partial D$ and $u \in H^1_{\text{loc}}(D)$ the trace $u|_{\partial D} \in H^{1/2}(\partial D)$ is well defined. Hence let

\[ H^1_{0, \text{loc}}(D) := \{ u \in \tilde{H}^1_{0, \text{loc}}(D) : u|_{\partial D} = 0 \}. \]

Let $\Omega \subset \mathbb{R}^3$ be a Lipschitz domain so that the complement $\Omega^c$ is compact and non-empty. We seek non-trivial solutions $(\omega, u)$ to

\begin{align*}
(3a) & \quad -\Delta u - \omega^2 u = 0 \quad \text{in } \Omega, \\
(3b) & \quad u = 0 \quad \text{at } \partial \Omega, \\
(3c) & \quad u \text{ is outgoing}
\end{align*}

together with the abstract radiation condition (which will be specified in Definition 2.1)

in the distributional sense. That is $(\omega, u)$ solves

\begin{align*}
(4a) & \quad (\nabla u, \nabla u')_{L^2(\Omega)} - \omega^2(u, u')_{L^2(\Omega)} = 0 \quad \text{for all } u' \in C_0^\infty(\Omega), \\
(4b) & \quad u \text{ is outgoing}.
\end{align*}

Let $S^2 := \{ x \in \mathbb{R}^3 : |x| = r \}$ be the sphere with radius $r > 0$ and $S^2 := S^2_1$ be the unit sphere. Consider the standard parametrization

\[ Q(r, \hat{x}) := r\hat{x}, \quad r > 0, \hat{x} \in S^2. \]
It is well known (see e.g. [34, Lemmata 2.3 and 2.4]) that every solution to the Helmholtz equation \(-\Delta u - \omega^2 u = 0\) in an annulus \(A_{r_1, r_2}\) can be expanded in a series of tensor product functions of spherical Hankel functions of the first \(h_1^1(r)\) and second \(h_2^1(r)\) kind and spherical harmonics \(Y_n^m(\hat{x})\). The meaningful physical radiation condition demands that no spherical Hankel functions of the second kind occur.

**Definition 2.1** (Radiation condition). Let \((\omega, u) \in \mathbb{C} \setminus \{0\} \times \tilde{H}_{0,\text{loc}}^1(\Omega) \setminus \{0\}\) be a solution to (4a). We call \(u\) to be outgoing if it admits a representation

\[
\sum_{n=0}^{\infty} \sum_{m=-n}^{n} a_n^m h_1^1(\omega r) Y_n^m(\hat{x})
\]

in \(L^2(A_{r_1, r_2})\) for all \(0 < r_1 < r_2\) with \(\Omega^c \subset B_{r_1}\).

2.2. The complex scaled eigenvalue problem. We will define a complex change of the radial coordinate \(\tilde{r}(r) = (1 + i\hat{a}(r)) r\) in terms of a profile function \(\hat{a}\). We make assumptions on this profile function as follows.

**Assumption 2.2.** Let \(r_1^* > 0\) be such that \(\Omega^c\) is contained in the ball \(B_{r_1}\) and \(\hat{a} : \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+\) be such that

1. \(\hat{a}(r) = 0\) for \(r \leq r_1^*\),
2. \(\hat{a}\) is continuous,
3. \(\hat{a}(r) > 0\) for \(r > r_1^*\),
4. \(\hat{a}\) is non-decreasing,
5. \(\hat{a}\) is twice continuously differentiable in \((r_1^*, +\infty)\) with continuous extensions of \(\hat{a}, \partial_r \hat{a}, \partial_r^2 \hat{a}\) to \([r_1^*, +\infty)\).

Assumption 2.2 is very general. Later on we will require an additional Assumption 3.1 for our analysis. In particular Assumptions 2.2 and 3.1 are satisfied by profiles of the following kinds. The probably simplest complex scaling is

\[
\tilde{r}(r) = r + i\alpha(r - r_1^*), \quad r \geq r_1^*
\]

with a constant \(\alpha > 0\). It corresponds to

\[
\hat{a}_{\text{affin}}(r) := \alpha(1 - r_1^*)/r, \quad r \geq r_1^*.
\]

A popular choice of complex scalings are power functions

\[
\tilde{r}(r) = r + i\alpha(r - r_1^*)^m, \quad r \geq r_1^*
\]

with a constant \(\alpha > 0\) and \(m \in \mathbb{N}\). They correspond to

\[
\hat{a}_{\text{power}}(r) := \alpha(r - r_1^*)^m/r, \quad r \geq r_1^*
\]

with a constant \(\alpha > 0\). A profile which is more or less motivated by the aim to simplify analysis is

\[
\hat{a}_{\text{smooth}} \text{ non-decreasing and twice continuous differentiable in } \mathbb{R}_0^+,
\]

\[
\hat{a}_{\text{smooth}}(r) := 0 \text{ for } r \leq r_1^* \text{ and } \hat{a}_{\text{smooth}}(r) := \alpha_0 \text{ for } r \geq r_2,
\]

with constants \(\alpha_0 > 0, r_2 > r_1^*\). In particular, many authors (e.g. [51], [44], [15], [50]) only consider profiles of the last kind for their analysis. An infinitely many times differentiable example of Kind (9) is

\[
\hat{a}_{\text{\infty}}(r) := \alpha_0 \chi_2(r - r_1^*)
\]
with constant $\alpha_0 > 0$, $r_2 = r_1^* + 1$ and

\begin{align}
\chi_1(r) &:= \begin{cases}
0, & \text{for } r \leq 0, \\
\exp(-1/r), & \text{for } r > 0,
\end{cases} \\
\chi_2(r) &:= \begin{cases}
0, & \text{for } r \leq 0, \\
\frac{\chi_1(r)}{\chi_1(r)+\chi_1(1-r)}, & \text{for } 0 < r < 1, \\
1, & \text{for } r \geq 1,
\end{cases}
\end{align}

In the following we introduce additional functions which will all depend on $\tilde{\alpha}$. These auxiliary functions will be necessary to formulate the forthcoming theory. We adopt the notation of Bramble and Pasciak [15]. Hence let

\begin{align}
\tilde{d}(r) &:= 1 + i\tilde{\alpha}(r), \\
\tilde{\alpha}(r) &:= \tilde{d}(r)r, \\
\alpha(r) &:= r\partial_r\tilde{\alpha}(r) + \tilde{\alpha}(r), \\
d(r) &:= 1 + i\alpha(r), \\
d_0 &:= \lim_{r \to +\infty} (\tilde{d}(r)/|\tilde{d}(r)|), \\
P_x(x) &:= |x|^{-2}xx^T, \quad x \in \mathbb{R}^3,
\end{align}

whereby $xx^\top$ denotes the dyadic product. The definitions of $\alpha$ and $d$ have to be understood piece-wise. We note that the limes in (12e) exists in $\mathcal{C}$ due to Assumption 2.2. The function $d$ is chosen such that $\partial_r\tilde{\alpha}(r) = d(r)$. For $f = \tilde{\alpha}, \alpha, d, \tilde{\alpha}$ we adopt the overloaded notation

\begin{enumerate}
\item[(12g)] $f(x) := f(|x|), \quad x \in \mathbb{R}^3$.
\end{enumerate}

Hence we write e.g. $f \circ Q(r, \hat{x}) = f(r)$.

Consider a solution $(\omega, u)$ to (4). Formally we can define $\tilde{u} \circ Q(r, \hat{x}) := u \circ Q(\tilde{r}(r), \hat{x})$. Due to Assumption 2.2, Expansion (6) and the asymptotic behaviour of spherical Hankel functions we expect that $\tilde{u}$ is exponentially decreasing with respect to $|x|$. By means of the chain rule we can formally deduce that $(\omega, \tilde{u})$ solves 
$-\Delta \tilde{u} - \omega^2 \tilde{u} = 0$
wherby

\begin{align}
\Delta u \circ Q := (\tilde{d}r)^{-2}d^{-1}\partial_r(\tilde{d}r^2d^{-1}\partial_r u \circ Q) + (\tilde{d}r)^{-2}\Delta_{\mathbb{S}^2} u \circ Q,
\end{align}

i.e.

\begin{align}
\Delta u = (d^2 d)^{-1}\text{div} \left((d^2 d^{-1} P_x + d(I - P_x))\nabla u\right),
\end{align}

whereby $I$ denotes the three by three identity matrix. Vice-versa we expect that for a solution $(\omega, \tilde{u})$ to $-\Delta \tilde{u} - \omega^2 \tilde{u} = 0$ we can define $u$ in reversal of $\tilde{u}$ and expect that $(\omega, u)$ solves $-\Delta u - \omega^2 u = 0$. However, since our coordinate transformation is complex valued this result is non-trivial.

We continue to formulate the respective eigenvalue problem for $\tilde{u}$. For a Lipschitz domain $D \subset \Omega$ let

\begin{align}
X(D) &:= \{ u \in \tilde{H}^1_{0,\text{loc}}(D): \langle u, u \rangle_{X(D)} < \infty \}, \\
\langle u, u' \rangle_{X(D)} &:= \langle (|d^2 d^{-1}| P_x + |d| (I - P_x))\nabla u, \nabla u' \rangle_{L^2(D)} + \langle |d^2 d| u, u' \rangle_{L^2(D)},
\end{align}

and

\begin{align}
a_D(\omega; u, u') := \langle (d^2 d^{-1} P_x + d(I - P_x))\nabla u, \nabla u' \rangle_{L^2(D)} - \omega^2 \langle d^2 d u, u' \rangle_{L^2(D)}
\end{align}
for \( \omega \in \mathbb{C} \) and \( u, u' \in X(D) \). By definition of \( X(D) \) the sesquilinearform \( a_D(\omega; \cdot, \cdot) \) is bounded on \( X(D) \times X(D) \). For \( D = \Omega \) we set
\[
(17) \quad X := X(\Omega), \quad \langle \cdot, \cdot \rangle_X := \langle \cdot, \cdot \rangle_{X(\Omega)}, \quad a(\cdot; \cdot, \cdot) := a_{\Omega}(\cdot; \cdot, \cdot).
\]
Consider the eigenvalue problem to
\[
(18) \quad \text{find } (\omega, \tilde{u}) \in \mathbb{C} \times X \setminus \{0\} \text{ such that } a(\omega; \tilde{u}, u') = 0 \quad \text{for all } u' \in X.
\]
Note that the introduced space \( X \) is of importance only for profile functions with \( \tilde{\alpha}, \alpha \notin L^\infty(\mathbb{R}^+) \). Else wise \( X \) is reduced to the standard Sobolev space \( H^1_0(\Omega) \) (equipped with an equivalent inner product).

We know from Theorem 2.16 of \cite{34} that for each solution \( (\omega, u) \) to (4) with \( \Re(i\omega t_0) < 0 \) the function \( \tilde{u} \circ Q(r, \hat{x}) := u \circ Q(r, \hat{x}) \) is well defined, contained in \( X \) and \( (\omega, \tilde{u}) \) solves (18). Moreover, for any \( \epsilon > 0 \) there exists a constant \( C(\tilde{u}) > 0 \) so that
\[
(19) \quad \|\tilde{u}\|_{X(B_r^\epsilon)}^2 \leq C(\tilde{u}) \int_r^{+\infty} e^{2(\Re(i\omega t_0)+\epsilon)\sqrt{1+\hat{\alpha}^2(t)}} dt \quad \text{for all } r \geq r_1^*.
\]
Vice-versa if \( (\omega, \tilde{u}) \) is a solution to (18) with \( \Re(i\omega t_0) < 0 \), then \( u \) can be well defined in a reverse manner and \( (\omega, u) \) solves (4).

2.3. Domain truncation and discretization. For a solution \( (\omega, \tilde{u}) \) to (18) with \( \Re(i\omega t_0) < 0 \) it follows from (19) that \( \tilde{u} \) decays exponentially to zero as \( x \to \infty \). Thus it seems natural to approximate (18) by replacing the domain \( \Omega \) with a bounded subdomain \( \Omega_n \) and pose a homogeneous Dirichlet or Neumann boundary condition at the artificial boundary \( \partial \Omega_n \setminus \partial \Omega \). As most authors we stick to Dirichlet boundary conditions. The resulting equation can then be discretized with a standard numerical scheme such as finite element methods. The question arises if and also how fast the solutions to this approximation converge to the solutions of the original Equation (18).

It is a classical approach to separate the analysis into a truncation analysis and a discretization analysis. This separation allows to simplify the analysis considerably. In particular the analysis for the discretization step can be performed in the very same manner as for classical problems posed on bounded domains. However, such a separated analysis does not ensure that every arbitrary (reasonable) sequence of combinations of domain truncations and finite element spaces yields a converging approximation.

In the following we will explain why convenient techniques cannot be applied and therefore introduce a new notion to perform the truncation analysis. (Lateron, in Section 5 we will also present a way to perform a simultaneous approximation analysis.) To this end, we make our Assumptions on \( \Omega_n \) more precise.

Assumption 2.3. The sequence of subdomains \( (\Omega_n)_{n \in \mathbb{N}} \) is such that for each \( n \in \mathbb{N} \)

1. \( \Omega_n \) is a bounded Lipschitz domain,
2. \( \Omega_n \subset \Omega \),
3. \( \partial \Omega \subset \partial \Omega_n \),
4. \( \partial \Omega_n \setminus \partial \Omega \) splits \( \Omega \) into two connected parts,

and for any \( R > 0 \) exists an index \( n_0 \in \mathbb{N} \) such that \( (\Omega \cap B_R) \subset \Omega_n \) for all \( n > n_0 \).

The PML approximation to (18) reads
\[
(20) \quad \text{find } (\omega, u_n) \in \mathbb{C} \times X(\Omega_n) \setminus \{0\} \text{ so that } a_{\Omega_n}(\omega; u_n, u'_n) = 0 \quad \text{for all } u'_n \in X(\Omega_n).
\]
We note that $\| \cdot \|_{X(\Omega_n)}$ is an equivalent norm to $\| \cdot \|_{H^1(\Omega_n)}$ and hence $X(\Omega_n) = H^1(\Omega_n)$. Let
\begin{equation}
X_n := \{ u \in X : u = 0 \text{ in } \Omega \setminus \Omega_n \}
\end{equation}
and consider the problem to
\begin{equation}
\text{(22)} \quad \text{find } (\omega, u_n) \in \mathbb{C} \times X_n \setminus \{0\} \text{ so that } \quad \alpha(\omega; u_n, u_n') = 0 \quad \text{for all } u_n' \in X_n.
\end{equation}
It is obvious that for every solution $(\omega, u_n)$ to (20) the extension $\tilde{u}_n$ of $u_n$ to $\Omega \setminus \Omega_n$ by zero is in $X_n$ and $(\omega, \tilde{u}_n)$ solves (22). Vice-versa for every solution $(\omega, u)$ to (22) $(\omega, u|_{\Omega_n})$ solves (20). However as $X_n$ is a subspace of $X$ we recognize (22) as conform Galerkin approximation to (18), which restores a common setup for numerical analysis. Indeed an approximation with Neumann boundary condition could be analyzed as non-conform approximation to (18). We will not continue further in this direction as the analysis would be more intricate with barely additional gain.

Through our notion we can investigate the truncation error as a Galerkin error. A classical way [2, 12] to analyze Galerkin approximations to linear eigenvalue problems (such as ours) is to introduce solution operators
\begin{equation}
\text{(23)} \quad S : X \to X, \quad S_n : X_n \to X_n
\end{equation}
defined by
\begin{align}
\text{(24a)} & \quad a(1; Su, u') = \langle \hat{D}^2 du, u' \rangle_{L^2(\Omega)} \quad \text{for all } u' \in X, \\
\text{(24b)} & \quad a(1; S_n u_n, u_n') = \langle \hat{D}^2 du_n, u_n' \rangle_{L^2(\Omega_n)} \quad \text{for all } u_n' \in X_n.
\end{align}
Of course it has to be ensured that $S$ and $S_n$ are well defined continuous operators (for sufficiently large $n$) through Equation (24). The spectra of (18) and (22) are connected to the spectra of $S$ and $S_n$ respectively by the transformation
\begin{equation}
\text{(25)} \quad \omega \mapsto \frac{1}{\omega^2 - 1}.
\end{equation}
If $S$ is a compact operator it can be deduced that $S_n$ converges to $S$ in operator norm which yields spectral convergence [2]. However, the essential spectrum of $S$ equals $\left\{\frac{1}{\omega^2} : \omega \in \mathbb{C}, \Re(izd_0) = 0\right\}$ [34, Theorem 4.6]. Since the spectrum of a compact operator is discrete we deduce that $S$ is not compact. Thus the standard theory [2, 12] does not apply.

Differential operators with non-compact resolvent $S$ occur e.g. in electromagnetism where sufficient conditions on the Galerkin spaces to ensure spectral convergence have been obtained e.g. in [20, 19]. The analysis therein is based on [27], which state that
\begin{equation}
\text{(26)} \quad \|S - S_n\|_n := \sup_{u_n \in X_n \setminus \{0\}} \|S - S_n\|_n \|u_n\|_X \to 0 \quad \text{as } n \to \infty
\end{equation}
is sufficient to ensure spectral convergence. See also the very comprehensive works [1, 25]. However, in the previous references the essential spectrum consists only of one isolated eigenvalue with infinite dimensional eigenspace whereas in our case it consists of a continuum. Thus the techniques of [27, 1, 25] cannot be applied for our analysis. Roughly speaking we cannot hope to approximate an operator with a non-discrete essential spectrum by operators with discrete spectrum in a uniform way. All we can hope for is that we obtain locally (with respect to the spectral parameter) converging approximations.

Indeed local analysis techniques are the core of the holomorphic Fredholm operator approximation theory [46, 47]. We will recall the results of [35] in Section 3...
and subsequently explain how to fit our eigenvalue problem at hand and its approximations into this theory.

3. Analytical framework

We introduce some common notation and recall the framework of weakly $T(\cdot)$-coercive operator functions and $T(\cdot)$-compatible Galerkin approximations [35] in Subsection 3.1. Subsequently in Subsection 3.2 we construct a suitable $T(\cdot)$-operator function for $a(\cdot;\cdot;\cdot)$ as defined in (17).

3.1. T-analysis framework. For generic Banach spaces $(X,\|\cdot\|_X), (Y,\|\cdot\|_Y)$ denote $L(X,Y)$ the space of all bounded linear operators from $X$ to $Y$ with operator norm $\|A\|_{L(X,Y)} := \sup_{u \in X \setminus \{0\}} \|Au\|_Y/\|u\|_X$, $A \in L(X,Y)$. We further set $L(X) := L(X, X)$. For generic Hilbert spaces $(X, \langle \cdot, \cdot \rangle_X), (Y, \langle \cdot, \cdot \rangle_Y)$ and $A \in L(X,Y)$ we denote $A^* \in L(Y,X)$ its adjoint operator defined through $\langle u, A^*u' \rangle_X = \langle Au, u' \rangle_Y$ for all $u \in X, u' \in Y$. We call an operator $A \in L(X)$ is coercive if $\inf_{u \in X \setminus \{0\}} |\langle Au, u \rangle_X|/\|u\|_X^2 > 0$. We say that $A \in L(X)$ is weakly coercive, if there exists a compact operator $K \in L(X)$ so that $A + K$ is coercive. For bijective $T \in L(X)$ we say that $A$ is (weakly) $T$-coercive, if $T^*A$ is (weakly) coercive. Let $\Lambda \subset \mathbb{C}$ be open and connected and consider operator functions $A(\cdot), T(\cdot) : \Lambda \to L(X)$ so that $T(\lambda)$ is bijective for all $\lambda \in \Lambda$. We call $A(\cdot)$ (weakly) $(T(\cdot))$-coercive if $A(\lambda)$ is (weakly) $(T(\lambda))$-coercive for all $\lambda \in \Lambda$. We denote the spectrum of $A(\cdot)$ as $\sigma(A(\cdot)) := \{\lambda \in \Lambda : A(\lambda)$ is not bijective $\}$ and the resolvent set as $\rho(A(\cdot)) := \Lambda \setminus \sigma(A(\cdot))$. For a closed subspace $X_n \subset X$ denote $P_n \in L(X, X_n)$ the orthogonal projection. Consider $A \in L(X)$ to be weakly $T$-coercive. For a sequence $(X_n)_{n \in \mathbb{N}}$ of closed subspaces $X_n \subset X$ with $\lim_{n \to \infty} \|P_n u\|_X = 0$ for all $u \in X$, we say that the Galerkin approximation $P_nA|_{X_n} \in L(X_n)$ is $T(\cdot)$-compatible, if each $P_nA|_{X_n}$ is Fredholm with index zero and there exists a sequence of Fredholm index zero operators $(T_n)_{n \in \mathbb{N}}, T_n \in L(X_n)$ so that

$$
\|T - T_n\|_n := \sup_{u_n \in X_n \setminus \{0\}} \|(T - T_n)u_n\|_X/\|u_n\|_X
$$

(27)

tends to zero as $n \to \infty$. Let $A(\cdot) : \Lambda \to L(X)$ be weakly $T(\cdot)$-coercive. We say that the Galerkin approximation $P_nA(\cdot)|_{X_n} : \Lambda \to L(X_n)$ is $T(\cdot)$-compatible, if $P_nA(\lambda)|_{X_n} \in L(X_n)$ is $T(\lambda)$-compatible for each $\lambda \in \Lambda$.

We recall from [35, Corollary 2.8]: Let $A(\cdot) : \Lambda \to L(X)$ be a weakly $T(\cdot)$-coercive holomorphic operator function with non-empty resolvent set and $A_n(\cdot) : \Lambda \to L(X_n)$ be a $T(\cdot)$-compatible Galerkin approximation. Then

i) For every eigenvalue $\lambda_0$ of $A(\cdot)$ exists a sequence $(\lambda_n)_{n \in \mathbb{N}}$ converging to $\lambda_0$ with $\lambda_n$ being an eigenvalue of $A_n(\cdot)$ for almost all $n \in \mathbb{N}$.

ii) Let $(\lambda_n, u_n)_{n \in \mathbb{N}}$ be a sequence of normalized eigenpairs of $A_n(\cdot)$, i.e. $A_n(\lambda_n)u_n = 0$ and $\|u_n\|_X = 1$, so that $\lambda_n \to \lambda_0 \in \Lambda$. Then

a) $\lambda_0$ is an eigenvalue of $A(\cdot)$,

b) $(u_n)_{n \in \mathbb{N}}$ is a compact sequence and its cluster points are normalized eigenelements of $A(\lambda_0)$.

iii) For every compact $\hat{\Lambda} \subset \rho(A)$ the sequence $(A_n(\cdot))_{n \in \mathbb{N}}$ is stable on $\hat{\Lambda}$, i.e. there exist $n_0 \in \mathbb{N}$ and $c > 0$ such that $\|A_n(\lambda)^{-1}\|_{L(X_n)} \leq c$ for all $n > n_0$ and all $\lambda \in \hat{\Lambda}$.

iv) For every compact $\hat{\Lambda} \subset \Lambda$ with rectifiable boundary $\partial \hat{\Lambda} \subset \rho(A(\cdot))$ exists an index $n_0 \in \mathbb{N}$ such that

$$
\dim G(A(\cdot), \lambda_0) = \sum_{\lambda_n \in \sigma(A_n(\cdot)) \cap \hat{\Lambda}} \dim G(A_n(\cdot), \lambda_n).
$$
for all \( n > n_0 \), whereby \( G(B(\cdot), \lambda) \) denotes the generalized eigenspace of an operator function \( B(\cdot) \) at \( \lambda \in \Lambda \).

Let \( \tilde{\Lambda} \subset \Lambda \) be a compact set with rectifiable boundary \( \partial \tilde{\Lambda} \subset \rho(A(\cdot)), \tilde{\Lambda} \cap \sigma(A(\cdot)) = \{ \lambda_0 \} \) and

\[
\begin{align*}
\delta_n := & \max_{u_n \in G(A(\cdot), \lambda_n)} \inf_{\|u_0\| \leq 1} \|u_0 - u_n\|_X, \\
\delta_n^* := & \max_{u_n \in G(A^*(\cdot), \lambda_0)} \inf_{\|u_0\| \leq 1} \|u_0 - u_n\|_X,
\end{align*}
\]

(28)

whereby \( \overline{\lambda_0} \) denotes the complex conjugate of \( \lambda_0 \) and \( A^*(\cdot) \) the adjoint operator function of \( A(\cdot) \) defined by \( A^*(\lambda) := A(\lambda)^* \) for each \( \lambda \in \Lambda \). Then there exist \( n \in \mathbb{N} \) and \( c > 0 \) such that for all \( n > n_0 \)

v)

\[ |\lambda_0 - \lambda_n| \leq c(\delta_n \delta_n^*)^{1/\kappa(A(\cdot), \lambda_0)} \]

for all \( \lambda_n \in \sigma(A_n(\cdot)) \cap \tilde{\Lambda} \), whereby \( \kappa(A(\cdot), \lambda_0) \) denotes the maximal length of a Jordan chain of \( A(\cdot) \) at the eigenvalue \( \lambda_0 \),

vi)

\[ |\lambda_0 - \lambda_n^{\text{mean}}| \leq c\delta_n \delta_n^* \]

whereby \( \lambda_n^{\text{mean}} \) is the weighted mean of all the eigenvalues of \( A_n(\cdot) \) in \( \tilde{\Lambda} \)

\[
\lambda_n^{\text{mean}} := \sum_{\lambda \in \sigma(A_n(\cdot)) \cap \tilde{\Lambda}} \lambda \frac{\dim G(A_n(\cdot), \lambda)}{\dim G(A(\cdot), \lambda_0)}
\]

vii)

\[
\inf_{u_n \in \ker A(\lambda_0)} \|u_n - u_0\|_X \leq c \left( |\lambda_n - \lambda_0| + \max_{u_n' \in \ker A(\lambda_0)} \inf_{\|u_0'\| \leq 1} \|u_0' - u_n'\|_X \right)
\]

\[
\leq c \left( \delta_n \delta_n^* \right)^{1/\kappa(A(\cdot), \lambda_0)} + \delta_n
\]

for all \( \lambda_n \in \sigma(A_n(\cdot)) \cap \tilde{\Lambda} \) and all \( u_n \in \ker A_n(\lambda_n) \) with \( \|u_n\|_X = 1 \).

For the forthcoming analysis it will be more suitable to work with operators instead of sesquilinearforms. Thus for a bounded \( \lambda \)-dependent sesquilinearform \( a(\lambda; \cdot, \cdot) \colon X \times X \to \mathbb{C} \) we associate with the Riesz representation theorem a \( \lambda \)-dependent operator \( A(\lambda) \in \mathcal{L}(X) \) defined through

\[
\langle A(\lambda)u, u' \rangle_X = a(\lambda; u, u') \quad \text{for all } u, u' \in X.
\]

(29)

Eigenvalue Problem (18) can now be expressed as

\[
\text{find } (\lambda, u) \in \mathbb{C} \times X \setminus \{0\} \text{ so that } A(\lambda)u = 0.
\]

(30)

If \( X \) is approximated by a closed subspace \( X_n \) we can associate a \( \lambda \)-dependent operator \( A_n(\lambda) \in \mathcal{L}(X_n) \) through

\[
\langle A_n(\lambda)u_n, u'_n \rangle_{X_n} = a(\lambda; u_n, u'_n) \quad \text{for all } u_n, u'_n \in X_n.
\]

(31)

Similarly (22) can now be expressed as

\[
\text{find } (\lambda, u_n) \in \mathbb{C} \times X_n \setminus \{0\} \text{ so that } A_n(\lambda)u_n = 0.
\]

(32)

The operators \( A(\lambda) \) and \( A_n(\lambda) \) are related through \( A_n(\lambda) = P_n A(\lambda)|_{X_n} \).
Lemma 3.3. Let \(\tilde{\eta}\) and \(r_1^*\) be as in Assumption 3.3.1. It follows that
\[
\begin{align*}
\lim_{r \to r_1^*} \frac{d(r)}{\tilde{d}(r)}(r) &= 1, \\
\lim_{r \to r_1^*} \left(\tilde{d}(r)/d(r)\right)(r) &= 0.
\end{align*}
\]

Assumption 3.1.1 is necessary for Lemma 3.2 which will yield the essential argument to prove the “coercivity part” in Theorem 3.5. Argument 3.1.2 on the other hand will be necessary to prove the “compactness part” in Theorem 3.5.

It can easily be seen that any \(\tilde{\eta}\) of the kind (7b), (8b) and (9) suffices Assumption 3.1.

Next we introduce two lemmata which will be essential for our analysis. Let
\[
\arg z: \mathbb{C} \setminus \{0\} \to [-\pi, \pi], \quad z = |z| \exp(i \arg z).
\]

Lemma 3.2. Let Assumptions 2.2 and 3.1 hold. Then there exists \(\tau \in (0, \pi/2)\) so that \(\arg (d(r)/\tilde{d}(r)) \in [0, \tau]\) for all \(r > r_1^*\).

Proof. Let \(r > r_1^*\). Due to the definition of \(d, \tilde{d}\) and Assumption 2.2.4 it holds \(\arg \tilde{d}(r) \leq \arg d(r)\). Since \(\arg (d(r)/\tilde{d}(r)) = \arg d(r) - \arg \tilde{d}(r)\) it follows \(\arg (\tilde{d}(r)/d(r)) \in [0, \pi/2]\). Due to Assumption 2.2.5 \(\tilde{d}/d\) is continuous. Together with Assumption 3.1.1 it follows \(\sup_{r > r_1^*} \arg (d(r)/\tilde{d}(r)) < \pi/2\). Hence the claim is proven.

\[\square\]

Lemma 3.3. Let \(\eta: \Omega \to \mathbb{C}\) be measurable so that \(\eta|_{\Omega \cap B_n} \in L^\infty(\Omega \cap B_n)\) for all \(n \in \mathbb{N}\). Let \(Y \subset L^2(\Omega)\) be a Hilbert space so that \(\|\eta\|_{L^\infty(\Omega)} \leq C\|u\|_Y\) for a constant \(C > 0\) and all \(u \in Y\) and so that the embedding and restriction operator \(K_n: Y \to L^2(\Omega \cap B_n): u \mapsto u|_{\Omega \cap B_n}\) is compact for each \(n \in \mathbb{N}\). Let \(\eta_2 \in L^\infty(\Omega)\) be so that \(\lim_{r \to \infty} \|\eta_2|_{L^\infty(B_r)} = 0\). Then the multiplication and embedding operator \(K_{\eta_1, \eta_2}: Y \to L^2(\Omega): u \mapsto \eta_1 \eta_2 u\) is compact.

Proof. Consider a sequence \((u_n)_{n \in \mathbb{N}}\) with \(u_n \in Y\), \(\|u_n\|_Y \leq 1\). We construct a Cauchy subsequence as follows. We choose a subsequence \(N_1: \mathbb{N} \to \mathbb{N}\) so that \((K_1 u_{N_1(n)})_{n \in \mathbb{N}}\) converges. Iteratively for \(n \in \mathbb{N}\) we choose subsequences \(N_m: \mathbb{N} \to \mathbb{N}\) so that \((K_m u_{N_m(n)})_{n \in \mathbb{N}}\) converges. Via diagonalization we construct a subsequence \(N(n) := N_m(n)\). Let \(\epsilon > 0\) and \(n_1 > 0\) so be so that \(\|\eta_2|_{L^\infty(B_{n_1})} < \epsilon/(4C)\). Let \(n_2 > 0\) be so that \(\|K_n(u_{N(n)} - u_{N(n')}\|_{L^2(\Omega \cap B_{n_1})} \leq \epsilon/(2\|\eta_2\|_{L^\infty(B_{n_1})})\) for all \(n, n' > n_2\). It follows
\[
\|\eta_1 \eta_2 (u_{N(n)} - u_{N(n')}\|_{L^2(\Omega)} \leq \|\eta_1 \eta_2\|_{L^\infty(\Omega)} \|u_{N(n)} - u_{N(n')}\|_{L^2(\Omega \cap B_{n_1})} + 2\|\eta_2\|_{L^\infty(B_{n_1})} < \epsilon.
\]

Hence the claim is proven.

Our analysis will further require the following functions.

\[
\begin{align*}
\hat{\alpha}(r) &:= \begin{cases} \\
\lim_{r \to r_1^*} \alpha(r) & \text{for } 0 \leq r \leq r_1^*, \\
\alpha(r) & \text{for } r > r_1^*,
\end{cases} \\
\hat{d}(r) &:= 1 + i \hat{\alpha}(r), \quad r \geq 0.
\end{align*}
\]
Thus multiplication with $a$ and $d$ separately. We split the sesquilinear form $a$ with $1$.

Assumption 3.1.2 it follows $f$. Again, we adopt the overloaded notation $\omega$.

Then $T(\omega) \in L(X)$ is bijective for all $\omega \in \mathbb{C} \setminus \{0\}$.

Proof. For any $\eta \in W^{1,\infty}(\Omega)$ and $u \in X$ it holds

$$||\eta u||^2_X = \langle (|\partial^2 d(x)| P_x + |d| (1 - P_x)) (\eta \nabla u + u \nabla \eta), \eta \nabla u + u \nabla \eta \rangle_{L^2(\Omega)}$$

Thus multiplication with $\eta$ is bounded from $X \to X$. If $|\eta| = 1$ it follows $1/|\eta| \in W^{1,\infty}(\Omega)$ as well. Hence the inverse of multiplication with $\eta$, which is multiplication with $1/|\eta|$, is bounded from $X \to X$ as well.

Let $\eta = \frac{d}{d\omega}$ or $\eta = \frac{d}{d^2|d|}$. It follows $|\eta| = 1$. Due to the definition of $\hat{d}$ (34) and Assumption 2.2, $\eta$ is weakly differentiable. Due to Assumption 2.2.5 and Assumption 3.1.2 it follows $\nabla \eta \in L^\infty(\Omega)$ and hence $\eta \in W^{1,\infty}(\Omega)$. Thus the claim is proven.

**Theorem 3.5.** Let Assumptions 2.2 and 3.1 hold. Let $a(\cdot, \cdot)$ and $X$ be as in (17), $A(\cdot)$ be as in (29), $T(\cdot)$ be as in (35), $d_0$ be as in (12c) and

$$\Lambda_{d_0} := \{z \in \mathbb{C}; \Re(izd_0) \neq 0\}.$$ 

Then $A(\cdot): \Lambda_{d_0} \to L(X)$ is weakly $T(\cdot)$-coercive.

Proof. We consider the two cases $\arg(-\omega^2 d_0^\ast) \in (-\pi, 0)$ and $\arg(-\omega^2 d_0^\ast) \in [0, \pi)$ separately. We split the sesquilinear form $a(\omega; \cdot, T(\omega)\cdot)$ into a coercive part $a_1(\cdot, \cdot)$ and a compact part $a_2(\cdot, \cdot)$.

**First case $\omega \in \Lambda_{d_0}$ with $\arg(-\omega^2 d_0^\ast) \in (-\pi, 0)$:** A direct computation yields

$$a(\omega; u, T(\omega)u') = a_1(u, u') + a_2(u, u')$$

with

$$a_1(u, u') := \left( \frac{d^2|d|}{dd} P_x + \frac{d|d|}{d} (1 - P_x) \right) \nabla u, \nabla u' \right)_{L^2(\Omega)} - \omega^2 d_0^\ast \left( \frac{d^2|d|}{dd} |d^2|d|u, u' \right)_{L^2(\Omega)},$$

$$a_2(u, u') := \left( \frac{d^2}{d} \partial_x u, u' \partial_x \right)_{L^2(\Omega)} - \omega^2 \left( \frac{d^2|d|}{dd} d^2|d|d^2|d|u, u' \right)_{L^2(\Omega)}.$$ 

Recall that $d(r) = r$ for $r > r^*_1$ and $d(r) = 1 + i \lim_{r \to r^*_1} + o(r)$ for $r \leq r^*_1$. Due to Assumptions 2.2.4 and 2.2.5 it holds $d(r^*_1) \in (0, \pi/2)$. Let $\tau \in (0, \pi/2)$ be as in Lemma 3.2 and

$$\tau_1 := \min\{-2\tau, - \arg d(r^*_1), \arg(-\omega^2 d_0^\ast)\}.$$ 

It follows that $\tau_1 \in (-\pi, 0)$ and

$$\arg \left( \frac{d^2|d|}{dd} \right)(r), \arg \left( \frac{d|d|}{d} \right)(r), \arg(-\omega^2 d_0^\ast) \in [\tau_1, 0]$$

Again, we adopt the overloaded notation $f(x) := f(|x|), x \in \Omega$ for $f = \hat{a}, \hat{d}$. 

**Lemma 3.4.** Let Assumptions 2.2 and 3.1 hold. For all $\omega \in \mathbb{C} \setminus \{0\}$ and all $u \in X$ let

$$T(\omega) u := \begin{cases} \frac{id}{d} u & \text{for } \arg(-\omega^2 d_0^\ast) \in [-\pi, 0), \\ \frac{d|d|}{d^2|d|} u & \text{for } \arg(-\omega^2 d_0^\ast) \in [0, \pi). \end{cases}$$

It follows that $T(\omega) \in L(X)$ is bijective for all $\omega \in \mathbb{C} \setminus \{0\}$.
for all $r \geq 0$. Thus $\Re(i e^{-i(\pi + \tau_1)/2} a_1(u, u)) \geq \cos(\tau_1/2) \min\{1, |\omega^2|\} \|u\|_X^2$ for all $u \in X$, i.e. $a_1(\cdot, \cdot)$ is coercive. Further $a_2(u, u^\prime) = \langle (K_1^* L_1 - \omega^2 K_2^* L_2)u, u^\prime \rangle_X$ with bounded operators

$$L_1: X \to L^2(\Omega): u \mapsto \frac{\hat{d}}{d^{1/2}} \partial_r u,$$

$$K_1: X \to L^2(\Omega): u \mapsto \left( \partial_r \left( \frac{|d|}{d} \right) \right) \frac{d}{d^{1/2}} u,$$

$$L_2: X \to L^2(\Omega): u \mapsto |d|^{1/2} u,$$

$$K_2: X \to L^2(\Omega): u \mapsto \left( \frac{\hat{d}^2 |d|}{d^2 |d|} - d_0^2 \right) |d|^{1/2} u.$$

From the definitions of $d_0$ and $\hat{d}$ it follows $(\frac{\hat{d}^2 |d|}{d^2 |d|} - d_0^2)(r) \to 0$ as $r \to +\infty$. From Assumption 3.1.2 follows $\left( \frac{\partial_r (|d|)}{d} \right)(r) \to 0$ as $r \to +\infty$. Lemma 3.3, $1/|d| \leq 1$ and the compact Sobolev embedding $H^1(D) \to L^2(D)$ for bounded Lipschitz domains $D$ yield that $K_1$ and $K_2$ are compact. Hence $A_2((A_2 u, u^\prime)_X = a_2(u, u^\prime))$ is compact too.

**Second case** $\omega \in \Lambda_{d_0}$ with $\arg(-\omega^2 d_0^2) \in [0, \pi)$: A direct computation yields $a(\omega; u, T(\omega) u^\prime) = a_1(u, u^\prime) + a_2(u, u^\prime)$ with

$$a_1(u, u^\prime) := \left( \left( \frac{d|d|}{d|d|} P_x + \frac{dd|d|^2}{d^2|d|} (1 - P_x) \right) \nabla u, \nabla u^\prime \right)_{L^2(\Omega)} - \omega^2 d_0^2 (|d^2| |u, u^\prime|_{L^2(\Omega)}),$$

$$a_2(u, u^\prime) := \left( \frac{\partial_r |d|}{d^{1/2}} u^\prime \partial_r \left( \frac{dd|d|^2}{d^2|d|} \right) \right)_{L^2(\Omega)} - \omega^2 \left( \frac{dd|d|^2}{d^{1/2} |d^2| |u, u^\prime|_{L^2(\Omega)}} \right).$$

As in the previous case we find that

$$\arg(\frac{\hat{d} |d|}{d}) (r), \arg(\frac{dd|d|^2}{d^2 |d|}) (r), \arg(-\omega^2 d_0^2) \in [0, \tau_1]$$

for all $r \geq 0$ with $\tau_1 := \max\{2 \tau, \arg(\hat{d} r_1^2), \arg(-\omega^2 d_0^2)\} \in [0, \pi)$. It follows

$$\Re(i e^{i(\pi - \tau_1)/2} a_1(u, u)) \geq \cos(\tau_1/2) \min\{1, |\omega^2|\} \|u\|_X^2$$

for all $u \in X$, i.e. $a_1(\cdot, \cdot)$ is coercive. Further $a_2(u, u^\prime) = \langle (K_1^* L_1 - \omega^2 K_2^* L_2)u, u^\prime \rangle_X$ with bounded operators

$$L_1: X \to L^2(\Omega): u \mapsto \frac{\hat{d}}{d^{1/2}} \partial_r u,$$

$$K_1: X \to L^2(\Omega): u \mapsto \left( \partial_r \left( \frac{d|d|}{d} \right) \right) \frac{d}{d^{1/2}} u,$$

$$L_2: X \to L^2(\Omega): u \mapsto |d|^{1/2} u,$$

$$K_2: X \to L^2(\Omega): u \mapsto \left( \frac{\hat{d}^2 |d|}{d^2 |d|} - d_0^2 \right) |d|^{1/2} u.$$

From the definitions of $d_0$, $\hat{d}$ and Assumption 3.1.1 follows $(\frac{\hat{d}^2 |d|^2}{d^2 |d|} - d_0^2)(r) \to 0$ as $r \to +\infty$. From Assumption 3.1.2 it follows $\left( \partial_r \left( \frac{d|d|}{d} \right) \right)(r) \to 0$ as $r \to +\infty$. Again, Lemma 3.3, $1/|d| \leq 1$ and the compact Sobolev embedding $H^1(D) \to L^2(D)$
for bounded Lipschitz domains $D$ yield that $K_1$ and $K_2$ are compact. Hence $A_2((A_2u, u') x = a_2(u, u'))$ is compact too.

If we demand in addition to Assumptions 2.2, 3.1 that $|d|/|\bar{d}|$ is bounded, then it can be proven [34, Theorem 4.6] that Theorem 3.5 is sharp, i.e. the essential spectrum of $A(\cdot)$ equals $C \setminus \Lambda_{d_0} = \{ \omega \in \mathbb{C} : \mathfrak{R}(-i\omega d_0) = 0 \}$.

It is less intuitive why we need to employ the multiplication operator $T(\omega)$. The matrix of the principle part of $a(\omega; \cdot, \cdot)$ is $\omega^2 d_0^{-1} P_x + d(I - P_x)$. The coefficients are bounded away from zero and only take values in the closed salient sector spanned by $(1 + i\alpha(r))^{\pm 1}$. However, as the domain is unbounded the (asymptotic) complex sign of the $L^2$-term $-\omega^2 d_0^2$ also has to be taken into account. Although there is no way to estimate $1 + i\alpha(r)$ in terms of $d_0$ without further assumptions on $\alpha$. Nonetheless the asymptotic complex sign of the matrix coefficients is $d_0$. Thus it is meaningful to suitably rotate the complex sign of the principle part especially in the presymptotic regime of the coefficients. The rotation for the $L^2$-term in the presymptotic regime can be neglected as $L^2$-integrals on bounded sets lead to compact operators. In [15] it was noted that a rotation by $d^{-1}$ yields the desired properties. Be aware that for different dimensions and different equations other rotations are necessary. A choice leading to coefficients 1 and $d^2/d^2$ or 1 and $d^2/d^2$ (depending on the complex sign of $-\omega^2 d_0^2$) in the principle part of the equation usually does the job.

4. Subsequent approximation

We consider a sequence of finite subdomains $(\Omega_n)_{n \in \mathbb{N}}$ which suffices Assumption 2.3, corresponding subspaces $X_n$ defined by (21) and corresponding operator functions $A_n(\cdot)$ defined by (31). We investigate the approximation of $A(\cdot)$ by $A_n(\cdot)$.

**Lemma 4.1.** Let Assumptions 2.2, 3.1 and 2.3 hold. Let $X_n$ be as in (21) and $T(\cdot)$ be as in (35). Then $X_n$ is $T(\omega)$-invariant and $T^{-1}(\omega)$-invariant for all $n \in \mathbb{N}$, $\omega \in C \setminus \{0\}$, i.e. $T(\omega)u_n, T^{-1}(\omega)u_n \in X_n$ for all $u_n \in X_n$, $n \in \mathbb{N}$, $\omega \in C \setminus \{0\}$.

**Proof.** A multiplication operator does not increase the support of a function. □

**Theorem 4.2.** (Spectral convergence). Let Assumptions 2.2 and 3.1 hold. Let $X$ and $a(\cdot; \cdot, \cdot)$ be as in (17), $A(\cdot)$ be as in (29), $T(\cdot)$ be as in (35) and

$$\Lambda_{d_0}^\pm := \{ z \in \mathbb{C} : \pm \mathfrak{R}(izd_0) < 0 \}.\]

Let Assumption 2.3 hold. Let $X_n$ be as in (21) and $A_n(\cdot)$ be as in (31).

Then $A(\cdot) : \Lambda_{d_0}^\pm \to L(X)$ is a weakly $T(\cdot)$-coercive holomorphic Fredholm operator function with non-empty resolvent set $\rho(A(\cdot))$ and $A_n(\cdot) : \Lambda_{d_0}^\pm \to L(X_n)$ is a $T(\cdot)$-compatible approximation, i.e. the convergence results (i)-(vii) from Subsection 3.1 hold.

**Proof.** Since $A(\omega)$ is a polynomial in $\omega$ it is holomorphic. Due to Theorem 3.5 $A(\omega)$ is weakly $T(\omega)$-coercive. Due to [34, Theorem 2.16] and [34, Theorems 2.8-2.9] the resolvent sets $\rho(A(\cdot)) \cap \Lambda_{d_0}^\pm$ are non-empty. Thus $A(\cdot) : \Lambda_{d_0}^\pm \to L(X)$ is a weakly $T(\cdot)$-coercive holomorphic Fredholm operator function with non-empty resolvent set $\rho(A(\cdot))$. Due to Lemma 4.1 $X_n$ is $T(\omega)$-invariant for all $n \in \mathbb{N}$, $\omega \in \Lambda_{d_0}^\pm$. Hence with $T_n(\omega) := T(\omega)|_{X_n}$ it hold $T_n(\omega), T_n^{-1}(\omega) \in L(X_n)$ and $\|T(\omega) - T_n(\omega)\|_n = 0$ for all $n \in \mathbb{N}$, $\omega \in \Lambda_{d_0}^\pm$ and consequently $A_n(\omega)$ and $T_n(\omega)$ are Fredholm with index zero for all $\omega \in \Lambda_{d_0}^\pm$.

□

Theorem 4.2 yields convergence rates with respect to the best approximation errors (28). To estimate these we introduce the next Lemma 4.3.
Lemma 4.3. Let Assumptions 2.2, 3.1 and 2.3 hold. Let \( X \) be as in (17) and \( X_n \) be as in (21). Let \( r_n > 0 \) be so that \( \Omega \cap B_{r_n+1} \subset \Omega_n \). Then there exists a constant \( C > 0 \) independent of \( n \) so that
\[
\inf_{u_n \in X_n} \| u - u_n \|_X \leq C \| u \|_{X(B_{r_n}^c)}
\]
for all \( u \in X \).

Proof. We choose \( u_n(x) := \chi_2(1 + r_n - |x|)u(x) \in X_n \) with \( \chi_2 \) as in (11b) and compute
\[
\| u - u_n \|_X = \| u - u_n \|_{X(\Omega \cap B_{r_n})} \leq \| u \|_{X(\Omega \cup B_{r_n})} + C \| u \|_{X(A_{r_n,r_n+1})}
\]
with a constant \( C > 0 \) independent of \( u \) and \( n \).

Due to (19) \( \| u \|_{X(B_{r_n}^c)} \) can be estimated to decay exponentially for eigenfunctions \( u \), i.e. \( A(\omega)u = 0 \). For generalized eigenfunctions (also called root functions) \( \| u \|_{X(B_{r_n}^c)} \) can also be estimated to decay exponentially due to Lemma 6.1 of [50]. Together with Theorem 4.2 and Lemma 4.3 this yields convenient error bounds of the form
\[
\| u - u_n \|_X \lesssim e^{-C r_n}
\]
for some constant \( C > 0 \) with layer width \( r_n \).

For solutions \((\omega, u)\) to \( A(\omega)u = 0 \) the quantity of interest is actually only \((\omega, u|_{\Omega \cup B_{r_n}^c})\) where as \( u|_{B_{r_n}^c} \) could be called an auxiliary variable. It is indeed possible to improve the error estimate obtained by Theorem 4.2 and Lemma 4.3 for the eigenspaces if the error is only measured in \( \| \cdot \|_{X(B_{r_n}^c)} \). A hand waving explanation is that \( A_n(\cdot) \) differs from \( A(\cdot) \) only by a distortion at \( B_{r_n}^c \), and as “the error propagates” towards \( \Omega \cap B_{r_n}^c \) “the error decays”. This argumentation can be made rigorous by a comparison of the Dirichlet-to-Neumann operators generated by the complex scaling in the (un)truncated domains. For details see e.g. [38, Section 4.3].

Now consider for a fixed index \( n \in \mathbb{N} \) a subsequent approximation of (22) by the following. We consider a sequence of subspaces \( \{ X_n^{h(m)} \}_{m \in \mathbb{N}} \): \( X_n^{h(m)} \subset X_n \), \( m \in \mathbb{N} \), so that the orthogonal projections \( P_n^{h(m)}: X_n \to X_n^{h(m)} \) converge point-wise to the identity in \( X_n \) and eigenvalue problem
\[
\text{find } (\omega, u_{h(m)}) \in \mathbb{C} \times X_n^{h(m)} \setminus \{0\} \text{ so that } a(\omega; u_{h(m)}, u'_{h(m)}) = 0 \quad \text{for all } u'_{h(m)} \in X_n^{h(m)}.
\]
We note that restricted to \( X_n \) the norm \( \| \cdot \|_X \) is equivalent to \( \| \cdot \|_{H^1(\Omega)} \) and hence \( X_n = \{ u \in H_0^1(\Omega): u = 0 \text{ in } \Omega \setminus \Omega_n \} \). It holds further that \( A_n(\omega) \in L(X_n) \) is already weakly coercive. Hence the approximation of (22) by (39) can already be performed with common techniques [2].

The profile function \( \tilde{\alpha} \) limits the regularity of solutions. However, to achieve optimal approximations rates of solutions by general finite element spaces smooth solutions are necessary. Yet, if \( \tilde{\alpha} \) is piece-wise smooth optimal rates can be restored if the meshes of the finite element spaces are aligned to the jumps in the derivatives of \( \tilde{\alpha} \). If this is not possible, e.g. because the finite element code is limited to polytopial meshes, it is desirable to chose a globally smooth profile function. Of course for finite element spaces with fixed maximal polynomial degree one can construct \( \tilde{\alpha} \) with appropriate smoothness as piece-wise polynomial. However, in this case it seems more natural to us to construct \( \tilde{\alpha} \in C^\infty(\mathbb{R}^+) \) in the first place, e.g. as in (10).
5. Simultaneous approximation

In the previous section we considered a sequence of bounded subdomains \((\Omega_n)_{n \in \mathbb{N}}\) as in Assumption 2.3, an approximation of (18) by (22) and subsequent a sequence of subspaces \((X_n^{h(m)})_{m \in \mathbb{N}}\), \(X_n^{h(m)} \subset X_n\) and an approximation of (22) by (39). The two key ingredients which allowed a pretty simple analysis were the \(T(\cdot)-\)invariance of \(X_n\) and the weak coercivity of \(A_n(\cdot)\). This way we avoided to discuss the issue of the non-\(T(\cdot)-\)invariance of \(X_n^{h(m)}\) and the construction of an appropriate \(T_n^{h(m)}(\cdot)\) operator function. Though this kind of analysis yields only limited results: It is left open if a sequence of approximations with simultaneous increasing domains and decreasing mesh-width' could lead to erroneous results (e.g. failure of convergence, spectral pollution). Nevertheless, the only work known to us (from the huge amount of articles on PML-approximations) which addressed this important issue so far is [43].

Thus in this section we consider a direct approximation of (18) through non-\(T(\cdot)-\)invariant subspaces of \(X\), e.g. the diagonal sequence \((X_n^{h(n)})_{n \in \mathbb{N}}\). To conduct our analysis we introduce an operator function \(T_\epsilon(\cdot)\) which is a slight modification of (35) in Lemmata 5.1 and 5.2. This new operator function has some favorable properties and is so that \(A(\cdot)\) is still weakly \(T_\epsilon(\cdot)-\)coercive. We consider finite dimensional Galerkin spaces \(X_n^{h(m)} \subset X\) which suffice two Assumptions 5.3 and 5.4.

In Theorem 5.5 we prove that under such assumptions we can construct appropriate operator functions \(T_\epsilon^{h(m)}(\cdot): \mathbb{C} \rightarrow L(X_n^{h(m)})\) which converge to \(T_\epsilon(\cdot)\) in discrete norm at each \(\omega \in \mathbb{C}\), i.e. the Approximation \((A_n^{h(m)}(\cdot): \mathbb{C} \rightarrow L(X_n^{h(m)}))_{m \in \mathbb{N}}\) is \(T_\epsilon(\cdot)-\)compatible. A key ingredient for the analysis is a variant of the discrete commutator property of Bertoluzzi [11]. Finally in Theorem 5.6 we formulate our convergence results.

**Lemma 5.1.** Let \(r_1 \in \mathbb{R}\) and \(r_2 \in \mathbb{R} \cup \{+\infty\}\) with \(r_1 < r_2\). Let \(\eta: [r_1, r_2) \rightarrow \mathbb{C}\) be continuous so that \(\lim_{r \to r_2-} \eta(r) =: \eta(r_2)\) exists in \(\mathbb{C}\). Then for each \(\epsilon > 0\) exist \(\eta_\epsilon: [r_1, r_2) \rightarrow \mathbb{C}\) and \(\hat{r}_1, \hat{r}_2 \in (r_1, r_2)\) so that

1. \(\|\eta - \eta_\epsilon\|_{L^\infty(r_1, r_2)} < \epsilon\),
2. \(\eta_\epsilon(r) = \eta(r_1)\) for \(r \leq \hat{r}_1\),
3. \(\eta_\epsilon(r) = \eta(r_2)\) for \(r \geq \hat{r}_2\),
4. \(\eta_\epsilon\) is infinitely many times differentiable.

**Proof.** Since \(\eta\) is continuous and \(\lim_{r \to r_2-} \eta(r)\) exists we can choose \(\hat{r}_1, \hat{r}_2 \in (r_1, r_2)\) so that \(\|\eta - \eta(r_1)\|_{L^\infty(r_1, \hat{r}_1)} < \epsilon/2\) and \(\|\eta - \eta(r_2)\|_{L^\infty(\hat{r}_2, r_2)} < \epsilon/2\). Since \(C^{\infty}(r_1, r_2)\) is dense in \(L^\infty(r_1, r_2)\) we can choose \(\hat{\eta} \in C^{\infty}(r_1, r_2)\) with \(\|\eta - \hat{\eta}\|_{L^\infty(r_1, r_2)} < \epsilon/2\). Let \(\hat{r}_1 \in (r_1, \hat{r}_1)\), \(\hat{r}_2 \in (r_2, \hat{r}_2)\) and

\[
\eta_\epsilon := \begin{cases} 
\eta(r_1), & r \leq \hat{r}_1, \\
(1 - \chi_2(\frac{r - \hat{r}_1}{\hat{r}_1 - r_1}))\eta(r_1) + \chi_2(\frac{r - \hat{r}_1}{\hat{r}_1 - r_1})\hat{\eta}(r), & \hat{r}_1 \leq r \leq \hat{r}_2, \\
\hat{\eta}(r), & \hat{r}_2 \leq r \leq \hat{r}_2, \\
(1 - \chi_2(\frac{r - \hat{r}_2}{\hat{r}_2 - r_2}))\hat{\eta}(r_1) + \chi_2(\frac{r - \hat{r}_2}{\hat{r}_2 - r_2})\eta(r_2), & r \geq \hat{r}_2,
\end{cases}
\]

with \(\chi_2\) as in (11b). From the triangle inequality and \(\chi_2(r) \in [0, 1]\) for all \(r \in \mathbb{R}\) it follows \(\|\eta - \eta_\epsilon\|_{L^\infty(r_1, r_2)} < \epsilon\). By construction \(\eta_\epsilon\) suffices also the last three criteria. \(\square\)
Lemma 5.2. Let Assumptions 2.2 and 3.1 hold. Let $X$ and $a(\cdot, \cdot, \cdot)$ be as in (17) and $A(\cdot)$ be as in (29). For $\epsilon > 0$ and $\omega \in \mathbb{C} \setminus \{0\}$ let

$$
T_\epsilon(\omega)u := \eta_\epsilon u \quad \text{with} \quad \eta := \begin{cases} \frac{d}{d\tau} & \text{for } \arg(-\omega^2 d_0^2) \in [-\pi, 0), \\ \frac{d}{d\tau} \frac{d|d\tau|}{d\tau} & \text{for } \arg(-\omega^2 d_0^2) \in [0, \pi) \end{cases}
$$

and $\eta|_{(r_1^*, +\infty)}$ as in Lemma 5.1 with $r_1 = r_1^*$, $r_2 = +\infty$ and $\eta|_{[0, r_1^*]} := \eta_0(r_1^*)$.

For each $\omega \in \mathbb{C} \setminus \{0\}$ there exists $\epsilon_0(\omega) > 0$ so that for each $\epsilon \leq \epsilon_0(\omega)$, $T_\epsilon(\omega) \in L(X)$ is bijective and $A(\omega) : \Lambda_{d_0} \to L(X)$ is weakly $T_\epsilon(\omega)$-coercive.

Proof. In the proof of Lemma 5.4. Similarly the weak $T_\epsilon(\omega)$-coercivity of $A(\omega)$ can be proven for a sufficiently small $\epsilon$ as in the proof of Theorem 3.5. □

Assumption 5.3. There exists a sequence $(h(n))_{n \in \mathbb{N}} \in (\mathbb{R}^+)\mathbb{N}$ with $\lim_{n \in \mathbb{N}} h(n) = 0$. There exist bounded linear projection operators $\Pi_h(n) : X \to X_h(n), n \in \mathbb{N}$ that act locally in the following sense: there exist constants $C_1, R^* > 1$ so that for $n \in \mathbb{N}, s \in \{1, 2\}, x_0 \in \Omega$, if $B_{R^*h(n)}(x_0) \subset \Omega$, $u \in X$ and $u|_{B_{R^*h(n)}(x_0)} \in H^s(B_{R^*h(n)}(x_0))$, then

$$
\|u - \Pi_h(n)u\|_{H^s(B_h(n)(x_0))} \leq C_1 h(n)^{s-1} \|u\|_{H^s(B_{R^*h(n)}(x_0))}.
$$

Assumption 5.4. For any $D \subset \Omega$ which is compact in $\Omega$ exists $n_0 > 0$ so that for each $n \in \mathbb{N}, n > n_0$ there exists $u_{D, n} \in X_h(n)$ with $u_{D, n}|_D = 1$.

Theorem 5.5. Let Assumptions 2.2 and 3.1 hold. Let $X$ be as in (17), $(X_h(n))_{n \in \mathbb{N}}$ be sequence of finite dimensional subspaces $X_h(n) \subset X$ so that the orthogonal projections from $X$ onto $X_h(n)$ converge point-wise to the identity in $X$ and so that Assumptions 5.3 and 5.4 hold. Let $t_0(\omega)$ be as in Lemma 5.2. $T_{t_0}(\omega) := T_{t_0}(\omega)(\omega)$ be as in (40) and $\| \cdot \|_n$ be as in (27). For $n \in \mathbb{N}$ let $\Pi_h(n)$ be as in Assumptions 5.3 and

$$
T_{t_0}(\omega) := \Pi_h(n)T_{t_0}(\omega)|_{X_h(n)}
$$

for $\omega \in \mathbb{C} \setminus \{0\}$. Then $T_{t_0}(\omega) \in L(X_h(n))$ is Fredholm with index zero and

$$
\lim_{n \in \mathbb{N}} \|T_{t_0}(\omega) - T_{t_0}(\omega)\|_n = 0
$$

for all $\omega \in \mathbb{C} \setminus \{0\}$.

Proof. Let $\omega \in \mathbb{C} \setminus \{0\}$. It is straightforward to see $T_{t_0}(\omega) \in L(X_h(n))$. Since $X_h(n)$ is finite dimensional, $T_{t_0}(\omega)$ is Fredholm with index zero. Further, we note that if $n \in \mathbb{N}$, $x_0 \in \Omega$, $B_{R^*h(n)}(x_0) \subset \Omega$ and $u, \tilde{u} \in X$ with $u|_{B_{R^*h(n)}(x_0)} = \tilde{u}|_{B_{R^*h(n)}(x_0)}$, then also $(T_{t_0}(\omega)u)|_{B_h(n)(x_0)} = (T_{t_0}(\omega)\tilde{u})|_{B_h(n)(x_0)}$. Indeed from Assumption 5.3 follows

$$
\|\Pi_h(n)(\eta_{t_0}(u - \tilde{u}))\|_{H^1(B_h(n)(x_0))} = \|\eta_{t_0}(u - \tilde{u}) - \Pi_h(\eta_{t_0}(u - \tilde{u}))\|_{H^1(B_h(n)(x_0))} \leq C_1 \|\eta_{t_0}(u - \tilde{u})\|_{H^1(B_{C_1h(n)}(x_0))} = 0.
$$

So let $\hat{r}_1, \hat{r}_2$ be as in Lemma 5.1. Let $r_2^* > \hat{r}_2$, $h_0 > 0$ with $h_0 < \min\{\hat{r}_1 - r_1^*, r_2^* - \hat{r}_2\}/C_1$ and $n_0 > 0$ be so that $h(n) < h_0$ for all $n > n_0$. Let $n > n_0$ and $u_n \in X_h(n)$.
Since $\Pi_{\eta(n)}$ is linear and a projection it follows
\[
(T_{\eta(n)}^{h(n)}(\omega)u_n)_{|\Omega \cap B_{r_2}^c} = (\Pi_{\eta(n)}(\eta_n u_n))_{|\Omega \cap B_{r_2}^c} =\]
\[
= (\Pi_{\eta(n)}(\eta_n (r_1^* u_n)))_{|\Omega \cap B_{r_2}^c}
= (\eta_n (r_1^* u_n))_{|\Omega \cap B_{r_2}^c}
= (\eta_n u_n)_{|\Omega \cap B_{r_2}^c} = (T_{\eta(n)}(\omega)u_n)_{|\Omega \cap B_{r_2}^c}.
\]
Likewise $(T_{\eta(n)}^{h(n)}(\omega)u_n)_{|\Omega \cap B_{r_2}^c} = (T_{\eta(n)}(\omega)u_n)_{|\Omega \cap B_{r_2}^c}$. Hence
\[
\|T_{\eta(n)}(\omega) - T_{\eta(n)}^{h(n)}(\omega)u_n\|_{H^s(\Omega)}^2
= \left(\|d^2 d^{-1} [P_x + d(I - P_x)] \nabla (T_{\eta(n)}(\omega) - T_{\eta(n)}^{h(n)}(\omega)) u_n, \nabla (T_{\eta(n)}(\omega) - T_{\eta(n)}^{h(n)}(\omega)) u_n\|_{L^2(\Omega)}\right)
+ \|d^2 d (T_{\eta(n)}(\omega) - T_{\eta(n)}^{h(n)}(\omega)) u_n, (T_{\eta(n)}(\omega) - T_{\eta(n)}^{h(n)}(\omega)) u_n\|_{L^2(\Omega)}
= \left(\|d^2 d^{-1} [P_x + d(I - P_x)] \nabla (T_{\eta(n)}(\omega) - T_{\eta(n)}^{h(n)}(\omega)) u_n, \nabla (T_{\eta(n)}(\omega) - T_{\eta(n)}^{h(n)}(\omega)) u_n\|_{L^2(\Omega)}\right).
\]
\[
\leq C^2 \sum_{x \in Z} \|u\|_{H^s(B_{h(n)}(x))}^2 \leq \hat{C}_1 \sum_{x \in Z} \|u\|_{H^s(\bigcup_{x \in Z} B_{h(n)}(x))}^2
\]
for $s \in \{0,1,2\}$ and all $u \in H^s(\bigcup_{x \in Z} B_{h(n)}(x))$. Hence for $u_n \in X(h(n))$ we estimate
\[
\|T_{\eta(n)}(\omega) - T_{\eta(n)}^{h(n)}(\omega)\|_{H^s(\Omega)}^2 = \|1 - \Pi_{\eta(n)}\|_{H^s(A_{r_1}^* \cap \mathbb{R}^n)}^2 \leq \sum_{x \in Z} \|1 - \Pi_{\eta(n)}\|_{H^s(B_{h(n)}(x))}^2.
\]
For each $x \in Z$ Assumption 5.4 allows us to appropriately choose $u_{x,n} \in X(h(n))$ so that $u_{x,n|B_{R^n h(n)}(x)}$ is constant,
\[
\|u_{x,n}\|_{L^2(B_{R^n h(n)}(x))} \leq \|u_n\|_{L^2(B_{R^n h(n)}(x))}
\]
and
\[
\|u_n - u_{x,n}\|_{H^s(B_{R^n h(n)}(x))} \leq \hat{C}_2 R^n h(n) \|u_n\|_{H^s(B_{R^n h(n)}(x))}
\]
with a constant $\hat{C}_2 > 0$ independent of $u_n \in X(h(n))$ and $n \in \mathbb{N}$, $n > n_0$. Thus we estimate further
\[
\|1 - \Pi_{\eta(n)}\|_{H^s(B_{h(n)}(x))} \leq \|1 - \Pi_{\eta(n)}\|_{H^s(B_{h(n)}(x))} \leq \|1 - \Pi_{\eta(n)}\|_{H^s(B_{h(n)}(x))} \|u_n - u_{x,n}\|_{H^s(B_{h(n)}(x))} + \|1 - \Pi_{\eta(n)}\|_{H^s(B_{h(n)}(x))} \|u_n - u_{x,n}\|_{H^s(B_{h(n)}(x))}.
\]
Since \( u_{x,n}|_{B_{R^*h(n)}(x)} \) is constant it follows with Assumption 5.3

\[
\| (1 - \Pi_{h(n)}) \eta_{h} u_{x,n} \|_{H^1(B_{h(n)}(x))} \leq C_1 h(n) \| \eta_{h} u_{x,n} \|_{H^1(B_{R^*h(n)}(x))} \\
\leq C_1 h(n) \| \eta_{0} \|_{W^{2,\infty}(B_{h(n)}(x))} \| u_{x,n} \|_{L^2(B_{R^*h(n)}(x))}.
\]

On the other hand, since \((u_n - u_{x,n}) \in X^{h(n)}\) and \( \Pi_{h(n)} \) is a projection onto \( X^{h(n)} \) it follows that \((1 - \Pi_{h(n)}) \eta_{h}(x)(u_n - u_{x,n}) = 0\). Together with Assumption 5.3 we estimate

\[
\| (1 - \Pi_{h(n)}) \eta_{h}(u_n - u_{x,n}) \|_{H^1(B_{h(n)}(x))} = \| (1 - \Pi_{h(n)}) (\eta_{h} - \eta_{0})(u_n - u_{x,n}) \|_{H^1(B_{h(n)}(x))} \\
\leq C_1 \| (\eta_{h} - \eta_{0})(u_n - u_{x,n}) \|_{H^1(B_{R^*h(n)}(x))}.
\]

We compute

\[
\| (\eta_{h} - \eta_{0})(u_n - u_{x,n}) \|_{H^1(B_{R^*h(n)}(x))}^2 \leq \| (\eta_{h} - \eta_{0})(u_n - u_{x,n}) \|_{L^2(B_{R^*h(n)}(x))}^2 \\
+ 2 \| (\eta_{h} - \eta_{0})(u_n - u_{x,n}) \|_{L^2(B_{R^*h(n)}(x))} \| \eta_{h} \|_{1,\infty} \| u_n \|_{L^2(B_{R^*h(n)}(x))}.
\]

and estimate

\[
\| (\eta_{h} - \eta_{0})(u_n - u_{x,n}) \|_{L^2(B_{R^*h(n)}(x))} \leq h(n) \| \eta_{h} \|_{1,\infty} \| u_n \|_{L^2(B_{R^*h(n)}(x))}.
\]

Altogether we obtain

\[
\| (T_{h}(\omega) - T_{h}^{h(n)}(\omega)) u_n \|_{H^1(A_{\tau^*r^*}^\rightarrow)} \leq \tilde{C}_3 h(n) \| u_n \|_{H^1(A_{\tau^*r^*}^\rightarrow \tau^*r^* + h^2)}
\]

with a constant \( \tilde{C}_3 > 0 \) independent of \( n \in \mathbb{N}, n > n_0, u_n \in X^{h(n)} \). It remains to note

\[
\| u_n \|_{H^1(A_{\tau^*r^*}^\rightarrow \tau^*r^* + h^2)} \leq \tilde{C}_4 \| u_n \|_X
\]

for a constant \( \tilde{C}_4 > 0 \) independent of \( n \in \mathbb{N}, n > n_0, u_n \in X^{h(n)} \). \( \square \)

**Theorem 5.6 (Spectral convergence).** Let Assumptions 2.2 and 3.1 hold. Let \( X \) and \( a(\cdot, \cdot, \cdot) \) be as in (17), \( A(\cdot) \) be as in (29) and \( A_{d_0}^\pm \) be as in (37). Let \( (X^{h(n)})_{n \in \mathbb{N}} \) be sequence of finite dimensional subspaces \( X^{h(n)} \subset X \) so that the orthogonal projections from \( X \) onto \( X^{h(n)} \) converge point-wise to the identity in \( X \) and so that Assumptions 5.3 and 5.4 hold. Let \( A^{h(n)}(\cdot) \) be defined by (31) and \( T_{e_0}(\cdot) \) be as in Theorem 5.5.

Then \( A(\cdot) : A_{d_0}^\pm \rightarrow L(X) \) is a weakly \( T_{e_0}(\cdot) \)-coercive holomorphic Fredholm operator function with non-empty resolvent set \( \rho(A(\cdot)) \), \( A^{h(n)}(\cdot) : A_{d_0}^\pm \rightarrow L(X^{h(n)}) \) is a \( T_{e_0}(\cdot) \)-compatible approximation and hence the convergence results i)-vii) from Subsection 3.1 hold.

**Proof.** Follows from Theorem 4.2 and Theorem 5.5. \( \square \)

All three assumptions are fulfilled by common finite element spaces, see e.g. [18]. By means of Lemma 4.3 and the triangle inequality we can obtain convenient error bounds (for finite element methods) of the form

\[
\| u - u_n \|_X \leq e^{-C r_n} + h^p
\]

for some constant \( C > 0 \) with layer width \( r_n \), mesh width \( h \) and polynomial degree \( p \).
6. Truncationless approximation

As previously discussed, the classical approach to approximate (18) is to first choose a bounded subdomain \( \Omega_n \subset \Omega \) and secondly to choose a convenient Galerkin space \( X^h \subset H^1_0(\Omega_n) \), e.g. a finite element space. However, if the approximation is not satisfactory enough and a better approximation is desired, it is in general not enough to increase the dimension of the finite element space, but also the size of the domain \( \Omega_n \) needs to be increased. The latter involves a new domain and the generation of a new mesh. This may be undesirable for people who would prefer to work with a fixed domain and solely increase discretization parameters in order to avoid a new meshing process. There are at least two concepts to achieve this goal.

One is the implementation of infinite elements into the code. I.e. the fixed domain is \( \Omega \cap B^{r^*_1} \) and the exterior domain \( \Omega \setminus B^{r^*_1} \) is not explicitly meshed. Instead tensor product (finite element) functions with respect to polar coordinates can be used. This can indeed be implemented without the explicit generation of a mesh for \( \Omega_n \setminus B^{r^*_1} \). Of course it is possible to also use non-classical basis functions with respect to the radial variable, e.g. as \( \exp(-r)p(r) \) with polynomials \( p \). We mention the recent work [56] wherein the Hardy space infinite element method introduced in [42] is framed as a complex scaling infinite element method. We note that the analysis thereof is already covered by [33].

A different approach is to derive a formulation of the eigenvalue problem which involves only a bounded domain (but singular coefficients) and subsequently to apply a classical finite element discretization. To our knowledge Bermúdez et. al. were the first to consider a variant of this idea in [9] and subsequently in [10]. Their idea is to use a profile function \( \tilde{\alpha} \) which is unbounded on \((0, r^*_2)\) with \( r^*_2 > r^*_1 \). This leads to a formulation of the eigenvalue problem on the bounded domain \( \Omega \cap B^{r^*_2} \). Since in this case the formulation (and subsequently the discretization) is posed on a bounded domain without committing a truncation error, Bermúdez et. al. coined their method “exact PML”. Another variant is to consider the formulation as derived in Section 2 and subsequently apply a real domain transformation \( B^{r^*_1} \rightarrow A^{r^*_1, r^*_2} \), which is essentially the approach of Hugonin and Lalanne [45]. There is a noteworthy alternative interpretation to both methods [55]. Namely the formulation can be transformed (back) to the unbounded domain \( \Omega \). If this happens after the discretization one obtains a discretization of the problem posed in \( \Omega \). This way one implicitly applies basis functions with unbounded support. Thus these mentioned “exact” methods could also validly be called “infinite element” methods. However, we will stick to the formulations on bounded domains for convenience.

A difference between these two methods is that the method based on the real domain transformation still allows the choice of \( d_0 \) and hence a control of the essential spectrum \( \{d_0^{-1}x : x \in \mathbb{R}\} \), while for the method of Bermúdez et. al. the essential spectrum is implicitly set to \( \{-ix : x \in \mathbb{R}\} \). This is of importance if one seeks to apply these techniques to problems which involve evanescent waves which occur e.g. for waveguide geometries. The former technique can be applied successfully to such problems, while the latter technique fails.

In the following, we consider only the method motivated by [45] and refer to [34] for a similar discussion on the method of [10]. We derive from Eigenvalue Problem (18) by means of a real domain transformation \( x_e \) (see (44a) and Assumption 6.1) the related Eigenvalue Problem (48) and perform an approximation analysis. The analysis involves no new concepts but only slightly adapts the techniques of the previous sections, in particular the technique of Section 5. Finally we discuss how appropriate finite element spaces fit the derived theory.

We consider real domain transformations \( r_e \) of the following kind.
Assumption 6.1. Let $r_1^*$ be as in Assumption 2.2 and $r_2^* > r_1^*$. Let $r_c : (0, r_2^*) \to \mathbb{R}^+$ be bijective, continuous, $r_c([r_1^*, r_2^*)$ be continuously differentiable and so that $r_c(r) = r$ for $r \leq r_1^*$.

Let $\tilde{\alpha}$ suffice Assumption 2.2 and Assumption 3.1. Let $r_c$ suffice Assumption 6.1, $\tilde{d}, \tilde{r}, \alpha, d$ be as in (12), $\tilde{d}$ be as in (34b) and

\begin{align*}
(44a) & \quad x_e(x) := r_c(|x|)/|x|x, \\
(44b) & \quad \gamma_c(x) := (\partial_x r_c)(|x|), \\
(44c) & \quad \tilde{\gamma}_c(x) := r_c(|x|)/|x|, \\
(44d) & \quad \tilde{\alpha}_c := \tilde{\alpha} \circ r_c, \\
(44e) & \quad \tilde{d}_c := \tilde{d} \circ r_c, \\
(44f) & \quad \tilde{r}_c := \tilde{r} \circ r_c, \\
(44g) & \quad \tilde{d}_c := d \circ r_c, \\
(44h) & \quad \tilde{d}_c := \tilde{d} \circ r_c.
\end{align*}

As hitherto we adopt the overloaded notation (12g) also for the new quantities $r_c$, $\tilde{r}_c$, $\gamma_c$, $\tilde{\gamma}_c$, $\tilde{\alpha}_c$, $\tilde{d}_c$, $d_c$, $\tilde{d}_c$. We compute

\begin{align*}
(45a) & \quad D x_e = \gamma_c P_x + \tilde{\gamma}_c(I - P_x), \\
(45b) & \quad (D x_e)^{-1} = \gamma_c^{-1} P_x + \tilde{\gamma}_c^{-1}(I - P_x), \\
(45c) & \quad \det D x_e = \gamma_c^2 \tilde{\gamma}_c^2.
\end{align*}

We consider the bounded domain

\begin{equation}
\Omega_e := \Omega \cap B_{r_2^*},
\end{equation}

subsequently set

\begin{align*}
(47a) & \quad a_e(\omega; u, u') := (\tilde{\gamma}_c^2 \gamma_c^{-1} d_e^2 d_c^{-1} P_x + \gamma_c d_c(I - P_x)) \nabla u, \nabla u'_{L^2(\Omega_e)} \\
& \quad \quad - \omega^2 (\tilde{\gamma}_c^2 \gamma_c d_e^2 d_c u, u'_{L^2(\Omega_e)}), \\
(47b) & \quad X_e := \{ u \in H^1_{\text{loc}}(\Omega_e) : \langle u, u \rangle_{X_e} < \infty, u|_{\partial \Omega} = 0 \}, \\
(47c) & \quad \langle u, u' \rangle_{X_e} := \langle u, u' \rangle_{X_e(\Omega_e)},
\end{align*}

and

\begin{align*}
(47d) & \quad \langle u, u' \rangle_{X_e(D)} := (\langle (\tilde{\gamma}_c^2 \gamma_c^{-1} d_e^2 d_c^{-1} P_x + \gamma_c d_c(I - P_x)) \nabla u, \nabla u' \rangle_{L^2(D)} \\
& \quad \quad + (\tilde{\gamma}_c^2 \gamma_c d_e^2 d_c u, u' \rangle_{L^2(D)}),
\end{align*}

for $\omega \in \mathbb{C}$, $u, u' \in X_e$ and $D \subset \Omega_e$ and consider the eigenvalue problem to find $(\omega, u) \in \mathbb{C} \times X_e \setminus \{0\}$ so that $a_e(\omega; u, u') = 0$ for all $u' \in X_e$.

Due to the transformation rule and the chain rule it is clear that

\begin{equation}
F_e u := u \circ x_e
\end{equation}
is a linear bijective Hilbert space isomorphism, i.e. $F_e \in L(X, X_e)$, $F_e$ is bijective and

\begin{equation}
\langle u, u' \rangle_X = \langle F_e u, F_e u' \rangle_{X_e}
\end{equation}

for all $u, u' \in X$ (with $X$ as in (17)). Further it holds

\begin{equation}
a(\omega; u, u') = a_e(\omega; F_e u, F_e u')
\end{equation}

for all $u, u' \in X$. Thus we can simply deduce the properties of $A_e(\cdot)$ (defined through (29)) from $A(\cdot)$. In particular it holds that $(\omega, u) \in \mathbb{C} \times X \setminus \{0\}$ is a
solution to $A(\omega)u = 0$ if and only if $A_\epsilon(\omega)F_\epsilon u = 0$. $A_\epsilon(\omega)$ is Fredholm if and only if $\omega \in \Lambda_{d_0}$ (with $\Lambda_{d_0}$ as in (36)). Further $A_\epsilon(\cdot)|_{\Lambda_{d_0}}$ is weakly $T_\epsilon(\cdot)$-coercive with
\begin{equation}
T_\epsilon(\omega)u = F_\epsilon T(\omega)F_\epsilon^{-1}u = (\eta \circ x_\epsilon)u
\end{equation}
for $u \in X_\epsilon$ and $\eta$ being the symbol of $T(\omega)$ as in (35). Further $A_\epsilon(\omega)$ is bijective for all $\omega \in \mathbb{C} \setminus \{0\}$ with $\arg \omega \in [-\pi, -\arg d_0) \cup [0, \pi - \arg d_0)$.

It remains to discuss the approximation of (48). Hence we first adapt Lemma 3.3 to our current setting in Lemma 6.2. Then we proceed as in Section 5 and construct an operator function $T_{\epsilon, \epsilon}(\cdot)$ with appropriate properties.

**Lemma 6.2.** Let $(r_n)_{n \in \mathbb{N}}$ with $r_n \in (r_1, r_2)$ for all $n \in \mathbb{N}$ be a monotonically increasing sequence with limits $r_1, r_2$. Let $\eta_1: \Omega_\epsilon \to \mathbb{C}$ be measurable so that $\eta_1|_{\Omega_\epsilon \cap B_{r_n}} \in L^\infty(\Omega_\epsilon \cap B_{r_n})$ for all $n \in \mathbb{N}$. Let $Y \subset L^2(\Omega_\epsilon)$ be a Hilbert space so that $\|\eta_1\|_{L^2}\leq C\|u\|_Y$ with $C > 0$ for all $u \in Y$ and so that the embedding and restriction operator $K_{\eta_1}: Y \to L^2(\Omega_\epsilon \cap B_{r_n})$ is compact for each $n \in \mathbb{N}$. Let $\eta_2 \in L^\infty(\Omega_\epsilon)$ be so that $\lim_{r \to r_2^-} \|\eta_2\|_{L^\infty(\Omega_\epsilon \setminus B_r)} = 0$. Then the multiplication and embedding operator $K_{\eta_1, \eta_2}: Y \to L^2(\Omega_\epsilon)$ is compact.

**Proof.** Proceed as in the proof of Lemma 3.3. $\Box$

**Lemma 6.3.** Let Assumptions 2.2, 3.1 and 6.1 hold. Let $X_\epsilon$ be as in (47b), $a_\epsilon(\cdot; \cdot, \cdot)$ be as in (47a) and $A_\epsilon(\cdot)$ be as in (29). For $\epsilon > 0$ and $\omega \in \mathbb{C} \setminus \{0\}$ let
\begin{equation}
T_{\epsilon, \epsilon}(\omega) = \begin{cases}
\frac{d\omega}{d_\epsilon} & \text{for } \arg(-\omega^2 d_\epsilon^2) \in [-\pi, 0),

\frac{d\omega}{d_\epsilon} \frac{|d\omega|}{|d_\epsilon|} & \text{for } \arg(-\omega^2 d_\epsilon^2) \in [0, \pi).
\end{cases}
\end{equation}
with $\eta_{\epsilon, \epsilon}|(r_1, r_2)$ as in Lemma 5.1 with $r_1 = r_1^*, r_2 = r_2^*$ and $\eta_{\epsilon, \epsilon}|[0, \epsilon]^*: \eta_{\epsilon, \epsilon}(r_1^*)$.

There exists $\epsilon_0(\omega) > 0$ so that for each $\epsilon \leq \epsilon_0(\omega)$, $T_{\epsilon, \epsilon}(\omega) \in L(X_\epsilon)$ is bijective for all $\omega \in \mathbb{C} \setminus \{0\}$ and $A_\epsilon(\cdot): \Lambda_{d_0} \to L(X_\epsilon)$ is weakly $T_{\epsilon, \epsilon}(\cdot)$-coercive.

**Proof.** Proceed as in the proof of Lemma 5.2 with Lemma 3.3 replaced by Lem. 6.2. $\Box$

Next we consider a sequence of finite dimensional subspaces $(X^{h(n)}_\epsilon)_{n \in \mathbb{N}}$, $X^{h(n)}_\epsilon \subset X_\epsilon$, $n \in \mathbb{N}$ so that the orthogonal projections onto $X^{h(n)}_\epsilon$ converge point-wise to the identity in $X_\epsilon$. Further let
\begin{equation}
\text{find } (\omega, u) \in \mathbb{C} \times X^{h(n)}_\epsilon \setminus \{0\} \text{ so that } a_\epsilon(\omega; u, u') = 0 \text{ for all } u' \in X^{h(n)}_\epsilon
\end{equation}
be the Galerkin approximation to (48). As in Section 5 we make two additional assumptions on the Galerkin spaces $X^{h(n)}_\epsilon$.

**Assumption 6.4.** There exists a sequence $(h(n))_{n \in \mathbb{N}} \in (\mathbb{R}^+)^N$ with $\lim_{n \to \infty} h(n) = 0$. There exist bounded linear projection operators $\Pi^{h(n)}_{h(n)}: X_\epsilon \to X^{h(n)}_\epsilon$, $n \in \mathbb{N}$ that act locally in the following sense: there exist constants $C_1, R^* > 1$ so that for $n \in \mathbb{N}$, $s \in \{1, 2\}$, $x_0 \in \Omega_\epsilon$, if $B_{R^* h(n)}(x_0) \subset \Omega_\epsilon$, $u \in X_\epsilon$ and $u|_{B_{R^* h(n)}(x_0)} \in H^s(B_{R^* h(n)}(x_0))$, then
\begin{equation}
\|u - \Pi^{h(n)}_{h(n)}u\|_{H^s(B_{R^* h(n)}(x_0))} \leq C_1 h(n)^{s-1}\|u\|_{H^{s}(B_{R^* h(n)}(x_0))}.
\end{equation}

**Assumption 6.5.** For any $D \subset \Omega_\epsilon$ which is compact in $\Omega_\epsilon$ exists $n_0 > 0$ so that for each $n \in \mathbb{N}$, $n > n_0$ there exists $u_{D,n} \in X^{h(n)}_\epsilon$ with $u_{D,n}|_D = 1$. 

**Acknowledgment.**
Theorem 6.6. Let Assumptions 2.2, 3.1 and 6.1 hold. Let \( X_e \) be as in (47b), \((X_e^{h(n)})_{n \in \mathbb{N}}\) be a sequence of finite dimensional subspaces \( X_e^{h(n)} \subset X_e \) so that the orthogonal projections onto \( X_e^{h(n)} \) converge point-wise to the identity and so that Assumptions 6.4 and 6.5 hold. Let \( T_{e,n}(\omega) := T_{e,n}(\omega) \) be as in Lemma 6.3 and \( \| \cdot \|_n \) be as in (27). For \( n \in \mathbb{N} \) let \( \Pi_{e,n} \) be as in Assumptions 6.4 and

\[
\Pi_{e,n}(\omega) := \Pi_{e,n}(\omega)
\]

for \( \omega \in \mathbb{C} \setminus \{0\} \). Then \( T_{e,n}(\omega) \in L(X_e^{h(n)}) \) is Fredholm with index zero and

\[
\lim_{n \in \mathbb{N}} \| T_{e,n}(\omega) - T_{e,n}(\omega) \|_n = 0
\]

for all \( \omega \in \mathbb{C} \setminus \{0\} \).

Proof. Proceed as in the proof of Theorem 6.6.

\[ \square \]

Theorem 6.7 (Spectral convergence). Let Assumptions 2.2 and 3.1 hold. Let \( r_e \) fulfill Assumption 6.1 and \( X_e, x_e \) be as defined in (47). Let \( A_e(\cdot) : \Lambda \to L(X_e) \) be defined through (29), \( T_{e,r_0}(\cdot) \) as in Theorem 6.6 and \( \Lambda_{e,0}^\pm \) be as in (37). Let \((X_e^{h(n)})_{n \in \mathbb{N}}\) be a sequence of finite dimensional subspaces \( X_e^{h(n)} \subset X_e \) so that the orthogonal projections from \( X_e \) onto \( X_e^{h(n)} \) converge point-wise to the identity in \( X_e \) and so that Assumptions 6.4 and 6.5 hold. Let \( A_{e,\cdot, h(n)}(\cdot) \) be defined by (31) and \( T_{e,n}(\cdot) \) be as in Theorem 6.6.

Then \( A_e(\cdot) : \Lambda_{e,0}^\pm \to L(X_e) \) is a weakly \( T_{e,r_0}(\cdot) \)-coercive holomorphic Fredholm operator function with non-empty resolvent set \( \rho(A_e(\cdot)) \) and \( A_{e,\cdot, h(n)}(\cdot) : \Lambda_{e,0}^\pm \to L(X_e^{h(n)}) \) is a \( T_{e,r_0}(\cdot) \)-compatible approximation, i.e. the convergence results i)-vii) from Subsection 3.1 hold.

Proof. Proceed as in the proof of Theorem 5.6.

\[ \square \]

Finally we discuss how to choose appropriate parameters \( \hat{\alpha}, r_e \) and an appropriate sequence of subspaces \((X_e^{h(n)})_{n \in \mathbb{N}}, X_e^{h(n)} \subset X_e \). To this end we introduce two lemmata.

Lemma 6.8. Assume that

\[
\sup_{x \in \Omega_e} \frac{1}{(r_e^* - |x|)\gamma_e(x)|d_e(x)|} < +\infty.
\]

Let \((X_e^{h(n)})_{n \in \mathbb{N}}, X_e^{h(n)} \subset X_e \) be so that for any \( \delta > 0 \) and \( u \in X_e \) with \( u \mid_{A_{e,2-s,2}} = 0 \) it holds

\[
\lim_{n \in \mathbb{N}} \inf_{u' \in X_e^{h(n)}} \| u - u' \|_{X_e} = 0.
\]

Then (59) holds for any \( u \in X_e \).

Proof. For \( \delta > 0 \) consider

\[ g_3(x) := \chi_2(|x|/\delta - (r_e^* - 2\delta)/\delta) \]
with $\chi_2$ as in (11b). Let $u \in X_\epsilon$ and $\epsilon > 0$ be given. By means of the product rule, the triangle inequality, the properties of $g_2$ and the chain rule we compute

\[
\|g_2u\|_{X_\epsilon} \leq 2(\tilde{\gamma}_2^{-1} - \gamma_2^{-1}) \|\nabla g_2, u\nabla g_2\|_{L^2(\Omega_\epsilon)} + 2(\tilde{\gamma}_2^{-1} - \gamma_2^{-1}) \|\nabla g_2, u\nabla g_2\|_{L^2(\Omega_\epsilon)} + \langle \gamma_2, d\gamma_2(1 - P_\epsilon)\rangle \nabla u, \nabla u\|_{L^2(\Omega_\epsilon)} + \langle \tilde{\gamma}_2, \gamma_2 \rangle \|\nabla g_2, u\|_{L^2(\Omega_\epsilon)} ^2
\]

\[
\leq 2 \left( 1 + \left( \sup_{x \in A_{\epsilon}^{-2d} \left( A_{\epsilon}^{-2d} - \delta, \epsilon^2 \right)} |\nabla g_2|^2 (\gamma_2^{-2}) \right) \right) \|u\|_{X_{\epsilon}^2(A_{\epsilon}^{-2d}, \epsilon^2)} ^2
\]

\[
\leq 2 \left( 1 + \left( \sup_{x \in A_{\epsilon}^{-2d} \left( A_{\epsilon}^{-2d} - \delta, \epsilon^2 \right)} (\delta_2^{-2}) \right) \right) \|u\|_{X_{\epsilon}^2(A_{\epsilon}^{-2d}, \epsilon^2)} ^2
\]

\[
\leq 2 \left( 1 + \left( \sup_{x \in A_{\epsilon}^{-2d} \left( A_{\epsilon}^{-2d} - \delta, \epsilon^2 \right)} ((r_2^* - |\cdot|) \gamma_2)^{-2}) \right) \right) \|u\|_{X_{\epsilon}^2(A_{\epsilon}^{-2d}, \epsilon^2)} ^2
\]

\[
= C \|u\|_{X_{\epsilon}^2(A_{\epsilon}^{-2d}, \epsilon^2)} ^2.
\]

Due to $\lim_{s \to \infty} u = 0$ we can choose $\delta > 0$ so that $C \|u\|_{X_{\epsilon}^2(A_{\epsilon}^{-2d}, \epsilon^2)} < \epsilon/2$. Since $1 - g_2(x) = 0$ for $x \geq r_2^* - \delta$ we can choose $n_0 \in \mathbb{N}$ so that

\[
\inf_{u \in X_{\epsilon}^2(n)} \|1 - g_2\|_{X_{\epsilon}^2(A_{\epsilon}^{-2d}, \epsilon^2)} < \epsilon/2
\]

for all $n > n_0$. It follows for all $n > n_0$

\[
\inf_{u \in X_{\epsilon}^2(n)} \|u - u\|_{X_{\epsilon}} \leq \|g_2u\|_{X_{\epsilon}} + \inf_{u \in X_{\epsilon}^2(n)} \|1 - g_2\|_{X_{\epsilon}^2(A_{\epsilon}^{-2d}, \epsilon^2)} < \epsilon/2 + \epsilon/2 = \epsilon.
\]

Since $\epsilon > 0$ was chosen arbitrarily it follows that $\lim_{n \in \mathbb{N}} \inf_{u \in X_{\epsilon}^2(n)} \|u - u\|_{X_{\epsilon}} = 0$.

\[\square\]

**Lemma 6.9.** Let $\tilde{\alpha}$ be of Kind (7b) or (9). Let $r_\epsilon$ be so that for $r \in (r_\epsilon^*, r_\epsilon^*)$ either

\[
(6a) \quad r_\epsilon(r) = -(\ln(r_\epsilon^* - r) - \ln(r_2^* - r_1^*)) + r_1^*
\]

or

\[
(6b) \quad r_\epsilon(r) = (r_\epsilon^* - r)^\beta - (r_2^* - r_1^*)^\beta + r_1^*
\]

with $\beta \in (-2/3, 0)$. Then (58) holds. If $u \in H^1_\Omega(\Omega_\epsilon)$ is so that $|u(x)| \leq C(r_\epsilon^* - |x|)$ for a constant $C > 0$ and all $x \in \Omega_\epsilon$, then $u \in X_{\epsilon}$.

**Proof.** For $r_\epsilon$ as in (6a) it holds $\gamma_\epsilon(x) = (r_\epsilon^* - |x|)^{-1}$. For $r_\epsilon$ as in (6b) it holds $\gamma_\epsilon(x) = -\beta (r_\epsilon^* - 1)^\beta - 1$. Since $|d\gamma| > 1$ it easily follows (58) in both cases. Due to the choice of $\tilde{\alpha}$ the coefficients $|d_\epsilon^2|, |d\gamma|, |d_\epsilon^2 d\gamma|$ are uniformly bounded. For $r_\epsilon$ as in (6a) we compute

\[
(6a) \quad \tilde{\gamma}_\epsilon(x)^2/\gamma_\epsilon(x) = \left( -(\ln(r_2^* - |x|) - \ln(r_2^* - r_1^*)) + r_1^* \right)^2 |x|^{-2}(r_2^* - |x|),
\]

\[
(6b) \quad \gamma_\epsilon(x)(r_\epsilon^* - |x|)^2 = (r_2^* - |x|),
\]

\[
(6c) \quad \tilde{\gamma}_\epsilon(x)^2/\gamma_\epsilon(x)(r_\epsilon^* - |x|)^2 = \left( -(\ln(r_2^* - |x|) - \ln(r_2^* - r_1^*)) + r_1^* \right)^2 |x|^{-2}(r_2^* - |x|).
\]
For $r_e$ as in (60b) we compute
\begin{align}
\tilde{\gamma}_e(x)^2/\gamma_e(x) &= ((r_2^e - |x|)^\beta - (r_1^e + 1)^\beta + r_1^e)^2 |x|^{-2} (r_2^e - |x|)^{-\beta+1}, \\
\gamma_e(x)(r_2^e - |x|)^2 &= -\beta (r_2^e - |x|)^{\beta+1}, \\
\tilde{\gamma}_e(x)^2\gamma_e(x)(r_2^e - |x|)^2 &= ((r_2^e - |x|)^\beta - (r_1^e + 1)^\beta + r_1^e)^2 |x|^{-2} (r_2^e - |x|)^{\beta+1}.
\end{align}

It follows that each function in (61) and (62) is uniformly bounded in $x \in A_{r_1^e,r_2^e}$. It follows $\|u\|_{X_e} < +\infty$. \hfill \square

Consider $r_e$ and $\tilde{\alpha}$ as in Lemma 6.9. Due to Lemma 6.9 common finite element spaces are indeed subspaces of $X_e$. Due to Lemma 6.8 $(X_e^{\tilde{\alpha}((n))})_{n \in \mathbb{N}}$ is asymptotically dense in $X_e$ if it is so in $H_0^1(\Omega_e)$. Hence with the stated choice of parameters $\tilde{\alpha}$, $r_e$ a reliable discretization of (48) can be constructed straightforwardly.

## 7. Conclusion

We introduced a new abstract framework to analyze complex scaling/perfectly matched layer approximations of resonance problems. It requires rather minimal assumptions on the scaling profile and includes convergence rates. It also covers approximations through simultaneous truncation and discretization, and also truncationless methods.

In this article we applied the framework to scalar resonance problems in homogeneous exterior domains. We constructed the framework in such a way that it can be suitably adapted to serve also for other kinds of partial differential equations and geometrical setups. In particular we plan to extend our results to electromagnetic and elastic equations, and to scalar equations in plates. On the other hand, an application to cartesian scalings seems only partially possible, because in this case an explicit $T$-operator (to achieve weak $T$-coercivity) is not known. For the same reason an application to open waveguide geometries seems challenging.

At last we give some remarks on the perspective to develop error estimators and adaptive methods for CS/PML. The interpretation of discretized truncations as conform Galerkin approximations opens a new door to this end. The truncation error is proportional to the decay of $u$ at the truncation boundary, which can be measured locally with the norm of the Dirichlet trace of $u$. Since the solution $u$ is not available it is replaced by the numerical solution $u_h$. Because the Dirichlet trace of $u_h$ vanishes due to the enforced boundary condition, the Neumann trace of $u_h$ can be used instead. This notion can be made rigorous. E.g. for scattering problems a residual error estimator would lead to local error estimators $h_\Gamma^{1/2} \| \nu \cdot (d^2 d^{-1} P_x + d(1-P_x)) \nabla u_h \|_{L^2(\Gamma)}$ at the artificial boundary to measure the truncation error. This approach is kind of familiar to [22] which uses the Dirichlet trace of $u_h$ at $S_{1^e}^r$ to measure the truncation error. However, for both estimators a fully adaptive method would still require to increase the domain size and hence the domain size is usually chosen a priori large enough. To avoid this, the truncationless method of Section 6 obtrudes itself. Though, the (residual) error estimators would need to respect the weighted norm of the space.
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