Abstract

We present an end-to-end framework for fast retraining of object detection models in human-robot-collaboration. Our Faster R-CNN based setup covers the whole workflow of automatic image generation and labeling, model retraining on-site as well as inference on a FPGA edge device. The intervention of a human operator reduces to providing the new object together with its label and starting the training process. Moreover, we present a new loss, the intraspread-objectosphere loss, to tackle the problem of open world recognition. Though it fails to completely solve the problem, it significantly reduces the number of false positive detections of unknown objects.
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1 Introduction

For small-lot industrial manufacturing, reconfigurability and adaptability becomes a major factor in the era of Industry 4.0 [9]. In Smart Factories, individual production machines are equipped to an increasing degree with the ability to perform inference using machine learning models on low-resource edge devices [10]. In order to meet the promises of adaptability, there is an increasing demand for (re-)training models on the edge in reasonable time without the need for a cloud infrastructure [3].

State-of-the-art (deep learning) models usually operate under a closed-world assumption, i.e., all classes required for prediction are known beforehand and included in the training data set. New classes not present during training are often falsely mapped to some class close to the unknown class in feature space. However, a robot that has to react to a changing working environment is often confronted with an open world setting (open world/open set [15, 2, 1]), where new classes not present in the data during model training need to be correctly recognized with as little delay as possible. In object detection (see the use case description in Sect. 2), unknown objects should not be recognized as some similar object class in the training set, instead the system should initiate an incremental training step to integrate the new object class into the model. During this incremental training, automatic labeling of new training data is essential in order to avoid the time-consuming and expensive manual labeling process. In the current work, we present an end-to-end pipeline that addresses these objectives.

The remainder of this paper is structured as follows: Sect. 2 describes the setting used by KEBA to demonstrate how to apply our pipeline in a real-world use case. The details about the used model architecture, data, and training setup are presented in Sect. 3. In Sect. 4 an overview of the necessary modifications to deploy the network on the FPGA-based AI module developed by Danube Dynamics is given. Sect. 5 introduces our approach for automatically generating training data for new objects, especially regarding automatic segmentation. In Sect. 6 we address the open world challenge in object detection by developing a new loss function that achieves some improvement.

2 Use Case

In human-robot collaboration (Cobots, [8]), a robot assisting a human operator has to adapt to a changing working environment constantly. In the context of object detection, this means to be able to quickly recognize new objects
present in the shared working environment, without forgetting old objects/classes [11]. To ensure a seamless interaction between robot and human, the robot needs to learn objects quickly (i.e. integrate a new class into the model), ideally in less than one minute. In such a setting, the number and variety of images for training is usually limited. Gathering images for a new object class as well as the signal to start training on this object is initiated by the operator in our setup. For the purpose of this paper, we consider the use case of putting objects (e.g. fruits) into designated target baskets depending on the object class (see Fig. 1). Initially objects of different classes are located in a single basket from which the robot picks individual objects.

In addition, the model has to run on low-power/low-cost edge-devices, which puts further constraints on the model architecture as well as the data set size.

Figure 1: Showcase of a robot sorting different types of fruits used to demonstrate fast retraining of new classes. The left basket holds a mix of fruits which are picked up by the robot and transferred to the correct basket on the right. For generation of training images, the new object is placed in the center of the white area (Source: KEBA).

3 Model and Training Workflow

3.1 Model Architecture

We compared different state-of-the-art object detection architectures, in particular one-stage vs. two-state architectures. In the context of learning new objects quickly, we found the one-stage approach Faster R-CNN [13] to be superior to the two-stage candidates SSD [7] and the YOLO family (YOLOv3 [12]). Though the one-stage architectures needed less training time per epoch than two-stage methods, their overall training time was larger, while Faster R-CNN achieved good and robust results after a relatively small amount of training epochs. Due to the limitation in training time, we do not aim to train until the optimal point of high accuracy and low training loss but to stop training earlier without loosing too much in model performance. For this reason, we chose Faster R-CNN with a VGG-16 backbone as the starting point for our initial framework, based on which the results of this paper have been derived. For more details on the architectures see also Fig. 2 and Sect. 4. Note, however, that in the meanwhile new YOLO architectures have been developed at rapid pace and latest versions such as YOLOX [5] are able to compete with Faster R-CNN in our application.

3.2 Data and Training procedure

In our use case, we assume that we are given a collection of base objects on which we can train the model without time constraints. As a basis for this training, we use the pretrained weights from the Keras Applications Module [2] for the VGG-16 backbone. For the subsequent steps of incrementally learning new objects, that is learning the objects that are presented to the robot by a human operator on the production site, fast training is an important issue. Moreover, it is essential that the training data of the new objects can be generated and labeled automatically, while training data for the base objects can also be labelled manually. The automatic generation of labeled training data is described in detail in Sect. 5. The base training data set consists of a collection of images, each containing either a single object or multiple objects, that contains each base object approximately 150–200 times. Images of the new object, on the other hand, do only contain one instance of this new object each. We currently use ∼60 images of the new object with different orientations but we found that also ∼25 is sufficient. We currently

1 code adapted from https://github.com/yhenon/keras-frcnn/ (last pulled 02/03/2020)
2 https://github.com/fchollet/deep-learning-models/releases (pretrained on Imagenet)
use different collection of plastic fruits on a white background (see Fig. 3 for an example). Data augmentation methods such as flipping and rotation are used during training. Given these data sets, sufficient accuracy of the base training is achieved after 30-50 minutes on an NVIDIA GTX 1080 (8GB RAM) graphics card. For the training of the new object, we merge the data set of the new and the “old” objects to avoid catastrophic forgetting [11]. We observed that, although the base objects are more frequent in the data set than the new objects, this imbalance does not negatively influence the training results. For learning new objects, we tried freezing different combinations of layers (mainly in the VGG-16 backbone but also other parts) but obtained worse results, both in accuracy and training time, compared to training the whole network architecture.

4 Inference on FPGA

Using neural networks on low-resource edge devices is one vision in the context of Industry 4.0. However, current frameworks do only support inference but not training of deep neural networks on the edge. In this project, we use the Deep Neural Network Development Kit (DNNDK) from Xilinx to transfer our trained Faster R-CNN model to an FPGA. However, the DNNDK framework imposes technical limitations, e.g., it requires a 4-dimensional convolutional layer as input and cannot cope with Keras’ Dropout and TimeDistributed layers. For this reason, the initial Faster R-CNN architecture had to be changed, mainly by replacing fully connected layers by convolutional layers. More precisely, the network’s head now consists of one single convolutional layer with Softmax activation for the classification branch and one convolutional layer with linear activation for bounding box regression (see Fig. 2).

Figure 2: Architecture of the used Faster R-CNN model with a VGG-16 backbone. The fully connected layers of the original Faster R-CNN architecture are replaced by convolutional layers to achieve compatibility with DNNDK. Figure adapted from [16].

5 Automatic generation of images and labels

For continuous and fast learning, it is crucial to automatically generate training data of the new objects in order to avoid time-consuming manual data labeling. This consists of two steps: taking pictures, and providing class labels as well as bounding box coordinates. In our setup, the new object is placed in a designated area by the human operator and the robot moves around the object and takes about 30 pictures from different angles with a camera installed on the gripper. To also capture the object’s back side, the human operator then flips the object and the robot takes a second round of pictures. The class label is provided by the human operator via a user interface. For the extraction of the bounding box, we first tried different traditional image segmentation tools such as a morphological transformation (opencv: morphologyEx() combined with an automatic threshold method (scikit-image: local[5]). However, despite the simplicity of our data set with objects on white background, these methods did not succeed in sufficiently eliminating noise that was caused by the lighting conditions (e.g. shadows). This heavily decreased the resulting accuracy of the bounding boxes.

As an alternative, we trained our Faster R-CNN architecture to recognize objects by providing it manually labeled data of five different fruits that are all labeled as “object” (see Fig. 3). More precisely, we used the weights of the pretrained base model for object detection (see Sect. 3.2) and only trained the classifier part of the Faster R-CNN architecture to identify objects. The model gave good results after only a few epochs of training, the results of the final model after 200 epochs are shown in Fig. 4(a) on the left. The results are equally good for objects

3 https://www.xilinx.com/support/documentation/user_guides/ug1327-dnndk-user-guide.pdf
4 https://docs.opencv.org/4.x/d9/d61/tutorial_py_morphological_ops.html
5 https://scikit-image.org/docs/dev/api/skimage.filters.html
that have not been in the training data set. As can be seen in Fig. 4(a), in some cases (≈50% in our setup) the bounding boxes are not ideal, that is, they either miss small parts of the object or multiple bounding boxes for different parts of the object are predicted. It is therefore beneficial to (i) merge multiple bounding boxes into one and (ii) add some additional “slack”, i.e., increase the bounding box by a few pixel on each side. For our setup, the slightly enlarged bounding boxes do not pose a problem since the gripper takes care of fine-tuning when picking up single objects. As an interesting side effect, the model trained on white background is partly transferable to other homogeneous backgrounds (see Fig. 4(b)). In summary, even though the Faster R-CNN based image labeling is slightly slower than the scikit-image based segmentation method (approx. 12%) and it initially needs manual data labeling and training of the segmentation model, it has the significant advantage of being non-sensitive to reflections and therefore much more accurate.

Finally, we would like to emphasize that due to the Open World Problem (see Sect. 6) current state-of-the-art object detectors are not able to reliably distinguish between known and unknown objects. In our setup it is therefore only possible to automatically label images containing objects of a single class. In the specific case of our Faster R-CNN approach with the merge step during post-processing, this is even further restricted to one object per image. However, our experiments showed no significant performance difference between training images with one or multiple objects when learning a new class.

6 Open World Challenge: The Objectosphere Loss

One of the largest limitations of current deep learning architectures is the issue of open set recognition, more precisely the incorrect detection of unknown objects (Fig. 5, top right) that cannot be solved by simply thresholding the score functions. Inspired by [4, 6], we developed the new intraspread-objectosphere loss function to reduce the number of false positive detections of unknown objects.

6.1 Methods

Given a set of known classes \( \mathcal{C} \), we write \( \mathcal{X}_k \) for the set of samples belonging to a known class and \( \mathcal{X}_b \) for the samples of background resp. unknown classes. Following the observations in [4], we aim to enlarge the variety of the background class by including some unknown objects in the training data set and handling them as background. We emphasize, however, that this can barely cover the near infinite variety of the background space.

Our new intraspread-objectosphere loss consists of two parts. The first part corresponds to the objectosphere loss, which has been developed by [4] for image classification tasks. This loss aims at concentrating background/unknown classes in the “middle” of the embedding space (Equ. 1), which corresponds to a small magnitude of the feature vector, and put some distance margin between this region and known classes (Equ. 2). The compaction of unknown classes and background is achieved by the so-called entropic open-set loss that equally distributes the logit scores of an unknown input over all known classes as not to target one known class. This induces low feature magnitudes of these samples (see [4]). This loss is given by:

\[
L_{e}(x) = \begin{cases} 
- \log S_c(x) & x \in \mathcal{X}_k \\
- \frac{1}{|\mathcal{C}|} \sum_{c \in \mathcal{C}} \log S_c(x) & x \in \mathcal{X}_b, 
\end{cases}
\]  

(1)
(a) Inference results before and after post-processing

(b) Inference results on other backgrounds

Figure 4: Results of the automatic generation of labeled data. The model has been trained on five fruits on a white background. (a) The raw inference results are shown on the left, the post-processed results (merging bounding boxes and adding some slack) on the right. After post-processing, all objects are well detected with high scores. (b) Inference results (after post-processing) on data sets with different backgrounds. Images in the bottom row are taken from the iCubWorld data set [14].

where \( c \in \mathcal{C} \) is the class of \( x \) and \( S_c(x) = \frac{e^{l_c(x)}}{\sum_{c' \in \mathcal{C}} e^{l_c(x)}} \) is the softmax score with logit scores \( l_c(x) \). To increase the distance of known classes and background, the entropic open-set loss is extended to the objectosphere loss which puts a so-called objectosphere of radius \( \xi \) around the background samples and penalizes all samples of known classes with feature magnitude inside this sphere:

\[
L_o(x) = L_e(x) + \lambda o \cdot \begin{cases} 
\max(\xi - \|F(x)\|, 0)^2 & x \in \mathcal{X}_k \\
\|F(x)\|^2 & x \in \mathcal{X}_b,
\end{cases}
\]  

where \( F(x) \) (with magnitude \( \|F(x)\| \)) is the feature representation of the last network layer’s input. It has been shown in [4] that \( L_o \) is minimized for some input \( x \in \mathcal{X}_b \) if and only if \( \|F(x)\| = 0 \), which implies that the softmax scores are identical for all known classes if \( x \in \mathcal{X}_b \).

For a better compaction of the known classes, we further combine the objectosphere loss with a variant \( L_i \) of the intraspread loss (see [6]). This is tackled by using the mean feature vector of each class as the centroid of the cluster corresponding to this class. Given an input \( x \in \mathcal{X}_k \) of class \( c \in \mathcal{C} \), let \( \mu_c \) be the mean feature vector of class \( c \) taken after the previous epoch. Then, we define \( L_i \) as

\[
L_i(x) = \sum \|\mu_c - F(x)\|.
\]
The intraspread-objectosphere loss is then given as

\[ L(x) = L_o(x) + \lambda_i \cdot L_i(x). \]

(4)

6.2 Results and Discussion

![Inference example](image_url)

**Figure 5:** *Top left:* Inference example after training on apple, tomato, and lime, and without the intraspread-objectosphere loss. Ficus and kiwi are mostly classified as “apple” with high score. *Top right:* t-SNE embedding showing the results of the whole test data set for the experiment on the left after 30 training epochs. Colors indicate the ground truth class, symbols show the predicted class. *Bottom left:* t-SNE embedding for the objectosphere loss after 20 epochs, \( \xi = 300, \lambda_o = 10^{-4} \). *Bottom right:* t-SNE embedding for the intraspread-objectosphere loss after 20 epochs, \( \xi = 300, \lambda_o = 10^{-4}, \lambda_i = 10^{-2} \).

In these experiments, we focus on training the base model, again using pretrained weights from the Keras Application Module. Our training data set contains the three base classes apple, tomato, and lime as well as 20 different unknown objects (two images each) that are added to the background class. The test data set consists of 59 images containing known objects (tomato: 35x, apple: 24x, lemon: 31x) as well as two other unknown objects on white background (ficus: 18x, kiwi: 13x) that have not been in the training data set. Using the classical Faster R-CNN loss, ficus and kiwi appear mostly as false positive detections with high score (>80%), mainly classified as “apple” (see Fig. 5, top left). Results of the whole test data set are visualized as t-SNE embedding in Fig. 5 (top right). Using the objectosphere loss reduces the number of false positives, especially for kiwi. This appears in the t-SNE embedding as less detected samples of ficus/kiwi (Fig. 5, bottom left). It can also be seen that the classes are much better separated compared to the classical loss. The intraspread-objectsphere loss further improves this separation and further reduces the detection of false positives (Fig. 5, bottom right). Kiwi is detected only once and ficus is detected less often and if so, then the score is rarely above 90%.

Hence, the intraspread-objectosphere loss clearly improves the issue of false positive detection in the context of open set recognition. However, it fails in resolving it completely.
7 Summary

We presented an end-to-end framework for fast retraining of object detection models in human-robot-collaboration. It is increasingly important for machine learning models to adapt to changing environments as the integration of prediction models into the workflow of human operators (human-in-the-loop, decision support) in industrial settings advances with rapid speed. Our setup covers the whole process of retraining a model on-site, including automatic data labeling and inference on FPGA edge-devices, however, some limitations still exist:

- In order to obtain acceptable results with respect to fast retraining as well as automatic data labeling, we limit ourselves to homogeneous backgrounds. Homogeneous backgrounds are often encountered in industrial manufacturing, however, it currently limits the applicability of our approach.
- For our automatic labeling approach to work, new classes have to be trained using single-instance images only, i.e., each training image can contain only one object of one class.
- One of the biggest challenges is learning in an open world, as closed world learning is still the standard for state-of-the-art object detection architectures using benchmark data sets. We introduced a new loss, the intraspread-objectosphere loss, that achieves a reduction of false positive detections but fails to completely solve the problem.
- With our choice of architecture (Faster R-CNN), learning on edge devices is not yet feasible.

We are currently working on porting the whole framework to a new architecture (YOLOX [5]). Development of one-stage object detection architectures has been very fast paced, especially the YOLO family. By using a less resource-intensive architecture, training on low-power edge devices should become more feasible in the future. Due to time constraints during training, we have not investigated model pruning yet. However, with our current work on newer, improved YOLO architectures as well as the recent development on pruning methods, this aspect is an interesting topic for further research to further increase inference performance w.r.t. time on edge devices. Finally, the optimal training time (i.e. number of epochs) is heavily dependent on the use case and its data. Moreover, a new indicator for early stopping with regard to new/old objects would increase the usefulness of retraining in a collaboration environment, as standard methods like validation sets are not robust enough when training only a few epochs.
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