Investigating non-Gaussianity in Cosmic Microwave Background Temperature Maps using Spherical Harmonic Phases
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Abstract. In the era of precision cosmology, accurate estimation of cosmological parameters is based upon the implicit assumption of the Gaussian nature of Cosmic Microwave Background (CMB) radiation. Therefore, an important scientific question to ask is whether the observed CMB map is consistent with Gaussian prediction. In this work, we extend previous studies based on CMB spherical harmonic phases (SHP) to examine the validity of the hypothesis that the temperature field of the CMB is consistent with a Gaussian random field (GRF). The null hypothesis is that the corresponding CMB SHP are independent and identically distributed in terms of a uniform distribution in the interval \([0, 2\pi]\). We devise a new model-independent method where we use ordered and non-parametric Rao’s statistic, based on sample arc-lengths to comprehensively test uniformity and independence of SHP for a given \(\ell\) mode and independence of nearby \(\ell\) mode SHP. We performed our analysis on the scales limited by spherical harmonic modes \(\leq 128\), to restrict ourselves to signal-dominated regions. To find the non-uniform or dependent sets of SHP, we calculate the statistic for the data and 10000 Monte Carlo simulated uniformly random sets of SHP and use 0.05 and 0.001 \(\alpha\) levels to distinguish between statistically significant and highly significant detections. We first establish the performance of our method using simulated Gaussian, non-Gaussian CMB temperature maps, along with observed non-Gaussian 100 and 143 GHz Planck channel maps. We find that our method, performs efficiently and accurately in detecting phase correlations generated in all of the non-Gaussian simulations and observed foreground contaminated 100 and 143 GHz Planck channel maps. We apply our method on Planck satellite mission’s final released CMB temperature anisotropy maps- COMMANDER, SMICA, NILC, and SEVEM along with WMAP 9 year released ILC map. We report that SHP corresponding to some of the \(m\)-modes are non-uniform, some of the \(\ell\) mode SHP and neighboring mode pair SHP are correlated in cleaned CMB maps. The detection of non-uniformity or correlation in the SHP indicates the presence of non-Gaussian signals in the foreground minimized CMB maps.
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1 Introduction

One of the central ideas in many cosmological models is that galaxies and large-scale structures in the universe have grown from small initial perturbations via a process of gravitational instability. In one of the most successful of such models, the primordial perturbations that seeded the initial gravitational instability were generated during a period of rapid expansion, known as inflation [3–5]. The perturbations produced by inflation are said to be a statistically homogeneous Gaussian random field [1]. It is believed that the imprint of such perturbations are on the last scattering surface (LSS) of CMB at large angular scales. The statistical properties of the fluctuations on the LSS will be highly correlated to the primordial perturbation, making it a very useful probe for testing the Gaussianity of the primordial universe. Test of Gaussianity becomes essential from the fact that the temperature and polarization power spectrum used to derive the cosmological parameters, assume that the statistical properties of the primordial CMB signal is Gaussian. Their detection and identification allows to distinguish various inflationary models [6] making the investigation further relevant.

Unlike Gaussianity, non-Gaussianity can be of numerous types, making it difficult to detect and quantify. As detection of non-Gaussianity has far-reaching consequences for our understanding of the primordial universe [7], hence one needs to test it with various statistical measures, each sensitive to distinct forms of the non-Gaussianity present in CMB data. Though detected non-Gaussianity might not have a primordial origin, they can still lead us to better understand the foreground residuals and systematics present in the cleaned CMB maps.

Numerous studies on non-Gaussianity for CMB missions such as COBE, MAXIMA, BOOMERanG, WMAP and Planck has been done. Most of these works are based on measures such as bispectrum [6, 8–12], trispectrum [13–16], skewness and kurtosis [17–20], spherical
Mexican hat wavelet [21–33], minkowski functionals [34–38], directional spherical real morlet wavelet analysis [25], scaling index method [39, 40], method based on the N-point probability distribution function [41], skeleton statistics [42, 43], spectral distortions [44], neural-network [45], multipole vector [46], genus shift parameters [47, 48], bipolar spherical harmonics [49]. In many of these studies, the estimator is based on some phenomenological model and is capable of detecting certain types of non-Gaussianity. Another way to check Gaussianity is based on a blind test, one which is motivated by statistics rather than phenomenology; this has been done in some of the above-mentioned works. Most of the above-cited works use $a_{\ell m}$ or estimators derived using them. However not many studies using phases corresponding to the complex quantity $a_{\ell m}$, which have a circular uniform random distribution, given $a_{\ell m}$ are from Gaussian random distribution, undertaken. Some of such studies are using Kuiper statistics [50–52], temperature-weighted extrema correlation functions [53], using phase mapping technique [54–56], trigonometric moments of phases and Pearson’s random walks [57, 58]. The phases are related to the spherical harmonic coefficients $a_{\ell m}$ in a nonlinear way and are therefore sensitive to mode correlations of CMB in a different way. Some of the works mentioned above have reported the detection of non-Gaussianity, and others had not detected any significant signal.

In the present article, we perform a model-independent study to investigate non-Gaussianity by testing the random phase hypothesis [1, 2] using the Planck satellite mission’s final released cleaned CMB full-sky temperature anisotropy maps - COMMANDER, SMICA, NILC, SEVEM along with the final release of WMAP internal linear combination map. We first apply our method to simulated Gaussian and non-Gaussian CMB temperature maps to test its performance on maps with known statistical properties. We then used observed 100 and 143 GHz Planck channel maps to test our method’s performance on maps whose exact statistical properties are unknown but are known to be non-Gaussian. We use a new circular statistic known as the Rao’s spacing test [59], which is sensitive to multi-mode type non-uniformities in data. We have used this statistic to test for uniformity and independence of set of SHP, absence of any one of them indicate non-Gaussianities in corresponding $a_{\ell m}$. This feature of non-uniformity and dependence has not been investigated in the literature earlier. We perform two tests to investigate uniformity in SHP of each $\ell$ and $m$ mode and four other tests to examine independence of a given $\ell$ mode and nearby $\ell$ modes SHP.

We organize our paper as follows. In Section 2 we illustrate the basic formalism of this work by first describing the phases derived from the spherical harmonic coefficients and then presenting the details of the statistics used in the current work. In Section 3, we elaborate on the methodology applied to detect the statistically significant signal in various maps. In Section 4, we present a method to generate Gaussian and non-Gaussian maps, discuss statistical properties of the non-Gaussian maps and test performance of our method on various simulations. In Section 5, we present the results. Finally, in Section 6, we discuss and conclude.

2 Formalism

2.1 CMB Spherical Harmonics Phases

CMB fluctuations, $\Delta T(\theta, \phi)$, over the last scattering surface can be mathematically expressed as,

$$\Delta T(\theta, \phi) = \frac{(T(\theta, \phi) - \bar{T})}{T} = \sum_{\ell=1}^{\infty} \sum_{m=-\ell}^{\ell} a_{\ell m} Y_{\ell m}(\theta, \phi),$$  (2.1)
where $\bar{T}$ is the mean temperature over the whole sky, $T(\theta, \phi)$ is the temperature in the direction $(\theta, \phi)$ on the celestial sphere in some coordinate system. The $Y_{\ell m}(\theta, \phi)$ are spherical harmonic functions, defined in terms of the Legendre polynomials $P_{\ell m}$ as,

$$Y_{\ell m}(\theta, \phi) = (-1)^m \sqrt{\frac{(2\ell + 1)(\ell - m)!}{4\pi(\ell + m)!}} P_{\ell m}(\cos \theta) \exp(i m \phi),$$  \hspace{1cm}  (2.2)$$

where we have used the Condon-Shortley phase convention. In equation (2.1), the $a_{\ell m}$ are complex coefficients and so one can write it as,

$$a_{\ell m} = |a_{\ell m}| \exp[i \psi_{\ell m}],$$  \hspace{1cm}  (2.3)$$

where $\psi_{\ell m}$ is the phase angle. If $\mathcal{R}(a_{\ell m})$ and $\mathcal{I}(a_{\ell m})$ represents real and imaginary parts respectively of the complex $a_{\ell m}$ then $\Psi_{\ell m}$ is written as,

$$\psi_{\ell m} = \frac{\mathcal{I}(a_{\ell m})}{\mathcal{R}(a_{\ell m})}. \hspace{1cm} (2.4)$$

As $\Delta$ is a real quantity, $\mathcal{R}(a_{\ell m}) = -\mathcal{R}(a_{\ell - m})$ and $\mathcal{I}(a_{\ell m}) = \mathcal{I}(a_{\ell - m})$ for odd $m$, $\mathcal{R}(a_{\ell m}) = \mathcal{R}(a_{\ell - m})$ and $\mathcal{I}(a_{\ell m}) = -\mathcal{I}(a_{\ell - m})$ for even $m$ and $\mathcal{I}(a_{\ell m}) = 0$, for $m=0$. This implies that we have only $\ell$ numbers of independent phases corresponding to a given $\ell$ mode.

2.2 Rao’s Spacing Test

If the CMB temperature anisotropies constitute a GRF, the real and imaginary part of the $a_{\ell m}$ are both independent Gaussian distributed or equivalently, the $|a_{\ell m}|$ are Rayleigh distributed and phases $\psi_{\ell m}$ are uniformly random in $[0, 2\pi]$. The hypothesis that the phases $\psi_{\ell m}$ of the spherical harmonic coefficients $a_{\ell m}$ are independent and identically distributed in terms of a uniform distribution in the interval $[0, 2\pi]$ is known as the random phase hypothesis [1, 2]. This is the null hypothesis for the current work. Validity of null hypothesis indicates that the corresponding spherical harmonic coefficients are consistent with Gaussian random variables. If null hypothesis is violated these coefficients become consistent with non Gaussian variables. To test for this null hypothesis one needs to test both for the uniformity as well as independence in the SHP. In this work, we have employed Rao’s [60] statistic to test both uniformity and independence in SHP. The method to test uniformity and independence in SHP is elaborated in the next subsection.

Rao’s test is a powerful statistic for testing uniformity of circular data. It is more powerful than the popular Rayleigh test and Kuiper’s test [61] when the underlying circular distribution is multimodal. Most of the earlier studies on the testing of random phase hypothesis of CMB SHP have employed Kuiper’s [50, 61, 62] V statistics. Unlike Kuiper’s statistics which is based on empirical distribution function, Rao’s statistic is goodness–of–fits test based on the idea that if the underlying circular distribution is uniform, successive observations should be approximately evenly spaced, about $2\pi/n$ apart, where $n$ is the number of circular samples. Large deviations from this distribution, resulting from unusually large spaces or unusually short spaces between observations, signify non-uniformity in the set of circular variables. Further, it is invariant under a choice of the origin and is non-parametric ordered statistics applicable to circular data. Suppose we have a set of $n$ circular variables $\{\theta_i\}$, $i = 1, \ldots, n$ in the interval $[0, 2\pi]$ which are arranged in ascending order w.r.t a given zero direction and the sense of rotation, then the statistics is defined as,

$$U_n = \sum_{i=1}^{n} \max\left\{\{D_i - 2\pi/n, 0\}\right\}$$  \hspace{1cm}  (2.5)$$
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where

\[ D_i = \theta_{i+1} - \theta_i, \quad \text{for } 1 \leq i \leq n-1 \]
\[ D_i = 2\pi - \theta_n + \theta_1, \quad \text{for } i = n \]

If all the circular variables are equally spaced (perfectly uniform) then \( U_n = 0 \), else \( U_n > 0 \), which is true for samples of finite size. Large values of \( U_n \) indicates clustering of the variables and their distribution non-uniform.

3 Method

In the present work we use the Rao’s statistic to test for uniformity and independence of set of SHP for a given \( \ell, m \) modes and independence of SHP for \( \ell \)-mode pair. For an independent set of phases, the phase differences must be circular uniform distributed in \((0, 2\pi]\) [50, 62]. In order to test for uniformity of these SHP differences we use the Rao’s statistic. Detection of non-uniformity in SHP differences indicates presence of correlation among the set of SHP in question. In this article we apply our method on phases obtained from full-sky simulated and data maps. We first use simulated Gaussian and non-Gaussian maps to test performance of our method on maps with known statistical properties. Second, we apply the method on phases of the full-sky foreground-contaminated Planck satellite mission’s 100 GHz and 143 GHz frequency bands. Due to the presence of foreground, these maps can be considered as observed non-Gaussian maps. Finally, we apply our method on COMMANDER, SMICA, NILC, SEVEM [63] temperature maps from the latest Planck release, and WMAP-ILC [64] temperature map from the final WMAP release. As all the above cleaned CMB maps correspond to the same CMB realization, any cosmological signal must be consistently detected in all or at least most of them once its origin from any foreground or systematic is ruled out. Usually to improve the signal to noise ratio we convolve a CMB map with some Gaussian filter. Though this modifies the \( a_{\ell m} \), they do not have any effect on the SHP. The map \( a_{\ell m} \) for a given \( \ell \) and \( m \) can be written as,

\[ a_{\ell m} = a_{\ell m}^S + a_{\ell m}^N \]

where \( a_{\ell m}^S \) and \( a_{\ell m}^N \) represents signal and noise components respectively. Hence the phases of the map corresponding to a given \( \ell \) and \( m \) can be written as,

\[ \psi_{\ell m} = \frac{\mathcal{I}(a_{\ell m}^S)\sin(\psi_{\ell m}^S) + \mathcal{I}(a_{\ell m}^N)\sin(\psi_{\ell m}^N)}{\mathcal{R}(a_{\ell m}^S)\cos(\psi_{\ell m}^S) + \mathcal{R}(a_{\ell m}^N)\cos(\psi_{\ell m}^N)} \]

where \( \mathcal{R} \) represent real part and \( \mathcal{I} \) depict imaginary part. The \( \psi_{\ell m}^S \) and \( \psi_{\ell m}^N \) are the signals and the noise phase, respectively. From the above phase expression, it is clear that the \( \psi_{\ell m} \) will be dominated by signal iff \( a_{\ell m}^S \gg a_{\ell m}^N \). For CMB temperature maps, this condition holds for low \( \ell \), and hence in order to avoid large contribution to SHP from noise, we restrict our analysis to a maximum \( \ell \) mode of 128.

We employ ianafast facility in Healpix package to obtain the spherical harmonic coefficient i.e., \( a_{\ell m} \) for each of the above maps. Using the above \( a_{\ell m} \) we obtain \( \psi_{\ell m} \) applying (2.4) for \( \ell \) mode 4 to maximum \( \ell \) mode 128 for all the maps. From the above-acquired SHP, we investigate them for uniformity and independence.
We divide our analysis in three classes. In the first class (class I), we investigate for uniformity of SHP for constant \( \ell \) and \( m \) modes. In the second class (class II) we examine correlation within SHP for a given \( \ell \) mode. And finally, in the third class (class III) we investigate independence of SHP of neighbouring \( \ell \) modes. We have following two variable types for class I:

**Type (i)** \( \left\{ \psi_{\ell=\text{constant},m}^i \right\} \), set of all phases for a given \( \ell \) mode, for testing the uniformity of phases in each \( \ell \)-mode.

**Type (ii)** \( \left\{ \psi_{\ell,m=\text{constant}}^i \right\} \), set of all phases for a given \( m \) mode, for testing the uniformity of phases with given \( m \)-mode and all \( \ell \)-modes.

For the class II, we use two types of variables represented by following in our analysis:

**Type (iii)** \( \left\{ \psi_{\ell=\text{constant},m+1}^i - \psi_{\ell=\text{constant},m}^i \right\} \), difference of phases for a given \( \ell \) but consecutive \( m \) modes, to test the correlation between consecutive \( m \) modes.

**Type (iv)** \( \left\{ \psi_{\ell=\text{constant},m+2}^i - \psi_{\ell=\text{constant},m}^i \right\} \), difference of phases for a given \( \ell \) but next to consecutive \( m \) modes, to test the correlation between next to consecutive \( m \) modes.

For the class III, we use two types of variables represented by following in our analysis:

**Type (v)** \( \left\{ \psi_{\ell+1,m}^i - \psi_{\ell,m}^i \right\} \), difference of phases of two consecutive \( \ell \) having same \( m \), to test the correlation between consecutive \( \ell \) modes but same \( m \). For example if \( \psi_{\ell,m} \) denotes \( m^{th} \) phase of multipole \( \ell \), the phase differences of multipole pair \( (6,7) \) is the following set of variables: \( [\psi_{6,1} - \psi_{7,1}, \psi_{6,2} - \psi_{7,2}, \psi_{6,3} - \psi_{7,3}, \psi_{6,4} - \psi_{7,4}, \psi_{6,5} - \psi_{7,5}, \psi_{6,6} - \psi_{7,6}] \).

**Type (vi)** \( \left\{ \psi_{\ell+2,m}^i - \psi_{\ell,m}^i \right\} \), difference of phases of next to consecutive \( \ell \) having same \( m \), to test the correlation between next to consecutive \( \ell \) modes but same \( m \). For example if \( \psi_{\ell,m} \) denotes \( m^{th} \) phase of multipole \( \ell \), the phase differences of multipole pair \( (6,8) \) is the following set of variables: \( [\psi_{8,1} - \psi_{6,1}, \psi_{8,2} - \psi_{6,2}, \psi_{8,3} - \psi_{6,3}, \psi_{8,4} - \psi_{6,4}, \psi_{8,5} - \psi_{6,5}, \psi_{8,6} - \psi_{6,6}] \).

The analysis is performed on all the above variable after bringing them in range \( (0,2\pi) \). As all the above variables are expected to be uniformly distributed in \( (0,2\pi) \), we use the Rao statistic (2.5) to get values of \( U_n \) for all of the above six cases and each map. To examine whether the obtained \( U_n \) value is anomalous (corresponds to non-uniform distribution), we compare it against \( U_n \) obtained from 10000 Monte Carlo simulated sets of random uniform circular variables in \( (0,2\pi) \) with number of phases in each set depending on number of phases involved in a given \( \ell \) and \( m \) analysis. For a given set of SHP or difference of SHP, we arrange the \( U_n \) values obtained from 10000 Monte Carlo simulation in ascending order and consider any value of \( U_n \) obtained from data greater than or equal to 95% of simulations to be significant. We use this idea as we expect large value of \( U_n \) is associated with non-uniformity in a given sample. We plot \( U \) versus \( \ell \) or \( m \) modes for all different maps together for each case in Figure 6 to Figure 23 and mark 0.950 and 0.999 p levels to ascertain significant and highly significant correlated occurrences, with 0.05 and 0.001 probability of type I errors respectively.

4 Simulations

In this section, we discuss the statistical properties and the efficiency of Rao statistic when applied to non-Gaussian CMB Monte Carlo simulations. We also discuss a method to generate
Gaussian and non-Gaussian CMB Monte Carlo simulations used to test the performance of our method.

4.1 Monte Carlo Simulations of Gaussian and Non-Gaussian CMB Maps

We simulate Gaussian CMB map using \textit{synfast} facility in \texttt{HEALPix} at $\texttt{Nside}=64$ and $\texttt{lmax}=128$. To simulate non-Gaussian temperature fields on a sphere we use following steps:

**Step 1**: We sample random variables from normal distribution. The number of such normal deviates equals the total number of spherical harmonic coefficients for a CMB map at $\texttt{Nside}=64$ and $\texttt{lmax}=128$. In order to generate samples from a non-Gaussian distribution, we first sample from two different regions of the normal distribution, say $-a$ to $-b$ and $b$ to $a$ where $|a| > |b|$.

**Step 2**: Shift sampled values in $-a$ to $-b$ by $2b$ i.e.

$$[-a, -b] \rightarrow [-a + 2b, -b + 2b].$$

**Step 3**: To get the spherical harmonic coefficient $a_{\ell m}$ from the above set of sampled variables we multiply by the beam ($B(\ell)$), pixel ($w_{\text{pix}}(\ell)$) and spectrum window ($[C(\ell)]^{1/2}$),

$$x_{\ell m} \rightarrow a_{\ell m}[C(\ell)]^{1/2}B(\ell)w_{\text{pix}}(\ell)$$

where $x_{\ell m}$ is sampled variable corresponding to $(\ell, m)$ mode.

**Step 4**: We set the imaginary part of zeroth spherical harmonic coefficients, $a_{00}$, corresponding to all $\ell$ to zero. We use the resulting $a_{\ell m}$ coefficients in \textit{synfast} facility of \texttt{HEALPix} package to obtain the simulated non-Gaussian maps with an angular power spectrum. $C(\ell)B(\ell)^2w_{\text{pix}}^2(\ell)$.

![Figure 1](image1.png)

*Figure 1*: In the above figure, we show density histogram for samples from different non-Gaussian Monte Carlo simulations. The leftmost figure show histogram for samples from NG-SIM 1 along with a normal curve in green. Similarly, the middle and right figure shows a histogram for samples from NG-SIM 2 and 3. This figure shows that the samples are drawn from distributions that are increasingly deviating from a normal distribution.

This article uses three different sets of $[a, b]$ to generate a distribution with increasing deviation from a normal distribution. The least non-Gaussian samples, which we call non-Gaussian simulation 1 (NG-SIM 1) is sampled using values with $|a| = 3.50$, $|b| = 0.25$, samples with higher non-Gaussianity which we call non-Gaussian simulation 2 (NG-SIM 2), is sampled using values with $|a| = 3.50$, $|b| = 0.40$, and finally, in order to get the most non-Gaussian samples, which we call non-Gaussian simulation 3 (NG-SIM 3), we use values with $|a| = 3.50$, $|b| = 0.60$. We show density histograms corresponding to samples for NG-SIM 1, 2 and 3 in Figure (1). We also plot density histogram corresponding to Gaussian samples in each of the sub-figures for comparison. The figure shows that the histogram for
NG-SIM 1, 2, 3 deviates from a Gaussian case, with NG-SIM 1 deviating least and NG-SIM 3 the most. We show density histograms for pixel values corresponding to a single realization of the three non-Gaussian map types in the Figure (2) along with the histogram corresponding to a Gaussian realization in each of the sub-figures. In left sub-figure of Figure (1) the deviation of density histogram for “NG-SIM 1” is minor with respect to other two non-Gaussian cases. Corresponding pixel density histogram in left sub-figure of Figure (2) also deviates from the gaussian case shown in green. However changes in other histograms of Figure (2) remain insensitive to changes in corresponding density histograms of Figure (1). This could be explained if we look into equation (2.1). From the equation (2.1) we can see that the pixel values are superposition of spherical harmonic coefficients. Therefore even if spherical harmonic coefficients are not from Gaussian distribution, due to central limit theorem the map pixel value tend to a Gaussian random variate. We also show the Mollweide projection for the simulated Gaussian and non-Gaussian maps in Figure (3). The topmost map is the Gaussian realization, with increasing non-Gaussianity in spherical harmonic domain for subsequent maps. Due to the central limit theorem, visually we do not see any unusual features in the three non-Gaussian maps compared to the Gaussian map in the top panel of the Figure (3).

4.2 Performance testing

We test the performance of our method using 5000 Monte Carlo simulations for all three types of non-Gaussian maps. We apply the six types of tests discussed in section (3) on each of the Monte Carlo simulated maps. We present a histogram for the number of significant detection for each type of test and all the three non-Gaussian map types in Figure (5). The key in Figure (5) “NG-SIM x T y” denotes ‘x’ type non-Gaussian simulation and test variable type ‘y’. This histogram plot indicates a small spread in the number of significant detection for each test type and every non-Gaussian map type indicating our method performs well. We also present a plot showing modes from histogram plots of Figure (5) for all the six tests and the three non-Gaussian map types with corresponding error bars in the Figure (4). In Figure (4), the horizontal axis represents the non-Gaussian simulation set number, and the vertical axis represents the number of significant detection. Each line in the figure connects the modes corresponding to a different set of non-Gaussian maps with the same test type. To make results corresponding to test types 2, 4, 6, visible we have shifted their modes and error bars on the left along the x-axis by 0.1, 0.15, 0.05, respectively. For a similar reason, we have shifted modes and error bars on the right along the x-axis by 0.05, 0.15, 0.1 for test types.

Figure 2: We show density histogram for various Gaussian and non-Gaussian Monte Carlo simulated CMB map pixel values in the above figure. We have plotted the histograms for pixel values -300 to 300 for all four maps for ease of comparison, though there is some insignificant number of outliers in the highly non-Gaussian case. Because of central limit theorem actual signal that was present in the spherical harmonic space get obscured in the 1-point statistics in the pixel space. This warrants that special care must be taken into account to study non-Gaussianity either in spherical harmonic space or pixel space.

Figure 4: We also present a plot showing modes from histogram plots of Figure (5) for all the six tests and the three non-Gaussian map types with corresponding error bars in the Figure (4). In Figure (4), the horizontal axis represents the non-Gaussian simulation set number, and the vertical axis represents the number of significant detection. Each line in the figure connects the modes corresponding to a different set of non-Gaussian maps with the same test type. To make results corresponding to test types 2, 4, 6, visible we have shifted their modes and error bars on the left along the x-axis by 0.1, 0.15, 0.05, respectively. For a similar reason, we have shifted modes and error bars on the right along the x-axis by 0.05, 0.15, 0.1 for test types.
Figure 3. In the above figures, we show the Mollweide projection for Gaussian and non-Gaussian Monte Carlo simulations generated using steps enumerated in section (4.1). We simulate Gaussian CMB map using `synfast` facility in `HEALPix` at $\text{Nside}=64$ and $\text{lmax}=128$. The topmost map corresponds to a Gaussian realization of CMB. The second, third, and fourth Mollweide projected maps from the top correspond to NG-SIM 1, 2, 3, respectively. Visually we do not see any unusual features in the three non-Gaussian maps compared to the Gaussian map in the top panel. This is expected since pixel values are linear combination of spherical harmonic coefficients, due to the central limit theorem, even for non-Gaussian spherical harmonic coefficients the resulting pixel values are random Gaussian variate.
1, 3, 5, respectively. For all the six tests, number of detection increase with non-Gaussianity, indicating our method performs well. The small error bar around modes for all the six tests and non-Gaussian maps indicates that our tests perform well in detecting significant cases.

**Figure 4:** The above figure shows modes for all the six tests and non-Gaussian map types with corresponding error bars. The horizontal axis represents the non-Gaussian simulation set number in the plot, and the vertical axis represents the number of significant detection. Each line in the figure connects the modes corresponding to a different set of non-Gaussian maps with the same test type. To make results corresponding to test types 2, 4, 6, visible we have shifted their modes and error bars on the left along the x-axis by 0.1, 0.15, 0.05, respectively. For a similar reason, we have shifted modes and error bars on the right along the x-axis by 0.05, 0.15, 0.1 for test types 1, 3, 5, respectively. For all the six tests, number of detection increase with non-Gaussianity, indicating our method performs well. The small error bar around each test and set of the non-Gaussian map indicate that our tests work efficiently in detecting significant cases.
Figure 5: In the above figure, we show histograms for the number of significant detection for each type of test and all the three non-Gaussian map types. The key in Figure (5) “NG-SIM x T y” denotes ‘x’ type non-Gaussian simulation and test variable type ‘y’. This histogram plot indicates a small spread in the number of significant detection for each test type and every non-Gaussian map type indicating our method performs well. The light green region shows the 1 sigma around the mean hence are asymmetric about histogram peaks.

5 Results

In this section, we summaries the results we obtain after utilizing the Rao statistic on various variable types, as elaborated in section (3), for testing uniformity of and correlations among spherical harmonic phases from various maps. In each of the Figures (6-23), the red and black dashed lines represent highly significant (α = 0.001) and significant (α = 0.05) levels respectively. In the following, we present the results obtained for Monte Carlo simulated Gaussian and non-Gaussian CMB maps in subsection (5.1). We present the results for foreground contaminated 100 and 143 GHz Planck frequency maps in subsection (5.2). And finally, we present results obtained after applying our method on foreground cleaned CMB maps in subsection (5.3). We apply our method only on cases with minimum phase sample size of four¹.

5.1 Simulated Gaussian and non-Gaussian CMB Maps

This subsection presents results obtained after applying our method on Monte Carlo simulated Gaussian and non-Gaussian maps. We apply our method to these simulations as it is essential to test any new method with simulations of known statistical properties. We present U-values for six tests described in section (3) for the maps in Figure (6) to (11). The U-values obtained for the Gaussian CMB phases are denoted by “G-SIM” as shown in the key of Figures (6) to (11). We represent each of the Non-Gaussian simulations by “NG-SIM J” as shown in the key of Figure (6) to (11) where the value of J=1,2,3 for increasing non-Gaussian maps in the same order.

In the Figure (6), we plot U-values on the y-axis obtained for Monte Carlo simulated Gaussian and non-Gaussian maps for the variable of Type (i). On the plot, the x-axis represents the ℓ-mode whose phases we test for uniformity. For the Gaussian simulated CMB

¹Although the minimum sample size one can use to apply the Rao’s spacing test is two, with a very small sample size, the test tends to decrease the probability of detecting the alternatives of non-uniformity even when that is the case. Therefore, conservatively we choose four as the minimum sample size in our analysis. See [607] also for similar lower bound on sample size.
map, we find seven modes are significant. For the Monte Carlo simulated non-Gaussian maps, we find 23, 69, 116 significant cases corresponding to non-Gaussian cases $J = 1, 2, 3$. In the Figure (7), we plot $U$-values on the y-axis and $m$-modes on the x-axis corresponding to the variable of Type II for all the simulated maps. We use the variable of Type (ii) to test the uniformity of phases with the same $m$-mode and all the $\ell$-modes. We find six significant cases in the simulated CMB map for this case. For the non-Gaussian simulated CMB maps, we find 23, 74, 116 significant cases corresponding to non-Gaussian cases with $J = 1, 2, 3$. We show $U$-values on y-axis obtained using variable of Type (iii) in Figure (8) for all the simulated maps. The x-axis shows the $\ell$-modes corresponding to which phase differences are used for the test. We find seven significant cases in the Gaussian simulated map. In the non-Gaussian maps, we find 9, 15, 67 significant cases corresponding to $J = 1, 2, 3$, respectively. In Figure (9) we show $U$-values on y-axis obtained using variable of Type (iv) for all the simulated maps. In the plot, the x-axis represents the $\ell$-mode corresponding to which $m$-mode phase differences are used as test variables. For the Gaussian simulation, we find eight significant cases. For the non-Gaussian maps, we find 5, 13, 51 significant cases corresponding to $J = 1, 2, 3$, respectively. Figure (10) shows $U$-values obtained after applying Rao’s statistic on the variable of Type (v) for simulated Gaussian and non-Gaussian maps in the Figure (11). Here again, we use the lower member of the $\ell$-mode pair to represent the pair on the x-axis. We find five significant cases for the simulated Gaussian map. We find 7, 14, 52 significant cases corresponding to simulated non-Gaussian maps with $J = 1, 2, 3$ respectively. Finally, we show $U$-values on the y-axis obtained using the variable of Type (vi) for simulated Gaussian and non-Gaussian maps. The results for these two foreground contaminated Planck channel maps are plotted in Figure (12) to (17).

In the Figure (12) we plot $U$-values on y-axis obtained for Planck foreground contaminated 100 and 143 GHz channel maps for variable of Type (i). On the plot, the x-axis represents the $\ell$-mode whose phases we test for uniformity. We find fifteen and three significant cases for 100 GHz, 143 GHz channel maps, respectively, against seven for the simulated Gaussian map. In the Figure (13) we plot $U$-values on y-axis and $m$-modes on x-axis corresponding to variable of Type (ii), for both the Planck channel maps. We find 63, 40 significant $m$-modes for 100 GHz, 143 GHz channel maps, respectively, against six for the simulated Gaussian map. We show $U$-values on y-axis obtained using variable of Type (iii) in Figure (14) for both 100 and 143 GHz channel maps. The x-axis shows the $\ell$-modes corresponding to which phase differences are used for the test. We find 3, 4 significant $m$-modes for 100 GHz, 143 GHz channel maps, respectively, against seven for the simulated Gaussian map. In Figure (15) we show $U$-values on y-axis obtained for variable of Type (iv) for 100 and 143 GHz Planck channel maps. In the plot, the x-axis represents the $\ell$-mode corresponding to which $m$-mode phase differences are used as test variables. We find 59, 13 significant $m$-modes for 100 GHz, 143 GHz channel maps, respectively, against 7 for the simulated Gaussian map.

5.2 Foreground contaminated 100 and 143 GHz Planck frequency Maps

This subsection presents results obtained from the six tests applied on spherical harmonic phases of 100 GHz and 143 GHz Planck foreground contaminated channel maps. These maps can be considered as observed non-Gaussian maps, albeit without completely known statistical properties. The results for these two foreground contaminated Planck channel maps are plotted in Figure (12) to (17).

In the Figure (12) we plot $U$-values on y-axis obtained for Planck foreground contaminated 100 and 143 GHz channel maps for variable of Type (i). On the plot, the x-axis represents the $\ell$-mode whose phases we test for uniformity. We find fifteen and three significant cases for 100 GHz, 143 GHz channel maps, respectively, against seven for the simulated Gaussian map. In the Figure (13) we plot $U$-values on y-axis and $m$-modes on x-axis corresponding to variable of Type (ii), for both the Planck channel maps. We find 63, 40 significant $m$-modes for 100 GHz, 143 GHz channel maps, respectively, against six for the simulated Gaussian map. We show $U$-values on y-axis obtained using variable of Type (iii) in Figure (14) for both 100 and 143 GHz channel maps. The x-axis shows the $\ell$-modes corresponding to which phase differences are used for the test. We find 3, 4 significant $m$-modes for 100 GHz, 143 GHz channel maps, respectively, against seven for the simulated Gaussian map. In Figure (15) we show $U$-values on y-axis obtained for variable of Type (iv) for 100 and 143 GHz Planck channel maps. In the plot, the x-axis represents the $\ell$-mode corresponding to which $m$-mode phase differences are used as test variables. We find 59, 13 significant $m$-modes for 100 GHz, 143 GHz channel maps, respectively, against 7 for the simulated Gaussian map.
Figure (16) shows $U$-values obtained after applying Rao’s statistic on the variable of Type $(v)$ for 100 and 143 GHz channel maps. We show $U$-values on the $y$-axis and lower of the $\ell$-mode pair involved in the analysis on the $x$-axis. We find 12, 8 significant $\ell$-mode pairs for 100 GHz, 143 GHz channel maps, respectively, against five for the simulated Gaussian map. Finally, we show $U$-values on the $y$-axis obtained using the variable of Type $(v_i)$ for 100 and 143 GHz Planck channel maps in the Figure (17). We find 118, 115 significant $\ell$-mode pairs for 100 GHz, 143 GHz channel maps, respectively, against 8 for the simulated Gaussian map.
Figure 6: In the above figure we show $U$-values on vertical for testing uniformity of the given set of phases (variable of Type (i)) for various $\ell$-modes on horizontal axis of Monte Carlo simulated Gaussian and non-Gaussian CMB maps. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulations.
Figure 7: The figure shows the $U$-value on vertical axis and $m$-modes on the horizontal axis for testing uniformity of SHP for given $m$ and all $\ell$ (variable of Type (ii)) for Monte Carlo simulations of Gaussian and non-Gaussian CMB maps. We also show the maximum of $U$ for 95% and 99.9% of the corresponding simulated uniform phases in $(0, 2\pi)$. 
Figure 8: The above figure shows the $U$-value obtained for simulated Gaussian and non-Gaussian CMB maps using the variable of Type (iii). The vertical and horizontal axes show $U$-value and $\ell$-modes, respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding simulated uniform phases in $(0, 2\pi)$. 
Figure 9: The above figure shows $U$-value obtained using the variable of Type (iv) on phases for Gaussian and non-Gaussian simulated CMB maps. We show $\ell$-modes on the horizontal axis and $U$-values on the vertical axis. We show the maximum $U$ for 95% and 99.9% of the corresponding simulated uniform phases in $(0, 2\pi]$ in black and red dashed lines, respectively.
Figure 10: The figure shows $U$-value obtained using variable of Type ($v$) for simulated Gaussian and non-Gaussian CMB maps. The vertical and horizontal axes show $U$-value and lower of the $\ell$-mode pair respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding simulated uniform phase samples in $[0, 2\pi]$ in black and red dashed lines respectively.
Figure 11: The figure shows $U$-value obtained using variable of Type (vi) for Gaussian and non-Gaussian CMB maps. The vertical and horizontal axes show $U$-value and lower of the $\ell$-mode pair respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding simulated uniform phase samples in $[0, 2\pi]$ in black and red dashed lines respectively.
Figure 12: In the above figure we show $U$-values on vertical axis for testing uniformity of the given set of phases (variable of Type $(i)$) for various $\ell$-modes on horizontal axis for Planck 100 and 143 GHz foreground contaminated channel maps. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated samples.
Figure 13: The figure shows the $U$-value on vertical axis and $m$ on horizontal axis for testing uniformity of SHP for given $m$ and all $\ell$ (variable of Type (ii)) for Planck 100 and 143 GHz foreground contaminated channel maps. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated phase samples.
Figure 14: The above figure shows the $U$-value obtained for Planck 100 and 143 GHz foreground contaminated channel maps using variable of Type (iii). The vertical and horizontal axes show $U$-value and $\ell$-modes respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated uniform phases in $[0, 2\pi]$. 
Figure 15: This figure shows $U$-value obtained using variable of Type (iv) on phases for Planck 100 and 143 GHz foreground contaminated channel maps. The $\ell$-modes are shown on horizontal axis and $U$-values are shown on vertical axis. The maximum of $U$ for 95% and 99.9% of the corresponding simulated uniform phases in $(0, 2\pi]$ are shown in black and red dashed lines respectively.
Figure 16: The figure shows $U$-value obtained using variable of Type (v) for Planck 100 and 143 GHz foreground contaminated channel maps. The vertical and horizontal axes show $U$-value and lower of the $\ell$-mode pair respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated uniform phase samples in $(0, 2\pi]$ in black and red dashed lines respectively.
Figure 17: The figure shows $U$-value obtained using variable of Type $(v)$ for Planck 100 and 143 GHz foreground contaminated channel maps. The vertical and horizontal axes show $U$-value and lower of the $\ell$-mode pair respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated uniform phase samples in $[0, 2\pi]$ in black and red dashed lines respectively.
5.3 Foreground Minimized CMB Maps

In this subsection we present results obtained from the six tests applied on spherical harmonic phases of COMMANDER, NILC, SEVEM, SMICA and WMAP ILC clean CMB temperature maps. The results for these five clean maps are plotted in Figure (18) to (23). We also show significant cases detected using each of the six tests, for all maps in, Table (1) to (6). The first number shown in all of the Tables are the significant $\ell$ mode or representative $\ell$ mode, except in Table (2), where it represents the $m$-mode. The number in adjoining small bracket show P-values corresponding each of the significant detection.

Using the Type (i) variables, we test for uniformity in phases of individual $\ell$-modes, the U-values for all the modes from $\ell = 4$ to 128 are shown in the Figure (18). Various statistically significant non-uniformity in phases using the Rao’s statistic are summarized in Table (1) for COMMANDER, NILC, SEVEM, SMICA and WMAP ILC maps. For variable of Type (i) we find phase corresponding to $\ell$-mode 57, 58, 60, 72, 116 and 120 in COMMANDER are significant. For SMICA 34, 37, 57 and 100 $\ell$-modes are significant. We find $\ell$-mode 65 to be significant for NILC, 16, 36, 43, 105 and 118 are significant for SEVEM and 12, 44, 59, 91 for WMAP.

Using the Type (ii) variables, we test uniformity of SHP corresponding to all $\ell$-modes for a given $m$-mode. The U-values for all the modes from $\ell = 4$ to 128 for this test are shown in the Figure (19). The significant $m$-modes are shown in Table (2), along with their respective P-values. We find 14, 79 111 and and 113 in COMMANDER 66 in SMICA, 11, 15, 93, 102, 103 and 114 in NILC, 1, 2, 48, 74 105 and 119 in SEVEM and 25, 29, 34 and 112 in WMAP as significant $m$-modes.

Using Type (iii) variables, we test for correlation among consecutive $m$ mode phases of a given $\ell$ mode. In the Figure (20) corresponding to this case, multipole axis starts from $\ell = 5$, as for Rao’s statistic, we need at least four variables. The significant modes are shown in Table (3), along with their respective P-values. For the COMMANDER temperature maps the significant $\ell$-modes are 17, 21, 28, 46, 57, 75, 75, 79 AND 117. We find $\ell$-mode 19, 54, 60, 64, 109 and 110 for SMICA, 17, 19, 51, 102, 123 for NILC, 14, 17, 24, 62, 81, 91, 109 for SEVEM, 6, 11, 12, 17, 19, 20, 37, 62 and 126 for WMAP temperature maps as significant.

Using Type (iv) variables, we test for correlation, employing $U$ as test statistic, among next to consecutive $m$ mode phase of a given $\ell$ mode. The $U$-values for various multipoles for this case is shown in Figure (21) and significant multipoles and corresponding P-values is presented in Table (4). We find phases with statistically significant correlations between next to consecutive phase in $\ell$-modes 9, 14, 28, 79, 84, 105 and 120 for COMMANDER temperature map. We detect significant correlation in phase of next to consecutive phase in $\ell$ mode 27 and 30. For WMAP we found statistically significant detection at $\ell$ mode 27 and 30.
Using type \((v)\) variables, we test for correlation of same \(m\) mode phases of a given \(\ell\) and it’s consecutive \(\ell\) mode. The U-values for this analysis are shown in the Figure (22) with the statistically significant cases for all maps shown in Table (5). The multipole axis denotes the lower of the \(\ell\) modes in the pair. We detect significant correlation between same \(m\) mode phases of pair \((16,17), (20,21), (43,44), (67,68), (115,116)\) for the COMMANDER map. For SMICA map, we find significant correlation between same \(m\) mode phases of pair \((10,11), (54,55), (74,75), (78,79)\) and \((88,89)\). For NILC map, we find only pair \((10,11)\) to be significant. The pair \((7,8) (12,13), (13,14), (15,16), (7,18), (20,21), (59,60), (77,78), (88,89), (92,93), (97,98), (102,103), (110,111), (111,112), (124,125)\) are the significant occurrences for the SEVEM map. For WMAP ILC map we find pair \((10,11), (18,19), (20,21), (24,25), (111,112), (114,115), (121,122)\) as significant.

| COMM. | SMICA | NILC | SEVEM | WMAP |
|-------|-------|------|-------|-------|
| 57(0.9682) | 34(0.9690) | 65(0.9862) | 16(0.9991) | 12(0.9547) |
| 58(0.9541) | 37(0.9878) | 36(0.9709) | 43(0.9880) | 44(0.9990) |
| 60(0.9916) | 57(0.9638) | 105(0.9682) | 59(0.9752) |
| 72(0.9574) | 100(0.9693) | 118(0.9602) | 91(0.9764) |
| 116(0.9532) | 120(0.9892) |

**Table 1:** Table showing the significant and highly significant occurrences corresponding to Type \((i)\) variables for various clean CMB maps.

Using Type \((vi)\) variables, we perform correlation test similar to that of Type \((v)\), but now we take difference of \(m\) mode phases in \(\ell\) and next to subsequent \(\ell\). In Figure (23) with lower of the \(\ell\) in pair represented on the multipole axis, the p-values for various pair are plotted. We summaries the significant occurrences for this case and for all maps in Table (6). We find statistically significant detection in pair \((7,9), (56,58), (79,81), (94,96), (117,119), (119,121), (120,122), (121,123), (122,124)\) for the COMMANDER map. We find pair \((12,13), (29,31), (71, 73), (81,83), (91,93), (125,127)\) as statistically significant for the SMICA map. For the NILC map we find significant correlation between \(\ell\) mode pair \((12,14), (54,56), (58,60), (114,116)\). For the SEVEM map, the statistically significant pairs are \((21,23), (24,26), (39,41), (49,51), (86,88), (103,105), (124,126)\). For the WMAP, we find the pair \((10,12), (15,17), (18,20), (43,45), (60,62), (64,66), (73,75)\) and \((112,114)\) as statistically significant correlated.
Figure 18: In the above figure, we show $U$-values on the vertical axis for testing uniformity of the given set of SHPs, variable of Type $(i)$, for various $\ell$-modes on the horizontal axis for all CMB cleaned maps. We also show the maximum of $U$ for 95% and 99.9% of the corresponding simulated samples.
Figure 19: The figure shows the $U$-value on vertical and $m$-modes on horizontal axes for testing uniformity of SHP for given $m$ and all $\ell$ (variable of Type (ii)) for all CMB cleaned maps. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated phase samples.
Figure 20: The above figure shows the $U$-value obtained for all CMB cleaned maps using variable of Type (iii). The vertical and horizontal axes show $U$-value and $\ell$-modes respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated uniform phases in $(0, 2\pi)$. 
| COMM. | SMICA | NILC   | SEVEM | WMAP   |
|-------|-------|--------|-------|--------|
| 14(0.9522) | 11(0.9872) | 1(0.9914) | 25(0.9631) |
| 79(0.9842) | 15(0.9882) | 2(0.9584) | 29(0.9654) |
| 111(0.9649) | 93(0.9773) | 48(0.9727) | 34(0.9586) |
| 113(0.9874) | 102(0.9946) | 74(0.9854) | 112(0.9969) |
| 66(0.9520) | 103(0.9572) | 105(0.9556) | 119(0.9920) |
| 17(0.9975) | 19(0.9874) | 17(0.9987) | 6(0.9615) |
| 21(0.9604) | 54(0.9875) | 17(0.9999) | 11(0.9922) |
| 28(0.9697) | 60(0.9634) | 19(0.9652) | 12(0.9630) |
| 46(0.9813) | 64(0.9946) | 19(0.9738) | 17(0.9885) |
| 57(0.9692) | 109(0.9699) | 102(0.9817) | 19(0.9960) |
| 75(0.9553) | 110(0.9565) | 123(0.9829) | 20(0.9605) |
| 79(0.9555) | 17(0.9541) | 81(0.9635) | 37(0.9880) |
| 117(0.9827) | 14(0.9827) | 91(0.9859) | 62(0.9761) |

**Table 2**: Table showing the significant and highly significant occurrences corresponding to Type (ii) variables for various clean CMB maps.

| COMM. | SMICA | NILC   | SEVEM | WMAP   |
|-------|-------|--------|-------|--------|
| 19(0.9874) | 17(0.9954) | 14(0.9827) | 6(0.9615) |
| 13(0.9537) | 19(0.9874) | 17(0.9999) | 11(0.9922) |
| 28(0.9697) | 54(0.9875) | 19(0.9652) | 12(0.9630) |
| 46(0.9813) | 60(0.9634) | 19(0.9738) | 17(0.9885) |
| 57(0.9692) | 64(0.9946) | 102(0.9817) | 19(0.9960) |
| 75(0.9553) | 109(0.9699) | 123(0.9829) | 20(0.9605) |
| 79(0.9555) | 17(0.9541) | 81(0.9635) | 37(0.9880) |
| 117(0.9827) | 14(0.9827) | 91(0.9859) | 62(0.9761) |

**Table 3**: Table showing the significant and highly significant occurrences corresponding to Type (iii) variables for various clean CMB maps.

| COMM. | SMICA | NILC   | SEVEM | WMAP   |
|-------|-------|--------|-------|--------|
| 13(0.9691) | 14(0.9729) | 21(0.9992) | 27(0.9862) |
| 38(0.9583) | 47(0.9741) | 47(0.9557) | 30(0.9959) |
| 47(0.9741) | 63(0.9947) | 70(0.9726) |       |
| 68(0.9859) | 74(0.9909) | 85(0.9933) |       |
| 78(0.9658) | 100(0.9767) | 93(0.9995) |       |
| 107(0.9925) | 123(0.9920) | 101(0.9755) |       |
| 128(0.9686) | 119(0.9837) | 114(0.9727) |       |
|       | 119(0.9837) | 118(0.9852) |       |
|       | 119(0.9837) | 128(0.9650) |       |

**Table 4**: Table showing the significant and highly significant occurrences corresponding to Type (iv) variables for various clean CMB maps.
Figure 21: This figure shows $U$-value obtained using variable of Type (iv) on phases for all CMB cleaned maps. The $\ell$-modes are shown on vertical axis and $U$-values are shown on y-axis. The maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated uniform phases in $(0, 2\pi]$ are shown in black and red dashed lines respectively.
Figure 22: The figure shows $U$-value obtained using variable of Type ($v$) for all CMB cleaned maps. The vertical and horizontal axes show $U$-value and lower of the $\ell$-mode pair respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated uniform phase samples in $(0, 2\pi)$ in black and red dashed lines respectively.
Figure 23: The figure shows $U$-value obtained using variable of Type ($v_i$) for all CMB cleaned maps. The vertical and horizontal axes show $U$-value and lower of the $l$-mode pair respectively. We also show the maximum of $U$ for 95% and 99.9% of the corresponding Monte Carlo simulated uniform phase samples in $[0, 2\pi]$ in black and red dashed lines respectively.
Table 5: Table showing the significant occurrences corresponding to Type (v) variables for various clean CMB maps. Multipoles represent the lower of the pair of modes involved in the test.

Table 6: Table showing the significant and highly significant occurrences corresponding to Type (vi) variables for various clean CMB maps. Multipoles represent the lower of the pair of modes involved in the test.

6 Discussions and Conclusion

In this work we have used Rao’s statistic to test the "random phase hypothesis" [1, 2], which is our null hypothesis for a Gaussian random field, by investigating phase correlation between modes for various observed CMB maps. Any violation of either uniformity or independence in CMB SHP indicates potential signatures of non-Gaussianity in the corresponding spherical harmonic coefficients. The investigation of the random phase hypothesis involving spherical harmonic phase analysis of CMB maps has been rather limited in literature [50–58]. In this work, we substantially and significantly extended the earlier results by employing a novel model-independent method using Rao’s statistic for investigating non-Gaussian signatures in CMB temperature maps by testing random phase hypothesis to signal dominated scales limited by $\ell \leq 128$. The method looks into uniformity and correlations within individual $\ell$ and $m$ mode, and among nearby $\ell$ mode SHP, where any non-uniformity or correlation detected indicates violation of random phase hypothesis thereby pointing to non-Gaussianity.
We found phases corresponding to several $\ell, m$ multipoles and pairs of $\ell$ multipoles which are inconsistent with Gaussian CMB shown in Tables (1) to (6).

The CMB component reconstructed maps (COMMANDER, SMICA, NILC, SEVEM, WMAP-ILC) discussed in this work have been obtained by various science groups employing independent statistical techniques by removing foreground emissions. This causes the morphology and hence phases obtained from these CMB maps to be somewhat different, although all these CMB maps represent the same last scattering surface. Any significant detection found across different maps is more likely to be of cosmological origin than the ones in a single map, provided the possibility of them being originating from other sources, and unaccounted systematic are ruled out. Not only any detected non-Gaussianity in the CMB temperature maps are essential to understand the distribution of primordial perturbations, but also these detected non-Gaussianity have the potentials to constrain residual systematic.

For comprehensive testing of the random phase hypothesis, we perform our analysis using three different classes of test variables. In class I, we test uniformity of phases for constant $\ell$ and $m$ modes, represented by Type $(i)$ and $(ii)$ test respectively. In class II, we test the correlation between consecutive and next to consecutive $m$ modes for a given $\ell$, represented by test Type $(iii)$ and $(iv)$ respectively. Finally, in class III, we test the correlation between consecutive and next to consecutive $\ell$ modes but same $m$-mode, represented by Type $(v)$ and $(vi)$ tests, respectively.

In order to test the performance of our method, we generated non-Gaussian CMB simulations using $a_{\ell m}$ samples from increasingly non-Gaussian distributions. We generated three different sets of non-Gaussian maps with varying non-Gaussianity. To test the performance of our method we applied all six test on 5000 different Monte Carlo simulated non-Gaussian maps of each set. From the Figure (4), we find that number of significant detections increases as we apply our method on maps with increasing non-Gaussianity for all the tests as expected. Also, the small error bars indicates that our method is very efficient in detecting non-Gaussianity.

Apart from doing a study on ensemble of non-Gaussian maps, we also evaluate the efficiency of our method by randomly choosing a specific realization of Gaussian and non-Gaussian CMB maps. We summarize the result obtained by applying the test on the non-Gaussian maps against a simulated Gaussian map in Table (7). From the Table (7), we find that all the six tests detect more number of significant detection with increasing non-Gaussianity than the Gaussian CMB maps except Type $(iv)$ test for the least non-Gaussian case.

| Modes above 95% | Type $(i)$ | Type $(ii)$ | Type $(iii)$ | Type $(iv)$ | Type $(v)$ | Type $(vi)$ |
|-----------------|------------|-------------|-------------|------------|------------|------------|
| $N_{NG1}/NG$    | 23/7       | 23/6        | 9/7         | 5/8        | 7/5        | 10/8       |
| $N_{NG2}/NG$    | 69/7       | 74/6        | 15/7        | 13/8       | 14/5       | 13/8       |
| $N_{NG3}/NG$    | 116/7      | 116/6       | 67/7        | 51/8       | 52/5       | 53/8       |

Table 7: The table summarizes the number of significant cases for four simulated non-Gaussian maps $N_{NG}$ against the number of significant cases for simulated Gaussian map $NG$ for a test involving each of the variable Type.

Next we apply our method on Planck foreground contaminated HFI 100 and 143 GHz temperature maps. These maps can be considered as observed non-Gaussian maps for which complete statistical properties are not known due to presence of foregrounds (or any possible unknown systematic). This provides a case for the application of our method on data and serves as an alternative test of the performance of our estimator since these maps are expected to
contain non-Gaussian signals. The fact that our method detects a significant non-Gaussian signal in these maps supports that it can detect a non-Gaussian signal different from what has been included in the simulations. We summarize the result obtained applying the method on foreground contaminated Planck 100 and 143 GHz HFI maps in Table (8). From the Tables (8) and (7) together, we find that all six tests discussed in section (3) are useful in detecting phase correlations.

| Modes above 95% | Type (i) | Type (ii) | Type (iii) | Type (iv) | Type (v) | Type (vi) |
|----------------|----------|-----------|------------|-----------|----------|----------|
| $N_{100}/N_G$  | 15/7     | 63/6      | 3/7        | 59/8      | 12/5     | 118/8    |
| $N_{143}/N_G$  | 3/7      | 40/6      | 4/7        | 13/8      | 8/5      | 115/8    |

Table 8: The table summarizes the number of significant cases for Planck HFI 100 GHz $N_{100}$ and 143 GHz $N_{143}$, against the number of significant cases for simulated Gaussian maps $N_G$, for a test involving each of the variable/Type.

Finally we apply our method on foreground cleaned CMB maps. Applying the method to test the uniformity of SHP for a given $m$-mode across $\ell$, (type (ii) variables) we find that most of the $m$-mode phases for a given $m$ are uniform. We do not find any common significant $m$-mode phases across maps. Modes 79, 113 in COMMANDER, 11, 15, 102 in NILC 1, 74, 119 in SEVEM and 112 in WMAP are possible $m$-mode phases for further investigation, given their relatively high P-values.

We perform our analysis into three different parts together for test variable type (i), (iii) and (iv) which are designed to detect correlations of phases within a given $\ell$ mode. We look for statistically significant multiple occurrences for the same type of variables but different maps, different types of variables but same map and all type of variables all maps for test variable Type (i), (iii) and (iv). With this analysis method, we find that, for the type (i) variables, phases corresponding to most of the modes are uniform, with exceptions for $\ell$ mode 57 which occur in COMMANDER, SMICA. When considering high significance cases only, thereby decreasing the probability of Type I statistical error, we conclude that the phases corresponding to SMICA, NILC are all uniform. In contrast, some mode phases corresponding to COMMANDER, SEVEM, and WMAP are still non-uniform. For the type (iii) variables, phases corresponding to $\ell$ mode 17, 19, 62 and 109 are significant multiple times across cleaned maps, indicating there might be some interesting signal. For the variables of type (iv), phases corresponding to $\ell$ mode 13, 14, 27, 47 and 128 is statistically significant many times across the maps. Looking into the statistical significance across variables of type (i), (iii), (iv) for a given map, we find that for the COMMANDER map, $\ell$ modes 14, 57, 28, and 79 are significant more than one time. Similar repetition of significance for $\ell$ mode 123 for NILC map, 118 for SEVEM map, and 12 for WMAP are found. We do not find any such repetition for the SMICA map. Considering occurrences of the significance of an $\ell$ mode across the maps and across the variables, we conclude that $\ell$ mode 57 is statistically significant multiple times. To summarise phases of $\ell$ mode , 12, 13, 14, 17, 19, 27, 28, 47, 57, 62, 9, 118, 119, 123 and 128 have significance occurring multiple times in violation of random phase hypothesis indicating presence of non-Gaussian signature in corresponding spherical harmonic coefficients which might be of primordial origin.

For the class III tests where we investigate the correlation between neighboring $\ell$ modes, we look for statistically significant multiple occurrences of correlated pairs. For the variable type (v), where we investigate the correlation between subsequent $\ell$ modes, we find $\ell$ mode pairs $(10,11)$, $(20,21)$, $(88,89)$ and $(111,112)$ occur multiple times with significant correlations across cleaned maps. We find mode pair $(20,21)$ in COMMANDER and SEVEM maps. For the class II and variable type (v), where we investigate the correlation between $\ell$ and next to
subsequent $\ell$ mode phases, we find that the mode pairs (12,14) is significant multiple times across different cleaned maps. The presence of non-uniform or correlated spherical harmonic phases and correlated phases corresponding to various mode pairs in the cleaned CMB maps indicate presence of non-Gaussian signals therein. An important future project will be to investigate the underlying cause of the detected non-Gaussianities of this work.
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