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Abstract—This paper presents the concept of “model-based neural network” (MNN), which is inspired by the classic artificial neural network (ANN) but for different usages. Instead of being used as a data-driven classifier, a MNN serves as a modeling tool with artfully defined inputs, outputs, and activation functions which have explicit physical meanings. Owing to the same layered form as an ANN, a MNN can also be optimized using the back-propagation (BP) algorithm. As an interesting application, the classic problem of line spectral estimation can be modeled by a MNN. We propose to first initialize the MNN by the fast Fourier transform (FFT) based spectral estimation, and then optimize the MNN by the BP algorithm, which automatically yields the maximum likelihood (ML) parameter estimation of the frequency spectrum. We also design a method of merging and pruning the hidden-layer nodes of the MNN, which can be used for model-order selection, i.e., to estimate the number of sinusoids. Numerical simulations verify the effectiveness of the proposed method.

Index Terms—Model-based neural network, spectral analysis, back propagation, SPICE, IAA

I. INTRODUCTION

As a powerful tool of machine learning, an artificial neural network (ANN) can closely approximate any function with multiple hidden-layer nodes and nonlinear activation functions [1]. Owing to its capability of universal approximation [2], an ANN can be trained as an excellent classifier using the famous back-propagation (BP) algorithm driven by “big data”; thus, the ANN has in recent years been applied to various fields, like computer vision [3], natural language processing [4] and so on.

Efforts have also been made to use ANN for solving some signal processing problems in communications. For example, in [5] and [6], ANN has been used to obtain the channel state information. This kind of methods can have good performance in certain scenarios, but commonly lacks interpretability and generalization capability, probably because the nonlinear activation functions in the ANN neurons, such as sigmoid, softmax, ReLU, are defined from a mathematical perspective but lack clear physical meanings. For the same reason, an ANN is usually regarded as a data-driven tool rather than a model-based one, despite some recent efforts to combine the ANN with certain model-based domain knowledge as done in [7]–[9].

In this paper, we propose the concept of “model-based neural network” (MNN), which stems from the first author’s previous work in relay network optimization [10] [11] (but termed as quasi-neural network therein). The MNN has the same layered form as the ANN but with the input, the output, and the activation functions being artfully designed to have explicit physical meanings. Hence, the MNN can be regarded as an evolution of the classic ANN towards a fully interpretable modeling tool. The MNN has the key features as follows.

• Different from an ANN as a data-driven classifier, which lacks interpretability and generalization capability [12], [13], the MNN is a modeling tool with clear physical meaning, and hence is fully interpretable;
• Similar to an ANN as a universal approximator, the MNN has the layered structure and can be a universal “modeller” by artfully choosing the input, the output, and the nonlinear activation functions;
• Owing to the layered structure, the MNN can be efficiently optimized using the BP algorithm based on the chain rule of derivative.

As a showcase application of the MNN, we apply the MNN to the classic spectral estimation [14].

Spectral estimation has been actively researched for several decades, due to its wide applications in radar [15], medical imaging [16], wireless communications [17], and autonomous-driving vehicles [18], etc. Three categories of methods have been developed for spectral estimation in the past several decades. The first category is non-parametric, among which the fast Fourier transform (FFT) is the simplest and most widely-used. This category of methods, however, often suffers from low resolution and high false alarm probability.

The second category parameterizes the signal and estimates the parameters based on the maximum likelihood (ML) criterion. The ML estimation is asymptotically statistically efficient under white Gaussian noise if the number of the sinusoids is known and the global optimum is achieved [14], but it is computationally very involved due to the non-convexity of the problem. The state-of-the-art methods include the RELAX method [19], [20], the atomic norm based method [21] [22], and the Newtonized Orthogonal Matching Pursuit (NOMP) method [23]. The NOMP method also proposes an approach to determine the number of the sinusoids, i.e., the model order. Both RELAX and NOMP methods are essentially coordinate descent methods and hence can be time-consuming when the
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model order is large. The atomic norm based methods rely on semidefinite programming (SDP) and hence is computationally complicated especially in the high-dimension scenarios. The MUSIC algorithm [24] and the ESPRIT algorithm [25], as two famous parametric methods, cannot yield real ML estimates even with the known number of sinusoids, and hence are not statistically efficient.

The third category is the semi-parametric methods, an intermediate one between the first and the second categories. This kind of methods utilize the signal sparsity and solve a convex problem. They can often achieve higher resolution and lower false-alarm probability than the non-parametric methods. But they are not as theoretically robust as the parametric ones, because the asymptotic efficiency is not guaranteed [26], [27]. Moreover, the semi-parametric methods are grid-based, leading to performances confined to the granularity of the grid points.

In this paper, we apply the MNN as a new solution to the problem of line spectral estimation. It belongs to the second category, i.e., it is a parametric method. But it can solve the non-convex problem efficiently and outperform the state-of-the-art methods. Specifically, we use the time index as the MNN’s input, use the complex amplitudes and digital angular frequencies as the network’s weights, and use the complex exponential function as the nonlinear activation function. Based on the cost function of fitting residual, the BP method [1] is then used to train this MNN. We first obtain the coarse initial estimates of the frequencies and the amplitudes using the simple FFT-based spectral estimation method, which usually provides good initialization for the BP algorithm to find a global optimum. The resultant optimized weights of the MNN are nothing but the optimal estimates of the frequencies and the amplitudes of the sinusoids.

The contributions of this paper are summarized as follows:

1) We introduce the concept of MNN as a universal modeler with clear physical meaning, which may motivate future researches beyond the spectral estimation and the relay communications as studied in [11].

2) We apply the MNN to solve the classic line spectral estimation problem. Detailed network structure and derivation of updating formula are provided in this paper. Numerical examples show the feasibility of MNN and its superior performance over some widely-used spectral estimation methods, such as the FFT, the MUSIC [24], and the grid-based semi-parametric methods [26], [27].

3) Model-order selection, i.e., to determine the number of sinusoids, is a challenging aspect of spectral estimation. The classic model-order selection methods, such as the AIC [28] and the BIC [29], need exhaustive searches across different model orders until finding the best one, which entails formidable computational complexity. For the MNN, each hidden node corresponds to a sinusoid; thus, model-order selection can be easily achieved via merging and pruning of the hidden-layer nodes. We present criteria of node merging and pruning that is theoretically solid.

The rest of this paper is organized as follows. In Section II, we introduce the signal model and formulate the problem. In Section III, we apply the MNN to the classic spectral estimation problem and use the BP to train the network. We also show how to use FFT to initialize the MNN and how to determine the number of sinusoidal components in the line spectral signal by merging and pruning the network nodes. In Section IV we provide numerical simulation results to verify the effectiveness of our proposed method.

Notation: We denote vectors and matrices by boldface lower-case and upper-case letter, respectively. $(\cdot)^T$ and $(\cdot)^H$ denote the transpose and conjugate transpose operation, respectively. $||x||_2$ denotes the $l_2$ norm of the vector $x$. $\odot$ denotes the element-wise product of two matrices or two vectors. $(\cdot)^T$, $(\cdot)^*$ and $(\cdot)^H$ denote transpose, complex conjugate and conjugate transpose, respectively. $CN(0, \sigma^2)$ denotes the complex Gaussian noise with zero mean and $\sigma^2$ variance. $\mathcal{E}(1/\theta)$ denotes the exponential distribution with the mean being $\theta$. $\chi^2_\nu$ is the chi-square distribution whose degree of freedom is $\nu$. $F_{\nu_1, \nu_2}$ denotes the F-distribution with two degrees of freedom parameters being $\nu_1$ and $\nu_2$.

II. SIGNAL MODEL AND MODEL-BASED NEURAL NETWORK

We first introduce the concept of the MNN using an example of signal processing for relay network communications, before showing that the MNN can also be applied for line spectral estimation.

A. The MNN for Modeling Relay Networks

Fig. 1: A relay network shown in the upper subplot is analogous to a four-layer ANN shown in the lower subplot.

As an illustrative example of the MNN, we recall the nonlinear relay beamforming network studied in [10]. As
shown in the upper subplot of Fig. 1, we considered in [10] the optimization of the precoding of the transmitter, the relay beamforming weights, and the receiver beamforming, denoted by \( \mathbf{u}, \mathbf{V}, \) and \( \mathbf{w} \), respectively, according to the minimum mean squared error (MMSE) criterion. The instantaneous power constraint per transmit antenna is modeled by the nonlinear Soft Envelop Limiter (SEL) function

\[
\sigma(x) \triangleq \begin{cases} 
  x & |x| \leq 1 \\
  e^{\frac{x}{2}} & |x| > 1.
\end{cases}
\]  

Then the nonlinear SEL is analogous to a nonlinear activation function of the conventional ANN. Combining \( \mathbf{V} \) with the source-to-relay channel (denoted as \( \mathbf{H}_s \) in the upper subplot of Fig. 1) and combining \( \mathbf{w} \) with the relay-to-destination channel (denoted as \( \mathbf{H}_d \)), we can view the relay network as a four-layer ANN as illustrated in the upper subplot of Fig. 1. Such a network has the same layered form as the ANN but with activation functions artfully designed with clear physical meaning. Owing to the layered form, the network can be optimized by the classic BP algorithm based on some pilot sequences.

**B. The MNN for Modeling Line Spectral Signals**

The classic problem of line spectral estimation relies on the signal model [14]:

\[
y = x + e \in \mathbb{C}^{N \times 1},
\]  

where \( x \) is the sum of \( K \) complex-valued sinusoidal signals, i.e., \( x(n) = \sum_{k=1}^{K} \alpha_k e^{j\omega_k n}, n = 0, \ldots, N - 1; \) \( \alpha_k \) and \( \omega_k \in [0, 2\pi] \) are the complex-valued amplitude and digital angular frequency of the \( k \)-th complex exponential component, respectively; \( e \) is complex i.i.d. additive white Gaussian noise (AWGN) with zero mean and unknown variance \( \sigma^2 \), i.e., \( e(n) \sim \mathcal{CN}(0, \sigma^2) \).

We propose to model the signal \( x \) using a network as shown in Fig. 2 where the input is the sequence

\[
n \triangleq [0, 1, \ldots, N - 1]^T \in \mathbb{R}^{N \times 1},
\]  

the activation function of the \( M \) neurons of the hidden layer is

\[
\sigma(z) = e^{jz}.
\]  

Denote \( \hat{\omega} \)'s as the weights connecting the input layer and the hidden layer, and \( \tilde{\alpha} \)'s as the weights connecting the hidden layer and the output layer. Then we have

\[
z_i = \hat{\omega}_i n, \quad a(\tilde{\alpha}_i) = \sigma(z_i) = \left( e^{j\tilde{\alpha}_1}, e^{j\tilde{\alpha}_2}, \ldots, e^{j\tilde{\alpha}_M} \right).
\]  

Fig. 2: The MNN for modeling the superimposed sinusoids.

\[
\text{and}
\]

\[
x = \sum_{i=1}^{M} \tilde{\alpha}_i a(\tilde{\omega}_i).
\]  

Note that \( x \) in (8) is the same with that in (2) except that \( K \) is replaced by \( M \), since the number of signals \( K \) is usually unknown in practice. Indeed, the estimation of the model order is challenging, which will be addressed in Section III-C.

To estimate \( \alpha_k \) and \( \omega_k \), we choose to adopt the cost function

\[
C(\omega, \hat{\alpha}) \triangleq ||y - A(\tilde{\omega})\tilde{\alpha}||^2_F,
\]  

(9)

(12)

(13)

(10)

(11)

(12)

III. LINE SPECTRAL ESTIMATION USING MNN

**A. Network Optimization Using BP Algorithm**

To train the MNN, we calculate the gradients of (9) with respect to \( \tilde{\omega}_i, \tilde{\alpha}_i \) using the BP algorithm, which is essentially a gradient descent method explained as follows.

First, by using the chain rule we have from (9) that

\[
\frac{\partial C}{\partial \tilde{\alpha}_i} = \frac{\partial x^*}{\partial \tilde{\alpha}_i} \frac{\partial C}{\partial x} + \frac{\partial x^*}{\partial \tilde{\alpha}_i} \frac{\partial C}{\partial x^*}.
\]  

It follows from (6) that

\[
\frac{\partial x}{\partial \tilde{\alpha}_i} = 0 \quad \text{and} \quad \frac{\partial x^*}{\partial \tilde{\alpha}_i} = A^H;
\]  

(10)

(11)

(12)

(13)
Second, we have
\[
\frac{\partial C}{\partial \tilde{\omega}_i} = \left[ \frac{\partial \alpha_i^* \partial \mathbf{x}}{\partial \tilde{\omega}_i} \tilde{\alpha}_i^* + \frac{\partial \alpha_i \partial \mathbf{x}^*}{\partial \tilde{\omega}_i} \alpha_i \right] \frac{\partial C}{\partial \mathbf{x}} + \frac{\partial \alpha_i^* \partial \mathbf{x}^*}{\partial \tilde{\omega}_i} \frac{\partial C}{\partial \alpha_i^*} \tilde{\alpha}_i, \quad i = 0, 1, \ldots, M.
\]
(14)

Knowing from (6) that
\[
\frac{\partial \mathbf{x}^*}{\partial \alpha_i} = 0_M \quad \text{and} \quad \frac{\partial \mathbf{x}}{\partial \alpha_i} = 0_M,
\]
we can rewrite (14) as
\[
\frac{\partial C}{\partial \tilde{\omega}_i} = \frac{\partial \alpha_i}{\partial \tilde{\omega}_i} \frac{\partial \mathbf{x}}{\partial \alpha_i} + \frac{\partial \alpha_i^* \partial \mathbf{x}^*}{\partial \tilde{\omega}_i} \frac{\partial C}{\partial \alpha_i^*} \tilde{\alpha}_i.
\]
(15)

From (5), (6), we can obtain
\[
\frac{\partial \alpha_i}{\partial \tilde{\omega}_i} = \mathbf{n}^T \odot \begin{bmatrix} \frac{\partial \alpha_{i,1}}{\partial z_{i,1}} & \frac{\partial \alpha_{i,2}}{\partial z_{i,2}} & \ldots & \frac{\partial \alpha_{i,N}}{\partial z_{i,N}} \end{bmatrix},
\]
\[
\frac{\partial \alpha_i^*}{\partial \tilde{\omega}_i} = \mathbf{n}^T \odot \begin{bmatrix} \frac{\partial \alpha_{i,1}^*}{\partial z_{i,1}} & \frac{\partial \alpha_{i,2}^*}{\partial z_{i,2}} & \ldots & \frac{\partial \alpha_{i,N}^*}{\partial z_{i,N}} \end{bmatrix},
\]
(16)

and
\[
\frac{\partial \mathbf{x}}{\partial \alpha_i} = \tilde{\alpha}_i \mathbf{I}_N, \quad \frac{\partial \mathbf{x}^*}{\partial \alpha_i} = \tilde{\alpha}_i^* \mathbf{I}_N,
\]
(17)

where
\[
\frac{\partial \alpha_{i,n}}{\partial z_{i,n}} = j e^{j z_{i,n}}, \quad \frac{\partial \alpha_{i,n}^*}{\partial z_{i,n}} = -je^{-j z_{i,n}}, \quad n = 0, 1, \ldots, N - 1.
\]
(18)

Thus, substituting (13) (17) (18) into (16) yields
\[
\frac{\partial C}{\partial \tilde{\omega}} = 2 \text{Im} \left\{ \tilde{\alpha} \odot [\mathbf{A}^T [\mathbf{n} \odot (\mathbf{y} - \mathbf{x})^*]] \right\}.
\]
(19)

C. Model Order Selection

As mentioned earlier, it is a nontrivial task to determine the number of sinusoids. As each node in the hidden layer of the MNN corresponds to a sinusoid, we can merge or prune the nodes to adjust the order of the model conveniently when conducting the BP algorithm. The guidance of model order selection is explained as follows.

1) Criterion of nodes merging: To determine whether two nodes should be merged is essentially a hypothesis testing problem:
\[
H_0 : \omega_j - \omega_j \leq \Delta \omega_{\text{min}},
\]
\[
H_1 : \omega_j - \omega_j > \Delta \omega_{\text{min}},
\]
with \( \omega_j > \omega_j \). Here \( \Delta \omega_{\text{min}} \geq 0 \) is some prescribed number.

To solve this problem, we derive the posterior probability of \( \Delta \omega_{ij} = \omega_j - \omega_i \) conditioned on the ML estimate \( \hat{\omega}_i, \hat{\omega}_j \), i.e.,
\[
\Pr(\Delta \omega_{ij} | \hat{\omega}_i, \hat{\omega}_j).
\]
(20)

With the Cramér–Rao bound (CRB) to obtain the probability of the ML estimate. Consider the simplifying scenario where only two sinusoids exist, i.e.,
\[
y(n) = \alpha_s e^{j \omega_i n} + \alpha_j e^{j \omega_j n} + e(n), \quad \omega_i < \omega_j, n = 0, \ldots, N - 1, e(n) \sim CN(0, \sigma^2).
\]
(21)

Then the ML estimates of both frequencies should be unbiased with variance approaching the CRB. That is,
\[
\left( \frac{\hat{\omega}_i}{\hat{\omega}_j} \right) \sim \mathcal{N} \left( \begin{bmatrix} \omega_i \\ \omega_j \end{bmatrix}, \text{CRB}^{\omega} \right),
\]
(22)

where
\[
\text{CRB}^{\omega} = \frac{\sigma^2}{2} \begin{bmatrix} |\alpha_j|^2 |\alpha_s|^2 \rho_2^2 - \text{Re} [\alpha_s^* \alpha_j \rho_2]^2 & \text{Re} [\alpha_s^* \alpha_j \rho_2] \\ -\text{Re} [\alpha_s \alpha_j \rho_2] & |\alpha_j|^2 \rho_1 \end{bmatrix},
\]
(23)

\[
\text{CRB}^{\omega} = \frac{\sigma^2}{2} \begin{bmatrix} |\alpha_j|^2 |\alpha_s|^2 \rho_2^2 - \text{Re} [\alpha_s^* \alpha_j \rho_2]^2 & \text{Re} [\alpha_s^* \alpha_j \rho_2] \\ -\text{Re} [\alpha_s \alpha_j \rho_2] & |\alpha_j|^2 \rho_1 \end{bmatrix},
\]
(24)

Thus, it may require too many random initializations for the BP algorithm before finding a global optimum. To solve this issue, we consider using the FFT to obtain the initial parameter estimation.

First, apply a zero-padded FFT to the sequence \( \mathbf{y} \) to obtain an \( L \)-point frequency-domain sequence \( \mathbf{y}^F \); second, locate the peaks of \( |\mathbf{y}^F| \) and add the corresponding frequency points into the initial frequency set \( \omega(0) \in \mathbb{R}^P \), where \( P \) is the number of peaks. Due to the low resolution of the FFT spectrum, one peak may be due to two or more sinusoids with frequencies approximate to each other. To obtain a higher frequency resolution, we also check the frequency points adjacent to the peaks \( \tilde{\omega}_i, i = 1, \ldots, P \), i.e., to compare the FFT power spectrum at frequencies \( \tilde{\omega}_i \pm \frac{X}{2} \) and augment to the vector \( \tilde{\omega}(0) \) by \( \tilde{\omega}_i + \frac{X}{2} \) or \( \tilde{\omega}_i - \frac{X}{2} \) depending which one corresponds to the higher power. After removing the repeated elements, the cardinality of \( \omega(0) \) is denoted by \( M \). Finally, \( \hat{\alpha} \) can be initialized by using the least squared method corresponding to the frequency points in \( \omega(0) \), i.e.,
\[
\hat{\alpha}(0) = [\mathbf{A}^H (\hat{\omega}(0)) \mathbf{A}(\hat{\omega}(0))]^{-1} \mathbf{A}^H (\hat{\omega}(0)) \mathbf{y}.
\]
(25)
with $\rho_1$ and $\rho_2$ being defined as

$$
\rho_1 = \sum_{n=0}^{N-1} n^2, \quad \rho_2 = \sum_{n=0}^{N-1} n^2 e^{j(\omega_i - \omega_j)n}.
$$

(29)

The derivation for (28) is relegated to Appendix.

Next, we assume without loss of generality that $\omega_i, \omega_j$ are independent and have a prior probability of uniform distribution in $[0, 2\pi]$,

$$
p\left(\frac{\omega_i}{\omega_j}\right) = \frac{1}{4\pi^2}, \omega_i, \omega_j \in [0, 2\pi].
$$

(30)

Then the posterior distribution of $\omega_i, \omega_j$ can be obtained by

$$
p\left(\frac{\omega_i}{\omega_j}\right) = \frac{p\left(\frac{\omega_i}{\omega_j}\right) p\left(\frac{\omega_i}{\omega_j}\right)}{\int_0^{2\pi} \int_0^{2\pi} p\left(\frac{\omega_i}{\omega_j}\right) p\left(\frac{\omega_i}{\omega_j}\right) d\omega_i d\omega_j}
$$

$$
= p\left(\frac{\omega_i}{\omega_j}\right) p\left(\frac{\omega_i}{\omega_j}\right).
$$

(31)

Hence, the posterior distribution of the frequencies conditioned on the ML estimates is

$$
\begin{pmatrix}
\omega_i \\
\omega_j
\end{pmatrix}
\sim \mathcal{N}\left(\begin{pmatrix}
\tilde{\omega}_i \\
\tilde{\omega}_j
\end{pmatrix}, \text{CRB}^{ij}\right).
$$

(32)

It follows from (28) that the statistic $\Delta\omega_{ij} \triangleq \omega_j - \omega_i$

$$
\Delta\omega_{ij} \sim \mathcal{N}(\tilde{\omega}_j - \tilde{\omega}_i, \text{CRB}^{ij}_{\Delta}),
$$

(33)

where

$$
\text{CRB}^{ij}_{\Delta} = [-1, 1] \text{ CRB}^{ij} \begin{bmatrix} -1 \\ 1 \end{bmatrix}
$$

$$
= \frac{\sigma_i^2}{2} \frac{\left|\alpha_i^2 + \alpha_j^2\right| + 2 \Re[\alpha_i^2 \alpha_j \rho_2]}{|\alpha_i|^2 |\alpha_j|^2 \rho_1^2 - \Re[\alpha_i^2 \alpha_j \rho_2]^2}.
$$

(34)

If the probability of $\Delta\omega_{ij} \leq \Delta\omega_{\min}$ is larger than a small value $\epsilon_f$ (e.g., $1 \times 10^{-6}$), i.e.,

$$
\Pr(\Delta\omega_{ij} \leq \Delta\omega_{\min}) > \epsilon_f,
$$

(35)

we accept the hypothesis $H_0$ and propose to merge the two “hidden” nodes since they can not be separated correctly with high probability (see Fig. 3). By some simple calculations, we find that if

$$
\tilde{\omega}_j - \tilde{\omega}_i < \Delta\omega_{\min} - \sqrt{\text{CRB}^{ij}_{\Delta} N^{-1}(\epsilon_f)},
$$

(36)

where $N^{-1}(\cdot)$ denotes the inverse function of the cumulative distribution function (CDF) of the standardized Gaussian distribution, we can merge the corresponding nodes into one, average their frequencies to be $(\tilde{\omega}_i + \tilde{\omega}_j)/2$, and combine the amplitudes into $\tilde{\alpha}_i + \tilde{\alpha}_j$ before the next iteration.

Note that although in real applications we do not know the true value of the complex amplitudes, frequencies, and the Gaussian noise variance, we can use the estimated value $\tilde{\alpha}_i, \tilde{\alpha}_j, \tilde{\omega}_i, \tilde{\omega}_j$ and $\tilde{\sigma}^2 = |x - y|^2 / N$ instead of the true value to calculate CRB$_{\Delta}$, since the ML estimate of the MNN is unbiased. Also, we commonly set $\Delta\omega_{\min} = 0$ in real applications for simplicity without loss of performance.

2) Criterion of node pruning: To determine whether a node should be pruned is also a hypothesis testing problem

$$
H_0 : a \text{ sinusoid does not exist at } \tilde{\omega}
$$

$$
H_1 : a \text{ sinusoid exists at } \tilde{\omega}.
$$

(37)

The idea of deriving the node pruning criterion is that if the power of a sinusoidal component is larger than a certain threshold, we keep this component or it should be pruned.

Consider the statistic

$$
\xi \triangleq \frac{|\alpha^{H}\tilde{\omega} y|^2}{\|y - A\tilde{\omega}\alpha\|^2},
$$

(38)

where $\tilde{\omega}$ and $\tilde{\alpha}$ are the current weights of the MNN. This statistic describes the distribution of the power at frequency $\tilde{\omega}_i$ normalized by the noise power. We propose to prune the node from the network if $\xi$ is less than some threshold $\Xi$ after some iterations. We show in the next that the distribution function of $\xi$ under $H_0$ is independent of the noise power; thus, the threshold $\Xi$ can be derived according to a prescribed constant false alarm rate (CFAR).

With this statistic, we can use the following false alarm rate criterion:

$$
\Pr\left(\frac{|\alpha^{H}\tilde{\omega} y|^2}{\|y - A\tilde{\omega}\alpha\|^2} > \Xi\right) < \epsilon_a, i = 1, \ldots, M.
$$

(39)

It means that when $y$ does not contain a sinusoid at frequency $\tilde{\omega}_i$, the probability of false alarm, i.e., the corresponding statistic (38) being larger than a certain threshold $\Xi$, should be less than a small value $\epsilon_a$, e.g., $1 \times 10^{-6}$.

To find $\Xi$, we need to derive the distribution of (38). For simplicity, we consider the case that $y$ does not contain any sinusoid, i.e., $y = e \sim \mathcal{CN}(0, \sigma^2)$. We first derive the distributions of the numerator and denominator of (38) separately, and find that they have forms of chi-square distribution. Thus, a scaled version of (38) obeys an F-distribution.

Because $y = e \sim \mathcal{CN}(0, \sigma^2)$, $(y(n))^2$ obeys the exponential distribution whose mean is $\sigma^2$, i.e., $(y(n))^2 \sim \mathcal{E}(1/\sigma^2)$. Using
the property that $E(1/2)$ is equal to $X^2_2$, we have
\[ \frac{2}{\sigma^2} |y(n)|^2 \sim X^2_2. \]  (40)

Then, we can obtain the distribution of $\|y\|_2^2$ as follows:
\[ \frac{2}{\sigma^2} \|y\|_2^2 = \sum_{n=0}^{N-1} \frac{2}{\sigma^2} |y(n)|^2 \sim X^2_{2N}. \]  (41)

Because the already-estimated $A\hat{\alpha}$ cancels $2M$ degrees of freedom, approximately, we have
\[ \frac{2}{\sigma^2} \|y - A\hat{\alpha}\|_2^2 \sim X^2_{2(N-M)}. \]  (42)

Next, we derive the distribution of $|a^H_i y|^2$. Because $CN(0, \sigma^2)$ is rotationally invariant, $|a^H_i y|^2$ has the same distribution as $|a^H_i y(0)|^2 = N|y(0)|^2 \sim E(1/N\sigma^2)$. Thus,
\[ \frac{2}{N\sigma^2}|a^H_i y|^2 \sim X^2_2. \]  (43)

Then, (38) can be viewed as the quotient of two chi-square distributions:
\[ \frac{2}{\frac{2}{N\sigma^2}|a^H_i y|^2} = \frac{1}{N} \frac{|a^H_i y|^2}{\|y - A\hat{\alpha}\|_2^2} \sim \frac{X^2_2}{X^2_{2(N-M)}}. \]  (44)

Note that the statistic $a^H y$ can be viewed as projecting the Gaussian statistic $y$ onto a space spanned by $a_i$, i.e., span($a_i$) and apparently, span($a_i$) ∈ span($A$). Also note that $y - A\hat{\alpha}$ can be viewed as projecting $y$ onto the complement space of span($A$). Thus, $|a^H_i y|^2$ and $\|y - A\hat{\alpha}\|_2^2$ are statistically independent.

Using the property that when $X^2_2/2$ and $X^2_{2(N-M)}/2(N - M)$ are independent,
\[ \frac{X^2_2/2}{X^2_{2(N-M)}/2(N - M)} = F_{2,2(N-M)}, \]  (45)
we can obtain the distribution of a scaled version of (38) and it has the following form:
\[ \frac{N - M}{N} \frac{|a^H_i y|^2}{\|y - A\hat{\alpha}\|_2^2} \sim F_{2,2(N-M)}. \]  (46)

Given the distribution of (38), the threshold can be easily obtained as
\[ \Xi = \frac{N - M}{N} F^{-1}_{2,2(N-M)}(1 - \epsilon_a), \]  (47)
where $F^{-1}_{2,2(N-M)}(\cdot)$ is the inverse function of the CDF of $F_{2,2(N-M)}$. If the statistic (38) of the estimated frequency $\hat{\omega}_i$ is smaller than $\Xi$, we prune the corresponding network node because mostly probably there is only noise at frequency $\hat{\omega}_i$.

Note that the performance of the pruning criterion can be theoretically analyzed by plotting the corresponding receiver operating characteristic (ROC) curves, for which we need to compute the false alarm rate (FAR) against the probability of detection (PD). Considering the MNN with one hidden-layer node ($M = 1$), we define the PD as the probability of keeping the node when there exists a corresponding sinusoid, and define the FAR as the probability of keeping the node when the signal does not contain any sinusoid. Next, we derive PD and FAR separately. To derive FAR, we consider a signal only containing the white Gaussian noise. It is easy to know that when $y = e$,
\[ \text{FAR} = \text{Pr} \left( \frac{|a^H_i y|^2}{\|y - A\hat{\alpha}\|_2^2} \geq \Xi \right) = \epsilon_a. \]  (48)

Then we derive the PD and consider the signal containing one sinusoid with frequency $\omega_i$ and amplitude $\alpha_i$, i.e., $y = \alpha_i a_i + e$. We again derive the distribution of the numerator and denominator of $\xi$ separately first. Because the sinusoid in $y$ can be subtracted by the unbiased estimate $\hat{\alpha}_1$, $\hat{\omega}_1$, we still have
\[ \frac{2}{\sigma^2} \|y - A\hat{\alpha}\|_2^2 = \frac{2}{\sigma^2} \|y - \hat{\alpha}_1 \hat{\omega}_1\|^2 \sim X^2_{2(N-M)}. \]  (49)

Next, because we have $a^H_i y = a^H_i (x + e) = N\alpha_1 + a^H_i e \sim CN(N\alpha_1, N\sigma^2)$, $rac{2}{\sigma^2}|a^H_i y|^2$ obeys the non-central chi-square distribution whose degree of freedom is 2, and the non-centrality parameter is $2N|\alpha_1|^2/\sigma^2$. Similar to (46), the scaled version of the statistic, i.e.,
\[ \frac{N - M}{N} \xi = \frac{N - M}{N} \frac{|a^H_i y|^2}{\|y - A\hat{\alpha}\|_2^2}, \]  (50)
obes the non-central F-distribution with the degrees of freedom being 2 and $2(N - M)$, and the non-centrality parameter is $2N|\alpha_1|^2/\sigma^2$. The probability of detection can be easily obtained by calculating $\text{Pr}(\xi \geq \Xi)$. Denote the signal-to-noise ratio (SNR) as $10 \log_{10} |\alpha_1|^2$, the ROC curves under different SNR cases are shown in Fig. 4. The large area under the ROC curves shows the good performance of our pruning method. More numerical analysis can be found in Section IV.

![ROC of the pruning method under different SNR cases](image)

After the merging and pruning, the corresponding weights of the reduced number of nodes, i.e., the amplitudes and frequencies, will further be updated by the BP algorithm until convergence.

With FFT initialization and merging and pruning steps, the whole procedure of training the neural network is summarized in Algorithm 1.
Algorithm 1 Training of MNN

Input: Received data sequence \( y \); learning rate \( \gamma \), momentum parameter \( \lambda \);

Output: The optimized weight of the MNN \( \hat{\alpha}, \hat{\omega} \);

1: Apply an \( L \)-point FFT to \( y \) to obtain \( y^f \). \( L \) is commonly set as \( 4N \);
2: Locate the peaks of \( |y^f| \) as \( \omega_1, \ldots, \omega_P \), put these frequency points into the initial frequency set \( \omega^0(0) \);
3: For \( \omega_i, i = 1, \ldots, P \), also add its adjacent frequency point with larger amplitudes obtained by FFT into the initial frequency set \( \omega^0(0) \in \mathbb{R}^M \);
4: Obtain the initial amplitude set \( \hat{\alpha}^0(0) \) by using the least square method corresponding to the frequency points in \( \omega^0(0) \) (see \( 23 \)).
5: \( \tau = 1 \);
6: do
7: Initialize the NN with \( \hat{\alpha}^{\tau-1}(0) \) and \( \hat{\omega}^{\tau-1}(0) \) (when \( \tau > 1 \), \( \hat{\alpha}^{\tau-1}(0) = \hat{\alpha}^{\tau-1}, \hat{\omega}^{\tau-1}(0) = \hat{\omega}^{\tau-1} \));
8: \( t = 0 \);
9: do
10: Calculate \( z^T(t), a^T(t) \) and \( x^T(t) \) by \((5)-(8) \);
11: Calculate \( \frac{d\hat{\alpha}^T(t+1)}{d\omega} \) and \( \frac{d\hat{\omega}^T(t+1)}{d\alpha} \) using \((13) \) and \((20) \);
12: Update \( \hat{\alpha}^T(t+1) \) and \( \hat{\omega}^T(t+1) \) using \((21) \) and \((22) \);
13: \( t = t + 1 \);
14: \( \hat{C} = \frac{1}{N} \| y - x^T(t) \|_2^2 \);
15: while the change in \( \hat{C} \) from the previous iteration is less than a pre-set tolerance \( \epsilon \) (e.g., \( \epsilon = 10^{-5} \)).
16: Merging: If \( \hat{\omega}^T_t - \hat{\omega}^T_0 < \Delta\omega_{\min} - \sqrt{\text{CRB}_S^2N^{-1}}(\epsilon_f) \), merge them into one, average their frequencies to be \( \langle \hat{\omega}_t^T + \hat{\omega}_0^T \rangle / 2 \), and combine the amplitudes into \( \hat{\alpha}^T_t + \hat{\alpha}^T_0 \).
17: Pruning: If \( \xi \) of \( \hat{\omega}_i \) is smaller than \( \Xi \), prune the corresponding node.
18: Taking modulo \( \hat{\omega}^T_t \mod(\hat{\omega}^T_t, 2\pi) \).
19: Result: \( \hat{\omega}^T, \hat{\alpha}^T \) after merging and pruning.
20: \( \tau = \tau + 1 \).
21: while no sinusoidal components are merged or pruned.

D. Complexity Analysis

From Line 10 - 12 in Algorithm 1, \((5)-(8)\) needs \( MN \) multiplications. The complexity of \((8) \) and \((13) \) are both \( O(MN) \). In \((20) \), \( n \odot (y - x)^T \) needs \( N \) multiplications, the complexity of multiplying \( A^T \) and \( [n \odot (y - x)^T] \) is \( O(MN) \), and the complexity of the element-wise multiplication between \( 2\alpha \) and \( A^T[n \odot (y - x)^T] \) is \( O(2M) \). Thus, the total computational complexity of \((20) \) is \( O(2M + N + MN) \). Finally, \((21) \) and \((22) \) need \( 2M \) and \( 4M \) multiplications, respectively. Thus, the whole process takes \( O(I(4MN + 8M + N)) \) with \( I \) being the total number of iterations. Moreover, it can be envisioned that the neural network-like structure of the MNN allows for ultra-efficient implementation of parallel computation conducted on a GPU, which is out of the scope of this paper and is left to future investigation.

IV. NUMERICAL SIMULATION

In this section, we provide several simulation examples to verify the effectiveness of the line spectral estimation using the MNN. For all the cases, the SNR is defined as follows:

\[
\text{SNR} = 10 \log_{10} \frac{\| x \|_2^2}{\| e \|_2^2} \text{(dB)}.
\]

A. Comparison of Estimation Precision

We first compare the performance of different spectral estimation methods including our MNN and several other widely-used methods. We simulate a \( N = 32 \) point signal which contains \( K = 3 \) complex sinusoidal components with normalized digital frequency 0.1, 0.115 and 0.37. The signal is contaminated by zero-mean white Gaussian noise, and the signal-to-noise ratio (SNR) is 10dB. The amplitudes of the signal are marked by red dots in Fig. 5. For comparison, we also provide the results of other spectral estimation algorithms, including the FFT, the MUSIC and two grid-based methods, i.e., SPICE and IAA \([18],[27]\). The number of the grid points in the frequency domain used by the grid-based methods is equal to the signal length, i.e., 32. Fig. 5 shows the spectral estimation results obtained by different algorithms with \( M = 6 \). It is clear that FFT and MUSIC cannot distinguish the two complex sinusoids with frequencies 0.1 and 0.115. Although the grid-based methods can distinguish these two signals, their performance are limited by the granularity of the grids. Our MNN-based method has higher estimation accuracy of the frequencies and amplitudes of all three cosine waves. Moreover, only our MNN-based method does not need to know the number of sinusoidal signals before-hand. When we assume that \( M = 6 \) instead of 3, the extra components can be merged and pruned by our MNN-based method and the number of sinusoidal components is correctly estimated, which means lower false-alarm probability and no need to know exact \( K \) in advance.

![Fig. 5: Spectrum estimation results of different algorithms when SNR is 10 dB with M = 6.](image-url)

We then compare the Cramér–Rao bound (CRB) and the normalized mean square error (MSE) of amplitudes and frequencies obtained by different algorithms under different SNR.
cases. Under each SNR case, we adopt a 1000 times Monte Carlo simulation. We set a 32-point time series which contains three complex sinusoidal components with the digital angular frequencies at $2\pi \times [0.1, 0.22, 0.37]$ and the amplitudes are randomly generated in each Monte Carlo run. Fig. 6 shows that when SNR increases, the performance of SPICE and IAA [18], [27] will not improve. It is because the performance of the grid-based methods are greatly limited by the not-good-enough grid, while our MNN-based method eliminates this problem and outperforms its four counterparts. Additionally, when SNR increases, only the MSE of our MNN-based method come close to the CRB.

![Normalized amplitude MSE vs SNR](image1)

![Normalized frequency MSE vs SNR](image2)

Fig. 6: Normalized a) amplitude and b) frequency MSE versus SNR for the parameter estimation problem.

**B. Validation of Merging and Pruning**

In this subsection, we validate the performance of our merging and pruning method. We first investigate the performance of the merging and pruning method separately by plotting the corresponding ROC curves. The necessary PD and FAR values are obtained by 1000 Monte Carlo trials.

To plot the ROC curve of the merging criterion, we consider a MNN with two hidden-layer nodes corresponding to two close frequencies and see if they will be merged by our method. The threshold $\Delta\omega_{\text{min}}$ is set as zero for all the cases. The PD of the ROC curve is defined as the probability of correctly keeping the two nodes when there are two sinusoids, and the FAR is defined as the probability of erroneously keeping the two nodes when there is only one sinusoid. To numerically obtain PD, we simulate the 32-point input signal which contains two complex sinusoidal components with the frequency $\left[0.5, 0.5 + \frac{1}{18N}\right] \times 2\pi$ and the same power level. Note that the two sinusoids are extremely close in the frequency domain and the frequency difference is much smaller than the resolution of FFT. We initialized the corresponding MNN with two hidden-layer nodes by the method in the Section III-B. To obtain FAR, we simulate the input signal which contains only one sinusoid with the frequency $0.5 \times 2\pi$, and the MNN is also initialized with two hidden-layer nodes. By varying $\epsilon_f$ from 0 to 1, we can plot the ROC curve under different SNR cases (shown in Fig. 7). It is clear that the area under the ROC curves is close to one, which shows the good performance of our merging criterion. Also, when SNR increases, our merging criterion performs better, which conforms our intuition.

![ROC curve of the merging criterion](image3)

Fig. 7: ROC curve of the merging criterion under different SNR cases.

Next, we investigate the performance of the pruning method. We consider two different scenarios. We first consider the scenario that the MNN has only one hidden-layer nodes and see if it will be pruned by our pruning methods. In this scenario, we define the PD as the probability of correctly keeping the nodes when there is a sinusoid, and define the FAR as the probability of erroneously keeping the node when the signal only contains the white Gaussian noise. To obtain the PD, we simulate the 32-point time series which contains a sinusoid with the normalized frequency 0.5. To obtain FAR, we simulate the time series which is just the white Gaussian noise. The MNN is initialized with only one hidden-layer node, and PD and FAR are obtained by Monte Carlo trials. By varying $\epsilon_a$ from 0 to 1, we can plot the ROC curves under different SNR cases (see Fig. 8). Note that in this scenario, SNR is only defined for the signal with one sinusoid. Fig. 8 shows that the area under the ROC curves is 1, which means the extremely good performance of our pruning method when
We next consider the scenario that the MNN has two hidden-layer nodes and investigate if the node corresponding to the weaker sinusoidal component will be pruned. We define the PD as the probability of correctly keeping the two nodes when there are two sinusoids, and define the FAR as the probability of erroneously keeping the node corresponding to the weaker sinusoid when is only one sinusoid. To obtain PD, we simulate a 32-point signal with two sinusoids. The normalized frequencies $\omega_1, \omega_2$ are 0.5, 0.8, respectively, and the absolute amplitudes $|\alpha_1|, |\alpha_2|$ are 1, 0.1, respectively. Note that the second sinusoid is much weaker than the first. To obtain FAR, we simulate the signal which contains one sinusoid with the frequency $\omega_1 = 0.5 \times 2\pi$ and the absolute amplitude $|\alpha_1| = 1$. The MNN is initialized with two hidden-layer nodes, and the PD and the FAR are obtained by Monte Carlo trials. By varying $\epsilon_0$, we can plot the ROC curves under different SNR cases (shown in Fig. 9). It shows than even when $|\alpha_2| \ll |\alpha_1|$, our pruning method can have good performance when SNR $> 10$dB.

To investigate the performance of our merging and pruning method when they are used together, we consider different cases with the number of sinusoids varying from 1 to 5, and under each case, we adopt 1000 times Monte Carlo run. We keep $N = 32, \epsilon_f = 1 \times 10^{-6}, \epsilon_0 = 1 \times 10^{-6}$ and SNR $= 10$dB in each Monte Carlo run. We use two widely-used model-order selection methods, i.e., AIC and BIC [29], as benchmarks. Specifically, we assume different model-orders and design the MNN with different numbers of hidden-layered nodes. We train these MNNs and substitute the results into the corresponding AIC and BIC metrics. The estimated model-order is the one that minimizes the AIC or BIC metric. The results are shown in Fig. 10. It is clear that the performance of AIC is the inferior one among all the methods and BIC slightly outperforms our merging and pruning method. But our method is computationally much more efficient that the BIC, which needs to try different number of sinusoids before finding the one minimizing the BIC metric.

We also show the variation of the cost function value with different learning rates $\gamma$ (see Fig. 11) under different SNR cases. It is clear that our MNN-based method can always achieve the convergence with different learning rates. When fixing the momentum parameter, larger learning rate provides faster convergence, which conforms our intuition.

To investigate the convergence property of our MNN-based method for the non-convex spectral estimation problem, we also show the variation of the cost function value during the iterations with different learning rates $\gamma$ (see Fig. 11) under different SNR cases. It is clear that our MNN-based method can always achieve the convergence with different learning rates. When fixing the momentum parameter, larger learning rate provides faster convergence, which conforms our intuition.

We also show the variation of the cost function value with with fixed learning rate and varying momentum parameters (see Fig. 12). When using different momentum parameters, our method can also achieve the convergence. We can also find that the performance of our MNN-based method is slightly poorer than the BIC, which needs to try different number of sinusoids before finding the one minimizing the BIC metric.
In the last example we simulate the more challenging scenario where there are clusters of closely-spaced sinusoids. We consider a $N = 128$ time series with two clusters. Each cluster contains five sinusoids with the digital angular frequencies at $2\pi \times [0.3, 0.3+0.75/N, 0.3-0.75/N, 0.3+1.8/N, 0.3-1.8/N]$ and $2\pi \times [0.7, 0.7+0.8/N, 0.7-0.8/N, 0.7+2/N, 0.7-2/N]$. The amplitudes of the sinusoids are shown in Fig. 13 and the SNR of the input signal is 20 dB. Note that to estimate the close sinusoids in frequency domain of each cluster, we initialize the MNN with the frequency $\hat{\omega}_i, i = 1, \ldots, 4$ denote the FFT spectrum peaks as mentioned in Section III-B. Thus, the initialized number of the hidden-layered nodes is 12 instead of the true value 10. Fig. 13 shows that our MNN-based method can correctly estimate all the sinusoids in the two clusters with relatively low estimation error. Also, by using the merging and pruning method, the model order is correctly estimated. The performance of MNN on this complicated scenario shows its validity and wide applications in the future.

V. CONCLUSIONS

In this paper, we present a novel signal modeling tool named model-based neural network (MNN) and solve the classic line spectral estimation problem as a showcase of MNN. By choosing the complex exponential function as the activation function and reviewing the complex amplitude and digital angular frequency as the network weights, we model the signal by a three-layered neural network and use the back-propagation (BP) algorithm to train this network. To overcome the non-convexity of the line spectral estimation problem, we use the momentum method to jump out of the local minima and use FFT to obtain a good initialization. To determine the number of sinusoids in the signal, we also artfully design the rules of merging and pruning the hidden-layer nodes of MNN. The simulations show that our proposed method is performance-wise optimal and computation-wise simple compared to many existing and widely-used spectral estimation methods.

APPENDIX: THE DERIVATION OF (28)

According to [14], the Fisher Information Matrix (FIM) of (26) is

$$
\text{FIM}^{ij} = \frac{2}{\sigma^2} \text{Re} \left[ \Pi_{ii} \Pi_{jj} - \Pi_{ij} \Pi_{ji} \right],
$$

(52)

where

$$
\Pi_{ii} = \left( \frac{\partial y}{\partial \omega_i} \right)^H \left( \frac{\partial y}{\partial \omega_i} \right) = |\alpha_i|^2 \sum_{n=0}^{N-1} n^2,
$$

$$
\Pi_{jj} = \left( \frac{\partial y}{\partial \omega_j} \right)^H \left( \frac{\partial y}{\partial \omega_j} \right) = |\alpha_j|^2 \sum_{n=0}^{N-1} n^2,
$$

(53)

$$
\Pi_{ij} = \left( \frac{\partial y}{\partial \omega_i} \right)^H \left( \frac{\partial y}{\partial \omega_j} \right) = \alpha_i^* \alpha_j \sum_{n=0}^{N-1} n^2 e^{j(\omega_j-\omega_i)n},
$$

$$
\Pi_{ji} = \left( \frac{\partial y}{\partial \omega_j} \right)^H \left( \frac{\partial y}{\partial \omega_i} \right) = \alpha_i \alpha_j^* \sum_{n=0}^{N-1} n^2 e^{j(\omega_i-\omega_j)n}.
$$
Then
\[ \Re[\Pi_{ij}] = |\alpha_i|^2 \rho_1, \]
\[ \Re[\Pi_{jj}] = |\alpha_j|^2 \rho_1, \]
\[ \Re[\Pi_{ij}] = \Re(C_{ij}) = \Re[|\alpha_i|^2 \alpha_j \rho_2]. \]

with \( \rho_1 = \sum_{n=0}^{N-1} n^2 \) and \( \rho_2 = \sum_{n=0}^{N-1} n^2 e^{(\omega_j - \omega_i)n} \). Thus, the CRB matrix of (53) is
\[
\text{CRB}^2 = [\text{FIM}^{[j]}]^{-1} = \frac{1}{2} \begin{bmatrix}
\Re[\Pi_{jj}] \Re[\Pi_{ij}] & -\Re[\Pi_{ij}] \\
-\Re[\Pi_{ij}] & \Re[\Pi_{ii}] 
\end{bmatrix}. 
\]
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