The VQA returns the optimal value of the cost function parameters that optimize the cost function landscape. Repeating the above steps, the optimized heuristically seeks an algorithm, which in turn suggest new parameters. By repeating the above steps, the optimized heuristically seeks an algorithm, which in turn suggest new parameters. By repeating the above steps, the optimized heuristically seeks an algorithm, which in turn suggest new parameters.

The measurement of the ansatz. The parameters and result of the marginalized spacetime-local error rates and the correlation strength. Using this model, we study the effects of correlated stochastic noise on QAOA. We find evidence that the performance of QAOA improves as the correlation time or correlation length of the noise is increased at fixed local error rates. This shows that noise correlations in itself need not be detrimental for NISQ algorithms such as QAOA.

I. INTRODUCTION

Quantum computers hold the promise of outperforming classical computers on tasks such as the simulation of quantum mechanical systems [1, 2], factoring [3], unstructured database search [4], and solving linear system of equations [5]. However, it shows to be much harder to shield qubits, the fundamental building blocks of quantum computers, from environmental noise than it is to shield classical bits [6], leading to errors in quantum computations. These errors can be detected and corrected, provided that noise rates remain below a certain threshold, as is proven by the threshold theorem for fault-tolerant quantum computation [7–10]. The theorem holds in the presence of spatially and temporally correlated errors [10–14], albeit possibly at an increased overhead in quantum resources. The quantum overhead required for fault-tolerant quantum computation is currently prohibitively large.

Nevertheless, the current, pre-error-corrected Noisy Intermediate-Scale Quantum (NISQ) [15] computers can already outperform classical computers on some tasks, and have hence shown what is called a quantum advantage [16, 17]. The tasks for which a quantum advantage has been demonstrated are artificial and have no known applications. Thus, the next milestone in the field will be the demonstration of a useful quantum advantage.

The hybrid quantum-classical variational quantum algorithms (VQAs) form a large set of algorithms with the potential of showing a useful quantum advantage on NISQ devices [18]. In these algorithms, a parameterized quantum state, called the ansatz, is prepared using a parameterized quantum circuit. Sequentially, the expectation value of some observable (which depends on the specific VQA) is estimated by repeated preparation and measurement of the ansatz. The parameters and resulting expectation value are fed into a classical optimization algorithm, which in turn suggest new parameters. By repeating the above steps, the optimized heuristically seeks parameters that optimize the cost function landscape. The VQA returns the optimal value of the cost function landscape and the parameters at which it was attained.

The Quantum Approximate Optimization Algorithm (QAOA) [19] is a VQA designed to (approximately) solve instances from a large set of optimization problems [20], including problems of practical relevance, such as portfolio optimization [21] and correlation clustering [22]. The cost function of the optimization problem is first mapped to an Ising-type Hamiltonian whose ground state corresponds to the optimal solution of the optimization problem. This Hamiltonian is the observable being measured during the optimization loop. In the context of QAOA, the expectation value of the Hamiltonian, as a function of the variational parameters, is called the cost function landscape. Thus, QAOA seeks for approximate ground states of the Hamiltonian by optimizing the cost function landscape, and thereby finds approximate solutions to the optimization problem.

A common figure of merit for QAOA is the approx-

Figure 1. The temporal fluctuator model. Every qubit (blue, only one qubit fully shown) interacts with an independent classical binary fluctuator in the bath (orange, only one fluctuator shown) after every gate time. The fluctuator is initially excited with probability \( p \), as described by the classical ensemble \( s_0 \). The operation \( T_e \) resets the fluctuator to \( s_0 \) with probability \( 1 - \kappa \). A unitary \( V \) is applied to the qubit if and only if the fluctuator is excited, leading to a model for temporally correlated errors with tunable correlation time \( \tau = \log \kappa / \log \kappa < \infty \). For a circuit of depth \( m \), acting on \( n \) qubits, the full temporal fluctuator model is obtained by repeating the shaded area \( m \) times, and the entire arising structure \( n \) times. Empty rectangles represent generic (not necessarily two-qubit) gates. At the end of the circuit, the fluctuator is discarded (not shown).
The increase in AR with correlation strength is explained by a counting argument, stating that a correlated error can happen in fewer ways than an uncorrelated error. Although a single, strongly correlated error can have a stronger effect on the output state than a single error happening at a single spatiotemporal location, in all cases we studied this does not outweigh the fact that there are simply fewer ways in which a correlated error may happen.

Additionally, we observe that the performance of QAOA degrades linearly (as measured by the AR) as a function of $p$ around $p = 0$. Furthermore, the AR and the noise-unaware AR are essentially equal up until some critical $p$ that depends on the fluctuator model (temporal or spatial), correlation strength and problem instance. After this critical $p$, the AR becomes better than the noise-unaware AR. This divergence of AR and noise-unaware AR coincides with an abrupt jump in optimal parameters that are otherwise essentially constant. This indicates that there are two competing, separated points in the cost function landscape, and that one of them overtakes the other at the critical $p$.

Recently, similar linear decay, noise adaptivity of optimal parameters, and critical noise rates were observed for a VQA by Fontana et al. [23]. Our results regarding these points go beyond the results of Fontana et al., firstly because we show them for QAOA, and secondly because our results also hold for correlated errors.

This paper is organized as follows. We give a more detailed introduction to QAOA in Sec. II. In Sec. III, we derive physical properties of our error model, such as correlation functions and marginalized error rates. In the same section, we derive the linear order effects of our fluctuator models on the cost function landscape. Subsequently, in Sec. IV, we describe our numerical methods.
and present and analyze our results, followed by a discussion in Sec. V.

II. QAOA

A wide class of optimization problems can be formulated using a quadratic cost function, $C(z) = \sum_{i<j} \omega_{ij} z_i z_j + \sum_{i=1}^{n} \omega_{i} z_i$, with $z_i \in \{-1, 1\}$ [20]. The goal is to find a $z = (z_1, \ldots, z_n)$ that optimizes $C$ globally. Depending on the specific application, the optimization is a maximization or minimization of $C$. The cost function can readily be mapped to a Hamiltonian,

$$H = \sum_{i<j}^{n} \omega_{ij} Z_i Z_j + \sum_{i=1}^{n} \omega_{i} Z_i,$$

with $Z_i$ the Pauli-Z operator acting on qubit $i$. The mapping is such that $\langle z | H | z \rangle$.

QAOA [19] bounds the optimal value of $C$ by optimizing the cost function landscape $\tilde{C} : \mathbb{R}^{2r} \rightarrow \mathbb{R}$, with

$$\tilde{C}(\beta, \gamma) = \langle \beta, \gamma | H | \beta, \gamma \rangle,$$

by a classical heuristic optimization method of choice. Here, $| \beta, \gamma \rangle$ is the ansatz quantum state, depending on $2r$ parameters. It is prepared on a quantum computer by

$$| \beta, \gamma \rangle = \prod_{k=1}^{r} C(\beta_k, \gamma_k) | + \rangle^\otimes n,$$

with $| + \rangle = (| 0 \rangle + | 1 \rangle)/\sqrt{2}$, and the cycle

$$C(\beta_k, \gamma_k) = \exp \left( -i \frac{\beta_k}{2} \sum_{i=1}^{n} X_i \right) \exp \left( -i \frac{\gamma_k}{2} H \right)$$

$$= RX^\otimes n(\beta_k) \left[ \prod_{i} RZ(\omega_i \gamma_k) \right]$$

$$\times \left[ \prod_{i<j} RZZ(\omega_{ij} \gamma_k) \right].$$

Here, $RX(\alpha) = e^{-i \alpha X/2}$, $RZ(\alpha) = e^{-i \alpha Z/2}$, and $RZZ(\alpha) = e^{-i \alpha ZZ/2}$. To obtain an estimate for $\tilde{C}$, the ansatz state is prepared repeatedly, each time measuring $H$ at the end of the circuit. Since $H$ is diagonal in the computational basis, this measurement can be performed by measurements in the computational basis and classical post-processing of the measurement outcomes.

If $\omega_i = 0$, both $C$ and $H$ can be identified with the same undirected weighted graph, with $n$ nodes and adjacency matrix $\omega_{ij}$. We will henceforth make the assumption $\omega_i = 0$. The Sherrington–Kirkpatrick (SK) model encompasses all fully connected problem graphs with edge weights $\pm 1$.

When the graph described by $\omega_{ij}$ is fully connected, every cycle of the ansatz circuit requires one two-qubit gate $RZZ$ between every pair of qubits. To accomplish this on quantum hardware without all-to-all connectivity, SWAP-gates need to be inserted. On hardware with square-grid or line connectivity, the optimal way of doing so is by a SWAP-network [43, 44]. In the SWAP-network implementation of the ansatz circuit (Fig. 3), the order of the product of $RZZ$ gates forms a brickwork structure, and a SWAP gate is inserted after every $RZZ$ gate [45].

On NISQ devices, the ansatz state will be described by a mixed state $\rho(\beta, \gamma)$. In this work, the focus is on correlated noise during the ansatz circuit, and we will therefore assume perfect estimation of $\tilde{C}$ throughout. That is, we use

$$\tilde{C}(\beta, \gamma) = \text{tr}[\rho(\beta, \gamma) H]$$

to compute the energy landscape in our classical emulation of QAOA (Sec. IV). From $\omega_{ij} \in \{1, -1\}$ and the periodicity of $RZZ$ (and $RZZ'$) with period $2\pi$, it follows that $C(\beta_k, \gamma_k)$ is invariant (up to an global phase) under $\gamma_k \mapsto \gamma_k \pm 2\pi$ for any $k$. As a consequence, the noiseless cost function landscape is periodic in $\gamma_k$ with period $2\pi$ for any $k$. A similar statement holds for $RX$. Because of properties of the circuit ansatz and the SK Hamiltonian, much stronger symmetry relations hold, which are derived in Appendix B. In the same appendix, we prove that these symmetries are not broken by spatio-temporally correlated Pauli noise channels, which includes our fluctuator models if $V$ is a Pauli operator.

A widely used figure of merit of optimization algorithms is the Approximation Ratio (AR),

$$AR = \frac{\tilde{C}(\beta^*, \gamma^*)}{C^*},$$

with $\beta^*, \gamma^*$ the optimal parameters as returned by the optimization algorithm, and $C^*$ the true, global optimum.
of the cost function $C$. The algorithm has found the global optimum of $C$ if and only if $AR = 1$. In a noisy implementation of QAOA, the AR that is reached is in principle noise aware; noise may cause the optimum of $C$ to change, and the optimal parameters may adapt to this change by classical heuristic optimization.

To assess the resilience of QAOA against correlated errors, in this work we also consider the noise unaware AR. In classical emulation, where noise rates can be changed at will, QAOA can be run without noise, obtaining the optimal parameters $β_0^*, γ_0^*$. These parameters are thus unaware of the effects of noise on the cost function landscape. Putting them into the noisy circuit, we obtain $C(β_0^*, γ_0^*)$. Thus, we define the noise unaware AR as

$$AR_0 = \frac{C(β_0^*, γ_0^*)}{C^*}.$$

Using the noise unaware AR, we define the noise adaptivity as

$$ΔAR = AR − AR_0.$$

Given that the optimum found in the noiseless case and the optimum found in the noisy case are global, we have $ΔAR ≥ 0$, where $ΔAR ≠ 0$ indicates that the optimal parameters have adapted to the noise.

A quantity similar to $AR_0$ was introduced in Ref. [23]. There, instead of the expectation value of the Hamiltonian, the fidelity between the ansatz state and a target state was used as the cost function. Furthermore, the optimal noise aware parameters were obtained by using the noise unaware parameters as the initial point of optimization. This led the authors of [23] to call their noise aware parameters the reoptimized parameters. The advantage of reoptimization is that $ΔAR ≥ 0$ is guaranteed. In the current work, we find the optimal parameters for $AR$ and $AR_0$ independently to prevent any bias of the noise aware optimal parameters to points close to the noise unaware parameters. Furthermore, our data (Sec. IV) obeys $ΔAR ≥ 0$ without enforcing this property by re-optimization.

## III. ERROR MODEL

The internal time evolution of a single fluctuator can be described by a binary, discrete-time and time-homogeneous Markov chain. (See e.g. Refs. [46, 47] for background information on Markov chains.) Using this formulation, we obtain the correlation time, time-local marginalized error probabilities, and the expected number of errors of the error model. Analytical first order effects of uncorrelated errors in the context of variational quantum algorithms were studied before in Refs. [23–25]. We extend these methods to derive the analytical first order effects of our correlated error models on QAOA.

In this section, we use terminology from the model of temporally correlated errors. Nonetheless, the results hold for the spatial fluctuator model if the state of the fluctuator after circuit layer $i$ is reinterpreted as the state of the fluctuator after qubit $i$. Thus, the correlation time becomes a correlation length.

### A. Classical fluctuator

Consider a single classical binary fluctuator with ground state $(1,0)$ and excited state $(0,1)$. If the fluctuator is excited with probability $0 ≤ p ≤ 1$, its state is described by the ensemble

$$s_0 = \begin{pmatrix} 1-p \\ p \end{pmatrix}.$$  

This does not represent a quantum state, but a classical ensemble equivalent to the classical mixed quantum state diag($s_0$). We take $s_0$ as the initial state of the fluctuator. Define the random variable (RV)

$$B[(1,0)^T] = 0, \quad B[(0,1)^T] = 1,$$

which can, e.g., be imagined as the strength of a magnetic field caused by the fluctuator at its associated qubit. At time $t$ (in units of gate time), the state of the fluctuator, $s_t$, is retained with probability $0 ≤ κ ≤ 1$, and it is reset to $s_0$ with probability $1 − κ$. After this process, the state is given by $s_{t+1} = Ts_t$, with $T$ the transition matrix,

$$T = \begin{pmatrix} κ + (1 − κ)(1−p) & (1 − κ)(1−p) \\ (1 − κ)p & κ + (1 − κ)p \end{pmatrix}.$$

To see that $T$ describes the desired process, assume, for example, that at time $t$, the fluctuator is excited; $s_t = (0,1)^T$. After it is reset with probability $1 − κ$, there are two ways in which it can remain excited: either the fluctuator was not reset, which happens with probability $κ$, or the fluctuator was reset to $s_0$, but is excited merely because in the state $s_0$, the fluctuator is excited with probability $p$. Thus, the overall probability that the fluctuator remains excited is $(0,1)^T(0,1)^T = T_{11} = κ + (1 − κ)p$. Other entries of $T$ follow similarly. Note $T_{ba}$ describes the probability to transition from the state $a$ to $b$ (in terms of RV values).

The initial state $s_0$ is a steady state of $T$ because $T$ sends $s_0$ to $s_0$ both when the state is kept and when it is reset. (Explicit diagonalization is a simple way to check that this is the only non-trivial steady state). Thus, from an ensemble viewpoint, the Markov chain is trivial; $s_t = T^ts_0 = s_0$ for all $t$. Therefore, the marginalized, time-local probability to be in the excited state is $p$, independent of $t$ and $κ$. Under the definition $B_t = B(s_t)$, it follows that $E(B_t) = p$ for all $t$. Defining the RV $B_{tot} = \sum_{t=0}^{t} B_t$, it follows by the linearity of expectation values, which also holds for correlated RVs, that the expected number of times the fluctuator has been excited from $t = 0$ up to and including $t = t'$ is simply $(t + 1)p$, irrespective of $κ$. 

The internal time evolution of a single fluctuator can be described by a binary, discrete-time and time-homogeneous Markov chain. (See e.g. Refs. [46, 47] for background information on Markov chains.) Using this formulation, we obtain the correlation time, time-local marginalized error probabilities, and the expected number of errors of the error model. Analytical first order effects of uncorrelated errors in the context of variational quantum algorithms were studied before in Refs. [23–25]. We extend these methods to derive the analytical first order effects of our correlated error models on QAOA.

In this section, we use terminology from the model of temporally correlated errors. Nonetheless, the results hold for the spatial fluctuator model if the state of the fluctuator after circuit layer $i$ is reinterpreted as the state of the fluctuator after qubit $i$. Thus, the correlation time becomes a correlation length.
The state of the fluctuator at time $t$ is given by $s_t = T^t s_0$, where the $t$th matrix power of $T$ is given by

$$ T^t = \begin{pmatrix} 1 - p + p\kappa^t & 1 - p - \kappa^t + p\kappa^t \\ p - p\kappa^t & p + \kappa^t - p\kappa^t \end{pmatrix}. $$

Note that Eq. (7) is retrieved at $t = 1$. With a concise expression for $T^t$ at hand, the correlator $C(\Delta t) = \mathbb{E}(B_t B_{t+\Delta t}) - \mathbb{E}(B_t)\mathbb{E}(B_{t+\Delta t})$, which does not depend on $t$ by time-uniformity, is computed straightforwardly, yielding

$$ C(\Delta t) = 4p(1 - p) \kappa^{|\Delta t|}. $$

That is, correlations decay exponentially, with $1/e$ correlation time

$$ \tau = - \frac{1}{\log \kappa}. $$

Thus, the correlation time increases monotonically from 0 to $\infty$ as $\kappa$ is increased from 0 to 1.

Even though $s_t = T^t s_0 = s_0$ for all $t$, in the course of every physical run of a quantum circuit involving $m$ circuit layers, a non-trivial realization $X \in \{(1,0)^T, (0,1)^T\}^{m+1}$ of fluctuator states is sampled. Equivalently, we can say that during every run, a bitstring $b \in \{0,1\}^{m+1}$ of RV values is sampled. The realization $b$ occurs with probability

$$ p_b = [\delta_{b_0,0}(1 - p) + \delta_{b_0,1}p] \prod_{t=0}^{m-1} T_{b_{t+1}b_t}. $$

(8)

With this expression, it can be seen with an explicit calculation that, also from the realization viewpoint, the marginalized, time-local probability that the fluctuator is excited at time $t$ is

$$ p(b_t = 1) = \sum_{b_{t+1}} p_b = p, $$

independent of $t$ and $\kappa$.

**B. Effect on expectation values**

Directly after the fluctuator has transitioned from $b_{t-1}$ to $b_t$, the unitary $V$ is applied to the associated qubit, conditioned on the state of the fluctuator. The transition and the controlled unitary do not change the reduced state of the fluctuator, but correlations are built up by the controlled unitary nevertheless. At the end of the circuit, all fluctuators are traced out. Let $U_1, \ldots, U_m$ be the layers of a quantum circuit and let $\rho$ be its initial state. In QAOA, these layers will depend on the variational parameters $\beta, \gamma$, but in this section, their notation is mostly suppressed. The effect of a single fluctuator $f$ in the temporal fluctuator model, at the end of the circuit and after tracing out the fluctuator, is described by the noisy circuit

$$ \tilde{U}_f(\rho) = \sum_{b_f} p_{b_f} \tilde{U}_{b_f} \rho_0 \tilde{U}_{b_f}^\dagger, \quad \tilde{U}_{b_f} = \prod_{t=m}^1 V_{b_t} U_t, $$

with $p_{b_f}$ as in Eq. (8) (after substituting $b \rightarrow b_f$), $\tilde{U}_{b_f}$ the circuit in case of noise realization $b_f$, and $\rho_0 = |+\rangle\langle +|$ the initial state. Here, $V_f$ is an operator acting just after time $t$ and just before the gates $U_{t+1}$ on the qubit associated with $f$, with $V_0 \equiv 1, V_1 \equiv V$.

Because the $n$ realization probability distributions $\{p_{b_f}\}_f$ are independent and identically distributed, their combined effect on the output state is

$$ \tilde{U}(\rho) = \sum_{b} p_b \tilde{U}_b \rho_0 \tilde{U}_b^\dagger, $$

(9)

with

$$ p_b = \prod_{f=1}^n (p_{b_f}), \quad \tilde{U}_b = \prod_{t=m}^1 (V_{b_t} U_t), \quad V_{b_t} = \prod_{f=n}^1 (V_{b_f}). $$

(10)

In the spatial fluctuator model, we again have Eq. (9), but with

$$ p_b = \prod_{t=1}^m (p_{b_t}), \quad \tilde{U}_b = \prod_{q=1}^n (V_{b_q}), \quad V_{b_q} = \prod_{f=1}^m (V_{b_f}). $$

In the spatial model, the different fluctuators carry the label $t$. Fluctuator $t$ transitions from the state $b_{q,t}$ to $b_{q+1,t}$ as it ‘moves’ from qubit $q$ to $q+1$.

Returning to the temporal fluctuator model, we define the susceptibility of the cost function to noise at optimal variational parameters (as found by QAOA) as $\chi = (d\langle H \rangle/dp)_{p=0}$, with $\text{tr}[\rho_0 |\beta^0, \gamma^0 \rangle \langle \beta^0, \gamma^0| H] \equiv \langle H \rangle$ for short. Using $\chi$, we may write the first order approximation to the AR, which we call the linearized AR, as

$$ AR^{\text{lin}}(p) = AR(0) + p \frac{\chi}{C^e}, $$

(11)

where we have by Eq. (9) that

$$ \chi = \sum_b \frac{dp_b}{dp} \tr \left( \tilde{U}_b \rho_0 \tilde{U}_b^\dagger H \right). $$

(12)

Since $p_b$ [Eq. (8)] is some explicit polynomial in $p$ and $\kappa$, it is clear that the derivative with respect to $p$ at $p = 0$ can be computed analytically. The resulting expression for $\chi$ is derived in Appendix A. The expression becomes especially clear in the limits of no correlation ($\kappa = 0$) and full correlation ($\kappa = 1$),

$$ \chi^{(a)} = |B_{1+\alpha s_{-1}}\{\langle H \rangle^{(1+\alpha s_{-1})} - \langle H \rangle_0\}, $$

(13)

where $a = m$ for fully temporally correlated errors, and $a = n$ for fully spatially correlated errors. Here, $B_k$ is the set of realizations $b$ where exactly one fluctuator has exactly one chain of $\ell$ subsequent excitations (no other
excitations in any fluctuator present), \( \langle H \rangle^{(i)} \) is the expectation value of \( H \) given realization \( b \), averaged over all \( b \in B_i \), and \( \langle H \rangle_0 \) is the expectation value of \( H \) in the noiseless case.

For fully temporally correlated errors, we have the prefactor \( |B_{i+m}| = n \), for fully spatially correlated errors, \( |B_{i+n}| = m \), and for fully uncorrelated errors \( |B_i| = n(m + 1) \). So, roughly speaking, there are two effects that determine whether we should expect \( \chi_0 > \chi_1 \) or \( \chi_0 < \chi_1 \). On the one hand, one expects that \( (i) \), on average, the detrimental effect of a fully correlated error, consisting of \( m \) consecutive errors \( (n \) adjacent errors in the case of spatially correlated errors) on \( \langle H \rangle \) is larger than the detrimental effect of 1 error on \( \langle H \rangle_0 \). That is, one expects \( \langle (H)^{(m+1)} - (H)_0 \rangle > \langle (H)^{(1)} - (H)_0 \rangle \) and \( \langle (H)^{(n+1)} - (H)_0 \rangle > \langle (H)^{(1)} - (H)_0 \rangle \). On the other hand, \( (ii) \) there are fewer ways in which a fully correlated error can happen: a fully temporally correlated error can happen in \( n \) different ways and a fully spatially correlated error can happen in \( m \) different ways, whereas a single uncorrelated error can happen in \( nm \) ways. [The latter still leads to a prefactor of \( |B_i| = n(m + 1) \) because of the way \( \langle H \rangle^{(1)} \) is defined.] If the effect \( (i) \) is dominant, we expect that for narrow circuits \( (n \ll m) \), the AR is highest with fully temporally correlated errors, followed by the AR with fully spatially correlated errors, followed by the fully uncorrelated errors.

IV. NUMERICAL METHODS AND RESULTS

In this section, we present numerical data on the SWAP-network implementation of QAOA (Fig. 3) under the influence of the temporal and spatial fluctuator models for 16 random instances of the SK problem (i.e. problems with edge weights \( \omega_{ij} \in \{1, -1\} \), see Sec. II). As the error operator \( V \), we choose the bit-phaseflip error or Pauli-Y error. This choice is motivated by the fact that \( Y \) is the only non-trivial single-qubit Pauli operator that commutes with neither RZZ’ nor RX. To exclude the possibility that an increase in AR as a function of \( \kappa \) is due to \( Y^2 = 1 \), which may occur, for example, due to \( Y \)-operators being inserted at \( t = 1 \) and \( t = 2 \) on the first qubit, we include an interaction between the fluctuator and its associated qubit only after the qubit was acted on by a RZZ’ or RZ gate.

Simulations were performed for \( n = 6 \) qubits, \( r = 3 \) cycles (leading to \( m = 21 \) circuit layers), and various values of \( p \) and \( \kappa \). For each combination of SK instance, type of fluctuator model, \( p \) and \( \kappa \), a basin-hopping routine [48] was run 32 times to heuristically optimize \( \hat{C} \). The meta-parameters of the routine were the default values as per SciPy [49], but with 4 iterations, and all initial parameters \( \beta, \gamma \) chosen at random in the interval \([-0.5 \cdot 10^{-3}, 0.5 \cdot 10^{-3}] \). The mixed state \( \rho' \) at the end of the quantum circuit was obtained by full density-matrix simulation of all qubits and fluctuators, tracing out all fluctuators before computing the cost function \( \hat{C} = \text{tr}(\rho'H) \) (variational parameters suppressed). With the full density matrix at hand, the computation of the cost function at given \( p, \kappa \) and variational parameters is free of shot noise and thus essentially exact. The simulator itself was obtained by extending the simulator used in Ref. [50] with the functionality of memory-efficient density-matrix simulation of mixed quantum-classical registers. All code used to generate the results in this work, including the code of the simulator, will be made freely available online.

We find qualitatively equal results for all 16 random problem instances. In this section, the results for one particular problem instance are treated quantitatively. We can gather the edge weights of an SK problem instance into a bitstring by \( \omega = \prod_{i=1}^{n-1} \prod_{j=i+1}^{n} \omega_{ij} \). In this notation, the typical instance we consider here reads

\[ \omega = + + + + + + + + + + + + + + . \]

This instance has four degenerate global minima. Two of them are related to the other two by the symmetry \( C(z) = C(\bar{z}) \), with \( \bar{z} \) the bitwise negation of the bitstring \( z \). Further details on the typical instance, its typicality, and the other 15 random instances are found in the Supplementary Material (SM) [51].

Figure 4 shows the AR as a function of \( p \) at fixed \( \kappa \in \{0, 1\} \) obtained under the temporal and spatial fluctuator models. Increasing \( p \) away from 0, we observe a linear decrease of the AR, with excellent agreement between the AR, the noise unaware AR and the linearized AR. In this sense, no ‘robustness’ of QAOA against errors of the three types is observed around \( p = 0 \).

Out of the three types of correlation, the AR is highest for fully temporally correlated noise. Second in AR comes the fully spatially correlated noise, followed by the AR for fully uncorrelated noise. This shows that, for the instances under our study, in the extreme cases \( \kappa = 0 \) \( \kappa = 1 \), the reduction of the effects of correlated errors due to the lesser ways in which they may act, as compared to uncorrelated errors (effect ‘ii’ in Sec. III B), is dominant for small \( p \). The order of the ARs remains unchanged for all \( p \) considered, indicating that the same effect may play a role for all \( p \) [52].

For uncorrelated noise, a sudden increase of divergence between the AR and the noise unaware AR is observed at \( p_{\text{crit}} = (3.9 \pm 0.1) \times 10^{-3} \). This sudden increase of divergence coincides with an abrupt jump in the otherwise slowly varying optimal parameters [see SM]. This shows that, as \( p \) is increased away from 0, initially no other local minimum of the cost function becomes available and that the location of the initial minimum is approximately constant. For \( p > p_{\text{uncor}} \), for the first time, a remote lower local minimum becomes available. This new local minimum remains the lowest local minimum as found by QAOA until \( p = 0.015 \pm 0.005 \). Similar first critical points, not visible in the plot because of the scale, occur at \( p_{\text{crit}}^{\text{temp}} = 0.077 \pm 0.001 \) for fully temporally correlated noise, and at \( p_{\text{crit}}^{\text{spat}} = 0.013 \pm 0.001 \) for fully spatially correlated noise.
An increase of the noise-aware AR is seen after $p \approx 0.2$. This effect may arise because the noise creates a mixture of states, some of which may have a favorable cost. Then, increasing the noise rate may in some cases lead to an increase in AR. This effect is perhaps best illustrated by a simple example. Consider a trivial version of QAOA, with a single qubit in the initial state $|+\rangle$, no variational circuit, and Hamiltonian $H = Z$, under the effect of the error channel $\rho \mapsto (1 - p)\rho + RY(\pi/2) \rho RY(\pi/2)$. Then, with $RY(\pi/2)|+\rangle = |1\rangle$, the cost function ‘landscape’ after the error channel is $C = -p$. That is, in this example, $AR(p) = p$.

Figure 5 shows the AR as a function of $\kappa$ at fixed $p = 0.001$ (upper lines and crosses) and $p = 0.01$ (lower lines and crosses). The values for $p$ correspond to the vertical lines in Fig. 4. Definitions are as in Fig. 4, except for the linearized AR, which is now displayed with crosses. At $\kappa = 0$, the temporal fluctuator model is equivalent to the spatial fluctuator model, and hence only two black crosses are shown at $\kappa = 0$, the upper one showing the linearized AR at $p = 0.001$, and the lower one showing the same at $p = 0.01$. For visibility, at $\kappa = 1$, crosses are black irrespective of type of fluctuator model and $p$. From top to bottom, they describe the linearized AR at $p = 0.001$ for the temporal fluctuator model and spatial fluctuator model, followed by the linearized AR for the temporal fluctuator model and spatial fluctuator model at $p = 0.01$. The data suggests the noise aware AR is highest for temporally correlated errors, and that the increase in AR as $p \leq 0.7$, and above $\kappa \leq 1$. In the temporal fluctuator model, $p = 0.01$ is above $p_{\text{crit,}\kappa}$ for $\kappa$ below roughly 0.7, and above $p_{\text{crit,}\kappa}$ for $\kappa$ above roughly 0.7.

Figure 4. The approximation ratio (AR), obtained by the noisy SWAP-network implementation of QAOA for $0 \leq p \leq 0.5$ (top) and $0 \leq p \leq 0.01$ (bottom) at fixed $\kappa$. Results are shown for fully temporally correlated errors (orange), fully spatially correlated errors (green), and fully uncorrelated errors (blue). Open circles show the noise aware AR [Eq. (4)], whereas the filled circles show the noise unaware AR [Eq. (5)]. The linearized AR [Eq. (11)], is displayed as a (dashed) gray line for visibility, irrespective of noise model and correlation strength. Light gray lines at $p \in \{0.001, 0.01\}$ are for later reference. Error bars are absent because of the use of full density-matrix simulation. For the typical instance under consideration, the expected cost function value obtained by random guessing of a solution is exactly zero. Hence, the AR in the case of random guessing is exactly zero.
V. DISCUSSION

We studied the performance of QAOA under temporally and spatially correlated errors using a physically inspired toy error model. In the model for temporally correlated errors, every qubit interacts with one independent classical fluctuator during the course of a quantum computation. In the model for spatially correlated errors, at every gate time, all qubits interact with a single fluctuator that is reset before the next gate time. As the fluctuator moves through time (temporal model) or space (spatial model), it undergoes an internal time evolution described by a Markov process. Using the Markov formulation, we showed that the spacetime-local marginalized error rate $p$ is independent of the correlation strength of the Markov chain, and how the latter can be varied from zero to infinity.

We showed that, to first order in the local noise rate $p$, the effect of the fluctuator error models on QAOA’s cost function landscape has two competing factors. On the one hand, (i) the detrimental effect of a single correlated error may be worse than the effect of a single uncorrelated error, but on the other, (ii) there are far fewer ways in which a correlated error may act. For example, a fully temporally correlated error (that is, an error operation $V$ is inserted after every gate time) during a circuit acting on $n$ qubits can happen in $n$ ways, a fully spatially correlated error (i.e. an error operation $V$ is inserted at every qubit) during a circuit of depth $m$ can happen in only $m$ ways, whereas a fully uncorrelated error (i.e. a single error operation $V$ is inserted anywhere in the circuit) can happen in $nm$ ways.

We numerically emulated QAOA for 16 random Sherrington-Kirkpatrick problem instances on 6 qubits. For all instances, we observed an increase in the performance of QAOA with correlation strength at all $p$, indicating that effect (ii) is dominant [56]. Furthermore, in all instances and at all correlation strengths, we observed the existence of critical local noise rates after which the noise-aware approximation ratio is higher than the noise-unaware approximation ratio. This shows QAOA can in some cases adapt to the effects of uncorrelated and correlated errors given that noise rates are above a threshold. It remains an open question how this threshold behaves as the number of qubits is increased to numbers required for a practical quantum advantage. The noise resilience of QAOA may be seriously limited if the noise adaptivity threshold increases with $n$.

Our work does not show that correlated errors are beneficial to QAOA: adding correlated errors on top of local errors will almost certainly result in reduction in the performance of QAOA. What our work indicates is that it is not correlation in itself that has a negative effect on QAOA. To improve current hardware to the point that it can demonstrate a useful quantum advantage, a reduction of both uncorrelated and correlated errors remains necessary.

Lines for future work include the study of the generality of our results. It is a priori not clear if similar effects hold in more general models of temporally and spatially correlated noise, or if they hold for other VQAs. If they do, the experimental requirements on noise correlation strengths may not be as stringent as previously thought, bringing a useful quantum advantage within closer reach.
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Appendix A: Cost function landscape noise susceptibility

In this appendix we compute the derivative of the cost function landscape (at fixed parameters) of QAOA, as obtained with a circuit that is acted upon by our fluctuator models, to the local error probability \( p = 0 \).

Let us first consider a single fluctuator \( f \). Denote the noise realizations of that fluctuator by the bistring \( b^f \). Computing the derivative of Eq. (8), we find

\[
\frac{dp_{b^f}}{dp}
= \sum_{\ell=1}^{m+1} \sum_{i=0}^{m+1-\ell} \delta_{b^f,i} \delta_{i,0} (1 - \kappa)^{2 - \delta_{i,0} - \delta_{b^f,i} \kappa_{\ell-1}} - \delta_{b^f,0} [m(1 - \kappa) + 1], \tag{A1}
\]

with \( k_{\ell} = m + 1 - i - \ell \) the number of 0s that need to be appended to the bistring 01\( \ell \) to make it a bitstring of length \( m + 1 \).

Moving to \( n \) fluctuators, we have by Eq. (10) that

\[
\frac{dp_a}{dp}
= \sum_{f=1}^{n} \sum_{b^f \neq 0} \delta_{b^f,0} \delta_{b^f,0} \kappa_{\ell-1} \kappa_{\ell-1} \delta_{b^f,0} \kappa_{\ell-1} (1 - \kappa) + 1] \langle H \rangle_0.
\]

Then, with the definition \( \langle H \rangle_b = r(\hat{U}_a \rho_0 \hat{U}_a) \), we have by Eq. (12), that

\[
\chi = \sum_{b^f \neq 0} \delta_{b^f,0} \delta_{b^f,0} \kappa_{\ell-1} \kappa_{\ell-1} (1 - \kappa) + 1] \langle H \rangle_0.
\]

Lemma B.1. Any \( n \)-qubit QAOA SK cost function landscape \( \Lambda(\beta, \gamma) \), obtained using any number of SWAP-gates, and obtained while the ansatz circuit was acted upon by any spatio-temporally correlated Pauli error channel, is invariant under the group generated by the following transformations.

1. Translation of any \( \gamma_k \) by \( 2\pi \).
2. Translation of any \( \beta_k \) by \( \pi \).
3. Negation of any \( \beta_k \) (i.e. \( \beta_k \rightarrow -\beta_k \)) and simultaneous translation of \( \gamma_k \) and \( \gamma_{k+1} \) by \( \pi \). (For the last \( \beta \)-parameter, that is, the edge case \( k = r \), only \( \gamma_k = \gamma_r \) needs to be translated by \( \pi \).)
4. Simultaneous negation of all parameters.

Proof. Let us first assume the QAOA circuit is implemented noiselessly. The first generator follows directly from the periodicity of $RZZ(\gamma)$ with period $2\pi$. For the second generator, note that $RX(\beta \pm \pi) \equiv X RX(\beta)$, with \( \equiv \) denoting equality up to a global phase. Thus, sending $\beta_k \mapsto \beta_k \pm \pi$ has the same effect on the ansatz state as adding a layer of $X$-gates just before the layer of $RX$ gates of cycle $k$. Now, note that the layer of $X$ gates commutes with all $RZZ$ gates, any SWAP gates, and all layer of $RX$ gates at all cycles of the ansatz circuit. Thus, we may commute the layer of $X$-gates all the way to the beginning of the circuit, and act with it on the initial state, resulting in $X^{\otimes n} |+\rangle^{\otimes n} = |+\rangle^{\otimes n}$. Thus, the ansatz state $|\beta \gamma\rangle$ is invariant under $\beta_k \mapsto \beta_k \pm \pi$ for any $k$, and consequently $\tilde{C}(\gamma, \beta)$ is invariant under these transformations.

For the third generator, note that $RZZ[\pm'(\gamma \pm''\pi)] \equiv Z \otimes Z RZZ[\pm'(\gamma \pm''\pi)]$. The signs $\pm'$ and $\pm''$ are independent. Thus, sending $\gamma_k \mapsto \gamma_k \pm'\pi$ has the same effect as adding $Z \otimes Z$ to the circuit just after every $RZZ$-gate in the Hamiltonian stage of cycle $k$. Note that $Z_i, Z_j$ commutes with $RZZ_{ki}(x)$ for all $x, i, j, k, l$, and that any SWAP-gate can be seen as permuting qubit indices, not changing the number of times a qubit is acted on by an $RZZ$-gate. We may now commute all excess $Z$-gates that arose from the shift $\gamma_k \mapsto \gamma_k \pm''\pi$ to just before the layer of $RX$ gates of cycle $k$. At this layer, every qubit is now acted on by an uneven number of $Z$-gates, which is equal to the situation where every qubit is acted on by a single $Z$-gate. We can do the same for cycle $k + 1$ of the ansatz circuit, sending $\gamma_k \mapsto \gamma_k \pm''\pi$, but now moving the resulting $Z$-gates to just before the layer of $RX$ gates of cycle $k$. Using $Z_i RX_i(\beta_k)Z_i = RX_i(-\beta_k)$ on all qubits proves the standard generator of 3.

For the edge case $k = r$, sending $\gamma_r \mapsto \gamma_r \pm''\pi$ results in a layer of $Z$-gates just before the last layer of $RX$ gates. Commuting this layer through the last layer of $RX$ gates sends $\beta_r$ to $-\beta_r$. Noting that the layer of $Z$-gates commutes through $H$, and thus that $\langle \beta, \gamma | Z^{\otimes n} H Z^{\otimes n} | \beta, \gamma \rangle = \langle \beta, \gamma | H | \beta, \gamma \rangle = \tilde{C}(\beta, \gamma)$, completes the proof of generator 3 (in the noiseless case).

The 4th generator follows because (in the computational basis) (i) any gate in the ansatz is generated by a real Hamiltonian, (ii) the Hamiltonian used in QAoA is real, and (iii), the initial state is real. Both $U(\theta) = RX(\theta)$ and $U(\theta) = RZZ(\theta)$ are generated by real Hamiltonians [i.e. statement (i) holds]. Thus, for both operators, $U^T (\theta) = U^T (-\theta)$ and, likewise, $U^{TT} (\theta) = U(-\theta)$. From (ii) and (iii), it follows that $H^T = H$ and $\langle + \rangle^T = \langle + \rangle$. Let the sequence of gates in the ansatz be given by $\Pi_{i=g}^1 U_i(\theta_i)$, with $g$ the number of gates in the ansatz, and note that trivially $x = x^T$ for $x$ a real number. Then,

$$\tilde{C}(\beta, \gamma) = (\langle + | \Pi_{i=1}^n U_i^T(\theta_i) H \Pi_{i=g}^1 U_i(\theta_i) | + \rangle^T)^T = \langle + | \Pi_{i=1}^n U_i^T(\theta_i) H \Pi_{i=g}^1 U_i(-\theta_i) | + \rangle^g \equiv \tilde{C}(-\beta, -\gamma).$$

This completes the proof of Lemma B.1 in the noiseless case.

In case the ansatz circuit is acted upon by a spatio-temporally correlated Pauli error channel,

$$\tilde{C}(\beta, \gamma) = \sum_a p_a \langle + | \otimes n \hat{U}_a^T(\beta, \gamma) H \hat{U}_a(\beta, \gamma) | + \rangle^{\otimes n} := \sum_a p_a \tilde{C}_a(\beta, \gamma).$$

So, to show that $\tilde{C}(\beta, \gamma)$ is invariant under the transformations generated by 1–4, it suffices to show that $\tilde{C}_a(\beta, \gamma)$, the cost function in case of realization $a$, is invariant under those transformations for all noise realizations $a$.

Transformation 1 trivially leaves $\tilde{C}_a(\beta, \gamma)$ invariant under a spatio-temporally correlated Pauli error channel. To show that the transformations 2 and 3 leave $\tilde{C}_a(\beta, \gamma)$ invariant under the same type of channel, consider $U_a(\beta, \gamma)$, the circuit in case of noise realization $a$. Not that any Pauli operator either commutes or anti-commutes with both the layer of $X$-gates arising from any parameter shift $RX(\beta \pm \pi) \equiv X RX(\beta)$, and any $Z \otimes Z$ operators originating from $RZZ[\pm'(\gamma \pm''\pi)] \equiv Z \otimes Z RZZ[\pm'(\gamma \pm''\pi)]$. Hence, we can use the noiseless proofs of 2–3 to show $\tilde{C}_a(\beta, \gamma)$ is invariant for all $a$ if we make the additional observation that any overall factors of $-1$, arising from anti-commutativity, have no effect on the expectation value $C_a(\beta, \gamma)$.

To show generator 4 leaves $\tilde{C}_a(\beta, \gamma)$ invariant, note $RZZ_{ij} = RZZ_{ji}$, and that $RZZ(\theta) P_l = P_l RZZ(\theta)$, if $P_l = X_l$ or $P_l = Y_l$, and $RZZ_{ij}(\theta) P_l = P_l RZZ_{ij}(\theta)$ if $P_l = Z$. Likewise, $RX(\theta) P = PRX(\theta)$ if $P = Y$ or $P = Z$, and $RX(\theta) P = PRX(\theta)$ if $P = X$. Commuting all Pauli operators arising from an error realization to the beginning of the circuit, we obtain $\hat{U}_a(\beta, \gamma) = U_0(\beta, \gamma) P$, with $P$ some tensor product of Pauli operators, $U_0$ the noiseless circuit realization, and where $\beta, \gamma$ can be determined explicitly using the aforementioned commutation relations. Thus, $\tilde{U}_a(\beta, \gamma) | + \rangle^{\otimes g} = U_0(\beta, \gamma) | \psi \rangle$, with $| \psi \rangle$ a state with real entries. Thus, conditions i–iii used in the noiseless proof of generator 4 are satisfied, and therefore $C_a(\beta, \gamma) = C_a(-\beta, -\gamma)$.