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We introduce a positive definite single-particle distribution that is suitable for describing the transition from a macroscopic hydrodynamic to a microscopic kinetic description during the late stages of heavy-ion collisions in the presence of moderately large viscous corrections. The modified equilibrium distribution function can be constructed with hydrodynamic input from either relativistic viscous fluid dynamics or anisotropic fluid dynamics. We test the modified equilibrium distribution’s hydrodynamic output for a stationary hadron resonance gas subject to either shear stress, bulk pressure, or baryon diffusion current at a given freeze-out temperature and baryon chemical potential. While it does not reproduce all components of the net baryon current and energy-momentum tensor exactly, it significantly improves upon the customary linearized approximations for the non-equilibrium correction $\delta f_n$ which typically lead to unphysical negative distribution functions at large particle momenta. A comparison of particle spectra and $p_T$–differential elliptic flow coefficients from the Cooper–Frye formula computed with the modified equilibrium distribution and with linearized $\delta f_n$ corrections is presented, for two different $(2+1)$–dimensional hypersurfaces corresponding to central and non-central Pb+Pb collisions at the Large Hadron Collider (LHC).
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I. INTRODUCTION

Among a large variety of computational approaches describing the evolution of ultra-relativistic heavy-ion collisions, hybrid models have had the greatest success in describing a wide variety of hadronic observables simultaneously [1–8]. Hybrid models include (at least) a relativistic viscous hydrodynamics module describing the spacetime evolution of the early hot and dense quark-gluon plasma (QGP) stage of the fireball created in the collision, followed by a hadron cascade “afterburner” that follows the many-particle system of hadronic resonances created from the QGP during the process of “hadronization” microscopically to its final “kinetic freeze-out”. While experimental data strongly suggest that the QGP stage evolves as a near-perfect liquid [1, 9–14], its transport properties cannot be measured directly, nor can they (yet) be reliably computed from first principles. Rather, they must be inferred using various experimental probes, the most abundant of which (and therefore most precisely measured) are the soft-momentum hadrons produced after the quark-gluon plasma has cooled down below its pseudo-critical temperature.

Modeling the emission of these hadrons is therefore a key component in any hybrid model [15]. However, the exact spatial and momentum configurations of these emitted hadrons are not well understood since their distribution function is governed by microscopic kinetic theory while the preceding quark-gluon plasma phase is treated as a strongly-coupled fluid. The dynamical process in which the quark-gluon plasma converts to hadrons, known as hadronization, is a highly complex, unresolved problem. Instead, hybrid models bridge the transition between these two different phases of QCD matter with a particlization model where the strongly-coupled quark-gluon plasma is evolved hydrodynamically (i.e. macroscopically, with minimal microscopic input such as the equation of state (EoS) which can be obtained from lattice QCD [16–20] and parametrized transport coefficients) until hadronization is complete, followed by an instant conversion to weakly-interacting hadrons on a hypersurface $\Sigma(x)$ [21]. The conversion between different sets of microscopic degrees of freedom relies on the assumption that both viscous hydrodynamics and kinetic theory are simultaneously valid on this surface $\Sigma(x)$.

Requiring that the energy, momentum and charges of the system are conserved during this “particlization process”, the Cooper–Frye formula gives the particle spectrum for hadron species $n$ as [22]

$$E_n \frac{dN_n}{dp^2} = \frac{1}{(2\pi\hbar)^3} \int_\Sigma p \cdot d^3\sigma(x) f_n(x, p),$$

where $f_n$ is its distribution function in phase-space [22]. For a locally equilibrated hadron resonance gas this distribution function takes the form

$$f_{eq,n}(x, p) = \frac{g_n}{\exp \left( \frac{p \cdot u(x)}{T(x)} - \alpha_n(x) \right) + \Theta_n},$$

where $g_n$ is the spin degeneracy factor, $u^\mu(x)$ is the fluid velocity, $T(x)$ is the temperature, $\alpha_n(x) = \mu_n(x)/T(x)$ is the chemical potential-to-temperature ratio of species $n$, and $\Theta_n \in [1, -1]$ accounts for the quantum statistics of fermions and bosons, respectively. In this work, we only consider the baryon chemical potential $\mu_B$ and write $\alpha_n = b_n \alpha_B$ where $b_n$ is the baryon number of species $n$.

Due to dissipative effects in the preceding hydrodynamic evolution of the fluid, the distribution function is generally out of local-equilibrium on the conversion surface. One writes $f_n(x, p) = f_{eq,n}(x, p) + \delta f_n(x, p)$ where...
\( \delta f_n(x,p) \) encodes the deviation from local equilibrium. The temperature and chemical potential for the equilibrium part are obtained from the energy and net-baryon densities by Landau matching. Deviations from local equilibrium are described in the hydrodynamic stage by dissipative corrections to the energy-momentum tensor \( T^{\mu\nu}(x) \) and the net baryon current \( J_B^\mu(x) \). These so-called “dissipative flows” are the baryon diffusion current \( V_B^\mu(x) \) (a spatial vector in the local fluid rest frame (LRF), characterized by three degrees of freedom), the shear stress tensor \( \pi^{\mu\nu}(x) \) (a symmetric traceless rank-2 tensor with only spatial components in the LRF, characterized by five degrees of freedom) and the bulk viscous pressure \( \Pi(x) \) (adding a single scalar degree of freedom).

In kinetic theory these dissipative flows are defined as momentum moments of the off-equilibrium part \( \delta f_n \) of the distribution functions, summed over all hadron species \( n \). At each spacetime point \( x \) their values provide altogether nine constraints on the momentum dependences of all of the off-equilibrium corrections \( \delta f_n(x,p) \), \( n = 1, \ldots, N_R \), but obviously these are not sufficient to fully determine them.

In this sense, the particlization problem is ill-posed. In contrast to a full solution of the underlying kinetic equations, the hydrodynamic output provides only limited information about \( \delta f_n(x,p) \). To fully specify the form of \( f_n(x,p) \) in the Cooper–Frye formula (1), additional guiding principles are needed to make optimal use of the hydrodynamic constraints. One well-known scheme is Grad’s 14–moment approximation [23] in which the momentum dependence of \( \delta f_n \) is expanded up to second order in the momenta, with coefficients matched to the 14 hydrodynamic moments of \( \{f_n\} \), \( T^{\mu\nu} \) and \( J_B^\mu \), and assuming that all particle species \( n \) have the same expansion coefficients. Another is the first-order Chapman–Enskog expansion of the Boltzmann equation in the relaxation time approximation (RTA), with a common relaxation time for all hadron species [24, 25]. Both schemes treat \( \delta f_n \) as a linear perturbation of \( f_n(x,p) \), ignoring higher-order terms when matching to the hydrodynamic constraints. Unfortunately, these linear corrections can turn the total distribution functions negative at high momenta, especially for large dissipative flows. In particular, when particlization is performed in close proximity to the quark-hadron phase transition, dissipative corrections related to bulk viscosity (which peaks near the pseudocritical temperature) tend to be large, and a linearized approach can no longer be trusted [26].

In the past decade, work has been done on constructing a non-equilibrium distribution function suitable for Cooper–Frye particlization that does not rely on a linearized expansion scheme. In the original work by Pratt and Torrieri [27], dissipative perturbations are added to the “auxiliary fields” \( T(x) \), \( u^\mu(x) \) and \( \alpha_B(x) \) in the Boltzmann factor, effectively transforming the local-equilibrium distribution (2) into a quasi-equilibrium distribution. The resulting modified equilibrium distribution is given by the formula

\[
\delta f^\text{PT}_{\text{eq},n} = \frac{Z_n g_n}{\exp \left[ \frac{\sqrt{p^2 + m_n^2}}{T + \delta T} - \Theta_n \right] - b_n (\alpha_B + \delta \alpha_B) + \Theta_n}, \tag{3}
\]

where \( \delta T = \lambda_T \Pi \) and \( \delta \alpha_B = \lambda_{\alpha_B} \Pi \) are bulk viscous corrections to the effective temperature and chemical potential, while \( p_i^\prime = -X_i \cdot p' \) are modified local-rest-frame (LRF) momentum components, with \( X_i^\mu = (X^\mu, Y^\mu, Z^\mu) \) being the spatial basis vectors (i.e. the four-vectors that reduce in the LRF to the directional unit vectors along the \( x, y, z \) axes). The fluid velocity perturbation \( \delta u^\mu \) is encoded in the momentum space transformation

\[
p_i = A_{ij} p_j', \tag{4}
\]

where \( p_i = -X_i \cdot p \) are the usual LRF momentum components and

\[
A_{ij} = (1+\lambda_{\Pi} \Pi) \delta_{ij} + \lambda_\pi \pi_{ij} \tag{5}
\]

is a symmetric matrix that deforms the momentum space linearly with the bulk viscous pressure \( \Pi(x) \) and LRF shear stress tensor \( \pi_{ij}(x) \). The normalization factor

\[
Z_n = \frac{1}{\det A} \tag{6}
\]

rescales the distribution function such that its particle density agrees with that of a local-equilibrium distribution with temperature \( T + \delta T \) and chemical potential \( \alpha_B + \delta \alpha_B \).

The modified equilibrium distribution (3) is constructed such that its momentum moments reproduce all components of \( J_B^\mu \) and \( T^{\mu\nu} \) at first order in the (small) dissipative corrections. As the dissipative flows \( \Pi \) and \( \pi_{ij} \) become larger, however, the mismatch between the hydrodynamic input and the output when re-computing them as moments of the modified distribution function (3) increases. This raises the question whether the modifications to the local-equilibrium distribution can minimize this mismatch even for moderately large viscous corrections. Tests conducted in Ref. [27] for the case of vanishing bulk viscous pressure \( \Pi = 0 \) showed that Eq. (3) accurately reproduces the target shear stress as well as the energy and charge densities even for moderately large shear stress modifications. However, when repeated for moderately large bulk viscous pressures, this time setting the shear stress to \( \pi_{ij} = 0 \), the modified equilibrium distribution’s hydrodynamic output strongly deviated from the input values. This suggests that the formula (3) can be further improved.

---

1. The scalar coefficients \( \lambda_T, \lambda_{\alpha_B}, \lambda_{\Pi} \) and \( \lambda_\pi \) are functions of the temperature and chemical potential \( (T, \alpha_B) \).
2. Ref. [27] did not consider a nonzero baryon diffusion current \( V_B^\mu(x) \).
To reduce the errors associated with bulk viscous pressure, a variant of the Pratt–Torrieri modified equilibrium distribution has been developed and recently implemented in a Bayesian model parameter extraction of heavy-ion collision simulations of Pb+Pb collisions at LHC energies ($\sqrt{s_{NN}} = 2.76$ and 5.02 TeV) [8]. A different type of quasi-equilibrium distribution, developed much earlier but with somewhat similar goals in mind, is the anisotropic distribution [28] at leading order (i.e. with only nonzero diagonal elements). We further apply the same method to also describe, with considerable success, a variety of dissipative flows at chemical freeze-out, including the relaxation of a stationary hadron resonance gas subject to a variety of small viscous corrections. We test its ability to reproduce the bulk viscous pressure $\Pi$, baryon diffusion current $\nu_{\mu}$, and energy density $\epsilon_B$ from the gradient expansion of the RTA Boltzmann equations made to the exponential argument of the local equilibrium distribution (2) are derived systematically from the large pressure anisotropies present in rapidly longitudinally expanding systems [30]. Anisotropic fluid dynamical simulations have been interfaced with partitionization models based on the Romatschke–Strickland anisotropic distribution [28] to describe, with considerable success, the particle spectra of Pb+Pb collisions at LHC energies ($\sqrt{s_{NN}} = 2.76$ TeV) and Au+Au collisions at RHIC energies ($\sqrt{s_{NN}} = 200$ GeV) [31, 32]. A further generalization of this approach has been proposed in Ref. [33].

The 14–moment approximation reads [34]

$$\delta f_n^{14} = f_{eq,n} \tilde{f}_{eq,n} \left( b_n c_\mu p^\mu + c_{\mu\nu} p^\mu p^\nu \right),$$

where $\tilde{f}_{eq,n} = 1 - g_n^{-1} \Theta_n f_{eq,n}$. For simplicity, we follow common practice and take the expansion coefficients $c_\mu$ and $c_{\mu\nu}$ to be species-independent. To solve for the coefficients, one rewrites Eq. (7) in irreducible form,

$$\delta f_n^{14} = f_{eq,n} \tilde{f}_{eq,n} \left( c_B m_n^2 + b_n (c_B (u \cdot p) + c_V^{(\mu)} p^{(\mu)}) + c_E (u \cdot p)^2 + c_Q^{(\mu)} (u \cdot p) p^{(\mu)} + c_0^{(\mu\nu)} p^{(\mu\nu)} \right),$$

where $p^{(\mu)} = \Delta^{\mu\nu} p^\nu$ and $p^{(\mu\nu)} = \Delta^{\mu\nu \alpha\beta} p^\alpha p^\beta$, with $\Delta^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu$ and $\Delta^{\mu\nu \alpha\beta} = \frac{1}{2} (\Delta^{\alpha\beta} \Delta^{\mu\nu} + \Delta^{\mu\alpha} \Delta^{\nu\beta} - \frac{1}{2} \Delta^{\mu\nu} \Delta_{\alpha\beta}$, are purely spatial in the LRF and traceless. The irreducible coefficients in (8) are

$$c_B = u_\mu c_\mu, \quad c_V^{(\mu)} = \Delta^{\mu\nu} c^{\nu}, \quad c_T = g_{\mu\nu} c^{\mu\nu}, \quad c_E = u_\mu c_\mu,$$

$$c_Q^{(\mu)} = u_\alpha \Delta^{\mu\nu} c_{\alpha\beta}, \quad c_0^{(\mu\nu)} = \Delta^{\mu\nu \alpha\beta} c_{\alpha\beta}.$$

One solves for these coefficients as follows, by inserting Eq. (8) into the Landau matching conditions for the net baryon density $n_B$ and energy density $\epsilon$, the definition of the Landau frame $T^{\mu\nu} u_\mu = \mathcal{E} u^\mu$ (which implies a vanishing heat current $Q^\mu = 0$), and the kinetic definitions for the bulk viscous pressure $\Pi$, baryon diffusion current $\nu_{\mu}$, and energy density $\epsilon$.
Here the sum runs over the number of resonances, \( n = 1, \ldots, N_R \), and \( f_n \equiv \int \frac{d^3 p}{(2\pi)^3 E} \). After some algebra one obtains

\[
\begin{align*}
\delta n_B &= \sum_n \int_p b_n (u \cdot p) \delta f_n = 0, \\
\delta \mathcal{E} &= \sum_n \int_p (u \cdot p)^2 \delta f_n = 0, \\
Q^\mu &= \sum_n \int_p (u \cdot p) p^{(\mu)} \delta f_n = 0, \\
\Pi &= \frac{1}{3} \sum_n \int_p (-p \cdot \Delta \cdot p) \delta f_n, \\
V_B^\mu &= \sum_n \int_p b_n p^{(\mu)} \delta f_n, \\
\pi^{\mu\nu} &= \sum_n \int_p (p^{(\mu)} p^{(\nu)}) \delta f_n.
\end{align*}
\]

B. First-order RTA Chapman–Enskog expansion

Another common approach to obtaining a linear \( \delta f_n \) correction for the Cooper–Frye formula is the Chapman–Enskog expansion, which is a perturbative series of the form

\[
f_n = f_{\text{eq},n} + \sum_{k=1}^{\infty} \delta f_n^{(k)} = f_{\text{eq},n} + \sum_{k=1}^{\infty} \epsilon^k h_n^{(k)},
\]

where \( \epsilon \) and \( h_n^{(k)} \) are the expansion parameter and coefficients [36]. This series should satisfy the RTA Boltzmann equation [25]

\[
p^{\mu} \partial_{\mu} f_n = -\frac{(u \cdot p)(f_n - f_{\text{eq},n})}{\tau_r},
\]

where we take the relaxation time \( \tau_r(x) \) to be momentum and species independent. If the hydrodynamic gradients are small compared to the relaxation rate \( \tau_r^{-1} \), the expansion parameter is the directional derivative

\[
\epsilon = -s^\mu \partial_\mu
\]

with

\[
s^\mu(x) = \frac{\tau_r(x)}{u(x) \cdot p} p^\mu.
\]

Inserting the ansatz (13) into Eq. (14) one finds at first order in gradients

\[
\delta f_n^{(1)} = -s^\mu \partial_\mu f_{\text{eq},n}.
\]

Using Eq. (2) and expanding the derivative one obtains

\[
\begin{align*}
\delta f_n^{(1)} &= -\tau_r f_{\text{eq},n} \dot{f}_{\text{eq},n} \left( b_n \alpha_B + \frac{(u \cdot p) \dot{T}}{T^2} + \frac{(-p \cdot \Delta \cdot p) \theta}{3(u \cdot p) T} + \frac{b_n p^{(\mu)} \nabla_\mu \alpha_B}{u \cdot p} - \frac{p^{(\mu)} (u_\mu \nabla_\mu \ln T - \sigma_{\mu\nu} T^{\mu\nu})}{(u \cdot p) T} \right),
\end{align*}
\]

where \( \theta = \partial_\mu u^\mu \) is the scalar expansion rate and \( \sigma_{\mu\nu} = \partial_\mu u_\nu + \partial_\nu u_\mu \equiv \Delta_{\mu\nu}^a \partial_a u_\alpha \) is the velocity shear tensor. We denote the LRF time derivative as \( \dot{a} = u^\mu \partial_\mu a \) and the spatial gradient in the LRF as \( \nabla^\mu a = \Delta^{\mu\nu} \partial_\nu a \). To simplify Eq. (18) in terms of the hydrodynamic quantities one makes use of the conservation equations for the net baryon number, energy and momentum,

\[
\begin{align*}
\partial_\mu j_B^\mu &= 0, \\
\partial_\mu (u^\mu T^{\mu\nu}) &= 0, \\
\Delta_{\mu\nu}^a \partial_\nu T^\lambda &= 0,
\end{align*}
\]

to eliminate the time derivatives:

\[
\begin{align*}
\dot{\alpha}_B &\approx \mathcal{G} \theta, \\
\dot{T} &\approx \mathcal{F} \theta, \\
\dot{\nu}^\mu &\approx \nabla^\mu \ln T + \frac{n_B T}{\mathcal{E} + \mathcal{P}_{\text{eq}}} \nabla^\mu \alpha_B.
\end{align*}
\]

The thermal integrals \( J_{kr}, N_{kr}, M_{kr}, A_{kr}, \) and \( B_{kr} \) are defined in Appendix A. It is well known that the coefficients of the 14–moment approximation are linearly proportional to the dissipative flows of the fluid [35]. An obvious problem with truncating the \( \delta f_n^{14} \) correction to first order is that it can overwhelm the local-equilibrium distribution at sufficiently high momentum, potentially turning the total distribution function negative. This problem grows worse with larger dissipative flows. In principle, one can systematically improve the moments expansion by including the non-hydrodynamic moments (\( \int_p p^{(\mu)} p^{(\nu)} f_n \), etc.) [13]. However, using them as macroscopic input along with \( J_B^\mu \) and \( T^{\mu\nu} \) would require solving a set of evolution equations for these higher-order moments together with the fluid dynamical simulation.
Here we only keep the first-order terms; the coefficients $\mathcal{G}$ and $\mathcal{F}$ are listed in Appendix B. The spatial gradients are substituted by dissipative flows using the Navier–Stokes relations:

$$\Pi \approx -\zeta \theta,$$

$$V_B^{\mu} \approx \kappa_B \nabla^{\mu} \alpha_B,$$  \hspace{1cm} (21a)

$$\pi^{\mu\nu} \approx 2\eta \sigma^{\mu\nu}.$$  \hspace{1cm} (21b)

The first-order RTA Chapman–Enskog expansion (18) then reduces to

$$\delta f_n^{\text{CE}} = f_{\text{eq},n} f_{\text{eq},n} \left[ \Pi \frac{\beta_{\Pi}}{\beta_{\Pi}} \left( b_n \mathcal{G} + \frac{(u \cdot p) \mathcal{F}}{T^2} + \frac{(-p \cdot \Delta \cdot p)}{3(u \cdot p)T} \right) \right. \right.
\left. \left. + \frac{V_B^{\mu} p(\mu)}{\beta_V} \left( \frac{n_B}{\bar{E} + \bar{P}_{\text{eq}}} - \frac{b_n}{u \cdot p} \right) + \frac{\pi_{\mu\nu} p(\mu p(\nu))}{2 \beta_\pi (u \cdot p) T} \right],$$  \hspace{1cm} (22)

where $\beta_{\Pi}$, $\beta_V$ and $\beta_\pi$ are the ratios of the bulk viscosity, baryon diffusion coefficient and shear viscosity, respectively, to the relaxation time. It is straightforward to check that $\delta f_n^{\text{CE}}$ satisfies the Landau matching and frame conditions (10a-c). The coefficients $\beta_{\Pi}$, $\beta_V$ and $\beta_\pi$ can be extracted by inserting Eq. (22) into Eqs. (10d-f). The resulting expressions are

$$\beta_{\Pi} = G n_B T + \frac{\mathcal{F}(\bar{E} + \bar{P}_{\text{eq}})}{T} + \frac{5J_{32}}{3T},$$  \hspace{1cm} (23a)

$$\beta_V = M_{11} - \frac{n_B^2 T}{\bar{E} + \bar{P}_{\text{eq}}},$$  \hspace{1cm} (23b)

$$\beta_\pi = \frac{J_{32}}{T}.$$  \hspace{1cm} (23c)

Like the 14–moment approximation, the first-order Chapman–Enskog expansion reproduces $J_{32}^B$ and $T^{\mu\nu}$ exactly, but the total distribution function can turn negative at high momentum. In this case, one could improve the expansion scheme by adding higher-order gradient corrections, but this approach is tedious and will not be pursued here.

III. MODIFIED EQUILIBRIUM DISTRIBUTION

A. Formulation

Both the 14–moment approximation (8) and the first-order RTA Chapman–Enskog expansion (22) solve the problem of parametrizing the momentum dependence of $\delta f_n(x, p)$ in terms of the available hydrodynamic information in such a way that the dissipative flows are exactly reproduced from the corresponding hydrodynamic moments of $\delta f_n$, but they also suffer from the negative probability problem at sufficiently high momenta. The latter is a direct consequence of truncating the expansion underlying each of the two approaches at first order in the dissipative flows. One way to circumvent this problem is to manipulate the argument of the exponential function in the local-equilibrium distribution (2) with viscous corrections, as was done in Ref. [27]. By construction, this avoids the negative probability problem but, as we will see, at the expense of not being able to match the dissipative flows exactly to the corresponding moments of this modified equilibrium distribution.

Our starting point is the RTA Chapman–Enskog expansion. Equation (17) is the first-order term of the Taylor series

$$f_{\text{eq},n}(x - s, p) \approx f_{\text{eq},n}(x, p) - s^{\mu} \partial_\mu f_{\text{eq},n}(x, p),$$  \hspace{1cm} (24)

with $s^{\mu}$ given by Eq. (16). Therefore we have as a first approximation for the modified equilibrium distribution

$$f_{\text{eq},n}^{(\text{mod})}(x, p) = f_{\text{eq},n}(x - s, p),$$  \hspace{1cm} (25)

which retains the same analytic form as $f_{\text{eq},n}$, except for a shift in the position arguments of the auxiliary fields $T(x)$, $\alpha_B(x)$ and $u^{\mu}(x)$. Note that the shift depends on the particle momentum $p^{\mu}$ at which the distribution function is evaluated. Assuming small gradients we can evaluate these corrections to first-order:

$$T(x - s) \approx T(x) - s^{\mu} \partial_\mu T(x),$$  \hspace{1cm} (26a)

$$\alpha_B(x - s) \approx \alpha_B(x) - s^{\mu} \partial_\mu \alpha_B(x),$$  \hspace{1cm} (26b)

$$u^{\mu}(x - s) \approx u^{\mu}(x) - s^{\mu} \partial_\mu u^{\mu}(x).$$  \hspace{1cm} (26c)

The perturbations can be rewritten as

$$\delta T = -\tau_r \dot{T} - \frac{\tau_r p^{(\mu)} \nabla_\mu T}{u \cdot p},$$  \hspace{1cm} (27a)

$$\delta \alpha_B = -\tau_r \dot{\alpha}_B - \frac{\tau_r p^{(\mu)} \nabla_\mu \alpha_B}{u \cdot p},$$  \hspace{1cm} (27b)

$$\delta u^{\cdot p} = \frac{\tau_r \theta (-p \cdot \Delta \cdot p)}{3(u \cdot p)} - \tau_r u^{(\mu)} \partial_\mu p^{\nu} \frac{\tau_r \sigma^{\mu\nu} p^{(\mu)p(\nu)}}{u \cdot p}.$$  \hspace{1cm} (27c)

As before, we can eliminate the time derivatives and spatial gradients by using the conservation laws and Navier–Stokes relations. To obtain more precise expressions for the perturbations, we first linearize the $\delta f_n$ correction in Eq. (25) as

$$\delta f_n \approx f_{\text{eq},n} f_{\text{eq},n} \left( b_n \delta \alpha_B + \frac{(u \cdot p) \delta T}{T^2} - \frac{\delta u \cdot p}{T} \right).$$  \hspace{1cm} (28)

After substituting Eqs. (27), (20) and (21) in Eq. (28) we recover the RTA Chapman–Enskog expansion (22). We now compare Eqs. (22) and (28) to read off the perturbations:\footnote{We here drop the spatial temperature gradients arising from this procedure in Eqs. (27a,c) since they cancel in Eq. (28).}

$$\delta T = \frac{\Pi F}{\beta_{\Pi}},$$  \hspace{1cm} (29a)

$$\delta \alpha_B = \frac{\Pi G}{\beta_{\Pi}} - \frac{V_B^{(\mu)p(\mu)} p^{(\mu)}}{\beta_V (u \cdot p)},$$  \hspace{1cm} (29b)

$$\delta u \cdot p = -\frac{\Pi (-p \cdot \Delta \cdot p)}{3 \beta_{\Pi} (u \cdot p)} - \frac{V_B^{(\mu)p(\mu)} n_B T}{\beta_V (\bar{E} + \bar{P}_{\text{eq}})} - \frac{\pi_{\mu\nu} p^{(\mu)p(\nu)}}{2 \beta_\pi (u \cdot p)}.$$  \hspace{1cm} (29c)

The resulting expressions are

$$\beta_{\Pi} = G n_B T + \frac{\mathcal{F}(\bar{E} + \bar{P}_{\text{eq}})}{T} + \frac{5J_{32}}{3T},$$  \hspace{1cm} (23a)

$$\beta_V = M_{11} - \frac{n_B^2 T}{\bar{E} + \bar{P}_{\text{eq}}},$$  \hspace{1cm} (23b)

$$\beta_\pi = \frac{J_{32}}{T}.$$  \hspace{1cm} (23c)
These corrections are now used to modify the exponent of Eq. (25) to obtain\(^4\)

\[
f_{\text{eq,n}}^{(\text{mod})} = \frac{g_n}{\exp \left[ \frac{(u+\delta u) \cdot p}{T+\delta T} - b_n (\alpha_B + \delta \alpha_B) \right] + \Theta_n}. \quad (30)
\]

As long as the viscous corrections are not too large (say, \(|\Pi| < 3\beta_H\)) this expression is positive definite, but it does not reproduce the components of \(J^\mu_B\) and \(T^{\mu\nu}\) exactly since it contains higher-order terms beyond the first-order RTA Chapman–Enskog expansion. These discrepancies are at least second order in gradients and should therefore be negligible if the viscous corrections are small:

\[
\begin{align}
|\Pi| & \ll \beta_H, \\
\sqrt{V_{B,\mu} V_B^\mu} & \ll \beta_V, \\
\sqrt{\nabla_{\mu\nu} \nabla^{\mu\nu}} & \ll 2\beta_.
\end{align} \quad (31a,b,c)
\]

However, Eq. (30) turns out to quickly lose its usefulness for even moderate viscous corrections which are found to result in serious violations of the matching to \(J^\mu_B\) and \(T^{\mu\nu}\). As it stands, Eq. (30) is not yet sufficient and needs additional improvements in order to mitigate the errors arising from the higher-order terms.\(^5\)

**B. Local momentum transformation and normalization**

The main source of errors in the modified equilibrium distribution (30) comes from the momentum dependent terms in the perturbations (29b,c). In the limit of small gradients, the deformations and shifts to the momentum space are linearly proportional to the dissipative flows. For larger viscous corrections, however, these effects propagate into the hydrodynamic quantities nonlinearly. In order to control these errors, one should recast the momentum-dependent perturbations in such a way that the viscous corrections to the momentum space are strictly linear.

The local momentum transformation (4), first introduced in Ref. [27], provides an effective way of dealing with the momentum-dependent perturbations in Eq. (29). Following their prescription, we rewrite Eq. (30) as

\[
f_{\text{eq,n}}^{\text{PTM}} = \frac{Z_n g_n}{\exp \left[ \frac{\sqrt{p^2 + m_n^2}}{T+\beta_H^{-1}\Pi F} - b_n (\alpha_B + \frac{\Pi G}{\beta_H}) \right] + \Theta_n}. \quad (32)
\]

Starting from a *thermal* distribution of momenta \(p')\ we construct a map \(p = M(p')\) to the LRF momenta \(p\) such that the deformations and shifts are linearly proportional to the dissipative flows. Under the constraint of reducing to the momentum-dependent perturbations in the limit of small gradients, one finds the following transformation between \(p\) and \(p':\)

\[
p_i = A_{ij} p_j' - q_i \sqrt{p'^2 + m_n^2} + b_n T a_i, \quad (33)
\]

where

\[
\begin{align}
A_{ij} &= \left( 1 + \frac{\Pi}{3\beta_H} \right) \delta_{ij} + \frac{\pi_{ij}}{2\beta_\pi}, \\
q_i &= \frac{V_{B,ij} n_B T}{\beta_V (\vec{e} + \vec{P}_{eq})}, \\
a_i &= \frac{V_{B,i}}{\beta_V},
\end{align} \quad (34a,b,c)
\]

with \(V_{B,i} = -X_i, V_B\) being the LRF spatial components of the baryon diffusion current. The deformation matrix \(A_{ij}\) is identical to the one in Eqs. (4,5), i.e. \(\lambda_H = 1/(3\beta_H)\) and \(\lambda_\pi = 1/(2\beta_\pi)\). Compared to Eqs. (4,5) [27], Eqs. (33,34) are further generalized to include baryon diffusion effects.

For the normalization factor \(Z_n\), we fix the particle density of the modified equilibrium distribution to that given by the RTA Chapman–Enskog expansion,

\[
n_n^{(1)} = n_{\text{eq},n} + \frac{\Pi}{\beta_H} \left( n_{\text{eq},n} + N_{10,n} G + J_{20,n} F \right), \quad (35)
\]

which contains a bulk viscous correction to the equilibrium particle density \(n_{\text{eq},n}(T, \alpha_B)\) [8, 27]. This suppresses the nonlinear shear and bulk viscous corrections to the modified particle density,

\[
n_n^{\text{PTM}} = Z_n \det A \cdot n_{\text{eq},n}(T + \beta_H^{-1}\Pi F, \alpha_B + \beta_H^{-1}\Pi G), \quad (36)
\]

which if \(Z_n = 1\) are another major source of errors in matching to the hydrodynamic output. Our choice for the normalization factor is therefore

\[
Z_n = \frac{1}{\det A} \times \frac{n_n^{(1)}}{n_{\text{eq},n}(T + \beta_H^{-1}\Pi F, \alpha_B + \beta_H^{-1}\Pi G)}, \quad (37)
\]

which is similar to Eq. (6) except it contains an additional factor. One should keep in mind that the linearized density \(n_n^{(1)}\) of light hadrons, especially pions, may turn negative if the bulk viscous pressure is too negative.

The “PTM distribution” (32) cannot be applied in every situation. The requirements for using \(f_{\text{eq,n}}^{\text{PTM}}\) in the

---

\(^4\) Equation (30) is closely related to the “maximum entropy” (ME) distribution recently proposed in Ref. [37], which modifies the exponent of the local-equilibrium distribution with additional Lagrange multipliers. At first order in the dissipative flows, it was shown [37] that the non-equilibrium corrections due to these Lagrange multipliers reduce to the perturbative terms in Eq. (30).

\(^5\) One option is to replace the perturbations in Eq. (30) by the Lagrange multipliers in Ref. [37] and adjust them so that the maximum entropy distribution exactly reproduces the hydrodynamic moments. However, an exact (numerical) calculation of these Lagrange multipliers for moderately large viscous corrections is still outstanding.
we decrease $\pi$ zero bulk viscous pressure and baryon diffusion current. Consider the case where in a given freeze-out cell the hydrodynamic moments of this distribution with all components of $T^\mu\nu$ and $J^B$. This is different from the linearized parametrizations described in Sec. II. In this subsection, we study the matching violations for hadrons emitted from a stationary time-like freeze-out cell with the modified equilibrium distribution (32).

The system is composed of the set of hadron species included in the hadronic afterburner code URQMD (38) ($N_B \sim 320$). These hadrons are assumed to be produced from a fluid in chemical equilibrium at the chemical freeze-out (CF) temperature $T_{CF}$ and baryon chemical potential $\mu_{B,CF}$, which can vary across different collision systems. The values used here (shown in the legend of Figure 1) are taken from a statistical model fit to the hadron abundance ratios measured in Pb+Pb collisions at LHC energies ($\sqrt{s_{NN}} = 5.02$ TeV) and in Au+Au collisions at RHIC and SPS energies ($\sqrt{s_{NN}} = 200$ GeV and 17.3 GeV, respectively) [39]. For clarity, we vary either the input shear stress, bulk viscous pressure or baryon diffusion current while fixing the other dissipative flows to zero.

In the first example (left column of Fig. 1) we consider the case where in a given freeze-out cell the hydrodynamic $T^\mu\nu$ features a negative pressure anisotropy $2(\mathcal{P}_L - \mathcal{P}_\perp) = \pi^{zz} = -2\pi^{xx} = -2\pi^{yy}$, combined with zero bulk viscous pressure and baryon diffusion current. Starting from equilibrium at the right edge of the plots, we decrease $\pi^{zz}$ going left, causing the longitudinal pressure $\mathcal{P}_L = \mathcal{P}_\text{eq} + \pi^{zz}$ to decrease and the transverse pressure $\mathcal{P}_\perp = \mathcal{P}_\text{eq} + \frac{1}{2}(\pi^{xx} + \pi^{yy})$ to increase. The energy density should not change due to the Landau matching condition (10a). These are the hydrodynamic components of $T^\mu\nu$ that we aim to reproduce, shown by the solid black curves. The colored dashed curves are the kinetic outputs, calculated as moments of the modified equilibrium distribution with these hydrodynamic inputs.\(^6\)\(^7\) One sees that for small $\pi^{zz}$ the kinetic output closely follows the initial hydrodynamic input. This is because in the limit of small dissipative flows the modified equilibrium distribution reduces to the linear RTA Chapman–Enskog expansion for which the kinetic output reproduces the hydrodynamic input exactly. As $\pi^{zz}$ further decreases to larger negative values, the kinetic output $T^\mu\nu$ begins to deviate from the hydrodynamic target. In particular, for a positive definite distribution function such as Eq. (32) the kinetic output $\mathcal{P}_\perp$ stays always above zero even if the hydrodynamic input for $\pi^{zz}$ is so large and negative that the total longitudinal pressure in the fluid is negative. On the other hand, the kinetic outputs for $\mathcal{E}$ and $\mathcal{P}_L$ agree well with their hydrodynamic targets even for large pressure anisotropies. These trends are confirmed for all three combinations ($T_{CF}, \mu_B, \mu_{B,CF}$) studied in the three rows of Fig. 1. Technically, the modified equilibrium distribution breaks down completely for $\pi^{zz} \leq -2\beta_\pi$ (which causes $\det A \leq 0$), and one should not expect $f^{\text{PTM}}$ to work for very large pressure anisotropies. However, for moderately large $|\pi^{zz}| \leq \frac{1}{2}\mathcal{P}_\text{eq}$, $f^{\text{PTM}}$ reproduces the target $T^\mu\nu$ components quite well, with $|\Delta\mathcal{P}_L|/\mathcal{P}_L \leq 9.0\%$, $|\Delta\mathcal{P}_\perp|/\mathcal{P}_\perp \leq 0.5\%$ and $|\Delta\mathcal{E}|/\mathcal{E} \leq 0.8\%$.\(^8\)

In the middle column of Fig. 1 we vary the bulk viscous pressure $\Pi$ at vanishing shear stress and baryon diffusion. We checked that for this hydrodynamic input the kinetic outputs for $\pi^{\mu\nu}$, $Q^\mu$ and $V_{\mu}^\nu$ vanish. The plots show that, for all three choices of freeze-out parameters, the energy matching condition $\Delta\mathcal{E} = 0$ holds very well even for large (negative) values of $\Pi$. The kinetic output for the total pressure $\mathcal{P}_\text{eq} + \Pi$ tends to somewhat underpredict the hydrodynamic target, the error staying below 10% for moderately large bulk viscous pressures $|\Pi| \leq \frac{1}{2}\mathcal{P}_\text{eq}$. For more negative input values of $\Pi$, $\Pi \lesssim -2\beta_\pi$, the particle density for pions turns negative and the modified equilibrium distribution becomes invalid.

In the right column of Fig. 1 we test the reproduction of the baryon diffusion current (taken arbitrarily to point in the $z$-direction) at zero shear and bulk viscous stress. One sees that the hydrodynamic input for the ratio $\alpha_B V_{\mu}^\nu/\Pi_B$ (which is approximately the same for all three freeze-out parameter pairs) is well reproduced by the kinetic output from the modified equilibrium distribution. The energy matching and Landau frame ($Q^2 = 0$) conditions are also reproduced with excellent precision. However, a nonzero input for $V_{\mu}^\nu \neq 0$ also generates nonzero kinetic outputs for the bulk and shear viscous stresses even when their hydrodynamic inputs are zero: For $V_{\mu}^\nu/\beta_\pi = 2$ we find a 5% positive difference $\Delta\mathcal{P}_L/\mathcal{P}_\text{eq}$ between the hydrodynamic input and the kinetic output for the longitudinal pressure of which,

\footnote{Due to the normalization factor (37) the modified equilibrium distribution conserves the net baryon number exactly ($\delta n_B = 0$).}

\footnote{For only shear stress inputs, the outputs $Q^\mu$ and $V_{\mu}^\nu$ vanish by symmetry and are therefore not of interest here.}

\footnote{We also successfully replicated the shear stress test shown in Fig. 2 of Ref. [27].}
after decomposition into shear and bulk viscous contributions, 1.5% can be attributed to an induced bulk viscous pressure $\Pi$ and 3.5% to an induced shear stress $\pi^{zz}$, both with positive signs. For moderately large baryon diffusion currents $|V_B^z| < \beta_V$, the hydrodynamic output errors are $|\Delta V_B^z/V_B^z| \leq 0.5\%$, $|\Delta P_L/P_{eq} \leq 1.3\%$, $|\Delta \mathcal{E}/\mathcal{E} \leq 0.2\%$ and $|Q^2/\mathcal{E} \approx 0$. 

D. Pratt–Torrieri–Bernhard distribution

Another variant of Pratt and Torrieri’s idea was implemented by Bernhard in Ref. [8]:

$$f^\text{PTB}_{eq,n} = \frac{Z g_n}{\exp[\frac{\sqrt{p^2 + m_n^2}}{T}] + \Theta_n}. \quad (39)$$

In this “PTB distribution” the baryon chemical potential and diffusion current are neglected ($\alpha_B = V_B^z = 0$), and the effective temperature is not modified ($\delta T = 0$). The momentum transformation rule is $p_i = A_{ij} p'_j$ with

$$A_{ij} = (1 + \lambda_{11})\delta_{ij} + \frac{\pi_{ij}}{2\beta_{\pi}}. \quad (40)$$

The shear stress modification is the same as in Eq. (34a) while the bulk pressure term is replaced by the isotropic scale parameter $\lambda_{11}$. The normalization factor $Z$ is taken as species-independent:

$$Z = \frac{z_{11}}{\det A}. \quad (41)$$

leaving particle abundance ratios unchanged from their chemical equilibrium values. The parameters $\lambda_{11}$ and $z_{11}$ are fixed such that in the absence of shear stress ($\pi_{ij} = 0$) the energy density and bulk viscous pressure are exactly matched [8]:

$$\mathcal{E}'(\lambda_{11}, z_{11}, T) = \mathcal{E}, \quad (42a)$$

$$\mathcal{P}'(\lambda_{11}, z_{11}, T) = \mathcal{P}_{eq} + \Pi; \quad (42b)$$
Equations (43a,b) imply that \( z \) linearizes to functions \( \lambda \) in the limit of small bulk viscous pressure, as shown in Figure 2. Generally, these are nonlinear functions of \( \Pi \) and \( z \) bound by

\[
0 < z < \frac{\mathcal{E}}{\rho},
\]

where \( \rho = \sum_n n_n \) is the equilibrium mass density. When \( \Pi \) lies outside the bound \( (45b) \) or \( \det A \leq 0 \), we consider the modified equilibrium distribution (39) to have broken down. As will be discussed in Sec. V B, we then resort to linearizing Eq. (39) around local equilibrium, i.e. we write \( f^{PTB}_{eq,n} \approx f_{eq,n} + \delta f_n \), where

\[
\delta f_n = f_{eq,n}(\delta z_\Pi - 3\delta \lambda_\Pi) + \frac{\delta \lambda_\Pi (-p \cdot \Delta \cdot p)}{(u \cdot p)T} + \frac{\pi_{\mu\nu}(u^\mu p^\nu)}{2\beta_z(u \cdot p)T} \quad (46)
\]

The effectiveness of the PTB distribution (39) in reproducing the components of a given energy-momentum tensor \( T^{\mu\nu} \) was studied in Ref. [8] to which we refer the reader for comparison with Fig. 1.

IV. MODIFIED ANISOTROPIC DISTRIBUTION

A. Anisotropic hydrodynamics

In this section we apply the formulation developed in Sec. II to modify an anisotropic distribution function that has already been deformed at leading order. In anisotropic hydrodynamics, the distribution function is decomposed into a momentum-anisotropic leading order term and a residual correction [40–42] as follows:

\[
f_n(x, p) = f_{a,n}(x, p) + \tilde{f}_n(x, p). \quad (47)
\]

Here the anisotropic leading order distribution \( f_{a,n} \) is taken as

\[
f_{a,n}(x, p) = \frac{g_n}{\exp \left[ \sqrt{p \cdot \Pi(x) \cdot p + m_n^2} \right] + \Theta_n} \quad (48)
\]

Similar to the modified equilibrium distribution (32), it has an effective temperature \( \Lambda \) and a momentum transformation encoded in the ellipsoidal tensor

\[
\Omega_{\mu\nu} = \frac{Z_\mu Z_\nu}{\alpha_L^2} - \Xi_{\mu\nu} \quad (49)
\]

Here \( Z^\mu \equiv X_3^\mu \) is the longitudinal basis vector and \( \Xi_{\mu\nu} = \delta_{\mu\nu} - u^\mu u^\nu + Z^\mu Z^\nu \) the associated transverse spatial projector [41]. The momentum anisotropy parameters \( \alpha_L \)

---

9 Violations of the upper bound in Eq. (45b) can occur at the transition from a conformal pre-hydrodynamic model to non-conformal viscous hydrodynamics, where the mismatch between the conformal and QCD equations of state gives exactly \( \Pi = \mathcal{E}/3 - P_{eq} \). 

10 For simplicity, we set in this Section the effective baryon chemical potential to \( \bar{\mu}_B = 0 \).
and \( \alpha_\perp \) deform the longitudinal and transverse momentum space, respectively. The anisotropic distribution (48) can be rewritten more conveniently as

\[
f_{a,n} = \frac{g_{n}}{\exp\left[\frac{\sqrt{P^2 + m_n^2}}{\Lambda}\right] + \Theta_n},
\]

(50)

where \( p_i = A_{ij} p'_j \) with

\[
A_{ij} = \alpha_{\perp} \delta_{ij} + (\alpha_L - \alpha_{\perp}) Z_i Z_j,
\]

(51)

and \( Z_i = -X_i \cdot Z = (0, 0, 1) \) being the LRF components of the longitudinal basis vector. Together, the anisotropic parameters \( \Lambda, \alpha_L \) and \( \alpha_{\perp} \) are adjusted such that \( f_{a,n} \) completely captures the energy density \( E \) and the longitudinal and transverse pressures, \( P_L \) and \( P_\perp \), in the energy-momentum tensor [41, 42].

\[
T^{\mu\nu} = E u^\mu u^\nu + P_L Z^\mu Z^\nu - P_\perp \Xi^{\mu\nu} + 2 W^{(\mu}_{\perp} Z^{\nu)} + \pi^{\mu\nu}_{\perp}.
\]

(52)

The residual correction \( \delta \tilde{f}_n \) does not contribute to \( E, P_L \) and \( P_\perp \) but accounts for the longitudinal momentum diffusion current \( W^{\mu}_{\perp z} \) and the transverse shear stress tensor \( \pi^{\mu\nu}_{\perp} \):

\[
W^{\mu}_{\perp z} = -\Xi^{\mu}_{\alpha\beta} \nabla^\alpha z^{\beta},
\]

\[
\pi^{\mu\nu}_{\perp} = \Xi^{\mu}_{\alpha\beta} \nabla^\alpha \nabla^\beta.
\]

(53a, 53b)

Here \( \Xi^{\mu}_{\alpha\beta} = \frac{1}{2}(\Xi^{\mu}_{\alpha\beta} + \Xi^{\mu}_{\beta\alpha} - \Xi^{\nu}_{\alpha\beta} \nabla^\nu) \) is the double-transverse traceless projector. An expression for \( \delta \tilde{f}_n \) can be derived using a linearization approach, such as the Chapman–Enskog expansion. After substituting Eq. (47) in the RTA Boltzmann equation (14), the first-order expression for \( \delta \tilde{f}_n \) is

\[
\delta \tilde{f}_n = -s^{\mu} \partial_{\mu} f_{a,n} - (f_{a,n} - f_{eq,n}),
\]

(54)

where the second-order term \(-s^{\mu} \partial_{\mu} \delta \tilde{f}_n \) was neglected. The first term in Eq. (54) can be expanded into

\[
-s^{\mu} \partial_{\mu} f_{a,n} = f_{a,n} \tilde{f}_n = \left( \frac{E_{a,n} \delta \Omega \cdot p}{\Lambda^2} - \frac{p \cdot \delta \Omega \cdot p}{2 E_{a,n} \Lambda} \right),
\]

(55)

where \( f_{a,n} = 1 - g_{n}^{-1} \Theta_{a,n} \), \( E_{a,n} = \sqrt{p \cdot \Omega \cdot p + m_n^2} \),

\[
p \cdot \delta \Omega \cdot p = \frac{1}{2} (\alpha_L^2 - \alpha_{\perp}^2) (\nabla^\mu Z_{\mu}) (\nabla^\nu Z_{\nu}) + \frac{(u \cdot p) (\delta u \cdot p)}{\alpha_L^2} - \frac{\delta \alpha_L (\nabla^\mu Z_{\mu})}{\alpha_{\perp}^2},
\]

(56)

and the perturbations \( \delta u^\mu \) and \( \delta Z^\mu \) are\(^{11}\)

\[
\delta u^\mu = -\frac{\tau_r}{u \cdot p} [(u \cdot p) (\nabla^\mu Z_{\mu} + p^{(\mu}) \hat{u}_{(\mu)}],
\]

(57a)

\[
\delta Z^\mu = -\frac{Z_{\mu}^2 \delta \theta_L}{2} - \frac{1}{2} (p \cdot \Xi \cdot p) \delta \theta_{\perp} + p^{(\mu} p^\nu) \delta \sigma_{\perp,\mu\nu} + (Z_{\mu} \cdot p) p^{(\mu} \left( Z_{\nu} \nabla^\nu u^\nu - D_z u^\mu \right),
\]

\[
\delta Z^\mu = -\frac{\tau_r}{u \cdot p} [(u \cdot p) (\nabla^\mu Z_{\mu} + p^{(\mu}) \hat{u}_{(\mu)}],
\]

(57b)

\[
\delta Z^\mu = -\frac{1}{2} (p \cdot \Xi \cdot p) \nabla_{\perp} \theta_{\perp} + p^{(\mu} p^\nu) \delta \sigma_{\perp,\mu\nu} + (Z_{\mu} \cdot p) p^{(\mu} \left( Z_{\nu} \nabla^\nu u^\nu - D_z u^\mu \right),
\]

(57b)

where \( p^{(\mu} \equiv \Xi^{\mu}_{\alpha\beta} p^\alpha \), \( p^{(\mu} p^\nu) \equiv \Xi^{\mu}_{\alpha\beta} p^\alpha p^\beta \), \( \theta_{\perp} = D_{\perp} u^\mu \) is the transverse expansion rate, \( \theta_{\perp} = \nabla_{\perp} u^\mu \) is the transverse spatial gradient, \( \sigma_{\perp,\mu\nu} \equiv \Xi^{\mu}_{\alpha\beta} \partial_{\mu} u_{\beta} \) is the transverse velocity shear tensor and \( \sigma_{\perp,\mu\nu} \equiv \Xi^{\mu}_{\alpha\beta} \partial_{\alpha} Z_{\beta} [41] \). For the sake of simplicity, we only consider the terms with nonzero contributions to \( W^{\mu}_{\perp z} \) and \( \pi^{\mu\nu}_{\perp} \), whose kinetic theory definitions are

\[
W^{\mu}_{\perp z} = \sum_{n}^{\infty} \int_{p} (\nabla^\mu Z_{\mu}) \delta \tilde{f}_n, \quad \pi^{\mu\nu}_{\perp} = \sum_{n}^{\infty} \int_{p} \left( p^{(\mu} \nabla^\nu u^\nu - D_z u^\mu \right),
\]

(58a, 58b)

By symmetry, the term \( (f_{a,n} - f_{eq,n}) \) in Eq. (54) and corrections \( \propto (\delta \Delta, \delta \alpha_L, \delta \alpha_{\perp}) \) have zero contributions, so we can effectively eliminate them. The only nonzero contributions from \( \delta u^\mu \) and \( \delta Z^\mu \) in Eqs. (57a, b) are

\[
\delta u^\mu \rightarrow -\frac{\tau_r}{u \cdot p} [\nabla^\mu Z_{\mu} + p^{(\mu} \hat{u}_{(\mu})], \quad \delta Z^\mu \rightarrow -\frac{\tau_r}{u \cdot p} \left( Z_{\mu} \nabla^\mu u^\nu - D_z u^\mu \right).
\]

(59a, 59b)

The \( \delta \tilde{f}_n \) correction then reduces to

\[
\delta \tilde{f}_n = \frac{\tau_r}{E_{a,n} \Lambda} \left[ p^{(\mu} p^\nu) \sigma_{\perp,\mu\nu}^{\infty} - \frac{(Z \cdot p) p^{(\mu} \kappa_{\perp}^{\infty})}{\alpha_{\perp} \alpha_L} \right],
\]

(60)

where

\[
\kappa_{\perp}^{\infty} = \frac{(\alpha_L^2 - \alpha_{\perp}^2) \Xi^{\mu}_{\alpha\beta} \nabla^\mu \theta_{\perp} - \alpha_{\perp}^2 Z_{\mu} \nabla^\mu u^\nu + \alpha_{\perp}^2 \Xi^{\mu}_{\alpha\beta} D_z u^\mu}{\alpha_{\perp} \alpha_L}.
\]

(61)

The gradients \( \sigma_{\perp,\mu\nu}^{\infty} \) and \( \kappa_{\perp}^{\infty} \) are proportional to the “Navier–Stokes” values for \( \pi^{\mu\nu}_{\perp} \) and \( W^{\mu}_{\perp z} \), respectively. After inserting Eq. (60) in Eq. (58) one obtains

\[
\pi^{\mu\nu}_{\perp} = 2 \tau_r \beta_{\perp}^{\infty} \sigma_{\perp,\mu\nu}^{\infty} \quad \text{and} \quad W^{\mu}_{\perp z} = \tau_r \beta_{\perp}^{\infty} \kappa_{\perp}^{\infty},
\]

(62)

where

\[
\beta_{\perp}^{\infty} = \frac{J_{\alpha \alpha_{\perp} - 1}}{\alpha_{\perp} \Lambda}, \quad \beta_{\perp}^{\infty} = \frac{J_{\alpha \alpha_{\perp} - 1}}{\alpha_L \alpha_{\perp} \Lambda},
\]

(63)

\(^{11}\) We find that the \( \delta \tilde{f}_n \) terms \( \propto (\delta \Delta, \delta \alpha_L, \delta \alpha_{\perp}) \) do not contribute to \( W^{\mu}_{\perp z} \) and \( \pi^{\mu\nu}_{\perp} \) so we can effectively set these perturbations to zero.
and the integrals $J_{\text{eng}}$ are defined in Appendix A. Thus, the first-order anisotropic RTA Chapman–Enskog expansion is
\[ \delta \tilde{f}_n = f_{a,n} \tilde{f}_{a,n} = \left( \frac{p(\mu p)\pi_{\perp}^{\mu\nu}}{2\beta^2 \pi E_{a,n} \sigma_A^2 \Lambda} - \frac{(-Z \cdot p)p(\mu)W_{\perp}^\mu}{\beta_W E_{a,n} \alpha_L \alpha_L \Lambda} \right) \cdot \delta \tilde{f}_n. \] (64)

One can show that Eq. (64) satisfies the anisotropic matching conditions for $\tilde{E}$, $P_L$ and $P_\perp$ and the Landau frame constraints:
\[ \delta \tilde{E} = \sum_n \int_p (u \cdot p)^2 \delta \tilde{f}_n = 0, \] (65a)
\[ \delta P_L = \sum_n \int_p (-Z \cdot p)^2 \delta \tilde{f}_n = 0, \] (65b)
\[ \delta P_\perp = \frac{1}{2} \sum_n \int_p (p \cdot \Xi \cdot p) \delta \tilde{f}_n = 0, \] (65c)
\[ Q_L = \sum_n \int_p (u \cdot p)(-Z \cdot p) \delta \tilde{f}_n = 0, \] (65d)
\[ Q_\perp^\mu = \delta \sum_n \int_p (u \cdot p)\pi_{\mu\nu} \delta \tilde{f}_n = 0, \] (65e)

where $Q_L = -Z \cdot Q$ is the LRF longitudinal heat flow and $Q_\perp^\mu$ is the transverse heat current.

**B. Modifying the anisotropic distribution**

With the anisotropic RTA Chapman–Enskog expansion (64) at hand we can proceed to modify the leading order anisotropic distribution (50). First, we insert a perturbation $\delta \Omega$ in $f_{a,n}$, keeping $\delta \Lambda = 0$:
\[ f_{a,n}^{(\text{mod})} = \frac{gn}{\exp \left[ \frac{\sqrt{p \cdot (\Omega + \delta \Omega) \cdot p + m_n^2}}{\Lambda} \right] + \Theta_n}. \] (66)

Linearizing this modified anisotropic distribution and comparing it to Eq. (64) one finds
\[ p \cdot \delta \Omega \cdot p = \frac{p(\mu p)\pi_{\perp}^{\mu\nu}}{\beta^2 \pi \sigma_A^2 \Lambda} + \frac{2(-Z \cdot p)p(\mu)W_{\perp}^\mu}{\beta_W \pi \alpha_L \alpha_L \Lambda}. \] (67)

Next we rewrite Eq. (66) as
\[ f_{a,n}^{\text{PTMA}} = \frac{Zgn}{\exp \left[ \frac{\sqrt{p^2 + m_n^2}}{\Lambda} \right] + \Theta_n}, \] (68)
where the normalization $Z$ will be discussed further below and
\[ p = B_{ij} p_{ij}'' = C_{im} A_{mj} p_{mj}'' \cdot \] (69)

By comparing with Eq. (51) one sees that the residual shear transformation $C_{im}$ further deforms the anisotropic momentum space. The additional deformations, which are linearly proportional to $\pi_{\perp}^{\mu\nu}$ and $W_{\perp}^\mu$, are assumed to be smaller than the anisotropy parameters $\alpha_L$ and $\alpha_\perp$. The matrix $C_{im}$ is constructed such that the total deformation matrix $B_{ij} = C_{im} A_{mij}$ is symmetric and reproduces the perturbation $\delta \Omega$ in Eq. (66) for small residual shear stresses. After some algebra one finds
\[ C_{im} = \delta_{im} + \frac{\pi_{\perp,im} W_{\perp,m}}{2\beta^2 \pi \pi_{\perp}} + \frac{\alpha_L \pi_{\perp,m} Z_m + \alpha_L W_{\perp,m} Z_i}{\beta_W \sigma_A^2 \Lambda} \cdot \] (70)

Here $\pi_{\perp,im} = X_i \cdot X_i \cdot X_m$ and $W_{\perp,i} = -X_i \cdot W_{\perp}$ are the LRF residual shear stress components. Although $C_{im}$ in Eq. (70) is not symmetric, $B_{ij}$ is:
\[ B_{ij} = A_{ij} + \frac{\pi_{\perp,ij} + \alpha_L W_{\perp,j} Z_i}{2\beta^2 \pi \pi_{\perp}} \cdot \] (71)

Finally we renormalize the particle density to the one given by the leading order anisotropic distribution:
\[ n_{a,n} = \det A \cdot n_{\text{eq},n}(\Lambda,0) \] (72)
where $n_{a,n}$ is the anisotropic particle density and $\det A = \alpha_L^2 \alpha_\perp$ (there is no contribution from the anisotropic RTA Chapman–Enskog correction $\delta \tilde{f}_n$). The modified particle density from Eq. (68) is
\[ n_{a,n}^{\text{PTMA}} = Z \det C \cdot n_{a,n} \cdot \] (73)
which leads us to the normalization factor
\[ Z = \frac{1}{\det C}. \] (74)

In Fig. 3, we test the reproduction of the energy-momentum tensor by the “PTMA distribution” (68), similar to the test done in Fig. 1. We consider a hadron resonance gas at temperature $T = 150$ MeV and baryon chemical potential $\mu_B = 0$ with an input $T^{\mu\nu}$ featuring the two fixed dissipative flows $\pi^{xx} = \Pi = -\frac{2}{5} \pi_{\text{eq}}$ (or, equivalently, $P_L = \frac{1}{5} \pi_{\text{eq}}$ and $P_\perp = \frac{2}{5} \pi_{\text{eq}}$). These viscous pressures are captured by the leading order distribution $f_{a,n}$ by numerically adjusting (“Landau matching”) the anisotropy parameters $\Lambda$, $\alpha_L$ and $\alpha_\perp$ accordingly.

In the left panel of Fig. 3 we explore the reliability of the modified anisotropic distribution in reproducing a nonzero transverse shear stress $\pi_{\perp,xx} = -\pi_{\perp}^{yy}$. Moving from the right edge of the plot leftward we decrease $\pi_{\perp,xx}$, causing the pressures $P_x = P_{\perp} + \pi_{\perp}^{xx}$ and $P_y = P_{\perp} + \pi_{\perp}^{yy}$ to decrease and increase, respectively. According to the anisotropic matching conditions (65), the energy density and longitudinal pressure should remain constant as we do so. The hydrodynamic input (solid black lines) and kinetic output $T^{\mu\nu}$ components (colored dashed lines) from this test are very similar to those shown in the left panels of Fig. 1, with the kinetic output for $P_x$ (blue dashed) approaching zero for large negative $\pi_{\perp}^{xx}$ while the output

---

12 The generalization of Eq. (68) for nonzero baryon chemical potential and diffusion is non-trivial and will be left to future work.
and bulk viscous pressure at zero residual shear stress, but it does not fully capture the pressure anisotropy. The modified equilibrium distribution (32) and plot the corresponding kinetic output $T^{\mu\nu}$ from the same system but add a longitudinal momentum diffusion (right panel). The solid black lines show the components of the hydrodynamic input $T^{\mu\nu}$.

For the second test (right panel of Fig. 3) we start from the same system but add a longitudinal momentum diffusion component $W^2_{\perp x}$ of increasing magnitude. The energy density and pressure components $P_x$, $P_y$ and $P_L$ should not change as we do so. Overall, we find that the kinetic outputs for $E$, $P_y$ and $W^2_{\perp x}$ are in good agreement with this expectation. However, the kinetic outputs for the pressure components $P_x$ and $P_L$ are seen to exhibit stronger sensitivity to the errors caused by mismatched nonlinear terms in $W^2_{\perp x}$. Still, for moderate values of $|W^2_{\perp x}| \leq 1/3 (P_L+2P_{\perp})$, the output errors stay below $|\Delta W^2_{\perp x}/W^2_{\perp x}| \leq 1.6\%$, $|\Delta P_x|/P_x \leq 4.0\%$, $|\Delta P_L|/P_L \leq 0.55\%$, $|\Delta P_{\perp}L|/P_{\perp} \leq 21\%$ and $|\Delta E|/E \leq 0.84\%$.

Finally, we repeat the previous tests with the PTM modified equilibrium distribution (32) and plot the corresponding kinetic output $T^{\mu\nu}$ as dotted lines in Fig. 3 for comparison. One observes that the PTM distribution follows essentially the same trends as the PTMA distribution, but it does not fully capture the pressure anisotropy and bulk viscous pressure at zero residual shear stress, similar to what we saw in Fig. 1. On the other hand, by imposing the generalized Landau matching conditions (65b,c) the leading order anisotropic distribution precisely reproduces the longitudinal and transverse pressures in that limit.

V. CONTINUOUS PARTICLE SPECTRA

In this section we compute the continuous momentum spectra of identified hadrons $(\pi^+, K^+, p)$ using the Cooper–Frye formula (1). To generate the hypersurfaces, we run the VAH code [43] to evolve central and non-central Pb+Pb collisions using standard viscous hydrodynamics with smooth initial conditions. For simplicity, we only consider the central slice ($\eta_s = 0$) in the transverse plane and assume longitudinal boost-invariance to extend the solution in the spaetime rapidity direction. For the different hadron phase-space distribution models discussed in Secs. II – IV, we will compare the azimuthally averaged transverse momentum spectra

$$\frac{dN_n}{2\pi p_T dp_T dy_p} = \int_0^{2\pi} \frac{d\phi}{2\pi} \frac{dN_n}{p_T dp_T d\phi dy_p}$$

and the $p_T$–differential elliptic flow coefficient

$$v_2^{(2)}(p_T) = \frac{\int_0^{2\pi} d\phi p \cos(2\phi) \frac{dN_n}{p_T dp_T d\phi dy_p}}{\int_0^{2\pi} d\phi \frac{dN_n}{p_T dp_T d\phi dy_p}}$$

for $P_y$ (green dashed) overestimates the hydrodynamic target value but to a lesser degree. The kinetic outputs for $E$ and $P_L$ are in very good agreement with their hydrodynamic target values. The modified anisotropic distribution breaks down for $\pi^{xx} \geq -2\beta_x$ (or $\text{det } C < 0$) but for moderately large values $|\pi^{xx}| \leq \frac{1}{6} (P_L+2P_{\perp})$ the discrepancies between the input and output values are $|\Delta P_x|/P_x \leq 4.0\%$, $|\Delta P_y|/P_y \leq 1.5\%$, $|\Delta P_L|/P_L \leq 0.17\%$ and $|\Delta E|/E \leq 0.47\%$. We also checked that for this hydrodynamic input the off-diagonal components of the kinetic output $T^{\mu\nu}$ are zero.
FIG. 4. The $\tau - x$ slice ($y = \eta_s = 0$) of the shear inverse Reynolds number $Re^{-1}_\pi = \sqrt{\pi^{\mu\nu}\pi_{\mu\nu}}/(P_{eq}\sqrt{3})$ (left panels) and bulk inverse Reynolds number $Re^{-1}_\Pi = |\Pi|/P_{eq}$ (right panels) showing the strength of the $\delta f_n$ corrections on a particlization hypersurface of constant temperature $T_{sw} = 150$ MeV (white contour) from a (2+1)–d central Pb+Pb collision with smooth $T_{\text{RENTo}}$ initial conditions. We vary the peak temperature of the specific bulk viscosity $\zeta/S$ to either $T_\zeta = 220$ MeV (top row) or $T_\zeta = 160$ MeV (bottom row).



at mid-rapidity ($y_p = 0$). Specifically, we compare results obtained with the 14–moment approximation (8), the RTA Chapman–Enskog expansion (22), the PTM and PTB modified equilibrium distributions (32) and (39), and the PTMA modified anisotropic distribution (68).

A. Setup

We evolve an azimuthally symmetric, event-averaged $T_{\text{RENTo}}$ transverse energy density profile with (2+1)–dimensional second-order viscous hydrodynamics [43, 44]. We start the simulation at the longitudinal proper time $\tau_0 = 0.5$ fm/c with an initial central temperature of $T_{0,\text{center}} = 400$ MeV. The spatial components of the fluid velocity $u^\mu$ and bulk viscous pressure $\Pi$ are initialized to zero. The shear stress tensor is initialized as

$$\pi^{\mu\nu} = \frac{1}{3}(P_L - P_\perp)(\Delta^{\mu\nu} + 3Z^\mu Z^\nu),$$

where the initial pressure anisotropy is set to $P_L - P_\perp = \frac{12}{11}P_{eq}$ and the initial longitudinal basis vector is $Z^\mu = (0, 0, 0, \tau_0^{-1})$. For the equilibrium pressure $P_{eq}(\xi)$, we use the lattice QCD equation of state from the HotQCD collaboration [20]. The baryon chemical potential $\alpha_B$ and baryon diffusion current $V_B^\mu$ are fixed to zero for the entire simulation.\footnote{The current version of the relativistic hydrodynamic code VAH [43] does not propagate the net baryon density and baryon diffusion current.}
The shear and bulk viscosities are modeled using the temperature dependent parametrizations from the JETSCAPE collaboration [45, 46]:

\[
\begin{align*}
(\eta/S)(T) &= (\eta/S)_{\text{kink}} + \theta_{\text{low}} (T-T_\eta) \Theta(T_\eta-T) \\
&\quad + \theta_{\text{high}} (T-T_\eta) \Theta(T-T_\eta), \\
(\zeta/S)(T) &= (\zeta/S)_{\text{max}} \Lambda_\zeta(T)^2 \\
&\quad \Lambda_\zeta(T)^2 + (T-T_\zeta)^2,
\end{align*}
\]

where \(\Theta(x)\) is the Heaviside step function and

\[
\Lambda_\zeta(T) = w_\zeta (1 + \lambda_\zeta \sgn(T-T_\zeta)).
\]

In this work we fix the viscosity parameters to \((\eta/S)_{\text{kink}} = 0.093\), \(T_\eta = 0.22\) GeV, \(\theta_{\text{low}} = -0.77\) GeV\(^{-1}\), \(\theta_{\text{high}} = 0.21\) GeV\(^{-1}\), \((\zeta/S)_{\text{max}} = 0.1\), \(w_\zeta = 0.05\) GeV and \(\lambda_\zeta = 0\). However, for exploration purposes we vary the temperature \(T_\zeta\) at which \(\zeta/S\) peaks, setting it to either 220 MeV or 160 MeV.

From the hydrodynamic simulation we generate an isothermal particlization hypersurface of temperature \(T_{\text{iso}} = 150\) MeV, using the freeze-out finder code CORNELIUS [21]. For our central Pb+Pb collision, the longitudinally boost-invariant hypersurface at spacetime rapidity \(\eta_s = 0\) contains about \(6.8 \times 10^4\) freeze-out cells. Figure 4 shows a \(\tau-x\) slice of the particlization surface at \(y = \eta_s = 0\), as well as the shear and bulk inverse Reynolds numbers to gauge the strength of the shear and bulk \(\delta f_n\) corrections. Finally, we evaluate the Cooper–Frye formula with the code i3SD [47], which was developed from the particlization module ISS [15]. The code gives the user the option to use one of five \(\delta f_n\) corrections described in Secs. II–IV. To compute the longitudinally boost-invariant particle spectra, the hypersurface volume needs to be extended to the \(\eta_s\) dimension and centered around the momentum rapidity \(y_p\). We perform the numerical integration of the Cooper–Frye formula along the \(\eta_s\)-direction using Gauss–Legendre integration on a 48-point grid \((y_p-\eta_s)_j\) with integration weights \(w_j\) given by

\[
(y_p-\eta_s)_j = \sinh^{-1}\left(\frac{x_j}{1-x_j^2}\right),
\]

\[
\omega_j = \frac{w_j}{\left|1-x_j^2\right| \sqrt{1-x_j^2 + x_j^4}},
\]

where \(x_j\) and \(w_j\) are the Gauss–Legendre roots and weights, respectively.

B. Breakdown of the modified distributions and technical issues

As stated in the previous sections, the modified equilibrium distributions (32) and (39) break down in freeze-out cells with large viscous corrections. For the first scenario where the specific bulk viscosity’s peak temperature is \(T_\zeta = 220\) MeV (top row in Fig. 4), both the shear and bulk viscous corrections are small enough to use the modified equilibrium distribution for all freeze-out cells. For \(T_\zeta = 160\) MeV (bottom row in Fig. 4) the bulk viscosity peaks much closer to the particlization hypersurface. Not only are the bulk viscous corrections much larger in this case, but the shear corrections are also enhanced due to shear–bulk coupling effects in the hydrodynamic simulation [48]. Together they cause the modified equilibrium distribution to break down for about \(4400\) freeze-out cells at \(r > 10\) fm and \(0.5\) fm/c < \(\tau < 1.3\) fm/c. There are several options to handle the particle spectra contributions from these freeze-out cells: (i) ignore such cells entirely, (ii) use for them the local-equilibrium distribution \(f_n = f_{\text{eq},n}\), which is positive definite but neglects the viscous components of \(T^{\mu\nu}\), or (iii) linearize in such cells the modified equilibrium distribution \(f_{\text{eq},n}^{\text{mod}} = f_{\text{eq},n} + \delta f_n\), which may turn negative at high momenta but captures all components of \(T^{\mu\nu}\). Here we choose the third option, i.e., for the PTM distribution we switch to the Chapman–Enskog expansion (22) when \(\det A < 10^{-5}\) or when the normalization factor \(Z_\eta\) of any hadron (usually the lightest pion \(\pi^0\)) turns negative. For the PTB distribution, we use \(\delta f_n\) from Eq. (46) when \(\det A < 10^{-5}\) or \(-P_{\text{eq}} < \Pi < \mathcal{E}/3-P_{\text{eq}}\). In this study, the impact of these manipulations on the total particle spectra is negligible since the number of “bad” freeze-out cells is small. However, if a significant fraction of the hypersurface requires one to use something other than the modified equilibrium distribution, then Eqs. (32) and (39) should probably not be used for particlization.

Even if the modified equilibrium distribution can be used, a very small \(\det A\) value can cause its width along the rapidity direction \((y_p-\eta_s)\) to be extremely narrow. This leads to numerical errors in the particle yields if the spacetime rapidity grid \((y_p-\eta_s)_j\) is not fine enough. To resolve this technical issue, we rescale the spatial grid \((y_p-\eta_s)_j\) by the distribution’s rapidity width \(\delta y_p\). One can estimate \(\delta y_p\) from a diagonal deformation matrix \(A_{ij} = \text{diag}(1 + \Pi - \frac{1}{2} \tilde{\pi}_{zz}, 1 + \Pi - \frac{1}{2} \tilde{\pi}_{zz}, 1 + \Pi + \bar{\pi}_{zz})\):

\[
\delta y_p \sim 1 + \bar{\Pi} + \bar{\pi}_{zz},
\]

where \(\bar{\Pi} = \Pi/(3\beta_\Pi)\) (or \(\lambda_\Pi\)) and \(\bar{\pi}_{zz} = \pi_{zz}/(2\beta_\pi)\). Relative to the transverse momentum space, the rapidity distribution becomes very narrow when \(\bar{\pi}_{zz} \approx -1 (1 + \bar{\Pi})\). In this limit, the rapidity width is proportional to

\[
\delta y_p \propto \frac{\det A}{(\det A)^{2/3}}.
\]

where \(\det A_\Pi = (1 + \bar{\Pi})^3\). Therefore, for each longitudinally boost-invariant freeze-out cell \(d^2\sigma_{\mu,i}\) we rescale the
FIG. 5. The azimuthally-averaged transverse momentum spectra of $(\pi^+, K^+, p)$ (top panels) computed with the Cooper–Frye formula for the $(2+1)$–d central Pb+Pb collision described in Sec. VA. The peak temperature of $\zeta/S$ is set to $T_\zeta = 220$ MeV. We compare the shear (red), bulk (blue) and combined shear + bulk (purple) $\delta f_n$ corrections of the 14–moment approximation (dotted color), RTA Chapman–Enskog expansion (dashed color), PTM distribution (solid color) and PTB distribution (dotted-dashed color) relative to the ideal spectra with $\delta f_n = 0$ (solid black). The bottom panels show the ratio of the particle spectra with $\delta f_n$ corrections to the ideal spectra.

spacetime rapidity grid points and weights (80) as

$$\begin{align}
(y_p - \eta_s)_{i,j} &= \frac{\text{det} A_i}{(\text{det} A_{II,j})^{2/3}} \times (y_p - \eta_s)_{j}, \\
\omega_{i,j} &= \frac{\text{det} A_i}{(\text{det} A_{II,j})^{2/3}} \times \omega_j.
\end{align}$$

This rescaling trick is found to work well even for small values of $\text{det} A \sim 10^{-5}$. For $(3+1)$–d hypersurfaces, however, this method cannot be used because the freeze-out finder fixes the freeze-out cells’ spacetime rapidity. Instead, we switch to a linearized $\delta f_n$ correction if the rapidity width is too small (e.g. $\text{det} A/(\text{det} A_{II})^{2/3} < 0.01$).

The modified anisotropic distribution (68) can also break down, usually because the longitudinal pressure $P_L$ turns negative during the viscous hydrodynamic simulation. When this happens one cannot construct a solution for the momentum deformation parameter $\alpha_L$ in the leading order anisotropic distribution (48). For the hypersurface with large bulk viscous corrections we find $P_L < 0$ in about 7800 freeze-out cells during the period $0.5 \text{ fm}/c < \tau < 2.3 \text{ fm}/c$ (see footnote 14). For these freeze-out cells, we here simply replace Eq. (68) by the local-equilibrium distribution (2). In practice it would be more appropriate to use the PTMA distribution in hypersurfaces constructed from anisotropic hydrodynamic simulations in which the occurrence of negative longitudinal pressures is largely avoided [43].

C. Central collisions

Figure 5 shows the continuous transverse momentum spectra (75) of $(\pi^+, K^+, p)$, without resonance decay contributions or hadronic rescattering, for our central Pb+Pb collision, using a specific bulk viscosity peak temperature of $T_\zeta = 220$ MeV. We study the shear and bulk viscous corrections to the ideal spectra (i.e. $\delta f_n = 0$) computed with the four models for $\delta f_n$ discussed in Sec. II.

As seen in the figure, the shear stress (although small) slightly flattens the $p_T$ spectra (red curves), without affecting the total yields, since it slows the longitudinal
expansion and pushes the particles outward in the transverse direction. The bulk viscous pressure has the opposite effect by counteracting the scalar expansion rate and reducing the average pressure, thereby softening the $p_T$ spectra (blue curves). One observes the “shoulder” at low values of $p_T$ that is typical for thermal flow spectra [49]; there the bulk corrections are more pronounced in protons than in pions and kaons. Furthermore, the bulk viscous correction decreases the total pion and kaon yields while increasing the proton yield. The PTB distribution is the only exception to these trends: for non-zero bulk viscous pressure it both raises the shoulder and increases the yields of all particles, which sets it apart from the other $\delta f_n$ corrections. Finally, the bulk viscous correction decreases the total pion and kaon yields while increasing the proton yield. The PTB distribution is the only exception to these trends: for non-zero bulk viscous pressure it both raises the shoulder and increases the yields of all particles, which sets it apart from the other $\delta f_n$ corrections. For the RTA Chapman–Enskog expansion, we see that the momentum dependence of the viscous correction varies considerably between models: the ratio of the total particle spectra to the ideal one at high $p_T$ is approximately quadratic for the 14–moment approximation and linear for the RTA Chapman–Enskog expansion, as illustrated by the bottom panels in Fig. 5. The PTM spectra are almost identical to the ones computed with the Chapman–Enskog expansion because the shear stress and bulk viscous pressures are small; differences between the two approaches emerge only at large values of $p_T$. Overall, there are no significant differences among the first three $\delta f_n$ models across most of the $p_T$ spectrum in Fig. 5. The PTB distribution, on the other hand, has a moderate excess of low $p_T$ pions and kaons relative to the other $\delta f_n$ corrections.

In Figure 6 we show how the central Pb+Pb collision spectra from Fig. 5 change when we move the peak of the specific bulk viscosity from $T_\zeta = 220$ MeV to $160$ MeV. This obviously increases the magnitude of the bulk viscous pressure on the particlization hypersurface at $T_{sw} = 150$ MeV. The shear-bulk coupling effect in the hydrodynamic simulation then also increases the strength of the shear viscous corrections on the hypersurface, resulting in much flatter $p_T$ slopes than in the previous case. Surprisingly, the shear viscous corrections from the four $\delta f_n$ models are still very close to each other (for PTM and PTB this is expected because these distributions use the same shear stress modification.) Instead, the largest differences are found in their bulk viscous corrections. Because the bulk viscous pressure on the
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hypersurface is quite large (lower right panel in Fig. 4),
the linearized bulk viscous correction in the 14–moment
approximation causes the pion spectra to turn negative
already at intermediate momentum \( p_T \sim 1.8 \text{ GeV} \) while
the kaon and proton spectra flip sign for \( p_T > 2 \text{ GeV} \) and
2.4 GeV, respectively. The bulk viscous correction in the
RTA Chapman–Enskog expansion is less severe than in
the 14–moment approximation, but the pion and kaon
spectra still turn negative for \( p_T \gtrsim 2 \text{ GeV} \) (the proton
spectra remain positive up to \( p_T = 3 \text{ GeV} \)). In contrast,
the PTM spectra are positive definite by construction
even for moderately large bulk viscous pressures, main-
taining an exponential tail at high values of \( p_T \).\(^{15}\) One
also observes a slight excess of protons at low \( p_T \) (this
effect is much less visible for kaons). The PTB spectra also
remain positive but have significantly steeper slopes than
the PTM spectra; the shoulder enhancements at low \( p_T \)
are also much larger, especially for pions.

After combining the shear and bulk viscous correc-
tions, the \( p_T \) spectra become positive except for the one
computed with the 14–moment approximation, which has
a strong quadratic momentum dependence from its bulk
viscous correction.

D. Non-central collisions

Next we repeat the same hydrodynamic simulations
for a nonzero impact parameter \( b = 5 \text{ fm} \), to study the
effects of the different viscous corrections \( \delta f_n \) on the \( p_T \–
differential elliptic flow coefficient, shown in Fig. 7 for
\( \pi^+, K^+ \), and \( p \). Here we start with \( T_\zeta = 220 \text{ MeV} \),
resulting in relatively weak viscous stresses on the par-
ticlization hypersurface. The shear viscous corrections
are seen to decrease the differential elliptic flow \( v_2(p_T) \),
counteracting the effects of anisotropic transverse flow.
The bulk viscous pressure, on the other hand, tends to
increase \( v_2(p_T) \) by suppressing the radial flow and mak-
ing the \( p_T \) spectra (75) steeper. Individually, the small
shear and bulk viscous corrections to the \textit{ideal} \( v_2(p_T) \) (de-
fined by setting $\delta f_n = 0$) are roughly linear in $p_T$, except for the bulk $\delta f_n$ correction of the 14–moment approximation, which causes $v_2(p_T)$ to diverge at high $p_T$ when the spectrum (which enters the denominator of $v_n(p_T)$) passes through zero. Overall, there is a net suppression on the differential elliptic flow since it is more sensitive to the shear viscous corrections at the space-like edges of the hypersurface, whose fluid cells have undergone the strongest transverse acceleration. Interestingly, the only exception is the PTB elliptic flow, whose shear and bulk viscous corrections nearly cancel each other. Similar to the spectra discussed in the previous subsection, the four $\delta f_n$ models produce very similar viscous corrections to the elliptic flow when $T_\zeta = 220$ MeV. Clear distinctions between these models appear only for large transverse momenta $p_T > 2$ GeV.

When $T_\zeta$ is lowered to 160 MeV (see Fig. 8), the much larger bulk viscous pressure on the space-like part of the hypersurface results in the divergence of the linearized bulk viscous corrections to $v_2(p_T)$ at intermediate values of $p_T \sim 1.5-2.5$ GeV, for all three particle species considered, reflecting the corresponding sign change of their azimuthally averaged $p_T$ spectra (75). The shear viscous corrections help offset this effect by flattening the slope of the $p_T$ spectra, but the pion and kaon elliptic flows still diverge, albeit now at slightly higher $p_T$ (as does the proton $v_2(p_T)$ from the 14–moment approximation). For realistic event-by-event simulations where the hadrons are Monte Carlo sampled from the hypersurface prior to the afterburner phase, these divergences are removed by enforcing the regulation $f_{eq,n} + \delta f_n \geq 0$ in the Cooper–Frye formula [15, 47].

In the PTM distribution, on the other hand, the bulk viscous modifications prevent the $p_T$ spectra from turning negative, and the resulting elliptic flow curves are well behaved even at high $p_T$. After including the shear stress modification, the PTM differential elliptic flows decrease but remain above the ideal curves since the bulk viscous pressure overwhelmed the shear stress on the hypersurface. The PTB elliptic flow coefficients also stay finite at high $p_T$ but are significantly larger than those computed with the PTM distribution.

### E. Modified anisotropic distribution

We close this section by looking at the particle $p_T$ spectra and differential elliptic flows computed with the PTMA distribution (68). Figure 9 shows the resulting transverse momentum spectra for the same central Pb+Pb collision as in Fig. 6. Compared to the PTM spectra, which here include both shear and bulk viscous
FIG. 9. The azimuthally-averaged transverse momentum spectra of ($\pi^+$, $K^+$, $p$) (top panels) for the central Pb+Pb collision with $T_\xi = 160$ MeV. We compare the full PTMA distribution (solid light blue) to the PTM distribution with shear and bulk modifications (solid purple), the leading order anisotropic (LOA) distribution (dotted light blue), and the ideal (local thermal equilibrium) distribution (solid black). The bottom panels show the ratio of the particle spectra with viscous corrections to the ideal spectra.

FIG. 10. The $p_T$–differential elliptic flow of ($\pi^+$, $K^+$, $p$) for the non-central Pb+Pb collision with $T_\xi = 160$ MeV. Similar to Fig. 9, we compare the PTMA distribution (solid light blue) to the PTM distribution (solid purple) and leading order anisotropic (LOA) distribution (dotted light blue).
corrections, the PTMA kaon and proton distributions have a slightly higher mean transverse momentum, indicated by corresponding shifts in the slope and shoulder, and the pion yield slightly increases. We know from Fig. 1 that the PTM distribution underpredicts the input isotropic pressure $\mathcal{P}_{eq} + \Pi$ because the bulk viscous modifications to the effective temperature and isotropic momentum space in Eq. (32) do not perfectly reproduce the input bulk viscous pressure. The anisotropic parameters ($\Lambda, \alpha_L, \alpha_L$) in the PTMA distribution are optimized to correct for these errors, outputting a slightly larger isotropic pressure than the PTM distribution. One also notices that the PTMA spectra are virtually identical to the ones computed with leading order anisotropic distribution (48), which excludes the residual shear corrections in Eq. (71). Due to the approximate azimuthal symmetry of the hypersurface, we expect the transverse shear stress $\sigma_{\perp \perp} (W_{\perp}) = 0$ by longitudinal boost-invariance) to have little to no impact on the azimuthally-averaged particle spectra.

Figure 10 shows the elliptic flow coefficients from the PTMA distribution for the same non-central Pb+Pb collision as in Fig. 8. Although the PTM and PTMA models yield very similar results, the smaller bulk viscous modification in the PTMA distribution slightly brings down the $v_2(p_T)$ curves. Relative to the leading order anisotropic distribution, we see that the transverse shear corrections play a larger role in non-central collisions, damping the anisotropic flow.

VI. CONCLUSIONS

In this work we proposed and studied a positive definite hadronic distribution for Cooper–Frye particlization that improves upon the Pratt–Torrieri distribution introduced in Ref. [27]. At an intermediate stage of the derivation, we used the RTA Boltzmann equation to identify the non-equilibrium corrections to the Boltzmann factor. This ensures that in the limit of small dissipative flows our “modified equilibrium” distribution function reduces exactly to the first-order RTA Chapman–Enskog expansion. Even with these dissipative modifications, the distribution function remains positive definite for arbitrarily large momenta, but there is a trade-off: different from the first-order RTA Chapman–Enskog expansion, the modified equilibrium distribution no longer matches the input energy-momentum tensor and net baryon current exactly. The mismatch becomes significant already for moderately large viscous corrections.

To minimize these errors, in Sec. III B we slightly restructured the dissipative perturbations by linearizing the viscous corrections to the momentum scales of the local-equilibrium distribution as well as their contributions to the corresponding particle yields. The resulting PTM modified equilibrium distribution bears close resemblance to the Pratt–Torrieri distribution [27] but it can better reproduce the input hydrodynamic quantities in freeze-out cells subject to moderately large bulk viscous pressures. Although the output of the energy-momentum tensor calculated with the modified equilibrium distribution does not perfectly match the input $T^{\mu \nu}$, one can further improve it by applying the same technique to modify not the isotropic local-equilibrium distribution but instead the leading order anisotropic distribution (which accounts for some large dissipative effects non-perturbatively). At this point this PTMA distribution has only been constructed for systems with zero net baryon density; its generalization to nonzero baryon chemical potential will be left to future work.

We also compared the PTM distribution to the linearized 14–moment approximation and the first-order RTA Chapman–Enskog expansion, by using the Cooper–Frye formula to compute the momentum spectra and $p_T$–differential elliptic flow coefficients of hadrons emitted from a particlization hypersurface. For small viscous corrections the azimuthally averaged transverse momentum spectra and $p_T$–differential elliptic flows generated by all of these $\delta f_n$ models are very similar. When the dissipative flows on the hypersurface (in our case mostly the bulk viscous pressure) become moderately large, the transverse momentum spectra of the linearized $\delta f_n$ corrections turn negative at intermediate $p_T$ values while those of the PTM and PTMA distributions remain positive at all $p_T$, by construction. This simultaneously prevents the $p_T$–differential elliptic flow coefficients from developing singularities caused by zero crossings of the $p_T$ spectra, a problem that plagues the linearized viscous corrections whenever the hypersurface features large bulk viscous pressures.

In practical applications the hydrodynamic evolution of the fluid inside the particlization hypersurface must be complemented by a microscopic kinetic evolution outside that surface, typically simulated by a hadronic cascade that allows for the decay of unstable resonances and their regeneration via hadronic rescattering (such as e.g. URQMD [38] or SMASH [50]). Initialization of this cascade requires the sampling of hadron positions and momenta from the Cooper–Frye formula using Monte Carlo techniques [5], rather than computing continuous particle spectra by numerically performing the Cooper–Frye integral as we have done in this work. Monte Carlo sampling requires a positive definite hadron distribution function $f_n = f_{eq,n} + \delta f_n$. Positivity during the particle sampling process can be ensured by appropriate regularization prescriptions [5, 47]. Combined with fluctuations from finite sampling statistics, it then becomes difficult to distinguish the modified equilibrium distributions from the regulated linearized $\delta f_n$ corrections at large momenta where few particles are emitted in any given collision event. The differences that matter in practice are those that are visible at soft momenta $p_T \lesssim 1$ GeV/$c$.

The Monte Carlo sampling of hadrons from the Cooper–Frye formula using one of the five $\delta f_n$ models discussed in this work has already been implemented in the code iS3D [47]. In addition to the PTM and
PTMA distributions, it may be insightful to consider other $\delta f_n$ correction candidates, in order to fully quantify the theoretical uncertainties associated with the partilization process in heavy-ion collisions. A recent model-to-data analysis that utilized our code to reduce model selection bias in the phenomenological constraints on the quark-gluon plasma’s transport properties was reported in Refs. [45, 46]. The only $\delta f_n$ model discussed here that was not used in that analysis is the PTMA modified anisotropic distribution, which is the latest addition to the IS3D particle sampler.

An interesting recent development [37] is the proposal of a new type of positive definite particle distribution that introduces dissipative corrections to the local thermal equilibrium distribution by maximizing the entropy while using additional Lagrange multipliers to keep all ten components of the energy-momentum tensor $T^{\mu\nu}$ (including the bulk and shear viscous stresses) fixed exactly at their hydrodynamic values. The conceptual advantage of this approach is that it does not rely on any uncontrolled assumptions about the microscopic dynamics of the distribution function but uses only the available macroscopic information encoded in the hydrodynamic output for $T^{\mu\nu}$. We note that this so-called “maximum entropy” distribution [37] shares many features with our PTM and PTMA modified equilibrium distributions. It would be interesting to see whether a deeper connection exists between these two approaches, and to compare their particle spectra in event-by-event simulations of heavy-ion collisions with fluctuating initial conditions. Such studies will become feasible once a full numerical calculation of the Lagrange multipliers in the maximum entropy distribution for arbitrary energy-momentum tensors becomes available.
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Appendix A: Moments of the distribution function

We define the thermal, isotropic and anisotropic integrals that appear in this paper. For each species $n$ let

$$J_{kq,n} = \int_p (u \cdot p)^{k-2q}(-p \cdot \Delta \cdot p)^q f_{eq,n} f_{eq,n}.$$  \hspace{1cm} (A1)

The \textit{thermal integrals} over the local-equilibrium distribution are then given by

$$J_{kq} = \sum_n J_{kq,n}, \hspace{1cm} (A2a)$$

$$N_{kq} = \sum_n b_n J_{kq,n}, \hspace{1cm} (A2b)$$

$$M_{kq} = \sum_n b_n^2 J_{kq,n}, \hspace{1cm} (A2c)$$

$$A_{kq} = \sum_n m_n^2 J_{kq,n}, \hspace{1cm} (A2d)$$

$$B_{kq} = \sum_n b_n m_n^2 J_{kq,n}.$$

The \textit{isotropic integrals} over the PTB distribution (39) without shear stress modifications (i.e. for $\pi_{ij} = 0$) are

$$L_{kq} = \sum_n \int_p \frac{(u \cdot p)^{k-2q}(-p \cdot \Delta \cdot p)^q}{(2q+1)!!} f_{\lambda,n}, \hspace{1cm} (A3)$$

where

$$f_{\lambda,n} = \frac{g_n (1+\lambda_{\Pi})^{-3}}{\exp \frac{1}{T} \sqrt{m_n^2 - \frac{p \cdot \Delta \cdot p}{(1+\lambda_{\Pi})^2}} + \Theta_n. \hspace{1cm} (A4)}$$

In particular, the modified energy density and isotropic pressure are given by $\mathcal{E}'(\lambda_{\Pi}, z_{\Pi}, T) = z_{\Pi} L_{20}(\lambda_{\Pi}, T)$ and $\mathcal{P}'(\lambda_{\Pi}, z_{\Pi}, T) = z_{\Pi} L_{21}(\lambda_{\Pi}, T)$.

Finally, the \textit{anisotropic integrals} are given by

$$J_{kqrs} = \sum_n \frac{1}{(2q)!!} \int_p \frac{(u \cdot p)^{k-r-2q}(-Z \cdot p)^r}{(Z \cdot p)^r/2 f_{a,n} f_{a,n}}.$$  \hspace{1cm} (A5)

Appendix B: Conservation laws in first-order approximation

Here we derive the expression for the time derivatives (20) by making a first-order approximation to the conversation laws (19). The conservation equations for the net baryon number and energy up to first order in gradients are

$$\dot{n}_B = -n_B \theta, \hspace{1cm} \dot{\mathcal{E}} = -(\mathcal{E}+\mathcal{P}_{eq}) \theta. \hspace{1cm} (B1)$$

Taking the time derivative of the kinetic definitions for the net baryon and energy densities,

$$n_B = \sum_n b_n \int_p (u \cdot p) f_{eq,n}, \hspace{1cm} \mathcal{E} = \sum_n \int_p (u \cdot p)^2 f_{eq,n}, \hspace{1cm} (B2)$$

one obtains

$$\dot{\alpha}_B = \mathcal{G}(T, \alpha_B) \theta, \hspace{1cm} \dot{T} = \mathcal{F}(T, \alpha_B) \theta. \hspace{1cm} (B3)$$
The coefficients $G$ and $F$ appear in the RTA Chapman–Enskog expansion (22):

\[
G = T \left( \frac{(\mathcal{E} + p_{eq})N_{20} - n_B J_{30}}{J_{30} M_{10} - N_{20}^2} \right), \tag{B4a}
\]

\[
F = T^2 \left( \frac{n_B N_{20} - (\mathcal{E} + p_{eq})M_{10}}{J_{30} M_{10} - N_{20}^2} \right). \tag{B4b}
\]

The evolution equation for the fluid velocity up to first-order in gradients is given by

\[
\hat{u}^\mu = \frac{\nabla^\mu p_{eq}}{\mathcal{E} + p_{eq}}, \tag{B5}
\]

After computing the spatial gradient of the equilibrium pressure $P_{eq} = \frac{1}{3} \sum_n \int p_{eq} (-p - \Delta_{f} f_{eq,n})$, Eq. (B5) can be rewritten as

\[
\hat{u}^\mu = \nabla^\mu \ln T + \frac{n_B T}{\mathcal{E} + p_{eq}} \nabla^\mu \alpha_B, \tag{B6}
\]

where we made use of the identities [36] $J_{31} = (\mathcal{E} + p_{eq})T$ and $N_{21} = n_B T$.
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