Density Dependent Spin-Orbit Coupling in Degenerate Quantum Gases
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In this letter we propose a method to realize a kind of spin-orbit coupling in ultracold Bose and Fermi gases whose format and strength depend on density of atoms. Our method combines two-photon Raman transition and periodical modulation of spin-dependent interaction, which give rise to the direct Raman process and the interaction assisted Raman process, and the latter depends on density of atoms. These two processes have opposite effects in term of spin-momentum locking and compete with each other. As the interaction modulation increases, the system undergoes a crossover from the direct Raman process dominated regime to the interaction assisted Raman process dominated regime. For this crossover, we show that for bosons, both the condensate momentum and the chirality of condensate wave function change sign, and for fermions, the Fermi surface distortion is inverted. We highlight that there exists an emergent spatial reflection symmetry in the crossover regime, which can manifest itself universally in both Bose and Fermi gases. Our method paves a way to novel phenomena in a non-abelian gauge field with intrinsic dynamics.

Spin-orbit (SO) coupling is an unambiguous effect in electron gases in quantum materials. For electrons, the SO coupling is essentially a relativistic effect of charged particles, and for a given dispersion in solid, both the form and the strength of the SO coupling are fixed [1, 2]. Although the ultracold atoms are neutral, SO coupling effect can now be simulated for ultracold atoms by utilizing the atom-light interaction [3–5]. In the simplest and most widely used setting, a pair of Raman lasers are applied to ultracold atoms [6–8]. These pair of lasers can flip the spin from down to up, accompanied by a momentum transfer to the right, and simultaneously, can flip the spin from up to down, accompanied by a momentum transfer to the left. In this way, the spin and momentum are locked which realizes the SO coupling effect. Studying SO coupling in ultracold atomic gases can significantly enrich our understanding of this effect. For instance, the effect of SO coupling in a Bose gas [9–28] and its interplay with the BEC-BCS crossover [29–39] are both novel effects revealed by ultracold atomic systems, which have no counterpart in electronic system studied before.

Another unique aspect of SO coupling in ultracold atom systems is that the coupling itself can be made dynamical. That is to say, the dynamics of atoms in the presence of SO coupling can feedback to the coupling form or strength itself. There are two approaches to realize such dynamical SO couplings. One approach is to replace the classical light field with quantum photon field strongly coupled to atoms, for instance, by using cavity field in strong coupling regime [40–42]. Another approach is to make the SO coupling depending on atom field itself, for instance, depending on the density of atoms. Here we will focus on the second approach. The SO coupling can also be viewed as a non-abelian gauge field. Actually, for

Abelian gauge field, the $U(1)$ gauge field, manifested as the phase of hopping in optical lattices, has been made density dependent, either by periodically shaking the optical lattice with a frequency resonant with interaction energy [44], or by periodically driving both optical lattice and interaction [43]. This also enables recent realization of dynamical abelian gauge field with local gauge symmetry [45]. In this letter, we will show that similar method can also used to realize dynamical SO coupling in both degenerate Bose and Fermi gases. This will be an important step toward realizing dynamical non-abelian gauge field.

Setting. First, we consider the conventional configuration where a cloud of ultracold atoms are placed in...
two counter propagating Raman beams, as shown in Fig. 1(a). The single particle Hamiltonian is given by

$$\hat{H}_0 = -\frac{\hbar^2 \nabla^2}{2m} + \frac{\hbar}{2} \sigma_z + \hbar \Omega \cos(2k_r x - \omega t) \sigma_x. \quad (1)$$

Here $\hbar$ is the Zeeman energy between spin-up and spin-down, $k_r$ is the wave length of the lasers, $\Omega$ is the strength of the Raman process, and $\omega$ is the frequency difference between two Raman lasers. Now we apply a unitary rotation $\mathcal{U}_1 = e^{-i\omega \sigma_x t/2}$ to Eq. (1), it yields

$$\hat{H}_0 = -\frac{\hbar^2 \nabla^2}{2m} + \delta \sigma_z + \frac{\hbar \Omega}{2} (e^{i2k_r x \sigma^+} + e^{-i2k_r x \sigma^-}) + \frac{\hbar \Omega}{2} (e^{-i2k_r x + 2\omega t \sigma^+} + e^{i2k_r x - 2\omega t \sigma^-}). \quad (2)$$

where $\delta = (\hbar - \hbar \omega)/2$. Usually, considering the situation $\hbar \sim \hbar \omega$, we implement the rotating wave approximation to drop the high frequency term, that is the last term in Eq. (2). The retained Raman coupling term is shown in Fig. 1(b), where momentum of an atom increases $2k_r$ when its spin is flipped from down to up, and decreases $2k_r$ when it is spin is flipped from up to down. To distinguish with another process discussed below, we refer this process as the direct Raman coupling. With the direct Raman coupling process only, the Hamiltonian can be equivalently written as

$$\hat{H}_0 = \frac{\hbar^2}{2m} (k_x + k_r \sigma_z)^2 + \delta \sigma_z + \frac{\hbar \Omega}{2} \sigma_x. \quad (3)$$

The physical effect of this kind of SO coupling has been discussed extensively in the ultracold atom literatures in the past decade [3–5].

Let us now revisit the term ignored by the rotating wave approximation. This term actually does opposite the past decade [3–5].

Before the experimental predication for spin resolved momentum distribution measured by the time-of-flight with the Stern-Gerlach experiment. The first column dominated by direct Raman coupling regime, the last column dominated by the interaction assisted Raman coupling, and the middle column is the crossover regime where both processes are important. For bosons, the predication is for $\delta > 0$. For fermions, the upper raw is for $\delta > 0$ and the lower raw is for $\delta < 0$ and $|\delta| \gtrsim E_F$.

be written as

$$\hat{H}_0 = \frac{\hbar^2}{2m} (k_x - k_r \sigma_z)^2 + \delta \sigma_z + \frac{\hbar \Omega}{2} \sigma_x. \quad (4)$$

Note that $-k_r \sigma_z$ in Eq. (3) is now changed to $k_r \sigma_z$ in Eq. (4), and $\Omega/2$ in Eq. (4) is the effective interaction assisted Raman coupling strength, which depends on density.

**Main Results and Experimental Predications.** Before we introduce the details of our derivations, let us first describe the main results as shown in Fig. 2, which are the experimental predications as the interaction modulation increases.

For Bose condensation at zero temperature, we consider the situation $\delta = 0$. In this case there are two degenerate ground states, where the majority atoms, either spin-up or spin-down, condense at the momentum minimum $k_{\text{min}}$ around zero. For one state, in the direct Raman coupling regime, majority spin-down atoms are coupled to minority spin-up atoms with positive momentum, and therefore, $k_{\text{min}}$ is pushed to slightly negative value. If we define a chirality $\langle k \sigma_z \rangle$ with $k = |k|$, the chirality is positive. In the interaction assisted Raman coupling regime, in contrast, minority spin-down atoms are coupled to minority spin-up atoms with negative momentum, and therefore, $k_{\text{min}}$ is pushed to slightly positive value. Then the chirality is negative. In the crossover regime, both direct and interaction assisted Raman processes are equally important, and the minority spin-up atoms appears at both positive and negative momenta. This is schematically shown in the first raw of Fig. 2.
The results from quantitative calculation is shown in Fig. 3, where we show how the momentum minimum and chirality changes when the interaction modulation increases. Especially, one can see that the chirality jumps from positive to negative at the point where \( k_{\min} \) crosses zero. For another degenerate state, the majority spin-down atoms are coupled to minority spin-down atoms with negative momentum in the direct Raman coupling regime, and are coupled to minority spin-down atoms with positive momentum in the interaction assisted Raman coupling regime, as shown in the second raw of Fig. 2. Consequently, \( k_{\min} \) changes from positive to negative as interaction modulation increases. The behaviors of the chirality are the same for these two states, as shown in Fig. 3(b).

For degenerate Fermi gas, we consider a simpler situation of one-dimension. When \( \delta \gtrsim E_F > 0 \), the majority fermions are spin-down atoms in absence of SO coupling. The situation is similar as the first raw of Fig. 2, with the only difference that atoms populate a Fermi sea instead of occupying the lowest energy state only. In one-dimension, the Fermi surface are simply two points whose momenta are denoted by \( k_F^+ \) at positive and negative momenta, respectively. Because the Raman process distorts the single particle dispersion and breaks the spatial reflection symmetry, in general \( k_F^+ \neq k_F^- \). In Fig. 4 we show \( \Delta k_F = k_F^+ - k_F^- \) as a function of interaction modulation strength. It shows that the direct Raman coupling and the interaction assisted Raman coupling distort the fermion dispersion in an opposite way, and therefore, \( \Delta k_F \) changes from negative to positive when interaction modulation increases. If \( \delta < 0 \) and \( |\delta| > E_F \), the majority fermions are spin-up atoms. The situation behaves as the second raw of Fig. 2, and \( \Delta k_F \) changes from negative to positive when interaction modulation increases.

**Method.** We consider modulating the interaction between two spin component as \( g \cos(2\omega t)\hat{n}_\uparrow(r)\hat{n}_\downarrow(r) \). For the situation we considered here, to very good approximation, \( \langle \hat{n}_\uparrow(r) + \hat{n}_\downarrow(r) \rangle \) is a constant. Therefore, it is convenient to rewrite the interaction Hamiltonian as

\[
-\frac{g}{4} \cos(2\omega t)(\hat{n}_\uparrow(r) - \hat{n}_\downarrow(r))^2.
\]

Here we leave the total density-dimension interaction for future consideration as it does not enter the Raman processes considered here. We take the mean-field approximation by defining the normalized magnetization as \( M_z(r) = \langle \hat{n}_\uparrow(r) - \hat{n}_\downarrow(r) \rangle / n_0 \), where \( n_0 = N/V \) is the average total density. Then, this mean-field Hamiltonian can be written as

\[
\hat{H}_{MF} = \hat{H}_0 - \frac{g}{2} n_0 M_z(r) \sigma_z \cos(2\omega t),
\]

where \( \hat{H}_0 \) is given by Eq. (1). Note that here \( M(r) \) needs to be determined self-consistently.

We employ the Floquet approach to solve this mean-field Hamiltonian. We can define a time evolution operator \( \hat{U}(T) = \int_0^T dt \hat{H}_{MF}(t) \). For a given \( M_z(r) \), we numerically diagonalizing the time evolution operator as \( \hat{U}(t) |\varphi_n \rangle = e^{-i\epsilon_n T/h} |\varphi_n \rangle \). Here \( \epsilon_n \) is the quasi-energy, which is restricted in the regime \(-\pi h/T < \epsilon_n < \pi h/T\), and \( |\varphi_n \rangle \) is the corresponding wave function. For bosons, we consider that all atoms are condensed into the state with the lowest quasi-energy. For fermions, we consider that all atoms fill a Fermi sea. Then, we compute \( M_z(r) \) either under this condensation wave function or under the Fermi sea wave function, for bosons or fermions, respectively. We iteratively solve the Floquet Hamiltonian until a self-consistency is reached. Both Fig. 3 and Fig. 4 are obtained by this numerical method, as shown by the solid lines.

To see the physics more clearly, another way is to obtain the Floquet effective Hamiltonian. Here we apply a unitary rotation \( \hat{U}_2 \) to the Hamiltonian (6), and

\[
\hat{U}_2 = e^{\frac{i}{\hbar} \int_0^T dt \left[ 2\pi \sigma_z - \frac{\delta_0 z\sigma_z \cos(2\omega t)}{2m} \right]}.
\]

the Hamiltonian after rotation becomes

\[
\hat{H}(t) = -\frac{\hbar^2 \omega^2}{2m} + \delta \sigma_z + \hbar \Omega \cos(2k_F x - \omega t)
\times \begin{pmatrix}
0 & e^{i \left[ wt - \frac{\delta M_z}{\hbar} \sin(2\omega t) \right]} \\
0 & \text{h.c.}
\end{pmatrix}.
\]

where \( \lambda = \frac{g n_0}{(\hbar \omega)} \). Here we have assumed that \( M_z \) is a spatial independent constant, which has been well justified by the numerical method described above. By
only keeping the zeroth-order of Eq. (8), we obtain a time-independent effective Hamiltonian as
\[
\hat{H}_{\text{eff}} = \frac{\hbar^2}{2m} \nabla^2 - \frac{\hbar \lambda}{2} \sigma_z + \frac{\hbar \Omega}{2} \times \left( \begin{array}{cc}
0 & J_0 \left( \frac{\lambda M_z}{2} \right) e^{i2kr_x} + J_1 \left( \frac{\lambda M_z}{2} \right) e^{-i2kr_x} \\
\text{h.c.} & 0
\end{array} \right) \tag{9}
\]
Here $J_0$ and $J_1$ is the zeroth and the first order Bessel functions. The numerical results based on Eq. (9) are shown by the dashed lines in Fig. 3 and Fig. 4, which agree well with the solid lines.

The effective Hamiltonian Eq. (9) is a central result of this work. It represents a faithful representation of the density-dependent SO coupling proposed in this work, and illustrates clearly the competition of two Raman processes. In the presence of both positive and negative momentum transfers, the single particle dispersion in general should develop a band structure. For small interaction modulation, when $\lambda \to 0$, $J_0 \to 1$ and $J_1 \to 0$. When we ignore $J_1$ term, this effective Hamiltonian recovers Eq. (3) upon a gauge transformation, with $\Omega$ replaced by $\Omega J_0 \left( \lambda M_z / 2 \right)$. As $\lambda$ increases, $J_1$ increases and $J_0$ decreases. For large interaction modulation, when $J_1$ term dominates, by only keeping the $J_1$ term, the effective Hamiltonian recovers Eq. (4), with $\Omega$ given by $\Omega J_1 \left( \lambda M_z / 2 \right)$.

Emergent $Z_2$ Symmetry. The crossover between these two regimes happens at $J_0 \left( \lambda M_z / 2 \right) \approx J_1 \left( \lambda M_z / 2 \right)$, and a special point is that $J_0 \left( \lambda M_z / 2 \right) = J_1 \left( \lambda M_z / 2 \right)$. As we mentioned above, the presence of SO coupling generally breaks the spatial reflection symmetry. However, this symmetry is restored when $J_0 \left( \lambda M_z / 2 \right) = J_1 \left( \lambda M_z / 2 \right)$. As one can see, spatial reflection $x \to -x$, together with a $\pi$ spin rotation along $\hat{z}$, keep the effective Hamiltonian Eq. (9) invariant.

This emergent $Z_2$ symmetry in the crossover regime has direct experimental signatures. First, as illustrated in the middle column of Eq. (2), the clouds of minority spin component appears at both positive and negative momenta, which are of equal size. Secondly, in Fig. 3 one can see that when $\lambda = 3.04$, the condensation momentum $k_{\text{min}} = 0$. Thirdly, in Fig. 4 one can see that when $\lambda = 3.06$, $\Delta k_F = 0$. Both are indicated by dashed lines in Fig. 3 and 4. It is remarkable to note that although Fig. 3 and Fig. 4 consider two different systems with different $\delta$, different dimensionality and different statistics, these two values of $\lambda$ agree remarkably with each other, because both are determined by the underlying spatial reflection symmetry. This value is also consistent with the condition $J_0 \left( \lambda M_z / 2 \right) \approx J_1 \left( \lambda M_z / 2 \right)$, which gives $\lambda = 2.87$ by taking $M_z \approx 1$. In fact, the self-consistent $M_z$ is close to but smaller than unity when $\Omega < 4E_r$, with $E_r = \hbar^2 k_r^2 / (2m)$, and the actual value of $\lambda$ for the emergent $Z_2$ symmetry is slightly larger than 2.87.

Outlook. In the past decade, extensive studies have revealed rich physics of ultracold atoms in the presence of a static SO coupling, whose format and strength are both fixed. This work proposes a realistic proposal to realize a density-dependent SO coupling, as given by Eq. (9). Since density of atoms is a dynamical field, this SO coupling has its intrinsic dynamics. Here, as an important initial step to lay down the basis, we only consider the mean-field theory, but more interesting effects can certainly be found in future studies by including density fluctuations. Novel effects can be found particularly in the regime either when density fluctuations are strong, such as in interacting one-dimensional gases, or when the system is sensitive to density, such as in the crossover regime.
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