Measuring language ability of students with compensatory multidimensional CAT: A post-hoc simulation study
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Abstract
The computerized adaptive tests (CAT) apply an adaptive process in which the items are tailored to individuals’ ability scores. The multidimensional CAT (MCAT) designs differ in terms of different item selection, ability estimation, and termination methods being used. This study aims at investigating the performance of the MCAT designs used to measure the language ability of students and to compare the results of MCAT designs with the outcomes of corresponding paper–pencil tests. For this purpose, items in the English Proficiency Tests (EPT) were used to create a multidimensional item pool that consists of 599 items. The performance of the MCAT designs was evaluated and compared based on the reliability coefficients, root means square error (RMSE), test-length, and root means squared difference (RMSD) statistics, respectively. Therefore, 36 different conditions were investigated in total. The results of the post-hoc simulation designs indicate that the MCAT designs with the A-optimality item selection method outperformed MCAT designs with other item selection methods by decreasing the test length and RMSD values without any sacrifice in test reliability. Additionally, the best error variance stopping rule for each MCAT algorithm with A-optimality item selection could be considered as 0.25 with 27.9 average test length and 30 items for the fixed test-length stopping rule for the Bayesian MAP method. Overall, MCAT designs tend to decrease the test length by 60 to 65 percent and provide ability estimations with higher precision compared to the traditional paper–pencil tests with 65 to 75 items. Therefore, it is suggested to use the A-optimality method for item selection and the Bayesian MAP method for ability estimation for the MCAT designs since the MCAT algorithm with these specifications shows better performance than others.
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1 Introduction

Language testing is a broad area that requires sophisticated methods to measure language skills or abilities such as reading, listening, and speaking skills. Traditional measurement methods used to measure individuals’ language skills, seem to be insufficient which has led to the development of more complex and advanced testing methods. Therefore, there has been a huge development in this area of study.

Traditional fixed test length paper–pencil tests are used, in general, to measure traits or abilities with a restricted range. Moreover, most of the items in these tests are more suitable for examinees with average ability levels. Another shortcoming of a traditional paper–pencil test is that there is a time limit for responding to all items which causes inaccurate ability estimations for those who respond to items more slowly than other examinees (Weiss, 2005). On the other hand, Computerized adaptive tests (CATs) match the properties of items with each examinee’s ability level to obtain more accurate estimates.

Due to the adaptive nature of the measurement process of CAT designs, the very easy and difficult items are eliminated for each test-taker which decreases the test length and performance times (Curi & Silvia, 2019; Sukamolson, 2002). Thus, CATs are assumed to be advantageous compared to traditional paper–pencil exams. Because they can decrease the number of items while increasing or maintaining the same level of measurement quality as the corresponding paper–pencil tests. Therefore, considering these advantages, it is obvious that the CATs make the testing process more effective and efficient.

One of the most important advantages of CAT is that it provides more reliable measures with a shorter test (Wainer, 1993). The main reason behind this is that the items that provide the highest information at the currently estimated ability are selected due to the adaptive nature of the process. Besides, CATs are more flexible to testing time and have the feature of providing results of the test as soon as the testing process is terminated (Curi & Silvia, 2019; Lin, 2012; Weiss, 1983). Moreover, CATs based on item response theory (IRT) provide comparable ability scores between the test takers answering a different set of items and taking the test at different times (Curi & Silvia, 2019; Kreitzberg et al., 1978; Wainer, 2000).

Developments in computer technologies, along with item response theory (IRT) models increased the applicability of unidimensional and multidimensional computerized adaptive tests (Lee et al., 2019; Wang & Chen, 2004). Adaptive tests using unidimensional IRT-based item selection and theta estimation methods are called Unidimensional CAT (U-CAT) methods, while adaptive tests using multidimensional IRT-based item selection and theta estimation methods are called Multidimensional CAT (MCAT) methods (Wang & Chen, 2004). Although CAT designs mostly benefit from unidimensional IRT methods, they might not be applicable in real test situations.

Especially, measuring cognitive abilities, reading and writing skills, performance tasks, and clinical abilities require using multi-dimensional IRT (MIRT)
models (van der Linden & Hambleton, 1997, pp. 221). Additionally, the MCAT applications of a multidimensional test have been considered to be more efficient and advantageous compared to the unidimensional CAT applications (Chien & Wang, 2017; Lee et al., 2019; Wang, 2010). Therefore, increasing trends in using MIRT models, and considering the adaptive test as a more reliable alternative to traditional paper–pencil tests lead us to the development of MCAT procedure that combines both MIRT models and CAT procedures (Segall, 1996, 2001).

The post-hoc CAT simulation methods, on the other hand, allow comparing the performance and the outcomes of the CAT designs to the corresponding paper–pencil versions (e.g., Wang et al., 1999; Weiss, 2005). The post-hoc simulations provide preliminary analyses that allow investigating the adaptive test performance of a given test administered in paper–pencil format. Thus, post-hoc CAT simulations allow examining how much reduction is achieved and to what extent the standard error associated with ability parameters is decreased (Kalender, 2011).

1.1 The Computerized Adaptive Testing (CAT) Process

The CAT systems, in general, consist of five important blocks (Weiss & Kingsbury, 1984): item bank, starting rule, item selection, scoring method, and termination (or stopping) rule (Luo et al., 2020). The first step in a CAT process is to construct an item bank that contains the previously administered items calibrated with measurement models. The item parameters, such as difficulty, discrimination and guessing parameters, are obtained from the item calibration process.

The CAT process workflow is presented in Fig. 1 (Oppl et al., 2017, p. 4, Fig. 1). The process is initiated by selecting the first item from the item bank based on the predefined criteria. After administering the first item, the ability score is estimated with an adopted scoring method based on IRT models, and a new item is selected from the item bank in accordance with the individual’s previously estimated ability level. Typically, a more challenging item, that fits best to the estimated ability score, is selected if the examinee answered the previous items correctly, and vice versa. The item selection and ability estimation cycle (step 2 to step 5 in Figure-1) is repeated until the predefined termination rule is met. The CAT process is usually terminated based on fixed test-length or precision-based stopping rule (Segall, 2004).

![Fig. 1 The computerized adaptive testing (CAT) procedure](image-url)
Post-hoc CAT simulations give insight into which CAT designs yield more consistent results compared to the corresponding paper–pencil test. Additionally, it provides a more accurate psychometric characteristic of given examinees (Wang et al., 1999) since real data sets and item parameters are used when testing the performance of MCAT designs. More detailed information about the components of MCAT designs used in this study, such as IRT models, ability estimation and item selection methods, content balancing, and test termination rules are provided in the following sections.

1.2 Multidimensional IRT models

Multidimensional item response theory (MIRT) models are generally classified as Compensatory and Non-compensatory models (Sijtsma & Junker, 2006). An individual’s relatively low score from one dimension can be compensated by high scores from other dimensions in compensatory MIRT models. However, this compensation is not possible for non-compensatory models. Therefore, which method to use depends on the structure of ability or skill being measured by the test. If the relation between ability parameters obtained from different dimensions is high or ability parameters can be compensated by other higher ability parameters, then compensatory MIRT models should be utilized.

In this study, a two-parameter logistic MIRT (2PL MIRT) model, in which pseudo chance parameters are set equal to zero (0) was used, since pseudo chance parameters of items included in the item bank ranged between 0 and 0.10. Therefore, the 2PL MIRT model was favored to decrease calculation time. The formula for this model is as follows:

\[
P(U_{ij} = 1|\theta_j, a_i, d_i) = \frac{e^{a_i\theta_j + d_i}}{1 + e^{a_i\theta_j + d_i}}
\]

where \(\theta_j\) represents ability parameters of m dimensions and is a 1xm vector. Likewise, \(a_i\) is a 1xm discrimination vector and \(b_i\) and \(d_i\) are scalars, representing item difficulty and item easiness, respectively.

1.3 Item and Test information functions

Information functions occupy an important place in the item response theory model. They provide information about the accuracy of estimated ability parameters and the amount of error during the process of measurement. Since the items in a test provide information about the ability being measured to a certain degree, the amount of information provided by the items depends on how consistent the estimated abilities and item parameters are. Therefore, item information functions are used to estimate the information provided by each item at different estimated theta values.

The mathematical formula for estimating item information was first proposed by R.A. Fisher in 1925 (Kullback, 1959). The Fisher’s information function formula is given below:

\[
\mathcal{I}(\theta) = E \left( -\frac{\partial^2}{\partial \theta^2} \log p(X; \theta) \right)
\]
where $\theta$ denotes ability parameters and $f(Y;\theta)$ denotes probability density function of observed score $Y$. Fisher has shown that the asymptotic variance of $\theta$ estimated with MLE (maximum likelihood estimation) is equal to the multiplicative inverse of $I(\theta)$. It also provides a lower bound of the variance of theta estimated by other unbiased estimation methods.

Fisher’s test information function is used to calculate the total test information for all items administered at each $\theta$ value. The following formula is Fisher’s test information function:

$$I(\theta) = E_\theta \left[ \frac{d \log f(Y;\theta)}{d\theta} \right]^2$$  \hspace{1cm} (2)

The most important feature of the test information function is that it provides information about the degree of accuracy of estimated theta and enables us to calculate measurement errors.

### 1.4 Item selection methods

The first studies investigating item selection methods for multidimensional adaptive tests were conducted by Bloxom and Vale (1987). They adapted the item selection method based on Bayesian approximation procedures proposed by Owen (1969, 1975) for unidimensional CAT to multidimensional CAT procedures. The study of Bloxom and Vale (1987) about MCAT was followed by other researchers, such as van der Linden (1996, 1999), Segall (1996, 2000), Fan and Hsu (1996), and Veldkamp and van der Linden (2002).

Some of the item selection methods developed for multidimensional CAT utilize the optimal designs. Optimal design methods are used to optimize statistical inferences by calculating determinants or the covariance-matrix trace and information matrix. The most commonly used optimal designs are D-optimality, A-optimality, C-optimality, and E-optimality (Silvey, 1980, p. 10).

A-optimality minimizes the composite measure’s error variance (van der Linden, 1999), while C-optimality and Kullback–Leibler information (KLI) methods (Veldkamp & van der Linden, 2002) maximize the prior distribution. Moreover, D-optimality is obtained from the determinant of the posterior information matrix (Luecht, 1996; Segall, 1996). Besides, these optimal designs are commonly used in different areas such as educational and medical sciences (Berger & Wong, 2005). Fisher’s information matrix is of great importance in these designs since the Fisher’s information matrix is used to calculate information about latent variables that explain the observed variables.

A-optimality and D-optimality item selection methods differ in terms of calculating the determinant of the information matrix. Moreover, A-optimality takes the variance of other ability parameters into account, when selecting the next item. The
following section provides information about the ability estimation parameters used in this study.

1.5 Ability estimation methods

1.5.1 MLE Ability Estimation Method

Maximum likelihood estimation (MLE) aims to calculate the most likely ability score of the examinees given the responses to items in a test. When estimated item parameters are given, \( L(U_j|\theta_j) \) denotes the likelihood function of an examinee’s response pattern. The formula for likelihood function is as follows:

\[
L(U_j|\theta_j) = \prod_{i=1}^{n} P(U_{ij}|\theta_j)
\]  

where \( U_j \) represents responses of examinee \( j \) to items and \( \theta_j \) denotes ability parameter of examinee \( j \). Maximum likelihood estimation of ability parameter (\( \hat{\theta}_j \)) equals to the \( \theta \) value that maximizes this likelihood function. The log-likelihood function’s first derivative is calculated and solved for \( \theta \) to find out the \( \theta \) value that maximizes the likelihood function.

MLE, in general, has a larger standard error and RMSE values than Bayesian scoring methods (Wang & Vispoel, 1998; Warm, 1989; Weiss & McBride, 1984). Another disadvantage of MLE ability estimation is that it cannot estimate \( \theta \) values when the examinees answer all items correctly or incorrectly at the beginning of the CAT procedure. The \( \theta \) values can either be restricted with [-4, 4] interval or Bayesian estimation methods are used (Song, 2010).

1.5.2 Fisher’s Scoring Method

Another method commonly used to estimate examinees’ ability parameters is called Fisher’s scoring method. Compared to the MLE estimation method, this method utilizes the expected Fisher’s information function instead of Fisher’s exact information function. The expected Fisher’s information function is denoted by \( J(\theta) \) and the following formula is used to calculate it:

\[
J(\theta; u_{ij}) = E[I(\theta; u_{ij})]
\] 

Therefore, the formula for Fisher’s scoring method is as follows:

\[
\theta_{k+1} = \theta_k + \frac{U(\theta; u_{ij})}{J(\theta; u_{ij})}
\] 

Although Fisher’s scoring method requires more iterations compared to Newton–Raphson iteration methods, calculating the expected value of Fisher’s information is easier than calculating Fisher’s information. Therefore, Fisher’s scoring method calculates ability parameters in a shorter time. Besides, the programming of Fisher’s scoring method is easier compared to MLE estimation methods. A similar
formula is used when tests consist of more than one dimension. The only difference is that $\theta$ is a vector rather than a scalar when the test is multidimensional.

1.5.3 Bayesian Maximum A Posteriori (MAP)

Bayesian ability estimation methods utilize prior information about examinees’ ability parameters. This virtual distribution is called the prior distribution of $\theta$ which has a normal distribution with the mean equals 0 and standard deviation 1 in the context of adaptive testing.

MAP (maximum a posteriori), EAP (expected a posteriori) and Owen’s normal approximation methods are the most commonly used Bayesian estimation methods. The Bayesian EAP estimation method calculates the expected value of the posterior distribution. The expected value of the posterior distribution of ability parameter is calculated using the following formula:

$$\hat{\theta} = E(\theta|U_j) = \int_{-\infty}^{\infty} \theta h(\theta|U_j) d\theta$$ (7)

MAP estimation method, developed by Samejima (1969), takes the mode of the posterior distribution of ability parameters. In this study, MLE-based Fisher’s scoring and Bayesian MAP methods were used to estimate examinees’ ability parameters.

1.6 MCAT stopping rules

The Adaptive testing process is iterative and is terminated when the specified termination rule or condition is met (Reckase, 2009; Wainer, 2000). The computerized adaptive testing process is terminated when the predetermined reliability or precision level is achieved, or a fixed number of items is administered; or the ability parameters are estimated with a certain confidence interval (Yao, 2012).

Test length, or the number of items administered to each examinee, might vary in a large range when the precision-based stopping rule is utilized. Moreover, testing time can be longer compared to paper–pencil tests. When the fixed test length stopping rule is favored, then the applicability of adaptive testing might increase and the testing item might vary in an acceptable range. However, the desired precision level of estimated ability parameters may not be achieved for every examinee in this case. Thus, both fixed test length and precision stopping rule can be applied together to eliminate these shortcomings. Another stopping rule applied in the context of MCAT is based on error variance, in which tests are terminated when the error variances of estimated ability parameters decrease to a certain predetermined level.

In this study, the fixed test length and error variance stopping rules developed for MCAT procedures were used to determine the best stopping rule along with other conditions. For fixed test length, the three different test length conditions (30, 40, and 50) were tested, while for the error variance stopping rule, three different compensatory error variance stopping rule conditions (0.20, 0.25, and 0.30) were tested.
1.7 Content Balancing

The blueprints are developed to set a guideline for the test developer in the context of a traditional paper–pencil test considering the properties of the domains. On the other hand, since the most informative items are selected during the MCAT procedure, the distribution of selected items for different content may differ compared to its paper–pencil test counterpart. Therefore, examinees will answer a differing number of items related to each content. Therefore, the idea of content balancing was first proposed by Green and his colleagues (1984) to ensure the content validity and the balanced content distributions for each examinee in the context of adaptive testing.

Wainer and Kiely (1987) developed the testlet method instead of asking for independent items; Kingsbury and Zara (1989) developed the constrained CAT method which takes the distribution of items for contents of a paper–pencil test into consideration while selecting the most informative items. Moreover, Leung et al. (2000) developed the constrained content balancing for CAT which is based on the method developed by Kingsbury and Zara (1991); and Chen and Ankenmann (2004) developed the modified multinomial model (MMM) which enables content balancing (Song, 2010).

1.8 Purpose of study

The English Proficiency Test (EPT) is developed by Hacettepe University and administered in a paper–pencil (P&P) format. It is used to determine the language proficiency level of each freshman. Therefore, all the new students enrolled in the university must take it. Those who fail the EPT have to take English preparation classes until they can successfully pass it. The ultimate goal of this study is (a) to compare the performance of the different Multidimensional CAT designs and (b) to determine the most suitable MCAT design that suits the EPT, and (c) to compare the paper–pencil (P&P) test results to those of the new MCAT designs.

2 Research questions

Research questions of this study are as follows:

1. How do using different combinations of item selection, ability estimation methods, and stopping rules affect the MCAT performance indicators, such as RMSD, RMSE statistics, test length, and reliability indices?
2. Which item selection method provide more consistent and reliable results in the context of MCAT?
3. Which ability estimation method provides more consistent and reliable results given the same conditions in the context of MCAT?
What is the most suitable stopping rule for the MCAT version of EPT?
What are the advantages of developing the MCAT version of EPT compared to the original paper–pencil format according to post-hoc simulation study?

3 Methodology

Firstly, a multidimensional item bank (pool) was constructed using the items in various EPT tests administered between 2009 and 2013 that consist of three main sections that are reading, grammar, and listening. The minimum number of candidates that took these forms was 800 indicating the existence of an adequate response rate for each item. To construct the item pool, 628 items in total were calibrated with a multidimensional compensatory model with two parameters (MC-2PL) that allows items to load on more than one dimension (free-floating calibration).

Secondly, based on the item calibration results, the misfitting items that have low discrimination, items that have difficulty beyond the [-4, 4] interval, and items that have high guessing parameters were excluded. Finally, after excluding the poor items, a three-dimensional item pool consisting of 559 items in total was constructed. The final item pool contains 250 grammar items, 199 reading items, and 110 listening items, respectively. For each iteration, the standard normal distribution was used to generate theta parameters (θ) and the sample size was fixed to 500.

The MCAT designs differed in terms of item selection and ability estimation methods, and termination rules, respectively. Three different item selection methods that are D-Optimality, A-Optimality, and random items selection methods were employed. For ability estimation, MLE-based Fisher scoring and Bayesian-MAP methods were used to calculate test takers’ ability scores. As a stopping rule, the precision-based and fixed test-length termination rules were utilized.

The content-balancing was imposed by specifying target content distribution (0.45, 0.20, and 0.35) proportional to the number of items related to grammar, listening, and reading contents of EPT to ensure content validity. Along with all these conditions, the randomesque item exposure control technique was used to select one item among the 10 most informative items randomly at the current ability estimate to control the exposure rate for the informative items. All the post-hoc simulation conditions are listed in Table 1.

Table 1 presents the post-hoc simulation conditions including ability estimation methods, item selection methods, and stopping rules. In total, the performance of

| Ability (θ) estimation methods | Item selection methods | Stopping rules                      |
|-------------------------------|------------------------|------------------------------------|
| • Maximum Likelihood Estimation (MLE)  
  • Fisher’s scoring method | • A-optimality  
  • D-optimality  
  • Random (non-adaptive) | • Fixed test length  
  (30, 40, 50)  
  • Standard Error stopping rule  
  (0.20, 0.25, 0.30) |
36 different conditions was tested and compared based on RMSD statistics between true theta and the theta obtained from each MCAT design, RMSE, reliability, and test-length (total number of items administered) for each MCAT design.

### 4 Findings

In this study, the performance of different MCAT conditions was compared with respect to test length, reliability, RMSE, and RMSD statistics, and findings were provided for each ability estimation method based on a different combination of item selection methods and stopping rules.

Table 2 presents the result of the MCAT with A-optimality item selection method and fixed test length stopping rule for each ability estimation method with balancing.

The results of MCAT with A-optimality item selection and fixed test length stopping rule in Table 2 indicate that the reliability coefficients of MCAT algorithm using Bayesian MAP and MLE based Fisher’s estimation methods were similar and the difference was negligibly small. However, MCAT with the Bayesian MAP method had relatively smaller RMSE and RMSD statistics compared to Fisher’s scoring method. Besides, as the number of items increased, reliability coefficients remained the same and RMSE and RMSD statistics tended to decrease somewhat. When the test length was increased from 30 to 40, both RMSD and RMSE statistics decreased somewhat. Therefore, the test length can be set as 30 for each MCAT algorithm with A-optimality item selection and fixed test length stopping rule.

The results of MCAT with A-optimality item selection and error variance stopping rule shown in Table 2 indicate that the MCAT designs using Bayesian MAP

| Scoring Methods | Stopping rule | Test length | Reliability | RMSE | RMSD |
|------------------|---------------|-------------|-------------|------|------|
| Fisher           | Fixed         | 30          | 0.93 0.83 0.81 0.251 0.383 0.400 0.217 0.331 0.319 |
|                  | 40            | 0.95 0.86 0.84 0.230 0.360 0.377 0.194 0.293 0.284 |
|                  | 50            | 0.95 0.87 0.85 0.215 0.340 0.358 0.175 0.277 0.277 |
| Bayesian         | Fixed         | 30          | 0.94 0.84 0.83 0.239 0.372 0.387 0.209 0.323 0.308 |
|                  | 40            | 0.95 0.86 0.84 0.219 0.350 0.368 0.178 0.294 0.284 |
|                  | 50            | 0.96 0.88 0.86 0.207 0.333 0.353 0.170 0.260 0.261 |

The bold entries represent the results of optimal MCAT designs for given conditions.
and MLE-based Fisher’s ability estimation methods had similar results concerning reliability coefficients and RMSE statistics, respectively. However, MCAT with the Bayesian MAP method yielded smaller RMSD statistics compared to Fisher’s scoring method. Moreover, reliability coefficients remained the same, and RMSE and RMSD statistics tended to decrease somewhat as the number of items increased. Therefore, the best error variance stopping rule for each MCAT algorithm with A-optimality item selection can be considered as 0.25 with 34.6 average test length for Fisher’s scoring and 27.9 average test length for the Bayesian MAP method, respectively.

Figure 2 depicts the changes in RMSD, RMSE, and reliability statistics as a function stopping rules associated with the MCAT designs with A-optimality item selection for each ability estimation method.

Table 3 presents the result of MCAT algorithms with D-optimality item selection for different combinations of ability estimations methods and stopping rules.

The result of MCAT with D-optimality item selection and fixed test length stopping indicate that the MCAT algorithm with the Bayesian MAP method yielded higher reliability coefficients, smaller RMSE, and RMSD statistics compared to Fisher’s scoring method for each condition. The stopping rule can be set as 30 for the MCAT algorithm with D-optimality item selection and Bayesian MAP method; and 40 for MCAT algorithm with D-optimality item selection and Fisher’s scoring method. Thus, the Bayesian MAP ability estimation method outperformed Fisher’s ability estimation methods when D-optimality item selection methods and fixed test length stopping rules were used.

The result of MCAT with D-optimality item selection and error variance stopping rule shown in Table 3 indicates that Bayesian MAP ability estimation method outperformed MLE based Fisher’s scoring method in terms of reliability, RMSE, RMSD statistics, and the average test-length for each error variance based stopping criterion. Therefore, the 0.25 error variance stopping rule can be considered as the best error variance stopping rule for Bayesian MAP ability estimation method with D-optimality item selection which resulted in 28 average test length, while 0.30 for Fisher’s scoring method with 39.9 average test length, respectively.

Figure 3 depicts the change in RMSD, RMSE, and reliability statistics associated with the MCAT designs with D-optimality item selection for different ability estimation methods and stopping rules. The first column depicts the change in the correspondence statistics related to the MCAT algorithm with fixed test length stopping rules, while the second column represents the change in the correspondence statistics related to the MCAT algorithm with precision-based (standard error) stopping rules.

Table 4 presents the result of MCAT with D-optimality item selection, different stopping rules and ability estimation methods.

Table 4 presents the result of the MCAT with random item selection (non-adaptive item selection method) for different combinations of stopping rule ability estimation methods. The reason behind using random (or non-adaptive) item selection methods is to investigate if other item selection methods (A-optimality and D-optimality) caused any decrease in RMSE statistics and test-lengths independent of
ability estimation methods, or if changes in these statistics were only due to ability estimation methods.

The result of MCAT with random item selection (non-adaptive item selection method) and fixed test length stopping rule shown in Table 4 indicates that reliability coefficients were substantially small, while RMSE and RMSD statistics were substantially large regardless of ability estimation methods being used. This indicates that the random item selection method was outperformed by the other two item selection methods. Additionally, the results of MCAT with random item selection methods were not as reliable and consistent as others. Therefore, one can conclude

Fig. 2  A-optimality MCAT results with different stopping rules

ability estimation methods, or if changes in these statistics were only due to ability estimation methods.

The result of MCAT with random item selection (non-adaptive item selection method) and fixed test length stopping rule shown in Table 4 indicates that reliability coefficients were substantially small, while RMSE and RMSD statistics were substantially large regardless of ability estimation methods being used. This indicates that the random item selection method was outperformed by the other two item selection methods. Additionally, the results of MCAT with random item selection methods were not as reliable and consistent as others. Therefore, one can conclude
that A-optimality and D-optimality item selection methods bring about a significant increment in reliability and a significant decrement in RMSE and RMSD correspondence statistics.

The results of MCAT with random item selection and error variance test length stopping rule shown in Table 4 indicate that reliability coefficients were substantially small, while RMSE and RMSD statistics were substantially large regardless of ability estimation methods being used. This indicates that the random item selection method was outperformed by the other two item selection methods when the error variance stopping rule was used. Besides, increasing the error variance stopping rule from 0.20 to 0.30 did not cause a substantial decrease in the average number of items administered. Thus, using optimality-based item selection methods was more advantageous compared to the non-adaptive item selection method in terms of test length, RMSE, RMSD, and reliability coefficients.

Figure 4 depicts the RMSD, RMSE, and reliability statistics as a function of the fixed test length stopping rule associated with the MCAT designs with non-adaptive random item selection for each ability estimation method.

## 5 Conclusion and Discussion

In this study, the performance of the multidimensional computerized adaptive test (MCAT) designs using the different combinations of item selection, ability estimation methods, and termination rules were examined to find out the most effective MCAT design that could be used to measure individuals’ language skills as an
alternative to the paper–pencil version of EPT. To this end, a multidimensional item bank was constructed with the items administered in the various EPT forms. Moreover, the results of MCAT with and without content balancing were compared to the
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**Fig. 3** D-optimality MCAT results with different stopping rules
traditional paper–pencil test outcomes with respect to reliability coefficients, test length, RMSD, and RMSE values, respectively.

The variation in correspondence statistics, such as RMSE and RMSD, test-length, and reliability coefficients associated with different MCAT algorithms indicate that the usage of different item selection, ability estimation, and termination rules affect the performance of the adaptive testing process. The MCAT algorithm with A-optimality and D-optimality item selection methods had similar correspondence statistics and achieved the same level of reliability when the Bayesian-MAP scoring method was utilized. However, the A-optimality item selection method showed better performance than D-optimality for both fixed test-length and precision-based stopping rules for the MCAT designs using Fisher’s scoring method.

Some studies have investigated and compared the performance of optimization-based item selection methods, which are A-optimality and D-optimality methods, in the context of MCAT (Luecht, 1996; Mulder & van der Linden, 2009; Segall, 1996). It is suggested to employ optimization-based item selection methods for the compensatory multidimensional models that allow within dimensionality at the item level where all the measured abilities are intentional (Mulder & van der Linden, 2009).

This study shows that test-length and RMSD statistics tend to decrease, while reliability coefficients tend to increase somewhat when the A-optimality item selection method is used rather than the D-optimality method. Diao and Reckase (2009) also have shown that the Bayesian-MAP ability estimation method outperforms MLE-based estimation methods for short test length. Besides, the Bayesian MAP method yields smaller RMSE values associated with each dimension for each item
selection and stopping rule. Thus, one can suggest using Bayesian methods for ability estimation and the A-optimality method for item selection to optimize the performance of MCAT designs.

The best error variance stopping rule for each MCAT algorithm with A-optimality item selection can be considered as 0.25 for each ability estimation method with 34.6 average test length for Fisher’s scoring and 27.9 average test length for the Bayesian MAP method with content balancing. Although using content balancing

Fig. 4 Random item selection MCAT results with different stopping rules
with error variance criterion might lead to a somewhat increment in test length for both estimation methods, it provides more accurate and consistent results ensuring the content validity of the test.

Compared to the average test length of the English Proficiency Test (EPT), which ranges from 65 to 75, administering the EPT in MCAT format caused approximately 60% to 65% decrements in test length since the average test length of the CAT version of EPT is equal to 28 with content balancing. This finding is supported by the study conducted by Curi and Silvia (2019) in which a 25-item test was considered sufficient enough to estimate the ability scores of candidates. Similarly, a test with 25 items on average in the context of CAT has been proposed by Van der Linden and Pashley (2010).

A study conducted by Moore et al. (2018) has shown that the psychometric properties of a CAT design with 16 items are similar to the corresponding paper-pencil version of the psychological test with 74 items. This result indicates the CAT is capable of measuring the same construct with 78% fewer items compared to the corresponding paper-pencil version of it. Additionally, the CAT version of the test has higher classification accuracy compared to its shorter version with 22 items. However, other studies show inconsistency between the true-ability and estimated ability scores even when the test length was around 30 (Tseng, 2016) indicating the non-existence of consensus on the required test length. Because there are various factors affecting test length at the item and ability levels.

When it comes to the test reliability of the MCAT designs, the reliability coefficient for each dimension ranged between 0.82 and 0.95, when A-optimality was used for item selection and the Bayesian MAP method was used for the ability estimation method. However, reliability coefficients were somewhat lower for the MCAT with Fisher’s ability estimation method. The reliability coefficients are suggested to be at least 0.85 if the performances of the test-takers are to be compared based on the test scores (Dai, 2015; Luo et al., 2020). The MCAT results of this study imply that the MCAT version of the EPT could measure students’ language skills with high precision and validity by answering less than 40% of the items compared to the original forms.

6 Implication of this study

An important feature of the computerized adaptive testing (CAT) method is that it selects the most suitable items that match each test taker with different ability levels. As a result, the ability scores and measured trait levels are estimated more effectively and accurately with reduced test length and time (Luo et al., 2020; Pilkonis et al., 2014).

The results of post-hoc MCAT simulation based on EPT data imply that the MCAT designs have achieved higher reliability with fewer items compared to paper and pencil format. Additionally, MCAT provides ability estimates with similar reliability and a somewhat larger number of items when the content balancing is implemented ensuring the content validity. The results indicate that correspondence
statistics, test length, and reliability coefficients associated with MCAT designs are affected by the usage of different combinations of item selection, ability estimation, and stopping rules.

Among various MCAT algorithms, implementing the A-optimality item selection method, instead of D-optimality, caused a decrement in the test length and RMSD statistics, while causing a slight increment in test reliability. Therefore, it is recommended to use the A-optimality item selection method along with Bayesian-MAP ability estimation method with content balancing ensuring the content validity in the context of multidimensional adaptive testing. Moreover, it is believed that this post-hoc simulation study based on real datasets would help researchers set guidelines to develop multidimensional adaptive test versions of language tests as a strong alternative to the conventional paper–pencil testing methods.

Recently, computerized adaptive testing has gained more popularity in online learning due to its adaptive nature that allows adapting learning materials’ difficulty levels (Salcedo et al., 2005) and summative assessment (Guzmán & Conejo, 2005). Additionally, CAT has been considered to be a substantial part of Massive Open Online Courses (MOOCs) (Meyer & Zhu, 2013; Oppl, et al., 2017).

The CAT versions of the psychological test have been developed as a robust alternative to their paper–pencil versions in the area of health assessment as well. For instance, CAT-NP was developed to measure narcissist personality (Luo et al., 2020), CAT-ANX for anxiety (Gibbons et al., 2014), D-CAT for depression (Fliege et al., 2005), etc. The development of these CAT versions indicates that the CAT technology has gained more popularity due to its feasibility and effectiveness with the help of advancements in technology (Luo et al., 2020).

One of the limitations of this study is that the same item bank with fixed size was used for each condition in which the total number of dimensions (or domains) are limited to 3 dimensions that are reading comprehension, listening, and grammar. Therefore, it is suggested to conduct further studies to examine the effects of item bank size, item-level dimensionality, and the number of dimensions being measured along with other factors on the test length and precision of ability estimates.

To conclude, the results of this study indicate that MCAT is feasible to measure students’ multiple language skills, and it decreases the test length compared to the paper–pencil tests minimizing the burden on the test takers without compromising the precision of estimates (Lee et al., 2019; Ma et al., 2017; Ma et al., 2020). Besides, it is efficient in terms of immediate compilation of results and minimizes the possibility of cheating since each candidate takes a different set of items. Although there is a trade-off between test length and precision, it is suggested to implement content balancing to ensure content validity across different test forms and to ensure test fairness.
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