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Abstract

Gas modulation refractometry (GAMOR) is a technique based on a dual-Fabry-Perot (FP) cavity (DFPC) for assessment of gas refractivity, density, and pressure that can alleviate significant limitations of conventional refractometry systems, predominantly those related to drifts. Repeated assessments of the beat frequency when the measurement cavity is evacuated provide conditions under which the methodology is immune to the linear parts of the drifts in the system, both those from length changes of the cavities and those from gas leaks and outgassing. This implies that the technique is solely influenced by the non-linear parts of the drifts. This work provides a description of the principle behind the GAMOR methodology and explicates the background to its unique property. Based on simple models of the drifts of the temperature in the cavity spacer and the residual gas in the reference cavity, this work predicts that a GAMOR system, when used for assessment of refractivity, can sustain significant temperature drifts and leakage rates without being affected by noticeable errors or uncertainties. The cavity spacer can be exposed to temperature fluctuations of 100 mK over 10³ s, and the reference cavity can have a leakage that fills it up with gas on a timescale of days, without providing errors or uncertainties in the assessment of refractivity that are 3 × 10⁻¹², which, for N₂, corresponds to 0.01 ppm (parts per million) of the value under atmospheric pressure conditions, and thereby 1 mPa. Since well-designed systems often have temperature fluctuations and leakage rates that are smaller than these, it is concluded that there will, in practice, not be any appreciable influence from cavity length drifts, gas leaks, and outgassing in the GAMOR methodology.
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1. Introduction

Refractometry constitutes a technique for assessment of refractivity [1-4]. When performed under controlled conditions, it has been shown that it can be used to assess gas density and pressure with high precision [1-16]. Recent works have also indicated that the technique has the potential to replace current pressure standards, in particular in the 1 to 100 kPa range [17-23].

A common means to realize refractometry is to base it on a Fabry-Perot (FP) cavity (FPC) [1, 2, 24-26]. When gas whose refractivity is to be assessed is let into such a cavity, the frequencies of its cavity modes will shift [2, 3]. By locking a laser (referred to as the measurement laser) to one of these modes, the shift of the frequency of the mode addressed will
be transferred to a shift in the frequency of the laser light [2, 3].

A common way to assess such a shift is to mix the frequency of the laser light down to a RF frequency by use of another laser (a reference laser). This is achieved by merging the two laser fields onto a photodiode that can directly measure the beat frequency between them. By this, the shift in the frequency of the cavity mode addressed is converted to a shift in the measured beat frequency.

Although it is simple in theory to realize FP-based instrumentation for refractometry, it is not trivial in practice. One reason is that such cavities are influenced by various types of drifts, predominantly those from changes of the length of the cavity (which, in turn, mainly originate from alterations in the temperature of the cavity spacer or from material creeping), gas leaks, and outgassing [16, 27-30]. For example, a drift in length of 1 pm of a 30 cm long cavity during a measurement corresponds to an error in the assessment of refractivity and pressure of $3 \times 10^{-12}$ and $(\text{for N}_2) 1 \text{ mPa}$, respectively. This implies that FP-based refractometers, in their basic realization, here referred to as single-FPC (SFPC)-based refractometry, require extremely good temperature control and assessment capabilities.

To alleviate some of these shortcomings, refractometry is often based on a dual-Fabry-Perot cavity (DFPC) in which two cavities, bored in the same spacer block (often referred to as the measurement and the reference cavity, respectively), are simultaneously addressed by two laser fields [2, 3, 5, 10, 14-17, 29, 30]. This has two major advantages.

One is that any change in length of the cavity spacer that is common to the two cavities will cancel in the measured beat frequency whereby it will not influence any assessment of refractivity. Another is that the reference laser achieves the same stability and frequency width as the measurement laser, which facilitates the assessment of the beat frequency.

Despite this, since two cavities in a given spacer can drift dissimilarly, DFPC-based refractometry is still influenced by cavity drifts [29]. A possible remedy to this is to utilize a detection methodology that is affected as little as possible of the drifts. As a means to achieve this, Gas Modulation Refractometry (GAMOR) has recently been developed [31, 32]. GAMOR is a methodology that is immune to large parts of the drifts in refractometry systems, not only those from changes in length of the cavity (e.g. those caused by drifts in the temperature of the spacer material) but also those from gas leaks or outgassing into the reference cavity [31]. In its first realization, it was demonstrated that the technique is capable of reducing drifts of the refractometry signal from a DFPC-based system with no active temperature control by up to three orders of magnitude, from the Pa to the mPa range [31].

This unique and important property originates from a measurement procedure in which the refractivity of the gas in the measurement cavity is assessed from the difference between the beat frequency measured with gas in the measurement cavity and an interpolation between two empty measurement cavity beat frequency assessments. By this, the linear parts of the drifts are eliminated, making a system based on the GAMOR methodology immune to the dominating parts of the drifts [31].

However, if the drifts also have a non-linear behaviour, these will not, in the conventional realization of GAMOR, be picked up by the interpolation procedure, and thereby not be eliminated. This can potentially give rise to minor errors or uncertainties. It has not yet been estimated or assessed how large these can be from typical types of drifts and under which conditions they will influence a GAMOR assessment. This is an unsatisfactory situation that needs to be remedied. This work therefore provides an assessment of how non-linear drifts influence the GAMOR methodology and an estimate of their influence.

In order to do this, it first provides a basic description of the general principles of the GAMOR methodology. To illustrate its benefits, it starts by comparing the limiting processes of GAMOR with those of other types of FC-based refractometry, viz. (conventional) SFPC-based refractometry and conventional (unmodulated) DFPC-based refractometry. It is shown that while SFPC-based refractometry is limited by the drifts in the measurement cavity, conventional DFPC-based refractometry is restricted by the difference in drift of the two cavities. GAMOR, finally, is not affected by any of the linear parts of the drift in any of the cavities; it is solely affected by the difference in the non-linear parts of the drifts of the two cavities.

To assess to which degree drifts still can influence the GAMOR methodology, this work then estimates under which conditions the most common causes of drifts, i.e. those of the lengths of the cavities caused by temperature fluctuations and those due to gas leakage and outgassing (primarily in the reference cavity), will influence (i.e. provide errors or uncertainties in) assessments below either a given “strict” or a stated “relaxed” benchmark. These represent errors (or uncertainties) in refractivity that are $3 \times 10^{-12}$ and $3 \times 10^{-10}$, which, for N$_2$ correspond to $10^{-8}$ (or 0.01 ppm, parts per million) and $10^{-6}$ (1 ppm) of their values under atmospheric

---

1 Note that the technique cannot eliminate the influence of deformations of the cavities due the presence of gas. Such phenomena are therefore not addressed in this work; they are dealt with elsewhere.
pressure conditions (thus representing pressures of 1 mPa and 0.1 Pa), respectively.

Based upon general models for the two dominating types of drifts, viz. thermal induced drifts of the lengths of the cavities and gas leaks and outgassing, it is then shown that the cavity spacer material can experience temperature fluctuations that are in the order of 100 mK over $10^3$ s, or, the reference cavity can have a leak (or be exposed to outgassing) that fills it up with gas to $1 - e^{-1}$ of the surrounding pressure on a timescale of 4 days, before the instrumentation gives rise to errors that correspond to the strict benchmark. The corresponding numbers for the relaxed benchmark are one order of magnitude larger and smaller, viz. 1 K and 10 hours, respectively.

Since well-designed systems often have temperature fluctuations and leakage (or outgassing) rates far below these, it is concluded that, when such a GAMOR system is used, there will, in practice, not be any appreciable influence of drifts to refractivity assessments.

2. Theory

The basis for GAMOR is the same as that of both SFPC-based refractometry and conventional DFPC-based refractometry. In all these types of technique, the refractivity of a gas in an FP cavity is assessed in terms of the change in frequency of a mode of the cavity as the cavity is evacuated. Their differences constitute the way in which the reference and the measurement assessments are carried out. The defining expressions for FP-based refractometry, which are common to all three types of technique, are therefore first derived. To place the properties of GAMOR in perspective of those of the other types of realization of FP-based refractivity, the properties of all these types of technique are therefore first compared.

2.1. Nomenclature and expressions for assessment of refractivity by FP-based refractometry

2.1.1. Nomenclature.

For all types of technique, we will assume that the gas whose refractivity is to be assessed (assumed to be $n_g$) is let into an FP cavity, henceforth referred to as the measurement cavity, denoted cavity “m”, whose length, when being empty, is $L_m^{(0)}$. A laser (referred to as the measurement laser) is then addressing (in reality, locked to) the $q_m^{(0)}$:th longitudinal mode of the cavity. By this, the frequency of the laser light becomes equal to that of the cavity mode addressed, $\nu_m^{(0)}$, which is given by

$$\nu_m^{(0)} = \frac{q_m^{(0)} c}{2 L_m^{(0)}}. \tag{1}$$

When gas is let into such a cavity, the frequency of the laser light will change due to three reasons: viz. an increase in refractivity of the gas in the cavity, from 0 to $n_g - 1$; an change in the length of the cavity (due to the pressure the gas exerts on the cavity), from $L_m^{(0)}$ to $L_m^{(0)} + \delta L_m^{(0)\rightarrow g}$, and, if the laser performs mode hops during the gas filling process, an increase in the number of the mode addressed, from $q_m^{(0)}$ to $q_m^{(0)} + \Delta q_m^{(0)\rightarrow g}$. As has been shown in the literature [3, 31, 32], this implies that the frequency of the laser light, when addressing the filled measurement cavity, $\nu_m^{(g)}$, can be expressed as

$$\nu_m^{(g)} = \frac{q_m^{(0)} + \Delta q_m^{(0)\rightarrow g} c}{2 n_g^{(0)} \left[ L_m^{(0)} + \delta L_m^{(0)\rightarrow g} \right]} = \frac{\nu_m^{(0)} + \frac{\Delta d_m^{(0)\rightarrow g}}{n_g^{(0)} \left[ 1 + \frac{\delta L_m^{(0)\rightarrow g}}{L_m^{(0)}} \right]}}{n_g^{(0)}}, \tag{2}$$

where, in the last step, $\Delta d_m^{(0)\rightarrow g}$ and $\delta L_m^{(0)\rightarrow g}$ represent the corresponding relative entities, given by $\Delta d_m^{(0)\rightarrow g} / q_m^{(0)}$ and $\delta L_m^{(0)\rightarrow g} / L_m^{(0)}$, respectively.

When an assessment of reactivity is performed, it is customary to assess the difference between the laser frequencies when the measurement cavity is evacuated and filled with gas. In practice, however, the measurement cavity is not evacuated to full vacuum when the empty-cavity measurement is performed; instead, it contains a residual amount of gas, with a refractivity of $n_{Res} - 1$. The laser will then have a frequency $\nu_m^{(Res)}$ that can be expressed as

$$\nu_m^{(Res)} = \frac{q_m^{(0)} + \Delta q_m^{(0)\rightarrow Res} c}{2 n_{Res}^{(0)} \left[ L_m^{(0)} + \delta L_m^{(0)\rightarrow Res} \right]} = \frac{\nu_m^{(0)} + \frac{\Delta d_m^{(0)\rightarrow Res}}{n_{Res}^{(0)} \left[ 1 + \frac{\delta L_m^{(0)\rightarrow Res}}{L_m^{(0)}} \right]}}{n_{Res}^{(0)}}, \tag{3}$$

where the various entities have definitions that correspond to those for $\nu_m^{(g)}$ in Eq. (2).

As was alluded to above, a common means to assess a shift of the frequency of laser light is to mix it with that from another laser (a reference laser), down to a RF frequency that can be assessed by a fast photodiode. In SFPC-based refractometry, the reference laser is often a separate, well-stabilized laser (possibly a frequency comb) [11].

In both conventional DFPC-based refractometry and GAMOR, the reference laser addresses a mode of a second cavity or not, we will henceforth denote the frequency of the reference laser $\nu_r^{(0)}$.

Regardless of whether the reference laser is locked to a second cavity or not, we will henceforth denote the frequency of the reference laser $\nu_r^{(0)}$.
This implies that, for all methodologies considered, the beat frequencies measured when the measurement cavity is evacuated (i.e., when it contains a residual amount of gas) and when it is filled with gas, referred to as \( f_{(0,0)} \) and \( f_{(0,g)} \), can be written as

\[
f_{(0,0)} = v_r^{(0)} - v_m^{(0)} = \frac{1 + \Delta q_{m}^{(0)} + \Delta L_{m}^{(0)} + \Delta \delta_{m}^{(0)\rightarrow\rightarrow}}{n_{m}} \]

(5)

and

\[
f_{(0,g)} = v_r^{(0)} - v_m^{(0)} = \frac{1 + \Delta q_{m}^{(0)}}{n_{g}} \]

(6)

respectively, where the first subscript, 0, indicates that the reference cavity is empty and the second one denotes the conditions for the measurement cavity.

2.1.2. Expressions for the assessment of refractivity by FP-based refractometry

As has been shown previously in the literature [3, 14, 31], for the case when \( n_{res} - 1 \approx (n_g - 1) \), which normally is valid when refractometry techniques are used, from which it follows that \( \delta L_{m}^{(0)} \approx \delta L_{m}^{\rightarrow\rightarrow} \), it is possible to express the refractivity of the gas in the measurement cavity, \( n_g - 1 \), as

\[
n_g - 1 = \frac{\Delta f_{(0,0)\rightarrow\rightarrow} + \Delta L_{m}^{(0)}}{\Delta f_{(0,0)\rightarrow\rightarrow} + \Delta L_{m}^{(0)}} + (n_{res} - 1),
\]

(7)

where \( \Delta f_{(0,0)\rightarrow\rightarrow} \) is given by \( \Delta f_{(0,0)\rightarrow\rightarrow} / v_m^{(0)} \) represents the relative change in beat frequency when the measurement cavity is filled (or evacuated), where, in turn, \( \Delta f_{(0,0)\rightarrow\rightarrow} \) is the shift in beat frequency, given by

\[
\Delta f_{(0,0)\rightarrow\rightarrow} = f_{(0,g)} - f_{(0,0)}.
\]

Moreover, \( \Delta q_{m}^{(0)} \) denotes the number of mode jumps the laser performs when the gas is filled into the cavity (or when it is evacuated), given by \( \Delta q_{m}^{(0)} = \Delta q_{m}^{(0)\rightarrow\rightarrow} - \Delta q_{m}^{(0)} \), while \( \epsilon_{m} \) represents a refractivity-normalized deformation coefficient of the measurement cavity, defined as 
\[
\epsilon_{m} = (n_{ex} - n_{res}) = \delta L_{m}^{(0)\rightarrow\rightarrow} / L_{m}^{(0)},
\]

where, in turn, \( \delta L_{m}^{(0)\rightarrow\rightarrow} \) is given by

\[
\delta L_{m}^{(0)\rightarrow\rightarrow} = \delta L_{m}^{(0)\rightarrow\rightarrow} - \delta L_{m}^{(0)\rightarrow\rightarrow} [3].
\]

Equation (7) shows that an assessment of \( n_g - 1 \) requires knowledge about the residual refractivity in the measurement cavity when it is evacuated, \( n_{res} - 1 \). Since the residual amount of gas in this cavity is significantly smaller than that when it is filled with gas, \( n_{res} - 1 \) provides only a minor contribution to \( n_g - 1 \). This implies that it does not have to be determined with as high relative accuracy as \( n_g - 1 \). It therefore suffices to assess \( n_{res} - 1 \) by a measurement of the pressure in the cavity by a standard pressure gauge. This can then be used to recalculate the evacuated measurement cavity beat frequency, \( f_{(0,0)} \), to its corresponding empty measurement cavity beat frequency \([3, 15, 31], f_{(0,0)} \), which represents the beat frequency that would have been measured if the measurement cavity would have been evacuated to pure vacuum, defined as

\[
f_{(0,0)} = v_r^{(0)} - v_m^{(0)},
\]

(9)

by the use of

\[
f_{(0,0)} = f_{(0,0)} + (n_{res} - 1)v_m^{(0)}.
\]

(10)

By this, Eq. (7) can be simplified to

\[
n_g - 1 = \frac{\Delta f_{(0,0)\rightarrow\rightarrow} + \Delta L_{m}^{(0)}}{\Delta f_{(0,0)\rightarrow\rightarrow} + \Delta L_{m}^{(0)}},
\]

(11)

where \( \Delta f_{(0,0)\rightarrow\rightarrow} \) is given by \( \Delta f_{(0,0)\rightarrow\rightarrow} / v_m^{(0)} \), where, in turn, \( \Delta f_{(0,0)\rightarrow\rightarrow} \) is given by

\[
\Delta f_{(0,0)\rightarrow\rightarrow} = f_{(0,g)} - f_{(0,0)}.
\]

(12)

Although both the Eqs. (7) and (11) can be used for SFPC-based and conventional DFPC-based refractometry, Eq. (11) is the one that in practice is used when GAMOR is performed [31, 32]. We will therefore base the analysis given below on this.

2.2. Comparison of the types of drift three common types of refractometry are affected by

2.2.1. Means of how to address the expression for the refractivity of gas by the three types of refractometry

Equation (11) is valid for assessment of refractivity in all three types of refractometry addressed in this introductory comparison (SFPC-based refractometry, conventional DFPC-based refractometry, and GAMOR). However, because of practical reasons, none of them will, in practice, be able to assess the refractivity of the gas in the measurement cavity without being affected by drifts in the system to some extent. The reason is that the shift in beat frequency, \( \Delta f_{(0,0)\rightarrow\rightarrow} \), will not solely originate from the change in the refractivity of the gas in the measurement cavity, as indicated by Eq. (12); it will also be influenced by the drifts in the system that take place between the instances when the measurement cavity is filled with gas (i.e. \( f_{(0,g)} \) is assessed) and when it is evacuated (i.e. \( f_{(0,0)} \) is assessed).

Such drifts comprise predominantly alterations in the length of the cavities (originating from drifts of the temperature of the spacer material) [16, 27-30]. For the DFPC-based techniques, they can also be caused by gas leaks or outgassing into the reference cavity, which, to reduce the risk for unintentional fluctuations in its gas density, often is
2.2.2. A model for the drifts of the cavity modes

Let us assume that the empty cavity mode frequencies, for each cavity \( i = m \) or \( r \), representing the measurement and the reference cavity, respectively and for each measurement cycle, can be written as Taylor series expanded around the time when the assessment of \( f_{(0,i)} \) is made, i.e. \( t_g \), as

\[
v_i^{(0)}(t) = v_i^{(0)}(t_g) + \left( \frac{\partial v_i^{(0)}}{\partial t} \right)_{t_g}(t-t_g) + \frac{1}{2} \left( \frac{\partial^2 v_i^{(0)}}{\partial t^2} \right)_{t_g}(t-t_g)^2 + O((t-t_g)^3),
\]

where \( \left( \frac{\partial v_i^{(0)}}{\partial t} \right)_{t_g} \) and \( \left( \frac{\partial^2 v_i^{(0)}}{\partial t^2} \right)_{t_g} \) are the first and second order derivatives of the frequency of the cavity mode addressed in cavity \( i \) at \( t_g \).

This implies that the empty cavity measurement beat frequency, given by Eq. (9), will be time dependent, \( f_{(0,i)}(t) \), and can be expressed as

\[
f_{(0,i)}(t) = f_{(0,i)}(t_g) + \left( \frac{\partial f_{(0,i)}}{\partial t} \right)_{t_g}(t-t_g) + \frac{1}{2} \left( \frac{\partial^2 f_{(0,i)}}{\partial t^2} \right)_{t_g}(t-t_g)^2 + O((t-t_g)^3)
\]

where \( f_{(0,i)}(t_g) = v_i^{(0)}(t_g) - v_r^{(0)}(t_g) \), \( \left( \frac{\partial f_{(0,i)}}{\partial t} \right)_{t_g} = \left( \frac{\partial v_i^{(0)}}{\partial t} \right)_{t_g} - \left( \frac{\partial v_r^{(0)}}{\partial t} \right)_{t_g} \), and \( \left( \frac{\partial^2 f_{(0,i)}}{\partial t^2} \right)_{t_g} = \left( \frac{\partial^2 v_i^{(0)}}{\partial t^2} \right)_{t_g} - \left( \frac{\partial^2 v_r^{(0)}}{\partial t^2} \right)_{t_g} \).

An example of a typical empty cavity measurement beat frequency is given by the blue solid curve in Figure 1.

2.2.3. The error in the assessment of the beat frequency from drifts for SFPC-based refractometry

In SFPC based refractometry, the shift in the beat frequency is given by Eq. (12), which, when the time instances for the assessments are explicitly stated, reads

\[
\Delta f_{(0-0,g)}(t_g,t) = f_{(0,g)}(t_g) - f_{(0,0)}(t),
\]

where thus \( f_{(0,g)}(t_g) \) is the beat frequency when the measurement cavity contains the gas whose refractivity is to be assessed at the time \( t_g \) while \( f_{(0,0)}(t) \) is the empty cavity measurement beat frequency assessed at a different time \( t \). Due to drifts, this shift differs from the one that preferably should be used in Eq. (11) for the most accurate assessment, viz. the one when \( f_{(0,g)} \) and \( f_{(0,0)} \) are assessed at the same time, denoted \( \delta \Delta(f(t)) \) and defined as

\[
\delta \Delta(f(t)) = f_{(0,g)}(t_g) - f_{(0,0)}(t_g).
\]

This implies that the error in the assessment of the beat frequency, defined as the difference between the latter two entities, i.e. \( \delta \Delta(f(t_g), t_g) \), denoted \( \delta \Delta(f(t)) \), is, for SFPC based refractometry, given by

\[
\delta \Delta(f(t)) = f_{(0,0)}(t) - f_{(0,0)}(t_g),
\]

where \( \delta \Delta(f(t)) \) is the beat frequency drifts in the cavity spacer that affects the lengths of the two cavities equally, which are assumed to affect \( v_i^{(0)} \) and \( v_r^{(0)} \) similarly, will, to a large extent, cancel in both \( f_{(0,i)} \) and \( f_{(0,r)} \), and thereby also in \( \Delta f_{(0-i,g)}(t_g,t) \).

Regarding the latter constrain, since it is not technically possible to assess \( f_{(0,i)} \) and \( f_{(0,r)} \) simultaneously, in conventional DFPC refractometry these two entities are assessed at dissimilar time instances. To alleviate this, GAMOR was developed. In this methodology, a value of \( \Delta f_{(0-0,g)}(t_g,t) \) is estimated by an interpolation between two assessments of \( f_{(0,i)} \), performed before and after the filled measurement cavity assessment. The value obtained, denoted \( \tilde{f}_{(0,i)}(t_g) \), is considered to be an adequate representation of the \( f_{(0,i)} \) value that represents the empty measurement cavity beat frequency that would have been at \( t_g \) in case the measurement cavity had not been filled with gas.

In order to quantitatively assess to which extent the three different methodologies are affected by drifts, so as to properly assess the advantages and limitations of GAMOR, we will commence by defining a model for the drifts of the empty cavity mode frequencies: for SFPC refractometry, for the evacuated measurement cavity mode frequency, \( v_m^{(0)} \); and, for the two DFPC-based refractometry techniques, for both \( v_m^{(0)} \) and \( v_r^{(0)} \).

\[
v_i^{(0)}(t) = v_i^{(0)}(t_g) + \left( \frac{\partial v_i^{(0)}}{\partial t} \right)_{t_g}(t-t_g) + \frac{1}{2} \left( \frac{\partial^2 v_i^{(0)}}{\partial t^2} \right)_{t_g}(t-t_g)^2 + O((t-t_g)^3),
\]
where \( f_{(0,0)}(t) \) and \( f_{(0,0)}(t) \) thus represent the actual and the measured empty measurement cavity beat frequencies at the times \( t_\delta \) and \( t_\delta \) respectively.

Since the reference laser in SFPC-based refractometry is not assessing any cavity mode, its frequency will not be affected by any drift influencing the cavity modes. This implies that Eq. (17) can be written as

\[
\begin{align*}
\delta[\Delta f(t)] &= \left[ v_r^{(0)}(t) - v_m^{(0)}(t) \right] - \left[ v_r^{(0)}(t_\delta) - v_m^{(0)}(t_\delta) \right] \\
&= v_r^{(0)}(t_\delta) - v_m^{(0)}(t_\delta).
\end{align*}
\]  

(18)

Inserting Eq. (13) into this implies that \( \delta[\Delta f(t)] \) can be written as

\[
\begin{align*}
\delta[\Delta f(t)] &= -\left( \frac{\partial v_r^{(0)}}{\partial t} \right)_{t_\delta} (t - t_\delta) + O[(t - t_\delta)^2].
\end{align*}
\]  

(19)

This shows that the error in SFPC-based refractometry is given by a product of the first order derivative of the frequency of the empty measurement cavity (the linear drift), \( \left( \frac{\partial v_r^{(0)}}{\partial t} \right)_{t_\delta} \), and the separation in time between the assessments of \( f_{(0,0)} \) and \( f_{(0,\delta)} \), \( (t - t_\delta) \).

### 2.2.2.4. The error in the assessment of the beat frequency from drifts for conventional DFPC-based refractometry

In conventional DFPC-based refractometry, the error in the assessment of the beat frequency is likewise given by Eq. (17). In this case though, the reference laser is addressing the reference cavity of the spacer material. This implies that the error in the assessment of the beat frequency becomes

\[
\begin{align*}
\delta[\Delta f(t)] &= \left[ v_r^{(0)}(t) - v_m^{(0)}(t) \right] - \left[ v_r^{(0)}(t_\delta) - v_m^{(0)}(t_\delta) \right] \\
&= \left[ v_r^{(0)}(t_\delta) - v_m^{(0)}(t_\delta) \right].
\end{align*}
\]  

(20)

Inserting Eq. (13) into this implies that the error in the assessment of the beat frequency can be written as

\[
\begin{align*}
\delta[\Delta f(t)] &= -\left( \frac{\partial v_r^{(0)}}{\partial t} \right)_{t_\delta} (t - t_\delta) + O[(t - t_\delta)^2].
\end{align*}
\]  

(21)

This shows that in conventional DFPC-based refractometry the error is given by a product of the difference in the first order derivatives of the frequency of the empty cavities, \( \left( \frac{\partial v_r^{(0)}}{\partial t} \right)_{t_\delta} - \left( \frac{\partial v_m^{(0)}}{\partial t} \right)_{t_\delta} \), and the separation in time between the \( f_{(0,0)} \) and \( f_{(0,\delta)} \) assessments, \( (t - t_\delta) \).

A comparison with Eq. (19) reveals that the advantage of DFPC-based refractometry is that in DFPC-based refractometry the error is only proportional to the difference in drift of the frequencies of the two empty cavities while in SFPC-based refractometry it is proportional to the entire drift of the empty measurement cavity.

This shows that if a cavity spacer can be made so that the differential drift is significantly smaller than the common drift, DFPC-based refractometry will be significantly less affected by drifts than SFPC-based refractometry.

### 2.2.5. The error in the assessment of the beat frequency from drifts for GAMOR

However, conventional DFPC-based refractometry is still limited by the fact that \( f_{(0,0)} \) cannot be assessed at the same time as \( f_{(0,\delta)} \). GAMOR was developed to alleviate this figure. Figure 2 shows an illustration of the principle of GAMOR. As is shown in Figure 2(a), the measurement cavity is repeatedly evacuated and filled with gas. As then is displayed in Figure 2(b), the empty measurement cavity beat frequency (the green line) is estimated at all times during such a cycle by the use of a linear interpolation between two empty measurement cavity beat frequency assessments — one performed directly prior to when the measurement cavity is filled with gas during each measurement cycle, for cycle \( n \), at a time denoted \( t_n \), and the other directly after the cavity has been evacuated, which is identical to the one carried out before the filling of cycle \( n+1 \).
hence at a time denoted \( t_{n+1} \), (both marked by crosses). This implies that the value of the empty measurement cavity beat frequency at the time \( t_{n} \), denoted \( \tilde{f}(0,0)(t_{n}) \), can be estimated, for cycle \( n \), for which \( t_{n} \leq t_{g} \leq t_{n+1} \), as
\[
\tilde{f}(0,0)(t_{n},t_{g},t_{n+1}) = f(0,0)(t_{n}) + \frac{f(0,0)(t_{n+1}) - f(0,0)(t_{n})}{t_{n+1} - t_{n}}(t_{g} - t_{n}),
\]  \( (22) \)
marked by a green circle in Figure 2(c).

This implies that the error in the assessment of the beat frequency in GAMOR, denoted \( \delta[\Delta f(t_{n},t_{g},t_{n+1})] \), is given by
\[
\delta[\Delta f(t_{n},t_{g},t_{n+1})] = \tilde{f}(0,0)(t_{n},t_{g},t_{n+1}) - f(0,0)(t_{g}).
\]  \( (23) \)

Inserting Eq. (22) into this implies that \( \delta[\Delta f(t_{n},t_{g},t_{n+1})] \) can be written as
\[
\delta[\Delta f(t_{n},t_{g},t_{n+1})] = f(0,0)(t_{n}) + \frac{f(0,0)(t_{n+1}) - f(0,0)(t_{n})}{t_{n+1} - t_{n}}(t_{g} - t_{n}) - f(0,0)(t_{g}),
\]  \( (24) \)

By use of the Eqs. (9) and (13), this expressions can be written, after some algebra, as
\[
\delta[\Delta f(t_{n},t_{g},t_{n+1})] \approx -\frac{1}{2} \left[ \frac{\partial^{2} \nu_{m}^{(0)}}{\partial t^{2}} \right]_{t_{g}} - \left( \frac{\partial^{2} \nu_{r}^{(0)}}{\partial t^{2}} \right)_{t_{g}}
\]  \( (25) \)

This shows, first of all, the important fact that the linear terms in the expressions for the mode frequencies in Eq. (13), which comprise the leading term in the expression for the error in the assessment of the beat frequency for conventional DFPC-based refractometry, given by Eq. (21), cancel, and do not contribute to the error of the GAMOR signal. This is the basis for GAMOR; the methodology eliminates the influence of the linear drifts of the cavity modes, making the technique immune to the dominating linear parts of the drifts. Moreover, Eq. (25) reveals that it is only affected by the difference in the non-linearities in the drifts of the two cavity modes. This is the main reason why GAMOR has demonstrated three-order-of-magnitude smaller drifts than conventional DFPC-based refractometry when applied to a non-temperature-stabilized cavity spacer [31].

2.3 The influence of drifts on GAMOR

2.3.1. Evaluation of the non-linear parts of the drifts of the cavity modes that affect the GAMOR signal

To assess the influence of the non-linear parts of the drifts of the cavity mode frequencies on GAMOR, it is necessary to allow for drifts both in the physical lengths of the cavities and their residual refractivities. A convenient means to model this is to assume that the reference cavity is not completely evacuated, as indicated by Eq. (4), but rather contains gas with a refractive index that slowly changes over time, denoted \( n_{r}^{\text{Res}}(t) \). To allow for drifts of the length of the same cavity implies that we will simply express \( L_{n}^{(0)}(t) \) as \( L_{n}^{(0)}(t) \). Moreover, to facilitate the derivation, we will denote the optical length of the cavity, \( n_{r}^{\text{Res}}(t)L_{n}^{(0)}(t) \), by \( \Lambda_{n} \). This implies that the frequency of the reference cavity, \( \nu_{r}^{(0)}(t) \), can be expressed as

\[ f \]
\[ \frac{\partial^{2} \nu_{m}^{(0)}}{\partial t^{2}} \]
\[ \frac{\partial^{2} \nu_{r}^{(0)}}{\partial t^{2}} \]
\[ \Delta f \]

Figure 2. An illustration of the GAMOR principle displayed over two full measurement cycles. Panel (a) displays, as functions of time, the pressures in the measurement cavity, \( P_{m}(t) \) (red curve) and in the reference cavity, \( P_{r}(t) \) (blue curve). Panel (b) shows the corresponding frequencies of the measurement and reference lasers, \( \nu_{m}(t) \) (red curve) and \( \nu_{r}(t) \) (blue curve), respectively. Panel (c) illustrates the corresponding beat frequencies: the measured one, \( f(t) \) (black curve), and the estimated empty measurement cavity beat frequency, \( f_{0,0}(t_{n},t_{g},t_{n+1}) \) (green line), according to an expression similar to Eq. (22). The slope of the latter is greatly exaggerated for display purposes. The red circle illustrates \( f_{0,0}(t_{g}) \) while the green one indicates \( \tilde{f}(0,0)(t_{g}) \). The empty cavity beat frequencies are measured at the crosses. Panel (d) finally, displays the cavity-drift-corrected shift in beat frequency, \( \Delta f(t) \) (black curve), at each time instance given by the difference between \( f(t) \) and the interpolated \( \tilde{f}(0,0)(t_{n},t_{g},t_{n+1}) \). The red circle indicates when the filled measurement cavity beat frequency typically is evaluated.
\[ v_r^{(0)}(t) = \frac{q_r^{(0)} c}{2 \Lambda_r(t)}. \]  

We will utilize a similar description for the evacuated measurement cavity, i.e. write it as

\[ v_m^{(0)}(t) = \frac{q_m^{(0)} c}{2 \Lambda_m(t)} \left[ 1 + \Delta q_m^{(0)} + \Delta L_m^{(0)} \right]. \]  

where we have used \( \Lambda_m(t) \) to denote \( n_m^{(0)}(t)L_m^{(0)}(t) \).

According to Eq. (25), to assess the error in the assessment of the beat frequency in GAMOR, the second derivatives of these entities are needed. Based on the expressions above, their first and second order derivatives can be evaluated as

\[
\frac{\partial v_r^{(0)}}{\partial t} = \left( \frac{\partial v_r^{(0)}}{\partial \Lambda} \right) \left( \frac{\partial \Lambda}{\partial t} \right) = -\left( \frac{q_r c}{2 \Lambda_r^2} \right) \left( \Lambda_\delta \right) = -v_r^{(0)}(t_\delta) \left( \Lambda_\delta \right),
\]

and

\[
\frac{\partial^2 v_r^{(0)}}{\partial t^2} = v_r^{(0)}(t_\delta) \left( \frac{2 \Lambda_r^2 - \tilde{\Lambda}_r \tilde{\Lambda}_r}{\Lambda_r^2} \right),
\]

respectively, where we have denoted the first and the second time derivatives of \( \Lambda_r \) by \( \dot{\Lambda}_r \) and \( \ddot{\Lambda}_r \), respectively. To facilitate the analysis, we have, since we deal with errors, approximated \( [1 + \Delta q_m^{(0)} + \Delta L_m^{(0)}] / [1 + \delta L_m^{(0)}] \) by unity and denoted \( v_m^{(0)}(t_\delta) \) by \( v_m^{(0)} \) (since it in practice can be evaluated at any time instance in a measurement cycle).

Moreover, utilizing the fact that \( \dot{\Lambda}_r \) and \( \ddot{\Lambda}_r \) can be written as

\[
\dot{\Lambda}_r = n_m^{(0)}(t_\delta) n_m^{(0)}(t_\delta) + \tilde{n}_m^{(0)}(t_\delta) \tilde{n}_m^{(0)}(t_\delta)
\]

and

\[
\ddot{\Lambda}_r = \tilde{n}_m^{(0)}(t_\delta) \tilde{n}_m^{(0)}(t_\delta) + 2 \tilde{n}_m^{(0)}(t_\delta) \tilde{n}_m^{(0)}(t_\delta) + n_m^{(0)}(t_\delta) \tilde{n}_m^{(0)}(t_\delta)
\]

implies that the second order derivatives of the cavity mode frequencies for the two evacuated cavities can be written as

\[
\frac{\partial^2 v_r^{(0)}}{\partial t^2} = v_r^{(0)} \left[ \frac{2\tilde{n}_m^{(0)} \tilde{n}_m^{(0)}}{\tilde{n}_m^{(0)}} \right] \left[ \tilde{n}_m^{(0)} \right]^2 + \frac{2\tilde{n}_m^{(0)} \tilde{n}_m^{(0)}}{\tilde{n}_m^{(0)}} \left[ \frac{L_m^{(0)} - L_m^{(0)} \tilde{n}_m^{(0)}}{L_m^{(0)} \tilde{n}_m^{(0)}} \right].
\]

2.3.2. The influence of the non-linear parts of the drifts of the cavity modes on the GAMOR signal

Since leakage and outgassing rates often are assessed in terms of pressure, it is convenient to rewrite the refractivity in terms of the pressure, \( P \), by use of the linearized Lorentz-Lorenz equation and the ideal gas law, i.e. \( \rho = (2/3) \Lambda_r(n-1) \) and \( P = k_b T n / \Lambda_r \), where \( A, \ B, \ T, \ \text{and} \ N_1, \ \text{are the molar polarizability}, \ \text{the Boltzmann’s constant, the temperature, and} \ \text{Avogadro’s number, respectively, as} \)

\[
P_{\beta}^{(\text{Res})} = \frac{2k_b T n}{3 \Lambda_r} (n^{(\text{Res})} - 1) = \beta (n^{(\text{Res})} - 1),
\]

where we have neglected possible virial coefficients and, in the second step, for simplicity, denoted the combination of entities in front of \( (n^{(\text{Res})} - 1) \) by \( \beta \). This implies that \( n_m^{(0)} \) and \( \tilde{n}_m^{(0)} \) can be written as \( \tilde{P}_m^{(\text{Res})} / \beta \) and \( \tilde{P}_m^{(\text{Res})} / \beta \), respectively.

Making use of these expressions, and the fact that we in an expression of an error can approximate \( n_m^{(0)} \) by unity, gives

\[
\frac{\partial^2 v_r^{(0)}}{\partial t^2} = v_r^{(0)} \left[ \frac{2\tilde{n}_m^{(0)} \tilde{n}_m^{(0)}}{\tilde{n}_m^{(0)}} \right] \left[ \tilde{n}_m^{(0)} \right]^2 + \frac{2\tilde{n}_m^{(0)} \tilde{n}_m^{(0)}}{\tilde{n}_m^{(0)}} \left[ \frac{L_m^{(0)} - L_m^{(0)} \tilde{n}_m^{(0)}}{L_m^{(0)} \tilde{n}_m^{(0)}} \right].
\]

This implies that the error in the assessment of the change of the beat frequency in the GAMOR methodology, \( \delta [\Delta f(t_{\text{Res}}, t_{\text{Res}})] \), can be expressed as

\[
\delta [\Delta f(t_{\text{Res}}, t_{\text{Res}})] = -\frac{1}{2} \int \left[ \left( \frac{P_m^{(\text{Res})}}{L_m^{(0)}} \right)^2 - \left( \frac{P_{\beta}^{(\text{Res})}}{L_m^{(0)}} \right)^2 \right] \left( \frac{L_m^{(0)}}{L_m^{(0)}} \right)^2 - \left[ \frac{P_m^{(\text{Res})}}{L_m^{(0)}} \right] \left( \frac{L_m^{(0)}}{L_m^{(0)}} \right)^2 
\]

\[
+2 \left( \frac{P_{\beta}^{(\text{Res})}}{L_m^{(0)}} \right) \left[ \frac{L_m^{(0)}}{L_m^{(0)}} \right] - \left( \frac{L_m^{(0)}}{L_m^{(0)}} \right) \left( \frac{P_{\beta}^{(\text{Res})}}{L_m^{(0)}} \right) \left( \frac{L_m^{(0)}}{L_m^{(0)}} \right)^2 \right] \left( t_{\text{Res}} - t_{\text{Res}} \right),
\]

where we have considered \( v_m^{(0)} = v_m^{(0)} \).

To estimate the influence of the non-linearities of the drifts of the lengths of the cavities and the residual pressure of the gas in the cavities we need to consider the processes that cause these drifts in some detail.

Based on simple models for the dominating causes for drifts of cavity modes, viz. drifts of the lengths of the cavities and gas leaks and outgassing, we will conclude under which conditions the GAMOR methodology will experience an error (or provide an uncertainty, see below) that is below a given benchmark. We will investigate both when the methodology will experience an error that is below a so called “strict” benchmark, which is taken as a refractivity of \( 3 \times 10^{-12} \), which,
for N₂, corresponds to a pressure of 1 mPa, both representing a fraction of 10⁻⁸ (or 0.01 ppm) of their values under atmospheric pressure conditions, and a “relaxed” benchmark, which represents a refractivity of 3 × 10⁻¹⁰, corresponding to a pressure of 0.1 Pa, both representing a fraction of 10⁻⁶ (or 1 ppm) of their values under atmospheric pressure conditions.

3. Drifts of the cavity lengths

3.1. A model for the drifts of the lengths of the cavities

To assess the influence of drifts of the length of the cavities, let us first assume that the cavity lengths are predominantly influenced by the local temperature of the spacer material, i.e., for cavity i, the temperature around that cavity, \( T_i(t) \), whereby its length can be written as

\[
L_i^o(T) = L_i^{0,0} \left[1 + \alpha \left( T_i(t) - T_i^{0,0} \right) \right],
\]

where \( L_i^{0,0} \) is the length of cavity at the temperature \( T_i^{0,0} \) and \( \alpha \) is the thermal expansion coefficient for the cavity spacer material.²

In the ideal case, the regulation of the temperature strives for keeping the temperature around the cavities constant. However, due to disturbances from the surrounding, including those of the electronics in the regulation units, the temperature will fluctuate around the set temperature, both in time and space. Although such a drift can have a variety of forms, let us here assume that it can, for each cavity, be described in terms of two exponential functions, one that represents the temperature fluctuation in one of the cavities, denoted \( \Delta T_i \), and one that corresponds to the temperature regulation process that steers the temperature back to its set temperature, modelled as \( e^{-\Delta T_i/T_{rr}} \). Let us for simplicity also assume that these two processes have the same characteristic time, \( T_{rr} \). This implies that we can represent the temperature around cavity i when the temperature is exposed to a disturbance as

\[
T_i(t) = T_i^{0,0} + \Delta T_i \left(1 - e^{-\Delta T_i/T_{rr}} \right) e^{-\Delta T_i/T_{rr}} = T_i^{0,0} + \Delta T_i \left( e^{-\Delta T_i/T_{rr}} - e^{-2\Delta T_i/T_{rr}} \right).
\]

This implies that the length of the cavities can be written as

\[
L_i^o(t) = L_i^{0,0} \left[1 + \alpha \Delta T_i \left( e^{-\Delta T_i/T_{rr}} - e^{-2\Delta T_i/T_{rr}} \right) \right].
\]

Under these conditions, \( \left( L_i^o / L_i^{0,0} \right)^2 \) and \( \tilde{L}_i^o / L_i^{0,0} \) become

\[
\left( \frac{L_i^o(t)}{L_i^{0,0}} \right)^2 = \left( \frac{\alpha \Delta T_i}{T_{rr}} \right)^2 \left( e^{-\Delta T_i/T_{rr}} + 2e^{-2\Delta T_i/T_{rr}} \right)^2,
\]

and

\[
\frac{\tilde{L}_i^o(t)}{L_i^{0,0}} = \frac{\alpha \Delta T_i}{T_{rr}^2} \left( e^{-\Delta T_i/T_{rr}} - 4e^{-2\Delta T_i/T_{rr}} \right),
\]

respectively.

3.2. Estimate of the conditions for drifts of the cavity lengths to provide errors and uncertainties that are equal to the benchmarks

As can be seen from Eq. (35), any drift in temperature that results in the same change in length of the two cavities will not influence an assessment of refractivity by GAMOR in any noticeable way. However, if the two cavities are affected by dissimilar temperature drifts, they might deform differently. In this case, the drifts will give rise to an error in the assessment.

Consider, as a worst case scenario, the situation when only one cavity is influenced by a temperature fluctuation. Since \( \alpha \Delta T_i < 1 \), the Eqs. (39) and (40) show that \( \left( L_i^o / L_i^{0,0} \right)^2 \) is negligible with respect to \( \left( \tilde{L}_i^o / L_i^{0,0} \right)^2 \). This implies that the error in the assessment of the beat frequency from a temperature fluctuation in one of the cavities, denoted \( \delta[\Delta f(t_n,t_{g,n})] \), can be expressed as

\[
\delta[\Delta f(t_n,t_{g,n})] \approx -\frac{1}{2} \frac{\alpha \Delta T_i}{T_{rr}^2} \left( e^{-\Delta T_i/T_{rr}} - 4e^{-2\Delta T_i/T_{rr}} \right) \times(t_g - t_n)(t_{g,n} - t_n).
\]

A worst case scenario also comprises the situation when \( (t_g - t_n)(t_{g,n} - t_n) = (t_{g,n} - t_n)^2 / 4 \). Since \( (t_g - t_n) \) normally is slightly longer than \( (t_{g,n} - t_n) \), we will, here for simplicity approximate the product by \( (t_{g,n} - t_n)^2 / 5 \). Let us also, as a part of the worst case scenario, solely consider the case at the beginning of the disturbance [for which \( t < T_{rr} \), whereby \( \exp(-t/T_{rr}) \approx 1 \)]. Evaluating Eq. (41) under these conditions, for which \( \delta[\Delta f(t_n,t_{g,n},t_{g,n})] \) will be denoted \( \delta[\Delta f(t_n,t_{g,n})] \), implies that the error in refractivity, denoted \( \delta(n_m - 1) \), can be written as

\[
\delta(n_m - 1) \approx \frac{\delta[\Delta f(t_n,t_{g,n})]}{v_{\text{in}}^{10^9}} \approx \frac{3\alpha \Delta T_i}{10T_{rr}^2} (t_{g,n} - t_n)^2.
\]

For the case when the spacer material is made of Zerodur, for which \( \alpha \) can be in the 10⁻⁶ K⁻¹ range, and, for the case with a cycle time of 100 s, the condition for obtaining a provide a single outlier. Such data points can easily be rejected in the data evaluation process. This implies that GAMOR is virtually not influenced by also such processes.

² It is also possible that the length of a cavity can be altered by sudden relaxations [29]. However, since such a process is significantly shorter than a measurement cycle, it will, in the GAMOR methodology, only
refractivity assessment with an error below to the strict benchmark is that

$$\Delta T < 10^{-2} \tau_r^2.$$  \hfill (43)

For the case when the disturbances in temperature have a characteristic time ($\tau_r$) of $10^3$ s, this implies that the conditions for the error to be below the strict benchmark is that $\Delta T$ should not exceed 100 mK. Since a well-stabilized cavity spacer in general has fluctuations over $10^3$ s that are below this, it can be concluded that drifts of the temperature on this time scale seldom will influence a GAMOR assessment of refractivity noticeably.

However, it can be noticed though that if the cavity would be exposed to faster disturbances, e.g. those with a characteristic time in the $10^2$ s range, the system will be more vulnerable to temperature drifts. Such a system, when assessing refractivity, can only tolerate drifts of the temperature up to around 1 mK if the error should be below the strict benchmark condition.

For the case with the relaxed benchmark condition, i.e. when the refractivity benchmark is solely taken as 1 ppm of the atmospheric conditions, the corresponding acceptable temperature fluctuations are, for the cases with characteristic times of $10^3$ and $10^2$ s, two orders of magnitude larger, i.e. 10 K and 100 mK, respectively.

The same conditions are valid when density is assessed. A similar analysis for conventional DFPC-based refractometry, based on the Eqs. (21), (28), (30), and (38), shows that this technique, when used for assessment of refractivity or density, is associated by significantly more stringent requirements of the temperature stability; an assessment will experience an error below the strict benchmark when

$$\Delta T < 3 \times 10^{-6} \tau_r.$$  \hfill (44)

This implies that, for conventional DFPC-based refractometry, and for the case with a characteristic time of $10^3$ s, a temperature stability of 3 mK, which is 30 times lower than for GAMOR, is needed.

Since a temporal fluctuation in temperature can be both positive and negative, and influence both the measurement and the reference cavity, and most measurement series last longer than the characteristic time, in a series of measurements, this type of effect will predominantly give rise to a distribution of errors that manifest themselves as an uncertainty in the assessed measurement value. Since the uncertainty obtained from such a series of measurements cycles, $U(n_n - 1)$, will be smaller than the maximum error from an individual measurement cycle, it is possible to conclude that the latter constitutes an upper limit for the uncertainty from a series of measurements, i.e.

$$U(n_n - 1) \leq \delta(n_n - 1)$$  \hfill (45)

where $\delta(n_n - 1)$ is given by Eq. (42). This implies that the conditions for obtaining assessments with uncertainties below the benchmarks stated will be even more relaxed than those stated for assessments with maximum errors being below the benchmarks derived above.

When pressure is to be assessed, drifts of the temperature will influence the assessment also through the equation of state. As long as the drifts are picked up by the temperature probes, they will be corrected for by the use of this equation. However, since every assessment is associated by an uncertainty, the assessment can still be affected by the uncertainty of the assessments. An uncertainty in the assessment of gas temperature of $\delta(T_n)$ will give rise to a relative uncertainty in the assessment of pressure, i.e. $\delta(P_n) / P_n$, that is given by $\delta(T_n) / T_n$. This implies, for example, that for the case with an uncertainty in the assessment of gas temperature of 10 mK, the relaxed benchmark, for which $\delta(P_n)$ is 0.1 Pa, can be obtained only when pressures below 3 kPa are assessed. This illustrates that for high pressures (particularly those in the kPa range, depending on conditions), the uncertainty in the assessment of pressure that originates from the uncertainty in the assessment of the temperature will dominate over those originating from drifts of the cavity lengths.

It is also possible that the length of a cavity can be altered by gas that diffuses into the spacer material. This is particularly the situation for He and ULE glass [33]. However, as for thermal expansion, since any such change in length is a slow process, considerable slower than the measurement cycle time, the GAMOR methodology will eliminate the influence of the linear parts of this elongation, whereby only the minor non-linear parts will remain.

4. Gas leaks and outgassing

4.1. A model for the drifts of the pressure in the reference cavity

To assess the influence of leaks (or outgassing) in the reference cavity, let us assume that the cavity has been evacuated in the beginning of a series of measurements, after which it has been sealed off, and that its pressure, $P^\text{Res}(t)$, thereafter increases monotonically with time as

$$P^\text{Res}(t) = P_\text{atm} \left(1 - e^{-rt}\right),$$  \hfill (46)

where $P_\text{atm}$ is the atmospheric pressure and $\tau_r$ is the characteristic time for the leakage into the reference cavity (representing the time to which the pressure in the cavity has increased to $1 - e^{-1}$ of that of the surrounding). We have here also tacitly assumed that the gas that leaks into the cavity has
the same index of refraction as that already in the refractometer; the case when this does not hold is discussed further below.

In this case $\tilde{P}_{r}^{\text{Res}}(t)$ and $\tilde{P}_{e}^{\text{Res}}(t)$ become

$$\tilde{P}_{r}^{\text{Res}}(t) = \left( \frac{P_{\text{atm}}}{r} \right) e^{-t/r}, \quad (47)$$

and

$$\tilde{P}_{e}^{\text{Res}}(t) = -\left( \frac{P_{\text{atm}}}{r} \right) e^{-t/r}, \quad (48)$$

respectively. Since $\beta$ alternatively can be expressed as $P_{\text{atm}}/(n-1)m$, it is possible to express $[\tilde{P}_{r}^{\text{Res}}(t)/\beta]^2$ and $\tilde{P}_{e}^{(0)}(t)/\beta$ in Eq. (35) as

$$\left( \frac{\tilde{P}_{r}^{\text{Res}}(t)}{\beta} \right)^2 = \left( \frac{n-1}{r} \right)^2 e^{-2t/r}, \quad (49)$$

and

$$\frac{\tilde{P}_{e}^{\text{Res}}(t)}{\beta} = -\left( \frac{n-1}{r} \right) e^{-t/r}, \quad (50)$$

respectively.

4.2. The drifts of the residual pressure in the measurement cavity

Since the measurement cavity is not evacuated all the way to a complete vacuum between consecutive fillings, the reference measurements are performed with a finite but small residual gas pressure in the measurement cavity, $P_{\text{Res}}$. To take this into account in the evaluation procedure, it is assessed by the use of a pressure gauge. Hence, any drift in the residual pressure in the measurement cavity is corrected for by this. This implies that the linear and non-linear drifts of the pressure in the measurement cavity in Eq. (35), i.e. the $\tilde{P}_{n}^{\text{Res}}(t)$ and $\tilde{P}_{m}^{\text{Res}}(t)$, are expected to be insignificant with respect to the drifts of the pressure in the reference cavity. This implies that the terms that contain $\tilde{P}_{n}^{\text{Res}}(t)$ and $\tilde{P}_{m}^{\text{Res}}(t)$ can be neglected with respect to those that represent the reference cavity and contain $\tilde{P}_{r}^{\text{Res}}(t)$ and $\tilde{P}_{e}^{\text{Res}}(t)$.

4.3. Estimate of the conditions for drifts of the pressure in the reference cavity to provide errors that are equal to the benchmarks

Since the gas leakage (or outgassing) increases the pressure in the reference cavity monotonically, this will give rise to an error in the assessment of the change of the beat frequency. In addition, since the leakage into the reference cavity is exponential, the non-linear contributions are largest at the beginning of a measurement series. Under these conditions, both exponential functions in the Eqs. (49) and (50) can be considered to be close to unity. Hence, it can be concluded that $[\tilde{P}_{r}^{\text{Res}}(t)/\beta]^2 \ll \tilde{P}_{e}^{\text{Res}}(t)/\beta$. This implies that under the condition that gas leakage (or outgassing) into the reference cavity is the only source of non-linear drift, the error in the assessment of the change of the beat frequency in the GAMOR methodology, $\delta[\Delta f(t_s,t_e,t_{m+1})]$ can be given by

$$\delta[\Delta f(t_s,t_e,t_{m+1})] = -\frac{1}{2}v_{n}^{(0)} \frac{\tilde{P}_{r}^{\text{Res}}}{\beta} (t_e - t_s)(t_{m+1} - t_s). \quad (51)$$

By assuming, as above, that a “close-to” worst case condition takes place when $(t_e - t_s)(t_{m+1} - t_s) = (t_{m+1} - t_s)^2/5$ and $t \ll r$, this implies that $\delta[\Delta f(t_s,t_{m+1})]$ can be written as

$$\delta[\Delta f(t_s,t_{m+1})] \approx -\frac{(n-1)^2}{10r^2} \left( t_{m+1} - t_s \right)^2 v_{n}^{(0)}, \quad (52)$$

This implies, by the use of Eq. (7), that the error in refractivity from a leak (or outgassing) in the reference cavity, i.e. $\delta(n_{m-1})$, can be expressed as

$$\delta(n_{m-1}) \approx -\frac{\delta[\Delta f(t_s,t_{m+1})]}{v_{m}^{(0)}} \approx -\frac{(t_{m+1} - t_s)^2}{10r^2} (n-1)^2. \quad (53)$$

This shows that a leakage of gas into the reference cavity will contribute to an error in the refractivity that is equal to the strict benchmark condition whenever the leak has a characteristic time ($r$) that is $(t_{m+1} - t_s)10^4/\sqrt{10}$, which, for the case with a measurement cycle time of 100 s, corresponds to $3.5 \times 10^5$ s, or 4 days.

For the case with the relaxed benchmark condition, the corresponding characteristic leak time is one order of magnitude shorter, i.e. $3.5 \times 10^4$ s, or 10 hours.

These characteristic leak times correspond to maximum increase rates in pressure of 0.3 and 3 Pa/s, respectively. Since no well-constructed system should exhibit a leakage or outgassing rate of this magnitude, it is possible to conclude that it is unlikely that any gas leakage (or outgassing) in the reference cavity will influence any GAMOR measurement with errors close to any of the benchmarks.

The fact that the entity in Eq. (53) is a negative number shows that the error from a gas leak into the reference cavity, if it would appear, always would be negative.

Note that, for the case when the reference cavity is not evacuated but instead filled with gas of a given pressure, the leakage rates will be lower than modelled above. In those cases, the influence of gas leaks into the reference cavity can, as long as the cavity is filled with the same type of gas as is in the surrounding, be fully neglected.
4.4. Estimate of the conditions for leaks by other gases than that addressed by the GAMOR instrumentation

Since different gases have dissimilar refractivity, a leakage of one gas (the surrounding gas) into the measurement cavity when the system run on another gas (e.g. N\textsubscript{2} or He) can be a source of error to the assessment. Since the refractivity of nitrogen and He are 1.7% and 87% lower than that of air, respectively, a refractometry assessment of N\textsubscript{2} or He in a surrounding of air will be affected by a gas leak even if the pressure provided is regulated by a pressure regulator (e.g. a piston balance).

In addition, due to their difference in refractivity, these types of assessment will be affected differently by a given leak. For the case with a measurement cycle of 100 s, to provide assessments below the strict benchmark condition, an assessment of refractivity of N\textsubscript{2} will require a leak rate into the measurement cavity that gives rise to an increase rate in pressure that is below 1 mPa/s. When refractometry is performed on He, the corresponding limiting pressure increase rate is significantly lower, in this case 0.02 mPa/s.

It is of importance to note that these requirements are significantly more strict than those for leakages (or outgassing) into the reference cavity by the same type of gas as addressed by the refractometer (as given in section 4.3 above). Hence, if not taken care of properly, this process can be the limiting source of error in GAMOR. One way of alleviating this is to place the vital parts of the refractometer in an enclosure containing the same gas as is addressed.

For the cases when unmodulated FP-based refractometry is performed, for which the time between the reference and the filled measurement cavity assessments often is orders of magnitude longer that what is used in GAMOR, the corresponding limiting leak rates are significantly lower. This emphasizes the importance of frequent gas exchange in FP-based refractometry systems.

5. Combined effect of drifts of the cavity lengths and gas leaks and outgassing

Equation (35) above also contains double products of the two effects considered above, i.e. products of the first order derivatives of the lengths of, and the pressures in, the two cavities. However, based on simple models of the drifts of the temperature of the cavity spacer and the residual gas in the reference cavity, in the same way as the terms containing the square of the first order derivatives of the cavity lengths or the pressure are inferior to the corresponding second order derivatives, the double products of the two effects considered above can be neglected with respect to the second order derivatives.

6. Summary and conclusions

As has previously been shown [31, 32], the GAMOR methodology has an extraordinary ability to eliminate the influence of drifts in the system, including those originating from changes in the lengths of the cavities and those from leakage of gas and outgassing into the reference cavity. This work has provided a description of the principle behind the GAMOR methodology and explicates the background to this unique property.

To properly assess its properties and advantages, the conditions that limit the performance of GAMOR have been placed in perspective of those of two other types of FP-based types of refractometry: (conventional) single FP-cavity (SFPC) based refractometry and conventional (unmodulated) DFPC-based refractometry. It is shown that while SFPC-based refractometry is limited by the drifts in the measurement cavity, and conventional DFPC-based refractometry is restricted by the difference in drift of the two cavities, GAMOR is solely affected by the difference in the non-linear parts of the drifts of the two cavities!

This work has also provided an expression that can be used to estimate the contribution of the non-linear terms of various types of drift to the assessments of gas refractivity by GAMOR.

To assess to which degree drifts still can influence the GAMOR methodology, a benchmark for the errors (or uncertainties) in refractivity of $3 \times 10^{-12}$, corresponding to a pressure of N\textsubscript{2} of 1 mPa, (referred to as the strict benchmark) was defined.

Based on simple models of the temperature-induced drift of the lengths of the cavities and the residual gas in the reference cavity, this work then estimated the non-linear contribution of the drifts. It was estimated that when the GAMOR methodology is used for assessment of refractivity or density, it can sustain temperature fluctuations in the cavity spacer material of up to 100 mK if they have a characteristic time of $10^2$ s (estimated to be 30 times higher than what is required in conventional DFPC-based refractometry under similar conditions, 3 mK) before the errors and uncertainties exceed this benchmark.

However, for the case when the temperature fluctuations in the cavity spacer take place on faster time scales, the requirements are stronger. For example, for the case when the characteristic time for the temperature fluctuations is only $10^2$ s, the GAMOR methodology can be influenced with errors (or uncertainties) at the strict benchmark level if the temperature fluctuations are (still under worst conditions) solely 1 mK. Since this is non-trivial to achieve, this indicates that it is of importance to construct cavity spacer systems with a long characteristic time.
On the other hand, it can additionally be concluded that the GAMOR methodology is not influenced by the fastest changes in the length of the cavities, as for example takes place when the spacer material is exposed to sudden relaxations, since then only a single measurement point in an entire measurement series (corresponding to a single measurement cycle) will be affected, giving rise to a spurious outlier. Such an outlier can be eliminated by, for example, applying a median filter to a series of consecutive assessments.

The GAMOR methodology can also accommodate a reference cavity with a characteristic leak rate of 4 days (which corresponds to an increase in pressure of 0.3 Pa/s) before the measurement error, under a set of worst conditions, exceeds the same benchmark condition.

Since well-designed systems have temperature fluctuations and leakage rates that are smaller than these, it is concluded that, as long as the temperature fluctuations have a characteristic time of at least $10^3$ s and the gas around the measurement cavity that gives rise to an increase rate in pressure of 0.3 Pa/s before the measurement error, under a set of worst conditions, exceeds the same benchmark condition.

In conclusion, the analysis presented here shows that the GAMOR methodology in practice is capable of eliminating most types of drifts that can appear in FP-cavity-based refractometry systems. This opens up for the fact that GAMOR systems, when properly calibrated, can be used for highly accurate assessments of refractivity, gas density, and pressure under a variety of conditions. It also illustrates that, in comparison with ordinary FP-refractometry, instrumentations based on the GAMOR methodology can, if needed, be realized around experimental set-ups with relaxed conditions regarding drifts of temperature, material creeping, gas leaks, and outgassing, allowing for transportable instrumentation [34]. All this demonstrates clearly the advantages of realizing GAMOR in FP-based refractometry instrumentation.
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