Randomized Single-Case Intervention Designs and Analyses for Health Sciences Researchers: A Versatile Clinical Trials Companion

Joel R. Levin, PhD1 · Thomas R. Kratochwill, PhD2

Received: 1 October 2020 / Accepted: 7 March 2021 / Published online: 1 April 2021
© The Drug Information Association, Inc 2021

Abstract
Aim An expository note introduces health sciences researchers to randomized single-case intervention designs, an adaptation of interrupted time-series methodology, and the staple of a scientifically credible small-sample research paradigm.

Methods Detailed examples illustrating two different randomized single-case procedures are presented to highlight the techniques’ advantages relative to small-sample nonparametric procedures that are commonly applied in the medical and health sciences fields.

Results Numerous positive outcomes, based on both statistical simulation studies and actual intervention research investigations, support the applicability and value of these procedures.

Conclusion Randomized single-case intervention designs are recommended for consideration by health sciences researchers.

Introduction and Background
From our field of interest and expertise in psychological intervention research, we introduce a valuable design-and-analysis methodology that may be of consequence to health sciences intervention researchers. In 2010, a lengthy article appeared in Psychological Methods on the value of conducting randomized experiments in an area of quantitative experimental research known as single-case intervention designs (SCIDs; [1]). In medical research contexts, these experiments have traditionally fallen under the rubric of “N-of-1 Trials” (e.g., [2]) and both these and SCIDs are a class of interrupted time-series design born out of the statistics and econometrics literatures (see, for example, [3]).

Early systematically controlled interrupted time-series designs were being implemented in other domains, but primarily in certain branches of psychology such as behavioral and clinical (e.g., the Journal of Applied Behavior Analysis)—for examples, and discussion, see [4]. Such designs are characterized by the inclusion of only a few participants or other entities (“cases”), two or more “phases” (e.g., baseline and intervention phases), and multiple outcome observations per case (see Fig. 1 for a hypothetical “multiple-baseline” design), and which should not be confused with traditional “clinical case reports” or “case studies” based on a specific individual’s ongoing records and protocols. Of interest from a historical perspective, medical case studies date back to research directed at combating the 1918 flu pandemic [5]. British medical scientists, in search of the “active transmission ingredients” of the flu virus, conducted a series of several controlled (to the best of their abilities) investigations, in which the virus was introduced through different means and in different combinations to individual ferrets and white mice (pp. 73–78).

Basic Differences Between N-of-1 Trials Designs and Randomized SCIDs and Analyses
In the medical literature, N-of-1 trials methodology has been featured in two major applications: one in clinical practice and the other in clinical science research [6]. Their use in evaluation of practice in the social and behavioral science intervention research literatures has been suggested for many years [7–9]. However, the failure to implement this methodology in practice was recognized decades ago and is based on a number of considerations, including the multiple facets
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of N-of-1 designs, challenges in measurement, and overall resource and time commitments required [4]. It is evident that there is a major lack of cross-fertilization in citation of the medical and the social science intervention research literatures. In particular, and with few exceptions, such as the international work of Tate et al. [10, 11], there is a decisive
failure of behavioral science researchers to cite and adopt advances in medical researchers’ N-of-1 research design methodology, measurement, and data analyses – and, as was alluded to above, vice versa with respect to the implementation of single-case intervention designs (SCIDs) in medical intervention research.

For an informative primer on N-of-1 trials procedures and analyses in the medical intervention research field, see [12]. There are a number of similarities between N-of-1 trials structures and procedures and those of randomized SCIDs, but there are important differences as well. Based on our review of the N-of-1 trials literature, let us indicate the apparent differences that exist between N-of-1 trials designs and randomized SCIDs. First, N-of-1 trials procedures were devised primarily as one-case replicated crossover designs: “N-of-1 trials in clinical medicine are multiple crossover trials [akin to alternating treatment designs in the SCID literature], usually randomized and often blinded, conducted in a single patient” [13, p. 1]. In contrast, randomized SCIDs include more varied and versatile design structures and are often implemented with multiple cases [13]. Second, novel randomization schemes can be incorporated into SCIDs, which generally have not been considered in N-of-1 trials studies. Third, the systematic alternation of A and B phases in N-of-1 trials studies is not conducive to enhance the precision of the statistical analyses that are typically conducted, whereas randomized SCID features work in concert with statistically valid randomization test analyses and various effect size measures. Fourth, unlike certain types of invalid statistical tests that are often conducted in N-of-1 trials studies (e.g., conventional parametric and nonparametric t-tests—see [12] and [14]), in randomized SCIDs attention is always paid to the outcome observations’ autocorrelation, which is taken into account in the randomization test procedures that are applied. For a given case’s series, the autocorrelation coefficient reflects the degree to which each outcome observation is correlated with each successive outcome observation, as has been recognized by some medical intervention researchers (e.g., [15]). Fifth, the N-of-1 trial models that respect the autocorrelated nature of the data are generally quite complex (e.g., time-series analyses, hierarchical linear modeling), whereas the SCID randomized test procedures are straightforward and easy for an intervention researcher to implement and interpret. Sixth, SCID randomization tests serve as a valuable complement to visual analyses of the data, which have traditionally been the primary assessment tool for SCID researchers in the social and behavioral sciences.

When a SCID researcher adopts novel forms of randomization and accompanying data analyses, along with stringent experimental controls, it is possible to produce experimental results that rival the scientific credibility of those produced in “gold standard” conventional large-scale randomized clinical trials. We have illustrated how SCID researchers are able to conduct a wide variety of randomized experiments with very small samples, an approach that can be more expeditious, more economical, more feasible, and often more illuminating than the clinical trials findings associated with experimental psychological and medical intervention research [10, 11]. Importantly, SCID studies based on participants randomly selected from specified populations, as well as replicated findings of individual SCID investigations, permit limited generalizations of SCID conclusions. The randomized SCIDs to be presented here are “fixed” in the sense that all design- and procedure-related decisions are made pre-experimentally, in advance of data collection. Other more adaptive-like (e.g., [16, 17]) SCIDs that incorporate a randomization component include probabilistically grounded “response-guided” designs, and they are discussed elsewhere [18, pp. 160–172]. Additional consideration of adaptive designs is included later in this article.

Methods

Four Types of Randomization to Improve an SCID Study’s Internal Validity and Statistical Power

In SCIDs, four distinct types of randomization can be incorporated by the researcher [18, 19], either individually or in combination, to increase the “internal” and “statistical conclusion” validities of the study [20].

Within-Case Intervention-Order Randomization

This form of randomization is implemented when each case is to receive both A (Baseline or Placebo) and B (Intervention) phases or B (Intervention 1) and C (Intervention 2) phases, in two- or multiple-phase crossover designs and in single-case “alternating treatment” designs. Most intervention researchers routinely adopt this form of randomization so that the order in which the two phases are administered is not confounded with the targeted intervention as a result of adaptation, practice, fatigue, and the like. As will be illustrated here, in SCID designs, within-case randomization also serves to increase the statistical power of the randomization tests that are conducted to analyze the data.

Between-Case Intervention Randomization

This form of randomization is implemented when some cases receive only one of the preceding two intervention options and other cases receive the other option, as is characteristic in conventional two independent samples and matched-pairs “group” designs. Randomly assigning interventions to cases in SCIDs counteracts any biases that
could arise from the initial inequality of the two intervention options and is required for a valid inferential statistical test to be conducted.

Case Randomization

In SCID multiple-baseline studies (Fig. 1, and to be described later), randomly assigning the N cases to the N different staggered intervention start positions within the design guards against biases associated with preferential case placement within the study. Such randomization is also required for a valid inferential statistical to be performed.

Intervention Start-Point Randomization

This form of randomization can be implemented in all SCIDs and serves to eliminate bias arising from a researcher’s decision about when the “preferred” time is to transition from one phase to the next for each case. With this randomization strategy, the specific process of which is described later and the statistical power of the associated inferential randomization test that is conducted are greatly improved.

Hypothetical Example of a Two-Condition SCID Intervention Study

We now provide a hypothetical example, contrasting a small-sample design commonly applied by health sciences researchers with a few alternative randomized SCIDs that we are promoting here. Suppose that a new cholesterol-lowering drug has been developed, which is thought to be superior in most respects to a current alternative drug. As a precursor, or as a companion, to a large-sample randomized clinical trial, a much smaller-scale experiment is to be conducted with an available sample of 8 participants.

A Randomized Two-Condition SCID Design

A fundamental characteristic of SCIDs is that for each participant, there is (1) an A (baseline or control/placebo) phase, analogous to a traditional pretest, but consisting of multiple observations of a given outcome variable, as well as(2) a B (intervention or experimental) phase, analogous to a traditional posttest, and consisting of multiple observations of the same outcome variable [24] – see Fig. 1. The inclusion of multiple A- and B-phase outcome observations improves the stability/reliability of the outcome variable and with it, the statistical power of the accompanying statistical test (e.g., [19]. For the present two-condition example, let us suppose that there are 12 outcome observations for all participants.

A randomized SCID is constructed through direct extensions of the common small-sample two-condition intervention study that was just described, beginning with the assumption that participants are again randomly assigned to the two experimental conditions B (intervention 1) and C (Intervention 2 or Placebo). As was indicated earlier, each of these to-be-described extensions serves to improve the methodological rigor (the internal validity of the research design) and the statistical power (the statistical conclusion validity) of the data analysis, and with them the scientific validity, or “credibility” [25], of the research.

Extension 1: Random Assignment of Participants to Staggered Tier Positions

Likely the most popular, as well as the most methodologically sound, SCID is the multiple-baseline design, wherein participants are systematically assigned to time-staggered intervention start-point positions, or “tiers,” of
the design, as is represented in Fig. 1 for a one-condition design. For our present two-condition example based on 12 observations per participant, it might be decided that the intervention will be administered just before the 4th outcome observation for one participant in each condition (A-B and A-C), just before the 6th outcome observation for another participant in each condition, just before the 8th for another, and just before the 10th for another. With that process, at least 3 of the outcome observations will be associated with each participant’s A phase and at least 3 of them will be associated with each participant’s B or C phase. When, in addition, the participants are randomly assigned to those tier positions, viable statistical randomization test possibilities become available [26–28]. Convincing evidence of an intervention effect is present when expected changes in each participant’s outcome measure is coincident with the point of, or just following, the introduction of the intervention (i.e., at each participant’s staggered intervention start-point position). In Fig. 1, a case-by-case “horizontal analysis” [29] indicates that the start of each case’s increase in level is coincident with the introduction of the case’s intervention start point (i.e., Session 4 for Participant 1, Session 6 for Participant 2, Session 8 for Participant 3, and Session 10 for Participant 4). At the same time, a session-by-session “vertical analysis” [29] reveals that as each participant begins its increase in level, each of the lower-tier participants does not, remaining at the same baseline level. Analogously, in a two-sample context (as in the present example), the same “coincident” criterion would apply to between-condition differences.

In the context of the present two-condition example, with four participants randomly assigned to the tiers in both the new drug (B) and the current alternative (C) conditions, the most extreme difference between the two conditions’ mean outcomes would be associated with a two-tailed p value of 0.00005 and with a one-tailed p value of 0.000025. Less extreme differences between the two conditions’ mean outcomes would also yield statistically significant results. Of more meaningful “significance,” the statistical power of the resulting SCID randomization test conducted to document the new drug’s greater effectiveness is now increased, relative to the previously described health sciences researcher’s common two-sample nonparametric randomization test. Even with only three participants randomly assigned to each experimental condition, the most extreme between-conditions mean difference would yield two- and one-tailed p values of 0.0027 and 0.0014, respectively, for the SCID randomization test, which can be shown to be more powerful than the common two-sample nonparametric randomization test with 4 participants per condition.

**Extension 2: Random Assignment of an Intervention Start Point to Each Participant**

The most ingenious randomized SCID extension of the common two-sample statistical procedure, initially proposed by [30] and adapted by [31], is that each participant’s intervention start point should be randomly sampled from an “acceptable” interval of potential intervention start points. So, let us say for the present example based on 12 outcome observations per participant, it had been decided that the new drug (B) or the current alternative (C) could be administered to each participant anywhere from just before the 5th outcome observation to just before the 9th outcome observation, resulting in 5 potential intervention start points for each participant. That decision would ensure that each participant would furnish at least 4 A-phase observations and 4 B- or C-phase observations in the design and for the statistical analysis. Additional planned observations can be included the experiment at the discretion of the researcher and depending on the intervention under consideration. As with Extension 1, adopting this design and analysis would result in considerably more statistical power relative to a common small-sample two-condition nonparametric randomization test.

**Combination of Extensions 1 and 2**

Combining the SCID design and-analysis tactics of Extensions 1 and 2 is also possible [32, 33]. For our present example based on eight participants, suppose that we could include 15 outcome observations per participant. With that, we could randomly assign 4 participants in each condition to the 4 staggered positions within a multiple-baseline design (Extension 1). The first participant in each condition could then be randomly assigned an intervention start point that is just before either Observation 3 or 4; the second participant, just before either Observation 6 or 7; the third, just before either Observation 9 or 10; and the fourth, just before either Observation 12 or 13 (Extension 2). Implementing this combined design and analysis further increases the power of the associated statistical randomization tests, which would clearly be of benefit to health sciences intervention researchers.

**An Additional Valuable SCID for Health Sciences Intervention Researchers**

In addition to the two-sample procedures just discussed, two-period crossover designs from the conventional large-sample literature have been developed for SCID researchers [34] and are most commonly implemented in the N-of-1 trials designs of the health sciences field [2]. In a nutshell,
with two different intervention conditions (or an intervention and a placebo condition), B and C, cases are initially randomly assigned in equal numbers to either B or C for a series of outcome observations to form a balanced-order (or completely counterbalanced) design. Then, following a predetermined long enough “washout” interval included to control for plausible drug or other intervention carryover effects, at some randomly determined acceptable crossover point for each case based on a required minimum number of B and C outcome observations, Condition B cases are crossed over to Condition C, and vice versa for Condition C cases, for a continuing series of outcome observations (as is diagrammed in Fig. 2, and which includes a randomized intervention start point for each case).

As with the conventional large-sample crossover design, the SCID crossover design analog enables a researcher to determine whether there was a general intervention effect (i.e., a change from the B phase to the C phase averaged across the two experimental conditions), as well as the more critical differential intervention effect favoring one experimental condition over the other (e.g., Condition C > Condition B). Importantly, as was the case for the previously discussed two-sample SCIDs, randomized single-case crossover designs can be constructed to have respectable statistical power for detecting the differences between intervention conditions.

### Statistical Power Advantages Associated with Randomization Test Procedures

We now provide empirical evidence, derived from large-scale Monte Carlo simulation studies, documenting certain power benefits associated with randomization statistical tests under various experimental conditions.

First, we consider a multiple-baseline design based on four participants, 30 total observations, an autocorrelation of 0.30, and a one-tailed Type I error probability of 0.05 [35]. With a statistical randomization test that assumes only random assignment of participants to a single staggered intervention start point, the power to detect a Cohen $d$ effect size of 1.0 is 0.53; and for a randomization test in which each case has been assigned to one of two “acceptable” randomly determined staggered intervention start points, the power is 0.63. The respective powers for an effect size of 1.5 are 0.82 and 91.

In another multiple-baseline simulation study [33] based on four participants, 19 total observations, an autocorrelation of 0.30, a one-tailed Type I error probability of 0.05, and either one fixed intervention staggered start point or one of two randomly assigned staggered intervention start points for each case, the respective powers to detect a 1.0 effect size were 0.41 and 0.51, and the respective powers to detect a 1.5 effect size were 0.66 and 0.81. The powers for a randomization test based three potential intervention start points were virtually identical to those based on two.

As a final example, consider a simple two-phase A-B (baseline–intervention 1)/A-C (baseline–placebo or intervention 2) design or a B-C (two intervention) crossover design. A researcher decides to assign one of 5 randomly preselected acceptable crossover points to each case and either ignores (Situation 1) or accounts for (Situation 2) the crossover-point randomization process in the associated statistical analysis. Unlike the example in Fig. 2, the researcher is not restricting the assignment of B and C phases in a completely counterbalanced design (i.e., where exactly two cases are administered the interventions in a B-C order and two in a C-B order). In one simulation study [34]), based on 4 cases, a total of 15 outcome observations, and a crossover point randomly selected from among the 5 crossover points for each case (see Fig. 2), along with a series autocorrelation of 0.30, and a one-tailed Type I error probability of 0.05, under Situation 1 powers are 0.37 and 0.61 to detect effect sizes of 1.0 and 1.5, respectively, as compared to 0.80 and 0.98 under Situation 2. Even when the design is restricted so that exactly two cases apiece are randomly assigned to the B-C and C-B orders in a completely counterbalanced design, under Situation 2 the lower respective powers of 0.73 and 0.93 still surpass by far the above Situation 1 powers. As a pertinent aside, it is worth noting that because there is no need for extended washout intervals in the earlier discussed two independent samples A (baseline)-B (intervention 1) vs. A (baseline)-C (placebo or intervention 2) SCIDs, such designs might provide a viable option for health science intervention researchers—albeit typically with a loss in statistical power relative to within-case SCIDs, such as two-period crossover designs and alternating treatment designs.
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**Figure 2** Hypothetical Single-Case Randomized Crossover Design with Two Interventions, B and C. Half of the Cases Are Randomly Selected to Receive a B-C Order of Intervention Administration and Half to Receive a C-B Order. With 15 Sessions and a Minimum of 5 Sessions Required for Each Intervention, Each Case Receives a Crossover Start Point Randomly Selected Between Week 6 and Week 10 Inclusive
Issues and Concerns

A wide variety of randomized SCIDs and associated analyses have been developed that could be considered by health science intervention researchers, including randomized ABAB reversal designs, alternating treatment designs, and changing criterion designs, among others (see, for example, [36–39]). A number of issues and concerns raised by reviewers of an earlier version this manuscript will now be addressed.

Number and Spacing of Outcome Observations

Readers might be concerned that the various SCID examples presented here require that an equal number of evenly spaced and time-coordinated observations must be obtained for all cases in the design, but that concern should be allayed. In all SCIDs in common use in the behavioral sciences, standards have been established for a required minimal number of outcome observations per A or B phase (e.g., five) to represent an acceptable design [40]. Moreover, the observations across cases do not have to be coordinated in real time nor collected continuously at evenly spaced time points as, for example, with “nonconcurrent” multiple-baseline designs. In addition, with a multiple-probe design, only a few select observations need be collected periodically throughout the intervention-phase interval. Finally, there are statistical randomization tests that are specifically tailored to allow for different numbers of outcome observations collected for each case [41].

Attention to Participant Characteristics and Changes in Them

In SCID studies, participants may be selected based on certain characteristics (i.e., disease status, health condition) at the onset of the experimental trial. During baseline and/or the intervention conditions, these characteristics may change, thereby not matching the original pre-specified inclusion/exclusion criteria. For example, a patient diagnosed with ADHD might begin a trial with a traditional diagnosis but as the trial evolves, (s)he might develop additional medical/psychiatric conditions. Of course, such circumstances could occur in traditional RCTs in which certain patients in either the experimental or placebo/control condition display a change in status as the experiment proceeds. Nevertheless, the SCID researcher has available options in such evolving circumstances and these options may actually provide benefits to the investigation.

First, the researcher can document the change in participant status and proceed with the trial, noting that the status has changed and the results (positive or negative) could be impacted by the changed status. This information is useful to establish the generalizability of the findings, especially in cases where comorbidity is likely to occur with certain medical conditions. Second, the researcher has the option to continue the trial with the original participant while at the same time recruiting additional participants with the pre-established status characteristics likely to remain in the study throughout the duration. This option allows the researcher to compare outcomes across participants who are exposed to the same intervention in the successive trials. Third, and a major advantage of the repeated measurement characteristics of SCIDs is that although such ongoing assessment will reveal the point at which the participant’s status has changed, it might not be reflective of any substantial variation in outcome performance of the participant’s response to the intervention. Thus, a change in participant status might suggest that the baseline or intervention data were not affected by the change in status as reflected by no change in level, variance, or slope in the data series. Again, such a finding yields scientific information on the generalizability of the intervention and ultimately such SCID studies will provide insights into the scope of the intervention across diverse participant characteristics and can guide subsequent RCTs across phases. A recurring theme here is that scientifically informative advances gleaned from SCIDs are best obtained through multiple replication efforts (see [42] for an overview of replication types).

Adaptive Intervention Designs

SCID trials may be especially useful as adaptive designs, or adaptive platform trials, which can be established with protocols that are similar to applications with conventional large-sample studies. Essentially, and paralleling an adaptive design in which multiple interventions need to be tested [43], SCID researchers can introduce multiple interventions to the same participant over time. Traditional adaptive designs used in medical research share some similarity with our earlier referenced response-guided SCIDs of behavioral and social science research, but with a critical difference. The formal introduction of an adaptive design strategy in a SCID context should include an a priori algorithm that outlines how the study will progress with the to-be-implemented methodological-component and participant-response variations.

As an example, the SCID researcher might introduce multiple drugs or varying dosage levels of a drug in a within-series ABABACACADAD design. In such a design configuration, a randomized start point could also be used for each drug variation, given appropriate consideration of carryover effects, washout effects, etc. In accord with best practices for adaptive designs, planned modifications can be outlined prior to the trial, such as drug type, dosage level, randomized intervention start points, and patient response, among other
variables. The researcher must be mindful, however, that such designs carry with them the potential problem of order effects, which, if confounded with the intervention, would need to be ruled out as an outcome contributor—for instance, by conducting a supplementary SCID in which the order of drug administration is appropriately randomized or counterbalanced across patients (as was discussed earlier). Additional examples of these “rapidly changing designs” can be found in [42].

Comprehensive Documentation

In SCIDs, investigators can take into account the estimand framework, wherein the medical researcher’s objective is to follow the addendum to the ICH E9 guideline to document an alignment among several important features of a clinical trial study, including an N-of-1 trial. These features include specification of the research objectives, details of the study process, data analyses (visual and statistical), and how the results will be interpreted [44]. Increasingly, these components of the estimand framework are being integrated into appraisal guidelines for SCIDs in the behavioral and social sciences, for both the conduct of the study and in literature reviews and meta-analyses (e.g., [10, 11, 45]).

Within- and Between-Case Outcome Measure Variability

In SCIDs, the researcher should take into account two types of case variability with respect to the outcome measure. Intra-subject variability is typically examined in within-subject designs, where the researcher has repeated measurement of the outcome measure(s) and examines the case’s response to the intervention as it is replicated across the series (e.g., ABABAB type designs). Such designs are labeled “intra-subject replication designs” but are only one class of design option in SCID research. In this class of designs, variability can be assessed through visual and statistical analysis of the data and may reveal several possible reasons for the participant’s variability in the data (e.g., unreliability of the outcome measures, variation in intervention integrity, among several possibilities—see [13] for a discussion). With their reliance on repeated measurements, SCIDs are especially helpful in identifying sources of participant variability.

Inter-subject variability typically refers to variance across cases and although it is addressed differently in data analysis in large-N RCTs and SCID research, any SCID experiment with multiple participants (such as the multiple-baseline design across cases) must take into account this source of variability. We have already addressed this issue in a previous section with illustrations of the statistical power of randomization tests in multiple-case SCID studies. In addition to the use of randomization tests, inter-subject variability can be assessed through various effect size measures in multiple-case experiments and in meta-analyses of SCID studies.

We hasten to add that SCIDs would have different applications and interpretations in “treatment” medical research than in “prevention” medical research. As in the examples discussed here, with treatment-related research, a series of “undesirable” or “abnormal” state baseline observations would be collected on one randomly constituted participant group, followed by a medical treatment, which in turn would be followed by a series of intervention observations. A second randomly constituted participant group would have baseline observations collected, followed by either no treatment or a placebo, followed by a series of intervention observations. A statistical comparison of the two participant groups’ outcome observations would afford efficacy evidence of the medical treatment in question. In contrast, with preventive-related research, a series of baseline observations would be collected on participants who are not experiencing symptoms of the medical condition in question. The preventive measure (e.g., a vaccination; physical safety information) would then be implemented in one randomly constituted group and no preventive measure or a placebo would be implemented in another randomly constituted group. Again, a series of intervention series observations would then be collected, followed by a statistical comparison of the two groups’ pre- and post-intervention series outcomes to assess the efficacy of the preventive measure that was administered. With any of the randomized SCIDs and associated statistical analyses considered here, a researcher can examine A-phase to B-phase changes in mean (level), trend (slope), and variability for either expected immediate or delayed intervention effects [41, 46]. Effect size indices can also be calculated and are recommended to complement and elucidate the various randomization test results of interest. Freely available for statistical analyses of a multitude of randomized SCID variations is [47] ExPRT (Excel Package of Randomization Tests) randomization test software.

Conclusions

We strongly encourage health sciences researchers to incorporate various randomized SCID schemes and structures into their research, including timely research that could be targeted at the Covid-19 pandemic. There are times when it could be opportune for an intervention researcher to (1) conduct an initial small-scale randomized SCID, (2) examine the data in search of aspects of the intervention that “worked” either well or poorly (across the entire design, or selectively on a case-by-case basis), and then (3) redesign and conduct a thought-to-be-improved version of the study. With randomized SCIDs, although the number of outcome observations required of each case may seem excessive, the
number of cases required to produce a scientifically credible, statistically sound, study is a fraction of what is needed for a comparably valid conventional RCT. The same is undoubtedly true with respect to cost considerations associated with the two types of intervention research. In short, we recommend that randomized SCIDs be considered not as a replacement for, but as a versatile precursor or a companion to, conventional multiple-participant large-sample randomized experimental trials that are aimed at accelerating public health research breakthroughs. In many respects, such designs can be viewed analogously to Phase 1 clinical trials medical research investigations.
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