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In this paper, we develop a novel virtual-queue-based online algorithm for online convex optimization (OCO) problems with long-term and time-varying constraints and conduct a performance analysis with respect to the dynamic regret and constraint violations. We design a new update rule of dual variables and a new way of incorporating time-varying constraint functions into the dual variables. To the best of our knowledge, our algorithm is the first parameter-free algorithm to simultaneously achieve sublinear dynamic regret and constraint violations. Our proposed algorithm also outperforms the state-of-the-art results in many aspects, e.g., our algorithm does not require the Slater condition. Meanwhile, for a group of practical and widely-studied constrained OCO problems in which the variation of consecutive constraints is smooth enough across time, our algorithm achieves \(O(1)\) constraint violations. Furthermore, we extend our algorithm and analysis to the case when the time horizon \(T\) is unknown. Finally, numerical experiments are conducted to validate the theoretical guarantees of our algorithm, and some applications of our proposed framework will be outlined.
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1 INTRODUCTION

Online Convex Optimization (OCO) with long-term constraints has become one of the most popular online learning frameworks in recent years due to its powerful modeling capability for various problems such as network routing [25], online display advertising [10], and resources management [5]. In the formulation of OCO with long-term constraints, the agent wants to minimize the accumulated loss while satisfying the constraints as much as possible in the long-term. And most existing works considers the scenarios where the constraints are time-invariant [21, 26].

However, time-varying constraints arise in many practical applications in which the underlying time-varying system is dynamic and uncertain, e.g., smart grid with uncertain renewable energy supply [30] and data centers with dynamic user demands [19]. Thus, this paper considers recently proposed OCO framework with long-term and time-varying constraints [3, 4, 24], which is more general and practical than the one with time-variant constraints setting.
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Table 1. Comparison of performance bounds for OCO with long-term and time-varying constraints w.r.t. dynamic benchmark.

| Reference | Regret(R) | Constraint violations(C) | Parameter-free | Slater condition-free\(^*\) | Simultaneous sublinear R&C |
|-----------|-----------|---------------------------|----------------|-----------------------------|---------------------------|
| [5]       | \(O(\max(V_x T^a, V_g T^a, T^{1-a}))\) | \(O(T^{1-a})\) | ✓ | × | × |
| [6]       | \(O(T^\frac{a}{2} V_x)\) | \(O(\max(T^\frac{a}{2}, T^\frac{1}{2} V_x))\) | ✓ | ✓ | × |
| [4]       | \(O(V_x T^\frac{1}{2})\) | \(O(T^\frac{1}{2})\) | ✓ | × | × |
| [4]       | \(O(V_x T^\frac{1}{2})\) | \(O(T^\frac{1}{2})\) | ✓ | × | × |
| [3]       | \(O(V_x T^\frac{3}{2})\) | \(O(V_x^\frac{3}{2} T^\frac{1}{2})\) | × | × | ✓ |
| Thm.1     | \(O(\max(\sqrt{T V_x}, V_g))\) | \(O(\max(\sqrt{T}, V_g))\) | ✓ | ✓ | ✓ |
| Thm.1     | \(O(\sqrt{T V_x})\) | \(O(\max(T^\frac{1}{2}, V_g))\) | ✓ | ✓ | ✓ |

11.1 Prior work

OCO with long-term and time-invariant constraints has been extensively studied in the past few years. This branch of literature usually focuses on the minimization of the static regret. [20] first studied the OCO with long-term and time-invariant constraints and developed an online algorithm with sublinear static regret and accumulated constraint violations. Later [17, 27] improved the performance bounds in [20]. These bounds are further improved in the recent work [21, 26], where a state-of-the-art static regret and constraint violations upper bounds are shown under the assumption of the Slater condition. However, the setting of time-invariant constraints means the constraints will be learned by the agent easily, and hence does not capture the scenarios in which the underlying environment is dynamic and uncertain.

The Time-varying constraints. To overcome the limitations above, recent advances in OCO with long-term constraints considered the time-varying constraints and usually adopt a more practical but challenging metric, the dynamic regret. In this setting, a crucial challenge is to achieve sublinear dynamic regret and constraint violation simultaneously. [3] studied OCO with long-term and time-varying constraints both in full-information setting and bandit setting with two-point feedback. It is the first work to simultaneously achieve sublinear dynamic regret and constraint violations. But the performance bounds attained in [3] are only valid when the order of the accumulated variations of the environment is known to the agent in advance, i.e., parameter-dependent. For parameter-free work, [5] analyzed the performance of a modified online saddle-point (MOSP) method and showed that sublinear dynamic regret and constraints violation may be achieved if the accumulated variations of the environment are sublinear. Later [6] improves upon it in terms of fewer assumptions but incurs a degradation of the performance. [4] proposed a variant of MOSP method for bandit setting with two-point feedback and established the state-of-the-art performance upper bounds. However, all these parameter-free methods do not always guarantee the sublinear regret and constraint violations simultaneously, even given the accumulated variations of the environment is sublinear. Besides, most of them assume the Slater condition holds while it is not true in many scenarios. We list these works in Table 1.

Most related to our work is [26] and [21], which developed virtual-queue-based online algorithms and achieved the best performance bounds on static regret for the time-invariant constraints setting and the time-varying constraints setting, respectively. These results provide an inspiring insights for OCO with long-term constraints. However, a

\[^{*}\] assumes a slightly stronger Slater condition.
challenging question remains if a virtual-queue-based algorithm can improve the state-of-the-art performance on OCO with long-term and time-varying constraints in terms of dynamic regret, and achieve sublinear regret and constraint violations simultaneously under only common assumptions. The answer is yes and our main contributions are summarized in the following part.

1.2 Contributions
We summarize our main contributions as follows.

- We develop and analyze a novel parameter-free virtual-queue-based algorithm for OCO with long-term and time-varying constraints. Specifically, We prove that our algorithm achieves sublinear dynamic regret and constraint violations simultaneously without Slater condition. The dynamic regret and constraint violations bounds of our developed algorithm outperform the state-of-the-art in many aspects. See also Table 1 for details.
- We show that when the variation of consecutive constraints is smooth enough across time, which holds in many practical applications [5], our algorithm can achieve $O(1)$ constraint violations.
- To the best of our knowledge, we are the first to consider the unknown time horizon case for OCO with long-term and time-varying constraints. Furthermore, our algorithm with a doubling trick can still preserve the order of performance bounds when the time horizon is unknown.
- We outline some examples of applications, and fit them in the framework of OCO with long-term and time-varying constraints.

2 PROBLEM SETUP
In this section, we first introduce the OCO problem with long term and time-varying constraints. Then, we present the assumptions in our paper, which are widely-adopted.

2.1 Formulation
In each round $t$, the agent incurs a loss function $f_t$ and a constraint requirement $g_t$, i.e., the agent wants to make a decision $x_t \in \chi$ to minimize the loss $f_t(x_t)$ while satisfying $g_t(x_t) \leq 0$, where $g_t(x)$ is defined as $[g_{t,1}(x), g_{t,2}(x), ..., g_{t,K}(x)]^T$. In this paper, we assume that $f_t(x)$ and $g_{t,i}(x)$ are defined over a closed convex set $\chi \subseteq \mathbb{R}^n$. Denote $\{f_t(x)\}_{t=1}^{\infty}$ and $\{g_t(x)\}_{t=1}^{\infty}$ as the sequence of the time-varying loss functions and constraint functions, respectively. Thus, the agent’s goal is to compute the $x_t^*$ defined as follows:

$$x_t^* = \arg\min_{x \in \chi} \{ f_t(x) | g_t(x) \leq 0 \}.$$  

However, solving this problem is challenging in the online setting since the information about the loss and constraint functions is unknown a priori to the agent. In particular, since $g_t$ is unknown a priori, the constraint $g_t(x_t) \leq 0$ is hard to be satisfied in every time slot $t$. Rather, previous work [3–5] allows instantaneous constraints to be violated at each round, but tries to satisfy the constraints in the long run. In other words, the agent wants to ensure the long term constraint of $\sum_{t=1}^{T} g_t(x_t) \leq 0$ over some given period of length $T$. This type of long-term constraint is appropriate in many applications (e.g., smart grid with renewable energy supply [3]). Thus, we aim to solve the following online optimization problem.

$$\min_{\{x_t\}_{t=1}^{T}} \sum_{t=1}^{T} f_t(x_t), \ s.t. \sum_{t=1}^{T} g_t(x_t) \leq 0.$$  (P1)
Solving problem (P1) exactly is still impossible in the online setting, since the information about the \( f_t \) and \( g_t \) is unknown before the action \( x_t \) is chosen. Instead, our goal is to make the total loss \( \sum_{t=1}^{T} f_t(x_t) \) as low as possible compared to the total loss incurred by the benchmark sequence \( \{x^*_t\}_{t=1}^{T} \) (i.e., the long-term constraint is not too positive, i.e., the long-term constraint violations grow sub-linearly). Therefore, for any sequence \( \{x_t\}_{t=1}^{T} \) yielded by online algorithms, we define the dynamic regret and the constraint violations, respectively as follow,

\[
\text{Regret} = \sum_{t=1}^{T} f_t(x_t) - \sum_{t=1}^{T} f_t(x^*_t).
\]

\[
\text{Via}_k = \sum_{t=1}^{T} g_t(x_t), \quad k \in \{1, 2, ..., K\}.
\]

In this paper, we consider the dynamic regret and constraint violations as the performance metrics. We emphasize that the definition of dynamic regret and constraint violations in (1) are prevalent and widely adopted in the literature [3–6]. Our goal is to choose \( x_t \) in each round \( t \) such that both the dynamic regret and constraint violations grow sub-linearly with respect to the time horizon \( T \). Note that the regret defined in (1) may be negative but this also makes sense. This is because we aim to minimize the total cost defined in (P1) as small as possible, while the comparator sequence can be arbitrarily given. The significance of the regret bound guarantee is to make sure the total cost incurred by the agent does not exceed that incurred by a comparator sequence too much, and we would like to see the appearance of the negative regret, i.e., the total cost incurred by the agent is smaller than that incurred by a comparator sequence. Indeed, negative regret is very common in the standard OCO in terms of universal dynamic regret in which the comparator sequence is arbitrary [28, 29, 31].

Intuitively, the performance bounds of any online algorithm should depend on how drastically \( \{f_t\} \) and \( \{g_t\} \) vary across time, that is, the temporal variations of \( \{f_t\} \) and \( \{g_t\} \). Thus we need to quantify the temporal variations of the dynamic environment. Specifically, we need to quantify the temporal variations of functions sequence. There are mainly two kinds of regularities in the literature of constrained OCO [3–6, 22, 24].

- **Path-length**: the accumulatd variation of per-slot minimizers \( \{x^*_t\} \)

\[
V_x = \sum_{t=2}^{T} ||x^*_t - x^*_{t-1}||
\]

- **Function variation**: the accumulatd variation of consecutive constraints

\[
V_g = \sum_{t=2}^{T} \sup_{x \in \mathcal{X}} ||g_t(x) - g_{t-1}(x)||
\]

The reason we define the accumulative variation \( V_x \) with respect to \( x^*_t \) is that it can quantify the temporal variations of the dynamic environment including loss functions \( f_t \) and constraint functions \( g_t \), since \( x^*_t = \arg\min_{x \in \mathcal{X}} (f_t(x)|g_t(x) \leq 0) \). While other definitions of it like \( \sum_{t=2}^{T} \max_{x \in \mathcal{X}} |f_t - f_{t-1}| \) can only quantify the temporal variations of the loss functions.

We let \( ||\cdot|| \) be the Euclidean norm throughout this paper. In general, it is challenging to achieve sublinear performance bounds for any online algorithm unless regularity measures are sublinear; that is, the optimization problem is feasible. For example, a non-oblivious adversary may choose a new objective function \( f_t \) and constraint function \( g_t \) such that the current per-slot minimizer \( x^*_t \) is at least \( O(1) \) distance away from the selected action \( x_t \) at each round \( t \) (i.e., the accumulative variations are of the order \( T \)). In such case, any online algorithm cannot track the per-slot minimizers sequence \( \{x^*_t\} \) well and guarantee the sublinear dynamic regret/constraint violations.
Algorithm 1 VQB

1: Initialize: \( \alpha_1, y_0 > 0, g_0 = \lambda(0) = 0, \) and \( x_1 \in \chi. \)
2: for round \( t = 1 \ldots T - 1 \) do
3: Update the dual iterate \( \lambda(t): \)
4: \( \lambda(t) = \max(\lambda(t - 1) + y_{t-1} - g_{t-1}(x_t), -y_{t-1} - g_{t-1}(x_t)) \)
5: Update the primal iterate that satisfies:
6: \( x_{t+1} = \arg \min_{x \in \mathcal{X}} [f_t(x)]^T (x - x_t) + \langle \lambda(t) + y_{t-1} - g_{t-1}(x_t) \rangle^T (y_{t-1} - g_{t-1}(x_t)) + \alpha_t ||x - x_t||^2 \)
7: Choose the action \( x_{t+1} \)
8: end for

2.2 Assumptions

After specifying the problem, we introduce some assumptions in this paper, which are also common in the literature of constraint OCO [3, 4, 26].

**Assumption 1.** We make the following assumptions with respect to feasible set \( \chi \), objective functions \( \{f_t(x)\}_{t=1}^T \) and constraint functions \( \{g_t(x)\}_{t=1}^T \):

- The feasible set \( \chi \) is closed, convex, and compact with diameter \( R \), i.e., \( \forall x, y \in \chi, \) it holds that \( ||x - y|| \leq R. \)
- The loss functions and constraint functions are convex and bounded on \( \chi \), i.e., there exist positive constants \( F \) such that \( \max \{||f_t(x)||, ||g_t(x)||\} \leq F, \forall x \in \chi, t. \)
- The gradients of \( g_{k,t} \) and \( f_t \) are upper-bounded by \( G \) over \( \chi \), i.e., \( \max\{||\nabla f_t(x)||, ||\nabla g_{k,t}(x)||\} \leq G, \forall x \in \chi, k, t. \)
- This is equivalent to \( g_t \) is Lipschitz continuous with parameter \( \beta = KG \), i.e., \( ||g_t(x) - g_t(y)|| \leq \beta ||x - y||, \forall x, y \in \chi, t. \)

Under Assumption 1, we study problem (P1) in the full-information setting; that is, at round \( t \), the agent can observe the complete loss and constraint functions after the decision \( x_t \) is submitted. In the following sections, we will propose a virtual-queue-based parameter-free algorithm and show that it simultaneously achieves sublinear regret and constraint violations without the Slater condition.

3 ALGORITHM

In this section, we propose a novel virtual-queue-based algorithm, VQB, which is illustrated in Algorithm 1. It introduces a sequence of dual variables \( \{\lambda_t\} \), which is also called virtual queue. The purpose of introducing the virtual queue is that we can characterize the regret and constraint violations through the drift-plus-penalty expression and then analyze the regret and the constraint violations based on it. Similar ideas of updating dual variables based on virtual queues are adopted in several very recent works (e.g., [21, 26]) for OCO with long-term and time-invariant constraints.

But there are some differences between our algorithm and theirs. First, in order to ensure both regret and constraint violations are simultaneously sublinear for the time-varying constraints setting, we design a new way of involving instantaneous per-slot constraint violation into the virtual queues and decision sequence update. Moreover, the learning rates of our algorithm, i.e., \( \alpha_t \) and \( y_t \) are time-varying, while the learning rates of algorithm in [21, 25, 26] are unchanged in the whole time horizon. Therefore, our algorithm needs a new regret and constraint violation analysis due to the new update rule of virtual queues and the time-varying parameters. We will show more details in the theoretical analysis part of section 4.

Here we elaborate on the novelty and intuition of the entire algorithmic approach of VQB. Note that if there are no constraints \( g_t \) (i.e., \( g_t = 0 \)), then VQB has \( \lambda_t = 0, \forall t \) and becomes the OGD algorithm, which is wildly-used in standard
OCO with learning rate $\eta = \frac{1}{2\Delta t}$ since

$$x_{t+1} = \arg\min_{x \in \mathcal{F}} \nabla f_t(x_t)^T (x - x_t) + a_t ||x - x_t||^2 = \Pi_x (x_t - \frac{1}{2\Delta t} \nabla f_t(x_t)).$$

\[ (2) \]

Call the term marked by an underbrace in (2) the penalty. Hence, the OGD algorithm is to minimize the penalty term and is a special case of VQB. In our algorithm VQB, if we define $Q(t) = \lambda(t) + y_{t-1}g_{t-1}(x_t)$ to be the vector of virtual queue backlogs and define Lyapunov drift $\Delta(t) = \frac{1}{2}||Q(t + 1)||^2 - \frac{1}{2}||Q(t)||^2$, the intuition behind VQB is to choose $x_{t+1}$ to minimize an upper bound of the following expression (Since $x_{t+1}$ has not been determined at round $t$, we replace $g_t(x_{t+1})$ with $g_t(x)$ in $\Delta(t)$ and omit the constant term.)

$$\Delta(t) + \nabla f_t(x_t)^T (x - x_t) + a_t ||x - x_t||^2.$$ 

Thus, the intention is to minimize penalty plus the Lyapunov drift, which is a natural method in stochastic network optimization incorporated with the stability condition (e.g., [11–13]). The drift term $\Delta(t)$ could be used to evaluate the constraint violations and is closely related to the virtual queues. The penalty term includes the regularization term $||x_t - x_{t-1}||^2$ which could smoothen the difference between the coherent actions and make the whole expression strongly-convex. The remaining term describes the optimization problem.

Our algorithm also has a close connection with the saddle point methods proposed in the literature of constrained OCO [5, 20], which also incorporates dual variables to the decision-making process. For example, in Algorithm 1, $\lambda(t) = \max\{\lambda(t - 1) + y_{t-1}g_{t-1}(x_t), -y_{t-1}g_{t-1}(x_t)\}$ is a virtual queue vector for the constraint violation. The role of $\{\lambda(t) + y_{t-1}g_{t-1}(x_t)\}^T$ is similar to a dual variable vector in saddle point-typed OCO algorithms. The main differences between our algorithm and them is the update of dual variables and the way of incorporating constraint functions into the dual variables (e.g., our algorithm uses a virtual queue to track the constraint violation, and the dual variables in our algorithm are adaptively adjusted by the per-time slot constraint violation). These differences render our algorithm some advantages over saddle point methods in terms of performance guarantees.

4 RESULTS

In this section, we first present the major theoretical results and analysis of our algorithm. Next, we extend our results to the case when the time horizon is unknown and the case where the variation of consecutive constraints is smooth enough across time, which captures many practical scenarios and has been frequently considered in [1, 5, 23].

4.1 Main results

Within this subsection, we present the upper bounds on the dynamic regret and constraint violations for VQB.

THEOREM 1. Consider OCO problem (P1) under Assumption 1, let $\{x^*_t\}_{t=1}^T$ be the per-slot minimizers sequence which satisfies $x^*_t = \arg\min_{x \in \mathcal{F}} g_t(x) \leq 0 f_t(x)$.

- (Case 1) Setting $a_t = \sqrt{\frac{T}{\log T} ||x_t - x_{t-1}||}$ and $y_t = \frac{1}{2\eta} \frac{1}{\sqrt{2R}}$ in VQB, then we have the following performance upper bounds

\[ \text{regret} \leq O(\max\{TV, V_g\}), \]

\[ V_{IOK} \leq O(\max\{\sqrt{T}, V_g\}), \forall k = 1, 2, ..., K. \]

\[ (3) \]
There are several advantages stated as following that makes our results outperform previous studies. First, Theorem 1 implies that VQB can guarantee sublinear regret and constraint violations simultaneously, as long as the accumulated variations of the environment are sublinear, i.e., $V_x = o(T)$ and $V_y = o(T)$. Previous studies listed in Table 1 do not always simultaneously guarantee the sublinear performance bounds since they introduce the $o(T) V_x$ or $o(T) V_y$ term in their performance bounds, which may be at least of the order $T$ even the optimization problem is feasible, i.e., $\max(O(V_x), O(V_y)) = o(T)$.

Second, the dynamic regret upper bound guaranteed by both two cases of Theorem 1 could match the state-of-the-art dynamic regret bound $O(\sqrt{TV_x})$ in general OCO [29, 31, 32], when the path-length of the benchmark sequence is $V_x$.

Moreover, our algorithm is parameter-free, that is, the parameters in our algorithm do not require prior information of the regularities (e.g., $V_x$ or $V_y$). Meanwhile, Theorem 1 holds no matter whether the Slater condition holds or not. The theoretical results of most previous study are valid either under the Slater condition, or the order of the regularities are known prior to the learner. Only [6] is both parameter-free and independent of the assumption of the Slater condition, however, it introduced degraded performance bounds and cannot guarantee the sublinear regret and constraint violations simultaneously. Readers could see Table 1 for the detailed comparisons.

We compare the performance bounds of our algorithm with the previous studies listed in Table 1. When $V_x$ is not too large (e.g., $V_x = o(\sqrt{T})$), the regret and constraint violations bounds presented in the first case of Theorem 1 are all no worse than the state-of-the-art results, i.e., $O(\sqrt{TV_x}, \sqrt{T})$ and $O(\sqrt{TV_x}, V_x^{1/4} T^{3/4})$, established in [4] and [3], respectively. Besides, the dynamic regret bound presented in the second case of Theorem 1 is superior to all existing works, and the corresponding constraint violations are also strictly sublinear when the optimization problem is feasible.

**Proof sketch of Theorem 1.** Within this subsection, we give a proof sketch of Theorem 1. All the proof details of listed lemmas could be found in the Appendix. Since the drift-plus-penalty expression characterizes the dynamic regret expression, we can translate the bounds of virtual queues $\{\lambda(t)\}$ into bounds of constraint violations. Thus, our proof starts with the analysis of virtual queues properties and drift-plus-penalty expression, that is, the Lyapunov drift term

$$\Delta(t) = \frac{1}{T} ||\lambda(t + 1)||^2 - ||\lambda(t)||^2 + \frac{1}{T^2} ||\lambda(t)||^2$$

plus the penalty term $f_t(x_t)$, which is associated with the loss value after choosing an action. First, we present the main properties for virtual queues $\{\lambda_t\}_{t=1}^T$ introduced in Algorithm 1 and Lyapunov drift term.

**Lemma 1.** (Properties of virtual queues) In Algorithm 1, we have the following properties for virtual queues $\lambda(t)$ and Lyapunov drift term $\Delta(t)$:

1. $\lambda(t) \geq 0$
2. $\lambda(t) + \gamma_{t-1} g_{t-1}(x_{t-1}) \geq 0$
3. $||\lambda(t)|| \geq \gamma_{t-1} ||g_{t-1}(x_{t-1})||$
4. $\gamma_{t-1} ||g_{t-1}(x_{t})|| \leq \lambda(t) - \lambda(t - 1)$, furthermore, $||\lambda(t)|| - ||\lambda(t - 1)|| \leq \gamma_{t-1} \gamma_{t-1} ||g_{t-1}(x_{t})||$
5. $\Delta(t) \leq \gamma_t [\lambda(t)]^T g_t(x_{t+1}) + \gamma_t \gamma_{t} ||g_t(x_{t+1})||^2$
The proof of this lemma is motivated by [21, 26]. However, due to our new algorithm, different constraints setting and fewer assumptions, our proof techniques is slightly different from theirs. Then we present the upper bound of drift-plus-penalty expression in the following lemma.

**Lemma 2.** *(Upper bound of the drift-plus-penalty expression)* Under Assumption 1, let $\delta > 0$ and \{\(\alpha_t\)\}_{\ell=1}^{T} \{\gamma_t\}_{\ell=1}^{T} \subseteq \mathbb{R}$ be any positive non-increasing sequences, if $2\gamma_t \leq \gamma_{t-1} + \gamma_{t+1}$ holds for all $t$, then VQB ensures that:

\[
\begin{align*}
    f_t(x_t) + \Delta(t) &\leq \alpha_t ||x_t^* - x_t||^2 - \alpha_{t+1}||x_{t+1} - x_t^*||^2 + 4R\alpha_t||x_{t+1}^* - x_t^*|| + (\beta^2 \gamma_{t-1}^2 + \delta) - \alpha_t) ||x_{t+1} - x_t||^2 \\
    &+ \frac{1}{2\delta} G^2 + \frac{1}{2} f_t(x_{t+1}) ||g_t(x_{t+1})||^2 - \frac{1}{2} \gamma_{t-1} \gamma_t ||g_{t-1}(x_t)||^2 + \gamma_{t-1} \gamma_t ||g_{t-1}(x_t) - g_t(x_t)||^2 + f_t(x_t^*). 
\end{align*}
\]

This is the key lemma in our theoretical analysis, which is used to yield the eventual bounds of regret and virtual queues. Next, we bound the dynamic regret as follows based on Lemma 2.

**Lemma 3.** *(Regret bound)* Under Assumption 1, for arbitrary $\delta > 0$ which satisfies $\alpha_t \geq \beta^2 \gamma_{t-1}^2 + \delta$, if $\gamma_t \leq \gamma_{t+1}$, $\alpha_t \leq \alpha_{t+1}$ and $2\gamma_t \leq \gamma_{t-1} + \gamma_{t+1}$ hold for all $t$, then VQB ensures that:

\[
\begin{align*}
    \sum_{t=1}^{T} f_t(x_t) &\leq \sum_{t=1}^{T} f_t(x_t^*) + \alpha_t R^2 + 4R \sum_{t=1}^{T} \alpha_t ||x_{t+1}^* - x_t^*|| + \frac{G^2}{2\delta} + \frac{1}{2} \gamma_{t+1} ||g_t(x_{t+1})||^2 \\
    &+ \frac{1}{2} ||\lambda(1)||^2 + 2F \sum_{t=1}^{T} \gamma_{t+1}^2 ||g_{t-1}(x_t) - g_t(x_t)||. 
\end{align*}
\]

Here we define $x_{t+1}^* = x_t^*$.

We further bound the eventual virtual queues length in the following lemma based on Lemma 2.

**Lemma 4.** Under Assumption 1, setting $\delta, \alpha_t$ and $\gamma_t$ to be the same as Lemma 3, then VQB ensures that:

\[
\begin{align*}
    ||\lambda(T)|| &\leq 2\sqrt{F(T-1)} + \sqrt{2\alpha T R^2} + \sqrt{(T-1)G^2} + \gamma_T - 1 ||g_{T-1}(x_T)|| \\
    &+ 2 \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*|| + 2 \sum_{t=1}^{T} \gamma_{t+1}^2 ||g_{t-1}(x_t) - g_t(x_t)||. 
\end{align*}
\]

This is another critical lemma in our theoretical analysis that could be used to yield the constraint violations’ upper bounds. We upper bound the constraint violations in the following two lemmas.

**Lemma 5.** For any non-increasing sequence \{\(\gamma_t\)\}, VQB ensures that:

\[
\sum_{t=1}^{T} g_{k,t}(x_t) \leq \frac{||\lambda(T)||}{\gamma_T} + V_{g_k}, \forall k = 1, 2, ..., K.
\]

Recall that Lemma 4 bounds the virtual queue length. Thus combining this lemma with the Lemma 5, we can bound the constraint violations in the following lemma.

**Lemma 6.** *(Constraint violations’ bounds)* Setting $\delta, \alpha_t$ and $\gamma_t$ to be the same as Lemma 3, then VQB ensures that:

\[
\begin{align*}
    \sum_{t=1}^{T} g_{k,t}(x_t) &\leq \frac{2}{\gamma_T} \sqrt{F(T-1)} + \frac{1}{\gamma_T} \sqrt{2\alpha T R^2} + V_g + \frac{\gamma_{T-1}}{\gamma_T} ||g_{T-1}(x_T)|| \\
    &+ \frac{2}{\gamma_T} \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*|| + 2 \sum_{t=1}^{T} \gamma_{t+1}^2 ||g_{t-1}(x_t) - g_t(x_t)|| + \frac{G}{\gamma_T} \sqrt{\frac{T-1}{\delta}}. 
\end{align*}
\]
According to Lemmas 3 and 6, with parameters stated in Theorem 1, we could prove the theoretical results of Theorem 1. First we consider the Case 1 in Theorem 1, by the setting of $\alpha_t$ and according to Lemma 13, we can obtain

$$
\sum_{t=1}^{T} \alpha_t ||x_{t+1}^* - x_t^*|| = \sum_{t=1}^{T} \sqrt{R + \sum_{1 \leq \ell \leq t} ||x_{t+1}^* - x_{t-1}^*||} ||x_{t+1}^* - x_t^*||
$$

$$
= \sqrt{T} \sum_{t=1}^{T} \frac{||x_{t+1}^* - x_t^*||}{\sqrt{R + \sum_{1 \leq \ell \leq t} ||x_{t+1}^* - x_{t-1}^*||}} \leq 2\sqrt{T} \sum_{t=0}^{T} ||x_{t+1}^* - x_t^*|| = 2\sqrt{TV_x}
$$

By the setting of $y_t$ and according to Lemma 12, we also have

$$
\sum_{t=1}^{T} y_{t-1}^2 ||g_{t-1}(x_t) - g_t(x_t)|| = \frac{1}{2\beta^2} \frac{1}{\sqrt{2R}} \sum_{t=1}^{T} ||g_{t-1}(x_t) - g_t(x_t)|| \leq \frac{1}{2\beta^2} \frac{1}{\sqrt{2R}} \sum_{x \in X} \max \{ ||g_{t-1}(x) - g_t(x)|| \} = \frac{1}{2\beta^2} \frac{1}{\sqrt{2R}} V^g
$$

Setting $\delta = \frac{1}{2} \frac{1}{\sqrt{T + TV_x}}$, it is easy to verify that $\alpha_t \geq \frac{3}{2} \gamma_t + \frac{\delta}{\sqrt{T}}$, $2\gamma_t \leq y_{t-1} + y_{t+1}$, and both $\{\alpha_t\}$ and $\{y_t\}$ are non-increasing sequences. Thus combing Lemma 2 with (10), (11) and rearranging terms yields

$$
\sum_{t=1}^{T} f_t(x_t) - \sum_{t=1}^{T} f_t(x_t^*)
$$

$$
\leq 4R \sum_{t=1}^{T} \alpha_t ||x_{t+1}^* - x_t^*|| + \alpha_t R^2 + \frac{T G^2}{2\delta} + \frac{1}{4\sqrt{2R}} \frac{1}{\beta^2} + \frac{F}{\sqrt{2R}} V^g + \frac{1}{2} ||\lambda(1)||^2
$$

$$
\leq 8\sqrt{TV_x} + \sqrt{\frac{T}{R} R^2} + \frac{T G^2}{2\delta} + \frac{1}{4\sqrt{2R}} \frac{1}{\beta^2} + \frac{F}{\sqrt{2R}} V^g + \frac{1}{2} ||\lambda(1)||^2
$$

$$
= \frac{8}{2\sqrt{2R} \beta^2} \sqrt{TV_x} + R^{2/3} \sqrt{T} + G^2 \sqrt{T + TV_x} + \frac{1}{4\sqrt{2R}} \frac{1}{\beta^2} + \frac{F}{\sqrt{2R}} V^g + \frac{1}{2} ||\lambda(1)||^2
$$

$$
= O(\max\{\sqrt{TV_x}, V^g\})
$$

Where (a) holds since we set $\delta = \frac{1}{2} \frac{1}{\sqrt{T + TV_x}}$. According to Lemma 5 and Assumption 1, we have

$$
\sum_{t=1}^{T} g_{t,k}(x_t) \leq \frac{2}{\sqrt{T}} \frac{F(T - 1) + 1}{\sqrt{T}} \sqrt{2\alpha_1 R^2} + \frac{T - 1}{\sqrt{T}} ||g_{T-1}(x_T)|| + \frac{G}{\sqrt{T}} \sqrt{T - 1 - 1}
$$

$$
+ \frac{2}{\sqrt{T}} \sqrt{\frac{R}{2\beta}} \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*|| + \frac{2}{\sqrt{T}} \frac{1}{\sqrt{2\beta}} \frac{1}{\sqrt{2R}} \frac{1}{\beta^2} \frac{1}{\sqrt{2R}} \frac{1}{\beta^2} + \frac{F}{\sqrt{2R}} V^g
$$

$$
\leq \sqrt{\frac{1}{2\sqrt{2R} \beta^2} [2\sqrt{F(T - 1)} + R \sqrt{T} + G] \sqrt{2 (T - 1) \sqrt{T + TV_x}}}
$$
Where (a) is due to (10) and (11); (b) is due to $V_x \leq RT$. For the Case 2 in Theorem 1, since the settings of $\alpha_t$ in both two cases are the same, we can also derive that

$$\sum_{t=1}^{T} \alpha_t ||x_{t+1}^* - x_t^*|| \leq 2\sqrt{TV_x}$$

(14)

For term $\sum_{t=1}^{T} y_{t-1}^2 ||g_{t-1}(x_t) - g_t(x_t)||$, according to Lemma 12 and by the setting of $\gamma_t$, we have

$$\sum_{t=1}^{T} y_{t-1}^2 ||g_{t-1}(x_t) - g_t(x_t)|| = \frac{1}{\sqrt{2R}} \sum_{t=1}^{T} ||g_{t-1}(x_t) - g_t(x_t)||$$

(15)

Setting $\delta = \frac{1}{2} \sqrt{\frac{R}{V_x}}$, it is easy to verify that $\alpha_t \geq \beta^2 y_{t-1}^2 + \frac{\delta}{2} \sqrt{2\gamma T} \leq y_{t-1} + y_{t+1}$, and both $\{\alpha_t\}$ and $\{y_t\}$ are non-increasing sequences. Based on Lemma 2, combining (14), (15) and Assumption 1 gives

$$\sum_{t=1}^{T} f_t(x_t) - \sum_{t=1}^{T} f_t(x_t^*)$$

$$\leq 4R \sum_{t=1}^{T} \alpha_t ||x_{t+1}^* - x_t^*|| + \alpha_1 R^2 + \frac{T G^2}{2\delta} + \frac{1}{2} y_{t-1} y_{t+1} ||g_t(x_{t+1})||^2 + 2F \sum_{t=1}^{T} y_{t-1}^2 ||g_{t-1}(x_t) - g_t(x_t)|| + \frac{1}{2} \lambda^2 (1) || \lambda (1) ||^2$$

(16)

$$\leq 8\sqrt{TV_x} + R^{3/2} \sqrt{T} + TG^2 \sqrt{\frac{R + V_x}{T}} + \frac{F^2}{4\beta^2} \frac{1}{\sqrt{2R}} \frac{1}{\sqrt{T}} + \frac{2F^2 \sqrt{2T}}{\beta^2} \frac{2}{\sqrt{R}} + \frac{1}{2} || \lambda (1) ||^2$$

Furthermore, based on Lemma 5, we obtain the bounds of constraint violations as follows

$$\sum_{t=1}^{T} g_{t_k}(x_t) \leq \frac{2}{\sqrt{T}} \sqrt{F(T - 1)} + \frac{1}{\sqrt{T}} \frac{2\alpha_1 R^2 + (T-1) ||g_{t-1}(x_T)||}{\sqrt{T}} + \frac{G}{\sqrt{T}} \frac{1}{2} \frac{1}{\sqrt{T}} \frac{T - 1}{\delta}$$

$$+ \frac{2}{\sqrt{T}} \sqrt{2R} \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*|| + \frac{2}{\sqrt{T}} \sqrt{F \sum_{t=1}^{T-1} y_{t-1}^2 ||g_{t-1}(x_t) - g_t(x_t)||} + \frac{2}{\sqrt{T}} \sqrt{V_g}$$

(1a)

$$\leq T^{1/4} \frac{1}{2\sqrt{2\beta R}} \sqrt{2\sqrt{F(T - 1)}} + R \frac{1}{\sqrt{R}} \sqrt{2} \frac{T}{\sqrt{T}} + \frac{G}{\sqrt{T}} \frac{2}{\sqrt{T}} \frac{(T - 1) \sqrt{R + V_x}}{\sqrt{T}}$$

(1b)
(a) follows from (14) and (15); (b) holds by the fact that $V$ with VQB. Technically, the update step in Algorithm 2 can yield much lower constraint violations when the variation we consider a slightly stronger Slater condition that has been considered in [5]. We will show that our variant of $O$ variation of consecutive constraints is smooth across time. Thus, we examine whether the smoothness of the dynamic condition assumption, which is valid in many practical scenarios [1, 5, 23].

Based on Assumption 2, we next introduce a slightly stronger Slater condition.

4.2 Slater condition

In the previous section, we have shown that as long as the optimization problem is feasible, our algorithm could simultaneously achieve sublinear dynamic regret and constraint violation with only limited common assumptions in the literature of constrained OCO. Meanwhile, [5] pointed out that in many practical constrained OCO problems, the variation of consecutive constraints is smooth across time. Thus, we examine whether the smoothness of the dynamic environment’s temporal variations can lead to better bounds of constraint violations for VQB. Within this subsection, we consider a slightly stronger Slater condition that has been considered in [5]. We will show that our variant of VQB, illustrated in Algorithm 2, could guarantee the $O(1)$ constraint violations under this assumption. The difference between VQB and Algorithm 2 is the way of incorporating constraints into the virtual queues updates and decision iterations, i.e., Algorithm 2 uses $g_t(x_t)$ instead of $g_{t-1}(x_t)$ to update the dual iterate $\lambda_t$ and primal iterate $x_t$ compared with VQB. Technically, the update step in Algorithm 2 can yield much lower constraint violations when the variation of consecutive constraints is smooth across time, as shown in Theorem 2. First, we give the definition of the Slater condition.

Assumption 2. (Slater condition). There exists $\varepsilon > 0$ and $\tilde{x} \in \chi$ such that $g_t(\tilde{x}) \leq -\varepsilon l, \forall t$.

Assumption 2 is known as the interior point condition or Slater condition, which is also used widely in the literature of OCO with time-varying constraints [4, 5, 22, 24]. Based on Assumption 2, we next introduce a slightly stronger Slater condition assumption, which is valid in many practical scenarios [1, 5, 23].

Assumption 3. The slater constant $\varepsilon$ is larger than the maximum variation of consecutive constraints, i.e., $\varepsilon > \tilde{V}_g = \max_{t \in \mathbb{N}} \max_{x \in \chi} ||g_{t+1}(x) - g_t(x)||$. 

Algorithm 2

1: Initialize: $\alpha, \gamma > 0, g_0 = \lambda(0) = 0$, and $x_1 \in \chi$.
2: for round $t = 1...T - 1$ do
3: Update the dual iterate $\lambda(t)$:
4: \[ \lambda(t) = \max \{ \lambda(t-1) + \gamma g_t(x_t), -\gamma g_t(x_t) \} \]
5: Update the primal iterate that satisfies:
6: \[ x_{t+1} = \arg\min_{x \in \chi} \nabla f_t(x_t)^T (x - x_t) + [\lambda(t) + \gamma g_t(x_t)]^T (\gamma g_t(x_t)) + \alpha ||x - x_t||^2 \]
7: Choose the action $x_{t+1}$
8: end for

\[
\begin{align*}
+ (T + 1)^{1/4} & F + T^{1/4} \frac{2}{\sqrt{2}R^2} \left[ \sqrt{4R \sqrt{T} V_f} + \frac{F}{R} \frac{\sqrt{T}}{\sqrt{R}} \right] + V_g \\
\leq (b) T^{1/4} & \frac{1}{2 \sqrt{2}R^2} \left[ 2F(T - 1) + R^2 \frac{T}{R} + G\sqrt{2R(T + 1)} \right] \\
& + 2^{1/4} F + T^{1/4} \frac{2}{\sqrt{2}R^2} \left[ \sqrt{4R \sqrt{T} V_f} + \frac{F}{R} \frac{\sqrt{T}}{\sqrt{R}} \right] + V_g = O(\max \{ T^{3/4}, V_g \})
\end{align*}
\]

Where (a) follows from (14) and (15); (b) holds by the fact that $V < RT$ and $T^{1/4} \leq 2$. It completes the proof.

Remark 1. When feasible set $\chi$ is time-varying, i.e., $\chi(t)$, our algorithm VQB is valid and we can verify that its corresponding theoretical results also hold.

4.2 Slater condition
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Note that this assumption was adopted in [5], which is valid when the region defined by \( \{ x | x \in \mathcal{X}, g_t(x) \leq 0 \} \) is large enough, or the variation of consecutive constraints is smooth enough across time.

With a similar intuition of VQB, if we define \( Q(t) = \lambda(t) + \gamma t g_t(x_t) \) as the vector of virtual queue backlogs and let parameters \( \alpha_t, \gamma_t \) be time-invariant, Algorithm 2 also chooses \( x_{t+1} \) to minimize an upper bound of the following expression:

\[
\text{drift penalty} = \Delta(t) + \nabla f_t(x_t)^T (x - x_t) + \alpha_t ||x - x_t||^2.
\]

The reason to replace \( g_{t-1}(x_t) \) with \( g_t(x_t) \) in Algorithm 2 is motivated by the observation that \( g_t(x_t) \) could be directly accumulated into queue \( \lambda(t) \) (recall that \( \lambda(t) = \max \{ \lambda(t-1) + \gamma g_t(x_t), -\gamma g_t(x_t) \} \)) and we intend to have small queue backlogs when the variation of consecutive constraint functions is smooth across time. This is important for a much tighter analysis of the constraint violations under the strongly Slater condition. If we use \( g_t(x_t) \) instead of \( g_{t-1}(x_t) \) in VQB, we could get \( \gamma g_{t,k}(x_t) \leq \lambda_k(t) - \lambda_k(t-1) \). Then, we can characterize the constraint violations only by the bounds of virtual queues \( \{ \lambda(t) \} \) without the term \( V_q \) (comparing with the Lemma 5), i.e., \( \sum_{t=1}^{T} \gamma g_{t,k}(x_t) \leq \lambda_k(t) - \lambda_k(T) \leq ||\Delta|| / T \), \( \forall k \).

In such case, the length of virtual queues \( ||\Delta|| \) is upper bounded by a constant under the strongly Slater condition (Lemma 11). Then we could obtain an \( O(1) \) bound of constraint violations, shown in the following theorem.

**Theorem 2.** Under Assumption 1,2 and 3, setting \( \alpha = T^a \) and \( \gamma^2 = \frac{1}{2 \beta T} T^a \) in Algorithm 2, the dynamic regret and constraint violations are upper bounded by

\[
\text{regret} \leq O(\max \{ T^a V_x, T^a V_y, T^{1-a} \})
\]

\[
\text{Vio}_k \leq O(1), \forall k = 1, 2, \ldots, K
\]

In particular, the performance upper bounds become \( O(\max \{ \sqrt{T} V_x, \sqrt{T} V_y \}) \) and \( O(1) \) if we set \( \alpha = 2\beta^2 \gamma^2 = \sqrt{T} \).

Note that our performance bounds established by Algorithm 2 are strictly better than [5] under the same assumptions. Besides, the constraint violations for Algorithm 2 can decrease into \( O(1) \) when the variations of consecutive constraints are smooth enough across time.

**Proof sketch of Theorem 2.** Here we give a proof sketch of Theorem 2. All the proof details of listed lemmas could be found in the Appendix. Note that both \( \{ \alpha_t \} \) and \( \{ \gamma_t \} \) are constant sequences in Algorithm 2, thus here we omit the subscript \( t \). Similar as Lemma 1, in Algorithm 2, we have the following lemma for the properties of virtual queues and Lyapunov drift term.

**Lemma 7.** In algorithm 2, at each round \( t \), we have

1. \( \lambda(t) \geq 0 \)
2. \( \lambda(t) + \gamma g_t(x_t) \geq 0 \)
3. \( ||\lambda(t)|| \geq \gamma ||g_{t-1}(x_t)|| \)
4. \( \gamma g_t(x_t) \leq \lambda(t) - \lambda(t-1) \), furthermore, \( ||\lambda(t)|| - ||\lambda(t-1)|| \leq \gamma ||g_t(x_t)|| \)
5. \( \Delta(t) \leq \gamma ||\lambda(t)||^2 g_{t+1}(x_{t+1}) + \gamma^2 ||g_{t+1}(x_{t+1})||^2 \)

The proof of this Lemma is similar as the proof of Lemma 1 and hence we omit the details.
LEMMA 8. Under Assumption 1, 2 and 3, setting \(\alpha, \gamma, \delta\) such that \(\alpha \geq \frac{1}{2}(\beta^2\gamma^2 + \delta)\), then Algorithm 2 ensures that
\[
\sum_{t=1}^{T} f_t(x_t) + \Delta(t) 
\leq f_t(x_t^*) + \alpha ||x_t^* - x_t||^2 - \alpha ||x_{t+1} - x_t^*||^2 + 4Ra||x_{t+1} - x_t^*||^2 + \gamma^2 F||\gamma_{t+1}(x_{t+1}) - \gamma_t(x_t)||^2 \\
+ \frac{1}{2\delta}G^2 + \frac{1}{2}\gamma^2 ||\gamma_{t+1}(x_{t+1})||^2 - \frac{1}{2}\gamma^2 ||\gamma_t(x_t)||^2 + \gamma ||\lambda(t)|| ||\gamma_{t+1}(x_{t+1}) - \gamma_t(x_t)||^2
\] (19)

Take a similar derivation process as the proof of Theorem 1, we also characterize the regret and constraint violations through the bound of drift-plus-penalty expression stated above. Therefore, we bound the dynamic regret and constraint violations in the following lemmas, respectively.

LEMMA 9. Under the Assumption 1, 2 and 3, setting \(\alpha, \gamma, \delta\) such that \(\alpha \geq \frac{1}{2}(\beta^2\gamma^2 + \frac{1}{2}\delta)\), then Algorithm 2 ensures that
\[
\sum_{t=1}^{T} f_t(x_t) \leq \sum_{t=1}^{T} f_t(x_t^*) + \alpha ||x_t^* - x_t||^2 + 4RaV_x + \frac{T \zeta^2}{2\delta} + \gamma^2 FV_g + L(1) + \gamma \text{max} ||\lambda(t)|| V_g
\] (20)

LEMMA 10. In Algorithm 2, we have
\[
\sum_{t=1}^{T} g_{t,k}(x_t) \leq \frac{\lambda_k(T)}{T} \leq \frac{||\lambda(T)||}{T}, \forall k \in \{1, 2, ..., K\}
\] (21)

Note that the above two lemmas show that the final bounds of dynamic regret and constraint violations can be obtained by bounding the \(\lambda(t)\). Since we are allowed to introduce the assumption of strongly Slater condition, we will show that the length of virtual queues is upper bounded by a constant in this case. Hence we adopt different techniques for the virtual queues analysis compared with the proof of Lemma 4, and bound them by accomplishing the following lemma.

LEMMA 11. In Algorithm 2, we have
\[
||\lambda(t)|| \leq \gamma F + \frac{GR + \gamma^2 \epsilon F + 2\gamma^2 F^2 + aR^2}{\gamma (\epsilon - V_g)}, \forall t.
\] (22)

Finally, based on the above lemmas, we prove the Theorem 2 as follows. We setting \(\delta = \frac{1}{2}T^a\), and it is easy to verify that \(\alpha_t \geq \frac{1}{2}(\beta^2\gamma^2 + \frac{1}{2})\). Combining the Lemma 9 with Lemma 11, we have
\[
\sum_{t=1}^{T} f_t(x_t) - \sum_{t=1}^{T} f_t(x_t^*) 
\leq \alpha ||x_t^* - x_t||^2 + 4RaV_x + \frac{T \zeta^2}{2\delta} + \gamma^2 FV_g + \frac{1}{2}||\lambda(1)||^2 + \gamma \text{max} ||\lambda(t)|| V_g \\
\leq \sum_{t=1}^{T} f_t(x_t^*) + \alpha R^2 + 4RaV_x + \frac{T \zeta^2}{2\delta} + \gamma^2 FV_g + \frac{1}{2}||\lambda(1)||^2 + (\gamma^2 F + \frac{GR + \gamma^2 \epsilon F + 2\gamma^2 F^2 + aR^2}{\epsilon - V_g}) V_g \\
= O(\max\{T^a V_x, \gamma^2 V_g, T^{1-a}\}) = O(\max\{T^a V_x, V_g T^a, T^{1-a}\})
\] (23)

Furthermore, combining the Lemma 10 with Lemma 11, we can obtain
\[
\sum_{t=1}^{T} g_{t,k}(x_t) \leq \frac{||\lambda(T)||}{T} \leq \frac{F + GR + \gamma^2 \epsilon F + 2\gamma^2 F^2 + aR^2}{\gamma (\epsilon - V_g)} \\
= O\left(\frac{\alpha}{T^a}\right) = O(T^{1-a}), \forall k = 1, 2, ..., K.
\] (24)
Algorithm 3 The Doubling Trick for Online Algorithm A

1. Let $i = 1$.
2. while not reach the end of the time horizon do
3. \hspace{1em} Reset $A$ with parameters chosen for $T = 2^i$.
4. \hspace{1em} Run $A$ for $2^i$ rounds.
5. \hspace{1em} Let $i = i + 1$.
6. end while

In particular, when setting $\alpha = \frac{1}{2}\sqrt{T}$ and $\gamma^2 = \frac{1}{2\beta^2}\sqrt{T}$, the performance upper bounds become $O(max\{\sqrt{T}V_x, \sqrt{T}V_g\})$ and $O(1)$. This completes the proof.

4.3 Unknown time horizon $T$

In this subsection, we extend our algorithm and analysis the case when time horizon is unknown. Recall that the parameters of VQB, i.e., $\gamma^2$ and $\alpha^2$, and previous methods for OCO with long-term and time-varying constraints all depend on the time horizon $T$, while the total rounds $T$ is not known prior to the learner in many practical scenarios. In such cases, we use the doubling trick strategy to tune the parameters for our algorithm. To the best of our knowledge, we are the first to consider the unknown time horizon case for OCO with long-term and time-varying constraints. For any online Algorithm A whose parameters depend on the time horizon $T$, the doubling trick is described in Algorithm 3.

Theorem 3. Under Assumption 1, for any unknown time horizon $T$, run VQB until reaching the end of the time horizon. Let $t_i = 2^i$ be the index of the first round of $i$-th epoch.

- (Case 1) Setting $\alpha_t = \sqrt{\frac{2^{t_i}}{R + \sum_{l=t_{i-1}+1}^{t_i} ||x_l^* - x_{l-1}^*||}}$ and $\gamma_t^2 = \frac{1}{2\beta^2}\sqrt{T}$ for $t \in [t_i, t_{i+1} - 1]$, then VQB with doubling trick ensures

$$\text{regret} \leq O(max\{\sqrt{T}V_x, V_g\}),$$

$$V_{\text{vio}}k \leq O(max\{\sqrt{T}, V_g\}), \forall k = 1, 2, ..., K. \quad (25)$$

- (Case 2) Setting $\alpha_t = \sqrt{\frac{2^{t_i}}{R + \sum_{l=t_{i-1}+1}^{t_i} ||x_l^* - x_{l-1}^*||}}$ and $\gamma_t^2 = \frac{1}{2\beta^2}\sqrt{T} - t_{i+1}^2$ for $t \in [t_i, t_{i+1} - 1]$, then VQB with doubling trick ensures

$$\text{regret} \leq O(\sqrt{T}V_x),$$

$$V_{\text{vio}}k \leq O(max\{T, V_g\}), \forall k = 1, 2, ..., K. \quad (26)$$

Theorem 3 shows that our algorithm with the doubling trick can still preserve the order of dynamic regret and constraint violations bounds even though the time horizon $T$ is unknown. Note that our algorithm adapts to the doubling trick because of the property of parameter-free, while parameter-dependent methods (e.g., [3]) cannot do this.

Proof sketch of Theorem 3. Here we give a proof of Theorem 3. For the Case 1 in Theorem 3, since the $i$-th epoch consists of at most $2^i$ rounds, the time horizon is divided into $N = \lceil \log_2 T \rceil$ epochs. Let $\Delta^x_i = \sum_{t=t_i}^{t_{i+1}-1} ||x_t - x_{t-1}^*||$ and $\Delta^y_i = \sum_{t=t_i}^{t_{i+1}-1} \sup_{x \in X} ||g_t(x) - g_{t-1}(x)||$. By Theorem 1, in the $i$-th epoch there exists a constant $C$ such that the dynamic regret and constraint violations are at most $max\{C\sqrt{T\Delta^x_i}, CA^x_i\}$ and $max\{C\sqrt{2}, CA^y_i\}$ respectively. The final bound could be obtained by summing the individual bounds over all the epochs. Therefore, we could upper bound the total
dynamic regret and constraint violations as follows

\[
\text{Regret} \leq \max \left\{ \sum_{i=0}^{N} C \sqrt{2^l \Delta_i}, \sum_{i=0}^{N} \Delta_i \right\} \overset{(a)}{=} \max \left\{ \sum_{i=0}^{N} \Delta_i^{\frac{1}{2}}, \sum_{i=0}^{N} 2^i, C \sum_{i=0}^{N} \Delta_i \right\}
\]

\[
\leq \max \{C \sqrt{\Delta_l} \sqrt{2^N + 1}, C \sum_{i=0}^{N} \Delta_i \} = \max \{C \sqrt{\Delta_l} \sqrt{2^{\lceil \log_2 T \rceil} + 1}, CV_g \}
\]

\[
\leq \max \{C \sqrt{\Delta_l} \sqrt{2^{\lceil \log_2 T \rceil} + 2}, CV_g \} = \max \{2C \sqrt{\Delta_l}, CV_g \}
\]

(27)

Where (a) is due to the Cauchy-schwarz inequality. And the total constraint violations are at most

\[
\text{Vio}_k \leq \max \left\{ \sum_{i=0}^{N} C \sqrt{2^i}, \sum_{i=0}^{N} C \Delta_i \right\} = \max \left\{ \frac{C}{\sqrt{2} - 1} \{\sqrt{2^N + 1} - 1\}, CV_g \right\}
\]

\[
\leq \max \left\{ \frac{2C}{\sqrt{2} - 1} \sqrt{2^{\lceil \log_2 T \rceil}}, CV_g \right\} = \max \left\{ \frac{2C}{\sqrt{2} - 1} \sqrt{T}, CV_g \right\}, \forall k = 1, 2, ..., K.
\]

(28)

For the Case 2, we conducting similar analysis as Case 1. By Theorem 1, in the i-th epoch there exists a constant \(D\) such that the dynamic regret and constraint violations are at most \(D \sqrt{T \Delta_l} \) and \(\max \{2D \Delta_i^{\frac{1}{2}}, D \Delta_i \} \) respectively. According to (27), the total regret is still at most the order of \(\sqrt{T} \) without changing. For the total constraint violations, we also have

\[
\text{Vio}_k \leq \max \left\{ D \sum_{i=0}^{N} 2^i, \sum_{i=0}^{N} C \Delta_i \right\} \leq \max \left\{ D \frac{2^{\lceil \log_2 T \rceil} - 1}{2^{3/4} - 1}, DV_g \right\}
\]

\[
\leq \max \left\{ D \frac{2D^{\lceil \log_2 T \rceil} - 1}{2^{3/4} - 1}, DV_g \right\} = \max \left\{ D \frac{2D}{2^{3/4} - 1} T^{3/4}, DV_g \right\}, \forall k = 1, 2, ..., K.
\]

(29)

This completes the proof.

5 NUMERICAL EXPERIMENTS

In this section, we conduct numerical experiments to validate the theoretical performance of our algorithm. Specifically, we consider the online ridge regression (ORR) problem [2] as the numerical example. We compare the time-averaged regrets and constraint violations of our algorithm with previous work in two different dynamic environments. The problem formulation of ORR at round \(t\) is as follows.

\[
\text{Minimize} \quad \sum_{i=1}^{n} (x_i^T p_{i,t} + b - q_{i,t})^2
\]

\[
s.t. \quad \|x_i\| \leq a_i
\]

(30)

Here \(\{p_{i,t}, q_{i,t}\}_{i=1}^{n}\) are the training data at round \(t\) and \(a_i\) characterizes the \(t\)-th round constraint on the \(l_2\) norm of the decision variable, i.e., weight vector. We define \(\{x||x||_\infty \leq C, x \in \mathbb{R}^k\}\) as the feasible set. The above ORR formulation could be applied in accurate and reliable forecasting of traffic in intelligent transportation systems [9]. The training data \(\{p_{i,t}, q_{i,t}\}_{i=1}^{n}\) and constraint \(a_i\) may not be known prior to the agent at round \(t\) due to the delayed arrival training data.

Experimental setting. At round \(t\), we generate the parameters \(\{p_{i,t}, q_{i,t}, \forall i\}\), \(a_i\) and the per-slot minimizer \(x_i^*\) in the following way. Let \(x_i^* = \Pi_{\Delta}(x_{i-1}^* + \tau_i)\), where each entry of \(\tau_i\) is an uniform random variable, sampled from a time-varying set \(B_t\) (We will specialize it later). Then we generate \(a_i\) and \(\{p_{i,t}, q_{i,t}\}_{i=1}^{n}\) as follows. i) \(p_{i,t} = p_{i,t-1} + u_{i,t}\), where each entry of \(u_{i,t}\) is i.i.d, uniformly sampled from set \(B_t\). ii) \(q_{i,t} = p_{i,t}^T x_{i-1}^* + b\). iii) \(a_i = ||x_i^*||\).

Next, we introduce the baselines [3–6] for comparison. The algorithms in [5, 6] are based on MOSP method. Although [4] only considered the bandit setting, their algorithm and theoretical guarantees are also valid in the full-information
setting. Meanwhile, note that the theoretical guarantees in [3] are valid only when the agent has prior knowledge of $V_x$ (or the order of it). For fair comparison, we set the learning rates in their algorithm to be parameter-free, and obtain the $O(V_x^{1/2}T^{1/2})$ regret and $O(\max\{V_x^{1/2}T^{1/2}, T^{3/4}\})$ constraint violations. Finally, we introduce our experimental details. In our experiment, we let $n = k = 5, C = 7$. The parameters of our algorithm and other baselines are presented in Table 2.

| Methods | Parameters |
|---------|-------------|
| Baseline [3] | $\delta = 8nC^2 + 1, \eta = \frac{2}{\sqrt{T}}$ |
| Baseline [5] | $\alpha = \mu = T^{1/2}$ |
| Baseline [6] | $\delta = 1, \lambda_1 = 4\sqrt{2}T^{1/2}$ |
| Baseline [4] | $\mu = T^{-1/2}, \alpha = 2T^{-1}$ |
| VQB(Case 1) | $\alpha_t = \sqrt{\gamma^2 \sum_{t=\tau+1}^T \|x_t - x^*_t\|}, \quad \gamma_1^2 = \frac{1}{2\beta}, \frac{1}{\sqrt{2}R}, \frac{1}{2\beta}, \frac{1}{\sqrt{2}R}, \frac{1}{\sqrt{2}R}$ |
| VQB(Case 2) | $\alpha_t = \sqrt{\gamma^2 \sum_{t=\tau+1}^T \|x_t - x^*_t\|}, \quad \gamma_1^2 = \frac{1}{2\beta}, \frac{1}{\sqrt{2}R}, \frac{1}{\sqrt{2}R}$ |

**Results and analysis.** We first consider the case when $V_x = V_g = O(\log(T))$. To do this, we set $B_t$ to be $[-\frac{1}{2T}, \frac{1}{2T}]$. From figure 1(a) and (b), we can see that our algorithm VQB achieves lowest time-averaged regret $\frac{\text{Regret}(t)}{t}$ and constraint violation $\frac{\text{Violation}(t)}{t}$, which validates our theoretical results. Moreover, we can also see that the regrets achieved by VQB under two parameter settings are very close, which is consistent with the theoretical results in Theorem 1 that the regret upper bounds between them are identical by noting that $V_g \equiv O(\log(T))$.

We also consider the case when $V_x = V_g = O(\sqrt{T})$. To do this, we set $B_t$ to be $[-\frac{1}{2\sqrt{T}}, \frac{1}{2\sqrt{T}}]$. In this case, the regret bounds of all baselines are at least the order of $T$. From Figure 2, we notice that all methods can guarantee sublinear constraint violation in this case, which matches the theoretical results listed in Table 1. Figure 2 also shows that VQB can achieve simultaneous sublinear regret and constraint violation, while other baselines ([4–6]) cannot, which matches their theoretical results. We observe that baseline [3] achieves a near sublinear regret in this setting, yet this may not always be the case due to its $O(T)$ regret bound, or the performance bounds established by [3] may not be tight. Besides, the regrets of the VQB are better, which also coincides our theoretical bounds in this case.
6 APPLICATIONS

In this section, we show several applications of our formulation to diverse problems across resource allocation and job scheduling. We emphasize that none of these applications would be possible without a simultaneously achieving sublinear regret and constraint violations algorithm, which has not been attainable with previous approaches.

6.1 Online Network Resource Allocation

Within this subsection, we consider an online resource allocation problem over a cloud network [5, 7]. The network consists of mapping nodes \( J = \{1, \ldots, J\} \) and data centers \( K = \{1, \ldots, K\} \). We use a directed graph \( G = (I, \epsilon) \) to represent it, where \( I = J \cup K, |I| = J + K \), and \( |\epsilon| = E \). \( \epsilon \) includes all the links which connect mapping nodes with data centers, and the ‘virtual’ exogenous edges coming out of the data centers. At each time slot \( t \), each mapping node \( j \) receives a data request \( b_j^t \) from exogenous user, and schedules \( x_{jk}^t \) workload to data center \( k \). Each data center \( k \) serves workload \( y_k^t \) based on its source availability. We assume each node (including data center and mapping node) could buffer the unserved workloads into its local queue. Next we describe the workflow of the overall system, which is illustrated in Figure 3. Specifically, at each time slot \( t \), mapping node \( j \) has an exogenous workload \( b_j^t \) plus that stored in
Within this subsection, we consider an online job scheduling problem \cite{15,16,18}, in which the computing cluster could be solved by our framework of OCO with long-term and time-varying constraints. Workload arrivals are not known a priori. Therefore, we could relax the first constraint in \( P \).

6.2 Online Job Scheduling

Within this subsection, we consider an online job scheduling problem \cite{15,16,18}, in which the computing cluster consists of multiple servers with heterogeneous computation resources. Specifically, consider a computing cluster, and it consists of \( M \) servers, which indexed from 1 to \( M \). We assume server \( i \) has \( C_i \) CPU cores and can process multiple jobs simultaneously unless the total demand of its execution job exceeds \( C_i \). Time is slotted and job \( j \) arrives the cluster at its local queue \( q_i^j \), then it schedules workload \( x_{ij}^k \) to data center \( k \). Data center \( k \) has a received workload of the amount of \( \sum_{j=1}^J x_{ij}^k \) plus that in its local queue \( q_i^k \), and serves an amount of workload \( y_k \). We define a resource allocation vector \( x_t = [x_t^1, ..., x_t^J, y_t^1, ..., y_t^K]^T \in \mathbb{R}_+^P \), and load arrival vector \( b_t = [b_t^1, ..., b_t^J, 0, ..., 0]^T \in \mathbb{R}_+^P \), to represent the exogenous load arrival rates of all nodes at time slot \( t \). We also define \( I \times E \) node-incidence matrix \( A \), where \( (i, j) \)-th entry \( A_{i,j} = 1 \) if link \( j \) enters node \( i \), or \( A_{i,j} = -1 \) if link \( j \) leaves node \( i \), otherwise \( A_{i,j} = 0 \). Hence the vector \( Ax_t + b_t \) represents the aggregate workloads of all nodes. There is service residual at node \( i \) if \( (Ax_t + b_t)_i \) exceeds its service capacity. At each time slot \( t \), the queue length vector of all nodes is given by \( q_t = [q_t^1, ..., q_t^K_1]^T \), and its update rule of \( q_t \) is \( q_{t+1} = (q_t + Ax_t + b_t)^+ \). We denote \( B_{jk} \) be the maximum bandwidth of link \( (j, k) \), and \( C_k \) be the resource capacity of data center \( k \). Thus the feasible set is \( \chi = \{ x | 0 \leq x \leq \chi \} \), where \( \chi = [B_{11}, ..., B_{JK}, C_1, ..., C_K] \).

Here we formulate the accumulated cost of the overall system. We divide it into two parts, the one is power cost, the other is bandwidth cost. The power cost characterizes the energy price and renewable generation, and the bandwidth cost characterizes the transmission delay. The power cost of each data center \( k \) at time slot \( t \) is \( f_t(x_t^k) \). The bandwidth cost of link \( (j, k) \) is \( f_{t,j,k}(x_{ij}^k) \). Both of them are unknown before the resource allocation at time slot \( t \). Hence at each time slot \( t \), the instantaneous cost of the overall system is

\[
\sum_{k \in K} f_t(x_t^k) + \sum_{j \in J} \sum_{k \in K} f_{t,j,k}(x_{ij}^k)
\]

\[
(31)
\]

Our goal is to minimize the accumulated cost of the overall system while ensuring all workloads are served, shown in the following optimization problem \( P_1 \):

\[
P_1 : \min_{\{ x_t \in \chi \}} \sum_{t=1}^T f_t(x_t) \quad \text{s.t.} \quad q_{t+1} = (q_t + Ax_t + b_t)^+, \forall t,
\]

\[
q_1 = q_{T+1} = 0,
\]

where the initial queue length is given by \( q_1 \), and \( q_{T+1} = 0 \) implies that all workloads should be served before the end of scheduling horizon \( T \). However, solving \( P_1 \) is generally challenging using traditional methods since the future workload arrivals are not known a priori. Therefore, we could relax the first constraint in \( P_1 \) as follows:

\[
q_{T+1} \geq q_T + Ax_T + b_T \geq ... \geq q_1 + \sum_{t=1}^T (Ax_t + b_t) \Rightarrow \sum_{t=1}^T (Ax_t + b_t) \leq q_{T+1} - q_1 = 0
\]

Then we transform \( P_1 \) into the following optimization problem \( P_2 \):

\[
P_2 : \min_{\{ x_t \in \chi \}} \sum_{t=1}^T f_t(x_t) \quad \text{s.t.} \quad \sum_{t=1}^T (Ax_t + b_t) \leq 0,
\]

which could be solved by our framework of OCO with long-term and time-varying constraints.
time slot \( a_j \). The total number of jobs is \( N \). Each incoming job joins a global queue managed by a scheduler, waiting to be assigned to an available server(s) for execution in the subsequent time slots. At the beginning of each time slot, the scheduler has to decide which job(s) to schedule and which server(s) assigned to it(Them). We assume job \( j \) requires \( d_j \) CPU cores to run and \( p_j \) units of time to finish when its demand of \( d_j \) CPU cores are fully satisfied, where both \( d_j \) and \( p_j \) are integers and will be reported to the scheduler once job \( j \) arrives at the cluster. Thus the quantity \( a_j = p_j d_j \) is the volume of job \( j \). We also assume that preemption and migration are allowed, i.e., a running job can be check-pointed, preempted, and then recovered on the same server or on a different server.

We denote \( u_j^i(t) \) be the number of CPU cores allocated to job \( j \) on server \( i \) at time-slot \( t \). By time-division-multiplexing of CPU cores, any job could also be processed even if it is allocated fewer than \( d_j \) CPU cores, but it needs to take more than \( p_j \) time-slots to finish. We say job \( j \) finishes when its completion time \( c_j \) satisfies \( \sum_{t=a_j+1}^{t} u_j^i(t) \geq d_j p_j \), that is, its volume is fully served, and the flowtime of job \( j \) is \( c_j - a_j \). We assume that any job \( j \) cannot benefit from the extra number of cores (i.e., it is allocated more than \( d_j \) cores). To avoid the waste of resources, we have \( \sum_{i=1}^{M} u_j^i(t) \leq d_j \).

The online scheduler strikes a balance between fairness and job latency. Hence, like [18], we adopt the \( l_k \) norm of job flowtime [18] to represent job’s “cost”. Then our goal is to minimize the sum of \( l_k \) norm of all jobs’ flowtime while satisfying some constraints, shown in the following optimization problem \( P_3 \):

\[
P_3 : \min_{\{u_j^i(t)\}} \sum_{j=1}^{N} (c_j - a_j)^k
\]

s.t. \( \sum_{t=a_j+1}^{t} u_j^i(t) \geq d_j p_j, \forall j \),

\[
\sum_{t} u_j^i(t) \leq d_j, \forall j, t,
\]

\[
\sum_{j:t \geq a_j} u_j^i(t) \leq C_i, \forall i, t,
\]

\[
u_j^i(t) \in \mathbb{N},
\]

where the third constraint means the total number of allocated CPU cores on server \( i \) cannot exceed its capacity \( C_i \) at any time slot. However, it can be verified that \( P_3 \) is NP-hard since it is an integer programming problem. Hence here we could adopt the approximation algorithm to solve \( P_3 \). Specifically, we approximate \( l_k \) norm of flowtime \( (c_j - a_j)^k \) with its fractional job flowtime counterpart [14], that is,

\[
(c_j - a_j)^k \approx \sum_{t=a_j+1}^{t} \sum_{i=1}^{M} ((t - a_j)^k / p_j + p_j^{k-1}) u_j^i(t) / d_j.
\]

We define \( y_j(t) = \sum_i u_j^i(t) / d_j(t) \) be the total CPU cores rates allocated to job \( j \) at time-slot \( t \). We could transform \( P_3 \) into the following optimization problem \( P_4 \):

\[
P_4 : \min_{\{y_j(t)\}} \sum_{t=1}^{T} \sum_{j:t \geq a_j+1} ((t - a_j)^k / p_j + p_j^{k-1}) y_j(t)
\]
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\[
\begin{align*}
\text{s.t.} & \quad \sum_{t=a_j+1} \ y_j(t) \geq p_j, \forall j, \\
& \quad 0 \leq y_j(t) \leq 1, \forall j, t, \\
& \quad \sum_{j \in N} d_j y_j(t) \leq \sum_{i=1}^M C_i, \forall t, \\
& \quad d_j y_j(t) \in \mathbb{N}, \forall j, t.
\end{align*}
\]

We denote by \(OPT^*_P\) and \(OPT^*_P\) the optimal objective values of optimization problem \(P_3\) and \(P_4\) respectively, then by using the same argument as [14], we have \(OPT^*_P \leq 2OPT^*_P\). Next we show that we could use the framework of OCO with long-term and time-varying constraints to solve problem \(P_4\).

**Solve \(P_4\) using the framework of OCO with long-term and time-varying constraints.** We formulate the third constraint in \(P_4\) as the short-term constraint which needs to be satisfied strictly at each time slot. We also notice that the first constraint could be formulated as the long-term constraint. Thus, we separate the first constraint in \(P_4\) into each time slot constraint:

\[
g_{t,j}(y_j(t)) = \frac{p_j}{T-a_j} - y_j(t) \leq 0,
\]

where \(T\) is the predicted completion time for all jobs, which could be known or estimated ahead of time in many scenarios. The per time slot constraint \(37\) could be violated in some time slots but the accumulated constraint violations should be controlled. We relax the integer constraint of \(y_j(t)\) and define the feasible set of it as:

\[
\chi(t) = \{ y \mid \sum_{j \geq a_j} d_j y_j \leq \sum_{i=1}^M C_i, 0 \leq y_j \leq 1 \}.
\]

Indeed, we could still make the resultant online algorithm satisfies the integer constraint in the sequel. Therefore, the optimization problem \(P_4\) could be transformed into the following optimization problem \(P_5\):

\[
P_5: \min_{y(t) \in \chi(t)} f_t(y(t)) = \sum_{t=1}^T \sum_{j \geq a_j+1} ((t-a_j)^k/p_j + p_j^{k-1}) y_j(t)
\]

\[
\text{s.t.} \quad \sum_{t=a_j+1}^T g_{t,j}(y_j(t)) \leq 0, \forall j.
\]

which could be solved by our framework of OCO with long-term and time-varying constraints. As stated before, although feasible set \(\chi\) is a time-varying set, our algorithm is valid and the corresponding theoretical results also hold.

**7 CONCLUSION AND FUTURE WORK**

In this paper, we develop and analyze a novel algorithm for OCO with long term and time-varying constraints. To the best of our knowledge, our algorithm is the first parameter-free algorithm to simultaneously achieve sublinear dynamic regret and violation under common assumptions. We then extend our algorithm and analysis to some practical cases. For future work, It is a good direction to investigate sharper performance bounds for OCO with long-term and time-varying constraints. Moreover, whether incorporating other properties, like strong convexity and smoothness, can lead to better performance bounds is also an open question.
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A PROOFS FOR SECTION 4.1

A.1 Preliminary Lemmas

LEMMA 12. For any \( t \geq 1 \), we have
\[
\sum_{i=1}^{t} \frac{1}{\sqrt{i}} \leq 2\sqrt{t} - 1
\]  

(39)

LEMMA 13. (Proposition A.5 in [8]) Let \( R > 0 \) and any real numbers \( x_1, x_2, \ldots, x_T \in [0, R] \), then we have
\[
\sum_{t=1}^{T} \frac{x_t}{\sqrt{R + \sum_{i=1}^{t} x_i}} \leq 2 \sqrt{\sum_{t=1}^{T} x_t}
\]  

(40)

A.2 Proof of Lemma 1

Proof.

(1) We prove the inequality (1) by induction. Assume \( \lambda(t) \geq 0 \) holds for all \( \tau \in \{0, 1, \ldots, t\} \), then for \( \forall k \) we consider two cases.

Case 1: If \( g_{k,t}(x_{t+1}) \geq 0 \), then we have
\[
\lambda_k(t + 1) = \max\{\lambda_k(t) + \gamma t g_{k,t}(x_{t+1}), -\gamma_t g_{k,t}(x_{t+1})\} \geq \lambda_k(t) + \gamma_t g_{k,t}(x_{t+1}) \geq 0
\]

Case 2: If \( g_{k,t}(x_{t+1}) < 0 \), then we have
\[
\lambda_k(t + 1) = \max\{\lambda_k(t) + \gamma_t g_{k,t}(x_{t+1}), -\gamma_t g_{k,t}(x_{t+1})\} \geq -\gamma_t g_{k,t}(x_{t+1}) \geq 0
\]

Thus \( \lambda(t) \geq 0 \) holds for \( \forall t \).

(2) Since \( \lambda(t) = \max\{\lambda(t-1) + \gamma_{t-1} g_{t-1}(x_t), -\gamma_{t-1} g_{t-1}(x_t)\} \geq -\gamma_{t-1} g_{t-1}(x_t) \), then we can derive that \( \lambda(t) + \gamma_{t-1} g_{t-1}(x_t) \geq 0 \), \( \forall t \).

(3) It is obvious that (3) holds if \( t = 1 \), then for \( t \geq 2 \) and \( \forall k \) we consider two cases.

Case 1: If \( g_{k,t}(x_{t+1}) \geq 0 \), then we have
\[
\lambda_k(t) = \max\{\lambda_k(t-1) + \gamma_{t-1} g_{k,t-1}(x_t), -\gamma_{t-1} g_{k,t-1}(x_t)\}
\]
\[
\geq \lambda_k(t-1) + \gamma_{t-1} g_{k,t-1}(x_t) \geq \gamma_{t-1} g_{k,t-1}(x_t)
\]

Case 2: If \( g_{k,t}(x_{t+1}) < 0 \), then we have
\[
\lambda_k(t) = \max\{\lambda_k(t-1) + \gamma_{t-1} g_{k,t-1}(x_t), -\gamma_{t-1} g_{k,t-1}(x_t)\}
\]
\[
\geq -\gamma_{t-1} g_{k,t-1}(x_t) \geq 0
\]

Thus we have \( \lambda_k(t) \geq \gamma_{t-1} g_{k,t-1}(x_t) \), \( \forall t \). Squaring both sides and summing over \( k \), we obtain
\[
|\lambda(t)|^2 \geq \gamma_{t-1}^2 |g_{k,t-1}(x_t)|^2
\]

which is equivalent to the inequality (3).

(4) Since \( \lambda(t) = \max\{\lambda(t-1) + \gamma_{t-1} g_{t-1}(x_t), -\gamma_{t-1} g_{t-1}(x_t)\} \geq \lambda(t-1) + \gamma_{t-1} g_{t-1}(x_t) \), then we have \( \gamma_{t-1} g_{t-1}(x_t) \leq \lambda(t) - \lambda(t-1) \). Furthermore,
\[
\lambda_k(t) = \max\{\lambda_k(t-1) + \gamma_{t-1} g_{k,t-1}(x_t), -\gamma_{t-1} g_{k,t-1}(x_t)\}
\]
\[
\leq |\lambda_k(t-1)| + |\gamma_{t-1} g_{k,t-1}(x_t)| = |\lambda_k(t-1) + \gamma_{t-1} g_{k,t-1}(x_t)|
\]
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Squaring both sides and summing over \( k \), we obtain
\[
\|\lambda(t)\|^2 \leq \|\lambda(t-1) + \gamma_{t-1} \delta \|\|^2 \Leftrightarrow \|\lambda(t)\| \leq \|\lambda(t-1) + \gamma_{t-1} \delta \|.
\]
By the triangle inequality we have \( \|\lambda(t)\| \leq \|\gamma_{t-1} \delta \| + \|\lambda(t-1)\| \).

(5) According to the above inequality \( \|\lambda(t)\| \leq \|\gamma_{t-1} \delta \| + \|\lambda(t-1)\| \), we have
\[
\|\lambda(t+1)\| \leq \|\gamma_t \delta \| \leq \|\lambda(t)\|^2 + 2\gamma_t \|\lambda(t)\| \|\delta \|^2 \leq \|\lambda(t)\|^2 + 2\gamma_t \|\lambda(t)\|^2 \|\delta \|^2.
\]
Rearranging terms yields the inequality (5).

**A.3 Proof of Lemma 2**

Proof. Since \( \nabla f_t(x_t^*)^T(x - x_t) + \|\lambda(t) + \gamma_{t-1} \delta \|^2 \leq \frac{1}{\alpha_t} \|x - x_t\|^2 \) is a \( 2\alpha_t \)-strong convex function with respect to \( x \) and \( x_{t+1} \) minimizes this expression over \( x \), we have
\[
\nabla f_t(x_t^*)^T(x_{t+1} - x_t) + \|\lambda(t) + \gamma_{t-1} \delta \|^2 \leq \nabla f_t(x_t)^T(x_{t+1} - x_t) + \alpha_t \|x_{t+1} - x_t\|^2 \]
(a) \( \nabla f_t(x_t^*)^T(x_{t+1} - x_t) \leq \nabla f_t(x_t)^T(x_{t+1} - x_t) + \alpha_t \|x_{t+1} - x_t\|^2 \]
(b) \( \|\lambda(t) + \gamma_{t-1} \delta \|^2 \leq \frac{1}{\alpha_t} \|x - x_t\|^2 \)
(c) \( \|\lambda(t) + \gamma_{t-1} \delta \|^2 \leq \frac{1}{\alpha_t} \|x - x_t\|^2 \)
Rearranging terms in (42), we have
\[
\begin{align*}
\nabla f_t(x_t) + \|\lambda(t)\| \|\delta \|^2 - f_t(x_t^*) & \leq \alpha_t \|x_t^* - x_t\|^2 - \alpha_t \|x_{t+1} - x_t^*\|^2 - \alpha_t \|x_{t+1} - x_t\|^2 - \gamma_{t-1} \gamma_t \|\delta \|^2 \|\delta \|^2 - \|\lambda(t) + \gamma_{t-1} \delta \| \|\delta \|^2 - \|\lambda(t)\| \|\delta \|^2
\end{align*}
\]
(43)
And

\[- \frac{1}{2} \| g_t(x_t) \|_2^2 - \frac{1}{2} \| g_t(x_{t+1}) \|_2^2 - \frac{1}{2} \| g_t(x_{t+1}) \|_2^2 + \frac{1}{2} \| g_{t-1}(x_t) - g_t(x_{t+1}) \|_2^2 \]

\[= - \frac{1}{2} \| g_{t-1}(x_t) \|_2^2 - \frac{1}{2} \| g_t(x_{t+1}) \|_2^2 + \frac{1}{2} \| g_{t-1}(x_t) - g_t(x_t) + g_t(x_t) - g_t(x_{t+1}) \|_2^2 \]

\[\leq - \frac{1}{2} \| g_{t-1}(x_t) \|_2^2 - \frac{1}{2} \| g_t(x_{t+1}) \|_2^2 + \frac{1}{2} \| 2 |g_{t-1}(x_t) - g_t(x_t)|^2 + 2 \| g_t(x_t) - g_t(x_{t+1}) \|_2^2 \]  

\[(45)\]

(b) holds by the Lipschitz continuity of $g_t$ (Assumption 1). Substituting (44) and (45) into (43) we obtain

\[f_t(x_t) + \frac{1}{2} \| g_t(x_{t+1}) \|_2^2 - f_t(x_{t+1}) \]

\[\leq \alpha_t \| x_{t} - x_t \|_2^2 - \| x_{t+1} - x_{t+1} \|_2^2 + 2 \Delta \| x_{t+1} - x_{t+1} \|_2^2 + \frac{1}{2} \| g_{t-1}(x_t) \|_2^2 + \frac{1}{2} \| g_{t-1}(x_{t+1}) \|_2^2 + \frac{1}{2} \| g_{t-1}(x_t) - g_{t-1}(x_{t+1}) \|_2^2 \]

\[(46)\]

Where (a) comes from the fact that both $\{\alpha_t\}$ and $\{\gamma_t\}$ are non-increasing sequence. According to Lemma 1 and adding Lyapunov drift term on both sides of (46) yields:

\[f_t(x_t) + \Delta(t) - f_t(x_{t+1}) \]

\[\leq \alpha_t \| x_{t} - x_t \|_2^2 - \alpha_{t+1} \| x_{t+1} - x_{t+1} \|_2^2 + 2 \Delta \| x_{t+1} - x_{t+1} \|_2^2 + \frac{1}{2} \| g_{t-1}(x_t) \|_2^2 + \frac{1}{2} \| g_{t-1}(x_{t+1}) \|_2^2 + \frac{1}{2} \| g_{t-1}(x_t) - g_{t-1}(x_{t+1}) \|_2^2 \]

\[(47)\]

Where (a) is due to the fact that $2\gamma_t \leq \gamma_{t-1} + \gamma_{t+1}$. This completes the proof.
A.4 Proof of Lemma 3

Proof. According to Lemma 1, taking a telescoping sum over \( t = 1, \ldots, T \), we obtain

\[
\sum_{t=1}^{T} f_t(x_t) + \sum_{t=1}^{T} \Delta(t) \leq \sum_{t=1}^{T} f_t(x_t^*) + 4R \sum_{t=1}^{T} \alpha_t ||x_{t+1}^* - x_t^*|| + \alpha_1 R^2 + \frac{TG^2}{2\delta}
\]

\[
+ \frac{1}{2} \sum_{t=1}^{T} \gamma_t \left(||g_T(x_T)||^2 + \sum_{t=1}^{T} T \gamma_t - g_t(x_t) - g_t(x_t)\right)
\]

Where (a) holds by the Assumption 1 and the fact that \( \alpha_t \geq \beta^2 T + \frac{\delta}{2} \). Rearranging terms yields:

\[
\sum_{t=1}^{T} f_t(x_t) \leq \sum_{t=1}^{T} f_t(x_t^*) + 4R \sum_{t=1}^{T} \alpha_t ||x_{t+1}^* - x_t^*|| + \alpha_1 R^2 + \frac{TG^2}{2\delta}
\]

\[
+ \frac{1}{2} \sum_{t=1}^{T} \gamma_t \left(||g_T(x_T)||^2 + 2F \sum_{t=1}^{T} T \gamma_t - g_t(x_t)\right)
\]

\[
+ \frac{1}{2} ||f_t(x_t) + T \gamma_t||^2 - \frac{1}{2} \lambda(1)||^2
\]

(49)

It completes the proof.

A.5 Proof of Lemma 4

Proof. According to Lemma 1, taking a telescoping sum over \( t = 1, \ldots, T - 1 \) and using the fact that \( \alpha_t \geq \beta^2 T + \frac{\delta}{2} \), we obtain

\[
\sum_{t=1}^{T-1} f_t(x_t) + \sum_{t=1}^{T-1} \Delta(t) \leq \sum_{t=1}^{T-1} f_t(x_t^*) + 4R \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*|| + \alpha_1 R^2
\]

\[
+ \frac{(T-1)G^2}{2\delta} + \frac{1}{2} \sum_{t=1}^{T-1} ||g_T(x_T)||^2 + 2F \sum_{t=1}^{T-1} T \gamma_t - g_t(x_t)
\]

Rearranging terms and multiplying both sides by 2 yields:

\[
||\lambda(t)||^2 \leq 2(\sum_{t=1}^{T-1} f_t(x_t^*) - \sum_{t=1}^{T-1} f_t(x_t) + 8R \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*|| + 2\alpha_1 R^2
\]

\[
+ \frac{(T-1)G^2}{\delta} + T \sum_{t=1}^{T-1} ||g_T(x_T)||^2 + 4F \sum_{t=1}^{T-1} T \gamma_t - g_t(x_t)
\]

\[
+ \frac{(T-1)G^2}{\delta}
\]

\[
\leq 2(T-1) + 8R \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*|| + 2\alpha_1 R^2 + \frac{(T-1)G^2}{\delta}
\]

\[
+ T \sum_{t=1}^{T-1} ||g_T(x_T)||^2 + 4F \sum_{t=1}^{T-1} T \gamma_t - g_t(x_t)
\]

\[
+ T \gamma_t
\]

(51)
Where (a) holds by the Assumption 1 and the fact that $y_T \leq y_{T-1}$. Taking the square root of both sides and using the fact that $\sqrt{\sum_i a_i} \leq \sum_i \sqrt{a_i}$, we obtain

$$||\lambda(t)|| \leq \sqrt{2F(T-1) + 2R \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*|| + \sqrt{2\alpha_1 R^2}}$$

$$+ \sqrt{\frac{(T-1)G^2}{\delta}} + y_{T-1} ||g_{T-1}(x_T)|| + 2 \sqrt{F \sum_{t=1}^{T-1} ||g_{t-1}(x_t) - g_t(x_t)||}$$

It completes the proof.

### A.6 Proof of Lemma 5

**Proof.** According to Lemma 1, we have $y_{t-1}g_{t-1,k}(x_t) \leq \lambda_k(t) - \lambda_k(t-1) \Rightarrow g_{t-1,k}(x_t) \leq \frac{\lambda_k(t)}{y_{t-1}} - \frac{\lambda_k(t-1)}{y_{t-1}}$. Adding $g_{t,k}(x_t)$ on both sides of it and telescoping it over $t$ yields:

$$\sum_{t=1}^{T} g_{t-1,k}(x_t) + g_{t,k}(x_t) \leq \sum_{t=1}^{T} g_{t,k}(x_t) + \sum_{t=1}^{T} \frac{\lambda_k(t)}{y_{t-1}} - \frac{\lambda_k(t-1)}{y_{t-1}}$$

$$(a) \leq \sum_{t=1}^{T} g_{t,k}(x_t) + \sum_{t=1}^{T} \frac{\lambda_k(t)}{y_{t-1}} - \frac{\lambda_k(t-1)}{y_{t-1}} \leq \sum_{t=1}^{T} g_{t,k}(x_t) + \frac{\lambda_k(T)}{y_T}$$

$$\Rightarrow \sum_{t=1}^{T} g_{t,k}(x_t) \leq \sum_{t=1}^{T} g_{t,k}(x_t) - g_{t-1,k}(x_t) + \frac{\lambda_k(T)}{y_T}$$

$$(b) \leq \sum_{t=1}^{T} \max{[g_{t,k}(x) - g_{t-1,k}(x)]} + \frac{\lambda_k(T)}{y_T} \leq \frac{||\lambda(T)||}{y_T} + V, \forall k = 1, 2, ..., K$$

Where (a) comes from the fact that $y_t$ is non-increasing with respect to $t$; (b) follows from the fact that $|g_{t,k}(x_t) - g_{t-1,k}(x_t)| \leq \max{[g_{t,k}(x) - g_{t-1,k}(x)]}$; (c) is due to the fact that $|g_{t,k}(x) - g_{t-1,k}(x)| \leq ||g_t(x) - g_{t-1}(x)||_2$ and $\lambda_k(T) \leq ||\lambda(T)||$. It completes the proof.

### A.7 Proof of Lemma 6

**Proof.** Combining Lemma 4 with Lemma 5, we have

$$\sum_{t=1}^{T} g_{t,k}(x_t) \leq \frac{||\lambda(T)||}{y_T} + V \leq \frac{2}{y_T} \sqrt{F(T-1) + \frac{1}{y_T} \sqrt{2\alpha_1 R^2} \frac{y_{T-1}}{y_T} ||g_{T-1}(x_T)||} + \frac{G}{y_T} \sqrt{\frac{T-1}{\delta}}$$

$$+ \frac{2}{y_T} \sqrt{2 \sum_{t=1}^{T-1} \alpha_t ||x_{t+1}^* - x_t^*||} + \frac{2}{y_T} \sqrt{F \sum_{t=1}^{T-1} ||g_{t-1}(x_t) - g_t(x_t)||} + V$$

It completes the proof.

### B PROOFS FOR SECTION 4.2

Note that both $\{a_t\}$ and $\{\gamma_t\}$ are constant sequences in Algorithm 2, thus here we omit the subscript $t$. We give the complete proofs of all lemmas in section 4.2 in the following.
B.1 Proof of Lemma 8

Proof. We conduct a similar derivation process as the proof of Lemma 1, note that $\nabla f_t(x_t)^T(x - x_t) + [\lambda(t) + yg_t(x_t)]^T(yg_t(x_t)) + \alpha ||x - x_t||^2$ is a $2\alpha$-strong convex function with respect to $x$ and $x_{t+1}$ minimizes this expression over $x$, we have

$$
\nabla f_t(x_t)^T(x_{t+1} - x_t) + [\lambda(t) + yg_t(x_t)]^T(yg_t(x_{t+1})) + \alpha ||x_{t+1} - x_t||^2 \\
\leq \nabla f_t(x_t)^T(x_t^* - x_t) + [\lambda(t) + yg_t(x_t)]^T(yg_t(x_t^*)) + \alpha ||x_t^* - x_t||^2 - \alpha ||x_{t+1} - x_t^*||^2
$$

(55)

Where (a) follows from the fact that $g_t(x_t^*) \leq 0$ and Lemma 8. Next we add $f_t(x_t)$ on both sides of (55) and use the convexity of $f_t$, then we obtain

$$
f_t(x_t) + \nabla f_t(x_t)^T(x_{t+1} - x_t) + [\lambda(t) + yg_t(x_t)]^T(yg_t(x_{t+1})) + \alpha ||x_{t+1} - x_t||^2 \\
\leq f_t(x_t) + \nabla f_t(x_t)^T(x_t^* - x_t) + \alpha ||x_t^* - x_t||^2 - \alpha ||x_{t+1} - x_t^*||^2
$$

(56)

Rearranging terms in (56), we have

$$
f_t(x_t) + [\lambda(t)]^T(yg_t(x_{t+1})) \\
\leq f_t(x_t^*) + \alpha ||x_t^* - x_t||^2 - \alpha ||x_{t+1} - x_t^*||^2 - \alpha ||x_{t+1} - x_t||^2 - \gamma^2 [g_t(x_t)]^T g_t(x_{t+1}) - \nabla f_t(x_t)^T(x_{t+1} - x_t) + \nabla f_t(x_t)^T(x_t^* - x_t)
$$

(a)

$$
\leq f_t(x_t^*) + \alpha ||x_t^* - x_t||^2 - \alpha ||x_{t+1} - x_t^*||^2 - \alpha ||x_{t+1} - x_t||^2 - \gamma^2 [g_t(x_t)]^T g_t(x_{t+1}) + ||\nabla f_t(x_t)|| ||x_{t+1} - x_t||
$$

(b)

$$
\leq f_t(x_t^*) + \alpha ||x_t^* - x_t||^2 - \alpha ||x_{t+1} - x_t^*||^2 - \alpha ||x_{t+1} - x_t||^2 - \gamma^2 [g_t(x_t)]^T g_t(x_{t+1})
$$

$$
+ \frac{1}{2\delta} ||\nabla f_t(x_t)||^2 + \frac{\delta}{2} ||x_{t+1} - x_t||^2
$$

(c)

Where (a) holds by the Cauchy-Schwarz inequality; (b) comes from the AM–GM inequality; (c) holds due to the Assumption 1. Recall that we have the following inequality stated before,

$$
||x_t^* - x_t||^2 - ||x_{t+1} - x_t^*||^2 \leq ||x_t^* - x_t||^2 - ||x_{t+1} - x_t^*||^2 + 4R||x_{t+1} - x_t^*||
$$

(58)

Furthermore, we have

$$
-[g_t(x_t)]^T g_t(x_{t+1}) = -\frac{1}{2} ||g_t(x_t)||^2 - \frac{1}{2} ||g_t(x_{t+1})||^2 + \frac{1}{2} ||g_t(x_t) - g_t(x_{t+1})||^2
$$

(59)

$$
\leq -\frac{1}{2} ||g_t(x_t)||^2 - \frac{1}{2} ||g_t(x_{t+1})||^2 + \frac{1}{2} ||x_{t+1} - x_t||^2
$$

$$
= -\frac{1}{2} ||g_t(x_t)||^2 - \frac{1}{2} ||g_t(x_{t+1})||^2 + \frac{1}{2} ||g_t(x_{t+1})||^2 + \frac{1}{2} ||x_{t+1} - x_t||^2
$$

$$
\leq -\frac{1}{2} ||g_t(x_t)||^2 - \frac{1}{2} ||g_t(x_{t+1})||^2 + \frac{1}{2} ||x_{t+1} - x_t||^2
$$

$$
\leq -\frac{1}{2} ||g_t(x_t)||^2 - \frac{1}{2} ||g_t(x_{t+1})||^2 + \frac{1}{2} ||x_{t+1} - x_t||^2
$$
Where (a) holds by the Lipschitz continuity of $g_t$ (Assumption 1). Substituting above two inequalities into (57) we obtain

$$f_t(x_t) + [\mathcal{L}(t)]^T(y g_t(x_{t+1}))$$

$$\leq f_t(x_t) + |\alpha| ||x_t^* - x_t||^2 - |\alpha||x_{t+1} - x_{t+1}^*||^2 + 4R| |x_{t+1}^* - x_t^*|| + \left(\frac{1}{2} \beta^2 / 2 + \frac{\delta}{2} - \alpha\right)||x_{t+1} - x_t||^2 + \frac{1}{2G^2} - \frac{1}{2} \gamma^2 ||g_t(x_t)||^2$$

$$\leq f_t(x_t) + |\alpha||x_t^* - x_t||^2 - |\alpha||x_{t+1} - x_{t+1}^*||^2 + 4R\alpha||x_{t+1}^* - x_t^*|| + \frac{1}{2G^2} - \frac{1}{2} \gamma^2 ||g_t(x_t)||^2 - \frac{1}{2} \gamma^2 ||g_t(x_{t+1})||^2$$

Where (a) holds since $\alpha \geq \frac{1}{2} \beta^2 / 2 + \frac{1}{2} \delta$. Based on Lemma 7, adding Lyapunov drift term on both sides of (60) and rearranging terms yields:

$$f_t(x_t) + \Delta(t)$$

$$\leq f_t(x_t) + |\alpha||x_t^* - x_t||^2 - |\alpha||x_{t+1} - x_{t+1}^*||^2 + 4R\alpha||x_{t+1}^* - x_t^*|| + \frac{1}{2G^2} - \frac{1}{2} \gamma^2 ||g_t(x_t)||^2$$

$$+ \frac{1}{2} \gamma^2 ||g_t(x_{t+1})||^2 + \frac{1}{2} \gamma^2 ||g_t(x_{t+1})||^2 - \frac{1}{2} \gamma^2 ||g_t(x_t)||^2 + \gamma |\mathcal{L}(t)|^T(g_{t+1}(x_{t+1}) - g_t(x_{t+1}))$$

$$\leq f_t(x_t) + |\alpha||x_t^* - x_t||^2 - |\alpha||x_{t+1} - x_{t+1}^*||^2 + 4R\alpha||x_{t+1}^* - x_t^*|| + \frac{1}{2G^2}$$

$$+ \gamma^2 ||g_{t+1}(x_{t+1}) - g_t(x_{t+1})||^2 + \gamma^2 ||g_t(x_{t+1})||^2 - \gamma^2 ||g_t(x_t)||^2 + \gamma |\mathcal{L}(t)|^T||g_{t+1}(x_{t+1}) - g_t(x_{t+1})||$$

Where (a) is due to $||g_{t-1}(x_t) - g_t(x_t)|| \leq 2F$; (b) holds by the Cauchy-Schwarz inequality. It completes the proof.

### B.2 proof of Lemma 9

**Proof.** According to Lemma 8, taking a telescoping sum over $t = 1, \ldots, T$, we obtain

$$\sum_{t=1}^{T} f_t(x_t) + \sum_{t=1}^{T} \Delta(t) \leq \sum_{t=1}^{T} f_t(x_t^*) + |\alpha||x_t^* - x_t||^2 + 4R \sum_{t=1}^{T} |\alpha||x_{t+1}^* - x_t^*||$$

$$+ \frac{TG^2}{2G} + \gamma^2 FV_g + \frac{1}{2} \gamma^2 ||g_{t+1}(x_{t+1})||^2 - \frac{1}{2} \gamma^2 ||g_t(x_t)||^2 + \gamma \sum_{t=1}^{T} ||\mathcal{L}(t)||^2 ||g_{t+1}(x_{t+1}) - g_t(x_{t+1})||$$

$$\leq \sum_{t=1}^{T} f_t(x_t) + |\alpha||x_t^* - x_t||^2 + 4R\alpha V_x + \frac{TG^2}{2G} + \gamma^2 FV_g + \gamma \max_{t} ||\mathcal{L}(t)|| V_g$$

Here we define $g_{t+1} = g_t$, rearranging terms yields:

$$\sum_{t=1}^{T} f_t(x_t) \leq \sum_{t=1}^{T} f_t(x_t^*) + |\alpha||x_t^* - x_t||^2 + 4R\alpha V_x + \frac{TG^2}{2G} + \gamma^2 FV_g + L(1) - L(T + 1) + \gamma \max_{t} ||\mathcal{L}(t)|| V_g$$

$$\leq \sum_{t=1}^{T} f_t(x_t^*) + |\alpha||x_t^* - x_t||^2 + 4R\alpha V_x + \frac{TG^2}{2G} + \gamma^2 FV_g + \frac{1}{2} ||\mathcal{L}(1)||^2 + \gamma \max_{t} ||\mathcal{L}(t)|| V_g$$

This completes the proof.
B.3 Proof of Lemma 10

Proof. Recall that Lemma 7 implies that \( y_{t,k}(x_t) \leq \lambda_k(t) - \lambda_k(t-1), \forall k \). Telescoping it over \( t \) yields:

\[
\sum_{t=1}^{T} y_{t,k}(x_t) \leq \lambda_k(T) - \lambda_k(0), \forall k \in \{1,2,...,K\}.
\]

\[
\Rightarrow \sum_{t=1}^{T} g_{t,k}(x_t) \leq \frac{\lambda_k(T)}{Y} \leq \frac{||\lambda(T)||}{Y}, \forall k \in \{1,2,...,K\}.
\]

It completes the proof.

B.4 Proof of Lemma 11

Proof: According to the strong convexity of \( \nabla f_t(x_t)^T(x - x_t) + [\lambda(t) + yg_t(x_t)]^T(yg_t(x)) + \alpha||x - x_t||^2 \) with respect to \( x \) and recalling that \( x_{t+1} \) minimizes this expression over \( x \), we have

\[
\nabla f_t(x_t)^T(x_{t+1} - x_t) + [\lambda(t) + yg_t(x_t)]^T(yg_t(x_{t+1})) + \alpha||x_{t+1} - x_t||^2 \\
\leq \nabla f_t(x_t)^T(\hat{x} - x_t) + [\lambda(t) + yg_t(x_t)]^T(yg_t(\hat{x})) + \alpha||\hat{x} - x_t||^2 - \alpha||x_{t+1} - \hat{x}||^2 \\
\leq \nabla f_t(x_t)^T(\hat{x} - x_t) + e\lambda(t) + yg_t(x_t) + \alpha||\hat{x} - x_t||^2 - \alpha||x_{t+1} - \hat{x}||^2 \\
\leq \nabla f_t(x_t)^T(\hat{x} - x_t) + e\lambda(t) + yg_t(x_t) + \alpha||\hat{x} - x_t||^2 - \alpha||x_{t+1} - \hat{x}||^2 \\
\leq \nabla f_t(x_t)^T(\hat{x} - x_t) + e\lambda(t) + yg_t(x_t) + \alpha||\hat{x} - x_t||^2 - \alpha||x_{t+1} - \hat{x}||^2
\]

Where (a) is due to the Slater condition (Assumption 2); (b) holds since \( \lambda_k(t) + yg_{t,k}(x_t) \geq 0 \), \forall k; (c) holds due to the fact that \( ||x||_1 \geq ||x|| \) for any vector \( x \in \mathcal{X} \); (d) holds by the triangle inequality \( ||u - v|| \geq ||u|| - ||v|| \), \forall u, v \in \mathcal{X}. Base on Lemma 7, we add Lyapunov drift term \( \Delta(t) \) on both sides and rearranging some terms yields:

\[
\Delta(t) \leq \nabla f_t(x_t)^T(\hat{x} - x_t) - \nabla f_t(x_t)^T(x_{t+1} - x_t) - \gamma^2 g_t(x_t)^T g_t(x_{t+1}) - e\lambda(t)||x_t||^2 + e\lambda(t)||x_{t+1}||^2 + yg_t(x_t)^T g_t(x_{t+1}) - g_t(x_{t+1}) \\
+ \alpha||\hat{x} - x_t||^2 - \alpha||x_{t+1} - \hat{x}||^2 - \alpha||x_{t+1} - x_t||^2 + \gamma^2 e^2||g_t(x_t)||^2 + y\lambda(t)||g_{t+1}(x_{t+1})||^2 - \gamma^2 g_t(x_t)^T g_t(x_{t+1}) \\
+ \alpha||\hat{x} - x_t||^2 - \alpha||x_{t+1} - \hat{x}||^2 - \alpha||x_{t+1} - x_t||^2 + \gamma\lambda(t)||g_{t+1}(x_{t+1}) - g_t(x_{t+1})|| \\
\leq \nabla f_t(x_t)^T(\hat{x} - x_t) - \nabla f_t(x_t)^T(x_{t+1} - x_t) - \gamma^2 g_t(x_t)^T g_t(x_{t+1}) - e\lambda(t)||x_t||^2 + e\lambda(t)||x_{t+1}||^2 + yg_t(x_t)^T g_t(x_{t+1}) - g_t(x_{t+1}) \\
+ \alpha||\hat{x} - x_t||^2 + \gamma\lambda(t)||g_{t+1}(x_{t+1}) - g_t(x_{t+1})|| \\
\leq \nabla f_t(x_t)^T(\hat{x} - x_t) - \nabla f_t(x_t)^T(x_{t+1} - x_t) - \gamma^2 eF + \gamma^2 eF - \gamma^2 g_t(x_t)^T g_t(x_{t+1}) \\
+ \alpha||\hat{x} - x_t||^2 + \gamma\lambda(t)||g_{t+1}(x_{t+1}) - g_t(x_{t+1})|| \\
\leq ||\nabla f_t(x_t)||||\hat{x} - x_t|| - e\lambda(t)||x_t|| + e\lambda(t)||x_{t+1}|| + yg_t(x_t)^T g_t(x_{t+1}) \\
+ \alpha||\hat{x} - x_t||^2 + \gamma\lambda(t)||g_{t+1}(x_{t+1}) - g_t(x_{t+1})||
\[
(c) \leq -\gamma \varepsilon \|\lambda(t)\| + GR + \gamma^2 F^2 + \gamma^2 F^2 + \gamma^2 F^2 + \alpha R^2 + \frac{\gamma}{2\varepsilon} \|\lambda(t)\| \|g_{t+1}(x_{t+1}) - g_t(x_{t+1})\| \\
= -\gamma (\varepsilon - \|g_{t+1}(x_{t+1}) - g_t(x_{t+1})\|) \|\lambda(t)\| + GR + \gamma^2 F^2 + \gamma^2 F^2 + \alpha R^2 \\
\leq -\gamma (\varepsilon - \max_{\tilde{t} \in \tilde{X}} \|g_{t+1}(x) - g_t(x)\|) \|\lambda(t)\| + GR + \gamma^2 F^2 + \gamma^2 F^2 + \alpha R^2
\]

Where (a) holds by Assumption 1; (b) is due to the Cauchy–Schwarz inequality; (c) follows from the Assumption 1.

Case 1: If \(\|\lambda(t)\| > 0\), then we can derive \(\Delta(t - 1) < 0\). According to (66), we have
\[
\|\lambda(t)\| < \|\lambda(t-1)\| \leq \frac{GR + 2\gamma^2 F^2 + \alpha R^2 + \gamma^2 F}{\gamma^2\varepsilon}
\]

Which contradicts the definition of \(\tau\).

Case 2: If \(\|\lambda(t)\| \leq \frac{GR + 2\gamma^2 F^2 + \alpha R^2 + \gamma^2 F}{\gamma^2\varepsilon}\), then according to Lemma 7 we have
\[
\|\lambda(t)\| \leq \|\lambda(t-1)\| + \gamma \|g_{t-1}(x_t)\| \leq \gamma F + \frac{GR + 2\gamma^2 F^2 + \alpha R^2 + \gamma^2 F}{\gamma^2\varepsilon}
\]

Which also contradicts the definition of \(\tau\). Hence \(\|\lambda(t)\| \leq \gamma F + \frac{GR + 2\gamma^2 F^2 + \alpha R^2 + \gamma^2 F}{\gamma^2\varepsilon}\) holds for all \(t > 1\). It completes the Proof.