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Abstract

We consider singular foliations whose holonomy groupoid may be nicely decomposed using Lie groupoids (of unequal dimension). We construct a $K$-theory group and a natural assembly-type morphism to the $K$-theory of the foliation $C^*$-algebra generalizing to the singular case the Baum-Connes assembly map. This map is shown to be an isomorphism under assumptions of amenability. We examine several examples that can be described in this way and make explicit computations of their $K$-theory.
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Introduction

Let \((M, \mathcal{F})\) be a singular Stefan-Sussmann foliation \cite{37,38}. In \cite{3}, we constructed its holonomy groupoid and the foliation \(C^*\)-algebra \(C^*(M, \mathcal{F})\). In \cite{5,4} we showed that the \(K\)-theory of \(C^*(M, \mathcal{F})\) is a receptacle for natural index problems along the leaves. It is then important to try to give some insight to this \(K\)-theory, \textit{i.e.} to construct a kind of Baum-Connes assembly map. Of course we cannot hope in general for such a map to be an isomorphism (since it is not always an isomorphism in the regular case, as shown in \cite{23}), and even to be defined for every kind of singular foliation. However, in this paper we manage to construct such a map for a quite general class of singular foliations.

0.1 Some examples

In order to formulate the assembly map, let us examine a few natural examples. Consider the foliation given by a smooth action of a connected Lie group on a manifold \(M\):
a) the action of $SO(3)$ on $\mathbb{R}^3$;

b) the action of $SL(2, \mathbb{R})$ on $\mathbb{R}^2$;

c) any action of $\mathbb{R}$ (given by a vector field $X$).

In all of these cases, we can compute the $K$-theory thanks to an exact sequence

$$0 \to C^*(\Omega_0, \mathcal{F}|_{\Omega_0}) \to C^*(M, \mathcal{F}) \to C^*(M, \mathcal{F})|_{Y_1} \to 0.$$ 

Here $\Omega_0$ corresponds to “most regular points” of the foliation and $Y_1 = M \setminus \Omega_0$: in example (a), $\Omega_0 = \mathbb{R}^3 \setminus \{0\}$, in example (b), $\Omega_0 = \mathbb{R}^2 \setminus \{0\}$; in example (c) $\Omega_0$ is the interior of the set of points where $X$ vanishes.

In these examples, the connecting map $\partial$ of the $K$-theory exact sequence is easily computed and we can describe precisely $K_\ast(C^*(M, \mathcal{F}))$.

In other examples that we discuss here, the “regularity” of points varies even more. For instance:

d) the action on $\mathbb{R}^n$ of a parabolic subgroup $G$ of $GL(n, \mathbb{R})$; e.g. the minimal parabolic subgroup of upper triangular matrices.

e) the action of $PG = G/\mathbb{R}^\ast$ on $\mathbb{R}P^{n-1}$.

f) the action of $G \times G$ by left and right multiplication on $M_n(\mathbb{R})$. (Orbits give the well-known Bruhat decomposition.)

### 0.2 Nicely decomposable foliations. Height of a nice decomposition

Let $(M, \mathcal{F})$ be a singular foliation. Its holonomy groupoid may be very singular. On the other hand, this singularity gives rise to open subsets which are saturated for $\mathcal{F}$ (i.e. union of leaves of $\mathcal{F}$). We thus obtain ideals of $C^*(M, \mathcal{F})$ that we may use to compute the $K$-theory.

For instance, recall that the source fibers of the holonomy groupoid of the foliation as defined in [3] were shown by Debord to be smooth manifolds in [20]. On the other hand, the dimension of these manifolds varies. Let us denote by $\ell_0 < \ell_1 < \ldots < \ell_k$ the various dimensions occurring (note that $k$ may be infinite as shown in [3]). Let $\Omega_j$ denote the set of points with source fiber dimension $\leq \ell_j$. We find an ascending sequence $\Omega_0 \subseteq \Omega_1 \subseteq \ldots \subseteq \Omega_{k-1} \subseteq \Omega_k = M$ of saturated open subsets of $M$. This decomposition yields a sequence of two sided ideals $J_j = C^*(\Omega_j, \mathcal{F}|_{\Omega_j})$ of $C^*(M, \mathcal{F})$. The quotient $C^*$-algebra $J_j/J_{j-1}$ is the $C^*$-algebra of the restriction of the holonomy groupoid $H(\mathcal{F})$ to the locally closed saturated set $Y_j = \Omega_j \setminus \Omega_{j-1}$. The module $\mathcal{F}$, when restricted to $Y_j$ is finitely generated and projective, and the restriction of $H(\mathcal{F})$ to $Y_j$ is a Lie groupoid (when $Y_j$ is a submanifold) so that we may expect a Baum-Connes map for it.

Our computation of the $K$-theory requires an ingredient, which we add as an extra assumption (it is satisfied in the above examples). Let $(M, \mathcal{F})$ a singular foliation. We say that $(M, \mathcal{F})$ is *nicely decomposable with height $k$* if there is a cover of $M$ by open subsets $(W_j)_{j \in \mathbb{N}, j \leq k}$, such that for every $j \in \mathbb{N}$, $j \leq k$ the restriction of the foliation $\mathcal{F}$ to each $W_j$ is defined by a Hausdorff Lie groupoid $\mathcal{G}_j$, the open subset $\Omega_j = \bigcup_{i \leq j} W_i$ is saturated and $\mathcal{G}_j$ coincides with the holonomy groupoid $H(\mathcal{F})$ on the (locally closed) set $Y_j = \Omega_j \setminus \Omega_{j-1}$ (we set $Y_0 = W_0 = \Omega_0$). Moreover, we assume that the groupoids $\mathcal{G}_j$ are linked via morphisms which are submersions $\mathcal{G}_j|_{\Omega_{j-1} \cap W_j} \to \mathcal{G}_{j-1}$.
If \((M, \mathcal{F})\) is nicely decomposable, the quotients \(J_j/J_{j-1}\) are given by (restriction to closed sets of) Lie groupoids, for which a Baum-Connes conjecture does exist. This makes the calculation of the \(K\)-theory of \(C^*(M, \mathcal{F})\) possible, at least in terms of a spectral sequence.

Singularity height 0 corresponds to foliations whose holonomy groupoid is a Lie groupoid. Examples (a), (b), (c) are all of singularity height 1. We will use the decomposition given by the dimensions of the fibers. In examples (a) and (b), the dimensions of the fibers are \(\ell_0 = 2\) and \(\ell_1 = 3\); in example (c), these dimensions are \(\ell_0 = 0\) and \(\ell_1 = 1\). Examples (d), (e) and (f) have higher singularity height.

### 0.3 The left hand side

We construct the left hand side in two steps.

- The first one consists of replacing the holonomy groupoid \(H(\mathcal{F})\) by a slightly more regular one \(G\) whose (full) \(C^*\)-algebra is \(E\)-equivalent to the foliation one. This groupoid is constructed via a mapping cone construction in the height one case and via a telescope construction in the higher singularity case.

- In the second step we construct a left hand side for the “telescopic groupoid” \(G\) which is the \(K\)-theory of a proper \(G\)-algebra in a generalized sense, together with a Dirac type construction.

#### 0.3.1 A telescopic construction

**A mapping cone construction in the height 1 case.** Let us explain our strategy more explicitly in the case of a foliation admitting a singularity height 1 decomposition: In this case, we obtain a diagram of full \(C^*\)-algebras (with \(\mathcal{G} = \mathcal{G}_1\)):

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & C^*(\mathcal{G}_{|\Omega_0}) & \xrightarrow{i_\mathcal{G}} & C^*(\mathcal{G}) & \xrightarrow{\pi} & C^*(\mathcal{G}_{|Y_1}) & \longrightarrow & 0 \\
& & \downarrow{\pi_{|\Omega_0}} & & \downarrow{\pi} & & \downarrow{\pi_{|Y_1}} & & \\
0 & \longrightarrow & C^*(\Omega_0, \mathcal{F}|\Omega_0) & \xrightarrow{i_{\mathcal{F}}} & C^*(M, \mathcal{F}) & \xrightarrow{\pi} & C^*(M, \mathcal{F}|Y_1) & \longrightarrow & 0
\end{array}
\]

The singularity height one assumption means that the holonomy groupoid of the restriction \(\mathcal{F}|\Omega_0\) of the foliation \(\mathcal{F}\) to \(\Omega_0\) is a Lie groupoid \(\mathcal{G}_0\) and \(C^*(\Omega_0, \mathcal{F}|\Omega_0) = C^*(\mathcal{G}_0)\). The lines of this diagram are exact at the level of full \(C^*\)-algebras.

Since \(\mathcal{G}\) defines \(\mathcal{F}\), it is an atlas in the sense of [3], so \(H(\mathcal{F})\) is a quotient of \(\mathcal{G}\). Whence the two extensions are connected by the map \(\pi\) and its restriction \(\pi_{|\Omega_0}\), which is integration along the fibers of this quotient map \(\mathcal{G} \rightarrow H(\mathcal{F})\). From this diagram, we conclude that the algebra \(C^*(M, \mathcal{F})\) is equivalent in \(E\)-theory (up to a shift of degree) with the mapping cone of the morphism

\[(i_\mathcal{G}, \pi_{|\Omega_0}) : C^*(\mathcal{G}_{|\Omega_0}) \rightarrow C^*(\mathcal{G}) \times C^*(\Omega_0, \mathcal{F}|\Omega_0).\]

**Foliations of height \(\geq 2\).** As far as singular foliations with nice decompositions of arbitrary (bounded or not) singularity height is concerned, we show that the strategy developed for the singularity height-1 case can be generalized. In particular, \(C^*(M, \mathcal{F})\) is \(E\)-equivalent to a “telescopic” \(C^*\)-algebra whose components are Lie groupoids. In fact we see that these telescopes can just be treated as mapping cones.
Now let us see how the above apparatus can be used to formulate the Baum-Connes assembly map for singular foliations. It suffices to explain the idea for the height 1 case.

**Longitudinally smooth groupoids.** The above mapping cone and the telescopic algebra constructed here, are based on morphisms of Lie groupoids which are smooth submersions and open inclusions at the level of objects. These $C^*$-algebras are immediately seen to be the $C^*$-algebras of a kind of groupoids which generalize both Lie groupoids and singular foliation groupoids: *longitudinally smooth groupoids.*

### 0.3.2 A left hand side for the telescopic groupoid

**Setting of the problem.** Before we outline our construction of the left hand side, let us make a remark. Recall that in [11], Jean-Louis Tu defined a left hand side and a Baum-Connes morphism for Lie groupoid $C^*$-algebras of the form $K^{	ext{top}}(G) \to K^*(C^*(G))$. In order to construct a left hand side for this mapping cone, we need to find a “left hand side for the morphism” $(i_G, \pi_{\Omega_0})$. We will in fact not only need it as a morphism at the level of groups $K^*_0$, but we really need to construct it as a $KK$-element. The difficulty lies with the understanding of the left-hand side of the mapping cone of the surjective homomorphism $\pi_{\Omega_0} : C^*(G_{\Omega_0}) \to C^*(\Omega_0, \mathcal{F}|_{\Omega_0})$. We treat this by deploying the Baum-Douglas formulation given in [9], [12], [11]. At this point we will need further assumptions on the groupoids $G$ and $G_1$, namely that their classifying spaces of proper actions are smooth manifolds, to make sure that the Baum-Connes morphisms are naturally given by $KK$-elements. (In appendix A we show how this assumption can be weakened.)

**Actions of the telescopic groupoid.** In order to define the left hand side for the telescopic groupoid, we follow the Lie groupoid case:

- For every longitudinally smooth groupoid $G$, one defines $G$-algebras very much in the spirit of [3]: algebraic conditions are stated at the level of the groupoid; topological ones at the level of bisubmersions which can be thought of as “smooth local covers” of $G$ (cf. [3]). We define the (full and reduced) crossed product for every $G$-algebra.
- One may define a notion of *proper $G$-algebra*: a $G$-algebra is said to be proper if its restriction to the groupoids corresponding to the various strata is proper in the usual sense. In particular, one may define actions on spaces and proper actions on spaces.
- We define Le Gall’s equivariant $KK$-theory ([30]) in the context of longitudinally smooth $G$-algebras, despite the topological pathology of the holonomy groupoid $G$. We extend the equivariant Kasparov product to this case.
- We may then construct the left hand side and the assembly map for the telescopic algebras of a nice decomposition of a singular foliation. To that end we still need to assume for $(M, \mathcal{F})$ that the Lie groupoids of its decomposition admit smooth manifolds as classifying spaces for proper actions.
- Actually this point of view, allows to construct a Baum-Connes map *with coefficients* for every $G$ algebra. It is easily seen that, in the case of nicely decomposable foliations, our Baum-Connes map with coefficients in proper spaces or algebras is an isomorphism.
The main result. We show then that in cases as above the Baum-Connes map can be constructed canonically. Namely, we prove the following:

**Theorem 0.1.**

a) If \((M, \mathcal{F})\) admits a nice decomposition by Lie groupoids whose classifying space for proper action is a manifold, then there is a well defined left hand side and one may construct a Baum-Connes assembly map.

b) If moreover the groupoids of the nice decomposition are amenable and Hausdorff, then the Baum-Connes map is an isomorphism.

Note that examples (a) and (c) above are amenable; although example (b) is not, it is ‘strongly K-amenable’ and the Baum-Connes conjecture (for the full version) holds for it.

Note also that example (c) is not exactly covered by our theorem since the groupoid \(G_0\) is not assumed to be Hausdorff. However, the Baum-Connes conjecture holds also in this case.

For the examples of larger singularity height, described in examples (d), (e) and (f) note that: As the minimal parabolic subgroup of \(GL(n, \mathbb{R})\) is amenable, Theorem 0.1 implies that the Baum-Connes conjecture holds.

Let us point out that our constructions of the equivariant \(KK\)-theory could in a way be bypassed, but may have its own interest. In particular, we give a simple quite general formulation and proof for the existence of the Kasparov product, which applies in all known equivariant contexts (groups, group actions [28], groupoids [30], Hopf algebras [8]).

**Trying to weaken our assumptions.** The assumption on the classifying spaces is quite natural. All the groupoids given by Lie group actions admit manifolds as classifying spaces for proper actions - and this assumption is stable by Morita equivalence. In this way it is satisfied by all the (Hausdorff) groupoids that appear in the examples that we discuss in this work. Nevertheless, it is quite tempting to try to get rid of it. In appendix A we explain how it can be replaced by a quite weaker rather technical one: assumption A.1 which could be true in general.

**Structure of the paper.**

- In section 1 we introduce the notion of singularity height for a singular foliation and define nicely decomposable foliations. We also explain the examples mentioned in the beginning of this introduction.
- Section 2 focuses on nicely decomposable foliations with singularity height one. We give the construction of the associated mapping cone \(C^*\)-algebra and prove that it is \(E\)-equivalent to the foliation \(C^*\)-algebra.
- In section 3 we extend this construction and result to foliations of arbitrary singularity height, replacing mapping cones with telescopes.
- Section 4 defines longitudinally smooth groupoids, their actions and constructs the associated \(KK\)-theory.
- The crucial section is 5 where we formulate the Baum-Connes conjecture (left-hand side and Baum-Connes map) for the telescopic algebra, assuming the classifying spaces of proper actions of the groupoids associated with the nice decomposition of \((M, \mathcal{F})\) are smooth manifolds. The proof of Theorem 0.1 can be found there.
• The rest of the paper gives the explicit calculation of the $K$-theory for examples (a), (b) and (c). Specifically, section 6 is concerned with the linear actions in examples (a) and (b).

• Flows of vector fields (example (c)) are treated in section 7; in particular, we treat separately vector fields with periodic points.

• Last, in appendix A we explain how to remove the assumption that the classifying spaces of proper actions are smooth manifolds.

Notation 0.2. Let $(M, \mathcal{F})$ be a foliation. We will denote the (minimal i.e. the groupoid associated with the path holonomy atlas - cf. [3]) holonomy groupoid by $H(\mathcal{F})$ (or $H(M, \mathcal{F})$ when needed). We will denote by $C^*_M(\mathcal{F})$ and $C^*_red(\mathcal{F})$ its full and reduced $C^*$-algebras.

We will mainly use the full $C^*$-algebra. This is justified by the two following reasons:

• Constructing a Baum-Connes map for the full foliation algebra automatically gives the one for the reduced version. Recall that the Baum-Connes map, in the regular case, factors through the full version of the foliation algebra.

• All our constructions are based on sequences of groupoid $C^*$-algebras, which are always exact at the full $C^*$-algebra level, and may fail to be exact at the reduced level (see §2.2).

Acknowledgements: We would like to thank Nigel Higson and Thomas Schick for various discussions and suggestions.

1 Nicely decomposable foliations

1.1 Notations and remarks

Let $M$ be a smooth manifold and $\mathcal{K}_c(M)$ the $C^\infty(M)$-module of compactly supported vector fields. In [3], we defined a singular foliation on $M$ to be a $C^\infty(M)$-submodule $\mathcal{F}$ of $\mathcal{K}_c(M)$ which is locally finitely generated and satisfies $[\mathcal{F}, \mathcal{F}] \subseteq \mathcal{F}$.

Given a point $x \in M$ let $I_x = \{ f \in C^\infty(M) : f(x) = 0 \}$ and recall from [3] the fiber $\mathcal{F}_x = \mathcal{F}/I_x \mathcal{F}$. The map $M \ni x \mapsto \dim(\mathcal{F}_x)$ is upper semicontinuous (see [3], Prop. 1.5).

When this dimension is constant (continuous if $M$ is not assumed to be connected), i.e. when the module $\mathcal{F}$ is projective, the foliation is said to be almost regular and the holonomy groupoid $H(\mathcal{F})$ was proved to be a Lie groupoid by Debord in [19].

In the present paper, we will deal with cases where the dimension of $\mathcal{F}_x$ is not constant. The number of possible dimensions measures the singularity of the foliation. We will give a definition of this singularity height, more appropriate for our purposes in definition 1.4.

By semicontinuity, the subsets $O_\ell = \{ x \in M ; \dim(\mathcal{F}_x) \leq \ell \}$ are open. They are saturated, i.e. unions of leaves of $\mathcal{F}$.

We will deal with restrictions of the foliation to open sets. We will use the following remark:

Remark 1.1. Let $(M, \mathcal{F})$ be a foliation. Let $V$ be an open subset of $M$.

• The holonomy groupoid of the restriction $\mathcal{F}|_V$ to $V$ is the $s$-connected component of the restriction $H(\mathcal{F})|_V = \{ z \in H(\mathcal{F}) ; t(z) \in V, \text{ and } s(z) \in V \}$ to $V$. 

• If $V$ is saturated, then $H(F|_V) = H(F)^V$.

Actually an analogous statement holds for the pull back foliation $f^{-1}(F)$ by a smooth map $f : V \to M$ transverse to $F$ (cf. [3 §1.2.3]): $H(f^{-1}(F))$ is the $s$-connected component of $H(F)^f_f = \{(v,z,w) \in V \times H(F) \times V; \; t(z) = f(v), \; s(z) = f(w)\}$. If moreover $f$ is a submersion whose image is saturated with connected fibers, then $H(f^{-1}(F)) = H(F)^f_f$.

Now let us discuss the notation for $C^*$-algebras we will be using in this sequel as far as restrictions are concerned. If $\mathcal{G}$ is a locally compact groupoid (with Haar measure) and $Y$ is a locally closed saturated subset of $\mathcal{G}_0$, then $\mathcal{G}_Y = \{x \in \mathcal{G}; \; s(x) \in Y\}$ is also a locally closed groupoid and we can define its $C^*$-algebra. We put $C^*(\mathcal{G})|_Y = C^*(\mathcal{G}_Y)$. The same construction for foliation algebras will be useful in our context:

**Notation 1.2.** Let $(M, F)$ be a (singular) foliation.

a) Let $\Omega \subset M$ be a saturated open subset. Then

$$C^*(M, F)|_\Omega := C_0(\Omega)C^*(M, F) = C^*(\Omega, F|_\Omega)$$

is the foliation $C^*$-algebra of the restriction of $F$ to $\Omega$. The same holds for the reduced $C^*$-algebras.

b) If $Y \subset M$ is a saturated closed subset then the full $C^*(M, F)|_Y$ is the quotient of $C^*(M, F)$ by $C^*(M, F)|_{M \setminus Y}$.

Note that the natural definition for the reduced one is to take the quotient of $C^*(M, F)$ corresponding to the regular representations at points of $Y$, i.e. representation on $L^2(H(M, F)_y)$ for $y \in Y$.

c) If $Y \subset M$ is a saturated locally closed subset then $Y$ is open in its closure $\overline{Y}$ and the closed subset $\overline{Y} \setminus Y$ is saturated. Let $U = M \setminus (\overline{Y} \setminus Y)$. We denote $C^*(M, F)|_Y$ the quotient of $C_0(U)C^*(M, F)$ by $C^*(M, F)|_{M \setminus \overline{Y}}$. In other words, $C^*(M, F)|_Y = (C^*(M, F)|_{U})|_Y$.

### 1.2 Foliations associated with Lie groupoids

In this sequel we will consider foliations defined from Lie groupoids (at least locally - cf. §1.3).

Let us make a few observations regarding singular foliations defined by Lie groupoids.

Every Lie algebroid $A$ with base $M$ and therefore every Lie groupoid $(t, s) : \mathcal{G} \rightrightarrows M$ defines a foliation: Indeed, the anchor map $\mathfrak{a} : A \to TM$ is a morphism of Lie algebroids, whence $\mathfrak{a}(\Gamma_c A) \subset \mathcal{X}_c(M)$ is a singular foliation.

Let $\mathcal{G}$ be a (locally Hausdorff) Lie groupoid over a manifold $M$ and $F$ the associated foliation. Up to replacing $\mathcal{G}$ by its $s$-connected component (which is an open subgroupoid of $\mathcal{G}$ with the same algebroid - and thus defines the same foliation on $M$) we may assume that $\mathcal{G}$ is $s$-connected, i.e. the fibers of the source map $s : \mathcal{G} \to M$ are connected. Then the groupoid $\mathcal{G}$ is an atlas for our foliation (in the sense of [3 Def. 3.1]). As $\mathcal{G}$ is assumed $s$-connected, it defines the path holonomy atlas ([3 example 3.4.3]). The holonomy groupoid $H(M, F)$ is a quotient of $\mathcal{G}$ by the equivalence relation defined in [3 Prop. 3.4.2].

In order to compute this quotient, we will use a Lemma from [3].
Let $\gamma \in \mathcal{G}$ and write $x = s(\gamma)$. Note that if $q(\gamma)$ is a unit, then $t(\gamma) = x$. Choosing a bi-section through $\gamma$ we obtain a local diffeomorphism $g$ of $M$ which acts on the tangent bundle $T_x M$ and fixes the tangent to the leaf $F_x$. It therefore acts on $N_x = T_x M / F_x$. This action only depends on $\gamma$. Denote it by $\nu(\gamma) \in GL(N_x)$.

Now, it was shown in [8] that there is an action of $H(\mathcal{F})$ on this “bundle” of normal spaces. As an immediate consequence, we find:

**Lemma 1.3.** If $q(\gamma)$ is a unit, then $\nu(\gamma) = id_{N_x}$. □

### 1.3 Nicely decomposable foliations

We now present the constraints that we will put on our foliations: We say that the foliation is *nicely decomposable* if it admits a nice decomposition in the following sense.

**Definition 1.4.** Let $(M, \mathcal{F})$ be a singular foliation and let $k \in \mathbb{N} \cup \{+\infty\}$. A *nice decomposition* of $(M, \mathcal{F})$ of singularity height $k$ is given by

a) a sequence $(W_j)_{0 \leq j < k+1}$ of open sets of $M$ such that the open set $\Omega_j = \bigcup_{\ell \leq j} W_{\ell}$ is saturated

and $\bigcup_{j < k+1} W_j = M$ (with the convention $+\infty + 1 = +\infty$).

Put $Y_0 = \Omega_0$ and, for $j \geq 1$, $Y_j = \Omega_j \setminus \Omega_{j-1}$.

b) a sequence of Lie groupoids $\mathcal{G}_j \dnrightarrow W_j$ defining the restriction of $\mathcal{F}$ to $W_j$, and such that $\mathcal{G}_j|_{Y_j} = H(\mathcal{F})|_{Y_j}$;

c) morphisms of Lie groupoids $q_j : \mathcal{G}_j|_{\Omega_{j-1} \cap W_j} \rightarrow \mathcal{G}_{j-1}$ (for $j > 0$) which are submersions, and which at the level of objects, are just the inclusion $\Omega_{j-1} \cap W_j \rightarrow W_{j-1}$.

**Remarks 1.5.**

a) If $(M, \mathcal{F})$ is an almost regular foliation then $H(\mathcal{F})$ is a Lie groupoid as shown in [8] (it coincides with the one constructed by Debord in [19]). In our current context, the decomposition sequence of such a foliation has singularity height zero; its realization is $H(\mathcal{F})$ itself. We will not be concerned with situations as such in this sequel. Truly singular examples of nicely decomposable singular foliations arise when the singularity height of the decomposition is 1 or larger.

b) By definition $W_0 = \Omega_0$ and the restriction of $H(\mathcal{F})$ coincides with $\mathcal{G}_0$. It follows that the restriction of $\mathcal{F}$ to $\Omega_0$ is almost regular, which means that $\Omega_0$ is contained in the (open) set of points where $\dim \mathcal{F}$ is continuous, i.e. has a local minimum.

c) In all our examples, $W_j = \Omega_j$ and $\Omega_j$ may be constructed using the dimension of the fibers:

For $\ell \in \mathbb{N}$, put

$$O_{\ell} = \{ x \in M, \dim(\mathcal{F}_x) \leq \ell \}$$

Denote by $\ell_0 < \ell_1 < ... < \ell_j$ for $j < k + 1$ the various possible dimensions. For $j = 0, 1, \ldots, k$ put $\Omega_j = O_{\ell_j}$.

Note that in [8] is given an example of a foliation where this $k$ is infinite.
1.4 Examples of nicely decomposable foliations

We now give a few examples of nice decompositions of foliations.

1.4.1 Examples of height one

Remark 1.6. In the case of height one, we have $W_0 = \Omega_0$ and the restriction and $G_0$ is the holonomy groupoid of the restriction of $\mathcal{F}$ to $\Omega_0$. We therefore just need to specify the set $\Omega_0$ and the Lie groupoid $\mathcal{G}_1 \to W_1$ defining the foliation $\mathcal{F}$ on an open subset $W_1$ containing the complement $Y_1 = M \setminus \Omega_0$ of $\Omega_0$ and such that the restriction of $\mathcal{G}$ to $Y_1$ coincides with that of $H(\mathcal{F})$.

Actually, in our examples $W_1 = M$.

Examples 1.7. We will give here examples of singularity height 1 associated with Lie group actions. Some examples of larger singularity height are computed in [2]. In the sequel of this paper, we will calculate the associated $K$-theory explicitly for the following examples.

a) Let $M = \mathbb{R}^3$ and consider the foliation $\mathcal{F}$ defined by the image of the (infinitesimal) action of $SO(3)$ on $\mathbb{R}^3$ by rotations. The leaves are concentric spheres in $\mathbb{R}^3$ with one singularity at $\{0\}$. Let $\mathcal{G}$ be the action groupoid $\mathbb{R}^3 \times SO(3) \to \mathbb{R}^3$. Since $SO(3)$ is simple, the restriction of $H(\mathcal{F})$ to 0, which is a quotient of $SO(3)$ has to be $SO(3)$ (we may also use Lemma 1.3 to prove this result). The restriction of $\mathcal{F}$ to $\mathbb{R}^3 \setminus \{0\}$ is really a regular foliation - and in fact the fibration $S^2 \times \mathbb{R}_+ \to \mathbb{R}_+$, whence the holonomy groupoid of $\mathcal{F}$ is

$$H(\mathcal{F}) = (S^2 \times S^2 \times \mathbb{R}_+^*) \cup \{0\} \times SO(3).$$

It follows that the foliation has a nice decomposition of singularity height 1, namely $W_1 = \mathbb{R}^3$, $\mathcal{G}_1 = \mathcal{G}$ and $\Omega_0 = \mathbb{R}^3 \setminus \{0\}$.

b) Let $M = \mathbb{R}^2$ and consider the action of $SL(2, \mathbb{R})$. It has two leaves, namely $\{0\}$ and $\mathbb{R}^2 \setminus \{0\}$. Using again Lemma 1.3 the associated holonomy groupoid is seen to be

$$H(\mathcal{F}) = (\mathbb{R}^2 \setminus \{0\} \times \mathbb{R}^2 \setminus \{0\}) \cup \{0\} \times SL(2, \mathbb{R}).$$

Considering the action groupoid $\mathcal{G} = \mathbb{R}^2 \times SL(2, \mathbb{R})$ we obtain the singularity height 1 nice decomposition $\Omega_1 = \mathbb{R}^2$, $\mathcal{G}_1 = \mathbb{R}^2 \times SL_2(\mathbb{R})$ and $\Omega_0 = \mathbb{R}^2 \setminus \{0\}$, $\mathcal{G}_0 = \mathcal{G}_0 = \Omega_0 \times \Omega_0$.

c) There are many singular foliations of singularity height 1 arising from group actions which have nice decompositions. For instance, take $n \geq 4$ instead of 3 in example (a) or $n \geq 3$ instead of 2 in example (b).

We may also consider the action of $GL(2, \mathbb{R})$ on $\mathbb{R}^2$. The associated holonomy groupoid is

$$H(\mathcal{F}) = (\mathbb{R}^2 \setminus \{0\} \times \mathbb{R}^2 \setminus \{0\}) \cup \{0\} \times GL^+(2, \mathbb{R})$$

where $GL^+(2, \mathbb{R})$ denotes $2 \times 2$ matrices with positive determinant. Considering the action groupoid $\mathcal{G} = \mathbb{R}^2 \times GL(2, \mathbb{R})$ we obtain $\Omega_1 = \mathbb{R}^2$ and $\Omega_0 = \mathbb{R}^2 \setminus \{0\}$. We can of course replace 2 by $n$ also in this situation.

Another example as such comes from the action of $SL(n, \mathbb{C})$ on $\mathbb{C}^n$: Its holonomy groupoid is

$$H(\mathcal{F}) = (\mathbb{C}^n \setminus \{0\} \times \mathbb{C}^n \setminus \{0\}) \cup \{0\} \times SL(n, \mathbb{C})$$

Considering the action groupoid $\mathcal{G} = \mathbb{C}^n \times SL(n, \mathbb{C})$ we have $\Omega_1 = \mathbb{C}^n$, $\Omega_0 = \mathbb{C}^n \setminus \{0\}$. 
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d) We end with an example of quite different flavor.

Let \( M \) be a manifold endowed with a smooth action \( \alpha \) of \( \mathbb{R} \). Let \( \mathcal{G}_1 = M \times_\alpha \mathbb{R} \) be the associated action groupoid, and \( \mathcal{F} \) the associated foliation.

Denote by \( \text{Fix}(\alpha) \) the set of fixed points of \( \alpha \), \( W = \text{Int}(\text{Fix}(\alpha)) \) its interior and \( V = M \setminus \text{Fix}(\alpha) \) its complement. Let \( x \in M \).

- If \( x \in W \), then \( \mathcal{F}_x = 0 \);
- For \( x \in V \), the dimension of \( \mathcal{F}_x \) is 1. By semi-continuity, \( \dim \mathcal{F}_x = 1 \) for \( x \in \overline{V} \).

Let \( \Omega_0 \) be the set of continuity points of \( \dim \mathcal{F} \). Its complement \( Y_1 \) is the boundary \( \partial W \) of \( W \). The restriction of \( \mathcal{F} \) to the open set \( \Omega_0 \) is almost regular.

We show that the morphism \( M \times_\alpha \mathbb{R} \to \text{H}(\mathcal{F}) \) is injective over \( Y_1 \). We thus have a nice decomposition \( H(\Omega_0, \mathcal{F}|_{\Omega_0}) \hookrightarrow \Omega_0 \), and \( M \times_\alpha \mathbb{R} \twoheadrightarrow M \).

This is done using classical facts based on the period bounding lemma (cf. [1]) that we recall here:

**Lemma 1.8** (Period bounding). Let \( X \) be a compactly supported \( C^r \)-vector field on a \( C^r \)-manifold \( M \) with \( r \geq 2 \). There is a real number \( \eta > 0 \) such that, for any \( x \in M \), either \( X(x) = 0 \) or the prime period \( \tau_x \) of the integral curve of \( X \) passing through \( x \) is \( \tau_x > \eta \). \( \square \)

Put \( P = \{(x,u) \in M \times \mathbb{R}; \alpha_u(x) = x\} \). It is obviously a closed subset of \( M \times \mathbb{R} \) and the restrictions of the source and target maps to \( P \) coincide. By definition of the holonomy groupoid, an element \( (x,u) \in \mathcal{G}_1 = M \times \mathbb{R} \) is a trivial element in \( \text{H}(\mathcal{F}) \) if and only if there is an identity bisection through it i.e. if there exists an open neighborhood \( U \) of \( x \) and a smooth function \( f : U \to \mathbb{R} \) such that \( f(x) = u \) and \( (z,f(z)) \in P \) for all \( z \in U \).

Let \( \text{Per}(\alpha) \) be the set of stably periodic points, i.e. the set of \( x \in M \) such that there exists an open neighborhood \( U \) of \( x \) and a smooth function \( f : U \to \mathbb{R}^* \) such that \( (y,f(y)) \in P \) for all \( y \in U \). It is the set of \( x \in M \) such that \( \{(x,u); u \in \mathbb{R}\} \to \text{H}(\mathcal{F}) \) is not injective.

Obviously \( W \subseteq \text{Per}(\alpha) \).

**Proposition 1.9.** The set \( Y_1 \cap \text{Per}(\alpha) \) is empty.

**Proof.** Let \( x \in \overline{W} \cap \text{Per}(\alpha) \). We need to show that \( x \notin Y_1 \), i.e. that \( x \in W \).

Up to changing \( X \) far from \( x \), we may assume that \( X \) has compact support.

Since \( x \in \overline{W} \), it follows that \( X \) vanishes as well as all its derivatives at \( x \). We may then write \( X = qY \) where \( q \) is a smooth nonnegative function such that \( q(x) = 0 \) and \( Y \) is a smooth vector field with compact support (take for instance \( q \) to be a smooth function which coincides near \( x \) to the square of the distance to \( x \) for some riemannian metric). Let then \( U \) be an open relatively compact neighborhood of \( x \) and \( f : U \to \mathbb{R}^* \) a smooth bounded function such that \( (y,f(y)) \in P \) for all \( y \in U \). It follows that all the points in \( U \) are periodic for \( X \) and therefore for \( Y \). When \( y \to x \), \( f(y) \to f(x) \) whence the \( Y \) period of \( y \) tends to 0. By the period bounding lemma, it follows that any \( y \) close enough to \( x \) satisfies \( Y(y) = 0 \), whence \( x \in W \). \( \square \)

It follows that \( (H(\Omega_0) \hookrightarrow \Omega_0, M \times_\alpha \mathbb{R} \twoheadrightarrow M) \) is a nice decomposition for \( \mathcal{F} \).
It is worth noticing that the holonomy groupoid $G_0 = H(\Omega_0, F_{\Omega_0})$ is a disjoint union of clopen subgroupoids $W \coprod H(V', F_{V'})$ where $V'$ is the interior of $\overline{V}$, and that its $C^*$-algebra $C^*(\Omega_0, F_{\Omega_0})$ is a direct sum $C_0(W) \oplus C^*(V', F_{V'})$.

Remark that, in presence of periodic points, the groupoid $H(V, F_{V'})$ and therefore $G_0$ need not be Hausdorff.

1.4.2 An example of larger singularity height

We start by giving a natural family of examples of nicely decomposable foliations with singularity height larger than 1. Some of them will be studied in [2].

If a subgroup $G \subset GL_n(\mathbb{R})$ has more than two orbits in its action on $\mathbb{R}^n$, then the transformation groupoid $\mathbb{R}^n \rtimes G$ may give rise to interesting nicely decomposable foliations of singularity height $\geq 2$.

A typical example is given by a parabolic subgroup of $GL(n, \mathbb{K})$, where $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$: given a flag 

\[ \{0\} = E_k \subset E_{k-1} \subset \ldots \subset E_1 \subset E_0 = \mathbb{K}^n \]

(with $k \leq n$ and $E_k$ pairwise different), let $G$ be the group of (positive if $\mathbb{K} = \mathbb{R}$) automorphisms of this flag, i.e. $G$ is the subgroup of $GL(n, \mathbb{K})$ of elements fixing the spaces $E_k$; if $\mathbb{K} = \mathbb{R}$ we further impose that their restriction to $E_j$ has positive determinant (in order to fulfill connectedness).

For $0 \leq j \leq k$, let $\Omega_j = \mathbb{K}^n \setminus E_{j+1}$ and $Y_j = E_j \setminus E_{j+1}$ (with the convention $E_{k+1} = \emptyset$). The set $Y_j$ consists of one or two $G$ orbits (depending on whether $\dim E_j \geq 2 + \dim E_{j+1}$ or $\dim E_j = 1 + \dim E_{j+1}$ in the complex case the $Y_j$ consists of a single orbit).

For every $j \in \{0, \ldots, k\}$, let $F_j$ be the quotient space $F_j = \mathbb{K}^n / E_j$ endowed with the flag $\{0\} < E_{j-1} / E_j, \ldots < E_0 / E_j$ and let $G_j$ be the group of positive automorphisms of this flag. The quotient map $\mathbb{K}^n \to F_j$ induces a group homomorphism $q_j : G \to G_j$.

Let also $p_j : \Omega_j \to F_j$ be the restriction of the quotient map to $\Omega_j$. Let then $\tilde{G}_j$ be the pull back groupoid of $F_j \rtimes G_j$ by the map $p_j$. In other words

\[ \tilde{G}_j = \{(x, g, y) \in \Omega_j \times G \times \Omega_j; \ p_j(x) = gp_j(y)\} \]

The map $(x, g, y) \mapsto (x, q_j(g), y)$ is a submersion and a groupoid morphism from $\Omega_j \rtimes G = \{(x, g, y) \in \Omega_j \times G \times \Omega_j; \ x = gy\}$ into $\tilde{G}_j$. Its image is the $s$-connected component $G_j$ of $\tilde{G}_j$.

It follows from the following obvious Lemma that $G_j \supset \mathbb{K}^n$ is a bisubmersion.

\[ \text{Lemma 1.10.} \text{ Let } M, U, V \text{ be manifolds, } (M, \mathcal{F}) \text{ a foliation, } p : U \to V \text{ a surjective submersion and } t_V, s_V : V \to M \text{ two submersions. Then } (U, t_V \circ p, s_V \circ p) \text{ is a bi-submersion for } \mathcal{F} \text{ if and only if } (V, t_V, s_V) \text{ is a bi-submersion for } \mathcal{F}. \]

It follows then from lemma 1.3 that $H(\mathcal{F})|_{Y_j} = (G_j)|_{Y_j}$. We deduce:

\[ \text{Proposition 1.11. The foliation of } \mathbb{K}^n \text{ by the action of } G \text{ is nicely decomposed by the groupoids } G_j \supset \Omega_j. \text{ Its holonomy groupoid is a union } \coprod_{j=0}^{k} (G_j)|_{Y_j}. \]
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Remarks 1.12.  a) One may write a projective analogue of this example: let $PG$ be the projective analogue of $G$ acting on $\mathbb{K}P^{n-1}$, namely $PG$ is the quotient of $G$ by its center: the group of similarities in $G$. It has $k$ orbits: the images $Y_j = PE_j\backslash PE_{j+1}$ of $E_j\backslash E_{j+1}$ by the quotient map $p : \mathbb{K}^n\backslash\{0\} \to \mathbb{K}P^{n-1}$ (for $j > 0$). This foliation is nicely decomposed by the projective analogues $PG_j$ of the $G_j$. Note that the map $p : E_j\backslash\{0\} \to p(E_j)$ induces a morphism $p_j : G_j \to PG_j$ which is a Morita equivalence in the complex case. In the real case, it is almost a Morita equivalence: the morphism $p_j$ induces an isomorphism of the stabilizer of $x \in E_j\backslash\{0\}$ in $G_j$ with the stabilizer of $p(x) \in PE_j$ in $PG_j$, but for $0 < i < j$ and $\dim(E_i) = \dim(E_{i+1}) + 1$, the set $E_i\backslash E_{i-1}$ consists of two orbits of the groupoid $G_j$ which become equivalent in $PG_j$. The corresponding foliation $C^*$-algebra is (almost) Morita equivalent to $C^*(\Omega_1,F)$.

b) There are many other interesting examples of the same flavor. A typical one is given in the following way: let $P_1, P_2 \subset GL(n,\mathbb{K})$ be two parabolic subgroups, and let $P_1 \times P_2$ act on $GL(n,\mathbb{K})$ by left and right multiplication. If $P_1 = P_2$ is the minimal parabolic subgroup consisting of upper triangular matrices, the orbits of this action are labeled by the symmetric group $\mathfrak{S}_n$ (Bruhat decomposition). In this example, the decomposition to be taken into account is more complicated than just the dimension of the fibers. One may need to use the partial ordering of the orbits given by the inclusion of the closures.

2 Foliations with singularity height one

Let $(M,\mathcal{F})$ be a foliation admitting a nice decomposition of height one. In this section our purpose is to show that the full foliation $C^*$-algebra $C^*(M,\mathcal{F})$ can be replaced by a mapping cone of Lie groupoid $C^*$-algebras associated with a nice decomposition of $\mathcal{F}$. We will generalize this construction to higher length in the next section, but before this, we will make some comments on the difficulties with dealing with reduced $C^*$-algebras.

2.1 A mapping cone construction

In the length one case, as noted in remark 1.6, we just need to specify the saturated open subset $\Omega = \Omega_0$ and the Lie groupoid $\mathcal{G} = \mathcal{G}_1 \equiv W_1 = W$ which defines the foliation on an open set $W$ containing $Y = M\backslash\bar{\Omega}$ and whose restriction to $Y$ coincides with that of $H(\mathcal{F})$.

The open subset $\Omega$ gives rise (at the level of the full $C^*$-algebras) to a short exact sequence

$$0 \longrightarrow C^*(\Omega,\mathcal{F}|_{\Omega}) \overset{\iota_F}{\longrightarrow} C^*(M,\mathcal{F}) \overset{\pi_F}{\longrightarrow} C^*(M,\mathcal{F})|_Y \longrightarrow 0$$

which, in principle will allow us to compute its $K$-theory. This will actually be the case in our examples (sections 3 and 7).

In order to only use Lie groupoids (note that $Y$ needs not be a manifold), and also to be able to extend our construction to a more general setting (cf. section 3), we will also make use of the somewhat more elaborate diagram which appears in figure 1.1 below.

Restricting $\mathcal{G}$ to the open subset $W \cap \bar{\Omega}$ and $H(\mathcal{F})$ to the open subset $\Omega$, the integration along fibers (cf. 3) of the quotient map $\mathcal{G} \to H(\mathcal{F})$ induces the following diagram of half-exact sequences of full $C^*$-algebras:
0 \longrightarrow C^*(G_{W \cap \Omega}) \overset{i^*}{\longrightarrow} C^*(G) \overset{p^*}{\longrightarrow} C^*(G_{Y}) \longrightarrow 0

\pi_{\Omega} \downarrow \quad \pi_{M} \downarrow

0 \longrightarrow C^*(\Omega, \mathcal{F}_{[\Omega]}) \overset{i^*}{\longrightarrow} C^*(M, \mathcal{F}) \overset{p^*}{\longrightarrow} C^*(M, \mathcal{F})_{\gamma} \longrightarrow 0

Figure 1: Exact sequences for a nicely decomposable foliation of singularity height 1.

Let \( \mathcal{F} \) be a nicely decomposable foliation of singularity height one. We may use the diagram in figure 1 in order to compute the \( K \)-theory of \( C^*(M, \mathcal{F}) \) via a Mayer-Vietoris exact sequence. We explain here how one may replace \( C^*(M, \mathcal{F}) \) by a mapping cone of Lie groupoid \( C^* \)-algebras.

We will use the following notation:

- For any \( C^* \)-algebra \( Z \) and a locally compact space \( X \) put \( Z(X) = C_0(X; Z) \).
- Recall that the mapping cone of a morphism \( u : A \rightarrow B \) of \( C^* \)-algebras is 

\[ C_u = \{(a, \phi) \in A \times B([0,1]); \, \phi(0) = u(a)\}. \]

With the notation of the diagram in figure 1 consider the morphism of \( C^* \)-algebras 

\[ (i^*, \pi_{\Omega}) : C^*(G_{W \cap \Omega}) \rightarrow C^*(G) \oplus C^*(W \cap \Omega, \mathcal{F}_{[\Omega]}) \]

**Proposition 2.1.** With the notation of figure 1 the (full) foliation \( C^* \)-algebra \( C^*(M, \mathcal{F}) \) is canonically \( E^1 \)-equivalent to the mapping cone \( C_{(i^*, \pi_{\Omega})} \).

**Proof.** We show that given a diagram of exact sequences of \( C^* \)-algebras and morphisms:

\[
\begin{array}{ccc}
0 & \longrightarrow & I \\
\downarrow \pi & & \downarrow i \\
0 & \longrightarrow & B_0 \rightarrow B_1 \rightarrow Q \longrightarrow 0
\end{array}
\]

the mapping cone \( C_{(i, \pi)} \) of the map \( (\pi, i) : I \rightarrow B_0 \oplus B_1 \) is canonically \( E^1 \)-equivalent to \( A \).

Indeed we have canonical morphisms \( C_i \rightarrow C_{i'} \rightarrow Q(0,1) \). Since both \( C_i \rightarrow Q(0,1) \) and \( C_{i'} \rightarrow Q(0,1) \) are onto with contractible kernels \( (I[0,1] \) and \( B_0[0,1] \) respectively), it follows that the morphism \( C_i \rightarrow C_{i'} \) induces an equivalence in \( E \) theory. Now, using the diagram:

\[
\begin{array}{ccc}
0 & \longrightarrow & B_0(0,1) \\
\downarrow & & \downarrow \\
0 & \longrightarrow & C_{(i', \text{id}_{B_0})} \rightarrow C_{i'} \rightarrow 0
\end{array}
\]

we find that the morphism \( C_{(i, \pi)} \rightarrow C_{(i', \text{id}_{B_0})} \) induces an an equivalence in \( E \) theory. Finally the (split) exact sequence

\[
\begin{array}{ccc}
0 & \longrightarrow & A(0,1) \\
\downarrow & & \downarrow \\
0 & \longrightarrow & C_{(i', \text{id}_{B_0})} \rightarrow B_0[0,1] \rightarrow 0
\end{array}
\]

yields the desired \( E^1 \)-equivalence. \( \square \)

**Remark 2.2.** We may note that we have just shown that the morphism \( C_{(i, \pi)} \rightarrow C_{(\text{id}_A, \text{id}_A)} \approx A(0,1) \) is invertible in \( E \) theory.
2.2 Difficulties at the level of reduced $C^*$-algebra

Let us discuss the reduced version of this diagram:

- If the restriction $\mathcal{G}|_Y$ is an amenable groupoid we also have horizontal exactness at the level of reduced $C^*$-algebras.
- If $\mathcal{G}|_W \subset \Omega$ is not amenable then the integration along fibers may not exist at the level of the kernels. We discuss an example as such in 2.4.

In view of examples 1.7 we focus now on foliations $(M, \mathcal{F})$ arising from an action of a Lie group $G$ on manifold $M$. We assume that $W = M$, the action groupoid $\mathcal{G} = M \rtimes G$ realises a nice decomposition of singularity height 1 for $(M, \mathcal{F})$ and the complementary set $Y$ is a point.

If the group $G$ is amenable then integration along fibers of the quotient map $\mathcal{G} \to H(\mathcal{F})$ gives the following diagram:

$$
\begin{array}{ccc}
0 & \longrightarrow & C_0(\Omega) \times G \\
\pi_G & \downarrow & C_0(M) \times G \\
0 & \longrightarrow & C^*(\Omega, \mathcal{F}|_\Omega)
\end{array}
\begin{array}{ccc}
\longrightarrow & \longrightarrow & C^*(G) \\
\pi_G & \downarrow & \pi \\
\longrightarrow & \longrightarrow & C^*(M, \mathcal{F})
\end{array}
\begin{array}{ccc}
\longrightarrow & \longrightarrow & C^*(\mathcal{G}) \\
\longrightarrow & \longrightarrow & 0
\end{array}
$$

Figure 2: Exact sequences for a nicely decomposable foliation of singularity height 1 arising from the action of an amenable Lie group.

If $G$ is not amenable, the sequences are exact at the level of full $C^*$-algebras. At the reduced $C^*$-algebra level

- the sequences need not be exact;
- the morphism $C_0(\Omega_1) \rtimes G \to C^*_r(M, \mathcal{F})$ obtained as a composition of $\pi$ with the morphism $C^*(M, \mathcal{F}) \to C^*_r(M, \mathcal{F})$ doesn’t need to pass to the quotient $C_0(\Omega_1) \rtimes_r G$ of $C_0(\Omega_1) \rtimes G$.

Note however that:

- In most cases that we consider the top sequence in figure 2 is exact since the groups we consider are exact.
- We always have some completely positive splittings (see prop. 2.3).
- In the example of the action of $GL(2, \mathbb{R})$ on $\mathbb{R}^2$, since the stabilizers are amenable, the morphism $\pi_\Omega : C_0(\mathbb{R}^2 \setminus \{0\}) \times GL(2, \mathbb{R}) \to K$ is defined at the reduced $C^*$-algebra level. As the group $GL(2, \mathbb{R})$ is $K$-amenable, we find that in this case the full and reduced $C^*$-algebra of $\mathcal{F}$ are $KK$-equivalent.

**Proposition 2.3.** Let $\mathcal{G}$ be the action groupoid in figure 2. Then the morphisms $C^*_r(\mathcal{G}) \to C^*_r(G)$, $C^*(\mathcal{G}) \to C^*(G)$ and $C^*(M, \mathcal{F}) \to C^*(G)$ have completely positive splittings.
Proof. This is due to the fact $C^*(G)$ sits in the multiplier algebra of a crossed product $A \rtimes G$ - and the same for reduced ones:

We construct a completely positive splitting for the map $C^*(G) \to C^*(G)$: Take a function $f \in C_0(M)$ such that $\|f\| = 1$ and $f(x_0) = 1$.

Given $\zeta \in C^*(G)$ put $\sigma(\zeta) = f^* \zeta f$. This is obviously a completely positive (and contractive) splitting of the top sequence. (The same is true for the reduced algebra and crossed products.)

Composing the completely positive splitting $C^*(G) \to C^*(G)$ with the morphism $\pi : C^*(G) \to C^*(M, \mathcal{F})$ (given by integration along the fibers) we obtain a completely positive splitting of the second sequence.

We now give an example where the morphism $\pi_\Omega$ is not defined at the reduced $C^*$-algebra level:

**Example 2.4.** Consider the action of $G = SL(n, \mathbb{R})$ on $\mathbb{R}^n$ for $n \geq 3$. This action has two orbits: $\{0\}$ and $\Omega = \mathbb{R}^n \setminus \{0\}$. The stabilizer of a nonzero point for this action is isomorphic to $H = \mathbb{R}^{n-1} \rtimes SL(n-1, \mathbb{R})$ which is not amenable if $n \geq 3$. The full crossed product $C_0(\mathbb{R}^n \setminus \{0\}) \rtimes SL(n, \mathbb{R})$ is Morita equivalent to $C^*(H)$. Therefore, the full $C^*$-algebra of this foliation is the quotient of $C_0(\mathbb{R}^n) \rtimes SL(n, \mathbb{R})$ sitting in a diagram

$$
\begin{array}{ccccccccc}
0 & \longrightarrow & C_0(\Omega) \rtimes G & \cong & K \otimes C^*(H) & \longrightarrow & C_0(\mathbb{R}^n) \rtimes G & \xrightarrow{\pi_\mathbb{R}} & C^*(G) & \longrightarrow & 0 \\
 & & \downarrow{\text{id}_K \otimes \varepsilon_H} & & \downarrow{\pi} & & \downarrow{\pi_\mathbb{R}} & & \downarrow{\pi_\mathbb{R}} & & \downarrow{0} \\
0 & \longrightarrow & K & \longrightarrow & C^*(\mathbb{R}^n, \mathcal{F}) & \xrightarrow{\pi_\mathbb{R}} & C^*(G) & \longrightarrow & 0
\end{array}
$$

where $\varepsilon_H$ denotes the trivial representation of $H = \mathbb{R}^{n-1} \rtimes SL(n-1, \mathbb{R})$.

The reduced crossed product $C_0(\mathbb{R}^n \setminus \{0\}) \rtimes r SL(n, \mathbb{R})$ is Morita equivalent to $C^*_r(H)$.

Note that the trivial representation $C^*(H) \to \mathbb{C}$ is not defined at the level of $C^*_r(H)$ when the group $H$ is not amenable.

The reduced $C^*$-algebra $C^*_r(\mathbb{R}^n, \mathcal{F})$ of this foliation is the quotient of $C_0(\mathbb{R}^n) \rtimes G$ corresponding to the sum of the two covariant representations on $L^2(\Omega) = L^2(\mathbb{R}^n)$ and $\{0\} \times G$.

**Remark 2.5.** In the sequel we will use (almost) only full $C^*$-algebra to ensure that our sequences are exact and the trivial representation exists. This is legitimate from the point of view of the Baum-Connes conjecture, since the assembly map factorizes through the $K$-theory of the full $C^*$-algebra anyway.

### 3 Larger singularity height and telescope

In this section we extend the constructions of section 2 to singular foliations of arbitrary singularity height. The mapping cone of section 2 is replaced by a telescope. We start by recalling telescope constructions.

#### 3.1 Mapping telescopes

Let us recall the following construction of $C^*$-algebras:
Definition 3.1. Let \( n \in \mathbb{N} \cup \{+\infty\} \). Given \( C^*\)-algebras \((B_k)_{0 \leq k < n}\) and \((I_k)_{1 \leq k < n}\) and morphisms \( \alpha_k : I_k \to B_{k-1} \) and \( \beta_k : I_k \to B_k \), we define the associated telescopic \( C^*\)-algebra

\[
\mathcal{T}((\alpha_k)_{1 \leq k < n}, (\beta_k)_{1 \leq k < n})
\]

to be the \( C^*\)-algebra comprising of

\[
((\phi_k)_{0 \leq k < n}, (x_k)_{1 \leq k < n}) \in \prod_{0 \leq k < n} B_k[k, k+1] \times \prod_{1 \leq k < n} I_k
\]
such that

- for \( 1 \leq k < n \) we have \( \phi_k(k) = \beta_k(x_k) \) and \( \phi_{k-1}(k) = \alpha_{k-1}(x_k) \).
- \( \phi_0(0) = 0 \),
- \[
\begin{cases}
\phi_{n-1}(n) = 0 & \text{if } n \neq +\infty \\
\lim_{k \to +\infty} \|\phi_k\| = \lim_{k \to +\infty} \|x_k\| = 0 & \text{if } n = +\infty
\end{cases}
\]

Remark 3.2. A particular case of a telescope is when \( I_k = B_{k-1} \) and \( \alpha_k = \text{id}_{I_k} \). We will denote just by \( \mathcal{T}(\beta) \) the associated mapping telescope \( \mathcal{T}(\text{id}, \beta) \). In that case, if \( n = \infty \), let us also denote by \( B_{\infty} \) the inductive limit of the system \((B_k, \beta_k)\). We then have an exact sequence

\[
0 \to \mathcal{T}(\beta) \to \mathcal{T}'(\beta) \to B_{\infty} \to 0
\]

(3.1)

where \( \mathcal{T}'(\beta) \) is the set of elements that have a limit at \( \infty \): it is the inductive limit of \( \mathcal{T}'_k(\beta) \) (i.e. the closure in \( \mathcal{M}(\mathcal{T}(\beta)) \) of the increasing union of \( \mathcal{T}'_k(\beta) \)) where \( \mathcal{T}'_k(\beta) \) is the algebra of functions that become constant after \( k \): i.e. such that \( \phi_{\ell} \) is constant for \( \ell \geq k \) - and of course equal to the image in \( B_{\ell} \) of the element \( \phi_k(k) \in B_k \). Note that we have a diagram

\[
\begin{CD}
0 @>>> \mathcal{T}(\beta) @>>> \mathcal{T}'(\beta) @>>> B_{\infty} @>>> 0 \\
| @VVV \quad \quad \quad @VVV \quad \quad \quad @VVV | \\
0 @>>> B_{\infty}(0, +\infty) @>>> B_{\infty}(0, +\infty) @>>> B_{\infty} @>>> 0
\end{CD}
\]

It follows that the composition of the element in \( E^1(B_{\infty}, \mathcal{T}(\beta)) \) given by the exact sequence (3.1) with the morphism \( \mathcal{T}(\beta) \to B_{\infty}(0, +\infty) \) is the unit element of \( E^1(B_{\infty}, B_{\infty}(0, +\infty)) = E(B_{\infty}, B_{\infty}) \).

Using this remark, one obtains the following results (cf. [341]):

**Proposition 3.3.**

a) If \( I_k \) and \( B_k \) are \( E \)-contractible, then \( \mathcal{T}(\alpha, \beta) \) is also \( E \)-contractible.

b) If \( (B_k, \beta_k) \) is an inductive system of \( E \)-contractible \( C^* \)-algebras, then their inductive limit \( B_{\infty} \) is \( E \)-contractible.

c) If \( (B_k, \beta_k) \) is an inductive system of \( C^* \)-algebras then \( \mathcal{T}'(\beta) \) is \( E \)-contractible and the element in \( E^1(B_{\infty}, \mathcal{T}(\beta)) \) given by the exact sequence (3.1) is invertible.

**Proof.**

a) Indeed, we have a unital ring morphism \( \prod E(B_k, B_k) \to E(\bigoplus B_k, \bigoplus B_k) \) and it follows that if the \( B_k \) are \( E \)-contractible, then \( \bigoplus B_k \) is \( E \)-contractible. Since \( \bigoplus B_k \) and \( \bigoplus I_k \) are \( E \)-contractible, then by the exact sequence

\[
0 \to \bigoplus I_k(0, 1) \to \mathcal{T}(\alpha, \beta) \to \bigoplus I_k \to 0
\]

the telescope \( \mathcal{T}(\alpha, \beta) \) is \( E \)-contractible.

17
b) Since the telescope $T(\beta)$ is $E$-contractible, the algebra $B_x$ is $E$-contractible since, by remark 3.2, it is $E$-sub-equivalent to $T(\beta)$.

c) We have (split) exact sequences $0 \to B_k(k, k + 1) \to T_k'(\beta) \to T_k(\beta) \to 0$ and it follows by induction that, for all $k$, $T_k(\beta)$ is $K$-contractible - and therefore $E$-contractible (note that $T_0(\beta) = 0$). It follows that the inductive limit $T'(\beta)$ is $E$-contractible and therefore the exact sequence (3.1) induces an $E^1$-equivalence. 

In fact a telescope can be expressed as a mapping torus:

**Remarks 3.4.** a) Recall that given $C^*$-algebras $A, B$ and morphisms $u, v : A \to B$ the torus $C^*$-algebra $\mathfrak{T}(u, v)$ is

\[ \{(a, \phi) \in A \times B[0, 1]; \ u(a) = \phi(0), \ v(a) = \phi(1)\}. \]

In fact the telescopic $C^*$-algebra $\mathfrak{T}(\alpha, \beta)$ identifies with the torus $C^*$-algebra $\mathfrak{T}(\alpha, \beta)$ of the morphisms $\tilde{\alpha}, \tilde{\beta} : \bigoplus_{n \geq 1} I_k \to \bigoplus_{n \geq 0} B_k$ defined by

\[ \tilde{\alpha}((x_k)_k) = (0, \alpha_1(x_1), \ldots, \alpha_k(x_k), \ldots) \]

and

\[ \tilde{\beta}((x_k)_k) = \begin{cases} (\beta_0(x_1), \ldots, \beta_{n-1}(x_n), 0) & \text{if } n \in \mathbb{N} \\ (\beta_k(x_{k+1}))_{k \in \mathbb{N}} & \text{if } n = +\infty \end{cases} \]

b) In turn, a mapping torus is easily seen to be $K$-equivalent to a mapping cone:

Let $A, B$ be $C^*$-algebras and $j_\pm : A \to B$ $*$-homomorphisms. Let $j : A(\mathbb{R}_+^*) \to B(\mathbb{R})$ be the $*$-homomorphism defined by

\[ j(\phi)(t) = \begin{cases} j_+(\phi(t)) & \text{if } t > 0 \\ 0 & \text{if } t = 0 \\ j_-(\phi(-t)) & \text{if } t < 0 \end{cases} \]

Then $\mathfrak{T}(j_+, j_-)(\mathbb{R}_+^*)$ is canonically isomorphic with $C_j$.

Indeed,

\[ \mathfrak{T}(j_+, j_-)(\mathbb{R}_+^*) = \{(\phi, \psi) \in A(\mathbb{R}_+^*) \times B(\mathbb{R}_+^* \times [0, 1]); \ \psi(t, 0) = j_+(\phi(t)), \ \psi(t, 1) = j_-(\phi(t))\} \]

and

\[ C_j = \begin{cases} (\phi, \psi) \in A(\mathbb{R}_+^*) \times B(\mathbb{R} \times \mathbb{R}_+); \ \psi(t, 0) = \begin{cases} j_+(\phi(t)) & \text{if } t > 0 \\ 0 & \text{if } t = 0 \\ j_-(\phi(-t)) & \text{if } t < 0 \end{cases} \\ (\phi, \psi) \in A(\mathbb{R}_+^*) \times B(\mathbb{R} \times \mathbb{R}_+ \setminus \{(0, 0)\}); \ \psi(t, 0) = \begin{cases} j_+(\phi(t)) & \text{if } t > 0 \\ j_-(\phi(-t)) & \text{if } t < 0 \end{cases} \end{cases} \]

are isomorphic through the homeomorphism $(r, \theta) \mapsto (r \cos \pi \theta, r \sin \pi \theta)$ from $\mathbb{R}_+^* \times [0, 1]$ onto $(\mathbb{R} \times \mathbb{R}_+) \setminus \{(0, 0)\}$.
3.2 The telescope of nicely decomposable foliations

Let \((M,F)\) be a nicely decomposable foliation of height \(n \in \mathbb{N} \cup \{\infty\}\) in the sense of definition \[\text{[33]}\]. Generalizing the case \(n = 1\), we construct a \(C^*\)-algebra which is \(E\)-equivalent with the (full) foliation \(C^*\)-algebra.

We are thus given open subsets \((W_k)_{k \leq n + 1}\) groupoids \(\mathcal{G}_k \implies W_k\) and morphisms \(\mathcal{G}_k|_{W_k \cap W_{k-1}} \to \mathcal{G}_{k-1}\) satisfying the conditions of def. \[\text{[34]}\].

Let \(\Omega_k = \bigcup_{j \leq k} W_j\) be the sequence of strata of this decomposition and \(Y_k = \Omega_k \setminus \Omega_{k-1}\).

Since \(F\) is assumed to be nicely decomposable, we are given Lie groupoids \(\mathcal{G}_k \implies W_k\) and morphisms of Lie groupoids \(q_k : \mathcal{G}_k|_{\Omega_{k-1}} \to \mathcal{G}_{k-1}\) such that \(\mathcal{G}_k|_{Y_k} = H(Y_k,F)\).

For every \(0 \leq k < n + 1\) consider the full \(C^*\)-algebras \(A_k = C^*(\Omega_k,F)\) and \(B_k = C^*(\mathcal{G}_k)\) and the morphism, obtained by integration along the fibers \(p_k : B_k \to A_k\). Put also \(Q_k = C^*(\mathcal{G}_k|_{Y_k})\). We have a diagram:

\[
\begin{array}{cccccc}
0 & \rightarrow & I_{k+1} & \rightarrow & B_{k+1} & \rightarrow & Q_{k+1} & \rightarrow & 0 \\
\pi_k & & q_{k+1} & & p_{k+1} & & \downarrow \\
0 & \rightarrow & A_k & \rightarrow & A_{k+1} & \rightarrow & A_{k+1}/A_k & \rightarrow & 0 \\
& & i_k & & i_k & & \\
& & i_{k+1} & & \\
& & \mathcal{C}^*(M,F) & & \\
\end{array}
\]

Figure 3: Short exact sequences of strata.

Here the map \(q_k\) is integration along the fibers of the groupoid morphism \(q_k : \mathcal{G}_k|_{\Omega_{k-1}} \to \mathcal{G}_{k-1}\) and \(\pi_k = p_k \circ q_{k+1} : I_k \to A_k\). The quotient algebras \(B_k/I_{k-1}\) and \(A_k/A_{k-1}\) coincide (with \(Q_k\)).

Denote also by \(\tilde{i}_k : A_k \to C^*(M,F) = A_n\) the inclusion.

As, for every \(k < n\) we have \(\tilde{i}_k \circ \pi_k = \tilde{i}_k \circ p_k \circ q_k = \tilde{i}_{k+1} \circ p_{k+1} \circ j_{k+1}\), we obtain a morphism \(\Psi : \mathcal{T}(q,j) \to A_n(0,n+1)\) defined by \(\Psi((\phi_k)_{0 \leq k < n+1},(x_k)_{1 \leq k < n+1})(t) = \tilde{i}_k \circ p_k(\phi_k(t))\) for \(t \in [k,k+1]\).

**Theorem 3.5.** With the above notation, the class in \(E(\mathcal{T}(q,j),A_n(0,n+1))\) of the morphism \(\Psi\) is invertible.

**Proof.** Let \(\mathcal{B} = \{f \in A_n(0,n+1) ; \forall t \in \mathbb{R}^+, \forall k \in \mathbb{N} ; t - 1 \leq k \leq n \Rightarrow f(t) \in A_k\}\) and put \(\mathcal{J} = \{f \in \mathcal{B} ; f(n+1) = 0\} \).

The inclusion \(\mathcal{J} \to A_n(0,n+1)\) is an \(E\)-equivalence (cf. \[\text{[35]}\] - if \(n < +\infty\), it is a \(KK\)-equivalence). Its inverse is given by the exact sequence \(0 \to \mathcal{J} \to \mathcal{B} \to A_n \to 0\).

For \(\ell \in \mathbb{N}\) and \(\mathcal{T}_\ell\) be the ideal

\[
\mathcal{T}_\ell = \{(\phi_k)_{0 \leq k < n+1},(x_k)_{1 \leq k < n+1}) \in \mathcal{T} ; \forall k > n, \phi_k = 0 \text{ and } x_k = 0\}.
\]

Let us show by induction that the morphism \(\Psi_\ell : \mathcal{T}_\ell \to \mathcal{J}_\ell\) induced by \(\Psi\) is an \(E\)-equivalence:
• \(\Psi_0\) is an isomorphism (and the case \(\ell = 1\) follows from the proof of prop. 2.1).

• We have an exact sequence

\[
0 \longrightarrow T_{\ell-1} \longrightarrow T_\ell \longrightarrow C_{\ell} \longrightarrow 0
\]

\[
0 \longrightarrow J_{\ell-1} \longrightarrow J_\ell \longrightarrow C_{\ell-1} \longrightarrow 0
\]

where \(\tilde{p}_\ell : C_{j_\ell} \to C_{i_{\ell-1}}\) is the morphism induced by \(p_\ell : B_\ell \to A_\ell\) at the cone level.

Examining figure 3 as \(j_\ell\) and \(i_{\ell-1}\) are inclusions of ideals and \(p_\ell\) induces an isomorphism \(B_\ell/I_\ell \to A_\ell/A_{\ell-1}\), we deduce that \(\tilde{p}_\ell\) is \(E\)-invertible. We thus obtain the induction step.

If \(n\) is finite, the proof is complete.

If \(n = +\infty\), the mapping cone \(C_{\Psi_\ell}\) is \(E\)-contractible for all \(\ell\) and it follows that their inductive limit \(C_\Psi\) is \(E\)-contractible.

## 4 Longitudinally smooth groupoids and equivariant KK-theory

We proved in theorem 3.5 that the telescopic algebra \(T(q, j)\) has the same \(K\)-theory as \(C^*(M, F)\).

In the next section, we will build a Baum-Connes map for the telescopic algebra \(T(q, j)\), which will give us a Baum-Connes map for \(C^*(M, F)\).

The telescopic algebra \(T(q, j)\) associated with a nicely decomposable foliation, as well as the foliation algebra itself (thanks to [20]), is the \(C^*\)-algebra of a longitudinally smooth groupoid in a sense that we briefly describe here.

Note that all the constructions we will give below generalize easily to groupoids that are covered by \(C^{\infty, 0}\) manifolds or even locally compact spaces with Haar measures.

### 4.1 Longitudinally smooth groupoids

A longitudinally smooth groupoid is a groupoid \(G \xrightarrow{t,s} G^{(0)}\) such that:

• its set of objects is endowed with a structure of smooth manifold (possibly with boundary or corners);

• for every \(x \in G^{(0)}\), the set \(G^x = t^{-1}\{x\}\) caries also a smooth structure (without boundary) and the source map \(s : G^x \to G^{(0)}\) is smooth with (locally) constant rank;

• the “smooth structure” of \(G\) itself is given by an atlas which is a family of smooth manifolds \((U_i)_{i \in I}\) (possibly with boundary or corners) and maps \(q_i : U_i \to G\).

We assume that these smooth structures satisfy:

**Compatibility.** For every \(i \in I\), the maps \(t \circ q_i\) and \(s \circ q_i\) are smooth submersions; for every \(i \in I\) and every \(x \in G^{(0)}\) the map \(q_i\) induces a smooth submersion \(q_i^{-1}(G^x) \to G^x\).
Minimal elements. For every \( \gamma \in G \), there exists \( i \in I \) and \( z \in q_i \) such that \( q_i(z) = \gamma \) and the map \( q_i^{-1}(G^{(\gamma)}) \to G^{(\gamma)} \) is a local diffeomorphism near \( z \). If \( j \in I \) and \( z' \in U_j \) are such that \( q_j(z') = \gamma \), then there is an open neighborhood \( V' \subset U_j \) of \( z' \) and a submersion \( \varphi : V' \to U_i \) such that \( q_i \circ \varphi = (q_j)_{|V'} \).

Inverse is smooth. For every \( i \in I \), there exists \( j \in I \) and a diffeomorphism \( \kappa : U_i \to U_j \) such that \( q_j \circ \kappa(z) = q_i(z)^{-1} \) for every \( z \in U_i \).

Composition is smooth. For every \( i, j \in I \), let \( U_i \circ U_j \) be the fibered product \( U_i \times_{\kappa(q_i),\kappa(q_j)} U_j \).

Examples 4.1. a) A Lie groupoid is of course a longitudinally smooth groupoid. The atlas is given by bisubmersions (see [3]).

b) The holonomy groupoid of a singular foliation is such a longitudinally smooth groupoid, the atlas is given by bisubmersions (see [3]).

c) The telescopic algebra \( T(q, j) \) constructed in the previous section is associated with the groupoid \( G = \bigcup_{k=0}^{n} \mathcal{G}_k \times (k, k+1) \cup \bigcup_{k=1}^{n} (\mathcal{G}_k)_{\Omega_{k-1}} \cap W_k \times \{k\} \). Its set of objects is the open subset \( \left( \bigcup_{k=0}^{n} W_k \times (k, k+1) \right) \cup \left( \bigcup_{k=1}^{n} (\Omega_{k-1} \cap W_k) \times (k-1, k+1) \right) \) of \( M \times \mathbb{R}_+^* \).

It is endowed with the atlas formed by the Lie groupoids \( (\mathcal{G}_k \times (k, k+1))_{k \in \mathbb{N}} \), \( k \leq n \) and \( (\mathcal{G}_k)_{\Omega_{k-1}} \cap W_k \times (k-1, k+1))_{k \in \mathbb{N}}, 1 \leq k \leq n \).

4.2 Action of a longitudinally smooth groupoid on a C*-algebra

We now fix a longitudinally smooth groupoid \( G \sim M \) with an atlas \( (U_i, q_i)_{i \in I} \). We put \( s_i = s \circ q_i \) and \( t_i = t \circ q_i \).

4.2.1 Action of a locally compact groupoid on a C*-algebra [28, 30]

For the convenience of the reader we recall some definitions on \( C(X) \)-algebras and actions of locally compact groupoids from [28, 30]:

Let \( M \) be a locally compact space.

a) A \( C_0(M) \)-algebra is a pair \((A, \theta)\) where \( A \) is a \( C^* \)-algebra and \( \theta : C_0(M) \to \mathbb{Z}\mathcal{M}(A) \) a \(*\)-homomorphism such that \( \theta(C_0(M))A = A \). (Here \( \mathbb{Z}\mathcal{M}(A) \) is the center of the multiplier algebra of \( A \).)

b) Put \( A_b = \{a \in \mathcal{M}(A) : \phi a \in A \text{ for all } \phi \in C_0(X)\} \) and \( A_c = AC_c(X) \).

c) Let \( A, B \) be \( C_0(M) \)-algebras. A homomorphism of \( C_0(M) \)-algebras \( \phi : A \to B \) is a \( C_0(M) \)-linear homomorphism of \( C^* \)-algebras.
d) Let $N$ be a locally compact space and $p : N \to M$ a continuous map. Then $C_0(N)$ is a $C_0(M)$-algebra thanks to the map $\theta = p^* : C_0(M) \to C_b(N) = \mathcal{M}(C_0(M))$. Let $A$ be a $C_0(M)$ algebra.

e) For every $x \in M$ there is a fiber $A_x = A/C_xA$ where $C_x = \{ h \in C_0(M) : h(x) = 0 \}$. The natural map $A \to \prod_{x \in M} A_x$ induced by the quotient maps $\pi_x : A \to A_x$ is injective. For instance, in example 3 given $x \in M$ the fiber $C_0(N)_x$ is $C_0(N_x)$ where $N_x = p^{-1}(x)$.

f) A homomorphism of $C_0(M)$-algebras $\phi : A \to B$ induces a homomorphism of $C^*$-algebras $(\phi_x)_{x \in M} : \prod_{x \in M} A_x \to \prod_{x \in M} B_x$. The homomorphism $\phi$ is injective (surjective) if and only of $\phi_x$ is injective (surjective) for every $x \in M$.

g) There are natural operations of restriction to open and closed subsets of $M$: If $U$ is an open subset of $M$ and $F = X \setminus U$; the algebra $C_0(U)$ identifies with the ideal $C_0(U) = \{ f \in C_0(M) : f(y) = 0 \text{ for all } y \in F \}$ of $C_0(M)$. Then $A_U$ denotes the $C_0(U)$-algebra $C_0(U)A$ and $A_F$ the $C_0(F)$-algebra $A/A_U$. If $Y \subset X$ is locally closed, then $Y$ is open in $\overline{Y}$ and $A_Y$ denotes the $C_0(Y)$-algebra $(A_{\overline{Y}})_Y$.

h) Let $A$ be a $C_0(M)$ and $B$ a $C_0(N)$-algebra. Then $A \otimes_{\text{max}} B$ is a $C_0(M \times N)$-algebra. When $M = N$, the restriction of $A \otimes_{\text{max}} B$ to the diagonal $\{(x,x) : x \in M\}$ (which is a closed subset of $M \times M$) is a $C_0(M)$-algebra denoted $A \otimes_{C_0(M)} B$.

i) Again let $A$ be a $C_0(M)$-algebra and consider a smooth map $p : N \to M$. We denote $p^* A$ the $C_0(N)$-algebra obtained by restricting $A \otimes C_0(N)$ to the graph $\{(p(y),y) : y \in N\}$ which is a closed subset of $M \times N$ (here $C_0(N)$ is regarded as a $C_0(N)$-algebra). It is easy to see that this construction has the following properties:

- $(p^* A)_y = A_{p(y)}$ for every $y \in N$;
- If $A,B$ are $C_0(M)$-algebras then $p^* A \otimes_{C_0(Y)} p^* B = p^* (A \otimes_{C_0(M)} B)$.
- If $q : Z \to N$ is a smooth map then $q^* (p^* A) = (p \circ q)^* A$.

j) With the previous notation, for every $a \in A$ we put $p^* a = a \otimes 1 \in (p^* A)_b$. If $\phi : A \to B$ is a homomorphism of $C_0(M)$-algebras we put $p^* \phi = \phi \otimes id_{C_0(N)} : p^* A \to p^* B$.

k) An action of a Lie groupoid $G \to M$ on a $C_0(M)$-algebra $A$ is defined in [30] by an isomorphism $\alpha$ of $C_0(G)$ algebras $s^* A \to t^* A$. This isomorphism is given by a family of isomorphisms $\alpha_\gamma : A_{s(\gamma)} \to A_{t(\gamma)}$ for $\gamma \in G$. The isomorphism $\alpha$ is required to be a representation of $G$, i.e. to satisfy $\alpha_{\gamma \gamma'} = \alpha_\gamma \circ \alpha_{\gamma'}$ for all $(\gamma,\gamma') \in G^{(2)} = G \times_{s,t} G$.

4.2.2 Action of a longitunally smooth groupoid

Let $G \to M$ be a longitumally smooth groupoid with an atlas $(U_i, q_i)_{i \in I}$. We put $s_i = s \circ q_i$ and $t_i = t \circ q_i$.

**Definition 4.2.** A $G$-algebra is a $C_0(M)$-algebra $A$ together with an isomorphism of $C_0(U_i)$-algebras $\alpha_i : s_i^* A \to t_i^* A$ for every $i \in I$. 
Definition 4.3. Let \( A \) be a \( \mathcal{C} \) algebra. Examples 4.4.

\[ a) \] The algebra \( \mathcal{C} \) longitudinally smooth groupoid gives rise to a well-defined isomorphism \( \phi : \mathcal{C} \rightarrow \mathcal{A} \). We require that for every \( \gamma, \gamma' \in \mathcal{G} \), we have \( \alpha_{\gamma \gamma'} = \alpha_{\gamma} \circ \alpha_{\gamma'} \).

\[ b) \] By (a), we get a well-defined isomorphism \( \phi : \mathcal{C} \rightarrow \mathcal{A} \). More generally, let \( \mathcal{Y} \) be a morphism. Let \( D = \mathcal{G}(\phi) \oplus (0 \oplus \mathcal{B}) \subseteq \mathcal{A} \oplus \mathcal{M}(\mathcal{B}) \) where \( \mathcal{G}(\phi) = \{(x, \phi(x)) \mid x \in \mathcal{A}\} \) is the graph of \( \phi \). We say that \( \phi \) is equivariant if there is an action of \( \mathcal{G} \) on \( D \) such that the inclusions \( \mathcal{A} \rightarrow \mathcal{D} \) and \( \mathcal{B} \rightarrow \mathcal{D} \) are equivariant.

Examples 4.4. a) The algebra \( \mathcal{C}_0(M) \) is a \( \mathcal{G} \)-algebra. For every \( i \in I, \) we have \( t^*(\mathcal{C}_0(M)) = \mathcal{C}_0(U) = s^*(\mathcal{C}_0(M)) \), the action \( \alpha \) is the identity. For \( i \in I \), then at every \( u \in U_i \) we associate the identity map \( (\mathcal{C} \rightarrow \mathcal{C}) \). In a sense, this corresponds to the trivial representation.

b) More generally, let \( \mathcal{Y} \subseteq \mathcal{M} \) be a locally closed saturated subset \( i.e. \) such that for every \( \gamma \in \mathcal{G} \) we have \( t(\gamma) \in \mathcal{Y} \iff s(\gamma) \in \mathcal{Y} \). Then \( \mathcal{C}_0(Y) \) is a \( \mathcal{H}(\mathcal{F}) \)-algebra. In that case, For every \( i \in I \), we have \( t^{-1}(Y) = s^{-1}(Y) \). We require that for every \( \gamma \in \mathcal{G} \), \( \phi \) is equivariant if there is an action of \( \mathcal{G} \) on \( D \) such that the inclusions \( \mathcal{A} \rightarrow \mathcal{D} \) and \( \mathcal{B} \rightarrow \mathcal{D} \) are equivariant.

4.2.3 Covariant representations and full crossed products

Let us very briefly extend some constructions of \([3, \S 4 \text{ and } 5]\) to the more general case of our longitudinally smooth groupoid \( \mathcal{G} \rightarrow \mathcal{M} \) with atlas \( (U_i, q_i)_{i \in I} \).

- When \( f : N \rightarrow \mathcal{M} \) is a smooth submersion of manifolds, we may define a Hilbert \( \mathcal{C}_0(M) \)-module \( \mathcal{E}_f \) obtained by completion of the space \( C_c(N; \Omega^{1/2} \ker(df)) \) with respect to the \( \mathcal{C}_0(M) \) valued inner product defined by \( \langle \xi, \eta \rangle(x) = \int_{z \in f^{-1}(x)} \xi(z) \eta(z) \). This Hilbert module is endowed with an action of \( \mathcal{C}_0(N) \).

- Let \( i \in I \). We may then construct two Hilbert \( \mathcal{C}^* \)-modules \( \mathcal{E}_s \) and \( \mathcal{E}_t \) over \( \mathcal{C}_0(M) \).

- As \( \mathcal{C}_0(M) \) sits in the multiplier algebra of \( \mathcal{C}^*(\mathcal{G}) \), every representation \( \pi_G \) of \( \mathcal{C}^*(\mathcal{G}) \) on a Hilbert space \( \mathcal{H} \) gives rise to a representation \( \pi_M \) of \( \mathcal{C}_0(M) \).

- The representation \( \pi \) is then characterized by \( \pi_M \) and, for every \( i \in I \), a unitary \( V_i \in \mathcal{L}(\mathcal{E}_s \otimes \mathcal{C}_0(M) \mathcal{H}, \mathcal{E}_t \otimes \mathcal{C}_0(M) \mathcal{H}) \) intertwining the representations of \( \mathcal{C}_0(U) \). It therefore defines a measurable family of unitaries \( U_u : H_{s_i(u)} \rightarrow H_{t_i(u)} \). We require that \( U_u \) only depends on the class of \( q_i(u) \) in \( G \) (almost everywhere) and that (almost everywhere) it determines a representation of the groupoid \( G \). See \([3, \S 5.2]\) for the details.

Let \( G \) act on a \( \mathcal{C}^* \)-algebra \( \mathcal{A} \) and let \( \pi_A \) be a representation of \( A \) on a Hilbert space \( \mathcal{H} \). Using the morphism from \( \mathcal{C}_0(M) \) to the multiplier algebra of \( A \), we obtain a representation of \( \mathcal{C}_0(M) \) to \( \mathcal{L}(\mathcal{H}) \). For every \( i \in I \), as the image of \( \mathcal{C}_0(M) \) sits in the center of the multiplier algebra of \( A \), we have representations \( \pi_A^i : s_i^*(A) \rightarrow \mathcal{L}(\mathcal{E}_s \otimes \mathcal{C}_0(M) \mathcal{H}) \) and \( \pi_A^i : t_i^*(A) \rightarrow \mathcal{L}(\mathcal{E}_t \otimes \mathcal{C}_0(M) \mathcal{H}) \).
A covariant representation of $G$ and $A$ is given by a representation of $\pi_G$ of $C^*(G)$ and a representation $\pi_A$ of $A$ in the same Hilbert space $\mathcal{H}$ such that the two representations of $C_0(M)$ agree and, for every $i \in I$, the unitary $V_i$ intertwines $\pi_A^i \circ \alpha^i$ with $\pi_A^i$.

Then the closed linear span of $\pi_A(a)\pi_G(x)$ where $a$ runs over $A$ and $x$ over $C^*(G)$ is a $*$-subalgebra of $\mathcal{L}(\mathcal{H})$.

**Definition 4.5.** The full crossed product $A \rtimes G$ is the completion of this linear span with respect to the supremum norm over all covariant representations.

Using the “regular representations” on $L^2(G_x)$, one may also construct a natural reduced crossed product.

### 4.2.4 Actions of a longitudinally smooth groupoid on Hilbert modules

Let $G$, $(U_i)_{i \in I}$, $s_i, t_i$ be as above.

Let $(A, \alpha)$ be a $G$-algebra and $\mathcal{E}$ a Hilbert module over $A$. As usually, we may define an action of $G$ on $\mathcal{E}$ by saying that it is just given by an action of $G$ on the $C^*$-algebra $\mathcal{K}(\mathcal{E} \oplus A)$ in such a way that the natural morphism $A \to \mathcal{K}(\mathcal{E} \oplus A)$ is equivariant.

This amounts to giving, for any $i \in I$, an isomorphism $\tilde{\alpha} : \mathcal{E} \otimes_A s_i^* A \to \mathcal{E} \otimes_A t_i^* A$ of Banach spaces, which corresponds to a family of isomorphisms $\hat{\alpha}_u : \mathcal{E}_{s_i(u)} \to \mathcal{E}_{t_i(u)}$. We need compatibility with $\alpha$ which means that for every $x \in A_{s_i(u)}$ and $\xi, \zeta \in \mathcal{E}_{s_i(u)}$, we have $\hat{\alpha}_u(\xi x) = \hat{\alpha}_u(\xi)\alpha_u(x)$ and $\alpha_u(\zeta) = \langle \hat{\alpha}_u(\xi) | \hat{\alpha}_u(\zeta) \rangle$.

As above, we require that $\hat{\alpha}_u$ only depends on the class of $u$ in $G$ and that the so defined $\tilde{\alpha}_\gamma : \mathcal{E}_{s_\gamma(u)} \to \mathcal{E}_{t_\gamma(u)}$ for $\gamma \in H(\mathcal{F})$ defines a morphism of groupoids, which means that $\tilde{\alpha}_{\gamma \gamma'} = \tilde{\alpha}_\gamma \tilde{\alpha}_{\gamma'}$.

Note also that, given an action of $G$ on a $\mathcal{E}$, we obtain for any $i \in I$, an isomorphism of $C_0(U_i)$-algebras $\mathcal{K}(\mathcal{E} \otimes_A s_i^* A) \to \mathcal{K}(\mathcal{E} \otimes_A t_i^* A)$ and of their multipliers $\hat{\alpha}_U : \mathcal{L}(\mathcal{E} \otimes_A s_i^* A) \to \mathcal{L}(\mathcal{E} \otimes_A t_i^* A)$.

### 4.3 $G$-equivariant $KK$-theory

Let $G \xrightarrow{t,s} M$ be a longitudinally smooth groupoid with an atlas $(U_i, q_i)_{i \in I}$. We put $s_i = s \circ q_i$ and $t_i = t \circ q_i$.

Here we use the apparatus developed in the previous sections to construct the left-hand side of the Baum-Connes conjecture in classical terms (e.g., as in [30]). Namely we define the groups $KK_G(A, B)$ in §4.3.1. The difficulty is to construct the Kasparov product; we do this in §4.3.3.

#### 4.3.1 Equivariant Kasparov cycles

We may of course define graded $G$ algebras, graded Hilbert modules...

In what follows, all algebras will be $\mathbb{Z}/2\mathbb{Z}$-graded and all commutators are graded ones.

Also, all the $C^*$-algebras and Hilbert $C^*$-modules that we will consider are supposed to be separable.

Recall the following from [28]:

- Let $A, B$ be graded $C^*$-algebras. An $(A, B)$-bimodule is a pair $(\mathcal{E}, \pi_A)$ where $\mathcal{E}$ is a $B$-Hilbert $C^*$-module and $\pi_A : A \to \mathcal{L}(\mathcal{E})$ a representation which preserves the degree. For every $\xi \in \mathcal{E}$ and $a \in A$ we denote $a\xi = \pi_A(a)(\xi)$. 


Definition 4.6. Let \((A, B)\) be \(G\)-algebras. A \(G\)-equivariant Kasparov \((A, B)\) bimodule is a Kasparov \((A, B)\) bimodule \((\mathcal{E}, \pi_A, F)\) such that:

- \(\mathcal{E}\) is endowed with an action of \(G\) (cf. sect. 1.2.4) and the representation \(\pi_A : A \to \mathcal{L}(\mathcal{E}) = \mathcal{M}(K(\mathcal{E}))\) is \(G\)-equivariant (in the sense of def. 1.3.6).

- Two \(G\)-equivariant Kasparov bimodules \((\mathcal{E}, \pi_A, F), (\mathcal{E}', \pi_A', F')\) are unitarily equivalent if there exists a \(G\)-equivariant unitary \(U \in \mathcal{L}(\mathcal{E}, \mathcal{E}')\) of degree 0 which satisfies \(UFU^* = F'\) and \(U\pi_A(a)U^* = \pi_A'(a)\) for all \(a \in A\).

- Denote by \(E_G(A, B)\) the set of equivalence classes of \(G\)-equivariant Kasparov bimodules.

- A homotopy in \(E_G(A, B)\) is an element of \(E_G(A, B[0,1])\). We define \(KK_G(A, B)\) to be the set of homotopy classes of elements of \(E_G(A, B)\).

- The direct sum of Kasparov bimodules induces an abelian group structure in \(KK_G(A, B)\).

- We define the unit element \(1_A \in KK_G(A, A)\) as the class of \((A, \iota_A, 0)\), where \(\iota_A(a) = a \in K(A)\) for all \(a \in A\) where the action of \(G\) on the \(C^*\)-module \(A\) is the action of \(G\) on the \(C^*\)-algebra \(A\).

4.3.2 Kasparov’s descent morphism

Given an equivariant Hilbert \(B\) module \(\mathcal{E}\), we may define the crossed product \(\mathcal{E} \rtimes G = \mathcal{E} \otimes_B B \rtimes G\) - and the same for the reduced crossed product. If we have an equivariant action \(A \to \mathcal{L}(\mathcal{E})\), we naturally obtain an action \(A \rtimes G \to \mathcal{L}(\mathcal{E} \rtimes G)\).

Let \((\mathcal{E}, F)\) is an equivariant Kasparov \((A, B)\) bimodule. Put \(F \otimes 1 \in \mathcal{L}(\mathcal{E} \otimes_B B \rtimes G) = \mathcal{L}(\mathcal{E} \rtimes G)\). We check as in [30] that \((\mathcal{E} \rtimes G, F \otimes 1)\) is a Kasparov \((A \rtimes G, B \rtimes G)\) bimodule. This construction gives a well defined descent morphism \(j_G : KK_G(A, B) \to KK(A \rtimes G, B \rtimes G)\).

In the same way we also obtain a reduced descent morphism.

4.3.3 Kasparov product - a general approach

In order to define the Kasparov product in this equivariant context, we need first to understand the analogue of Kasparov’s “technical theorem” ([26, §3, Theorem 4]). It turns out that, in a sense, the original theorem actually applies when formulated in a slightly different way. In turn, this formulation contains many equivariant generalizations.

We start by recalling Voiculescu’s theorem on quasi-central approximate units (cf. [32, 7]).

Lemma 4.7. Let \(D_1\) be a \(C^*\)-algebra and \(D_2 \subset D_1\) be a closed essential two sided ideal. Let \(h \in D_1\) be a strictly positive element with \(|h| \leq 1\). Let \(b \in D_1\) and let \(K \subset \mathcal{M}(D_2)\) be a (norm) compact subset such that \([h, k] \in D_1\) for all \(k \in K\); let \(\varepsilon > 0\). Let \(f_0 : [0, 1] \to [0, 1]\) be a continuous function such that \(f(0) = 0\). Then there exists \(f : [0, 1] \to [0, 1]\), continuous and such that \(f(0) = 0\), and \(f_0 \leq f\), \(|b - f(h)b| < \varepsilon\) and \(|[f(h), k]| < \varepsilon\) for all \(k \in K\).
The associativity is proved exactly as Lemma 22 in [36]. Formulated in this way, it further contains many generalizations of the Kasparov product [28, 8, 30]. One immediately see that Higson’s proof given in [22] applies, so we omit it.

If \( J \) is a closed two sided ideal in a \( C^* \)-algebra \( B \), then \( \mathcal{M}(B; J) = \{ x \in \mathcal{M}(B); \ xB \subset J \} \).

**Theorem 4.8.** (cf. [26, §3, Theorem 4]). Let \( D_1 \) be a separable graded \( C^* \)-algebra and \( D_2 \) a graded closed essential two sided ideal in \( D_1 \). Let \( b \in \mathcal{M}(D_1; D_2)_+ \). Let also \( A_1 \) be a graded \( C^* \)-subalgebra of \( D_1 \) containing a strictly positive element of \( D_1 \) and such that \( A_2 = A_1 \cap D_2 \), contains a strictly positive element of \( D_2 \). Let \( K \subset \mathcal{M}(D_2) \) be a compact subset such that, for every \( x \in A_1 \) and every \( k \in K \), we have \( [x, k] \in D_1 \). Then there exists \( M \in \mathcal{M}(A_1; A_2)^{(0)} \) such that \( 0 \leq M \leq 1, (1 - M)b \in D_2 \) and \( [M, K] \subset D_2 \).

One obtains easily a formulation which encodes many equivariant formulations of the product.

**Notation 4.9.** Let \( D \) be a separable graded \( C^* \)-algebra and \( A \subset D \) a subalgebra containing a strictly positive element of \( D^{(0)} \).

Let \( \mathcal{I} \) denote the set of graded closed two-sided essential ideals \( I \) of \( D \) such that \( I \cap A^{(0)} \) contains a strictly positive elements of \( I \).

Let \( D_1, D_2 \in \mathcal{I} \) such that \( D_2 \subset D_1 \). Put \( A_i = D_i \cap A \). Denote by \( \mathcal{E}_A(D_1, D_2) \) the set of \( F \in \mathcal{M}(A_2)^{(1)} \) such that:

\[
\text{for all } x \in D_1, \text{ we have } x(1 - F^2) \in D_2, \ x(F - F^*) \in D_2, \ [x, F] \in D_2. 
\]

In other words \((A_2, F)\) is a Kasparov \((A_1, A_2)\) bimodule and \((D_2, F)\) is a Kasparov \((D_1, D_2)\) bimodule.

**Theorem 4.10.** Let \( D_0, D_1, D_2 \in \mathcal{I} \) such that \( D_2 \subset D_1 \subset D_0 \). Let \( F_1 \in \mathcal{E}_A(D_0, D_1) \) and \( F_2 \in \mathcal{E}_A(D_1, D_2) \). Denote by \( F_1 \sharp F_2 \) \( = \{ F \in \mathcal{E}_A(D_0, D_2); F = F_2 \in \mathcal{M}(A_1; A_2), \ [F, F_1] \in \mathcal{M}(A_2)_+ + A_2 \} \).

a) For every \( F_1 \in \mathcal{E}_A(D_0, D_1) \) and \( F_2 \in \mathcal{E}_A(D_1, D_2) \) the set \( F_1 \sharp F_2 \) is non empty and path connected.

b) The path connected component of \( F \in F_1 \sharp F_2 \) in \( \mathcal{E}_A(D_0, D_2) \) only depends on the path connected components of \( F_1 \in \mathcal{E}_A(D_0, D_1) \) and of \( F_2 \in \mathcal{E}_A(D_1, D_2) \).

c) (Associativity). Let \( D_3 \in \mathcal{I} \) with \( D_3 \subset D_2 \) and \( F_3 \in \mathcal{E}_A(D_2, D_3) \). Let \( F_1' \in F_1 \sharp F_2, F_2' \in F_2 \sharp F_3 \). Then \( F_1' \sharp F_3 \) and \( F_1 \sharp F_2' \) are contained in the same path connected component of \( \mathcal{E}_A(D_0, D_3) \).

**Proof.** The proof is exactly the same as in the “classical” case (cf. [26, 18, 30]).

For instance, to establish that \( F_1 \sharp F_2 \) is non empty, we take \( Q = C^*(D_0, F_1, F_2) \). Let \( K \) be a compact subset of \( Q \) generating \( Q \) as a closed space and let \( b \) be a strictly positive element of \( Q \cap \mathcal{M}(D_1, D_2) \).

Apply then Theorem 4.8 and put \( F = M^{1/2}F_1 + (1 - M)^{1/2}F_2 \).

If we start with paths \( F_1^t \in \mathcal{E}_A(A_0, A_1), F_2^t \in \mathcal{E}_A(A_1, A_2), \) we just take a bigger algebra: \( Q = C^*(A_0, \{ F_1^t, F_2^t; \ t \in [0, 1] \}) \).

The associativity is proved exactly as Lemma 22 in [30].

We now introduce further notation in order to relate this theorem with equivariant \( KK \)-theory.
Notation 4.11. Let $A, \mathcal{A}$ be separable graded $C^*$-algebras. Let $\varphi, \psi : \mathcal{M}(A) \to \mathcal{M}(\mathcal{A})$ be two grading preserving strictly continuous morphisms.

Let $\mathcal{J}$ denote the set of closed two-sided essential ideals $I$ of $A$ such that $\varphi(I)\mathcal{A} = \psi(I)\mathcal{A}$.

Let $A_1, A_2 \in \mathcal{J}$ such that $A_2 \subseteq A_1$. Put $\mathcal{A}_i = \varphi(A_i)\mathcal{A}$. Denote by $\mathcal{E}_{\varphi,\psi}(A_1, A_2)$ the set of $F \in \mathcal{M}(A_2)_1$ such that:

a) for all $x \in A_1$, we have $x(1 - F^2) \in A_2$, $x(F - F^*) \in A_2$, $[x, F] \in A_2$, in other words $(A_2, F)$ is a Kasparov $(A_1, A_2)$ bimodule;

b) $(\varphi - \psi)(F) \in \mathcal{M}(\mathcal{A}_1; \mathcal{A}_2)$ ("equivariance property").

As an immediate consequence of Theorem 4.10 we have:

Corollary 4.12. a) For every $F_1 \in \mathcal{E}_{\varphi,\psi}(A_0, A_1)$ and $F_2 \in \mathcal{E}_{\varphi,\psi}(A_1, A_2)$ the set $F_1 \sharp F_2$ is non empty and path connected.

b) The path connected component of $F \in F_1 \sharp F_2$ only depends on the path connected components of $F_1 \in \mathcal{E}_{\varphi,\psi}(A_0, A_1)$ and of $F_2 \in \mathcal{E}_{\varphi,\psi}(A_1, A_2)$.

c) (Associativity). Let $A_3 \in \mathcal{I}$ with $A_3 \subseteq A_2$ and $F_3 \in \mathcal{E}_{\varphi,\psi}(A_2, A_3)$. Let $F'_1 \in F_1 \sharp F_2$, $F'_2 \in F_2 \sharp F_3$. Then $F'_1 \sharp F'_3$ and $F_1 \sharp F_2$ are contained in the same path connected component of $\mathcal{E}_{\varphi,\psi}(A_0, A_3)$.

Proof. Let $\chi : \mathcal{M}(A) \to \mathcal{M}(A \oplus M_2(\mathcal{A}))$ be the morphism $x \mapsto x \oplus \begin{pmatrix} \varphi(x) & 0 \\ 0 & \psi(x) \end{pmatrix}$ and put $D = \chi(A) + (0 \oplus M_2(\mathcal{A})) \subset \mathcal{M}(A \oplus M_2(\mathcal{A}))$.

Let $A_1, A_2 \in \mathcal{J}$ such that $A_2 \subseteq A_1$. Put $\mathcal{A}_i = \varphi(A_i)\mathcal{A}$ and $D_i = \chi(A_i) + (0 \oplus M_2(\mathcal{A}_i)) \subset D$.

We obviously have $\mathcal{E}_{\varphi,\psi}(A_1, A_2) = \mathcal{E}_{\chi(A_1)}(D_1, D_2)$. Therefore, Theorem 4.10 immediately applies. $\square$

Examples 4.13. It is very easy to apply this abstract theorem (Corollary 4.12) to many equivariant situations.

a) (cf. [28]) If a second countable locally compact group $G$ acts on separable $C^*$-algebras $A$ and $B$.

An equivariant Kasparov $(A, B)$ bimodule is then a pair $(\mathcal{E}, F)$ where:

1. $\mathcal{E}$ is an $(A, B)$-equivariant Hilbert bimodule;
2. $F \in \mathcal{E}_{\varphi,\psi}(A_1, A_2)$ where we have put
   - $A_2 = K(\mathcal{E})$ and $A_1 = A + A_2$,
   - $\mathcal{A}_i = C_{00}(G; A)$;
   - $\varphi, \psi : A_i \to C_b(G; A_i) \subset \mathcal{M}(\mathcal{A}_i)$ defined by $\varphi(a)(g) = a$ and $\psi(a)(g) = g.a$.

b) (cf. [8]) Exactly in the same way, if $S$ is a separable Hopf algebra, given a $C^*$-algebra $A$ with an action $\alpha : A \to \mathcal{M}(A \otimes S)$ of $S$, we just put $\mathcal{A} = A \otimes S$ and let $\varphi : a \to a \otimes 1$ and $\psi = \alpha$.

c) (cf. [30]) If $G \xrightarrow{s.t} G^{(0)}$ is a second countable locally compact groupoid, given a $C^*$-algebra $A$ with an action $\alpha : S^* A \to t^* A$ of $G$, we just put $\mathcal{A} = t^* A$ and let $\varphi : a \to t^* a \in \mathcal{M}(t^* A)$ and $\psi(a) = \alpha(s^* a)$. 
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4.3.4 Kasparov product in $KK_G$

Let $G$ be a longitudinally smooth groupoid with atlas $(U_i)_{i \in I}$. We assume that $I$ is countable.

Let $A_0, A_1, A_2$ be $G$-algebras. Let $(\mathcal{E}_1, F_1)$ and $(\mathcal{E}_2, F_2)$ be equivariant $(A_0, A_1)$ and $(A_1, A_2)$ cycles.

Put $\mathcal{E} = \mathcal{E}_1 \mathbb{R} A_1 \mathcal{E}_2$. Put $F'_1 = F_1 \mathbb{R} 1$ and let $F'_2$ be an $F_2$ connection. Put $\hat{A}_2 = K(\mathcal{E}, A_1 = K(\mathcal{E}_1) \mathbb{R} 1 + \hat{A}_2$ and $\hat{A}_0 = A_0 + \hat{A}_1$ (where we denoted by $A_0$ its image in $L(\mathcal{E})$).

The algebras $\hat{A}_i$ are $G$-algebras, the inclusions $\hat{A}_2 \subset \hat{A}_1 \subset \hat{A}_0$ are equivariant and the pairs $(\hat{A}_1, F'_1)$ and $(\hat{A}_2, F'_2)$ are equivariant $(\hat{A}_0, \hat{A}_1)$ and $(\hat{A}_1, \hat{A}_2)$ cycles.

Put $(U, q) = \coprod_{j \in I} (U_j, q_j)$. Put $\hat{t} = t \circ q$ and $\hat{s} = s \circ q$.

The action of $G$ on $\hat{A}_0$ gives a map $\alpha : \hat{s}^*(\hat{A}_0) \to \hat{t}^*(\hat{A}_0)$. Put $\hat{A}_i = \hat{t}^*(\hat{A}_i)$. Let $\varphi : \hat{A}_0 \to M(\hat{A}_0)$ be the natural map $\hat{t}^*: (\text{defined by } \varphi(x)_u = x_{\hat{t}(u)}$ for all $u \in U)$. Let $\psi : \hat{A}_0 \to M(\hat{A}_0)$ be the composition of $\alpha$ with the map $\hat{s}^*$. In other words, $\psi(x)_u = \alpha_u(x_{\hat{s}(u)})$.

Let also $q \in C_0(U)$ be a strictly positive function.

The equivariance condition means exactly that $(\varphi - \psi)(F'_i) \in M(\hat{A}_{i-1}; \hat{A}_i)$.

We thus may apply Theorem 4.10 and obtain the existence of the Kasparov product in $KK_G$ with the usual properties:

**Theorem 4.14.** There is a well defined bilinear product

$$KK_G(A_0, A_1) \times KK_G(A_1, A_2) \to KK_G(A_0, A_2)$$

which is natural in all $A_i$’s and associative. The element 1 acts as a unit element.

Moreover, the Kasparov product is compatible with the descent morphisms.

\[\square\]

5 A Baum-Connes conjecture for the telescopic algebra

In this section, we construct the Baum-Connes map for telescopic algebra of a nicely decomposable singular foliation.

5.1 An abstract construction

5.1.1 Setting of the problem

Let $\mathcal{F}$ be a nicely decomposable foliation. We keep the notation of section 3.2. We put $\mathcal{G}'_k = (\mathcal{G}_k)_{|\Omega_{k-1} \cap W_k}$.

There is a priori a “left hand side” for the $K$-theory of the Lie groupoid $C^\ast$-algebras $C^\ast(\mathcal{G}_k)$ and $C^\ast(\mathcal{G}'_k)$. In order to construct a left hand side and a Baum-Connes map for $C^\ast(\mathcal{T}(q, j))$, we first wish to understand the morphisms and mapping cones associated with the morphisms $j_k$ and $q_k$ at the left hand side level.

Let us first note that the morphism $j_k$ is just the inclusion $\mathcal{G}'_k \subset \mathcal{G}_k$ of the restriction of $\mathcal{G}_k$ to the (saturated) open subset $\Omega_{k-1} \cap W_k$ of $W_k$. The mapping cone of such a morphism is just the $C^\ast$-algebra of a Lie groupoid (restriction of $\mathcal{G}_k \times [0, 1]$ to the open subset $(\Omega_{k-1} \cap W_k) \times [0, 1) \cup W_k \times (0, 1)$). We may then very easily construct a left hand side for it.
On the other hand, the morphism $q_k$ corresponds to a groupoid homomorphism, which is the identity at the level of objects ($W_k$) and a surjective submersion at the level of arrows. The corresponding map at the level of left hand sides is not as easy. Let us also note that, even knowing the map $(q_k)_{s}^{top}$ at the level of $K^s_{*}^{top}$, we need more in order to construct the left hand side for the mapping cone: this morphism only gives a short exact sequence

$$0 \rightarrow \text{coker}(q_k)_{s}^{top} \rightarrow K^s_{*}^{top}(F) \rightarrow \ker(q_k)_{s}^{top} \rightarrow 0$$

which is not sufficient in order to determine the group $K^s_{*}^{top}(F)$ that we are looking for.

In order to understand the $K$-theory of this mapping cone, one needs in fact to construct $(q_k)_{s}^{top}$ as a $KK$-element. To do so, we need to write explicitly the topological $K$-groups as $K$-groups of $C^*$-algebras and the Baum-Connes maps as $KK$-elements. To that end we will assume that:

(i) The Lie groupoids $G_k$ are Hausdorff.

(ii) The classifying spaces for proper actions of these groupoids are smooth manifolds. This is always the case when the groupoids $G_k$ are given by (connected) Lie group actions - or are Morita equivalent to those. This is indeed the case in most of singularity height one examples above - in fact, also in the examples of higher height given in section 1.4.2.

It turns out that condition (ii) can be somewhat bypassed (thanks to the Baum-Douglas presentation of $K^*_{top}$ (see [12, 11, 9, 41])). We will discuss this in appendix A.

5.1.2 Submersions of Lie groupoids and left hand sides

Let us recall some facts about the Baum-Connes map for groupoids (cf. [9, 11]).

Let $G$ be a Lie groupoid. If the classifying space for proper actions is a manifold $M$, then there is no inductive limit to be taken, and replacing if necessary $M$ by the total space of the vector bundle $(\ker dp)^*$, we may assume that the equivariant submersion $p : M \rightarrow G^{(0)}$ is $K$-oriented and then the left hand side is $K_{*}(C_0(M) \rtimes G)$ and the Baum-Connes map is just the wrong-way functoriality element $\hat{p} \in KK(C_0(M) \rtimes G, C^*(G))$ constructed in [18, 24].

In Le Gall’s equivariant $KK$-theory and terminology (30), see also Kasparov [29], the Baum-Connes assembly map is the element $\hat{p}_* = j_{G}(p_*)$, where $p_*$ is the element of $KK_{*}(C_0(M), C_0(G^{(0)}))$ associated with the $G$ equivariant $K$-oriented smooth map $p$.

Before we proceed and construct a “left hand side” for the telescopic algebra, we examine the case of a morphism $\pi : G_0 \rightarrow G_1$ of Hausdorff Lie groupoids $G_i \xrightarrow{s_i} G_i^{(0)}$ ($i = 0, 1$). We assume that $\pi$ is a submersion and that it is an inclusion of an open subset $\pi : G_0^{(0)} \subset G_1^{(1)}$ at the level of units.

Let $p_i : M_i \rightarrow G_i^{(0)}$ be smooth manifolds which are classifying spaces for proper actions for $G_i$. We will assume further that the $p_i$’s are $K$-oriented submersions and that the dimensions of the fibers are even.

- Let $W = M_0 \times_{p_0, t_1} G_1$. The groupoid $G_0$ acts properly on $W$; we thus obtain a Hausdorff locally compact quotient $W/G_0 = M_0 \times_{G_0} G_1$. Note that $x \mapsto (x, \pi(p_0(x)))$ defines a continuous map from $M_0$ to $W$ and therefore $M_0 \rightarrow M_0 \times_{G_0} G_1$. 
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In this section, we abstractly construct this mapping cone up to $KK$-equivalence. Since $M_1$ is universal, we obtain a $G_1$-equivariant map $M_0 \times_{G_0} G_1 \rightarrow M_1$. Whence, by composition we have a $G_0$ equivariant map $q : M_0 \rightarrow M_1$. As $p_1 \circ q = p_0$, we obtain a morphism of proper groupoids

$$
q : M_0 \times G_0 \rightarrow M_1 \times G_1
$$

The map $q$ is naturally $K$-oriented, so it induces an element $q_1 \in KK_{G_0}(C_0(M_0), C_0(M_1))$. Applying the descent map $j_{G_0}$ we obtain an element

$$
\hat{q}_1 = \tilde{\pi}_*(j_{G_0}(q_1)) \in KK(C_0(M_0) \times G_0, C_0(M_1) \times G_1)
$$

where $\tilde{\pi}$ is the morphism $C_0(M_1) \times G_0 \rightarrow C_0(M_1) \times G_1$ induced by the morphism $\pi$.

**Proposition 5.1.** The morphism $\pi : C^*(G_0) \rightarrow C^*(G_1)$ corresponds at the level of left hand side to the element $\hat{q}_1$. More precisely, we have $\pi_*(\overline{p_0}) = \hat{q}_1 \otimes \overline{p_1}$.

**Proof.** The morphism $p_1$ being $G_1$ equivariant, is also $G_0$-equivariant, (where $G_0$ acts through the morphism $\pi$). It gives rise to an element $(\overline{p_1}) : KK(C_0(M_1) \times G_0, C^*(G_0))$. The elements $(\overline{p_1})$ and $(\overline{p_1})$ correspond to each other via the morphism $\pi : G_0 \rightarrow G_1$, i.e. we have $\pi_*(\overline{p_1}) = \pi_*(\overline{p_1})$. Now,

$$
\hat{q}_1 \otimes \overline{p_1} = \tilde{\pi}_*(j_{G_0}(q_1)) \otimes \overline{j_{G_1}(p_1)}
$$

Equality (◊) follows from the wrong way functoriality (cf. [18, 24]). Note that, since the groupoid $M_0 \times G_0$ is proper, the $\gamma$ obstruction appearing in this computation in [24] vanishes.

**5.1.3 Abstract left hand sides for mapping cones**

Next, we wish to construct in a natural way the left hand side for the mapping cone of the morphism $\pi_{C^*} : C^*(G_0) \rightarrow C^*(G_1)$. We saw in prop. 5.1 that the left hand side of $\pi$ is an element in $KK(C_0(M_0) \times G_0, C_0(M_1) \times G_1)$. The left hand side of the cone of $\pi$ should be a kind of “mapping cone of this $KK$-element”.

In this section, we abstractly construct this mapping cone up to $KK$-equivalence. We will give an explicit description of this left hand side (section 5.2.4) and of the Baum-Connes map (section 5.2.5) below.

Recall that a $KK$-element $x \in KK(A, B)$ can be given as a composition

$$
x = [J]^{-1} \otimes [g] \quad \text{(♠)}
$$
of a morphism $g : D \to B$ with an element $[f]^{-1}$ which is the $KK$-inverse of a morphism $f : D \to A$ which is invertible in $KK$-theory (cf. [29 App. A]). We may then wish to define (up to $KK$-equivalence) the cone of $x$ as being the cone of $g$.

Next, in order to understand the Baum-Connes map, we should construct a $KK$-element associated with a map between mapping cones. Let us state the following probably classical and quite obvious lemma.

**Lemma 5.2.** Let $f_i : A_i \to B_i$ be morphisms of $C^*$-algebras ($i = 0$ or $1$). Denote by $p_i : C_{f_i} \to A_i$ and $j_i : B_i(0,1) \to C_{f_i}$ the natural maps $(p_i(a_i, \phi) = a_i$ and $j_i(\phi) = (0,\phi))$. Let $x \in KK(A_0, A_1)$ and $y \in KK(B_0, B_1)$ satisfy $(f_1)_*(x) = f_0^*(y)$

a) There exists $z \in KK(C_{f_0}, C_{f_1})$ such that $(p_1)_*(z) = p_0^*(x)$ and $(j_1)_*(Sy) = j_0^*(z)$ where $Sy \in KK(B_0(0,1), B_1(0,1))$ is deduced from $y$.

b) If $x$ and $y$ are invertible, then so is $z$.

**Proof.** a) Note that $z$ is not a priori unique. To construct it, one needs in fact to be more specific. Fix Kasparov bimodules $(E_A, F_A)$ representing $x$ and $(E_B, F_B)$ representing $y$; a Kasparov $(A_0, B_1[0,1])$ bimodule $(E', F')$ realizing a homotopy between $(E_A \otimes A_1, B_1, F_A \otimes 1)$ and $f_0^*(E_B, F_B)$ gives rise to a Kasparov $(A_0, Z_{f_0})$, where $Z_{f_0} = \{(a_1, \phi) \in A_1 \otimes B_1[0,1] : f_1(a_1) = \phi(0)\}$ is the mapping cylinder of $f_1$, which can be glued with $(E_B, F_B)[0,1)$ to give rise to the desired element in $KK(C_{f_0}, C_{f_1})$.

b) By (a) applied to $x^{-1}$ and $y^{-1}$, there exists $z' \in KK(C_{f_1}, C_{f_0})$ such that $(p_1)_*(z') = p_0^*(x^{-1})$ and $(j_0)_*(Sy^{-1}) = j_1^*(z')$. The Kasparov products $u_0 = z \otimes z'$ and $u_1 = z' \otimes z$ are elements in $KK(C_{f_0}, C_{f_1})$ such that $(p_i)_*(1 - u_i) = 0$ and $j_i^*(1 - u_i) = 0$. From the first equality and the mapping cone exact sequence, it follows that there exists $d_i \in KK(C_{f_i}, B_i(0,1))$ such that $1 - u_i = (j_i)_*(d_i)$, and it follows that $(1 - u_i)^2 = (j_i)_*(d_i) \otimes (1 - u_i) = d_i \otimes j_i^*(1 - u_i) = 0$, whence $u_i$ is invertible.

**Remark 5.3.** Note also that we have a diagram

\[
\begin{array}{ccccccc}
K_i(A_0) & \to & K_i(B_0) & \to & K_{1-i}(C_{f_0}) & \to & K_{1-i}(A_0) & \to & K_{1-i}(B_0) \\
\otimes x & & \otimes y & & \otimes z & & \otimes x & & \otimes y \\
K_i(A_1) & \to & K_i(B_1) & \to & K_{1-i}(C_{f_1}) & \to & K_{1-i}(A_1) & \to & K_{1-i}(B_1)
\end{array}
\]

where the lines are exact (Puppe sequences) and the squares commute. It follows that if $x$ and $y$ induce isomorphisms in $K$-theory, then the same holds for $z$.

**Remarks 5.4.**

a) It follows easily from this construction that given an element $x \in KK(A, B)$ the mapping cone $C_g$ does not depend on the decomposition (•) up to $KK$-equivalence.

b) An alternative (and equivalent) way to construct the $K$-theory of the mapping cone of the $KK$-element $x$ is to write $x$ as an extension $0 \to SB \otimes K \to D \to A \to 0$ and define this $K$-theory as being $K_*(D)$.

c) One can also define the $KK$-theory of this mapping cone as a relative $KK$-group ([35 Remark 3.7.c]).
5.2 Baum-Connes map for mapping cones of submersions of Lie groupoids

Let us come back to our morphism \( \pi : G_0 \to G_1 \) of Hausdorff Lie groupoids which is assumed to be a submersion and an open inclusion at the level of objects. We assume that the classifying spaces for proper maps of \( G_i \) are manifolds \( M_i \). In section 5.1.2, we explained how to construct an equivariant map \( q : M_0 \to M_1 \) that can be assumed to be a smooth submersion (up to replacing \( M_0 \) by a homotopy equivalent manifold).

As a consequence of Lemma 5.2 and Proposition 5.1, we see that, in order to construct the left hand side of \( \pi \), we need to give an explicit construction of the wrong-way functoriality element \( \bar{p}(j_{G_0})(q) \in KK(C^*(M_0 \times G_0), C^*(M_1 \times G_1)) \). Here, using a double deformation longitudinally smooth groupoid we will give a groupoid \( G \) which is a family over \([0,1] \times [0,1]\), whose vertical lines \( \{t\} \times [0,1] \) can be interpreted as the Baum-Connes maps for the groupoid \( G_t \) and whose horizontal lines \([0,1] \times \{s\}\) and \([0,1] \times \{1\}\) are respectively \( q! \) and \( \pi \).

We then may define the left hand side of \( \pi \) as the groupoid \( G \) restricted to \([0,1] \times \{0\}\) and construct the Baum-Connes map using the groupoid \( G \) (restricted to \([0,1] \times [0,1]\)).

In order to have a “ready to glue” groupoid, in view of the case of the telescopic algebra (section 5.3), we are lead to perform a slightly more complicated construction.

5.2.1 Some “classical” constructions with groupoids

Before proceeding to explain this construction, we recall some constructions based on Lie groupoids that we will use.

**Pull-back groupoid.** Let \( G \rightarrow G^{(0)} \) be a Lie groupoid, \( M \) a smooth manifold and \( q : M \to G^{(0)} \) a smooth submersion. The pull back groupoid \( G^q \) is a subgroupoid

\[
G^q = \{ (x, \gamma, y) \in M \times G \times M : q(x) = t(\gamma) \text{ and } q(y) = s(\gamma) \}
\]

of the product groupoid of \( G \) with the pair groupoid \( M \times M \). As \( q \) is supposed to be a submersion, \( G^q \) is a Lie groupoid (actually, a transversality condition suffices). If \( q(M) \) meets all the \( G \)-orbits, the groupoids \( G \) and \( G^q \) are canonically Morita equivalent.

**Actions on spaces.** Recall that an action of a groupoid \( G \rightarrow G^{(0)} \) on a space \( X \) is given by a map \( p : X \to G^{(0)} \) and the action \( G \times_p X \to X \) denoted by \( (\gamma, x) \mapsto \gamma.x \) with the requirements \( p(\gamma.x) = t(\gamma), \gamma.(\gamma'.x) = (\gamma \gamma').x \) and \( u.x = x \) if \( u = p(x) \).

**Semi-direct product.** If a groupoid \( G \) acts on a space \( X \), we may form the semi-direct product groupoid \( X \rtimes G \):

- as a set \( X \rtimes G = X \times \Gamma G = \{ (x, \gamma) \in X \times G ; t(\gamma) = x \} \);
- \( (X \rtimes G)^{(0)} = X \); we have \( t(x, \gamma) = x \) and \( s(x, \gamma) = \gamma^{-1}.x \);
- the elements \( (x, \gamma) \) and \( (y, \gamma') \) are composable if \( x = \gamma y \); the composition is then \( (x, \gamma)(y, \gamma') = (x, \gamma \gamma') \).

When \( p \) is a submersion, \( X \rtimes G \) is a Lie groupoid: it is the closed subgroupoid \( \{ (x, \gamma, y) \in G^p ; x = \gamma.y \} \) of \( G^p \).
**Actions on groupoids.** This construction can be generalized: If \( X \xrightarrow{t_X} X^{(0)} \) is a groupoid, we say that the action is by groupoid automorphisms (cf. [13]) if \( G \) acts on \( X^{(0)} \) through a map \( p_0 : X^{(0)} \to G^{(0)} \), we have \( p = p_0 \circ t_X = p_0 \circ s_X \) and \( \gamma.(xy) = (\gamma.x)(\gamma.y) \). There is a semi-direct product construction in this generalized setting.

**Deformation to the normal cone.** The adiabatic deformation of a Lie groupoid \( G \) with Lie algebroid \( \mathfrak{g} \) was defined by Alain Connes in the particular case of the pair groupoid (cf. [17]) and generalized by various authors ([24, 31, 32]...). This is based to the notion of deformation to the normal cone that we briefly recall (see also [15, 21]...).

Let \( X \) be a submanifold of a manifold \( Y \). Denote by \( N^X_Y \) the total space of the normal bundle to \( X \) in \( Y \). There is a natural way to put a manifold structure to \( Y \times \mathbb{R}^* \cup N^X_Y \times \{0\} \); denote this manifold by \( DNC(Y, X) \).

The map \( p : DNC(Y, X) \to \mathbb{R} \) defined by \( p(y, t) = t \) for \( (y, t) \in Y \times \mathbb{R}^* \) and \( p(\xi, 0) = 0 \) for \( \xi \in N^X_Y \) is a smooth submersion. For \( J \subset \mathbb{R} \), we put \( DNC_J(Y, X) = p^{-1}(J) \).

This construction is functorial: Given a commutative diagram of smooth maps

\[
\begin{array}{ccc}
X' & \xrightarrow{f_X} & Y' \\
\downarrow & & \downarrow \\
X & \xrightarrow{f_Y} & Y
\end{array}
\]

where the horizontal arrows are inclusions of submanifolds, we naturally obtain a smooth map \( DNC(f) : DNC(Y, X) \to DNC(Y', X') \). If \( f_Y \) is a submersion and \( X = X' \times_Y Y \) then \( DNC(f) \) is a submersion.

**Double deformations to the normal cone** Let \( Z \) be a smooth manifold, \( Y \) a (locally) closed submanifold of \( Z \) and \( X \) a (locally) closed submanifold of \( Y \). Then \( DNC(Y, X) \) is a (locally) closed submanifold of \( DNC(Z, X) \).

Put then

\( DNC^2(Z, Y, X) = DNC(DNC(Z, X), DNC(Y, X)) \)

We have a submersion \( p_2 : DNC^2(Z, Y, X) \to \mathbb{R}^2 \). For every subset \( L \) of \( \mathbb{R}^2 \), we put

\( DNC^2_2(Z, Y, X) = p_2^{-1}(L) \)

By definition of the deformation to the normal cone \( DNC^2_{\mathbb{R}_x \times \mathbb{R}^*}(Z, Y, X) = DNC(Z, X) \times \mathbb{R}^* \).

By functoriality of the \( DNC \) construction, \( DNC^2_{\mathbb{R}_x \times \mathbb{R}^*}(Z, Y, X) = DNC(Z \times \mathbb{R}^*, Y \times \mathbb{R}^*) \simeq DNC(Z, Y) \times \mathbb{R}^* \).

**Deformation groupoids, adiabatic groupoids.** From naturality, it follows that if \( Y \) is a Lie groupoid and \( X \) is a Lie subgroupoid of \( Y \), then \( DNC(Y, X) \) is naturally endowed with a Lie groupoid structure - with objects \( DNC(Y^{(0)}, X^{(0)}) \), and target and source maps \( DNC(t) \) and \( DNC(s) \). Of course, if in the above diagram all the maps are groupoid morphisms, then \( DNC(f) \) is a morphism of groupoids too.
The adiabatic groupoid of a Lie groupoid $G$ is just $G_{ad} = DNC_{[0,1]}(G, G^{(0)}) = \mathcal{G} \times \{0\} \cup G \times (0, 1)$ (with base manifold $G^{(0)} \times [0,1]$). Note that the normal bundle $N^G_{G^{(0)}}$ is, by definition, the Lie algebroid $\mathcal{G}$ of $G$.

It follows that, $Z$ is a Lie groupoid, $Y$ is a Lie subgroupoid of $Z$ and $X$ a Lie subgroupoid of $Y$, then $DNC^2(Z, Y, X)$ is a Lie groupoid.

### 5.2.2 The Baum-Connes map of a Lie groupoid via deformation groupoids

Let $G$ be a Lie groupoid and let $M$ be a smooth manifold on which $G$ acts via a smooth onto submersion $p : M \to G^{(0)}$. We will not assume that $p$ is $K$ oriented but rather consider the total space of $(\ker dp)^*$. Note that, if $M$ is a classifying space for proper actions of $G$, then $(\ker dp)^* \to G^{(0)}$ is also a classifying space of proper actions, and it moreover carries a canonical $K$-orientation. So we can replace $M$ with $(\ker dp)^*$.

Put then $\Gamma_\rho = DNC(G^\rho_\rho, M \times G)$. As $p$ is supposed to be a surjective submersion, the groupoid $G^\rho_\rho$ is Morita equivalent to $G$. There is a canonical Morita equivalence bimodule $E$ of the $C^*$-algebras $C^*(G^\rho_\rho)$ and $C^*(G)$.

We have an exact sequence of $C^*$-algebras:

$$0 \to C^*(G^\rho_\rho \times (0,1]) \to C^*((\Gamma_\rho)_{[0,1]}) \xrightarrow{ev_1} C^*(\ker dp) \rtimes G \to 0.$$

Note that $C^*(G^\rho_\rho \times (0,1])$ is contractible. It follows that $ev_0$ is invertible in $E$-theory.

We may then observe the diagram:

$$
\begin{array}{ccc}
C_0((\ker dp)^*) \rtimes G & \xleftarrow{ev_0} & C^*((\Gamma_\rho)_{[0,1]}) \\
& \downarrow{ev_1} & \downarrow{ev_1} \\
& C^*(G^\rho_\rho) & \xrightarrow{\mathcal{E}} & C^*(G)
\end{array}
$$

We thus obtain an element $\mu_M = [ev_0]^{-1} \otimes [ev_1] \otimes [\mathcal{E}] \in E(C_0((\ker dp)^*) \rtimes G, C^*(G))$. Note that this $E$-theory coincides with $KK$-theory if the action of $G$ on $M$ is assumed to be amenable - and in particular, if it is proper.

If $M$ is the classifying space for proper algebras, the morphism on $K$-groups defined by $\mu_M$ is the Baum-Connes map.

### 5.2.3 A double deformation construction

Let now $G_0$ and $G_1$ be two Lie groupoids and let $\pi : G_0 \to G_1$ be a groupoid morphism which is a smooth submersion whose restriction $\pi^{(0)} : G_0 \to G_1$ is the inclusion of an open subset. Let $M_i$ be manifolds with actions of $G_i$. We assume that the maps $p_i : M_i \to G_i^{(0)}$ defining these actions are smooth submersions. Let also $q : M_0 \to M_1$ be a smooth submersion which is equivariant, i.e. $q(\gamma.x) = \pi(\gamma)q(x)$ for every $(x, \gamma) \in M_0 \times_s G_0$. In other words, we assume that we have a morphism of semi-direct products $\hat{\pi} : M_0 \rtimes G_0 \to M_1 \rtimes G_1$ defined by $\hat{\pi}(x, \gamma) = (q(x), \pi(\gamma))$.

The groupoid $G_0$ acts on the open subspace $M'_1 = q(M_0)$ of $M_1$ through the morphism $\pi$: just put $\gamma.q(x) = q(\gamma.x) = \pi(\gamma).q(x)$ for $x \in M_0$ and $\gamma \in G_0$ with $s(x) = p_0(x) = p_1(q(x))$.

We have inclusions of groupoids $M_0 \rtimes G_0 \subset (M'_1 \times G_0)^q \subset (G_0)^{p_0}$. Indeed, $M_0 \rtimes G_0 = \{(x, \gamma, y) \in (G_0)^{p_0}; \ x = \gamma.y\}$ and $(M'_1 \times G_0)^q = \{(x, \gamma, y) \in (G_0)^{p_0}; \ q(x) = q(\gamma.y)\}$.  
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Let then $\mathcal{H}_0$ be the double deformation Lie groupoid:

$$
\mathcal{H}_0 = DNC^2((G_0)_{p_0}^p, (M'_1 \times G_0)^q_0, M_0 \times G_0).
$$

The groupoid $\mathcal{H}_0$ is a family of groupoids indexed by $\mathbb{R}^2$. For every locally closed subset $L$ of $\mathbb{R}^2$, we may form the locally compact groupoid $(\mathcal{H}_0)_L$.

Let $q': M_0 \bigsqcup M_1 \to M_1$ be the map which coincides with $q$ on $M_0$ and the identity on $M_1$ and $p': M_0 \bigsqcup M_1 \to G_1^{(0)}$, $p' = p_1 \circ q'$. Define the groupoid

$$
\mathcal{H}_1 = DNC((G_1)_{p'}^p \times \mathbb{R}^*, (M_1 \times G_1)^{q'}_q \times \mathbb{R}^*) \simeq DNC((G_1)_{p'}^p, (M_1 \times G_1)^{q'}_q) \times \mathbb{R}^*
$$

(with objects $(M_0 \bigsqcup M_1) \times \mathbb{R}^* \times \mathbb{R}$).

For every locally closed subset $Y \subset \mathbb{R}^* \times \mathbb{R}$ we denote by $(\mathcal{H}_1)_Y$ the restriction of $\mathcal{H}_1$ to its saturated subset $(M_0 \bigsqcup M_1) \times Y$.

### 5.2.4 A longitudinally smooth groupoid

Note that $(M'_1 \times G_0)^q = \{(x, \gamma, y) \in (G_0)^p_0; q(x) = \pi(\gamma)q(y)\}$. In other words, $(M'_1 \times G_0)^q_0$ is the fibered product $(G_0)^p_0 \times (G_1)_{p_0}^p_0 (M_1 \times G_1)^{q}_q$.

We therefore have a commutative diagram:

$$
\begin{array}{ccc}
(M'_1 \times G_0)^q_0 & \to & (G_0)^p_0 \\
\downarrow & & \downarrow \\
(M_1 \times G_1)^{q'}_q & \to & (G_1)^p_0
\end{array}
$$

which gives rise to a morphism

$$
DNC((G_0)^p_0, (M'_1 \times G_0)^q_0) \to DNC((G_1)^p_0, (M_1 \times G_1)^{q'}_q)
$$

which is a groupoid morphism, a submersion and the identity at the level of objects $(M_0 \times \mathbb{R})$. We thus obtain a a morphism of groupoids

$$
\pi : (\mathcal{H}_0)_{\mathbb{R}^* \times \mathbb{R}} \to \mathcal{H}_1
$$

which is a submersion. At the level of objects it is the inclusion $M_0 \times \mathbb{R}^* \times \mathbb{R} \to (M_0 \bigsqcup M_1) \times \mathbb{R}^* \times \mathbb{R}$.

Let $Z_0 = [0, 1] \times [0, 1/2]$, $Q = \{(u, v) \in \mathbb{R}^2; 0 \leq u \leq v \leq 1/2\}$ and $Z_1 = Z_0 \setminus Q = \{(u, v) \in Z_0; u > v\}$.

We may then construct a longitudinally smooth groupoid $\mathbb{H} = (\mathcal{H}_0)_Q \cup (\mathcal{H}_1)_{Z_1}$ with atlas formed by $(\mathcal{H}_0)_{Z_0}$ and $(\mathcal{H}_1)_{Z_1}$, using the morphism $\pi$ in order to map $(\mathcal{H}_0)_{Z_1}$ to $(\mathcal{H}_1)_{Z_1}$. We have $\mathbb{H}^{(0)} = M_0 \times Z_0 \bigsqcup M_1 \times Z_1$.

In the same way as above, for every locally closed subset $Y \subset Z_0$ we denote by $\mathbb{H}_Y$ the restriction of $\mathbb{H}$ to its saturated subset $M_0 \times Y \cup M_1 \times (Y \cap Z_1)$.

### Remarks 5.5.

a) It is worth noticing that the groupoid $\mathbb{H}$ only depends on $\pi : G_0 \to G_1$, the (proper) actions of $G_1$ on $M_1$ and the submersion $q$. Also, the restriction $\mathbb{H}^{(1/2)}_{[1/2] \times [0,1/2]}$ is nothing else than $(M_0 \times_{p_0} M_0) _{ad} \times G_0$ (restricted to $[0, 1/2]$). It does not depend on $G_1$, $M_1$, $q$.

b) Note that $\mathcal{H}_{0,0}$ is isomorphic to the direct sum of vector bundles $\ker dq \oplus q^* (\ker dp_1)$.
5.2.5 Baum-Connes map for a mapping cone

Set \( F_0 = [0, 1) \times \{0\} \cup \{0\} \times [0, 1/2] \).

Note that, since the action of \( G_i \) on \( M_i \) is proper, the groupoid \( \mathbb{H} F_0 = (\ker dp_0) \times G_0 \times [0, 1/2] \cup ((\ker dp_1) \times G_1)_{p_0}^{p_1} \times (0, 1) \) is amenable and we have a semi-split exact sequence

\[
0 \to C^*(\mathbb{H} Z_0 \setminus F_0) \longrightarrow C^*(\mathbb{H}) \longrightarrow C^*(\mathbb{H} F_0) \to 0.
\]

**Proposition 5.6.** The homomorphism \( \sigma_0 \) is invertible in \( KK \)-theory.

**Proof.** We have a semi-split exact sequence

\[
0 \to C^*(\mathbb{H} Z_1 \setminus F_0) \longrightarrow C^*(\mathbb{H} Z_0 \setminus F_0) \longrightarrow C^*(\mathbb{H} Q \setminus F_0) \to 0.
\]

Note that the groupoid \( \mathbb{H} \) is constant over the sets \( Z_1 \setminus F_0 \) and \( Q \setminus F_0 \):

- \( \mathbb{H}_{(u,v)} = (G_1)^{p_1 \cdot q_0 q'}_{p_0 \cdot q_0 q'} \) for \( (u, v) \in Z_1 \setminus F_0 \)
- \( \mathbb{H}_{(u,v)} = (G_0)^{p_0 q} \) for \( (u, v) \in Q \setminus F_0 \).

The sets \( Z_1 \setminus F_0 = \{(u, v): 0 < v < u < 1 \text{ and } v \leq 1/2\} \) and \( Q \setminus F_0 = \{(u, v): 0 < u \leq v \leq 1/2\} \) are contractible (more precisely, their one point compactification contracts to this point) and it follows that the \( C^* \)-algebras \( C^*(\mathbb{H} Z_1 \setminus F_0) \) and \( C^*(\mathbb{H} Q \setminus F_0) \) are contractible. It follows that \( C^*(\mathbb{H} Z_0 \setminus F_0) \) is \( K \)-contractible (it is actually contractible). We deduce that \( [\sigma_0] \) is a \( KK \)-equivalence.

Set also \( F_1 = (1/2) \times [1/2, 1) \). One sees that \( \mathbb{H} F_1 \) is isomorphic to the groupoid \( C_\pi = G_0 \times \{0\} \cup G_1 \times (0, 1) \) pulled back by \( q'' : M_0 \times [0, 1) \coprod M_1 \times (0, 1) \to G_1^{(0)} \times (0, 1) \) (recall that \( G_1^{(0)} \) is an open subset of \( G_1^{(1)} \)).

**Corollary 5.7.** The algebra \( \mathcal{C}^*(\mathbb{H} F_1) \) is canonically Morita equivalent to the mapping cone of \( h_{C^*} : C^*(G_0) \to C^*(G_1) \).

Denote by \( \mathcal{E} \) the Morita \( \mathcal{C}^*(\mathbb{H} F_1), \mathcal{C}^*(G_0) \) bimodule and \([\mathcal{E}]\) its \( KK \)-class. Let \([\sigma_1] : \mathcal{C}^*(\mathbb{H}) \to \mathcal{C}^*(\mathbb{H} F_1)\) be the evaluation.

**Definition 5.8.** Assume further that the manifolds \( M_i \) are classifying spaces for the proper actions of \( G_i \). With the notation above, the topological \( K \)-theory of the groupoid \( C_\pi \) is \( K_\pi(\mathcal{C}^*(\mathbb{H} F_0)) \) and the Baum-Connes morphism is the composition \([\sigma_0]^{-1} \otimes [\sigma_1] \otimes [\mathcal{E}]\).

5.2.6 Justifying why this is a Baum-Connes map

Let us explain why this is a “good” definition.

First of all, for \( v \in [0, 1/2] \), the \( K \)-theory of the \( C^* \)-algebra \( \mathcal{C}^*(\mathbb{H}_{(0,v)}) = C^*(\ker p_0 \times G_0) = C_0((\ker p_0)^*) \times G_0 \) is the left hand side for \( G_0 \).

Also, for \( u \in (0, 1) \), the \( C^* \)-algebra \( \mathcal{C}^*(\mathbb{H}_{(u,0)}) = C^*((\ker p_1 \times G_1)_{p_0}^{p_1}) \) is Morita equivalent to \( C^*((\ker p_1 \times G_1)_{p_0}^{p_1}) \times G_1 \) whose \( K \)-theory is the left hand side for \( G_1 \).

We may then write a diagram:
We then construct the classifying groupoids groupoid morphism which is a submersion $G \rightarrow Y$ such that $k \rightarrow W$.

We further assume that we have submersions of manifolds $p : G \rightarrow M$. We are given a nicely decomposable foliation the foliation one.

5.3 Baum-Connes map for the telescopic algebra

universal proper algebra.

It may be interesting to look for a way to say that the $C^*$-algebra $M$ of the groupoid $\Omega_k$ is Hausdorff. We may say that an action of $G$ on an algebra $A$ is proper if its restriction to each $\Omega_k \setminus \Omega_{k-1}$ is proper.

In this generalized sense, the $\mathcal{C}_\pi$-algebra $C^*(\Lambda)$ is a proper $\mathcal{C}_\pi$-algebra. Its restriction to $Q \cap F_0$ is indeed a proper $G_0$ algebra and its restriction to $Z_1 \cap F_0$ is a proper $G_1 \times (0,1)$-algebra.

It may be interesting to look for a way to say that the $C^*(\mathcal{DNC}_{0,1}(M_0, (M_1)^{\sigma}_q))$ is somewhat a universal proper algebra.

5.3 Baum-Connes map for the telescopic algebra

Since a mapping telescope is a mapping cylinder which, in turn, is a mapping cone (cf. remark 3.4) we can just proceed and construct the left hand side for the telescopic algebra - and therefore for the foliation one.

We are given a nicely decomposable foliation $(M, \mathcal{F})$, a decomposition given by an increasing sequence $\Omega_k$ of saturated sets - we put $Y_k = \Omega_k \setminus \Omega_0$, a sequence of Lie groupoids $\mathcal{G}_k \rightarrow W_k \subset \Omega_k$ such that $Y_k \subset W_k$ and $W_k \cap \Omega_{k-1} \subset W_{k-1}$; we put $\mathcal{G}'_k = (\mathcal{G}_k)|_{W_k \cap \Omega_{k-1}}$ and assume that we have a groupoid morphism which is a submersion $\pi_k : \mathcal{G}'_k \rightarrow \mathcal{G}'_{k-1}$.

We further assume that we have submersions of manifolds $p_k : M_k \rightarrow W_k$ which are classifying spaces for proper actions of $\mathcal{G}_k$. For $k \geq 1$, the restriction $\tilde{p}_k : (\mathcal{G}_k)|_{W_k - \Omega_{k-1}}$ of $M_k$ is a classifying space for $\mathcal{G}'_k$ but we may need to modify it: we choose a classifying space given by a submersion $q'_k : M'_k \rightarrow \Omega_{k-1} \subset W_{k-1}$ in such a way that the maps $q_k : M'_k \rightarrow M_{k-1}$ and $\hat{q}_k : M'_k \rightarrow M_k$ are submersions.

We then construct the classifying groupoids

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & C^*(\mathbb{H}Z_1 \cap F_0) & \longrightarrow & C^*(\mathbb{H}F_0) & \longrightarrow & C^*(\mathbb{H}Q \cap F_0) & \longrightarrow & 0 \\
\sigma_{1,0} & & \sigma_0 & & \sigma_{0,0} & & \sigma_{0,1} & & \\
0 & \longrightarrow & C^*(\mathbb{H}Z_1) & \longrightarrow & C^*(\mathbb{H}) & \longrightarrow & C^*(\mathbb{H}Q) & \longrightarrow & 0 \\
\varepsilon_1 & & \varepsilon & & \varepsilon_0 & & & & \\
0 & \longrightarrow & C^*(G_1(0,1)) & \longrightarrow & C_{h_{C^*}} & \longrightarrow & C^*(G_0) & \longrightarrow & 0
\end{array}
\]

In this diagram all sequences are semi split, the morphisms $\sigma_0, \sigma_{i,0}$ are $KK$-equivalences and the compositions $[\sigma_{i,0}]^{-1} \otimes [\sigma_{i,1}] \otimes [\varepsilon_i]$ are indeed the Baum-Connes maps for $G_1 \times (0,1)$ and $G_0$.

It follows also that the class in $KK^1(C^*(\mathbb{H}Q \cap F_0), C^*(\mathbb{H}Z_1 \cap F_0))$ for the first sequence corresponds to the class of $[h_{C^*}] \in KK(C^*(G_0), C^*(G_1))$.

From the discussion in section 5.1.3 it follows that the $K$-theory of $C^*(\mathbb{H}F_0)$ and the morphism is indeed the right one, and that the composition $\sigma_0^{-1} \otimes [\sigma_{i,1}] \otimes [\varepsilon_i]$ is indeed a Baum-Connes map.

Remark 5.9. The groupoid $\mathbb{H}F_0$ is a semi-direct product $\Lambda \rtimes \mathcal{C}_\pi$, where $\Lambda$ is a groupoid obtained by gluing $\mathcal{DNC}_{0,1}(M_0, (\ker dp_1)^{\sigma}_q)$ with $\ker dp_0 \times [0,1/2]$.

One may give a generalized notion of proper algebras on a longitudinally smooth groupoid by saying that $G^{(0)}$ is an increasing union $\bigcup \Omega_k$ of saturated open subsets such that the restriction of $G$ to $\Omega_k \setminus \Omega_{k-1}$ is Hausdorff. We may say that an action of $G$ on an algebra $A$ is proper if its restriction to each $\Omega_k \setminus \Omega_{k-1}$ is proper.

In this generalized sense, the $\mathcal{C}_\pi$-algebra $C^*(\Lambda)$ is a proper $\mathcal{C}_\pi$-algebra. Its restriction to $Q \cap F_0$ is indeed a proper $G_0$ algebra and its restriction to $Z_1 \cap F_0$ is a proper $G_1 \times (0,1)$-algebra.

It may be interesting to look for a way to say that the $C^*(\mathcal{DNC}_{0,1}(M_0, (M_1)^{\sigma}_q))$ is somewhat a universal proper algebra.
• $\mathbb{H}_k$ associated to the morphism $\pi_k : G'_k \to G_{k-1}$ and the submersion $q_k : M'_k \to M_{k-1}$ of classifying spaces;

• $\hat{\mathbb{H}}_k$ associated to the morphism $j_k : G'_k \to G_k$ and the submersion $\hat{q}_k : M'_k \to M_k$ of classifying spaces.

We then glue the groupoids $\mathbb{H}_k$ and $\hat{\mathbb{H}}_k$ in their common part $(\mathbb{H}_k)_{1/2} \times [0,1/2] = (\hat{\mathbb{H}}_k)_{1/2} \times [0,1/2]$ (cf. remark 5.5) and obtain a groupoid $\hat{\mathbb{H}}_k$.

For a locally closed part $\mathcal{Y}$ of $Z_0 = [0,1] \times [0,1/2]$ we $(\hat{\mathbb{H}}_k)_{\mathcal{Y}} = (\mathbb{H}_k)_{\mathcal{Y}} \cup (\hat{\mathbb{H}}_k)_{\mathcal{Y}}$. Recall that $Q = \{(u,v): 0 \leq u \leq v \leq 1/2\}$ and $Z_1 = Z_0 \setminus Q$.

We define diffeomorphisms $\vartheta_k : Z_1 \to [0,1] \times (k-1,k)$ by setting $\vartheta(u,v) = (2v, k - \frac{u-v}{1-v})$ and $\hat{\vartheta}_k : Z_1 \to [0,1] \times (k,k+1)$ by setting $\vartheta(u,v) = (2v, k + \frac{u-v}{1-v})$.

Thanks to this diffeomorphism, we obtain identifications of

- $\Theta_k : (\mathbb{H}_k)_{Z_1} \xrightarrow{\sim} \left( DNC((G_k)_{k-1}^{p_{k-1}}, M_{k-1} \times G_{k-1})_{[0,1]} \right)_{q_k} \times (k-1,k)$ where $q_k : M_{k-1} \coprod M'_k \to M_{k-1}$ is the identity on $M_{k-1}$ and $q_k$ on $M'_k$;

- $\hat{\Theta}_k : (\hat{\mathbb{H}}_k)_{Z_1} \xrightarrow{\sim} \left( DNC((\hat{G}_k)_{p_k}, M_k \times G_k)_{[0,1]} \right)_{\hat{q}_k} \times (k,k+1)$ where $\hat{q}_k : M_k \coprod M'_{k} \to M_k$ is the identity on $M_k$ and $\hat{q}_k$ on $M'_k$.

Define $q_k'' : M_k \coprod M'_k \coprod M''_{k+1} \to M_k$ to be the map coinciding with the identity over $M_k$, $\hat{q}_k$ on $M'_k$ and $q_{k+1}$ on $M''_{k+1}$ - with the convention $M''_0 = \emptyset$ and, if $n \neq +\infty$, $M''_{n+1} = \emptyset$.

**Definition 5.10.** We define the adiabatic telescopic groupoid $\mathbb{G}$ to be the union $\bigcup_{k=1}^{n} (\hat{\mathbb{H}}_k)_{Q} \times \{k\}$ with $\bigcup_{k=0}^{n} \left( DNC((\hat{G}_k)_{p_k}, M_k \times G_k)_{[0,1]} \right)_{q_k''} \times (k,k+1)$. The gluing is obtained by mapping $\mathbb{H}_k \to \mathbb{G}$:

- we map $(\hat{\mathbb{H}}_k)_{Q}$ to $\mathbb{G}$ by the map $\gamma \mapsto (\gamma,k) \in \mathbb{G}$

- Using $\Theta_{k+1}$ we map $(\mathbb{H}_{k+1})_{Z_1}$ to $\bigcup_{k=0}^{n} \left( DNC((G_k)_{p_k}, M_k \times G_k)_{[0,1]} \right)_{q_k} \times (k,k+1)$ which is a subset of $\bigcup_{k=0}^{n} \left( DNC((\hat{G}_k)_{p_k}, M_k \times G_k)_{[0,1]} \right)_{\hat{q}_k''} \times (k,k+1) \subset \mathbb{G}$;

- Using $\hat{\Theta}_k$ we map $(\hat{\mathbb{H}}_k)_{Z_1}$ to $((M_k \times_{p_k} M_k)_{\text{ad}} \times \hat{G}_k)_{\hat{q}_k''} \times (k,k+1)$ which is a subset of $((M_k \times_{p_k} M_k)_{\text{ad}} \times G_k)_{q_k''} \times (k,k+1) \subset \mathbb{G}$.

We define the obvious map $\chi : \mathbb{G}^{(0)} \to (0,n+1)$ (using the convention $+\infty + 1 = +\infty$ of course). Thanks to $\chi$, the (full) $C^*$-algebra $C^*(\mathbb{G})$ is a $C_0(0,n+1)$ algebra (with the convention $+\infty + 1 = +\infty$).
Define a map \( \xi : Z \to [0, 1] \) by setting \( \xi(u, v) = 2 \min(u, v) \) and let \( \xi : \mathcal{G}^{(0)} \to [0, 1] \) be defined as the composition \( \mathcal{G}^{(0)} \to Q \xrightarrow{\xi} [0, 1] \) on \( (\overline{E}_k)Q \times \{k\} \) and letting \( \xi \) to be the parameter in the adiabatic deformation \( (M_k \times_{p_k} M_k)_{ad} \) on \( \bigcup_{k=0}^{n} ((M_k \times_{p_k} M_k)_{ad} \rtimes \mathcal{G}_k)_{q_k} \rtimes (k, k + 1) \).

We define then the subgroupoids \( \mathcal{G}_0 \) and \( \mathcal{G}_1 \) of \( \mathcal{G} \), restrictions of \( \mathcal{G} \) to the closed saturated set \( \xi^{-1}([i]) \).

We then have:

**Proposition 5.11.**

a) The algebra \( C^*(\mathcal{G}_0) \) is nuclear.

b) The kernel of the evaluation \( \rho_0 : C^*(\mathcal{G}) \to C^*(\mathcal{G}_0) \) is \( K \)-contractible.

c) The algebra \( C^*(\mathcal{G}_1) \) is Morita equivalent to the telescopic algebra

**Proof.**

a) In fact \( C^*(\mathcal{G}_0) \) sits in an exact sequence

\[
0 \to \bigoplus_{k=0}^{n} C^*((\ker p_k)^* \rtimes \mathcal{G}_k)_{q_k}^\prime \times (0, 1)) \to C^*(\mathcal{G}_0) \to \bigoplus_{k=1}^{n} C^*((\ker p_k)^* \rtimes \mathcal{G}_k^\prime \times [0, 1]) \to 0
\]

and the Lie groupoids \( (\ker p_k)^* \rtimes \mathcal{G}_k)_{q_k}^\prime \) and \( (\ker p_k)^* \rtimes \mathcal{G}_k^\prime \) are proper. It follows that \( C^*(\mathcal{G}_0) \) is in fact a type \( I \) algebra.

b) We have a semi-split exact sequence

\[
0 \to C_0((0, 1] \times (0, 1)) \otimes B \to \ker \rho_0 \to C_0(Q \setminus F_0) \otimes B' \to 0 \to 0
\]

where \( B = \bigoplus_{k=0}^{n} C^*((M_k \times_{p_k} M_k) \rtimes \mathcal{G}_k)_{q_k}^\prime \) and \( B' = \bigoplus_{k=1}^{n} C^*((M_k^\prime \times_{p_k} M_k^\prime) \rtimes \mathcal{G}_k^\prime) \). The algebras \( C_0((0, 1] \times (0, 1)) \) and \( C_0(Q \setminus F_0) \) are contractible.

c) Actually the groupoid \( \mathcal{G}_1 \) is Morita equivalent to the telescopic groupoid. \( \square \)

**Definition 5.12.** Let \( (M, \mathcal{F}) \) be a nicely decomposable foliation. Assume that the classifying spaces of all the groupoids \( \mathcal{G}_k \to W_k \) involved in this decomposition are manifolds. With the above construction:

- we define the left hand side, i.e. the topological \( K \)-theory (of this decomposition) to be the \( K \)-theory of \( C^*(\mathcal{G}_0) \);
- we define the Baum-Connes map for the telescope to be the composition \( [\rho_0]^{-1} \otimes [\rho_1] \otimes [\mathbb{E}] \);
- we define the Baum-Connes map for \( (M, \mathcal{F}) \) to be the Baum-Connes map for the telescope composed with the isomorphism \( K_*(\mathcal{T}) \to K_{*+1}(C^*(M, \mathcal{F})) \).

Let \( \rho_1 : C^*(\mathcal{G}) \to C^*(\mathcal{G}_1) \) be evaluation. The kernel of \( \rho_1 \) is a \( C_0(0, n + 1) \) algebra. It follows from the inductive limit construction that if \( (\ker \rho_1)_{(k,k+1)} \) and \( (\ker \rho_1)_k \) are \( E \)-contractible for all \( k \), then so is \( \ker \rho_1 \). We thus obtain:

**Theorem 5.13.** Let \( (M, \mathcal{F}) \) be a nicely decomposable foliation such that the classifying spaces of all the groupoids \( \mathcal{G}_k \to W_k \) involved in this decomposition are manifolds. if the full Baum-Connes conjecture holds for all of them, then the full Baum-Connes map of definition 5.12 is an isomorphism.
Corollary 5.14. Let \((M, \mathcal{F})\) be a nicely decomposable foliation. If all the groupoids \(G_k \rightrightarrows W_k\) involved in this decomposition are amenable and their classifying spaces are manifolds, then the Baum-Connes map is an isomorphism.

6 Two examples of foliations of singularity height one given by linear actions

In this section we compute the \(K\)-theory for two simple examples of foliations of singularity height one.

6.1 The \(SO(3)\)-action

In this section we consider the foliation \((\mathbb{R}^3, \mathcal{F})\) defined by the action of \(SO(3)\) on \(\mathbb{R}^3\) (cf. example \[\ldots\]).

6.1.1 Holonomy groupoid and exact sequences

As discussed in \[\ldots\], \(H(\mathcal{F}) = SO(3) \times \{0\} \coprod \mathbb{R}_+^* \times S^2 \times S^2\) and \(\mathcal{F}\) is nicely decomposable, in the sense of definition \[\ldots\] with \(\Omega_0 = \mathbb{R}^3 \setminus \{0\}\) and \(G_1 = \mathbb{R}^3 \rtimes SO(3)\).

Note that \(SO(3)\) is compact and therefore amenable, so the reduced and full crossed product \(C^*\)-algebras coincide. The (full and reduced) \(C^*\)-algebra of \(G_0\) is the crossed product \(C^*_0(\mathbb{R}_+^* \rtimes SO(3))\).

Writing \(\mathbb{R}^3 \setminus \{0\} = \mathbb{R}_+^* \times S^2\), we find that \(C^*(G|_{\Omega_0}) = C^*_0(\mathbb{R}_+^*) \otimes (C(S^2) \rtimes SO(3))\) and \(C^*(M, \mathcal{F})|_{\Omega_0} = C^*_0(\mathbb{R}_+^*) \otimes K(L^2(S^2))\).

Now figure \[\ldots\] reads:

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & C^*_0(\mathbb{R}_+^*) \otimes (C(S^2) \rtimes SO(3)) & \longrightarrow & C^*_0(\mathbb{R}^3) \times SO(3) & \longrightarrow & C^*(SO(3)) & \longrightarrow & 0 \\
\quad \downarrow \hat{\eta} & & \downarrow \pi & & & & & & \\
0 & \longrightarrow & C^*_0(\mathbb{R}_+^*) \otimes K(L^2(S^2)) & \longrightarrow & C^*(\mathbb{R}^3, \mathcal{F}) & \longrightarrow & C^*(SO(3)) & \longrightarrow & 0
\end{array}
\]

\((ES4)\) \hspace{1cm} \((ES5)\)

Figure 4: Exact sequences for the \(SO(3)\) action.

Here \(\hat{\eta} = \text{id}_{C^*_0(\mathbb{R}_+^*)} \otimes q\) where \(q : C(S^2) \rtimes SO(3) \rightarrow K(L^2(S^2))\) is obtained by integration along the fibers of the groupoid morphism \((t, s) : S^2 \rtimes SO(3) \rightarrow S^2 \times S^2\).

6.1.2 Calculation of \(K\)-theory with mapping cones

To describe the foliation \(C^*\)-algebra we give an interpretation of diagram \[\ldots\] using mapping cones.

Denote by \(\rho : C^*(SO(3)) \rightarrow K(L^2(S^2))\) the natural representation of \(SO(3)\) on \(L^2(S^2)\). We thus have a diagram
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\[ \begin{array}{ccc}
C^*(SO(3)) & \xrightarrow{j} & C(S^2) \rtimes SO(3) \\
& \xrightarrow{\rho} & K(L^2(S^2)) \end{array} \]

Figure 5: Mapping cones for the \(SO(3)\) action.

where \(j : C^*(SO(3)) \to C(S^2) \rtimes SO(3)\) is the morphism induced by the unital inclusion \(\mathbb{C} \to C(S^2)\). Identify \(C_0(\mathbb{R}^3)\) with the mapping cone of \(\mathbb{C} \to C(S^2)\). Taking crossed products by the action of \(SO(3)\) and using the diagram in figure 4 we find:

- The crossed product \(C^\ast\)-algebra \([C_0(\mathbb{R}^3) \rtimes SO(3)]\) in extension (EC5) is the mapping cone \(C_p\), where \(p\) is the map \(j : C^*(SO(3)) \to C(S^2) \rtimes SO(3)\)
- The foliation \(C^\ast\)-algebra \(C^\ast(\mathcal{F})\) in extension (EC6) is the mapping cone \(C_p\).

To describe \(C^\ast(\mathcal{F})\) it suffices to describe the representation \(\rho : C^*(SO(3)) \to K(L^2(S^2))\).

It follows from the Peter-Weyl theorem \(C^*(SO(3)) = \bigoplus_{m \in \mathbb{N}} M_{2m+1}(\mathbb{C})\) and \(K_0(C^*(SO(3))) = \mathbb{Z}^{(\mathbb{N})}\) (and \(K_1(C^*(SO(3))) = \{0\}\)).

In order to compute the map \(\rho_* : K_0(C^*(SO(3))) \to \mathbb{Z}\), we have to understand how many times the representation \(\sigma_m\) (of dimension \(2m+1\)) appears in \(\rho\), i.e. count the dimension of \(\text{Hom}_{SO(3)}(\sigma_m, \rho)\).

Since \(S^2 = SO(3)/S^1\), the representation \(\rho\) is the representation \(\text{Ind}_{S^1}^{SO(3)}(\varepsilon)\) induced by the trivial representation \(\varepsilon\) of \(S^1\). Using the Frobenius reciprocity theorem we know \(\dim(\text{Hom}_{SO(3)}(\sigma_m, \rho)) = \dim(\text{Hom}_{S^1}(\sigma_m, \varepsilon)) = 1\).

It follows that the map \(\rho_* : K_0(C^*(SO(3))) \to \mathbb{Z}\) is the map which maps each generator \([\sigma_m]\) of \(K_0(C^*(SO(3)))\) to \(1\).

We immediately deduce:

**Proposition 6.1.** We have \(K_0(C^\ast(\mathcal{F})) = \ker \rho_* \cong \mathbb{Z}^{(\mathbb{N})}\) and \(K_1(C^\ast(\mathcal{F})) = 0\). \(\Box\)

**Remark 6.2.** In the same way, one may easily compute \(j_* : K_0(C^*(SO(3))) \to K_0(C(S^2) \rtimes C^*(SO(3)))\) and \(j_* : K_1(C_0(\mathbb{R}^3) \rtimes SO(3))\). In fact, this is a really classical result that we recall briefly here: The algebra \(C(S^2) \rtimes C^*(SO(3))\) is Morita equivalent to \(C^*(S^1)\) and the morphism \(j_* : K_0(C^*(SO(3))) \to K_0(C^*(S^1))\) is the restriction morphism \(R(SO(3)) \to R(S^1)\) where \(R(G) = K_0(C^\ast(G))\) is the representation ring of a compact group \(G\) (see [33, 25]).

It follows that \(j_*([\sigma_m]) = \sum_{k = -m}^{m} [\chi_k]\) where the \((\chi_k)_{k \in \mathbb{Z}}\) are the characters of \(S^1\). The morphism \(j_*\) is therefore (split) injective, and we find \(K_0(C_0(\mathbb{R}^3) \rtimes SO(3)) = 0\) and \(K_1(C_0(\mathbb{R}^3) \rtimes SO(3)) \cong \mathbb{Z}^{(\mathbb{N})}\).

### 6.2 The \(SL(2, \mathbb{R})\)-action

We consider the foliation on \(\mathbb{R}^2\) induced by the action of \(SL(2, \mathbb{R})\). Recall the following:

a) \(SL(2, \mathbb{R})\) is not compact and not amenable, but it was shown by Kasparov in [27] to be \(KK\)-amenable.
b) Its maximal compact is $S^1$.

c) The action of $SL(2, \mathbb{R})$ on $\mathbb{R}^2 \setminus \{0\}$ is transitive and the stabilizer of the point $(1, 0)$ is the set of matrices of the form \[
\begin{pmatrix}
1 & t \\
0 & 1
\end{pmatrix}.
\]
Whence the action groupoid $(\mathbb{R}^2 \setminus \{0\}) \rtimes SL(2, \mathbb{R})$ is Morita equivalent to the group $\mathbb{R}$. So the crossed product $C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes SL(2, \mathbb{R})$ is Morita equivalent to the group $C^*$-algebra $C^*(\mathbb{R})$.

d) It follows as above from Lemma 1.3 (see also [3, Ex. 3.7]) that the associated holonomy groupoid is $H(\mathcal{F}) = (\mathbb{R}^2 \setminus \{0\} \times \mathbb{R}^2 \setminus \{0\}) \cup \{0\} \times SL(2, \mathbb{R})$.

It follows that this foliation is nicely decomposable of singularity height 1 with $\mathcal{G} = \mathcal{G}_0 = \mathbb{R}^2 \rtimes SL(2, \mathbb{R})$ (see remark 1.6). Here the diagram of figure 1 reads:

\[
\begin{array}{cccccccc}
0 & \rightarrow & C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes SL(2, \mathbb{R}) & \xrightarrow{\pi_1} & C_0(\mathbb{R}^2) \rtimes SL(2, \mathbb{R}) & \rightarrow & C^*(SL(2, \mathbb{R})) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & \mathcal{K}(L^2(\mathbb{R}^2 \setminus \{0\})) & \rightarrow & C^*(\mathcal{F}) & \rightarrow & C^*(SL(2, \mathbb{R})) & \rightarrow & 0
\end{array}
\]

Figure 6: Exact sequences for the $SL(2, \mathbb{R})$ action.

Recall that the $C^*$-algebras involved are full $C^*$-algebras.

### 6.2.1 Direct Calculation of $K$-theory

The short exact sequence

\[
0 \rightarrow \mathcal{K}(L^2(\mathbb{R}^2 \setminus \{0\})) \rightarrow C^*(\mathcal{F}) \rightarrow C^*(SL(2, \mathbb{R})) \rightarrow 0
\]

gives the 6-terms exact sequence:

\[
\begin{array}{cccccccc}
K_0(\mathcal{K}(L^2(\mathbb{R}^2 \setminus \{0\}))) & \rightarrow & K_0(C^*(\mathcal{F})) & \rightarrow & K_0(C^*(SL(2, \mathbb{R}))) & \rightarrow & 0 \\
\downarrow & & & & & & \\
K_1(C^*(SL(2, \mathbb{R}))) & \rightarrow & K_1(C^*(\mathcal{F})) & \rightarrow & K_1(\mathcal{K}(L^2(\mathbb{R}^2 \setminus \{0\}))) & \rightarrow & 0
\end{array}
\]

We have $K_0(\mathcal{K}(L^2(\mathbb{R}^2 \setminus \{0\}))) = \mathbb{Z}$ and $K_1(\mathcal{K}(L^2(\mathbb{R}^2 \setminus \{0\}))) = 0$. On the other hand, using the Connes-Kasparov conjecture proved in [27, 43], we have $K_1(C^*(SL(2, \mathbb{R}))) = 0$. We conclude that

\[
K_1(C^*(\mathbb{R}^2, \mathcal{F})) = 0 \quad \text{and} \quad K_0(C^*(\mathbb{R}^2, \mathcal{F})) = \mathbb{Z} \oplus K_0(C^*(SL(2, \mathbb{R}))) = \mathbb{Z} \oplus \mathbb{Z}^2
\]

### 6.2.2 Calculation of $K$-theory with mapping cones

Although the above construction is quite direct, it may be worth examining a construction following the general procedure of section 2.1 (Prop. 2.1):

To apply the mapping cones approach we gave in section 2.1 we need the following result which follows from Kasparov [27, 28].
Proposition 6.3. Let $\text{SL}(2, \mathbb{R})$ act on a $C^*$-algebra $A$ by automorphisms. The algebras $A \rtimes \text{SL}(2, \mathbb{R})$ and $A \rtimes S^1$ are $KK$-equivalent.

Proof. The Lie group $S^1$ is a maximal compact subgroup of $\text{SL}(2, \mathbb{R})$. Note also that $\text{SL}(2, \mathbb{R})/S^1$ is the Poincaré half plane and therefore admits a complex structure, hence an $\text{SL}(2, \mathbb{R})$-invariant spin$^c$ structure. The result follows from [27].

It follows in fact from [27] that the exact sequences

$$0 \to C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes \text{SL}(2, \mathbb{R}) \to C_0(\mathbb{R}^2) \rtimes \text{SL}(2, \mathbb{R}) \to C^*(\text{SL}(2, \mathbb{R})) \to 0$$

and

$$0 \to C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes S^1 \to C_0(\mathbb{R}^2) \rtimes S^1 \to C^*(S^1) \to 0$$

are $KK$-equivalent. Note that

- $K_0(C^*(\text{SL}(2, \mathbb{R}))) = K_0(C^*(S^1)) = \mathbb{Z}$, and $K_1 = 0$.
- since $S^1$ acts freely on $\mathbb{R}^2 \setminus \{0\}$, with quotient $\mathbb{R}^+$, it follows that $C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes S^1$ is Morita equivalent to $C_0(\mathbb{R}^+) \rtimes S^1$ by [27]; also since $\text{SL}(2, \mathbb{R})$ acts transitively on $\mathbb{R}^2 \setminus \{0\}$ with stabilizers isomorphic to $\mathbb{R}$, it follows that $C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes \text{SL}(2, \mathbb{R})$ is Morita equivalent to $C^*(\mathbb{R})$. It follows that $K_1(C(\mathbb{R}^2 \setminus \{0\}) \rtimes S^1) = K_1(C(\mathbb{R}^2 \setminus \{0\}) \times S^1) = \mathbb{Z}$ and $K_0 = 0$.
- Using the complex structure of $\mathbb{R}^2$, we have a Bott isomorphism of $K_*(C_0(\mathbb{R}^2) \rtimes S^1)$ with $K_*(C^*(S^1))$. It follows that $K_0(C(\mathbb{R}^2) \rtimes \text{SL}(2, \mathbb{R})) = K_0(C(\mathbb{R}^2) \rtimes S^1) = \mathbb{Z}$, and $K_1 = 0$.

From this discussion, it follows that the morphism $\iota : C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes \text{SL}(2, \mathbb{R}) \to C_0(\mathbb{R}^2) \rtimes \text{SL}(2, \mathbb{R})$ induces the 0 map in $K$-theory, and so does the map $\pi : C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes \text{SL}(2, \mathbb{R}) \to K$.

Remark 6.4. Denoting by $(\chi_n)_{n \in \mathbb{N}}$ the characters of $S^1$, the image of $[\chi_n] \in K_*(C_0(\mathbb{R}^2) \rtimes S^1)$ by $C_0(\mathbb{R}^2) \rtimes S^1 \to C^*(S^1)$ (evaluation at 0) is $[\chi_n] - [\chi_{n+1}]$. This morphism is one to one and its image is the set of elements in $R(S^1)$ of dimension 0.

As the maps $\iota$ and $\pi$ induce the 0 map in $K$-theory, we find as above from Prop. 2.1.

Proposition 6.5. Let $\mathcal{F}$ be the foliation defined by the action of $\text{SL}(2, \mathbb{R})$ on $\mathbb{R}^2$. We have

$$K_0(\mathcal{F}) \cong K_0(C_0(\mathbb{R}^2) \rtimes \text{SL}^2(\mathbb{R})) \oplus K_0(\mathcal{K}) \oplus K_1(C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes \text{SL}^2(\mathbb{R})) \cong \mathbb{Z}^{(3)} \oplus \mathbb{Z} \oplus \mathbb{Z}$$

and $K_1(\mathcal{F}) = 0$.

Note that we have a split short exact sequence $0 \to K_0(C_0(\mathbb{R}^2) \rtimes \text{SL}^2(\mathbb{R})) \to K_1(C^*(\text{SL}^2(\mathbb{R}))) \to K_1(C_0(\mathbb{R}^2 \setminus \{0\}) \rtimes \text{SL}^2(\mathbb{R})) \to 0$, and thus the results of prop. 6.3 and the direct calculation (section 6.2.1) are coherent.

6.3 Generalizations

The examples introduced above can be extended to the action of $\text{SO}(n)$ or $\text{SL}(n, \mathbb{R})$ on $\mathbb{R}^n$. Let us discuss here a slightly more general situation which still gives singularity height one foliations.
6.3.1 Subgroups of $SO(n)$

Let $G$ be a connected closed subgroup of $SO(n)$. Assume that its action on $S^{n-1}$ is transitive, and let $H \subset G$ be the stabilizer of a point in $S^{n-1}$. Denote by $F$ the foliation of $\mathbb{R}^n$ associated with the action of $G$. Exactly as in the case of the action of $SO(3) \in \mathbb{R}^3$, we find that

- $H(F) = G \times \{0\} \coprod \mathbb{R}^*_+ \times S^{n-1} \times S^{n-1}$;
- $C^*(\mathbb{R}^n, F)$ is the mapping cone of the morphism $C^*(G) \to \mathcal{K}(S^{n-1})$.
- The map $R(G) \to \mathbb{Z}$ corresponding to this morphism associates to a (virtual) representation $\sigma$ the (virtual) dimension of its $H$ fixed points. It is onto, and therefore $K_0(C^*(\mathbb{R}^n, F)) = \mathbb{Z}^n$ and $K_1(C^*(\mathbb{R}^n, F)) = 0$.

6.3.2 Subgroups of $GL_n$

Let now $G$ be a closed connected subgroup of $GL(n, \mathbb{R})$. Assume that its action on $\mathbb{R}^n \setminus \{0\}$ is transitive, and let $H \subset G$ be the stabilizer of a nonzero point in $\mathbb{R}^n$.

As for the case of $SL(2, \mathbb{R})$ acting on $\mathbb{R}^2$, we have:

- The holonomy groupoid is $H(F) = (\mathbb{R}^n \setminus \{0\}) \times (\mathbb{R}^n \setminus \{0\}) \coprod G \times \{0\}$.
- We have an exact sequence of full $C^*$-algebras $0 \to \mathcal{K}(L^2(\mathbb{R}^n \setminus \{0\})) \to C^*(\mathbb{R}^n, F) \to C^*(G) \to 0$ and therefore an exact sequence:

$$0 \to K_1(C^*(\mathbb{R}^n, F)) \to K_1(C^*(G)) \xrightarrow{\partial} \mathbb{Z} \to K_0(C^*(\mathbb{R}^n, F)) \to K_0(C^*(G)) \to 0.$$  

In order to try and compute the connecting map $\partial$, we may use the diagram of figure 1. Note that the groupoid $(\mathbb{R}^n \setminus \{0\}) \times G$ is Morita equivalent to the group $H$. Following this diagram, the connecting map $\partial$ is the composition of the trivial representation of $H$ of with the connecting map $\partial': K_1(C^*(G)) \to K_0(C_0(\mathbb{R}^n \setminus \{0\}) \times G) \simeq K_0(C^*(H))$.

An example of this kind is of course $SL(n, \mathbb{C}) \subset SL(2n, \mathbb{R})$. The stabilizer group of a $z \in \mathbb{C}^n \setminus \{0\}$, say $z = (1, 0, \ldots, 0)$ is the group of matrices in $SL(n, \mathbb{C})$ whose first row is $(1, 0, \ldots, 0)$. That is $\mathbb{C}^{n-1} \rtimes SL(n - 1, \mathbb{C})$.

Another example is given by $G = G_1 \times \mathbb{R}^*_+$ where $G_1$ is a connected closed subgroup of $SO(n)$ whose action on $S^{n-1}$ is transitive, and $\mathbb{R}^*_+$ acts by similarities. Note that if $F_1$ is the foliation defined by the action of $G_1$, there is a natural action of $\mathbb{R}^*_+$ on $H(F_1)$ and $H(F)$ is a semi-direct product $H(F_1) \rtimes \mathbb{R}^*_+$; we find $C^*(\mathbb{R}^n, F) = C^*(\mathbb{R}^n, F_1) \rtimes \mathbb{R}^*_+$. Thanks to the Connes-Thom isomorphism, the algebras $C^*(\mathbb{R}^n, F)$ and $C^*(\mathbb{R}^n, F_1)$ have the same $K$-theory up to a shift of dimension.

7 Actions of $\mathbb{R}$ on manifolds

We come to example 1.7.6. Let $M$ be a manifold endowed with a smooth action $\alpha$ of $\mathbb{R}$. Let $\mathcal{F}$ be foliation associated with this action - i.e. with the the groupoid $M \rtimes_{\alpha} \mathbb{R}$. We keep the notation of example 1.7.3.
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We showed that \( \mathcal{F} \) is nicely decomposable in the sense of definition 1.4. Here we compute the \( K \)-theory using an exact sequence. Note that in this example, in presence of periodic points, the groupoid \( \mathcal{G}_0 \) is not always Hausdorff and its classifying space for proper actions is not a manifold, therefore theorem 5.13 does not apply directly.

From proposition 1.9 we deduce that the groupoid \( \mathcal{G}_1 \) which coincides with \( H(\mathcal{F}) \) on the complement of \( W \) and with \( W \hat{\times} \mathbb{R} \) on \( W \) is a (non necessarily Hausdorff) Lie groupoid and gives rise to the nice decomposition \( W \rightarrow W, \mathcal{G}_1 \rightarrow M \) of \( \mathcal{F} \). We will rather exploit this one in the computations below.

Put also \( Y = M \setminus W \).

### 7.1 Exact sequence of fixed points

**Proposition 7.1.** The \( KK^1 \)-element associated with the exact sequence

\[
0 \longrightarrow C_0(W) \longrightarrow C^*(M, \mathcal{F}) \longrightarrow C^*(M, \mathcal{F})|_{\mathcal{Y}} \longrightarrow 0 \quad (EC1)
\]

is 0.

**Proof.** The corresponding exact sequence for the groupoid \( \mathcal{G}_1 \) gives rise to the following diagram:

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & C_0(W) & \longrightarrow & C^*(M, \mathcal{F}) & \longrightarrow & C^*(M, \mathcal{F})|_{\mathcal{Y}} & \longrightarrow & 0 \\
& & \downarrow e_{00} & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & C_0(W \times \mathbb{R}) & \longrightarrow & C^*(\mathcal{G}_1) & \longrightarrow & C^*(\mathcal{G}_1)|_{\mathcal{Y}} & \longrightarrow & 0 \quad (EC2)
\end{array}
\]

Denote by \( z_1, z_2 \) the \( KK^1 \) elements associated with exact sequences \((EC1)\) and \((EC2)\). We have \( z_1 = (e_{00})_*(z_2) \). But \( (e_{00}) \), which is the map induced by the inclusion \( x \mapsto (x, 0) \) from \( W \) to \( W \times \mathbb{R} \) is the 0 element in \( KK \), whence \( z_1 = 0 \) as claimed.

We immediately deduce:

**Corollary 7.2.** We have \( K_*(C^*(M, \mathcal{F})) = K_*(C_0(W)) \oplus K_*(C^*(M, \mathcal{F})|_{\mathcal{Y}}) \).

If all periodic points are in fact fixed, i.e. if \( Per(\alpha) = W \), then, using Connes’ Thom isomorphism [16] this computation yields:

**Corollary 7.3.** Assume that all the periodic points are in fact fixed. The \( K \)-theory group of \( C^*(M, \mathcal{F}) \) is

\[
K_*(C^*(M, \mathcal{F})) = K_*(C_0(W)) \oplus K_*(C_0(Y) \times \mathbb{R}) = K_*(C_0(W)) \oplus K_{1-*}(C_0(Y)).
\]

**Remark 7.4.** Corollary 7.3 can be interpreted by saying that, when there are no non trivial stably periodic points, the classifying space of proper actions of the holonomy groupoid is \( W \bigsqcup Y \times \mathbb{R} \). The associated assembly map is an isomorphism.
7.2 The stably periodic points

In presence of nontrivial stable periodic points, the complete computation of the $K$-theory is not so simple... Even in the regular case, this computation is quite hard. See e.g. [39].

As a consequence of proposition 1.9 we find:

**Proposition 7.5.** The set $\widehat{\text{Per}}(\alpha) = \text{Per}(\alpha) \setminus W$ of nontrivial stably periodic points is open.

**Proof.** By prop. 1.9 the set $W$ is closed in $\text{Per}(\alpha)$, whence its complement is open in $\text{Per}(\alpha)$ - and therefore in $M$ since $\text{Per}(\alpha)$ is open.

For $x \in \widehat{\text{Per}}(\alpha)$, let $p(x) \in \mathbb{R}_+$ be the infimum of the set of $t > 0$ such that $(x,t) \in M \times \mathbb{R}$ is the trivial element in $H(\mathcal{F})$. By [20] it follows that $p(x) > 0$ and $(x,p(x))$ is the trivial element in $H(\mathcal{F})$.

**Proposition 7.6.** The map $p : \widehat{\text{Per}}(\alpha) \to \mathbb{R}_+$ is smooth.

**Proof.** Since $(x,p(x))$ is the trivial element in $H(\mathcal{F})$ there exists an open neighborhood $U \subset \widehat{\text{Per}}(\alpha)$ of $x$ and a bounded (below and above) smooth function $f : U \to \mathbb{R}_+$ such that $(y,f(y)) \in P$ for all $y \in U$ and $p(x) = f(x)$. For $y \in U$, since $U$ is a neighborhood of $y$, it follows that $f(y)$ is a multiple of $p(y)$.

- Assume $X(x) = 0$. Let $m \in \mathbb{R}_+$ such that $f(y) \leq m$ for all $y \in U$. Put $V = \{x \in U; \forall t \in [0,m], \alpha_t(x) \in U\}$; by compactness of $[0,m]$ it is an open subset of $U$. Then by periodicity, $V$ is invariant by $\alpha_t$, $t \in \mathbb{R}$. For $y \in V$ and $t \in [0,T]$, as $f(\alpha_t(y))$ is a multiple of $p(\alpha_t(y)) = p(y)$, it follows by continuity of $f$ that $f(\alpha_t(y)) = f(y)$. Replacing $X$ by $1/fX$, we get an action of $S^1$ on $V$.

Since $S^1$ is compact, Bochner’s linearization theorem [13] says that in an open and $S^1$-equivariant neighborhood $U'$ of $x$ the $S^1$-action is actually a linear representation of $S^1$, which is faithful since $f(x) = p(x)$. It follows that $p(y) = f(y)$ for all $y \in U'$.

- Assume that $X(x) \neq 0$. Then $x$ is periodic of period $p(x)/k$ with $k \in \mathbb{N}$. Now choose a transversal $T$ at $x$; we get an action of $\mathbb{Z}/k\mathbb{Z}$ and applying Bochner’s linearization theorem again, we conclude that $f(y) = p(y)$ in a neighborhood of $x$.

When restricting to $\widehat{\text{Per}}(\alpha)$, we may therefore replace $X$ by $\frac{1}{p}X$ and obtain an action of $S^1$. The foliation groupoid is then $W \bigsqcup \widehat{\text{Per}}(\alpha) \rtimes S^1 \bigsqcup (M\setminus\text{Per}(\alpha)) \rtimes \mathbb{R}$.

**Remar 7.7.** a) The building blocks of $C^*(M,\mathcal{F})$ are the algebras $C_0(W)$, $C_0(\widehat{\text{Per}}(\alpha)) \rtimes S^1$ and $C_0(M\setminus\text{Per}(\alpha)) \rtimes \mathbb{R}$. For each of them there is of course a left-hand side and a Baum-Connes map. Actually, since the first two are given by compact group actions, they are their own left hand side! The left hand side for $C_0(M\setminus\text{Per}(\alpha)) \rtimes \mathbb{R}$, given by Connes’ Thom isomorphism is $(M\setminus\text{Per}(\alpha)) \rtimes \mathbb{R}$.

b) We already noticed that $K_*(C^*(M,\mathcal{F})) = K_*(W) \oplus K_*(C^*(M,\mathcal{F})|_Y)$.

To compute $K_*(C^*(M,\mathcal{F})|_Y)$ we may use the exact sequence

$$0 \to C_0(\widehat{\text{Per}}(\alpha)) \rtimes S^1 \to C^*(M,\mathcal{F})|_Y \to C_0(M\setminus\text{Per}(\alpha)) \rtimes \mathbb{R} \to 0 \quad (EC3)$$
In order to compute the connecting map of this sequence we note that we have a diagram:

$$
\begin{array}{cccccc}
0 & \longrightarrow & C_0(\widehat{\text{Per}}(\alpha)) \times S^1 & \longrightarrow & C^*(\mathcal{F})|_Y & \longrightarrow & C^*(M,\mathcal{F})|_{M\setminus\text{Per}(\alpha)} & \longrightarrow & 0 \\
\downarrow q & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & C_0(\widehat{\text{Per}}(\alpha)) \times \mathbb{R} & \longrightarrow & C_0(Y) \times \mathbb{R} & \longrightarrow & C_0(M\setminus\text{Per}(\alpha)) \times \mathbb{R} & \longrightarrow & 0
\end{array}
$$

(EC3)

(EC4)

Denote by $z_3, z_4$ the $KK^1$ elements associated with exact sequences (EC3) and (EC4). We have $z_3 = q_*(z_4) = z_4 \otimes [q]$. To compute $z_3$ we then remark:

- Through Connes’ Thom isomorphism

$$
KK^1(C_0(M\setminus\text{Per}(\alpha)) \times \mathbb{R}, C_0(\widehat{\text{Per}}(\alpha)) \times \mathbb{R}) = KK^1(C_0(M\setminus\text{Per}(\alpha)), C_0(\widehat{\text{Per}}(\alpha)))
$$

the element $[z_4]$ corresponds to the exact sequence of commutative algebras

$$
0 \rightarrow C_0(\widehat{\text{Per}}(\alpha)) \rightarrow C_0(Y) \rightarrow C_0(M\setminus\text{Per}(\alpha)) \rightarrow 0
$$

- Under the Takesaki-Takai isomorphism $C_0(\widehat{\text{Per}}(\alpha)) \otimes K \simeq (C_0(\widehat{\text{Per}}(\alpha)) \times S^1) \times \mathbb{Z}$ the element $[q]$ in

$$
KK(C_0(\widehat{\text{Per}}(\alpha)) \times \mathbb{R}, C_0(\widehat{\text{Per}}(\alpha)) \times S^1) = KK^1(C_0(\widehat{\text{Per}}(\alpha)), C_0(\widehat{\text{Per}}(\alpha)) \times S^1)
$$

is the one associated the Pimsner Voiculescu exact sequence

$$
0 \rightarrow B \otimes K \rightarrow \mathbb{T} \rightarrow B \times \mathbb{Z} \rightarrow 0
$$

(here $B = C_0(\widehat{\text{Per}}(\alpha)) \times S^1$).

\section{When the classifying spaces are not manifolds}

We finally explain how one should be able to get rid of the assumption on the classifying spaces: we just assume that the foliation $\mathcal{F}$ has a nice decomposition with Hausdorff Lie groupoids $\mathcal{G}_i$ but the classifying spaces $E_i$ for proper actions are not manifolds.

In order to construct a left-hand side and a Baum-Connes map for $C^*(M,\mathcal{F})$, we just need to construct a left-hand side for a mapping cone of a morphism $\pi : G \rightarrow G'$ of Hausdorff Lie groupoids which is a submersion and the identity at the level of objects. As in the particular cases considered here, we then may construct left-hand sides for mapping tori and then of telescopic algebras.

In fact, given such a morphism $\pi : G \rightarrow G'$ we just have to show that:

(i) we may express the left-hand side of $G$ and $G'$ as the $K$-theory of $C^*$-algebras $T$ and $T'$;

(ii) the Baum-Connes maps are given by elements $\mu \in KK(T, C^*(G))$ and $\mu' \in KK(T', C^*(G'))$;
(iii) we may construct an element $x \in KK(T, T')$ such that $\pi_*(\mu) = x \otimes \mu'$.

Then write $x = [f]^{-1} \otimes [g]$ where $f : D \to T$ and $g : D \to T'$ are morphisms with $f$ a $K$-equivalence. A left-hand side for $C_\pi$ is then the cone $C_g$ of $g$. As $f^*(\pi_*(\mu)) = [f] \otimes \mu \otimes [\pi] = [g] \otimes \mu'$, we may construct an element $\tilde{\mu} \in KK(C_g, C_\pi)$ as in Lemma 5.2 which defines the desired Baum-Connes map.

To do so, recall that if $G$ is a Hausdorff Lie groupoid, then the left-hand side for the Baum-Connes map can be described in the Baum-Douglas way (see [12, 11, 9, 10, 40, 41]): there is an inductive limit of manifolds $(M_k)_{k \in \mathbb{N}}$ with maps $h_k : M_k \to M_{k+1}$, forming a sequence of approximations of $E$. We may assume that the maps $q_k : M_k \to G(0)$ are $K$-oriented in a $G$-equivariant way, and therefore so are the maps $h_k$. We also assume that the dimensions of all the $M_k$ are equal modulo 2. Then the “left-hand side” $K^*_G(G)$ is the inductive limit $\lim_k (K_*(C_0(M_k) \rtimes G), (h_k)!)$.

The Baum-Connes map on the image of $K_*(C_0(M_k) \rtimes G)$ is given by the element $(q_k)!$.

Put $A_k = C_0(M_k) \rtimes G$.

The same construction is then given for the groupoid $G'$, yielding proper $G'$-manifolds $M_k'$, maps $h_k' : M_k' \to M_{k+1}'$, algebras $A_k' = C_0(M_k') \rtimes G'$, etc.

We may (and will) also assume that $h_{k+1}(M_k)/G$ is relatively compact in $M_{k+1}/G$. As in section 5.1.2, let $\Gamma = \ker \pi$. As $G'$ acts properly on $M_{k+1}/\Gamma$ and by the relative compactness assumption, we may embed $h_k(M_k)/\Gamma$ in a manifold approximating the classifying space for proper actions $E$ of $G'$. Using a subsequence of the $M_k'$ we may assume that we are given equivariant smooth maps $\ell_k : M_k \to M_k'$. Up to taking again a subsequence, we may further assume that the maps $h_k' \circ \ell_k$ and $\ell_{k+1} \circ h_k$ are homotopic (where $h_k' : M_k' \to M_{k+1}'$). Note that the maps $\ell_k$ are automatically $K$-oriented, and thus we obtain $KK$-elements $(h_k') \in KK(A_k, A_k') = KK(C_0(M_k) \rtimes G, C_0(M_k') \rtimes G')$ satisfying $(\ell_k)! \otimes (h_k'!) = (h_k)! \otimes (\ell_{k+1})!$.

Now, using [29] Appendix], we find (explicit) algebras $D_k$ and morphisms $f_k : D_k \to A_k$ which are $K$-equivalences and $g_k : D_k \to A_k'$ such that $(\ell_k)! = [f_k]^{-1} \otimes [g_k]$.

Put then $x_k = [f_k] \otimes (h_k)! \otimes [f_{k+1}]^{-1} \otimes [g_{k+1}] \in KK(D_k, D_{k+1})$. We find

\[
(g_{k+1})_*(x_k) = [f_k] \otimes (h_k)! \otimes [f_{k+1}]^{-1} \otimes [g_{k+1}] \\
= [f_k] \otimes (h_k)! \otimes (\ell_{k+1}!) = [f_k] \otimes (\ell_k)! \otimes (h_k'!) \\
= [g_k] \otimes (h_k'!)
\]

As explained in section 5.2, using precise homotopies between Kasparov bimodules representing these elements, we may then construct elements $y_k \in KK(C_{g_k}, C_{g_{k+1}})$.

Note also, that we have the equalities $\pi_*(y_k)! = (\ell_k)! \otimes (q_k')! \in KK(A_k, C^*(G'))$ as in proposition 5.1 yielding an element $z_k \in KK(C_{g_k}, C_\pi)$.

In order to construct the left-hand side for the mapping cone we need to make the following assumption - which could be true in general:

**Assumption A.1.** We assume that the homotopies used in the constructions of $y_k$ and $z_k$ are well matching, so that we have the equality $y_k \otimes z_{k+1} = z_k$.

One may then construct, for each $k$, $C^*$-algebras $B_k$ and $B_k'$, morphisms $u_k : B_k \to D_k$ and $u_k' : B_k \to A_k'$ which are $KK$-equivalences and $v_k : B_k \to D_{k+1}$ and $v_k' : B_k \to D_{k+1}'$ such that $x_k = [u_k]^{-1} \otimes [v_k]$ and $(h_k')! = [u_k']^{-1} \otimes [v_k']$ (using [29] Appendix]).
left-hand sides for $G$ and $G'$ (up to a shift of dimension by 1) are then the infinite telescopic algebras $T = T(v, u)$ and $T' = T(v', u')$.

These algebras are mapping tori $T(\tilde{u}, \tilde{v})$ and $T'(\tilde{u}', \tilde{v}')$ where

$$
\tilde{u}, \tilde{v} : \tilde{B} = \bigoplus_{k=1}^{+\infty} B_k \to \tilde{D} = \bigoplus_{k=0}^{+\infty} D_k \quad \text{and} \quad \tilde{u}', \tilde{v}' : \tilde{B}' = \bigoplus_{k=1}^{+\infty} B_k' \to \tilde{A}' = \bigoplus_{k=0}^{+\infty} A_k'
$$

are the maps given by

$$
\tilde{u}(x_1, \ldots, x_k, \ldots) = (0, u_1(x_1), \ldots, u_k(x_k), \ldots) \quad \text{and} \quad \tilde{v}(x_1, \ldots, x_k, \ldots) = (v_1(x_1), \ldots, v_k(x_k), \ldots),
$$

and analogous formulae for $\tilde{u}'$ and $\tilde{v}'$.

The families of $(q_k)!$ and $(q_k')!$ give elements $q! \in KK(\tilde{D}, C^*(G))$ and $q'! \in KK(\tilde{A}', C^*(G'))$.

The homotopy between $[\tilde{u}] \otimes q!$ and $[\tilde{v}] \otimes q!$ (resp. $[\tilde{u}'] \otimes q'$ and $[\tilde{v}'] \otimes q'$) gives rise to the element $\mu_G \in KK(T(C^*(G)))$ and $\mu_G' \in KK(T'(C^*(G')))$. We may now do the same construction at the mapping cone level: writing $y_k = [\alpha_k]^{-1} \otimes [\beta_k]$ where $\alpha_k : V_k \to C_{g_k}$ and $\beta_k : V_k \to C_{g_k+1}$ are morphisms we may consider the infinite telescope $T(\beta, \alpha) = T(\bar{\alpha}, \bar{\beta})$ as a left-hand side $K_{*,\top}(\pi)$ for $C_\pi$. The element $\hat{z}$ defined by the $z_k$‘s gives an element of $KK(\bigoplus C_{g_k}, C_\pi)$; a homotopy between $[\bar{\alpha}] \otimes \hat{z}$ and $[\bar{\beta}] \otimes \hat{z}$ (based on our assumption) gives rise to the Baum-Connes element $\mu_\pi \in KK(T(\beta, \alpha), C_\pi)$ and thus a morphism $\mu_\pi : K_{*,\top}(\pi) \to K_{*}(C_\pi)$.

**Remark A.2.** One may push a little further the above calculations. Indeed one needs to check that we have an exact sequence

$$
\xymatrix{ K_{*,\top}(G) \ar[r]^-{\pi_*} & K_{*,\top}(G') \ar[d]^-{K_{*,\top}(\pi)} & \\
& K_{*,\top}(\pi) & }
$$

compatible with the mapping cone exact sequence. It then follows that if $G$ and $G'$ satisfy the (full version of the) Baum-Connes conjecture, then so does $C_\pi$.
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