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Abstract: In recent years, the incidence of localized heavy rainfall has increased as abnormal weather events occur more frequently. In densely populated urban areas, this type of heavy rain can cause extreme landslide damage, so it is necessary to estimate and analyze the susceptibility of future landslides. In this regard, deep learning (DL) methodologies have been used to identify areas prone to landslides recently. Therefore, in this study, DL methodologies, including a deep neural network (DNN), kernel-based DNN, and convolutional neural network (CNN) were used to identify areas where landslides could occur. As a detailed step for this purpose, landslide occurrence was first determined as landslide inventory through aerial photographs with comparative analysis using field survey data; a training set was built for model training through oversampling based on the landslide inventory. A total of 17 landslide influencing variables that influence the frequency of landslides by topography and geomorphology, as well as soil and forest variables, were selected to establish a landslide inventory. Then models were built using DNN, kernel-based DNN, and CNN models, and the susceptibility of landslides in the study area was determined. Model performance was evaluated through the average precision (AP) score and root mean square error (RMSE) for each of the three models. Finally, DNN, kernel-based DNN, and CNN models showed performances of 99.45%, 99.44%, and 99.41%, and RMSE values of 0.1694, 0.1806, and 0.1747, respectively. As a result, all three models showed similar performance, indicating excellent predictive ability of the models developed in this study. The information of landslides occurring in urban areas, which cause a great damage even with a small number of occurrences, can provide a basis for reference to the government and local authorities for urban landslide management.
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1. Introduction

Natural disasters are becoming more frequent around the world due to extreme climates, and an increase in the probability of extreme rain is also associated with the occurrence of damage. In Korea, the current rainfall and rainfall intensity have gradually increased compared to the past, and the rainfall is concentrated in a small area over a short time. A lot of water-related disaster damage has occurred in this localized heavy rain, but the damage is also decreasing due to continuous river maintenance and the installation of facilities to prevent flooding. On the other hand, the number of casualties,
134 people, caused by landslides and slope failures has not decreased since the 2000s [1]. Recently, the incidence of localized rainfall increased 2.4 times, from an average of 5.1 in the 1970s to 12.3 in the 2000s [2]. Due to the increase in localized heavy rain, landslides and geomorphological hazards, such as debris flows, are rapidly increasing [3].

Landslides in Korea occur intensively in June to September, when heavy rains and typhoons occur, costing many lives and significant property damage. The area of landslide damage since the 2000s has been more than three times that of the 1980s [4]. In particular, serious damage to human lives has occurred in the years of torrential rains and typhoons, which is a serious social issue [5]. This kind of phenomenon is occurring not only in Korea, but also in other parts of the world, raising concerns about the occurrence of landslides. Damage increases due to a combination of natural and artificial causes; the increase in localized heavy rain is an example of a natural cause, and an indiscriminate development is a representative artificial cause. Development projects in mountainous regions have increased due to the tendency to prefer a nature-friendly environment. The risk of landslides is increasing due to the increasing number of cases where residential facilities, such as apartments, are located near steep slopes.

When torrential rainfall occurs, the soil begins to be saturated, the pore pressure increases, and the shear strength decreases. In addition, when rainfall infiltrates the bedrock, the adhesive strength weakens. The possibility of landslides increases when the soil is not able to support the increased weight of the saturated soil. Artificial steep slopes have the same characteristics; the expected damage range is a horizontal distance equal to twice the height of the slope. The steep slope in an urban area needs essential management for reducing the risk from landslides. In particular, debris flow is a phenomenon in which debris, such as rock fragments, soil, and mud move in groups with high speed. The debris, clay and rocks increase its volume and flow with strong erosion power, so that debris flow is the most dangerous type of landslide; research on debris flow is being conducted in various aspects [6–8]. It could lead to a large-scale disaster, with a loss of roads and damage to houses and people, especially when it occurs in urban areas.

In order to prevent or minimize damage from debris flow, it is important to install disaster prevention facilities by predicting movement paths and sedimentary areas before the event [9]. A debris barrier is a fundamental way to protect people and property from debris flow, but it is practically impossible to install it in all dangerous paths. Also, there are the difficulties related to modeling debris flows, due to the uncertainties in defining debris flow rheology behavior, such as the transition from a quasi-static regime to liquid regime [10]. The effects of grain concentration could lead to a dilatant or pseudoplastic fluid behavior, depending on grain volume concentration [11]; finally, the presence of coarse sediment fraction could affects both yield stress and the transition between solid-like to fluid-like behavior [12]. Therefore, it is more efficient to install facilities by predicting the extent of damage to the debris flow [13,14]. Landslide susceptibility analysis not only analyzes the cause of landslide occurrence, but also estimates the susceptibility of future occurrence, so it can be effectively used to prevent landslides in advance [15]. Accordingly, research on the susceptibility of landslides has been actively conducted by researchers.

Since a geographic information system (GIS) provides integrated analysis of various spatial data, it is useful to effectively analyze complex interrelationships between landslides and landslide-related variables. For this reason, there have been many attempts to explain the spatial pattern with various models based on GIS, in order to analyze the susceptibility of landslide occurrences in recent years. Most of the information for landslide prevention can come from modeling efforts using predictive models. Traditionally, to evaluate the susceptibility of landslide occurrence, simple, statistics-based frequency ratio (FR) [16–18] and logistic regression (LR) [19–21] were proposed and used as a representative prediction model. In recent years, various attempts have been made to produce machine learning (ML) models, such as support vector machines [22,23], artificial neural networks (ANNs) [24–26], ensembles [27,28], or hybrid models [29,30] including neuro-fuzzy [31,32] or...
Several spatial modeling studies were conducted on areas where landslides could occur in various regions by using these models with GIS [35,36].

In recent years, deep learning (DL), one of the ML technologies, has been receiving a lot of attention since it shows reliable results similar to or better than the existing ML methods [37]. In particular, it has been shown that model architectures, such as deep neural networks (DNNs), which are widespread, can significantly improve the quality of results [38]. In the area of landslide research, DL algorithms have mostly been used for landslide detection [39–42]. Additionally, among various DL methods, convolutional neural networks (CNNs) can identify expressions with extreme variability through convolution and pooling layers [43]. As a result, CNNs can play an important role in susceptibility analysis, as they can remove tedious functional engineering steps and extract useful information directly from the original data.

Although various techniques have been used, there is no academic consensus on which technique is most effective. Therefore, it is important to improve the accuracy of landslide susceptibility analysis by conducting comparative studies using various techniques, or by integrating multiple models [44,45]. Therefore, in this study, we tried to build this effort by using and comparing DL methodologies to map the susceptibility of landslides in the Mt. Umyeon area of Seoul, Korea. To this end, DNN, kernel-based DNN, and CNN models were applied among the DL models. This study proposes the application of DNNs for estimating landslide susceptibility, and compares their predictive ability with other models of ML techniques.

2. Study Area and Data

2.1. Study Area

As shown in Figure 1, the study area is Mt. Umyeon, located in Seocho-gu, Seoul. Seoul is the largest city in Korea (about 605 km²), located in the center of the Korean Peninsula, and is one of the most populous cities in the world. This city, with about 10 million citizens, has a complex transportation and social infrastructure system. This density allows natural disasters, including landslides, to cause more recurrent disasters and serious damage [46]. The study area, Mt. Umyeon, is also a shallow mountain, with a height of 321.6 m, located in the center of a complex in a large city.

The slope near the summit is about 30 degrees, and most areas are less than 15 degrees. There is a gneissic rock outcrop in the area from weathering and geomorphological process. The biotite gneiss is weak to weathering, which could increase the susceptibility of debris flow in the area. The soil composition of this study area is mainly the brown forest soil developed on the parent rocks of biotite gneiss and granite gneiss. In some valley areas of the study area, brown forest soils with deep soil depth and high organic content are distributed, and the soil texture is silt and silt loam of sand, which drains well and easily causes severe weathering of the surface.

In July 2011, Typhoons Muifa and Kompasu generated 1092 mm of rainfall in Seoul for a month, and this resulted in simultaneous debris flows in the Mt. Umyeon area of Seoul. Specifically, 588 mm of heavy rain, which is about 40% of the annual average rainfall of 1451 mm, was concentrated in Mt. Umyeon for 3 days from July 26 to 28; debris flows caused 16 casualties and dozens of houses were damaged [47]. Debris flows that occurred simultaneously around Mt. Umyeon poured into streets and residential areas in downtown Seoul, damaging to apartments, vehicles, and pedestrians under the mountain, causing damage to life and property [48,49]. As shown in Figure 1, the debris flow of Mt. Umyeon occurred in the middle of the downtown area, different from the damage that occurred in the existing mountainous areas; the ripple effect was much greater than that in the past. This can be seen as a representative example, showing that even urban areas are not safe zones when a landslide, especially debris flow, occurs due to heavy rains [50,51].
2.2. Spatial Datasets

In applying the data-driven methodology based on the established landslide (of debris flow in this study area) locations, accurate data is essential to build an appropriate database. In this study, data on the location of landslides was acquired based on aerial photographs. Additionally, 17 variables were selected as landslide-related variables; the variables were selected by referring to previous studies on various aspects of landslides, as follows: nine topographical variables (slope, aspect, curvature, topographic wetness index (TWI), stream power index (SPI), slope length factor (SLF), standardized height, valley depth, and downslope distance gradient (DDG)), four forest variables (timber type, timber diameter, timber density, and timber age) and four soil variables (soil depth, soil drainage, soil topography, and soil texture). The variables were selected as correlating between the landslides, and the variables have been investigated through the frequency ratio model in previous research [46,52,53].

Landslides in the Mt. Umyeon area received a lot of attention because damage occurred in areas where human activity was high, including major roads and residential areas in Seoul. Accordingly, a large-scale investigation into the cause and damage was conducted, so that a large amount of data, such as aerial photographs and field survey data, have been accumulated. Aerial photographs provide accurate status on the condition of the surface, with effectively captured complex urban structures. Also, despite the high cost of aerial photography, continuous monitoring using images is cost-effective for dense urban areas. The data on the location of landslides were selected by comparing the aerial photographs of Mt. Umyeon in 2010 before the occurrence and immediately after the occurrence in 2011 (Figure 2). Starting with the loss of the top slope, a debris flow occurred in which rocks and waste wood contained in the weathering and debris layers were lost together [54]. Accordingly, the landslide occurrence point was extracted based on the landslide occurrence starting point in this study, as in previous studies [27,31,55]. The traces of landslides in Mt. Umyeon remain for several years after the occurrence of debris flow, so it was easy to obtain through aerial photographic analysis. In addition,
overlay and comparative analysis of 1:5000 digital topographic maps were performed, and 103 starting points of the landslide from landslide inventory were finally determined by comparing it with field survey data [56] conducted by the Seoul Metropolitan Government.

Figure 2. Landslide locations from aerial photographs after landslides in 2011: (a) Mt.Umyeon area after the landslides in 2011, (b) debris flows in northern part of Mt. Umyeon and (c) damage of residential areas including apartments.

Slopes have an important effect on the occurrence of landslides, as they affect water flow and soil characteristics [46,57]. Slope is a main landslide influencing factor that has the greatest impact on landslides, in that gentle slopes tend to have a lower frequency of landslides [55,58]. Therefore, the input layer for landslide susceptibility analysis was constructed by focusing on topographic and geomorphologic variables among the variables that influence landslides (Figure 3). The topographic variables were calculated based on the acquisition of a digital topographic map (1:5000) generated by the National Geographic Information Institute (NGII); the slope was calculated using ArcGIS software (ESRI, Redlands, LA, United States) after geometric correction (Figure 3a), and the following additional topographic and geomorphologic variables were calculated using SAGA (Automated Geoscienctific Analyses) GIS [59].

Slope aspect was classified into flat and north, northeast, east, southeast, south, southwest, west, and northwest, with 25 degree intervals (Figure 3b). The curvature variable represents the morphological characteristics of the research area by expressing the upwardly convex surface as a positive value, and the upwardly concave surface as a negative value. Curvature, a morphological characteristic in terms of affecting the erosion process and landslide evolution, is commonly used in landslide analysis, because it can account for local surface relief in the study area [58,60] (Figure 3c). TWI was used to express the influence of terrain on the presence of a runoff-generated saturated area [61,62], with higher values increasing the probability of landslide occurrence (Figure 3d) [63]. The erosive power of surface flow, measured by the SPI index, is one of the variables that influence landslides [64]. Higher SPI values indicate an increased likelihood of erosion that affects local stability [61], and allows a general determination of where soil conservation is needed to reduce the effects of surface runoff erosion (Figure 3e) [61]. SLF values refer to the ratio of soil loss to slope length, and were calculated through the revised universal soil loss equation (Figure 3f) [65]. The standardized height is calculated by multiplying the absolute height by the height of the study area normalized between 0 and 1 (Figure 3g). The standardized height yields parameters suitable for soil property prediction by simplifying complex terrain conditions using linear regression [66]. The standardized height represents a value suitable for predicting soil properties, by simplifying
complex terrain conditions using linear regression [66]. Valley depth means the vertical distance at the basic level of the channel network [59]; valley depth has been used as a landslide-influencing variable in several studies (Figure 3h) [46, 67]. The DDG is determined through quantitative hydrological gradient estimation and the downslope distance calculation when water loses a determined amount of energy due to precipitation (Figure 3i) [68].

The vegetation provides root strength to help stabilize the mountain slope. The effect of rainfall on the slope is likely to be mitigated by the degree of vegetation distribution. The attributes selected by several studies as landslide-influencing variables, including timber diameter, type, density, and age, were extracted from a digital vegetation map with a ratio of 1:25,000, provided by the Korea Forest Service (Figure 4a–d). As reported in numerous additional studies, landslides are strongly influenced by the geological structure and soil type covering the area [69, 70]. Geological cover is one of the most used variables in the assessment of landslide susceptibility [58]; however, in this study, it was excluded, because it was mostly the same due to the size of the study area. Physical and organizational soil cover properties influence surface runoff and penetration processes [71]. Soil properties affect the flow of water, including surface and groundwater, in the way that landslides occur when the amount of water in the soil exceeds the drainage capacity and the cohesion drops sharply [72]. Therefore, forest and soil characteristics were considered as landslide-influencing variables in this study (Figure 4) [46]. Each variable was pre-processed into raster format with a grid size of 10 m and is illustrated in Table 1 with the source and scale.

Figure 3. Topographical variables influencing landslides used in this study: (a) slope gradient, (b) slope aspect, (c) curvature, (d) topographic wetness index (TWI), (e) stream power index (SPI), (f) slope length factor (SLF), (g) standardized height, (h) valley depth, and (i) downslope distance gradient (DDG).
Figure 4. Landslide-influencing variables related to vegetation and soil: (a) timber type, (b) timber diameter, (c) timber density, (d) timber age, (e) soil depth, (f) soil drainage, (g) soil topography, and (h) soil texture.

Table 1. Landslide influential variables used in this study.

| Original Data      | Variables                                | Data Type | Scale |
|--------------------|------------------------------------------|-----------|-------|
| Aerial photograph  | Landslide location                       | Point     | 1:1000|
|                    | Slope gradient [°]                       |           |       |
|                    | Slope aspect                             |           |       |
|                    | Curvature                                |           |       |
| Topographical map  | Topographic wetness index (TWI)          | Grid      | 1:1000|
| a                  | Stream power index (SPI)                 |           |       |
|                    | Slope length factor (SLF)                |           |       |
|                    | Standardized height (m)                  |           |       |
|                    | Valley depth (m)                         |           |       |
|                    | Downslope distance gradient (DDG) (rad)  |           |       |
| Forest map b       | Timber diameter                          | Polygon   | 1:25,000|
|                    | Timber type                              |           |       |
|                    | Timber density                           |           |       |
|                    | Timber age                               |           |       |
| Soil map c         | Soil depth                               | Polygon   | 1:25,000|
|                    | Soil drainage                            |           |       |
|                    | Soil topography                          |           |       |
|                    | Soil texture                             |           |       |

a The digital topographic map by the National Geographic Information Institute; b the forest map produced by the Korea Forest Service; c the soil map produced by Rural Development Administration.
3. Methodology

3.1. Deep Neural Network and Kernel-Based Deep Neural Network

ANNs are one of the most popular ML methods for prediction and classification across various fields. ANNs are composed of an input layer, a hidden layer, and an output layer; the input layer has as many input variables as the number of input variables in the model, and the output layer represents the prediction result. All layers between the input and output layers are referred to as hidden layers, and the number of hidden layers is determined through an empirical process [73]. The backpropagation algorithm is known to be the commonly used, effective method for training weight determination. Through the backpropagation algorithm, training is performed repeatedly, until a predefined error value is reached and finally is applied to predict for all the data by using the trained model [74].

DL methodology is an ML method based on this ANN, and it performs prediction and classification in the same way. Like the term “deep layer”, learning is performed by transforming data levels into different levels in DL methodology [75]. Recent ML studies have proposed various DL architectures (e.g., autoencoders, Restricted Boltzmann Machine (RBM), CNN, and Recurrent Neural Network (RNN)) [76]. In this study, a DNN and kernel-based DNN were applied and compared; the DNN can be interpreted as a deep version of an ANN. As the number of layers increases, the network becomes more complex, and the most appropriate layer for data can be created.

Specifically, in the case of a DNN using a stochastic gradient descent (SGD) in this study, the architecture was constructed using 100, 100, 50, 50, 25, 25, 10, 10 sequential hidden nodes, as shown in Figure 5 and Table 2. The rectified linear unit (ReLU) was selected as the activation function, and the nonlinear properties of the network were improved through the ReLU activation function [77]. The loss function was designated as the mean squared error (MSE), and the max epochs was set to 300 (Table 1). The batch size and learning rate were set to 150.00 and 0.01, respectively. In the process of calculating the weight for each node during training, the influence of the node becomes too high when the weight of a certain node is high. For example, only the neuron that has the most influence among the input neurons is reflected, and the result may appear as if it was created only by that layer. Therefore, the weight decay was used, which is a concept that prevents the weight of all nodes from becoming larger than necessary. By increasing the weight decay, we kept the overall weight low and used the conditions for all input neurons. Increasing the weight decay keeps the overall weight low and uses the conditions for all input neurons. The weight decay of DNN was set to 0.015 in this study. For a comparison of the results, the DNN and kernel-based DNN were set to the same parameters. The image kernel size was set to only 7 × 7 in the case of kernel-based DNN, as shown in the structure from Figure 5b.

| Model Parameters                  | DNN   | KDNN  | CNN   |
|-----------------------------------|-------|-------|-------|
| Input data dimension              | -     | 7 × 7 | 7 × 7 |
| Filter depth in convolutional layers | -     | -     | [48, 96, 96, 192, 192] |
| Filter size in convolutional layers | -     | -     | [3, 3, 3, 3, 1] |
| Number of nodes in fully connected layer | [100, 100, 50, 50, 25, 25, 10, 10] | [96, 48, 24] |
| Activation function               | The rectified linear unit (ReLU) | Stochastic gradient descent (SGD) |
| Optimizer                         |       |       |       |
| Loss function                      | Mean squared error (MSE) |       |
| Max epochs                        | 300.00 |       |       |
| Batch size                        | 150.00 |       |       |
| Learning rate                     | 0.01  |       |       |
| Weight decay                      | 0.015 | 0.015 | 0.030 |
Figure 5. Model architecture proposed in this study: (a) Deep Neural Network, (b) Kernel-based Deep Neural Network, and (c) Convolutional Neural Network.

3.2. Convolutional Neural Network

Recently, CNN applications for classification and prediction in various fields are increasing [78]. As mentioned above, CNNs are one of the well-known DL methodologies that show strong performance in image processing fields based on an ANN [79]. Important features of raw data can be automatically extracted through CNN [80]. Researchers have developed various structures depending on the type or purpose of the data; the basic architecture consists of an input layer, multiple hidden layers, and an output layer. The difference between CNNs and simple neural networks is that the hidden layer is composed of one or more convolutional and pooling layers, which share weights with multiple layers, pooling, and local connections [40]. The convolution layer, composed of several convolution kernels, repeatedly extracts features of the original data. The pooling layer prevents overfitting by reducing the dimension of the feature map through downsampling after the convolutional layer. In addition, it has
an advantage of fast processing speed by greatly reducing the number of parameters by interpreting the input data as an image.

The CNN architecture in this study also consists of a convolution layer that learns convolution, and a pooling layer that improves computation performance by controlling overfitting and reducing the number of structures due to convolution through stable transformation \[81\]. In particular, the sizes of the convolutional kernel and the pooling kernel determine the scale of the convolution and pooling operations, respectively \[82\]. The activation function converts a linear relationship into a nonlinear relationship \[83\], and the optimizer iteratively updates the parameters at various learning rates. The loss function updates the weight by measuring the error between the predicted and actual values. In this study, the hyperparameter setting, a key step in building CNN architecture, is as follows in Table 1.

In this study, ReLU was selected as an activation function to improve the nonlinear property of the network; hereby, landslide susceptibility with a value between 0 and 1 is finally calculated. Stochastic gradient descent (SGD) was used as the optimizer, and MSE was selected as the loss function. The max epochs, batch size, and learning rate were set to 300.00, 150.00, and 0.01, respectively. Like DNN, the weight decay was set to 0.03, so that the weights of all input neurons were reflected, and stable loss and accuracy could be calculated. Image kernel size was set to \(7 \times 7\) in the same way as kernel-based DNN. The feature map extracted through the convolution and pooling layers was reconstructed by the connection layer, and a classification result was derived through a nonlinear activation function. Figure 5 shows the prediction process using the CNN classifier used in this study.

3.3. Susceptibility Modeling and Mapping

For landslide susceptibility modeling and mapping using DNN, Kernel-based DNN and CNN models, a landslide training dataset was first constructed based on landslide occurrence locations selected from the research area. Since the study area is a small mountain located in the downtown area, the oversampling step was performed, considering that the number of landslide locations was only 103. The same number of samples where a non-landslide would occur was extracted as the landslide location samples, by random sampling with a slope of less than 5 degrees. After that, the sample was randomly divided into two sections: 80% was allocated to the training set, and the remaining 20% was extracted separately to use for performance evaluation \[84–86\]. The training set and the test set were adjusted through oversampling, which randomly adjusts the number of data by extracting the same data several times from imbalanced data. Finally, a total 20,000 of training (16,000) and test (4000) datasets were extracted and used for modeling.

The influential landslide variables were resampled in a grid format with 5 m spatial resolution. The value of each variable was extracted by overlaying 17 landslide influential variables on the training dataset, consisting of landslide and non-landslide samples. Finally, after training the model, susceptibility modeling was performed by applying it to the entire study area. Then, the results of landslide susceptibility were visually mapped with values from 0 to 1 from the three models.

3.4. Performance Evaluation of the Models

Model performance evaluation was performed to measure the predictive ability of the landslide model and whether it was suitable for the region. In this study, in order to evaluate the error of the prediction result, root mean square errors (RMSEs) were calculated for the prediction result of each model and the actual landslide information \[85,87\]. RMSEs were calculated using the 20% landslide locations that were stored for testing in the previous step.

Additionally, the accuracy of the model was calculated by calculating the area under the curve (AUC) of the precision–recall (PR) curve \[88\]. The PR curve is a curve with recall on the x-axis and precision on the y-axis, and is a line connecting recall and precision values for each data while varying the threshold value based on the susceptibility value of the model result. The AUC value created from the landslide modeling result depends on the recall and precision index of the x-axis and y-axis of
the curve, respectively [88]. The AUC of the PR curve can be expressed as an average precision (AP) score, and it is the area of the graph when the PR curve is drawn. The AUC value approaches 1 when both recall and precision converge to the highest level, showing the model ability to efficiently predict the susceptibility of a landslide: the higher the value of the AUC of the PR, the higher the predictive ability of the model.

4. Results and Discussion

4.1. Susceptibility Maps

Figure 6 shows the three landslide susceptibility maps, derived from the model proposed in this study. Each map represents the susceptibility of landslide occurrence in the study area, derived through the DNN, kernel-based DNN, and CNN models, as described in the previous step. Due to the small study area, most areas can be classified into the same class when the map is graded. Therefore, the research area is represented by the susceptibility of occurrence from 0 to 1, and continuous susceptibility can be confirmed. The three models generally showed similar spatial distribution.

![Landslide susceptibility maps generated using deep learning models: Using a (a) deep neural network (DNN), (b) kernel-based DNN, NS (c) convolutional neural network (CNN) model.](image)

The proportions with susceptibility of less than 0.2 were 38.55%, 39.04%, and 38.30% in DNN, kernel-based DNN, and CNN models, respectively. On the other hand, the ratios of 0.8 or higher with a high susceptibility of landslide occurrence were 39.59%, 33.13%, and 34.47%, respectively. Relatedly, the DNN model shows a large number of regions with higher susceptibility, and in the case of kernel-based DNN, the resolution is slightly lowered. This is because the smoothing effect appeared as a result of using the kernel. Areas with high susceptibility of landslides were identified mainly along the north and south sides, where large debris flows occurred.

Since the slopes of Mt. Umyeon consists of gneiss, the forces remaining in the weathered gneiss layer after a torrential downpour reduce the amount of surface runoff and absorb a large amount of
moisture into the weathered layer. Moisture in the saturated weathering layer reduces the resistance to
to bedrock, facilitating the downslope movement by gravity. As the resistance was sharply decreased,
the physical erosion power was strengthened by the increase of the surface water flow, which erodes
and mobilizes the mud and rocks. In kernel-based DNN and CNN, the effect on not only a single pixel
but also neighboring pixels is considered at the same time, thus reflecting this phenomenon more
realistically. In Figure 6, the probability of landslide is low in the mountain ridge in all models, and the
valley slope forms a steep slope by lateral erosion.

4.2. Evaluation Results

The modeling process using the training dataset defined the relationship between landslide
influencing variables with the location of the past landslides and future landslides, and the results
were evaluated through AP scores with PR curves and statistical indicators of RMSE. The AP score
curve showed that the performance of the DNN, kernel-based DNN, and CNN models was 99.45%,
99.44%, and 99.41%, respectively (Figure 7d–f). All showed over 99%, indicating that each model has
very good accuracy in predicting landslides. RMSE was calculated based on the test dataset for the
predictive model (Figure 7a–c). There were highest (0.1806) and lowest (0.1694) RMSEs for the DNN
and kernel-based DNN models, respectively, and the CNN model had an RMSE of 0.1747. A low RMSE
indicates good predictive power of the developed model. All three models show similar values, but the
kernel-based DNN and CNN models were slightly better than the DNN model. This is obviously
because the models are based on the kernel approach. However, the benefits of kernel processing
were not significant in this study, because (1) the spatial resolutions of the forest and soil maps are
low, and (2) the topographic relationships between adjacent pixels are given by the input data, such as
TWI, SPI, SLF, etc. We can find one more difference between the DNN and the kernel-based models in
Figure 6a–c. The kernel-based models shown in Figure 6b,c are smoothed due to the kernel calculation.

Figure 7. Model performance evaluation results: (a–c) root mean square errors (RMSEs) and (d–f)
average precision (AP) scores of the DNN, kernel-based DNN, and CNN models.
The AP scores were almost identical in all models, indicating that the model used in this study was reasonably accurate in mapping the susceptibility of landslides in the study area. The DNN showed the highest accuracy among three models, but the difference compared to the kernel-based DNN was very small, and the RMSE was relatively high. As a result of using an additional kernel, the RMSE value decreased by about 6.2%, and such inconsistency did not occur. Therefore, it can be interpreted that the kernel-based DNN model exhibits better performance for predicting future landslides than the DNN model. In addition, the weight decay was increased to adjust the total weight, in order to prevent the weight of a specific node from being higher than necessary, thereby preventing the result of being weighted by a specific variable. By preventing overestimation, it was possible to prevent the results from being greatly affected by the slightly adjusted training data. Through this, the results of improving the precision of the test data, as well as the precision of the training data, were confirmed. The three results compared in this study all showed similar patterns due to the limited input neurons, and it is difficult to specify which model is better. However, reliable results were obtained in all of the DNN, kernel-based DNN, and CNN models, and can be applied not only to landslides, but also to modeling the susceptibility of natural phenomena and various regions, such as flood and forest fire mapping.

5. Conclusions

In the present study, a methodological approach was introduced to develop a DNN model, a kernel-based DNN that combines a kernel with the DNN model, and a CNN model, all of which were trained based on a SGD. The location data for training the susceptibility of a landslide was constructed by analyzing aerial photographs and field survey results. Topographic variables were extracted from aerial photographs and digital topographic maps, and soil and forest influencing variables were also extracted. A landslide inventory was constructed using the training dataset built through oversampling for the landslide area and non-landslide area, with the landslide influencing variables; modeling was performed for three models based on the inventory. Finally, the resulting map was evaluated using a test set (20%) of landslide data that was not used for training. The training and prediction functions of the developed DL model were evaluated and compared with the results of RMSE estimation and AP score analysis. The experimental results showed that the optimized DNN model had the highest predictive power (99.45%), followed by the kernel-based DNN (99.44%) and CNN model (99.41%) methods. The recall and precision of all models showed sufficiently high results, and the performance of all models was more than 99% satisfactory.

The expected landslide susceptibility was high near the top of the mountain and was similar to the existing landslide pattern. The susceptibility of landslides decreases according to the slope of the susceptibility map of this study, which is a logical result of the occurrence of debris flow due to the shape of the topography. Nevertheless, there are some limitations to the implementation of neural network (NN)-based DL models. In selecting variables, it is necessary to apply a different methodology in advance, in order to understand the fundamental relationship between variables and landslides, just as variables were selected based on previous studies in this study. Also, the model architecture is less intuitive due to the black box of the NN model. That means selecting the right hyperparameters is a task that requires experiential expertise.

Compared to water-related disasters, landslides were not previously considered a serious problem in urban areas. Most cities developed rapidly without taking into account the damage caused by natural disasters in the process of urbanization. However, due to the recent increase in local heavy rain, extreme precipitation and population pressure in any part of the city can have serious consequences. Therefore, it is important to establish basic scientific data to prevent landslides in urban areas such as Seoul. Regarding the applicability of the developed methodology, the results of this study are expected to support decision-making to identify spatial problems related to urban landslides and effective risk reduction policies.
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