Enhancing Crystal Structure Prediction by decomposition methods based on graph theory
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ABSTRACT

Crystal structure prediction algorithms have become powerful tools for materials discovery in recent years, however, they are usually limited to relatively small systems. The main challenge is that the number of local minima grows exponentially with system size. In this work, we proposed two crossover-mutation schemes based on graph theory to accelerate the evolutionary structure searching. These schemes can detect molecules or clusters inside periodic networks using quotient graphs for crystals and the decomposition can dramatically reduce the searching space. Sufficient examples for test, including the high pressure phases of methane, ammonia, MgAl₂O₄ and boron, show that these new evolution schemes can obviously improve the success rate and searching efficiency compared with the standard method in both isolated and extended systems.

*corresponding author. Email: jiansun@nju.edu.cn
INTRODUCTION

In the past ten years, crystal structure prediction has been widely applied to many fields in physics, chemistry and materials science. Many practical structure prediction methods, including random structure searching\textsuperscript{1}, evolutionary algorithm\textsuperscript{2–6} and particle swarm optimization\textsuperscript{7}, basin hopping\textsuperscript{8}, minima hopping\textsuperscript{9}, simulated annealing\textsuperscript{10}, metadynamics\textsuperscript{11}, Bayesian optimization\textsuperscript{12–14} etc., are designed to search for optimal structures with the lowest energy or enthalpy under target pressures. Combined with Density functional theory (DFT), these methods can not only identify unclear experimental results but also predict structures to drive materials discovery\textsuperscript{15,16}. A lot of these predictions have been confirmed by the following experiments\textsuperscript{17–20}.

Although these structure searching methods have been successful in exploring new materials, most of their applications still focus on relatively small systems because searching for large systems is demanding. The results of crystal structure prediction are mainly influenced by two parts: sampling algorithms for exploring the structural space and local optimization algorithms for relaxing structures. Thus the difficulties in predicting large systems based on first-principles calculations derive mainly from two reasons: one is the exponentially growing complexity of global structure determination and the other is the high time cost of structure relaxations base on DFT. For the second problem, a popular approach is combining machine learning (ML) algorithms with structure prediction methods\textsuperscript{12,13,21–26}. These methods train an on-the-fly ML model during prediction processes and use the model to select and relax candidate structures as a reliable surrogate for DFT to accelerate global searches. Compared with the difficulty induced by first-principles calculations, the first problem of the exploration on configuration space is more general and difficult to solve. Deringer \textit{et al.}\textsuperscript{25} have employed an advanced machine learning potential to accelerate the searches for allotropes of phosphorus. Their method is able to find black phosphorus which proves that the surrogate potential may be reliable, but fails in finding fibrous phosphorus with a complex crystal structure, mainly caused by the high dimension of the search space.
On the other hand, graph theory has been applied to crystallography long ago\textsuperscript{27–29}, but its applications in condensed matter physics and material science are still inadequate. Recently, Shi \textit{et al.}\textsuperscript{30} proposed a random sampling method with a combination of space group and graph theory. They found a series of complex sp\textsuperscript{3} carbon polymorphs with large band gaps\textsuperscript{31}. Bushlanov \textit{et al.} developed a topological random structure generator\textsuperscript{32} to produce structures as seeds of evolutionary structure searching. This generator is based on topological databases containing idealized periodic nets from known crystal structures\textsuperscript{29,33} and has remarkable performance improvements. Ahnert \textit{et al.}\textsuperscript{34} used modularity optimization technique to decompose atomic networks into modules. Combined with random structure searching, this approach is able to find low-energy hypothetical allotropes of boron and phosphorus\textsuperscript{25,34}. These previous works show that graph theory can effectively reduce the complexity of searching space.

In the present paper, we combine graph theory and evolutionary algorithm to enhance crystal structure predictions. Two evolution schemes using structure decomposition is proposed. The first one can automatically identify molecules in crystals and search for molecular crystals efficiently without setting molecular geometry in advance. The other is based on the first scheme, but it uses a community detection algorithm to further decompose extended atomic networks. Extensive tests show that these crossover-mutation schemes have significant advantages compared with the standard scheme in different systems.

RESULTS AND DISCUSSION

\textbf{Quotient graph theory and dimensionality identification}

At first, we simply introduce the definition of quotient graph (QG)\textsuperscript{27}, which is the basis of the structure decomposition methods in this work. QG is a simplified approach to representing crystals including information of atoms and bonds. For a crystal containing $N_{\text{at}}$ atoms in the unit cell, the corresponding QG is a labeled and directed graph with $N_{\text{at}}$ vertices $\{n_1, n_2, \ldots, n_{N_{\text{at}}}\}$. To distinguish equivalent atoms in different cells, a notation $n_i(\mathbf{v})$ is used for representing the atom at $(\mathbf{x}_i + \mathbf{v})\mathbf{h}$, where $\mathbf{x}_i$ is the
fractional coordination of the \( i \)th atoms, \( \mathbf{h} \) is the cell and \( \mathbf{v} \) is the coordination of the cell. If there is a bond between a pair of atoms \( n_i(\mathbf{v}') \) and \( n_j(\mathbf{v}'') \), the QG has an edge \( n_i \xrightarrow{\mathbf{v}''-\mathbf{v}'} n_j \) with a label vector \( \mathbf{v} \). All the equivalent bonds between \( n_i(\mathbf{v}_0 + \mathbf{v}'') \) and \( n_j(\mathbf{v}_0 + \mathbf{v}') \) can be represented by the edge \( n_i \xrightarrow{\mathbf{v}''-\mathbf{v}'} n_j \), where \( \mathbf{v}_0 \) is an arbitrary integer vector. It is easy to find that the edge \( n_i \xrightarrow{\mathbf{v}} n_j \) is equivalent to \( n_j \xleftarrow{\mathbf{v}} n_i \) with an opposite direction and a negative label vector.

Based on QG, we are able to compute dimensionalities of crystal structures. The basic formula of dimensionality is\textsuperscript{35,36}:

\[
\dim(\mathbf{X}) = \dim(\{\mathbf{v}_1, \mathbf{v}_2, \ldots\}) = \text{rank}(\mathbf{V}).
\]  

(1)

Here \( \mathbf{X} \) is a component in which multiple translationally equivalent atoms \( \{n_i(\mathbf{0}), n_i(\mathbf{v}_1), n_i(\mathbf{v}_2), \ldots\} \) are connected. \( \mathbf{V} \) is a matrix composed of the cell offsets between equivalent atoms \( \{\mathbf{v}_1, \mathbf{v}_2, \ldots\} \) and the dimensionality equals to the rank of \( \mathbf{V} \).

The set of cell offsets is infinite for an extended (1D, 2D and 3D) atomic network, so Eq. (1) is not practical for this situation. To compute the dimensionalities of these infinite systems within finite steps, we should take use of properties of closed chains. A closed chain in a QG represents a path between two equivalent atoms. Suppose these two atoms are \( n_{i1}(\mathbf{u}_1) \) and \( n_{i1}(\mathbf{u}_2) \) and the closed chain can be written as:

\[
\mathbf{c} = n_{i1} \xrightarrow{\mathbf{v}_1} n_{i2} \xrightarrow{\mathbf{v}_2} n_{i3} \ldots n_{iM} \xrightarrow{\mathbf{v}_M} n_{i1}.
\]  

(2)

Because there is an equivalent relation \( n_i \xrightarrow{\mathbf{v}} n_j \equiv n_j \xleftarrow{\mathbf{v}} n_i \), we can always make all the edges have the same direction. Define the cycle sum of the closed chain \( \mathbf{c} \): \( \mathbf{s}(\mathbf{c}) = \sum_{k=1}^{M} \mathbf{v}_k \). Here \( k \) runs over all the edges. It is easy to prove that the cycle sum equals to the cell offset between the pair of equivalent atoms\textsuperscript{37}: \( \mathbf{s}(\mathbf{c}) = \mathbf{u}_2 - \mathbf{u}_1 \). For a finite graph, there is a vector space called cycle space composed of all the closed chains. The generating subspace of a cycle space contains finite basic cycles. Therefore, to compute the dimensionality, we only require to calculate cycle sums of basic cycles:

\[
\dim(\mathbf{X}) = \dim(\{\mathbf{s}(\mathbf{c})| \mathbf{c} \in \mathbf{F}\}) = \text{rank}(\mathbf{S}).
\]  

(3)
Here \( F \) is the set of basic cycles of the QG and \( S \) is a matrix containing all the basic cycle sums.

A crystal structure might contain multiple material components. One material component is corresponding to a connected component in the QG and every material component has independent dimensionality. There are also mixed-dimensional materials containing components with different dimensionalities in databases\(^{36,37}\).

For detailed discussions about the theory of QG and dimensionality identification, please refer to previous relative works\(^{36–40}\).

**Molecule identification and searching for molecular crystals**

To search for molecular crystals, a constraint that keeps the bond connectivity of molecules is applied to random generation and evolution processes\(^1,41\). This constraint can highly reduce the searching space and improve the performance of structure prediction algorithms. For instance, such method is used to explore the complicated pentazolate salts with multiple tens of atoms in the unit cell\(^{42,43}\). However, in molecular crystal structure prediction, the molecular configurations are required initially so the constraint may hinder algorithms from finding more stable structures with extended components. For instance, both molecular and chain-like structures are stable in the C-H system\(^44\). Therefore, using molecular crystal structure prediction alone, we are unable to explore the hydrocarbon phase diagram thoroughly. Furthermore, the constrained searching is not suitable for mixed-dimensional materials like the \( P2_1/m \) phase of ammonia\(^45\). On the other hand, unconstrained crystal structure prediction is more general but it is inefficient for molecular crystal systems. We hope to propose a new evolution scheme which combines the advantages of the constrained and unconstrained structure prediction methods. Here are two problems to be solved. The first one is how to identify the positions and local configurations of molecules in periodic structures. The other is how to treat both isolated and extended structures in a unified framework.

For the first problem, we must consider those bonds across cell boundaries, as shown in Fig. 1(a). If atoms in the same cell are regarded to compose the molecule, it leads to
a wrong configuration. A very simple solution to this structure is to consider interatomic
distances with periodic boundary condition (PBC). Since O₂(-1, 1, -1) (black label) is
nearest to O₁(0,0,0) (black label) among all the O₂ images, they belong to the same
molecule. But this approach fails in complex situations such as the structure shown in
Fig. 1(b), in which we add two oxygen atoms. It is obvious that the distance between
O₁(0,0,0) (black label) and O₄(0,0,0) (red label) is shorter than that between O₁(0,0,0)
and O₄(-1, 1, -1) (black label). However, O₁(0,0,0) is actually connected to O₄(-1, 1, -
1) (black label) rather than O₄(0,0,0) (red label). Actually, a QG-based method
described in following is necessary for identifying right molecular structures because
the QG has across-boundary information (Fig. 1(c)). Given a 0D connected QG with
\( N \) vertices, firstly we select an arbitrary vertex marked as \( n_0 \). Then, for every other
vertex \( n_M \), we find a path connected to \( n_0 \): \( n_0 \rightarrow \ldots \rightarrow n_M \). Sum all the edge vectors
and we get \( u_M = \sum_{j=1}^{M} v_j \). According to the definition of QG, atom \( n_M(u_M) \) in
cell \( u_M \) is connected to atom \( n_0(0) \) in the original cell. After considering all the
vertices, we have a collection \( \{n_0(0), n_1(u_1), \ldots, n_N(u_N)\} \) in which all the atoms
belong to the same molecule. For instance, using the quotient graph in Fig. 1(c), we
choose O₁ as the starting point \( n_0 \), and get \( u_2 = (-1,1,-1) \) for O₂. So atom O₁ in
the original cell and O₂ in (-1, 1, -1) cell belong to the same molecule. And then the
central position and the local configuration of the molecule are accessible. Such
approach can also identify the chain-like molecule in Fig. 1(b) based on the quotient
graph in Fig. 1(d).

Note that the selection of path is arbitrary. Suppose there are two different paths
connecting two atoms in a molecule and their cell offsets are \( u \) and \( u' \), respectively.
These two paths can compose a closed chain \( c \) and cycle sum should be \( 0 \), because
the connected component is 0D. So we have \( s(c) = u - u' = 0 \) and \( u = u' \).
Therefore, the selection of paths does not affect the results.

To address the second issue, the way to treat material components is dependent on
their dimensionalities. For a periodic structure, we build QG at first and then identify
connected components of the QG. The dimensionality of every component is computed.
If it is 0D, the component is regarded as a whole unit, such as a molecule (Fig. 2(a)). Otherwise, each atom in the component is treated as an isolated part (Fig. 2(b)). For molecular crystals, the scheme maintains the bond connectivity of molecules during heredity and mutation processes just like constrained crystal structure prediction. For extended solids, atoms are independent so the behavior is similar to that of unconstrained searching.

For convenience, we mark this evolution scheme as scheme-1 in this article.

**Decomposing periodic atomic networks**

The scheme-1 described above can automatically detect molecules in crystals, so it is able to accelerate molecular crystal searching. However, it does not affect the searching for extended crystals. Based on scheme-1, we propose another evolution scheme which can also improve searching efficiency for extended systems.

The scheme is based on community detection\textsuperscript{46,47}. In general, community detection aims to find a natural way to split networks to communities, and the links inside communities should be much denser than those between communities. In this work, to decompose periodic atomic networks, we take use of Girvan-Newman(GN) algorithm. GN algorithm is top-to-down, which calculates “betweenness” of all the edges and remove the edge with the highest betweenness to generate new communities. This process cannot tell us when to stop removing edges, so in GN algorithm, modularity is used to measure the quality of partitions. Modularity has different forms and parameters, which affect the results of community detection algorithms\textsuperscript{48}. But for crystal structure prediction, the problem is not hard to solve. At first, we hope that the communities are 0D so that we can treat them like molecules. In addition, to reduce the searching space, the communities should be as larger as possible. Therefore, GN algorithm should stop when all the communities are 0D in our evolution scheme. The detailed algorithm is shown in Table 1. The input to the algorithm is a material component $G$, which is a connected QG (line 1). We create a set of communities $C$ (line 2). Then the dimensionality of $G$ is computed. If it is 0D (line 3), we add it into $C$ (line 4). If $G$
is an extended component (line 5), we apply GN algorithm to $G$ and consider all the communities (line 6). For every community $c$, we search for its communities and add the results into $C$ (line 7). At the end, the set of all the components is returned (line 9). This algorithm is recursive and the recursion stops when all the components are 0D.

Here we take $\alpha$-B as an example to demonstrate the processes of our algorithm, as shown in Fig. 3. In the first step (solid arrows), the 3D boron network is split to a 2D $B_{24}$ network and a 0D $B_{12}$ cluster. Then, in the second step (dashed arrows), the 2D network is further decomposed into two 0D $B_{12}$ clusters. Since all the communities are 0D now, the algorithm stops. At the end, the algorithm concludes that $\alpha$-B is composed by three $B_{12}$ icosahedrons. This result is consistent with human’s intuition. Ahnert et al.\textsuperscript{34} have proposed a decomposition method which can also find $B_{12}$ icosahedra in $\alpha$-B. Their method is based on optimizations from random initial partitions while our method is a deterministic algorithm which has fewer parameters.

After decomposition, a crystal structure is regarded to be composed of clusters. This description largely diminishes degrees of freedom of the searching space. For example, previous works generated random structures based on clusters to accelerate predictions of complex structures like allotropes of boron or phosphorus\textsuperscript{25,34,41}. Here we applied the decomposition method to the crossover-mutation process in evolutionary structure prediction. The local configurations of clusters are fixed under crossover and mutation operations just like molecular crystals. We mark this evolution scheme as scheme-2. Note that scheme-2 is compatible with scheme-1 for molecular crystals because the method does not decompose 0D material components.

**Results of tests**

To validate the effectiveness of our methods, we select four representative systems for test, as shown in Fig. 4. We mark the standard evolution scheme as the conventional scheme and compare the searching results of conventional scheme, scheme-1 and scheme-2. The searching parameters of all the tests are shown in Table 2.
At first, we compare efficiencies of the schemes in prediction of methane crystal. Under 30 GPa, the most stable phase of methane is $P2_12_12_1$ CH$_4$ ($^{44,49}$, which is a typical molecular crystal (Fig. 4(a)). Because its symmetry is lower than other high pressure phases, it is relatively harder to find it.

In this test, we performed 10 independent global optimizations under 30 GPa with conventional, scheme-1 and scheme-2 evolution schemes, respectively. The maximum number of generations is 30 and 30 structures are relaxed in every generation. The searching results of both conventional scheme and scheme-1 are shown in Table 3. For conventional scheme, only 7 tests (70%) find the $P2_12_12_1$ phase, while our scheme-1 and scheme-2 get success in all the tests. The results show that the molecule identification method can help evolution operators to generate more reasonable candidate structures for molecular crystals, which improves the success rate of evolutionary searching. The new schemes also reduce the number of local optimizations before finding the global minimum. The improvement induced by scheme-1 is not very large (10%) while the performance of scheme-2 is much better (reduce the number of required structures by about 35% compared with the conventional method). Since there are no constraints in the structure generation process, some relaxed configurations are extended networks. For these structures, scheme-2 can decompose them more reasonably than scheme-1.

Molecule identification can also accelerate searching for mix-dimensional structures, which is beyond the scope of molecular crystal structure prediction. The $P2_1/m$ phase of ammonia ($^{45,50}$ is chosen to be an example for test. It is composed of 0D NH$_4^+$ ions and 1D NH$_2^-$ chains (Fig. 4(b)). The stable pressure range of the $P2_1/m$ phase is from 343 to 450 GPa based on accurate DFT calculations ($^{50}$). In this work, ammonia structures are relaxed using DFT with low accuracy parameters. It leads to a deviation from accurate results and $P2_1/m$ phase is stable under 300 GPa. Here we have also run 10 independent tests for ammonia at 300 GPa with all the evolution schemes. The maximum number of generations and population size are the same to those of tests for methane. The results are shown in Table 3. For this structure
containing both isolated and extended components, conventional scheme is able to find the global minimum in all the tests. But its efficiency is obviously lower than scheme-1 and scheme-2. Scheme-1 and scheme-2 reduce the number of required relaxations by about 30% and 45%, respectively. They show significant advantages against the standard evolution scheme. For systems containing extended nets like this, community detection is also useful, so the number of required structures for scheme-2 is less than that for scheme-1 by about 23%.

The tests above are designed for materials containing isolated components, in which molecule identification can be used for improving structure searching. In the following, we will only compare the efficiency of conventional and scheme-2 evolutions schemes in extended test systems.

\[ \text{MgAl}_2\text{O}_4 \] is a popular system to validate structure prediction algorithms\(^{32,51}\) (Fig. 4 (c)). Because the structures of this system can be relaxed based on a fast classical force field, extensive tests (50 times) under 100 GPa are performed with conventional scheme and scheme-2, respectively. The maximum number of generations is 60 and 50 structures are relaxed in every generation. For conventional scheme, 512 structures are required to find \( Pnma \) phase while 378 structures are required for scheme-2. The number of required structures decreases by about 26% with scheme-2. It indicates that community detection can reduce the phase space of solids and improve the efficiency of searching. This result is very closed to the best results reported for this system\(^{32}\) (368 structures). It is very interesting that this record is created also by a graph-theory based method. Although in the previous work they applied graph theory to the structure generation process while our method aims at the crossover and mutation stage. Therefore, there are no conflict between them, and both cases demonstrate that the applications of graph theory are very helpful for crystal structure prediction. It is expected that the combination of these graph-theory based methods may further improve searching efficiency.

Recently, many efforts have been devoted to searching for complex boron structures using machine learning techniques\(^{22-24}\). Here we also choose \( \gamma-B^{17} \) as a
more complicated example to test our method further (Fig. 4(d)). To improve the success rate, random structures are generated with a fixed space group $Pnmm$ for both conventional and scheme-2 evolution schemes. We carried out 20 independent tests with a maximum number of generations of 60 and a population size of 50. A machine-learning potential for boron$^{24}$ is used for structure relaxations. The results are shown in Table 3. It is not surprising that scheme-2 not only increases the success rate but also dramatically reduces the number of structures required for discovering $\gamma$-B by more than 40%. Compared with MgAl$_2$O$_4$, boron allotropes have more distinct community structures, so the decomposition algorithm can identify larger clusters and make more constraints to the structural space. Therefore, the effects of scheme-2 for boron is much larger than those for MgAl$_2$O$_4$. Ahnert et al. performed random structure searching for boron based on community detection$^{34}$. Their method decomposes networks to clusters and builds random structures using these clusters for prediction while our on-the-fly method is applied to the evolution process. Our results indicate that graph theory is a very useful tool for prediction of complex crystals. In addition, we have applied the new evolution scheme to find novel mixed coordination silica and silicon superoxides.$^{52}$

In summary, we have developed two new evolution schemes aided by graph theory for crystal structure predictions. We have discussed how to identify molecules in crystals using quotient graph and decompose extended structures reasonably in detail. These new schemes, based on dimensionality identification and community detection, are designed to find molecules and clusters in periodic structures automatically. During the crossover-mutation process, the local configurations of these molecules or clusters are kept so as to reduce the phase space implicitly. With representative examples for test, we have demonstrated their capabilities of improving success rates and the searching efficiency for both isolated and extended systems.

**METHODS**
Local relaxations of methane and ammonia are performed using the Vienna ab initio simulation (VASP) code\textsuperscript{53} with projector augmented-wave potentials and the Perdew-Burke-Ernzerhof exchange-correlation functional (PBE)\textsuperscript{54}. The accuracy of DFT calculations is not very high in this work so that the time cost of global optimizations is affordable. For MgAl\textsubscript{2}O\textsubscript{4}, we use Lewis–Catlow potentials\textsuperscript{55} implemented in GULP\textsuperscript{56} to perform local optimizations. For γ-B, we conduct a Gaussian approximation potential trained for boron\textsuperscript{24,57} to relax structures. The global prediction is performed by our in-house code. For every test system, we only make the minimal modification on parameters for different evolution schemes and most of the parameters are the same.
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Fig. 1 (a) An oxygen structure in Material Project\textsuperscript{58} (ID: mp-1009490). The marked atoms are in the same cell and the dashed line is the wrong connection. (b) Add two atoms into the structure in (a). The atoms in same molecule have labels with same color. (c) The QG of the structure in (a). (d) The QG of the structure in (b).
Fig. 2 (a) For a molecular crystal, the molecule is extracted. (b) For an extended crystal, all the atoms are extracted independently.
Fig. 3 The decomposition processes of $\alpha$-B using our algorithm. Solid and dashed arrows represent the first and second decomposition steps, respectively.
Fig. 4 Examples for test in this work. (a) $P2_12_12_1$ CH$_4$ (20 atoms in the unit cell) (b) $P2_1/m$ NH$_3$ (16 atoms in the unit cell) (c) $Pnma$ MgAl$_2$O$_4$ (28 atoms in the unit cell) (d) $Pnnm$ γ-B (28 atoms in the unit cell).
Table 1. Pseudocode for finding largest communities from a connected component.

```plaintext
1: procedure FINDCOMMUNITIES(G)
2:   C := ∅
3:   if Dim(G) = 0 then
4:      C := C ∪ {G}
5:   else
6:      for c ∈ Girvan-Newman(G) do
7:         C := C ∪ FINDCOMMUNITIES(c)
8:   end if
9: return C
10: end procedure
```

Table 2. Parameters of searching. N_{at}: number of atoms; N_{t}: number of independent tests; N_{g}: maximum number of generations; N_{p}: population size.

| System             | N_{at} | N_{t} | N_{g} | N_{p} | Pressure (GPa) |
|--------------------|--------|-------|-------|-------|----------------|
| CH₄                | 20     | 10    | 30    | 30    | 30             |
| NH₃                | 16     | 10    | 30    | 30    | 300            |
| MgAl₂O₄            | 28     | 50    | 60    | 50    | 100            |
| B (fixed symmetry) | 28     | 20    | 60    | 50    | 100            |

Table 3. Results of tests. N_{avg}: average number of structures until global minimum is found.

| System             | Evolution scheme | Success rate(%) | N_{avg} |
|--------------------|------------------|-----------------|---------|
| CH₄                | conventional     | 70              | 270     |
|                    | scheme-1         | 100             | 243     |
|                    | scheme-2         | 100             | 174     |
| NH₃                | conventional     | 100             | 342     |
|                    | scheme-1         | 100             | 243     |
|                    | scheme-2         | 100             | 186     |
| MgAl₂O₄            | conventional     | 100             | 512     |
|                    | scheme-2         | 100             | 378     |
| B (fixed symmetry) | conventional     | 75              | 1300    |
|                    | scheme-2         | 100             | 775     |