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ABSTRACT

The theory of compressed sensing tells a dramatic story that sparse signals can be reconstructed near-perfectly from a small number of random measurements. However, recent work has found the story to be more complicated. For example, the projections based on principal component analysis work better than random projections for some images while the reverse is true for other images. Which feature of images makes such a distinction and what is the optimal set of projections for natural images? In this paper, we attempt to answer these questions with a novel formulation of compressed sensing. In particular, we find that bandwise random projections in which more projections are allocated to low spatial frequencies are near-optimal for natural images and demonstrate using experimental results that the bandwise random projections outperform other kinds of projections in image reconstruction.

Index Terms— Compressed sensing, natural images, uncertain component analysis, informative sensing.

1. INTRODUCTION

Given a set of linear measurements $y \in \mathbb{R}^p$ on a signal $x \in \mathbb{R}^n$, where $y = Wx$, which choice of $W$ enables the best reconstruction of $x$ if $p < n$? It is well known that the optimal set of projections, which minimizes the mean squared error, can be found by the principal component analysis (PCA) when the reconstruction is linear. However, if we relax the linear recovery constraint, the optimal projections may substantially differ from the PCA projections. In this regard, compressed sensing of sparse signals [1, 2] is a spectacular demonstration of nonlinear recovery from a small number of linear projections.

The basic mathematical results in compressed sensing deal with $k$-sparse signals. These are signals that have at most $k$ active (non-zero) elements, at unknown locations, in some basis. For such signals, it was shown in [1, 2], that $O(k \log n)$ generic linear measurements are sufficient to recover the signal exactly. Furthermore, the recovery can be done by a simple convex optimization or by a greedy optimization procedure [3].

However, the theory says little about what types of linear measurements are optimal for particular signals that are not ideally sparse. The basic requirement is that the measurements should be mutually incoherent with the basis in which the signal is assumed to be sparse. Random projections have most typically been used [1, 2, 4] because they prove mutually incoherent with almost any basis, but the universality of random projections does not mean that they are universally optimal. Elad [5] has shown that increasing
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The UCA projections are often hard to obtain in a closed form because of very complicated nature of the differential entropy. For a random vector \( y \in \mathbb{R}^p \) whose covariance is \( \Sigma_y \), its entropy \( h(y) \) can be decomposed into

\[
h(y) = h(\tilde{y}) + \frac{1}{2} \ln \det(\Sigma_y),
\]

where \( \tilde{y} \) is a whitened version of \( y \), e.g., \( \tilde{y} = \Sigma_y^{-1/2} y \). Note that, in (3), \( h(\tilde{y}) \) is covariance-free and depends only on the shape of the probability density function (pdf) of \( \tilde{y} \), while the second term solely depends on the covariance \( \Sigma_y \). Hence, we call \( h(\tilde{y}) \) the shape term and \( \frac{1}{2} \ln \det(\Sigma_y) \) the variance term. Overall, an entropy is the sum of these terms.

In fact, each term tends to be maximized by random projections and by the PCA projections (see [12] for more details), and our objective is to accomplish a good balance between the two.

**Case 1:** For white data with the covariance matrix \( \sigma^2 I \), the variance term remains constant (i.e., \( p \ln \sigma \)) for any choice of \( W \) and only the shape term plays a role. In this case, \( h(y) \) is maximized by the projections that make the distribution as Gaussian as possible. Let \( GG(\alpha) \) denote the generalized Gaussian distribution with the shape parameter \( \alpha \) and let \( c_\alpha \) be the shape term of its entropy (see Appendix). If the data satisfies the source separation generative model \( x = Vs \) where \( s \) is iid, \( GG(\alpha) \) and where the columns of \( V \) form a complete orthonormal basis, a random projection makes \( p(y) \) be Gaussian when \( p = 1 \), as \( n \to \infty \), by the central limit theorem, and then \( h(y) \approx c_2 + \ln \sigma = \ln \sqrt{2\pi} \sigma \). For \( p > 1 \), a set of random projections are still near-optimal, but the impact of a new \((k\text{th})\) random projection on the overall entropy \( h(y) \), which we call the capacity of the projection and denote by \( \nu(k) \), decreases with \( k \). This is because the dependency increases with more projections. If we neglect high-order multi-information terms (beyond the pairwise dependency), the decreasing factor can be linearly approximated as [12]

\[
\nu(k) \overset{\text{def}}{=} \mathbb{E}[h(y_1, \ldots, y_k) - h(y_1, \ldots, y_{k-1})] \\
\approx c_2 - \frac{2(k-1)}{n-1} (c_2 - c_\alpha) + \ln \sigma
\]

for sufficiently large \( n \).

**Case 2:** For highly non-white data, the variance term dominates the shape term, which makes the PCA projections almost optimal.

### 3. Uncertain Components of Natural Images

Interestingly, natural images have both properties from case 1 and 2. Here, we assume several well-known statistical facts about natural images: (1) Independent (or the sparsest) components of natural images form a set of Gabor-like wavelet filters in multi-resolutions [13, 14].\(^1\) (2) If we denote each filter by \( v_k \) and its response to \( x \) by \( s_k \), \( \text{Var}(s_k) \) is nearly constant for all \( v_k \) that are in the same band, say \( B_k \), while falling to about a fourth at the next band \( B_{k+1} \) [15]. (3) The pdf of \( s_k \) is remarkably well modeled by \( GG(\alpha) \) with \( \alpha < 1 \) [16, 17].

Under these assumptions, we derive a near-optimal set of projections for natural images. First, because of the highly non-whiteness

\[^1\] In fact, the independent components are over-complete. In a specific band (resolution), each independent component corresponds to a local edge at a particular location and angle. We assume as if there were only a complete set of independent components orthogonal to each other.

### 3.1. Uncertain Components of Natural Images

Fig. 1. Illustration of the band decomposition in spatial frequency domain (top), and capacity diagrams of bandwise random projections (bottom) for two cases \( \alpha = 0.33 \) (left) and \( \alpha = 0.44 \) (right). The assumed image size is \( 256 \times 256 \) and then \( \ell_{\text{max}} = 9 \). At the top figure, \( f_x \) and \( f_y \) denote horizontal and vertical spatial frequency, respectively.

In different bands, cross-band mixing is liable to decrease the overall entropy (as in case 2), and thus we seek to find a solution among the bandwise projections in which \( W \) is in the form of

\[
W = \begin{bmatrix} W_0 & 0 & \cdots & 0 \\ 0 & W_1 & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & W_{\ell_{\text{max}}} \end{bmatrix} V^T
\]

where \( V \) is an orthonormal matrix whose columns are \( v_k \) and where \( W_\ell \) are \( p_\ell \times |B_\ell| \) matrices with \( p_\ell \) satisfying \( \sum_{\ell=0}^{\ell_{\text{max}}} p_\ell = p \). We will later discuss how to determine \( p_\ell \).

Next, when we sense the band-pass signals, we should use random projections (as in case 1) since they are white. Overall, the derived scheme corresponds to bandwise random projections. The bandwise random projections act exactly like (4) within a single band. More explicitly, for the band \( B_k \),

\[
\nu(k) \overset{\text{def}}{=} h(\tilde{y}) - h(\tilde{y}_{B_k}) \\
\approx c_2 - \frac{2(k-1)}{|B_k| - 1} (c_2 - c_\alpha) + \ln (\sigma/2^k),
\]

where \( k_\ell \) denotes the index of each bandwise random projection taken from \( B_k \).

Finally, by the assumption of inter-band independency, we can simply concatenate \( \nu(k_\ell) \) to obtain the overall capacity diagram of bandwise random projections. Fig. 1 illustrates such capacity diagrams throughout all the bands, for two example cases \( \alpha = 0.33 \) and \( \alpha = 0.44 \), as well as the band decomposition in the spatial frequency domain. Note that the overall profile varies with the value of \( \alpha \).

After evaluating the overall capacity \( \nu(k) \), we should arrange them in the decreasing order and pick the first \( p \) projections for the
optimal choice. The optimal set of projections depends on $\alpha$. Note that if the optimal number of random projections from a band $p_k$ is equal to the size of the band $|B_l|$ then taking $p_k$ random projections is equivalent to simply taking all the wavelet coefficients (or PCA coefficients) in that band. As Fig. 1 shows, for $\alpha = 0.44$ this happens with a small number of projections. Thus in this case, PCA is the most informative projection. However, as the number of projections increases, it is better to take random projections from different bands, while allocating more random projections to the low spatial frequencies.

### 4. EXPERIMENTS

In this section, we apply the UCA scheme (i.e. bandwise random projections) to natural images and make comparisons against PCA and random projections in terms of signal reconstruction performance. For the implementation, we conduct the band decomposition as we have shown in Fig. 1 but without explicit use of Gabor-like filters. Instead, we consider the DCT coefficients in the spatial frequencies between

\[
\frac{4^d}{2\sqrt{n}} f_s \leq \sqrt{f_x^2 + f_y^2} < \frac{4^d}{2\sqrt{n}} f_s,
\]

where $f_s$ denotes the image sampling frequency in both directions. Because each DCT kernel in $B_l$ represents some harmonic (non-random) mixing of the Gabor-like wavelets in that band, the band separation in DCT domain as in (7) and subsequent band-by-band random mixing of the DCT coefficients effectively implement the proposed bandwise random projections. To carry out the random mixing, we use a set of noiselets [9, 18], binary-valued random matrix, for the efficient computer simulation.

The image recovery is based on Romberg’s implementation [9], where we find the estimate $\hat{x}^* \in \mathbb{R}^n$ of the latent image by minimizing the total variation (TV), i.e.,

\[
\hat{x}^* = \arg \min_{\hat{x}} \sum_{i,j} |\nabla \hat{x}_{ij}|, \quad \text{subject to} \quad y = W\hat{x}
\]

where $\hat{X}$ is the matrix representation of $\hat{x}$. The TV minimization is known to perform better than the $L_1$-norm minimization on the sparse basis (i.e. wavelets), avoiding high-frequency artifacts [9].

For the experiments, we used ten $256 \times 256$ images, which are from Berkeley Database [19] and shown in Fig. 2, and compared the performance, in terms of peak-signal-to-noise ratio (PSNR), of the following four projection schemes: low-frequency DCT projections in zig-zag order,$^3$ pure random projections, Romberg’s method [9], and bandwise random projections. As we mentioned before, Romberg takes $1,000$ low-frequency DCT coefficients and then switches to random projections.

Fig. 3 shows the reconstruction performance as a function of $p$, the number of projections, for two cases ($I_1$ and $I_7$). For the full range of $p$, Romberg’s method (green) is better than pure random projections (cyan), which is not surprising. However, if we compare the DCT projections (blue) and Romberg’s method (green), their relative performance changes completely, depending on the source image. Indeed, the two images turn out to have very different characteristics in terms of their sparsity. The generalized Gaussian parameters, roughly estimated from their wavelet coefficients, were $\alpha \approx 0.33$ for $I_1$ and $\alpha \approx 0.44$ for $I_7$, as their capacity diagrams are shown in Fig. 1.

\[\text{The DCT kernels are known to well approximate the principal components of natural images.}\]

---

3. The DCT kernels are known to well approximate the principal components of natural images.
optimal for fairly dense images $I_7$–$I_{10}$. If we tune the bandwise random projections for $\alpha \approx 0.5$, the UCA projections give similar performance for the two images as the DCT projections.

In certain applications, it may be allowed to sense a few hundred wavelet coefficients so that we can estimate the sparsity before we do tens of thousands of projections.

5. CONCLUSION

If we are allowed to take a small number of linear projections of signals in a dataset and then use the projections plus prior knowledge of the dataset to recover the signals, what are the best projections to use? We have shown that these projections should minimize the uncertainty of a signal given its projections, or equivalently maximize the uncertainty possessed by the projections.

For natural images, we have derived a set of near-optimal projections. They are bandwise random, but allocate more sensors to the low spatial frequencies and the exact number of sensors in each band depends on the sparsity before we do tens of thousands of projections.

6. APPENDIX: GENERALIZED GAUSSIAN

A random variable $x$ is said to be $GG(\alpha)$ if its log pdf is given by $\ln p(x) = \beta - \gamma |x - \mu|^\gamma$, for some $\beta, \gamma, \mu$. Laplacian ($\alpha = 1$) and Gaussian ($\alpha = 2$) belong to this family and the distribution becomes sparser as $\alpha \to 0$. The shape term of $GG(\alpha)$ is computed to

$$c_\alpha = \frac{1}{2} \ln \left( \frac{4}{\alpha^2 \Gamma \left( \frac{1}{\alpha} \right)} \right) + \frac{1}{\alpha} \text{ (nats)},$$

as drawn in Fig 4.
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