A stochastic Levenberg-Marquardt method using random models with complexity results
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Abstract. Globally convergent variants of the Gauss-Newton algorithm are often the methods of choice to tackle nonlinear least-squares problems. Among such frameworks, Levenberg-Marquardt and trust-region methods are two well-established, similar paradigms. Both schemes have been studied when the Gauss-Newton model is replaced by a random model that is only accurate with a given probability. Trust-region schemes have also been applied to problems where the objective value is subject to noise: this setting is of particular interest in fields such as data assimilation, where efficient methods that can adapt to noise are needed to account for the intrinsic uncertainty in the input data.

In this paper, we describe a stochastic Levenberg-Marquardt algorithm that handles noisy objective function values and random models, provided sufficient accuracy is achieved in probability. Our method relies on a specific scaling of the regularization parameter, that allows us to leverage existing results for trust-region algorithms. Moreover, we exploit the structure of our objective through the use of a family of stationarity criteria tailored to least-squares problems. Provided the probability of accurate function estimates and models is sufficiently large, we bound the expected number of iterations needed to reach an approximate stationary point, which generalizes results based on using deterministic models or noiseless function values. We illustrate the link between our approach and several applications related to inverse problems and machine learning.
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1. Introduction. Minimizing a nonlinear least-squares function is one of the most classical problems in numerical optimization, arising in a variety of applications. In numerous cases, the objective function to be optimized can only be accessed through noisy estimates. Typical occurrences of such a formulation can be encountered while solving inverse problems [17, 34, 35] or while minimizing the error of a model in the context of machine learning [9]. In such cases, the presence of noise is often due to the estimation of the objective function via cheaper, less accurate calculations. For instance, in data-fitting problems, part of the data is often left aside while computing the function or derivative estimates, due to the cost of considering the entire available dataset.

Such concerns have motivated the development of optimization frameworks that cope with inexactness in the objective function or its derivatives. In particular, the field of derivative-free optimization [16], where it is assumed that the derivatives exist but are unavailable for use in an algorithm, has expanded in recent years with the introduction of random models [27]. In a seminal work, Bandeira et al. [1] applied arguments from compressed sensing to guarantee accuracy of quadratic models whenever the Hessian exhibits a certain (unknown) sparsity pattern. Trust-region methods based on
general probabilistic models were then proposed and convergence to first- and second-order stationary points was established under appropriate accuracy assumptions on the models [2]. Global convergence rates were derived for this approach in expectation and with high probability [22]. In a parallel line of work, trust-region methods with probabilistic models were extended so as to accommodate noisy function values by Blanchet et al [14]. To this end, the analysis accounts for two sources of randomness, arising from both the noisy function estimates and the random construction of the models. It can then be shown that the trust-region scheme requires at most $O(\epsilon^{-2})$ iterations in expectation to drive the gradient norm below some threshold $\epsilon$ [8].

In the context of derivative-free least-squares problems with exact function values, various deterministic approaches based on globalization of the Gauss-Newton method have been studied. The algorithms developed in the derivative-free community are mostly of trust-region type, and rely on building models that satisfy the so-called fully linear property, which requires the introduction of a so-called criticality step to guarantee its satisfaction throughout the algorithmic process [12, 38, 39, 36]. The recent DFO-GN algorithm [12] was equipped with a complexity result with a bound of the same order as derivative-free trust-region methods for generic functions [20]. As for general problems, random models emerged as a way of relaxing the need for accuracy at every iteration. A Levenberg-Marquardt algorithm based in this idea was proposed by Bergou et al [7], motivated by problems from data assimilation: this method extends the classical Levenberg-Marquardt scheme by replacing the gradient of the objective function with a noisy estimate that is only accurate in probability. Using reasoning similar to the trust-region case [2], almost-sure global convergence to a first-order stationary point was established.

The case of noisy least squares has also been examined. A recent preprint [10] proposed an efficient approach for handling noisy values in practice, but did not provide theoretical guarantees. A Levenberg-Marquardt framework for noisy optimization without derivatives was proposed by Bellavia et al. [3]. This method assumes that function values can be estimated to a prescribed accuracy level and explicitly maintains a sequence of these levels throughout the iterations of the algorithm. Since the noise level must be small compared to the norm of the Levenberg-Marquardt step, one must be able to reduce the noise level when necessary (note that this idea resembles the criticality step of derivative-free model-based methods). In certain applications, this may be deemed as too expensive. By contrast, the use of random models and estimates with properties only guaranteed in probability allows for arbitrarily bad estimates, which seems more economical at the iteration level, and does not exclude the possibility of computing good steps from bad, cheap estimates. Probabilistic properties thus represent a valuable alternative to the above approach. Furthermore, the connections between Levenberg-Marquardt and trust-region methods [30] suggest that the analysis of the latter on noisy problems can help with studying the former.

In this paper, we propose a stochastic Levenberg-Marquardt framework that builds upon the algorithm of Bergou et al. [7] to handle both random models and noise in the function evaluations. Our setup allows for arbitrarily inaccurate models or function estimates: provided those occur at the same time with a small probability, we can equip our method with complexity guarantees. Our analysis adapts that of the stochastic trust-region framework using random models proposed in [8, 14], thanks to an appropriate definition of the Levenberg-Marquardt regularization parameter. In addition, we quantify convergence using a scaled stationarity criterion that accounts for the least-squares structure of our problem and covers standard as well as recently proposed metrics [11].

The remainder of the paper is organized as follows. Section 2 describes our Levenberg-Marquardt algorithm. Section 3 details accuracy requirements that we enforce for the noisy function values and the probabilistic models. Worst-case guarantees for our framework are provided in Section 4. Section 5 discusses several applications of our method to inverse problems and machine learning. Section 6 concludes our work.
2. A Levenberg-Marquardt algorithm based on estimated values. This paper is concerned with the following nonlinear least squares problem:

\[
\min_{x \in \mathbb{R}^n} f(x) := \frac{1}{2} \| r(x) \|^2,
\]

where \( r : \mathbb{R}^n \to \mathbb{R}^\ell \) is a so-called residual, vector-valued function, which we assume to be continuously differentiable, and \( \| \cdot \| \) is the Euclidean norm. We consider that \( r \) and its derivatives cannot be accessed directly for algorithmic purposes. Therefore, we will present an algorithm that relies on random approximations of these quantities that are of good quality with a certain probability.

In the rest of this section, we recall the main features of the Levenberg-Marquardt method, then describe our extension of this algorithm to handle inexact function and derivative values.

2.1. Deterministic Levenberg-Marquardt paradigm. Popular approaches for solving problem (2.1) are based on the Gauss-Newton model. Given a current iterate \( x_j \), a step is computed as a solution of the linearized least-squares subproblem

\[
\min_{s \in \mathbb{R}^n} \frac{1}{2} \| r(x_j) + J(x_j)s \|^2,
\]

where \( J(\cdot) \) denotes the Jacobian of \( r \). This subproblem possesses a unique solution if \( J(x_j) \) has full column rank, and in that case the step is a descent direction for \( f \). When \( J(x_j) \) is not of full column rank, the introduction of a regularization parameter can lead to similar properties. This is the underlying idea behind the Levenberg-Marquardt algorithm [28, 29, 31], a globally convergent method based upon the Gauss-Newton model. At each iteration, one considers a step of the form

\[
-(J(x_j)^\top J(x_j) + \gamma_j I)^{-1} J(x_j)^\top r(x_j),
\]

where \( \gamma_j \geq 0 \) is an appropriately chosen regularization parameter, typically updated in the spirit of the classical trust-region radius update strategy at each iteration. In our proposed scheme, we draw a closer connection between this parameter and the trust-region radius by scaling \( \gamma_j \) by the norm of the gradient of the Gauss-Newton model. This approach has been previously proposed in Levenberg-Marquardt-type methods and leads to complexity guarantees that match those of trust-region schemes [5, 40].

2.2. Algorithmic framework based on estimates. Our goal is to propose a method that applies to instances of (2.1) for which neither \( r \) nor \( J \) can be accessed directly. Consequently, we consider a variant of the Levenberg-Marquardt algorithm, described in Algorithm 2.2, in which both the function and gradient values are approximated. At every iteration, estimates of the values of \( f \) and its derivative at the current iterate are computed, and used to compute a Gauss-Newton type model (2.3). A regularized version of this model is then approximately minimized, yielding a trial step \( s_j \). New estimates of the objective at the current and trial point are computed: this new point is accepted if the ratio \( \rho_j \) between the estimated function decrease and the model decrease is sufficiently large.

A key feature of our method is that the regularization parameter is defined using a specific scaling formula: namely, we set \( \gamma_j = \mu_j \| J_m^T r_m \| \) where \( \mu_j \geq 0 \). The parameter \( \mu_j \) is updated depending on the value of \( \rho_j \), and also on a condition involving the model gradient. Such updates are typical of derivative-free model-based methods based on random estimates [2, 7, 14, 22]. Note that we follow these earlier references in checking the condition \( \| J_m^T r_m \| \geq \frac{\mu_j}{2} \) at the end of the iteration, while a more practical application would evaluate it at Step 2 of our algorithm. Our theoretical analysis remains unchanged.
A Levenberg-Marquardt method using random models and estimates.

Initialization

Define \( \eta_1 \in (0, 1), \eta_2, \mu_{\min} > 0 \), and \( \lambda > 1 \). Choose \( x_0 \) and \( \mu_0 \geq \mu_{\min} \).

For \( j = 0, 1, 2, \ldots \)

1. Compute an estimate \( f_j^0 = \frac{1}{2} \| r_j^0 \|^2 \) of \( f(x_j) \).
2. Compute \( r_{m_j} \) and \( J_{m_j} \), the residual and the Jacobian estimate at \( x_j \), set \( \gamma_j = \mu_j \| J_{m_j}^\top r_{m_j} \| \), and define the model \( m_j \) of \( f \) around \( x_j \) by:

\[
\forall s \in \mathbb{R}^n, m_j(x_j + s) := \frac{1}{2} \| r_{m_j} + J_{m_j}s \|^2 = \frac{1}{2} \| r_{m_j} \|^2 + (J_{m_j}^\top r_{m_j})^\top s + \frac{1}{2} s^\top J_{m_j}^\top J_{m_j}s.
\]

3. Compute an approximate solution \( s_j \) of the subproblem

\[
\min_{s \in \mathbb{R}^n} m_j(x_j + s) + \frac{\gamma_j}{2} \| s \|^2.
\]

4. Compute an estimate \( f_j^s = \frac{1}{2} \| r_j^s \|^2 \) of \( f(x_j + s_j) \), then compute

\[
\rho_j := \frac{f_j^0 - f_j^s}{m_j(x_j) - m_j(x_j + s_j) - \frac{\gamma_j}{2} \| s_j \|^2}.
\]

5. If \( \rho_j \geq \eta_1 \) and \( \| J_{m_j}^\top r_{m_j} \| \geq \frac{\eta_2}{\mu_j} \), set \( x_{j+1} = x_j + s_j \) and \( \mu_{j+1} = \max \{ \frac{\mu_j}{\lambda}, \mu_{\min} \} \).

Otherwise, set \( x_{j+1} = x_j \) and \( \mu_{j+1} = \lambda \mu_j \).

3. Probabilistic properties of models and function estimates. The framework of Algorithm 2.2 allows for approximations of the objective function and its derivatives to construct both the models and estimate the function values. In this section, we consider that the function values and the derivatives can only be accessed through noisy approximations, and we define accuracy formulas in a deterministic and probabilistic sense.

3.1. Deterministic accuracy. We begin by describing our accuracy requirements for models of the form given in (2.3). Following previous work on derivative-free Levenberg-Marquardt methods [7], we propose the following accuracy definition, and motivate its use further below.

Definition 3.1. Consider a realization of Algorithm 2.2, and the model \( m_j \) of \( f \) defined around the iterate \( x_j \) of the form (2.3), and let \( \kappa_{ef}, \kappa_{eg} > 0 \). Then, the model \( m_j \) is called \( (\kappa_{ef}, \kappa_{eg})\)-first-order accurate with respect to \( (x_j, \mu_j) \) if the following properties hold:

\[
\| J_{m_j}^\top r_{m_j} - J(x_j)^\top r(x_j) \| \leq \frac{\kappa_{eg}}{\mu_j},
\]

\[
\| r(x_j) \|^2 - \| r_{m_j} \|^2 \leq \frac{2\kappa_{ef}}{\mu_j}.
\]

Remark 3.2. Definition 3.1 resembles that of fully linear models in derivative-free optimization [16], thanks to a specific scaling of the regularization parameter. In particular, the accuracy requirement for the model gradient (3.1) differs from the first-order accuracy property introduced by Bergou, Gratton
and Vicente [7]. With our choice of notation, the latter corresponds to:
\[
\left\| J_{m_j}^T r_{m_j} - J(x_j)^T r(x_j) \right\| \leq \frac{\kappa_{eg}}{\gamma_j},
\]

One thus sees that this property uses \( \gamma_j = \mu_j \| J_{m_j}^T r_{m_j} \| \) in the right-hand side, while ours (3.1) uses \( \mu_j \). The purpose of our new property is twofold. First, it allows us to measure the accuracy in formulas (3.1) and (3.2) through a parameter that is updated in an explicit fashion throughout the algorithmic run: this is a key property for performing a probabilistic analysis of optimization methods. Secondly, we believe this choice to be a better reflection of the relationship between the Levenberg-Marquardt algorithm and the trust-region parameter. Indeed, the global solution of the subproblem (2.4) is given by \( d_j = -(J(x_j)^T J(x_j) + \gamma_j I)^{-1} J(x_j)^T r(x_j) \), which is also the solution of the trust-region subproblem
\[
(3.3)
\left\{ \begin{array}{ll}
\min_d & \frac{1}{2} \| r(x_j) + J(x_j) d \|_2^2 \\
\text{s.t.} & \|d\| \leq \delta_j = \|d_j\|.
\end{array} \right.
\]

As a result, we see that for a large value of \( \gamma_j \), one would have \( \delta_j = \mathcal{O} \left( \frac{\| J(x_j)^T r(x_j) \|}{\gamma_j} \right) \), which suggests that \( \gamma_j \) is not exactly equivalent to the inverse of the trust-region radius (as used in earlier work [7]), but rather is an equivalent to \( \frac{1}{\delta_j} \| J(x_j)^T r(x_j) \| \). As a result, the parameter \( \mu_j \) can be thought as equivalent to \( \frac{1}{\delta_j} \) or ours (3.1) thus matches the gradient accuracy condition in fully linear models [16].

Note that Definition 3.1 contains two conditions related to the model Jacobian and the value at the current point. The latter property, described by (3.2), is necessary because our method relies on inexact residual values. For the same reasons, we define accuracy conditions for the estimates computed at every iteration of our method.

Definition 3.3. Consider a realization of Algorithm 2.2, and the residual estimates \( r_0^j \) and \( r_s^j \) computed at iteration \( j \). Given \( \varepsilon_f > 0 \), we say that \( r_0^j \) and \( r_s^j \) are \( \varepsilon_f \)-accurate estimates of \( f(x_j) \) and \( f(x_j + s_j) \) with respect to \( (x_j, \mu_j) \) if
\[
(3.4) \quad \left| \| r_0^j \|_2^2 - \| r(x_j) \|_2^2 \right| \leq \frac{2\varepsilon_f}{\mu_j^2} \quad \text{and} \quad \left| \| r_s^j \|_2^2 - \| r(x_j + s_j) \|_2^2 \right| \leq \frac{2\varepsilon_f}{\mu_j^2}.
\]

Here again, we point out that the parameter \( \mu_j \) plays the role of a reciprocal of the trust-region radius. In that sense, the previous definitions are consistent with the definitions of sufficient accuracy presented in the case of stochastic trust-region methods [14].

3.2. Probabilistic properties. The deterministic properties described in the previous section allow for a deterministic inexact analysis of Algorithm 2.2. We are further interested in the case where the models and the estimates are computed in a stochastic fashion. This introduction of randomness implies that the iterates, regularization parameters and trial steps become stochastic processes. We will thus denote by \( X_j, \Gamma_j, \cap_j \) and \( S_j \) the random quantities at iteration \( j \); the notations \( x_j = X_j(\omega) \), \( \gamma_j = \Gamma_j(\omega) \), \( \mu_j = \cap_j(\omega) \) and \( s_j = S_j(\omega) \) correspond to realizations of these processes. The random model at iteration \( j \) of Algorithm 2.2 will be denoted by \( M_j \), and we use \( m_j = M_j(\omega) \) for a realization of that model (corresponding to a realization of the algorithm). Similarly, we let \( r_{M_j} \) and \( J_{M_j} \) denote the estimates of the residual \( r(X_j) \) and the Jacobian \( J(X_j) \) at iteration \( j \), with their realizations denoted by \( r_{m_j} = r_{M_j}(\omega) \) and \( J_{m_j} = J_{M_j}(\omega) \). We also define \( R_0^j \) and \( R_s^j \) as the random estimates of \( r(X_j) \) and \( r(X_j + S_j) \). The realizations of \( R_0^j \) and \( R_s^j \) will be denoted by \( r_0^j \) and \( r_s^j \).

Finally, we give the probabilistic equivalents of Definitions 3.1 and 3.3 below.
Definition 3.4. Let $p \in (0, 1]$, $\kappa_{ef} > 0$ and $\kappa_{eg} > 0$. A sequence of random models $\{M_j\}$ is said to be $p$-probabilistically $(\kappa_{ef}, \kappa_{eg})$-first-order accurate with respect to the sequence $\{X_j, \gamma_j\}_j$ if the events

$$ U_j := \left\{ \left\| J_{M_j}^{r} r_{M_j} - J(X_j)^\top r(X_j) \right\| \leq \frac{\kappa_{eg}}{\gamma_j} \& \left\| r(X_j) \right\|^2 - \left\| r_{M_j} \right\|^2 \leq \frac{2 \kappa_{ef}}{\gamma_j^2} \right\} $$

satisfy the following condition

$$ p_j^* := P(U_j | F_j^{M, R}) \geq p, $$

where $F_j^{M, R} = \sigma(M_0, \ldots, M_{j-1}, R_0^0, R_{0}^r, \ldots, R_{j-1}^0, R_{j-1}^r)$ is the $\sigma$-algebra generated by $M_0, \ldots, M_{j-1}$ and $R_0^0, R_0^r, \ldots, R_{j-1}^0, R_{j-1}^r$.

Definition 3.5. Given constants $\varepsilon_f > 0$, and $q \in (0, 1]$, the sequences of random quantities $R_j^0$ and $R_j^r$ is called $q$-probabilistically $\varepsilon_f$-accurate, for corresponding sequence $\{X_j, \gamma_j\}_j$, if the events

$$ V_j := \left\{ \left\| R_j^0 \right\|^2 - \left\| R(X_j) \right\|^2 \leq \frac{2 \varepsilon_f}{\gamma_j^2} \text{ and } \left\| R_j^r \right\| - \left\| R(X_j + S_j) \right\|^2 \leq \frac{2 \varepsilon_f}{\gamma_j^2} \right\} $$

satisfy the following condition

$$ q_j^* := P(V_j | F_{j-1/2}^{M, R}) \geq q, $$

where $F_{j-1/2}^{M, R}$ is the $\sigma$-algebra generated by $M_0, \ldots, M_{j}, R_0^0, R_{0}^r, \ldots, R_{j-1}^0, R_{j-1}^r$.

4. Convergence rate analysis. In this section, we provide a theoretical study of our algorithm using stochastic process theory. Our methodology follows the approach by Blanchet et al. [8] for trust-region methods.1 However, our setup introduces a number of variations that require us to make some modifications in key components of the analysis. In particular, we consider a measure of stationarity that exploits the least-squares form of the problem. Indeed, in order to take advantage of the least-squares structure of our problem, we focus on a scaled optimality criterion inspired by previous proposals for least-squares problems [11]. Rather than considering $\|\nabla f(x)\| \leq \epsilon$ as our stationarity condition, we introduce the criterion:

$$ \|r(x)\| \leq \epsilon_p \text{ or } \|g^i_r(x)\| \leq \epsilon_d, $$

where $g^i_r$ is the so-called scaled gradient defined for a fixed integer $i \in \mathbb{N} \cup \{-1\}$ by

$$ g^i_r(x) := \begin{cases} \frac{\|J(x)^\top r(x)\|}{\|r(x)\|^{2i+1}} & \text{if } \|r(x)\| \neq 0, \\ 0 & \text{otherwise.} \end{cases} $$

In our framework, the tolerance $\epsilon_p$ corresponds to a tolerance after which the noise from the estimated values would dominate the actual residual value in the case of small or zero residuals. When the residuals at the optimum are non-zero, however, we consider a scaled version of the optimality conditions, captured by the scaled gradient $g^i_r$. In that case, the tolerance $\epsilon_d$ can be seen as a scaled version of the classical gradient tolerance. Note that our definition of the scaled gradient (4.2) matches previous

---

1When the original, unpublished version of this paper [6] was released, our complexity results differed from those that Blanchet et al. [8] had obtained at that time for their algorithm. The analysis was then improved in the final, published version [8] and matches the results of this earlier, unpublished version [6].
proposals [11, 21] for \( i = 0 \), while it corresponds to the classical gradient for \( i = -1 \). As \( i \to \infty \), we have \( g^i_0(x) \to \frac{\| J(x)^T r(x) \|^2}{\| r(x) \|^2} \) (when \( \| r(x) \| \neq 0 \)), and the condition \( \frac{\| J(x)^T r(x) \|^2}{\| r(x) \|^2} \geq \epsilon_d \) resembles that of gradient dominance of degree 1 (see [11]).

In order to connect the variation in the objective value with the scaled gradient criterion, we will rely on the lemma below, that is a direct corollary of Gould et al. [21, Lemma 3.11] with fixed \( i \) (we refer the reader to this earlier result [21, Lemma 3.11] for a full proof).

**Lemma 4.1.** For any \( a > b \geq 0 \) and \( c \in \mathbb{R} \),

\[
\begin{align*}
\alpha^2 - b^2 \leq c & \quad \Rightarrow \quad a^{1/2} - b^{1/2} \leq \frac{c}{a^{1/2}b^{1/2}}.
\end{align*}
\]

### 4.1. Assumptions and deterministic results.

The objective function will be required to satisfy the following assumptions.

**Assumption 4.2.** \( f \) is continuously differentiable on an open set containing the level set \( \mathcal{L}(x_0) = \{ x \in \mathbb{R}^n | f(x) \leq f(x_0) \} \), with Lipschitz continuous gradient, of Lipschitz constant \( \nu \).

We also require that the Jacobian model is uniformly bounded over the sequence of iterates, for every realization of the algorithm.

**Assumption 4.3.** There exists \( \kappa_{J_m} > 0 \) such that for all \( j \) and all realizations \( J_{m_j} \) of the \( j \)-th model Jacobian, one has:

\[
\| J_{m_j} \| \leq \kappa_{J_m}.
\]

Finally, we state the assumptions on the approximate solve of the subproblem (2.2). The first assumption states that the trial step achieves a fraction of Cauchy decrease for the regularized model.

**Assumption 4.4.** There exists \( \theta_{fcd} > 0 \) such that for every iteration \( j \) of any realization of the algorithm,

\[
\begin{align*}
\| J_{m_j}(x_j) - m_j(x_j + s_j) - \gamma_j \| s_j \|^2 & \geq \frac{\theta_{fcd}}{2} \frac{\| J_{m_j}^T r_{m_j} \|^2}{\| J_{m_j} \|^2 + \gamma_j}.
\end{align*}
\]

The second assumption states that the trial step satisfies desirable bounds on its norm and part of the model decrease, two terms that arise naturally in the theoretical analysis (see the proof of Lemma 4.9).

**Assumption 4.5.** At each iteration \( j \) and for every realization of the algorithm, the step size satisfies

\[
\| s_j \| \leq \frac{\| J_{m_j}^T r_{m_j} \|}{\gamma_j} = \frac{2}{\mu_j},
\]

and there exists \( \theta_{in} > 0 \) such that

\[
\begin{align*}
| s_j^T (\gamma_j s_j + J_{m_j}^T r_{m_j}) | \leq \frac{4 \| J_{m_j} \|^2 \| J_{m_j}^T r_{m_j} \|^2 + 2 \theta_{in} \| J_{m_j}^T r_{m_j} \|^2}{\gamma_j^2} = 4 \frac{\| J_{m_j} \|^2 + \theta_{in}}{\mu_j^2}.
\end{align*}
\]

Several choices for the approximate minimization of \( m_j(x_j + s) \) verify relations (4.4), (4.5) and (4.6). In particular, Assumptions 4.4 and 4.5 hold for the exact minimizer of the quadratic subproblem (for any \( \theta_{in} > 0 \), but they are also valid for inexact steps (for some \( \theta_{in} > 0 \)) such as the Cauchy step or a step computed by the truncated Conjugate Gradient algorithm [7, Lemma 5.1].

As shown by the lemma below, our assumptions guarantee that an accurate model also provides an accurate estimate for the trial step.
Lemma 4.6. Let Assumptions 4.2, 4.3, and 4.5 hold for a realization of Algorithm 2.2. Consider the j-th iteration of that realization, and suppose that \( m_j \) is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate. Then,

\[
\|f(x_j + s_j) - m_j(x_j + s_j)\| \leq \frac{\kappa_{ef}s}{\mu_j^2},
\]

where \( \kappa_{ef} := \frac{2\kappa_{ef} + \kappa_{eg} + 4(\nu + \kappa_{eg}^2)}{2} \).

Proof. Using a Taylor expansion of the function \( f \) around \( x_j \) and the definition of \( m_j \), we have:

\[
\|f(x_j + s_j) - m_j(x_j + s_j)\| \leq \|f(x_j) + (J(x_j)\top r(x_j)) s_j - m_j(x_j + s_j)\| + \frac{\nu}{2}\|s_j\|^2
\]

\[
\leq \|f(x_j) - m_j(x_j)\| + \left( (J(x_j)\top r(x_j) - J_{m_j} r_{m_j}) \right) \top s_j + \frac{\|J_{m_j}, J_{m_j} + \nu\|\|s_j\|^2}{2}
\]

By Assumptions 4.3 and 4.5, this leads to

\[
\|f(x_j + s_j) - m_j(x_j + s_j)\| \leq \kappa_{ef} \|s_j\| + \kappa_{eg} \|s_j\|^2 \leq \frac{\kappa_{ef}}{\mu_j^2} \|s_j\|^2 + \frac{\kappa_{eg}}{\mu_j^2} \|s_j\|^2 + \frac{2\kappa_{eg} + \nu}{\mu_j^2} \|s_j\|^2,
\]

hence the result. \( \square \)

The next lemmas describe useful results that hold for any realization of Algorithm 2.2: they will be instrumental in studying the behavior of the method in a probabilistic setting (see Section 4.2).

Lemma 4.7. Let Assumptions 4.2, 4.3, 4.4, and 4.5 hold for a realization of Algorithm 2.2, and consider its j-th iteration. If the model is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate and

\[
\mu_j \geq \max \left\{ \kappa_{J_m}^2, \frac{8\kappa_{ef} + \kappa_{ef,s}}{\eta_1 \theta_{fcd}} \right\} \frac{1}{\|J_{m_j}, r_{m_j}\|},
\]

then the trial step \( s_j \) satisfies

\[
\|r(x_j + s_j)\|^2 - \|r(x_j)\|^2 \leq -\frac{\eta_1 \theta_{fcd}}{4} \|J_{m_j}, r_{m_j}\| \mu_j.
\]

Proof. Since the model is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate, we have:

\[
f(x_j + s_j) - f(x_j) = f(x_j + s_j) - m_j(x_j + s_j) + m_j(x_j + s_j) - m_j(x_j) - m_j(x_j) - f(x_j)
\]

\[
\leq \kappa_{ef} s_j + m(x_j + s_j) - m_j(x_j) + \frac{\kappa_{ef}}{\mu_j^2}
\]

\[
\leq \kappa_{ef} s_j + \kappa_{eg} s_j - \eta_1 \theta_{fcd} \frac{\|J_{m_j}, r_{m_j}\|^2}{\mu_j^2} - \eta_1 \theta_{fcd} \frac{\|J_{m_j}, r_{m_j}\|^2}{\mu_j^2} - \frac{\kappa_{eg}}{\mu_j} \|J_{m_j}, r_{m_j}\|.
\]

where we used the result of Lemma 4.6 (where \( \kappa_{ef,s} \) is defined) and Assumption 4.4. Using the first part of (4.8), we then have \( \mu_j \|J_{m_j}, r_{m_j}\| \geq \kappa_{J_m}^2 \), and therefore

\[
f(x_{j+1}) - f(x_j) \leq \frac{\kappa_{ef} + \kappa_{ef,s}}{\mu_j^2} - \eta_1 \theta_{fcd} \frac{\|J_{m_j}, r_{m_j}\|^2}{\mu_j^2} - \frac{\eta_1 \theta_{fcd}}{4} \|J_{m_j}, r_{m_j}\| \mu_j
\]

\[
= \frac{1}{\mu_j} \left[ \frac{\kappa_{ef} + \kappa_{ef,s}}{\mu_j} - \eta_1 \theta_{fcd} \frac{\|J_{m_j}, r_{m_j}\|^2}{8} \right] \leq \frac{1}{\mu_j} \left[ -\eta_1 \theta_{fcd} \frac{\|J_{m_j}, r_{m_j}\|^2}{8} \right],
\]

where the second part of the maximum in (4.8) was used in the last line, yielding (4.9). \( \square \)
The next result is a consequence of Lemma 4.7.

Lemma 4.8. Let the assumptions of Lemma 4.7 hold. If \( m_j \) is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate and

\[
\mu_j \geq \frac{\kappa_{eg} + \max \left\{ \kappa_{eg}^2, \frac{8(\kappa_{ef} + \kappa_{eg})}{\eta_1 \eta_f \eta_{cd}} \right\}}{\frac{1}{\eta_j}},
\]

then the trial step \( s_j \) satisfies

\[
\|r(x_j + s_j)\|^2 - \|r(x_j)\|^2 \leq -C_1 \frac{\|J(x_j)^\top r(x_j)\|}{\mu_j},
\]

where \( C_1 := \frac{\eta_1 \theta_{cd}}{4 \kappa_{eg} + \max \left\{ \kappa_{eg}^2, \frac{8(\kappa_{ef} + \kappa_{eg})}{\eta_1 \eta_f \eta_{cd}} \right\}} \). Moreover,

\[
\|r(x_j + s_j)\|^{1/2} - \|r(x_j)\|^{1/2} \leq -C_1 \frac{\|J(x_j)^\top r(x_j)\|}{\|r(x_j)\|^{1/2}},
\]

Proof. Since the model is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate, we have

\[
\|J(x_j)^\top r(x_j)\| \leq \left\| J(x_j)^\top r(x_j) - J_m^\top r_m \right\| + \left\| J_m^\top r_m \right\| \leq \frac{\kappa_{eg}}{\mu_j} + \left\| J_m^\top r_m \right\|.
\]

Using (4.10) to bound the left-hand side, we obtain:

\[
\frac{\kappa_{eg} + \max \left\{ \kappa_{eg}^2, \frac{8(\kappa_{ef} + \kappa_{eg})}{\eta_1 \eta_f \eta_{cd}} \right\}}{\mu_j} \leq \frac{\kappa_{eg}}{\mu_j} + \left\| J_m^\top r_m \right\|
\]

which gives \( \mu_j \geq \max \left\{ \frac{\kappa_{eg}^2}{\mu_j}, \frac{8(\kappa_{ef} + \kappa_{eg})}{\eta_1 \eta_f \eta_{cd}} \right\} \|J_m^\top r_m\|^{-1} \). We are thus in the assumptions of Lemma 4.7, and (4.9) holds. Using the fact that the model is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate together with (4.10) and (4.13), we have:

\[
\|J(x_j)^\top r(x_j)\| \leq \frac{\kappa_{eg}}{\mu_j} + \left\| J_m^\top r_m \right\| \leq \frac{\kappa_{eg}}{\kappa_{eg} + \max \left\{ \kappa_{eg}^2, \frac{8(\kappa_{ef} + \kappa_{eg})}{\eta_1 \eta_f \eta_{cd}} \right\}} \|J(x_j)^\top r(x_j)\| + \left\| J_m^\top r_m \right\|,
\]

leading to

\[
\left\| J_m^\top r_m \right\| \geq \max \left\{ \frac{\kappa_{eg}^2}{\kappa_{eg} + \max \left\{ \kappa_{eg}^2, \frac{8(\kappa_{ef} + \kappa_{eg})}{\eta_1 \eta_f \eta_{cd}} \right\}} \right\} \|J(x_j)^\top r(x_j)\|.
\]

Combining this result with (4.9) finally gives (4.11). To obtain (4.12), we simply invoke Lemma 4.1 starting from (4.11).

Lemma 4.9. Let Assumptions 4.2, 4.3, 4.4 and 4.5 hold. Consider the \( j \)-th iteration of a realization of Algorithm 2.2. Suppose that \( m_j \) is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate, \((\theta_j^0, r_j^0)\) is \( \varepsilon_f \)-accurate, and that

\[
\mu_j \geq \max \left\{ \alpha + \frac{\sqrt{\alpha^2 + 4\kappa_{eg}^2 (1 - \eta_1)}}{2 (1 - \eta_1)}, \frac{\kappa_{eg}}{\|J_m^\top r_m\|} \right\} \|J_m^\top r_m\| := \frac{\kappa_{eg}}{\mu_j},
\]

holds, where \( \alpha := \varepsilon_f + \kappa_{eg} + \nu + 3\kappa_{eg}^2 + \theta_{in} \). Then, the \( j \)-th iteration is successful (i.e. \( \rho_j \geq \eta_1 \) and \( \|J_m^\top r_m\| \geq \frac{2\kappa_{eg}}{\mu_j} \)).
Proof. To simplify the notations, we will omit the indices \( j \) in the proof. By definition of the ratio \( \rho \) and the model \( m \), we have:

\[
\left| 1 - \frac{\rho}{2} \right| = \left| 1 - \frac{1}{2} \frac{f^0 - f^s}{m(x) - m(x + s) - \frac{\gamma}{2} \| s \|^2} \right| = \frac{|m(x) - m(x + s) - \frac{\gamma}{2} \| s \|^2|}{|m(x) - m(x + s) - \frac{\gamma}{2} \| s \|^2|} \leq \frac{|-g_m^\top s - \frac{\gamma}{2} s^\top (J_m^\top J_m + \gamma I) s - \frac{1}{2} f^0 + \frac{\gamma}{2} f^s|}{|m(x) - m(x + s) - \frac{\gamma}{2} \| s \|^2|} = \frac{\frac{1}{2} f^s - f^0 - g_m^\top s - \frac{1}{2} s^\top J_m^\top J_m s}{|m(x) - m(x + s) - \frac{\gamma}{2} \| s \|^2|} \leq \frac{\frac{1}{4} f^s - f^0 - g_m^\top s - \frac{1}{2} s^\top J_m^\top J_m s + \frac{1}{2} s^\top (g_m + \gamma s)}{|m(x) - m(x + s) - \frac{\gamma}{2} \| s \|^2|}.
\]

The first term in the numerator can be bounded using a Taylor expansion of \( f(x + s) \). Indeed,

\[
|f^s - f^0 - g_m^\top s - s^\top J_m^\top J_m s| = |f^s - f(x + s) + f(x) - f^0 + f(x + s) - f(x) - g_m^\top s - \frac{1}{2} s^\top J_m^\top J_m s| \\
\leq |f^s - f(x + s)| + |f(x) - f^0| + |f(x + s) - f(x) - g_m^\top s - \frac{1}{2} s^\top J_m^\top J_m s| \\
\leq |f^s - f(x + s)| + |f(x) - f^0| + \left| \nabla f(x) - g_m \right|^\top s + \frac{\nu + \| J_m^\top J_m \|}{2} \| s \|^2.
\]

Recalling that \( \nabla f(x) = J(x)^\top r(x), g_m = J_m^\top r_m \) and using the accuracy properties of the model and function estimates as well as Assumption 4.3, we obtain:

\[
|f^s - f^0 - g_m^\top s - s^\top J_m^\top J_m s| \leq \frac{2 \varepsilon_f}{\mu^2} + \frac{\kappa_{eg} \| s \|}{\mu} + \frac{\nu + \kappa_{J_m}^2}{2} \| s \|^2.
\]

Thus, we have

\[
\left| 1 - \frac{\rho}{2} \right| \leq \frac{\varepsilon_f}{\mu^2} + \frac{\kappa_{eg} \| s \|}{2 \mu} + \frac{\nu + \kappa_{J_m}^2}{2} \| s \|^2 + \frac{1}{2} \left| s^\top (g_m + \gamma s) \right| \frac{m(x) - m(x + s) - \frac{\gamma}{2} \| s \|^2}{m(x) - m(x + s) - \frac{\gamma}{2} \| s \|^2}.
\]

Using Assumption 4.5 on the numerator and Assumption 4.4 on the denominator, we arrive at

\[
\left| 1 - \frac{\rho}{2} \right| \leq \frac{\varepsilon_f}{\mu^2} + \frac{\kappa_{eg}}{\mu^2} + \frac{\nu + \kappa_{J_m}^2 + \theta_{in}}{\mu^2} \leq \frac{\left( \varepsilon_f + \kappa_{eg} + \nu + 3 \kappa_{J_m}^2 + \theta_{in} \right)}{\mu^2} \frac{1}{\mu^2} \leq \frac{\theta_{fed} \| J_m^\top r_m \|^2}{\| J_m^\top r_m \|^2 + \gamma} = \frac{\left( \varepsilon_f + \kappa_{eg} + \nu + 3 \kappa_{J_m}^2 + \theta_{in} \right)}{\mu^2} \frac{1}{\mu^2} \frac{\kappa_{J_m}^2 + \gamma}{\gamma^2} = \frac{\kappa_{J_m}^2 + \gamma}{\gamma^2},
\]

where the last equality uses the definition of \( \alpha \) from the lemma’s statement.

As a result, we have

\[
\left| 1 - \frac{\rho}{2} \right| \geq 1 - \eta_1 \Rightarrow \alpha \frac{\kappa_{J_m}^2 + \gamma}{\gamma^2} \geq 1 - \eta_1 \Rightarrow 0 \geq (1 - \eta_1) \gamma^2 - \alpha \gamma - \alpha \kappa_{J_m}^2.
\]
Since the right-hand side is a second-order polynomial in \( \gamma \), this gives
\[
\gamma \leq \frac{\alpha + \sqrt{\alpha^2 + 4\alpha\kappa^2_{J_m}(1 - \eta)}}{2(1 - \eta)} \quad \Leftrightarrow \quad \mu \geq \frac{\alpha + \sqrt{\alpha^2 + 4\alpha\kappa^2_{J_m}(1 - \eta)}}{2(1 - \eta)} \cdot \frac{1}{\|J_m^T r_m\|}.
\]
But this contradicts (4.14), from which we conclude that we necessarily have \(|1 - \frac{\rho}{\eta}| < 1 - \eta_1\), and thus \(\rho > \eta_1\). Since \(\|J_m^T r_m\| \geq \frac{2\mu}{\eta_1^2} \) as a direct consequence of (4.14), the iteration is a successful one, and the parameter \(\mu\) is not increased.

The next lemma shows that having accurate function estimates but inaccurate models still leads to a decrease in the residual on successful iterations.

**Lemma 4.10.** Let Assumptions 4.2, 4.3, 4.4, and 4.5 hold. Given a realization of Algorithm 2.2, let \(j\) be the index of an unsuccessful iteration. Suppose that \((r_j^0, r_j^*)\) is \(\varepsilon_f\)-accurate, and suppose
\[
\eta_2 \geq \max \left\{ \kappa^2_{J_m}, \frac{8\varepsilon_f}{\eta_1 \theta_{fcd}} \right\}
\]
Then, one has:
\[
\|r(x_j + s_j)\|^2 - \|r(x_j)\|^2 \leq -\frac{C_2}{\mu_j^2},
\]
where \(C_2 := \frac{\mu_j^2 \eta_2}{2} - 4\varepsilon_f > 0\). Moreover, if \(\|r(x_j)\| > 0\), we have
\[
\|r(x_j + s_j)\|^{1/2} - \|r(x_j)\|^{1/2} \leq -\frac{1}{2(1 + 1)} \cdot \frac{1}{\mu_j^2 \|r(x_j)\|^{1/2}}.
\]

**Proof.** By definition of a successful iteration and using the accuracy properties of the models and the estimates, we have
\[
f(x_{j+1}) - f(x_j) = f(x_j + s_j) - f(x_j) = \frac{1}{2} \left[ \|r(x_j + s_j)\|^2 - \|r_j^*\|^2 + \|r_j^*\|^2 - \|r_j^0\|^2 + \|r_j^0\|^2 - \|r(x_j)\|^2 \right]
\leq \frac{\varepsilon_f}{\mu_j^2} + \frac{1}{2} \|r_j^*\|^2 - \frac{1}{2} \|r_j^0\|^2
\leq \frac{\varepsilon_f}{\mu_j^2} + \eta_1 (m(x_j + s_j) - m(x_j))
\leq \frac{\varepsilon_f}{\mu_j^2} \cdot \frac{\eta_1 \theta_{fcd}}{\kappa^2_{J_m} + \mu_j \|J_m^T r_m\|}
\leq \frac{\varepsilon_f}{\mu_j^2} \cdot \frac{\eta_1 \theta_{fcd}}{\eta_2 + \mu_j \|J_m^T r_m\|},
\]
since \(\eta_2 \geq \kappa^2_{J_m}\).

Since the iteration is successful, we have \(\mu_j \|J_m^T r_m\| \geq \eta_2\), leading to
\[
\|r(x_{j+1})\|^2 - \|r(x_j)\|^2 \leq \frac{4 \varepsilon_f}{\mu_j^2} \cdot \frac{\eta_1 \theta_{fcd}}{\eta_2 + \mu_j \|J_m^T r_m\|} \leq \frac{4 \varepsilon_f}{\mu_j^2} \cdot \frac{\eta_2 \eta_2 \theta_{fcd}}{\eta_2 + \mu_j \|J_m^T r_m\|} = -\frac{C_2}{\mu_j^2}.
\]
(Note that the positivity of \(C_2\) comes from (4.15)). This establishes the desired result (4.16); by applying Lemma 4.1, we then arrive at (4.17).
To end this section, we formalize our assumptions regarding the probabilistic properties satisfied by our method.

**Assumption 4.11.** The random model sequence \( \{M_j\} \) is \( p \)-probabilistically \( \{\kappa_{ef}, \kappa_{eg}\} \)-first-order accurate for some \( p \in (0, 1] \), \( \kappa_{ef} > 0 \), and \( \kappa_{eg} > 0 \).

**Assumption 4.12.** The sequence of random function estimates \( \{(R^0_j, R^s_j)\}_j \) is \( q \)-probabilistically \( \varepsilon_f \)-accurate for some \( q \in (0, 1] \) and \( \varepsilon_f > 0 \).

**Assumption 4.13.** The constant \( \eta_2 \) is chosen such as

\[
(4.18) \quad \eta_2 \geq \max \left\{ \kappa_{jm}^2, \frac{6(\kappa_{ef} + \kappa_{efs})}{\theta_f cd}, \frac{8 \varepsilon_f}{\eta_1 \theta_f cd} \right\}.
\]

In the rest of the paper, we will assume that \( pq \neq 1 \), since if \( pq = 1 \), then for every \( j \), we have \( p_j = P(U_j|FM_{j-1}) = p = q_j = P(V_j|FM_{j-1}R_j) = q = 1 \), and the behavior of the algorithm reduces to that of a deterministic method. Note that we still allow \( p \) or \( q \) to be equal to 1.

### 4.2. A key property.

Similarly to existing analyzes, the main task in deriving our complexity result consists in proving the following theorem.

**Theorem 4.14.** Let Assumptions 4.2, 4.3, 4.4, 4.5 and 4.13 hold. Suppose that Assumptions 4.11 and 4.12 are also satisfied, with the probabilities \( p \) and \( q \) chosen in a way specified later on. Then,

\[
(4.19) \quad \mathbb{P} \left( \sum_{j=0}^{\infty} \frac{1}{\tau_{f}^2 ||r(X_j)||^{2i+1-1}} < \infty \right) = 1.
\]

Our proof technique (available in Appendix) is adapted from that in the trust-region setting [14, Theorem 4.11] [26, Lemma 4]. It relies on a Lyapunov function combining the parameter \( \tau \) and a measure of stationarity. Previous analyzes, including an earlier, unpublished version of this paper [6], considered the sequence

\[
(4.20) \quad \tau f(X_j) + \frac{1 - \tau}{\tau_2^2}.
\]

for an appropriately chosen \( \tau \in (0, 1) \). In order to employ our scaled stationarity criterion, we fix an integer \( i \in \mathbb{N} \cup \{-1\} \) and define

\[
(4.21) \quad \Phi_j := \tau ||r(X_j)||^{1/2i} + \frac{1 - \tau}{\tau_2^2 ||r(X_j)||^{2i+1-1}}.
\]

When \( i = -1 \), we recover the choice (4.20) up to a constant factor. As we will see, the more generic definition (4.21) is well suited to our use of the scaled gradient (4.2).

The proof requires \( \tau \in (0, 1) \) to be chosen such that

\[
(4.22) \quad \frac{\tau}{1 - \tau} > \max \left\{ \frac{2^{i+1} (\lambda^2 - \frac{1}{\lambda^2})}{C_1 \zeta}, \frac{2^{i+1} (\lambda^2 - \frac{1}{\lambda^2})}{C_2}, \frac{2^{i+2} (\lambda^2 - \frac{1}{\lambda^2})}{\kappa_{ef} + \kappa_{efs}} \right\}
\]

where \( \zeta \) is a parameter such that

\[
(4.23) \quad \zeta \geq \left( \kappa_{eg} + \max \left\{ \kappa_{pg}, \frac{8(\kappa_{ef} + \lambda f s)}{\eta_1 \theta_f cd}, \kappa_{jm}^2, \eta_2 \right\} \right).
\]
In addition, the probabilities \( p \) and \( q \) are required to satisfy:

\[
(4.24) \quad \frac{pq - 1/2}{(1-p)(1-q)} \geq \frac{C_3}{C_1}, \quad \text{where} \quad C_3 := 4 \left( 1 + \frac{\gamma}{\sigma} \right).
\]

The bound (4.24) implies that \( pq \geq 1/2 \), as well as

\[
(4.25) \quad (1-p)(1-q) \leq \frac{(1-\tau)(1-\frac{1}{2})}{2(\tau C_3 \zeta + (1-\tau)(\lambda^2 - 1))}.
\]

We remark that conditions (4.24) and (4.25) will be satisfied for \( p \) and \( q \) sufficiently close to 1; we also point out that when \( q = \lambda \), these conditions would essentially reduce to \( p \geq 1/2 \) [7].

Provided conditions (4.22)–(4.25) hold, Theorem 4.14 is obtained by proving that there exists \( \sigma > 0 \) such that, at every iteration \( j \),

\[
(4.26) \quad \mathbb{E} [\Phi_{j+1} - \Phi_j | \mathcal{F}_{j+1}^R \cap E^0_j] \leq -\frac{\sigma}{\Gamma^2_0} \frac{\|r(X_j)\|}{\frac{\sigma + 1}{\sigma + 1 - \tau}},
\]

where \( \mathcal{F}_{j+1}^R \cap E^0_j \) is the trace \( \sigma \)-algebra \(^2\) produced by the event \( E^0_j = \{ \|r(X_k)\| > \frac{\sigma + 1}{\sigma + 1 - \tau} \} \) for all models and function value estimates. We point out that the right-hand side is measurable with respect to \( \mathcal{F}_{j+1}^R \). Since in our case, both \( \|r(x_j)\| \) and \( f(x_j) \) are bounded from below by 0, we have that \( \Phi_j \geq 0 \) and \( \Gamma_j > 0 \), (4.26) guarantees that the series converges almost surely (see, e.g., [15, Proposition 4.24]).

The proof focuses on a realization of the process \( \Phi_k \), and divides the iterations into two subsets, depending on whether the following condition holds:

\[
(4.27) \quad \|J(x_j)^T r(x_j)\| \geq \frac{\zeta}{\mu_j}.
\]

This condition is strongly related to the requirements on \( \mu_j \) in the lemmas of Section 4.1.

Note that the result of Theorem 4.14 holds for any \( i \in \mathbb{N} - 1 \). In particular, when \( i = -1 \), the conditioning event \( \|r(X_j)\|^{\frac{\sigma + 1}{\sigma + 1 - \tau}} = 1 > 0 \) is true for all realizations of the method and we simply have:

\[
\mathbb{P} \left( \sum_{j=0}^{\infty} \frac{1}{\Gamma_j} < \infty \right) = 1.
\]

As a result, one can follow the lines of the proof of [14, Theorem 4.16] and establish that Algorithm 2.2 to a stationary point, i.e. the sequence of iterates satisfies \( \lim \inf_{j} \|J(x_j)^T r(X_j)\| = 0 \), with probability 1. In this work, we focus on complexity results, thus we refer to the first, unpublished version of this work for a full convergence proof [6].

### 4.3. Complexity bound

We now introduce the necessary probability tools to derive our complexity results. Given a stochastic process \( \{X_j\} \), \( T \) is said to be a stopping time for \( \{X_j\} \), if, for all \( j \geq 1 \), the event \( \{T \leq j\} \) belongs to the \( \sigma \)-algebra associated with \( X_1, X_2, ..., X_j \). For a given \( \epsilon > 0 \), we define a random time \( T_\epsilon \) by

\[
T_\epsilon := \inf \{ j \geq 0, \|r(X_j)\| \leq \epsilon_p \text{ or } \|g^R(X_j)\| \leq \epsilon_d \}.
\]

We also define \( \Gamma_\epsilon = \zeta / (\epsilon_p^{\sigma + 1 - \tau} \epsilon_d) \), where \( \zeta \) satisfies (4.23). Based on the above analysis, \( T_\epsilon \) is a stopping time for the stochastic process defined by Algorithm 2.2 and hence for \( \{\Phi_j, \Gamma_j\} \) where \( \Phi_j \) is given by (4.21).

\(^2\)Given a \( \sigma \)-algebra \( \mathcal{F} \) and an event \( E \), the trace \( \sigma \)-algebra is defined as \( \{F \cap E | F \in \mathcal{F} \} \).
Assumption 4.15. There exists a positive constant $\kappa_r > 0$ such for all $j$, w.p. 1, $\|r(X_j)\| \leq \kappa_r$.

By Assumption 4.15, we have that for any $j$ such that $\|r(X_j)\| \geq \epsilon_p$:

$$
\forall j, \quad \Phi_j = \tau r(X_j)\|^{1/2} + (1 - \tau) \frac{1}{\|r(X_j)\|^{2+1/2} - 2^2} \leq \kappa_r^{1/2} + \frac{1}{\mu_{\min} \epsilon_p^{2+1/2}} \leq \Phi_{\max} \epsilon_p^{\frac{1-\epsilon}{2}},
$$

where we define $\Phi_{\max} = \kappa_r^{1/2} + \frac{1}{\mu_{\min} \epsilon_p^{2+1/2}}$. The last inequality comes from $\frac{2^{1+1/2} - 2}{2} \geq 0$ for $i \geq -1$ together with $\epsilon_p \in (0,1)$.

For simplicity reasons, we will assume that $\mu_0 = \frac{\mu_0}{X}$ and $\mu_{\min} = \frac{\mu_{\min}}{X}$ for some integers $s,t > 0$, hence for all $j$, one has $\mu_0 = \frac{1}{X}$ for some integer $k$. We note that, in this case, whenever $\mu_0 < \mu_{\min}$, one has $\mu_0 \leq \frac{1}{X}$, and hence $\mu_{\min} \leq \mu_{\min}$. This assumption can be made without loss of generality, for instance, provided $\mu_{\min} = \mu_0 \lambda^{s-t}$ (one can choose $\mu_{\min}$ so that this is true) and $\zeta = \mu_0 \lambda^{s-t}$, where $s$ is the smallest integer such that $\zeta$ satisfies (4.23).

The next lemma defines a geometric random walk based on successful iterations. The final complexity result heavily depends upon the behavior of this random walk. Note that this reasoning departs from the existing analysis of stochastic trust-region schemes [8].

Lemma 4.16. Let Assumptions 4.2, 4.3, 4.4, 4.5 and 4.13 hold. For all $j < T_\epsilon$, whenever $\mu_0 \geq \mu_{\min}$, one has $\mu_{\min} j + 1 = \frac{1}{X} + 1 \Omega_{\gamma}, \lambda\gamma j + 1 = 1 - \Omega_{\gamma}$, or, equivalently, letting $\gamma = \log(\lambda)$, one has (4.28)

$$
\Lambda_{j+1} = \Lambda_j + j \Omega_{\gamma},
$$

where $\Omega_{\gamma}$ is equal to 1 if the iteration $j$ is successful and 0 otherwise, and $\Lambda_j = 2 \Omega_{\gamma} - 1$ defines a birth-and-death process. That is, $\{\Lambda_j\}$ satisfies

$$
P(\Lambda_j = 1 | \Lambda_{j-1}, \Lambda_j \geq \mu_{\min}) = 1 - P(\Lambda_j = 0 | \Lambda_{j-1}, \Lambda_j \geq \mu_{\min}) = \omega_j, \quad \text{with} \quad \omega_j \geq \frac{\epsilon}{\mu_{\min}}.
$$

Proof. By the mechanism of the algorithm one has $\mu_{j+1} = \frac{1}{X} + 1 \Omega_{\gamma}, \lambda\gamma j + 1 = 1 - \Omega_{\gamma}$. Moreover, if $\mu_{j+1} \geq \mu_{\min}$ for a given $j < T_\epsilon$, one has

$$
\|\nabla f(x_j)\| = \|g_m(x_j)\| r(x_j) \|^{2+1/2} - 2^2 \geq \epsilon_d \epsilon_p^{2+1/2} = \frac{\zeta}{\mu_{\min}} \geq \frac{\zeta}{\mu_{\min}}.
$$

Assume $\Omega_j = 1$ and $\Omega_j = 1$ (i.e. both $m_j$ and $(r_j, r_j^*)$ are accurate). Because the model is $(\kappa_{ef}, \kappa_{eg})$-first-order accurate, this implies

$$
\|g_m\| \geq \|\nabla f(x_j)\| - \frac{\kappa_{eg}}{\mu_j} \geq (\zeta - \kappa_{eg}) \frac{1}{\mu_j} \geq \frac{\kappa_{eg}}{\mu_j},
$$

and since the estimates are also accurate, the iteration is must be successful per Lemma 4.9.

Hence, one gets $\omega_j = P(\Lambda_j = 1 | \Lambda_{j-1}, \Lambda_j \geq \mu_{\min}) \geq \frac{\epsilon}{\mu_{\min}}$.

Lemma 4.16 is analogous to [8, Lemma 7], however, in our case, the birth-and-process $\{\Lambda_j\}$ is based on successful iterations, whereas [8] considered the iterations where both the function estimates and the model were accurate.

For convenience, conditioned on the fact that $T_\epsilon > j$, the following proposition recalls the main argument in proving Theorem 4.14 in the case where $\|\nabla f(x_j)\| \geq \frac{\zeta}{\mu_{\min}}$ (see “Case 1” in the proof of Theorem 4.14 in Appendix A).
Proposition 4.17. Let Assumptions 4.2, 4.3, 4.4, 4.5 and 4.13 hold. Suppose that Assumptions 4.11 and 4.12 are also satisfied. Moreover, assume that the probabilities $p$ and $q$ satisfy:

$$\frac{pq - 1/2}{(1 - p)(1 - q)} \geq \frac{C_3}{C_1} \tag{4.29}$$

and

$$\frac{(1 - p)(1 - q)}{2(\tau C_3 \xi + (1 - \tau)(\lambda^2 - 1))} \tag{4.30}$$

Then, there exists a constant $\sigma > 0$ such that, conditioned on $T_\epsilon > j$, one has

$$\mathbb{E}\left[\Phi_{j+1} - \Phi_j | F_{j-1}^{M,R}\right] = \mathbb{E}\left[\Phi_{j+1} | F_{j-1}^{M,R}\right] - \Phi_j < - \frac{\sigma}{\gamma_j^2 r(X_j)} \tag{4.31}$$

where $\sigma := \frac{1}{4}(1 - \tau)(1 - \frac{1}{\lambda^2})$.

We now define a renewal process $\{A_i\}$ by $A_0 = 0$ and $A_i = \min\{k > A_{i-1} : \kappa \leq \kappa\}$, that tracks the iterations indices for which $\tau_j$ returns to a prescribed level $\kappa$. For all $j \geq 1$, we let $\tau_j = A_j - A_{j-1}$. The next result provides a bound on the expected value of $\tau_j$.

Lemma 4.18. Let Assumptions 4.2, 4.3, 4.4, 4.5 and 4.13 hold. Assuming that $pq > \frac{1}{2}$, one has for all $j$

$$\mathbb{E}[\tau_j] \leq \frac{pq}{2pq - 1} \tag{4.32}$$

Proof. One has

$$\mathbb{E}[\tau_j] = \mathbb{E}[\tau_j | \kappa_{A_{j-1}} < \kappa] \mathbb{P}(\kappa_{A_{j-1}} < \kappa) + \mathbb{E}[\tau_j | \kappa_{A_{j-1}} = \kappa] \mathbb{P}(\kappa_{A_{j-1}} = \kappa) \leq \max\{\mathbb{E}[\tau_j | \kappa_{A_{j-1}} < \kappa], \mathbb{E}[\tau_j | \kappa_{A_{j-1}} = \kappa]\} \tag{4.33}$$

First we note that whenever $\kappa_j < \kappa$, one has $\kappa_j \leq \kappa$, and hence $\kappa_{j+1} \leq \kappa$. Thus, if $\kappa_{A_{j-1}} < \kappa$, one deduces that $A_j = A_{j-1} + 1$ and then

$$\mathbb{E}[\tau_j | \kappa_{A_{j-1}} < \kappa] = 1 \tag{4.34}$$

Assuming now that $A_j > A_{j-1} + 1$ (if not, meaning that $A_j = A_{j-1} + 1$, the proof is straightforward), then conditioned on $\kappa_{A_{j-1}} = \kappa$, one has $\kappa_{A_j} = \kappa$ as well. We note also that for all $k_j \in [A_{j-1}, A_j]$, one has $\kappa_{k_j} \geq \kappa$. Hence, using Lemma 4.16, one has

$$\kappa_{k_j+1} = \kappa_{k_j} e^{\gamma_k} \tag{4.34}$$

where $\gamma = \log(\lambda)$ and $\mathbb{P}(A_{k_j} = 1 | F_{k_j-1}^{M,R}, \kappa_{k_j} \geq \kappa) = \omega_{k_j}$ and $\mathbb{P}(A_{k_j} = -1 | F_{k_j-1}^{M,R}, \kappa_{k_j} \geq \kappa) = 1 - \omega_{k_j}$. Moreover, one has $\omega_{k_j} \geq pq$.

The process $\{\kappa_{A_{j-1}}, \kappa_{A_{j-1}+1}, \ldots, \kappa_A\}$ then defines a geometric random walk between two returns to the same state (i.e., $\kappa$) and $\tau_j$ represents the number of iterations until a return to the initial state. For such a geometric random walk, one can define the state probability
vector $\pi = (\pi_k)_k$ corresponding to the limiting stationary distribution \[32]. Using the local balance equation between the two states $k$ and $k+1$, see \[32, Theorem 12.13\], one has

$$(1 - \omega_k)\pi_k = \omega_k\pi_{k+1}.$$ 

Since $\omega_k \geq pq$, one deduces that $(1 - pq)\pi_k \geq pq\pi_{k+1}$. Hence,

$$\pi_k \leq \varpi \pi_0,$$

where $\varpi = \frac{1 - pq}{pq}$.

Using the assumption $\varpi < 1$ (i.e. $pq > \frac{1}{2}$) and the definition of the state probability $\sum_k \pi_k = 1$, one has $\pi_0 \geq 1 - \varpi$ (this is a classical result for geometric random walk, see for instance \[32, Example 12.26\]).

Applying the properties of ergodic Markov chains, one deduces that the expected number of iterations until a return to the initial state (the state 0) is given by $1/\pi_0$. Hence (4.35)

$$E[\tau_j | \cap_{A_{j-1}} = \cap_{T,}] = \frac{1}{\pi_0} \leq \frac{1}{1 - \varpi} = \frac{pq}{2pq - 1}.$$ 

By substituting (4.34) and (4.35) into (4.33), one deduces $E[\tau_j] \leq \frac{pq}{2pq - 1}$ and hence the proof is completed.

We now introduce a counting process $N(j)$ given by the number of renewals that occur before time $j$:

$$N(j) := \max \{i : A_i \leq j\}.$$

We also consider the sequence of random variables defined by $Y_0 = \Phi_0$ and

$$Y_j = \Phi_{\min(j, T_\epsilon)} + \sigma \sum_{k=0}^{\min(j, T_\epsilon) - 1} \left( \frac{1}{\varpi_k^2 \|r(X_k)\|^{2i+1} - 2^i} \right)$$

for all $j \geq 1$.

The definition of $\{Y_j\}$ is our second and main distinction from the analysis of stochastic trust region (see [8, Lemma 2.2]).

**Lemma 4.19.** Under the assumptions of Proposition 4.17. Let Assumption 4.15 hold. One has,

$$E[N(T_{\epsilon}, \sigma)] \leq \frac{\Phi_0 \varpi \epsilon}{\sigma} \sqrt{2^i}.$$

**Proof.** Note that $Y_j$ defines a supermartingale with respect to $\mathcal{F}_{j-1}^{M-R}$. Indeed, if $j < T_{\epsilon}$, then using Proposition 4.17 one has,

$$E[Y_{j+1} | \mathcal{F}_{j-1}^{M-R}] = E[\Phi_{j+1} | \mathcal{F}_{j-1}^{M-R}] + E \left[ \sigma \sum_{k=0}^{j} \frac{1}{\varpi_k^2 \|r(X_k)\|^{2i+1} - 2^i} \right] \leq \Phi_j - \sigma \left( \frac{1}{\varpi_j^2 \|r(X_j)\|^{2i+1} - 2^i} \right) + \sigma \sum_{k=0}^{j} \left( \frac{1}{\varpi_k^2 \|r(X_k)\|^{2i+1} - 2^i} \right) = \Phi_j + \sigma \sum_{k=0}^{j-1} \left( \frac{1}{\varpi_k^2 \|r(X_k)\|^{2i+1} - 2^i} \right) = Y_j.$$
If \( j \geq T_\epsilon \), one has \( Y_{j+1} = Y_j \) and thus \( \mathbb{E}[Y_{j+1}|\mathcal{F}_{j+1}^{M,R}] = Y_j \). Using Assumption 4.15, one has for all \( j \geq T_\epsilon \), \( \mathbb{E}[Y_j] \leq \Phi_{\text{max}} + \left( \frac{T_{\text{max}} + (T_{\text{max}} + \epsilon_p)}{\epsilon_p} \right) \frac{1 - 2^{j+1}}{2^j} \). Hence, since \( T_\epsilon \) is bounded, \( Y_j \) is also bounded. Because \( T_\epsilon \) is a stopping time, the optimal stopping theorem [33, Theorem 6.4.1] for supermartingales applies, and we have

\[
\mathbb{E}[Y_{T_\epsilon}] \leq \mathbb{E}[Y_0].
\]

Hence,

\[
\sigma \mathbb{E} \left[ \sum_{k=0}^{T_\epsilon} \frac{1}{\prod_k \| \mathcal{r}(X_k) \|^2} \right] \leq \mathbb{E}[Y_{T_\epsilon}] \leq \mathbb{E}[Y_0] = \Phi_0.
\]

By the definition of the counting process \( N(T_\epsilon) \), since the renewal times \( A_i \) (which satisfy \( \cap A_i \leq \cap \epsilon \)) are a subset of the iterations \( 0, 1, \ldots, T_\epsilon \), one has

\[
\mathbb{E}[N(T_\epsilon)] \leq \frac{2^{j+1} - 1}{\sigma^2} \mathbb{E}[Y_{T_\epsilon}],
\]

which concludes the proof.

Using Wald’s equation [33, Corollary 6.2.3], we can finally obtain a bound on the expected value of \( T_\epsilon \).

**Theorem 4.20.** Under the assumptions of Proposition 4.17 as well as Assumption 4.15, one has

\[
\mathbb{E}[T_\epsilon] \leq \frac{pq}{2pq - 1} \left( \Phi_{0\kappa_r} \frac{2^{j+1} - 1}{\sigma^2} \mathbb{E}[Y_{T_\epsilon}] + 1 \right) - 1 \leq \frac{pq}{2pq - 1} \left( \kappa \epsilon_{\sigma} \frac{2^{j+1} - 1}{\epsilon_p^2} \mathbb{E}[Y_{T_\epsilon}] + 1 \right) - 1.
\]

where \( \kappa = \frac{\tau f(x_0) + (1-\tau)(1-\frac{1}{\kappa_r^2})}{(1-\tau)(1-\frac{1}{\kappa_r^2})} \), \( \tau \in (0, 1) \) satisfies (4.22) for a value \( \zeta \) such that (4.23) holds.

**Proof.** First note that the renewal process \( A_{N(T_\epsilon)+1} = \sum_{i=0}^{N(T_\epsilon)} \tau_i \) where \( \tau_i \) defines independent inter-arrival times. Moreover, since the probabilities \( p \) and \( q \) satisfy (4.24), one has \( pq > 1/2 \) and hence, by applying Lemma 4.18, for all \( i = 1, \ldots, N(T_\epsilon) \) one has \( \mathbb{E}[\tau_i] \leq \frac{pq}{2pq - 1} < +\infty \). Thus, by Wald’s equation [33, Corollary 6.2.3], one gets,

\[
\mathbb{E}[A_{N(T_\epsilon)+1}] = \mathbb{E}[\tau_1] \mathbb{E}[N(T_\epsilon) + 1] \leq \frac{pq}{2pq - 1} \mathbb{E}[N(T_\epsilon) + 1].
\]
By the definition of $N(T_\epsilon)$ one has $A_{N(T_\epsilon)+1} > T_\epsilon$, hence using Lemma 4.19 one gets

$$E[T_\epsilon] \leq E[A_{N(T_\epsilon)+1}] - 1 \leq \frac{pq}{2pq - 1} \left( \frac{\Phi_0 \kappa_{\epsilon}}{\sigma} \right)^{\frac{2^i}{2^i + 1}} - 1,$$

which establishes the result by definition of $\kappa_s$, $\Phi_0$ and $\cap_{\epsilon}$.

We now comment on the complexity orders appearing in Theorem 4.20. When $i = -1$, the result of the theorem matches the bounds derived for stochastic trust-region methods [8]. For $i = 0$, the order becomes $\epsilon^{-2} d^{-4}$ in expectation for the classical scaled optimality criterion. In addition, as $i \to \infty$, the bound of Theorem 4.20 asymptotically becomes of order $\epsilon^{-2} d^{-4}$ for the scaled criterion $\|J(x)^\top r(x)\|/\|r(x)\|^2 \leq \epsilon_d$ or $\|r(x)\| \leq \epsilon_p$. Note that if we set $\epsilon_p = \epsilon \epsilon_d^{-1}$ for some $\epsilon \in (0, \epsilon_d)$, we recover a bound in $\epsilon^{-2}$ for the case $i = 0$, matching the order obtained asymptotically by Gould et al. [21].

5. Applications. In this section, we discuss the relevance of our approach for several formulations arising in inverse problems, data assimilation and machine learning.

5.1. Ensemble methods for inverse problems and data assimilation. We describe the problem of interest using the terminology of inverse problems. Let $x^*$ be a ground truth vector and $y$ be a vector of observations such that

$$(5.1)\quad y = \mathcal{H}(x^*) + \zeta,$$

where $\mathcal{H}$ is the observational operator mapping the unknowns from the state space to the observation space and $\zeta \sim \mathcal{N}(0, R)$ is a Gaussian noise vector with given covariance matrix $R$. The maximum likelihood estimator for the vector $x^*$ can then be obtained by solving:

$$(5.2)\quad \min_x \frac{1}{2} \left( \|y - \mathcal{H}(x)\|_R^{-1} \right).$$

In inverse problems, the formulation (5.2) is typically ill-posed, and a regularized version of this problem is used instead. The formulation of Iglesias et al. [24] incorporates prior knowledge of $x$ in the form of a finite dimensional space where problem (5.2) is solved. This approach bears strong connection with data assimilation, in which a prior knowledge on the state of the form $x = b + \xi$ is typically assumed, with $b$ being a fixed prior (or a background) on $x$ and $\xi \sim \mathcal{N}(0, B^\infty)$ being a Gaussian noise vector with unknown covariance matrix $B^\infty$ (see for instance [23, 25, 13]). With such a prior, problem (5.2) is then replaced by

$$(5.3)\quad \min_x \frac{1}{2} \left( \|y - \mathcal{H}(x)\|_R^{-2} + \|x - b\|_{B^\infty}^{-1} \right),$$

which is a maximum a posteriori estimation problem. The latter formulation matches the structure of problem (2.1) with $r(x) := \left( (B^\infty)^{-1/2} (x - x_b) \right) \left( R^{-1/2} (y - \mathcal{H}(x)) \right)^{1/2}$.

In both data assimilation and inverse problems, an important issue with formulation (5.3) is the estimation of the covariance matrix $B^\infty$. One possible approach to address this issue...
consists in estimating $B^\infty$ using a random approximation via an ensemble. Assuming that an initial ensemble of $\hat{n}$ elements $\{\hat{x}^k\}_{k=1}^{\hat{n}}$ is available, the matrix $B^\infty$ is approximated by the empirical covariance matrix of the ensemble, given by

$$B^{\hat{n}} := \frac{1}{\hat{n} - 1} \sum_{k=1}^{\hat{n}} (\hat{x}^k - b) (\hat{x}^k - b)^\top. \tag{5.4}$$

By assuming that the initial ensemble is sampled from the Gaussian distribution with mean $b$ and unknown covariance matrix $B^\infty$, then the matrix $B^{\hat{n}}$ follows a Wishart distribution \cite{37}. Thus, if $\hat{n} \geq n + 1$, then $B^{\hat{n}}$ is nonsingular with probability one, $(B^{\hat{n}})^{-1}$ follows an inverse Wishart distribution, and

$$\mathbb{E} \left[ B^{\hat{n}} \right] = B^\infty \quad \text{and} \quad \mathbb{E} \left[ (B^{\hat{n}})^{-1} \right] = \frac{\hat{n} - 1}{\hat{n} - 1 - n} (B^\infty)^{-1}. \tag{5.5}$$

Provided $\hat{n}$ is large enough relative to $n$, the empirical covariance matrix $B^{\hat{n}}$ can be assumed to be non-singular and $\mathbb{E} \left[ (B^{\hat{n}})^{-1} \right]$ is very close to $(B^\infty)^{-1}$. Using $B^{\hat{n}}$ to approximate $B^\infty$, a noisy approximation of the objective function in (5.3) is given by

$$\frac{1}{2} \left( \|y - \mathcal{H}(x)\|_{R^{-1}}^2 + \|x - b\|^2_{(B^{\hat{n}})^{-1}} \right). \tag{5.6}$$

Iglesias et al. \cite{24, 23} proposed approximately solving (5.6) using the Ensemble Kalman Inversion (EKI) method \cite{34}, an adaptation of the ensemble Kalman filter (EnKF) used in data assimilation \cite{18, 19} to inverse problems. The TEKI (Tikhonov-EKI) approach of Chada et al. \cite{13} adds an extra regularization of the form $\frac{1}{2}\gamma\|x\|^2$ to the formulation (5.6), note the resemblance to the Levenberg-Marquardt approach. More recently, Iglesias and Yang \cite{25} introduced a new adaptive regularization strategy for EKI that comes even closer to our work, with the most significant distinction being that the subproblems considered in the EKI framework are typically nonlinear. By linearizing the operator $\mathcal{H}$ as in Gauss-Newton techniques, one would obtain an algorithm quite close in spirit to Algorithm 2.2, and our analysis could help in endowing that method with global convergence and complexity guarantees even in the presence of noise in the objective value.

Despite this connection, we acknowledge that our setup (and in particular, satisfaction of the properties (5.5)) requires significantly more samples than what is usually used in practical ensemble methods. Furthermore, our analysis relies on conditional independence between the iterations, which would amount to generate new ensembles at every iteration. Such approaches would likely be impractical in data assimilation and inverse problems, yet we believe that the links between our results could be informative in developing new variants of the EKI approach with global guarantees.

### 5.2. Subsampling approaches.

Least-squares problems play a prominent role in data analysis, as the least-squares loss is a common way to assess the accuracy of a machine learning model. In such a setup, the residual function can be written as $r(x) = \|y_i - h(z_i, x)\|_{i=1}^m$, where $\{(z_i, y_i)\}_{i=1}^m$ are data points and $h$ is a learning model parameterized by $x$, such as the output
of a neural network. In modern data science applications, the number of data points is usually quite large, but the data is assumed to follow a known distribution form. As a result, one can rely on using subsamples of the data points to estimate the function values and the gradient: such a paradigm is at the essence of stochastic gradient methods [9].

In this context, it is possible to guarantee the probabilistic properties defined in Section 3 with a sufficiently large number of samples. Following recent work in optimization and subsampling [4], we know that \( \mathcal{O} \left( \ln \left( \frac{1}{\delta} \max \{ \frac{1}{m}, \frac{1}{n} \} \right) \right) \) samples are needed to get accurate function estimates with probability \( 1 - \delta \), while \( \mathcal{O} \left( \ln \left( \frac{1}{\delta} \right) \right) \) samples can be used to build a gradient estimate that is accurate with probability \( 1 - \delta \). Therefore, in order to satisfy Assumptions 4.11 and 4.12, we require

\[
\mathcal{O} \left( \ln \left( \frac{1}{1 - p} \max \{ \frac{1}{m}, \frac{1}{n} \} \right) \right) + \mathcal{O} \left( \ln \left( \frac{1}{1 - q} \right) \right)
\]

samples per iteration. Note that these rates naturally extend to the stochastic case [26].

6. Conclusion. We proposed a stochastic Levenberg-Marquardt method to solve nonlinear least-squares problems wherein the objective function and its gradient are subject to noise and can only be computed accurately within a certain probability. By employing a scaling formula for the Levenberg-Marquardt parameter, we leveraged the link between our approach and a trust-region-type framework to obtain complexity bounds in expectation for our method. Our guarantees are based upon a scaled gradient criterion that exploits the least-squares structures of our problem, and generalizes previously proposed metrics. We have illustrated how our working assumptions can hold in the context of inverse problems and machine learning where the noise in the objective arises from empirical covariance estimators and subsampling techniques, respectively.

The study of the performance of our approach when applied to large-scale data assimilation problems is a natural continuation of the present work, that poses additional challenges. Indeed, in practical situations, a single ensemble may be used at each iteration, which would introduce correlations between the model and the estimates. In addition, the ensemble size might be significantly smaller than the dimension of the state space, which can jeopardize the quality of the ensemble approximations. Extending our analysis to these settings raises a number of theoretical issues, which we plan to investigate so as to hew our method closer to standard practice.
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A. Proof of Theorem 4.14.

Proof of Theorem 4.14. Consider a realization of Algorithm 2.2, and let \( \phi_j \) be the corresponding realization of \( \Phi_j \). If \( j \) is the index of a successful iteration, then \( x_{j+1} = x_j + s_j \), and \( \mu_{j+1} \geq \frac{\mu_j}{\lambda} \). One thus has:

\[
\phi_{j+1} - \phi_j \leq \tau \left( \|r(x_{j+1})\|^{1/2} - \|r(x_j)\|^{1/2} \right) + \left( 1 - \tau \right) \frac{\lambda^2 - 1}{\mu_j^2 \|r_j\|^{2^{j+1}-1}}.
\]

If \( j \) is the index of an unsuccessful iteration, \( x_{j+1} = x_j \) and \( \mu_{j+1} = \lambda \mu_j \), leading to

\[
\phi_{j+1} - \phi_j = (1 - \tau) \left( \frac{1}{\lambda^2} - 1 \right) \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{j+1}-1}} < 0.
\]

For both types of iterations, we will consider four possible outcomes, involving the quality of the model and that of the estimates.

Case 1: \( \|J(x_j)^\top r(x_j)\| \geq \frac{\zeta}{\mu_j} \).

1. **Both \( m_j \) and \( (r^0_j, r^2_j) \) are accurate.** Since we are in Case 1,

\[
\|J(x_j)^\top r(x_j)\| \geq \left( \kappa_{eg} + \kappa_{feg} \right) \frac{1}{\mu_j}.
\]

Because the model is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate, this implies

\[
\|J_{m_j}^\top m_j\| \geq \|J(x_j)^\top r(x_j)\| - \kappa_{eg} \frac{1}{\mu_j} \geq (\zeta - \kappa_{eg}) \frac{1}{\mu_j} \geq \frac{\kappa_{feg}}{\mu_j}
\]

so (4.14) holds; since the estimates are also accurate, the iteration is necessarily successful by Lemma 4.9. Moreover,

\[
\|J(x_j)^\top r(x_j)\| \geq \frac{\zeta}{\mu_j} \geq \left( \kappa_{eg} + \max \left\{ \kappa_{feg}^2, \frac{8(\kappa_{feg} + \kappa_{fegs})}{\eta_1 \theta_{fcd}} \right\} \right) \frac{1}{\mu_j},
\]

so the condition (4.10) is satisfied, and by Lemma 4.8, we can guarantee a decrease on the function value. More precisely,

\[
\|r(x_{j+1})\|^{1/2} - \|r(x_j)\|^{1/2} \leq - \frac{C_1}{\frac{2^{j+1}}{\mu_j}} \frac{\|J(x_j)^\top r(x_j)\|}{\|r(x_j)\|^{2^{j+1}-1}},
\]

leading to

\[
\varphi_{j+1} - \varphi_j \leq - \tau \frac{C_1}{\frac{2^{j+1}}{\mu_j}} \frac{\|J(x_j)^\top r(x_j)\|}{\|r(x_j)\|^{2^{j+1}-1}} + \left( 1 - \tau \right)(\lambda^2 - 1) \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{j+1}-1}}.
\]
2. **Only** $m_j$ is accurate. The decrease formula of Lemma 4.8 is valid in this case: therefore, if the iteration is successful, then (A.3) holds, and we have

$$
\varphi_{j+1} - \varphi_j \leq \frac{-\tau C_1 2^{2i+1}}{\mu_j} \frac{\|J(x_j)^\top r(x_j)\|}{\|r(x_j)\|^{2^{i+1}-1}} + (1 - \tau) \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{i+1}-1}}
$$

$$
\leq \frac{-\tau C_1 2^{2i+1} \zeta + (1 - \tau)(\lambda^2 - 1)}{\mu_j^2 \|r(x_j)\|^{2^{i+1}-1}}
$$

$$
\leq \frac{-\tau C_1 2^{2i+2} \zeta + (1 - \tau)(\lambda^2 - 1)}{\mu_j^2 \|r(x_j)\|^{2^{i+1}-1}}
$$

$$
< (1 - \tau) \left( \frac{1}{\lambda^2} - 1 \right) \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{i+1}-1}},
$$

using (4.22) to obtain the last inequality. Therefore, (A.2) holds when the iteration is successful. From the beginning of the proof, we know that (A.2) also holds if the iteration is unsuccessful.

3. **Only** $(r^0_j, r^s_j)$ is accurate. If the iteration is unsuccessful, then (A.2) is satisfied. Otherwise, we can apply Lemma 4.10 and have a guarantee of decrease in the case of a successful iteration, namely,

$$
\|r(x_{j+1})\|^{1/2^i} - \|r(x_j)\|^{1/2^i} \leq \frac{C_2}{2^{i+1} \mu_j^2} \frac{1}{\|r(x_j)\|^{2^{i+1}-1}},
$$

hence

$$
\varphi_{j+1} - \varphi_j \leq \left[ -\tau C_2 2^{i+1} + (1 - \tau)(\lambda^2 - 1) \right] \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{i+1}-1}}
$$

$$
\leq (1 - \tau) \left( \frac{1}{\lambda^2} - 1 \right) \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{i+1}-1}},
$$

where we used (4.22) to obtain the last inequality. Thus (A.2) also holds if the iteration is successful.

4. **Both** $m_j$ and $(r^0_j, r^s_j)$ are inaccurate. If the iteration is unsuccessful, then (A.2) holds. Suppose now that the iteration is successful: by considering a Taylor expansion of $f(x_j + s_j)$ around $x_j$, we know that the possible increase in the step is bounded
above by:

\[
f(x_j + s_j) - f(x_j) \leq \nabla f(x_j)^\top s_j + \frac{\nu}{2} \|s_j\|^2
\]

\[
= \left[ J(x_j)^\top r(x_j) \right] s_j + \frac{\nu}{2} \|s_j\|^2
\]

\[
\leq \|J(x_j)^\top r(x_j)\| \|s_j\| + \frac{\nu}{2} \|s_j\|^2
\]

\[
\leq \|J(x_j)^\top r(x_j)\| \|s_j\| + \nu \frac{\|s_j\|}{\mu_j}
\]

\[
\leq \left( 1 + \frac{\nu}{\zeta} \right) \|J(x_j)^\top r(x_j)\| \|s_j\|
\]

\[
\leq 2 \left( 1 + \frac{\nu}{\zeta} \right) \|J(x_j)^\top r(x_j)\| \frac{\mu_j}{\mu_j}
\]

We thus have

\[
\|r(x_j + s_j)\|^2 - \|r(x_j)\|^2 \leq 4 \left( 1 + \frac{\nu}{\zeta} \right) \|J(x_j)^\top r(x_j)\| \frac{\mu_j}{\mu_j}
\]

Suppose that \(\|r(x_j + s_j)\| > \|r(x_j)\|\). Applying Lemma 4.1 to the above equation yields:

\[
\|r(x_j + s_j)\|^{1/2} - \|r(x_j)\|^{1/2} \leq \frac{4(1 + \frac{\nu}{\zeta})}{\mu_j} \|J(x_j)^\top r(x_j)\| \frac{\mu_j}{\|r(x_j + s_j)\|^2/2 - 1} \leq \frac{4(1 + \frac{\nu}{\zeta})}{\mu_j} \|J(x_j)^\top r(x_j)\| \frac{\mu_j}{\|r(x_j)\|^2/2 - 1},
\]

and note that this relation still holds when \(\|r(x_j + s_j)\| \leq \|r(x_j)\|\) as the left-hand side is negative in that case. We thus obtain the following bound on the change in \(\phi\):

\[
(A.4) \quad \phi_{j+1} - \phi_j \leq \tau \frac{C_3}{2\lambda^2 - 1} \|J(x_j)^\top r(x_j)\| \frac{1}{\mu_j} + (1 - \tau)(\lambda^2 - 1) \frac{1}{\mu_j^2},
\]

with \(C_3 = 4 \left( 1 + \frac{\nu}{\zeta} \right)\). The right-hand side of (A.4) is nonnegative and larger than that of (A.2), thus the bound (A.4) holds when the iteration is successful and when it is unsuccessful.

Summarizing the four cases, we have that the bound (A.3) on \(\Phi_{j+1} - \Phi_j\) holds in case 1-1, the bound (A.2) holds in both cases 1-2 and 1-3, and the bound (A.4) holds in case 1-4. Putting
those together with their associated probability of occurrence, we obtain:

\[ \mathbb{E} \left[ \Phi_{j+1} - \Phi_j \left| \mathcal{F}_{j-1}^M \right. \cap E_j^{(0)} \cap \left\{ \| J(X_j) \| \geq \frac{\zeta}{\eta_j} \right\} \right] \]

\[ \leq pq \left[ \frac{-C_1 (1 - \tau)(q^2 - 1) + (1 - \tau)(\lambda^2 - 1)}{\eta_j \| r(X_j) \|^{2 + \frac{1}{2}}} \right] + [p(1 - q) + (1 - p)q] \left[ (1 - \tau) \left( \frac{1}{\lambda^2} - 1 \right) \frac{1}{\eta_j} \right]

+ (1 - p)(1 - q) \left[ \frac{C_3 \| J(X_j) \|^2}{\| r(X_j) \|^{2 + \frac{1}{2}}} \right] + (1 - \tau)(\lambda^2 - 1) \frac{1}{\eta_j \| r(X_j) \|^{2 + \frac{1}{2}}}

\[ = \frac{-C_1 pq + (1 - p)(1 - q)C_3}{2^{i+1}} \left[ \| J(X_j) \|^2 \right] + (1 - \tau)(\lambda^2 - 1) \frac{1}{\eta_j \| r(X_j) \|^{2 + \frac{1}{2}}}, \]

where the last line uses

\[ pq - \frac{1}{\lambda^2} (p(1 - q) + (1 - p)q) + (1 - p)(1 - q) \leq (p + (1 - p))(q + (1 - q)) = 1. \]

Suppose \( p \) and \( q \) are chosen such that

\[ \frac{pq - 1/2}{(1 - p)(1 - q)} \geq \frac{C_3}{C_1}, \]

(A.5)

holds. Then, one has by combining (A.5) and (4.22):

\[ \frac{-C_1 pq + (1 - p)(1 - q)C_3}{2^{i+1}} \leq -\frac{1}{2^{i+2}} C_1 \leq -2 \frac{(1 - \tau)(\lambda^2 - 1)}{\eta_j \tau}. \]

(A.6)

On the other hand, since \( \| J(X_j) \cdot r(X_j) \| \geq \zeta/\eta_j \), we have:

\[ (1 - \tau)(\lambda^2 - 1) \frac{1}{\eta_j \| r(X_j) \|^{2 + \frac{1}{2}}} \leq -\frac{1}{2} \left[ -C_1 pq + (1 - p)(1 - q)C_3 \right] \frac{\| J(X_j) \cdot r(X_j) \|}{\| r(X_j) \|^{2 + \frac{1}{2}}} \]

This leads to

\[ \mathbb{E} \left[ \Phi_{j+1} - \Phi_j \left| \mathcal{F}_{j-1}^M \right. \cap E_j^{(0)} \cap \left\{ \| J(X_j) \| \geq \frac{\zeta}{\eta_j} \right\} \right] \leq -\frac{1}{4} C_1 \tau \frac{\| J(X_j) \cdot r(X_j) \|}{\| r(X_j) \|^{2 + \frac{1}{2}}} \]

\[ \leq -\frac{1}{4} C_1 \tau \zeta \frac{1}{\eta_j \| r(X_j) \|^{2 + \frac{1}{2}}}, \]
which, using (A.6), finally gives:
\[
\mathbb{E} \left[ \Phi_{j+1} - \Phi_j \mid F_{j-1}^M \cap E_j \cap \left\{ \|J(X_j)\| r(X_j) \| \geq \frac{\zeta}{\mu_j} \right\} \right] \leq -\left(1 - \tau\right) \frac{1}{4} \frac{\left( \lambda^2 - 1 \right)}{\|J_r^T(X_j)\|^2 r(X_j)} \frac{1}{\|J_r^T(Y_j)\|^2 r(Y_j)} \frac{2^{i+1} - 1}{2^{i+1} - 2}
\]
(A.7)

Case 2: \(\|J(x_j)^T r(x_j)\| < \frac{\zeta}{\mu_j}\).
Whenever \(\|J_{m_j}^T r_{m_j}\| < \frac{\eta_2}{\mu_j}\), the iteration is necessarily unsuccessful and (A.2) holds. We thus assume in what follows that \(\|J_{m_j}^T r_{m_j}\| \geq \frac{\eta_2}{\mu_j}\), and consider again four cases.

1. **Both \(m_j\) and \((r^0_j, r^s_j)\) are accurate.** Unlike case 1-a), it is now possible for the iteration to be unsuccessful: in that case, we have (A.2). Otherwise, if the iteration is successful, then we can use the result from Lemma 4.10, and we have:
\[
\|r(x_{j+1})\|^{1/2} - \|r(x_j)\|^{1/2} \leq -\frac{C_2}{2^{i+1}} \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{i+1} - 1}}.
\]
We can thus apply the same reasoning than in case 1-3, which implies that (A.2) also holds when the iteration is successful.

2. **Only \(m_j\) is accurate.** If the iteration is unsuccessful, it is clear that (A.2) holds. Otherwise, using \(\eta_2 \geq \kappa_{m_j}^2\) that arises from (4.18) and applying the same argument as in the proof of Lemma 4.10, we have \(\|J_{m_j}^T r_{m_j}\| \geq \frac{\eta_2}{\mu_j} \geq \kappa_{m_j}^2\), leading to
\[
m_j(x_j) - m_j(x_j + s_j) \geq \frac{\theta_{\text{fed}}}{2} \frac{\|J_{m_j}^T r_{m_j}\|^2}{\kappa_{m_j}^2 + \mu_j \|J_{m_j}^T r_{m_j}\|} \geq \frac{\theta_{\text{fed}}}{2} \frac{\|J_{m_j}^T r_{m_j}\|^2}{\mu_j} \geq \frac{\theta_{\text{fed}}}{4} \frac{1}{\mu_j^2}.
\]
Since the model is \((\kappa_{ef}, \kappa_{eg})\)-first-order accurate, the function variation satisfies:
\[
f(x_j) - f(x_j + s_j) = f(x_j) - m_j(x_j) + m_j(x_j) - m_j(x_j + s_j) + m_j(x_j + s_j) - f(x_j + s_j) \\
\geq -\frac{\kappa_{ef}}{\mu_j^2} + \frac{\theta_{\text{fed}}}{4} \frac{1}{\mu_j^2} - \kappa_{efs} \geq \left( \frac{\theta_{\text{fed}}}{4} - (\kappa_{ef} + \kappa_{efs}) \right) \frac{1}{\mu_j^2} \geq \frac{\kappa_{ef} + \kappa_{efs}}{2\mu_j^2},
\]
where the last line comes from (4.18).
As a result, we have \(\|r(x_j + s_j)\|^2 - \|r(x_j)\|^2 \leq -\frac{\kappa_{ef} + \kappa_{efs}}{\mu_j^2}\). Applying Lemma 4.1 then gives:
\[
\|r(x_j + s_j)\|^{1/2} - \|r(x_j)\|^{1/2} \leq -\frac{\kappa_{ef} + \kappa_{efs}}{2^{i+1}} \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{i+1} - 1}},
\]
and this leads to

$$
\phi_{j+1} - \phi_j \leq \left[ -\tau \frac{K_{ef} + K_{efs}}{2^{i+1}} + \frac{1}{\mu_j^2 \|r(x_j)\|^2} + (1 - \tau)(\lambda^2 - 1) \right] \frac{1}{\mu_j^2}
$$

(A.8) $$\phi_{j+1} - \phi_j \leq -(1 - \tau) \left( 1 - \frac{1}{\lambda^2} \right) \frac{1}{\mu_j^2}$$

by (4.22).

3. **Only** $\{r_j^0, r_j^s\}$ **is accurate.** This case can be analyzed the same way as Case 2.1 to show that (A.2) holds regardless of whether the iteration is successful or unsuccessful.

4. **Both** $m_j$ and $\{r_j^0, r_j^s\}$ **are inaccurate.** As in Case 1.4, we have

$$
f(x_j + s_j) - f(x_j) \leq \|J(x_j)\| r(x_j)\|s_j\| + \frac{\nu}{2} \|s_j\|^2.
$$

Using $\|J(x_j)\| < \frac{\zeta}{\mu_j}$ and (4.5), we obtain:

$$
f(x_j + s_j) - f(x_j) \leq \frac{\|s_j\|}{\mu_j} + \frac{\nu}{2} \|s_j\|^2
$$

$$
\leq 2 (\zeta + \nu) \frac{1}{\mu_j^2}.
$$

Then, applying Lemma 4.1 as in Case 1.4 yields

$$
\|r(x_j + s_j)\|^{1/2} - \|r(x_j)\|^{1/2} \leq \frac{4(\zeta + \nu)}{\mu_j} \|J(x_j)\| \|r(x_j)\|^{2^{i+1-1}}
$$

thus

$$
\|r(x_j + s_j)\|^{1/2} - \|r(x_j)\|^{1/2} \leq \frac{4\zeta \left( 1 + \frac{\nu}{\zeta} \right)}{\mu_j^2 \|r(x_j)\|^2} = \zeta C_3 \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{i+1-1}}}
$$

and

(A.9) $$\phi_{j+1} - \phi_j \leq \left[ \tau C_3 \zeta + (1 - \tau)(\lambda^2 - 1) \right] \frac{1}{\mu_j^2 \|r(x_j)\|^{2^{i+1-1}}}$$

Combining all the subcases for Case 2, we can bound all of those by (A.2) save for Case 2.4,
for which (A.9) applies. Thus, we obtain:

\[
E \left[ \Phi_{j+1} - \Phi_j \mid \mathcal{F}_{j-1}^R \cap E_j^0 \cap \{ \| \nabla f(X_j) \| < \frac{\zeta}{\tau_j} \} \right]
\leq \left[ pq + p(1 - q) + q(1 - p) \right](1 - \tau) \left( \frac{1}{\lambda^2} - 1 \right) \frac{1}{\gamma_j^2 \| r(X_j) \|^{2^{1+1-1}}} \\
+ (1 - p)(1 - q) \left[ \tau C_3 \zeta + (1 - \tau)(\lambda^2 - 1) \right] \frac{1}{\gamma_j^2 \| r(X_j) \|^{2^{1+1-1}}}
\]

\[
\leq -pq(1 - \tau) \left( 1 - \frac{1}{\lambda^2} \right) \frac{1}{\gamma_j^2 \| r(X_j) \|^{2^{1+1-1}}} \\
+ (1 - p)(1 - q) \left[ \tau C_3 \zeta + (1 - \tau)(\lambda^2 - 1) \right] \frac{1}{\gamma_j^2 \| r(X_j) \|^{2^{1+1-1}}}. 
\]

We now assume that \( p \) and \( q \) have been chosen such that \( pq \geq \frac{1}{2} \) and

\[
(1 - p)(1 - q) \leq \frac{1}{4} \frac{(1 - \tau) \left( 1 - \frac{1}{\lambda^2} \right)}{\tau C_3 \zeta + (1 - \tau)(\lambda^2 - 1)} 
\]

holds. Using (A.10), we obtain

\[
E \left[ \Phi_{j+1} - \Phi_j \mid \mathcal{F}_{j-1}^R \cap E_j^0 \cap \{ \| \nabla f(X_j) \| < \frac{\zeta}{\tau_j} \} \right] \leq -\frac{1}{4}(1 - \tau) \left( 1 - \frac{1}{\lambda^2} \right) \frac{1}{\gamma_j^2 \| r(X_j) \|^{2^{1+1-1}}},
\]

which is the same amount of decrease as in (A.7). Letting \( \sigma := \frac{1}{4}(1 - \tau) \left( 1 - \frac{1}{\lambda^2} \right) \), we have then established that for every iteration \( j \),

\[
E \left[ \Phi_{j+1} - \Phi_j \mid \mathcal{F}_{j-1}^R \cap E_j^0 \right] < -\frac{\sigma}{\gamma_j^2 \| r(X_j) \|^{2^{1+1-1}}},
\]

As a result, the statement of the theorem holds.