Globally Coupled Anosov Diffeomorphisms: Statistical Properties
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Abstract: We study infinite systems of globally coupled Anosov diffeomorphisms with weak coupling strength. Using transfer operators acting on anisotropic Banach spaces, we prove that the coupled system admits a unique physical invariant state, $h_\varepsilon$. Moreover, we prove exponential convergence to equilibrium for a suitable class of distributions and show that the map $\varepsilon \mapsto h_\varepsilon$ is Lipschitz continuous.

1. Introduction

Coupled systems are mathematical models of spatially extended systems consisting of identical interacting units. They provide a challenging subject of study from a mathematical point of view, give a well-motivated example of infinite dimensional dynamical systems, and often exhibit phase transition-like parameter-dependent behavior. Their popularity stems from the fact that they describe considerably well real-world systems (e.g. coupled oscillator networks [6,26], heterogeneous networks [29] and networks with higher order interactions [7]).

In the field of dynamical systems coupled maps were introduced by Kaneko [22] and were first studied rigorously by Bunimovich and Sinai [10] in the case of nearest neighbor interacting smooth expanding maps. The results of [10] were later extended to piecewise expanding maps [24,25] and to coupled map lattices where the dynamics on each site is given by a smooth Anosov map [28].

An important type of coupled systems, which is different from the coupled map lattice model, is the globally coupled or mean field model. For example, gas particles interacting via their mean field give rise to the so-called Vlasov equation, [17,32] or see
[30, Chapter 5] for a simple derivation. In the case of plasma, a similar procedure gives the Vlasov-Poisson equation. Other examples of mean field models are the vorticity formulation of the two-dimensional Euler equation for incompressible fluids [13], and the time-dependent Hartree equation in quantum mechanics [21] (see [18] for more details). The study of the corresponding limiting equation is far from obvious as it may exhibit unexpected phenomena, e.g. Landau damping [27].

The above examples consider individual dynamics given by simple integrable motion. In the case in which the individual systems are strongly chaotic, statistical properties of the long-term behavior may be available. This was first shown by Keller [23] in the case of a toy model of globally coupled expanding maps. In this work, we study, for the first time, statistical properties of infinite systems of globally coupled Anosov diffeomorphisms that are motivated by considering an appropriate limit of finitely many coupled Anosov maps.

As already mentioned, the topic of infinitely many globally coupled maps was pioneered by Keller [23]. In [23] the local dynamics was described by an expanding circle map or a piecewise expanding map of the interval. For such coupled systems Keller [23] proved, in the case of weak coupling strength, the existence of a unique invariant state and exponential convergence to equilibrium (see also [8] for a similar result). In [5] a globally coupled system with site dynamics given by expanding fractional interval maps was studied. It was shown that the system undergoes a supercritical pitchfork bifurcation from a unique stable equilibrium to the coexistence of two stable and one unstable equilibrium. Both [5,23] consider a coupling that only involves a parameter computed from the system state according to some fixed scheme. Later in [4] the work of [23] was extended to a more general coupling that mimics elastic interaction on the circle [14]. In addition to the analogous results of [23], Lipschitz continuity of the equilibrium state, as a function of the coupling strength parameter, was proved. This was taken one step further in [31] where linear response was shown in a rather general, smooth setting. Recent advances on globally coupled maps can be found in [15]. The work of [15] includes an abstract framework and applications to study statistical aspects of globally coupled circle maps. However, up to date there are no ergodic theoretic results on globally coupled higher dimensional hyperbolic systems in an infinite limit. This is because the right functional analytic tools to study hyperbolic systems, namely transfer operators acting on appropriate anisotropic Banach spaces, were not available until recently.

Starting with the paper [9], there has been a growing interest in developing anisotropic Banach spaces and spectral properties of transfer operators associated with hyperbolic dynamical systems. The books [2,11] provide an extensive account of the topic.

Recently, a new family of anisotropic Banach spaces was introduced in [1] which are not only amenable to perturbations of the dynamics, but for which the weak norms ‘behave’ like $L^1$ and the strong norms ‘behave’ like $BV$, the space of functions of bounded variations ([1, Remark 2.15] for more details). These properties significantly simplify the study of the long-term behavior of the iterates of transfer operators associated with the globally coupled Anosov systems both for finite systems and in the mean field limit. Indeed, these spaces allow to define a simple invariant set of distributions under the action of the associated transfer operator (see (2.10)), where an invariant state of the system is proven to exist.

---

1 See the earlier work of [3,12,19,20] where Banach spaces that are amenable to perturbations of the dynamics were also constructed. See also [16] for Banach spaces amenable to perturbations, although limited to skew products. Similarly to the present case, the Banach spaces of [16] also resemble $L^1$ and $BV$. 
Yet, to prove finer statistical properties of globally coupled Anosov maps, we must introduce a higher order version of the spaces in [1] (see (2.6)). An important feature of this new space is that the transfer operator associated with the globally coupled system admits exponential memory loss with respect to its weak norm. Using this information we prove the uniqueness of the invariant state, $h_{\varepsilon}$, exponential convergence to equilibrium and that the map $\varepsilon \mapsto h_{\varepsilon}$ is Lipschitz continuous (see Theorem 2.9 below). This information allows proving that such measure is the unique physical measure of the system (see Theorem 2.3).

The paper is organised as follows. In Sect. 2 we introduce our system, state our main results (Theorems 2.3 and 2.9) and provide a strategy of the proof. In Sect. 3 we prove Theorem 2.9 in a series of lemmas and propositions. Theorem 2.3 is proved in the same section. Appendix A includes results on adapted foliations and test functions needed for the Banach spaces used in the paper. Appendix B includes statements and proofs about perturbations of Anosov maps. Appendix C includes properties of projections along the unstable direction, which are needed in the proof of the Lasota-Yorke inequality in Lemma 3.9.

2. The System and the Statement of the Main Result

2.1. The individual map. Let $d \geq 2$ and consider a $d$-dimensional compact manifold $M$. Define the differentiable structure by the open cover $\{V_i\}_{i=1}^S$ and charts $\phi_i : V_i \to \mathbb{R}^d$, $\phi_i \in C^r$ for some $r \geq 4$. More precisely, consider a fixed smooth partition of unity $\{\vartheta_i\}$ subordinated to $\{V_i\}_{i=1}^S$ and define a smooth volume form $\omega$ by

$$\int_M h \, d\omega = \sum_{i=1}^S \int_{\phi_i(V_i)} h \circ \phi_i^{-1}(z) \, \vartheta_i \circ \phi_i^{-1}(z)dz.$$ 

All integrals will be understood with respect to such a form from now.

Consider an Anosov diffeomorphism $T \in \text{Diff}^r(M)$, $r > 1$; i.e., there exists $\lambda_0 > 1$, $v_0 \in (0, 1)$, $c_0 \in (0, 1)$ and a continuous cone field $C = \{C(\xi)\}_{\xi \in MN}$, $\overline{C(\xi)} = C(\xi) \subset T_{\xi}M$ such that $D_{\xi}T^{-n}C(\xi) \subset \text{int}(C(T^{-1}(\xi))) \cup \{0\}$ and

$$\inf_{\xi \in MN} \inf_{v \in C(\xi)} \|D_{\xi}T^{-n}v\| > c_0v_0^{-n}\|v\|$$

and

$$\inf_{\xi \in MN} \inf_{v \notin C(\xi)} \|D_{\xi}T^n v\| > c_0\lambda_0^n\|v\|. \quad (2.1)$$

We will sometimes refer to it as the stable cone field (and the unstable cone field will be the complement.) We also assume that $T$ is transitive.

2.2. Motivation for infinite coupled map systems. Denote the $N$-fold products $T \times \cdots \times T$ and $M \times \cdots \times M$ by $T_N$ and $M_N$, respectively. We view $(T_N, M_N)$ as a system of $N$ units, (called either sites or particles in the coupled maps literature) each with a state in $M$ evolving in time according to $T$. Define a diffeomorphism $\Phi_{N}^{\varepsilon}$ of the product manifold $M_N$, $\varepsilon$ close to $Id_{M_N}$. We interpret $(T_N \circ \Phi_{N}^{\varepsilon}, M_N)$ as a coupled system of $N$ interacting units, where $\Phi_{N}^{\varepsilon}$ accounts for the interaction between individuals, with strength tuned by the parameter $\varepsilon$—in particular we assume that $\Phi_{N}^{0} = Id_{M_N}$.

The system state can be described by the vector $(x_1, \ldots, x_N)$, or equivalently, by the empirical measure $\frac{1}{N} \sum_{i=1}^N 1_{\delta_{x_i}}$. More precisely calling $\mathcal{M}_1(M)$ the set of probability
measures over $M$, we can define the natural embedding $\Psi_N : M_N \to \mathcal{M}_1(M)$ given by $\Psi_N(x) = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}$. Let

$$F_\varepsilon : M \times \mathcal{M}_1(M) \to M$$

be $C^r$, $r > 3$, in the first variable and continuous (with respect to the weak topology) in the second variable uniformly in $x$. We assume that the coupling has the form (mean field coupling)

$$(\Phi^\varepsilon_N(x))_i = F_\varepsilon(x_i, \Psi_N(x)).$$

For $\mu \in \mathcal{M}_1(M)$, define

$$\Phi^\varepsilon_\mu = F_\varepsilon(\cdot, \mu).$$

Note that, if $\mu_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}$, then

$$(T \circ \Phi^\varepsilon_{\mu_N})_* \left( \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \right) = \frac{1}{N} \sum_{i=1}^{N} \delta_{T \circ \Phi^\varepsilon_{\mu_N}(x_i)} \tag{2.2}$$

and, hence, in this case the dynamics on $M_N$ induces a dynamics on $\mathcal{M}_1(M)$. Such dynamics extends naturally on all $\mathcal{M}_1(M)$. Thus, in the case in which $\mu$ is a probability measure with a density, the map

$$(T \circ \Phi^\varepsilon_\mu)_* : \mathcal{M}_1(M) \to \mathcal{M}_1(M)$$

can be interpreted as the evolution of a state with infinitely many interacting units with state distribution given by $\mu$. Indeed, given a sequence of empirical measures $\mu_N = \frac{1}{N} \sum_{i=1}^{N} \delta_{x_i}$ converging in the weak topology to some measure $\mu$, as $N \to \infty$, we have by hypothesis

$$F_\varepsilon \left( \cdot, \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j} \right) \to F_\varepsilon(\cdot, \mu), \quad N \to \infty, \tag{2.3}$$

where the convergence is in the uniform topology. Then, recalling (2.2), for each $\varphi \in C^0(M)$ we have

$$\lim_{N \to \infty} (T \circ \Phi^\varepsilon_{\mu_N})_* \mu_N(\varphi) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \varphi(T \circ \Phi^\varepsilon_{\mu_N}(x_i)).$$

By (2.3), $T \circ \Phi^\varepsilon_{\mu_N} \to T \circ \Phi^\varepsilon_\mu$ uniformly, so for each $\delta > 0$ there exists an $N_\delta > 0$ large enough such that, for all $N \geq N_\delta$ it holds true

$$\sup_i |\varphi(T \circ \Phi^\varepsilon_{\mu_N}(x_i)) - \varphi(T \circ \Phi^\varepsilon_\mu(x_i))| \leq \delta.$$ 

Thus we can write

$$\lim_{N \to \infty} (T \circ \Phi^\varepsilon_{\mu_N})_* \mu_N(\varphi) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \varphi(T \circ \Phi^\varepsilon_{\mu_N}(x_i)) = \mu(\varphi \circ T \circ \Phi^\varepsilon_\mu) = (T \circ \Phi^\varepsilon_\mu)_* \mu(\varphi).$$

This construction provides a motivation for the systems studied in the paper including the examples of Sect. 2.8.
2.3. Statement of the main results. Our aim is to study the long-time behavior of the self-consistent evolution $\mu \mapsto (T \circ \Phi^\epsilon_{h_\epsilon})_* \mu$. In particular, we are interested in classifying the invariant measures and their stability properties.

Yet, the above setting and question are too general to allow a precise answer. We will thus introduce two further technical assumptions (A1), (A2) on the coupling that will be detailed in Sect. 2.5. As for the imprecision of the task, it arises from the possibility of having physically irrelevant invariant measures. For example, measures that represent a finite number of particles or that describe statistical properties we are not interested in. This problem appears already in the study of the invariant measures of an Anosov map and a typical solution is to restrict to physical measures. We, therefore, introduce an analogous definition for physical measures in the present situation of infinitely globally coupled systems.

**Definition 2.1.** We call a measure $h_\epsilon \in M_1(M)$ invariant if

$$(T \circ \Phi^\epsilon_{h_\epsilon})_* h_\epsilon = h_\epsilon.$$ 

Moreover, we call an invariant measure $h_\epsilon$ physical if there exists some $h \in L^1$, such that $\mu_0 = h d \omega \in M_1(M)$, and, defining for each $n \in \mathbb{N} \cup \{0\}$,

$$\mu_{n+1} = (T \circ \Phi^\epsilon_{\mu_n})_* \mu_n$$

the sequence $\{\mu_n\}$ converges weakly to $h_\epsilon$.

**Remark 2.2.** In essence, physical measures are measures that the system can asymptotically attain when starting with an initial condition that is absolutely continuous with respect to Lebesgue.

Our first main result is as follows.

**Theorem 2.3.** Under assumptions (A1), (A2) there exists $\epsilon_0 > 0$ such that, for all $\epsilon < \epsilon_0$, the system admits a unique physical measure $h_\epsilon$.

Theorem 2.3 is the consequence of a more quantitative result, Theorem 2.9. To prove Theorem 2.9 we need to introduce a more suitable topology. This is done, in analogy with the strategy used for Anosov maps and flows, by introducing Banach spaces adapted to the dynamics.

2.4. Anisotropic BV. The following anisotropic Banach spaces, introduced in [1], will play a crucial role in this paper. To define these spaces, we need to consider appropriate foliations of $M$ and test functions suited to such foliations. The spaces $\Omega_{L,q,l}$ collect pairs $(W, \varphi)$ where $W$ is a foliation, $\varphi$ is a test function on $M$ with controlled regularity on $W$, while the labels of the $L, q, l$ are numbers: $L > 0$ is a uniform bound on some regularity class of the foliations, $q \in \mathbb{N}$ is the number of derivatives we consider along the stable direction and $l$ is the dimension of the target Euclidean space of $\varphi$. For a precise...
Given a function $h \in C^1(M, \mathbb{C})$ we define

$$
\|h\|_{0,q} := \sup_{(W,\varphi) \in \Omega_{L,q,1}} \left| \int_M h \varphi \right|,
\|h\|_{1,q}^* := \sup_{(W,\varphi) \in \Omega_{L,q+1,d}} \left| \int_M h \text{div}\varphi \right|,
\|h\|_{1,q}^- := a \|h\|_{0,q} + \|h\|_{1,q}^*,
$$

(2.4)

\[ (2.4) \]

for any $q \in \mathbb{N} \cup \{0\}$ and some fixed $a > 0$. Let $B^{0,q}$ be the Banach space obtained by completing $C^1(M, \mathbb{R})$ in the $\|\cdot\|_{0,q}$ norm. For each $h \in B^{0,q}$ let

$$
\|h\|_{1,q} = \lim_{\epsilon \to 0} \inf \{ \|g\|_{1,q}^- : g \in C^1(M, \mathbb{R}) \text{ and } \|g - h\|_{0,q} \leq \epsilon \}.
$$

(2.5)

We then define $B^{1,q} := \{ h \in B^{0,q} \mid \|h\|_{1,q} < \infty \}$.

Remark 2.4. According to [1, Lemma 2.12], there exists a canonical continuous injective map $\iota : B^{0,q} \to (C^q)'$. In the following, we will use $\iota$ to identify a positive element $h \in B^{0,q}$ with the measure $h d\omega = \iota(h)$ without any further comment. The next lemma further clarifies this.

Lemma 2.5. A positive element of $B^{0,q}$ is a measure. In addition, when restricted to $\mathcal{M}_1(M) \cap B^{0,q}$, where $\mathcal{M}_1(M)$ denotes the set of probability measures over $M$, the norm $\|\cdot\|_{0,q}$ is identical to $\|\cdot\|_{TV}$, the total variation norm.

Proof. The first claim is standard as positive distributions are measures. To conclude, note that, since $\|\mu\|_{TV} = \sup_{\varphi \in C^0} \int \varphi \, d\mu$, if $d\mu = h d\omega$, we have $\|h\|_{0,q} \leq \|\mu\|_{TV}$. On the other hand

$$
\|\mu\|_{TV} = \int_M h \, dx \leq \|h\|_{0,q}.
$$

\[ \square \]

For further use, we need to define a stronger norm, extending the spaces in [1]. For each $h \in C^2(M, \mathbb{C})$, define

$$
\|h\|_{2,q}^* := \sup_{(W,\varphi) \in \Omega_{L,q+2,d}} \sum_{i=1}^d \int_M \partial_i h \text{div}\varphi^i;
\|h\|_{2,q} := b \|h\|_{1,q} + \|h\|_{2,q}^*.
$$

(2.6)

Let $B^{2,q}$ be the Banach space obtained by completing $C^2(M, \mathbb{R})$ in the $\|\cdot\|_{2,q}$ norm.

\[ (2.6) \]

\[ 3 \] If $h \in (C^s)'$, $s > 0$, is positive, then for each $\varphi \in C^\infty$ we have $h(\|\varphi\|_\infty \pm \varphi) \geq 0$, so $|h(\varphi)| \leq h(1)\|\varphi\|_\infty$ and the claim follows by the Riesz theorem.
2.5. Assumptions on the coupling. We are now able to specify precisely our assumption on the coupling. Let us define $B^0_{1,q} = M_1(M) \cap B^0_{1,q}$.

We assume the coupling satisfies the following two conditions:

\[
d_{Cr}(\Phi^\varepsilon_{h_1}, \Phi^\varepsilon_{h_2}) \leq C |\varepsilon| \|h_1 - h_2\|_{0,r-1}, \quad \text{for all } h_1, h_2 \in B^0_{1,r-1}, \varepsilon \in \mathbb{R}; \quad (A1)
\]

\[
d_{Cr}(\Phi^\varepsilon_{h}, \Phi'^\varepsilon_{h}) \leq C |\varepsilon - \varepsilon'|, \quad \text{for all } h \in M_1(M), \varepsilon, \varepsilon' \in \mathbb{R}. \quad (A2)
\]

As already explained, we define the coupled map as

\[
T^\varepsilon_h = T \circ \Phi^\varepsilon_h
\]

for $h \in B^0_{1,q}$ and $\varepsilon \in \mathbb{R}$. This map represents the dynamics of a globally coupled map in the so-called thermodynamic limit with site dynamics $T : M \to M$, system state given by the distribution $h$ and coupling strength $\varepsilon$.

Remark 2.6. Note that Eq. (A2) implies that, for each $h \in M_1(M)$, we have

\[
d_{Cr}(T, T^\varepsilon_h) \leq C |\varepsilon|.
\]

Accordingly, there exists $\varepsilon_0$ such that, for all $\varepsilon \leq \varepsilon_0$ the maps $T^\varepsilon_h$ satisfy (2.1) uniformly with the same cones (see Lemma B.1 for details).

2.6. Transfer operators. We can now study the dynamics in the Banach spaces mentioned above. This is done by introducing a transfer operator acting on the anisotropic BV spaces. Recalling that these spaces can be canonically embedded into $(C^{q+i})'$ (according to [1, Lemma 2.12], which can easily be extended to the case $i = 2$), the transfer operator associated with $T$

\[
\mathcal{L}_T : B^{i,q} \to B^{i,q}
\]

can be defined as

\[
(\mathcal{L}_T h)\varphi = h(\varphi \circ T) \quad \varphi \in C^{q+i}, \quad i \in \{0, 1, 2\}. \quad (2.8)
\]

Remark 2.7. Note that the precise version of (2.8) would be

\[
\iota(\mathcal{L}_T h)\varphi = (\iota h)(\varphi \circ T).
\]

As already remarked we allow the above imprecise notation (2.8) to simplify the notation. In particular, when $h \in C^1$, we identify $h$ with the measure $d\mu_h = hd\omega$ and the transfer operator associated to $T$ is then given by

\[
\mathcal{L}_T h = \frac{h}{|\det(DT)|} \circ T^{-1}.
\]

Clearly,

\[
d(T^\varepsilon_h \mu_h) = (\mathcal{L}_T h) dx.
\]
It follows that the evolution of the coupled system state is given by the self-consistent transfer operator \( \mathcal{L}_\varepsilon : \mathcal{B}^{1,q} \cap \mathcal{M}_1(M) \to \mathcal{M}_1(M) \) that is defined as

\[
\mathcal{L}_\varepsilon(h) = \mathcal{L}_T^{\varepsilon} h
\]

where \( \mathcal{L}_T^{\varepsilon} \) is the transfer operator associated with the map \( T_\varepsilon \) defined in (2.7). Indeed, for \( h \in L^1 \)

\[
\mathcal{L}_T^{\varepsilon} h dx = (T_\varepsilon h)_+ h.
\]

Notice that

\[
\mathcal{L}_T^{\varepsilon} = \mathcal{L}_T \circ \mathcal{L}_\Phi^{\varepsilon}.
\]

Observe that unlike \( \mathcal{L}_T^{\varepsilon} \), the self-consistent transfer operator \( \mathcal{L}_\varepsilon \) is nonlinear. Setting \( h_n = \mathcal{L}_\varepsilon^n(h_0) \), if well defined, we can write

\[
\mathcal{L}_\varepsilon^n(h_0) = \mathcal{L}_T^{\varepsilon}_{h_n-1} \ldots \mathcal{L}_T^{\varepsilon}_{h_1} \mathcal{L}_T^{\varepsilon}_{h_0} h_0
\]

\[
= \mathcal{L}_T^{\varepsilon}_{h_n-1} \circ \ldots \circ \mathcal{L}_T^{\varepsilon}_{h_1} \circ \mathcal{L}_T^{\varepsilon}_{h_0} h_0.
\]

Note that if \( \mathcal{L}_\varepsilon(h_\varepsilon) = h_\varepsilon \), then the coupled system admits an invariant state.

### 2.7. A more quantitative result

Our goal is to prove that the self-consistent transfer operator \( \mathcal{L}_\varepsilon \) admits a unique fixed point and exhibits exponential convergence to equilibrium for a certain class of distributions. To do so we first define a compact convex subset of the \( \mathcal{B}^{0,q+1} \) space. For \( K \geq 0 \), define

\[
\mathcal{B}(K, q) = \left\{ h \in C^1 : h \geq 0, \int h = 1, \|h\|_{1,q} \leq K \right\}
\]

and let \( \overline{\mathcal{B}}(K, q) \) be the closure of \( \mathcal{B}(K, q) \) with respect to the \( \| \cdot \|_{0,q+1} \)-norm. The proof of the following proposition, which shows that \( \mathcal{L}_\varepsilon \) can be iterated and that \( \mathcal{B}(K, q) \) is eventually invariant, can be found in Sect. 3.2.

**Proposition 2.8.** There exists \( \varepsilon_1^* > 0 \) such that, for all \( \varepsilon < \varepsilon_1^* \) and \( q > 0 \),

\[
\mathcal{L}_\varepsilon(\mathcal{B}^{0,q} \cap \mathcal{M}_1(M)) \subset \mathcal{B}^{0,q} \cap \mathcal{M}_1(M).
\]

There exists \( N \in \mathbb{N} \), and \( K_{\text{min}} \geq 0 \) such that, for all all \( |\varepsilon| < \varepsilon_1^* \), \( n \geq N \) and \( K \geq K_{\text{min}} \), \( \mathcal{L}_\varepsilon^n(\overline{\mathcal{B}}(K, q)) \subset \overline{\mathcal{B}}(K, q) \).

The above is not enough to obtain uniqueness and exponential convergence. This is because, on the weak space \( \mathcal{B}^{0,q} \), \( \mathcal{L}_T \) does not admit a spectral gap. To overcome this hurdle we define a stronger Banach space than \( \mathcal{B}^{1,q} \) and a set finer than \( \overline{\mathcal{B}}(K, q) \) to obtain our desired result.

Let \( K_1 \geq K_{\text{min}}, K_2 \geq 0 \) and define

\[
\mathcal{B}(K_1, K_2, q) = \left\{ h \in C^2 : h \in \mathcal{B}(K_1, q+1), \|h\|_{2,q} \leq K_2 \right\}
\]

and let \( \overline{\mathcal{B}}(K_1, K_2, q) \) be the closure of \( \mathcal{B}(K_1, K_2, q) \) with respect to the \( \| \cdot \|_{1,q+1} \)-norm.
Theorem 2.9. There exists $\varepsilon^* > 0$, $K_\alpha(\varepsilon^*) \geq 1$, such that for all $q \in \{1, \ldots, r - 3\}$, $|\varepsilon| < \varepsilon^*$ and $K_2 \geq K_\alpha(\varepsilon)$, the following holds:

(i) $L_\varepsilon$ has a unique fixed point $h_\varepsilon$ in $\overline{B}(K_1, K_2, q)$. In addition, there exists $\gamma \in (0, 1)$ and $C > 0$ such that, for all $h \in \overline{B}(K_1, K_2, q)$, we have

$$\|L^n_\varepsilon(h) - h_\varepsilon\|_{1, q+1} \leq C \gamma^n.$$ 

Moreover, for all $|\varepsilon|, |\varepsilon'| < \varepsilon^*$,

(ii) if $h_{\varepsilon}$ and $h_{\varepsilon'}$ are the unique fixed points of $L_\varepsilon$ and $L_{\varepsilon'}$ respectively, then there exists $C > 0$ (depending on $\varepsilon^*$ and $K_\alpha$) such that

$$\|h_\varepsilon - h_{\varepsilon'}\|_{1, q+1} \leq C |\varepsilon - \varepsilon'|.$$ 

The proof of the above Theorem is postponed to Sect. 3.4.

Remark 2.10. Item (ii) provides statistical stability of the coupled system. In particular, it implies that the map $\varepsilon \mapsto h_\varepsilon$, $|\varepsilon| \in [0, \varepsilon^2]$ is Lipschitz continuous.

The strategy to prove Theorem 2.9 is as follows: we first show that $L_\varepsilon^N|_{\overline{B}(K, q)}$ is continuous in the weak norm $\|\cdot\|_{0, q+1}$ to conclude that $L_\varepsilon^N$ has at least one fixed point in $\overline{B}(K, q)$. We then prove that $L_\varepsilon^N$ is a contraction when acting on $\overline{B}(K_1, K_2, q)$, which gives the uniqueness and exponential convergence. We then prove that this fixed point is actually a unique fixed point of $L_\varepsilon$ itself. Finally, we prove Lipschitz continuity of $\varepsilon \mapsto h_\varepsilon$ by using the exponential convergence result and that $\varepsilon \mapsto L_\varepsilon$ is Lipschitz in a proper sense.

Note that the above strategy is natural when the transfer operator associated with the site dynamics admits a spectral gap on a Banach space. See [15] for a general strategy similar to the one we implement in this work.

Remark 2.11. If one wants to follow [15] in the Anosov setting, one has to choose the regularity in our spaces carefully. It seems to us that such a choice may then require more regularity on the map. Moreover, [15] assumes a ‘one step’ Lasota-Yorke inequality (see assumption (Con1) in [15] required to obtain the exponential convergence to equilibrium) which seems a strong assumption in a hyperbolic setting (the constant $A$ that appears in our Lasota-Yorke inequality, does not only depend on the map, but also on the class of the foliations considered in our norms). Therefore, instead of verifying the assumptions of [15] which will force us to adding restrictive assumptions on $T$, we are going to pursue a different line of argument.

2.8. Examples. Before proving Theorem 2.3, Proposition 2.8, and Theorem 2.9, we provide a class of examples that satisfy assumptions (A1)–(A2). In both examples we consider $M = \mathbb{T}^d$ and $\mu \in \mathcal{M}_1(\mathbb{T}^d)$.

Example 2.12. Consider $\Phi^\varepsilon_\mu$ given by the following formula:

$$\Phi^\varepsilon_\mu(x) = x + \varepsilon \int_{\mathbb{T}^d} K_1(x)K_2(y)d\mu(y)$$

for some $K_1, K_2 \in C^\infty(\mathbb{T}^d, \mathbb{T}^d)$. 
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Write this as

\[ \Phi^\varepsilon_h(x) = x + \varepsilon \gamma(x, \mu(K_2)), \]

where

\[ \mu(K_2) = \int_{\mathbb{T}^d} K_2(x) d\mu(x), \]

\[ \gamma(x, \mu(K_2)) = K_1(x) \cdot \mu(K_2). \]

Assume that \( \int d\mu(x) = \int h(x) dx \) for some \( h \in C^r(\mathbb{T}^d) \). This is analogous to the one dimensional setting of [23].

Since

\[ \partial^\alpha(\Phi^\varepsilon_h)_j = \begin{cases} 1 + \varepsilon \cdot \partial^\alpha K_1 \cdot h(K_2) & \text{if } \partial^\alpha = \partial x_j \\ \varepsilon \cdot \partial^\alpha K_1 \cdot h(K_2) & \text{otherwise}, \end{cases} \]

we have

\[ d_{C^r}(\Phi^\varepsilon_h, \Phi^{\varepsilon'}_h) \leq ||K_1||_{C^r} |\varepsilon - \varepsilon'| \left| \int_{\mathbb{T}^d} K_2(x) h(x) dx \right| \leq C(K_1, K_2) |\varepsilon - \varepsilon'| ||h||_{0,r} \]

and

\[ d_{C^r}(\Phi^\varepsilon_h, \Phi^{\varepsilon'}_h) \leq ||K_1||_{C^r} |\varepsilon| \left| \int_{\mathbb{T}^d} K_2(x) (h - h')(x) dx \right| \leq C(K_1, K_2) ||h - h'||_{0,r}. \]

**Example 2.13.** Now consider

\[ \Phi^\varepsilon_{\mu}(x) = x + \varepsilon \int_{\mathbb{T}^d} K(x, y) h(y) dy \]

for some \( K \in C^{\infty}(\mathbb{T}^{2d}, \mathbb{T}^d) \) (e.g. \( K(x, y) = \kappa(x - y) \) for diffusive coupling.) Then

\[ \partial^\alpha(\Phi^\varepsilon_{\mu})_j = \begin{cases} 1 + \varepsilon \int_{\mathbb{T}^d} \partial^\alpha K(x, y) h(y) dy & \text{if } \partial^\alpha = \partial x_j \\ \varepsilon \int_{\mathbb{T}^d} \partial^\alpha K(x, y) h(y) dy & \text{otherwise}. \end{cases} \]

Assumptions (A1)–(A2) are checked similarly:

\[ d_{C^r}(\Phi^\varepsilon_{\mu}, \Phi^{\varepsilon'}_{\mu}) \leq |\varepsilon - \varepsilon'| \left| \int_{\mathbb{T}^d} \partial^\alpha K(x, y) h(y) dy \right| \leq C(K) ||h||_{TV}. \]

and

\[ d_{C^r}(\Phi^\varepsilon_{\mu}, \Phi^{\varepsilon'}_{\mu}) \leq |\varepsilon| \left| \int_{\mathbb{T}^d} \partial^\alpha K(x, y) (h - h')(y) dy \right| \leq C(K) ||h - h'||_{0,r}. \]
3. Proofs

3.1. Transfer operators for sequential Anosov maps. The following Lasota-Yorke inequalities hold for the transfer operator $L_T$:

**Proposition 3.1** [1, Proposition 3.2, Lemma 4.1]. For each $\theta \in (\max\{v_0, \lambda_0^{-1}\}, 1)$, there exist constants $A, B > 0$ such that, for all $h \in B^{0, q}$, $q \in \{0, \ldots, r - 1\}$, holds true

$$\|L_T^n h\|_{0,q} \leq A \|h\|_{0,q}.$$  

In addition, for $h \in B^{1,q}$ and all $q \in \{1, \ldots, r - 2\}$, holds true

$$\|L_T^n h\|_{0,q} \leq A\theta^n \|h\|_{0,q} + B \|h\|_{0,q+1};$$
$$\|L_T^n h\|_{1,q} \leq A\theta^n \|h\|_{1,q} + B \|h\|_{0,q+1}.$$  

Moreover, $\{h \in B^{1,q} : \|h\|_{1,q} \leq 1\}$ is relatively compact in the topology associated to the norm $\|h\|_{0,q+1}$.

Since we assumed that $T$ is transitive, the above proposition implies that $L_T$ admits a spectral gap when acting on $B^{1,q}$, see [1] for a detailed discussion.

**Remark 3.2.** Choose $\varepsilon^* > 0$ sufficiently small, and let $h_0, \ldots, h_{n-1} \in \mathcal{M}_1(M)$. Each concatenation $T_{h_{n-1}}^{\varepsilon} \circ \cdots \circ T_{h_0}^{\varepsilon}$ is a composition of Anosov diffeomorphisms with properties that can be uniformly controlled for any sequence $h_i, i = 0, \ldots, n-1, n \in \mathbb{N}$ and any $|\varepsilon| < \varepsilon^*$ (for an argument see Lemma B.1 in the Appendix). We will use this information to obtain uniform Lasota–Yorke inequalities for all $L_{T_{h_{n-1}}^{\varepsilon} \circ \cdots \circ T_{h_0}^{\varepsilon}}$ provided $|\varepsilon|$ is sufficiently small.

**Proposition 3.3.** There exists $\varepsilon_1 > 0$ such that for each $|\varepsilon| < \varepsilon_1$, $\theta \in (\max\{v, \lambda^{-1}\}, 1)$ and constants $A, B > 0$ such that for all $h, g_0, \ldots, g_{n-1} \in B^{0, q}$, $n \in \mathbb{N}, q \in \{0, \ldots, r - 1\}$, holds true

$$\|L_T^{\varepsilon_{n-1} \circ \cdots \circ \varepsilon_0} h\|_{0,q} \leq A \|h\|_{0,q}.  \tag{3.1}$$

In addition, for all $h, g_0, \ldots, g_{n-1} \in B^{1,q} \cap B^{0,q}$ and all $q \in \{1, \ldots, r - 2\}$, holds true

$$\|L_T^{\varepsilon_{n-1} \circ \cdots \circ \varepsilon_0} h\|_{0,q} \leq A\theta^n \|h\|_{0,q} + B \|h\|_{0,q+1};$$
$$\|L_T^{\varepsilon_{n-1} \circ \cdots \circ \varepsilon_0} h\|_{1,q} \leq A\theta^n \|h\|_{1,q} + B \|h\|_{0,q+1}.  \tag{3.2}$$

**Proof.** By Remark B.2, with small changes in notation\footnote{Basically by replacing $T^n$ in the proofs of [1] by $T_{h_{n-1}}^{\varepsilon} \circ \cdots \circ T_{h_0}^{\varepsilon}$.} the proof follows verbatim as that of [[1] Proposition 3.2]. \hfill \Box

The following statement is an essential perturbation lemma relating the action of the transfer operators to the distance of the associated coupled Anosov maps.

**Lemma 3.4.** Let $h \in B^{1,q} \cap B^{0,q}, q \in \{1, \ldots, r - 2\}$, $g, g_1, g_2 \in \mathcal{M}_1(M), |\varepsilon|, |\varepsilon'| < \varepsilon_2$ for some $\varepsilon_2 \leq \varepsilon_1$. Then

$$\|(L_{T_{g_1}^{\varepsilon}} - L_{T_{g_2}^{\varepsilon}})h\|_{0,q+1} \leq C \|h\|_{1,q} d_C(T_{g_1}^{\varepsilon}, T_{g_2}^{\varepsilon});  \tag{3.3}$$
$$\|(L_{T_{g}^{\varepsilon}} - L_{T_{g}^{\varepsilon'}})h\|_{0,q+1} \leq C \|h\|_{1,q} d_C(T_{g}^{\varepsilon}, T_{g}^{\varepsilon'}).  \tag{3.4}$$
Proof. Assume $|\varepsilon|$ is small enough, and the domains $V_i$ of the charts are small enough such that there is an open set $U_j$ for any $i$ containing both $T_{g_1}^\varepsilon V_i$ and $T_{g_2}^\varepsilon V_i$, on which we can define functions $\psi_j \in C^r$, mapping $U_j$ to $\mathbb{R}^d$. Then we can define $T_t = t T_{g_1}^\varepsilon + (1 - t) T_{g_2}^\varepsilon$, $t \in [0, 1]$, in the chart $\{U_j, \psi_j\}$. The computation below should be understood in these charts.

According to Lemma B.3, $T_t$ is an Anosov diffeomorphism such that the stable and unstable cones can be chosen uniformly not only in $g_i$ and $\varepsilon$ but also in $t$. We are going to write $\varphi_t = \varphi \circ T_t$ for a test function $\varphi \in C^q(M, C^\ell)$ and $\mathbb{F}_t = T_t^{-1} \mathbb{F}$ for a foliation $\mathbb{F}$. Notice that the framework of [1] applies to this foliation, so in particular for $T_t^{-1} W \in \mathbb{F}_t$ it holds that $T_t^{-1} W \in \mathcal{F}_t^r$. Let $h \in C^1(M, C)$ and $\varphi \in C^{q+1}(M, C)$.

$$
\int_M (\mathcal{L}_{T_t^{g_1}} - \mathcal{L}_{T_t^{g_2}}) h \varphi \ d\omega = \int_M h(\varphi \circ T_{g_1}^\varepsilon - \varphi \circ T_{g_2}^\varepsilon) \ d\omega \\
= \int_M h \int_0^1 \langle \nabla \varphi \circ T_t, (T_{g_2}^\varepsilon - T_{g_1}^\varepsilon) \rangle \ dt \ d\omega \\
= \int_0^1 \left( \int_M h \text{div}(\varphi \circ T_t)(T_{g_2}^\varepsilon - T_{g_1}^\varepsilon) \ d\omega - \int_M h \varphi \circ T_t \text{Tr} D(T_{g_2}^\varepsilon - T_{g_1}^\varepsilon) \ d\omega \right) \ dt \\
\leq \|h\|_{1,q} \int_0^1 \|\varphi \circ T_t(T_{g_2}^\varepsilon - T_{g_1}^\varepsilon)\|_{q+1}^{T_t^{-1}W} \ dt \\
+ \|h\|_{0,q+1} \int_0^1 \|\varphi \circ T_t \text{Tr} D(T_{g_2}^\varepsilon - T_{g_1}^\varepsilon)\|_{q+1}^{T_t^{-1}W} \ dt \\
:= (I) + (II).
$$

First consider $\|\varphi \circ T_t(T_{g_2}^\varepsilon - T_{g_1}^\varepsilon)\|_{q+1}^{T_t^{-1}W}$ and for $\xi \in M$ write $(\mathbb{F}_t)_\xi(x, y) := ((F_t)_\xi(x, y), y)$ which describes the local foliation.\footnote{See subsection A.2 in the appendix for more details about foliations.}

$$
\|\varphi \circ T_t(T_{g_2}^\varepsilon - T_{g_1}^\varepsilon)\|_{q+1}^{T_t^{-1}W} \\
= \sup_{\xi \in M} \sum_{x \in U_{0}^0} \|\{\varphi \circ T_t(T_{g_2}^\varepsilon - T_{g_1}^\varepsilon)\} \circ (\mathbb{F}_t)_\xi(x, \cdot)\|_{C^{q+1}(U_{0}^0, C)} \\
\leq \sup_{\xi \in M} \|\varphi \circ T_t \circ (\mathbb{F}_t)_\xi(x, \cdot)\|_{C^{q+1}(U_{0}^0, C)} \\
\times \sup_{\xi \in M} \sum_{x \in U_{0}^0} \|((T_{g_2}^\varepsilon - T_{g_1}^\varepsilon) \circ (\mathbb{F}_t)_\xi(x, \cdot))\|_{C^{q+1}(U_{0}^0, C)} \\
= \|\varphi \circ T_t\|_{q+1}^{T_t^{-1}W} \sup_{\xi \in M} \sum_{x \in U_{0}^0} \|((T_{g_2}^\varepsilon - T_{g_1}^\varepsilon) \circ (\mathbb{F}_t)_\xi(x, \cdot))\|_{C^{q+1}(U_{0}^0, C)} \\
\leq A_0 \|\varphi\|_{q+1}^{W} \sup_{\xi \in M} \sum_{x \in U_{0}^0} \|((T_{g_2}^\varepsilon - T_{g_1}^\varepsilon) \circ (\mathbb{F}_t)_\xi(x, \cdot))\|_{C^{q+1}(U_{0}^0, C)}
$$
using \cite[Lemma 2.15]{1}. By Lemma A.1 we obtain

\[ \| (T_{g_2}^e - T_{g_1}^e) \circ (F_t)^\xi (x, \cdot) \|_{C^{q+1}(U_g^0, C)} \]

\[ \leq \| (T_{g_2}^e - T_{g_1}^e) \|_{C^{q+1}(U_g^0, C)} \sum_{i=0}^{q+1} \binom{q+1}{i} \| D_x(F_t)^\xi (x, \cdot) \|_{C^{q+1}(U_g^0, C)} \]

\[ \leq \text{const} (r, q, L, \sigma) \cdot d_{C^{q+1}}(T_{g_1}^e, T_{g_2}^e) \]

This gives

\[ (I) \leq A_0 \| \varphi \|_{q+1}^W : \text{const}^r (r, q, L, \sigma, d) \cdot d_{C^{q+1}}(T_{g_1}^e, T_{g_2}^e) \| h \|_{1,q}. \]

We can do a similar calculation for (II) and obtain

\[ \| \varphi \circ T_t \text{Tr } D(T_{g_2}^e - T_{g_1}^e) \|_{q+1}^W \]

\[ \leq A_0 \| \varphi \|_{q+1}^W \sup_{\xi \in M} \sum_{x \in U_g^0} \| [\text{Tr } D(T_{g_2}^e - T_{g_1}^e) \circ (F_t)^\xi (x, \cdot) \|_{C^{q+1}(U_g^0, C)} \]

\[ \leq A_0 \| \varphi \|_{q+1}^W \cdot \text{const}^r (r, q, L, \sigma, d) \| [\text{Tr } D(T_{g_2}^e - T_{g_1}^e) \|_{C^{q+1}(U_g^0, C)} \]

so

\[ (II) \leq A_0 \| \varphi \|_{q+1}^W : \text{const}^r (r, q, L, \sigma, d) \cdot d_{C^{q+2}}(T_{g_1}^e, T_{g_2}^e) \| h \|_{0,q+1}. \]

We obtained

\[ \int_M (L_{T_{g_1}^e} - L_{T_{g_2}^e}) \varphi \ d \omega \leq C \| \varphi \|_{q+1}^W \| h \|_{1,q} \cdot d_{C^{q+2}}(T_{g_1}^e, T_{g_2}^e), \]

and the fact that $C^1(M, C)$ is dense in $B^{0,q+1}$ concludes the proof (3.3).

For (3.4), an analogous argument works. We can prove an analogue of Lemma B.3 for $T_t = tT_g^e + (1 - t)T_{g'}^e$ (provided that $|\varepsilon|, |\varepsilon'| < \varepsilon^*$ of Lemma B.1) and repeat the above argument for $T_{g_1}^e, T_{g_2}^e$ instead of $T_{g_1}^e, T_{g_2}^e$. \hfill \Box

Using the assumptions on the coupling, we obtain the following corollary:

**Corollary 3.5.** By Lemma 3.4 and Assumption (A1) it follows

\[ \| (L_{T_{g_1}^e}^e - L_{T_{g_2}^e}) h \|_{0,q+1} \leq C |\varepsilon| \| g_1 - g_2 \|_{0,q+1} \| h \|_{1,q}. \]  

(3.5)

and by assumption (A2),

\[ \| (L_{T_{g_1}^e}^e - L_{T_{g_1}^e}) h \|_{0,q+1} \leq C |\varepsilon - \varepsilon'| \| g \|_{TV} \| h \|_{1,q}. \]  

(3.6)

The above implies

\[ \| (L_{T_{g_n}^e}^e \cdots L_{T_{g_1}^e}^e - L_{T_{f_n}^e}^e \cdots L_{T_{f_1}^e}^e) h \|_{0,q+1} \]

\[ \leq \sum_{i=1}^n \| L_{T_{g_n}^e}^e \cdots L_{T_{g_i+1}^e}^e (L_{T_{g_i}^e}^e - L_{T_{f_i}^e}^e) L_{T_{f_{i-1}}^e}^e \cdots L_{T_{f_1}^e}^e h \|_{0,q+1} \]
\[ \leq C(n) |\varepsilon| \max_i \|g_i - f_i\|_{0,q+1} \|h\|_{1,q}. \]

and in particular for \( g_i, f_i \in \mathcal{B}(K, q) \),

\[ \|(\mathcal{L}_{T_{g_n}} \cdots \mathcal{L}_{T_{g_1}} - \mathcal{L}_{T_{f_n}} \cdots \mathcal{L}_{T_{f_1}})h\|_{0,q+1} \leq C(n, K) |\varepsilon| \max_i \|g_i - f_i\|_{0,q+1} \|h\|_{1,q}, \]  

(3.7)

and by a similar argument

\[ \|(\mathcal{L}_{T_{g_n}} \cdots \mathcal{L}_{T_{g_1}} - \mathcal{L}_{T_{g_n}}' \cdots \mathcal{L}_{T_{g_1}}')h\|_{0,q+1} \leq C(n, K) |\varepsilon - \varepsilon'| \max_i \|g_i\|_{TV} \|h\|_{1,q}. \]

(3.8)

Next, we prove memory loss, which will also be needed for the proof of exponential convergence to equilibrium in the next subsection.

**Lemma 3.6.** Let \( K \geq K_{\min} \). There exists \( \varepsilon_3 > 0, C > 0 \) such that for all \( |\varepsilon| < \varepsilon_3, q \in \{1, \ldots, r-2\} \)

\[ \|\mathcal{L}_{T_{g_n}} \cdots \mathcal{L}_{T_{g_1}} h\|_{1,q} \leq C \theta^n \|h\|_{1,q} \quad n \in \mathbb{N} \]

holds true for all \( h \in \mathcal{B}^{1,q}, h(1) = 0 \) and all \( g_1, \ldots, g_n \in \mathcal{M}_1(M) \).

**Proof.** By Proposition 3.3, Corollary 3.5 (in particular (3.8)) and the fact that \( \mathcal{L}_T \) admits a spectral gap on \( \mathcal{B}^{1,q} \), we have

\[ \|\mathcal{L}_{T_{g_n+m}} \cdots \mathcal{L}_{T_{g_1}} h\|_{1,q} \leq A \theta^n \|\mathcal{L}_{T_{g_n}} \cdots \mathcal{L}_{T_{g_1}} h\|_{1,q} + B \|\mathcal{L}_{T_{g_n}} \cdots \mathcal{L}_{T_{g_1}} h\|_{0,q+1} \]

\[ \leq A \theta^n \|\mathcal{L}_{T_{g_n}} \cdots \mathcal{L}_{T_{g_1}} h\|_{1,q} + B \|\mathcal{L}_{T_{g_n}} - \mathcal{L}_{T_{g_n}} h\|_{0,q+1} + B \|\mathcal{L}_{T_{g_n}} h\|_{0,q+1} \]

\[ \leq A_1 \theta^n |h|_{1,q} + B(m, K) |\varepsilon| |h|_{1,q} + B \|\mathcal{L}_{T_{g_n}} h\|_{0,q+1} \]

\[ \leq (A_1 \theta^n + B(m, K) |\varepsilon| + B_1 \sigma^m) \|h\|_{1,q}, \]  

(3.9)

for some constants \( B(m, K), B_1 > 0 \) and \( \sigma \in (0, 1) \), since \( h(1) = 0 \). Choose \( n \) so that \( A_1 \theta^n \leq \frac{\theta}{3} \) for some \( \theta \in (0, 1) \). Then choose \( m \) so that \( B_1 \sigma^m \leq \frac{\theta}{3} \). Finally, choose \( |\varepsilon| \) small enough so that \( B(m, K) |\varepsilon| \leq \frac{\theta}{3} \). Therefore,

\[ \|\mathcal{L}_{T_{g_n+m}} \cdots \mathcal{L}_{T_{g_1}} h\|_{1,q} \leq \theta \|h\|_{1,q} \]

This implies

\[ \|\mathcal{L}_{T_{g_n}} \cdots \mathcal{L}_{T_{g_1}} h\|_{1,q} \leq C \theta^n \|h\|_{1,q} \quad \text{for all } n \in \mathbb{N}. \]
3.2. The invariance of $\overline{B}(K, q)$.

We show that $\mathcal{L}_\varepsilon$ is well defined and that $\overline{B}(K, q)$, defined in (2.10), is invariant.

**Proof of Proposition 2.8.** Let $h \in \mathcal{C}^1(M)$. Note that for $h \geq 0$, $\mathcal{L}_\varepsilon(h) \geq 0$ and $\int \mathcal{L}_\varepsilon(h) = \int h$. Consequently, $\mathcal{L}_\varepsilon(h) \in \mathcal{M}_1(M) \cap \mathcal{C}^1(M)$. The first invariance results follow then by closing with respect to the $\| \cdot \|_q$ norm and recalling Eq. (3.1).

Next, let $h \in \mathcal{B}(K, q)$. By (3.1) we have

$$\| \mathcal{L}_\varepsilon^n(h) \|_{0,q} \leq A \| h \|_{0,q}$$

and by (3.2)

$$\| \mathcal{L}_\varepsilon^n(h) \|_{0,q} \leq A\theta^n \| h \|_{0,q} + B \| h \|_{0,q+1};$$

$$\| \mathcal{L}_\varepsilon^n(h) \|_{1,q} \leq A\theta^n \| h \|_{1,q} + B \| h \|_{0,q+1}.$$  

Thus, we have

$$\| \mathcal{L}_\varepsilon^n(h) \|_{1,q} \leq A\theta^n K + B \| h \|_{0,q+1}.$$  

Choose $N$ large enough, such that $A\theta^N = \beta \in (0, 1)$. By [1, Remark 2.15] we have $\| h \|_{0,q+1} \leq \| h \|_1$ (where $\| h \|_1 = \int_M |h|$) and since we work with nonnegative distributions we have for each $n \geq N$,

$$\| \mathcal{L}_\varepsilon^n(h) \|_{1,q} \leq \theta^n AK + B \int h$$

$$= \beta K + B.$$  

Choose $K$ such that $K \geq K_{\min} := \frac{B}{1-\beta}$ holds. This completes the proof of the proposition.  

We are now ready to make a statement about the fixed points of $\mathcal{L}_\varepsilon^N$.

**Proposition 3.7.** There exists $N \in \mathbb{N}$, $K_{\min} \geq 0$, and $\varepsilon_4 > 0$ such that $\mathcal{L}_\varepsilon^N$ has a fixed point in $\overline{B}(K, q)$ for all $K \geq K_{\min}$ and all $\varepsilon < \varepsilon_4$.

**Proof.** Let $h_1, h_2 \in \overline{B}(K, q)$. Note that, by equation (3.12) we have

$$\| \mathcal{L}_\varepsilon^n h_i \|_{1,q} \leq AK + B.$$  

Then, by Proposition 3.3 and Eq. (3.5) we have, for all $\tilde{h}_i \in \mathcal{B}(AK + B, q)$,

$$\| \mathcal{L}_\varepsilon \tilde{h}_1 - \mathcal{L}_\varepsilon \tilde{h}_2 \|_{0,q+1} \leq \| \mathcal{L}_{T_{\tilde{h}_1}^\varepsilon} \tilde{h}_1 - \mathcal{L}_{T_{\tilde{h}_1}^\varepsilon} \tilde{h}_2 \|_{0,q+1} + \| \mathcal{L}_{T_{\tilde{h}_2}^\varepsilon} \tilde{h}_2 - \mathcal{L}_{T_{\tilde{h}_2}^\varepsilon} \tilde{h}_2 \|_{0,q+1}$$

$$\leq (\mathcal{A} + \varepsilon C[AK + B]) \| \tilde{h}_1 - \tilde{h}_2 \|_{0,q+1}.$$  

Hence, $\mathcal{L}_\varepsilon^N|_{\overline{B}(K,q)}$ is continuous in the weak norm $\| \cdot \|_{0,q+1}$, being the composition of continuous operators. Moreover, we have shown in Proposition 2.8 that $\overline{B}(K, q)$ is invariant under the action of $\mathcal{L}_\varepsilon^N$. Since $\overline{B}(K, q)$ is a convex, compact metric space, we obtain that $\mathcal{L}_\varepsilon^N$ has at least one fixed point in $\overline{B}(K, q)$.  

**Remark 3.8.** Note that the Proposition 3.7 does not say much on the dynamics of $\mathcal{L}_\varepsilon$, just the existence of periodic orbits in $\overline{B}(K, q)$. To know if $\mathcal{L}_\varepsilon$ has a unique fixed point, some more work is needed.
3.3. Sequential Anosov maps and a stronger norm. In the following lemma we prove a Lasota-Yorke inequality for Anosov diffeomorphisms, for the Banach space $B^{2,q}$ (see (2.6) to recall the definition of this space). In particular,Lemma 3.9 below can be useful outside the scope of this paper. We note however, that we do not prove that the unit ball of $B^{2,q}$ is compactly embedded in $B^{1,q+1}$ since the latter is not needed for the current work.

**Lemma 3.9.** There exists $\theta \in (\max\{\nu, \lambda^{-1}\}, 1)$ and constants $A_1, A_2 > 0$ such that for all $h \in B^{2,q}$, $n \in \mathbb{N}$, $q \in \{1, \ldots, r-2\}$, holds true

$$\|L^n_T h\|_{2,q} \leq A_1 \theta^n \|h\|_{2,q} + A_2 \|h\|_{1,q+1}.$$  

**Proof.** All the operations in this proof are understood in the charts introduced in Sect. 2.1. We have

$$\partial_{x_i} L^n_T h = \partial_{x_i} \left( \frac{h}{|\det DT^n|} \circ T^{-n} \right)$$

$$= \sum_{j=1}^d \partial_{x_j} \left( \frac{h}{|\det DT^n|} \right) \circ T^{-n} \cdot (DT^{-n})_{ji}$$

$$= \sum_{j=1}^d \frac{\partial_{x_j} h}{|\det DT^n|} \circ T^{-n} \cdot (DT^{-n})_{ji}$$

$$= \sum_{j=1}^d h \frac{\partial_{x_j} |\det DT^n|}{|\det DT^n|^2} \circ T^{-n} \cdot (DT^{-n})_{ji}$$

$$= \sum_{j=1}^d L^n_T (\partial_{x_j} h) \cdot (DT^{-n})_{ji} - \sum_{j=1}^d L^n_T \left( \frac{h \partial_{x_j} |\det DT^n|}{|\det DT^n|} \right) \cdot (DT^{-n})_{ji},$$

(3.15)

Accordingly, letting $(W, \varphi^j) \in \Omega_{L,q+2,d}$ and using (3.15), we can write

$$\sum_{i=1}^d \int \partial_{x_i} L^n_T h \div \varphi^j$$

$$= \sum_{i=1}^d \sum_{j=1}^d \int (\partial_{x_j} h) \cdot ((DT^{-n})_{ji} \div \varphi^j) \circ T^n$$

$$- \sum_{i=1}^d \sum_{j=1}^d \int \left( \frac{h \partial_{x_j} |\det DT^n|}{|\det DT^n|} \right) \cdot (DT^{-n})_{ji} \div \varphi^j \circ T^n$$

$$= \sum_{j=1}^d \int (\partial_{x_j} h) \div (\varphi^j) \circ T^n - \sum_{j=1}^d \int (\partial_{x_j} h) \sum_{i=1}^d \sum_{l=1}^d \varphi^l_i \circ T^n \partial_{x_l} [(DT^{-n})_{ji} \circ T^n]$$

---

6 We warn the reader that to obtain information about the spectral properties of $L_T$ when acting on $B^{2,q}$, a compact embedding result is needed.
\[-\sum_{j=1}^{d} \int \left( \frac{h \partial x_j \det DT^n}{| \det DT^n |} \right) \cdot (\text{div } \tilde{\varphi}^j) \circ T^n \]
\[+ \sum_{j=1}^{d} \int \left( \frac{h \partial x_j \det DT^n}{| \det DT^n |} \right) \cdot \sum_{i=1}^{d} \sum_{l=1}^{d} \varphi^i_l \circ T^n \partial x_l \left[ (DT^{-n})_{ji} \circ T^n \right].\]

where we have used the notation \( \sum_{i=1}^{d} (DT^{-n})_{ji} \varphi^i := \tilde{\varphi}^j. \) To continue, we need the following fact: for \( h, f, \varphi \in \mathcal{C}^r, \)

\[\int hf \text{ div } \varphi = \int h \text{ div } (f \varphi) - \int h \sum_{i=1}^{d} \varphi_i \partial x_i f\]

(3.16)

\((\text{div } \varphi) \circ T^n = \text{div}((DT^n)^{-1} \varphi \circ T^n) - \sum_{i=1}^{d} \partial x_i (DT^n)^{-1} \varphi_j \circ T.\)

Using (3.16) and integrating by part, we can write the above as

\[\sum_{i=1}^{d} \int \partial x_i L^n_T h \text{ div } \varphi^i = \sum_{j=1}^{d} \int (\partial x_j h) \cdot \text{div} \left( (DT^n)^{-1} \tilde{\varphi}^j \circ T^n \right)\]

\[+ \int h \text{ div } \Theta^1 + \int h \Theta^0.\]  

(3.17)

where \( \| \Theta^1 \|_{T^{-n}W} + \| \Theta^0 \|_{T^{-n}W} \leq C_n. \) This follows from the fact that \( T \in \mathcal{C}^r \) and [1, Lemma 2.15].

It remains to control the term with two derivatives. To this end we use the projectors \( \pi^u, \pi^s \) similarly to what is done in [1]. See appendix C for a precise definition and their properties.

We can thus write

\[\sum_{j=1}^{d} \int (\partial x_j h) \cdot \text{div} \left( (DT^n)^{-1} \tilde{\varphi}^j \circ T^n \right)\]

\[= - \sum_{j,i,k,l,t,t'=1}^{d} \int h \partial x_j \partial x_i \left\{ (DT^n)^{-1}_{ji} \pi^u_{il} \circ T^n (DT^n)^{-1}_{jil} \pi^u_{tik} \circ T^n \varphi^i_l \circ T^n \right\}\]

\[+ \sum_{j,i,k,l,t,t'=1}^{d} \int h \partial x_j \partial x_i \left\{ (DT^n)^{-1}_{ji} \pi^u_{il} \circ T^n (DT^n)^{-1}_{jil} \pi^s_{tik} \circ T^n \varphi^i_l \circ T^n \right\}\]

\[+ \sum_{j,i,k,l,t,t'=1}^{d} \int h \partial x_j \partial x_i \left\{ (DT^n)^{-1}_{ji} \pi^s_{il} \circ T^n (DT^n)^{-1}_{jil} \pi^u_{tik} \circ T^n \varphi^i_l \circ T^n \right\}\]

\[+ \sum_{j,i,k,l,t,t'=1}^{d} \int h \partial x_j \partial x_i \left\{ (DT^n)^{-1}_{ji} \pi^s_{il} \circ T^n (DT^n)^{-1}_{jil} \pi^s_{tik} \circ T^n \varphi^i_l \circ T^n \right\}.\]  

(3.18)
Let us analyze the above terms one by one. If we set

\[ \eta_j^j = \sum_{t',k=1}^d (DT^n)^{t'}_{j_k} \circ T^{-n} \pi_{t'k}^u \phi_{t'k}^k, \]

since \( \pi^u \eta^j \) belongs to the unstable cone, using \((C.2)\) twice we have, for the estimate of the first term

\[
\| (DT^{-n})^{-1} \circ T^{-n} \pi^u \eta^j \|_{q+2}^W \leq C \lambda^{-n} \| \eta^j \|_{q+2}^W + \frac{C_n}{\lambda} \| \eta^j \|_{q+1}^W
\]

\[
\leq C \lambda^{-2n} \| \bar{\phi} \|_{q+2}^W + \frac{C_n}{\lambda} \| \bar{\phi} \|_{q+1}^W,
\]

where \( \| \bar{\phi} \|_{q'}^W = \sup_{i,j} \| \phi^i_j \|_{q'}^W \) for each \( q' \leq r \). Consequently, by [1, Lemma 2.11], we obtain

\[
\| (DT^{-n})^{-1} (\pi^u \eta^j) \circ T^n \|_{q+2}^W \leq C \lambda^{-2n} \| \bar{\phi} \|_{q+2}^W + \frac{C_n}{\lambda} \| \bar{\phi} \|_{q+1}^W.
\]

(3.19)

Note that the second and third terms in (3.18) are essentially the same. Indeed, exchanging \( i \) and \( j \) in the second yields the third apart from the fact that \( \phi^k_l \) is substituted by \( \phi^l_k \), which is irrelevant. We can thus analyze only the third term. By \((C.3)\) and \((C.2)\), we have

\[
\| \sum_{i=1}^d \partial x_i [(DT^{-n})^{-1} \pi^s \circ T^n \eta^j]_i \|_{q+1}^{T^{-n}W} \leq C_n \| \eta^j \|_{q+2}^W
\]

\[
\leq C_n \lambda^{-n} \| \bar{\phi} \|_{q+2}^W + \frac{C_n}{\lambda} \| \bar{\phi} \|_{q+1}^W.
\]

(3.20)

To treat the last term in (3.18), let

\[ \theta_j^j = \sum_{t',k=1}^d (DT^n)^{t'}_{j_k} \circ T^{-n} \pi_{t'k}^s \phi_{t'k}^k, \]

we can then write it as

\[
\sum_{j=1}^d h \partial x_j \left\{ \sum_{i,t,l=1}^d \partial x_i (DT^n)^{-1}_{it} \pi^s_{it} \circ T^n \theta_j^j \circ T^n \right\}
\]

Then, by \((C.3)\) and \((C.4)\) we have

\[
\| \sum_{i,t,l=1}^d \partial x_i (DT^n)^{-1}_{it} \pi^s_{it} \circ T^n \theta_j^j \|_{q+1}^{T^{-n}W} \leq C_n \sup_{l,j} \| \theta_j^j \|_{q+2}^W \leq C_n \| \bar{\phi} \|_{q+2}^W.
\]

The above implies that the last term is bounded by

\[
\sum_{j=1}^d h \partial x_j \left\{ \sum_{i,t,l=1}^d \partial x_i (DT^n)^{-1}_{it} \pi^s_{it} \circ T^n \theta_j^j \circ T^n \right\} \leq C_n \| h \|_{1,q+1}^W.
\]
By choosing $\varpi$ large enough in (3.19), using (3.20) and (3.17), we get
\[ \| \mathcal{L}_T^n h \|_{2,q}^* \leq C\lambda^{-2n} \| h \|_{2,q}^* + C_n \| h \|_{1,q+1}. \]
The above equation can be iterated with steps $n_0$ such that $C\lambda^{-2n_0} \leq \theta < 1$. Now choosing $b$ in the definition of (2.6) large enough (depending on the fixed $n_0$) and using the Lasota-Yorke inequality in the $\| \cdot \|_{1,q}$ from [1], we get for all $n \in \mathbb{N}$
\[ \| \mathcal{L}_T^n h \|_{2,q} \leq A_1 \theta^n \| h \|_{2,q} + A_2 \| h \|_{1,q+1}. \]
\[ \square \]

Using Remark 3.2 and Lemma 3.9, we obtain the following corollary:

**Corollary 3.10.** Let $\varepsilon_1 > 0$ be the same as in Proposition 3.3. For each $|\varepsilon| < \varepsilon_1$ and $\theta \in (\max\{v, \lambda^{-1}\}, 1)$ there exist constants $A_1, A_2 > 0$ such that for all $h, g_0, \ldots, g_{n-1} \in B^{2,q} \cap B^{0,q}_1$, $n \in \mathbb{N}$, $q \in \{1, \ldots, r-2\}$, holds true
\[ \| \mathcal{L}_{T_{g_0}^{-1} \circ \cdots \circ T_{g_1}^{\varepsilon}} h \|_{2,q} \leq A \theta^n \| h \|_{2,q} + B \| h \|_{1,q+1}; \]
that implies
\[ \| \mathcal{L}_T^n (h) \|_{2,q} \leq A_1 \theta^n \| h \|_{2,q} + A_2 \| h \|_{1,q+1}. \]

**Lemma 3.11.** For $h \in B^{2,q} \cap B^{0,q}_1$, $q \in \{1, \ldots, r-2\}$ we have
\[ \| (\mathcal{L}_{T_{g_1}} - \mathcal{L}_{T_{g_2}}) h \|_{1,q+1} \leq C d_{C^r} (T_{g_1}^\varepsilon, T_{g_2}^\varepsilon) \| h \|_{2,q}; \]
\[ \| (\mathcal{L}_{T_g} - \mathcal{L}_{T_g'}) h \|_{1,q+1} \leq C d_{C^r} (T_g^\varepsilon, T_g'^\varepsilon) \| h \|_{2,q}. \]

**Proof.** Recall the definition of $T_i$ in the proof of Lemma 3.4. The calculation below is understood in the charts as explained at the beginning of the Proof of Lemma 3.4. Since
\[ \| (\mathcal{L}_{T_{g_1}} - \mathcal{L}_{T_{g_2}}) h \|_{1,q+1} = a \| (\mathcal{L}_{T_{g_1}} - \mathcal{L}_{T_{g_2}}) h \|_{0,q+1} + \| (\mathcal{L}_{T_{g_1}} - \mathcal{L}_{T_{g_2}}) h \|_{1,q+1}, \]
it is enough to estimate the latter since the former is covered by Lemma 3.4. We have
\[ \int_M (\mathcal{L}_{T_{g_1}} - \mathcal{L}_{T_{g_2}}) h \, \text{div} \varphi \]
\[ = \int_M h \, \text{div} (D(T_{g_1}^\varepsilon)^{-1} \cdot \varphi \circ T_{g_1}^\varepsilon) - \int_M h \, \text{div} (D(T_{g_2}^\varepsilon)^{-1} \cdot \varphi \circ T_{g_2}^\varepsilon) \]
\[ + \int_M h \sum_{l,k=1}^d \partial_l D(T_{g_2}^\varepsilon)^{-1} \cdot \varphi_k \circ T_{g_2}^\varepsilon - \int_M h \sum_{l,k=1}^d \partial_l D(T_{g_1}^\varepsilon)^{-1} \cdot \varphi_k \circ T_{g_1}^\varepsilon \]
\[ := (I) + (II). \]
We first give a bound on (I).
\[ \int_M h \, \text{div} (D(T_{g_1}^\varepsilon)^{-1} \cdot \varphi \circ T_{g_1}^\varepsilon) - \int_M h \, \text{div} (D(T_{g_2}^\varepsilon)^{-1} \cdot \varphi \circ T_{g_2}^\varepsilon) \]
\[ = \int_M h \, \text{div} \left( [D(T_{g_1}^\varepsilon)^{-1} \circ (T_{g_1}^\varepsilon)^{-1} \cdot \varphi] \circ T_{g_1}^\varepsilon - [D(T_{g_2}^\varepsilon)^{-1} \circ (T_{g_2}^\varepsilon)^{-1} \cdot \varphi] \circ T_{g_2}^\varepsilon \right) \]
\[
\begin{align*}
&= \int_M h \, \text{div} \left( \left[ D(T^e_{g_1})^{-1} \circ (T^e_{g_1})^{-1} \cdot \varphi \right] \circ T^e_{g_1} - \left[ D(T^e_{g_1})^{-1} \circ (T^e_{g_1})^{-1} \cdot \varphi \right] \circ T^e_{g_2} \right) \\
&\quad + \int_M h \, \text{div} \left( \left[ D(T^e_{g_1})^{-1} \circ (T^e_{g_1})^{-1} - D(T^e_{g_2})^{-1} \circ (T^e_{g_2})^{-1} \right] \cdot \varphi \circ T^e_{g_2} \right) \\
&=: (I.I) + (I.II).
\end{align*}
\]

We start with \((I.I)\). Let \(D(T^e_{g_1})^{-1} \circ (T^e_{g_1})^{-1} \cdot \varphi = \hat{\varphi} \) and \(T_t = t \cdot T^e_{g_1} + (1-t) \cdot T^e_{g_2}, t \in [0, 1]\). We have

\[
(I.I) = - \int_M \nabla h \cdot \left[ \hat{\varphi} \circ T^e_{g_1} - \hat{\varphi} \circ T^e_{g_2} \right]
\]

\[
= - \sum_{i=1}^d \int_M \partial_i \int_0^1 \nabla \hat{\varphi}_i \circ T_t(T^e_{g_1} - T^e_{g_2}) dt d\omega
\]

\[
= - \sum_{i=1}^d \int_0^1 \int_M \partial_i \int_M \text{div}(\hat{\varphi}_i \circ T_t(T^e_{g_1} - T^e_{g_2})) d\omega dt
\]

\[
+ \sum_{i=1}^d \int_0^1 \int_M \partial_i \int_M \hat{\varphi}_i \circ T_t \text{Tr} D(T^e_{g_1} - T^e_{g_2}) d\omega dt
\]

\[
- \int_0^1 \int_M h \, \text{div} \left( \hat{\varphi} \circ T_t \text{Tr} D(T^e_{g_1} - T^e_{g_2}) \right) d\omega dt
\]

\[
\leq \|h\|_{2,q} \max_i \int_0^1 \|\hat{\varphi}_i \circ T_t(T^e_{g_1} - T^e_{g_2})\|_{q+2} T_t^{-1}W dt
\]

\[
+ \|h\|_{1,q+1} \int_0^1 \|\hat{\varphi} \circ T_t \text{Tr} D(T^e_{g_2} - T^e_{g_1})\|_{q+2} T_t^{-1}W dt
\]

\[
(3.24)
\]

Using what we obtained in the course of the Proof of Lemma 3.4, we get

\[
(I.I) \leq Cd_{C^q2}(T^e_{g_1}, T^e_{g_2}) \|h\|_{2,q}.
\]

\[
(3.25)
\]

As for \((I.II)\), using Lemma A.2, we have

\[
\| \left[ D(T^e_{g_1})^{-1} \circ (T^e_{g_1})^{-1} - D(T^e_{g_2})^{-1} \circ (T^e_{g_2})^{-1} \right] \cdot \varphi \circ T^e_{g_2} \|_{q+1}^W
\]

\[
\leq \| \left[ D(T^e_{g_1})^{-1} \circ (T^e_{g_1})^{-1} - D(T^e_{g_2})^{-1} \circ (T^e_{g_2})^{-1} \right] \|_{C^q1} \cdot \|\varphi \circ T^e_{g_2}\|_{q+1}^W
\]

\[
\leq Cd_{C^r}(T^e_{g_1}, T^e_{g_2}) \|\varphi\|_{q+1}^W.
\]

\[
(3.26)
\]

This implies

\[
(I.II) \leq Cd_{C^r}(T^e_{g_1}, T^e_{g_2}) \|h\|_{1,q+1}.
\]

\[
(3.27)
\]

Combining (3.25) and (3.27) we obtain

\[
(I) \leq Cd_{C^r}(T^e_{g_1}, T^e_{g_2}) \|h\|_{2,q}.
\]

\[
(3.28)
\]
We now bound (II).

\[(II) = \sum_{l,k=1}^{d} \int_M h \partial_l \left[ D(T_{g_2}^\varepsilon)^{-1} \right]_{lk} \left( \varphi_k \circ T_{g_2}^\varepsilon - \varphi_k \circ T_{g_1}^\varepsilon \right) + \sum_{l,k=1}^{d} \int_M h \left( \partial_l \left[ D(T_{g_2}^\varepsilon)^{-1} \right]_{lk} - \partial_l \left[ D(T_{g_1}^\varepsilon)^{-1} \right]_{lk} \right) \varphi_k \circ T_{g_1}^\varepsilon \]

\[= (II.1) + (II.2). \quad (3.29)\]

For (II.1), by Lemma 3.4, we have

\[(II.1) = \sum_{l,k=1}^{d} \int_M \left( \mathcal{L}_{T_{g_2}^\varepsilon} - \mathcal{L}_{T_{g_1}^\varepsilon} \right) \left( h \partial_l \left[ D(T_{g_2}^\varepsilon)^{-1} \right]_{lk} \right) \varphi_k \leq C \left\| \left( \mathcal{L}_{T_{g_2}^\varepsilon} - \mathcal{L}_{T_{g_1}^\varepsilon} \right) \left( h \partial_l \left[ D(T_{g_2}^\varepsilon)^{-1} \right]_{lk} \right) \right\|_{0,q+1} \leq C d C^r \left( T_{g_1}^\varepsilon, T_{g_2}^\varepsilon \right) \|h\|_{1,q}. \quad (3.30)\]

For (II.2), by Corollary A.3 we have

\[\sum_{l,k=1}^{d} \int_M \mathcal{L}_{T_{g_2}^\varepsilon} h \left( \partial_l \left[ D(T_{g_2}^\varepsilon)^{-1} \right]_{lk} \circ (T_{g_1}^\varepsilon)^{-1} - \partial_l \left[ D(T_{g_1}^\varepsilon)^{-1} \right]_{lk} \circ (T_{g_1}^\varepsilon)^{-1} \right) \varphi_k \leq \|\mathcal{L}_{T_{g_1}^\varepsilon} h\|_{0,q+1} \sum_{l,k=1}^{d} \left\| \partial_l \left[ D(T_{g_2}^\varepsilon)^{-1} \right]_{lk} \circ (T_{g_1}^\varepsilon)^{-1} - \partial_l \left[ D(T_{g_1}^\varepsilon)^{-1} \right]_{lk} \circ (T_{g_1}^\varepsilon)^{-1} \right\|_{L^q} \leq A C d C^r \left( T_{g_1}^\varepsilon, T_{g_2}^\varepsilon \right) \cdot \|h\|_{0,q+1}. \quad (3.31)\]

Using (3.28), (3.30) and (3.31) completes the proof of the first inequality of the lemma. The proof for the second part of the lemma follows similarly. 

**Corollary 3.12.** According to (A1), we can write

\[\| (\mathcal{L}_{T_{g_1}^\varepsilon} - \mathcal{L}_{T_{g_2}^\varepsilon}) h \|_{1,q+1} \leq C |\varepsilon| \| g_1 - g_2 \|_{1,q+1} \|h\|_{2,q}, \quad (3.32)\]

and similarly, according to (A2)

\[\| (\mathcal{L}_{T_{g_1}^\varepsilon} - \mathcal{L}_{T_{g_2}^\varepsilon}) h \|_{1,q+1} \leq C |\varepsilon - \varepsilon'| \| g \|_{1,q+1} \|h\|_{2,q}. \quad (3.33)\]

Furthermore,

\[\| (\mathcal{L}_{T_{g_N}^\varepsilon} \ldots \mathcal{L}_{T_{g_i}^\varepsilon} \ldots \mathcal{L}_{T_{f_1}^\varepsilon}) h \|_{1,q+1} \leq \sum_{i=1}^{N} \| \mathcal{L}_{T_{g_N}^\varepsilon} \ldots \mathcal{L}_{T_{g_{i+1}}^\varepsilon} \left( \mathcal{L}_{T_{g_i}^\varepsilon} - \mathcal{L}_{T_{f_{i-1}}^\varepsilon} \right) \mathcal{L}_{T_{f_i}^\varepsilon} \ldots \mathcal{L}_{T_{f_1}^\varepsilon} h \|_{1,q+1} \leq C |\varepsilon| \sum_{i=1}^{N} \theta^{N-i} \| g_i - f_i \|_{1,q+1} \|h\|_{2,q}. \quad (3.34)\]
where \( \theta \) is the contraction factor from Lemma 3.6. Similarly,

\[
\| (\mathcal{L}_{\theta N}^e \ldots \mathcal{L}_{\theta_1^e}^e - \mathcal{L}_{\theta N}^e \ldots \mathcal{L}_{\theta_1^e}^e) h \|_{1,q+1} \leq C \sum_{i=1}^{N} \theta^{N-i} \| \mathcal{g}_i \|_{1,q+1} |\varepsilon - \varepsilon'| \| h \|_{2,q}.
\]

(3.35)

3.4. Fixed point uniqueness and exponential convergence in \( \mathcal{B}(K_1, K_2, q) \).

Recall the definition of the set \( \mathcal{B}(K_1, K_2, q) \) (see (2.11)).

**Lemma 3.13.** There exists \( N \in \mathbb{N}, K_{1,\min} \geq K_{\min}, K_{2,\min} \geq 0 \) and \( \varepsilon_5 > 0 \), for which \( \mathcal{L}_e^n(\mathcal{B}(K_1, K_2, q)) \subset \mathcal{B}(K_1, K_2, q) \) and \( \mathcal{L}_e^n|_{\mathcal{B}(K_1, K_2, q)} \) is a strict contraction, with respect to the \( \| \cdot \|_{1,q+1} \) norm, for all \( K_i \geq K_{i,\min}, |\varepsilon| < \varepsilon_5, q \in \{1, \ldots, r - 3\} \) and \( n \geq N \).

**Proof.** Let \( h \in \mathcal{B}(K_1, K_2, q) \), then by Proposition 2.8 we have \( \mathcal{L}_e^n(h) \subset \mathcal{B}(K_1, q + 1) \). Next, by Corollary 3.10, we have

\[
\| \mathcal{L}_e^n(h) \|_{2,q} \leq A_1 \theta^n K_2 + A_2 K_1.
\]

Choosing \( N \) large enough, such that \( A_1 \theta^N = \beta \in (0, 1) \), and \( K_2 \) such that \( K_2 \geq K_{2,\min} := A_2 K \frac{1}{1-\beta} \), we have the wanted invariance.

Next, let \( h_1, h_2 \in \mathcal{B}(K_1, K_2, q) \). Then for \( n \geq N \) we have

\[
\mathcal{L}_e^n(h_1) = \mathcal{L}_{T_{\theta_1^e}^e} h_1 \ldots \mathcal{L}_{T_{\theta_N^e}^e} h_1
\]

and \( \mathcal{L}_e^n(h_2) = \mathcal{L}_{T_{\theta_1^e}^e} \ldots \mathcal{L}_{T_{\theta_N^e}^e} h_2 \) for some \( h_1, \ldots, h_{\theta_1^e-1} \) and \( h_2, \ldots, h_{\theta_N^e-1} \). Choose \( \gamma \in (\theta, 1) \) and \( C > \max\{1, C_1\} \). We prove by induction that \( \| \mathcal{L}_e^n(h_1) - \mathcal{L}_e^n(h_2) \|_{1,q+1} \leq C \gamma^n \| h_1 - h_2 \|_{1,q+1} \).

where for the first term we used (3.34) from Corollary 3.12, \( \| h_1 \|_{2,q} \leq K_2 \) and the induction hypothesis, while for the second term we used Lemma 3.6.

Accordingly,

\[
\| \mathcal{L}_e^n(h_1) - \mathcal{L}_e^n(h_2) \|_{1,q+1} \leq K_2 |\varepsilon| \gamma^n \sum_{k=1}^{n} (\theta/\gamma)^k \| h_1 - h_2 \|_{1,q+1} + C_1 \theta^n \| h_1 - h_2 \|_{1,q+1}
\]

\[
\leq (K_2 |\varepsilon|(1 - \theta/\gamma)^{-1} + C_1) \gamma^n \| h_1 - h_2 \|_{1,q+1}
\]

\[
\leq C \gamma^n \| h_1 - h_2 \|_{1,q+1}
\]

(3.37)

for \( |\varepsilon| \) sufficiently small. \( \square \)
Proof of Theorem 2.9. We are now in a position to show that $\mathcal{L}_\varepsilon$ has a unique fixed point in $\mathcal{B}(K_1, K_2, q)$, for $K_i \geq K_{i, \text{min}}$. By Lemma 3.13 and the Banach fixed point theorem it follows that, for $N$ large enough, $\mathcal{L}^N_{\varepsilon}$ has a unique fixed point in $\mathcal{B}(K_1, K_2, q)$, call it $h_{\varepsilon}$. Then

$$\mathcal{L}^N_{\varepsilon}(\mathcal{L}_\varepsilon(h_{\varepsilon})) = \mathcal{L}_\varepsilon(\mathcal{L}^N_{\varepsilon}(h_{\varepsilon})) = \mathcal{L}_\varepsilon(h_{\varepsilon}).$$

Accordingly, also $\mathcal{L}_\varepsilon h_{\varepsilon}$ is a fixed point of $\mathcal{L}^N_{\varepsilon}$. On the other hand, by equations (3.14),(3.36) there exist constants $A, B, A_1, A_2$ such that $\mathcal{L}_\varepsilon(h_{\varepsilon}) \in \mathcal{B}(K'_1, K'_2, q) \supset \mathcal{B}(K_1, K_2, q)$, where $K'_1 = AK_1 + B$ and $K'_2 = A_1K_2 + A_2K_1$. If $N$ has been chosen large enough, $\mathcal{L}^N_{\varepsilon}$ must have a unique fixed point in $\mathcal{B}(K_1', K_2', q)$ as well, which must be $h_{\varepsilon}$. It follows $\mathcal{L}_\varepsilon(h_{\varepsilon}) = h_{\varepsilon}$. On the other hand, if $g_{\varepsilon} \in \mathcal{B}(K_1, K_2, q)$ and $\mathcal{L}_\varepsilon(g_{\varepsilon}) = g_{\varepsilon}$, then $\mathcal{L}^N_{\varepsilon}(g_{\varepsilon}) = g_{\varepsilon}$ and so, by unicity again, $g_{\varepsilon} = h_{\varepsilon}$.

The proof of the first part of Theorem 2.9 is completed by (3.37) that implies

$$\|\mathcal{L}^n_{\varepsilon}(h) - h_{\varepsilon}\|_{1,q+1} \leq C\gamma^n\|h - h_{\varepsilon}\|_{1,q+1}$$

for all $h \in \mathcal{B}(K_1, K_2, q)$.

We now prove the second part of Theorem 2.9. Let $h \in \mathcal{B}(K_1, K_2, q)$, then

$$\|\mathcal{L}^n_{\varepsilon}(h) - h_{\varepsilon}\|_{1,q+1} \leq \|\mathcal{L}^n_{\varepsilon}(h) - \mathcal{L}^n_{\varepsilon}(h_{\varepsilon})\|_{1,q+1} + \|\mathcal{L}^n_{\varepsilon}(h_{\varepsilon}) - h_{\varepsilon}\|_{1,q+1}$$

Choose $\lambda \in (0, 1)$ and fix $n^*$ such that $C\theta^n < \lambda$. Then

$$\|\mathcal{L}^n_{\varepsilon}(h) - h_{\varepsilon}\|_{1,q+1} \leq \|\mathcal{L}^n_{\varepsilon}(h) - \mathcal{L}^n_{\varepsilon}(h_{\varepsilon})\|_{1,q+1} + \lambda\|h - h_{\varepsilon}\|_{1,q+1}.$$
3.5. Uniqueness of the physical measure.

We can now conclude with the proof of Theorem 2.3.

Proof of Theorem 2.3. Let \( h_\varepsilon \) be a physical measure and let \( h \in L^1 \) such that \( L^n_\varepsilon (h) \) converges weakly to \( h_\varepsilon \). For each \( \delta > 0 \) we can find \( h_\delta \in C^\infty \) such that \( \|h_\delta - h\|_{L^1} \leq \delta \).

Then, setting \( h_n = L^n_\varepsilon (h) \), we have

\[
\|L^n_\varepsilon \cdots L^1_\varepsilon h_\delta - L^n_\varepsilon \cdots L^1_\varepsilon h\|_{L^1} \leq C\delta.
\]

It follows that, given any sequence \( \delta_n \to 0 \), \( L^n_\varepsilon \cdots L^1_\varepsilon h_\delta \) converges weakly to \( h_\varepsilon \).

Moreover,

\[
\|L^n_\varepsilon \cdots L^1_\varepsilon h_\delta\|_{1,q} \leq C\theta^n \|h_\delta\|_{1,q} + B\|h_\delta\|_{0,q} \leq C\delta\theta^n + B\|h_\delta\|_{TV} \leq C\delta\theta^n + B,
\]

where \( C_\delta \to \infty \) when \( \delta \to 0 \) and depends only on the fixed function \( h \). We can thus choose a sequence \( \delta_n \) that goes to zero so slowly that \( C_\delta\theta^n \to 0 \) when \( n \to \infty \). Thus, for \( n \) large enough, \( \|L^n_\varepsilon \cdots L^1_\varepsilon h_\delta\|_{1,q} \leq 2B \leq K_1 \). On the other hand, computing as above

\[
\|L^n_\varepsilon \cdots L^1_\varepsilon h_\delta\|_{2,q} \leq K_2.
\]

The above implies that there exists a sequence \( \{g_n\} \subset B(K_1, K_2, q) \cap C^r \) such that \( g_n \) converges weakly to \( h_\varepsilon \).

Next, notice that \( L^n_\varepsilon \) is the transfer operator associated with the Anosov map \( T_\varepsilon \). Since \( T_\varepsilon \) is a small perturbation of \( T \), which is transitive, by structural stability \( T_\varepsilon \) is transitive as well. It follows that \( L^n_\varepsilon \), when acting on \( B^{1,q} \), has a spectral gap, see [1], and consequently \( T_\varepsilon \) has a unique invariant measure in \( B^{1,q} \), call it \( g_\varepsilon \). Therefore there exists constants \( C_* > 0 \) and \( v \in (0, 1) \) such that, for each \( n \in \mathbb{N} \), we have

\[
\|L^n_\varepsilon \; g_n - g_\varepsilon\|_{1,q+1} \leq C_* v^n.
\]

This implies that, for each \( (W, \varphi) \in \Omega_{L,q,1} \), we have (recalling that \( h_\varepsilon = L_\varepsilon (h_\varepsilon) = L^n_\varepsilon h_\varepsilon \))

\[
\int (g_\varepsilon - h_\varepsilon) \varphi = \int (L^n_\varepsilon \; g_n - L^n_\varepsilon \; h_\varepsilon) \varphi + \int (L^n_\varepsilon \; g_n - g_\varepsilon) \varphi.
\]

From the above, it follows

\[
\left| \int (g_\varepsilon - h_\varepsilon) \varphi - \int (g_n - h_\varepsilon) \varphi \circ (T^n_\varepsilon) \right| \leq C_* v^n.
\]

Taking the limit for \( n \to \infty \), since \( g_n \) converges weakly to \( h_\varepsilon \) we have

\[
\left| \int (g_\varepsilon - h_\varepsilon) \varphi \right| \leq C_* v^\infty,
\]

and taking the limit \( m \to \infty \) we have \( g_\varepsilon = h_\varepsilon \) in \( B^{0,q} \), hence, recalling [1, Lemma 2.12], they are equal as distributions in \( (C^q)' \). But since \( g_\varepsilon \) is a positive distribution they are both measures and hence they coincide as measures. It follows that \( h_\varepsilon = g_\varepsilon \in \overline{B}(K_1, K_2, q) \) and since the invariant measure in such a set is unique the theorem follows. \( \square \)
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Appendix A. Test Functions and Foliations

A.1 Test functions. Let \( \sigma \geq 2 \) be a parameter chosen as in [1, Equation (3.11)]. Denote by \( \alpha \) the multi-index \( \alpha = (\alpha_1, \cdots, \alpha_d) \) with \( \alpha_i \in \mathbb{N} \cup \{0\} \). Let \( |\alpha| = \sum_{i=1}^d \alpha_i \) and \( \partial^\alpha = \partial_{x_1}^{\alpha_1} \cdots \partial_{x_d}^{\alpha_d} \). We thus define the weighted norm in \( C^\rho(M, \mathcal{M}(m, n)) \), where \( \mathcal{M}(m, n) \) is the set of the \( m \times n \) (possibly complex valued) matrices,

\[
\| \varphi \|_{C^0} = \sup_{x \in M} \sup_{i \in \{1, \ldots, n\}} \sum_{j=1}^m |\varphi_{i, j}(x)|
\]

\[
\| \varphi \|_{C^\rho} = \sum_{k=0}^\rho \sigma^{\rho-k} \sup_{|\alpha| = k} \| \partial^\alpha \varphi \|_{C^0},
\]

(A.1)

for some \( \sigma \geq 2 \). Note that the above definition implies

\[
\| \varphi \|_{C^{\rho+1}} = \sigma^{\rho+1} \| \varphi \|_{C^\rho} + \sup_i \| \partial_{x_i} \varphi \|_{C^{\rho}}.
\]

(A.2)

The next lemma is Lemma 2.9 of [1].

Lemma A.1. For every \( \rho, n, m, s \in \mathbb{N} \), \( \psi \in C^\rho(M, \mathcal{M}(m, n)) \) and \( \varphi \in C^\rho(M, \mathcal{M}(m, s)) \) we have

\[
\| \varphi \psi \|_{C^\rho} \leq \| \varphi \|_{C^\rho} \| \psi \|_{C^\rho}.
\]

Moreover if \( \varphi \in C^\rho(M, \mathcal{M}(m, n)) \) and \( \psi \in C^\rho(M, M) \), then

\[
\| \varphi \circ \psi \|_{C^\rho} \leq \sum_{k=0}^\rho \binom{\rho}{k} \sigma^{\rho-k} \| \varphi \|_{C^k} \prod_{i=1}^k \| (D \psi)^i \|_{C^{\rho-i}}.
\]

Lemma A.2. Let \( \varphi \in C^k(M, \mathbb{C}) \) and \( \psi, \tilde{\psi} \in C^k(M, M) \). Then

\[
\| \varphi \circ \psi - \tilde{\varphi} \circ \psi \|_{C^k} \leq \sum_{j=0}^k \omega^j \sup_{|\alpha| = k-j} \| \partial^\alpha \varphi - \partial^\alpha \tilde{\varphi} \|_{C^0} \prod_{i=j}^{k-1} \| (D \psi)^i \|_{C^i}
\]

(A.3)

and
\[ \| \varphi \circ \psi - \varphi \circ \tilde{\psi} \|_{C^k} \]
\[ \leq \sum_{j=0}^{k} \omega^j \sup_{|\alpha|=k-j} \| (\partial^\alpha \varphi) \circ \psi - (\partial^\alpha \varphi) \circ \tilde{\psi} \|_{C^0} \prod_{i=j}^{k-1} \| (D^i \psi) \|_{C^i} \]
\[ + \sum_{j=1}^{k} \sup_{|\alpha|=k-j} \| \partial^\alpha \varphi \circ \tilde{\psi} \|_{C^{j-1}} \| (D^j \psi) \|_{C^{j-1}} \prod_{i=j}^{k-1} \| (D^i \psi) \|_{C^i}. \quad (A.4) \]

**Proof.** We are going to prove both formulas by induction. First recall that
\[ \| \eta \|_{C^{p+1}} = \sigma \rho^{p+1} \| \eta \|_{C^p} + \sup_i \| \partial x_i \eta \|_{C^p}. \quad (A.5) \]

We first prove (A.3). Using the above formula we compute
\[ \| \varphi \circ \psi - \tilde{\varphi} \circ \psi \|_{C^{k+1}} \]
\[ \leq \sigma \rho^{k+1} \| \varphi - \tilde{\varphi} \|_{C^0} + \sup_i \| \partial x_i (\varphi \circ \psi - \tilde{\varphi} \circ \psi) \|_{C^k} \]
\[ \leq \sigma \rho^{k+1} \| \varphi - \tilde{\varphi} \|_{C^0} + \sum_{j=0}^{k} \omega^j \sup_{|\alpha|=k-j} \| \partial^\alpha \varphi \circ \tilde{\varphi} \|_{C^0} \prod_{i=j}^{k-1} \| (D^i \psi) \|_{C^i} \]
\[ \leq \sigma \rho^{k+1} \| \varphi - \tilde{\varphi} \|_{C^0} + \sum_{j=0}^{k} \omega^j \sup_{|\alpha|=k+1-j} \| \partial^\alpha \varphi - \partial^\alpha \tilde{\varphi} \|_{C^0} \prod_{i=j}^{k} \| (D^i \psi) \|_{C^i} \]
\[ = \sum_{j=0}^{k+1} \omega^j \sup_{|\alpha|=k+1-j} \| \partial^\alpha \varphi - \partial^\alpha \tilde{\varphi} \|_{C^0} \prod_{i=j}^{k} \| (D^i \psi) \|_{C^i} \]

We now prove (A.4) by using (A.5).
\[ \| \varphi \circ \psi - \varphi \circ \tilde{\psi} \|_{C^{k+1}} = \sigma \rho^{k+1} \| \varphi \circ \psi - \varphi \circ \tilde{\psi} \|_{C^0} + \sup_i \| \partial x_i (\varphi \circ \psi - \varphi \circ \tilde{\psi}) \|_{C^k} \]
\[ \leq \sigma \rho^{k+1} \| \varphi \circ \psi - \varphi \circ \tilde{\psi} \|_{C^0} \]
\[ + \sum_{j=0}^{k} \omega^j \sup_{|\alpha|=k-j,i} \| (\partial^\alpha \varphi \circ \tilde{\psi}) - (\partial^\alpha \varphi \circ \tilde{\psi}) \|_{C^0} \prod_{i=j}^{k} \| (D^i \psi) \|_{C^i} \]

For the second term we use the inductive assumption. This gives us the following:
\[ \| \varphi \circ \psi - \varphi \circ \tilde{\psi} \|_{C^{k+1}} \]
\[ \leq \sigma \rho^{k+1} \| \varphi \circ \psi - \varphi \circ \tilde{\psi} \|_{C^0} \]
\[ + \sum_{j=0}^{k} \omega^j \sup_{|\alpha|=k-j,i} \| (\partial^\alpha \varphi \circ \tilde{\psi}) - (\partial^\alpha \varphi \circ \tilde{\psi}) \|_{C^0} \prod_{i=j}^{k} \| (D^i \psi) \|_{C^i} \]
\begin{align*}
+ \sum_{j=1}^{k} \sup_{|\alpha|=k-j,i} \|\partial^\alpha \partial_{x_i} \varphi \circ \tilde{\psi} \|_{C^j-1} \|(D \psi)^i - (D \tilde{\psi})^i\|_{C^i} \\
+ \sup_{i} \|(\partial_{x_i} \varphi) \circ \tilde{\psi} \|_{C^k} \|(D \psi)^i - (D \tilde{\psi})^i\|_{C^k} \\
= \alpha \|\varphi \circ \psi - \varphi \circ \tilde{\psi}\|_{C^0} \\
+ \sum_{j=0}^{k} \omega^j \sup_{|\alpha|=k+1-j} \|\partial^\alpha \varphi \circ \psi - \partial^\alpha \varphi \circ \tilde{\psi}\|_{C^0} \prod_{i=j}^{k} \|(D \psi)^i\|_{C^i} \\
+ \sum_{j=1}^{k+1} \|\partial^\alpha \varphi \circ \tilde{\psi}\|_{C^j} \|(D \psi)^i - (D \tilde{\psi})^i\|_{C^i} \\
+ \sum_{j=1}^{k+1} \sup_{|\alpha|=k+1-j} \|\partial^\alpha \varphi \circ \psi - \partial^\alpha \varphi \circ \tilde{\psi}\|_{C^0} \prod_{i=j}^{k} \|(D \psi)^i\|_{C^i}.
\end{align*}

\[ \square \]

We obtain a useful corollary:

**Corollary A.3.** As a consequence of (A.3), we have

\[ \|\varphi \circ \psi - \varphi \circ \tilde{\psi}\|_{C^k} \leq C \|\varphi - \tilde{\psi}\|_{C^k} \|D \psi\|^k_{C^k}. \]  \hfill (A.6)

If furthermore \( \varphi \in C^{k+1}(M, \mathbb{C}) \), then by (A.4) we have

\[ \|\varphi \circ \psi - \varphi \circ \tilde{\psi}\|_{C^k} \leq C \|\varphi\|_{C^{k+1}} \|D \psi\|_{C^k}^k \times \left( \|\psi - \tilde{\psi}\|_{C^0} + \|D \tilde{\psi}\|_{C^k} \|D \psi - D \tilde{\psi}\|_{C^{k-1}} \right). \]  \hfill (A.7)

**A.2 Foliations.** To define the anisotropic spaces \( B^{0,q} \) and \( B^{1,q} \), we need to define a class of (stable) foliations adapted to the cone field, whose representation in local coordinates has certain uniform regularity. Let us recall basic definitions from [1].

**Definition A.4.** A \( C^r \) \( t \)-dimensional foliation \( W \) is a collection \( \{W_\alpha\}_{\alpha \in A} \), for some set \( A \), such that the \( W_\alpha \) are pairwise disjoint, \( \cup_{\alpha \in A} W_\alpha = M \) and for each \( \xi \in W_\alpha \) there exists a neighborhood \( B(\xi) \) such that the connected component of \( W_\alpha \cap B(\xi) \) containing \( \xi \), call it \( W(\xi) \), is a \( C^r \) \( t \)-dimensional open submanifold of \( M \). We will call \( \mathcal{F}^r \) the set of \( C^r \) \( d_s \)-dimensional foliations.

**Definition A.5.** A foliation \( W \) is adapted to the cone field \( C \) if, for each \( \xi \in M \), \( T_\xi W(\xi) \subset C(\xi) \). Let \( \mathcal{F}^r_C \) be the set of \( C^r \) \( d_s \)-dimensional foliations adapted to \( C \).
Given a $d_\varepsilon$-foliation adapted to $C$ we can associate to it local coordinates as follows. Let $\delta_0 > 0$ be sufficiently small so that for each $\xi \in M$ there exists a chart $(V_i, \phi_i)$ with $\xi \in V_i$ and such that $U_i := \phi_i(V_i)$ contains the ball $B_{\delta_0}(\phi_i(\xi))$.\footnote{Here, and in the following, we use $B_{\delta}(x)$ to designate $\{z \in \mathbb{R}^d : \|x - z\| \leq \delta\}$ for any $d' \in \mathbb{N}$.} Also, choose $U^0 = U_0^0 \times U_s^0 \subseteq \mathbb{R}^{d_u} \times \mathbb{R}^{d_s}$ with $U_{0,1} = B_{\delta_0}(0), U_{0,2} = B_{\delta_0}(0).$ Next, for each $z \in U_i$ let $W(z)$ be the connected component of $\phi_i(W)$ containing $z$.\footnote{Refer to Definition A.4 for the exact meaning of “connected component”. Also note the abuse of notation since we use the same name for the sub-manifold in $M$ and its image in the chart.} Define the function $F_\xi : U^0 \to \mathbb{R}^{d_u}$ by $\{(F_\xi(x, y) + x_\xi, y_\xi + y)\} = \{(w, y + y_\xi)\}_{w \in \mathbb{R}^{d_u}} \cap W(x + x_\xi, y_\xi)$, where $\left(x_\xi, y_\xi\right) = \phi_i(\xi)$.\footnote{The fact that the intersection is non void and consists of exactly one point follows trivially from the fact that the foliation is adapted to the cone field, hence the two manifolds are transversal.} That is, $W(x + x_\xi, y_\xi)$ is exactly the graph of the function $F_\xi(x, \cdot) + x_\xi$. Moreover,

$$F_\xi(x, 0) = x.$$ \hspace{1cm} (A.8)

In addition, we ask $\delta_0$ to be small enough that the expression of $DT$ in the above charts is roughly constant. See Lemma B.5 \cite{1}.

Now $F_\xi(x, y) = (F_\xi(x, y), y)$, $(x, y) \in U^0$ describes the foliation locally. Denote by $\mathcal{F}$ the collection of maps $\{F_{\xi}\}$.

For each integer $r \geq 2$ and $L > 0$, let

\begin{align*}
\mathcal{F}_r^r &= \left\{ W \in \mathcal{F}_r^r : \mathcal{F} \in \mathcal{C}^r(U^0, \mathbb{R}^d) \right\} \\
\mathcal{V}_L^r &= \left\{ W \in \mathcal{F}_r^r : \sup_{\xi} \sup_{x \in U^0_0} \sup_{|\alpha| = k} \| \partial^\alpha \mathcal{F}_\xi(x, \cdot) \|_{\mathcal{C}^0(U^0, \mathbb{R}^{d_s})} \leq L^{(k-1)2}, 2 \leq k \leq r; \right. \\
&\quad \left. \sup_{\xi} \sup_{x \in U^0_0} \sup_{|\alpha| = k} \| \partial^\alpha H^\xi F_\xi(x, \cdot) \|_{\mathcal{C}^0(U^0, \mathbb{R}^{d_s})} \leq L^{(k+1)2}, 0 \leq k \leq r - 2 \right\},
\end{align*}

where

$$H^\xi F_\xi(x, y) = \sum_{j=1}^{d_u} \partial_{x_j} \left[ \left( \partial_{y_j} (F_\xi) \right) \circ \mathcal{F}^{-1}_\xi \right] \circ \mathcal{F}_\xi(x, y) = \sum_{ij} \partial_{x_i} \partial_{y_j} (F_\xi) \cdot (\partial_{x_j} F_\xi)^{-1}_{ij}.$$ For each $\phi \in \mathcal{C}^r(M, \mathbb{C})$ and $W \in \mathcal{F}_r^r$ let $\phi_{\xi, x}(\cdot) = \phi \circ \mathcal{F}^{-1}_\xi(x, \cdot), q \leq r$ and define

$$\|\phi\|_{q}^W := \sup_{\xi \in M} \sup_{x \in U^0_0} \| \phi_{\xi, x} \|_{\mathcal{C}^q(U^0, \mathbb{C}')} = \sup_{\xi \in M} \sup_{x \in U^0_0} \sum_{j=1}^{l} \| (\phi_{\xi, x})_j \|_{\mathcal{C}^q(U^0, \mathbb{C})}. \hspace{1cm} (A.9)$$

We are finally able to define the sets $\Omega_{L,q,1}, L > 0, r \geq 2, q \in \mathbb{N} \cup \{0\}$ as

$$\Omega_{L,q,1} = \left\{ (W, \phi) \in \mathcal{V}_L^r \times \mathcal{C}^q(M, \mathbb{C}') : \|\phi\|_{q}^W \leq 1 \right\}. \hspace{1cm} (A.10)$$

\begin{supertabular}{}{220pt} \end{supertabular}
Appendix B. Some Properties of the Coupled Map $T^e_h$

**Lemma B.1.** There exists $\epsilon^* > 0$ such that

$$D_\xi T^{e -1}_h C(\xi) \subset \text{int}(C((T^{e -1}_h)(\xi))) \cup \{0\} \quad (B.1)$$

for all $|\epsilon| < \epsilon^*$ and $h \in B^{0,q}_1$; moreover there exists $\lambda > 1, v \in (0, 1), c \in (0, 1)$ such that

$$\inf_{\xi \in M} \inf_{v \in C(\xi)} \|D_\xi (T^{e -1}_{h_{n-1}} \circ \cdots \circ T^{e -1}_{h_0})v\| > c v^{-n} \|v\|$$

$$\inf_{\xi \in M} \inf_{v \in C(\xi)} \|D_\xi (T^{e -1}_{h_{n-1}} \circ \cdots \circ T^{e -1}_{h_0})v\| > c \lambda^n \|v\| \quad (B.2)$$

for all $|\epsilon| < \epsilon^*$ and any sequence $h_0, \ldots, h_{n-1} \in B^{0,q}_1, n \in \mathbb{N}$.

**Proof.** Fix $\epsilon^* > 0$ such that (B.1) holds. Define $v = (1 - \epsilon^*)^{-1} v_0$ and $\lambda = (1 - \epsilon^*)\lambda_0$, where $v_0$ and $\lambda_0$ are given by (2.1). Decrease $\epsilon^*$ further if necessary so that $0 < \lambda < 1 < \lambda$. Via a standard change of metric we may assume that in (2.1) $c_0 = 1$. Note that for any $h, |\epsilon| < \epsilon^*$ and $v \in C(\xi)$

$$\|D_\xi (T^{e -1}_h)v\| \geq \|D_\xi T^{-1}v\| - \|(D_\xi T^{-1} - D_\xi (T^{e -1}_h))v\|$$

$$> v_0^{-1} \|v\| - |\epsilon| v_0^{-1} \|v\| = v^{-1} \|v\|.$$

We then proceed by induction on $n$. Assume that for any $v \in C(\xi)$

$$\|D_\xi (T^{e -1}_{h_{n-2}} \circ \cdots \circ T^{e -1}_{h_0})v\| > v^{-(n-1)} \|v\|.$$

Write $T^{e -1}_{h_{n-2}} \circ \cdots \circ T^{e -1}_{h_0} = T^{e -1}_n$. Then using the above two inequalities we obtain

$$\|D_\xi (T^{e -1}_{h_{n-1}} \circ \cdots \circ T^{e -1}_{h_0})v\| = \|D_\xi (T^{e -1}_{h_{n-1}} \circ T^{e -1}_{h_{n-2}})v\|$$

$$= \|D(T^{e -1}_{h_{n-1}})^{-1}(\xi)(T^{e -1}_{h_{n-2}})v\| = \|D_\xi ((T^{e -1}_{h_{n-1}})^{-1}v\|$$

$$> v^{-(n-1)} \|D_\xi (T^{e -1}_{h_{n-2}}v\| > v^{-n} \|v\|.$$

Similarly, for $v \notin C(\xi)$ we obtain

$$\|D_\xi (T^{e -1}_{h_{n-1}} \circ \cdots \circ T^{e -1}_{h_0})v\| > \lambda^n \|v\|.$$

Finally, returning to the original metric accounts for the constant $c$ in the statement of the lemma. \hfill \Box

**Remark B.2.** Lemma B.1 implies that for $|\epsilon|$ small enough, each $T^e_h$ is an Anosov diffeomorphism and any concatenation $T^{e -1}_{h_{n-1}} \circ \cdots \circ T^{e -1}_{h_0}$ satisfies (2.1) with uniform constant $c$ independent of $\epsilon$.

**Lemma B.3.** Let $T_t = tT^e_{h_1} + (1 - t)T^e_{h_2}$ for $t \in [0, 1]$ (understood in the charts defined in the proof of Lemma 3.4). There exists $\epsilon^{**} > 0$ such that

$$D_\xi T_t^{-1} C(\xi) \subset \text{int}(C(T_t^{-1}(\xi))) \cup \{0\} \quad (B.3)$$
for all $|\varepsilon| < \varepsilon^\ast$ and $h_1, h_2 \in B_1^{0,q}$; moreover there exists $\tilde{\lambda} > 1$, $\tilde{\nu} \in (0, 1)$, $\tilde{c} \in (0, 1)$ such that

\[
\inf_{\xi \in M} \inf_{v \in C(\xi)} \| D_{\xi} T_{n}^{-1} v \| > \tilde{c} \tilde{\nu}^{-n} \| v \| \\
\inf_{\xi \in M} \inf_{v \notin C(\xi)} \| D_{\xi} T_{n}^{-1} v \| > \tilde{\lambda} \tilde{\nu}^{-n} \| v \|
\]  

(B.4)

for all $|\varepsilon| < \varepsilon^\ast$, $n \in \mathbb{N}$.

**Proof.** To simplify notation, let $T_t = T_{h_t}^\varepsilon$. Write $T_{2^{-1}} \circ T_1 = I_d + \varepsilon S$. Then $T_t = [I + t \cdot \varepsilon S] \circ T_1$ and $T_{1}^{-1} = T_{1}^{-1} \circ [I + t \cdot \varepsilon S]^{-1}$.

We can see now that it is possible to fix $\varepsilon^\ast > 0$ such that (B.3) holds. Define $\tilde{\nu} = (1 - \varepsilon^\ast)^{-1} \nu$ and $\tilde{\lambda} = (1 - \varepsilon^\ast) \lambda$, where $\nu$ and $\lambda$ are given by (B.2). Decrease $\varepsilon^\ast$ further if necessary so that that $0 < \tilde{\nu} < 1 < \tilde{\lambda}$. Via a standard change of metric we may assume that in (2.1) $c = 1$. Note that for any $h_1, h_2$, $|\varepsilon| < \varepsilon^\ast$ and $v \in C(\xi)$

\[
\| D_{\xi} T_{t}^{-1} v \| \geq \| D_{\xi} T_{1}^{-1} v \| - \| (D_{\xi} T_{1}^{-1} - D_{\xi} (T_{1}^{-1} \circ [I + t \cdot \varepsilon S]^{-1})) v \| > \tilde{\nu}^{-1} \| v \| - |\varepsilon| \tilde{\nu}^{-1} \| v \| = \tilde{\nu}^{-1} \| v \|.
\]

Similarly, for $v \notin C(\xi)$ we obtain

\[
\| D_{\xi} T_{n}^{-1} v \| > \tilde{\lambda} \tilde{\nu}^{-n} \| v \|.
\]

Finally, returning to the original metric accounts for the constant $c$ in the statement of the lemma. \qed

**Appendix C. Projection Along the Unstable Direction**

Here we follow [1] and introduce a way to project along the approximate stable and unstable directions. We do this by introducing projectors $\pi^u$, $\pi^s$ which are only implicit in [1]. Note that the construction is local, so we can argue in one chart without further mentioning it. We start by recalling the construction in [1].

Consider the “almost unstable” foliation $\Gamma = \{ \gamma_s \}_{s \in \mathbb{R}^{d_u}}$ made of the leaves $\gamma_s = \{ (u, s) \}_{u \in \mathbb{R}^{d_u}}$ and its image $T^n \Gamma$. The leaves of $T^n \Gamma$ can be expressed in the form $\{ (x, \tilde{G}_n(x, y)) \}$ for some function $\tilde{G}_n$, smooth in the $x$ variable, with $\| \partial_x \tilde{G}_n \| \leq 1$ and the normalization $\tilde{G}_n(F(0, y), y) = y$. On the other hand, the leaves of $W$ have the form $\{ (F(x, y), y) \}$. It is then natural to consider the change of variables $(x, y) = (\Psi_u(x', y'), y)$ where $(x, \tilde{G}_n(x, y')) = (F(x', y), y)$. Writing $\varphi = (\varphi_1, \varphi_2)$, with $\varphi_1 \in \mathbb{R}^{d_u}$, $\varphi_2 \in \mathbb{R}^{d_s}$ we consider the decomposition defined in [1, Equations (3.5), (3.6)],

\[
\varphi(x, y) =: \pi^u \varphi(x, y) + \pi^s \varphi(x, y) \\
= (v(x, y), \partial_x \tilde{G}_n(x, y) v(x, y)) + (\partial_y F(x', y) w(x, y), w(x, y)).
\]

(C.1)

Where,

\[
v(x, y) = (\mathbb{I} - \partial_y F(x', y) \partial_x \tilde{G}_n(x, y'))^{-1} (\varphi_1(x, y) - \partial_y F(x', y) \varphi_2(x, y))
\]

\[
w(x, y) = (\mathbb{I} - \partial_x \tilde{G}_n(x, y') \partial_y F(x', y'))^{-1} (\varphi_2(x, y) - \partial_x \tilde{G}_n(x, y') \varphi_1(x, y)).
\]

Note that in [1] the projectors where not explicitly defined.
Let us check that $\pi^u, \pi^s$ are indeed projectors. Note that
\[
(\pi^u \varphi)_1 - \partial_y F (\pi^n \varphi)_2 = [1 - \partial_y F \partial_x \tilde{G}_n] (1 - \partial_y F \partial_x \tilde{G}_n)^{-1} (\varphi_1 - \partial_y F \varphi_2) = \varphi_1 - \partial_y F \varphi_2,
\]
which immediately implies $(\pi^u)^2 = \pi^u$. The computation for $\pi^s$ is similar.

The key properties of the above projectors are as follows.

By [1, Equation (3.10)] we have, for $(W, \varphi) \in \Omega_{L,q+2,d}$,
\[
\| (D T^{-n})^{-1} \circ T^{-n} \pi^u \varphi \|_{q+2}^W \leq C \lambda^{-n} \| \varphi \|_{q+2}^W + C_n \frac{\| \varphi \|_{q+1}^W}{\alpha Y}. \tag{C.2}
\]
In addition, by [1, Equation (3.8)], we have
\[
\| \sum_{i=1}^d \partial_{x_i} [(D T^{-n})^{-1} \pi^s \circ T^n \varphi \circ T^n]_i \|_{q+1}^W \leq C_n \| \varphi \|_{q+2}^W. \tag{C.3}
\]

The second of [1, Equation (3.8)] implies also
\[
\| (D T^{-n})^{-1} \circ T^{-n} \pi^s \varphi \|_{q+2}^W \leq C_n \| \varphi \|_{q+2}^W. \tag{C.4}
\]
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