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Abstract—Energy efficiency, possibly coupled with cognition-based and spectrum-sharing architectures, is a key enabling technology for green communications in 5G-and-beyond standards. In this context, the present paper considers a multiple-input multiple-output communication system cooperatively coexisting with a surveillance radar: the objective function is the communication system energy efficiency, while radar operation is safeguarded by constraining the minimum received signal-to-disturbance ratio for a set of range-azimuth cells of the controlled scene, and no time synchronization between them is assumed. The degrees of freedom are the transmit powers of both systems, the space-time communication codebook and the linear filters at the radar receiver. The resulting optimization problem is non-convex, due to both the objective function and the presence of signal-dependent interference (clutter): we develop a block-coordinate-ascent approximate solution, and offer a thorough performance assessment, so as to elicit the merits of the proposed approach, along with the interplay among the achievable energy efficiency, the density of scatterers in the environment, and the size of the set of protected radar cells.
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I. INTRODUCTION

The exponential increase of data traffic in wireless networks in recent years and the corresponding growth in infrastructure has led to a rapid increase of the energy consumed by wireless communication systems [1]. The massive data rates required by a pervasive connectivity cannot be guaranteed by simply scaling up the transmit power, since it would inevitably result in an unmanageable energy demand; on the contrary, the energy consumption should be reduced [2]. The Energy Efficiency (EE) of the communication systems should therefore be increased, and, indeed, this new metric has recently been included in the International Telecommunication Unit recommendations for IMT-2020 radio interfaces [3]. A basic definition of EE, measured in Joule/second, is the ratio of the data rate (in bit/second) to the power consumption (in Watt) [4], [5], where the denominator includes the transmit power, on top of the power dissipated in the transceiver hardware and baseband processing [6].

In recent years, various strategies have been proposed to reduce the power consumption of both mobile and fixed networks at all levels, from the access network to the core [7–13]: this is of paramount importance for operators (e.g., to reduce the operating expenditure costs) and for end-users (e.g., to prolong the battery lifetime). The optimization of the EE has been the focus of an intense research in uplink [14] and downlink [15], [16]. Orthogonal Frequency Division Multiple access (OFDMA) systems, Non-Orthogonal Multiple Access (NOMA) networks [17], heterogeneous cellular networks [18], Multiple-Input Multiple-Output (MIMO) [19], [20] and massive MIMO [21], [22] systems—possibly exploiting Reconfigurable Intelligent Surfaces (RIS) [23]—, cognitive radio networks [24], Device-to-Device (D2D) communications [25], [26], Internet of Things (IoT) [27], [28], and 5G networks [29], [30].

The optimization of the EE thus appears to be a very promising answer to the explosive growth of connected devices and the tremendous increase in the data traffic [31], [32], but the frequency spectrum is nevertheless becoming increasingly congested. The network providers are meanwhile seeking opportunities to reuse frequencies currently restricted to other applications, and the radar bands appear to be one of the best choices, given the large portions of spectrum available to these systems [33]. It is in fact anticipated that, in the near future, the 2–8 GHz frequency range, comprising traditional S and C radar bands, will inevitably experience a cohabitation with wireless communication systems, e.g., 5G New Radio (NR), Long Term Evolution (LTE), and Wi-Fi [33], [34]. Higher frequencies, such as the mmWave band, used, e.g., by automotive radars and for high-resolution imaging, are also supposed to be shared for communication and sensing and achieve harmonious coexistence or even beneficial cooperation in the 5G network and beyond. Accordingly, the Defense Advanced Research Projects Agency (DARPA) recently announced the shared spectrum access for radar and communications (SSPARC) program [35], [36].

A number of approaches aimed at assessing the feasibility of spectrum sharing have been proposed so far; a possible classification might follow the taxonomy proposed in [34], wherein the major categorization is between Radar-Communication Coexistence (RCC) and Dual-Functional Radar-Communication (DFRC) architectures. In the latter case, the two systems are combined in the same hardware platform, which is designed to guarantee the performance of both systems by fully exploiting the higher degree of information sharing granted by colocation [37], [38]. Starting from the pioneering study in [39], that put forward the idea of...
modulating communication bits onto radar pulses, a number of works have been proposed for embedding communication information into radar signal both in time \cite{40} and in space \cite{41,42}, and for using communication signals to perform sensing operations \cite{43,44}, possibly at mmWaves \cite{45–51}. In the RCC case, instead, interference management techniques and joint/disjoint transceiver design have been advocated so that the two systems can safely operate in the same frequency band. Many approaches have been proposed so far entailing different degrees of cooperation. In \cite{52–55} strict policies for coordinated spectrum access are defined, possibly using channel sensing techniques borrowed from the large cognitive radio literature, while interference channel estimation is exploited in \cite{56,57}. The studies in \cite{58–63} focus on the radar system, whose transmitted waveform is carefully designed, while in \cite{64} the communication system is the primary element of concern, and its receiver is accurately designed. Increased degrees of freedom/cooperation obviously allow achieving better results, and in \cite{65–73} optimization-based joint-design (or co-design) of the radar waveform and of the communication system codebook is undertaken.

In this work, starting from the preliminary results presented in \cite{74}, we optimize the EE of a MIMO communication system in the presence of the interference caused by a surveillance radar. The contest is that of RCC, and leverages the signal model presented in \cite{73} to undertake joint system design. The performance of the radar is guaranteed by forcing the received Signal-to-Disturbance Ratio (SDR) at each resolution bin to exceed a prescribed level: this is a key requirement for surveillance radars, where the monitored area is wide, and all the observed resolution cells should be protected by excessive interference. The degrees of freedom for system optimization are the transmit power and the receive filters of the radar, while, for the communication system, it is the whole codebook, represented by the covariance matrix of the Space-Time Codewords (STC’s).

The major novelty of the present study is the optimization of the EE in the presence of the interference caused by a radar system: at the best of authors’ knowledge, this problem has not been considered so far. The resulting optimization problem is quite complex, whereby we propose a block coordinate ascent method (also known as alternating maximization) combined with Dinkelbach’s algorithm and with a quasi-Newton projected gradient method to find an approximate solution thereof. The analysis demonstrates that large gains with respect to a disjoint design of the two systems can be achieved in terms of both EE of the communication system and SDR level at the radar side, and that there is a key tradeoff among EE, density of clutter scatterers in the surrounding environment, and number of protected radar cells.

The rest of the paper is organized as follows. In the next section, the signal model at the radar and communication system sides is introduced. In Sec. \[\text{III}\] the joint optimization problem is presented and (sub-optimally) solved, with mathematical derivations deferred in the Appendix, while in Sec. \[\text{IV}\] a numerical example is provided to show the merits of the proposed strategy. Finally, some concluding remarks are given in Sec. \[\text{V}\].

Notation: In the following, $\mathbb{R}$, $\mathbb{R}_+$, and $\mathbb{C}$ denote the set of real, non-negative real, and complex numbers, respectively; $i$ is the imaginary unit, while $\mathbb{R}\{\cdot\}$ and $\mathbb{Z}\{\cdot\}$ are the real and imaginary parts, respectively; $X \succ 0$ and $X \succeq 0$, means that $X$ is Hermitian positive definite and positive semidefinite, respectively; $x^+ = \max\{x, 0\}$ is the positive part of $x \in \mathbb{R}$, while $X^+$ is the projection of the matrix $X$ onto the cone of Hermitian positive semidefinite matrices; $(\cdot)^*$, $(\cdot)^\top$, and $(\cdot)^\dagger$ denote conjugate, transpose, and conjugate transpose; $I_n$ is the $n \times n$ identity matrix; $O_n$ is the all-zero $n$-dimensional column vector; $O_{m,n}$ is the $m \times n$ matrix with all zero entries; $\text{diag}(a_1, \ldots, a_n)$ is the $n \times n$ diagonal matrix with entries $\{a_i\}_{i=1}^n$ on the principal diagonal; $\text{Tr}X$ is the trace of the matrix $X$; $\|\cdot\|$ denotes the Euclidean norm; $[X]_{i,j,h,k}$ is the sub-matrix consisting of the rows $i$ through $j$ and the columns $k$ through $l$ of the matrix $X$; $X^{1/2}$ is the square root matrix of $X \succeq 0$, while $X^{-1/2}$ is the square root matrix of the inverse of $X \succ 0$; $\mathbb{E}[\cdot]$ denotes statistical expectation; $\mathcal{N}(0, \mathbf{X})$ is the complex circularly-symmetric Gaussian distribution with covariance matrix $\mathbf{X}$; and $\text{card}S$ is the cardinality of the set $S$.

II. SIGNAL MODEL

We consider a MIMO communication system coexisting with a surveillance radar on the same bandwidth $W$. The communication system is embedded in a local rich scattering environment (e.g., an urban area) with approximate size $c/W$, $c$ denoting the speed of light. The radar monitors a large region, that includes the one where the communication system operates; since the bandwidth is $W$, the radar range resolution is in the order of $c/(2W)$ \cite{75}. Both systems adopt a linear modulation.

The radar illuminates all the inspected area with a non-scanning wide-beam transmit antenna\cite{76}. It emits an encoded pulse train with average transmit power $P_t$; and pulse repetition time (PRT) $T$, so that the number of non-ambiguous range cells is $N \approx WT$ \cite{75}. The (fast-time) code sequence, used to modulate the subpulses composing each pulse is

\[
q = [q(0) \cdots q(L-1)]^T \in \mathbb{C}^L,
\]

where $0 < L < N$, and $q$ is normalized so that $\|q\|^2 = N$. The communication transmitter is equipped with $M$ omni-directional antennas, and the symbols emitted by all the antennas during $N$ signaling intervals form an $M \times N$ STC: the $p$-th STC is, therefore,

\[
c_m(pN+i) : m = 1, \ldots, M, i = 0, \ldots, N-1,\]

where $c_m(i)$ is the symbol sent at epoch $i$ from antenna $m$. We assume that STC’s emitted at different epochs are independent.

The communication receiver is equipped with $K$ omni-directional antennas, and the discretized version of the received

\[\text{1}\]

Non-scanning radars employ a broad-beam antenna covering the whole search area and are in general complemented at the receiver by a proper azimuth sectorization through multiple narrow beams. They are also known as floodlight radars, since the search area is flooded with the transmitted signal \cite{76,77}, or ubiquitous radars, since the search area is constantly monitored, and different tasks can simultaneously be performed at the receiver \cite{78}.
communication signal corresponding to the p-th codeword can be written as [73, Sec. II-A]

\[
\mathbf{r} = (\mathbf{H} \otimes \mathbf{I}_N)\mathbf{c} + \sqrt{P_r} \sum_{i=0}^{N-1} \mathbf{\alpha}_i \otimes \mathbf{q}_i + \mathbf{v} \in \mathbb{C}^{KN} \tag{1}
\]

where:

- \( \mathbf{H} \in \mathbb{C}^{K \times M} \) is the channel matrix, whose \((k, m)\) entry is the gain of the channel linking receive antenna \(k\) to transmit antenna \(m\); \( \mathbf{H} \) is assumed to be perfectly estimated;
- \( \mathbf{c} = [\mathbf{c}_1^T \cdots \mathbf{c}_M^T]^T \in \mathbb{C}^{MN} \) is the p-th STC, where \( \mathbf{c}_m = [c_m(0) \cdots c_m(N-1)]^T \in \mathbb{C}^{N} \) is the codeword emitted by antenna \(m\);
- \( \mathbf{\alpha}_j \sim \mathcal{N}_e(0, \Sigma_{\alpha,j}) \) is the vector containing the amplitudes of the radar echoes hitting the receive antennas during the \(i\)-th signaling interval\(^2\) we assume that \( \Sigma_{\alpha,j} \) has been perfectly estimated, and that \( \mathbf{\alpha}_i \) and \( \mathbf{\alpha}_j \) are independent for \(i \neq j\);
- \( \mathbf{q}_i \in \mathbb{C}^{N} \) is the vector obtained by taking a downwards circular shift of \(i\)-th positions of \([q^0 \cdots 0]^T \in \mathbb{C}^{N} \); and
- \( \mathbf{v} \sim \mathcal{N}_e(0, \Sigma_{\mathbf{v}}) \) is the noise vector, with \( \Sigma_{\mathbf{v}} \) the (perfectly estimated) noise power.

The radar receiver forms \( J \) simultaneous orthogonal beams\(^3\) so as to cover the area illuminated by the non-scanning wide

orthogonal, due to the inevitable presence of sidelobes, but the attenuation

be written as \([73, \text{Sec. II-A}]\)

\[
\mathbf{y}_j = \sqrt{P_r} \mathbf{g}_{n,j} \mathbf{q}_n + \sqrt{P_r} \sum_{i=0}^{N-1} \mathbf{\gamma}_{i,j} \mathbf{q}_i + \mathbf{w}_j \in \mathbb{C}^{M} \tag{2}
\]

\[\text{signal of interest} \quad \text{radar interference} \quad \text{thermal noise}\]

where:

- \( \mathbf{g}_{n,j} \in \mathbb{C} \) is the amplitude of the target echo, modeled as a zero-mean random variable with variance \( \sigma^2_{g,n,j} \);
- \( \mathbf{\gamma}_{i,j} \in \mathbb{C} \) is the amplitude of the clutter echoes in the range-azimuth bin \((i,j)\), modeled as a zero-mean random variable with variance \( \sigma^2_{\gamma,i,j} \); we assume that \( \sigma^2_{\gamma,i,j} \) has

been perfectly estimated, and that \( \gamma_{i,j} \) and \( \gamma_{i',j'} \) are independent for \((i,j) \neq (i',j')\);
- \( \beta_{m,i,j,d} \in \mathbb{C} \) is the amplitude of the communication echoes from antenna \(m\) pertaining to the range-azimuth bin \((i,j)\); the subscript \(d\) denotes echoes separated by a delay \(dT\) that, due to the radar range ambiguity, correspond to the same range bin; we model it as a zero-mean random variable\(^2\) and we assume that \( \beta_{m,i,j,d} \) and \( \beta_{m',i',j',d'} \) are independent for \((i,j,d) \neq (i',j',d')\); also, we assume that \( \sigma^2_{\beta,m,m',i,j} = \sum_{d=0}^{\infty} \mathbb{E}[|\beta_{m,i,j,d}|^2] \) has been perfectly estimated;
- \( \mathbf{c}_{m,i,d} \) is the sequence of \( N \) symbols transmitted by antenna \(m\) of the communication system that fall in the \(p\)-th PRT, i.e.,

\[
\mathbf{c}_{m,i,d} = \begin{bmatrix} c_m((p-d)N - \nu_0 + L - i) \\ \vdots \\ c_m((p-d)N - \nu_0 + L - i + N - 1) \end{bmatrix} \tag{3}
\]

with \( \nu_0 \) denoting the delay of the communication transmitter with respect to the radar transmitter (i.e., the synchrony between the two systems)\(^3\) assumed to be perfectly estimated; and
- \( \mathbf{u}_j \sim \mathcal{N}_e(0, \Sigma_{\mathbf{u}}) \) is the noise vector, with \( \Sigma_{\mathbf{u}} \) the (perfectly estimated) noise power.

Notice that \( \mathbf{c}_{m,i,d} \) contains the last \( \ell_i = (\nu_0 - L + i) \mod N \) symbols of the \(m\)-th segment of the codeword \(p = d - \left\{(\nu_0 - L + i)/N \right\} - 1 \) and the first \( N - \ell_i \) symbols of the \(m\)-th segment of the codeword \(p = d - \left\{(\nu_0 - L + i)/N \right\} \). Hence, the cross-covariance matrix of \( \mathbf{c}_{m,i,d} \) and \( \mathbf{c}_{m',i,d} \) is

\[
\mathbf{C}_{m,m'} = \mathbb{E}[\mathbf{c}_{m,i,d} \mathbf{c}_{m',i,d}^H] = \begin{bmatrix} \mathbf{O}_{\ell_i,N-\ell_i} & \mathbf{O}_{N-\ell_i,\ell_i} & \cdots & \mathbf{O}_{N-\ell_i,N-\ell_i} \\ \mathbf{O}_{\ell_i,N-\ell_i} & \mathbf{O}_{\ell_i,N-\ell_i} & \cdots & \mathbf{O}_{\ell_i,N-\ell_i} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{O}_{N-\ell_i,N-\ell_i} & \mathbf{O}_{N-\ell_i,N-\ell_i} & \cdots & \mathbf{O}_{N-\ell_i,N-\ell_i} \end{bmatrix} \tag{4}
\]

where \( \mathbf{C}_{m,m'} = \mathbb{E}[\mathbf{c}_{m,i,d} \mathbf{c}_{m',i,d}^H] \), \( \mathbb{E} \left[ \mathbf{c}_{m,i,d}^H \right] = \mathbf{C} = \mathbb{E} [\mathbf{c}^H] \), and

\[
\mathbf{A}_{m,i} = \begin{bmatrix} \mathbf{O}_{\ell_i,N-\ell_i} & \mathbf{O}_{\ell_i,N-\ell_i} & \mathbf{O}_{\ell_i,N-\ell_i} \\ \mathbf{O}_{N-\ell_i,\ell_i} & \mathbf{I} & \mathbf{O}_{N-\ell_i,M-\ell_i} \\ \mathbf{I} & \mathbf{O}_{N-\ell_i,\ell_i} & \mathbf{O}_{N-\ell_i,M-\ell_i} \end{bmatrix}, \quad \mathbf{B}_{m,i} = \begin{bmatrix} \mathbf{O}_{\ell_i,mN-N-\ell_i} & \mathbf{I} & \mathbf{O}_{\ell_i,MN-\ell_i} \\ \mathbf{O}_{N-\ell_i,mN-N-\ell_i} & \mathbf{O}_{N-\ell_i,\ell_i} & \mathbf{O}_{N-\ell_i,MN-\ell_i} \end{bmatrix}. \tag{5a, 5b}
\]

### III. JOPTIMIZATION

Here we tackle the problem of joint transceiver design. As to the degrees of freedom for system optimization, we assume an

\[^3\]In practice, only the signals reflected by objects located at a sufficiently short range and having a sufficiently large radar cross-section are received with a non-negligible power, so that only few of the coefficients \( \{\beta_{m,i,j,d}\}_{d=0}^{\infty} \) (mostly, only the term \(d = 0\)) have a non-zero variance. Furthermore, similarly to the communication receiver case, some of the terms \( \{\beta_{m,i,j,d}\}_{d=0}^{\infty} \) may have a zero variance, the limiting cases being those where only one has a non-zero variance (e.g., the direct path) and where all of them have variance zero (corresponding to isolated, i.e., non interfering systems).

\[^4\]Delays smaller than the duration of the emitted pulse correspond to distances of no interest to the radar.
optimum (capacity-achieving) architecture at the receive side of the communication system. At the transmitter, the STC’s should be drawn from a complex circularly symmetric Gaussian distribution, so as to maximize the EE, since the channel in (4) is Gaussian; therefore, their covariance matrix $C$ must be optimized, the transmit power being determined by its trace. At the radar side, the transmit waveform must comply with a number of requirements concerning resolution, variations in the signal modulus, sidelobe level, and ambiguity [79], [80], whereby few degrees of freedom remain once all of these constraints are taken into account. We therefore assume that the radar waveform is fixed, and we only allow the power $P_r$ to be adjusted so as to meet the specific requirements in terms of detection and estimation accuracy. At the receiver, the radar filters can be freely optimized, for they simply entail low-complexity digital signal processing operations.

The figures of merit used for system optimization are the EE of the communication system and the SDR in each resolution cell of the radar. In particular, EE is defined as the ratio of the achievable rate, $R$ (in bits per second), to the power consumption (measured in Watts), i.e.,

$$EE = \frac{R}{P_r/\eta + \omega} \quad (6)$$

and is measured in bits per Joule; in the previous equation, $\eta$ is the power amplifier efficiency and $\omega$ is the circuit power required to operate the link [4], [5], [22], [81]. As to $R$, it is equal to the mutual information (in bits per channel use) of the Gaussian channel described in (1) times the channel bandwidth, i.e.,

$$R = \frac{W}{N} \log_2 \det \left( I_{NK} + (H \otimes I_N)C(H \otimes I_N)^H \right) \times \left( P_r \sum_{i=0}^{N-1} \Sigma_{\alpha,i} \otimes (q_i q_i^H) + P_v I_{NK} \right)^{-1}. \quad (7)$$

This is an upper bound to the achievable transmission rate, that can be approached provided $N$ is large enough. At the communication side, the covariance matrix $C$ should be chosen so as to maximize the EE.

At the radar side, if pulse compression at range bin $n$ and azimuth bin $j$ is performed with the linear filter $w_{n,j}$, the corresponding output is

$$w_{n,j}^H y_j = \sqrt{P_r} g_{n,j} w_{n,j}^H q_n + \sqrt{P_r} \sum_{i=0}^{N-1} \gamma_{i,j} w_{n,j}^H q_i + \sum_{m=1}^{M} \sum_{i=0}^{N-1} \beta_{m,i,j,i} w_{m,i,j}^H c_{m,i,j} + w_{n,j}^H u \quad (8)$$

and the SDR at resolution cell $(n,j)$ is, from [2] and [3],

$$\text{SDR}_{n,j} = P_r \sigma_{g,n,j}^2 |w_{n,j}^H q_n|^2 \left[ w_{n,j}^H P_r \sum_{i=0}^{N-1} \sigma_{\gamma_{i,j}}^2 q_i q_i^H \right]^{-1} \sum_{i=0}^{N-1} \sum_{m=1}^{M} \sum_{m'=1}^{M} \sigma_{\beta,m,m',i,j}^2 (A_{m,i} C A_{m',i}) \quad (9)$$

The radar is normally designed to guarantee a minimum level of SDR at each resolution bin, so as to be able to detect targets with specified radar cross-sections at specified locations (i.e., with specified $\sigma_{g,n,j}^2$); we denote by $\rho_{n,j}$ the minimum required SDR at resolution cell $(n,j) \in \mathcal{X}$, where $\mathcal{X} \subseteq \{0, \ldots, N-1\} \times \{1, \ldots, J\}$ is the set of radar resolution cells under observation.

The optimization problem to be solved is, therefore,

$$\max_{C \in \mathbb{C}^{MN \times MN}, \{w_{n,j}\}_{(n,j) \in \mathcal{X}}, P_r \in \mathbb{R}} \quad \text{EE}(C, P_r) \quad \text{s.t.} \quad C \succeq 0 \quad \frac{1}{N} \text{Tr} C \leq P_{r,\text{max}}$$

$$\text{SDR}_{n,j}(C, P_r, w_{n,j}) \geq \rho_{n,j}, \forall (n,j) \in \mathcal{X} \quad 0 \leq P_r \leq P_{r,\text{max}} \quad (10)$$

where $P_{r,\text{max}}$ and $P_{r,\text{max}}$ are the maximum transmit powers at the radar and at the communication system, respectively. We also assume that

$$\sigma_{g,n,j}^2 P_{r,\text{max}} q_n^H \left( P_{r,\text{max}} \sum_{i=0}^{N-1} \sigma_{\gamma_{i,j}}^2 q_i q_i^H + P_v I_{NK} \right)^{-1} q_n > \rho_{n,j}, \quad \forall (n,j) \in \mathcal{X} \quad (11)$$

which amounts to requiring that all the SDR constraints be satisfied at least when the communication system is transmitting with an arbitrarily small power, the radar uses all the available power, and the radar receive filters are chosen so as to maximize the SDR at each resolution cell.

Problem (10) is quite complex, so that we resort to the block coordinate ascent method [82], also known as non-linear Gauss-Seidel method or as alternating maximization: starting from a feasible point, the objective function is maximized with respect to each of the “block coordinate” variables, taken in cyclic order, while keeping the other ones fixed at their previous values [1]. Here, the natural block coordinate variables are the radar receive filters $\{w_{n,j}\}_{(n,j) \in \mathcal{X}}$, the radar transmit power $P_r$, and the communication codebook $C$. We solve these reduced complexity sub-problems in Secs. III-A and III-B while, in Sec. III-C we report the complete algorithm, along with a discussion on its computational complexity.

A. Radar optimization

Since the EE in (6) is independent of the radar filters, we select $\{w_{n,j}\}_{(n,j) \in \mathcal{X}}$ so as to maximize the SDR in each

1If all maximizations are optimally solved (or, at least, the objective function is non-decreasing in successive maximizations), the algorithm converges. However, since Problem (10) is not convex, and the feasible set cannot be expressed as the Cartesian product of closed convex sets, there is no guarantee that a global maximum is reached.
resolution cell, and, therefore, guarantee the largest feasible set. Following \cite[Sec. III-A]{73}, we have

\[
\mathbf{w}_{n,j} \propto \left( P_r \sum_{i=0}^{N-1} \sum_{m=1}^{M} \sum_{m'=1}^{M} \sigma_{\beta,m,m',i,j}^2 \right)^{-1} \times \left( A_{m,i} \mathbf{C} A_{m',i}^T + B_{m,i} \mathbf{C} B_{m',i}^T \right) \mathbf{p}_{n,j}^2 \\
+ P_u \mathbf{w}_{n,j}^T \right)^{-1} \mathbf{q}_n.
\]

(12)

for \((n,j) \in \mathcal{X}\). Furthermore, since the EE is strictly decreasing with the transmit power, we must select the smallest value of \(P_r\) satisfying all the SDR constraints. From \cite[Sec. III-B]{73}, we have

\[
P_r = \max_{(n,j) \in \mathcal{X}} \beta_{n,j} \left( \sum_{i=0}^{N-1} \sum_{m=1}^{M} \sum_{m'=1}^{M} \sigma_{\beta,m,m',i,j} \mathbf{w}_{n,j}^H \right)^{-1} \times \left( A_{m,i} \mathbf{C} A_{m',i}^T + B_{m,i} \mathbf{C} B_{m',i}^T \right) \mathbf{p}_{n,j}^2 + P_u \mathbf{w}_{n,j}^T \right)^{-1} \mathbf{q}_n.
\]

(13)

Notice that, in (12), we have the inverse of the covariance matrix of the disturbance (noise plus clutter and data interference); the receiver can therefore be interpreted as the cascade of a whitening filter followed by a filter matched to the useful signal. The power level in (13), instead, can simply be obtained by elaborating the SDRs in (9), where, at the numerator, we have the useful signal (that is a linear function of \(P_r\)) and, at the denominator, the noise, clutter (that is a linear function of \(P_r\)), and data interference terms.

**B. Communication system optimization**

Let \( \phi : \mathcal{X} \rightarrow \{1, \ldots, \text{card} \mathcal{X}\} \) be a one-to-one mapping, \( U = \text{card} \mathcal{X} \), and

\[
\mathbf{F} = \left( \mathbf{H} \otimes \mathbf{I}_N \right)^H \left( P_r \sum_{i=0}^{N-1} \sum_{m=1}^{M} \sum_{m'=1}^{M} \sigma_{\beta,m,m',i,j}^2 \right)^{-1} \times \left( \mathbf{H} \otimes \mathbf{I}_N \right) \in \mathbb{C}^{MN \times MN}
\]

(14a)

\[
\mathbf{E}_{\phi(n,j)} = \sum_{i=0}^{N-1} \sum_{m=1}^{M} \sum_{m'=1}^{M} \sigma_{\beta,m,m',i,j}^2 \left( A_{m',i}^T \mathbf{w}_{n,j} \mathbf{w}_{n,j}^H A_{m,i} + B_{m',i}^T \mathbf{w}_{n,j} \mathbf{w}_{n,j}^H B_{m,i} \right) \in \mathbb{C}^{MN \times MN}, \quad (n,j) \in \mathcal{X}
\]

(14b)

\[
\mathbf{E}_U = \mathbf{I}_{MN}
\]

(14c)

\[
a_{\phi(n,j)} = \frac{P_r \sigma_{\gamma,n,j}^2}{\rho_{n,j}} \mathbf{w}_{n,j}^H \mathbf{w}_{n,j}^2 - P_r \sum_{i=0}^{N-1} \sum_{m=1}^{M} \sigma_{\gamma,i,j}^2 \mathbf{w}_{n,j}^H \mathbf{q}_n^2 - P_u \mathbf{w}_{n,j}^T \right)^2 \geq 0, \quad (n,j) \in \mathcal{X}
\]

(14d)

\[
a_U = N P_r \max.
\]

(14e)

**Algorithm 1** [Dinkelbach] Solution to Problem (17)

\[
i = 0
\]

choose \(x_0 \in S\)

**repeat**

\[
i = i + 1
\]

\[
\lambda_i = \frac{f(x_{i-1})}{h(x_{i-1})}
\]

\[
x_i = \arg \max_{x \in S} \{ f(x) - \lambda_i h(x) \}
\]

**until** \(f(x_i) - \lambda_i h(x_i)\) is sufficiently small

With this notation, the problem to be solved here can be rewritten in a compact form as

\[
\max_{C \in \mathbb{C}^{MN \times MN}} \frac{W}{N} \log_2 \det \left( \mathbf{I}_{MN} + FC \right)
\]

(15)

\[
s.t. \quad C \succeq 0, \quad \text{Tr} \left( \mathbf{E}_U \right) \leq a_U, \quad \ell = 1, \ldots, U.
\]

This is a fractional program, and the Dinkelbach’s algorithm is one of the most widely used tools to solve it \cite{83,84}. Moreover, since the numerator is concave, and the denominator and the constraints are convex (the denominator is affine), each sub-problem in the Dinkelbach’s algorithm is convex and can therefore be solved in polynomial-time complexity \cite{86}. In the following, we first give a brief description of the general Dinkelbach’s algorithm, and then we specialize it to Problem (15).

Let \( S \subseteq \mathbb{R}^n \) and \( f, h : S \rightarrow \mathbb{R} \); then, a fractional program is the optimization problem

\[
\max_{x \in S} \frac{f(x)}{h(x)}.
\]

(16)

If \( S \) is nonempty and compact, \( f, h \) are continuous, and \( h \) is strictly positive, then the previous problem can be related to

\[
\max_{x \in S} \{ f(x) - \lambda h(x) \}
\]

(17)

where \( \lambda \in \mathbb{R} \) is a parameter \cite{83,84}. In particular, it can be seen that \( x^* \) is optimal for (16) if and only if it is optimal for (17) with \( \lambda = \lambda^* \), where \( \lambda^* \) is the unique zero of \( F(\lambda) = \max_{x \in S} \{ f(x) - \lambda h(x) \} \), and \( \lambda^* = f(x^*)/h(x^*) \). Furthermore, \( F(\lambda) \) is continuous, convex, and strictly decreasing on \( \mathbb{R} \), \( F(\lambda) > 0 \) for \( \lambda < \lambda^* \), and \( F(\lambda) < 0 \) for \( \lambda > \lambda^* \). An iterative procedure to compute \( \lambda^* \) has been proposed by Dinkelbach \cite{84} and is reported in Algorithm (11).

The sequence \( \{ \lambda_i \}_{i=1}^\infty \) in Dinkelbach’ algorithm is strictly increasing and converges to \( \lambda^* \). If (16) is a concave-convex fractional program, then (17) is a convex program for \( \lambda \geq 0 \), and Dinkelbach’ algorithm converges superlinearly and often (locally) quadratically \cite{87}.

\[\text{The problem in (16) is called a concave-convex fractional program if } S \text{ is convex, } f \text{ is concave, and } g \text{ is convex; if } g \text{ is not affine, than } f \text{ is also required to be nonnegative.}\]
Therefore, in order to tackle Problem (15) with Dinkelbach’s algorithm, we need to solve
\[
\max_{C \in \mathbb{C}^{MN \times MN}} \left\{ \ln \det (I_{KN} + FC) - \frac{\lambda}{\eta W \log_2 e} \text{Tr} C \right\}
\]
\[
s.t. \quad C \succeq 0, \quad \text{Tr}(E_{\ell}C) \leq a_{\ell}, \quad \ell = 1, \ldots, U
\]
where we have dropped irrelevant constants. Problem (18) is convex and can be managed with standard methods, at least when \(MN\) is small.\footnote{Recall that the number of variables of Problem (15) is \(M^2 N^2\) (the real and imaginary parts of the entries that define \(C\)), and, therefore, even a modest value of \(MN\) can be too large to be handled with direct application of standard convex optimization methods.} When instead \(MN\) is large, specific methods should be used, so as to reduce the complexity and allow a real-time implementation. In the following, we address this latter case, since \(N\) (the length of the STC at the communication system and the number of range bins of the surveillance radar) is typically large.

First notice that we can restrict our attention to the case \(\lambda > 0\). Then, if Problem (15) is strictly feasible (and this holds true if there exists a Hermitian positive definite matrix satisfying the linear matrix inequality constraints \(88\)), the solution to Problem (18) is
\[
C = Z_\mu^{-1}V_\mu \left( I_\Delta - \Xi_\mu^{-1} \right) + V_\mu^H Z_\mu^{-1}
\]
(19)
where
\[
Z_\mu = \left( \frac{\lambda}{\eta W \log_2 e} I_{MN} + \sum_{\ell=1}^U \mu_\ell E_{\ell} \right)^{1/2}
\]
(20)
\[
\Xi_\mu = \text{diag} (\xi_{\mu,1}, \ldots, \xi_{\mu,\Delta}) \quad \text{contains the non-zero eigenvalues of} \quad Z_\mu^{-1} F Z_\mu^{-1}, \quad \text{with} \quad \Delta \leq N \min \{K,M\} \quad \text{denoting the rank of} \quad F, V_\mu \in \mathbb{C}^{MN \times \Delta} \quad \text{is the matrix containing the corresponding unit-norm eigenvalues, and} \quad \mu = (\mu_1 \cdots \mu_U)^T \quad \text{solves the dual problem}
\]
\[
\max_{\mu \in \mathbb{R}^U} \ g(\mu) \quad \text{s.t.} \quad \mu_\ell \geq 0, \quad \ell = 1, \ldots, U.
\]
(21)
with
\[
g(\mu) = \sum_{\ell : \xi_{\mu,\ell} > 1} \left( 1 - \frac{1}{\xi_{\mu,\ell}} - \ln \xi_{\mu,\ell} \right) - \sum_{\ell=1}^U \mu_\ell \alpha_\ell
\]
(22)
being the dual objective function. This generalizes the result in \[89\], derived for the rate optimization problem, and the proof is reported in the Appendix. Notice that \(Z_\mu\) is positive definite, since \(\lambda > 0\) and \(E_{\ell} \succeq 0\) for \(\ell = 1, \ldots, U\), and, unless all the SDR constraints are inactive, it is not a scaled identity matrix, so that the eigenvectors of \(19\) are in general not matched to those of the equivalent channel matrix \(F\).

The dual problem is simpler than Problem (18), since it has no matrix inequality or matrix variable, and the number of (scalar) variables is equal to the number of inequality constraints in the original problem. Several methods can be used to solve Problem (21). One is the projected gradient method: at each step, the algorithm selects the next point by moving towards the gradient direction (like the gradient method) and then projecting onto the feasible set; in the present case, the projection operation is just the positive part of each coordinate of the point. The iterative step of the algorithm is, therefore,
\[
\mu_{\ell}^{(k+1)} = \left( \mu_{\ell}^{(k)} + \alpha^{(k)} \frac{\partial g(\mu^{(k)})}{\partial \mu_{\ell}} \right)^+ \quad (23)
\]
where \(\alpha^{(k)}\) is the step-size parameter\footnote{From (11), the initial covariance matrix in the block coordinate ascent algorithm can be chosen such that \(EE > 0\), and \(EE\) is non-decreasing with the iteration number. This implies that \(\lambda_1 > 0\), since the initial point in Algorithm 1 can be chosen to be the covariance matrix at the previous iteration of the block coordinate ascent algorithm. Finally, since and \(\{\lambda_i\}_{i=1}^N\) is strictly increasing, \(\lambda_1 > 0\), for all \(i\).} at the \(k\)-th iteration, and
\[
\frac{\partial g(\mu)}{\partial \mu_{\ell}} = \text{Tr} \left( E_{\ell} Z_\mu^{-1} V_\mu \left( I_\Delta - \Xi_\mu^{-1} \right) + V_\mu^H Z_\mu^{-1} \right) - a_{\ell}. \quad (24)
\]
The projected gradient method is characterized by a slow convergence rate. If a faster convergence is needed (at the price, however, of an increased computational complexity), we can resort to the quasi-Newton projected gradient method presented in \[92\]–\[94\]. At each iteration, the variables are partitioned in two groups, named restricted and free. The set of restricted variables is
\[
R_k = \{ \ell \in \{1, \ldots, U\} : \mu_\ell^{(k)} \leq \epsilon \text{ and } \frac{\partial g(\mu^{(k)})}{\partial \mu_{\ell}} < 0 \}
\]
(25)
where \(\epsilon\) is a small positive constant (cfr. \[92\]). This set contains the variables that are approximately zero, and for which the objective function can be increased by moving towards negative values (i.e., outside the boundary); these variables are kept fixed in the \(k\)-th iteration. The set of free variables, denoted by \(F_k\), is simply the complement of \(R_k\) in \(\{1, \ldots, U\}\): these variables are updated through a projected quasi-Newton step. Let \(S(k) \in \mathbb{R}^{U \times U}\) be a symmetric positive definite matrix, that is an approximation of the inverse of the Hessian matrix \(\frac{\partial^2 g(\mu^{(k)})}{\partial \mu \partial \mu^H}\) in order to limit the complexity, \(S(k)\) can be computed starting from \(S(k-1)\), and a popular choice is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update rule or the damped BFGS update rule, so as to guarantee that \(S(k)\) be positive definite \[85\]. The \(k\)-th iteration of the algorithm is, therefore,
\[
\left\{ \begin{array}{ll}
\mu_{\ell}^{(k+1)} = \left( \mu_{\ell}^{(k)} + \alpha^{(k)} \sum_{i \in F_k} S_{i,k}^{(k)} \frac{\partial g(\mu^{(k)})}{\partial \mu_{i}} \right)^+, \quad & \text{if } \ell \in F_k \\
\mu_{\ell}^{(k+1)} = \mu_{\ell}^{(k)}, \quad & \text{if } \ell \in R_k
\end{array} \right. \quad (26)
\]
where \(S_{i,k}^{(k)}\) is the element \((\ell, i)\) of \(S(k)\), and the step-size \(\alpha^{(k)}\) is computed though a backtracking (over the free variables only) Armijo line search \[92\], \[93\]. This algorithm has been\footnote{In order to reduce complexity, the step-size can be fixed ahead in time (and not selected via a line search), as in the sub-gradient method; in this case, many choices are available \[90\], and a simple one that guarantees convergence is \(\alpha^{(k)}\) such that \(\alpha^{(k)} > 0\), \(\lim_{k \to \infty} \alpha^{(k)} = 0\), and \(\sum_{k=1}^{\infty} \alpha^{(k)} = \infty\) (e.g., a universal choice is \(\alpha^{(k)} = 1/k\)).}
shown to be globally convergent, and, under certain conditions, it achieves local superlinear convergence [92]–[94].

C. The complete algorithm

The block coordinate ascent method, used to find a suboptimum solution to Problem (10), and the Dinkelbach’s routine with the projected gradient (or the quasi-Newton projected gradient) algorithm, used to solve the communication codebook optimization problem in Sec. III-B, are integrated in Algorithm 2. Loops end when a sufficiently small increase of the objective function in two consecutive iterations is observed or when a specified maximum number of iterations is reached.

Let us examine the complexity of Algorithm 2 and assume, at first, that the projected gradient algorithm is used. The computational complexity of the innermost loop is dominated by the cost of the update of $C$ in (19), that requires evaluating the matrix $Z_{\mu}$ in (20) and the eigenvalue decomposition of $Z_{\mu}^{-1} FCZ_{\mu}^{-1}$. The cost for evaluating $Z_{\mu}$ is $O(N^2 M^2 U + N^4 M^3)$, due to the matrix summation and to the square root matrix operation, while the cost for the eigenvalue decomposition is $O(N^3 M^3)$, so that the overall cost of the innermost loop is $O(N^2 M^2 \max\{MN, U\})$. The remaining operations in the middle loop have a computational complexity $O(N^3 K \max\{M^2, K^2\})$ (ruled by the matrix multiplication and the determinant in the update of $\lambda$), so that the overall cost of Dinkelbach’s algorithm is $O(N^2 \max\{NM^3, NK^3, M^2 U\})$. The computational complexity of the remaining operations in the outermost loop is dictated by the radar filters and power update in (12) and (13), respectively, and by the evaluation of the matrix $F$ in (14a). the first two operations have a cost of $O(N^3 J)$, while the third has a cost of $O(N^3 K^2 \max\{M, K\})$, so that the overall cost is $O(N^3 \max\{J, K^2 M, K^3\})$. In conclusion, the computational complexity of Algorithm 2 is $O(N^2 \max\{NM^3, NK^3, N J, M^2 U\})$, that is at most $O(N^3 \max\{K^3, M^3, M^2 J\})$, since $U \leq (N - L + 1)J + 1$.

If the quasi-Newton projected gradient algorithm is instead used, the computational complexity of the innermost loop is ruled by the update of $\mu$ in (26). Since the step-size selection through the Armijo line search does not increase the complexity (it requires the computation of $g(\mu)$, that has the same complexity as the update of $C$), the only additional cost with respect to the projected gradient algorithm is the update of the gradient-scaling matrix $S^{(k)}$ that, with the BFGS routine, has a cost $O(U^2)$. In this case, the computational complexity of Algorithm 2 is $O(N^2 \max\{N K^2, N M^3, N J, M^2 U^2\})$.

The proposed algorithm runs in a fusion center, that can possibly be one of the two coexisting systems. The additional (with respect to the non-shared spectrum case) amount of cognition and/or cooperation required is quite limited. Indeed, when the spectrum is not shared, the second order statistic of the noise (i.e., its power $P_n$) and the instantaneous channel realization $H$ must be estimated at the communication receiver, e.g., through periodic training phases; then the covariance matrix $C$ (or channel realization $H$, if the transmitter is in charge of finding the optimum covariance matrix) must be sent through a feedback channel to the transmitter. Similarly, the second order statistics of the disturbance, i.e., the noise power $P_n$ and the clutter strengths $\{\sigma^2_{\beta, m, m', i, j}\}$, must be periodically estimated/updated at the radar receiver and sent to the transmitter (if they are not colocated) so as to adjust the power level and obtain the required detection/estimation performance. In the present coexisting scenario, instead, the additional parameters that should be estimated are the mutual delay between the radar and communication transmitters, $\nu_0$, and the second order statistics of the mutual interference, i.e., $\{\Sigma_{a,i}\}$ and $\{\sigma^2_{\gamma, m, m', i, j}\}$, that usually vary on a time scale smaller than that of the instantaneous channel matrix $H$. The complete list of the steps that must be taken at regular time intervals is listed below.

1) The radar transmitter is idle, while the communication transmitter sends training data; the communication receiver estimates $H$ and $P_n$, while the radar receiver estimates $\{\sigma^2_{\beta, m, m', i, j}\}$, and $\nu_0$.
2) The communication transmitter becomes idle and the radar active; the radar receiver estimates $\{\sigma^2_{\gamma, i, j}\}$ and $P_n$, while the communication receiver estimates $\{\Sigma_{a,i}\}$.
3) The fusion center runs Alg. 2 and sends $C$ to the communication transmitter, $P_n$ to the radar transmitter, and $\{w_{n,j}\}$ to the radar receiver.

IV. NUMERICAL EXAMPLES

Here we examine two systems operating at 4 GHz over a bandwidth of $W = 1$ MHz. The range resolution (dictated by $W$) is 150 m, and the PRF is 10 kHz (i.e., $T = 100 \mu s$) which implies that $N = 100$ range cells are defined, with maximum non-ambiguous range equal to 15 km. The pulses are modulated by a Barker code of length $L = 5$. The maximum peak power is $P_n^{\text{peak}} = 500$ W, so that the maximum average power

\footnote{We underline that these are illustrative values, that, however, are compatible with the typical values of a pulse Doppler radar [25] and with the range of time scales over which radar signal processing operations typically take place [25].}
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\{σ_{g,n,j}\} \subseteq \mathcal{X}
so that
σ_{g,n,j}^2 N P_{r,max}/P_u = 17 dB
(this is the largest achievable signal-to-noise ratio). As to the
clutter, we set
σ_{g,i,j}^2 N P_{r,max}/P_u = 7 dB
(this is the largest possible clutter-to-noise ratio in each resolution cell). Also, we require
the same minimum SDR in any radar resolution cell, i.e.,
ρ_{i,j} = ρ
for all (i, j) \in \mathcal{X}
. The communication transmitter
has M = 2 antennas, with maximum average transmit power
P_{c,max} = 10 mW, power amplifier efficiency η = 0.85, and
circuit power required to operate the link ω = 10 mW; the
receiver is located at a distance of 100 m and is equipped
with K = 2 receive antennas. The PSD of the noise is
σ_n^2 = 4 \times 10^{-21} W/Hz,
and
P_v = F σ_n^2 W = 2.39 \times 10^{-14} W.
The entries of the channel matrix \( H \) are generated following
a CCSS distribution with variance \( σ_{n}^2 = 3 \times 10^{-10}, \) so that
σ_n^2 P_{c,max}/P_v = 21 dB
(this is the largest achievable signal-to-noise ratio).

As to the mutual interference between the two systems, we
set
Σ_{n,i} = σ_{α,i}^2 I_K,
and
σ_{β,m,m',i,j}^2 = σ_{β,i,j}^2
\text{if}\ m = m',
and
σ_{β,m,m',i,j}^2 = 0
\text{otherwise}:
this models the case where no line-of-sight component is present, and independent rays from
the rich scattering environment arrive at both receivers. The
coefficients σ_{α,i}^2 and σ_{β,i,j}^2 are set equal to either 0 or σ^2,
and we test σ^2 = 1.2 \times 10^{-13}
\text{and} σ^2 = 1.2 \times 10^{-11}.
The former value corresponds to a lightly interferenced scenario, and results in
σ_n^2 P_{c,max}/(σ^2 P_{c,max}) = 10 dB
at the radar side and
σ_n^2 P_{c,max}/(σ^2 P_{c,max}) = 0 dB
at the communication system side; the latter value, instead, describes a strongly interferenced situation, where we have
σ_n^2 P_{c,max}/(σ^2 P_{c,max}) = -10 dB
at the radar and
σ_n^2 P_{c,max}/(σ^2 P_{c,max}) = -20 dB
at the communication system. The fraction of non-zero entries in
\{σ_{α,i}^2\}_{i=0}^{N} \text{and} \{σ_{β,i,j}^2\}_{j=0}^{N} \text{for}\ j = 1, \ldots, J,
\text{is} \ δ,
\text{and different values are tested: smaller} \ δ\text{'s correspond to
scenarios with a limited number of scatterers, while larger} \ δ\text{'s refer to a crowded environments.}

In this framework, we use Algorithm 2 with the quasi-
Newton projected gradient method for the µ-update to sub-
optimally solve the proposed joint design problem in (10),
and we compare its performance with that of two other cases.
In the first one, we consider non-interfering systems, and
Problem (10) is solved when \( δ = 0 \text{ and/or} σ^2 = 0. \)
It can easily be shown that, at the radar side, a solution is

\begin{align*}
P_r &= P_{r,max} \quad (27a) \\
w_{n,j} &= \left( P_{r,max} \sum_{i=0}^{N-1} σ_{g,i,j}^2 q_i q_i^h + P_u I_N \right)^{-1} q_n, \quad (n,j) \in \mathcal{X} \quad (27b)
\end{align*}

while, at the communication system side, \( C \) can be found with
Dinkelbach’s algorithm, where, at each iteration, the solution
to the problem parametrized by \( λ > 0 \) is given by standard
waterfilling over the channel \( r = (H \otimes I_N) e + v \) with power

\begin{align*}
\min \bigg\{ P_{r,max}, \sum_{i=1}^{\theta} \left( \frac{P_{v} \log \frac{e}{\lambda}}{\lambda} - \frac{1}{\zeta_i^2} \right)^+ \bigg\}
\end{align*}

with \( \theta \) denoting the rank of \( H \) and \( \{ζ_1, \ldots, ζ_θ\} \) its non-
zero singular values. This represents an upper bound to the
system performance. In the second case, the previous solution
is incorrectly used when the mutual interference is present;
this corresponds to the case where each system independently
maximizes its own performance measure (EE and minimum
SDR over the radar resolution cells) ignoring the presence of
the other system, and is therefore referred to as disjoint design.
This is the lower bound of non-cooperative systems.

The performance is evaluated by averaging 200 Monte Carlo
runs, where the channel matrix \( H \), the indexes of the non-zero
entries in \{σ_{α,i}^2\}_{i=0}^{N} \text{and} \{σ_{β,i,j}^2\}_{j=0}^{N} \text{and} \text{the delay} \nu_0 \text{of the
communication transmitter with respect to the radar transmitter}
are randomly generated in each run. This can effectively model
the situation were the mutual position of the two systems and
the position of the surrounding scatterers may change with
time, as may the mutual transmit delay (e.g., because one or
both systems are either idle or performing different tasks for
some periods of time).

Fig. 1 reports the average number of iterations needed to
observe a relative improvement in the EE smaller than \( 10^{-5} \) in the block
coordinate ascent algorithm of the joint design strategy versus the minimum
SDR for different values of intensity of the interference, \( σ^2 \),
and density of the interference scatterers, \( δ \), when 30 resolution cells are protected.

Figure 1. Average number of iterations (among the Monte Carlo runs) needed to observe a relative improvement in the EE smaller than \( 10^{-5} \) in the block coordinate ascent algorithm of the joint design strategy versus the minimum required SDR for different values of intensity of the interference, \( σ^2 \), and density of the interference scatterers, \( δ \), when 30 resolution cells are protected.
when there is a strong interference and a high performance is requested at the radar side (i.e., large values of $\rho$).

Fig. 2 shows the average energy efficiency versus $\rho$ for different values of $\delta$, when $\sigma^2 = 1.2 \times 10^{-13}$, and card($\mathcal{X}$) = 30. Notice that, not all $\rho$’s are allowed (as it can also be seen in Fig. 4): in fact, from (11), Problem (10) admits a solution only if $\rho \leq 9.2$ dB, and such SDR can be achieved when there is no interference from the communication system, and the disturbance is only due to noise and clutter. Notice also that the curves corresponding to the non-interfering and disjoint cases are half-lines with zero slope, since we have the same EE for all feasible $\rho$’s: in the non-interfering case, the feasible set is $\rho \leq 9.2$ dB, while, in the disjoint design, it is $\rho \leq \rho^* < 9.2$ dB, since the mutual interference is now present and not accounted for. Furthermore, $\rho^*$ is a random variable, since it depends on the channel realization $H$: namely, if such realization is good (bad), the communication transmitter needs a small (large) power to implement the disjoint design, and this results in a low (large) interference at the radar, so that the corresponding realization of $\rho^*$ is large (small). In Fig. 2 we therefore extend the curves corresponding to the disjoint design up to the largest realization of $\rho^*$ observed in the Monte Carlo runs, but each value of $\rho$ is characterized by the probability that such value is actually feasible (i.e., the probability that $\rho^* \geq \rho$).

From Fig. 2 we see that the EE of the joint design decreases with $\rho$ and $\delta$, and tends to the upper bound of the non-interfering case when $\rho \rightarrow -\infty$ dB. Notice that the joint design outperforms the disjoint one not only in the value of EE, where the gap becomes significant for high $\delta$’s and/or low $\rho$’s, but also in the achievable values of minimum SDR, where the gap is around 0.5–1 dB. The gain of the joint design is much larger when the mutual interference is stronger ($\sigma^2 = 1.2 \times 10^{-11}$), as it can be seen from Fig. 3. In this case, the gap in terms of achievable SDR with respect to the disjoint design is significant, and amounts to 5, 7, and 10 dB for $\delta = 0.1$, 0.2, and 0.5, respectively. These gaps, however, increase when referred to values of the EE achievable in 100% of the cases, as it can be seen from Fig. 4, that shows the probability that the SDR constraint is feasible for the disjoint design with different values of $\delta$ and $\sigma^2$ when card($\mathcal{X}$) = 30: indeed, if the 9.2 dB limit of the joint design in Figs. 2 and 3 is compared with the largest value of $\rho$ achievable by the disjoint design in 100% of the cases reported in Fig. 4 it can be seen that the latter results into a loss of about 1 dB in the lightly interfered case and of as much as 8–14 dB in the strongly
Figure 5. Average communication transmit power versus the minimum required SDR for a joint and disjoint design, different values of the density of the interference scatterers, $\delta$, and intensity of the interference, $\sigma^2$, when 30 resolution cells are protected; for comparison purposes, the case of non-interfering systems is also included.

Figure 6. Average radar transmit power versus the minimum required SDR for a joint and disjoint design, different values of the density of the interference scatterers, $\delta$, and intensity of the interference, $\sigma^2$, when 30 resolution cells are protected; for comparison purposes, the case of non-interfering systems is also included.

Figs. 5 and 6 show, as a function $\rho$, the average transmit communication and radar powers, respectively, corresponding to the cases inspected in Figs. 2 and 3. Clearly, when the minimum performance level required at the radar is increased, the interference becomes stronger, or the density of the interference scatterers becomes higher (large values of $\rho$, $\sigma^2$, or $\delta$, respectively), the transmit power must be increased at the radar side. At the communication side, instead, the transmit power must be decreased when $\rho$ is very close to the maximum allowed value: in all other cases, the power level lies around the value of the non-interfering systems. Notice that there is no value of $\rho$ where both systems are transmitting with the power level used in the non-interfering case, this meaning that, in order to mitigate the mutual interference and allow coexistence, space-time beamforming alone is not sufficient, and power control is also needed.

Next we compare the proposed design strategy with that of optimizing the achievable communication rate $R$ in (7), analyzed in [73]. In Figs. 7 and 8 we report the performance in terms of average EE and average R versus $\rho$ for the two optimization strategies (referred to as EE opt. and R opt.) and for different values of of $\delta$, when $\sigma^2 = 1.2 \times 10^{-13}$ and $\sigma^2 = 1.2 \times 10^{-11}$, respectively. It can be seen that optimizing
Figure 9. Average energy efficiency versus the minimum required SDR in the joint design for different values of the number of protected resolution cells and of the density of the interference scatterers, δ, when the intensity of the interference is $\sigma^2 = 1.2 \times 10^{-13}$.

R causes a loss in terms of EE of about 20% in a wide range of values of $\rho$; similarly, optimizing EE causes a rate loss of about 30%. Therefore, the design strategy to be used depends on the performance metric that is most relevant in the application at hand.

Finally, we show the impact of the number of protected radar cells on the system performance. In Figs. 9 and 10, the average EE is plotted versus $\rho$ for different values of card$\mathcal{X}$ and $\delta$, when $\sigma^2 = 1.2 \times 10^{-13}$ and $\sigma^2 = 1.2 \times 10^{-11}$, respectively. Clearly, the EE is decreasing with the cardinality of the set of protected cells, even if, in the inspected scenario, the difference in the performance is significant only when $\delta$ is very small and $\rho$ very large.

V. Conclusion

In this contribution, the problem of radar-communication spectrum sharing has been tackled in the context of green communications, i.e., assuming that the primary design goal is to maximize the energy efficiency while safeguarding the radar performance, fully leveraging the idea of cognition-based design for both active systems. The study relies on a quite realistic model, wherein a single radar range cell encompasses a whole cell of the wireless communication system: thus, the radar receiver is perturbed by the communication-induced interference, which may be of any kind ranging from a simple direct path to multi-path, on top of the signal-dependent reverberation produced by its own transmission. The communication receiver is conversely hit by the multiple rays of the rich scattering environment locally generated by the MIMO structure, along with the interference produced by random scatterers hit by the radar signal.

The resulting constrained optimization problem is non-convex—due to both the chosen figure of merit and the signal-dependent clutter—and is approximately solved through the block coordinate ascent method, coupled with the Dinkelbach’s algorithm and the quasi-Newton projected gradient method. A thorough performance analysis is also presented, aimed, on the one hand, at validating the iterative design procedure and assessing its convergence speed, and, on the other, at demonstrating the merits of the proposed approach. Interestingly, joint design allows a visible enlargement of the achievable region of communication EE and radar SDR pairs. Additionally, some light is shed on the strong interplay between these performance measures and such parameters as scatterers density and number of guaranteed range-azimuth cells of the radar system.

Further possible developments include the adoption of different modulation formats (in particular, the proposed technique looks promising for optimizing the EE under multi-carrier modulations, which would allow to better exploit cognition in order to optimally allocate power in less interfered frequency bins), the inclusion of estimation errors, and the extension to the situation where multiple radars and/or multiple communication devices share the same spectrum. Also, many future works focused on specific application areas can be envisioned, with important practical and industrial outcomes.

APPENDIX

Let $\boldsymbol{\mu} = (\mu_1 \cdots \mu_U)^T$ denote the Lagrangian multiplier associated with the linear matrix inequality constraints of Problem (18); then, the Lagrangian takes the form

$$\mathcal{L}(C, \mu) = \frac{\lambda}{\eta W \log_2 e} \text{Tr } C - \ln \det (I_{MN} + FC)$$

$$+ \sum_{\ell=1}^U \mu_\ell \left(\text{Tr}(E_\ell C) - a_\ell\right)$$

$$= \text{Tr}(Z^2 \mu C) - \ln \det (I_{MN} + FC) - a^T \mu \quad (29)$$
where \( \mathbf{a} = (a_1 \cdots a_N)^T \). The dual function is \( g(\bm{\mu}) = \inf_{\mathbf{C} \succeq 0} \mathcal{L}(\mathbf{C}, \bm{\mu}) \) and can be found as follows.

Let \( \mathbf{Z} = \mathbf{Z}_n \mathbf{C} \mathbf{Z}_n \), then \(29\) can also be written as

\[
\mathcal{L}(\mathbf{C}, \bm{\mu}) = \text{Tr}(\mathbf{X}) - \ln \det (\mathbf{I}_N + \mathbf{Z}_n^{-1} \mathbf{FZ}_n^{-1} \mathbf{X} - \mathbf{a}^T \bm{\mu})
\]

(30)

Since \( \mathbf{Z}_n \) and \( \mathbf{C} \) are positive semidefinite, we have \( \mathbf{X} \succeq 0 \), and the minimization of \(30\) over \( \mathbf{X} \succeq 0 \) has a waterfilling-like solution. Specifically, since \( \mathbf{Z}_n^{-1} \mathbf{FZ}_n^{-1} = \mathbf{V}_n \Xi \mathbf{V}_n^H \), by Hadamard’s inequality \[96\] cfr. Th. 7.8.1], \(30\) is minimized if \( \Delta \) eigenvectors of \( \mathbf{X} \) are matched to \( \mathbf{V}_n \), and the corresponding eigenvalues, say \( \{x_\ell \} \ell=1,\ldots,\Delta \), are optimized; the remaining \( MN - \Delta \) eigenvalues, should instead be set equal to zero, as they can only increase the trace term in \(30\). The problem is, therefore,

\[
\max_{\{x_\ell \}_\ell=1} \sum_{\ell=1}^{\Delta} (x_\ell - \ln(1 + \xi_{\mu,\ell} x_\ell))
\]

(31)

and the solution is simply \( x_\ell = (1 - \xi_{\mu,\ell}^{-1})^+, \ell = 1, \ldots, \Delta \), so that \( \mathbf{X} = \mathbf{V}_n (\mathbf{I}_\Delta - \Xi_{\mu,\ell}^{-1}) \mathbf{V}_n^H \). In this case, \( \mathbf{C} = \mathbf{Z}_n^{-1} \mathbf{FZ}_n^{-1} \) as in \(19\), and \( g(\bm{\mu}) \) takes the form in \(22\).

Since Problem \(15\), and therefore Problem \(18\), is strictly feasible, strong duality holds \[88\]; there exist optimal variables using \(19\). The solution of Problem \(18\) can be recovered from the dual variables using \(19\).
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