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ABSTRACT
In this article, we study a certain type of boundary behaviour of positive solutions of the heat equation on the Euclidean upper half-space of $\mathbb{R}^{n+1}$. We prove that the existence of the parabolic limit of a positive solution of the heat equation at a point in the boundary is equivalent to the existence of the strong derivative of the boundary measure of the solution at that point. Moreover, the parabolic limit and the strong derivative are equal.

1. Introduction

We consider the heat equation

$$\Delta u(x, t) = \frac{\partial}{\partial t} u(x, t),$$

on the Euclidean upper half-space $\mathbb{R}^{n+1}_+ = \{(x, t) \mid x \in \mathbb{R}^n, t > 0\}$, where $\Delta = \sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2}$ is the Laplace operator on $\mathbb{R}^n$. The fundamental solution of the heat equation is the Gauss–Weierstrass kernel or the heat kernel of $\mathbb{R}^{n+1}_+$ and is given by

$$W(x, t) = \left(4\pi t\right)^{-\frac{n}{2}} e^{-\frac{|x|^2}{4t}}, \quad (x, t) \in \mathbb{R}^{n+1}_+.$$

In this article, by a measure $\mu$ we will always mean a complex Borel measure or a signed Borel measure such that the total variation $|\mu|$ is locally finite, that is, $|\mu|(K)$ is finite for all compact sets $K$. If $\mu(E)$ is nonnegative for all Borel measurable sets $E$ then $\mu$ will be called a positive measure. The Gauss–Weierstrass integral of a measure $\mu$ on $\mathbb{R}^n$ is given by the
The convolution
\[ W_\mu(x, t) = \int_{\mathbb{R}^n} W(x - y, t) \, d\mu(y), \quad x \in \mathbb{R}^n, \ t \in (0, \infty), \]
whenever the above integral exists. For measures on \( \mathbb{R}^n \) with well defined Gauss–Weierstrass integral the following Fatou-type result is well known [1, Theorem 3]: If for \( x_0 \in \mathbb{R}^n \)
\[ D_{sym}\mu(x_0) := \lim_{r \to 0} \frac{\mu(B(x_0, r))}{m(B(x_0, r))} = L, \] (1)
then
\[ \lim_{t \to 0} W_\mu(x_0, t) = L, \] (2)
where \( m \) denotes the \( n \)-dimensional Lebesgue measure and \( B(x_0, r) = \{ x \in \mathbb{R}^n : \|x - x_0\| < r \} \) is the open ball centred at \( x_0 \in \mathbb{R}^n \) and radius \( r > 0 \). It is also known that the converse implication is false in general (see [2, Theorem 3]). However, in [1, 2], it was proved that the existence of the limit (2) does imply (1) if \( \mu \) is positive. This was motivated by an earlier work of Loomis [3] (see also [4]) regarding converse of Fatou theorem for Poisson integral of positive measures. It then becomes natural to enquire for versions of the Fatou theorem and its converse for more general notion of convergence, namely the parabolic convergence (see Definition 2.4, i), of the Gauss–Weierstrass integrals of measures to boundary values. For \( n = 1 \), these questions were answered by Gehring [2]. To explain Gehring’s results, we will need some notation. For \( x_0 \in \mathbb{R}^n \) and \( \alpha > 0 \), we define the parabolic domain \( \mathcal{P}(x_0, \alpha) \subset \mathbb{R}^{n+1}_+ \) with vertex \( x_0 \) and aperture \( \alpha \) by
\[ \mathcal{P}(x_0, \alpha) = \{ (x, t) \in \mathbb{R}^{n+1}_+ : \|x - x_0\|^2 < \alpha t \}. \] (3)
By a positive solution of the heat equation, we shall always mean a solution of the heat equation that is nonnegative. Gehring’s result uses the following characterization of positive solutions of the heat equation due to Widder [5, Theorem 6]: if \( u \) is a positive solution of the heat equation on \( \mathbb{R}^2_+ \) then there exists a nondecreasing function \( \beta \) defined on \( \mathbb{R} \) such that
\[ u(x, t) = \int_{\mathbb{R}} W(x - y, t) \, d\beta(y), \quad x \in \mathbb{R}, \ t > 0. \]
We note that monotonicity of the function \( \beta \) implies almost everywhere existence of its derivative \( \beta' \). The following are the results of Gehring [2, Theorem 2, Theorem 5] whose higher dimensional generalization is the main topic of this paper.

**Theorem 1.1:** Suppose \( u \) is a positive solution of the heat equation on \( \mathbb{R}^2_+ \), \( x_0 \in \mathbb{R} \) and \( \beta \) as above.

1. If \( \beta'(x_0) = L \) then for each \( \alpha > 0 \),
\[ \lim_{(x, t) \to (x_0, 0) \atop (x, t) \in \mathcal{P}(x_0, \alpha)} u(x, t) = L. \]
(2) If for two distinct real numbers $\alpha_1, \alpha_2$
\[
\lim_{t \to 0} u(x_0 + \alpha_1 \sqrt{t}, t) = L = \lim_{t \to 0} u(x_0 + \alpha_2 \sqrt{t}, t),
\]
then $\beta'(x_0) = L$.

A remarkable consequence of this result is the fact that if a positive solution $u$ of the heat equation converges to the same limiting value along two different parabolic paths through $(x_0, 0)$ then it converges to the same value through all $P(x_0, \alpha)$.

It is known that positive solutions of the heat equation on $\mathbb{R}^{n+1}_+, n \geq 1$, are given by Gauss–Weierstrass integrals of positive measures defined on $\mathbb{R}^n$. However, it is not clear how to interpret the derivative $\beta'$ (appearing in the theorem above) in higher dimension. In this paper, we show that a possible approach to solve this problem is to consider the so-called strong derivative of measures (see Definition 2.4, ii). The main tool used in the proof of Theorem 1.1 is Wiener’s Tauberian theorem. But it is not at all clear at the moment whether the same approach can be adapted to prove the corresponding result for $\mathbb{R}^n$, $n > 1$.

The proof of our main result (Theorem 3.2) uses a completely different technique which can be traced back to a work of Ramey and Ullrich [6] on nontangential convergence of positive harmonic functions on $\mathbb{R}^{n+1}_+$. It is worth pointing out that a recent result of Bar [7] on generalization of Montel’s theorem (see Lemma 2.8) plays a crucial role in the proof of our main theorem. It is this result which prohibits us from extending converse of Fatou theorem for more general approximate identities other than Poisson kernel or heat kernel.

This paper is organized as follows: in the next section, we state and prove all the results needed to prove the main theorem, Theorem 3.2. The statement and proof of this theorem is given in the last section.

2. Preliminaries

We start with the following simple result regarding Gauss–Weierstrass integral of measures (see [8, Theorem 4.4]).

**Lemma 2.1:** Suppose $\mu$ is a measure on $\mathbb{R}^n$ such that $W_\mu(x_0, t_0)$ is finite at some point $(x_0, t_0) \in \mathbb{R}^{n+1}_+$. Then $W_\mu$ is well defined and is a solution of the heat equation in $\{(x, t) | x \in \mathbb{R}^n, t \in (0, t_0)\}$.

Let $M$ denote the set of all positive measure $\mu$ on $\mathbb{R}^n$ whose Gauss–Weierstrass integral exists on $\mathbb{R}^{n+1}_+$. In view of the previous lemma, we have

$$M = \{\mu \text{ is a positive measure on } \mathbb{R}^n : W_\mu(0, t) \text{ is finite for all } t \in (0, \infty)\}.$$

For $(x, t) \in \mathbb{R}^{n+1}_+$, we set

$$h(x) = W(x, 1) = (4\pi)^{-n/2} e^{-\|x\|^2/4}.$$

Then we have

$$W(x, t) = t^{-\frac{n}{2}} h \left( \frac{x}{\sqrt{t}} \right) = h_{\sqrt{t}}(x), \quad (x, t) \in \mathbb{R}^{n+1}_+. $$
For a measurable function $f$ defined on $\mathbb{R}^n$, its Gauss–Weierstrass integral is given by

$$Wf(x, t) = f * h_{\sqrt{t}}(x), \quad (x, t) \in \mathbb{R}^{n+1}_+,$$

whenever the above convolution makes sense. From now onwards, whenever an integral is involved, we will write $dx$ instead of $dm(x)$. It is well known that if $f \in C_c(\mathbb{R}^n)$ then $Wf(\cdot, t)$ converges to $f$ uniformly as $t$ goes to zero. However, a stronger result is true.

**Lemma 2.2:** If $f \in C_c(\mathbb{R}^n)$, then

$$\lim_{t \to 0} \frac{Wf(\cdot, t)}{h} = \frac{f}{h},$$

uniformly on $\mathbb{R}^n$.

**Proof:** We assume that $\text{supp} f \subset B(0, R)$ for some $R > 0$. Since $h$ is bounded below by a positive number on $B(0, 2R)$,

$$\lim_{t \to 0} \frac{Wf(x, t)}{h(x)} = \frac{f(x)}{h(x)},$$

uniformly for $x \in B(0, 2R)$. Hence, it suffices to prove that

$$\lim_{t \to 0} \frac{Wf(\cdot, t)}{h} = 0$$

uniformly for $x \in \mathbb{R}^n \setminus B(0, 2R)$. We write

$$\frac{Wf(x, t)}{h(x)} = \frac{1}{h(x) t^{\frac{n}{2}}} \int_{B(0,R)} f(y) h\left(\frac{x - y}{\sqrt{t}}\right) dy, \quad x \in \mathbb{R}^n \setminus B(0, 2R). \quad (4)$$

For $\|x\| \geq 2R$ and $\|y\| < R$, it follows from the triangle inequality that

$$\|x - y\| \geq \|x\| - \|y\| > \frac{\|x\|}{2}. \quad (5)$$

Since $h$ is radially decreasing and $\text{supp} f \subset B(0, R)$, we get from (4) that

$$\left| \frac{Wf(x, t)}{h(x)} \right| \leq \frac{1}{h(x) t^{\frac{n}{2}}} \int_{B(0,R)} |f(y)| h\left(\frac{x - y}{\sqrt{t}}\right) dy \leq \frac{1}{h(x) t^{\frac{n}{2}}} \int_{B(0,R)} |f(y)| h\left(\frac{x}{2\sqrt{t}}\right) dy \leq \frac{h\left(\frac{x}{2\sqrt{t}}\right)}{h(x) t^{\frac{n}{2}}} \|f\|_{L^1(\mathbb{R}^n)}.$$
Lemma 2.3: If \( v \in M \) and \( f \in C_c(\mathbb{R}^n) \) then for each fixed \( t > 0 \),

\[
\int_{\mathbb{R}^n} Wf(x, t) \, dv(x) = \int_{\mathbb{R}^n} Wv(x, t)f(x) \, dx.
\]

Proof: If \( v \) is finite, then the result can be easily proved for \( f \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \). For a general \( v \in M \), the result follows by interchanging integrals provided

\[
\int_{\mathbb{R}^n} \int_{\text{suppf}} |f(y)| W(x - y, t) \, dy \, dv(x) < \infty.
\]

We assume that \( \text{suppf} \subset B(0, R) \) for some \( R > 0 \). Now,

\[
\int_{\mathbb{R}^n} \int_{B(0, R)} |f(y)| W(x - y, t) \, dy \, dv(x)
\]

\[
= (4\pi t)^{-\frac{n}{2}} \left( \int_{B(0,2R)} \int_{B(0,R)} e^{-\frac{|x-y|}{4t}} |f(y)| \, dy \, dv(x) \right.
\]

\[
+ \int_{B(0,2R)^C} \int_{B(0,R)} e^{-\frac{|x-y|^2}{4t}} |f(y)| \, dy \, dv(x) \left. \right)
\]

\[
\leq (4\pi t)^{-\frac{n}{2}} \left( \int_{B(0,2R)} \int_{B(0,R)} |f(y)| \, dy \, dv(x) + \int_{B(0, 2R)^C} \int_{B(0,R)} e^{-\frac{|x-y|^2}{4t}} |f(y)| \, dy \, dv(x) \right)
\]

(by the inequality (5))

\[
\leq (4\pi t)^{-\frac{n}{2}} v(B(0, 2R)) \|f\|_{L^1(\mathbb{R}^n)} + 4\pi \|f\|_{L^1(\mathbb{R}^n)} Wv(0, 4t).
\]

The last quantity is finite as \( v \in M \). This completes the proof. \( \blacksquare \)

The following notions will be used throughout the paper.

Definition 2.4:

(i) A function \( u \) defined on \( \mathbb{R}^{n+1}_+ \) is said to have parabolic limit \( L \in \mathbb{C} \), at \( x_0 \in \mathbb{R}^n \) if for each \( \alpha > 0 \)

\[
\lim_{(x,t) \to (x_0,0)} u(x,t) = L,
\]

where \( \mathcal{P}(x_0, \alpha) \) is as defined in (3).

(ii) Given a measure \( \mu \) on \( \mathbb{R}^n \), we say that \( \mu \) has strong derivative \( L \in \mathbb{C} \) at \( x_0 \) if

\[
\lim_{r \to 0} \frac{\mu(x_0 + rB)}{m(rB)} = L
\]

holds for every open ball \( B \subset \mathbb{R}^n \). Here, \( rE = \{rx \mid x \in E\}, \, r > 0, \, E \subset \mathbb{R}^n \). The strong derivative of \( \mu \) at \( x_0 \), if it exists, is denoted by \( D\mu(x_0) \).

(iii) A sequence of functions \( \{u_j\} \) defined on \( \mathbb{R}^{n+1}_+ \) is said to converge normally to a function \( u \) if \( \{u_j\} \) converges to \( u \) uniformly on compact subsets of \( \mathbb{R}^{n+1}_+ \).
A sequence of functions \( \{u_j\} \) defined on \( \mathbb{R}^{n+1}_+ \) is said to be locally bounded if given any compact set \( K \subset \mathbb{R}^{n+1}_+ \), there exists a positive constant \( C_K \) such that for all \( j \) and all \( x \in K \)

\[ |u_j(x)| \leq C_K. \]

A sequence \( \{\mu_j\} \) of positive measures on \( \mathbb{R}^n \) is said to converge to a positive measure \( \mu \) on \( \mathbb{R}^n \) in weak* if

\[ \lim_{j \to \infty} \int_{\mathbb{R}^n} \phi(y) \, d\mu_j(y) = \int_{\mathbb{R}^n} \phi(y) \, d\mu(y), \]

for all \( \phi \in C_c(\mathbb{R}^n) \).

**Remark 2.1:**

1. It is clear from the definition above that if \( D\mu(x_0) = L \) then \( D_{\text{sym}}\mu(x_0) = L \). However, the converse is not true and can be seen from the following elementary example. Consider the measure \( d\mu = \chi_{[0,1]} \, dm \) on \( \mathbb{R} \). Then

\[ D_{\text{sym}}\mu(0) = \lim_{h \to 0} \frac{\mu((-h,h))}{m((-h,h))} = \lim_{h \to 0} \frac{1}{2h} \int_0^h \, dx = \frac{1}{2}. \]

However, the strong derivative of \( \mu \) at zero does not exist. To see this, consider an interval of the form \( I_1 = (x-t, x+t) \) with \( 0 < t < x \). Then for all positive \( r \) smaller than \( 1/(x+t) \) we see that \( rI_1 \) is a subset of \([0,1]\) and hence

\[ \lim_{r \to 0} \frac{\mu(rI_1)}{m(rI_1)} = 1. \]

On the other hand, if we choose \( I_2 = (x-t, x+t) \) with \( x < 0 \) and \( 0 < t < -x \), then for all \( r > 0 \), \( rI_2 \) and \([0,1]\) are disjoint. Hence

\[ \lim_{r \to 0} \frac{\mu(rI_2)}{m(rI_2)} = 0. \]

It follows that \( D\mu(0) \) does not exist.

2. It is important to note that the results of Gehring, alluded to in the introduction, can also be stated in terms of the strong derivative of measures. The crux of the matter is the following: if \( \beta : \mathbb{R} \to \mathbb{R} \) is a nondecreasing, left continuous function giving rise to a measure \( \mu_\beta \) with \( \mu_\beta([a,b)) = \beta(b) - \beta(a) \), then \( \beta'(x_0) = A \) if and only if \( D\mu_\beta(x_0) = A \). Indeed, if \( D\mu_\beta(x_0) = A \), then for every interval of the form \( (a-s, a+s) \) with \( s > 0 \) we have

\[ A = \lim_{r \to 0^+} \frac{\mu_\beta((x_0 + ra - rs, x_0 + ra + rs))}{2rs} = \frac{\beta(x_0 + ra + rs) - \beta(x_0 + ra - rs)}{2rs}. \]

Now, by choosing \( a = s = 1/2 \) (a one dimensional speciality) we get

\[ A = \lim_{r \to 0^+} \frac{\beta(x_0 + r) - \beta(x_0)}{r}, \]

that is, the right-hand derivative of \( \beta \) at \( x_0 \) is \( A \). By choosing \( a = -1/2 \) and \( s = 1/2 \) we get that left-hand derivative of \( \beta \) at \( x_0 \) is also \( A \). Conversely, if \( \beta'(x_0) = A \), then
for any interval of the form $I = (a - s, a + s)$ we have
\[
\lim_{r \to 0} \mu_{\beta}(x_0 + rI) = \lim_{r \to 0} \frac{\beta(x_0 + ra + rs) - \beta(x_0 + ra - rs)}{2rs} \\
= \lim_{r \to 0} \left( \frac{\beta(x_0 + r(a + s)) - \beta(x_0)}{r(a + s)} \times \frac{a + s}{2s} \right. \\
\left. - \frac{\beta(x_0 + r(a - s)) - \beta(x_0)}{r(a - s)} \times \frac{a - s}{2s} \right) \\
= A.
\]
That is, $D\mu_{\beta}(x_0) = A$.

**Lemma 2.5**: Suppose $\{\mu_j \mid j \in \mathbb{N}\} \subset M$ and $\mu \in M$. If $\{W\mu_j\}$ converges normally to $W\mu$ then $\{\mu_j\}$ converges to $\mu$ in weak$^*$.

**Proof**: Let $f \in C_c(\mathbb{R}^n)$ with $\text{supp} f \subset B(0, R)$ for some $R > 0$. For any $t > 0$, we write
\[
\begin{align*}
\int_{\mathbb{R}^n} f(x) \, d\mu_j(x) &- \int_{\mathbb{R}^n} f(x) \, d\mu(x) \\
&= \int_{\mathbb{R}^n} (f(x) - Wf(x, t)) \, d\mu_j(x) + \int_{\mathbb{R}^n} Wf(x, t) \, d\mu_j(x) - \int_{\mathbb{R}^n} Wf(x, t) \, d\mu(x) \\
&\quad + \int_{\mathbb{R}^n} (Wf(x, t) - f(x)) \, d\mu(x). \\
&= I_1 + I_2 + I_3.
\end{align*}
\]
Given $\epsilon > 0$, by Lemma 2.2 we get some $t_0 > 0$, such that for all $x \in \mathbb{R}^n$
\[
\frac{|Wf(x, t_0) - f(x)|}{h(x)} < \epsilon.
\]
Using Lemma 2.3 it follows from (6) that
\[
\left| \int_{\mathbb{R}^n} f(x) \, d\mu_j(x) - \int_{\mathbb{R}^n} f(x) \, d\mu(x) \right| \\
\leq \int_{\mathbb{R}^n} |f(x) - Wf(x, t_0)| \, d\mu_j(x) + \int_{\mathbb{R}^n} |W\mu_j(x, t_0) - W\mu(x, t_0)||f(x)| \, dx \\
+ \int_{\mathbb{R}^n} |Wf(x, t_0) - f(x)| \, d\mu(x) \\
= I_1 + I_2 + I_3.
\]
Applying (7), it follows that
\[
I_1 = \int_{\mathbb{R}^n} \frac{|Wf(x, t_0) - f(x)|}{h(x)} h(x) \, d\mu_j(x) \leq \epsilon \int_{\mathbb{R}^n} h(x) \, d\mu_j(x) = \epsilon W\mu_j(0, 1),
\]
for all $j \in \mathbb{N}$. By the same argument, we also have
\[
I_3 \leq \epsilon W\mu(0, 1).
\]
Since \( \{W\mu_j\} \) converges to \( W\mu \) normally, the sequence \( \{W\mu_j(0,1)\} \), in particular, is bounded. Hence, taking \( A \) to be the supremum of \( \{W\mu_j(0,1) + W\mu(0,1)\} \), we get that

\[
I_1 + I_3 \leq 2A\epsilon.
\]

By normal convergence of \( \{W\mu_j\} \) to \( W\mu \), it follows that there exists \( j_0 \in \mathbb{N} \) such that for all \( j \geq j_0 \),

\[
\|W\mu_j - W\mu\|_{L^\infty(B(0,R) \times \{t_0\})} < \epsilon.
\]

Therefore, using compactness of the support of \( f \), we get that

\[
I_2 \leq \epsilon\|f\|_{L^1(\mathbb{R}^n)}.
\]

Hence, for all \( j \geq j_0 \)

\[
\left| \int_{\mathbb{R}^n} f(x) \, d\mu_j(x) - \int_{\mathbb{R}^n} f(x) \, d\mu(x) \right| \leq \epsilon(2A + \|f\|_{L^1(\mathbb{R}^n)}).
\]

This proves the result. \( \blacksquare \)

We will also need the following measure theoretic result proved in [6, Proposition 2.6].

**Lemma 2.6:** Suppose \( \{\mu_j\}, \mu \) are positive measures on \( \mathbb{R}^n \) and \( \{\mu_j\} \) converges to \( \mu \) in weak*. Then for some \( L \in [0, \infty) \), \( \mu = Lm \) if and only if \( \{\mu_j(B)\} \) converges to \( Lm(B) \) for every open ball \( B \subset \mathbb{R}^n \).

**Remark 2.2:** The above lemma was proved in [6] under certain restriction on \( \{\mu_j\} \) and \( \mu \). But it is not hard to see that the same proof works as well under the hypothesis of the lemma above.

We shall next state a result regarding comparison of the Hardy–Littlewood maximal function and the heat maximal function. This result is well known to the experts but since we could not find any reference of this result in the form in which it will be needed, we include a proof of it in the following. We recall that for a positive measure \( \mu \), its Hardy–Littlewood maximal function \( M_{HL}(\mu) \) is defined by

\[
M_{HL}(\mu)(x_0) = \sup_{r > 0} \frac{\mu(B(x_0, r))}{m(B(x_0, r))}, \quad x_0 \in \mathbb{R}^n.
\]

**Lemma 2.7:** If \( \mu \in M \) and \( \alpha > 0 \), then there exist positive constants \( c_\alpha \) and \( c_n \) such that

\[
c_n M_{HL}(\mu)(x_0) \leq \sup_{t > 0} W\mu(x_0, t^2) \leq \sup_{(x,t) \in \mathcal{P}(x_0,\alpha)} W\mu(x, t) \leq c_\alpha M_{HL}(\mu)(x_0), \quad (8)
\]

for all \( x_0 \in \mathbb{R}^n \). The constants \( c_n \) and \( c_\alpha \) are independent of \( x_0 \).
Proof: The second inequality is trivial as the set \( \{(x_0, t^2) \mid t > 0\} \) is contained in \( P(x_0, \alpha) \) for any \( \alpha > 0 \). The proof of the third inequality can be found in [9, P.137]. The first inequality is also easy, as for any \( t > 0 \),

\[
W_{\mu}(x_0, t^2) = (4\pi t^2)^{-\frac{n}{2}} \int_{\mathbb{R}^n} e^{-\frac{|x_0-y|^2}{4t^2}} \, d\mu(y)
\geq (4\pi)^{-\frac{n}{2}} t^{-n} \int_{B(x_0, 2t)} e^{-\frac{|x_0-y|^2}{4t^2}} \, d\mu(y)
\geq (4\pi)^{-\frac{n}{2}} t^{-n} \int_{B(x_0, 2t)} e^{-1} \, d\mu(y)
= e^{-1} m(B(0, 1)) 2^n (4\pi)^{-\frac{n}{2}} \mu(B(x_0, 2t)) / m(B(x_0, 2t)).
\]

Taking supremum over \( t \) on both sides we get

\[
c_n M_{HL}(\mu)(x_0) \leq \sup_{t>0} W_{\mu}(x_0, t^2), \tag{9}
\]

where \( c_n = e^{-1} m(B(0, 1)) 2^n (4\pi)^{-\frac{n}{2}} \).

To prove our main result, we will also need an analogue of Montel’s theorem for solutions of the heat equation. Using the well-known fact that the heat operator \( \frac{\partial}{\partial t} - \Delta \) is hypoelliptic on \( \mathbb{R}^{n+1}_+ \) one can get a Montel-type result for solutions of the heat equation from a very general theorem proved in [7, Theorem 4].

Lemma 2.8: Let \( \{u_j\} \) be sequence of solutions of the heat equation in \( \mathbb{R}^{n+1}_+ \). If \( \{u_j\} \) is locally bounded, then it has a subsequence which converges normally to a function \( v \) (defined on \( \mathbb{R}^{n+1}_+ \)) which is also a solution of the heat equation.

Like positive harmonic functions in \( \mathbb{R}^{n+1}_+ \) (they are given by convolution of measures with the Poisson kernel), we have similar characterization of the positive solutions of the heat equation.

Lemma 2.9 ([8, P.93–99]): Let \( u \) be a positive solution of the heat equation on \( \mathbb{R}^{n+1}_+ \). Then there exists a unique positive measure \( \mu \) on \( \mathbb{R}^n \) such that \( u = W_{\mu} \). In this case, we say that \( \mu \) is the boundary measure of \( u \).

Given a function \( F \) on \( \mathbb{R}^{n+1}_+ \) and \( r > 0 \), we consider a nonisotropic dilation of \( F \) given by

\[
F_r(x, t) = F(rx, r^2t), \quad (x, t) \in \mathbb{R}^{n+1}_+.
\]

Remark 2.3: This notion of non-isotropic dilation is crucial for us primarily because of the following reasons.

(i) If \( F \in C^2(\mathbb{R}^{n+1}_+) \) is a solution of the heat equation, then so is \( F_r \) for every \( r > 0 \). This follows easily by standard differentiation rules.

(ii) \((x, t) \in P(0, \alpha)\) if and only if \((rx, r^2 t) \in P(0, \alpha)\) for every \( r > 0 \).
Given \( \nu \in M \) and \( r > 0 \), we also define the dilate \( \nu_r \) of \( \nu \) by
\[
\nu_r(E) = r^{-n} \nu(rE),
\]
for every Borel set \( E \subset \mathbb{R}^n \). We now prove a simple lemma involving the above dilates, which will be used in the proof of our main result.

**Lemma 2.10:** If \( \nu \in M \), then for every \( r > 0 \), \( W(\nu_r) = (W\nu)_r \).

**Proof:** For \( E \subset \mathbb{R}^n \) a Borel set, using (11) it follows that
\[
\int_{\mathbb{R}^n} \chi_E \, d\nu_r = r^{-n} \int_{\mathbb{R}^n} \chi_{rE} \, d\nu = r^{-n} \int_{\mathbb{R}^n} \chi_{E} \left( \frac{x}{r} \right) \, d\nu(x).
\]
Hence, for all nonnegative measurable functions \( f \) we have
\[
\int_{\mathbb{R}^n} f(x) \, d\nu_r(x) = r^{-n} \int_{\mathbb{R}^n} f \left( \frac{x}{r} \right) \, d\nu(x).
\]
It now follows from the relation above that for all \((x, t) \in \mathbb{R}_+^{n+1} \),
\[
W(\nu_r)(x, t) = \int_{\mathbb{R}^n} W(x - y, t) \, d\nu_r(y) \\
= r^{-n} \int_{\mathbb{R}^n} W \left( x - \frac{y}{r}, t \right) \, d\nu(y) \\
= r^{-n} (4\pi t)^{-\frac{n}{2}} \int_{\mathbb{R}^n} e^{-\frac{\|x - \frac{y}{r}\|^2}{4t}} \, d\nu(y) \\
= (4\pi tr^2)^{-\frac{n}{2}} \int_{\mathbb{R}^n} e^{-\frac{\|x - y\|^2}{4tr^2}} \, d\nu(y) \\
= (W\nu)_r(x, t).
\]
\[\blacksquare\]

We end this section with a uniqueness theorem for solutions of the heat equation on \( \mathbb{R}_+^{n+1} \). For a solution \( u \) of the heat equation on \( \mathbb{R}_+^{n+1} \), the real analyticity of \( u(\cdot, t) \) is usually true for generic solutions of the heat equation but real analyticity of \( u(x, \cdot) \) is false in general. Nevertheless, the following uniqueness result holds.

**Lemma 2.11 ([10, Theorem 1.2]):** Let \( u \) be a solution of the heat equation in \( \mathbb{R}_+^{n+1} \). If \( u \) vanishes of infinite order in space-time at a point \((x_0, t_0) \in \mathbb{R}_+^{n+1} \), then \( u \) is identically zero.

Here, vanishing of infinite order in space-time at a point \((x_0, t_0) \) means that there exist a positive constant \( C \) and an open neighbourhood \( V \) of \((x_0, t_0) \) such that
\[
|u(x, t)| \leq C(\|x - x_0\| + |t - t_0|)^k,
\]
for all \( k \in \mathbb{N} \) and for all \((x, t) \in V \). For a related result, see [11, Corollary 5]. In particular, it follows from Lemma 2.11 that if \( u \) vanishes on a nonempty open subset of \( \mathbb{R}_+^{n+1} \), then it vanishes identically.
3. Main result

We shall first prove a special case of our main result. The proof of the main result will follow by reducing matters to this special case.

**Theorem 3.1:** Suppose $u$ is a positive solution of the heat equation on $\mathbb{R}^{n+1}$ and $L \in [0, \infty)$. If the boundary measure $\mu$ of $u$ is finite, then the following statements hold.

(i) If there exists $\eta > 0$, such that

$$\lim_{(x,t) \to (0,0)} u(x,t) = L,$$

then the strong derivative of $\mu$ at zero is also equal to $L$.

(ii) If the strong derivative of $\mu$ at zero is equal to $L$, then $u$ has parabolic limit $L$ at zero.

**Proof:** We first prove (i). We choose an open ball $B_0 \subset \mathbb{R}^n$, a sequence of positive real numbers $\{r_j\}$ converging to zero and consider the quotient

$$M_j = \frac{\mu(r_jB_0)}{m(r_jB_0)}.$$

Assuming (12), we will prove that $\{M_j\}$ is a bounded sequence and every convergent subsequence of $\{M_j\}$ converges to $L$. We first choose a positive real number $s$ such that $B_0$ is contained in $B(0, s)$. Then

$$M_j \leq \frac{\mu(r_jB(0, s))}{m(r_jB_0)} = \frac{\mu(r_jB(0, s))}{m(r_jB(0, s))} \frac{m(B(0, s))}{m(B_0)} \leq \frac{m(B(0, s))}{m(B_0)} M_{HL}(\mu)(0).$$

(13)

Since $\mu$ is the boundary measure for $u$ we have that

$$u(x, t) = W\mu(x, t), \quad \text{for all } (x, t) \in \mathbb{R}^{n+1}.$$

By hypothesis, $u(0, t^2)$ converges to $L$ as $t$ tends to zero which implies, in particular, that there exists a positive number $\beta$ such that

$$\sup_{t < \beta} u(0, t^2) < \infty.$$

Since $\mu$ is a finite measure we also have

$$W\mu(0, t^2) \leq (4\pi t^2)^{-\frac{n}{2}} \int_{\mathbb{R}^n} d\mu,$$

and hence

$$\sup_{t \geq \beta} u(0, t^2) = \sup_{t \geq \beta} W\mu(0, t^2) \leq \sup_{t \geq \beta}(4\pi t^2)^{-\frac{n}{2}} \mu(\mathbb{R}^n) \leq (4\pi \beta^2)^{-\frac{n}{2}} \mu(\mathbb{R}^n) < \infty.$$

(14)

It follows that $u(0, t^2)$ is a bounded function of $t \in (0, \infty)$. Lemma 2.7, now implies that $M_{HL}(\mu)(0)$ is finite. Boundedness of the sequence $\{M_j\}$ is now a consequence of the inequality (13).
It remains to prove that every convergent subsequence of \( \{M_j\} \) converges to \( L \). We choose a convergent subsequence of \( \{M_j\} \), for the sake of simplicity, again denoted by \( \{M_j\} \). For \( j \in \mathbb{N} \), we define

\[
u_j(x, t) = u(r_j x, r_j^2 t), \quad (x, t) \in \mathbb{R}^{n+1}_+.
\]

Then by Remark 2.3, i), \( \{u_j\} \) is a sequence of solutions of the heat equation in \( \mathbb{R}^{n+1}_+ \). We claim that \( \{u_j\} \) is locally bounded. To see this, choose any compact set \( K \subset \mathbb{R}^{n+1}_+ \). Then there exists a positive number \( \alpha \) such that \( K \) is contained in the parabolic region \( \mathbb{P}(0, \alpha) \).

Indeed, we consider the map

\[
(x, t) \mapsto \frac{\|x\|^2}{t}, \quad (x, t) \in \mathbb{R}^{n+1}_+.
\]

Clearly, this map is continuous. As \( K \) is compact, image of \( K \) under this map is bounded and hence there exists a positive real number \( \alpha \) such that

\[
\frac{\|x\|^2}{t} < \alpha, \quad \text{for all} \ (x, t) \in K.
\]

Using the invariance of \( \mathbb{P}(0, \alpha) \) under nonisotropic dilation (see Remark 2.3, (ii)) and Lemma 2.7, it follows that for all \( j \in \mathbb{N} \)

\[
\sup_{(x,t) \in \mathbb{P}(0,\alpha)} u_j(x, t) \leq \sup_{(x,t) \in \mathbb{P}(0,\alpha)} u(x, t) \leq c\alpha M_{HL}(\mu)(0).
\]

Hence, \( \{u_j\} \) is locally bounded. Lemma 2.8 now guarantees the existence of a subsequence \( \{u_{jk}\} \) of \( \{u_j\} \) which converges normally to a positive solution \( v \) of the heat equation in \( \mathbb{R}^{n+1}_+ \). We claim that for all \( (x, t) \in \mathbb{R}^{n+1}_+ \)

\[
v(x, t) = L = W(Lm)(x, t). \tag{15}
\]

To see this, choose any \( (x_0, t_0) \in \mathbb{P}(0, \eta) \). Since \( \{r_{jk}\} \) converges to zero as \( k \) goes to infinity and \( u(x, t) \) has limit \( L \), as \( (x, t) \) tends to \((0, 0)\) within \( \mathbb{P}(0, \eta) \),

\[
v(x_0, t_0) = \lim_{k \to \infty} u_{jk}(x_0, t_0) = \lim_{k \to \infty} u(r_{jk} x_0, r_{jk}^2 t_0) = L,
\]
as \( (r_{jk} x_0, r_{jk}^2 t_0) \in \mathbb{P}(0, \eta) \) for all \( j, k \in \mathbb{N} \). It is now immediate from the uniqueness result (see the discussion following Lemma 2.11) that \( v \) is the constant function \( L \) which settles the claim. On the other hand, by Lemma 2.10

\[
u_{jk}(x, t) = u(r_{jk} x, r_{jk}^2 t) = (W\mu)(r_{jk} x, r_{jk}^2 t) = W(\mu_{r_{jk}})(x, t). \tag{16}
\]

It follows from (15) and (16) that \( \{W(\mu_{r_{jk}})\} \) converges normally to \( W(Lm) \). It follows from Lemma 2.5 that the sequence of measures \( \{\mu_{r_{jk}}\} \) converges to \( Lm \) in weak* and hence by Lemma 2.6, \( \{\mu_{r_{jk}}(B)\} \) converges to \( Lm(B) \) for every ball \( B \subset \mathbb{R}^n \). Therefore,

\[
Lm(B_0) = \lim_{k \to \infty} \mu_{r_{jk}}(B_0) = \lim_{k \to \infty} r_{jk}^{-n} \mu(r_{jk} B_0)
\]

\[
= \lim_{k \to \infty} \frac{\mu(r_{jk} B_0)}{m(r_{jk} B_0)} m(B_0) = m(B_0) \lim_{k \to \infty} M_{jk}.
\]

This implies that the sequence \( \{M_{jk}\} \) converges to \( L \) and hence, so does \( \{M_j\} \). This completes the proof of (i).
Now, we prove (ii). We suppose that the strong derivative of $\mu$ at zero is equal to $L$ but the parabolic limit of $u$ at zero is not equal to $L$. Then there exists a positive number $\alpha$ and a sequence $(x_j, t_j^2) \in P(0, \alpha)$ with $(x_j, t_j^2)$ converging to $(0, 0)$ but $\{u(x_j, t_j^2)\}$ fails to converge to $L$. Since the limit defining $D\mu(0)$ exists finitely (in fact, equal to $L$) it follows, in particular, that

$$\sup_{0 < r < 1} \frac{\mu(B(0, r))}{m(B(0, r))} < \infty.$$  

Finiteness of the measure $\mu$ and Lemma 2.7 then implies that

$$\sup_{(x, t) \in P(0, \alpha)} u(x, t) \leq c_\alpha M_{HL}(\mu)(0) < \infty.$$  

This shows that $\{u(x_j, t_j^2)\}$ is a bounded sequence. We then consider a convergent subsequence of this sequence, again denoted by $\{u(x_j, t_j^2)\}$, for the sake of simplicity, such that

$$\lim_{j \to \infty} u(x_j, t_j^2) = L'.$$  

We will prove that $L'$ is equal to $L$. Using the sequence $\{t_j\}$, we consider the dilates

$$u_{t_j}(x, t) = u(t_j x, t_j^2 t), \quad (x, t) \in \mathbb{R}^{n+1}_+.$$  

Arguments used in the first part of the proof shows that $\{u_{t_j}\}$ is a locally bounded sequence of positive solutions of the heat equation in $\mathbb{R}^{n+1}_+$. Hence, by Lemma 2.8, there exists a subsequence of $\{u_{t_j}\}$ which converges normally to a positive solution $v$ of the heat equation in $\mathbb{R}^{n+1}_+$. Lemma 2.9 therefore shows that there exists $v \in М$ such that $v$ equals $Wv$. We now consider the sequence of dilates $\{\mu_k\}$ of $\mu$ by $\{t_{j_k}\}$ according to (11). An application of Lemma 2.10 then implies that $W\mu_k = u_{j_k}$. It follows that the sequence of functions $\{W\mu_k\}$ converges normally to $Wv$. By Lemma 2.5, we thus obtain weak* convergence of $\{\mu_k\}$ to $v$.

Since $D\mu(0) = L$, it follows that for any open ball $B \subset \mathbb{R}^n$,

$$\lim_{k \to \infty} \mu_k(B) = \lim_{k \to \infty} t_{j_k}^{-n} \mu(t_{j_k}B) = \lim_{k \to \infty} \frac{\mu(t_{j_k}B)}{m(t_{j_k}B)} m(B) = Lm(B).$$  

Hence by Lemma 2.6, $v = Lm$. As $v = Wv$ it follows that

$$v(x, t) = L, \quad \text{for all} (x, t) \in \mathbb{R}^{n+1}_+.$$  

This, in turn, implies that $\{u_{j_k}\}$ converges to the constant function $L$ normally in $\mathbb{R}^{n+1}_+$. On the other hand, we note that

$$u(x_{j_k}, t_{j_k}^2) = u \left( t_{j_k} \frac{x_{j_k}}{t_{j_k}}, t_{j_k}^2 \right) = u_{j_k} \left( \frac{x_{j_k}}{t_{j_k}}, 1 \right).$$  

Since $(x_{j_k}, t_{j_k}^2)$ belongs to the parabolic region $P(0, \alpha)$, for all $k \in \mathbb{N}$, it follows that

$$\left( \frac{x_{j_k}}{t_{j_k}}, 1 \right) \in \overline{B}(0, \sqrt{\alpha}) \times \{1\},$$
which is a compact subset of $\mathbb{R}^{n+1}$. Therefore,
\[
\lim_{k \to \infty} u(x_{jk}, t_{jk}^2) = L.
\]

In view of (17), we can thus conclude that $L'$ equals $L$. So, every convergent subsequence of the original sequence $\{u(x_j, t_j^2)\}$ converges to $L$. This contradicts our assumption that $\{u(x_j, t_j^2)\}$ fails to converge to $L$. This completes the proof. ■

Now, we are in a position to state and prove our main result.

**Theorem 3.2:** Suppose $u$ is a positive solution of the heat equation on $\mathbb{R}^{n+1}$ and suppose $x_0 \in \mathbb{R}^n$, $L \in [0, \infty)$. If $\mu$ is the boundary measure of $u$, then the following statements hold.

(i) If there exists $\eta > 0$ such that
\[
\lim_{(x, t) \to (x_0, 0)} u(x, t) = L,
\]
then the strong derivative of $\mu$ at $x_0$ is also equal to $L$.

(ii) If the strong derivative of $\mu$ at $x_0$ is equal to $L$, then $u$ has parabolic limit $L$ at $x_0$.

**Proof:** We consider the translated measure $\mu_0 = \tau_{-x_0} \mu$, where
\[
\tau_{-x_0} \mu (E) = \mu (E + x_0),
\]
for all Borel subsets $E \subset \mathbb{R}^n$. Using translation invariance of the Lebesgue measure, it follows from the definition of strong derivative that $D\mu_0(0)$ and $D\mu(x_0)$ are equal. Since $W\mu_0$ is given by the convolution of $\mu_0$ with $h_{\sqrt{t}}$ and translation commutes with convolution, it follows that
\[
W\mu_0 (x, t) = (h_{\sqrt{t}} \ast \tau_{-x_0} \mu)(x) = \tau_{-x_0} (h_{\sqrt{t}} \ast \mu)(x) = W\mu(x + x_0, t).
\]

We fix an arbitrary positive number $\alpha$. As $(x, t) \in \mathcal{P}(0, \alpha)$ if and only if $(x_0 + x, t) \in \mathcal{P}(x_0, \alpha)$, one infers from (18) that
\[
\lim_{(x, t) \to (0, 0)} W\mu_0 (x, t) = \lim_{(\xi, t) \to (0, 0)} W\mu (\xi, t).
\]

Hence, it suffices to prove the theorem under the assumption that $x_0$ is the origin. We now show that we can even take $\mu$ to be a finite measure. Let $\tilde{\mu}$ be the restriction of $\mu$ on the unit ball $B(0, 1)$. If $B(y, s)$ is any given open ball, then for all positive $r$ smaller than $(s + \|y\|)^{-1}$, it follows that $rB(y, s)$ is a subset of $B(0, 1)$. This in turn implies that the quantities $D\tilde{\mu}(0)$
and $D\tilde{\mu}(0)$ are equal. We now claim that

$$
\lim_{(x,t) \to (0,0)} W\mu(x,t) = \lim_{(x,t) \to (0,0)} W\tilde{\mu}(x,t). \tag{19}
$$

Once we prove this claim, the theorem follows straight away from Theorem 3.1 as $\alpha$ is arbitrary. In this regard, we first observe that

$$
\lim_{t \to 0} \int_{\mathbb{R}^n \setminus B(0,1)} W(x - y, t) \, d\mu(y) = 0,
$$

uniformly for $x \in B(0, 1/2)$. Indeed, using the expression of $W(x, t)$, and the elementary inequalities

$$
\|x - y\| > \frac{1}{2}, \quad \|x\| < \frac{\|y\|}{2},
$$

it follows for all $x \in B(0, 1/2)$ that

$$
\int_{\mathbb{R}^n \setminus B(0,1)} W(x - y, t) \, d\mu(y) \leq (4\pi t)^{-\frac{n}{2}} e^{-\frac{1}{2t}} \int_{\mathbb{R}^n \setminus B(0,1)} e^{-\frac{|y|^2}{2t}} \, d\mu(y), \quad \text{for } t \leq 1.
$$

As the latter expression goes to zero as $t$ tends to zero, the observation follows. Now,

$$
W\mu(x, t) = \int_{B(0,1)} W(x - y, t) \, d\mu(y) + \int_{\mathbb{R}^n \setminus B(0,1)} W(x - y, t) \, d\mu(y)
$$

$$
= W\tilde{\mu}(x, t) + \int_{\mathbb{R}^n \setminus B(0,1)} W(x - y, t) \, d\mu(y).
$$

Given any positive $\epsilon$, we get some $t_0 > 0$, such that for all $t \in (0, t_0)$, the integral on the right hand side of the equation above is smaller than $\epsilon$ for all $x \in B(0, 1/2)$. On the other hand, if we choose $t \in (0, 1/4\alpha)$, then it is immediate that

$$
P(0, \alpha) \cap \{(x, t) \in \mathbb{R}_+^{n+1} \mid t \in (0, 1/4\alpha)\} \subset B(0, 1/2) \times (0, 1/4\alpha).
$$

Hence, for all $(x, t) \in P(0, \alpha)$ with $t$ smaller that $\min\{t_0, 1/4\alpha\}$ we have

$$
|W\mu(x, t) - W\tilde{\mu}(x, t)| < \epsilon.
$$

This proves (19) and hence the theorem. \qed

As an immediate consequence of the theorem above we have the following.

**Corollary 3.3:** Suppose $u$ is a positive solution of the heat equation on $\mathbb{R}_+^{n+1}$. If there exists $x_0 \in \mathbb{R}^n$ and $L \in [0, \infty)$, such that for some $\eta > 0$

$$
\lim_{(x,t) \to (x_0,0)} u(x,t) = L,
$$

then for every $\alpha > 0$

$$
\lim_{(x,t) \to (x_0,0)} u(x,t) = L.
$$
Remark 3.1: It is important to note that Theorem 3.1 is an analogue of [6, Theorem 2.2] regarding nontangential convergence of positive harmonic functions in $\mathbb{R}^{n+1}_+$. In order to make the discussion self-contained, let us recall that a harmonic function $u$ in $\mathbb{R}^{n+1}_+$ is said to have nontangential limit $L \in \mathbb{C}$ at $x_0 \in \mathbb{R}^n$ if, for every $\alpha > 0$,

$$\lim_{(x,t) \to (x_0,0), (x,t) \in S(x_0,\alpha)} u(x, t) = L,$$

where $S(x_0,\alpha) = \{(x,t) \in \mathbb{R}^{n+1}_+: \|x-x_0\| < \alpha t\}$. The above-cited result of Ramey–Ullrich shows that a positive harmonic function $u$ has nontangential limit $L \in [0, \infty)$ at $x_0 \in \mathbb{R}^n$ if and only if the boundary measure of $u$ has strong derivative $L$ at $x_0$. However, if we consider parabolic limit of a positive harmonic function $u$ then the analogue of Theorem 3.1 for $u$ may not be true due to the fact that the parabolic domain $P(x_0, \alpha)$ contains tangential curves to the boundary. This follows from a classical result of Littlewood (for $n = 1$) which was extended by Aikawa [12, Theorem B] in higher dimensions.
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