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Abstract

We consider a system of particles performing a one-dimensional dyadic branching Brownian motion with space-dependent branching rate, negative drift $-\mu$ and killed upon reaching 0, starting with $N$ particles. More precisely, particles branch at rate $\frac{\rho}{2}$ in the interval $[0,1]$, for some $\rho > 1$, and at rate $1/2$ in $(1, +\infty)$. The drift $\mu(\rho)$ is chosen in such a way that, heuristically, the system is critical in some sense: the number of particles stays roughly constant before it eventually dies out. This particle system can be seen as an analytically tractable model for fluctuating fronts, describing the internal mechanisms driving the invasion of a habitat by a cooperating population. Recent studies from Birzu, Hallatschek and Korolev suggest the existence of three classes of fluctuating fronts: pulled, semi pushed and pushed fronts. Here, we rigorously verify and make precise this classification and focus on the semi pushed regime. More precisely, we prove the existence of two critical values $1 < \rho_1 < \rho_2$ such that for all $\rho \in (\rho_1, \rho_2)$, there exists $\alpha(\rho) \in (1,2)$ such that the rescaled number of particles in the system converges to an $\alpha$-stable continuous-state branching process on the time scale $N^{\alpha-1}$ as $N$ goes to infinity. This complements previous results from Berestycki, Berestycki and Schweinsberg for the case $\rho = 1$.
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1 Introduction

In this article, we are interested in the underlying dynamics of travelling wavefronts arising from certain reaction diffusion equations. Formally, the front is represented by a branching Brownian motion (BBM) with absorption at zero and negative drift $-\mu$. This system can be seen as a co-moving frame following the particles located at the tip of the front. In this framework, the drift $\mu$ is interpreted as the speed of the wave.

In this introductory section, we first motivate our analysis with the results of some recent studies and state an informal version of the main theorem in Section 1.1. In Section 1.2, we recall some well known facts on continuous-state branching processes. The model and the results are given in Section 1.3 and a sketch of the proof is outlined in Section 1.5. In Section 1.6, we explain the connection between the model defined in Section 1.1 and the generalised principal eigenvalue of the perturbed Laplacian on the half-line. We then discuss the link with previous work on pulled fronts and branching processes in Section 1.7 and give a biological interpretation of the result in Section 1.8.

1.1 Noisy FKPP-type equations and semi pushed fronts

This work is motivated by the results of recent work by Birzu, Hallatschek and Korolev [7, 8] on the noisy FKPP-type equation

$$u_t = \frac{1}{2} u_{xx} + ru(1-u)(1+Bu) + \frac{1}{\sqrt{N}} t(\gamma(t)W(t)), (1.1)$$
From a biological standpoint, Equation (1.1) models the invasion of an uncolonised habitat by a species: \( u \) corresponds to the population density, \( B \) is a positive parameter scaling the strength of cooperation between the individuals, \( N \) is the local number of particles at equilibrium, \( \Gamma \) stands for the strength of the demographic fluctuations and \( W \) is a Gaussian white noise. The numerical experiments and analytical arguments from [7,8] suggest the existence of three regimes in Equation (1.1): the pulled regime for \( B \leq 2 \), the semi pushed or weakly pushed regime for \( B \in (2, B_c) \), for some \( B_c > 2 \), and the fully pushed regime, for \( B \geq B_c \).

The notion of pulled and pushed waves was first introduced by Stokes [39] in PDE theory. The distinction between the pulled and pushed regime in Equation (1.1) relies on the asymptotic spreading speed \( v \) of the solutions of the limiting reaction diffusion equation (that is when \( N \to \infty \)),

\[
    u_t = \frac{1}{2} u_{xx} + f(u),
\]

where

\[
    f(u) = ru(1-u)(1+Bu).
\]

It is a known fact (see e.g. [21]) that Equation (1.2) has a one-parameter family of front solutions \( u(t,x) = \varphi_c(x-ct) \) for \( c \geq c_{\text{min}} \), for some \( c_{\text{min}} > 0 \). Moreover, it was shown [40] that the asymptotic spreading speed \( v \) of any solution to Equation (1.2) with compactly supported initial data is equal to the minimal speed \( c_{\text{min}} \). See [41, Chapter 1] for further details on the convergence of such solutions. An invasion is then said to be “pulled” if \( c_{\text{min}} \) coincides with the asymptotic speed \( c_0 \) of the linearised equation

\[
    u_t = \frac{1}{2} u_{xx} + f'(0)u,
\]

and “pushed” if \( c_{\text{min}} > c_0 \). In Equation (1.2), the transition between pulled and pushed fronts occurs at \( B = 2 \) [21]. As observed in [7], the addition of demographic fluctuations in (1.2) uncovers a third class of invasions: the semi pushed or weakly pushed regime. The effect of fluctuations on pulled fronts has already been widely studied in the literature. A rich theory based on the work of Brunet, Derrida and co-authors [10,12,13] describes the behaviour of the front solutions of (1.1) for \( B = 0 \). The spreading speed of these solutions admits a correction of order \( \log(N)^{-2} \) compared to the one of the limiting PDE (1.2). In this sense, fluctuations have a huge impact on pulled fronts (see Section 1.7 for further details). Besides, the genealogy at the tip of the front is expected to be described by a Bolthausen-Sznitman coalescent over a time scale of order \( \log(N)^3 \), which suggests that the particles located at the tip of the front evolve as a population undergoing natural selection.

On the other hand, pushed fronts are expected to be less sensitive. In [7], it is numerically observed that for \( B > B_c \), the fluctuations in the position of the front and in the genetic drift occur on a time scale of order \( N \), which may indicate the presence of Kingman’s coalescent (a coalescent with binary mergers). This is consistent with the fact that the population in the bulk behaves like a neutral population. However, for intermediate values of \( B \), that is \( B \in (2, B_c) \), the fluctuations appear on a shorter time scale, namely \( N^\gamma \) with \( \gamma \in (0,1) \). This intermediate region is defined as the semi pushed regime.

In this work, we propose an analytically tractable particle system to investigate the microscopic mechanisms leading to semi pushed invasions. This model is an extension of the one studied by Berestycki, Berestycki and Schweinsberg [2] to prove the conjecture on the genealogy of pulled fronts. Similarly, we are able to exhibit the time scale and the structure of the genealogy of our particle system. Based on the branching particle system analysed in [2], we consider a branching Brownian motion with absorption at 0, negative drift \(-\mu\) and a space-dependent branching rate \( r(x) \) of the form

\[
    r(x) = \frac{1}{2} + \frac{\rho - 1}{2} \mathbb{1}_{x \in [0,1]},
\]

for some \( \rho \geq 1 \). As mentioned above, this system is a toy model for what happens to the right of the front. Hence, the parameter \( \rho \) plays the same role as \( B \) in Equation (1.1) and thus scales the strength of the cooperation between the particles.

We assume that the system starts with \( N \) particles located at 1. We denote by \( N_t \) the number of particles alive in the particle system at time \( t \) and consider the rescaled number of particles \( \bar{N}_t = N_t / N \). Essentially, our result is the following:
Theorem 1.1 (informal version). There exists $1 < \rho_1 < \rho_2$ such that for all $\rho \in (\rho_1, \rho_2)$, there exists $\mu(\rho) > 1$ and $\alpha = \alpha(\rho) \in (1, 2)$ such that, if we consider the BBM with branching rate \( \frac{\mu}{\rho} \) and drift $-\mu(\rho)$, the process \( \mathcal{N}_{N_{t+\alpha}} \) converges in law to an $\alpha$-stable continuous-state branching process as $N$ goes to infinity.

This result is consistent with the observations made on the fluctuations in \cite{7} and with the genealogical structure proposed in \cite{8} for semi pushed fronts. Indeed, it is known that the genealogy corresponding to an $\alpha$-stable continuous-state branching process is given by a Beta($2 - \alpha, \alpha$)-coalocent \cite{6}.

We refer to Section 1.3 for a precise statement of Theorem 1.1 and to Section 1.2 for a definition of the continuous-state branching processes.

1.2 Continuous-state branching processes

We recall known facts about continuous-state branching processes (CSBP) and, more specifically, the family of $\alpha$-stable CSBP, for $\alpha \in [1, 2]$ (see e.g. \cite{3, 4}). A continuous-state branching process is a $[0, \infty]$-valued Markov process \( \mathcal{X}(t), t \geq 0 \) whose transition functions satisfy the branching property $p_t(x, \cdot) = p_t(x, \cdot) \ast p_t(\cdot, \cdot)$, which means that the sum of two independent copies of the process starting from $x$ and $y$ has the same finite-dimensional distributions as the process starting from $x + y$. It is well-known that continuous-state branching processes can be characterised by their branching mechanism, which is a function $\Psi : [0, \infty) \rightarrow \mathbb{R}$. If we exclude processes that can make an instantaneous jump to $\infty$, the function $\Psi$ is of the form

$$
\Psi(q) = \gamma q + \beta q^2 + \int_0^\infty (e^{-qx} - 1 + qx 1_{x \leq 1}) \nu(dx),
$$

where $\gamma \in \mathbb{R}$, $\beta \geq 0$, and $\nu$ is a measure on $(0, \infty)$ satisfying $\int_0^\infty (1 \wedge x^2) \nu(dx) < \infty$. If $(\mathcal{X}(t), t \geq 0)$ is a continuous-state branching process with branching mechanism $\Psi$, then for all $\lambda \geq 0$,

$$
E[e^{-\lambda \mathcal{X}(t)} \mid \mathcal{X}_0 = x] = e^{-x u_\lambda(\lambda)},
$$

where $u_\lambda(\lambda)$ can be obtained as the solution to the differential equation

$$
\frac{\partial}{\partial t} u_\lambda(\lambda) = -\Psi(u_\lambda(\lambda)), \quad u_0(\lambda) = \lambda.
$$

We will be interested in $\alpha$-stable CSBP for $\alpha \in [1, 2]$, for which the branching mechanism $\Psi$ is of the form

$$
\Psi(u) = \begin{cases} 
-\alpha u + bu^\alpha & \text{if } \alpha \in (1, 2], \\
-\alpha u + bu \log u & \text{if } \alpha = 1.
\end{cases}
$$

It is known that in this case, the CSBP does not explode in finite time, i.e. Grey’s condition is satisfied. The 2-stable CSBP is also known as the Feller diffusion and the 1-stable CSBP as Neveu’s CSBP.

1.3 The model: assumptions and main result

We consider a dyadic branching Brownian motion with killing at zero, negative drift $-\mu$ and position-dependent branching rate $r : [0, \infty) \rightarrow \mathbb{R}$ given by

$$
r(x) = \begin{cases} 
\rho/2 & x \in [0, 1], \\
1/2 & x > 1,
\end{cases}
$$

for some parameter $\rho \geq 1$. We denote by $\mathcal{N}_t$ the set of particles in the system at time $t$ and for all $v \in \mathcal{N}_t$, we denote by $X_v(t)$ the position of the particle $v$ at time $t$. Furthermore, we write $N_t = \# \mathcal{N}_t$ for the number of particles in the system at time $t$. The drift $\mu$ is chosen with respect to $\rho$ in such a
way that the number of particles in the system stays roughly constant. Depending on the value of \( \rho \), \( \mu \) is equal to 1 (pulled regime) or \( \mu \) is strictly larger than 1 (pushed regime).

In practice, \( \mu = \mu(\rho) \) is a function of \( \rho \) related to the principal generalised eigenvalue \( \lambda_1^\infty \) of a certain differential operator (see Section 1.5 for further details). More precisely, we have

- If \( \rho < 1 + \frac{\pi^2}{4} \), then
  \[
  \mu = 1. \tag{1.8}
  \]

- If \( \rho > 1 + \frac{\pi^2}{4} \), then \( \mu \) is the unique solution of
  \[
  \tan\left(\sqrt{\rho - \mu^2}\right) = -\frac{1}{\sqrt{\mu^2 - 1}}, \quad \text{such that} \quad \rho - \mu^2 \in \left[\frac{\pi^2}{4}, \pi^2\right]. \tag{1.9}
  \]

In terms of \( \lambda_1^\infty \), we have \( \lambda_1^\infty = 0 \) for \( \rho < 1 + \frac{\pi^2}{4} \), \( \lambda_1^\infty > 0 \) for \( \rho > 1 + \frac{\pi^2}{4} \) and the definition of \( \mu \) given by Equations (1.8) and (1.9) is equivalent to

\[
\mu = \sqrt{1 + 2\lambda_1^\infty}, \tag{1.10}
\]

so that
\[
\mu > 1 \iff \rho > 1 + \frac{\pi^2}{4}.
\]

The branching Brownian motion with absorption at 0, branching rate \( r(x) \) and drift \(-\mu\) is now fully defined. Let us define the exponent \( \alpha \): for \( \mu > 1 \), we set

\[
\alpha = \frac{\mu + \sqrt{\mu^2 - 1}}{\mu - \sqrt{\mu^2 - 1}}. \tag{1.11}
\]

We now define two regimes of interest for the parameter \( \rho \). The first one corresponds to the pushed regime:

\[
\rho > \rho_1, \quad \text{(H\textsubscript{push})}
\]

where

\[
\rho_1 = 1 + \frac{\pi^2}{4}.
\]

It turns out that the transition between the weakly pushed and the fully pushed regimes occurs when \( \alpha = 2 \), which corresponds to the critical value of \( \mu \),

\[
\mu_c = \frac{3}{4}\sqrt{2}. \tag{1.12}
\]

Therefore, the weakly pushed regime corresponds to the following range of the parameter \( \rho \):

\[
\rho_1 < \rho < \rho_2, \quad \text{(H\textsubscript{wp})}
\]

where \( \rho_2 \) is the unique solution of

\[
\tan\left(\sqrt{\rho - \mu_c^2}\right) = -\frac{1}{\sqrt{\mu_c^2 - 1}}, \quad \text{s.t.} \quad \rho - \mu_c^2 \in \left[\frac{\pi^2}{4}, \pi^2\right].
\]

In this regime, we have the following convergence result, which is the main result of this article:

**Theorem 1.2.** Assume that (H\textsubscript{wp}) holds and suppose that the system initially starts with \( N \) particles located at 1. Then there exists an explicit constant \( \sigma(\rho) > 0 \) such that, if we define \( \hat{N}_t = \sigma(\rho)N_t/N \), as \( N \to \infty \), the finite-dimensional distributions of the processes \((\hat{N}_t)_{t>0}\) converge to the finite-dimensional distributions of an \( \alpha \)-stable CSBP starting from 1, where \( \alpha \) is given by Equation (1.11).
A more general version of Theorem 1.2 is stated in Theorem 7.8. In addition, an explicit formula for \( \sigma(\rho) \) is given in Section 7.2 (see Equation 7.19). We strongly believe that this result can be completed with the study of the cases \( \rho \in [1, \rho_1) \) and \( \rho \in (\rho_2, +\infty) \). The expected convergence results are summarised in the following conjectures. This will be the subject of future work.

**Conjecture 1.** If \( \rho < \rho_1 \), under suitable assumptions on the initial configurations, the finite-dimensional distributions of the processes \( \{(N_t)_{t \geq 0} \} \) converge to the finite-dimensional distributions of a 1-stable (Neveu’s) CSBP starting from 1, as \( N \to \infty \).

**Conjecture 2.** If \( \rho > \rho_2 \), under suitable assumptions on the initial configurations, the finite-dimensional distributions of the processes \( \{(N_t)_{t \geq 0} \} \) converge to the finite-dimensional distributions of a Feller diffusion starting from 1, as \( N \to \infty \).

The proof of Theorem 1.2 relies on first and second moment estimates for several processes. The assumptions \( H_{\text{push}} \) and \( H_{\text{wp}} \) are used to estimate these moments in the \textit{weakly pushed} regime. The first moment estimates (see Sections 3.1 and 4.1) will be established under assumption \( H_{\text{push}} \), so that they can also be used to investigate the \textit{fully pushed} regime, whereas the second moment calculations will require the assumption \( H_{\text{wp}} \).

One can also investigate systems with more general branching rates of the form

\[
r(x) = 1 + \frac{\rho - 1}{2} f(x), \quad x \in [0, \infty),
\]

for a function \( f \) that is compactly supported (or even a function that converges quickly to zero). In this case, the spectrum and eigenvectors are not necessarily explicit, but one can still analyse the system using spectral theoretic methods.

### 1.4 Comparison with results on fluctuating fronts

In the particle system, we say that the pulled regime corresponds to \( \rho \in [1, \rho_1) \), the weakly pushed regime to \( \rho \in (\rho_1, \rho_2) \) and the fully pushed regime to \( \rho > \rho_2 \). From a biological standpoint, the process \( N_t \) is related to the \textit{number of descendants left by the early founders} mentioned in \cite{8}. Moreover, CSBPs can be seen as scaling limits of Galton-Watson processes, with associated genealogical structures \cite{3}. In this sense, the convergence results stated in Theorem 1.2 and in the two conjectures are consistent with the observations on the genealogical trees made in \cite{8}. In the pulled regime, the genealogy of the particles at the tip of the front is one of a population undergoing selection, that is a Bolthausen–Sznitman coalescent. We know since the work of \cite{4} that it is precisely the genealogy associated with Neveu’s CSBP. Similarly, we know that the genealogy associated to the \( \alpha \)-stable CSBP and the Feller diffusion are respectively the Beta\((2-\alpha, \alpha)\)-coalescent and Kingman’s coalescent \cite{6}. Again, this is exactly what is observed \cite{8}.

Moreover, note that the transitions between the three regimes occur at the same critical values of \( \mu \) and \( v \) (recall from Section 1.1 that \( v \) refers to the asymptotic spreading speed of the solutions of Equation (1.2)). Indeed, consider Equation (1.1) with \( r = \frac{1}{2} \). Therefore \( c_0 = 1 \) and the invasion speed \( v \) is given by 21

\[
v = v(B) = \begin{cases} \sqrt{2}\rho = 1 & \text{if } B \leq 2 \\ \frac{1}{2} \sqrt{r(B) + \frac{2}{B}} & \text{if } B > 2. \end{cases}
\]

(1.13)

In the particle system, note that the drift is also equal to 1 in the pulled regime (see Equation (1.8)). In both cases, the transition between the pushed and the pulled regime happens when the propagation speed, \( \mu \) or \( v \), becomes larger than 1, that is when \( \rho > 1 + \frac{2}{\mu} \) in the particle system and \( B > 2 \) in the noisy FKPP Equation (1.2). Similarly, the transition between weakly and fully pushed waves occurs for the same critical value of the invasion speed. Following \cite{7}, consider \( \tilde{\alpha} \) such that (see \cite{7} Equation (8))

\[
\tilde{\alpha} = \begin{cases} 1 + \frac{2\sqrt{1-c_0^2/v^2}}{1-\sqrt{1-c_0^2/v^2}} & \text{if } \frac{v}{c_0} \in (1, \frac{3}{4}\sqrt{2}) \\ \frac{3}{2} & \text{if } \frac{v}{c_0} \geq \frac{3}{4}\sqrt{2}. \end{cases}
\]

(1.14)
Birzu, Hallatschek and Korolev observe that the fluctuations in the pushed regime appear on a time scale $N^{\tilde{\alpha}-1}$, so that the transition between the weakly and fully pushed regimes occurs at $v = \frac{3}{4}\sqrt{2}c_0$. This is consistent with Theorem 1.2: if $r = \frac{1}{2}$, then $c_0 = 1$, so that the transition occurs at $v = \frac{3}{4}\sqrt{2}$, which corresponds to the critical value $\mu_c$ from Equation (1.12), delineating the semi pushed and the pushed regime. Moreover, note that, for $c_0 = 1$, we have

$$\tilde{\alpha} = \begin{cases} \frac{v + \sqrt{v^2 - 1}}{v - \sqrt{v^2 - 1}} & \text{if } v \in (1, \frac{3}{4}\sqrt{2}) \\ 2 & \text{if } v \geq \frac{3}{4}\sqrt{2}. \end{cases}$$

which seems to indicate the existence of a universality class given the definition of $\alpha$ (see Equation (1.11)). Besides, note that the exponent $\alpha$ (resp. $\tilde{\alpha}$) depends on $\rho$ (resp. $B$) only through the drift $\mu$ (resp. the speed $v$). This can be explained by the fact that the particles causing the jumps in the CSBP stay far away from the region in which the branching rate depends on $\rho$ (see below for further explanations).

We now investigate the asymptotic behaviour of $\mu$ and $v$ as the cooperation parameters $\rho$ and $B$ tend to their critical values. First, note that Equation (1.13) implies that, for $r = \frac{1}{2}$,

$$v(B) \sim \frac{1}{2} \sqrt{\frac{B}{2}} \quad \text{as } B \to +\infty.$$ 

On the other hand, by definition of $\mu$ (see Equation (1.9)), we have $\pi^2/4 \leq \mu^2 \leq \pi^2$, so that

$$\mu \sim \sqrt{\rho} \quad \text{as } \rho \to +\infty.$$ 

When $B \to 2$, $B > 2$, a second order Taylor expansion gives that

$$v(B) \sim 1 + \frac{(B - 2)^2}{16}.$$ 

Additionally, when $\rho \to \rho_1$, $\rho > \rho_1$, one can show that $\mu \to 1$ and the first order expansion of each term in Equation (1.9) gives

$$\mu^2 - 1 \sim \frac{1}{4} \left( \rho - 1 - \frac{\pi^2}{4} \right)^2,$$

so that we have

$$\mu \sim 1 + \frac{1}{8} \left( \rho - 1 - \frac{\pi^2}{4} \right)^2.$$ 

The similar asymptotic behaviours of $\mu$ and $\rho$, as well as the three regimes observed in the particle system support the hypothesis of the existence of a universality class. This is illustrated in Figure 1 and Figure 2.

### 1.5 Overview of the proof

The strategy of the proof is inspired by the work of Berestycki, Berestycki and Schweinsberg [2], who treated the case of a constant branching rate, that is $\rho = 1$. The main idea is to introduce an additional barrier at a point $L$, depending on $N$, in such a way that the jumps of the limit of the rescaled process $\bar{N}$ are caused by particles that reach $L$. In the case $\rho = 1$, one chooses $L = \log N + 3\log\log N$, and it is reasonable to believe that this choice will also be suitable for $\rho < \rho_1$. If $\rho \in (\rho_1, \rho_2)$, we instead choose a barrier at $L = C\log N$ for some $C > 0$. In this section, we outline the main ideas used to choose this barrier and to prove the convergence to the $\alpha$-stable CSBP in the case where $\rho \in (\rho_1, \rho_2)$.

As explained in [2], the role of the barrier is to capture the particles that cause a jump in the CSBP or, equivalently, that will have a number of descendants of order $N$ at a later time. Hence the barrier is chosen such that the number of descendants at a later time (but shorter than the time scale of the CSBP) is of order $N$. From this perspective, the behaviour of the particle system is the following:
Figure 1: The expansion velocity as a function of cooperativity. Figure (a): in the particle system. Graph of $\mu$ as a function of $\rho$ (see Equations (1.8) and (1.9)). The transition between the pulled and the pushed regimes occurs at $\rho_1 = 1 + \frac{\pi}{4} \approx 3.47$. Figure (b): in the PDE (1.2). Graph of $v$ as a function of $B$ (see Equation (1.13)) for $r = \frac{1}{2}$. The transition between the pulled and the pushed regimes occurs at $B = 2$. Note that $\mu$ and $v$ have the same asymptotic behaviour when $\rho$ and $B$ tend to $+\infty$.

1. Most of the time, the particles stay in the interval $[0, L]$. Therefore the system is well-approximated by a BBM with drift $-\mu$ and branching rate $r(x)$, killed at 0 and at the additional barrier $L$.

2. From time to time, on the time scale of the CSBP (which we expect to be $N^{\alpha-1}$) a particle reaches $L$. The barrier $L$ is chosen in such a way that the number of descendants of a particle hitting $L$ is of order $N$ after a short time (compared to the time scale of the CSBP).

3. In order to deal with these descendants, we let the particles reaching $L$ evolve freely during a time period which is large but of order 1. Following [2], one can, for example, fix some large constant $y$ and track the descendants when they first reach $L - y$. The number of such descendants will be a random quantity with tail $1/x^\alpha$. This random quantity will be proportional to an additive martingale of the BBM rooted at the particle that reaches $L$.

4. After this large (but independent of $L$) relaxation time, all particles are again in the interval $[0, L]$ and the system evolves as before.

Thanks to this sketch of the proof, one can infer a suitable value of $L$ and justify the definition of the parameter $\mu$. Indeed, the first step implies that most of the time, the system can be approximated by a heat equation in the interval $[0, L]$ with Dirichlet boundary conditions. In other words, if we denote by $N^L_t$ the set of particles in the BBM at time $t$ that have stayed in the interval $[0, L]$ until time $t$, the density of particles is given by the many-to-one lemma (see e.g. [27, p.188]):

**Lemma 1.3** (Many-to-one lemma). Let $p_t(x, y)$ be the fundamental solution to the PDE

$$
\begin{align*}
    u_t(t, y) &= \frac{1}{2}u_{yy}(t, y) + \mu u_y(t, y) + r(y)u(t, y) \\
    u(t, 0) &= u(t, L) = 0.
\end{align*}
$$

(A)

Then for every measurable positive function $f : \mathbb{R}_+ \to \mathbb{R}$, we have\footnote{The notation $E_x$ means that we start with one particle at position $x$.}

$$
E_x \left[ \sum_{v \in N^L_t} f(X_v(t)) \right] = \int_0^L p_t(x, y) f(y) \, dy.
$$
Figure 2: The expansion velocity as a function of cooperativity. Figure (a): in the particle system. Graph of $\mu$ as a function of $\rho$ (see (1.8) and (1.9)). The weakly pushed regime is observed when $\mu \in (1, \mu_c)$. The transition between the weakly pushed and fully pushed regime occurs at $\rho = \rho_2$ (see (Hwp)). Figure (b): in the PDE. Graph of $v$ as a function of $B$ (see Equation (1.13)) for $r = \frac{1}{2}$. In the noisy FKPP equation, the transition between weakly pushed and fully pushed waves occurs when $v = \mu_c$ (see (1.14)), which corresponds to $B = 4$.

The function $p_t$ can be deduced from the Sturm–Liouville theory. Since (A) is not self-adjoint, we first define a function $q_t$ in such a way that

$$p_t(x, y) = e^{\mu(x-y)} + \left(\frac{1}{2} - \frac{\mu^2}{4}\right)t q_t(x, y).$$

Then $q_t(x, y)$ is the fundamental solution to the self-adjoint PDE

$$\begin{cases}
u_t(t, x) = \frac{1}{2} \nu_{yy}(t, y) + \frac{\rho - 1}{2} u_{0,1}(y) u(t, y) \\ u(t, 0) = u(t, L) = 0,
\end{cases}$$

(B)

By the Sturm–Liouville theory, the eigenvalues of the Sturm–Liouville problem

$$\frac{1}{2} v''(x) + \frac{\rho - 1}{2} v(x) \mathbb{1}_{x < 1} = \lambda v \quad \text{on} \quad (0, L),$$

with boundary conditions $v(0) = v(L) = 0$, are simple and can be numbered

$$\lambda_1^L > \lambda_2^L > \cdots > \lambda_n^L > \cdots \rightarrow -\infty.$$  

We will prove that each $\lambda_n^L$ is increasing with respect to $L$. If $v_1, v_2, \ldots$ denote the corresponding eigenfunctions of unit $L^2$-norm, then $(v_i)$ is an orthonormal sequence, complete in $L^2([0, L])$, so that the function $q_t$ is given by

$$q_t(x, y) = \sum_{n=1}^{\infty} e^{\lambda_n^L t} v_n(x) v_n(y),$$

and hence,

$$p_t(x, y) = \sum_{n=1}^{\infty} e^{\mu(x-y) + (\lambda_n^L + \frac{1}{2} - \mu^2/2)t} v_n(x) v_n(y).$$

(1.17)
We say that \( p_t \) is the density of the BBM with branching rate \( r(x) \) and drift \(-\mu\), killed at 0 and \( L \), in the sense that, starting with a single particle at \( x \), the expected number of particles in a Borel subset \( B \) at time \( t \) is given by \( \int_B p_t(x,y)dy \). From these observations, \( \mu \) will be chosen in such a way that the mass loss in \( p_t \) stays controlled. Yet we will prove that, for \( \rho > \rho_1 \), a positive and isolated generalised eigenvalue \( \lambda_1^\infty \) emerges as \( L \to \infty \). Therefore we will choose \( \mu \) such that

\[
\mu = \sqrt{1 + 2\lambda_1^\infty},
\]

as stated in [1.10]. We will prove in Section 2.1 that this definition is equivalent to (1.9). In the case where \( \rho < \rho_1 \), the sequence \( (\lambda_1^t) \) converges to a non-positive continuous spectrum. In particular, \( \lambda_1^\infty = 0 \), so that \( \mu = 1 \).

For \( \rho > \rho_1 \) and sufficiently large \( t \), we show that

\[
p_t(x,y) \approx e^{r(x-y)+(\lambda_1^t-\lambda_1^{\infty})t}v_1(x)v_1(y).
\]

Therefore, the time scale over which particles reach \( L \) is of order \( (\lambda_1^{\infty} - \lambda_1^t)^{-1} \). The spectral analysis of the system (B) provides the existence of a constant \( C > 0 \) such that

\[
\lambda_1^\infty - \lambda_1^t \sim Ce^{-2\sqrt{2\lambda_1^\infty}L}.
\]

To simplify the notation we set

\[
\beta = \sqrt{2\lambda_1^\infty}.
\]

As we expect the time scale of the CSBP to be given by \( N^{\alpha-1} \) for some \( \alpha \in (1,2) \), the asymptotic behaviour of \( \lambda_1^t \) gives a first relation between \( \alpha \), \( N \) and \( L \), that is

\[
N^{\alpha-1} = e^{2\beta L}.
\]

The eigenfunction associated to the principal eigenvalue \( \lambda_1^t \) will play a crucial role in this analysis. We denote by \( w_t \) the eigenfunction that is of order \( 1 \) at \( L-1 \) and such that \( w_t(1) = \sinh(\sqrt{2\lambda_1^t(L-1)}). \)

Then, as in [2], we define process

\[
Z_t = \sum_{v \in \mathcal{N}_t} e^{\mu(X_v(t)-L)}w_t(X_v(t))1_{X_v(t) \in [0,L]}.
\]

As long as the particles stay in \([0,L]\), this process coincides with

\[
Z'_t = \sum_{v \in \mathcal{N}_t} e^{\mu(X_v(t)-L)}w_t(X_v(t)).
\]

The process \( Z'_t \) is a supermartingale since, by Lemma 1.3

\[
\mathbb{E}_x[Z'_t] = e^{(\lambda_1^t-\lambda_1^{\infty})t}Z'_0.
\]

The process \( Z_t \), and thus \( Z'_t \), governs the long-time behaviour of the particle system. Indeed, for \( t \) large enough, the expected number of particles in the system starting with a single particle at \( x \) will be given approximately by

\[
\mathbb{E}_x[N_t] \approx \int_0^L p_t(x,y)dy \approx e^{\mu x}v_1(x)e^{(\lambda_1^t-\lambda_1^{\infty})t} \int_0^L e^{-\mu y}v_1(y)dy.
\]

This is a consequence of Lemma 1.3 and Equation (1.18). We will show that the second integral converges to a positive limit and that \( v_1(x) \approx Ce^{-\beta L}w_1(x) \), so that

\[
\mathbb{E}_x[N_t] \approx Ce^{(\beta-\beta)\lambda}Z'_0,
\]

for \( t \ll e^{2\beta L} \). Thus, we will first prove Theorem 1.2 for \( Z_t \) instead of \( \bar{N}_t \) and then deduce the result for \( \bar{N}_t \).
Moreover, we claim that the barrier $L$ has to be chosen so that

$$N = e^{(\mu - \beta)L}. \quad (1.22)$$

Indeed, $L$ is fixed in such a way that the particles that reach $L$ have a number of descendants of order $N$ after a short time, on the time scale $e^{2\beta L}$. Yet, if we consider the system starting with a single particle close to $L$, say at $x = L - 1$, we get that $Z'_0$ is of order 1. Thus, (1.22) follows from Equation (1.21). In addition, we obtain that

$$\alpha = \frac{\mu + \beta}{\mu - \beta}, \quad (1.23)$$

which is equivalent to the definition (1.11), given Equations (1.10) and (1.19).

In light of Equations (1.21), (1.22) and (1.23), we claim that it is sufficient to prove that, as $L \to \infty$,

$$Z_{e^{2\beta L}t} \Rightarrow \Xi(t), \quad (1.24)$$

where $\Xi$ is an $\alpha$-stable CSBP, starting with a suitable initial configuration.

As explained in [8], the difference between the genealogical structures of the population for $\rho < \rho_1$, $\rho \in (\rho_1, \rho_2)$ and $\rho > \rho_2$ is explained by the fluctuations in the total number of descendants left by the early founders. In our particle system, this number of descendants is related to the number of offspring of a particle hitting the barrier $L$. We prove that the number $Z_y$ of these descendants reaching $L - y$ (for the first time) is such that

$$e^{(\mu - \beta)y}Z_y \Rightarrow W \quad \text{as} \quad y \to +\infty,$$

for some random variable $W$ satisfying

$$P(W > x) \sim \frac{C}{x^\alpha} \quad \text{as} \quad x \to +\infty.$$

The fact that $\alpha$ depends on $\rho$ only through the drift $\mu$ can be explained by this barrier at $L - y$: it can be chosen in such a way that the particles are stopped before they reach 1 so that they behave as a BBM with drift $-\mu$ and constant branching rate $\frac{1}{2}$.

The proof of the fact that the number of particles does not fluctuate too much when we add a barrier at $L$ will rely on an estimate of the second moment of $Z$.

**Lemma 1.4** (Many-to-two lemma, see [24], Theorem 4.15). Let $f$ and $p_t(x,y)$ be as in Lemma 1.3. Then

$$E_x \left[ \left( \sum_{v \in \mathbb{N}_t^L} f(X_v(t)) \right)^2 \right]$$

$$= \int_0^L p_t(x,y)f(y)^2 dy + \int_0^t \int_0^L p_s(x,y)2r(y)E_y \left[ \sum_{v \in \mathbb{N}_{t-s}^L} f(X_v(t-s)) \right]^2 dy ds.$$

To prove (1.24), we will follow the strategy developed in [31] in the case $\rho = 1$: we will show that the Laplace transform of $Z$ converges to that of $\Xi$ as $L \to \infty$. Once (1.24) is proved, one can deduce the same convergence result for $\tilde{N}_t$. It will be sufficient to prove that over a short time, on the time scale of the CSBP, $\tilde{N}$ and $Z$ do not vary much and that $\tilde{N}$ is well-approximated by $Z$ (see (1.21)) as in [2] Section 4.6 in the case $\rho = 1$.

We end this section with a reformulation of (H$\text{psh}$) and (H$\text{wp}$) in terms of $\lambda_1^\infty$, $\alpha$, $\mu$ and $\beta$ (the first assertion will be proved in Section 2.1).
A crucial role in the analysis will be played by the family of differential operators $T_\rho$, $\rho \in \mathbb{R}$, defined by

$$T_\rho u(x) = \begin{cases} \frac{1}{2} u''(x) + \frac{\rho}{2} 1_{[0,1]}(x)u(x), & x \in (0,1) \cup (1,\infty), \\ \lim_{z \to 1} T_\rho u(z), & x = 1. \end{cases}$$

with domain

$$\mathcal{D}_{T_\rho} = \{ u \in C^1((0,\infty)) \cap C^2((0,1) \cup (1,\infty)) : \lim_{x \to 0} u(x) = 0, \lim_{x \to 1} T_\rho u(x) \text{ exists} \}.$$

The operator $T_\rho$ is a perturbation of the Laplacian on the positive half-line by a function of compact support.

In this section, we recall a few well-known facts about such operators, based on Section 4.6 in [36]. These results are only given for continuous perturbations, but one can extend them to our particular perturbation by approximating the step function on $[0,1]$ by continuous functions. Actually, these facts will not be used in the following proofs, yet they provide a better understanding of the three regimes in the particle system. To this end, we first define the generalised principal eigenvalue and the Green function of the operator $T_\rho$.

Define the generalised principal eigenvalue of the operator $T_\rho$ by

$$\lambda_\ast(\rho) = \inf \{ \lambda \in \mathbb{R} : \exists u \in \mathcal{D}_{T_\rho} : u > 0 \text{ on } (0,\infty), T_\rho u = \lambda u \}.$$

Theorem 4.4.3 in [36] implies that $\lambda_\ast$ is a convex function of $\rho$ and Lipschitz-continuous with Lipschitz constant $1/2$.

Let $(B_t)$ be a standard Brownian motion starting at $x > 0$ and let $\tau = \inf \{ t \in (0,\infty) : B_t \notin (0,\infty) \}$. The Green function $G_\rho$ of the operator $T_\rho$ is the unique function such that, for all bounded measurable functions $g$, we have

$$\mathbb{E} \left[ \int_0^\tau \exp \left( \int_0^t \frac{\rho}{2} 1_{[0,1]}(B_s) ds \right) g(B_t) dt \right] = \int_0^\infty G_\rho(x,y)g(y)dy.$$

Similarly, one can define the Green function of the operator $T_\rho - \lambda$, denoted by $G_\rho^\lambda$, such that

$$\mathbb{E} \left[ \int_0^\tau \exp \left( \int_0^t \frac{\rho}{2} 1_{[0,1]}(B_s) - \lambda ds \right) g(B_t) dt \right] = \int_0^\infty G_\rho^\lambda(x,y)g(y)dy.$$

Recall from [36], Section 4.3, that an operator is called

- subcritical, if its Green function is finite (and hence positive harmonic functions, i.e. eigenfunctions of eigenvalue 0, exist),
- critical, if its Green function is infinite, but positive harmonic functions exist,
- supercritical, if no positive harmonic function exists.

It is well known that the Laplacian on the positive half-line, i.e. the unperturbed operator $T_0$, is subcritical in the sense of [36], i.e. its Green function is finite; in fact, it is expressed by $G_0(x,y) = 2x \wedge y$, $x,y > 0$. Furthermore, its generalised principal eigenvalue is $\lambda_\ast(0) = 0$. It then follows from Theorem 4.6.4 in [36] that there exists $\rho_c > 0$, such that $\lambda_\ast(\rho) = 0$ for all $\rho \leq \rho_c$ and $\lambda_\ast(\rho) > 0$ for all $\rho > \rho_c$. Moreover, $T_\rho$ is subcritical for $\rho < \rho_c$, critical for $\rho = \rho_c$ and supercritical for $\rho > \rho_c$. In fact, Theorem 4.7.2 in [36] implies that $T_\rho - \lambda_\ast(\rho)$ is critical for $\rho > \rho_c$.

These properties can be verified by elementary calculations, which also yield exact expressions for $\rho_c$ and $\lambda_c(\rho)$. We summarise these calculations in the following proposition:
Proposition 1.5. Define \( \rho_c = \pi^2/4 \). Define the function
\[
g(x) = \frac{\sin(x)}{x}, \quad x \in [\rho_c, \pi^2),
\]
where \( \sin(z) = \sin(z)/z \). Then \( g \) is an increasing and strictly convex function on \([\rho_c, \pi^2)\) with \( g(\rho_c) = \rho_c, \ g'(\rho_c) = 1 \) and \( g(x) \to +\infty \) as \( x \to \pi^2 \). Denote by \( g^{-1} \) its inverse, defined on \([\rho_c, \infty)\). Then
\[
\lambda_c(\rho) = \begin{cases} 
0 & \rho \leq \rho_c \\
\frac{1}{2}(\rho - g^{-1}(\rho)) & \rho > \rho_c.
\end{cases}
\]

The proof of this proposition can be found in Appendix A. One could go on calculating the positive eigenfunctions of the operator \( T_\rho \) for all \( \rho \). One would see that, for every \( \rho \in \mathbb{R} \) and every \( \lambda \geq \lambda_c(\rho) \), there exists a unique (up to a multiplicative constant) positive eigenfunction of eigenvalue \( \lambda \). For \( \lambda = \lambda_c(\rho) \), this function is affine on \([1, \infty)\) with positive slope for \( \rho < \rho_c \), and exponentially decreasing, with exponent \(-\sqrt{2\lambda_c(\rho)}\), on \([1, \infty)\), for \( \rho > \rho_c \). In fact, in the latter case, an eigenfunction is
\[
u(x) = \begin{cases} 
\sin(\sqrt{g^{-1}(\rho)}x) & \text{if } x \in [0, 1] \\
\sin(\sqrt{g^{-1}(\rho)}x)e^{-\sqrt{2\lambda_c(\rho)}(x-1)} & \text{if } x \in [1, \infty).
\end{cases}
\]

This function will play a crucial role in the system. Indeed, it corresponds to a harmonic function of the critical operator \( T_\rho - \lambda_c(\rho) \). According to Theorem 8.6 in [36], this function is the unique (up to positive multiples) invariant function for the transition measure associated to \( T_\rho - \lambda_c(\rho) \). Roughly speaking, this means that \( \nu \) is a stable configuration in the particle system. On the other hand, for \( \lambda > \lambda_c(\rho) \), the function grows exponentially on \([1, \infty)\) with exponent \( \sqrt{2\lambda} \).

Let us now go back to the differential operator \( \frac{1}{2}v'' + \mu v + r(x) \) from Equation \((A)\). Thanks to Equation \((1.15)\), the Green function \( G \) of this operator can be expressed thanks to \( G_{\rho-1} \),
\[
G(x, y) = e^{\mu(x-y)}G_{\rho-1}(x, y), \quad \text{for } \lambda = \frac{\mu^2 - 1}{2}.
\]
The value of \( \mu \) will be then chosen in such a way that the differential operator associated to \( A \) has a harmonic function. Then, for \( \rho - 1 < \rho_c \), it is sufficient to choose \( \mu = 1 \) since \( T_{\rho-1} \) is subcritical. For \( \rho - 1 > \rho_c \), we know that \( T_{\rho-1} - \lambda_c(\rho - 1) \) is critical. Therefore the corresponding Green function is infinite but the operator has harmonic functions. Hence we will choose the drift \( \mu \) such that
\[
\mu(\rho) = \sqrt{1 + 2\lambda_c(\rho - 1)}.
\]

Note that the limit \( \lambda_1^\infty \) of the maximal eigenvalues \( \lambda_1^\infty \) and the generalised principal eigenvalue \( \lambda_c(\rho - 1) \) coincide. This is a consequence of Theorem 4.1 in [36].

1.7 Related models

A rich theory has been developed in the case where \( B = 0 \) in \((1.1)\), which corresponds to a special case of the pulled regime. First, the equation
\[
u_t = \frac{1}{2} \nu_{xx} + \nu(1 - \nu) + \sqrt{\frac{u(1-u)}{N}} W(t, x)
\]
was studied in [12] to investigate the effect of demographic fluctuations on the FKPP equation. Indeed, if one removes the noise term in \((1.25)\), one obtains the FKPP equation, introduced by Fisher [20] and independently by Kolmogorov, Petrovskii and Piskounov [20], to describe the invasion of a stable phase \((u \approx 1)\) in an unstable phase \((u \approx 0)\). In this case, it is well-known [26] that \( c_{\text{min}} = c_0 = \sqrt{2\epsilon} \) so that the invasion is pulled.

As explained in [35], the FKPP equation can be seen as the hydrodynamic limit of many particle systems. However, the finite nature of the physical or biological system induces fluctuations, which can be modeled by adding multiplicative square root noise to the FKPP equation. Heuristically, this correction corresponds to the rescaled difference between the limiting PDE and the particle system.
In the style of a central limit theorem \[32\]. The addition of this noise term in Equation \(1.25\) makes the shape and position of the front fluctuate.

In \[12\], the authors explain how to infer the first order of the correction to the speed of the noisy fronts (compared to the deterministic fronts) thanks to a particle system. Since the fluctuations emerge at the leading edge of the front, they do not need to introduce a saturation rule in the particle system to deduce the correction to the velocity of the wave. Analysing the mechanisms driving the invasion, they conjecture that the fluctuations appear over a time scale of order \(\log(N)^3\). They deduce from this fact that the correction of the speed \(c_0\) is of order \(\log(N)^{-2}\). This statement was then rigorously proved in \[32\] in the case of the SPDE \(1.25\). This correction, that is much greater than expected \((1/\sqrt{N})\), underscores the large fluctuations in the pulled regime.

In \[13\] \[14\], the authors analyse a particle system with a fixed population size to investigate the genealogy at the tip of the invasion front in the pulled regime. The particles evolve in discrete time and, at each generation, independently give birth to exactly \(k\) children, scattered around the parental location. At the end of each generation, only the \(N\) rightmost individuals survive. This set of particles forms a cloud that does not diffuse and can be described by a front governed by \(1.25\) \[14\]. In this framework, they conjecture \[13\] that the genealogy of the particles in the cloud is described by a Bolthausen–Sznitman coalescent. The fact that the correction to the speed of this system is the same as the one for solutions of \(1.25\) was rigorously proved in \[1\] (in the case \(k = 2\)).

The conjecture on the genealogy stated in \[13\] \[14\] was proved under slightly different assumptions in \[2\]. Berestycki, Berestycki and Schweinsberg \[2\] considered a branching Brownian motion with absorption for a suitable choice of drift \(-\mu\). It is the branching property of the BBM that makes this system analytically tractable. The drift is then chosen to be supercritical, matching the correction to the speed of the noisy front conjectured in \[12\]; for each integer \(N\), they consider a dyadic BBM, with drift \(-\mu_N\), with

\[
\mu_N = \sqrt{1 - \frac{\pi^2}{(\log(N) + 3\log\log(N))^2}},
\]

starting, for instance, with \(N\log(N)^3\) particles at \(x = 1\). With the notation of Theorem \[1.2\] they obtain that, as \(N\) goes to \(\infty\), the processes \((N_{\log(N)}^t, \, t \geq 0)\) converge in law to Neveu’s continuous-state branching process. Using the results from \[4\], they deduce from this fact that the genealogy of the system is given by the Bolthausen–Sznitman coalescent. It was then shown in \[30\] that many ideas developed in \[2\] also hold in the case of a BBM with constant population size \(N\).

In this work, we are interested in the genealogy of the particles at the tip of the front for a more general form of reaction term in the limiting PDE. While the study in \[12\]\[13\] concerns FKPP fronts, that are classified as pulled, we focus on forcing terms of the form \(1.3\). In this case, the deterministic front in the limiting PDE can be either pulled \((B \leq 2)\) or pushed \((B > 2)\).

In the semi pushed regime, an \(\alpha\)-stable CSBP emerges in the limit in the particle system. This suggests that the genealogy of the particles is given by a Beta\((2 - \alpha, \alpha)\)-coalescent \[6\]. Mathematical models in which such a genealogical structure comes into play are not so common. Another particle system in which this limiting genealogy interpolates between the Kingman and the Bolthausen–Sznitman coalescents can be found in \[17\]. However, the relation between this model and the BBM analysed in this work is not clear. A transition between the Bolthausen–Sznitman and Kingman coalescents also appears in \[11\] but the genealogical structure emerging in the interpolation regime is given by a \(\Lambda\)-coalescent.

Recently, the asymptotic behaviour of various population models has been rigorously studied. In \[28\] and \[29\], the authors considered an inhomogeneous BBM, in which the difference between the branching rate and the death rate is linear, to model a population undergoing natural selection. Powell \[37\] studied a critical branching diffusion in a bounded domain \((\mathbb{R}^d)\) and proved that the genealogical tree of the particles converges to Aldous’ Continuum Random Tree. In discrete space, Etheridge and Penington \[19\] examined a structured Moran model to describe the genealogy of an advantageous allele in a diploid population under selection.

In this work, the system is nearly critical as in \[2\] but, unlike \(1.26\), the drift \(\mu\) is chosen as a function of \(\rho\) and does not depend on \(N\). This difference is due to different behaviours of the spectrum of the differential operators associated with the BBM. This relation between the generalised
eigenvalues and local extinction/exponential growth has already been discussed, see e.g. [18, 37].

1.8 Biological motivations: the Allee effects

In terms of population models, a front is pushed, for instance, in the presence of a sufficiently strong Allee effect, meaning that the particles near the front have a competitive advantage over particles far away from the front. The strength of the Allee effect is scaled by the parameter $B$ in Equation (1.1) and by $\rho$ in the particle system defined in Section 1.3.

Allee effects are well-explained in [7]: “The presence of conspecifics can be beneficial due to numerous factors, such as predator dilution, anti-predator vigilance, reduction of inbreeding and many others. Then, the individuals in the very tip of the front do not count so much, because the rate of reproduction decreases when the number density becomes too small. Consequently, the front is pushed in the sense, that its time-evolution is determined by the behavior of an ensemble of individuals in the boundary region”. In sharp contrast, pulled invasions are the ones for which the growth is maximal at low densities so that the individuals located at the leading edge pull the invasion. As explained in [39], the consequence of this fact is that “the speed of the wave is determined by the fecundity of their pioneers”, or, in other words, it only depends on $f'(0)$ (see Equation (1.3)). Pushed waves are faster and pushed, or driven, by the nonlinear dynamic of the bulk (see Section 1.1). Consequently, the speed of the waves depends on the functional form of the reaction term $f$.

The shift in the invasion speed is not the only consequence of Allee effects on the population. Indeed, one can investigate the genealogies of a particle system governed by Equation (1.1). One expects them to evolve over larger time-scales for pushed fronts than for pulled fronts. In biological terms, this translates into larger genetic diversity [22]. For pushed fronts, the time-scale is logarithmic in $N$ and the genealogy is described by the Bolthausen–Sznitman coalescent [15]. If the Allee effect is sufficiently strong, it is natural to assume that the genealogy evolves over the timescale $N$ and is described by Kingman’s coalescent [7]. This was proved in the case of strong Allee effects in the context of population genetics [19]. Strong Allee effects are often modeled by bistable reaction diffusion equations, which can not be considered with reaction terms of the form (1.3) (heuristically, it corresponds to $B \rightarrow \infty$). See [41, Chapter 1] for further details on the classification of Allee effects.

The simulations in [7] and the analysis conducted here describe the intermediate regime between these two extremes: the genealogy is observed on a time scale $N^{\alpha-1}$ for some $\alpha \in (1, 2)$ and its structure is given by a Beta-coalescent.

According to [7], pulled and pushed fronts can also be distinguished by the spatial position of the ancestors of the particles. Taking a particle at random and looking at its ancestor at a time far in the past, this ancestor will sit at a position at the leading edge of the front (i.e. far to the right of the front) in pulled fronts, whereas it will be at the middle of the front in pushed fronts, where most particles lie [7, Fig. 2]. One can consider the trajectory described by the ancestors of this particle as the path of an immortal particle, and thus conjecture the following two distinct behaviours: in pulled fronts, the path of an immortal particle typically spends most of its time far away from the front, whereas in pushed fronts, it spends most of its time near the middle of the front, in the vicinity of the other particles. Indeed, in the model studied in [2], which can be seen as a simplification of the noisy FKPP equation, the prime example of a pulled front, the path of the immortal particle resembles in the co-moving frame a Brownian motion constrained to stay in an interval of size of order $\log N$, and is thus typically a distance $\log N$ away from the front. On the other hand, for pushed fronts, one should expect that the path of an immortal particle is described in the co-moving frame by a positive recurrent Markov process independent of the population size.

Another distinction arises when one considers the events that drive the evolutionary dynamics, i.e. those that cause mergers in the ancestral lines of individuals randomly sampled from the population. The authors of [7] conjecture that the distinction does not take place between pulled and pushed, but between pulled and semi-pushed on the one side and fully pushed on the other [7, SI, p36]. In fully pushed fronts, the population can be approximated by a neutral population, with all the organisms at the front. In contrast, the particles located at the tip of the front drive the evolutionary dynamics in semi pushed and pulled waves. This is consistent with the genealogical structures introduced
above. Indeed, in pulled and semi pushed fronts we expect the genealogies to be described by coalescents with multiple mergers. In these coalescents, single individuals replace a fraction of the population during merge events. It is reasonable to think that, for this to happen, a particle has to move far away from the front in order to have time to produce a large number of descendants before being incorporated in the front again. On the other hand, in fully pushed fronts, we expect the genealogy to be described by Kingman’s coalescent, indicating that the population behaves like a neutral population where particles are indistinguishable. Thus, typical particles, i.e. those which are near the front, should drive the evolutionary dynamics. Of course, it is still possible for particles to move far away from the front and replace a fraction of the population. But since Kingman’s coalescent only consists of binary mergers, these events are not visible in the limit and thus have to happen on a longer time-scale than the time-scale $N$ at which the genealogy evolves.

The characteristics of the three types of fronts are summarised in Table 1.

| Cooperativity $B$       | Pulled       | Semi Pushed | Fully Pushed |
|-------------------------|--------------|-------------|--------------|
|                         | $B \in (0, 2]$| $B \in (2, B_c]$ | $B \in (B_c, +\infty)$ |
| **Allee Effect**        | Weak Allee Effect | Strong Allee Effect |
|                         | $B = 0$      | $B \to \infty$ |
| Speed of front compared to linearised equation | Same | Faster |
| Path of an immortal particle | Far to right of front | Close to front |
| Time-scale of genealogy | Polylog($N$) | $N^{\alpha - 1}$, $\alpha \in (1, 2)$ | $N$ |
| Evolutionary dynamics driven by particles at positions... | ...far to right of front | ...close to front |

Table 1: Summary of the characteristics of pulled, semi pushed and fully pushed fronts.

### 1.9 Structure of the article

The proof of the result follows the steps detailed in Section 1.5.

In Section 2, we examine the density of particles $p_t$: we fully characterise the spectrum of (1.16) and show that the particles stabilise at a stationary configuration after a long time. In Section 3, we bound the first and second moments of several quantities (including $Z'_t$) which rule the long-time behaviour of the system. In Section 4, we control the number of particles that hit the additional barrier $L$. In Section 5, we estimate the number of descendants of these particles after a large time of order 1. In Section 6 and 7, we put all these estimates together to prove the convergence result.

### 1.10 Some notation

We recall the definition of several quantities depending on the parameter $\rho$ of the model, as well as their dependence. In the remainder of the paper, we denote by $\lambda_1$ the maximal eigenvalue of the Sturm-Liouville problem (1.16) with boundary condition $v(0) = v(L) = 0$. Hence, $\lambda_1$ depends on $L$ and we prove (this is the object of Section 2.1) that, for $\rho > \rho_1$, $\lambda_1$ increases with $L$ and converges to a positive limit $\lambda_1^\infty$ as $L$ goes to $\infty$.

In this case, we write $\alpha, \beta, \gamma$ and $\mu$ to refer to the following quantities:

$$\mu = \sqrt{1 + 2\lambda^\infty_1}, \quad \beta = \sqrt{2\lambda^\infty_1}, \quad \alpha = \frac{\mu + \sqrt{\mu^2 - 1}}{\mu - \sqrt{\mu^2 - 1}} = \frac{\mu + \beta}{\mu - \beta}, \quad \text{and} \quad \gamma = \sqrt{\rho - 1 - 2\lambda^\infty_1},$$

(1.27)

to emphasise that they do not depend on $L$, but only on $\rho$. 
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Throughout the paper, $C$ denotes a positive constant whose value may change from line to line. Unless otherwise specified, these constants only depend on $\rho$. Numbered constants keep the same value throughout the text.
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2 BBM in an interval: the density of particles

The goal of this section is to estimate the density of particles $p_t$ in the BBM with absorption at 0 and at an additional barrier $L > 0$. Recall from Lemma 1.3 and Equation (1.15) that the density of particles in the dyadic BBM with branching rate $r(x)$ and drift $-\mu$, killed upon exiting the interval $(0, L)$ can be calculated using the fundamental solution $q_t$ of the self-adjoint partial differential equation (B). According to Sturm–Liouville theory, this fundamental solution can be expressed in term of the eigenvalues and the eigenfunctions of (1.16). Section 2.1 is devoted to this spectral decomposition. We then prove that the particles stabilise at a stationary configuration after a time of order $L$ in Section 2.2. In Section 2.3, we give a bound on the Green function associated to (B).

2.1 Spectral analysis

Let $L > 1$, $\rho \in (1, \infty)$ and consider the Sturm–Liouville problem (SLP) consisting of the equation

$$\frac{1}{2} v''(x) + \frac{\rho - 1}{2} v(x) \mathbb{1}_{x \leq 1} = \lambda v \quad \text{on} \quad (0, L), \quad (E)$$

together with the boundary conditions

$$v(0) = v(L) = 0. \quad (BC)$$

Let us first recall well-know facts about Sturm–Liouville theory following [42, Section 4.6]:

1. A solution of (E) is defined as a function $v : [0, L] \to \mathbb{R}$ such that $v$ and $v'$ are absolutely continuous on $[0, L]$ and satisfies (E) a.e. on $(0, L)$. In particular, any solution $v$ is continuously differentiable on $[0, L]$ and since $x \mapsto \mathbb{1}_{[0,1]}(x)$ is continuous on $(0, 1)$ and $(1, L)$, the solutions are also twice differentiable on $(0, 1) \cup (1, L)$ and (E) holds for all $x \in (0, 1) \cup (1, L)$.

2. A complex number $\lambda$ is an eigenvalue of the Sturm–Liouville problem (E) with boundary conditions (BC) if Equation (E) has a solution $v$ which is not identically zero on $[0, L]$ and that satisfies (BC). This set of eigenvalues will be referred to as the spectrum.

3. The spectrum of the SLP consisting in (E) with boundary conditions (BC) is infinite, countable and it has no finite accumulation point. Besides, it is upper bounded and all the eigenvalues are simple and real so that they can be numbered

$$\lambda_1 > \lambda_2 > ... > \lambda_n > ...$$

where

$$\lambda_n \to -\infty \quad \text{as} \quad n \to +\infty.$$
(4) As a consequence, the eigenvector $v_i$ associated to $\lambda_i$ is unique up to multiplicative constants. Furthermore, the sequence of eigenfunctions can be normalised to be an orthonormal sequence of $L^2([0, L])$. This orthonormal sequence is complete in $L^2([0, L])$ so that the fundamental solution of PDE (13) can be written as (see e.g. [27, p.188])

$$q_t(x, y) = \sum_{k=1}^{\infty} e^{\lambda_k t} v_k(x) v_k(y) \frac{v_k(y)}{\|v_k\|^2}. \quad (2.1)$$

(5) The eigenvector associated to the maximal eigenvalue $\lambda_1$ is positive (or negative) on $(0, L)$.

(6) For fixed $i \in \mathbb{N}$, the eigenfunction $\lambda_i$ is an increasing function of $L$ (see [12, Theorem 4.4.1]).

In Lemma 2.1 and Lemma 2.2, we give a characterisation of the eigenvalues $\lambda_i$ and of the corresponding eigenvectors $v_i$ for large $L$. The remainder of the subsection (Lemma 2.3 to Lemma 2.8) is devoted to the study of the asymptotic behaviour of the $\lambda_i$ and the $v_i$ as $L$ tends to $+\infty$.

We now introduce some notation that will be used throughout this section. Denote by

$$S(x, \lambda) = \begin{cases} \sinh(\sqrt{x} \lambda) & \forall (x, \lambda) \in [0, +\infty) \times (0, +\infty) \\ \sin(\sqrt{x} \lambda) / \sqrt{x} & \forall (x, \lambda) \in [0, +\infty) \times (-\infty, 0) \\ \sin(\sqrt{x} \lambda) & \forall (x, \lambda) \in [0, +\infty) \times \{0\} \end{cases}$$

Similarly, we define $C(x, \lambda) = \cos(\sqrt{x} \lambda) / \sqrt{x}$ and $T(x, \lambda) = \frac{S(x, \lambda)}{C(x, \lambda)}$ for all $(x, \lambda) \in [0, +\infty) \times \mathbb{R}$.

**Lemma 2.1.** Assume $\rho \notin \{1 + (n - \frac{1}{2})^2 \pi^2, n \in \mathbb{N}\}$. There exists $L_0 = L_0(\rho)$, such that the following holds for all $L \geq L_0$: Let $K \in \mathbb{N}$ be the largest positive integer such that

$$\rho - 1 > \left(K - \frac{1}{2}\right)^2 \pi^2, \quad (2.3)$$

and $K = 0$ otherwise. Then, for all $1 \leq k \leq K$, $\lambda_k$ is the unique solution of

$$T(1, 2\lambda + 1 - \rho) = T(L - 1, 2\lambda),$$

such that

$$(\rho - 1 - k^2 \pi^2 \vee 0) < 2\lambda_k < \rho - 1 - \left(k - \frac{1}{2}\right)^2 \pi^2. \quad (2.4)$$

Furthermore, $\lambda_k < 0$ for all $k > K$. More precisely, set for all $i \geq 0$:

$$A_i = \frac{1}{2} \left(\left(K + \frac{1}{2} + i\right) \pi^2 + 1 - \rho\right), \quad (2.5)$$

$$N_i = \left\lfloor \frac{(L - 1)}{\pi} \sqrt{2A_i} + \frac{1}{2} \right\rfloor + i \quad (2.6)$$

and $A_{-1} = N_{-1} = 0$. Also, set $a_0 = 0$ and

$$a_j = \frac{(j - \frac{1}{2})^2}{2(L - 1)^2 \pi^2}, \quad j \geq 1. \quad (2.7)$$

Then, for every $i \geq 0$ and every $j \in \mathbb{N}$ such that $N_{i-1} < j \leq N_i$, $\lambda_{K+j}$ is the unique solution of

$$(-A_i, -A_{i-1}) \cap (-a_{j-1} + 1, -a_{j-1}). \quad (2.8)$$

Finally, for all $k \in \mathbb{N}$, the eigenvector $v_k$ associated with $\lambda_k$ is unique up to multiplicative constants and is given by

$$v_k(x) = \begin{cases} \frac{S((x, 2\lambda_k - \rho - 1))}{S(1, 2\lambda_k - \rho - 1)} & x \in [0, 1], \\ \frac{S(L - x, 2\lambda_k)}{S(L - 1, 2\lambda_k)} & x \in [1, L]. \end{cases} \quad (2.9)$$

18
Proof. Let $\lambda$ be an eigenvalue of the SLP consisting of $E$ with boundary condition $BC$ and consider $v$ an eigenvector associated to $\lambda$. As mentioned above, the eigenvalue $\lambda$ is real and $v$ is unique up to multiplicative constants. In addition, the function $v$ is twice differentiable on $(0, 1) \cup (1, L)$ and satisfies the following system

$$
\begin{align*}
  v''(x) &= (2\lambda + 1 - \rho)v(x) & x \in (0, 1), \\
  v''(x) &= 2\lambda v(x) & x \in (1, L), \\
  v(0) &= v(L) = 0.
\end{align*}
$$

(C_\lambda)

First, let us prove by contradiction that the spectrum is bounded above by $\frac{\rho - 1}{2}$. Suppose that $v_1$ has a solution for some $\lambda > (\rho - 1)/2$. Then, $\lambda_1 > \frac{\rho - 1}{2}$ and the function $v_1$ can be written as

$$
  v_1(x) = \begin{cases} 
    A \sinh (\sqrt{2\lambda + 1 - \rho} x) & x \in (0, 1), \\
    B \sin (\sqrt{2\lambda} (L - x)) & x \in (1, L), 
  \end{cases}
$$

for some $A, B \in \mathbb{R}$. Yet, the eigenfunction $v_1$ is positive on $(0, L)$ (see point (5) above) so that the constants $A$ and $B$ are both positive. Besides, the derivative $v'_1$ is continuous at 1 so that

$$A \sqrt{2\lambda + 1 - \rho} \cosh (\sqrt{2\lambda + 1 - \rho}) = -B \sqrt{2\lambda} \cosh (\sqrt{2\lambda} (L - 1)).$$

This implies that $A = B = 0$, which contradicts the fact that $\lambda_1$ is an eigenvalue. Similarly, one can prove that $\lambda_1 \neq \frac{\rho - 1}{2}$. Let us now characterise the positive part of the spectrum. If $v$ is a solution of (C_\lambda) for some $0 < \lambda < \frac{\rho - 1}{2}$, there exist some constants $A, B \in \mathbb{R}$ such that

$$
  v(x) = \begin{cases} 
    A \sin (\sqrt{\rho - 1 - 2\lambda} x) & x \in (0, 1), \\
    B \sin (\sqrt{2\lambda} (L - x)) & x \in (1, L). 
  \end{cases}
$$

Since $v$ is continuous and differentiable at 1, we know that $A, B$ and $\lambda$ satisfy the following system:

$$
\begin{align*}
  A &\sin (\sqrt{\rho - 1 - 2\lambda}) = B \sin (\sqrt{2\lambda} (L - 1)), \\
  A \sqrt{\rho - 1 - 2\lambda} \cos (\sqrt{\rho - 1 - 2\lambda}) &= -B \sqrt{2\lambda} \cosh (\sqrt{2\lambda} (L - 1)).
\end{align*}
$$

(2.11)

Therefore, $A, B \in \mathbb{R}^*$ and $\lambda$ is a solution of the equation

$$
-\frac{\tan(\sqrt{\rho - 1 - 2\lambda})}{\sqrt{\rho - 1 - 2\lambda}} = \frac{\tanh (\sqrt{2\lambda} (L - 1))}{\sqrt{2\lambda}}.
$$

(2.12)

Note that the second equation in (2.11) implies that $\sqrt{\rho - 1 - 2\lambda} \notin \{(k - \frac{1}{2}) \pi, k \in \mathbb{N}\}$. We now prove that Equation (2.12) has exactly $K$ solutions in $(0, \frac{\rho - 1}{2})$ for $L$ large enough. Let

$$
  f : \left( (0, \frac{\rho}{2}) \cup \left( \bigcup_{k \in \mathbb{N}} \left( (k - \frac{1}{2}) \pi, (k + \frac{1}{2}) \pi \right) \right) \right) \to \mathbb{R}^*, \quad x \mapsto \frac{\tan(x)}{x} \quad \text{and} \quad g : (0, \infty) \to (0, \infty) \quad x \mapsto \frac{\tan(x)}{x}.
$$

For $x \in (0, \frac{\rho}{2}) \cup \left( \bigcup_{k \in \mathbb{N}} \left( (k - \frac{1}{2}) \pi, (k + \frac{1}{2}) \pi \right) \right)$,

$$
  f'(x) = \frac{2x - \sin(2x)}{2x \cos(x)^2} > 0.
$$

Besides, $f(x) < 0$ if and only if $x \in \bigcup_{k \in \mathbb{N}} \left( (k - \frac{1}{2}) \pi, (k + \frac{1}{2}) \pi \right)$ and $f(x) \to 0$ as $x \to k\pi$ and $f(x) \to +\infty$ as $x \to (k - \frac{1}{2}) \pi^-$. Similarly, by a convexity argument, we get that for $x \in (0, \infty)$

$$
  g'(x) = \frac{2x - \sinh(2x)}{x^2 \cosh(x)^2} < 0.
$$
Note that for all $x > 0$, $g(x)$ is positive and that $g(x) \to 0$ as $x \to \infty$ and $g(x) \to 1$ as $x \to 0$. As a consequence, on each interval $(\frac{1}{2}(\rho - 1 - (k + \frac{1}{2})^2\pi^2), \frac{1}{2}(\rho - 1 - (k - \frac{1}{2})^2\pi^2))$, $k \in \{1, ..., K - 1\}$, the function $\lambda \mapsto -f(\sqrt{\rho - 1 - 2\lambda})$ is increasing and

$$-f(\sqrt{\rho - 1 - 2\lambda}) = 0 \quad \text{for} \quad \lambda = \frac{1}{2}(\rho - 1 - k^2\pi^2),$$

$$-f(\sqrt{\rho - 1 - 2\lambda}) \to +\infty \quad \text{as} \quad \lambda \to \frac{1}{2}\left(\rho - 1 - \left(\frac{k - 1}{2}\right)^2\pi^2\right)^-.$$

On the other hand, the function $\lambda \mapsto (L - 1)g(\sqrt{2\lambda}(L - 1))$ is positive and decreasing on $(0, \infty)$. Hence, Equation (2.12) has a unique solution in each interval $(\frac{1}{2}(\rho - 1 - K^2\pi^2), \frac{1}{2}(\rho - 1 - (K - \frac{1}{2})^2\pi^2))$, $k \in \{1, ..., K - 1\}$. It has no solution in $\bigcup_{k=1}^{K-1}(\frac{1}{2}(\rho - 1 - (k + \frac{1}{2})^2\pi^2), \frac{1}{2}(\rho - 1 - k^2\pi^2))$ since $\lambda \mapsto g(\sqrt{2\lambda}(L - 1))$ is positive and $\lambda \mapsto -f(\sqrt{\rho - 1 - 2\lambda})$ is negative on this set.

Then, note that for sufficiently large $L$, Equation (2.12) has a unique solution in the interval $(0, \frac{1}{2}(\rho - 1 - K^2\pi^2), \frac{1}{2}(\rho - 1 - (K - \frac{1}{2})^2\pi^2))$. Indeed, the function $\lambda \mapsto -f(\sqrt{\rho - 1 - 2\lambda})$ is positive, increasing and

$$-f(\sqrt{\rho - 1 - 2\lambda}) \to +\infty \quad \text{as} \quad \lambda \to 0,$$

$$-f(\sqrt{\rho - 1 - 2\lambda}) \to 0 \quad \text{as} \quad \lambda \to 0(\rho - 1 - K^2\pi^2),$$

$$-f(\sqrt{\rho - 1 - 2\lambda}) \to -\frac{\tan(\sqrt{\rho - 1})}{\sqrt{\rho - 1}} \quad \text{as} \quad \lambda \to 0.$$

Besides, $\lambda \mapsto g(\sqrt{2\lambda}(L - 1))$ is positive, decreasing and $g(\sqrt{2\lambda}(L - 1)) \to L - 1$ as $\lambda \to 0$. Therefore, if $L > 1 - \frac{\tan(\sqrt{\rho - 1})}{\sqrt{\rho - 1}}$, Equation (2.12) has one solution in $(0, \frac{1}{2}(\rho - 1 - K^2\pi^2), \frac{1}{2}(\rho - 1 - (K - \frac{1}{2})^2\pi^2))$. If it exists, this solution is unique.

If $\rho - 1 - K^2\pi^2 > 0$, there is no solution of (2.12) in $(0, \frac{1}{2}(\rho - 1 - K^2\pi^2)]$ since the LHS of (2.12) is negative on this set. Therefore, for $L > 1 - \frac{\tan(\sqrt{\rho - 1})}{\sqrt{\rho - 1}}$, we found exactly $K$ solutions of (2.12) in $(0, \frac{1}{2}(\rho - 1)] > 0$. Conversely, one can check that these solutions are eigenvalues, corresponding to eigenvectors defined by (2.9).

We now prove that $\lambda = 0$ does not belong to the spectrum. Assume that $[C] \lambda$ has a solution for $\lambda = 0$. Then, this solution is of the form

$$v(x) = \begin{cases} C \sin(\sqrt{\rho - 1}x) \sin(\sqrt{\rho - 1})^{-1} & x \in [0, 1], \\ C \frac{L - x}{L - 1} & x \in [1, L], \end{cases}$$

for some $C \in \mathbb{R}$. Remark that this function is not differentiable at 1 as soon as $L > 1 - \frac{\tan(\sqrt{\rho - 1})}{\sqrt{\rho - 1}}$ so that 0 is not an eigenvalue.

We now move to the negative part of the spectrum. In this case, a solution $v$ of $[C] \lambda$ can be written as

$$v(x) = \begin{cases} A \sin(\sqrt{\rho - 1 - 2\lambda}x) & x \in [0, 1], \\ B \sin(\sqrt{-2\lambda}(L - x)) & x \in [1, L], \end{cases}$$

for some $A, B \in \mathbb{R}$. In the same way as for Equation (2.12), we get that $\sqrt{\rho - 1 - 2\lambda} \not\in \{\frac{n - \frac{1}{2}}{2}, n \in \mathbb{N}\}$ and that $\lambda$ has to satisfy the equation

$$-\frac{\tan(\sqrt{\rho - 1 - 2\lambda})}{\sqrt{\rho - 1 - 2\lambda}} = \frac{\tan(\sqrt{-2\lambda}(L - 1))}{\sqrt{-2\lambda}}. \quad (2.13)$$

Consider the sequences $(a_i)$ and $(a_j)$ defined in (2.5) and (2.7). The function $\lambda \mapsto (L - 1)f(\sqrt{-2\lambda}(L - 1))$ is defined on $\bigcup_{j=0}^{\infty}(-a_{j+1}, -a_j)$. In view of the above, $\lambda \mapsto (L - 1)f(\sqrt{-2\lambda}(L - 1))$ is decreasing on each interval $(-a_{j+1}, -a_j)$. Similarly, the function $\lambda \mapsto -f(\sqrt{\rho - 1 - 2\lambda})$ is defined on
Lemma 2.2. We prove that the distribution of the eigenvalues is similar to the previous case. 

The eigenvalues are distributed as follows: there is no eigenvalue in $(-a_j, -a_{j-1})$, so that (2.13) has no solution in $(-a_j, -a_{j-1})$. Therefore, Equation (2.13) has a unique solution in each interval of the form $(-A_i, -A_{i-1}) \cap (-a_{j+1}, -a_j)$, for some $i \geq 0$ and $j \geq 1$. On the other hand, for $j = 0$ we have

$$
\lim_{\lambda \to -a_j} (L-1)f(\sqrt{-2\lambda}(L-1)) = +\infty, \quad \lim_{\lambda \to -a_j} (L-1)f(\sqrt{-2\lambda}(L-1)) = -\infty, \quad (2.14)
$$

so that (2.13) has no solution in $(-a_1, -a_0)$ as long as $L > 1 - \frac{\tan \sqrt{\rho - 1}}{\sqrt{\rho - 1}}$. Hence the negative eigenvalues are distributed as follows: there is no eigenvalue in $(-a_1, -a_0)$, two eigenvalues in each interval $(-a_{j+1}, -a_j)$ such that $-A_i \in (-a_{j+1}, -a_j)$ for some $i \geq 0$, one smaller than $-A_i$ and one larger than $-A_i$, and a unique eigenvalue in each interval $(-a_{j+1}, -a_j)$ which does not satisfy the two above conditions. Let us prove that this is equivalent to (2.8).

For $i \geq 0$, denote by $n_i$ the largest integer such that $a_{n_i} < A_i$. One can prove that

$$
n_i = \left\lfloor \frac{(L-1)\pi}{\sqrt{2A_i + \frac{1}{2}}} \right\rfloor.
$$

Note that $N_0 = n_0$. According to (2.14), (2.15) and (2.16), for all $0 < j \leq n_0$, the eigenvalue $\lambda_{K+j}$ is the unique solution of (2.13) located in the interval $(-a_{j+1}, -a_j)$, which coincides with Equation (2.8). Assume that (2.8) holds until some $i \geq 0$. Then, the eigenvalue $\lambda_{K+N_i+1}$ is the unique solution of (2.13) located in

$$
(-A_{i+1}, -A_i) \cap (-a_{n_i+1}, -a_{n_i}).
$$

If we set $j = N_i + 1$, then $n_i = N_i - i = j - 1 - i$ and we get that

$$
\lambda_{K+j} \in (-A_{i+1}, -A_i) \cap (-a_{j-1}, -a_{j-i-1}).
$$

Similarly, there is a unique solution of (2.13) in each interval $(-A_{i+1}, -A_i) \cap (-a_{n_i+k}, -a_{n_i+k-1})$ for all $2 \leq k \leq n_{i+1} - n_i + 1$. Hence, for $j = N_i + k = n_i + i + k$, $1 \leq k \leq n_{i+1} - n_i + 1$

$$
\lambda_{K+j} \in (-A_{i+1}, -A_i) \cap (-a_{n_i+k}, -a_{n_i+k-1}) = (-A_{i+1}, -A_i) \cap (-a_{j-i}, -a_{j-i-1}). \quad (2.17)
$$

Finally, note that $n_{i+1} - n_i = N_{i+1} - N_i - 1$ so that (2.17) holds for all $N_i + 1 \leq j \leq N_{i+1}$. This concludes the proof of the lemma.

It remains to characterise the spectrum in the case $\rho = 1 + \left(n - \frac{1}{2}\right)^2 \pi^2$ for some $n \in \mathbb{N}$. In Lemma 2.2 we prove that the distribution of the eigenvalues is similar to the previous case.

Lemma 2.2. Assume $\rho = 1 + \left(n - \frac{1}{2}\right)^2 \pi^2$ for some $n \in \mathbb{N}$ and let $K = n - 1$. Then, for all $1 \leq k \leq K$, $\lambda_k$ is the unique solution of (2.8) such that

$$
(\rho - 1 - k^2 \pi^2) < 2\lambda_k < \rho - 1 - \left(k - \frac{1}{2}\right)^2 \pi^2.
$$

Furthermore, $\lambda_k < 0$ for all $k > K$. More precisely, for every $i \in \mathbb{N}$ and every $j \in \mathbb{N}$ such that $N_{i-1} < j \leq N_i$, $\lambda_{K+j}$ is the unique solution of (2.8) located in the interval

$$
(-A_i, -A_{i-1}) \cap (-a_{j-i+1}, -a_{j-i}), \quad (2.18)
$$

where the sequences $(N_i)$, $(A_i)$ and $(a_j)$ are the same as the ones defined in Lemma 2.1. In addition, there exists a constant $C > 0$ such that for $L$ large enough, we have

$$
\lambda_{K+1} < -\frac{C}{L^2}. \quad (2.19)
$$
Figure 3: Location of the eigenvalues of the SLP (E) for $\rho = 4$ and different values of $L$. The blue line represents the LHS of (□). The red line corresponds to the RHS of (□). The eigenvalues are located at the intersections of the blue and red solid lines. Note that the negative eigenvalues tend to a continuous spectrum as $L \to \infty$. For $\rho = 9$, we have $K = 1$.

Figure 4: Location of the eigenvalues of the SLP (E) for $\rho = 30$ and different values of $L$. For $\rho = 30$, we have $K = 2$.

Proof. The proof of Lemma 2.2 is similar to the one of Lemma 2.1. Again, one can prove that the spectrum is bounded above by $\frac{\rho - 1}{2}$ and that 0 is not an eigenvalue by proving that the corresponding solutions of (C) are not differentiable at 1. The positive eigenvalues can then be defined as above,
remarking that in the case of the smallest positive eigenvalue $\lambda_K$ we have $\rho - 1 - K^2\pi^2 > 0$, so that the same argument holds. For negative eigenvalues, first note that $N_0 = A_0 = 0$ and that Equation (1) has a solution located in the interval $(-a_0, -a_1)$. As a consequence, all the indices are shifted as stated in the lemma.

We now prove Equation (2.19), which provides an upper bound on the negative part of the spectrum. Let $\lambda < 0$ be a negative eigenvalue of the SLP (E) with boundary conditions (BC). Hence, as in (2.11), there exist two constants $A, B \in \mathbb{R}$ such that

\[
A \sin(\sqrt{\rho - 1 - 2\lambda}) = B \sin(\sqrt{2\lambda}(L - 1))
\]

\[
A \sqrt{\rho - 1 - 2\lambda} \cos(\sqrt{\rho - 1 - 2\lambda}) = -B \sqrt{2\lambda} \cos(\sqrt{2\lambda}(L - 1)).
\]

Recall that this equation implies that $A, B \in \mathbb{R}^+$ (if we assume that $A = 0$, resp. $B = 0$, we obtain that $B = 0$, resp. $A = 0$). Let us now assume that for all $C > 0$, there then exists $L$ large such that $\lambda_{K+1} \geq -C/L^2$. Then, up to extraction, $\lambda_{K+1}/L^2 \to 0$ as $L \to \infty$. Letting $L$ tend to $+\infty$ in the first line of the system gives that $A = 0$, which contradicts the fact that $A, B \in \mathbb{R}^+$. This concludes the proof of the lemma. □

The position of the eigenvalues for different values of $L$ and $\rho$ are illustrated in Figures 3 and 4.

**Lemma 2.3** (Asymptotic expansions of the positive eigenvalues). Assume that $H_{\text{psh}}$ holds. Let $K \in \mathbb{N}$ be the largest positive integer such that $\rho - 1 > (K - \frac{1}{2})^2\pi^2$. Then, for all $1 \leq k \leq K$, $\lambda_k$ is increasing and tends to the unique solution $\lambda_k^\infty$ of

\[
-\frac{\tan(\sqrt{\rho - 1 - 2\lambda})}{\sqrt{\rho - 1 - 2\lambda}} = \frac{1}{\sqrt{2\lambda}}
\]

located in the interval

\[
(\rho - 1 - \frac{k^2\pi^2}{2}) > 0, \quad \frac{1}{2}\left(\rho - 1 - \left(\frac{k}{2}\right)^2\pi^2\right)
\]

as $L \to \infty$. Besides, for all $1 \leq k \leq K$, there exists a constant $C_k(\rho) > 0$ such that

\[
\lambda_k - \lambda_k^\infty = C_k(\rho)e^{-2\sqrt{2}\lambda}/2L} + o\left(e^{-2\sqrt{2}\lambda}/2L\right).
\]

**Proof.** Recall from Lemma 2.1 and Lemma 2.2 that for $L \geq L_0(\rho)$ and $1 \leq k \leq K$, $\lambda_k$ is the unique solution of Equation (1):

\[
\tan(\sqrt{\rho - 1 - 2\lambda}) = -\frac{\tanh(2\lambda(L - 1))}{\sqrt{2\lambda}}
\]

located in the interval $(\frac{1}{2}(\rho - 1 - k^2\pi^2) > 0, \frac{1}{2}(\rho - 1 - (k - \frac{1}{2})^2\pi^2))$. Recall from the proof of Lemma 2.1 that the function $\lambda \mapsto -f(\sqrt{\rho - 1 - 2\lambda})$ is increasing on each interval $(\frac{1}{2}(\rho - 1 - k^2\pi^2) > 0, \frac{1}{2}(\rho - 1 - (k - \frac{1}{2})^2\pi^2))$ and does not depend on $L$. On the other hand, the function $\lambda \mapsto (L - 1)g(\sqrt{2\lambda(L - 1)})$ is decreasing on $(1, \infty)$ for all $L > 1$. In addition, the function $L \mapsto (L - 1)g(\sqrt{2\lambda(L - 1)})$ is increasing on $[1, \infty)$ for all $\lambda > 0$. As a consequence, $\lambda_k$ is an increasing function of $L$ for all $1 \leq k \leq K$. Since it is upperbounded by $\frac{1}{2}(\rho - 1 - (k - \frac{1}{2})^2\pi^2)$, it converges to some limit $\lambda_k^\infty \in \left(\frac{1}{2}(\rho - 1 - k^2\pi^2) > 0, \frac{1}{2}(\rho - 1 - (k - \frac{1}{2})^2\pi^2)\right]$.

If $\lambda_k^\infty = \frac{1}{2}(\rho - 1 - (k - \frac{1}{2})^2\pi^2)$, the LHS of (1) tends to $+\infty$ as $L \to \infty$ whereas the RHS tends to $(2\lambda_k^\infty)^{-\frac{1}{2}}$. Thus, $\lambda_k^\infty \in \left(\frac{1}{2}(\rho - 1 - k^2\pi^2) > 0, \frac{1}{2}(\rho - 1 - (k - \frac{1}{2})^2\pi^2)\right)$. Then, since the RHS and LHS of (1) are continuous on each interval $(\frac{1}{2}(\rho - 1 - k^2\pi^2) > 0, \frac{1}{2}(\rho - 1 - (k - \frac{1}{2})^2\pi^2))$, we obtain that $\lambda_k^\infty$ is a solution of Equation (2.19). Moreover one can show that this solution is unique.

Let us now compute an asymptotic expansion of $\lambda_k$ as $L \to \infty$. From now, we assume that $k = 1$ but similar calculations can be made for $k \in [2, K]$. Let us first recall the definitions of $\beta$ and $\gamma$.
from Equation (1.27). Note that $\beta > 0$ since $\lambda_1^\infty > 0$ under $[\mathcal{H}_{phas}]$. Then, remark that $\cos(\gamma) < 0$. Indeed, we know from the first part of the lemma that $\gamma \in \left(\frac{\pi}{2}, \pi\right)$ and that $\sin(\gamma) = -\frac{2}{\beta} \cos(\gamma)$. Hence, $\cos(\gamma) = -\frac{2}{\beta} \sin(\gamma) \leq -\frac{1}{2} \frac{\beta}{\gamma} < 0$ if $\gamma \in \left(\frac{\pi}{2}, \frac{3\pi}{4}\right)$ and $\cos(\gamma) \leq -\frac{1}{2}$ if $\gamma \in \left(\frac{3\pi}{4}, \pi\right)$.

Let us now rewrite (14) as

$$\sqrt{\frac{2\lambda_1}{\rho - 1 - 2\lambda_1}} \tan \left(\sqrt{\rho - 1 - 2\lambda_1}\right) = -\tanh \left(\sqrt{2\lambda_1}(L - 1)\right),$$

and define $h = \lambda_1 - \lambda_1^\infty$. As $L \to \infty$, $h \to 0$ and

$$\sqrt{\frac{2\lambda_1}{\rho - 1 - 2\lambda_1}} = \sqrt{\frac{2(\lambda_1^\infty + h)}{\rho - 1 - 2(\lambda_1^\infty + h)}} = \left(\frac{2\lambda_1^\infty}{\rho - 1 - 2\lambda_1^\infty}\right)^{1/2} \left(\frac{1 + \frac{h}{\lambda_1^\infty}}{1 - \frac{2h}{\rho - 1 - 2\lambda_1^\infty}}\right)^{1/2} = \frac{\beta}{\gamma} \left(1 + \frac{2h}{\beta^2}\right)^{1/2} \left(1 - \frac{2h}{\gamma^2}\right)^{1/2} = \frac{\beta}{\gamma} \left(1 + \frac{h}{\beta^2} + o(h)\right) \left(1 + \frac{h}{\gamma^2} + o(h)\right),$$

and

$$\tan(\sqrt{\rho - 1 - 2\lambda_1}) = \tan \left(\gamma - \frac{h}{\gamma} + o(h)\right) = \tan(\gamma) - \frac{h}{\gamma \cos(\gamma)^2} + o(h).$$

Then, since $\tan(\gamma) = -\frac{2}{\beta}$, we have

$$\sqrt{\frac{2\lambda_1}{\rho - 1 - 2\lambda_1}} \tan(\sqrt{\rho - 1 - 2\lambda_1}) = \frac{\beta}{\gamma} \left(\tan(\gamma) + \left(\frac{\gamma^2 + \beta^2}{\gamma^2 \beta^2} \tan(\gamma) - \frac{1}{\gamma \cos(\gamma)^2}\right) h + o(h)\right) = -1 - \frac{1}{\gamma^2 \beta^2 \cos(\gamma)^2} \left(\frac{\gamma^2 + \beta^2}{\beta \cos(\gamma)^2} \cos(\gamma) + \beta^2\right) h + o(h) = -1 - \frac{1}{\gamma^2 \beta^2 \cos(\gamma)^2} \left(\cos(\gamma)^2 + \beta^3\right) h + o(h) = -1 - \frac{(\rho - 1) \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})^2 + (2\lambda_1^\infty)^{3/2}}{2\lambda_1^\infty (\rho - 1 - 2\lambda_1^\infty)} \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty}) h + o(h).$$

Besides, since $\sqrt{2\lambda_1^\infty} L \to \infty$ as $L \to \infty$,

$$\tanh(\sqrt{2\lambda_1^\infty}(L - 1)) = 1 - 2e^{-2\sqrt{2\lambda_1^\infty}(L - 1)} + o(e^{-2\sqrt{2\lambda_1^\infty}(L - 1)}).$$

Combined with Equation (2.20), this implies that

$$2e^{-2\sqrt{2\lambda_1^\infty}(L - 1)} + o(e^{-2\sqrt{2\lambda_1^\infty}(L - 1)}) = \frac{(\rho - 1) \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})^2 + (2\lambda_1^\infty)^{3/2}}{2\lambda_1^\infty (\rho - 1 - 2\lambda_1^\infty)} \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty}) h + o(h).$$

In addition, we obtain that $Lh \to 0$ as $L \to +\infty$ and that

$$e^{-2\sqrt{2\lambda_1^\infty}(L - 1)} = e^{-2\beta(\frac{1 + \frac{1}{2}\gamma^2}{\beta} + o(h))(L - 1)} = e^{-2\beta(L - 1)} e^{o(1)} = e^{-2\beta(L - 1)} + o(e^{-2\beta(L)}).$$

Finally, according to Equation (2.22), we have

$$\lambda_1 - \lambda_1^\infty = -2\frac{2\lambda_1^\infty (\rho - 1 - 2\lambda_1^\infty) \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})^2}{(\rho - 1) \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})^2 + (2\lambda_1^\infty)^{3/2}} e^{-2\beta(L - 1)} + o(e^{-2\beta L}),$$

with

$$\frac{2\lambda_1^\infty (\rho - 1 - 2\lambda_1^\infty) \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})^2}{(\rho - 1) \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})^2 + (2\lambda_1^\infty)^{3/2}} > 0,$$

since $\cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})^2 = \cos(\gamma)^2 > 0$. □
Remark 2.4. The equation used to prove that \( \cos(\gamma) > 0 \) in the above lemma also implies that for sufficiently large \( L \)

\[
\frac{\sin(\sqrt{\rho - 1 - 2\lambda_1})}{\sqrt{\rho - 1 - 2\lambda_1}} > \frac{1}{4 \gamma \beta}.
\]

(2.23)

Remark 2.5. The asymptotic expansion of \( \lambda_1 \) gives that

\[
\sinh(\sqrt{2\lambda_1}(L - 1)) = \frac{1}{2} e^{\beta(L - 1)} + o(e^{\beta L}).
\]

Lemma 2.6 (L²-norm of the first eigenvector). Assume that \( H_{psh} \) holds. As \( L \to \infty \),

\[
\|v_1\|^2 \to \frac{1}{2} \frac{(\rho - 1) \cos(\sqrt{\rho - 1 - 2\lambda_1})^2 + (2\lambda_1^\infty)^{3/2}}{2 \sqrt{2\lambda_1^\infty}(\rho - 1 - 2\lambda_1^\infty) \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})}.
\]

Proof. The L² norm of the function \( v_1 \) is given by

\[
\|v_1\|^2 = \int_0^L v_1(x)^2 dx = \frac{1}{2 \sin(\sqrt{\rho - 1 - 2\lambda_1})^2} \frac{\sin(2\sqrt{2\lambda_1^\infty}(L - 1))}{2 \sin(\sqrt{\rho - 1 - 2\lambda_1})^2} - (L - 1).
\]

The first term of the RHS tends to \( \frac{1}{2 \sin(2\gamma)^2} (1 - \frac{\sin(2\gamma)}{2\gamma}) \) and the second one to \( \frac{1}{2\beta} \) as \( L \to \infty \). Besides, we know thanks to Equation (2.20) that \( \sin(\gamma) = -\frac{\beta}{\gamma} \cos(\gamma) \). Therefore,

\[
\frac{1}{2 \sin(\gamma)^2} \left(1 - \frac{\sin(2\gamma)}{2\gamma}\right) + \frac{1}{2\beta} = \frac{1}{2 \gamma^2} \left(1 - \frac{\sin(\gamma) \cos(\gamma)}{\cos(\gamma)^2} + \frac{1}{2\beta}\right) = \frac{1}{2 \gamma^2} \left(\frac{1 + \cos^2(\gamma)}{\cos(\gamma)^2} + \frac{1}{2\beta}\right)
\]

\[
= \frac{1}{2 \gamma^2} \left(\beta + \cos(\gamma)^2\right) + \frac{1}{2\beta} \frac{1}{\gamma^2} \cos(\gamma)^2 \left(\gamma^2 + \beta^2\right) \cos(\gamma)^2 + \beta^3
\]

\[
= \frac{1}{2 \sqrt{2\lambda_1^\infty}(\rho - 1 - 2\lambda_1^\infty) \cos(\sqrt{\rho - 1 - 2\lambda_1^\infty})}.
\]

\( \square \)

Corollary 2.7 (Asymptotic expansion of the maximal eigenvalue). Assume that \( H_{psh} \) holds. Then, as \( L \to \infty \),

\[
\lambda_1 = \lambda_1^\infty - \frac{\beta}{\lim_{L \to \infty} \|v_1\|^2} e^{-2\beta(L - 1)} + o(e^{-2\beta L}).
\]

(2.24)

In Lemma 2.8, we give several bounds on the eigenvectors \( (v_k) \) under \( H_{psh} \). The proof of this lemma, which relies on explicit calculations, is given in Appendix B

Lemma 2.8. Assume that \( H_{psh} \) holds and let \( K \) be the largest integer such that \( \rho - 1 > (K - \frac{1}{2})^2 \pi^2 \). There exist some constants \( C_1, C_2, C_3, C_4, C_5 \) (that only depend on \( \rho \)) such that if \( L \) is sufficiently large, then

1. the norms of the vectors \( v_k \) are bounded below by

\[
\|v_k\|^2 \geq C_1 \text{ if } k \in [2, K],
\]

and

\[
\|v_k\|^2 \geq \frac{C_2}{\sin(\sqrt{\rho - 1 - 2\lambda_k})^2} \frac{\sin(\sqrt{\rho - 1 - 2\lambda_k(L - 1)})}{\sin(\sqrt{-2\lambda_k(L - 1)})} \text{ if } k > K.
\]

2. the ratio \( v_k/v_1 \) is bounded above by

\[
\frac{|v_k(x)|}{\|v_k\|} \leq \frac{C_3 e^{\beta L} v_1(x)}{\|v_1\|} \text{ if } k \in [2, K],
\]

and

\[
\frac{|v_k(x)|}{\|v_k\|} \leq \frac{C_4 \sqrt{\rho - 1 - 2\lambda_k} e^{\beta L} v_1(x)}{\|v_1\|} \text{ if } k > K.
\]
We now bound that the density of particles in this BBM is given by the fundamental solution of (A). By definition, therefore, 

\[
L \text{ if } \left( H_{\text{psh}} \right) \text{ holds at the end of the article).}
\]

Assume that (H) technical lemma will be required at the end of Section 2.2 Heat kernel estimates

Recall from Equation (1.10) that 

\[
\rho < 1 + \pi^2 + 2\lambda_1 < 1 + \pi^2 + 2\lambda_1 < \frac{9}{10} + \pi^2 \approx 11.
\]

Therefore, \(\rho < (2 - \frac{1}{2})^2 \pi^2 = \frac{9}{4} \pi^2 \approx 22\) and \(K < 2\).

We first bound

\[
S = e^{\mu(x-y)} t \sum_{k=1}^{\infty} \frac{v_k(x) v_k(y)}{2^k \| v_k \|^2}.
\]

Remark 2.9. If \(H_{\text{psh}}\) holds, then \(K = 1\). Indeed, under this assumption, we have \(\lambda_1^\infty < \frac{1}{10}\) (see Section 1.3) and according to Lemma 2.1, \(\rho < 1 + \pi^2 + 2\lambda_1 < 1 + \pi^2 + 2\lambda_1^\infty < \frac{9}{10} + \pi^2 \approx 11\). Therefore, \(\rho < (2 - \frac{1}{2})^2 \pi^2 = \frac{9}{4} \pi^2 \approx 22\) and \(K < 2\).

2.2 Heat kernel estimates

Recall from Equation (1.10) that 

\[
\mu = \sqrt{1 + 2\lambda_1^\infty},
\]

with \(\lambda_1^\infty\) as in Lemma 2.3. For the remainder of Section 2, we consider a dyadic BBM with space-dependent branching rate \(r(x)\) and drift \(-\mu\), killed upon reaching 0 and L. Recall from Lemma 1.3 that the density of particles in this BBM is given by the fundamental solution of (A). By definition of \(\mu\), Equation (1.13) can be written as

\[
p_t(x, y) = e^{\mu(x-y)} \rho_t(x, y) = e^{\mu(x-y)} \sum_{k=1}^{\infty} e^{(\lambda_k - \lambda_1^\infty) t} v_k(x) v_k(y),
\]

where the eigenvalues \(\lambda_k\) and the eigenvectors \(v_k\) are the ones defined in Lemma 2.1.

In Lemma 2.10, we prove that, under \(H_{\text{psh}}\), after a time of order \(L\), the density \(p_t\) is well approximated by its first term. In Lemma 2.11, we bound \(p_t\) for all \(t > 1\) in the case \(K = 1\) (this technical lemma will be required at the end of the article).

Lemma 2.10. Assume that \(H_{\text{psh}}\) holds. There exists \(\epsilon > 0\) (that only depends on \(\rho\)) such that if \(L\) is sufficiently large and \(t > \epsilon L\), then

\[
\left| p_t(x, y) - e^{\mu(x-y)} e^{(\lambda_1 - \lambda_1^\infty) t} v_1(x) v_1(y) \right| \leq e^{-\beta L} e^{\mu(x-y)} e^{(\lambda_1 - \lambda_1^\infty) t} v_1(x) v_1(y), \quad x, y \in [0, L].
\]

Proof. We divide the sum (2.25) into two parts, according to the sign of \(\lambda_k\):

\[
e^{\mu(x-y)} e^{\lambda_1 t} v_1(x) v_1(y) - e^{\lambda_1 t} v_1(x) v_1(y) = \sum_{k=2}^{K} \frac{1}{\| v_k \|^2} e^{\lambda_k t} v_k(x) v_k(y) + \sum_{k=K+1}^{\infty} \frac{1}{\| v_k \|^2} e^{\lambda_k t} v_k(x) v_k(y).
\]

We know from Lemma 2.1 that for \(L\) large enough and \(k \geq 2\),

\[
\lambda_1 - \lambda_k \geq \begin{cases} \frac{5}{16} \pi^2 & \text{if } K \geq 2, \\ \frac{\lambda_1^\infty}{2} & \text{if } K = 1. \end{cases}
\]

We first bound \(S_1\). According to Lemma 2.8, for \(L\) large enough and \(k \in [2, K]\),

\[
\frac{1}{\| v_k \|^2} | v_k(x) v_k(y) | \leq C e^{2\beta L - \lambda_1 t} \left( e^{\lambda_1 t} v_1(x) v_1(y) \right).
\]

Combining this with Equation (2.28), we get that

\[
| S_1 | \leq C K e^{2\beta L - \frac{5}{4} \pi^2} \left( e^{\lambda_1 t} v_1(x) v_1(y) \right). \tag{2.29}
\]

We now bound \(S_2\). We know from Lemma 2.8 that for \(L\) large enough and \(k > K\),

\[
\frac{1}{\| v_k \|^2} | v_k(x) v_k(y) | \leq C e^{2\beta L - \lambda_1 t} (\rho - 2\lambda_k) \left( e^{\lambda_1 t} v_1(x) v_1(y) \right). \tag{2.30}
\]
Moreover, recall from Lemma 2.4 that for \( i \geq 0 \) and \( N_i - 1 < j \leq N_i \),
\[-A_i < \lambda_{K+j} < -A_{i-1},\]
so that we can group the terms when summing (2.30) over \( k > K \) as follows

\[
S_3 := \sum_{k=K+1}^{\infty} (\rho - 1 - 2\lambda_k) e^{(\lambda_k - \lambda_{K+1})t} = \sum_{i=0}^{\infty} \sum_{j=N_i - 1}^{N_i} (\rho - 1 - 2\lambda_{K+j}) e^{(\lambda_{K+j} - \lambda_{K+1})t} \tag{2.31}
\]

\[
\leq \sum_{i=0}^{\infty} \sum_{j=N_i - 1}^{N_i} (\rho - 1 + 2A_i) e^{(0)(A_0 - A_{i-1})t} = \sum_{i=0}^{\infty} (N_i - N_{i-1}) (\rho - 1 + 2A_i) e^{(0)(A_0 - A_{i-1})t}.
\]

By definition of \((N_i)\) and \((A_i)\), we get that
\[
\rho - 1 + 2A_i = \left( K + \frac{1}{2} + i \right)^2, \tag{2.32}
\]
and
\[
N_i - N_{i-1} \leq \frac{\sqrt{2}}{\pi} (L - 1) \left( \sqrt{2A_i} - \sqrt{2A_{i-1}} \right) + 2,
\]
\[
\sqrt{A_i} - \sqrt{A_{i-1}} = \frac{A_i - A_{i-1}}{\sqrt{A_i} + \sqrt{A_{i-1}}} \leq \frac{A_i - A_{i-1}}{\sqrt{A_0}},
\]
\[
A_i - A_{i-1} = C(i + 1),
\]
for all \( i \geq 1 \). For \( i = 0, N_0 - N_{-1} = \frac{L-1}{\pi} \sqrt{A_0} \), hence, we obtain that
\[
N_i - N_{i-1} \leq CL(i + 1) \quad \forall i \geq 0. \tag{2.33}
\]

The exponential factor in \( S_3 \) is then bounded above using the definition of \( A_i \). For \( i \in \mathbb{N} \), we have
\[
2(A_0 - A_{i-1}) = \left( K + \frac{1}{2} \right)^2 - \left( K + \frac{1}{2} + i - 1 \right)^2 = -2(i - 1) \left( K + \frac{1}{2} - (i - 1)^2 \right) \leq - (i - 1)^2. \tag{2.34}
\]

Combining Equations (2.32), (2.31), (2.33) and (2.34), we obtain that for sufficiently large \( L \) and \( t > 1 \),
\[
S_3 \leq CL \left( 1 + \sum_{i=1}^{\infty} (i + 1) \left( K + \frac{1}{2} + i \right)^2 e^{-\frac{1}{2}(i-1)^2t} \right) \leq CL. \tag{2.35}
\]

Therefore, this estimate combined with Equations (2.28) and (2.30) implies that for \( L \) large enough and \( t > 1 \), we have
\[
|S_2| \leq Ce^{2\beta L} e^{(\lambda_{K+1} - \lambda_1)t} S_3 \leq CLe^{2\beta L - \frac{\lambda_1^2}{2} t} \left( e^{\lambda_1 t} \frac{v_1(x)v_1(y)}{\|v_1\|^2} \right). \tag{2.36}
\]

Lemma 2.10 ensues from Equations (2.27), (2.29) and (2.36). \( \square \)

**Lemma 2.11.** Assume that (\( H_{wp} \)) holds. There exists a positive constant \( C > 0 \) (that only depends on \( \rho \)) such that the following holds: for \( L \) large enough, \( t > 1 \) and \( x, y \in [0, L] \),
\[
p_t(x, y) \leq Ce^{\rho(x-y)} \left( v_1(x)v_1(y) + Le^{-\lambda_1^\circ t} \right).
\]

**Proof.** First, recall from Remark 2.9 that \( K = 1 \) under (\( H_{wp} \)). Using Part 3 of Lemma 2.8 along with Lemma 2.6 and the fact that \( \lambda_1 < \lambda_1^\circ \), we get that for sufficiently large \( L \)
\[
p_t(x, y) \leq Ce^{\rho(x-y)} \left( v_1(x)v_1(y) + \sum_{k=2}^{\infty} e^{(\lambda_k - \lambda_1^\circ)t} \right). \]
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The sum on the RHS can be bounded using the estimates established in the proof of Lemma 2.10. Indeed, since \( \lambda_k < 0 \) for \( k \geq 2 \),
\[
\sum_{k=2}^{\infty} e^{(\lambda_k-\lambda^\infty)t} \leq e^{(\lambda_2-\lambda^\infty)t} \sum_{k=2}^{\infty} e^{(\lambda_k-\lambda_2)t} S_3 \leq (\rho - 1)^{-1} e^{(\lambda^\infty-\lambda^\infty)t} S_3,
\]
where \( S_3 \) is the sum defined in (2.31). Yet, we know (see (2.35)) that \( S_3 \leq CL \) for \( t > 1 \). This concludes the proof of the lemma. \( \square \)

### 2.3 The Green function

In this section, we control the integral of the density \( p_t \) with respect to the time variable, that is \( \int_0^t p_s(x,y)ds \). This quantity will play a central role in the second moment calculations. To bound this quantity, we will need to introduce the Green function \( G \) associated to the PDE.

Let \( B_t \) be a standard one-dimensional Brownian motion. For \( \lambda \geq 0 \), define the Green function \( H_\lambda \) such that, if \( (B_t, t \geq 0) \) starts from \( B_0 = x \) and if \( \tau = \inf \{t : B_t \notin (0,L)\} \), then for all bounded measurable functions \( g \), we have
\[
E \left[ \int_0^\tau \exp \left( \int_0^t \left( r(B_u) - \frac{1}{2} - \lambda \right) du \right) g(B_t) \right] = \int_0^L H_\lambda(x,y)g(y)dy.
\]
The many-to-one lemma yields
\[
H_\lambda(x,y) = \int_0^\infty e^{-\lambda t} q_t(x,y) dt = e^{\mu(x-y)} \int_0^\infty e^{(\lambda^\infty - \lambda)t} p_t(x,y) dt.
\]
For \( \xi \geq 0 \), define
\[
G_\xi(x,y) = e^{\mu(x-y)} H_{\lambda^\infty + \xi}(x,y).
\]  

A first idea to estimate \( \int_0^t p_s(x,y)ds \) would be to bound it by \( G_0(x,y) \) as in [2]. However, to get a sharper bound, that depends on \( t \), we will rather consider the function \( G_\xi \) for some \( \xi > 0 \) and point out that
\[
\int_0^t p_s(x,y)ds = \int_0^{\infty} p_s(x,y)1_{s \in [0,t]}ds \leq \int_0^{\infty} e^{\frac{t-x}{2}} p_s(x,y)ds \leq eG_\xi(x,y).
\]  

Thus, we will first calculate the function \( G_\xi \) following [3] Chapter II and then bound \( G_\xi \) for different functions \( \xi(L) \) such that \( \xi(L) \to 0 \) as \( L \to \infty \) (Lemma 2.12 and Lemma 2.13).

We now introduce some notation that will be used in the two following lemmas. For \( \lambda > 0 \), set
\[
f(\lambda) = \sqrt{2\lambda} \sin(\sqrt{\rho - 1 - 2\lambda}) + \sqrt{\rho - 1 - 2\lambda} \cos(\sqrt{\rho - 1 - 2\lambda}),
g(\lambda) = \sqrt{2\lambda} \sin(\sqrt{\rho - 1 - 2\lambda}) - \sqrt{\rho - 1 - 2\lambda} \cos(\sqrt{\rho - 1 - 2\lambda}),
\omega_\lambda = f(\lambda)e^{\sqrt{2\lambda}(L-1)} + g(\lambda)e^{-\sqrt{2\lambda}(L-1)}.
\]

We recall from Lemma 2.3 that \( \lambda^\infty \) is the unique solution of Equation (2.20) such that
\[
\gamma = \sqrt{\rho - 1 - 2\lambda^\infty} \in \left( \frac{\pi}{2}, \pi \right).
\]
Therefore, \( f(\lambda^\infty) = 0 \) and \( g(\lambda^\infty) > 0 \). Furthermore,
\[
f'(\lambda^\infty) = \frac{(1 + \sqrt{2\lambda^\infty})(\rho - 1)}{2\lambda^\infty \sqrt{\rho - 1 - 2\lambda^\infty}} \cos(\sqrt{\rho - 1 - 2\lambda^\infty}) > 0.
\]

Let \( \varphi_\lambda \) and \( \psi_\lambda \) be solutions of
\[
\frac{1}{2}u''(x) + \frac{\rho - 1}{2}u(x)1_{x \leq 1} = \lambda u(x),
\]  
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such that $\varphi_\lambda(0) = 0$ and $\psi_\lambda(L) = 0$. If $0 < \lambda < \frac{e^{-1}}{2}$, there exists some constants $A, B, C, D$ such that

$$
\varphi_\lambda(x) = \begin{cases} 
\sin(\sqrt{\rho - 1 - 2\lambda}x) & x \in [0, 1], \\
A e^{\sqrt{2}\lambda x} + B e^{-\sqrt{2}\lambda x} & x \in [1, L],
\end{cases}
$$

and

$$
\psi_\lambda(x) = \begin{cases} 
C \cos(\sqrt{\rho - 1 - 2\lambda}x) + D \sin(\sqrt{\rho - 1 - 2\lambda}x) & x \in [0, 1], \\
\sinh(\sqrt{2\lambda}(L - x)) & x \in [1, L].
\end{cases}
$$

Since $\psi_\lambda$ and $\varphi_\lambda$ are continuous and differentiable at 1, the constants $A$ and $B$ satisfy

$$
\begin{align*}
\sin(\sqrt{\rho - 1 - 2\lambda}) &= Ae^{\sqrt{2}\lambda} + Be^{-\sqrt{2}\lambda}, \\
\sqrt{\rho - 1 - 2\lambda} \cos(\sqrt{\rho - 1 - 2\lambda}) &= \sqrt{2\lambda}(Ae^{\sqrt{2}\lambda} - Be^{-\sqrt{2}\lambda}),
\end{align*}
$$

and the constants $C$ and $D$ are solutions of

$$
\begin{align*}
C \cos(\sqrt{\rho - 1 - 2\lambda}) + D \sin(\sqrt{\rho - 1 - 2\lambda}) &= \sinh(\sqrt{2\lambda}(L - 1)), \\
\sqrt{\rho - 1 - 2\lambda}(-C \sin(\sqrt{\rho - 1 - 2\lambda}) + D \cos(\sqrt{\rho - 1 - 2\lambda})) &= -\sqrt{2\lambda} \cosh(\sqrt{2\lambda}(L - 1)).
\end{align*}
$$

Hence,

$$
\begin{align*}
A &= e^{-\sqrt{2}\lambda} \left( \sin(\sqrt{\rho - 1 - 2\lambda}) + \frac{\sqrt{\rho - 1 - 2\lambda}}{\sqrt{2\lambda}} \cos(\sqrt{\rho - 1 - 2\lambda}) \right) = \frac{1}{2\sqrt{2}\lambda} f(\lambda) e^{-\sqrt{2}\lambda}, \\
B &= e^{\sqrt{2}\lambda} \left( \sin(\sqrt{\rho - 1 - 2\lambda}) - \frac{\sqrt{\rho - 1 - 2\lambda}}{\sqrt{2\lambda}} \cos(\sqrt{\rho - 1 - 2\lambda}) \right) = \frac{1}{2\sqrt{2}\lambda} g(\lambda) e^{\sqrt{2}\lambda}, \\
C &= \cos(\sqrt{\rho - 1 - 2\lambda}) \sinh(\sqrt{2\lambda}(L - 1)) + \frac{\sqrt{2\lambda}}{\sqrt{\rho - 1 - 2\lambda}} \sin(\sqrt{\rho - 1 - 2\lambda}) \cosh(\sqrt{2\lambda}), \\
D &= \sin(\sqrt{\rho - 1 - 2\lambda}) \sinh(\sqrt{2\lambda}(L - 1)) - \frac{\sqrt{2\lambda}}{\sqrt{\rho - 1 - 2\lambda}} \cos(\sqrt{\rho - 1 - 2\lambda}) \cosh(\sqrt{2\lambda}).
\end{align*}
$$

Therefore, the functions $\varphi_\lambda$ and $\psi_\lambda$ are given (up to a multiplicative factor) by

$$
\varphi_\lambda(x) = \begin{cases} 
\sin(\sqrt{\rho - 1 - 2\lambda}x) & x \in [0, 1], \\
\frac{1}{2\sqrt{2}\lambda} f(\lambda) e^{\sqrt{2}\lambda(x-1)} + g(\lambda) e^{-\sqrt{2}\lambda(x-1)} & x \in [1, L],
\end{cases}
$$

and

$$
\psi_\lambda(x) = \begin{cases} 
\sinh(\sqrt{2\lambda}(L - 1)) \cos(\sqrt{\rho - 1 - 2\lambda}(x - 1)) & x \in [0, 1], \\
-\frac{\sqrt{2\lambda}}{\sqrt{\rho - 1 - 2\lambda}} \cosh(\sqrt{2\lambda}(L - 1)) \sin(\sqrt{\rho - 1 - 2\lambda}(x - 1)) & x \in [1, L].
\end{cases}
$$

Note that $\omega_\lambda$ defined in (2.39) corresponds to the Wronskian of $\varphi_\lambda$ and $\psi_\lambda$: it satisfies $\omega_\lambda = \psi_\lambda(x) \varphi'_\lambda(x) - \psi'_\lambda(x) \varphi_\lambda(x)$ for all $x \in [0, L]$. It is well-known (see [3] Chapter II) that $G_\xi$ can be written as

$$
G_\xi(x, y) = \begin{cases} 
(\omega_{\lambda^+ + \xi})^{-1} e^{\mu(y-x)} \psi_{\lambda^+ + \xi}(x) \varphi_{\lambda^+ + \xi}(y) & y \leq x, \\
(\omega_{\lambda^+ + \xi})^{-1} e^{\mu(x-y)} \psi_{\lambda^+ + \xi}(y) \varphi_{\lambda^+ + \xi}(x) & y \geq x.
\end{cases}
$$

**Lemma 2.12.** Assume that $H_{pnh}$ holds and let $\xi : (1, \infty) \rightarrow (0, \infty)$ be a function such that $\xi(L) \rightarrow 0$ and $\xi(L) L \rightarrow 0$ as $L \rightarrow \infty$. There exists a constant $C > 1$ (that only depends on $\rho$) such that if $L$ is sufficiently large, then

$$
\omega_{\lambda^+ + \xi} \geq C^{-1} \xi(L) e^{\beta L},
$$

$$
\varphi_{\lambda^+ + \xi}(x) \leq C(1 \wedge x) (\xi(L) e^{\beta x} + e^{-\beta x}),
$$

and

$$
\psi_{\lambda^+ + \xi}(x) \leq C(1 \wedge (L - x)) e^{\beta(L-x)}.
$$
Lemma 2.13. Assume that \( H_{\text{psh}} \) holds. Let \( h > 0 \) and \( \xi = \frac{h}{L} \). There exists \( C > 1 \) (that only depends on \( \rho \) and \( h \)) such that if \( L \) is sufficiently large, then
\[
\omega_{\lambda_1} + \xi \overset{\text{def}}{=} C^{-1} \frac{h}{2L} e^{\beta L},
\]
\[
\varphi_{\lambda_1} + \xi(x) \leq C(1 \wedge x) \left( \frac{h}{L} e^{\beta x} + e^{-\beta x} \right),
\]
and
\[
\psi_{\lambda_1} + \xi(x) \leq C(1 \wedge (L - x)) e^{\beta (L - x)}.
\]

The proofs of Lemma 2.12 and Lemma 2.13 can be found in Appendix C.

3 BBM in an interval: moment estimates

In Section 3, we assume that \( H_{\text{psh}} \) holds and we consider the BBM defined in Section 2.2 that is a dyadic BBM with branching rate \( r(x) \) and drift \( -\mu \), killed upon reaching 0 and \( L \). This section is aimed at controlling the first and second moments of the supermartingale \( Z'_t \) introduced in Section 1.5. Let us first give a precise definition of this process. Denote by \( N_t^L \) the set of particles alive in the BBM at time \( t \) and for each particle \( v \in N_t^L \), denote by \( X_v(t) \) its position at time \( t \). Recall the definition of \( v_1 \) from Lemma 2.1 and consider the eigenvector
\[
w_1(x) = \sinh \left( \sqrt{2\lambda_1 (L - 1)} \right) v_1(x),
\]
and the function
\[
z(x) = e^{\mu (x - L)} w_1(x).
\]
We also define
\[
Z'_t = \sum_{v \in N_t^L} e^{\mu(X_v(t) - L)} w_1(X_v(t)) = \sum_{v \in N_t^L} z(X_v(t)),
\]
\[
Y_t = \sum_{v \in N_t^L} (X_v(t) \wedge 1) e^{\mu (X_v(t) - L)},
\]
\[
\tilde{Y}_t = \sum_{v \in N_t^L} e^{\mu (X_v(t) - L)}.
\]

This section is divided into two parts. In Section 3.1 we estimate the first moments of the processes \( (Z'_t)_{t \geq 0} \), \( (Y_t)_{t \geq 0} \) under \( H_{\text{psh}} \). In Section 3.2 we bound the second moment of \( (Z'_t)_{t \geq 0} \) under \( H_{\text{psh}} \). The key idea to calculate these moments is to approximate the density \( p_t \) by the stationary configuration from Lemma 2.10 and to control the fluctuations using the Green function. We will also use the following consequence of Lemma 2.10: there exists a positive constant \( C > 0 \) (that only depends on \( \rho \)) such that if \( L \) is sufficiently large and \( t > q_{210} L \), then
\[
p_t(x, y) \leq C e^{\mu(x - y)} v_1(x) v_1(y).
\]

Before getting to the moment calculations, we state a preliminary result that will be extensively used in the reminder of the article.

Lemma 3.1. Assume that \( H_{\text{psh}} \) holds. There exists a constant \( C > 0 \) (that only depends on \( \rho \)) such that if \( L \) is sufficiently large, then
\[
C^{-1} (x \wedge 1 \wedge (L - x)) e^{\beta (L - x)} \leq w_1(x) \leq C (x \wedge 1 \wedge (L - x)) e^{\beta (L - x)}.
\]
As a consequence, there exists \( C' > 0 \) such that, for \( L \) large, we have
\[
(C')^{-1} (x \wedge 1 \wedge (L - x)) e^{-\beta x} \leq v_1(x) \leq C' (x \wedge 1 \wedge (L - x)) e^{-\beta x}.
\]
Proof. We distinguish 3 cases to prove the first part of the lemma. Once this is proved, the second part is a direct consequence of Remark 2.5.

Suppose \( x \in [0, 1] \). Recall from Lemma 2.3 that for \( L \) large enough, \( \sqrt{\rho - 1} - 2\lambda_1 \in \left( \frac{\pi}{2}, \pi \right) \). Hence, a concavity argument combined with Remark 2.5 yields the inequality

\[
w_1(x) \geq x \sinh(\sqrt{2\lambda_1}(L - 1)) \geq xe^\beta L \geq xe^\beta(L - x).
\]

In addition, using that \(|\sin(y)| \leq y\) for all \( y \in \mathbb{R} \), we get that

\[
w_1(x) \leq \frac{\sqrt{\rho - 1} - 2\lambda_1}{\sin(\sqrt{\rho - 1} - 2\lambda_1)} x \sinh(\sqrt{2\lambda_1}(L - 1)) \leq \frac{\sqrt{\rho - 1} - 2\lambda_1}{\sin(\sqrt{\rho - 1} - 2\lambda_1)} x \sinh(\sqrt{2\lambda_1}(L - x)) \leq Cxe^\beta(L - x),
\]

where the last line follows from Remark 2.4.

Suppose \( x \in [1, L - 1] \). Then, \( w_1(x) = \sinh(\sqrt{2\lambda_1}(L - x)) \) and

\[
w_1(x)e^{-\beta(L-x)} = \frac{1}{2} \left( e^{(\sqrt{2\lambda_1} - \beta)(L-x)} - e^{-(\sqrt{2\lambda_1} + \beta)(L-x)} \right) \geq \frac{1}{2} \left( e^{(\sqrt{2\lambda_1} - \beta)L} - e^{-(\sqrt{2\lambda_1} + \beta)L} \right).
\]

Recall from Lemma 2.3 that \( (\sqrt{2\lambda_1} - \beta)L \to 0 \) as \( L \to \infty \). Besides \( e^{-(\sqrt{2\lambda_1} + \beta)L} < e^{-\beta} < 1 \) so that 

\[
e^{(\sqrt{2\lambda_1} - \beta)L} - e^{-(\sqrt{2\lambda_1} + \beta)L} > 1/2 \text{ for } L \text{ large enough}.\]

On the other hand, it follows directly from the definition of \( w_1 \) that

\[
w_1(x) \leq e^{\sqrt{2\lambda_1}(L-x)} \leq e^{\beta(L-x)}.
\]

Suppose \( x \in [L - 1, L] \). Since the function \( w_1 \) is convexe on this interval, we have

\[
w_1(x) \geq \sqrt{2\lambda_1}(L - x) \geq (\beta/2)(L - x) \geq (\beta/2)(L - x)e^\beta \geq (\beta/2)(L - x)e^{\beta(L-x)},
\]

for \( L \) large enough, and

\[
w_1(x) \leq \sinh(\sqrt{2\lambda_1}(L - x)) \leq (L - x)e^\beta \leq C(L - x)e^\beta(L - x).
\]

This concludes the proof of the lemma.

\[\square\]

### 3.1 First moment estimates

**Lemma 3.2** (First moment of \( Z'_t \)). Assume that \([H_{psh}]\) holds and let \( t > 0 \). We have

\[
E[Z'_t] = e^{(\lambda_1 - \lambda_0^*)t} Z'_0.
\]

**Proof.** The many-to-one lemma (see Lemma 1.3) yields

\[
E_x[Z'_t] = \int_0^L p_t(x, y)e^{\mu(y-L)}w_1(y)dy = e^{\mu(x-L)}e^{-\lambda_0^* t} \int_0^L w_1(y) \left( \sum_{k=1}^{\infty} e^{\lambda_k t} v_k(x) v_k(y) \right) dy.
\]

The second equality comes from Equation (2.25). Yet, \( w_1 \) is a multiple of \( v_1 \) and \( \left( \frac{v_k}{\|v_k\|} \right)_{k \geq 1} \) is an orthonormal sequence of \( L^2([0, L]) \) (see Section 2.1). Hence

\[
\int_0^L w_1(y) \left( \sum_{k=1}^{\infty} e^{\lambda_k t} v_k(x) v_k(y) \|v_k\|^2 \right) dy = e^{\lambda_1 t} w_1(x).
\]

The result follows by summing over the particles at time 0.

\[\square\]
Lemma 3.3 (First moment of $\tilde{Y}_t$). Assume that $[H_{psb}]$ holds. There exists a constant $C > 0$ (that only depends on $\rho$) such that if $L$ is sufficiently large and $t > 2.10^{-2}$, then
$$\mathbb{E}[\tilde{Y}_t] \leq C e^{-\beta L} Z_0.$$  

Corollary 3.4 (First moment of $Y_t$). There exists a constant $C > 0$ (that only depends on $\rho$) such that if $L$ is sufficiently large and $t > 2.10^{-2}$, then
$$\mathbb{E}[Y_t] \leq C e^{-\beta L} Z_0.$$  

Proof of Lemma 3.3. Combining (3.6) with the many-to-one lemma, we get that, for $L$ large enough and $t > 2.10^{-2}$,
$$\mathbb{E}_x[\tilde{Y}_t] = \int_0^L e^{\mu(y-L)} p_t(x,y) dy \leq C e^{\mu(x-L)} v_1(x) \int_0^L v_1(y) dy.$$  

Recalling from Lemma 3.1 that $v_1(y) \leq C e^{-\gamma y}$ we see that for $L$ large enough and $t > 2.10^{-2}$,
$$\mathbb{E}_x[\tilde{Y}_t] \leq C e^{\mu(x-L)} v_1(x).$$  

Remark 2.5 then yields the lemma.

\[ \square \]

3.2 Second moment estimates

Lemma 3.5 (Second moment of $Z'_t$). Assume $[H_{reg}]$ holds and let $u : (1, \infty) \to (0, \infty)$ be a function such that $u(L) \to \infty$ and $u(L)/L \to \infty$ as $L \to \infty$. There exists a constant $C > 0$ (that only depends on $\rho$) such that if $L$ is sufficiently large,
$$\mathbb{E}[(Z'_u)^2] \leq C \left( u e^{-2\beta L} Z'_0 + Y_0 \right).$$  

Proof. The many-to-two lemma (see Lemma 1.4) combined with the formula for the first moment of $Z'$ calculated in Lemma 3.2 yields
$$\mathbb{E}_x[(Z'_u)^2] = \mathbb{E}_x \left[ \sum_{v \in N'_L} z(X_v(u))^2 \right] + 2 \int_0^u \int_0^L r(y) p_s(x,y) \mathbb{E}_y[Z'_{t-s}]^2 dy ds \leq \mathbb{E}_x \left[ \sum_{v \in N'_L} z(X_v(u))^2 \right] + 2 \int_0^u \int_0^L p_s(x,y) e^{2\mu(y-L)} w_1(y)^2 dy ds \leq T_1 + T_2.$$  

Let us first bound the expectation $T_1$. By the many-to-one lemma,
$$T_1 = \int_0^L p_u(x,y) e^{2\mu(y-L)} w_1(y)^2 dy.$$  

Using Equation (3.6) along with Lemma 3.1 we get that
$$T_1 \leq C e^{-2\beta L} e^{u(x-L)} w_1(x) \int_0^L e^{\mu(y-L)} v_1^2(y) dy \leq C e^{-2\beta L} e^{\mu(x-L)} w_1(x) \int_0^L e^{(3\beta-\mu)(L-y)} dy,$$  

as long as $u(L) \geq e^{2.10 L}$. Since $\mu > 3\beta$ under $[H_{reg}]$, the last integral is bounded by a constant that only depends on $\rho$. Hence, for $L$ large enough, we have
$$T_1 \leq C e^{-2\beta L} e^{\mu(x-L)} w_1(x).$$  
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Let us now bound the double integral $T_2$. First, recall from Equation (2.38) that the integral of the density $p_s$ with respect to $s$ can be bounded thanks to the Green function

$$
\int_0^u p_s(x, y) ds \leq c G \frac{1}{\mu}(x, y).
$$

Then, Fubini’s theorem gives

$$
T_2 = \int_0^L \left( \int_0^u p_s(x, y) ds \right) e^{\mu(y-L)} w_1(y)^2 dy \leq C e^{\mu(y-L)} \left( \psi_{\lambda^+ + \frac{\mu}{L}}(x) A(x) + \varphi_{\lambda^+ + \frac{\mu}{L}}(x) B(x) \right)
$$

with

$$
A(x) := \left( \omega_{\lambda^+ + \frac{\mu}{L}} \right)^{-1} \int_0^x e^{\mu(y-L)} w_1(y)^2 \varphi_{\lambda^+ + \frac{\mu}{L}}(y) dy,
$$

and

$$
B(x) := \left( \omega_{\lambda^+ + \frac{\mu}{L}} \right)^{-1} \int_x^L e^{\mu(y-L)} w_1(y)^2 \psi_{\lambda^+ + \frac{\mu}{L}}(y) dy.
$$

We recall from Lemma 2.12 (applied to $\xi = \frac{1}{L}$) and Lemma 3.1 that there exist some constants (that only depend on $\rho$) such that for $L$ large enough,

$$
\psi_{\lambda^+ + \frac{\mu}{L}}(x) \leq C(1 \wedge x) \left( \frac{1}{u} e^{\beta x} + e^{-\beta x} \right),
$$

$$
\varphi_{\lambda^+ + \frac{\mu}{L}}(x) \leq C(1 \wedge (L-x)) e^{\beta(L-x)},
$$

$$
\left( \omega_{\lambda^+ + \frac{\mu}{L}} \right)^{-1} \leq C e^{-\beta L},
$$

$$
w_1(x) \leq C e^{\beta(L-x)}.
$$

Equations (3.11), (3.13) and (3.14) yield

$$
A(x) \leq C e^{-(\mu-\beta)L} \left( \int_0^x e^{(\mu-\beta)y} dy + u \int_0^x e^{(\mu-3\beta)y} dy \right)
$$

$$
\leq C(1 \wedge x) e^{-(\mu-\beta)L} \left( e^{(\mu-\beta)x} + u e^{(\mu-3\beta)x} \right) \leq C(1 \wedge x) \left( 1 + u e^{-2\beta L} e^{\beta(L-x)} \right),
$$

since $\mu > 3\beta$ under (H). Similarly, Equations (3.12), (3.13) and (3.14) give that

$$
B(x) \leq C u e^{-(\mu-2\beta)L} \int_x^L e^{(\mu-3\beta)y} dy \leq C u e^{-(\mu-2\beta)L} (1 \wedge (L-x)) e^{(\mu-3\beta)L}
$$

$$
\leq C u (1 \wedge (L-x)) e^{-\beta L}.
$$

Therefore, combining Equations (3.12) and (3.15), we get that

$$
\psi_{\lambda^+ + \frac{\mu}{L}}(x) A(x) \leq C(1 \wedge x \wedge (L-x)) \left( 1 + u e^{-2\beta L} e^{\beta(L-x)} \right),
$$

and it follows from Equations (3.11) and (3.16) that

$$
\varphi_{\lambda^+ + \frac{\mu}{L}}(x) B(x) \leq C(1 \wedge x \wedge (L-x)) \left( 1 + u e^{-2\beta L} e^{\beta(L-x)} \right).
$$

Yet we know from Lemma 3.1 that for $L$ large enough

$$
(1 \wedge x \wedge (L-x)) e^{\beta(L-x)} \leq Cu_1(x).
$$

Finally, combining Equations (3.10), (3.17), (3.18) and (3.19), we get that for $L$ large enough,

$$
T_2 \leq C e^{\mu(x-L)} \left( (1 \wedge x) + u e^{-2\beta L} w_1(x) \right).
$$

Equations (3.9) and (3.20) yield the lemma. 

□
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4 The particles hitting the right-boundary

Recall that we are considering a BBM with branching rate \( r(x) \) and drift \(-\mu\), killed at the origin. We are now interested in the contribution of the particles that reach the level \( L \). This will be the object of the two following sections. In Section 4.1 we compute the number of particles reaching this level or, equivalently, the number of particles killed at the right boundary in the BBM with branching rate \( r(x) \) and drift \(-\mu\), killed upon exiting \([0, L]\) studied in Sections 2 and 3. In Section 5 we estimate the contribution of each of these particles to the process.

For \( 0 \leq s < t \), let \( R([s, t]) \) be the number of particles absorbed at \( L \) between times \( s \) and \( t \) for the BBM in the interval \([0, L]\). As explained in [31 Lemma 5.7], the first and second moments of \( R([s, t]) \) can be expressed in term of the density \( p_\tau \) of the BBM. More precisely, if we denote by \( w_\tau(x,y) \) the density of a Brownian motion killed upon exiting \([0, L]\) at time \( \tau \) and by \( H_0 \) and \( H_L \) the hitting times of the boundaries 0 and \( L \), then

\[
P_x(H_L < \tau, H_L < H_0) = -\frac{1}{2} \partial_y w_\tau(x,y)|_{y=L} d\tau, \quad (4.1)
\]

which means that the density at time \( \tau \) of the hitting time of the right boundary is equal to the heat flow of the density \( w_\tau \) out of the boundary \( L \) at time \( \tau \). This observation allows us to compute the first and the second moments of \( R([s, t]) \). Indeed, the many-to-one lemma (see [30] for a general version with stopping lines) combined with (4.1) provides the following formula for the first moment

\[
\mathbb{E}_x[R([s, t])] = -\frac{1}{2} \int_s^t \frac{\partial}{\partial y} p_\tau(x,y)|_{y=L} d\tau = -\frac{1}{2} e^{\mu(x-L)} \int_s^t e^{-\lambda y \tau} \partial_y q_\tau(x,y)|_{y=L} d\tau. \quad (4.2)
\]

Then, standard second moment calculations (see [24 Theorem 4.15]) give

\[
\mathbb{E}_x[R([0, u)]^2] = \mathbb{E}_x[R([0, u])] + 2 \int_{s=0}^u \int_{y=0}^L r(y)p_\tau(x,y)\mathbb{E}_y[R([s, u])]^2 dy ds. \quad (4.3)
\]

In Section 4.1 we estimate the first moment \((4.2)\) under assumption \((H_{\text{push}})\). We first consider the case \( s > \frac{c}{\mu_0}L \) (see Lemma 4.3) and apply a similar argument to that used to control the heat kernel \( p_\tau \) (see Lemma 2.10): under \((H_{\text{push}})\), the positive eigenvalues are isolated so that the spectral gap stays of order 1 as \( L \) tends to infinity. We then bound the expected number of particles absorbed at \( L \) between times 0 and \( \frac{c}{\mu_0}L \) (see Lemma 4.4) thanks to the Green function. We finally combine these two estimates in Lemma 4.1. In Section 4.2 we establish an upper bound on the second moment \((4.3)\) under \((H_{\text{up}})\). The approach is similar to the one conducted in Section 3.2 to bound the second moment of \( Z^\tau \).

4.1 First moment estimates

For any measurable subset \( S \subset [0, +\infty) \), define

\[
I(x, S) = -\frac{1}{2} \int_S e^{-\lambda y s} \partial_y q_\tau(x,y)|_{y=L} ds.
\]

We also define

\[
\ell(S) = \int_S e^{(\lambda_1-\lambda \tau)s} ds. \quad (4.4)
\]

We denote by \( \lambda(S) \) the Lebesgue measure of the set \( S \). Since \( \lambda_1 \) is increasing with respect to \( L \), we have

\[
\ell(S) \leq \lambda(S). \quad (4.5)
\]

Lemma 4.1. Assume that \((H_{\text{push}})\) holds. If \( L \) is sufficiently large and \( t > s > \frac{c}{\mu_0}L \), then

\[
|\mathbb{E}[R([s, t])] - \ell([s, t])g(L)Z_0| \leq C(Y_0 + g(L)Z_0),
\]

where \( \ell \) is defined in \((4.4)\) and \( g(L) = \sqrt{2\lambda_1}/(2w_1(1)\|v_1\|^2) \).
Remark 4.2. According to Lemma 2.6 and Remark 2.5, as $L \to \infty$,

$$g(L) = \frac{1}{2} \left( \lim_{L \to \infty} \frac{\beta}{\|v_1\|^2} \right) e^{-2\beta(L-1)} + o(e^{-2\beta L}).$$

As outlined above, the proof of this result is divided into two parts depending on the value of $s$.

Lemma 4.3. Assume that $\{H_{\nu,k}\}$ holds. If $L$ is sufficiently large and $t > s > e^{-2\beta L}$, then

$$|I(x, [s, t]) - g(L)\ell([s, t])w_1(x)| \leq e^{-\beta L} g(L)w_1(x),$$

where $g(L)$ is the same function as in Lemma 4.1.

Proof. The proof of this result is very similar to the one of Lemma 2.10 and mainly relies on the bounds established in Lemma 2.8. Since the sum is uniformly convergent for $s > 1$, we have

$$I(x, [s, t]) - g(L)\ell([s, t])w_1(x) = \sum_{k=2}^{K} \frac{1}{2} v_k(x)v'_k(L) \int_s^t e^{(\lambda_k - \lambda_{\infty}^\infty)u} du + \sum_{i=K+1}^{\infty} \frac{1}{2} v_i(x)v'_i(L) \int_s^t e^{(\lambda_k - \lambda_{\infty}^\infty)u} du.\]

Note that for all $k \geq 2$, we have

$$\int_s^t e^{(\lambda_k - \lambda_{\infty}^\infty)u} du \leq \frac{e^{(\lambda_k - \lambda_{\infty}^\infty)s}}{\lambda_{\infty}^\infty - \lambda_k}, \quad (4.6)$$

and recall from Lemma 2.1, 2.2 and 2.3 that

$$\lambda_{\infty}^\infty - \lambda_k \geq \begin{cases} \frac{5}{8} \pi^2 & \text{if } 2 \leq k \leq K, \\ \frac{\pi}{8} \lambda_{\infty}^\infty & \text{if } k \geq K + 1. \end{cases} \quad (4.7)$$

We first bound $U_1$. Part 1 and 2 of Lemma 2.8 implies that for $L$ large enough

$$\frac{|v_k(x)|}{\|v_k\|} \leq C e^{2\beta L}v_1(x) \quad \text{if } k \in [2, K]. \quad (4.8)$$

Besides, an easy calculation gives that $v'_k(L)$ tends to 0 as $L \to \infty$ for all $k \in [2, K]$. Putting this together with (4.7), (4.8), Remark 2.5 and Remark 4.2 and summing over $k \in [2, K]$, we get that for $L$ large enough

$$|U_1| \leq C e^{2\beta L - \frac{5}{8} \pi^2} g(L)w_1(x).$$

It now remains to bound $U_2$. Let $k > K$. We know from Part 2 of Lemma 2.8 that

$$\frac{|v_k(x)|}{\|v_k\|} \leq C \sqrt{\rho - 1 - 2\lambda_k} e^{2\beta L}v_1(x), \quad (4.9)$$

for $L$ large enough, for some constant $C > 0$ independent of $k$. On the other hand, we have

$$|v'_k(L)| = (\sqrt{\rho - 2\lambda_k})/(\sin(\sqrt{\rho - 2\lambda_k}(L - 1))) \leq (\sqrt{\rho - 1 - 2\lambda_k})/(\sin(\sqrt{\rho - 2\lambda_k}(L - 1))).$$

Putting this together with Part 1 of Lemma 2.8 we see that

$$\frac{|v'_k(L)|}{\|v_k\|} \leq C \sqrt{\rho - 1 - 2\lambda_k},$$

Combining this inequality with (4.9), using Remarks 2.5 and 4.2 and summing over $k > K$, we get that

$$|U_2| \leq C e^{2\beta L} \sum_{k=K+1}^{\infty} (\rho - 1 - 2\lambda_k) e^{(\lambda_k - \lambda_{\infty}^\infty)s} \frac{e^{(\lambda_k - \lambda_{\infty}^\infty)s}}{\lambda_{\infty}^\infty - \lambda_k} g(L)w_1(x), \quad (4.10)$$
for $L$ large enough. We then recall from Equation (2.35) that the sum $\sum_{k>\lambda} (\rho - 2\lambda_k)e^{\lambda_k - \lambda_{k+1}}s$ is bounded by a constant if $s > 1$. Using Equations (4.7) and (4.10), we get that for $L$ large enough

$$|U_2| \leq CLe^{2\beta L - \lambda s^2} y(L)w_1(x).$$

The result then follows by comparing $U_1$ and $U_2$ with the quantities $T_1$ and $T_2$ in the proof of Lemma 2.10.

**Lemma 4.4.** Assume that $(\mathcal{H}_{push})$ holds. There exists a constant $C > 0$ (that only depends on $\rho$) such that if $L$ is sufficiently large, then

$$I(x, [0, q_{10}L]) \leq C(1 \wedge x).$$

**Proof.** Let $\xi = \frac{q_{10}L}{L}$. Using a bound similar to (2.38), we see that

$$I(x, [0, q_{10}L]) = \int_0^{q_{10}L} e^{-\lambda s^2} \left( -\frac{\partial}{\partial y} q_s(x, y) \right)_{y=L} ds \leq e \int_0^{\infty} e^{-(\lambda s^2 + \xi)} \left( -\frac{\partial}{\partial y} q_s(x, y) \right)_{y=L} ds.$$

Interchanging the partial derivative and the integral in the definition of the Green function, we get

$$\frac{\partial}{\partial y} G_\xi(x, y)|_{y=L} = e^{\mu(x-L)} \int_0^{\infty} e^{-\lambda s^2} \left( -\frac{\partial}{\partial y} q_s(x, y) \right)_{y=L} ds,$$

so that

$$I(x, [0, q_{10}L]) \leq C e^{\mu(L-x)} \left( -\frac{\partial}{\partial y} G_\xi(x, y)|_{y=L} \right).$$

We then deduce from (2.42) that for $0 \leq x \leq y \leq L$

$$\frac{\partial}{\partial y} G_\xi(x, y)|_{y=L} = e^{\mu(x-L)} (\omega \lambda s^2 + \xi)^{-1} \psi_{\lambda s^2 + \xi}(L) \varphi_{\lambda s^2 + \xi}(x).$$

The definition of $\psi_{\lambda s^2 + \xi}$ and Lemma 2.13 applied to $h = \frac{1}{L}$ implies that, for $L$ large enough,

$$-\psi'_{\lambda s^2 + \xi}(L) = \sqrt{2\lambda s^2 + \xi} \leq C,$$

$$(\omega \lambda s^2 + \xi)^{-1} \leq CLe^{-\beta L},$$

$$\varphi_{\lambda s^2 + \xi}(x) \leq C(1 \wedge x) \left( \frac{1}{L} e^{\beta x} + e^{-\beta x} \right).$$

Putting all of this together, we see that

$$I(x, [0, q_{10}L]) \leq C(1 \wedge x) \left( e^{\beta(x-L)} + Le^{-\beta L} \right) \leq C(1 \wedge x),$$

for $L$ large enough, which concludes the proof of the lemma.

**Lemma 4.5.** Assume that $(\mathcal{H}_{push})$ holds. There exists a constant $C > 0$ (that only depends on $\rho$) such that for all $0 \leq s < t$ and $L$ large enough, we have

$$|I(x, [s, t]) - g(L) \ell([s, t])w_1(x)| \leq C((1 \wedge x) + g(L)w_1(x)).$$

**Proof.** By definition of $I$, $I(x, [s, t]) = I(x, [s, q_{10}L]) + I(x, [q_{10}L, t])$. Thus the triangle inequality yields

$$|I(x, [s, t]) - g(L) \ell([s, t])w_1(x)| \leq |I(x, [s, q_{10}L])] + |I(x, [q_{10}L, t]) - g(L) \ell([q_{10}L, t])w_1(x)| + g(L)w_1(x) |\ell([q_{10}L, t]) - \ell([s, t])|.$$

(4.11)
Using Lemma 3.5, we get that the second term on the RHS of (4.11) is bounded by
\[ |I(x, [(x, 10)L, t]) - g(L)\ell([x, 10L])w_1(x)| \leq C g(L)w_1(x), \]
for \( L \) large enough. Besides, the first summand on the RHS of (4.11) is upper bounded by \( I(x, [0, 10L]) \) and we know thanks to Lemma 4.1 that
\[ |I(x, [0, 10L])| \leq C(1 \land x), \]
for \( L \) large enough. Finally, by definition of \( \ell \) (see (4.4) and (4.5)), the last term on the RHS of (4.11) can be written as
\[ g(L)w_1(x)\ell([x, 10L]) - \ell([s, t])| = \ell([s, 10L])g(L)w_1(x) \leq 10Lw_1(x)g(L). \]

According to Lemma 3.1 and Remark 4.2, we know that
\[ Lw_1(x)g(L) \leq C(1 \land x), \]
for \( L \) large enough, which concludes the proof of the lemma.

**Proof of Lemma 4.1.** The lemma follows directly from Equation (4.2) and Lemma 4.5.

### 4.2 Second moment estimates

**Lemma 4.6.** Assume that \( \{H_{up}\} \) holds and let \( u : (1, \infty) \to (0, \infty) \) be a function such that \( u(L) \to \infty \) and \( u(L)/L \to \infty \) as \( L \to \infty \). There exists a constant \( C > 0 \) (that only depends on \( \rho \)) such that if \( L \) is sufficiently large, we have
\[ \mathbb{E}[R([0, u])^2] - \mathbb{E}[R([0, u])] \leq C \left(1 + g(L)^2u^2\right)(Y_0 + uc^{-2\beta L}Z_0). \]

**Proof.** Since \( r(x) \leq \rho/2 \) for all \( x \in [0, L] \), we see from (4.3) that
\[ \mathbb{E}_x [R([0, u])^2] \leq \mathbb{E}_x [R([0, u])] + \rho \int_{y=0}^{L} \int_{s=0}^{u} p_s(x, y)\mathbb{E}_y [R([s, u])]dyds. \]

Moreover, we know from Lemma 3.1 and Equation (4.5) that for all \( s \in [0, u] \) and \( L \) large enough,
\[ \mathbb{E}_y [R([s, u])] \leq C e^{\mu(y-L)}((1 \land y) + g(L)(1 + (u-s))w_1(y)). \]

Then, using that \((a + b)^2 \leq 2u^2 + 2b^2\) for all \((a, b) \in \mathbb{R}^2\), \((1 \land x)^2 \leq 1 \) for all \( x \in [0, L] \) and that \( 1 + (u-s)^2 \leq 1 + u^2 \leq 2u^2 \) for all \( u \geq 1 \), we obtain that for \( L \) large enough,
\[
\begin{align*}
&\int_{y=0}^{L} \int_{s=0}^{u} p_s(x, y)\mathbb{E}_y [R([s, u])]dyds \\
&\quad \leq C \left( \int_{0}^{L} e^{2\mu(y-L)} \int_{s=0}^{u} p_s(x, y)dys dy + g(L)^2u^2 \int_{0}^{L} e^{2\mu(y-L)}w_1(y)^2dy \right) \\
&\quad \leq e^{\mu(x-L)}((1 \land x) + u^{-2\beta L}w_1(x)).
\end{align*}
\]

As in the proof of Lemma 3.5, we can bound the integrals \( V_1 \) and \( V_2 \) using the estimates on the Green function established in Lemma 2.12. Note that \( V_2 \) has already been estimated in the proof of Lemma 3.5 (it corresponds to the integral \( T_2 \), see Equations (3.10) and (3.20)). We know that for \( L \) large enough,
\[ V_2 \leq C e^{\mu(x-L)}((1 \land x) + u^{-2\beta L}w_1(x)). \]

We then bound \( V_1 \) using (2.38) and (2.42). We obtain that for \( L \) large enough
\[ V_1 = \int_{0}^{L} e^{2\mu(y-L)} \int_{s=0}^{u} p_s(x, y)dysdy \leq C(D(x) + E(x)), \]
with
\[
D(x) = e^{\mu(x-L)} \left( \omega \lambda^x + \frac{1}{\beta} \right)^{-1} \psi \lambda^x + \frac{1}{\beta} (x) \int_0^x e^{\mu(y-L)} \varphi \lambda^y + \frac{1}{\beta} (y) \, dy,
\]
and
\[
E(x) = e^{\mu(x-L)} \left( \omega \lambda^x + \frac{1}{\beta} \right)^{-1} \varphi \lambda^y + \frac{1}{\beta} (x) \int_x^L e^{\mu(y-L)} \psi \lambda^y + \frac{1}{\beta} (y) \, dy.
\]
Following the proof of Lemma 3.5, we use Equations (3.11), (3.12) and (3.13) to bound the quantities \(D(x)\) and \(E(x)\). We obtain that for \(L\) large enough
\[
D(x) \leq C(1 \land (L-x))e^{\mu(x-L)}e^{-\beta x} \int_0^x e^{\mu(y-L)} \left( e^{\beta y} + u e^{-\beta y} \right) \, dy
\]
\[
\leq C(1 \land (L-x))e^{\mu(x-L)}e^{-\beta x} \int_0^x e^{(\mu+\beta)y} \, dy + u \int_0^x e^{(\mu-\beta)y} \, dy
\]
\[
\leq C(x \land 1 \land (L-x))e^{\mu(x-L)}e^{-\beta x} \left( e^{(\mu+\beta)x} + u e^{(\mu-\beta)x} \right)
\]
\[
\leq C(x \land 1 \land (L-x))e^{\mu(x-L)} \left( 1 + u e^{-2\beta L} \right)
\]
where the two last inequalities come from the fact that \((\mu - 2\beta)x \leq (\mu - 2\beta)L\) (since \(\mu > 3\beta\) under \([H_p\text{ark}]\) and \(e^{\beta(L-x)} \geq 1\) for all \(x \in [0, L]\). Similarly, we get that for \(L\) large enough,
\[
E(x) \leq C(1 \land x)e^{\mu(x-L)}e^{-\beta L} \left( e^{\beta x} + u e^{-\beta x} \right) \int_x^L e^{(\mu-\beta)(y-L)} \, dy
\]
\[
\leq C(1 \land x)e^{\mu(x-L)} \left( e^{\beta x} + u e^{-\beta x} \right) e^{-\beta L} \int_0^{L-x} e^{-(\mu-\beta)z} \, dz
\]
\[
\leq C(1 \land x \land (L-x))e^{\mu(x-L)}e^{-\beta x} \left( e^{\beta x} + u e^{-\beta x} \right)
\]
\[
\leq C(1 \land x \land (L-x))e^{\mu(x-L)} \left( 1 + u e^{-2\beta L} e^{\beta(L-x)} \right).
\]
Using Lemma 3.1 we then see that for \(L\) large enough,
\[
D(x) + E(x) \leq e^{\mu(x-L)}((1 \land x) + u e^{-2\beta L} w_1(x)).
\]
Putting this together with Equations (4.12), (4.14), and (4.13), we get that for \(L\) large enough,
\[
\mathbb{E}_x \left[ R([0, u])^2 \right] \leq \mathbb{E}_x \left[ R([0, u]) \right] + Ce^{\mu(x-L)}(1 + g(L)^2 u^2)((1 \land x) + u e^{-2\beta L} w_1(x))
\]
which concludes the proof of the lemma.

\[\square\]

5 Descendants of a single particle

In this section, we estimate the number of descendants of one particle at \(L\). As outlined in Section 1.6, the proof is based on [2] Section 4. We start the process with a single particle at \(L\) and stop its descendants when they reach the level \(L - y\), for some large constant \(y > 0\). We denote by \(Z_y\) the total number of particles stopped at \(L - y\). We will be interested in the large-\(y\) behaviour of the random variable \(Z_y\). Equivalently, one can consider a dyadic BBM with branching rate \(\frac{1}{2}\) and drift \(-\mu\), starting with a single particle at 0 and absorbed at \(-y\). Indeed, for sufficiently large \(L\), the level \(L - y\) stays above 1. As a consequence, \(Z_y\) has the same distribution as the number of particles killed at \(-y\) in this process. Besides, since \(\mu > 1\) under \([H_p\text{ark}]\), this BBM with absorption almost surely goes extinct \([20]\) so that \(Z_y\) is finite almost surely. In addition, it was shown \([24]\) that the process \((Z_y)_{y \geq 0}\) is a supercritical continuous time branching process. Note that this differs from
that equation with \( \lambda \). Note that with \( \lim_{u \to -\infty} e^{-\mu u} W = 1 \) is proportional to \( 1/x^\alpha \). This result follows from the uniqueness of the travelling wave solutions of Kolmogorov’s equation and Karamata’s Tauberian theorem (see Theorem 8.1.6 of [5]).

**Lemma 5.1.** Assume that \([H_{(u)}]\) holds. There exists a random variable \( W \) such that almost surely

\[
\lim_{y \to +\infty} e^{-(\mu - \beta)y} Z_y = W. \tag{5.15}
\]

Besides, for all \( u \in \mathbb{R} \), we have \( \mathbb{E} \left[ \exp \left( -e^{-\mu u} W \right) \right] = \phi(u) \), where \( \phi : \mathbb{R} \to (0, 1) \) solves Kolmogorov’s equation

\[
\frac{1}{2} \phi'' - \mu \phi' = \frac{1}{2} \phi(1 - \phi), \tag{5.16}
\]

with \( \lim_{x \to -\infty} \phi(x) = 1 \) and \( \lim_{x \to +\infty} \phi(x) = 0 \). In addition, there exists \( \delta > 0 \) such that, as \( \lambda \to 0 \), we have

\[
\mathbb{E} \left[ e^{-\lambda W} \right] = \exp \left( -\lambda + \delta \lambda^\alpha + o(\lambda^\alpha) \right), \tag{5.17}
\]

where \( \alpha \) is given by (1.11).

**Proof.** The first part of the lemma (Equations (5.15) and (5.16)) is a consequence of the uniqueness (up to a multiplicative constant) of the travelling wave solutions of (5.16). More precisely, it can be deduced from [16] and [34] and we simply outline how to put the arguments together here.

Following [34], we consider a dyadic BBM with branching rate \( \frac{1}{2} \) and no drift (and no killing). For this specific BBM, which will only be studied in this section, we also denote by \( \mathcal{N}_t \) the set of individuals alive at time \( t \) and for each particle \( v \in \mathcal{N}_t \), we denote by \( X_v(t) \) its position at time \( t \). Note that \( Z_y \) has the same distribution as the number of first crossings of the line \( y = \mu t \) studied in [34]. Let \( \Lambda = \mu - \beta \) and define

\[
W_t(\Lambda) = \sum_{v \in \mathcal{N}_t} e^{\Lambda (X_v(t) + \mu t)}.
\]

This process is a positive martingale [34]. Hence, it converges almost surely. We denote by \( W(\Lambda) \) its limit. It was shown [34] that this convergence also holds in \( L^1 \) and that

\[
\mathbb{E} \left[ \exp \left( -e^{-\mu u} W(\Lambda) \right) \right] = \phi(u),
\]

where \( \phi \) is the function from (5.16). In addition, it was proved (using the uniqueness of the travelling wave solutions of (5.16) in [16] and [34]) that the following convergence result holds for the number of crossings \( Z_y \): \( e^{-\lambda y} Z_y \) converges in \( L^1 \) to a limit \( W \) and there exists a positive constant \( c > 0 \) such that

\[
W = c W(\Lambda).
\]

Besides, it follows from [16] that the two limits are equal almost surely.

The second part of the lemma (Equation (5.17)) concerns the tails of the limiting quantity \( W \) and follows from [29] Theorem 2.2 combined with Karamata’s Tauberian theorem. Consider the BBM introduced above at discrete times. This defines a branching random walk and one can consider the associated additive martingales \( W_n(\theta) \) defined as

\[
W_n(\theta) = \sum_{v \in \mathcal{N}_n} e^{-\theta X_v(n) - n \varphi(\theta)},
\]

with

\[
\varphi(\theta) = \log \mathbb{E} \left[ \sum_{v \in \mathcal{N}_1} e^{-\theta X_v(1)} \right] = \frac{\theta^2}{2} + \frac{1}{2}.
\]

\[39\]
for all $\theta \in \mathbb{R}$. The additive martingale $W_n(\theta)$ is positive so it converges a.s. to a limit $W(\theta) \geq 0$ as $n \to \infty$. Theorem 2.2 of [29] states that, if for some $p > 1$,

$$
\varphi(p\theta) = p\varphi(\theta),
$$

and

$$
\mathbb{E} \left[ \sum_{v \in \mathcal{N}_1} \left( e^{-\theta X_v - \varphi(\theta)} \right)^p \log^+ \left( e^{-\theta X_v - \varphi(\theta)} \right) \right] < \infty, \quad \mathbb{E} \left[ \left( \sum_{v \in \mathcal{N}_1} e^{-\theta X_v - \varphi(\theta)} \right)^p \right] < \infty,
$$

then there exists $l > 0$ such that

$$
P \left( W(\theta) > x \right) \sim \frac{l}{x^p}, \quad x \to \infty.
$$

Note that the condition (5.18) and the definition of the function $\varphi$ implies that

$$
p = \frac{1}{\lambda^2}.
$$

For $\theta = \lambda$, we get $p = 1/\lambda^2$. Remark that $\lambda$ is the smallest root of $\frac{\rho^2}{2} - \mu \theta + \frac{1}{2}$ and that the second root of this polynomial is given by $\bar{\lambda} = \mu + \beta$. Hence, $\lambda \bar{\lambda} = 1$ and

$$
p = \frac{1}{\lambda^2} = \frac{\lambda}{\bar{\lambda}} = \frac{\mu + \beta}{\mu - \beta} = \alpha > 1.
$$

One can check that (5.19) holds for this branching random walk. Finally, we deduce from Equation (5.20) and [5, Theorem 8.1.6] that

$$
\mathbb{E} \left[ e^{-\lambda W(\lambda)} \right] = 1 - \mathbb{E}[W(\lambda)] \lambda + b\lambda^\alpha + o(\lambda^\alpha), \quad \lambda \to 0,
$$

with $b = -l\Gamma \left( -\frac{2\beta}{\mu - \beta} \right) > 0$, where $\Gamma$ refers to the gamma function. Hence, the same expansion holds for $W$. We also know that $\mathbb{E}[W] = 1$ since the convergence (5.15) holds in $L^1$. Finally, since $\alpha \in (1, 2)$ under $\mathcal{H}_{\text{wp}}$, we have

$$
\mathbb{E} \left[ e^{-\lambda W} \right] = \exp \left( -\lambda + b\lambda^\alpha + o(\lambda^\alpha) \right), \quad \lambda \to 0.
$$

\[\square\]

6 Convergence to the CSBP: small time steps

This section is devoted to the proof of Proposition 6.1 (see Section 6.1 below). Following [31], we prove that after a short time (on the time scale of the CSBP), the Laplace transform of the process $Z_t$ is close to that of an $\alpha$-stable CSBP. As in [31] and [2] in the case $\rho = 1$, we will decompose the set of particles into two subsets: the particles that reach the level $L$ and those who stay below $L$ at all time. We will then control their respective contribution using the estimates established in Sections 3, 4 and 5.

6.1 Notation and result

Before getting to the result, we recall the definition of some quantities introduced in the previous sections and define several new constants that will be used in the remainder of the paper. From now, we consider the dyadic BBM with absorption at 0, branching rate $r(x)$ and drift $-\mu$. Recall that $\mathcal{N}_t$ denotes the set of particles alive at time $t$, i.e. that have not been absorbed at the origin.
In this framework, $\mathcal{N}_t^L$ will refer to the set of particles whose ancestors stayed below $L$ until time $t$. Recall that for each particle $v \in \mathcal{N}_t^L$, $X_v(t)$ denotes its position at time $t$. We also define

$$N_t = |\mathcal{N}_t|, \quad N_t^L = |\mathcal{N}_t^L| \quad \text{and} \quad M(t) = \max \{X_v(t), v \in \mathcal{N}_t\}. \quad (6.1)$$

Recall the definitions of the processes $Z_t$ and $Z'_t$ from Section 1.5

$$Z_t = \sum_{v \in \mathcal{N}_t} z(X_v(t))1_{X_v(t) \in [0,L]}, \quad Z'_t = \sum_{v \in \mathcal{N}_t^L} z(X_v(t)),$$

where $z$ is the function from (3.2). We also recall from Section 3 the definitions of the processes $Y$ and $\tilde{Y}$,

$$Y_t = \sum_{v \in \mathcal{N}_t^L} (X_v(t) \wedge 1)e^{\mu(X_v(t)-L)}, \quad \tilde{Y}_t = \sum_{v \in \mathcal{N}_t^L} e^{\mu(X_v(t)-L)}. \quad (6.3)$$

We will consider the variable $R([s,t])$ from Section 4 which counts the number of particles that hit $L$ (for the first time) between times $s$ and $t$. The notation $P_{(x,t)}$ and $\mathbb{P}_{(x,t)}$ will refer to the probabilities and the expectations for the BBM when we start the process at time $t$ with a single particle at $x$. We denote by $(\mathcal{F}_t, t \geq 0)$ the natural filtration of the BBM.

In what follows, we will need to consider a quantity $A$ that goes slowly to infinity as $L$ tends to infinity. In other words, we first let $L \to \infty$, then $A \to \infty$ and we will consider the following notation:

- $\varepsilon_L$ is a quantity that is bounded in absolute value by a function $h(A, L)$ such that
  $$\forall A \geq 1 : \lim_{L \to \infty} h(A, L) = 0,$$

- $\varepsilon_{A,L}$ is a quantity that is bounded in absolute value by a function $h(A, L)$ such that
  $$\lim_{A \to \infty} \lim_{L \to \infty} h(A, L) = 0.$$

Furthermore, we will consider a function $\tilde{\theta} : (0, \infty) \to (0, \infty)$ satisfying

$$\tilde{\theta}(A)e^{4\beta A} \to 0, \quad A \to \infty, \quad (6.4)$$

and fix a constant $\Lambda > 0$.

We will use the symbol $O(\cdot)$ to denote a quantity that is bounded in absolute value by a constant times the quantity inside the parenthesis. We will also use the letter $C$ to refer to a constant whose value may change from line to line as in the previous sections. In both cases, as well as in the definition of the functions $h$ described above, the constants may only depend on $\rho$, $\Lambda$ and $\tilde{\theta}$.

Fix a time $t > 0$ and consider $\bar{\theta} \in (0, \tilde{\theta}(A))$ such that $t \{\bar{\theta}e^{2\beta A}\}^{-1} \in \mathbb{N}$. Set $K \in \mathbb{N}$ such that $t = K\theta e^{2\beta A}$ and define a subdivision $(t_k)_{k=1}^K$ of the interval $[0, te^{2\beta L}]$ defined by

$$t_k = k\theta e^{2\beta (L+A)}. \quad (6.5)$$

In words, we consider time steps of length $\theta e^{2\beta A}$ on the time scale of the CSBP, namely $e^{2\beta L}$. We now recall two asymptotic expansions computed in Sections 2.1 and 4.1 that will be needed in the proof of this result. Let

$$a = \lim_{L \to \infty} \frac{\beta}{\|v_1\|^2}.$$

We know from Corollary 2.7 that

$$\lambda_1 - \lambda_1^\infty = -ae^{-2\beta(L-1)} + o(e^{-2\beta L}), \quad (6.6)$$
and that the quantity \( g(L) \) defined in Lemma 4.1 is such that (see Remark 4.2)
\[
g(L) = 2a(1 + \varepsilon_L)e^{-2\beta|L-1|}.
\] (6.7)

Finally, we recall from Equation (4.5) that for all \( 0 \leq s < t \),
\[
\ell([s, t]) \leq t - s.
\] (6.8)

Our goal in this section is to prove the following result, which is a version of [31, Proposition 7.1] in the case \( \rho = 1 \).

**Proposition 6.1.** Assume that \( \{ \mathcal{H}_{wp} \} \) holds. Set \( \ell = 2^{1-\alpha} \lim_{L \to \infty} \beta \| v \|_1 \). Uniformly in \( \lambda \in [0, \Lambda] \), on the event \( \{ \forall v \in \mathcal{N}_L, X_v(t_k) \leq L \} \),
\[
\mathbb{E} \left[ e^{-\lambda e^{-(\mu-\beta)A}Z_{t+1_k}|F_{t_k}} \right] = \exp \left( (-\lambda + \theta (\varepsilon e^{\alpha \Lambda A} + \varepsilon_L) e^{-(\mu-\beta)A}Z_{t_k} + o \left( e^{-(\mu-\beta)A}Y_{t_k} \right) \right).
\]

### 6.2 The particles hitting \( L \)

We first control the contribution of the particles that reach \( L \). As mentioned in Section 4.5, we can count the descendants of these particles by stopping them at a level \( L - y \) for some large \( y > 0 \).

**Lemma 6.2.** Assume that \( \{ \mathcal{H}_{wp} \} \) holds. Let \( y : (1, \infty) \to (0, \infty) \) be a function such that \( y(L) \to \infty \) and \( y(L)/L \to 0 \) as \( L \to \infty \). Uniformly in \( \lambda \in [0, \Lambda] \) and \( u \in [t_k, t_{k+1}] \), we have
\[
\mathbb{E}_{(L-y,u)} \left[ e^{-\lambda Z_{u+1}} \right] = \exp \left( -\frac{\lambda}{2} (1 + O(\theta e^{2\beta A} + \varepsilon_L)) e^{-(\mu-\beta)y} \right).
\]

**Proof.** On the event \( \{ R([u, t_k+1]) = 0 \}, Z_t = Z_{t+1} \) for all \( t \in [u, t_{k+1}] \). Thus, by Markov’s inequality, we have
\[
\mathbb{E}_{(L-y,u)} \left[ e^{-\lambda Z_{u+1}} \right] - \mathbb{E}_{(L-y,u)} \left[ e^{-\lambda Z_{t+1}} \right] \leq \mathbb{P}_{(L-y,u)} \left( R([u, t_k+1]) \geq 1 \right) \leq \mathbb{E}_{(L-y,u)} \left[ R([u, t_{k+1}]) \right].
\] (6.9)

Yet, according to Lemma 4.1
\[
\mathbb{E}_{(L-y,u)} \left[ R([u, t_{k+1}]) \right] \leq C \left( g(L) \ell ([0, t_{k+1}-u]) z(L-y) + e^{-\mu y} \right) \leq C(\theta e^{2\beta A}z(L-y) + e^{-\mu y}),
\] (6.10)

where the second inequality comes from (6.7) and (6.8). Besides, we know from Lemma 3.2 combined with Equation (6.6) that
\[
\mathbb{E}_{(L-y,u)} \left[ Z'_{t_{k+1}} \right] = e^{(\lambda_1 - \lambda_2)(t_{k+1}-u)} z(L-y) = (1 + O(\theta e^{2\beta A}))(L-y),
\] (6.11)

and from Lemma 3.3 that
\[
\mathbb{E}_{(L-y,u)} \left[ (Z'_{t_{k+1}})^2 \right] \leq C((t_{k+1}-u)e^{-2\beta L} z(L-y) + (1 \wedge (L-y)) e^{-\mu y}) \leq C(\theta e^{2\beta A}z(L-y) + e^{-\mu y}).
\] (6.12)

In addition, Equation (6.6) yields
\[
z(L-y) = e^{-\mu y} \sinh \left( \sqrt{2\lambda_1 y} \right) = e^{-\mu y} \left( \sinh(\beta y) + O(Le^{-\beta L}) \right)
\]
\[
= e^{-\mu y} \left( \frac{1}{2} e^{\beta y} + O(ye^{-\beta y}) \right) = \frac{1}{2} e^{-(\mu-\beta)y} (1 + O(ye^{-2\beta y})) = \frac{1}{2} (1 + \varepsilon_L)e^{-(\mu-\beta)y},
\] (6.13)
since \(e^{-\beta y} \leq ye^{-\beta y}\) and \(Le^{-\beta L} \leq ye^{-\beta y}\) for \(L\) large enough. Note that the \(\varepsilon_L\) depends on the form of the function \(y\). Yet, we will only apply this lemma to a single function \(y\) so that we do not need a uniform bound. We can now put all these estimates together. Using that

\[
e^{-\mu y} = e^{-(\mu-\beta)y}e^{-\beta y} = e^{-(\mu-\beta)y}\varepsilon_L,
\]

we get from Equations (6.11), (6.12) and (6.13) that

\[
\mathbb{E}_{(L-y,u)}\left[e^{-\lambda Z_{t_{k+1}}}\right] = 1 - \lambda\mathbb{E}_{(L-y,u)}\left[Z_{t_{k+1}}\right] + O\left(\mathbb{E}_{(L-y,u)}\left[Z_{t_{k+1}}^2\right]\right) \\
= 1 - \frac{\lambda}{2} (1 + O(\theta e^{2\beta A}) + \varepsilon_L) e^{-(\mu-\beta)y}.
\]

Combining this with Equations (6.9), (6.10) and (6.14), we obtain

\[
\mathbb{E}_{(L-y,u)}\left[e^{-\lambda Z_{t_{k+1}}}\right] = 1 - \frac{\lambda}{2} (1 + O(\theta e^{2\beta A}) + \varepsilon_L) e^{-(\mu-\beta)y}.
\]

Finally, we use that \(e^{-x+O(x^2)} = 1 - x\) to get that

\[
\mathbb{E}_{(L-y,u)}\left[e^{-\lambda Z_{t_{k+1}}}\right] = \exp\left(-\frac{\lambda}{2} (1 + O(\theta e^{2\beta A}) + \varepsilon_L)e^{-(\mu-\beta)y}\right),
\]

which concludes the proof of the lemma. 

\(\square\)

**Lemma 6.3.** Assume that \([H_{y1}]\) hold. Uniformly in \(\lambda \in [0,\Lambda]\) and in \(u \in [t_k, t_{k+1} - L]\),

\[
\mathbb{E}_{(L,u)}\left[e^{-\lambda e^{-2(\mu-\beta)A} Z_{t_{k+1}}}\right] = \exp\left(\psi_{1,L}(\lambda)\frac{\lambda}{2} e^{-(\mu-\beta)A} + e^{-(\mu+\beta)A}\varepsilon_{A,L}\right),
\]

where \(\psi_{1,L}(\lambda) = -\lambda + \beta_1(\gamma + 1)\lambda\) and \(\beta_1\) is the constant from Lemma 5.1.

**Proof.** Let \(y : (1, \infty) \to (0, \infty)\) be a function such that \(y(L) \to \infty\) and \(y(L)/L \to 0\) as \(L \to \infty\). Starting with a single particle located at \(L\) at some time \(u \in [t_k, t_{k+1} - L]\), we stop its descendants when they reach the level \(L - y\). Denote by \(\kappa\) the number of particles absorbed at \(L - y\) and by \(\tau_1 \leq \tau_2 \leq ... \leq \tau_\kappa\) the times they hit it. As mentioned in Section 3, \(\kappa\) is finite almost surely. Moreover, it is known (see [23, Theorem 1]) that there exists a positive constant \(d\) (that does not depend on \(u\)) such that

\[
\mathbb{P}_{(L,u)}(\tau_\kappa - u > L) \sim d\frac{y}{L^{3/2}} e^{\mu y - \lambda L}, \quad L \to \infty.
\]

Hence, by definition of the function \(y\), we get that

\[
\mathbb{P}_{(L,u)}(\tau_\kappa - u > L) = \varepsilon_L.
\]

Then, \(\tau_i \in [u, t_{k+1}] \subset [t_k, t_{k+1}]\) for all \(i \in [1, \kappa]\), with probability \(1 - \varepsilon_L\). Decomposing \(Z_{t_{k+1}}\) into subfamilies according to the ancestors at level \(L - y\), we get that

\[
\mathbb{E}_{(L,u)}\left[e^{-\lambda e^{-2(\mu-\beta)A} Z_{t_{k+1}}}\right] = \mathbb{E}_{(L,u)}\left[\prod_{i=1}^\kappa \mathbb{E}_{(L-y,\tau_i)}\left[e^{-\lambda e^{-2(\mu-\beta)A} Z_{t_{k+1}}}\right]\right] \\
= \mathbb{E}_{(L,u)}\left[\prod_{i=1}^\kappa \mathbb{E}_{(L-y,\tau_i)}\left[e^{-\lambda e^{-2(\mu-\beta)A} Z_{t_{k+1}}}\right] 1\{\tau_i \in [t_k, t_{k+1}], \forall i \in [1, \kappa]\}\right] + \varepsilon_L.
\]
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Lemma 6.2 then yields
\[
\mathbb{E}_{(L,u)} \left[ \prod_{i=1}^{\kappa} \mathbb{E}_{(L-y, \tau_i)} \left[ e^{-\lambda e^{-(\mu-\beta)A} Z_{k+1}} 1_{\{\tau_i \in [t_k, t_{k+1}], \forall i \in [1, \kappa]\}} \right] \right] \\
= \mathbb{E}_{(L,u)} \left[ \exp \left( -\frac{\lambda}{2} (1 + O(\theta e^{2\beta A}) + \varepsilon_L) e^{-(\mu-\beta)Z} \right) 1_{\{\tau_i \in [t_k, t_{k+1}], \forall i \in [1, \kappa]\}} \right] \\
= \mathbb{E}_{(L,u)} \left[ \exp \left( -\frac{\lambda}{2} e^{-(\mu-\beta)A} (1 + O(\theta e^{2\beta A} + \varepsilon_L) e^{-(\mu-\beta)Z} \right) + \varepsilon_L. 
\right]
\]

By Lemma 5.1, the quantity $\kappa e^{-(\mu-\beta)Z}$ converges in law to a random variable $W$ satisfying (5.17) as $L \to \infty$. Hence, using that $|e^{-z_1} - e^{-z_2}| < |z_1 - z_2| \lor 1$ for all $z_1, z_2 > 0$, we get that
\[
\mathbb{E}_{(L,u)} \left[ \exp \left( -\frac{\lambda}{2} e^{-(\mu-\beta)A} (1 + O(\theta e^{2\beta A} + \varepsilon_L) e^{-(\mu-\beta)Z} \right) \right] \\
= \mathbb{E} \left[ \exp \left( -\frac{\lambda}{2} e^{-(\mu-\beta)A} (1 + O(\theta e^{2\beta A} + \varepsilon_L) W \right) \right] + \varepsilon_L. 
\]

On the other hand, remarking that $\alpha(\mu - \beta) = \mu + \beta$, we deduce that
\[
\psi_{1, \text{LM}} \left( \frac{\lambda}{2} e^{-(\mu-\beta)A} (1 + O(\theta e^{2\beta A}) + \varepsilon_L) \right) \\
= -\frac{\lambda}{2} e^{-(\mu-\beta)A} (1 + O(\theta e^{2\beta A}) + \varepsilon_L) + \frac{\lambda}{2} e^{-(\mu+\beta)A} (1 + O(\theta e^{2\beta A}) + \varepsilon_L) - \frac{\lambda}{2} e^{-(\mu-\beta)A} e_{A,L} = \psi_{1, \text{LM}} \left( \frac{\lambda}{2} e^{-(\mu-\beta)A} \right) + e^{-(\mu+\beta)A} e_{A,L},
\]

since $\theta e^{-(\mu-3\beta)A} = \theta e^{4\beta A} e^{-(\mu+\beta)A}$ and $\theta e^{4\beta A} \to 0$ as $A \to \infty$. Putting this together with (5.17), we see that
\[
\mathbb{E} \left[ \exp \left( -\frac{\lambda}{2} e^{-(\mu-\beta)A} (1 + O(\theta e^{2\beta A} + \varepsilon_L) W \right) \right] = \mathbb{E} \left[ \psi_{1, \text{LM}} \left( \frac{\lambda}{2} e^{-(\mu-\beta)A} \right) + e^{-(\mu+\beta)A} e_{A,L} \right]. 
\]

Finally, we get that
\[
\mathbb{E}_{(L,u)} \left[ e^{-\lambda e^{-(\mu-\beta)A} Z_{k+1}} \right] = \mathbb{E} \left[ \psi_{1, \text{LM}} \left( \frac{\lambda}{2} e^{-(\mu-\beta)A} \right) + e^{-(\mu+\beta)A} e_{A,L} \right] + \varepsilon_L \\
= \mathbb{E} \left[ \psi_{1, \text{LM}} \left( \frac{\lambda}{2} e^{-(\mu-\beta)A} \right) + e^{-(\mu+\beta)A} e_{A,L} \right], 
\]

which concludes the proof of the lemma.

### 6.3 Proof of Proposition 6.1

Starting with one particle at $x \leq L$ at time $t_k$, we stop the particles when they hit $L$. We denote by $L$ the set of particles that hit $L$. For each $v \in L$, we identify the particle $v$ with the time it hits $L$ and denote by $Z^{(v)}$ the contribution of its descendants to $Z$. Writing $Z$ as the sum of these different contributions, we get
\[
Z_t = Z_t' + \sum_{v \in L} Z_t^{(v)}. 
\]

Conditioning on $L$, we see that
\[
\mathbb{E}_{(x,t_k)} \left[ e^{-\lambda e^{-(\mu-\beta)A} Z_{k+1}} \right] = \mathbb{E}_{(x,t_k)} \left[ e^{-\lambda e^{-(\mu-\beta)A} Z_{k+1}} \prod_{v \in L} \mathbb{E}_{(L,u)} \left[ e^{-\lambda e^{-(\mu-\beta)A} Z_{k+1}^{(v)}} \right] \right].
\]
Putting this together with (6.7) and (6.19), we have

Let us now bound the last summand on the RHS of (6.16). Recall that \( \alpha(\mu - \beta) = \mu + \beta \), we see that the third term on the RHS of (6.16) is equal to

\[
\left( 1 - e^{(\sigma - \lambda_1)\alpha(s-t_k)} \right) \left( e^{-(\mu-\beta)A} + \frac{b}{2^{\alpha-1}} e^{-(\mu+\beta)A \lambda_1} \right) z(x) + O \left( e^{-(\mu-\beta)A Y_{t_k}} \right).
\]  

(6.21)

Let us now bound the last summand on the RHS of (6.16). Recall that \( \mu > 3\beta \) under (Hwp) so that

\[
e^{-2(\mu-\beta)A} e^{2\beta A} = e^{-(\mu-\beta)A} e^{-3(\mu-\beta)A} = \varepsilon (\mu-\beta) A.
\]
In addition, note that \( \theta^2 e^{4gL} = \varepsilon_{A,L} \). Putting this together with (6.19) and (6.20), we get that
\[
e^{-2(\mu-\beta)A} \mathbb{E}(x,t_k) \left[ \left( Z_{t_{k+1}} \right)^2 + R([t_k, s])^2 \right] = O \left( \theta e^{-(\mu-\beta)A} \varepsilon_{A,L} z(x) + e^{-2(\mu-\beta)A} Y_{t_k} \right) \quad (6.22)
\]
Equation (6.16) combined with Equations (6.17), (6.21) and (6.22) then yields
\[
\mathbb{E}(x,t_k) \left[ e^{-\lambda e^{-(\mu-\beta)A} Z_{t_{k+1}}} \right] = 1 - \lambda e^{-(\mu-\beta)A} \left( 1 + e^{(\lambda_1 - \lambda_1^\infty)(t_{k+1} - t_k)} - e^{(\lambda_1 - \lambda_1^\infty)(s-t_k)} \right) z(x)
+ \frac{b}{\alpha} - \lambda e^{-(\mu-\beta)A} \left( 1 - e^{(\lambda_1 - \lambda_1^\infty)(s-t_k)} \right) e^{-2\beta A} z(x)
+ \theta e^{-(\mu-\beta)A} \varepsilon_{A,L} z(x) + O \left( e^{-(\mu-\beta)A} Y_{t_k} \right),
\]
where we write \( e^{-(\alpha+\beta)A} \) as \( e^{-(\mu-\beta)A} e^{-2\beta A} \) to obtain the third term and use that \( e^{-2(\mu-\beta)A} Y_{t_k} = O (e^{-(\mu-\beta)A} Y_{t_k}) \) to get the last one. It now remains to control the exponential factors. Since the exponents are negative,
\[
\left| e^{(\lambda_1 - \lambda_1^\infty)(s-t_k)} - e^{(\lambda_1 - \lambda_1^\infty)(t_{k+1} - t_k)} \right| \leq (\lambda_1^\infty - \lambda_1)(t_{k+1} - s) = \varepsilon_L,
\]
and (6.6) yields
\[
e^{(\lambda_1 - \lambda_1^\infty)(s-t_k)} = \exp \left( -a \theta e^{2\beta A} + \theta e^{2\beta A} \varepsilon_{A,L} \right) = 1 - a \theta e^{2\beta A} + \theta e^{2\beta A} \varepsilon_{A,L}.
\]
Therefore,
\[
\mathbb{E}(x,t_k) \left[ e^{-\lambda e^{-(\mu-\beta)A} Z_{t_{k+1}}} \right] = 1 - \left( 1 - \frac{a \theta e^{2\beta A} + \theta e^{2\beta A} \varepsilon_{A,L}}{\lambda - \frac{ab}{2\alpha} - \lambda e^{-(\mu-\beta)A} \varepsilon_{A,L} z(x) + O \left( e^{-(\mu-\beta)A} Y_{t_k} \right). \quad (6.23)
\]
Finally, we use that \( e^{-y+O(y^2)} = 1 - y \) as \( y \to 0 \) to conclude the proof. Hence it suffices to show that
\[
(\exp(\varepsilon_A Y_{t_k}) )^2 = O(\exp(\varepsilon_A Y_{t_k})). \] Using Lemma 3.1 and recalling that \( \mu > 3\beta \) under \( \mathbb{H}_{push} \), we see that
\[
z(x)^2 \leq C(1 \wedge x)^2 e^{2\mu z(L-x)} \leq C(1 \wedge x) e^{\mu z(L-x)} e^{2\beta z(L-x)} \leq CY_{t_k}.
\]
This remark combined with Equation (6.23) concludes the proof of Proposition 6.1.

7 Convergence to the CSBP

This section is devoted to the proof of Theorem 1.2. As in [2], we will first establish the convergence of the process \( Z_t \) (see Theorem 7.1 below). The technical arguments used to prove the convergence of \( Z \) will be adapted from [31] Section 8. The proof of Theorem 1.2 will then be deduced following the approach used in [2].

In this section, we will use all the notation introduced in Section 6.1. Besides, we will need to control the position of the rightmost particle \( M(t) \). This quantity could be easily controlled by examining the density of the BBM with absorption at 0. However, since we only established moment estimates on the BBM in an interval, we will rather consider the density of a BBM killed at 0 and \( L+y \), for some large \( y > 0 \). To this extent, we define \( Z_{t,y}, Z_{t,y}', Y_{t,y}, \tilde{Y}_{t,y}, R_y, w_{t,y} \) in the same way as \( Z_t, Z_t', Y_t, \tilde{Y}_t, R, w_t \) but for \( L-y \) instead of \( L \).

In what follows, we will write \( \Rightarrow \) to refer to the convergence in distribution and \( \rightarrow_p \) for the convergence in probability.

7.1 The process \( Z_t \)

**Theorem 7.1.** Assume that \( \mathbb{H}_{push} \) holds and suppose that the configuration of particles at time zero satisfies \( Z_0 \Rightarrow Z \) and \( M(0) - L \rightarrow_p -\infty \) as \( L \rightarrow \infty \). Let \( \varepsilon_{ext} \) be the constant from Proposition 6.1. The finite-dimensional distributions of the processes
\[
(Z_{\varepsilon_{ext} t}, t \geq 0)
\]
converges as $L \to \infty$ to the finite-dimensional distributions of a continuous-state branching process $(\Xi(t), t \geq 0)$ with branching mechanism $\Psi(\lambda) := e^{\lambda} \alpha^\lambda$, whose distribution at time zero is the distribution of $Z$.

The proof of Theorem 7.1 is inspired by [31, Section 8]. Similarly, we discretise time and use the estimate established in Proposition 6.1. This allows us to identify the Euler scheme of the branching mechanism $\Psi$. Likewise, we claim that it is sufficient to prove the one-dimensional convergence of the process. Indeed, Theorem 7.1 can be deduced from the one-dimensional convergence result and the Markov property of the process if we prove that under the assumptions of Theorem 7.1, for any fixed $t > 0$, the two following points hold

1. $Z(te^{2\beta L}) \Rightarrow Z'$ for some random variable $Z' \geq 0$,
2. $L - M(te^{2\beta L}) \Rightarrow_p \infty$,

as $L \to \infty$. Theorem 7.1 follows by induction. Yet, the first point is exactly the one-dimensional convergence of the process. Indeed, Theorem 7.1 can be deduced from the one-dimensional convergence result and the Markov property of the process if we prove that under the assumptions of Theorem 7.1 for any fixed $t > 0$, the two following points hold

Before we prove this second point, we will need to show that the convergence of the process $Z$ implies the convergence of the processes $Z_y$ under suitable conditions on the initial configuration. This will be the object of the following lemmas.

Note that the assumption $L - M(0) \to_p \infty$ as $L \to \infty$ implies the existence a sequence $(a_L)$ such that $a_L \to \infty$ and

$$\mathbb{P}(L - M(0) \geq a_L) = 1 - \varepsilon_L.$$  \hfill (7.1)

We denote by $A_L$ the event

$$A_L = \{L - M(0) \geq a_L\}.$$  \hfill (7.2)

We first state a technical lemma that compares $w_1$ and $w_{1, y}$ on $[0, L - a_L]$. The proof of this result can be found in Appendix [D].

**Lemma 7.7.**

$$\sup_{y \geq 0} \sup_{x \leq L - a_L} e^{-\beta y} \frac{w_{1, y}(x)}{w_1(x)} \to 1, \quad L \to \infty.$$  \hfill (7.3)

**Lemma 7.8.** Let $t > 0$ and $y \in \mathbb{R}$. Suppose that $Z_{te^{2\beta L}} \Rightarrow Z'$ for some random variable $Z' \geq 0$ and that $L - M(te^{2\beta L}) \Rightarrow_p \infty$ as $L \to \infty$. Then, as $L \to \infty$,

$$Z_{te^{2\beta L}, -y} \Rightarrow e^{-(\mu - \beta) y} Z'.$$

**Proof.** We deal with the case $t = 0$. The proof is similar for fixed $t > 0$. Let $f$ be a bounded and continuous test function on $[0, \infty)$. Conditioning on the event $A_L$, we see that

$$\mathbb{E} \left[ |f(Z_{0, -y}) - f(e^{-(\mu - \beta) y} Z_0)| \right] \leq 2\|f\|_\infty \mathbb{P}(A_L^c) + \mathbb{E} \left[ |f(Z_{0, -y}) - f(e^{-(\mu - \beta) y} Z_0)| 1_{A_L} \right].$$

Recall from (7.1) that $\mathbb{P}(A_L^c) = \varepsilon_L$ so that we only need to control the second term on the RHS. Yet, we know from Lemma 7.7 that

$$e^{(\mu - \beta) y} Z_{0, -y} = (1 + \varepsilon_L) Z_0.$$  \hfill (7.4)

The result follows by continuity of $f$.  \hfill \Box

**Lemma 7.9.** Suppose that $Z_0 \Rightarrow Z'$ for some random variable $Z' \geq 0$ and that $L - M(0) \to_p \infty$ as $L \to \infty$. Then, as $L \to \infty$,

$$Z_{0, \sqrt{t}} \Rightarrow_p 0.$$
More precisely, we have
\[ \mathbb{P} \left( Z_{0,-\sqrt{T}} > \varepsilon \right) = \mathbb{P} \left( Z_{0,-\sqrt{T}L} > \varepsilon \right) + \varepsilon_L. \]

According to Lemma 7.2 we know that
\[ \text{on } A_L, \quad Z_{0,-\sqrt{T}} = (1 + \varepsilon_L)e^{-\beta \sqrt{T}} Z_0. \]

Hence, since \( Z_0 1_{A_L} \Rightarrow Z \) and \((1 + \varepsilon_L)e^{-\beta \sqrt{T}} \to 0 \) as \( L \to 0 \), Slutsky's theorem yields the result. \( \square \)

We are now ready to prove point (2).

**Lemma 7.5.** Let \( t > 0 \). Suppose that \( Z_0 \Rightarrow Z' \) for some random variable \( Z' \geq 0 \) and that \( L - M(0) \rightarrow_p \infty \) as \( L \to \infty \). Then, as \( L \to \infty \),
\[ L - M(\varepsilon t^{2/3}L) \rightarrow_p \infty. \]

More precisely, we have
\[ \mathbb{P} \left( L - M(\varepsilon t^{2/3}L) \leq a_L \right) = \varepsilon_L. \]

**Proof.** Consider the event that no particle reaches level \( L + \sqrt{T} \) before time \( \varepsilon t^{2/3}L \)
\[ B_L = \{ R_{-\sqrt{T}}([0, \varepsilon t^{2/3}L]) = 0 \}. \]

Using Lemma 3.3 and remarking that \( \tilde{Y} \geq 0 \), we get that for \( L \) large enough
\[ \mathbb{E} \left[ \tilde{Y}_{\varepsilon t^{2/3}L, -\sqrt{T}L} | F_0 \right] \leq \mathbb{E} \left[ \tilde{Y}_{\varepsilon t^{2/3}L, -\sqrt{T}} | F_0 \right] \leq C e^{-\beta(L + \sqrt{T})} Z_{0,-\sqrt{T}}'. \] (7.3)

Lemma 4.1 combined with Equation (6.7) implies that for \( L \) large enough
\[ \mathbb{E} \left[ R_{-\sqrt{T}}([0, \varepsilon t^{2/3}L]) | F_0 \right] \leq C \left( Y_{0,-\sqrt{T}} + g(L + \sqrt{T}) \varepsilon t^{2/3}L Z_{0,-\sqrt{T}} \right) \leq C \left( Y'_{0,-\sqrt{T}} + e^{-\beta \sqrt{T}} Z_{0,-\sqrt{T}} \right). \] (7.4)

Then, conditioning on the event \( A_L \), we see that
\[ \mathbb{P} \left( L - M(t^{2/3}L) \leq a_L | F_0 \right) \leq \mathbb{P} \left( L - M(t^{2/3}L) \leq a_L | F_0 \right) 1_{A_L} + 1_{A_L}. \] (7.5)

Since \( \mathbb{P}(A_L) = \varepsilon_L \), we only need to bound the first term appearing on the RHS of (7.5). Yet, note that
\[ \mathbb{P} \left( L - M(t^{2/3}L) \leq a_L | F_0 \right) = \mathbb{P} \left( e^{\mu(L(t^{2/3}L) - (L + \sqrt{T}))} \geq e^{-\mu(L + \sqrt{T})} | F_0 \right). \]

In addition, remark that
\[ B_L \cap \left\{ e^{\mu(L(t^{2/3}L) - (L + \sqrt{T}))} \geq e^{-\mu(L + \sqrt{T})} \right\} \subset B_L \cap \left\{ Y'_{t^{2/3}L, -\sqrt{T}L} \geq e^{-\mu(L + \sqrt{T})} \right\}. \]

Hence,
\[ \mathbb{P} \left( e^{\mu(L(t^{2/3}L) - (L + \sqrt{T}))} 1_{B_L} \geq e^{-\mu(L + \sqrt{T})} | F_0 \right) \leq \mathbb{P} \left( Y'_{t^{2/3}L, -\sqrt{T}L} \geq e^{-\mu(L + \sqrt{T})} | F_0 \right). \]

Therefore, conditioning on the event \( B_L \), we get that
\[ \mathbb{P} \left( L - M(t^{2/3}L) \leq a_L | F_0 \right) 1_{A_L} \leq \mathbb{P} \left( Y'_{t^{2/3}L, -\sqrt{T}L} \geq e^{-\mu(L + \sqrt{T})} | F_0 \right) 1_{A_L} + \mathbb{P} \left( B_L^c | F_0 \right) 1_{A_L} \]
\[ \leq e^{\mu(L + \sqrt{T})} \mathbb{E} \left[ Y_{t^{2/3}L, -\sqrt{T}L} | F_0 \right] + \mathbb{E} \left[ R_{-\sqrt{T}}([0, \varepsilon t^{2/3}L]) | F_0 \right] 1_{A_L} \]
\[ \leq C \left( e^{\mu(L + \sqrt{T})} e^{-\beta(L + \sqrt{T})} + e^{-2\beta \sqrt{T}} \right) Z_{0,-\sqrt{T}} + Y'_{0,-\sqrt{T}} 1_{A_L}, \] (7.6)
where the second line is obtained thanks to conditional Markov’s inequality and the last one by combining Equation (7.3) and (7.4). Then, we see from (7.2) that
\[ e^{\mu(\sqrt{L} + a_L)}e^{-\beta(L + \sqrt{L})} \leq e^{(2\mu - \beta)\sqrt{L} - \beta L} \leq e^{-CL}, \]
for \( L \) large enough. We then recall from Lemma 3.1 that for all \( x \in [0, L + \sqrt{L}] \), we have
\[ \frac{1 \wedge x \wedge (L + \sqrt{L} - x)}{w_{1,-\sqrt{L}}(x)} \leq Ce^{-\beta(L + \sqrt{L} - x)}, \]
so that for all \( L \) large enough
\[ \text{on } A_L, \quad \forall u \in \mathcal{N}_0, \quad 1 \wedge X_u(0) = 1 \wedge X_u(0) \wedge (L + \sqrt{L} - X_u(0)) \leq Ce^{-\beta(\sqrt{L} + a_L)}w_{1,-L}(X_u(0)) \leq Ce^{-\beta\sqrt{L}}w_{1,-L}(X_u(0)). \]
Thus we get that, for sufficiently large \( L \),
\[ \text{on } A_L, \quad Y_{0,-\sqrt{L}} \leq Ce^{-\beta\sqrt{L}}Z_{0,-\sqrt{L}}. \] (7.7)
Finally, combining Equations (7.5), (7.6) and (7.7), we get that
\[ \mathbb{P}(L - M(te^{2L})) \geq a_L | F_0) = \varepsilon_L Z_{0,-\sqrt{L}A_L} + \mathbb{I}_{A_L^c}. \] (7.8)

Lemma 7.4 then yields the result.

We now move to point (1). As in [31], we claim that it is sufficient to assume that \( Z_0 \to_p z_0 \) as \( L \to \infty \) for some constant \( z_0 \geq 0 \) instead of the one dimensional convergence (1). One can then deduce Theorem 7.1 thanks to a conditioning argument. Hence, we will prove the following: for fixed \( t > 0 \) and \( \lambda > 0 \),
\[ \lim_{L \to \infty} \mathbb{E}[e^{-\lambda Z_{t,e^{2L}}}] = e^{-z_0 u_t(\lambda)}, \] (7.9)
where \( u_t(\lambda) \) is the function from Equation (7.6) corresponding to the branching mechanism \( \Psi(\lambda) = e^{\lambda^a} \). We recall from Section 6.1 that we divided the interval \([0, te^{2L}]\) into small time steps of length \( \theta e^{2\beta(L + A)} \) so that we consider the process at times \( t_k = k\theta e^{2\beta(L + A)} \) for \( k \in [0, K] \). We also recall the definition of \( a_L \) from Equation (7.1) and define \( b_L = a_L - A \). Note that \( b_L \to \infty \) as \( L \to \infty \) by definition of \( A \). For \( k \in [0, K] \), let
\[ G_k = \{ \forall j \in [0, k] : M(t_j) \leq L - A - b_L, Y_{t_j,A} \leq Z_{t_j,A}/b_L \}. \] (7.10)

**Lemma 7.6.** We have \( \mathbb{P}(G_K) = 1 - \varepsilon_L \).

**Proof.** On \( A_L \), we have \( M(t_0) \leq L - a_L = L - A - b_L \). Moreover, we see from Lemma 3.1 that for sufficiently large \( L \),
\[ \text{on } A_L, \quad Y_{t_0,A} \leq e^{-\beta(a_L - A)}Z_{t_0,A} \leq e^{-\beta b_L}Z_{t_0,A} \leq \frac{1}{b_L}Z_{t_0,A}. \]
Thus, \( \mathbb{P}(G_0) = 1 - \varepsilon_L \). Let \( k \in [1, K] \). We know from Lemma 7.5 that \( \mathbb{P}(L - A - M(t_k) \geq b_L) = 1 - \varepsilon_L \). Similarly, we can prove that, on this event, \( Y_{t_k,A} \leq Z_{t_k,A}/b_L \) for \( L \) large enough. We conclude the proof of the lemma using a union bound.

We now fix \( \lambda > 0 \) and for \( \delta \in \mathbb{R} \), we define the sequence \( \lambda_k^{(\delta)} \) for \( k = 0 \) by
\[ \lambda_k^{(\delta)} = \lambda, \]
\[ \lambda_k^{(\delta)} = \lambda_k^{(\delta)} - \theta(\Psi(\lambda_k^{(\delta)}) - \delta). \]
Lemma 7.7. 1. There exists $\Lambda > 0$ such that for $|\delta|$ small enough and for $\theta$ small enough, we have $\lambda_k^{(\delta)} \in [0, \Lambda]$ for all $k \in [0, K]$.

2. For every $\eta > 0$, there exists $\delta > 0$ such that for $\theta$ small enough, we have

$$\lambda_k^{(\delta)}, \lambda_k^{- (\delta)} \in [u_k(\lambda) - \eta, u_k(\lambda) + \eta].$$

3. For every $\delta > 0$, we have for sufficiently large $A$ and $L$, for every $k = 0, \ldots, K$,

$$\mathbb{E}\left[e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} - \mathbb{P}(G_K \setminus G_k) \leq \mathbb{E}\left[e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}}\right], \quad (7.11)$$

and

$$\mathbb{E}\left[e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} \geq \mathbb{E}\left[e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}}\right]. \quad (7.12)$$

Proof. The proof of parts 1 and 2 relies on standard results on the Euler scheme and is similar to the proof of Theorem 2.1 in [31]. The only difference is that we do not need to modify the function $\Psi$ at zero, since it is a Lipschitz function on any interval $[0, \Lambda], \Lambda > 0$.

Hence, we only prove part 3 of the lemma. Let $\Lambda > 0$ be such that the first part of the lemma holds. Let $\delta > 0$ and $\tilde{\theta}$ be small enough so that $\lambda_k^{(\pm \delta)} \in [0, \Lambda]$ for all $k \in [0, K]$. By Proposition 6.1, we know that for $L$ and $A$ sufficiently large, for all $\theta < \tilde{\theta}(A) \wedge \tilde{\theta}$, for all $\lambda' \in [0, \Lambda]$, and for all $k \in [0, K]$, $e^{-\lambda' + \theta(\Psi(\lambda') - \delta)e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} \leq \mathbb{E}\left[e^{-\lambda' e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{F_k}} \mathbf{1}_{G_k} \leq e^{-\lambda' e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}}, \right.$

almost surely. Since $\lambda_k^{(\pm \delta)} \in [0, \Lambda]$ for all $k \in [0, K]$, this also implies that for all $k \in [0, K]$, $e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} \geq e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}}, \quad (7.13)$

and $e^{-\lambda_k^{(-\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} \leq e^{-\lambda_k^{(-\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}}. \quad (7.14)$

The third part of the lemma follows by induction as in [31]: for $k = K$, Equation (7.11) holds. Let $k \in [0, K - 1]$ and assume that (7.11) holds for $k + 1$. By definition of the sequence $(G_k)$, we have $G_k \subset G_{k+1}$, so that the induction hypothesis implies that

$$\mathbb{E}\left[e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} - \mathbb{P}(G_K \setminus G_k) \leq \mathbb{E}\left[e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}}\right],

\mathbb{E}\left[e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} \geq \mathbb{E}\left[e^{-\lambda_k^{(\delta)} e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}}\right].

$$

These equations combined with Equations (7.13) and (7.14) concludes the proof of the third point. \hfill \Box

We now deduce (7.9) from Lemmas 7.6 and 7.7. We see from Lemma 7.2 (applied to $L - A$ instead of $L$) that

for $G_K$, $Z_{tk, A} = (1 + \varepsilon_L) e^{(\mu - \beta) A Z_{tk}}$.

Combining this with Lemma 7.6, we obtain

$$\mathbb{E}\left[e^{-\lambda e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} = \mathbb{E}\left[e^{-\lambda Z_{tk} A} \mathbf{1}_{G_k} + \varepsilon_L = \mathbb{E}\left[e^{-\lambda Z_{tk}} A] + \varepsilon_L. \quad (7.15)\right.$$

Let $\eta > 0$ and choose $\delta > 0$ such that the second part of Lemma 7.7 holds. Therefore, the third part of the lemma and Equation (7.15) imply that for $L$ and $A$ large enough,

$$\mathbb{E}\left[e^{- (u_k(\lambda) + \eta)e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} - \varepsilon_L \leq \mathbb{E}\left[e^{-\lambda Z_{tk}} A \right] \leq \mathbb{E}\left[e^{- (u_k(\lambda) - \eta)e^{- (\mu - \beta) A Z_{tk+1} A} \mathbf{1}_{G_k}} + \varepsilon_L. \quad (7.16)$$

Since $\mathbb{P}(G_K) = 1 - \varepsilon_L$, we know from Lemma 7.3 (applied to $L - A$ instead of $A$) that

$$Z_{0, A} \Rightarrow e^{(\mu - \beta) A} z_{0, \Lambda}, \quad L \rightarrow \infty.$$
Hence, letting \( L \to \infty \) in (7.16), we get that
\[
e^{-\left(\alpha(T_{\infty})+\eta\right)z_0} \leq \liminf_{L \to \infty} E \left[ e^{-\lambda Z_{\alpha(2\beta L)}} \right] \leq \limsup_{L \to \infty} E \left[ e^{-\lambda Z_{\alpha(2\beta L)}} \right] \leq e^{-\left(\alpha(T_{\infty})-\eta\right)z_0}.
\]

Letting \( \eta \to 0 \) then concludes the proof of (7.9).

### 7.2 The number of particles \( N_t \)

In this section, we conclude the proof of Theorem 1.2 by deducing the result on the number of particles \( N_t \) from the convergence of the process \( Z_t \) established in Theorem 7.1. In Theorem 7.8 we state a version of Theorem 1.2 under more general assumptions on the initial configuration.

First, recall the definitions of the processes \( Z_t, Z'_t, N_t \) and \( N'_t \) from Section 6 (see Equations (6.1) and (6.2)). In addition, define the normalising constant
\[
d_\infty = \frac{1}{2} \left( \lim_{L \to \infty} \|v_1\| \right)^{-2} \left( \lim_{L \to \infty} \int_0^L e^{-\mu y} v_1(y) dy \right).
\]  

Recall from Lemma 2.6 that the \( L^2 \)-norm of the eigenvector \( v_1 \) converges to a positive limit as \( L \) goes to \( \infty \). Besides, one can prove that \( L \mapsto \int_0^L e^{-\mu y} v_1(y) dy \) also converges to a positive limit as \( L \to \infty \) using the dominated convergence theorem combined with Lemma 3.1. Hence, the constant \( d_\infty \) is well defined.

**Theorem 7.8.** Assume that \( \mathbb{H} \) holds and let \( \xi_1 \) be as in Theorem 7.1. In addition, suppose that the configuration of particles at time zero satisfies \( Z_0 \to_p z_0 \), for some \( z_0 > 0 \), and that \( L - M(0) \to_p \infty \) as \( L \to \infty \). Then, the finite-dimensional distributions of the processes
\[
\left( \frac{1}{d_\infty e^{(\alpha-\beta)L} z_0} N_{\alpha(2\beta L)}(t), t \geq 0 \right)
\]
converge as \( L \to \infty \) to the finite-dimensional distributions of a continuous-state branching process \((\Xi(t), t \geq 0)\) with branching mechanism \( \Psi(\lambda) := e^{\alpha \lambda^\alpha} \) starting from 1.

Note that Theorem 1.2 can be deduced from Theorem 7.8 by computing \( Z_0 \) when the system starts with \( N \) particles located a 1. In this case, according to Remark 2.5, we have
\[
Z_0 = N e^{\mu(1-L)} w_1(1) = \frac{1}{2} N (1 + \varepsilon_L) e^{-(\mu-\beta)L} e^{\mu-\beta}.
\]

Thus we set
\[
L = \frac{1}{\mu - \beta} \log(N),
\]
so that
\[
N = e^{(\mu-\beta)L} \quad \text{and} \quad N^{\alpha-1} = e^{2\beta L}.
\]  

Then, Theorem 1.2 follows directly from Theorem 7.8 and the normalising constant \( \sigma(\rho) \) can be expressed as a function \( d_\infty \),
\[
\sigma(\rho) = \frac{2}{d_\infty e^{\mu-\beta}}.
\]  

As outlined in Section 1.5, the reason why Theorem 7.8 can be deduced from the convergence of the process \( Z_t \) is the fact that \( N_t \) is roughly proportional to \( Z_t \); there exists a constant \( C > 0 \) such that the number of particles \( N_t \) can be approximated by
\[
N_t \approx C e^{(\mu-\beta)L} Z_t,
\]
for \( t \) and \( L \) large enough. Actually, we have \( C = d_\infty \) and a rigorous statement of this observation is given in the following lemma. This result is analogous to the one proved in [2, Section 6.3] in the case \( \rho = 1 \) and the strategy of the proof is similar.
Lemma 7.9. Assume that $[H_{wp}]$ holds and suppose the configuration of particles at time zero satisfies $Z_0 \xrightarrow{p} z_0$, for some $z_0 > 0$, and $L - M(0) \xrightarrow{p} \infty$ as $L \to \infty$. Let $t > 0$. Then, we have

$$\left| e^{-\nu^{-1}N_u} \mathbb{E} \left[ \mathcal{F}_{t} \right] - d_\infty \mathbb{E} \mathcal{F}_t \right| \xrightarrow{p} 0, \quad L \to \infty. \quad (7.20)$$

One can then deduce Theorem 7.8 from Theorem 7.1 combined with Lemma 7.9. In what follows, we consider a fixed time $t$ and denote by $u$ the corresponding time on the time scale of the CSBP, namely

$$u = te^{2\beta L}.$$

We also consider a small parameter $0 < \delta < 1$ and note that, according to Lemma 2.3 and Lemma 2.10, we have

$$p_{\delta u}(x, y) = (1 + \varepsilon_L)(1 + O(\delta))\mathbb{E} \left[ \mathcal{F}_{t} \left( \delta \mathcal{F}_{t} \right) \right] \leq e^{\mu(1 - \delta)\mathcal{F}_{t}} v_1(x) v_1(y). \quad (7.21)$$

The proof of Lemma 7.9 is divided into three parts:

1. We first prove that $N'_{u}$ is well approximated by $C_0 e^{(\mu - \beta) L} Z'_{(1 - \delta) u}$ for large values of $L$, by controlling the first and second moments of $N'$ (see Lemma 7.10 and Lemma 7.11).

2. Then, we show that $Z'$ does not vary too much between times $(1 - \delta) u$ and $u$ for $\delta$ small enough with a similar argument.

3. Finally, we recall why $Z'_{u}$ (resp. $N'_{u}$) is a good approximation of $Z_{u}$ (resp. $N_{u}$) for $L$ large enough.

We now move to the moment estimates. As in Section 3, we estimate the first moment of $N'$ under $[H_{psh}]$ and bound its second moment under $[H_{wp}]$.

**Lemma 7.10 (First moment of $N'$).** Assume that $[H_{psh}]$ holds. Then,

$$\mathbb{E}[N'_{u} \mathcal{F}_{t}] = d_\infty (1 + \varepsilon_L)(1 + O(\delta)) e^{(\mu - \beta) L} Z'_{(1 - \delta) u}. \quad (7.22)$$

**Proof.** The many-to-one lemma (see Lemma 1.3) yields

$$\mathbb{E}(x, (1 - \delta) u) [N'_{u}] = \mathbb{E}(x, (1 - \delta) u) \left[ \sum_{y \in \mathcal{N}^L} 1 \right] = \int_0^L p_{\delta u}(x, y) dy.$$

Then, we see from (7.21) that

$$\mathbb{E}(x, (1 - \delta) u) [N'_{u}] = (1 + \varepsilon_L)(1 + O(\delta)) v_1 \int_0^L e^{\mu(1 - \delta)\mathcal{F}_{t}} v_1(y) dy.$$

Moreover, Remark 2.3 implies that

$$e^{\mu x} v_1(x) = \frac{1}{2} (1 + \varepsilon_L) e^{(\mu - \beta) L} e^{\mu(x-L)} v_1(x). \quad (7.22)$$

Finally, by definition of $d_\infty$, we get that

$$\mathbb{E}(x, (1 - \delta) u) [N'_{u}] = d_\infty (1 + \varepsilon_L)(1 + O(\delta)) e^{(\mu - \beta) L} e^{\mu(x-L)} v_1(x),$$

which concludes the proof of the lemma.

**Lemma 7.11 (Second moment of $N'$).** Assume that $[H_{wp}]$ holds. For $L$ large enough, we have

$$\mathbb{E} \left[ (N'_{u})^2 \mathcal{F}_{t} \right] \leq C e^{2(\mu - \beta) L} \left( Y_{(1 - \delta) u} + \delta Z'_{(1 - \delta) u} \right).$$
Proof. The many-to-two lemma (see Lemma 1.4) yields
\[
E_{(x,(1-\delta)u)} \left[ (N_u')^2 \right] = E_{(x,(1-\delta)u)} [N_u'] + \int_0^{\delta u} \int_0^L p_s(x,y)2r(y)E_y [N_u']^2 dyds.
\]
Applying the many to-one lemma and interchanging the integrals, the quantity \(U\) can be written as
\[
U = \int_0^L 2r(y) \int_0^{\delta u} p_s(x,y) \left( \int_0^L p_{\delta u-s}(y,z)dz \right)^2 dsdy.
\]
We then divide the second integral into three parts. We first recall from Equation (3.6) that for \(\delta u / L \) and \(L\) large enough,
\[
p_{\delta u-s}(y,z) \leq Ce^{\mu(x-y)v_1(x)v_1(y)}.
\]
Therefore, combining Equations (7.22) and (7.23), we get that
\[
U_1 := \int_0^L 2r(y) \int_0^{\delta u} p_s(x,y) \left( \int_0^L p_{\delta u-s}(y,z)dz \right)^2 dsdy
\leq Ce^{2(\mu-\beta)L} \int_0^L e^{2\mu(y-L)w_1^2(y)} \int_0^{\delta u} p_s(x,y) dsdy
\leq Ce^{2(\mu-\beta)L} \int_0^L e^{2\mu(y-L)w_1^2(y)} \int_0^{\delta u} p_s(x,y) dsdy
\leq Ce^{2(\mu-\beta)L} \left(e^{\mu(x-L)} \left((1-s) + \delta u e^{-2\beta L}w_1(x)\right)\right).
\]
The last line is obtained by applying a similar argument to that developed in the proof of Lemma 3.5. More precisely, we apply Equations (3.10) and (3.20) to \(u(L) = \delta e^{2\beta L}\). Hence, we get that for \(L\) large enough
\[
U_1 \leq Ce^{2(\mu-\beta)L}e^{\mu(x-L)} \left((1-s) + \delta u w_1(x)\right).
\]
For small values of \(\delta u - s\), we bound the integral \(\int_0^L p_{\delta u-s}(y,z)dz\) by the expected number of particles in a branching Brownian motion with no killing and constant branching rate \(\rho/2\), that is
\[
\int_0^L p_{\delta u-s}(y,z) \leq e^{\rho/2(\delta u-s)}.
\]
We use this upper bound for \(\delta u - s \in [0,cL]\) for some constant \(c > 0\) to determine. Consider
\[
U_2 := \int_0^L 2r(y) \int_0^{\delta u} p_s(x,y) \left( \int_0^L p_{\delta u-s}(y,z)dz \right)^2 dsdy.
\]
Note that, for sufficiently large \(L\), Equation (7.21) holds for \(s\) instead of \(\delta u\) for all \(s \in [\delta u, \delta u - cL]\). Hence, Equation (7.25) combined with (7.21) and (7.22) implies that
\[
U_2 \leq C \int_0^L \int_0^{\delta u-cL} p_s(x,y) e^{\rho(\delta u-s)} dsdy
\leq Ce^{(\mu-\beta)L}e^{\mu(x-L)}w_1(x) \int_0^L e^{-\mu y}v_1(y) \left( \int_0^{\delta u-cL} e^{\rho(\delta u-s)} ds \right) dy
\leq Ce^{(\mu-\beta)L}e^{\mu(x-L)}w_1(x)e^{\rho cL} \int_0^L e^{-\mu y}v_1(y)dy
\leq Ce^{(\mu-\beta)L}e^{\mu(x-L)}w_1(x)e^{\rho cL}.
\]
We then fix \( c < \frac{\beta}{\rho} \) so that, for \( L \) large enough

\[
U_2 \leq Ce^{2(\mu-\beta)L} e^{(cp-(\mu-\beta))L} e^{\mu(x-L)} w_1(x) \leq Ce^{2(\mu-\beta)L} \delta e^{\mu(x-L)} w_1(x). \tag{7.26}
\]

We now control the remaining part of the time integral, i.e. for \( s \in [\delta u - cL, \delta u - cL] \). To this end, we make use of Lemma 2.11 we get that for \( \delta u - s > 1 \),

\[
p_{\delta u-s}(y, z) \leq Ce^{\mu(y-z)} \left( v_1(y) v_1(z) + L e^{-\lambda \pi (\delta u-s)} \right),
\]

so that

\[
\left( \int_0^L p_{\delta u-s}(y, z) dz \right)^2 \leq Ce^{2\mu y} \left( v_1(y)^2 + L^2 e^{-2\lambda \pi (\delta u-s)} \right). \tag{7.27}
\]

(recall that \( \int_0^L e^{-\mu z} v_1(z) dz \) converges to a positive limit). In addition, note that for sufficiently large \( L \), Equation 7.21 holds for \( s \) instead of \( \delta u \) for all \( s \in [\delta u - cL, \delta u - cL] \). Therefore,

\[
U_3 := \int_0^L 2r(y) \int_{\delta u-cL}^{\delta u-cL} p_s(x, y) \left( \int_0^L p_{\delta u-s}(y, z) dz \right)^2 ds dy \leq U_{3,1} + U_{3,2},
\]

with

\[
U_{3,1} \leq Ce^{\mu x} v_1(x) \int_0^L \int_{\delta u-cL}^{\delta u-cL} e^{\mu y} v_1^3(y) ds dy,
\]

and

\[
U_{3,2} \leq CL^2 e^{\mu x} v_1(x) \int_0^L \int_{\delta u-cL}^{\delta u-cL} e^{\mu y} v_1(y) e^{-2\lambda \pi (\delta u-s)} ds dy.
\]

Recalling that \( \mu > 3\beta \) under (H_{\delta u}) and using Lemma 3.1 and Equation (7.22), we get that

\[
U_{3,1} \leq CL e^{\mu x} v_1(x) \left( \int_0^L e^{\mu y} v_1^3(y) dy \right) \leq CL e^{(\mu-\beta)L} e^{\mu(x-L)} w_1(x) e^{(\mu-3\beta)L} \leq C (Le^{-2\beta L}) e^{2(\mu-\beta)L} e^{\mu(x-L-L)} w_1(x) \leq C\delta e^{2(\mu-\beta)L} e^{\mu(x-L)} w_1(x), \tag{7.28}
\]

for \( L \) large enough. On the other hand, Lemma 3.1 and Equation (7.22) yield

\[
U_{3,2} \leq C L^2 e^{\mu x} v_1(x) \left( \int_0^L e^{\mu y} v_1(y) dy \right) \left( \int_{\delta u-cL}^{\delta u-cL} e^{-2\lambda \pi (\delta u-s)} ds \right) \leq Ce^{2(\mu-\beta)L} e^{\mu(x-L)} w_1(x) \left( L^2 e^{-2\lambda \pi cL} \right) \leq C\delta e^{2(\mu-\beta)L} e^{\mu(x-L)} w_1(x), \tag{7.29}
\]

for \( L \) large enough. Finally, we obtain the lemma by combining Equations (7.24), (7.26), (7.28) and (7.29). \( \square \)

**Proof of Lemma 7.9.** Let \( \gamma > 0 \). Let us prove that for \( L \) large enough, we have

\[
P \left( e^{-\mu L} N_u - d_{\infty} Z_u > \gamma \right) = P \left( |N_u - d_{\infty} e^{(\mu-\beta)L} Z_u| > \gamma e^{(\mu-\beta)L} \right) < \gamma.
\]

As explained above, we use that for \( u > 0 \)

\[
|N_u - d_{\infty} e^{(\mu-\beta)L} Z_u| \leq |N_u - N_u'| + |N_u' - d_{\infty} e^{(\mu-\beta)L} Z_u'(1-\delta)| + d_{\infty} e^{(\mu-\beta)L} |Z_u'(1-\delta) - Z_u'| + d_{\infty} e^{(\mu-\beta)L} |Z_u' - Z_u|,
\]

and that each quantity on the RHS is small as long as \( L \) is large enough and \( \delta \) is small enough.
First, we choose \( \delta > 0 \) of the form
\[
\delta = \theta e^{2\beta A},
\]
where \( A \) and \( \theta \) are defined in the beginning of Section 4. As in Section 3, we will first let \( L \to \infty \), then \( \delta \to 0 \) (or equivalently \( A \to \infty \)). We also recall the definitions of the subdivision \((t_k)_{k=0}^K\) from Equation (6.5) and of the events \((G_k)\) from Equation (7.10). Note that with these notation, we have \( u = t_K \) and \((1 - \delta) u = t_K - 1\).

Since the variances of \( N_u' \) and \( Z_u' \) are both bounded by a quantity that depends on \( Z_{(1-\delta)u} \) (see Lemma 3.5 and Lemma 7.11), we first control \( Z_{(1-\delta)u} \) on \( G_K \). Recall from Lemma 3.2 that \( Z_{(1-\delta)u} \) is a supermartingale. Thus, one can prove (for example using Doob’s martingale inequality) that
\[
\mathbb{P} \left( \max_{0 \leq j \leq K} Z_{(1-\delta)u} \right) \leq \gamma \mathbb{E}[Z_0].
\]

Let \( E^K = G_K \cap \left\{ \max_{0 \leq j \leq K} Z_{(1-\delta)u} \leq B \gamma^{-1} \right\} \). Remark that one can choose \( B \) large enough so that \( \mathbb{P}(E^K) \geq 1 - \gamma/4 \). From now, we consider the event \( E^K \) corresponding to this choice of \( B \). Note that on \( E^K \), \( Y_{(1-\delta)u} \leq \delta Z_{(1-\delta)u} \) for \( L \) large enough.

We now bound the quantities \( \left| N_u' - d_{\infty} e^{(\mu - \beta)L} Z_{(1-\delta)u} \right| \) and \( d_{\infty} e^{(\mu - \beta)L} |Z_{(1-\delta)u} - Z_u'| \) with high probability. First, recall from Lemma 3.2 that
\[
\mathbb{E} \left[ Z_{(1-\delta)u} | F_{(1-\delta)u} \right] = (1 + O(\delta)) Z_{(1-\delta)u}.
\]
In addition, we know from Lemma 3.3 that for \( \delta > 0 \) and \( L \) large enough,
\[
\mathbb{E} \left[ (Z_{(1-\delta)u})^2 | F_{(1-\delta)u} \right] \leq C \left( \delta Z_{(1-\delta)u}^2 + Y_{(1-\delta)u} \right).
\]
Therefore, Chebyshev’s inequality implies that for \( L \) large enough and \( \delta \) small enough,
\[
\mathbb{P} \left( Z_{(1-\delta)u} - \mathbb{E} \left[ Z_{(1-\delta)u} | F_{(1-\delta)u} \right] > \frac{\gamma}{2} \right) \leq C \delta B \gamma^{-2} \leq \frac{\gamma}{2},
\]
Moreover, we know that, on \( E^K \), \( \delta Z_{(1-\delta)u} \leq \delta B \gamma^{-1} \leq \frac{\gamma}{2} \) for \( L \) large enough and \( \delta \) small enough. Hence, we obtain that for sufficiently large \( L \) and sufficiently small \( \delta \), we have
\[
\mathbb{P} \left( \left| Z_{(1-\delta)u} - Z_{(1-\delta)u} \right| > \gamma \right) \leq \mathbb{P} \left( \left| Z_{(1-\delta)u} - Z_{(1-\delta)u} \right| > \gamma, E^K \right) + \mathbb{P}(\{E^K\}^c) \leq \frac{\gamma}{2} + \mathbb{P}(\{E^K\}^c) \leq \gamma.
\]
Similarly, we get thanks to Lemma 7.10 and Lemma 7.11 that for \( L \) large enough and \( \delta \) small enough,
\[
\mathbb{P} \left( \left| N_{u} - d_{\infty} e^{(\mu - \beta)L} Z_{(1-\delta)u} \right| > \gamma e^{(\mu - \beta)L} \right) \leq \gamma.
\]
Recall that, if the process starts with all its particles to the left of \( L \) at time \((1 - \delta)u\), then \( Z_{(1-\delta)u} = Z_{(1-\delta)u} \) and \( Z_{u} = Z_{u} \) with high probability. This is a consequence of Lemma 4.1 combined with Markov’s inequality: on \( E^K \),
\[
\mathbb{P} \left( \left| Z_{u} - Z_{u} \right| > 0 \right| F_{(1-\delta)u} \right) \leq \mathbb{P} \left( R([0, \delta u]) \right) \geq 1 \left| F_{(1-\delta)u} \right) \leq C \left( \delta Z_{(1-\delta)u} + Y_{(1-\delta)u} \right) \leq \frac{\gamma}{2},
\]
for \( L \) large enough and \( \delta \) small enough. Using the same argument as in Equation (7.30), we get that
\[
\mathbb{P} \left( \left| Z_{u} - Z_{u} \right| > 0 \right) \leq \gamma.
\]
Similarly, we get that for large \( L \) and sufficiently small \( \delta \), we have
\[
\mathbb{P} \left( \left| N_{u} - N_{u} \right| > 0 \right) \leq \gamma.
\]
Combining (7.30), (7.31), (7.32) and (7.33), we get that for \( L \) large enough,
\[
\mathbb{P} \left( e^{-/(\mu-\beta)L} N_{u} - d_{\infty} Z_{u} > 2\gamma \right) \leq 4\gamma,
\]
which concludes the proof of the lemma.
8 The case $\alpha > 2$: the fully pushed regime

In this section, we briefly outline the adjustments required to prove the second conjecture stated at the end of Section 1.3. We leave the details for future work.

In the fully pushed regime, we have $\rho > \rho_2$ so that $\mu < 3\beta$ (see Equation (1.12)). We expect (see Equation (7.18)) the genealogy to evolve over the timescale

$$N = e^{(\mu - \beta)L}.$$  

For $t > 0$ fixed, we see from Lemma 3.2 that

$$\mathbb{E}[Z_{1N}'] = (1 + \varepsilon_L)Z_0',$$

and from Lemma 4.1 that

$$\mathbb{E}[R([0, tN])] = \varepsilon_LZ_0',$$

since $\mu < 3\beta$. Essentially, this means that for $N$ large enough, no particle reaches the boundary $L$ on the time scale $N$. On the other hand, the analysis of the additive martingale conducted in Section 6 would provide a similar convergence result. Equation (5.15) would hold for some random variable $W$ satisfying

$$\mathbb{E} [e^{-\lambda W}] = \exp (-\lambda + o(\lambda^2)), \quad \lambda \to 0.$$

As a consequence, a finer estimate of the second moment of $Z'$ is required to prove Proposition 6.1 for $\alpha = 2$. The arguments developed in Sections 6 and 7 would then be similar.

From a biological standpoint, the fact that the particles do not exit $(0, L)$ indicates that the invasion is driven by the particles living in the bulk (i.e. those far from $L$).

A Proof of Proposition 1.5

The properties of $g$ can easily be checked and we only prove the expression of $\lambda_c(\rho)$.

We first show that $\lambda_c(\rho) \geq 0$ for all $\rho \in \mathbb{R}$. Let $\lambda < 0$. Assume that there exists $u \in D_{T_\rho}$ such that $T_\rho u = \rho u$. Then $u'' = 2\rho u$ on $[1, \infty)$ so that $u(x) = A\sin(\sqrt{2\rho}x) + B\cos(\sqrt{2\rho}x)$ on $[1, \infty)$ for some $A, B \in \mathbb{R}$. Then $u$ changes sign on $[1, \infty)$ so that we do not have $u > 0$ on $(0, \infty)$. Hence, $\lambda_c(\rho) \geq 0$ for all $\rho \in \mathbb{R}$.

We now claim that $\lambda_c(\rho) = 0$ for $\rho \leq \rho_c$. Since $\lambda_c(\rho)$ is increasing, it is enough to show that $\lambda_c(\rho_c) = 0$. Define

$$u(x) = \begin{cases} \sin(\frac{\pi}{2}x) & x \in [0, 1] \\ 1 & x \geq 1. \end{cases}$$

Then $u \in C^1((0, \infty)) \cap C^2([0, 1) \cup (1, \infty))$, $u(0) = 0$ and $u > 0$ on $(0, \infty)$. Moreover, $T_{\rho_c}u(x) = 0$ for $x \in (0, 1) \cup (1, \infty)$. Hence, $u \in D_{T_{\rho_c}}$ and $T_{\rho_c}u = 0$. It follows that $\lambda_c(\rho_c) = 0$.

Let $\rho > \rho_c$ and $\lambda \in (0, \rho/2)$. Let $u \in D_{T_\rho}$ such that $u > 0$ on $(0, \infty)$ and $T_\rho u = \lambda u$. Then $u'' = (2\rho - \lambda)u$ on $(0, 1)$. Since $\lim_{x \to 0} u(x) = 0$, there exists a constant $A \in \mathbb{R}$ such that $u(x) = A\sin(\sqrt{\rho - 2\lambda}x)$ for all $x \in (0, 1)$. Since $u > 0$, we have $\rho - 2\lambda < \pi^2$ and $A > 0$. Suppose (without loss of generality) that $A = 1$ so that

$$u(x) = \sin(\sqrt{\rho - 2\lambda}x), \quad x \in (0, 1).$$

For $x \in (1, \infty)$, we have $u''(x) = 2\rho u(x)$, so that

$$u(x) = A\cosh(\sqrt{2\lambda}(x - 1)) + B\sinh(\sqrt{2\lambda}(x - 1)), \quad x \in (0, 1)$$

for some $A, B \in \mathbb{R}$. Since $u$ and $u'$ are continuous at $1$, we have $A = u(1) = \sin(\sqrt{\rho - 2\lambda})$ and $B = u'(1) = \sqrt{\rho - 2\lambda}\cos(\sqrt{\rho - 2\lambda})$. Furthermore, we have $u > 0$ on $(1, \infty)$ if and only if $A + B \geq 0$, which holds if and only if

$$\frac{\cos(\sqrt{\rho - 2\lambda})}{\sqrt{2\lambda}} \geq -\frac{\sin(\sqrt{\rho - 2\lambda})}{\sqrt{\rho - 2\lambda}}. \quad (A.1)$$
Moreover, all of these conditions are also sufficient: if $\lambda \in J_\rho := (0 \lor \frac{1}{2}(\rho - \pi^2), \rho/2)$ satisfies (A.1), then the function $u$ defined by

$$u(x) = \begin{cases} \sin(\sqrt{\rho - 2\lambda} x) & x \in [0, 1] \\ \sin(\sqrt{\rho - 2\lambda}) \cosh(\sqrt{2\lambda}(x-1)) + \sqrt{\rho - 2\lambda} \cos(\sqrt{\rho - 2\lambda}) \sinh(\sqrt{2\lambda}(x-1)) & x \geq 1, \end{cases}$$

satisfies $u \in C^1((0, \infty)) \cap C^2((0, 1) \cap (1, \infty))$, $u > 0$ on $(0, 1) \cup (1, \infty)$, $\lim_{x \to 0} u(x) = 0$ and $T_\rho u(x) = \lambda u(x)$ for $x \in (0, 1) \cup (1, \infty)$. Hence, by continuity of $u$, $T_\rho u(1) = \lim_{x \to 1} T_\rho u(x)$ exists and is equal to $\lambda u(1)$. Thus $u \in D_{T_\rho}$, $u > 0$ on $(0, \infty)$ (by continuity) and $T_\rho u = \lambda u$.

Let $\Lambda_\rho$ be the set of those $\lambda \in J_\rho$ such that (A.1) holds. It remains to show that $\inf \Lambda_\rho = \lambda_c(\rho)$, where $\lambda_c(\rho)$ is as in the statement of the result. Note that $\sqrt{\rho - 2\lambda} \in (0, \pi)$ for $\lambda \in J_\rho$, so that we can rewrite (A.1) as

$$\sqrt{2\lambda} \geq -\sqrt{\rho - 2\lambda} \cot(\sqrt{\rho - 2\lambda}).$$

Now the right-hand side is a decreasing function of $\lambda$ on the interval $J'_\rho := (0 \lor \frac{1}{2}(\rho - \pi^2), \frac{1}{2}(\rho - \rho_c))$, and the left-hand side an increasing function of $\lambda$. Admit for the moment that $\lambda_c = \lambda_c(\rho)$ as defined in the statement of the theorem yields equality in (A.2) and that $\lambda_c = \inf \Lambda_\rho$. It then follows that $\Lambda_\rho \cap J'_\rho = [\lambda_c, \frac{1}{2}(\rho - \rho_c))$, and in particular, $\lambda_c = \inf \Lambda_\rho$.

It remains to show that $\lambda_c \in J'_\rho$ and that $\lambda_c$ yields equality in (A.2). Note that $g^{-1}(\rho) \in (\rho_c, \pi^2)$ for all $\rho > \rho_c$. Hence $\lambda_c \in (\frac{1}{2}(\rho - \pi^2), \frac{1}{2}(\rho - \rho_c))$. Furthermore, $g^{-1}(\rho) < \rho$ for all $\rho > \rho_c$, since $g(\rho) > \rho$ for all $\rho > \rho_c$ by the properties of $g$ stated in the theorem. Hence, $\lambda_c > 0$. It follows that $\lambda_c \in J'_\rho$.

On the interval $J'_\rho$, the right-hand side of (A.2) is positive. Thus this equality holds in (A.2) if and only if

$$2\lambda = (\rho - 2\lambda) \cot(\sqrt{\rho - 2\lambda})^2 = (\rho - 2\lambda)(\sin(\sqrt{\rho - 2\lambda})^{-2} - 1) = g(\rho - 2\lambda) - (\rho - 2\lambda),$$

that is, if and only if

$$g(\rho - 2\lambda) = \rho,$$

which is exactly satisfied for $\lambda = \lambda_c$. This concludes the proof.

## B Estimates on the eigenvectors: proof of Lemma 2.8

In this section, we give a proof of Lemma 2.8. Recall that, under $[H_{psh}]$, we have $K \geq 1$ in Lemmas 2.1 and 2.2. Since the distribution of the eigenvalues is similar in these two lemmas, all the bounds will be calculated for $\rho \neq 1 + (n - \frac{1}{2})^2 \pi^2$, but the results can easily be extended to $\{\rho \geq \rho_1\}$.

**Lemma B.1.** Assume that $[H_{psh}]$ holds. There exists $C > 0$, such that for all $L$ large enough

$$\|v_1\|^2 \leq C.$$

**Proof.** This result follows directly from Lemma 2.6

**Lemma B.2.** Assume that $[H_{psh}]$ holds. There exists $C > 0$ such that for $L$ large enough and $k \in [1, K]$,

$$\|v_k\|^2 \geq C.$$

**Proof.** The proof is similar to the case $k = 1$. Let $k \in [1, K]$. We proved in Lemma 2.3 that $\lambda_k$ converges to a positive limit $\lambda_k^\infty$ satisfying (2.20) and such that $\sqrt{\rho - 1 - \lambda_k^\infty} \in \left((k - \frac{1}{2}) \pi, k\pi\right)$. Hence, one can explicitly compute the limit of $\|v_k\|$ as in the proof of Lemma 2.6 and prove that this limit is positive. This yields the result. □
Lemma B.3. Assume that \( [H_{psh}] \) holds. There exists \( C > 0 \) such that for \( L \) large enough and \( k > K \),

\[
\|v_k\|^2 \geq \frac{C}{\sin(\sqrt{-2\lambda_k}(L - 1))^2 \land \sin(\sqrt{-1 - 2\lambda_k})^2}.
\]

Proof. For \( k > K \),

\[
\|v_k\|^2 = \frac{1 - \sin(2\sqrt{-1 - 2\lambda_k})}{2\sin(\sqrt{-1 - 2\lambda_k})^2} + \frac{(L - 1) - \sin(2\sqrt{-2\lambda_k}(L - 1))}{2\sin(-2\lambda_k(L - 1))^2}.
\]

Both terms are non-negative. Furthermore, since \( \lambda_k < 0 \), we have \( \sqrt{-1 - 2\lambda_k} > \sqrt{-1} > \frac{\pi}{2} > 0 \) so that there exists \( C > 0 \) such that

\[
1 - \frac{\sin(2\sqrt{-1 - 2\lambda_k})}{2\sqrt{-1 - 2\lambda_k}} \geq C, \quad \forall k > K.
\]

Moreover, recall from Lemma 2.1 that \( \lambda_k < -a_1 \) for all \( k > K \). Therefore, we have

\[
\left| \frac{\sin(2\sqrt{-2\lambda_k}(L - 1))}{2\sqrt{-2\lambda_k}} \right| \leq \frac{1}{2\sqrt{2a_1}},
\]

and

\[
L - 1 - \frac{\sin(2\sqrt{-2\lambda_k}(L - 1))}{2\sqrt{-2\lambda_k}} > L - 1 - \frac{1}{2\sqrt{2a_1}} > L - 1 - \frac{1}{\pi}(L - 1) = \left(1 - \frac{1}{\pi}\right)(L - 1).
\]

As a consequence,

\[
\|v_k\|^2 \geq C\left(\frac{L - 1}{2\sin(-2\lambda_k(L - 1))^2} \land \frac{1}{2\sin(\sqrt{-1 - 2\lambda_k})^2}\right),
\]

for all \( k > K \) and \( L \) large enough. \( \square \)

Lemma B.4. Assume that \( [H_{psh}] \) holds. There exists \( C > 0 \) such that for \( L \) large enough, \( x \in [0, L] \) and \( k \leq K \), we have

\[
|v_k(x)| \leq Ce^{\beta L}v_1(x).
\]

Proof. Recall from Lemma 3.1 that for sufficiently large \( L \), we have

\[
v_1(x) \geq C(x \land 1 \land (L - x))e^{-\beta x}.
\]

Using similar arguments, one can easily prove the existence of a constant \( C > 0 \) such that

\[
|v_k(x)| \leq C(x \land 1 \land (L - x))e^{-\sqrt{2\lambda_k}x}, \quad \forall k \leq K.
\]

Hence, we see that for all \( k \leq K \), we have

\[
|v_k(x)| \leq C(x \land 1 \land (L - x)) \leq e^{\beta x}v_1(x) \leq e^{\beta L}v_1(x).
\]

\( \square \)

Lemma B.5. Assume that \( [H_{psh}] \) holds. There exists \( C > 0 \) such that for \( L \) large enough, \( x \in [0, 1] \) and \( k \in \mathbb{N} \), we have

\[
|v_k(x)| \leq C\left|\frac{\sqrt{\rho - 1 - 2\lambda_k}}{\sin(\sqrt{\rho - 1 - 2\lambda_k})} \right|v_1(x).
\]
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Proof. We know from Lemma 3.1 that \( v_1(x) \geq Cx \), for all \( x \in [0,1] \). Then, using that \( |\sin y| \leq y \) for all \( y \in \mathbb{R} \), we see that

\[
|v_k(x)| \leq \frac{\sqrt{\rho - 1 - 2\lambda_k}}{|\sin(\sqrt{\rho - 1 - 2\lambda_k})|} x, \quad \forall x \in [0,1].
\]

This concludes the proof of the lemma.

\[\square\]

Lemma B.6. Assume that \( H_{psh} \) holds. There exists \( C > 0 \) such that for \( L \) large enough, \( k > K \) and \( x \in [1, L] \), we have

\[
|v_k(x)| \leq C\sqrt{\rho - 1 - 2\lambda_k} e^{\beta L v_1(x)}.
\]

Proof. Recall from Lemma 3.1 that for sufficiently large \( L \), we have

\[
v_1(x) \geq C(x \wedge 1 \wedge (L - x)) e^{-\beta x}.
\]

Then, note that for \( x \in [1, L - 1] \),

\[
|\sin(\sqrt{-2\lambda_k}(L - x))| \leq 1 \leq C\sqrt{\rho - 1} \leq C\sqrt{\rho - 1 - 2\lambda_k} \leq C e^{\beta x} \sqrt{\rho - 1 - 2\lambda_k} v_1(x).
\]

On the other hand, for \( x \in [L - 1, L] \),

\[
|\sin(\sqrt{-2\lambda_k}(L - x))| \leq \sqrt{-2\lambda_k}(L - x) \leq \sqrt{\rho - 1 - 2\lambda_k}(L - x) \leq C\sqrt{\rho - 1 - 2\lambda_k} e^{\beta x} v_1(x),
\]

which concludes the proof of the lemma.

\[\square\]

Lemma B.7. Assume that \( H_{psh} \) holds. There exists \( C > 0 \) such that for \( L \) large enough, \( k > K \) and \( x \in [0, L] \), we have

\[
|v_k(x)| \leq C \|v_k\|.
\]

Proof. This is a straightforward consequence of Lemma B.3

\[\square\]

C The Green function

Lemma C.1. Assume that \( H_{psh} \) holds. There exist \( C > 0 \) and \( \delta > 0 \) such that for \( L \) sufficiently large, \( x \in [0, L] \) and \( \xi \in (0, \delta) \),

\[
\psi_{\lambda^\infty + \xi}(x) \leq C \sinh \left( \sqrt{2(\lambda^\infty + \xi)}(L - x) \right), \quad (C.3)
\]

\[
\varphi_{\lambda^\infty + \xi}(x) \leq C(1 \wedge x) \left( f(\lambda^\infty + \xi)e^{2(\lambda^\infty + \xi)(x-1)} + g(\lambda^\infty + \xi) e^{-\sqrt{2(\lambda^\infty + \xi)}(x-1)} \right), \quad (C.4)
\]

Proof. According to Equation (2.41), it is sufficient to prove that \( (C.3) \) holds in \([0,1]\). Yet, for \( x \in [0,1] \), we have

\[
\psi_{\lambda^\infty + \xi}(x) \leq |\psi_{\lambda^\infty + \xi}(x)| \leq \left( 1 + \frac{\sqrt{2(\lambda^\infty + \xi)}}{\sqrt{\rho - 1 - 2(\lambda^\infty + \xi)}} \right) e^{\sqrt{2(\lambda^\infty + \xi)}(L-1)}. \quad (C.5)
\]

Since \( \sqrt{\rho - 1 - 2\lambda^\infty} \in (\pi/2, \pi) \), there exists \( \delta > 0 \) such that

\[
\pi/2 < \sqrt{\rho - 1 - 2(\lambda^\infty + \xi)} < \pi, \quad (C.6)
\]

and

\[
\sqrt{2(\lambda^\infty + \xi)} < \sqrt{\rho - 1 - \pi^2/4},
\]

59
for all $|\xi| < \delta$. Therefore, for all $\xi \in (-\delta, \delta)$, we have

$$\frac{\sqrt{2(\lambda^\infty_1 + \xi)}}{\sqrt{\rho - 1 - 2(\lambda^\infty_1 + \xi)}} \leq \frac{2\sqrt{\rho - 1 - \pi^2/4}}{\pi}. \tag{C.7}$$

Moreover, we know that for $x \in [0, 1]$ and $\xi \in (0, \delta)$,

$$\sinh \left( \sqrt{2(\lambda^\infty_1 + \xi)(L - x)} \right) \geq \sinh \left( \sqrt{2(\lambda^\infty_1 + \xi)(L - 1)} \right) = \frac{1}{2} \left( 1 - e^{-2\sqrt{2\lambda^\infty_1 + \xi}(L - 1)} e^{2(\lambda^\infty_1 + \xi)(L - 1)} \right) \geq \frac{1}{4} e^{2(\lambda^\infty_1 + \xi)(L - 1)},$$

for $L$ large enough (that does not depend on $\delta$). This estimate, combined with Equations (C.5) and (C.7), concludes the proof of (C.3).

In order to prove (C.4), we use that $f(\lambda^\infty_1) = 0$, $f'(\lambda^\infty_1) > 0$ and $g(\lambda^\infty_1) > 0$. Therefore, without loss of generality, we have $f(\lambda^\infty_1 + \xi) > 0$ and $g(\lambda^\infty_1 + \xi) > \frac{1}{2} g(\lambda^\infty_1)$ for all $\xi \in (0, \delta)$. Thus, for $x \in [0, 1]$ and $\xi \in (0, \delta)$, we have

$$f(\lambda^\infty_1 + \xi) e^{2(\lambda^\infty_1 + \xi)(x - 1)} + g(\lambda^\infty_1 + \xi) e^{-2(\lambda^\infty_1 + \xi)(x - 1)} \geq \frac{g(\lambda^\infty_1)}{2}. \tag{C.8}$$

Besides, combining Equations (2.40) and (C.6), we obtain that for $x \in [0, 1]$ and $\xi \in (0, \delta)$,

$$\varphi_{\lambda^\infty_1 + \xi}(x) = \sin \left( \sqrt{\rho - 1 - 2(\lambda^\infty_1 + \xi)} x \right) \leq \sqrt{\rho - 1 - 2(\lambda^\infty_1 + \xi)} x \leq \pi x.$$

This equation, along with (C.8), implies that (C.4) holds in $[0, 1]$ for any $C > \frac{2\pi}{g(\lambda^\infty_1)}$. Finally, note that for $\xi \in (0, \delta)$, $(2(\lambda^\infty_1 + \xi))^{-\frac{1}{2}} < (2\lambda^\infty_1)^{-\frac{1}{2}}$, so that (C.4) holds in $[0, L]$ for any $C > \max \left( \frac{1}{\sqrt{2\lambda^\infty_1}}, \frac{2\pi}{g(\lambda^\infty_1)} \right)$. \hfill \Box

**Proof of Lemma 2.12** Since

$$\sqrt{2(\lambda^\infty_1 + \xi)} - \sqrt{2\lambda^\infty_1} = \frac{2\xi}{\sqrt{2\lambda^\infty_1} + \sqrt{2(\lambda^\infty_1 + \xi)}} \sim \frac{1}{\sqrt{2\lambda^\infty_1}} \xi,$$

as $L \to \infty$, we know that for $L$ large enough (that does not depend on $x$), we have

$$e^{2(\lambda^\infty_1 + \xi)(L - x)} \leq e^{2\lambda^\infty_1(L - x)} e^{-2\lambda^\infty_1(L - x)}.$$

Yet, $\xi(L - x) \leq \xi L$ uniformly tends to 0 as $L \to \infty$. Therefore, for $L$ large enough (that does not depend on $x$), we have

$$e^{2\lambda^\infty_1(L - x)} \leq e^{2e(\lambda^\infty_1)(L - x)} \leq 2e^{2\lambda^\infty_1(L - x)}. \tag{C.9}$$

We then use that $g(\lambda^\infty_1) > 0$, $f(\lambda^\infty_1) = 0$ and $f'(\lambda^\infty_1) > 0$ to claim that

$$0 < \frac{1}{2} g(\lambda^\infty_1) < g(\lambda^\infty_1 + \xi(L)) < 2g(\lambda^\infty_1), \tag{C.10}$$

$$\frac{1}{2} f'(\lambda^\infty_1) \xi(L) < f(\lambda^\infty_1 + \xi(L)) < 2f'(\lambda^\infty_1) \xi(L). \tag{C.11}$$
for $L$ large enough. Thus, combining the definition of the Wronskian (2.39) and Equations (C.9), (C.10) and (C.11), we get that for $L$ large enough,

$$\omega_{\lambda^\infty + \xi} > f(\lambda^\infty_1 + \xi)e^{\sqrt{2(\lambda^\infty_1 + \xi)}(L-1)} > C f'(\lambda^\infty_1)\xi(L)e^{\sqrt{2\lambda^\infty_1}L}.$$  

Then, Equation (C.9) applied to $x = 1$, divided by Equation (C.9) implies that for $L$ large enough,

$$\frac{1}{2}e^{\sqrt{2\lambda^\infty_1}(x-1)} \leq e^{\sqrt{2(\lambda^\infty_1 + \xi)}(x-1)} \leq 2e^{\sqrt{2\lambda^\infty_1}(x-1)}.$$

This inequality combined with Equations (C.4) from Lemma C.1, (C.11) and (C.10) yields the expected control on $\varphi_{\lambda^\infty_1 + \xi}$.

The estimate on $\psi_{\lambda^\infty_1 + \xi}$ can easily be deduced from Equations (C.3) from Lemma C.1 and from Equation (C.9) on $[0, L-1]$. For $x \in [L-1, L]$, we use that

$$\sinh \left( 2(\lambda^\infty_1 + \xi)(L-x) \right) \leq \sinh \left( 2(\lambda^\infty_1 + \xi) \right) (L-x) \leq C(L-x),$$

for $L$ large enough. Putting this together with Equation (C.3), we get that for $L$ large enough and $x \in [L-1, L]$,

$$\psi_{\lambda^\infty_1 + \xi}(x) \leq C(L-x) \leq C(L-x)e^{\beta(L-x)},$$

which concludes the proof of the lemma. □

**Proof of Lemma 2.13** The proof is similar to that of Lemma 2.12 except that

$$\sqrt{2(\lambda^\infty_1 + \xi)} - \sqrt{2(\lambda^\infty_1 + \xi)} \sim \frac{1}{\sqrt{2\lambda^\infty_1}} \frac{h}{L},$$

as $L \to \infty$, so that for $L$ large enough (that does not depend on $x$), we have

$$e^{\sqrt{2(\lambda^\infty_1 + \xi)}(L-x)} \leq e^{\sqrt{2\lambda^\infty_1(L-x)}} e^{\frac{2}{\sqrt{2\lambda^\infty_1}} h}.$$ □

### D Proof of Lemma 7.2

Only for this proof, we write $\lambda_1^f$ instead of $\lambda_1$ to be able to compare $w_{1,-y}$ and $w_1$. For $x \in [1, L-a_L]$, we have

$$e^{-\beta y} \frac{w_{1,-y}(x)}{w_1(x)} = e^{-\beta y} \frac{\sinh \left( \sqrt{2\lambda^f_1} (L+y-x) \right)}{\sinh \left( \sqrt{2\lambda^f_1} (L-x) \right)} = \frac{\sinh \left( \sqrt{2\lambda^f_1} (L+y-x) \right)}{\sinh \left( \beta (L+y-x) \right)} \cdot \left( \frac{e^{-\beta y} \sinh \left( \beta (L+y-x) \right)}{\sinh \left( \beta (L-x) \right)} \cdot \frac{\sinh \left( \beta (L-x) \right)}{\sinh \left( \sqrt{2\lambda^f_1} (L-x) \right)} \right).$$

Note that

$$G(x) = \frac{1 - 2e^{-2\beta y} e^{-2\beta (L-x)}}{1 - e^{-2\beta (L-x)}} \in \left[ \frac{1 - 2e^{-2\beta y} e^{-2\beta a_L}}{1 - e^{-2\beta L}}, \frac{1 - 2e^{-2\beta y} e^{-2\beta L}}{1 - e^{-2\beta a_L}} \right] \subset \left[ \frac{1}{1 - e^{-2\beta L}}, \frac{1 - 2e^{-2\beta a_L}}{1 - e^{-2\beta L}} \right].$$
Thus, $G$ converges uniformly in $x \in [1, L - a_L]$ and $y \geq 0$. Besides, using the mean value theorem and Lemma 2.7, remarking that $x \mapsto xe^{-x}$ is decreasing on $(1, +\infty)$ and recalling that $\lambda^{L}_1$ increases with $L$, we get that for $L$ large enough,

$$
|F(x) - 1| \leq \frac{\cosh (\beta(L + y - x))}{\sinh (\beta(L + y - x))} \left( \beta - \sqrt{2\lambda^{L}_1} \right) (L + y - x) \\
\leq C e^{-\beta(L+y)(L + y)} \frac{Le^{-\beta L}}{\tanh(\beta a_L)} \xrightarrow{L \to \infty} 0.
$$

Using similar arguments, one can prove that as $L \to \infty$

$$
|H(x) - 1| \to 0.
$$

Note that $H(x)$ does not depend on $y$. To deal with the case $x \in [0, 1]$, we first remark that the previous computations implies that

$$
e^{-\beta y} \frac{\sinh (\sqrt{2\lambda^{L}_1} (L + y - 1))}{\sinh (\sqrt{2\lambda^{L}_1} (L - 1))} \to 1
$$

as $L \to \infty$, uniformly in $y \in [0, +\infty)$. Then, one can easily prove (for instance, using the mean value theorem) that, as $L \to \infty$,

$$
\frac{\sin (\sqrt{\rho - 1 - 2\lambda^{L}_1 y} x)}{\sin (\sqrt{\rho - 1 - 2\lambda^{L}_1 y} x)} \to 1
$$

uniformly in $y \in [0, +\infty)$ and in $x \in [0, 1]$, which concludes the proof of (7.2).
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