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Abstract: The purpose of this paper is to develop a hybrid model Ukrainian language sentiment analyzer, which should improve the accuracy of the mood definition to expand the Ukrainian language among the instruments on the market. The object of research is the processes of determining the language of the text and predicting its sentiment score. The subject of the study is Ukrainian comments posted by Google Maps users. The following text categories are taken into account: food, hotels, museums, and shops. The new method was built as an ensemble of support vector machine, logistic regression, and XGBoost, in combination with a rule-based algorithm. The practical use of the algorithm makes it possible to analyze the Ukrainian text in accordance with the category with the visualization of the research results. The accuracy of the proposed method is bigger than 0.88 in the worst case. The mining procedure of the positive and negative sides of service providers based on users’ feedback is developed. It allows electronics business to make improvements based on frequent positive and negative words.
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1. Introduction

Emotions are an integral part of our mental activity and play a key role in communication and decision-making processes. Emotions constitute a chain of events consisting of feedback cycles. Feelings and behavior can affect cognition, the same as cognition can affect feelings. In addition to being important for the advancement of artificial intelligence, the detection and interpretation of emotional information are key in many areas of computer science, such as human–computer interaction, e-learning, e-health, automotive, security, user profiling, and personalization. Text sentiment analysis is one of the popular methods in computational linguistics. Its main task is to mark emotional words in the texts and their sentiment score. The sentiment is the commentator’s emotional attitude to the subject/event expressed in the text [1].

With the development of modern technologies, communication with customers is increasingly moving from live to virtual, e.g., calls, video calls, chats, e-mail, etc. [2]. However, it has significant advantages, as it allows us to analyze the services provided, both with the participation of the user (surveys, feedback) and without (analysis of correspondence in the chat). In addition to analyzing customer sentiment, the system owners can check the work of their employees, for instance, in support or call centers.

Processing knowledge from such a large amount of unstructured information is an extremely difficult task, because the content of today’s Internet is quite suitable for human perception, but remains
difficult to access for machines. The opportunity to capture the views of the general public on social events, political movements, company strategies, marketing campaigns, and product preferences has triggered a growing interest of both the scientific community, leading to many exciting open challenges, and the business world, because of the excellent benefits of marketing and forecasting the financial market.

Currently, there are many analogs of sentiment analyzers, but they are not universal, each has its advantages and disadvantages, and are not effective in all cases [3,4]. For example, despite a large number of text processing and analysis tools, there are only a few which support Ukrainian text analysis. Mostly, these are just small projects with created libraries, which can be used only by developers, not by ordinary users.

The aim of the paper is to develop a method of sentimental analysis of Ukrainian text due to the problem with corpus absent, poor libraries and tools for this language. The proposed method is built as an ensemble of support vector machine, logistic regression and XGBoost, in combination with a rule-based algorithm. The software is developed in the Python programming language. The dataset consists of location feedbacks (hotels, shops, etc.) from Google maps. Google Maps is chosen because it is one of the most popular tools for obtaining location information (in this case, location feedback). The hybrid algorithm was checked for accuracy in both cases: correct and mistaken choice of category. The accuracy of the model was in the range of 89–98%.

While developing model main obstacle was lack of tools for Ukrainian language preprocessing. After the research, the authors found two packages which support Ukrainian, but unfortunately did not include full functionality. As a result, only word normalization is used. The same issue arose with the polarity of words: available tools provide only −1, 0, 1 which is not enough for deeper analysis. Existing polarity dataset of Ukrainian words consists only with “literature words” and shows low prediction quality when using it on live review comments. Therefore, it was decided to create independent sentiment dictionaries for analysis. Moreover, dictionaries were provided for different categories, which increases the accuracy of a model. These dictionaries are used in rule-based model combining with TF-IDF method.

The main contribution consists of the following:

• The new ensemble of sentimental analysis in a combination of productive rules shows the accuracy more than 89%.
• The estimation of the quality of “poor” classifiers and its ensembles allows finding the best solution not only for feedback analysis but also for each category of text evaluation.

The developed system can be used for increasing the business opportunities and improving the clients’ services in tourism and public domains.

This paper consists of several sections. In Section 2, the analogs are given. The sentimental analysis models are analyzed. The next section presents the independent method for sentimental analysis. The experimentation and results are covered too. The last section concludes this paper, containing the probable decision of the appraisal technique.

2. Related Works

The software market proposes a lot of software tools and solutions for text analysis. However, only part of these solutions can be used for the quality evaluation of the services providers. Moreover, only a few of them can process the Ukrainian language. The biggest part of ready-made tools supports different sentimental analysis models and techniques, but it is impossible to evaluate the quality of the separated model. The following analogs are analyzed in detail:

1. MonkeyLearn [5] is a convenient machine learning platform for text analysis. MonkeyLearn also integrates with applications (such as, Excel, Google Sheets, Zapier, or Zendesk). In addition to the ready-made model, the user can learn their own model of sentimental analysis by choosing the algorithm and parameters. Benefits include a great user interface and well-documented
Application Programming Interface (API), which is also very user-friendly with tutorials, and easy to use. Cons: There is a limit to the number of requests that can be made according to the current plan.

2. IBM Watson [6] is a multi-cloud platform that offers many APIs for analyzing natural language processing (NLP)-based moods. The Watson Tone Analyzer, for example, focuses on checking support staff by analyzing whether they are polite and whether they have really solved a customer problem. Pros: User-friendly interface; intelligent guidance functions; impressively fast analytics; powerful for queries in natural language. Cons: It is impossible to perform real-time analytics.

3. Lexalytics [7] is a tool that focuses on customer moods and word processing (breaking them down into sentences to evaluate elements such as semantics and syntax) and then analyzes moods. After the analysis, the tool provides a set of visual results. The user can customize the tool in different ways, although this option is aimed at specialists in the field of Data Science. Pros: Determines the assessment of mood, and there is the ability to categorize data, many languages, and good visualization. Cons: Additional payment for more languages, limited transactions for the base license, and crashes with large data sets in Excel.

4. MeaningCloud [8] is a tool for multilingual mood analysis using the API. Moreover, it can detect irony and polarity. In addition, the user can include any dictionary for work. One of the best features of MeaningCloud is the detection of global attitudes (the general impression of the client in a particular text), the identification of opinions against the fact and the detection of attitudes in each sentence of the text. Pros: many languages, good support and learning opportunities, a large selection of functionality. Cons: no visualization, supports only Cloud, SaaS, Web.

5. Rosette [9] is an API that uses artificial intelligence (AI) to analyze natural language. It was originally used to analyze moods on social media, but eventually branched out to analyze entire documents and individual organizations mentioned in the text, such as the moods expressed by customers when they mention a particular product, company, or person. Rosette is able to identify parts of speech through morphological analysis and lemmatization. Pros: Many languages, categorization, automatic ordering of documents. Cons: Maximum download size of 600 KB and the maximum number of characters is 50,000.

6. Repustate [10] is an online mood analysis tool that offers an understanding of 23 different languages. This software can even rate moods by slang, such as FYI, btw, and emojis, to determine if the mood of the message is negative or positive. In addition, it gives an opportunity to configure the API to detect a specific language and help recognize alternate word meanings, giving a lot of control over how this mood analysis tool scans texts. Pros: Restrictions on requests per month, not per day. It provides an ability to create one’s own rules and sub-accounts for them. Cons: User data can fall into the “neutral mood” category.

7. Clarabridge [11] has a customer experience management solution that includes a tool that creates customers’ mood metrics by analyzing their emails, chats, and surveys. It also combines lexical and grammatical approaches to analyze the mood of each sentence. Unlike the tools mentioned above, Clarabridge also focuses on analyzing the mood of audio data. This is especially useful for companies that rely on call centers as a sales channel or customer support. It not only analyzes the subscriber’s speech, but also their tone. Pros: The functionality of voice-to-text transformation is extremely accurate, and the alert system for current topics is very useful, and it is easy to customize for specific areas. Cons: The user interface could be more intuitive. Improvements are needed for the accuracy of comments based on sarcasm.

8. Aylien [12] is another online tool that unlocks the hidden meaning of texts, analyzing moods and classifying them into positive or negative, or subjective and objective. The user does not need to be an expert to use the tool, but needs to know how to program to use the API. The text analysis platform also allows creating own model. Pros: Clears HTML documents from ads, tags, navigation elements, and everything that prevents the understanding of the text, getting keywords
from the text, leaving only the most important concepts, automatic hashtag suggestion helps to get more categories of content on social networks. Cons: No functionality for business intelligence.

9. SYSTRAN.io [13] is a set of APIs for: translation, multilingual dictionary search, natural language processing (entity recognition, morphological analysis, part of language tags, language identification . . . ) and text extraction (from documents, audio files or images). The SYSTRAN platform allows using and analyzing both structured and unstructured multilingual content, such as user-created content, social media, web content, and more. Supports languages: depending on the task, supports a maximum of about 100 languages. Pros: Many languages, a large selection of languages for translation. Cons: Supports only ios and web, no mood definition.

10. Twinword Text Analysis Bundle [14] is one API for all user text analysis needs (mood analysis, topic labeling, lemmatizer and much more). Pros: Fast keyword filter, simple user interface, LSI keyword graph, most common keywords. Cons: Supports only English.

The analogs described above contain different types of functionality. Therefore, to reduce their analysis to the type of developed system, the following main points were identified: analysis of “live” comments, support for Ukrainian, visualization and free plan. The comparison is collected in Table 1.

“Live text” in Table 1 means text with slang, ambiguity, uncertainty, jargon, etc.

Table 1. Analogs comparison results.

| Name                  | Analyze “Live” Text | Support Ukrainian | Free Plan | Visualization |
|-----------------------|---------------------|--------------------|-----------|---------------|
| MonkeyLearn           | No                  | No                 | Yes       | No            |
| IBM Watson            | Yes                 | No                 | Yes       | No            |
| Lexalytics            | Yes                 | No                 | No        | Yes           |
| MeaningCloud          | Yes                 | Yes                | No        | No            |
| Rosette               | Yes                 | Yes                | No        | No            |
| Repustate             | Yes                 | No                 | Yes       | No            |
| Clarabridge           | No                  | No                 | No        | No            |
| Aylien                | Yes                 | No                 | No        | No            |
| SYSTRAN.io            | Yes                 | Yes                | Unknown   | No            |
| Twinword Text Analysis Bundle | Yes          | No                 | Yes       | Yes           |

So, the main requirements to the developed method, algorithms and tool are the following:

- data processing in the real-time,
- possibility of visualization,
- possibility of adding the new dictionaries or extend an existing one,
- possibility of find added value for business.

Next, models of sentimental analysis are analyzed.

Authors in [15] used a new and improved Adaboost approach for sentiment analysis with different base learners for Baggin. Li [16] present a gradient boosting algorithm, an ensemble learning technique, to implement the prediction task in sentimental analysis. Park [17] investigate the customers’ hotel revisiting behavior using association between users.

The sentimental score algorithm is proposed based on NTU Sentiment Dictionary by Zhang [18]. This algorithm is developed as hierarchical classifier. Liang [19] describe distribution linguistic information algorithm based on developed dictionary and ensemble of Bayes and SVM classifiers.

Latent aspect rating analysis (LARA) with latent ratings on different aspects is proposed in [20]. However, the accuracy of proposed method is not high.

Papers [21–23] present different ensembles of classification models and approach for features selection. Abbas [22] propose ensemble majority vote classifier based on support vector
machine (SVM). Sangam and Shinde in [23] develop new ensemble based on SVM and artificial neural network (ANN).

As result of the study, we would like to underline that most of the researches in sentimental analysis is based on different ensembles of machine learning algorithms.

3. Construction of Model

In this section, the new model of sentimental analysis based on ensemble of machine learning algorithms and proposed rule-based classifier is developed. The advantages and disadvantages of machine learning algorithms for sentimental analysis are given.

This dataset consists of the following categories taken from Google maps reviews: hotels, food, museum, and shops.

3.1. The Classifiers Choosing

First, the “poor” classifiers are chosen.

The support vector machine method [24] is a linear model for classification and regression problems. The idea of sentimental analysis implementation using SVM is the following: the algorithm creates a line or hyperplane that divides the data into positive and negative classes. A hyperplane is an $(n-1)$-dimensional subspace for $n$-dimensional space. An example of a linear hyperplane $\text{hyperplane } (x)$ is given below:

$$b_0 + b_1x_1 + b_2x_2 + \ldots + b_nx_n = 0$$  \hspace{1cm} (1)

The distance between the hyperplane and the nearest data point from any set is known as the boundary. The goal is to choose a hyperplane with the maximum possible margin between the hyperplane and any point in the training set, which gives more chances for the correct classification of new data. LinearSVC module, implemented in terms of LibLinear (A Library for Large Linear Classification) was used for SVM classification.

K nearest neighbor (KNN) [25]. To classify each of the objects of the test sample, the following operations are performed: calculate the distance to each of the objects in the training sample; select $k$ objects of the training sample, the distance to which is minimal; the class of the classified object is the class most often found among the $k$ nearest neighbors. The distance calculation based on TF-IDF is done using Euclidean distance. The best $K$ on KNN will be searched for by 10-fold cross validation. K-closest distance will be voted. Most results will be the class of the data being tested.

Logistic regression [26] is an appropriate regression analysis that should be performed when the dependent variable is dichotomous (binary). The probabilities describing outcome of a trial is modeled using logistic regression. To control emissions, logistic regression uses the sigmoid function:

$$\text{sigmoid}(x) = \frac{1}{1+e^{-\beta}}.$$ \hspace{1cm} (2)

Next, the ensemble techniques for methods given above is chosen.

Boosting is an ensemble technique where new models are added to correct mistakes made by existing models. Models are added sequentially until further improvements can be made. A popular example is an AdaBoost algorithm, which weighs data points that are difficult to predict [27].

Gradient boosting is an approach where new models are created that predict the residuals or errors of previous models and then added together for final prediction. It is called gradient boosting because it uses a gradient descent algorithm to minimize losses when adding new models. This approach supports both regression and predictive modeling classification problems.

Bootstrap samples are not created during boot implementation, but instead each tree is built on a data set $X_i$, $i$ at each step is modified in a certain way. In the first iteration, a tree is built based on the values of the original predictors $f_1(x)$ and there is a residue vector $r_1$. The next step is a new regression
tree where $f_2(x)$ is no longer built on educational data $X$, but built on residuals $r_1$ of the previous model. The linear combination of the forecast on the constructed trees gives us new residuals:

$$r_2 \leftarrow r_1 + \lambda f_2(x),$$

and this iterative process is repeated $B$ times. Due to the construction of not deep trees on the residuals, the response forecast is slowly improving in areas where one tree does not work very well. Such trees can be quite small, with only a few end nodes. Compression parameter $\lambda$ regulates the speed of this process, allowing to create combinations of trees of more complex shapes to “attack” the remains. The final model of boosting is an ensemble [28]:

$$\hat{f}(x) = \sum_{b=1}^{B} \lambda \hat{f}_b^b(x).$$

(3)

The extension of gradient boosting is XGBoost. The improvements of the algorithm are the following [29]:

- Regularization: It penalizes complex models using both LASSO regularization (L1) and Ridge regularization (L2) in order to avoid overfitting.
- Working with sparse data: The algorithm simplifies working with sparse data by filling in the missing values during training depending on the loss value. In addition, it allows you to work with various sparsity patterns.
- Weighted quantile method: XGBoost uses this to most efficiently find the optimal split points when working with a weighted dataset.
- Cross-validation: The algorithm uses its own cross-validation method at each iteration. That is, we do not need to separately program this search and determine the number of boosting iterations for each launch.

Two reasons to use XGBoost are execution speed, model accuracy.

The next step is to choose the best “poor” classifiers and its ensembles for the ensemble of the models. The results are given in Table 2. Table 2 shows the accuracy of the analyzed classifiers for different categories of text.

|                     | Food  | Shops | Hotels | Museums |
|---------------------|-------|-------|--------|---------|
| Logistic regression | 0.9106| 0.93  | 0.873  | 0.9384  |
| Support vector machine | 0.9168| 0.926 | 0.884  | 0.9459  |
| Bayesian network     | 0.9106| 0.92  | 0.874  | 0.9343  |
| XGBoost              | 0.8982| 0.93  | 0.860  | 0.9424  |
| RandomForest        | 0.8976| 0.924 | 0.859  | 0.9404  |
| Ensemble of logistic regression and decision tree | 0.8804| 0.899 | 0.828  | 0.9106  |
| Decision tree       | 0.8714| 0.899 | 0.823  | 0.9116  |
| AdaBoost             | 0.9003| 0.928 | 0.850  | 0.9343  |
| Ensemble of logistic regression, decision tree and knn | 0.9047| 0.929 | 0.871  | 0.9353  |

Therefore, the ensemble of logistic regression, decision tree and knn shown the good accuracy, but not the best. The ensemble of logistic regression and decision tree is much worse. The accuracy of all classifiers is better for Museum-category, because the input data quality here is the best of 4 categories. Input data quality depends on the target audience. Thus, museums have less spam-comments, because amount of museum visitors are significant less than restaurants for example.
Logistic regression, Support vector machine and XGBoost show the best results for all categories. Therefore, they are chosen for ensemble development.

3.2. The Hybrid Model Development

To improve the accuracy of text analysis, it is proposed to create a hybrid model as a combination of machine learning models with a rule-based algorithm.

The rule-based algorithm for determining the tonality, as input, receives the vector of words \( x \) based on the comment. The knowledge base of the algorithm is dictionaries of tonal words and weight of words in these dictionaries.

The measure TF-IDF [30] will be used as weights, where the selected word is the word found in the dictionary, and the documents are all comments.

The specified algorithm works as follows (Algorithm 1).

**Algorithm 1. Rules based classifier rule**

\[
\begin{align*}
\text{Input:} & \quad x — \text{vectorized text of Google maps review}, \quad \text{dic} — \text{set of dictionaries (positive and negative dictionaries for each category of text).} \\
\text{Output:} & \quad y — \text{class value} (y = -1..1). \\
1. & \quad \text{To choose desired dictionary dic, where } x \in \text{dic}. \\
2. & \quad \text{To create vector } v = \text{TFIDFtransformer (x)}. \\
3. & \quad v = v^{*}(-1) \text{ for negative dictionaries.} \\
4. & \quad \hat{y} = \sum v x. \\
5. & \quad y = \begin{cases} 
1, & \hat{y} > 0, \\
-1, & \hat{y} < 0, \\
0, & \hat{y} = 0 
\end{cases}
\end{align*}
\]

The new dictionary can be added manually or using TF-IDF to the text of Google maps reviews. Therefore, the final algorithm will be a combination of the above algorithm and an ensemble of support vector machine, logistic regression, and XGBoost (Algorithm 2).

**Algorithm 2. The ensemble of classifiers**

\[
\begin{align*}
\text{Input:} & \quad x — \text{vectorized text of Google maps review}, \quad \text{dic} — \text{set of dictionaries (positive and negative dictionaries for each category of text).} \\
\text{Output:} & \quad \hat{y} — \text{voted class value} (y = -1..1). \\
1. & \quad \text{Training sequential machine learning models.} \\
2. & \quad \text{Rule-based algorithm execution.} \\
3. & \quad \text{Hard voting on the obtained results.}
\end{align*}
\]

Hard voting [31] is the simplest case of a majority vote. In this case, the class with the highest number of votes will be selected \( Nc (y_t) \). Predicting the class mark \( \hat{y} \) by a majority vote of each classifier.

\[
\hat{y} = \arg \max \left( Nc(y^1_t), .., Nc(y^n_t) \right)
\]

Thus, the proposed mathematical model of hybrid sentimental analysis is as follows:

\[
\hat{y} = \arg \max \left( \text{hyperplane}(x), \text{sigmoid}(x), \hat{f}(x), \text{rule}(x) \right),
\]

where \( \text{hyperplane}(x), \text{sigmoid}(x), \hat{f}(x) \) are defined in formulas (1)–(3), respectively.
4. Results

4.1. Dataset Preparing

Data was gathered from Google Maps comments. The comments were collected for Ukrainian hotels, shops, museums, and restaurants. Totally, 32,007 feedbacks were analyzed. The shortest feedback consists of five words. The biggest feedback has 178 words.

The program is developed in Python 3.6. An example of input data in json format is given in Figure 1.

```
{"title": "Brief note", "text": "A nice place to eat."}
```

Figure 1. The example of dataset.

This is a list of restaurants with geolocations. However, there is a lot of data that will not be used for sentimental analysis, such as the operating time of the institution. Only category "placeId" and the feedback section will be processed.

In order to receive feedback, an empty dataframe has been created, in which the required data will be written. After going through the file, all the data is saved and, if necessary, cleared (for example, the component of the text is separated from the assessment, leaving only a numerical value). The last step in this function is to save the data frame to a text file in csv format.

Then, looping through the folder, all created files are saved in one. The next step is to filter the Ukrainian text. It is possible to automatically translate into Ukrainian language using GoogleTranslate API. Thus, the dataset for training is formed.

The next step is data preprocessing. The developed function takes a text variable, then sequentially performs the operations, namely: removing punctuation, lowering to lowercase, reduction to normal form. The text field is separated into the target variable. It also uses the function of clearing the text. In addition to this function, the text will be processed in a pipeline using a frequency-based CountVectorizer () and an inverse frequency-based TfidfTransformer ().
The variation of the mood of the comments is shown in Figure 2. The normalized histogram of the distribution of evaluations is shown, where on the y-axis the normalized value of the number of evaluation meetings, and on the x-axis the evaluation of the mood of comments.

![Figure 2. Initial data distribution. It was reduced to the ternary model (see Figure 3), because text will be analyzed in this form.](image)

4.2. Training of Machine Learning Models

The input data is dataframe in text format. Initially, the target variables were selected: text and assessment, the text was processed and divided into training (80%) and testing (20%) data. The model is trained on the built data on the built pipeline. After that, the model is saved in pkl format, which allows training the model once, instead of every call. Thus, three models were trained: logistic regression, support vector machine, and XGBoost.

Next, the hybrid model is estimated. The hybrid model consists of two methods: estimation and prediction. A rule-based algorithm is implemented in the estimation method. Further, based on the category, dictionaries of positive and negative words were obtained. As a result, depending on the dictionary and the received text returns 1, −1 or 0, i.e., positive, negative, and neutral, respectively.

Table 3 shows the approximate content of dictionaries for each category:

![Figure 3. Consolidated data distribution.](image)
The basic dictionary is collected manually based on peculiarities of Ukrainian language. The remaining words are added based on TF-IDF. Dictionary example displayed in Figure 4.

Table 3. Dimension of data dictionaries.

| Category | Food | Museums | Hotels | Shops |
|----------|------|---------|--------|-------|
| Positive | 80   | 90      | 110    | 120   |
| Negative | 50   | 50      | 120    | 25    |

The prediction method involves calling three trained models and a rule-based algorithm. The results are stored in an empty data frame. The mode from the previous values is stored in a variable, which function returns.

As a result, the hybrid model has the performance parameters shown in Table 4. Precision score is used with the parameter “weighted”. It means the metrics calculation for each label, and find their average weighted by support (the number of true instances for each label). This alters ‘macro’ to account for label imbalance; it can result in an F-score that is not between precision and recall.

Table 4. Hybrid model performance parameters.

| Category/Parameter | Food | Shops | Museums | Hotels |
|--------------------|------|-------|---------|--------|
| Accuracy           | 0.9213 | 0.9534 | 0.9769 | 0.8894 |
| Precision          | 0.9006 | 0.9211 | 0.9366 | 0.8815 |
| Recall             | 0.9213 | 0.9534 | 0.9769 | 0.8894 |
| F-score            | 0.9103 | 0.9050 | 0.9103 | 0.8545 |

Figure 4. Dictionary example.

**Table 3.** Dimension of data dictionaries.

| Category | Food | Museums | Hotels | Shops |
|----------|------|---------|--------|-------|
| Positive | 80   | 90      | 110    | 120   |
| Negative | 50   | 50      | 120    | 25    |

The prediction method involves calling three trained models and a rule-based algorithm. The results are stored in an empty data frame. The mode from the previous values is stored in a variable, which function returns.

As a result, the hybrid model has the performance parameters shown in Table 4. Precision score is used with the parameter “weighted”. It means the metrics calculation for each label, and find their average weighted by support (the number of true instances for each label). This alters ‘macro’ to account for label imbalance; it can result in an F-score that is not between precision and recall.

**Table 4.** Hybrid model performance parameters.

| Category/Parameter | Food | Shops | Museums | Hotels |
|--------------------|------|-------|---------|--------|
| Accuracy           | 0.9213 | 0.9534 | 0.9769 | 0.8894 |
| Precision          | 0.9006 | 0.9211 | 0.9366 | 0.8815 |
| Recall             | 0.9213 | 0.9534 | 0.9769 | 0.8894 |
| F-score            | 0.9103 | 0.9050 | 0.9103 | 0.8545 |
The proposed hybrid model shows the better results as analyzed classifiers from Table 2. Similarly, the worst accuracy is for the hotel category. It depends on the quality of input data. However, the user may make a mistake when choosing a category, thus necessitating an additional analysis of the accuracy of the model on the selected not correct category (see Table 5).

**Table 5.** Accuracy of the hybrid model on the selected not correct category.

| Data/Category | Food  | Shops  | Museums | Shops  |
|---------------|-------|--------|---------|--------|
| Food          | 0.9113| 0.8849 | 0.8661  | 0.8921 |
| Shops         | 0.9262| 0.933  | 0.9274  | 0.9264 |
| Museums       | 0.9298| 0.9316 | 0.9369  | 0.9298 |
| Hotels        | 0.8485| 0.8395 | 0.8394  | 0.8824 |

Thus, the quality of the proposed hybrid model is not worse than the rest of classifiers from Table 2, despite the selected not correct category. The average accuracy of hybrid model is equal to 0.93525. This is better than the best average accuracy 0.909725 for “poor” classifiers.

Next, the performance parameters for translated reviews into English are given in Table 6.

**Table 6.** Hybrid model performance parameters for Google-translated reviews.

| Category/Parameter | Food | Shops | Museums | Hotels |
|-------------------|------|-------|---------|--------|
| Accuracy          | 0.9042| 0.9246| 0.9631  | 0.8782 |
| Precision         | 0.8686| 0.9042| 0.9103  | 0.8653 |
| Recall            | 0.8925| 0.9463| 0.9435  | 0.8803 |
| F-score           | 0.9073| 0.8987| 0.9062  | 0.8423 |

The given parameters for automatically translated text are not much less than for original test. Google maps presents all reviews in English automatically. This fact can explain the high parameters of translated text.

4.3. The Decision Support of Services Providers and Data Visualization

The developed model can be used for services provider’s decision support. The main tasks of the analysis are the following: to find positive and negative aspect of business providers based on reviews analysis; to find the frequency of negative comments; to build the recommendation for the managers [32–34].

First, the most common positive and negative keywords can be presented for each provider (Figure 5). Figure 5 below presents the results of analysis for four Ukrainian hotels.

![Figure 5](image-url)
Next, the pivot table as part of On-line analytical processing (OLAP) is presented (Table 7). The sum of weighted keywords for each services provider is calculated. It is useful not only for data analysis, but also for data visualization.

Table 7. The pivot table for services providers analysis.

| Row Labels | Sum of Tfidf | Column Labels | Dirty | Sophisticated | Noisy | Delighted | Frustrated | Cosy | Bad | Clean | Best | Worst | Original | Grand Total |
|------------|--------------|---------------|-------|---------------|-------|-----------|-----------|------|-----|-------|------|-------|----------|-------------|
| Astoria    | 0.52         | 0.41          | 0.41  | 0.93          | 0.93  | 0.52      | 0.41      | 0.93 |
| negative   | 0.52         | 0.41          | 0.41  | 0.93          | 0.93  | 0.52      | 0.41      | 0.93 |
| positive   | 0.11         | 0.15          | 0.15  | 0.26          | 0.26  | 0.11      | 0.15      | 0.26 |
| Kupava     | 0.41         | 0.14          | 0.14  | 0.98          | 1.53  | 0.41      | 0.14      | 0.98 |
| negative   | 0.14         | 0.14          | 0.14  | 0.98          | 1.53  | 0.14      | 0.14      | 0.98 |
| positive   | 0.41         | 0.14          | 0.14  | 0.98          | 1.53  | 0.41      | 0.14      | 0.98 |
| Nota Bene  | 0.33         | 1.32          | 0.62  | 0.61          | 2.88  | 0.33      | 1.32      | 0.61 |
| negative   | 0.33         | 1.32          | 0.62  | 0.61          | 2.88  | 0.33      | 1.32      | 0.61 |
| positive   | 1.32         | 0.62          | 0.61  | 0.94          | 1.94  | 1.32      | 0.62      | 0.94 |
| Grand Total| 0.33         | 0.52          | 0.52  | 0.14          | 0.14  | 0.52      | 0.14      | 0.14 |

The average weight of positive and negative feedbacks is presented in Table 8. The result of clients’ feedback shows the problems with sound insulation in hotel Astoria.

Table 8. The average weight of positive and negative feedbacks.

| Row Labels | Average of Tfidf |
|------------|-----------------|
| Astoria    | 0.464770075     |
| negative   | 0.464770075     |
| George     | 0.13015847      |
| positive   | 0.13015847      |
| Kupava     | 0.509451826     |
| negative   | 0.138377556     |
| positive   | 0.694988962     |
| Nota Bene  | 0.721217405     |
| negative   | 0.47144863      |
| positive   | 0.97098618      |
| Grand Total| 0.509371108     |

5. Discussions and Conclusions

Thus, it is shown that the study of the sentimental analysis of the text is now in high demand. The subject of the study is the comments of Google Maps users. At the output, the user receives the following labeling options: positive, neutral, and negative.

After conducting a competitive analysis, it was found that products can perform the functionality of the system. However, the goal is to expand systems with the Ukrainian language functionality, whereas out of ten programs, only two are compatible with the Ukrainian language.

The peculiarities of the Ukrainian language (there are no restrictions on the order of words in the sentence, the luck of libraries and tools for text analysis in Ukrainian, the corpora of Ukrainian text under development [35], etc.) are cause for the specific preprocessing stage and dictionaries developed during the research. The developed system can be used for other feedback given in other languages, but reduction to normal form stage and sensitive words dictionaries should be changed.
In order to reduce the error of the created model, the training data for the project are divided into four categories: food, shops, museums, and hotels. Comments related to cafes and restaurants are gathered in food types, and comments related to shopping malls users in the shops’ type respectively. This improves the result due to the different sets of keywords for each category.

The following tasks were set: analysis and developing algorithms for analysis of the Ukrainian-language content using hybrid models; creating models for all categories and providing translation functionality into Ukrainian; graphical display of statistics of markings to the user.

As an input, the system receives a text that must be in Ukrainian. However, if it contains not only Ukrainian, the text will be automatically translated. The functionality of the system is defined:

- text processing,
- model transmitting,
- result displaying in visual and file form.

During the model creation, the algorithms were analyzed and checked for accuracy on the basis of training data. The three best ones were chosen: the support vector machine method, logistic regression and XGBoost. In addition to machine learning models, the custom rule-based algorithm has been created. To do this, for each category dictionaries of positive and negative words must be created. The volume of each is about 80 words. As a result, a model was created that combines the method of support vector machine, logistic regression and XGBoost and a rule-based algorithm.

The developed rule-based model allows to choose the class based lexical approach or on collected dictionaries. In combination with machine learning models this classifier presents stacking ensemble. The average accuracy of hybrid model is equal to 93.5%. This is better than the best average accuracy 90.97% for “poor” classifiers. The hybrid algorithm was checked for accuracy in both cases: correct and mistaken choice of category. The accuracy of the model was in the range of 89–98%.

As a result of the research, a system that is ready for use was created. The user is provided with high model accuracy. Automatic text translation into the Ukrainian language helps to omit the language limitations of the input data. At the output, in addition to the marked file, the visual display of results shows the general users’ sentiment.

The mining procedure of the positive and negative sides of services providers based on users’ feedback is developed. This allows electronics business to make improvements based on frequent positive and negative words.
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