Beyond the Born-Markov approximation: dissipative dynamics of a single qubit
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We propose a numerical technique based on a combination of short-iterative Lanczos and exact diagonalization methods, suitable for simulating the time evolution of the reduced density matrix of a single qubit interacting with an environment. By choosing a mode discretization method and a flexible bath states truncation scheme, we are able to include in the physical description multiple-excitation processes, beyond weak coupling and Markov approximations. We apply our technique to the simulation of three different model Hamiltonians, which are relevant in the field of adiabatic quantum computation. We compare our results with those obtained on the basis of the widely used Lindblad master equation, as well as with well-known exact and approximated approaches. We show that our method is able to recover the thermodynamic behavior of the qubit-bath system, beyond the Born-Markov approximation. Finally, we show that even in the case of the adiabatic quantum annealing of a single qubit the bath can be beneficial in reaching the reduced system ground state.
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I. INTRODUCTION

Quantum mechanical systems interacting with their surroundings experience dissipation and decoherence. The prototypical model aimed at describing an open quantum system is based on a quantum two-level system (TLS) interacting with a bosonic bath in thermal equilibrium at fixed temperature, the so-called spin-boson model (SBM) [1, 2]. Several approaches have been proposed in order to attack this problem. The main idea is to include effectively the environmental noise in the evolution of the dynamical variables of the system of interest (reduced system). This led to successful tools for studying the single qubit open dynamics, such as real-time path-integral Monte Carlo (rt-PIMC) [3, 4], quasi-adiabatic propagators (QUAPI) [5–7], non-interacting or weakly-interacting blip approximation (NIBA or WIBA) [8, 9], numerical time-dependent renormalization group (NRG) [10, 11] or quantum master equations (QME), such as the celebrated Gorini-Kossakowski-Sudarshan-Lindblad equation [12, 13] (Lindblad equation from now on for brevity).

The Lindblad equation is a consolidated tool for studying the dynamics of open quantum systems. More recently, it has been widely used to describe decoherence effects in adiabatic quantum computation (AQC) and quantum annealing (QA) [14–16], fields that regained momentum since the first experimental demonstration of the D-Wave machine [17]. The Lindblad equation relies on several assumptions on the system dynamics: in particular, on the Born approximation (disregarding qubit-bath correlations at any times during the dynamics provided that their coupling energy is weak enough) and on the Markov approximation (which ensures that the dissipation mechanism involves no memory effects). Moreover, it is strictly valid only in the purely adiabatic regime, where the rotating wave approximation (RWA) holds.

Recent works [18–23] show that AQC of a qubit ensemble with intermediate coupling to its bath may have shorter annealing time than a closed system. This speed-up is predicted at very low temperatures and intermediate couplings to the environment: a regime where non-Markovian effects and multiple-excitation processes may be relevant [24–27].

In this work, we discuss an alternative technique to account for decoherence and dissipation in open quantum systems, which could in principle overcome the limitations of the Lindblad equation, allowing to disengage from the Born and Markov approximations. This approach combines: a discretization of the bath [28], which is described in terms of a finite number of independent harmonic oscillators; a smart truncation scheme of the bosonic Hilbert space; short-iterative Lanczos (SIL) method [29–32]. Our technique is not affected by the limitations of standard perturbative approaches, as it guarantees the trace preservation and positivity of the density operator. Due to its stability and reduced computational effort, this method allows to include multiple-excitation processes, not accounted by the Lindblad theory [33, 34]. Moreover, as we do not trace the bath degrees of freedom, we have access to the full wave function, and we can measure all the properties of either the reduced system and the bath. In order to test the reliability of this approach, we will focus on three models describing a TLS interacting with the environment.

This paper is organized as follows: in Sec. II, we introduce a general model Hamiltonian of the system we intend to study, outlining the characteristics of the dissipation; in Sec. III, we discuss the main features of our numerical method; in Sec. IV, we introduce the particular TLS Hamiltonians to be studied; the different approximations schemes known in the literature and related results are discussed and compared. We present our results regarding the analyzed models, compare them with known approximations and finally discuss further possible extensions of this work in Sec. V.
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II. MODEL HAMILTONIAN

Our qubit is described by the time-dependent Hamiltonian $H_S(t)$. The full system-environment Hamiltonian is usually written as

$$H(t) = H_S(t) + H_B + V,$$

(1)

where $V$ is a time-independent interaction potential between the two subsystems and $H_B$ is the environment Hamiltonian. The qubit can be viewed as an effective spin one-half particle. The eigenvectors of the Pauli operator $\sigma_z$ represent the computational basis; the spin-flipping operators $\sigma_x$ allow for quantum tunneling between these two states. In general, we take $H_S(t)$ as a time-dependent real and symmetric operator of the form

$$H_S(t) = -\Gamma(t)\sigma_x - \varepsilon(t)\sigma_z,$$

(2)

where $\Gamma(t)$ is a transverse field and $\varepsilon(t)$ fixes the energy bias between the TLS states. As customary, we model the environment by a collection of independent bosons, and the Hamiltonian $H_B$ ($\hbar = 1$ here and in the following) reads

$$H_B = \sum_k \omega_k b_k^\dagger b_k,$$

(3)

$$[b_l, b_m^\dagger] = \delta_{lm}.$$

Here, $\omega_k$ are mode frequencies and $b_k (b_k^\dagger)$ annihilates (creates) a boson in mode $k$; we omit the zero-point energy $\sum_k \omega_k/2$.

The environment acts locally on the qubit system, coupling to $\sigma_z$. In the dipole approximation, qubit eigenstates are coupled to each bosonic displacement operator, and the interaction Hamiltonian reads

$$V = \sigma_z \sum_k g_k (b_k + b_k^\dagger) \equiv \sigma_z \otimes B;$$

(4)

$g_k$ is the coupling energy among the reduced system and the $k$th bosonic mode. The dipole approximation is valid only if every $g_k$ is weak when compared to the other energy scales [8].

All the details concerning dissipation are contained in the bath density of states $J(\omega)$, defined as

$$J(\omega) = \sum_k g_k^2 \delta(\omega - \omega_k).$$

(5)

When the density of modes is large enough, $J(\omega)$ behaves as a continuous function, i.e., as a power-law of $\omega$ for $\omega \to 0$, up to a high-energy cut-off $\omega_c$:

$$J(\omega) = \sum_k g_k^2 \delta(\omega - \omega_k) \equiv \eta \frac{\omega^s}{\omega_c^{s-1}} \Theta(\omega_c - \omega),$$

(6)

where $\eta$ is an effective dimensionless coupling and $\Theta(x)$ is the Heaviside step-function. The step-function could be replaced by an exponential decay or a Lorentzian tail, but in our case it is advisable to work with a sharp cut-off for reasons that will be clearer in the following. Needless to say, physical results must be independent both of $\omega_c$ and the form of the cut-off.

The exponent $s$ determines the nature of the dissipation: sub-Ohmic ($0 < s < 1$), Ohmic ($s = 1$) or super-Ohmic ($s > 1$). In this work, we will discuss the three representative cases $s = 1/2, s = 1$ and $s = 2$.

The two-level Hamiltonian (2) can be diagonalized exactly for every choice of $\Gamma(t)$ and $\varepsilon(t)$; however, the problem complicates enormously when the full Hamiltonian (1) is taken into account, and a closed-form analytical solution is not known in general. In what follows, we shall discuss a numerical approach suited for dealing with the full system dynamics governed by Eq. (1). It will prove useful in studying the time-independent limits of Hamiltonian (1), as well as the fully time-dependent case, where analytical solutions are not available.

III. SHORT-ITERATIVE LANCZOS METHOD

At the initial time $t_0$, we assume the density matrix of the qubit and bath to be factorized:

$$\rho(t_0) = \rho_S(t_0) \otimes \rho_B,$$

(7)

where $\rho_S(t_0)$ is the density operator of the reduced system at the initial time and $\rho_B$ is the bath density operator at thermodynamic equilibrium at temperature $T = 1/\beta$ ($k_B = 1$ here and in the following). Given the time evolution operator

$$U(t, t_0) = T \exp \left(-\frac{i}{\beta} \int_{t_0}^t H(t') dt' \right),$$

(8)

where $T$ is the time-ordering operator, then the density operator at any time $t$ can be calculated as

$$\rho(t) = U(t, t_0)\rho(t_0)U^\dagger(t, t_0).$$

(9)

Eventually, the density operator of the reduced system at time $t$ is readily found by tracing out the bath degrees of freedom,

$$\rho_S(t) = \text{tr}_B \rho(t),$$

(10)

thus allowing for the evaluation of any observable of the reduced system.

A useful numerical approach to calculate $U(t, t_0)$ is the short-iterative Lanczos method (SIL), which can be employed to propagate the full system-bath quantum state $|\Psi(t)\rangle$ at time $t$, once the starting state $|\Psi(t_0)\rangle$ is known. This technique combines a projection scheme of the full Hamiltonian (1) to a reduced state space and exact diagonalization methods. While conventional approaches describe the influence of the bath degrees of freedom on the reduced systems in terms of an analytically exact effective interaction potential, here the main difficulty resides in finding a suitable truncation scheme of the bath Hilbert space, which could successfully describe the dynamics of $\rho_S(t)$, at least in a range of model parameters.

To pursue this goal, we start by discretizing the bosonic spectrum by considering $M$ equally spaced modes, having frequencies

$$\omega_k = \frac{\omega_c}{M} k, \quad k = 1, \ldots, M.$$  

(11)
The bath space state is spanned by the basis \( \{ |n_1, n_2, \ldots, n_M \rangle \} \), where \( n_k = 0, \ldots, N_{\text{max}} \) is the number of excitations in mode \( k \), up to a cut-off \( N_{\text{max}} \). We integrate Eq. (6) around each mode, and extract the couplings \( g_k \) which are able to reproduce the correct spectral density of the bath up to some desired level of accuracy, controlled by \( M \). For sufficiently large \( M \), the integral can be approximated by the mean value theorem as

\[
g_k^2 \approx \frac{\eta \omega_k^2}{\omega_c} \delta \omega \equiv \frac{\eta \omega_c^2}{M^{s+1}},
\]  

where \( \delta \omega = \omega_k / M \). This uniform sampling is the simplest choice, and allows us to reach convergence in all the investigated regimes, as we will show in the next section. Different samplings have also been proposed in the literature [28, 35–37].

Further, the truncation scheme to be performed on the set of bath states clearly depends on the value of the coupling strength \( \eta \). As evident from Eq. (4), the creation or annihilation of a boson in a certain state \( k \) leads to a variation in the occupation number \( n_k \) with respect to its thermal equilibrium value \( n_k^\text{eq} \), fixed by the Boltzmann distribution. In the following, we will denote as \( N_{\text{ph}} \) the absolute maximum number of bosonic excitations, with respect to the thermal equilibrium. Performing the truncation of the Hilbert space to those states with \( \Delta n_k = n_k - n_k^\text{eq} \geq \{ 0, \pm 1, \pm 2, \ldots, \pm N_{\text{ph}} \} \), with \( \sum_k |\Delta n_k| \leq N_{\text{ph}} \), an exact description of the system-bath dynamics can be obtained up to terms proportional to \( \eta N_{\text{ph}} \). In the weak coupling regime (WC), we find that a correct description can be obtained by choosing \( N_{\text{ph}} = 1 \); we emphasize that, at WC, our approach recovers the Lindblad results in the limit of extremely weak coupling strengths. For increasing values of \( \eta \), we can fine-tune our results by progressively adding more states to the bath Hilbert space, corresponding to multiple excitations from the equilibrium state; the computational resources needed to simulate the system dynamics at these couplings are necessarily heavier, but calculations remain affordable in the intermediate coupling (IC) regime, where \( N_{\text{ph}} = 3 \) is enough to get a good quantitative description of the dynamics. As a consequence, this approach is well-suited to describe the correct physical behavior of the system in a parameter range going from weak to intermediate coupling.

Once the final set of basis states has been fixed, an iterative calculation of the state \( |\Psi(t_i)\rangle \) can be set up for any final time \( t_f \) in the following way. First, we divide the entire time interval in subintervals of fixed duration \( dt \). Then, for every fixed time interval \( [t, t + dt] \), we evaluate the Hamiltonian at midpoint and project it onto the subspace \( \mathcal{K} = \{ |\Psi(t)\rangle, H |\Psi(t)\rangle, \ldots, H^n |\Psi(t)\rangle \} \), where \( |\Psi(t)\rangle \) is the full system state at time \( t \) and \( n \) is the minimum number of vectors needed to achieve convergence. An orthonormal basis of vectors in \( \mathcal{K} \) is given by the set of Krylov vectors \( \{ |\psi_k\rangle \}_{k=1}^n \), obtained by recursive Gram-Schmidt orthogonalization techniques. The reduced Hamiltonian \( \tilde{H} \) in the \( n \)-dimensional Krylov subspace can thus be obtained as

\[
\tilde{H} = PHP^s, \tag{13}
\]

where \( P \) is the projector operator into the Krylov subspace at time \( t \); following the chosen time discretization, the evolution operator \( \tilde{U}(t + dt, t) \) can be recast as follows:

\[
\tilde{U}(t + dt, t) = \exp \left[ -i \tilde{H}(t + dt / 2) dt \right]. \tag{14}
\]

The minimal dimension \( n \) to achieve convergence depends on \( dt \); its typical values are of the order of 20 to 100, thus allowing the numerical evaluation of Eq. (14) by means of direct diagonalization of the matrix \( \tilde{H}(t + dt / 2) \). Eventually, expanding the state \( |\Psi(t)\rangle \) in terms of the eigenvectors of \( \tilde{H}(t + dt / 2) \), the full state of the system at time \( t + dt \) can be evaluated by straightforward matrix products. This procedure turns out to be particularly useful if the matrix \( \tilde{H} \) is Hermitian, because in that case the reduced matrix \( \tilde{H}(t + dt / 2) \) has tridiagonal form and thus can be easily diagonalized.

One intrinsic limitation of this approach is that it is valid only up to a specific upper time scale. The minimum frequency \( \omega_1 \) determines the Poincaré recurrence time \( t_\text{pr} = 2\pi / \omega_1 \), which is an upper limit for the total evolution time that can be studied with this method. After \( t_\text{pr} \), the collection of harmonic oscillators ceases to be a good approximation of an ergodic thermal bath. Hence, realistically, this numerical approach is not feasible to study very long time (adiabatic) dynamics, except in the WC regime, where the Hilbert space scales linearly with \( M \), allowing to simulate a large number of modes (up to \( 10^6 \)) and, consequently, moderately long times.

On the other hand, short time dynamics is well-reproduced even with a limited number of modes, both in WC and IC. That is where our method proves its usefulness. This allows us to study memory effects, which are considered of great interest in real, experimentally controllable, baths [24, 25]. Nonetheless, our method provides the whole system + bath wave function. With a change of perspective, this could be useful to test the influence of the reduced system over the environment, and this is potentially interesting for studying structured environments with a limited number of degrees of freedom.

IV. QUBIT MODELS

In this section, we will discuss theoretically a number of qubit models that we will study with the SIL method presented in Sec. III. We start by quickly reviewing the exactly solvable model known in the literature as the pure decoherence model, which we are going to use as a benchmark to test the accuracy of our numerical algorithm. Then, we will move to the more general spin-boson model in presence of a non-zero transverse field, and finally we will apply SIL to a selected time-dependent case, which is relevant for AQC.

IV.1. Pure decoherence

When there is no tunneling in the Hamiltonian (2), i.e., \( H_S = -\varepsilon(t) \sigma_z \), the dynamics of the two qubit states are decoupled. The full Hamiltonian (1) can be diagonalized using the Lang-Firsov unitary transformation \( \mathcal{U} = \exp(-S) \), where

\[
S = \sigma_z \sum_k \frac{g_k}{\omega_k} \left( b_k^\dagger - b_k \right). \tag{15}
\]
which shifts the center of each harmonic oscillator according to the qubit state [38]. The transformed Hamiltonian is diagonal and its eigenstates are coherent states in the bath degrees of freedom. Notice that the Hamiltonian commutes with \( \sigma_z \), hence the occupations of the TLS states are conserved quantities.

We consider \( \epsilon(t) = \epsilon \) as a fixed energy scale so that the reduced spectral gap \( \Delta \) is constant in time and equal to \( 2\epsilon \), and prepare the state at \( t = 0 \) as an uncorrelated product of the Boltzmann equilibrium state at inverse temperature \( \beta \) and the positive eigenstate \( |\hat{\xi};+\rangle \) of the operator \( \sigma_x \). Notice that an analytical solution exists for this trivial case even if \( \epsilon \) is time-dependent; the features of the solution are qualitatively similar to the time-independent case, and so are the predictions of the SIL method, hence we focus here on the time-independent case for simplicity. We measure the instantaneous properties of the reduced system at any time during the dynamics, in particular we study the mean values \( \langle \sigma_x(t) \rangle \) and \( \langle \sigma_z(t) \rangle \), which, for the pure decoherence model, are related to decoherence and thermal relaxation, respectively. As \( \Gamma(t) = 0 \), the reduced system does not relax \( \langle \sigma_x(t) \rangle = \langle \sigma_z(0) \rangle = 0 \) and the only nontrivial quantity is \( \langle \sigma_x(t) \rangle \), which can be evaluated analytically provided that the initial state is factorized [38]:

\[
\langle \sigma_x(t) \rangle = \cos(2\epsilon t) \exp[-\eta K(t, \beta)],
\]

where we introduced the decoherence function

\[
K(t, \beta) \equiv \frac{8}{\eta} \sum_k \frac{s_k^2}{\omega_k^2} \sin^2 \left( \frac{\omega_k t}{2} \right) \coth \left( \frac{\beta \omega_k}{2} \right).
\]

Notice that this function, as defined, is coupling-independent in the continuous limit.

The same model can be solved using the Lindblad equation for the reduced density matrix (see App. A). We do not enter the details of the calculation here, and report the result [39]:

\[
\langle \sigma_x(t) \rangle_{\text{L}} = \cos(2\epsilon t) \exp[-2\gamma(0)t],
\]

where \( \gamma(\omega) \) is defined in Eq. (A1).

Comparing Eqs. (16) and (18), we see that the coherent part of the mean value (the cosine function) is well-predicted by the Lindblad theory; however, the Lindblad decoherence function recovers only the adiabatic limit \( t \to \infty \) (with \( \beta < \infty \)) of the actual decoherence function, as the following limit holds:

\[
\lim_{t \to \infty} \frac{\eta K(t, \beta)}{t} = 2\gamma(0).
\]

Notice that Eq. (18) always fails to predict the correct behavior of the solution at \( \beta \to \infty \). The reason of this discrepancy is that, below \( \tau_B = \beta/\pi \), which is the characteristic decay time of the self-correlation function of the bath \( B(t) = \langle B(t)B(0) \rangle \), the finite-temperature contribution to the decoherence function, \( \Delta K(t, \beta) = K(t, \beta) - K(t, \infty) \), is negligibly small. For \( t \gg \tau_B \), the relevant term is \( \Delta K(t, \beta) \), as it grows as a power law, while \( K(t, \infty) \) grows logarithmically [40]. The Lindblad approximation always disregards \( K(t, \infty) \), meaning that it always fails at small times with respect to \( \tau_B \). On the other hand, \( \tau_B \) diverges at low temperatures, hence the Lindblad approximation is inadequate in this limit. A numerical analysis on this point is proposed in App. B.

We simulated the same system at \( T = 0 \) using our numerical SIL method, following the scheme depicted in Sec. III, with a cut-off frequency \( \omega_c = 10\epsilon \) and a collection of \( M = 200 \) modes. The Poincaré recurrence time is \( \epsilon \tau_B = 40\pi \); we purposely restricted the dynamics up to the shorter time \( 40/\epsilon \) to limit spurious effects arising because of recurrence. We set the number of Lanczos iterations at each time step to be 30. The reduction scheme concerning relevant phonon processes has been tested by considering \( N_{\text{ph}} = \{1, 2, 3\} \) excitations from the bosonic vacuum, i.e., the thermodynamic equilibrium state at zero temperature. This led to Hilbert spaces of the full system of dimensions \( D_1 = 402, D_2 = 40602, D_3 = 2747402 \), respectively. We conducted our analysis for the two representative couplings \( \eta = 10^{-4} \) (WC) and \( \eta = 10^{-2} \) (IC). In the following plots, we present our data about the instantaneous relative error

\[
\delta(t) \equiv \frac{\langle \sigma_x(t) \rangle_{\text{SIL}} - \langle \sigma_x(t) \rangle_{\text{th}}}{\langle \sigma_x(t) \rangle_{\text{th}}} (20)
\]

doing the simulated solution \( \langle \sigma_x(t) \rangle_{\text{SIL}} \), with respect to the analytical theoretical solution \( \langle \sigma_x(t) \rangle_{\text{th}} \) (Eq. (16)).

Fig. 1 shows the relative error of the approximation for an Ohmic bath in the WC regime. Including a single bosonic excitation per mode reproduces quantitatively the exact solution with a relative error of \( 10^{-5} \). The result is almost unchanged when multiple-phonon processes are included, and the gain in accuracy saturates when \( N_{\text{ph}} = 2 \), indicating that the increasing trend in the curves is only related to the discreteness of our bath, rather than to the processes cut-off, and can thus be improved by including more modes. As expected, this scenario changes in the IC regime. In fact, as evident from Fig. 2, multiple-phonon processes play an important role, although \( N_{\text{ph}} = 3 \) still provides a good approximated solution. An analogous discussion for sub-Ohmic and super-Ohmic dissipations is proposed in App. C.

### IV.2. Spin-boson model

If both terms in the Hamiltonian of Eq. (2) are non-zero and time-independent, the model (1) reduces to the well-known SBM, i.e., \( H_S = -\Gamma \sigma_x - \epsilon \sigma_z \). Although no analytical solution is known for the non-trivial dynamics of \( \langle \sigma_x(t) \rangle \) and \( \langle \sigma_z(t) \rangle \), several approximation schemes have been proposed over the last four decades in order to tackle this problem.

In the traditional formulation of the problem [8], the initial conditions are set such that, at \( t = 0 \), the qubit is prepared into an eigenstate \( |\hat{\xi};+\rangle \) of the operator \( \sigma_x \). The initial state of the qubit-bath system is factorized, the bath is at thermal equilibrium at temperature \( T = 1/\beta \), and the interaction of the qubit with its surroundings is modeled by the Hamiltonian (4). The solution of the problem consists in finding an approximation for the reduced density matrix of the qubit \( \rho_S(t) \) at time \( t \).

The Lindblad equation (A3), based on Born and Markov approximations, provides a closed-form solution for the density
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tunneling amplitude. It is known by theoretical arguments [8] that the interaction with the environment is responsible for a renormalization of the tunneling amplitude (and, correspondingly, of the spectral gap of the qubit system), depending on the coupling strength, of the form

\[ \Gamma_{t}^{(RG)} = \Gamma \left( \frac{2\Gamma}{\omega_{c}} \right)^{2\pi\eta}. \] (21)

Despite its limitations, NIBA yields correct predictions for the quality factor \( \Omega/\gamma \) of the damped oscillations, in agreement with conformal field theory [42]. It reads

\[ \frac{\Omega}{\gamma} = \cot \left( \frac{2\pi\eta}{2(1-2\eta)} \right). \] (22)

In the inset of Fig. 4, we show that the SIL method successfully recovers the behavior of the quality factor in the entire range of investigated coupling strengths.

On the other hand, in Fig. 5 we analyze the numerical results for the time evolution of \( \langle \sigma_{x}(t) \rangle \) obtained by means of SIL technique, plotted against the result predicted by the Lindblad equation reported in Eq. (D3); our results exhibit a non-monotonic behavior at short times, while a prominent saturation behavior at long times can be observed, for every value of \( N_{\text{ph}} \). Analogous properties hold for the time evolution of this observable in the sub-Ohmic and super-Ohmic cases (see Fig. 6), provided that the analysis is restricted to WC and IC regimes. As shown in Fig. 6, the three saturation curves, in the same parameter region as in Fig. 3, clearly differ in the equilibration times as well as in the equilibrium values \( \sigma_{x}^{eq} \).

As can be inferred from Fig. 5, our results remarkably differ from the Lindblad one, because the latter predicts as the long-time stationary value the one corresponding to the ground state of the qubit Hamiltonian disentangled from the bath. Instead, our calculations show that the stationary value is related to the ground state of the qubit-bath system: at long times, qubit and bath remain entangled, as expected at equilibrium.

While such a striking difference can be observed in the equilibrium values of \( \langle \sigma_{x}(t) \rangle \) obtained by using SIL and the Lindblad equation, the relaxation rates are very similar in the two approaches. As a deeper analysis of Figs. 3 and 5 shows, the Lindblad result for \( \langle \sigma_{x}(t) \rangle \) qualitatively agrees with the SIL results, correctly predicting the decoherence behavior, which takes place in a time \( T_{2} \) depending on the energy gap \( \Delta = 2\Gamma \), temperature and the damping parameter \( \eta \) (see Eqs. (D3)).

Note also that the time dependence obtained by the SIL method with \( N_{\text{ph}} = 1 \) fails to recover the correct physical behavior suggesting that, as expected, the Lindblad solution includes...
multiple uncorrelated scattering processes. On the other hand, as previously discussed, the Lindblad result for $\langle \sigma_z(t) \rangle$—equal to the difference in populations of states $\{|\chi; \pm\}$—saturates towards the wrong asymptotic value after a time $T_1 = T_2/2$ (see App. D). In this case, correlations among multiple scattering processes, correctly included by our approach, play a relevant role. Referring to the diagrammatic theory, our approach includes vertex corrections which are disregarded in the Lindblad approximation.

In addition, while the relaxation times are correctly reproduced, we note that the Lindblad approximation in Eq. (D3) does not take into account the non-monotonic behavior of $\langle \sigma_z(t) \rangle$ at very short times, as shown in Fig. 5. This behavior can be understood by carrying out a detailed analysis of the time evolution of each contribution to the expectation value of the total Hamiltonian in Eq. (1). As shown in Fig. 7, at short times the absolute value of the system-bath interaction energy rapidly grows up to an absolute maximum and, as a consequence, both the reduced system and the bath undergo an excitation from their initial states, while the total energy remains constant in time. After this brief transient time, depending on the chosen initial condition, the expectation value of the reduced system energy $\langle H_S(t) \rangle$, as well as $\langle H_B(t) \rangle$ and $\langle V(t) \rangle$, saturates towards its equilibrium value.

The previous results suggest that, moving from WC to IC, a physical description of the dynamics of the SBM entirely based on the Lindblad equation can suffer from severe limitations, in agreement with theoretical [2] and experimental findings [24, 25]. On the other hand, the SIL approach can successfully reproduce the correct physical scenario in this parameter region. In order to provide evidence for it, we study the equilibrium values $\sigma^\text{eq}_z$ as a function of the coupling parameter $\eta$ for the three different kinds of dissipation mentioned before, choosing the maximum number of excitations per mode up to $N_{ph} = 3$.

In order to obtain reliable values of $\sigma^\text{eq}_z$, we performed an exponential fit of the numerical results $\langle \sigma_z(t) \rangle$ and extracted the best estimates of the saturation values. In Figs. 8, 9 and 10, we show the fitted equilibrium values $\sigma^\text{eq}_z$ as a function of the coupling parameter $\eta$ compared with the Lindblad result. In order to further test the reliability of our calculations, we also plot the equilibrium values calculated using a Monte Carlo approach at thermal equilibrium (orange filled diamonds) [43]. We note that, as the coupling factor becomes larger than $10^{-3}$, the Born-Markov approach misses the correct physical behavior for every bath spectral distribution considered. It follows that, at long times, the unavoidable system-bath entanglement effects start to play a role, noticeably reducing the value of $\sigma^\text{eq}_z$. This effect becomes particularly evident in the case of sub-Ohmic dissipation, which shows a rapid decrease of the $\langle \sigma_z(t) \rangle$ as $\eta$ reaches $10^{-2}$. This is due to the fact that, in this case, the critical coupling strength at which the quantum phase transition of the SBM [8] occurs is smaller than in the Ohmic case [35, 36], explaining the observed quantitative difference between Monte Carlo data and SIL predictions. On the other hand, in the Ohmic and super-Ohmic case, as far as the coupling factor is weaker than $10^{-1}$, a good physical description can be achieved by truncating the phonon bases to three excitations per mode.

Following these results, we can apply the SIL technique to perform an analogous analysis for the biased case ($\epsilon \neq 0$). Here, the gap between the qubits states changes to a constant value equal to $\Delta = 2\sqrt{\omega_z^2 + \Gamma^2}$, the eigenstates being linear superpositions of the computational basis states. The biased case is of particular interest for us, since it has been shown that the NIBA, predicting the qubit localization in the state $|\frac{3}{2}; \rightarrow\rangle$ at long times, fails to describe the correct physical behavior [8, 9].
We can therefore further test the predictions of our numerical technique by analyzing the asymptotic behavior of \( \langle \sigma_z(t) \rangle \). By turning back to the \( |\hat{z}; \pm \rangle \) basis, we prepare the qubit at initial time in the state \( |\hat{z}; + \rangle \) and simulate the time evolution of the biased system in WC, by fixing the values \( \varepsilon = -\Gamma, \eta = 5 \cdot 10^{-3} \) and \( T = \{0, 0.1\} \) in units \( \Gamma \).

As shown in Fig. 11, the numerical results for \( \langle \sigma_z(t) \rangle \) clearly indicate an asymptotic value that, while differing from the NIBA (\( \langle \sigma_z(\infty) \rangle_{\text{NIBA}} = \tanh(\beta \varepsilon / 2) \)) [8], is consistent with that obtained by means of WIBA approach [9]. It follows that our method can provide an accurate description of correlation effects, and it can be fruitfully used to describe the physics of these system even in the IC regime. In addition, a more detailed numerical analysis may be pursued in order to measure in a systematic way the differences between our result and the WIBA predictions.

As a final step, we focus here on a typical quantum annealing problem, whose time-dependent Hamiltonian is built from Eq. (2) using a linear interpolating schedule, i.e., \( \Gamma(t) = (1 - t/t_f)\Gamma \) and \( \varepsilon(t) = \varepsilon t/t_f \). For any fixed final annealing time, the time-dependent Hamiltonian then reads

\[
H_S(\theta) = -(1 - \theta)\Gamma \sigma_x - \theta \varepsilon \sigma_z,
\]

where \( \theta = t/t_f \in [0, 1] \) is a dimensionless time. We choose the transverse field \( \Gamma \) as our reference energy scale and fix \( \varepsilon = \Gamma \). As prescribed by AQC, we start by preparing the reduced system at \( \theta = 0 \) in the instantaneous eigenstate of \( H_S(0) \), i.e., a fully displaced state having maximum kinetic energy, and we let it evolve towards the localized ground state of \( H_S(1) \). The environment is initialized in its thermal equilibrium state, and, in order to keep the discussion simple, we restrict to the case \( T = 0 \).

With our SIL method, we are able to simulate both short and long time dynamics, while the usually employed tools for simulating AQC algorithms strictly require long annealing times \((t_f \to \infty)\) in order to provide reliable results. Computational efforts scale linearly with the final annealing time in both cases. Among these tools, the Lindblad equation (A3) for the reduced ground state occupation probability can be solved analytically in the adiabatic limit [39], and provides the solution, in the instantaneous eigenbasis of \( H_S(\theta) \),

\[
\rho_{--}(\theta) = \frac{1}{G(\theta)} \left[ \rho_{--}(0) + \int_0^\theta F(\theta')G(\theta') \, d\theta' \right],
\]

where \( F(\theta) = \cos^2 \theta/2 \) for a sub-Ohmic bath.
where, at zero temperature,

\[ G(\theta) = \exp \int_0^\theta F(\theta') \, d\theta', \quad (25) \]

\[ F(\theta) = \xi(\theta)^2 \sigma^2(\Delta(\theta)), \quad (26) \]

\[ \xi(\theta) = 2\Gamma(1 - \frac{\theta}{\Delta(\theta)}), \quad (27) \]

and \( \Delta(\theta) \) is the instantaneous reduced spectral gap. Eq. (24) predicts that, at long \( \tau_f \), the fidelity saturates to \( \rho_{--} = 1 \) independently of the system-bath coupling strength \( \eta \), which only affects the characteristic relaxation time, proportional to \( \eta^{-1} \). This reflects the Born-Markov approximation: the bath state is uncorrelated from the reduced system state, hence, in this picture, the only effect of the zero-temperature reservoir is to drive the TLS towards its ground state. However, as discussed in Sec. IV.2, in IC this picture is misleading as entangled system-bath states may arise, significantly modifying the occupations of the qubit eigenstates.

In order to catch the correct physics in this interesting regime, we coupled this system to \( M = 200 \) modes, each possibly occupied by maximum \( N_{ph} = 3 \) phonons. At \( \theta = 1 \), we measured the excess energy \( \epsilon_{\text{res}} \) with respect to the reduced ground state energy \( \epsilon_{gs} = -e \). For a TLS, \( \epsilon_{\text{res}} \) is proportional to the ground state error \( 1 - \rho_{--} \), i.e.,

\[ \epsilon_{\text{res}} \equiv \text{tr}[H_S(1)\rho_S(1)] - \epsilon_{gs} = 2\epsilon[1 - \rho_{--}(1)]. \quad (28) \]

In Fig. 12, we compare the residual energy, in units \( \Gamma \), as a function of the final annealing time (in units \( 1/\Gamma \)) of several TLSs, coupled with different coupling constants to an Ohmic environment. Similar curves, obtained by numerical integration of the Lindblad equation using a fourth-order Runge-Kutta routine, are shown in Fig. 13. By comparing the curves, it is evident that system-bath correlations, disregarded by the Lindblad QME, modify quantitatively and also qualitatively the behavior of the solution in the analyzed time range, hence a Born-Markov dynamics is not able to reproduce the correct behavior.

In fact, in the Lindblad picture of Fig. 13, the only noticeable effect of progressively increasing system-bath coupling strength is a very small damping of the amplitude of short-time oscillations in the ground state occupation, while both the function profile at short times and the long times power-law tail are preserved in presence of a dissipative environment. By contrast, what we found with our SIL method (Fig. 12) is that, while the description at short times is in agreement with Lindblad results, at intermediate times system-bath correlations tend to increase the value of the residual energy with respect to the isolated case \( \eta = 0 \), and this feature is not present in the QME solution. In fact, at intermediate times we observe a transient plateau, anticipating a further decrease of the residual energy towards the isolated case. As the exhaustion time of the plateau inversely depends on \( \eta \), we observe a non-monotonic behavior of the residual energy as a function of \( \eta \) in the time window where this decrease takes place. The oscillations in the residual energy of the closed system are well-known and due to the finite annealing time of the chosen schedule. The effect of the environment is to suppress these oscillations in the open system case. Moreover, the residual energy of the open system can become smaller than its closed system counterpart, but this effect can only occur at some particular values of the final annealing times. This is evident in the inset of Fig. 12, showing that eventually, at longer annealing times, the curve corresponding to \( \eta = 10^{-2} \) approximately tends to the mean value of the closed system oscillation pattern. Whether or not this feature survives also at low but finite temperature is currently under investigation.

As for the analysis at the end of Sec. IV.2, concerning the oscillation frequency of \( \langle \sigma_z(t) \rangle \), it may be tempting to explain the influence of the environment on the quantum annealing in terms of a renormalization of the spectral gap of the reduced system. According to this argument, however, we should always expect a decrease of quantum annealing performances due to the gap reduction in the presence of the bath. Moreover, we should observe a progressive worsening of the annealing performances with increasing \( \eta \) due to this effect (see Eq. (21)). This argument reduces the full system to an effective TLS with renormalized spectral gap, which is a completely satisfactory description of time-independent problems as the SBM in Sec. IV.2, but cannot rigorously reproduce the dynamical behavior of a system with time-dependent Hamiltonian.

To show that the previous picture might be misleading, recall that the physical description of a quantum annealing process can be understood in terms of the Landau-Zener (LZ)
model [44, 45]. The LZ Hamiltonian reads

$$H_{LZ}(t) = -\frac{\nu f}{2} \sigma_z - \frac{\Delta}{2} \sigma_x,$$  \hspace{1cm} (29)$$

it has a minimum spectral gap $\Delta$ at $t = 0$ and in this case the TLS system evolves from $t = -\infty$ to $t = +\infty$ with sweep velocity $\nu$. The adiabatic limit holds when $\nu \to 0$. It has been shown in many works [46–48] that a zero-temperature thermal bath longitudinally coupled (i.e., via $\sigma_z$) to the LZ system cannot provide any thermal speed-up with respect to the isolated dynamics for any sweep velocity $\nu$, i.e., the probability of finding the system in its ground state at $t = +\infty$ coincides with that of the closed system and is $\eta$-independent. This exact result holds exclusively for an evolution from $t = -\infty$ to $t = +\infty$ and proves that, even though a renormalization of the minimal gap occurs, this does not necessarily lead to a decrease in the annealing performances.

Our Hamiltonian (23) inherently differs from the LZ model (29), thus the aforementioned theorem does not apply here. The LZ sweep velocity is inversely proportional to our final annealing time $t_f$, which is always finite: $\nu \propto 1/t_f$. The residual energy in LZ is computed at $t = +\infty$, while we always calculate it at $t = t_f < \infty$. The finiteness of $t_f$, experimentally more realistic than the limit $t_f \to \infty$, is responsible for the oscillations of the residual energy in the isolated case; as a consequence, the residual energy in the open quantum annealing of the system Hamiltonian (23) can be inside these oscillations at long times, causing a “partial speed-up” (i.e., occurring only at specific final annealing times $t_f$) of the annealing procedure due to the environment.

V. CONCLUSIONS

In this work, we showed that a numerical technique based on the iterative application of the time evolution operator, obtained by an appropriate reduction of the problem in the Krylov subspace, is well-suited for describing decoherence and dissipation effects in systems where a qubit interacts with an external bath. Tuning the number of bosonic modes and the corresponding maximum occupations of single-particle basis states, this technique allows the perturbative inclusion of relevant phononic processes in the dynamics of the reduced system, going beyond the single-phonon physics, and enables to correctly describe time-correlation effects owing to the bath influence, ranging from weak to intermediate couplings. We emphasize that, within the proposed approach, both the full and the reduced density operator are not affected by any limitation as in standard perturbative methods, as non-positivity or non-preserved trace.

The conceptual simplicity or our method and the ease of its numerical implementation allow a fine control on the limitations and possible sources of errors during the numerical simulations. Further, our technique, yielding the entire wave function of the system + bath, allows the calculation of all the observables related to either one of the two subsystems, or to both of them, for all kinds of dissipations. As evident from the number of recent publications concerning the topic [49–51], there is a renewed interest in understanding the physics of structured baths and thermal reservoirs in general. Thus, our technique might be a valid tool to provide some insights on this class of phenomena. In addition, our technique allows to study general many-body and time-dependent problems without modifying the structure of our code and with no loss of precision.

With our method, we tested the limits of a description entirely based on Born-Markov hypotheses and recovered known results, providing some insights on the reliability of known analytical approximations. We claim that this technique can be useful for studying simple open quantum systems and for simulating adiabatic quantum processors, perhaps in combination with other techniques such as NRG when the complexity grows. Moreover, it can be easily extended to the study of non-equilibrium behavior of many physical systems, e.g., qubits in presence of structured baths, externally driven qubits, small clusters of spatially-correlated qubits immersed in external environments, or many-body Ising systems restricted to symmetry subspaces.
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Appendix A: Lindblad equations

In the Lindblad approach, the density of states $J(\omega)$ (Eq. (5)) enters the definition of other two spectral densities, $\gamma(\omega)$ and
its Hilbert transform $S(\omega)$ [39], defined as

\[
\gamma(\omega) = \begin{cases} 
\frac{2\pi J(\omega)}{1 - e^{-\beta \omega}}, & \omega \geq 0, \\
e^{\beta \omega} \gamma(-\omega), & \omega < 0,
\end{cases}
\] (A1)

\[
S(\omega) = \mathcal{P} \int_{-\infty}^{\infty} \frac{\gamma(\omega')}{\omega - \omega'} \frac{d\omega'}{2\pi};
\] (A2)

$\beta$ is the inverse temperature of the environment in thermal equilibrium and $\mathcal{P}$ denotes the Cauchy principal value. In particular, $\gamma(\omega)$ expresses the effective decay rates of the reduced system and is the Fourier transform of the bath self-correlation function $B(t) = \langle B(t) B(0) \rangle$, where $B$ is defined in Eq. (4). The dynamical equation for the reduced density matrix $\rho_S = tr_B \rho$ reads

\[
\frac{d\rho_S(t)}{dt} = -i [H_S(t) + H_{LS}(t), \rho_S(t)] + \mathcal{D}[\rho_S(t)],
\] (A3)

where $H_{LS}$ is the Lamb shift term and $\mathcal{D}$ is the adiabatic dissipator. They are expressed in terms of Lindblad operators, which, in the instantaneous eigenbasis $\{|\varepsilon_n(\omega)\rangle\}$ of $H_S(t)$, have the following form:

\[
L_\omega(t) = \sum_{\varepsilon_n(\omega)} |\varepsilon_n(\omega)\rangle \langle \varepsilon_n(\omega)| \sigma_z |\varepsilon_n(\omega)\rangle \langle \varepsilon_n(\omega)|.
\] (A4)

In terms of Lindblad operators, $H_{LS}$ and $\mathcal{D}$ are expressed as follows:

\[
H_{LS} = \sum_\omega S(\omega)L_\omega^\dagger L_\omega,
\] (A5)

\[
\mathcal{D}[\rho_S] = \sum_\omega \gamma(\omega) \left( L_\omega \rho_S L_\omega^\dagger - \frac{1}{2} \{ L_\omega L_\omega^\dagger, \rho_S \} \right)
\] (A6)

we have omitted the time-dependence from frequencies and operators for shortness.

Appendix B: On the pure decoherence model

At $\beta \to \infty$, the decoherence function $K(t, \infty)$ of Eq. (17) is analytical for the three considered values of $s$:

\[
K(t, \infty)_{s=1/2} = 8 \left[ -1 + \cos(\omega_k t) + \sqrt{2\pi \omega_k} Si \left( \sqrt{\frac{2\omega_k t}{\pi}} \right) \right];
\]

\[
K(t, \infty)_{s=1} = 4 [\gamma - Ci(\omega_k t) + \log(\omega_k t)];
\]

\[
K(t, \infty)_{s=2} = 4 - \frac{4 \sin(\omega_k t)}{\omega_k t};
\] (B1)

$\gamma$ is the Euler-Mascheroni constant, $Si(x)$ is the Fresnel integral and $Ci(x)$ is the cosine integral. On the other hand, the Lindblad solution (18) yields the approximated values at zero temperature \{ $\gamma(0)_{s=1/2} = 0; \gamma(0)_{s=1} = 0; \gamma(0)_{s=2} = 0$ \}. The finite temperature contribution $\Delta K(t, \beta)$ can be evaluated only numerically if the step-function cut-off is used in Eq. (6). Fig. 14 shows the behavior of $K(t, \beta)$ and its zero- and finite-temperature contributions as a function of time (in units $1/e$), for $s = 1$, $\omega_k = 10e$ and $\beta = 10/e$. The linear trend predicted by the Lindblad equation agrees qualitatively with the finite-temperature behavior at long times of the decoherence function, but always presents a finite offset. Increasing the temperature, a regime is reached where the Lindblad equation is in good agreement with the real solution. However, a further increase of the temperature leads again to discrepancies between the two models, an indication that the limit $\beta = 0$ cannot be well-simulated by a Lindblad dynamics. Figs. 15 and 16 show the same curves for $s = 1/2$ and $s = 2$, respectively.
FIG. 16. Same as Fig. 14, but for a super-Ohmic bath \((s = 2)\). These curves show that the Lindblad theory does not include zero-temperature contributions to the decoherence function.

FIG. 17. Relative error in the SIL approximation of \(\langle \sigma_x(t) \rangle\) with respect to the analytical solution, for a super-Ohmic bath \((s = 2)\) at \(T = 0\), coupled with \(\eta = 10^{-4}\).

FIG. 18. Relative error in the SIL approximation of \(\langle \sigma_x(t) \rangle\) with respect to the analytical solution, for an super-Ohmic bath \((s = 2)\) at \(T = 0\), coupled with \(\eta = 10^{-2}\).

FIG. 19. Relative error in the SIL approximation of \(\langle \sigma_x(t) \rangle\) with respect to the analytical solution, for a sub-Ohmic bath \((s = 1/2)\) at \(T = 0\), coupled with \(\eta = 10^{-4}\).

Appendix C: SIL errors in sub- and super-Ohmic environments

In Sec. IV.1, we showed and discussed the relative error (Eq. (20)) of the SIL method for specific parameters of the simulation \((M = 200, \omega_c = 10\epsilon, T = 0)\) and in the case of an Ohmic dissipation, with respect to the analytical solution (16). Here, we want to perform an analogous analysis using the same parameters to simulate sub-Ohmic and super-Ohmic environments in interaction with our qubit.

Figs. 17 and 18 show the errors in WC and IC, respectively, for the super-Ohmic bath with \(s = 2\). The relative error in this case is about one order of magnitude lower than the Ohmic case of Fig. 1, at equal parameters, i.e., convergence is faster for super-Ohmic environments.

On the contrary, sub-Ohmic baths show a slower convergence rate to the real solution, and this is most likely due to the functional form of their spectral function. A uniform sampling does not take into account the abundance of low-frequency modes with respect to high-energy ones, and this reflects on higher relative errors in the approximation if compared with (super-)Ohmic baths (see Figs. 19 and 20). We stress that this is not a limitation of our method, as it can be easily circumvented by recurring to alternative sampling schedules, focusing on the low-frequency part of the bosonic spectrum. We also underline that the WC regime is well-reproduced even with a uniform sampling and only one phononic excitation, while, at intermediate couplings, multiple-phonon processes are strictly needed.
Hamiltonian reads $H_S = -\Gamma \sigma_x$. By choosing the eigenstates $|\hat{x}, \pm\rangle$ of $H_S$ as a set of basis states, and fixing the values of the reduced density matrix $[\rho_S(0)]_{ij}$, $i, j = \pm$ at initial time $t = 0$, the Lindblad solution for the considered expectation values reads \[39\]

\[
\rho_{-+}(t) = \rho_{-+}(0) e^{-i[S(2\Gamma) - S(-2\Gamma) + 2\Gamma]/\tau} e^{-t/T_2};
\]
\[
\rho_{--}(t) = \rho_{G}(-) + [\rho_{-+}(0) - \rho_{G}(-)] e^{-t/T_1},
\]
(D1)

where $\rho_{G}(\pm) = e^{\pm \beta T}/Z$ are the Gibbs distributions associated with the eigenstates $|\hat{x}, \pm\rangle$, respectively, $Z = e^{\beta T} + e^{-\beta T}$ is the partition function, $S(\omega)$ is defined in Eq. (A1) and the times $T_{1,2}$ are equal to

\[
T_1 = \frac{1}{\gamma (2\Gamma)(1 + e^{\pm 2\beta T})}, \quad T_2 = 2T_1.
\]
(D2)

Starting from Eq. (D1), the time evolution for the expectation values of $\langle \sigma_x(t) \rangle$ and $\langle \sigma_x(t) \rangle_L$ can be derived:

\[
\langle \sigma_x(t) \rangle_L = \rho_{-+}(0) e^{-i[S(2\Gamma) - S(-2\Gamma) + 2\Gamma]/\tau} e^{-t/T_2} + \text{c. c.};
\]
\[
\langle \sigma_x(t) \rangle_L = \text{tanh}(\beta T) - 2[\rho_{-+}(0) - \rho_{G}(-)] e^{-t/T_1}.
\]
(D3)

As evident from Eq. (D3), the asymptotic value of $\langle \sigma_x(t) \rangle_L$ does not depend on the coupling strength $\eta$, but the latter affects only the equilibration time $T_1$.
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