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ABSTRACT: We investigate general features of the evolution of holographic subregion complexity (HSC) on Vaidya-AdS metric with a general form. The spacetime is dual to a sudden quench process in quantum system and HSC is a measure of the “difference” between two mixed states. Based on the subregion CV (Complexity equals Volume) conjecture and in the large size limit, we extract out three distinct stages during the evolution of HSC: the stage of linear growth at the early time, the stage of linear growth with a slightly small rate during the intermediate time and the stage of linear decrease at the late time. The growth rates of the first two stages are compared with the Lloyd bound. We find that with some choices of certain parameter, the Lloyd bound is always saturated at the early time, while at the intermediate stage, the growth rate is always less than the Lloyd bound. Moreover, the fact that the behavior of CV conjecture and its version of the subregion in Vaidya spacetime implies that they are different even in the large size limit.
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1 Introduction

The relation between quantum information theory and black hole physics has been investigated for a long time. Traditionally, computational complexity is a vital concept in quantum information theory to measure how hard it is to transfer a quantum state to another. Remarkably, recent progress reveals that the complexity can also be applied to describe the growth of the interior of black holes, thus leading to a novel description of complexity which is named as holographic complexity [1, 2].

Recently, the notion of holographic complexity has been generalized to subregion [3–15], called holographic subregion complexity (HSC). According to AdS/CFT correspondence, HSC can describe the difference between two mixed states in boundary theory [16] and may be evaluated by two different conjectures, namely, subregion CV (Complexity=Volume) and CA (Complexity=Action) conjectures. Specifically, for a given boundary region \( \mathcal{A} \) on a time slice, one can construct the corresponding entanglement wedge \( W_1 \) as well as the Wheeler-DeWitt (WDW) patch \( W_2 \). Then the subregion CA conjecture states that the complexity of a boundary mixed state (which corresponds to the subregion \( \mathcal{A} \)), with respect to some reference state, is given by the action of the intersection \( W_1 \cap W_2 \) [4, 17, 18]. While the subregion CV conjecture states that the complexity could be given by the volume of an extremal hypersurface \( \Gamma_{\mathcal{A}} \), which is enclosed by the subregion \( \mathcal{A} \).
\( \mathcal{A} \) and the corresponding Hubeny-Rangamani-Takayanagi (HRT) surface \( \gamma_{\mathcal{A}} \) \cite{19,28}. Then the equation is expressed by

\[
C_{\mathcal{A}} = \frac{V(\Gamma_{\mathcal{A}})}{R G_N}
\]

(1.1)

where \( R \) is some length scale associated with the geometry.

An intriguing topic is to investigate the evolution behavior of HSC during a holographic quench process, which may be described by the Vaidya-AdS spacetime \cite{29,30}. During the quench process, a null shell collapses from the AdS boundary and finally forms an AdS black hole. Finding the extremal surface \( \Gamma_{\mathcal{A}} \) is generally difficult in these cases. Since the time-reflection symmetry is broken, the extremal surface \( \Gamma_{\mathcal{A}} \) does not simply lie in a time slice. Fortunately, when the spacetime preserves the translational symmetry in some spatial directions, \( \Gamma_{\mathcal{A}} \) takes a simple form as shown in the section 2.5.

In the \((2 + 1)\)-dimensional Schwarzschild-AdS (SAdS) case, when the size of strip \( \mathcal{A} \) is far greater than the radius of horizon, HSC grows linearly and then decreases continuously to equilibrium. While in higher dimensions, the evolution exhibits a discontinuous drop if the size of strip \( \mathcal{A} \) is large \cite{29}. The above numerical analysis is quite intuitive but also limited. In particular, the size of strip \( \mathcal{A} \) can not be arbitrarily large in order to keep the numerical simulations under control. The limitation in numerics prevents us from exploring the universal behavior of HSC at late time while it is vital.

In addition, in trying to understand the physical significance of HSC, it is natural to ask what is the difference between the CV conjecture and its version of the subregion, and what makes them different. A naive understanding is that when the subregion is large enough to cover the whole boundary, the Hilbert spaces of these two regions should coincide, thus two conjectures become the same. That is to say, in large size limit, the growth rate of HSC should be in agreement with the result of CV conjecture. However, the limitation of the numerical computation prevents us from checking the consistency of these two conjectures. Thus a new approach is needed to investigate this issue.

We further notice that in the thin-shell limit, which means the thickness of the null shell vanishes, the whole dynamical process can be described analytically. Therefore, in this paper, we intend to investigate the evolution of HSC over Vaidya-AdS spacetime by means of an analytical approach. The strategy that we adopt is quite in parallel to that as proposed in \cite{31}, in which the behavior of entanglement entropy for some non-local probes is described during the course of a holographic quench. As shown in section 2.1, the Vaidya geometry we consider here is quite general, applicable to different kinds of black hole backgrounds such as SAdS black hole, Reissner-Nordstrom-AdS (RN-AdS) black hole and so on. Our work indicates that the HSC demonstrates similar dynamical behavior in a series of quantum systems. Specifically, for a strip subregion \( \mathcal{A} \), we analytically investigate the growth behavior of the corresponding HSC. At the very early time, the HSC increases linearly no matter what size the subregion is. At the intermediate stage, when the subregion is sufficiently large, the HSC grows linearly as well. At the late time stage, if the transition is discontinuous, the HSC increases linearly as well, otherwise, the HSC will decrease linearly. In addition, we compare the CV conjecture with its version
of the subregion in the large size limit. We find the results based on two conjectures are different, even in the large scale limit.

The paper is organized as follows: in section 2, we firstly present the setup of general Vaidya geometry and consider a strip as the subregion $A$ on the boundary. Next, we derive some solutions for the corresponding HRT surface and draw the general configurations of HRT surfaces at the intermediate stage. Finally, we derive the expression of HSC following the subregion CV conjecture. In section 3, we characterize the evolution of HSC as three distinct stages and compare the growth rate of HSC with the Lloyd bound. In section 4, we show the main conclusions and some discussions.

2 The setup

In this section, we will firstly introduce the general Vaidya metric in the form of Eddington-Finkelstein coordinates. Then for a strip boundary region $A$, we will obtain some solutions for the corresponding HRT surface which are crucial for the derivation of the HSC. After that we turn to describe the configuration of critical HRT surfaces which is essential for us to understand the behavior of HSC during the intermediate stage of the evolution. In the end of this section, we will derive the expression of HSC.

2.1 General Vaidya geometry

In this subsection, we express the Vaidya metric in the thin shell limit. Consider a $(d+1)$-dimensional Vaidya metric in the Eddington-Finkelstein coordinates

$$ds^2 = \frac{R_{\text{AdS}}^2}{z^2} \left( - f(v, z) f^2 - 2 dv dz - \sum_{i=1}^{d-1} dx_i^2 \right).$$

When the thickness of the null shell vanishes, the factor $f(v, z)$ can be expressed as

$$f(v, z) = 1 - \theta(v) g(z),$$

where $\theta(v)$ is the step function. It means that for $v < 0$, $f(v, z) = 1$ while for $v > 0$, $f(v, z) = h(z) = 1 - g(z)$. In addition, the corresponding temperature and the entropy density of the final equilibrium state are given by

$$T = \frac{|h'(z_h)|}{4\pi}, \quad s_{\text{eq}} = \frac{R_{\text{AdS}}^{d-1}}{z_h^{d-1}} \frac{1}{4G_N^2}.$$

Here we work with any spacetime dimension $d \geq 2$ and only require the function $g(z)$ satisfying the following properties:

- $g(z) = 1$ at the horizon $z = z_h$.
- $g(z)$ increases monotonically with $z$, for $z < z_h$.
- $g(z) \to \omega z^d$ for $z \to 0$, where $\omega$ is some constant.
Within this setup, the SAdS black hole with
\[ g(z) = mz^d, \]\nand the RN-AdS black hole with
\[ g(z) = mz^d - q^2 z^{2d-2}, \quad d \geq 3 \]
as well as other generic black holes subject to these properties can be covered.

2.2 Strip as the subregion on the boundary

For a given \((d-1)\)-dimensional strip \( \mathcal{A} \) on the boundary, it can be parameterized by the coordinates \((x, y_1, \ldots, y_{d-2})\). We assume that it has a finite width along \( x \) direction such that \( x \in [-l, l] \) and infinite length \( L \to \infty \) along the directions of \( y_i \) such that \( y_i \in [-\frac{L}{2}, \frac{L}{2}] \), where \( i = 1, \ldots, d - 2 \). Then the area of the strip \( A_A \) can be expressed as
\[ A_A = \int_{-\frac{L}{2}}^{\frac{L}{2}} d y \int_{-l}^{l} dx. \]

Next, we define the corresponding HRT surface and figure out some relations which are useful for computing the on-shell volume in subsection 2.5.

2.3 Solutions for corresponding HRT surface

For a given boundary strip \( \mathcal{A} \), the corresponding HRT surface \( \gamma_A \) can be parameterized by \( z(x) \) and \( v(x) \) with the boundary conditions
\[ v(\pm l) = t, \quad z(\pm l) = 0, \]
where \( t \) is the time measured by inertial observers on the boundary.

At the tip of the HRT surface, we have
\[ v'(0) = z'(0) = 0, \quad z(0) = z_t, \quad v(0) = v_t, \]
where \( v_t \) and \( z_t \) label the tip of HRT surface \( \gamma_A \) at boundary time \( t \). Then the induced metric on the HRT surface \( \gamma_A \) can be expressed as
\[ ds^2 = \frac{R_{\text{AdS}}^2}{z^2} \left[ -f(v, z)v'^2 - 2z'v' + 1 \right] dx^2 + \frac{R_{\text{AdS}}^2}{z^2} \sum_{i=1}^{d-2} dy_i^2. \]

The area functional of the surface \( \gamma_A \) is given by
\[ A(t) = R_{\text{AdS}}^{d-1} L^{d-2} \int_{-l}^{l} \mathcal{L}_S dx, \quad \mathcal{L}_S := \sqrt{1 - f(v, z)v'^2 - 2z'v'}. \]

Treating this integral as the action, the corresponding equations of motion (E.O.M) are
\[ z^{2d-2} \mathcal{L}_S \partial_x \left( \frac{z' + fv'}{z^{2d-2} \mathcal{L}_S} \right) = \frac{1}{2} \partial_x \left( z^{2d-2} \mathcal{L}_S \right), \]
\[ z^{2d-2} \mathcal{L}_S \partial_x \left( \frac{v'}{z^{2d-2} \mathcal{L}_S} \right) = (d - 1) z^{2d-3} \mathcal{L}_S^2 + \frac{1}{2} \partial_x \left( z^{2d-2} \mathcal{L}_S \right). \]
The solutions to these EOM determine the configuration of the HRT surface $\gamma_A$. Since the Lagrangian $L_S$ does not depend on $x$ explicitly, we find a conserved quantity

$$ z^{d-1} \sqrt{1 - f(v,z)v'^2 - 2z'v'} = C. \tag{2.13} $$

In addition, when $f(v,z)$ does not depend on $v$ explicitly, we find another conserved quantity

$$ z' + f(z)v' = E. \tag{2.14} $$

- In the AdS region, from (2.8) and (2.14) we obtain

$$ E = 0, \quad \frac{d\bar{v}}{d\bar{z}} = -1, \tag{2.15} $$

where the symbol "~" represents the solutions of HRT surface. From (2.7), (2.8) and (2.13) we have

$$ C = z_t^{d-1}, \quad z' = -\sqrt{\left(\frac{z_t}{z}\right)^{2d-2} - 1}. \tag{2.16} $$

Integrating the second expression of (2.16), we have

$$ \bar{x}(z) = \int_{z_t}^{z} dy \frac{1}{\sqrt{\left(\frac{z_t}{y}\right)^{2d-2} - 1}}. \tag{2.17} $$

- Consider the matching conditions. The coordinates between the AdS region and the black hole region should be continuous. We further denote the location of the intersection between HRT surface $\gamma_A$ and the null shell $v = 0$ as $(z_c, 0)$. Thus, in the AdS region we have

$$ z_c = z_t + v_t, \tag{2.18} $$

$$ z'_c = -v' = -\sqrt{\left(\frac{z_t}{z_c}\right)^{2d-2} - 1}. \tag{2.19} $$

Then, by integrating E.O.M (2.11) and (2.12), we obtain the relations in black hole region, which are

$$ v'_+ = v'_-, \tag{2.20} $$

$$ z'_+ = \left(1 - \frac{1}{2}g(z_c)\right)z'_-. \tag{2.21} $$

Here the subscript $+(-)$ refers to the derivatives on the black hole (AdS) side.

- In black hole region, we obtain the conserved quantities from the matching conditions, which are

$$ C = z_t^{d-1}, \quad E(z_c, z_t) = -\frac{1}{2}g(z_c)\sqrt{\left(\frac{z_t}{z_c}\right)^{2d-2} - 1}. \tag{2.22} $$
Figure 1. For $z_c = z_c^* > z_c^0$ and $z_t \to \infty$, $H(z_m) = 0$, and $H(z)$ decreases from $z = z_c^*$ to $z = z_m$ as shown in (a), which means $z(x)$ increases monotonically from $z_c$ and asymptotes to $z_m$. The corresponding configuration of the critical surface is shown in (b).

Substituting them into (2.13) and (2.14), we have

$$z'^2 = h(z) \left( \frac{z_t}{z} \right)^{2d-2} - 1 + E^2 =: H(z), \quad (2.23)$$

and

$$v' = \frac{E - z'}{h(z)}, \quad (2.24)$$

which gives rise to the following relations in the black hole region:

- if $z'(x) \leq 0$ when $x > 0$, then we have
  $$\frac{d\tilde{v}}{dz} = - \frac{1}{h(z)} \left( \frac{E}{\sqrt{H(z)}} + 1 \right), \quad (2.25)$$
  $$\tilde{x}(z) = l - \int_0^z \frac{dy}{\sqrt{H(y)}}. \quad (2.26)$$

- if $z'(x) \geq 0$ when $x > 0$, (2.25) should be modified as
  $$\frac{d\tilde{v}}{dz} = \frac{1}{h(z)} \left( \frac{E}{\sqrt{H(z)}} - 1 \right), \quad (2.27)$$

and the new form of (2.26) depends on the integral.

In subsection 2.5, we will see that both expressions of $\frac{d\tilde{v}}{dz}$ and $\tilde{x}(z)$ play important roles in deriving the on-shell volume. In the next subsection, we tend to describe the configuration of critical HRT surfaces. Taking (3 + 1)-dimensional SAdS case as an example, we show that these relations are important when we investigate the intermediate stage during the evolution of HSC as shown in section 3.2.
2.4 Critical HRT surfaces

In [31], it is shown that during the evolution of HRT surface \( \gamma_A \), when \( z_c \) goes to its critical value called \( z_c^* \), the HRT surface \( \gamma_A \) approaches a critical configuration as well. As shown in figure 1 and figure 2, the HRT surface \( \gamma_A \) surface reaches the boundary only when \( z_c < z_c^* \). In this work, we mainly focus on the evolution of HRT surface under the condition of \( z_c < z_c^* \).

Here we take SAdS with \( h(z) = 1 - mz^3 \) as the example, but the scheme involved in is also applicable to other cases, as discussed in [31]. Note that the first term in (2.23) equals zero both at \( z = z_h \) and \( z = z_t \), and is negative in this interval. Therefore, there is a minimum of \( H(z) \) between \( z_h \) and \( z_t \) which we denote \( z = z_m \), i.e. \( H'(z_m) = 0 \) and obtain an equation as

\[
z_t^4 = \frac{3mz_m^7}{4 - mz_m^3}.
\]

(2.28)

Now \( z_c^* \) can be defined as

\[
H(z_m)|_{z_c = z_c^*} = 0.
\]

(2.29)

The solutions of above two equations are complicated in general, but in the limit of \( z_t \to \infty \), the solutions reduce to

\[
\begin{align*}
    z_m &= 4^{1/3}m^{-1/3}, \\
    z_c^* &= \frac{\sqrt{3}}{2^{1/3}}m^{-1/3},
\end{align*}
\]

(2.30)

where we have assumed that \( z_t/z_m \gg 1 \) and \( z_t/z_c^* \gg 1 \). Note that in (2.21), if \( g(z_c) > 2 \), then \( z_c^* > 0 \). Thus there exists a value \( z_c^0 \) such that \( g(z_c^0) = 2 \). Here we find that \( z_c^0 = 2^{1/3}m^{-1/3} \). Then these quantities satisfy the following relations

\[
z_h < z_c^0 < z_c^* < z_m.
\]

(2.31)

where \( z_h = m^{-1/3} \).

By setting \( z_c = z_c^* \), we know \( z_c^0 < z_c = z_c^* \). Therefore, \( z_c^* \) is positive, indicating that \( z \) increases with \( x \) near the intersection. Next, we draw the configuration of this critical surface. As shown in figure 1(a), \( z \) increases monotonically with \( x \) from \( z = z_c^* \) to \( z = z_m \).

In addition, figure 1(b) shows the configuration of the critical surface at \( z_c = z_c^* \).

In the case of \( z_c \to z_c^* \), we also have \( z_c^0 < z_c \) and \( z_c^* > 0 \). Firstly, note that

\[
\frac{d}{dz_c} E^2 = \frac{1}{2}m^2z_c(-3z_c^4 + z_t^4).
\]

(2.32)

In the limit of \( z_t \gg z_c \), we have

\[
\frac{d}{dz_c} E^2 > 0.
\]

(2.33)

Combining (2.23) with (2.33) we find that when \( z_c = z_c^*(1 - \epsilon) \), where \( \epsilon \) is small and positive, the relation shows \( H(z_m)|_{z_c = z_c^*(1 - \epsilon)} < 0 \). As shown in figure 2(a), \( z \) increases monotonically with \( x \) from \( z = z_c \) to \( z = z_r \) at first\(^1\) and then decreases monotonically with \( x \) from \( z = z_c \) to \( z = 0 \). In figure 2(b) we show the configuration of the near critical extremal surface in this case. Furthermore, we notice that the closer \( z_c \) gets to \( z_c^* \), the longer the surface hangs along the \( x \) direction.

After obtaining the configuration of the HRT surface near the critical position, we can generalize the above discussion to the HSC and then analyze its growth behavior.

\(^1\)Here we denote \( z_r \) as a root of \( H(z)|_{z_c = z_c^*(1 - \epsilon)} = 0 \).
For $z_c^0 < z_c = z_c^*(1-\epsilon)$ where $0 < \epsilon \ll 1$ and $z_t \to \infty$, $H(z_r) = 0$, where $z_r$ is slightly less than $z_m$. $H(z)$ decreases from $z = z_c$ to $z = z_r$ as shown in (a), which means $z(x)$ increases from $z_c$ to a maximum $z_r$ and then decreases to zero. The corresponding configuration of the critical surface is shown in (b).

2.5 The on-shell volume with translational symmetry

The $d$-dimensional bulk extremal surface $\Gamma_A$, which is bounded by the boundary strip $\mathcal{A}$ and the corresponding HRT surface $\gamma_A$, can be parameterized by coordinates $(z, x, y_1, \ldots, y_{d-2})$. Under this parameterization, the volume functional $V(t)$ of the codimension-one extremal surface $\Gamma_A$ can be expressed as

$$V(t) = 2 \int_0^{z_t} dz \int_{-\frac{\ell}{2}}^{\frac{\ell}{2}} d\bar{y} \int_0^{\bar{x}(z)} dx L(z, v(z, x, \bar{y})), \quad (2.34)$$

where $\bar{x}(z)$ is the solution of the corresponding HRT surface.

Taking the translational symmetry into account, we rewrite (2.34) into a simple form

$$V(t) = 2 R_{AdS}^d \int_0^{z_t} dz \int_{-\frac{\ell}{2}}^{\frac{\ell}{2}} d\bar{y} \int_0^{\bar{x}(z)} dx L(z, v(z)). \quad (2.35)$$

Then the induced metric on the surface $\Gamma_A$ can be expressed as

$$ds^2 = \frac{R_{AdS}^2}{z^2} \left[ - \left( f(v, z) \frac{dv}{dz} + 2 \right) \frac{dv}{dz} dz^2 + dx^2 + d\bar{y}^2 \right]. \quad (2.36)$$

We can read the volume functional from the above induced metric, that is

$$V(t) = 2 R_{AdS}^d L^{-d-2} \int_0^{z_t} dz \int_0^{\bar{x}(z)} dx \left[ -f(v(z), z) \left( \frac{dv}{dz} \right)^2 - 2 \frac{dv}{dz} z^{-d} \right], \quad (2.37)$$

$\mathcal{L}(z, v(z)) := \sqrt{-f(v(z), z) \left( \frac{dv}{dz} \right)^2 - 2 \frac{dv}{dz} z^{-d}}$.

Substituting (2.15), (2.17) and (2.25), (2.26) into (2.37), we find it reduces to the expression of the on-shell volume.
3 Three characteristic stages

So far, we have obtained the explicit form of the on-shell volume for the extremal surface with translational symmetry. In this section, we will describe the evolution behavior of HSC during the quench by dividing the whole process into three distinct stages. At each stage, we will analytically compute the HSC with a focus on its dynamical behavior.

3.1 Early-time growth stage

In this subsection, we consider the evolution of the on-shell volume $V(t)$ in the early time, which implies $t \ll z_h = R_{AdS} \frac{1}{(4G_N)^{1/4} s_{eq}}$. (3.1)

In this period, the null shell and the crossing point $(z_c, 0)$ are near the boundary. As a result we are allowed to expand the expression of $V(t)$ with small $t$ and then investigate its growth behavior.

To the leading order of small $t$, the change of the on-shell volume (2.37) can be expressed as

$$\frac{\Delta V(t)}{2 R_{AdS}^d L^{d-2}} = A_I + A_{II} + A_{III} + A_{IV} \cdots ,$$

with

$$A_I = \left. \left( \int_0^{z_t} dz \int_0^{\tilde{x}(z) \frac{\partial L}{\partial f}} \delta f \right) \right|_{t=0},$$

$$A_{II} = \frac{\partial}{\partial z_t} \left( \int_0^{z_t} dz \int_0^{\tilde{x}(z)} dx L \right) \bigg|_{t=0} \delta z_t,$$

$$A_{III} = \int_0^{z_0} dz \tilde{x}_0(z) \frac{\partial L}{\partial v'} \bigg|_{t=0} \delta v',$$

$$A_{IV} = \int_0^{z_0} dz \tilde{L} \bigg|_{t=0} \delta \tilde{x}(z),$$

where $z_0$ denotes the value of $z_t$ at $t = 0$, and $\tilde{x}_0(z)$ denotes $\tilde{x}(z)$ at $t = 0$, while $v'$ denotes the derivative of $v(z)$ with respect to $z$ (which is different from the case in holographic entanglement entropy).

Then we substitute the Lagrangian $L$ (2.37) into (3.3), (3.4) and (3.5) respectively. Since $\delta f \neq 0$ only when $z \in [0, z_c]$, (3.3) is reduced to

$$A_I = \frac{\omega}{2} \int_0^{z_c} dz \tilde{x}_0(z) + \cdots = \frac{1}{2} \omega t \cdots .$$

In the last step, it is not difficult to show that for $t \to 0$, we have $z_c \to t$ and $\tilde{x}_0(z) \to l$.

Next we claim that the contributions from the remaining terms, namely $A_{II}$, $A_{III}$ and $A_{IV}$, are vanishing. Firstly,

$$A_{II} = \tilde{x}_0(z_0) \frac{\partial L}{\partial v'} \bigg|_{z=0} \delta z_t.$$
This term is vanishing since \( \dot{x}(z) = 0 \) at the tip \( z = z_t \). While for the term \( A_{III} \), we find that
\[
\left. \frac{\partial L}{\partial v'} \right|_{t=0} = \frac{z^{-d}}{2} \left( -2fv' - 2 \sqrt{-f v^2 - 2v'} \right)_{t=0} = 0. \tag{3.9}
\]
Since \( f|_{t=0} = 1 \) and \( v'|_{t=0} = -1 \), the term \( A_{III} \) vanishes as well.

Now, for the last term \( A_{IV} \),
\[
A_{IV} = \int_{t}^{z_0} \frac{dz}{z^d} \left( z_0 \int_{z/zt}^{1} \frac{dy}{\sqrt{y^{2d - 4d - 1}}} - z_t \int_{zt/z}^{1} \frac{dy}{\sqrt{y^{2d - 4d - 1}}} \right)
+ \int_{0}^{t} \frac{dz}{z^d} \int_{0}^{z} dy \left( \frac{1}{\sqrt{H(y)}} - \frac{1}{\sqrt{(\frac{z_0}{y})^{2d - 2d - 1}}} \right). \tag{3.10}
\]

We would like to define
\[
f_1(z_t, z) := z_t \int_{z/zt}^{1} \frac{dy}{\sqrt{y^{2d - 4d - 1}}}, \tag{3.11}
\]
\[
F_2(t) := \int_{0}^{t} \frac{dz}{z^d} \int_{0}^{z} dy \left( \frac{1}{\sqrt{H(y)}} - \frac{1}{\sqrt{(\frac{z_0}{y})^{2d - 2d - 1}}} \right), \tag{3.12}
\]
then it is convenient to expand (3.10) as
\[
A_{IV} = \int_{0}^{z_0} \frac{dz}{z^d} \left. \frac{\partial f_1}{\partial z_t} \right|_{t=0} \delta z_t + \left. \frac{\partial F_2}{\partial t} \right|_{t=0} t + \cdots. \tag{3.13}
\]

For the first term in (3.13), we notice that \( \int_{0}^{z_0} \frac{dz}{z^d} \left. \frac{\partial f_1}{\partial z_t} \right|_{t=0} \) is independent of \( t \). Thus we only consider the variation of \( z_t \), i.e. \( \delta z_t = z_0 - z_t \). Since the half-width \( l(t) \) of boundary strip is conserved during time evolution, namely \( l(0) = l(t) \), from this equation we have
\[
\int_{0}^{z_0} \frac{dz}{\sqrt{(\frac{z_0}{z})^{2d - 2d - 1}}} = \int_{t}^{z_t} \frac{dz}{\sqrt{(\frac{z}{z_t})^{2d - 2d - 1}}} + \int_{0}^{t} \frac{dz}{\sqrt{H(z)}}. \tag{3.14}
\]

Then for \( t \to 0 \), the variation of \( z_t \) can be expressed as
\[
\delta z_t = \frac{\Gamma(\frac{2d}{2d - 1})}{\sqrt{\pi} \Gamma(\frac{d}{2d - 1})} \left[ f_2'(t) \bigg|_{t=0} t + \frac{f_2''(t)}{2} \bigg|_{t=0} t^2 + \cdots \right], \tag{3.15}
\]
where
\[
f_2(t) := \int_{0}^{t} dz \left[ \frac{1}{\sqrt{H(z)}} - \frac{1}{\sqrt{(\frac{z_0}{z})^{2d - 2d - 1}}} \right].
\]

In the above equations, we find that \( f_2'(t)|_{t=0} \) equals zero. Therefore, the variation of \( \delta z_t \) is at least of order \( O(t^2) \).
As for the second term in (3.13), we also find that \( F_2(t)|_{t=0} \) equals zero. Therefore,

\[
A_{IV} \approx \mathcal{O}(t^2). \tag{3.16}
\]

Based on the discussion above, we finally obtain the leading-order behavior of \( \Delta V(t) \) as

\[
\Delta V(t) = 2 R_{\text{AdS}}^d L^{d-2} t \frac{1}{2} \omega t + \cdots = A_A R_{\text{AdS}}^d \frac{1}{2} \omega t + \cdots. \tag{3.17}
\]

The result indicates that at the very early time when the null shell starts to fall down, the HSC grows linearly with time no matter how small the size of the subregion is, but the rate of growth is sensitive to the size of the system as well as the asymptotic form of the metric. Since the UV modes of a mixed state \( \mathcal{A} \) become thermalized first in this setting (see also [32, 33]), at the early time, the UV parts of different states \( \mathcal{A} \) change with the same rate and contribute equally to the growth of complexity. This result also reveals that during the thermalization process, the increase of complexity is sensitive to the high-momentum modes of different quantum ensembles.

In particular, when the size of the region \( \mathcal{A} \) goes to infinity, the results of CV conjecture and its version of the subregion can be compared directly as follows:

- In the SAdS case, if we take \( l \to \infty \), then we have \( \omega = z_{\mathcal{H}}^{-d} \) and the physical total mass

\[
M = \frac{(d-1) A_A R_{\text{AdS}}^{d-1}}{16 \pi G_N z_{\mathcal{H}}^{d}}. \tag{3.18}
\]

Therefore, in the early time, the growth rate of holographic complexity is

\[
\frac{dC}{dt} = \frac{1}{RG_N} \frac{d}{dt} V(t) = \frac{R_{\text{AdS}}}{R} \frac{8 \pi M}{d-1}. \tag{3.19}
\]

If one sets the arbitrary length scale as \( R = R_{\text{AdS}} \), then the result reduces to

\[
\frac{dC}{dt} = \frac{8 \pi M}{d-1}, \tag{3.20}
\]

which is consistent with the result in [34].

In addition, if one sets the length scale as mentioned in [35]:

\[
\frac{R_{\text{AdS}}}{R} = \frac{d-1}{4 \pi^2}, \tag{3.21}
\]

where we have set \( \hbar = 1 \). Then the result reduces to

\[
\frac{dC}{dt} = \frac{2M}{\pi}, \tag{3.22}
\]

which is satisfied with the Lloyd bound at early time.

This is also in agreement with the results in the previous works [29, 34]. Further, we find that whether the Lloyd bound is violated is sensitive to the choice of the length scale \( R \).
3.2 Intermediate growth stage

In this section, we investigate the growth behavior of HSC while the configuration of $\Gamma_A$ is near the critical extremal surface, which can be quantitatively considered as the limit of $l \gg t \gg z_h = \frac{\mathcal{R}_{AdS}}{(4G_N)^\frac{1}{d+1}}$ and $z_c = z_c^*(1 - \epsilon)$, where $\epsilon \ll 1$. We further assume $z_t$ is very large and subject to the following relations

$$\frac{z_c}{z_t}, \frac{z_m}{z_t}, \frac{z_c}{|\log \epsilon|} \ll 1. \quad (3.23)$$

We adopt the strategy presented in [31]: we firstly expand time $t$ and the on-shell volume $V$ in terms of $1/z_t$ and $\epsilon$; then from the leading orders of expansion $t(z_t, \epsilon)$ and $V(z_t, \epsilon)$, we find $V = V(t)$ to obtain the evolution behavior of HSC.

Based on (2.25), (2.27) and the discussion in section 2.4, we can express time $t$ and half-width $l$ as

$$t = \int_{z_c}^{z_e} \frac{1}{h(z)} \left( \frac{E}{-\sqrt{H(z)}} + 1 \right) dz + \int_0^{z_e} \frac{1}{h(z)} \left( \frac{E}{\sqrt{H(z)}} + 1 \right) dz, \quad (3.24)$$

$$l = \int_{z_c}^{z_t} \frac{dz}{z_c \sqrt{\frac{1}{z_c^2} - 1}} + \left( \int_{z_c}^{z_t} + \int_0^{z_r} \right) \frac{dz}{\sqrt{H(z)}}. \quad (3.25)$$

Recall that in this regime we have

$$0 < z_h < z_c < z_r, \quad (3.26)$$

and $z_r$ is a root of $H(z)\big|_{z_c = z_c^*(1 - \epsilon)} = 0$. Therefore, two terms become divergent in (3.24), which are

$$\frac{1}{h(z)} \bigg|_{z \to z_h} \to \infty, \quad \frac{1}{H(z)} \bigg|_{z \to z_r} \to \infty. \quad (3.27)$$

Firstly, the divergence caused by the first term of (3.27) at $z = z_h$ can be subtracted by taking the cut-off carefully. Therefore, we focus only on the divergence caused by the second term of (3.27) at $z = z_r$. We expand $H(z)$ at $z_c = z_c^*(1 - \epsilon)$ and $z = z_m$, then we get

$$H(z)\big|_{z_c \to z_c^*, z \to z_m} = C_1 (z - z_m)^2 + C_2 \epsilon + \cdots, \quad (3.28)$$

where $C_1 = \frac{1}{2} H''(z_m)$ and $C_2 = -\frac{dE^2}{dz_e} |_{z_c^*}$. As a result, the integrand in (3.24) can be expanded at $z = z_m$ and $z_c = z_c^*$, and the leading terms can be extracted as

$$t = \frac{-E}{h(z_m) \sqrt{C_1}} \log \epsilon + \cdots. \quad (3.29)$$

In parallel, for the half-width $l$, we expand the integrand in (3.25) with $1/z_t \to 0$, $z = z_m$ and $z_c = z_c^*$, leading to

$$l = c_d z_t - \frac{1}{\sqrt{C_1}} \log \epsilon + \cdots, \quad (3.30)$$
where we set \( c_d := \sqrt{\frac{\pi \Gamma(\frac{d-1}{2})}{\Gamma(\frac{d}{2})}} \). Then the time dependence of \( z_t \) can be derived from (3.30) as
\[
z_t = \frac{1}{c_d} \left( l - \frac{h(z_m)}{E} t \right) + \cdots .
\]

Now we turn to the on-shell volume \( V(t) \). For convenience we define a normalized volume \( \tilde{V}(t) \) as
\[
\tilde{V}(t) = \frac{V(t)}{2R_{AdS}^d L_{d-2}} = \tilde{V}_{AdS} + \tilde{V}_{BH}.
\]

The first term \( \tilde{V}_{AdS} \) is
\[
\tilde{V}_{AdS} = L_d z_c^{-1-d} \left( l - \frac{h(z_m)}{E} t \right) + \cdots ,
\]
\( L_d := \frac{\sqrt{\pi \Gamma[3 + \frac{1}{(d-1)/2}]} \Gamma[1 + \frac{1}{2(d-1)}]}{d(d-1)c_d}. \)

It indicates that the volume in AdS part decreases linearly with \( t \). Intuitively this is reasonable since the extremal surface \( \Gamma_A \) is moving towards the horizon region of the black hole during the evolution.

Now we turn to consider the second term \( \tilde{V}_{BH} \) in (3.32), which is
\[
\tilde{V}_{BH} = \int_0^{z_c} \frac{dz}{z^d} \int_0^{z_c} \frac{dz}{z^d} \tilde{x}(z).
\]

According to (2.25), (2.27) and the discussion in section 2.4, we rewrite (3.35) into
\[
\tilde{V}_{BH} = \int_0^{z_c} \frac{dz}{z^d} \tilde{x}(z) \int_0^{z_c} \frac{dz}{z^d} \tilde{x}(z) \left( -\frac{1}{h(z)} \frac{E^2}{H(z)} + \frac{1}{h(z)} \frac{E^2}{H(z)} + \frac{1}{h(z)} \right).
\]

Note that the divergence at \( z = 0 \) is cancelled by subtracting the vacuum value \( \tilde{V}_{vac} \) and similar to the above discussion, the integrand is regular at \( z = z_h \). Therefore, we should only consider the divergence at \( z = z_r \). For this purpose we expand the subtracted volume \( \Delta \tilde{V}(t) \) at \( z = z_m \) and \( z_c = z_c^* \), which is
\[
\Delta \tilde{V}(t) = \tilde{V}(t) - \tilde{V}_{vac} = \left( \frac{\tilde{x}(z_m)}{z_m} \frac{z_m^{d-1}}{z_m^{d-1}} - L_d z_c^{*1-d} \right) \frac{h(z_m)}{E} t + \cdots .
\]

The expression \( \tilde{x}(z) \) at \( z_m \) can be expressed as
\[
\tilde{x}(z_m) = l - \int_0^{z_m} \frac{dz}{\sqrt{H(z)}} = l - \frac{h(z_m)}{2E} t + \cdots .
\]

Therefore, (3.37) can be rewritten as
\[
\Delta V(t) = A_A R_{AdS}^d \eta t + \cdots , \quad \eta = \left[ \frac{l^{d-1}}{c_d^{d-1} l_{z_m}^{d-1}} - \frac{L_d}{L_{z_c}^{*d-1}} \right] \frac{h(z_m)}{E}.
\]
The result shows that at the intermediate stage, the HSC grows linearly with time as well. But the situation is very different from the one at the early stage. Firstly, the expression is valid only when the size of the subregion $A$ goes to infinity. Secondly, the growth rate $\eta$ is sensitive to the dimension of the system. Last but not least, different types of quench give different rates of growth even if the UV modes of the systems contribute uniformly. For instance, thermal quench or electromagnetic quench will usually give different rates of growth even if the metric of the background in both cases is asymptotic to the AdS spacetime.

Next, we take the SAdS black hole as the example to derive the growth rate explicitly and compare the result with the one under CV conjecture. In this case the function in the metric is given as

$$h(z) = 1 - \left(\frac{z}{z_h}\right)^d.$$  

(3.40)

Following the discussion in section 2.4, we find in the limit of $z_t \to \infty$, $z_m$ and $z^*_c$ can be expressed as

$$z_m = \left(\frac{2d - 2}{d - 2}\right)^{1/d} z_h, \quad z^*_c = \sqrt{\frac{\frac{d(d-2)}{d-1}}{\frac{2d - 2}{d - 2}}} \left(\frac{2d - 2}{d - 2}\right)^{1/d} z_h,$$

(3.41)

with $d \geq 3$. When $d = 2$, we have

$$z_m = \sqrt{z_t z_h}, \quad z^*_c = 2z_h.$$  

(3.42)

Therefore, we discuss the growth rate in two different cases:

- When $d \geq 3$, $z_m$ and $z^*_c$ are finite. Note that in this case, $l$ goes to infinity while other coefficients remain finite. Therefore, we can rewrite $\Delta \tilde{V}(t)$ as

$$\Delta \tilde{V}(t) = \frac{2l}{z_m^{2d-1}} \frac{z_m^d - z_h^d}{z_c^d} t + \ldots$$

(3.43)

and the corresponding subtracted volume $\Delta V(t)$ as

$$\Delta V(t) = A_A R_{AdS}^d \frac{2}{z_m^{2d-1}} \frac{z_m^d - z_h^d}{z_c^d} t + \ldots.$$  

(3.44)

Substituting (3.41) into the above equation, we obtain

$$\Delta V(t) = A_A R_{AdS}^d \frac{\sqrt{d(d-2)}}{2(d-1)} z_h^{-d} t + \ldots.$$  

(3.45)

By virtue of (3.18) and (3.21), the above expression reduces to

$$\frac{dC}{dt} = \frac{1}{RG_N} \frac{d}{dt} V(t) = \sqrt{\frac{d(d-2)}{d-1}} \frac{R_{AdS}}{R} \frac{8\pi M}{d-1}.$$  

(3.46)

In the same way, if we choose $R = R_{AdS}$, then the result becomes

$$\frac{dC}{dt} = \sqrt{\frac{d(d-2)}{d-1}} \frac{8\pi M}{d-1}.$$  

(3.47)
On the other hand, if we choose
\[ \frac{R_{\text{AdS}}}{R} = \frac{d-1}{4\pi^2}, \]  
(3.48)
then the result becomes
\[ \frac{dC}{dt} = \sqrt{\frac{d(d-2)}{d-1}} \frac{2M}{\pi}. \]  
(3.49)

We remark that the Lloyd bound is always satisfied since
\[ \frac{\sqrt{d(d-2)}}{d-1} < 1 \]
for \( d \geq 3 \), and the bound is saturated only when the dimension \( d \to \infty \).

- When \( d = 2 \), \( z_m \) goes to infinity but \( z^*_t \) keeps finite.

First of all, though \( z_m \) goes to infinity in this case, the condition
\[ \frac{z_m}{z_t} = \sqrt{\frac{z_h}{z_t}} \ll 1 \]  
(3.50)
still holds. Thus, the discussion in section 3.2 holds as well. Next, we turn to analyze the growth rate in this case. Substituting (3.42) and (3.31) into (3.39), we find the coefficients reduce to
\[ h(z_m) \approx \frac{z^2}{z^*_t z_t/2} = 1. \]  
(3.51)

Then (3.39) has a similar form as (3.44)
\[ \Delta V(t) = A_A R_{\text{AdS}}^2 \left( \frac{z_h^{3/2}}{\sqrt{l}} \right) t + \cdots. \]  
(3.52)

The corresponding growth rate of HSC is
\[ \frac{dC}{dt} = \frac{1}{RG_N} \frac{d}{dt} V(t) = \frac{R_{\text{AdS}}}{R} \sqrt{\frac{4z_h}{l}} 8\pi M + \cdots. \]  
(3.53)

Note that when \( l \to \infty \), the linear order of the growth rate is actually going to zero near the critical configuration. This phenomenon indicates that in the \( (2+1) \)-dimensional SAdS case, the change rate of HSC is dominated by the higher order terms of \( t \) at the intermediate stage, which can be numerically checked as shown in figure 3.

We notice that the above results are very different from those of the CV conjecture [34]. In the CV conjecture, the “tip” \( z_t \) of the extremal surface is always anchored at infinity. While in the subregion CV conjecture, the tip \( z_t \) of the extremal surface \( \Gamma_A \) decreases with time \( t \), according to (3.31). In general, different configurations of extremal surfaces lead to different growing behaviors. As we can see in the next section, the difference in the configurations of extremal surfaces will become significant at the late time and so as the rate of growth.
Figure 3. Different red lines represent the subsystems with different half-width $l$. The evolution of the tip $z_t$ of the extremal surface is shown in (a) and the evolution of the HSC at the intermediate stage (which is near $t = 4$) is shown in (b). For $l \approx z_t \gg t$, the rate of growth approaches zero as the half-width $l$ goes to infinity. For large $l$, the numerical simulations are credible at the intermediate stage, but become out of control at the late-time stage.

3.3 Late-time stage of the evolution

3.3.1 Discontinuous transition at the late time

In the cases of SAdS with $d \geq 3$, the discussion in section 3.2 is naturally generalized to the late-time stage. For a region $\mathcal{A}$ with the half-width $l$, given the linear growth (3.44), the equilibrium time of the evolution is\footnote{We directly apply the result firstly obtained in [31] here, since the evolutions of $\gamma_A$ and $\Gamma_A$ share a common equilibrium time [29].}

$$t_s = \frac{4G_N l}{R_{\text{AdS}}^{d-1} z_m^{d-2} \sqrt{-h(z_m)}} s_{\text{eq}}.$$  (3.54)

From (3.31) and (3.54), the tip $z_t$ at the equilibrium time $t_s$ reduces to

$$z_t = \frac{l}{c_d} \left[ 1 - \left( \frac{z_m}{z_t z_h} \right)^{d-1} \right] + \cdots.$$  

For large $z_t$, the term in parentheses is small. This result reveals that when the state $\mathcal{A}$ approaches equilibrium, $z_t$ is still very large and the HSC grows linearly. Further, we notice that after the equilibrium, the HSC becomes stable and the tip $z_t$ behaves as the order $\mathcal{O}(z_h)$. Therefore, in these cases, the tip $z_t$ undergoes discontinuous transition from the order $\mathcal{O}(l)$ to the order $\mathcal{O}(z_h)$. In addition, when the size of the subregion $\mathcal{A}$ goes to infinity, the HSC persists the linear growth all the way to the late time.

3.3.2 Continuous transition at the late time

In this stage, we mainly consider the case that the transition of $z_t$ is continuous, namely, $z_t \rightarrow z_c$ for $t \rightarrow t_s$. Then the constant $E(z_c, z_t)$ at $t_s$ is

$$E = -\frac{g(z_c)}{2} \sqrt{\left( \frac{z_c}{z_c} \right)^{2d-2} - 1} = 0.$$  (3.55)
Therefore, the equilibrium time \( t_s \) and half-width \( l \) can be simplified as

\[
\begin{align*}
t_s &= \int_{0}^{z_s} \frac{dz}{h(z)}, \\
l &= \int_{0}^{z_s} \frac{dz}{\sqrt{h(z) \left[ \left( \frac{z}{z_s} \right)^{2d-2} - 1 \right]}}.
\end{align*}
\]

(3.56) (3.57)

where \( z_s \) denotes that for \( t = t_s \), we have \( z_t = z_c = z_s \). The value of volume \( \tilde{V}_{eq} \) at the equilibrium is given by

\[
\tilde{V}_{eq} = \int_{0}^{z_s} \frac{dz}{z} \int_{z}^{z_s} dy \sqrt{h(y) \left( \frac{z^{2d-2}}{(y^{2d-2} - 1)} \right)}
\]

\[
= z_s^{2d-2} \int_{0}^{1} d \frac{dz}{z} \int_{z}^{1} dy \sqrt{h(z_s z) \left( \frac{z^{2d-2}}{(y^{2d-2} - 1)} \right)}.
\]

(3.58)

In the limit of \( l \gg z_h \), the tip \( z_s \to z_h \). Thus one has

\[
z_s = z_h (1 - \epsilon'), \quad \epsilon' \ll 1.
\]

(3.59)

In addition, near equilibrium we find both \( z_t \) and \( z_c \) approach \( z_s \), which can be written as

\[
z_t = z_s \left( 1 + \frac{\delta}{2d - 2} \right),
\]

(3.60)

\[
z_c = z_t \left( 1 - \frac{\epsilon^2}{2d - 2} \right),
\]

(3.61)

where \( \delta \) and \( \epsilon \) are both small parameters. According to these relations, when \( z_t \) approaches \( z_c \), we can express the constant \( E(z_c, z_t) \) as

\[
E = \frac{-1}{2} g(z_t) \epsilon + \cdots.
\]

(3.62)

Next, we will analyze the relations between two parameters \( \epsilon \) and \( \delta \). For \( t \to t_s \), from \( l(t_s) = l(t) \) we have

\[
\int_{0}^{z_s} \frac{dz}{\sqrt{h(z) \left[ \left( \frac{z}{z_s} \right)^{2d-2} - 1 \right]}} = \int_{z_c}^{z_s} \frac{dz}{\sqrt{h(z) \left( \frac{z}{z_s} \right)^{2d-2} - 1}} + \int_{0}^{z_c} \frac{dz}{\sqrt{H(z)}}.
\]

(3.63)

Denoting

\[
F(z_s) := z_s \int_{0}^{1} \frac{dz}{\sqrt{h(z_s z) \left( z^{2d-2} - 1 \right)}},
\]

(3.64)

the above equation can be reduced to

\[
F'(z_s) \frac{-z_s \delta}{2d - 2} + \cdots = g(z_t) \frac{-z_t \epsilon}{h(z_t) 2d - 2} + \cdots.
\]

(3.65)
To the leading order, we obtain the relation between two parameters as

$$\delta = \frac{g(z_s)}{h(z_s) F'(z_s)} \epsilon.$$  \hspace{1cm} (3.66)

With (3.66), we can express time $t - t_s$ by parameter $\epsilon$, which is

$$t - t_s = \frac{g(z_s)z_s}{2} \left( \frac{1}{(d-1)h^2(z_s) F'(z_s)} - G(z_s) \right) \epsilon + \cdots = k \epsilon + \cdots,$$ \hspace{1cm} (3.67)

where

$$k = \frac{g(z_s)z_s}{2} \left( \frac{1}{(d-1)h^2(z_s) F'(z_s)} - G(z_s) \right), \quad G(z_s) = \int_0^1 \frac{dy}{h(z_s y)} \frac{1}{\sqrt{h(z_s y)(y^{2d-2} - 1)}}.$$ \hspace{1cm} (3.68)

Next we turn to evaluate the difference $\tilde{V}(t) - \tilde{V}_{eq}$ near $t = t_s$, which is

$$\tilde{V}(t) - \tilde{V}_{eq} = \tilde{V}_{AdS}(t) + N(z_c) - M(z_c) + M(z_c) - I(z_s),$$ \hspace{1cm} (3.69)

where we denote

$$N(z_c) := \int_0^{z_c} \frac{dz}{z^d} \sqrt{\frac{1}{h(z)} \left( \frac{-E^2}{H(z)} + 1 \right)} \left( t - \int_0^z \frac{dy}{\sqrt{H(y)}} \right),$$ \hspace{1cm} (3.70)

$$M(z_c) := \int_0^{z_c} \frac{dz}{z^d} \sqrt{\frac{1}{h(z)} \int_z^{z_c} \frac{dy}{\sqrt{h(y)} \left( \frac{z_c}{z_c y^{d-2} - 1} \right)}},$$ \hspace{1cm} (3.71)

$$I(z_s) := z_s^{2-d} \int_0^{1} \frac{dz}{z^d} \sqrt{\frac{1}{h(z_s z)} \int_z^{1} \frac{dy}{\sqrt{h(z_s y)(y^{2d-2} - 1)}}}.$$ \hspace{1cm} (3.72)

As for the first term in (3.69), we find

$$\tilde{V}_{AdS}(t) = \frac{1}{z_t^{d-2}} \frac{e^3}{3(d-1)^2} + \cdots.$$ \hspace{1cm} (3.73)

Since the UV divergence can be subtracted by $\tilde{V}_{vac}$, the difference between integrands is only significant near $z = z_c$. As for the term $N(z_c) - M(z_c)$, we find

$$N(z_c) - M(z_c) = \frac{-1}{z_c^{d-2}} \frac{1}{h(z_c)} \frac{\epsilon}{d-1} + \cdots.$$ \hspace{1cm} (3.74)

As for the term $M(z_c) - I(z_s)$, we find

$$M(z_c) - I(z_s) = \frac{1}{2(d-1)} \frac{I'(z_s) g(z_s) z_s}{F'(z_s) h(z_s)} \epsilon + \cdots.$$ \hspace{1cm} (3.75)

Finally, we obtain the evolution behavior of subtracted volume $\Delta \tilde{V}(t) - \Delta \tilde{V}_{eq}$ near $t = t_s$, where the symbol “$\Delta$” refers to subtracting the vacuum value $\tilde{V}_{vac}$. Then the expression gives

$$\Delta \tilde{V}(t) - \Delta \tilde{V}_{eq} = \frac{z_s}{(d-1)h(z_s)} \left[ \frac{1}{2} \frac{I'(z_s)}{F'(z_s)} g(z_s) - \frac{1}{z_s^{d-1}} \right] \epsilon + \cdots$$ \hspace{1cm} (3.76)

$$= C_s (t - t_s) + \cdots,$$ \hspace{1cm} (3.77)
with
\[C_s := \frac{h(z_s)}{z_s^2} \left( \frac{I'(z_s)z_s^{d-1}g(z_s) - 2F'(z_s)}{1 - (d - 1)G(z_s)F'(z_s)h^2(z_s)} \right).\] (3.78)

The sign of coefficient \(C_s\) is not manifest. Firstly, in (3.76) we find two equations, which are
\[I_0(z_s) = \lim_{\theta \to 0} \int_0^1 \frac{dz}{z^d} \sqrt{\frac{1}{h(z_s)2(d - 1)\theta}} - \int_0^{1-\theta} \frac{(d - 1)y^{d-1}dy}{\sqrt{h(z_s)y}(1 - y^{2d-2})^{3/2}}\] (3.79)
and
\[F'(z_s) = \lim_{\theta \to 0} \left( \frac{1}{\sqrt{h(z_s)2(d - 1)\theta}} - \int_0^{1-\theta} \frac{(d - 1)y^{d-1}dy}{\sqrt{h(z_s)y}(1 - y^{2d-2})^{3/2}} \right).\] (3.80)

Since the above equations are divergent, we should take the limit carefully. Fortunately, the divergence can be eliminated when computing
\[\frac{I'(z_s)}{F'(z_s)} > \frac{1}{z_s^{d-1}} \int_0^1 \frac{dz}{z^d} \sqrt{\frac{1}{h(z_s)z}} \gg \frac{1}{z_s^{d-1}}.\] (3.81)

Therefore, it is easy to judge the coefficient in (3.76) is positive. Further, from (3.67) we know that for a continuous transition, \(k\) is negative in general. Therefore, \(C_s\) is negative. As a result, we conclude that for a continuous transition, the subtracted volume \(\Delta \tilde{V}(t) - \Delta \tilde{V}_{eq}\) decreases linearly near equilibrium.

This result is again in contrast to the one in CV conjecture. Perhaps the difference could be understood from the holographic point of view. In CV conjecture, the extremal surface is always a Cauchy surface during the evolution, while in the subregion conjecture, the extremal surface \(A\) is always reaching an equilibrium configuration at the late time, even in the large size limit.

4 Conclusions and discussions

In this paper, we have investigated the complexity of a mixed state with a gravitational dual in strongly coupled field theory. Specifically, we have analytically evaluated the HSC over a general Vaidya-AdS spacetime, where the specific form of the metric is not necessary. Based on the strategy presented in [31], we have found three characteristic stages during the evolution of HSC. At the very early time right after the null shell begins to fall down, the HSC grows with a linear manner no matter the size of the subregion is. Since UV region is thermalized prior to IR region in this setting, the result reveals that the change of complexity is sensitive to the UV modes of different systems. While at the intermediate stage when \(\Gamma_A\) is close to the critical configuration, the HSC also exhibits a linear growth in the large size limit, while the rate of growth is sensitive to the spacetime dimension as well as the type of quench. At the late time, if the transition is discontinuous, then the

\[\text{Actually, for } d = 2 \text{ SAdS case, } k = 0 \text{ and } t - t_s \text{ is determined by the term } \mathcal{O}(\epsilon^2). \text{ One can check that the coefficient is still negative.} \]
HSC increases linearly which is similar to the result in the intermediate stage, otherwise, the HSC drops down continuously to a stable value. The evolution behavior in two stages are very different from the one obtained by CV conjecture.

We also compare the growth rates of HSC with the Lloyd bound in the SAdS cases. We find that with some choices of certain parameter, the Lloyd bound is always saturated at the early time, while at the intermediate stage, the growth rate is always less than the Lloyd bound.

The discrepancy can be understood as follows. From the gravity side, the reason leading to such a discrepancy seems evident, since in the CV conjecture, the surface with maximal volume is always a Cauchy surface during the quench process, while in the subregion conjecture, the tip $z_t$ of the extremal surface $\Gamma_A$ always decreases either continuously or discontinuously to an equilibrium value $z_s$, even in the large size limit. Therefore, the configurations of the extremal surface as well as the rates of growth are generally different in these two conjectures. From the field theory side, when the subregion is large enough to cover the whole boundary, the Hilbert spaces of these two states coincide. Therefore, the discrepancy may be caused by the different choices of the reference state and these phenomena may give some hints for determining the reference states in subregion conjectures.

One challenge is to understand the drop of complexity at the late time stage of evolution, which seems to be a quite general phenomenon for HSC with finite size. For instance, in the $(2+1)$-dimensional SAdS case, the complexity can be reduced continuously to a lower level. However, as mentioned in literature, a process with decreasing complexity should be unstable from the thermodynamical point of view [1, 36–38]. This seems paradoxical and it is very desirable to have a better understanding on the nature of holographic subregion complexity.

The work can be generalized directly to more general cases to describe some spatially homogenous and isotropic equilibrium processes as mentioned in [31]. Then the metric can be expressed as

$$ds^2 = \frac{1}{z^2} \left( -f(v,z)dv^2 - 2q(v,z)dvdz + \sum_{i=1}^{d-1} dx_i^2 \right)$$

(4.1)

where

$$f(v,z) := 1 - \theta(v)g(z), \quad q(v,z) := 1 - \theta(v)k(z).$$

(4.2)

It is also desirable to explore the evolution of HSC under the CA conjecture, since there is no ambiguity of choosing the arbitrary length scale in the CA conjecture and the growth rate of complexity is naturally related to the Lloyd bound.

As we know, it is still an open problem to explore the dynamical behavior of the quantum complexity in a strongly correlated system. Holography provides a plausible way to examine the growth rate of complexity during the quench process. It is quite intriguing but challenging to disclose more properties of HSC in other sorts of dynamical process and compare its dynamical behavior with that in other systems such as the circuit complexity.

Finally, it is interesting to investigate the dynamical behavior of some new quantities which are analogous to the notions in the context of holographic entanglement entropy, such as mutual complexity [18] and complexity purification [16, 39–41].
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