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Abstract

Continuing the work of [9] who defined the restrictiveness of stochastic orders and calculated the restrictiveness of the usual stochastic order and the likelihood ratio order, we calculate the restrictiveness of the hazard rate order. Inspired by the works of [17] and [24], we propose a possible application of the restrictiveness results in randomness testing. We then apply a dimension reduction technique, that proved useful in obtaining the restrictiveness results, and provide an alternative proof for Whitworth’s formula. By integrating the formula, we derive the moments of the maximal coordinate of a random vector that is uniformly distributed on the probability $n$-simplex.

1 Introduction

This work studies two aspects of random vectors that are uniformly distributed on the probability $n$-simplex $\Delta^n$. First, we continue the project of quantifying the restrictiveness of stochastic orders, initiated recently by [9] who defined the restrictiveness of stochastic orders and calculated the restrictiveness of the usual stochastic order and the likelihood ratio order. Stochastic orders are partial orders on probability distributions and are not, in general, total orders, i.e., two arbitrary probability distributions are not necessarily comparable with respect to a certain stochastic order. In particular, (the volume of) the set of all probability distributions that are comparable to a fixed probability distribution $P$ is a function of $P$. One possibility to obtain a measure of restrictiveness of stochastic orders that is independent of a particular choice of $P$ would be to average over all $P$. This path was taken by [9] who defined the restrictiveness of a stochastic order as the probability that two randomly and uniformly chosen probability distributions are comparable with respect to the stochastic order. Here, we calculate the restrictiveness of the hazard rate order, a common and important stochastic order that finds applications in reliability theory and survival analysis. The reader is referred to [21] for a comprehensive study of stochastic orders and to [4] for a review of works on the hazard rate order.

The main insight that is at the heart of all the results on the restrictiveness of stochastic orders is that, conditioned on one of the coordinates, comparability under a certain stochastic order may be verified in one dimension less. We apply this dimension reduction technique and provide an alternative solution to an old problem that was originally formulated as follows:
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The line version A line of length 1 is divided into \( n \geq 2 \) segments by \( n - 1 \) random points. What is the probability that the length of the longest segment is less than or equal to \( b \) for \( b > 0 \)?

This problem whose solution is referred to in [7, Exercise 5 on p. 213] as Whitworth’s formula due to its seemingly first appearance in [25, 667 on p. 196], has numerous applications in statistics. It was formulated and its solution rediscovered many times ([6, p. 252], [25], [8], [10]. The latter gives more references. Recently, [18] treated the problem in a much broader scale. By randomly and uniformly drawing \( n \) independent points in \([0,1]\), sorting them and taking differences (cf. [20, Algorithm 2.5.3] or [7, Theorem 2.1]), it is clear that the above problem may be formulated as follows:

The simplex version What is the probability that the maximal coordinate of a uniformly and randomly chosen point from \( \Delta^n \) is less than or equal to \( b \) for \( b > 0 \)?

We address the problem in its simplex version and upon establishing Whitworth’s formula, we derive an expression for the moments of the maximal coordinate of a random vector uniformly distributed on \( \Delta^n \), which, to the best of our knowledge, have not been calculated beyond the first two. These formulas involve sums of harmonic numbers and of generalized harmonic numbers, providing a setting where these appear naturally (cf. [5]).

We conclude the work by proposing a possible application of the restrictiveness results in randomness testing that was inspired by the works of [17] and [24].

The work is structured as follows: In the next section we go over our main results. Then, after a short preliminary section, Section 4 addresses the hazard rate order and Section 5 the maximal coordinate. In section 6 we show how the restrictiveness of stochastic orders might be applied in randomness testing.

2 Main results

Let \( n \in \mathbb{N} \) and let \( \theta = (\theta_1, \ldots, \theta_n) \in \mathbb{R}^n \) such that \( \theta_1 + \cdots + \theta_n = 1 \) and \( \theta_1, \ldots, \theta_n \geq 0 \). Thus, \( \theta \) is an element of the probability \( n \)-simplex \( \Delta^n \). We study random vectors \( \Theta \) that are uniformly distributed on \( \Delta^n \), written \( \Theta \sim \mathcal{U}(\Delta^n) \). In order to make the meaning of \( \Theta \sim \mathcal{U}(\Delta^n) \) precise, we give the joint cumulative distribution function of such vectors. It is easily derived from known results on intersections between hyperplanes and hypercubes, but we could not find it written explicitly:

**Lemma 2.1.** Let \( n \in \mathbb{N} \) and \( (\theta_1, \ldots, \theta_n) \in \mathbb{R}^n \). Suppose \( \Theta = (\Theta_1, \ldots, \Theta_n) \sim \mathcal{U}(\Delta^n) \). Then

\[
\mathbb{P}(\Theta_1 \leq \theta_1, \ldots, \Theta_n \leq \theta_n) = \begin{cases} 
\sum_{K \subseteq [n]} (-1)^{|K|} \left( \max \left\{ 1 - \sum_{k \in K} \theta_k, 0 \right\} \right)^{n-1} & \text{if } \theta_1, \ldots, \theta_n > 0 \\
0 & \text{otherwise.}
\end{cases}
\]

Coming to the restrictiveness results, recall that every \( \theta \in \Delta^n \) induces a probability distribution \( \mathbb{P}_\theta \) of a random variable \( X \) that can assume at most \( n \) real numbers \( x_1 < \cdots < x_n \) by defining \( \mathbb{P}_\theta(X = x_i) = \theta_i, 1 \leq i \leq n \). We identify \( \mathbb{P}_\theta \) with \( \theta \). Let \( \theta = (\theta_1, \ldots, \theta_n), \theta' = (\theta'_1, \ldots, \theta'_n) \in \Delta^n \). Recall (e.g. [21, 1.B.10]) that \( \theta \) is said to be smaller than \( \theta' \) in the hazard rate order, written \( \theta \leq_{hr} \theta' \), if for every \( 1 \leq i \leq j \leq n \) it holds:

\[
\left( \sum_{k=1}^{n} \theta_k \right) \left( \sum_{k=j}^{n} \theta_k \right) \geq \left( \sum_{k=j}^{n} \theta_k \right) \left( \sum_{k=i}^{n} \theta_k \right).
\]

We prove
Theorem 2.2. Let \( n \in \mathbb{N} \) and suppose \( \Theta, \Theta' \sim U(\Delta^n) \) are independent. Then

\[
P(\Theta \leq_{hr} \Theta') = \frac{1}{2^{n-1}}.
\] (1)

It is interesting to compare (1) with the analogue results of [9, Theorem on p. 1]:

\[
P(\Theta \leq_{st} \Theta') = \frac{1}{n} \quad \text{and} \quad P(\Theta \leq_{lr} \Theta') = \frac{1}{n!}
\]

where \( \leq_{st} \) and \( \leq_{lr} \) denote the usual stochastic order and the likelihood ratio order, respectively. It follows that the likelihood ratio order is more restrictive than the hazard rate order, which, in turn, is more restrictive than the usual stochastic order. This is in agreement with the well known relationship between these stochastic orders (e.g. [21, Theorem 1.C.1. and Theorem 1.B.1.]): Let \( \theta, \theta' \in \Delta^n \). Then

\[
\theta \leq_{lr} \theta' \implies \theta \leq_{hr} \theta' \implies \theta \leq_{st} \theta'.
\]

We now come to the part regarding the maximal coordinate \( \max(\Theta) = \max_{1 \leq i \leq n} \{\Theta_i\} \) of \( \Theta = (\Theta_1, \ldots, \Theta_n) \sim U(\Delta^n) \). By applying a dimension reduction technique we obtain an alternative proof for Whitworth’s formula:

Theorem 2.3. Let \( 2 \leq n \in \mathbb{N} \) and \( \frac{1}{n} < b \leq 1 \). Suppose \( \Theta = (\Theta_1, \ldots, \Theta_n) \sim U(\Delta^n) \). Then

\[
P(\max(\Theta) \leq b) = \sum_{k=0}^{m} \binom{n}{k} (-1)^k ((n-k)b-1)^{n-1}
\] (2)

where \( 0 \leq m \leq n-2 \) is such that \( \frac{1}{n-m} < b \leq \frac{1}{n-m-1} \).

Before we present our result regarding the moments of \( \max(\Theta) \), let us review what has already been done in this respect: It was shown by [17] in two different ways (geometric and probabilistic) that

\[
\mathbb{E}[\max(\Theta)] = \frac{1}{n} \sum_{k=1}^{n} \frac{1}{k}.
\] (3)

Their probabilistic proof relies on the fact that if \( Y_1, \ldots, Y_n \) are iid exponential random variables and \( Z = \sum_{i=1}^{n} Y_i \) then \( \left( \frac{Y_1}{Z}, \ldots, \frac{Y_n}{Z} \right) \sim U(\Delta^n) \) (cf. [7, Theorem 2.2]). They also remarked ([17, Remark 3]) that their arguments allow to compute other moments and demonstrated this by calculating the second moment. But a) their expression for the second moment contains a typo and b) they provided neither the moments of \( \max_{1 \leq i \leq n} \{Y_i\} \) that are crucial in their approach nor a reference to them. A more direct approach for calculating the moments would be to integrate (2) over \([0,1]\). Actually, this was proposed by them ([17, Remark 2]) as an additional way to derive (3). To the best of our knowledge, the following formula for the moments of \( \max(\Theta) \) has not appeared before:

Theorem 2.4. Let \( \Theta \sim U(\Delta^n) \) and let \( t \in \mathbb{N} \). Then

\[
\mathbb{E}[\max(\Theta)^t] = \frac{1}{n} \sum_{k=1}^{n} \left( \frac{1}{k} \right)^t (-1)^{t-1} \binom{n}{k} \frac{1}{k^t}.
\]

In particular,

\[
\mathbb{E}[\max(\Theta)] = \frac{1}{n} \sum_{k=1}^{n} \frac{1}{k} \quad \text{and} \quad \mathbb{V}[\max(\Theta)] = \frac{1}{n^2(n+1)} \left( \sum_{k=1}^{n} \frac{1}{k} \right)^2 - \left( \sum_{k=1}^{n} \frac{1}{k} \right)^2.
\]
3 Preliminaries

Henceforth, $u$ is a positive real number and unless stated otherwise, $n \in \mathbb{N}$ satisfies $n \geq 2$. We denote $[n] = \{1, 2, \ldots, n\}$ and $1 = (1, 1, \ldots, 1) \in \mathbb{R}^n$.

Definition 3.1. The $n$-simplex (of size $u$) is defined to be

$$\Delta^{n,u} = \{ (\theta_1, \ldots, \theta_n) \in \mathbb{R}^n \mid \theta_1 + \cdots + \theta_n = u, \theta_i \geq 0, 1 \leq i \leq n \}.$$ 

If $u = 1$ then $\Delta^n = \Delta^{n,1}$ is merely the probability $n$-simplex.

Remark 3.2. The reason for considering arbitrary $n$-simplices (as opposed to restricting to the probability $n$-simplex) lies in the inductive approach we take which results in vectors whose coordinates do not necessarily sum to 1.

This work studies random vectors that are uniformly distributed on $\Delta^{n,u}$. Such vectors will be denoted by $\Theta^{n,u} = (\Theta_1^{n,u}, \ldots, \Theta_n^{n,u})$ and we will write $\Theta^{n,u} \sim U(\Delta^{n,u})$. If confusion is unlikely, we write shortly $\Theta = \Theta^{n,u}$ and $\Theta_i = \Theta_i^{n,u}, 1 \leq i \leq n$. We shall use lowercase letter such as $\theta = (\theta_1, \ldots, \theta_n)$, $x = (x_1, \ldots, x_n)$, etc., to denote points in $\mathbb{R}^n$. For $\Theta \sim U(\Delta^{n,u})$ the random variable $\max(\Theta)$ is defined by

$$\max(\Theta) = \max_{1 \leq i \leq n} \{ \Theta_i \}.$$ 

We wish to derive the joint cumulative distribution function of $\Theta \sim U(\Delta^{n,u})$. Notice that ‘uniformly’ means that for a subset $C \subseteq \Delta^{n,u}$ it holds

$$P(\Theta \in C) = \frac{\text{Vol}(C)}{\text{Vol}(\Delta^{n,u})} = \frac{\int_C 1dV}{\int_{\Delta^{n,u}} 1dV}$$

where both integrals are over $n-1$-manifolds (cf. [13, §25]). Thus, we shall make extensive use of the volume of the $n$-simplex:

Lemma 3.3. It holds

$$\text{Vol}(\Delta^{n,u}) = \frac{\sqrt{nu^{n-1}}}{(n-1)!}.$$ 

Proof. See, for example, [9, Lemma 2.2].

Lemma 3.4. Suppose $\Theta \sim U(\Delta^{n,u})$ and let $(\theta_1, \ldots, \theta_n) \in \mathbb{R}^n$. The joint cumulative distribution function of $\Theta$ is given by

$$P(\Theta_1 \leq \theta_1, \ldots, \Theta_n \leq \theta_n) = \frac{1}{u^{n-1}} \left\{ \sum_{K \subseteq [n]} (-1)^{|K|} \left( \max \left\{ u - \sum_{k \in K} \theta_k, 0 \right\} \right)^{n-1} \right. \text{ if } \theta_1, \ldots, \theta_n > 0 \left. \right\}$$

otherwise.

Proof. The claim follows from [13, Theorems 1 and 4] (and their proofs) with some minor adjustments. Here, we only sketch the proof and the reader is referred to [13] for the details. For $w = (w_1, \ldots, w_n) \in \mathbb{R}^n$ we denote

$$G^{w,u} = \{ (x_1, \ldots, x_n) \in \mathbb{R}^n \mid \sum_{i=1}^n w_i x_i \leq u \}$$

$$I^w = \{ (x_1, \ldots, x_n) \in \mathbb{R}^n \mid 0 \leq x_i \leq w_i, 1 \leq i \leq n \}.$$ 

Set $\theta = (\theta_1, \ldots, \theta_n)$. The same reasoning in the proof of [13, Theorem 4] may be applied in order to show that

$$\text{Vol}(\Delta^{n,u} \cap I^\theta) = \sqrt{n} \frac{\partial}{\partial u} \text{Vol}(G^{1,u} \cap I^\theta).$$
The substitution \((x_1, \ldots, x_n) \mapsto (\theta_1 x_1, \ldots, \theta_n x_n)\) gives
\[
\text{Vol}(G^{1,u} \cap I^\theta) = \left( \prod_{i=1}^{n} \theta_i \right) \text{Vol}(G^{\theta,u} \cap I^1).
\]

By [15, Theorem 1],
\[
\text{Vol}(G^{\theta,u} \cap I^1) = \frac{1}{n! (\prod_{i=1}^{n} \theta_i)} \sum_{K \subseteq [n]} (-1)^{|K|} \left( \max \left\{ u - \sum_{k \in K} \theta_k, 0 \right\} \right)^n.
\]
Thus,
\[
\text{Vol}(\Delta^{n,u} \cap I^\theta) = \frac{\sqrt{n}}{(n-1)!} \sum_{K \subseteq [n]} (-1)^{|K|} \left( \max \left\{ u - \sum_{k \in K} \theta_k, 0 \right\} \right)^{n-1}.
\]

Dividing both sides of the equation by \(\text{Vol}(\Delta^{n,u})\) completes the proof. \(\square\)

**Remark 3.5.** In the notation of the previous lemma, [7, Lemma 2.1] shows that for \(\theta_1, \ldots, \theta_n \geq 0\) it holds
\[
P(\Theta_1 > \theta_1, \ldots, \Theta_n > \theta_n) = \left( \max \left\{ 1 - \sum_{k=1}^{n} \theta_k, 0 \right\} \right)^{n-1}.
\]

## 4 The hazard rate order

The following definition is a modification of the definition in [21, 1.B.10 on p. 17]:

**Definition 4.1.** Let \(\theta = (\theta_1, \ldots, \theta_n), \theta' = (\theta'_1, \ldots, \theta'_n) \in \Delta^{n,u}\). We say that \(\theta\) is smaller than \(\theta'\) in the hazard rate order and write \(\theta \leq_{hr} \theta'\) if
\[
\left( \sum_{k=i}^{n} \theta_k \right) \left( \sum_{k=j}^{n} \theta'_k \right) \geq \left( \sum_{k=j}^{n} \theta_k \right) \left( \sum_{k=i}^{n} \theta'_k \right), \quad \forall 1 \leq i \leq j \leq n.
\]
(4)

The following lemma shows that given the last coordinate, comparability with respect to the hazard rate order can be verified in one dimension less. Its proof is easy and we omit it.

**Lemma 4.2.** Let \(\theta = (\theta_1, \ldots, \theta_{n+1}), \theta' = (\theta'_1, \ldots, \theta'_{n+1}) \in \Delta^{n+1,u}\) and assume \(\theta'_1 < u\). Then \(\theta \leq_{hr} \theta'\) (in \(\Delta^{n+1,u}\)) if and only if \(\theta'_1 \leq \theta_1\) and
\[
(\theta_2/v, \ldots, \theta_{n+1}/v) \leq_{hr} (\theta'_2, \ldots, \theta'_{n+1}) \quad \text{(in } \Delta^{u-\theta'_1})\text{ where } v = \frac{\sum_{k=2}^{n+1} \theta_k}{u - \theta'_1}.
\]

**Lemma 4.3.** Suppose \(\Theta \sim U(\Delta^{n,u})\) and let \(\theta = (\theta_1, \ldots, \theta_n) \in \Delta^{n,u}\). Then
\[
P(\Theta \geq_{hr} \theta) = \prod_{i=1}^{n-1} \left( \frac{\sum_{j=i}^{n} \theta_j}{\left( \sum_{j=i}^{n} \theta_j \right)^{n-1} - \left( \sum_{j=i+1}^{n} \theta_j \right)^{n-1}} \right)^{n-i}.
\]

**Proof.** We proceed by induction. For \(n = 2\), condition (4) comes down to \(\theta'_2 \geq \theta_2\). Thus,
\[
P(\Theta \geq_{hr} \theta) = \frac{1}{u} \int_{\theta_2}^{u} d\theta'_2 = \frac{u - \theta_2}{u}.
\]
Suppose the claim holds for $n$ and let $\theta = (\theta_1, \ldots, \theta_{n+1}) \in \Delta^{n+1,u}$. Then

$$P(\Theta^{n+1,u} \geq_{hr} \theta) = \frac{n!}{u^n} \int_0^{\theta_1} \left( u - \theta_1^2 \right)^{n-1} P(\Theta^{u,\theta_1} \geq_{hr} (\theta_2/v, \ldots, \theta_{n+1}/v)) d\theta_1^2$$

$$= \frac{1}{u^n} \prod_{i=1}^{n-1} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} (u^n - (u - \theta_1^n))$$

$$= \prod_{i=1}^{n-1} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} \left( \sum_{j=i}^{n+1} \theta_j \right)^{n+1-i}.$$

We come now to the main result of this section:

**Theorem 4.4.** Suppose $\Theta, \Theta' \sim U(\Delta^{n,u})$ are independent. Then

$$P(\Theta \leq_{hr} \Theta') = \frac{1}{2^{n-1}}.$$

**Proof.** It holds

$$P(\Theta \leq_{hr} \Theta') = \frac{(n-1)!}{\sqrt{n} u^{n-1}} \int_{\Delta^{n,u}} \prod_{i=1}^{n-1} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} dV$$

$$= \frac{(n-1)!}{u^{n-1}} \int_0^u \cdots \int_0^{u-\theta_2} \prod_{i=1}^{n-1} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} d\theta_n \cdots d\theta_2$$

$$= \frac{(n-1)!}{u^{n-1}} \int_0^u \cdots \int_0^{u-\theta_2} \prod_{i=2}^{n-1} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} \left( \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} d\theta_n \cdots d\theta_2$$

$$= \frac{(n-1)!}{u^{n-1}} \int_0^u \cdots \int_0^{u-\theta_2} \prod_{i=2}^{n-1} \left( 1 - \frac{\sum_{j=i+1}^{n+1} \theta_j}{\theta_j} \right)^{n-i} d\theta_n \cdots d\theta_2$$

$$= \frac{(n-1)!}{u^{2(n-1)}} \int_0^u \cdots \int_0^{u-\theta_2} \prod_{i=2}^{n-1} \left( \frac{\sum_{j=i}^{n+1} \theta_j}{\theta_j} \right)^{n-i} \left( \sum_{j=2}^{n} \theta_j \right)^{n-2} d\theta_n \cdots d\theta_2. \quad (5)$$

Consider the following substitution which is a variation of [22, Exercise 9.13.1]:

$$\theta_i = \begin{cases} (1 - y_{i+1}) \prod_{j=2}^{i} y_j, & 2 \leq i \leq n - 1 \\ \prod_{j=1}^{n} y_j, & i = n. \end{cases}$$
It is easily verified that the Jacobian is given by \( \prod_{i=2}^{n-1} y_i^{n-1} \) and that
\[
\prod_{j=2}^{i} y_j = \sum_{j=1}^{n} \theta_j, \quad 2 \leq i \leq n.
\]
Thus,
\[
\begin{align*}
(\mathfrak{F}) &= \frac{(n-1)!}{u^{n-1}} \int_{0}^{u} y_2^{n-2} dy_2 \prod_{i=3}^{n-1} \int_{0}^{1} (1-y_i^{n-1-i}) y_i^{n-i-1} dy_i \int_{0}^{1} 1 - y_n dy_n - \\
&= \frac{(n-1)!}{u^{2(n-1)}} \int_{0}^{1} \int_{0}^{1} y_2^{2n-3} y_3^{n-3} - y_2^{2n-3} y_3^{2n-5} dy_2 dy_3 \prod_{i=4}^{n-1} \int_{0}^{1} (1-y_i^{n-1-i}) y_i^{n-i} dy_i \int_{0}^{1} 1 - y_n dy_n \\
&= \frac{(n-1)!}{u^{n-1}} \frac{u^{n-1}}{n-1} \prod_{i=3}^{n-1} \frac{1}{2(n+1-i)} \frac{1}{2} - \\
&= \frac{1}{2^{n-2} - 1} \frac{1}{2^{n-1}}.
\end{align*}
\]

5 \quad \text{max}(\Theta)

Identity \((\mathfrak{F})\) in the following lemma is referred to by \[7\] Exercise 5 on p. 213 as Whitworth’s formula and goes back at least to 1897 when it appeared as an exercise in \[25, 667\ on p. 196]. It has many proofs but, to the best of our knowledge, a proof that is based on a dimension reduction (inductive) has not appeared before. In Theorem 5.7 we will integrate the right-hand side of \((\mathfrak{F})\) over \([0, u]\) in order to derive the moments of \(\text{max}(\Theta)\).

**Lemma 5.1.** Suppose \(\Theta \sim \mathcal{U}(\Delta^{n,u})\) and let \(\frac{u}{n} < b \leq u\). Then
\[
\mathbb{P}(\text{max}(\Theta) \leq b) = \frac{1}{u^{n-1}} \sum_{k=0}^{m} \binom{n}{k} (-1)^k ((n-k)b - u)^{n-1}
\]
where \(0 \leq m \leq n-2\) is such that \(\frac{u}{n-m} < b \leq \frac{u}{n-m-1}\).

**Proof.** We proceed by induction. For \(n = 2\), necessarily, \(m = 0\). Then
\[
\mathbb{P}(\text{max}(\Theta) \leq b) = \frac{1}{u} \int_{u^{-b}}^{b} d\theta_1 = \frac{2b - u}{u}.
\]
Assume now that the claim holds for \(n\) and let \(0 \leq m \leq n-1\) such that \(\frac{u}{n+1-m} < b \leq \frac{u}{n+1-m-1}\). Before we proceed, let us observe the following: Let \((\theta_1, \ldots, \theta_{n+1}) \in \Delta_{n+1,u}\) such that \(\theta_1 \leq b\). Then
\[
\max_{1 \leq i \leq n+1} \{\theta_i\} \leq b \implies \theta_1 \geq u - nb.
\]
We distinguish between two cases: Suppose \(m = 0\), i.e., \(\frac{u}{n+1} < b \leq \frac{u}{n}\). Equivalently, \(0 \leq u - nb < b\). Now, let \(u - nb < \theta_1 \leq b\). Then \(\frac{u-\theta_1}{n} < b\). Additionally, \(b \leq \frac{u-\theta_1}{n} \iff \theta_1 \leq u - (n-1)b\) and we have that \(b \leq u - (n-1)b\) since \(nb \leq u\). We have just shown that
\[
u - nb < \theta_1 \leq b \implies \frac{u - \theta_1}{n} < b \leq \frac{u - \theta_1}{n-1}.
\]
Thus,
\[ P(\max(\Theta^{n+1,u}) \leq b) = \frac{n}{u^n} \int_{a-nb}^{b} (u - \theta_1)^{n-1} P(\max(\Theta^{n,u-\theta_1}) \leq b) d\theta_1 \]
\[ = \frac{n}{u^n} \int_{a-nb}^{b} (nb - u + \theta_1)^{n-1} d\theta_1 \]
\[ = \frac{1}{u^n} (n + 1)b u^n. \]

Suppose now \( 1 \leq m \leq n - 2 \). As in the previous case, it can be shown that
\[ u - nb \leq u - (n + 1 - m)b < 0 \leq u - (n - m)b < b, \]
\[ 0 \leq \theta_1 \leq u - (n - m)b \Longrightarrow \frac{u - \theta_1}{n - (m - 1)} < b \leq \frac{u - \theta_1}{n - (m - 1) - 1} \quad \text{and} \]
\[ u - (n - m)b < \theta_1 \leq b \Longrightarrow \frac{u - \theta_1}{n - m} < b \leq \frac{u - \theta_1}{n - m - 1}. \]
Thus,
\[ P(\max(\Theta^{n+1,u}) \leq b) = \frac{n}{u^n} \left( \int_{0}^{u-(n-m)b} (u - \theta_1)^{n-1} P(\max(\Theta^{n,u-\theta_1}) \leq b) d\theta_1 + \int_{u-(n-m)b}^{b} (u - \theta_1)^{n-1} P(\max(\Theta^{n,u-\theta_1}) \leq b) d\theta_1 \right) \]
\[ = \frac{n}{u^n} \left( \int_{0}^{u-(n-m)b} \sum_{k=0}^{m-1} \binom{n}{k} (-1)^k ((n-k)b - u + \theta_1)^{n-1} d\theta_1 + \int_{u-(n-m)b}^{b} \sum_{k=0}^{m} \binom{n}{k} (-1)^k ((n-k)b - u + \theta_1)^{n-1} d\theta_1 \right) \]
\[ = \frac{1}{u^n} \left( \sum_{k=0}^{m-1} \binom{n}{k} (-1)^k (((m-k)b)^n - ((n-k)b - u)^n) + \sum_{k=0}^{m} \binom{n}{k} (-1)^k (((n+1-k)b - u)^n - ((m-k)b)^n) \right) \]
\[ = \frac{1}{u^n} \left( (n+1)b - u)^n + \sum_{k=1}^{m} \left( \binom{n}{k} + \binom{n}{k-1} \right) (-1)^k ((n+1-k)b - u)^n \right) \]
\[ = \frac{1}{u^n} \sum_{k=0}^{m} \binom{n}{k} (n+1-k)(b-u)^n. \]

Finally, assume \( m = n - 1 \). This case is similar to the previous one with the exception that for \( u - b \leq \theta_1 \leq b \) it holds \( u - \theta_1 \leq b \) and therefore \( P(\max(\Theta^{n,u-\theta_1}) \leq b) = 1 \). We leave out the details.

Before we derive the moments of \( \max(\Theta) \) several preparations are necessary. The first is the special case of a difference between incomplete beta functions (cf. [6.6.1]) that may be proved easily by induction:

**Lemma 5.2.** Let \( a, b > 0 \). Then for every \( p, q \in \mathbb{N} \cup \{0\} \) it holds
\[ \int_{a}^{b} x(p+1)(b x - u)^q dx = \frac{(u-a)^{p+1}}{b^p} \sum_{k=1}^{p+1} (-1)^{k-1} \frac{(b-a)^{q+k} \prod_{j=1}^{k-1}(p-j+1) b^k \prod_{j=1}^{q}(q+j)}{b^k \prod_{j=1}^{q}(q+j)}. \]
Next, we define a function that appears in the formula for the moments and prove some of its basic properties:

**Lemma 5.3.** Let \( n \in \mathbb{N} \) and \( t \in \mathbb{N} \cup \{0\} \). Denote

\[
 f(n, t) = \sum_{k=1}^{n} (-1)^{k-1} \binom{n}{k} \frac{1}{k^t}.
\]

Then

\[
 f(n, t) = \begin{cases} 
 1 & \text{if } n = 1 \text{ or } t = 0 \\
 \sum_{s=1}^{n} \frac{1}{s} f(s, t-1) & \text{otherwise}.
\end{cases}
\]

In particular,

\[
 f(n, 1) = \sum_{s=1}^{n} \frac{1}{s} \quad \text{and} \quad f(n, 2) = \frac{1}{2} \left( \left( \sum_{s=1}^{n} \frac{1}{s} \right)^2 + \sum_{s=1}^{n} \frac{1}{s^2} \right).
\]

**Proof.** If \( n = 1 \) or \( t = 0 \) the claim is clear. Suppose \( n > 1 \) and \( t > 0 \). Then

\[
 f(n, t) = \sum_{k=1}^{n} (-1)^{k-1} \binom{n}{k} \frac{1}{k^t}
 = \sum_{k=1}^{n} (-1)^{k-1} \left( \binom{n-1}{k} + \binom{n-1}{k-1} \right) \frac{1}{k^t}
 = f(n-1, t) + \frac{1}{n} f(n, t-1)
\]

and the claim follows by induction.

Now, the formula for \( t = 1 \) is well known (e.g. [3, Example 3.7]) but our proof seems to be somewhat simpler and coincides with [19, Example 3 on p. 4]:

\[
 f(n, 1) = \sum_{s=1}^{n} \frac{1}{s} f(s, 0) = \sum_{s=1}^{n} \frac{1}{s}.
\]

Finally, for \( t = 2 \):

\[
 f(n, 2) = \sum_{s=1}^{n} \frac{1}{s} f(s, 1) = \sum_{s=1}^{n} \frac{1}{s} \sum_{k=1}^{s} \frac{1}{k} = \frac{1}{2} \left( \left( \sum_{s=1}^{n} \frac{1}{s} \right)^2 + \sum_{s=1}^{n} \frac{1}{s^2} \right)
\]

where the last equality is due to [13, (6.71)] (or [2, (3.62)]).

**Remark 5.4.** 1. In the literature, the numbers \( \sum_{s=1}^{n} \frac{1}{s} \) are called **harmonic numbers** and are denoted by \( H_n \), \( n \in \mathbb{N} \) (e.g. [13, 6.54]) and for \( t > 1 \) the partial sums of Riemann’s zeta function \( \zeta(t) \) are called **harmonic numbers of order \( t \)** (e.g. [13, (6.61)]), or **generalized harmonic numbers** (e.g. [5, 1.1]), i.e.

\[
 H^{(t)}_n = \sum_{s=1}^{n} \frac{1}{s^t}, \quad n \in \mathbb{N}.
\]

Thus, we may write

\[
 f(n, 1) = H_n \quad \text{and} \quad f(n, 2) = \frac{1}{2} \left( H^2_n + H^{(2)}_n \right).
\]
2. A natural question that arises in light of the previous remark is whether for \( t > 2 \) it is possible to express \( f(n, t) \) in terms of \( H_n \) and \( H_n^{(s)}, 2 \leq s \leq t \).

The following lemma enables to simplify significantly the formula for the moments:

**Lemma 5.5.** Let \( t \in \mathbb{N} \) and let \( i \in \{0, 1, \ldots, t\} \). Then

\[
\sum_{l=i+1}^{t+1} (-1)^{l+i-1} \binom{n-l+2}{n+i-2} = \begin{cases} 0 & \text{if } i < t \\ 1 & \text{if } i = t. \end{cases}
\]  

(7)

**Proof.** Setting \( m = i + 1, s = t + 1 \) and \( p = n - 2 \) it is obvious that (7) is equivalent to

\[
\sum_{l=m}^{s} (-1)^{s+l} \binom{p+s}{p+l} \binom{p+l}{p+m} = \begin{cases} 0 & \text{if } m < s \\ 1 & \text{if } m = s \end{cases}
\]  

(8)

where \( s, p \in \mathbb{N} \cup \{0\} \) and \( m \in \{0, 1, \ldots, s\} \). Since

\[
\binom{p+s}{p+l} \binom{p+l}{p+m} = \frac{(s+1) \cdots (s+p)}{(m+1) \cdots (m+p)} \binom{s}{l} \binom{l}{m},
\]

it suffices to establish [8] for \( p = 0 \) but this is well known (e.g. [19, Example 2]). \( \square \)

As a last preparation, we define a function \( F(x, y, n, r) \) and show how it is related to \( f(n, i) \). For our purpose only the case \( x = 1, y = 2 \) is relevant but in the proof it is advantageous to consider the more general case. Again, a special case of our result is known (e.g. [13, (6.76)]) where it was stated while solving [23]).

**Lemma 5.6.** Let \( n \in \mathbb{N}, x, y \in \mathbb{R} \) and \( r \in \mathbb{N} \cup \{0\} \). Denote

\[
F(x, y, n, r) = \sum_{k=0}^{n-1} (-1)^{k} \binom{n}{k} \frac{(n-k)x-y)^{n-1+r}}{(n-k)^r}.
\]

Then

\[
F(x, y, n, r) = \sum_{i=0}^{r} x^{r-i} y^{n-1+i} \binom{n+r-1}{n+i-1} (-1)^i f(n, i).
\]  

(9)

**Proof.** We proceed by induction on \( r \). Let \( r = 0 \). Then

\[
F(x, y, n, 0) = \sum_{k=0}^{n-1} (-1)^{k} \binom{n}{k} (n-k)x-y)^{n-1} = \sum_{k=0}^{n-1} (-1)^{k} \binom{n}{k} \sum_{l=0}^{n-1} \binom{n-1}{l} (n-k)^{l} x^{l} (-y)^{n-1-l} = \sum_{l=0}^{n-1} \left( \binom{n-1}{l} (-y)^{n-1-l} \sum_{k=1}^{n} (-1)^{n-k} \binom{n}{k} k^{l} \right) x^{l} = (-y)^{n-1} \sum_{k=1}^{n} (-1)^{n-k} \binom{n}{k} = y^{n-1}.
\]

where in the fourth equality we used that for \( 1 \leq l \leq n-1 \), by Euler’s formula for \( n \)th differences of powers (e.g. [12 (2.1)]),

\[
\sum_{k=1}^{n} (-1)^{n-k} \binom{n}{k} k^{l} = 0.
\]
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Now, the right hand side of (9) equals $x^ny^{n-1}\binom{n-1}{r}(-1)^0f(n,0) = y^{n-1}$.

Assume now that (9) holds for $r$. We shall prove that it holds for $r+1$. Replace all occurrences of $x$ in (9) with $t$ and integrate over $[0,x]$. We obtain

$$
\int_0^x F(t, y, n, r) \, dt = \sum_{i=0}^r y^{n-1+i} \binom{n+r-1}{n+i-1} (-1)^i f(n, i) \int_0^x t^r \, dt \implies
$$

$$
\int_0^x \sum_{k=0}^{n-1} (-1)^k \binom{n}{k} \binom{(n-k)t-y}{n-k} \binom{n+r}{n-k} dt = \sum_{i=0}^r y^{n-1+i} \binom{n+r-1}{n+i-1} (-1)^i f(n, i) \int_0^x t^r \, dt \implies
$$

$$
\sum_{k=0}^{n-1} (-1)^k \binom{n}{k} \binom{(n-k)x-y}{n-k} \binom{n+r}{n-k} - \sum_{k=0}^{n-1} (-1)^k \binom{n}{k} \frac{(-y)^{n+r}}{(n-k)^{r+1}(n+r)}
$$

$$
= \sum_{i=0}^r x^{-i+1} y^{n-1+i} \frac{1}{r-i+1} \binom{n+r-1}{n+i-1} (-1)^i f(n, i) \implies
$$

$$
F(x, y, n, r+1) = y^{n+r} \sum_{k=0}^{n-1} (-1)^{k+n+r} \binom{n}{k} \frac{1}{(n-k)^{r+1}}
$$

$$
+ \sum_{i=0}^r x^{-i+1} y^{n-1+i} \frac{n+r}{r-i+1} \binom{n+r-1}{n+i-1} (-1)^i f(n, i) \implies
$$

$$
F(x, y, n, r+1) = y^{n+r} (-1)^{r+1} \sum_{k=1}^{n} (-1)^{k-1} \binom{n}{k} \frac{1}{k^{r+1}}
$$

$$
+ \sum_{i=0}^r x^{-i+1} y^{n-1+i} \binom{n+r}{n+i-1} (-1)^i f(n, i) \implies
$$

$$
F(x, y, n, r+1) = \sum_{i=0}^{r+1} x^{-i+1} y^{n-1+i} \binom{n+r}{n+i-1} (-1)^i f(n, i).
$$

□

Two methods for calculating the expectation are given in [17]. Our proof is similar to their geometric proof in that $\Delta^{n,u}$ is divided into portions determined by the index of the maximal coordinate.

**Theorem 5.7.** Let $\Theta \sim \mathcal{U}(\Delta^{n,u})$ and let $t \in \mathbb{N}$. Then

$$
\mathbb{E} \left[ \max(\Theta)^t \right] = \frac{u^t}{(n-1+t)} f(n, t).
$$

In particular,

$$
\mathbb{E} [\max(\Theta)] = \frac{u}{n} \sum_{k=1}^{n} \frac{1}{k} \quad \text{and} \quad \text{Var}(\max(\Theta)) = \frac{u^2}{n^2(n+1)} \left( n \sum_{k=1}^{n} \frac{1}{k^2} - \left( \sum_{k=1}^{n} \frac{1}{k} \right)^2 \right).
$$

**Proof.** For $1 \leq i \leq n$ denote

$$
A_i = \{ (\theta_1, \ldots, \theta_n) \in \Delta^{n,u} \mid \theta_i = \max(\theta_1, \ldots, \theta_n) \}.
$$
Since the intersection of any two of the $A_i$'s is a zero set in $\mathbb{R}^{n-1}$, by the inclusion-exclusion principle, we have

\[
\mathbb{E} \left[ \max(\Theta)^t \right] = \frac{1}{\text{Vol}(\Delta_{n,u})} \int_{\Delta_{n,u}} \max \{ \theta_i^t \} dV = \frac{1}{\text{Vol}(\Delta_{n,u})} \sum_{i=1}^{n} \int_{A_i} \theta_i^t dV = \frac{n}{\text{Vol}(\Delta_{n,u})} \int_{A_1} \theta_1^t dV = \frac{n(n-1)}{u^{n-1}} \int_{u/n}^{u} \theta_1^t(u - \theta_1)^{-2} \mathbb{P}(\max(\Theta^{n-1,u-\theta_1}) \leq \theta_1) d\theta_1
\]

where the third equality is due to symmetry. Notice that for $0 \leq m \leq n-3$ it holds

\[
\frac{u}{n-m} \leq \theta_1 \leq \frac{u}{n-m-1} \iff \frac{u - \theta_1}{n-1-m} \leq \theta_1 \leq \frac{u - \theta_1}{n-1-m-1}
\]

and for $m = n-2$:

\[
\frac{u}{2} \leq \theta_1 \leq u \implies \theta_1 \geq u - \theta_1.
\]

It follows that

\[
\begin{align*}
\text{(10)} &= \frac{n(n-1)}{u^{n-1}} \left( \sum_{m=0}^{n-3} \int_{u/n-m}^{u} \theta_1^t \sum_{k=0}^{m} \binom{n-1}{k} (-1)^k ((n - k)\theta_1 - u + \theta_1)^{n-2} d\theta_1 + \int_{u/n}^{u} \theta_1^t(u - \theta_1)^{n-2} d\theta_1 \right) \\
&= \frac{n(n-1)}{u^{n-1}} \left( \sum_{m=0}^{n-3} \sum_{k=0}^{m} \binom{n-1}{k} (-1)^k \int_{u/n-m}^{u} \theta_1^t((n - k)\theta_1 - u)^{n-2} d\theta_1 + \int_{u/n}^{u} \theta_1^t(u - \theta_1)^{n-2} d\theta_1 \right) \\
&= \frac{n(n-1)}{u^{n-1}} \left( \sum_{k=0}^{n-1} \binom{n-1}{k} (-1)^k \int_{u/n}^{u} \theta_1^t((n - k)\theta_1 - u)^{n-2} d\theta_1 \right) \\
&= \frac{n(n-1)}{u^{n-1}} \sum_{k=0}^{n-1} \binom{n-1}{k} (-1)^k u^{l+1-n-1} \frac{(l+1) \sum_{l=1}^{n-1} \binom{n}{k} (-1)^{l-1} (n - k) \prod_{j=1}^{n-l} (t - j + 1)}{(n-k)! \prod_{j=1}^{n-l} (n+j-2)} \\
&= \frac{u^{l+1-n}}{2^{l+1-n}} \sum_{l=1}^{n-1} \binom{n-1}{k} (-1)^k \frac{\prod_{j=2}^{n-l} (t - j + 1)}{\prod_{j=1}^{n-l} (n+j-1)} F(1, 2, n, l-1) \\
&= \frac{u^{l+1-n}}{2^{l+1-n}} \sum_{l=1}^{n-1} \binom{n-1}{k} (-1)^k \frac{\prod_{j=2}^{n-l} (t - j + 1)}{\prod_{j=1}^{n-l} (n+j-1)} 2^{n-1-i} (n + i - 1) (-1)^i f(n, i) \\
&= \frac{u^{l+1-n}}{2^{l+1-n}} \sum_{i=0}^{n-1} (-1)^i \sum_{l=1}^{n-1} \binom{n-1}{k} (-1)^{l-1} (n - 1 + t)(n + l - 2)(n + i - 1) \\
&= \frac{u^{l+1-n}}{2^{l+1-n}} \sum_{i=0}^{n-1} (-1)^i \sum_{l=1}^{n-1} \binom{n-1}{k} (-1)^{l-1} (n - 1 + t)(n + l - 2)(n + i - 1) \\
&= \frac{u^{l+1-n}}{(n-1+t)^{l+1-n}} f(n, t).
\end{align*}
\]
Taking $t = 1, 2$, it follows from Lemma 5.3 that
\[
\mathbb{E}[\max(\Theta)] = \frac{u}{n} \sum_{k=1}^{n} \frac{1}{k}
\]
and
\[
\mathbb{E}[\max(\Theta)^2] = \frac{u^2}{n(n+1)} \left( \left( \sum_{k=1}^{n} \frac{1}{k} \right)^2 + \sum_{k=1}^{n} \frac{1}{k^2} \right).
\]
Thus,
\[
\text{Var}(\max(\Theta)) = \frac{u^2}{n^2(n+1)} \left( n \sum_{k=1}^{n} \frac{1}{k^2} - \left( \sum_{k=1}^{n} \frac{1}{k} \right)^2 \right).
\]

6 Randomness testing

In this section we propose a possible application of the restrictiveness results that is inspired by the works of [17] and [24].

Suppose we wish to test the validity of a certain random number generator that generates numbers in $[0, 1]$. That is, we want to know whether the numbers in a given sequence of real numbers are iid as $\mathcal{U}([0, 1])$ (the null hypothesis). It is well known (e.g. [11, p. 71]) that the cannot be a uniformly most powerful test and that different tests detect different deviations from the null hypothesis ([14, pp. 4-5]). The following procedure was suggested by [17] as an additional test: Let $n, N \in \mathbb{N}$. Given a sequence of $nN$ real numbers in $[0, 1]$, partition the numbers into $N$ groups, each consisting of $n$ numbers, and obtain $x_1, \ldots, x_N \in \Delta^{n+1}$ (cf. [20, Algorithm 2.5.3]). Now compare the sample mean of $\max(x_1), \ldots, \max(x_N)$ with $\frac{1}{n+1} \sum_{k=1}^{n+1} \frac{1}{k}$ (cf. (3)). The authors noted that it “seems that this diagnostic tool is quite sensitive to deviations from the iid uniform model” ([17, p. 4]) and demonstrated this on a sequence of numbers that was generated by an autoregressive model. This model is defined as follows: Let $\alpha \in (0, 1)$ and let $(U_i)_{i \in \mathbb{N}}$ be a sequence of iid random variables distributed as $\mathcal{U}([0, 1])$. Construct a sequence of random variables $(X_i)_{i \in \mathbb{N}}$ by setting $X_1 \sim \mathcal{U}([0, 1])$ and for $i \in \mathbb{N}$ define
\[
X_{i+1} = \alpha X_i + (1 - \alpha)U_i.
\]

Clearly, the procedure above is not limited to the maximal coordinate. Let $\preceq$ be any stochastic order on $\Delta^n$ and denote
\[
p_0 = \mathbb{P}(\Theta \preceq \Theta')
\]
where $\Theta, \Theta' \sim \mathcal{U}(\Delta^n)$. Thus, $\preceq$ gives rise to a random variable $C \sim \text{Bernoulli}(p_0)$ such that for $x, x' \in \Delta^n$ it holds
\[
C(x, x') = \begin{cases} 
1 & \text{if } x \preceq x' \\
0 & \text{otherwise.}
\end{cases}
\]

We propose the following procedure: For $n, N \in \mathbb{N}$ obtain $2nN$ real numbers in $[0, 1]$ from a random numbers generator whose performance is to be evaluated. Construct a sequence $x_1, \ldots, x_{2N} \in \Delta^{n+1}$ and pair its elements to obtain a sequence $(x_1, x_2), \ldots, (x_{2N-1}, x_{2N})$. On each of the pairs $(x_{2i-1}, x_{2i})$, $1 \leq i \leq N$ apply the function that returns 1 if $x_{2i-1} \preceq x_{2i}$ and 0 otherwise. Finally, perform a binomial test (e.g. [26, 24.5]) on the binary sequence obtained in the previous step.
We have experimented with this procedure as follows: For each stochastic order $\preceq \in \{\leq_{st}, \leq_{hr}, \leq_{lr}\}$ we applied the procedure once on the iid uniform model and once on the autoregressive model with $\alpha = 0.1$ (this choice of $\alpha$ was made by [17]). We took $n = 2$, $N = 10000$ and repeated each experiment 100 times. The code was written in Python and we used numpy.random’s rand method which samples uniformly from $[0, 1)$. For the $p$-value we used scipy.stats’s binom_test method. The average $p$-value together with the standard deviation are collected in Table 1.

While the behaviour under the iid uniform model is consistent and understandable, under the autoregressive model the distinguishing abilities of the different stochastic orders differ significantly from each other. From the three stochastic orders that we examined (which are the only ones for which the corresponding Bernoulli parameter is known) only the likelihood ratio order appears to be adequate in this particular setting. We leave further experimentation and research in this respect for future work.

$$\begin{array}{|c|c|c|c|}
\hline
\text{Stochastic order} & \text{Model} & \text{st} & \text{hr} & \text{lr} \\
\hline
\leq_{ur} & \text{Autoregressive} & 0.080 \pm 0.165 & 0.524 \pm 0.297 & 0.001 \pm 0.003 \\
\leq_{ur} & \mathcal{U}([0, 1]) & 0.488 \pm 0.301 & 0.499 \pm 0.270 & 0.494 \pm 0.297 \\
\leq_{ur} & \text{Bernoulli parameter} & 1/3 & 1/4 & 1/6 \\
\hline
\end{array}$$

7 Discussion

In this work we addressed two aspects of random vectors $\Theta \sim \mathcal{U}(\Delta^n)$: First, we calculated the restrictiveness of the hazard rate order and proposed a possible application of the restrictiveness results in randomness testing. Further research in this respect could be in determining the restrictiveness of additional stochastic orders, e.g. the mean residual life order (cf. [21, 2.A]) for which we are still not able to derive the analogue of Lemma 4.3. Regarding the application of the restrictiveness results in randomness testing, in this work we have only pointed out the possibility. Further research should determine the advantages and limitations of this method. Second, we derived a formula for the moments of $\max(\Theta)$. The formula involves the function $f(n, t)$ defined in Lemma 5.3. As already mentioned in Remark 5.4, it would be interesting to see whether it is possible to express $f(n, t)$ in terms of the harmonic numbers and the generalized harmonic numbers.
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