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Abstract: The need to turn to more environmentally friendly sources of energy has led energy systems to focus on renewable sources of energy. Wind power has been a widely used source of green energy. However, the wind’s stochastic and unpredictable behavior has created several challenges to the operation and stability of energy systems. Forecasting models have been developed and excessively used in recent decades in order to deal with these challenges. Deterministic forecasting models have been the main focus of researchers and are still being developed in order to improve their accuracy. Furthermore, in recent years, in order to observe and study the uncertainty of forecasts, probabilistic forecasting models have been developed in order to give a wider view of the possible prediction outcomes. Advanced probabilistic and deterministic forecasting models could be used in order to facilitate the energy systems operation and energy markets management. This paper introduces an overview of state-of-the-art wind power deterministic and probabilistic models, developing a comparative evaluation between the different models reviewed, identifying their advantages and disadvantages, classifying and analyzing current and future research directions in this area.
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1. Introduction

Global climatic conditions have changed rapidly over the last decades. The continuous increase of energy needs all over the world, as well as the use of limited reserves of traditional energy resources (coal, oil, and natural gas), have turned the interest of researchers towards renewable energy. One of the most important and widely used renewable resources is wind power, thanks to its widely distributed nature [1]. Considering the advance in technology and research, wind power has become an indispensable part of the global energy system and it could be possible that in the future it could largely replace conventional energy resources used for power generation.

Because of the wind’s stochastic nature and intermittence, the increased penetration of wind power has created many challenges in the operation and planning of power systems worldwide [1]. To deal with these challenges, it has been necessary to develop wind power forecasting models and methods with increased accuracy. As a result, wind power forecasting has been researched and developed over the past decades in order to deal with the challenges that arose with the rapid increase in the use of wind power in the power systems worldwide. Forecasting models not only forecast wind power, but also help stabilize power systems and organize electricity markets [2].

Deterministic forecasting models have been used over the last decades in wind power generation and play an important role in the daily operation of power systems. Given a set of input data, deterministic forecasting models are able to provide the user with a single-valued expectation series of the wind power output. Depending on the evaluation...
of the model used and its errors, the user is able to use the model’s results to estimate
the closest possible output of wind power generation. For this, numerous deterministic
forecasting models have been proposed and developed to predict as accurately as possible
the wind power output. Naturally, such models, thanks to the development of technology,
are still improving in order to provide better forecasts [3].

Over the last decade, probabilistic forecasting has been the center of attention for
researchers since, unlike deterministic forecasting, probabilistic forecasts give important
information over the uncertainty of the forecasts. While deterministic methods give
single-valued results of wind power generation, probabilistic methods give a wider view
of possible wind power outputs since the output of such models could be quantiles,
prediction intervals (PIs), and distributions. In this way, the user has a better view of
the possible forecast compared to the single-value output of a conventional deterministic
model. As a result, it could be possible in the future that probabilistic forecasts could
be used effectively in decision-making problems, transforming various decision-making
activities to probabilistic, such as wind power trading in electricity markets [4], optimal
power flow [5], and unit commitment [6].

Evaluation is a very important aspect of wind power forecasting. Evaluating pro-
posed forecasting models allows a constant comparison between different models and
consequently their constant development. Evaluation is important in both deterministic
and probabilistic forecasts. In deterministic forecasting, simple comparative measures have
been used over the years to evaluate the performance of the forecasting models. However,
evaluating probabilistic forecasts is more complicated than evaluating point predictions.
While in the point forecasts the evaluation is based on the deviation between predicted
and measured power values, the same is not possible in probabilistic forecasting since
such a comparison is not possible directly. This is why defining a framework to evaluate
probabilistic forecasts has been researched a lot over the past years.

With the increased importance of wind power in energy systems, more and more
researchers not only intend to create new advanced models, but also observe the function
of existing models in various cases. Recently, review works have studied deterministic
and probabilistic forecasting models in order to comprehend the methodologies used in
wind power forecasting as well as determine possible development possibilities in the
future. More specifically, [7] divided the deterministic forecasting methods reviewed in
four categories and presented their different characteristics. In [8], an in-depth review
of wind power forecasting methods was presented as well as an overview of benchmark
techniques and uncertainty analysis. The review works [9,10] classified the reviewed
deterministic forecasting works from the perspective of forecasting horizons and time
scales. In [11], various works were reviewed and the forecasting accuracy of the models
based on the variable factors used in the forecast was discussed. The work [12] reviewed
state-of-the-art probabilistic forecasting models and presented an overall framework of
probabilistic forecasting evaluation. The work [13] presented the fundamental concepts of
state-of-the-art probabilistic methodologies. The work [14] focused on the principals and
features of state-of-the-art wind power forecasting uncertainty analysis.

The above bibliography review shows that the majority of the review papers are
focused on presenting the state-of-the-art methodologies of either deterministic or proba-
bilistic wind power forecasting. However, there is no review work focused on presenting
evaluation results in order to propose a comparative knowledge between different method-
ologies in specific conditions.

The contributions of this review paper are manifold:

1. It offers a unique and wider view by reviewing the state of the art in both the deter-
mministic and probabilistic wind power forecasting methodologies and by identifying
their advantages and disadvantages.
2. It provides comparative results among the models of the reviewed works, based on
evaluation measures.
3. It proposes future research goals of deterministic and probabilistic forecasting models, not only to improve the methodologies used in forecasting, but also to make both deterministic and probabilistic forecasting models more useful and helpful in energy markets and power systems.

4. It aims to help researchers in having a view of possible expectations in research cases corresponding to the ones compared in the paper.

The structure of the paper is as follows. Section 2 analyzes the evaluation methods used for assessing the deterministic and probabilistic forecasting methodologies. Section 3 analyzes state-of-the-art wind power deterministic forecasting methodologies. Section 4 describes state-of-the-art wind power probabilistic forecasting methodologies. Section 5 analyzes recent wind power forecasting methodologies. Section 6 provides the advantages and disadvantages of using wind power deterministic and probabilistic forecasting methods. Section 7 identifies the core contribution of the reviewed works for wind power deterministic and probabilistic forecasting methods. Section 8 presents the comparative results between the methodologies compared in the reviewed works. Section 9 proposes future research directions and possibilities. Section 10 summarizes the main findings and concludes the paper.

2. Evaluation of Wind Power Forecasts

Evaluating a forecasting model is of core importance to comprehending its quality and accuracy. The continuous need to improve existing forecasting models and develop new ones, calls for a way to compare such models concerning the accuracy of their results. In deterministic forecasting as well as in probabilistic forecasting, different ways of comparing and evaluating different models have been used throughout the years.

2.1. Deterministic Forecasting

There are different ways to evaluate deterministic models. Evaluation of the models is an important procedure, since it allows the comparison between different models, highlights possible problems in the methodologies used, and guides possible improvements. Furthermore, the evaluation of deterministic models is quite easy to use and understand, as it consists of simple error metrics that can be easily compared between different models. Such error metrics include:

1. Mean Absolute Error (MAE)
2. Mean Squared Error (MSE)
3. Root Mean Squared Error (RMSE)

As described in (1), MAE is the average value of the absolute error of the $N$ forecasted error values $e_n$.

$$ MAE = \frac{1}{N} \sum_{n=1}^{N} |e_n| \quad (1) $$

MSE is the average value of the squared error, which is the squared difference between the actual and predicted values. It can be described as:

$$ MSE = \frac{1}{N} \sum_{n=1}^{N} e_n^2 \quad (2) $$

As described in (3), RMSE represents the squared root of the quadratic mean of the difference between the actual and predicted values:

$$ RMSE = \sqrt{\frac{1}{N} \sum_{n=1}^{N} e_n^2} \quad (3) $$
2.2. Probabilistic Forecasting

Evaluating wind power probabilistic forecasts is not that simple. While in deterministic forecasting the evaluation takes place by comparing simple error metrics, in probabilistic forecasting the evaluation is a more complicated process. Considering the fact that wind power generation itself is a complex process, the uncertainty of the probabilistic forecasting models is influenced by a large number of external factors.

The properties needed to evaluate probabilistic predictions are reliability, sharpness, resolution and skill score. Reliability is usually the first parameter that should be evaluated. Since non-parametric probabilistic predictions include a single quantile forecast, or a collection of quantile forecasts, the evaluation of their reliability is based on verifying the reliability of each one of those quantile forecasts. A critical measure that is widely used is the Prediction Interval Coverage Probability (PICP):

\[
PICP = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} c_i
\]

where \(N_{\text{test}}\) is the number of the test samples used, and \(c_i\) is the PICP’s indicator that is defined as:

\[
c_i = \begin{cases} 
1, & t_i \in [L_t, U_t] \\
0, & t_i \notin [L_t, U_t] 
\end{cases}
\]

where \(t_i\) is the measured target and \(L_t\) and \(U_t\) are the lower and upper bounds of the prediction interval, respectively.

\(PICP\) is directly connected and compared to the Prediction Interval Nominal Coverage (PINC) percentage, presented in (6):

\[
PINC = 100(1 - \alpha)\%
\]

where \((1 - \alpha)\) expresses the nominal coverage probability of the prediction intervals. The closer the \(PICP\) is to the \(PINC\) the more reliable is the PI. Another simple metric usually used is the Average Coverage Error (ACE):

\[
ACE = PICP - PINC
\]

The closer the \(ACE\) value is to zero, the higher the reliability of the PI.

Sharpness refers to the width of the prediction intervals derived from the forecasting process. A narrower PI is generally preferred over a wider one, since it narrows down the possible outcomes of the forecast and therefore offers better information to the user, facilitating decision making. A common measure used to estimate and control the PI’s width is the PI Normalized Average Width (PINAW), defined as:

\[
PINAW = \frac{1}{N R} \sum_{i=1}^{N} (U_t - L_t)
\]

where \(R\) is the range of the underlying targets that were used for normalizing PIs.

The PI Normalized Root-mean-square Width (PINRW) is also used and is defined as:

\[
PINRW = \frac{1}{R} \sqrt{\frac{1}{N} \sum_{i=1}^{N} (U_t - L_t)^2}
\]

Another measure that is widely used is the Coverage Width Criterion (CWC), which simultaneously defines both the reliability and the sharpness of a PI. CWC is calculated by (10):

\[
CWC = PINAW \left(1 + \gamma(PICP, \mu) e^{-\eta(PICP - \mu)}\right)
\]
where \( \mu \) is the confidence level and it usually equals \( 1 - \alpha \); \( \eta \) is a penalty coefficient used to increase the difference between \( \text{PICP} \) and \( \mu \) whenever \( \text{PICP} \) is smaller than \( \mu \); and \( \gamma(\text{PICP}, \mu) \) is defined as follows:

\[
\gamma(\text{PICP}, \mu) = \begin{cases} 
0, & \text{PICP} \geq \mu \\
1, & \text{PICP} < \mu 
\end{cases}
\] (11)

The resolution refers to the ability of a forecasting model to generate different probabilistic information according to the forecast conditions and to provide reliable and accurate forecasting distributions.

Skill score is another important evaluation property that allows the comparison between different predictive approaches, since a higher overall skill score suggests a higher skill of the proposed probabilistic forecasting model over other predictive models.

The use of the above evaluation tools (a) allows the evaluation of a specific wind power probabilistic forecasting (WPPF) model; (b) allows the comparison of a model with other WPPF models; and (c) may identify possible problems in a WPPF model that is under development and evaluation. As a result, WPPF models can keep improving their accuracy and performance and also become simpler for the user to understand.

3. Wind Power Deterministic Forecasting

3.1. Physical Approach

The physical approach is based on atmospheric conditions and uses actual meteorological data to create a prediction model. Such models use topographical data, like the height at which the wind farm is located, the surface’s roughness, obstacles, as well as meteorological data, like local temperature, humidity, pressure, wind speed, and direction. The Numerical Weather Prediction (NWP) model is the most typical physical approach and uses such data in order to estimate an accurate value of wind speed for each turbine of a wind park in order to forecast wind power output as accurately as possible.

NWP models use hydrodynamic and thermodynamic models of the atmosphere in order to make weather-based predictions over specific initial-value and boundary conditions. Various global and regional NWP forecasting models have been developed over the years [15]. Basically, these NWP forecasting models operate by solving complex mathematical models, which are based on weather data (i.e., temperature, humidity, etc.). Such models demand lots of computations and therefore are more reliable for long-term forecasts [9].

NWP models attempt to focus on the evolution of the atmosphere at its specific scale, despite the fact that high spatial resolution cannot be combined with temporal resolution. NWP with high spatial resolution has low temporal validity for its predictions, while NWP with low spatial resolution has greater temporal validity. Predictions of NWP models with lower temporal validity are used for short-term wind power forecasting [16].

One of the main disadvantages of physical approaches is collecting local terrain data since many times the terrain can be really complex. Furthermore, since NWP models are highly complex models, they require high computation time. As a result, in order to improve the accuracy of the models, higher computation time is required as well as higher cost. Finally, the predictive accuracy of physical approaches is connected with the stability of the weather conditions of the area that is being researched. Since wind speed is one of the most important parameters in these models, it is expected that stable weather conditions give more accurate NWP and as a result more accurate wind power predictions, while unstable weather conditions give more inaccurate results.

3.2. Statistical Approach

Statistical approaches are based on the correlations between the explanatory variables used and the targets of the model in order to make accurate predictions. Statistical methods are based on either time series models or artificial intelligence (AI) models. Table 1 presents a classification of the statistical approaches used for wind power deterministic forecasting.
### Table 1. Taxonomy of the statistical approaches used for wind power deterministic forecasting.

| Approach       | Reference |
|----------------|-----------|
| ARMA           | [17–23]  |
| ARIMA          | [24,25]  |
| Grey Method    | [26–28]  |
| ANN            | [29–33]  |
| SVM            | [34–39]  |
| Hybrid         | [40–47]  |

#### 3.2.1. Statistical Approaches Based on Time Series

The most popular model of time series-based statistical approach is the Auto Regressive Moving Average (ARMA) model in wind power forecasting. A widely used extension of the ARMA model is the Auto Regressive Integrated Moving Average (ARIMA) model. Other statistical approaches based on time series are the persistence method and grey prediction.

**ARMA and ARIMA**

The ARMA model, as proposed in [17], is a combination of the Autoregressive (AR) model and the Moving Average (MA) model and can predict future values of a time series through the linear regression of already observed values of said time series. A typical ARMA\((p,q)\) model can be described as:

\[
X_t = \sum_{i=1}^{p} \phi_i X_{t-i} + a_t - \sum_{j=1}^{q} \theta_j a_{t-j} \tag{12}
\]

where \(X_t\) represents the time series value for time \(t\), \(\phi_i\) is the autoregressive parameter, \(\theta_j\) is the moving average parameter and \(a_t\) is the normal white noise. The model in (12) can either contain the autoregressive part AR\((p)\), or the moving average part MA\((q)\), or both parts ARMA\((p,q)\). The AR part is responsible for the previously observed wind power values whereas the MA part is responsible for previous errors of the model in order to improve the final prediction [18].

The main disadvantage of this model is that it requires a lot of high-quality stationary historical data in order to be accurate. However, most of the time, the data is non-stationary, and as a result, further measures need to be implemented in order to achieve a good predictive result.

To deal with the non-stationary data problem of the ARMA model, a type of differential transformation is used. The original time series is differenced in order to achieve the stationarity of the data [19]. As a result, the model is called Auto Regressive Integrated Moving Average (ARIMA\((p,d,q)\)) when the integration part is implemented. The \(I(d)\) part is responsible for the number of the differencing times of the original time series. To achieve stationarity, the differenced time series can be described as:

\[
Y_t = X_t - X_{t-1} \tag{13}
\]

where \(X_t\) is the original time series and \(Y_t\) is the new one after the differential transformation for the order \(d = 1\), since it was differenced one time.

In [20], the ARMA model is compared to the performance of an Artificial Neural Network (ANN) model. The two models were used in three different case studies in order to be evaluated efficiently. The first case study was for a one-hour-ahead wind speed forecast study, the second was for a wind speed forecasting study in order to support bidding decisions in the Iberian Electricity Market, and the third was for an one-hour-ahead wind power forecast study. Based on the results of the three case studies, the ARMA
model had a generally better performance, while the ANN model had a better processing time. However, it was emphasized that the processing time could pose an importance decision factor depending on the application the user is interested in researching.

The work [21] used a combination of the ARMA model for forecasting for the next few minutes to a maximum of one hour, and the pattern-matching method for forecasting for the next one to six hours. By using wind power values as input data, the model aimed for ultra-short-term forecasting in order to support the power dispatcher in real-time monitoring. While the ARMA model had better accuracy in shorter time scales, with the time scale getting longer, pattern-matching method was found to be getting more accurate results. Furthermore, it was proposed that a hybrid ARMA-pattern-matching model should be further researched at longer time scales.

In [22], ARMA models were researched to improve persistence forecasts. Data from two different cases, Lake Benton and Storm Lake, were used in the study. Various alternative ARMA models were used for up to six hours forecasting horizon. It was found that the ARMA (1,24) had the best performance of all the models tested. Furthermore, it was observed that for greater forecasting horizons, the accuracy of the models decreased significantly. The proposed ARMA models managed to surpass the persistence model in most cases compared. However, there were cases were the RMSE did not decrease significantly when compared to that of the persistence model.

In [23], ARMA models, along with the wavelet transform (WT), were used for wind speed prediction. The model used wind speed data, where the time series had a total of 120 points taking one sample per hour. The wind speed time series was firstly decomposed with a wavelet transform process picking up the low frequency gentle signals. It was concluded that this process improved significantly the accuracy compared to using the simple time series. Afterwards, the ARMA model was used for the prediction process.

In [24], an ARIMA model was used in combination with an Autoregressive Conditional Heteroscedasticity (ARCH) model in order to improve the traditional ARIMA model’s accuracy. Firstly, the ARIMA model was constructed based on wind speed data. However, the residuals acquired after the ARIMA process were not related. To deal with this problem, a Generalized Autoregressive Conditional Heteroscedasticity (GARCH) model was used to fit the residuals derived from the ARIMA model. The Mean Relative Error (MRE) was used to evaluate the results of the ARIMA and the ARIMA-GARCH model and it was found that the proposed model’s MRE reduced significantly to 11.2% in comparison with 17.4% of the ARIMA model. To further improve the proposed model, the influence of atmospheric factors was proposed as a future research.

In [25], the suitability of fractional-ARIMA (f-ARIMA) model is investigated in order to obtain more accurate next hour wind speed predictions. The f-ARIMA model is chosen in this case due to its slow decay in its autocorrelation function, which makes it an interesting tool when using data that pose long range correlations. The forecast was processed by the proposed f-ARIMA model, the ARIMA model and the persistence model. The evaluation of the results of the wind speed forecasts, which was based on the Daily Mean Error (DME), the variance ($\sigma^2$) and the square root of the Forecast Mean Square Error, showed that the proposed model was overall more accurate in comparison with the other two models. The impact of wind speed forecasts on wind power forecasts was studied. Via the power curve of a specific wind turbine generator, the wind speed data were used to map corresponding wind power data through cubic interpolation. The results have shown that when the wind speed excursions were small, the persistence model gave smaller errors than the f-ARIMA model. However, when the wind speed excursions were bigger, the ARIMA model proved to be more stable and gave more accurate results.

Grey Prediction Method

The grey prediction method, as proposed in [26], was developed to deal with problems characterized by uncertainty, where there is a significant lack of information and data [27]. According to [28], the grey prediction method is a useful tool for sample modeling using
insufficient information due to its efficiency when used in uncertain systems. However, at longer time scales it has proved to be highly inaccurate, so it has only been used for very-short-term predictions.

3.2.2. Statistical Approaches Based on Artificial Intelligence

Artificial Neural Network

The most well-known models to be used in statistical approaches based on AI are artificial neural networks. The whole idea of ANNs was inspired by the biological neurons of a human brain. The whole function of the ANNs is the evaluation of the input data given and the continuous re-evaluation of these data and new trained data, in order to achieve an accurate predictive result, exactly like a human brain evaluates data.

A typical ANN consists of an input layer, where the historical data are implemented, an output layer, where the point forecasted values are provided, and one or more hidden layers, where the evaluation of the data from the input layer and the output layer takes place. Each layer consists of neurons connected to the ones of the previous layer. Each connection between neurons has a specific weight that highlights the importance of this connection and is the key to achieve the best possible prediction accuracy. The Neural Network (NN) is finally trained in order to get the optimal weight values of each connection and give the best possible output values.

In [29], the performance of three different conventional NNs was compared. Those NN models were the Feed Forward Back-Propagation (FFBP), the Radial Basis Function (RBF) and the Adaptive Linear Element (ADALINE) models. Wind speed data from two different sites were used. The evaluation of the models was based on MAE, mean absolute percentage error (MAPE), and RMSE evaluation metrics. It was concluded that the accuracy of the researched NNs could differ according to the inputs used or the learning rate. Furthermore, it was proposed that the selection of a NN should be decided according to the needs of the research and the data. As a result, it was concluded that a NN model should be selected after a trial-and-error process.

The work [30] used different ANN models for short term wind speed forecasting. A different model was developed for each month of the year. Four different configuration models were tested, two of them with two layers and the other two with three layers. Based on the evaluation of the models using the MSE and MAE, the fourth model that had two layers with two input neurons and one output neuron had the best accuracy, with a MSE value of 0.0016 and a MAE value of 0.0399.

In [31], an ANN model was used for short-term wind power forecasting. More specifically, a three-layered feed-forward NN was proposed for the forecasts. The Levenberg-Marquardt algorithm was used for the NN’s training process in order for the training to be faster. Based on the evaluation of the proposed model, an average MAPE of 7.26% was achieved while the corresponding MAPE value of the persistence model was 19.05%. Moreover, the computational time of the model was less than 5 s. As a result, the proposed ANN model is accurate and fast.

In [32], a NN model along with fuzzy logic was proposed for wind power forecasting. NWP data as well as data from the supervisory control and data acquisition system were used as input. Thanks to their adaptive nature, fuzzy NNs are able to adapt their parameters in case of changes in the function of the wind farm. According to the RMSE values of specific representative dates, which were less than 15%, the proposed model had efficient forecasting accuracy and was suitable for short-term forecasting.

The work [33] proposed a Convolutional Long Short-Term Memory (Conv-LSTM) network for short-term WPF. Before the application of the Conv-LSTM, the Variational Mode Decomposition (VMD) was used in order to eliminate any non-stationary features of the raw data. Afterwards, the Conv-LSTM is implemented for the preliminary prediction results as well as to extract spatio-temporal information of the forecasting sub-series. The efficiency of the proposed model was tested in two different experiments. In the first experiment, only two turbines were taken into account for the forecasting. The proposed
model was compared to other seven models for three different time scales (15 min, 30 min, 1 h). For both turbines, based on the MRE, MAE, MSE and RMSE error metrics, the proposed model gave significantly better results than the other models. In the second experiment, two wind farms were taken into account for the forecasting. The proposed model was again compared to other seven models for three different time scales (15 min, 30 min, 1 h). For both wind farms, based on the MRE, MAE, MSE and RMSE error metrics, the proposed model outperformed the other models.

Support Vector Machine

Support vector machine (SVM) [34] is another model of artificial intelligence that has been widely used in wind power forecasting. SVMs can basically map a set of data into a high dimensional feature space through a nonlinear mapping process in order to proceed with the linear regression, thus simplifying a really complex process [35,36]. As a result, it is a great tool for classification as well as regression and prediction.

In [35], an SVM-based model was used to firstly predict the wind speed values, which were subsequently used to forecast the wind power values based on the power-speed characteristics of the wind turbine generators. The proposed model was compared to the persistence model and an RBF-NN model for very-short-term forecasting (less than 6 h) and short-term forecasting. For the very-short-term forecasts, the resolution of the data samples was set to one hour. The effectiveness of the proposed model was also researched, investigating the number of days for which it would give accurate results and was found that the limit was 10 days, since after 10 days the MAPE increases significantly. For the short-term forecasts, the resolution of the data samples was set to two hours. For up to 16 h, the results of the SVM model and the RBF-NN were accurate and better than the persistence model, with the proposed SVM model always having a better skill score. In the final comparison of the models, the SVM model posed a skill score of more than 26% even at 16 h forecast horizon and outperformed the other models. However, for bigger forecast horizons, the proposed model gave poor results and further atmospheric data or NWP were proposed for improving the model’s accuracy in the future.

In [37], two SVM models were proposed and compared in order to optimize prediction precision and calculation speed. The first model combined SVM and the wavelet transform, while the second model combined SVM and RBF. Based on the results, the first model had better accuracy overall for all the time scales tested and also better calculation speed. Thanks to the wavelet transform used in the WT-SVM model, the model did not have to deal with the original complex wind data and the whole process was simplified and thus had better results than the RBF-SVM model.

The work [38] used SVM for wind speed simulation after using wavelet transform to decompose the original wind speed signal into an approximation signal and a detail signal. Afterwards, the SVM model is responsible for the training process. The input data used were the wavelet transform outputs and temperature. The training and validation error were optimized with the genetic algorithm (GA). The new optimized model was used for the final prediction. Based on the MAE and MAPE results, the proposed WT-SVM-GA model managed to outperform both the persistence and the single SVM-GA models.

In the work [39], an SVM-based model was proposed for short-term WPF. The Improved Dragonfly Algorithm (IDA) was used in order to estimate the optimal parameters to improve the SVM model’s performance. The proposed IDA-SVM model was compared to several models, the majority of which were SVM models that used different optimization algorithms, as well as a simple Back Propagation Neural Network (BPNN) and the Gaussian Process Regression (GPR). Based on the NRMSE, NMAE, MAPE and $R^2$ error metrics, the proposed IDA-SVM model managed to outperform the other models for both winter and autumn datasets.
3.3. Hybrid Approach

Due to the development in the technologies used in wind power forecasting, hybrid methods are being used more and more in order to achieve better forecasting results. Hybrid approaches aim to use the advantages of the combined models used in order to achieve an optimal performance. The models combined could be physical and statistical models, models for different time scales (for example, short-term models and medium-term models), or different statistical models.

In [40], a novel hybrid method based on wavelet transform and ANN was proposed to provide short-term wind power forecasts that outperformed various conventional models. The model’s process started with the wavelet transform decomposing the wind power signal in approximations and details. Afterwards, the WT outputs would be used as input and be trained with a NN, and subsequently, with the inverse WT, the NN’s outputs would be reconstructed to give the forecasted wind power time series. The model used only historical data as input. Compared to the persistence model, the ARIMA model and a single-NN model, the proposed method gave a significantly better MAPE result with an average value of 6.97%, while its computation time was less than 10 s.

The work [41] proposed two different hybrid models, ARIMA-ANN and ARIMA-SVM, for wind power and wind speed time series forecasting. In the first model, the ANN used the residuals of the ARIMA process in wind speed as well as wind power forecasting. Concerning the second model, the SVM model used the residuals of the ARIMA process. In both models, it was shown that as the prediction horizon increased, the MAE increased as well. It was also concluded that the proposed models, in most forecasting time horizons tested, gave better results than ARIMA, single-ANN and single-SVM models. However, it was highlighted that in cases where the ARIMA model already gave better results compared to ANN and SVM models, using hybrid ARIMA methods did not necessarily improve the model’s performance. Furthermore, it was observed that in wind speed forecasting, there were cases where the ARIMA model had better results than the proposed hybrid models, while in wind power forecasting, there were cases where the single ANN and SVM models outperformed the hybrid models.

In [42], a hybrid model based on the empirical mode decomposition (EMD) and the SVM was proposed to reduce the effects of the non-stationarity of wind power. The basic idea of the model was to decompose the original wind power data with the EMD into intrinsic mode functions (IMF) and a residual component. Then, the training process was carried out by the SVM, using the derived IMF and the residual component. The forecasting model was created based on the optimal kernel functions used. Thanks to the decomposed time series, the model was able to function with more stable data, and compared to the single-SVM model, which finally had an RMS error of 35.40%, managed to achieve an RMS error of 15.63%.

In [43], different hybrid models based on ARIMA and ANN were proposed for wind speed forecasting of three different regions. The ARIMA model was firstly used for the wind speed forecasting. Due to ARIMA being a linear model, an ANN was used in order to deal with the non-linearity of the data values. Based on the evaluation errors (MSE and MAE) in all three regions, the hybrid model was found more accurate than the single-ARIMA model or the single-ANN model.

The work [44] proposed a hybrid model for wind power forecasting based on Bagging NNs (BaNN) combined with K-means clustering. An improved Empirical Mode Decomposition (IEMD) algorithm was introduced for the data decomposition. Furthermore, the Chaotic Binary Shark Smell Optimization (ChB-SSO) was used for the optimization of the results as well as the tuning of the BaNN parameters. The effectiveness of the proposed model was tested in three different case studies where it was compared with several different models. In the first case study of the Sotavento wind farm, the proposed model was tested for data of different months and different training periods. In all cases, based on error metrics like RMSE, NRMSE, MAPE and MMAPE, the proposed model significantly outperformed the other models. In the second case study of the Alberta wind farms,
the proposed model was tested for data of different seasons as well as specific months. According to error metrics like MAPE, NMAE and NRMSE, the proposed model gave the best results in all cases when compared to other models. In the third case study of the Blue Canyon wind farm, the proposed model was tested for different forecasting horizons with data from a specific month. According to the error metrics of NMAE and NRMSE, the proposed model significantly outperformed the other models.

In the work [45], a hybrid Long Short-Term Memory (LSTM) neural network along with the Wavelet Decomposition (WD-LSTM) was used for wind power forecasting in China. The time series of the macroeconomic indicators as well as the related power generation indicators were decomposed with the WD into low-frequency and high-frequency components. Those time series of different frequencies were used as input for the prediction model in order to improve its accuracy. The proposed model was compared to different models in order to prove its efficiency. In terms of MAPE, the proposed model was compared to the Bayesian Model Averaging and Ensemble Learning (BMA-EL), the Multi-Resolution Multi-Learner Ensemble and Adaptive Model Selection (MRMLE-AMS) and the Support Vector Machine and Improved Dragonfly Algorithm model (SVR-IDA). The proposed model managed to outperform the others, with a MAPE value of 5.831, while the BMA-EL had 22.328, the MRMLE-AMS had 20.624 and the SVR-IDA had 15.679. Moreover, the proposed model was further compared to other models that used the wavelet decomposition. From the results of MAE, MAPE and RMSE, it could be seen that the proposed model significantly outperformed the other models. However, in terms of computing time, the computational cost was significantly high (44 min) considering the lowest was 0.05 min.

In [46], the accuracy of two different hybrid models was tested based on ANNs, PSO and GA. The PSO algorithm was firstly used for the adjustment of the ANNs’ parameters. Afterwards, another PSO algorithm was applied in order to further optimize the parameters of the first PSO-ANN model as well as the GA algorithm in order to do the same and create a different model. The second PSO algorithm and the GA algorithm were used to improve the accuracy of the already existing PSO-ANN model. The proposed models were compared to the single PSO-ANN model and the Adam-ANN model. Based on the MAPE and MSE error metrics, both proposed models gave better results than the PSO-ANN and the Adam-ANN models.

The work [47] proposed a short-term WPF model that combined three different statistical methods, the Autoregressive Integrated Moving Average with Exogenous variables (ARIMAX), the Support Vector Regression (SVR) and the Monte-Carlo Simulation (MCS) power curve model. The data used were wind power output data and wind speed data from local NWP. The results of the three models were combined with a weighting algorithm. Based on the results of the three proposed models, the MCS gave the best results in terms of NMAE and RMSE. However, after combining the forecasting results via the weighting algorithm, the ensemble model improved the NMAE and RMSE significantly.

4. Wind Power Probabilistic Forecasting

Deterministic forecasting methods have been the center of attention for the majority of researchers in wind power forecasting over the past years. Improving the accuracy of the results of models that have been used for years has been and is still being researched. Probabilistic forecasting methods are capable of providing users with information about the uncertainty of wind power forecasts. Compared to the point forecasts provided by deterministic methods, probabilistic forecasting gives an interval where the point forecasts are expected to be found [48]. This interval gives a more complete view of the different outcomes of a forecasting procedure. This is why probabilistic forecasting models are being researched more and more over the last years. Probabilistic forecasting can be classified in two different techniques: parametric and non-parametric approaches. Table 2 presents a classification of the approaches used for wind power probabilistic forecasting.
Table 2. Taxonomy of the approaches used for wind power probabilistic forecasting.

| Approach        | Method       | Reference |
|-----------------|--------------|-----------|
| Parametric      | Parametric   | [49–54]   |
|                 | QR           | [55–60]   |
|                 | KDE          | [61–67]   |
|                 | Ensemble     | [68–75]   |
|                 | LUBE         | [76–81]   |
|                 | Bootstrap    | [82–84]   |

4.1. Parametric Approach

A parametric approach is a method where there is a predefined assumption for the shape of the distribution modeled [49]. The most common is Gaussian distribution, which can be described as:

\[
\hat{f}_{t+k|t} = f(p_{t+k}, \mu, \sigma^2)
\]

where \(\mu\) (mean value) is the location parameter and \(\sigma^2\) (variance) is the scale parameter.

The basic advantage of those approaches is that they are quite simple to execute not only concerning data processing but forecasting evaluation as well.

Gaussian and beta distributions are the most common and widely used distributions. However, there are various cases where assuming the shape of the distribution of the output is unreasonable or specific distributions cannot be applied. Furthermore, there are cases where the predictive error distribution changes depending on the time scale of the prediction horizon (very short-term, short-term, mid-term, and long-term) [50]. Consequently, different distributions have been proposed in order to deal with different types of problems. The work [51] proposed the modified generalized logit-normal distribution, which was researched as well in [52]. In [53], it was proposed that wind power output should not be considered a variable following the Gaussian distribution. Instead, it was stated that it should be considered a double-bound variable. In [54], a versatile probability distribution was used for economic dispatch.

4.2. Non-Parametric Approach

In non-parametric approaches, no assumptions of a specific distribution shape are made beforehand [49]. The main advantage of non-parametric forecasting models is the flexibility they offer to the user. The distribution of the output values is estimated directly from the given data. As a result, estimation errors resulting from false assumptions of specific distribution shapes are reduced. However, such methods are more complex as they require larger datasets, making them more difficult not only to process but also to evaluate.

Various non-parametric methods have been researched and proposed for wind power probabilistic forecasting, such as quantile regression (QR), kernel density estimation (KDE), ensemble methods, lower upper bound estimation (LUBE) and Bootstrap resampling.

4.2.1. Quantile Regression Method

The basic idea of quantile regression is the use of quantiles in order to approximate the conditional probability distribution of a random variable. The conditional quantile functions are modeled as functions of explanatory variables, which are independent variables used as input for the model. Such explanatory variables can be information from NWP. Various QR models have been used in WPPF, such as local quantile regression (LQR), direct quantile regression (DQR), quantile regression forest (QRF) and spline quantile regression (SQR).

In [55], the LQR method was used for the predictive quantiles, whose dependence was modeled in the neighborhood of the explanatory variable. The proposed method did not require the assumption of pre-shaped distributions for its forecasts. Furthermore, only historical data were used as input for the quantile prediction. The selection of the best models was achieved via a cross-validation process based on the validation score of each model. The cross-validation process was implemented with ten predictor combinations.
based on three variables: month (LQR climate), wind speed, and wind direction (LQR Hirlam10). In terms of sharpness, the LQR Hirlam10 model had better results. Furthermore, LQR Hirlam10 model provided better uncertainty results of the forecasts for more than 47 h forecasting horizon. However, it was observed that the PIs of both models were wider than desired.

The work [56] proposed a novel DQR method for WPPF that can generate quantiles without the need for statistical inference or the assumption of the distribution of point forecast errors. Furthermore, multi-step 10 min wind power forecasting was researched. The proposed model used ELM and quantile regression in order to manage the non-parametric probabilistic forecasting process in a linear programming problem. The proposed methodology was compared with four forecasting techniques: the persistence model, the Bootstrap-based ELM (BELM)-normal, the BELM-beta, and the RBF NN model. The study focused on multi-step wind power forecasting of wind power, from 10 min to 3 h. For this reason, only historical data were used, but NWP data should be also considered thanks to the adaptation of the ELM in the model. Reliability results showed that the proposed model had a better performance than the other four models used for comparison. Furthermore, comparing the sharpness of the models, the DQR model had a 25% better performance than the persistence model and was about 20% better than the RBF-NN model. Overall, the proposed model had the best skill score and produced the best predictive quantiles. Furthermore, thanks to the ELM, it provided good results in a computational time of 63.89 s.

In [57], linear QR was combined with spline bases to generate the predictive quantiles, specifically the 25% and 75% ones, of the forecasting error. The use of spline bases in some of the explanatory variables aimed to make the model more flexible. However, a few quantile crossings occurred. The use of different quantile regression methods was proposed for future development.

In [58], linear QR modeled by B-splines was used in order to obtain the quantiles. The research, first proposed a hybrid Wavelet Transform-based (WT) Fuzzy-ARTMAP (FA) model, optimized by the Firefly (FF) algorithm, for deterministic forecasting. The SVM classifier was also used in order to reduce the forecast error. Afterwards, it investigated the efficiency of the proposed hybrid deterministic WT-FA-FF-SVM model in a probabilistic sense. For this, the spline-QR method was used. Forecasts from the proposed deterministic model and a Backpropagation NN (BPNN) model were used for the spline-QR method in order to compare and evaluate the proposed model. Based on the results, in the majority of the quantiles, the QR estimator of the proposed model provided better results than the QR estimator of the BPNN model. However, from the sharpness’s perspective, the QR forecasts of the BPNN model were sharper than the ones from the proposed model. The proposed model had a generally better skill score than the BPNN model. Therefore, it was concluded that the whole model could be efficient for deterministic as well as probabilistic forecasting.

The work [59] compared several QR models: the SQR model, the QRF model and a simple linear QR model that was used as a reference model. A KDE approach was also used. Next, the spot forecast of the models was evaluated. By considering the mean value of the distributions, the quantiles were converted to spot forecast values. Based on the nominal mean absolute error (NMAE) results, all the models outperformed the persistence model as well as the linear QR model. Concerning the sharpness of the models, for a PINC of 10–50% it was observed that all the models were equally sharp. However, for nominal coverage greater than 50%, it was shown that the linear QR model gave wider PIs and therefore worse results, while the SQR model gave the most accurate PIs.

The work [60] introduced a novel joint quantile regression (JQR) model in vector-valued reproducing kernel Hilbert spaces for wind power forecasting. The solution of the proposed model was given by using the primal-dual coordinate descent technique. Furthermore, in order to further optimize the results, the multi-objective salp swarm algorithm (MSSA) was used. The proposed JQR-MSSA model was compared to various different models in two different experiments: a one-step-ahead forecasting and a multi-step-ahead
forecasting. Based on the comparative results of the experiments, the proposed model had an overall better capability; however, it lacked reliability. Moreover, the proposed model showed better generalization than the other benchmark models.

4.2.2. Kernel Density Estimation

Kernel density estimation is a common method in non-parametric approaches that helps estimate the probability density function (PDF) of a random variable. As a non-parametric approach, it can directly estimate the density of a random variable without the need to assume a specific distribution in advance. The basic function of the KDE method is that, at every data point of a given variable, a kernel function is placed in order to underline its contribution and importance to the probabilistic density. Then, the sum of the kernel functions into a smooth curve allows the final estimation of kernel density [61,62].

The kernel density estimator is described as:

$$\hat{f}_h(x) = \frac{1}{nh} \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right)$$ (15)

where $K$ is the kernel function, $h$ is the smoothing parameter (bandwidth), $x_i$ is the sample point and $n$ is the number of sample points.

One of the problems in KDE models is selecting the right kernel function. To avoid boundary effects of wind power PDF, it is important to use the right kernel function according to the type of the random variable used [63,64]. The works [65,66] proposed four types of kernel functions according to different input variables in WPPF. Another important problem that could arise in KDE models is the selection of the proper bandwidth, as it could affect the accuracy of the model. The selection of the bandwidth of the kernels is carried out by plug-in bandwidth methods [67].

4.2.3. Ensemble Methods

A weather ensemble forecast is used for the estimation of the probability distribution of the estimated random variables of a weather quantity. It includes multiple NWP models that are based on different estimates of the initial atmospheric conditions [68]. Ensemble methods are defined by their diversity [69]. Furthermore, defining the wind power curve to be followed and the PDFs of the wind power output are two basic aspects needed to process an ensemble prediction model and increase its accuracy.

In [70], a non-linear and non-stationary wind power curve was modeled using the local polynomial regression. The selected power curve was used to convert ensemble forecasts of meteorological variables to wind power. Afterwards, an adaptive kernel dressing (AKD) method was used to convert the wind power ensemble forecasts to predictive distributions. That way, the reliability of the uncertainty information derived from the ensemble forecasts increased. Furthermore, compared to the ideal benchmark of climatology probabilistic forecasts and raw ensemble forecasts, the proposed model showed significantly better reliability for look-ahead times of 12 and 24 h.

In [71], Bayesian model averaging (BMA) was introduced to produce PDFs from forecast ensembles. The BMA models the component distribution for an ensemble member as a gamma distribution. As a result, the produced PDF was a combination of those distributions. The proposed method’s PDF showed better calibration than the ensemble models. Moreover, the BMA model gave better results of continuous ranked probability score (CRPS) and $MAE$ values than the ensemble model and the climatology model as well as a coverage percentage of 78.9%.

In [72], adaptive resampling was used in order to avoid the assumption of a specifically shaped error distribution. The model used a fuzzy inference model in order to get conditional PIs after combining empirical error distributions. Forecasts from three different statistical methods were used (referred as M1, M2 and M3). Point forecasts from M1, M2, and M3 were used as the input to the adaptive resampling model for the predictive distributions, while forecasts from M2 were used as the input to the QR model for comparison.
While evaluating the methods reliability, it was observed that for a PINC of less than 50%, quantiles tended to be overestimated, while for a PINC of more than 50%, they tended to be underestimated. Furthermore, it was observed that the adaptive resampling model had a similar level of reliability with the QR model. Concerning the sharpness, M1 data led to better early look-ahead time forecasts, while M2 data led to better later look-ahead ones. Moreover, between the adaptive resampling and the QR models, there were insignificant differences. Furthermore, it was observed that the skill score of the proposed adaptive resampling methodology could differ if other characteristics were to be taken into account, like wind farm data, terrain characteristics, onshore or offshore conditions.

The work [73] proposed a hybrid model using wavelet transform and convolutional neural networks (CNNs) for WPPF. The wavelet transform was firstly used to decompose the wind power data into different frequencies. Afterwards, the new data of each frequency was used in a back-propagation CNN in order to get the forecast. What defines the CNN is that there are no connections between neurons of the same layer. Furthermore, the weight sharing technique is used between neurons of different layers. Then, wavelet reconstruction is used to produce the final prediction. To evaluate the model, ACE and interval sharpness (IS) metrics were used. The model was compared to the persistence model, the BP-QR model and the SVM-QR model. The results showed that the proposed model gave the best results concerning the one-hour ahead forecasting, while it also provided a high confidence level. Furthermore, for bigger forecasting horizons, for up to eight hours, the proposed model outperformed the other methods. The overall accuracy of the model showed potential in being used in energy systems.

In [74], a multi-distribution ensemble (MDE) model was developed, with competitive and cooperative strategies. Three different predictive distributions were used as ensemble members. Compared to state-of-the-art ensemble models and single-distribution models, both competitive and cooperative MDE models gave better results, concerning the sharpness and reliability. Based on the comparisons for different look-ahead time horizons, the MDE cooperative model had better performance in one-hour-ahead forecasts, while the MDE competitive model performed better in two-to-six-hours-ahead and 24-h-ahead.

The work [75] proposed a novel methodology for WPPF based on data processing and ensemble NWPs. The methodology consists of data preprocessing, the adaptive-network-based fuzzy inference system (ANFIS) model with fuzzy c-means (FCM) clustering technique, and a postprocessing procedure of the prediction intervals via LUBE. The main focus was proving the importance of the data preprocessing and postprocessing of the forecasting process. The proposed model was compared to the persistence model with data preprocessing and PI postprocessing and the ANFIS model without data preprocessing and PI postprocessing. Based on the evaluation metrics of PICP, PINAW and CWC, the proposed model managed to outperform the other models, proving that data processing and model structure are of core importance.

4.2.4. Lower Upper Bound Estimation

The LUBE method is based on the use of artificial intelligence, for example a feed-forward neural network with two outputs. Those outputs can be directly used in order to construct prediction intervals as they are the lower and upper bounds of the PI [76]. One of the main advantages of this method is the direct construction of the PI. While other methods usually calculate the PI after the estimation of the point forecasts, the LUBE method simplifies this procedure by directly constructing the PI in one step. As a result, the whole process becomes simpler and faster, thus reducing computational cost. To improve the stability of the NNs being used in LUBE models, different optimization methods have been introduced.

In [77], NNs were used for the LUBE method to estimate PIs, while for the optimization process a particle swarm optimization (PSO) was used. The primary multi-objective optimization problem of the study was solved as a constrained single objective problem. The PSO helped in training the NNs by optimizing the weights of the connections of the
neurons. After the completion of the NNs training process, the LUBE method was used to construct the PIs of the forecast. According to the results, the PIs derived from the LUBE method were able to cover a big percentage of the test data, therefore not only were they valid, but they were also significantly efficient. Furthermore, when compared to conventional benchmark models, e.g., the ARIMA model, the proposed model provided more accurate PIs and better forecasting results.

The work [78] used NNs for the LUBE method and a modified bat algorithm (MBA) in order to optimize the fuzzy-based cost function. Two case studies were researched. Fifty NNs were trained and the best ten were selected to give the best ten PIs. The proposed MBA optimized model was compared to the original BA and the PSO optimized ones in order to be properly evaluated. For the first case study, based on the PICP and PINAW metrics, the proposed model gave better results, while increasing the sharpness of the model without lacking in calibration. Furthermore, out of the ten NNs, nine had a PICP greater than 90% and thus satisfy an over 90% confidence interval. As for the second case study, the same process was followed, and accurate results were obtained, using the PICP and PINAW metrics.

In [79], the CWC function was used to train the NNs and the charged search system (CSS) optimization algorithm helped minimize the CWC by adjusting the weights and bias of the connections of the neurons. The proposed model was applied to three different wind farms. Compared to the persistence model, the LUBE model had better values of PICP, PINAW and CWC for confidence levels from 50% to 90%.

More LUBE-based research can be found in [80,81].

4.2.5. Bootstrap

The idea of the bootstrap method is to build a sampling distribution of residuals through resampling the original data [82]. There are different variations of the bootstrap method, like standard residuals bootstrap, wild residuals bootstrap and pairs bootstrap. An advantage of the bootstrap method is the accuracy and the construction of PIs. On the other hand, this accuracy comes at a high computational cost as traditionally used NNs cannot exceed existing technological limitations in order to make the process faster.

The work [83] generated bootstrap pairs through resampling the original data and used the resampled database to estimate the extreme learning machine (ELM). The study examined different types of bootstrap methods in order to find the best one to perform the ELM forecasts. To achieve that, two important reliability measures were used to evaluate the results of the different bootstrap methods: the PINC and the PICP. The closer the PICP is to its corresponding PINC, the more accurate is the PI. The pair bootstrap method managed to outperform standard residuals bootstrap as well as wild bootstrap. Thus, the ELM forecasting process was based on the pair bootstrap method. The proposed BELM model was compared to the persistence model, the climatology model and the Exponential Smoothing Method (ESM). Furthermore, the BELM model was executed using the Beta distribution in order to model the forecasting errors. As was seen in the results, the proposed model, based on the PICP measure, gave better results in all four seasons. Furthermore, in the overall skill score, the proposed BELM model managed to surpass the other benchmark models and the ESM model.

The work [84] used feedforward NN models for wind power forecasting and afterwards developed a moving block bootstrap (MBB) model as well as a LUBE one to quantify the uncertainty of the forecasts. Based on the PICP results, both methods gave valid PIs. Furthermore, it was found that for a forecasting horizon of five to fifteen minutes, MBB model was more accurate. However, for a forecasting horizon up to thirty minutes, LUBE was more efficient. Another important aspect observed, was the effect different levels of uncertainty data had on the PIs. The unstable conditions in wind farms could result in giving narrower or wider PIs and therefore giving better or worse results, respectively.
5. Recent Wind Power Forecasting Methodologies

With the advances in technology and computer capabilities, new methodologies are being used in order to improve the accuracy of the forecasting models. Such methodologies include deep learning, reinforcement learning, as well as improvement in spatio-temporal forecasting.

The work [85] proposed a hybrid model with three different neural networks for the predictions. A reinforcement method based on ensemble learning was used to improve the model’s accuracy as well as the deep networks’ efficiency. When compared to various models and state-of-the-art methodologies, the proposed model managed to outperform the other methods, thanks to the combination of the Empirical Wavelet Transform decomposition (EWT), the ensemble learning method, and deep networks.

The work [86] proposed Markov-chain-based stochastic models for short-term distributional forecasts and wind farm generation forecasts. The distributional forecast could be further used in problems of unit commitment and economic dispatch in order to transform them into problems studied under a Markov-chain-based stochastic framework. It was also observed that the spatial dynamics of a single wind farm could differ significantly. Concerning the distributional forecasts, the proposed model managed to outperform two different high-order autoregressive (AR) models. As for the point forecasts, the proposed model managed to outperform both AR models, as well as the persistence model. However, it was observed that for the proposed model’s accuracy to increase, the model itself had to become more complex.

In [87], a bi-level CNN model was used in order to improve the accuracy of wind power forecasts, thanks to the CNN’s deep feature extraction capabilities. The methodology used also combined Variational Mode Decomposition (VMD) and Phase Space Reconstruction (PSR) for data preprocessing and PSO algorithm for the final optimization. The proposed model was compared to the persistence method, a single CNN model and a VPCB (VMD+PSR+CNN+BPNN) model and managed to outperform them in deterministic (based on NMAE, NRMSE and MAPE metrics) as well as in probabilistic forecasting (based on PINAW measure).

In [88], a Compressive Spatio-Temporal (CST) method was proposed for wind power forecasting along with WT in order to improve the model’s performance. The main focus was deterministic wind speed forecasting results, especially for longer prediction horizons. However, it was noted that the model could be also used for wind power deterministic and probabilistic forecasting.

In the work [89], a deep mixture network was designed in order to directly construct PDFs from data. CNN and gated recurrent unit (GRU) were also used in order to learn spatio-temporal features of high volatility wind speed time series. The proposed model was tested for two different datasets. In both data sets, the proposed model managed to outperform several mixture models in terms of performance. Based on the continuously ranked probability score (CRPS) and cross-entropy (CE) metrics, the proposed model gave better results, concerning its sharpness, accuracy and reliability.

In the work [90], a novel WPPF artificial intelligence model is proposed, where spiking neural networks (SNN) along with group search optimizer (GSO) are used. The SNN is used for the training of the wind power data and the GSO was implemented to optimize the parameters of the SNN. The proposed methodology was compared to other benchmark models (BPNN, SVM, ELM). Based on the evaluation metrics (ACE, IS), the proposed methodology had an overall higher performance and accuracy. Moreover, the probability coverage of the proposed method improved by 72.0%, 54.9% and 51.3% when compared to the BPNN, SVM and ELM, respectively. Furthermore, the computational cost is sufficiently low, where the SNN was able to train 30,000 samples in less than 3 s.

In the work [91], a novel multi-model combination (MMC) method was proposed that combined different forecasting models. A two-step optimization methodology based on the expectation maximizing (EM) algorithm was used to estimate weights of member models. In terms of reliability, the proposed MMC model with further optimization (FO)
outperformed the other state-of-the-art models it was compared to. Furthermore, in order to estimate the comprehensive performance according to the CPRS metric, the proposed MMC+EM+FO model showed improved calibration compared to other models. As a result, the proposed model was tested in different wind farms and was proposed to be used for real-time system operation problems.

The work [92] proposed a deep learning model for wind power forecasting. The model consisted of two different SVMs which had their own specific loss function. Each SVM model was used in a way that it improved its position according to the reaction of the other one. While the first support vector tried to “deceive” the second one, the second support vector aimed to improve its training process in order to avoid wrong decisions. Moreover, a modified flower pollination (MFP) algorithm was developed to optimize and adjust the parameters of the support vectors. The LUBE model was used to acquire the PIs. The proposed model using the MFP algorithm was compared to other benchmark optimizers, such as the PSO and the GA via the Confidence Level Index (CLI) and the Average Bandwidth Index (ABI) metrics. To improve both metrics, a fuzzy min-max solution was used were the objectives were to maximize the CLI and minimize the ABI. Based on the results, the proposed MFP model outperformed the PSO and GA ones, as it gave the best solution for the CLI and ABI metrics, with values of 94.76356 and 29.86350, respectively, while the respective values for the PSO were 86.03972 and 34.03482, and for the GA they were 91.16583 and 31.11378.

In [93], an Improved Deep Mixture Density Network (IDMDN) was proposed in order to process the wind power probabilistic forecasting of multiple wind farms. A beta kernel function was also used in order to avoid the density leakage problem. Due to its end-to-end architecture, the proposed model was data-adaptive and could extend to other regions. The proposed model was used for both deterministic and probabilistic forecasting. Concerning the deterministic forecasts, the model was used for forecasting in seven different wind farms. Based on the NRMSE error metric, when compared to various different models, the proposed model outperformed the others in five of the seven wind farms, while based on the NMAE error metric, it outperformed the other models in four of the seven wind farms. Concerning the deterministic forecasts, the $ACE$, $PINAW$, $IS$ and $CRPS$ metrics were used for the comparison. The model was compared to the Deep Belief Network (DBN), the LSTM network and the Gradient Boosting Machine (GBM) models. In terms of the $ACE$, $PINAW$ and $CRPS$ metrics, the proposed IDMDN model gave better results, while in terms of the $IS$ metric, the GBM model was slightly better.

The work [94] proposed a Time Warping Invariant Echo State Network (TWIESN) based on an advanced reservoir computing framework for the WPF process. Furthermore, a Multi-Objective Grey Enhanced Wolf Algorithm (MOEGWA) was developed for the optimization in order to improve the stability and accuracy of the model. Moreover, regressive ReliefF (RReliefF) algorithm along with the Granger Causal Relation Test (GCRT) were developed in order to estimate and select the most appropriate candidates for TWIESN from original input features. The proposed model was a RReliefF-GCRT-MOEGWA-TWIESN model, and it was used for deterministic and probabilistic forecasting results. Considering the deterministic forecasting, the proposed model was compared to various benchmark models which, in terms of $MAE$, $MAE$, $RMSE$, $N MSE$ error metrics managed to outperform. Considering the probabilistic forecasting, the proposed model was constructed using the Gaussian distribution and the T location-scale (TLS) distribution. The proposed methodology was considered the one with the TLS distribution. When compared to the Gaussian distribution as well as the quantile regression (QR), for different PINCs, based on $PICP$, $PINAW$, $AWD$ and $ACE$ metrics, the proposed methodology outperformed both the QR and the Gaussian distribution.

6. Advantages of Using Deterministic and Probabilistic Forecasting Methods

Both deterministic and probabilistic methods have been researched in the last decades in order to improve the accuracy of wind power forecasting models. As can be seen in
Figure 1, numerous methodologies have been developed and applied through the years in order to improve the predictive results of wind power forecasting. Each method has its own advantages when being used; therefore, it is important to consider those advantages depending on the area that is being researched.

The deterministic models have the following advantages:

- Probably the most important advantage of deterministic forecasts is the fact that they have been and are still used in the electricity markets all over the world. With the renewable energy being used more and more in the energy systems, the need for accurate and specific predictions is highly important, not only for the stability of power system, but also for trading electricity.
- Since they play a crucial role in electricity markets, deterministic models have been thoroughly researched over the years. Compared to probabilistic forecasting models, which are still at an early stage of research, researchers have been developing deterministic models in recent decades in order to optimize them and increase their accuracy.
- Another important advantage of deterministic forecasts is their simplicity compared to probabilistic forecasts. Not only are they faster to use and reproduce, but are also much easier to comprehend and evaluate. Simple error metrics are used to evaluate and compare deterministic forecasting methods, such as MAE, MAPE, MSE, and RMSE.

The probabilistic models have the following advantages:

- The basic advantage of such models is the estimation of the uncertainty of the forecasted values. Unlike deterministic forecasts that give single valued outputs, probabilistic models offer an interval where various possible values for a specific time are given. As a result, they offer a wider view of the possible outcomes of the model researched.
- Probabilistic forecasts could also play an important role in energy markets in the future. Given the fact that the user not only knows a single value at a certain point in time but also knows possible higher or lower values as well, probabilistic forecasts could be used effectively in decision-making considering the uncertainty of future conditions.

7. Contributions of the Reviewed Works

The core contributions of the reviewed works to indeterministic and probabilistic forecasting are provided in Tables 3 and 4, respectively, in chronological order.
Table 3. Contribution of the reviewed works in wind power deterministic forecasting.

| Reference | Published      | Contribution                                                                                                                                 |
|-----------|----------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| [34]      | May 2004       | SVM was introduced for wind speed forecasting in order to examine its predictive abilities, compared to other NN models.                      |
| [30]      | January 2009   | A comparison between four different ANN models for short-term wind speed forecasting was the main focus. Furthermore, selecting the appropriate parameters for the most suitable ANN model was also investigated. |
| [25]      | May 2009       | The suitability of f-ARIMA models towards obtaining more accurate next hour wind speed forecasts is explored, due to their ability to include long range correlations. |
| [31]      | November 2009  | An ANN model is proposed for short-term wind power forecasting in order to achieve high accuracy with low computational cost.                  |
| [29]      | July 2010      | Three different types of NNs (FFBP, RBF and ADALINE) were used to investigate the behavior of different NNs while using multiple datasets and evaluation criteria. |
| [32]      | October 2010   | A Neuro-fuzzy NN was proposed in order to create a powerful forecasting algorithm that could be integrated in an on-line wind power forecasting system. |
| [43]      | December 2010  | Hybrid models based on ARIMA and ANN models were developed to forecast wind speed and wind power with increased accuracy.                     |
| [35]      | March 2011     | An SVM-based model was proposed for short-term wind power forecasting.                                                                        |
| [40]      | April 2011     | A novel, hybrid model based on NN in combination with WT for short-term wind power forecasting was proposed, and its superiority in accuracy and computational cost over conventional forecasting models is shown. |
| [19]      | October 2011   | The ARMA model along with the wavelet transform was used to enhance the accuracy of wind speed forecasts in order to reduce the negative effect of wind power to the power grid and supply system. |
| [37]      | May 2012       | SVM models along with the wavelet transform were proposed in order to optimize the SVM model and improve its accuracy and computational cost.    |
| [41]      | June 2012      | The applicability of hybrid forecasting methodology for wind time series was investigated, in order to examine the hybrid models’ superiority over conventional forecasting models for wind speed and wind power forecasting. |
| [24]      | July 2012      | An ARIMA-ARCH model was proposed in order to improve the accuracy of the ARMA methodology, taking into account the heteroscedasticity between the fluctuation of wind speed and the characteristics of the change of wind speed. |
| [19]      | December 2012  | A comparison between two conventional statistical models, the ARMA model and the ANN, was researched, in order to evaluate their performance and applicability in wind forecasting. |
| [21]      | June 2013      | To improve the ARMA model’s accuracy over the time, a combined ARMA-ARCH methodology was used for ultra-short-term forecasting.               |
| [22]      | November 2013  | The work investigated the efficiency of statistical time-series models in improving the accuracy of short-term forecasts.                      |
| [38]      | February 2014  | A WT-SVM model was proposed and optimized by GA in order to further improve the efficiency and accuracy of the SVM model.                    |
| [42]      | November 2015  | A hybrid EMD-SVM forecasting model was proposed, which improved the accuracy of the forecasts as well as reduced the non-stationary characteristics of the wind data on the predictive results. |
| [39]      | January 2020   | A hybrid IDA-SVM model was proposed for short-term wind power forecasting. The systematic analysis with datasets in different seasons showed the increased accuracy of the proposed model. |
| [44]      | February 2020  | A BaNN-based hybrid model was proposed for the forecasting process. A filtering and grouping model was also developed based on improved k-means for wind signal prediction. |
Table 3. Cont.

| Reference | Published    | Contribution                                                                                                                                                                                                 |
|-----------|--------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| [47]      | March 2020   | Different statistical models were proposed and combined for short-term wind power forecasting, including ARIMAX, SVR and MCS power curve models. Via a spatial process, wind speed data from local NWP are adjusted for a specific wind farm and are further used as input for the forecasting process. |
| [46]      | June 2020    | A double optimization approach was proposed based on NNs, PSO and GA. Based on these approaches, a WPF model was proposed, using data from a real power plant.                                                          |
| [33]      | July 2020    | The proposed model used VMD to preprocess and decompose the wind power series. The ConvLSTM was used as the predictor engine in order to remove the noise and extract the spatio-temporal information of the sub-series.        |
| [45]      | September 2020| A wind power forecasting model based on WD-LSTM and normalization was proposed to improve the prediction’s accuracy. Furthermore, the normalization and optimization of the input data further improved the predictive accuracy and the model’s convergence speed. |

Table 4. Contribution of the reviewed works in wind power probabilistic forecasting.

| Reference | Published    | Contribution                                                                                                                                                                                                 |
|-----------|--------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| [53]      | January 2002 | A phenomenological model was tested for the expected distribution of the forecast errors, in order to fully use the output of wind power forecasts. The application of an ANN was used to achieve bias free forecasts with reduced standard deviation. |
| [55]      | March 2004   | A LQR model was used to specify the quantiles of the probability distribution of energy production in order to optimize the income function of the producer in energy markets.                                      |
| [57]      | December 2005| Linear quantile regression together with spline bases were proposed to provide quantiles of the forecast error, using only predictable explanatory variables and indices.                                    |
| [59]      | March 2008   | A classification of different modeling approaches for probabilistic forecasting was proposed, in order to estimate the most efficient practices for using the available information for accurate on-line uncertainty estimation. |
| [70]      | March 2009   | Focus was given to the methodology needed to converse meteorological variables to power generation data. Furthermore, the recalibration of the wind power ensembles to obtain accurate predictive densities was also studied. |
| [71]      | March 2010   | Bayesian model averaging, a statistical ensemble postprocessing method that creates calibrated predictive probability density functions, was used to provide calibrated and sharp probabilistic forecasts.                  |
| [72]      | April 2010   | Adaptive resampling approach was proposed in order to provide conditional interval forecasts, in order to successfully complement point forecasts with PIs and to avoid using a pre-assumed shape of the forecast error distribution. |
| [65]      | June 2012    | A novel, robust, and time adaptive kernel density forecast algorithm was introduced in wind power forecasting. Apart from being a fully time adaptive model, it also adopted distinct kernels for different types of variables. |
| [51]      | August 2012  | A generalized logit-normal distribution was introduced to deal with the non-linearity of wind power generation in wind power forecasting, as an efficient alternative of the conventional normal and beta distributions. |
| [84]      | January 2013 | The application of two approaches for construction of PIs for wind farm power generation was proposed, in order to prove their efficiency in giving valid PIs, evading expensive forecasting tools. |
| [54]      | March 2013   | The versatile probability distribution model was firstly formulated and its mathematical properties were presented. The model’s accuracy in solving a typical economic dispatch problem was analyzed. |
| [80]      | September 2013| An enhanced version of the nonparametric LUBE method was proposed, using multiple NN models to create PIs and then combining those PIs to obtain more reliable and informative PIs. |
| Reference | Published     | Contribution                                                                                                                                                                                                                                                                                                                                 |
|-----------|---------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| [81]      | November 2013 | A hybrid intelligent algorithm based on interval forecasting approach was developed to produce prediction intervals based on the extreme learning machine and particle swarm optimization, in order to obtain optimal PIs without prior knowledge, statistical inference, or distribution assumption. |
| [83]      | November 2013 | A new bootstrap-based ELM probabilistic wind power forecasting approach was proposed, considering the heteroscedasticity of wind power time series. The accuracy and speed of the model was also researched using only historical data.                                                |
| [52]      | December 2013 | A methodology was introduced and evaluated that allowed issuing probabilistic wind power forecasts optimally accounting for geographically dispersed information. The main focus was on time-adaptivity in order to reduce the computational cost.                                       |
| [86]      | January 2014  | A spatio-temporal analysis framework was proposed that analyzed the dynamics of wind generation by quantifying the statistical distribution and the level crossing rate. Wind power was modeled as a Markov chain and as a result the problem could be studied by Markovian state-space approaches. |
| [77]      | February 2014 | A new problem formulation was proposed to create PIs. Furthermore, a new PI width evaluation index, suitable for training NN models, was used. A PSO-based LUBE method was implemented to increase the searching capability of the proposed methodology.                |
| [58]      | July 2014     | An accurate, efficient, and robust deterministic wind power forecasting model was developed, using a combination of a data filtering approach based on WT and a soft computing model based on FA network. Moreover, SQR was used to evaluate the effectiveness of the proposed deterministic model in a probabilistic sense. |
| [78]      | January 2016  | A new fuzzy-based cost function was introduced to satisfy both PICP and PINAW criteria. BA was used for the first time to provide a solution for finding optimal lower and upper bounds of PIs.                                      |
| [88]      | March 2016    | An algorithm to determine the contribution of each meteorological station on the next forecasts was proposed. It was proved that combining WT with the proposed spatio-temporal method improved the forecasting model’s accuracy.                                                      |
| [73]      | February 2017 | CNN was introduced to comprehensively extract the deep invariant structures and hidden high-level nonlinear features of any wind power frequency. A hybrid approach based on WT, CNN, and ensemble technique is proposed for the quantification of the wind power uncertainties. |
| [56]      | July 2017     | A novel direct quantile regression approach was proposed for probabilistic forecasting using ELM and QR without prior knowledge, statistical inference, or distribution assumption.                                                                               |
| [90]      | February 2018 | A WPPF model was proposed based on SNN and LUBE, which did not require any prior knowledge or distribution assumption. Furthermore, a new PI optimization model was proposed based on the CPRS. The GSO was also implemented to solve the PI optimization model. |
| [91]      | May 2018      | A novel MMC approach was proposed along with a two-step optimization framework. The comprehensive probabilistic combination model was applied for WPF. Evaluation in calibration and sharpness was presented in ten different farms.                                                              |
| [79]      | December 2018 | The work combined local NWP with wind power generation data to achieve accurate wind power forecasts. Dimension reduction method was used to reduce the computational complexity. A complete hybrid CSS-LUBE model for probabilistic forecasting was developed that could simultaneously process both the historical and NWP data with low computational cost. |
| [87]      | April 2019    | A forecasting model based on CNN and PSO was proposed. The wind data was preprocessed with VMD and PSR to give better suited data for CNN.                                                                                                                                                                                                         |
| [60]      | December 2019 | A joint QR model was proposed for the WPPF, which reduced the effect of the outlying observations and the occurrence of quantile curve crossings. Several conditional quantiles could be directly estimated. The MSSA algorithm was used for the optimization.                                                                 |
Table 4. Cont.

| Reference | Published       | Contribution                                                                                     |
|-----------|-----------------|--------------------------------------------------------------------------------------------------|
| [94]      | January 2020    | An advanced reservoir computing model, TWIESN, was introduced for deterministic and probabilistic WPF. Moreover, a hybrid selection strategy based on RRelief algorithm and GCRT was selected for the system input. |
| [85]      | May 2020        | The EWT method was used to preprocess wind speed time series. Deep NNs were used for the prediction process. The reinforcement learning algorithm was used to integrate three kinds of deep NNs. |
| [89]      | July 2020       | A deep mixture density network (MDN) model was designed to provide statistical information in form of PDFs for look-ahead times. A deep network consisting of CNN and GRU was proposed. The reformulation of the MDN could directly construct predictive PDFs, thus gaining in computational cost. |
| [93]      | July 2020       | An IDMDN model was proposed for wind power probabilistic forecasting in order to further improve the prediction results of conventional MDN and deep WPF models. |
| [75]      | In press        | A state-of-the-art methodology on hour-ahead WPPF was developed, that considered the effective preprocessing and postprocessing of the PI. NWP data were combined with measured wind speed data to improve the accuracy of the forecasts. The postprocessing of the PI was implemented to stabilize the forecasting model. |
| [92]      | In press        | A novel support vector machine model was introduced to improve the learning process of the wind farm active power. Furthermore, a novel FP algorithm was proposed in order to adjust the parameters of the support vectors. |

8. Comparative Results of Reviewed Works

The comparative results of the reviewed works in deterministic and probabilistic forecasting are provided in Tables 5 and 6, respectively.

Table 5. Comparative results of the deterministic forecasting models.

| Reference | Proposed Model | Compared Models | Parameters of Evaluation | Best Model |
|-----------|----------------|-----------------|--------------------------|------------|
| [20]      | ARMA           | ANN, Persistence| MAE, RMSE, MRE           | ARMA had better performance than both ANN and Persistence |
| [21]      | ARMA-Pattern Matching | ARMA | Real data, Relative tolerance | For 0–1 h forecasting horizon single ARMA had higher accuracy. For 1-6 hour ARMA-Pattern Matching was better |
| [22]      | Various ARMA models | Persistence | RMSE | All ARMA models surpassed the persistence model |
| [24]      | ARIMA-ARCH     | Single-ARIMA    | MRE                       | ARIMA-ARCH was better with MRE = 11.2% over 17.4% of the single-ARIMA |
| [25]      | f-ARIMA        | Persistence, Single-ARIMA | DME, $\sigma^2$, $\sqrt{FSME}$ | f-ARIMA was overall better than single-ARIMA. Persistence was better for low wind speed excursions, while for higher ones f-ARIMA and ARIMA gave better results |
| [29]      | FFBP, RBF, ADALINE | FFBP, RBF, ADALINE | MAE, MAPE, RMSE | For case 1, based on MAE and RMSE, FFBP was better; based on MAPE, ADALINE had better performance. In case 2, RBF surpassed the other two models. |
### Table 5. Cont.

| Reference | Proposed Model                  | Compared Models                                                                 | Parameters of Evaluation | Best Model                                                                                                                                 |
|-----------|----------------------------------|---------------------------------------------------------------------------------|--------------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| [30]      | Various ANN models               | ANNI (3 layers, 3 input, 3 hidden layers, 1output)                              | MAE, MSE                 | ANN 4(2 layers, 2 input, 1 output) was the best model with a MAE of 0.0399 and MSE of 0.0016                                             |
|           |                                  | ANNII (3 layers, 3 input, 2 hidden layers, 1output)                            |                          |                                                                                                                                           |
|           |                                  | ANNIII (2 layers, 3 input, 1output)                                            |                          |                                                                                                                                           |
|           |                                  | NNI (2 layers, 2 input, 1output)                                               |                          |                                                                                                                                           |
| [31]      | ANN                              | Persistence                                                                     | MAPE                     | ANI model was better with a MAPE of 7.26% over 19.05% of the persistence model                                                          |
| [37]      | WT-SVM                           | RBF-SVM                                                                         | MRE, RMSE                | WT-SVM outperformed RBF-SVM                                                                                                              |
| [38]      | WT-SVM-GA                        | Persistence, SVM-GA                                                             | MAE, MAPE                | WT-SVM-GA outperformed the SVM-GA and persistence model                                                                                  |
| [35]      | SVM                              | RBF-NN, Persistence                                                             | MAE, MAPE, Skill         | For both very short-term and short-term forecasting SVM model had the best results                                                        |
| [39]      | IDA-SVM                          | DA-SVM, GA-SVM, Grid-SVM, BPNN, GPR                                           | NRMSE, NMAE, MAPE, $R^2$ | The proposed model outperformed all the other models                                                                                     |
| [40]      | WT-NN                            | Persistence, ARIMA, ANN                                                        | MAPE                     | WT-NN outperformed the rest of the models with a MAPE of 6.97%                                                                           |
| [41]      | ARIMA-ANN, ARIMA-SVM             | ARIMA, ANN, SVM                                                                 | MAE, RMSE                | Based on MAE, for 1-step forecasting horizon, the ARIMA-ANN had the best results, while for 3-step to 9-step, the ANN and SVM models were better. Based on the RMSE, for 1-step and 7-step forecasting horizon, the best model was ARIMA-ANN, while for the rest, ANN and SVM had the best results |
| [42]      | EMD-SVM                          | SVM                                                                             | RMS                      | EMD-SVM had the best results with an RMS value of 15.63% while the SVM had 35.40%                                                        |
| [43]      | ARIMA-ANN                        | ARIMA, ANN                                                                      | ME, MAE, MSE             | The ARIMA-ANN surpassed all the other models                                                                                              |
| [45]      | WD-LSTM                          | BMA-EL, MRMLE-AMS, SVR-IDA                                                     | MAPE                     | The proposed model had a significantly improved MAPE value                                                                                |
| [46]      | PSO-PSO-ANN, GA-PSO-ANN          | PSO-ANN, Adam-ANN                                                              | MSE, MAPE                | Both models managed to outperform the PSO-ANN and the Adam-ANN models                                                                    |
Table 6. Comparative results of the probabilistic forecasting models.

| Reference | Proposed Model | Compared Models | Parameters of Evaluation | Best Model |
|-----------|----------------|-----------------|--------------------------|------------|
| [55]      | LQR Hirlam10, LQR climate | LQR Hirlam10, LQR climate | Sharpness | LQR Hirlam10 had better results from the LQR climate as it gave narrower PIs. |
| [56]      | DQR            | Persistence, BELM-normal, BELM-Beta, RBFNN | Reliability, Sharpness | Based on reliability, DQR had an APD of less than 2%. As for sharpness, DQR was 25% better than persistence model and 20% better than the RBFNN |
| [58]      | Spline-QR-WT-FA-FF-SVM | Spline-QR-BPNN | Reliability, Sharpness, Skill score | Based on reliability, Spline-QR-WT-FA-FF-SVM had lower deviation overall. According to sharpness, the Spline-QR-BPNN gave better results; however based on the final skill score, the proposed model was overall better, especially for a confidence level of 5–35% |
| [59]      | SQR, QRF, linear-QR, KDE | SQR, QRF, linear-QR, KDE | Reliability, Sharpness | According to reliability, the QRF and KDE models had close performance, better than the rest of the models. Based on sharpness evaluation, for less than 50% confidence level, all models were equal, but for more than 50%, SQR model had the best results, while linear-QR had the worst |
| [70]      | Ensemble forecasts with AKD | Raw ensemble forecasts, ideal values | Reliability, Sharpness | The proposed model showed overall lower deviation and gave narrower PIs |
| [71]      | Ensemble forecasts with BMA | Raw ensemble forecasts, Climatology model | CPRS, MAE | The proposed model outperformed the other two based on CPRS and MAE of the point forecasts of the median values of the PIs |
| [72]      | 3 pointprediction methods (M1, M2, M3) with adaptive resampling | M1, M2, M3 | Reliability, Sharpness | All three models had a deviation of less than 1.5%. Based on sharpness results, for less than 5 h forecasting horizon, M1 model gave the most accurate results, while for more than 5 h, the M2 model was the most accurate |
| [73]      | WT-CNN-Ensemble | Persistence, BR-QR, SVM-QR | ACE, IS, CPRS | The ACE value of the proposed model was improved by 50.84% than the SVM. The IS value was improved by 40.51% than the SVM. As for the CPRS, the proposed method showed the best results in all seasons. |
Table 6. Cont.

| Reference | Proposed Model | Compared Models | Parameters of Evaluation | Best Model |
|-----------|----------------|-----------------|--------------------------|------------|
| [77]      | LUBE-PSO       | ARIMA, ES, naïve| PICP, PINAW, CWC         | Based on CWC, the proposed model had a value of 72.57% while all other models had more than 75%. Furthermore, the LUBE-PSO model had a PINAW value of 72.57% while again the rest of the models were above 75%. As for the PICP, only the ES model, with 92.7% slightly surpassed the proposed model with 91.80% |
| [78]      | LUBE-NN-MBA    | PSO, BA         | PICP, PINAW              | In the first study, the proposed method outperformed the other two models. According to the PICP evaluation, the LUBE-NN-MBA had a value of 93.3%, while the BA model had a 90% and the PSO 83.8%. Based on the PINAW evaluation, the LUBE-NN-MBA had a value of 32.96%, while the BA model had a 33.7% and the PSO 38.22% |
| [79]      | LUBE-CSS       | Persistence     | PICP, PINAW, CWC         | For a confidence level of 50–90%, the proposed model was better than the persistence model |
| [83]      | BELM           | Persistence, Climatology, ESM, BELM-Beta | PICP, ACE | According to ACE evaluation, for 95–99% confidence level the value of the proposed model was less than 1%, surpassing the other models. Based on PICP evaluation, for 90–99% confidence level, the BELM model was better than the compared models |
| [84]      | MBB-NN         | LUBE-NN         | PICP, PINAW, CWC         | Based on the evaluation metrics, for forecasting horizon of less than 10 min, the MBB model gave better results, while for more than 15 min the LUBE model was more accurate |

In Table 5, numerous reviewed works are presented, based on deterministic forecasting models. Each work proposed a specific model for wind power forecasting that was later compared to other benchmark methodologies in order to prove its efficiency. The compared methodologies as well as the parameters of evaluation used for the comparison are also presented in Table 5.

In the work [24], an ARIMA-ARCH model was proposed for short term wind forecasting. The proposed model was compared to a single-ARIMA methodology. The MRE metric was used to compare the two methodologies. The ARIMA-ARCH model had an MRE of 11.2% while the single-ARIMA one had an MRE of 17.4, showing the improvement of the proposed model in the forecasting error.

In the work [25], a fractional-ARIMA (f-ARIMA) model was proposed. The performance of the f-ARIMA model was compared to that of the persistence method and the single-ARIMA method, in terms of the error metrics of the DME, the variance ($\sigma^2$) and...
the square root of the forecast mean square error. Based on the DME, the proposed model had a value of 33.18, while the persistence and the single-ARIMA models had a value of 45.2 and 144.92, respectively. The proposed model was found superior in the other error metrics too.

The work [20] compared the ARMA model with ANN models and the persistence model in three different cases for short-term wind power forecasting. Based on the \( MAE, RMSE \) and \( MRE \) error metrics, the ARMA model outperformed the other models in all three cases. However, it should be noted that the ARMA model shown higher processing time in all three cases.

In [21], an ARMA-Pattern Matching model was proposed for short-term and ultra-short-term wind power forecasting. The proposed model was compared to the traditional ARMA model based on the relative tolerance. According to the results, the traditional ARMA model gives sufficient results for 0–1 h forecasting. However, with the increase in the forecast time (1–6 h), the pattern-matching model gave greatly more accurate results.

The work [22] aimed to investigate the efficiency of various ARMA models in short-term wind forecasting. The different ARMA models were compared to the persistence model in order to prove their forecasting ability. While in their majority, the ARMA models surpassed the persistence model, the ARMA (0, 36) beat the persistence method for eight 10-min periods ahead. More specifically, based on the \( RMSE \) metric, the ARMA (0, 36) had a 16\% \( RMSE \) improvement for one period ahead, an 8\% improvement for three periods ahead and 7.5\% improvement for four periods ahead.

In the work [29], the performance of three different ANN models (FFBP, RBF, ADA-LINE) was researched for 1-h ahead wind forecasting. The three ANNs were tested in two different sites, while the error metrics used for the comparison of the models were the \( MAE, MAPE \) and \( RMSE \). In the first case, in terms of \( MAE \), the ADALINE model outperformed the FFBP and RBF models by 4.8\% and 14.0\%, respectively. In terms of \( MAE \) and \( RMSE \), the FFBP model outperformed the other ANNs with values of 0.951 and 1.254, respectively. In the second case, the RBF model surpassed the other methodologies in all error metrics.

The work [30] investigated the accuracy of different ANN models for short-term wind forecasting. The study used four different ANN configurations, ANN1 (3 layers: 3 input, 3 hidden layers, 1 output), ANN2 (3 layers: 3 input, 2 hidden layers, 1 output), ANN3 (2 layers: 3 input, 1 output) and ANN4 (2 layers: 2 input, 1 output). Based on the error metrics’ results, in terms of \( MSE \), ANN4 had the lowest value with 0.0016 as well as in terms of \( MAE \) with a value of 0.0399.

The work [31] proposed an ANN approach for short-term wind power forecasting. The proposed methodology was compared to the persistence model, using the \( MAPE \) metric as the error metric. The average \( MAPE \) value of the proposed model was 7.26\% while the average value of the persistence model was 19.05\%, proving the superiority of the ANN approach.

In [37], two WT-SVM models were tested for short-term wind forecasting. The WT-SVM methodologies were compared to the RBF-SVM model for different time scales. The results shown that based on the \( MRE \) and \( RMSE \), the WT-SVM model outperformed the RBF-SVM model in all time scales, i.e., for 1h, the \( MRE \) and \( RMSE \) values for the Method 1 of the WT-SVM were 7.97 and 11.52, respectively, while for the RBF-SVM model the values were 10.50 and 16.19, respectively.

The work [38] proposed a WT-SVM-GA hybrid model for short term wind forecasting. The proposed methodology was compared to the persistence model and the SVM-GA model without the implementation of the wavelet transform. The comparison between the models was based on the \( MAE \) and \( MAPE \) error metrics. The results have shown that the proposed method significantly outperformed the other two methodologies. For example, based on the \( MAPE \) metric, the proposed model had a value of 14.79\% while the persistence and the SVM-GA models had respective values of 22.64\% and 17.8\%.

In the work [35], an SVM-based model was proposed for short-term and very-short-term wind power forecasting. The proposed model was compared to the persistence model
and the RBF-NN model. Based on MAE and MAPE error metrics the proposed model was superior in both short-term and very-short-term forecasting.

In the work [39], an IDA-SVM-based model was proposed for short-term WPF. The proposed model was compared to different SVM models that used different optimization algorithms, as well as a simple Back Propagation Neural Network (BPNN) and the Gaussian Process Regression (GPR). Based on the NRMSE, NMAE, MAPE and $R^2$ error metrics, the proposed IDA-SVM model managed to outperform the other models in datasets from different seasons.

In [40], a WTNN was proposed for short-term wind power forecasting. The proposed model was compared to the persistence model, the ARIMA model and simple NN models. In general, the average computational time of the proposed process was less than 10 s. Evaluating the different approaches, the proposed model had a MAPE value of 6.97% while the persistence model, the ARIMA and the NN models had a value of 19.05%, 19.34% and 7.26%, respectively.

The work [41] tested two hybrid models, an ARIMA-ANN and an ARIMA-SVM for different time horizons. The models were compared to the single ARIMA, ANN and SVM models. The time horizons were 1, 3, 5, 7 and 9-step-ahead prediction times. The comparison was based on the MAE and RMSE error metrics. In terms of MAE, the ARIMA-ANN model performed better for a 1-step time horizon, the single-ANN model performed better for 3-step and 7-step time horizons, and the single-SVM model had better performance for 5-step and 9-step ahead time horizons. In terms of RMSE, the ARIMA-ANN model outperformed the other models for 1-step and 7-step time horizons; the single-ANN model had better performance for 3-step and 5-step time horizons, while the single-SVM model gave better results for the 9-step-ahead time horizon.

The work [42] proposed a hybrid EMD-SVM forecasting model for wind power forecasting. The proposed model was compared to the single-SVM model in order to prove the efficiency in using a hybrid-based SVM model. The RMS error metric was used to compare the two methodologies. According to the results, the RMS value of the proposed model was 15.63% while the RMS value of the single-SVM method was 35.40%.

In the work [43], a hybrid ARIMA-ANN model was proposed for wind forecasting. The proposed methodology was compared to the single-ARIMA and single-ANN models, in three different sites, with different datasets. The ME, MAE and MSE error metrics were used to compare the three different models. The results showed that, in all the three different sites, the proposed hybrid model had significantly better performance, as the results of all error metrics were lower than the single-ARIMA and single-ANN models.

In the work [45], a hybrid LSTM neural network along with the Wavelet Decomposition (WD-LSTM) was used for wind power forecasting. The proposed model was compared to the BMA-EL, the MRMLE-AMS and the SVR-IDA. The proposed model managed to outperform the others, with a MAPE value of 5.831, while the BMA-EL had 22.328, the MRMLE-AMD had 20.624 and the SVR-IDA had 15.679.

In [46], the accuracy of two different hybrid models was tested based on ANNs, PSO and GA. The two models were the PSO-PSO-ANN and the GA-PSO-ANN. The proposed models were compared to the single-PSO-ANN model and the Adam-ANN model. Based on the MAPE and MSE error metrics, both proposed models gave better results than the PSO-ANN and the Adam-ANN models, while their values in both MAPE and MSE were similar.

9. Discussion and Future Research

Developing wind power forecasts has become really important in recent decades. Every year, there is higher and higher penetration of wind power in global electricity systems due to the necessity to use more renewable sources of energy. Therefore, various forecasting models have been developed and researched in order to properly use wind power as efficiently as possible. However, improving said models and researching new ones in order to improve the accuracy of wind power forecasts is still a matter of crucial importance.
Deterministic forecasts have been the center of attention in wind power forecasting for many years. Many different models have been developed in order to give accurate results for different problems, i.e., different time scales, different topographic conditions, and different datasets. A summary of those models and their basic features is presented in Table 7. Nowadays, point forecasts play an important role not only in the operation of the power system but also in the operation of the electricity market. Accurate point forecasts are vital in order to maintain the stability of power system. As a result, improving the accuracy of existing forecasting models as well as developing new ones should be the main focus of researchers in the future.

| Method         | Feature                                                                 |
|----------------|-------------------------------------------------------------------------|
| Physical       | Based on atmospheric conditions; directly connected to the stability of weather conditions |
| ARMA-ARIMA     | Can predict future values of a time series through linear regression of the observed values of those time series |
| Grey Method    | Powerful tool for forecasting with insufficient data                   |
| ANN            | Evaluation and re-evaluation of input data and their weighed connections |
| SVM            | Maps a set of data into high dimensional feature space through a nonlinear mapping process in order to simplify the linear regression process |
| Hybrid         | Uses the advantages of combined methods to increase the accuracy of the forecasts |

Further development of AI forecasting models should be a future research area. Improving the training algorithms of those models could improve their accuracy significantly. Moreover, input data processing should be further researched for different cases as it can greatly affect the forecasting accuracy of the models. Furthermore, with the development of the possibilities of technology, novel AI models could be developed in order to give better results overall.

Another important aspect of wind power forecasts that should be further developed is NWP models. Such models are usually used as input data in many forecasting models as they use atmospheric data in order to make accurate wind speed value predictions. As a result, they are a useful tool for various models and improving their performance could result in improving the quality of input data used in forecasting.

In recent years, researchers have combined different types of deterministic models in order to improve the results of wind power forecasts [40–43]. Such hybrid approaches have managed to combine physical and statistical models effectively in different ways and have provided encouraging results. By considering the advantages of the combined methodologies, the whole process of a hybrid model could surpass conventional models not only in accuracy, but also in computational cost. However, despite the promising results hybrid methods have had so far, further research is needed not only to study existing hybrid models in different cases and conditions, but also to develop new ones that could offer much more accurate results.

On the other hand, WPPF models are still in an early stage of research. Point forecasts, which are widely used in wind power forecasting all over the world, aim to give single valued forecasts in order to make an accurate prediction. However, such predictions do not calculate the uncertainty part of a forecast, thus they do not offer any information over it. This is why in recent years, WPPF has been advancing rapidly and more and more researchers propose new models. Even though many of those models are still complicated to understand or evaluate, due to the early stage of research, recent WPPF models have managed to increase the performance and accuracy of uncertainty predictions. A classification of probabilistic forecasting models and their basic features is presented in Table 8.
Table 8. Basic features of probabilistic models for wind power forecasting.

| Method   | Feature                                      |
|----------|----------------------------------------------|
| Parametric | Assumes a specific distribution shape of the forecasts |
| KDE      | Does not assume a specific distribution shape of the forecasts; requires large number of data |
| QR       | Gives the uncertainty estimation in the form of predictive quantiles |
| LUBE     | Simplifies the PI prediction in one step; low computational cost |
| Bootstrap | Resampling of original data; simplified PI construction |
| Ensemble | Diversity; uses NWP models; gives better results in short and mid-term forecasting |

Probabilistic forecasting could play an important role in the future, not only in the operation of the energy market, but more importantly in decision making in power systems. Being able to give a wider view of a prediction, unlike spot forecasts, could prove to be an important tool in how decision makers use wind forecasts more efficiently in the future. However, for this to be possible, probabilistic forecasting models need to be further researched in the future in order to increase their accuracy, but also to make them more user friendly.

Recent research has been focused on spatio-temporal forecasting as interaction between wind parks is becoming necessary due to the fast integration of the wind power all over the world [95,96]. Spatio-temporal forecasting focuses on increasing the accuracy of the predictions via using information from different neighboring wind farms as predictors. Further developing spatio-temporal models could improve their accuracy significantly and make them an important tool in power systems. Furthermore, reinforcement learning along with deep learning have been more and more researched in recent years and further development in this domain seems promising and should be of main focus in the future.

Another aspect of WPPF that researchers have been recently focused on is ramp events. Ramp events pose a threat to power systems as wind power penetrates the global power system more and more every year [97,98]. Due to their dependency on many factors, such as weather conditions, different time scales, NWP input data accuracy, and multiple nearby locations, ramp forecasting models should be further developed in the future.

Forecasting has become an indispensable part of the stability and operation of the power systems all over the world. Deterministic models specifically have had and still have a significant effect on the operation and management of power systems and electricity markets. However, probabilistic models are still being developed and researched. Their importance in delivering results over the uncertainty part of a prediction shows that it is possible in the future, through novel probabilistic models and further research, for probabilistic forecasts to be used effectively in power systems. The methods for using uncertainty predictions as effectively as possible in the interest of power systems and energy markets could be an interesting field of research as well.

Further developing deterministic models as well as using probabilistic forecasts in other energy sources, i.e., solar power and geothermal power should be considered for future research. Achieving a more stable and organized power system should be the main focus of research in the future as it calls for a more complete understanding of the importance of the forecasts depending on the use of each renewable source. Since wind power is considered one of the most important renewable sources, it could be important to examine how its probabilistic models function with other energy sources and how the interactive forecasting results of different renewable types of energy influence the power systems and energy markets.
10. Conclusions

This paper presents a detailed overview of state-of-the-art wind power deterministic and probabilistic forecasting methodologies. Furthermore, it aims to provide a comparative overview through evaluation measures used for these methodologies in order to offer a view of possible expectations and outcomes of similar research.

Deterministic forecasting models have been widely used over the last decades in order to facilitate the wind penetration in power systems. Conventional time-series-based models, such as ARMA, ARIMA and Grey method as well as AI-based models, like ANN and SVM, have been the main focus of researchers all over the world. Said methodologies have managed, with the gradual advance of technology, to improve their point predictions to an efficient and useful level, in order to support the daily operation of electricity systems. Furthermore, hybrid methodologies proposed over the last years, have managed to further develop the possibilities of the conventional models via combining them in order to improve their accuracy and computational cost. The continuous technological development has also led new methodologies to be considered for wind power forecasting, like deep learning and reinforcement learning. Thanks to the evaluation processes that have been widely followed for many years, it was possible to compare the above models in various cases and estimate the most efficient methodology in each case individually.

The uncertainty of the predictions in wind power forecasting has also become a subject of great interest in recent studies. Various models have been proposed, like KDE, QR, LUBE, bootstrap, and ensemble-based methods. Those models have managed to give a wider view of possible outcomes of wind power predictions and thus provide an overall expectation of wind power values at a certain time point. Although probabilistic forecasting models are more difficult to evaluate, compared to deterministic models, specific metrics have been developed in order to satisfy this need. Reliability, sharpness, resolution and the overall skill score of a model have been used in order to compare different methodologies and estimate their efficiency. Based on those metrics, methodologies from different cases were compared to estimate the most efficient one.

The future research, proposed in this paper is mainly focused on improving the accuracy of existing deterministic forecasting models as well as developing more advanced probabilistic forecasting models in order to successfully implement them in power systems and energy markets management. Probabilistic forecasting models are still at an early stage of research. However, thanks to the continuous efforts to develop new models as well as the technological development, probabilistic forecasting has rapidly given accurate and efficient results in wind power forecasting. The use of both deterministic and probabilistic models in power systems as well as electricity markets, could be a possibility in the future as they could offer a more complete, stable and secure power system overall.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description                      |
|--------------|----------------------------------|
| ACE          | Average Coverage Error           |
| AI           | Artificial Intelligence          |
| ANN          | Artificial Neural Network        |
| ARIMA        | Auto Regressive Integrated Moving Average |
| ARMA         | Auto Regressive Moving Average   |
| CRPS         | Continuous Ranked Probability Score |
| CWC          | Coverage Width Criterion         |
ELM Extreme Learning Machine
KDE Kernel Density Estimation
LUBE Lower Upper Bound Estimation
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
ME Mean Error
MRE Mean Relative Error
MSE Mean Squared Error
NMAE Nominal Mean Absolute Error
NN Neural Network
NWP Numerical Weather Prediction
PDF Probability Density Function
PI Prediction Interval
PICP PI Coverage Probability
PINAW PI Normalized Average Width
PINC PI Nominal Coverage
PINRW PI Normalized Root-mean-square Width
QR Quantile Regression
RMSE Root Mean Squared Error
SVM Support Vector Machine
WT Wavelet Transform
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