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Abstract Local-to-Nonlocal (LtN) coupling refers to a class of methods aimed at combining nonlocal and local modeling descriptions of a given system into a unified coupled representation. This allows to consolidate the accuracy of nonlocal models with the computational expediency of their local counterparts, while often simultaneously removing additional nonlocal modeling issues such as surface effects. The number and variety of proposed LtN coupling approaches have significantly grown in recent year, yet the field of LtN coupling continues to grow and still has open challenges. This review provides an overview of the state-of-the-art of LtN coupling in the context of nonlocal diffusion and nonlocal mechanics, specifically peridynamics. We present a classification of LtN coupling methods and discuss common features and challenges. The goal of this review is not to provide a preferred way to address LtN coupling but to present a broad perspective of the field, which would serve as guidance for practitioners in the selection of appropriate LtN coupling methods based on the characteristics and needs of the problem under consideration.
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1 Introduction

1.1 Nonlocal models and the need of coupling methods

Nonlocal models such as nonlocal diffusion and peridynamics can describe phenomena not well represented by classical Partial Differential Equations (PDEs). These include problems characterized by long-range interactions and discontinuities [19, Chapter 1]. For instance, in the context of diffusion, long-range interactions effectively describe anomalous diffusion, whereas in the context of mechanics, cracks formation results in material discontinuities. We refer to these phenomena, in a general sense, as nonlocal effects. Even though this work is mostly focused on nonlocal models for diffusion and mechanics applications, nonlocal models can characterize a wide range of scientific and engineering problems, including subsurface transport [17,62,63,97,98], phase transitions [10,27,29], image processing [23,52,74], multiscale and multiphysics systems [2,3,42,104], magnetohydrodynamic turbulence [96], and stochastic processes [24,32,79,82].

The fundamental difference between nonlocal models and classical local PDE-based models is the fact that the latter only involve differential operators, whereas the former also rely on integral operators. The integral form allows for the description of long-range interactions (spanning either small regions or the whole space) and reduces the regularity requirements on problem solutions. Here, we consider nonlocal models, based on integro-differential formulations, characterized by integral operators in space that lack spatial derivatives. This enhances the accuracy of their mod-

---

1 Nonlocal models can be based on weakly nonlocal or strongly nonlocal formulations. The former enrich classical PDEs by explicitly including higher-gradients of field variables, whereas the latter is based on integral-type formulations with a weighted averaging of field variables [12,34,61]. In this paper, we only concern ourselves with strongly nonlocal formulations.
eling representations by generalizing the space of admissible solutions, which can feature singularities and discontinuities.

Despite their improved accuracy, the usability of nonlocal equations could be compromised by several modeling and numerical challenges such as the unconventional prescription of nonlocal boundary conditions, the calibration of nonlocal model parameters, often unknown or subject to uncertainty, and the expensive numerical solution. In fact, the computational cost of solving a nonlocal problem is significantly higher than that corresponding to PDEs. Specifically, the associated computational expense of a nonlocal problem depends on the ratio between the characteristic nonlocal interaction length (the so-called interaction radius or horizon) and the chosen simulation grid or mesh size. When this ratio becomes large, simulations can be unfeasible [19, Chapter 14].

Nevertheless, it is often the case that nonlocal effects are concentrated only in some parts of the domain, whereas, in the remaining parts, the system can be accurately described by a PDE. The goal of Local-to-Nonlocal (LtN) coupling is to combine the computational efficiency of PDEs with the accuracy of nonlocal models, under the assumption that the location of nonlocal effects can be identified. In this context, the main challenge of a coupling method is to accurately merge substantially different local and nonlocal descriptions of a single system into a mathematically and physically consistent coupled formulation.

As an added value, LtN coupling can provide a viable way to circumvent the non-trivial task of prescribing nonlocal boundary conditions. Such conditions have to be prescribed in a layer surrounding the domain where data are not available or are hard to access; however, surface (local) data are normally available. In practice, this requires extending surface (local) boundary conditions to volumetric (nonlocal) boundary conditions in a way that is not always clear or well-defined. An ad hoc treatment of nonlocal boundaries often results in unphysical surface effects (see discussions in [66]). Using a local model adjacent to the boundary of the domain allows for prescription of classical boundary conditions, provided the solution is regular enough. Throughout this paper, we mention coupling approaches that have been used for this task. There are other potential benefits of LtN coupling, such as controlling undesired wave dispersion or leveraging available computational tools based on classical PDEs. However, these are beyond the scope of this paper.

The purpose of this paper is to present the state-of-the-art of LtN coupling in the context of nonlocal diffusion and nonlocal mechanics, specifically peridynamics. While the list of proposed LtN coupling methods is extensive, this paper focuses on a select number of approaches. The description provided should, however, give the reader a broad enough perspective on the diversity of LtN coupling techniques and the variety of ways to approach LtN coupling problems, both in terms of mathematical formulation and practical implementation. We stress that our goal is strictly to give an overview of available coupling strategies and highlight their properties, while describing common features and challenges. This work does not intend to present a relative assessment of LtN coupling methods. Yet the reader can use this review as a guide for selecting the most appropriate method for the problem at hand.
1.2 Overview of classes of coupling methods

We divide coupling approaches in two main classes based on how the transition from a nonlocal description to a local description is carried out. A schematic overview of such classification and of the methods belonging to each class is reported in Figure 1 that figure also indicates the corresponding sections where the methods are described in detail. We refer to the first class as the Constant Horizon (CH) class, which contains approaches characterized by an abrupt change in the horizon as we move from the nonlocal region to the local region; whereas we refer to the second class as the Varying Horizon (VH) class, which contains approaches that, in contrast, feature a smooth transition of the horizon. In the next paragraphs we briefly mention several methods belonging to each class. A detailed description of those methods will be reported in the next sections.

In the CH class, we first identify a group of approaches that resemble generalized domain decomposition (GDD) methods. A first example is the optimization-based coupling method introduced in [30], analyzed in [31], and extended to three-dimensional settings in [33]. This strategy treats the coupling condition as an optimization objective, which is minimized subject to the model equations acting independently in their respective sub-domains. As opposed to other LtN coupling approaches, this method reverses the roles of the coupling conditions and the governing equations, keeping the latter separate. In particular, the coupling of local and nonlocal models is effected by couching the LtN coupling into an optimization problem. The objective is to minimize the mismatch of the local and nonlocal solutions on the overlap of their sub-domains, the constraints are the associated governing equations, and the controls are the nonlocal volume constraints and the local boundary conditions on the virtual boundaries generated by the decomposition.

A second GDD example relies on the partitioned procedure as a general coupling strategy for heterogeneous systems, such as multiscale and multiphysics problems [7, 28, 94, 123]. In the partitioned procedure, the system is divided into sub-problems in their respective sub-domains. Different models are then employed independently in each sub-problem, which communicates with other sub-problems only via transmission conditions on the sub-domain interfaces. The coupled problem is then solved based on sequential solutions of sub-problems, and proper transmission conditions are required on the sub-domain interfaces to impose solution continuity on those interfaces and to enforce the energy balance of the whole system. Among the possible transmission conditions, the Robin transmission condition, which is a linear combination of the Dirichlet and Neumann transmission conditions, has been proven to be very efficient (see, e.g., [7, 28, 39, 40]). In [132], a partitioned procedure with Robin transmission conditions was applied to LtN coupling of mechanics models with an overlapping region, and the method was later extended to LtN coupling without an overlapping region in [131].

A second group of approaches in the CH class is also based on a decomposition of the domain, which resembles an overlapping sub-domain decomposition. However, as opposed to GDD methods, these approaches rely on hybrid descriptions that combine local and nonlocal models in a transition region between local and nonlocal sub-domains. We refer to this group of approaches as Atomistic-to-Continuum
(AtC) type coupling approaches due to their resemblance to such coupling methods (see, e.g., the review articles [76,84]). We observe that, in some sense, AtC coupling is a special case of LtN coupling, where the nonlocal model is a discrete atomistic representation and the local model is given by a classical PDE.

In the group of AtC type coupling approaches, a first example is the Arlequin method. This is a general coupling technique introduced in [13,14] and further studied in [15,16]. This technique was applied to AtC coupling in [11] with various follow-on works (see, e.g., [26,92,93]). Application of the Arlequin method for LtN coupling was proposed in [58] in the context of static problems and later applied to dynamic settings in [126]. The Arlequin method is an example of an energy-based blending approach, where the energy of the system in the transition region is defined as a weighted average of the local and nonlocal energies. In the local and nonlocal sub-domains, the energy is defined according to the models operating in those sub-domains. A Lagrange multiplier enforces compatibility of the kinematics of both models.

A second example of AtC type coupling is the morphing approach proposed in [75] and then extended in [45,59]. This method is based on blending, or morphing, the material properties of the local and nonlocal models. The method consists of a single model defined over the entire domain with an equilibrium equation that contains both local and nonlocal contributions. The transition between the nonlocal sub-domain to the local sub-domain is achieved through a gradual change in the material properties characterizing the two models in the transition region or “morphing” zone. In this region, local and nonlocal material properties are suitably weighted under the constraint of energy equivalence for homogeneous deformations.

A third example of AtC type coupling is the quasi-nonlocal (QNL) coupling method. This method was originally proposed in the context of AtC coupling and is based on energy minimization with the aim of eliminating linear spurious forces. The QNL method redefines the nonlocal energy of the system, where nonlocal interactions contained within the local sub-domain are reformulated. The application of the QNL coupling method to LtN coupling appears in [48,68].

A fourth example of AtC type coupling is the force-based blending method proposed in [99] and extended in [102]. Force-based blending has been studied in the context of AtC coupling (see, e.g., [6,49,69,70]). This approach employs a blending function to create a weighted average of the local and nonlocal governing equations, and that function is chosen in a way that the blended model reduces to the local and nonlocal models in their respective sub-domains. Similarly to the morphing approach, a single blended model is defined over the entire domain; however, the force-based blending method does not enforce energy equivalence. In this paper, we employ the term “blending” to refer to force-based blending, since other methods which could be classified within a blending category, such as the Arlequin and morphing, are called by their specific names. As opposed to AtC blending methods, which normally seek means to blend given atomistic and continuum models, the peculiarity of the LtN blending method from [99,102] is that a reference nonlocal model is first postulated over the entire domain, and then the blended model is attained by simply combining the use of a blending function with assumptions on the material response. An under-
lying connection between the local and nonlocal models is leveraged in the derivation of the blended model.

A final example of AtC type coupling is the splice method. This method was first proposed in [112] to couple two nonlocal models with different horizons and then applied to LtN coupling. A similar approach for LtN coupling, although introduced instead for discretized models, was presented in a series of publications (see [50, 86, 108, 109, 110, 133, 134]). In the splice method, the governing equation at each point is given by either the local or nonlocal model. There is no particular coupling enforced, except that points described by the nonlocal model may interact with points described by the local model and vice versa. When such a situation occurs, points with a given description (either local or nonlocal) treat its environment with the same modeling representation as its own. For instance, a point in a nonlocal region interacting with some points in a local region would treat those points as if they were also described by a nonlocal model.

In the VH class, we can also find energy-based and force-based approaches. The idea behind VH is based on the fact that a nonlocal model converges to a local model, under suitable regularity assumptions, when the horizon approaches zero (see Sections 2.2.1 and 2.2.2). Naturally, allowing the horizon to vary spatially in a domain, so that it approaches zero in certain sub-domains with enough regularity, provides a transition from a nonlocal to a local representation. The first discussions on a variable horizon in peridynamics appeared, in the context of adaptive refinement, in [20, 21]. Similar adaptivity ideas actually appeared in the context of atomistic systems in [100] to remove surface effects. A nonlocal diffusion formulation with spatially varying horizon applied to interface problems was presented in [101], where two-horizon systems were treated and specialized to the case in which one of the two horizons is taken to zero. A similar formulation applied to two-horizon systems in peridynamics was discussed in [95, 104]. The case of a smoothly varying horizon was presented and analyzed in [112], and it was used to couple two peridynamic models with different horizons. In [119, 122], the validity of nonlocal diffusion models with a shrinking horizon applied to LtN coupling was discussed.

The first group of energy-based approaches in the VH class is related to the formulations presented in [95, 101, 104, 112, 119, 122]. Such energy-based formulations, unfortunately, introduce linear spurious forces. In order to allow varying the horizon in space while preventing this coupling artifact, the partial stress method was presented in [112]. This method belongs to the group of force-based approaches and introduces a new tensor field referred to as the partial stress, which is used to describe the material response in the transition region between the nonlocal and local sub-domains.

There are other approaches in the literature concerning LtN coupling. Specifically, while we focus on LtN coupling of continuum models, some proposed methods address the coupling at the discrete level (we actually mentioned a few above). In fact, the first peridynamic work in this context appear in [77], where a coupling is performed by implementing a peridynamic model in a conventional finite element analysis code using truss elements. In this context, an overlapping-based approach between peridynamics and classical finite elements, which relies on interfacing elements, is described in [64, 73], whereas a sub-modeling approach is presented in [90].
**LtN COUPLING METHODS**

- **CONSTANT HORIZON (CH)**
  - GENERALIZED DOMAIN DECOMPOSITION
    - Optimization-Based **SECTION 3.1**
    - Partitioning **SECTION 3.2**
- **ATOMISTIC-TO-CONTINUUM TYPE**
  - Arlequin **SECTION 4.1**
  - Morphing **SECTION 4.2**
  - Quasi-nonlocal **SECTION 4.3**
  - Blending **SECTION 4.4**
- **ENERGY BASED**
  - Shrinking horizon **SECTION 5.1**
- **FORCE BASED**
  - Partial Stress **SECTION 5.2**

**Fig. 1** Overview of classes of LtN coupling approaches and corresponding methods.

A force-based coupling approach, which resembles blending due to a partition of unity of local and nonlocal displacements within an overlapping region, is presented in [117]. A different type of coupling approaches have been published specifically addressing dynamic coupling artifacts, such as interfacial spurious wave reflections (see, e.g., [65, 87]). Finally, a coupling based on coarsening a peridynamic discretizations was proposed in [104] and later implemented in [128, 129]; these implementations resemble the splice method in the context of peridynamic finite elements. All these approaches, however, are beyond the discussions held in this review.

**Desired properties of a LtN coupling method.** There are various considerations to account for when designing a LtN coupling method. The first one is ensuring that the reference local and nonlocal models are **physically consistent**. This is guaranteed by the convergence of the nonlocal model to the local model as discussed in Sections 2.2.1 and 2.2.2 for nonlocal diffusion and nonlocal mechanics, respectively. Once the local and nonlocal models are determined to be physically consistent, the main challenge becomes removing or minimizing the appearance of coupling artifacts on the interface/in the transition region between the local and nonlocal sub-domains. We describe below some desired properties of LtN coupling methods and discuss related coupling artifacts.

A basic desired property of a LtN coupling method is **patch-test consistency**, which is established when such a method passes the so-called patch test or consistency test [72, 76, 83]. The main idea is as follows: if for a certain class of problems the local and nonlocal solutions, $u^l$ and $u^{nl}$, respectively, coincide, then “patching” the two problems by coupling the corresponding models should still return the same
problem solution. Note that to be comparable, the local and nonlocal problems are augmented with consistent boundary conditions and forcing terms.

As an example, we define a linear patch test in one dimension as follows:

**Definition 1 (Linear patch test)** Given a linear function \( u^{\text{lin}}(x) = a_0 + a_1 x \) with \( a_0 \) and \( a_1 \) constants and local and nonlocal operators \( L^L \) and \( L^{NL} \), respectively, such that

\[
L^L u^{\text{lin}} = 0 \quad \text{and} \quad L^{NL} u^{\text{lin}} = 0,
\]

a coupling method passes the linear patch test if, in the absence of forcing terms and with consistent boundary conditions, \( u^{\text{lin}} \) is also the solution of the coupled problem.

Similarly to Definition 1, one can define a higher-order patch test when, given the \( p \)th degree polynomial \( u^{\text{poly}}(x) = \sum_{i=0}^{p} a_i x^i \) with \( \{a_i\}_{i=0}^{p} \) constants, \( L^L u^{\text{poly}} = L^{NL} u^{\text{poly}} \). Examples of linear (\( p = 1 \)) and quadratic (\( p = 2 \)) patch tests are provided in the following sections.

A related concept to the patch test is that of “ghost” forces. Specifically, when a coupling method does not pass the linear patch test, non-physical forces or fluxes normally arise in the transition region between the local and nonlocal sub-domains. These non-physical forces are often referred to as “ghost” forces \([84]\).

Another desired property of a LtN coupling method is asymptotic compatibility. This ensures that the method preserves the physical consistency of the local and nonlocal models. Specifically, the solution corresponding to a LtN coupling method should be such that it coincides with the local solution everywhere when the nonlocal effects vanish. More details in this regard are provided in the following sections.

A third desired property of a LtN coupling method is energy equivalence. Due to the physical consistency of the local and nonlocal models, it is expected that these models would have equivalent energy descriptions for a certain class of problems. Consequently, an appealing property of a LtN coupling method is to also preserve the energy description for such class of problems. This consideration becomes a natural requirement for energy-based LtN coupling methods, since they possess an associated energy functional. In contrast, force-based LtN coupling methods do not possess, in general, an associated energy.

While the above properties concern common coupling artifacts in static problems, other spurious effects can emerge in dynamic scenarios. A prime example of these spurious effects is wave reflections on the interface/in the transition region between the local and nonlocal sub-domains. While most LtN coupling methods retain at least some of the above static properties to a certain degree, controlling spurious wave reflections appears to be a much harder task and thus related discussions are excluded from this review.

We point out that the majority of the methods described in this review are not tied to a particular discretization. However, the choice of discretization used for local and nonlocal models may affect some of the properties mentioned above. As an example, when the nonlocal discretization does not guarantee asymptotic compatibility, the coupling method will inherit that limitation.
1.3 Outline of the paper

This review is organized as follows. In Section 2, we introduce the notation, discuss coupling configurations, and describe the mathematical models and recall relevant results, including a description of the nonlocal vector calculus [46]. In Section 3, we provide a description of GDD approaches, i.e., Optimization-Based methods and the Partitioned procedure. Section 4 describes several methods belonging to the group of AtC type coupling approaches, including the Arlequin, Morphing, Quasi-Nonlocal, Blending, and Splice methods. In Section 5, we present two VH approaches: the energy-based Shrinking Horizon method and the force-based Partial Stress method. For each method, we provide a mathematical formulation and describe its properties. We also report relevant numerical results based on available literature with the purpose of illustrating theoretical properties and showing applicability to realistic settings. In Section 6, we draw conclusions and present guidelines for an appropriate choice of LtN coupling methods based on necessities and constraints. The chart in Figure 1 summarizes the classes of LtN coupling approaches and corresponding methods.

2 Notation, coupling configurations, and mathematical models

In this section, we introduce the notation and coupling configurations used in this paper (see Section 2.1) and describe the nonlocal models and recall relevant results (see Section 2.2) that will be useful throughout the following sections.

2.1 Nonlocal variables and nonlocal domains

Let $\Omega \in \mathbb{R}^n$, $n = 1, 2, 3$, be a bounded open domain. We are interested in functions $u : \Omega \to \mathbb{R}$ and $u : \Omega \to \mathbb{R}^n$, $n = 1, 2, 3$, solutions of nonlocal diffusion and nonlocal mechanics problems. Specifically, in diffusion, $u$ represents the concentration of a diffusive quantity and, in mechanics, $u$ represents the displacement in $n$ dimensions.

In nonlocal settings, every point in a domain interacts with a neighborhood of points. Usually, such neighborhood is an Euclidean ball surrounding points in the domain, i.e.,

$$B_\delta(x) = \{x' \in \mathbb{R}^n : \|x' - x\| \leq \delta\},$$

(1)

where $\delta$ is referred to as the horizon. This fact has implications on the concept of boundary conditions that are no longer prescribed on $\partial \Omega$, but on a collar of thickness of at least $\delta$ surrounding the domain that we refer to as the nonlocal volumetric boundary domain, $\tilde{\partial} \Omega$, or simply nonlocal boundary. This set, by definition, consists of all points outside the domain that interact with points inside the domain. Here, prescription of volume constraints guarantees the well-posedness of the problem [46]. Figure 2 provides a two-dimensional configuration. We denote the union

---

2 In many nonlocal models, such as bond-based peridynamic models, a collar of thickness $\delta$ is normally sufficient as nonlocal boundary. However, more general nonlocal models, such as state-based peridynamic models, may require a collar of thickness $2\delta$ (see, e.g., [103]).
of $\Omega$ and $B\Omega$ by $\hat{\Omega} := \Omega \cup B\Omega$, where the overline notation indicates closure in a mathematical sense.

![Diagram](image)

**Fig. 2** Domain $\Omega$, nonlocal boundary $B\Omega$, and nonlocal neighborhood $B_\delta(x)$.

### 2.1.1 Coupling configurations

In a general LtN coupling scenario, the domain $\hat{\Omega}$ is decomposed into a purely local sub-domain (described by the local model), a purely nonlocal sub-domain (described by the nonlocal model), and a transition region connecting those two sub-domains. An illustration is provided in Figure 3. In the figure, we report both a one-dimensional (left) and a two-dimensional (right) configuration. In the former, the sub-domains are adjacent, whereas, in the latter, the nonlocal sub-domain and transition region are embedded into the local sub-domain.

![Diagram](image)

**Fig. 3** General coupling configuration: the domain is decomposed into a purely nonlocal sub-domain, a transition region, and a purely local sub-domain.

The way the transition between the purely nonlocal sub-domain and the purely local sub-domain is performed is method-dependent. For instance, in the CH class, we may have either co-existing local and nonlocal models or a hybrid model in the transition region. On the other hand, in the VH class, the transition region could be identified with the region of varying horizon. To provide a better understanding of
the differences between the coupling configurations corresponding to the different methods, we illustrate various configurations in Figures 4–7. While any LtN coupling method can be implemented, in general, both on adjacent and embedded configurations, we provide below only the specific configurations used in the following sections.

**Domain decomposition with overlap.** We refer to Figure 4: we report the one-dimensional configuration (top), two-dimensional configuration with adjacent sub-domains (center), and two-dimensional configuration with embedded sub-domains (bottom). Here, the transition region is the overlap of nonlocal and local sub-domains, where both operators are defined and the solutions co-exist. The domain $\Omega$ is decomposed as $\Omega = \Omega_l \cup \Omega_{nl}$, where $\Omega_{nl} = \Omega_{nl} \cup B\Omega_{nl}$ is the union of the nonlocal sub-domain and its nonlocal boundary. The overlapping region is defined as $\Omega_o := \Omega_l \cap \Omega_{nl}$ and includes the local virtual boundary $\Gamma_v$ and the nonlocal virtual boundary $\Omega_v$.

We also introduce the “physical” local and nonlocal boundaries $\Gamma_p = \partial \Omega_l \setminus \Gamma_v$ and $\Omega_p = B\Omega_{nl} \setminus \Omega_v$, where we assume that conditions coming from the physics of the problem are provided.

This configuration is used in Sections 3.1.3.2 for the overlapping case, and 4.1.
Domain decomposition without overlap and with blending. We refer to Figure 5: we report the one-dimensional configuration (top) and two-dimensional configuration with embedded sub-domains (bottom). In this decomposition, the nonlocal and local sub-domains do not overlap, but are separated by the transition region, $\Omega_t$. A blending function is used as a partition-of-unity function, which changes in the blending region, $\Omega_b$. Due to nonlocal contributions, $\Omega_t = \Omega_b \cup B\Omega_b$. In the top figure, the domain is decomposed into four disjoint sub-domains: $\hat{\Omega} = \Omega_p \cup \Omega_{nl} \cup \Omega_t \cup \Omega_l$, i.e., the physical nonlocal boundary, the nonlocal sub-domain, the transition region, and the local sub-domain. In the bottom figure, the nonlocal sub-domain is fully embedded in the local sub-domain and $\hat{\Omega}$ is decomposed into three disjoint sub-domains: $\hat{\Omega} = \Omega_{nl} \cup \Omega_t \cup \Omega_l$.

This configuration is used in Sections 4.2 and 4.4.

Fig. 5 Coupling configuration in one dimension (top) and two dimensions with embedded sub-domains (bottom) for a setting with a transition region $\Omega_t$ (green and yellow) and a blending region $\Omega_b$ (yellow). The blending region is part of the transition region and it is $\delta$-far from the local and nonlocal sub-domains.

Domain decomposition without overlap and no blending. We refer to Figure 6: we report the one-dimensional configuration (top) and two-dimensional configuration with embedded sub-domains (bottom). In the top figure, the domain is decomposed into four disjoint sub-domains: $\hat{\Omega} = \Omega_p \cup \Omega_{nl} \cup \Omega_t \cup \Omega_l$, i.e., the physical nonlocal boundary, the nonlocal sub-domain, the transition region and the local sub-domain. In the bottom figure, the nonlocal sub-domain is fully embedded in the local sub-domain and $\hat{\Omega}$ is decomposed into three disjoint sub-domains: $\hat{\Omega} = \Omega_{nl} \cup \Omega_t \cup \Omega_l$. This configuration is used in Section 5.2 (for the non-overlapping case) and 5.3.
**Domain decomposition with smooth transition from a nonlocal to a local sub-domain.**

In the case of VH coupling methods, we consider the configurations in Figure 7 for one-dimensional (top) and two-dimensional (bottom) settings. In these configurations, the domain is decomposed by means of a sharp interface \( \Gamma \) between a nonlocal, \( \Omega_{nl} = \overline{\Omega}_{nl} \cup B\Omega_{nl} \), and local, \( \Omega_{l} \), sub-domains. The extent of the nonlocal interactions decreases as points in the nonlocal sub-domain approach \( \Gamma \). The same holds true for the nonlocal boundary, that approaches \( \partial\Omega_{nl} \) in the area surrounding the interface. Here, \( \Omega_{lp} \) coincides with the nonlocal boundary, \( B\Omega_{nl} \).

This configuration is used in Section 5.
2.1.2 Illustration of blending functions

In various LtN coupling methods, such as the Arlequin, morphing, and blending, the idea of a partition of unity is used by means of a blending function, \( \beta(x) \), such that

\[
\beta(x) = \begin{cases} 
1 & \text{in purely nonlocal sub-domain,} \\
0 & \text{in purely local sub-domain,}
\end{cases}
\]

which takes values between 0 and 1 in the transition region (see Figure 3). In the Arlequin method, the transition region coincides with the overlapping region, \( \Omega_o \) (see Figure 4), and the blending function is chosen as a polynomial, normally constant, linear, or cubic, in that region, as illustrated in one dimension in Figure 8(a). In contrast, in the morphing and blending methods, the polynomial choice of the blending function normally occurs within a sub-region of the transition region referred to as the blending region, \( \Omega_b \) (see Figure 5), resulting in a piece-wise form as illustrated in one dimension in Figure 8(b).

![Illustration of blending functions in one dimension](image)

**Fig. 8** Illustration of blending functions in one dimension. (a) Domain decomposition with overlap for the Arlequin method. (b) Domain decomposition without overlap and with blending for the morphing and blending methods. Three choices of blending function are shown: piece-wise (P.W.) constant (black solid line), linear (blue dashed line), and cubic (red dashed-dotted line).

2.2 Nonlocal models

We describe two nonlocal models: nonlocal diffusion and nonlocal mechanics, specifically peridynamics. We recall that in the case of diffusion the unknown is the scalar-valued function \( u \), whereas for mechanics the unknown is the vector-valued function \( \mathbf{u} \).

2.2.1 Nonlocal diffusion

Nonlocal diffusion models have been used in many applications such as describing complex turbulence [9] and nonlocal heat conduction [18] when the classical Fick’s
first law or standard Brownian motion fail to delineate the underlying phenomena.

Given a domain $\Omega \in \mathbb{R}^n$, the time-dependent nonlocal diffusion for a point $x \in \Omega$ at time $t \geq 0$ is

$$
\frac{\partial u}{\partial t}(x, t) = L_{\text{ND}} u(x, t) + f(x, t) = \int_{\mathbb{R}^n} \gamma(x', x)(u(x', t) - u(x, t)) \, dx' + f(x, t),
$$

where $\gamma : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ is a symmetric kernel and $f$ is a source. In accordance with the definition of nonlocal neighborhood, we consider localized kernels of the form

$$
\gamma(x', x) = \mathcal{X}_\Omega(x' - x)k(x', x),
$$

where

$$
\mathcal{X}_\Omega(x) := \begin{cases} 1 & x \in \Omega \\ 0 & \text{else} \end{cases}
$$

is the characteristic function of a domain $\Omega$, and we use the notation $B_\delta := B_\delta(0)$ (see (1)). Since, by definition, the nonlocal boundary consists of those points outside of $\Omega$ that interact with points inside of $\Omega$, (4) implies that the nonlocal boundary is defined as

$$
B\Omega := \{ x' \in \mathbb{R}^n \setminus \Omega : \|x' - x\| \leq \delta, \text{ for any } x \in \Omega \}. \tag{6}
$$

As a consequence of (4), for $x \in \Omega$ the nonlocal operator in (3) reads

$$
L_{\text{ND}} u(x, t) = \int_{B_\delta(x)} k(x', x)(u(x', t) - u(x, t)) \, dx'. \tag{7}
$$

In this work, we mainly focus on static problems, where $u$ depends on $x$ only. Also, we consider nonlocal diffusion operators that, in the limit of vanishing nonlocality, i.e., as $\delta \to 0$, under suitable regularity assumptions, converge to the classical Laplacian or div-grad operator, $\Delta$ or $\nabla \cdot (\nabla)$, respectively. It is possible to show that, when the kernel function $k(x', x)$ is properly scaled, we have the following property (see, e.g. [118,130]):

$$
L_{\text{ND}} u(x) = \Delta u(x) + O(\delta^2)D^{(4)}u(x), \tag{8}
$$

where $D^{(4)}$ is a combination of the fourth-order derivatives of $u$.

Remark 1 Property (8) implies that $L_{\text{ND}}$ and $\Delta$ are equivalent for polynomials up to the third order, i.e., $L_{\text{ND}} p(x) = \Delta p(x)$, for $p \in \mathbb{P}^3(\mathbb{R}^n)$. Examples of properly scaled kernels, in one dimension, include

$$
k(x', x) = \begin{cases} \frac{3}{\delta^3} & \text{and} \\ \frac{2}{\delta^2} \frac{1}{|x' - x|} \end{cases}.
$$

Note that (8) also implies that the classical Poisson problem is a $\delta^2$-approximation of nonlocal diffusion and, as such, it should be used as the reference local problem in the design of LtN coupling methods. Furthermore, the equivalence property implies that polynomials up to order three are good candidates for patch tests.\

\footnote{This discussion could be generalized to non-symmetric [32] or sign-changing [80] kernels, as well as more general nonlinear kernels [101].}
We consider nonlocal diffusion problems in the configuration of Figure 2 and, without loss of generality, we limit our description to the time-independent case. Specifically, given \( f : \Omega \rightarrow \mathbb{R} \) and \( g : B\Omega \rightarrow \mathbb{R} \), we solve

\[
\begin{aligned}
-\mathcal{L}^{\text{ND}} u &= f & \forall x \in \Omega, \\
 u &= g & \forall x \in B\Omega,
\end{aligned}
\]

where the second condition is the nonlocal counterpart of a Dirichlet boundary condition for PDEs. For this reason, we refer to it as Dirichlet volume constraint\(^4\).

### 2.2.2 Nonlocal mechanics

In this paper, the nonlocal mechanics models are provided by the peridynamic theory of solid mechanics. Peridynamics has been applied for material failure and damage simulation (see, e.g., the review paper \[37\]) and seems to provide robust modeling capabilities for analysis of complex crack propagation phenomena, such as branching \[22\].

Given a domain \( \Omega \subset \mathbb{R}^n \), the state-based peridynamic equation of motion for a point \( x \in \Omega \) at time \( t \geq 0 \) is \[115\]

\[
\rho(x) \frac{\partial^2 u}{\partial t^2}(x, t) = \mathcal{L}^{\text{PD}} u(x, t) + b(x, t),
\]

where the nonlocal operator in \[10\] is the peridynamic internal force density,

\[
\mathcal{L}^{\text{PD}} u(x, t) = \int_{B(x)} \left\{ \mathbf{T}[x, t](x' - x) - \mathbf{T}[x', t](x - x') \right\} \, dx',
\]

\( \rho \) is the mass density, \( \mathbf{T} \) is a force vector state, and \( b \) is a prescribed body force density. Note that, as for the nonlocal diffusion operator \[7\], the nonlocal interactions in \[11\] are restricted to the nonlocal neighborhood. The force vector state \( \mathbf{T}[x, t](\xi) \) is an operator defined at a given point \( x \) at time \( t \) that maps a peridynamic bond \( \xi := x' - x \) to force per unit volume squared; this operator contains the constitutive relation characterizing the specific material under consideration. Similarly to the case of nonlocal diffusion, in this work, we mainly consider static problems, where \( u \) depends only on \( x \). In addition, it has been shown for elastic materials that, under suitable regularity assumptions, the peridynamic internal force density convergences, in the limit as \( \delta \to 0 \), to the classical elasticity operator \[116\] i.e.,

\[
\lim_{\delta \to 0} \mathcal{L}^{\text{PD}} u(x) = \nabla \cdot \mathbf{\nu}^0(x),
\]

where \( \mathbf{\nu}^0 \) is the collapse peridynamic stress tensor, which is an admissible Piola-Kirchhoff stress tensor.

\(^4\) Nonlocal Neumann conditions are also an option. However, for the sake of clarity and without loss of generality, we do not discuss them.
A special case of state-based peridynamics is when the material response of any bond is independent of other bonds. This is referred to as bond-based peridynamics [111] for which the force vector state is given by [115]

$$T(x)(\xi) = \frac{1}{2} f(\eta, \xi),$$  \hspace{1cm} (13)

where $f$ is the pairwise force function and $\eta := u(x + \xi) - u(x)$ is the relative displacement. In this case,

$$L^{PD} u(x) = \int_{B_{\delta}(0)} f(\eta, \xi) d\xi.$$  \hspace{1cm} (14)

We observe that (14) implies that a nonlocal boundary, as in (6), is required to inform points near the domain boundary $\partial \Omega$.

For small deformations, i.e. $\|\eta\| \ll 1$, we can linearize the pairwise force function as

$$f(\eta, \xi) = \lambda(\xi) (\xi \otimes \xi) \eta,$$  \hspace{1cm} (15)

where $\lambda$ is a scalar-valued micromodulus function, which in the case of isotropy $\lambda(\xi) = \lambda(\|\xi\|)$. In this case, under a smooth deformation, in the limit of $\delta \to 0$, we have the following property for (14) (similarly to (5) [102]):

$$L^{PD} u(x) = C_{ijkl} \frac{\partial^2 u_j}{\partial x_i \partial x_l}(x)e_i + \mathcal{O}(\delta^2) D^{(4)} u(x),$$  \hspace{1cm} (16)

where we used Einstein summation convention for repeated indices and the orthonormal basis $\{e_1, e_2, e_3\}$, and $C_{ijkl}$ are the components of a fully-symmetric fourth-order elasticity tensor, which is related to the micromodulus function by

$$C = \frac{1}{2} \int_{B_{\delta}(0)} \lambda(\|\xi\|) \xi \otimes \xi d\xi.$$  \hspace{1cm} (17)

In the limit as $\delta \to 0$, (16) reduces to the classical linear elasticity operator

$$L^{CE} u(x) = \begin{cases} \frac{4E}{5} \left[ \nabla^2 u(x) + \frac{1}{2} \nabla \otimes \nabla u(x) \right] & \text{in three dimensions}, \\ \frac{3E}{5} \left[ \nabla^2 u(x) + \frac{1}{2} \nabla \otimes \nabla u(x) \right] & \text{in two dimensions}, \\ E \frac{\partial^2 u}{\partial x^2}(x) & \text{in one dimension}, \end{cases}$$  \hspace{1cm} (18)

where $E$ is Young’s modulus. Note that the resulting Poisson’s ratio is constrained to $\nu = 1/4$ (in three dimensions) and $\nu = 1/3$ (in two dimensions) [124]; this restriction is characteristic of bond-based peridynamics and is removed in state-based peridynamics.

---

5 We assume a pairwise equilibrated reference configuration, i.e., $f(0, \xi) = 0$ for all $\xi \in \mathbb{R}^n$ and neglect terms of order $\mathcal{O}(\|\eta\|^2)$.
We consider peridynamic problems in the configuration of Figure 2 and, without loss of generality, we limit our description to the static case. Specifically, given $b : \Omega \to \mathbb{R}^n$ and $g : B\Omega \to \mathbb{R}^n$, we solve

$$
\begin{cases}
-\mathcal{L}_{PD}^u(x) = b(x) & x \in \Omega, \\
u(x) = g(x) & x \in B\Omega,
\end{cases}
$$

(19)

where the second condition is, as in the nonlocal diffusion case, the nonlocal counterpart of a Dirichlet boundary condition for PDEs.

2.2.3 Nonlocal vector calculus

In this section, we reformulate nonlocal diffusion and peridynamic operators in terms of the nonlocal vector calculus developed in [46]. This theory is the nonlocal counter-part of the classical calculus for differential operators and, by providing a variational setting, allows one to analyze nonlocal problems in a very similar way as for PDEs. Such calculus is necessary to analyze several LtN coupling methods described in this review; as such, we only report relevant results and refer the reader to [44,46] for more details.

Following the notations in [46], the nonlocal divergence operator $\mathcal{D}$ acting on a two-point function $\nu(x, x') : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ is defined as

$$
\mathcal{D}(\nu)(x) := \int_{\mathbb{R}^n} (\nu(x, x') + \nu(x', x)) \cdot \alpha(x, x') dx',
$$

where $\alpha(x, x')$ is anti-symmetric, i.e., $\alpha(x, x') = -\alpha(x', x)$. Without loss of generality, we assume

$$
\alpha(x, x') = \frac{x' - x}{\|x' - x\|}.
$$

(20)

The nonlocal gradient operator $\mathcal{D}^*$ acting on a one-point function $u(x) : \mathbb{R}^n \to \mathbb{R}$ is defined by

$$
\mathcal{D}^*(u)(x, x') := -(u(x') - u(x))\alpha(x, x').
$$

Using the notations of nonlocal divergence and gradient operators, the nonlocal diffusion operator $\mathcal{L}_{ND}$ in (5) is then written as

$$
\mathcal{L}_{ND}^u(x) = -\frac{1}{2} \mathcal{D}(\mathcal{D}^* u)(x),
$$

where $\gamma = \gamma(x', x)$ is the kernel function defined in Section 2.2.1. We next define the energy functional associated with the problem (9)

$$
E_{\mathcal{L}_{ND}}(u, f, g) := \frac{1}{4} \int_{\Omega} \int_{\Omega} \gamma(x', x)((\mathcal{D}^* u)(x, x'))^2 dx' dx - \int_{\Omega} f(x) u(x) dx - \int_{B\Omega} g(x) u(x) dx.
$$
The corresponding nonlocal energy norm, nonlocal energy space, and constrained energy space are then given, respectively, by

\[ \|u\|_{ND} = (E_{\delta}^{PD}(u, 0, 0))^{1/2}, \]
\[ S_{ND}^{\gamma}(\overline{\Omega}) = \{ u \in L^2(\overline{\Omega}) : \|u\|_{ND} < \infty \}, \]
\[ S_{c}^{\gamma}(\overline{\Omega}) = \{ u \in S_{ND}^{\gamma}(\overline{\Omega}) : u|_{B\bar{\Omega}} = 0 \} . \]

Given the tensor two-point function \( \Psi : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n} \) and the one-point function \( u : \mathbb{R}^n \rightarrow \mathbb{R}^n \), we can similarly define the nonlocal divergence operator \( \mathcal{D}u \) for tensors and its adjoint \( \mathcal{D}^* u \) by

\[ \mathcal{D}(\Psi)(x) = \int_{\mathbb{R}^n} (\Psi(x, x') + \Psi(x', x)) \cdot \alpha(x, x') dx', \]
\[ \mathcal{D}^*(u)(x, x') = -(u(x') - u(x)) \otimes \alpha(x, x'), \]

where \( \alpha \) is given by \((20)\). The linear bond-based peridynamic operator \( L^{PD} \) in \((14)\) with \((15)\) is then written as

\[ L^{PD}(x) = -\frac{1}{2} D(\gamma(\mathcal{D}^* u)^T)(x), \]

where \( \gamma = \gamma(x', x) := \lambda(||x' - x||)||x' - x||^2 \). We can also define the energy functional for problem \((19)\):

\[ E_{\delta}^{PD}(u, b, g) := \frac{1}{4} \int_{\Omega} \int_{\Omega} \gamma(x', x) (\text{Tr}(\mathcal{D}^* u)(x, x'))^2 dx'dx \]
\[ - \int_{\Omega} b(x) u(x) dx - \int_{\Omega} g(x) u(x) dx, \]

where \( \text{Tr}(\mathcal{D}^* u) \) is the trace of \( \mathcal{D}^* u \). The corresponding energy norm, energy space, and constrained energy space are given, respectively, by

\[ \|u\|_{PD} = (E_{\delta}^{PD}(u, 0, 0))^{1/2}, \]
\[ S^{PD}^{\gamma}(\overline{\Omega}) = \{ u \in L^2(\overline{\Omega}, \mathbb{R}^n) : \|u\|_{PD} < \infty \}, \]
\[ S^{c}_{PD}^{\gamma}(\overline{\Omega}) = \{ u \in S^{PD}^{\gamma}(\overline{\Omega}) : u|_{B\bar{\Omega}} = 0 \}. \]

Note that \( L^2(\overline{\Omega}) = L^2(\overline{\Omega}, \mathbb{R}) \) under our notation.

The nonlocal energy spaces \( S^{ND}^{\gamma}(\overline{\Omega}) \) and \( S^{PD}^{\gamma}(\overline{\Omega}) \) defined in the above are Hilbert spaces, as shown in \([80, 81]\). Moreover, the nonlocal diffusion problem \((9)\) and the nonlocal mechanics problem \((19)\) are well-posed as a result of Poincaré type inequalities. Here we will state the inequalities without proof, and more details can be found in \([43, 80, 81]\).

**Lemma 1 (Nonlocal Poincaré inequalities)** There exists a positive constant \( C \) such that the following nonlocal Poincaré type inequalities hold:

\[ \|u\|_{L^2(\overline{\Omega})} \leq C \|u\|_{ND}, \quad \forall u \in S^{ND}_{c}(\overline{\Omega}), \]
\[ \|u\|_{L^2(\overline{\Omega}, \mathbb{R}^n)} \leq C \|u\|_{PD}, \quad \forall u \in S^{PD}_{c}(\overline{\Omega}). \]
3 Generalized domain-decomposition methods

3.1 Optimization-based methods

In Optimization-Based Methods (OBMs) the coupling of local and nonlocal models is effected by couching the LtN coupling into an optimization problem. This approach is inspired by GDD methods for PDEs [38,41,47,51,56,57] and it has also been applied to AtC coupling in [88,89]. A main feature of OBMs is that numerical solutions only require the implementation of the optimization strategy as the local and nonlocal solvers can be used as black boxes. For this reason, OB couplings (OBCs) are considered non-intrusive as opposed to other methods, whose implementation requires modification of the basic governing equations in the transition region between local and nonlocal sub-domains.

3.1.1 Mathematical formulation

We provide a very general formulation of an OBM. Let $L^{NL}$ be a nonlocal operator that accurately describes the system in a bounded domain $\Omega$ and let $L^{L}$ be a corresponding local operator that describes the system well enough where nonlocal effects are negligible. OBMs tackle the LtN coupling by solving a minimization problem where the difference between the local and nonlocal solutions is minimized in the overlap between local and nonlocal sub-domains, tuning their values on the virtual boundaries induced by the domain decomposition (see Figure 4). Here, we consider a time-independent problem and we state the LtN OBC in a very general form for vector functions:

$$\min_{u^{nl}, u^{l}, \nu^{nl}, \nu^{l}} \frac{1}{2} \| u^{nl} - u^{l} \|_{\Omega^{o}, \Omega}^{2} \quad \text{such that}$$

$$\begin{cases}
-L^{NL} u^{nl} = b & x \in \Omega^{nl} \\
u^{nl} = g & x \in \Gamma_{p}^{l} \quad \text{and} \quad u^{nl} = \nu^{nl} & x \in \Gamma_{v}^{l}
\end{cases}$$

$$\begin{cases}
-L^{L} u^{l} = b & x \in \Omega^{l} \\
u^{l} = g & x \in \Gamma_{p}^{l} \quad \text{and} \quad u^{l} = \nu^{l} & x \in \Gamma_{v}^{l}
\end{cases}$$

where $b$ is a forcing term over $\Omega^{nl} \cup \Omega^{l}$, $g$ is a boundary data over $\Omega_{p}^{l}$ and $\| \cdot \|_{\Omega^{o}, \Omega}$ is a suitable norm in the overlapping region $\Omega^{o}$, and $(\nu^{nl}, \nu^{l}) \in C$ (an appropriate control space) are the control variables. The goal of OBC is to find optimal values for the virtual controls $\nu^{nl}$ and $\nu^{l}$ such that $u^{nl}$ and $u^{l}$ are as close as possible in the overlapping region, while still satisfying their corresponding governing equations. We denote the optimal controls and corresponding nonlocal and local solutions by $\nu^{nl*}, \nu^{l*}$ and $u^{nl*}, u^{l*}$, respectively. The global coupled solution is then defined as

$$u^{*}(x) = u^{nl*}(x) \chi_{\Omega^{nl}}(x) + u^{l*}(x) \chi_{\Omega^{l}}(x) \quad \text{for all } x \in \Omega,$$

where $\chi_{\Omega^{nl}}(\cdot)$ and $\chi_{\Omega^{l}}(\cdot)$ are the characteristic functions of $\Omega^{nl}$ and $\Omega^{l}$, respectively (see (5)).

Applications of this technique to nonlocal diffusion can be found in [30,31] in one dimension and in [33] in three dimensions, whereas applications to nonlocal mechanics can be found in [19].
We now present a more rigorous formulation of OBC for a nonlocal diffusion problem, following [31]. In this case, the unknowns are the scalar-valued functions $u^{nl} \in S^{ND}_c(\Omega_{nl})$ and $u^l \in H^1_{\Gamma_p}(\Omega_l)^6$ such that
\[
\begin{cases}
-L^{ND} u^{nl} = f & x \in \Omega_{nl} \\
u^{nl} = 0 & x \in \partial \Omega_{nl} \\
u^{nl} = \nu^{nl} & x \in \Gamma_v
\end{cases}
\quad\text{and}\quad
\begin{cases}
-\Delta u^l = f & x \in \Omega_l \\
u^l = 0 & x \in \Gamma_p \\
u^l = \nu^l & x \in \Gamma_v
\end{cases}
\tag{23}
\]
where $L^{ND}$ is the nonlocal diffusion operator introduced in Section 2.2.1 and $(\nu^{nl}, \nu^l) \in C := \tilde{S}^{ND}_c \times H^1_{\Gamma_p}(\Gamma_v)$, where $\tilde{S}^{ND}_c = \{v|_{\Omega_v}: v \in S^{ND}_c(\Omega_{nl})\}$ and $v|_{\Omega_v}$ denotes a restriction of $v$ to $\Omega_v$. Thus, the OBC can be formulated as the following constrained optimization problem:
\[
\min_{u^{nl}, u^l, \nu^{nl}, \nu^l} \frac{1}{2} \|u^{nl} - u^l\|_{L^2(\Omega_o)}^2 \quad \text{subject to } \tag{24}
\]
where $\|u^{nl} - u^l\|_{L^2(\Omega_o)}$ is the $L^2$ norm of $u^{nl} - u^l$ over $\Omega_o$.

**Properties.** OBC approaches such as (24) have several desirable properties:

- Provided that the nonlocal and local equations are well-posed (see Section 2.2.3), the optimal control problem is well-posed, i.e., (24) has a unique solution. In particular, it is possible to show that the Euler-Lagrange equations associated with the reduced functional $J(\nu^{nl}, \nu^l) = \frac{1}{2} \|u^{nl}(\nu^{nl}) - u^l(\nu^l)\|_{L^2(\Omega_o)}^2$ define a coercive variational form in the control space $C$, where the notations $u^{nl}(\nu^{nl})$ and $u^l(\nu^l)$ denote the solutions $u^{nl}$ and $u^l$ given the virtual controls $\nu^{nl}$ and $\nu^l$, respectively.

- When $L^{ND}$ is properly scaled (see Remark 1) the method passes the linear, quadratic and cubic patch tests. Furthermore, [31] shows that as $\delta \to 0$ the coupled solution approaches the solution of a global local problem, i.e., the method is asymptotically compatible. However, this result can be achieved as long as the overlapping region $\Omega_o$ is “large enough", as convergence estimates depend on $|\Omega_o|^{-1}$, where $|\Omega_o|$ denotes the size of $\Omega_o$.

- The solution of nonlocal and local problems is completely uncoupled. As a consequence, nonlocal and local governing equations can be discretized on separate computational sub-domains with different discretization methods (e.g., meshfree method for the nonlocal problem and the finite element method (FEM) for the local problem). This implies that available software for the solution of each equation can be used as a black box.

- The mathematical formulation presented in this section can be easily extended to the peridynamic model presented in Section 2.2.2 by simply substituting $L^{NL}$ with $L^{PD}$, either in the state-based or bond-based forms, and $L^b$ with the corresponding classical elasticity operator (e.g., $L^{CE}$ in [18] for bond-based peridynamics), as demonstrated in Section 3.1.2.

---

6 We denote by $H^1_{\Gamma_p}(\Omega_l)$ the space of functions in $H^1(\Omega_l)$ that vanish on $\Gamma_p$. 
The optimization does not affect the rate of convergence of the discretization method used for the governing equations (e.g., a piece-wise linear FEM discretization preserves second order convergence of the solution in the $L^2$-norm).

**The time-dependent problem.** The extension of this method to time-dependent problems is straightforward. However, due to the high computational cost, still has limited applicability. Such extension consists in performing the optimization at every time step of the time integration. Specifically, at every time step the objective functional is the same as in (21), but the constraints are the semi-discrete (in time) nonlocal and local equations. An even more expensive option is to formulate the time-dependent coupling as a continuous global (in space and time) optimization problem, where the objective functional is the sum of the misfits over the whole domain and at any time instant and the constraints are the time-dependent nonlocal and local equations. None of these approaches has been rigorously analyzed nor implemented.

### 3.1.2 Applications and results

As anticipated in the previous section, the abstract formulation in (21) can be easily extended to state-based peridynamics. Here, we report results for the linearized version (see [113]) of the linear peridynamic solid model introduced in [115]. This is an isotropic state-based peridynamic model that converges, in the limit as $\delta \rightarrow 0$ and under suitable regularity assumptions, to classical linear elasticity without the Poisson’s ratio restriction discussed in Section 2.2.2. We report linear and quadratic patch tests for a stainless steel bar as obtained in [19] (where all the specifics are listed). In both tests, the nonlocal problem is discretized using a meshfree method [114] (see also [71]) and the local problem is discretized using piece-wise linear FEM. The computational domain is reproduced in Figure (9). On the left, the nonlocal problem is discretized with a meshfree method; on the right, the local problem is discretized with FEM. Results are reproduced in Figure 10, where displacement solutions in the horizontal direction are reported along a horizontal line passing through the center of the bar. The patch test results are in good agreement with the expected linear and quadratic solutions for both the nonlocal and local problems.

**Fig. 9** Computational domain for linear and quadratic patch tests. On the right, a meshfree discretization; on the left, an FEM discretization. Blue nodes indicate the control variables. degrees of freedom.
Further results in [19] on stainless steel bars with cracks demonstrate the ability of OBC to capture cracks in nonlocal regions as well as the ease of dealing with boundary conditions that can be applied to local regions circumventing the non-trivial task of prescribing nonlocal boundary conditions.

3.2 Partitioned procedure

In this section we introduce another type of GDD methods, known as partitioned procedures, which can be applied to heterogeneous domains such as those characterized by multiscale and multiphysics dynamics. In the partitioned procedure, the coupled problem is solved based on subsequent solutions of sub-problems. The sub-problems are coupled through transmission conditions on interfaces, which enforce the continuity of solutions and the energy balance of the whole system. One of the main features of this approach is software modularity. In fact, since each sub-problem is solved separately, possibly with different solvers, the partitioned procedure allows for the reuse of existing codes/discretization methods. Moreover, because only transmission conditions on the coupling interfaces are needed and provided for each solver, the partitioned procedure is also generally non-intrusive, similarly to OBMs.

While partitioned procedures can be applied to static and quasi-static problems, they are more commonly used for dynamic problems. Therefore, we describe the partitioned formulation for dynamic LtN coupling problems. The partitioned procedure can be broadly classified as either explicit or implicit (in the literature these two approaches are sometimes referred to as loosely coupled strategy and strongly coupled strategy, respectively). In explicit coupling strategies, the solution of each sub-problem and the exchange of interface data are performed only once (or a small number of times) per time step. For reasons pointed out below, this causes an information mismatch on the interface. As a consequence, the coupled system does not satisfy exactly the coupling transmission conditions and the energy exchanged between
solutions at the previous time step, the previous sub-iteration step, or the overlapping case, i.e., with a configuration corresponding to Figure 4. In explicit coupling procedures, the Robin transmission condition is equivalent to the transmission condition at the previous time step, \( u_{k-1}^{nl} \) and \( u_{k-1}^{l} \), and the solutions at the previous sub-iteration, \( u_{k-1}^{nl} \) and \( u_{k-1}^{l} \). We first describe the partitioned procedure for the overlapping case, i.e., with a configuration corresponding to Figure 4.

\[
\begin{align*}
D_{1} u_{k,j}^{nl} - L^{NL} u_{k,j}^{nl} &= s_{k} \quad x \in \Omega_{nl} \\
L^{NL} u_{k,j}^{nl} &= g_{k} \quad x \in \Omega_{p} \\
R_{1} u_{k,j}^{nl} + T^{NL}(u_{k,j}^{nl}) &= R_{1} u_{k,j-1}^{l} + T^{NL}(u_{k,j-1}^{l}) \quad x \in \Omega_{v}
\end{align*}
\]

(25)

where \( s \) is a forcing term over \( \Omega_{nl} \cup \Omega_{l} \) and \( g \) is a boundary data over \( \Omega_{p} \) and \( \Gamma_{p} \). For diffusion problems, \( u \) is a scalar-valued function, \( L^{NL} = L^{ND} \), \( L^{l} = \Delta \), and \( s = f \) (see Section 2.2.1). For mechanics problems, \( u \) is a vector-valued function, \( L^{NL} u(x,t) = \frac{1}{\rho(x)}L^{PD} u(x,t) \), \( L^{l} u(x,t) = \frac{1}{\rho(x)}\nabla \cdot \sigma(x,t) \), and \( s(x,t) = b_{l}(x,t) \) (see Section 2.2.2). \( T^{l} \) is a flux operator in diffusion problems or a normal stress operator in mechanics problems, and \( T^{NL} \) is a corresponding nonlocal operator to be defined. \( D_{1} \) is the appropriate numerical time-difference operator to approximate a first-order derivative (in diffusion problems) or a second-order derivative (in mechanics problems) of \( u \). \( R_{1} \) and \( R_{2} \) are constant Robin coefficients. Note that when \( R_{i} = 0, i = 1, 2 \), the Robin transmission condition is equivalent to the Neumann-type transmission condition, whereas when \( R_{i} \rightarrow \infty, i = 1, 2 \), the Dirichlet transmission condition is obtained. In explicit coupling procedures, the results are updated as \( u_{k,j}^{nl} = u_{k,j}^{nl} \) and \( u_{k,j}^{l} = u_{k,j}^{l} \) after one (or a few) sub-iteration. Note that in explicit coupling procedures, the Robin transmission condition in the nonlocal sub-problem becomes \( R_{1} u_{k,j}^{nl} + T^{NL}(u_{k,j}^{nl}) = R_{1} u_{k,j-1}^{l} + T^{NL}(u_{k,j-1}^{l}) \), so the transmission
condition \( R_1 u^{nl} + T^{NL}(u^{nl}) = R_1 u^l + T^L(u^l) \) is not exactly satisfied, and therefore the energy of the system is not balanced. In implicit coupling procedures, the iterations stop only when a prescribed stopping criterion is reached, and the energy exchanged on the interface is balanced. To apply Robin transmission conditions in LtN coupling problems, one of the challenges is to provide a well-defined nonlocal operator \( T^{NL} \). In the overlapping case, both local and nonlocal solutions exist in \( \Omega_o \). In [132], the authors proposed to employ the local operator \( T^L(u^{nl}) \) as an approximation for the nonlocal operator \( T^{NL}(u^{nl}) \).

In [131], the authors considered an LtN coupling configuration for the non-overlapping case as in Figure 6, except that the nonlocal sub-domain includes both \( \Omega_{nl} \) and \( \Omega_t \), where the local and nonlocal solvers interact on a sharp interface that coincides with the local interface \( \Gamma_v \). On the local side, a Dirichlet transmission condition \( u^l_{k,j} = u^{nl}_{k,j} \) is employed on \( \Gamma_v \). On the nonlocal side, instead of explicitly defining the nonlocal Neumann-type operator \( T^{NL} \), the authors developed a nonlocal formulation which converts the local flux to a correction term in the nonlocal model and provides an estimate for the nonlocal interactions across \( \Gamma_v \). For \( x \in \Omega_t \), where \( \Omega_t \) is a collar of thickness \( \delta \) adjacent to the LtN coupling interface (see Figure 6), a modified nonlocal formulation is employed:

\[
Q_\delta(x)D_t u^{nl}_{k,j}(x,t) - L^{NL}_{N\delta} u^{nl}_{k,j}(x,t) + R_1 V_\delta(x)u^{nl}_{k,j}(P(x),t) = Q_\delta(x)s_k(x,t) + V_\delta(x)T^L(u^l_{k,j-1}(x,t)) + R_1 V_\delta(x)u^l_{k,j-1}(P(x),t),
\]

where \( Q_\delta \) and \( V_\delta \) are functions of \( x \), \( P \) is the projection operator onto \( \Gamma_v \), and \( L^{NL}_{N\delta} \) is a modified nonlocal operator as proposed in [131]. This formulation provides a generalization of the classical local Robin transmission condition, such that the nonlocal problem converges to the corresponding local problem with local Robin transmission condition, as \( \delta \to 0 \), under suitable regularity assumptions.

**Properties.** To achieve a stable and/or fast convergent LtN coupling algorithm, one needs to choose optimal Robin coefficients, \( R_1 \) and \( R_2 \); see next section. With proper Robin coefficients, the partitioned procedure has several properties:

- The partitioned procedure is not tied to any particular discretization. Actually, it provides a flexible coupling framework which enables software modularity: different discretization methods, including different spatial and time resolutions, can be employed for the two sub-problems.
- When the nonlocal sub-problem with Robin transmission condition is asymptotically compatible to the local limit, the coupling framework preserves the asymptotic compatibility.
- The partitioned procedure passes the patch tests as long as the solution satisfies the chosen Robin transmission condition. For example, when taking \( T^{NL} \) as the corresponding local operator \( T^L \) in the partitioned procedure for the overlapping case, the coupling framework passes up to cubic patch tests. On the contrary, in the partitioned procedure for the non-overlapping case, as in [131], the coupling framework simply passes the linear and quadratic patch tests only when the interface is flat.
The partitioned procedure with the implicit coupling approach is energy preserving. However, the explicit coupling approach does not necessarily guarantee energy preservation.

The partitioned procedure for the non-overlapping case can also be applied to general heterogeneous LtN coupling problems, i.e., where the local and nonlocal problems have different physical properties.

3.2.2 Applications and results

In applications, the optimal Robin coefficients can be estimated either theoretically or numerically. In problems with relatively simple and/or structured domain settings, one can perform a Fourier decomposition of the solution and define an analytical reduction factor as the convergence ratio of the semi-discretized solution in the frequency space. Then, the optimal Robin coefficient can be obtained by minimizing the analytical reduction factor, as shown in [132]. There, the authors consider a LtN coupling for two-dimensional static/quasi-static mechanics problems, involving a nonlinear bond-based peridynamic model given by the prototype microelastic brittle (PMB) model [114] discretized with a meshfree method, coupled to a classical linear elasticity model (see (18)) discretized with the FEM. On a simple problem setting representing a plate under uniaxial tension, the optimal Robin coefficient is provided by simplifying the coupling problem to a one-dimensional model problem and obtaining expressions for the reduction factor of the solution. The developed optimal Robin transmission condition is also applied to capture crack initiation and growth for a plate with a hole loaded with increasing tension.

For LtN coupling problems with general geometry and heterogeneous material properties, deriving the analytical expression of the reduction factor is generally not straightforward, and typically a numerical approximation has to be considered. In [131], LtN coupling in a diffusion problem for the non-overlapping case is studied. Using Robin transmission conditions, the authors developed a stable explicit partitioned procedure, where the optimal Robin coefficient is obtained by minimizing the magnitude of the maximum eigenvalue of the discretized coupled system. When the time step satisfies the CFL condition \( \Delta t \leq C h^2 \), where \( h \) is the spatial discretization size and \( C \) is a constant, the resulting partitioned procedure with optimal Robin coefficient is robust and capable to handle sub-domains with complicated geometries, as shown in Figure [11]. The numerical results on patch tests are shown in Figure [12], where both the local and nonlocal sub-domains are two-dimensional squares and the interface \( I_v \) is a straight line segment. In Figure [12], solutions along the domain center line are reported. For both linear and quadratic solutions, the numerical solution is machine accurate.
Fig. 11 Non-overlapping partitioned procedure for LtN coupling. Left: problem setting. Right: simulation results where the blue spheres represent the nonlocal solution with a meshfree solver and the triangular mesh represents the local solution obtained via FEM.

Fig. 12 Patch tests for the non-overlapping partitioned procedure: linear (left) and quadratic (right). Nodes in the nonlocal sub-domain are represented by blue filled circles, whereas nodes in the left nonlocal boundary are empty blue circles. Nodes in the local sub-domain are represented by red filled squares, whereas the node on the right local boundary is an empty red square.

4 Atomistic-to-Continuum type coupling

4.1 Arlequin method

The Arlequin method [13,14] is a general energy-based engineering design tool for multiscale modeling which superimposes multiple models and glues them to each other while partitioning and weighting the energies. In this section, we review the Arlequin approach for LtN coupling, following [58]. In that work, the authors employ the nonlocal elasticity model developed in [35,36]. Here, for consistency with the rest of the paper, we adapt the formulation from [58] to couple the linear bond-based peridynamic model [15] and classical linear elasticity (see [18]). For state-based peridynamics, the Arlequin method has been applied in [126].
4.1.1 Mathematical formulation

We refer to Figure 4 (bottom): the domain \( \Omega \) is decomposed into \( \Omega_l \) and \( \Omega_{nl} \) with
an overlapping region \( \Omega_o := \Omega_l \cap \Omega_{nl} \), whose volume has to be sufficiently large
to ensure stability [11,58]. The strain energy density of the system is defined in the
following way: it equals the nonlocal energy density in \( \Omega_{nl} \setminus \Omega_o \) and the local energy
density in \( \Omega_l \setminus \Omega_o \). In the overlapping region, \( \Omega_o \), the strain energy density is defined as
a weighted combination of the strain energy densities of the two models using
complementary weight functions. We introduce below, in a three-dimensional setting,
the weak form of the system for the Arlequin formulation.

The functional spaces for the local model are defined as

\[
W_1 := \{ u \in H^1(\Omega_l) : u(x) = g(x) \text{ on } \Gamma_p \}, \\
W_{10}^l := \{ v \in H^1(\Omega_l) : v(x) = 0 \text{ on } \Gamma_p \}.
\]

Given a function pair \( (u_1, v_1) \in W_1 \times W_{10}^l \), we define a local weighted bilinear form:

\[
a_1(u_1, v_1) := \int_{\Omega_l} \alpha_1(x) \frac{4E}{9} \left( (\nabla \cdot u_1(x)) (\nabla \cdot v_1(x)) \\
+ \frac{1}{2} \left( \nabla u_1(x) + \nabla u_1^T(x) \right) : \left( \nabla v_1(x) + \nabla v_1^T(x) \right) \right) dx.
\]

(26)

For the nonlocal model, we define the functional space \( W_2 := \mathcal{S}^{PD}(\Omega_{nl}) \). Given a
function pair \( (u_2, v_2) \in W_2 \times W_2 \), we define a nonlocal weighted bilinear form:

\[
a_2(u_2, v_2) := \frac{1}{4} \int_{\Omega_{nl}} \int_{B_1(x)} \alpha_2(x, x') \lambda(\|x' - x\|) (u_2(x') - u_2(x))^T \\
\left( (x' - x) \otimes (x' - x) \right) (v_2(x') - v_2(x)) dx' dx.
\]

(27)

Here, \( \alpha_1(x) \) and \( \alpha_2(x, x') \) are complementary (see below) scalar-valued weight
functions, which can be defined via a blending function \( \beta(x) \), such as the one introduced in
\[2\] and illustrated in Figure 5. We take \( \alpha_1(x) = 1 - \beta(x) \). In contrast to \( \alpha_1(x) \),
which is a one-point function, \( \alpha_2(x, x') \) is a two-point function so that its definition
is not unique. Nevertheless, as discussed in [11,26], to reduce spurious effects
\( \alpha_2(x, x') \) can chosen as a symmetric function (see [58]):

\[
\alpha_2(x, x') = \beta \left( \frac{x + x'}{2} \right) \quad \forall x, x' \in \Omega.
\]

(28)

Another standard choice of \( \alpha_2 \) can be defined in an average sense [26,93].

Next, we define the weak formulation of local and nonlocal body forces, respectively. For \( v_1 \in W_{10}^l \), the local term is defined as

\[
l_1(v_1) := \int_{\Omega_l} \alpha_1(x) b(x) \cdot v_1(x) dx,
\]

(29)
The bilinear form \( \varepsilon \) is enforced. The result is the following saddle point problem:

\[
\text{Find } (u_1, u_2, \phi) \in W_1 \times W_2 \times H^1(\Omega_o) \text{ such that}
\]

\[
a_1(u_1, v_1) + C(\phi, v_1) = l_1(v_1),
\]

\[
a_2(u_2, v_2) - C(\phi, v_2) = l_2(v_2),
\]

\[
C(\psi, u_1 - u_2) = 0,
\]

for all \((v_1, v_2, \psi) \in W_1^0 \times W_2 \times H^1(\Omega_o)\).

The bilinear form \( C(\cdot, \cdot) \) describes the coupling and is defined, for any \((\psi, v) \in H^1(\Omega_o) \times H^1(\Omega_o)\), as

\[
C(\psi, v) := \int_{\Omega_o} (\kappa_0 \psi \cdot v + \kappa_1 \varepsilon(\psi) \cdot \varepsilon(v)) \, dx,
\]

where \( \varepsilon(\cdot) \) denotes the infinitesimal strain tensor \( \varepsilon(v) := \frac{1}{2} (\nabla v + \nabla v^T) \). The coefficients \( 0 \leq \kappa_0, \kappa_1 \leq 1 \) are non-negative coupling parameters. For example, \((\kappa_0, \kappa_1) = (1, 0)\) defines the \( L^2 \)-norm coupling; \((\kappa_0, \kappa_1) = (0, 1)\) defines the \( H^1 \)-seminorm coupling; and \((\kappa_0, \kappa_1) = (1, 1)\) is the \( H^1 \)-norm coupling \([16, 58, 53, 54]\).

Once the mixed formulation \((31)-(34)\) is solved, we need to reconstruct a displacement field \( u \) for the entire domain \( \Omega \), because \( u_1 \) and \( u_2 \) are only defined in \( \Omega_l \) and \( \Omega_o \), respectively. One convenient reconstruction option is given as follows:

\[
u(x) = \begin{cases} 
u_1(x) & x \in \Omega_l \setminus \Omega_o, \\ \nu_2(x) & x \in \Omega_o \setminus \Omega_o, \\ \alpha_1(x) \nu_1(x) + (1 - \alpha_1(x)) \nu_2(x) & x \in \Omega_o. \end{cases}
\]

Properties. Even though a mathematical analysis and a rigorous study of the influence of parameters (such as weight functions or size of the overlapping region) of the Arlequin method for mechanics are not available, several references in the literature address properties of this technique when applied to other coupling problems (see, e.g., \([15, 52, 11, 26]\)). Based on these references, we list here some general properties:

- If the coupling parameters defined in \((34)\) satisfy \( \kappa_0 \geq 0 \) and \( \kappa_1 > 0 \), and the overlapping region \( \Omega_o \) is sufficiently large, then the corresponding saddle point problem \((31)-(34)\) is well-posed. However, for the \( L^2 \)-norm coupling \((\kappa_0, \kappa_1) = (1, 1)\), the well-posedness is unclear.
- Since the linear patch test is only weakly imposed via \((33)\), ghost forces and spurious effects cannot be completely removed in the overlapping region.
– The energy equivalence of this formulation depends on the choice of the weight functions $\alpha_1$ and $\alpha_2$, the size of overlapping region $\Omega_o$, and the choice of the Lagrange multiplier space \cite{26,53}. In some cases, the Arlequin method is not equivalent neither to the local model nor the nonlocal model, even when homogeneous deformations are assumed. In fact, as pointed out in \cite{26}, with inappropriate choices of $\alpha_1$, $\Omega_o$, and $(\kappa_0, \kappa_1)$, the Arlequin formulation may be not coercive.

The time-dependent problem. The Arlequin method has been used in many time-dependent applications, and the extension is straightforward, see, e.g., \cite{11,91,126}. In particular, applications to dynamic LtN coupling mechanical problems appear in \cite{126}. However, such extension consists in solving the saddle point problem (31)-(33) at every time step, which limits its applicability due to high computational cost.

4.1.2 Applications and results

In this section, as done in others below, we provide references of applications of the Arlequin method as the reproduction of numerical results is non-trivial.

In \cite{58}, the authors first apply the $H^1$-norm coupling and piece-wise linear weight functions to study a two-dimensional cantilever beam of isotropic homogenous material. Their results show that the accuracy of Arlequin solutions is comparable to that of the fully nonlocal elasticity model. Next, they test a static cracked square plate using various options of $(\kappa_0, \kappa_1)$. When an $H^1$-norm coupling with piece-wise linear weight functions is used, the strain distribution from the Arlequin approach agrees with the strain field, especially near the crack-tip, computed with the fully nonlocal model.

In \cite{92}, the authors use the Arlequin method to investigate a one-dimensional problem that consists of a collection of springs that exhibit a localized defect, resulting in a sudden change in the spring properties. They test the method and study its accuracy for several choices of coupling parameters. They prove that the Arlequin formulation is well-posed with both $H^1$-seminorm and $H^1$-norm couplings. Their numerical results also indicate that the method is sensitive to the location and size of the overlapping region, and they propose to utilize adaptive strategies, based on a posteriori error estimates, to identify them.

4.2 Morphing method

The morphing method for LtN coupling was developed in \cite{4,5,59,75} based on a blending approach to morph the material properties of local and nonlocal subdomains. The coupling formulation consists of a single unified model obtained by a transition (morphing) from local to nonlocal descriptions. More specifically, a hybrid model is introduced in the transition region or morphing zone, $\Omega_t$ (see Figure 5), whose constitutive law changes gradually from a local to a nonlocal response. As a result, a single model with evolving material properties is defined on the whole domain and the equivalence of the energy of the system with the fully nonlocal energy is enforced under homogeneous deformations in the morphing zone \cite{75}.
4.2.1 Mathematical formulation

We describe the morphing method for the coupling of the linear isotropic bond-based peridynamic model (15) and the corresponding classical linear elasticity model (18), following [75]. We note, however, that this technique has also been applied to more complex material models, including linear anisotropic bond-based peridynamic models [4] and a state-based peridynamic model [59].

The strain energy density of the linear bond-based peridynamic model is given by

\[ W_{nl}(x) = \frac{1}{4} \int_{B_{\lambda}(0)} \lambda(\|\xi\|)(u(x + \xi) - u(x))^T(\xi \otimes \xi)(u(x + \xi) - u(x))d\xi, \]  

(36)

whereas the corresponding local strain energy density is given by

\[ W_l(x) = \frac{4E}{5} \left\{ (\nabla \cdot u(x))(\nabla \cdot u(x)) \right. \\
+ \frac{1}{2} (\nabla u(x) + \nabla u^T(x)) : (\nabla u(x) + \nabla u^T(x)) \right\} \\
= \frac{1}{2} \varepsilon(x) : C_l : \varepsilon(x), \]

(37)

where \( C_l \) is the fourth-order elasticity tensor and \( \varepsilon = \frac{1}{2}(\nabla u + \nabla u^T) \) is the infinitesimal strain tensor. When considering an infinitesimal homogeneous deformation, we can define a local stiffness tensor \( C^0 \) from the nonlocal model (36) such that the strain energy density of the resultant local model is equal to the strain energy density of the nonlocal model, i.e.,

\[ W_{nl}(x) \approx \frac{1}{2} \varepsilon(x) : C^0 : \varepsilon(x), \]

where \( C^0 \) is given by (17). To define the morphing model, due to consistency requirements on the energy densities, we assume \( C^0 = C_l \).

Given a blending or morphing function \( \beta \), such as the one introduced in (2) and illustrated in Figure 8(b), the morphing model is fully defined by the following strain energy density:

\[ W^m(x) = \frac{1}{2} \varepsilon(x) : C(x) : \varepsilon(x) \\
+ \frac{1}{4} \int_{B_{\lambda}(0)} \lambda(\|\xi\|) \frac{\beta(x + \xi) + \beta(x)}{2} (u(x + \xi) - u(x))^T(\xi \otimes \xi)(u(x + \xi) - u(x))d\xi, \]

where

\[ C(x) := (1 - \beta(x))C_l + \int_{B_{\lambda}(0)} \lambda(\|\xi\|) \frac{\beta(x) - \beta(x + \xi)}{4} \xi \otimes \xi \otimes \xi d\xi. \]

Note that, similarly to (17), \( C(x) \) is a fully-symmetric fourth-order tensor.
Properties. The morphing method has the following properties:

- For \( x \in \Omega_l \), \( C(x) = C_l \) and \( W^m_l(x) = W^l(x) \).
- For \( x \in \Omega_{nl} \), \( C(x) = 0 \) and \( W^m_{nl}(x) = W^l_{nl}(x) \).
- This method does not pass the linear patch test. In fact, \( u^{\text{lin}} \) (see Definition 1) does not satisfy the equilibrium equation throughout the morphing zone and a nonzero ghost force density arises. However, these ghost forces can be approximately corrected using exactly the same deadload correction approach used in AtC coupling methods. Besides, the ghost force intensity decreases when using smoother morphing functions \( \beta \) or sufficiently large morphing zones. Moreover, ghost forces are localized to the morphing zone and vanish when \( \delta \to 0 \).
- For homogeneous deformations, the strain energy density is equivalent to both strain energy densities of the local and nonlocal models. Therefore, this method is considered energy preserving under homogeneous deformations.
- Even though there are a few theoretic studies regarding the morphing method for LtN coupling, this method has been studied as a type of blending for AtC coupling. The corresponding operator is coercive with respect to the nonlocal energy norm with smooth morphing function \( \beta \) and sufficiently large morphing zone \( \Omega_t \).

The time-dependent problem. The extension of the morphing method to time-dependent problems is straightforward, even though the implementation of the model has been only demonstrated in static/quasi-static problems.

4.2.2 Applications and results

In this section, we provide references to applications of the morphing method as the reproduction of numerical results is non-trivial. In [75] this strategy is applied to couple linear bond-based peridynamics with classical linear elasticity for isotropic materials. The authors investigate the ghost force intensity when using different morphing functions. They perform a one-dimensional analysis followed by numerical studies in one and two dimensions. The results suggest that the ghost forces are localized to the morphing zone and a smoother morphing function \( \beta \) reduces the maximum relative ghost forces. Follow-on two-dimensional simulations for a cracked plate under both traction and shear demonstrate the effectiveness of the method, compared to a fully peridynamic simulation. Later on, in [5], the morphing method is combined with an adaptive algorithm that updates the nonlocal sub-domain based on damage progression. The resulting coupling framework is applied to three-dimensional quasi-static problems. In [59], the method is further extended to couple a linearized state-based peridynamic model and the corresponding classical linear elasticity model. For anisotropic materials, in [4], the authors introduce anisotropic nonlocal models based on spherical harmonic descriptions, and present three-dimensional results.

4.3 Quasi-nonlocal method

The quasi-nonlocal (QNL) method is an energy-based coupling approach introduced in the context of AtC coupling. This method redefines the nonlocal energy via a “geo-
metric reconstruction” scheme in the transition region and local sub-domain of a LtN coupling configuration, in such a way that the method is linearly patch-test consistent [76,107,127]. We point out that the idea of “geometric reconstruction” is not limited to AtC coupling of solids; similar coupling strategies in the literature have been applied, for example in computational fluid dynamics (see, e.g., the review papers [11,67]). Here, we focus on the QNL method for LtN coupling of one-dimensional diffusion models, following [48,68].

4.3.1 Mathematical formulation

We refer to Figure 6 (top): without loss of generality, consider the domain \( \tilde{\Omega} = [-1 - \delta, 1] \). The domain is decomposed into four disjoint sub-domains: \( \tilde{\Omega} = \Omega_p \cup \Omega_{nl} \cup \Omega_t \cup \Omega_l \), which include the left physical nonlocal boundary \( \Omega_p = (-1 - \delta, -1) \), the nonlocal sub-domain \( \Omega_{nl} = (-1, x^*) \), the transition region \( \Omega_t = (x^*, x^* + \delta) \), and the local sub-domain \( \Omega_l = (x^* + \delta, 1) \). The right physical local boundary is \( \Gamma_p = \{ 1 \} \). Note that the interface between the nonlocal sub-domain and the transition region occurs at \( x^* \) satisfying \( x^* \in (-1 + 2\delta, 1 - 2\delta) \), and the transition region, \( \Omega_t \), has thickness \( \delta \).

The crucial step in the QNL formulation is the “geometric reconstruction” [105, 107,127] of the directional distance \( u(x') - u(x) \) in the definition of the energy. Because of difficulties arising from reconstructing geometries with corners in high dimensions, we limit the discussion to the one-dimensional case.

Recall that the one-dimensional nonlocal diffusion energy density associated with the bond \( \xi = x' - x \) is

\[
\frac{1}{2} \gamma_\delta(x' - x) (u(x') - u(x))^2,
\]

where we assume a radially symmetric nonlocal diffusion kernel, i.e., \( \gamma_\delta(\xi) = \gamma_\delta(|\xi|) \).

In the QNL model, such bond energy density is modified when the bond is entirely located in the local sub-domain. Specifically, the nonlocal energy is redefined by substituting the directional distance \( u(x') - u(x) \) with a path integral, such that the local energy density, \( \frac{1}{2} |u'(x)|^2 \), is equivalent to the nonlocal one for sufficiently smooth \( u \). Thus, we have that (38) is replaced by

\[
\frac{1}{2} \gamma_\delta(x' - x) \int_0^1 |u'(x + t(x' - x))|^2 |x' - x|^2 dt. \tag{39}
\]

The combined total energy of the QNL model with interface at \( x^+ \) is

\[
E_Q^{QNL}(u) = \frac{1}{4} \int \int_{x \leq x^+ or x' \leq x^*} \gamma_\delta(|x' - x|) (u(x') - u(x))^2 \, dx' dx
\]

\[
+ \frac{1}{4} \int \int_{x > x^+ and x' > x^*} \gamma_\delta(|x' - x|) \int_0^1 |u'(x + t(x' - x))|^2 |x' - x|^2 dt \, dx' dx. \tag{40}
\]

The definition of the QNL coupling operator \( C^{QNL} \) is obtained by taking the negative first variation of the total energy (40). We split it into three parts [48]:
I. For $x \in \Omega_{nl}$:

$$\mathcal{L}^{\text{QNL}} u(x) = \int_{x' \in \Omega} \gamma_{\delta}(|x' - x|) (u(x') - u(x)) \, dx'.$$

(41)

II. For $x \in \Omega_t$:

$$\mathcal{L}^{\text{QNL}} u(x) = \int_{x' \in \Omega} \gamma_{\delta}(|x' - x|) (u(x') - u(x)) \, dx' + (\omega_{\delta}(x) u'(x))',$$

(42)

where $\omega_{\delta}(x)$ is defined as

$$\omega_{\delta}(x) := \int_0^1 dt \int_{|\xi| < |x - x^{*}|} t |\xi|^2 \gamma_{\delta}(|\xi|) \, d\xi.$$

III. For $x \in \Omega_l$:

$$\mathcal{L}^{\text{QNL}} u(x) = \frac{\partial^2 u}{\partial x^2}(x).$$

(43)

**Properties.** We summarize the properties of the QNL method, following [48]:

- The QNL operator is self-adjoint (i.e., symmetric) as it is derived from a combined total energy [25].
- The method passes the linear patch-test.
- The operator is positive-definite and, hence, it is energy stable with respect to the QNL energy defined in (40) as well as $L^2$ stable with respect to the $L^2(\Omega)$ norm.
- The formulation satisfies the weak maximum principle and therefore it is mass-conserving.
- The method is asymptotically compatible and the coupled solution converges as $O(\delta)$ to the corresponding local solution.
- The total combined energy is equivalent to either the fully nonlocal or the fully local energy up to linear functions.

**The time-dependent problem.** The extension of the QNL method to time-dependent problems is simple and straightforward. This follows from the fact that the QNL operator $\mathcal{L}^{\text{QNL}}$ is coercive on the entire domain $\Omega$ and, hence, it is stable and monotonic.

4.3.2 Applications and results

Consider the one-dimensional domain $\Omega = [-\delta, 1]$ with interface at $x^* = 1/2$. The domain is decomposed into the subdomains $\Omega_p = (-\delta, 0)$, $\Omega_{nl} = (0, 1/2)$, $\Omega_l = (1/2, 1/2 + \delta)$, and $\Omega_t = (1/2 + \delta, 1)$. Results are obtained with the first-order asymptotically compatible finite difference method introduced in [48]. We report results of patch tests for both linear and quadratic solutions. In this case, the horizon is taken as $\delta = 0.04$ and the grid size is $h = 0.01$. Results are presented in Figure 13 and demonstrate that, even though theoretically the QNL method is only linearly path-test consistent, numerically both linear and quadratic patch tests are well passed.
We now discuss the application of the QNL method in [48] to remove surface effects. As mentioned in Section [1], volumetric constraints for nonlocal models have to be prescribed in a layer surrounding the domain, where data are not available or are hard to access. Consequently, an ad hoc treatment of nonlocal boundaries often causes unphysical surface effects. In [48], the authors apply the QNL method to allow the prescription of classical local boundary conditions in a nonlocal problem. Specifically, they address the nonlocal boundary issue by coupling nonlocal and local models, being the latter placed in the nonlocal boundary region. Figure 14(b) shows the solution of a local-nonlocal-local (L-N-L) coupling with boundaries being treated in a fully classical way; whereas Figure 14(a) shows the solution of a nonlocal-local (N-L) coupling by simply imposing a nonlocal Dirichlet type boundary condition \( u(x) = u(-1) \) in the left physical nonlocal boundary \( \Omega_p \). In those two examples, the nonlocal diffusion kernel is chosen as \( \gamma_\delta(x) = \frac{1}{2\delta} \chi_{[-\delta,\delta]}(x) \) and the source is \( f \equiv 1 \). The L-N-L coupling has two interfaces located at \( x^a = -\frac{1}{2} \) and \( x^b = \frac{1}{2} \); the N-L coupling has one interface at \( x^* = 0 \). The horizon is \( \delta = 0.2 \) and the mesh size is \( h = 1/800 \). We observe that the N-L coupling displays unphysical surface effects on the nonlocal side, whereas the L-N-L coupling eliminates those effects. Consequently, L-N-L coupling provides a way of imposing classical local boundary conditions in a nonlocal problem and helps avoiding the need of complicated extensions of local boundary conditions to nonlocal boundaries.
Remark 2 Finding an analytic geometric reconstruction formula becomes more difficult in higher dimensions. The nonlocal neighborhood, $B_{\delta}(x)$, becomes a disk (in two dimensions) or a ball (in three dimensions), making the intersections with the interface highly more complex. As a result, it is difficult to identify an explicit expression for the QNL method in a general setting (see discussions from [105]); even for a simple interface, such as a sphere, the exact formula is not yet available. In [60], the authors propose to adopt a least-square fitting procedure to find an approximation of this reconstruction; however, due to the inexactness of the approximation, the properties listed above no longer hold.

4.4 Blending method

In this section, we discuss a force-based blending approach originally presented for one-dimensional linear bond-based peridynamic models in [99] and then extended to general bond-based peridynamic models in higher-dimensions in [102]. Force-based blending is based on weighting governing equations via the introduction of a blending function. As discussed in [8], external or internal blending is possible. The former does not change the definitions of the reference models to be coupled, whereas the latter modifies their internal force operators. In comparison to the morphing method discussed in Section 4.2, force-based blending does not necessarily have the physical interpretation of blending material properties. Force-based blending has been proposed in AtC coupling (see, e.g., [6,49,69,70]). These AtC coupling methods are based on external blending and simply weight governing equations via the introduction of a blending function. In contrast, the approach from [99] is based on internal blending and arrives at a blended model through derivation from a single reference peridynamic model by only resorting to assumptions on the deformation. Here, as mentioned in Section 1.2, we employ the term “blending” to refer to force-based blending, because related methods, such as Arlequin and morphing, are called by their specific names.
4.4.1 Mathematical formulation

We refer to Figure 5 in this decomposition, the nonlocal sub-domain, $\Omega_{nl}$, and the local sub-domain, $\Omega_l$, do not overlap, but are separated by the transition region, $\Omega_t$. A blending function $\beta(x)$, such as the one introduced in (2) and illustrated in Figure 8(b), is used to characterize the different sub-domains. The change in the blending function occurs within the so-called blending region, $\Omega_b \subset \Omega_t$, and normally takes a polynomial shape. Due to nonlocality, however, the influence of the variation in the blending function extends beyond the blending region and affects the entire transition region, which is given by $\Omega_t = \Omega_b \cup B\Omega_b$.

The force-based blending approach presented here begins with a single reference bond-based peridynamic model given by (14) for all $x \in \Omega$. Employing a symmetric combination of the blending function (2), the operator is first split in two contributions, so that one of the two has nonzero support in regions of small smooth deformation thus allowing linearization followed by a Taylor expansion of the displacement at any neighbor point $x' \in B_\delta(x)$ around $x$ up to second order, which leads to an expression connected to the local model. The resulting blended operator is given by:

$$L^b u(x) = \int_{B_\delta(0)} \left( \frac{\beta(x) + \beta(x + \xi)}{2} \right) f(\eta, \xi) d\xi$$

$$- \frac{1}{2} \int_{B_\delta(0)} \frac{\beta(x + \xi) \lambda(\|\xi\|) \xi_i \xi_k \xi_d \xi_j}{\partial x_k} \partial u_j \partial x_i (x) e_i$$

$$- \frac{1}{2} \int_{B_\delta(0)} \left( \frac{\beta(x) + \beta(x + \xi)}{2} \right) \lambda(\|\xi\|) \xi_i \xi_j \xi_k \xi_d \xi_j d\xi$$

$$\frac{\partial^2 u_j}{\partial x_k \partial x_l} (x) e_i,$$

where $C_{ijkl}$ are the components of the fourth-order elasticity tensor given by (17). We further used antisymmetry to simplify the term involving first-order derivatives of displacements.

Properties. From (44), we have the following properties:

- For $x \in \Omega_l$, $L^b u(x) = L^{CE} u(x)$ (see (18)).
- For $x \in \Omega_{nl}$, $L^b u(x) = L^{PD} u(x)$ (see (14)).
- By construction, the blended operator (44) is equivalent to the reference bond-based peridynamic operator (14) and the classical linear elasticity operator (18) for quadratic displacements. Therefore, the model automatically passes the linear and quadratic patch tests. Employing a higher-order Taylor expansion up to third order instead would result in a blended model which also passes a cubic patch test.
- An error estimate provided in [102] shows that the blended operator (44) converges to the classical local operator (18) with an order of convergence of $O(\delta)$. Employing a higher-order Taylor expansion up to third order in the derivation of the blended model would increase the order of convergence to $O(\delta^2)$. 

The time-dependent problem. The extension of the blending method to time-dependent problems is straightforward. In fact, in [99,102] the blended model is presented based on equations of motion, even though the implementation of the model is demonstrated in static problems.

4.4.2 Applications and results

Consider a one-dimensional domain \( \Omega = [-\delta, 1] \) decomposed as in Figure 5 (top) with \( \delta = 0.05 \). The blending region is chosen as \( \Omega_b = (0.4, 0.6) \). We then have \( \Omega_p = (-0.05, 0) \), \( \Omega_{nl} = (0, 0.35) \), \( \Omega_t = (0.35, 0.65) \), and \( \Omega_l = (0.65, 1) \). We solve both a linear patch test with analytical solution \( u(x) = x \) and a quadratic patch test with analytical solution \( u(x) = x^2 \). The modeling choices and numerical implementation follow [99]; specifically, a linear bond-based peridynamic model is used in \( \Omega_{nl} \) with a meshfree discretization; classical linear elasticity is employed in \( \Omega_l \) with a finite difference discretization; and the corresponding blended model given by (44) is implemented in \( \Omega_t \) with a hybrid discretization, which features a meshfree discretization for integral and a finite difference discretization for derivatives. A uniform grid with grid spacing \( \Delta x = \delta/4 \) is utilized. A piecewise constant blending function is employed to demonstrate that no regularity is required for the blending function in this case; however, similar results are obtained for piecewise linear and cubic blending functions. Nonlocal Dirichlet boundary conditions are imposed in the left nonlocal boundary for the peridynamic model, whereas a local Dirichlet boundary condition is imposed on the right local boundary for the local model. The results are presented in Figure 15 and demonstrate that the blended model passes the linear and quadratic patch tests. A computation of the first derivative of the solution for the linear patch test and the second derivative of the solution for the quadratic patch test indicates that these tests are passed to machine precision.
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Fig. 15 Patch tests for the blending method: linear (left) and quadratic (right). Nodes in the nonlocal sub-domain are represented by blue filled circles, whereas nodes in the left nonlocal boundary are empty blue circles. Nodes in the local sub-domain are represented by red filled squares, whereas the node in the right local boundary is an empty red square. Green filled diamonds represent nodes in the transition region described by the blended model.
Additional static numerical examples demonstrating the performance of the blending method appear for one-dimensional problems in [99] and for two-dimensional problems in [102]. The one-dimensional studies include a point load case, where the sensitivity of the numerical results on the model parameters, including the size of the nonlocal sub-domain where the point load is applied, the size of the blending region, the choice of blending function, and the horizon size, is investigated. Moreover, additional studies are conducted to quantify the effect of the location of the point load with respect to the coupling configuration as well as the speedup attained by employing a coarse discretization in the local sub-domain. Two-dimensional simulations include patch-test and point load examples as well as the deformation of a square plate with a rectangular slit at its center.

4.5 Splice method

The splice method was originally presented for state-based peridynamics in [112] as a means to couple two peridynamic models with different horizons. Then, it was applied to LtN coupling by taking the horizon in one of the two peridynamic models to zero, so that the model can be effectively replaced by a classical local model. A methodology resembling the splice approach, formulated instead at the discrete level, was proposed to couple a discretized bond-based peridynamic model with classical meshless methods in [108,109,110] and with classical finite elements in [50,133,134]. The latter was extended to state-based peridynamics in [86]. Conceptually, the splice approach is probably the simplest LtN coupling method because each material point is described with a reference fully local or fully nonlocal model without the need of special coupling techniques.

4.5.1 Mathematical formulation

Let a domain $\Omega$ be decomposed in two non-overlapping sub-domains $\Omega_{nl}$ and $\Omega_l$, such that $\Omega = \Omega_{nl} \cup \Omega_l$. These two sub-domains are connected by the interface $\Gamma_v$. This configuration resembles the one used in the partitioned procedure for the non-overlapping case and is illustrated in Figure 6 (except that the same nonlocal formulation is employed in the whole nonlocal sub-domain, which includes both $\Omega_{nl}$ and $\Omega_l$).

We define the splice coupling operator as follows (see (12) and (11)):

$$
\mathcal{L}^{\text{splice}}(\mathbf{u})(\mathbf{x}) := \begin{cases} 
\int_{B_{\delta}(\mathbf{x})} \{ \mathbf{T}[\mathbf{x}](\mathbf{x}' - \mathbf{x}) - \mathbf{T}[\mathbf{x}'](\mathbf{x} - \mathbf{x}') \} \, d\mathbf{x}' & \mathbf{x} \in \Omega_{nl}, \\
\nabla \cdot \mathbf{u}_0(\mathbf{x}) & \mathbf{x} \in \Omega_l.
\end{cases}
$$

The basic idea is that each material point is represented by either a fully local or a fully nonlocal model. Near the interface $\Gamma_v$, a point in $\Omega_{nl}$ interacts with points in $\Omega_l$. While such points belong to a local sub-domain, from the perspective of a point in $\Omega_{nl}$ the interaction is described by a fully nonlocal model. A similar, but reversed, situation may occur after discretization for nodes in $\Omega_l$ that could interact with some nodes in $\Omega_{nl}$.
Properties

- Because each material point in the splice method is described by either a fully local or a fully nonlocal model, and those models are consistent up to third-order polynomials, the splice model passes a linear, quadratic, and cubic patch tests.
- The asymptotic compatibility property of the splice model is inherited from the asymptotic compatibility of the reference nonlocal model with an order of convergence of $O(\delta^2)$.
- The numerical implementation of the splice method is generally non-intrusive and only requires passing information about the deformation between the local and nonlocal sub-domains across $\Gamma_v$.

The time-dependent problem. The splice method is directly applicable to time-dependent problems, as demonstrated in, e.g., [112].

4.5.2 Applications and results

Consider a one-dimensional domain $\Omega = [-\delta, 1]$ with $\delta = 0.05$ decomposed into $\Omega_\\text{p} \cup \Omega_\\text{nl} \cup \Omega_\\text{l}$, where $\Omega_\\text{p} = (-0.05, 0)$, $\Omega_\\text{nl} = (0, 0.5)$, and $\Omega_\\text{l} = (0.5, 1)$. We solve both a linear patch test with analytical solution $u(x) = x$ and a quadratic patch test with analytical solution $u(x) = x^2$. We employ a linear bond-based peridynamic model in $\Omega_\\text{nl}$ discretized with a meshfree method and a classical linear elasticity model in $\Omega_\\text{l}$ discretized with a finite difference method. A uniform grid with grid spacing $\Delta x = \delta/4$ is utilized. Nonlocal Dirichlet boundary conditions are imposed in the left nonlocal boundary for the peridynamic model, whereas a local Dirichlet boundary condition is imposed on the right local boundary for the local model. The results are presented in Figure 16 and demonstrate that the splice model passes the linear and quadratic patch tests. A computation of the first derivative of the solution for the linear patch test and the second derivative of the solution for the quadratic patch test indicates that these tests are passed to machine precision.

Several numerical studies concerning the splice method have been carried out in the above provided references. First, in [112], the performance of the splice method is studied for a spall initiated by the impact of two brittle elastic plates. In [50], static numerical tests are performed, including one-dimensional linear and quadratic patch tests as well as three simulations in two dimensions, which concern the deformation of a plate undergoing rigid body motion, horizontal stretch, and shear. Wave and crack propagation examples were discussed in [133] in one, two, and three dimensions. Additional dynamic examples appear in [108] for a cantilever beam subjected to a periodic excitation as well as crack propagation and branching in a pre-cracked plate under traction. Advanced numerical examples including brittle failure analysis are given in [86], including the Wedge-splitting test and the Brokenshire torsion experiment. Finally, in [110] a switching nodal technique that can be used for adaptivity is presented.
5 Varying Horizon approaches

The concept of varying the horizon in a nonlocal model for LtN coupling purposes is motivated by the convergence of nonlocal models to local counterparts in the limit as $\delta \to 0$, under suitable regularity assumptions, as discussed in Sections 2.2.1 and 2.2.2. Earlier studies with variable horizon for adaptive refinement in peridynamics are presented in [20,21]. In the context of nonlocal diffusion, a spatially varying-horizon formulation for analysis of interface problems is introduced in [101] and specialized to a sharp transition between nonlocal and local sub-domains. The concept of smoothly varying the horizon is presented and analyzed in [112] and demonstrated for the coupling of two peridynamic models with different horizons. Later on, the shrinking horizon approach in nonlocal diffusion is analyzed for LtN coupling in [119,122]. As demonstrated below, the shrinking horizon method is not linearly patch-test consistent. To overcome this issue, while allowing to spatially vary the horizon, the partial stress method is proposed in [112].

In this section, we begin by discussing the shrinking horizon method based on [112][119] in Section 5.1, followed by a description of the partial stress method presented in [112] in Section 5.2.

5.1 Shrinking horizon

In [112], the idea of spatially varying the horizon is discussed. Specifically, the conception of material homogeneity under a change in horizon is presented, resulting in the concept of variable scale homogeneous body. This provides an appropriate rescaling of the peridynamic force vector state, so that the corresponding strain energy density remains invariant with respect to changes in the horizon, under uniform deformations. In the related work in [119][122], the authors discuss the validity of the nonlocal diffusion models with a shrinking horizon as the material points approach
an interface, where the nonlocal models were localized and connected to local models on the other side, effectively resulting in an LtN coupling. The coercivity and the trace space of the corresponding energy functionals were discussed to guarantee the well-posedness of such nonlocal models with localization on the interface. The coupled model could be solved as a whole system, or be solved using a classical non-overlapping domain decomposition method where the nonlocal and local models could be treated separately with suitable transmission conditions on the interface. The shrinking horizon method is an energy-based VH approach. This method does not pass the patch tests; however, the errors can be controlled by choosing the horizon function properly. Below, for brevity, we mainly discuss the formulation in the context of nonlocal diffusion, but make connections, where appropriate, to the analogue peridynamic formulation.

5.1.1 Mathematical formulation

Let \( \Omega_{nl} \) and \( \Omega_l \) be two open domains in \( \mathbb{R}^n \) that satisfies \( \Omega_{nl} \cap \Omega_l = \Gamma \subset \mathbb{R}^{n-1} \), as illustrated in Figure 7. The nonlocal energy space \( S^{ND}(\Omega_{nl}) \) is then tied to a kernel \( \gamma \) with heterogeneous localization on the boundary \( \Gamma \). More specifically, we assume that \( \gamma \) is given by

\[
\gamma(x, x') = B_\delta(x)(x' - x) k(x, x'),
\]

similarly to (4), except that \( \delta(x) \) is now a spatially-dependent function that decays to zero as \( x \) approaches \( \Gamma \). Using a properly scaled function kernel \( k(x, x') \), such as

\[
k(x, x') = \frac{6}{|\partial B_1||\delta(x)|^{n+2}} \quad \text{or} \quad k(x, x') = \frac{4}{|\partial B_1||\delta(x)|^{n+1}|x - x'|},
\]

where \( |\partial B_1| \) stands for the area of the surface of the unit ball in \( \mathbb{R}^n \), we can still get \( \Delta u \) as the limit operator of \( L^{ND} u \) by taking \( \delta \to 0 \) for every \( x \in \Omega_{nl} \). A simple choice of the horizon function \( \delta(x) \) is given by

\[
\delta(x) = \min(\delta, \text{dist}(x, \Gamma)),
\]

with \( \delta \) being the maximum value of \( \delta(x) \). This choice of the horizon function is depicted in Figure 7. In one dimension, the horizon function \( \delta(x) \) given by (47) is a piece-wise linear function. However, numerical examples in Section 5.1.2 show that better horizon function may be used in order to attain optimal order of convergence to the local limit as \( \max_x \delta \to 0 \).

Remark 3 A related scaling of the peridynamic force vector state in [112] is given by

\[
\hat{T}(\hat{Y}[x], x)(\xi) = \frac{1}{\delta(x)^{1+n}} \hat{T}_1(\hat{Y}_1[x]) \left( \frac{\xi}{\delta(x)} \right),
\]

where \( n \) is the spatial dimension, \( \hat{T}_1 \) is a reference material model, \( \hat{Y} \) is the deformation state, and \( \hat{Y}_1 \) is the reference deformation state. The hat notation is used to explicitly indicate dependence on the deformation.
With the localization of the nonlocal interactions at the boundary \( \Gamma \), it is shown in [122] that the nonlocal energy space \( S_{\text{ND}}(\Omega_{nl}) \) has \( H^{1/2}(\Gamma) \) as the trace space on \( \Gamma \), which is exactly the trace space of \( H^1 \) functions. As a result of the trace theorem, we can define the combined energy space

\[
\mathcal{W}(\Omega) = \{ u \in S(\Omega_{nl}) \cap H^1(\Omega_l) : u_- = u_+ \text{ on } \Gamma, u|_{\partial \Omega} = 0 \},
\]

where \( u_- (x) \) and \( u_+ (x) \) are defined as \( \lim_{y \to x, y \in \Omega_{nl}} u(y) \) and \( \lim_{y \to x, y \in \Omega_l} u(y) \), respectively. The total energy is a combination of the nonlocal and local parts given by

\[
E(u, f) = \frac{1}{4} \int_{\Omega_{nl}} \int_{\Omega_{nl}} \gamma(x, x')(\langle D^* u(x, x') \rangle^2 dx dx' + \frac{1}{2} \int_{\Omega_l} |\nabla u(x)|^2 dx - \int_{\Omega_l} f(x) u(x) dx,
\]

for any \( u \in \mathcal{W}(\Omega) \). The well-posedness of the coupled problem is guaranteed by the extension of the nonlocal Poincaré inequality to nonlocal space with variable-horizon function \( \gamma \) given by (46).

**Properties**

- The shrinking horizon method is mathematically well-posed and energy stable for diffusion problems on general domains in all dimensions.
- There is no overlapping region between nonlocal and local sub-domains. Moreover, since the nonlocal and local energy functionals have the same trace space on the interface, one can use all the classical non-overlapping domain-decomposition methods for solving the coupled problem.
- The method does not pass the patch-tests. However, ghost forces can be controlled by using a slowly varying horizon function.
- The order of convergence of the coupled problem to the local problem as \( \delta \to 0 \) depends on the choice of the horizon function. For a piece-wise linear horizon function, the solution convergences at a rate of \( O(\delta) \). With a slowly varying horizon function, the optimal order \( O(\delta^2) \) could be achieved.
- The total energy is equivalent to either fully nonlocal or fully local energy up to linear functions.

**5.1.2 Applications and results**

The shrinking horizon approach produces well-posed coupled models for a general horizon function \( \delta(x) \) that gets localized at \( \Gamma \), as shown in [119,120]. However, the particular choices of the horizon function affect the convergence rate of the solutions as \( \delta(= \max_{x} \delta(x)) \to 0 \). In [119], one-dimensional experiments are performed to illustrate that the solutions converge only at the order \( O(\delta) \) when using a piece-wise linear horizon function, as the one given by (47). The authors provide two remedies for increasing the order of the convergence. The first approach is to use a specific auxiliary function, and the second is to use a smooth and slowly varying horizon.
function. Here we only discuss the second approach; this approach was also discussed in [112] as a means to reduce ghost forces.

![Horizon functions](image1)

**Fig. 17** Left: examples of $\delta(x)$ in one dimension. The orange solid line represents a piece-wise linear horizon function and the blue dashed line represents a $C^2$ horizon function. Right: the ghost forces under linear displacement using the piece-wise linear horizon function and the $C^2$ horizon function given by the left plot.

![Ghost forces](image2)

**Fig. 18** Patch tests for the shrinking horizon method with $C^2$ horizon function $\delta(x)$: linear (left) and quadratic (right). Nodes in the nonlocal sub-domain are represented by blue filled circles, whereas nodes in the left nonlocal boundary are empty blue circles. Nodes in the local sub-domain are represented by red filled squares, whereas the node in the right local boundary is an empty red square.

The left plot of Figure [17] shows two choices of the horizon function $\delta(x)$ in one dimension, with one being a piece-wise linear function and another being a $C^2$ function. Since the model does not pass the linear patch test exactly, it generates ghost forces when the solution is a linear profile $u^{\text{lin}}$ (see Definition 1). The right plot of Figure [17] shows the ghost forces over the domain $\Omega = (-1, 1)$ using each of the horizon functions. It is clear that the piece-wise linear horizon function generates a large magnitude of ghost forces around the interface between $\Omega_{nl} = (-1, 0)$
and \( \Omega_l = (0, 1) \), while the ghost forces are under control by using the \( C^2 \) horizon function. Moreover, it is observed in [119] that the ghost forces converge to zero everywhere as \( \delta \to 0 \) if the \( C^2 \) horizon function is used. Figure [18] further shows the linear and quadratic patch tests by using the \( C^2 \) horizon function. In these tests, the largest horizon is \( \delta = 0.1 \) and the spatial mesh size is \( \Delta x = 0.025 \). The FEM with piece-wise linear basis functions is used for computing the numerical solution, since it is shown to be an asymptotically compatible scheme for nonlocal variational problems [121]. Although the coupled model does not pass the patch tests in theory, Figure [18] shows that by using the \( C^2 \) horizon function, the patch-test consistency could be preserved approximately.

Furthermore, numerical examples in [119] show that by using the \( C^2 \) horizon function, the optimal order of convergence to the local limits could be achieved. Solutions of the coupled problems converge to the solutions of the local problems in the \( L^2 \) norm at the rate \( O(\delta^2) \), and the numerical derivative of the solutions converge at the rate \( O(\delta) \). In contrast, using the piece-wise linear horizon function, one can only observe first order convergence in the solutions.

5.2 Partial stress method

As discussed in Section 5.1, a shrinking horizon approach is not patch-test consistent, even though deviations from the patch test can be controlled by the regularity of the horizon function. In [112], this consideration led to the development of an alternative strategy to spatially vary the horizon, referred to as the partial stress method.

The proposition of the partial stress approach, which relates to Figure 6 for LtN coupling is to reformulate the operator (14) in the transition region connecting local and nonlocal sub-domains, in a way that spatially varying the horizon in that region does not give rise to ghost forces under uniform deformations.

5.2.1 Mathematical formulation

This method introduces a new tensor-valued function called the partial stress tensor,

\[
\nu^{ps}(x) := \int_{B_\delta(0)} T[x](\xi) \otimes \xi \, d\xi,
\]

where \( T \) is the force vector state from (11), and defines a corresponding partial internal force density,

\[
\mathcal{L}^{ps} u(x) := \nabla \cdot \nu^{ps}(x).
\]

It is important to note that the partial stress tensor coincides with the collapse stress tensor, \( \nu^0 \) (cf. 12), in the case of a uniform deformation of a homogeneous body, which is characterized by a constant \( \delta \).

We now refer to Figure 6, the domain \( \Omega \) is decomposed into three disjoint sub-domains: \( \Omega = \Omega_{nl} \cup \Omega_t \cup \Omega_l \), i.e., the nonlocal sub-domain, the transition region, and the local sub-domain. The partial stress coupled problem is given by
\[
\begin{aligned}
-\int_{B_\delta(x)} \{ T(x|x'|x-x') - T(x'|x-x') \} \, dx' = b(x) & \quad x \in \Omega_{nl}, \\
-\nabla \cdot \nu^{ps}(x) = b(x) & \quad x \in \Omega_t, \\
-\nabla \cdot \nu^0(x) = b(x) & \quad x \in \Omega_l.
\end{aligned}
\]

(51)

Properties. Not many properties have been discussed for the partial stress method in the literature. Here, we simply summarize two properties from [112]:

- For a uniform deformation of a homogeneous body, \( \nu^{ps} \equiv \nu^0 \) and \( \nabla \cdot \nu^{ps} \equiv \nabla \cdot \nu^0 \equiv 0 \).

- The partial stress tensor \( (49) \) and partial internal force density \( (50) \) converge, under suitable regularity assumptions, to the corresponding classical local counterparts, in the limit as \( \delta \to 0 \), as \( O(\delta) \), so the method is asymptotically compatible. Consequently, the partial stress tensor \( (49) \) and partial internal force density \( (50) \) are also compatible to the fully nonlocal counterparts with a \( \delta \)-order difference.

The time-dependent problem. The partial stress method was, in fact, only demonstrated in a dynamic setting in [112], where in conjunction with the splice method was applied to the study of a spall initiated by the impact of two brittle elastic plates.

5.2.2 Applications and results

As described above, the partial stress method was only applied in [112] for a dynamic problem. We therefore omit the details here and refer the reader to that work.

6 Conclusions

This paper presents a review of the state-of-the-art of LtN coupling for nonlocal diffusion and nonlocal mechanics, specifically peridynamics, and provides a classification of different LtN coupling approaches (see Figure 1). Following a description of various coupling configurations and a highlight of desired properties of a general LtN coupling strategy, we report different LtN coupling methods from the literature. For each method, we briefly present its mathematical formulation and properties, and we discuss relevant applications and numerical results.

We observe that, while many features and challenges are shared by all methods, there exist some significant differences in their formulation and implementation. For instance, we find that even though a LtN coupling configuration can generally be divided into a local sub-domain, a transition region, and a nonlocal sub-domain (as illustrated in Figure 3), each coupling method treats the transition region in its own specific way. Some methods overlap local and nonlocal descriptions, some employ
a hybrid representation, some reduce the transition region to a sharp interface, and some utilize a variable horizon with or without changing the nonlocal operator. This variation in the treatment of the transition region has both analytical and numerical implications. For instance, an overlapping approach is normally non-intrusive, whereas a hybrid technique is typically intrusive; the variable horizon method may or may not be intrusive, depending on the available nonlocal implementation. Another important property largely emphasized in this review is the ability of a coupling method to pass the patch test. Some coupling methods do pass it exactly for up to certain polynomial order, whereas others only pass it approximately; a linear patch test is the most popular one. Finally, we recognize two major formulations for LtN coupling, energy-based and force-based. The former provides a natural setting to impose energy preservation; however, because such formulation requires energy minimization, it is more native to static problems and the extension to dynamics settings may not be practical. On the other hand, while force-based approaches normally equally apply to static and dynamics problems, they not always carry a well-defined energy functional. In Table 6, we outline the methods discussed in this review, indicating relevant references and sections, and summarize some of these properties.

We conclude by stating that the goal of this review is not to provide a preferred way to perform LtN coupling, but rather to broaden the perspective of the reader that can use this review as a guide for selecting the most appropriate method based on the characteristics of the problem at hand, available discretization methods, and accessible data.
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