A quantitative metric for organic radical stability and persistence using thermodynamic and kinetic features†
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Long-lived organic radicals are promising candidates for the development of high-performance energy solutions such as organic redox batteries, transistors, and light-emitting diodes. However, "stable" organic radicals that remain unreactive for an extended time and that can be stored and handled under ambient conditions are rare. A necessary but not sufficient condition for organic radical stability is the presence of thermodynamic stabilization, such as conjugation with an adjacent π-bond or lone-pair, or hyperconjugation with a σ-bond. However, thermodynamic factors alone do not result in radicals with extended lifetimes: many resonance-stabilized radicals are transient species that exist for less than a millisecond. Kinetic stabilization is also necessary for persistence, such as steric effects that inhibit radical dimerization or reaction with solvent molecules. We describe a quantitative approach to map organic radical stability, using molecular descriptors intended to capture thermodynamic and kinetic considerations. The comparison of an extensive dataset of quantum chemical calculations of organic radicals with experimentally-known stable radical species reveals a region of this feature space where long-lived radicals are located. These descriptors, based upon maximum spin density and buried volume, are combined into a single metric, the radical stability score, that outperforms thermodynamic scales based on bond dissociation enthalpies in identifying remarkably long-lived radicals. This provides an objective and accessible metric for use in future molecular design and optimization campaigns. We demonstrate this approach in identifying Pareto-optimal candidates for stable organic radicals.

Introduction

From the initial discovery of free radicals to their becoming textbook chemistry, it has been emphasized that a molecule containing an unpaired electron (i.e., a free radical) is likely very reactive. Over the years, however, organic chemists have addressed the importance of studying organic radicals' stability.¹ Since Gomberg's discovery that the triphenylmethyl radical does not dimerize to form hexaphenylethane, the search for stable radicals has intensified.² In this field, the term “stable radical” is proposed to refer to a compound that is unreactive enough so that “the pure radical can be handled and stored in the lab with no more precautions than would be used for the majority of commercially available organic chemicals”.³ Ingold also classified radicals according to their lifetime; transient radicals are those with a half-life less than a millisecond, while persistent radicals are those with a longer half-life.³ In this context, a stable radical able to be stored in air can be seen as an example of extreme persistence.

Most radicals are highly reactive and transient. In contrast, stable radical species possess unique electronic and reduction–oxidation (redox) properties that have spurred interest as potential materials in energy storage and energy conversion devices.⁴⁻⁶ The electronic and steric features influencing radical stability have been well studied; however, predicting a radical’s lifetime remains challenging, and only a handful of experimentally stable organic radical species have been reported (Fig. 1).⁷⁻⁹ While it may be possible to extend the lifetime of an already persistent radical through structural fine-tuning, the discovery of new stable radical functionalities has been restricted by the absence of a quantitative description of radical stability that extends beyond simple thermodynamic considerations, and that can be used predictively.

Comparative studies of radical stability have focused mainly on aspects of thermodynamic stabilization. For example, these effects in organic radicals have been quantified by defining a radical stabilization energy (RSE) scale.¹⁰⁻¹¹ The RSE for a carbon-centered radical R• is defined by the difference between C–H bond dissociation energies (BDEs) of methane and R–H (an isodesmic H-atom transfer reaction).¹² Weaker R–H bonds give rise to increasingly positive RSE values that
reflect increasing thermodynamic stabilization of the R’ radical. Alternative RSE schemes have been proposed to minimize the differential contributions of C–H bond polarity in these comparisons, such as by comparing the C–C BDEs of CH$_3$–CH$_3$ vs. R–R$_2$. Additionally, for radicals centered on oxygen, nitrogen, or sulfur atoms, molecules such as H$_2$O, NH$_3$, and H$_2$S define separate RSE scales.

RSE schemes have been instrumental in enabling quantitative comparisons of radical stabilization that can be performed computationally, using composite *ab initio* methods or lower-cost density functional theory (DFT) calculations. However, several fundamental issues limit the usefulness of RSE values for discovering new stable radicals. Firstly, persistence is a kinetic phenomenon relating to rates of reactivity and influenced by steric stabilization, while RSEs are thermodynamic in origin. For example, although electron delocalization provides thermodynamic stabilization and an RSE value of 14.6 kcal mol$^{-1}$, the benzyl radical is a transient species with a lifetime of less than a millisecond. Secondly, the referencing of RSE values with a specific bond-type (*e.g.*, C–H) does not allow for a universal comparison of different radical types, such as carbon-centered vs. oxygen-centered radicals. At the same time, quantitative metrics to describe kinetic persistence are still in their infancy, and no general method is yet available. To address these limitations, we propose a new metric for quantifying radical persistence, able to identify and predict stable organic radical structures. Its development incorporates kinetic and thermodynamic considerations, and the metric is generally applicable to carbon- or heteroatom (N, O, S) centered radicals. We assembled a sizeable computational database of organic radicals and have identified two DFT-derived features derived from the quantum mechanical spin density distribution and the molecular geometry that can be used to chart thermodynamic and kinetic variability. With this approach, we can cluster radicals into distinct regions and identify the region of this feature space where experimentally validated stable radicals reside. The resulting quantitative metric for stable radicals provides a route to high-throughput searches and generative design efforts for stable organic radicals precisely tuned for emerging energy material applications.

## Results and discussion

We first consider how radical structures differ in the two principal characteristics introduced above, kinetic lifetime and thermodynamic stabilization. We can visualize these variations on a map of relative radical stability, which is divided into four quadrants (Fig. 2): (i) thermodynamically destabilized, kinetically transient radicals such as CH$_3$ in the SE quadrant; (ii) thermodynamically stabilized, kinetically transient structures such as the benzyl radical in the SW quadrant; (iii) thermodynamically destabilized, kinetically persistent radicals such as a sterically protected 1,5-disubstituted phenyl radical in the NE quadrant; (iv) thermodynamically stabilized, kinetically persistent radicals in the NW quadrant. All stable radicals exist in this final quadrant.

The thermodynamic stabilization of radicals can arise from resonance stabilization, such as via conjugation with an adjacent $\pi$-system or lone-pair, or hyperconjugation with a neighboring $\sigma$-bond. Extended conjugation involving several $\pi$-bonds allows extensive spin delocalization. For example, the triphenylmethyl radical has an RSE of $-24.7$ kcal mol$^{-1}$ due to extended conjugation, in contrast to benzyl radical, which is $-14.6$ kcal mol$^{-1}$. Another factor influencing radical stability is the element(s) on which the spin density is located. For example, N-, O- and S-centered radicals are disproportionately represented among known stable radical structures. This observation may appear counterintuitive from a thermodynamic standpoint since the BDE values of X–H bonds are generally larger than C–H bonds. However, these elements possess lone pairs and are highly electronegative, slowing the kinetics of radical dimerization and reaction with molecular O$_2$, respectively. Substituent effects also help stabilize radicals, where the presence of polar groups provides conjugative/inductive effects, which help in charge distribution and spin delocalization. The presence of both donor and acceptor substituents results in appreciable resonance, known as the
Alongside intrinsic structural effects, extrinsic factors such as changes in pH can result in radical stabilization due to changes in orbital configuration that result in the singly occupied molecular orbital (SOMO) no longer being highest in energy.

While thermodynamic stabilization is solely electronic in origin, the kinetics of radical reactions can be profoundly influenced by steric effects. A simple example of an increase in steric bulk resulting in lower reactivity involves replacing H atoms with heavier elements such as Cl. The incorporation of branched substituents such as t-butyl groups close to the radical center have an even more significant effect. This phenomenon is further exemplified by stable radicals such as (2,2,6,6-tetramethylpiperidin-1-yl)oxyl (TEMPO), where two gem-dimethyl groups provide steric protection for the long-lived nitroxyl radical. Sigman and Sanford have illustrated the effects of N-alkyl group length in extending the half-life of pyridinium radicals.

Bulky substituents around a radical center result in steric hindrance towards bimolecular reactions, e.g., with other radicals, solvent molecules, and molecular O₂.

Towards a quantitative metric for radical stability

We sought to develop numerical descriptors for the two independent dimensions of radical stability: (i) thermodynamic stabilization via electron delocalization and (ii) kinetic persistence due to steric hindrance. In contrast to RSE scales, we were keen to avoid an atom or bond-specific scheme and instead focus on describing the extent of spin-delocalization directly. This led us to consider the largest atomic (Mulliken) spin density as a descriptor for the effect of thermodynamic stabilization. Steric effects on pyridinium radicals’ lifetimes have been described previously using multidimensional
Sterimol parameters to quantify the out-of-plane distance of \( N \)-alkyl substituents close to the radical center. To generalize this concept for radicals of arbitrary 3D-geometry, we focused on describing the extent to which adjacent functional groups occupy the space around a radical center. In our work, this is quantified by the percent buried volume, defined as the occupied percent of the total volume of a sphere with a defined radius centered around the radical. Cavallo and Nolan developed the buried volume parameter to capture a coordinated ligand’s steric demands around a central metal.

To our knowledge, this has not been used previously to describe radicals’ kinetic persistence. In our buried volume calculations, we define the radical center as the atom with the maximum fractional spin, which we expect to exert a strong influence on radical reactivity. Most radicals generated in organic chemistry are short-lived and unstable. Therefore, by comparing the spin and buried volumes scores of radicals known experimentally to be stable to a large sample of more typical organic radicals, we can validate that our metric can explain radical stability by separating known-stable from likely unstable radical species. A recently generated database of 200 000 quantum chemical calculations performed at the M06-2X/def2-TZVP level for small, organic open-shell molecules generated by breaking single, non-cyclic bonds in molecules taken from the PubChem Compound database provides such a sample of expected organic radical configurations. These radicals were obtained after conformer sampling using the MMFF94 force field within RDKit, following which the lowest-energy conformer was utilized for DFT optimizations. Molecules with 10 heavy atoms or fewer containing only C, N, S, O, and H atoms were re-optimized using water as an implicit solvent using Gaussian 16. All calculations reported in the main text were optimized in water using the SMD solvation model, while gas-phase values are reported in the ESI (Fig. S1†).

**Fig. 4** Superimposition of known stable radicals with optimal predicted organic radicals according to fractional spin density and buried volume parameters. Analysis separated into C, N, O, and S- radical centers. Below, spin densities and molecular isosurfaces are show for selected molecules from the Pareto front.
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and then converted to fractional spins that sum to one. The center with the highest fractional spin was assigned as the location of the radical center. Negligible basis set dependence of spin densities was confirmed by comparing with def2QZVP for a small set of radicals (ESI Table S1†). A Python package, DBSTEP, was developed to aid the high-throughput evaluation of buried volumes for almost 90 000 compounds, using numerical integration on a Cartesian grid with a spacing of 0.05 Å. Voxel occupancies were determined based on the unscaled atomic Bondi radii for all atoms. A sphere radius of 3.5 Å was used throughout (Fig. 3A).† The final breakdown of organic radicals in the dataset based on their location of maximum spin density are as follows: 73 080 carbon, 5097 oxygen, 9693 nitrogen, and 1447 sulfur (Fig. S1†).

The distribution of spin density and steric descriptor values obtained for the entire dataset of 73 080 organic radicals is shown in Fig. 3B. We also computed descriptor values for specific radicals whose stability and persistence are experimentally known (red points in Fig. 3B). The appearance of validated stable radicals, such as TEMPO, proxyl, and trityl radicals at the frontier of this distribution (top left corner), was encouraging since these structures score amongst the highest in terms of both thermodynamic stabilization (low spin density) and kinetic persistence (high buried volume). Structures for all plotted stable radical species are depicted in the ESI (Fig. S2†). The benzyl radical appears in the lower-left quadrant, indicative of favorable delocalization but low buried volume around the radical center, consistent with its transience. Resonantly stabilized radicals such as these play an essential role in soot precursor formation, as their relatively long lifetimes and multiple reactive sites lead to further ring growth during combustion. Conversely, the 2,4,6-tri-tert-butyl phenyl radical appears in the upper right quadrant due to high buried volume but a highly localized unpaired electron. Finally, small and unstable structures such as the methyl radical appear in the lower right, indicating an absence of either thermodynamic stabilization or kinetic protection. Additionally, a higher density of radicals is obtained in the lower right corner of this map, which signifies that an organic radical chosen at random is likely to be unstable and short-lived.

Both electron delocalization and steric protection play an important role, and some examples of spin density and buried volume descriptors are illustrated in Fig. 3C. The spin density in a methyl radical is fully localized to the carbon atom (our scheme only considers non-hydrogen atoms), giving a value of 1. However, spin delocalization in structures such as the benzyl radical results in a maximum spin density value less than 0.5 on the CH2. In the most highly delocalized structures, we obtained maximum spin densities close to 0.2. Further quantitative justification for the use of max. spin density as a descriptor of thermodynamic stability comes from the fact that it is highly correlated with RSE values defined by the cleavage of a particular bond type (e.g., C(sp3)–H, $R^2 = 0.94$) and with the BDE values for over 100 000 C–H bonds ($R^2 = 0.66$) (see Fig. S5†). Similarly, the buried volume values ranged from 13% for the smallest radicals such as 'CH3 to around 65% for the most sterically protected structures, such as the proxyl radical or...
TEMPO. These steric descriptor values are most strongly influenced by the degree of substitution at the site of the maximum spin density and of each of the neighboring atoms, as illustrated by the contents of the 3.5 Å radius spheres shown in Fig. 3C. We found the results from using different sphere sizes to generate these buried volumes (2.5, 3.0, 3.5, 4.0 Å) to be very highly correlated ($R^2 = 0.96–0.99$) and so we have retained the familiar value of 3.5 Å throughout (Fig. S8†).

Having seen that empirically validated stable radicals occupy a distinct region of our parameter space, we next focused on identifying other molecules predicted to be similarly stable. This analysis relies on identifying the Pareto optimal set of radicals – those structures for which there are no other examples superior both in terms of buried volume and delocalization (Fig. 4). We added several charged structures known to be stable radicals (e.g., phenyl-viologen) to our dataset (ESI Fig. S2†) at this point. The Pareto frontier set of radicals was identified from our large dataset, separated according to the atom (C, N, O, or S) with the largest spin density. The proximity of some of these computationally derived structures to known stable radicals (red triangles) encouraged us to explore these as potential new stable radical candidates.

Some of the computationally optimized molecules on the Pareto frontier are shown in Fig. 4. They are divided into the type of atom the radical center lies on upon DFT optimization. All structures contain high delocalization, steric protection, or both. Based on their shared features with currently known stable radicals, we propose that compounds on the Pareto frontier are potential candidates for long-lived radicals. As an illustration, two such radicals computationally predicted to be Pareto optimal could be synthesized in one step from commercially available halogenated precursors (shown in green, Fig. 4). Our newly developed metric is, therefore, able to aid in the identification of stable radical structures. On a general note, stable radicals lie on the top left region of each graph based on atom type. However, we also observe that stable heteroatom radicals tolerate lower buried volumes (as low as 40%) than their carbon-centered counterparts. As discussed above, we attribute this to their electronegativity and lone-pairs, which retard reactions at the radical center.

**Comparison to radical stabilization energies**

RSE values are commonly invoked to quantify radical stability. In this section, we compare our newly developed stability metric with traditional RSE values of carbon-centered radicals, derived from the difference in C–H BDE values relative to methane. To do this, we formulated our two parameters into a singular stability metric (eqn (1)).

$$\text{Radical stability score} = I_{\text{bur}} + 50 \times (1 - \text{max. spin}) \quad (1)$$

The factor of 50 in this equation was chosen to give approximately equal weight to buried volume and spin terms, reflecting kinetic and thermodynamic contributions to radical stability. In contrast, RSE or BDE values are purely thermodynamic. The M06-2X/def2-TZVP gas-phase BDE values for 107 717 C–H bonds were collected for our dataset of 200 000 open-shell molecules. Comparing the number of C–H bonds to the C-centered radicals (73 080), the increase is due to the fragmentation scheme from a parent molecule. Multiple parent molecules can generate the same C-centered radical, corresponding to different C–H bonds breaking reactions. We compare these BDE values with our Radical Stability Score (RSS) in Fig. 5.

While RSS values are inversely correlated with BDEs, the correlation is relatively modest ($R^2 = 0.6$). The RSS values provide different information, as illustrated for a family of alkyl radicals (Fig. 5). Relative C–H BDE values demonstrate the sequence of thermodynamic stabilities: methyl < primary < secondary < tertiary radicals. However, on solely thermodynamic grounds, there is little to distinguish between the stabilities of primary ethyl, n-propyl and i-propyl radicals, and the t-buty radical is only marginally more stable than the secondary i-propyl radical. RSS values preserve the overall order of stabilities of primary, secondary, and tertiary radicals. However, they also provide additional stratification: the primary radicals are separated with longer or bulkier alkyl chains contributing to a greater stability score. The tertiary radical is more clearly differentiated from the rest of the structures due to steric effects. We suggest that this scale offers greater resolution to separate stable from unstable candidates. Furthermore, the RSS score exhibits a good correlation ($R^2 = 0.85$) with the relative rates of decomposition of 18 radicals, which exhibit second order kinetics consistent with radical homocoupling (Fig. S9†).

RSS values are also more helpful than BDE values for classification tasks. For example, the extreme instability of the methyl radical can be inferred from the fact that it is a statistical outlier in the overall distribution of RSS values. This is not the case when looking at the BDE distribution (ESI Fig. S6†). At the other and potentially more helpful end of the spectrum, empirically stable radicals are also clustered towards the top end of the RSS distribution (red stars, Fig. 5), more so than for the distribution of BDE values, which were obtained using a machine learning BDE prediction tool, ALFABET.† All known stable radicals considered in this work are found in or above the 97th percentile of RSS values, which drops slightly to the 93rd percentile for BDE value. Therefore, we anticipate that the use of RSS values in predictive screening for new stable radicals will result in greater enrichment compared to more traditional metrics.

**Utility in studies of radical cascade reactions**

The RSS metric and the underlying two descriptions of thermodynamic stabilization and kinetic persistence enable radicals’ stabilities to be compared quantitatively. We assessed the utility of this approach in comparing radical intermediates occurring sequentially along a reaction pathway as a collective variable for the reaction coordinate. We studied three cascade reactions involving sequential radical exo-trig/dig cyclization steps, computing the thermochemistry at the M062X/def2TZVP level of theory (Fig. 6). Each successive intermediate is more stable than the last, and while this is influenced by the nature of bonds formed and broken, the evolution of the
Conclusion

Inspired by thermodynamic and kinetic considerations, we propose two key computational descriptors for quantifying radical stability, the maximum spin density and the buried volume around the atom where this spin is located. Two-dimensional plots of these descriptors were generated for thousands of common radicals and for experimentally verified stable, highly persistent radicals. Stable radicals appear in a distinct region of this feature space associated with thermodynamic stability and kinetic persistence. This analysis gives rise to the notion that stable organic radicals can be computationally predicted and designed in a quantitative fashion. The two dimensions of radical stability can be considered independently or combined into a Radical Stability Score (RSS). This metric preserves the thermodynamic information contained in traditional metrics derived from BDE values while also allowing for differentiation between sterically distinct radical centers. Overall, this enables more straightforward distinctions between the small population of stable radicals and the vast majority of shorter-lived structures. We also demonstrated the use of these descriptors to compare successive radical intermediates occurring along a reaction pathway. This work provides a unified evaluation of radical stability that could be incorporated as an objective function in molecular design efforts using high-throughput screening or generative machine learning. The discovery of new, more stable radicals for use in electronic devices such as redox batteries, transistors, and light-emitting diodes is our overarching goal.
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