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Abstract—The interplay between mutation and selection plays a fundamental role in the behavior of evolutionary algorithms (EAs). However, this interplay is still not completely understood. This paper presents a rigorous runtime analysis of a non-elitist population-based EA that uses the linear ranking selection mechanism. The analysis focuses on how the balance between parameter $\eta$, controlling the selection pressure in linear ranking, and parameter $\chi$ controlling the bit-wise mutation rate, impacts the runtime of the algorithm. The results point out situations where a correct balance between selection pressure and mutation rate is essential for finding the optimal solution in polynomial time. In particular, it is shown that there exist fitness functions where the ratio between parameters $\eta$ and $\chi$ is within a narrow critical interval, and where a small change in this ratio can increase the runtime exponentially. Furthermore, it is shown quantitatively how the appropriate parameter choice depends on the characteristics of the fitness function. In addition to the original results on the runtime of EAs, this paper also introduces a very useful analytical tool, i.e., multi-type branching processes, to the runtime analysis of non-elitist population-based EAs.

Index Terms—Computational complexity, evolutionary computation, randomized heuristics, runtime analysis of evolutionary algorithms, selection pressure.

I. INTRODUCTION

EVOlUTIONARY algorithms (EAs) have been applied successfully to many optimization problems [24]. However, despite several decades of research, many fundamental questions about their behavior remain open. One of the central questions regarding EAs is to understand the interplay between the selection mechanism and the genetic operators. Several authors have suggested that EAs must find a balance between maintaining a sufficiently diverse population to explore new parts of the search space, and at the same time exploit the currently best found solutions by focusing on the search in this direction [8], [9], [29]. In fact, the trade-off between exploration and exploitation has been a common theme not only in evolutionary computation, but also in operations research and artificial intelligence in general. However, few theoretical studies actually exist that explain how to define such trade-off quantitatively and how to achieve it. Our paper can be regarded as one of the first rigorous runtime analyses of EAs that addresses the interaction between exploration, driven by mutation, and exploitation, driven by selection.

Much research has focused on finding measures to quantify the selection pressure in selection mechanisms—without taking into account the genetic operators—and subsequently on investigating how EA parameters influence these measures [11]–[3], [9], [25]. One such measure, called the take-over time, considers the behavior of an evolutionary process consisting only of the selection step, and no crossover or mutation operators [1], [9]. Subsequent populations are produced by selecting individuals from the previous generation, keeping at least one copy of the fittest individual. Hence, the population will after a certain number of generations only contain those individuals that were fittest in the initial population, and this time is called the take-over time. A short take-over time corresponds to a high selection pressure. Other measures of selection pressure consider properties of the distribution of fitness values in a population that is obtained by a single application of the selection mechanism to a population with normally distributed fitness values. One of these properties is the selection intensity, which is the difference between the average population fitness before and after selection [25]. Other properties are loss of diversity [2], [20] and higher order cumulants of the fitness distribution [3].

To completely understand the role of selection mechanisms, it is necessary to also take into account their interplay with the genetic operators. There exist few rigorous studies of selection mechanisms when used in combination with genetic operators. Happ et al. considered fitness proportionate selection, which is one of the first selection mechanisms to be employed in evolutionary algorithms [11]. Early research in evolutionary computation pointed out that this selection mechanism suffers from several deficiencies, including population stagnation due to low selective pressure [29]. Indeed, the results by Happ et al. show that variants of the RLS and the $(1+1)$ EA that use fitness-proportional selection have exponential runtime on the class of linear functions [11]. Their analysis was limited to single-individual-based EAs. Neumann et al. showed that even with a population-based EA, the Onemax problem cannot be optimized in polynomial time with fitness proportional selection [32]. However, they pointed out that
polynomial runtime can be achieved by scaling the fitness function. Witt also studied a population-based algorithm with fitness proportionate selection, however with the objective to study the role of populations [31]. Chen et al. analyzed the (N+1) EA to compare its runtimes with truncation selection, linear ranking selection and binary tournament selection on the LEADINGONES and OneMAX problems [4]. They found the expected runtime on these fitness functions to be the same for all three selection mechanisms. None of the results above show how the balance between the selection pressure and mutation rate impacts the runtime.

This paper analyses rigorously a non-elitist, population based EA that uses linear ranking selection and bit-wise mutation. The main contributions are an analysis of situations where the mutation-selection balance has an exponentially large impact on the runtime, and new techniques based on branching processes for analyzing non-elitist population based EAs. This paper is based on preliminary work reported in [18], which contained the first rigorous runtime analysis of a non-elitist, population based EA with stochastic selection. This paper significantly extends this early work. In addition to strengthening the main result, simplifying several proofs and proving a conjecture, we have added a completely new section that introduces multi-type branching processes as an analytical tool for studying the runtime of EAs.

A. Notation and Preliminaries

The following notation will be used in the rest of this paper. The length of a bitstring $s$ is denoted $\ell(s)$. The $i$th bit, $1 \leq i \leq \ell(s)$, of a bitstring $x$ is denoted $x_i$. The concatenation of two bitstrings $x$ and $y$ is denoted by $x \cdot y$. Given a bitstring $x$, the notation $[x]_{i < j}$, where $1 \leq i < j \leq \ell(x)$, denotes the substring $x_{i+1} \cdots x_j$. For any bitstring $x$, define $|x| = \sum_{i=1}^{\ell(x)} x_i/\ell(x)$, i.e., the fraction of 1-bits in the bitstring. We say that an event holds with overwhelmingly high probability (w.o.p.) with respect to a parameter $n$, if the probability of the event is bounded from below by $1 - e^{-c \alpha n}$.

In contrast to classical algorithms, the runtime of EAs is usually measured in terms of the number of evaluations of the fitness function, and not the number of basic operations. For a given function and algorithm, the expected runtime is defined as the mean number of fitness function evaluations until the optimum is evaluated for the first time. The runtime on a class of fitness functions is defined as the supremum of the expected runtimes of the functions in the class [7]. The variable name $\tau$ will be used to denote the runtime in terms of number of generations of the EA. In the case of EAs that are initialized with a population of $\lambda$ individuals, and which in each generation produce $\lambda$ offspring, variable $\tau$ can be related to the runtime $T$ by $\lambda(\tau - 1) \leq T \leq \lambda \tau$.

II. DEFINITIONS

A. Linear Ranking Selection

In ranking selection, individuals are selected according to their fitness rank in the population. A ranking selection mechanism is uniquely defined by the probabilities $p_i$ of selecting an individual ranked $i$, for all ranks $i$ [2]. For mathematical convenience, an alternative definition due to Goldberg and Deb [9] is adopted, in which a function $\alpha : [0, 1] \rightarrow \mathbb{R}$ is considered a ranking function if it is non-increasing, and satisfies the following two conditions:

1) $\alpha(x) \geq 0$;
2) $\int_0^1 \alpha(y)dy = 1$.

Individuals are ranked from 0 to 1, with the best individual ranked 0, and the worst individual ranked 1. For a given ranking function $\alpha$, the integral $\beta(x,y) = \int_0^x \alpha(y)dy$ gives the probability of selecting an individual with rank between $x$ and $y$. By defining the linearly decreasing ranking function $\alpha(x) = \eta - cx$, where $\eta$ and $c$ are parameters, one obtains linear ranking selection. The first condition implies that $\eta \geq c \geq 0$, and the second condition implies that $c = 2(\eta - 1)$. Hence, for linear ranking selection, we have

$$\alpha(x) = \eta(1 - 2x) + 2x, \quad (1)$$

$$\beta(x) = \beta(0, x) = \eta(1 - x) + x. \quad (2)$$

Note that since $\alpha$ is non-increasing, i.e., $\alpha(x) \leq 0$, we must have $\eta \geq 1$. Also, the special case $\alpha(1) \leq 0$ of the first condition implies that $\eta \leq 2$. The selection pressure, measured in terms of the take-over time, is uniquely given by, and monotonically decreasing in the parameter $\eta$ [9]. The weakest selection pressure is obtained for $\eta = 1$, where selection is uniform over the population, and the highest selection pressure is obtained for $\eta = 2$. We therefore assume that $1 < \eta \leq 2$.

B. Evolutionary Algorithm

We consider a population-based non-elitist EA which uses linear ranking as selection mechanism. The crossover operator will not be considered in this paper. The pseudo-code of the algorithm is given above. After sampling the initial population $P_0$ at random in lines 1-5, the algorithm enters its main loop where the current population $P_t$ in generation $t$ is sorted according to fitness, then the next population $P_{t+1}$ is generated by independently selecting (line 9) and mutating (line 10) individuals from the previous population $P_t$. The analysis of
the algorithm is based on the assumption that parameter $\chi$ is a constant with respect to $n$.

Linear ranking selection is indicated in line 9, where for a given selection pressure $\eta$, the cumulative probability of sampling individuals with rank less than $\gamma \cdot \delta$ is $\beta(\gamma)$. It can be seen from the definition of the functions $\alpha$ and $\beta$ that the upper bound $\beta(\gamma) \leq \delta \cdot \alpha(\gamma)$ holds for any $\gamma, \delta > 0$ where $\gamma + \delta \leq 1$. Hence, the expected number of times a uniformly chosen individual ranked between $\gamma \cdot \delta$ (and $\gamma + \delta$), is selected during one generation is upper bounded by $(\lambda/\delta) \cdot \beta(\gamma) \leq \alpha(\gamma)$. We leave the implementation of the sampling strategy unspecified, and assume that the EA has access to some sampling mechanism which draws samples perfectly according to $\beta$.

C. Fitness Function

Definition 1: For any constants $\sigma, \delta, 0 < \delta < \sigma < 1 - 3\delta$, and integer $k \geq 1$, define the function

$$SEL\text{PRESS}_{\sigma, \delta, k} : \mathbb{R} \rightarrow \mathbb{N},$$

where the set of optimal solutions $X_\sigma^* \subseteq [0, 1]^n$ is defined as the set of bitstrings $x \in [0, 1]^n$ satisfying

$$|x|_{l} \leq 5$$

$$|x|_{k+3} = 0$$

$$|x|_{k+4, (\sigma - \delta)n - 1} = 1$$ and

$$|x|_{(\sigma + \delta)n, (\sigma + 2\delta)n - 1} \leq 2/3.$$ 

Except for the set of globally optimal solutions $X_\sigma^*$, the fitness function takes the same values as the well-known LEADINGONES fitness function, i.e., the number of leading 1-bits in the bitstring. The form of the optimal search points, which is illustrated in Fig. 1, depends on the three problem parameters $\sigma, k$, and $\delta$. The $k$-parameter is needed for technical reasons and can be set to any positive constant arbitrarily close to 0. Hence, the globally optimal solutions have approximately on leading 1-bits, except for $k + 3$ leading 0-bits. In addition, globally optimal search points must have a short interval after the first $\sigma n$ bits which does not contain too many 1-bits.

III. MAIN RESULT

Theorem 1: For any constant integer $k \geq 1$, let $T$ be the runtime of the linear ranking EA with population size $n \leq \lambda \leq n^\delta$ with a constant selection pressure of $\eta$, $1 < \eta \leq 2$, and bit-wise mutation rate $\gamma/n$, for a constant $\gamma > 0$, on function SEL\text{PRESS}_{\sigma, \delta, k}$ with parameters $\sigma$ and $\delta$, where $0 < \delta < \sigma < 1 - 3\delta$. Let $\epsilon > 0$ be any constant.

1. If $\eta < \exp(\gamma(\sigma - \delta)) - \epsilon$, then for some constant $c > 0$

$$\Pr (T \geq c \cdot 2^{\chi n}) = 1 - e^{-\Omega(1)}.$$ 

2. If $\eta = \exp(\gamma n)$, then

$$\Pr (T \leq n^{\epsilon n}) = 1 - e^{-\Omega(1)}.$$ 

3. If $\eta > (2 \exp(\gamma(\sigma + 3\delta))) - 1)/ (1 - \delta)$, then

$$\mathbb{E}[T] = \Omega(1).$$ 

Proof: The theorem follows from Theorems 4, 5, and Corollary 1.

Besides, Theorem 1 describes how the runtime of the linear ranking EA on fitness function $SEL\text{PRESS}_{\sigma, \delta, k}$ depends on the main problem parameters $\sigma$ and $k$, the mutation rate $\gamma$ and the selection pressure $\eta$. The theorem is illustrated in Fig. 1 for problem parameter $\sigma = 1/2$. Each point in the grey area indicates that for the corresponding values of mutation rate $\gamma$ and selection pressure $\eta$, the EA has either expected exponential runtime or exponential runtime with overwhelming probability (i.e., is highly inefficient). The thick line indicates values of $\gamma$ and $\eta$ where the runtime of the EA is polynomial with overwhelmingly high probability (i.e., is efficient). The runtime in the white regions is not analyzed.

The theorem and the figure indicate that setting one of the two parameters of the algorithm (i.e., $\eta$ or $\gamma$) independently of the other parameter is insufficient to guarantee polynomial runtime. For example, setting the selection pressure parameter to $\eta = 3/2$ only yields polynomial runtime for certain settings of the mutation rate parameter $\gamma$, while it leads to exponential runtime for other settings of the mutation rate parameter. Hence, it is rather the balance between the mutation rate $\gamma$ and the selection pressure $\eta$, i.e., the mutation-selection balance, that determines the runtime for the linear ranking EA on this problem. More specifically, a too high setting of the selection pressure parameter $\eta$ can be compensated by increasing the mutation rate parameter $\gamma$. Conversely, a too low parameter setting for the mutation rate $\gamma$ can be compensated by decreasing the selection pressure parameter $\eta$. Furthermore, the theorem shows that the runtime can be highly sensitive to the parameter settings. Notice that the margins between the different runtime regimes are determined by the two parameters $\sigma$ and $\delta$ that can be set to any constants arbitrarily close to 0. Hence, decreasing the selection pressure below $\exp(\gamma n)$ by any constant, or increasing the mutation rate above $\ln(\eta)/\sigma$ by any constant, will increase the runtime from polynomial to exponential. Finally, note that the optimal mutation-selection balance $\eta = \exp(\gamma n)$ depends on the problem parameter $\sigma$. Hence, there exists no problem-independent optimal balance between the selection pressure and the mutation rate.
The population is evolving with respect to the number of leading 1-bits. In the following, we will prove that the population eventually reaches an equilibrium state in which the population makes no progress with respect to the number of leading 1-bits. The population equilibrium can be explained informally as follows. On one hand, the selection mechanism increases the number of individuals in the population that have a relatively high number of leading 1-bits. On the other hand, the mutation operator may flip one of the leading 1-bits, and the probability of doing so clearly increases with the number of leading 1-bits in the individual. Hence, the selection mechanism causes an influx of individuals with a high number of leading 1-bits, and the mutation causes an efflux of individuals with a high number of leading 1-bits. At a certain point, the influx and efflux reach a balance which is described in the field of population genetics as mutation-selection balance.

Our first goal will be to describe the population when it is in the equilibrium state. This is done rigorously by considering each generation as a sequence of \( \lambda \) Bernoulli trials, where each trial consists of selecting an individual from the population and then mutating that individual. Each trial has a certain probability of being successful in a sense that will be described later, and the progress of the population depends on the sum of successful trials, i.e., the population progress is a function of a certain Bernoulli process.

1) Ranking Selection as a Bernoulli Process: We will associate a Bernoulli process with the selection step in any given generation of the non-elitist EA, similar to Chen et al. [4]. For notational convenience, the individual that has rank \( \gamma \) in a given population will be called the \( \gamma \)-ranked individual of that population. For any constant \( \gamma, 0 \leq \gamma < 1 \), assume that the \( \gamma \)-ranked individual has \( f_0 = \gamma n \) leading 1-bits for some constant \( \xi \). As illustrated in Fig. 3, the population can be partitioned into three groups of individuals: \( \lambda^\ast \)-individuals with fitness higher than \( f_0 \), \( \lambda^- \)-individuals with fitness equal to \( f_0 \), and \( \lambda^- \)-individuals with fitness less than \( f_0 \). Clearly, \( \lambda^\ast + \lambda^- + \lambda^- = \lambda \), and \( 0 \leq \lambda^- < \gamma n \).

The following theorem makes a precise statement about the position \( \xi = \ln(f_0/\gamma)/\beta \) for a given rank \( \gamma \) such that \( 0 < \gamma < 1 \), in which the population equilibrium occurs. Informally, the theorem states that the number of leading 1-bits in the \( \gamma \)-ranked individual is unlikely to decrease when it is below \( \xi n \), and is unlikely to increase, when it is above \( \xi n \).

**Theorem 2:** For any constant \( \gamma, 0 < \gamma < 1 \), and any \( \lambda_0 > 0 \), define for all \( t \geq 1 \) the random variable \( L_t \) as the number of leading 1-bits in the \( \gamma \)-ranked individual in generation \( t + t_0 \). For any \( t \leq e^\xi \), define \( T^* = \min[t, T = T_{t+T}] \), where \( T \) is the number of generations until an optimal search point is found. Furthermore, for any constant mutation rate \( \gamma \) greater than 0, define \( \frac{\xi}{\beta} = \ln(f_0/\gamma)/\beta \), where the function \( \beta(\gamma) \) is given in (2). Then for any constant \( \delta, 0 < \delta < \xi, \) it holds that

\[
\Pr \left( \min_{0 \leq t < T} \xi_n - \delta n > \frac{\xi}{\beta} L_t \right) = e^{-cT}
\]

\[
\Pr \left( \max_{0 \leq t < T} \xi_n + \delta n < \frac{\xi}{\beta} L_t \right) = e^{-cT}
\]

where \( c > 0 \) is some constant.
Proof. For the first statement, define \( \xi := \min(\xi_0, \xi^* - \delta) \). Consider the events \( F_j^\leq \) and \( G_j^\geq \), defined for \( j, 0 \leq j < t \), by
\[
F_j^\leq : L_{j+1} < \xi n \quad \text{and} \quad G_j^\geq : \min_{\xi \leq \xi(j)} L_j \geq \xi n.
\]

The first probability in the theorem can now be expressed as
\[
\Pr \left( \bigcup_{j=0}^{t-1} F_j^\leq \cap G_j^\geq \mid L_0 \geq \xi n \right) 
\leq \sum_{j=0}^{t-1} \Pr \left( F_j^\leq \cap G_j^\geq \mid L_0 \geq \xi n \right) 
\leq \sum_{j=0}^{t-1} \Pr \left( F_j^\leq \mid G_j^\geq \right) \Pr \left( G_j^\geq \mid L_0 \geq \xi n \right)
\]
where the first inequality follows from the union bound.

To prove the first statement of the theorem, it now suffices to choose a not too large constant \( c \), and show that \( \Pr (F_j^\leq \mid G_j^\geq \cap G_0 \geq \xi n) = e^{-\xi n c} \) for all \( j, 0 \leq j < t \).

To show this, we consider each iteration of the selection mechanism in generation \( j \) as a Bernoulli trial, where a trial is successful if the following event occurs.

\( E^*_j \): An individual with at least \( \xi n \) leading 1-bits is selected, and none of the initial \( \xi n \) bits are flipped.

Let the random variable \( X \) denote the number of successful trials. Notice that the event \( Y = \phi \) implies that the \( \phi \) ranked individual in the next generation has no more than \( \phi \) leading 1-bits, i.e., that event \( F_j^\leq \) does not occur. From the assumption that \( \xi \leq \ln(\beta(\gamma)/\gamma) - \delta \), we get
\[
\frac{1}{e^{\delta}} \geq \frac{\gamma}{\beta(\gamma)} e^{\delta x}.
\]

Hence, it follows that
\[
E \left[ X \mid G_j^\geq \cap G_0 \geq \xi n \right] = \lambda \Pr \left( E^*_j \mid G_j^\geq \cap G_0 \geq \xi n \right) 
\geq \beta(\gamma) \cdot \left( 1 - \frac{2}{n} e^{\delta x} \right) 
\geq \gamma k \cdot \left( 1 - \frac{2}{n} e^{\delta x} \right) \eta 
\geq \gamma k \cdot \left( 1 + \delta x \right) \left( 1 - \frac{2}{n} \right).
\]

For sufficiently large \( n \), a Chernoff bound [21] therefore implies that \( \Pr (X < \gamma n \mid G_j^\geq \cap G_0 \geq \xi n) = e^{-\Theta(x)} \).

For the second statement, define \( \xi := \max(\xi, \xi^* + \delta) \). Consider the events \( F_j^\leq \) and \( G_j^\geq \), defined for \( j, 0 \leq j < t \), by
\[
F_j^\leq : L_{j+1} < \xi n \quad \text{and} \quad G_j^\geq : \min_{\xi \leq \xi(j)} L_j \geq \xi n.
\]

Similarly to the above, the second statement can be proved by showing that \( \Pr (F_j^\leq \cap G_j^\geq \mid L_0 \geq \xi n) = e^{-\Theta(x)} \) for all \( j, 0 \leq j < t \). To show this, we define a trial in generation \( j \) successful if one of the following two events occurs.

\( E^*_j \): An individual with at least \( (\xi n + 1) \) leading 1-bits is selected, and none of the initial \( \xi n + 1 \) bits are flipped.

\( E^*_{j+1} \): An individual with less than \( (\xi n + 1) \) leading 1-bits is selected, and the mutation of this individual creates an individual with at least \( \xi n + 1 \) leading 1-bits.

Let the random variable \( Y \) denote the number of successful trials. Notice that the event \( Y = \phi \) implies that the \( \phi \) ranked individual in the next generation has no more than \( \phi \) leading 1-bits, i.e., that event \( F_j^\leq \) does not occur. Furthermore, since the \( \phi \) ranked individual in the current generation has no more than \( \phi \) leading 1-bits, less than \( \phi \) individuals have more than \( \phi \) leading 1-bits. Hence, the event \( E^*_{j+1} \) occurs with probability
\[
\Pr \left( E^*_{j+1} \mid G_j^\geq \cap G_0 \geq \xi n \right) \leq \Pr (Y = \phi) \left( 1 - \frac{2}{n} e^{\delta x} \right) \eta 
\leq \frac{\lambda (\beta(\gamma) + 2)}{n} e^{-\delta x} \eta 
\leq \gamma k (1 + \frac{2}{n} \eta) \left( 1 - \delta x \right).
\]

For sufficiently large \( n \), a Chernoff bound [21] therefore implies that \( \Pr (Y = \phi \mid G_j^\geq \cap G_0 \geq \xi n) = e^{-\Theta(x)} \).

In the following, we will say that the \( \phi \) ranked individual \( x \) is in the equilibrium position with respect to a given constant \( \delta > 0 \), if the number of leading 1-bits in individual \( x \) is larger than \( (\xi^* - \delta) n \), and smaller than \( (\xi^* + \delta) n \), where \( \xi^* = \ln(\beta(\gamma)/\gamma)/x \).

2) Drift Analysis in Two Dimensions: Theorem 2 states that when the population reaches a certain region of the search space, the progress of the population will halt and the EA will enter an equilibrium state. Our next goal is to calculate the expected time until the EA enters the equilibrium state.

More precisely, for any constants \( \gamma/\phi, \phi < \phi < 1 - e^{-\delta x} \), we have
\[
\Pr \left( E^*_{j+1} \mid G_j^\geq \cap G_0 \geq \xi n \right) \leq \gamma k (1 + \frac{2}{n} \eta) \left( 1 - \delta x \right).
\]

For sufficiently large \( n \), a Chernoff bound therefore implies that \( \Pr (Y = \phi \mid G_j^\geq \cap G_0 \geq \xi n) = e^{-\Theta(x)} \).

In the following, we will say that the \( \phi \) ranked individual \( x \) is in the equilibrium position with respect to a given constant \( \delta > 0 \), if the number of leading 1-bits in individual \( x \) is larger than \( (\xi^* - \delta) n \), and smaller than \( (\xi^* + \delta) n \), where \( \xi^* = \ln(\beta(\gamma)/\gamma)/x \).

2) Drift Analysis in Two Dimensions: Theorem 2 states that when the population reaches a certain region of the search space, the progress of the population will halt and the EA will enter an equilibrium state. Our next goal is to calculate the expected time until the EA enters the equilibrium state.

More precisely, for any constants \( \gamma/\phi, \phi < \phi < 1 - e^{-\delta x} \), we would like to bound the expected number of generations until the fitness \( f_0 \) of the \( \phi \) ranked individual becomes at least \( \ln(\beta(\gamma)/\gamma)/x - \delta m \). Although the fitness \( f_0 \) will have a tendency to drift toward higher values, it is necessary to take into account that the fitness can in general both decrease and increase according to stochastic fluctuations.
Drift analysis has proven to be a powerful mathematical technique to analyze such stochastically fluctuating processes [13]. Given a distance measure (sometimes called potential function) from any search point to the optimum, one estimates the drift $\Delta$ toward the optimum in one generation, and bounds the expected time to overcome a distance of $b(x)$ by $b(x)/\Delta$.

However, in our case, a direct application of drift analysis with respect to $f_0$ will give poor bounds, because the drift of $f_0$ depends on the value of a second variable $\lambda^*$. The probability of increasing the fitness of the $\gamma$-ranked individual is low when the number of individuals in the population with higher fitness, i.e., $\lambda^*$ is low. However, it is still likely that the sum $\lambda^* + \gamma$ will increase, thus increasing the number of good individuals in the population.

Several researchers have discussed this alternating behavior of population-based EAs [4], [30]. Witt shows that by taking a high drift. When the fitness is increased, the value of $\delta$ goes through a sequence of two-stage phases, where the first stage is characterized by accumulation of better individuals [4].

Generalized to the non-elitist EA described here, this corresponds to first accumulation of $\lambda^*$ individuals, until one eventually gains more than $\gamma$ individuals with fitness higher than $f_0$. In the worst case, when $\lambda^* = 0$, one expects that $f_0$ has a small positive drift. However, when $\lambda^*$ is high, there is a high drift. When the fitness is increased, the value of $\lambda^*$ is likely to decrease. To take into account this mutual dependency between $\lambda^*$ and $f_0$, we apply drift analysis in conceptually two dimensions, finding the drift of both $f_0$ and $\lambda^*$. Similar in vein to this 2-D drift analysis, is the analysis of simulated annealing due to Wegener, in which a gambler’s ruin argument is applied with respect to a potential function having two components [28].

The drift analysis applies the following simple property of function $\beta$ which follows from its definition in (2).

Lemma 1: The function $\beta$ defined in (2) satisfies

$$
\frac{\beta(y/x)}{\beta(y)} \geq \frac{1}{x}
$$

for all $x \geq 1$, and $y$, where $0 < y < 1$.

The following theorem shows that if the $\gamma$-ranked individual in a given population is below the equilibrium position, then the equilibrium position will be reached within expected $O(\ln \lambda^*)$ function evaluations.

Theorem 3: Let $\gamma$ and $\delta$ be any constants with $0 < \gamma < 1$ and $\delta > 0$. The expected number of function evaluations until the $\gamma$-ranked individual of the linear ranking EA with population size $\lambda \geq c \ln n$, for some constant $c > 0$ that depends on $\gamma$, attains at least $\min(\beta(y)/\beta(y)/\gamma - \delta)$ leading 1-bits or the optimum is reached, is $O(\ln \lambda^*)$.

Proof: Recall from the definition of the EA that $P_i$ is the population vector in generation $t \geq 0$. We consider the drift by the potential function $h(P) = h_1(P) + h_2(P)$, which is composed of a horizontal component $h_1$, and a vertical component $h_2$, defined as

$$
\begin{align*}
\hat{h}_1(P) &= n - \text{LEADINGONES}(x_{\gamma}) \\
\hat{h}_2(P) &= \gamma k - |\{y \in P_t \mid f(y) > f(x_{\gamma})\}|
\end{align*}
$$

where $x_{\gamma}$ is the $\gamma$-ranked individual in population $P_t$. The horizontal $\Delta_{\lambda^*}$ and vertical $\Delta_{\gamma}$ drift in generation $t$ are

$$
\Delta_{\lambda^*} = \mathbb{E}[h_{\lambda}(P_t) - h_{\lambda}(P_{t-1}) \mid h_{\gamma}(P_t) = 1] \text{ and }
\Delta_{\gamma} = \mathbb{E}[h_{\gamma}(P_t) - h_{\gamma}(P_{t-1}) \mid h_{\lambda}(P_t) = 1].
$$

The horizontal and vertical drift will be bounded independently in the following two cases:

1) $0 \leq \lambda^* \leq \gamma k/l$;
2) $\gamma k/l < \lambda^*$

where $l$ is a constant that will be specified later.

Assume that the $\gamma$-ranked individual has (in leading 1-bits, where $\xi < \ln(\beta(y)/\gamma)/(\gamma - \delta)$ by the first statement of Theorem 2, the probability of reducing the number of leading 1-bits in the $\gamma$-ranked individual, i.e., increasing the horizontal distance, is $e^{-\xi \lambda}$). The horizontal distance cannot increase by more than $n$, so $\Delta_{\lambda^*} \leq -ne^{-\xi \lambda}$ holds in both cases.

We now bound the horizontal drift $\Delta_{\lambda^*}$ for Case 2. Let the random variable $S_i$ be the number of selection steps in which an individual with fitness strictly higher than $f_0 = f(x_{\gamma})$ is selected, and none of the leading $(n-1)$ bits are flipped. Then

$$
\mathbb{E}[S_i] \geq \lambda \cdot \beta(y/\lambda) \cdot e^{-\xi \lambda} \cdot \left(1 - \frac{\lambda}{n}\right).
$$

By defining $l = (1 + \xi)/(2\xi)$, there exists a constant $l > 0$ such that for sufficiently large $n$, we have $\mathbb{E}[S_i] \geq (1 + \lambda l) \cdot \gamma k$. Hence, by a Chernoff bound, with probability $1 - e^{-\Omega(1)}$, the number $S_i$ of such selection steps is at least $\gamma k$, in which case $\Delta_{\lambda^*} \geq 1$. The unconditional horizontal drift in Case 2 therefore satisfies $\Delta_{\lambda^*} \geq 1 - (1 - e^{-\Omega(1)}) - n - e^{-\Omega(1)}$.

We now bound the vertical drift $\Delta_{\gamma}$ for Case 1. In order to generate a $\lambda^*$-individual in a selection step, it is sufficient that a $\lambda^*$-individual is selected and none of the leading $(n + 1)$-bits are flipped. We first show that the expected number of such events is sufficient to ensure a non-negative drift. If $\lambda^* = 0$, then the vertical drift cannot be negative. Let us therefore assume that $0 < \lambda^* \leq \gamma k/m$ for some $m > 1$ which is not necessarily constant. The expected number of times a new $\lambda^*$-individual is created is at least

$$
\lambda \cdot \beta(y/m) \cdot e^{-\xi \lambda} \cdot \left(1 - \frac{\gamma}{n}\right).
$$
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Hence, for sufficiently large $n$, this is at least $\lambda^* t$, and the expected drift is at least positive. In addition, a $\lambda^*$-individual can be created by selecting a $\lambda^*$-individual, and flipping the first 0-bit and no other bits. The expected number of such events is at least $\lambda \cdot \beta(y/n) \cdot e^{\sigma \gamma} \cdot y/n = \Omega(\lambda^*/n)$. Hence, the expected vertical drift in Case 1 is $\Omega(\lambda^*/n)$. Finally, for Case 2, we use the trivial lower bound $\lambda \geq \gamma \delta$.

The horizontal and vertical drift is now added into a combined drift $\Delta_t = \Delta_{t,H} + \lambda \Delta_{t,V}$, which in the two cases is bounded by:

1) $\Delta_t = \Omega(n/m) - \lambda ne^{-\Omega(\lambda^*)},$

2) $\Delta_t = -\gamma \delta \lambda + \lambda \lambda^{\gamma \delta}$.

Given a population size $\lambda \geq c \ln n$, for a sufficiently large constant $c$ with respect to $\gamma$, the combined drift $\Delta_t$ is therefore in both cases bounded from below by $\Omega(\lambda^*/n)$. The maximal distance is $b(n) \leq (\gamma + \gamma) \lambda$, hence, the expected number of function evaluations $T$ until the $\gamma$-ranked individual attains at least $n \ln(\beta(y)/y) / \gamma - \delta$ leading 1-bits is no more than $E[T] \leq \lambda \cdot b(n) \cdot \Delta_t = O(\lambda^2 n)$.

**B. Mutation-Selection Balance**

In the previous section, it was shown that the population reaches an equilibrium state in $O(\lambda^2 n)$ function evaluations in expectation. Furthermore, the position of the equilibrium state is given by the selection pressure $\eta$ and the mutation rate $\chi$. By choosing appropriate values for the parameters $\eta$ and $\chi$, one can ensure that the equilibrium position occurs close to the global optimum that is given by the problem parameter $\sigma$. Theorem 7, that will be proved in Section IV-E, also implies that no individual will reach far beyond the equilibrium position. It is now straightforward to prove that an optimal solution will be found in polynomial time with overwhelmingly high probability.

**Theorem 4.** The probability that linear ranking EA with population size $n \leq \lambda \leq n^3$, for any constant integer $k \geq 1$, selection pressure $\eta$, and bit-wise mutation rate $\chi/n$ for a constant $\chi > 0$ satisfying $\eta = \exp(\chi y)$, finds the optimum of StkPbSIS$_{k,t}$ within $n^{\theta + 1}$ function evaluations is $1 - e^{-c\Delta_t}$.

**Proof:** We divide the run into two phases. The first phase lasts the first $\lambda t$ function evaluations, and the second phase lasts the remaining $\lambda t - \lambda^* t$ function evaluations. We say that a failure occurs during the run, if within these two phases, there exists an individual that has more than $(\sigma + 3) m$ leading 1-bits, or more than $2\eta b/3$ 1-bits in the interval from $(\sigma + 3) m$ to $(\sigma + 2) n$. We then claim that the probability of this failure event is exponentially small. By Theorem 7, no individual reaches more than $(\sigma+3)m$ leading 1-bits within $n^{\theta + 1}$ function evaluations with probability $1 - e^{-c\Delta_t}$. Hence, the bits after position $(\sigma + 3) m$ are uniformly distributed. By a Chernoff bound, and a union bound over all the individuals in the two phases, the probability that any individual during the two phases has more than $2\eta b / 3$ 1-bits in the interval from $(\sigma + 3) m$ to $(\sigma + 2) n$ is exponentially small. We have therefore proved the first claim.

Let $\gamma > 0$ be a constant such that $\ln(b(n)/y) / \gamma > \sigma - \delta$. We say that a failure occurs in the first phase, if by the end of this phase, there exists a non-optimal individual with rank between 0 and $\gamma$ that has less than $(\sigma - \delta) m$ leading 1-bits.

We will prove the claim that the probability of this failure event is exponentially small. By Theorem 3, the expected number of function evaluations until the $\gamma$-ranked individual has obtained at least $(\sigma - \delta) m$ leading 1-bits is no more than $c \lambda^2 n$, for some constant $\delta > 0$. We divide the first phase into sub-phases, each of length $2c \lambda^2 n$. By Markov’s inequality, the probability that the $\gamma$-ranked individual has not obtained $(\sigma - \delta) m$ leading 1-bits within a given sub-phase is less than $1/2$. The probability that this number of leading 1-bits is not achieved within $n/2c$ such sub-phases, i.e., by the end of the first phase, is no more than $2^{-c\sigma}$, and the second claim holds.

We say that a failure occurs in the second phase, if a non-optimal individual with rank better than $\gamma$ has less than $(\sigma - \delta) m$ leading 1-bits, or the optimum is not found by the end of the phase. We claim that the probability of this failure event is exponentially small. The first part of the claim follows from the first part of Theorem 2 with the parameters $\nu = \sigma - \delta$ and $\tau = n^{\theta + 1} / \lambda - n^3$. Assuming no failure in the previous phase, it suffices to select an individual with rank between 0 and $\gamma$, and flip the leading $k + 3$ 0-bits, and no other bits. The probability that this event happens during a single selection step, assuming that $\sigma > 2\eta - k - 3$, i.e., $n - k - 3 < 2n - 2\eta$, is

$$r = \beta(y) \left( \frac{2}{n} \right)^{k+3} \left( 1 - \frac{2}{n} \right)^{n-k-3} \geq \beta(y) \left( \frac{2}{n} \right)^{k+3} \left( 1 - \frac{2}{n} \right)^{\eta - 1}.$$ 

The expected number of selection steps until the optimum is produced is $1/r \leq c' n^{\theta + 1}$ for some constant $c' > 0$. Similarly to the first phase, we consider sub-phases, each of length $2n/4c'$, and the third claim holds.

If none of the failure events occurs, then the optimum has been found by the end of the second phase. The probability that any of the failure events occurs is $e^{-c\Delta_t}$, and the theorem then follows.

**C. Non-Selective Family Trees**

While Theorem 2 describes the equilibrium position of any $\gamma$-ranked individual for any positive constant $\gamma$, the theorem cannot be used to analyze the behavior of single “stray” individuals, including the position of the fittest individual (i.e., $\gamma = 0$). This is because the tail inequalities obtained by the Chernoff bounds used in the proof of Theorem 2 are too weak for ranks of order $\gamma = o(1)$.

To analyze stray individuals, we will apply the technique of non-selective family trees introduced in [18]. This technique is different from, but related to, the family tree technique described by Witt [30]. A family tree has as its root a given individual $x$ in some generation $t$, and the nodes in each level $k$ correspond to the subset of the population in generation $t+k$ defined in the following way. An individual $y$ in generation $t+k$ is a member of the family tree if and only if it was generated...
by selection and mutation of an individual \( z \) that belongs to level \( t + k - 1 \) of the family tree. In this case, individual \( z \) is the parent node of individual \( y \). If there is a path from an individual \( z \) at level \( k \) to an individual \( y \) at level \( k' > k \), then individual \( y \) is said to be a descendant of individual \( z \) and individual \( z \) is an ancestor of individual \( y \). A directed path in the family tree is called a lineage. A family tree is said to become extinct in generation \( t + r(n) + 1 \) if none of the individuals in level \( t(n) \) of the tree were selected. In this case, \( r(n) \) is called the extinction time of the family tree.

The idea for proving that stray individuals do not reach a given part of the search space can be described informally using Fig. 4. One defines a certain subset of the search space called the core within which the majority of the population is confined with overwhelming probability. In our case, an appropriate core can be defined using Theorems 2 and 3. One then focuses on the family trees that are outside this core, but which have roots within the core. Note that some descendants of the root may re-enter the core. We therefore prune the family tree to those descendants which are always outside the core. More formally, the pruned family tree contains node \( x \) if and only if \( x \) belongs to the original family tree and \( x \) and all its ancestors are outside the core.

We would then like to analyze the positions of the individuals that belong to the pruned family tree. However, it is non-trivial to calculate the exact shape of this family tree. Let the random variable \( \xi_x \) denote the number of offspring of individual \( x \). Clearly, the distribution of \( \xi_x \) depends on how \( x \) is ranked within the population. Hence, different parts of the pruned family tree may grow at different rates, which can influence the position and shape of the family tree. To simplify the analysis, we embed the pruned family tree into a larger family tree which we call the non-selective family tree. This family tree has the same root as the real pruned family tree, however it grows through a modified selection process. In the real pruned family tree, the individuals have different numbers of offspring according to their rank in the population. In the non-selective family tree, the offspring distribution \( \xi_z \) of all individuals \( z \) is identical to the offspring distribution \( \xi_x \) of an individual \( z \) which is best ranked among individuals outside the core. We will call the expectation of this distribution \( \xi_z \) the reproductive rate of the non-selective family tree. Hence, each individual in the non-selective family tree has at least as many offspring as in the real family tree. The real family tree will therefore occur as a sub-tree in the non-selective family tree.

Furthermore, the probability that the real family tree reaches a given part of the search space is upper bounded by the probability that the non-selective family tree reaches this part of the search space. A related approach, where faster growing family trees are analyzed, was described by Jägerskupper and Witt [14].

Approximating the family tree by the non-selective family tree has three important consequences. The first consequence is that the non-selective family tree can grow faster than the real family tree, and in general beyond the population size \( \lambda \) of the original process. The second consequence is that since all individuals in the family tree have the same offspring distribution, no individual in the family tree has any selective advantage, hence the name non-selective family tree. The behavior of the family tree is therefore independent of the fitness function, and each lineage fluctuates randomly in the search space according to the bits flipped by the mutation operator. Such mutation random walks are easier to analyze than the real search process. To bound the probability that such a mutation random walk enters a certain region of the search space, it is necessary to bound the extinction time \( t(n) \) of the non-selective family tree. The third consequence is that the sequence of random variables \( Z_{\lambda(t)} \), describing the number of elements in level \( t \) of the non-selective family tree is a discrete time branching process [10]. We can therefore apply the techniques that have been developed to study branching processes to bound the extinction time \( t(n) \).

Before introducing branching processes, we summarize the main steps in a typical application of non-selective family trees, assuming the goal is to prove that with overwhelming probability, an algorithm does not reach a given search point \( x^* \) within \( e^n \) generations for some constant \( c > 0 \). The first step is to define an appropriate core, which is a subset of the search space that is separated from \( x^* \) by some distance. The second step is to prove that any non-selective family tree outside the core will become extinct in \( t(n) \) generations with overwhelmingly high probability. This can be proved by applying results about branching processes, e.g., Lemmas 2 and 3 in this paper. The third step is to bound the number of different lineages that the family tree has within \( t(n) \) generations. Again, results about branching processes can be applied. The fourth step involves bounding the probability that a given lineage, starting inside the core reaches search point \( x^* \) within \( t(n) \) generations. This can be shown in various ways, depending on the application. The fifth, and final step, is to apply a union bound over all the different lineages that can exist within \( e^n \) generations.

In the second step, one should keep in mind that there are several causes of extinction. A reproductive rate less than 1 is perhaps the most evident cause of extinction. Such a low reproductive rate may occur when the fitness outside the core is lower than the fitness inside the core, as is the case for the family trees considered in Section IV-D. With a majority of the population inside the core, each individual outside the core is selected in expectation less than once per generation. However,
a low reproductive rate is not the only cause of extinction. This is illustrated by the core definition in Section IV-E, where the fitness is generally higher outside, than inside the core. While the family tree members may in general be selected more than once per generation, the critical factor here is that their offspring are in expectation closer to the core than their parents. Hence, the lineages outside the core will have a tendency to drift back into the core where they are no longer considered part of the family tree due to the pruning process.

Definition 2 (Single-Type Branching Process [10]): A single-type branching process is a Markov process $Z_0, Z_1, \ldots$ on $\mathbb{N}_0$, which for all $t \geq 0$, is given by $Z_{t+1} := \sum_{i=1}^{Z_t} \xi_i$, where $\xi_i \in \mathbb{N}_0$ are i.i.d. random variables having $E[\xi] = \rho$. A branching process can be thought of as a population of identical individuals, where each individual survives exactly one generation. Each individual produces $\xi$ offspring independently of the rest of the population during its lifetime, where $\xi$ is a random variable with expectation $\rho$. The random variable $Z_t$ denotes the population size in generation $t$. Clearly, if $Z_t = 0$ for some $t$, then $Z_t = 0$ for all $t' \geq t$. The following lemma gives a simple bound on the size of the population after $t \geq 1$ generations.

Lemma 2: Let $Z_0, Z_1, \ldots$ be a single-type branching process with $Z_0 := 1$, and mean number of offspring per individual $\rho$. Define random variables $T := \min\{t \geq 0 \mid Z_t = 0\}$, i.e., the extinction time, and $X_t$ the number of different lineages until generation $t$. Then for any $t, k \geq 1$

$$\Pr(Z_t \geq k) \geq \frac{\rho^k}{k!} \quad \text{and} \quad \Pr(T \geq t) \leq \rho^t.$$

Furthermore, if $\rho < 1$, then

$$E[X_t] \leq \frac{\rho^t}{1 - \rho} \quad \text{and} \quad \Pr(X_t \geq k) \leq \frac{\rho^t}{k! (1 - \rho)^k}.$$

Proof: By the law of total expectation, we have

$$E[Z_t] = E[E[Z_t \mid Z_{t-1}]] = \rho \cdot E[Z_{t-1}].$$

Repeating this $t$ times gives $E[Z_t] = \rho^t E[Z_0]$. The first part of the lemma now follows by Markov's inequality, that is

$$\Pr(Z_t \geq k) \leq \frac{E[Z_t]}{k} \leq \frac{\rho^t}{k!} \quad \text{for} \quad \rho < 1.$$

The second part of the lemma is a special case of the first part for $k = 1$, i.e., $\Pr(T \geq t) = \Pr(Z_t \geq 1) \leq \rho^t$. For the last two parts, note that since each lineage must contain at least one individual that is unique to that lineage, we have $X_t \leq Z_t + \cdots + Z_t$. By linearity of expectation and the previous inequalities, we can therefore conclude that

$$E[X_t] \leq \sum_{i=1}^t E[Z_i] \leq \sum_{i=1}^t \rho^i = \frac{\rho^t}{1 - \rho}.$$

Finally, it follows from Markov's inequality that

$$\Pr(X_t \geq k) \leq \frac{\rho^t}{k! (1 - \rho)^k}.$$

From the preceding lemma, it is clear that the expected number of offspring $\rho$ is important for the fate of a branching process. For $\rho < 1$, the process is called sub-critical, and for $\rho > 1$, the process is called super-critical. In this paper, we will consider sub-critical processes.

D. Too High Selection Pressure

In this section, it is proved that SELPRES$_{\lambda k+3}$ is hard for linear ranking EA when the ratio between parameters $\eta$ and $\chi$ is sufficiently large. The overall proof idea is first to show that the population is likely to reach the equilibrium position before the optimum is reached (Proposition 2, Theorem 3). Once the equilibrium position is reached, a majority of the population will have significantly more than $\sigma$ leading $0$-bits, and individuals that are close to the optimum are therefore less likely to be selected (Proposition 3).

The proof of Proposition 2 builds on the result in Proposition 1, which states that the individuals with at least $k + 3$ leading $0$-bits will quickly dominate the population. Hence, family trees of individuals with less than $k + 3$ leading $0$-bits are likely to become extinct before they discover an optimal search point. Recall that optimal search points have $k + 3$ leading $0$-bits. In the following, individuals with at least $k + 3$ leading $0$-bits will be called $1^{k+3}$-individuals.

Proposition 1: Let $\gamma^*$ be any constant $0 < \gamma^* < 1$, and $\eta(\chi) = \text{poly}(\chi)$. If the linear ranking EA with population size $\lambda, n \leq \lambda \leq n^4$, for any constant integer $k \geq 1$, and bit-wise mutation rate $\chi/n$ for a constant $\chi > 0$, is applied to SELPRES$_{\lambda k+3}$, then with probability $1 - o(1)$, all the $\gamma^*$-ranked individuals in generation $T^*$ will be $1^{k+3}$-individuals, where $T^*$ is the number of generations until the optimum has been found.

Proof: If the $\gamma^*$-ranked individual in some generation $n \leq \log \lambda$ is an $1^{k+3}$-individual, then by the first part of Theorem 2 with parameter $\xi_0 := (k + 3)/n$, the $\gamma^*$-ranked individual remains so until generation $T^*$ with probability $1 - e^{-\Omega(1)}$. Otherwise, we consider the run a failure.

It remains to prove that the $\gamma^*$-ranked individual in one of the first $\log \lambda$ generations is an $1^{k+3}$-individual with probability $1 - o(1)$. We apply the drift theorem with respect to the potential function $\log(\lambda^k)$, where $\gamma^*$ is the number of $1^{k+3}$-individuals in the population.

A run is considered failed if the fraction of $1^{k+3}$-individuals in any of the first $T^*$ generations is less than $\gamma_0 := 1/2^{2k+4}$. The initial generation is sampled uniformly at random, so by a Chernoff bound, the probability that the fraction of $1^{k+3}$-individuals in the initial generation is less than $\gamma_0$, is $e^{-\Omega(1)}$. Given that the initial fraction of $1^{k+3}$-individuals is at least $\gamma_0$, it follows again by the first part of Theorem 2 with parameter $\xi_0 := (k + 3)/n$ that this holds until generation $T^*$ with probability $1 - e^{-\Omega(1)}$. Hence, the probability of this failure event is $e^{-\Omega(1)}$.

The $1^{k+3}$-individuals are fitter than any other non-optimal individuals. Assume that the fraction of $1^{k+3}$-individuals in a given generation is $\gamma, \gamma_0 \leq \gamma < \gamma^*$. In order to create a $1^{k+3}$-individual in a selection step, it suffices to select one of the best $\gamma^*_0$ individuals, and to not mutate any of the first
The proof now considers the family trees with roots after generation \( r \), and for sufficiently large \( n \), strictly larger than \( 1+c \), where \( c>0 \) is a constant. Hence, for all \( y<y' \), it holds that

\[
\Delta \geq \log(\Delta(y|x)) - \log(\Delta(x/y)) \geq \log(1+c).
\]

Assuming no failure, the potential must be increased by no more than \( b(y) = \log(\Delta(y|x)) - \log(\Delta(x/y)) = \log(c') = \log(1+c) \).

The drift is therefore for all \( y \), where \( y_0 \leq y < y^* \)

\[
\Delta \geq \log(\Delta(y|x)) - \log(\Delta(x/y)) \geq \log(1+c).
\]

Taking into account all the failure probabilities, the proposition now follows.

**Proposition 2:** For any constant \( r > 0 \), the probability that the linear ranking EA with population size \( n \), \( n \leq \Delta \leq n^3 \), for some constant integer \( k \geq 1 \), and bit-wise mutation rate \( \gamma/n \) for a constant \( \gamma \geq 0 \), has not found the optimum of SELPRES, \( k+1 \), within \( \Delta m^2 \) function evaluations is \( O(1) \).

**Proof:** We consider the run a failure at some point between generation \( \log \Delta \), and generation \( n^2 \), the \( (1+\delta)/2 \)-ranked individual has less than \( k+3 \) leading 0-bits without first finding the optimum. By Proposition 1, the probability of this failure event is \( O(1) \).

Assuming that this failure event does not occur, we apply the method of non-selective family trees with the set of \( 1+\delta \)-individuals as core. Recall that the family trees are pruned such that they only contain lineages outside the core. However, to simplify the analysis, the family trees will not be pruned before generation \( \log \Delta \). Therefore, any family tree that is not rooted in an \( 1+\delta \)-individual, must be rooted in the initial population.

The proof now considers the family trees with roots after and before generation \( \log \Delta \) separately.

**Case 1:** We first consider at most \( m := \lambda n^2 \leq n^{1+\delta} \) family trees with roots after generation \( \log \Delta \). We begin by estimating the total number of lineages, and their extinction times. The mean number of offspring \( \varphi \) of an individual with rank \( y \) is no more than \( a(y) \), as given in (1). Assuming no failure, any non-optimal individual outside the core has rank at least \( y := (1+\delta)/2 \). Hence for any selection pressure \( \lambda, \lambda \leq \lambda \leq 2 \), the mean number of offspring of an individual in the family tree is \( \lambda \leq (1+\delta)/2 < 1 \). We consider the run a failure if any of the \( m \) family trees survives longer than \( t := (k+3)/m \Delta \) generations. By the union bound and Lemma 2, the probability of this failure event is no more than \( m\rho = m \Delta n^3 \leq O(1) \).

Let the random variable \( P \) be the number of lineages in family tree \( i \), \( 1 \leq i \leq m \). The expected number of lineages in a given family tree is by Lemma 2 no more than \( \rho(1-r) \). We consider the run a failure if there are more than \( 2m\rho/(1-r) \) lineages in all these family trees. The probability of this failure event is by Markov’s inequality no more than

\[
\Pr \left( \sum_{i=1}^{m} P_i \geq 2m\rho/(1-r) \right) \leq \frac{(1-r)^{\sum_{i=1}^{m} E[P_i]}}{2m\rho} \leq 1/2.
\]

We now bound the probability that any given lineage contains a \( 0^{\alpha} \)-individual, which is necessary to find an optimal search point. The probability of flipping a given bit during \( t \) generations is by the union bound no more than \( \gamma^t/n \), and the probability of flipping \( k+3 \) bits within \( t \) generations is no more than \( (\gamma^t/n)^{k+3} \). The probability that any of the at most \( 2m\rho/(1-r) \) lineages contains a \( 0^{\alpha} \)-individual is by the union bound no more than

\[
(\gamma^t/n)^{k+3} = O(1/n).n.
\]

**Case 2:** We secondly consider the family trees with roots before generation \( \log \Delta \). In this analysis, we will not prune these family trees during the first \( \log \Delta \) generations. However, after generation \( \log \Delta \), the family trees will be pruned as usual. This will only overestimate the extinction time of the family trees. Furthermore, there will be exactly \( \lambda \) such family trees, one family tree for each of the \( \lambda \) randomly chosen individuals in the initial population.

We now bound the number of lineages in these family trees, and their extinction times. The mean number of offspring is no more than \( \eta \), \( \eta \leq 2 \) during the first \( \log \Delta \) generations. Because the family trees are pruned after generation \( \log \Delta \), we can re-use the arguments from Case 1 above to show that the mean number of offspring after generation \( \log \Delta \) is no more than \( \rho \), for some constant \( \rho < 1 \). Let random variable \( Z_i \) be the number of family tree members in generation \( t \). Analogously to the proof of Lemma 2, we have \( E[Z_i] \leq 2 \) if \( t \leq \log \Delta \), and \( E[Z_i] \leq 2^{2t} \rho \Delta^{-\gamma} = 2^{2t} \rho \Delta^{-\gamma} \) for \( t \geq \log \Delta \). We consider the run a failure if any of the \( \lambda \) family trees survives longer than \( \sqrt{t} \) generations. By the union bound and Markov’s inequality, the probability of this failure event is no more than \( \Delta \leq O(1) \).

Let the random variable \( P_i \) be the number of lineages in family tree \( i \), \( 1 \leq i \leq \lambda \). Similarly to the proof of Lemma 2, the expected number of different lineages in the family tree is no more than

\[
E[P_i] \leq \sum_{j=1}^{\log \Delta} E[Z_j] + \sum_{t=\log \Delta+\gamma}^{\infty} E[Z_j] \leq 2\lambda \rho \Delta^{-\gamma} = O(1/\lambda).
\]

We consider the run a failure if there are more than \( \lambda^3 \) lineages in all family trees. By Markov’s inequality, the probability of this failure event is no more than

\[
\Pr \left( \sum_{i=1}^{\lambda^3} P_i \geq \lambda^3 \right) \leq \frac{\sum_{i=1}^{\lambda^3} E[P_i]}{\lambda^3} = O(1/\lambda).
\]
We now bound the probability that a given lineage finds an optimal search point. Define $\sigma' \coloneqq \sigma - \delta - (k + d)/n$. The probability of finding the optimal search point is necessary to have at least $\eta$ individuals. Define $\rho<\sigma'$ by a constant $\eta$. Let $\xi<\sigma$ be the (1 + $\sigma$)-ranked individual reaches at least $\eta$ individuals. We first estimate the extinction time of each family tree, assuming no failure, each family tree members is optimal is by union bound no more than $\lambda e^{\Omega(n)}$. Since the family tree is non-selective, the values of $\Omega(n)$ are chosen uniformly at random among the $\Omega(n)$ bit positions. In particular, the probability of choosing a 0-bit within this interval, assuming no such bit position has been chosen yet, is at least $\Omega(n)/\Omega(n) = \Omega(n)$. Taking into account all the failure probabilities, the probability that any given member of the family tree survives longer than $\eta$ generations is less than $e^{\Omega(n)}$ family tree members is optimal is by union bound no more than $\lambda e^{\Omega(n)}$. We therefore optimistically assume that this is the case for the family tree member in question. However, none of these 0-bits must occur in the interval from bit position $k + 4$ to bit position $(\sigma - \delta)/\sigma$, otherwise the family tree member is not optimal. We then bound the probability that any given member of the family tree is optimal. To be optimal, it is necessary that there are at least $\eta n/3$ 0-bits in the interval from 1 to $\eta n/3$. We therefore optimistically assume that this is the case for the family tree member in question. However, none of these 0-bits must occur in the interval from bit position $k + 4$ to bit position $(\sigma - \delta)/\sigma$, otherwise the family tree member is not optimal. We then bound the probability that any given member of the family tree survives longer than $\eta$ generations is less than $e^{\Omega(n)}$ and the initial population has less than $\eta n/3$ 0-bits in this interval. By a Chernoff bound and the union bound, the probability of this failure event is no more than $\lambda e^{\Omega(n)} = e^{\Omega(n)}$. If none of the failure events occur, then no globally optimal search point has been found during the first $\eta n/3$ generations. The probability that any of the failure events occur is by union bound less than $1/(\eta + 1)$. The proposition therefore follows.

Once the equilibrium position has been reached, we will prove that it is hard to obtain the global optimum. We will rely on the fact that it is necessary to have at least $\eta n/3$ 0-bits in the interval from $(\sigma + \delta) n/3$ to $(\sigma + 2\delta) n/3$, and that any individual with a 0-bit in this interval will be ranked worse than at least half of the population.

**Proposition 5:** Let $\sigma$ and $\delta$ be any constants that satisfy $0 < \delta < \sigma < 1 - 3\delta$. If the linear ranking EA with population size $\lambda$, where $n \leq \lambda \leq n^2$, for any constant integer $k \geq 1$ with selection pressure $\gamma$ and constant mutation rate $\chi > 0$ satisfying $\eta > (2e^{\Omega(n)} - 1)/(1 - \delta)$ is applied to $\Omega(n)$, and the (1 + $\delta$)-ranked individual reaches at least $\eta n/3$ 0-bits before the optimum has been found, then the probability that the optimum is found within $e^{\Omega(n)}$ generations is less than $e^{\Omega(n)}$, for some constant $c > 0$.

**Proof:** Define $\gamma = (1 + \delta)/2$, and note that $\beta(3/2) = n(1 - \gamma) + \eta(1 - \delta) + 1/2 > e^{\Omega(n)}$.

Hence, we have

$$e^{\Omega(n)} = \ln(\beta(3/2))/\gamma > \sigma + 3\delta. \hspace{1cm} (3)$$

Let $\xi_0 = \sigma + 2\delta = e^{\Omega(n)}$. We assume the technique of non-selective family trees and define the core as the set of search points with more than $\eta n/3$ 0-bits leading 1-bits. By the first part of **Theorem 2**, the probability that the $r$-ranked individual has less than $\eta n/3$ 0-bits leading 0-bits within $e^{\Omega(n)}$ generations is less than $e^{\Omega(n)}$. This event does happen, we say that a "failure" has occurred. Assuming no failure, each family tree member is selected in expectation less than $\rho < (1/(1 + \delta) + 1 - (n - 1)/\sigma < 1$ times per generation. We first estimate the extinction time of each family tree, and the total number of lineages among the at most $m = \lambda e^{\Omega(n)}$ family trees. The reproductive rate is bounded from above by a constant $\rho < 1$. Hence, by **Lemma 2**, the probability that a given family tree survives longer than $t \geq 2m/\ln((1/\rho))$ generations is $\rho' = e^{-2m}$. By union bound, the probability that any family tree survives longer than $t$ generations is less than $\lambda e^{\Omega(n)}$, and we say that a failure has occurred if a family tree survives longer than $t$ generations. For each $i$, where $1 \leq i \leq m$, let the random variable $P_i$ denote the number of lineages in family tree $i$. By **Lemma 2** and Markov’s inequality, the probability that the number of lineages in all the family trees exceeds $\sum_{i=0}^n P_i/(1 - \rho)$ is $\Pr\left(\sum_{i=0}^n P_i \geq \frac{e^{\Omega(n)}(1 - \lambda)}{1 - \rho} \right) \leq \lambda e^{\Omega(n)}$.

If this happens, we say that a failure has occurred.

We then bound the probability that any given member of the family tree is optimal. To be optimal, it is necessary that there are at least $\eta n/3$ 0-bits in the interval from 1 to $\eta n/3$. The expected runtime of the linear ranking EA is therefore $e^{\Omega(n)}$. The unconditional expected runtime of the linear ranking EA is therefore $e^{\Omega(n)}$. We finally prove the main result of this section.

**Theorem 5:** Let $\sigma$ and $\delta$ be any constants that satisfy $0 < \delta < \sigma < 1 - 3\delta$. The expected runtime of the linear ranking EA with population size $\lambda$, $n \leq \lambda \leq n^2$, for any integer $k \geq 1$, and selection pressure $\gamma$ and constant mutation rate $\chi > 0$ satisfying $\eta > (2e^{\Omega(n)} - 1)/(1 - \delta)$ is applied to $\Omega(n)$, and the (1 + $\delta$)-ranked individual reaches at least $\eta n/3$ 0-bits before the optimum has been found, then the probability that the optimum is found within $e^{\Omega(n)}$ generations is less than $e^{\Omega(n)}$, for some constant $c > 0$.

**Proof:** Define $\gamma = (1 + \delta)/2$ and $e^{\Omega(n)} = \ln(\beta(3/2))/\gamma$. By (3) in the proof of **Proposition 3**, it holds that $\xi_0 - \delta > \sigma + 2\delta$. By **Theorem 3** and Markov’s inequality, there is a constant probability that the $r$-ranked individual has reached at least $(\xi_0 - \delta) n/3 > (\sigma + 2\delta) n/3$ leading 0-bits within $e^{\Omega(n)}$ generations, for some constant $c$. By **Proposition 3**, the expected runtime is $e^{\Omega(n)}$. The unconditional expected runtime of the linear ranking EA is therefore $e^{\Omega(n)}$.

**E. Too Low Selection Pressure**

This section proves an analogue to **Theorem 5** for parameter settings where the equilibrium position $n(\ln)/\gamma$ is below
Such branching processes generalize single-type branching representing how far each family tree member is from the root. The prefix sum begins slightly above the equilibrium position to have prefix sum exactly 0, which for all \( d \geq 0 \), \( n \ln(\eta\kappa) \gamma \) is an irreducible matrix with non-negative elements, then it has a unique positive eigenvalue \( \rho \), called the Perron root, that is greater in absolute value than any other eigenvalue. All elements of the left and right eigenvectors \( v = (v_1, \ldots, v_d)^T \) and \( u = (u_1, \ldots, u_d)^T \) that correspond to \( \rho \) can be chosen positive and such that \( \sum_{j=1}^{d} u_j = 1 \) and \( \sum_{i=1}^{d} v_i u_j = 1 \). In addition, that a type \( j \)-individual has an ancestor of type \( i \), then the corresponding mean matrix is irreducible [26]. Theorem 6 (Perron-Frobenius [10]): If \( M \) is an irreducible matrix with non-negative elements, then it has a unique positive eigenvalue \( \rho \), called the Perron root, that is greater in absolute value than any other eigenvalue. All elements of the left and right eigenvectors \( v = (v_1, \ldots, v_d)^T \) and \( u = (u_1, \ldots, u_d)^T \) that correspond to \( \rho \) can be chosen positive and such that \( \sum_{j=1}^{d} u_j = 1 \) and \( \sum_{i=1}^{d} v_i u_j = 1 \). In addition,
As seen above, the expectation on the right-hand side can be expressed as

\[ \mathbb{E} \left[ \sum_{j=1}^{d} Z_{ij} \mid Z_0 = e_0 \right] = \mathbb{E} \left[ Z_0 \mid Z_0 = e_0 \right] \cdot \mathbb{I}^T. \]

Additionally, by taking into account the starting conditions, \( Z_{0j} = 1 \) and \( Z_{0i} = 0 \), for all indices \( j \neq h \), this simplifies further to

\[ \sum_{j=1}^{d} \mathbb{E} \left[ Z_{ij} \mid Z_0 = e_0 \right] = \sum_{j=1}^{d} \mathbb{E} \left[ Z_{0j} \mid Z_0 = e_0 \right] = e_{0j}. \]

Finally, by iterating

\[ M^v \cdot v = M^{v-1} (Mv) = \rho(M) \cdot M^{v-1} v, \]

which on coordinate form gives

\[ \sum_{j=1}^{d} [m_{ij}] v_j = \rho(M)^v 
\]

one obtains the final bound

\[ \Pr \left( \sum_{j=1}^{d} Z_{ij} \geq k \mid Z_0 = e_0 \right) \leq \frac{\rho(M)^v}{k} \cdot \frac{v_k}{v_0}. \]
has Perron root bounded from above by $\rho(A) < c$ for some constant $c < 1$. Furthermore, for any $h$, $1 \leq h \leq n \ln(\phi)/\eta$, the corresponding right eigenvector $v$, where $v^T \in \text{int}_c v_1$, satisfies

$$\frac{v_j}{v^T} \leq 2^{n \ln(\phi)/\eta} \left(\frac{n}{\eta}\right)^{1/n}.$$  

Proof: Set $\kappa := \varepsilon$. Since $a_{ij} > 0$ for all $i, j$, matrix $A$ is by Definition 4 irreducible, and Theorem 6 applies to the matrix. Expressing the matrix as $A = 1/\kappa - 1 + B$, where $B = A - 1/\kappa - I$, and $I$ is the identity matrix, the Perron root is $\rho(A) = 1/\kappa + \rho(B)$.

The Frobenius bound for the Perron root of a non-negative matrix $M = (m_{ij})$ states that $\rho(M) \leq \max_i c_i(M)$ [16], where $c_i(M) := \sum_j m_{ij}$ is the $i$th column sum of $M$. However, when applied directly to our matrix, this bound is insufficient for our purposes. Instead, we can consider the transformation $SBS^{-1}$, for an invertible matrix

$$S := \text{diag}(x_1, x_2, ..., x_n \ln(\phi)/\eta).$$

To see why this transformation is helpful, note that for any matrix $A$ with the same dimensions as $S$, we have $\det(SAS^{-1}) = \det(A)$. So if $\rho$ is an eigenvalue of $A$, then

$$0 = \det(B - \rho I) = \det(S(B - \rho I)S^{-1}) = \det(SBS^{-1} - \rho I).$$

and $\rho$ must also be an eigenvalue of $SBS^{-1}$. It follows that $\rho(B) = \rho(SBS^{-1})$. We will therefore apply the Frobenius bound to the matrix $SBS^{-1}$, which has off-diagonal elements

$$(SBS^{-1})_{ij} = a_{ij} \frac{x_i}{x_j}.$$ Define $x_i := q^j$ where

$$q := \frac{\ln(\phi \eta)}{\ln(1 + 1/\eta)}$$

for some constant $r > 1/(\eta - 1)$ that will be specified later. Since $\eta = 1 + c$ for some $c > 0$, the constant $q$ is bounded as

$$q > \frac{\ln \eta}{\ln(1 + 1/\eta)} > \frac{\ln \eta}{\ln 2 - 2} = \frac{\ln \eta}{\ln \eta + \ln 2 - 1} > 1.$$  

The sum of any column $j$ can be bounded by the three sums

$$\frac{v_j}{v^T} \leq \sum_{i=1}^{j-2 \ln(\phi)/\eta} a_{ij} \frac{x_i}{x_j} \leq n - \frac{n}{\eta} + \frac{n}{\eta} - \frac{n}{\eta} + \sum_{i=1}^{j-1} a_{ij} \frac{x_i}{x_j} \leq n \left(\frac{\ln(\phi \eta)}{\eta}ight) \left(\frac{\eta}{\eta}ight)^{j-1} q^{j-1}.$$  

The second part of the lemma involves for any $h$, to bound the ratio $v_j/v^T$ where $v$ is the right eigenvector corresponding to the eigenvalue $\rho$. In the special case where the index $h$ corresponds to the eigenvector element with largest value, this ratio is called the principal ratio. By generalizing Minc's
bound for the principal ratio \( y_0 \), one obtains the upper bound
\[
\frac{y_0}{h} = \max_i \frac{y_0}{h_i} = \max_i \frac{\rho_i}{h_i} = \max_i \frac{\sum a_{ij} y_i}{h_j} \leq \max_i a_{ij}.
\]
It now suffices to prove that the matrix elements of \( A \) satisfy
\[
\forall h, j, k \quad \frac{a_{ij}}{a_{kj}} \leq 2^{b \ln(\phi)/\chi} \left( \frac{n}{\chi} \right)^{a_{ihk}/\chi - h}.
\]
To prove that these inequalities hold, we first find a lower bound \( a_{ij}^* \) on the minimal element along any column, i.e., \( \min_j a_{ij} \geq a_{ij}^* \), for any column index \( j \). As illustrated in Fig. 6, the matrix elements of \( A \) can be divided into six cases according to their column and row indices. For Cases 1a and 1b, where \( 2 \log n + 1 \leq j - k \leq n \ln(\phi)/\chi \)
\[
a_{ij}^* \geq \frac{1}{\phi} \left( \frac{\chi}{\phi} \right)^{a_{ihj}/\chi - h} \left( \frac{n}{\chi} \right)^{a_{ihk}/\chi - h}.
\]
For Cases 2a and 2b, where \( 0 < j - k \leq 2 \log n \)
\[
a_{ij}^* \geq \frac{1}{\phi} \left( \frac{\chi}{\phi} \right)^{a_{ihj}/\chi - h} \left( \frac{n}{\chi} \right)^{2 \log n}.
\]
For Cases 3a and 3b, where \( k \geq j \)
\[
a_{ij}^* \geq \frac{1}{\phi} \left( \frac{\chi}{\phi} \right)^{a_{ihj}/\chi - h} \left( \frac{n}{\chi} \right)^{a_{ihk}/\chi - h}.
\]
Hence, we can use the lower bound
\[
a_{ij}^* = \left\{ \begin{array}{ll}
\left( \frac{\chi}{\phi} \right)^{a_{ihj}/\chi - h}, & \text{if } j \leq n \ln(\phi)/\chi - 2 \log n, \\
\left( \frac{\chi}{\phi} \right)^{2 \log n}, & \text{otherwise.}
\end{array} \right.
\]
We then upper bound the ratio \( a_{ij}/a_{ij}^* \) for all column indices \( j \). All elements of the matrix satisfy \( a_{ij} \leq \eta \). Therefore, in Cases 1b, 2b, and 3b, where \( j > n \ln(\phi)/\chi - 2 \log n \)
\[
\frac{a_{ij}}{a_{ij}^*} \leq \eta \left( \frac{n}{\chi} \right)^{a_{ihk}/\chi - h} \left( \frac{n}{\chi} \right)^{a_{ihh}/\chi - h}.
\]
In Cases 1a and 2a, where \( h < j \leq n \ln(\phi)/\chi - 2 \log n \)
\[
\frac{a_{ij}}{a_{ij}^*} \leq \eta \left( \frac{n}{\chi} \right)^{a_{ihk}/\chi - h} \left( \frac{n}{\chi} \right)^{a_{ihh}/\chi - h}.
\]
Finally, in Case 3a, where \( j \leq h \) and \( j \leq n \ln(\phi)/\chi - 2 \log n \)
\[
\frac{a_{ij}}{a_{ij}^*} \leq \frac{1}{\kappa} \left( \frac{n}{\chi} \right)^{a_{ihk}/\chi - h} \left( \frac{n}{\chi} \right)^{a_{ihh}/\chi - h} \leq 2^{n \ln(\phi)/\chi} \left( \frac{n}{\chi} \right)^{a_{ihh}/\chi - h}.
\]

The second part of the lemma therefore holds.

Having all the ingredients required to apply Lemma 3 to the mean matrix in Definition 5, we are now ready to prove the main technical result of this section. Note that this result implies that Conjecture 1 in [18] holds.

**Theorem 7.** For any positive constant \( \epsilon \), and some positive constant \( c \), the probability that during \( c^n \) generations, linear ranking EA with population size \( \lambda = \rho_0(n) \), selection pressure \( \gamma \), and mutation rate \( \chi/n \), there exists any individual with at least \( n(\ln n)/\chi + \epsilon \) leading 0-bits is \( e^{-\Omega(1)} \).

**Proof:** In the following, \( \kappa \) and \( \phi \) are two constants such that \( (n + \ln(\phi)/\chi) \leq c \), where the relative magnitudes of \( \kappa \) and \( \phi \) are as given in the proof of Lemma 4.

Let the prefix sum of a search point be the number of 0-bits in the first \( n \ln(\phi)/\chi \) bits. We will apply the technique of non-selective family trees, where the core is defined as the set of search points with prefix sum less than \( n \ln(\phi)/\chi \), \( 1 \)-bits. Clearly, any non-optimal individual in the core has fitness lower than \( n \ln(\phi)/\chi \).

To estimate the extinction time of a given family tree, we consider the multi-type branching process \( Z_0, Z_1, \ldots \) having \( n \ln(\phi)/\chi \) types, and where the mean matrix \( A \) is given by Definition 5. Let the random variable \( S_k = \sum_{i=1}^{n \ln(\phi)/\chi} Z_{ti} \) be the family size in generation \( t \). By Lemmas 3 and 4, it is clear that the extinction probability of the family tree depends on the type of the root of the family tree. The higher the prefiix sum of the family root, the lower the extinction probability. The parent of the root of the family tree has prefix sum lower than \( n \ln(\phi)/\chi \), hence the probability that the root of the family tree has type \( h \), is
\[
\Pr(Z_0 = c_0) \leq \left( \frac{n \ln(\phi)/\chi}{n \ln(\phi)/\chi - h} \right) \left( \frac{Z_0}{n \ln(\phi)/\chi} \right)^{a_{ihk}/\chi - h}
\]

By Lemma 3 and 4, the probability that the family tree has more than \( k \) members in generation \( t \) is for sufficiently large \( n \) and sufficiently small \( \phi \) bounded by
\[
\Pr(S_t \geq k) \leq \sum_{l=1}^{n \ln(\phi)/\chi} \Pr(Z_0 = c_0) \Pr \left( \sum_{j=1}^{n \ln(\phi)/\chi} Z_{tj} \geq k \mid Z_0 = c_0 \right)
\]
\[
\leq \sum_{l=1}^{n \ln(\phi)/\chi} \left( \frac{n \ln(\phi)/\chi}{n \ln(\phi)/\chi - h} \right) \left( \frac{Z_0}{n \ln(\phi)/\chi} \right)^{a_{ihk}/\chi - h} \cdot \frac{\rho(A)^{l}}{k} \cdot \frac{l}{\rho(A)}
\]
\[
\leq 2^{n \ln(\phi)/\chi} \cdot \frac{\rho(A)^{l}}{k} \cdot \frac{l}{\rho(A)}
\]

By the Perron root of matrix \( A \) is bounded from above by a constant \( \rho(A) < 1 \). Hence, for any constant
The aim of this paper was to better understand the relationship between mutation and selection in EAs, in particular to what degree this relationship can have an impact on the runtime. To this end, we rigorously analyzed the runtime of a non-elitist population-based EA that uses linear ranking selection and bit-wise mutation on a family of fitness functions. We focused on two parameters of the EA, \( \eta \) which controls the selection pressure, and \( \chi \) which controls the bit-wise mutation rate.

The theoretical results show that there exist fitness functions where the parameter settings of selection pressure \( \eta \) and mutation rate \( \chi \) have a dramatic impact on the runtime. To achieve polynomial runtime on the problem, the settings of these parameters need to be within a narrow critical region of the parameter space, as illustrated in Fig. 2. An arbitrarily small increase in the mutation rate, or decrease in the selection pressure can increase the runtime of the EA from a small polynomial (i.e., highly efficient), to exponential (i.e., highly inefficient). The critical factor which determines whether the EA is efficient on the problem is not individual parameter settings of \( \eta \) or \( \chi \), but rather the ratio between these two parameters. A too high mutation rate \( \chi \) can be balanced by increasing the selection pressure \( \eta \), and a too low selection pressure \( \eta \) can be balanced by decreasing the mutation rate \( \chi \). Furthermore, the results showed that the EA will also have exponential runtime if the selection pressure becomes too high, or the mutation rate becomes too low. It was pointed out that the position of the critical region in the parameter space in which the EA is efficient is problem dependent. Hence, the EA may be efficient with a given mutation rate and selection pressure on one problem, but be highly inefficient with the same parameter settings on another problem. There is therefore no balance between selection and mutation that is good on all problems. The results shed some light on the possible reasons for the difficulty of parameter tuning in practical applications of EAs.

V. CONCLUSION

Informally, the results for the functions studied here can be explained by the occurrence of an equilibrium state into which the non-elitist population enters after a certain time. In this state, the EA makes no further progress, even though there is a fitness gradient in the search space. The position in the search space in which the equilibrium state occurs depends on the mutation rate and the selection pressure. When the number of new good individuals added to the population by selection equals the number of good individuals destroyed by mutation, then the population makes no further progress. If the equilibrium state occurs close to the global optimum, then the EA is efficient. If the equilibrium state occurs far from the global optimum, then the EA is inefficient. The results are theoretically significant because the impact of the selection-mutation interaction on the runtime of EAs has not previously been analyzed. Furthermore, there exist few results on the runtime of population-based EAs, in particular those that employ both a parent and an offspringing population. Our analysis answers a challenge by Happ et al. [11], to analyze a population-based EA using a non-elitist selection mechanism. Although this paper analyzes selection and mutation on the surface, it actually touches upon a far more fundamental issue of the tradeoff between exploration (driven by mutation) and exploitation (driven by selection). The analysis presented here could potentially be used to study rigorously the crucial issue of balancing exploration and exploitation in evolutionary search.

In addition to the theoretical results, this paper has also introduced some new analytical techniques to the analysis of evolutionary algorithms. In particular, the behavior of the main part of the population and stray individuals are analyzed separately. The analysis of stray individuals is achieved using...
a concept which we call non-selective family trees, which are then analyzed as single-type and multi-type branching processes. Furthermore, we apply the drift theorem in two dimensions, which is not commonplace. As already demonstrated in [17], these new techniques are applicable to a wide range of EAs and fitness functions.

A challenge for future experimental work is to design and analyze strategies for dynamically adjusting the mutation rate and selection pressure. Can self-adaptive EAs be robust on problems like those that are described in this paper? For future theoretical work, it would be interesting to extend the analysis to other problem classes, to other selection mechanisms, and to EAs that use a crossover operator.
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