Abstract

Effect sizes are an important outcome of quantitative research, but few guidelines exist that explain how researchers can determine which effect sizes are meaningful. Psychologists often want to study effects that are large enough to make a difference to people’s subjective experience. Thus, subjective experience is one way to gauge meaningfulness of an effect. We illustrate how to quantify the minimum subjectively experienced difference—the smallest change in an outcome measure that individuals consider to be meaningful enough in their subjective experience such that they are willing to rate themselves as feeling different—using an anchor-based method with a global rating of change question applied to the positive and negative affect scale. For researchers interested in people’s subjective experiences, this anchor-based method provides one way to specify a smallest effect size of interest, which allows researchers to interpret observed results in terms of their theoretical and practical significance.
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Using Anchor-Based Methods to Determine the Smallest Effect Size of Interest

Imagine a study that examines whether a simple manipulation will make people feel happier. The study is conducted, and the manipulation causes a statistically significant increase in self-reported positive affect of 0.3 (on a 5-point Likert scale). Is such an increase either theoretically or practically meaningful? To make this evaluation, we need methods to derive empirical benchmarks that can speak to the smallest effect size that has theoretical or practical importance. One benchmark we might be interested in is the minimum change that is needed in the outcome measure for people to subjectively notice and report a difference in how they feel.

Psychologists lack clear guidelines for how to interpret the meaningfulness of effect sizes (Fidler, 2002). Some methods exist to determine the smallest effect size that would be theoretically or practically meaningful, but these methods are relatively unknown and not widely used. In this article we first explain why being able to determine a smallest effect size of interest can help to improve the design of experiments and the interpretation of results. Subsequently, we discuss several approaches to determining which effects are deemed meaningful, with a specific focus on one anchor-based method. Applying the anchor-based method in two studies, we empirically quantify the smallest effect size that individuals subjectively deem to be a meaningful change in positive and negative affect as measured by the Positive and Negative Affect Scale (PANAS; Watson et al., 1988).

How Determining a SESOI Improves Research

By examining whether an observed effect size is not just statistically significant, but larger than the smallest effect size of interest (SESOI), researchers can draw conclusions about whether the observed effect is theoretically or practically significant. This can help to prevent the common misinterpretation of ‘statistically significant’ as ‘meaningful’, which is becoming increasingly important given the rise of big data and the uptake of large-scale collaborative
projects (e.g., Klein et al., 2014, 2018; Moshontz et al., 2018), where trivially small differences can be statistically significant.

Another important benefit of determining a SESOI is that it makes it possible to design an informative and falsifiable study. If a SESOI can be determined, it is possible to choose a sample size that provides high power for the smallest effect size that is deemed meaningful (Albers & Lakens, 2018). Furthermore, it becomes possible to test for, and demonstrate, the absence of an effect that is large enough to be deemed meaningful, by using equivalence tests. For over 60 years, researchers have pointed out the statistical benefits of specifying a range of values that are trivially small (e.g., Hodges & Lehmann, 1954; Nunnaly, 1960), and the benefits of being able to falsify predictions using equivalence tests (Rogers et al., 1993, Lakens et al., 2018). But to be able to reap those benefits, researchers need methods to determine their SESOI.

**Methods to Determine a Smallest Effect Size of Interest**

Specifying a SESOI is important not only in psychology, but in many other quantitative research fields, including organizational research (Cortina & Landis, 2011; Edwards & Berry, 2010), education research (Hill et al., 2008), communication research (Levine et al., 2008), and clinical psychology (Ferguson, 2009; Kazdin, 1999; King, 2011). In the past, fields have developed either empirical benchmarks for effect sizes that could be considered meaningful, or quantitative methods that can be used to determine minimum thresholds of practical importance for specific research lines.

Although researchers commonly interpret effect sizes in relation to the benchmarks for small, medium, and large effects suggested by Cohen (1988), these are “arbitrary conventions, recommended for use only when no better basis for estimating the effect size is available” (Cohen, 1988, p. 12). Researchers have attempted to provide more useful benchmarks to be used
across fields and studies, based on empirical reviews of effect sizes published in a specific literature (e.g., Ferguson, 2009; Norman et al., 2003; see Funder & Ozer, 2019, for a more detailed and nuanced approach). Although these approaches are useful to interpret the size of an effect relative to that of other effect sizes in the field, they do not quantify which effect sizes are meaningful in specific research lines and, furthermore, there will never be a single answer to the question which effect size should be considered meaningful.

One approach in applied research is to perform cost-benefit analyses and determine the size of an effect that could be considered beneficial enough to be worth the costs of an intervention. In intervention studies (e.g., health economics or education research) researchers may determine a SESOI by comparing the effect size of the intervention with (1) the change that is expected when implementing the intervention, (2) the cost of existing performance gaps (e.g., how much the intervention closes the gaps), and (3) the cost of the intervention, compared to the cost of other interventions (Hill et al., 2008; Torgerson et al., 1995). However, in more basic research in psychology, costs and benefits are not easily quantified, as the future applications of the work are less clearly delineated.

But even in basic research, a clear goal can be identified, and it is possible to examine at which effect sizes this goal is met. For example, one question in perception research focusses on the just noticeable difference, or the smallest increase in stimulus intensity that can be reliably noticed by participants. A conceptually related interest in clinical and health research has been the estimation of a minimum threshold of importance for self-reported patient outcomes. The goal is to determine the smallest increase in a relevant outcome measure that is subjectively deemed to be large enough to matter. In the clinical literature the term ‘minimal clinically important difference’ is often used (e.g., Chatham et al., 2018) or ‘minimally detectable difference’
difference’ (Norman et al., 2003), but we will use the umbrella term, minimal important difference (King, 2011).

Several approaches exist that attempt to estimate a minimal important difference (MID). One approach for estimating the MID is to use a clinical anchor (Lydick & Epstein, 1993), which functions as a reference to interpret the size of an effect. A common clinical anchor relies on clinician reports, or global ratings, about the extent to which a patient has changed following treatment. For example, clinicians rate whether patients have deteriorated, remained stable, or improved on the domain of interest after treatment. For each group of patients (i.e., those rated as either having deteriorated, remained the same, or improved), the researcher calculates the mean change in the measure of interest that was administered to patients before and after treatment (e.g., Health Related Quality of Life Questionnaire; HRQoLQ). By referencing the change score (i.e., the difference on HRQoLQ before and after treatment) to the anchor (i.e., whether the clinician believes patients have improved or worsened) researchers can derive an estimate of the MID—the minimum change in scores on the HRQoLQ that corresponds with what clinicians consider to be a clinically meaningful difference. However, psychologists are more commonly interested in the subjective experiences of people directly, and not in observers’ perceptions.

A more patient-centered anchor-based approach to estimate the MID also uses a global rating about whether patients have improved or worsened, but asks the patients themselves to provide a subjective global rating of change, which is then used as an anchor (Cuijpers et al., 2014; Dworkin et al., 2008; Ebrahim et al., 2017; Fleischmann & Vaughan, 2019; Guyatt et al., 2002; Jaeschke et al., 1989; King, 2011; Lydick & Epstein, 1993). In this approach, the construct of interest is also measured at two time-points (T1 and T2), for example before and after an intervention or manipulation. At T2, a global rating of change question asks the extent to which
individuals subjectively feel that there has been an increase or decrease since T1 on the construct of interest. For example, at T1 and T2 participants complete the Health Related Quality of Life Questionnaire (HRQoLQ), and at T2 they answer the global rating of change question concerning the extent to which since T1 their quality of life has improved or worsened.

Researchers typically use the global rating of change (GRoC) to categorize individuals into those who perceive no change, those who perceive a little change (i.e., a little worse or a little better), and those who perceive substantial change (i.e., much worse or much better). The GRoC item usually has 5 ordinal response options, which is recommended because it reduces the potential for cutoffs to be subjectively and arbitrarily selected by the researchers (King, 2011). The mean change in scores on the outcome measure of interest (i.e., the HRQoLQ in the example) from T1 to T2 for the individuals who self-report feeling a little worse or a little better is used as the estimate of the MID. (For clinical/health research using this approach, see Angst et al., 2001; Button et al., 2015; Jaeschke et al., 1989; Walters & Brazier, 2005.)

We believe that the GRoC method can be applied in psychology more generally to determine the SESOI, whenever researchers are interested in changes or differences in people’s subjective experiences. In what follows, we outline why and how this approach may be useful for basic research in psychology, and then provide a full demonstration of how the method can be used to estimate the SESOI for the Positive and Negative Affect Scale (PANAS; Watson et al., 1988).

**Estimating the Minimum Subjectively Experienced Difference and SESOI**

Psychologists are often interested in effects that are large enough to be subjectively experienced and deemed meaningful by individuals. For example, many emotion researchers are interested in the subjective experience of emotions (e.g., Campbell-Sills et al., 2006; Coutinho &
Cangelosi, 2011; Gross, 1999; Kuppens, 2019; LeDoux, 2014; LeDoux & Hofmann, 2018; Reisenzein, 2009; Troy et al., 2018). By extension, researchers are likely to be interested in effects (e.g., changes or differences in emotion) that are large enough to be subjectively experienced as meaningful. For research questions that center on people’s subjective experiences and perceptions, the GRoC method is one approach that can be used to quantify what people, on average, consider to be a small but subjectively meaningful difference.

Because the GRoC approach can be used to estimate the smallest difference individuals subjectively perceive as a meaningful change (comparable to, but not to be confused with, the idea of just noticeable difference in psychophysics which was introduced to personality psychology by Ozer, 1993), we refer to this specific estimate of a minimally important difference as the minimum subjectively experienced difference. The minimum subjectively experienced difference is the smallest change in an outcome measure that individuals consider to be meaningful enough to rate themselves as feeling different. The more general description of 'smallest effect size of interest' refers to the smallest effect size that is predicted by theoretical models, considered relevant in daily life, or that is feasible to study empirically (Lakens, 2014). Thus, researchers can use the GRoC approach to estimate the minimum subjectively experienced difference and, subsequently, use this effect size as a justification for the SESOI for relevant research questions.

**Implementing the GRoC Method in Practice**

We demonstrate how to implement the GRoC approach in practice, with the goal of illustrating its usefulness for basic psychological research. We believe the GRoC approach has considerable potential, but we also reflect on important questions that should be examined in future research if such anchor-based methods become more widely used to determine a SESOI.
We use the GRoC method to determine the minimum subjectively experienced difference and SESOI for positive and negative affect, as measured by the PANAS. The PANAS is a widely used measure of positive and negative affect for which researchers have reported difficulty in interpreting how much difference on the scale reflects a meaningful change in affect (e.g., von Leupoldt et al., 2007).

We performed two largely identical studies, both consisting of two independent samples. Because our goal is to illustrate how the GRoC approach can be used to derive precise estimates of the minimum subjectively experienced difference, we present the results of the combined datasets after detailing the methods for each study. The point estimates and confidence intervals for the “little change” groups across both studies were very consistent, and results for each study and each subsample are presented in the Supplemental Materials. The data and code for both studies can be found on the Open Science Framework (https://osf.io/89pcf/?view_only=ba6c62c915a94873b03295892959d197).

**Study 1**

**Method**

The sampling procedure, methods, and analysis plan for the 2018 cohort of Study 1 were pre-registered on the Open Science Framework (https://osf.io/b3z65/?view_only=dbb79ddde5954f1699cf3ace7724f2bd).

**Participants.** As part of an assignment related to a psychology lecture on emotions, students completed the PANAS items for course requirements using SurveyMonkey at Time 1 (T1) on Wednesday September 5th (2018 cohort, n = 193) or Wednesday September 4th (2019 cohort, n = 184). At Time 2 (T2), the same students completed the PANAS items on Friday
September 7th (2018 cohort; n = 186) or Friday September 6th (2019 cohort; n = 155). The sample size for each cohort was based on the number of students enrolled in the course. We did not include demographic questions for either cohort, but the course from which we drew the 2018 sample had 57% female (43% male) students, mean age 19.4 years (SD = 1.8), and the 2019 course had 54% female (46% male) students, mean age 19.2 years (SD = 2.1). We included only participants with complete responses on all T1 and T2 items. During data cleaning we noticed some students completed the PANAS twice in a row (most likely because of uncertainty about whether answers were submitted correctly), but we only used the first response for each unique student number (N = 316).

**Procedure and Measures.** At both T1 and T2, participants read that “This scale consists of a number of words that describe different feelings and emotions. Read each item and then indicate to what extent you have felt this way today”. Participants rated each item (presented in random order) on 5-point Likert scales (from 1 = *very slightly or not at all*, to 5 = *extremely*). Ten items measured positive affect (attentive, interested, alert, excited, enthusiastic, inspired, proud, determined, strong, and active) and ten items measured negative affect (distressed, upset, hostile, irritable, scared, afraid, ashamed, guilty, nervous, jittery). At T2, participants also responded to two GRoC questions, one each for positive and negative emotions. We asked: “Compared to Wednesday, how would you rate the extent of your positive/negative emotions today?”. The two GRoC questions each had 5 response options: much less positive/negative, a little less positive/negative, the same, a little more positive/negative, and much more positive/negative.

---

1 Some participants completed the survey one or two days late.
**Study 2**

**Method**

The sampling procedure, methods, and analysis plan for Study 2 were pre-registered on the Open Science Framework (https://osf.io/a5pze/?view_only=670167b9b3204318b5e2a50c6a63b61f). The study was identical to Study 1, with the exception that to examine the generalizability of our estimates, the time between T1 and T2 was either 2 days (as in Study 2) or 5 days.

**Participants.** We used the MBESS package in R (Kelley, 2019) to calculate the sample size required for a 95% confidence interval with 0.25 width and an expected estimate of 0.35. This produced a sample size requirement of 500—in the “little change” groups (“little less” and “little more”). After collecting the data from Study 1 approximately 200 participants fell in the “little change” groups based on their response on the anchor question. Because we planned to report the combined results of all samples, we needed a further 300 participants in the “little change” groups after collecting data in Study 2. With this aim, we recruited a total of 550 participants at Time 1, using Prolific (www.prolific.co), requiring participants to be fluent in English and have U.K. nationality. We invited all participants to take part at T2 either 2 days later ($n = 275$) or 5 days later ($n = 275$). Excluding participants with incomplete responses and using only the first response for each unique Prolific ID (4 duplicates were removed), we obtained a total of 459 participants at T2 ($n_{2\text{days}} = 231$ and $n_{5\text{days}} = 228$; 74% female, 26% male; age: $M = 37.8$ years, $SD = 12.4$, range =18 to 76 years).

**Procedure and Measures.** The remaining procedures and measures were the same as for Study 1. (The results for the 2- and 5-day delays are presented separately in the Supplemental Materials, with very similar estimates.)
Results of Combined Dataset

The minimum subjectively experienced difference can be presented as a raw score, expressed on the scale that was used to measure it (e.g., 0.3 points on a 5-point scale), or as a standardized effect size (e.g., Cohen's $d$ of 0.3). Raw scores have the advantage that they do not depend on the standard deviation of the measurements and are recommended for validated scales when researchers always use the same outcome measure and response options (e.g., a 5-point Likert scale). Standardized effect sizes have the advantage that they can be compared across instruments and scales. Standardized effect sizes for paired observations can either take the correlation between observations into account (Cohen's $d_z$) or not (Cohen's $d_{av}$). Cohen's $d_z$ is used in power analyses and in equivalence tests if the equivalence bounds are set in terms of a standardized effect size. Cohen's $d_{av}$ can in theory be more easily compared across within- and between-subjects designs, although future research should examine whether subjectively experienced differences in different outcome measures can be assumed to be constant across within and between designs. We recommend reporting both raw differences and standardized effect sizes.

Figure 1 shows the distribution of change scores, in positive and negative affect, as a function of participants’ responses on the global rating of change (GRoC). Table 1 presents the mean change in positive and negative affect from T1 to T2 (i.e., mean score at T2 minus mean score at T1), as well as standardized effect sizes and their 95% confidence intervals, subcategorizing participants based on their responses to the GRoC.
Figure 1. Distribution and individual datapoints of the differences in positive and negative affect as a function of the answer on the global rating of change (GRoC) question. Key for the global rating of change: 1 = much less; 2 = a little less; 3 = the same; 4 = a little more; 5 = much more.
Table 1

*Combined Dataset: Mean difference [and 95% Confidence Intervals] in PANAS scores from T1 to T2, with participants subcategorized based on their responses to the global rating of change question.*

|       | N   | Mean Difference | Cohen’s $d_z$ | Cohen’s $d_{av}$ |
|-------|-----|-----------------|---------------|------------------|
| **Positive:** |       |                 |               |                  |
| MUCH LESS | 23   | -0.71[-1.05;-0.37] | -0.90[-1.38;-0.41] | -0.94[-1.45;-0.43] |
| A LITTLE LESS | 160 | -0.58[-0.67;-0.49] | -0.99[-1.18;-0.80] | -0.82[-0.98;-0.67] |
| THE SAME | 264  | -0.18[-0.25;-0.11] | -0.32[-0.44;-0.19] | -0.22[-0.30;-0.13] |
| A LITTLE MORE | 281 | 0.08[0.02;0.14] | 0.15[0.03;0.26] | 0.11[0.02;0.19] |
| MUCH MORE | 47   | 0.55[0.37;0.72] | 0.91[0.57;1.25] | 0.74[0.46;1.01] |
| **Negative:** |       |                 |               |                  |
| MUCH LESS | 64   | -0.48[-0.67;-0.29] | -0.63[-0.89;-0.36] | -0.73[-1.04;-0.42] |
| A LITTLE LESS | 263 | -0.32[-0.39;-0.25] | -0.56[-0.69;-0.43] | -0.47[-0.58;-0.36] |
| THE SAME | 270  | -0.11[-0.16;-0.05] | -0.24[-0.36;-0.12] | -0.15[-0.23;-0.08] |
| A LITTLE MORE | 160 | 0.22[0.13;0.31] | 0.38[0.22;0.54] | 0.34[0.20;0.48] |
| MUCH MORE | 18   | 0.88[0.53;1.24] | 1.24[0.61;1.85] | 1.03[0.51;1.54] |

*Note.* Total $N = 775.$
First, we see that, somewhat surprisingly, participants who reported feeling ‘the same’ on the GRoC actually showed a small decrease in both positive \((M = -0.18, SD = 0.57)\) and negative \((M = -0.11, SD = 0.45)\) PANAS scores. Because the decrease occurs for both positive and negative affect, and we see the expected shifts upward and downward in the ‘a little more/less’ groups for positive and negative affect, relative to the ‘same’ group, this seems to indicate a general decrease with repeated assessment. Such shifts are observed quite consistently and are referred to as the initial elevation bias in subjective reports (Shrout et al., 2018), although the underlying mechanism is not fully understood. Since the minimum subjectively experienced difference can be calculated relative to the ‘no change’ or ‘same’ group (see below) and the initial elevation bias impacts all PANAS scores over the two time points, the relative differences between the ‘little change’ groups and the ‘no change’ group should yield informative estimates.

Some researchers have highlighted the importance of examining whether the little changed groups differ from the unchanged (or same) group, as the absence of a difference casts doubts on the estimated minimum subjectively experienced difference (Hays et al., 2005). As can be inferred from the 95% confidence intervals in Table 1 for both positive and negative affect, the difference scores for people who felt ‘the same’ were statistically different from those who reported feeling a little more or less positive or negative.

Given the shift in evaluations in the ‘no change’ group, possibly due to a general initial elevation bias, it is important calculate the differences between the ‘no change’ and the ‘little more/less’ groups and use this difference as the estimate of how much change is needed, on average, for people to rate themselves as ‘a little more’ or ‘a little less’ positive/negative as opposed to ‘the same’ (Redelmeier et al., 1993, 1997). In our study, for positive affect, those who said they felt ‘the same’ had change scores that differed from those who said they felt ‘a
little more positive’ by an average of 0.26 (CI95% [0.17, 0.36]) scale points, and from those who said they felt ‘a little less positive’ by -0.39 (CI95% [-0.28, -0.51]) scale points. For negative affect, those who said they felt ‘the same’ had change scores that differed from those who said that they felt ‘a little more negative’ by an average of 0.33 (CI95% [0.23, 0.43]) scale points, and from those who felt ‘a little less negative’ by an average of -0.21 (CI95% [-0.12, -0.30]) scale points.

It is common to combine data from the ‘a little less’ and ‘a little more’ groups into a single estimate of the minimum subjectively experienced difference (after reverse scoring the ‘a little less’ group’s change score by multiplying with -1). This assumes that effects in the positive and negative directions are homogeneous (e.g., have the same size and variance), which is an empirical question for each measurement instrument that the GRoC method is applied to. We can see from the 95% CI around the change scores reported in the preceding paragraph that the effects are asymmetrical—that is, the CIs of the ‘a little more’ positive/negative groups do not contain the point estimates of the ‘a little less’ positive/negative groups (after reverse scoring the latter), and vice versa. Although the estimates for the ‘a little less’ and ‘a little more’ groups can be combined to produce a single estimate of the minimum subjectively experienced difference for positive ($M = 0.31$, CI95% [0.26; 0.36], $SD = 0.57$) and negative ($M = 0.25$, CI95% [0.20; 0.31], $SD = 0.57$) affect, which can then be used as the smallest effect size of interest for between-groups comparisons in which no baseline control group is available, we believe the observed asymmetry should probably be taken into account when using a minimum subjectively experienced difference in research designs with a baseline control. The extent to which such asymmetries occur in other psychological measures is a topic for future research. On a related note, one could consider combining the ‘a little more positive’ and ‘a little less negative’
estimates from positive and negative affect, respectively; although these estimates are very similar, we hesitate to do so because, theoretically, positive and negative affect are seen as at least partially independent constructs. Therefore, we believe the four estimates presented in the preceding paragraph might be the best level of description for researchers who want to specify a SESOI based on the minimum subjectively experienced difference in the PANAS.

The estimate for the minimum subjectively experienced difference is based on the group average. We can therefore expect variability within each group (as visualized in Figure 2), as not every individual will have a change score at or above the group mean, and some people’s change score may contradict their response on the GRoC (e.g., an individual who reports feeling a little more positive at T2 can have a negative change score).
Discussion

The global rating of change (GRoC) approach is an anchor-based method that can be used to determine the minimum subjectively experienced difference for various outcome measures in psychology. We provided an illustrative example by estimating the minimum subjectively experienced difference for positive and negative affect as measured by the PANAS. We calculated estimates for the relative change, compared to those participants who report feeling ‘the same’, that led participants to report feeling ‘a little more’ positive ($M = 0.26$) and ‘a little more’ negative ($M = 0.33$), as well as the relative change that led participants to report feeling ‘a little less’ positive ($M = -0.39$) and ‘a little less’ negative ($M = -0.20$). These estimates can be used as the smallest effect size of interest (SESOI) in a-priori power analyses, or as the boundaries for an equivalence range when performing an equivalence or minimal effect tests (Lakens, 2014, 2017), for studies that use the PANAS in the population our samples were drawn from (i.e., Dutch university students, and UK participants from Prolific). Our primary recommendation is to not adopt these specific estimates as a smallest effect size of interest, but to use the GRoC method to determine the smallest effect size of interest for the measure you use in the populations you study.

Since the GRoC method only requires adding a single anchor-item (for each domain of interest) to longitudinal designs, collecting such data should be feasible and easily implemented in existing research designs, such as when researchers examine test-retest reliability. By combining datasets, fields can establish precise estimates of the minimum subjectively
experienced difference, examine their variability, and continue to develop best practices when implementing anchor-based methods. Although we observed no substantial differences (based on the overlap between point estimates and their confidence intervals) between samples drawn from Dutch university students and U.K. Prolific samples, nor between 2 or 5 days’ delay between T1 and T2, it is important not just to improve the precision of estimates, but also to examine their generalizability (King, 2011). Because high-precision estimates require large sample sizes (Maxwell et al., 2008) establishing minimum subjectively experienced differences in specific research fields in psychology would benefit from a coordinated approach to data collection.

The GRoC method is only one anchor-based approach. Alternative anchor-based approaches exist, such as asking a second individual (e.g., a therapist or close other) to rate the change between T1 and T2 or having people discuss their condition on the domain of interest in pairs before giving global ratings on, for example, how much more or less positive they feel than their partner. This between-person approach has been used in past research to estimate the minimum subjectively perceived difference in walking ability (Redelmeier et al., 1997). Such alternative paradigms might be worthwhile to examine in the future.

There are several possible limitations of the usefulness of the GRoC anchor-based method (see, King, 2011; Walters & Brazier, 2003). First, sometimes, effect sizes that are too small to be subjectively deemed meaningful by individuals may still be important, and researchers should determine the SESOI based on other criteria (such as a cost-benefit analysis, or effect sizes that are theoretically predicted). The proposed anchor-based approach is primarily suitable for researchers who are interested in effects that people subjectively experience and consider meaningful.
Second, people’s retrospective responses on the GRoC question may more strongly reflect their present state than their change over time (Norman et al., 1997), while responses on the GRoC question should correlate with their change scores (Cella et al., 2002). In our data, people’s responses on the GRoC question were more strongly correlated with change scores (PA: $r = .47$; NA: $r = .42$) than with T2 present state scores (PA: $r = .37$, $r_{\text{dif}} = 0.10$, 95% CI [0.04; 0.16], NA: $r = .27$, $r_{\text{dif}} = 0.14$, 95% CI [.07; 0.22]; Zou, 2007). According to Norman et al. (1997), responses on the GRoC should correlate equally with T1 and T2 scores—GRoC ratings which correlate more strongly with T2 scores than with T1 scores indicate that participants are basing their ratings of change more on their present state. In our data, ratings on the GRoC were far less strongly correlated with T1 scores (PA: $r = -.004$; NA: $r = -.10$) than with T2 scores.

There are interesting psychometric questions for future investigation if researchers adopt the GRoC method. One question already raised is whether the scores of those who report a little change in the positive and negative direction should be combined into a single estimate, or whether both estimates should be reported separately. We believe the assumption that change scores and standard deviations in the two directions are equivalent requires empirical support before scores can be combined. Some researchers calculate the minimum subjectively experienced difference separately for those who improve and those who worsen (e.g., Angst et al., 2001). Our results suggest that the subgroup of participants who indicated feeling a little more positive (or a little less negative) had a mean change in positive (negative) affect that was considerably lower, in absolute value, than those who said they felt a little less positive (or a little more negative). We believe taking into consideration this asymmetry is the best approach for examining changes in affect as measured by the PANAS. Additional future questions concern the reliability of the typical single item global rating of change question (versus a multiple item
anchor) and exploring context effects and individual differences in the minimum subjectively experienced difference.

To conclude, we believe that the GRoC method holds promise as one possible approach to estimate the minimum subjectively experienced difference for a variety of psychological measures. Researchers can use these estimates to justify a smallest effect size of interest and interpret the results of their studies in relation to whether observed effects are large enough to be deemed subjectively meaningful by individuals. In the end, we hope anchor-based methods will help researchers to think more carefully about which effects they consider meaningful in their research.
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