Abstract A class of sequential estimation procedures is considered in the case when relevant data may become available only at random times. The exact distributions of the optimal stopping time and the number of observations at the moment of stopping are derived in some sequential procedures. The results obtained in an explicit form are applied to derive the expected time of observing the process, the average number of observations and the expected loss of sequential estimation procedures based on delayed observations. The use of the results is illustrated in a special model of normally distributed observations and the Weibull distributed lifetimes. The probabilistic characteristics are also derived for an adaptive sequential procedures and the behavior of the adaptive procedure is compared with the corresponding optimal sequential procedure.
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1 Introduction

In many practical problems, for example in reliability or in clinical research, data are available only at random times. Namely, it is assumed that we observe simultaneously $n$ objects which, for example, undergo failure at random times. In these random times we observe the realizations of random variables from a distribution $P_\vartheta \in \mathcal{P}$, where $\mathcal{P}$ is a given parametric family of distributions. It is also assumed that the distribution $P_\vartheta$ is independent of a distribution of failures. For example in papers of Starr et al.
a class of problems of estimating the unknown parameter $\vartheta$ in some statistical models is considered on the basis of such data which are called delayed observations. In the papers mentioned above it is assumed that if observation is stopped at time $t$, the loss incurred is given by

$$L_t(\vartheta, d) = L(\vartheta, d) + c_A K(t) + c(t),$$  \hfill (1)

where the function $L(\vartheta, d)$ denotes the loss associated with the estimation error, when $\vartheta$ is the true value of the parameter and $d$ is the chosen estimate. The function $c(t)$ represents the cost of observing the process up to time $t$, $c_A \geq 0$ is the cost of taking one observation and $K(t)$ is the number of observations which have been made by time $t$. In the papers mentioned above the sequential procedures $(\tau, d(\tau))$, where $\tau$ is the optimal stopping time and $d(\tau)$ is the corresponding terminal decision (estimator) are derived in two cases:

1. when the distribution of the random variables which determine the moments of recording the observations is exactly known (papers of Starr et al. 1976; Magiera 1982; Jokiel-Rokita and Magiera 1999, 2010; Jokiel-Rokita 2006);
2. when the distribution of the random variables which determine the moments of obtaining the observations is exponential with an unknown parameter (papers of Starr et al. 1976; Jokiel-Rokita and Magiera 1999; Jokiel-Rokita 2006) or it belongs to a time transformed exponential family with an unknown parameter (paper Jokiel-Rokita and Magiera 2010).

In the papers of Starr et al. (1976) and Jokiel-Rokita and Magiera (1999) adaptive strategies are also proposed which require knowledge of neither $n$ nor $F$. These strategies perform nearly as well as it is possible when $n$ is large for large class of $F$.

For the first time the problem of estimation from delayed observations was considered by Starr et al. (1976). They derived, among others, the sequential procedures (Bayes and minimax) in the problem of estimating a mean of a normal distribution with known variance under quadratic loss and linear cost for observation time. However in their paper, as in the other papers concerning the problem of estimation from delayed observations, the distributions of the optimal stopping times in the obtained procedures were not derived. Although in the papers mentioned above the problems of estimation of an unknown parameter were considered in different statistical models, the optimal sequential procedures obtained are determined by the stopping times which can be given in the following form

$$\tau_0 = \inf \left\{ t \geq 0 : \left[ n - K(t) \right] h(K(t)) - h(K(t) + 1) \right\} \leq \frac{c'(t)}{\rho(t)},$$  \hfill (2)

where the function $h(k)$ depends on the model considered, $\rho(t)$ is a failure rate of the random variables which determine the moment of recording the observations.

In the statistical literature the problems of deriving distributions of stopping times were considered mainly in the context of estimation of the unknown parameter under so called purely sequential sampling scheme. The determination of the stopping time for
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sequential estimation in a frequentist context was first considered by Robbins (1959). He obtained the exact distribution of the stopping time in a problem of estimating the mean of a normal population with an unknown variance, but for a “two-item at a time” sampling plan with a recurrence relation for its probabilities. In the purely sequential sampling scheme the optimal stopping time of a procedure frequently turns out to be the smallest positive integer \( k \) for which the sum \( S_k = X_1 + \cdots + X_k \) crosses a boundary \( f(k) \), where \( X_1, X_2, \ldots \) is a sequence of independent and identically distributed random variables with finite variance. In the asymptotic theory of sequential analysis instead of a fixed boundary \( f(k) \), we have a set of boundaries \( f_c(k) \) indexed by a parameter \( c \) tending to 0. Siegmund (1968) developed asymptotic distributions of one-sided stopping times. In sequential analysis the famous Anscombe’s random central limit theorem (Anscombe 1952) also gives a tool for obtaining asymptotic distributions for appropriately standardized stopping times (see, Mukhopadhyay and Chattopadhyay 2012; Gut 2012). In the paper of Bhattacharya and Mallik (1973) the asymptotic distribution of the stopping time of the procedure due to Robbins (1959) is shown to be normal. Their result was generalized very substantially in a paper of Ghosh and Mukhopadhyay (1975). In the paper of Woodroofe (1977) the second order approximations are obtained for the expected sample size and the risk of some sequential estimation procedures, for example, the sequential procedures proposed by Robbins (1959), Chow and Robbins (1965), Starr (1966a,b) and Starr and Woodroofe (1972). Pham-Gia (1998) presented a method for computing the distribution of the stopping time for the Bayesian sequential one step look-ahead procedure in the problem of estimating the parameter of a Bernoulli experiment under a squared error loss. Also under purely sequential sampling schemes, the problems of exact determination of the distributions of stopping rules and risks of some sequential procedures were considered in papers of Zacks and Mukhopadhyay (2006, 2007), Mukhopadhyay and Zacks (2007) and Zacks (2005, 2009).

In this paper, we derive the exact distribution of the optimal stopping time \( \tau_0 \), given by (2), and of the number of observations \( K(\tau_0) \) at the moment of stopping. We then apply our results to obtain exact formulas for the expected time of observing the process, for the average number of observations at the moment of stopping and for the expected loss (risk) of some sequential procedures. We also compare the risks of the optimal strategies with the risks of an adaptive strategy in estimation problems in a special model.

2 The model

Let us assume that the observations \( Y_1, \ldots, Y_n \), where \( n \) is fixed and known, are obtained at random times \( t_1, \ldots, t_n \), which are the order statistics of positive, independent and identically distributed random variables \( T_1, \ldots, T_n \) which are independent of the observations \( Y_1, \ldots, Y_n \). The random variables \( T_1, \ldots, T_n \) can be interpreted as the lifetimes of \( n \) objects. We assume that the random variables \( T_1, \ldots, T_n \) have a known distribution function \( F \) and the random variables \( Y_1, \ldots, Y_n \) are independent and have a common distribution \( P_\theta \) with unknown parameter \( \theta \). The aim is to find a sequential procedure \((\tau, d(\tau))\), where \( \tau \) is a stopping time and \( d(\tau) \) is a terminal
decision function, in the problem of estimating the unknown parameter $\vartheta$ under a loss function given by (1), where

$$K(t) = \sum_{i=1}^{n} 1_{[0,t]}(T_i), \quad t \geq 0,$$

is the number of observations which have been made by time $t \geq 0$. Usually the form of the terminal decision function, for example the Bayes decision function, can be easily given. Then the problem reduces to determining the optimal stopping time. Let $F_t = \sigma\{K(s), s \leq t, Y(1), \ldots, Y(K(t))\}$, be the information which is available at time $t$. We assume that if we observe the process for $t$ units of time, then the loss incurred by time $t$ is determined by the conditional expected loss, given $F_s$, $s \leq t$, having the following form

$$L_h(t) = h(K(t)) + c(t), \quad (3)$$

where $h$ be a given real valued function on $E_N = \{0, 1, \ldots, N\}$, and such that $0 \leq h(k) < \infty$ for each $k \in E_N$. The function $c(t)$ is assumed to be a differentiable and non-decreasing function with $c(0) = 0$. The function $L_h(t)$ can be interpreted as the total loss incurred if the process is stopped at time $t$. For example, the conditional expected losses of Bayes or minimax estimators in the statistical models considered in the papers of Starr et al. (1976), Magiera (1982), Jokiel-Rokita and Magiera (1999, 2010) and Jokiel-Rokita (2006) are of the form given by (3). By the optimal stopping time $\tau_0$ with respect to $F_t$, $t \geq 0$, we mean the random variable which minimizes

$$\mathcal{V}_h(\tau) = E[L_h(\tau)] = E[h(K(\tau)) + c(\tau)],$$

over all stopping times $\tau$ with respect to $F_s$, $s \leq t$.

Suppose that the distribution function $F$ satisfies the following conditions: $F(0) = 0$; $F(t) > 0$ for $t > 0$; $F$ is absolutely continuous with density $f$; and $f$ is the right hand derivative of $F$ on $(0, \infty)$. The class of such $F$ will be denoted by $\mathcal{G}$. Let $\zeta = \sup\{t : F(t) < 1\}$, and $\rho(t) = f(t)[1 - F(t)]^{-1}, 0 \leq t < \zeta$, denote the failure rate. The process $K(t)$, $0 \leq t \leq \zeta$, is a non-stationary Markov chain with respect to $F_t$, $0 \leq t \leq \zeta$, and its infinitesimal operator is

$$\mathcal{A}_t h(k) = (n - k)[h(k + 1) - h(k)]\rho(t),$$

for $k \in E_n = \{0, 1, \ldots, n\}$ and all real valued functions $h$ on $E_n$ (see, for instance Starr et al. 1976, p. 104).

**Lemma 1** (Jokiel-Rokita and Magiera 2010, Lemma 1) Suppose that $h(k) - h(k + 1)$ is non-increasing for $k \leq n - 1$ and that $F \in \mathcal{G}$. Moreover, assume that the function $c'(t)/\rho(t)$ is non-decreasing. Then the stopping time
\[ \tau_0 = \inf \{ t \geq 0 : \omega_t h(K(t)) + c'(t) \geq 0 \} = \inf \{ t \geq 0 : [n - K(t)][h(K(t)) - h(K(t) + 1)] \leq c'(t)/\rho(t) \}, \]

minimizes \( \mathcal{V}_h(\tau) \).

**Remark 1** Under the assumptions concerning the functions \( h(k) \) and \( c'(t)/\rho(t) \) the so-called monotone case holds: once the infinitesimal prospect of the loss \( \mathcal{L}_h \) for the future becomes bad (greater than zero), it remains bad. If the loss \( \mathcal{L}_h \) is in the monotone case, the optimality of \( \tau_0 \) is obtained by applying Dynkin’s identity to the loss function \( \mathcal{L}_h(t) \), and it gives the formula

\[
E[\mathcal{L}_h(\tau)] - h(0) = E \left\{ \int_0^\tau \left[ \omega_t h(K(t)) + c'(t) \right] dt \right\},
\]

for any stopping time \( \tau \).

**Remark 2** If the function \( h(\cdot) \) is convex, then \( h(k) - h(k + 1) \) is non-increasing.

The main goal of this paper is to determine the exact distribution of the optimal stopping time \( \tau_0 \) and of the number of observations \( K(\tau_0) \) at the moment of stopping in the sequential procedures considered.

### 3 The distribution and the expectation of the optimal stopping time

Under the assumption of Lemma 1 one can show the following lemma.

**Lemma 2** If the functions \( h \) and \( c'(t)/\rho(t) \) satisfy the assumptions of Lemma 1, then the optimal stopping time \( \tau_0 \) can be presented in the following form

\[
\tau_0 = \inf \left\{ t \geq 0 : (K(t) \geq b(t)) \lor (K(t) = n) \right\},
\]

where the stopping boundary \( b(t) \) is a non-increasing and right continuous function. Moreover, if \( c'(t)/\rho(t) = \text{const} \) then \( b(t) = \text{const} \).

In the sequel we will only consider the case \( b(0) > 0 \), because \( b(0) \leq 0 \) implies \( P(\tau_0 = 0) = 1 \).

Let us notice that the stopping time given by (4) can be viewed as the time of the first meeting (crossing) of the sample process \( K(t) \), \( t \geq 0 \), with upper (usually non-linear) boundary \( b(t) \).

Denote

\[
b_i = \begin{cases} 
\inf \{ t \geq 0 : b(t) \leq i \}, & \text{when } b(t_0) \leq i \text{ for some } t_0 \geq 0, \\
\infty, & \text{when } b(t) > i \text{ for } t \geq 0,
\end{cases}
\]

\( i = 0, 1, \ldots, n \). The function \( b(t) \) is non-increasing and hence we have \( b_0 \geq b_1 \geq \cdots \geq b_n \). If there exists \( i_0 \in \{1, \ldots, n\} \) such that \( i_0 - 1 < b(t) \leq i_0 \) for each \( t \geq 0 \),
then we put }b_0 = \infty, b_1 = \infty, \ldots, b_{i_0 - 1} = \infty, b_{i_0} = 0, \ldots, b_n = 0\). In the case when \(b(t) > n\) for each \(t \geq 0\), we put }b_0 = b_1 = \cdots = b_n = \infty. In the case \(b(t) > n - 1\) for each \(t \geq 0\), and \(b_n \neq 0\), we put }b_0 = b_1 = \cdots = b_{n-1} = \infty.

Denote
\[
\mathcal{D} = \{b_{k_0}, \ldots, b_{l_0}\},
\]
where
\[
k_0 = \max\{0 \leq i \leq n - 1 : b_i \neq 0\},
\]
and
\[
l_0 = \min\{0 \leq i \leq n - 1 : b_i \neq \infty\}.
\]

Let us notice that if there exists \(i_0 \in \{1, \ldots, n\}\) such that \(i_0 - 1 < b(t) \leq i_0\) for each \(t \geq 0\), or \(b(t) > n - 1\) for each \(t \geq 0\), then \(\mathcal{D} = \emptyset\).

**Theorem 1** In the case when }\mathcal{D} \neq \emptyset, the distribution function }F(t_0) of the stopping time }\tau_0 given by (4) is of the form
\[
F(t_0) = \begin{cases} 
\sum_{j=k_0+1}^{n} \binom{n}{j} F(j)[1 - F(t)]^{n-j}, & t < b_{k_0}, \\
\sum_{j=i}^{n} \binom{n}{j} F(j)[1 - F(t)]^{n-j}, & t \in [b_i, b_{i-1}), \ i = k_0, k_0 - 1, \ldots, l_0 + 1, \\
\sum_{j=l_0}^{n} \binom{n}{j} F(j)[1 - F(t)]^{n-j}, & t \geq b_{l_0}, \\
\frac{n!}{k_0!(n-k_0-1)!} \int_{0}^{F(t)} x^{k_0}(1 - x)^{n-k_0-1} dx, & t < b_{k_0}, \\
\frac{n!}{(i-1)!(n-i)!} \int_{0}^{F(t)} x^{i-1}(1 - x)^{n-i} dx, & t \in [b_i, b_{i-1}), \\
\frac{n!}{(l_0-1)!(n-l_0)!} \int_{0}^{F(t)} x^{l_0-1}(1 - x)^{n-l_0} dx, & t \geq b_{l_0}.
\end{cases}
\]

In the case when there exists }i_0 \in \{1, \ldots, n\}\ such that \(i_0 - 1 < b(t) \leq i_0\) for each \(t \geq 0\), the distribution function }F(t_0) of the stopping time }\tau_0 is of the form
\[
F(t_0) = \sum_{j=i_0}^{n} \binom{n}{j} F(j)[1 - F(t)]^{n-j} = \frac{n!}{(i_0-1)!(n-i_0)!} \int_{0}^{F(t)} x^{i_0-1}(1 - x)^{n-i_0} dx,
\]
and the density function $f_{\tau_0}(t)$ of the stopping time $\tau_0$ is

$$f_{\tau_0}(t) = \frac{n!}{(i_0 - 1)!(n - i_0)!} [F(t)]^{i_0 - 1} [1 - F(t)]^{n - i_0} f(t).$$

In the case when $b(t) > n - 1$ for each $t \geq 0$, the distribution function $F_{\tau_0}(t)$ of the stopping time $\tau_0$ is of the form

$$F_{\tau_0}(t) = [F(t)]^n,$$

and the density function $f_{\tau_0}(t)$ of the stopping time $\tau_0$ is

$$f_{\tau_0}(t) = n[F(t)]^{n-1} f(t).$$

Proof For $t < b_{k_0}$ we have $b(t) > k_0$. Hence

$$P(\tau_0 \leq t) = P(K(t) \geq k_0 + 1) = P(X_{(k_0+1):n} \leq t).$$

For $t \in [b_i, b_{i-1})$, $i = k_0, k_0 - 1, \ldots, l_0 + 1$, it holds $P(\tau_0 \leq t) = P(X_{i:n} \leq t)$. Using the known formula for the distribution function of the appropriate order statistics, we obtain (6) and (7). □

Remark 3 If $\mathcal{D} = \emptyset$ then the stopping time $\tau_0$ is a continuous type random variable; otherwise it is a mixed type random variable and $\mathcal{D}$ is the set of discontinuities of the distribution function $F_{\tau_0}$. Moreover, for $b_i \in \mathcal{D}$, $P(\tau_0 = b_i) = \binom{n}{i} F^i(b_i)[1 - F(b_i)]^{n-i}.

Corollary 1 In the case when $\mathcal{D} \neq \emptyset$, the expected value of the stopping time $\tau_0$ is given by

$$E(\tau_0) = \sum_{j=0}^{k_0} \binom{n}{j} \int_{0}^{b_{k_0}} F^j(t)[1 - F(t)]^{n-j} dt$$

$$+ \sum_{i=k_0}^{l_0+1} \sum_{j=0}^{i-1} \binom{n}{j} \int_{b_i}^{b_{i-1}} F^j(t)[1 - F(t)]^{n-j} dt$$

$$+ \sum_{j=0}^{l_0-1} \binom{n}{j} \int_{b_{l_0}}^{\infty} F^j(t)[1 - F(t)]^{n-j} dt$$

$$= \int_{0}^{b_{k_0}} \left\{ 1 - \frac{n!}{k_0!(n - k_0 - 1)!} \int_{0}^{F(t)} x^{k_0}(1 - x)^{n-k_0-1} dx \right\} dx.$$
Using the decomposition of the mixed type distribution of the optimal stopping time $\tau_0$ in this case on the discrete part and on the continuous part, the expected value of the stopping time $\tau_0$ can be written in the following form

$$E(\tau_0) = \sum_{i=k_0}^{l_0} b_i \binom{n}{i} F_i(b_i)(1 - F(b_i))^{n-i}$$

$$+ \int_{b_{k_0}}^{\infty} \frac{n!}{k_0!(n-k_0-1)!} \left[ \int_0^{b_{k_0}} t f(t) F^{k_0}(t) [1 - F(t)]^{n-k_0-1} dt \right] dx$$

$$+ \sum_{i=k_0}^{l_0} \frac{n!}{(i-1)!(n-i)!} \left[ \int_{b_i}^{b_{i+1}} t f(t) F^{i-1}(t) [1 - F(t)]^{n-i} dt \right].$$

In the case when there exists $i_0 \in \{1, \ldots, n\}$ such that $i_0 - 1 < b(t) \leq i_0$ for each $t \geq 0$

$$E(\tau_0) = \frac{n!}{(i_0-1)!(n-i_0)!} \left[ \int_0^{\infty} t f(t) F^{i_0-1}(t) [1 - F(t)]^{n-i_0} dt \right].$$

In the case when $b(t) > n - 1$ for each $t \geq 0$

$$E(\tau_0) = \int_0^{\infty} \left[ \int_0^{\infty} t f(t) F^{n-1}(t) dt \right].$$

Remark 4 The expected value $E(\tau_0)$ rarely can be written in the closed form. But if $F(t) = 1 - \exp\{-\beta t\}$, i.e. when $T_1, \ldots, T_n$ are exponentially distributed and if exists $i_0 \in \{1, \ldots, n\}$ such that $i_0 - 1 < b(t) \leq i_0$ for each $t \geq 0$, or $b(t) > n - 1$ for each $t \geq 0$, then applying the Renyi’s representation (see for example Govindarajulu 2007, Corollary 2.6.2.1) we obtain

$$E(\tau_0) = \begin{cases} 
\beta^{-1} \sum_{i=1}^{n} \frac{1}{n-i+1}, & \text{when } b(t) > n - 1 \text{ for each } t \geq 0, \\
\beta^{-1} \sum_{i=1}^{i_0} \frac{1}{n-i+1}, & \text{when } i_0 - 1 < b(t) \leq i_0 \text{ for each } t \geq 0.
\end{cases}$$
4 The distribution and the expected value of the number of observations at the moment of the optimal stopping

**Theorem 2** In the case when $\mathcal{D} \neq \emptyset$, the distribution of the number of observations at the moment of the optimal stopping time $\tau_0$ is of the form

$$
P(K(\tau_0) = i) = \begin{cases} 
\sum_{j=k_0+1}^{n} \binom{n}{j} F^j(b_{k_0})[1 - F(b_{k_0})]^{n-j}, & i = k_0 + 1, \\
\binom{n}{i} \{F^i(b_i)[1 - F(b_i)]^{n-i} \\
+ i \int_{b_i}^{b_{i-1}} f(t) F^{i-1}(t) [1 - F(t)]^{n-i} dt \}, & i = k_0, \ldots, l_0 \neq 0, \\
(1 - F(b_{l_0}))^n, & i = l_0 = 0, \\
0, & \text{otherwise.}
\end{cases}$$

(9)

In the case when there exists $i_0 \in \{1, \ldots, n\}$ such that $i_0 - 1 < b(t) \leq i_0$ for each $t \geq 0$, $P(K(\tau_0) = i_0) = 1$.

In the case when $b(t) > n - 1$ for each $t \geq 0$, $P(K(\tau_0) = n) = 1$.

**Proof** Observe that $P(K(\tau_0) = k_0 + 1) = P(X_{(k_0+1):n} < b_{k_0})$ and

$$
P(K(\tau_0) = k_0 + 1) = P(X_{(k_0+1):n} < b_{k_0}) = P((X_{i:n} < b_{i:n}) \land (X_{(i+1):n} > b_{i:n})) + P(b_i \leq X_{i:n} < b_{i-1:n})
$$

for $i = k_0, \ldots, l_0 \neq 0$. Note also that $P(K(\tau_0) = l_0 = 0) = P(X_{1:n} > b_{l_0})$.

Using the known formula for the density function of the appropriate order statistics or formulas (6), (7), we obtain (9). \qed

**Corollary 2** In the case when $\mathcal{D} \neq \emptyset$, the expected value of the number of observations at the moment of the optimal stopping time is of the form

$$
E(K(\tau_0)) = (k_0 + 1) \sum_{j=k_0+1}^{n} \binom{n}{j} F^j(b_{k_0})[1 - F(b_{k_0})]^{n-j} \\
+ \sum_{i=k_0}^{l_0} i \binom{n}{i} \{F^i(b_i)[1 - F(b_i)]^{n-i} \\
+ i \int_{b_i}^{b_{i-1}} f(t) F^{i-1}(t) [1 - F(t)]^{n-i} dt \}.
$$

(10)

In the case when there exists $i_0 \in \{1, \ldots, n\}$ such that $i_0 - 1 < b(t) \leq i_0$ for each $t \geq 0$, then

$$
E(K(\tau_0)) = i_0.
$$

In the case $b(t) > n - 1$ for each $t \geq 0$, we have $E(K(\tau_0)) = n$. 
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5 The value of the risk of the optimal sequential procedures

Taking into account Theorems 1 and 2 we obtain the following corollary.

**Corollary 3** In the case when \( \mathcal{D} \neq \emptyset \), the risk \( \mathcal{V}_h(\tau_0) \) of the sequential procedures considered is of the form

\[
\mathcal{V}_h(\tau_0) = h(k_0 + 1) \sum_{j=k_0+1}^{n} \binom{n}{j} F^j(b_{k_0})[1 - F(b_{k_0})]^{n-j} + \sum_{i=k_0}^{l_0+1} h(i) \binom{n}{i} \{F^i(b_i)[1 - F(b_i)]^{n-i}
\]

\[
+ j \int_{b_i}^{b_{j-1}} f(t) F^{j-1}(t)[1 - F(t)]^{n-j} f(t) dt
\]

\[
+ 1 \{l_0 > 0\} h(l_0) \binom{n}{l_0} \{F^{l_0}(b_{l_0})[1 - F(b_{l_0})]^{n-l_0}
\]

\[
+ l_0 \int_{b_{l_0}}^{\infty} f(t) F^{l_0-1}(t)[1 - F(t)]^{n-l_0} dt + 1 \{l_0 = 0\} h(0)[1 - F(b_0)]^n
\]

\[
+ \sum_{i=k_0}^{l_0} c(b_i) \binom{n}{i} F^i(b_i)[1 - F(b_i)]^{n-i} + \frac{n!}{k_0!(n-k_0-1)!} \int_{0}^{b_{k_0}} c(t) f(t) F^{k_0}(t)[1 - F(t)]^{n-k_0-1} dt
\]

\[
+ \sum_{i=k_0}^{l_0} \frac{n!}{(i-1)!(n-i)!} \int_{b_i}^{b_{i+1}} c(t) f(t) F^{i-1}(t)[1 - F(t)]^{n-i} dt. \quad (11)
\]

In the case when there exists \( i_0 \in \{1, \ldots, n\} \) such that \( i_0 - 1 < b(t) \leq i_0 \) for each \( t \geq 0 \), then

\[
\mathcal{V}_h(\tau_0) = h(i_0) + \frac{n!}{(i_0-1)!(n-i_0)!} \int_{0}^{\infty} c(t) f(t) F^{i_0-1}(t)[1 - F(t)]^{n-i_0} dt.
\]

In the case \( b(t) > n - 1 \) for each \( t \geq 0 \), we have

\[
\mathcal{V}_h(\tau_0) = h(n) + n \int_{0}^{\infty} c(t) f(t) F^{n-1}(t) dt.
\]
6 A special case—estimating the mean of a normal distribution with known variance

In this section we give the distribution of the optimal stopping time and of the number of observations at the moment of stopping in the Bayes sequential procedure considered by Starr, Wardrop and Woodroofe (Starr et al. 1976). We also compare the risk of the optimal strategy with the risk of the adaptive strategy proposed in the paper of Starr et al. (1976). In Sect. 4 of Starr et al. (1976) the problem of estimating the mean $\vartheta$ of a normal distribution when the observations become available at random times is considered. A Bayesian approach by placing a prior distribution over $\vartheta$ is applied. The normal prior distribution with mean $m_0$ and variance $\sigma_0^2$ is assumed. Thus, conditionally, given $\vartheta$, $Y_1, \ldots, Y_n$ are independent normally distributed random variables with unknown mean $\vartheta$ and known variance $\sigma^2$. The random variable $Y_i$ is observed at time $t_i$, $i = 1, \ldots, n$, where $t_1, \ldots, t_n$ are the order statistics of random variables $T_1, \ldots, T_n$ which are independent of $Y_1, \ldots, Y_n$. They assumed that if the process of observation is stopped at time $t$ and an estimator $d$ is used then the loss incurred is

$$L_t(\vartheta, d) = (d - \vartheta)^2 + ct,$$

where $c > 0$. Thus, it is of the form given by (1) with $L(\vartheta, d) = (d - \vartheta)^2$, $c_A = 0$, and $c(t) = ct$. In the case of the squared error loss, for any stopping time $t$, the Bayes estimator of the unknown parameter $\vartheta$ is the mean of the posterior distribution, i.e. in the case considered it is given by

$$d(t) = \left(\sigma_0^{-2} m_0 + \sigma^{-2} \sum_{i=1}^{K(t)} Y_i \right) / \left[\sigma_0^{-2} + K(t)\sigma^{-2}\right]$$

(see Starr et al. 1976, Lemma 4.1). The conditional expected loss, given $\mathcal{F}_s$, $s \leq t$, associated with the Bayes decision $d$ is of the form

$$\sigma^2[\varepsilon + K(t)]^{-1} + ct,$$

where $\varepsilon = \sigma^2/\sigma_0^2$, i.e. it is of the form (3) with $h(K(t)) = \sigma^2[\varepsilon + K(t)]^{-1}$. The function $h$ satisfies the assumption of Lemma 1, and if the function $c/\rho(t)$ is non-decreasing, then one can show that the optimal stopping time $\tau_0$ has the form of (4) with

$$b(t) = \frac{1}{2} \left[ -2\varepsilon - 1 - \sigma_0^2 \rho(t)/c \right. \left. + \sqrt{(2\varepsilon + 1 + \sigma_0^2 \rho(t)/c)^2 + 4n\sigma_0^2 \rho(t)/c - 4\varepsilon(\varepsilon + 1)} \right].$$

(12)

The distributions of the optimal stopping time $\tau_0$ and the number of observations $K(\tau_0)$ at the moment of stopping can be obtained from Theorems 1 and 2, respectively.
Let $T_1, \ldots, T_n$ be distributed according to the Weibull distribution $\mathcal{W}(\alpha, \beta^{1/\alpha})$, with density function

$$f(t) = \alpha \beta t^{\alpha-1} \exp\{-\beta t^\alpha\}1_{(0,\infty)}(t),$$

where $0 < \alpha \leq 1$, $\beta > 0$, and the corresponding failure rate function

$$\rho(t) = \alpha \beta t^{\alpha-1}. \quad (13)$$

In this model, the function $c/\rho(t)$ is non-decreasing, and $b(t)$ is defined by (12) with $\rho(t)$ given by (13).

When $\alpha = 1$, i.e. $T_1, \ldots, T_n$ are distributed according to the exponential distribution, then

$$b(t) = \frac{1}{2} \left[-2\epsilon - 1 - \sigma^2 \beta/c + \sqrt{(2\epsilon + 1 + \sigma^2 \beta/c)^2 + 4n\sigma^2 \beta/c - 4\epsilon(\epsilon + 1)}\right]$$

and is independent of $t$.

Applying Corollaries 1, 2 and 3 one can easily obtain, respectively, the expected value of the stopping time $\tau_0$, the expected value of the number of observations at the moment of stopping and the risk of the procedure considered.

In the subsequent part of this section we will formulate the result on the exact distribution (Theorem 3) of the adaptive stopping time determining the adaptive sequential procedure considered by Starr et al. (1976). We also give the explicit formulas for expectation of the adaptive stopping time, for the distribution of the number of observations at the moment of stopping and for the sequential risk corresponding to the adaptive procedure (Corollary 4, Theorem 4 and Corollary 6, respectively). Then, using the formulas derived we compare numerically in Table 1 the behavior of the adaptive sequential procedure with the optimal sequential procedure.

Let $\delta = (\tau, d(\tau))$ be a sequential procedure for which $\tau \geq t_1$ and

$$d(\tau) = \sum_{i=1}^{K(\tau)} Y_i / K(\tau). \quad (14)$$

The conditional expected loss $\mathcal{L}_h(\tau)$ associated with the decision function $d(\tau)$ given by (14) is of the form

$$\mathcal{L}_h(\tau) = \frac{\sigma^2}{K(\tau)} + c\tau,$$

i.e. it is of the form of (3) with $h(K(t)) = \sigma^2 / K(t)$. By Lemmas 1 and 2 the optimal stopping time is defined by

$$\tau_0 = \inf\{t \geq 0 : \sigma^2[n - K(t)]/K(t)[K(t) + 1] \leq c/\rho(t)\} = \inf\{t \geq 0 : (K(t) \geq b(t)) \vee (K(t) = n)\},$$

 Springer
with the stopping boundary

\[ b(t) = \frac{1}{2} \left[ - (1 + \sigma^2 \rho(t)/c) + \sqrt{(1 + \sigma^2 \rho(t)/c)^2 + 4n\sigma^2 \rho(t)/c} \right] > 0. \quad (15) \]

The adaptive stopping time proposed in the paper of Starr et al. (1976) is of the form

\[ \tau_1 = \inf \{ t \geq 0 : tK(t) \geq \sigma^2/c \} = \inf \{ t \geq 0 : K(t) \geq \sigma^2/ct \}. \quad (16) \]

Let us notice that the stopping time \( \tau_1 \) requires knowledge of neither \( n \) nor \( F \) for its implementation.

Figure 1 contains plots of the boundaries \( b(t) \) given by (15) with \( \rho(t) \) defined by (13) for some values of \( \alpha, \beta, \sigma, c, \) and \( n = 10 \). Figure 2 shows three sample paths of the process stopped at the boundary \( b(t; n, \alpha, \beta, \sigma, c) \) for \( n = 10, \alpha = 0.6, \beta = 2, \sigma = 0.2, c = 0.1 \).

Denote

\[ V_0(n, F) = E(\sigma^2/K(\tau_0) + c\tau_0), \]

and

\[ V_1(n, F) = E(\sigma^2/K(\tau_1) + c\tau_1), \]
Fig. 1 Plots of boundaries for some values of the model parameters

Fig. 2 Three sample paths of the process stopped at the boundary $b(t; n, \alpha, \beta, \sigma, c)$ for $n = 10$, $\alpha = 0.6$, $\beta = 2$, $\sigma = 0.2$, $c = 0.1$. The value $\hat{E}(\tau_0)$ denotes the estimate of the expectation value of the stopping time $\tau_0$

where the expected values are calculated under the assumption that $T_1, \ldots, T_n$ are distributed according to the distribution function $F$.

In the paper of Starr et al. (1976) it has been shown that $V_1(n, F) \sim V_0(n, F)$ as $n \to \infty$, provided that the following additional condition is satisfied: for some $m \geq 1$,

$$\int_0^\infty [1 - F(t)]^m dt < \infty. \quad (17)$$

Of course, if $(17)$ fails for all $m$, then $V_0(n, F) = \infty$ for all $n$.

We will compare $V_1(n, F)$ with $V_0(n, F)$ for some values of $n$ and Weibull $\mathcal{W}(\alpha, \beta^{1/\sigma})$ distribution functions $F$ with some $0 < \alpha < 1$ and $\beta > 0$.

The value $V_0(n, F)$ is the risk of the optimal sequential procedure $(\tau_0, d(\tau_0))$, and can be obtained applying Corollary 3. By formula (12), and the definition of $b_i, i = 0, \ldots, n$, given by (5), in the case considered we have $b_n = 0, b_0 = \infty$, and
\[ b_i = \left[ \frac{ci(i+1)}{\alpha \beta \sigma^2(n-i)} \right]^{1/(\alpha-1)}, \quad i = 1, \ldots, n-1. \]

Therefore \( k_0 = n-1 \), \( l_0 = 1 \), and

\[ V_0(n, F) = \sigma^2 \sum_{i=1}^{n-1} \binom{n}{i} \left\{ \frac{1}{i} F^i(b_i)[1 - F(b_i)]^{n-i} + \int_{b_i}^{b_{i-1}} F^{i-1}(t)[1 - F(t)]^{n-i} f(t) dt \right\} + \frac{\sigma^2}{n} F^n(b_{n-1}) + c E(\tau_0), \]

with \( F(t) = [1 - \exp(-\beta t^\alpha)]1_{(0, \infty)}(t) \), and \( E(\tau_0) \) given by (8). Additionally, applying Corollary 1, we obtain that in the case considered

\[ E(\tau_0) = \sum_{i=1}^{n-1} b_i \binom{n}{i} F^i(b_i)[1 - F(b_i)]^{n-i} + \int_0^{b_{n-1}} t f(t) F^{n-1}(t) dt + \sum_{i=1}^{n-1} \frac{n!}{(i-1)!(n-i)!} \int_{b_i}^{b_{i-1}} t f(t) F^{i-1}(t)[1 - F(t)]^{n-i} dt, \]

and applying Corollary 2 we have

\[ E(K(\tau_0)) = n F^n(b_{n-1}) + \sum_{i=1}^{n-1} i \binom{n}{i} \left\{ F^i(b_i)[1 - F(b_i)]^{n-i} \right\} + i \int_{b_i}^{b_{i-1}} f(t) F^{i-1}(t)[1 - F(t)]^{n-i} dt. \]

To obtain \( V_1(n, F) \) we have to derive the distributions of the stopping time \( \tau_1 \) and the number of observations \( K(\tau_1) \) at the moment of stopping.

Denote

\[ \tilde{b}_i = \frac{\sigma^2}{ci}, \quad i = 1, \ldots, n, \quad (18) \]

and \( \tilde{b}_0 = \infty \).

**Theorem 3** The distribution function \( F_{\tau_1}(t) \) of the adaptive stopping time \( \tau_1 \) given by (16) is of the form

\[ F_{\tau_1}(t) = \begin{cases} 0, & t < \tilde{b}_n, \\ \sum_{j=i}^{n} \binom{n}{j} F^j(t)[1 - F(t)]^{n-j} = \frac{n!}{(i-1)!(n-i)!} \int_0^{F(t)} x^{i-1}(1-x)^{n-i} dx, & t \in [b_i, \tilde{b}_{i-1}), \quad i = 1, \ldots, n. \end{cases} \]
Corollary 4 The expected value of the adaptive stopping time \( \tau_1 \) is given by

\[
E(\tau_1) = \sum_{i=1}^{n} \int_{\tilde{b}_1}^{\tilde{b}_i} \sum_{j=0}^{\tilde{b}_i-1} \binom{n}{j} F^j(t)[1 - F(t)]^{n-j} dt
\]

\[
= \sum_{i=1}^{n} \int_{\tilde{b}_i}^{\tilde{b}_i-1} \left[ \frac{n!}{(i-1)!(n-i)!} \int_{0}^{t} x^{i-1} (1-x)^{n-i} dx \right] dt. \tag{19}
\]

Using the decomposition of the mixed type distribution of the adaptive stopping time \( \tau_1 \) on the discrete part and on the continuous part, the expected value of the stopping time \( \tau_1 \) can be written in the following form

\[
E(\tau_1) = \sum_{i=1}^{n} \tilde{b}_i \binom{n}{i} F^i(\tilde{b}_i)[1 - F(\tilde{b}_i)]^{n-i}
\]

\[
+ \sum_{i=1}^{n} \frac{n!}{(i-1)!(n-i)!} \int_{\tilde{b}_i}^{\tilde{b}_i-1} F^{i-1}(t)[1 - F(t)]^{n-i} f(t) dt.
\]

Theorem 4 The distribution of the number of observations at the moment of the adaptive stopping time \( \tau_1 \) is of the form

\[
P(K(\tau_1) = i) = \begin{cases} 
0, & i = 0, \\
\binom{n}{i} \left\{ F^i(\tilde{b}_i)[1 - F(\tilde{b}_i)]^{n-i} + i \int_{\tilde{b}_i}^{\tilde{b}_i-1} F^{i-1}(t)[1 - F(t)]^{n-i} f(t) dt \right\}, & i = 1, \ldots, n.
\end{cases}
\]

Corollary 5 The expected value of the number of observations at the moment of the adaptive stopping time \( \tau_1 \) is of the form

\[
E(K(\tau_1)) = \sum_{i=1}^{n} i \binom{n}{i} \left\{ F^i(\tilde{b}_i)[1 - F(\tilde{b}_i)]^{n-i}
\right.

\[
\left. + \int_{\tilde{b}_i}^{\tilde{b}_i-1} F^{i-1}(t)[1 - F(t)]^{n-i} f(t) dt \right\}. \tag{20}
\]
Corollary 6 The risk $V_1(n, F)$ of the procedure $(\tau_1, d(\tau_1))$ is of the form

$$V_1(n, F) = \sigma^2 \sum_{i=1}^{n} \binom{n}{i} \left\{ \frac{1}{i} F^i(\tilde{b}_i)[1 - F(\tilde{b}_i)]^{n-i} + \int_{\tilde{b}_i}^{\tilde{b}_{i-1}} F^{i-1}(t)[1 - F(t)]^{n-i} f(t)dt \right\}$$

$$+ cE(\tau_1),$$

where $E(\tau_1)$ is given by (19), and $\tilde{b}_i$, $i = 0, \ldots, n$, are given by (18).

Table 1 contains the comparisons of the values $V_1$ versus the values $V_0$ with respect to the number $n$ of devices, and the values of the relative errors of $V_1$ with respect to $V_0$ for some values of $\alpha$, $\beta$, $\sigma$ and $c = 0.1$. The values of $E(\tau_0)$, $E(\tau_1)$, $E(K(\tau_0))$ and $E(K(\tau_1))$ have been calculated using formulas (8), (19), (10) and (20), respectively. We observe that for the same choice of the model parameters the relative errors $\text{re}(V_1) = (V_1 - V_0)/V_0$ become significantly smaller as the number $n$ of devices increases.

As mentioned above, it was shown by Starr et al. (1976) that, under condition (17), $V_1 \sim V_0$ as $n \to \infty$.
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