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Abstract: The rapid development of the smart grid has led to higher maintenance cost and greater scalability of transmission lines. An effective and secure monitoring system for power lines has become a bottleneck restricting the intellectualization of power grids. To address this problem, a novel method is proposed for the intelligent monitoring of power grids (Robot Delay-Tolerant Sensor Network, RDTSN) based on an inspection robot, Wireless Sensor Network (WSN) and Delay-Tolerant Sensor Network (DTSN) to achieve low-cost, energy-efficient, elastic and remote monitoring of power grids. With RDTSN, a smart grid can detect the fault of transmission lines and evaluate the operational state of power grids. To build an effective monitoring system for a smart grid, this research focuses on designing a methodology that achieves efficient and secure delivery of the data inspected on transmission lines. Multiple RDTSN scenarios are performed, in which different routing algorithms are explored to determine the optimal parameters, with a balance in network performance and financial cost. Furthermore, a data delivery strategy is introduced to ensure communication security.
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1. Introduction

The smart grid is a move to upgrade traditional power systems to modern power grids with a high level of automation [1]. An electric power system consists of numerous elements. If the power elements fail, it will cause huge economic losses. With economic development, the power grid is expanding rapidly. Firstly, power lines have been expanded into harsh environments, increasing the difficulty of communication and monitoring [2]. Secondly, due to the increase of electricity demand, complex towers with multi loops are used more frequently, increasing the difficulty of fault detection and making inspection more dynamic and specific [3]. It is urgently necessary to adopt advanced equipment and methods to monitor the power grid effectively. Therefore, it is of great practical significance to research intelligent monitoring and communication systems for transmission lines [1,4].

At present, power grid inspection is mainly conducted by human inspection, robot inspection and remote monitoring network based on Wireless Sensor Network (WSN), etc. [5,6]. With large-scale construction of grids in remote areas, efficiency of human inspection is too low to meet requirements. In recent years, the rapid development of robot technology and WSN technology has stimulated the application of robot inspection and large-scale sensor monitoring system in smart grids.

The inspection of power lines by robots will reduce the manpower and check errors, and improve the efficiency of inspection. Usually, a robot can only communicate with a control device over a short
distance, which greatly restricts the large-scale application of robot inspection. WSN, as a practical remote monitoring technique, has received extensive attention. The existing remote monitoring system for power grids relies on the large-scale deployment of fixed sensors and communication nodes, with high maintenance cost, low fault tolerance and less scalability. Furthermore, there is no flexibility in the grid fault detection. To sum up, there are still many problems that restrict the development of intelligent monitoring for a power grid.

In an early piece of research, a robot inspection system was developed to realize the automatic inspection of power lines [6,7]. The inspection robot walks on the high-voltage transmission line to sense and locate faults, sending the acquired data to a mobile monitoring station (MMS) on the ground. The communication between the robot and MMS is achieved via Wi-Fi (IEEE 802.11n) with a moving antenna incorporated in the robot. The MMS has 3G/4G communication capabilities and it sends the data to the CMP (control and monitoring platform) through this channel. Once the CMP receives the data, it will analyze the anomalies or potential faults. The system was tested in Guangdong and Jilin provinces of China, and the project running is presented in Figure 1. However, there were some communication failures of the system in the tests conducted in the primordial forests of Jilin. Communication capabilities between the robot and the MMS were down and communication from the MMS to the CMP did not work, because of disturbance of the trees.

![Figure 1](image-url). Inspection robot project running in Jilin, 2016–2017. (a) Power tower and additional device; (b) Inspection robot; (c) Mobile Monitoring Station (MMS).

Real-time performance and reliability are two important indices in the monitoring systems of power grids and other scenes [8]. However, the endlessness of transmission lines makes it difficult to monitor the whole grid in real time. The real-time-based monitoring of transmission lines requires large-scale deployment of nodes to form complex Wireless Sensor Network (WSN) systems [9], which may lead to financial burden or uncontrollable risks.

Nowadays, the monitoring of transmission lines is mainly based on two methods, i.e., real-time monitoring for the important components or inspection for the whole line.

The inspection of transmission lines is mainly conducted by humans, unmanned aerial vehicles (UAVs) and robots [10,11]. The main contents of inspection data are images and videos of transmission lines and surrounding environment. In remote areas, inspection of long-distance transmission lines takes several weeks or even months, and the data are usually transmitted in a delay-tolerant mode.

Robots can work in an autonomous mode and delay-tolerant communication can also meet the control requirements. Moreover, the inspection data satisfy the delay-tolerant requirements. The
evaluation of transmission lines can be conducted based on the collected data such as the images or videos of loose or broken lines, and the corrosion or displacement of on-line equipment.

In order to solve the problems existing in the intelligent monitoring of a smart power grid, Robot Delay-Tolerant Sensor Network (RDTSN) is proposed in this research. The RDTSN is a trade-off solution of efficiency, cost and reliability. It combines the technical advantages of a WSN-based robot inspection system and monitoring system as well as the advantage of DTSN. It deploys a small number of robots for inspection and the static nodes for real-time monitoring. The system setup is shown in Figure 1. RDTSN aims to achieve the remote and dynamic monitoring of transmission lines.

In summary, a Robot Delay-Tolerant Sensor Network (RDTSN) is proposed to monitor the state of transmission lines for discontinuous and non-real-time network applications. The main innovations are as follows:

1. Integrate advanced robot technology, WSN technology and DTSN technology to generate RDTSN. Communication nodes, along a ground wire in the air, would not be restricted by topographic situation; RDTSN can also reduce the number of fixed nodes with a small number of robots, which can balance network performance and decrease deployment costs.

2. A network model for a smart grid is established, in order to better understand the interactive relationship between power grid architectures, network performances and routing algorithms. Different RDTSN scenarios are explored to determine the optimal parameters, for the balance in network performance and financial cost.

3. A data delivery strategy is introduced to ensure communication security. Additionally, we try to solve the problem of availability of data traversing smart grid environments.

This paper is organized as follows. Section 2 presents some previous related work for this kind of network. The proposed method and its detailed algorithm are presented in Section 3. Section 4 shows and analyzes the simulation results of the proposed method. Section 5 provides the corresponding discussions. Conclusions are drawn in the last section.

2. Previous Related Works

In order to build an effective Wireless Sensor Network (WSN) for a smart grid, an efficient connectivity solution should be proposed, which monitors the grid status and acclimates to the remote and even unmanned areas. Delay Tolerant Sensor Network (DTSN) is a new type of sensor network architecture that can work in challenging environments, and it is a possible solution to the current scenario [12,13].

2.1. Application of Delay Tolerant Sensor Networks (DTSN)

DTSN originates from the concept of spatial communication proposed by NASA, and it was tested with Spirit and Opportunity missions to Mars [14]. In recent years, the DTSN architecture has been extended to more sophisticated communications environments such as underwater wireless sensor systems, driverless vehicle systems, remote and extreme environment monitoring, and rural communications.

For DTSN, mobile sensor nodes are often used as mobile data collectors (DMC) to process the data, or to send the data to the monitoring center. Static nodes can interact with the mobile nodes and forward messages [15]. Recently, a couple of DTSN-based projects have been actively carried out by IT companies, such as Google, Facebook and Intel [16,17]. The main purpose of these projects is to build low-cost Internet services in remote areas. Google launched its Loon project [16], using the stratospheric solar-powered balloons and ground base to build dynamic DTSN network services in remote areas. Facebook’s internet.org [17] uses local infrastructure, unmanned aerial vehicles and communication satellites to provide limited Internet services based on DTSN in remote rural areas.

Emergency response operation based on DTSN has become a promising application area in mobile ad-hoc networks (MANET) [18]. For example, in disaster scenarios, the delay/disruption tolerant
network (DTN) can be used to establish emergency support communications for ease of rescue [19]. In DTSN, a message from a source node may be delivered to the destination node despite the nonexistence of an infrastructure and an end-to-end connectivity [20]. Therefore, more and more DTSN is used to solve the emergency communication problems after the destruction of telecommunication facilities.

Some research institutes have designed and developed some DMC for DTSN. Massachusetts Institute of Technology (MIT) has daknet [21], where buses or public service vehicles are used as DMC to provide Internet services in remote rural areas. In underwater wireless sensor network (UWSN), an autonomous underwater vehicle (AUV) is also used as a mobile node for message transmitting [22,23]. This research also developed a DTSN mobile node, the Inspection Robot [6,7] for constructing the grid monitoring system in remote areas.

The characteristics and research directions of DTSN are shown in Figure 2. All DTSN applications have the following characteristics.

- The nodes in the network distribution are sparse and mobile.
- The application environment is complex, and ordinary communication is often not available.
- Application (monitoring data) has the characteristics of delay tolerance.

![Figure 2. Research directions of DTSN.](image)

**2.2. DTSN Routing Algorithms**

At present, the typical data delivery strategy for DTSN is the direct transmitting algorithm [24], flooding transmitting algorithms [25,26] and social relation-based algorithms [14,27–32].

In the direct transfer algorithm, the initial network node only sends the message to the destination node and does not communicate with other nodes. Flooding strategy is one of the earliest opportunistic routing protocols. In epidemic routing [25], the network’s initiation node delivers messages to all neighboring nodes until the message arrives at the final destination. Spray and waiting routing [26] is an improved flooding data delivery strategy, where the spray and waiting routing divides the message replication and delivery into two stages. In spray stage, a copy of the message is made, and the message is distributed to the neighbor node until reaching the destination in the next phase.

The social relation routing is an intermittent connection network protocol based on the social characteristics of nodes. The typical routings are prophet routing [27] and bubbling routing [28]. Prophet routing uses the recording of encountered nodes to conduct delivery prediction, if the forwarding node’s delivery prediction is higher than its own, the message is copied and forwarded. Bubble routing is a community-based message transmitting algorithm for DTSN, where node activity
is used to determine the community ranking for forwarding decisions. The other DTSN social routing protocols, such as Sim Bet [29] and People Rank [30], estimate nodes’ centrality and social distance to decide whether to forward messages through them. In the literature [14,31,32], the knowledge of graph theory and the energy model are introduced into the data delivery strategy.

3. RDTSN Model and Data Delivery Strategy

This section introduces a new type of Delay-Tolerant Sensor Network (DTSN) model and proposes a novel data delivery strategy. In order to make RDTSN work more efficiently, this research analyzes the robot’s movement along the ground wire and summarizes two types of movement models. Furthermore, the Discrete-Time DTSN mathematical model was established based on the knowledge of graph theory and the characteristics of RDTSN. Finally, the message forwarding algorithm (DTMA) is put forward for practical application.

3.1. Robot Delay-Tolerant Sensor Network (RDTSN) Model

The Robot Delay-Tolerant Sensor Network (RDTSN) model is established, as shown in Figure 3. Several inspection robots, MMS and communication nodes deployed along the transmission line form an intermittently-connected mobile wireless sensor network. The communication nodes include static nodes (SNs) and wireless central nodes (WCNs). The WCN is connected to Optical Fiber Composite Overhead Ground Wire (OPGW). A data delivery strategy for RDTSN based on discrete time multi-path routing algorithm (DTMA) is proposed in this paper. RDTSN has the following properties.

- The nodes have heterogeneous communication capabilities. In order to reduce energy consumption, the communication radius of robots and SNs are smaller than R (the maximum communication radius of robots and SNs), and a WCN has two communication radii of R and C (the maximum communication radii of WCN), 2 R < C.
- The robot has heterogeneous motion speed. The robot regulates the speed according to the line environment, operative mode and energy consumption, etc.
- The inspection data has heterogeneous data capacity and transmission delay requirements.

![Figure 3. Robot Delay-Tolerant Sensor Network (RDTSN). OPGW, Optical Fiber Composite Overhead Ground Wire.](image)

The main idea of the strategy is to deploy a certain number of SNs and WCNs in RDTSN, so that the robot can communicate with the MMS, SNs and WCNs in a wireless way. As the robot is walking along the ground, a message can be delivered to the connectable WCN directly or forwarded via other
nodes. Then, the message can be forwarded to the CMP by WCNs via optical fiber. At different times, each node can decide whether it sends a message to the neighbors or store the message in the local buffer until a better delivery path is obtained, according to its own information.

3.1.1. Motion Model of Inspection Robot

In the network model, the simplified robot movement rule is shown in Figure 4. The robot moves along the ground wire between power towers. It will maintain a rest or uniform motion between the towers of \( N \) to \( N + n \) (\( n, N \in \mathbb{N} \)). When the robot is crossing the tower, it will walk at a low speed for obstacle climbing. Its movement model is consistent with the Random Waypoint [31], but the motion is along the power line. In order to identify the more-accurate kinematic relationship of the network, this paper introduces Path-constraint Random Waypoint (PRW), Bidirectional Path-constraint Random Waypoint (BPRW) and the new movement rules.

A denotes the maximum motion range, \( S \) denotes the constraint path, \( P \) denotes the constraint point which the path \( S \) must pass through. In the network, static nodes are randomly distributed on the constraint point \( P \). All robots follow the rules of movement and are independent of each other. Path-constraint Random Waypoint (PRW) is described as follows:

1. Randomly select the movement starting point \( B \) and end point \( D \) on the \( S \), where the point \( B \) and \( D \) should be on the same line.
2. Set random movement rate \( v \in (v_{\text{min}}, v_{\text{max}}) \) as the movement rate.
3. Robot moves at constant speed on the \( S \)'s broken line of \( BD \).
4. At point \( D \), it takes the time of \( T_{\text{pause}} \in (T_{\text{min}}, T_{\text{max}}) \) to remain stationary or complete an obstacle-climbing process.
5. Repeat the movement and select the last exercise endpoint \( D_X \) as the starting point for the next movement \( B_{X+1} \).
6. All motion paths in Path-constraint Random Waypoint do not cross.

![Figure 4. Two movement models of robot. (a) PRW movement model; (b) BPRW movement model.](image)

Bidirectional Path-constraint Random Waypoint (BPRW) is similar to PRW, and it imitates the vehicle traffic and introduces two-way traffic rule. There are two parallel constraint paths in BPRW, the distribution of the constraint points \( P \) on the two constraint paths of \( S \) and \( S' \) are consistent. On each path, the moving node can only move in one direction. It moves in opposite direction on the \( S \) to \( S' \). Excluding the above differences, BPRW and PRW are consistent with the two motion models.

To a certain extent, the simplified rules can reflect the movement of robots in the network. However, in a multi-robot system, the motion model based on formation control will be more advantageous in reliability and efficiency. Therefore, a more capable Bidirectional Multi-robot Inspection (BMI) model is proposed. BMI model combines BPRW and formation control strategy, as shown in Figure 5 and described as follows.
(1) The coordinates at unit center are the average of the multiple robots in a short time. 
(2) Robots perform uniform distribution in inspection tasks, as shown in Figure 5.

- The whole transmission line is divided into two heterogeneity regions.
- The robots are evenly distributed on different ground lines in the two regions.

(3) The distance between any two robots on each ground line satisfies $d \in (\frac{1}{n-1} - a, \frac{L}{n-1})$, $n > 1$.
(4) All movements follow BPRW.

In the BMI model, $d$ denotes the distance between the two robots on each ground line; $L$ denotes the length of each ground line; $n$ denotes the number of robots; $a$ denotes the accuracy of formation. All robots need to configure GPS or network-based localization algorithm. The robots can inspect all the transmission lines around it, including two ground lines. Therefore, the uniform distribution formation can achieve the best inspection efficiency.

3.1.2. Discrete Time DTSN Mathematical Model

This section solves a problem of how to determine the best delivery path from one or more sources to a destination. The solution is performed based on the statistical methods of delivery probability and energy loss between nodes.

For RDTSN, as robots walk randomly along transmission lines, the network topology is unreliable and constantly changing. Furthermore, as the robots have high mobility, the entire network is locally strongly interconnected at discrete times. In order to meet the needs of the nodes (Inspection Robots, SNs or MMS) in RDTSN to transmit information to the CMP via the WCNs connected with OPGW, this paper draws on references [14,32], to introduce the graph theory to mathematically describe the above network. In the mathematical model, each link has an availability weight, which is jointly determined by link delivery probability and energy loss. The availability weights of links can change momentarily. Furthermore, the node will determine whether to send or store the message according to the weight of the link. Therefore, this paper proposes a discrete-time multi-path selection model with maximum link weights and maximum information at different time, as shown in Figure 6.

![Figure 5. BMI movement models of robot. (a) State one; (b) state two.](image-url)
transmitted from the source node to the target node. One path can be jointly created by the physical
function \( w_{ij}(t) \) may be represented by an extension to the corresponding node in the RDTSN, which are a set of nodes; Elements of \( E \) reveal the physical link between those nodes, which is an edge set. At the next moment \( t + 1 \), graph \( G \) changes. The network may be represented by an extension \( G(t + 1) = (N', E') \) of \( G(t) \), as shown in Figure 7. The graph \( G \) contains all the information of the network. In addition, Equation (1) is used to calculate the weight function \( w_{ij}(t) \) of each edge. It shows the change rule of the links’ availability weight over time. In each new extension \( G(t + n) \) of the network, a node makes decisions to forward or store the messages based on the elements and relationships of the current graph. \( P_{ij}(t) \) is the best path for the message to be transmitted from the source node to the target node. One path can be jointly created by the physical links of different nodes at several discrete moments.

\[
\begin{align*}
    w_{ij}(t) &= \alpha d_{ij}(t) + \beta f_{ij}(t) \\
    d_{ij}(t) &= a_{ik}(t) \prod_{k \in V} d_{kj}(t) \\
    f_{ij}(t) &= 1 - \frac{\sum_{e \in E} c_{ij}(t)}{E_{ij}(t)}
\end{align*}
\]  

(1) \hspace{1cm} (2) \hspace{1cm} (3)

\( a_{ik}(t) \) is given, which represents the link availability probability between node \( i \) and node \( k \). Equation (2) is used to obtain the variable \( d_{ij}(t) \) denoting the delivery probability of

Figure 6. Network representation. (a) Two-node graph; (b) five-node graph.

Figure 7. Network extended graph with the availability weights through time represented at once.
the source node $i$ forwarding to node $j$, through node $k$. The variable $d_{ik}(t)$, in Equation (2), denotes the delivery probability from node $k$ to node $j$. At time $t$, $E_i(t)$ denotes the total energy of node $i$, $e_{ij}(t)$ denotes the energy consumption of message delivery by path $P_{ij}(t)$, and the variable $f_{ij}(t)$ denotes the node survivability, which is given in Equation (3). In Equation (4), the objective function of the network mathematical model is constructed. As the description of the objective function, messages are forwarded by nodes at different discrete moments. It ensures that the appropriate message delivery probability, energy consumption, and message delay are obtained. The constraints on network traffic and energy consumption are given in Equations (5)–(8). Each node has a certain storage capacity. $b_i$ denotes the buffer size of node $i$, $b_{ij}$ denotes the information capacity of link $P_{ij}(t)$. In the model, $x_{ij}(t)$ is the target variable, which represents the data flow between node $i$ and node $j$. The discrete time variable $\delta_i(t)$ represents the time interval of each discrete time period, i.e., the maximum duration of the current link.

**Objective function:**

$$\max \frac{\prod_{i,j \in P} w_{ij}(t)x_{ij}(t)}{\sum_{t \in T} \delta_i(t)}$$

(4)

**Constraints:**

$$x_{ii}(t - 1) + \sum_{j \in N} x_{ji}(t) - \sum_{j \in N} x_{ij}(t) \leq b_i \forall (i,j) \in E, i \neq j$$

(5)

$$x_{ij}(t) + x_{ji}(t) \leq b_{ij}(t)\delta_i(t) \forall (i,j) \in E, i \neq j$$

(6)

$$x_{ij} \in R^+$$

(7)

$$\sum_{j \in P} e_{ij}(t) < E_i(t) \forall (i,j) \in E, p \in P$$

(8)

### 3.2. Discrete-Time Multi-Path Routing Algorithm

This section describes a discrete time multi-path routing algorithm (DTMA), which is similar to the prophet algorithm. The prophet algorithm predicts the probability of message delivery, depending on the historical data of the encountered nodes. The shorter the encounter time interval of the nodes, the more the encounter times, and the higher the probability of predicting delivery. However, the inspection movement of the robot is different from the common random motion. After the robot meets a node, the probability of the return movement is low. The return movement is carried out only when the robot is inspecting. In particular, in the BPRW and BMI movement model, the robot cannot have a reverse motion. Furthermore, the layout of SNs and WCNs is sparse along the long-distance transmission line. The historical data that the robot meets with other nodes change too slowly. Therefore, it is impossible to accurately describe the relationship between the network change and the message delivery probability by calculating the historical data of the encountered nodes. The method of the prophet algorithm is no longer applicable in this situation.

DTMA is similar to the prophet algorithm, and it is based on the nodes’ social and historical information. Furthermore, it is combined with the discrete time DTSN mathematical model. In DTMA, the prediction of message delivery rate depends on the exact calculation of link availability. The availability of links between nodes is determined by the signal strength of nodes in the wireless networks [8]. When the signal strength reaches a certain threshold $S_r$, the wireless link is connected. In addition, the link availability probability between node $i$ and $j$ equals 1, as shown in Equation (9). Each node records the intensity of the signal between itself and the neighbors at different time. If the current signal strength $S_{ij}(t)$ is lower than the threshold value $S_r$, the value $a_{ij}(t)$ can be calculated by discrete-time weighted average of the signal strength $S_{ij}(t)$, as shown in Equation (10). This value not only reflects the nodal motion in the front stage, but also highlights the influence of the node’s current position. For example, as the node is away from the others, the value of $a_{ij}(t)$ can be much smaller. If node $i$ hovers around node $j$ for a period, the value of $a_{ij}(t)$ will become larger. This means that the
message will more probably be transmitted to node $j$. If node $i$ is always away from node $j$, the value of $a_{ij}(t)$ will be very small. In addition, the discrete time variable $\delta_i(t)$ has a strong negative relationship with the value of $a_{ij}(t)$.

$$a_{ij}(t) = 1, S_i(t) \geq S_r$$

$$a_{ij}(t) = \frac{\sum tS_j(t)}{S_r + \delta_i(t) S_r}, S_i(t) < S_r$$

In addition, this paper combines the DTMA with the discrete time DTSN mathematical model. Each node can obtain a better transmission path based on its own information, as shown in Figure 3. The message is transmitted from one node to the appropriate neighbor node, when the condition is satisfied. The process of message delivery is as follows.

- Firstly, the node calculates the availability probability according to the social and historical information.
- Secondly, the message delivery ratio and the node survivability are calculated according to the graph information in the mathematical model.
- Thirdly, for determining the weight function $w_{ij}(t)$ of each edge, the message delivery ratio and the node survivability need to be adjusted.
- Finally, the node determines the message forwarding process based on the objective function and the constraint conditions.

In RDTSN, a special scene is identified, as described in Figure 8. A number of WSNs are deployed in the network, leading to the formation of many homogeneity wireless destinations. In the process of message delivery, the transmission paths of different endpoints need to be compared, and the best destination is determined. Unlike common routing algorithms, DTMA is allowed to change the message destination. The determination of the message’s ultimate destination usually occurs at $t = 3$ in Figure 8. At this point, the message transmission paths of different endpoints are compared based on the method described above. The message is sent to the best path to satisfy the objective function and constraint conditions. Finally, the node independently completes the optimization of the message destination.

![Figure 8. Network routing solution.](image)

Figure 8 gives an example of the DTMA at work. The robot forwards the message to the destination (WCN) via 3 steps, which are listed as follows.

Step 1: The robot (node 1) transmits the message to the relay node 2 based on the obtained best transmission path ($P_{12}$).
Step 2: The relay node 4 forwards the message to another relay point by $P_{24}$.
Step 3: The relay node calculates the best path ($P_{45}$) based on objective function and sends the message to the best destination (WCN, node 5). In addition, this also means eliminating the possibility of node 3 as the destination.

Finally, the message is sent via WCN (node 5) to the CMP connected to the OPGW.

The DTMA solves the problem of determining the best delivery path by matching the objective function. Particularly, the choice of delivery paths comes from one or more sources to a variable destination. The Discrete Time Multi-Path Routing Algorithm (DTMA) is shown as pseudo code in Algorithm 1.

**Algorithm 1.** DTMA for every node in the network.

1: node start (initialization)
2: broadcast ID
3: listen for neighbors' IDs
4: wait for messages ()
5: if message receives in queue then
   6: update mean time between contacts
   7: update availability probability
   8: update survivability and delivery probabilities
   9: update availability weight
5: if neighbor requests delivery probability then
10: if message destination = my ID then
11: save message in memory and delete it from queue
12: else if message destination = others' ID then
13: check neighbors' availability weight to destination
14: send a copy of the message to the best availability weight neighbor
15: if is no availability weight then
16: store message in buffer until a path to destination appears

4. Results

This section used the Opportunistic Network Environment (ONE) simulator [33] (The ONE version 1.6.0 was developed at Aalto University, Finland, 2015) to obtain the results of the DTMA in the RDTSN. The simulation test was performed on the inspection robot project in Jilin, China. That is a 220-kV high-voltage transmission line with a length of about 120 km. It traversed virgin forest and unmanned area and ended in the border area of China and North Korea. This paper used Open Street Map [34] to get local geographic and traffic information. In addition, the moving path (transmission line) of the inspection robot was depicted in the map. Then the simulation experiments were carried out based on the test environment in the ONE simulator. The map information and simulation interface of the RDTSN are shown in Figure 9. In the Figure 9, the high brightness white lines indicate transmission lines, the dark lines indicate local traffic information, the green and brown areas indicate vegetation coverage, and the blue area indicates water area. The highlight green circle represents the network node, and the radii of the circle represents the communication range in the simulation interface (Figure 9b).
The DTMA with multiple RDTSN scenarios was tested. Then, DTMA was compared with three most popular DTSN routing algorithms, namely, Prophet V2 [27], Epidemic algorithm [25] and Spray and Wait algorithm [26]. In order to build RDTSN scenarios, 5 WCNs and 7 SNs are configured along the transmission line, as shown in Figure 9b.

4.1. Results for the Default Parameters

For the scenarios, the coverage area of the network is 74,500 × 143,400. All nodes have wireless communication capabilities similar to IEEE 802.11n, and the transmission rate is 8 Mbps. The default transmission range of the WCNs is 10 km. The SNs and the robots’ default transmission range are 3 km. The default buffer size of nodes is 500 M. In practice, the number of robots is limited by cost, and the simplified motion model can not only improve the efficiency, but also do not affect the results. The default number of robots is 5. The default motion model is BPRW, with a movement rate of 3–5 m/s. The initial power of both the WCN and the SN are 100 Ah, and the robots are 57 Ah. The message generation of each node follows the Poisson process. The message arrival time is 60–120 s in the robot, and 1800–3600 s in the SN, with a message size of 2 m. The messages are directly delivered to WCNs or forwarded by other nodes. The above parameters are based on actual robots and transmission lines. Each simulation’s run time is 86,400 s, where the 24-h running results of actual network was simulated. 200 simulations were performed for each scenario. The default simulation parameters are shown in Table 1. All routing parameters have been optimized, see Section 4.2 for more details.
Table 1. Default parameters of the simulation.

| Parameter                          | Default Value     |
|------------------------------------|-------------------|
| Network area size (m × m)          | 74,500 × 143,400  |
| Simulation run time (s)            | 86,400            |
| Number of Robots                   | 5 nodes           |
| Number of SNs                      | 7 nodes           |
| Number of WCNs                     | 5 nodes           |
| Rc (m)                             | 10,000            |
| Rs (m)                             | 3000              |
| Movement rate of Robot (m/s)       | 3–5               |
| Tpause (s)                         | 10–30             |
| Buffer size (M)                    | 500               |
| Message size (Kb)                  | 2000              |
| Robot message interval (s)         | 60–120            |
| SNs message interval (s)           | 1800, 3600        |
| Source nodes                       | Robot, SNs        |
| Destination nodes                  | WCNs              |
| Movement model                     | BPRW              |
| Alpha and Beta of DTMA             | 0.78, 0.22        |
| Beta of Prophet V2                 | 0.36              |
| Spray and Wait Router Copies       | 8                 |

The statistics on the network message delay, delivery distance and hop count were gathered under the default conditions. The results and statistical analysis data are shown in Figures 10 and 11. The amount of message delivered sharply dropped with the increase in node distance, as the distance exceeded 80 km. The average hop count in the network was about 2.7, and most of the hop count in the distribution was 2. The network’s average message delay was about 7600 s, and the nodes with lower delay were denser.
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Figure 11. Statistical analysis data of delivery time and distance at message send and hop count, the blue scatter point is the result of data distribution, the red histogram is the statistical result of the data distribution.

4.2. Results for the Change of Routing Parameters

The values of the routing parameters are changed and the number and speed of the robots are adjusted in Scenario 1. The alpha of DTMA and beta of Prophet V2 varies from 0.05 to 0.99, with an increment of 0.05 for each simulation run. The number of copies of Spray and Wait varies from 1 to 10, with an increment of 1 for each simulation run. The configuration of the number and speed of the robots in Scenario 1 are as shown in Table 2. In different scenarios, the robots’ performance changes with the configured parameters, as presented in Figures 11–13.

Table 2. Parameters of Scenario 1.

| Parameter               | Scenario 1.1 | Scenario 1.2 | Scenario 1.3 | Scenario 1.4 | Scenario 1.5 |
|-------------------------|--------------|--------------|--------------|--------------|--------------|
| Numbers of robots       | 1            | 5            | 10           | 5            | 5            |
| Movement rate (ms⁻¹)    | 3–5          | 3–5          | 3–5          | 1–3          | 5–8          |

As can be seen in Figure 12, for alpha values of DTMA between 0.05 and 0.65, there are no significant differences in all variables except message delivery ratio. For alpha values from 0.7 to 0.9, the hop count remains steady but the network life time and the delivery probability decreases sharply. These results show that choosing an adequate alpha value is a critical step, and that the alpha value between 0.65 and 0.8 most likely provides the best trade-off between network life time and delivery probability.

In Figure 13, for the beta values of Prophet V2 ranging from 0.2 to 0.4, significant differences exist in the message delivery ratio. For the beta values from 0.2 to 0.37, the delivery probability goes steadily up, and when beta values are greater than 0.37, delivery probability begins to fall. In the simulation, the network delay keeps declining with the increase of beta values.
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The results of the change in the routing parameters of Spray and Wait are shown in Figure 14. In multiple scenarios, with the change of number of copies, network performances show a common feature. As the number of copies increase, the delivery ratio and message delay rise steadily, until when the number of copies is greater than 8, delivery probability begins to drop sharply.

To sum up, this paper selects the optimized routing parameters based on the change rules of network performance. The parameter alpha of DTMA energy consumption is set to 0.78, and the
optimized transfer factor of Prophet V2 beta is 0.36. For Spray and Wait, binary-mode mode is used and the initial number of copies is set to 8.

**Figure 12.** Results of Scenario 1 of DTMA. (a) Delivery ratio, network life time and hop count with different alpha in Scenario 1.1–1.3; (b) delivery ratio, network life time and hop count with different alpha in Scenario 1.4–1.5.

**Figure 13.** Results of Scenario 1 of Prophet V2. (a) Delivery ratio, delivery time with different beta in Scenario 1.1–1.3; (b) delivery ratio, deliver time with different beta in Scenario 1.4–1.5.

**Figure 14.** Results of Scenario 1 of Spray and Wait. (a) Delivery ratio, delivery time with different number of copies in Scenario 1.1–1.3; (b) delivery ratio, deliver time with different number of copies in Scenario 1.4–1.5.

### 4.3. Results for the Change of Network Parameters

In Scenario 2, comparison was performed on the dynamic characteristics of four routing algorithms in different network environments. In different scenarios, we have recorded message
delivery ratio, message delivery time, overheads, hop count, network life time and energy consumption. The 95% confidence intervals are calculated for every result and they are plotted on the figures. In sub-Scenarios 2.1–2.2, several parameters are changed, such as the transmission range of nodes and the buffer size. Each scenario has changed one or two parameters from the default values. 200 simulations were performed for each scenario. The parameters in Scenario 2 are configured as shown in Tables 3 and 4. Results of Scenario 2 are shown in Figures 15–20.

Table 3. Parameters of Scenario 2.1.

| Parameter (km) | R_s1, R_c1 | R_s2, R_c2 | R_s3, R_c3 | R_s4, R_c4 | R_s5, R_c5 |
|---------------|------------|------------|------------|------------|------------|
| Transmission range | 1, 3       | 2, 6.5     | 3, 10      | 4, 13      | 5, 17      |

Table 4. Parameters of Scenario 2.2.

| Parameter (M) | Buffer 1 | Buffer 2 | Buffer 3 | Buffer 4 | Buffer 5 | Buffer 6 | Buffer 7 |
|---------------|----------|----------|----------|----------|----------|----------|----------|
| Buffer size   | 5        | 10       | 20       | 50       | 200      | 500      | 1000     |

Figure 15. Results of Scenario 2.1. (a) Delivery ratio with different transmission ranges of nodes; (b) delivery time in seconds with different transmission ranges of nodes.

Figure 16. Results of Scenario 2.1. (a) Overheads with different transmission ranges of nodes; (b) hop count with different transmission ranges of nodes.

Results of Scenario 2 show that the proposed method performs as well as the other routing protocols in most cases or even better in some respects such as the delivery ratio and the energy consumption. We can see from Figures 15a and 18a that the delivery ratio acts as an increasing function of all parameters for all protocols in Scenario 2. The message delivered in the proposed DTMA increases as the parameters increase, followed by Spray and Wait and Epidemic. Similarly, the energy...
consumption acts as an increasing function of all parameters for all protocols in Scenario 2. DTMA shows the minor energy consumption as the parameters increase, followed by Prophet V2 and Spray and Wait (Figures 17b and 20b).

Figure 17. Results of Scenario 2.1. (a) Network life time with different transmission ranges of nodes; (b) energy consumption with different transmission ranges of nodes.

Figure 18. Results of Scenario 2.2. (a) Delivery ratio with different buffer sizes; (b) delivery time in seconds with different buffer sizes.

Figure 19. Results of Scenario 2.2. (a) Overheads with different buffer sizes; (b) hop count with different buffer sizes.

We can also see from the results of Scenario 2 that the delay shows different trends with the increase in all parameters of four protocols. Firstly, the delay is positively related to the buffer size (Figure 18b); secondly, it is negatively related to the transmission range of nodes (Figure 15b). In most cases, Prophet V2 shows the minor delay, followed by DTMA and Spray and Wait and Epidemic.
For Scenario 2, hop count performance is presented in Figures 16b and 19b. DTMA and Epidemic try to deliver more messages through more hops, while Prophet V2 and Spray and Wait cannot change the number of hops when the parameters change.

![Figure 20. Results of Scenario 2.2. (a) Network life time with different number of robots; (b) energy consumption with different number of robots.](image)

Regarding overheads, Scenario 2 shows that the proposed DTMA and Epidemic has the worst performance by replicating more messages than it is delivering. Prophet V2 has the best performance as the number of robots increases, followed by Spray and Wait. For all sub-scenarios, all protocols have a similar overhead performance except Prophet V2’s smaller overhead in general.

Finally, for Scenario 2, the network life time performance can be seen in Figures 17a and 20a, where Prophet V2 and DTMA have the best performance for this metric, with similar figures, while the others have a less life time in general.

4.4. Results for the Change of Movement Model

In order to investigate the influence of different movement models on several routing algorithms, Scenario 3 is constructed. Robots moved under different movement models of BPRW, BMI and PRW, and the number or rate of robot was increased from 1 to 20, or from 1–3 m/s to 10–12 m/s. In different scenarios, we have recorded message delivery ratio, message delivery time, overheads, hop count, network life time, and energy consumption. The 95% confidence intervals were calculated for every result and they were plotted on the figures. In sub-scenarios 3.1–3.4, several parameters were adjusted, such as number or movement rate of the robots and the movement model. The parameters in Scenario 3 are configured, as shown in Tables 5–8. Each scenario has changed one or two parameters based on the default values. 200 simulations were performed for each scenario. The results for Scenario 3 are shown in Figures 21–26.

| Parameter       | Motion 1 | Motion 2 | Motion 3 | Motion 4 | Motion 5 |
|-----------------|----------|----------|----------|----------|----------|
| Number of robots| 1        | 5        | 10       | 15       | 20       |
| Movement model  | BPRW     | BPRW     | BPRW     | BPRW     | BPRW     |

| Parameter       | Motion 1 | Motion 2 | Motion 3 | Motion 4 | Motion 5 |
|-----------------|----------|----------|----------|----------|----------|
| Number of robots| 1        | 5        | 10       | 15       | 20       |
| Movement model  | BMI      | BMI      | BMI      | BMI      | BMI      |
For Sub-scenarios 3.1–3.2, it can be seen from Figures 21–26 that, all protocols have a similar performance with Scenario 2. The proposed DTMA performs best on the indexes of delivery ratio and energy consumption. Regarding hop count and overhead performance, Prophet V2 and Spray and Wait have the smallest number of hops and overheads, and DTMA almost performs the worst. Figure 22 also indicates that delay acts as a decreasing function of the rate of robots for all protocols. DTMA and Spray and Wait show the smallest delay as the rate increases, followed by Epidemic and Prophet V2. Finally, Prophet V2 and DTMA perform best on life time (Figure 26).

Figures 21–26 show the difference in the performance of two motion models. It can be indicated that with the number of robots increasing, the difference between the performances of network under the two motion models becomes larger. When the number of robots is maintained at 1–5, the network performances under both models are approximately the same. After the number of robots increase to 10–20, all protocols have a better network performance when the robots follow uniform distribution in the map (BMI model). However, the performance of network life time is an exception (Figure 26). All protocols have a longer lifetime when robots can randomly move on the paths (BPRW model).

Figure 21. Results of Scenario 3, Delivery ratio with different number of robots. (a) BPRW movement model; (b) BMI movement model.

Figure 22. Results of Scenario 3, Delivery time with different number of robots. (a) BPRW movement model; (b) BMI movement model.
Number of robots also indicates that the delay acts as a decreasing function of the rate of robots for all protocols. DTMA and Wait have the smallest number of hops and overheads, and DTMA almost perform the worst. Figure 28 performance with Scenario 2. The proposed DTMA has the best performance on the delivery ratio and (a) Delivery ratio with different number of robots at BPRW model.

Figure 23. Results of Scenario 3, Overheads with different number of robots. (a) BPRW movement model; (b) BMI movement model.

Figure 24. Results of Scenario 3, Hop count with different number of robots. (a) BPRW movement model; (b) BMI movement model.

Figure 25. Results of Scenario 3, Network life time with different number of robots. (a) BPRW movement model; (b) BMI movement model.
The proposed DTMA has the best performance on the delivery ratio and energy consumption with Scenario 2. Finally, Prophet V2 and DTMA have the best life time performance (Figure 32).

Figure 26. Results of Scenario 3, Energy consumption with different number of robots. (a) BPRW movement model; (b) BMI movement model.

Table 7. Parameters of Scenario 3.3.

| Parameter (m/s) | Motion 1 | Motion 2 | Motion 3 | Motion 4 | Motion 5 |
|----------------|----------|----------|----------|----------|----------|
| Movement rate  | 1–3      | 3–5      | 5–8      | 8–10     | 10–12    |
| Movement model | BPRW     | BPRW     | BPRW     | BPRW     | BPRW     |

Table 8. Parameters of Scenario 3.4.

| Parameter (m/s) | Motion 1 | Motion 2 | Motion 3 | Motion 4 | Motion 5 |
|----------------|----------|----------|----------|----------|----------|
| Movement rate  | 1–3      | 3–5      | 5–8      | 8–10     | 10–12    |
| Movement model | PRW      | PRW      | PRW      | PRW      | PRW      |

For Sub-scenarios 3.3–3.4, it can be seen from Figures 27–32 that all protocols have a similar performance with Scenario 2. The proposed DTMA has the best performance on the delivery ratio and energy consumption. Regarding the hop count and the overhead performance, Prophet V2 and Spray and Wait have the smallest number of hops and overheads, and DTMA almost perform the worst. Figure 28 also indicates that the delay acts as a decreasing function of the rate of robots for all protocols. DTMA and Spray and Wait show the smallest delay as the rate increases, followed by Epidemic and Prophet V2. Finally, Prophet V2 and DTMA have the best life time performance (Figure 32).

Figure 27. Results of Scenario 3, Delivery ratio with different rate of robots. (a) BPRW movement model; (b) PRW movement model.
Figures 27–32 show the divergence in the performance of two motion models. In addition, it can be indicated that in most cases, all protocols have a better network performance when the robots follow one direction in the map (BPRW model). However, network life time performance is an exception (Figure 32). All protocols have a longer lifetime when robots can freely move on the path (PRW model).

Figure 28. Results of Scenario 3, Delivery time with different rate of robots. (a) BPRW movement model; (b) PRW movement model.

Figure 29. Results of Scenario 3, Overheads with different rate of robots. (a) BPRW movement model; (b) PRW movement model.

Figure 30. Results of Scenario 3, Hop count with different rate of robots. (a) BPRW movement model; (b) PRW movement model.
All the obtained results have been analyzed and described in detail in this section. In addition, the analysis of the change rules of routings with the different parameters of Epidemic’s delivery rate is also limited. Spray and Wait adopts the mechanism of restricting the number of copies, which determines its better performance in delivery ratio. The proposed DTMA considers the link availability that uses the calculation of the signal strength, which enhances the performance of message delivery. The best delivery performance is achieved in the simulation. The increase in the probability of node encounters also has a significant improvement in delivery time.

4.5. Analysis and Verification of Results

In this paper, multiple RDTNSN scenarios are performed for a transmission line monitoring system. All the obtained results have been analyzed and described in detail in this section. In addition, the simulation results have been verified by the field experiments of transmission line monitoring.

4.5.1. Analysis of Simulation Results

Simulation results are analyzed and discussed in this section. The analysis is divided into two parts, i.e., analysis of different routes in multiple scenarios and analysis of the effect of different motion models on network performance.

(1) Analysis of the change rules of routings with the different parameters

Adjusting transmission ranges or robot rate means changing the probability of node encounters. For all protocols, the message delivery ratio will increase as the nodes meet frequently. However, Prophet V2 performs the worst, as it is impossible to accurately describe the relationship among the network changes in RDTNSN. As the large number of copies can clog the network, the growth of Epidemic’s delivery rate is also limited. Spray and Wait adopts the mechanism of restricting the number of copies, which determines its better performance in delivery ratio. The proposed DTMA considers the link availability that uses the calculation of the signal strength, which enhances the performance of message delivery. The best delivery performance is achieved in the simulation. The increase in the probability of node encounters also has a significant improvement in delivery time.
For all protocols, increasing buffer size can affect the update rate of messaging. In particular, an excessively small buffer size can significantly accelerate the message update rate, resulting in the discard of a large number of delayed messages. This process allows messages to be delivered in a real-time manner, as shown in Figure 18, where the values of message delay and delivery rate are both maintained at very low levels. When buffer size is large enough, such as over 500 M in Scenario 2, as shown in Figures 18–20, since all message updates are not limited by buffer size, all policy performances tend to be stable. Under this situation, the performance of each algorithm is more dependent on the change in the probability of node encounters.

The change in the number of robots not only changes the probability of node encounters but also changes the total amount of messages. With the increase in the number of robots, the node interaction capability is strengthened, and the congestion of messages is increased. This results in a positive correlation between the delivery rate and the number of robots for all algorithms, and it also forms a stable delay. In addition, this phenomenon of stable delay can also be proved by the comparison of Figures 21–26 and Figures 27–32.

In the simulation, Epidemic and DTMA try to deliver more messages through more hops. Epidemic does not discriminate between the delivery of copies, resulting in the worst performance in energy consumption, and the increase in hops, copies and overhead. DTMA has good energy consumption performance in different scenarios. This is because it filters transmission paths by calculating energy consumption. However, due to the consideration of energy consumption, DTMA always tries to choose a short path with lower energy consumption, which also leads to an increase in the number of copies, hop count and overheads.

(2) Analysis of the effect of different motion models on network performance

Three motion models based on RDTSN are proposed. These models have different performances in dynamic scenarios. Firstly, PRW is a basic random motion model. Although PRW model is simple and has low cost of control, the network performance is not satisfying, especially in high-speed scenarios, where the probability of motion interference and uneven distribution is increased because of the random motion of the robot on a single ground line, and the performance of the PRW-based network is not satisfying. Secondly, BPRW model introduces a two-way traffic rule, which reduces the motion interference. Therefore, when the number of robots reaches 10–20, the performance of the network can be further improved due to the uneven distribution of the robots. Thirdly, BMI model integrates the advantages of BPRW model, and introduces a balanced distribution formation control. In multi-robot scenarios, BMI model improves the efficiency of multi-robot coordination and the network performance of RDTSN.

4.5.2. Verification of Simulation Results

The effectiveness and reliability of RDTSN are verified by the field experiment and the results are shown in Figure 33. The field experiment is performed on an experimental transmission line with multi loops. In order to construct the experiment scenario, one WCN and two SNs are configured along the transmission line. There are two inspection robots walking on the experimental transmission line. A Mobile Monitoring Station (MMS) is set up as the CMP at 1000 m outside the experimental site.
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**Figure 33.** The field experiments. (a) Robot and static node; (b) MMS, communication device and antenna.

DTMA is tested in a field experiment lasting 5 h. During the experiment, two robots are running on two ground wires respectively. The parameters of the test are shown in Table 9. In the process of experiment, MMS, robots and other nodes can establish effective communication with each other. The results of the experiment and the simulation are shown in Figure 34. The results of the field experiment are highly similar to those of simulation, which proves that the simulation can well reflect the performance of network and can act as a reference for comparison.

| Parameter                                    | Default Value |
|----------------------------------------------|---------------|
| Network area size (m × m)                    | 1000 × 15,000 |
| Test time (h)                                | 5             |
| Number of Robots                             | 2 nodes       |
| Number of SNs                                | 2 nodes       |
| Number of WCNs                               | 1 nodes       |
| RC (m)                                       | 3000          |
| Rs (m)                                       | 1000          |
| Movement rate of Robot (m/s)                 | 3–5           |
| T_{\text{pause}} (s)                         | 10–30         |
| Buffer size (M)                              | 500           |
| Message size (Kb)                            | 2000          |
| Robot message interval (s)                   | 60, 120       |
| SNs message interval (s)                     | 1800, 3600    |
| Source nodes                                 | Robot, SNs   |
| Destination nodes                            | MMS           |
| Movement model                               | BPRW          |
| Alpha and Beta of DTMA                       | 0.71, 0.29    |
5. Discussion

The idea of RDTSN is derived from the rapid development and application of WSN technology, DTSN technology and robot technology. The most significant characteristic of RDTSN is wireless transmission of the inspection data by the inspection robots and the static nodes along a ground wire. Its communication mode is different from the real-time network with low delay and high cost of operation and maintenance. It is also different from Vehicle Delay-Tolerant Networks whose wireless signal could be frequently blocked by trees and buildings, etc. WSN and robot technologies have been rapidly developing in recent years, especially in terms of the light weight and cost-effectiveness of hardware. Thus, it becomes possible to build a WSN with a robot as the core node and propose a new method for monitoring high-voltage lines. RDTSN, combining the characteristics of WSN, Robot and DTSN, is very distinctive network. Firstly, the network structure is changeable and flexible for mobile robots as the intermediate transmission point of information; secondly, the network has the properties of delay-tolerance and intermittent connectivity; thirdly, as fewer nodes are deployed, the deployment costs are decreased, and the fault-tolerant performance is improved. These characteristics of RDTSN provide a strong technological support for the security of inspection data.

The main contribution of the proposed method is to enhance the intelligent level of power grid monitoring system and the data transmission quality of patrolling line. At present, the robot mainly uses the point-to-point communication mode when it is inspecting the transmission line. That is, a robot can only communicate with one MMS. Thus, such a communication mode seriously restricts the large-scale application of robotic line inspection. In this paper, a highly practical robot delay-tolerant sensor network (RDTSN) is proposed, which greatly reduces the workload of operators and improves the intelligence level of the transmission line inspection. Further, this research makes a new attempt in theory: The motion model of the inspection robot is analyzed and summed up, and the delivery rate and energy consumption factor are introduced for the mathematical modeling of RDTSN. Under the premise of guaranteeing the message delivery rate, the energy consumption of the node is reduced and the network life is extended. Finally, we design the routing algorithm (DTMA) based on the mathematical model, which balances the relationship between the delivery rate and the energy consumption, compares and chooses the optimized destination of the message, which greatly improves the reliability and practicability of the network. In addition, this can be seen from the simulation result.

The proposed method also needs improvement in several aspects in practical applications. Firstly, the RDTSN’s data has a high delay—as the result is shown in Section 4 there are over 60 min delay in general—and it is difficult to alarm the line burst fault in timely manner. This means the monitoring network can only do routine inspection and a lagged processing of the fault point. In addition, RDTSN is not compared with other methodologies and telecommunications technologies such as LPWAN (Low-Power Wide-Area Network). A more reasonable method combines LPWAN, and other technologies are going to be adopted to improve delivery time and energy consumption. Secondly, the adaptive adjustment of network message delivery and energy consumption cannot be realized...
currently. The energy factor in the method needs to be preset, as we did in Section 4.2. An intelligent algorithm, such as the deep learning method, can be possibly introduced to realize the adaptive adjustment of energy factor. Thirdly, the RDTSN-optimized routing algorithm (DTMA) reduces network energy consumption under the premise of ensuring a better message delivery rate. However, it also increases the network overheads and hop count, and it is almost the worst one in the simulation results. It means that the efficiency of routing algorithm needs to be improved. A more reasonable way is going to be adopted to limit the number of message copies to improve the efficiency of the algorithm.

6. Conclusions

This paper proposes a novel method of wireless monitoring system for transmission lines using RDTSN. The main conclusions are summarized as follows:

1. RDTSN is able to act as a new type of intelligent monitoring system to automatically inspect transmission lines. Because the robot always moves along the ground wire, the inspection data can be collected by the other nodes and forwarded to CMP for analysis. In addition, all the nodes of the RDTSN are in the air, without the wireless signal blocked by trees and buildings, and with an excellent adaptability. As a small number of robots are replaced with a large number of static nodes, the availability and the economy of the monitoring systems have been improved.

2. The proposed method mainly includes two parts, the RDTSN model and the data delivery strategy. In the first part, the composition and structure of the network are introduced. Then, the characteristics of the robot motion are analyzed, and two new motion models are proposed. Finally, a new mathematical model for the network is proposed. The proposed model fully considers the characteristics of the transmission lines and robots, and a scheme is designed to balance the message delivery rate and the network energy consumption. In the next part, a new routing algorithm (DTMA) is designed. DTMA is similar to the prophet algorithm, where the social information is used to calculate the link availability probability. Then, the mathematical model is combined to update the weight of the links. Finally, the homogeneous destinations of RDTSN are ranked.

3. In simulation experiments, three experimental scenarios performed including six network targets. Experimental results show that the RDTSN can complete the effective transmission of inspection data using the proposed DTMA and other three routing protocols, which verifies the effectiveness of the proposed method. In the comparison experiment, the proposed DTMA can perform as well as the other routing protocols in most cases or even better in some respects, such as the delivery ratio and the energy consumption, which verifies the feasibility of the proposed method.

Further research should mainly focus on the following aspects. One is that it is more difficult to set the effective thresholds of RDTSN if the change trends of network performances are not obvious. The network mathematical model should be further improved to obtain better self-adaptive ability of energy consumption. The other is that DTMA sometimes cannot achieve ideal overheads and hop count in simulations. A multi-factor analysis needs to be performed on the control of the replication and forwarding of messages. It is noteworthy that all wireless nodes use IEEE 802.11n as the communication protocol in the simulation and field experiments of this paper. Although it provides a high data rate, it has a great energy consumption. In subsequent studies, we will try to use similar IEEE 802.15.4 protocol to obtain a lower energy consumption. In addition, we are ready to use RDTSN and DTMA for real tests in the actual scenarios (the scenarios simulated in this paper).
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