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Abstract: Event-triggered control (ETC) and time-triggered control (TTC), the classical concepts to determine the transmission instants for networked control systems, each come with drawbacks: It is difficult to tune ETC such that a certain bandwidth is respected, whereas TTC cannot adapt the sampling interval to the current state of the control system. In this article, we provide an overview over rollout ETC, a method aimed at reconciling the advantages of ETC and TTC. We unite two variants of rollout ETC under a common framework and present conditions for convergence and compliance with a predefined bandwidth limit. Furthermore, we demonstrate that rollout ETC satisfies a performance bound and that it allows for a very flexible transmission scheduling similar to classical ETC. The mentioned beneficial properties are illustrated through extensive numerical simulations.
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1 Introduction

The defining characteristic of a networked control system (NCS) compared to a classical control loop is that the dedicated communication links between sensors, controllers and actuators are replaced by a shared, digital and possibly wireless communication network [8]. NCSs have enjoyed an increasing prevalence in recent years, since they are easy to install, highly modular and cheap to maintain. However, the communication network in the control loop also brings additional challenges for control: quantization, transmission delays, packet dropouts and a limited bandwidth are all undesired effects induced by the network. They have the potential to significantly deteriorate control performance and may even lead to instability. Especially when the network is congested, i.e., when the clients request a higher bandwidth than the network can provide, delays and the rate of packet dropouts increase significantly [27].

To address the issue of network congestion, a network manager can assign so-called traffic specifications (TSs) to each of the clients which communicate over the network. TSs restrict the time instances at which a transmission is possible, which allows the network manager to encode certain requirements on the transmission traffic, e.g., a certain bandwidth limit. In return, TSs guarantee that if transmissions are triggered accordingly, congestion in the network is avoided which results in low delays and dropout probabilities, and thereby act as a “contract” between network and client [20]. All relevant types of TSs admit a baseline periodic transmission pattern at a so-
called sustainable rate, such that this parameter represents the assigned bandwidth.

In case the network clients are control loops, it is then necessary to design, in addition to the control law, a transmission scheduling strategy which respects the TS. Clearly, classical time-triggered control (TTC) can be easily adjusted such that a certain TS is fulfilled. However, it is inflexible and cannot adjust its sampling interval to the current operating conditions of the control system. For this reason, advanced sampling concepts such as event-triggered control (ETC) [7] have emerged in recent years. The basic idea behind ETC is that an updated control input is only transmitted when the system requires it, thereby reducing communication compared to traditional TTC. ETC approaches offer a highly flexible transmission scheduling and typically only request transmissions when it is indeed necessary to satisfy control goals (e.g., when disturbances act on the system or when far from a desired setpoint), and dispense with transmissions whenever possible (e.g., when close to the set point). However, it was noted that it is in fact hard to predict the transmission traffic pattern generated by ETC [17]. Only recently, there have been efforts to characterize ETC traffic patterns a priori, but the results obtained so far apply only to certain system classes and special event-triggering rules [3] and/or are computationally demanding [12]. Thus, it is a great challenge to design ETC such that it respects a predefined TSs, and often requires many iterations between numerical simulations or formal traffic analysis and redesign.

An alternative method for control and transmission scheduling, geared towards incorporating a prespecified TS, is rollout ETC. Prior work on this method has considered transmission scheduling for the controller-actuator channel [15, 15] as well as for the sensor-controller channel [11, 18]. In contrast to classical ETC, which typically admits an explicitly defined control and trigger law to determine when a transmission should take place, in rollout ETC the control and trigger law is implicitly defined through the solution to an optimal control problem (OCP). At periodic sampling time instants, rollout ETC measures the current state of the control system and solves the OCP, which amounts to scheduling future transmissions according to the TS and computing the corresponding control updates so that control performance over a finite prediction horizon is maximized. The transmission decision and control applied in closed loop are then the first part of the optimized transmission schedule and input trajectory. By virtue of this repeated open-loop optimization, explicit constraints on the transmission schedule as well as on the state and input can be considered.

To date, the literature on rollout ETC was mainly concerned with the so-called window-based TS [15, 15, 11, 18]. This type of TS subdivides the timeline into disjoint windows of a certain length and allows a fixed number of transmissions in each one of them. The literature on computer networks offers another type of TS, namely the token bucket TS [20], which is based on an analogy to a bucket containing tokens. The current filling level of the bucket determines whether a transmission, which would reduce the bucket level by a certain amount of tokens, is allowed or not. The token bucket TS provides more flexibility for control than the window-based TS, since tokens can be saved in the bucket by triggering few transmissions, and then spent later in a burst of transmissions.

In this article, we provide an overview over recent works which investigated the combination of rollout ETC for the controller-actuator channel and the token bucket TS, with the goal to reconcile the advantages of ETC and TTC [9, 26, 23, 24]. By leveraging the flexibility of the token bucket TS, rollout ETC can both realize flexible transmissions in terms of many transmissions when needed and few transmissions when possible, and avoid congestion by adhering to the assigned TS. We unite two different variants of rollout ETC under a common framework: the first using a cyclically shrinking prediction horizon and the second periodically time-varying terminal ingredients. For both variants, we demonstrate how to design the OCP such that convergence of the control system and satisfaction of the token bucket TS in closed loop is guaranteed; we indicate that rollout ETC in the first variant never performs worse than a baseline periodic controller; and lastly, we modify the OCP such that the flexibility of the token bucket TS is leveraged. The theoretical results are accompanied by extensive numerical simulations in order to compare the two variants with each other and with ETC and TTC, and to demonstrate that rollout ETC indeed reconciles the advantages of classical ETC and TTC. Following numerous previous works on ETC [2, 6, 7, 19], NCSs [8], and rollout ETC [1, 5], we focus on the case of a zero-order hold (ZOH) actuator in this article.

The remainder of this article is structured as follows. After introducing the setup in Section 2, we present the rollout ETC algorithm and the two variants in Section 3. We discuss the theoretical guarantees of both variants in Section 4 and accompany each of the results with a numerical example. Finally, we conclude the article and give an outlook in Section 5.

We write \( \mathbb{N} \) for the set of natural numbers, \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \), \( \mathbb{N}_{[a,b]} := \mathbb{N}_0 \cap [a,b] \) and \( \mathbb{N}_{\geq a} := \mathbb{N}_0 \cap [a, \infty) \), \( a, b \in \mathbb{N}_0 \). We denote by \( I \) the identity matrix and by \( 0 \) the zero matrix of appropriate dimension. We denote by \( A \succ 0 \) (\( A \succeq 0 \)) a symmetric positive (semi-)definite matrix. For a function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \), we define the image of the set \( S \subseteq \mathbb{R}^n \) as \( f(S) := \{f(x) : x \in S\} \).
where $\gamma$ with state $x$ will detail each of the components and their interconnection in the following. The controlled plant is described by the discrete-time linear time-invariant (LTI) system

$$x(k+1) = Ax(k) + Bu(k), \quad x(0) \in \mathbb{R}^n$$

with state $x(k) \in X \subseteq \mathbb{R}^n$, input $u(k) \in U \subseteq \mathbb{R}^m$ and time instants $k \in \mathbb{N}_0$, and closed constraint sets $X, U$ containing the origin. To measure performance, the quadratic cost

$$x^T Q x + u^T R u,$$

is associated with the plant, where $Q, R > 0$.

As depicted in Figure 1, updated control inputs $v(k)$ need to be transmitted to the ZOH actuator via a network. The smart sensor, in addition to taking a measurement of the plant in each time step, runs the rollout ETC: based on the measured state, a control update $v(k)$ is calculated and it is determined whether this update should be transmitted via the network to the actuator. The latter is captured in the binary transmission decision

$$\gamma(k) = \begin{cases} 1 & \text{if a transmission is triggered at time } k \\ 0 & \text{if not} \end{cases}$$

The control update and transmission decision are computed according to the law

$$[v^T(k) \quad \gamma(k)]^T = \kappa_{\text{RETC}}(x(k), k),$$

where $\kappa_{\text{RETC}} : X \times N_0 \rightarrow U \times \{0, 1\}$ is implicitly defined by the solution to an OCP to be defined later. Then, if the actuator receives a control update, it applies it to the plant immediately, otherwise it holds the input from the last time step

$$u(k) = \gamma(k) v(k) + (1 - \gamma(k)) u(k-1).$$

The previously applied input is saved at the sensor in

$$w(k+1) = u(k), \quad w(0) = u(-1) \in U.$$

The token bucket TS is named after an analogy to a bucket containing a variable amount of tokens $[20]$. New tokens are added to the bucket at a constant rate of $g \in \mathbb{N}_{\geq 1}$, while triggering a transmission comprises a certain cost $c \in \mathbb{N}_{\geq g}$. The bucket has a maximum capacity $b \in \mathbb{N}_{\geq c}$ and arriving tokens are discarded if the bucket is already full. Hence, the bucket level $\beta$ follows the saturating dynamics

$$\beta(k+1) = \min\{\beta(k) + g - \gamma(k)c, b\},$$

with $\beta(0) \in \mathbb{N}_{[0,b]}$. A control update can only be transmitted over the network (i.e., $\gamma(k) = 1$) if the current amount of tokens is sufficient to support the cost of a transmission, which can be described by the constraint $\beta(k) \geq 0$ for all $k \in \mathbb{N}_0$. Hence, the sustainable transmission rate/admissible bandwidth of the token bucket TS is given by $\frac{g}{b}$. In addition, it can be guaranteed a priori that a transmission is possible every $M := \lceil \frac{g}{b} \rceil$ time instances. We make the following standing assumptions throughout this article: The parameters $g, c$ and $b$ are chosen such that if transmissions satisfy the token bucket TS, congestion in the network is avoided and furthermore, delays and packet dropout probabilities are negligible. The former can be realized in practice by setting the sustainable rate, i.e., $\frac{g}{b}$ at most as high as the bandwidth of the corresponding traffic flow’s bottleneck link, and the maximum burst size, i.e., $\lceil \frac{g}{b} \rceil$ at most as high as the traffic flow’s shortest queue size. In turn, by avoiding congestion in the network, transmission delays and packet dropout probabilities are low and in addition, can be bounded or estimated a priori.

To formulate the OCP and the rollout ETC algorithm in the following, we collect the components of the NCS in the overall state $\xi := [x^T \quad w^T \quad \beta]^T$ and input $\pi := [v^T \quad \gamma]^T$, the overall dynamics

$$\xi(k+1) = f(\xi(k), \pi(k)),$$

with

$$f(\xi, \pi) := \begin{bmatrix} Ax + B \gamma v + B(1 - \gamma) w \\ \gamma v + (1 - \gamma) w \\ \min\{\beta + g - \gamma c, b\} \end{bmatrix},$$

the overall state and input constraints $\xi(k) \in \Xi := X \times U \times N_{[0,b]}$, $\pi(k) \in \Pi := U \times \{0, 1\}$ and the overall stage cost

$$\ell(\xi, \pi) := x^T Q x + (1 - \gamma) w^T R w + \gamma v^T R v.$$
the filling level therefore becomes a component of the NCS’s overall state, as we have seen in the previous section. However, convergence of the bucket level is not desired since naturally, it must be decreased from time to time in order to trigger a transmission. Instead, one is typically interested in convergence to the set $\{\xi : (x, w) = 0\}$ where the plant state and held input are zero. It is a well-known fact that in receding-horizon methods like rollout ETC or model predictive control (MPC), convergence is not ensured without further ado, and so-called terminal ingredients must be added to the underlying OCP in order to give desired guarantees.

In this section, we will show how to combine rollout ETC with the token bucket TS and how to design suitable terminal ingredients. To this end, we will first state the considered rollout ETC algorithm and second, we will introduce the two mentioned variants of rollout ETC, which differ in the particular design of the prediction horizon and terminal ingredients.

### 3.1 Rollout ETC algorithm

Rollout ETC relies on the repeated solution of an open-loop OCP, maximizing the control performance over all possible transmission schedules and control updates. To formulate the OCP, we introduce the predicted overall state and input trajectories at time $k$ as $\xi(\cdot|k) := \{\xi(0|k), \ldots, \xi(N(k)|k)\}$ and $\pi(\cdot|k) := \{\pi(0|k), \ldots, \pi(N(k)−1|k)\}$, where the prediction horizon $N : \mathbb{N}_0 \to \mathbb{N}$ is possibly time-varying. The performance criterion is given by

$$V(\xi(\cdot|k), \pi(\cdot|k), k) := \sum_{i=0}^{N(k)−1} \ell(\xi(i|k), \pi(i|k)) + V_f(\xi(N(k)|k), k),$$

which sums the overall stage cost over the prediction horizon and, in addition, includes a possibly time-varying terminal cost $V_f : \Xi \times \mathbb{N}_0 \to \mathbb{R}_{\geq 0}$ penalizing the last predicted state. Given the current state of the overall system $\xi(k)$, the OCP $\mathcal{P}(\xi(k), k)$ solved in each time step is defined by

$$\min_{\xi(0|k), \pi(0|k), \ldots, \xi(N(k)−1|k)} V(\xi(\cdot|k), \pi(\cdot|k), k)$$

s.t.

$$\xi(0|k) = x(k) \quad (5a)$$

$$\xi(i+1|k) = f(\xi(i|k), \pi(i|k)) \quad (5b)$$

$$\xi(i|k) \in \Xi, \pi(i|k) \in \Pi, \quad \forall i \in \mathbb{N}_{0,N(k)−1} \quad (5c)$$

$$\xi(N(k)|k) \in \Xi_f(k). \quad (5d)$$

The predicted trajectories are such that they minimize the cost functional $\mathcal{L}$ over the horizon $N(k)$. The constraints in $\mathcal{P}$ ensure that the predicted trajectories of the plant and the token bucket follow their respective dynamics $\mathcal{G}$, that the constraints of plant state, input and the token bucket TS are fulfilled $\mathcal{G}$, and that the initial state in the prediction is the same as the actual measured state $\mathcal{G}$. Furthermore, a terminal constraint $\mathcal{G}$ is added to the OCP with a closed and possibly time-varying terminal set $\Xi_f(k) \subseteq \Xi$, for all $k \in \mathbb{N}_0$. We note that due to the integer constraint on $\gamma$, $\mathcal{P}$ is a mixed-integer program and the numerical complexity grows with the prediction horizon on the order of $2^N$. In closed loop, rollout ETC operates according to Algorithm 1.

---

**Algorithm 1. Rollout ETC**

0. Set $k = 0$.
1. At time $k$, measure $\xi(k)$, solve the OCP $\mathcal{P}(\xi(k), k)$ and denote the optimizer by $\pi^*(\cdot|k)$.
2. Apply the first part of the optimal overall input $\pi(k) := \pi^*(0|k)$, i.e., if $\gamma^*(0|k) = 1$ transmit $v^*(0|k)$ to the actuator, otherwise do not transmit.
3. Set $k \leftarrow k + 1$ and go to Step 1.

---

After solving $\mathcal{P}(\xi(k), k)$ in Step 1, in Step 2 the predicted overall input is applied to the actual system in terms of $v^*(0|k)$ being transmitted at time $k$ if $\gamma^*(0|k) = 1$. This ensures that the overall state and input constraints, i.e., the plant state and input constraints and the token bucket TS, are fulfilled in closed loop as well. Hence, the trigger and control law $\mathcal{L}$ is given by

$$[v(k)^T \gamma(k)]^T = \kappa_{\text{RETC}}(x(k), k) := \pi^*(0|k) = [v^*(0|k) \gamma^*(0|k)],$$

where $v^*(0|k)$ and $\gamma^*(0|k)$ depend implicitly on $x(k)$ through the solution to $\mathcal{P}$. We note that in Step 1, in fact the sensor only needs to measure the plant state $x(k)$, whereas $w(k)$ and $\beta(k)$ are internal variables of the controller. This justifies writing $\kappa_{\text{RETC}}$ as dependent on the plant state $x(k)$ and time $k$ only.

### 3.2 Design of terminal ingredients & prediction horizon: two variants

It is important to note that closed-loop guarantees on constraint satisfaction hold only in case $\mathcal{P}$ admits a solution in each iteration. This property is known as recursive feasibility in the literature on receding-horizon control and is not guaranteed without further ado. To ensure recursive feasibility, constraint satisfaction and, in addition, convergence is the purpose of the terminal ingredients, i.e., the terminal constraint $\mathcal{G}$ and cost $V_f$. As the transmission of a control update is not possible in each time step due to the constraints of the token bucket TS, special care needs to be taken when designing the terminal ingredients. It is in particular not possible to employ time-
invariant terminal ingredients and a time-invariant prediction horizon at the same time, as typically done in MPC. The literature offers two variants to design the terminal ingredients and the prediction horizon for rollout ETC.

In Variant 1, as followed in [9, 26, 24], the terminal set as well as the cost terminal are time-invariant

$$
\Xi_f(k) := S, \quad V_f(\cdot, k) := F(\cdot)
$$

(6)

for all \( k \in \mathbb{N}_0 \), where \( S \subseteq \Xi \) and \( F : S \rightarrow \mathbb{R} \). At the same time, the prediction horizon is cyclically time-varying

$$
N(k) := \overline{N} - k \text{ mod } M,
$$

(7)

where the cycle length \( M \) is the base period of the token bucket TS and \( \overline{N} \in \mathbb{N}_{\geq M} \) is the maximum horizon length.

In Variant 1, equivalent to applying Algorithm 1 is to solve \( \mathcal{P} \) every \( M \) time steps with the full horizon \( \overline{N} \), and then to apply the first \( M \) parts of the optimal overall input in closed loop. This follows immediately from Bellman’s principle of optimality. Such a scheme is less computationally demanding, as the OCP is solved less frequently, but is also less robust w.r.t. disturbances on the plant due to the extended open-loop phase.

Variant 2, as described in [24], considers a collection of \( M \) different terminal ingredients \( \{S_j, F_j(\cdot)\}_{j=0,\ldots,M-1} \), where \( S_j \subseteq \Xi \) and \( F_j : S_j \rightarrow \mathbb{R} \) for all \( j \in \mathbb{N}_{0,M-1} \). Then, the periodically time-varying terminal set and cost are defined by

$$
\Xi_f(k) := S_{k \text{ mod } M}, \quad V_f(\cdot, k) := F_{k \text{ mod } M}(\cdot)
$$

(8)

for all \( k \in \mathbb{N}_0 \). The prediction horizon, in contrast, is time-invariant and is given for an \( \overline{N} \in \mathbb{N} \) by

$$
N(k) := \overline{N}.
$$

(9)

For both variants, in the following we will design suitable terminal ingredients to ensure recursive feasibility, constraint satisfaction and convergence.

### 3.2.1 Variant 1: cyclic prediction horizon

In the works [10, 25], it was proven that the desired guarantees hold with time-invariant terminal ingredients and a cyclically time-varying prediction horizon, if there exists a control policy which renders the terminal set \( M \)-step control invariant [25, Assumption 2] and decreases the terminal cost over the course of \( M \) time steps [25, Assumption 3]. The idea is now to design a suitable control policy, terminal set and terminal cost for the considered NCS such that these conditions are fulfilled.

Recall that according to the token bucket TS, a feasible schedule is to transmit every \( M \) time steps. Inspired by this finding, we consider the following control policy

$$
\rho_0(\xi) := \begin{bmatrix} K_0 & 0 \\ 0 & 1 \end{bmatrix}, \quad \rho_j(\xi) := \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad \forall j \in \mathbb{N}_{1,M-1},
$$

(10)

where \( K \in \mathbb{R}^{n\times(n+m)} \). At \( j = 0 \), the control update \( K [\xi] \) is transmitted, whereas there is no transmission triggered at all other time instances. Defining

$$
A_1 := \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}, \quad A_0 := \begin{bmatrix} A & 0 \\ 0 & I \end{bmatrix},
$$

we note that \( A_1 \) describes the dynamics of \( x \) and \( u \) under the control \( \rho_0 \), and \( A_0 \) does so under \( \rho_j, \forall j \in \mathbb{N}_{1,M-1} \). Consider a closed set containing the origin \( Z_0 \subseteq X \times U \), which satisfies \( A_j^T A_j Z_0 \subseteq X \times U \), \( \forall j \in \mathbb{N}_{0,M-2} \), \( A_0^M A_1 Z_0 \subseteq Z_0 \).

(11)

i.e., which is \( M \)-step invariant under the control policy [10]. We elaborate in the subsequent subsection on how to construct this set \( Z_0 \). Then, if the terminal set is chosen to

$$
S := Z_0 \times \mathbb{N}_{[c-g,b]},
$$

(12)

the terminal set itself is \( M \)-step invariant, since 1) the transmission in \( \rho_0 \) does not cause a violation of the bucket level constraint and 2) the bucket level has recovered to (at least) its initial level after \( M \) time steps under the control policy [10]. As a result, [12] fulfills [25, Assumption 2] and is thus a suitable terminal set for the considered NCS.

It remains to design a terminal cost which decreases under application of the control policy [10] as required by [24, Assumption 3]. This can be achieved by the quadratic penalty

$$
F(\xi) := \begin{bmatrix} x \end{bmatrix}^T P_0 \begin{bmatrix} x \end{bmatrix},
$$

(13)

where the weight matrix \( P_0 \in \mathbb{R}^{(n+m)\times(n+m)} \) satisfies

$$
A_1^T A_0^{-1, T} P_0 A_0^{-1, T} A_1 - P_0 + \begin{bmatrix} Q \rangle_0 & 0 \langle 0 \\ 0 & R \langle 0 \end{bmatrix} K + \sum_{j=1}^{M-1} A_1^T A_0^{-1, T} \begin{bmatrix} Q \rangle_0 & 0 \langle 0 \\ 0 & R \langle 0 \end{bmatrix} A_0^{-1, T} A_1 \leq 0.
$$

(14)

If the pair \( (A^M, B_M) \), \( B_M := \sum_{i=0}^{M-1} A^T B \) is controllable, an admissible choice is the following [26]: \( P_0 := \begin{bmatrix} P_0 & 0 \\ 0 & 0 \end{bmatrix} \) and \( K := [K_x \rangle_0 \), where \( P_x \) and \( K_x \) are the optimal cost and gain matrix corresponding to the algebraic Riccati equation (ARE) with parameters \( A^M, B_M \) and \( T_M := \sum_{i=0}^{M-1} A_0^T \begin{bmatrix} Q \rangle_0 \langle 0 \\ 0 & R \langle 0 \end{bmatrix} A_0^T \).

### 3.2.2 Variant 2: periodic terminal ingredients

In case of a constant prediction horizon and periodically time-varying terminal ingredients, the works [13, 24] showed that the desired guarantees can be established if there exists a control policy such that the terminal sets are periodically invariant [24, Assumption 2] and the terminal costs decrease in each time step [24, Assumption 3]. In the following, we will demonstrate how to design the terminal ingredients for rollout ETC such that these conditions can be met.
We consider the same control policy \( \Pi \) as for Variant 1, but we assume existence of \( M \) different closed sets containing the origin \( Z_j \subseteq X \times U \), for all \( j \in \mathbb{N}_{[0,M-1]} \), which satisfy

\[
\mathcal{A}_1 Z_0 \subseteq Z_1, \quad \mathcal{A}_0 Z_j \subseteq Z_{j+1}, \quad j \in \mathbb{N}_{[1,M-2]}, \quad \mathcal{A}_0 Z_{M-1} \subseteq Z_0,
\]

i.e., are periodically invariant. We choose the terminal sets as \( S_0 := Z_0 \times \mathbb{N}_{[c-g,b]}, \quad S_j := Z_j \times \mathbb{N}_{[(j-1)g,b]}, \quad j \in \mathbb{N}_{[1,M-1]}, \)

which implies that the terminal sets themselves are periodically invariant ([24] Lemma 1]). In the practically relevant case of polytopic state and input constraints, constructing sets \( Z_j \) which satisfy ([15]) is straightforward as summarized in ([24] Remark 2); either as polytopes based on ([16]), or as ellipsoids similar to ([13]). It is easy to see that \( Z_0 \) constructed in this way also satisfies ([11]) and can therefore be used for Variant 1. If there are no plant state and input constraints, i.e., \( X \times U = \mathbb{R}^{n+m} \), it suffices to choose \( Z_j = \mathbb{R}^{n+m} \).

The terminal costs can be chosen as

\[
F_j(\xi) := [\bar{c}_u]_T P_j [\bar{c}_u],
\]

with \( P_j \in \mathbb{R}^{(n+m) \times (n+m)} \) for all \( j \in \mathbb{N}_{[0,M-1]} \). The cost decrease condition ([24] Assumption 3) is met if the \( P_j \) satisfy

\[
\begin{align*}
\mathcal{A}_1^T P_1 A_1 - P_0 + \begin{bmatrix} Q_0 & 0 \\ 0 & R_0 \end{bmatrix} & \geq 0, \\
\mathcal{A}_0^T P_{(j+1)} \operatorname{mod} M A_0 - P_j + \begin{bmatrix} Q_0 & 0 \\ 0 & R_0 \end{bmatrix} & \leq 0, \quad \forall j \in \mathbb{N}_{[1,M-1]}.
\end{align*}
\]

An efficient search for suitable \( P_j \) and \( K \) satisfying ([18]) is possible by transforming it into a linear matrix inequality (LMI), which can be solved efficiently using standard semi-definite program solvers. This yields the following condition: if there exist \( \lambda_j = \lambda_j^T > 0 \) and \( \gamma \) such that

\[
\begin{bmatrix}
\lambda_1 & 0 \\
Q^{-1} & 0 \\
0 & \lambda_0[j]
\end{bmatrix}
\begin{bmatrix}
\bar{c}_u \\
\bar{c}_u[j]
\end{bmatrix}
\begin{bmatrix}
\lambda_1 & \gamma \\
\gamma & R^{-1} \\
0 & \lambda_0[j]
\end{bmatrix}
\begin{bmatrix}
\bar{c}_u \\
\gamma
\end{bmatrix}
\leq 0,
\]

\[
\begin{bmatrix}
\lambda_{(j+1)} \operatorname{mod} M & 0 \\
0 & \lambda_0[j]
\end{bmatrix}
\begin{bmatrix}
\bar{c}_u \\
\lambda_0[j]
\end{bmatrix}
\begin{bmatrix}
\lambda_{(j+1)} \operatorname{mod} M & 0 \\
0 & \lambda_0[j]
\end{bmatrix}
\begin{bmatrix}
\bar{c}_u \\
\lambda_0[j]
\end{bmatrix}
\leq 0, \quad \forall j \in \mathbb{N}_{[1,M-1]}
\]

is satisfied, then \( P_j := \lambda_j^{-1}, \quad j \in \mathbb{N}_{[0,M-1]} \) and \( K := \gamma \lambda_0^{-1} \) is an admissible choice.

### 4 Closed-loop guarantees

In this section, we will focus on the closed-loop properties of rollout ETC. At first, we will examine recursive feasibility, constraint satisfaction and convergence. Second, we will give a performance bound for rollout ETC, namely Variant 1 will never perform worse than TTC with periodic transmission pattern at the base period \( M \). Under certain circumstances, we can even guarantee a strict performance improvement. Third, we will slightly modify rollout ETC such that it leverages the flexibility of the token bucket TS: it will save transmissions when possible in order to fill up the bucket, such that many tokens are available when many transmissions are required.

#### 4.1 Recursive feasibility, constraint satisfaction and convergence

As already mentioned in the previous section, next to recursive feasibility and constraint satisfaction, our goal is convergence to the set \( \{ \xi : (x, w) = 0 \} \). However, due to the transmission decision \( \gamma \), the overall stage cost ([7]) is not positive definite w.r.t. this set, which is in contrast to the classical assumptions in receding-horizon control. Naturally, since we want to maximize performance of the plant, the bucket level is not represented in the overall stage cost at all. Such a situation can be analyzed using methods from economic MPC ([4]), which is concerned with the case when the cost is some general, not necessarily positive definite, function of state and input. If a certain dissipativity condition holds, it is guaranteed that economic MPC schemes still exhibit convergence to a set where long-term operation w.r.t. the cost function is optimal.

The convergence analysis of rollout ETC relies on recognizing that the set of optimal long-term operation is exactly \( \{ \xi : (x, w) = 0 \} \) and the overall system ([24]) is strictly dissipative w.r.t. this set. Then, recursive feasibility, constraint satisfaction and convergence can be proven similar as in economic MPC using so-called rotated cost functions. The following result summarizes these guarantees.

**Theorem 2.** ([24] Theorem 1,[24] Theorem 2)) Suppose Algorithm 1 is applied either with Variant 1 or Variant 2. Then, if \( P(\xi(0), 0) \) is feasible, the closed loop satisfies:

- \( P(\xi(k), k) \) is feasible at any \( k \in \mathbb{N}_0 \),
- \( (\xi(k), \pi(k)) \in \Xi \times \Pi, \) i.e., the plant state and input constraints and the token bucket TS are fulfilled,
- \( (\xi(k)) \) converges to \( \{ \xi : (x, w) = 0 \} \) as \( k \to \infty \).

In the following, we will illustrate Theorem 2 compare the two variants and contrast rollout ETC with TTC and classical ETC by means of a numerical example. To this end, we consider the two-mass-spring system from ([1]), discretized with a sampling time of 0.1 s. The system matrices \( A \) and \( B \) are

\[
A = \begin{bmatrix}
0.9045 & 0.0955 & 0.0968 & 0.0032 \\
0.0955 & 0.9045 & 0.0032 & 0.9068 \\
-1.8466 & 1.8466 & 0.9045 & 0.9065 \\
1.8466 & -1.8466 & 0.9065 & 0.9045
\end{bmatrix}, \quad B = \begin{bmatrix}
0.0049 \\
0.0001 \\
-0.968 \\
0.0032
\end{bmatrix}.
\]
A token bucket TS has been assigned to the control loop by a network manager with parameters $g = 1$, $c = 6$ and $b = 22$, resulting in a base period of $M = 6$ and a sustainable rate/maximum bandwidth of $\frac{c}{b} = \frac{6}{22} \approx 0.2727$. The initial plant state, held input and bucket level are given by $x(0) = [1 1 1 0]$, $w(0) = 0$ and $\beta(0) = c - g = 5$, making a transmission possible already at $k = 0$. The plant state and input are unconstrained, i.e., $X \times U = \mathbb{R}^{n+m}$ and the cost matrices are $Q = 10I$ and $R = 1$. For this system and bandwidth constraint, the optimal time-triggered strategy is to transmit periodically with period $M = 6$, and to choose the control gain as discussed in Subsection 3.2.1. With this TTC strategy, the infinite-horizon control cost is given by $x(0)^T P_2 x(0) = 3010$.

Figure 2a depicts the infinite-horizon cost of the optimal TTC and of rollout ETC in both variants for different prediction horizons, where the terminal ingredients have been computed using Matlab, YALMIP [14] and SDPT3 [21]. The cost of rollout ETC was approximated by simulating the system for a large time until it has converged ($k \in \mathbb{N}_{[0,500]}$) and summing the overall stage cost $\mathcal{J}$ in each time step. We note that for Variant 1, the prediction horizon must be at least $\mathcal{N} \geq 6 = M$, whereas for Variant 2, the prediction horizon can be an arbitrary natural number. From Figure 2a, we see that the cost for rollout ETC is smaller than that of TTC in almost all of the cases, and often even much smaller, although rollout ETC and TTC have the same number of available transmissions. Only in Variant 2 and when $\mathcal{N} = 1$ or $\mathcal{N} = 7$, TTC has better performance.

In Figure 2b, where the bucket level and transmission time points for TTC and rollout ETC with $\mathcal{N} = 8$ are depicted, one can find an explanation for the observed performance gain: while both TTC and rollout ETC fulfill the token bucket TS, the latter is able to flexibly schedule the transmissions in order to maximize control performance, whereas the former has fixed transmission instants. As shown in Figure 2c, this results in a faster convergence of the stage cost for rollout ETC.

For comparison, we also implemented a classical ETC scheme with the triggering condition from [19]

$$\langle x(k') - x(k) \rangle^T (x(k') - x(k)) > \sigma x(k)^T x(k),$$

where $\sigma \in [0, 1]$ and $k'$ denotes the last transmission time. The same linear control law as for the optimal TTC is used. We calculated the lowest achievable cost of ETC by densely gridding the parameter $\sigma$ from 0 to 1, simulating for $k \in \mathbb{N}_{[0,500]}$ and comparing the resulting cumulated costs. The ETC with the lowest cost triggered 207 transmissions, which corresponds to an average bandwidth of 0.4132, thereby significantly violating the sustainable rate of the token bucket TS. From Figure 2a, one can see that the cost of this best classical ETC is still slightly higher than the best achieved cost of rollout ETC, although...
the latter satisfies the token bucket TS. The best classical ETC which satisfied the average bandwidth constraint had a cost of 2778, which is only slightly better than TTC.

Lastly, we compare the computation time to solve the OCP in rollout ETC for Variants 1 and 2. To this end, we consider the state and input constraints $X = [-2, 2]^2 \times [-5, 5]^2$ and $U = [-12, 12]$ and construct polytopic sets $Z_j$ as discussed in Subsection 3.2.2. In Figure 3, the time it took to solve the OCP $\mathcal{P}(\xi(0), 0)$ with $\beta(0) = 22$ is shown on a logarithmic scale for different prediction horizons. First, we note that if the same prediction horizon is used, the computation times for Variants 1 and 2 are almost equal. Second, the computation times increase exponentially with the prediction horizon $\mathcal{N}$, as expected. Third, we note that for Variant 1, the prediction horizon must be greater than $M$, which is fixed by the network manager and cannot be altered. This places a lower bound on the computational complexity of Variant 1. A great advantage of Variant 2 is that the prediction horizon, and thereby the computational complexity, can be adjusted independently of $M$, such that much lower computation times can be achieved. This greatly facilitates meeting real-time requirements of the control loop, which are typically of great relevance in practice.

4.2 Performance

In the previous numerical example, we have seen that rollout ETC typically has a control performance at least as high as the optimal TTC. In this subsection, we demonstrate that in case of Variant 1, one can even give a guarantee for this.

Theorem 3. (Theorem 3) Suppose Algorithm 7 is applied with Variant 1, $X \times U = \mathbb{R}^{n+m}$, $\mathcal{N} = rM$, $r \in \mathbb{N}$ and $\beta(0) \geq c - g$. Then, the closed loop satisfies

$$\sum_{k=0}^{\infty} \ell(\xi(k), \pi(k)) \leq x(0)^T P_x x(0).$$

According to Theorem 3, the infinite-horizon control cost of rollout ETC is less than or equal to that of the optimal TTC fulfilling the TS. The proof relies on recognizing that since the periodic schedule is feasible in the OCP and due to the choice of terminal cost and prediction horizon, the optimal cost is bounded by $x(k)^T P_x x(k)$. The following result establishes sufficient conditions for a strict improvement over TTC.

Theorem 4. (Theorem 4) Suppose Algorithm 7 is applied with Variant 1, the conditions of Theorem 3 hold, and $\beta(0) \geq 2c - g$. Then, the closed loop satisfies

$$\sum_{k=0}^{\infty} \ell(\xi(k), \pi(k)) < x(0)^T P_x x(0).$$

The initial conditions are given by $x(0) = [1010]^T$ and $w(0) = [00]^T$ and the plant is unconstrained, i.e., $X \times U = \mathbb{R}^{n+m}$. A token bucket TS with the parameters $g = 3$, $c = 8$ and $b = 22$ has been assigned to the control loop, such that the base period is $M = 3$ and the bandwidth limit is $\frac{2}{3}$. We use Variant 1 and two different prediction horizons $\mathcal{N} = 3, 6$.

Figure 4a shows the cumulated stage cost up to time $k$, i.e., $\sum_{i=0}^{k} \ell(\xi(i), \pi(i))$, for the optimal TTC and for rollout ETC with two different initial bucket levels, namely $\beta(0) = c - g + 1 = 6$ and $\beta(0) = 2c - g + 1 = 14$. Theorem 2 guarantees that the plant state and input converge to zero in all cases, which can also be seen from the fact that the cumulated stage costs converge to a certain level. In the case $\beta(0) = 6$ and $\mathcal{N} = 3$, we can see that the cost is exactly that of the optimal TTC. From Figure 4a we can see why: the optimized transmission time points are periodic. We note that this peculiar case is allowed by Theorem 3. This is different from the numerical example in the previous subsection, where rollout ETC achieved a strict performance improvement although also there, the overall number of transmissions was the same as for TTC. The periodic transmission pattern also vanishes when using a different prediction horizon, e.g., $\mathcal{N} = 6$, as can be seen in Figure 4b. In contrast, if $\beta(0) = 14$ and $\mathcal{N} = 3$, the cost is strictly smaller for rollout ETC as expected from Theorem 4. We can see that also in this case, there is a transmission triggered as soon as there are enough tokens available. This suggests that for the particular prediction horizon $\mathcal{N} = 3$, tokens are typically used up in a greedy manner by the RETC in this numerical example.
transient behavior of the control loop is barely changed since the process costs \( \ell \) and \( V_f \) largely dominate the bucket cost \( \sigma(b^2 - \beta^2) \) when away from the set point. However, when the control system has almost converged, the terminal bucket cost takes effect and to minimize the cost functional, it is beneficial to trigger fewer transmissions than possible such that the bucket refills. The readers might ask themselves why \( \beta \) is not included in the stage cost. This is because in general, convergence of the plant would be lost with this approach (see [9, Remark 4]).

Under certain conditions, one can even guarantee for Variant 1 that the filling level converges to the upper sector of the bucket if the modified terminal cost \( \tilde{V}_f \) is used.

**Theorem 5.** ([9, Theorem 1]) Suppose Algorithm 1 is applied with Variant 1, the conditions of Theorem 2 hold and the modified terminal cost \( (19) \) is used. Then, the same guarantees as in Theorem 2 hold. Moreover, if \( \sigma \notin \mathbb{N} \), \( \beta(k) \) converges to \( \mathbb{N}_{\max(0,b/N),b} \) as \( k \to \infty \) in closed loop.

Theorem 5 gives a convergence guarantee for the bucket level if \( \sigma \), i.e., the inverted sustainable rate, is not a natural number. The guaranteed set of convergence for \( \beta(k) \) is dependent on the maximum prediction horizon \( N \), the bucket size \( b \) and the refill rate \( g \). For typical choices of these parameters, it effectively represents the upper sector of the bucket.

To demonstrate that a small terminal cost on the bucket level indeed achieves the desired behavior, we revisit the numerical example from Subsection 4.2. We use the modified terminal cost \( (19) \) both for Variants 1 and 2 with \( \sigma = 10^{-6} \). The initial bucket level is \( \beta(0) = b = 22 \).

Figures 5a and 5b depict the cumulated stage costs as well as the bucket levels, with and without the additional terminal cost on the bucket level and for both variants. From the two figures, we can see that our reasoning was correct. Starting with an initially full bucket, the rollout ETCs with and without terminal cost on the bucket level show almost the same transient behavior, as can be seen from the indistinguishable evolution of the cost. Only after about 10 time steps, when the plant has converged, the very small cost on the bucket level dominates over the process cost such that the bucket fills up to the upper sector when using \( \tilde{V}_f \). This behavior can be observed for both variants. Since the bucket level has now converged to the upper sector of the bucket, there are once again many transmissions available in order to quickly react to future set point changes.

As seen in the numerical example in Subsection 4.2, this will lead to a higher control performance for these subsequent set point changes and thus also in the long run.

**4.3 Flexibility**

In the numerical example in the previous subsection, we have observed that rollout ETC tends to trigger transmissions whenever possible and thereby draining the bucket, although the achieved gain in control performance might be very small. This is because the performance functional [4] considers only the plant state and input, whereas the bucket level is not represented. However, such a sampling behavior is not always favorable in practice. If there is, for instance, a set point change or a disturbance acting on the plant, then there would only be few tokens available to be able to react quickly to these unforeseen operating conditions. A promising strategy to counter this issue is to incentivize rollout ETC to trigger fewer transmissions than possible when the control loop has (almost) converged. Doing so would not much deteriorate control performance and the bucket would be filled in these phases. Then, the full bucket could be used to trigger many transmissions at times when this would indeed significantly improve control performance.

Such a behavior can be achieved if a small terminal cost on the bucket level is added, e.g.,

\[
\tilde{V}_f(\xi, k) = V_f(\xi, k) + \sigma(b^2 - \beta^2),
\]

where \( \sigma > 0 \) is a small constant, and the terminal cost \( V_f \) in [4] is replaced by \( \tilde{V}_f \). The reasoning behind this strategy is that the
5 Conclusion and outlook

In this article, we provided an overview over recent research in rollout ETC, a control and transmission scheduling method aimed at reconciling classical ETC and TTC. In particular, we showed that by combining rollout ETC with the token bucket TS, it is both possible to satisfy a TS and thereby avoid congestion of the network (as in TTC), and at the same time to provide a flexible transmission triggering (as in ETC), and thereby to combine their advantages. A drawback of rollout ETC is that it is an optimization-based method, thereby potentially resulting in a higher computational complexity.

We presented two variants of rollout ETC under a common framework: one where the prediction horizon in the underlying OCP is cyclically shrinking, and one where the terminal ingredients are time-varying. We asserted that the prediction horizon and thus the computational complexity of Variant 2 is independent of the TS parameters, whereas Variant 1 requires a prediction horizon of at least the TS’s base period. In exchange, Variant 1 offers theoretical guarantees on performance and convergence of the bucket level.

As rollout ETC is a rather new concept for control and transmission scheduling, there are still many open issues. For instance, output feedback and robustness to disturbances are important matters that are subject to our current research. Further, resilience to delays, dropouts and quantization, as well as extending the setup to more complex NCSs architectures and new types of TSs are largely open topics in rollout ETC.
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