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Abstract
We relax the strong rationality assumption for the agents in the paradigmatic Kyle model of price formation, thereby reconciling the framework of asymmetrically informed traders with the Adaptive Market Hypothesis, where agents use inductive rather than deductive reasoning. Building on these ideas, we propose a stylised model able to account parsimoniously for a rich phenomenology, ranging from excess volatility to volatility clustering. While characterizing the excess-volatility dynamics, we provide a microfoundation for GARCH models. Volatility clustering is shown to be related to the self-excited dynamics induced by traders’ behavior, and does not rely on clustered fundamental innovations. Finally, we propose an extension able to account for the fragile dynamics exhibited by real markets during flash crashes.
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1 Introduction

There exists a plethora of statistical models (Bachelier 1900; Black and Scholes 1973; Mandelbrot 1963; Engle 1982; Bollerslev 1986; Bacry et al. 2001; Bouchaud et al. 2004; Gatheral et al. 2018) to account for price dynamics and stylized facts in financial markets (Cont 2001; Zumbach 2009). While most of these models can be very useful for quantitative predictions, their formulation is not based on interacting agents, that is, they are not microfounded. An interesting research agenda consists in understanding how statistical models can be rationalized in terms of sound microfoundations. In particular, one asks what are the minimal hypotheses regarding agents’ behavior needed to properly microfound a given statistical model; agent-based models are in fact well known for their versatility (Steinbacher et al. 2021).

During the early years of this research agenda (O’Hara 1998), microfounded models relied on the Rational Expectation Hypothesis (REH), i.e., agents are endowed with perfect knowledge of the market model and have unlimited and cost-less computing power. While the REH allows for mathematical tractability and model interpretability, it has severe limitations regarding actual predictive power (Shiller 1981; LeRoy and Porter 1981; Shiller 2013; Lo 2008). Moreover, the deductive reasoning implied by the REH contrasts with the inductive reasoning on which humans often rely in complex situations (Tversky and Kahneman 1974; Arthur 1994). In face of uncertainty, in fact, humans rely on pattern recognition, hypothesis formation, deduction using currently held hypotheses, and replacement of hypotheses if needed; this leads to feedback effects, and consequently booms and bursts. Eventually, the Efficient Market Hypothesis (EMH), implied by the REH, is replaced with the formulation of the Adaptive Market Hypothesis (AMH) (Shiller 1990; Lo 2004, 2008). Although in the long-time limit of some games with adaptive agents the REH is recovered (Blume and Easley 2009; Dindo and Massari 2020; Giachini 2021), this is not always the case (Botazzi and Giachini 2019) and, moreover, there is growing evidence that many stylized facts in financial markets cannot be captured within a framework where the REH holds (Hommes 2021; Leroy 2013; Bouchaud 2008). Nevertheless, classic microfounded models can serve as a useful starting point for building more refined pictures of how financial markets work.

In his pioneering work, Kyle (1985) proposed a highly stylized microfounded model for price formation: asymmetrically informed traders use rational expectations while interacting in the presence of noise trading. The corresponding rational equilibrium brings price impact, namely the fact that trades induce price jumps (Bouchaud et al. 2004). Notwithstanding, the Kyle model predicts that price volatility is smaller than
that of the fundamental price and it is time independent: if the fundamental price is interpreted as the efficient price, these findings are in strong contrast with empirical observations; price volatility is actually much larger than that related to the fundamental price by a factor $\sim 5$ (Shiller 1981; LeRoy and Porter 1981; Bouchaud et al. 2017), and exhibits intricate statistics with clustering and power law tails (Cont 2001; Miccichè et al. 2002). Note that while the linear Kyle framework can be modified by considering a risk-averse market maker (Subrahmanyam 1991), an unrealistically high risk-aversion parameter (Leroy 2013) is needed in order to match empirical estimates.

The intermittent dynamics of price volatility can be accounted for by means of statistical descriptions, such as GARCH Bollerslev (1986) models. While GARCH models are compatible with volatility clustering and power law tails, they are not order-driven models (O’Hara 1998) and hence they cannot account for price impact. Moreover, no connection with the concept of fundamental price is given, and thus excess volatility is hardly definable. As a final note, since these statistical models are not microfounded, they leave the question of ‘why do large price fluctuations cluster in time?’ without a formal answer. The classic explanation for volatility clustering is stated by Engle, the doctoral advisor of Bollerslev, the author of GARCH models, in his Nobel prize lecture (Diebold 2004): ‘So at a basic level, financial price volatility is due to the arrival of new information. Volatility clustering is simply clustering of information arrivals. […]’ This explanation is in line with EMH, which assumes that all the available information is encoded in the price. However, starting from the work of Cutler, Poterba and Summers in 1988 (Cutler et al. 1988), there is growing evidence that fundamental innovations only account for a small fraction of price jumps (Joulin et al. 2008; Jiang et al. 2013), and clusters of jumps (Marcaccioli et al. 2022). Thus, an alternative explanation is needed for volatility clustering. The REH accounts neither for excess volatility nor for the volatility clustering that is unrelated to fundamental innovations.

Here we provide a microfounded explanation for excess volatility and volatility clustering without the need to assume highly risk-averse agents or that fundamental innovations break in clusters. Instead, we consider agents in a Kyle setup who adapt their strategies over time (Arthur 1994; Hommes and Zhu 2014), in line with the AMH. We suppose that traders adapt their strategy because the environment is changing, namely, the noise trade level fluctuates over time. In this way, we recover a stationary regime in which the market maker sets the price according to temporarily fulfilled expectations or beliefs, which, in turn, give way to different beliefs when they cease to be fulfilled, and so on and so forth. As we shall see, these minimal ingredients introduce feedback and thus account for extreme events such as flash crashes. In doing so, we provide a microfoundation for GARCH models as well. We mention that a framework similar to ours has been recently proposed in Ref. Ascari and Zhang (2022) and Inoua (2020), and previously in Ref. Follmer et al. (2005); the model we present gives a full microfoundation for volatility clustering, excess volatility and price impact; therefore, it seems a useful tool to understand the interplay between trades and prices, and eventually to investigate the endogenous nature of liquidity crises and flash crashes.

The paper is organized as follows. In Sect. 2 we present the model. Section 3 contains our main results, which is an analytical characterization of the dynamics in a simplified
yet realistic limit, together with a numerical investigation of the intermittent price

dynamics. In Sect. 4, we present two interesting extensions of the model, accounting
for a risk-averse liquidity provider, and a cost-averse liquidity taker. Finally, in Sect. 5
we discuss our findings.

2 Model—evolving market conditions and adaptive agents

Consider three agents, two liquidity takers, and one liquidity provider. They trade
a single security over multiple trading rounds. At each trading round \( t = 1, 2, \ldots \),
the liquidity takers first build their own demands: the informed trader (IT) knows
the fundamental price \( p^F_t \) of the security, and exploits this private information to
make profits, while the noise trader (NT) trades for exogenous reasons. The liquidity
provider, therein called market maker, filters the information about the fundamental
price from the excess demand created by the liquidity takers, reflecting it into the price
\( p_t \).

The market conditions are specified by the statistics related to the signal and the
noise process, respectively the fundamental price \( p^F_t \) and the noise trader order flow
\( q^\text{NT}_t \). These are modeled as Gaussian processes with zero mean and variance, respec-
tively, given by \( \omega^2 \) and \( \epsilon^2_t \), where

\[
\epsilon^2_t = \epsilon^2 + \delta \epsilon^2_t.
\]

The fluctuations \( \delta \epsilon^2_t \) follow an Auto-Regressive process of order one (AR(1)) with
zero mean, volatility \( \delta \epsilon^2 \ll \epsilon^2 \) and typical timescale \( \tau_{\text{NT}} \), in formulas:

\[
\delta \epsilon^2_t = \exp(-1/\tau_{\text{NT}}) \delta \epsilon^2_{t-1} + \eta_t \sqrt{1 - \exp(-2/\tau_{\text{NT})}},
\]

where \( \eta_t \) is a Gaussian process with zero mean and volatility given by \( \delta \epsilon^2 \). Note
that although the fluctuations \( \delta \epsilon^2_t \) can be negative, we are considering them small
enough (\( \delta \epsilon^2 \ll \epsilon^2 \)) such that the overall noise trade variance \( \epsilon^2_t \) is always positive.
Other choices can be made for the structure of noisy order flow volatility fluctuations
\( \delta \epsilon_t \) that will not change qualitatively our results on intermittent volatility dynamics.
Moreover, keeping the fundamental price volatility \( \omega \) fixed while considering a time-
varying noisy order flow volatility \( \epsilon_t \), is a matter of choice for the modeler, and will not
change our results; in fact, the crucial point to obtain an intermittent dynamics for price
volatility, as we shall see, is that the market conditions evolve through time. However,
we are implicitly assuming that the volatility of the fundamental price varies slower
than that of noisy order flow. This seems to be a sound choice: fundamental price
volatility varies slowly, consistent with the slow dynamics of the fundamental price,
while noisy order flow fluctuations change rapidly, reflecting the fast, yet persistent,
‘sentiment’ dynamics in real markets.

The excess demand is the sum of the noise trader’s and informed trader’s demands:

\[
q_t = q^\text{NT}_t + q^\text{IT}_t.
\]
It is cleared by the market maker, who sets the price $p_t$ of the security reflecting the unknown fundamental price $p_t^F$. This is done by filtering out from the only observable the market maker has access to, specifically, the excess demand $q_t$, the information about the fundamental price injected by the informed trader. To do so, the market maker needs a prior about the liquidity takers’ strategies. The outcome of the market maker’s decisions is a price $p_t$ given, at each timestep $t$, by:

$$p_t = \Lambda_t q_t,$$  

where $\Lambda_t$ is the price impact function. In what follows, we explain how Eqs. (3) and (4) are microfounded in terms of agents’ strategies.

The informed trader knows that the price is set at each step by Eq. (4). Moreover, past prices and excess demands are public. This implies that at the beginning of each trading round $t$, the informed trader knows the price impact function realized at the previous step. Accordingly, the informed trader adapts his strategy over time by observing the evolving market conditions, which he captures via the evolving price impact function. We assume that the informed trader’s best estimate for the one-step-ahead price impact function is the last observed one, which is a plausible heuristic rule. The informed trader is modeled as a risk-neutral utility maximizer, implying that his strategy, at each trading round $t$, reads (Kyle 1985):

$$q_{IT}^t = \frac{p_t^F}{2\Lambda_t} - 1,$$  

The market maker knows about the liquidity takers’ strategies, but he can only observe the realized excess demand $q_t$. Therefore, the market maker does not know the volatility of the fundamental price and of non-informed (or noise) trades: the market maker believes that these are $\hat{\omega}_t$ and $\hat{\epsilon}$, respectively. We are therefore assuming that the market maker does not update his belief about noisy order flow volatility $\hat{\epsilon}$, while he updates his belief about fundamental price volatility.\footnote{The idea, which will be formalized in what follows, is that the market maker revises his own belief about fundamental price volatility such that the price volatility expectation matches the price volatility estimate constructed from past price history. We shall see that this implies a feedback loop between past and future price volatility leading to the volatility clustering effect observed in empirical data.} Note that the market maker’s beliefs are denoted by hatted symbols, at variance with the ground-truth parameters that characterize the market conditions. The market maker is modeled as a risk-neutral, expected utility maximizer. This implies that the price at step $t$ is set to be the optimal estimator of the fundamental price $p_t^F$, given the beliefs $\{\hat{\omega}_t, \hat{\epsilon}\}$ and the functional form of the informed trader’s strategy $q_{IT}^t$. Accordingly, the price impact at each trading round $t$ reads:

$$\Lambda_t = \frac{2\Lambda_{t-1}^2}{\hat{\omega}_t^2 + 4\Lambda_{t-1}^2 \hat{\epsilon}^2}.$$  

Note that the equation above has the same structure as the standard solution for the risk-neutral Nash equilibrium of the single-step Kyle model (Kyle 1985; Bouchaud...
et al. 2018); however, the price impact function $\Lambda_t$ does not correspond to the real Nash equilibrium, due to the imperfect knowledge of the market maker about fundamental and noise trade volatilities.

We assume that $\hat{\omega}_t$ is a slowly varying function of $t$, meaning that the market maker’s belief varies on timescales larger than that at which trading occurs. As we shall see, the dynamics allows for timescale separation: fast dynamics, which take place on timescales over which the beliefs $\hat{\omega}_t$ do not change, and slow dynamics, which take place on timescales over which the market maker revises his own beliefs. In the next subsections, we describe these dynamics.

### 2.1 Dynamics with constant belief

Consider a market maker’s model that remains constant: $\hat{\omega}_t = \hat{\omega}$ for every $t$. In Fig. 1 we show schematically the dynamics with constant beliefs of the market maker. The price impact dynamics, given by Eq. (6), admits a fixed point $\Lambda_\infty$ regardless of the initial condition $\Lambda_0$, and implicitly defines a relaxation timescale, given $\tau_{\text{fast}}$, such that if $t \gg \tau_{\text{fast}}$, then $\Lambda_t \sim \Lambda_\infty$. The choice for the subscript ‘fast’ will become apparent shortly. The price impact and the market maker’s expected price variance at the fixed point read:

\begin{align}
\Lambda_\infty &= \hat{\omega} / 2 \hat{\epsilon}, \\
\hat{\sigma}^2_\infty &= \frac{\hat{\omega}^2}{2},
\end{align}

which are reminiscent of the standard result of the Kyle model (Kyle 1985; Bouchaud et al. 2018), albeit these are calculated with market maker’s beliefs. The relaxation timescale $\tau_{\text{fast}}$ is obtained from a standard dynamical system argument, and it is found to be equal to one trading round.\footnote{Let us mention here that $\tau_{\text{fast}}$ can have a more interesting behavior if the noise trader is cost-averse. We shall come back to this in Sect. 4.2} Therefore, the subscript ‘fast’ relates to the fast equilibration dynamics of the price impact function.

### 2.2 Dynamics with belief revision

Consider a periodic updating procedure of the market maker’s model, with period $\tau_{\text{rev}}$. We refer to $k = 0, 1, 2, \ldots$ to denote the $k$’th update. In formulas, starting from $t = 1$ and $k = 0$, the fundamental price volatility belief at time $t$ reads:

\begin{equation}
\hat{\omega}_t = \hat{\omega}_{k \tau_{\text{rev}}}, \text{ for } k \tau_{\text{rev}} < t \leq (k + 1) \tau_{\text{rev}}.
\end{equation}

According to the equation above, at the end of the trading rounds $t = k \tau_{\text{rev}}$ with $k \geq 1$, the market maker revises his belief about the fundamental price volatility.

The revision procedure comprises two steps. First, the market maker calculates an estimate of price volatility $\hat{\sigma}_{k \tau_{\text{rev}}}$ taking into account the last $\tau_{\text{rev}}$ recorded prices. The
The dynamics with constant beliefs of the market maker, given by $\hat{\varepsilon}$ and $\hat{\omega}$. Two trading rounds are explicitly shown, i.e., $t$ and $t+1$. The arrow of time in each trading round flows from the top to the bottom. Consider the trading round $t$. First, a realization of the fundamental price $p^F_t$ and of the noise trade $q^{NT}_t$ are obtained from two independent Gaussian processes with zero mean and variance, respectively, given by $\omega$ and $\varepsilon_t$. Then the liquidity takers create the excess demand $q_t$. Finally, the market maker clears the excess demand setting the price $p_t$ with a price impact function $\Lambda_1 t$, which becomes available information to the informed trader at the trading round $t+1$. Green and orange arrows refer to the dynamics related to the noise trade variance and to the price impact function, respectively, given by Eqs. (1), (2) and (6) updating timescale $\tau_{rev}$ controls the measurement error of the price volatility estimate: the larger $\tau_{rev}$, the smaller the measurement error, that is the more precise is the estimate $\hat{\sigma}_{k\tau_{rev}}$. Then, the market maker updates his fundamental price volatility belief $\hat{\omega}_{k\tau_{rev}}$ such that his current price volatility estimate $\bar{\sigma}_{k\tau_{rev}}$ equals the new long-time expected price volatility. Note that the relation between the expected long-time price volatility and fundamental price volatility belief is given by Eq. (8). Accordingly, the updated belief about the fundamental price variance satisfies the following condition:

$$\frac{\hat{\omega}_{k\tau_{rev}}^2}{2} = \bar{\sigma}_{k\tau_{rev}}^2.$$  

(10)

The dynamics with belief revision is shown schematically in Fig. 2.

The heuristic rule given above coincides with $\hat{\sigma}_{k\tau_{rev}} = \bar{\sigma}_{k\tau_{rev}}$, if $\tau_{rev} \gg \tau_{fast}$ so that $\Lambda_t = \Lambda_\infty$ given by Eq. (8). In what follows, we shall refer to this regime as the sticky expectation one. In this regime, the market maker is conservative, meaning that he slowly updates his belief; therefore, he constructs precise price volatility estimates, given that he uses a large number of past prices.

Now we have all the ingredients needed to understand why we choose to consider a time-varying fundamental price volatility belief $\hat{\omega}_t$: this choice allows to create a feedback loop between past prices and future price volatility. Specifically, past prices affect fundamental price volatility beliefs [see Eq. (10)], which in turn affect prices...
Fig. 2 Dynamics with belief revision, starting from $t = 1$. For the first $\tau_{\text{rev}}$ trading rounds, the dynamics is represented, within each trading rounds, by boxes, as in Fig. 1. The updating procedure at the end of step $\tau_{\text{rev}}$ is the only new feature: from the string of past $\tau_{\text{rev}}$ prices, the market maker computes the empirical estimate $\hat{\sigma}^2_{\tau_{\text{rev}}}$. From this estimate, the market maker updates his belief about the fundamental price variance $\hat{\sigma}^2_{\tau_{\text{rev}}}$ accordingly to Eq. (10). In addition to the green and orange arrows, already present in Fig. 1, we show cyan arrows that represent the belief revision dynamics via the price impact function [see Eqs. (4) and (6)]. This general feedback is well known to be a feature of real markets (Shiller 1990), where price volatility exhibits intermittent dynamics (Cont 2001).

We anticipate here that the slow dynamics of updating beliefs can reach a stationary regime, which will be investigated in the next section. In this case, given an initial belief $\hat{\omega}_0$, there will be an associated relaxation timescale with which the stationary regime is achieved, denoted by $\tau_{\text{slow}} = k_{\text{slow}} \tau_{\text{rev}}$. Note that we used the subscript ‘slow’ to distinguish the slow relaxation timescale, from the fast relaxation one denoted by ‘fast’, related to the market maker’s belief and the price impact function, respectively.

3 Results

3.1 Sticky expectation regime

In this section, we show that in the sticky expectation regime ($\tau_{\text{rev}} \gg \tau_{\text{fast}}$) the model simplifies, allowing for an analytical characterization of price volatility dynamics. Later, we elucidate the connection to GARCH models.

3.1.1 Kesten dynamics

The timescale with which the price impact relaxes to its long-time limit $\tau_{\text{fast}}$ is of order one, as stated in Sect. 2.1; therefore, we construct the sticky expectation regime as follows:

$$\frac{\tau_{\text{fast}}}{\tau_{\text{rev}}} \rightarrow 0, \quad \frac{\tau_{\text{NT}}}{\tau_{\text{rev}}} = r. \quad (11)$$

The first condition implies that the updating timescale $\tau_{\text{rev}}$ is way larger than the equilibrium timescale $\tau_{\text{fast}}$ of the price impact dynamics. This allows to compute analytically the price volatility estimate $\hat{\sigma}^2_{\tau_{\text{rev}}}$, thanks to two simplifications. First, it
allows to replace, in the calculation for price volatility estimate \( \sigma_{\text{rev}} \), the price impact function with its fixed point value given by Eq. (7); note that one has to replace in Eq. (7) \( \hat{\omega} \) with its time-dependent value according to Eq. (9). Second, since the price volatility estimate is constructed with a large number of observations \( (\tau_{\text{rev}} \to \infty) \), we can neglect the associated measurement error. Accordingly, we simplify the notation of price volatility expectation \( \bar{\sigma}_{\text{rev}} \) by removing the bar symbol. The second condition in Eq. (11) implies that noisy order flow volatility varies in the intervals \( (k\tau_{\text{rev}}, (k+1)\tau_{\text{rev}}] \) if \( r < \infty \). In the remaining part of the section, we measure time in units of \( \tau_{\text{rev}} \), leaving only the index \( k \), introduced in Eq. (9) to denote the trading rounds at which market maker’s beliefs are updated.

The excess volatility \( \sigma_k / \omega \) dynamics can be analytically characterized in the sticky expectation regime starting from Eq. (10) and using Eqs. (3), (4), (5) and (7). With the simplified notation detailed above, the dynamics for the excess variance reads:

\[
\frac{\sigma_k^2}{\omega^2} = \frac{1}{4} + \frac{\epsilon_k^2}{2\hat{\epsilon}^2} \sigma_{k-1}^2 - \frac{1}{\omega^2}.
\]

(12)

Therefore, the excess variance is a Kesten process (Kesten 1973), i.e., a stochastic multiplicative process repelled from zero. The Kesten dynamics implies the possibility of having an intermittent dynamics for price volatility together with large price volatility fluctuations captured by power law behavior. In fact, the dynamics depends crucially on the mean value of the stochastic multiplicative factor \( \epsilon_k^2 / (2\hat{\epsilon}^2) \). In the case where \( \delta\epsilon_k^2 \) are iid, if \( \langle \epsilon_k^2 / (2\hat{\epsilon}^2) \rangle > 1 \), the Kesten process diverges and no stable distribution is reached. Conversely, if \( \langle \epsilon_k^2 / (2\hat{\epsilon}^2) \rangle < 1 \), the Kesten process is stable and approaches a limiting distribution for large times.\(^3\) This condition has an implication for the market maker’s belief about noisy order flow volatility: the stationary regime can be reached if and only if the market maker’s underestimation of the noise trade variance \( \hat{\epsilon}^2 \) is smaller than a critical threshold \( \hat{\epsilon}^2_c \). More details about this and about the generalization to the case of correlated \( \delta\epsilon_k^2 \) are given below. The equation above, after some manipulation involving Eq. (1), can be rewritten as:

\[
\sigma_k^2 = \langle \sigma^2 \rangle + \frac{\epsilon_k^2}{2\hat{\epsilon}^2} \left( \sigma_{k-1}^2 - \langle \sigma^2 \rangle \right) + \frac{\delta\epsilon_k^2}{2\hat{\epsilon}^2} \sigma_{k-1}^2.
\]

(13)

Accordingly, price volatility dynamics is the sum of three terms: a constant long-time contribution \( \langle \sigma^2 \rangle \), a deterministic mean-reverting contribution, and a stochastic one, which represents the update based on the last empirical observation, which in turn reflects the evolving market conditions, i.e., the noise trades fluctuations \( \delta\epsilon_k^2 \).

### 3.1.2 Comparison to GARCH models

In the quantitative finance literature, GARCH models (Bollerslev 1986) are very well known (Mantegna and Stanley 1999; Bouchaud and Potters 2003). These are statistical models constructed explicitly in order to capture the intermittent dynamics of price

---

\(^3\) We will clarify what we mean by large times below when we analyze the dynamics more precisely.
volatility. In these models, price changes $\delta p_k$ are modeled as the product between the equal time volatility and Gaussian iid random variables $\xi_k$ with zero mean and unit volatility. The simplest model of this class is completely characterized by Eq. (13), with the substitutions $\frac{\varepsilon^2}{\hat{\varepsilon}^2} = \alpha$ and $\frac{\delta \varepsilon^2_k}{\hat{\varepsilon}^2} = g(\delta p_{k-1}^2 - 1)$, following the notation in Ref. Bouchaud and Potters (2003), where $\alpha < 1$ and $g > 0$. This model is coined GARCH(1, 1), since only the previous time price volatility ($\sigma_{k-1}$) and price changes ($\delta p_{k-1}$) are taken into account. Although the sticky expectation regime of our model is characterized by a GARCH-like structure, the model we set up has a richer structure, highlighted below.

- In GARCH models no connection between market price and fundamental price is provided, at variance with our Kyle-inspired model. In our model, excess volatility is the variable of interest, and not price volatility by itself [see Eq. (12)].

- Although the price volatility in the sticky expectation regime of our model is of the GARCH type, our model is able to provide a microscopic interpretation for each of the three terms which appear in Eq. (13). The first one, i.e., the long-time price variance $\langle \sigma^2 \rangle$ in our model, is related to the distance between the market condition and market maker’s beliefs, as we shall see in Sect. 3.2. Similarly, the second, i.e., the coefficient of mean-reversion, is related to the ratio $\varepsilon^2/(2\hat{\varepsilon}^2)$. Finally, the variability of the interaction term, in the sticky expectation regime of our model, is not due to the measurement error of price volatility, as in the GARCH (1, 1) model, but rather to the time variability of noisy order flow volatility: in the GARCH (1, 1) model, the price volatility estimate ($\delta p_k$) is calculated only with the previous price change, implying a sensible measurement error; conversely, in the sticky expectation regime of our model, price volatility estimate is constructed from the past $\tau_{rev} \to \infty$ prices, obtaining an estimate without measurement error.

- Individual returns, in the sticky expectation regime of our model, are not explicitly modeled, because only their volatility and the volatility of the noise trades affect the excess-volatility dynamics [see Eq. (12)]. This is not the case for the GARCH (1, 1) model, where the kurtosis of returns can be calculated (Mantegna and Stanley 1999; Bouchaud and Potters 2003). In order to address directly this quantity, one must resort to the full model described in Sect. 2.

- The stochastic multiplicative factor $\delta p_k^2$ of GARCH models is uncorrelated, whereas the one in our model $(\delta \varepsilon^2_k)$ is an AR(1) process. Accordingly, in the GARCH (1, 1) model, the Auto-Correlation function (ACF) of price variance is a single decaying exponential (Mantegna and Stanley 1999), with correlation timescale $\tau_{ACF} = 1/|\log(\alpha)|$. The sticky expectation regime of our model recovers this result if $r \to 0$; as we shall see below, in the generic case of finite $r$, the ACF of price volatility is more complicated than that predicted by GARCH model.

- The model we built allows also us to make predictions on a non-observable quantity, namely the ratio between informed and non-informed orders. Further details on this matter are given in Sect. 3.2.1.
3.2 Excess volatility

In the following, we characterize the excess volatility. First, we consider the case with fixed noise trade variance, and then we consider the case where it fluctuates. For each investigation, first, the sticky expectation regime is considered as it is easily interpretable and manageable; later, we highlight the differences with the simulation of the model presented in Sect. 2, which are affected by the measurement error on the price volatility estimate of the market maker. In Appendix A, we present a pseudo-code for the simulation.

3.2.1 Static market conditions

Consider the case where the noise trade volatility does not fluctuate over time $\varepsilon_k = \varepsilon$. In what follows, we refer to this case as the Mean Field (MF) regime. In this regime, the excess-volatility dynamics in the sticky expectation regime of our model, given by Eq. (12), becomes a deterministic dynamical equation. In the stable regime ($\varepsilon^2/(2\hat{\varepsilon}^2) < 1$), the excess volatility converges to a finite fixed point. The relaxation is exponentially fast with timescale

$$
\tau_{\text{slow}} = \tau_{\text{rev}} \left( 1 - \frac{\hat{\varepsilon}^2_{c|\text{MF}}}{\hat{\varepsilon}^2} \right)^{-1},
$$

where $\hat{\varepsilon}^2_{c|\text{MF}} = \varepsilon^2/2$. Therefore, the timescale with which the stationary regime is achieved $\tau_{\text{slow}}$ diverges as the market maker underestimation $\hat{\varepsilon}^2$ approaches the critical value $\hat{\varepsilon}^2_{c|\text{MF}}$. The mean excess volatility can be easily computed from Eq. (12), obtaining:

$$
\langle \sigma_k^2 \rangle_{\text{MF}} = 4 \left( 1 - \frac{\hat{\varepsilon}^2_{c|\text{MF}}}{\hat{\varepsilon}^2} \right)^{-1}.
$$

The equation above implies that the more the market maker underestimates the level of noise trading, the more the fixed point for the mean excess volatility grows. This can be easily explained as follows: if the market maker underestimates the mean value of noisy order flow volatility, he will overestimate the price impact function, leading to excessively volatile prices. In the case where the fluctuations $\delta\varepsilon_k$ are iid, we recover the MF result, because $\langle \varepsilon_k^2 \sigma_{k-1}^2 \rangle = \varepsilon^2 \langle \sigma^2 \rangle$.

Interestingly, our model allows predicting the ratio between informed and non-informed trades. In fact, in the MF limit of the sticky expectation regime of our model, one finds:

$$
\langle \frac{\varepsilon_{IT}^2}{\varepsilon_k^2} \rangle_{\text{MF}} = \frac{\varepsilon^2}{\hat{\varepsilon}^2} \left( 2 - \frac{\varepsilon^2}{\hat{\varepsilon}^2} \right)^{-1},
$$

4 This terminology originates from physics, where the fluctuating field is evaluated on its average value, neglecting therefore the fluctuations around it. This is exactly what we are doing here, where we are identifying the field with the noise trader’s volatility.
where $\varepsilon_{IT}^2$ is the informed trade variance.

**Numerical simulations** First, we analyze the case where the market maker knows perfectly the statistical properties of the noisy order flow volatility, i.e., $\hat{\varepsilon} = \varepsilon$; this is the case in which the REH holds. In the top panel of Fig. 3, we show results about the Probability Distribution Function (PDF) of excess variance for different values of the updating timescale $\tau_{\text{rev}}$. There, one sees that the larger $\tau_{\text{rev}}$ is, the more the excess variance is peaked around the strong rationality equilibrium value $\langle \sigma^2/\omega^2 \rangle = 1/2$ Kyle (1985); Bouchaud et al. (2018). Fluctuations are induced by measurement errors that affect the price variance estimate. Note also that the larger $\tau_{\text{rev}}$, the more the distribution is peaked since more past prices are taken into account to obtain the estimate for price variance. The inset shows in a more clear way that the mean excess variance is in agreement with the MF value of the sticky expectation regime that we analyzed in the previous section.

Next, we consider the case where the market maker underestimates the level of noisy order flow volatility, i.e., $\hat{\varepsilon} < \varepsilon$. In this case, the excess variance is shifted to larger values, as we show in the bottom panel of Fig. 3. Note that fluctuations of the excess variance are more pronounced since the underestimation of the noise trade level boosts the effect of the noise trade variance fluctuations. The inset shows again that the mean excess variance is in agreement with the MF value of the sticky expectation regime [see Eq. (15)].

### 3.2.2 Dynamic market conditions

Consider a fluctuating noise trade variance modeled as an AR(1) process with positive and finite correlation timescale $\tau_{\text{NT}}$, as the noise trade variance we defined in Eq. (1). In principle, we can compute the mean value of excess variance in the sticky expectation regime of our model starting from Eq. (12). However, the correlation of the noise term complicates the analysis. Therefore, we consider the regime of fast vanishing ACF of noise trade variance fluctuations ($r \ll 1$) (or small overall level of fluctuations, i.e., $\delta \varepsilon^2 \ll 1$). In fact, since $\varepsilon_k^2$ is Gaussian, all high-order auto-correlations boil down to terms proportional to products of two-time correlation functions between fluctuation $\delta \varepsilon_k^2$ terms, which are proportional to $\delta \varepsilon^2 \exp(-1/r) \ll 1$. The summation to first order in $\delta \varepsilon^2 \exp(-1/r)$ leads to a modified mean excess variance. In particular, the mean excess variance is still of the form given by Eq. (15), but the critical value of the market maker’s belief about noise trade variance is modified to:

$$
\hat{\varepsilon}_c^2 = \varepsilon_c^2 \bigg|_{\text{MF}} + \frac{\delta \varepsilon^2}{2} \exp(-1/\tau_{\text{NT}}).
$$

(17)

Similarly, the slow relaxation timescale $k_{\text{slow}}$ is given by Eq. (14), where one has to replace the MF critical parameter with its ‘fluctuations aware’ version given above. These findings imply that a given level of mean excess variance can be obtained with a smaller underestimation of the market maker about noise trade variance if fluctuations are present, as we show in Fig. 4.

There, in the left panel, one can see that mean excess variance is equal to its MF value if $r$ is small (bottom part of the plot) or if $\hat{\varepsilon}^2$ is negligible (left part of the plot).
Fig. 3 PDFs of excess variance with constant noise trade variance fluctuations ($\delta \varepsilon^2 = 0$), varying the updating timescale $\tau_{rev}$. The more the updating timescale becomes large, the more the excess-variance PDF is peaked on the mean value. (Top) Noise trade variance belief equal to the true value. (Bottom) Noise trade variance belief lower than true value: $\hat{\varepsilon}^2/\varepsilon^2 = 0.7$. Black dashed vertical lines show the MF level of excess variance. Insets compare the MF level of excess variance with simulation outcomes (with error bars).

Conversely, as $\hat{\varepsilon}^2$ gets closer to the critical value (right part of the plot), one can see a sharp multiplicative increase as the fluctuations are increased (top-right corner in the plot). The increase of the mean excess variance as fluctuations are more persistent (larger $r$) can be interpreted by saying that $1 - \hat{\varepsilon}^2/\varepsilon^2$ is getting smaller, implying an increase of the overall mean excess variance [see Eq. (15) properly modified by Eq. (17)]. The right panel of Fig. 4 shows that a given level of price variance can be obtained with different choices of market maker’s underestimation of noise trade variance level and the persistence of noise trade variance fluctuations.
Fig. 4 Mean excess variance as a function of the timescale ratio $r$ and of market maker’s underestimation of noise trade variance, measured by $\varepsilon^2/\hat{\varepsilon}^2$. We set the variance of noise trade fluctuations to $\delta\varepsilon^2/\varepsilon^2 = 0.1$. (Left) Normalized by the mean-field level. One can observe the departure from the mean-field description, due to the combined effect of fluctuations and of the market maker’s underestimation of the noise trade variance. (Right) Mean excess variance. One can observe that a given level of excess variance can be obtained with different combinations of the parameters

While in Fig. 4 a high mean excess variance requires in any case an underestimation of noise trade variance level, note that high excess variance can be obtained also if the market maker is right about the mean level value of fundamental price variance, but noise trade variance fluctuations are large in magnitude and are persistent. In this case, in fact, the situation our model describes is qualitatively similar to that encountered in economic models where quasinonergodicity is taken into account (Farmer and Bouchaud 2020); quasinonergodicity occurs when a stochastic process is ergodic at very long-time horizons, but where ergodicity breaks down on a timescale at which realizations from the process might realistically be observed by a human agent. This is exactly the situation the market maker faces if $r < \infty$; in this case, in fact, his belief about the fundamental price variance is sensitive to noise trade variance fluctuations. Numerical simulations We analyze simulations with fixed updating timescale $\tau_{\text{rev}}$ and different timescales of fluctuations of noisy order flow volatility $\tau_{\text{NT}}$. In the left panel of Fig. 5, one sees that the more persistent the fluctuations (large $r$), the more the PDF of excess variance is skewed toward large values (the shift is related to the underestimation of the noise trade’s level, as before). The reason why this occurs can be understood from Eq. (12); the more the noisy order flow volatility is serially correlated, the more the feedback dynamics on price volatility persists in the same direction, leading to large fluctuations of excess volatility. In the following section, we characterize analytically the tail behavior in the sticky expectation regime. The inset shows that the more persistent the fluctuations of noisy order flow volatility, the higher the mean excess volatility, consistent with the results presented in Fig. 4.
We set $\delta \varepsilon^2 / \varepsilon = 0$ and $\hat{\varepsilon}^2 / \varepsilon^2 = 0$.

3.3 Intermittent volatility dynamics

In the following, we characterize the intermittent volatility dynamics. As in the previous section, first, the sticky expectation regime is considered, and then our findings are further substantiated by the outcomes of the simulation of the model.

The intermittent dynamics of excess volatility can be characterized, at a first approximation, by the tail exponent of the Cumulative Distribution Function (CDF) of price volatility, and by the temporal decay of the ACF of the price variance, respectively, given by $\mu$ and $\tau_{ACF}$ (actually, to provide an accurate description of empirical findings, more than one timescale is needed to characterize the ACF of the price variance (Bouchaud and Potters 2003)). Results regarding the CDF’s power law tail and the structure of the ACF of price variance are available for Kesten processes with iid multiplicative noise in the stable regime, where $\langle \varepsilon_k^2 / (2\hat{\varepsilon}^2) \rangle < 1$. Below, we recall these important results, and we highlight how they change when an AR(1) process is considered.

If the noise trade variance $\varepsilon_k^2$ is iid, the CDF of excess volatility decays asymptotically as a power law with exponent $\mu$, which has the following form Sornette and Cont (1996); Bouchaud and Mézard (2000):

$$\left\langle \left( \frac{\varepsilon_k^2}{2\hat{\varepsilon}^2} \right)^{\mu/2} \right\rangle = 1.$$  \hspace{1cm} (18)

Accordingly, the tail of the price volatility CDF is thicker, i.e., $\mu$ is smaller, the more the market maker underestimates the mean level of the noisy order flow volatility. Equation (18) implies that the power law tail of the probability distribution shape is robust with respect to the underlying distribution of the multiplicative term $\varepsilon_k^2 / (2\hat{\varepsilon}^2)$. This insensitivity to microstructural details justifies Kesten processes as an effective model.
description of the universal intermittent dynamics exhibited by price volatility. If $\varepsilon^2_k$ are realizations of an AR(1) process, from numerical simulations we observe that the excess volatility has again an exponent $\mu$ which gets smaller with increasing persistence in noisy order flow volatility fluctuations.

If $\varepsilon^2_k$ are iid, the long-time ACF of price volatility is a single decaying exponential function. If $\mu > 2$, which is the case for real markets (Bouchaud and Potters 2003), the correlation timescale $\tau_{ACF}$ of price volatility writes (Bouchaud and Mézard 2000):

$$
\tau_{ACF} = \frac{8}{\mu - 1} \left( \frac{\hat{\varepsilon}}{\delta \varepsilon} \right)^4.
$$

Note that an interesting relation for $\mu$ can be obtained in the case of uncorrelated noisy order flow volatility fluctuations by comparing the equation above for $\tau_{ACF}$ with the one given in Sect. 3.1.2. According to the equation for $\tau_{ACF}$ given there, $\tau_{ACF}$ increases when $\hat{\varepsilon}$ approaches the critical value $\varepsilon_c$. From the equation above instead we conclude that $\tau_{ACF}$ increases if the level of fluctuations of noisy order flow volatility $\delta \varepsilon$ decreases, recovering the MF regime we analyzed in the previous section in the limit case where $\delta \varepsilon = 0$. In the case where $\varepsilon^2_k$ is an AR(1) process, the more persistent the noise trader’s volatility fluctuations, the more correlated price volatility, and the larger $\tau_{ACF}$.

Empirical analysis conducted on the ACF of price volatility shows that at least two timescales are needed in order to capture its temporal structure (Bouchaud and Potters 2003). In the case where $\delta \varepsilon^2_k$ is an AR(1) process, the ACF of price variance obtained with finite $r$ is captured by two decaying exponential functions, as we shall see below from numerical simulations.

**Numerical simulations** Here we compare the results of the simulation of the model we presented in Sect. 2 with the prediction of the Kesten process given by Eq. (18). To do so, we run different simulations with fixed ratio $r = 1$ approaching the limit
τ_{rev} \to \infty$, where the measurement error on the price volatility estimate vanishes and the Kesten dynamics is recovered by construction. We set the model parameters in line with empirical predictions about mean excess volatility: $\langle \sigma / \omega \rangle \sim 3.5$ is obtained if $\hat{\varepsilon}^2 / \varepsilon^2 = 0.52$ and $\delta \varepsilon^2 / \varepsilon^2 = 0.1$. Interestingly, from Eq. (16), for every stock bought/sold by an informed trader, there are $\sim 25$ stocks bought/sold by the noise trader, which means that more than 90% of the overall liquidity is made of non-informed trades. In the left panel of Fig. 6, we show the CDF of normalized price volatility. A clear result is that the larger the updating timescale $\tau_{rev}$, the thinner the tail. This agrees with intuition: the lower the measurement error on the price volatility estimate is, the lower the fluctuations of the market maker’s belief. The power law tail related to CDF of excess volatility obtained with $\tau_{rev} = 800$ is well approximated by $\mu_\infty = 8$, according to the result obtained from the simulation of the Kesten process, where the measurement error on the price volatility estimate is neglected since $\tau_{rev} \to \infty$. In the right panel of Fig. 6, we show that the power law tail of the price CDF does not change with respect to that related to price volatility, as expected. Let us mention here that one can obtain a thicker tail assuming a more realistic excess-demand process, specifically a long-range correlated process, typically with a power law tail with exponent $1/2$ Lillo and Farmer (2004). Finally, the analysis of the ACF of price variance is done in the right panel of Fig. 5. One sees that the more persistent the noise trader fluctuations, that is, the larger $r$, the slower the decay of the ACF of price variance. This result can be explained again by recalling the analysis of the sticky expectation regime given in the previous section: the more correlated the multiplicative factor in Eq. (12), the more correlated price volatility as well. In the opposite limit, the results of the simulations match the mean-field result of the sticky expectation regime we analyzed in the previous section, as expected. Note that the ACF for $r = 2$ is clearly not captured by a single decaying exponential, as is the case for empirical data (Bouchaud and Potters 2003).

4 Extensions

4.1 Risk-averse market maker

It is well known that risk aversion of the market maker implies in Kyle-like frameworks a higher price volatility with respect to the risk-neutral case; see for example Ref. Subrahmanyam (1991), where the case of an absolute relative risk-averse (CARA) market maker is considered. However, in order to explain the excess volatility encountered in empirical data an unrealistically high risk-aversion parameter has to be chosen (Leroy 2013). It is interesting to evaluate the importance of market maker’s risk aversion in driving the mean price volatility in our framework. To do so, we modify the market maker’s model behavior, so that risk aversion is enforced with CARA while the linearity of Eq. (4) is retained. The task of the market maker, in this case, is to choose $\Lambda_t$ such that:
\[
\begin{align*}
\mathbb{E}\left[ U_t^{\text{MM}} | q_t, \hat{\omega}_t, \hat{\epsilon} \right] &= \mathbb{E}\left[ q_t \left( p_t - p_t^F \right) | q_t, \hat{\omega}_t, \hat{\epsilon} \right] - \rho_t \var\left[ q_t \left( p_t - p_t^F \right) | q_t, \hat{\omega}_t, \hat{\epsilon} \right] = 0. \quad (20)
\end{align*}
\]

The risk-averse market maker’s strategy depends now also on a risk-aversion parameter \( \rho_t \), in addition to the beliefs about noise trades and fundamental price volatility. Accordingly, the self-consistent equation for the price impact function writes (Subrahmanyam 1991):

\[
\Lambda_t = \frac{2\Lambda_{t-1}\hat{\omega}_t^2}{\hat{\omega}_t^2 + 4\Lambda_{t-1}^2 \hat{\epsilon}^2} \left( 1 + 2\Lambda_{t-1}\rho_t \hat{\epsilon}^2 \right). \quad (21)
\]

It is standard in the quantitative finance literature to express the degree of risk aversion in terms of the Sharpe ratio, defined as the ratio between the expected gain and the square root of the risk associated with a given strategy. We define the Sharpe ratio per period as:

\[
S = \frac{\mathbb{E}\left[ \mathbb{E}\left[ q_t \left( p_t - p_t^F \right) | q_t \right] \right]}{\sqrt{\mathbb{E}\left[ \var\left[ q_t \left( p_t - p_t^F \right) | q_t \right] \right]}} \quad (22)
\]

In order to have a constant Sharpe ratio per period, the market maker has to choose a risk-aversion coefficient \( \rho_t = \frac{S}{\hat{\omega}_t} \).

As in the case of a risk-neutral market maker, the timescale needed for the price impact to reach the fixed point is still of order one, i.e., \( \tau_{\text{fast}} = 1 \). The fixed point of Eq. (21) can be again computed, as we did in Sect. 2.1: assuming market maker’s belief about the fundamental variance to be constant, \( \hat{\omega}_t = \hat{\omega} \), the price impact and the expected price variance are, respectively, given by:

\[
\Lambda_\infty = \frac{S + \sqrt{1 + S^2}}{2} \hat{\omega} \hat{\epsilon}, \quad (23)
\]

\[
\hat{\sigma}_\infty^2 = \frac{\hat{\omega}^2}{2} \left[ 1 + S (S + \sqrt{1 + S^2}) \right]. \quad (24)
\]

The risk aversion of the market maker increases the value of the price impact, and, consequently, it increases the value of the expected price volatility, leading, as we shall see, to an increase in the actual price volatility.

The slow dynamics of excess variance in the sticky expectation regime defined by Eq. (11) is again of the Kesten type. In fact, following the same steps which led to Eq. (12), one finds:

\[
\frac{\sigma_k^2}{\omega^2} = \frac{1}{4} + \frac{\left( S + \sqrt{1 + S^2} \right)^2}{2 \left( 1 + S (S + \sqrt{1 + S^2}) \right)} \frac{\hat{\epsilon}_k^2 \sigma_{k-1}^2}{\hat{\epsilon}^2 \omega^2}. \quad (25)
\]
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The MF version of the equation above obtained with $\varepsilon_t = \varepsilon$, admits a positive finite fixed point only if $\hat{\varepsilon}^2 > \varepsilon^2_{c,S}|_{MF} = \varepsilon^2 \left( S + \sqrt{1 + S^2} \right)^2 / [2(1 + S(S + \sqrt{1 + S^2})]$. Note that $\varepsilon^2_{c,S} \geq \varepsilon^2_{c,S=0}$: therefore, if the market maker is risk-averse, the maximum error he can make (without preventing the stationary regime to establish) on the mean noisy order flow volatility is lower than that of the risk-neutral case. The contribution to the overall price volatility due to the risk aversion of the market maker is qualitatively similar to what we investigated in Sect. 3.2, where we compared the critical value of market maker’s belief about noisy order flow volatility in presence or in absence of noisy order flow volatility fluctuations.

In the following, we consider the risk-averse case with realistic values of the parameters, simulating the dynamics in the sticky expectation regime equilibria with uncorrelated noisy order flow volatility. We do so by setting an equal value for the mean excess volatility compatible with empirical results reported in the literature (Shiller 1981; Bouchaud et al. 2017), i.e., $\langle \sigma/\omega \rangle \sim 2.5$. For example, this level of excess volatility can be achieved in the risk-averse case with the choice of parameters $S = 0.1, \varepsilon^2/\bar{\varepsilon}^2 = 1.75$ and $\delta \varepsilon^2 = 0.15$. We obtain a price volatility correlation timescale of $\tau_{ACF} \sim 25$ and an exponent $\mu \sim 5$ for the tail of the price volatility CDF. Since in empirical works the ACF timescale of price volatility is of the order of months, when asking for a realistic value of the annualized Sharpe ratio (in a competitive market one would expect it to be of order 1), one obtains plausible values for the daily Sharpe ratio $S$ of the order of $\sim 0.1$. This illustrative example highlights the fact that in order to describe a reasonably competitive market ($S \sim 0.1$), excess volatility cannot be accounted for solely on the basis of risk aversion, and needs to be justified by a large negative bias in the estimation of the average noise trade level $\hat{\varepsilon}^2/\varepsilon^2$, possibly boosted by the effect of the fluctuations. Indeed, one can explore the excess volatility for different values of $r$ as we did in Sect. 3.2.2. As it is shown in Fig. 7, the mean excess volatility increases if the noise trade variance is correlated over time.

We thus provided a mechanism to generate a realistic mean excess-volatility level while recovering intermittent dynamics for price volatility which does not rely primarily on the risk aversion of the market maker, providing a possible solution, in line with the AMH, for a long-lasting problem in economic literature (Leroy 2013).

4.2 Cost-averse noise trading, liquidity crises, and flash crashes

Up to now, we considered a passive noise trader, namely a noise trader who does not modify his trading intensity even if the price impact increases, resulting in higher trading costs. Moreover, the passive noise trader hypothesis implies that the level of liquidity is always finite and bounded from below by the constant liquidity provided by the noise trader. In reality, instead, the overall level of liquidity fluctuates over time; the market can experience liquidity crises, that is, situations in which the overall liquidity vanishes, while the price impact goes virtually to infinity. In what follows, we consider a cost-averse noise trader and we show how this modification can account for the fragility exhibited by financial markets.
Fig. 7 Mean excess variance as a function of the timescale ratio $r$ and of market maker’s underestimation of noise trade variance, measured by $\varepsilon^2/\hat{\varepsilon}^2$ in the presence of a risk-averse market maker with $S = 0.1$. We set the variance of noise trade fluctuations to $\delta \varepsilon^2/\hat{\varepsilon}^2 = 0.15$. (Left) Normalized by the mean-field level. One can observe the departure from the mean-field description, due to the combined effect of fluctuations and the market maker’s underestimation of the noise trade variance. (Right) Mean excess variance. One can observe that a given level of excess variance can be obtained with different combinations of the parameters. The example analyzed in the main text corresponds to the set of parameters identified by the bottom-right corner.

The cost-averse noise trader demand $q_t^{NT}$ minimizes the expectation of a cost function $C_t^{NT}$ made of two terms: the first is the usual profit and loss term multiplied by the cost-aversion parameter $\phi > 0$, while the second the squared difference between the actual demand $q_t^{NT}$ and a (moving) trading target $q_t^{tgt}$:

$$C_t^{NT} = \left(q_t^{NT} - q_t^{tgt}\right)^2 - \phi q_t^{NT} p_t,$$

(26)

where $q_t^{tgt}$ are realizations of a Gaussian process with zero mean and time-varying volatility $\varepsilon_t$ which we assume to be known by the cost-averse noise trader. The time-varying volatility $\varepsilon_t$ has an AR(1) structure. We assume that, as was the case for the informed trader, the cost-averse noise trader can infer past price impact functions and use the last known value in order to construct his strategy. Accordingly, the trading strategy of the cost-averse noise trader reads:

$$q_t^{NT} = \frac{q_t^{tgt}}{1 + \phi \Lambda_{t-1}},$$

(27)

We can relate the cost-aversion parameter $\phi$ with a tracking error $\xi > 0$ which measures how much the cost-averse noise trader can afford to be off with respect to his trading target. The squared tracking error $\xi^2$ is defined as follows:

$$\xi^2 = \left\langle \left(\frac{q_t^{NT} - q_t^{tgt}}{\varepsilon^2}\right)^2 \right\rangle_{\infty}$$

(28)
where the subscript $\infty$ means that the cost-averse noise trader sets his tracking error $\xi$ assuming that the price impact is equal to its fixed point value, which we assume he can compute. The link between the cost-aversion parameter $\phi$ and the tracking error parameter $\xi$ is given by $\phi = 2\xi\hat{\epsilon}/\hat{\omega}$.

We suppose that the risk-neutral market maker does not know the volatility of the cost-averse noise trader’s target, but he has a prior about it, namely, $\hat{\epsilon}$. Moreover, we assume that the market maker knows the parameter $\phi$ (or, equivalently, $\xi$) of the cost-averse noise trader, for simplicity. The dynamics of the price impact function is therefore again given by Eq. (6) where one has to take into account the new expression for the noise trade variance belief which stems from Eq. (27); this amounts to employ the substitution $\hat{\epsilon}^2 \rightarrow \hat{\epsilon}^2/(1 + \phi \Lambda_{t-1})^2$ in Eq. (6). Accordingly, the long-time price impact function reads

$$\Lambda_\infty = \frac{1}{2(1 - \xi)} \frac{\hat{\omega}}{\hat{\epsilon}},$$

while the expected price volatility is given again by Eq. (8). Note that the price volatility is not affected by the noise trader’s cost aversion $\phi$ (or $\xi$) in the case where the market maker knows with absolute precision this parameter. We assume that these fixed points are known by the cost-averse noise trader, who uses such information to construct his strategy based on Eq. (28). The noise trade variance at the fixed point is $(1 - \xi)^2 \epsilon_t^2$ and vanishes if the noise trader’s cost aversion is high, i.e., in the limit $\xi \rightarrow 1$; accordingly, also the overall liquidity scales with $(1 - \xi)^2$. Therefore, the higher the cost-aversion of the noise trader, the smaller the overall level of liquidity in the market. At the same time, the price impact function diverges as $\xi \rightarrow 1$ such that the price volatility remains constant.

Interestingly, the cost aversion of noise trades results in a kind of friction force that delays the approach of the price impact function to the fixed point. In fact, we find that the relaxation time related to the price impact dynamics with constant belief is given by:

$$\tau_\xi = \frac{1}{1 - \xi}.$$  

An important difference with the case of the passive noise trader, is that the relaxation timescale $\tau_\xi$ is now $\xi$-dependent. In particular, it diverges as the noise trader becomes extremely cost-averse ($\xi \rightarrow 1$), resulting in a market that evolves in a strongly out-of-equilibrium regime, where the liquidity vanishes, the price impact diverges, while price volatility remains bounded.

The overall liquidity fluctuates much more than what was implied by the first version of our model, where the strategy of the noise trader was cost-independent. We present this finding in Fig. 8, where we show the results of the modified model simulation in the sticky expectation regime given by Eq. 11. One can see in blue the results of simulations where the noise trader is cost neutral, while in orange one sees the results where the noise trader is cost averse. It is clear that orange lines represent a regime where the liquidity and the price impact dynamics are more intertwined. In particular,
Fig. 8 Comparison between sticky expectation regime dynamics with cost-averse and cost-neutral noise trader, with parameters $\hat{\epsilon}^2/\epsilon^2 = 0.52$, $\delta\epsilon^2/\epsilon^2 = 0.15$ and $\tau_{NT} = 0$. (Top) price impact dynamics. (Middle) Total excess-demand dynamics. (Bottom) Price volatility estimate. Blue lines are related to cost-neutral noise trading, while orange lines are related to the cost-averse case. The black dashed line points at the regime where, in the case of cost-averse noise trader, the liquidity vanishes.

The peak in the price impact function (orange line in the top panel) corresponds to the period in which the overall liquidity is small. Regarding the price volatility in presence of the cost-averse noise trader (orange line in bottom panel), while it rises in the proximity of the liquidity crises, the values attained are still comparable with those in absence of the noise trader’s cost aversion. In fact, as we highlighted above, the equation for the price volatility does not change with respect to the case of cost-neutral noise trader if the market maker knows exactly the cost aversion parameter of the noise trader.

To obtain a volatility profile that reacts to liquidity crises, one has to relax the assumption that the market maker knows the true cost-aversion parameter of the noise trader $\xi$. With this modification, in fact, the resulting excess-volatility dynamics in the sticky expectation regime reads

$$\sigma_k^2 \omega^2 = \frac{1}{4} \left[ 1 + \left( \frac{1 - \xi_k^2}{1 - \hat{\xi}^2} \right)^2 \frac{\epsilon_k^2}{2\hat{\xi}^2} \right],$$

where $\hat{\xi}$ denotes the market maker’s belief about the true tracking error parameter of the cost-averse noise trader. The equation above shows that if the market maker overestimates the noise trader’s cost aversion, and if $\hat{\xi} \to 1$, then the fixed point price volatility diverges, simulating a flash crash where the liquidity vanishes while the price volatility diverges.

5 Conclusion and outlook

Let us summarize what we have achieved. The aim of this paper was to modify the classic framework of asymmetrically informed agents in presence of noise in order to
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capture the excess volatility and volatility clustering exhibited by real financial markets, without resorting to unrealistic risk-averse agents (Leroy 2013) nor fundamental innovation clustering. We proposed a modification of the paradigmatic Kyle model of price formation, where agents adapt to the ever-evolving market conditions. Accordingly, each trader has his own model of reality, which does not generally match that of other traders; for example, we assumed that the market maker sets prices, while he does not know the precise level of signals and noise, that is, of the fundamental price and the non-informed trades variance. Moreover, we allowed the market maker to update his belief about the unobservable fundamental price variance by comparing the price variance expectations with empirical estimates. The market maker, therefore, acts based on a system of temporarily fulfilled expectations (Arthur 1994). We analytically characterized the model in a realistic limit: the resulting stationary dynamics of excess volatility is of the Kesten type (Kesten 1973), i.e., a stochastic multiplicative process repelled from zero (Sornette and Cont 1996), which exhibits intermittent dynamics and power law tails. Interestingly, power law behavior is robust against changes in the way market conditions evolve over time. This important finding is in line with the idea that adaptive behavior in the presence of noise, being a universal feature of human behavior, can be reflected in the universality of price dynamics across time and across markets. As a side, yet compelling, result, the microfoundation we propose is able to rationalize GARCH models while taking into account the relation of the price with fundamentals; as a consequence, the parameters that define the GARCH process are directly linked with non-observable quantities such as volatility of fundamentals and of noise trades. Hence, the microfoundation we propose enhances the interpretability as well as the predictive capacity of GARCH models. Our model predicts that some excess volatility can be accounted for by a mechanism based on quasinonergodicity which has been recently proposed as a way to overcome the classic strong rationality paradigm (Farmer and Bouchaud 2020); in fact, we have shown that excess volatility is higher in situations where the updating timescale of the market maker is of the same order of magnitude as the timescale with which the market conditions vary.

The microfoundation we propose seems suitable to describe the large fraction of price jumps not directly linked to fundamental innovations’ arrivals. In fact, it predicts symmetric price jumps, in line with empirical findings (Marcaccioli et al. 2022); therefore, it points at the fact that symmetric GARCH models are more prone to describe price jumps not related to external fundamental innovations, at odds with the EMH story which relies on fundamental innovation clustering.

The present framework is versatile. For instance, in Sect. 4.2 we chose to analyze the case of a cost-averse noise trader, and showed that the more cost-aversion there is, the more fragile and illiquid the market is. If the market maker does not know precisely the noise trader’s cost aversion, flash crashes can occur. Yet, we analyzed only the case of constant cost aversion. It could be of real interest to couple the cost-aversion of the noise trader and the updating timescale of the market maker’s model with the current price volatility level. This coupling should lead to a more realistic description of the fragile and highly intertwined endogenous dynamics able to account for flash crashes in financial markets (Fosset et al. 2020). Another relevant extension, that may interest researchers dealing with financial contagion (Gualdi et al. 2016; Poledna et al. 2021), is to consider a multi-asset generalization. In fact, by assuming
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a network of interdependent fundamental prices, one can explore the extra fragility due to traders’ interactions. Unlike Ref. Lehalle et al. (2021), in which the effect of transaction costs is investigated, we consider the limit case in which spread costs are negligible, mimicking a market in which price movements are primarily driven by informational effects rather than by microstructural ones. Integrating transaction costs and, more generally, microstructural effects in our framework is an interesting extension that should be addressed along those lines. Another interesting extension is to consider several traders for each category, namely, informed traders and market makers (and cost-averse noise trader); this is expected to introduce additional effects, e.g., competition among market makers and the front-running of liquidity takers (Roşu 2019) or fat tails in the correlation volatility ACF (Ghoulmie et al. 2005; Cont 2007; Axtell and Farmer 2022; Wehrli and Sornette 2022). Moreover, a description similar to that of Mean-Field Games (Lasry and Lions 2007) could emerge in the limit of infinitely many agents; note, however, that we don’t expect the technical machinery of Mean Field Games to apply as it is, since we are considering heuristic rules and not purely strategic behaviors. Finally, one could think of an extension with a correlated excess-demand process, in line with empirical observations (Lillo and Farmer 2004). See Refs. Vodret et al. (2021, 2022); Cordoni and Lillo (2022) for inspiration on how to tackle such ideas.
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A How to simulate the model

Below we present a pseudo-code to perform simulations of the model presented in Sect. 2.

Note that the simulation is characterized by four (+1 timescale, if the market is stable) timescales:

1. $t$, over which trading take place.
2. $\tau_{NT}$, over which noisy order flow volatility fluctuates. This is a parameter which the modeler has to fix.
3. $\tau_{fast}$, over which the fast dynamics of price impact reaches the stationary regime. This parameter controls the fast dynamics of price impact, given by Eq. (6), which has been analyzed in Sect. 2.1.
4. $\tau_{rev}$, over which the market maker updates his belief about fundamental price volatility. This is a parameter which the modeler has to fix.
Consider a simulation which starts from $t = 1$ and $k = 0$, with initial conditions \{$\Lambda_0, \hat{\omega}_0, \delta \hat{\varepsilon}_1$\} and $T$ total duration $T = \tau_{\text{rev}} K$, with $K$ a positive integer. The other parameters needed to run the simulations are \{$\omega, \varepsilon, \delta \varepsilon, \hat{\delta} \varepsilon, \tau_{\text{NT}}, \tau_{\text{rev}}$\}. We set $\omega = \varepsilon = 1$.

\begin{verbatim}
for $t \leq T$ do
  Build the excess demand $q_t = q_t^{\text{IT}} + q_t^{\text{NT}}$,
  the informed trade $q_t^{\text{IT}}$ is given by Eq. (5), i.e., it is the ratio between a realization of the fundamental price $p_t^F$, obtained from a Gaussian process with zero mean and volatility $\omega$, and the last observed price impact function $\Lambda_{t-1}$; the noise trade $q_t^{\text{NT}}$ is a realization of a Gaussian process with zero mean and volatility $\varepsilon_t$. Then, the price $p_t$ is given by Eq. (4) and Eq. (6), with fundamental price and noisy order flow volatility beliefs, respectively, given by $\hat{\omega}_k \tau_{\text{rev}}$ and $\hat{\varepsilon}$; in doing this last step, one updates the price impact function.
  if $t \neq (k + 1) \tau_{\text{rev}}$ then
    $t + +$.
    Update noisy order flow volatility $\varepsilon_t$ according to Eqs. (1) and (2).
  end
  else
    First, construct a price volatility estimate $\hat{\sigma}_k \tau_{\text{rev}}$ from the past $\tau_{\text{rev}}$ prices $p_t$.
    Then, update the fundamental price volatility $\omega_k \tau_{\text{rev}}$ according to Eq. (10). $t + +, k + +$.
  end
end
\end{verbatim}

5. $\tau_{\text{slow}}$, over which the belief of the market maker converge in distribution, if the market is stable. In this case, this parameter controls the slow dynamics of market maker’s belief, given by Eq. (10) analyzed in Sect. 2.2.

References

Arthur WB (1994) Inductive reasoning and bounded rationality. Am Econ Rev 84:406
Ascari G, Zhang Y (2022) Limited memory, time-varying expectations and asset pricing, working paper
Axtell RL, Farmer JD (2022) Agent-based modeling in economics and finance: past, present, and future. J Econ Literat
Bachelier L (1900) Théorie de la spéculation. Annales scientifiques de l’École Normale Supérieure 17:21
Bacry E, Delour J, Muzy JF (2001) Multifractal random walk. Phys Rev E 64:026103
Black F, Scholes M (1973) The pricing of options and corporate liabilities. J Polit Econ 81:637
Blume L, Easley D (2009) The market organism: Long-run survival in markets with heterogeneous traders. J Econ Dyn Contr 33:1023
Bollerslev T (1986) Generalized autoregressive conditional heteroskedasticity. J Econom 31:307
Bottazzi G, Giachini D (2019) Far from the madding crowd: collective wisdom in prediction markets. Quant Financ 19:1461
Bouchaud J-P, Bonart J, Donier J, Gould M (2018) Trades, quotes and prices: financial markets under the microscope. Cambridge University Press
Bouchaud J-P, Ciliberti S, Lemprière Y, Majewski A, Seager P, Ronia K (2017) Black was right: price is within a factor 2 of value. SSRN Electr J
Bouchaud J-P, Potters M (2003) Theory of financial risk and derivative pricing. Cambridge University Press
Bouchaud J-P (2008) Economics need a scientific revolution. Nature 455:1181
Bouchaud J-P, Mézard M (2000) Wealth condensation in a simple model of economy. Phys A Stat Mech Appl 282:536
Bouchaud J-P, Gefen Y, Potters M, Wyart M (2004) Fluctuations and response in financial markets: the subtle nature of ‘random’ price changes. Quant Financ 4:176
Cont R (2007) Long memory in economics. Springer, pp. 289–309

 Springer
Cont R (2001) Empirical properties of asset returns: stylized facts and statistical issues. Quant Financ 1:223
Cordoni F, Lillo F (2022) Transient impact from the Nash equilibrium of a permanent market impact game, arXiv preprint arXiv:2205.00494
Cutler D, Poterba J, Summers L (1988) What moves stock prices?. In: NBER working papers 2538 (National Bureau of Economic Research, Inc)
Diebold FX (2004) The nobel memorial prize for Robert F Engle. Scand J Econ 106:165
Dindo P, Massari F (2020) The wisdom of the crowd in dynamic economies. Theor Econ 15:1627
Engle RF (1982) Autoregressive conditional heteroscedasticity with estimates of the variance of United Kingdom inflation. Econometrica 50:987
Farmer R, Bouchaud J-P (2020) Self-fulfilling prophecies, quasi non-ergodicity and wealth inequality. Working Paper 28261. National Bureau of Economic Research
Follmer H, Horst U, Kirman A (2005) Equilibria in financial markets with heterogeneous agents: a probabilistic perspective. J Math Econ 41:123
Fosset A, Bouchaud J-P, Benzaquen M (2020) Endogenous liquidity crises. J Stat Mech Theory Exp
Gatheral J, Jaisson P, Rosenbaum M (2018) Volatility is rough. Quant Financ 18:933
Ghoulmie F, Cont R, Nadal J-P (2005) Heterogeneity and feedback in an agent-based market model. J Phys Cond Matter 17:S1259
Giachini D (2021) Rationality and asset prices under belief heterogeneity. J Evol Econ 31:207
Gualdi S, Cimini G, Primicerio K, Di Clemente R, Challet D (2016) Statistically validated network of portfolio overlaps and systemic risk. Sci Rep 6:39467
Hommes C (2021) Behavioral and experimental macroeconomics and policy analysis: a complex systems approach. J Econ Liter 59:149
Hommes C, Zhu M (2014) Behavioral learning equilibria. J Econ Theory 150:778
Inoua SM (2020) News-driven expectations and volatility clustering. J Risk Financ Manag 13:17
Jiang X, Chen T, Zheng B (2013) Time-reversal asymmetry in financial systems. Phys A Stat Mech Appl 392:5369
Joulin A, Lefevre A, Grunberg D, Bouchaud J-P (2008) Stock price jumps: news and volume play a minor role. Wilmott Mag
Kesten H (1973) Equilibria in financial markets with heterogeneous agents: a probabilistic perspective. Acta Math 131:207
Kyle A (1985) Continuous auctions and insider trading. Econometrica 53:1315
Lasry J-M, Lions P-L (2007) Mean field games. Jpn J Math 2:229
Lehalle C-A, Neuman E, Shlomov S (2021) Phase transitions in Kyle’s model with market maker profit incentives. SSRN Electr J. https://doi.org/10.2139/ssrn.3799712
Leroy SF (2013) Can risk aversion explain stock price volatility? FRBSF Economic Letter
LeRoy S, Porter RD (1981) The present-value relation: tests based on implied variance bounds. Econometrica 49:555
Lillo F, Farmer J (2004) The long memory of the efficient market. Stud Nonlinear Dyn Econ 8:1
Lo AW (2004) The adaptive markets hypothesis. J Portf Manag 30:15
Lo AW (2008) Efficient markets hypothesis. New Palgrave Dict Econ 2:1
Mandelbrot B (1963) The variation of certain speculative prices. J Bus 36:394
Mantegna RN, Stanley HE (1999) Introduction to econophysics: correlations and complexity in finance. Cambridge university press
Marcaccioli R, Bouchaud J-P, Benzaquen M (2022) Exogenous and endogenous price jumps belong to different dynamical classes. J Stat Mech Theory Exp 2022:023403
Miccichè S, Bonanno G, Lillo F, Mantegna RN (2002) Volatility in financial markets: stochastic models and empirical results. Phys A Stat Mech Appl 314:756
O’Hara M (1998) Market microstructure theory. Blackwell Publishing Ltd
Poledna S, Martínez-Jaramillo S, Caccioli F, Thurner S (2021) Quantification of systemic risk from overlapping portfolios in the financial system. J Financ Stab 52:100808
Roșu I (2019) Fast and slow informed trading. J Financ Markets 43:1
Shiller R (1981) do stock prices move too much to be justified by subsequent changes in dividends? Am Econ Rev 71:421
Shiller R (1990) Market volatility and investor behavior. Am Econ Rev 80:58
Shiller RJ (2013) Speculative asset prices. Tech Rep 2013:6
Sornette D, Cont R (1996) Convergent multiplicative processes repelled from zero: power laws and truncated power laws. Journal De Physique I France 7:431
Steinbacher M, Raddant M, Karimi F, Cuena E, Alfarano S, Iori G, Lux T (2021) Advances in the agent-based modeling of economic and social behavior. SN Bus Econ 1:99
Subrahmanyam A (1991) Risk aversion, market liquidity, and price efficiency. Rev Financ Stud 4:416
Tversky A, Kahneman D (1974) Judgment under uncertainty: heuristics and biases. Science 185:1124
Vodret M, Mastromatteo I, Tóth B, Benzaquen M (2021) A stationary Kyle setup: microfounding propagator models. J Stat Mech Theory Exp 2021:033410
Vodret M, Mastromatteo I, Tóth B, Benzaquen M (2022) Do fundamentals shape the price response? A critical assessment of linear impact models. Quant Financ 0:1
Wehrli A, Sornette D (2022) The excess volatility puzzle explained by financial noise amplification from endogenous feedbacks. Sci Rep 12
Zumbach G (2009) Time reversal invariance in finance. Quant Financ 9:505

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.