COMPUTING SERRE’S INTERSECTION MULTIPlicITIES

DANG TUAN HIEP

Abstract. The aim of this note is to describe how to compute the intersection multiplicity defined by Jean Pierre Serre. Furthermore, many examples in [8] are checked by our implementation in SAGE and SINGULAR.

1. Introduction

There have been many definitions of intersection multiplicities and each has its own range of applications and set of assumptions. Generally the basic idea is to define the order of tangency of two subspaces meeting at one point in such a way that certain natural conditions hold. Serre’s definition is purely algebraic and satisfies conditions listed below.

Example 1.1. Let consider the intersection of two curves in the plane. One of the curves is the $x$-axis. The other curve is defined by the equation $y = x^3 - x^2$. There are two points of intersection, the origin $(0, 0)$ and the point $(1, 0)$, the first with multiplicity 2 and the second with multiplicity 1. The basic idea behind early algebraic definition of intersection multiplicity is that it should be determined by the dimension of the vector space obtained by dividing the polynomial ring $k[x, y]$ by the ideal generated by the polynomial defining the curves. In this case the polynomials are $y$ and $y - x^3 + x^2$, the quotient $k[x, y]/(y, y - x^3 + x^2)$ is isomorphic to $k[x]/(x^3 - x^2)$, which has dimension 3. This number gives the total number of intersections counted with the appropriate multiplicities. In order to obtain the multiplicity at each point, we replace the ring $k[x, y]$ by its localization at that point. For instance, at the point $(0, 0)$, if $R$ denotes the localization of the polynomial ring at the ideal $(x, y)$, it is easy to show that the dimension of $R/(y, y - x^3 + x^2)$ is 2. We are able to check these results with SAGE [13] as follows:

```
sage: R.<x,y> = QQ[]; I = R.ideal(y); J = R.ideal(y - x^3 + x^2)
sage: Y = AffineScheme(I); Z = AffineScheme(J)
sage: p1 = (0,0); p2 = (1,0)
sage: Y.intersection_multiplicity(Z, p1)
2
sage: Y.intersection_multiplicity(Z, p2)
1
```
**Remark 1.2.** In order to do the computations using SAGE in this note, we need to attach the separate package (``scheme_base.py``) using the following command:

```
sage: attach scheme_base.py
```

The source code of this separate package is available at [http://uniba-it.academia.edu/HiepDang/Teaching/3](http://uniba-it.academia.edu/HiepDang/Teaching/3).

This example suggests that we can define intersection multiplicities in general as follows: we take the local ring at a point, which we denote \( R \), take the ideals defining the two subvarieties near the point, say \( I \) and \( J \), and define the intersection multiplicity as the vector space dimension \( \dim_k(R/(I+J)) \). We remark that the fact this point is an isolated point of the intersection assures that this dimension is finite. Using this definition we can implement a command to compute the intersection multiplicities as follows:

1. **Affine case**:

   ```python
def intersection_multiplicity(self, arg, point):
   local_ring1, trans1 = localize_at_point(self.ring(),point)
   local_ideal1 = trans1(self.ideal())
   local_ring2, trans2 = localize_at_point(arg.ring(),point)
   local_ideal2 = trans2(arg.ideal())
   return AffineScheme(local_ideal1 + local_ideal2).degree()
```

   Note that the command `localize_at_point` is defined below.

2. **Projective case**:

   ```python
def intersection_multiplicity(self, arg, point):
   R = self.ring()
   i = 0
   for i in range(R.ngens()):
       if point[i] != 0:
           break
   U = self.affine_chart(R.gen(i))
   V = arg.affine_chart(R.gen(i))
   p = list(point)
   pi = p.pop(i)
   new_point = tuple([1/pi*x for x in p])
   return U.intersection_multiplicity(V,new_point)
```

   Note that the command `affine_chart` is also defined below.

The problem with this definition is that it lacks some of the properties required by intersection multiplicities; in particular, it does not satisfy Bézout’s Theorem.

**Theorem 1.3** (Bézout’s Theorem, see in [9]). Let \( Y \) and \( Z \) be closed subschemes of \( \mathbb{P}^n \) such that they are of complementary dimension and intersect in a finite number of points. Then...
the number of points of intersection counted with multiplicities is the product of the degrees of the $Y$ and $Z$.

In order to see why the above definition of intersection multiplicity does not satisfy Bézout’s Theorem, we consider the following example.

**Example 1.4 (Example 7.1.4 in [8]).** Let $Y$ and $Z$ be subschemes of $\mathbb{P}^5$ defined by the ideals $I = (xz, xw, yz, yw)$ and $J = (x - z, y - w)$, respectively, where the coordinate ring of $\mathbb{P}^5$ is $R = \mathbb{Q}[x, y, z, w, t]$.

```
sage: R.<x,y,z,w,t> = QQ[]
sage: I = R.ideal(x*z,x*w,y*z,y*w); J = R.ideal(x - z, y - w)
sage: Y = ProjectiveScheme(I); Z = ProjectiveScheme(J)
sage: point = (0,0,0,0,1)
sage: Y.intersection_multiplicity(Z, point)
3
sage: Y.degree()
2
sage: Z.degree()
1
```

This means that the intersection of $Y$ and $Z$ is at unique point $(0,0,0,0,1)$ with multiplicity 3. However the degrees of $Y$ and $Z$ are 2 and 1, respectively. Thus Bézout’s Theorem is not satisfied in this case.

We now give Serre’s definition of intersection multiplicities, which does not have this drawback. To improve flexibility, the definition is given in terms of modules $M$ and $N$; the case of subvarieties is the case in which $M = R/I$ and $N = R/J$ as above.

**Definition 1.5 ([9]).** Let $R$ be a regular local ring, and let $M$ and $N$ be finitely generated $R$-modules such that $M \otimes_R N$ is an $R$-module of finite length. Then the intersection multiplicity of $M$ and $N$ is

$$\chi(M, N) = \sum_i (-1)^i \text{length}(\text{Tor}_i^R(M, N)).$$

This definition requires two conditions that $\text{Tor}_i^R(M, N)$ has finite length for each $i$ and that it be zero for large $i$. The first condition follows from the assumption that $M \otimes_R N$ has finite length. The second condition is a modern version of the Hilbert Syzygy Theorem, that for a regular local ring, the projective dimension of any module is finite.

The intersection multiplicities should have the following properties:

1. It satisfies Bézout’s Theorem.
2. If $M = R/I$ and $N = R/J$, where $I$ and $J$ are ideals defined by smooth subschemes intersecting transversally, then $\chi(M, N) = 1$. 
In the chapter 8 of [9], the author shows that Bézout’s Theorem holds if Serre’s definition of intersection multiplicity is used. However, there are other properties that are not obvious, for example, that the intersection multiplicity is nonnegative. Serre [12] conjectured that the following should be true.

Let $R$ be a regular local ring, and $M$ and $N$ be finitely generated $R$–modules. Suppose that $M \otimes_R N$ is a module of finite length. Then

1. $\dim(M) + \dim(N) \leq \dim(R)$.
2. $\chi(M,N) \geq 0$.
3. $\chi(M,N) \neq 0$ if and only if $\dim(M) + \dim(N) = \dim(R)$.

It is easy to see that the second and third conditions can be replaced by

1. (Vanishing) If $\dim(M) + \dim(N) < \dim(R)$, then $\chi(M,N) = 0$.
2. (Positivity) If $\dim(M) + \dim(N) = \dim(R)$, then $\chi(M,N) > 0$.

In fact Serre proved the first one in general and others in many cases. All three were proven in the case of equal characteristic. The details can be found in Serre [12].

The vanishing conjecture has been proven for arbitrary regular local rings using local Chern characters (Roberts [10, 11]) and independently using Adams operations (Gillet and Soulé [7]).

The fact $\chi(M,N) \geq 0$ has been proven by Gabber using de Jong’s theorem on the existence of regular alterations. Gabber’s result can be found in Berthelot [1], and de Jong’s theorem can be found in de Jong [2]. The positivity conjecture is still open.

2. HOW TO COMPUTE SERRE’S INTERSECTION MULTIPlicITIES

Let $Y$ and $Z$ be two subschemes of $\mathbb{P}^n$. Assume that $Y$ and $Z$ are defined by ideals $I$ and $J$ and that $Y \cap Z$ consists of a finite set of points. For each point $p$ in the intersection, let $m_p$ be the maximal ideal of $R = k[x_0, \ldots, x_n]$ corresponding to $p$, and let $\chi((R/I)_{m_p}, (R/J)_{m_p})$ over the regular local ring $k[x_0, \ldots, x_n]_{m_p}$ be the intersection multiplicity at $p$.

Question. How can we compute $\chi((R/I)_{m_p}, (R/J)_{m_p})$?

2.1. Affine case. In the affine case, firstly, we need to return the localization of the polynomial ring at the maximal ideal which corresponding to the intersected point. We also need to return the translation mapping from the polynomial ring to its localization.

```python
def localize_at_point(ring, point):
    local_ring = PolynomialRing(ring.base_ring(),
    ring.variable_names(), order = 'ds')
    new_coordinate = [local_ring.gens()[i] + point[i]
        for i in range(local_ring.ngens())]
    trans = ring.hom(new_coordinate)
    return local_ring, trans
```
Then we use the interfaces between Sage and Singular [4] to compute
\[
\text{length}(\text{Tor}_i^{R_{m_p}}((R/I)_{m_p}, (R/J)_{m_p})),
\]
where \( R_{m_p} \) denotes the localization of the polynomial ring at the maximal ideal \( m_p \) which corresponding to the intersected point \( p \).

```python
def serre_intersection_multiplicity(self, arg, point):
    local_ring, trans = localize_at_point(self.ring(), point)
    I = trans(self.ideal())
    J = trans(arg.ideal())
    from sage.interfaces.singular import singular
    singular.LIB('homolog.lib')
    i = 0
    s = 0
    t = sum(singular.Tor(i, I, J).std().hilb(2).sage())
    while t != 0:
        s = s + ((-1)**i)*t
        i = i + 1
        t = sum(singular.Tor(i, I, J).std().hilb(2).sage())
    return s
```

2.2. Projective case. In the projective case, firstly, we need to return the affine chart of a projective scheme. It should be an affine scheme.

```python
def affine_chart(self, v):
    ngens = [p.subs({v:1}) for p in self.ideal().gens()]
    L = list(self.ring().gens())
    L.remove(v)
    R = PolynomialRing(self.ring().base_ring(), L)
    return AffineScheme(R.ideal(ngens))
```

Then we recall the computation in the affine case.

```python
def serre_intersection_multiplicity(self, arg, point):
    R = self.ring()
    i = 0
    for i in range(R.ngens()):
        if point[i] != 0:
            break
    U = self.affine_chart(R.gen(i))
    V = arg.affine_chart(R.gen(i))
    p = list(point)
    pi = p.pop(i)
```
new_point = tuple([1/pi*x for x in p])
return U.serre_intersection_multiplicity(V, new_point)

Let us consider again the Example 1.4 as follows:
sage: R.<x,y,z,w,t> = QQ[]
sage: I = R.ideal(x*z,x*w,y*z,y*w); J = R.ideal(x - z, y - w)
sage: Y = ProjectiveScheme(I); Z = ProjectiveScheme(J)
sage: point = (0,0,0,0,1)
sage: Y.serre_intersection_multiplicity(Z, point)
2
Serre’s definition shows that the intersection multiplicity of $Y$ and $Z$ at the point $(0,0,0,0,1)$ should be 2. Thus Bézout’s Theorem is satisfied in this case.

**Example 2.1** (Example 7.1.5 in [8]). In $\mathbb{A}^4$, let $Y$ be the affine scheme defined by the ideal generated by $x, w$ and let $Z$ be the image of the finite morphism $\varphi$ from $\mathbb{A}^2$ to $\mathbb{A}^4$ given by

$$
\varphi(s, t) = (s^4, s^3t, st^3, t^4).
$$

We use SINGULAR (see in [3] and [6] for more details) to compute the ideal defines $Z$ as follows:

```plaintext
> ring R = 0,(s,t,x,y,z,w),dp;
> ideal J = x-s^4,y-s^3t,z-st^3,w-t^4;
> eliminate(eliminate(J,s),t);
_[1]=yz-xw
_[2]=z^3-yw^2
_[3]=xz^2-y^2w
_[4]=y^3-x^3z
```

Thus $Z$ is an affine scheme defined by the ideal generated by $yz-xw, z^3-yw^2, x^2-y^2w, y^3-x^2z$. Moreover, it is easy to show that the origin $p = (0,0,0,0)$ is a proper component of the intersection $Y \cap Z$. We use SAGE to return the intersection multiplicities as follows:

```plaintext
sage: R.<x,y,z,w> = QQ[]
sage: I = R.ideal(x,w)
sage: J = R.ideal(y*z-x*w,z^3-y*w^2,x*z^2-y^2*w,y^3-x^2*z)
sage: Y = AffineScheme(I); Z = AffineScheme(J)
sage: p = (0,0,0,0)
sage: Y.intersection_multiplicity(Z,p)
5
sage: Y.serre_intersection_multiplicity(Z,p)
4
```
3. Singular computations

In this section we present the Singular computations for the above examples. We start by loading all Singular libraries:

```singular
LIB "all.lib";  //load all libraries
```

We write two procedures as follows:

```singular
proc intersection_multiplicity(ideal I, ideal J)
"USAGE: intersection_multiplicity(I,J); I,J = ideals
RETURN: the intersection multiplicity of two subvarieties defined by
the ideals I, J at the origin"
{
    ideal K = I + J;
    int v = vdim(std(K));
    return (v);
}
```

```singular
proc serre_intersection_multiplicity(ideal I, ideal J)
"USAGE: serre_intersection_multiplicity(I,J); I,J = ideals
RETURN: the intersection multiplicity (defined by J. P. Serre) of two
subvarieties defined by the ideals I, J at the origin"
{
    int i = 0;
    int s = 0;
    module m = std(Tor(i,I,J));
    int t = sum(hilb(m,2));
    while (t != 0)
    {
        s = s + ((-1)^i)*t;
        i++;
        module m = std(Tor(i,I,J));
        t = sum(hilb(m,2));
    }
    return (s);
}
```

In order to calculate the intersection multiplicities of two curves in the example 1.1 we can do as follows:

```singular
ring r = 0, (x,y), ds;
ideal I = y;
```
ideal J = y-x³+x²;
intersection_multiplicity(I,J);
2       //at the origin (0,0)
ring s = 0, (x,y), ds;
map f = r,x+1,y;
intersection_multiplicity(f(I),f(J));
1       //at the point (1,0)

In order to calculate the intersection multiplicities in the example 1.4 we can do as follows:
ring r = 0, (x,y,z,w), ds;
ideal I = xz,xw,yz,yw;
ideal J = x-z,y-w;
intersection_multiplicity(I,J);
3
serre_intersection_multiplicity(I,J);  
2

In order to calculate the intersection multiplicities in the example 2.1 we can do as follows:
ring r = 0, (x,y,z,w), ds;
ideal I = x,w;
ideal J = yz-xw,z³-yw²,xz²-y²w,y³-x²z;
intersection_multiplicity(I,J);
5
serre_intersection_multiplicity(I,J);  
4
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