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Abstract. As more and more search traffic comes from mobile phones, intelligent assistants, and smart-home devices, new challenges (e.g., limited presentation space) and opportunities come up in information retrieval. Previously, an effective technique, relevance feedback (RF), has rarely been used in real search scenarios due to the overhead of collecting users’ relevance judgments. However, since users tend to interact more with the search results shown on the new interfaces, it becomes feasible to obtain users’ assessments on a few results during each interaction. This makes iterative relevance feedback (IRF) techniques look promising today. IRF has not been studied systematically in the new search scenarios and its effectiveness is mostly unknown. In this paper, we re-visit IRF and extend it with RF models proposed in recent years. We conduct extensive experiments to analyze and compare IRF with the standard top-k RF framework on document and passage retrieval. Experimental results show that IRF is at least as effective as the standard top-k RF framework for documents and much more effective for passages. This indicates that IRF for passage retrieval has huge potential.
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1 Introduction

Recently, the interface of modern search engines has experienced significant changes. According to the statistic\(^1\), more than 50% of search traffic comes from mobile phones in 2017, and the number of people who use intelligent assistants (e.g., Siri) and smart-home devices (e.g., Echo) for search is also increasing today. On the one hand, new search environments introduce new challenges to search engines. For example, the precision of top-1 results could significantly affect user experience because assistants or smart-home devices usually present only one result at a time. On the other hand, the modern search scenarios provide new opportunities for the study of interactive search. People tend to interact more with phones and smart-home devices, so deploying relevance feedback (RF) techniques to real search systems becomes feasible and promising.

\(^1\) [http://gs.statcounter.com/platform-market-share/desktop-mobile-tablet](http://gs.statcounter.com/platform-market-share/desktop-mobile-tablet)
Relevance feedback has been shown effective through extensive studies in the IR community [10,15,13,21,9,3]. The idea of RF is to use the explicit relevance judgments provided by users to refine the query model and further retrieve more relevant results. Most existing studies focus on developing an effective RF model that improves the retrieval system in a single iteration, where users assess the relevance of top 10 or more documents in the initial ranking list [16]. Such paradigm, however, may not be preferable in the new search environments. When the display space or bandwidth is severely limited, it is more natural to do re-ranking iteratively after collecting user feedback on a small number of results during the search interactions rather than gathering a lot of feedback and do a one-shot retrieval refinement. We refer to the former as iterative relevance feedback (IRF) and the latter as the standard top-k RF framework.

After IRF was proposed and investigated based on Rocchio in the 1990s, many new RF techniques [9,21] have appeared. However, as far as we know, there is no systematical study on IRF techniques and the effectiveness of IRF with new RF methods in modern search scenarios remains mostly unknown. In this paper, we conduct a systematic study of IRF with more recent models and under different scenarios. Specifically, we focus on two research questions: (1) Given a fixed budget (relevance judgments), does IRF perform better than the standard top-k RF framework for recent RF methods? (2) Does IRF perform equally well in retrieval tasks with different granularities? To answer these questions, we extend several representative RF methods to iterative versions and conduct extensive experiments on two search tasks, document and passage retrieval. The first task aims to simulate the cases where users conduct traditional ad-hoc retrieval (coarse granularity) with limited display space (e.g., phone screen), while the second task focuses on the scenarios where a search engine directly returns the answer or a relevant passage of a query (e.g., search on intelligent assistants or smart-home devices, fine granularity). Experimental results show that IRF works better or at least similar to the standard top-k RF framework on document retrieval and much more effective on passage collections.

2 Related Work

Relevance Feedback. In general, there are three types of relevance feedback (RF) methods for ad-hoc retrieval, which are based on the vector space model (VSM) [17], the probabilistic model [11] and the language model (LM) for information retrieval (IR) [12]. Rocchio [15] is an RF model based on VSM, which refines the vector of a user query by bringing it closer to the center of relevant documents and further from the center of non-relevant documents. In the probabilistic RF method, expansion terms are scored according to the probability of their occurrence in relevant documents compared to non-relevant documents. More recently, feedback techniques have been investigated extensively based on LM, among which, the relevance model [9] and the mixture model [21] are two well-known examples that empirically perform well [10]. Later, the Distillation model [3] adds a query specific non-relevant language models to the mixture model. In addition, there have also been systematical studies on various pseudo RF methods in LM and VSM [6,10], but no such study on IRF.
Revisiting IRF for Document and Passage Retrieval

Iterative Relevance Feedback. IRF was first proposed by Aalsberg et al. [1] based on Rocchio. In their work, users are asked to judge a single result shown in each interaction, then the query model can be refined iteratively with feedback. This approach showed better performance than standard batch feedback. Later, Allan et al. [2] showed the effectiveness of incremental RF also based on Rocchio for information filtering. Different from their work, we revisit IRF with recently proposed models on retrieval tasks of different granularities.

Some recent TREC tracks [19,5] also made use of IRF, but their objectives are different and require a large amount of user feedback. The Total Recall track [19] aims to promote all of the relevant documents before non-relevant ones with a huge number of relevance judgments. The target of the Dynamic Domain track [5] is to identify documents satisfying all the aspects of the users’ information need with passage-level feedback. In contrast, we investigate IRF with a fixed small amount of feedback and perform a systematical study of IRF for both document and passage retrieval.

3 Iterative RF Models

In this section, we reformulate some representative RF models based on the language model (LM), the vector space model (VSM) and the probabilistic framework as iterative models. Specifically, we use version 3 of the relevance model (RM3) [9] and the Distillation model [3] for LM [12]; Rocchio [15] for VSM [17]; and a conventional method with adjusted deviation (Prob) for the probabilistic framework [16]. To generate the initial ranking, we use Query Likelihood (QL) for LM, BM25 for VSM and Prob.

To keep the query model from diverging to non-relevant topics, we maintain two pools for relevant and non-relevant results. Let $RP(i)$ and $NRP(i)$ be the set of all the judgments collected until the $i$th iteration. Then, in the $i$th iteration, new judged relevant results $R(i)$ and non-relevant results $NR(i)$ are added to $RP(i)$ and $NRP(i)$, i.e.,

$$RP(i) = RP(i-1) \cup R(i), \quad NRP(i) = NRP(i-1) \cup NR(i)$$

where $i > 0$, $RP(0) = \emptyset$, $NRP(0) = \emptyset$. We also tried to incrementally estimate the query model in the $i$th iteration, i.e. $Q(i)$, with $Q(i-1)$, $R(i-1)$ and $NR(i-1)$. This method, however, suffers from topic drift severely and performs much worse than using the original query $Q(0)$ and $RP(i-1)$ and $NRP(i-1)$.

Iterative Relevance Model. RM3 [9] is a well-known pseudo RF method that has also been used for RF. Let $c(w,x)$ be the count of term $w$ in a piece of text $x$, and $p_x^{MLE}(w) = \frac{c(w,x)}{\sum_{w' \in x} c(w',x)}$ be the maximum likelihood estimate (MLE) of $w$ with respect to $x$. The relevance model in the $i$th iteration ($i > 1$) can be estimated with the true RF version of RM3 [8] p. 69] according to

$$p^{rel_{RM3}}_{i-1}(w) = \frac{1}{|RP(i-1)|} \sum_{x \in RP(i-1)} p_x^{MLE}(w)$$  \hspace{1cm} (1)$$

Then, the updated query language model in the $i$th iteration is the linear combination of the original query language model $p^{Q(0)}_{rel}(\cdot)$ and $p^{rel_{RM3}}_{i-1}(\cdot)$. Finally, the documents are ranked with the KL divergence between the language models of the query and the documents.
Iterative Distillation Model. Distillation \[3\] is one of the most recent RF methods, which extends the mixture model \[21\] by incorporating a query specific non-relevant topic model. It assumes that terms in relevant documents are generated from a mixture of a relevance topic model \(p_{rel_{distill}}(\cdot)\), a query specific non-relevance topic model \(p_{N_{distill}}^{MLE}(\cdot)\), and a background corpus language model \(p_{distill}^{MLE}(\cdot)\). For the \(i\)th iteration \((i > 1)\), \(p_{rel_{distill}}^{(i)}(\cdot)\) is estimated with the EM algorithm to maximize the log likelihood of words in \(RP^{(i-1)}\), i.e.,
\[
\sum_{w \in RP^{(i-1)}} \sum_{x} c(w, x) \log \left((1 - \lambda_1 - \lambda_2)p_{rel_{distill}}^{(i)}(w) + \lambda_1 p_{N_{distill}}^{MLE}(w) + \lambda_2 p_{distill}^{MLE}(w)\right) \tag{2}
\]
where \(\lambda_1\) and \(\lambda_2\) are hyper-parameters. Note that if \(\lambda_1\) is set to 0, Distillation is exactly the same as the mixture model \[21\]. Similar to RM3, \(p_{rel_{distill}}^{(i)}(\cdot)\) is linear combined with \(p_{N_{distill}}^{MLE}(\cdot)\) to calculate the new query model for the \(i\)th iteration, which then acts as a basis to score results according to KL divergence.

Iterative Rocchio Model. In VSM, queries and documents are represented with vectors in high-dimensional term space. The weight of each dimension can be calculated in many ways and a similarity measure is used to score documents. In this work, we use the BM25 \[14\] weight for terms in a document or passage vector \(x\) and dot product as the similarity measure. The term weight in the query is computed with the dot product between \(Q\) and \(x\).

\[
Q^{(i)} = Q^{(0)} + \beta \frac{1}{|RP^{(i-1)}|} \sum_{w \in RP^{(i-1)}} x + \gamma \frac{1}{|NRP^{(i-1)}|} \sum_{x \in NRP^{(i-1)}} x \tag{3}
\]
where \(\beta\) and \(\gamma\) are the coefficients to balance the influence of positive and negative feedback. If \(RP^{(i-1)}\) or \(NRP^{(i-1)}\) is empty, the corresponding part is omitted. The relevance score of a document or an answer passage \(x\) with respect to a query is computed with the dot product between \(Q^{(i)}\) and \(x\).

Iterative Probabilistic Model. In the probabilistic framework \[13\], the feedback model at \(i\)th iteration is estimated by

\[
p_{prob}^{(i)}(w) = \log \left(\frac{p_{w}(1 - u_{w})/u_{w}(1 - p_{w})}{(p_{w}(1 - u_{w}) + d_{C}(w))/C}\right) \tag{4}
\]

\[
p_{w} = P(w|rel) = \frac{df_{RP^{(i-1)}}(w) + df_{C}(w)/|C|}{|RP^{(i-1)}| + 1}
\]

\[
u_{w} = P(w|nonrel) = \frac{df_{C}(w) - df_{RP^{(i-1)}}(w) + df_{C}(w)/|C|}{|C| - |RP^{(i-1)}| + 1}
\]
where \(df_{S}(w)\) is the document frequency of \(w\) in the set \(S\) (corpus \(C\) and \(RP^{(i-1)}\) in this case); The term weight of the original query is computed with

\[
p_{prob,Q^{(0)}}(w) = \log \left((|C| - df_{C}(w))/df_{C}(w)\right) \tag{5}
\]
The query model at \(i\)th iteration is the linear combination between \(p_{prob,Q^{(0)}}(\cdot)\) and \(p_{prob}^{(i)}(\cdot)\). Again, dot product is used to score documents or passages.

4 IRF Experiments

Experimental Setup. We used standard TREC collections, Robust, Gov2, for document retrieval and WebAP \[20, 27\] for passage retrieval. Statistics of the datasets are summarized in Table \[1\] All the methods were implemented based
Table 1: Statistics of experimental datasets.

| Dataset   | #Docs | DocLen | Vocab | #Query | #Qrels |
|-----------|-------|--------|-------|--------|--------|
| Robust    | 0.5M  | 504    | 0.6M  | 250    | 17,412 |
| Gov2      | 25M   | 893    | 35M   | 150    | 26,917 |
| WebAP     | 379k  | 45     | 59k   | 80     | 3843   |

Table 2: Performance of iterative feedback on document and answer passage collections. * and + denote significant improvements over the initial ranked list (Initial) and the standard top-10 feedback model (10 × 1). The initial ranking model is QL for RM3, Distillation, and BM25 for Rocchio and Prob.

| Dataset | Method   | MAP of freezing rank lists | NDCG@20 of freezing rank lists |
|---------|----------|----------------------------|--------------------------------|
|         | Initial  | (10 × 1) | (5 × 2) | (2 × 5) | (1 × 10) | Initial | (10 × 1) | (5 × 2) | (2 × 5) | (1 × 10) |
| Robust  | RM3      | 0.255    | 0.316    | 0.321**| 0.324**| 0.416   | 0.461   | 0.474**| 0.478**| 0.478** |
|         | Distill  | 0.253    | 0.311    | 0.322    | 0.327    | 0.416   | 0.461   | 0.474**| 0.480   | 0.486   |
|         | Rocchio  | 0.309    | 0.359    | 0.345**| 0.346**| 0.418   | 0.466   | 0.476**| 0.480   | 0.486   |
|         | Prob     | 0.255    | 0.357    | 0.295**| 0.285**| 0.384   | 0.454   | 0.456**| 0.454**| 0.454** |
| Gov2    | RM3      | 0.294    | 0.349    | 0.334**| 0.339    | 0.405   | 0.451   | 0.464**| 0.454**| 0.458** |
|         | Distill  | 0.294    | 0.339    | 0.336**| 0.339    | 0.405   | 0.443   | 0.452**| 0.452**| 0.452** |
|         | Rocchio  | 0.295    | 0.316    | 0.327**| 0.326**| 0.416   | 0.447   | 0.456**| 0.453**| 0.450   |
|         | Prob     | 0.295    | 0.317    | 0.316**| 0.314**| 0.416   | 0.432   | 0.450**| 0.450**| 0.450** |
| WebAP   | RM3      | 0.093    | 0.115    | 0.121**| 0.132**| 0.139**| 0.143   | 0.166   | 0.174**| 0.186**| 0.189** |
|         | Distill  | 0.093    | 0.118    | 0.115**| 0.134**| 0.139**| 0.143   | 0.166   | 0.177**| 0.189**| 0.187** |
|         | Rocchio  | 0.101    | 0.120    | 0.131**| 0.138**| 0.139**| 0.150   | 0.166   | 0.179**| 0.183**| 0.185** |
|         | Prob     | 0.101    | 0.127    | 0.130**| 0.134**| 0.138**| 0.190   | 0.170   | 0.174**| 0.183**| 0.192** |

on the Galago toolkit. Stopwords were removed and words were stemmed with Krovetz Stemmer. To compare IRF with typical top-k feedback in a fair manner, we fixed the total number of judged results as 10 and experimented on 1, 2, 5, and 10 iterations, where 10, 5, 2, 1 results were judged during each iteration, respectively. Then, 10D × 1I (10Doc-1Iter) is exactly the top-k feedback. Considering the limitation of presenting results in a real interactive search scenario, we pay more attention to the settings of one or two results per iteration. Users’ judgments were simulated by true labels of results.

All the parameters were set using 5-fold cross-validation with grid search. We tuned μ of QL in {30, 50, 300, 500, 1000, 1500} and k of BM25 from {1, 2, 1, 4, · · · , 2}. b is set as 0.75. We scanned λ1, λ2 in Equation 2 and the interpolation coefficient for the feedback model from {0, 0.2, 0.4, · · · , 1.0}, the number of expansion terms m from {1, 2, 4, · · · , 50}, and β, γ in equation 3 from {0, 0.5, 1, · · · , 3.0}.

Similar to [1], we use freezing ranking [4] to evaluate the performance of IRF. The result lists are formed according to the order they are shown to users during the interactions. Previously shown results are removed in the following retrieval. Results retrieved in the last iteration are appended to the final rank list. Then we use MAP at cutoff 1000 and NDCG@20 to measure the performance of results overall and on the top. As suggested by Smucker et al. [15], Fisher randomization test with threshold 0.05 is used to calculate statistical significance.

Results and Discussion. In contrast to standard top-k RF, IRF performs re-ranking earlier after a small number of results are assessed in each iteration.

2 http://www.lemurproject.org/galago.php
On the one hand, better results may be identified with fewer iterations due to earlier re-ranking, which will reduce the cost of user assessment during search interactions. On the other hand, less feedback information in each iteration may be not enough to estimate an accurate query model and other topics mentioned in the relevant results may cause topic drift in the iterative process.

Table 2 shows the performance of the initial rank lists (QL for RM3 and Distillation, BM25 for Rocchio and Prob), standard top-10 RF (10 × 1) and the IRF experimental results (5 × 2, 2 × 5, 1 × 10). In general, IRF is effective on both document and passage collections in most cases.

For document retrieval, IRF improves the performance compared with the top-k framework under many iteration settings, but there is no clear correlation between the performance with the number of iterations. This indicates that increasing iteration numbers with a small amount of feedback in each iteration does not always improve the performance. Because documents usually span multiple topics, reducing the number of feedback documents in each iteration makes the ranking system more vulnerable to drift to the non-relevant topics contained in the judged relevant documents. IRF needs enough relevant documents to estimate a robust query model for users’ true information need in order to keep the topic from drifting.

The topic drift problem is more severe in Gov2 than in Robust. IRF improves $MAP$ significantly in many cases on Robust, but has similar or worse $MAP$ on Gov2. The reason could be that Robust is a homogeneous dataset of high-quality news articles and shorter average document length, while Gov2 is a heterogeneous collection of noisy web pages and longer average document length. So more non-relevant information may appear in the judged relevant documents in Gov2 and topic drift is more likely to happen.

Besides, IRF tends to have better performance on top results compared with the overall rank list on document collections. In more cases, $NDCG@20$ is improved by iterative models compared with $MAP$, especially on Gov2. This indicates that top-ranked results are less suffered from the topic drift problem than results with lower ranking scores.

In contrast to document retrieval, the benefits of IRF for passage retrieval is much more compelling. In Table 2 the performance of IRF on WebAP is positively correlated with the number of iterations. Almost all methods achieve their best results with 10 iterations. Since answer passages are much shorter than documents, they are usually focused on a single topic and less likely to suffer from topic drift. As a result, the whole retrieval system can obtain more improvements when re-ranking is done in an earlier stage, even when we have a limited number of feedback passages. This indicates that IRF techniques could have significant potential for answer passage retrieval.

5 Conclusion and Future Work
We reformulate feedback models in the three main feedback frameworks as iterative models and investigated the performance of these IRF models on document and passage retrieval. Results show that IRF is at least as effective as standard top-k feedback for retrieving documents and is more powerful in finding answers.
There is still space for IRF to improve the performance on passage retrieval since answer passages are short and may not have enough words to estimate the term weights in feedback models accurately. For future work, we consider incorporating semantic information to complement word-based IRF models for passage retrieval. Neural models will be investigated to further improve the performance.
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