Global phase diagram of Coulomb-interacting anisotropic Weyl semimetal with disorder
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Abstract

Taking into account the interplay between the disorder and Coulomb interaction, the phase diagram of three-dimensional anisotropic Weyl semimetal is studied by renormalization group (RG) theory. Weak disorder is irrelevant in anisotropic Weyl semimetal, while the disorder becomes relevant and drives a quantum phase transition (QPT) from semimetal to compressible diffusive metal (CDM) phases if the disorder strength is larger than a critical value. The long-range Coulomb interaction is irrelevant in clean anisotropic Weyl semimetal. However, interestingly, we find that the long-range Coulomb interaction exerts a dramatic influence on the critical disorder strength for phase transition to CDM. Specifically, the critical disorder strength can receive a prominent change even though an arbitrarily weak Coulomb interaction is included. This novel behavior is closely related to the anisotropic screening effect of Coulomb interaction, and essentially results from the specific energy dispersion of the fermion excitations in anisotropic Weyl semimetal. The theoretical results are helpful for understanding the physical properties of the candidates of anisotropic Weyl semimetal, such as pressured BiTeI, and some other related materials.
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1. Introduction

In the fast-expanding field of topological phases of matter, various semimetals (SMs) have been attracting particular research interest. Major results consist of, among others, the predictions and/or realizations of three-dimensional Dirac SM (3D DSM) [1–3], 3D Weyl SM (WSM) [3–11], nodal line SM (NLSM) [3, 12, 13] etc. A rich diversity of novel physics emerges in these materials. For instance, the chiral anomaly of WSM gives rise to interesting features and phenomena, such as the negative magnetoresistance [14, 15], planar Hall effect [16, 17], anomalous thermoelectric response [18], just to mention a few.

For SMs, the dimension of Fermi surface is at least two less than the dimension of system [1–3], in contrast to conventional metals in which the dimension of Fermi surface is one less than the dimension of system. In many SMs including DSM,
WSM, Luttinger SM, the conduction and valence bands touch each other at discrete nodal points in the Brillouin zone. In NLSM, the conduction and valence bands touch at one dimension lines. Therefore, the density of states (DOS) vanishes at the Fermi level in SMs, which is different from conventional metals with a large finite DOS at the Fermi level.

Due to the abovementioned difference between SMs and conventional metals, the effects of interaction and disorder in SMs may be obviously different from the one in conventional metals. The Coulomb interaction in conventional metals acquires static screening and becomes short-ranged [19, 20]. However, in SMs, the Coulomb interaction only receives dynamical screening and is still long-ranged. The renormalization group (RG) studies revealed that the long-range Coulomb interaction can be marginally irrelevant [21–35], irrelevant [36–38], or relevant [39–45], depending on the energy dispersion of the fermion excitations in SMs. Additionally, the disorder effects in SMs and conventional metals may exhibit different behaviors. In 3D conventional metals, arbitrarily weak random scalar potential (RSP) results in finite disorder scattering rate and drives the system to compressible diffusive metal (CDM) state [46]. However, for 3D DSM, many studies showed that finite disorder scattering rate is generated and the system is driven to CDM phase if the strength of RSP is larger a critical value [47]. In 2D conventional metals, arbitrarily weak RSP drives the system to Anderson insulator [46, 48], but arbitrarily weak RSP induces 2D DSM to CDM [48, 49].

Interplay of correlated electron interactions and disorder is an interesting question which attracted extensive studies [50–73]. It is well known that the celebrated metal–insulator transition in 2D system probably results from the interplay of Coulomb interaction and disorder [50–55]. The interplay of long-range Coulomb interaction and disorder in various SMs acquired particular interest [25, 59–76]. Actually, the interplay of long-range Coulomb interaction and disorder has been studied in 2D DSM [59–65], 3D DSM/WSM [25, 66–68], 3D Luttinger SM [70, 71], 3D NLSM [72], and 3D multi-WSMs [73]. According to the concrete conditions, the Coulomb interaction and disorder could compete or promote each other. It was shown that interplay of Coulomb interaction and disorder may result in quantum phase transitions (QPTs) from SM to CDM, excitonic insulator, Anderson insulator, or a stable quantum critical state [25, 59–76].

Recently, 3D anisotropic WSM (AWSM), which is a novel SM, whose fermion dispersion is linear along two directions and quadratic along the third one [37, 77, 78]. 3D AWSM state can be obtained through fine tuning to the topological phase transition point between 3D WSM and normal band insulator [77, 78]. Recent studies showed that 3D AWSM exhibits intriguing properties. Yang et al found that long-range Coulomb interaction becomes irrelevant in a clean 3D AWSM [37], which is consistent with the pioneering work of Abrikosov [36]. The studies given by Roy et al [79] and Luo et al [80, 81] pointed out that the weak disorder is irrelevant in 3D AWSM, but a QPT from SM to CDM phases will be induced at a critical disorder strength. Li et al studied the quantum critical behaviors in the vicinity of a quantum critical point (QCP) from AWSM to superconducting phase [82]. The study by Copetti and Landsteiner unveiled that anomalous Hall viscosity is developed in AWSM [83].

In this article, we study the interplay of long-range Coulomb interaction and disorder in 3D AWSM. Due to the long-range Coulomb interaction becomes irrelevant in clean 3D AWSM, it is intuitively expected that the Coulomb interaction would not play an important role in the phase transitions occurred in disordered AWSM. However, after performing concrete RG calculations, we find that the Coulomb interaction has dramatic influence on the phase diagram of disordered AWSM. Remarkably, we show that even in the presence of arbitrarily weak Coulomb interaction, the critical disorder strength can receive a prominent modification in some conditions. We indicate that this novel behavior is closely related to the anisotropic screening effect of Coulomb interaction, and essentially results from the special energy dispersion of fermion excitations in AWSM.

The rest paper is structured as follows. The model is described in section 2. In section 3, we discuss the expansion parameters for the RG analysis of interactions and disorder in SMs, and explain the method which we use to analyze the interplay of Coulomb interaction and disorder in 3D AWSM. In section 4, we show the RG equations of model parameters and numerical results of the RG equations. In this section, we illustrate the phase diagrams of disordered AWSM with Coulomb interaction. We also calculate the dynamical exponents, correlation length exponent, and anomalous dimension of the fermion field at the phase boundary. After presenting these results, in section 5, we compare the observable quantities in SM phase, CDM phase, and at the phase boundary. In section 6, we discuss the physical implications of our results for candidate materials of 3D AWSM, and some other related materials. In section 7, we discuss previous studies about the interplay of Coulomb interaction and disorder in other SMs, and compare with the results for AWSM. The main results are summarized in section 8. The details of calculation and derivation are presented in the appendices A–H.

2. Effective action

The Hamiltonian of free 3D anisotropic Weyl fermions is given by [37, 77, 78]

\[ H_1 = \int d^3x \bar{\psi} \left( \begin{array}{c} 0 \\ -i v_\perp \partial_x \sigma_1 - i v_\perp \partial_y \sigma_2 - A \partial_z^2 \sigma_3 \end{array} \right) \psi(x), \]

where \( \psi \) represents two-component spinor, and \( \sigma_{1,2,3} \) are the Pauli matrices. \( v \) and \( A \) are model parameters. The energy dispersion of fermions takes the form

\[ E(k) = \pm \sqrt{v^2 k_x^2 + A^2 k_z^2}, \]

where \( k_x^2 = k_x^2 + k_y^2 \). The Hamiltonian for long-range Coulomb interaction between the fermions is expressed as

\[ H_C = \frac{1}{4\pi} \int d^3x \int d^3x' \rho(x) \frac{\epsilon^2}{|x - x'|} \rho(x'), \]
where \( \rho(x) = \psi^\dagger(x)\psi(x) \) is the fermion density operator, \( e \) the electric charge, and \( \epsilon \) the dielectric constant. The effective strength of long-range Coulomb interaction is defined as \( \alpha = \epsilon^2 / ve. \) The action for the fermion–disorder coupling is

\[
S_{\text{dis}} = \sum_{j=0}^{\infty} \int d\tau d^3x \psi^\dagger_j(x) \Gamma^j \psi(x). \tag{4}
\]

The quenched random field \( V_j \) is taken as a Gaussian white noise distribution which satisfies \( \langle V_j(x) \rangle = 0 \) and \( \langle V_j(x)V_j(x') \rangle = \Delta \delta^3(x-x'). \) The Coulomb interaction can be treated by introducing a boson field \( \varphi \) through Hubbard–Stratonovich transformation [25, 30–32, 37, 38, 73]. The disorder potential is averaged by adopting the replica method [25, 60, 62, 64, 66–68, 70–76, 79, 80, 84].

Accordingly, the total effective action can be written as

\[
S = S_t + S_b + S_{\Phi} + S_{\text{dis}}, \tag{5}
\]

\[
S_t = \int \frac{d\omega}{2\pi} \frac{d^3k}{(2\pi)^3} \psi^\dagger_a(i\omega - vk\sigma_1 - vk\sigma_2 - AK^2\sigma_3) \psi_a,
\]

\[
S_b = \int d\omega \frac{d^3k}{(2\pi)^3} \phi \left( \frac{k^2_\perp + \sqrt{\eta}k^2_z}{2} \right) \phi,
\]

\[
S_{\Phi} = ig \int d^3x \frac{\partial}{\partial x} \psi^\dagger_0 \psi_0 \phi,
\]

\[
S_{\text{dis}} = \sum_{j=0}^{\infty} \frac{\Delta_j}{2} \int d\tau d^3x \frac{\partial}{\partial \tau} \left( \psi^\dagger_j \Gamma^j \psi_0 \right), \tag{9}
\]

where \( g = \sqrt{2\pi\epsilon/e}. \) \( \eta \) is utilized to parameterize the anisotropy of the Coulomb interaction. \( a, b = 1, 2, \ldots, m \) are the replica indices. The limit \( m \to 0 \) will be taken at the end of calculation. The type of disorder depends on the concrete expression of \( \Gamma^j. \) The matrix \( \Gamma_0 = \mathbb{I} \) corresponds to RSP. For \( \Gamma_{1,2,3} = \sigma_{1,2,3}, \) the types of disorder are the three components of random vector potential (RVP), which are dubbed as x-, y-, and z-RVP respectively in the following. The parameter \( \Delta_j \) with \( j = 0, 1, 2, 3 \) represents the strength of disorder. It should be indicated that single component of RVP could be initially introduced separately [85].

3. Expanding parameters for the RG analysis

For a fermion system, if the disorder or interaction is marginal at tree-level, it is not necessary to employ a formal controlled parameter. We can perform the RG analysis directly for the physical fermion dispersion and physical dimension of the system. If the disorder or interaction is irrelevant or relevant at tree-level, we should utilize a formal controlled parameter in the RG analysis. Usually, we can generalize the dimension of the system to \( d \) and perform the \( \epsilon \) expansion. The RG equation for the coupling parameter \( X \) takes the general form

\[
dX = \epsilon X + FX^2, \tag{10}
\]

where \( \epsilon X \) stands for the tree-level contribution and \( FX^2 \) represents the one-loop order contribution. If the disorder or interaction is irrelevant at tree-level for the physical dimension, \( \epsilon \) is negative for the physical dimension, and becomes zero for the corresponding lower critical dimension. If the disorder or interaction is relevant at tree-level for the physical dimension, \( \epsilon \) is positive for the physical dimension, and becomes zero for the corresponding upper critical dimension.

Recently, another method was used in the RG analysis for the interaction or disorder effect in some SMs [79, 80, 86, 87]. Namely, generalizing the dispersion of fermions to employ a controlled parameter \( 1/n. \) This method was firstly proposed by Roy, Goswami, and Juričić to study the influence of short-range four-fermion interactions on multi-WSMs [86].

In SMs, the disorder may be marginal, irrelevant, or relevant at tree-level, which is determined by the dispersion of fermions and dimension of the system [25, 59–76, 79–81, 85, 88–90]. In 3D AWSM, the disorder is irrelevant at tree-level. Roy et al studied the disorder effects in 3D AWSM by generalizing the fermion dispersion \( E = \pm \sqrt{v^2k^2_\perp + A^2k^2_z} \) to \( E = \pm \sqrt{v^2k^2_\perp + A^2k^2_z + \eta k^2_{2n}} \) where \( n \) is an even integer, and performing \( 1/n \) expansion [79]. They also studied the disorder effects in 3D AWSM by generalizing the dimension of system to \( d \) and performing \( \epsilon = 2 - d \) expansion.

In many SMs, including 2D DSM [22–24], 3D DSM/WSM [25, 29, 67], multi-WSMs [30–32, 73], NLSM [38, 72], and 3D AWSM [37], the long-range Coulomb interaction is marginal at tree-level. Thus, it is not necessary to employ a formal controlled expansion parameter in the RG analysis of influence of Coulomb interaction on these SMs. In Luttinger SM, the long-range Coulomb interaction is relevant at tree-level, \( \epsilon = 4 - d \) expansion was employed to study the effects of long-range Coulomb interaction in Luttinger SM [40, 41, 45, 70, 71].

In SMs, short-range four-fermion interaction is irrelevant at tree-level, since the DOS vanishes at the Fermi level [67, 86, 87]. Thus, a formal expansion parameter should be employed to study the influence of four-fermion interactions on SMs by the RG theory. Roy, Goswami, and Juričić generalized dispersions of multi-Weyl fermions to the expression \( E = \sqrt{A^2k^2_\perp + v^2k^2_z} \) and employed the expansion parameter \( 1/n \) to study the impact of four-fermion interactions in multi-WSMs [86]. For 2D semi-DSM, Roy and Foster generalized the fermion dispersion from \( E = \pm \sqrt{v^2k^2_\perp + A^2k^2_z} \) to \( E = \pm \sqrt{v^2k^2_\perp + A^2k^2_z + \eta k^2_{2n}} \) with \( n \) being an even integer and used the expansion parameter \( 1/n \) to study the influence of four-fermion interactions on 2D semi-DSM [87].

When performing RG analysis of the interplay of interaction and disorder, or the interplay of different interactions in SMs, different controlled parameters may be needed to employ. In 3D DSM, the disorder and four-fermion interaction are irrelevant at tree-level, but the long-range Coulomb interaction is marginal at tree-level. Additionally, the disorder and four-fermion interaction take different scalings at tree-level. In reference [67], Roy and Das Sarma studied the interplay of disorder and four-fermion interactions in 3D DSM.
They employed $\epsilon_1 = 1 - d$ as the formal controlled expansion parameter for the four-fermion interactions, but $\epsilon_2 = 2 - d$ as the formal controlled expansion parameter for the disorder. In reference [67], Roy and Das Sarma also studied the interplay of four-fermion interactions and long-range Coulomb interaction. They generalized the dimension of the system to $d$ and carried out the $\epsilon_1 = 1 - d$ expansion to calculate the corrections induced by four-fermion interactions. When calculating the corrections induced by long-range Coulomb interaction, the dimension of system was directly taken as the physical value $d = 3$, and none formal expansion parameter was employed. Goswami and Chakravarty analyzed the interplay of disorder and long-range Coulomb interaction in 3D DSM [25]. In reference [25], we also notice that none expansion parameter was employed for the RG analysis of the corrections induced by Coulomb interaction.

In this section, we analyze the influence of Coulomb interaction and disorder. In 3D AWSM, long-range Coulomb interaction is marginal at tree-level, and disorder is irrelevant at tree-level. It is not necessary to employ a formal expansion parameter for the long-range Coulomb interaction. Thus, in the appendices A–H, when calculating the corrections induced by long-range Coulomb interaction, we take the physical Hamiltonian density

$$\mathcal{H}_\ell = v (k, \sigma_1 + k, \sigma_2) + A k^2 \sigma_3,$$

(11)

directly. In the calculation, we utilize the momentum shell $b \Lambda < \sqrt{v^2 k^2_\perp + A^2 k^2_\parallel} < \Lambda$, where $b = e^{-\ell}$ with $\ell$ being the running parameter.

Disorder is irrelevant in 3D AWSM at tree-level. In order to supply an explicit controlled parameter for the RG analysis of the disorder couplings, similar to references [79, 80], we generalize the Hamiltonian density of fermions to

$$\mathcal{H}_\ell = v (k, \sigma_1 + k, \sigma_2) + A k^2 \sigma_3,$$

(12)

where $n$ is an even integer. In this formalism, $1/n$ serves the controlled parameter in terms of disorder coupling. In addition, it is easy to find that the disorder coupling is marginal at tree-level in the limit $n \to \infty$. We adopt the momentum shell $b \Lambda < \sqrt{v^2 k^2_\perp + A^2 k^2_\parallel} < \Lambda$ when calculating the corrections induced by disorder.

In appendices A–F, we calculate all of the corrections to one-loop order, and derive the RG equations for the related parameters.

### 4. Renormalization group analysis

In this section, we analyze the influence of Coulomb interaction and disorder in 3D AWSM by RG theory [19].

Considering the influence of Coulomb interaction and disorder, the dynamical exponents within the $x$–$y$ plane and along the $z$ axis can be generally written as

$$z_1 = 1 + \frac{d \ln (v/\nu_0)}{d\ell},$$

(13)

$$z_2 = n + \frac{d \ln (A/A_0)}{d\ell}.$$

(14)

The first terms of equations (13) and (14) represent the tree-level contribution. The second terms stand for the contribution from renormalization of $v$ and $A$ induced by Coulomb interaction and disorder.

In subsection 4.1, we show the results only considering Coulomb interaction. In this subsection, $n = 2$ in equation (14) is taken directly. In subsection 4.2, we carry out $1/n$ expansion by discarding the subleading terms of one-loop order contribution induced by disorder scattering, and then take the physical value $n = 2$ for the tree-level contribution finally. In subsection 4.3, we directly take the physical value $n = 2$ and present the numerical results incorporating subleading terms contributed by disorder scattering.

Yang et al has studied the influence of Coulomb interaction on AWSM by RG theory [37]. The disorder effects in AWSM has been analyzed by Roy et al [79] and Luo et al [80]. Thus, the results shown in subsection 4.1 has been obtained in reference [37], and the results shown in 4.2.1 and 4.3.1 have been got in references [79, 80]. The results about interplay of Coulomb interaction and disorder in AWSM are new, and presented in subsections 4.2.2 and 4.3.2. In this article, we retain subsections 4.1, 4.2.1 and 4.3.1, for the convenience of comparing and analyzing the results.

#### 4.1. Only Coulomb interaction

For 3D AWSM, if only Coulomb interaction is considered, the RG equations reduce to

$$\frac{dv}{d\ell} = C_1 v,$$

(15)

$$\frac{dA}{d\ell} = C_2 A,$$

(16)

$$\frac{d\alpha}{d\ell} = \left( -C_1 - \frac{1}{2} \beta - \frac{1}{2} \gamma \right) \alpha,$$

(17)

$$\frac{d\beta}{d\ell} = \left( \frac{1}{2} - \frac{1}{2} C_2 - \beta \right) \beta,$$

(18)

$$\frac{d\gamma}{d\ell} = \left( -\frac{1}{2} \frac{1}{2} C_2 - 2C_1 - \gamma \right) \gamma.$$

(19)

The parameters $\beta$ and $\gamma$ are defined as $\beta = \frac{\ln A}{\ln \Lambda}$ and $\gamma = \frac{8}{\pi^2} \alpha A$. The parameter can be expressed as $\gamma = \frac{8 \ln^2 \Lambda}{\pi^2 \ln \Lambda}$, which is a combination of $\alpha$ and $\beta$. The parameter $\gamma$ is defined to make the RG equations to look compact. The coefficients $C_i \equiv C_i(\alpha, \zeta)$ where $\zeta = \bar{A}^2$. The expressions of $C_1$ and $C_2$ are given by

$$C_1 = \frac{\alpha^{3/2}}{2\pi} \int_0^{+\infty} \frac{dx}{\sqrt{\chi(1 + \chi^2)^{1/4}}} \times \left[ \frac{1}{\zeta + \chi(1 + \chi^2)^{1/2}} \right]^2.$$

(20)
\[ C_2 = \frac{\alpha \sqrt{\zeta}}{2\pi} \int_0^{+\infty} d\chi \sqrt{\chi(1 + \chi^2)^{1/4}} \frac{\zeta + 3\chi(1 + \chi^2)^{1/2}}{\zeta + \chi(1 + \chi^2)^{3/2}}. \]  

(21)

Dependence of \( \alpha \) on the running parameter \( \ell \) is shown in figure 1(a). We can easily find that \( \alpha \) approaches to zero quickly in the lowest energy limit, which represents that the Coulomb interaction is irrelevant. According to figures 1(b) and (c), \( v \) and \( A \) flow from the bare values \( v_0 \) and \( A_0 \) to two new constants, and only acquire quantitative increments. Thus, the behaviors of the observable quantities including DOS, specific heat etc do not change qualitatively, but only receive quantitative corrections. This is a standard characteristic of Fermi liquid. The flow diagram on the \( \alpha_\beta \) plane is presented in figure 1(d). It is obvious that \( \alpha, \beta \) flows to a stable fixed point \( (\alpha^*, \beta^*) = (0, \frac{1}{2}) \). The parameter \( \gamma \) satisfying \( \gamma = \frac{8\eta_0^2}{n_{\phi} n_{\phi}'} \) approaches to zero quickly in the lowest energy limit. In the low-energy regime, the asymptotic form of the parameter \( \alpha \) is given by

\[ \alpha \sim e^{-\frac{1}{4} \beta}. \]  

(22)

The finite fixed value \( \beta^* = \frac{1}{2} \) corresponds to anisotropic screening effect. Concretely, including the correction of the polarization \( \Pi(q_\perp, q_z) \), the dressed long-range Coulomb interaction can be written as

\[ D^{-1}(q_\perp, q_z) \sim \frac{1}{\sqrt{\eta}} q_\perp^2 + \sqrt{\eta} q_z^2 + \Pi(q_\perp, q_z) \]

\[ \sim \frac{1}{\sqrt{\eta}} q_\perp^2 (1 + \beta \ell) + \sqrt{\eta} q_z^2 (1 + \gamma \ell) \]

\[ \sim \frac{1}{\sqrt{\eta}} q_\perp^{3/2} + \sqrt{\eta} q_z^2, \]  

(23)

which takes anisotropic dependence on \( q_\perp \) and \( q_z \).

In reference [37], a momentum shell is imposed to the component \( k_z \) in the RG analysis. Although different RG schemes are adopted, the physical results shown in above are well consistent with reference [37]. Our results are also in accordance with the pioneering work of Abrikosov [36].

For 3D DSM/WSM, previous studies exhibited that the Coulomb strength \( \alpha \) flows to zero but with a slow speed [25, 26, 29, 67]. Accordingly, the fermion velocity acquires logarithmic-like correction on momentum. Thus, the low-energy behaviors of the observable quantities receive logarithmic-like corrections in their energy or temperature dependence. These results manifest that long-range Coulomb interaction in 3D DSM/WSM is marginally irrelevant in the low-energy regime.

The obviously different roles of Coulomb interaction in 3D AWSM and 3D DSM/WSM result from that the Coulomb field \( \phi \) acquires a finite anomalous dimension \( n_{\phi} \) in 3D AWSM, but \( n_{\phi} \) vanishes in the lowest energy limit in 3D DSM/WSM. In appendices G, we present the detailed analysis of the reason for the different roles of Coulomb interaction in 3D AWSM and WSM.

4.2. RG analysis considering disorder scattering after performing 1/n expansion

In this subsection, for the RG equations (F.26)–(F.37), we discard the subleading terms in the sense of 1/n expansion induced by disorder scattering, and then take the physical value \( n = 2 \).

4.2.1. Only disorder. Taking the large \( n \) limit, the RG equations for the disorder strength parameters can be further
simplified to
\[
\frac{d\Delta_0}{d\ell} = -\frac{1}{n} \Delta_0 + \Delta_0 (\Delta_0 + \Delta_1 + \Delta_2), \tag{24}
\]
\[
\frac{d\Delta_1}{d\ell} = -\frac{1}{n} \Delta_1 + \Delta_0 \Delta_3, \tag{25}
\]
\[
\frac{d\Delta_2}{d\ell} = -\frac{1}{n} \Delta_2 + \Delta_0 \Delta_3, \tag{26}
\]
\[
\frac{d\Delta_3}{d\ell} = -\frac{1}{n} \Delta_3 + \Delta_3 (-\Delta_0 + \Delta_1 + \Delta_2 - \Delta_3) + \Delta_0 (\Delta_1 + \Delta_2). \tag{27}
\]

Under this approximation, one type of disorder could exist solely, and only RSP can drive the QPT to CDM phase. In CDM, the fermions acquire a finite disorder scattering \(\gamma_0\), and DOS at the Fermi level \(\rho(0)\) becomes a finite constant which is determined by \(\gamma_0\) \([25, 84]\). \(\gamma_0\) or \(\rho(0)\) could be regarded as the order parameter for the QPT from SM to CDM. Both conventional metal and CDM have the characteristic that \(\rho(0)\) is finite. The difference is that finite \(\rho(0)\) in conventional metal results from finite chemical potential, but finite \(\rho(0)\) in CDM results from finite disorder scattering rate \(\gamma_0\).

If only considering RSP, the RG equation for strength of RSP is given by
\[
\frac{d\Delta_0}{d\ell} = \frac{1}{n} \Delta_0 + \Delta_0^2. \tag{28}
\]

There is a nontrivial solution \(\Delta_0^* = \frac{1}{n}\). Thus,
\[
(\Delta_0^*, \Delta_1^*, \Delta_2^*, \Delta_3^*) = \left(\frac{1}{n}, 0, 0, 0\right). \tag{29}
\]

is an unstable fixed point. At this fixed point, the RG equations for \(v\) and \(A\) take the forms
\[
\frac{dv}{d\ell} = -\frac{1}{2} \Delta_0^2 v, \tag{30}
\]
\[
\frac{dA}{d\ell} = -\frac{1}{2} \Delta_0^2 A. \tag{31}
\]

The solutions of these equations are
\[
v = v_0, \tag{32}
\]
\[
A = A_0. \tag{33}
\]

Considering the renormalization of \(v\) and \(A\), the dynamical exponents become
\[
z_1 = 1 + \frac{1}{2} \Delta_0^* = 1 + \frac{1}{2n}, \tag{34}
\]
\[
z_2 = n + \frac{1}{2} \Delta_0^* = n + \frac{1}{2n}. \tag{35}
\]

The correlation length exponent \(\nu\) can be calculated through the formula \([84]\)
\[
\nu^{-1} = \frac{d}{d\Delta_0} \left(\frac{d\Delta_0}{d\ell}\right) \bigg|_{\Delta_0 = \Delta_0^*}. \tag{36}
\]

We find that
\[
\nu = \left(\frac{1}{n} + 2\Delta_0^*\right)^{-1} = \left(\frac{1}{n} + \frac{1}{2}\right)^{-1} = n. \tag{37}
\]

We can also obtained the value of correlation length exponent by linearizing the flow equations in the vicinity of the fixed point \([25]\). In the vicinity of the fixed point shown in equation (29), linearizing the equation (28) and solving it yield
\[
\Delta_0 - \Delta_0^* = (\Delta_{00} - \Delta_0^*) e^{\frac{\ell}{\ell_0}} \propto e^{-z \nu}. \tag{38}
\]

Thus, we get the same result \(\nu = n\). For the physical value \(n = 2\), we have \(z_1 = \frac{3}{2}, z_2 = \frac{1}{2}\), and \(\nu = 2\). The results \(z_1 = \frac{3}{2}\) and \(\nu = 2\) are exactly consistent with the ones given by Roy et al \([79]\). The dynamical exponent along the \(z\) axis at the fixed point \(z_2 = \frac{1}{2}\) is not shown in reference \([79]\).

The first terms of equations (24)–(27) represent the tree-level contribution. Taking the limit \(n \to \infty\), these terms vanish and equations (24)–(27) become to the RG equations for the disorder effects in 2D DSM \([48, 88, 89]\). Additionally, for the exponents shown in equations (34) and (35), taking \(n \to \infty\), we can find \(z_1 \to 1\) and \(z_2 \to \infty\). This result is well consistent with the theory for 2D Dirac fermions with a linear dispersion within the \(x-y\) plane \([48, 88, 89]\).

4.2.2. Interplay of Coulomb interaction and disorder. Considering the interplay of Coulomb interaction and disorder, the RG equations can be written as
\[
\frac{dv}{d\ell} = \left(C_1 - \frac{1}{2} \sum_{j=0}^{3} \Delta_j\right) v, \tag{39}
\]
\[
\frac{dA}{d\ell} = \left(C_2 - \frac{1}{2} \sum_{j=0}^{3} \Delta_j\right) A, \tag{40}
\]
\[
\frac{d\alpha}{d\ell} = -C_1 - \frac{1}{2} \beta \cdot \frac{1}{2} \gamma + \frac{1}{2} \sum_{j=0}^{3} \Delta_j \alpha, \tag{41}
\]
\[
\frac{d\beta}{d\ell} = \left(\frac{1}{2} - \frac{1}{2} C_2 - \beta + \frac{1}{2} \sum_{j=0}^{3} \Delta_j\right) \beta, \tag{42}
\]
\[
\frac{d\gamma}{d\ell} = \left(-\frac{1}{2} + \frac{1}{2} C_2 - 2C_1 - \gamma + \frac{3}{2} \sum_{j=0}^{3} \Delta_j\right) \gamma, \tag{43}
\]
\[
\frac{d\Delta_0}{d\ell} = -\frac{1}{n} \Delta_0 + \Delta_0 (\Delta_0 + \Delta_1 + \Delta_2), \tag{44}
\]
\[
- \Delta_0 \left(2C_1 + \frac{1}{2} C_2 + 2 \beta + 2 \gamma\right), \tag{45}
\]
\[
\frac{d\Delta_1}{d\ell} = -\frac{1}{n} \Delta_1 + \Delta_0 \Delta_3 - \Delta_1 \left(2C_1 + \frac{1}{2} C_2 - C_3\right), \tag{46}
\]
The dynamic exponents become
\[
\frac{\mathrm{d} \Delta_2}{\mathrm{d} \ell} = -\frac{1}{n} \Delta_2 + \Delta_0 (\Delta_1 - \Delta_2 (2C_1 + \frac{1}{2} C_2 - C_3)),
\]
(46)
\[
\frac{\mathrm{d} \Delta_1}{\mathrm{d} \ell} = -\frac{1}{n} \Delta_1 + \Delta_3 (-\Delta_0 + \Delta_1 + \Delta_2 - \Delta_3) + \Delta_0 (\Delta_1 - \Delta_2 - \Delta_3 (2C_1 + \frac{1}{2} C_2 - C_4)),
\]
(47)
where
\[
C_3 = \frac{\alpha \sqrt{\Delta}}{2\pi} \int_0^{\infty} \frac{d\chi}{\sqrt{\chi(1 + \chi^2)^{5/2}}} \times \frac{1}{\zeta + \chi (1 + \chi^2)^{1/2}},
\]
(48)
\[
C_4 = \frac{\alpha \sqrt{\Delta}}{\pi} \int_0^{\infty} \frac{d\chi}{\sqrt{\chi(1 + \chi^2)^{5/2}}} \times \frac{1}{\zeta + \chi (1 + \chi^2)^{1/2}}.
\]
(49)
In the numerical calculation, the physical value \( n = 2 \) is taken for the terms \( \Delta_i \) in equations (44)–(47).

Incorporating the renormalization of parameters \( v \) and \( A \), the dynamical exponents become
\[
z_1(\ell) = 1 - C_1(\ell) + \frac{1}{2} \sum_{j=0}^{3} \Delta_j(\ell),
\]
(50)
\[
z_2(\ell) = n - C_2(\ell) + \frac{1}{2} \sum_{j=0}^{3} \Delta_j(\ell).
\]
(51)
The anomalous dimension of fermion field is given by
\[
\eta_0 = \frac{1}{4} \sum_{j=0}^{3} \Delta_j.
\]
(52)
If we consider the interplay of Coulomb interaction and RSP, the dynamical exponents are
\[
z_1(\ell) = 1 - C_1(\ell) + \frac{1}{2} \Delta_0(\ell),
\]
(53)
\[
z_2(\ell) = n - C_2(\ell) + \frac{1}{2} \Delta_0(\ell).
\]
(54)
The anomalous dimension \( \eta_0 \) becomes
\[
\eta_0 = \frac{1}{4} \Delta_0.
\]
(55)
There are several fixed points. In the vicinity of the fixed point
\[
(\alpha^*, \beta^*, \Delta_0^*) = (0, 0, 0),
\]
linearizing the RG equations, we get
\[
\frac{\mathrm{d} \alpha}{\mathrm{d} \ell} \sim -\frac{1}{2} \Delta_0.
\]
(56)
\[
\frac{\mathrm{d} \beta}{\mathrm{d} \ell} \sim -\frac{1}{2} \Delta_0.
\]
(57)
The corresponding solutions for \( \beta \) and \( \Delta_0 \) are \( \beta \sim \beta_0 e^{\frac{1}{2} \ell}, \Delta_0 \sim \Delta_{00} e^{-\frac{1}{2} \ell} \). Additionally, \( \alpha \to 0 \) from the initial value \( \alpha_0 \) with growing of \( \ell \). We can find that this fixed point is unstable since \( \beta \) is relevant, and the system is robust against RSP in the vicinity of this fixed point.

In the vicinity of the fixed point
\[
(\alpha^*, \beta^*, \Delta_0^*) = \left(0, \frac{1}{2}, 0\right),
\]
the RG equations can be linearized as
\[
\frac{\mathrm{d} \alpha}{\mathrm{d} \ell} \sim -\frac{1}{4} \alpha,
\]
(58)
\[
\frac{\mathrm{d} \beta}{\mathrm{d} \ell} \sim -\left(\beta - \frac{1}{2}\right),
\]
(59)
\[
\frac{\mathrm{d} \Delta_0}{\mathrm{d} \ell} \sim -\frac{3}{2} \Delta_0.
\]
(60)
It is easy to obtain \( \alpha \sim \alpha_0 e^{\frac{1}{4} \ell}, \beta \sim \beta_0 e^{\frac{1}{4} \ell}, \Delta_0 \sim \Delta_{00} e^{-\frac{1}{4} \ell} \). These results indicate that this fixed point is a stable fixed point.

In the vicinity of the fixed point
\[
(\alpha^*, \beta^*, \Delta_0^*) = \left(0, 0, \frac{1}{2}\right),
\]
through linearizing the RG equations, we get
\[
\frac{\mathrm{d} \alpha}{\mathrm{d} \ell} \sim \frac{1}{4} \alpha,
\]
(61)
\[
\frac{\mathrm{d} \beta}{\mathrm{d} \ell} \sim \frac{5}{8} \beta,
\]
(62)
\[
\frac{\mathrm{d} \Delta_0}{\mathrm{d} \ell} \sim \frac{1}{2} \left(\Delta_0 - \frac{1}{2}\right) - \frac{1}{2} \left(2C_1 + \frac{1}{2} C_2 + 2\beta + 2\gamma\right).
\]
(63)
Therefore, \( \alpha \sim \alpha_0 e^{\frac{1}{4} \ell} \) and \( \beta \sim \beta_0 e^{\frac{1}{4} \ell} \). These results represent that Coulomb interaction is relevant in the vicinity of this fixed point.

From equations (20) and (21), and equations (65)–(67), we expect there should be a relation
\[
\frac{\mathrm{d} \ln [\Delta_0 - \frac{1}{2} + F(\alpha, \beta)]}{\mathrm{d} \ell} \sim \frac{1}{2},
\]
(64)
where \( F(\alpha, \beta) \) formally is a function of \( \alpha \) and \( \beta \). Accordingly,
\[
\Delta_0 - \frac{1}{2} - F(\alpha, \beta) = \left[\Delta_{00} - \frac{1}{2} - F(\alpha_0, \beta_0)\right] e^{\frac{1}{2} \ell}
\]
(65)
\[
\alpha e^{\frac{1}{4} \ell}.
\]
(66)
It indicates that the correlation length exponent at the phase boundary between SM phase and CDM phase is still \( \nu = 2 \). In the study about interplay of Coulomb interaction and disorder
in 3D DSM, Goswami et al also showed that the value of correlation length exponent at the phase boundary is not changed by Coulomb interaction [25].

Dependence of $\Delta_0$ on $\ell$ considering initially both of RSP and long-range Coulomb interaction with different initial conditions is shown in figure 2. It is clear that RSP is suppressed by long-range Coulomb interaction. For a given $\beta_0$, there are two different cases determined by the initial value $\Delta_{0,0}$. In the first case, $\Delta_{0,0}$ takes a relatively small value, such as figures 2(a) and (c), then $\Delta_0$ always flows to zero even if $\alpha_0$ takes arbitrarily small value. It represents that the system is always in SM phase once both of RSP and long-range Coulomb interaction are considered. For a large enough $\Delta_{0,0}$, such as figures 2(b) and (d), $\Delta_0$ flows away if the Coulomb strength takes a smaller initial value, but approaches to zero if the initial value of Coulomb strength is larger than a critical value. It indicates that there is a QPT from CDM phase to SM phase with increasing of Coulomb interaction.

The projections of flow diagrams on the plane of $\Delta_0$ and $\alpha$ are shown in figure 3. We can find that the system flows to the point $(0,0)$ or is driven to the strong coupling regime. We notice that the flows of $\alpha$ and $\Delta_0$ may take nonmonotonic behaviors under proper conditions. Accordingly, the observable quantities may exhibit nonmonotonic dependence on energy or temperature.

Considering long-range Coulomb interaction and RSP initially, the phase diagrams on the plane of $\Delta_{0,0}$ and $\alpha_0$ with different values of $\beta_0$ are shown in figures 4(a) and (d). The red point represents the QCP from SM phase to CDM phase considering only RSP initially. According to figure 4, the CDM phase is compressed, but the SM phase is enlarged by long-range Coulomb interaction. There is a quite novel result: once long-range Coulomb interaction is also considered, the critical strength of RSP for the appearance of CDM receives a prominent increment, even if the initial Coulomb strength $\alpha_0$ takes arbitrarily small value. For larger $\beta_0$, the suppression effect for RSP by long-range Coulomb interaction is more obvious. The parameter $\beta$ is corresponding to the anisotropic screening effect of Coulomb interaction. It indicates that the remarkable suppression effect for RSP results essentially from the anisotropic screening effect of Coulomb interaction, which is contributed by the Feynman diagram shown in figure D1(e). If $\Delta_{0,0}$ is larger than a critical value, the system is in CDM phase for small $\alpha_0$, but restores SM phase if $\alpha_0$ is large enough.

The dynamical exponents $z_1$ and $z_2$, and the anomalous dimension of fermion field $\eta_\psi$ at the phase boundary between SM phase and CDM phase are presented in figure 5. The blue, red, and green lines represent the values of $z_1$, $z_2$, and $\eta_\psi$ respectively. Since $z_1$ and $z_2$ acquire finite corrections comparing with the free case, the fermion dispersion receives power-law correction at the phase boundary. The fermion damping rate at the phase boundary can be expressed as

$$\text{Im} \Sigma^R(\omega) \sim \omega^{1-2\eta_\psi},$$

which is a characteristic of non-Fermi liquid state.

### 4.3. RG analysis considering influence of disorder including subleading contribution in terms of disorder coupling

Taking $n = 2$ directly for equations (F.26)–(F.37), the RG equations for the corresponding parameters are given by

$$\frac{dv}{d\ell} = \left( C_1 - \frac{1}{2} \sum_{j=0}^{3} \Delta_j \right) v,$$

where $v$ is the flow rate of the coupling $v$.
Figure 3. Projections of flow diagrams on the plane of $\Delta_0$ and $\alpha$ with different $\beta_0$. $\beta_0 = 0.1, 0.2, 0.3, \text{ and } 0.4 \text{ in (a), (b), (c), and (d) respectively.}$

Figure 4. Phase diagrams of 3D AWSM considering initially both of RSP and Coulomb interaction. $\beta_0 = 0.1, 0.2, 0.3, \text{ and } 0.4 \text{ in (a), (b), (c), and (d) respectively.}$ The red point represents the critical strength of RSP corresponding to the QCP between SM and CDM phases neglecting Coulomb interaction.

\[
\begin{align*}
\frac{dA}{d\ell} &= \left( C_2 - \frac{1}{2} \sum_{j=0}^{3} \Delta_j \right) A, \quad (72) \\
\frac{d\alpha}{d\ell} &= \left( -C_1 - \frac{1}{2} \beta - \frac{1}{2} \gamma + \frac{1}{2} \sum_{j=0}^{3} \Delta_j \right) \alpha, \quad (73) \\
\frac{d\beta}{d\ell} &= \left( \frac{1}{2} - \frac{1}{2} C_2 - \beta + \frac{1}{4} \sum_{j=0}^{3} \Delta_j \right) \beta, \quad (74) \\
\frac{d\gamma}{d\ell} &= \left( -\frac{1}{2} + \frac{1}{2} C_2 - 2C_1 - \gamma + \frac{3}{4} \sum_{j=0}^{3} \Delta_j \right) \gamma. \quad (75)
\end{align*}
\]
The dynamical exponents $z_1$ and $z_2$, and the anomalous dimension of the fermion field $\eta_0$, at the boundary between SM and CDM phases. Blue, red, and green lines are corresponding to $z_1 - 1$, $z_2 - 2$, and $\eta_0$, respectively. $\beta_0 = 0.1, 0.2, 0.3$ and 0.4 in (a), (b), (c), and (d) respectively.

If the Coulomb interaction is completely neglected, $\alpha$, $\beta$, $\gamma$, $C_1$ are all taken to be zero, which leads to the RG equations considering only disorder. Once the Coulomb strength $\alpha$ takes arbitrarily finite initial value, $\alpha$ and $\beta$ can flow independently.

4.3.1. Only disorder. In this subsection, the numerical results considering disorder solely are displayed.

The unstable fixed point is determined by the equations

$$\frac{d\Delta_0}{d\ell} = -\frac{1}{2}\Delta_0 + \left(\frac{5}{4}\Delta_0^2 + \frac{5}{4}\Delta_0\Delta_1 + \frac{5}{4}\Delta_0 \Delta_2 \right) + \frac{33}{20}\Delta_0\Delta_1 + \frac{4}{5}\Delta_1\Delta_2 + \frac{4}{5}\Delta_2\Delta_3$$

$$-\Delta_0\left(2C_1 + \frac{1}{2}C_2 + 2\beta + 2\gamma\right),$$

$$\frac{d\Delta_1}{d\ell} = -\frac{1}{2}\Delta_1 + \left(\frac{1}{20}\Delta_1\Delta_0 + \frac{9}{20}\Delta_1\Delta_2 + \frac{17}{20}\Delta_1\Delta_3 + \frac{4}{5}\Delta_0\Delta_1\right)$$

$$-\Delta_1\left(2C_1 + \frac{1}{2}C_2 - C_3\right),$$

$$\frac{d\Delta_2}{d\ell} = -\frac{1}{2}\Delta_2 + \left(\frac{9}{20}\Delta_2\Delta_0 + \frac{1}{20}\Delta_2\Delta_1 + \frac{17}{20}\Delta_2\Delta_3 + \frac{4}{5}\Delta_0\Delta_2\right)$$

$$-\Delta_2\left(2C_1 + \frac{1}{2}C_2 - C_3\right),$$

$$\frac{d\Delta_3}{d\ell} = -\frac{1}{2}\Delta_3 + \left(-\frac{7}{20}\Delta_3\Delta_0 + \frac{17}{20}\Delta_3\Delta_1 + \frac{17}{20}\Delta_3\Delta_2 + \frac{1}{20}\Delta_0\Delta_3\Delta_2\right)$$

$$+ \frac{2}{5}\Delta_0\Delta_3 + \frac{17}{20}\Delta_3\Delta_1 + \frac{4}{5}\Delta_0\Delta_2\right)$$

$$-\Delta_3\left(2C_1 + \frac{1}{2}C_2 - C_4\right),$$

$$\frac{d\Delta_0}{d\ell} = -\frac{1}{2}\Delta_0 + \left(\frac{5}{4}\Delta_0^2 + \frac{5}{4}\Delta_0\Delta_1 + \frac{5}{4}\Delta_0 \Delta_2 \right) + \frac{33}{20}\Delta_0\Delta_1 + \frac{4}{5}\Delta_1\Delta_2 + \frac{4}{5}\Delta_2\Delta_3$$

$$+ \frac{4}{5}\Delta_1\Delta_3 + \frac{4}{5}\Delta_2\Delta_3\right) = 0,$$

$$\frac{d\Delta_1}{d\ell} = -\frac{1}{2}\Delta_1 + \left(\frac{1}{20}\Delta_1\Delta_0 + \frac{9}{20}\Delta_1\Delta_2 + \frac{17}{20}\Delta_1\Delta_3 + \frac{4}{5}\Delta_0\Delta_1\right)$$

$$-\Delta_1\left(2C_1 + \frac{1}{2}C_2 - C_3\right) = 0,$$

$$\frac{d\Delta_2}{d\ell} = -\frac{1}{2}\Delta_2 + \left(\frac{9}{20}\Delta_2\Delta_0 + \frac{1}{20}\Delta_2\Delta_1 + \frac{17}{20}\Delta_2\Delta_3 + \frac{4}{5}\Delta_0\Delta_2\right)$$

$$-\Delta_2\left(2C_1 + \frac{1}{2}C_2 - C_3\right) = 0,$$

$$\frac{d\Delta_3}{d\ell} = -\frac{1}{2}\Delta_3 + \left(-\frac{7}{20}\Delta_3\Delta_0 + \frac{17}{20}\Delta_3\Delta_1 + \frac{17}{20}\Delta_3\Delta_2 + \frac{1}{20}\Delta_0\Delta_3\Delta_2\right)$$

$$+ \frac{2}{5}\Delta_0\Delta_3 + \frac{17}{20}\Delta_3\Delta_1 + \frac{4}{5}\Delta_0\Delta_2\right)$$

$$-\Delta_3\left(2C_1 + \frac{1}{2}C_2 - C_4\right) = 0.$$
Figure 6. (a)–(f) Flows of $\Delta_0$, $\Delta_1$, $\Delta_2$, $\Delta_3$, $v$, and $A$ only initially including RSP. Blue, red, green, black, magenta curves represent the initial values $\Delta_{0,0} = 0.1, 0.2, 0.3, 0.4, 0.5$.

Numerical calculation gives rise to the solution

$$(\Delta_0^*, \Delta_1^*, \Delta_2^*, \Delta_3^*)$$

$$\approx (0.239358, 0.0307505, 0.0307505, 0.0667869),$$

which corresponds to a nontrivial unstable fixed point.

At this fixed point, the dynamical exponents are

$$z_1 = 1 + \frac{1}{2} \sum_{j=0}^{3} \Delta_j^* \approx 1.1838,$$

$$z_2 = 2 + \frac{1}{2} \sum_{j=0}^{3} \Delta_j^* \approx 2.1838.$$  

According to the detailed calculation shown in appendix H, we find that

$$(\Delta_0 - \Delta_0^*) + \sum_{j=1}^{3} c_j (\Delta_j - \Delta_j^*)$$

$$= \left[ (\Delta_{0,0} - \Delta_0^*) + \sum_{j=1}^{3} c_j (\Delta_{j,0} - \Delta_j^*) \right] e^{c_4 \ell}$$

$$\propto e^{\nu \ell}.$$  

$c_1$, $c_2$, $c_3$ and $c_4$ are constants, whose values are calculated in appendix H. The concrete value of $c_4$ is $c_4 \approx 0.500575$. Therefore, the correlation length exponent $\nu$ is determined by

$$\nu = \frac{1}{c_4} \approx 2.$$  

We can find that the value of $\nu$ is not changed even if the subleading terms induced by the disorder coupling are considered. This result is consistent with reference [79].

If only RSP is considered initially, the flows of $\Delta_0$, $\Delta_1$, $\Delta_2$, $\Delta_3$, $v$, and $A$ are displayed in figures 6(a)–(f) respectively. If the initial strength of RSP $\Delta_{0,0}$ is smaller than a critical value $\Delta_{0,0}^*$, $\Delta_0$ flows to zero in the lowest energy limit, which represents that RSP is irrelevant. $\Delta_1$, $\Delta_2$, and $\Delta_3$ are dynamically generated and increase with growing of $\ell$ at the beginning, but start to decrease if $\ell$ is large enough, and approach to zero eventually. In this case, $v$ and $A$ only receive quantitative corrections and flow to new constants which are smaller than the initial values $v_0$ and $A_0$. Accordingly, the SM phase is stable against the weak disorder, and the observable quantities do not acquire qualitative modifications. If $\Delta_{0,0}$ is larger than a critical value $\Delta_{0,0}^*$, $\Delta_0$ approaches to infinity at a finite energy scale. $\Delta_1$, $\Delta_2$, and $\Delta_3$ are dynamically generated and also flow to infinity finally. $v$ and $A$ flow to zero at the same finite
Figure 7. (a)–(f) Flows of $\Delta_0$, $\Delta_1$, $\Delta_2$, $\Delta_3$, $v$, and $A$ only initially including $x$-RVP. Blue, red, green, black, magenta curves represent the initial values $\Delta_{i,0} = 0.1, 0.3, 0.5, 0.7, 0.9$.

energy scale. These behaviors are generally believed to signify that the system becomes unstable and is driven to CDM phase [25, 67, 79–81, 84, 90]. The critical value $\Delta^*_{0,0}$ corresponds to the QCP between SM and CDM phases. The numerical calculation exhibits that $\Delta^*_{0,0} \approx 0.324$.

A similar QCP was also found in 3D DSM or WSM through RG analysis [25, 67, 84, 90]. RSP can solely exist in 3D DSM or WSM. However, $x$-, $y$-, and $z$-RVP are dynamically generated in 3D AWSM although only RSP is considered initially.

The flows of $\Delta_0$, $\Delta_1$, $\Delta_2$, $\Delta_3$, $v$, and $A$ considering initially only $x$-RVP are depicted in figures 7(a)–(f) respectively. We find that there is a similar threshold value $\Delta^*_{1,0} \approx 0.626$, which defines a QCP. If $\Delta_{1,0} < \Delta^*_{1,0}$, $\Delta_0$, $\Delta_1$, $\Delta_2$, and $\Delta_3$ all approach to zero finally, which indicates that the disorder is irrelevant and the SM phase is stable. If $\Delta_{1,0} > \Delta^*_{1,0}$, $\Delta_0$, $\Delta_1$, $\Delta_2$, and $\Delta_3$ all flow away, which represents the instability to CDM phase. If only $y$-RVP is included initially, we obtain similar results, which are not shown here.

If only $z$-RVP is included initially, it is found that RSP, $x$-RVP, and $y$-RVP are not dynamically generated, and $z$-RVP can exist solely. The dependence of $\frac{d\Delta_1}{d\ell}$ on $\Delta_1$ is shown in figure 8(a). The flows of $\Delta_3$, $v$, and $A$ with different initial values $\Delta_{3,0}$ are depicted in figures 8(b)–(d) respectively. If $\Delta_{3,0}$ is smaller than $\Delta^*_{3,0} = 10$, $\Delta_3$ approaches to zero quickly. If $\Delta_{3,0} > \Delta^*_{3,0}$, $z$-RVP becomes relevant and flows away. Thus, there is a QCP from SM to CDM phases at $\Delta_{3,0} = \Delta^*_{3,0}$.

For usual WSM, if only single component of RVP exists initially, the RG calculations given by Sbierski et al exhibit that other types of disorder will not be generated dynamically [85]. Additionally, there is not a QPT to CDM phase for any strength of single component of RVP. The numerical simulations performed by Sbierski et al reveal consistent results comparing with their RG calculations [85]. We can find that usual WSM and AWSM exhibit obviously different behaviors if single component of RVP exists initially. These differences are closely related to the different properties of Hamiltonian in usual WSM and AWSM. The Hamiltonian of WSM satisfies

$$H_\ell(-\mathbf{k}) = -H_\ell(\mathbf{k}), \quad (89)$$

for AWSM. Accordingly, the fermion propagator of WSM satisfies

$$G_\ell(\omega, \mathbf{k}) + G_\ell(-\omega, -\mathbf{k}) = 0. \quad (90)$$

However, the fermion propagator of AWSM has the characteristic

$$G_\ell(\omega, \mathbf{k}) + G_\ell(-\omega, -\mathbf{k}) \neq 0. \quad (91)$$
Figure 8. (a) Dependence of $\frac{d\Delta_3}{d\ell}$ on $\Delta_3$; (b)–(d) Flows of $\Delta_3$, $v$, and $A$. Only $z$-RVP is initially considered. In (b)–(d), blue, red, green, black, magenta curves represent the initial values $\Delta_{3,0} = 1, 5, 10, 11, 12$.

Figure 9. Phase diagrams of 3D AWSM considering initially two types of disorder. (a) RSP and $x$-RVP; (b) RSP and $z$-RVP; (c) $x$-RVP and $y$-RVP; (d) $x$-RVP and $z$-RVP.

Therefore, the two Feynman diagrams shown in figures D1(b) and (c) lead to zero correction for the fermion–disorder coupling in WSM, but induce finite nontrivial correction for the fermion–disorder coupling in AWSM.

Thus, we expect that there should be a QPT to CDM qualitatively if the initial strength of $z$-RVP is large enough, although the quantitative value for the critical strength of $z$-RVP given by our RG study may be not accurate. This should be an intrinsic property for AWSM resulting from equation (91).

Numerical simulation methods, including kernel polynomial method [91], Lanzos method [91, 92], may provide more reliable results for this question.

From equation (27), considering only $\Delta_3$, and taking physical value $n = 2$ for the tree-level contribution, the RG equation for $\Delta_3$ can be further written as

$$\frac{d\Delta_3}{d\ell} = -\frac{1}{2}\Delta_3 - \Delta_3^2.$$  (92)
Figure 10. Flows of $\Delta_0$ considering initially both of RSP and Coulomb interaction. (a) $\Delta_{0,0} = 0.4$, $\beta_0 = 0.1$; (b) $\Delta_{0,0} = 0.8$, $\beta_0 = 0.1$; (c) $\Delta_{0,0} = 0.8$, $\beta_0 = 0.5$; (d) $\Delta_{0,0} = 1.2$, $\beta_0 = 0.5$.

Figure 11. Phase diagrams of 3D AWSM considering initially both of RSP and Coulomb interaction. $\beta_0 = 0.1, 0.3, 0.5, 1$ in (a), (b), (c), and (d) respectively. The red point represents the critical strength of RSP corresponding to the QCP between SM and CDM phases neglecting Coulomb interaction.

We can find that $\Delta_3$ is always irrelevant. There is not a QPT to CDM phase with increasing of $\Delta_3$. We should also notice that the generalized Hamiltonian density equation (11) becomes $H_0 = v (k_x \sigma_1 + k_y \sigma_2)$ in the limit $n \to \infty$. Therefore, the intrinsic properties shown in equations (89) and (91) for 3D AWSM are not satisfied for the generalized Hamiltonian equation (11) in the limit $n \to \infty$. This may be the reason why there is not a QPT to CDM in the limit $n \to \infty$, according to equation (92).

The phase diagrams considering initially two types of disorder are presented in figure 9. The green and yellow regions stand for SM and CDM phases respectively. There is a critical line separating the SM and CDM phases. A QPT between SM
Figure 12. The dynamical exponents $z_1$ and $z_2$, and the anomalous dimension of fermion field $\eta_\psi$ at the boundary between SM and CDM phases. Blue, red, and green lines are corresponding to $z_1 - 1$, $z_2 - 2$, and $\eta_\psi$ respectively. $\beta_0 = 0.1, 0.3, 0.5$ and $1$ in (a), (b), (c), and (d) respectively.

4.3.2. Interplay of Coulomb interaction and disorder. In this subsection, we analyze the interplay of Coulomb interaction and disorder in 3D AWSM.

Considering initially both of long-range Coulomb interaction and RSP, the flows of $\Delta_0$ with different initial conditions are shown in figure 10. We can find that RSP is suppressed by Coulomb interaction. For small initial value $\Delta_{0,0}$, RSP always flows to zero. However, for large enough initial value $\Delta_{0,0}$, RSP flows away for small $\alpha_0$, but approaches to zero if $\alpha_0$ is larger than a critical value. These results are qualitatively same as the ones displayed in figure 2, in which subleading terms induced by the disorder coupling are discarded.

For different parameter $\beta_0$, the phase diagrams on the plane of $\Delta_{0,0}$ and $\alpha_0$ are shown in figure 11. For a given $\beta_0$, if $\Delta_{0,0}$ takes a small value, the system is always in SM phase, if $\Delta_{0,0}$ takes a large enough value, the system is driven from CDM phase to SM phase with the increasing of $\alpha_0$. Remarkably, the critical strength of RSP is changed obviously once Coulomb interaction is considered even if $\alpha_0$ takes arbitrarily small value. These characteristics are also qualitatively same as figure 4, although there are some quantitative differences.

The dynamical exponents $z_1$ and $z_2$, and the anomalous dimension of fermion field $\eta_\psi$ at the phase boundary between SM phase and CDM phase are shown in figure 12 by blue, red, and green lines respectively.

If both of long-range Coulomb interaction and $x$-RVP are initially considered, the flows of $\Delta_1$ with different initial conditions are presented in figure 13. For a given $\beta_0$, there are three different cases. In the first case, such as figure 13(c), $\Delta_{1,0}$ takes relatively small value. In this case, $\Delta_1$ always flows to zero if $\alpha_0$ takes arbitrarily finite value, which indicates that the system is always in SM phase. In the second case, such as figure 13(b), $\Delta_{1,0}$ takes a large enough value. Accordingly, $\Delta_1$ flows away even if the Coulomb strength takes quite large value, which represents that the system is driven to CDM phase. In the third case, as shown in figures 14(a) and (d), $\Delta_{1,0}$ takes an intermediate value. In this case, $\Delta_1$ flows away if $\alpha_0$ takes a small value, but approaches to zero if $\alpha_0$ is larger than a critical value. It indicates that there is a QPT from CDM to SM phases with increasing of $\alpha_0$ for the third case.

The phase diagrams considering long-range Coulomb interaction and $x$-RVP initially with different values of $\beta_0$ are depicted in figure 14. The red point in figure 14 represents the critical value $\Delta_{1,0}^*$ if only $x$-RVP is considered. We can find that the critical strength of $x$-RVP considering infinitesimally weak Coulomb interaction also has a finite difference with $\Delta_{1,0}^*$. However, for large enough $\Delta_{1,0}$, the system seems always in CDM phase, and cannot restore the SM phase by strong Coulomb interaction. For an intermediate range of $\Delta_{1,0}$, the system is in CDM phase for weak $\alpha_0$, but restores the SM phase if $\alpha_0$ is large enough.

These behaviors are probably due to subtle interplay of several effects. Firstly, the Feynman diagram as shown in figure D1(e) leads to the corrections

$$\delta \Delta_0^{(5)} = -2\Delta_0 \left(\sqrt{7} C_\perp + \frac{C_z}{\sqrt{\eta}}\right) \ell,$$

$$\delta \Delta_1^{(5)} = 0,$$

which represent that figure D1(e) induces the suppression effect for RSP, but does not result in correction for coupling to CDM phases appears if the initial values of disorder strength are tuned to across the critical line.
Figure 13. Flows of $\Delta_1$ considering initially both of $x$-RVP and Coulomb interaction. (a) $\Delta_{1,0} = 0.75$, $\beta_0 = 0.1$; (b) $\Delta_{1,0} = 1.2$, $\beta_0 = 0.1$; (c) $\Delta_{1,0} = 0.65$, $\beta_0 = 0.1$; (d) $\Delta_{1,0} = 0.8$, $\beta_0 = 0.2$.

Figure 14. Phase diagrams of 3D AWSM considering initially both of $x$-RVP and Coulomb interaction. $\beta_0 = 0.1, 0.15, 0.2, 0.25$ in (a), (b), (c), and (d) respectively. The red point represents the critical value of $x$-RVP between SM and CDM phases neglecting the Coulomb interaction.

of $x$-RVP and fermions. The contribution from figure D1(e) to RSP is the last term of equation (E.10). Secondly, the contributions from Feynman diagram shown in figure D1(d) to RSP and $x$-RVP are

$$\delta \Delta_0^{(4)} = 0,$$

$$\delta \Delta_1^{(4)} = \Delta_1 C_3 \ell,$$

which indicate that figure D1(d) does not lead to correction for RSP but enhances $x$-RVP. The contribution from figure D1(d) to $x$-RVP is the last term of equation (E.11). Thirdly, the fermion self-energy induces renormalization of the parameters $v$ and $A$, which could result in correction to $\Delta_1$ in the RG equations, due to that the effective disorder strength is determined by $\frac{\Delta_1 \sqrt{\pi}}{\pi^{3/4} v A}$. It should be noticed that the
Figure 15. The relation between $C_i/\alpha$ and $\zeta$. The blue, red, green, black, magenta, cyan lines are corresponding to $C_1$, $C_2$, $C_3$, $C_4$, $C_5$, and $C_6$ respectively. $C_5 = -(2C_1 + 4C_2 - C_3)$ and $C_6 = -(2C_1 + 1/2C_2 - C_4)$.

The replacement $\Delta \pi / a^{1/2} \rightarrow \Delta_0$ has been employed in the derivation for the RG equations. These three effects yield the term

$$- \Delta_0 \left( 2C_1 + \frac{1}{2}C_2 + 2\beta + 2\gamma \right)$$

(97)

for the RG equation of $\Delta_0$ as shown in equation (76), and the term

$$- \Delta_1 \left( 2C_1 + \frac{1}{2}C_2 - C_3 \right)$$

(98)

for the RG equation of $\Delta_1$ given by equation (77). The term (97) is always negative. Accordingly, these three effects result in that the Coulomb interaction suppresses RSP. According to figure 15, the term shown in equation (98) is positive in a wide range of $\zeta$. It represents that the three effects mentioned above could enhance $x$-RVP in some conditions. Fourthly, RSP and $x$-RVP dynamically generate and enhance each other. The promotion effect between RSP and $x$-RVP may be suppressed as the generation of RSP is prevented by long-range Coulomb interaction. The complex behaviors considering initially both of long-range Coulomb interaction and $x$-RVP are due to the interplay of the four effects aforementioned. The phase diagram including both of long-range Coulomb interaction and $y$-RVP has similar characteristics.

According to figure 15, the term

$$- \Delta_3 \left( 2C_1 + \frac{1}{2}C_2 - C_4 \right)$$

(99)

is always negative. Thus, the long-range Coulomb interaction always tends to suppress $z$-RVP. Considering initially both of Coulomb interaction and $z$-RVP, the flow of $\Delta_3$ is presented in figure 16. We find that for $\Delta_3 > \Delta_{3,0}$, $\Delta_3$ grows with lowering of the energy scale at first, but begins to decrease if the running parameter $\ell$ is large enough, and always approaches to zero in the lowest energy limit. Thus, the system is always in SM phase if both of Coulomb interaction and $z$-RVP are considered. The remarkable suppression effect of Coulomb interaction for $z$-RVP should result from the special energy dispersion of 3D anisotropic Weyl fermions.

5. Observable quantities

In this section, in order to better understand the physical properties of 3D AWSM in the presence of disorder, we compare the behaviors of observable quantities including DOS, specific heat, and compressibility in SM phase, CDM phase, and at the phase boundary.

5.1. DOS

In SM phase, the retarded fermion propagator takes the form as

$$G_{ret}^{z}(\omega, k) = \frac{1}{\omega - (vk_1\sigma_1 + vk_2\sigma_2 + Ak_1^2\sigma_3) + i\delta}.$$ (100)

The spectral function is

$$A(\omega, k) = -\frac{1}{\pi} \text{Tr} \left[ \text{Im} \left[ G_{ret}^{z}(\omega, k) \right] \right]$$

$$= \frac{|\omega|}{E_k} \left[ \delta(\omega + E_k) + \delta(\omega - E_k) \right],$$ (101)

where $E_k = \sqrt{v^2k_x^2 + A^2k_y^2}$. The DOS is given by

$$\rho(\omega) = \int \frac{d^3k}{(2\pi)^3} A(\omega, k) = \frac{|\omega|^{3/2}}{2\pi^2v^2\Lambda},$$ (102)

which vanishes in the limit $\omega \rightarrow 0$.

In CDM phase, the fermions acquire a finite disorder scattering rate $\gamma_0$. Accordingly, the retarded fermion propagator becomes

$$G_{ret}^{z}(\omega, k) = \frac{1}{\omega + i\gamma_0 - (vk_1\sigma_1 + vk_2\sigma_2 + Ak_1^2\sigma_3)}.$$ (103)

The spectral function can be written as

$$A(\omega, k) = -\frac{1}{\pi} \text{Tr} \left[ \text{Im} \left[ G_{ret}^{z}(\omega, k) \right] \right]$$

$$= \frac{2}{\pi} \left[ \frac{\gamma_0 (\omega^2 + \gamma_0^2 + E_k^2)}{(\omega^2 - \gamma_0^2 - E_k^2)^2 + 4\omega^2\gamma_0^2} \right].$$ (104)

The corresponding DOS can be obtained via

$$\rho(\omega) = \int \frac{d^3k}{(2\pi)^3} A(\omega, k).$$ (105)

In the limit $\omega \ll \gamma_0 \ll \Lambda$, DOS is approximated as

$$\rho(\omega) \approx \frac{4\gamma_0 \sqrt{\Lambda}}{\pi^{3/2} \sqrt{\Lambda}},$$ (106)

It is clear that $\rho(0)$ takes a finite value in CDM phase.

At the phase boundary between SM phase and CDM phase, the DOS satisfies

$$\rho(\omega) \sim \omega^{1/2} \sim \omega^{3/4},$$ (107)
Figure 16. Flows of $\Delta_3$ considering initially $z$-RVP and Coulomb interaction. (a) $\Delta_{3,0} = 12, \beta_0 = 0.1$; (b) $\Delta_{3,0} = 15, \beta_0 = 0.1$; (c) $\Delta_{3,0} = 12, \beta_0 = 0.5$; (d) $\Delta_{3,0} = 15, \beta_0 = 0.5$.

Figure 17. The parameter $\eta_1$ at the phase boundary between SM and CDM phases. $\beta_0 = 0.1, 0.2, 0.3$ and 0.4 in (a), (b), (c), and (d) respectively. Subleading terms in the sense of $1/n$ expansion induced by the disorder coupling are discarded.

where

$$\eta_1 = \eta_1 - \frac{1}{\Delta_1} + \frac{1}{\Delta_2}$$ (108)

The values of $\eta_1$ at the phase boundary discarding subleading terms in the sense of $1/n$ expansion induced by the disorder coupling are shown in figure 17. The values of $\eta_1$ at the phase boundary including subleading terms are presented in figure 18.

5.2. Specific heat

In SM phase, the fermion propagator in Matsubara formalism can be expressed as

$$G_0(\omega_n, k) = \frac{i\omega_n + v k_1 \sigma_1 + v k_2 \sigma_2 + Ak_2^2 \sigma_3}{\omega_n^2 + E_k^2}.$$ (109)

where $\omega_n = (2n + 1)\pi T$ with $n$ being integers. The free energy of fermions is
respectively. Subleading terms in the sense of $1/n$ expansion induced by the disorder coupling are included.

\[ F_f(T) = -2T \sum_{\omega} \frac{d^3k}{(2\pi)^3} \ln \left( \omega_n^2 + E_k^2 \right)^{1/2}. \]

Carrying out the frequency summation, one gets

\[ F_f(T) = -2 \int \frac{d^3k}{(2\pi)^3} \left[ E_k + 2T \ln \left( 1 + e^{-\frac{k}{T}} \right) \right], \]

which is divergent due to the first term in the brackets. In order to get a finite free energy, we redefine $F_f(T) = F_f(0)$ as $F_f(T)$, and obtain

\[ F_f(T) = -4T \int \frac{d^3k}{(2\pi)^3} \ln \left( 1 + e^{-\frac{k}{T}} \right) \]

\[ = -\frac{3(8 - \sqrt{2})\zeta(\frac{3}{2})}{16\pi^{3/2}v^2\sqrt{A}} T^{5/2} \]

where $\zeta(x)$ is Riemann zeta function. Using the formula

\[ C_v(T) = -T \frac{\partial^2 F_f(T)}{\partial T^2}, \]

$C_v$ can be written as

\[ C_v(T) = \frac{105(8 - \sqrt{2})\zeta(\frac{3}{2})}{64\pi^{3/2}v^2\sqrt{A}} T^{5/2} \propto T^{5/2}. \]  

The specific heat at the phase boundary between SM phase and CDM phase takes the form

\[ C_v(T) \sim T^{\frac{3}{2} + \frac{1}{2}} \sim T^{3/2}, \]

where

\[ \eta_2 = \frac{2}{z_1} + \frac{1}{z_2} = \eta_1 + 1. \]

5.3. Compressibility

In order to calculate the compressibility, we introduce the chemical potential $\mu$ at the beginning. Accordingly, the fermion propagator reads as

\[ G_0(\omega_n, k) = \frac{i\omega_n + \mu + v_k \sigma_1 + v_k \sigma_2 + A k^2 \sigma_3}{\omega_n^2 + E_k^2}. \]
The free energy of fermions has the form
\[
F_\mu(T) = -2T \sum_{\omega_n} \int \frac{d^3 k}{(2\pi)^3} \ln \left\{ \left( \omega_n - i\mu \right)^2 + E_k^2 \right\}^{1/2}.
\]
(122)
Performing the summation of frequency and integration of momenta, we obtain
\[
\begin{aligned}
F_\mu(T) &= \frac{3}{4\pi^3/2^6} T^{3/2} \left[ \text{Li}_2 \left( -e^{\pi T} \right) \\
&\quad + \text{Li}_2 \left( -e^{-\pi T} \right) \right],
\end{aligned}
\]
(123)
where \( \text{Li}_2(x) \) is the polylogarithm function. Utilizing the formula
\[
\kappa(T, \mu) = -\frac{\partial^2 F_\mu(T, \mu)}{\partial \mu^2},
\]
we arrive at
\[
\kappa(T, \mu) = -\frac{3}{4\pi^3/2^6} T^{3/2} \left[ \text{Li}_2 \left( -e^{\pi T} \right) \\
&\quad + \text{Li}_2 \left( -e^{-\pi T} \right) \right],
\]
(125)
Taking \( \mu = 0 \), one can get the compressibility in the SM phase as following
\[
\kappa(T) = \frac{3 \left( \sqrt{2} - 1 \right)}{2\sqrt{\pi^3/2^6}} T^{3/2}.
\]
(126)
For calculating the compressibility in CDM phase, we incorporate a finite disorder scattering rate \( \gamma_0 \) into the fermion propagator
\[
G_\mu(\omega_n, k) = -\frac{i\omega_n' + \mu + vk_n \sigma_1 + vk' \sigma_2 + A \gamma_0}{\left( \omega_n' - i\mu \right)^2 + E_k^2},
\]
(127)
where \( \omega_n' = \omega_n + \gamma_0 \text{sgn}(\omega_n) \). The corresponding free energy is expressed as
\[
F_\mu(T, \mu) = -2N T \sum_{\omega_n} \int \frac{d^3 k}{(2\pi)^3} \ln \left\{ \left( \omega_n - i\mu \right)^2 + E_k^2 \right\}^{1/2}.
\]
(128)
Carrying out the frequency summation, \( F_\mu(T, \mu) \) becomes
\[
\begin{aligned}
F_\mu(T, \mu) &= -\frac{2}{\pi} \sum_{\xi = \pm 1} \int \frac{d^3 k}{(2\pi)^3} \left\{ E_k \arctan \left( \frac{E_k + \xi \mu}{\pi T + \gamma_0} \right) \\
&\quad - \frac{\gamma_0}{2} \ln \left[ (\pi T + \gamma_0)^2 + (E_k + \xi \mu)^2 \right] \\
&\quad - \mu \arctan \left( \frac{E_k + \xi \mu}{\pi T + \gamma_0} \right) \right\}.
\end{aligned}
\]
(129)
The compressibility satisfies
\[
\kappa(T, \mu) = -\frac{\partial^2 F_\mu(T, \mu)}{\partial \mu^2} = \frac{2}{\pi} \sum_{\xi = \pm 1} \int \frac{d^3 k}{(2\pi)^3} \left\{ \frac{2\pi T (\pi T + \gamma_0)^2}{(\pi T + \gamma_0)^2 + (E_k + \xi \mu)^2} \\
&\quad + \frac{\gamma_0}{(\pi T + \gamma_0)^2 + (E_k + \xi \mu)^2} \right\}.
\]
(130)
Taking \( \mu = 0 \), in the case \( T \ll \gamma_0 \ll \Lambda, \kappa \) reduces to
\[
\kappa(T) \approx \frac{4\gamma_0 \sqrt{\Lambda}}{\pi^3/2^6 \sqrt{\Lambda}}.
\]
(131)
At the phase boundary between SM phase and CDM phase, the compressibility reads as
\[
\kappa(T) \sim T^{3/2} \sim T^0.
\]
(132)

6. Physical implications

In this section, we discuss the potential implications of the theoretical results in the candidate physical systems for 3D AWSM and other related materials.

According to the study by Yang et al [78], 3D AWSM might be obtained at the topological QCP between normal band insulator and WSM, or at the QCP between normal band insulator and topological insulator in 3D noncentrosymmetric system. The theoretical studies predicted that 3D AWSM can be reached at the QCP between normal band insulator and topological insulator through tuning pressure on BiTeI, in which the inversion symmetry is broken [77, 93]. The subsequent experimental measurements for pressured BiTeI through x-ray powder diffraction and infrared spectroscopy are consistent with the theoretical prediction [94]. The measurements of Shubnikov-de Haas (SdH) quantum oscillations also revealed the existence of pressure-induced topological QPT in BiTeI [95]. The theoretical results shown in section 4 would be helpful for understanding the low-energy behaviors of candidate materials for 3D AWSM.

In 3D anisotropic DSM (ADSM), the dispersion of fermion excitations is also linear along two directions and quadratic along the third one [78]. Yang et al showed that 3D ADSM can be obtained at the QCP between normal band insulator and topological 3D DSM, or at the QCP between 3D DSM and weak topological insulator or topological crystalline insulator [78]. The analysis of Yuan et al exhibited that 3D ADSM state is possible to be realized in ZrTe_5 at the QCP between insulating and 3D DSM phases [96]. The experimental studies on pressured ZrTe_5 through SdH quantum oscillations showed the evidence of 3D ADSM state [97].Recently, the experimental studies based on SdH quantum oscillations and high pressure x-ray diffraction unveiled that there is a QCP from 3D DSM to band insulator phases in Cd_3As_2 with increasing of pressure [98]. The theoretical results shown above should also hold in 3D ADSM, and are valuable for understanding the physical properties of candidate materials of 3D ADSM.

Various unconventional fermions, including 2D Dirac fermions [99, 100], 3D Weyl fermions [101, 102], 3D double- and triple-Weyl fermions [103, 104], 3D nodal line fermions [105] etc have been realized in photonic crystal. 3D anisotropic
Weyl fermions could be also obtained through properly designing the photonic crystal. In photonic crystal, the disorder can be introduced and controlled by speckled beam [106–108]. The fermions in photonic crystal are not influenced by Coulomb interaction. In contrast, in SM materials, the long-range Coulomb interaction is intrinsic. Therefore, the phase diagrams of 3D anisotropic Weyl fermions under the influence of disorder in photonic crystal and SM materials could take obvious differences, which may be verified experimentally in future.

The influence of Coulomb interaction in AWSM depends on two parameters \( \alpha \) and \( \beta \). The parameters \( \alpha \) and \( \beta \) are closely related to \( \epsilon \), \( v \), and \( A \), which are basic parameters of the system and can be determined experimentally. Thus, changing of the parameters \( \epsilon \), \( v \), and \( A \) would modify the influence of Coulomb interaction. These three parameters may be tuned by pressure, strain etc in a proper way.

The results for AWSM shown in former sections are obtained at zero chemical potential. In ideal SMs, the chemical potential \( \mu = 0 \). Then the Fermi level is exactly at the touching points, and the DOS exactly equals to zero. However, in real samples, the chemical usually does not equal to zero exactly but takes a small finite value. Accordingly, the Fermi level is not at the touching points, and DOS takes a finite value. For the case chemical potential \( \mu = 0 \), in AWSM, there is a QCP from SM phase to CDM phase at zero temperature with increasing of disorder strength. At finite temperatures, the QCP becomes a quantum critical region. For the case \( \mu \) is finite, the QCP from SM phase to CDM phase at zero temperature is avoided. However, the quantum critical region in the energy scale \( T > \mu \) still exists. Thus, we believe that the results shown in former sections could be observed in the energy scale \( T > \mu \).

### 7. Comparison with other SMs

In this section, we compare with previous studies about the interplay of disorder and Coulomb interaction in other SMs. For 2D DSM, there are usually three kinds of disorder including RSP, RVP, and random mass (RM) [48, 57, 58, 88, 89]. Considering only RSP, we can find that the effective strength \( \Delta_0 \) always approaches to infinity at a finite running parameter \( \ell \), which is determined by the initial value \( \Delta_{0,0} \) [48, 88, 89]. It represents that 2D DSM always becomes unstable to CDM phase under RSP. If only RVP is considered, the effective strength \( \Delta V \) does not flow but is fixed to the initial value \( \Delta_{V,0} \) [48, 57, 58, 88, 89]. The fermion velocity approaches to zero in the lowest energy limit \( \ell \to \infty \). Accordingly, the observable quantities including DOS, specific heat and compressibility are enhanced by power-law corrections of energy or temperature [57, 58]. If only RM is considered, the effective strength \( \Delta_M \) flows to zero in the lowest energy limit but with a slow speed [48, 57, 58, 88, 89]. The fermion velocity approaches to zero slowly. Accordingly, the observable quantities including DOS, specific heat and compressibility are enhanced by logarithmic-like corrections of energy or temperature [57, 58]. It is well known that if only Coulomb interaction is considered in 2D DSM, the effective Coulomb strength \( \alpha \) approaches to zero slowly and the fermion velocity increases logarithmically with lowering of energy scale. Thus, the observable quantities receive logarithmic-like corrections of energy or temperature.

Interplay of disorder and Coulomb interaction in 2D DSM is closely related to the kind of disorder [61–65]. It was shown that RSP is suppressed by Coulomb interaction. For a given initial strength of RSP \( \Delta_{0,0} \), if the initial value of Coulomb interaction \( \alpha_0 \) is small, the system is still in the CDM phase. If \( \alpha_0 \) is larger than a critical value determined by \( \Delta_{0,0} \), the system restores SM phase [61, 65]. Under the influence of RVP and Coulomb interaction, it was unveiled that the disorder strength \( \Delta V \) is fixed to \( \Delta_{V,0} \) and the Coulomb strength flows to a constant [61, 62, 65]. Additionally, the fermion velocity flows to a constant value in the lowest energy limit. Thus, the specific heat and compressibility qualitatively take the same behaviors as the clean and free 2D Dirac fermion system [65]. Comparing with the cases considering only RVP or Coulomb interaction, one could notice that RVP promotes Coulomb interaction. Considering both of RM and Coulomb interaction, we can find that the disorder strength \( \Delta_M \) and Coulomb strength \( \alpha \) both flow to constants [61, 65]. Comparing with the cases only considering RM or Coulomb interaction, we can find that RM and Coulomb interaction promote each other.

For 3D DSM, weak RSP is irrelevant, but becomes relevant if the initial strength \( \Delta_{0,0} \) is larger than a critical value \( \Delta_{0,0}^{c} \) [25, 84]. It indicates that the system is in SM phase if \( \Delta_{0,0} < \Delta_{0,0}^{c} \), but becomes CDM phase if \( \Delta_{0,0} > \Delta_{0,0}^{c} \). Goswami and Chakravarty studied the interplay of RSP and Coulomb interaction in 3D DSM [25]. They showed that RSP is suppressed by the Coulomb interaction, and the critical value \( \Delta_{0,0}^{c} \) becomes larger with the increasing of Coulomb interaction. Thus, the CDM phase can be tuned to SM phase by increasing of Coulomb interaction.

Nandkishore and Parameswaran studied the interplay of disorder and Coulomb interaction in Luttinger SM [70]. For Luttinger SM, arbitrarily weak disorder no matter RSP or RVP drives the system to CDM phase. Considering both of disorder and Coulomb interaction, it was shown that disorder always dominates Coulomb interaction, and the system is still in CDM Phase.

The interplay of disorder and Coulomb interaction in NLSM was analyzed by Wang and Nandkishore [72]. It is shown that arbitrarily weak disorder drives the system to CDM phase. Additionally, the SM phase cannot be restored by including of the Coulomb interaction, since disorder always dominates Coulomb interaction.

The interplay of disorder and Coulomb interaction in multi-WSMs is studied in reference [73]. For double-WSM, considering both of disorder and Coulomb interaction, the system is always in CDM phase. However, the interplay of disorder and Coulomb interaction in triple-WSM is closely related to the kind of disorder. Arbitrarily weak RSP drives triple-WSM to CDM phase. Considering both of RSP and Coulomb interaction, we can find that RSP is suppressed by Coulomb interaction and the system restores SM phase if the Coulomb interaction is strong enough. Considering \( x \)-RVP or \( y \)-RVP, the disorder strength flows to a constant. Considering both of \( x \)-RVP or \( y \)-RVP and Coulomb interaction, the disorder
strength still flows to a constant but with a larger value, and the Coulomb interaction also flows to a constant. Considering both of $z$-RVP and Coulomb interaction, disorder strength and Coulomb strength both approach to infinity, and Coulomb interaction dominates disorder asymptotically. It may be corresponding to Mott insulating phase.

We can find that suppression of RSP by Coulomb interaction also exhibits in 2D DSM, 3D DSM, and triple-WSM. It is qualitatively similar to the one in AWSM. Whereas, suppression of RSP by Coulomb interaction is more obvious in AWSM, since the SM phase can be restored by Coulomb interaction even if $\alpha_0$ takes arbitrarily small value, if $\beta_0$ is finite. $\beta$ is related to the anisotropic screening effect of Coulomb interaction. The anisotropic screening effect of Coulomb interaction does not exist in 2D DSM and 3D DSM. In triple-WSM, the anisotropic screening effect of Coulomb interaction also exist, but weak RSP is relevant. Therefore, more obvious suppression of RSP by Coulomb interaction in AWSM should be due to that there is anisotropic screening effect and weak RSP is irrelevant in AWSM. Remarkable suppression effect for $z$-RVP by Coulomb interaction is not found in other SMs. Under the interplay of disorder and Coulomb interaction, the different behaviors of AWSM comparing with other SMs are closely related to the special fermion dispersion of AWSM.

8. Summary

In summary, the low-energy behaviors of 3D AWSM under the influence of long-range Coulomb interaction and disorder are studied by RG theory. The system could be in the SM phase, CDM phase, or at the phase boundary, depending on the initial values of strength of Coulomb interaction and disorder. We find a quite novel result: the critical disorder strength for driving the CDM phase can be remarkably increased in some conditions, even if the Coulomb strength takes arbitrarily small value, once the interplay of Coulomb and disorder is considered. This novel behavior is closely related to the anisotropic screening effect of Coulomb interaction, and essentially results from the particular dispersion of the fermions in 3D AWSM.
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Appendix A. Propagators

The propagator of 3D anisotropic Weyl fermions reads as

$$G_0(\omega, k) = \frac{1}{i\omega - (vk_\perp +vk_\parallel +AK^2)}.$$  \hspace{1cm} (A.1)

Coulomb interaction is marginal at tree-level in 3D AWSM. Thus, when calculating the corrections induced by long-range Coulomb interaction, we use the physical fermion propagator equation (A.1) directly. When calculating the correction contributed by disorder, we adopt the generalized expression of fermion propagator

$$G_0(\omega, k) = \frac{1}{i\omega - (vk_\perp +vk_\parallel +AK^2)}.$$ \hspace{1cm} (A.2)

where $n$ is an even integer. The corresponding dispersion of fermions takes the form

$$E_d(k) = \pm \sqrt{v^2 k_\perp^2 + A^2 k_\parallel^2}.$$ \hspace{1cm} (A.3)

In the RG analysis, we will find that $1/n$ serves as an effective controlled expansion parameter in terms of disorder coupling. The propagator of boson field $\phi$ which represents the influence of Coulomb interaction is given by

$$D_0(q) = \frac{\sqrt{\eta}}{q_\perp^2 + q_\parallel^2 + \eta q_z^2} = \frac{\sqrt{\eta}}{q_\perp^2 + \eta q_z^2}.$$ \hspace{1cm} (A.4)

Appendix B. Boson self-energy

As shown in figure B1, the self-energy of boson field $\phi$ is defined as

$$\Pi(\Omega, q) = -g^2 \int \frac{d\omega}{2\pi} \int \frac{d^3k}{(2\pi)^3} \text{Tr} [G_0(\omega, k) \times G_0(\omega + \Omega, k + q)].$$ \hspace{1cm} (B.1)

$\int'$ represents that a momentum shell will be imposed in some proper way. Substituting equation (A.1) into (B.1), and taking the limit $\Omega = 0$, we get

$$\Pi(0, q) = 2g^2 \int \frac{d\omega}{2\pi} \int \frac{d^3k}{(2\pi)^3} \frac{1}{(\omega^2 + E_k^2) (\omega^2 + E_{k+q}^2)}$$

$$\times [\omega^2 - v^2 k_\perp (k_\perp + q_\perp) - v^2 k_\parallel (k_\parallel + q_\parallel) - A^2 k_\parallel^2]$$ \hspace{1cm} (B.2)

where $E_k = \sqrt{v^2 k_\perp^2 + A^2 k_\parallel^2}$. Expanding of $q_\parallel$ up to quadratic order yields

$$\Pi(0, q) \approx v^2 q_\perp^2 \frac{g^2}{16\pi^2} \int dk_\perp |dk_\parallel| k_\perp \left( \frac{2}{E_k^2} - \frac{v^2 k_\parallel^2}{E_k^2} \right)$$ \hspace{1cm} (B.3)
Figure B1. Self-energy of bosonic field. The solid line represents the fermion propagator, and the wavy line stands for the boson propagator that is equivalent to the Coulomb interaction function.

\[ + v^2 A^2 q_+^2 \frac{g_+^2}{2\pi} \int dk_+ d|k_+| \frac{k_+^2 k_+^2}{E_k}. \]  
(B.3)

We employ the transformations
\[ E = \sqrt{v^2 k_+^2 + A^2 k_+^4}, \quad \chi = \frac{\Lambda k_+^2}{\nu k_+}, \]  
(B.4)

which are equivalent to
\[ k_+ = \frac{E}{v \sqrt{1 + \chi^2}}, \quad |k_+| = \frac{\chi^2 E^+}{A^+ (1 + \chi^2)^2}. \]  
(B.5)

One could get the relation for the integrand measures as
\[ dk_+ d|k_+| = \frac{\partial k_+}{\partial E} \frac{\partial |k_+|}{\partial \chi} \frac{\partial \chi}{\partial E} \frac{\partial |k_+|}{\partial \chi} |dE d\chi| = \frac{E^+}{2vA^+ \chi^2 (1 + \chi^2)^2} dE d\chi. \]  
(B.6)

Performing the integrations of \( E \) and \( \chi \) within the ranges \( b \Lambda < E < \Lambda \) with \( b = e^{-\ell} \) and \( 0 < \chi < +\infty \), \( \Pi(0, q) \) can be expressed as
\[ \Pi(0, q) \approx C_+ q_+^2 \ell + C_+ q_+^2 \ell, \]  
(B.7)

where
\[ C_+ = \frac{3g^2}{40\pi^2 A^+ \Lambda^2}, \]  
(B.8)
\[ C_+ = \frac{2g^2 A^2 \Lambda^2}{21\pi^2 v^2}. \]  
(B.9)

Appendix C. Fermion self-energy

As depicted in figure B2(a), the self-energy of fermions induced by Coulomb interaction takes the form
\[ \Sigma_C(\omega, k) = - g^2 \int \frac{d\Omega}{2\pi} \int \frac{d^3 q}{(2\pi)^3} G_0(\Omega, q) \times D_0(\omega - \Omega, \mathbf{k} - \mathbf{q}). \]  
(C.1)

Substituting equations (A.1) and (A.4) into equation (C.1) and retaining the leading contributions, \( \Sigma_C \) can be approximated as
\[ \Sigma_C(\omega, k) \approx v \left( k_x \sigma_1 + k_y \sigma_2 \right) \Sigma_1 + A k_+^2 \sigma_3 \Sigma_2, \]  
(C.2)

Figure B2. Self-energy of fermions due to (a) Coulomb interaction and (b) disorder. The dashed line denotes disorder scattering.

where
\[ \Sigma_1 = \frac{g^2 \sqrt{\eta}}{2} \int \frac{d^3 q}{(2\pi)^3} \frac{q_+^2}{E_q(\mathbf{q}^+ + \eta \mathbf{q})^2}, \]  
(C.3)
\[ \Sigma_2 = \frac{g^2 \eta^2}{2} \int \frac{d^3 q}{(2\pi)^3} \frac{q_+^2}{E_q(\mathbf{q}^+ + \eta \mathbf{q})^2}. \]  
(C.4)

We have dropped a constant term which does not depend on external energy and momenta. In the previous study about long-range Coulomb interaction on 3D AWSM by Yang et al [78] and pioneer work by Abrikosov [36], the generated constant term was also discarded.

Utilizing the transformations (B.4)–(B.6) and performing the integration of \( E \), we arrive at
\[ \Sigma_1 \approx C_1 \ell, \quad \Sigma_2 \approx C_2 \ell, \]  
(C.5)

where
\[ C_1 = \frac{g^2 \zeta^2}{8\pi^2} \int_0^{+\infty} d\chi \frac{1}{\chi^2 (1 + \chi^2)^2} \times \frac{1}{\left[ \zeta + \chi (1 + \chi^2)^2 \right]^2}, \]  
(C.6)
\[ C_2 = \frac{g^2 \zeta^2}{8\pi^2} \int_0^{+\infty} d\chi \chi^2 (1 + \chi^2)^2 \times \frac{-\zeta + 3\chi (1 + \chi^2)^2}{\left[ \zeta + \chi (1 + \chi^2)^2 \right]^2}, \]  
(C.7)

with \( \zeta = \frac{\Delta}{\nu \eta} \).

As displayed in figure B2(b), the self-energy of fermions led by disorder scattering satisfies
\[ \Sigma_{\text{dis}}(\omega) \approx \sum_{j=0}^{3} \Delta_j \int \frac{d^3 k}{(2\pi)^3} \Gamma_j^x G_0(\omega, \mathbf{k}) \Gamma_j^y. \]  
(C.8)

Substituting equation (A.2) into (C.8), we obtain
\[ \Sigma_{\text{dis}}(\omega) \approx \sum_{j=0}^{3} \Delta_j \int \frac{d^3 k}{(2\pi)^3} \frac{i\omega}{\omega^2 + v^2 k^2 + A^2 k_+^2}. \]  
(C.9)

A constant generated term has been discarded. We should notice that in previous studies about the disorder effects in 3D AWSM by Roy et al [79] and Luo et al [80], the constant generated term in self-energy was also discarded. The reason, why the constant term generated by Coulomb interaction or
disorder was discarded in previous studies [36, 37, 79, 80] and also in our calculation, is assumed that the system is at the topological QCP, although the position of the topological QCP may be moved by interaction or disorder. In the studies about quantum critical behaviours at Landau QCP, the constant generated term of self-energy of boson field corresponding to the order parameter is also discarded, and the system is always assumed at the QCP [109].

We employ the transformations

\[ E = \sqrt{v^2k_1^2 + A^2k_2^2}, \quad \chi = \frac{A k_2}{v k_1}, \quad (C.10) \]

which are equivalent to

\[ k_\perp = \frac{E}{v \sqrt{1 + \chi^2}}, \quad |k_\parallel| = \frac{\chi \frac{E}{A} \frac{1}{(1 + \chi^2)^{3/2}}}{(1 + \chi^2)^{1/2}}. \quad (C.11) \]

One could get the relation for the integrand measures as

\[ dk_\perp dk_\parallel |k_\parallel| = \left| \frac{\partial k_\perp}{\partial E} \frac{\partial k_\parallel}{\partial \chi} - \frac{\partial k_\parallel}{\partial E} \frac{\partial k_\perp}{\partial \chi} \right| dE d\chi \]

\[ = \frac{E^2}{v A^2 \frac{1}{(1 + \chi^2)^{1/2}}} \frac{1}{(1 + \chi^2)^{3/2}} dE d\chi. \quad (C.12)\]

Adopting the transformations (C.10)–(C.12) for equation (C.9), and performing the integrations of \( E \) and \( \chi \) within the ranges \( b \lambda < E < \Lambda \) with \( b = e^{-\ell} \) and \( 0 < \chi < +\infty \), \( \Sigma_{\text{dis}} \) can be evaluated as following

\[ \Sigma_{\text{dis}}(\omega) = -i \omega \sum_{j=0}^{3} \frac{\Delta_j}{2 \pi \nu^2 A^2} \int_0^\Lambda dE E^{-1} -1 \int_0^{+\infty} d\chi \]

\[ \times \frac{1}{\chi^{1/2} (1 + \chi^2)^{1 + \frac{3}{2}}} \]

\[ \approx -i \omega \sum_{j=0}^{3} \frac{\Delta_j \Lambda^2}{2 \pi \nu^2 A^2} \chi^2. \quad (C.13) \]

**Appendix D. Corrections to fermion-boson coupling**

The correction to the fermion-boson coupling led by figure C1(a) can be written as

\[ \delta g^{(1)} = -g^3 \sum_{j=0}^{3} \frac{\Delta_j}{2 \pi} \int d\Omega \int d^3q \frac{d^3k}{(2\pi)^3} G_0(\Omega, q) G_0(\Omega, q) \]

\[ \times D_0(\Omega, q). \quad (D.1) \]

Substituting equations (A.1) and (A.4) into (D.1), one can find

\[ \delta g^{(1)} = 0. \quad (D.2) \]

**Figure C1.** Corrections to fermion–boson coupling due to (a) Coulomb interaction and (b) disorder.

**Figure C1(b) results in the correction**

\[ \delta g^{(2)} = \frac{\sum_{j=0}^{3} \Delta_j}{2 \pi} \int d^3k \frac{G_0(0, k) G_0(0, k)}{2 \pi^2 v^2 A^2} \]

\[ \simeq \frac{\sum_{j=0}^{3} \Delta_j A^2}{2 \pi^2 v^2 A^2} \chi^2. \quad (D.3) \]

Thus the total correction is

\[ \delta g = \delta g^{(1)} + \delta g^{(2)} = \frac{\sum_{j=0}^{3} \Delta_j A^2}{2 \pi^2 v^2 A^2} \chi^2. \quad (D.4) \]

**Appendix E. Corrections to fermion–disorder coupling**

The correction to fermion–disorder coupling from the figure D1(a) is given by

\[ W^{(1)} = \sum_{i=0}^{3} W_i^{(1)}, \quad (E.1) \]

where

\[ W_i^{(1)} = \Delta_i \sum_{j=0}^{3} \int d^3k \frac{G_0(0, k) G_0(0, k)}{2 \pi^2 v^2 A^2} \]

\[ \times G_0(0, k) \frac{\chi^2}{(1 + \chi^2)^{1 + \frac{3}{2}}} \quad (E.2) \]

The correction from figures D1(b) and (c) to the fermion–disorder coupling reads as

\[ W^{(2)+3} = \sum_{i=0}^{3} \sum_{i,j} W_i^{(2)+3}, \quad (E.3) \]

where

\[ W_i^{(2)+3} = \Delta_i \sum_{j=0}^{3} \int d^3k \frac{G_0(0, k) G_0(0, k)}{2 \pi^2 v^2 A^2} \]

\[ \times \left\{ \psi^\dagger_{\text{I}} \Gamma_j G_0(0, k) \Gamma_j \right\}. \quad (E.4) \]

There are ten choices for the values of \( i \) and \( j \). As displayed in the figure D1(d), the correction to fermion–disorder coupling resulting from Coulomb interaction takes the form

\[ W^{(4)} = \sum_{i=0}^{3} W_i^{(4)}, \quad (E.5) \]

The correction to the fermion–disorder coupling reads as

\[ \delta g^{(1)} = 0. \quad (D.2) \]
where
\[ W^{(4)}_f = - \Delta_i g^2 \langle \psi_i^\dagger \Gamma_i \psi_i \rangle \int \frac{d\Omega}{2\pi} \int \frac{d^3 q}{(2\pi)^3} \left[ \psi_i^\dagger G_0(\Omega, q) \right. \]
\[ \times \Gamma_i G_0(\Omega, q) \psi_i \left. \right] D_0(\Omega, q). \]  \hspace{1cm} (E.6)

Figure D1(e) yields the correction
\[ W^{(5)} = \sum_{i=0}^3 W^{(5)}_i, \]  \hspace{1cm} (E.7)

where
\[ W^{(5)}_1 = 2 \Delta_2 g^2 \langle \psi_i^\dagger \Gamma_i \psi_i \rangle \int \frac{d\Omega}{2\pi} \int \frac{d^3 k}{(2\pi)^3} \]
\[ \times \left\{ \psi_b \Gamma \left[ G_0(\omega, k) \Gamma_i G_0(\omega + \Omega, k + \Omega) \right] \right\} D_0(\Omega, q) \psi_b \right) \right) \right). \]  \hspace{1cm} (E.8)

Substituting equation (A.2) into equations (E.2)–(E.4), and substituting equations (A.1) and (A.4) into equations (E.6)–(E.8), we arrive at
\[ W = W^{(1)} + W^{(2)\dagger} + W^{(4)} + W^{(5)} \]
\[ = \frac{\delta \Delta_0}{2} \left[ \langle \psi_i^\dagger \Gamma_i \psi_i \rangle \right] \]
\[ + \left[ \frac{\delta \Delta_1}{2} \langle \psi_i^\dagger \Gamma_i \psi_i \rangle \right] \]
\[ + \langle \psi_i^\dagger \Gamma_i \psi_i \rangle \left\{ \psi_i \right\} \left\{ \psi_i \right\} \left\{ \psi_i \right\} \right) \right) \right) \right).
\]  \hspace{1cm} (E.9)

The action of free fermions is
\[ \delta \Delta_0 = \left[ \frac{5}{2} \Delta_0^2 + \frac{5}{2} \Delta_0 \Delta_1 + \frac{5}{2} \Delta_0 \Delta_2 + \frac{5(2n+3)}{2(2n+1)} \Delta_0 \Delta_3 \right. \]
\[ + \frac{5n}{2n+1} \left( \Delta_1 \Delta_3 + \Delta_2 \Delta_3 \right) \left( \frac{2}{5} \zeta + \frac{2}{5} \right) \right. \right)
\[ \left. \frac{2\Lambda}{\pi^2 v^2 A^*} \right) \ell \right. \right)
\[ - 2 \Delta_0 \left( \sqrt{\eta} C + \frac{\zeta}{\sqrt{\eta}} \right) \ell, \]  \hspace{1cm} (E.10)

The action of free fermions is
\[ \delta \Delta_1 = \left[ \frac{5}{2n+1} \left( \frac{1}{2} \Delta_1 \Delta_0 - \frac{1}{2} \Delta_3^2 + \frac{1}{2} \Delta_2 \Delta_3 \right. \right. \]
\[ + n \Delta_a \Delta_3 \right) \left( \frac{2\Lambda}{\pi^2 v^2 A^*} \right) \ell + \Delta_1 C_3 \ell, \]  \hspace{1cm} (E.11)

The action of free fermions is
\[ \delta \Delta_2 = \left[ \frac{5}{2n+1} \left( - \frac{1}{2} \Delta_3 \Delta_0 - \frac{1}{2} \Delta_2 \Delta_3 \right. \right. \]
\[ + n \Delta_a \Delta_3 \right) \left( \frac{2\Lambda}{\pi^2 v^2 A^*} \right) \ell + \Delta_2 C_3 \ell, \]  \hspace{1cm} (E.12)

\[ \delta \Delta_3 = \left[ \frac{5}{2n+1} \right] \left( \frac{1}{2} \Delta_3 \Delta_0 - \frac{1}{2} \Delta_2 \Delta_3 \right. \]
\[ + n \Delta_a \Delta_3 \right) \left( \frac{2\Lambda}{\pi^2 v^2 A^*} \right) \ell + \Delta_2 C_3 \ell, \]  \hspace{1cm} (E.13)

\[ \text{and}
\]
\[ \Delta_1 C_3 \ell, \]  \hspace{1cm} (E.14)

\[ \Delta_0 \Delta_2 \right) \left( \frac{2\Lambda}{\pi^2 v^2 A^*} \right) \ell + \Delta_0 \Delta_3 \right) \left( \frac{2\Lambda}{\pi^2 v^2 A^*} \right) \ell + \Delta_2 C_3 \ell, \]  \hspace{1cm} (E.15)

Appendix F. Derivation of the RG equations

The action of free fermions is
\[ S_\psi = \int \frac{d\omega}{2\pi} \frac{d^3 k}{(2\pi)^3} \psi_i^\dagger(\omega, k) \left[ i\omega - v(k_i \sigma_1 + k_{\delta} \sigma_2) \right. \]
\[ - A k_i^2 \sigma_3 \right] \psi_i(\omega, k). \]  \hspace{1cm} (F.1)

Incorporating the self-energies of fermions induced by Coulomb interaction and disorder-scattering, the action becomes
\[ S_\psi = \int \frac{d\omega}{2\pi} \frac{d^3 k}{(2\pi)^3} \psi_i^\dagger(\omega, k) \left[ i\omega - v(k_i \sigma_1 + k_{\delta} \sigma_2) \right. \]
\[ - A k_i^2 \sigma_3 - \Sigma_C - \Sigma_{\delta} \right] \psi_i(\omega, k) \]
\[ \approx \int \frac{d\omega}{2\pi} \frac{d^3 k}{(2\pi)^3} \psi_i^\dagger(\omega, k) \right. \right) \right).
\]  \hspace{1cm} (F.1)
we get
\[ S_\phi = \int \frac{d\omega'}{2\pi (2\pi)^3} \frac{d^3k'}{(2\pi)^3} \phi'(\omega', k') \left( \frac{k_x^2}{\sqrt{\eta}} + \sqrt{\eta} k_x^2 \right) \times \phi'(\omega, k'), \]
which recovers the form of action of free bosons.

The action of fermion–boson coupling is
\[ S_{\psi\phi} = ig \int \frac{d\omega_1}{2\pi (2\pi)} \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \psi_\alpha^\dagger(\omega_1, k_1) \psi_\alpha(\omega_2, k_2) \]
\[ \times \phi(\omega_1 - \omega_2, k_1 - k_2). \]
Including the corrections to one-loop order, the action becomes
\[ S_{\psi\phi} = i(g + \delta g) \int \frac{d\omega_1}{2\pi (2\pi)} \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \psi_\alpha^\dagger(\omega_1, k_1) \]
\[ \times \psi_\alpha(\omega_2, k_2) \phi(\omega_1 - \omega_2, k_1 - k_2), \]
Adopting the transformations equations (F.3)–(F.7), equation (F.13), and
\[ g = g' e \left( \frac{\sqrt{\gamma C_+ + C_0}}{\Delta} \right), \]
we obtain
\[ S_{\psi\phi'} = ig' \int \frac{d\omega_1'}{2\pi (2\pi)} \frac{d^3k_1'}{(2\pi)^3} \frac{d^3k_2'}{(2\pi)^3} \psi_\alpha^\dagger(\omega_1', k_1') \]
\[ \times \psi_\alpha(\omega_2', k_2') \phi_0(\omega_1' - \omega_2', k_1' - k_2'), \]
which takes the same form as the original action.

The action of fermion–disorder coupling reads as
\[ S_{\text{dis}} = \sum_{j=0}^{3} \frac{\Delta_j}{2} \int \frac{d\omega_2}{2\pi (2\pi)} \frac{d^3k_3}{(2\pi)^3} \psi_\alpha^\dagger(\omega_1, k_1) \Gamma_j \]
\[ \times \psi_\alpha(\omega_2, k_2) \psi_\alpha(\omega_2, k_3) \Gamma_j \]
\[ \times \psi_\alpha(\omega_2, -k_1 - k_2 - k_3). \]
Including the corrections to the fermion–disorder coupling, the action is expressed as
\[ S_{\text{dis}} = \sum_{j=0}^{3} \frac{(\Delta_j + \delta \Delta_j)}{2} \int \frac{d\omega_1}{2\pi (2\pi)} \frac{d^3k_1}{(2\pi)^3} \frac{d^3k_2}{(2\pi)^3} \frac{d^3k_3}{(2\pi)^3} \]
\[ \times \psi_\alpha^\dagger(\omega_1, k_1) \psi_\alpha(\omega_2, k_2) \psi_\alpha(\omega_3, k_3) \Gamma_j \]
\[ \times \psi_\alpha(\omega_2, -k_1 - k_2 - k_3). \]
Applying the transformations as shown in equations (F.3)–(F.7), the action can be further written as

\[
S_{\text{dis}} \approx \frac{1}{2} \sum_{j=0}^{3} \left[ \Delta_j \left( 1 - \frac{1}{n} \ell \right) + \delta \Delta_j \right]
- 2\Delta \sum_{j=0}^{3} \left[ \frac{\Delta_j \Delta^+}{2 \pi^2 \ell^2 A^2} \right] \ell
\times \int \frac{d\omega'_j d\omega'_j d^3 k'_j d^3 k'_j}{(2\pi)^{11}}
\times \psi''_{\ell_j}(\omega'_j, k'_j) \psi''_{\ell_j}(\omega'_j, k'_j) \Gamma_j
\times \psi_{\ell_j}(\omega'_j, -k'_j - k'_j, k'_j).
\]

Let

\[
\Delta'_j = \Delta_j + \frac{1}{n} - 2 \sum_{j=0}^{3} \frac{\Delta_j \Delta^+}{2 \pi^2 \ell^2 A^2} \ell
\]

we get

\[
S_{\text{dis}} = \frac{1}{2} \sum_{j=0}^{3} \Delta'_j \left( 1 - \frac{1}{n} \ell \right)
\times \psi''_{\ell_j}(\omega'_j, k'_j) \psi''_{\ell_j}(\omega'_j, k'_j) \Gamma_j
\times \psi_{\ell_j}(\omega'_j, -k'_j - k'_j, k'_j).
\]

Through equations (E.10)–(E.13), (F.7)–(F.9), (F.14), (F.19), and (F.24), we finally obtain the RG equations

\[
\frac{d\alpha}{d\ell} = \left( -C_1 - \frac{5}{6} \frac{1+n}{2n+1} \beta - \frac{21}{16} \frac{n^3}{1-6n+8n^2} \gamma \right)
+ \frac{1}{2} \sum_{j=0}^{3} \Delta_j \alpha,
\]

\[
\frac{d\beta}{d\ell} = \left( 1 - \frac{1}{n} C_2 - \frac{5}{3} \frac{1+n}{2n+1} \beta + \frac{1}{2} \sum_{j=0}^{3} \Delta_j \right) \beta,
\]

\[
\frac{d\gamma}{d\ell} = \left[ -\left( 1 - \frac{1}{n} \right) C_2 - \frac{21}{8} \frac{n^3}{1-6n+8n^2} \alpha \right]
+ \frac{1}{2} \left( 2 - \frac{1}{n} \right) \sum_{j=0}^{3} \Delta_j \gamma,
\]

\[
\frac{d\Delta_0}{d\ell} = \frac{1}{\Delta_0} \frac{d\Delta_0}{d\ell} + \left[ \frac{1}{2n+1} \left( \Delta_1 + \Delta_2 \right) \right]
+ \left( \frac{n+3}{2n+1} + \frac{1}{2n+1} \right) \Delta_0 \Delta_1
+ \frac{2n}{2n+1} \left( \Delta_1 + \Delta_2 \right) \Delta_2
\]

\[
- \left( 2C_1 + \frac{1}{n} C_2 + \frac{10}{3} \frac{1+n}{2n+1} \beta \right)
+ \left( \frac{21}{4} \frac{n^3}{1-6n+8n^2} \beta \right) \Delta_0,
\]

\[
\frac{d\Delta_1}{d\ell} = \frac{1}{\Delta_1} \frac{d\Delta_1}{d\ell} + \left[ \left( \frac{1}{2n} - \frac{1}{2n+1} \right) \left( \Delta_1 \Delta_0 + \Delta_1^2 \right) \right]
+ \left( \frac{1}{2n} + \frac{1}{2n+1} \right) \Delta_1 \Delta_2
+ \left( \frac{3}{2n+1} + \frac{1}{2n+1} \right) \Delta_1 \Delta_3
+ \left( \frac{2n}{2n+1} + \frac{2n}{2n+1} \right) \Delta_0 \Delta_3
\]

\[
- \left( 2C_1 + \frac{1}{n} C_2 - C_3 \right) \Delta_1,
\]

\[
\frac{d\Delta_2}{d\ell} = \frac{1}{\Delta_2} \frac{d\Delta_2}{d\ell} + \left[ \left( \frac{1}{2n} - \frac{1}{2n+1} \right) \left( \Delta_2 \Delta_0 + \Delta_2^2 \right) \right]
+ \left( \frac{1}{2n} + \frac{1}{2n+1} \right) \Delta_2 \Delta_1
+ \left( \frac{3}{2n+1} + \frac{1}{2n+1} \right) \Delta_2 \Delta_3
+ \left( \frac{2n}{2n+1} + \frac{2n}{2n+1} \right) \Delta_0 \Delta_3
\]

\[
- \left( 2C_1 + \frac{1}{n} C_2 - C_3 \right) \Delta_2,
\]

\[
\frac{d\Delta_3}{d\ell} = \frac{1}{\Delta_3} \frac{d\Delta_3}{d\ell} + \left[ \left( \frac{1}{2n} - \frac{2n-1}{2n+1} \right) \left( \Delta_3 \Delta_0 + \Delta_3^2 \right) \right]
+ \left( \frac{1}{2n} + \frac{2n-1}{2n+1} \right) \Delta_3 \Delta_1
+ \left( \frac{1}{2n} + \frac{2n-1}{2n+1} \right) \Delta_3 \Delta_2.
\]
It should be noticed that re-definition

\[
\bar{\Lambda} = \frac{A^2 \Lambda^2}{v \sqrt{\eta}} = \sqrt{\zeta},
\]

\[
\alpha = \frac{g^2}{4\pi v},
\]

\[
\beta = \sqrt{\eta C_1} = \frac{3}{10\pi \Lambda^2},
\]

\[
\gamma = \frac{C_2}{\sqrt{\eta}} = \frac{8}{21\pi} \gamma \Lambda.
\]

where \( A, \alpha, \beta, \) and \( \gamma \) are defined as.

It should be noticed that re-definition

\[
\frac{\Delta_j \Lambda^2}{\pi^2 v^2 \bar{\Lambda}^2} \rightarrow \Delta_j
\]

has been used in the derivation of the RG equations.

**Appendix G. Different roles in 3D AWSM and WSM**

In order to understand the reason for the obviously different roles of Coulomb interaction in 3D AWSM and 3D WSM, we compare the RG analysis of Coulomb interaction in 3D AWSM and 3D WSM in the following concretely.

For 3D AWSM, the scaling for the Coulomb field \( \phi \) is

\[
\phi = \phi' e^{\left(\frac{1}{v \eta_0} k\right)}.
\]

The term

\[
\eta_0 = \frac{\sqrt{\eta C_1} + C_2}{4},
\]

results from the boson self-energy \( \Pi(q) \). The fermion-boson coupling describing the long-range Coulomb interaction is given by equation (F.17). We can find that the non-trivial scaling of boson field will change the scaling of the parameter \( g \). Concretely, the scaling of \( g \) is given by

\[
g = g' e^{\eta_0 \ell} = g' e^{\left(\frac{\sqrt{\eta C_1} + C_2}{4}\right) \ell}.
\]

Thus, the RG equation of \( g \) reads as

\[
\frac{dg}{d\ell} = -\frac{\sqrt{\eta C_1} + C_2}{4} = -\frac{\beta + \gamma}{4},
\]

where

\[
\beta \equiv \sqrt{\eta C_1}, \quad \gamma \equiv \frac{C_2}{\sqrt{\eta}}.
\]

In subsection 4.1, we have showed that

\[
\beta \rightarrow \frac{1}{2}, \quad \gamma \rightarrow 0,
\]

in the lowest energy limit. Then, the RG equation of \( g \) in the low-energy regime can be asymptotically approximated as

\[
\frac{dg}{d\ell} \sim \frac{1}{8}.
\]

It is easy to find that \( g \) satisfies the asymptotical form

\[
g \sim e^{-\frac{1}{v \ell}}.
\]

The Coulomb strength is defined as

\[
\alpha = \frac{g^2}{4\pi v},
\]

In figure 1, we have showed that \( v \) flows to a constant in the lowest energy limit. Thus, \( \alpha \) takes the asymptotical form

\[
\alpha \sim e^{-\frac{1}{v \ell}},
\]

which flows to zero quickly in the lowest energy limit. We can find that \( \eta_0 \) satisfies

\[
\eta_0 \rightarrow \frac{1}{8},
\]

in the limit \( \ell \rightarrow \infty \). It indicates that the boson field acquires a finite anomalous dimension. From the above analysis, we can find that Coulomb interaction in 3D AWSM becomes irrelevant, is due to that the scaling of boson field \( \phi \) field acquires a finite nontrivial correction.

For 3D WSM, the boson self-energy is given by

\[
\Pi(q) = \frac{g^2}{6\pi^2 v} |q|^2.
\]

Considering the correction of \( \Pi(q) \), the scaling of boson field \( \phi \) can be written as

\[
\phi = \phi' e^{(\eta_0 \ell)}.
\]

The term

\[
\eta_0 = \frac{g^2}{12\pi^2 v},
\]

results from \( \Pi(q) \). Accordingly, the scaling for fermion-boson coupling parameter \( g \) satisfies

\[
g = g' e^{\eta_0 \ell} = g' e^{\frac{g^2}{12\pi^2 v} \ell}.
\]

Then, the RG equation for \( g \) takes the form

\[
\frac{dg}{d\ell} = -\frac{g^2}{12\pi^2 v} g.
\]

In 3D WSM, the fermion self-energy induced by long-range Coulomb interaction is

\[
\Sigma_C(\omega, k) = \frac{g^2}{6\pi^2 v} k \cdot \partial lucrative.
Considering the correction of fermion self-energy, we obtain the RG equation for the fermion velocity

$$\frac{dv}{d\ell} = \frac{g^2}{6\pi v}v.$$  \hfill (G.18)

The Coulomb strength takes the form

$$\alpha = \frac{g^2}{4\pi v}.$$  \hfill (G.19)

Thus, we can get the RG equation for $\alpha$

$$\frac{d\alpha}{d\ell} = -\frac{4}{3\pi}\alpha^2.$$  \hfill (G.20)

The solution of $\alpha$ is given by

$$\alpha = \frac{\alpha_0}{1 + \alpha_0 \frac{\ell}{\pi}}.$$  \hfill (G.21)

It takes the asymptotical form

$$\alpha \sim \frac{1}{\pi \ell}.$$  \hfill (G.22)

which flows to zero slowly in the limit $\ell \to \infty$. We find that the term $\eta_0 = \frac{\alpha_0}{\pi}$ satisfies

$$\eta_0 \to 0.$$  \hfill (G.23)

in the limit $\ell \to \infty$. It represents that the anomalous dimension of boson field vanishes in the lowest energy limit.

From above comparison, we can clearly find that the obviously different roles of long-range Coulomb interaction in 3D AWSM and 3D DSM/WSM is due to that the boson field $\phi$ acquires finite anomalous dimension in 3D AWSM but has vanishing anomalous dimension in 3D DSM/WSM.

**Appendix H. Calculation of the correlation length exponent**

In this section, we show the detailed calculation of correlation length exponent at the fixed point

$$\left( \Delta_0^\alpha, \Delta_1^\alpha, \Delta_2^\alpha, \Delta_3^\alpha \right) \approx (0.239358, 0.0307505, 0.0307505, 0.0667869),$$  \hfill (H.1)

which is obtained in subsection 4.3.1. Expanding the RG equations in the vicinity of this fixed point, we get

$$\frac{d\Delta_0}{d\ell} = -\frac{1}{2} \delta \Delta_0 + \left[ \frac{5}{2} \Delta_0^2 \delta \Delta_0 + \frac{5}{4} \left( \Delta_1^2 \delta \Delta_0 + \Delta_0^2 \delta \Delta_1 \right) \right]$$

$$+ \frac{5}{4} \left( \Delta_3^2 \delta \Delta_0 + \Delta_0^2 \delta \Delta_3 \right) + \frac{33}{20} \left( \Delta_0^2 \delta \Delta_0 + \Delta_0^2 \delta \Delta_2 \right)$$

$$+ \frac{4}{5} \left( \Delta_3^2 \delta \Delta_1 + \Delta_2^2 \delta \Delta_3 \right) + \frac{4}{5} \left( \Delta_3^2 \delta \Delta_2 + \Delta_2^2 \delta \Delta_3 \right),$$  \hfill (H.2)

$$\frac{d\Delta_1}{d\ell} = -\frac{1}{2} \delta \Delta_1 + \left[ \frac{1}{20} \left( \Delta_0^2 \delta \Delta_1 + \Delta_1^2 \delta \Delta_0 \right) \right]$$

$$+ \frac{1}{10} \Delta_1^2 \delta \Delta_1 + \frac{9}{20} \left( \Delta_2^2 \delta \Delta_1 + \Delta_1^2 \delta \Delta_2 \right)$$

$$+ \frac{17}{20} \left( \Delta_3^2 \delta \Delta_1 + \Delta_2^2 \delta \Delta_3 \right)$$

$$+ \frac{4}{5} \left( \Delta_3^2 \delta \Delta_0 + \Delta_1^2 \delta \Delta_3 \right),$$  \hfill (H.3)

$$\frac{d\Delta_2}{d\ell} = -\frac{1}{2} \delta \Delta_2 + \left[ \frac{1}{20} \left( \Delta_0^2 \delta \Delta_2 + \Delta_2^2 \delta \Delta_0 \right) \right]$$

$$+ \frac{9}{20} \left( \Delta_1^2 \delta \Delta_2 + \Delta_2^2 \delta \Delta_1 \right) + \frac{1}{10} \Delta_2^2 \delta \Delta_2$$

$$+ \frac{17}{20} \left( \Delta_3^2 \delta \Delta_2 + \Delta_2^2 \delta \Delta_3 \right)$$

$$+ \frac{4}{5} \left( \Delta_3^2 \delta \Delta_0 + \Delta_2^2 \delta \Delta_3 \right),$$  \hfill (H.4)

$$\frac{d\Delta_3}{d\ell} = -\frac{1}{2} \delta \Delta_3 + \left[ \frac{7}{20} \left( \Delta_0^2 \delta \Delta_3 + \Delta_1^2 \delta \Delta_0 \right) \right]$$

$$+ \frac{17}{20} \left( \Delta_1^2 \delta \Delta_3 + \Delta_2^2 \delta \Delta_1 \right)$$

$$+ \frac{17}{20} \left( \Delta_2^2 \delta \Delta_3 + \Delta_3^2 \delta \Delta_2 \right) + \frac{1}{10} \Delta_3^2 \delta \Delta_3$$

$$+ \frac{4}{5} \Delta_0^2 \delta \Delta_0 + \frac{4}{5} \Delta_1^2 \delta \Delta_1 + \frac{4}{5} \Delta_2^2 \delta \Delta_2$$

$$+ \frac{4}{5} \left( \Delta_3^2 \delta \Delta_0 + \Delta_0^2 \delta \Delta_3 \right) + \frac{4}{5} \left( \Delta_3^2 \delta \Delta_2 + \Delta_2^2 \delta \Delta_3 \right),$$  \hfill (H.5)

where $\delta \Delta_j$ stands for $\delta \Delta_j = \Delta_j - \Delta_j^\alpha$. Substituting the values of $\Delta_j^\alpha$ into equations (H.2)–(H.5) and using $\frac{d\Delta_i}{d\ell} = \frac{d\Delta_i}{d\ell^0}$, we arrive at

$$\frac{d\Delta_0}{d\ell^0} = 0.285469 \delta \Delta_0 + 0.352627 \delta \Delta_1 + 0.352627 \delta \Delta_2$$

$$+ 0.444141 \delta \Delta_3, \hfill (H.6)$$

$$\frac{d\delta \Delta_1}{d\ell} = 0.054967 \delta \Delta_0 - 0.415888 \delta \Delta_1 + 0.013877 \delta \Delta_2$$

$$+ 0.217624 \delta \Delta_3, \hfill (H.7)$$

$$\frac{d\delta \Delta_2}{d\ell} = 0.054967 \delta \Delta_0 + 0.013877 \delta \Delta_1 - 0.415888 \delta \Delta_2$$

$$+ 0.217624 \delta \Delta_3, \hfill (H.8)$$

$$\frac{d\delta \Delta_3}{d\ell} = 0.217312 \delta \Delta_0 + 0.272855 \delta \Delta_1 + 0.272855 \delta \Delta_2$$

$$- 0.524821 \delta \Delta_3. \hfill (H.9)$$
From equations (H.6)–(H.9), we find that
\[
\frac{d(\delta \Delta_0 + c_1 \delta \Delta_1 + c_2 \delta \Delta_2 + c_3 \delta \Delta_3)}{d\tau} = c_4 \left( \delta \Delta_0 + c_1 \delta \Delta_1 + c_2 \delta \Delta_2 + c_3 \delta \Delta_3 \right),
\]
(H.10)
where \( c_1, c_2, c_3, c_4 \) are determined by
\[
0.285469 + 0.054967c_1 + 0.054967c_2
+ 0.217312c_3 = c_4,
\]
(H.11)
\[
0.352627 - 0.415888c_1 + 0.013877c_2
+ 0.272855c_3 = c_4c_1,
\]
(H.12)
\[
0.352627 + 0.013877c_1 - 0.415888c_2
+ 0.272855c_3 = c_4c_2,
\]
(H.13)
\[
0.444141 + 0.217624c_1 + 0.217624c_2
- 0.524821c_3 = c_4c_3.
\]
(H.14)
Solving these equations yields
\[
c_1 \approx 0.598383, \quad c_2 \approx 0.598383, \quad c_3 \approx 0.687136, \quad c_4 \approx 0.500575.
\]
(H.15)
From equation (H.10), one could get
\[
(\Delta_0 - \Delta_0^*) + c_1 (\Delta_1 - \Delta_1^*) + c_2 (\Delta_2 - \Delta_2^*)
+ c_3 (\Delta_3 - \Delta_3^*)
= \left[ (\Delta_{0,0} - \Delta_0^*) + c_1 (\Delta_{1,0} - \Delta_1^*)
+ c_2 (\Delta_{2,0} - \Delta_2^*) + c_3 (\Delta_{3,0} - \Delta_3^*) \right] e^{i\varepsilon \tau}
\]
\[
\propto e^{-\gamma \tau}.
\]
(H.16)
Thus, the correlation length exponent is given by
\[
\nu = \frac{1}{c_4} \approx 2.
\]
(H.17)
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