RACE: A Rate Adaptive Channel Estimation Approach for Millimeter Wave MIMO Systems
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Abstract—In this paper, we consider the channel estimation problem in Millimeter wave (mmWave) wireless systems with large antenna arrays. By exploiting the inherent sparse nature of the mmWave channel, we develop a novel rate-adaptive channel estimation (RACE) algorithm, which can adaptively adjust the number of required channel measurements based on an expected probability of estimation error (PEE). To this end, we design a maximum likelihood (ML) estimator to optimally extract the path information and the associated probability of error from the increasing number of channel measurements. Based on the ML estimator, the algorithm is able to measure the channel using a variable number of beam patterns until the receiver believes that the estimated direction is correct. This is in contrast to the existing mmWave channel estimation algorithms, in which the number of measurements is typically fixed. Simulation results show that the proposed algorithm can significantly reduce the number of channel estimation measurements while still retaining a high level of accuracy, compared to existing multi-stage channel estimation algorithms.

I. INTRODUCTION

Recently, the Millimeter wave (mmWave) spectrum has been regarded as a promising alternative to the congested microwave frequencies used in today’s cellular networks [1]–[3]. In the past, this spectrum has been largely underutilized owing to its severe signal propagation loss compared to that over conventional frequencies [4]–[6]. Recently it has been shown that the small mmWave wavelength enables the integration of a large number of antennas at both the transmitter and the receiver to form a narrow high gain beam to compensate the propagation loss. However, effective beamforming relies heavily on an accurate estimation of channel state information.

The channel estimation for mmWave systems is non-trivial for a number of reasons. The first challenge stems from the sampling requirement of large bandwidth signals expected in mmWave systems. With a large number of antennas, it becomes impractical to equip every antenna with an expensive RF chain and an ADC with high sampling rate [1]. To reduce both hardware cost and power consumption, several works have proposed analog beamforming techniques [7]–[9]. The fundamental idea of analog beamforming is to control the phase of the received signals on each antenna via a network of analog phase shifters which are connected to a single ADC. Similar hardware reductions can be made at the transmitter in terms of digital to analog conversion. The second challenge is owing to the signal propagation loss inherent to the mmWave channel. Because of this loss, before beamforming, omni-directional transmission of any pilot signal results in very low receive signal-to-noise ratios (SNRs), leading to very inaccurate estimation. As such, existing mmWave channel estimation algorithms have been typically limited to beamforming based approaches.

On the other side, recent measurements [10], [11] have shown that the mmWave channel exhibits sparse propagation characteristics in the angular domain. That is, there are only a few dominant propagation paths in mmWave channels [12]. Therefore, the key objective of mmWave channel estimation is actually to identify these paths so that the transceiver can align the transmit and receive beams along the identified directions. Leveraging the previously described constraints and channel model, compressed sensing based channel estimation algorithms have been proposed to significantly reduce the estimation measurement overhead by exploiting the channel sparsity in mmWave systems [4], [13], [14]. Many of these existing approaches use ‘divide and conquer” type algorithms to progressively refine the possible angular range of an angle of departure (AOD) and angle of arrival (AOA) in a multiple stage process. An example of such approach is depicted in Fig. 1 These algorithms can reduce the channel estimation time for each AOD/AOA pair to a logarithmic complexity with respect to the number of antennas.

However, the aforementioned multi-stage channel estimation approaches have an inherent error propagation issue. That is, if the estimated AOD/AOA pair is incorrect in any given stage, all subsequent estimation stages will definitely be incorrect. Further adding to this problem, the loss of directivity gain for beam patterns used at early stages will lead to a low received SNR. As a result, there is a higher probability of error at early stages, where the success of the estimation is at its most critical. In [4], the authors proposed to allocate power among the stages inversely proportional to the beamforming gains, resulting in an equal probability of error in each stage. While this scheme may work well in theory, in practice such approach may require hardware that tolerates a very large peak-to-average power ratio, as the power requirement in the first stage may be an order of magnitude greater than the final stage.

As an alternative approach, more directional beam patterns can be used in the earlier stages, essentially allocating more time to the earlier stages in order to decrease the probabil-
Second property is that we are able to estimate the probability of estimation error. However, increasing the number of measurements in any stage without knowing whether more are needed, may lead to an unnecessary waste of both time and energy, especially when the channel is in good condition. Ideally, we seek a channel estimation algorithm that can adaptively adjust the number of measurements according to the channel condition. To the best knowledge of the authors, no such adaptive channel estimation approach for mmWave communication systems exists in open literature.

Motivated by this open problem, we aim to develop an adaptive mmWave channel estimation algorithm, which can adapt the number of channel measurements to the channel conditions without knowing the instantaneous channel state information, according to the probability of channel estimation error. In order to implement such an approach, we need an estimator that is capable of satisfying two important properties. First, we need to be able to optimally estimate the AOD/AOA from an increasing number of measurements. The second property is that we are able to estimate the probability of estimation error after each measurement so that we can determine whether more measurements are needed. Due to its optimal and statistical nature, we develop a maximum likelihood estimator to satisfy these requirements.

The key contributions of this paper are summarized as follows. We propose a novel rate-adaptive channel estimation (RACE) algorithm, where the average number of channel measurements is adapted to the channel conditions. To this end, we measure the channel using a variable number of beam patterns until the receiver believes that the estimated AOD/AOA is correct. We design a maximum likelihood (ML) estimator to optimally extract the path information and the corresponding probability of error from a variable number of measurements. When we apply our approach to existing multi-stage estimation techniques, the number of measurements required in each stage can also be dynamically allocated among stages. This results in the allocation of more time to early stages, as opposed to more power. Numerical results demonstrate that the proposed RACE scheme requires substantially less channel measurements compared to the existing approaches with a rate-switching scheme, which alters the number of beam patterns used in early stages based on the expected probability of error in a predetermined manner.

**Notation**: We use capital bold-face letter $A$ to denote a matrix, $a$ to denote a vector, $a$ to denote a scalar, and $A$ denotes a set. $||A||_2$ is the 2-norm of $A$, $\det(A)$ is the determinant of $A$, $A^T$, $A^H$ and $A^*$ are the transpose, conjugate transpose and conjugate of $A$, respectively. For a square matrix $A$, $A^{-1}$ represents its inverse. $I_N$ is the $N \times N$ identity matrix and $[\cdot]$ denotes the ceiling function. $CN(m, R)$ is a complex Gaussian random vector with mean $m$ and covariance matrix $R$, and $E[a]$ and $\text{Cov}[a]$ denote the expected value and covariance of $a$, respectively.

## II. System Model

Consider a mmWave multiple-input multiple-output (MIMO) system composed of $N_t$ transmit antennas and $N_r$ receive antennas. We consider that both the transmitter and receiver are equipped with a limited number of RF chains. Following [14], we further assume that these RF chains, at one end, can only be combined to form a single beam pattern, indicating that only one pilot signal can be transmitted and received at one time. As this serves as the most hardware constrained case, it is then straightforward to consider multiple measurements at one time. To estimate the channel matrix, the transmitter sends a pilot signal $x$, with unit energy ($||x||_2 = 1$), to the receiver. Denote by $f$ and $w$ ($||f||_2 = ||w||_2 = 1$), respectively, the $N_t \times 1$ beamforming vector at the transmitter and $N_r \times 1$ beamforming vector at the receiver. The corresponding channel output can be represented as

$$y = \sqrt{P}w^H H f x + w^H q,$$

where $H$ denotes the $N_r \times N_t$ MIMO channel matrix, $P$ is the transmit power and $q$ is an $N_r \times 1$ complex additive white Gaussian noise (AWGN) vector following the distribution $CN(0, N_0 I_{N_r})$.

In this paper, we follow [15] and adopt a two-dimensional (2D) sparse geometric-based channel model. Specifically, we consider a single path channel between the transceiver with steering AOD, $\phi^t$, and AOA, $\phi^r$. Then the corresponding channel matrix can be expressed in terms of the physical propagation path parameters as

$$H = \alpha \sqrt{N_t N_r} a_r(\phi^r) a^H_t(\phi^t)$$

where $\alpha$ is the fading coefficient of the propagation path, and $a_r(\phi^r)$ and $a_t(\phi^t)$ respectively denote the transmit and receive spatial signatures of the propagation path. To simplify the analysis, we assume that the transmitter and receiver have the same number of antennas (i.e., $N_t = N_r = N$). However, it is worth pointing out that the developed scheme can be easily extended to a general asymmetric system. If uniform linear antenna arrays (ULA) are employed at both the transmitter and

\footnote{For the purpose of exploration, a single path model is adopted. Note that the proposed RACE scheme could be extended to multi-path scenarios by following a similar way as in [4] Algorithm 2.}
receiver, we can define \(a_i(\phi^t) = u(\phi^t)\) and \(a_r(\phi^r) = u(\phi^r)\), respectively, where
\[
{\bf u}(\epsilon) \triangleq \frac{1}{\sqrt{N}}[1, e^{j2\pi\epsilon}, \ldots, e^{j2\pi(N-1)\epsilon}]^T.
\]
(3)

Here, the steering angle, \(\phi^t\), is related to the physical angle \(\theta^t \in [0, \pi]\) by \(\phi^t = \frac{\lambda \sin(\theta^t)}{d}\) with \(\lambda\) denoting the signal wavelength.

A similar expression can be written for \(\phi^r\) at the receiver. With half-wavelength spacing, the distance between antenna elements becomes \(d = \lambda/2\).

From (2), we can see that the overall channel state information of each path includes only three parameters, i.e., the AOD \(\phi^t\), the AOA \(\phi^r\), and the fading coefficient \(\alpha\). We assume that the fading coefficient follows a complex Gaussian distribution with zero mean and variance \(P_R\), and that both \(\phi^t\) and \(\phi^r\) can only take some discrete values from the set \(\mathcal{U}_N = \{0, \frac{\pi}{N}, \ldots, \frac{2\pi(N-1)}{N}\}\). We aim to find an efficient way to estimate these parameters. The key challenge here is how to design a sequence of \(f^s\)'s and \(w^s\)'s in such a way that the channel parameters can be quickly and accurately estimated.

III. PROPOSED METHOD

A. Multi-stage Channel Estimation

We begin by adopting a similar multi-stage approach as [4] (see Fig. 1) where, in each stage \(s\), we consider \(K\) channel estimation beam patterns that span \(K\) angular sub-ranges at both the transmitter and receiver. Denote by \(f^s_k\) and \(w^s_k\), respectively, the transmit and receive beamforming vectors adopted for transmission over the \(K\)th angular sub-range in the \(s\)th stage such that ||\(f^s_k||_2 = ||w^s_k||_2 = 1\), \(\forall k, s\). We then use \(K^2\) time slots to span all possible sub-range combinations, after which we can obtain a sequence of \(K^2\) measurements represented as
\[
y^{(s,K^2)} = \sqrt{P_N}h^{(s,K^2)} + n^{(s,K^2)},
\]
(4)

where \(h^{(s,K^2)}\) describes the channel input-output relationship between the \(K^2\) transmit and receive beamforming vector combinations defined as
\[
h^{(s,K^2)} = \begin{bmatrix}
(w^{(s)}_1)^H & H f^{(s)}_1 \\
(w^{(s)}_2)^H & H f^{(s)}_2 \\
& \ddots \\
(w^{(s)}_K)^H & H f^{(s)}_K
\end{bmatrix}
\]
(5)

and
\[
n^{(s,K^2)} = \begin{bmatrix}
(w^{(s)}_1)^H & q_1 \\
& \vdots \\
(w^{(s)}_K)^H & q_{K^2}
\end{bmatrix}
\]
(6)

\(^2\)Note that the use of ULA results in no distinguishable difference between AODs \(\theta^t\) and \(-\theta^t\) or between AOAs \(\theta^r\) and \(-\theta^r\). Hence, only AODs and AOAs in the range \([0, \pi)\) need to be considered.

is a \(K^2 \times 1\) vector of the corresponding noise terms. Note that since \(||w^s_k||_2 = 1\), \(\forall k\), the vector \(n^{(s,K^2)}\) follows the same distribution as that of \(q^{(s,K^2)}\) i.e., \(n^{(s,K^2)} \sim \mathcal{CN}(0, N_0\mathbf{I}_{K^2})\), where \(I_{K^2}\) is the \(K^2 \times K^2\) identity matrix.

We design each of the \(K\) beamforming vectors based upon \(K\) angular sub-ranges. Denote by \(S^{(1,k)}\) the \(k\)th sub-range of the first stage defined by \(S^{(1,k)} = \{\epsilon|\epsilon \in \mathcal{U}_N, |k-1)|/K \leq \epsilon < k\pi/K\}. More generally, we denote by \(S^{(s,k)}\) the \(k\)th sub-range in the \(s\)th stage. We then design each beamforming vector to match the transmit/receive spatial signature in each of these sub-ranges. To this end, the beamforming vector should satisfy the following equation
\[
U^H f^{s}_k = U^H w^{s}_k \triangleq z^{(s,k)}
\]
(7)

where \(U = [u(0), u(\frac{\pi}{N}), \ldots, u(\frac{2\pi(N-1)}{N})]\) is a matrix whose columns describe the transmit/receive spatial signatures at each angle and
\[
z^{(s,k)} = \begin{cases}
C(s), & \text{if } \frac{\pi}{N} \in S^{(s,k)} \\
0, & \text{otherwise}
\end{cases}
\]
(8)

where \(C(s)\) is a scalar constant that ensures \(||f^{s}_k||_2 = ||w^{s}_k||_2 = 1\). From (7), \(f^{s}_k\) and \(w^{s}_k\) can be obtained by performing the left pseudo inverse of \(U\) giving
\[
f^{s}_k = w^{s}_k = (UU^H)^{-1}Uz^{(s,k)}.
\]
(9)

In (4), after the \(K^2\) measurements are carried out in each stage, the magnitudes of the \(K^2\) measurements are compared. The transmitter and receiver sub-ranges corresponding to the strongest measurement, respectively denoted by \(\hat{k}_t\) and \(\hat{k}_r\), are selected for estimation in the next stage. The receiver feeds back the value of \(\hat{k}_t\) to the transmitter and further pilot signals are limited to the reduced sub-ranges \(S^{(s,\hat{k}_t)}\) and \(S^{(s,\hat{k}_r)}\), by dividing each into a further \(K\) sub-ranges for the estimation in the next stage. This process continues until the minimum angle resolution \(\frac{\pi}{N}\) is reached. This requires \(S = \lceil \log_K(N) \rceil\) stages. Using an example of \(K = 3\), Fig. 1 shows the beam patterns adopted in a two-stage example scenario.

B. Maximum Likelihood Estimation of AOD/OA Information

In order to realise the rate adaptive channel estimation, the receiver needs to optimally identify the most likely path sub-ranges from an increasing number of received channel measurements and calculate the probability of estimation success. To do so, we will develop a maximum likelihood estimator to extract the AOD/OA information from the \(K^2\) measurements.

From (4) we can express the distribution of \(y^{(s,K^2)}\) as
\[
y^{(s,K^2)} \sim \mathcal{CN}(\sqrt{P_N}E[h^{(s,K^2)}] + E[n^{(s,K^2)}], P||x||_2^2 \text{Cov}[h^{(s,K^2)}] + \text{Cov}[n^{(s,K^2)}]).
\]
(10)

In order to simplify (10), recall that \(n^{(s,K^2)} \sim \mathcal{CN}(0, N_0\mathbf{I}_{K^2})\), the pilot signal has unit power \(||x||_2^2 = 1\) and that the path coefficient \(\alpha\) has zero mean, resulting in
\[ \mathbf{h}_{\text{w}}^{(s,K^2)} = 0. \] We can then re-write the distribution of \( \mathbf{y}^{(s,K^2)} \) as

\[
y^{(s,K^2)} \sim \mathcal{CN}
\begin{bmatrix} 0 \\ \mathbf{P} \end{bmatrix} \mathbf{Cov}[\mathbf{h}_{\text{w}}^{(s,K^2)}] + N_0 \mathbf{I}_{K^2}
\]

\[ = \mathcal{CN}(0, \Sigma) \] (11)

where \( \Sigma = \mathbf{P} \mathbf{Cov}[\mathbf{h}_{\text{w}}^{(s,K^2)}] + N_0 \mathbf{I}_{K^2} \) is the covariance matrix of \( y^{(s,K^2)} \). As it is difficult to find an expression for \( \mathbf{Cov}[\mathbf{h}_{\text{w}}^{(s,K^2)}] \), due to the unknown channel, we instead aim to find an expression for the co-variance, conditional on an AOD and AOA being present between the \( k_t \)th and \( k_r \)th sub-range, respectively. From (5), we can re-write a measurement between the \( k_t \)th transmitter and the \( k_r \)th receiver sub-range by substituting the channel from (2) as

\[
(\mathbf{w}_{k_r}^{(s)})^H \mathbf{H} \mathbf{f}_{k_t}^{(s)} = \alpha N^2 \mathbf{C}^2(\phi^t, \phi^r) \] (12)

By observing the output for each beamforming vector in (12), we can then see that the channel measurement in (12) has two possible outcomes corresponding to whether a path is present between the two sub-ranges or not. More formally, this can be expressed as

\[
(\mathbf{w}_{k_r}^{(s)})^H \mathbf{H} \mathbf{f}_{k_t}^{(s)} = \begin{cases} \alpha N^2 \mathbf{C}^2(\phi^t, \phi^r), & \text{if } \phi^t \in \mathcal{S}(s, k_t) \text{ and } \phi^r \in \mathcal{S}(s, k_r), \\ 0, & \text{otherwise}. \end{cases} \] (13)

Then, by assuming transmit and receive sub-range estimates \( \hat{k}_t \) and \( \hat{k}_r \) satisfy \( \phi^t \in \mathcal{S}(s, \hat{k}_t) \) and \( \phi^r \in \mathcal{S}(s, \hat{k}_r) \), we can define the conditional co-variance as

\[
\Sigma(\hat{k}_t, \hat{k}_r) = \mathbf{P} \mathbf{Cov}[\mathbf{h}_{\text{w}}^{(s,K^2)}|\hat{k}_t, \hat{k}_r] + N_0 \mathbf{I}_{K^2} \] (14)

where the conditional \( \mathbf{h}_{\text{w}}^{(s,K^2)} \) can be found by substituting (13) into (5) and the abbreviated condition ‘\( \phi^t \in \mathcal{S}(s, \hat{k}_t) \)’ represents ‘\( \phi^t \in \mathcal{S}(s, \hat{k}_t) \)’. The conditional covariance term can then be calculated by \( \mathbf{Cov}[\mathbf{h}_{\text{w}}^{(s,K^2)}|\hat{k}_t, \hat{k}_r] = \mathbb{E}[\mathbf{h}_{\text{w}}^{(s,K^2)\dagger} \mathbf{H}^\dagger|\hat{k}_t, \hat{k}_r] \), in which the equation \( \mathbb{E}[\alpha \mathbf{C}^2] = \mathbf{P}_R \) is used.

From (11), it can be seen that \( y^{(s,K^2)} \) follows a zero mean, circularly symmetric complex Gaussian (CSCG) distribution. Using the conditional co-variance from (13) in (11), the corresponding conditional probability density function (PDF) is defined as (16)

\[
f(y^{(s,K^2)}|\hat{k}_t, \hat{k}_r) = \frac{1}{\pi K^2 \det(\Sigma(\hat{k}_t, \hat{k}_r))} \exp\left(-\frac{(y^{(s,K^2)})^H \Sigma^{-1}(\hat{k}_t, \hat{k}_r) y^{(s,K^2)}}{2}\right). \] (15)

Now let us find the conditional probability of \( \hat{k}_t \) and \( \hat{k}_r \) given the receive measurement vector \( y^{(s,K^2)} \). Define \( \mathcal{K} = \{1, 1, \ldots, K, K\} \) as the set of all \( K^2 \) possible sub-range combinations such that \( \hat{k}_t, \hat{k}_r \in \mathcal{K} \). For simplicity, we assume that each sub-range combination has an equal probability of having an AOD/AOA pair. Following the principle of maximum likelihood detection, we can express the probability of \( \hat{k}_t \) and \( \hat{k}_r \) given \( y^{(s,K^2)} \) as

\[
p(\hat{k}_t, \hat{k}_r|y^{(s,K^2)}) = \frac{f(y^{(s,K^2)}|\hat{k}_t, \hat{k}_r)}{\sum_{\{\hat{k}_t', \hat{k}_r'\} \in \mathcal{K}} f(y^{(s,K^2)}|\hat{k}_t', \hat{k}_r')}. \] (16)

The most likely sub-range combination can then be obtained as

\[
\{\hat{k}_t, \hat{k}_r\} = \arg\max_{\{k_1, k_2\} \in \mathcal{K}} [p(\hat{k}_t, \hat{k}_r|y^{(s,K^2)})]. \] (17)

These estimates can then be used to reduce the ranges of possible AOA and AOD to, respectively, the \( \hat{k}_t \)th transmit and \( \hat{k}_r \)th receive angular sub-ranges for estimation in the next stage. Upon completing the final stage of estimation, the channel coefficient \( \alpha \) can be estimated from the previously obtained measurements as

\[
\hat{\alpha} = \frac{\sqrt{\mathbb{P}P(\mathbf{w}_{\hat{k}_r}^{(S)})^H \mathbf{H} \mathbf{f}_{\hat{k}_t}^{(S)}}}{\sqrt{\mathbb{P}NC^2_{\mathcal{S}}}}. \] (18)

It is important to emphasize the significance of correct estimation in the early stages of estimation. It should be noted that the directivity gain will become larger in each subsequent stage. This is because the reduced angular sub-ranges to be estimated require narrower beam patterns for the later stages. However, if any estimate in the prior stage was wrong and the angular subranges were determined incorrectly, the error cannot be corrected in a later stage, resulting in a final incorrect AOD/AOA estimate. As earlier stages have lower directivity gain, this is also where the errors are most likely to occur. In the following subsection, we will overcome this problem by developing an adaptive algorithm to dynamically allocate more measurements to stages that expect a higher probability of error.

### C. Rate Adaptive Channel Estimation Algorithm

An important function of the ML estimator developed in the previous subsection is the insight into the probability defined in (16). Generally, multi-stage channel estimation schemes such as (4) use a fixed number of channel measurements in each stage. Particularly, the estimator at the receiver is forced to make a decision after \( K^2 \) measurements, without taking into account the probability \( p(\hat{k}_t, \hat{k}_r|y^{(s,K^2)}) \). Leveraging the tools developed in the previous subsection, we now propose to estimate the channel state information by transmitting a potentially infinite number of pilot signals and beam patterns. As existing multi-stage mmWave channel estimation schemes already rely on feedback, we use this feedback to assist in the generation of each new beam pattern, by re-measuring on the most likely sub-range estimation pair. By adopting such an approach, the number of measurements required for channel estimation is able to dynamically adapt to the channel conditions.

To describe our proposed algorithm, we first introduce a target maximum probability of estimation error (MPEE), denoted by \( \Gamma \). The basic principle of the RACE algorithm is that, after the \( m = K^2 \) initial measurements are completed in any given stage, if the most likely sub-range pair does not satisfy \( p(\hat{k}_t, \hat{k}_r|y^{(s,m)}) > (1 - \Gamma) \), then additional measurements will be performed. To this end, the receiver will still feedback the current most likely transmit sub-range, \( k_t^{(s)} \) as it does in (4), however it will also feedback the result of whether more measurements are required or not. This leads to, at most, one
of measurements, we reduce the time and energy expended in the number of measurements carried out in all stages). Under maximum number of measurements, denoted by $m_{\text{max}}$, the average number of additional measurements converges to zero.

More specifically, we require $\lceil \log_2(K) \rceil + 1$ feedback bits, which will be shown to be negligible at high SNR as the average number of additional measurements converges to zero.

In the case where the specified probability threshold was not met after the $m_{\text{th}}$ measurement, instead of further dividing the sub-ranges corresponding to $\hat{k}_i^{(s)}$ and $\hat{k}_f^{(s)}$, an additional measurement is taken on this sub-range combination, using beamforming vectors $f_{\hat{k}_i}^{(s)}$ and $w_{\hat{k}_f}^{(s)}$. The updated received measurement vector after the $m_{\text{th}} + 1$ time slots can then be expressed by appending the new measurement to the previous measurements as

$$y_{(s,m+1)} = \sqrt{P_{\text{tx}}} \begin{bmatrix} h_n^{(s,m)}(w_{\hat{k}_s})^H H f_{\hat{k}_r}^{(s)} \end{bmatrix} + \begin{bmatrix} n_{(s,m)}^{(s,m)}(w_{\hat{k}_f}^{(s)})^H q_{m+1} \end{bmatrix}. \tag{19}$$

The estimated sub-ranges and corresponding probability can then be updated by substituting $y_{(s,m+1)}$ into (16, 17).

We then repeat this process until either the threshold condition has been met (i.e., $p(\hat{k}_s, \hat{k}_f | y_{(s,m)}) > (1 - \Gamma)$) or a maximum number of measurements, denoted by $M_{\text{max}}$, has been reached (i.e., $m_{\text{T}} \geq M_{\text{max}}$). Under fading channel conditions, there always exists a non-zero probability of an ‘outage’ occurring when the path coefficient is close to zero. By imposing an upper limit to the number of measurements, we reduce the time and energy expended in this case. A complete flow diagram of the RACE algorithm is shown in Fig. 2. As the RACE algorithm is able to compute the probability of successful estimation during the estimation process, it can minimize the number of measurements required for estimation and therefore reduce the required energy.

D. A Rate-Switching Benchmark Design

We now aim to fairly compare our proposed RACE algorithm to another scheme that can also change its estimation rate. To do so, we propose a generalization of the algorithm in [4], such that each stage $s$ is able to use an arbitrary number of beam patterns denoted by $K_s$. We then define the vector describing the number of beam patterns used in all stages as $K = [K_1, \ldots, K_S]$. The angular resolution reached after the $s_{\text{th}}$ stage of estimation is then given by $\frac{K_s}{120\pi}$. In order to reach the minimum angular resolution after $S$ stages, an important property of $K$ is then that $\frac{K_s}{120\pi} = \frac{K_{s_{\text{th}}}}{120\pi}$, i.e., the sub-range division in all stages leads to the minimum angular resolution. We can then describe the total number of estimation measurements for any $K$ as $M_T = \sum_{s=1}^{S} K_s^2$.

Based on this generalization, we then propose that if the PEE exceeds a predefined threshold, the number of beam patterns used in the first stage is increased. For example, consider the channel estimation of an $N_t = N_r = 8$ antenna system using $K = [2, 2, 2]$, which requires $S = 3$ stages with $M_T = 12$ total measurements. If the PEE is predicted to exceed a predetermined threshold, the proposed benchmark approach switches to instead use $K = [4, 2]$, leading to an improved PEE owing to the first stage directivity gain. The cost for this improvement is a much greater number of measurements in the first stage and a higher total number of measurements with $M_T = 20$. In the simulation results presented in next section, we refer to this approach as rate switching.

IV. Numerical Results

We now provide some numerical results to illustrate the performance of our proposed RACE algorithm. We consider a mmWave system with $N = 64$ antennas at both the transmitter and receiver. We use a single path channel with fading coefficient, $\alpha$, assumed to follow a complex Gaussian distribution with zero mean and variance $P_{\text{R}} = 1$. We assume that the corresponding AOD, $\phi^i \in \mathbb{U}_N$, and AOA, $\phi^i \in \mathbb{U}_K$, follows a random uniform distribution. We compare our results with the multi-stage algorithm in [4] using different values of $K$ in each stage. More specifically, by employing larger $K$ in earlier stages, greater beamforming gains can be achieved, reducing the probability of channel estimation error at early stages. However this leads to a greater total number of measurements overall. In our proposed algorithm we use $K = 2$ in all stages, resulting in a minimum of $K^2 = 4$ measurements in each stage. We use a target PEE of $\Gamma = 10^{-2}$ and the number of maximum measurements $M_{\text{max}}$ is set to be the maximum number of measurements used by the comparison schemes of [4], i.e., $M_{\text{max}} = 264$. All schemes use a fixed transmit power, $P$, in all measurements.

Fig. 3(a) shows the probability of an incorrectly estimated AOD/AOA pair after the $S$ stages of estimation have been carried out and Fig. 3(b) shows the average total number of
The proposed RACE algorithm can achieve significant performance compared to existing fixed rate or rate switching schemes. In attempt to also keep the error probability below $\Gamma = 10^{-2}$, the RACE algorithm converges on the same average number of measurements as the $M_T = 24$ fixed rate scheme from [4] (i.e., the scheme requiring the least measurements) but achieves significantly better performance. We also show a rate switching approach which is able to switch between each of the fixed rate schemes in attempt to also keep the error probability below $\Gamma = 10^{-2}$. In general it can be seen that, the proposed RACE algorithm can achieve significant performance gains with greatly reduced number of channel measurements, compared to existing fixed rate or rate switching schemes.

V. CONCLUSION

In this paper we proposed a novel rate adaptive channel estimation for mmWave MIMO communication systems. In the proposed algorithm, additional measurements are carried out when a high probability of estimation error is expected. This was achieved by elaborately designing a maximum likelihood estimator, which can optimally estimate the channel information and the associated probability of estimation error. We have shown that the proposed approach yields a similar probability of channel estimation error as the best comparison algorithm from existing methods but requires a significantly lower number of measurements at high SNR.

REFERENCES

[1] Z. Pi and F. Khan, “An introduction to millimeter-wave mobile broadband systems,” IEEE Commun. Mag., vol. 49, no. 6, pp. 101–107, June 2011.
[2] T. S. Rappaport, S. Sun, R. Mayzus, H. Zhao, Y. Azar, K. Wang, G. N. Wong, J. K. Schulz, M. Samimi, and F. Gutierrez, “Millimeter wave mobile communications for 5G cellular: It will work!” IEEE Access, vol. 1, pp. 335–349, May 2013.
[3] W. Hong, K.-H. Baek, Y. Lee, Y. Kim, and S.-T. Ko, “Study and prototyping of practically large-scale mmwave antenna systems for 5g cellular devices,” Communications Magazine, IEEE, vol. 52, no. 9, pp. 63–69, 2014.
[4] A. Alkhateeb, O. El Ayach, G. Leus, and R. Heath, “Channel estimation and hybrid precoding for millimeter wave cellular systems,” IEEE J. Sel. Topics Signal Process., vol. 8, no. 5, pp. 831–846, Oct. 2014.
[5] H. Zhang, S. Venkateswaran, and U. Madhow, “Channel modeling and MIMO capacity for outdoor millimeter wave links,” in Proc. Wireless Commun. Netw. Conf. (WCNC), Apr. 2010, pp. 1–6.
[6] E. Torkildson, H. Zhang, and U. Madhow, “Channel modeling for millimeter wave mimo,” in Proc. Inf. Theory Appl. Workshop. IEEE, 2010, pp. 1–8.
[7] “Wireless medium access control (MAC) and physical layer (PHY) specifications for high rate wireless personal area networks (WPANs), amendment 2: Millimeter-wave-based alternative physical layer extension,” IEEE Std 802.15.3c, pp. c1–187, Oct 2009.
[8] J. Wang, Z. Lan, C.-W. Pyo, T. Baykas, C.-S. Sum, M. Azizur Rahman, R. Funada, F. Kojima, I. Lakkis, H. Harada, and S. Kato, “Beam codebook based beamforming protocol for multi-gbps millimeter-wave WPAN systems,” in IEEE J. Select. Areas Commun., 2009, pp. 1390–1399.
[9] L. Chen, Y. Yang, X. Chen, and W. Wang, “Multi-stage beamforming codebook for 60GHz WPAN,” in Proc. 6th Int. ICST Conf. Commun. Network. China, Aug. 2011, pp. 361–365.
[10] G. MacCartney and T. Rappaport, “73 GHz millimeter wave propagation measurements for outdoor urban mobile and backhaul communications in New York City,” in IEEE Int. Conf. on Commun. (ICC), June 2014, pp. 4862–4867.
[11] M. Akslen, Y. Liu, M. Samimi, S. Sun, S. Rangan, T. Rappaport, and E. Erkip, “Millimeter wave channel modeling and cellular capacity evaluation,” IEEE J. Select. Areas Commun., vol. 32, no. 6, pp. 1164–1179, June 2014.
[12] A. Sayeed, “Deconstructing multiantenna fading channels,” IEEE Trans. Sig. Process., vol. 50, no. 10, pp. 2563–2579, Oct. 2002.
[13] M. Kokshoorn, P. Wang, Y. Li, and B. Vucetic, “Fast channel estimation for millimetre wave wireless systems using overlapped beam patterns,” in IEEE Int. Conf. on Commun. (ICC), June 2015, pp. 1304–1309.
[14] W. Bajwa, J. Haupt, A. Sayeed, and R. Nowak, “Compressed channel sensing: A new approach to estimating sparse multipath channels,” Proc. IEEE, vol. 98, no. 6, pp. 1058–1076, June 2010.
[15] A. Sayeed and V. Raghavan, “The ideal MIMO channel: Maximizing capacity in sparse multipath with reconfigurable arrays,” in Proc. ISIT, July 2006, pp. 1036–1040.
[16] R. G. Gallager, “Circularly-symmetric gaussian random vectors,” preprint, pp. 1–9, 2008.