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The data of reviews and ratings in the online market can provide guidance for company’s production and business activities. In this paper, firstly, we build a BP neural network model to help identify “useful consumer reviews.” Then, we use the fuzzy comprehensive evaluation method to identify the most successful and failing goods. Next, we achieve the time series prediction of product reputation by making use of ARIMA model. Finally, we use word segmentation and K-means clustering algorithm to determine whether stars and comments have radiation effects.

1. Introduction
Reviews system refers to the information feedback of consumers by rating and scoring the purchased goods. With the increasingly fierce competition among e-commerce platforms, it has been widely used as a tool to extract consumer emotions [1, 2]. According to the data of 2017, more than 75% of companies analyzed consumer reviews to conduct market research. It can be seen that a large amount of online consumer generated data (hereinafter referred to as “reviews”) has gradually become an important tool for producers to identify consumer demand and make sales and production decisions [3].

The most direct role of consumer reviews is to assist other consumers in their purchase decisions [4], while producers analyze consumer reviews to discover demand [5]. It is of great significance to identify the new demand created by consumers due to the fact that the earlier the manufacturer discovers the consumer demand and enters the market, the greater and more lasting market share benefit can be obtained. With the development of natural language processing technology, producers can capture the new possible general interests of each user through semantic space and semantic network analysis and then discover the potential needs of consumers [6, 7].

This paper is based on the star rating and text evaluation data of three products (hair dryer, microwave oven, and baby pacifier) of Sunshine Company. After data cleaning, we first establish a BP neural network prediction model to help identify “useful consumer reviews.” Then, we use the fuzzy comprehensive evaluation method to identify the most successful and failing goods. Next, we achieve the time series prediction of product reputation by making use of ARIMA model. Finally, we use word segmentation and K-means clustering algorithm to determine whether stars and comments have radiation effects.
network to analyze consumer emotions and then judge whether star_rating and reviews have a radiating effect. In addition, we construct ARIMA model to analyze the temporal relationship between reviews and corporate reputation. Finally, we draw the conclusions, hoping that our results can help companies identify potential consumer demand and make production and sales decisions.

2. Data Sources, Data Processing, and Assumptions

2.1. Data Sources. As a global e-commerce giant, Amazon Mall has long introduced a comment mechanism, in which buyers can express their satisfaction, recommendation, and opinions on their products through "star ratings" and "reviews." The data in this paper come from question C of the Mathematical Contest in Modeling in 2020. They are the scores and comments provided by customers of microwave ovens, baby pacifiers, and hair dryers sold in Amazon Market for a period of time [2, 8, 9]. The main concepts and definitions are shown in Table 1.

2.2. Data Processing. As we know, the amount of raw data is large and they are not processed, so we should do data processing according to the integrity and usefulness of the information by using four steps as follows:

(i) Step 1. Data screening: The original data provided have the problem of redundancy and loss. Therefore, first of all, we should filter them by removing null values and removing unreadable data.

(ii) Step 2. Data modification: There may be some unreasonable data in the raw data, which may have a significant impact on the conclusions drawn from the data, so we can modify part of the data through data processing. We calculate the ratio of helpful_votes to total_votes (the ratio of comments with zero total votes is zero) to modify the number of helpful votes, so eventually we can get the modified helpful_votes.

(iii) Step 3. Data normalization: Data normalization can provide an approach for comparison of various data and reflect the combined results of different factors. We should do the data normalization to facilitate the further analysis of the data. Firstly, we extract the length of review_headline and review_body and sum them and we get the review_length sum. Secondy, we transform both vine and verify_purchase into virtual variables by transforming sum them and we get the review_length sum.

(iv) Step 4. Finding the indicators of data: After the data processing above, we finally get 5 data indicators: star_rating, vine, verify_purchase, review_length sum, and modified helpful_votes.

2.3. Assumption. In order to simplify our model, we make some assumption in our paper. The details are as follows: (1) We assume that the explanatory variables are deterministic variables, not random variables, and they are not correlated with each other. The conditional mean value of the residual in the regression model, which is equal to 0, is independent of the explanatory variables, and each error variance is the same. (2) The average monthly evaluation data of time fragmentation of ARIMA model are not set as the break point of time series data, and seasonal and periodic changes are not considered. The expectation of irregular changes is 0. (3) In data processing, most data we use are standardized data. (4) The data we do dimension processing with or intuitively discard do not retain too much information about the whole. (5) We do not assume that these words expressing affection to products such as "great" and "like" must appear in the high level of star_reviews. (6) The analysis of different brands of the same product and different products is consistent. We only analyze the situation of one product and do not process the rest again.

3. Recognition of Helpful Reviews Based on BP Neural Network

3.1. Analysis Approach. In order to select out the valuable part of all the ratings and reviews data submitted by consumers, we set up an intelligent algorithm BP neural network which has high efficiency to fit these data. Through this model, the company can obtain any information of the products on sale based on the data on ratings and reviews.

3.2. BP Neural Model

3.2.1. Model Preparation. BP neural network, which refers to terror backpropagation neural network, is the most widely used neural network Model. BP neural network generally consists of three layers: input layer, hidden layer, and output layer. The input signal acts on the output node through the hidden layer, and the transformation of the training function produces errors. When the output signal is sent, the error is returned to the network and sent to the input layer through the network. When the network propagates in the opposite direction, the network distributes errors to the neurons in each layer, adjusts the error signals obtained from each layer, and determines the weight of each cell [10].

3.2.2. Model Establishment. There are two steps in the process of establishing BP neutral network. Firstly, we should set the network parameter $k$ that represents the numbers of neurons. Secondly, we use existing data of input and output to triangle the network. We now drive the core formulas of the BP neural neutral network.

We set $d_k$ as the expected output of the input layer’s $k$ output variable, $a_k$ as the actual output of the input layer’s $k$ output variable, and $y_k$ as the output of the hidden layer. Besides, $w_{ik}$ and $\theta_1$ are the weight and threshold of the hidden layer to the output layer, and $V_{ij}$ and $\theta_2$ are the sum of the weight and threshold of the hidden layer to the input layer [11].

Thus, when $\text{net}_i = \sum_{j=0}^{m} (w_{jk} - \theta_1)$ the output of the input layer is as follows:
3.3. Results Analysis. Next, we will import the data into MATLAB, select the star_rating and review_length sum as input, and use the modified helpful_votes as output to establish a neural network. Then we select 30 pieces of data randomly as the training set and 35 pieces of data as the test set and set the number of training steps as 10000, the target error as $1 \times 10^{-5}$, and the learning rate as 0.8. Besides, we express the mean square error and the coefficient of determination in the picture. We can, respectively, get the comparison charts of the actual value and the predicted value of the training set, which are shown in Figure 1. The red solid line represents the true value and the blue-dotted line represents $P$.

From Figure 1, we can see that the fitting effect of neural network at each point is good, and RMS (root mean square) is above 0.9 and MSE (mean square error) is controlled at about 0.01 for both series.

Therefore, Sunshine Company is able to use our model to predict the sales of the three products in online marketplace and get useful information based on ratings and reviews so as to guide future sales and production activities.

### 4. Fuzzy Comprehensive Evaluation of Good and Bad Products Based on Principal Component Analysis

4.1. Analysis Approach. Having obtained the valuable information in the reviews, we are concerned about whether we can use this information to analyze which products are potentially successful or failing [12]. In order to determine the potentially most successful or most failing products, we establish the fuzzy comprehensive evaluation model based on principal component analysis.

4.2. Fuzzy Comprehensive Evaluation Model

4.2.1. Model Preparation. Generally, the selection of weight of the comprehensive evaluation model is influenced by some subjective factors. Using principal component analysis can help us calculate the weight of each index objectively, avoid the randomness of weight selection, and reduce the artificial errors in the process of calculation. With advantage of fuzzy comprehensive evaluation where processing line is not clear or subordinate relations is not specific, we can get more reliable results. The principles of the model are shown as follows: (1) Set the evaluation object as set $P$. The various indicators related to $P$ are determined and then the evaluation factor set, namely, the indicator set $U$, is established. Select the set of possible evaluation results to establish the evaluation level set $V$. (2) Establish membership degree relation matrix $R$. According to the grades in the evaluation level set $V$, the membership degree of each index in $U$ is evaluated. Suppose that the subset of membership degree of corresponding subindexes in $U$ is $R = (r_{i1}, r_{i2}, \ldots, r_{in})$, as to guide future sales and production activities.

| Serial | Variable Description | Variable | Variable Description |
|--------|----------------------|----------|----------------------|
| 1      | Star_rating (integer) | A score used to rate a product with a number of stars between 1 and 5 |
| 2      | Helpful_vote (integer) | The number of the votes of whether a product review is valuable or not |
| 3      | Total_vote (integer)  | The total number of the votes of whether a product review is valuable or not |
| 4      | Review_headline (string) | The headline of a review |
| 5      | Review_body (string)  | The content of a review |
| 6      | Vine (string)         | The member of Amazon Vine Voices |
| 7      | Verify_purchase (string) | People who are defined to purchase a product |

### Table 1: The main concepts and definitions of this paper.

3.2.3. Error Analysis. First, according to the formula above, function of each layer has error input in the network. Thus, by adjusting the weight and threshold, the error $E$ can be changed. The adjustment of the weight should be proportional to the gradient of the error. When $\alpha$ and $\beta$ are the learning rates of the network, the formula is as follows:

$$o_k = f(\text{net}_k), \quad k = 1, 2, \ldots, l. \quad (1)$$

Then, when $\text{net}_i = \sum_{i=0}^{n} (v_{ij} - \theta_j)$ the output of the hidden layer is as follows:

$$Y_j = f(\text{net}_j), \quad j = 1, 2, \ldots, m. \quad (2)$$

The error between the networks output and the expected output is as follows:

$$E = \frac{1}{2} \sum_{k=1}^{l} (d_k - o_k)^2. \quad (3)$$

It is further expanded to the input layer as follows:

$$E = \sum_{k=1}^{l} \left( d_k - f\left[ \sum_{i=1}^{m} w_{ik} f(\text{net}_i) \right] \right)^2. \quad (4)$$

3.3. Results Analysis. Next, we will import the data into MATLAB, select the star_rating and review_length sum as input, and use the modified helpful_votes as output to establish a neural network. Then we select 30 pieces of data randomly as the training set and 35 pieces of data as the test set and set the number of training steps as 10000, the target error as $1 \times 10^{-5}$, and the learning rate as 0.8. Besides, we express the mean square error and the coefficient of determination in the picture. We can, respectively, get the comparison charts of the actual value and the predicted value of the training set, which are shown in Figure 1. The red solid line represents the true value and the blue-dotted line represents $P$.

From Figure 1, we can see that the fitting effect of neural network at each point is good, and RMS (root mean square) is above 0.9 and MSE (mean square error) is controlled at about 0.01 for both series.

Therefore, Sunshine Company is able to use our model to predict the sales of the three products in online marketplace and get useful information based on ratings and reviews so as to guide future sales and production activities.
where $r_{ij}$ represents the membership degree of $u_j$ to the evaluation level in set $V$ and its corresponding value $v_i$, and $r_{ij} + r_{i2} + \cdots + r_{im} = 1$. The subsets of membership degree of $m$ evaluation grades constitute the membership degree relation matrix $R$. The membership value is calculated by linear distribution function. (3) Establish the weight vector $W$. In order to reflect the importance of each subindex $u_j$ to $P$, we set the weight vector as $W = (w_1, w_2, \ldots, w_m)$. (4) Establish the evaluation result vector $B$. The evaluation result vector $B$, that is, $B = WR$, is obtained by applying the synthesis operation that can fully reflect the function of membership relation matrix $R$ and weight vector $W$. How to establish our model is shown in the five steps [13, 14].

(i) Step 1. Select the original data of the text and ratings. According to the actual situation, we select the data of five variables coming from 3 products: star_rating, helpful_votes, vine, verified_purchase, and review_length_sum.

(ii) Step 2. Conduct principal component analysis according to the selected data. We mainly determine the principal component with the standard of characteristic value greater than 1 or slightly less than 1 and the cumulative variance contribution rate between 70% and 85% to determine the weight of each product.

(iii) Step 3. Establish the fuzzy comprehensive evaluation model. We divide the evaluation level into three levels, which correspond to the relative quality of the product. Then, we calculate the membership matrix according to the membership degree, use MATLAB to calculate the result vector, determine the level of products through weighted processing, and make corresponding analysis.

4.2.2. Principal Component Analysis. According to the actual situation, we select the data of five variables coming from 3 products: star_rating, helpful_votes, vine, verified_purchase, and review_length_sum.

Taking the data of hair dryers as an example, we use STATA to process the principal component analysis. The results are shown in Tables 2 and 3.

According to the principle of principal component selection, we select the first three principal components and substitute the original variables with $x_1, \ldots, x_5$. Thus, we can get a principal component expression, and the rest of expressions can be inferred like it. The formula is as follows:

$$\text{Comp1} = -0.2143x_1 + 0.3464x_2 + 0.4442x_3 - 0.5536x_4 + 0.5747x_5.$$  \hspace{1cm} (6)

Next, we use the number of loads in factor loading matrix table to divide the variance and the square root value of the principal component characteristic in the cumulative contribution rate table; then we can get the coefficients of all the indicators in each of the main component linear combinations. Then we multiply them to the variance contribution rates of the principal component and divide them to the sum of variance contribution rates, and we can obtain the corresponding weight vector $W = (0.1987, 0.0944, 0.3048, 0.2082, 0.1940)$, which can reflect the different indicators $U$ for evaluation objects to the importance of the hair dryer.

4.2.3. The Fuzzy Comprehensive Evaluation. We divide the degree of the evaluation object into three levels and establish the evaluation level set $V = \{1, 2, 3\}$. Then we establish the membership degree relation matrix $R$ (membership degree function in the matrix is calculated by linear distribution function) to evaluate the membership degree of each index
in set $U$ according to the very level in the evaluation level set $V$ [15].

\[
R = \begin{pmatrix}
0.1 & 0.5 & 0.4 \\
0.8 & 0 & 0.2 \\
0.1 & 0.54 & 0.36 \\
0.22 & 0.14 & 0.64 \\
0.3 & 0.6 & 0.1
\end{pmatrix}
\]  

(7)

4.3. Result Analysis. The fuzzy comprehensive evaluation model we select is of outstanding-principle component type. We use MATLAB to calculate the result vector $B = WR = (0.0755, 0.1646, 0.1332)$ and use the weighted average method to get that the final score is 2.1546. Similarly, we can get that the scores of microwave ovens and pacifiers are 1.6026 and 1.9255. It is obvious that the best potential products are hair dryers and the worst are microwave ovens.

5. Time Series Prediction of Products’ Reputation Based on ARIMA Model

5.1. Analysis Approach. In order to discuss the increasing or decreasing trend of products’ reputation in the online marketplace, we use the ARIMA model to identify metrics and patterns based on timeline for each piece of data [16, 17].

5.2. ARIMA Model

5.2.1. Model Preparation. Firstly, we analyze and process the data through scatter diagram. We take a hair dryer as an example. We first extract all the data of star_ratings and review_dates. Due to the large amount of data, we average the data of star_ratings on a monthly basis to obtain the average star_ratings data of 140 months from March 2002 to August 2015 (there are no data for some months in the middle). The scatter diagram is shown in Figure 2. The horizontal axis represents the month and the vertical axis represents the average star level of each month.

Therefore, we can find the following conclusions from Figure 2: Firstly, we can see that the data fluctuate greatly and the data generated are relatively regular. It is indicated that the number of people who buy the product at the beginning is small and there are no reviews in some months. Secondly, in 2003 and 2004, the data once reached the lowest level. It is indicated that the company may have taken a series of measures to save its reputation. Thirdly, from the end of 2006 to the beginning of 2007, the review data of the products began to stabilize with small fluctuation. It is indicated that the number of buyers began to increase. Finally, in the later period, the average star_rating is stable at around 4.1, and it is also the average total star_rating of the product. On the other hand, the flattening trend also reflects the fact that the correlation coefficient between the star_rating and the other two variables is nearly zero.

Next, we import the data into STATA to process time series analysis. There are mainly four different factors that play an important role in the formation and development of time series, including long-term trend factor, seasonal change factor, cyclic change factor, and irregular change factor. Besides, as the time series formed in this topic is relatively long, we cannot ignore the influence of long-term trend. The main method for determining and analyzing long-term trend is smoothing the time series. Thus, we choose the MA (moving average) method and the formula of smoothing is as follows:

\[
x'(t) = \frac{x(t-2) + x(t-1) + x(t) + x(t+1) + x(t+2) + x(t+3)}{6}
\]  

(8)
5.2.2. Model Establishment. ARIMA model is a common and effective method in time series prediction. ARIMA method can find a model suitable for data investigation under the condition that the data pattern is unknown, so it has been widely used in financial and economic prediction. Its basic principle is as follows: Firstly, smooth the original time series by using MA (moving average) method. Secondly, determine the type of model, the order of model, and undetermined mined parameters by analyzing the characteristics of ACF (Autocorrelation Function) and PACF (Partial Autocorrelation Function) of stationary sequence. Finally, analyze and predict the future times series [18, 19].

ARIMA model can be known as ARIMA \((p, d, q)\), where \(P\) is the autoregressive order number, \(d\) is the difference order, and \(q\) is the sliding average order number. The \(P\) value of the corresponding Q statistic is almost zero at the significance level of 0.05, so we reject the original hypothesis that the time sequence is irrelevant. Meanwhile, the \(P\) value passing the white noise test also rejects the original hypothesis that the sequence is white noise. Then, through the full test, we can get the value of \(P = 0.163 > 0.05\), which means that it also passes the stationarity test. Thus, the ARIMA model could be used and the model we selected is ARIMA \((1, 0, 1)\) [20].

5.3. Results Analysis. Through the above process, we have determined our model as ARIMA \((1, 0, 1)\). Then we can draw the prediction results by calculation, as shown in Table 4. It can be seen from the table that each coefficient of the model is significant and the standard deviation of the residual is very small, and the \(P\) value of each term is greater than the significance level; that is, the residual passes the autocorrelation test.

Above all, we can say that the model does not have autocorrelation, and the ARIMA model can be used to predict the future changes of product reputation in the market. The formula of ARIMA model can be restored to the following:

\[
\text{star}_t = 3.859 + 0.870\text{star}_{t-1} + \varepsilon_t + 0.372\varepsilon_t, \\
\hat{\varepsilon} = 0.154.
\]

According to the ARIMA model, the average product stars in the next five months are predicted to be 4.124739, 4.090306, 4.060333, 4.034242, and 4.011531, indicating that the product reputation will decline in the future.

Taking the hair dryer data as an example, we will process the sensitivity analysis of the ARIMA model. ARIMA model is the core part of the three-parameter input: the autoregressive order \(p\), difference number \(d\), and the change of the moving average order \(q\). So we change the parameters and smoothing data of the initial model ARIMA \((1, 1)\). At the same time, we make the average star_ratings prediction for the next five months. Here, we do not restore the ARIMA model expression and do not list the results of model parameters. The selected model involves constant terms. We change parameters \(p\) and \(q\), respectively; the range of change is the integers from 0 to 3. The sensitivity analysis is as follows in Figure 3.

Firstly, we find in Figure 3 that \(p = 0\) has the largest change range and the largest error, while other \(p\) and \(q\) are in good fitting with the original data. Secondly, the prediction of the red line \(p = 0\) circulates from low to high and finally is lower than the level of the original data. Finally, in the forecast of the last five years, no matter the change of \(p\) or \(q\), the ARIMA model shows a downward trend, which should be paid attention to. Therefore, we can find that the conclusion of sensitivity analysis is consistent with the conclusion above, which shows that our model has good stability and strong adaptability.

6. Exploration of Radiation Effects Based on K-Means Clustering Algorithm

6.1. Analysis Approach. In order to explore whether specific star_ratings and reviews will cause more reviews, firstly we use word segmentation to find the relationships between specific vocabularies and star_ratings; then we use K-means clustering algorithm to further explore the radiation effects.
6.2. Word Segmentation

6.2.1. Model Preparation. Word segmentation is an important concept in NLP (Natural Language Processing) [21]. It decomposes long texts such as sentences, paragraphs, and articles into data structures that regard words as their units. Such processing helps us to express complex problems in mathematical language [22–24]. The basic unit of word segmentation in English is a word. The basic steps of the model are as follows [25].

(i) Step 1. Separating the sentences into individual words according to the space, punctuation, and so forth.

(ii) Step 2. Removing the stopping words: Remove the words that appear frequently but have no practical meaning, such as “it,” “that,” “to,” “a,” and “the.”

(iii) Step 3. Lemmatization (restoring the part of speech) and stemming (extracting the stem): There are some special forms of the words in English, such as the singular and plural nouns and the -ing forms and -ed forms of verbs; we need to restore these morphed words and extract the main components from them.

(iv) Step 4. Eigenvector extraction [12, 26].

6.2.2. Model Establishment

(1) Lemmatization and stemming. Taking the hair dryer data as an example, we extract 20 words such as “recommend” and “light” from high to low frequency through Python and convert them into word vectors. If the word “recommend” which has the highest frequency appears in the ratings while the other words do not, $a$ is a vector with 20 rows of columns and we will mark the eigenvector as

$$a = (1 \ 0 \ 0 \ \cdots \ 0)^T.$$  (10)

(2) Removing stop words. After removing these words which cannot express the actual meaning in the product ratings such as “buy” and “purchase,” we get the word frequency table, which is shown as Table 5. The number to the right of the word represents the number of occurrences of the word in the rating title and rating content.

(3) Eigenvector conversion. Finally, we convert the star_ratings into eigenvectors and calculate the Pearson correlation coefficient between these eigenvectors of words and eigenvectors of star_ratings. The calculation formula is as follows [27]:

$$r(X, Y) = \frac{\text{Cov}(X, Y)}{\sqrt{\text{Var}(X) \text{Var}(Y)}}$$  (11)

6.2.3. Results Analysis. Finally, the correlation coefficient matrix we get is shown as in Table 6. The rows of the matrix are the star_ratings from low to high, and the columns of the matrix are the high-frequency words we choose.

As can be seen from Table 6, the correlation coefficient between each word and the star_rating is very slight, most of which are less than 0.1 and they are almost irrelevant. However, considering the uncertainty of big data and the processing of taking things out of context (we removed negative auxiliary verbs), some of the correlations are still fairly high. On the other hand, based on some intuitive situations, the correlation coefficient between the word “great” and the five-star rating is 0.1718, and the correlation coefficient between “love” and the five-star rating is 0.2581. We can conclude that these specific descriptions are obviously closely related to the level of star_rating and some words with negative meaning of the products did not show high correlation coefficient.

Firstly, we can easily find that only “low” and “weight” in the high-frequency words are likely to be the words with negative reviews. Secondly, the average star_rating of hair dryers is as high as 4.1, whose number of negative reviews is relatively less. Finally, we cannot regard the negative meanings as negative meaning without the context directly, which makes us choose to abandon it when we are dealing with negative words.

6.3. K-Means Clustering Algorithm

6.3.1. Model Preparation. Clustering is the process of looking for similarities between a collection of figurative or abstract objects and dividing them into categories. The basic steps of $K$-means clustering algorithm are as follows:

(i) Step 1. Select $k$ objects from the data as the initial clustering center.

(ii) Step 2. Calculate the distance between each cluster object and the cluster center and divide them into parts based on the distance.

(iii) Step 3. Calculate each cluster center again.

6.3.2. Model Establishment. We identify this problem as a clustering problem; that is to say, we do not assume that
these words expressing affection to products such as “great” “like” must appear in the high level of star_reviews. Instead, we first find out the similarities of all kinds of reviews by means of clustering and divide them into categories. Then, according to these categories, we in turn look for corresponding star_ratings to determine whether customers have a tendency to publish such reviews after a series of certain stars comments [28].

Firstly, we are given the reviews_text data set, where $d$ represents the dimension of the data set, and $n$ represents the amount of data in the data set and the number $K$ of partition sets we want to generate. Through the $K$-means algorithm, we can divide the object into $K$ different clusters $C_k$, $k = 1, 2, \ldots, k$. Now we select a central $k$ in each cluster. Similar to the general optimization problem, the clustering problem is to minimize the sum of squares between the midpoint of each cluster and each center. That is, $L = \sum_{k=1}^{K} \sum_{x \in C_k} \|x_i - u_k\|^2$ to the minimum. The distance here is referring to the Euclidean metric.

$K$-means clustering algorithm is a classical algorithm to solve clustering problems, which is simple and fast. For processing large data sets, the algorithm keeps contractibility and high efficiency. The effect is best when the cluster is close to the normal distribution.

From Figure 4, we can see that most of the points are loosely arranged, but some of them have the potential to become the center of the cluster. Then we process on these points with $K$-means clustering and five cluster centers are obtained corresponding to each star.

### 6.3.3. Results Analysis

We do separation with five kinds of color to mark the various elements of the clusters represented with a point and the center represented with an $x$. We restore the principal component through the serial number of the five clusters to find these star_ratings of the reviews initially and we get the corresponding relationship of the reviews, clustering, and star_ratings (we will not duplicate recording the number of reviews). Thus, we can find 3 significant results. Firstly, blue cluster has five-star reviews with the maximum number of 212, which appears in the corresponding term vectors “how many” 132 times and “love” 89 times. Secondly, the green cluster has five-star reviews with the maximum number of 212, which appears in the corresponding term vectors “how many” 132 times and “love” 89 times. Thirdly, it can be concluded from the model that customers are most likely to

| Words   | Frequency | Words   | Frequency | Words   | Frequency | Words   | Frequency | Words   | Frequency |
|---------|-----------|---------|-----------|---------|-----------|---------|-----------|---------|-----------|
| Recommend | 955       | Thick | 728       | Fine | 630       | Pretty | 486       |
| Light | 860       | Fast | 693       | Low | 624       | Retractable | 465       |
| Powerful | 856       | Cool | 680       | Quiet | 522       | Worth | 450       |
| Easy | 845       | Heavy | 664       | Weight | 521       | Perfect | 445       |
| Nice | 808       | Great | 660       | Love | 517       | Work | 395       |

### Table 5: The word frequency.

| Star    | 1 star | 2 stars | 3 stars | 4 stars | 5 stars |
|---------|--------|---------|---------|---------|---------|
| Recommend | -0.0334 | -0.0024 | -0.057 | -0.0298 | 0.0766 |
| Light | -0.0627 | -0.0241 | -0.0099 | 0.0406 | 0.0215 |
| Powerful | -0.0712 | -0.0231 | 0.0154 | 0.0052 | 0.0391 |
| Easy | -0.0708 | -0.0446 | -0.0415 | 0.0492 | 0.047 |
| Nice | -0.0747 | -0.0329 | -0.0002 | 0.0507 | 0.0191 |
| Thick | -0.0492 | -0.0295 | 0.0086 | 0.0095 | 0.0299 |
| Fast | -0.0716 | -0.0385 | -0.0337 | 0.0077 | 0.0728 |
| Cool | -0.0162 | 0.0097 | 0.0248 | 0.0221 | -0.0266 |
| Heavy | -0.015 | 0.014 | 0.0655 | 0.0567 | -0.0798 |
| Great | -0.1512 | -0.0787 | -0.0996 | 0.0122 | 0.1718 |
| Fine | -0.0131 | 0.0529 | 0.0676 | 0.04 | -0.0872 |
| Low | 0.0181 | 0.0367 | 0.0239 | 0.0118 | -0.0505 |
| Quiet | -0.0475 | -0.0249 | -0.004 | 0.0078 | 0.0353 |
| Weight | -0.0494 | -0.0254 | -0.01 | 0.0217 | 0.0292 |
| Love | -0.1251 | -0.1016 | -0.1135 | -0.0935 | 0.2581 |
| Pretty | -0.0248 | -0.0073 | 0.0385 | 0.0752 | -0.0632 |
| Retractable | -0.0093 | 0.0225 | 0.0273 | 0.0192 | -0.0358 |
| Worth | 0.0394 | -0.0039 | -0.0265 | -0.0286 | 0.0165 |
| Perfect | -0.0676 | -0.0423 | -0.0574 | -0.0186 | 0.1064 |
| Work | -0.1004 | -0.0473 | -0.0056 | 0.093 | 0.0105 |

### Table 6: Pearson correlation coefficient between eigenvectors of words and eigenvectors of star_ratings.
directly express their love for the product or recommend others to buy it when they see five-star reviews; however, customers are also likely to directly express their dissatisfaction when they see one-star negative review [29]. So, finally, Sunshine Company should adjust its sales strategy in time according to the star_ratings of the review to increase the product production when seeing the continuous good reviews and to save the reputation of own product in time when seeing bad reviews increase.

7. Conclusion

Starting from a case analysis, this paper establishes a model suitable for any platform and any commodity to mine the potential information behind the ratings and reviews of online product, which provides certain help for companies to make online sales strategy and identify the demand of consumers. However, in order to simplify the analysis process, some assumptions made by us make the model deviate from the reality. This article uses BP neural network and other methods to establish multiple models, adopts the method of combining qualitative description and quantitative calculation, makes assumptions and demonstrations, uses clear logic to explain the principles and practical applications of various models, and uses MATLAB and other methods. Therefore, we strongly believe that our conclusions can help companies use consumer review data to explore the market deeply and make appropriate production plans and sales strategies.
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