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ABSTRACT
High-resolution image segmentation remains challenging and
error-prone due to the enormous size of intermediate feature
maps. Conventional methods avoid this problem by using
patch based approaches where each patch is segmented inde-
pendently. However, independent patch segmentation induces
errors, particularly at the patch boundary due to the lack of
contextual information in very high-resolution images where
the patch size is much smaller compared to the full image.
To overcome these limitations, in this paper, we propose a
novel framework to segment a particular patch by incorporat-
ing contextual information from its neighboring patches. This
allows the segmentation network to see the target patch with
a wider field of view without the need of larger feature maps.
Comparative analysis from a number of experiments shows
that our proposed framework is able to segment high reso-
lution images with significantly improved mean Intersection
over Union and overall accuracy.

Index Terms—High-resolution image segmentation,
Spatial attention, Contextual information.

1. INTRODUCTION
Image segmentation is one of the fundamental and challeng-
ing problems in computer vision, where the goal is to clas-
sify each pixel to a particular category. With advances in
computing technology as well as deep learning techniques,
it has been possible to gain significant improvement in this
field. However, segmentation of high resolution images (i.e.,
satellite images, x-ray images etc.) still remains challenging
due to their large spatial size. If the entire resolution images
are used as inputs, the enormous size of intermediate feature
maps makes it impractical to conduct training. To tackle this
problem, most of the existing frameworks deal with high reso-
lution image segmentation by downsampling the image [1][2]
or by dividing the input image into square patches [3][4][5].
The latter method yields better results because it does not lose
any visual information.

Particularly, in the patch based methods, every patch is
segmented independently without any contextual information
from the adjacent patches. Authors in [3] use different patch
sizes (224×224, 112×112 etc.) as input. Later, they have used
weighted summation of output probability vectors to classify
each pixel. The most recent work [6] uses modified UNet [7]
to segment satellite images by supplying 256×256 sized in-
dependent patches as input. The patch based methods result
erroneous segmentation, particularly while working with very
high resolution images where the patches are quite small com-
pared to the full image. The errors are more prominent in the
patch boundaries, where little information is present in the in-
dependent patches to classify the near boundary pixels. Some
researches simply downsample the full-size image. Authors
in [1] and [2] downsample the 1024×1024 images to 256×256
size. However, downsampling high resolution images causes
significant information loss that contributes to the segmen-
tation errors. Additionally, there exists a number of works
[8][9][10] that have applied different attention mechanisms
to improve classification and segmentation tasks. However,
these methods only work to improve performance on inde-
pendent patches.

To overcome the shortcoming of existing methods for
high resolution image segmentation, we propose a frame-
work to segment a particular patch by incorporating context
information held by its adjacent patches. Specifically, our
framework learns spatial interdependencies of features be-
tween patches in a neighborhood. Exploiting these interde-
dependencies to fuse long-range contextual information would facilitate better segmentation, particularly at the boundary of the targeted patch. The overview of the proposed mechanism is depicted in figure 2 where all feature points from each of the neighbors are fused using spatial attention to compute the contextual information for the targeted feature point (white circle in the patch I) in the targeted patch I. This operation is performed for each feature point in patch I. Thus, the proposed framework allows the network to see the target patch with a wider field of view. As a result, the network is more confident about the patch it is segmenting. Moreover, the proposed model does not require increasing the spatial size of the intermediate feature maps. We know, large feature map can limit the training in larger batch sizes. In summary, our contributions are as follows:

- We propose an attention-based novel framework that can easily improve the patch based methods by capturing contextual information from neighboring patches. Proposed framework can be integrated to any encoder-decoder based segmentation architecture.

- Our proposed framework achieves improved segmentation result than baseline on couple of publicly available datasets: JSRT Chest X-ray dataset [11] and Dhaka Satellite Dataset (DSD) [1].

- We obtain the state of the art segmentation result on GID dataset [3].

---

1https://ovipaul.github.io/Bangladesh-LULC

2. PROPOSED METHOD

Here, we describe the details of our proposed method. We first divide the full image into non-overlapping square patches. The objective is to segment each patch. However, instead of segmenting each patch independently, we propose to capture the context information held by the patches that are immediate neighbors. Let, the patch we are going to segment be denoted as I. The patch I has eight neighbor patches. For the target patches that lie at borders of the full image, we have used zero-valued patches to extrapolate the missing neighbors.

At first, the patch I is fed to the encoder. We get an output $I_e \in \mathbb{R}^{1 \times C \times H \times W}$, which is the encoded version of patch I. $I_e$ is then reshaped to $1 \times C \times HW$. After that, the neighbors are put into the encoder keeping the gradients of encoder weights and biases frozen, i.e., the weights and biases of encoder are not updated during training for this particular step. The output $N_e \in \mathbb{R}^{8 \times C \times HW}$ is later reshaped to $8 \times C \times HW$. We then concatenate $I_e$ to $N_e$ because patch I needs to get a global view of the neighboring patches, as well as the whole patch of itself. Now, to calculate the feature interdependencies between $N_e$ and $I_e$, we multiply $I_e^T \in \mathbb{R}^{1 \times HW \times C}$ with $N_e$ and then apply softmax to the last axis to get the weight matrix $W_e \in \mathbb{R}^{8 \times HW \times HW}$. This weight matrix is significant for our objective. It consists of 9 matrices. Let, each element of $W_e$ be denoted as $w_{ji}^k$; where $k \in 1, 2, \ldots, 9$. Then, $w_{ji}^k$ measures the impact of $i^{th}$ position of $N_e$ on $j^{th}$ position of $I_e$. More similar feature representations of the two positions contribute to greater correlation between them. These weight
values would act like gates that control the flow of spatial contextual information coming from the neighbors. Now, we need to fuse contextual information held by the neighboring patches to \( I \). To do that, we first multiply \( N \) with the transpose of weight matrix to get weighted neighbors. Then, we reshape the weighted neighbors to a size of \( 9 \times C \times H \times W \) to get the final weighted neighbors \( W \). Each pixel position for each neighbor \( N_{w,k} \) is a linear combination of rest of the pixel positions from that particular neighbor \( N_{w,k} \). The weights of the linear combination is the weight values from \( W \).

In the decoding procedure, \( N_w \) is first summed through its batch dimension. \( N_w \) is then elementwise multiplied with a learnable parameter \( \alpha \) of size \( H \times W \), which is initialized with a value of 0. After that, element wise summation is performed between \( I \) and \( N_w \) to get \( D_e \). This way, each pixel position of \( D_e \) has the information from patch I and the contextual information from all the neighbors surrounding the patch I. So, \( D_e \) now has a global view of the whole 9 patches. Finally, \( D_e \) is put into the decoder, where it is upsampled to the original resolution of the patch I.

### 3. EXPERIMENTS

Our experimental objective is composed of two parts. At first, we compare our method against basic patch-based approach using baseline segmentation architectures to show the efficacy of our proposed framework. We use two datasets, 1) JSRT Chest X-ray [11] and 2) Dhaka Satellite Data (DSD).

Next, we observe how our method advances the current state of the art results on GID Satellite Dataset [3]. We compare our method against their multi-patch based method. All experiments are performed using Pytorch implementation.

**Performance Metrics:** We report our performance using intersection over union (IoU), mean intersection over union (mIoU), class specific accuracy (Acc) and overall accuracy (OA) [3]. IoU is defined as

\[
IoU_j = \frac{\sum_{i=1}^{n} TP_{ij}}{\sum_{i=1}^{n} (TP_{ij} + FP_{ij} + FN_{ij})}
\]

where \( TP_{ij} \), \( FP_{ij} \), and \( FN_{ij} \) are correspondently the number of pixels in image \( i \), which are correctly predicted as class \( j \), incorrectly predicted as class \( j \), incorrectly predicted as any other class than class \( j \), respectively. The mIoU is defined as the average IoU among all classes.

Let \( P_{ab} \) denote the number of pixels of class \( a \) predicted to belong to class \( b \), and let \( t_a = \sum_b P_{ab} \) be the total number of pixels belonging to class \( a \). Let, \( t_b = \sum_a P_{ab} \) be the total number of pixels predicted to class \( b \). Class specific accuracy is defined as the percentage of correctly classified pixels for each class. Overall Accuracy (OA) is the percentage of correctly classified pixels and all pixels in the entire image.

\[
Accuracy = \frac{P_{aa}}{t_a} \quad ; \quad OA = \frac{\sum_a P_{aa}}{\sum_a t_a}
\]

In all the experiments the background class is discarded during the calculation of the metrics.

**Comparing Baselines:** Here, we compare our method against basic patch based approach. We first use the JSRT Chest X-ray dataset [11]. Segmentation in Chest Radiographs [12] contains manual segmentation for lung fields, heart, and clavicles of JSRT Dataset. The images are 1024×1024 in resolution. We show the comparative results with different patch sizes to demonstrate the significance of our framework. Since this dataset does not have any explicit test set, we have performed each experiment with three fold cross validation. Here, we report the average scores of the three runs. We use two different segmentation architectures: FCN-32 [13] and Deeplab v3+ [14]. We select a comparatively older and a comparatively newer architecture to verify the effectiveness of our method. Deeplab v3+ has explicit encoder and decoder blocks. For FCN-32, we use the only upsampling layer as
decoder and the rest as encoder. We perform the experiment with Adam optimizer using a learning rate of 0.0001. For the first three patch sizes (64x64, 128x128, 256x256), we use a batch size of 32. For 512x512 patch size we use batchsize of 8 due to memory constraint. We run the training for 30 epochs. The results are reported in table [1]. It is easy to note that both the FCN 32 and DeepLab v3+ work well with our proposed context aware framework. The mIoU and overall accuracy values indicate the superior performance of our proposed method.

Next, we show baseline comparison for Dhaka Satellite Dataset (DSD). It has a single image with resolution 51146x15233. To increase diversity of our experiment, we opt for four different patch sizes than JSRT experiment. DSD has an explicit test set. We use both FCN-32 and DeepLab v3+ for this experiment with Adam optimizer with a learning rate of 0.0001. We run each experiment for 20 epochs. For both JSRT and DSD, we use pixel-wise cross-entropy loss. From table [2] it is easy to notice that the IoUs are significantly better with our proposed approach than the baseline models for five classes for most of the experiments. The mIoU and OAs are always improved with the proposed framework.

For both JSRT and DSD datasets, mIoU and OA increase for all patch sizes using our proposed framework. However, for DSD, the improvements are more prominent because DSD has much higher resolution images than JSRT. Therefore, it gets more advantage from the contextual information. One significant observation is that patch based methods struggle when the patch size is very small compared to the full image. The reason is that the ratio between total number of border pixels and non-border pixels is high for smaller patches. So, for patch based method, the errors at border pixels add up, resulting in performance drop. However, proposed context aware framework does not suffer from this limitation; hence it achieves better segmentation for smaller patches.

Comparing with State of the Art: We now validate our proposed framework on GID satellite dataset [3]. GID has a total of 150 very high resolution satellite images, each of them has a size of 7200x6800. Because of such wide variety of high resolution images, this dataset is very much suitable for our experiment. The authors divided the dataset into 120 train images and 30 test images. We further divide the train set into 80% train and 20% validation set. We use Deeplab v3+ as our segmentation architecture and a patch size of 224x224 as it showed the best performance on DSD. We train for 15 epochs with a learning rate of 0.0001 using pixel-wise cross-entropy loss. In table [3] we show our result. The results of the competing methods are directly taken from [3]. The performance metric is the percentage class wise accuracy as used in [3]. It is observed that our method advances the current state of the art accuracy on four out of five classes. Accuracy on meadow class is less because it has the least number of pixels in the training set and we did not perform any data augmentation.

4. CONCLUSION

In this paper, we have presented a novel framework that fuses contextual information from neighboring patches to aid in segmentation. This way, the network has a wider view of the target patch and becomes more confident on the segmentation task, which is reflected in our diverse experiments. Our framework has also advanced the state of the art accuracy on GID dataset.
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