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Abstract

We intend to investigate the metalogical property of 'omitting types' for a wide variety of quantifier logics (that can also be seen as multimodal logics upon identifying existential quantifiers with modalities syntactically and semantically) exhibiting the essence of its abstract algebraic facet, namely, atom-canonicity, the last reflecting a well known persistence property in modal logic. In the spirit of 'universal logic', with this algebraic abstraction at hand, the omitting types theorem OTT will be studied for various reducts extensions and variants (possibly allowing formulas of infinite length) of first order logic. In the course of our investigations, both negative and positive results will be presented. For example, we show that for any countable theory $L_n$ theory $T$ that has quantifier elimination $< 2^{\omega}$ many non-principal complete types can be omitted. Furthermore, the maximality (completeness) condition, if eliminated, leads to an independent statement from ZFC implied by Martin’s axiom. OTTs are approached for other algebraizable (in the classical Blok-Pigozzi sense) reformulations or/ and versions of $L_\omega\omega$; they are shown to hold for some and fail for others.

1 Introduction

Persistence properties and omitting types: The technical notion of a modal logic corresponds to the one of a variety of Boolean algebras with operators (BAOs) which provides algebraic semantics for modal logic. We assume familiarity with the very basics of the well developed duality theory between BAOs and multimodal logic; the class of all BAOs correspond to the minimal normal multimodal logic; this correspondence is established by forming quotient Tarski-Lindenbaum algebras. The starting point of this duality is that algebraic terms correspond to modal formulas. By that identification we get: $\mathfrak{F} \models \phi \iff \mathfrak{CmF} \models \phi = 1$, where $\mathfrak{F}$ is a relational structure (Kripke frame) $(F, R_i)_{i \in I}$, $I$ a non-empty indexing set, and $\mathfrak{CmF}$ (its complex algebra) is an algebra having signature $(f_i : i \in I)$ where each $f_i$ is a unary modality, in other words an operator. Prominent examples of BAOs are relation, cylindric and polyadic algebras. Relation algebras (RA) correspond to so–called arrow logic, while cylindric algebras of dimension $n$ $(CA_n)$ and the relativized versions of the representable $CA_n$s, correspond to $L_n$ and its guarded and clique-guarded fragments [20] dealt with below The topic of this paper is typical of what happens in algebraic logic and that is: Using algebraic machinery to obtain fine results in first order logic via so called ‘bridge theorems’. The algebraic machinery we use, is in essence a disguised form of Andreka’s splitting [1] wrapped up in, as indicated in the title, a blow up and blur construction. The last is an indicative term invented by Andreka and Nemeti in [1] and has several reincarnations in the literatue though not under this name. One purpose of this paper is to gather such instances under the title
Namely, the type consisting of co-atoms of $T$ swiftly leads us to rich territory. Clique-guarded CA adapted to by Hirsch and Hodkinson in the context of relation algebras [20, Chapter 13] and were as a of both relation and cylindric algebras closely related to a restricted version of $\forall n < \omega$.

In the following (strong) sense. For every $n < \omega$, there is a countable and complete $L_n$ atomic theory $T$. A type is simply a set of formulas $\Gamma$ say. The type $\Gamma$ is realizable in a model if there is an assignment that satisfies (uniformly) all formulas in $\Gamma$. Finally, $\phi$ isolates $\Gamma$ means that $T \vdash \phi \rightarrow \psi$ for all $\psi \in \Gamma$. What Orey and Henkin proved is that the OTT holds for $L_{\omega,\omega}$ when such types are finitary, meaning that they all consist of $n$-variable formulas for some $n < \omega$. OTT has an algebraic facet exhibited in the property of atom-canonicity; which in turn reflects an important persistence property in modal logic. Algebraically, so-called persistence properties refer to closure of a variety $V$ under passage from a given algebra $A \in V$ to some 'larger' algebra $A^*$. Canonicity, which is the most prominent persistence property in modal logic, the 'large algebra' $A^*$ is the canonical embedding algebra (or perfect) extension of $A$, a complex algebra based on the ultrafilter frame of $A$ whose underlying set is the set of all Boolean ultrafilters of $A$. A completely additive variety $V$ is atom-canonical if whenever $A \in V$ is atomic, then the complex algebra of its atom structure, in symbols $\text{cmAt}_A$, is also in $V$. More concisely, $V$ is such if $\text{cmAt}_A \subseteq V$. Atom-canonicity is concerned with closure under forming Dedekind-MacNeille completions (sometimes occurring in the literature under the name of the minimal completions) of atomic algebras in the variety $V$, because for an atomic $A \in V$, $\text{cmAt}_A$ is its Dedekind-MacNeille completion. Though $\text{RCA}_n$ is canonical, it is not atom-canonical for $2 < n < \omega$ [23]. From non-atom-canonicity of $\text{RCA}_n$, it follows from [14] that $\text{RCA}_n$ cannot be axiomatized by Sahlqvist equations. We shall see that (non-) atom-canonicity of subvarieties of $\text{RCA}_n$ is closely related to (the failure) of some version of the OTT in modal fragments of $L_n$. While the classical Orey-Henkin OTT holds for $L_{\omega,\omega}$, it is known [4] that the OTT fails for $L_n$ in the following (strong) sense. For every $2 < n \leq l < \omega$, there is a countable and complete $L_n$ atomic theory $T$, and a single type, namely, the type consisting of co-atoms of $T$, that is realizable in every model of $T$, but cannot be isolated by a formula $\phi$ using $l$ variables. Such $\phi$ will be referred to henceafter as a witness. Here we prove stronger negative OTTs for $L_n$ when types are required to be omitted with respect to certain (much wider) generalized semantics, called $m$-flat and $m$-square with $2 < n < m < \omega$. These locally relativized representations were invented by Hirsch and Hodkinson in the context of relation algebras [20] Chapter 13] and were adapted to CAs in [12] §5] which is the form we stick to in this paper. Considering such clique-guarded semantics swiftly leads us to rich territory.

Complete representations and VT: An important semantical notion in the theory of both relation and cylindric algebras closely related to a restricted version of OTT which we refer to as Vaught’s Theorem VT, is that of complete representability. One of the old classical basic theorems in young model theory, VT says that countable atomic theories have countable atomic (equivalently in this context prime) models. A prime model for a theory $T$ is a ‘small model’, in the sense that it elementary embeds into any other model of $T$. Vaught proved his VT by a fairly straightforward application of the Orey-Henkin OTT for $L_{\omega,\omega}$. These connections will be explicitly revealed as the paper unfolds. A (relativized) complete representation of $A \in \text{CA}_n$ on $V \subseteq {}^nU$, is a (relativized) representation of $A$ on
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V via f, that preserves arbitrary sums carrying them to set-theoretic unions, that is the representation \( f : \mathfrak{A} \rightarrow \wp(V) \) is required to satisfy \( f(\sum S) = \bigcup_{s \in S} f(s) \) for all \( S \subseteq \mathfrak{A} \) such that \( \sum S \) exists. In this case, we say that \( \mathfrak{A} \) is completely represented on \( V \) via \( f \), or simply completely represented on \( V \). If \( \mathfrak{A} \in \mathcal{CA}_n \), then a relativized representation of \( \mathfrak{A} \) on \( V \) via \( f \) is not necessarily a complete relativized representation of \( \mathfrak{A} \) on \( V \) via the same \( f \). It is known that if \( \mathfrak{A} \in \mathcal{CA}_n \) has a relativized complete representation on \( V \) \( \iff \) the Boolean reduct of \( \mathfrak{A} \) is atomic (below every non-zero element of \( \mathfrak{A} \) there is an atom, that is, a minimal non-zero element), and that \( f \) is atomic in the sense that \( \bigcup_{s \in \mathfrak{A}} f(x) = V \) [19]. It is also known that there are countable and atomic \( \mathcal{RCA}_n \mathfrak{s} \), that have no complete representations on generalized cartesian spaces of dimension \( n \). So atomicity is necessary but not sufficient for complete representability of \( \mathcal{CA}_n \mathfrak{s} \) on generalized cartesian spaces of the same dimension \( n \). In fact, the class of completely representable \( \mathcal{CA}_n \mathfrak{s} \) on cartesian spaces of dimension \( \alpha \), briefly \( \mathcal{CRCA}_\alpha \) when \( \alpha > 2 \) (where generalized cartesian spaces for infinite dimensions is defined like the finite dimensional case), is not even elementary, cf. [19] and [22] Corollary 3.7.1.

The subtle semantical phenomena of (relativized) complete representability is closely related to the algebraic notion of atom–canonicity of (certain supernovaries of) \( \mathcal{RCA}_n \) (like \( \mathbf{SNr}_n \mathcal{CA}_m \) for \( 2 < n < m < \omega \)), and to the metalogical property of omitting types in \( n \)–variable fragments of first order logic [38] Theorems 3.1.1-2, p.211, Theorems 3.2.8, 9,10], when non–principal types are omitted with respect to (relativizing) Tarskian ‘square’ semantics. The typical question is: given a \( \mathfrak{A} \in \mathcal{CA}_n \) and a family \( (X_i : i \in I) \) of subsets of \( \mathfrak{A} \) (\( I \) a non–empty set), such that \( \prod X_i \) exists in \( \mathfrak{A} \) for each \( i \in I \) there is a representation \( f : \mathfrak{A} \rightarrow \wp(V) \), on some \( V \subseteq \mathcal{U} \) (\( U \) a non–empty set), that carries this set of meets to set theoretic intersections, in the sense that \( f(\prod X_i) = \bigcap_{i \in I} f(x) \) for all \( i \in I \)? When the algebra \( \mathfrak{A} \) is countable, \( |I| \leq \omega \) and \( \prod X_i = 0 \) for all \( i \in I \), this is an algebraic version of an omitting types theorem; the representation \( f \) omits the given set of meets (or non-principal types) on \( V \). When it is only one meet consisting of co-atoms, in an atomic algebra, such a representation \( f \) will be a complete representation on \( V \), and this is equivalent to that \( f(\prod X) = \bigcap_{x \in X} f(x) \) for all \( X \subseteq \mathfrak{A} \) for which \( \prod X \) exists in \( \mathfrak{A} \) [19]. The last condition, when we require that \( V \) is a generalized cartesian space of dimension \( n \), is an algebraic version of Vaught’s theorem for first order logic. In this case the complete representation \( f \) provides an ‘atomic model’ \( V \) of the ‘atomic theory’ \( \mathfrak{A} \) that omits all non–principal types, where a non–principal type is a set \( X \subseteq \mathfrak{A} \), such that \( \prod X = 0 \). It is well known that for first order logic Vaught’s theorem is a consequence of the classical Orey–Henkin omitting types theorem by omitting the non-principal type consisting of co-atoms in \( \mathfrak{M}_n \mathfrak{A} \) for all \( n \in \omega \) where \( \mathfrak{A} \) is (isomorphic to) \( \mathfrak{F} \mathfrak{M}_T \) and \( T \) is a set of sentences that is the countable atomic theory at hand; here \( \mathfrak{M}_n \mathfrak{A} \) is the neat \( n \)-reduct of \( \mathfrak{A} \), cf. [16] Definition 2.6.28. In this particular case \( \mathfrak{M}_n \mathfrak{A} \) is isomorphic to the quotient (relative to \( T \)) algebra of formulas that are equivalent modulo \( T \) to formulas containing at most \( n \) free-variables.

We show that the OTT for \( L_n \) takes on an entire different subtle route; it fails dramatically. we shall violate VT for so-called \( m \)-clique guarded fragments of \( L_n \) whose semantics are determined by \( m \)-square and \( m \)-flat models which are local \( 'm \) approximations’ of ordinary models the last being \( \omega \)-square. Roughly an \( m \) square-model \( \mathcal{M} \) for an \( L_n \) theory or an \( m \)-square representation of a \( \mathcal{CA}_n \) (with base) \( \mathcal{M} \) - upon identifying models of an \( L_n \) theory \( T \) say with representations of its Tarski-Lindenbaum algebra \( \mathfrak{F} \mathfrak{M}_T \) - is a representation \( \mathcal{M} \) for which when one approaches \( \mathcal{M} \) with a ‘movable window’, then there will become a point determined by \( m \) where one mistakes this locally relativized...
approximate representation with an ordinary one. The discrepancy reappears as soon as one zooms out; the zooming out is inversely proportional to the ‘genuine squareness’ of the model. A semantical additional condition on commutativity of cylindrifications on $m$ squares gives $m$-flat models which are thus better approximations to ordinary models on a local level. \footnote{Worthy of note is that for $n < m$, the variety consisting of algebras having $m$-flat models coincide with $\text{SN}_{n} \text{CA}_{m}$ and that for $m \geq n + 3$ the last is not finitely axiomatizable over that having $m$-square ones. Furthermore, $\text{RCA}_{n}$ is not finitely axiomatizable over the last two varieties and for any positive $k \geq 1$, $\text{SN}_{n} \text{CA}_{m + k + 1}$ is not finitely axiomatizable over $\text{SN}_{n} \text{CA}_{m + k}$.} The proof methods resorted to so-called blow up and blur constructions to prove non-atom canonicity of several varieties of relation and cylindric algebras. We recall that a class $K$ of Boolean algebras with operators (BAOs) is atom–canonical if whenever $\mathfrak{A} \in K$ is atomic and completely additive, then its Dedekind-MacNeille completion, namely, the complex algebra of its atom structure, namely, $\text{CmAt}\mathfrak{A}$ is also in $K$.

**Blow up and blur constructions and splitting atoms:** This subtle construction may be applied to any two classes $L \subseteq K$ of completely additive BAOs. One takes an atomic $\mathfrak{A} \notin K$ (usually but not always finite), blows it up, by splitting one or more of its atoms each to infinitely many subatoms, obtaining an (infinite) countable atomic $\mathfrak{B}(\mathfrak{A}) \in L$, such that $\mathfrak{A}$ is blurred in $\mathfrak{B}(\mathfrak{A})$ meaning that $\mathfrak{A}$ does not embed in $\mathfrak{B}(\mathfrak{A})$, but $\mathfrak{A}$ embeds in the Dedekind-MacNeille completion of $\mathfrak{B}(\mathfrak{A})$, namely, $\text{CmAt}\mathfrak{B}(\mathfrak{A})$. Then any class $M$ say, between $L$ and $K$ that is closed under forming subalgebras will not be atom–canonical, for $\mathfrak{B}(\mathfrak{A}) \in L(\subseteq M)$, but $\text{CmAt}\mathfrak{B}(\mathfrak{A}) \notin K(\supseteq M)$ because $\mathfrak{A} \notin M$ and $\text{SM} = M$. We say, in this case, that $L$ is not atom–canonical with respect to $K$. This method is applied to $K = \text{SRA}_{l}$, $l \geq 5$ and $L = \text{RRA}$ in \cite{Henkin} §17.7 and to $K = \text{RRA}$ and $L = \text{RRA} \cap \text{RaCA}_{k}$ for all $k \geq 3$ in \cite{Maddux}, and will applied below to $K = \text{SN}_{n} \text{CA}_{n+k}$, $k \geq 3$ and $L = \text{RCA}_{n}$, where $\text{Ra}$ denote the operator of forming relation algebra reducts (applied to classes) of $\text{CA}$s, respectively, \cite{Andr6ka} Definition 5.2.7.

The idea of splitting one or more atoms in an algebra to get a (bigger) superalgebra tailored to a certain purpose seems to originate with Henkin \cite{Henkin} p.378, footnote 1]. Let $2 < n < \omega$. Monk proved his seminal result that $\text{RCA}_{n}$ is not finitely axiomatizable by constructing finite non–representable algebras (referred to together with variations thereof in the literature as Monk–like algebras), whose ultraproduct is representable. The idea involved in the construction of a non–representable finite Monk (–like) $\mathfrak{A} \in \text{CA}_{n}$ is not so hard. Such $\mathfrak{A}$ is finite, hence atomic, more precisely its Boolean reduce is atomic. The algebra $\mathfrak{A}$ is obtained by splitting some atoms in a finite $\text{CA}_{n}$ each into one or more subatoms. The new atoms are given colours, and cylindrifications and diagonals are re-defined by stating that monochromatic triangles are inconsistent. If the atoms resulting after splitting are ‘enough’, that is, a Monk’s algebra has many more atoms than colours, it follows by using a fairly standard form of Ramsey’s Theorem that any representation of $\mathfrak{A}$ will contain a monochromatic triangle, so $\mathfrak{A}$, by definition, cannot be representable. Maddux modified Monk’s algebras using $\text{CA}_{n}$s based on atomic relation algebras generated by a single element. This improvement is highly rewarding for it transfers incompleteness theorems for $n$–variable first order logic from languages having countably many $n$–ary relation symbols to incompleteness theorems for languages in a signature having only one binary relation symbol. Furthermore, the modification is far from being trivial for one generation makes the automorphism group of the algebra rigid. The results of Monk and Maddux will reproved below. In the cylindric paradigm, Andr6ka modified such splitting methods re–inventing (Andr6ka’s) splitting. In this new
that countable first order theories have atomic countable models. We provide strong evidence by \( \psi(\omega) \) that such a splitting argument for \( m \), with \( m \) getting arbitrarily large, excludes universal finite variable axiomatizations of the variety of representable algebras at hand, over such strict subreducts. Here, besides dealing with a variant of Andréka’ splitting, we present other constructions such as the so-called blow up and blur constructions which are splitting arguments at heart involving splitting (atoms) in finite Monk–like algebras and rainbow algebras.

As another application to splitting methods for both cylindric and relation algebras, together with a rainbow construction, we also prove the following new results. Let \( \text{CRCA}_n \) denote the class of completely representable \( \text{CA}_n \)'s, \( \text{CRRA} \) denote the class of completely representable \( \text{RA} \)'s, \( S_c \) denote the operation of forming complete subalgebras, and \( S_d \) denote the operation of forming dense subalgebras. We show that any class \( K \) such that \( \text{NR}_n \text{CA}_ω ∩ \text{CRCA}_n \subseteq K \subseteq \text{S}_n \text{NR}_n \text{CA}_{n+3} \), \( K \) is not elementary, and that for any class \( L \) such that \( \text{S}_d \text{RaCA}_ω ∩ \text{CRRA} \subseteq L \subseteq \text{S}_c \text{RaCA}_5 \), \( L \) is not elementary. Furthermore, all constructions used to violate in this paper resorted to a variation on the following single theme typical of Andréka’s splitting: Split some (possibly all) atoms in an algebra (that need not be finite nor even atomic) each into one or more subatoms forming a bigger superalgebra that constitutes the starting point for a construction serving the purpose at hand. For cylindric–like algebras of dimension \( α \), \( α \) an ordinal, if the atom \( x \in A \) is split to the subatoms \( X = (x_i : i ∈ I) \) in \( B ⊇ A \), then \( X \) is a partition of \( x \) in the sense that \( x_l : x_m = 0 \) for \( l \neq m \) in \( I \), and \( ∑_{i∈I} x_i = x \). Furthermore, for each \( i ∈ I \), \( x_i \) is cylindrically equivalent to \( x \), in the sense that for all \( j < α \), \( c_j^ω x_i = c_j^ω x \).

This roughly means that cylindrifiers, the most prominent citizens in such algebras, cannot distinguish between an atom and its splitted subatoms. So splitting, leading from \( A \) to \( B \) does not ruin the algebraic structure dramatically, at least as far as cylindrifiers are concerned. But at the same time, we show that the subtle technique of splitting, undetected by cylindrifiers, can lead from a representable \( A \) to a non–representable \( B \) (Andréka’s splitting) and conversely from a non–representable \( A \) to a representable \( B \) (blow up and blur constructions). A third case encountered below is that splitting does not alter the representability status of \( A \) at all; \( A \) is representable \( ⇔ B \) is representable.

**Omitting types for finite variable fragments:** We obtain negative results of the form: There exists a countable, complete variable set \( L \) in a signature \( L \) such that the type \( Γ \) consisting of co-atoms in the cylindric Tarski-Lindenbaum quotient algebra \( \mathfrak{q}m_T \) is realizable in every \( m \)-square model, but \( Γ \) cannot be isolated using \( l \) variables, where \( n ≤ l ≤ m ≤ ω \). A co-atom of \( \mathfrak{q}m_T \) is the negation of an atom in \( \mathfrak{q}m_T \), that is to say, is an element of the form \( ψ/ ≡_T \), where \( ψ/ ≡_T = (¬φ/ ≡_T) = (φ/ ≡_T) \) and \( φ/ ≡_T \) is an atom in \( \mathfrak{q}m_T \) (for \( L \)-formulas, \( φ \) and \( ψ \)). Here the quotient algebra \( \mathfrak{q}m_T \) is formed relative to the congruence relation of semantical equivalence modulo \( T \). An \( m \)-square model of \( T \) is an \( m \)-square representation of \( \mathfrak{q}m_T \). The last statement denoted by \( ψ(l, m) \), short for Vaught’s Theorem (VT) fails at (the parameters) \( l \) and \( m \). Let \( VT(l, m) \) stand for \( VT \) holds at \( l \) and \( m \), so that by definition \( ψ(l, m) ⇐⇒ ¬VT(l, m) \). We also include \( l = ω \) in the equation by defining \( VT(ω, ω) \) as \( VT \) holds for \( L_ω ω \). Atomic countable first order theories have atomic countable models. We provide strong evidence that \( VT \) fails everywhere in the sense that for the permitted values \( n ≤ l, m ≤ ω \),
namely, for \( n \leq l < m \leq \omega \) and \( l = m = \omega \), \( \VT(l, m) \iff l = m = \omega \). For example, from the non–atom canonicity of \( \RCA_n \) with respect to the variety of \( \CA_n \)s having \( n+3 \)-square representations \( \geq \SNr_n \CA_{n+3} \), we proved \( \Psi(n, n + k) \) for \( k \geq 3 \) and from the non–atom canonicity of \( \NR_n \CA_{n+k} \cap \RCA_n \) with respect to \( \RCA_n \) for all \( k \in \omega \), we proved \( \Psi(l, \omega) \) for all finite \( l \geq n \). Both results are obtained by blowing up and blurring finite algebras; a rainbow \( \CA_n \) in the former case, and a finite \( \RA \) (whose number of atoms depend on \( k \)) in the second case. In this case, we said (and proved) that \( \VT \) fails almost everywhere. The non–atom–canonicity of \( \NR_n \CA_{m-1} \cap \RCA_n \) with respect to the variety of \( \CA_n \)s having \( m \)-square representations \( \geq \SNr_n \CA_m \) for all \( 2 < n < m < \omega \), implies that \( \Psi(l, m) \) holds for all \( 2 < n \leq l < m \leq \omega \), in which case we can say that \( \VT \) fails everywhere. The latter was reduced to (finding then) blowing up and blurring a finite relation algebra \( \mathfrak{R} \) that is ‘strongly blurred up to \( m – 1 \’ \) (a notion defined below) but \( \mathfrak{R} \) and no \( m \)-dimensional relational basis, for each \( 2 < n < m < \omega \). Figuratively speaking, \( \VT \) holds only at the limit when \( l \to \infty \) and \( m \to \infty \). So we can express the situation (using elementary Calculus terminology) as follows: For \( 2 < n \leq l < m < \omega \), \( \VT(l, m) \) is false, but as \( l \) and \( m \) gets larger, \( \VT(l, m) \) gets closer to \( \VT \); in symbols, \( \lim_{l,m \to \infty} \VT(l, m) = \VT(\lim_{l \to \infty} l, \lim_{m \to \infty} m) = \VT(\omega, \omega) \). The double limit \( \lim_{l,m \to \infty} \VT(l, m) = \VT(\omega, \omega) \) can be given a precise algebraic expression using ultraproducts. The limit on the left was reincarnated as a sequence of non-representable \( \CA_n \)s, generated by a single 2 dimensional element, whose ultraproduct converges to an algebra satisfying the so-called Lyndon conditions, which is the reincarnation of the right hand side of the equation, namely, \( \VT(\omega, \omega) \). This reproves the classical results of Monk and Maddux refined by Biro on non–finite axiomatizability of \( \RA \) and \( \RCA_n \) and their finite first order definable expansions \( [28, 5] \). A first order definable expansion of an \( \RCA_n \) is an expansion where the semantics of the finite extra operations in set algebras (corresponding to models) are stimulated using the semantics of first order formulas (in such models). Our construction also proved that \( \LCA_n \) is not finitely axiomatizable too, reproving a result of Hirsch and Hodkinson \( [20] \). The class \( \LCA_n = \El \CRCA_n \) is the class of algebras that can be axiomatized by a (necessarily infinite) set of first order sentences known as the Lyndon conditions \( \rho_m \) \( (m \in \omega) \), where \( \rho_m \) codes a winning strategy for \( \exists \) in a deterministic two player \( m \)-rounded game between \( \exists \) and \( \forall \) played on so-called atomic networks of an an atomic \( \CA_n \) cf. \( [22] \). Variations on such games were also used to characterize the semantical notions of \( m \)-finess and \( m \)-squareness. We use throughout the paper fairly standard or/and self-explanatory notation following mainly the notation of \( [3, 16] \).

On the notation: We use throughout the paper fairly standard or/and self-explanatory notation following mainly the notation of \( [3, 16] \). Less usual notation will be introduced at its first occurrence in the text. In the meantime the following would be helpful. We write \( \subseteq \) for inclusion, and \( \subset \) for proper inclusion. Throughout the paper we make the following convention. We denote infinite ordinals by \( \alpha, \beta \ldots \) and finite ordinals by \( n, m \ldots \). Ordinals which are arbitrary meaning that they could be finite or infinite will be denoted by \( \alpha, \beta \ldots \). Also algebras will be denoted by Gothic letters, and when we write \( \mathfrak{A} \) for an algebra, then we shall be tacitly assuming that \( A \) denotes its universe, that is \( \mathfrak{A} = \langle A, f^\mathfrak{A}_i \rangle_{i \in I} \) where \( I \) is a non–empty set and \( f_i \) \( (i \in I) \) are the operations in the signature of \( \mathfrak{A} \) interpreted via \( f^\mathfrak{A}_i \) in \( \mathfrak{A} \). For better readability, we omit the superscript \( \mathfrak{A} \) and we write simply \( \mathfrak{A} = \langle A, f_i \rangle_{i \in I} \). However, in some occasions we will identify (notationally) an algebra with its universe. For operators on classes of algebras, \( \mathbf{S} \) stands for the operation of forming subalgebras, \( \mathbf{P} \) stands for that of forming products, \( \mathbf{H} \) for forming
homomorphic images, \( \mathbf{U} \) for forming ultraproducts. If \( I \) is a non–empty set and \( U \) is an ultrafilter over \( \wp(I) \) and if \( \mathfrak{A}_i \) is some structure (for \( i \in I \)) we write either \( \Pi_{i \in I} \mathfrak{A}_i/U \) or \( \Pi_{i \in I} \mathfrak{A}_i \) for the ultraproduct of the \( \mathfrak{A}_i \)s over \( U \). If \( \mathfrak{A} \) is an algebra and \( X \subseteq \mathfrak{A} \), we write \( \mathfrak{S} \wp \mathfrak{A} X \), or simply \( \mathfrak{S} \wp X \) if \( \mathfrak{A} \) is clear from context, for the subalgebra of \( \mathfrak{A} \) generated by \( X \). If \( \mathfrak{A} \in V \) where \( V \) is a class of BAOs, then \( \mathfrak{U} \wp \mathfrak{A} \) denotes its \underline{ultralgebra atom structure} whose underlying set is the set of Boolean ultrafilters of \( \mathfrak{A} \). The canonical extension of \( \mathfrak{A} \) say, denoted by \( \mathfrak{A}^+ \), is the complete algebra \( \mathfrak{C}_m \mathfrak{U} \wp \mathfrak{A} \). It is known that \( \mathfrak{A} \) embeds into \( \mathfrak{A}^+ \) via \( a \mapsto (F \in \mathfrak{U} \wp \mathfrak{A} : a \in F) \). We write \( \prod \mathfrak{A} X(\sum \mathfrak{A} X) \) for the infimum (supremum) of \( X \) in \( \mathfrak{A} \), if it exists. Often, however, we omit the superscript \( \mathfrak{A} \) if it is clear from context.

## 2 The algebras and some basic concepts

For a set \( V \), \( \mathcal{B}(V) \) denotes the Boolean set algebra \( \langle \wp(V), \cup, \cap, \sim, \emptyset, V \rangle \). Let \( U \) be a set and \( \alpha \) is an ordinal; \( \alpha \) will be the dimension of the algebra. For \( s,t \in \wp U \) write \( s \equiv_t t \) if \( s(j) = t(j) \) for all \( j \neq i \). For \( X \subseteq \wp U \) and \( i,j < \alpha \), let

\[
C_i X = \{ s \in \wp U : (\exists t \in X)(t \equiv_i s) \}
\]

and

\[
D_{ij} = \{ s \in \wp U : s_i = s_j \}.
\]

\( \langle \mathcal{B}(\wp U), C_i, D_{ij} \rangle_{i,j<\alpha} \) is called the \underline{full cylindric set algebra of dimension} \( \alpha \) with unit (or greatest element) \( \wp U \). Any subalgebra of the latter is called a \underline{set algebra of dimension} \( \alpha \). Examples of subalgebras of such set algebras arise naturally from models of first order theories. Indeed, if \( M \) is a first order structure in a first order signature \( L \) with \( \alpha \) many variables, then one manufactures a cylindric set algebra based on \( M \) as follows, cf. [16, §4.3]. Let

\[
\phi^M = \{ s \in \wp M : M \models \phi[s] \},
\]

(here \( M \models \phi[s] \) means that \( s \) satisfies \( \phi \) in \( M \)), then the set \( \{ \phi^M : \phi \in F^L \} \) is a cylindric set algebra of dimension \( \alpha \), where \( F^L \) denotes the set of first order formulas taken in the signature \( L \). To see why, we have:

\[
\phi^M \cap \psi^M = (\phi \land \psi)^M,
\]

\[
\alpha M \sim \phi^M = (\neg \phi)^M,
\]

\[
C_i(\phi^M) = (\exists v_i \phi)^M,
\]

\[
D_{ij} = (x_i = x_j)^M.
\]

Following [16], \( \mathcal{C}_\alpha \) denotes the class of all subalgebras of full set algebras of dimension \( \alpha \). The (equationally defined) \( \mathbf{CA}_\alpha \) class is obtained from cylindric set algebras by a process of abstraction and is defined by a \underline{finite} schema of equations given in [16, Definition 1.1.1] that holds of course in the more concrete set algebras.

**Definition 2.1.** Let \( \alpha \) be an ordinal. By a \underline{cylindric algebra of dimension} \( \alpha \), briefly a \( \mathbf{CA}_\alpha \), we mean an algebra

\[
\mathfrak{A} = \langle A, +, \cdot, 0, 1, c_i, d_{ij} \rangle_{\kappa, \lambda < \alpha}
\]

where \( \langle A, +, \cdot, 0, 1 \rangle \) is a Boolean algebra such that \( 0, 1 \), and \( d_{ij} \) are distinguished elements of \( A \) (for all \( j, i < \alpha \)), \( - \) and \( c_i \) are unary operations on \( A \) (for all \( i < \alpha \)), \( + \) and \( \cdot \) are binary operations on \( A \), and such that the following equations are satisfied for any \( x, y \in A \) and any \( i, j, \mu < \alpha \):
For $i,j \in \tau$ is $[16]$. We recall the concrete versions of such algebras. Let $\alpha$ and $K$ too (that cannot be axiomatized by a finite schema of equations, and diagonal elements whose indices are in $\beta$ $\approx \emptyset$ for polyadic (equality) algebras. For $\alpha$ $\subseteq QA$ substitution algebras, $Df$ like algebras $[3]$:

\begin{equation}
\text{(C)} \quad \text{d}_{ii} = 1, \\
\text{(C)} \quad \text{if } i \neq j, \mu, \text{ then } \text{d}_{ji} = \text{c}_{i}(d_{ij} \cdot d_{ji}), \\
\text{(C)} \quad \text{if } i \neq j, \text{ then } \text{c}_{i}(d_{ij} \cdot x) = \text{c}_{i}(d_{ij} \cdot x) = 0.
\end{equation}

Our main results involve the central notion of neat reducts:

**Definition 2.2.** Let $\alpha < \beta$ be ordinals and $\mathcal{B} \in CA_{\beta}$. Then the $\alpha$--neat reduct of $\mathcal{B}$, in symbols $\mathcal{N}_{\alpha}\mathcal{B}$, is the algebra obtained from $\mathcal{B}$, by discarding cylindrifiers and diagonal elements whose indices are in $\beta - \alpha$, and restricting the universe to the set $\mathcal{N}_{\alpha}\mathcal{B} = \{x \in \mathcal{B} : \{i \in \beta : c_{i}x \neq x\} \subseteq \alpha\}$.

Let $\alpha$ be any ordinal. If $\mathcal{A} \in CA_{\alpha}$ and $\mathcal{A} \subseteq \mathcal{N}_{\alpha}\mathcal{B}$, with $\mathcal{B} \in CA_{\beta}$ ($\beta > \alpha$), then we say that $\mathcal{A}$ neatly embeds in $\mathcal{B}$, and that $\mathcal{B}$ is a $\beta$--dilation of $\mathcal{A}$, or simply a dilation of $\mathcal{A}$ if $\beta$ is clear from context. For $K \subseteq CA_{\beta}$, and $\alpha < \beta$, $\mathcal{N}_{\alpha}K = \{\mathcal{N}_{\alpha}\mathcal{B} : \mathcal{B} \in K\} \subseteq CA_{\alpha}$.

We shall have the occasion to deal with (in addition to CA$s$s, the following cylindric-like algebras [3]: Df short for diagonal free cylindric algebras, Sc short for Pinter’s substitution algebras, QA(QEA) short for quasi-polyadic (equality) algebras, PA(PEA) short for polyadic (equality) algebras. For $K$ any of these classes and $\alpha$ any ordinal, we write $K_{\alpha}$ for variety of $\alpha$–dimensional $K$ algebras which can be axiomatized by a finite schema of equations, and $R\alpha_{\alpha}$ for the class of representable $K_{\alpha}$s, which happens to be a variety too (that cannot be axiomatized by a finite schema of equations for $\alpha > 2$ unless $K = PA$ and $\alpha \geq \omega$). The standard reference for all the classes of algebras mentioned previously is [11]. We recall the concrete verions of such algebras. Let $\tau : \alpha \to \alpha$ and $X \subseteq \alpha U$, then

$$S_{\tau}X = \{s \in \alpha U : s \circ \tau \in X\}.$$ 

For $i, j \in \alpha$, $[i|j]$ is the replacement on $\alpha$ that sends $i$ to $j$ and is the identity map on $\alpha \sim \{i\}$ while $[i, j]$ is the transposition on $\alpha$ that interchanges $i$ and $j$.

- A diagonal free cylindric set algebra of dimension $\alpha$ is an algebra of the form $\langle \mathcal{B}(\alpha U), C_{i} \rangle_{i,j<\alpha}$.
- A quasi-polyadic set algebra of dimension $\alpha$ is an algebra of the form $\langle \mathcal{B}(\alpha U), C_{i}, S_{[i,j]}, S_{[i, j]} \rangle_{i,j<\alpha}$.
- A quasi-polyadic equality set algebra is an algebra of the form $\langle \mathcal{B}(\alpha U), C_{i}, S_{[i,j]}, S_{[i, j]}, D_{ij} \rangle_{i,j<\alpha}$.
- A polyadic set algebra of dimension $\alpha$ is an algebra of the form $\langle \mathcal{B}(\alpha U), C_{i}, S_{\tau} \rangle_{\tau: \alpha \to \alpha}$.
- A polyadic equality set algebra of dimension $\alpha$ is an algebra of the form $\langle \mathcal{B}(\alpha U), C_{i}, S_{\tau} \rangle_{\tau: \alpha \to \alpha, i,j<\alpha}$.
Let \( \alpha \) be an ordinal. For any such abstract class of algebras \( K_\alpha \) in the above table, \( RK_\alpha \) is defined to be the subdirect product of set algebras of dimension \( \alpha \). A cartesian square of dimension \( \alpha \) is a set of the form \( ^\alpha U \) (\( U \) some non-empty set); these appear as top elements of \( CS_\alpha \). We let \( GS_\alpha \) denote the class of generalized set algebras of dimension \( \alpha \); \( A \in GS_\alpha \iff A \) has top element a disjoint union of cartesian squares of dimension \( \alpha \) and the cylindric operations are defined like in set algebras. It is known that \( RCA_\alpha \equiv GS_\alpha \). For \( \alpha < \omega \), \( PA_\alpha \equiv PEA_\alpha \) is definitionally equivalent to \( QA_\alpha \), which is no longer the case for infinite \( \alpha \) where the deviation is largely significant.

For example a countable \( QA_\omega \) has a countable signature, while a countable \( PA_\omega \) has an uncountable signature having the same cardinality as (substitutions in) \( \omega^\omega \). The class of completely representable \( K_\alpha \) (\( K \) any of the above classes) is denoted by \( CRK_\alpha \). We recall the definition for \( CA \)s of finite dimension. The rest of the cases are defined similarly.

**Definition 2.3.** Let \( n < \omega \). Then \( A \in CA_n \) is completely representable, if there exists \( B \in GS_n \) and an isomorphism \( f : A \to B \) such that for all \( X \subseteq A \), \( f(\prod X) = \bigcap_{x \in X} f(x) \) whenever \( \prod X \) exists.

If \( A \) is an atomic \( CA_n \), then an isomorphism \( f : A \to B \), where \( B \in GS_n \) has top element \( V \), is atomic, if \( \bigcup_{a \in A} f(a) = V \). It can be easily shown that \( f \) is a complete representation of \( A \iff \) is atomic and \( f \) is an atomic representation. Considering polyadic algebras, we will encounter \( PEA_\alpha \) and \( PA_\alpha \), \( \alpha \) an infinite ordinal (having all substitutions and infinitary cylindrifications) only once in Theorem 2.4. We deal mostly with QAs and QEAs. For a BAO, \( A \) say, for any ordinal \( \alpha \), \( Rd_\alpha A \) denotes the cylindric reduct of \( A \) if it has one, \( Rd_\alpha A \) denotes the \( Sc \) reduct of \( A \) if it has one, and \( Rd_\alpha QA \) denotes the reduct of \( A \) obtained by discarding all the operations except for cylindrifications. If \( A \) is any of the above classes, it is always the case that \( Rd_\alpha A \in DF_\alpha \). If \( A \in CA_\alpha \), then \( Rd_\alpha A \in Sc_\alpha \), and if \( A \in QEA_\alpha \) then \( Rd_\alpha A \in CA_\alpha \). Roughly speaking for an ordinal \( \alpha \), \( CA_\alpha \)s are not expansions of \( Sc_\alpha \)s, but they are definitionally equivalent to expansions of \( Sc_\alpha \), because the \( s_i^j \)s are term definable in \( CA_\alpha \) by \( s_i^j(x) = c_i(x \cdot -d_{ij}) \) \( (i, j < \alpha) \). This operation reflects algebraically the substitution of the variable \( v_j \) for \( v_i \) in a formula such that the substitution is free; this can be always done by reindexing bounded variables. In such situation, we say that \( Sc_\alpha \)s are generalized reducts of \( CA_\alpha \)s. However, \( CA_\alpha \)s and \( QA_\alpha \) are (real )reducts of QEAs, (in the universal algebraic sense) simply obtained by discarding the operations in their signature not in the signature of their common expansion \( QEA_\alpha \). We give a finite approximate equational axiomatization of the concrete algebras defined above, which are the prime source of inspiration for these axiomatizations introduced to capture representability. However, like for \( CA \)s, this works.

| class  | extra non-Boolean operators                                                                 |
|--------|---------------------------------------------------------------------------------------------|
| \( Df_\alpha \) | \( c_i : i < \alpha \)                                                                         |
| \( Sc_\alpha \) | \( c_i, s_i^j : i, j < \alpha \)                                                              |
| \( CA_\alpha \) | \( c_i, d_{ij} : i, j < \alpha \)                                                              |
| \( PA_\alpha \) | \( c_i, s_\tau : i < n, \tau \in \alpha \)                                                      |
| \( PEA_\alpha \) | \( c_i, d_{ij}, s_\tau : i, j < n, \tau \in \alpha \)                                           |
| \( QA_\alpha \) | \( c_i, s_i^j, s_{i[j]} : i, j < \alpha \)                                                      |
| \( QEA_\alpha \) | \( c_i, d_{ij}, s_i^j, s_{i[i,j]} : i, j < \alpha \)                                            |
only for certain special cases like the locally finite algebras, but does not generalize much further, cf Proposition 2.6.

**Definition 2.4.** Let $\alpha$ be an ordinal. We say that a variety $V$ is a variety between $Df_\alpha$ and $QEA_\alpha$ if the signature of $V$ expands that of $Df_\alpha$ and is contained in the signature of $QEA_\alpha$. Furthermore, any equation formulated in the signature of $Df_\alpha$ that holds in $V$ also holds in $Sc_\alpha$ and all equations that hold in $V$ holds in $QEA_\alpha$.

Proper examples include $Sc$, $CA_\alpha$, and $QA_\alpha$ (meaning strictly between). Analogously we can define varieties between $Sc_\alpha$ and $CA_\alpha$ or $QA_\alpha$ and $QEA_\alpha$, and more generally between a class $K$ of BAOs and a generalized reduct of it. Notions like neat reducts generalize verbatim to such algebras, namely, to Dfs and QEAs, and in any variety in between. This stems from the observation that for any pair of ordinals $\alpha < \beta$, $A \in QEA_\beta$, and any non-Boolean extra operation in the signature of $QEA_\beta$, $f$ say, if $x \in A$ and $\Delta x \subseteq \alpha$, then $\Delta (f(x)) \subseteq \alpha$. Here $\Delta x = \{i \in \beta : c_i x \neq x\}$ is referred as the dimension set of $x$; it reflects algebraically the essentially free variables occuring in a formula $\phi$. A variable is essentially free in a formula $\Psi$ if it is free in every formula equivalent to $\Psi$. Therefore given a variety $V$ between $Sc_\beta$ and $QEA_\beta$, if $B \in V$ then the algebra $\mathfrak{N}_\alpha B$ having universe $\{x \in B : \Delta x \subseteq \alpha\}$ is closed under all operations in the signature of $V$.

**Definition 2.5.** Let $2 < n < \omega$. For a variety $V$ between $Df_n$ and $QEA_n$, a $V$ set algebra is a subalgebra of an algebra, having the same signature as $V$, of the form $(B^n U, f_i^U)$, say, where $f_i^U$ is identical to the interpretation of $f_i$ in the class of quasipolyadic equality set algebras. Let $A$ be an algebra having the same signature of $V$; then $A$ is a representable $V$ algebra, or simply representable $\iff A$ is isomorphic to a subdirect product of $V$ set algebras.

It can be proved that the class $RV$, as defined above, is also closed under $H$, so that it is a variety. This can be proved using the same argument to show that $RCA_n$ is a variety, cf. Corollary 3.1.77. Take $A \in RV$, an ideal $J$ of $A$, then show that $A/J$ is in $RV$. Ideals in BAOs are defined as follows. We consider only BAOs with extra unary non-Boolean operators to simplify notation. If $A$ is a BAO, then $J \subseteq A$ is an ideal in $J$ if is a Boolean ideal and for any extra non-Boolean operator $f$, say, in the signature of BAO, and $x \in A$, $f(x) \in A$; the quotient algebra $A/J$ is defined the usual way since ideals defined in this way correspond to congruence relations defined on $A$.

**Proposition 2.6.** Let $2 < n < \omega$. Let $V$ be a variety between $Df_n$ and $QEA_n$. Then $RV$ is not a finitely axiomatizable variety.

**Proof.** In [?] a sequence $\langle A_i : i \in \omega \rangle$ of algebras is constructed such that $A_i \in QEA_n$ and $\mathfrak{N}_n A_i \notin RDf_n$, but $\Pi_{i < \omega} A_i/F \in QEA_n$ for any non principal ultrafilter on $\omega$. An application of Los’ Theorem, taking the ultraproduct of $V$ reduct of the $A_i$s, finishes the proof. In more detail, let $\mathfrak{N}_V$ denote restricting the signature to that of $V$. Then $\mathfrak{N}_V A_i \notin RV$ and $\mathfrak{N}_V \Pi_{i < f} (A_i/F) \in RV$. 

The last result generalizes to infinite dimensions replacing finite axiomatization by axiomatized by a finite schema [16, 23]. We consider relation algebras as algebras of the form $R = \langle R, +, \cdot, -1, \cdot, -, \cdot, \cdot, \rangle$, where $\langle R, +, \cdot, -1 \rangle$ is a Boolean algebra $1' \in R$, $\cdot$ is a
unary operation and ; is a binary operation. A relation algebra is representable if it is isomorphic to a subalgebra of the form $\langle \rho(X), \cup, \cap, \sim, \lnot, \circ, Id \rangle$, where $X$ is an equivalence relation, $\lnot$ is interpreted as the identity relation, $\sim$ is the operation of forming converses, and $\circ$ is interpreted as composition of relations. Following standard notation, $(R)\text{RA}$ denotes the class of (representable) relation algebras. The class of a discriminator variety that is finitely axiomatizable, cf. [20, Definition 3.8, Theorems 3.19]. We let CRRA and LRRA denote the classes of completely representable RAs, and its elementary closure, namely, the class of RAs satisfying the Lyndon conditions as defined in [20] §11.3.2, respectively. Complete representability of RAs is defined like the CA case. All of the above classes of algebras are instances of BAOs. The action of the non–Boolean operators in a completely additive (where operators distribute over arbitrary joins componentwise) atomic BAO, is determined by their behavior over the atoms, and this in turn is encoded by the atom structure of the algebra.

Definition 2.7. (Atom Structure) Let $\mathfrak{A} = \langle A, +, -, 0, 1, \Omega_i : i \in I \rangle$ be an atomic BAO with non–Boolean operators $\Omega_i : i \in I$. Let the rank of $\Omega_i$ be $\rho_i$. The atom structure $\text{At}\mathfrak{A}$ of $\mathfrak{A}$ is a relational structure

$$\langle \text{At}\mathfrak{A}, R_{\Omega_i} : i \in I \rangle$$

where $\text{At}\mathfrak{A}$ is the set of atoms of $\mathfrak{A}$ and $R_{\Omega_i}$ is a $(\rho(i) + 1)$-ary relation over $\text{At}\mathfrak{A}$ defined by

$$R_{\Omega_i}(a_0, \ldots, a_{\rho(i)}) \iff \Omega_i(a_1, \ldots, a_{\rho(i)}) \geq a_0.$$

Definition 2.8. (Complex algebra) Conversely, if we are given an arbitrary first order structure $S = \langle S, r_i : i \in I \rangle$ where $r_i$ is a $(\rho(i) + 1)$-ary relation over $S$, called an atom structure, we can define its complex algebra

$$\text{Cm}(S) = \langle \varphi(S), \cup, \setminus, \phi, S, \Omega_i \rangle_{i \in I},$$

where $\varphi(S)$ is the power set of $S$, and $\Omega_i$ is the $\rho(i)$-ary operator defined by

$$\Omega_i(X_1, \ldots, X_{\rho(i)}) = \{ s \in S : \exists s_1 \in X_1 \ldots \exists s_{\rho(i)} \in X_{\rho(i)}, r_i(s, s_1, \ldots, s_{\rho(i)}) \},$$

for each $X_1, \ldots, X_{\rho(i)} \in \varphi(S)$.

It is easy to check that, up to isomorphism, $\text{At}(\text{Cm}(S)) \cong S$ always. If $\mathfrak{A}$ is finite then of course $\mathfrak{A} \cong \text{Cm}(\text{At}\mathfrak{A})$. An atom structure will be denoted by $\text{At}$. An atom structure $\text{At}$ has the signature of a class $K$ of BAOs, if $\text{Cm}\text{At} \in K$.

We define the notion of clique guarded semantics.

Definition 2.9. Let $2 < n \leq m < \omega$. Let $M$ be the base of a relativized representation of $\mathfrak{A} \in \text{CA}_{n}$, witnessed by an injective homomorphism $f : \mathfrak{A} \to \varphi(V)$, where $V \subseteq {}^nM$ and $\bigcup_{s \in V} \text{rng}(s) = M$. We write $M \models a(s)$ for $s \in f(a)$. Let $\mathcal{L}(\mathfrak{A})^m$ be the first order signature using $m$ variables and one $n$–ary relation symbol for each element in $A$. Let $\mathcal{L}(\mathfrak{A})^m_{\leq \omega}$ be the infinitary extension of $\mathcal{L}(\mathfrak{A})^m$ allowing infinite conjunctions. Then an $n$–clique is a set $C \subseteq M$ such $(a_1, \ldots, a_n) \in V = \text{1}^M$ for distinct $a_1, \ldots, a_n \in C$.

Let $C^m(M) = \{ s \in {}^nM : \text{rng}(s) \text{ is an } n\text{–clique} \}$. $C^m(M)$ is called the $n$–Gaifman hypergraph of $M$, with the $n$–hyperedge relation $\text{1}^M$. The clique guarded semantics $\models_c$ are defined inductively. For atomic formulas and
Boolean connectives are defined like the classical case and for existential quantifiers (cylindrifiers) they are defined as follows: for $\bar{s} \in {}^m M$, $i < m$, $M, \bar{s} \models \exists x_i \phi$ if there is a $t \in C^m(M)$, $t \equiv i \bar{s}$ such that $M, t \models \phi$.

(1) We say that $M$ is an $m$–square representation of $\mathfrak{A}$, if for all $\bar{s} \in C^m(M), a \in \mathfrak{A}, i < n$, and injective map $l : n \to m$, whenever $M \models c_i a(s_{l(0)}, \ldots, s_{l(n-1)})$, then there is a $t \in C^m(M)$ with $t \equiv i \bar{s}$ and $M \models a(t_{l(0)}, \ldots, t_{l(n-1)})$. $M$ is a complete $m$–square representation of $\mathfrak{A}$ via $f$, or simply a complete representation of $\mathfrak{A}$ if $f(\sum X) = \bigcup_{x \in X} f(x)$, for all $X \subseteq \mathfrak{A}$ for which $\sum X$ exists. (Like in the classical case this is equivalent to that $\mathfrak{A}$ is atomic and that $f$ is atomic in the sense that $\bigcup_{x \in \text{At}\mathfrak{A}} f(x) = 1^M$).

(2) We say that $M$ is an (infinitary) $m$–flat representation of $\mathfrak{A}$ if it is $m$–square and for all $\phi \in (\Sigma(\mathfrak{A})^m)_{3,\omega} \Sigma(\mathfrak{A})^m$, for all $\bar{s} \in C^m(M)$, for all distinct $i, j < m$, $M \models c_i [\exists x_i \exists x_j \phi \iff \exists x_j \exists x_i \phi(\bar{s})]$. Complete representability is defined like for squareness.

For sequences $f, g$ having the same domain an ordinal $\alpha$ say, and $i \in \text{dom}\ f$, we write $f \equiv_i g \iff f$ and $g$ agree off of $i$, that is to say $f(x) = g(x)$ for all $x \in \text{dom}(f) \sim \{i\}$.

**Definition 2.10.** An $n$–dimensional atomic network on an atomic algebra $\mathfrak{A} \in \text{QEA}_n$ is a map $N : {}^n \Delta \to \text{At}\mathfrak{A}$, where $\Delta$ is a non–empty finite set of nodes, denoted by $\text{nodes}(N)$, satisfying the following consistency conditions for all $i < j < n$:

1. If $\bar{x} \in {}^n \text{nodes}(N)$ then $N(\bar{x}) \leq d_{ij} \iff \bar{x} = \bar{x}_i$.
2. If $\bar{x}, \bar{y} \in {}^n \text{nodes}(N)$, $i < n$ and $\bar{x} \equiv_i \bar{y}$, then $N(\bar{x}) \leq c_i N(\bar{y})$.
3. (Symmetry): if $\bar{x} \in {}^n \text{nodes}(N)$, then $s_{[i,j]} N(\bar{x}) = N(\bar{x} \circ [i,j])$.

If $\mathfrak{A} \in \text{CA}_n$, then an $\mathfrak{A}$ network is a map defined like above satisfying only (i) and (ii). If $\mathfrak{A} \in \text{QCA}_n$, then an $\mathfrak{A}$ network satisfies (ii) and (iii) together with the condition that if $\bar{x} \in {}^n \text{nodes}(N)$, then $s_{[i,j]} N(\bar{x}) = N(\bar{x} \circ [i,j])$ (instead of (i)). Finally, if $\mathfrak{A} \in \text{Sc}_n$ than an $\mathfrak{A}$ network satisfies the last condition together with (ii).

**Definition 2.11.**

1. Assume that $m, k \leq \omega$. The atomic game $G_k^m(\text{At}\mathfrak{A})$, or simply $G_k^m$, is the game played on atomic networks of $\mathfrak{A}$ using $m$ nodes, each node only once, so that any node being used is not allowed to be reused; and having $k$ rounds [22 Definition 3.3.2], where $\forall$ is offered only one move, namely, a cylindrifier move: Suppose that we are at round $t > 0$. Then $\forall$ picks a previously played network $N_t (\text{nodes}(N_t) \subseteq m)$, $i < n$, $a \in \text{At}\mathfrak{A}$, $x \in {}^n \text{nodes}(N_t)$, such that $N_t(\bar{x}) \leq c_i a$. For her response, $\exists$ has to deliver a network $M$ such that $\text{nodes}(M) \subseteq m$, $M \equiv_i N$, and there is $\bar{y} \in {}^n \text{nodes}(M)$ that satisfies $\bar{y} \equiv_i \bar{x}$ and $M(\bar{y}) = a$, cf. [20 Definition 12.5(2)] for the notation $M \equiv_i N$.

2. We write $G_k(\text{At}\mathfrak{A})$, or simply $G_k$, for $G_k^m(\text{At}\mathfrak{A})$ if $m \geq \omega$.

3. The $\omega$–rounded game $G^m(\text{At}\mathfrak{A})$ or simply $G^m$ is like the game $G^m(\text{At}\mathfrak{A})$ except that $\forall$ has the option to reuse the $m$ nodes in play.

For BAOs, $\mathfrak{A}$ and $\mathfrak{B}$ say, having the same signature, we say that $\mathfrak{A}$ is dense in $\mathfrak{B}$ if $\mathfrak{A} \subseteq \mathfrak{B}$ and for all non–zero $b \in \mathfrak{B}$, there is a non–zero $a \in A$ such that $a \leq b$. An atom structure will be denoted by $\text{At}$. An atom structure $\text{At}$ has the signature of $\text{CA}_\alpha$, $\alpha$ an ordinal, if $\text{CmAt}$ has the signature of $\text{CA}_\alpha$. 
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Definition 2.12. Let $V$ be a completely additive variety of BAOs. Then $V$ is *atom-canonical* if whenever $A \in V$ and $A$ is atomic, then $\text{CmAt}A \in V$. The Dedekind-MacNeille completion of $A \in V$, is the unique (up to isomorphisms that fix $A$ pointwise) complete $\mathfrak{B}$ such that $A \subseteq \mathfrak{B}$ and $\mathfrak{B}$ is dense in $\mathfrak{B}$.

We also need the notion of $m$-dimensional hyperbasis for cylindric algebras. Hyperwayork and hyperbasis are defined for relation algebras by Hirsch and Hodkinson [20 Definitions, 12.1, 12.11]. This hyperbasis is made up of $m$–dimensional hypernetworks. An $m$–dimensional hypernetwork on the atomic algebra $A$ is an $n$–dimensional network $N$ (which is a basic matrix), with $\text{nodes}(N) \subseteq m$, endowed with a set of labels $\Lambda$ for hyperedges of length $\leq m$, not equal to $n$ (the dimension), such that $\Lambda \cap \text{At}A = \emptyset$. We call a label in $\Lambda$ a non-atomic label. Like in networks, $n$–hyperedges are labelled by atoms. In addition to the consistency properties for networks, an $m$–dimensional hypernetwork should satisfy the following additional consistency rule involving non-atomic labels: If $\bar{x}, \bar{y} \in \mathcal{L} m$, $|\bar{x}| = |\bar{y}| \neq n$ and $\exists \bar{z}$, such that $\forall i < |\bar{x}|$, $N(x_i, y_i, \bar{z}) \leq d_0$, then $N(x) = N(y) \in \Lambda$.

Definition 2.13. Let $2 < n < m < \omega$ and $A \in \text{CA}_n$ be atomic.

(1) An $m$–dimensional basis $B$ for $A$ consists of a set of $n$–dimensional networks (basic matrices) whose nodes $\subseteq m$, satisfying the following properties:

- For all $a \in \text{At}A$, there is an $N \in B$ such that $N(0, 1, \ldots, n - 1) = a$.
- The cylindrifier property: For all $N \in B$, all $i < n$, all $\bar{x} \in n \text{nodes}(N)(\subseteq n m)$, all $a \in \text{At}A$, such that $N(\bar{x}) \leq c_i a$, there exists $M \in B$, $M \equiv_i N$, $\bar{y} \in n \text{nodes}(M)$ such that $\bar{y} \equiv_i \bar{x}$ and $M(\bar{y}) = a$.

(2) An $m$–dimensional hyperbasis $H$ consists of $m$–dimensional hypernetworks, satisfying the above two conditions reformulated the obvious way for hypernetworks, in addition, $H$ has an amalgamation property for overlapping hypernetworks; this property corresponds to commutativity of cylindrifiers:

For all $M, N \in H$ and $x, y < m$, with $M \equiv_{xy} N$, there is $L \in H$ such that $M \equiv_x L \equiv_y N$. Here $M \equiv_{\text{S}} N$, means that $M$ and $N$ agree off of $S$ [20 Definition 12.11].

Theorem 2.14. Let $2 < n < m < \omega$. Assume that $A \in \text{CA}_n$. Then $A$ has a complete $m$–square representation $\iff$ $\exists$ has a winning strategy in the $\omega$ rounde atomic game $G^m_\omega(\text{At}A)$ using $m$ nodes.

Proof. Assume that $A$ is an atomic $\text{CA}_n$ having a complete $m$–square representation. We will show that $\exists$ has a winning strategy in $G^m_\omega$. As before, let $M$ be a complete $m$–square representation of $A$. One constructs the $m$–dimensional dilation $\mathfrak{D}$ using $L^\infty_{\omega, \omega}$ formulas from a complete $m$–square representation exactly like in the proof of lemma 2.10. The neat embedding map $\theta : A \rightarrow \mathfrak{D}$ is the same, defined via $r \mapsto r(\bar{x})^M$. Here the $m$–neat reduct of $\mathfrak{D}$ is defined like the $\text{CA}$ case, even though the dilation $\mathfrak{D}$ may not be a $\text{CA}_m$ for we do not necessarily have commutativity of cylindrifiers, because there is no guarantee that $M$ is $m$–flat. As before $\theta$ is an injective homomorphism into $\text{Nr}_m \mathfrak{D}$, and $\mathfrak{D}$ is atomic. For each $\bar{a} \in 1^D$, define [20 Definition 13.22] a labelled hypergraph $\mathcal{N}_{\bar{a}}$ with nodes $m$, and $N_{\bar{a}}(\bar{x})$ when $|\bar{x}| = m$, is the unique atom of $\mathfrak{A}$ containing the tuple of length $m > n$, $(a_{x_0}, a_{x_1}, \ldots, a_{x_{n-1}}, a_{x_0}, \ldots, a_{x_0})$. It is clear that if $s \in 1^D$ and $i, j < m$, then $s \circ [i\{j\}] \in 1^D$. 
Hence the above definition is sound. Indeed, if \( \Psi : m \to m \) is defined by \( \Psi(1) = x_1, \ldots, \Psi(n-2) = x_{n-2}, \) and \( \Psi(i) = x_0 \) for \( i \in m \sim \{1, \ldots, n-2\} \), then \( \Psi \) is not injective, hence it is a composition of replacements, so \( \bar{a} \circ \Psi = (a_{x_0}, \ldots, a_{x_1}, \ldots, a_{x_{n-1}}, a_{x_0}, \ldots, a_{x_0}) \in 1^D \). It is also easy to see, since \( \mathfrak{A} \subseteq \text{Nr}_n \mathfrak{D} \), that if \( \bar{a} = (a_0, \ldots, a_{m-1}) \in 1^D \), \( i_0, \ldots, i_{n-1} < m \) and \( \bar{b} \in 1^D \) is such that \( \bar{b} \upharpoonright n \subseteq \bar{a} \), then for all atoms \( r \in \mathfrak{A}, \bar{b} \in r \iff r = N_{\bar{a}}(i_0, \ldots, i_{n-1}) \). Furthermore, \[ \text{Lemma 13.24} \] \( N_{\bar{a}} \) is a network. Let \( H \) be the symmetric closure of \( \{N_{\bar{a}} : \bar{a} \in m^1\} \), that is \( \{N\theta : \theta : m \to m, N \in H\} \). Then \( H \) is an \( m \)-dimensional basis \[ \text{Lemma 13.26} \] as defined in the proof of lemma ???. Recall that \( H \) ‘eliminates cylindrifiers’ in the following sense: For all \( a \in \text{AtA}, i < n \) and \( N \in H \), for all \( \bar{x} \in \text{nodes}(N) \), whenever \( N(\bar{x}) \leq c_i a \), then there is an \( M \in H \), with \( M \equiv_i N \), and \( \bar{y} \in \text{nodes}(M) \), such that \( \bar{y} \equiv_i \bar{x} \) and \( M(\bar{y}) = a \). Now \( \exists \) can win \( G^m_w \) by always playing a subnetwork of a network in the constructed \( H \). In round 0, when \( \forall \) plays the atom \( a \in \mathfrak{A}, \exists \) chooses \( N \in H \) with \( N(0,1,\ldots, n-1) = a \) and plays \( N \upharpoonright n \). In round \( t > 0 \), inductively if the current network is \( N_{\bar{i}_{t-1}} \subseteq M \in H \), then no matter how \( \forall \) defines \( N \), we have \( N \subseteq M \) and \( |N| < m \), so there is \( z < m \), with \( z \notin \text{nodes}(N) \). Assume that \( \forall \) picks \( x_0, \ldots, x_{n-1} \in \text{nodes}(N), a \in \text{AtA} \) and \( i < n \) such that \( N(x_0, \ldots, x_{n-1}) \leq c_i a \), so \( M(x_0, \ldots, x_{n-1}) \leq c_i a \), and hence (by the properties of \( H \)), there is \( M' \in H \) with \( M' \equiv_i M \) and \( M'(x_0, \ldots, z, \ldots, x_{n-1}) = a \), with \( z \) in the \( i \)th place. Now \( \exists \) responds with the restriction of \( M' \) to \( \text{nodes}(N) \cup \{z\} \).

**Definition 2.15.** Let \( m \) be a finite ordinal \( > 0 \). An \( s \) word is a finite string of substitutions \( (s_i^j) \) \( (i, j < m) \), an \( c \) word is a finite string of cylindrifications \( (c_i) \), \( i < m \); an \( sc \) word \( w \), is a finite string of both, namely, of substitutions and cylindrifications. An \( sc \) word induces a partial map \( \bar{w} : m \to m \):

- \( \hat{\bar{e}} = \text{Id} \),
- \( \hat{\bar{w}}^j = \bar{w} \circ [i|j] \),
- \( \hat{wc}_i = \bar{w} \upharpoonright (m \setminus \{i\}) \).

If \( \bar{a} \in m^1, \) we write \( s_\bar{a}, \) or \( s_{a_0 \ldots a_{k-1}} \), where \( k = |\bar{a}| \), for an arbitrary chosen \( sc \) word \( w \) such that \( \bar{w} = \bar{a} \). Such a \( w \) exists by \[ \text{Definition 5.23} \text{ Lemma 13.29} \].

The proof of the following lemma can be distilled from its RA analogue \[ \text{Theorem 13.20} \], by reformulating deep concepts originally introduced by Hirsch and Hodkinson for RAs in the CA context, involving the notions of hypernetworks and hyperbasis. This can (and will) be done. In the coming proof, we highlight the main ideas needed to perform such a transfer from RAs to CAs \[ \text{Definitions 12.1, 12.9, 12.10, 12.25, Propositions 12.25, 12.27} \]. In all cases, the \( m \)-dimensional dilation stipulated in the statement of the theorem, will have top element \( C^m(M) \), where \( M \) is the \( m \)-relativized representation of the given algebra, and the operations of the dilation are induced by the \( m \)-clique-guarded semantics. For a class \( K \) of \( \text{BAO} \), \( K \cap \text{At} \) denotes the class of atomic algebras in \( K \).

A set \( V (\subseteq \text{U}) \) is *diagonizable* if \( s \in V \implies s \circ [i|j] \in V \). We write \( \text{S}_c \) for the operation of forming complete subalgebras. That is to say, for a class \( K \) of \( \text{BAO} \), \( \mathfrak{B} \in \text{S}_c K \iff \) there is an \( \mathfrak{A} \in K \) such that \( \mathfrak{A} \subseteq \mathfrak{B} \) and for all \( X \subseteq \mathfrak{A} \), if \( \sum^\mathfrak{B} X = 1 \), then \( \sum^\mathfrak{A} X = 1 \). For two \( \text{BAO} \), \( \mathfrak{A} \) and \( \mathfrak{B} \) having the same signature, we write \( \mathfrak{A} \subseteq c \mathfrak{B} \), if \( \mathfrak{A} \) is a complete subalgebra of \( \mathfrak{B} \).
Lemma 2.16. [20, Theorems 13.45, 13.36]. Assume that 2 < n < m < ω and let $\mathfrak{A}$ be a BAO having the same signature as $\mathfrak{CA}_n$ and satisfying all the $\mathfrak{CA}_n$ axioms except possibly for commutativity of cylindrifications.

1. Then $\mathfrak{A} \in S\mathfrak{N}_n\mathfrak{CA}_m \iff \mathfrak{A}$ has an infinitary $m$–flat representation $\iff \mathfrak{A}$ has an $m$–flat representation. Furthermore, if $\mathfrak{A}$ is atomic, then $\mathfrak{A}$ has a complete infinitary $m$–flat representation $\iff \mathfrak{A} \in S_n\mathfrak{N}_n(\mathfrak{CA}_m \cap \mathfrak{At})$.

2. We can replace infinitary $m$–flat and $\mathfrak{CA}_m$ by $m$–square and $\mathfrak{D}_m$, respectively, where $\mathfrak{D}_m$ are set algebras having a diagonalizable top element $V$ with operations defined like $\mathfrak{CS}_m$ restricted to $V$.

Proof. We give a sketchy outline. We start from representations to dilations. Let $\mathfrak{M}$ be an $m$–flat representation of $\mathfrak{A}$. For $\phi \in \mathfrak{L}(\mathfrak{A})^m$, let $\phi^\mathfrak{M} = \{ \bar{a} \in \mathfrak{C}^m(\mathfrak{M}) : \mathfrak{M} \models \phi(\bar{a}) \}$, where $\mathfrak{C}^m(\mathfrak{M})$ is the $n$–Gaifman hypergraph. Let $\mathfrak{D}$ be the algebra with universe $\{ \phi^\mathfrak{M} : \phi \in \mathfrak{L}(\mathfrak{A})^m \}$ and with cylindric operations induced by the $n$–clique–guarded (flat) semantics. For $r \in \mathfrak{A}$, and $\bar{x} \in \mathfrak{C}^m(\mathfrak{M})$, we identify $r$ with the formula it defines in $\mathfrak{L}(\mathfrak{A})^m$, and we write $r(\bar{x})^\mathfrak{M} \iff \mathfrak{M}, \bar{x} \models r$. Then $\mathfrak{D}$ is a set algebra with domain $\mathfrak{C}(\mathfrak{M})$ and with unit $1^\mathfrak{D} = \mathfrak{C}^m(\mathfrak{M})$. Since $\mathfrak{M}$ is $m$–flat, then cylindrifiers in $\mathfrak{D}$ commute, and so $\mathfrak{D} \in \mathfrak{CA}_m$. Now define $\theta : \mathfrak{A} \to \mathfrak{D}$, via $r \mapsto r(\bar{x})^\mathfrak{M}$. Then exactly like in the proof of [20, Theorem 13.20], $\theta$ is an injective neat embedding, that is to say, $\theta(\mathfrak{A}) \subseteq \mathfrak{N}_n\mathfrak{D}$. The relativized model $\mathfrak{M}$ itself might not be infinitary $m$–flat, but one can build an infinitary $m$–flat representation of $\mathfrak{A}$, whose base $\mathfrak{M}$ is an $\omega$–saturated model of the consistent first order theory, stipulating the existence of an $m$–flat representation, cf. [20, Proposition 13.17, Theorem 13.46 items (6) and (7)].

The inverse implication from dilations to representations harder. One constructs from the given $m$–dilation, an $m$–dimensional hyperbasis (that can be defined similarly to the RA case, cf. [20, Definition 12.11]) from which the required $m$–relativized representation is built. This can be done in a step–by step manner treating the hyperbasis as a ‘saturated set of mosaics’, cf. [20, Proposition 13.37]. We show how an $m$–dimensional hyperbasis for the canonical extension of $\mathfrak{A} \in \mathfrak{CA}_n$ is obtained from an $m$–dilation of $\mathfrak{A}$ [20, Definition 13.22, lemmata 13.33–34–35, Proposition 36]. Suppose that $\mathfrak{A} \subseteq \mathfrak{N}_n\mathfrak{D}$ for some $\mathfrak{D} \in \mathfrak{CA}_m$. Then $\mathfrak{A}^+ \subseteq_c \mathfrak{N}_m\mathfrak{D}^+$ and $\mathfrak{D}^+$ is atomic. We show that $\mathfrak{D}^+$ has an $m$–dimensional hyperbasis. First, it is not hard to see that for every $n \leq l \leq m$, $\mathfrak{N}_l\mathfrak{D}^+$ is atomic. The set of non–atomic labels $\Lambda$ is the set $\bigcup_{k < m} \mathfrak{A}\mathfrak{t}\mathfrak{a}\mathfrak{t}^+$. For each atom $a$ of $\mathfrak{D}^+$, define a labelled hypergraph $N_a$ as follows. Let $\bar{b} \in \leq^m m$. Then if $|\bar{b}| = n$, so that $\bar{b}$ has to get a label that is an atom of $\mathfrak{D}^+$, one sets $N_a(\bar{b})$ to be the unique $r \in \mathfrak{A}\mathfrak{t}\mathfrak{a}\mathfrak{t}^+$ such that $a \leq s_\mathfrak{D}^r$; notation here is given in definition [41]. If $n \neq |\bar{b}| < m – 1$, $N_a(\bar{b})$ is the unique atom $r \in \mathfrak{N}_l[\bar{b}]\mathfrak{D}^+$ such that $a \leq s_\mathfrak{D}^r$. Since $\mathfrak{N}_l[\bar{b}]\mathfrak{D}^+$ is atomic, this is well defined. Note that this label may be a non–atomic one; it might not be an atom of $\mathfrak{D}^+$. But by definition it is a permitted label. Now fix $\lambda \in \Lambda$. The rest of the labelling is defined by $N_a(\bar{b}) = \lambda$. Then $N_a$ as an $m$–dimensional hypernetwork, for each such chosen $a$, and $\{ N_a : a \in \mathfrak{A}\mathfrak{t}\mathfrak{a}\mathfrak{t}^+ \}$ is the required $m$–dimensional hyperbasis. The rest of the proof consists of a fairly straightforward adaptation of the proof [20, Proposition 13.37], replacing edges by $n$–hyperedges.

For results on complete $m$–flat representations, one works in $L^{m\omega}_{\omega\omega}$ instead of first order logic. With $\mathfrak{D}$ formed like above from (the complete $m$–flat representation) $\mathfrak{M}$, using $\mathfrak{L}(\mathfrak{A})^{m\omega}_{\omega\omega}$ instead of $L$, let $\phi^\mathfrak{M}$ be a non–zero element in $\mathfrak{D}$. Choose $\bar{a} \in \phi^\mathfrak{M}$, and let $\tau = \bigwedge \{ \psi \in \mathfrak{L}(\mathfrak{A})^{m\omega}_{\omega\omega} : \mathfrak{M} \models \psi(\bar{a}) \}$. Then $\tau \in \mathfrak{L}(\mathfrak{A})^{m\omega}_{\omega\omega}$, and $\tau^\mathfrak{M}$ is an atom below $\phi^\mathfrak{M}$. The rest is entirely analogous, cf. [20, p.411].
3 Atom-canonicity

Here we review and elaborate on the construction in \cite{4} as an instance of first instance of a blow up and blur construction. We will construct cylindric algebras from atomic relation algebras that possess cylindric basis. A cylindric basis is a ‘saturated’ set of matrices.

**Definition 3.1.** Let $R$ be an atomic relation algebra. An $n$–dimensional basic matrix, or simply a matrix on $R$, is a map $f: 2^n \to \text{At}_R$ satisfying the following two consistency conditions $f(x, x) \leq \text{Id}$ and $f(x, y) \leq f(x, z); f(z, y)$ for all $x, y, z < n$. For any $f, g$ basic matrices and $x, y < m$ we write $f \equiv_{xy} g$ if for all $w, z \in m \setminus \{x, y\}$ we have $f(w, z) = g(w, z)$. We may write $f \equiv_x g$ instead of $f \equiv_{xx} g$.

**Definition 3.2.** An $n$–dimensional cylindric basis for an atomic relation algebra $R$ is a set $M$ of $n$–dimensional matrices on $R$ with the following properties:

- If $a, b, c \in \text{At}_R$ and $a \leq b; c$, then there is an $f \in M$ with $f(0, 1) = a, f(0, 2) = b$ and $f(2, 1) = c$
- For all $f, g \in M$ and $x, y < n$, with $f \equiv_{xy} g$, there is $h \in M$ such that $f \equiv_x h \equiv_y g$.

For the next lemma, we refer the reader to \cite[Definition 12.1]{20} for the definition of hyperbasis for relation algebras as well as to \cite[Chapter 13, Definitions 13.4, 13.6]{20} for the notions of $n$–flat and $n$–square representations for relation algebras ($n > 2$) to be generalized below to cylindric algebras. For a Boolean algebra with operators $A$, say, $A^+$ denotes its canonical extension.

**Lemma 3.3.** Let $R$ be a relation algebra and $3 < n < \omega$. Then the following hold:

1. $R^+$ has an $n$–dimensional infinite basis $\iff$ $R$ has an infinite $n$–square representation.
2. $R^+$ has an $n$–dimensional infinite hyperbasis $\iff$ $R$ has an infinite $n$–flat representation.

**Proof.** \cite[Theorem 13.46, the equivalence (1) $\iff$ (5) for basis, and the equivalence (7) $\iff$ (11) for hyperbasis]{20}.

One can construct a $\text{CA}_n$ in a natural way from an atomic relation algebra possessing an $n$–dimensional cylindric basis which can be viewed as an atom structure of a $\text{CA}_n$ (like in \cite[Definition 12.17]{20} addressing hyperbasis). For an atomic relation algebra $R$ and $l > 3$, we denote by $\text{Mat}_n(\text{At}_R)$ the set of all $n$–dimensional basic matrices on $R$. $\text{Mat}_n(\text{At}_R)$ is not always an $n$–dimensional cylindric basis, but sometimes it is, as will be the case described next. The following definition to be used in the sequel is taken from \cite{4}:

**Definition 3.4.** \cite[Definition 3.1]{4} Let $R$ be a relation algebra, with non–identity atoms $I$ and $2 < n < \omega$. Assume that $J \subseteq \wp(I)$ and $E \subseteq 3^\omega$.

1. We say that $(J, E)$ is an $n$–blur for $R$, if $J$ is a complex $n$–blur defined as follows:
   
   (1) Each element of $J$ is non–empty,
(2) $\bigcup J = I$,
(3) $(\forall P \in I)(\forall W \in J)(I \subseteq P; W),
(4) (\forall V_1, \ldots, V_n, W_2, \ldots, W_n \in J)(\exists T \in J)(\forall 2 \leq i \leq n)\text{safe}(V_i, W_i, T)$, that is there is for $v \in V_i, w \in W_i$ and $t \in T$, we have $v; w \leq t$,
(5) $(\forall P_2, \ldots, P_n, Q_2, \ldots, Q_n \in I)(\forall W \in J)W \cap P_2; Q_n \cap \ldots P_n; Q_n \neq \emptyset$.

and the tenary relation $E$ is an index blur defined as in item (ii) of 

Definition 3.1.

2. We say that $(J, E)$ is a strong $n$–blur, if it $(J, E)$ is an $n$–blur, such that the complex $n$–blur satisfies:

$$(\forall V_1, \ldots, V_n, W_2, \ldots, W_n \in J)(\forall T \in J)(\forall 2 \leq i \leq n)\text{safe}(V_i, W_i, T).$$

**Definition 3.5.** A $\mathbb{C}A_n$ atom structure $\mathfrak{A}$ is weakly representable if there is an atomic $\mathfrak{A} \in \mathbb{C}A_n$ such that $\mathfrak{A} = \mathfrak{A}\mathfrak{T}$; it is strongly representable if $\mathfrak{C}m\mathfrak{A} \in \mathbb{C}A_n$. The same notions apply to RAs and any class between $\mathfrak{D}f_n$ and $\mathfrak{Q}E_n$.

These two notions are distinct, cf. [25, 4], the following Example 3.6 and Theorem 4.7.

**Example 3.6.** We give an example taken from [4] of a blowing up and blurring a finite relation algebra $\mathfrak{R}$ such getting $\mathfrak{R}$ such that that $\mathfrak{A}t\mathfrak{R}$ is weakly but not strongly representable. Furthermore $\mathfrak{R}$ has an $n$ dimensional cylindric basis, and $\text{Mat}_n(\mathfrak{A}t\mathfrak{R})$ is a weakly but not strongly representable $\mathbb{C}A_n$ atom structure. This example is taken from [4]. Our exposition of the construction in [4] will be addressing an (abstract) finite relation algebra $\mathfrak{R}$ having an $l$–blur in the sense of definition [4] Definition 3.1, with $3 \leq l \leq k < \omega$ and $k$ depending on $l$. Occasionally we use the concrete Maddux algebra $\mathfrak{E}_k(2, 3)$ to make certain concepts more tangible. Here $k$ is the number of non-identity atoms is concrete example of $\mathfrak{R}$. In this algebra a triple $(a, b, c)$ of non–identity atoms is consistent $\iff \{[a, b, c]\} \neq 1$, i.e only monochromatic triangles are forbidden.

We use the notation in [4]. Let $2 < n \leq l < \omega$. One starts with a finite relation algebra $\mathfrak{R}$ that has only representations, if any, on finite sets (bases), having an $l$–blur $(J, E)$ as in [4] Definition 3.1 recalled in definition 3.4. After blowing up and bluring $\mathfrak{R}$, by splitting each of its atom into infinitely many, one gets an infinite atomic representable relation algebra $\mathfrak{B}b(\mathfrak{R}, J, E)$ [4] p.73], whose atom structure $\mathfrak{A}t$ is weakly but not strongly representable. The atom structure $\mathfrak{A}t$ is not strongly representable, because $\mathfrak{R}$ is not blurred in $\mathfrak{C}m\mathfrak{A}t$. The finite relation algebra $\mathfrak{R}$ embeds into $\mathfrak{C}m\mathfrak{A}t$, so that a representation of $\mathfrak{C}m\mathfrak{A}t$, necessarily on an infinite base, induces one of $\mathfrak{R}$ on the same base, which is impossible. The representability of $\mathfrak{B}b(\mathfrak{R}, J, E)$ depend on the properties of the $l$–blur, which blurs $\mathfrak{R}$ in $\mathfrak{B}b(\mathfrak{R}, J, E)$. The set of blurs here, namely, $J$ is finite. In the case of $\mathfrak{E}_k(2, 3)$ used in [4], the set of blurs is the set of all subsets of non–identity atoms having the same size $l < \omega$, where $k = f(l) \geq l$ for some recursive function $f$ from $\omega \to \omega$, so that $k$ depends recursively on $l$.

One (but not the only) way to define the index blur $E \subseteq 3$ is as follows [38] Theorem 3.1.1]: $E(i, j, k) \iff (\exists p, q, r)(p, q, r) = \{i, j, k\}$ and $r - q = q - p$. This is a concrete instance of an index blur as defined in [4] Definition 3.1(iii) (recalled in definition 3.4 above), but defined uniformly, it does not depends on the blur. The underlying set of $\mathfrak{A}t$, the atom structure of $\mathfrak{B}b(\mathfrak{R}, J, E)$ is the following set consisting of triplets: $\mathfrak{A}t =$
\( \{ (i, P, W) : i \in \omega, P \in \text{AtR} \sim \{ \text{id} \}, W \in J \} \cup \{ \text{id} \} \). When \( \mathfrak{R} = \mathfrak{C}_k(2, 3) \) (some finite \( k > 0 \)), composition is defined by singling out the following (together with their Peircian transforms), as the consistent triples: \( (a, b, c) \) is consistent \( \iff \) one of \( a, b, c \) is \( \text{id} \) and the other two are equal, or if \( a = (i, P, S), b = (j, Q, Z), c = (k, R, W) \)

\[
S \cap Z \cap W \neq \emptyset \implies E(i, j, k) \& \{ P, Q, R \} \neq 1.
\]

(We are avoiding monochromatic triangles). That is if for \( W \in J, E^W = \{ (i, P, W) : i \in \omega, P \in W \} \), then

\[
(i, P, S); (j, Q, Z) = \bigcup \{ E^W : S \cap Z \cap W = \emptyset \}
\]

\[
\bigcup \{(k, R, W) : E(i, j, k), |\{ P, Q, R \}| \neq 1 \}.
\]

More generally, for the \( \mathfrak{R} \) as postulated in the hypothesis, composition in \( \text{At} \) is defined as follow. First the index blur \( E \) can be taken to be like above. Now the triple \( ((i, P, S), (j, Q, Z), (k, R, W)) \) in which no two entries are equal, is consistent if either \( S \cap Z \cap W = \emptyset \), or \( E(i, j, k) \) and \( P; Q \leq R \) in \( \mathfrak{R} \). This generalizes the above definition of composition, because in \( \mathfrak{C}_k(2, 3) \), the triple of non–identity atoms \( (P, Q, R) \) is consistent \( \iff \) they do not have the same colour \( \iff |\{ P, Q, R \}| \neq 1 \). Having specified its atom structure, its timely to specify the relation algebra \( \mathfrak{B}b(\mathfrak{R}, J, E) \subseteq \mathfrak{CmAt} \). The relation algebra \( \mathfrak{B}b(\mathfrak{R}, J, E) \) is \( \mathfrak{CmAt} \) (the term algebra). Its universe is the set \( \{ X \subseteq H \cup \{ \text{id} \} : X \cap E^W \in \text{Cof}(E^W) \}, \) for all \( W \in J \), where \( \text{Cof}(E^W) \) denotes the set of co–finite subsets of \( E^W \), that is subsets of \( E^W \) whose complement is infinite, with \( E^W \) as defined above. The relation algebra operations lifted from \( \text{At} \) the usual way. The algebra \( \mathfrak{B}b(\mathfrak{R}, J, E) \) is proved to be representable \([3]\) as shown next.. For brevity, denote \( \mathfrak{B}b(\mathfrak{R}, J, E) \) by \( \mathcal{R} \), and its domain by \( R \). For \( a \in \text{At}, \) and \( W \in J \), set \( U^a = \{ X \in R : a \in X \} \) and \( U^W = \{ X \in R : |X \cap E^W| \geq \omega \} \). Then the principal ultrafilters of \( \mathcal{R} \) are exactly \( U^a, a \in H \) and \( U^W \) are non-principal ultrafilters for \( W \in J \) when \( E^W \) is infinite. Let \( J' = \{ W \in J : |E^W| \geq \omega \} \), and let \( \text{Uf} = \{ U^a : a \in F \} \cup \{ U^W : W \in J' \} \). \( \text{Uf} \) is the set of ultrafilters of \( \mathcal{R} \) which is used as colours to represent \( \mathcal{R} \), cf. \([4, \text{pp. 75-77}]\). The representation is built from coloured graphs whose edges are labelled by elements in \( \text{Uf} \) in a fairly standard step–by–step construction.

Now we show why the Dedekind-MacNeille completion \( \mathfrak{CmAt} \) is \( \text{not} \) representable. For \( P \in I \), let \( H^P = \{ (i, P, W) : i \in \omega, W \in J, P \in W \} \). Let \( P_1 = \{ H^P : P \in I \} \)

and \( P_2 = \{ E^W : W \in J \} \). These are two partitions of \( \text{At} \). The partition \( P_2 \) was used to represent, \( \mathfrak{B}b(\mathfrak{R}, J, E) \), in the sense that the tenary relation corresponding to composition was defined on \( \text{At} \), in a such a way so that the singletons generate the partition \( (E^W : W \in J) \) up to “finite deviations.” The partition \( P_1 \) will now be used to show that \( \mathfrak{Cm}(\mathfrak{B}b(\mathfrak{R}, J, E)) = \mathfrak{Cm}(\text{At}) \) is \( \text{not} \) representable. This follows by observing that composition restricted to \( P_1 \) satisfies: \( H^P; H^Q = \bigcup \{ H^Z : Z; P \leq Q \} \) which means that \( \mathfrak{R} \) embeds into the complex algebra \( \mathfrak{CmAt} \) prohibiting its representability, because \( \mathfrak{R} \) allows only representations having a finite base.

So far we have been dealing with relation algebras. The constructions lifts to higher dimensions expressed in \( \text{CA}_{n} \), \( 2 < n < \omega \). Because \( (J, E) \) is an \( l \)–blur, then by \([3, \text{Theorem 3.2 9(iii)}]\), \( \text{At}_{ca} = \text{Mat}_l(\mathfrak{B}b(\mathfrak{R}, J, E)) \), the set of \( l \) by \( l \) basic matrices on \( \text{At} \) is an \( l \)–dimensional cylindric basis, giving an algebra \( \mathfrak{B}l = \mathfrak{B}b_l(\mathfrak{R}, J, E) \in \text{RCA} \). Again \( \text{At}_{ca} \) is not strongly representable, for had it been then a representation of \( \mathfrak{CmAt}_{ca} \),
induces a representation of \( \mathcal{R} \) on an infinite base, because \( \text{RaCmAt}_{ca} \supseteq \text{CmAt} \supseteq \mathcal{R} \), and the representability of \( \text{CmAt}_{ca} \) induces one of \( \text{RaCmAt}_{ca} \), necessarily having an infinite base. For \( 2 < n \leq l < \omega \), denote by \( \mathcal{C}_t \) the non-representable Dedekind-MacNeille completion of the algebra \( \mathcal{B}b_t(\mathcal{R}, J, E) \in \text{RCA}_l \), that is \( \mathcal{C}_t = \text{CmAt}(\mathcal{B}b_t(\mathcal{R}, J, E)) = \text{CmMat}(\mathcal{A}t) \). If the \( l \)-blur happens to be \emph{strong}, in the sense of definition \[4.4\] and \( n \leq m \leq l \), then we get by \[4\] item (3) pp.80, that \( \mathcal{B}b_n(\mathcal{R}, J, E) \cong \text{Nr}_m \mathcal{B}b_t(\mathcal{R}, J, E) \). This is proved by defining an embedding \( h : \mathcal{B}b_m \mathcal{C}_t \rightarrow \mathcal{C}_m \) via \( x \mapsto \{ M \mid m : M \in x \} \) and showing that \( h \upharpoonright \text{Nr}_m \mathcal{C}_t \) is an isomorphism onto \( \mathcal{C}_m \) \[4, p.80\]. Surjectiveness uses the condition (J5), formulated in the second item of definition \[4.4\] of strong \( l \)-blurriness. Without this condition, that is if the \( l \)-blur \( (J, E) \) is not strong, then still \( \mathcal{C}_m \) and \( \mathcal{C}_t \) can be defined because by definition \( (J, E) \) is an \( t \)-blur for all \( m \leq t \leq l \), so \( \text{Mat}(\mathcal{A}t) \) is a cylindric basis and for \( t < l \mathcal{C}_t \) embeds into \( \text{Nr}_m \mathcal{C}_t \) using the same above map, but this embedding might not be surjective.

The following Theorem summarizes the essence of construction in \[4\] given above but neatly and methodically arranged and says some more new significant facts. We denote the relation algebra \( \mathcal{B}b_t(\mathcal{R}, J, E) \) with atom structure \( \mathcal{A}t \) obtained by blowing up and blurring \( \mathcal{R} \) (with underlying set is denoted by \( \mathcal{A}t \) on \[4\] p.73) by \( \text{split}(\mathcal{R}, J, E) \). By the same token, we denote the algebra \( \mathcal{B}b_t(\mathcal{R}, J, E) \) as defined in \[4\] Top of p. 78 by \( \text{split}(\mathcal{R}, J, E) \). This switch of notation is motivated by the fact that we wish to emphasize the role of splitting some (possibly all) atoms into infinitely subatoms during blowing up and blurring a finite algebra. We adopt the same convention for all blow up and blur constructions encountered in what follows.

**Theorem 3.7.** Let \( 2 < n \leq l < m \leq \omega \).

1. Let \( \mathcal{R} \) be a finite relation algebra with an \( l \)-blur \( (J, E) \) where \( J \) is the \( l \)-complex blur and \( E \) is the index blur.

   (a) Let \( \mathcal{A}t \) be the relation algebra atom structure obtained by blowing up and blurring \( \mathcal{R} \) as specified above. Then the set of \( l \) by \( l \)-dimensional matrices \( \mathcal{A}t_{ca} = \text{Mat}_{l}(\mathcal{A}t) \) is an \( l \)-dimensional cylindric basis, that is a weakly representable atom structure \[3.7\]. The algebra \( \text{split}(\mathcal{R}, J, E) \) with atom structure \( \mathcal{A}t_{ra} \) is in \( \text{RCA}_l \). Furthermore, \( \mathcal{R} \) embeds into \( \text{CmAt} \) which embeds into \( \text{RaCmAt}(\mathcal{A}t_{ca}) \).

   (b) If \( (J, E) \) is a strong \( m \)-blur for \( \mathcal{R} \), then \( (J, E) \) is a strong \( l \)-blur for \( \mathcal{R} \). Furthermore, \( \text{split}(\mathcal{R}, J, E) \cong \text{Ra} \text{split}_{m}(\mathcal{R}, J, E) \) and for any \( l \leq j \leq m \), \( \text{split}(\mathcal{R}, J, E) \) having atom structure \( \mathcal{A}t \), is isomorphic to \( \text{Ra}(\text{split}_{j}(\mathcal{R}, J, E)) \).

2. For every \( n < l \), there is an \( \mathcal{R} \) having a strong \( l \)-blur \( (J, E) \) but no infinite representations (representations on an infinite base). Hence the atom structures defined in (a) of the previous item (denoted by \( \mathcal{A}t \) and \( \mathcal{A}t_{ca} \)) for this specific \( \mathcal{R} \) are not strongly representable.

3. Let \( m < \omega \). If \( \mathcal{R} \) is a finite relation algebra having a strong \( l \)-blur, and no \( m \)-dimensional hyperbasis, then \( l < m \).

4. If \( n = l < m < \omega \) and \( \mathcal{R} \) is a finite relation algebra with an \( n \) blur \( (J, E) \) (not necessarily strong) and no infinite \( m \)-dimensional hyperbasis, then the algebras \( \text{CmAt}(\text{split}(\mathcal{R}, J, E)) \) and \( \text{CmAt}(\text{split}_{l}(\mathcal{R}, J, E)) \) are outside \( \text{SRaCA}_{m} \) and \( \text{SNr}_{m} \text{CA}_{m} \), respectively, and the latter two varieties are not atom–canonical.
Proof. \([1\) Lemmata 3.2, 4.2, 4.3\]. We start by an outline of (a) of item (1). Let \(\mathcal{R}\) be as in the hypothesis. Let \(3 < n \leq l\). We blow up and blur \(\mathcal{R}\). \(\mathcal{R}\) is blown up by splitting all of the atoms each to infinitely many defining an (infinite atoms) structure \(\mathbf{At}\). \(\mathcal{R}\) is blurred by using a finite set of blurs (or colours) \(J\). The term algebra denoted in \([1\] by \(\text{split}(\mathcal{R}, J, E)\) over \(\mathbf{At}\), is representable using the finite number of blurs. Such blurs are basically non–principal ultrafilters; they are used as colours together with the principal ultrafilters (the atoms) to represent completely the canonical extension of \(\text{split}(\mathcal{R}, J, E)\).

Because \((J, E)\) is a complex set of \(l\)—blurs, this atom structure has an \(l\)—dimensional cylindric basis, namely, \(\mathbf{At}_{ca} = \text{Mat}_l(\mathbf{At})\). The resulting \(l\)—dimensional cylindric term algebra \(\text{TmMat}_l(\mathbf{At})\), and an algebra \(\mathcal{C}\) having atom structure \(\mathbf{At}_{ca}\) (denoted in \([1\] by \(\text{split}(\mathcal{R}, J, E)\) such that \(\text{TmMat}_l(\mathbf{At}) \subseteq \mathcal{C} \subseteq \text{cmMat}_l(\mathbf{At})\) is shown to be representable. We prove (b) of item (1): Assume that the \(m\)—blur \((J, E)\) is strong, then by definition \((J, E)\) is a strong \(j\) blur for all \(n \leq j \leq m\). Furthermore, by \([1\] item (3) pp. 80], \(\text{split}(\mathcal{R}, J, E) = \text{Ra}(\text{split}_j(\mathcal{R}, J, E))\) and \(\text{split}_j(\mathcal{R}, J, E) \cong \mathcal{R}_{j} \text{split}_m(\mathcal{R}, J, E)\).

(2): Like in [4] Lemma 5.1, one takes \(l \geq 2n - 1, k \geq (2n - 1)l, k \in \omega\). The Maddux integral relation algebra \(\mathcal{E}_k(2, 3)\) where \(k\) is the number of non-identity atoms is the required \(\mathcal{R}\).

(3): Let \((J, E)\) be the strong \(l\)—blur of \(\mathcal{R}\). Assume for contradiction that \(m \leq l\). Then we get by \([1\] item (3), p.80], that \(\mathcal{A} = \text{split}_m(\mathcal{R}, J, E) \cong \text{split}_m(\mathcal{R}, J, E)\). But the cylindric \(l\)—dimensional algebra \(\text{split}_l(\mathcal{R}, J, E)\) is atomic, having atom structure \(\text{Mat}_l(\text{split}(\mathcal{R}, J, E))\), so \(\mathcal{A}\) has an atomic \(l\)—dilation. So \(\mathcal{A} = \mathcal{R}_m \mathcal{D}\) where \(\mathcal{D} \in \text{CA}_l\) is atomic. But \(\mathcal{R} \subseteq_c \mathcal{R}_m \mathcal{D} \subseteq_c \mathcal{R}_m \mathcal{D}\). By [20] Theorem 13.45 (6) \(\iff \) (9), \(\mathcal{R}\) has a complete \(l\)—flat representation, thus it has a complete \(m\)—flat representation, because \(m < l\) and \(l \in \omega\). This is a contradiction.

(4): Let \(\mathcal{B} = \text{split}_n(\mathcal{R}, J, E)\). Then, since \((J, E)\) is an \(n\) blur, \(\mathcal{B} \in \text{RCA}_n\). But \(\mathcal{C} = \mathcal{C}_{\mathcal{B}} \mathcal{B} \notin \text{SNR}_n \text{CA}_m\), because \(\mathcal{R} \notin \text{SRA}_n \text{CA}_m\), \(\mathcal{R}\) embeds into \(\text{split}(\mathcal{R}, J, E)\) which, in turn, embeds into \(\text{Ra}(\mathcal{C}_{\mathcal{B}})\). Similarly, \(\text{split}(\mathcal{R}, J, E) \in \text{RRA}\) and \(\text{cm}(\text{At} \text{split}(\mathcal{R}, J, E)) \notin \text{SRA}_m\). Hence the alleged varieties are not atom–canonical. \(\square\)

4 Non-atom canonicity of any \(V\) between \(\text{SNR}_\alpha \text{CA}_{\alpha + 3}\) and \(\text{RCA}_\alpha\), for any ordinal \(\alpha \geq 3\)

In [4] a single blow up and blur construction was used to prove non-atom–canonicity of \(\text{RRA}\) and \(\text{RCA}_n\) for \(2 < n < \omega\). To obtain finer results, we use two blow up and blur constructions applied to rainbow algebras. To put things into a unified perspective, we formulate a definition:

**Definition 4.1.** Let \(M\) be a variety of completely additive BAOs.

1. Let \(\mathcal{A} \in M\) be a finite algebra. We say that \(\mathcal{D} \in M\) is obtained by blowing up and blurring \(\mathcal{A}\) if \(\mathcal{D}\) is atomic, \(\mathcal{A}\) does not embed in \(\mathcal{D}\), but \(\mathcal{A}\) embeds into \(\text{cmAt}\).\(\mathcal{D}\).

2. Assume that \(K \subseteq L \subseteq M\), such that \(SL = L\).

   a. We say that \(K\) is not atom-canonical with respect to \(L\) if there exists an atomic \(\mathcal{D} \in K\) such that \(\text{cmAt}\mathcal{D} \notin L\). In particular, \(K\) is not atom–canonical \(\iff\) \(K\) not atom-canonical with respect to itself.

   b. We say that a finite algebra \(\mathcal{A} \in M\) detects that \(K\) is not atom–canonical with respect to \(L\), if \(\mathcal{A} \notin L\), and there is a (n atomic) \(\mathcal{D} \in K\) obtained by blowing up and blurring \(\mathcal{A}\).
The most general exposition of CA rainbow constructions is given in [22, Section 6.2, Definition 3.6.9] in the context of constructing atom structures from classes of models. Our models are just coloured graphs \([19]\). Let \(G, R\) be two relational structures. Let \(2 < n < \omega\). Then the colours used are:

- greens: \(g_i (1 \leq i \leq n - 2), g^i_0, i \in G\),
- whites: \(w_i : i \leq n - 2\),
- reds: \(r_{ij} (i, j \in R)\),
- shades of yellow: \(y_S : S\) a finite subset of \(B\) or \(S = B\).

A **coloured graph** is a graph such that each of its edges is labelled by the colours in the above first three items, greens, whites or reds, and some \(n - 1\) hyperedges are also labelled by the shades of yellow. Certain coloured graphs will deserve special attention.

**Definition 4.2.** Let \(i \in G\), and let \(M\) be a coloured graph consisting of \(n\) nodes \(x_0, \ldots, x_{n-2}, z\). We call \(M\) an *i - cone* if \(M(x_0, z) = g^i_0\) and for every \(1 \leq j \leq n - 2\), \(M(x_j, z) = g^i\), and no other edge of \(M\) is coloured green. \((x_0, \ldots, x_{n-2})\) is called the *base of the cone*, \(z\) the *apex of the cone* and \(i\) the *tint of the cone*.

The rainbow algebra depending on \(G\) and \(R\) from the class \(K\) consisting of all coloured graphs \(M\) such that:

1. \(M\) is a complete graph and \(M\) contains no triangles (called forbidden triples) of the following types:

   \[
   (g, g', g^*), (g_i, g_i, w_i) \quad \text{any } 1 \leq i \leq n - 2,
   \]

   \[
   (g^i_0, g^i_0, w_0) \quad \text{any } j, k \in G,
   \]

   \[
   (r_{ij}, r_{j'k'}, r_{i'k'}) \quad \text{unless } i = i^*, j = j' \text{ and } k' = k^*
   \]

   and no other triple of atoms is forbidden.

2. If \(a_0, \ldots, a_{n-2} \in M\) are distinct, and no edge \((a_i, a_j) i < j < n\) is coloured green, then the sequence \((a_0, \ldots, a_{n-2})\) is coloured a unique shade of yellow. No other \((n - 1)\) tuples are coloured shades of yellow. Finally, if \(D = \{d_0, \ldots, d_{n-2}, \delta\} \subseteq M\) and \(M \upharpoonright D\) is an *i cone* with apex \(\delta\), inducing the order \(d_0, \ldots, d_{n-2}\) on its base, and the tuple \((d_0, \ldots, d_{n-2})\) is coloured by a unique shade \(y_S\) then \(i \in S\).

Let \(G\) and \(R\) be relational structures as above. Take the set \(J\) consisting of all surjective maps \(a : n \to \Delta\), where \(\Delta \in K\) and define an equivalence relation \(\sim\) on this set relating two such maps iff they essentially define the same graph \([19]\): the nodes are possibly different but the graph structure is the same. Let \(\Delta t\) be the atom structure with underlying set \(J \sim\). We denote the equivalence class of \(a\) by \([a]\). Then define, for \(i < j < n\), the accessibility relations corresponding to \(ij\)th–diagonal element, \(ith\)–cyclindrifier, and substitution operator corresponding to the transposition \([i, j]\), as follows:

1. \([a] \in E_{ij}\) iff \(a(i) = a(j)\),
2. \([a]T_i[b]\) iff \(a \upharpoonright n \setminus \{i\} = b \upharpoonright n \setminus \{i\}\),
3. \([a]S_{i,j}[b]\) iff \(a \circ [i, j] = b\).
This, as easily checked, defines a QEA\textsubscript{\textbullet} atom structure. The complex QEA\textsubscript{\textbullet} over this atom structure will be denoted by \(\mathfrak{A}_{\text{G.R}}\). The dimension of \(\mathfrak{A}_{\text{G.R}}\), always finite and > 2, will be clear from context. For rainbow atom structures, there is a one to one correspondence between atomic networks and coloured graphs [19, Lemma 30], so for \(2 < n < m \leq \omega\), we use the graph versions of the games \(G^m_k\), \(k \leq \omega\), played on rainbow atom structures of dimension \(m\) [19, pp.841–842]. We start by translating the atomic \(k\) rounded game game \(G^m_k\) where the number of nodes are limited to \(n\) to games on coloured graphs [19, lemma 30].

Let \(\mathcal{C}\) be a rainbow algebra. Let \(N\) be an atomic \(\mathcal{C}\) network. Let \(x, y\) be two distinct nodes occurring in the \(n\) tuple \(\bar{z}\). \(N(\bar{z})\) is an atom of \(\mathcal{C}\) which defines an edge colour of \(x, y\). Using the fact that the dimension is at least 3, the edge colour depends only on \(x\) and \(y\) not on the other elements of \(\bar{z}\) or the positions of \(x\) and \(y\) in \(\bar{z}\). Similarly \(N\) defines shades of white for certain \((n - 1)\) tuples. In this way \(N\) translates into a coloured graph. This translation has an inverse. More precisely, letting \(\text{CRG}\) be the class of coloured graphs in a rainbow signature, we have:

Let \(M \in \text{CRG}\) be arbitrary. Define \(N_M\) whose nodes are those of \(M\) as follows. For each \(a_0, \ldots, a_{n-1} \in M\), define \(N_M(a_0, \ldots, a_{n-1}) = [\alpha]\) where \(\alpha : n \rightarrow M \upharpoonright \{a_0, \ldots, a_{n-1}\}\) is given by \(\alpha(i) = a_i\) for all \(i < n\). Then, as easily checked, \(N_M\) is an atomic \(\mathcal{C}\) network. Conversely, let \(N\) be any non empty atomic \(\mathcal{C}\) network. Define a complete coloured graph \(M_N\) whose nodes are the nodes of \(N\) as follows:

- For all distinct \(x, y \in M_N\) and edge colours \(\eta, M_N(x, y) = \eta\) if and only if for some \(\bar{z} \in {}^nN, i, j < n\), and atom \([\alpha]\), we have \(N(\bar{z}) = [\alpha]\), \(z_i = x, z_j = y\) and the edge \((\alpha(i), \alpha(j))\) is coloured \(\eta\) in the graph \(\alpha\).
- For all \(x_0, \ldots, x_{n-2} \in {}^{n-1}M_N\) and all yellow \(y_S, M_N(x_0, \ldots, x_{n-2}) = y_S \iff\) for some \(\bar{z}\) in \({}^nN, i_0, \ldots, i_{n-2} < n\) and some atom \([\alpha]\), we have \(N(\bar{z}) = [\alpha]\), \(z_{i_j} = x_j\) for each \(j < n - 1\) and the \(n - 1\) tuple \((\alpha(i_0), \ldots, \alpha(i_{n-2}))\) is coloured \(y_S\). Then \(M_N\) is well defined and is in \(\text{CRG}\).

The following is then, though tedious and long, easy to check: For any \(M \in \text{CGR}\), we have \(M_{N_M} = M\), and for any \(\mathcal{C}\) network \(N, N_{M_N} = N\). This translation makes the following equivalent formulation of the games \(G^m_{\omega_k}\) originally defined on networks. The new graph version of the game [19, p.27–29] builds a nested sequence \(M_0 \subseteq M_1 \subseteq \ldots, i < k\) \(k\) the number of rounds \(\leq \omega\) of coloured graphs such that \(\text{nodes}(M_i) \subseteq m. \forall\) picks a graph \(M_0 \in \text{CRG}\) with \(M_0 \subseteq m\) and \(\exists\) makes no response to this move. In a subsequent round, let the last graph built be \(M_i\) \((i < k)\). \(\forall\) picks

- a graph \(\Phi \in \mathcal{G}\) with \(|\Phi| = n,\)
- a single node \(t \in \Phi,\)
- a coloured graph embedding \(\theta : \Phi \setminus \{t\} \rightarrow M_i. \text{Let } F = \phi \setminus \{t\}. \text{Then } \exists\) must respond by amalgamating \(M_i\) and \(\Phi\) with the embedding \(\theta\). In other words, she has to define a graph \(M_{i+1} \in \text{CRG}\) and embeddings \(\lambda : M_i \rightarrow M_{i+1} \mu : \phi \rightarrow M_{i+1}\), such that \(\lambda \circ \theta = \mu \upharpoonright F\).

Summarizing we have:

**Theorem 4.3.** Let \(2 < n < \omega\). Let \(k, m \leq \omega, \text{ and } \mathcal{C}\) be a rainbow \(\text{CA}_n\). Then \(\exists\) has a winning strategy in \(G^m_{\omega_k}(\text{AtC}) \iff \exists\) has a winning strategy in the above \(k\)-rounded graph game played on \(\mathcal{C}\) where the size of graphs during the play is limited to \(m\) nodes.
The typical winning strategy for $\forall$ in the graph version of this game is bombarding $\exists$ with cones having a common base and green tints until she runs out of (suitable) reds, that is to say, reds whose indices do not match [19: 4.3].

**Definition 4.4.** 1. Let $m$ be a finite ordinal $> 0$. An $s$ word is a finite string of substitutions $(s_i')$ $(i, j < m)$, a $c$ word is a finite string of cylindrifier moves $(c_i)$, $i < m$; an $sc$ word $w$, is a finite string of both, namely, of substitutions and cylindrifiers. An $sc$ word induces a partial map $\hat{w} : m \to m$:

- $\hat{\epsilon} = Id$,
- $\hat{w}_i^j = \hat{w} \circ [i\,|\,j]$,
- $\hat{w}c_i = \hat{w} \upharpoonright (m \setminus \{i\})$.

If $\bar{a} \in < m^{-1}m$, we write $s_{\bar{a}}$, or $s_{a_0 \ldots a_{k-1}}$, where $k = |\bar{a}|$, for an arbitrary chosen $sc$ word $w$ such that $\hat{w} = \bar{a}$. Such a $w$ exists by [20: Definition 5.23 Lemma 13.29].

2. Fix $2 < n < m$. Assume that $C \in Sc_m$, $A \subseteq_c Nr_n C$ is an atomic $Sc_n$ and $N$ is an $A$–network with $\text{nodes}(N) \subseteq m$. Define $N^+ \in C$ by

$$N^+ = \prod_{i_0, \ldots, i_{n-1} \in \text{nodes}(N)} s_{i_0, \ldots, i_{n-1}}(i_0, \ldots, i_{n-1}).$$

**Lemma 4.5.** Let $2 < n < m$. If either:

- $A \in Sc_n$ and $A \in S_c Nr_n Sc_m^{ad}$ or,
- $A \in QA_n$ and $A \subseteq_c Nr_n C$, $C \in QA_m$ and $s_0^1$ is completely additive in $C$ or,
- $K$ is any class having signature between $CA$ and QEA, $A \in K_n$ and $A \in S_c Nr_n K_m$,

then $\exists$ has a winning strategy in $G^m(A \cup A)$.  

**Proof.** We assume that the $s_i'$s for $i < j < m$ are completely additive in $C$. (This condition is superfluous for any $K$ between $CA$ and QEA.) Then the following hold:

1. for all $x \in C \setminus \{0\}$ and all $i_0, \ldots, i_{n-1} < m$, there is $a \in AtA$, such that $s_{i_0, \ldots, i_{n-1}} a \cdot x \neq 0$,

2. for any $x \in C \setminus \{0\}$ and any finite set $I \subseteq m$, there is a network $N$ such that $\text{nodes}(N) = I$ and $x \cdot N^+ \neq 0$. Furthermore, for any networks $M, N$ if $M^+ \cdot N^+ \neq 0$, then $M|_{\text{nodes}(M) \cap \text{nodes}(N)} = N|_{\text{nodes}(M) \cap \text{nodes}(N)}$,

3. if $\theta$ is any partial, finite map $m \to m$ and if $\text{nodes}(N)$ is a proper subset of $m$, then $N^+ \neq 0 \to (N\theta)^+ \neq 0$. If $i \notin \text{nodes}(N)$, then $c_i N^+ = N^+$.

Using the above facts, we are now ready to show that $\exists$ has a winning strategy in $F^m$. She can always play a network $N$ with $\text{nodes}(N) \subseteq m$, such that $N^+ \neq 0$. In the initial round, let $\forall$ play $a \in AtA$. $\exists$ plays a network $N$ with $N(0, \ldots, n-1) = a$. Then $N^+ = a \neq 0$. Recall that here $\forall$ is offered only one (cylindrifier) move. At a later stage, suppose $\forall$ plays the cylindrifier move, which we denote by $(N, (f_0, \ldots, f_{n-2}), k, b, l)$. He picks a previously played network $N$, $f_i \in \text{nodes}(N)$, $l < n, k \notin \{f_i : i < n-2\}$, such that $b \leq c_l N(f_0, \ldots, f_{i-1}, x, f_{i+1}, \ldots, f_{n-2})$ and $N^+ \neq 0$. Let $\bar{a} = (f_0 \ldots f_{i-1} k, f_{i+1}, \ldots f_{n-2})$.  
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Then by second part of (3) we have that $c_iN^+ \cdot s_0b \neq 0$ and so by first part of (2), there is a network $M$ such that $M^+ \cdot c_iN^+ \cdot s_0b \neq 0$. Hence $M(f_0, \ldots, f_{i-1}, k, f_{i-2}, \ldots, f_{n-2}) = b$, 

$$\text{nodes}(M) = \text{nodes}(N) \cup \{k\},$$

and $M^+ \neq 0$, so this property is maintained. Assume that $\mathcal{R}^\omega_\omega \subset \mathcal{N}_n \mathcal{D}$ for some $\mathcal{D} \in \mathcal{QA}_{n+3}$ where only $s_0^D$ is completely additive. Then every substitution operation corresponding to a replacement in $\mathcal{D}$, can be obtained from a composition of finitely many substitution operations involving only one replacement $s_0^i$ and all the rest are substitution operations that correspond to transpositions. To prove this, we can assume without loss that $i \neq 0, 1$. Computing we get:

$$s_{[1,i]}^1 x = s_{[1,i]}^0 x \quad \text{so} \quad s_{[1,i]}^1 s_{[1,i]}^0 x = s_{[1,i]}^0 s_{[1,i]}^1 x = s_{[1,i]}^0 x,$$

$$s_{[i,j]}^0 x = s_{[0,j]}^0 s_{[1,i]}^0 x \quad \text{and} \quad s_{[0,j]}^1 s_{[i,j]}^0 x = s_{[0,j]}^i s_{[0,j]}^0 x.$$

Continuing the computation:

$$s_{[i,j]}^i x = s_{[0,j]}^0 s_{[1,i]}^0 s_{[i,j]}^0 x = s_{[0,j]}^0 s_{[1,i]}^i x = s_{[i,j]}^1 s_{[1,i]}^0 s_{[0,j]}^0 x.$$

We have shown that:

$$s_{[i,j]}^i = s_{[0,j]}^0 \circ s_{[i,j]}^0 \circ s_{[1,i]}^0 \circ s_{[1,i]}^1 \circ s_{[0,j]}^0 \circ s_{[0,j]}^i.$$

All such substitution operations are completely additive, the ones involving transpositions are in fact self–conjugate, hence we get that $\mathcal{D}$ is completely additive. By complete additivity for CAs and QEA, we get the second and third required and we are done. 

With these preliminaries out of the way we are now ready to start digging deeper:

**Theorem 4.6.** Let $2 < n < \omega$. Let $K$ be any variety between $Sc$ and $QEA$. Let $m \geq n+3$. Then $\mathcal{R}_K$ is not–atom canonical with respect to $\mathcal{S}_nK_m$. In fact, there is a countable atomic simple $\mathfrak{A} \in \mathcal{R}_\omega \mathcal{QEA}_n$ such that $\mathcal{R}^\omega_\omega \mathfrak{C} \mathfrak{mAt}\mathfrak{A}$ does not have an $n+3$-square, a fortiori $n+3$-flat, representation.

**Proof.** The proof is divided into four parts:

1. **Blowing up and blurring $\mathfrak{A}_{n+1,n}$ forming a weakly representable atom structure $\mathfrak{A}$:** Take the finite rainbow $QEA_n$, $\mathfrak{A}_{n+1,n}$ where the reds $\mathcal{R}$ is the complete irreflexive graph $n$, and the greens are $\{g_i : 1 \leq i < n - 1\} \cup \{g_i : 1 \leq i \leq n + 1\}$, endowed with the quasi–polyadic equality operations. We will show that for any variety $K_n$ between $Sc_n$ and $QEA_n$, the $K_n$ reduct of $\mathfrak{A}_{n+1,n}$ detects that $\mathcal{R}_K$ is not atom-canonical with respect to $\mathcal{S}_nK_{n+3}$. Denote the finite atom structure of $\mathfrak{A}_{n+1,n}$ by $\mathfrak{A}_f$; so that $\mathfrak{A}_f = \mathfrak{A}(\mathfrak{A}_{n+1,n})$. One then replaces the red colours of the finite rainbow algebra of $\mathfrak{A}_{n+1,n}$ each by infinitely many reds (getting their superscripts from $\omega$), obtaining this way a weakly representable atom structure $\mathfrak{A}$. The cylindric reduct of the resulting atom structure after `splitting the reds', namely, $\mathfrak{A}_f$, is like the weakly (but not strongly) representable atom structure of the atomic, countable and simple algebra $\mathfrak{A}$ as defined in [23, Definition 4.1]; the sole difference is that we have $n + 1$ greens and not $\omega$–many as is the case in [23]; also we count it the polyadic operations of substitutions. We denote the resulting term $QEA_n$, $\mathfrak{C} \mathfrak{mAt}$ by $\mathfrak{B}(\mathfrak{A}_{n+1,n}, \mathfrak{r}, \omega)$ short hand for blowing up and
blurring \( A_{n+1,n} \) by splitting each red graph (atom) into \( \omega \) many. It can be shown exactly like in [25] that \( \exists \) can win the rainbow \( \omega \)-rounded game and build an \( n \)-homogeneous model \( M \) by using a shade of red \( \rho \) outside the rainbow signature, when she is forced a red; [25] Proposition 2.6, Lemma 2.7. The \( n \)-homogeniunity entails that any subgraph (substructure) of \( M \) of size \( \leq n \), is independent of its location in \( M \); it is uniquely determined by its isomorphism type. One proves like in op.cit that \( \mathcal{B}b(A_{n+1,n},r,\omega) \) is representable as a set algebra having top element \( ^nM \).

We give more details. In the present context, after the splitting ‘the finitely many red colours’ replacing each such red colour \( r_{kl} \), \( k < l < n \) by \( \omega \) many \( r_{kl}^i \), \( i \in \omega \), the rainbow signature for the resulting rainbow theory as defined in [20] Definition 3.6.9] call this theory \( T_r \), consists of \( g_i : 1 \leq i < n - 1 \), \( g_0^i : 1 \leq i \leq n + 1 \), \( w_i : i < n - 1 \), \( r_{kl}^i : k < l < n \), \( t \in \omega \), binary relations, and \( n - 1 \) ary relations \( y_S \), \( S \subseteq \omega \cap n + k - 2 \) or \( S = n + 1 \). The set algebra \( \mathcal{B}b(A_{n+1,n},r,\omega) \) of dimension \( n \) has base an \( n \)-homogeneous model \( M \) of another theory \( T \) whose signature expands that of \( T_r \) by an additional binary relation (a shade of red) \( \rho \). In this new signature \( T \) is obtained from \( T_r \) by some axioms (consistency conditions) extending \( T_r \). Such axioms (consistency conditions) specify consistent triples involving \( \rho \). We call the models of \( T \) extended coloured graphs. In particular, \( M \) is an extended coloured graph. To build \( M \), the class of coloured graphs is considered in the signature \( L \cup \{ \rho \} \) like in usual rainbow constructions as given above with the two additional forbidden triples \( (r,\rho,\rho) \) and \( (r,r^*,\rho) \), where \( r \), \( r^* \) are any reds. This model \( M \) is constructed as a countable limit of finite models of \( T \) using a game played between \( \exists \) and \( \forall \). Here, unlike the extended \( L_{\omega_1,\omega} \) theory dealt with in [25], \( T \) is a first order one because the number of greens used are finite. In the rainbow game \[19 \ 20 \right \] \( \forall \) challenges \( \exists \) with cones having green tints \( (g_0^i) \), and \( \exists \) wins if she can respond to such moves. This is the only way that \( \forall \) can force a win. \( \exists \) has to respond by labelling apexes of two successive cones, having the same base played by \( \forall \). By the rules of the game, she has to use a red label. She resorts to \( \rho \) whenever she is forced a red while using the rainbow reds will lead to an inconsistent triangle of reds; [25] Proposition 2.6, Lemma 2.7.

2. Representing \( \mathfrak{ImAt} \) (and its completion) as (generalized) set algebras: From now on, forget about \( \rho \); having done its task as a colour to (weakly) represent \( \mathfrak{At} \), it will play no further role. Having \( M \) at hand, one constructs two atomic \( n \)-dimensional set algebras based on \( M \), sharing the same atom structure and having the same top element. The atoms of each will be the set of coloured graphs, seeing as how, quoting Hodkinson [25] such coloured graphs are ‘literally indivisible’. Now \( L_n \) and \( L_{\infty,\omega}^n \) are taken in the rainbow signature (without \( \rho \)). Continuing like in op.cit, deleting the one available red shade, set \( W = \{ \bar{a} \in \omega M : M \models (\bigwedge_{i<j<n} -\rho(x_i,x_j))(\bar{a}) \} \), and for \( \phi \in L_{\infty,\omega}^n \), let \( \phi^W = \{ s \in W : M \models \phi[s] \} \). Here \( W \) is the set of all \( n \)-ary assignments in \( \omega M \), that have no edge labelled by \( \rho \). Let \( A \) be the relativized set algebra with domain \( \{ \varphi^W : \varphi \text{ a first-order } L_n \text{ - formula} \} \) and unit \( W \), endowed with the usual concrete quasipolyadic operations read off the connectives. Classical semantics for \( L_n \) rainbow formulas and their semantics by relativizing to \( W \) coincide [25] Proposition 3.13] but not with respect to \( L_{\infty,\omega}^n \) rainbow formulas. This depends essentially on [25] Lemma 3.10], which is the heart and soul of the proof in [25], and for what matters this proof. The referred to lemma says that any permutation \( \chi \) of \( \omega \cup \{ \rho \} \), \( \Theta^X \) as defined in [25] Definitions 3.9, 3.10] is an \( n \) back-and-forth system induced by any permutation of \( \omega \cup \{ \rho \} \). Let \( \chi \) be such a permutation. The system \( \Theta^X \) consists of isomorphisms between coloured graphs such that superscripts of reds are ‘re-shuffled along \( \chi \)’, in such a way that rainbow
red labels are permuted, ρ is replaced by a red rainbow label, and all other colours are preserved. One uses such n-back-and-forth systems mapping a tuple \( \bar{b} \in {}^nM \setminus W \) to a tuple \( \bar{c} \in W \) preserving any formula in \( L_{\rho a} \) containing the non-red symbols that are ‘moved’ by the system, so if \( \bar{b} \in {}^nM \) refutes the \( L_n \) rainbow formula \( \phi \), then there is a \( \bar{c} \) in \( W \) refuting \( \phi \). Hence the set algebra \( \mathfrak{A} \) is isomorphic to a quasi-polyadic equality set algebra of dimension \( n \) having top element \( {}^nM \), so \( \mathfrak{A} \) is simple, in fact its Df reduct is simple. Let \( \mathcal{C} = \{ \phi^W : \phi \in L_{\infty,\omega} \} \). [25 Definition 4.1] with the operations defined like on \( \mathfrak{A} \) the usual way. \( \mathfrak{CmAt} \) is a complete \( \text{QEA}_n \) and, so like in [25 Lemma 5.3] we have an isomorphism from \( \mathfrak{CmAt} \) to \( \mathcal{C} \) defined via \( X \mapsto \bigcup X \). Since \( \mathfrak{AtA} = \mathfrak{Cm}(\mathfrak{AtA}) = \mathfrak{At} \) and \( \mathfrak{CmAtA} \subseteq \mathfrak{A} \), hence \( \mathfrak{CmAtA} \) is representable. The atoms of \( \mathfrak{A} \), \( \mathfrak{CmAtA} \) and \( \mathfrak{CmAtA} = \mathfrak{CmAt} \) are the coloured graphs whose edges are not labelled by \( \rho \). These atoms are uniquely determined by the interpretation in \( M \) of so-called MCA formulas in the rainbow signature of \( \mathfrak{A} \) as in [25 Definition 4.3].

3. **Embedding \( \mathfrak{A}_{n+1,n} \) into \( \mathfrak{Cm}(\mathfrak{At}(\mathfrak{Bb}(\mathfrak{A}_{n+1,n};r,\omega))) \):** Let \( \text{CRG}_f \) be the class of coloured graphs on \( \mathfrak{At}_f \) and \( \text{CGR} \) be the class of coloured graph on \( \mathfrak{At} \). We can (and will) assume that \( \text{CRG}_f \subseteq \text{CGR} \). Write \( M_a \) for the atom that is the (equivalence class of the) surjection \( a : n \rightarrow M \), \( M \in \text{CGR} \). Here we identify \( a \) with \( [a] \); no harm will ensue. We define the (equivalence) relation \( \sim \) on \( \mathfrak{At} \) by \( M_b \sim N_a \), \( (M,N) \in \text{CGR} \):

- \( a(i) = a(j) \iff b(i) = b(j) \),
- \( M_a(a(i),a(j)) = r^l \iff N_b(b(i),b(j)) = r^k \), for some \( l,k \in \omega \),
- \( M_a(a(i),a(j)) = N_b(b(i),b(j)) \), if they are not red,
- \( M_a(a(k_0),\ldots,a(k_{n-2})) = N_b(b(k_0),\ldots,b(k_{n-2})) \), whenever defined.

We say that \( M_a \) is a copy of \( N_b \) if \( M_a \sim N_b \) (by symmetry \( N_b \) is a copy of \( M_a \).) Indeed, the relation ‘copy of’ is an equivalence relation on \( \mathfrak{At} \). An atom \( M_a \) is called a red atom, if \( M_a \) has at least one red edge. Any red atom has \( \omega \) many copies, that are cylindrically equivalent, in the sense that, if \( N_a \sim M_b \) with one (equivalently both) red, with \( a : n \rightarrow N \) and \( b : n \rightarrow M \), then we can assume that \( \text{nodes}(N) = \text{nodes}(M) \) and that for all \( i < n \), \( a \upharpoonright i \sim \{ i \} = b \upharpoonright i \sim \{ i \} \). Any red atom has \( \omega \) many copies that are cylindrically equivalent, in the sense that, if \( N_a \sim M_b \) with one (equivalently both) red, with \( a : n \rightarrow N \) and \( b : n \rightarrow M \), then we can assume that \( \text{nodes}(N) = \text{nodes}(M) \) and that for all \( i < n \), \( a \upharpoonright i \sim \{ i \} = b \upharpoonright i \sim \{ i \} \). In \( \mathfrak{CmAt} \), we write \( M_a \) for \( \{ M_a \} \) and we denote suprema taken in \( \mathfrak{CmAt} \), possibly finite, by \( \sum \). Define the map \( \Theta \) from \( \mathfrak{A}_{n+1,n} = \mathfrak{CmAt}_f \) to \( \mathfrak{CmAt} \), by specifying first its values on \( \mathfrak{At}_f \), via \( M_a \mapsto \sum_j M_a^{(j)} \) where \( M_a^{(j)} \) is a copy of \( M_a \). So each atom maps to the suprema of its copies. This map is well-defined because \( \mathfrak{CmAt} \) is complete. We check that \( \Theta \) is an injective homomorphism. Injectivity follows from \( M_a \leq \Theta(M_a) \), hence \( \Theta(x) \neq 0 \) for every atom \( x \in \mathfrak{At}(\mathfrak{A}_{n+1,n}) \). We check preservation of all the \( \text{QEA}_n \) operations. The Boolean join is obvious.

- For complementation: It suffices to check preservation of complementation ‘at atoms’ of \( \mathfrak{At}_f \). So let \( M_a \in \mathfrak{At}_f \) with \( a : n \rightarrow M \), \( M \in \text{CGR}_f \subseteq \text{CGR} \). Then:

\[
\Theta(\sim M_a) = \Theta( \bigcup_{[b] \neq [a]} M_b ) = \bigcup_{[b] \neq [a]} \Theta(M_b) = \bigcup_{[b] \neq [a]} \sum_j M_b^{(j)} = \bigcup_{[b] \neq [a]} \sum_j [\sim M_b]^{(j)} = \bigcup_{[b] \neq [a]} [\sim M_a]^{(j)}
\]
= \bigwedge_j \bigcup_{[b] \neq [a]} M_b^{(j)} = \bigwedge_j (\sim M_a)^j = \sim (\sum M_a^{(j)}) = \sim \Theta(a)

• Diagonal elements. Let \( l < k < n \). Then:

\[
M_x \leq \Theta(d_{tk}^{\text{emAt}}) \iff M_x \leq \sum_j \bigcup_{a_l = a_k} M_a^{(j)} \\
\iff M_x \leq \bigcup_{a_l = a_k} \sum_j M_a^{(j)} \\
\iff M_x = M_a^{(j)} \text{ for some } a : n \rightarrow M \text{ such that } a(l) = a(k) \\
\iff M_x \in d_{tk}^{\text{emAt}}.
\]

• Cylindrifiers. Let \( i < n \). By additivity of cylindrifiers, we restrict our attention to atoms \( M_a \in \text{At}_f \) with \( a : n \rightarrow M \), and \( M \in \text{CRG}_f \subseteq \text{CRG} \). Then:

\[
\Theta(c_i^{\text{emAt}} M_a) = f(\bigcup_{[c] \equiv [i]} M_c) = \bigcup_{[c] \equiv [i]} \Theta(M_c) \\
= \bigcup_{[c] \equiv [i]} \sum_j M_c^{(j)} = \sum_j \bigcup_{[c] \equiv [i]} M_c^{(j)} = \sum_j c_i^{\text{emAt}} M_a^{(j)} \\
= c_i^{\text{emAt}}(\sum_j M_a^{(j)}) = c_i^{\text{emAt}} \Theta(M_a).
\]

• Substitutions: Let \( i, k < n \). By additivity of the \( s_{[i,k]} \)’s, we again restrict ourselves to atoms of the form \( M_a \) as specified in the previous items. Now computing we get:

\[
\Theta(s_{[i,k]}^{\text{emAt}} M_a) = \Theta(M_{a_0[i,k]}) = \sum_j c_{i}^{\text{emAt}}(M_{a_0[i,k]}^{(j)}) = \sum_j s_{[i,k]}^{\text{emAt}} M_a^{(j)} = s_{[i,k]}^{\text{emAt}}(\sum_j M_a^{(j)}) = s_{[i,k]}^{\text{emAt}} \Theta(M_a).
\]

4.: \( \forall \) has a winning strategy in \( G^{n+3}_{\text{At}}(\mathcal{A}_{n+1,n}) \); and the required result: It is straightforward to show that \( \forall \) has winning strategy first in the Ehrenfeucht–Fraïssé forth private game played between \( \exists \) and \( \forall \) on the complete irreflexive graphs \( n + 1 \) and \( n \) in \( n + 1 \) rounds \( EF_{n+1}^{n+1}(n + 1, n) \) \cite{22} Definition 16.2 since \( n + 1 \) is ‘longer’ than \( n \). Here \( r \) is the number of rounds and \( p \) is the number of pairs of pebbles on board. Using (any) \( p > n \) many pairs of pebbles available on the board \( \forall \) can win this game in \( n + 1 \) many rounds. In each round \( 0, 1, \ldots, n \), \( \exists \) places a new pebble on a new element of \( n + 1 \). The edge relation in \( n \) is irreflexive so to avoid losing \( \exists \) must respond by placing the other pebble of the pair on an unused element of \( n \). After \( n \) rounds there will be no such element, so she loses in the next round. \( \forall \) lifts his winning strategy from the private Ehrenfeucht–Fraïssé forth game \( EF_{n+1}^{n+1}(n + 1, n) \) to the graph game on \( \text{At}_f = \text{At}(\mathcal{A}_{n+1,n}) \) \cite{10} pp. 841 forcing a win using \( n + 3 \) nodes. He bombards \( \exists \) with cones having common base and distinct green tints until \( \exists \) is forced to play an inconsistent red triangle (where indices of reds do not match). Let \( \mathfrak{N}_{sc} \) denote the ‘Sc reduct’. For brevity let \( \mathcal{D} = \mathfrak{N}_{sc}\mathcal{A}_{n+1,n} \in \mathcal{S} \). Then by Lemma \cite{15} since \( \mathcal{D} \) is finite, then \( \mathcal{D} \) does not have an \( n + 3 \)-square representation. But \( \mathcal{D} \) embeds into \( \mathfrak{N}_{sc}^{\text{emAt}} \) it follows that the last dos not have an \( n + 3 \) square represeation either. \( \square \)

**Theorem 4.7.** Let \( 2 < n < \omega \).
1. For any ordinal \( \alpha \geq 3 \) (possibly infinite), there exists \( \mathfrak{A} \in \text{RCA}_\alpha \) such that \( \text{CmAt}\mathfrak{A} \not\in \text{SNr}_\alpha \text{CA}_{\alpha+3} \).

2. There exists \( \mathfrak{A} \in \text{NR}_n \text{CA}_I \cap \text{RCA}_n \) such that \( \text{CmAt}\mathfrak{A} \not\in \text{RCA}_n \).

3. There exists \( \mathfrak{B} \in \text{Cs}_n \), \( \mathfrak{B} \not\in \text{EI} \text{NR}_n \text{CA}_{n+1} \), but \( \text{At}\mathfrak{B} \in \text{NR}_n \text{CA}_\omega \) and \( \text{CmAt}\mathfrak{B} \in \text{NR}_n \text{CA}_\omega \).

Proof. Now we lift the last result to the transfinite. We consider for simplicity of notation only the infinite ordinal \( \omega \). For each finite \( k \geq 3 \), let \( \mathfrak{A}(k) \) be an atomic countable simple representable \( \text{CA}_k \) such that \( \mathfrak{B}(k) = \text{CmAt}\mathfrak{A}(k) \not\in \text{SNr}_k \text{CA}_{k+3} \). We know that such algebras exist by the above. It can be that: (*) \( \mathfrak{B}_m \) embeds into \( \text{R}_m \mathfrak{B}_t \), whenever \( 3 \leq m < t < \omega \). Throughout this part of the proof \( F \) denote a non-principal ultrafilter on \( \omega \setminus 3 \). For each finite \( k \geq 3 \), let \( \mathfrak{A}(k) \) and \( \mathfrak{B}(k) \) be the algebras constructed in the finite dimensional case (of dimension \( k \)). Let \( \mathfrak{A}_k \) be an (atomic) algebra having the signature of \( \text{CA}_\omega \) such that \( \text{R}_k \mathfrak{A}_k = \mathfrak{A}(k) \). Analogously, let \( \mathfrak{B}_k \) be an algebra having the signature of \( \text{CA}_\omega \) such that \( \text{R}_k \mathfrak{B}_k = \mathfrak{B}(k) \), and we require in addition that \( \mathfrak{B}_k = \text{CmAt}(\mathfrak{A}_k) \). We use a lifting argument using ultraproducts. Let \( \mathfrak{B} = \prod_{i \in \omega \setminus 3} \mathfrak{B}_i / F \). It is easy to show that \( \mathfrak{A} = \prod_{i \in \omega \setminus 3} \mathfrak{A}_i / F \in \text{RCA}_\omega \). Furthermore, a direct computation gives: \( \text{CmAt}\mathfrak{A} = \text{CmAt}[\prod_{i \in \omega \setminus 3} \mathfrak{A}_i / F] = \text{CmAt}[\prod_{i \in \omega \setminus 3} (\mathfrak{A}_i / F)] = \prod_{i \in \omega \setminus 3} (\text{CmAt}\mathfrak{A}_i) / F = \prod_{i \in \omega \setminus 3} \mathfrak{B}_i / F = \mathfrak{B} \). By the same token, \( \mathfrak{B} \in \text{CA}_\omega \). Assume for contradiction that \( \mathfrak{B} \in \text{SNr}_\omega \text{CA}_{\omega+3} \). Then \( \mathfrak{B} \subseteq \text{R}_\omega \mathfrak{C} \) for some \( \mathfrak{C} \in \text{CA}_{\omega+3} \). Let \( 3 \leq m < \omega \) and let \( \lambda : m + 3 \to \omega + 3 \) be the function defined by \( \lambda(i) = i \) for \( i < m \) and \( \lambda(m + i) = \omega + i \) for \( i < 3 \). Then we get (**): \( \text{R}_m \mathfrak{B}_m \subseteq \text{CA}_m \mathfrak{B} \subseteq \text{R}_m \text{R}_\omega \mathfrak{C} \). By assumption let \( I_1 : \mathfrak{B}_m \to \text{R}_m \mathfrak{B}_t \) be an injective homomorphism for \( 3 \leq m < t < \omega \). Let \( i(b) = (i, b : t \geq m) / F \) for \( b \in \mathfrak{B}_m \). Then \( i(b) \) is an injective homomorphism that embeds \( \mathfrak{B}_m \) into \( \text{R}_m \mathfrak{B} \). By (**), we know that \( \text{R}_m \mathfrak{B} \in \text{SNr}_m \text{CA}_{m+3} \), hence \( \mathfrak{B}_m \in \text{SNr}_m \text{CA}_{m+3} \), too. This is a contradiction, and we are done.

2. We use the construction in [1]. Let \( \mathfrak{R} \) be a relation algebra, with non-identity atoms \( I \) and \( 2 < n < \omega \). Assume that \( J \subseteq \varphi(I) \) and \( E \subseteq \omega \). \((J, E)\) is an \( n \)-blur for \( \mathfrak{R} \), if \( J \) is a complex \( n \)-blur and the tenary relation \( E \) is an index blur defined as in item (ii) of [1] Definition 3.1]. We say that \((J, E)\) is a strong \( n \)-blur, if it \((J, E)\) is an \( n \)-blur, such that the complex \( n \)-blur satisfies: \((\forall V_1, \ldots, V_n, W_2, \ldots, W_n \in J) (\forall T \in J) (\forall 2 \leq i \leq n) \text{safe}(V_i, W_i, T) \) (with notation as in [1]). Now Let \( I \geq 2n - 1 \), \( k \geq (2n - 1)/l \), \( k \in \omega \). One takes the finite integral relation algebra \( \mathfrak{R}_l = \mathfrak{C}_k(2, 3) \) where \( k \) is the number of non-identity atoms in \( \mathfrak{R}_l \). Then \( \mathfrak{R}_l \) has a strong \( l \)-blur, \((J, E)\) and it can only be represented on a finite basis [4]. Then \( \text{B}_n(\mathfrak{R}_l, J, E) = \text{NR}_n \text{B}_l(\mathfrak{R}_l, J, E) \) has no complete representation, so \( \text{CmAt}\mathfrak{B}_n(\mathfrak{R}_l, J, E) \) is not representable.

3. Let \( V = \omega_0 \) and let \( \mathfrak{A} \in \text{Cs}_n \) has universe \( \varphi(V) \). Then clearly \( \mathfrak{A} \in \text{NR}_n \text{CA}_\omega \). To see why, let \( W = \omega_0 \) and let \( \mathfrak{D} \in \text{Cs}_\omega \) have universe \( \varphi(W) \). Then the map \( \theta : \mathfrak{A} \to \varphi(\mathfrak{D}) \) defined via \( a \mapsto \{ s \in W : (s \upharpoonright \alpha) \subseteq a \} \), is an injective homomorphism from \( \mathfrak{A} \) into \( \text{R}_n \mathfrak{D} \) that is onto \( \text{R}_n \mathfrak{D} \). Let \( y \) denote the following \( n \)-ary relation: \( y = \{ s \in V : s_0 + 1 = \sum_{i > 0} s_i \} \). Let \( y_s \) be the singleton containing \( s \), i.e. \( y_s = \{ s \} \) and \( \mathfrak{B} = \sum_{y \in V} \mathfrak{A} \{ y, y_s : s \in y \} \). It is shown in [33] that \( \{ s \} \in \mathfrak{B} \), for all \( s \in V \). Now \( \mathfrak{B} \) and \( \mathfrak{A} \) having same top element \( V \), share the same atom structure, namely, the singletons, so \( \mathfrak{B} \subseteq \text{At} \) and \( \text{CmAt}\mathfrak{B} = \mathfrak{A} \). Furthermore, plainly \( \mathfrak{A}, \mathfrak{B} \in \text{CRA}_n \); the identity maps establishes a complete representation for both, since \( \bigcup_{V \in V} \{ s \} = V \). Since \( \mathfrak{B} \subseteq \text{At} \), then \( \mathfrak{B} \subseteq \mathfrak{A} \), so \( \mathfrak{B} \in \text{S}_n \text{NR}_n \text{CA}_\omega \cap \text{At} \) because \( \mathfrak{A} \in \text{NR}_n \text{CA}_\omega \) is atomic. As proved in [33], \( \mathfrak{B} \not\in \text{EI} \text{NR}_n \text{CA}_{n+1}(\supset \text{NR}_n \text{CA}_\omega \cap \text{At}) \).
Corollary 4.8. There is a $\text{CA}_n$ atom structure, namely $\text{At}$ in Theorem 4.7 that is weakly but not strongly representable.

It is known that the class of weakly representable atom structures is elementary [44]. In a moment we will show that the class of strongly representable atom structure is not elementary; reproving a result of Hirsch and Hodkinson [22].

Corollary 4.9. There are infinitely many subvarieties of $\text{CA}_n$ containing $\text{RCA}_n$ that are not atom-canonical.

Proof. It is known that for any pair of ordinals $\alpha < \beta$, $\text{SNr}_{\alpha} \text{CA}_\beta$ is a variety, and that for $k \geq 1$ and $2 < n < \omega$, $\text{RCA}_n \subsetneq \text{SNr}_n \text{CA}_{n+k+1} \subsetneq \text{SNr}_n \text{CA}_{n+k} \subseteq \text{CA}_n$, cf. [20, Chapter 15]. In other words, the sequence $\langle \text{SNr}_n \text{CA}_{n+k+1} : k \geq 1 \rangle$ is strictly decreasing.

Corollary 4.10. There exists a countable atomic $\mathfrak{A} \in \text{Cs}_n$ that is dense in an algebra $\mathfrak{B}$ such that $\mathfrak{B} \notin \text{boldSNr}_n \text{CA}_{n+3}$.

Proof. Take $\mathfrak{A}$ to be the algebra $\text{CmAt}$ and $\mathfrak{B}$ its Dedekind-MacNeille completion, namely, $\text{CmAt}$, where $\text{At}$ is (weakly but not strongly representable) atom structure constructed in the proof of Theorem 4.7.

Theorem 4.7 prompts the following definition which suggests that not all algebras are representable in the 'same degree': Some algebras are 'more representable' than others.

Definition 4.11. Let $2 < n < m \leq \omega$. We say that $\mathfrak{A} \in \text{RCA}_n$ is representable up to $m$ $\iff$ its Dedekind-MacNeille completion is in $\text{SNr}_n \text{CA}_m$.

Let $\text{RCA}_n^m$ be the class of algebras representable up to $m$. In [24] finite algebras are constructed in $\text{SNr}_n \text{CA}_{n+k} \sim \text{SNr}_n \text{CA}_{n+k+1}$ for all $k \geq 1$. Since for a finite algebra $\mathfrak{A}$, $\text{CmAt}\mathfrak{A} = \mathfrak{A}$, then for $2 < n < m < l \leq \omega$, $\text{RCA}_n^l \subsetneq \text{RCA}_n^m$.

Using the previous algebraic result on non atom canonicity established in Theorem 4.7 we address algebraically a version of the omitting types theorems in the framework of the clique guarded $n$–variable fragments of first order logic.

Lemma 4.12. Let $2 < n < m < \omega$, and $\mathfrak{A} \in \text{CA}_n$ be an atomic algebra. Then $\mathfrak{A}$ has a complete $m$-square representation $\iff$ $\exists$ has a winning strategy in $G^m_\omega(\text{At}\mathfrak{A})$.

Proof. [42, Lemma 5.8].

Corollary 4.13. There exists $\mathfrak{A} \in \text{Cs}_n$ such that $\text{CmAt}\mathfrak{A}$ does not have an $n+3$-square representation.

Proof. This follows from the previous Lemma, together with the proof of (c) in Theorem 4.7 by observing that $\forall$ has a winning strategy in $G^{n+3}_\omega \text{CA}_{n+1,n}$ (in finitely many rounds of course) without the need to reuse nodes. The game $G^m$ is stronger than what is really needed.

Lemma 4.14. If $\mathfrak{A} \in \text{CA}_n$ has a complete $m$–flat representation, then $\mathfrak{A}$ is atomic and $\text{CmAt}\mathfrak{A}$ has an $m$-flat representation. An entirely analogous result holds by replacing $m$-flat by $m$-square.
Proof. Atomicity is like the classical case [19]. Now let $f : \mathfrak{A} \to \varphi(V)$ be a complete $m$–flat representation $\mathfrak{A}$ with $V \subseteq \mathcal{M}$ where $\mathcal{M}$ is the base of the representation, so that $\mathcal{M} = \bigcup_{s \in V} \text{rng}(s)$. For $a \in \text{cmAt}\mathfrak{A}$, let $a \downarrow = \{ x \in \text{At}\mathfrak{A} : x \leq a \}$. Define $g : \text{cmAt}\mathfrak{A} \to \varphi(V)$ by $g(a) = \bigcup_{x \in a} f(x)$. Then $g$ is a complete $m$–flat representation of $\text{cmAt}\mathfrak{A}$ with base $\mathcal{M}$.

For an $L_n$ theory $T$, $\mathfrak{m}_T$, denotes the Tarski–Lindenbaum quotient $\text{RCA}_n$ corresponding to $T$ where the quotient modulo $T$ is defined semantically. Given an $L_n$ theory $T$ and $m > n$, by an $m$–flat model of $T$, we understand an $m$–flat representation of $\mathfrak{m}_T$, when $m < \omega$, and an ordinary representation of $\mathfrak{m}_T$ if $m$ is infinite. An atomic $L_n$ theory $T$ is one for which $\mathfrak{m}_T$ is atomic. A co-atom of $T$ is a formula $\phi$ such that $(\neg \phi)_T$ is an atom in $\mathfrak{m}_T$.

**Corollary 4.15.** There is a countable, atomic and complete $L_n$ theory $T$ such that the non–principal type consisting of co–atoms cannot be omitted in an $n + 3$–square, a fortiori $n + 3$–flat model.

**Proof.** Let $\mathfrak{A} \in \mathcal{C}_n$ be countable (and simple) such that its Dedekind-MacNeille completion does not have an $n + 3$–square representation. This $\mathfrak{A}$ exists by Theorem 4.7. By [16] §4.3, we can (and will) assume that $\mathfrak{A} = \mathfrak{m}_T$ for a countable, atomic theory $L_n$ theory $T$. Let $\Gamma$ be the $n$–type consisting of co–atoms of $T$. Then $\Gamma$ is a non principal type that cannot be omitted in any $n + 3$–square model, for if $\mathcal{M}$ is an $n + 3$–square model omitting $\Gamma$, then $\mathcal{M}$ would be the base of a complete $n + 3$–square representation of $\mathfrak{A}$, giving, by Lemma 4.14 representation of $\text{cmAt}\mathfrak{A}$, which is impossible.

**Corollary 4.16.** There exists an atomic $T \in \text{RRA}$ and an atomic $\mathfrak{A} \in \text{RCA}_n$ such that their Dedekind-MacNeille completions do not embed into their canonical extensions.

**Proof.** We prove the CA case only. The RA case is entirely analogous. Since $\text{RCA}_n$ is canonical [16] and $\mathfrak{A} \in \text{RCA}_n$, then its canonical extension $\mathfrak{A}^+ \in \text{RCA}_n$. But $\text{cmAt}\mathfrak{A} \notin \text{RCA}_n$, so it does not embed into $\mathfrak{A}^+$, because $\text{RCA}_n$ is a variety, a fortiori closed under $\mathcal{S}$.

Sahlqvist formulas are a certain kind of modal formula with remarkable properties. The Sahlqvist correspondence theorem states that every Sahlqvist formula corresponds to a first order definable class of Kripke frames. Sahlqvist’s definition characterizes a decidable set of modal formulas with first-order correspondents. Since it is undecidable, by Chagrova’s theorem, whether an arbitrary modal formula has a first-order correspondent [7, Theorem 3.56], there are formulas with first-order frame conditions that are not Sahlqvist. But this is not the end of the story, for it might be the case that every modal formula with a first order correspondent is equivalent to a Sahlqvist one, which is not the case [7, Example 3.57]. The reader is referred to [7] and [20, 2.7] for more on aspects of duality for BAOs and in particular for Sahlqvist axiomatizability in general. By the duality theory between BAOs and multimodal logic, Sahlqvist formulas transform recursively to Sahlqvist equations in the corresponding modal algebras, cf. [20, Section 2.7.6]. A variety $V$ of BAOs is Sahlqvist if it can be axiomatized by Sahlqvist equations.

**Theorem 4.17.** For any $2 < n < m \leq \omega$ the variety $\text{SN}_n \text{CA}_m$ is not Sahlqvist. Conversely, for any pair of infinite ordinals $\alpha < \beta$, the varieties $\text{SN}_\alpha \text{PA}_\beta$ and $\text{SN}_\alpha \text{PEA}_\beta$ are Sahlqvist, and is closed under Dedekind-MacNeille completions.
Proof. Let \( \alpha < \beta \) be infinite ordinals. Then \( \text{SN}_{\alpha} \text{PA}_{\beta} = \text{N}_{\alpha} \text{PA}_{\beta} = \text{PA}_n \), cf. the remark before [16] Theorem 5.4.17. The last is axiomatized by positive equations [16] Definition 5.4.1) which are Sahlqvist. Applying [16] we are done. The \( \text{PEA} \) case is entirely analogous using the axiomatization in the aforementioned definition.

Let \( 2 < n < \omega \). We approach the modal version of \( L_n \) without equality, namely, \( S5^n \). The corresponding class of modal algebras is the variety \( \text{RDf}_n \) of diagonal free \( \text{RCA}_n \)s.

Let \( \mathfrak{A} \in \text{CA}_n \) is such that \( \text{RDf}_n \mathfrak{A} \in \text{RDf}_n \), and \( \mathfrak{A} \) is generated by \( \{ x \in \mathfrak{A} : \Delta x \neq n \} \) (with other \( \text{CA} \) operations) using infinite intersections, then \( \mathfrak{A} \in \text{CA}_n \).

Proof. Easily follows from [16] Lemma 5.1.50, Theorem 5.1.51]. Assume that \( \mathfrak{A} \in \text{CA}_n \), \( \text{RDf}_n \mathfrak{A} \) is a set algebra (of dimension \( n \)) with base \( U \), and \( R \subseteq U \times U \) are as in the hypothesis of [16] Theorem 5.1.49]. Let \( E = \{ x \in A : (\forall x, y \in (\forall x, y \in U))(\forall i < n) (x_i = y_i \implies (x \in X \iff y \in X)) \} \). Then \( \{ x \in \mathfrak{A} : \Delta x \neq n \} \subseteq E \) and \( E \in \text{CA}_n \) is closed under infinite intersections. The required follows.

Theorem 4.19. For \( 2 < n < \omega \), \( \text{RDf}_n \) is not atom–canonical, hence not Sahlqvist.

Proof. It is enough to show that \( \text{CmAtA} \), where \( \mathfrak{A} \) is constructed in Theorem 4.7 is generated by elements whose dimension sets have cardinality \( < n \) using infinite unions, for in this case \( \text{RDf}_n \mathfrak{A} \) will be atomic, countable and representable, but having no complete representation. Indeed, by Lemma 4.18 and Theorem 4.7 \( \text{RDf}_n \text{CmAtA} = \text{CmAtRd}_n \mathfrak{A} \) will not be representable. We show that for any rainbow atom \( [a] \), \( a : n \rightarrow \Gamma \), \( \Gamma \) a coloured graph, that \( [a] = \prod_{i<n} c_i[a] \). Clearly \( \leq \) holds. Assume that \( b : n \rightarrow \Delta \), \( \Delta \) a coloured graph, and \( [a] \neq [b] \). We show that \( [b] \notin \prod_{i<n} c_i[a] \) by which we will be done. Because \( a \) is not equivalent to \( b \), we have one of two possibilities: either \( (\exists i, j < n)(\Delta (b(i), b(j)) \neq \Gamma (a(i), a(j))) \) or \( (\exists i_1, \ldots, i_{n-1} < n)(\Delta (b(i_1), \ldots, b(i_{n-1})) \neq \Gamma (a(i_1), \ldots, a(i_{n-1}))) \). Assume the first possibility: Choose \( k \notin \{i, j\} \). This is possible because \( n > 2 \). Assume for contradiction that \( [b] \in c_k[a] \). Then \( (\forall i, j \in n \setminus \{k\})(\Delta (b(i), b(j)) = \Gamma (a(i), a(j))) \). By assumption and the choice of \( k \), \( (\exists i, j \in n \setminus k)(\Delta (b(i), b(j)) \neq \Gamma (a(i), a(j))) \), contradiction. For the second possibility, one chooses \( k \notin \{i_1, \ldots, i_{n-1}\} \) and proceeds like the first case deriving an analogous contradiction.

\( K^n \) is the logic of \( n \)-ary product frames, of the form \( (W_i, R_i)_{i<n} \) where for each \( i < n \), \( R_i \) is any any relation on \( W_i \). On the other hand, \( S5^n \) can be regarded as the logic of \( n \)-ary product frames of the form \( (W_i, R_i)_{i<n} \) such that for each \( i < n \), \( R_i \) is an equivalence relation.

It is known that modal languages can come to grips with a strong fragment of second order logic. Modal formulas translate to second order formulas, their correspondants on frames. Some of these formulas can be genuinely second order; they are not equivalent to first order formulas. An example is the McKinsey formula: \( \Box p \rightarrow \Diamond \Box p \). This can be proved by showing that its correspondant violates the downward Löwenheim–Skolem Theorem. The next proposition bears on the last two issues. For a class \( \mathsf{L} \) of frames, let \( \mathcal{L}(\mathsf{L}) \) be the class of modal formulas valid in \( \mathsf{L} \). It is difficult to find explicitly (necessarily) infinite axiomatizations for \( S5^n \) as well as shown in the next Theorem.

But first we recall some basic notions about graphs. A (directed) graph is a set \( G \) (of nodes or vertices) endowed with a binary relation \( E \), the edge relation. A pair \( (x, y) \) of
elements of $G$ is said to be an edge if $xEy$ holds. A directed graph is said to be complete if 
$(x, y)$ is an edge for all nodes $x, y$. A graph is said to be undirected if $E$ is symmetric and
irreflexive. An undirected graph is complete if $(x, y)$ is an edge for all distinct nodes $x, y$.
Finite ordinals were viewed as complete irreflexive graphs the obvious way, cf. Theorem 4.7.

A clique in an undirected graph with set of nodes $G$ is a set $C \subseteq G$ such that each pair of
distinct nodes of $C$ is an edge.

**Definition 4.20.** Let $\mathcal{G} = (G, E)$ be an undirected graph ($G$ is the set of vertices and $E$
is an irreflexive symmetric binary relation on $E$), and $C$ be a non-empty set of ‘colours’.

1. A subset $X \subseteq G$ is said to be an independent set if $(x, y) \in E$ for all $x, y \in X$.

2. A function $f : G \to C$ is called a $C$ colouring of $\mathcal{G}$ if $(v, w) \in E$ implies that
$f(v) \neq f(w)$.

3. The chromatic number of $\mathcal{G}$, denoted by $\chi(\mathcal{G})$, is the size of the smallest finite set $C$
such that there exists a $C$ colouring of $\mathcal{G}$, if such a $C$ exists, otherwise $\chi(\mathcal{G}) = \infty$.

4. A cycle in $\mathcal{G}$ is a finite sequence $\mu = (v_0, \ldots v_{k-1})$ (some $k \in \omega$) of distinct nodes,
such that $(v_0, v_1), \ldots (v_{k-2}, v_{k-1}), (v_{k-1}, v_0) \in E$. The length of such a cycle is $k$.

5. The girth of $\mathcal{G}$, denoted by $g(\mathcal{G})$, is the length of the shortest cycle in $\mathcal{G}$ if $\mathcal{G}$ contains
cycles, and $g(\mathcal{G}) = \infty$ otherwise.

**Theorem 4.21.** Let $2 < n < \omega$. There is no axiomatization of $S5^n$ with formulas
having first order correspondence. For any canonical logic $\mathcal{L}$ between $K^n$ and $S5^n$, it is
undecidable to tell whether a finite frame is a frame for $\mathcal{L}$, $\mathcal{L}$ cannot be finitely axiomatized
in $k$th order logic (for any finite $k$), and $\mathcal{L}$ cannot be axiomatized by canonical formulas,
a fortiori Sahlqvist formulas.

**Proof.** Let $\mathcal{L}$ be the class of square frames for $S5^n$. Then $\mathcal{L}(\mathcal{L}) = S5^n$ [23, p.192]. But
the class of frames $\exists$ valid in $\mathcal{L}(\mathcal{L})$ coincides with the class of strongly representable $Df_k$
atom structures which is not elementary as proved in [8]. This gives the first required
result for $S5^n$. With lemma 4.18 at our disposal, a slightly different proof can be easily
distilled from the construction adressing $\mathcal{CA}$s in [22] or [23]. We adopt the construction in
the former reference, using the Monk–like $\mathcal{CA}_{\kappa} \mathcal{M}(\Gamma), \Gamma$ a graph, as defined in [22, Top
of p.78]. For a graph $\mathcal{G}$, let $\chi(\mathcal{G})$ denote it chromatic number. Then it is proved in op.cit
that for any graph $\Gamma$, $\mathcal{M}(\Gamma) \in \mathcal{RCA}_{\kappa} \iff \chi(\Gamma) = \infty$. By lemma 4.18
$\mathcal{Rd}_g \mathcal{M}(\Gamma) \in RDf_{\kappa} \iff \chi(\Gamma) = \infty$, because $\mathcal{M}(\Gamma)$ is generated by the set \{$x \in \mathcal{M}(\Gamma) \colon \Delta x \neq n$\} using
infinite unions. Now we adopt the argument in [22]. Using Erdos’ probabalistic graphs
[11], for each finite $\kappa$, there is a finite graph $G_\kappa$ with $\chi(G_\kappa) > \kappa$ and with no cycles of
length $< \kappa$. Let $\Gamma_\kappa$ be the disjoint union of the $G_l$ for $l > \kappa$. Then $\chi(\Gamma_\kappa) = \infty$, and so
$\mathcal{Rd}_g \mathcal{M}(\Gamma_\kappa)$ is representable. Now let $\Gamma$ be a non-principal ultraproduct $\Pi_{\kappa} \Gamma_\kappa$
for the $\Gamma_\kappa$s. For $\kappa < \omega$, let $\sigma_\kappa$ be a first-order sentence of the signature of the graphs stating
that there are no cycles of length less than $\kappa$. Then $\Gamma_l \models \sigma_\kappa$ for all $l \geq \kappa$. By Loś’s
Theorem, $\Gamma \models \sigma_\kappa$ for all $\kappa$. So $\Gamma$ has no cycles, and hence by $\chi(\Gamma) \leq 2$. Thus $\mathcal{Rd}_g \mathcal{M}(\Gamma)$
is not representable. (Observe that the the term algebra $\mathcal{TmAt(\mathcal{M}(\Gamma))}$ is representable
(as a $\mathcal{CA}_{\kappa}$), because the class of weakly representable atom structures is elementary [20, Theorem 2.84].) Since Sahlqvist formulas have first order correspondants, then $S5^n$ is
not Sahlqvist. In [23], it is proved that it is undecidable to tell whether a finite frame is a
frame for \(\mathcal{L}\), and this gives the non–finite axiomatizability result as indicated in \textit{op. cit.}, and obviously implies undecidability. The rest follows by transferring the required results holding for \(\mathbb{S}^5\) \([8, 23]\) to \(\mathcal{L}\) since \(\mathbb{S}^5\) is finitely axiomatizable over \(\mathcal{L}\), and any axiomatization of \(\mathsf{Df}_n\) must contain infinitely many non-canonical equations.

\[\square\]

5 Complete representations and OTT

Suppose that \(\mathfrak{A} = \mathfrak{A}_\tau \mathcal{D}\) for some atomic \(\mathcal{D} \in \mathbb{C}_\omega\), does this imply that \(\mathfrak{A}\) is completely representable? We show that this might not be the case if \(\mathcal{D}\) is atomless.

**Theorem 5.1.** Let \(\kappa\) be an infinite cardinal. Then there exists an atomless \(\mathfrak{C} \in \mathbb{C}_\omega\) such that for all \(2 < n < \omega\), \(\mathfrak{A}_\tau \mathfrak{C}\) is atomic, with \(|\mathfrak{A}(\mathfrak{A}_\tau \mathfrak{C})| = 2^n\), \(\mathfrak{A}_\tau \mathfrak{C} \in \mathbb{L}\mathcal{C}_n\), but \(\mathfrak{A}_\tau \mathfrak{C}\) is not completely representable.

**Proof.** We use the following uncountable version of Ramsey’s theorem due to Erdos and Rado: If \(r \geq 2\) is finite, \(k\) an infinite cardinal, then \(\exp_r(k)^+ \rightarrow (k^+)^{r+1}\) where \(\exp_0(k) = k\) and inductively \(\exp_{r+1}(k) = 2^{\exp_r(k)}\). The above partition symbol describes the following statement. If \(f\) is a coloring of the \(r+1\) element subsets of a set of cardinality \(k^+\) in \(k\) many colors, then there is a homogeneous set of cardinality \(k^+\) (a set, all whose \(r + 1\) element subsets get the same \(f\)-value). Let \(\kappa\) be the given cardinal. We use a variation on the construction in \([31]\) which is a simplified more basic version of a rainbow construction where only the two predominant colours, namely, the red and blues are available. The algebra \(\mathfrak{C}\) will be constructed from a relation algebra possessing an \(\omega\)-dimensional cylindric basis. To define the relation algebra we specify its atoms and the forbidden triples of atoms. The atoms are \(\text{id}, g^i_0 : i < 2^\kappa\) and \(r^j_+ : 1 \leq j < \kappa\), all symmetric. The forbidden triples of atoms are all permutations of \((\text{id}, x, y)\) for \(x \neq y\), \((r_j, r_j, r_j)\) for \(1 \leq j < \kappa\) and \((g^{i, i'}_0, g^{i'}_0, g^r_0)\) for \(i, i' < 2^\kappa\). Write \(g_0\) for \(\{g^i_0 : i < 2^\kappa\}\) and \(r^j_+\) for \(\{r^j_+ : 1 \leq j < \kappa\}\). Call this atom structure \(\alpha\). Consider the term algebra \(\mathfrak{A}\) defined to be the subalgebra of the complex algebra of this atom structure generated by the atoms. We claim that \(\mathfrak{A}\), as a relation algebra, has no complete representation, hence any algebra sharing this atom structure is not completely representable, too. Indeed, it is easy to show that if \(\mathfrak{A}\) and \(\mathfrak{B}\) are atomic relation algebras sharing the same atom structure, so that \(\mathfrak{A}(\mathfrak{A}) = \mathfrak{A}(\mathfrak{B})\), then \(\mathfrak{A}\) is completely representable \(\iff\) \(\mathfrak{B}\) is completely representable.

Assume for contradiction that \(\mathfrak{A}\) has a complete representation \(\mathcal{M}\). Let \(x, y\) be points in the representation with \(\mathcal{M} \models r_1(x, y)\). For each \(i < 2^\kappa\), there is a point \(z_i \in \mathcal{M}\) such that \(\mathcal{M} \models g^i_0(x, z_i) \land r_1(z_i, y)\). Let \(Z = \{z_i : i < 2^\kappa\}\). Within \(Z\), each edge is labelled by one of the \(\kappa\) atoms in \(r^j_+\). The Erdos-Rado theorem forces the existence of three points \(z^1, z^2, z^3 \in Z\) such that \(\mathcal{M} \models r_j(z^1, z^2) \land r_j(z^2, z^3) \land r_j(z^3, z^1)\), for some single \(j < \kappa\). This contradicts the definition of composition in \(\mathfrak{A}\) (since we avoided monochromatic triangles). Let \(S\) be the set of all atomic \(\mathfrak{A}\)-networks \(N\) with nodes \(\omega\) such that \(\{r_i : 1 \leq i < \kappa : r_i\) is the label of an edge in \(N\}\) is finite. Then it is straightforward to show \(S\) is an amalgamation class, that is for all \(M, N \in S\) if \(M \equiv_{ij} N\) then there is \(L \in S\) with \(M \equiv_{ij} L \equiv_{ij} N\), witness \([20]\) Definition 12.8 for notation. Now let \(X\) be the set of finite \(\mathfrak{A}\)-networks \(N\) with nodes \(\subseteq \kappa\) such that:

1. each edge of \(N\) is either (a) an atom of \(\mathfrak{A}\) or (b) a cofinite subset of \(r^j_+ = \{r^j_+ : 1 \leq j < \kappa\}\) or (c) a cofinite subset of \(g_0 = \{g^i_0 : i < 2^\kappa\}\) and
2. \( N \) is ‘triangle-closed’, i.e. for all \( l, m, n \in \text{nodes}(N) \) we have \( N(l, n) \leq N(l, m); N(m, n) \).

That means if an edge \((l, m)\) is labelled by \( \mathbf{ld} \) then \( N(l, n) = N(m, n) \) and if

\[
N(l, m), N(m, n) \leq g_0 \text{ then } N(l, n) \cdot g_0 = 0 \text{ and if } N(l, m) = N(m, n) = r_j \text{ (some } 1 \leq j < \omega \text{) then } N(l, n) \cdot r_j = 0.
\]

For \( N \in X \) let \( \hat{N} \in \mathfrak{Ca}(S) \) be defined by

\[
\{ L : L(m, n) \leq N(m, n) \text{ for } m, n \in \text{nodes}(N) \}\.
\]

For \( i \in \omega \), let \( N \restriction_{-i} \) be the subgraph of \( N \) obtained by deleting the node \( i \). Then if \( N \in X \), \( i < \omega \) then \( \mathfrak{c}_i \hat{N} = \hat{N} \restriction_{-i} \). The inclusion \( \mathfrak{c}_i \hat{N} \subseteq (\hat{N} \restriction_{-i}) \) is clear. Conversely, let \( L \in (\hat{N} \restriction_{-i}) \). We seek \( M \equiv_i L \) with \( M \in \hat{N} \). This will prove that \( L \in \mathfrak{c}_i \hat{N} \), as required. Since \( L \in S \) the set \( T = \{ r \notin L \} \) is infinite. Let \( T \) be the disjoint union of two finite sets \( Y \cup Y' \), say. To define the \( \omega \)-network \( M \) we must define the labels of all edges involving the node \( i \) (other labels are given by \( M \equiv_i L \)). We define these labels by enumerating the edges and labeling them one at a time. So let \( j \neq i < \kappa \). Suppose \( j \in \text{nodes}(N) \). We must choose \( M(i, j) \leq N(i, j) \). If \( N(i, j) \) is an atom then of course \( M(i, j) = N(i, j) \). Since \( N \) is finite, this defines only finitely many labels of \( M \). If \( N(i, j) \) is a cofinite subset of \( g_0 \) then we let \( M(i, j) \) be an arbitrary atom in \( N(i, j) \) and if \( N(i, j) \) is a cofinite subset of \( r_+ \) then let \( M(i, j) \) be an element of \( N(i, j) \cap Y \) which has not been used as the label of any edge of \( M \) which has already been chosen (possible, since at each stage only finitely many have been chosen so far). If \( j \notin \text{nodes}(N) \) then we can let \( M(i, j) = r_k \in Y \) some \( 1 \leq k < \kappa \) such that no edge of \( M \) has already been labelled by \( r_k \). It is not hard to check that each triangle of \( M \) is consistent (we have avoided all monochromatic triangles) and clearly \( M \in \hat{N} \) and \( M \equiv_i L \). The labeling avoided all but finitely many elements of \( Y' \), so \( M \in S \). So \( (\hat{N} \restriction_{-i}) \subseteq \mathfrak{c}_i \hat{N} \).

Now let \( \hat{X} = \{ \hat{N} : N \in X \} \subseteq \mathfrak{Ca}(S) \). Then we claim that the subalgebra of \( \mathfrak{Ca}(S) \) generated by \( \hat{X} \) is simply obtained from \( \hat{X} \) by closing under finite unions. Clearly all these finite unions are generated by \( \hat{X} \). We must show that the set of finite unions of \( \hat{X} \) is closed under all cylindric operations. Closure under unions is given. For \( \hat{N} \in X \) we have \(-\hat{N} = \bigcup_{m, n \in \text{nodes}(N)} \hat{N}_{mn} \) where \( N_{mn} \) is a network with nodes \( \{ m, n \} \) and labeling \( \hat{N}_{mn}(m, n) = -N(m, n) \). \( N_{mn} \) may not belong to \( X \) but it is equivalent to a union of at most finitely many members of \( \hat{X} \). The diagonal \( d_{ij} \) is equal to \( \hat{N} \) where \( N \) is a network with nodes \( \{ i, j \} \) and labeling \( N(i, j) = \mathbf{ld} \). Closure under cylindrication is given. Let \( \mathfrak{C} \) be the subalgebra of \( \mathfrak{Ca}(S) \) generated by \( \hat{X} \). Then \( \mathfrak{A} = \mathfrak{Ra}(\mathfrak{C}) \). To see why, each element of \( \mathfrak{A} \) is a union of a finite number of atoms, possibly a co-finite subset of \( g_0 \) and possibly a co-finite subset of \( r_+ \). Clearly \( \mathfrak{A} \subseteq \mathfrak{Ra}(\mathfrak{C}) \). Conversely, each element \( \mathfrak{B} \) of \( \mathfrak{Ra}(\mathfrak{C}) \) is a finite union \( \bigcup_{N \in F} \hat{N} \), for some finite subset \( F \) of \( X \), satisfying \( \mathfrak{c}_i z = z \), for \( i > 1 \). Let \( i_0, \ldots, i_k \) be an enumeration of all the nodes, other than 0 and 1, that occur as nodes of networks in \( F \). Then, \( \mathfrak{c}_i z = \bigcup_{N \in F} \mathfrak{c}_i z = \bigcup_{N \in F} \hat{N} = \bigcup_{N \in F} (\hat{N} \restriction_{0,1}) \in \mathfrak{A} \). Thus \( \mathfrak{Ra}(\mathfrak{C}) \subseteq \mathfrak{A} \). \( \mathfrak{A} \) is relation algebra reduct of \( \mathfrak{C} \in \mathfrak{CA}_\omega \), but has no complete representation. Let \( n > 2 \). Let \( \mathfrak{B} = \mathfrak{Mr}_n \mathfrak{C} \). Then \( \mathfrak{B} \in \mathfrak{N}_n \mathfrak{CA}_\omega \), is atomic, but has no complete representation for plainly a complete representation of \( \mathfrak{B} \) induces one of \( \mathfrak{A} \). In fact, because \( \mathfrak{B} \) is generated by its two dimensional elements, and its dimension is at least three, its \( \mathfrak{D} \)-reduct is not completely representable.

It remains to show that the \( \omega \)-dilation \( \mathfrak{C} \) is atomless. For any \( N \in X \), we can add an extra node extending \( N \) to \( M \) such that \( 0 \nsubseteq M' \subseteq N' \), so that \( N' \) cannot be an atom in \( \mathfrak{C} \). \( \square \)
However, in Theorem 5.3, to be proved next, we give a positive answer if we replace $\text{CA}_\omega$ by $\text{PA}_\omega$ and $\text{PEA}_\omega$, i.e., when the $\omega$-dilations are atomic polyadic algebras with and without equality. This allows us to give in the next theorem a huge class of completely representable $\text{PA}_n$ and $\text{PEA}_n$s for any finite dimension $n$, possibly having uncountably many atoms. We need to recall from \cite{16}, definition 5.4.16, the notion of neat reducts of polyadic algebras, because we shall be dealing with infinite dimensional such algebras. In this case neat reducts are defined differently. We do it only for PAs. The $\text{PEA}$ case is defined analogously counting in diagonal elements the obvious way.

**Definition 5.2.** Let $J \subseteq \beta$ and $\mathfrak{A} = \langle A, +, \cdot, 0, 1, c(\tau), s(\tau) \rangle_{\tau \in J} \subseteq \beta$ be a $\text{PA}_\beta$. Let $\text{Nr}_J \mathfrak{B} = \{ a \in A : c_{(\beta \sim J)} a = a \}$. Then

$$\text{Nr}_J \mathfrak{B} = \langle \text{Nr}_J \mathfrak{B}, +, \cdot, 0, 1, c(\tau), s(\tau) \rangle_{\tau \in J} \subseteq \beta \text{ for all } \alpha \in \beta$$

where $s' = s$. Here $\bar{\tau} = \tau \cup Id_{\beta \sim \alpha}$. The structure $\text{Nr}_J \mathfrak{B}$ is an algebra, called the $J$-compression of $\mathfrak{B}$. When $J = \alpha$, $\alpha$ an ordinal, then $\text{Nr}_\alpha \mathfrak{B} \in \text{PA}_\alpha$ and it is called the strong neat $\alpha$ reduct of $\mathfrak{B}$, and its elements are called $\alpha$-dimensional. For $\beta \geq \omega$, $\alpha < \beta \cap \omega$, $K \in \{ \text{PA}, \text{PEA} \}$ and $L \subseteq K$, $\text{Nr}_\alpha L$ denotes the class $\{ \text{Nr}_\alpha \mathfrak{A} : \mathfrak{A} \in L \}$.

If $n < \omega$, $\alpha \geq \omega$, and $\mathfrak{B} \in \text{PA}_\alpha$, then $\text{Nr}_n \mathfrak{B}$ is contained in $\text{Nr}_n \mathfrak{R}_{\omega^n} \mathfrak{B}$ Here $\mathfrak{R}_{\omega^n}$ denotes the quasi-polyadic reduct of $\mathfrak{B}$, obtained by discarding infinitary substitutions and the definition of neat reducts is like the CA not involving infinitary cylindrifiers. Indeed, if $c_{(\beta \sim n)} x = x$, then for any $i \in \alpha \sim n$, in $\mathfrak{B}$ we have, $c_i x \leq c_{(\alpha \sim n)} x = x \leq c_i x$, hence $c_i x = x$. However, the converse might not be true. If $c_i x = x$ for all $i \in \alpha \sim n$, this does not imply that $c_{(\alpha \sim n)} x = x$; it can happen that $c_{(\alpha \sim n)} x > x = c_i x$ (for all $i \in \alpha \sim n$). Same observation carries over to to PEs. For an ordinal $\alpha$, let $\text{PA}_\alpha^\text{atc}$ denote the class of completely additive atomic $\text{PA}_\alpha$s.

**Theorem 5.3.** Let $n$ be a finite ordinal. Then $S \subseteq \text{Nr}_n \text{PA}_\omega^\text{atc} \subseteq S \subseteq \text{Nr}_n (\mathfrak{R}_{\omega^n} \text{PA}_\omega^\text{atc}) \subseteq \text{CRPA}_n$. The same result holds for PEs without the condition of complete additivity imposed on the dilation.

**Proof.** We have already dealt with the first inclusion. Let $\mathfrak{A} \in \text{PA}_n$ and $\mathfrak{A} \subseteq \text{Nr}_n \mathfrak{D}$, where $\mathfrak{D} \in \text{PA}_\omega$ is atomic and completely additive. From \cite{40}, we have $\mathfrak{D}$ is completely representable. We show that $\text{Nr}_n \mathfrak{D} \subseteq \mathfrak{D}$ and $\mathfrak{R}_{\omega^n} \mathfrak{D} \subseteq \mathfrak{D}$. Assume that $S \subseteq \text{Nr}_n \mathfrak{D}$ and $\sum \text{Nr}_n \mathfrak{D} S = 1$, and for contraction, that there exists $d \in \mathfrak{D}$ such that $s \leq d < 1$ for all $s \in S$. Let $J = \Delta d \sim n$ and take $t = -c(\tau)(-d) \in \text{Nr}_n \mathfrak{D} \subseteq \mathfrak{R}_{\omega^n} \mathfrak{D}$. Then

$$c_{(\alpha \sim n)} t = c_{(\alpha \sim n)}(-c(\tau)(-d)) = c_{(\alpha \sim n)} - c(\tau)(-d) = c_{(\alpha \sim n)} - c_{(\alpha \sim n)} c(\tau)(-d) = c(\tau)(-d) = c(\tau)(-d)$$

We have proved that $t \in \text{Nr}_n \mathfrak{D} \subseteq \mathfrak{R}_{\omega^n} \mathfrak{D}$. We now show that $s \leq t < 1$ for all $s \in S$, which contradicts $\sum \text{Nr}_n \mathfrak{D} S \geq \sum \mathfrak{R}_{\omega^n} \mathfrak{D} S = 1$. If $s \in S$, we show that $s \leq t$. By $s \leq d$, we have $s \cdot (-d) = 0$. Hence $0 = c(\tau)(s \cdot (-d) = s \cdot c(\tau)(-d)$, so $s \leq c(\tau)(-d)$, hence $s \leq t$ as required. Assume for contradiction that $t = 1$, then
1 = -c_i(j)(-d) and so c_i(j)(-d) = 0. But -d ≤ c_i(j)(-d), so 1 · -d ≤ c_i(j)(-d) = 0.
Hence 1 · -d = 0, and this contradicts that d < 1. We have proved that ∑_D S = 1, so
Nr_n D ⊆ c Nr_n Nr_{na} D ⊆ c D and thus Nr_n D ⊆ c D. Now we only work with the operator
Nr_n. Let f : D → c be a complete representation of D, where c has top element 1^c.
As mentioned earlier such an f exists [40]. Here c is a generalized set algebra; the top
element 1^c is of the form ∪_{i ∈ I} s_i U_i, where I is a non–empty set, for i ≠ j ∈ I, U_i ∩ U_j = ∅,
and c is closed under the polyadic concrete operations including of course all infinitary
substitutions and cylindrifiers. Such operations are defined for τ ∈ ω and X ⊆ 1^c as follows:
s_τ X = {s ∈ 1^c : s ◦ τ ∈ X}, c(Γ) X = {s ∈ 1^c : (∃t ∈ X) : t(j) = s(j), ∀j /∈ Γ}.
We can assume without loss that f is an isomorphism. For brevity, let A = Nr_n D(∈ PA_n).
For a ∈ A, let g(a) = {s ∈ ∪_{i ∈ I} n U_i : s ∪ Id ∈ f(a)}. Then it is easy to show that g is
injective (because f is).

We show that it preserves cylindrifiers. For a function t and i ∈ dom t, t_i^n denotes the
function that is like t except that t(i) = u. Let x ∈ A and i < n. Then s_i g(x) ⇐⇒
s_i ^u ⊆ s_i ∪ Id ∈ f(x) ⇐⇒ (s ∪ Id)_i ^u ∈ f(x) ⇐⇒ s ∪ Id ∈ c_i f(x) = f(c_i x) ⇐⇒ s ∪ g(c_i x). Like with cylindrifiers it is straightforward to check preservation
of the other polyadic operations. Then g is an injective homomorphism from A into a
set algebra with top element ∪_{i ∈ I} n U_i, say. We show that g is an atomic, hence complete
representation. If not, then there exists s ∈ n U, such that s /∈ g(x) for all x ∈ At A. But
f is a complete, hence an atomic representation, too, so there exists an atom β of D,
such that s ∪ Id ∈ f(β). Let F = {x ∈ A : x ≥ β} ⊆ A ⊆ D. Then F is an ultrafilter
in A; it is clearly a filter and if a ∈ A and a /∈ β, then −a · β /∈ 0, because
β is an atom, from which it follows that −a ∈ F. Also F is non–principal, for if it is,
then there would be an atom α ∈ A such that α ≥ β, so s ∩ g(α) which is impossible.
Therefore f F = 0 in A, but clearly, f F = β in D. This contradicts that A ⊆ c D, and we are
done.

Now we deal with PEAs. Here representability for infinite dimensional algebras is
more tricky because, unlike PAs, not every PEA is representable. The idea here is that
when we truncate the dimension to be finite; to n, say, then the resulting algebra PEA_n
(by the neat embedding theorem for QEAs) becomes representable, since any PEA_n has
a QEA reduct obtained by discarding infinitary substitutions. Let A ⊆ c Nr_n D where
D ∈ PEA_ω is atomic. We want to completely represent A. Let a ∈ A be non–zero. We
will find a complete representation f of A, such that f(a) ≠ 0. We have A is atomic.
For brevity, let X = At A. Let c = Nr_{pa} D ∈ PA_ω, so c is obtained from D by discarding
diagonal elements. We use the argument in [40], which freely uses the terminology in [10],
and which we continue to use. Let m be the local degree of c, c its effective cardinality
and n be any cardinal such that n ≥ c and ∑_{s < m} n^s = n. Then there exists an atomic
B ∈ PA_n, such that that c = Nr_ω B, cf. [10] Theorem 3.10], and the local degree of B is
the same as that of c. Since B is a dilation of c, which is a reduct of a PEA_ω, then one
can define for all i < j < n, the diagonal element d_{ij} in B, using the diagonal elements
in D, as in [16] Theorem 5.4.17 satisfying the (abstract) axioms for PEA_n. Call the
expanded structure B^*(∈ PEA_n). For a while we concentrate only on B; we forget about
diagonal elements. For τ ∈ ω, write τ+ for τ ∪ Id_{n → ω}(∈ ω). Let F be a Boolean
principal ultrafilter in B, that contains a and preserves the following joins evaluated in
B, where p ∈ B, Γ ⊆ n and τ ∈ ω:

c_{(Γ)p} = ∑_{p} \{s_{τ p} : τ ∈ ω, τ ∪ α ∼ Γ = Id\},
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and (*):  
\[ s_{\tau^+} X = 1. \]

The first join exists \([40, 10]\), and the second exists, because \(\sum A X = \sum D \text{ and } \tau^+ \text{ is completely additive, since } \mathcal{B}^* \in \text{PEA}_\alpha. \) The last equality of suprema follows from the fact that \(\mathcal{D} = \text{Nr}_\omega \mathcal{B} \subseteq_\mathcal{C} \mathcal{B}; \) this can be proved exactly as above. Such an ultrafilter exists \([40]\). In fact, any ultrafilter generated by an atom below the non-zero \(a\) will be as required. The underlying idea, used also in \([40]\) is that the above joins give rise to nowhere dense sets in the Stone topology \(S\) of \(\mathcal{B}\), any \(F \in S\) preserves these joins \(\iff\) \(F\) lies outside these sets, any principal ultrafilter lies outside nowhere dense sets, and finally the principal ultrafilters are dense in \(S\), since \(\mathcal{B}\) is atomic. For \(i, j \in n\), set 
\[ iEj \iff d_{ij}^{38} \in F. \]
Then by the equational properties of diagonal elements and properties of filters, it is easy to show that \(E\) is an equivalence relation on \(n\). Define \(f : \mathfrak{A} \rightarrow \wp(n/E)\), via \(x \mapsto \{i \in n(E) : d_{ij}^{38} x \in F\}\), where \(i(E) = t(i)\) We show that \(f\) is well-defined. Clearly \(f(a) \neq 0\). Showing that \(f\) is an atomic homomorphism (preserving diagonal elements, as well) is not hard \([38]\) Theorem 3.2.4]. Let \(V = n^{(d)}\). To show that \(f\) is well-defined, it suffices to show that for all \(i, j \in n\) and \(a \in A\), then \(d_{ij}^{38} \in F \iff d_{ij}^{38} \in F\). This can be proved by induction on \(|i \in n : \tau(i) \neq \sigma(i)\rangle\langle \omega\rangle\). If \(J = \{i \in n : \tau(i) \neq \sigma(i)\}\) is empty, the result is obvious. Otherwise assume that \(k \in J\). We introduce a helpful piece of notation. For \(\eta \in V(= n^{(d)})\), let \(\eta(k \rightarrow l)\) stand for the \(\eta^\prime\) that is the same as \(\eta\) except that \(\eta^\prime(k) = l\). Now take any \(\lambda \in \{\eta \in n : (\sigma)^{-1} \{\eta\} = (\tau)^{-1} \{\eta\} = \{\eta\} \setminus \Delta a\). Recall that \(\Delta a = \{i \in n : c_i x \neq x\}\) and that \(n \setminus \Delta a\) is infinite because \(\Delta a \subseteq n\), so such a \(\lambda\) exists. Now we freely use properties of substitutions for cylindric algebras. We have by \([16]\) 1.11 (i) (iv]) (a) \(s_{\sigma} x = s_{\sigma}^{\lambda}(d_{\lambda, \sigma} \cdot s_{\sigma} x)\), and (b) \(s_{\sigma}^{\lambda}(d_{\lambda, \sigma} \cdot s_{\sigma} x) = d_{\tau, \sigma} s_{\sigma} x\), and (c) \(s_{\sigma}^{\lambda}(d_{\lambda, \sigma} \cdot s_{\sigma} x) = d_{\tau, \sigma} s_{\tau, \sigma} x\), and finally (d) \(d_{\lambda, \sigma} \cdot s_{\sigma}^{\lambda} s_{\sigma} x = d_{\lambda, \sigma} \cdot s_{\sigma} x\). Then by (b), (a), (d) and (c), we get,
\[
(\tau k, \sigma k) \in E, \text{ we conclude that } s_{\sigma} x \in F \iff s_{\sigma} x \in F.
\]

The conclusion follows from the induction hypothesis.

We check that \(f\) is a homomorphism:

- **Boolean join:** Since \(F\) is maximal we have:
  \[
  \bar{\sigma} \in f(x + y) \iff s_{\sigma^+} (x + y) \in F \\
  \iff s_{\sigma^+} x + s_{\sigma^+} y \in F \\
  \iff s_{\sigma^+} x \text{ or } s_{\sigma^+} y \in F \\
  \iff \bar{\sigma} \in f(x) \cup f(y).
  \]

- **Complementation:**
  \[
  \sigma \in f(-x) \iff s_{\sigma^+} (-x) \in F \iff -s_{\sigma^+} x \iff s_{\sigma^+} x \notin F \iff \sigma \notin f(x).
  \]
• Diagonal elements: Let \( k, l < n \). Then we have: \( \sigma \in f d_{kl} \iff s_\sigma \cdot d_{kl} \in F \iff d_{\sigma k, \sigma l} \in F \iff (\sigma k, \sigma l) \in E \iff \sigma k / E = \sigma l / E \iff \sigma(k) = \sigma(l) \iff \sigma \in d_{kl} \).

• Cylindrifications: Let \( k < n \) and \( a \in A \). Let \( \bar{\sigma} \in c_k f(a) \). Then for some \( \lambda \in \mathfrak{I} \), we have \( \bar{\sigma}(k) \mapsto \lambda / E \in f(a) \) hence \( s_\sigma + (\bar{\sigma} \cdot k) a \in F \) It follows from the inclusion \( a \leq c_k a \) that, \( s_\sigma + (\bar{\sigma} \cdot k) a \in F \) so \( s_\sigma + c_k a \in F \). Thus \( c_k f(a) \subseteq f(c_k a) \).

We prove the other more difficult inclusion that uses the condition of eliminating cylindrifiers. Let \( a \in A \) and \( k < n \). Let \( \bar{\sigma}' \in f c_k a \) and let \( \sigma = \sigma' \cup Id_{n \sim n} \). Then \( s_\sigma^D c_k a = s_\sigma^D c_k a \in F \). Let \( \lambda = \{ \eta \in \mathfrak{I} : \sigma^{-1}\{\eta\} = \{\eta\}\} \setminus \Delta a, \) such a \( \lambda \) exists because \( \Delta a \) is finite, and \( |\{i \in n : \sigma(i) \neq i\}| < \omega \). Let \( \tau = \sigma \setminus n \setminus \{k, \lambda\} \cup \{(k, \lambda), (\lambda, k)\} \).

Then in \( \mathfrak{B} \) we have \( c_\lambda s_\tau a = s_\tau c_k a = s_\sigma c_k a \in F \). By the construction of \( F \), there is some \( u(\bar{\xi} \Delta(s_\tau^D a)) \) such that \( s_\lambda u \tau a \in F \), so \( s_\sigma (k \mapsto u \in f(a)) \), from which we get that \( \sigma' \in c_k f(a) \).

• Substitutions: Direct since substitution operations are Boolean endomorphisms.

\[ \Box \]

6 Positive results on OTT for \( L_n \)

Unless otherwise specified, \( n \) will denote a finite ordinal \( > 2 \). Now we turn to proving omitting types theorems for certain (not all) \( L_n \) theories. But first a definition:

**Definition 6.1.** Let \( \mathfrak{A} \in \text{RCA}_n \) and let \( \lambda \) be a cardinal.

1. If \( X = (X_i : i < \lambda) \) is family of subsets of \( \mathfrak{A} \), we say that \( X \) is omitted in \( \mathfrak{C} \in \text{Cr}_{\mathfrak{A}_n} \), if there exists an isomorphism \( f : \mathfrak{A} \to \mathfrak{C} \) such that \( \bigcap f(X_i) = \emptyset \) for all \( i < \lambda \).

   When we want to stress the role of \( f \), we say that \( X \) is omitted in \( \mathfrak{C} \) via \( f \).

2. If \( X \subseteq \mathfrak{A} \) and \( \prod X = 0 \), then we refer to \( X \) as a non-principal type of \( \mathfrak{A} \).

Observe that \( \mathfrak{A} \in \text{RCA}_n \) is completely representable \( \iff \mathfrak{A} \) is atomic, and the single non-principal type of co-atoms can be omitted in a \( \mathfrak{G}_{\mathfrak{A}_n} \). We recall certain cardinals that play a key role in (positive) omitting types theorems for \( L_{\omega, \omega} \). Let \( \text{covK} \) be the cardinal used in [78] Theorem 3.3.4. The cardinal \( p \) satisfies \( \omega < p \leq 2^\omega \) and has the following property: If \( \lambda < p \), and \( (A_i : i < \lambda) \) is a family of meager subsets of a Polish space \( X \) (of which Stone spaces of countable Boolean algebras are examples) then \( \bigcup_{i < \lambda} A_i \) is meager. For the definition and required properties of \( p \), witness [12] pp. 3, pp. 44-45, corollary 22c. Both cardinals \( \text{covK} \) and \( p \) have an extensive literature. It is consistent that \( \omega < p < \text{covK} \leq 2^\omega \) [12], so that the two cardinals are generally different, but it is also consistent that they are equal; equality holds for example in the Cohen real model of Solovay and Cohen. Martin’s axiom implies that both cardinals are the continuum. To prove the main result on positive omitting types theorems, we need the following lemma due to Shelah:

**Lemma 6.2.** Assume that \( \lambda \) is an infinite regular cardinal. Suppose that \( T \) is a first order theory, \( |T| \leq \lambda \) and \( \phi \) is a formula consistent with \( T \), then there exist models \( M_i : i < \lambda \), each of cardinality \( \lambda \), such that \( \phi \) is satisfiable in each, and if \( i(1) \neq i(2) \), \( \bar{a}_{i(l)} \in M_i(l) \), \( l = 1, 2, \), \( \text{tp}(\bar{a}_{i(1)}) = \text{tp}(\bar{a}_{i(2)}) \), then there are \( p_i \subseteq \text{tp}(\bar{a}_{i(i)}) \), \( |p_i| < \lambda \) and \( p_i \vdash \text{tp}(\bar{a}_{i(i)}) \) (\( \text{tp}(\bar{a}) \) denotes the complete type realized by the tuple \( \bar{a} \)).
Proof. [30] Theorem 5.16, Chapter IV]

In the next theorem $n < \omega$:

**Theorem 6.3.** Let $\mathfrak{A} \in S_n \text{Nr}_n \text{CA}_\omega$ be countable. Let $\lambda < 2^\omega$ and let $X = (X_i : i < \lambda)$ be a family of non-principal types of $\mathfrak{A}$. Then the following hold:

1. If $\mathfrak{A} \in \text{Nr}_n \text{CA}_\omega$ and the $X_i$s are maximal non-principal ultrafilters, then $X$ can be omitted in a $G_{S_n}$. Furthermore, the condition of maximality cannot be dispensed with.

2. Every subfamily of $X$ of cardinality $< p$ can be omitted in a $G_{S_n}$; in particular, every countable subfamily of $X$ can be omitted in a $G_{S_n}$.

3. If $\mathfrak{A}$ is simple, then every subfamily of $X$ of cardinality $< \text{cov}K$ can be omitted in a $G_{S_n}$.

4. It is consistent, but not provable (in ZFC), that $X$ can be omitted in a $G_{S_n}$.

5. If $\mathfrak{A} \in \text{Nr}_n \text{CA}_\omega$ and $|X| < p$, then $X$ can be omitted $\iff$ every countable subfamily of $X$ can be omitted. If $\mathfrak{A}$ is simple, we can replace $p$ by $\text{cov}K$.

6. If $\mathfrak{A}$ is atomic, not necessarily countable, but have countably many atoms, then any family of non-principal types can be omitted in an atomic $G_{S_n}$; in particular, $X$ can be omitted in an atomic $G_{S_n}$; if $\mathfrak{A}$ is simple, we can replace $G_{S_n}$ by $G_{S_n}$.

**Proof.** For the first item we prove the special case when $\kappa = \omega$. The general case follows from the fact that (*) below holds for any infinite regular cardinal. We assume that $\mathfrak{A}$ is simple (a condition that can be easily removed). We have $\prod X_i = 0$ for all $i < \kappa$ because $\mathfrak{A}$ is a complete subalgebra of $\mathfrak{B}$. Since $\mathfrak{B}$ is a locally finite, we can assume that $\mathfrak{B} = \mathfrak{I}_{M,T}$ for some countable consistent theory $T$. For each $i < \kappa$, let $\Gamma_i = \{ \phi/T : \phi \in X_i \}$. Let $\mathfrak{F} = (\Gamma_j : j < \kappa)$ be the corresponding set of types in $T$. Then each $\Gamma_j (j < \kappa)$ is a non-principal and complete $n$-type in $T$, because each $X_j$ is a maximal filter in $\mathfrak{A} = \text{Nr}_n \mathfrak{B}$. (*) Let $(M_i : i < 2^\omega)$ be a set of countable models for $T$ that overlap only on principal maximal types; these exist by lemma [5]2. Assume for contradiction that for all $i < 2^\omega$, there exists $\Gamma \in \mathfrak{F}$, such that $\Gamma$ is realized in $M_i$. Let $\psi : 2^\omega \to \psi(\mathfrak{F})$, be defined by $\psi(i) = \{ F \in \mathfrak{F} : F$ is realized in $M_i \}$. Then for all $i < 2^\omega$, $\psi(i) \neq \emptyset$. Furthermore, for $i \neq j$, $\psi(i) \cap \psi(j) = \emptyset$, for if $F \in \psi(i) \cap \psi(j)$, then it will be realized in $M_i$ and $M_j$, and so it will be principal. This implies that $|\mathfrak{F}| = 2^\omega$ which is impossible. Hence we obtain a model $M \models T$ omitting $X$ in which $\phi$ is satisfiable.

The map $f$ defined from $\mathfrak{A} = \mathfrak{I}_{M,T}$ to $CS^M_n$ (the set algebra based on $M$ [16, 4.3.4]) via $\phi_T \mapsto \phi^M$, where the latter is the set of $n$-ary assignments in $M$ satisfying $\phi$, omits $X$. Injectivity follows from the facts that $f$ is non-zero and $\mathfrak{A}$ is simple. For the second part of (1), we construct an atomic $\mathfrak{B} \in \text{Nr}_n \text{CA}_\omega$ with uncountably many atoms that is not completely representable. This implies that the maximality condition cannot be dispensed with; else the set of co-atoms of $\mathfrak{B}$ call it $X$ will be a non-principal type that cannot be omitted, because any $G_{S_n}$ omitting $X$ yields a complete representation of $\mathfrak{B}$, witness the last paragraph in [38]. The construction is taken from [31].

For (2) and (3), we can assume that $\mathfrak{A} \subseteq \text{Nr}_n \mathfrak{B}$, $\mathfrak{B} \in Lf_\omega$. We work in $\mathfrak{B}$. Using the notation on [38] p. 216 of proof of Theorem 3.3.4 replacing $\mathfrak{I}_{M,T}$ by $\mathfrak{B}$, we have $H = \bigcup_{i \in \lambda} \bigcup_{\tau \in V} H_{i,\tau}$ where $\lambda < p$, and $V$ is the weak space $\omega^{(1\ell)}$, can be
written as a countable union of nowhere dense sets, and so can the countable union \( G = \bigcup_{j \in \omega} \bigcup_{x \in \mathbb{B}} G_{j,x} \). So for any \( a \neq 0 \), there is an ultrafilter \( F \in \mathcal{N}_a \cap (S \setminus H \cup G) \) by the Baire category theorem. This induces a homomorphism \( f_a : \mathfrak{A} \rightarrow \mathcal{C}_a \), \( \mathcal{C}_a \in \mathcal{C}_n \) that omits the given types, such that \( f_a(a) \neq 0 \). (First one defines \( f \) with domain \( \mathfrak{B} \) as on p.216, then restricts \( f \) to \( \mathfrak{A} \) obtaining \( f_a \) the obvious way.) The map \( g : \mathfrak{A} \rightarrow \mathcal{P}_{a \in \mathfrak{A} \setminus \{0\}} \mathfrak{C}_a \) defined via \( x \mapsto \{a \in \mathfrak{A} \setminus \{0\} \mid x \in \mathfrak{A} \} \) is as required. In case \( \mathfrak{A} \) is simple, then by properties of \( \text{covK} \), \( S \setminus (H \cup G) \) is non–empty, so if \( F \in S \setminus (H \cup G) \), then \( F \) induces a non–zero homomorphism \( f \) with domain \( \mathfrak{A} \) into a \( \mathcal{C}_n \) omitting the given types. By simplicity of \( \mathfrak{A} \), \( f \) is injective.

To prove independence, it suffices to show that \( \text{covK} \) many types may not be omitted because it is consistent that \( \text{covK} < 2^\omega \). Fix \( 2 < n < \omega \). Let \( T \) be a countable theory such that for this given \( n \), in \( S_n(T) \), the Stone space of \( n \)-types, the isolated points are not dense. It is not hard to find such theories. One such (simple) theory is the following: Let \( (R_i : i \in \omega) \) be a countable family of unary relations and for each disjoint and finite subsets \( J, I \subseteq \omega \), let \( \phi_{I,J} \) be the formula expressing ‘\( \exists! v \in R_i(v) \) for all \( i \in I \) and \( \neg R_j(v) \) holds for all \( j \in J \). Let \( T \) be the following countable theory \( \{ \phi_{I,J} : I, J \) as above \}. Using a simple compactness argument one can show that \( T \) is consistent. Furthermore, for each \( n \in \omega \), \( S_n(T) \) does not have isolated types at all, hence of course the isolated types are not dense in \( S_n(T) \) for all \( n \). Algebraically, this means that if \( \mathfrak{A} = \mathfrak{A}^T \), then for all \( n \in \omega \), \( \mathcal{N}_n \mathfrak{A} \) is atomless. (Another example, is the theory of random graphs.) This condition excludes the existence of a prime model for \( T \) because \( T \) has a prime model \( \iff \) the isolated points in \( S_n(T) \) are dense for all \( n \). A prime model which in this context is an atomic model, omits any family of non–principal types (see the proof of the last item). We do not want this to happen. Using exactly the same argument in [97, Theorem 2.2(2)], one can construct a family \( P \) of non–principal \( \emptyset \)-types (having no free variable) of \( T \), such that \( |P| = \text{covK} \) and \( P \) cannot be omitted. Let \( \mathfrak{A} = \mathfrak{A}^P \) and for \( p \in P \), let \( X_p = \{ \phi/T : \phi \in p \} \). Then \( \bigcap X_p = 0 \), because \( \mathcal{N}_n \mathfrak{A} \) is a complete subalgebra of \( \mathfrak{A} \). Then we claim that for any \( 0 \neq a \), there is no set algebra \( \mathfrak{C} \) with countable base and \( g : \mathfrak{A} \rightarrow \mathfrak{C} \) such that \( g(a) \neq 0 \) and \( \bigcap x \in X_p \, f(x) = 0 \). To see why, let \( \mathfrak{B} = \mathcal{N}_n \mathfrak{A} \). Let \( a \neq 0 \). Assume for contradiction, that there exists \( f : \mathfrak{B} \rightarrow \mathfrak{D}' \), such that \( f(a) \neq 0 \) and \( \bigcap x \in X_p \, f(x) = 0 \). We can assume that \( B \) generates \( \mathfrak{A} \) and that \( \mathfrak{D}' = \mathcal{N}_n \mathfrak{B}' \), where \( \mathfrak{B}' \in L_f \). Let \( g = \mathfrak{g}^\mathfrak{A}_{\mathfrak{B}'} \). We show that \( g \) is a homomorphism with \( \text{dom}(g) = \mathfrak{A} \), \( g(a) \neq 0 \), and \( g \) omits \( P \), and for this, it suffices to show by symmetry that \( g \) is a function with domain \( A \). It obviously has co–domain \( B' \).

Settling the domain is easy: \( \text{dom} g = \text{dom} \mathfrak{g}^\mathfrak{A}_{\mathfrak{B}'} \rightarrow \mathfrak{A} = \mathfrak{g}^\mathfrak{A}_{\mathfrak{B}'} \mathfrak{g} = \mathfrak{g}^\mathfrak{A}_{\mathfrak{B}'} \). Let \( \mathbf{K} = \{ \mathfrak{A} \in \mathcal{C}_n : \mathfrak{A} = \mathfrak{g}^\mathfrak{A}_{\mathfrak{B}'} \} \subseteq L_f \). We show that \( \mathbf{K} \) is closed under finite direct products. Assume that \( \mathfrak{C}, \mathfrak{D} \in \mathbf{K} \), then we have \( \mathfrak{g}^\mathfrak{C}_{\mathfrak{D}, \mathcal{N}_n} (\mathfrak{C} \times \mathfrak{D}) = \mathfrak{g}^\mathfrak{C}_{\mathfrak{D}} (\mathfrak{C} \times \mathfrak{D}) \). Observe that (*):

\((a, b) \in g \wedge \Delta[(a, b)] \subseteq n \implies f(a) = b.\)

(Here \( \Delta[(a, b)] \) is the dimension set of \((a, b) \) defined via \( \{ i \in \omega : c_i(a, b) \neq (a, b) \} \). Indeed \( (a, b) \in \mathcal{N}_n \mathfrak{g}^\mathfrak{A}_{\mathfrak{B}'} \rightarrow \mathfrak{A} = \mathfrak{g}^\mathfrak{A}_{\mathfrak{B}'} \mathfrak{g} = \mathfrak{g}^\mathfrak{A}_{\mathfrak{B}'} \mathfrak{g} = f \). Now suppose that \((x, y), (x, z) \in g \). We need to show that \( y = z \) proving that \( g \) is a function. Let \( k \in \omega \setminus n \). Let \( \odot \) denote ‘symmetric difference’. Then (1):

\((0, c_k(y \odot z)) = (c_k0, c_k(y \odot z)) = c_k(0, y \odot z) = c_k((x, y) \odot (x, z)) \in g.\)

Also (2):

\(c_k(0, c_k(y \odot z)) = (0, c_k(y \odot z)).\)
From (2) by observing that \( k \) is arbitrarily chosen in \( \omega \sim n \), we get (3):

\[
\Delta[(0, c_k(y \oplus z))] \subseteq n
\]

From (1) and (3) and (*), we get \( f(0) = c_k(y \oplus z) \) for any \( k \in \omega \setminus n \). Fix \( k \in \omega \sim n \). Then by the above, upon observing that \( f \) is a homomorphism, so that in particular \( f(0) = 0 \), we get \( c_k(y \oplus z) = 0 \). But \( y \oplus z \leq c_k(x \oplus z) \), so \( y \oplus z = 0 \), thus \( y = z \). We have shown that \( g \) is a function, \( g(a) \neq 0 \), \( \text{dom} g = A \) and \( g \) omits \( P \). This contradicts that \( P \), by its construction, cannot be omitted. Assuming Martin’s axiom, we get \( \text{cov}K = p = 2^\omega \). Together with the above arguments this proves (4).

We now prove (5). Let \( A = \text{Nr}_n \mathcal{D}, \mathcal{D} \in \text{L}_\omega \) is countable. Let \( \lambda < p \). Let \( X = (X_i : i < \lambda) \) be as in the hypothesis. Let \( T \) be the corresponding first order theory, so that \( \mathcal{D} \cong \mathfrak{m}_T \). Let \( X' = (\Gamma_i : i < \lambda) \) be the family of non–principal types in \( T \) corresponding to \( X \). If \( X' \) is not omitted, then there is a (countable) realizing tree for \( T \), hence there is a realizing tree for a countable subfamily of \( X' \) in the sense of [9, Definition 3.1], hence a countable subfamily of \( X' \) cannot be omitted. Let \( X_\omega \subseteq X \) be the corresponding countable subset of \( X \). Assume that \( X_\omega \) can be omitted in a \( G_{s_n} \), via \( f \) say. Then by the same argument used in proving item (4) \( f \) can be lifted to \( \mathfrak{m}_T \) omitting \( X' \), which is a contradiction. We leave the part when \( A \) is simple to the reader.

For (6): If \( A \in S_n \text{Nr}_n \text{CA}_\omega \), is atomic and has countably many atoms, then any complete representation of \( A \), equivalently, an atomic representation of \( A \), equivalently, a representation of \( A \) omitting the set of co–atoms is as required. If \( A \) is simple and completely representable, then it is completely represented by a \( C_{s_n} \), and we are done. \( \square \)

By observing that if \( T \) is an \( L_n \) theory that has quantifier elimination, then \( \mathfrak{m}_T \in \text{Nr}_n \text{CA}_\omega \), we conclude:

**Corollary 6.4.** If \( T \) is a complete countable \( L_n \) theory that has quantifier elimination, and \( X = (X_i : i < 2^\omega) \) are non principal complete types. Then there is a countable model of \( T \) that omits \( X \).

The condition of maximality (completeness of types) cannot be omitted due to the Theorem 5.1 and its following consequence:

**Corollary 6.5.** For any infinite cardinal \( \kappa \), there exists an atomic complete theory \( T \) with \( |T| \leq 2^\kappa \), that is to say, \( \mathfrak{m}_T \) is a countable atomic model of \( T \), namely, \( \Gamma = \{ \neg \phi : \phi \equiv_T \in \text{At} \mathfrak{m}_T \} \), \( \Gamma \) is a non principal type, but \( \Gamma \) cannot be omitted in any model of \( T \).

6.1 OTT for algetbaizable versions of \( L_{\omega, \omega} \); the finitary logics with finitary relation

For \( \alpha \geq \omega \), recall that \( \text{Dc}_\alpha \) denote the class of dimension complemented \( \text{CA}_\alpha \)-s, so that \( \mathfrak{A} \in \text{Dc}_\alpha \iff \alpha \setminus \Delta x \) is infinite for every \( x \in \mathfrak{A} \). The cardinals \( \text{cov}K \) and \( p \) addressed next are defined above right before Theorem 5.3. Recall that we deviated from the standard notation in [16] by denoting the class of generalized weak set algebras of dimension \( \alpha \) by \( \text{GCAws}_\alpha \) rather than \( \text{Gws}_\alpha \); the last is the notation used in [16].

**Theorem 6.6.** Let \( \alpha \) be a countable infinite ordinal.
1. There exists a countable atomic $\mathfrak{A} \in \text{RCA}_\alpha$ such that the non-principal types of co-atoms cannot be omitted in a $\text{GS}_{\alpha}$ (in the sense of definition [7] by considering infinite ordinals). We can replace $\text{GS}_{\alpha}$ by any set algebra in $\text{RCA}_\alpha = \text{IGS}_{\alpha}$. In particular, there exists a countable atomic $\mathfrak{B} \in \text{RCA}_\alpha$ such that the non-principal type consisting of co-atoms cannot be omitted in a $\text{GCA}_{\omega}$.  

2. If $\mathfrak{A} \in S_{\alpha} \text{Nr}_{\alpha} \text{CA}_{\alpha+\omega}$ is countable, $\lambda$ a cardinal $< p$ and $X = (X_i : i < \lambda)$ is a family of non-principal types, then $X$ can be omitted in a $\text{GCA}_{\omega}$ (in the same sense as in the previous item). If $\mathfrak{A}$ is simple, and $\mathfrak{A} \in \text{Nr}_{\alpha} \text{CA}_{\alpha+\omega}$, then we can replace $p$ by $\text{covK}$.  

Proof. (1) Using an argument in [19], one shows that if $\mathfrak{C} \in \text{CA}_{\omega}$ is completely representable $\mathfrak{C} \models d_{01} < 1$, then $\text{AtC} = 2^\omega$. The argument is as follows: Suppose that $\mathfrak{C} \models d_{01} < 1$. Then there is $s \in h(-d_{01})$ so that if $x = s_0$ and $y = s_1$, we have $x \neq y$. Fix such $x$ and $y$. For any $J \subseteq \omega$ such that $0 \notin J$, set $a_J$ to be the sequence with $i$th co-ordinate is $x$ if $i \in J$, and is $y$ if $i \in \omega \setminus J$. By complete representability every $a_J$ is in $h(1^\omega)$ and so it is in $h(x)$ for some unique atom $x$, since the representation is an atomic one. Let $J, J' \subseteq \omega$ be distinct sets containing $0$. Then there exists $i < \omega$ such that $i \in J$ and $i \notin J'$. So $a_J \in h(d_{0i})$ and $a_i' \in h(-d_{0i})$, hence atoms corresponding to different $a_J$'s with $0 \notin J$ are distinct. It now follows that $|\text{AtC}| = |\{J \subseteq \omega : 0 \in J\}| = 2^\omega$. Take $D \in C_{\omega}$ with universe $\varphi(\alpha 2)$. Then $D \models d_{01} < 1$ and plainly $D$ is completely representable. Using the downward L"owenheim–Skolem–Tarski theorem, take a countable elementary subalgebra $B$ of $D$. (This is possible because the signature of $\text{CA}_{\omega}$ is countable.) Then in $B$ we have $B \models d_{01} < 1$ because $B \equiv C$. But $B$ cannot be completely representable, because if it were then by the above argument, we get that $|\text{AtB}| = 2^\omega$, which is impossible because $\mathfrak{B}$ is countable. The last part follows from Theorem ?? above.  

(2) Now we prove the second item, which is a generalization of [85] Theorem 3.2.4. Though the generalization is strict, in the sense that $D_{\omega} \subseteq S_{\alpha} \text{Nr}_{\alpha} \text{CA}_{\alpha+\omega}$, the proof is the same. Without loss, we can take $\alpha = \omega$. Let $\mathfrak{A} \in \text{CA}_{\omega}$ be as in the hypothesis. For brevity, let $\beta = \omega + \omega$. By hypothesis, we have $\mathfrak{A} \subseteq c \text{Nr}_{\omega} \mathfrak{D}$, with $D \in \text{CA}_\beta$. We can also assume that $D \in D_{\beta}$ by replacing, if necessary, $D$ by $\text{Gg}^2 \mathfrak{A}$. Since $\mathfrak{A}$ is a complete subalgebra of $\text{NS}_{\omega} D$ which in turn is a complete subalgebra of $D$, we have $\mathfrak{A} \subseteq c \mathfrak{D}$. Thus given $< p$ non-principal types in $\mathfrak{A}$ they stay non-principal in $D$. Next one proceeds like in [85] since $D \in D_{\beta}$ is countable; this way omitting any $X$ consisting of $< p$ non-principal types. For all non-zero $a \in D$, there exists $\mathfrak{B} \in \text{Wg}_{\beta}$ and a homomorphism $f_a : D \to \mathfrak{B}$ (not necessarily injective) such that $f_a(a) \neq \emptyset$ and $f_a$ omits $X$. Let $\mathfrak{C} = P_{a \in D, a \neq 0} \mathfrak{B} \in \text{GWS}_{\beta}$. Define $g : D \to \mathfrak{C}$ by $g(x) = (f_a(x) : a \in D \setminus \{0\})$, and then relativize $g$ to $\mathfrak{A}$ as follows: Let $W$ be the top element of $\mathfrak{C}$. Then $W = \bigcup_{i \in I} \beta U_{i}(p_{i})$, where $p_{i} \in \beta U_{i}$ and $\beta U_{i}(p_{i}) \cap \beta U_{j}(p_{j}) = \emptyset$, for $i \neq j \in I$. Let $V = \bigcup_{i \in I} \alpha U_{i}(q_{i})$. For $s \in V$, $s \in \alpha U_{i}(q_{i})$ (for a unique $i$), let $s^+ = s \cup p_{i} \upharpoonright \beta \setminus \alpha$. Now define $f : \mathfrak{A} \to \varphi(V)$, via $a \mapsto \{s \in V : s^+ \in g(a)\}$. Then $f$ is as required. Assume now that $\mathfrak{A}$ is simple, with $\mathfrak{A} \equiv \text{NS}_{\omega} \mathfrak{D}$ and $D \in D_{\omega}$. It suffices to show that $D$ is simple, too. Consider the function $F(I) = I \cap \mathfrak{A}$, $I$ an ideal in $D$. It is straightforward to check that $F$ establishes an isomorphism between the lattice of ideals in $D$ and the lattice of ideals of $\mathfrak{A}$ (the order here is of course $\subseteq$), with inverse $G(J) = Ig^{\mathfrak{D}}(J)$, $J$ an ideal in $\mathfrak{A}$, cf. [16].

---

It is not hard to see that the full set algebra with universe $\varphi(\beta \omega)$ is in $\text{NS}_{\alpha} \text{CA}_{\omega+\omega} \subseteq \text{NS}_{\alpha} \text{CA}_{\omega+\omega}$ but it is not in $D_{\omega}$ because for any $s \in \varphi^{*} U$, $\Delta(s) = \omega$.  

---
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2.6.71, Remark 2.6.72] where $\mathfrak{g}^\mathfrak{D} J$ denotes the ideal of $\mathfrak{D}$ generated by $J$. Thus $\mathfrak{A}$ is simple $\iff$ $\mathfrak{D}$ is simple. \hfill $\square$

6.2 Other variants of $L_{\omega,1}$

Now we prove an omitting types theorem for a countable version of the so–called $\omega$–dimensional cylindric polyadic algebras with equality, in symbols $\text{CPE}_{\omega,1}$, as defined in [13]. Consider the semigroup $T$ generated by the set of transformations $\{[i|j], [i,j], i, j \in \omega, \text{succ, pred}\}$ defined on $\omega$. Then $T$ is a strongly rich subsemigroup of $(\omega, \omega, \circ)$ in the sense of [37], where succ and pred are the successor and predecessor functions on $\omega$, respectively. For a set $X$, let $\mathfrak{B}(X)$ denote the Boolean set algebra $\langle \mathcal{P}(X), \cup, \cap, \sim \rangle$. Let $K_T$ be the class of set algebras of the form $\langle \mathfrak{B}(V), C_i, S_{ij} \rangle_{i,j \in \omega, \tau \in T}$, where $V \subseteq \omega U$, $V$ is a compressed space, that is $V = \bigcup_{i \in I}^{\alpha} U_i^{(p)}$ where for each $i, j \in I$, $U_i = U_j$ or $U_i \cap U_j = \emptyset$. Let $\Sigma_1$ be the set of equations defined in [37] axiomatizing $K_T$; that is $\text{Mod}\Sigma_1 = K_T$. Here we do not have diagonal elements in the signature; the corresponding logic is a conservative extension of $L_{\omega,\omega}$ without equality, and it is a proper extension. Let $\text{Gp}_T$ be the class of set algebras of the form $\langle \mathfrak{B}(V), C_i, D_{ij}, S_{ij} \rangle_{i,j \in \omega, \tau \in T}$, where $V \subseteq \omega U$, $V$ a non-empty union (not necessarily a disjoint one) of cartesian spaces. Here we have diagonal elements in the signature; the corresponding logic is a variant of $L_{\omega,\omega}$ where quantifiers do not necessarily commute, so $L_{\omega,\omega}$ does not ‘embed’ in this logic its (square Tarskian) semantics are different. Let $\Sigma_2$ be the set of equations defining $\text{CPE}_{\omega,1}$ in [13] Definition 6.3.7] restricted to the countable signature of $\text{Gp}_T$. In the next theorem complete additivity is given explicitly in the second item only. Any algebra $\mathfrak{A}$ satisfying $\Sigma_2$ is completely additive (due to the presence of diagonal elements), cf. [13].

**Theorem 6.7.**  

1. If $\mathfrak{A} \models \Sigma_2$ is countable and $X = (X_i : i < \lambda)$, $\lambda < \mathfrak{p}$ is a family of subsets of $\mathfrak{A}$, such that $\prod X_i = 0$ for all $i < \lambda$, then there exists $\mathfrak{B} \in \text{Gp}_T$ and an isomorphism $f : \mathfrak{A} \to \mathfrak{B}$ such that $\cap_{x \in X_i} f(x) = \emptyset$ for all $i < \lambda$.

2. If $\mathfrak{A} \models \Sigma_1$ is countable, and completely additive and $X = (X_i : i < \lambda)$, $\lambda < \mathfrak{p}$ is a family of subsets of $\mathfrak{A}$, such that $\prod X_i = 0$ for all $i < \lambda$, then there exists $\mathfrak{B} \in K_T$ and an isomorphism $f : \mathfrak{A} \to \mathfrak{B}$ such that $\cap_{x \in X_i} f(x) = \emptyset$ for all $i < \lambda$.

3. In particular, for both cases any countable atomic algebra is completely representable.

**Proof.** For brevity, throughout the proof of the first two items, let $\alpha = \omega + \omega$. By strong richness of $T$, it can be proved that $\mathfrak{A} = \mathfrak{B} \circ \mathfrak{D}$ where $\mathfrak{B}$ is an $\alpha$–dimensional dilation with substitution operators coming from a countable subsemigroup $S \subseteq (\alpha, \omega, \circ)$ [37]. It suffices to show that for any non-zero $a \in \mathfrak{A}$, there exist a countable $\mathfrak{D} \in \text{Gp}_T$ and a homomorphism (that is not necessarily injective) $f : \mathfrak{A} \to \mathfrak{D}$, such that $\cap_{x \in X_i} f(x) = \emptyset$ for all $i \in \omega$ and $f(a) \neq 0$. So fix non-zero $a \in \mathfrak{A}$. For $\tau \in \mathfrak{S}$, set $\text{dom}(\tau) = \{i \in \alpha : \tau(i) \neq i\}$ and $\text{rng}(\tau) = \{\tau(i) : i \in \text{dom}(\tau)\}$. Let $\text{adm}$ be the set of admissible substitutions in $\mathfrak{S}$, where now $\tau \in \text{adm}$ if $\text{dom}(\tau) \subseteq \omega$ and $\text{rng}(\tau) \cap \omega = \emptyset$. Since $S$ is countable, we have $|\text{adm}| \leq \omega$; in fact it can be easily shown that $|\text{adm}| = \omega$. Then for all $i < \alpha$, $p \in \mathfrak{B}$ and $\sigma \in \text{adm}$, $s_\sigma c_i p = \sum_{j \in \alpha} s_\sigma s_j^i p$. By $\mathfrak{A} = \mathfrak{B} \circ \mathfrak{D}$ we also have, for each $i < \omega$, $\prod X_i = 0$, since $\mathfrak{A}$ is a complete subalgebra of $\mathfrak{B}$. Because substitutions are completely additive, for all $\tau \in \text{adm}$ and all $i < \lambda$, $\prod X_i^{(p)} = 0$. For better readability, for each $\tau \in \text{adm}$, for each $i \in \omega$, let $X_{i,\tau} = \{s_{\tau} x : x \in X_i\}$. Then
by complete additivity, we have: \((\forall \tau \in \text{adm})(\forall i \in \lambda) \prod b X_{i,\tau} = 0\). Let \(S\) be the Stone space of \(\mathcal{B}\), whose underlying set consists of all Boolean ultrafilters of \(\mathcal{B}\) and for \(b \in B\), let \(N_b\) denote the clopen set consisting of all ultrafilters containing \(b\). Then from the suprema obtained above, it follows that for \(x \in \mathcal{B}\), \(j < \alpha\), \(i < \lambda\) and \(\tau \in \text{adm}\), the sets \(G_{r,j,x} = N_{s',c_j x} \setminus \bigcup_{i \in \lambda} N_{s'_r, \bar{x}}\) and \(H_{i,\tau} = \bigcap_{x \in X_i} N_{s, x}\) are closed nowhere dense sets in \(\Gamma\). Also each \(H_{i,\tau}\) is closed and nowhere dense. Like before, we can assume that \(\mathcal{B}\) is countable by assuming that \(\mathfrak{A}\) generates \(\mathcal{B}\) is the presence of \(|\alpha| = (|A| = \omega)\) many operations. Let \(G = \bigcup_{\tau \in \text{adm}} \bigcup_{i \in \lambda} \bigcup_{x \in B} G_{r,i,x}\) and \(H = \bigcup_{i \in \lambda} \bigcup_{\tau \in \text{adm}} H_{i,\tau}\). Then \(H\) is meager, that is it can be written as a countable union of nowhere dense sets. This follows from the properties of \(\mathcal{P}\) By the Baire Category theorem for compact Hausdorff spaces, we get that \(X = S \setminus H \cup G\) is dense in \(\Gamma\), since \(H \cup G\) is meager, because \(G\) is meager, too, since \(\text{adm}, \alpha\) and \(\mathfrak{A}\) are all countable. Accordingly, let \(F\) be an ultrafilter in \(N_\alpha \cap X\), then by its construction \(F\) is a perfect ultrafilter [39, p.128]. Let \(\Gamma = \{i : \exists j \in \omega : c_i d_{ij} \in F\}\). Since \(c_i d_{ij} = 1\), then \(\omega \subseteq \Gamma\). Furthermore the inclusion is proper, because for every \(i \in \omega\), there is a \(j \in \alpha \setminus \omega\) such that \(d_{ij} \in F\). Define the relation \(\sim\) on \(\Gamma\) via \(m \sim n \iff d_{mn} \in F\). Then \(\sim\) is an equivalence relation because for all \(i, j, k \in \alpha\), \(d_{ij} = d_{ji}\), \(d_{ik} \cdot d_{kj} \leq d_{ik}\) and filters are closed upwards. Now we show that the required representation will be a \(\mathcal{G}_{\mathfrak{T}}\) with base \(M = \Gamma / \sim\). One defines the homomorphism \(f\) using the hitherto obtained perfect ultrafilter \(F\) as follows: For \(\tau \in \omega \Gamma\), such that \(\text{rng}(\tau) \subseteq \Gamma \setminus \omega\) (the last set is non-empty, because \(\omega \subseteq \Gamma\)), let \(\bar{\tau} : \omega \to M\) be defined by \(\bar{\tau}(i) = \tau(i)/\sim\) and write \(\tau^+\) for \(\tau \cup Id_{\omega \setminus \omega}\). Then \(\tau^+ \in \text{adm}\), because \(\tau^+ \cap \omega = \tau\), \(\text{rng}(\tau) \cap \omega = \emptyset\), and \(\bar{\tau}(i) = i\) for all \(i \in \alpha \setminus \omega\). Let \(V = \{\bar{\tau} \in \omega M : \tau : \omega \to \Gamma, \text{rng}(\tau) \cap \omega = \emptyset\}\). Then \(V \subseteq \omega M\) is non-empty (because \(\omega \subseteq \Gamma\)). Now define \(f\) with domain \(\mathfrak{A}\) via: \(a \mapsto \{\bar{\tau} \in V : s^{\mathfrak{B}}_{\tau^+} a \in F\}\). Then \(f\) is well defined, that is, whenever \(\sigma, \tau \in \omega \Gamma\) and \(\tau(i) \setminus \sigma(i)\) for all \(i \in \omega\), then for any \(x \in \mathfrak{A}\), \(s^{\mathfrak{B}}_{\tau^+} x \in F \iff s^{\mathfrak{B}}_{\sigma^+} x \in F\). Furthermore \(f(a) \neq 0\), since \(s_{\tau^+} a = a \in F\) and \(Id\) is clearly admissible. The congruence relation just defined on \(\Gamma\) guarantees that the hitherto defined homomorphism respects the diagonal elements. As before, for the other operations, preservation of cylindricers is guaranteed by the condition that \(F \notin G_{r,i,p}\) for all \(\tau \in \text{adm}, i \in \alpha\) and all \(p \in A\). For omitting the given family of non-principal types, we use that \(F\) is outside \(H\), too. This means (by definition) that for each \(i < \lambda\) and each \(\tau \in \text{adm}\) there exists \(x \in X_i\), such that \(s^{\mathfrak{B}}_{\tau} x \notin F\). Let \(i < \lambda\). If \(\bar{\tau} \in V \cap \bigcap_{x \in X_i} f(x)\), then \(s^{\mathfrak{B}}_{\tau} x \in F\) which is impossible because \(\tau^+ \in \text{adm}\). We have shown that for each \(i < \omega\), \(\bigcap_{x \in X_i} f(x) = \emptyset\).

For the second required one deals with all substitutions in the semigroup \(S\) determining the signature of the dilation not just \(\text{adm}\), namely, the admissible ones as defined above. More succinctly, now all substitutions in \(\mathfrak{A}\) are admissible. Other than that, the idea is essentially the same appealing to the Baire category theorem. Let \(\mathcal{T}\) be as above. Assume that \(\mathfrak{A} \models \Sigma_1\) is countable, and fix non-zero \(a \in \mathfrak{A}\). Similarly to the first part we will construct a set algebra \(\mathcal{C}\) in \(K_T\) and a homomorphism \(f : \mathfrak{A} \to \mathcal{C}\) omitting the given non-principal types and satisfying that \(f(a) \neq 0\). By [37], there exists \(\mathcal{B}\) such that \(\mathfrak{A} = \mathfrak{A}_{T,\omega}\mathcal{B}\) and the signature of \(\mathcal{B}\) has, besides all the Boolean operations, all cylindricers \(c_i : i \in \alpha\), and the substitutions are determined by a semigroup defined from the rich semigroup \(T\). Substitutions in the signature of \(\mathcal{B}\) are indexed by transformations in \(S\), which we explicitly describe. The semigroup \(S\) is the subsemigroup of \(\omega \alpha\) generated by the set \(\{\bar{\tau} : \tau \in \mathcal{T}\}\) together with all replacements and transpositions on \(\alpha\). Here \(\bar{\tau}\) is the transformation that agrees with \(\tau\) on \(\omega\) and otherwise is the identity. For all \(i < \alpha\,
7 Omitting types, atom-canonicity and non-finite axiomatizability

(1) A Theorem of Vaught in basic model theory, says that a countable atomic $L_{\omega,\omega}$ theory $T$ has a unique atomic (equivalently in this context prime) model. This can be proved by a direct application of the classical Orey-Henkin Omitting Types Theorem. The unique atomic model is the 'smallest' models of $T$, in the sense that it elementary embeds into other models of $T$. The last theorem says that Keisler’s logics which allow formulas of infinite length and quantification on infinitely many variables, enjoys a form of Vaught’s theorem. And in Keisler’s logics there is the additional advantage that there is no restrictions on the cardinality of atomic theories (algebras) considered. For $L_{\omega,\omega}$, Vaught’s theorem is known to fail for theories having uncountable cardinality. If $T$ is an atomic theory in Keisler’s logic, and the Tarski-Lindenbaum atomic quotient algebra $\mathfrak{a}_T$ happens to be completely additive, then $T$ has an atomic model. In contrast, we actually showed that Vaught’s theorem fails for $L_n$ when we substantially broaden the class of permissible models; it fails even for ‘$n+3$-square models.’ From Theorem $4.7$ for $2 < n < \omega$, there is a countable atomic $L_n$ theory that lacks even an atomic $n+3$-square model (let alone an ordinary atomic model), i.e a complete $n+3$-square representation of the Tarski Lindenbaum quotient algebra $\mathfrak{a}_T(\in \text{RCA}_n)$.

(2) Let $2 < n < l \leq m \leq \omega$. Consider the statement not$\text{VT}(l,m)$: There exists a countable, complete and atomic $L_n$ first order theory $T$ in a signature $\mathcal{L}$ such that the type $\Gamma$ consisting of co-atoms in the cylindric Tarski-Lindenbaum quotient algebra $\mathfrak{a}_{T^n}$ is realizable in every $m$-square model, but $\Gamma$ cannot be isolated using $\leq l$ variables, where $n \leq l < m \leq \omega$. An $m$-square model of $T$ is an $m$-square representation of $\mathfrak{a}_{T^n}$. The statement not$\text{VT}(l,m)$, short for Vaught’s Theorem (VT) fails at (the parameters) $l$ and
m. Let \( \nu T(l,m) \) stand for \( \nu T \) holds at \( l \) and \( m \), so that by definition \( \text{not}\nu T(l,m) \iff \neg \nu T(l,m) \). We also include \( l = \omega \) in the equation by defining \( \nu T(\omega, \omega) \) as \( \nu T \) holds for \( L_{\omega, \omega} \). Atomic countable first order theories have atomic countable models. For \( 2 < n < l \leq m \leq \omega \) and \( l = m = \omega \), it is likely and plausible that (***) holds: \(\nu T(l,m) \iff l = m = \omega\).

In other words: Vaught’s theorem holds only in the limiting case when \( l \to \infty \) and \( m = \omega \) and not ‘before’. We give sufficient condition for (***) to happen. The following definition to be used in the sequel is taken from [4]:

Let \( \mathfrak{R} \) be a relation algebra, with non–identity atoms \( I \) and \( 2 < n < \omega \). Assume that \( J \subseteq \varphi(I) \) and \( E \subseteq \mathcal{J}_\omega \). Recall that \( (J,E) \) is a strong \( n–blur \) for \( \mathfrak{R} \) if it \((J,E)\) is an \( n–blur \) of \( R \) in the sense of [4, Definition 3.1], that is to say \( J \) is a complex \( n–blur \) and \( E \) is an index blur such that the complex \( n–blur \) satisfies:

\[
(\forall V_1, \ldots, V_n, W_1, \ldots, W_n \in J)(\forall T \in J)(\forall 2 \leq i \leq n)\text{safe}(V_i, W_i, T).
\]

**Theorem 7.1.** For \( 2 < n < \omega \) and \( n \leq l < \omega \), \( \text{not}\nu T(n,n+3) \) and \( \text{not}\nu T(l,\omega) \) hold. Furthermore, if for each \( n < m < \omega \), there exists a finite relation algebra \( \mathfrak{R}_m \) having \( m–1 \) strong blur and no \( m–dimensional \) relational basis, then (***) above for \( \nu T \) holds.

**Proof.** We start by the last part. Let \( \mathfrak{R}_m \) be as in the hypothesis with strong \( m–1–blur \) \((J,E)\) and \( m–dimensional \) relational basis. We ‘blow up and blur’ \( \mathfrak{R}_m \) in place of the Maddux algebra \( \mathfrak{E}_k(2,3) \) blown up and blurred in [4] Lemma 5.1, where \( k < \omega \) is the number of non–identity atoms and \( k \) depends recursively on \( l \), giving the desired ‘strong’ \( l–blur \)ness, cf. [4] Lemmata 4.2, 4.3. The relation algebra \( \mathfrak{B}_b(\mathfrak{R}_m,J,E) \), obtained by blowing up and blurring \( \mathfrak{R}_m \) with respect to \((J,E)\), is \( \mathfrak{I}\text{mAt} \) (the term algebra).

For brevity call it \( \mathcal{R} \). Now take \( \mathfrak{A} = \mathfrak{B}_b^n(\mathfrak{R}_m,J,E) \) as defined in [4] to be the \( \text{CA}_n \) obtained after blowing up and blurring \( \mathfrak{R}_m \) to a weakly representable relation algebra atom structure, namely, \( \text{At} = \text{AtR} \). Here by [4] Theorem 3.2 9(iii), \( \text{Mat}_n\text{AtR} \) (the set of \( n–basis \) matrices on \( \text{AtR} \)) is a \( \text{CA}_n \) atom structure and \( \mathfrak{A} \) is an atomic subalgebra of \( \text{CmMat}_n(\text{AtR}) \) containing \( \text{ImMat}_n(\text{AtR}) \), cf. [4]. In fact, by [4] item (3) pp.80, \( \mathfrak{A} \cong \mathfrak{N}_{\mathfrak{R}_n}\mathfrak{B}_b(\mathfrak{R}_m,J,E) \). The last algebra \( \mathfrak{B}_b(\mathfrak{R}_m,J,E) \) is defined and the isomorphism holds because \( \mathfrak{R}_m \) has a strong \( l–blur \). The embedding \( h: \mathfrak{R}_0\mathfrak{B}_b(\mathfrak{R}_m,J,E) \to \mathfrak{A} \) defined via \( x \mapsto \{ M \mid n : M \in x \} \) restricted to \( \mathfrak{N}_{\mathfrak{R}_n}\mathfrak{B}_b(\mathfrak{R}_m,J,E) \) is an isomorphism onto \( \mathfrak{A} \) (4, p.80). Surjectiveness uses the displayed condition in Definition 3.3 of strong \( l–blur \)ness. Then \( \mathfrak{A} \in \text{RCA}_n \cap \text{Nr}_n\text{CA}_l \), but \( \mathfrak{A} \) has no complete \( m–square \) representation. For if it did, then this induces an \( m–square \) representation of \( \text{CmAtA} \), But \( \text{CmAtA} \) does not have an \( m–square \) representation, because \( \mathfrak{R} \) does not have an \( m–dimensional \) relational basis, and \( \mathfrak{R} \subseteq \text{RcCmAtA} \). So an \( m–square \) representation of \( \text{CmAtA} \) induces one of \( \mathfrak{R} \) which that \( \mathfrak{R} \) has no \( m–dimensional \) relational basis, a contradiction.

We prove \( \text{not}\nu T(m–1,m) \), hence the required, namely, (***) by [16] §4.3], we can (and will) assume that \( \mathfrak{A} = \mathfrak{I}\text{m}_T \) for a countable, simple and atomic theory \( L_n \) theory \( T \). Let \( \Gamma \) be the \( n–type \) consisting of \( \text{co–atoms} \) of \( T \). Then \( \Gamma \) is realizable in every \( m–square \) model, for if \( M \) is an \( m–square \) model omitting \( \Gamma \), then \( M \) would be the base of a complete \( m–square \) representation of \( \mathfrak{A} \), and so \( \mathfrak{A} \in \text{ScNr}_n\text{D}_m \) which is impossible. Suppose for contradiction that \( \phi \) is an \( m–1 \) witness, so that \( T \vDash \phi \rightarrow \alpha \), for all \( \alpha \in \Gamma \), where recall that \( \Gamma \) is the set of coatoms. Then since \( \mathfrak{A} \) is simple, we can assume without loss that \( \mathfrak{A} \) is a set algebra with base \( M \) say. Let \( M = (M,R_i)_{i \in \omega} \) be the corresponding model (in a relational signature) to this set algebra in the sense of [16] §4.3]. Let \( \phi^M \) denote the set of all assignments satisfying \( \phi \) in \( M \). We have \( M \models T \) and \( \phi^M \in \mathfrak{A} \), because \( \mathfrak{A} \in \text{Nr}_n\text{CA}_{m–1} \). But \( T \models \exists x \phi \), hence \( \phi^M \neq 0 \), from which it follows that \( \phi^M \) must intersect an atom.
\( \alpha \in A \) (recall that the latter is atomic). Let \( \psi \) be the formula, such that \( \psi^M = \alpha \). Then it cannot be the case that \( T \models \phi \rightarrow \neg \psi \), hence \( \phi \) is not a witness, contradiction and we are done. Finally, \( \text{notVT}(n, n + 3) \) and \( \text{notVT}(l, \omega) \) \((n \leq l < \omega)\) follow from Theorem [4.7] and [4].

(3) Let \( 2 < n < \omega \). For any \( m > n \) there exists an \( n \)-variable formula that cannot be proved using \( m - 1 \) variables, but can be proved using \( m \) variables [20, Theorem 15.17], using any standard Hilbert style proof system [10] §4.3]. To prove this, for each \( m > n + 1 \) Hirsch and Hodkinson constructed a finite relation algebra, such that \( \mathcal{R}_m \) has an \( m - 1 \) dimensional hyperbasis, but no \( m \)-dimensional hyperbasis [20, §15.2-15.4]. To prove that \( \text{VT} \) fails everywhere, as defined above, one needs to construct, for each \( n + 1 < m < \omega \), a finite relation algebra \( \mathcal{R}_m \) having a strong \( m - 1 \) blur, but no \( m \)-dimensional basis. In this case blowing up and blurring \( \mathcal{R}_m \) gives a(n infinite) relation algebra having an \( m - 1 \) dimensional cylindric basis, whose Dedekind-MacNeille completion has no \( m \)-dimensional basis.

(4) Coming back full circle we reprove strong non-finite axiomatizibility results refining Monk’s obtained by Maddux and Biro. Let \( 2 < n \leq l < m \leq \omega \). In \( \text{VT}(l, m) \), while the parameter \( l \) measures how close we are to \( L_{\omega, \omega} \), \( m \) measures the ‘degree’ of squareness of permitted models. Using elementary calculas terminology one can view \( \lim_{l \to \infty} \text{VT}(l, \omega) = \text{VT}(\omega, \omega) \) algebraically using ultraproducts as follows. Fix \( 2 < n < \omega \).

For each \( 2 < n \leq l < \omega \), let \( \mathcal{R}_l \) be the finite Maddux algebra \( \mathcal{E}_{f(l)}(2, 3) \) with strong \( l \)-blur \((J_l, E_l)\) and \( f(l) \geq l \) as specified in [4] Lemma 5.1] (denoted by \( k \) therein). Let \( \mathcal{R}_l = \mathcal{Bb}((\mathcal{R}_l, J_l, E_l)) \in \text{RRA} \) and let \( \mathcal{A}_l = \mathcal{R}_n \mathcal{Bb}((\mathcal{R}_l, J_l, E_l)) \in \text{RCA}_n \). Then \((\text{At} \mathcal{R}_l : l \in \omega \sim n)\), and \((\text{At} \mathcal{A}_l : l \in \omega \sim n)\) are sequences of weakly representable atom structures that are not strongly representable with a completely representable ultraproduct.

**Corollary 7.2.** (Monk, Maddux, Biro, Hirsch and Hodkinson) Let \( 2 < n < \omega \). Then the set of equations using only one variable that holds in each of the varieties \( \text{RCA}_n \) and \( \text{RRA} \), together with any finite first order definable expansion of each, cannot be derived from any finite set of equations valid in the variety [5, 28]. Furthermore, \( \text{LCA}_n \) is not finitely axiomatizable.
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