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Abstract—In this paper, the Robotic Assistant Agent for student and machine co-learning on AI-FML practice with AIoT application is presented. The structure of AI-FML contains three parts, including fuzzy logic, neural network, and evolutionary computation. Besides, the Robotic Assistant Agent (RAA) can assist students and machines in co-learning English and AI-FML practice based on the robot Kebbi Air and AIoT-FML learning tool. Since Sept. 2019, we have introduced an Intelligent Speaking English Assistant (ISEA) App and AI-FML platform to English and computer science learning classes at two elementary schools in Taiwan. We used the collected English-learning data to train a predictive regression model based on students’ monthly examination scores. In Jan. 2021, we further combined the developed AI-FML platform with a novel AIoT-FML learning tool to enhance students’ interests in learning English and AI-FML with basic hands-on practice. The proposed RAA is responsible for reasoning students’ learning performance and showing the results on the AIoT-FML learning tool after communicating with the AI-FML platform. The experimental results and the collection of students’ feedback show that this kind of learning model is popular with elementary-school and high-school students, and the learning performance of elementary-school students is improved.
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I. INTRODUCTION

Computational Intelligence (CI), including fuzzy logic, neural network, and evolutionary computation, is a sub-branch of AI. It is an important core technology of AI and plays an important role in developing successful intelligent systems, including games, multilayer perceptron, and cognitive developmental systems [1]. Fuzzy logic is suitable for computing the degree of human perception such as hot or cold. Different people have different feelings of hot and cold even at the same temperature. The neural network is one of the important models for machine learning which can compute the mathematical feature functions. Evolutionary computation is based on the observation of the animals’ behavior patterns and it is one of the important machine learning models, too.

Fig. 1 shows the structure of AI-FML human and machine hands-on practice. AI-FML contains three parts, including fuzzy logic such as human knowledge and logic operation rule, a neural network such as machine learning model and deep learning architecture, and evolutionary computation such as genetic algorithm and particle swarm optimization. The learning topics of AI-FML are composed of two phases: 1) Before Machine Learning: AI-FML human and machine hands-on practice contains human knowledge construction and data collection & analysis. 2) After Machine Learning: AI-FML human and machine cooperation contains the construction of machine learning model and applications of the learned model in everyday life.

Owing to the advent of technologies, many AIoT devices are applied to many areas such as smart living, smart manufacturing, smart agriculture, smart health, and smart city [2]. There exist some research publications, for example, Lee et al. [7, 8] deployed the AI-FML agent to AIoT devices such as the robot Kebbi Air, and it has been introduced to the learning course of 5-grade computer studies at Rende elementary school in Taiwan since Sept. 2019. In this way, the involved students can co-learn AI-FML with the robot based on the MQTT transmission protocol. FML was first proposed by Loia and Acampora in 2004 [12] and has become IEEE 1855 and its available software tools are as follows: (1) VisualFMLTool : It can be executed on platforms containing Java Runtime Environment. The Java Software Development Kit, including JRE, compiler, and many other tools can be found here. The VisualFMLTool can download from here and then extract. Then it is only needed to click the file VisualFMLTool.bat included in the zip to execute the tool [12]. (2) AI-FML Tool: It is developed by KWS center/OASE Lab., NUTN, Taiwan and can be executed on different platforms online. After registering for the competition, we can provide an account for the participants [8]. (3) JFML: A Spanish research group (Jose Manuel Soto Hidalgo, Giovanni Acampora, Jesus Alcala Fernandez, Jose Alonso Moral) has released a library for FML programming that is very simple to use and compliant with IEEE 1855. JFML can download from here. Additional information about the library is here [3, 4, 5].

In this paper, we propose a Robotic Assistant Agent (RAA) for student and machine co-learning English and AI-FML practice with AIoT application. The involved elementary-school students first speak English to the robot Kebbi Air through the
developed Intelligent Speaking English Assistant (ISEA) app. After that, the ISEA provides the speaking performance for the students such as saying words of encouragement and displaying a score recognized by the RAA. In addition to the robot Kebbi Air, we first developed and introduced an AloT-FML learning tool based on the GenioPy board [6], to the AI-FML club class in Dec. 2020 to escalate their learning interests. Through gathering the observations and measurements, we analyze their learning performance based on the deep learning architecture. In addition to elementary-school students, we cooperated with Taiwan AI Academy to export this kind of learning AI-FML model to the AI experience camp of senior-high-school students in Feb. 2021. From the collected feedback, learning AI-FML for future real-world application is welcome by most high school students.

The remainder of this paper is organized as follows. The structure of the robotic assistant agent for student and machine co-learning is introduced in Section II. Then, the proposed AI-FML knowledge model on AloT application for student learning is described in Section III. Section IV shows some experimental results. Finally, we conclude this paper in Section V.

II. STRUCTURE OF ROBOTIC ASSISTANT AGENT FOR STUDENT AND MACHINE CO-LEARNING

A. Scenario

Fig. 2 shows a scenario of AI-FML human & machine cooperation, co-learning, and symbiosis described as follows [9, 10]: 1) Learners/students surf on the AI-FML platform to construct human knowledge and logic operation rules of applications to daily life. 2) Learners/Students interact with the AloT devices to co-learn with the machines to collect the data of the observations. 3) AI-FML with the perception intelligence, cognition intelligence, and computational intelligence can send the inferred results to AloT-FML learning tools such as GenioPy board and robots based on the input data and the constructed KB/RB. 4) Implement the approaches of machine learning to train the learning model and predict future learning performance. 5) Repeat Steps 1 to 4 to achieve the goal of AI-FML human & machine cooperation, co-learning, and symbiosis. Based on the concepts of the AI-FML human & machine cooperation, co-learning, and symbiosis, we will hold an FML-based machine learning competition for human and smart machine co-learning on real-world applications @ FUZZ-IEEE 2021 in July 2021.

B. Robotic Assistant Agent

Fig. 3 shows the structure of the proposed Robotic Assistant Agent (RAA) for student English learning. In this structure, students can learn the AI-FML practice (machine language) and English (human language) to achieve the goal of human and machine co-learning. We give some descriptions as follows: 1) In the teaching fields, the left-side students first sign in the Intelligent Speaking English Assistant (ISEA) app, choose a suitable sentence from the teaching materials to practice, and speak the selected sentence to the robot Kebbi Air. The right-hand students observe the information shown on the AloT-FML learning tool, such as LCD of the GenioPy board. 2) The collected data, including how many times they have practiced speaking, what sentences they speak, all AI-recognized scores, and so on, are stored in the ISEA server. 3) Students log in to the AI-FML platform to build up their own KB/RB for the ISEA application. After that, they input values for the constructed KB/RB to infer the results. 4) the AloT-FML learning tool, such as the GenioPy board, shows the inferred result together with saying something through communication with the AI-FML server while Kebbi Air also communicates with the MQTT server to take some actions to match with the inferred result. 5) Students use their data of speaking English to train their English learning model and learn the machine learning language.

C. Robotic Assistant Agent on AloT Application

In this paper, we cooperated with Mediwave Intelligent Communication Limited. and Zsystem Technology Co. to construct the AloT-FML learning tool and make the GenioPy board be with basic ability in intelligence by installing the RAA and embedding FML function in it. In this way, the users can apply AI-FML with the features of human intelligence and artificial intelligence to real-world applications. Fig. 4(a) is the screenshot of the AloT-FML learning tool based on the GenioPy board [6]. It has the following features: 1) ARM926EJ-S CPU with both 16K-byte unified I/D-cache, 64KB TCM, embedded JTAG ICE, and working frequency up to 513MHz. 2) Built-in Picture Process Unit (PPU) for Image processing and Game Function, Baseline JPEG/Motion JPEG Video Encoder/Decoder. 3) Built-in Sound Process Unit (SPU), Dynamic Volume Compressor, MP3/WAV Encoder/Decoder. 4) Edge Computing Voice Recognition (EdCVR). 5) Edge Computing Face Recognition/Object Recognition (EdCFR/EdCOR). 6) AI-FML: Human Intelligence & Artificial Intelligence for Real-World Applications.

Fig. 4(b) shows the RAA flowchart for elementary-school or high-school student English learning. There are many students in the classroom; some are speaking English to the robot Kebbi Air, others are observing the information on the AloT-FML learning tool based on the GenioPy board, and still, others are...
writing some notes such as the acquired RAA-recognized score. The ISEA server receives the students' speeches and recognizes them to decide a corresponding fuzzy score. If this fuzzy score is greater than the predefined threshold, where we set 0.5 in this paper, the ISEA server gives a correctly recognized score and the RAA says “Congratulations! You are great.” On the contrary, the ISEA server gives a partially RAA-recognized score. At this time, if partially RAA-recognized count (PAIRC) is less than 3, the RAA says “Try Again.” However, if PAIRC is equal to 3 or greater than 3, then the RAA says “Cheer Up.”

The AI-FML system optimization. The involved students can co-learn English with the robots such as Zenbo and Zenbo Junior by speaking or listening.

**Fig. 5.** Structure of AI-FML knowledge model for student learning.

**B. AI-FML for English Speaking**

Fig. 6 shows the testing scenario for human English and AI-FML learning with AloT applications described as follows: 1) The involved users first log in to Google Meet in Taiwan and Japan. A student in Hino campus, Tokyo Metropolitan University (TMU), Japan speaks English with the robot Kebbi Air. 2) The developed RAA online evaluates how well he speaks, then the AloT-FML learning tool in South Campus, Taiwan AI Academy, Taiwan receives an evaluation of the results and shows his performance of human and robot co-learning. 3) The student in Japan gives a command to the robot Palmi/Palro in Taiwan to do what he wants the robot to do. Based on this learning model, the high-school or elementary-school students in the teaching field can learn and practice how to collect and record human-learning data in preparation for machine learning. For more details in the testing, please connect to https://youtu.be/heZ-Fd7WC1s. Under this scenario, people in the world can co-learn AI-FML with the learning platform and AloT-FML learning tool together.

**Fig. 6.** Testing scenario for human English and AI-FML learning with AloT-FML learning tool between Japan and Taiwan.

**C. RAA Embedded AI-FML Robot**

The teaching contents of the knowledge model of AI-FML for elementary-school or high-school students in Taiwan include: 1) Intelligence vs. Artificial Intelligence, 2) Weak AI vs. Human-Level AI, 3) Brain-Computer Interface (BCI) & Real-World Applications, 4) AI Development Videos, 5) Human & Machine Co-Learning Practices, and 6) AI-FML Activity @ IEEE. Fig. 7 shows the RAA embedded AI-FML robot with AloT-FML learning tool for teacher teaching, as well as students and machine co-learning in traditional computer classrooms and AI classrooms. There are two kinds of classrooms, including a computer classroom and an AI classroom. When students
interact with the AI-FML robots or *AloT-FML learning tool*, they take an AI-FML course in the AI classroom. If they learn how to operate the AI-FML platform to construct KB and RB, analyze the collected data, or execute the tools of machine learning, they take the course in a computer classroom with a more stable Internet.

Fig. 7. *RAA* for teacher teaching, student learning, and machine co-learning based on the *AloT-FML learning tool* in a traditional classroom.

Fig. 8 shows AI-FML learning and practice course design for high school or elementary school students. We describe as follows: 1) Teachers first explain the learning goals of the class. 2) Teachers and students prepare and set up the *AI-FML robots, AloT-FML learning tool*, or the other equipment in the classroom. 3) Each student speaks five to ten English sentences to *AI-FML robots*. 4) The other students observe, collect, and record the speaking score data based on the *AloT-FML learning tool* from GenioPy Board for the AI-FML machine learning mechanism. 5) Students organize and analyze the collected data. 6) The particle swarm optimization (PSO) algorithm is utilized for the AI-FML machine learning model in this paper. The PSO-based AI-FML model learns each student’s learning performance and sends the evaluation result to the student and his/her teacher.

Fig. 8. The AI-FML learning and practice course design for high school or elementary school students.

**IV. EXPERIMENTAL RESULTS**

**A. ISEA Data Analysis at English Co-Learning Class**

To evaluate the effectiveness and performance of the *RAA* for student and machine co-learning on English speaking with *AloT* applications, we invite elementary-school students, junior-high-school students, and senior-high-school students to join the learning course and winter camp in Taiwan. Table I shows the valid collected data set from Rende elementary school from Sept. 9 to Jan. 2021. The students from three grade-5 classes (5A, 5C, and 5E) first joined this co-learning class from 2019/9 to 2020/1, and class 5B routinely joined in the next semester (2020/3 to 2020/7). The same students were advanced from G5 to G6 in Sept. 2020; hence all of the students of G6A-G6F joined this program from 2020/9 to 2021/1. Figs. (9a)-(9c) show the accumulated *RAA*-recognized scores collected at classes from 2019/9 to 2020/1, 2020/3 to 2020/7, and 2020/9 to 2021/1, respectively. It indicates that their English speaking ability has improved because the growth in *RAA*-recognized scores is significant from Sept. 2019 to Jan. 2021.

**TABLE I. VALID ENGLISH SPEAKING DATA.**

| Data Set       | Period of Semester | Class No. | Data No. |
|----------------|--------------------|-----------|----------|
| DSFall2019     | 2019/9 – 2020/1    | G5A, 5C, 5E | 913      |
| DSSpring2020   | 2020/3 – 2020/7    | G5A, 5F    | 518      |
| DSFall2020     | 2020/9 – 2021/1    | G6A-G6F    | 888      |

Note: The number of DSSpring2020 is less than the other two datasets because of the COVID-19 pandemic which reduces the change of speaking English to the Kebbi Air.

**B. ISEA Data Analysis based on Deep Learning**

We used the data collected at English Co-Learning Class for the deep learning model construction. The adopted deep learning mechanism has nine feature values, $x_1, x_2, \ldots, x_9$, and a label value, $y$, for each student in each class [11], where 1) $x_1$ is school code, $x_2$ is the grade of the student, and $x_3$ is the gender of the student, 2) $x_4, x_5$, and $x_6$ are scores extracted from his/her feedback, 3) $x_7$ denotes his/her number of speaking practice in class, 4) $x_8$ is the correctly *RAA*-recognized ratio, 5) $x_9$ is the correctly and partially *RAA*-recognized score, and 6) $y$ is his/her monthly English paper-and-pencil test score at school. Table II shows the number of the training data and testing data before data cleaning. We designed our experiments 1, 2, and 3 as follows: 1) Datasets of Exp. 1, 2, and 3 are *DSFall2019, DSSpring2020*, and *DSFall2020*, respectively. 2) Epochs are 100, 200, 300, 400, and 500. Table III shows the loss values of training data (Tra. Data), validation data (Val. Data), and testing data (Tst. Data) of three main experiments, Exp.1 to Exp. 3. In this paper, we use the MSE function to evaluate the learning...
performance, and the best performance is Exp. 1-4, Exp. 2-3, and Exp. 3-4, respectively, for the three experiments. The best MSE values for learning Tra. Data are shown in a bold font format. Figs. 10(a)-10(c) show the loss curves in Exp. 1-4, 2-3, and 3-4, respectively.

### TABLE II. TRAINING DATA NO AND TESTING DATA NO.

| Data Set   | Training Data No. | Testing Data No. | Total |
|------------|------------------|-----------------|-------|
| DSFall2019 | 787              | 338             | 1125  |
| DSSpring2020 | 302         | 130             | 432   |
| DSFall2020 | 599              | 258             | 857   |

### TABLE III. LOSS VALUES OF THREE MAIN EXPERIMENTS.

| Data Set   | Exp. No | Epochs | Mean Square Error (MSE) |
|------------|---------|--------|-------------------------|
|            |         |        | Tra. Data | Val. Data | Tst. Data |
| DSFall2019 | Exp. 1-1|        | 0.059     | 0.066     | 0.064     |
|            | Exp. 1-2|        | 0.054     | 0.067     | 0.064     |
|            | Exp. 1-3|        | 0.052     | 0.067     | 0.068     |
|            | Exp. 1-4|        | 0.049     | 0.067     | 0.076     |
|            | Exp. 1-5|        | 0.057     | 0.073     | 0.071     |
| DSSpring2020 | Exp. 2-1|        | 0.063     | 0.074     | 0.059     |
|            | Exp. 2-2|        | 0.039     | 0.053     | 0.041     |
|            | Exp. 2-3|        | 0.030     | 0.042     | 0.040     |
|            | Exp. 2-4|        | 0.031     | 0.045     | 0.041     |
|            | Exp. 2-5|        | 0.035     | 0.048     | 0.042     |
| DSFall2020 | Exp. 3-1|        | 0.042     | 0.057     | 0.042     |
|            | Exp. 3-2|        | 0.041     | 0.055     | 0.043     |
|            | Exp. 3-3|        | 0.040     | 0.055     | 0.042     |
|            | Exp. 3-4|        | 0.037     | 0.055     | 0.042     |
|            | Exp. 3-5|        | 0.038     | 0.059     | 0.042     |

### Learning Feedback for AI-FML Human and Machine Co-Learning Course

**Q1:** What did you learn from AI-FML Human and Machine Co-Learning course?

**Q2:** How do you learn to make you feel you, to change the way you, and as one input as you?

**Q3:** How much help did you put this course data for you?

**Q4:** Where would you take it next? Why?

**Q5:** What do the this course is important?

**Q6:** Would you take this course next semester? Why?

---

### C. Feedback from Elementary-School Students

There are 281 students from 11 classes, including grade-5 five classes and grade-6 six classes, who joined this AI-FML course at Rende elementary school in Taiwan. To understand more about the involved student’s learning state, we design a feedback form for the AI-FML course, shown in Fig. 11. Each student made a response to eight questions in the last class. Figs. 12(a) and 12(b) show the pie charts of grade-5 and grade-6 students’ responses to Q8, respectively. It indicates that most of the grade-5 students welcome the AI-FML course. But, some of the grade-6 students (about 20%) don’t want to take the AI-FML course next semester. After observing students’ responses to Q8, we found that about 52% and 24% of students of Grade 6C responded “No” and “I have no idea” to Q8, respectively. The reasons for “responding No to Q8” includes “hoping to have more free time to play games in class,” “teaching contents are too difficult or too boarding,” “I will move to the other school next semester,” and so on. Fig. 13 shows the average responded score to Q1 of eleven involved classes. The total options to Q1 are 13 so the maximum of Q1 is 13. It indicates that 1) most of the students consider themselves learning something after taking the AI-FML course, and 2) in terms of grade-6 students, class-6C children consider themselves learning least from the course which makes sense because 52% don’t want to take the course next semester.

---

**D. 2021 AI Winter Camp for Senior-High-School Students**

We applied this student and machine co-learning model to senior-high-school students. We cooperated with Taiwan AI Academy to hold an AI Winter Camp on the afternoon of Feb. 3, 2021. Table IV shows the AI-FML learning and practice design for high school students at the 2021 AI winter camp in
Taiwan. The total number of the students is 49 and they were grouped into six teams. In Part 3, the six-team students experienced in AIoT-FML learning tools like BCI music listening and RAA English speaking applications. The developed RAA hosted 50 people to experience and Table V shows the statistics in average RAA-recognized score, count of correctly recognized by the RAA, and count of partially recognized by the RAA. It indicates that the average score for six teams is about 0.5 and it has a 1:1 ratio between the count of correctly and partially recognized by the RAA. Figs. 14(a) and 14(b) shows the 27-student feedback to “Q7: Do you think the teaching contents is simple, common, or difficult?”and “Q8: Can you understand the teaching contents?” Most students consider the teaching materials are common (not simple also not difficult) and can understand most of the teaching.

| Time          | Contents                                                                 |
|---------------|--------------------------------------------------------------------------|
| 13:30-14:00   | Section 1: Demo for BCI Music Application                                 |
| 14:00-14:50   | Section 1: Knowledge Base and Rule Base                                   |
|               | Section 2: AI-FML Robot Connection                                       |
|               | Section 3: Data Analysis and Machine Learning                            |
| 15:10-15:30   | BCI Music Application and RAA English Speaking                          |
| 15:30-15:50   | T1-T3                                                                   |
| 15:50-16:10   | RAA English Speaking                                                    |
| 16:10-16:20   | Communication with robots Palmo and Palmi                                 |
| 16:20-16:30   | Learning experience and performance by video                            |

**Table V. Statistic Data for 2021 AI Winter Camp.**

| Team No | T1 | T2 | T3 | T4 | T5 | T6 | Avg |
|---------|----|----|----|----|----|----|-----|
| Average RAA-recognized Score (Maximum is 1) | 0.512 | 0.556 | 0.595 | 0.641 | 0.297 | 0.513 | 0.519 |

**Fig. 14. Feedback to (a) Q7 and (b) Q8.**

V. CONCLUSIONS

This paper proposes a Robotic Assistant Agent (RAA) that can assist students and machines in co-learning English listening and AI-FML practice based on the AIoT-FML learning tool. The RAA is introduced to help students to learn human languages, such as English listening, and AI-FML language, such as Fuzzy Markup Language, to Rende elementary school in Taiwan from Sept. 2019 to Jan. 2021. Besides, we also present the novel AI-FML learning model with AIoT-FML learning tool at the 2021 AI Winter camp held in Taiwan AI Academy on Feb. 3. 2021. Moreover, the proposed RAA with AI-FML is first embedded in AIoT device to be a novel AIoT-FML learning tool in Taiwan and will promote to Japan and Europe for student future learning. From the experimental results and the collection of students’ feedback, it shows that this kind of learning model for AI-FML future real-world applications and practice is suitable for elementary-school and high-school students, and the learning performance of elementary-school students is improved.
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