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Abstract. The constant $\hbar$ is elevated to a dynamical field, coupling to other fields, and itself, through the Lagrangian density derivative terms. The spatial and temporal dependence of $\hbar$ falls directly out of the field equations themselves. Three solutions are found: a free field with a tadpole term; a standing-wave non-propagating mode; a non-oscillating non-propagating mode. The first two could be quantized. The third corresponds to a zero-momentum classical field that naturally decays spatially to a constant with no ad-hoc terms added to the Lagrangian. An attempt is made to calibrate the constants in the third solution based on experimental data. The three fields are referred to as actons. It is tentatively concluded that the acton origin coincides with a massive body, or point of infinite density, though is not mass dependent. An expression for the positional dependence of Planck’s constant is derived from a field theory in this work that matches in functional form that of one derived from considerations of Local Position Invariance violation in GR in another paper by this author. Astrophysical and Cosmological interpretations are provided. A derivation is shown for how the integrand in the path integral exponent becomes $L_c/\hbar(r)$, where $L_c$ is the classical action. The path that makes stationary the integral in the exponent is termed the “dominant” path, and deviates from the classical path systematically due to the position dependence of $\hbar$. The meaning of variable $\hbar$ is seen to be related to the rate of time passage along each path increment. The changes resulting in the Euler-Lagrange equation, Newton’s first and second laws, Newtonian gravity, Friedmann equation with a Cosmological Constant, and the impact on gravitational radiation for the dominant path are shown and discussed.

1.0 Introduction

There are three premier problems in physics, that Occam’s Razor, as a guiding principle, suggests one seek a single explanation for: the nature of dark energy; the nature of dark matter; the nature of fundamental physical constants.

The idea studied is whether Planck’s constant, a dimensioned quantity, may vary. The author uses the field $\psi$, where $\hbar=\beta\psi$. A comment on dimensioned versus dimensionless constants is given in Appendix 1.

What is the physical meaning of a variable Planck’s constant? Could it ever be sensed by human beings? What conservation laws would remain in effect? What well-established theory would it conflict with? The goal here is to find the implications of this, examine how such an effect could be applied to the subject of the former paragraph, and find astrophysical and cosmological constraints on the variation that admit it, or rule it out. A logical course will be followed within the most basic formalisms, field theory, and the path integral. The authors hope is that the idea and results are memorialized, to be used in unforeseen ways, by others, either to support, or disprove, whether fundamental constants vary in any way. The author himself does not necessarily fully believe (or advocate) the main ideas presented in this paper, or even the information used as evidence for the variations of fundamental constants.
Fundamental constants are measured very carefully, seem to be only very weakly dependent on position, and if time varying, this time variation must be very slow. A solution is sought that is consistent with those observations that still might explain how a constant can come into being from some sort of field, that can describe energies associated with the constant, and variations with time or position, if any. One must also explain why the constants do not seem to be limited by the need to propagate at a speed \( c \) or lower to have an effect – they are infinite in range, everywhere at all times, nearly equal in magnitude in all locations, persistent in duration, operate seemingly without any mechanism, and there are no easily observed particles associated with them. These observations are consistent with the non-propagating modes of fields, or static fields.

The following section is reproduced nearly verbatim from the authors own article: “Position Dependent Planck’s Constant in a Frequency-Conserving Schrödinger Equation” *Symmetry 2020*, 12, 490; doi:10.3390/sym12040490. Some minor alterations in the text include a reordering of the same references, and a renumbering of the equations to be consistent with present article:

“The possibility of the variation of fundamental constants would impact all present physical theory, while all reported variations or interpretations of data concluding a constant has varied are extremely controversial. Examples of work in this area include Dirac’s Large Number Hypotheses [1], the Oklo mine from which could be extracted a variation of the fine structure constant [2,3], and the observations of quasars bounding the variation of the latter per year to one part in \( 10^{17} \) [4-6]. Recent theoretical work includes the impact of time dependent stochastic fluctuations of Planck’s constant [7], and the effect of a varying Planck’s constant on mixed quantum states [8]. An authoritative review of the status of the variations of fundamental constants is given in [9].

Publicly available Global Positioning System (GPS) data was used to attempt to confirm the Local Position Invariance (LPI) of Planck’s constant under General Relativity [10-11]. LPI is a concept from General Relativity, where all local non-gravitational experimental results in freely falling reference frames should be independent of the location that the experiment is performed in. That foundational rule should hold when the fundamental physical constants are not dependent on the location. If the fundamental constants vary universally, but their changes are only small locally, then it is the form of the physical laws that should be the same in all locations.

The LPI violation parameter due to variations in Planck’s constant is called \( \beta_h \). The fractional variation of Planck’s constant is proportional to the gravitational potential difference and \( \beta_h \). The value found in [10] for variations in Planck’s constant was \(|\beta_h|<0.007\).

and,

The study did not report on the altitude dependence of Planck’s constant above the earth. A very recent study involving the Galileo satellites found that GR could explain the frequency shift of the onboard hydrogen maser clocks to within a factor of \((4.5\pm3.1)\times10^{-5}\) [12], improved over Gravity Probe A in 1976 of \(~ 1.4\times10^{-4}\), these are the \( \alpha_{rs} \) redshift violation values that may be compared to \( \beta_h \).

Consistent sinusoidal oscillations in the decay rate of a number of radioactive elements with periods of one year taken over a 20 year span has been reported [13-18]. These measurements were taken by six organizations on three continents. As both the strong and weak forces were involved in the decay processes, and might be explainable by oscillations of \( \hbar \) influencing the probability of tunneling, an all electromagnetic experiment was conducted, designed specifically to be sensitive to Planck’s constant variations [19]. Consistent systematic sinusoidal oscillations of the tunneling voltage of Esaki diodes with periods of one year were monitored for 941 days. The charge carrier tunneling of an Esaki diode can be modeled using the Wentzel–Kramers–Brillouin (WKB) approximation. The result is a tunneling probability that is an exponential function of the physical width of the barrier, and the applied
voltage. The tunnel diode oscillations were attributed to the combined effect of changes in the WKB tunneling exponent going as $\hbar^{-1}$, and changes in the width of the barrier going as $\hbar^2$. The electromagnetic experiment voltage oscillations were correctly predicted to be 180 degrees out of phase with the radioactive decay oscillations. This data can be made available for independent analysis by requesting it from the author of [19].

It is both controversial, and easily criticized, to suspect that the oscillations of decay rates and tunnel diode voltage are related to the relative position of the sun to the orbiting earth, and that there are resulting oscillations in Planck’s constant due to position dependent gravitational effects, or effects with proximity to the sun. It should be mentioned that there have been studies in which it was concluded there was no gravitational dependence to the decay rate oscillations [20-21]. There is also dispute in the literature concerning the reality of the decay rate oscillations [22-24].”

As further clarifications, the LPI violation parameter result for Planck’s constant discussed above was taken by its investigator to be a null result, concluding it to be zero, because its variation was less than the measurement uncertainty with a bound about zero, [10-11], while [25] discusses a mechanism for why such violations may be undetectable in experiments with clocks and light. In the second paragraph of the above excerpt from [25], the term “universally” is used as an abbreviation for “temporal and spatial variations over cosmological scales”, and “locally” was used to mean “temporal and spatial variations over scales of the everyday human experience of life on Earth”, or “benchtop experiments”. The intentional search for variations in Planck’s constant seems to be limited to only to the references [10-11], and the diode experiment of [19]. In reviews of this paper, it is often pointed out that the decay rate oscillations cannot be used as direct evidence of variations in Planck’s constant, and the author admits this in the article. However, reviewers, thus far, never comment on, or even acknowledge, the diode test [19], yet then readily posit that there is no evidence for Planck’s constant variations.

A new paper on positional (gravitational) variations in the fine structure constant from spectral analysis of Fe V absorption of the white dwarf G191-B2B reports that the fine structure constant increases in high gravitational fields [26], building on the earlier work of Berengut [27]. These papers are part of a very limited body of literature experimentally examining the positional variation of a fundamental constant, another is [28] on the proton-electron mass ratio variation about white dwarfs GD133, and G29-38. An essentially null result for variations of the fine structure constant on the Earth in its orbit around the sun is found in [29], in disagreement with [19] on Planck’s constant on the Earth in orbit about the sun. None of these results approach a significance level of 6$\sigma$, and in all, unaccounted for systematic effects may be influencing the results. However, this is an active and ongoing area of research. Workers using the HST STIS, the ESPRESSO instrument at the VLT, the Keck telescope, etc. (this author is one of them, on the experimental-spectroscopic side) are continuing to look for variations in the fine structure constant, refining analysis methods, eliminating systematics, and comparing experimental results to those predicted by classical field theory using various coupling setups to gravity. Since there is presently no undisputed (no accepted) data concerning such variations, it is presently not known whether constants are dynamical fields, or whether they are coupled to gravity. This paper is mostly concerned with spacetimes that are “sufficiently flat”, where gravity does not directly enter, explained in Section 2.9.

2.0 Dynamical Fields
At this time, it is not known conclusively whether the variation of a constant signifies that it is assuredly a dynamical field, or not, or is something else entirely, not yet understood. In a separate paper by this author, issues specific to the Schrödinger equation in a single-particle, non-relativistic, non-field theoretic framework for a position-dependent $\hbar$, that is not treated as a dynamical field, were examined [25], the reference of the excerpted section. That work is relevant to the present paper for two reasons. The first reason is that the positional variation of $\hbar$ is derived in [25] from a completely different starting point, that results in the same in functional form as one derived in this paper.

In this paper’s Section 2, variations in $\hbar$ will be treated as a scalar dynamical field, coupling fields through the derivative terms in the Lagrangian density, but not coupled to gravity. The second reason is that one of the results to follow in this paper suggests that frequency may be a more fundamental parameter than energy, and the Schrödinger equation of [25] is frequency-conserving and Hermitian. Continuing the modified excerpt from [25]:

“The scope of much work with variable constants as dynamical fields has been to address unsolved problems in cosmology. Consider the Cosmon of Wetterich [30-31], using a field dependent prefactor to the derivative term in the scalar Lagrangian that decays to a constant value for large field values, acting like variable Planck mass [31]. Existing theories with varying constants as fields are the Jordan-Brans-Dicke scalar-tensor theory developed in the late 1950’s with variable $G$, and Bekenstein variable fine structure constant theory developed in 1982 [32-33]. The latter did not contain gravity, and was concerned with the electromagnetic sector. Albrecht, Magueijo and Moffat, examined a variable $c^4$ to attempt to explain the flatness and horizon problems, the cosmological constant problem, and homogeneity problem [34]. Cosmologies of varying $c$ were examined by Barrow [35] and Moffat [36-37].

$$S_{GR} = \int \left\{ \frac{(c_o \xi)^4}{16G_o \pi} \xi R + \frac{(n_o \psi)^2}{2} g^{\mu\nu} \nabla_\mu \psi \nabla_\nu \psi + \frac{(h_o \psi)^2}{2} \frac{\xi}{\xi} g^{\mu\nu} \nabla_\mu \xi \nabla_\nu \xi + \frac{(h_o \psi)^2}{2} \frac{G}{G} \nabla_\mu \xi \nabla_\nu \xi \nabla^\mu c \nabla^\nu c \sqrt{-g} d^4x \right\}$$ (1)

$$\frac{\partial}{\partial x_o} = \frac{1}{c_o \xi} \frac{\partial}{\partial t}$$ (2)

$$G = G_o / \xi$$ (3)

$$\hbar = h_o \psi$$ (4)

$$c = c_o \xi$$ (5)

Equations (1) to (5) show in a single form an amalgam of possible couplings including a Jordan-Brans-Dicke-like scalar-tensor theory of alternative General Relativity with variable $G$, an Albrecht-Magueijo-Barrow-Moffat-like field for $c$, a field for $\hbar$ like that of [32-33], which is different than the form of Bekenstein’s for variable $e^2$ whose representative field squared divided the derivative terms. There is also the field theory of Modified Gravity (MOG) of Moffat, and the Tensor-Vector-Scalar (TeVeS) gravity of Bekenstein. There are many ways all the constants
might be represented as fields, and many ways they might be coupled. Coupling fields together in this way is the accepted approach for the treatment of a constant."

The scalar field setup used for \( \hbar \) will couple through the derivative terms, and to itself. Cosmological and astrophysical interpretations of this setup will be developed. The fields in the prefactors to follow are literally assigned to represent Planck’s constant, distinct from \( c \), or the fine structure constant, and \( e \) is not present.

Consider these six specifics concerning the mathematics of scalar fields:

i. \( k \)-Essence Theory

These models where introduced as an alternative to constant dark energy, to explain the accelerated expansion of the universe, and the time evolution of the cosmological constant [38-42]. The actions involve \( \mathcal{L}_k = F \) for any function the kinetic terms \( X \) and scalar field \( \psi \), usually minimally coupled to gravity,

\[
\mathcal{L}_k = F(\psi, X)
\]

\[
X = \frac{1}{2} g^{\mu \nu} \nabla_\mu \psi \nabla_\nu \psi
\]

Thus, the \( k \)-Essence models may encompass the field to be studied here that is linear in \( X \), and there may already be a well-studied mathematical solution that has not been directly called out as \( \hbar \), or any other familiar constant, other than the cosmological constant.

ii. Field Redefinition

It is possible to redefine a coupled scalar field so that the kinetic terms look like that of a normal free-field theory. This is most easily accomplished when the coupling of \( \psi \) is not to the kinetic terms of another field (and in some cases when it is), and when \( \mathcal{L}_k \) is linear in \( X \). When \( \psi \) is redefined, new interaction terms then appear in the Lagrangian, and a Hamiltonian may be derived from the Euler-Lagrange equations with respect to the new field. The perturbative expansion of QFT may then be used for the theory, and the \( S \)-matrix is not altered by the redefinition. Thus, amplitudes for various processes may be computed, despite the complexity of the original Lagrangian, with alterations in the interpretations of interaction terms and pre-factors.

iii. Canonical Quantization

The standard prescription will be applied to the most basic Klein-Gordon free-field. A variation is offered, pertaining to an infinite number of field redefinitions that the particular setup under study is amenable to.

iv. Non-Propagating Modes and Static Modes
Non-propagating modes, and also static fields, are a reasonable candidate to represent a fundamental constant, as they do not require the propagation of particles to have a remote effect. The non-propagating modes involve particles only when their values change, and readjust to give the new, static field.

v. Vacuum Solutions

The classical vacuum solutions are well known, and here are linked to non-propagating modes. Vacuum solutions were examined by the author, in which Planck’s constant appears as an unnamed field in the denominator of a Lagrangian density, the field called \( \phi \) in Equations (44) and (45) of [43], sketched initially in the unpublished paper [44]. The latter paper is not yet complete.

vi. Tadpoles and Lagrangians with Linear Field Dependences

The coupling setup will produce a linear field interaction term (tadpole) from the mass term, inducing a non-zero vacuum expectation value (VEV). The standard treatment is to eliminate the tadpole with a field redefinition, so that \( S \)-matrix elements can be more easily computed by normal means. Retaining the linear term, however, spoils the interpretations of mass and propagation. Here, a divergent, static classical solution will prompt the mass to be set to zero, for four reasons: the boundary condition assumed is that the field should not diverge far from the origin; the consensus is that any varying constant would be described by a nearly massless scalar field; the mathematics is easier; terms and coefficients retain their interpretations. The tadpole may have other consequences for Planck’s constant and coupling, but that will be relegated to further work.

There are a great number of rather exotic fields under study. Some have been intentionally linked to varying constants at the outset, per those in the introduction. Of those fields that have not already been linked to the variation of a familiar constant from the start, one may wonder if some theories might be, after the fact. Identifying them would be no small undertaking.

One objective of this effort is to publicize that mathematical solutions may already exist for fields that could represent fundamental constants, but have not been brought to light, either because of the reticence to talk about the variation of a constant, or the field was not recognized as possibly representing a constant. There is also a tendency in field theory to work in natural units, \( c = G = \hbar = 1 \), and this would tend to suppress thinking about fields as representing, and evolving into, the fundamental constants with which we are most familiar. In cosmological theories, a field capable of explaining many observations, left unrecognized as a constant, inadvertently or intentionally, reduces the possibility of experimentally substantiating the theory, as it reduces the scope of experiments that might be capable of detecting its implications.

Per Occam’s Razor, it is reasonable to start with theories that involve varying fields that are intentionally representative of the fundamental constants most familiar to us, reduced to the
utmost of simplicity. The one that has been given minimal treatment is \( \hbar \), now treated below, for the least complicated case.

The paper outline is as follows: 1) The Lagrangians of importance will be developed; 2) Propagating and non-propagating mode solutions will be examined, and where possible, quantized; 3) Cosmological and astrophysical interpretations will be offered; 4) The path integral will be developed for a position dependent Planck’s constant; 5) Relationships of the latter to dark matter, the cosmological constant, and gravitational waves will be presented.

2.1 Classical Field Lagrangian Densities

Consider two symmetrically coupled scalar Klein-Gordon fields of mass \( m \) and \( M \) with coupling constant \( g \), showing the unburied location of the constants \( \hbar \) and \( c \) in the Lagrangian density \( \mathcal{L} \),

\[
\mathcal{L} = \frac{1}{2} \hbar^2 \partial_\mu \varphi \partial^\mu \varphi - \frac{1}{2} m^2 c^2 \varphi^2 + \frac{1}{2} \hbar^2 \partial_\mu \psi \partial^\mu \psi - \frac{1}{2} M^2 c^2 \psi^2 - g \psi \varphi
\]  

(8)

The Lagrangian density of Equation (8) produces the normal coupled Klein-Gordon equations for the fields (or particles) \( \psi \) and \( \varphi \). The constant \( \hbar \) might be associated with the fields directly (though this does not matter if \( \hbar \) is just a normal constant). If so, as a prelude to making \( \hbar \) a field, it is shown as operated on by the derivatives,

\[
\mathcal{L} = \frac{1}{2} \hbar \partial_\mu \varphi \partial^\mu \varphi - \frac{1}{2} m^2 c^2 \varphi^2 + \frac{1}{2} \hbar \partial_\mu \psi \partial^\mu \psi - \frac{1}{2} M^2 c^2 \psi^2 - g \psi \varphi
\]  

(9)

Whether the latter is necessary or not is an unknown, but is an option to investigate, and there are many possible coupling schemes, other than the one to be discussed.

Let it now be supposed that \( \hbar \) is itself a dynamical field, which would be a natural way to introduce it as a non-constant. If \( \hbar \) is to have the usual units of J/s, the unit keeping then necessitates the introduction of yet another constant \( \beta \), where \( \hbar = \beta \psi \).

Selection of a Lagrangian is per Occam’s Razor, and is the simplest form that combines \( \hbar \) as its own pre-factor, and as the pre-factor of all other to-be-quantized fields.

From (8),

\[
\mathcal{L} = \frac{1}{2} (\beta \psi)^2 \partial_\mu \varphi \partial^\mu \varphi - \frac{1}{2} m^2 c^2 \varphi^2 + \frac{1}{2} (\beta \psi)^2 \partial_\mu \psi \partial^\mu \psi - \frac{1}{2} M^2 c^2 \psi^2 - g \psi \varphi
\]  

(10)

The key idea here is that the quantum mechanical field for \( \hbar \) also functions as its own \( \hbar \). To coin a term, the field for \( \hbar \) is its own “actionizer”, and acts on all other to-be-quantized fields with the same proportionality constant \( \beta \). The fields for \( \hbar \) are dubbed the “acton”.

2.2 Planck’s Constant as a Self-Actionizing Field in Isolation
Consider first a much more standard form of coupling. Take Equation (8) with $M=m=0$, describing two massless fields interacting through a coupling term that is separate from the derivative term. Then let the two fields be the same field, that is, let $\phi=\psi$. Equation (8) then becomes, with $\hbar$ a bona fide constant,

$$\mathcal{L} = \mathcal{L}_c = F(\psi, X) = \hbar^2 \partial_u \psi \partial^u \psi - g\psi^2$$

(11)

The resulting equation of motion is,

$$\partial^2 \psi - c^2 \nabla^2 \psi + \frac{gc^4}{\hbar^2} \psi = 0$$

(12)

From Equation (11) and (12) it is seen that a fields ability to couple to itself separately from the derivative term, that is it self-interacts, produces the equivalent of a mass equal to $m^2 = g$. Such setups are normally avoided, so as to not cause confusion with actual particle masses, who’s values and mass ratios are fundamental constants.

Quadratic self-interaction terms are interpreted as mass in a free field. In Lagrangians with additional interaction terms, there must be no linear terms if the quadratic terms are to be interpreted as a physical mass, even though the theory can still be solved. Such terms are important in symmetry breaking, but here they will not be treated.

2.3 Infinitely Repeated Field Redefinition $\chi = \psi^2$ and Relation to Vacuum Energy

Now promote $\hbar$ to a field $\beta \psi$, then, redefine the field. So that it comes as no surprise to the reader, an interpretation of these results will be given Section 2.8, relating them to the cosmological constant/dark energy, and vacuum energy. A variant of this idea will also be developed in section 3.7 in the path integral treatment. The central idea is that the energy that sustains (or is associated with) a fundamental constant, in the absence of particles, is the vacuum.

The Lagrangian densities, equations of motion, and Hamiltonian for $\psi$ and its redefinition $\chi=\psi^2$ are,

$$\mathcal{L}_\psi = \frac{1}{2} (\beta \psi)^2 \partial_u \psi \partial^u \psi - \frac{1}{2} M^2 c^2 \psi^2$$

(13)

$$\bar{\psi} - \nabla^2 \psi + \frac{M^2 c^2}{\beta \psi} + \frac{\psi^2}{\psi} = 0$$

(14)

$$\mathcal{H}_\psi = \frac{1}{2} (\beta \psi)^2 \bar{\psi}^2 + \frac{1}{2} (\beta \psi)^2 (\nabla \psi)^2 + \frac{1}{2} M^2 c^2 \psi^2$$

(15)

$$\mathcal{L}_\chi = \frac{1}{8} \beta^2 \partial_u \chi \partial^u \chi - \frac{1}{2} M^2 c^2 \chi$$

(16)
\[ \ddot{x} - \nabla^2 x + 4 \frac{M^2 c^2}{\beta^2} = 0 \]  

(17)

\[ \mathcal{H}_x = \frac{1}{8} \beta^2 \dot{x}^2 + \frac{1}{8} \beta^2 (\nabla x)^2 + \frac{1}{2} \frac{M^2 c^2 x}{\mathcal{H}_x'} \]  

(18)

Note that the mass terms of \( \mathcal{L}_x \) and \( \mathcal{H}_x \), (16) and (18) linear in \( x \), the tadpole. The free-field term and tadpole term have been named in the underbrackets of (18). The tadpole term no longer physically represents a mass, rather an induced non-zero vacuum expectation value (VEV). If one wishes to use \( x \) to compute \( S \)-matrix elements, the vacuum expectation value must vanish, either by setting \( M=0 \), or by redefining the field again, per \( x \to x^{\text{VEV}} \). If the latter redefinition were utilized in a coupling involving more fields than \( x \), then all the coefficients and interaction terms in the Lagrangian would also be changed from their original interpretations, so that will be avoided.

Even more concretely, \( x \) is not in the mass term of the equation of motion (17). As a result, the static classical solution of the equation of motion for \( x \) diverges as \( r^2 \). The non-propagating modes are, here, more heavily weighted candidates to represent the familiar constants.

Concerning the boundary conditions for fields that may represent physical constants, it is sensible that they should not diverge with increasing range.

For all of the reasons mentioned here and in the prior sections, Occam’s Razor leads to the additional simplification that \( M=0 \), and the massless Klein-Gordon equation if \( x \to 2x \) (although the latter will not be employed). \( \hbar^2 = \beta^2 x \) is a viable solution, provided the mass is zero, to avoid a classical solution that diverges with increasing range. This finding is at least consistent with the consensus that the masses of “fundamental constants fields” be near zero [9].

Note that the massless Klein-Gordon equation (17) with \( M=0 \) for the squared field \( \hbar^2 = \beta^2 x \) is equivalent to (14) with \( M = 0 \) for the unsquared field \( \hbar = \beta \psi \). That is, the equation of motion for Planck’s constant \( \hbar = \beta \psi \) is not just a massless Klein-Gordon equation for \( \psi \), because the field must support itself. These are important results, arrived at because the field was specifically called out as representing \( \hbar \) at the beginning. Were \( M \) not zero, one of the cosmological interpretations of this field, discussed in Section 2.7.1, would not be possible, and the averaging scheme in Appendix 3, pertaining to the non-propagating mode solution of Section 2.7, would not produce a sensible result.

Quantization of \( x \) follows by the standard procedure, with Fourier expansion of the fields, making Fourier coefficients operators,

\[ E_x = \frac{1}{4} \beta^2 \int \frac{d^3 p}{(2\pi)^3} \frac{\omega_p}{c} \left( a_p^\dagger a_p + \frac{(2\pi)^3}{2} \delta^{(3)}(0) \right) \]  

(19)
The vacuum term has been left intentionally in (19), and the divergent term is usually explained by two singularities that arise in the treatment, the infrared and ultraviolet divergences.

It is now natural to ask whether $\beta$, the new constant, should also be represented by a field. What is interesting about this setup, is that it is amenable to repeated application of the same redefinition procedure. One finds for the $n^{th}$ repeated application,

$$L_{(n)}^{(n)} = \frac{1}{2} \left( \beta^{(n)} \right)^2 \partial_u \psi^{(n+1)} \partial^u \psi^{(n+1)}$$

(20)

$$\beta^{(n-1)} = \beta^{(n)} \psi^{(n)}$$

(21)

$$\psi^{(n)} = \left( \psi^{(n-1)} \right)^2 = \left( \psi^{(1)} \right)^{2n}$$

(22)

$$\hbar = \beta^{(n)} \prod_{i=1}^{n} \psi^{(1)}$$

(23)

$$E_{(n+1)}^{(n+1)} = \frac{1}{4^n} \left( \beta^{(n)} \right)^2 \int \frac{d^3p}{(2\pi)^3} \frac{\omega^{(n+1)}_p}{c} \left( \omega^{(n+1)}_p \alpha^{(n+1)}_p + \left( \frac{(2\pi)^3}{2} \delta^{(3)}(0) \right)^{(n+1)} \right)$$

(24)

Normal ordering would remove the vacuum term, and it would be given no further thought, though normal ordering is the equivalent of a subtraction of it - or just throwing it out.

Intentionally leaving it, for $n=\infty$, for a finite number of particles, the term of (24) that has a clearer prospect of remaining non-zero is the vacuum term, written in (25). Without a formal investigation of the infinities, one may tentatively conclude that the energy that sustains Planck’s constant is that of the vacuum,

$$E^{(\infty)} = \frac{1}{4^n} \left( \beta^{(\infty)} \right)^2 \int \frac{d^3p}{(2\pi)^3} \frac{\omega^{(\infty)}_p}{c} \left( \frac{(2\pi)^3}{2} \delta^{(3)}(0) \right)^{(\infty)} = E^{(1)}$$

(25)

Further, the redefined field should have the same energy as before redefinition. Per (25), this would be possible if there are no permitted excitations of the field, that is, no particles at all, and all of the operators are zero, namely, static, and non-propagating fields.

While the argument is not rigorous, it does hint at the importance of the non-propagating modes, vacuum solutions, solutions with zero momentum, static solutions, and why such excitations are not in the common realm of experience. Despite that this manipulation may seem to be an overcomplication of the simplest solution available, it is shown for a reason: what constants actually are is not understood, and results (24) and (25) involving the infinity plus infinite redefinition is an unturned stone, mathematically.

In (25), the only variable associated directly with the field/particle in the integrand is the frequency. In this light, one may speculate whether the most fundamental physical parameter
describing the vacuum is the frequency. This was the result mentioned in the introduction that prompted the investigations made of a frequency-conserving form of the Schrödinger equation in [25].

The discussion will continue with only the first field redefinition. The relationship between Planck’s constant and the energy of the vacuum will be taken up again in Sections 2.8 and 3.7.

2.4 Propagating and Non-Propagating Classical and Quantized Solutions for $\chi$

Perhaps the reason there is no propagation required for a constant to have an effect is because the field associated with it has zero momentum, that is, the occupation number of the particles is zero, and the modes are non-propagating, leaving only the vacuum. From the equation of motion for $\chi$ with $M=0$, one finds by separation of variables, and completely standard canonical quantization,

$$\chi = S_{\chi}(\vec{r})\phi_{\chi}(x_0)$$

(26)

$$\frac{\partial}{\partial \tau} S_{\chi} = \nabla^2 S_{\chi} = -\frac{\alpha_p^2}{c^2} = -\vec{p} \cdot \vec{p} = -p^2$$

(27)

$$\phi_{\chi} = A_p e^{\frac{ip x}{c}} + B_p e^{-\frac{ip x}{c}}$$

(28)

$$S_{\chi} = C_p e^{ip \tau} + D_p e^{-ip \tau}$$

(29)

$$D_p = A_p = 0$$

(30)

$$\chi_p = C_p B_p e^{\frac{ip \tau - ip x_0}{c}} + c.c. = \bar{a}_p e^{\frac{ip \tau - ip x_0}{c}} + \bar{a}_p^* e^{-\frac{ip \tau + ip x_0}{c}}$$

(31)

$$\chi = \int \frac{d^3 p}{(2\pi)^3} \sqrt{\frac{c}{8\alpha_p}} \left( a_p e^{ip \tau} + a_p^* e^{-ip \tau} \right)$$

(32)

$$\lim_{p \to 0} \chi_p = \chi_0 = (\bar{a}_o + \bar{a}_o^*)$$

(33)

The equation of motion for $\chi$ is linear and homogeneous, allowing the sum over the solutions $\chi_p$. In taking the limit $p \to 0$ after finding the solutions, it is seen that the zeroth component $\chi_0$ is constant, so $\hbar^2 = \beta^2 \chi_0$ is constant and real. The equations (27) to (33) are actually a special case of a more general solution, and equations (26) and (27) are compared to it Appendix 2, and is pertinent to quantization of a standing wave field.

2.5 Non-Propagating Classical Solutions for $\chi$ and $\psi$

Consider taking the limit $p \to 0$ before solving the differential equation as a vacuum (non-propagating) solution. One finds a different solution. Mathematically, it is known the limit of the
solution will not equal the solution of the limit. Yet, there is no reason physically to exclude
either as a solution in the interest of finding new explanations for variations of constants, which
are not well-understood. Such spatial solutions are those of Laplace’s equation, the same as the
equation of the Newtonian gravitational potential in vacuum, or the electric potential in vacuum.
The solutions for the zero-momentum field representing $\hbar^2$ are therefore the allowed classical
vacuum solutions. From (27) with first taking $p \to 0$,

$$S_{\alpha\chi}(\vec{r}) = \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} S_{\alpha\chi}^l(\vec{r})^m = \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} \left( A_l r^l + B_l r^{-l-1} \right) P^m_l (\cos \phi) \left( S_m \sin(m\theta) + C_m \cos(m\theta) \right)$$  \hspace{1cm} (34)

$$\phi_{\alpha\chi}(x_o) = B_1 + B_2 x_o$$  \hspace{1cm} (35)

where the underline means the limit $p \to 0$ is taken before solving the differential equation, and
with the spatial form selected so as to be real. The sub- and superscripts are the azimuthal and
polar indices of the solution. Of particular interest is the solution for $l=m=0$ with all other
coefficients zero,

$$S_{\alpha\chi}^l(\vec{r})^m = B_3 + \frac{B_4}{r}$$  \hspace{1cm} (36)

Note that in (35) and (36) there are constants $b_{1,2,3,4}$. The first and second pertain to the time
dependence (35), and the third and fourth pertain to the spatial dependence of the $l=m=0$
solution of (34), renamed for neatness.

The reason for the interest is that (36) may be always positive, real, and decays to a constant at
$r=\infty$. This way, very far from the origin of the acton, which is to represent a physical constant,
there is no asymmetry of behavior in space. The solutions (34) to (35) could not be readily
quantized by this author. There is, however, now a classical energy associated with the solution
(35) and (36), despite that momentum is zero. The Hamiltonian density is from (18), (35) and
(36),

$$H_{\alpha\chi}^0 = \frac{\beta^2}{8} \left( \left( \frac{b_2 b_3 + b_2 b_4}{r} \right)^2 + \left( \frac{b_2 b_5 + b_2 b_4 x_o}{r^4} \right) \right)$$  \hspace{1cm} (37)

and Planck’s constant becomes,

$$\hbar_{\alpha\chi}^0 = \beta \sqrt{\left( x_o + b_2 \right) \left( b_3 + \frac{b_4}{r} \right)}$$  \hspace{1cm} (38)

It can be seen from (37) and (38) that Planck’s constant, per this model, can change as a function
of time and position, and, that there is an energy density associated with its existence that also
changes as a function of time and position. From (34) there are many other profiles that might be explored.

Consider now another related solution path, where the field is not representative of $\hbar^2$, but of $\hbar$. The equation of motion for $\psi$ is now derived from Equation (13), and not its square $\chi$. The non-linear homogeneous equation of motion is (14).

Equation (14) is separable ($x_0$ dependent) if and only if $M=0$, another cause for this choice. Writing $\psi=S_\psi(r)\varphi_\psi(x_0)$, the equation of motion becomes, for a specific wavenumber $p$ or frequency $\omega_p$,

$$\frac{\dot{\varphi}_\psi}{\varphi_\psi} + \frac{\dot{S}_\psi}{S_\psi} + \frac{\nabla^2 S_\psi}{S_\psi} + \frac{(\nabla S_\psi)^2}{S_\psi^2} = -\frac{\omega_p^2}{c^2} = -p^2$$  \hspace{1cm} (39)

The limit $p \rightarrow 0$ is again taken first, now stipulating a radial dependence only, so using the radial term of the spherical Laplacian,

$$S_{\psi r}(r) = \left(b_3 + b_4 \frac{x_0}{r}\right)^{1/2}$$  \hspace{1cm} (40)

$$\varphi_{\psi r}(x_0) = \left(b_5 + b_6 x_0\right)^{1/2}$$  \hspace{1cm} (41)

Squaring (40) and (41), then comparing to (34) and (35), one sees they are identical. Enforcing a radial dependence in $\psi$ produces the same solution as $l=m=0$ for $\chi=\psi^2$. One finds,

$$\psi_0 = \sqrt{\chi_0} \left|_0\right.\hspace{1cm} (42)$$

$$\hbar_{\psi r} = \hbar_{\chi r} \left|_0\right.\hspace{1cm} (43)$$

$$H_{\psi r} = H_{\chi r} \left|_0\right.\hspace{1cm} (44)$$

which is a reassuring check, showing that both representative fields are equivalent in this case. The Hamiltonian density used for (44) was (18) with $M=0$.

2.6 Another Non-Propagating Solution for $\chi$ and $\psi$ – Standing Waves

The following is in keeping with finding solutions that far from the action origin do not show a spatial asymmetry. This is accomplished from (39) by stipulating that the solutions $\psi$ have spherical symmetry with only a radial momentum $p_r$, so $\psi$ has no angular dependence. The step produces localized standing wave solutions that do not decay in time. There are no resulting dot products of $p$ with position $r$ in the solutions, only the scalar product $p_r r$.

Continuing, the solutions to the non-linear equation of motion $\psi_p$, will then be individually squared to produce $\psi_p^2$, analogous to $\chi_p$ which one recalls is derived from a linear and
homogeneous equation of motion, allowing solution summation. The $\psi^2$ will then be summed to form $\psi^2$, followed by quantization of $\psi^2$, not $\psi$. Proceeding in that order produces a different solution than those of Sections 3.1, 3.2, and 3.3. The Appendix 2 shows there is a more general solution, solving (26) and (27) for $\chi_p$, and by choice of coefficients that eliminate terms, $\chi_p = \psi_p^2$, equivalent to the square of (45), (46), and to (47).

Returning to Equation (39) for $p=p_r \neq 0$, again, where there is only a radial momentum dependence, one finds,

$$ S_{p_r}(r) = d_2 \left( \frac{\cos(\sqrt{2} pr + d_1)}{\sqrt{2} pr} \right)^{1/2} $$

(45)

$$ \varphi_{p_r}(x_o) = d_4 \left( \cos(\sqrt{2} p(d_3 + x_o)) \right)^{1/2} $$

(46)

where the subscript $r$ on $p_r$ has been dropped. Note in that the limit of the solutions (45) and (46) does not equal the solution of the limit (40) and (41).

The factor $pr$ is only a scalar product, not a dot product between vectors. When squared, the solutions (45) and (46) are that of a localized spherical standing wave, not a traveling wave. This field on its own would not seem to represent a constant like $\hbar$ very well, since (45) can be either imaginary, or when squared, negative, and in either case, falling to zero at $r=\infty$. However, the solution of (45) and (46) is of interest, because it is unusual, and also readily quantizable.

The profile of the field $S_{p_r}$ from (40) is shown in Figure 1a for various values of the constants, and the profile of $S_{p_r}^2$ from (45) is shown in Figure 1b.

![Figure 1a. $S_{p_r}$ field profile.](image1.png)

![Figure 1b. $S_{p_r}^2$ field profile.](image2.png)

2.7 Canonical Quantization of the Standing Wave $\psi^2$ Solution

What may the $p=p_r \neq 0$ solutions, Equations (45-46), correspond to in a quantum field theory? The endeavor will be to attempt their canonical quantization, following the unusual steps outlined in the last section. Observe that the standing wave field $\psi_p = S_{p_r} \chi_{p_r}$ is complex, but $\psi_p^2$ is
real, spatially oscillating and decaying with an envelope $1/r$, and also oscillating with an overall amplitude in time,

$$\psi_p^2 = (d_2 d_4)^2 \left( \cos \left( \frac{1}{\sqrt{2}} \sqrt{2} pr + d_1 \right) \right) \left( \cos \left( \sqrt{2} p (d_3 + x_o) \right) \right)$$

(47)

Expressing (47) in exponential form, and setting $d_1$ and $d_3$ to zero,

$$\psi_p^2 = \left( \frac{1}{2} \right)^2 (d_2 d_4)^2 \frac{1}{\sqrt{2} pr} \left( e^{i \sqrt{2} pr} + e^{-i \sqrt{2} pr} \right) \left( e^{-i \sqrt{2} pr} + e^{i \sqrt{2} pr} \right)$$

(48)

In order to make the transition from (48) to an expansion, the expansion coefficients will be associated only with the time ($x_o$) components, and formulated so as to obey a reality condition,

$$\psi_p^2 = \left( \frac{1}{2} \right)^2 (d_2 d_4)^2 \frac{1}{\sqrt{2} pr} \left( e^{i \sqrt{2} pr} + e^{-i \sqrt{2} pr} \right) \left( \tilde{a}_p e^{-i \sqrt{2} pr} + \tilde{a}_p^* e^{i \sqrt{2} pr} \right)$$

(49)

An integration over wavenumber is performed to form the complete solution as a superposition. Note that the wavenumber integral is one dimensional, since the momentum is only radial.

$$\psi^2 = \left( \frac{1}{2} \right)^2 (d_2 d_4)^2 \int \frac{dp}{(2\pi)} \frac{1}{\sqrt{2} pr} \left( e^{i \sqrt{2} pr} + e^{-i \sqrt{2} pr} \right) \left( \tilde{a}_p e^{-i \sqrt{2} pr} + \tilde{a}_p^* e^{i \sqrt{2} pr} \right)$$

(50)

As for the derivatives,

$$\partial_{x_o} \psi^2 = \left( \frac{1}{2} \right)^2 (d_2 d_4)^2 \int \frac{dp}{(2\pi)} \left( -i \right) \frac{\sqrt{\omega_p / c}}{r} \left( e^{i \sqrt{2} pr} + e^{-i \sqrt{2} pr} \right) \left( \tilde{a}_p e^{-i \sqrt{2} pr} - \tilde{a}_p^* e^{i \sqrt{2} pr} \right)$$

(51)

$$\nabla \psi^2 = \left( \frac{1}{2} \right)^2 (d_2 d_4)^2 \int \frac{dp}{(2\pi)} \left( i \right) \frac{\sqrt{\omega_p / c}}{r} \left( e^{i \sqrt{2} pr} - e^{-i \sqrt{2} pr} \right) \left( \tilde{a}_p e^{-i \sqrt{2} pr} + \tilde{a}_p^* e^{i \sqrt{2} pr} \right)$$

(52)

Collecting factors carefully, and on quantizing, the fields become,

$$\psi^2 = \left( \frac{1}{2} \right) (d_2 d_4)^2 \int \frac{dp}{(2\pi)} \frac{1}{\sqrt{2 \cdot 8 \omega_p / cr}} (a_p + a_p^\dagger) \cos(\sqrt{2} pr)$$

(53)

$$\partial_{x_o} \psi^2 = \left( \frac{1}{2} \right) (d_2 d_4)^2 \int \frac{dp}{(2\pi)} \left( -i \right) \frac{\sqrt{\omega_p / 8c}}{r} (a_p - a_p^\dagger) \cos(\sqrt{2} pr)$$

(54)
\[ \nabla \psi^2 = \left( \frac{1}{2} \right) (d_x d_z)^2 \int \frac{dp}{(2\pi)} \left( -1 \right) \frac{\sqrt{\omega_p^2 + \frac{8c}{r}}}{r} (a_p + a_p^\dagger) \sin(\sqrt{2}pr) \] 

(55)

The Hamiltonian density is,

\[ \mathcal{H} = \frac{1}{8} \beta^2 \left( \partial_{xx} \psi^2 \right)^2 + \frac{1}{8} \beta_{\psi \psi} \left( \nabla \psi^2 \right)^2 \] 

(56)

and the total energy,

\[ E = \frac{1}{8^2} \beta^2 (d_x d_z)^4 \left( \frac{1}{2} \right)^2 \int d^3r \frac{dpdk}{(2\pi)^2} \frac{\sqrt{\omega_p \omega_k}}{cr^2} \times \]

\[ \begin{align*}
&\left(-1\right) \cos(\sqrt{2}pr) \cos(\sqrt{2}kr) \left(a_p - a_p^\dagger\right) \left(a_k - a_k^\dagger\right) \\
&+ \left(+1\right) \sin(\sqrt{2}pr) \sin(\sqrt{2}kr) \left(a_p + a_p^\dagger\right) \left(a_k + a_k^\dagger\right)
\end{align*} \] 

(57)

Multiplying out (57), rearranging terms, integrating over spatial angles, and cancelling the \( r^2 \) from the denominator stemming from the spatial integral,

\[ E = \pi \beta^2 (d_x d_z)^4 \int \frac{dpdk}{(2\pi)^2} \frac{\sqrt{\omega_p \omega_k}}{c} \times \]

\[ \begin{align*}
&\left(a_p a_k^\dagger + a_p^\dagger a_k\right) \int dr \left( \sin(\sqrt{2}pr) \sin(\sqrt{2}kr) + \cos(\sqrt{2}pr) \cos(\sqrt{2}kr) \right) \left(\frac{(2\pi)\delta(k-p)}{2}\right)
\end{align*} \]

\[ + \]

\[ \left(a_p a_k + a_p^\dagger a_k^\dagger\right) \int dr \left( \sin(\sqrt{2}pr) \sin(\sqrt{2}kr) - \cos(\sqrt{2}pr) \cos(\sqrt{2}kr) \right) \left(-\frac{(2\pi)\delta(k+p)}{2}\right) \]

(58)

The interpretation of the formally non-convergent integral is shown in the under-brackets of (58). Continuing,

\[ E = \frac{\pi}{8^2} \beta^2 (d_x d_z)^4 \int \frac{dp}{(2\pi)} \frac{\omega_p}{c} \left( a_p a_p^\dagger + a_p^\dagger a_p - \left( a_p a_{-p} + a_p^\dagger a_{-p}^\dagger \right) \right) \] 

(59)
Well-defined quantization immediately follows if the integrals are restricted to range from $p=0$ to $p=+\infty$, where equivalently the creation and annihilation operators for states with subscripts that are negative are taken to be zero in (59), so (60) results. Normal ordering eliminates the vacuum term in (60) giving the field quanta and their energies, (61).

One may take this as a condition necessary to achieve quantization with no further explanation. However, a physical rationale will be offered, below.

### 2.7.1 A Cosmological Interpretation

Standing waves are formed from oppositely directed traveling waves. The classical solution (47) does not rely on the $-p$ solutions to combine with the $+p$ solutions to form the standing wave – it is a steady state spherical standing wave in and of itself already, describing the situation long after transient behavior is over, after setup. Now visualize the early transient behavior whereby the standing wave comes about. The action emits a traveling spherical wave from its origin that propagates outward into space, and to develop the spherical standing wave (47), this emitted wave would have to somehow reflect off of a perfectly symmetrical spherical boundary and be directed back to the origin to interfere with the emitted wave. However, there is no physical boundary to provide reflection, so how can this occur? Assume closed curvature in the Universe during the initial field set-up, before Inflation drives the Universe to the critical density, and the associated flat spacetime. Impose periodic boundary conditions with allowed wavevectors incremented by $2\pi / L$, where $L$ is the period of the boundary taken to the limit $L=\infty$. Each point on the traveling spherical wavefront emitted from the origin at $r=0$ travels full circle, returning from $r=\infty$ to the origin from the opposite side it was emitted from, and then interferes with the emitted wave. So, for the $+p$ states, which are initially outgoing waves emitted from the origin,

\[
E = \frac{\pi}{32} \beta^2 \left( d_x d_y \right)^4 \left[ \frac{dp}{(2\pi)} \frac{\omega_p}{c} \left( a_p^\dagger a_p + \frac{(2\pi)}{2} \delta^{(1)}(0) \right) \right]
\]

\[
: E := \frac{\pi}{32} \beta^2 \left( d_x d_y \right)^4 \left[ \frac{dp}{(2\pi)} \frac{\omega_p}{c} a_p^\dagger a_p \right]
\]

(61)

and (39) is becomes the standing spherical wave (47) for $+p$ after taking the real part.

The $-p$ states must then be initially inbound waves emitted from a spherical boundary at $r=\infty$ traveling to the origin at $r=0$, and forming the standing wave with the wave also traveling inbound from infinity that passed through the origin from the opposite side,
\[
\frac{e^{-i\sqrt{2}|pr-i\sqrt{2}\omega_p,t}}{-2^{3/2}|p|r}_{\text{emitted, } r=0} + \frac{e^{i\sqrt{2}|pr-i\sqrt{2}\omega_p,t}}{-2^{3/2}|p|r}_{\text{pass through, } r=0} \propto \cos(\sqrt{2}|p|r) - \cos(\sqrt{2}\omega_p,t)
\]  

(63)

So, it can be seen that the real part of (63) is the solution (47) for \(-p\).

However, the case of a distant boundary of sources miraculously located for simultaneous convergence on the acton center feels as unphysical as a distant reflective boundary, even though mathematically the solution is allowed, and the steady state behavior differs by only a phase of \(\pi\) between \(+p\) and \(-p\).

If there had in the distant past been closed curvature in the Universe, in the equilibration period after the Big Bang, but before Inflation at \(10^{-36}\) s, the acton field could have been set up, interfered with itself, and then expanded during Inflation.

What is the acton origin? The following is postulated:

i. In all the above scenarios applied to cosmology, the acton origin would be every point in the universe, if the Cosmological Principle is to be obeyed. The Planck’s constant experienced on the cosmological scale would be then be a spatial average, something like the root-mean square value of (45) and (40), subject to boundary conditions that prevent its divergence, leaving a cosmological time dependence per (46) and (41). This is the background value of \(\hbar\). Variations on this idea of averaging is treated in Appendix 3, Section 3.7, and also reference [43].

ii. The infinite number of cosmological origins (every point in space) may also be thought of as coinciding with a location of initially infinite energy density that does not persist.

iii. The field at a single origin in isolation is divergent per (47). However, the average of all origins includes an infinite number of effectively zero values, and the field can be quantized without divergence. Therefore, the spatial averaging produces a finite value with only a time dependence, see Appendix 3.

iv. On astrophysical scales, in this epoch, where localized energy densities are not uniform, that do persist, such as supermassive black holes, neutron stars, and white dwarfs, then (40-41) and (45-46) would represent more local perturbations those objects around the background value, so not subject to an averaging process.

Whatever the acton origin is, to quantize this field, it must be thought of as the source of the activity, the integrals \(dp\) range from \(p=0\) to \(\infty\), the operators with negative subscripts are zero, and the second term of (59) is zero.

2.7.2 A Comment on Coupling to Gravity and Closed Curvature

Why has this author not started with the case in which the field being investigated is coupled to gravity, either minimally via the metric, or non-minimally, directly to the Einstein-Hilbert action. The spacetime in these derivations is flat. This is certainly a valid criticism.
The reason is that what is being examined is the most tractable possible case, as finding solutions coupled to gravity becomes orders more difficult, having to find solutions to the Einstein Field Equations and the acton field simultaneously. That may very well be the problem that has to be solved, ultimately, and later. It is much easier investigate the situation under the assumption that the curvature of the universe is “sufficiently flat” per Section 2.9 (though not exactly flat, per Section 2.7.1), and develop a base set of solutions, for which the coupled solutions with gravity may eventually be compared. There are also an infinite number of ways the acton field may be coupled to gravity, and it is not clear at this time which couplings are the most appropriate to investigate, although minimal coupling would be a reasonable one to start with, and only because it is the second simplest. If the author started the work there, the criticism would then concern justifying the reason for that specific case, but also, there already exist many solutions for scalar fields coupled to gravity in many ways.

In addition, this author’s primary interest is in investigating how a scalar field, representing a constant, “supports” itself, and other fields, the simplest “other field” being another scalar field.

However, an interpretation has been given here, that during a period of closed curvature, the outgoing waves complete their full journey, become incoming waves, and interfere with those still outgoing, followed by inflation and continued expansion. In that epoch, undoubtedly, the interaction with gravity may be very strong. In the present epoch, though now very close to perfect flatness, perhaps not exactly, this process must still be happening. This makes the near-flat spacetime case a worthy starting point, and the approximations used here worth considering.

### 2.7.3 Mathematical Details for Completion of Section 2.7

The commutation relationships used were,

\[
[a_p, a_k^\dagger] = (2\pi)\delta^{(1)}(p-k)
\]

\[
[a_p^\dagger, a_k^\dagger] = [a_p, a_k] = 0
\]

from which may be derived the relationship between conjugate variables,

\[
[\psi^2(r), \psi^2(r')] = [\partial_x \psi^2(r), \partial_x \psi^2(r')] = 0
\]

\[
[\psi^2(r), \partial_x \psi^2(r')] = i\left(\frac{d_x d_4}{16\sqrt{2}}\right)\delta^{(1)}(r-r')
\]

where (65) is arrived at in interpreting the following integral that results during the analysis,

\[
\int dp \frac{\cos(\sqrt{2} pr)\cos(\sqrt{2} pr')}{rr'} = (2\pi)\delta^{(1)}(r-r')
\]
The final result (61) resembles those of normal free fields, save for the pre-factors, and that the operators are left dimensioned.

2.8 Calibration of Coefficients – A Demonstration

This section deals with an example of the inputs necessary to calibrate a model. It is conjectured here that the static, non-propagating modes that couple to other fields in the derivative terms is, from (41) or (38), the square of (69). This is because it is the only solution for \( \hbar \) that is positive and real at all times. The free-field solution, and the standing-wave solutions result during temporary adjustments to this non-propagating mode.

From (69) follow other relations to be used in the calibration of the coefficients,

\[
\hbar_{op}(r,t) = \beta \sqrt{b_1 b_3 \left(1 + \frac{b_2}{b_1} x_0\right) \left(1 + \frac{b_1 / b_3}{r}\right)}
\]

(69)

\[
\hbar_{op}(\infty,t) = \beta \sqrt{b_1 b_3 \left(1 + \frac{b_2}{b_1} ct\right)}
\]

(70)

\[
\hbar_m = \hbar_{op}(\infty, t_H)
\]

(71)

\[
\frac{\partial_t \hbar_{op}(r,t)}{\hbar_{op}(r,t)} = \frac{1}{2} \left(b_1 / b_2 + ct\right) \bigg|_{t_H} = -\frac{\partial_t \alpha}{\alpha} = 4.73 \times 10^{-16} \text{[yr}^{-1}]\]

(72)

The value that is measured now is \( \hbar_m \) and \( t_H \) is the Hubble time. The position dependence of \( \hbar_{op} \) is thought provoking, see [25] and its relevant equation (97) reproduced in Section 2.10.

Equation (122) describes the variation of scalar fields that (may represent a constant) coupled to a gravitational field when gravity is weak, and [27] is an example, wherein other references are given on the matter. Equation (123) is derived in this paper from (69), although gravity was only obliquely involved, in the curvature discussion, Section 2.7.1. They are very similar in appearance.

In (72), \( \alpha \) is the fine structure constant, and its variation is constrained to \( \sim 10^{-17} \) per year [4-6]. The value chosen for use in (72) is on that order, but the choice of sign was made completely arbitrarily, to get order of magnitude estimates for the calibration demonstration. In one paper it is concluded that \( \alpha \) is smaller in the past [4], opposite the trend chosen for this demonstration in (72). Most works only bound the possible variation about zero.

For \( t=t_H \), one then finds when attributing all the variation in the fine structure constant to Planck’s constant,

\[
b_1 / b_2 = 10^{33}[m]
\]

(73)
From (70-71) and (73), again putting $t=t_H$, one finds,

$$
\beta^2 b_2 b_3 = \frac{\hbar^2}{(b_1 / b_2 + c t_H)} \sim 1.11 \times 10^{-10} [\hbar^2 / m] 
$$

(74)

In (74) and the equations to follow, when $\hbar$ appears in a square bracket, should be understood to mean “units of Planck’s constant J-s”.

It was conjectured in Section 3.1 and 3.2 that the energy density associated with the constant $\hbar$ when the field has no momentum is that of the vacuum, and the follow-up comes below.

Note the following:

i. Arguments where given that the solution (69) for Planck’s constant is associated with vacuum energy, and it is a vacuum solution.

ii. Planck’s constant is small.

iii. The Cosmological Constant, the gravitational vacuum energy density, and the only vacuum for which an experimental value of an energy density exists, is also small.

iv. Quantum mechanical effects are thought to be critically important at the energy scale of the pre-inflation universe, and at the singularities of black holes.

v. Planck’s constant is involved in all of the known quantum mechanical interactions, and also sets the magnitudes of a system of units for quantum gravity theories.

vi. The non-propagating solutions are the most reasonable candidate fields to assign to the present epoch. Fundamental constants must be changing very slowly. Therefore, there are a minimal number of particles needed to readjust them at this time, so we do not routinely just find them.

vii. As originally introduced by Einstein, the Cosmological Constant does not change in value as the universe expands (though in quintessence models, k-essence, and others, it does).

viii. The electromagnetic vacuum energy density is formally divergent, and $10^{120}$ orders of magnitude larger than the cosmological constant when an upper bound of the Planck frequency is imposed. The vacuum catastrophe is still unresolved, and is the premier example concerning the viability of field theory, as its gravitational influence should be enormous, but it is not sensed at all. This is indicative of the lack of some fundamental understanding of fields, so is also avoided here.

Therefore, from (37), very far from the acton origin, the present value of the gravitational Cosmological Constant is this authors choice to equate to the energy density of the field $\hbar^2 = \beta^2 \xi$,

$$
H_{\nu \xi}^0 (r = \infty) = \frac{\beta^2 (b_2 b_3)^2}{8} = \Lambda = 5.63 \times 10^{-10} [J / m^3] 
$$

(75)

From (74) and (75),
\[ b_2 b_3 = 3.86 \times 10^{52} [J^{-1} m^{-2} s^{-2}] \]  
(76)

\[ \beta = 1.70 \times 10^{-27} [kg^{3/2} m^{7/2} / s] \]  
(77)

\[ b_2 b_3 = 3.86 \times 10^{125} [J^{-1} m^{-1} s^{-2}] \]  
(78)

From (69), and independent of the time-dependence choice of the fine structure constant, 

\[ \frac{\partial_r b_{4\nu}}{b_{4\nu}} = -\frac{1}{2} \frac{b_3}{b_2} \frac{1}{r^2} \left( 1 + \frac{b_4 / b_3}{r} \right) \biggr|_{R_o} \approx \frac{\delta \hbar}{\hbar} \frac{1}{\Delta R_o} = -3.5 \times 10^{-15} [m^{-1}] \]  
(79)

\[ b_4 / b_3 = 1.62 \times 10^8 [m] \]  
(80)

The numerical value in (79) comes from the work of Hutchin [19] where it was surmised \( \hbar \) varies by 21 ppm across the Earth’s orbit of radius \( R_o \sim 1.52 \times 10^{11} \) m, and the difference between the maximum and minimum radii \( \Delta R_o = 6 \times 10^9 \) m. One might have used the bounding values of [26,27,29] for the example, but those pertain to the fine structure constant, and also, some appear to be null results, or not to be statistically significant.

The author mentions that recent work on spectral analysis of the white dwarf G191-B2B suggests that the fine structure constant increases slightly in strong gravitational fields [43]. This is the opposite of what would be expected if Planck’s constant were solely responsible.

From (76), (78) and (80), Planck’s constant is positive, and decreases with distance from the origin using the data of [19].

### 2.9 Coupling to Other Fields

The equations of motion for the fields coupled by the dynamical terms can only be solved analytically, with some approximations. The Lagrangian will be written in terms of the “supporting field” \( \chi \), and the “supported field” of the Klein-Gordon type \( \varphi \), so-called because \( \chi \) supports the dynamical terms of \( \varphi \), and also, because these fields did not get along very well, and \( \chi \) had higher income.

Consider (16) and massless fields, with an action (81a). \( \chi \) is non-minimally coupled to gravity via some function \( f(\chi) \), but \( \varphi \) is minimally coupled, and \( q \) is a coupling constant.

\[ S = \int \frac{1}{2k} q f(\chi) R + \frac{1}{8} \beta^2 \chi g^\mu^\nu \nabla_\mu \chi \nabla_\nu \chi + \frac{1}{2} \beta^2 \chi g^\mu^\nu \nabla_\mu \varphi \nabla_\nu \varphi + \mathcal{L}_m \{ \chi \} \sqrt{-g} d^4 x \]  
(81a)

When gravity is weak and matter is dilute, the “sufficiently flat” approximation is that spacetime is very nearly flat, \( \chi \) is still weakly affected by matter and the curvature in some manner, but \( \varphi \) is...
affected only through the coupling to $\chi$. Thus, $\chi$ can be treated as though it changes independently, and one may work with the Lagrangian (81b) to estimate the impact on $\phi$,

$$\mathcal{L} = \frac{1}{2} \beta^2 \partial_\alpha \phi \partial^\alpha \phi + \frac{1}{8} \beta^2 \partial_\alpha \chi \partial^\alpha \chi$$  \hspace{1cm} (81b)

The equations of motion for $\chi$ and $\phi$ are, respectively,

$$\frac{1}{4} (\dddot{x} - \nabla^2 \chi) - \frac{1}{2} \left( \dot{\phi}^2 - (\nabla \phi)^2 \right) = 0$$  \hspace{1cm} (82)

$$(\dddot{x} \phi + \chi \ddot{\phi}) - (\nabla \chi \cdot \nabla \phi + \chi \nabla^2 \phi) = 0$$  \hspace{1cm} (83)

The variable Planck’s constant field will now be shown to cause an alteration in the solution of the supported field from its free state.

The situations when the second term of (82) is zero are the easiest to solve for. Then $\phi$ is close to the form of a plane wave, $\phi$ does not influence the form of $\chi$, and solutions for the latter already developed may be used, namely, those of (35) and (36). Therefore, the equation of motion (83) can be solved with $\chi$ as an input from its solution, in isolation, for the limit $p=0$, taken first.

The following will be needed,

$$\chi = \chi^0$$  \hspace{1cm} (84)

$$\dot{\chi}^0_{|_{0\phi}} = (b_1 + b_2 x_o) \left( b_3 + \frac{b_4}{r} \right)$$  \hspace{1cm} (85)

$$\ddot{\chi}^0_{|_{0\phi}} = b_2 \left( b_3 + \frac{b_4}{r} \right)$$  \hspace{1cm} (86)

$$\nabla \chi^0_{|_{0\phi}} = -b_4 \frac{(b_1 + b_2 x_o)}{r^2}$$  \hspace{1cm} (87)

$$\frac{\dddot{x}_{|_{0\phi}}}{\chi^0_{|_{0\phi}}} = \frac{b_2}{(b_1 + b_2 x_o)}$$  \hspace{1cm} (88)

$$\frac{\nabla \chi^0_{|_{0\phi}}}{\chi^0_{|_{0\phi}}} = -b_4 \frac{b_1}{(b_1 r^2 + b_2 r)}$$  \hspace{1cm} (89)
\[ \hbar^2 = \beta^2 \chi \]  

(90)

For \( r=\infty \), the gradient of \( \chi \) is zero, and (83) becomes,

\[ \frac{\dot{\chi}}{\chi} \phi + \ddot{\phi} - \nabla^2 \phi = 0 \]  

(91)

For very early times \( x_0=0 \), and from (89), (91) becomes, using the calibration demonstration values for \( b_2/b_1 \), writing \( \phi=T(t)Z(r) \), and separating variables,

\[ \omega_h = \frac{b_2}{b_1} c \sim 10^{-25} [s^{-1}] \]  

(92)

\[ \omega_h \partial_t T + \partial_r^2 T = -\omega_p^2 T \]  

(93)

\[ \nabla^2 Z = -p^2 Z \]  

(94)

\[ \varphi = \left( Ae^{\bar{\omega} \bar{r}} + Be^{-\bar{\omega} \bar{r}} \right) \left( Ce^{-\frac{1}{2} \sqrt{\omega_0^2 - 4\omega_p^2 + \omega_h}} + De^{\frac{1}{2} \sqrt{\omega_0^2 - 4\omega_p^2 - \omega_h}} \right) \]  

(95)

One sees that the supported field \( \varphi \) has been altered from the free-field solution due to the variable Planck’s constant. For \( \omega_h=0 \), the supported field \( \varphi \) would be a pure planewave and therefore a free field.

Based on the calibration of the constants, even at a time of \( t_H \sim 10^{17} [s] \), the solution (95) is almost that of a plane wave for any reasonable value of frequency \( \omega_p \), but with a very small decay in time, controlled by \( \exp(-\omega_h t/2) \), the parameter \( \omega_h \) describing the temporal variation of Planck’s constant.

One finds with the calibrated parameters, that the increase/decrease of \( \hbar \) with time causes the supported field amplitudes to decay/grow in time. The signs and trend here are dictated by the arbitrarily chosen sign in (72).

The plane wave condition for the second term of (82) being approximately zero is therefore satisfied, and for \( \omega_Ht \) so small, it is clear how to quantize (95) for early times – neglect \( \omega_Ht \) and proceed with canonical quantization.

### 3.0 Path Integral for a Position Dependent Planck’s Constant

A related subject is the path integral, allowing one to examine the impact of a position-dependent Planck’s constant on classical trajectories, and to compare to some of the results from the dynamical field study.
A derivation is shown for how the integrand in the path integral exponent becomes $L_c/\hbar(r)$, where $L_c$ is the classical action. The path that makes stationary the integral in the exponent is termed the “dominant” path, and deviates from the classical path systematically due to the position dependence of $\hbar$. The changes resulting in the Euler-Lagrange equation, Newton’s first and second laws, Newtonian gravity, the Friedmann equation with a Cosmological Constant, and the impact on gravitational radiation for the dominant path are shown and discussed. Total frequency, not energy, is conserved, explained below.

### 3.1.1 Derivation of an Alternative Path Integral

The development to follow will depend on some prior results found in [25]. Equation (96) is the anticommutator-symmetrized Hermitian frequency-conserving operator controlling unitary time-evolution,

$$\hat{F}_\hbar = -\frac{1}{2m} \left\{ h(\vec{r}), \nabla^2 \right\} + \frac{V(\vec{r})}{\hbar(\vec{r})} = \frac{\hat{p}_\hbar^2}{2m} + V_h(\vec{r})$$

(96)

and the analog of momentum with units of [kg-m/s/$\hbar^{1/2}$] is,

$$\hat{p}_\hbar = \frac{1}{i} \sqrt{\frac{1}{2} \left\{ h(\vec{r}), \nabla^2 \right\}}$$

(97)

In this approach, total frequency is conserved, not energy. Equations (96-97) were derived for the condition that $\hbar$ had no explicit time dependence. The completeness operator in the position representation that will result in summation over every possible path at each time-slice is,

$$\int dx_j(t_j) \langle x_j, t_j | x_j, t_j \rangle = 1$$

(98)

Using (98) by repeated insertion $N$ times (for $N$ time slices) between the brackets of the transition amplitude for a particle initially at $(x_i,t_i)$ to be found at $(x_f,t_f)$, one may write for the amplitude,

$$\langle x_f, t_f | x_i, t_i \rangle = \int \prod_{j=1}^{N-1} dx_j(t_j) \prod_{k=0}^{N-1} \langle x_{k+1}, t_{k+1} | x_k, t_k \rangle$$

(99)

The completeness operator will be needed for the equivalent of the momentum representation to be used,

$$\int dp_h \langle p_h | p_h \rangle = 1$$

(100)

A general amplitude in (99) will now be examined. Using the time evolution operator followed by approximation to first order,
\[ \langle x_i, t_o + \Delta t | x_o, t_o \rangle = \langle x_i | \exp(-i\hat{H}\Delta t) | x_o \rangle \]
\[ \approx \langle x_i \exp\left(-i\frac{\hat{p}_{x}^2}{2m}\Delta t\right)\exp(-iV(x)\Delta t) | x_o \rangle \] (101)

Inserting (100) into (101) and acting with the operators,
\[ \langle x_i, t_o + \Delta t | x_o, t_o \rangle = \int dp_h \langle x_i | \exp\left(-i\frac{\hat{p}_{x}^2}{2m}\Delta t\right) \exp\left(-i\frac{V(x)}{\hbar(x)}\Delta t\right) | x_o \rangle \]
\[ = \int dp_h \langle x_i | p_h \rangle \langle p_h | x_o \rangle \exp\left(-i\frac{p_h^2}{2m}\Delta t\right) \exp\left(-i\frac{V(x_o)}{\hbar(x_o)}\Delta t\right) \] (102)

The two needed \( p_h \) eigenfunctions, with factors of \( \hbar^{1/2} \) dividing the exponent to produce the right units for the approximate basis become,
\[ \langle p_h | x_o \rangle \approx \frac{\exp\left(-ip_h x_o / \sqrt{\hbar(x_o)}\right)}{\sqrt{2\pi\hbar(x_o)}} \] (103a)
\[ \langle x_i | p_h \rangle \approx \frac{\exp\left(ip_h x_i / \sqrt{\hbar(x_i)}\right)}{\sqrt{2\pi\hbar(x_i)}} \approx \frac{\exp\left(ip_h x_i / \sqrt{\hbar(x_o)}\right)}{\sqrt{2\pi\hbar(x_o)}} \] (103b)

The approximate basis above is justified in [25] where it was shown that for a mild enough gradient in \( \hbar \), the free particle wavefunctions are approximately planewaves, and the Ehrenfest theorem relating the position expectation value time derivative to the momentum is exactly retained. The approximation will break down if the gradient becomes too large. Substituting (103a-b) into (101) and (102) and integrating,
\[ \langle x_i, t_o + \Delta t | x_o, t_o \rangle = \int dp_h \frac{dp_h}{2\pi\hbar(x_o)} \exp\left(-i\frac{p_h^2}{2m}\frac{V(x_o)}{\hbar(x_o)}\Delta t\right) \exp\left(-i\frac{p_h^2}{2m}\frac{V(x_o)}{\hbar(x_o)}\Delta t\right) \]
\[ = \frac{1}{2\hbar(x_o)} \exp\left(i\frac{m}{2\hbar(x_o)}\left(\frac{x_i - x_o}{\Delta r}\right)^2 - V(x_o)\Delta t\right) \] (104)

The term in the curly brackets of (104) is the classical Lagrangian \( L_c \), only now divided by the position dependent \( \hbar \),
\[ \langle x_i, t_o + \Delta t | x_o, t_o \rangle = \frac{A}{\hbar(x_o)} \exp\left(i\frac{L_c(x_o)}{\hbar(x_o)}\Delta t\right) \] (105)
Now substituting (105) into (99), taking the limit $N \to \infty$, and passing the resulting sum in the exponent to an integral, the new form of the path integral is,

$$\langle x_f, t_f \mid x_i, t_i \rangle = \int D_h x(t) \exp \left( i \int \frac{dt}{\hbar(x(t))} L_c (x(t), \dot{x}(t)) \right)$$

$D_h x(t) = \lim_{N \to \infty} \prod_{j=1}^{N-1} A \frac{dx(t_j)}{\hbar(x(t_j))}$

(106a-b)

Normally, the $\hbar$ that appears in the denominator of the exponent is a constant, but in (106a) it is not, and is being integrated. The complication of the product $1/\hbar(x_j)$ in the pre-factor of (106b) appears in $D_h x(t)$, however, this is not important in what follows in Section 3.2, and after.

### 3.1.2 Meaning of a Variable Planck’s Constant

Noting (105), equation (106a) and (106b) have been written to provide an interpretation for what a variation in Planck’s constant actually means in this context – it is related to variations in the rate of time passage over the classical path, which must be made stationary in combination with the Lagrangian as part of the action. Unusual forces not normally present in classical physics result, to be discussed.

Unlike relativity, here, an observer at rest in the field of $\hbar$ with respect to another in motion through it do not measure different rates of time passage, and both observe the same altered trajectory. The amplitude of the transition from an initial state at $x_i$ to the final state at $x_f$ behaves as if there is an effective time increment between, depending on the value of $\hbar(x_i)$.

The expressions (105) and (106a-b) were not derived by straightforward substitution of a position dependent Planck’s constant into the path integral, and to do so would be rather trivial. Here, a different form of the pre-factor results (106b). The result shown came by way of the considerations that lead to Equations (96) and (97), in a non-field-theoretic approach. There are not two (or more) coupled fields sharing the total energy, so the approach is non-traditional. The rationale for this, was that what constants actually are is not understood, and so non-traditional approaches are worthy of investigation and memorialization. Here, and in [25], the non-traditional approach will be the conservation of total frequency, as opposed to energy.

### 3.2 Euler-Lagrange Equation for Dominant Path and Total Frequency Conservation

The usual argument is to say that the classical path is the one that makes the classical action in the exponent of the path integral stationary, all other paths cancelling by rapid oscillations in the limit that the constant $\hbar \to 0$. That will still be the case if the entire function $\hbar$ in (106a) goes to zero.

To be more precise, the classical trajectory is recovered from the path integral when the classical action is much larger than the constant $\hbar$, due to mass or energies becoming large. If $\hbar$ had no
positional dependence, the classical path would be found by making stationary the Lagrangian in the exponential term in (106a).

The “dominant path” will be used to refer to one that makes the integral in the exponent of (106a) stationary when \( \hbar \) varies. The trajectories around the dominant path are systematically different from the true classical path, due to the variation of \( \hbar \).

The condition for a stationary exponent in (106a) in terms of generalized coordinates is given by a modified form of the Euler-Lagrange equation,

\[
\frac{d}{dt} \frac{\partial (L_c / \hbar)}{\partial \dot{q}_i} - \frac{\partial (L_c / \hbar)}{\partial q_i} = 0
\]

\[
\frac{d}{dt} \frac{\partial (L_c / \hbar)}{\partial \dot{q}_i} = \frac{d}{dt} \left( \frac{1}{h} \frac{\partial L_c}{\partial \dot{q}_i} - \frac{L_c}{h^2} \frac{\partial h}{\partial \dot{q}_i} \right) = \frac{1}{h} \frac{d}{dt} \frac{\partial L_c}{\partial \dot{q}_i} - \frac{1}{h^2} \frac{\partial L_c}{\partial \dot{q}_i} \sum_j \frac{\partial h}{\partial q_j} \frac{\partial q_j}{\partial q_i}
\]

\[
\frac{\partial (L_c / \hbar)}{\partial q_i} = \frac{1}{h} \frac{\partial L_c}{\partial q_i} - \frac{L_c}{h^2} \frac{\partial h}{\partial q_i}
\]

\[
\frac{d}{dt} \frac{\partial L_c}{\partial \dot{q}_i} - \frac{\partial L_c}{\partial q_i} = \left( \bar{V} \ln \hbar \cdot \dot{q} \right) \frac{\partial L_c}{\partial \dot{q}_i} - L_c \frac{\partial \ln \hbar}{\partial q_i}
\]

(107a-f)

The left side of (107f) are the usual Euler-Lagrange terms, but the right that is usually zero is no longer. The classical equation of motion is recovered when the logarithmic derivative of \( \hbar \) vanishes. In the absence of an external potential, classical conjugate momentum \( p_i \) and modified conjugate momentum \( \overline{p}_i \) are not conserved due to the position dependence of \( \hbar \).

Equation (108) shows that the total frequency \( W = H_c / \hbar \) is conserved and not the total classical energy. Taking the total time derivative of \( L_c / \hbar \) and using (107c),

\[
- \frac{\partial (L_c / \hbar)}{\partial t} = \frac{d}{dt} \left( \sum_i \dot{q}_i \frac{\partial (L_c / \hbar)}{\partial \dot{q}_i} - L_c / \hbar \right) = \frac{d}{dt} \frac{H_c}{\hbar} = \frac{dW}{dt} = 0
\]

(108)

For a conserved \( W \), on any trajectory in which the value of \( \hbar \) is equal at the start and end, the total energy is restored, though not conserved along the trajectory.
3.3 Newton’s First and Second Law for Dominant Path

From (107f), the equation of motion for the path that makes the Lagrangian in (106a) stationary is a modified Newton’s second law,

\[
m\ddot{x} = -\nabla V_c + m\left(\nabla \ln h \cdot \dot{x} - (\nabla \ln h) \left(\frac{1}{2} m |\dot{x}|^2 - V_c \right)\right)
\]

\[
m\ddot{x} = F_c + \frac{\partial \ln h}{\partial x} H_c
\]

(109a-b)

where (109a-b) are in 3-D and 1-D, respectively. \(H_c = T_c + V_c\) is the classical total energy, and can be written as (109b) only in 1-D. With no external potential, the equation (109b) becomes,

\[
\ddot{x} = \frac{\partial \ln h}{\partial x} \left(\frac{1}{2} \dot{x}^2 \right)
\]

(110)

From Equation (110), if the particle is at rest, it stays at rest, per the first half of Newton’s first law. For the second half of Newton’s first law, it is found that a particle in motion tends to accelerate or decelerate, depending on the functional form of \(\hbar\). Therefore, momentum is not conserved.

As an example, assuming the logarithmic derivative of \(\hbar\) is a constant \(k\), with no other forces present per (110), one finds,

\[
\dot{\hbar} = h_0 e^{ks}
\]

\[
x(t) = -\frac{2}{k} \ln \left(\frac{c_1 + kt}{c_2}\right)
\]

\[
\dot{x}(t) = -\frac{2}{c_1 + kt}
\]

\[
\ddot{x}(t) = \frac{2k}{(c_1 + kt)^2}
\]

(111a-d)

From (111c), one sees that once in motion, the particle can never be at rest unless an infinite amount of time has passed. The acceleration may increase, or decrease depending on the sign of \(k\). In Figure 2, Equations (111b-c) are plotted for \(k = \pm 1\), and \(c_1 = c_2 = 1\) arbitrary unit.

An object initially moving in the direction of lower Planck’s constant decelerates asymptotically to zero velocity, but never fully stops. If it is initially moving towards higher Planck’s constant, it accelerates in that direction to infinite velocity, where after the position becomes undefined.

Clearly, the classical energy is no longer conserved, as there is a tendency for matter to receive an added push through space in the direction of increasing \(\hbar\) at the gentlest disturbance from rest in that direction, for large \(|k|\).
Figure 2. (Left) Velocity as a function of time. (Right) Position as a function of time.

3.4 Newtonian Gravity for Dominant Path (NGDP)

From (109a), for a mass \( m \) in a gravitational potential caused by \( M \),

\[
\begin{align*}
m\ddot{x} &= -\frac{GMm}{|\dot{x}|^2} \hat{x} + m \left( \ddot{x} - (\ddot{x} \cdot \hat{x}) \hat{x} \right) - \frac{1}{2} m |\dot{x}|^2 + \frac{GMm}{|\dot{x}|} \\
m\ddot{r} &= F = -\frac{GMm}{r^2} + \partial_r \ln h \left( \frac{1}{2} m r^2 - \frac{GMm}{r} \right) \\
r_o &= -\frac{1}{\partial_r \ln h(r_o)} > 0 \\
\frac{v_o^2}{2} &= -\frac{1}{\partial_r \ln h} \frac{GMm}{r^2} - \frac{GMm}{r}
\end{align*}
\]

(112a-d)

where (112b) is for the situation with no velocity other than radial, and a radially dependent \( h \). It is possible now for the particle to remain at rest in the gravitational field, which is normally not possible except infinitely far away from \( M \). It will be so if placed at zero velocity at a radius equal to (112c). For Planck’s constant profiles that decrease monotonically with radius, it can be shown that \( r_o = 0 \) and \( \infty \) are the only values admitted for (112d). There is also a tangential velocity to the gradient at which the total radial force goes to zero, \( v_o \), Equation (112d).

3.5 Model Parameterization at Different Scales

The NGDP model offers a new degree of freedom that may be applied to behavior at varying length scales. There may be interactions between the behaviors at varying length scales, where that of a longer length scale sets an overall trend that the smaller length scale behavior is superimposed on.

3.6 Galactic Scale Parameters: Galaxy Rotation Curves and Dark Matter
Can a position dependent Planck’s constant, in and of itself, explain away dark matter, even if restricted to the context of only galaxy rotation curves, ignoring all other phenomena explained by it (BAO, CMB, anisotropies, Inflation, etc.), while also not exceeding any astrophysical or cosmological constraints? The answer is fully negatory: For NGDP, there would not be a MOG-, TeVeS-, or MoND-like explanation of the rotation curves without dark matter.

It is possible to find a profile of \( \hbar \) that would lead to the flattening of a galaxy rotation curve without dark matter with NGDP, although it requires a large variation in \( \hbar \), and this will be shown. From (109a) for a radially dependent \( \hbar \), a general radially dependent classical potential energy \( V_c \) and a velocity \( v \) perpendicular to the gradient, the total force is radial. \( V_c \) is general, and it can contain the potential energy of multiple distributions of matter (luminous, dark, and point-like). The term \( v_n \) is the net velocity from all matter, and \( v \) is the measured velocity. Set equal to the centripetal force for a circular orbit, the velocity may be solved for, producing (113a-d). Setting the velocity to be a constant independent of radius per a perfectly flat rotation curve of infinite range, one may solve for the profile using (113a-d). To find values to insert, the rotation curve is computed for a dark matter containing galaxy, using the values of \( M = 1.3 \times 10^{11} \) solar masses for all the visible stars in the galaxy, and a dark matter halo of \( 1.5 \times 10^{12} \) solar masses, where at a distance of 60 kpc the velocity is about 150 km/s, and flattening out. No point mass for the black hole is used, as it does not impact the rotation curve in the outer points of the galaxy. Then, using the latter values for \( v \), and \( M \) with \( \varphi_c = -GM/r \) but without the mass of the dark matter, it is found that in order to maintain the constant velocity, \( \hbar \) would have to decrease by a relative factor of unity to 0.755 over 10-60 kpc reaching a minimum mid-range, using (113d). The required mid-range minimum becomes a factor of 0.9 for \( M = 9 \times 10^{10} \) solar masses over 10-30 kpc. This is the simplest approximation for a star near the edge of the galaxy, illustrating that a minimum can result.

While more realistic simulations with actual non-dark matter density profiles and real rotation curves may reduce the required change in \( \hbar \), it is not likely to be small, and would be problematic for fusion in most of the stars in the flat velocity region, therefore, violating an astrophysical constraint.

\[
\begin{align*}
\varphi_c &= \int \frac{v^2(r)}{r} \, dr + \varphi_n \leq 0 \\
\varphi_c &= \frac{v^2(r)}{r} - \frac{1}{2} \frac{\varphi_c}{2} \\
\partial_r \ln \hbar &= -\frac{r}{2} \frac{\partial_r \varphi_c}{v^2(r)}
\end{align*}
\]
3.7 Cosmological Scale Parameters: Newtonian Derivation of Friedmann Equation for Dominant Path and the Cosmological Constant

A connection of the path integral derivation above has not been made with general relativity. In the absence of a higher theory for a total frequency-conserving version of the Einstein field equations, it is possible to derive an expression for the Friedmann equation using Newtonian gravity, following a procedure outlined in introductory texts on cosmology, adapted to include features of NGDP. Since the Lagrangian $L_c/\hbar$ is in terms of frequency and not energy, the Hamiltonian is also, is total frequency conserving as there is no explicit time dependence, and was in (108) called $W$,

$$W = \frac{H_c(r)}{h(r)} = \frac{1}{h(r)} \left( \frac{1}{2} m \dot{r}^2 - \frac{G M m}{r} \right) = \frac{1}{h(r)} \left( \frac{1}{2} m \dot{r}^2 - \frac{4 \pi G \rho r^2}{3} \right)$$

(114)

Equation (114) describes the frequency of a particle of mass $m$ at a radius $r$ from the origin of a homogeneous mass distribution of density $\rho$. The usual procedure is to change to the co-moving coordinates $x$ in terms of the scale factor $a$,

$$r(t) = a(t) x$$

(115)

Making this substitution, multiplying both sides by $2/ma^2 x^2$, it is found that,

$$\left( \frac{\dot{a}}{a} \right)^2 = \frac{8 \pi G}{3} \rho + \frac{2W}{ma^2 x^2} \hbar(ax)$$

(116)

The second term of (116) must be independent of $x$ in order to maintain homogeneity. There are a number of ways this might be accomplished. One way will be examined that produces a term like the cosmological constant. In the usual derivation, the energy of a particle is constant, but changes with separations as $U \propto x^2$, to allow a connection to be made to the curvature $k$, and to arrive at the same form of expression derived from general relativity. Now, let it be assumed this persists in the conserved frequency as $W \propto x^2$, and that the variation of $\hbar$ has some unknown dependence on $ax$ shown in the middle expression in (117).

$$\hbar = \hbar_o + f_h(ax) = \hbar_o + b(ax)^2$$

(117)

$$\left( \frac{\dot{a}}{a} \right)^2 = \frac{8 \pi G}{3} \rho + \frac{2W \hbar_o}{ma^2 x^2} + \frac{2Wf_h(ax)}{ma^2 x^2}$$

(118)

Rewriting (118) using $kc^2 = -2W\hbar_o/mx^2$, ...
\[
\left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi G}{3} \rho - \frac{k c^2}{a^2} - \frac{k c^2}{\dot{h}_o} \frac{f_h(ax)}{a^2}
\]

It is seen from (119) that another term enters the usual Friedmann equation. Provided that \(f_h(ax)/a^2\) is sufficiently constant and negative, the additional term could serve as the cosmological constant.

The last term of (119) is exactly constant if the second expression in (117) holds. From (117) the universe is still isotropic, as a quadratic change in \(h\) is seen in every direction. As there is no single origin of \(x\), the universe is still homogeneous in the sense that at one specific position an observer concludes that \(h\) is multi-valued, seeing the same distribution of \(h\) values from every other position when treated as the origin. The issue is not homogeneity, but the multiple values. In light of Appendix 3, the problem is also mitigated here, if what one actually observes is the average of all possible values. Averaging (117) and (119) over the co-moving coordinates, only the last term is affected by the averaging, from which follows,

\[
\langle x^2 \rangle_x = \frac{\pi^2 - 4}{2} x^2_R - \frac{\pi^2 - 4}{2} \frac{1}{k}
\]

\[
\langle h \rangle_x - \dot{h}_o = \langle f_h(ax) \rangle_x = \langle b a^2 x^2 \rangle_x = b a^2 \langle x^2 \rangle_x - \frac{\pi^2 - 4}{2} \frac{b a^2}{h_o}
\]

\[
\frac{\Lambda}{3} = \frac{k c^2}{h_o} b \langle x^2 \rangle_x - \frac{\pi^2 - 4}{2} \frac{b c^2}{h_o}
\]

\[
h - \dot{h}_o \left( 1 - \frac{2\Lambda}{3(\pi^2 - 4)c^2 r^2} \right)
\]

\[
\langle h \rangle_x = \dot{h}_o \left( 1 - \frac{\Lambda a^2}{3 k c^2} \right)
\]

(120a-h)

\[
\Lambda = 9.95 \times 10^{-36} [1 / s^2]
\]

\[
|b| \leq 1.324 \times 10^{-87} [Js / m^2]
\]

\[
r_o \sim 2.822 \times 10^{26} [m]
\]

From the second term of (120c), in order for there to be a non-zero and positive cosmological constant, \(k \neq 0\) so that the universe could not be perfectly flat, but instead open or closed. If it is closed, \(k > 0\), the average value of \(x^2\) over \(x\) would be finite and also be a constant, and then necessarily \(b < 0\). The theory of the inflationary universe driving it to perfectly flatness, is in conflict with these ideas.

To go farther than this, another identification must be made. Evaluating the volume average (120a) out to a radius \(x_R\), there is a resulting factor of \(x_R^2\), and so the average of \(x^2\) is identified as being proportional to \(1/k\), from which the last terms of (120a-c) are derived. The latter is sensible only for \(k \geq 0\). The geometrical factor that results will be used for the order of magnitude
estimates, though (120e) is independent of it. One sees explicitly from the last term of (120b), to avoid a divergence, the factor $b$ must be zero if the universe is perfectly flat with $k=0$, causing the cosmological constant to be zero seen from (120c). Therefore, $b<0$, the Cosmological Constant is positive, and from the last term of (120e), the $\dot{h}$ that is measured falls with time, and apparently, can eventually become zero, or negative. The latter problem is mitigated below, as well.

The measured value $\langle \dot{h} \rangle \leq \dot{h}_0$, so an upper limit on the absolute value of $b$ can be estimated from (120c) using the measured value of today. From (120d) the separation $r_o$ is that where a Planck’s constant contribution from a distant point would fall to zero before averaging - remarkably on the same order as the radius of the present-day observable universe.

The latter result is interesting, even though the derivation is not rigorous, since the contribution to the average Planck’s constant one then experiences would be on the order of the distances still in causal connection with the observer, and, this average value of Planck’s constant would then be finite and positive. However, under these conditions, the universe would have to be ever-so-slightly closed, in conflict with most the accepted cosmological theory, Inflation, that it should approach perfect flatnness, though there is still uncertainty in the measurements of the energy density of the universe, today: WMAP and Planck giving a total density parameter of 1.00±0.02; BOOMERanG 1.0±0.12 [45-46]. In addition, there is no experimental constraint on the sign of the curvature at this time. An accelerated expansion is still admitted by (119). The author also points out that for the interpretation given in Section 2.7.1, a sufficiently flat, but closed curvature was also needed.

### 3.7 Impact on Gravitational Radiation

An orbit for a Hulse-Taylor-like binary for a highly exaggerated effect is shown in Figure 3. Figure 3 (Left) is the normal Newtonian result without a position dependent Planck’s constant, Figure 3 (Right) is NGDP using a profile per (123) of Section 2.8 with, $b_4/b_3 = 2.65 \times 10^8$ m. The $b_4/b_3$ value allows the Planck’s constant value to vary as sensed by the other body by about 10% over the orbit. A large negative apsidal precession and orbital period increase occurs, from 8.1 to 11.78 hours.
Figure 3. Use of Equation (109a) to numerically compute the orbit of a Hulse-Taylor-like binary. Five orbital periods are shown. Each mass is 1.4 solar masses placed at 746,000 km at periastron and launched in opposite directions vertically at 450 km/s. (Left) The Newtonian result is shown, with a period of 8.1 hours. There is no spatial variation in Planck’s constant. (Right) The NGDP result, using $b_4/b_3 = 2.65 \times 10^8$ m, and now has a period of 11.78 hours, and a negative apsidal precession (opposite the orbital direction) of 104,000 arcseconds per period. The axis units are billions of meters.

For the example of the binary orbit being considered, its rate of period reduction by emission of gravitational waves should be per [47] with $e=0.62$ and Equation (121), derived without a variable Planck’s constant, here, treated as if still valid for a sufficiently small variation,

$$
\dot{P}_{GW} = -\frac{192 \pi G^{5/3}}{5c^3} \left( \frac{P}{2\pi} \right)^{-5/3} (1 - e^2)^{-7/2} \left( 1 + \frac{73}{24} e^2 + \frac{37}{96} e^4 \right) \frac{m_p m_c}{(m_p + m_c)^{1/3}}
$$

(121)

the rate of orbital period reduction is $-2.25 \times 10^{-12}$ s/s for the binary of normal gravity, and $-1.20 \times 10^{-12}$ s/s for the NGDP model with variable Planck’s constant.

Therefore, for positive/negative $b_4/b_3$ the impact of such an additional force on the radiation of gravitational waves is to cause a negative/positive apsidal precession that would not normally occur, and to have larger/smaller than expected orbital periods, resulting in slower/faster than expected orbital period decrease rate, due to decreased/increased gravitational radiation emission.

4.0 Discussion

From [25], now reproduced verbatim:

“Field Theory and General Relativity are the cornerstones of modern physics. There seem to be some inherent contradictions in both theories. For example, in field theory, a static field functions much like the fields as envisioned by Faraday. Yet, a static field can be approximated with the tree-level terms of the perturbative
expansion to produce an amplitude, with Feynman diagrams showing particle exchange limiting the interaction to the speed of light, equated to the Born approximation amplitude to produce a classical potential. Propagation of a field would therefore appear to be required for the static field to function. For a black hole, the mass, charge, and angular momentum are not censored: they are communicated by non-propagating modes in field theory, the accepted explanation. Changes in the static fields are propagated at the speed of light, but once reestablished, are Faraday-like static fields once again, influencing instantaneously at a distance. Physical constants would be static fields, and like any static field, described by non-propagating modes, Faraday-like, influencing instantaneously at a distance. When matter or charges gravitate into the event horizon of a black hole, the initial non-propagating modes, understood to have been set up long ago, quickly readjust, to produce the new non-propagating mode. Yet, the despite the censorship of the event horizon, somehow, in the particle picture, particles (fields) must propagate from the event horizon to reset the non-propagating modes – thus emission of particles from the horizon would seem to be needed. The descriptions conflict, despite the predictive power. As to General Relativity, it is perfectly acceptable at this time, that energy and momentum are not conserved when there are dynamical changes in spacetime, although how the non-conservation evolves is well understood, with the conservation possible only in a locally flat frame. With a cosmological constant, the total energy of the universe increases (explained by negative pressure). The variation of physical constants throughout the universe may also constitute other acceptable violations of conservation laws.”

An object called an acton has been so named to make referring to it easier. The name encompasses:

1. the classical zero-momentum non-propagating solution
2. the classical and quantum non-propagating standing wave solution
3. the standard free-field solution

Solutions 1 and 2 are thought to be coincident with regions of high energy density. Solutions 2 and 3 may facilitate temporary variations in Solution 1 by particle propagation, resetting the non-propagating mode. An averaging procedure applied to Solution 1, in Appendix 3, leads to a cosmological temporal variation of the background value of Planck’s constant. Solution 2 could be quantized with a rationale requiring a periodic boundary conditions occurring in the early universe. Solution 3 was quantized by completely standard means. All three are thought to describe local perturbations in the present epoch, about massive objects whose energy density is persistent.

Solutions for a supported scalar field were found using the zero-momentum solution of the supporting field when far from the origin of the acton. The supported field solution acquires an exponential decay beyond the free field, where the exponential decay constant is proportional to the time evolution parameter of the supporting field. If Planck’s constant is increasing/decreasing slowly, then the amplitudes of supported fields decay/grow with time. Close to the origin, the behavior is more complicated, and requires solving the differential equations numerically.

The supporting field solution resembles the position dependent Planck’s constant arrived at in reference [25] using a general relativistic argument, shown in (122), to which can be compared the result from field theory of this work (123),

\[
\frac{\hat{h}(r)}{\hat{h}_\infty} = \left(1 - \beta_h \frac{R}{r}\right)^{1/2}
\] (122)
In (122), $\beta_h$ is the Local Position Invariance (LPI) violation parameter for Planck’s constant, $R_S$ is the Schwarzschild radius. The expressions come from completely different starting points. Comparing (122-123), one is prompted to conclude the origin of the acton “coincides” with the origin of a massive body. Using the mass of the sun and (122), and the value of $b_4/b_3$ from the calibration section 3.7 and died experiment reference [19] in (123), one finds $\beta_h = -5.43 \times 10^4$, a huge number, larger than any LPI violation ever measured, or expected. The acton may coincide with mass, but $b_4/b_3$ would be concluded not to be dependent on mass-energy, at least with the presently available information used for the calibration. If one compares $k_\alpha + 0.17 k_e = -(3.5 \pm 6) \times 10^{-7}$ bounding the fine structure constant variation on the Earth about the sun from [29], the diode result [19] is enormous, suggesting a different effect, unaccounted for amplification, or systematics, where a possible reason is discussed in Appendix 1. This data is available for independent analysis from the author of [19]. Berengut’s estimation from white dwarf G191 B2B was $k_\alpha = (0.7 \pm 0.3) \times 10^{-7}$ based on Fe V [27], while from atomic clocks on Earth it is $k_\alpha = -(5.5 \pm 5.2) \times 10^{-7}$ [48].

The standing spherical wave solution is the most easily related to early quantum cosmology. It spatially decays to zero far from its origin. It could be readily quantized, showing energy quanta similar in form to a free field, only if positive radial momentum states are allowed. To try to rationalize this requirement, the traveling waves that comprise the standing wave were interpreted to circulate continually through an infinitude of origins (to be consistent with the cosmological principle), to infinity and back around to the other side, due to imposed periodic boundary conditions from closed curvature. The field is postulated to have been set up in the $10^{-36}$ s dwell time after the Big Bang, and prior to Inflation, when and if the Universe had closed curvature, before being driven flat by Inflation. Neither expansion, or closed curvature is accounted for directly in the equations from which the result was derived, since they were set up without coupling to gravity.

The path integral result for a position dependent Planck’s constant, the cause of the position dependence not being specific, was derived from a completely different starting point, from the ideas presented in [25]. The form of the path integral suggests that a variation in Planck’s constant is related to the rate of time passage experienced by an object along its classical path, and this leads to unusual, additional forces. Both the cosmological interpretation of the field and the path integral hint at the need for an every-so-slight closed curvature to presently exist.

5.0 Conclusions

This a fertile area of research related to inflation, the inflaton, the cosmological constant, the origin of physical constants, quintessence, $k$-essense, accelerated expansion, “dark entities”, CMB anisotropy, and the possible relationships between all of them.

It would be worthwhile to determine if there are any mathematical studies of fields that have not yet been directly correlated to variations in the physical constants most familiar us. To find these examples, a significant undertaking in itself, would result in much shorter new papers, focusing
on the interpretations and implications of the existing solutions in this light. The uncorrelated work, having not been focused on the objective of understanding constants, may be especially difficult to recognize, and the setups steered towards final solution sets that are unrecastable. The author can attest to the rarity of finding literature discussing variations of Planck’s constant directly. Masters of field theory are encouraged to examine whether the more exotic fields that described the early universe also evolved into the constants of today. For any fundamental constant, direct and open theories concerning their variation would lead to a larger scope of experiments aimed at validating predictions. Such experiments do not have to be astrophysical or cosmological, the present focus of most work on the subject. Existing cosmological theories, newly constant-correlated, would benefit.

As to the path integral results, methods to test the model’s concrete predictions would be: 1) monitoring of gravitational wave emission of mergers that do not match expected theory; 2) monitoring the evolution of Hulse-Taylor-like binaries, showing longer/slower periods than the masses involved predict, and slower/faster orbital period reductions; 3) observation of unexpected negative/positive apsidal precession in any bound orbit.

None of these experimental verifications are necessarily easy, all may not be executable or detectable with existing technology, or performable within a single human lifetime. For example, for a Hulse-Taylor-like binary, the binaries themselves need to be found, and observed for potentially many human generations. Presently, one must infer the masses of the bodies involved from distant observations of specific orbital characteristics, and one must rely on only a self-consistency test of the model. Yet, the masses really need to be known first, as inputs, in order to test the orbital models. There must therefore be separate measurements of the mass from other kinds of observations (multi-messenger astronomy). In some cases, it may be required to at least be in closer proximity to the objects to be conclusive – the experimentalists must go there, and at this time, they cannot.

Finally, the author restates that this effort is not driven by any belief in his own theory, or even in any of the experimental data used as evidence, admittedly in scant abundance at this time, but growing, the most relevant being the spectroscopic analysis of white dwarfs looking for variations in the fine structure constant with gravitational redshift. The authors only belief is that we do not know what fundamental constants are. If they are found to behave like dynamical fields, we have a ready-made description going back to Pascual Jordan. If they do not, or are not seen to vary, then we do not have a description. The experiments will make this determination.
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Appendix 1
The utility/futility of measuring dimensionful versus dimensionless fundamental constant variations is still a controversial subject, undecided in the literature [49-51], with published differences in opinion. The fine structure constant is an example of the former type, as are ratios of particle masses, coupling constants of fundamental forces, while \( c, e, h \) are examples of the latter. The references given contain dispute even over the number of fundamental constants that there are, and whether there are different physical consequences for variations of the dimensioned ones.

One may write a theory for a dimensioned constant, and another for a dimensionless one, and since there is no undisputed data in the literature concerning variations of either type, any reasoning here is equivalent to opinion, a recent one may be found here [52]. This author will offer his own.

There are two types of systematics influencing the instrumentation being used to make a measurement of the varying constant:

1. The *usual* sort, in which a progressively lower or higher measurement of a length, mass, or time is progressively higher or lower from the truth, respectively, due to undiscovered non-linearity or a calibration problem with the instrument(s).
2. The *unusual* sort in which the field of a fundamental “constant” is changing, causing alterations of the instrument(s) response in some manner.

As an example, consider the following test concerning the speed of light. An experimentalist, A, is making measurements of the speed of light with a light-source, detector, and light-clock, several meter sticks, all made of different materials, situated in a laboratory that is in freefall with him, towards the event horizon of a black hole. Experimentalist B remains very far away from the horizon, with an identical laboratory.

A is subject to both forms of systematics, while B must contend with only the usual sort. However, the usual systematics can in principle be eliminated by careful calibration infinitely far away from the horizon, and this is assumed now to be so.

The unusual systematics encountered in A’s frame could be eliminated with a model for how the instrument(s) response should change given a variation of the constant under study, but it will be assumed for now this model does not exist.

When A was next to B, far away from the event horizon, they together measured the speed of light to have a value \( c_0 \).

Neither A nor B know for certain whether the speed of light is a dynamical field, but they have seen the equations for when any constant is elevated to a field that is coupled to gravity, the field is \( c = c_0 \eta \), and when gravity is weak or the coupling is weak, will go as \( \frac{(c(r) - c_0)}{c_0} = \frac{kR}{r} \). The field \( \eta \) has no dimensions, and if the speed of light physically changes in A’s frame, it has nothing to do with the change of time, length, or mass (in the context of GR) between frame A or B, as \( \eta \) is the field changing. The physical change in the speed of light may differ from the results of A’s choice of measurement technique.
If $c$ is truly constant per GR as it is presently understood, $A$ observes his light-clock ticking as per the usual, and he himself experiences no sense of change of the progression of his life. His different-material meter sticks look the same length, fitting perfectly at all times between the source-detector setup, as they fall towards the event horizon.

Suppose that $c$ really is coupled to gravity per the former paragraph. When $A$, closer to the horizon, makes his measurement, he finds a value different than $c_0$ depending both on $k$, and the unusual systematics of his instrument(s).

One then asks whether this measurement is “useful”, or not. One will note in the following a distinction between “useful” and “truth”. It is certainly “useful” for determining whether there has been a violation of local position invariance, a significant finding. Without a model for the influence of the unusual systematics on the instrument(s), one can also compare the measured value found by $A$ at coordinate $r$ to what it should have been from the theory independent of the unusual systematics, to see if they differ significantly, or not. This is “useful”, because it bounds the unusual systematics.

The field of $c$ is “infused” in the atomistic and electronic structure of $A$’s meter sticks, himself, his light-clock, detector apparatus, all of his instrumentation, supporting electronic devices, computers, all of the different materials involved, etc.

Consider only $A$’s meter sticks, as an example. He has one made of a light elements (H,C,N,O) whose electronic structure are very well described in the solid state by Density Functional Theory (DFT) without relativistic effects (atomic number to speed of light ratio $Z/c$ is small). He has a second made of heavy elements (Cs, Pt, Au, Pb, U) where the relativistic effects become important ($Z/c$ is large). They were cut to exactly the same length infinitely far from the horizon, and ruled. A changing value of $c$ as an input would result in no change in length of the former, but some change in length of the latter, whose ratio may be read (in principle) off the rule and compared by $A$ to extract the change in $c$, based on pre-computing the ratios as a function of $c$. This is not exactly equivalent to the measurement of a dimensionless constant, because the length ratio comparison results in a measurement of a dimensioned one. Further, the length ratio magnitude as a function of $r$ does not equal the gravity-to-\(\eta\) coupling magnitude, they are virtually unrelated, though may trend together.

One may then compare the value of $c$ determined by the meter stick comparisons of different materials to the value determined by the light propagation, to find whether the unusual systematics are of any consequence. In the light propagation test, there is of course a dilemma in measuring the propagation distance, owing to the non-agreement between the metersticks. Did the different meterstick lengths and different results using them for $c$ lead to a significant amplification or diminishment from “truth”. This quantifies the unusual systematics - very “useful”. Note that “truth” is derived from a dimensionless length ratio.

This author notes again the large value of the local position invariance violation parameter deduced from the diode experiment for Planck’s constant [19] in Section 4.0 and Equations (122) and (123).
These above arguments apply even to constants that are not dimensioned, measured in the local free-falling laboratory. One cannot guarantee that the unusual systematic influence of the “constant” field on the multiple, differing, often extremely complex instruments measuring it will cancel out, only because the constant measured was dimensionless. The cancellation effect occurs only in principle, with idealized equipment, in which all measurements of time, length, mass, with said multiple instruments, are affected by the same three factors among the instruments, respectively. The latter is a lot to hope for, given that all the different materials comprising the instruments will have different responses to the changing c.

Whether the constant is dimensioned or dimensionless, a deduced variation from c₀ in a local experiment by A is an “useful” result, even if it is quantitatively dominated by the unusual systematics of the instrumentation response to the field of the “constant”. What one needs for good quantitative results in the local frame is a model of the unusual systematic instrument responses (and materials) to the changing field of the “constant”, that is, “truth”.

Now consider B, observing A’s lab remotely. His instruments are free of the unusual systematic effects caused by field he is attempting to measure, so the hoped-for, perfect cancellation effect of measuring dimensionless constants is not something he need be concerned about. So, remotely measured changes in dimensioned or dimensionless constants by B are “useful”, as well.

Anything that is “useful” is also “meaningful”.

As an aside, assuming the unusual systematics are not of significant consequence, as the speed of light changes in A’s frame, in order for A to have no perception of a change in the ticking of his light-clock, relative to his heart rate, breathing, or eye-blinking, the frequency of light must be conserved, while the wavelength varies, looking bluer or redder to A. Frequency conservation is treated in [25], and Sections 2.3 and all of 3.0 in this paper.

Appendix 2

From (26) and (27) for p ≠ pᵣ ≠ 0, a more general alternative solution is,

\[ S_{p,r}(r) = u_1 e^{-ipr} - \frac{i}{2} u_2 e^{ipr} \tag{A1} \]

\[ \varphi_{p,r}(x_o) = u_3 \sin(p x_o) + u_4 \cos(p x_o) \tag{A2} \]

However, in this solution \( \chi_p \neq \varphi_p^2 \) and there would be additional cross terms in the construction of the full \( \chi \) when squaring the sum of the \( \varphi_p \).

Setting \( u_1 = u_3 = 0, u_2 = 2i (d_2)^2, u_4 = (d_4)^2, \) and \( p \to (2)^{1/2} p \), one finds,

\[ \chi_p = (d_2 d_4)^2 \frac{\exp(i \sqrt{2} pr)}{\sqrt{2} pr} \cos(\sqrt{2} p x_o) \tag{A3} \]
Taking the real part of (A3) results in (47) for \(d_1 = d_3 = 0\), reproducing the special case when \(\chi_p = \psi_p^2\), and the solutions can be summed (integrated).

An additional unstudied solution is therefore also constituted by (A1) and (A2), for which \(\chi_p \neq \psi_p^2\).

**Appendix 3**

Consider solutions (35) and (36) for \(\chi\). To be consistent with the Cosmological Principle, the solution must be sourced at every position in space. Averaging (36) over a spherical volume \(V\) of radius \(R\), and then taking the limit \(R = \infty\), one finds,

\[
\left\langle h^2 \right\rangle_V = \beta^2 \left\langle \chi \right\rangle_V = \beta^2 b_1 b_3 \left(1 + \frac{b_2}{b_1} \cdot c t \right) = \mathcal{H}^2_{\text{app}}(\infty, t)
\]  

(A4)

The last term of (A4) was defined in (70), has only a temporal dependence, and is finite, despite the divergence of (36) prior to averaging.