Decision Support Application for Energy Consumption Forecasting
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Abstract: Energy consumption forecasting is crucial in current and future power and energy systems. With the increasing penetration of renewable energy sources, with high associated uncertainty due to the dependence on natural conditions (such as wind speed or solar intensity), the need to balance the fluctuation of generation with the flexibility from the consumer side increases considerably. In this way, significant work has been done on the development of energy consumption forecasting methods, able to deal with different forecasting circumstances, e.g., the prediction time horizon, the available data, the frequency of data, or even the quality of data measurements. The main conclusion is that different methods are more suitable for different prediction circumstances, and no method can outperform all others in all situations (no-free-lunch theorem). This paper proposes a novel application, developed in the scope of the SIMOCE project (ANI|P2020 17690), which brings together several of the most relevant forecasting methods in this domain, namely artificial neural networks, support vector machines, and several methods based on fuzzy rule-based systems, with the objective of providing decision support for energy consumption forecasting, regardless of the prediction conditions. For this, the application also includes several data management strategies that enable training of the forecasting methods depending on the available data. Results show that by this application, users are endowed with the means to automatically refine and train different forecasting methods for energy consumption prediction. These methods show different performance levels depending on the prediction conditions, hence, using the proposed approach, users always have access to the most adequate methods in each situation.
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1. Introduction

In recent decades, researchers have studied the problem of short-term forecasting energy consumption and its role in energy control systems [1]. These studies prove that an accurate short-term load prediction represents a high potential for electric utility corporations. This importance can be recognized while load estimation is used to control operations decisions such as dispatch, unit commitment, fuel allocation, and maintenance [2,3].

The three main economic sectors with the highest amount of energy consumption are industry, transportation, and buildings, where buildings present the most significant portion [4]. According to recent studies in European Union countries, 40% of the total energy consumption is consumed in buildings [5]. Also, in the USA, the consumed energy by heating, ventilating, and air-conditioning (HVAC) systems in buildings correspond to around 44% of domestic energy consumption [6].
Due to the amount of the energy consumption in buildings, prediction of this consumption is significant to improve the performance of energy systems, have better control on the energy distribution network, and reduce this amount of energy consumption. On the other hand, the energy system in buildings can be quite complex, depending on the types of building and types of energy consumers. Most of the considered building types are office, residential, and engineering buildings, varying from small rooms to big estates [7]. The consumption of a building is mostly divided into lights, HVAC, and electrical sockets; therefore, many different factors must be considered to have a proper recognition of the consumption behavior, such as environmental variables, number of users, etc.

The complexity of energy consumption behavior in buildings makes it difficult to have a forecasting model to predict this behavior with acceptable performance. Many different studies have been published which propose various forecasting algorithms and models to predict the value of energy consumption. This approach can be categorized into statistical, engineering, and artificial intelligence models [4]. In the engineering methods, physical principles are used to calculate thermal dynamics and energy behavior on the whole building level or for sub-level components [7]. To have a good performance from these methods, a piece of high-level information about the structure of the building and different parameters are required, which might not be available. Moreover, to build a model which is based on complex physical principles, a high level of expertise is needed [8].

Statistical models are linear models based on statistical approaches, using historical data to obtain the relationships between data. Clearly, in these models, historical data plays an important role in acquiring a reliable result. Unlike the engineering models, in the statistical models, no physical structure is included [9]. The linear models consist of regression-type models, which are autoregressive (AR), autoregressive with exogenous variable (ARX), moving average (MA), autoregressive moving average (ARMA), autoregressive moving average with exogenous variable (ARMAX), and autoregressive integrated moving average (ARIMA) [10–12].

Artificial intelligence models, which are also known as nonlinear statistical models, can be categorized as Artificial Neural Networks (ANN), Support Vector Machines (SVMs), Fuzzy Rule-Based Systems (FRBS), and hybrid approaches [13–15]. Recently, these models have been widely used to solve many estimation problems. For example, in the study presented in [8], the author implements a neural network model to forecast the electricity demand of a bioclimatic building, located in the south-east of Spain. The results of this work show that this model can predict this value by an error of 11.48%. In [16], ANN is used to predict a day-ahead energy consumption profile for an office building. This work divides the total energy consumption of the building into three values, which present the consumption of lights, HVAC, and electrical sockets. For each one of these three consumers, a specific forecasting model is created using external facility data, such as temperature and humidity. The results prove that this approach predicts the total energy consumption by an error of 13.6%. Many fuzzy rule-based methods have been purposed to be used in various forecasting proposes. In [17], five fuzzy rule-based methods, namely as Wang and Mendel’s method (WM), Hybrid neural Fuzzy Inference System (HyFIS), Genetic fuzzy systems for fuzzy rule learning based on the MOGUL methodology (GFS.FR.MOGUL), Genetic lateral tuning and rule selection of linguistic fuzzy systems (GFS.LT.RS), and the simplified TSK fuzzy rule-generation method using heuristics and gradient descent method (FS.HGD), are used to predict the hourly energy consumption of TRT-France buildings located in Paris, France. This study shows that in this case, the GFS.FR.MOGUL presents the most trustable results, followed by HyFIS and WM. In [18], a hybrid probabilistic fuzzy ARIMA model is presented, which is used to obtain a consumption forecasting in commodity markets. This hybrid model offers a combination of artificial intelligence models with linear statistical models where computational intelligence tools are used as well as soft computing techniques. The work presented in [19] proposes a model to forecast the energy consumption of public buildings to improve energy saving; Elman neural networks are used to make this prediction. Artificial intelligence models also can be used in other situation of forecasting. For example [20], a study has been presented that uses SVM to estimate the short-term wind speed where the results are also compared to the results of several ANN-based approaches. More studies
using these forecasting approaches to solve different prediction and estimation problems can be found in [21–23].

Energy consumption estimation has an essential role in energy system management and the energy distribution network. However, to implement the forecasting models a high knowledge about programming languages, data storage systems, and data preparation is required. This fact can be a limitation for users working in this industry, which do not have this knowledge. In this way, this work proposes an application that makes it possible for the user to use different forecasting algorithms to predict the energy consumption of buildings. The proposed application, developed in the scope of the SIMOCE project (ANI | P2020 17690), is meant to be used by users who do not have enough knowledge to implement these methods and run the models on their own. Five forecasting methods are considered in this application, namely ANN, SVM, and three FRBS methods including, HyFIS, WM, and GFS.FR.MOGUL. Additionally, four different strategies to manage and prepare the data sets to train the methods are included. In this way, the users have access to several of the most relevant forecasting methods in this domain, as well as different approaches for data treatment and training. Besides facilitating the forecasting process for users with no experience in machine learning, the proposed application also enables mitigating the difficulties in choosing the best approaches for each prediction circumstance (amount of data, available data variables), as it provides the means to reach results with the different algorithms, and thus supports the user decisions in selecting the most suitable solution for each situation. In addition to the abovementioned benefits, which are mostly directed to users in the power and energy domain, the presented application also has direct advantages in multiple other domains, e.g., as facilitator for the implementation of energy management methods in manufacturing systems. By helping to reach suitable forecasts of energy consumption, the proposed application may be directly integrated with switch-off energy saving methods for production lines, such as the model proposed in [24]; or even integrated in advanced optimization methods for energy saving, as presented in [25]. Moreover, by being developed as a domain-agnostic application, it can be applied and used in multiple other application domains for forecasting purposes, simply needing access to the log of historic data.

After this introductory section, Section 2 presents the proposed model, including the description of the considered forecasting methods, data management strategies, and the architecture of the application. Section 3 presents a case study that shows the performance of the proposed application using real consumption data and compares the results achieved by the different forecasting methods under distinct prediction circumstances. Finally, Section 4 presents and discusses the most relevant conclusions of this work.

2. Material and Methods

This work presents a Java-based software application that provides the user with the means to predict the energy consumption in buildings for the following hours, using five different forecasting methods. This section includes the description of the forecasting methods and the applied data in this software.

2.1. Forecasting Methods

This software currently integrates five forecasting methods based on different approaches to predict a more reliable value for energy consumption. These methods are, ANN, SVM, and three FRBS methods including, HyFIS, Wang and Mendel’s Fuzzy Rule Learning Method (WM), Genetic Fuzzy Systems for Fuzzy Rule learning based on the MOGUL methodology (GFS.FR.MOGUL). The following sub-sections describe the implementation of these methods.

2.1.1. ANN

ANN are widely used to solve many forecasting problems and are the most common methods for energy consumption forecasting. The main reason for their success is that the provided solution
to model complex nonlinear relationships by these models is much better than the solutions of the other traditional linear models [26]. Several studies have been published using this method to predict the energy consumption for different terms and different situations of consumption. This method is inspired by the human brain and its number of neurons with high interconnectivity. ANNs are several combined nodes or neurons, divided into different levels and interconnected by numeric weights. They resemble the human brain in two fundamental points: the knowledge being acquired from the surrounding environment, through a learning process; and the network’s nodes being interconnected by weights (synaptic weights), used to store the knowledge. Each neuron executes a simple operation, the weighted sum of its input connections, which originates the exit signal that is sent to the other neurons. The network learns by tuning the connection weights to produce the desired output [27]. Based on many correct examples ANNs can change their connection weights until they generate outputs that are coincident with the correct values. This way, the ANN can extract basic rules from data [13].

2.1.2. SVM

The first algorithm for pattern recognition was created by R. A. Fisher in 1963 [27]. The first running kernel of SVM was designed in the sequence of [27] by Vapnik, implementing a generalization of the nonlinear algorithm Generalized Portrait and only for classification and linear problems. Furthermore, in 1979, the statistical learning theory was developed by Vapnik. However, the current form of the SVM approach was presented with a paper at the COLT conference, in 1992 [14]. The structure of the data to be used in an SVM must follow the format suggested in Equation (1).

\[(y_1, x_1), \ldots, (y_i, x_i), \ x \in \mathbb{R}^n, \ y \in \mathbb{R}\]

(1)

Where each example \(x_i\) is a space vector example; \(y_i\) has a corresponding value; \(n\) is the size of training data. For classification: \(y_i\) assumes finite values; in binary classifications: \(y_i \in \{+1, -1\}\); in digit recognition: \(y_i \in \{1,2,3,4,5,6,7,8,9,0\}\); and for regression purposes, \(y_i\) is a real number (\(y_i \in \mathbb{R}\)). The implementation of SVM requires considering some important aspects, namely:

- Feature Space
- Loss Functions
- Kernel Functions

The most applicable kernels for time series forecasting, as in the problem considered in this work, are the Radial Basis Function (RBF) and the exponential Radial Basis Function (eRBF) [28]. These two kernels are specifically directed to regression in time series data. The SVM approach takes as parameters:

- training Limit—limit number of training data;
- kernel—kernel that is used in the regression process;
- \(\varepsilon\)-insensitive—the error that is permitted, i.e., the lower the value, the higher the exigency of the regression process;
- limit—limit of the kernel function;
- \(\sigma\)—the angle of the kernel function;
- offset—offset of the kernel function.

A suitable combination of these parameters is essential to achieve quality results. The most suitable combination is highly dependable on the characteristics and particularities of each distinct problem. Therefore, an exhaustive sensitivity analysis must be performed for each application, to achieve conclusions on the best combinations of parameters that should be used.
2.1.3. FRBS

Fuzzy logic has been proposed by Zadeh in 1965 [15], and it represents the reasoning of human experts in production rules (a set of IF-THEN rules) to handle real-life problems from domains such as control, prediction, and inference, data mining, bioinformatics data processing, robotics, and speech recognition. FRBSs are the combination of the fuzzy logic and the other data mining techniques which are also known as fuzzy inference systems and fuzzy models [29]. An alternative and effective way to extract the required information in the right format from human experts is to gain the knowledge by generating the fuzzy IF-THEN rules automatically from the numerical training data. While modeling an FRBS, structure identification and parameter estimation must be considered as two essential processes where the structure identification is a process to find appropriate fuzzy IF-THEN rules and to determine the overall number of rules, and parameter estimation is applied to tune parameters of membership functions. The FRBSs are the combination of fuzzy logic and other techniques.

This work takes advantage of using the FRBS package [29] to implement fuzzy rule-based forecasting methods. The package divides these forecasting methods into five groups based on the used techniques in their implementation. These groups are:

1. FRBS based on space partition
2. FRBS based on neural networks
3. FRBS based on clustering approaches
4. FRBS based on genetic algorithms
5. FRBS based on the gradient descent method

Three FRBS forecasting methods have been chosen to be used in this work. Following sections explain the structure of these methods.

A. HyFIS

HyFIS was proposed by Kim and Kasabov [30], and it is a combination of fuzzy logic with neural networks. As Figure 1 presents, the learning process of this method is based on two phases. The first phase is the structure learning, where the method uses the knowledge acquisition module to find and create the rules. The second phase membership functions will be tuned to achieve a desired level of performance, which is the parameter learning phase.

![Figure 1. A general schematic diagram of the HyFIS.](image-url)
When a new set of data is inserted into the method, a new rule will be created for the new data, and the fuzzy rule base gets updated. Having an easy updatable fuzzy rule base can be named as one of the advantages of this approach [31].

The neuro-fuzzy model in the HyFIS is a combination of fuzzy systems and a multilayer ANN. As Figure 2 shows, this structure contains five layers, where the input state and output control/decision signals, respectively. Also, the nodes in the hidden layers represent the membership functions and rules.

The nodes in the first layer represent the inputs of the method. The nodes in the second and fourth layer, act as the Membership Functions (MF) to express the input-output fuzzy linguistic variables. The fuzzy sets in these layers are presented as large (L), medium (M), and small (S). However, in some cases, this distribution can be more specific and be shown as large positive (LP), small positive (SP), zero (ZE), small negative (SN), and large negative (LN). The third layer includes the rule nodes, every node in this layer is a fuzzy rule. The connection weights between the third and fourth layer represent certainty factors (CFs) of the associated rules, i.e., each rule is activated to a certain degree controlled by the weight values. In the end, the nodes in the fifth layer present the outputs of the system.

B. WM

The Wang and Mendel’s method has been known as a simple method with an acceptable performance [32]. The implementation of fuzzy rules in this method is based on four steps which are presented in Figure 3.

In the first step, the input and output spaces of the given data are equally divided into fuzzy regions which can be obtained from the expert information or by a normalization process. In the second phase, the fuzzy rules will be created by using the database from the first phase. First, it calculates the degrees of the membership functions for every value in the training data. Then, a linguistic term with a maximum degree in each variable will be determined. The degrees for each rule are determined in the third step by aggregating the degree of membership functions in the antecedent and consequent parts. If $x_1$ is $A_1$ and ... and $x_n$ is $A_n$ THEN $y$ is $B$, be the linguistic rule generated from the example $el$, $l = 1, \ldots , \nu$. The importance degree associated with it will be obtained as Equation (2) [33]:

$$ G(R_i) = \mu A_1(x_{i1}), \ldots , \mu A_n(x_{in}), \mu B(y') $$

(2)
Finally, in the fourth step, the candidate rules will be divided into different groups, where each group is composed of all the candidate rules with the same antecedent.

C. Genetic fuzzy systems for fuzzy rule learning based on the MOGUL methodology (GFS.FR.MOGUL)

GFS.FR.MOGUL forecasting methods have been proposed by Herrera et al. in 1995 [34]. This method implements a Genetic Algorithm (GA) determining the structure of the fuzzy IF-THEN rules and the membership function parameters. This method considers two types of IF-THEN rules.

- Descriptive rules
- Approximate/free semantic approaches

In the first type, the linguistic labels illustrate a real-world semantic, and the linguistic labels are uniformly defined for all rules. In contrast, in the approximate approach, there is any associated linguistic label.

To obtain an acceptable performance from Fuzzy Rule-Based Systems different statistical properties have to be considered [35]. In the Generated Fuzzy Rule Bases (GFRB) obtained from MOGUL, two statistical properties will be considered, which are:

- completeness
- consistency

As an inductive approach to building GFRBSs is considered, both properties will be based on the existence of a training data set, EP, composed of numerical input-output problem variable pairs. In the field of inductive learning τ-completeness means that the system should be able to infer a proper output for all possible system input [36]. Expressions (3)–(5), present this property mathematically formulated:

\[
C_R(e_l) = \bigcup_{i=1}^{t} R_i(e_l) \geq \tau, \quad l = 1, \ldots, p
\]  

(3)

\[
\left[ R_i(e_l) = \ast \left( A_{1i} (e_{x1}), B_{1i} (e_{y1}) \right) \right]
\]  

(4)

\[
A_i (e_{xj}) = \ast \left( A_{1i} (e_{x1}), \ldots, A_{in} (e_{xn}) \right)
\]  

(5)

where \( \ast \) is a t-norm, and \( R_i(e_l) \) is the compatibility degree between the rule \( R_i \) and the example \( e_l \).

For the Consistency of a FRBS, a generic set of IF-THEN rules is considered while it does not contain contradictions. It is necessary to relax the consistency property to consider the fuzzy rule bases, and it will be done by means of the positive and negative examples of concepts. Following equations present the examples of the positive and negative set for the rule \( R_i \).

- Positive:

\[
E^+(R_i) = \left\{ e_l \in \frac{E_p}{R_i(e_l)} \geq 0 \right\}
\]  

(6)
Negative:
\[ E^-(R_i) = \left\{ e_l \in \frac{E_p}{R_i(e_l)} = 0 \text{ and } A_i(e_{x'}) > 0 \right\} \]  
(7)

And by giving the value and Equations (8) and (9):
\[ n^+_{R_i} = |E^+(R_i)| \]  
(8)
\[ n^-_{R_i} = |E^-(R_i)| \]  
(9)

We get that:
\[ R_i \text{ is } k \text{-consistent when } n^-_{R_i} \leq k.n^+_{R_i} \]  
(10)

Therefore, the way to incorporate the satisfaction of this property in the designed GFRBSs is to encourage the generation of k-consistent rules. Those rules not verifying this property will be penalized so as not to allow them to be in the FRB finally generated.

2.2. Data Sources

One of the most important facts for the forecasting algorithms to present a better behavior is the data that are used as the inputs of the methods. All the decisions that these algorithms make are based on this data. Two types of variables are used in the proposed strategies in this work which are the energy consumption and the environmental temperature. As the application is implemented to predict the electricity consumption of the building N of GECAD facilities located in Porto, Portugal, the electricity consumption of this building is used as well as the environmental temperature of the related place which is same as the environmental temperature of the Porto city.

The electricity consumption is collected from the SQL server of the GECAD. This SQL server has a database which stores the electricity consumption of the building from 5 energy meters by a time interval of 10 seconds. Every energy meter includes the electricity consumption of a specific part of the building divided into three variables. These three values are the consumption of the electrical sockets, lights, and air-conditioning system of the building. As this application only uses the total energy consumption of the building by a time interval of 1 hour and in order to reduce the time of the data collection from database, has been created a new database in the GECAD SQL server where an agent calculates the average of the total electricity consumption of the building from the main database by a time interval of 5 minutes and stores this data in to the new database. Having this database reduces the execution time of the application and makes the process of data collection less intricate.

The Environmental temperature values are collected from the Weather Underground site [37]. All the Meteorological information of the city of Porto ate available in this site. This information is calculated by the ISEP meteorological station [38].

3. Proposed Model

A Java-based forecasting application has been proposed in this work to be used by the users without any knowledge about the forecasting processes and programming languages. This application includes four forecasting strategies to create the required data sets and predict the energy consumption of an office building. Also, the user can predicts any other variable by using an excel file to insert the required data sets. This chapter includes the description of the forecasting strategies, the architecture and implantation phases of the application and presents the graphical user interface of the application.

3.1. Forecasting Strategies

Every forecasting method to estimate a value requires two sets of data, the train data, and the test data. The way that these two data sets have been selected and structured is one the most important facts to have a reliable forecast. All the decisions that the forecasting methods make are based on these
input data (Table 1). This way, this application includes four different strategies to collect the train and test data for an hour-ahead energy forecasting. These strategies have been chosen based on the most effective variables on the energy consumption and the behavior of the consumption in the target building. However, the application has the possibility of receiving any other structured data using an excel file.

**Table 1.** Used data sets in the proposed strategies of this work.

| Strategy | Train Data | Test Data |
|----------|------------|-----------|
|          | Duration   | Variables | Duration   | Variables |
| 1        | Past 10 days | Energy consumption | past 24 h | Energy consumption |
| 2        | Past 10 days | Energy consumption + Environmental temperature | past 24 h | Energy consumption + Environmental temperature |
| 3        | 10 chosen days | Energy consumption | past 24 h | Energy consumption |
| 4        | 10 chosen days | Energy consumption + Environmental temperature | past 24 h | Energy consumption + Environmental temperature |

The first strategy uses the value of the electricity consumption to train the methods. The objective is to forecast the value of the electricity consumption of the next hour. Therefore, the test data will include this value from the past 24 h before the hour which is meant to be forecasted. The train data in this strategy includes the value of the energy consumption from past 10 days before the date of the target value. This way, the method will be trained 10 times by the data from past 10 days.

The second strategy trains the methods by a combination of the electricity consumption and the environmental temperature values of the related place in the past 10 days. The environmental temperature has been chosen to be used in this strategy due to having a high influence on the value of the energy consumption. The test data in this strategy includes the value of these two variables from the last 24 hour before the target hour.

The third strategy works in a similar way as the first strategy and only uses the value of the electricity consumption to train the method. The difference between them is the dates of the train data. This strategy does not use the data from the last 10 days, but it includes a process that chooses special dates to train the methods, these dates are chosen base on two properties:

- The difference between the average environmental temperature during these days and the target day should be a maximum of 2 °C.
- These days should have the same type of working day (week or weekend) as the target day.

After the process of date selection, the method will be trained 10 times by the values of the energy consumption of these chosen dates. Also, the test data as same as the first strategy includes the energy consumption of the past 24 h before the target hour.

Finally, the fourth strategy is a combination of the second and the third strategies. Where it uses the same process of choosing special dates to train the methods as the third strategy and as same as the second strategy uses the value of the environmental temperature plus the value of the energy consumption as the input of the method. Also, the test data in this strategy is the same as the second one.

3.2. The Architecture of the Application

This section includes the details of the architecture of the application. The application is based on three parts, which are:

1. **Forecasting app:** This part includes the implementation of the forecasting algorithms and is based on Java and R programming languages.
The main app is the central component of the application which connects the other two components. All the communications between the user and the application are a part of the responsibilities of the main app. Once the user chooses a date to start a forecasting process, the main app makes a connection to the parse app and asks for the needed data from the chosen date to run the forecasting algorithms. After receiving the data, the main app sends this data to the forecasting app. The forecasting app runs the forecasting methods by the received data from the main app and returns the results of the forecasting. The main app shows the results to the user and sends them to the parse app to be stored. Figure 4 presents the connections between the components of the application.

![Figure 4. A generic model of the implementation.](image)

The forecasting app is based on the java and R programming languages and is responsible to receive the data from the main app and run the forecasting methods. This component of the application includes the implementation of the forecasting methods. Every algorithm has its own class which creates a connection to the R programing language to run the methods in this language. There are two available ways to run the methods. The first is run the algorithms by an excel file that the user should insert; and the second way is an automatic forecasting, in which the user chooses a date and hour and the application does the forecast automatically, the second way is where the application asks for data from parse app. For every forecasting method, there are two R scripts one for automatic forecasting and one for forecasting by an excel file. Figure 5 presents the R script of HyFIS method in case of automatic forecasting, where the FRBS library [29] is used to implement this method.

As it is visible in Figure 5, the `hyfiz` function in R receives three data sets as well as the needed variables to configure the method that the user can insert during the process of the forecasting. The `traininput` and `trainoutput` are used as the training data, and the `testinput` is meant to be used as the test data. Figure 6 presents the sequence of running the HyFIS method in R language.

Parse app includes the implementation of the forecasting strategies, all the connections to the databases and the data storage processes. Every proposed forecasting strategy has its own class which is connected to the databases connection classes. Every time the user chooses a date and a strategy to run the forecasting process, this date will be sent to the class of the deliberate strategy. This class asks for the required data from the database connection classes and creates the needed data sets to forecast the energy consumption of the inserted hour by the chosen strategy. Once the application creates these data sets, it stores these data so the next time the application does not need to ask from the database for the data. This data storage process helps the application to reduce the duration of the expectation.
The main app is the central component of the application which connects the other two components. All the communications between the user and the application are a part of the responsibilities of the main app. Once the user chooses a date to start a forecasting process, the main app makes a connection to the parse app and asks for the needed data from the chosen date to run the forecasting algorithms. After receiving the data, the main app sends this data to the forecasting app. The forecasting app runs the forecasting methods by the received data from the main app and returns the results of the forecasting. The main app shows the results to the user and sends them to the parse app to be stored. Figure 4 presents the connections between the components of the application.

The forecasting app is based on the java and R programming languages and is responsible to receive the data from the main app and run the forecasting methods. This component of the application includes the implementation of the forecasting methods. Every algorithm has its own class which creates a connection to the R programming language to run the methods in this language. There are two available ways to run the methods. The first is run the algorithms by an excel file that the user should insert; and the second way is an automatic forecasting, in which the user chooses a date and hour and the application does the forecast automatically, the second way is where the application asks for data from parse app. For every forecasting method, there are two R scripts one for automatic forecasting and one for forecasting by an excel file. Figure 5 presents the R script of HyFIS method in case of automatic forecasting, where the FRBS library [29] is used to implement this method.

As it is visible in Figure 5, the hyfis function in R receives three data sets as well as the needed variables to configure the method that the user can insert during the process of the forecasting. The traininput and trainoutput are used as the training data, and the testinput is meant to be used as the test data. Figure 6 presents the sequence of running the HyFIS method in R language.

Parse app includes the implementation of the forecasting strategies, all the connections to the databases and the data storage processes. Every proposed forecasting strategy has its own class which is connected to the databases connection classes. Every time the user chooses a date and a strategy to run the forecasting process, this date will be sent to the class of the deliberate strategy. This class asks for the required data from the database connection classes and creates the needed data sets to forecast the energy consumption of the inserted hour by the chosen strategy. Once the application creates these data sets, it stores these data so the next time the application does not need to ask from the database for the data. This data storage process helps the application to reduce the duration of the expectation.

The main app is the central component of the application. The communications between the user and the application are included in this part as well as the communications between two other components of the application and the controller classes. Figure 7 presents the activity diagram of the application where the sequence of the forecasting process is presented.

As it is visible in Figure 7 when the forecasting methods return the predicted results in the case that the real value of the forecasting target is available the application also calculates the Mean Absolute Percentage Error (MAPE) of the predicted value and present it to the user. Also, at the end of the process in case of the automatic forecasting, the user can ask to export the forecasting data sets and the result to an excel file.
As it is visible in Figure 7 when the forecasting methods return the predicted results in the case that the real value of the forecasting target is available the application also calculates the Mean Absolute Percentage Error (MAPE) of the predicted value and presents it to the user. Also, at the end of the process in case of the automatic forecasting, the user can ask to export the forecasting data sets and the results to an Excel file.

3.3. Graphical User Interface

The graphical user interface of this application is implemented based on JavaFX, which is a set of graphics and media APIs that can be used to create and deploy rich client applications. It allows developers to build rich cross-platform applications rapidly and supports modern GPUs through hardware-accelerated graphics [39]. This section includes a sequence of figures which present the different pages of the application.

The application has a main page that opens when the user runs the application. This page includes the name of the application and the information about it as well as a start button. When the user starts the application the main menu of the application will open. Figure 8 presents the main page and the main menu of the application.

The first button of the menu opens the menu of the building N, the second one starts the process of forecasting by an Excel file, and the third button opens a menu where the user has a brief explanation about the forecasting methods.

As you can see in Figure 9, the menu of the building N, includes all the use cases that are related to the building N, including, forecasting the electricity consumption, get the real data and list all the forecasted values.

In case the user selects the first button, the process of forecasting the electricity consumption of the building N will start. It opens a page where the user should choose a date, an hour, the training strategy, and at least one forecasting method. This page includes a button that opens an explanation of the strategies. Figure 10 presents these two pages.
Figure 8. The principal page and menu of the application.

The first bottom of the menu opens the menu of the building N, the second one starts the process of forecasting by an excel file, and the third bottom opens a menu where the user has a brief explanation about the forecasting methods.

As you can see in Figure 9, the menu of the building N includes all the use cases that are related to the building N, including forecasting the electricity consumption, get the real data and list all the forecasted values.

In case the user selects the first bottom, the process of forecasting the electricity consumption of the building N will start. It opens a page where the user should choose a date, an hour, the training strategy, and at least one forecasting method. This page includes a bottom that opens an explanation of the strategies. Figure 10 presents these two pages.

In the next step, the user must insert the required variables to configure the forecasting model. For each selected method, a page will appear where the user can introduce these values or select an option to use the default values of the application. At the end of this process the application presents the predicted result. In a case that the application has access to the real value of the target value, the MAPE error of the results will be presented as well. Figure 11 presents these two phases.
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Figure 10. The Information picker and strategies explanation pages.

4. Case Study

This section presents a case study in order to evaluate the performance of the proposed application, by assessing the accuracy of the proposed forecasting methods namely ANN [16], SVM [40], HyFIS [31], WM [33], GFS.FR.MOGUL [36] and verify the influence of using different training strategies on the performance of the forecasting process. This case study includes the hour-ahead prediction of the energy consumption of GECAD’s building N during 24 hours of a business day. The electricity consumption is forecasted based on 4 forecasting strategies using 5 forecasting algorithms from the proposed application.

Figure 12 represents a comparison between the forecasted electricity consumption for 24 hours of 2018/4/6 using 5 forecasting methods based on the first training strategy as well as the real consumption values. In this strategy, the methods are trained by the electricity consumption of the 10 past days before the target day.
In the next step, the user must insert the required variables to configure the forecasting model. For each selected method, a page will appear where the user can introduce these values or select an option to use the default values of the application. At the end of this process the application presents the predicted result. In a case that the application has access to the real value of the target value, the MAPE error of the results will be presented as well. Figure 11 presents these two phases.

4. Case Study

This section presents a case study in order to evaluate the performance of the proposed application, by assessing the accuracy of the proposed forecasting methods namely ANN [16], SVM [40], HyFIS [31], WM [33], GFS.FR.MOGUL [36] and verify the influence of using different training strategies on the performance of the forecasting process. This case study includes the hour-ahead prediction of the energy consumption of GECAD’s building N during 24 h of a business day. The electricity consumption is forecasted based on 4 forecasting strategies using 5 forecasting algorithms from the proposed application.

Figure 12 represents a comparison between the forecasted electricity consumption for 24 h of 2018/4/6 using 5 forecasting methods based on the first training strategy as well as the real consumption values. In this strategy, the methods are trained by the electricity consumption of the 10 past days before the target day.

In Figure 12 the real consumption value of every hour is presented by the black line. As it is visible, during the peak hours of the consumption the predicted values are mostly lower than the real value. The MAPE is used to measure the accuracy of the forecasted values. For this strategy, the most reliable values by the average error of 4.93% are calculated by SVM followed by HyFIS with 5.81% and WM with 5.99%. Also, the GFS.FR.MOGUL by 7.45% error and ANN by 9.83% are the methods by the highest error in the case of the first forecasting strategy.

Figure 13 presents the forecasted results by the methods while using the second forecasting strategy to train the methods. The comparison between these results and the forecasted values by the first strategy shows that in the case of GFS.FR.MOGUL the results are the same and using the environmental template has no influence on the performance of this method and the error is still 7.45%. ANN by 9.58%, HyFIS by 5.61% and WM by 5.82% of MAPE error while using the second strategy, have a more reliable result than when the first strategy is used. The only method that has a higher error when the environmental temperature is used in the training data is SVM by the error of 5.21%; however, SVM still has the best result in the case of this strategy.
In Figure 12 the real consumption value of every hour is presented by the black line. As it is visible, during the peak hours of the consumption the predicted values are mostly lower than the real value. The MAPE is used to measure the accuracy of the forecasted values. For this strategy, the most reliable values by the average error of 4.93% are calculated by SVM followed by HyFIS with 5.81% and WM with 5.99%. Also, the GFS.FR.MOGUL by 7.45% error and ANN by 9.83% are the methods by the highest error in the case of the first forecasting strategy.

Figure 13 presents the forecasted results by the methods while using the second forecasting strategy to train the methods. The comparison between these results and the forecasted values by the first strategy shows that in the case of GFS.FR.MOGUL the results are the same and using the environmental template has no influence on the performance of this method and the error is still 7.45%. ANN by 9.58%, HyFIS by 5.61% and WM by 5.82% of MAPE error while using the second strategy, have a more reliable result than when the first strategy is used. The only method that has a higher error when the environmental temperature is used in the training data is SVM by the error of 5.21%; however, SVM still has the best result in the case of this strategy.

Figure 14 includes the forecasting result of the third strategy. As can be seen in the results of Figure 14, the GFS.FR.MOGUL in the most hours, predicts a much lower value than the real value which eventuates an error of 15.8% for this method when the third strategy is used. HyFIS and WM by an average error of 6.15% and 6.35% also have a higher error for this strategy compared to the errors of the first and second ones. For ANN, the calculated error is 10% which is a better error than the error of this method when the second strategy is used but the performance of this method when the first strategy has been used, stills the best performed results by this method. In contrast, the SVM by the error of 4.34% while the third strategy is used has the best results between the forecasting methods and has the best predicted results by SVM between these forecasting strategies.
Figure 14 includes the forecasting result of the third strategy.

As can be seen in the results of Figure 14, the GFS.FR.MOGUL in the most hours, predicts a much lower value than the real value which eventuates an error of 15.8% for this method when the third strategy is used. HyFIS and WM by an average error of 6.15% and 6.35% also have a higher error for this strategy compared to the errors of the first and second ones. For ANN, the calculated error is 10% which is a better error than the error of this method when the second strategy is used but the performance of this method when the first strategy has been used, stills the best performed results by this method. In contrast, the SVM by the error of 4.34% while the third strategy is used has the best results between the forecasting methods and has the best predicted results by SVM between these forecasting strategies.

As one can see in Figure 15, the predicted results by ANN when the fourth strategy is used have a high variation and, in some cases, the method predicts a much lower value than the real value. The average MAPE error for the ANN using the fourth strategy is 14.64%, which is the worst performed value by this method. As it has been proved, using the environmental temperature in the training data has no effect on the results of GFS.FR.MOGUL, and this method has the same error as the third strategy which is 15.8%. When the fourth strategy is used, the HyFIS has the best error by an average error of 4.58% followed by WM with 5.19% and SVM by 5.9%.
Figure 15 presents a comparison between the average MAPE error of the forecasting methods based on the four proposed forecasting strategies in this work. It is not possible to conclude that there is an absolute forecasting strategy that has the best result for all the forecasting methods. For ANN, the best strategy is the first one, which has the simplest data set. About GFS.FR.MOGUL it is possible to say that using the environmental temperature has no influence on the results of this method. On the other hand, the process of selecting the particular date to collect the train data has a negative effect on the performance of this method. This way the best forecasting strategy for the GFS.FR.MOGUL is also the first one. The HyFIS and WM have similar efficiency. These two methods can predict a more reliable value when the environmental temperature is used in the train data. This conclusion is valid in both cases of the second and fourth strategy. The best calculated results from these two methods are when the fourth strategy is used. The HyFIS by using the fourth strategy has the second-best calculated error in this work. The SVM has the most stable and trustable results while different forecasting strategies are used. This method has the most accurate result in the case of three of four proposed forecasting strategies in this work. SVM by an error of 4.35% when the third strategy is used has the best calculated error in this case study.
5. Conclusions

This paper presents an automatic forecasting application based on Java and R programming languages. By using this application, the user can create different forecasting models using five forecasting methods and four data preparation strategies to predict the hour-ahead energy consumption of an office building. ANN, SVM, HyFIS, WM, and GFS.FR.MOGUL are the considered forecasting algorithms in this work as well as four data preparation strategies which are explained in Section 2. The most important advantage that this application offers is that the user does not need to have knowledge about the programming languages, forecasting technics, and data storage systems and all the process is done by the application. Additionally, by making different algorithms and data treatment strategies available, the proposed work also enables the user to find the best method to be used in distinct prediction conditions. This is especially relevant considering that by being domain-agnostic, the proposed application can be applied to multiple application domains, such as manufacturing systems, health related management systems, internet-of-things problems, or many other problems that require forecasting solutions based on historical data regression.

The presented case studies using this application show that the proposed approaches in this work can forecast the hour-ahead energy consumption with acceptable performance. The SVM with the third proposed data preparation strategy presents an error of 4.35% which is a trustable performance compared to the other methods and previous work. Moreover, when using additional information for training, in this case, the temperature, as input for consumption forecasting, it is visible that both the HyFIS and WM can improve their results and reach better results than the SVM (in specific, using the 4th data strategy). Hence, the application can support users’ decisions on the best method, parameterization, and data treatment that should be used depending on the available data.

As future work, further forecasting methods will be included, to broaden the available learning capabilities from various methods. Probabilistic forecasting will also be included, as well as the possibility of working with other types of data and databases, not necessarily related to energy consumption.
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