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Abstract. We study the fundamental problem of the calculus of variations with variable order fractional operators. Fractional integrals are considered in the sense of Riemann–Liouville while derivatives are of Caputo type.
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1. Introduction

Fractional calculus is a discipline that studies integrals and derivatives of non-integer (real or complex) order [13, 18, 27, 34]. The subject is nowadays very active due to its many applications in mechanics, chemistry, biology, economics, and control theory [36]. In 1993, Samko and Ross proposed an interesting generalization to fractional calculus [35] (see also Samko’s paper [33] of 1995). They introduced the study of fractional integration and differentiation when the order is not a constant but a function. More precisely, they considered an extension of Riemann–Liouville and Fourier definitions [32, 33, 35]. Afterwards, several works were dedicated to variable order fractional operators, their applications and interpretations (see, e.g., [1, 7, 19]). In particular, Sanko’s variable order fractional calculus turns out to be very useful in mechanics and in the theory of viscous flows [7, 19, 26, 28, 29]. Indeed, many physical processes exhibit fractional-order behavior that may vary with time or space [19]. The paper [7] is devoted to the study of a variable-order fractional differential equation that characterizes some problems in the theory of viscoelasticity. In [9] the authors analyze the dynamics and control of a nonlinear variable viscoelasticity oscillator, and two controllers are proposed for the variable order differential equations that track an arbitrary...
2. Preliminaries

The reference book for fractional analysis and its applications is [34]. Here we recall the necessary definitions for the variable order fractional calculus (see, e.g., [19]).

**Definition 2.1 (Left and right Riemann–Liouville integrals of variable order).** Let $0 < \alpha(t, \tau) < 1$ for all $t, \tau \in [a, b]$ and $f \in L_1[a, b]$. Then,

$$ a_t I^{\alpha(t, \tau)} f(t) = \int_a^t \frac{1}{\Gamma(\alpha(t, \tau))} (t - \tau)^{\alpha(t, \tau) - 1} f(\tau) d\tau \quad (t > a) $$

is called the left Riemann–Liouville integral of variable fractional order $\alpha(\cdot, \cdot)$, while

$$ b_t I^{\alpha(t, \tau)} f(t) = \int_b^t \frac{1}{\Gamma(\alpha(\tau, t))} (\tau - t)^{\alpha(\tau, t) - 1} f(\tau) d\tau \quad (t < b) $$

denotes the right Riemann–Liouville integral of variable fractional order $\alpha(\cdot, \cdot)$.

**Definition 2.2 (Left and right Riemann–Liouville derivatives of variable order).** Let $0 < \alpha(t, \tau) < 1$ for all $t, \tau \in [a, b]$. If $a_t D_{\alpha(t, \tau)}^{-} f \in AC[a, b]$, then the left
Riemann–Liouville derivative of variable fractional order \( \alpha(\cdot, \cdot) \) is defined by

\[
a D_t^\alpha f(t) = \frac{d}{dt} \int_a^t \frac{1}{(1 - \alpha(t, \tau))} (t - \tau)^{-\alpha(t, \tau)} f(\tau) d\tau \quad (t > a)
\]

while the right Riemann–Liouville derivative of variable fractional order \( \alpha(\cdot, \cdot) \) is defined for functions \( f \) such that \( b I_1^{-\alpha(\cdot, \cdot)} f \in AC[a, b] \) by

\[
t D_b^\alpha f(t) = -\frac{d}{dt} \int_t^b \frac{1}{(1 - \alpha(\tau, t))} (\tau - t)^{-\alpha(\tau, t)} f(\tau) d\tau \quad (t < b).
\]

Definition 2.3 (Left and right Caputo derivatives of variable fractional order). Let \( 0 < \alpha(t, \tau) < 1 \) for all \( t, \tau \in [a, b] \). If \( f \in AC[a, b] \), then the left Caputo derivative of variable fractional order \( \alpha(\cdot, \cdot) \) is defined by

\[
C_a D_t^\alpha f(t) = \int_a^t \frac{1}{\Gamma(1 - \alpha(t, \tau))} (t - \tau)^{-\alpha(t, \tau)} \frac{d}{d\tau} f(\tau) d\tau \quad (t > a)
\]

while the right Caputo derivative of variable fractional order \( \alpha(\cdot, \cdot) \) is given by

\[
C_t D_b^\alpha f(t) = \int_t^b \frac{1}{\Gamma(1 - \alpha(\tau, t))} (\tau - t)^{-\alpha(\tau, t)} \frac{d}{d\tau} f(\tau) d\tau \quad (t < b).
\]

The following result will be useful in the proof of Theorems 3.1 and 3.2.

Theorem 2.4 (cf. [12]). Let \( x \in [0, 1] \). The Gamma function satisfies the inequalities

\[
\frac{x^2 + 1}{x + 1} \leq \Gamma(x + 1) \leq \frac{x^2 + 2}{x + 2}. \tag{2.1}
\]

3. Main results

In [3.1] we prove that the variable fractional order Riemann–Liouville integral \( a I_1^{\alpha(\cdot, \cdot)} \) is bounded on the space \( L_1[a, b] \) (Theorem 3.1). In [3.2] we obtain a formula of integration by parts for Riemann–Liouville integrals of variable order (Theorem 3.2) and a formula of integration by parts for derivatives of variable fractional order (Theorem 3.3). Finally, in [3.3] we use the obtained formulas of integration by parts to derive a necessary optimality condition for a general problem of the calculus of variations involving variable order fractional operators (Theorem 3.5).

3.1. Boundedness

The following result allow us to consider problems of the calculus of variations with a Lagrangian depending on left Riemann–Liouville integrals of variable order.
Theorem 3.1. Let $\frac{1}{n} < \alpha(t, \tau) < 1$ for all $t, \tau \in [a, b]$ and a certain $n \in \mathbb{N}$ greater or equal than two. The Riemann–Liouville integral $\alpha I^\alpha_{(\cdot, \cdot)} : L_1[a, b] \to L_1[a, b]$ of variable fractional order $\alpha(\cdot, \cdot)$ is a linear and bounded operator.

Proof. The operator is obviously linear. Let $\frac{1}{n} < \alpha(t, \tau) < 1$, $f \in L_1[a, b]$, and define

$$F(\tau, t) := \begin{cases} \frac{1}{\Gamma(\alpha(t, \tau))}(t - \tau)^{\alpha(t, \tau)-1} |f(\tau)| & \text{if } \tau < t; \\ 0 & \text{if } \tau \geq t \end{cases}$$

for all $(\tau, t) \in \Delta = [a, b] \times [a, b]$. Since $\frac{1}{n} < \alpha(t, \tau) < 1$, then

1. for $\tau + 1 \leq t$ we have $\ln(t - \tau) \geq 0$ and $(t - \tau)^{\alpha(t, \tau)-1} < 1$;
2. for $\tau < t < \tau + 1$ we have $\ln(t - \tau) < 0$ and $(t - \tau)^{\alpha(t, \tau)-1} < (t - \tau)^{\frac{1}{n}-1}$.

Therefore,

$$\int_a^b \left( \int_a^b F(\tau, t) \, dt \right) d\tau = \int_a^b |f(\tau)| \left( \int_a^b \left| \frac{1}{\Gamma(\alpha(t, \tau))}(t - \tau)^{\alpha(t, \tau)-1} \right| \, dt \right) d\tau$$

$$= \int_a^b |f(\tau)| \left( \int_\tau^{\tau+1} \left| \frac{(t - \tau)^{\alpha(t, \tau)-1}}{\Gamma(\alpha(t, \tau))} \right| \, dt + \int_{\tau+1}^b \left| \frac{(t - \tau)^{\alpha(t, \tau)-1}}{\Gamma(\alpha(t, \tau))} \right| \, dt \right) d\tau$$

$$< \int_a^b |f(\tau)| \left( \int_\tau^{\tau+1} \left| \frac{(t - \tau)^{\alpha(t, \tau)-1}}{\Gamma(\alpha(t, \tau))} \right| \, dt + \int_{\tau+1}^b \left| \frac{1}{\Gamma(\alpha(t, \tau))} \right| \, dt \right) d\tau.$$
Therefore, $\alpha_t^{\alpha(\cdot, \cdot)} : L_1[a, b] \to L_1[a, b]$ and $\|\alpha_t^{\alpha(\cdot, \cdot)}\| < n + b - a$. □

### 3.2. Integration by parts formulas

The integration by parts formulas we now obtain have an important role in the proof of the generalized Euler–Lagrange equation (3.5). We note that in Theorem 3.2 the left-hand side of (3.1) involves a left integral of variable order while on the right-hand side it appears a right integral.

**Theorem 3.2.** Let $\frac{1}{n} < \alpha(t, \tau) < 1$ for all $t, \tau \in [a, b]$ and a certain $n \in \mathbb{N}$ greater or equal than two, and $f, g \in C([a, b]; \mathbb{R})$. Then,

$$\int_a^b g(t) \alpha_t^{\alpha(\cdot, \cdot)} f(t) dt = \int_a^b f(t) \alpha_t^{\alpha(\cdot, \cdot)} g(t) dt. \quad (3.1)$$

**Proof.** Define

$$F(\tau, t) := \begin{cases} \frac{1}{\Gamma(\alpha(t, \tau))}(t - \tau)^{\alpha(t, \tau) - 1} g(t) f(\tau) & \text{if } \tau < t; \\ 0 & \text{if } \tau \geq t \end{cases}$$

for all $(\tau, t) \in \Delta = [a, b] \times [a, b]$. Since $f$ and $g$ are continuous functions on $[a, b]$, they are bounded on $[a, b]$, i.e., there exist $C_1, C_2 > 0$ such that $|g(t)| \leq C_1$ and $|f(t)| \leq C_2$, $t \in [a, b]$. Therefore,

$$\int_a^b \left( \int_a^b F(\tau, t) d\tau \right) dt = \int_a^b \left( \int_a^t \left| \frac{1}{\Gamma(\alpha(t, \tau))}(t - \tau)^{\alpha(t, \tau) - 1} g(t) f(\tau) \right| d\tau \right) dt$$

$$\leq C_1 C_2 \int_a^b \left( \int_a^t \frac{1}{\Gamma(\alpha(t, \tau))}(t - \tau)^{\alpha(t, \tau) - 1} |d\tau| \right) dt$$

$$= C_1 C_2 \int_a^b \left( \int_a^t \frac{1}{\Gamma(\alpha(t, \tau))}(t - \tau)^{\alpha(t, \tau) - 1} d\tau \right) dt.$$

Since $\frac{1}{n} < \alpha(t, \tau) < 1$, then

1. for $1 \leq t - \tau$ we have $\ln(t - \tau) \geq 0$ and $(t - \tau)^{\alpha(t, \tau) - 1} < 1$;
2. for $1 > t - \tau$ we have $\ln(t - \tau) < 0$ and $(t - \tau)^{\alpha(t, \tau) - 1} < (t - \tau)^{\frac{1}{n} - 1}$.

Therefore,

$$C_1 C_2 \int_a^b \left( \int_a^t \frac{1}{\Gamma(\alpha(t, \tau))}(t - \tau)^{\alpha(t, \tau) - 1} d\tau \right) dt$$

$$< C_1 C_2 \int_a^b \left( \int_a^{t-1} \frac{1}{\Gamma(\alpha(t, \tau))} d\tau + \int_{t-1}^t \frac{1}{\Gamma(\alpha(t, \tau))}(t - \tau)^{\frac{1}{n} - 1} d\tau \right) dt.$$
Theorem 3.3. Let $0 < \alpha(t, \tau) < 1 - \frac{1}{n}$ for all $t, \tau \in [a, b]$ and a certain $n \in \mathbb{N}$ greater or equal than two. If $f \in C^1([a,b]; \mathbb{R})$, $g \in C([a,b]; \mathbb{R})$, and $I^\alpha_{b-a}(\cdot) g \in AC[a,b]$, then

$$\int_a^b g(t) D^\alpha_{t-a} f(t) dt = f(t) I^\alpha_{b-a}(\cdot) g(t) \bigg|_a^b + \int_a^b f(t) D^\alpha_{b-t} g(t) dt. \quad (3.2)$$

Proof. By Definition 2.3, it follows that $C^1 D^\alpha_{t-a} f(t) = a I^{1-\alpha}_{b-a} \frac{df}{dt}(t)$. Applying Theorem 3.2 and integration by parts for classical (integer) derivatives, we obtain

$$\int_a^b g(t) D^\alpha_{t-a} f(t) dt = \int_a^b g(t) a I^{-\alpha}_{b-t-1} f(t) dt = \int_a^b \frac{d}{dt} f(t) I_b^{1-\alpha}(\cdot) g(t) dt$$

$$= f(t) I_b^{1-\alpha}(\cdot) g(t) \bigg|_a^b - \int_a^b f(t) \frac{d}{dt} I_b^{1-\alpha}(\cdot) g(t) dt$$

$$= f(t) I_b^{1-\alpha}(\cdot) g(t) \bigg|_a^b + \int_a^b f(t) D^\alpha_{b-t} g(t) dt.$$
3.3. A fundamental variational problem of variable fractional order

We consider the problem of extremizing (minimizing or maximizing) a functional

\[ J[y(\cdot)] = \int_a^b F\left(t, y(t), y'(t), C_t D_t^{\alpha(\cdot)} y(t), _a I_t^{\beta(\cdot)} y(t)\right) dt \]  

(3.3)

subject to boundary conditions

\[ y(a) = y_a, \quad y(b) = y_b, \]  

(3.4)

where \( \alpha, \beta : [a, b] \times [a, b] \to \mathbb{R} \) are given functions taking values in \((0, 1 - \frac{1}{n})\) and \((\frac{1}{n}, 1)\), respectively, with \( n \in \mathbb{N} \) greater or equal than two. For simplicity of notation, we introduce the operator \( \{\cdot, \cdot, \cdot\} \) defined by

\[ \{y, \alpha, \beta\}(t) = \left(t, y(t), y'(t), C_t D_t^{\alpha(\cdot)} y(t), _a I_t^{\beta(\cdot)} y(t)\right). \]

We assume that \( F \in C^1([a, b] \times \mathbb{R}^4; \mathbb{R}) \); \( t \mapsto \partial_4 F \{y, \alpha, \beta\}(t) \) is continuous and has absolutely continuous integral \( _b I_t^{1-\alpha(\cdot)} \) and continuous derivative \( C_t D_t^{\alpha(\cdot)} \); \( t \mapsto \partial_t F \{y, \alpha, \beta\}(t) \) is continuous and has continuous variable order fractional integral \( \partial_t^{\beta(\cdot)} \); and \( t \mapsto \partial_3 F \{y, \alpha, \beta\}(t) \) has continuous usual derivative \( \frac{d}{dt} \).

**Definition 3.4.** A continuously differentiable function \( y \in C^1([a, b]; \mathbb{R}) \) is said to be admissible for the variational problem (3.3)–(3.4), if \( C_t D_t^{\alpha(\cdot)} y \) and \( _a I_t^{\beta(\cdot)} y \) exist and are continuous on the interval \([a, b]\), and \( y \) satisfies the given boundary conditions (3.4).

**Theorem 3.5.** Let \( y \) be a solution to problem (3.3)–(3.4). Then, \( y \) satisfies the generalized Euler–Lagrange equation

\[ \partial_2 F \{y, \alpha, \beta\}(t) - \frac{d}{dt} \partial_3 F \{y, \alpha, \beta\}(t) + _b I_t^{\beta(\cdot)} \partial_t F \{y, \alpha, \beta\}(t) \]

\[ + C_t D_t^{\alpha(\cdot)} \partial_3 F \{y, \alpha, \beta\}(t) = 0 \]  

(3.5)

for all \( t \in [a, b] \).

**Proof.** Suppose that \( y \) is an extremizer of \( J \). Consider the value of \( J \) at a nearby function \( \hat{y}(t) = y(t) + \varepsilon \eta(t) \), where \( \varepsilon \in \mathbb{R} \) is a small parameter and \( \eta \in C^1([a, b]; \mathbb{R}) \) is an arbitrary function satisfying \( \eta(a) = \eta(b) = 0 \) and such that \( C_t D_t^{\alpha(\cdot)} \hat{y}(t) \) and \( _a I_t^{\beta(\cdot)} \hat{y}(t) \) are continuous. Let

\[ J(\varepsilon) = J[\hat{y}(\cdot)] = \int_a^b F \{\hat{y}, \alpha, \beta\}(t) dt. \]
A necessary condition for \( y \) to be an extremizer is given by
\[
\frac{dJ}{dz}\bigg|_{z=0} = 0 \Leftrightarrow \int_a^b \left( \partial_3 F \{ y, \alpha, \beta \} (t) \cdot \eta(t) + \partial_4 F \{ y, \alpha, \beta \} (t) \frac{d}{dt} \eta(t) \\
+ \partial_4 F \{ y, \alpha, \beta \} (t) \cdot C D_t^{\alpha(\cdot)} \eta(t) + \partial_5 F \{ y, \alpha, \beta \} (t) \cdot a I_t^{\beta(\cdot)} \eta(t) \right) dt = 0.
\]
(3.6)

Using the classical and the generalized fractional integration by parts formulas of Theorems 3.2 and 3.3, we obtain
\[
\int_a^b \partial_3 F \frac{d}{dt} \eta dt = \partial_3 F \eta \bigg|_a^b - \int_a^b \left( \frac{d}{dt} \partial_3 F \right) dt,
\]
\[
\int_a^b \partial_4 F \cdot D_t^{\alpha(\cdot)} \eta dt = \eta I_t^{\beta(\cdot)} \partial_4 F \bigg|_a^b + \int_a^b \eta I_t^{\beta(\cdot)} \partial_3 F dt,
\]
and
\[
\int_a^b \partial_5 F I_t^{\beta(\cdot)} \eta dt = \int_a^b \eta I_t^{\beta(\cdot)} \partial_3 F dt.
\]

Because \( \eta(a) = \eta(b) = 0 \), (3.6) simplifies to
\[
\int_a^b \eta(t) \left( \partial_3 F \{ y, \alpha, \beta \} (t) - \frac{d}{dt} \partial_3 F \{ y, \alpha, \beta \} (t) + \partial_4 F \{ y, \alpha, \beta \} (t) \\
+ \partial_5 F \{ y, \alpha, \beta \} (t) \right) dt = 0.
\]

One obtains (3.5) by the fundamental lemma of the calculus of variations (see, e.g., [37]).

\( \square \)

4. Illustrative examples

Let \( \beta(t, \tau) = \beta(t) \) be a function depending only on variable \( t \), \( \frac{1}{n} < \beta(t) < 1 \) for all \( t \in [a, b] \) and a certain \( n \in \mathbb{N} \) greater or equal than two, and \( \gamma > -1 \). We make use of the identity
\[
a I_t^{\beta(\cdot)} (t - a) \gamma = \frac{\Gamma(\gamma + 1)(t - a)\gamma + \beta(t)}{\Gamma(\gamma + \beta(t) + 1)}
\]
(4.1)
that one can find in the Samko and Ross paper [35].

Example 1. Let \( \mathcal{J} \) be the functional defined by
\[
\mathcal{J}[y(\cdot)] = \int_a^b \sqrt{1 + \frac{\Gamma(\beta(t) + 3)}{2\Gamma(3)(t - a)^{2+\beta(t)}} \left( a I_t^{\beta(\cdot)} y(t) \right)^2 - a I_t^{\beta(\cdot)} y(t)} dt
\]
Fractional variational calculus of variable order

with endpoint conditions $y(a) = 0$ and $y(b) = (b - a)^2$. If $y$ is an extremizer for $J$, then the necessary optimality condition of Theorem 3.5 gives

$$
\frac{1}{2} I^\beta_b \left( \frac{\Gamma(\beta(t) + 3)}{\Gamma(3)(t-a)^2 + \beta(t)a} I^\beta_t y(t) - 1 \right) = 0.
$$

By identity (4.1), function

$$
y(t) = (t - a)^2
$$

is a solution to the variable order fractional differential equation

$$
a I^\beta_t y(t) = \frac{\Gamma(3)(t-a)^{2+\beta(t)}}{\Gamma(\beta(t) + 3)}.
$$

Therefore, (4.3) is a solution to the Euler–Lagrange equation (4.2) and an extremal.

In the next example $\alpha(t, \tau)$ is a function taking values in the set $(0, 1 - \frac{1}{n})$.

**Example 2.** Consider the following problem:

$$
J[y(\cdot)] = \int_a^b \left( C_\alpha D^\nu_\alpha y(t) \right)^2 + \left( a I^\beta_t y(t) - \xi(t-\tau)^{\beta(t)} \Gamma(\beta(t)+1) \right)^2 dt \longrightarrow \min,
$$

for a given real $\xi$. Because $J[y(\cdot)] \geq 0$ for any function $y$ and $J[\tilde{y}(\cdot)] = 0$ for the admissible function $\tilde{y} = \xi$ (use relation (4.1) for $\gamma = 0$, the linearity of operator $a I^\beta_t$, and the definition of left Caputo derivative of a variable fractional order), we conclude that $\tilde{y}$ is the global minimizer to the problem. It is straightforward to check that $\tilde{y}$ satisfies our variable order fractional Euler–Lagrange equation (3.5).
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