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\textbf{A B S T R A C T}

Finding the roots of nonlinear equations has many applications in various sciences, especially engineering, and various methods have been proposed for this purpose. However, almost all these methods have some shortcoming. This paper presents a new method, where we consider the desired function to find the root(s) of the absolute value, so the root(s) (if any) is the absolute minimum. Using Monte Carlo method, we divide the desired distance into smaller parts. In each section where the slope of the function changes, we use the Bisection method to find the root. It largely covers the limitations of previous methods. The most important advantage of this method over the Bisection method is that it finds all the roots of the equation.

- Solve the problem of the bisection method in roots tangent to the x-axis.
- Separation of Root(s) that crossed and Root(s) that are tangent to the x-axis.
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Introduction

Why are we interested in nonlinear problems? Perhaps the most important reason is that all of those problems are nonlinear from the beginning when a phenomenon is under study. However, the linearization commonly employed are an approximating device arising from our confession that we are incapable of facing the challenge presented by the nonlinear problems as such linearization [2].

Many physical problems in basic sciences and engineering are modeled in the form of nonlinear equations. In this regard, solving them is a challenge in various sciences, so it is easier to use numerical methods. The study of solving nonlinear equations is an important part of applied mathematics. Because the most of real-world phenomena can be modeled according to a nonlinear equation or systems of nonlinear equations. Since finding the root(s) in a nonlinear equation is very difficult and sometimes impossible, so we often use repetitive numerical methods to get the root(s). Nowadays the advances in computers and the growth of applied software’s can solve many complex and difficult problems as well as nonlinear equations [1].

Therefore, methods such as artificial neural network [3], Monte Carlo [2], fuzzy logic [6] are used to find the root(s) of nonlinear equations and are able to cover some of the shortcoming of previous methods such as Newton Raphson [5], Bisection Method [4], False Position [5], Secant Method [7].

Some of the shortcoming of the proposed methods are: Dependence on initial value (S1), It may not converge(S2), Relies on sign changes (If a function \( f(x) \) is such that it just touches the x-axis for example say \( f(x) = x^2 \) then it will not be able to find lower guess (a) such that \( f(a) \ast f(b) < 0 \) (S3), Costly calculations (S4), Cannot detect Multiple Roots (S5).

In this paper, the Monte Carlo and Bisection method is used to find the root(s) of nonlinear equations which largely covers the limitations of known existing methods. The organization of this research is as follows: In section 2, a summary of previous methods is presented. In Section 3, we describe a Monte Carlo Based Approach for finding Multiple Roots of Nonlinear Equations. Section 4 presents the Result and Discussion. Section 5 presents the conclusions. Table 1.

| Table 1 |
|---------|
| Comparison of the disadvantages of rooting methods. |

| Shortcoming                  | S1 | S2 | S3 | S4 | S5 |
|------------------------------|----|----|----|----|----|
| Bisection Method             | ✗  | ✗  | ✓  | ✗  | ✓  |
| Newton Raphson Method        | ✓  | ✓  | ✗  | ✓  | ✓  |
| False Position               | ✗  | ✗  | ✓  | ✗  | ✓  |
| Secant Method                | ✗  | ✓  | ✗  | ✓  | ✓  |
| New Method (IBMS)            | ✗  | ✗  | ✗  | ✓  | ✗  |
Summary of other methods

Bisection method

One of the simplest algorithms for finding algebraic equations is the bisection method. This method can be used for any continuous function \( f \) on in the domain \([a, b]\). According to Intermediate Value Theorem, if \( f(a).f(b)\) have opposite signs, there is at least one root in this range. To finding the root, the range \([a, b]\) is divided into two parts \(c = (a + b)/2\). If \( f(a).f(c)\) is negative, the domain will be restricted by \([a, c]\) and otherwise it is replaced by \([a, c]\). In each iteration, the length of the distance, which contain root, is halved [4].

Some disadvantages: (S3) and (S5) [8].

Newton Raphson method

One of the numerical methods in which derivation is used and applied in various fields is Newton's method. It is a numerical and approximate method for solving equations that can converge faster than the bisection method [5].

Some disadvantages: (S1), (S2), (S4) and (S5).

False position method

The False Position Method, which also known as the Regula False Method is similar to the bisection method. The only difference is that it converges faster than the bisection method. In this method, instead of halving the distance \([a, b]\), the distance \([a, b]\) is reduced by using a chord that connects the points \(f(a)\) and \(f(b)\). The point where the chord meets the x-axis is called \(c\). If \(f(a).f(c)\) is negative, the domain will be restricted by \([a, c]\) and otherwise it is replaced by \([c, b]\) [9].

Some disadvantages: (S3) and (S5).

Secant method

This method differs from Newton’s method in that it does not require a derivative of a function. It is also not necessary that our two starting points be on either side of the root of the function. This method does not guarantee convergence. But if it is convergent, it will quickly approach the root [5].

Some disadvantages: (S2) and (S5).

Algorithm for finding multiple roots of nonlinear equations

Using Monte Carlo method, we divide the desired distance into smaller parts. In each section that specifies the change function, we use the Bisection method to find the root. Extreme points close to the y-axis are used to find the tangent root to the x-axis. Algorithm codes in R software are provided in the appendix.

Step 1:
Generating random sample numbers \(x\) from a uniform distribution in the interval \([a, b]\).

Step 2:
\[ \exists\text{ s.t.} \ f(x_i) f(x_{i+1}) < 0 \] (Like the green dots in Fig. 1).
Finding \(x_i\).

Step 3:
We use the Bisection method to find the root at distance \([x_i, x_{i+1}]\).

Step 4:
\[ (f(x_i + \varepsilon) - f(x_i))(f(x_{i+1} - \varepsilon) - f(x_{i+1})) < 0 \]
To find the next root, we repeat the first to third steps with \( x_{i+1} \). Until all the roots are found in the distance \([a, b]\).

**Step 5:**
For root(s) that are tangent to the x-axis:
We consider the absolute value of the function, for root(s):

\[
\exists x_i \text{ s.t. : } (f(x_i + \varepsilon) - f(x_i))(f(x_{i+1} + \varepsilon) - f(x_{i+1})) < 0 \text{ (Like the blue dots in Fig. 1).}
\]
Finding \( x_i \).

**Step 6:**
We use the Bisection method to find the root at distance\([x_i, x_{i+1}]\).

**Step 7:**
To find the next root, Repeat steps five through seven with \( x_{i+1} \). Until all the roots are found in the distance\([a, b]\).

**Step 8:**
Finally, we examine the beginning and end points of the interval\([a, b]\).

**Result and discussion**

The advantage of the proposed method is finding Multiple Roots of Nonlinear Equations without have dependency on the initial value and Relies on sign changes. In the previous numerical methods, solving equations of degree \( n \), the answers must be calculated one by one and therefore the answers before and after are interdependent, but the proposed method is able to obtain all the roots of the equation at the same time. So this dependence disappears the advantages of this method can almost cover the disadvantages of other methods. Also in this method, after finding the root(s) of the equation, the root(s) tangent to the x-axis and the root(s) intersecting the x-axis are separated.

**Conclusion**

In this paper, we used the integration of Monte Carlo method and Bisection method to find the root(s) of nonlinear equations. The approximate position of the root(s) is done by examining a random sample of numbers generated in places where the change function signals and where there are extreme points near the y-axis and convergence to the root using the Bisection method. Hence, the dependence on the initial value disappears and all the roots(s) of the equation can be found at one time. Given the advantages of the proposed method over previous methods, it can be used as a new method in solving algebraic equations.
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Appendix

R program to find the root(s) with the proposed method:

```r
RootMC <- function(f,a,b) {
  n1 = c()
  n2 = c()
  LE = b-a
  ###Step 1:
  x = runif(2000,a,b)
  eps <- .Machine$double.eps^0.5
  t0 = length(x)
  E = t0 - 1
  x = sort(x)
  for (i in 1:E) {
    ###Step 4:
    A = f(x[i])
    B = f(x[i+1])
    if ((A*B)<0) {
      b0 <- x[i]
      b1 <- x[i+1]
      ###Step 3:
      it <- 0
      r <- seq(b0, b1, length=3)
      y <- c(f(r[1]), f(r[2]), f(r[3]))
      while (it < 1000 && abs(y[2]) > eps) {
        it <- it + 1
        if (y[1]*y[2] < 0) {
          r[3] <- r[2]
          y[3] <- y[2]
        } else {
          r[1] <- r[2]
          y[1] <- y[2]
        }
        r[2] <- (r[1] + r[3]) / 2
        y[2] <- f(r[2])
      }
      if (abs(f(r[2])) < (10^-3)) {
        n1 = c(n1,r[2])
      }
    }
    T4 = length(n1)
    if(T4>0){
      n1 = round(n1, digits = 10)
      n1 = matrix(n1, T4, 1, dimnames =
                  list(c(paste(c("Root"), 1:(T4), sep="")),
paste("Root(s) that crossed the x-axis:"))))
      print(n1)
    } else {
      print("There is no root that has crossed the x-axis")
    }
  }
  #root(s) that are tangent to the x-axis:
```
for (i in 1:E) {###Step y:
  A=f(x[i])
  B=f(x[i]+1)
  AA=f(x[i])+eps*10^5-A
  BB=f(x[i]+1)+eps*10^5-B
  if (AA*BB<0){###Step 5:
    b0 <- x[i]
    b1 <- x[i+1]
    ###Step 6:
    it <- 0
    r <- seq(b0, b1, length=3)
    y <- c((f(r[1])+eps*10^3)-f(r[1]),(f(r[2])+eps*10^3)-f(r[2])),
          (f(r[3])+eps*10^3)-f(r[3]))
    while(it < 1000 & abs(y[2]) > eps) {
      it <- it + 1
      if (y[1]*y[2] < 0) {
        r[3] <- r[2]
        y[3] <- y[2]
      } else {
        r[1] <- r[2]
        y[1] <- y[2]
      }
      r[2] <- (r[1] + r[3]) / 2
      y[2] <- (f(r[2])+eps*10^3)-f(r[2])
    }
    if(abs(f(r[1])) < (10^3)){
      n2=c(n2,r[1])
    }
  }
  ###Step 8:
  if(abs(f(a)) < 10^-10){n2=c(n2,a)
  }
  if(abs(f(b)) < 10^-10){n2=c(n2,b)
  }
  T4=length(n2)
  if(T4>0){
    n2=round(n2,digits = 10)
    n2=matrix(n2,T4,1,dimnames =
               list(c(paste(c("Root"),1:(T4),sep="")),paste("Root(s)
              that are tangent to the x-axis:"))
    print(n2)
  }else{
    print("There is no root that is tangent to the x-axis")
  }
}
#Ex:
RootMC(function(x) {4*x^(10)-5*x^9
           --10*x^2},-10,10)
RootMC(function(x) {x*cos(x)^2},-20,20)
RootMC(function(x) {exp(x-2)-x^(10)+3*x^(9)},-20,20)
#Ex: $\alpha^2 + x^2 + \frac{2\alpha x}{n-1} = n - 2$, $n = 20$, $\alpha = 0.5$ [4].
  a=0.5
  n=20
RootMC(function(x) {(a^2+x^2+(2*a*x)/(n-1))-(n-2)},0,100)
RootMC(function(x) {-1+x^2},-2,2)
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