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Abstract: A new simulation library is developed on OMNeT++ to model faults in distribution systems. The proposed library makes it possible to calculate the status of lines and busbars from the point of view of a protection system, enabling the modeling of overcurrents, power outages and fault passage indicators. The library is applied to model a decentralized protection system based on the exchange of IEC 61850 Generic Object Oriented Substation Events (GOOSE) messages between intelligent electronic devices responsible for the operation of circuit breakers and disconnectors. The time needed to secure and transmit GOOSE messages over the Internet is characterized and included in the model. Several studies are carried out to analyze the effect of different parameters, such as GOOSE retransmission times and failure rates of switching devices and communication channels, on the performance of the protection system.
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1. Introduction

The integration of information and communications technology (ICT) is one of the more relevant innovations in power systems and has a wide range of implications in many aspects of system operations. One of the fields in which ICT has a major impact is the protection of distribution systems. A number of decentralized and semicentralized protection systems have been developed in the last decade [1–3]; these systems have taken advantage of the functionality provided by ICT and the flexibility provided by communication protocols defined by the IEC 61850 standard [4]. Advantages of decentralized protection systems include a reduction in costs, in communications with the control center and in reconfiguration speed [5,6].

Decentralized protection systems rely on intelligent electronic devices (IEDs) communicating with each other, receiving information from metering devices and sending orders to switching devices. Some decentralized IEDs exchange Generic Object Oriented Substation Events (GOOSE) messages over an IP-based network. Therefore, cybersecurity becomes important, and GOOSE messages must be secured in order to reduce security risks and minimize the probability of cyberattacks [7,8].

Decentralized IEDs responsible for performing fault location and isolation functions are routinely tested in laboratories under working conditions [9], sometimes including software-in-the-loop simulations. In addition to laboratory tests, and before field deployment, extensive software
simulations of a protection system are needed to assess the functional and economic performance of the solution [10]. These simulations make it possible to take into account the statistical nature of electrical faults and failures in switching devices and communication channels.

Increasingly, due to the reduction in the difference in price between circuit breakers and switch disconnectors, system operators are deploying circuit breakers not only in the primary substation but also along distribution lines [5]. Software simulations may be used as well for the design of the protection architecture. This design entails selecting which secondary substations should be equipped with circuit breakers and which should be equipped with disconnectors, depending on fault recovery times, customer loads and economic cost of the deployment.

Simulating power and communication systems together is difficult because the approaches used to represent both systems are different in nature. On the one hand, power system simulators apply numerical methods and matrix operations to solve problems such as load flows, short-circuit analyses and dynamic studies to assess the performance of protection algorithms. On the other hand, simulation of a communication network is typically an event-based process that involves several agents operating independently and sharing communication channels.

OMNeT++ is a discrete event simulator that provides libraries for a variety of network protocols and technologies, together with facilities for statistical analysis [11], and thus is a natural choice for the simulation of communication systems. However, this simulator does not provide any functionality to represent electrical networks. One alternative is to merge it with other software tools by applying cosimulation [12,13]. Cosimulation has the advantage of making it possible to use a simulator specialized for power systems; however, this often requires the development of a separate program to coordinate both simulators, which can complicate the development of new cases and the modification of old ones. For example, a component object model (COM) server is needed to combine OpenDSS and OMNeT++ [14–17].

A different approach is to model the communication and power systems with the same tool. While the modular, event-based approach of OMNeT++ makes it unsuitable to integrate a model of a power system based on its admittance or impedance matrix, it is possible to develop a model that identifies the nodes affected by a fault in a distribution network. This work proposes a procedure that uses OMNeT++ as a single simulation tool for both communication and power networks, thus facilitating the modeling and testing of fault location and isolation systems, on a single graphical user interface, as a logical entity. This paper is focused on the simulation of the electrical network; by using OMNeT++ and its INET framework, the user can model the communication network with the level of detail required for each specific study.

The main contributions of this work are:

- The description of an OMNeT++ simulation library that represents distribution power networks. The aim of the library is to model the status of the grid from the point of view of the logic of protection systems. It therefore does not simulate electrical variables such as voltage of short-circuit current, variables that are best calculated following a co-simulation approach. Instead, the emphasis of the proposed library is set on making a tool transparent to the user, making it easy to model new cases, and facilitating the collection of data.
- The characterization in a laboratory of the processing times needed to secure and transmit GOOSE messages between IEDs, and the application of the proposed simulation library to model a decentralized protection system that uses secure GOOSE messages. The resulting study case serves both as a demonstration of the library and as a validation of the specific protection system.

The simulator has been developed as part of the IDE4L demonstration project [18] and has been applied to a model of one of its demonstration sites.
2. Simulation of a Distribution System in OMNeT++

OMNeT++ offers a simulation framework designed primarily for communication networks. This work extends the OMNeT++ simulation library by developing a series of modules that represent electrical network components and the IEDs associated with some of them. Instead of calculating the actual values of voltage and current along the feeder, these modules calculate the status of the electrical network from the point of view of the logic of the protection system.

The new OMNeT++ modules are listed in Table 1. Busbar is the most basic component and can be used to represent any electrical node in the system. A Busbar module can have a load and a number of customers associated with it, and it can be electrically connected to any number of other modules. Busbar modules can represent actual busbars in substations, loads, or sections of the distribution line.

The status of a Busbar module in the simulator can be the following:

- **Normal**, when the busbar is connected to a stable power supply and not to a fault.
- **Disconnected**, when the busbar is not connected to a stable power supply.
- **Fault**, when a fault is applied at the busbar. To model a fault in a line, the corresponding section of the line must be represented by a Busbar module.
- **Fault current**, when the busbar is connected to a fault and is in the path of the fault current. Fault currents normally pass through at least one circuit breaker responsible for clearing the fault.
- **Abnormal voltage**, when the busbar is connected to a fault and is not in the path of the fault current.

The appearance of the corresponding module on the simulator varies according to the icons listed in Table 1.

| Module       | Icon/Status                   |
|--------------|-------------------------------|
| Busbar       | Normal, Disconnected, Fault, Fault current, Abnormal voltage |
| Power Source |                               |
| Circuit Breaker |                             |
| Disconnector |                               |
| IED          |                               |

Power Source modules represent the connection point of the distribution system to a higher voltage network. There must be at least one Power Source module in a simulation case. There must also be an electrical path from any Busbar module to a Power Source module; otherwise, the Busbar module is marked as Disconnected. A Power Source module acts as a source of fault current when a short-circuit is applied in a Busbar module.

Circuit Breaker and Disconnector modules represent switching devices with two electrical connection points, the main difference between them being that circuit breakers can interrupt short-circuit currents, while disconnectors can open only in the absence of current. IED modules are associated with a Circuit Breaker or a Disconnector module, can communicate with each other and contain the logic that performs the fault location and isolation procedures. The IED modules must be programmed to represent the logic of the protection system and the characteristics of the communication network. The extensive libraries provided with OMNeT++ can be used, if necessary, to model the corresponding wired or wireless link layer protocols.
OMNeT++ includes a simulation integrated development environment (IDE) based on the software development platform, Eclipse. The electrical modules can be easily combined to model a distribution network by using drag-and-drop functionalities. Figure 1 shows an example of the appearance of a simulated case in the IED. The complete, developed library can be downloaded from Reference [19].

![OMNeT++ visual interface containing one of the simulated cases.](image)

### 2.1. Principle of Simulation of the Electrical Network

The simulation of the status of the electrical network in the proposed library relies on the exchange of messages between electrical modules to actualize the status of the distribution network. OMNeT++ is an event-based simulation program. The approach adopted to simulate the electric network is based on the principle that any event in the electrical network, such as a short circuit or the opening or closing of a switching device, triggers the sending of an OMNeT++ message from the affected module to all its connected electrical modules. When a component of the circuit receives the message, it actualizes its own status and resends the message until the message reaches either the end of the line or an open switching device. During this process, the simulation time does not advance so that changes in the status of the electrical components are perceived as instantaneous in the simulation. It must be noted that the OMNeT++ messages used to simulate the electrical network are completely unrelated to the GOOSE messages used by the decentralized protection system.

Table 2 shows the messages used to actualize the status of the network. The way that these messages are used to simulate the electrical network can be described by differentiating between three different events: Initialization, application of a fault, and operation of a switching device.

#### 2.1.1. Initialization

Figure 2 shows, as an example, the sequence of messages sent during the initialization of a small network consisting of four buses and a circuit breaker. At the beginning of the simulation, the Power Source module sends an `electrSrc` message. Each electrical module that receives this message actualizes its status to `Normal`, records the gate through which the message arrived, and resends the message to the rest of the electrical modules connected to itself. In this way, the `electrSrc` message spreads through the radial network, allowing each component to know the direction of the power source and defining the upstream and downstream directions along the grid. Any Power Source module that does not receive an `electrSrc` message is set to `Disconnected`. 
When an electrSrc message arrives at a Busbar module that is a dead end (i.e., the last busbar in a feeder), this Busbar module sends back an electrLoad message that contains its load and number of customers. Each electrical module that receives an electrLoad message waits for the rest of the downstream connected components to send their corresponding electrLoad messages. Once the module has received all of them, the electrical module sends its own electrLoad through the upstream gate containing the sum of its own load and customers as well as all the downstream loads and customers. Accordingly, the active power, excluding losses, and the number of customers is calculated at every section of the line. During the initialization, closed Circuit Breaker and Disconnector modules behave in a similar way as Busbar modules, the only difference being that they have zero load and only two connection points. Similarly, open Circuit Breaker and Disconnector modules act as end-of-line Busbar modules with zero load.

For the sake of simplicity, the results in this paper are limited to a radial network with no distributed generation. However, the proposed technique can be easily adapted to model networks with several energy sources by assigning a different message electrSrc to each source. Information about whether each energy source is able to provide short-circuit current can be stored in the elements of the circuit, and later be used to calculate the path of short-circuit current from the sources to the

**Figure 2.** Steps (1)–(9) during the initialization of the electric network.
fault. As for non-radial topologies, they can be detected because at least one bus would receive the same \textit{electrSrc} message from two different directions. This makes it possible to raise a warning message if the distribution network is supposed to be always radially operated.

### 2.1.2. Application of a Fault

Faults are applied in a Busbar module by the OMNeT++ self-message \textit{electrApplyFault} programmed to be sent at the desired simulation time.

When a fault is applied, the corresponding Busbar module sends an \textit{electrFault} message to all its connected electrical modules. Each electrical module resends this message until it reaches either an open switching device, the Power Source module or the end of the line.

During this process, a Busbar module that receives the \textit{electrFault} message from a downstream component (a component not situated in the path to the voltage source) actualizes its status to \textit{Fault current}, and a Busbar module that receives the \textit{electrFault} message from an upstream component (a component situated in the path to the voltage source) actualizes its status to \textit{Abnormal voltage}. This message travels along the circuit, making it possible to determine the busbars affected by the fault and the path of the fault current from the stable power supply to the faulted busbar.

Figure 3 shows the sequence of messages sent to apply a fault. As in the initialization, closed Circuit Breaker and Disconnector modules behave in a similar way to Busbar modules, while open Circuit Breaker and Disconnector modules act as end-of-line Busbar modules.

![Figure 3: Steps (1)–(5) during the application of a fault.](image)

### 2.1.3. Operation of a Switching Device

Switching device modules (circuit breakers and disconnectors) keep a record of which one of their two terminals is connected to a power source and/or to a fault.

- When a switching device opens and one of its terminals is connected to a power source, it sends an \textit{electrSrcRem} message through the other terminal. The electrical module that receives this message actualizes its status to \textit{Disconnected} and resends the message to all its connected electrical modules.
• When a switching device opens and one of its terminals is connected to a fault, it sends an `electrFaultRem` message through the other terminal. The electrical module that receives this message actualizes its status to `Normal` or `Disconnected`, depending on whether it is connected to a power source or not, respectively. The module then resends the message to all its connected electrical modules.

• When a switching device closes and one of its terminals is connected to a power source, it sends an `electrSrc` message through the other terminal. Downstream components react as described in the initialization, and the status of the grid is actualized.

• When a switching device closes and one of its terminals is connected to a fault, it sends an `electrFault` message through the other terminal. The process is then similar to the one described for applying a new fault.

Figure 4 shows the sequence of messages sent to open a circuit breaker.

Figure 4. Steps (1)–(4) during the opening of a circuit breaker.

2.2. IEDs and Communication

In the simulator, each switching device is connected to an IED provided with protection or fault passage indicator functionalities, from which it receives messages, such as opening or closing orders, and to which it sends information such as the open or close status, the success or failure of switching operations, and the presence or absence of a normal voltage or fault current. Separate modules to model measuring and control devices have not been developed for the sake of simplicity, although they can be included. IED modules must be programmed to execute the logic that constitutes the actual fault location and isolation system. Communication between IEDs is defined in the simulator using OMNeT++ `in` and `out` gates.
Table 2. OMNeT++ messages used to calculate the status of the electrical network.

| Message Name   | Created by                                      | Sent to                              | Purpose                                                                 |
|----------------|-------------------------------------------------|--------------------------------------|-------------------------------------------------------------------------|
| electrSrc      | • Power source                                  | All connected electrical modules     | Identify busbars connected to the main grid, and any possible loops.     |
|                | • Closing switching device                       |                                      |                                                                         |
| electrLoad     | • Busbar                                        | Electrical modules connected upstream| Identify loads at all electrical connections.                            |
|                | • Closing switching device                       |                                      |                                                                         |
| electrApplyFault| • Faulted busbar                                 | Self-message                         | Apply a fault.                                                           |
| electrFault    | • Faulted busbar                                 | All connected electrical modules      | Identify busbars affected by a fault and identify the path followed by the fault current. |
|                | • Closing switching device                       |                                      |                                                                         |
| electrSrcRem   | • Opening switching device                       | All connected electrical modules      | Identify busbars disconnected from the grid as a result of the opening of a switching device. |
| electrFaultRem | • Opening switching device                       | All connected electrical modules      | Identify busbars disconnected from a fault as a result of the opening of a switching device. |
|                |                                                 |                                      |                                                                         |
3. Study Case

3.1. Base Case

The proposed simulation framework is applied to a decentralized protection system that relies on encrypted GOOSE messages between IEDs. The base case is a modified version of one of the medium voltage lines connected to the Il Violino substation, owned by Unareti and located in the Italian town of Brescia, that served as a demonstration site in the IDE4L project [18]. Figure 5 shows the single-line diagram of the system, which consists of a 15 kV line that feeds ten 15 kV/380 V secondary substations. The load and the number of customers connected to each substation are shown in Table 3.

![Diagram of the system](Diagram.png)

**Figure 5.** Study case.

| Substation | SS1 | SS2 | SS3 | SS4 | SS5 | SS6 | SS7 | SS8 | SS9 | SS10 |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| Load (kW)  | 456 | 103 | 91  | 120 | 591 | 73  | 184 | 57  | 73  | 57   |
| Customers  | 102 | 4   | 22  | 1   | 18  | 15  | 39  | 4   | 38  | 19   |

Secondary substations, identified as SS1 through SS10, are connected to the upstream and downstream sections of the line by means of two switching devices. Some of these switching devices are circuit breakers that can be used to interrupt fault currents. The rest are disconnectors that can only be opened when there is no effective current across them. Circuit breakers are installed at the primary substation at the head of the line and at substations SS3 and SS9.

Two switching devices connect substations SS9 and SS10 to adjacent lines and provide operational flexibility by making it possible to reconfigure the network. These devices are normally open and do not intervene in the fault isolation process.

All circuit breakers, and some disconnectors, are automated and connected to IEDs that are responsible for the fault location and isolation functions. As can be seen in Figure 5, automated disconnectors have been placed on the distribution line so that there is always one automated switching device between each two secondary substations.

3.2. Two-Step Protection Scheme

The distributed protection system that has been modeled is based on the coordination of IEDs distributed along the medium-voltage feeder and has been implemented and tested as part of the IDE4L project [20]. The protection system acts in two steps. The first step involves circuit breakers and their corresponding IEDs and is responsible for the clearance of the fault. The second step involves switch disconnectors and their IEDs and reduces the area affected by the fault.

The principle of operation of the first step is as follows. Each breaker IED subscribes to messages from breaker IEDs located downstream of the same feeder. When a fault occurs, any breaker IED that detects the fault publishes a GOOSE block message. The only breaker IED that does not receive any block messages is the one nearest to the fault, and it is therefore the one that trips its breaker and isolates the fault. When a breaker IED that detects the fault receives a block message, it waits for a certain time for downstream protections to clear the fault; if the fault persists, it assumes that the
protections located downstream have failed and trips its own breaker. The amount of time that breaker IEDs wait before tripping increases with the number of block messages received.

Figure 6 shows an example of the response of the protection system to a fault at Substation SS8. IEDs IED1, IED3 and IED4 participate in the first step. When the fault is detected, IED3 receives a block message from IED4, and IED1 receives block messages from IED3 and IED4. If CB3 opens successfully, the end of the first step is as shown in Figure 6c). If CB3 failed to open, the fault would be cleared by CB2 and, eventually, by CB1. A detailed description of the implementation of this system, including the mapping of the protection functions to the IEC 61850 data model, can be found in References [21,22].

Figure 6. Two-steps isolation procedure.

The second step acts in a similar way but is performed by disconnector IEDs provided with a fault passage indicator (FPI) function, and begins once the first step has finished. Each disconnector IED subscribes to messages from disconnector IEDs located downstream and in the same section of the feeder between two circuit breakers. Once the fault is cleared, each disconnector IED that is connected downstream of the open circuit breaker, and that therefore may reduce the area affected by the fault by opening its disconnector, signals the presence of a fault and publishes a GOOSE block message.

Following a procedure similar to the first isolation step, an IED that receives a block message waits a certain time for a message from a downstream disconnector indicating that the fault has been isolated. If no such message is received, the IED assumes that the downstream disconnectors have failed to isolate the fault and sends its own disconnector an order to open. The opening of the disconnector reduces the area affected by the fault once the circuit breaker that originally cleared the fault re-closes.

In the example in Figure 6, IEDs IED5, IED6, IED7 and IED8 participate in the second isolation step. When the fault is detected, IED7 receives a block message from IED8; IED6 receives block messages from IED7 and IED8; and IED5 receives block messages from IED6, IED7 and IED8. If DC5 opens successfully, the end of the first step is as shown in Figure 6d). If DC5 failed to open DC4, and eventually DC3 and DC2, would open.
This approach, based on subscription to messages from downstream IEDs, has the advantage of being easy to adapt to network reconfigurations in grids where the same load can be supplied from different feeders. The IDE4L project introduced a specific modeling to allow GOOSE subscription lists to be changed under operation [22] since this feature was not contemplated in IEC 61850. In the developed OMNeT++ simulation library, the user models the subscription of an IED to GOOSE messages from another IED by connecting an out gate of the publisher IED to an in gate of the subscriber IED.

4. Characterization of the Latency Times of Secured GOOSE Messages

GOOSE messages are OSI model (ISO/IEC7498-1) Layer 2 messages, originally defined for substation local communications. Thus, additional mechanisms are needed to secure and exchange GOOSE messages between substations over IP. In this work, Layer 2 Tunneling Protocol Version 3 (L2TPv3) over IPsec, as proposed in Reference [23], is used for tunneling and securing GOOSE communications over the Internet. These mechanisms impose both additional communication headers and processing times.

Figure 7 shows that the latency time is equal to the processing times in the routers plus the transmission time of the secured GOOSE messages over the Internet. The processing time in the routers is the time required to tunnel (by L2TPv3) and secure GOOSE messages by IPsec, encrypting and digitally signing them. The transmission time is the time taken to exchange secured messages (GOOSE over L2TPv3 over IPsec) between the routers.

Figure 7. Transmission of secured Generic Object Oriented Substation Events (GOOSE) messages by L2TPv3 over IPsec.

To measure the latency time in the laboratory two routers are used, each of them connected to an IED as shown in Figure 7. Additionally, one desktop computer is used with two Ethernet ports (Eth1 and Eth2), each of which is connected to one of the routers. Each router has two connections on its LAN ports—one to an IED and one to Eth1/Eth2. The WAN side of the routers is configured for L2TPv3 over IPsec communication. Consequently, GOOSE messages published by the IEDs are securely exchanged over the Internet.

The network analyzer software Wireshark receives the GOOSE messages published by both IEDs on ports Eth1 and Eth2. Wireshark captures the GOOSE messages with their timestamps, port numbers (Eth1 or Eth2) and GOOSE protocol data units as described in the IEC 61850-8-1 standard. GOOSE message latency times can be calculated by subtracting the timestamps of GOOSE messages that have similar data units but different Ethernet port numbers (Eth1 or Eth2). GOOSE transmission data are captured in the laboratory and saved to a text file. This file is then analyzed using MATLAB to calculate the probability distributions of the latency times.

Figure 8 represents the distribution of the latency times obtained during an experiment in the laboratory. A total of 79558 packets were sent, of which 644 were lost and 14 had latency times larger than 300 ms. The figure also includes the best fit Normal, Weibull and Lognormal distributions. These results can be used later in the OMNeT++ simulations, where latency times can be modeled using the original histogram or a standard continuous probability distribution. Figure 9,
for example, shows the probability plot corresponding to the best-fit Weibull distribution, which has a scale parameter of 31.7 ms and a shape parameter of 1.64 ms.

![Probability plot for the Weibull distribution](image)

**Figure 8.** Histogram of measured latency times together with several adjusted probability distributions; in the Y axis, number of occurrences.

![Probability plot for the Weibull distribution](image)

**Figure 9.** Probability plot for the Weibull (31.7, 1.64) distribution.

5. Results

The simulator has been applied to the study case to assess the retransmission times of GOOSE messages and to analyze the effect of several faults on the system.

5.1. Validation of GOOSE Message Retransmission Times

Standard IEC 61850 specifies that GOOSE messages are to be retransmitted with varying and increasing retransmission intervals $T_1$, $T_2$ and $T_3$. After the fourth, retransmission messages are repeated with an interval, $T_0$, that corresponds to stable conditions. Specific retransmission times are not provided in the standard and depend on the specific implementation.

Retransmission times in the study case are constrained by the latency time of secured GOOSE messages and by the time in which the isolation procedure must be completed. Here, the latency time is modeled as a Weibull distribution with scale and shape parameters of 31.7 ms and 1.64 ms, respectively, as explained in Section 4. Setting the probability of a latency time at 95%, the quantile function for the Weibull distribution yields a value of 62 ms that is taken as the first retransmission time $T_1$.

Each step of the isolation procedure is set to be completed after 150 ms plus the time delay added by the circuit breaker, which is typically shorter than 100 ms. The second retransmission time $T_2$ is calculated as $T_2 = T_1 \times 1.3 = 81$ ms. As $T_1 + T_2 = 143$ ms is lower than 150 ms, there is time for two retransmissions during the isolation procedure, which is considered a sufficient guarantee that the message will arrive. $T_3$ and $T_0$ are set at higher values and are not considered relevant for the fault isolation procedure.
One concern when selecting the retransmission times is the possibility of saturating the IEDs, which can occur if the frequency of the arrival of GOOSE messages is too high compared with the time required to process them. This possibility is related to the number of IEDs communicating with each other because even if an IED is not subscribed to the sender of a GOOSE message, it has to process the message to determine the identity of the publisher. The selected retransmission times have been validated in the study case using the simulation tool. A total of 1000 simulations have been performed; each simulation covered 3 min and included a fault and the actuation of the two fault isolation steps. The queuing delay suffered by GOOSE messages due to the saturation of IEDs has been recorded in all the IEDs in the case. This queuing delay has been found to be small, only 1.8 ms on average, and has therefore been considered valid.

5.2. Performance after a Fault in Substation SS8

The study of a specific fault makes it possible to analyze its effect on the different substations and serves as a demonstration of the application of the simulator. Figure 6 shows an example of the main steps during the isolation of a short circuit in Substation SS8 in which the isolation procedure works as expected. Failures in switching devices, or in communications, may alter this sequence and result in additional losses of load. Failures in switching devices may include an opening failure of the circuit breaker between substations SS3 and SS4, a closing failure of the same circuit breaker, or an opening failure of the disconnector between substations SS7 and SS8. Failures in communications may include any loss of GOOSE messages between IEDs.

It is assumed in this case that the failure rate of switching devices is 3% (which is on the order of typical values according to Reference [24]) and that the failure rate of GOOSE messages between IEDs is 0.1%. Retransmission times are set as specified in Section 5.1.

Table 4 shows the average loss of load and customers in the secondary substations SS1 to SS7, as calculated after 1000 simulations. It can be seen that, by using the automated disconnectors along the feeder, the second isolation step substantially reduces the average loss of load and customers.

| Isolation Step | Load (kW) | Customers | Percentage |
|----------------|-----------|-----------|------------|
| First          | 971.6     | 73.8      | 60.0       |
| Second         | 81.2      | 7.4       | 5.0        |

Figure 10 shows the average loss of load at each secondary substation after the second isolation procedure. Substation SS7 is the most likely to suffer a loss of load because this loss can occur as a result of several circumstances: failure to open or close in the upstream breaker, failure to open in the upstream disconnector, or communication failure. Substation SS1, in contrast, only loses its load after a failure to open in both circuit breakers connected in substation SS3, which is very unlikely.

![Figure 10. Average loss of load per substation in case 2.](image-url)
Regarding the computation time, all 1000 simulations are completed in a computer with a 2.50 GHz processor in a few seconds, with a significant part of the time dedicated to store the results in the drive. The same analysis has been performed solving in parallel the electromechanical equations of the grid, using software PSSE, to quantify the reduction in computing time of the proposed approach. In this case the simulation time increases to 7.3 min, which means a difference of two orders of magnitude.

5.3. Reliability Analysis

Statistical analysis over repeated simulations makes it possible to evaluate the effect of different parameters on the performance of the decentralized fault isolation system. This section analyzes the effect of the failure rate of GOOSE messages and switching devices on the loss of load located upstream from the fault. The failure rate of GOOSE messages is defined as the rate of lost messages over the total number of sent messages, and the failure rate of switching devices is defined as the rate of failed opening or closing switching operations. Figure 11 shows the average loss of load in substations SS1 to SS7 when the failure rates of GOOSE messages and switching devices range from 0 (no failures) to 20%. Each point in the figure is obtained after 5000 simulations.

It can be seen that the failure rate of GOOSE messages has a minimal effect on the loss of load. This result is due to the retransmission of GOOSE messages and to the setting of the retransmission times to allow two retransmissions before any action is decided on by the corresponding IED. Any GOOSE message has to be lost three times, which is very unlikely, before that loss has any effect on the fault isolation procedure.

Figure 11 also shows that the loss of load depends strongly on the failure rate of the switching devices, which is logical given that any switching operation failure results in additional loss of load.

5.4. Systematic Fault Analysis

This section applies the simulator to the systematic analysis of different fault locations along the feeder. Figure 12 shows the loss of load per unit at each secondary substation depending on the location of the fault. For each fault only substations located upstream from the fault are shown, because substations downstream from the fault are always disconnected. The failure rate of switching devices is set to 3% as before, and the failure rate of transmission of GOOSE messages is set to 0.1%.
It can be seen that faults at substations SS5 to SS8 have the largest effect on the loss of load. This can be explained by the distribution of circuit breakers and disconnectors along the feeder. Looking at Figure 5, it can be seen that substations SS3, SS4, SS9 and SS10 are directly protected by a circuit breaker. Therefore, a circuit breaker must fail to open to produce any additional loss of load after the fault. On the contrary, substations SS5, SS6, SS7 and SS8 are protected by disconnectors. Therefore, the probability of an additional loss of load after a fault in these substations is increased because it can be the result of a failure in a circuit breaker or in a disconnector.

Figure 12 illustrates how circuit breakers, although typically more expensive than disconnectors, result in a more effective protection. A study like the one shown in Figure 12 can be used as the basis for an economic assessment of the decentralized protection system by assigning probabilities to the faults at each substation and penalties for the loss of load or customers.

6. Conclusions

The results from the experiment in the laboratory show that securing and tunneling GOOSE messages over the IP network increases their latency time to approximately 30 ms on average. This latency time, which is large compared to the 10 ms specified in Section 5 of the IEC 61850 standard for remote protection between substations (TT5 class), can be regarded as the price to pay for taking preventive action against cyberattacks aimed at disrupting a decentralized protection system between distant substations.

The application of the proposed simulation library makes it possible to translate the latency times obtained in the laboratory into the performance of a decentralized protection system that secures GOOSE messages by authenticating and encrypting packets of data using L2TPv3 over Ipsec. Results show that an acceptable compromise can be reached between the speed of response of the protection system and its resilience to communication failures. With respect to other simulation methods of electrical and communication networks, which are based on co-simulation on different platforms, the proposed method has the advantage of reducing the computation load by avoiding the solution of the non-linear set of equations that define the electrical network.
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