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Abstract—Hashing plays an important role in information retrieval, due to its low storage and high speed of processing. Among the techniques available in the literature, multi-modal hashing, which can encode heterogeneous multi-modal features into compact hash codes, has received particular attention. Most of the existing multi-modal hashing methods adopt the fixed weighting factors to fuse multiple modalities for any query data, which cannot capture the variation of different queries. Besides, many methods introduce hyper-parameters to balance many regularization terms that make the optimization harder. Meanwhile, it is time-consuming and labor-intensive to set proper parameter values. The limitations may significantly hinder their promotion in real applications. In this paper, we propose a simple, yet effective method that is inspired by the Hadamard matrix. The proposed method captures the multi-modal feature information in an adaptive manner and preserves the discriminative semantic information in the hash codes. Our framework is flexible and involves a very few hyper-parameters. Extensive experimental results show the method is effective and achieves superior performance compared to state-of-the-art algorithms.

I. INTRODUCTION

As an effective technique to deal with the challenges posed by the explosive growth of multimedia data, hashing has attracted increasing attention in information retrieval and related areas [1]. Existing hashing methods mainly focus on uni-modal hashing [2] [3] [4] [5] [6]. Different from uni-modal hashing where only a single modality is given as the research object, multi-modal hashing combines multiple modalities to comprehensively represent query data for multimedia retrieval. A simple way to extend uni-modal hashing to the multi-modal situation is to use a representation concatenating multiple uni-modal features forming the input of uni-modal hashing methods. However, such an extension may fail to exploit the complementarity of the modalities. To handle this problem, various learning methods [7] [8] [9] [10] have been developed. Multiple Feature Hashing (MFH) [9] explores the local structure of the individual features and fuses them in a joint framework. Multiple Kernel Learning (MKH) [7] fuses multiple features by an optimised linear-combination. Multi-view Latent Hashing (MVLH) [8] aims to find a unified kernel feature space where the weights of different modality are adaptively learned. Multiview discrete hashing (MVDH) [10] jointly performs a matrix factorization and spectral clustering to learn compact hash codes. In MVDH, the weight imposed on each modality is adaptively learned to reflect the importance of the modality to the learning process. Besides, Some online adaptive hashing methods [11] [12] are proposed. An example is Online Multi-modal Hashing with Dynamic Query-adaption (OMH-DQ) [11] where a parameter-free online mode can adaptively learn the hash codes for the dynamic queries. Although these approaches have achieved promising performance in many applications, they have the following two shortcomings: (1) Most of the above multi-modal hashing methods model each modal information by constructing a similarity graph, which will cost \(O(n^2)\) and bring significant optimization challenge. This high computational complexity is not scalable to large-scale multimedia retrieval problems. (2) Some approaches usually incorporate additional regularization terms to enhance the discriminative capability. The hyper-parameters introduced to balance the terms to obtain optimal performance will require disordinate amount of time to adjust, which makes the methods inapplicable in practice.

Based on the above observations, in this paper, we propose a simple yet very effective multi-modal hashing to overcome the challenging problem. Inspired by some recent works [13] [14] [15] where Hadamard matrix has been shown to be effective in the hash learning, we introduce a Hadamard matrix to generate discriminative target codes for the data, which induces the samples with the same label information to approach their common target codes in the hash function learning stage. In the hash encoding stage, we adopt the adaptively self-weighting scheme to capture the dynamic information. Figure[1] illustrates the flowchart of the proposed framework. The advantages of our method are summarized as follows

- We introduce a Hadamard matrix into the multi-modal retrieval process to guide the hash learning. We show that this enables discriminative semantic information to be preserved in the hash codes, although our model is relatively simple.
- The method is easy to implement and requires low computational time. It does not involve the setting of hyper-parameters.
- A comparative evaluation of the proposed method with state-of-the-art hashing methods on three available datasets shows that our method boosts the retrieval per-
A. Model Formulation

Assume that the training dataset is comprised of \( n \) multimedia instances with \( M \) different modalities and category information. The \( m \)-th modality is denoted as \( X^{(m)} = [x_1^{(m)}, \ldots, x_n^{(m)}] \in R^{d_m \times n} \), where \( d_m \) is the dimensionality of the \( m \)-th modality. Our method aims to learn the discriminative hash code \( B \in \{-1, 1\}^{r \times n} \) to represent multimedia instances, where \( r \) is the length of the output codes in Hamming space. We pre-define a set of points \( C = \{c_1, c_2, \ldots, c_k\} \in \mathbb{R}^{r \times k} \) as the hash centers of specific-class respectively, where \( k \) is the number of categories and \( r^* (r^* = r) \) indicates the dimension of hash centers. We encourage data points with the same class information to be close to a common hash center and those with different semantic information to be associated with different hash centers respectively. Intuitively, the pre-defined hash centers in the Hamming space should conform to the following requirement: A sufficient mutual distance between the centers should be ensured so that samples from different classes are separated well in the Hamming space. The concept of valid hash centers is specified in Definition 1.

**Definition 1.** Hash centers \( C = \{c_i\}_{i=1}^k \subset \{0, 1\}^{r^*} \) in the \( r^* \)-dimensional Hamming space satisfy that the average pairwise Hamming distance is greater than or equal to \( r^*/2 \), i.e.

\[
\frac{1}{V} \sum_{i \neq j} D_H(c_i, c_j) \geq \frac{r^*}{2}
\]  

(1)
where \(V\) is the number of combinations of different \(c_i\) and \(c_j\), \(s\) is the size of set \(C\), and \(D_H\) denotes the Hamming distance.

Inspired by recent works \[13\] which have been shown to be very promising in the field of hash learning, we introduce the Hadamard Matrix to guide the hash learning. A Hadamard matrix constructed via Sylvester method \[11\] has the following properties:

- It is an \(r^*\)-order \((r^* = 2^n, n = 1, 2, \ldots)\) squared matrix whose elements are either +1 or -1. The coding length \(r^*\) of the generated Hadamard matrix is
  \[
  r^* = \min\{l|l = 2^n, l \geq r, k, n = 1, 2, \ldots\} \quad (2)
  \]
- Both its rows and columns are pair-wise orthogonal, which ensures the Hamming distance between any two column vectors is \(r^*/2\). Thus, each column of Hadamard matrix can serve as a hash center satisfying Definition 1. Referring to Eq. (2), there may be cases when the output code length \(r\) does not satisfy: \(r = r^*\). To mitigate this problem, Local Sensitive Hashing (LSH) is adopted to transform the hash centers generated by Hadamard matrix to ensure the dimension of centers is consistent with output codes.

\[
\tilde{c}_i = \text{sign}(\tilde{W}^T c_i) \quad (3)
\]

where \(\tilde{W} = \{\tilde{w}_i\}_{i=1}^r \in R^{r^* \times r}\) is sampled from the standard Gaussian distribution. The transformed Hadamard matrix preserves the main properties of the original Hadamard matrix and complies with the requirement of minimum Hamming distance between columns. The detailed theory is developed in \[13\].

**Semantic hash centers for multi-label data.** Hash centers \(\{c_1, c_2, \ldots, c_k\}\) corresponding to \(k\) categories respectively have been obtained as described above. For data classified into two or more categories, the corresponding hash center is the centroid of the multiple centers, each of which relates to a single category.

### B. Training Stage

Through the above process, we obtain the hash center representation \(H^* \in R^{r^* \times n}\) for all training data in the Hamming space. \(H^*\) is also termed as the target codes for the training data. For the \(m\)-th modality \(X^{(m)} = [x_1^{(m)}, \ldots, x_n^{(m)}] \in R^{m \times n}\) of the training set, we calculate a nonlinery transformed representation \(\phi(x_i^{(m)}) = \exp\left(\frac{|x_i^{(m)} - a_j^{(m)}|^2}{2\sigma^2}\right), \ldots, \exp\left(\frac{|x_i^{(m)} - a_j^{(m)}|^2}{2\sigma^2}\right)\), where \(\{a_j^{(m)}\}_{j=1}^k\) are \(p\) anchors that are randomly selected from the \(m\)-th modality of the training data and \(\sigma_m\) denotes the Gaussian kernel parameter. The \(\phi(X^{(m)}) = [\phi(x_1^{(m)}), \ldots, \phi(x_n^{(m)})] \in R^{p \times n}\) preserve the intra-modality correlation among data within a single modality. The time complexity of this preprocessing phase is \(O(Mnp)\), which is linear to the size of the training set.

The heterogeneous modalities are projected into a common Hamming space. In this space, data points of the same category are encouraged to migrate towards a common hash center and those of different categories converge to distinct hash centers. Thus, we have the following

\[
\min_{W^{(m)}} \sum_{m=1}^M \|H^* - \text{sign}(W^{(m)} \phi(X^{(m)}))\|_F \quad (4)
\]

where \(W^{(m)} \in R^{r \times p}\) is the projection matrix of the \(m\)-th modality, each column of \(H^*\) is the target code of the corresponding training sample, and \(\|\cdot\|_F\) denotes the Frobenius norm of a matrix.

In multimedia retrieval, there may potentially be discrepancy between the heterogeneous modalities. Accordingly, it is necessary to gauge the importance of different modalities so as to learn an effective and discriminative hash function. To handle the problem, we transform Eq. (4) to its equivalent form (see Proof 1):

\[
\min_{\mu^{(m)}, W^{(m)}} \sum_{m=1}^M \frac{1}{\mu^{(m)}} \|H^* - \text{sign}(W^{(m)} \phi(X^{(m)}))\|_F^2. \quad (5)
\]

As formulated in Eq. (5), \(\frac{1}{\mu^{(m)}}\) can be considered as a function of \(\mu^{(m)}\). The more discriminative the \(m\)-th modality, the smaller value of \(\|H^* - W^{(m)} \phi(X^{(m)})\|_F^2\), and the larger the corresponding \(\mu^{(m)}\), and vice versa.

**Proof 1:** Eq. (4) is equivalent to Eq. (5).

According to the Cauchy-Schwarz inequality, the following holds.

\[
\sum_{m=1}^M \frac{1}{\mu^{(m)}} \|H^* - \text{sign}(W^{(m)} \phi(X^{(m)}))\|_F^2 \leq \sum_{m=1}^M \|H^* - W^{(m)} \phi(X^{(m)})\|_F^2 \quad (6)
\]

Thus, we can obtain

\[
\min_{W^{(m)}} \sum_{m=1}^M \|H^* - \text{sign}(W^{(m)} \phi(X^{(m)}))\|_F^2 = \min_{\mu^{(m)}, W^{(m)}} \sum_{m=1}^M \frac{1}{\mu^{(m)}} \|H^* - \text{sign}(W^{(m)} \phi(X^{(m)}))\|_F^2 + \sum_{m=1}^M \mu^{(m)}
\]

then

\[
\min_{W^{(m)}} \sum_{m=1}^M \|H^* - \text{sign}(W^{(m)} \phi(X^{(m)}))\|_F \leq \min_{\mu^{(m)}, W^{(m)}} \sum_{m=1}^M \frac{1}{\mu^{(m)}} \|H^* - \text{sign}(W^{(m)} \phi(X^{(m)}))\|_F^2 \quad (7)
\]
To avoid over-fitting, a regularization term is added to (5). The overall learning framework the becomes
\[
\min_{\mu^{(m)}, W^{(m)}} \sum_{m=1}^{M} \frac{1}{\mu^{(m)}} \|H^* - \text{sign}(W^{(m)}\phi(X^{(m)}))\|^2_F + \delta \sum_{m=1}^{M} \|W^{(m)}\|^2_F \\
\text{s.t. } \sum_{m=1}^{M} \mu^{(m)} = 1
\]
where \(\delta\) is a penalty parameter. We relax the objective function to make it tractable computationally, since the sign function makes it difficult to optimize (8) directly. The relaxed objective function can be written as:
\[
\min_{\mu^{(m)}, W^{(m)}} \sum_{m=1}^{M} \frac{1}{\mu^{(m)}} \|H^* - W^{(m)}\phi(X^{(m)}))\|^2_F + \delta \sum_{m=1}^{M} \|W^{(m)}\|^2_F \\
\text{s.t. } \sum_{m=1}^{M} \mu^{(m)} = 1
\]
(9)

We adopt the alternating optimization method to solve the relaxed problem in (9).

- **Step 1:** Update \(W^{(m)}\) with other variables fixed. We set the derivative of the objective function with respect to \(W^{(m)}\) \((m = 1, 2, \ldots)\) to zero and obtain
\[
W^{(m)} = \frac{1}{\mu^{(m)}} H^* \phi^T(X^{(m)}) (\frac{1}{\mu^{(m)}} \phi(X^{(m)}) \phi^T(X^{(m)}) + \delta I)^{-1}
\]
(10)

- **Step 2:** Update \(\mu^{(m)}\) with other variables fixed. Gathering the terms relating to \(\mu^{(m)}\), we get the subproblem
\[
\min_{\mu^{(m)} > 0} \sum_{m=1}^{M} \frac{(G^{(m)})^2}{\mu^{(m)}} \\
\text{s.t. } \sum_{m=1}^{M} \mu^{(m)} = 1
\]
(11)
where \(G^{(m)} = \|H^* - W^{(m)}\phi(X^{(m)})\|_F\). According to the Cauchy-Schwarz inequality, the optimal \(\mu^{(m)}\) can be obtained as
\[
\mu^{(m)} = \frac{G^{(m)}}{\sum_{m=1}^{M} G^{(m)}}
\]
(12)

After obtaining the optimal parameters, we use the hash function \(f = \text{sgn}(\sum_{m=1}^{M} \frac{1}{\mu^{(m)}} W^{(m)}\phi(X^{(m)}))\) that can fuse multiple modal information to generate the unified representation of multi-modal data.

### C. Hash Encoding with Dynamic Weights

Unfortunately, the fixed weights learned from Eq. (12) can not capture the variations of dynamic data in the process of hash coding. Thus, the weights should be adjusted dynamically for each specific instance content. Motivated by this intuition, we adopt a self-weighting scheme in form of online training to obtain more accurate hash codes for newly arriving multimedia data. In the encoding stage, we assume that data appear in the manner of the data stream. Newly arriving data will be hash coded and archived in the database. The adaptive online hash encoding process is given as
\[
\min_{B_q, \mu^{(m)}_q} \sum_{m=1}^{M} \frac{1}{\mu^{(m)}_q} \|B_q - W^{(m)}\phi(X^{(m)}_q)\|^2_F \\
\text{s.t. } \sum_{m=1}^{M} \mu^{(m)}_q = 1, B_q \in \{-1, 1\}^{r \times n_q}
\]
(13)
where \(B_q\) and \(n_q\) are the hash codes and the number of the new instances respectively. \(\phi(X^{(m)}_q)\) is the nonlinearly transformed representation of the \(m\)-th modality of the newly coming instances.

We solve the problem in Eq. (13) by alternative updating the following variables iteratively.

1. Update \(\mu^{(m)}_q\) with fixed \(B_q\). The optimal solution of \(\mu^{(m)}_q\) is obtained as
\[
\mu^{(m)}_q = \frac{G^{(m)}_q}{\sum_{m=1}^{M} G^{(m)}_q}
\]
(14)
where \(G^{(m)}_q = \|B_q - W^{(m)}\phi(X^{(m)}_q)\|_F\). Update \(B_q\) with fixed \(\mu^{(m)}_q\). We can get a closed solution as
\[
B_q = \text{sgn}(\sum_{m=1}^{M} \frac{1}{\mu^{(m)}_q} W^{(m)}\phi(X^{(m)}_q))
\]
(15)

The optimal \(B_q\) is viewed as the final output codes by above optimization process. The proposed Adaptive Multi-modal Fusion Hashing (AMFH) is summarized in Algorithm 1. For the missing modality problem in which the partial modalities is unknown, the corresponding weighting factor is set zero.

In the experiment section, we take image modality and text modality as an example to present some discussions.

**Algorithm 1** Adaptive Multi-modal Fusion Hashing

**Training stage:**

**Input:** Training set \(X^{(m)} = [x^{(m)}_1, \ldots, x^{(m)}_n] \in \mathbb{R}^{d_m \times n}, (m = 1, \ldots, M)\) with category information.

**Generating target codes \(H^*\)**

Calculate the transformed representation \(\phi(X^{(m)}) = [\phi(x^{(m)}_1), \ldots, \phi(x^{(m)}_n)] \in \mathbb{R}^{p \times n}\)

Initialize \(W^{(m)}(m = 1, \ldots, M)\) and \(\mu^{(m)}(m = 1, \ldots, M)\)

**repeat**

1: Update \(\mu^{(m)}(m = 1, \ldots, M)\) according to (11);
2: Update \(\mu^{(m)}(m = 1, \ldots, M)\) according to (11);
4: **until** convergence

**Output:** \(W^{(m)}(m = 1, \ldots, M)\)

**Hash encoding stage:**

**for** \(q = 1, \ldots, T\) **do**

- Receive newly arriving \(X_q\)

**repeat**

- Update \(\mu^{(m)}(m = 1, \ldots, M)\) according to (14);
- Update \(B_q\) according to (15);

**until** convergence

**Output** \(B_q\)

**end for**
IV. EXPERIMENT

In this section, we conduct multi-modal retrieval experiments on three widely-used multi-modal datasets to verify the performance of the proposed method. Some extended experiment are also carried out to investigate the cross-modal retrieval. Figure 2 shows two possible data scenarios. For cross-modal retrieval scenario, the paired relationship is not satisfied strictly and query data is single modality. In our experiments, \( p \) is set to 1000. Our experiments are executed on a Windows 10 platform based desktop machine with 12GB memory and 4-core 3.6GHz CPU.

A. Datasets

WiKi [32] is a multi-modal single-label dataset which consists of 2866 multimedia documents of 10 categories. We directly generate one hash center for each category. Each image is represented by 128-dimensional SIFT histogram vector, while text is represented as a 10-dimensional feature vector generated by latent Dirichlet allocation. A random subset of 2173 multimedia samples is used as the offline training set and the retrieval set and the remaining 963 samples as the query set.

Pascal VOC 2007 [33] contains 9963 images of 20 categories. Each image and associated 399 tags with the image compose a multimedia sample. In this dataset, We employ the 4096-dimensional CNN feature to represent the visual object and the 798 dimensional tag ranking feature is employed as the text feature. A random subset of 2000 samples is provided as the offline training set, and the remaining samples are divided into query set and retrieval set, containing 963 and 7000 samples respectively.

NUS-WIDE [34] is comprised of 269648 multi-modal samples of 81 concepts. In our experiments, we only keep 186577 samples of the top ten most frequent concepts. The image modality is represented by a 500 dimensional bag-of-visual words and the 1000 dimensional tag occurrence vector is employed as text modality feature. A random subset of 1866 samples for query set and 184711 samples for retrieval set. 5000 samples are randomly selected from the retrieval set for the offline training stage.

Pascal VOC 2007 and NUS-WIDE are two multi-lable datasets. For those multimedia samples with multiple labels, we first generate hash centers for single category, then calculate the centroid of the multi-centers as the semantic target codes of this sample.
B. Baselines and Evaluation Scheme

Seven related and state-of-the-art hashing methods are adopted for comparison in multi-modal retrieval. These baselines can be divided into two categories. (1) Multi-modal hashing methods including MFH [9], MVLH [8], FOMH [28], OMH-DQ [11], EPAMH [30], FDCMH [29] and SIDMH [27]; (2) Single-modal hashing methods including ITQ [3], LSH [2], DLLE [4], HCOH [5]. Since the single-modal methods can not deal with multiple modalities simultaneously, we concatenate multiple modalities as the input feature for a fair comparison. It is noted that EPAMH is only suitable for this case where the dimension of original multimodal feature larger than the length of hash codes. On WiKi dataset, EPAMH is not compared in experiments since the textual dimension is less than 16. For fair comparison, the text features and image features described in section IV-A are imported into the deep module in the SIDMH framework to replace its feature input. For Additionally, we compare our method with the following six supervised cross-modal hashing methods: MDBE [22], SePH [23], DCH [24], DLFH [25], KDLFH [25], EDMH [26]. We adjust the parameters of each method to take values from the candidate range given in the original papers and report the best results. The performance is evaluated by Mean Average Precision (mAP) [35 [36]. For a query q, the Average Precision (AP) is defined as follows

\[ AP(q) = \frac{1}{l_{q}} \sum_{m=1}^{R} P_{q}(m) \delta_{q}(m) \]  

(16)

where \( P_{q}(m) \) denotes the accuracy of the top m retrieval results; \( \delta_{q}(m) = 1 \) if the m-th position is the true neighbour of the query \( q \), and otherwise \( \delta_{q}(m) = 0 \); \( l_{q} \) is the correct statistics of top \( R \) retrieval results. The mAP is defined as the mean of the average precisions of all the queries.

C. Accuracy Comparison

The experimental results on WiKi, Pascal VOC 2007 and NUS-WIDE are presented in Table II. We can clearly observe that our method consistently outperforms all the baselines used in the comparison, when the code length varies from 16 bits to 128 bits. As the code length increases, the performance of our method improves slightly. This behaviour demonstrates that our method is not sensitive to the code length and can achieve satisfactory performance even with short codes. AMFH is superior to single modal hashing methods with different hash code lengths. The reason for better performance of AMFH is that it can reduce the redundant information among multiple modalities. AMFH achieves much higher mAP scores than MFH and MVLH, for the reason that the adaptive encode strategy can improve the quality of hash codes. Compared with OMH-DQ, our method achieves an average improvement of 23%, 13% and 7% on WiKi, Pascal VOC 2007 and NUS-WIDE respectively. This indicates that our method which assigns the hash centers for those samples with different category information via Hadamard matrix can generate effective hash codes in large-scale applications. FOMH and FDCMH are two classic asymmetric hashing models, which aims to learn optimal binary codes for each category. In Table II, we can observe that the accuracy of our proposed AMFH is competitive compared with FOMH and FDCMH. Specifically, the average score of AMFH is higher than FDCMH by 2.5%.

**TABLE II: Comparison of training time (seconds)**

| Methods     | WiKi | Pascal VOC 2007 | NUS-WIDE |
|-------------|------|-----------------|----------|
| ITQ         | 0.5033 | 87.7270 | 2.5625 |
| LSH         | 0.0129 | 2.9982 | 0.1014 |
| DLELH       | 139.1312 | 147.1619 | 1461.2236 |
| HCOH        | 0.2302 | 9.9715 | 3.1992 |
| MFH         | 2.7651 | 25.9216 | 19.0934 |
| MVLH        | 184.7249 | 452.2433 | 913.1369 |
| FOMH        | 1.2867 | 41.4450 | 3.1061 |
| OMH-DQ[11]  | 8.3657 | 192.0446 | 70.1140 |
| EPAMH[30]   | - | 94.7752 | 1.9401 |
| FDCMH[29]   | 73.4721 | 99.6400 | 165.2437 |
| SIDMH[27]   | 43.1512 | 204.3702 | 133.4563 |
| Ours        | 0.3724 | 23.8603 | 1.6507 |

In this subsection, we investigate the training time of the proposed method and compare it with baselines by conducting experiments on WiKi, Pascal VOC 2007 and NUS-WIDE datasets respectively. The statistics of the results are reported in Table II. LSH is a popular data-independent method. It is obvious that the computation cost of LSH is relatively low. HCOH is also a supervised method based on Hadamard matrix, but its optimization does not involve the matrix inverse operation. Except for LSH and HCOH, our method is faster than the other methods compared. Although the training time of our method is slightly slower than that of LSH and HCOH,
its performance is much better. Since there is no need to learn the hash matrix in AMFH, this improves the training efficiency of the model. It is obvious that our method requires least training time than OMH-DQ, FOMH, FDCMH and SIDMH, which shows that AMFH greatly reduces the computation cost with higher accuracy.

**E. Parameter sensitivity and Convergence analysis**

There is only one penalty parameter $\delta$ to avoid overfitting in our model. In order to explore its effect on the performance of our model, we vary its values in the range of \{1e$^{-5}$, 1e$^{-4}$, 1e$^{-3}$, 1e$^{-2}$, 1e$^{-1}$\}. The performance curves are plotted in Figure 5. We can see that a degradation commences on WiKi from 1e-3. In contrast, the performance is relatively stable for a large range of values on Pascal VOC 2007 and NUS-WIDE, which may be because the overfitting is less likely to happen on larger datasets. In conclusion, our model is insensitive to the parameter and can flexibly be applied, especially to larger-scale multimedia retrieval problems.

The optimisation process based on the updating rule (see Eq. (10) and Eq. (12)) is decreasing the objective function monotonically, and rapidly converges to the minimum. This is shown by the results of the experiments on WiKi, Pascal VOC 2007 and NUS-WIDE using our model with the code of 128-bit length. The convergence curves obtained on the three datasets are plotted in Figure 6 (The convergence trend for the hash codes of other length is similar.) As shown in Figure 6 our model converges within 5 iterations on WiKi, Pascal VOC 2007 and NUS-WIDE.

**F. Comparison experiments on Cross-modal retrieval**

In this section, we explore the performance of our model for the data scenario with missing modalities. A single modality as a query sample to retrieve another modal data from the database. As seen in Figure 2 (b), the partial modality of some instances is missing. We need to encode these missing data individually, while the fully-paired multimodal data is still represented by the unified hashing features. The cross-modal retrieval tasks including Image query Text and Text query Image are performed on Pascal VOC 2007 and NUS-WIDE. Figure 7 and Figure 8 show the comparative experimental results on Pascal VOC 2007 and NUS-WIDE respectively. From the retrieval results, we can observe that our proposed method achieves comparable performance to the best baseline when the hash lengths are set to 64 bit and 16 bit on Pascal VOC 2007 and NUS-WIDE respectively. On the Text query Image task, AMFH achieves much higher mAP scores than all comparison methods. Note that the database is assumed as fully-paired multi-modal data while the query is considered as
Fig. 6: Convergence curves on Wiki (a), Pascal VOC 2007 (b) and NUS-WIDE (c).

Fig. 7: The comparison results for cross-modal retrieval on Pascal VOC 2007, (a) Image query Text, (b) Text query Image

Fig. 8: The comparison results for cross-modal retrieval on NUS-WIDE, (a) Image query Text, (b) Text query Image

the unpaired ones in Figure 7 and Figure 8. The performance on the Text query Image task is superior to that on the Image query Text task. Further, we set the proportion of paired samples in the database as 0.1, 0.3, 0.5, 0.7, and 0.9 respectively to observe the performance variation. The experimental results on Pascal VOC 2007 and NUS-WIDE are recorded in Table III. It is easy to find that the variation performance on the Image query Text task is smaller than
that on the Text query Image task with the increase of the proportion of paired samples in the database. The possible reason is that text modality is much better to represent the high-level semantic content of the corresponding object than image modality.

V. Conclusion

In this paper, we proposed a novel multi-modal hashing method where Hadamard matrix is introduced to generate a discriminative hash center for each content category. Our model exhibits strong discriminative capability and is computationally light. As it is not highly sensitive to hyperparameters, it can be applied very flexibly. The results of the experiments conducted on several public multi-modal datasets demonstrate the superior accuracy and efficiency of the proposed method, as compared to the state-of-the-art algorithms.
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