The cosmological phase space of generalized hybrid metric-Palatini theories of gravity
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In this work, we study the cosmological phase space of the generalized hybrid metric-Palatini gravity theory, characterized by the functions \( f(R, \mathcal{R}) \), using a dynamical system approach. We formulate the propagation equations of the suitable dimensionless variables that describe FLRW universes as an autonomous system. The fixed points are obtained for four different forms of the function \( f(R, \mathcal{R}) \) and the behavior of the scale factor is computed. We show that due to the structure of the system, no global attractors can be present and also that two different classes of solutions for the scale factor exist. In addition, using a redefinition of the dynamic variables, we also compute solutions for static universes.

I. INTRODUCTION

A great number of modifications and extensions of general relativity have been proposed to explain both inflation and the accelerated expansion of the universe. Among those proposals a class of theories in which the gravitational Lagrangian contains higher order terms has received much attention. One of the most extensively studied higher order theories is the so-called \( f(R) \)-gravity theory, where the action depends on an arbitrary function \( f \) of the scalar curvature \( R \), see e.g. [1–3].

There are two approaches to obtain the field equations from the Lagrangian of this theory. One is the metric approach, where the metric \( g_{\mu\nu} \) is considered to be the only dynamical variable in the action. The other is the Palatini approach, where both the metric \( g_{\mu\nu} \) and the connection \( \Gamma^\alpha_{\mu\nu} \) are considered to be independent dynamical variables. Both approaches have been used to study cosmological models which contain accelerated expansion periods [4–6].

In spite of their success in reproducing the accelerated behavior of the universe, the metric and the Palatini approaches of \( f(R) \) present some shortcomings. In the metric approach, the theory is not proven to be able to reproduce the observed dynamics of objects in the solar system due to the appearance of instabilities [7, 8]. In addition, cosmological issues related to the background expansion [9, 10] and structure formation [11, 12] have been pointed out. The use of the Palatini approach can solve the problems with the solar system dynamics, but at the same time other issues related to physics of compact stars [13] and with the evolution of cosmological perturbations [14, 15] are known to appear. Since we expect any modification of general relativity to work at multiple scales, a number of mechanisms have been proposed to solve these problems [16–18].

A new class of modified theories of gravity that is able to solve these difficulties has been proposed. It is called hybrid metric-Palatini gravity. In this class of theories a nonlinear Palatini-like term \( f(\mathcal{R}) \) is added to the usual Einstein-Hilbert action to get an action with the terms \( R + f(\mathcal{R}) \), where \( \mathcal{R} \) is the Palatini scalar curvature defined in terms of an independent connection [19]. In this theory, not only cosmological solutions consistent with both the large scale acceleration and the solar system dynamics have been found [20] but also wormhole solutions [21] and other astrophysical and cosmological applications such as a solution for a static universe [22], models for galactic rotational curves [23], and the virial theorem [24]. The phase space of the hybrid metric-Palatini gravity was studied in the Einstein frame through a dynamical system analysis and shown to have attractors related to exponential solutions [24].

A natural generalization of the hybrid metric-Palatini theory is to consider that the action can be an arbitrary function of both the scalar curvature \( R \) and the Palatini curvature \( \mathcal{R} \) as \( f(R, \mathcal{R}) \) [20]. This generalized hybrid metric-Palatini theory allows for the study of models such as products between \( R \) and \( \mathcal{R} \) which were not covered by the non-generalized version of the theory. Now, the majority of the studies on non-generalized and generalized hybrid metric-Palatini theories are performed by the definition of a scalar field representation, by which one transforms the geometrical \( f(R, \mathcal{R}) \) action into the action of an equivalent scalar-tensor theory with one or two scalar fields [26, 27] (see also [19]). The advantage of doing so is that the order of the field equations is reduced when the scalar fields are introduced, thus simplifying the study of the equations of motion [28].
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Whatever the representation, the cosmology of generalized hybrid metric-Palatini theories can be efficiently analyzed using the dynamical systems approach. This method consists in the definition of a set of specific variables by which the cosmological equations can be converted into an autonomous system of first order differential equations. The analysis characteristic of the phase space of this system can then offer some semi-quantitative information on the evolution of the cosmology. The first phase space analysis of the scalar tensor representation of hybrid metric-Palatini theories was performed in detail in [19]. However, both the definition of the scalar field and the one of the dynamical system variables, which correspond to a rearrangement of the degrees of freedom of the theory, might hide some features of this class of theories both at the level of the phase space and of the space of solutions. In [25], instead, the phase space of this theory was analyzed without introducing scalar fields. See also [29] for a review of this technique in a variety of cosmological models.

The objective of this paper is to perform a dynamical system analysis of the cosmology of the generalized hybrid metric-Palatini without using the scalar-tensor representation. We will analyze three different models, find the respective fixed points and study their stability. We will find that most of the fixed points are saddle points, but in some specific cases it is possible to find attractors and repellers in the phase space.

The paper is structured as follows: In Section II, we derive the field equations in the geometrical representation for a FLRW metric, characterized by the scale factor $a(t)$, where $t$ is the cosmological time, and define the needed variables to write the Friedmann and the Raychaudhuri equations in a simple form. In Section III we define the dynamical variables of the system, compute their respective dynamical equations, and explain how to obtain a given solution for $a(t)$ for a specific fixed point. In Section IV we obtain the fixed points for four different models for the function $f$. In Section V we perform an analysis of the solutions with the Hubble parameter $H$ set to zero, $H = 0$, i.e., static universes are analyzed. In Section VI we give the conclusions.

II. BASIC EQUATIONS

A. Fundamentals

Consider the action of the generalized hybrid metric-Palatini modified theory of gravity, given by

$$S = \frac{1}{2\kappa^2} \int_{\Omega} \sqrt{-g} \left( R - 2\kappa^2 f(R, \mathcal{R}) \right) d^4x + S_m(g_{ab}, \chi),$$

(1)

where $\kappa^2 \equiv 8\pi G/c^4$, $G$ is the gravitational constant, $c$ is the velocity of light, $g$ is the determinant of the metric $g_{ab}$, $f$ is a function of $R$ and $\mathcal{R}$, and $S_m$ is the matter action, in which matter is minimally coupled to the metric $g_{ab}$, and $\chi$ collectively denotes the matter fields. $R$ is the metric Ricci scalar and $\mathcal{R} \equiv g_{ab}R^{ab}$ is the Palatini scalar curvature, with $R^{ab}$ being defined in terms of an independent connection $\hat{\Gamma}_{ab}$ as,

$$R_{ab} = \partial_a \hat{\Gamma}_{cb} - \partial_b \hat{\Gamma}_{ac} + \hat{\Gamma}_c^{cd} \hat{\Gamma}_{db} - \hat{\Gamma}_a^{cd} \hat{\Gamma}_{db}.$$  

(2)

We set $G = 1/8\pi$, $c = 1$, and so $\kappa^2 = 1$.

Varying the action in Eq. (1) with respect to the metric $g_{ab}$ and the independent connection $\hat{\Gamma}_{ab}$ yields the following field equations

$$\frac{\partial f}{\partial R} R_{ab} + \frac{\partial f}{\partial \mathcal{R}} \mathcal{R}_{ab} - \frac{1}{2} g_{ab} f(R, \mathcal{R}) - (\nabla_a \nabla_b - g_{ab} \Box) \frac{\partial f}{\partial \mathcal{R}} = T_{ab},$$

(3)

and

$$\nabla_c \left( \sqrt{-g} \frac{\partial f}{\partial \mathcal{R}} g^{ab} \right) = 0,$$

(4)

respectively, where $\nabla_a$ and $\nabla_a$ are the covariant derivatives of the connections $\Gamma$ and $\hat{\Gamma}$ respectively, $\Box$ is the d’Alembert operator, and $T_{ab}$ is the matter stress-energy tensor. The equation of motion (1) implies that the independent connection $\hat{\Gamma}$ is the Levi-Civita connection of a new metric tensor $h_{ab}$ which is conformally related to $g_{ab}$ by

$$h_{ab} = g_{ab} \frac{\partial f}{\partial \mathcal{R}}.$$  

(5)

The independent connection $\hat{\Gamma}$ can then be written in terms of the metric $h_{ab}$ as

$$\hat{\Gamma}_{bc}^{a} = \frac{1}{2} h^{ad} (\partial_b h_{dc} + \partial_c h_{bd} - \partial_d h_{bc}) ,$$

(6)
and the relation between $R$ and $\mathcal{R}$ is given by the dynamical equation

$$\Box \left( \ln \frac{\partial f}{\partial \mathcal{R}} \right) + \frac{3}{2} \left( \nabla_a \ln \frac{\partial f}{\partial \mathcal{R}} \right) \left( \nabla^a \ln \frac{\partial f}{\partial \mathcal{R}} \right) + R - \mathcal{R} = 0. \quad (7)$$

Thus, the new metric $h_{ab}$ is an auxiliary metric related to the independent connection, that was used to define the Palatini Ricci tensor, given by Eq. (2). We emphasize that matter is coupled to the physical metric $g_{ab}$, so that only the Levi-Civita connection $\Gamma(g_{ab})$ should be used in the geodesic equation applied to the metric-Palatini theory. Note also that since the matter action $S_m$ does not depend on the connection $\hat{\Gamma}$, the equation of motion for this connection is independent of the stress-energy tensor, whereas the same does not happen to the equation of motion for the metric $g_{ab}$.

Using the definition of the Einstein tensor

$$G_{ab} = R_{ab} - \frac{1}{2} R g_{ab}, \quad (8)$$

and introducing a "Palatini-Einstein" tensor given by

$$\mathcal{G}_{ab} = \mathcal{R}_{ab} - \frac{1}{2} \mathcal{R} g_{ab}, \quad (9)$$

we can write Eq. (3) in a more useful way as

$$\frac{\partial f}{\partial R} G_{ab} + \frac{\partial f}{\partial \mathcal{R}} \mathcal{G}_{ab} - \frac{1}{2} g_{ab} \left[ f(R, \mathcal{R}) - \frac{\partial f}{\partial R} R - \frac{\partial f}{\partial \mathcal{R}} \mathcal{R} \right] - \left( \nabla_a \nabla_b - g_{ab} \Box \right) \frac{\partial f}{\partial \mathcal{R}} = T_{ab}. \quad (10)$$

We also define the auxiliary variables $E$ and $F$ as

$$E(R, \mathcal{R}) = \frac{\partial f}{\partial R}, \quad (11)$$

$$F(R, \mathcal{R}) = \frac{\partial f}{\partial \mathcal{R}}, \quad (12)$$

to obtain

$$E G_{ab} + F \mathcal{G}_{ab} - \frac{1}{2} g_{ab} \left[ f(R, \mathcal{R}) - E R - F \mathcal{R} \right] - \left( \nabla_a \nabla_b - g_{ab} \Box \right) E = T_{ab}. \quad (13)$$

We shall be working with functions $f$ that satisfy the Schwartz theorem, and therefore their crossed derivatives are equal, which is also true for the functions $E$ and $F$. This feature imposes the following constraints on the derivatives of the functions $E$ and $F$:

$$E_R = F_R, \quad F_{RR} = F_{RR} = E_{RR}, \quad E_{RR} = E_{RR} = F_{RR}, \quad (14)$$

where the subscripts $R$ and $\mathcal{R}$ denote derivatives with respect to $R$ and $\mathcal{R}$, respectively.

The set of equations derived from Eq. (13) are in principle of order four in the metric tensor. However, there are functions $f$ for which these field equations contain only terms of order two. This happens if the following conditions are satisfied,

$$F_R^2 - F_R E_R = 0,$$

$$F_R^2 F_{RR} - 2 F_R F_{RR} + F_R^2 F_{RR} = 0,$$

$$F_R^3 E_{RR} - 3 F_R^2 F_R F_{RR} + 3 F_R F_R^2 F_{RR} - F_R^3 F_{RR} = 0. \quad (15)$$

We assume these conditions hold. A class of functions that are solutions of the conditions (15) is

$$f = \alpha + \mathcal{R} g \left( \frac{R}{\mathcal{R}} \right) + R h \left( \frac{\mathcal{R}}{R} \right), \quad (16)$$

where $\alpha$ is a constant and here $g$ and $h$ denote functions of their arguments. In the following we will examine in detail a member of this class of functions.
B. The cosmological geometry

From this point on, we consider the FLRW spacetime. In spherical comoving coordinates \((t,r,\theta,\phi)\) the line element can be written as

\[
ds^2 = -dt^2 + a^2(t) \left[ \frac{dr^2}{1 - kr^2} + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2 \right],
\]

where \(a(t)\) is the scale factor, and \(k\) spatial curvature parameter, which can assume three values, \(k = 1, 0, -1\), for spherical, flat, and hyperbolic geometries, respectively. A quantity that appears quite often is the Hubble parameter defined by

\[
H = \frac{\dot{a}}{a},
\]

where a dot denotes a derivative with respect to \(t\). We define an auxiliary variable \(\bar{a}\) as \(\bar{a} = \sqrt{F} a(t)\) and a new time variable \(\tau = \sqrt{F} t\), where \(F\) is given in Eq. (12). Then a modified Hubble parameter \(\mathcal{H}\) defined as \(\mathcal{H} = \frac{\dot{\tau}}{\tau}\) is given by

\[
\mathcal{H} = H + \frac{\dot{F}}{2F}.
\]

We consider a fluid for which the stress-energy tensor is of a perfect fluid

\[
T^a_b = (-\rho, p, p, p),
\]

where \(\rho\) is the fluid’s energy density and \(p\) its isotropic pressure. We also impose an equation of state for the fluid of the form

\[
p = w\rho,
\]

where \(w\) is a constant.

With the definitions given above and the characterization of the fluid we can write the Friedmann equation and the Raychaudhuri equation for this system as

\[
\left(\frac{\dot{a}}{a}\right)^2 + \frac{k}{a^2} \left(1 + \frac{F}{E}\right) + \frac{F}{E} \mathcal{H}^2 + \frac{1}{6E} (f - ER - FR) + \frac{\dot{\mathcal{H}}}{aE} - \frac{\rho}{3E} = 0,
\]

\[
\frac{\dot{a}}{a} - \frac{F}{E} \left(\frac{k}{a^2} + \mathcal{H}^2\right) + \frac{1}{6E} (f - RE) + \frac{1}{6E} (\rho + 3p) + \frac{\dot{E}}{2aE} + \frac{\dot{\mathcal{H}}}{2E} = 0,
\]

respectively. These two equations are the relevant components of Eq. (13). Note that in defining these equations we have divided by \(E\). This operation will introduce a divergence when \(E = 0\). Such divergence will become relevant in the analysis. The conservation of the stress energy tensor given by \(\nabla_a T^{ab} = 0\) becomes here

\[
\dot{\rho} + 3 \frac{\dot{a}}{a} (1 + w) \rho = 0.
\]

The equation of state Eq. (21) together with the three equations of motion Eqs. (22)-(24) are the four equations that close the system.

III. DYNAMICAL SYSTEM APPROACH

A. Equations for the dynamical system

In dealing with dynamical systems, one must study the dimensional structure of the theory, because the number of dynamical variables and equations needed to describe the system will depend on the number of dimensional constants present in the theory. Therefore, we introduce a new nonnegative constant \(R_0\) such that the quotients \(R/R_0\) and \(R/R_0\) are adimensional. In addition, we also introduce dimensionless parameters in the form of starred greek letters,
such as $\alpha_\ast$ and so on, which will represent the product between the coupling constant of the additional invariants and a power of $R_0$. With these considerations, we can write Eq. (1) as

$$S = \int_\Omega \sqrt{-g} f \left( \frac{R}{R_0}, \frac{\mathcal{R}}{R_0}, \alpha_\ast, \ldots \right) d^4 x + S_m(g_{\mu\nu}, \chi),$$

(25)

where the function $f$ retains the same properties as in the action of Eq. (1). The advantage of this formalism is that instead of needing one dynamical variable for each dimensional constant, we only need a dynamical variable related to $R_0$, since the starred parameters become dimensionless.

Note that the cosmological equations, Eqs. (22) and (23), depend nontrivially on time derivatives of the functions $F$ and $E$. These functions can be taken as general functions of $R$ and $\mathcal{R}$, so that their time derivatives can be written as functions of time derivatives of the curvature scalars, which are themselves functions of time. We therefore compute the time derivatives of $R$ and $\mathcal{R}$. To do so, we first define the dimensionless time variable

$$N = \log \left( \frac{a}{a_0} \right),$$

(26)

where $a_0$ is some constant with dimensions of length to guarantee that the argument of the logarithm is dimensionless. We also define

$$O' = \dot{O} \frac{1}{H},$$

(27)

for any quantity $O$, where the prime $'$ denotes a derivative with respect to $N$ and $H$ is the Hubble parameter of Eq. (18). We further define new cosmological parameters $q, j,$ and $s$ as

$$q = \frac{H'}{H}, \quad j = \frac{H''}{H}, \quad s = \frac{H'''}{H}.$$  

(28)

Using the previous definitions, the Ricci tensor $R$ and its derivatives with respect to $t$ become

$$R = 6 \left[ (q + 2) H^2 + \frac{k}{a^2} \right],$$

(29)

$$\dot{R} = 6H \left[ (j + q (q + 4)) H^2 - \frac{2k}{a^2} \right],$$

(30)

$$\ddot{R} = 6H^2 \left[ (s + 4j (1 + q) + q^2 (q + 8)) H^2 + 2(2 - q) \frac{k}{a^2} \right].$$

(31)

Now we obtain expression for $\mathcal{R}$ and its derivatives. We use again the variable $\pi = \sqrt{F} a(t)$ and the time variable $\tau = \sqrt{F} t$ so that $\pi^\dagger$ is defined as $\pi^\dagger = \frac{\pi}{\sqrt{F}}$, $\dagger$ denoting a derivative with respect to $\tau$. Then the Palatini scalar curvature $\mathcal{R}$ is $\mathcal{R} = 6F \left[ \frac{\pi^{\dagger}}{\pi} + \left( \frac{\pi}{\sqrt{F}} \right)^2 + \frac{k}{a^2} \right]$ which then yields

$$\mathcal{R} = 6 \left( \mathcal{H} + \mathcal{H}^2 + \frac{k}{a^2} \right).$$

(32)

To find expressions for the derivatives of $\mathcal{R}$ we compute the total derivative of $F$ with respect to $t$ and then use Eqs. (19) and (32) to solve with respect to $\dot{\mathcal{R}}$. We obtain:

$$\dot{\mathcal{R}} = \frac{1}{F_\mathcal{R}} \left( (\mathcal{H} - H) 2F - F_R \dot{R} \right),$$

(33)

$$\ddot{\mathcal{R}} = \frac{1}{F_\mathcal{R}^2} \left( F_{RR} \dot{R} + F_{RR} \dot{R} \right) \left[ (\mathcal{H} - H) 2F - F_R \dot{R} \right] + \frac{2F}{F_\mathcal{R}} \left( \frac{\mathcal{R}}{6} - \mathcal{H}^2 - \mathcal{H}H - \frac{k}{a^2} - qH^2 \right) +$$

$$+ \frac{1}{F_\mathcal{R}} \left[ 2(\mathcal{H} - H) \left( F_R \dot{R} + F_R \dot{R} \right) - F_R \dot{R} - \dot{R} \left( F_{RR} \dot{R} + F_{RR} \dot{R} \right) \right].$$  

(34)
where $\dot{R}$, $\ddot{R}$, and $\dot{R}$ have already been computed in Eqs. (30), (31), and (33), respectively. These results completely determine the forms of the first and second time derivatives of $F$ and $E$.

Let us now define a set of dynamical dimensionless variables as

$$
K = \frac{k}{a^2 H^2}, \quad X = \frac{\mathcal{H}}{H}, \quad Y = \frac{R}{6 H^2}, \quad Z = \frac{\mathcal{R}}{6 H^2}, \quad J = q, \quad Q = \frac{\rho}{3 H^2 E}, \quad A = \frac{R_0}{6 H^2}
$$

(35)

The Jacobian $J$ of this definition of variables can be written in the form

$$
J = \frac{1}{108 a^2 H^9 E},
$$

(36)

which means that it has a different form for each choice of the function $f$. In order to guarantee that the variables in Eq. (35) cover the entire phase space of the cosmological equations, i.e., they constitute a global set of coordinates for it, $J$ must always be regular, i.e., finite and nonzero, $J \neq 0$, $\infty$. When the Jacobian is not regular the definition in Eq. (35) is not invertible and therefore there can be features of the field equations which are not preserved in the phase space of Eq. (35) and features of the phase space of Eq. (35) which are spurious, including fixed points. From Eq. (36) it is evident that a regular Jacobian corresponds to $E \neq 0$, $\infty$. The case $J = 0$, $E = \infty$, corresponds to a true singularity in Eqs. (22)-(23) as well as in Eq. (13). The case $J = \infty$, $E = 0$, instead, corresponds to a singularity for Eqs. (22)-(23) but not for Eq. (13). This implies that the solutions of Eq. (13) associated to $E = 0$ will not be represented in the phase space. In the following the fixed points for which $J = 0$, $\infty$ will not be included in our analysis unless they are attractors in the phase space. The only exception to this choice will be the fixed points representing static universe solutions which we will consider later. We will see that these points have $E = 0$, but it is easy to prove via Eq. (13) that they represent true solutions for the field equations.

We also define a set of auxiliary dimensionless functions as

$$
A = \frac{F}{E}, \quad B = \frac{f}{6 E H^2}, \quad C = \frac{F_R}{F}, \quad D = \frac{F}{3 H^2 F_R}, \quad E = \frac{3 H^2 F_{RR}}{F_R},
$$

(37)

These definitions allow us to rewrite the cosmological equations, Eqs. (22) and (23), as

$$
1 - Y + B + K + A \left[ K + X^2 + 2 C (X - 1) - Z \right] + \frac{2 A}{D} \left[ I - C^2 \right] [ J + Q (Q + 4) - 2 K ] - \Omega = 0,
$$

(38)

$$
1 + Q - Y + B + \frac{1 + 3 w}{2} \Omega + A \left\{ - (K + X^2) + C \left[ Z - (X^2 + 1) - K - Q \right] + \frac{I - C^2}{D} \left[ J (5 + 4 Q) + Q (4 + 9 Q + Q^2) + 2 K (1 - Q) + s \right] + 2 (X - 1) \left[ (E D - G C D + C) (X - 1) + 2 (J + Q (Q + 4) - 2 K) (F + G C^2 - 2 E C) \right] + \frac{2}{D} [ J + Q (Q + 4) - 2 K ]^2 \left( H - 3 C F + 3 C^2 E - C^3 G \right) \right\} = 0,
$$

(39)

respectively, and also to rewrite the definitions of $R$ and $\mathcal{R}$ given by Eqs. (29) and (32) as

$$
Y = K + Q + 2,
$$

(40)

$$
Z = \frac{\dot{H}}{H^2} + X (X + 1) + K,
$$

(41)

respectively. The derivatives with respect to the dimensionless time variable $N$ of these variables become

$$
\begin{align*}
K' &= -2 K (Q + 1), \\
X' &= Z - X (X + 1 + Q) - K, \\
Y' &= J + Q (Q + 4) - 2 K - 2 Y Q, \\
Z' &= D (X - 1) + C [2 K - J - Q (Q + 4)] - 2 Z Q, \\
Q' &= J - Q^2, \\
J' &= s - Q J, \\
\Omega' &= -\Omega \left\{ 3 (1 + 3 w) + 2 Q + 2 A \left[ C (X - 1) + \frac{I - C^2}{D} (J + Q (Q + 4) - 2 K) \right] \right\}, \\
A' &= -2 A Q,
\end{align*}
$$

(42)
where \( s = \frac{H''}{H} \) defined in Eq. (28) can be written as
\[
\begin{align*}
s &= \frac{D}{1 - C^2} \left\{ -\frac{1}{A} \left[ 1 + Q - Y + B + \frac{1 + 3w}{2} \Omega \right] + (K + X^2) - C \left[ Z - (X^2 + 1) - K - Q \right] - 2(X - 1) [(ED - GC + C)(X - 1) + 2(J + Q(Q + 4) - 2K) (F + GC^2 - 2EC)] - \frac{2}{D} [J + Q(Q + 4) - 2K^2 (H - 3CF + 3C^2E - C^3G)] \right\} - J(5 + 4Q - Q(4 + 9Q + Q^2) - 2K(1 - Q)).
\end{align*}
\]

Now, Eqs. (38) and (40) allow us to eliminate two variables from the system. For simplicity, we chose to eliminate \( J \) and \( R \), and
\[
\begin{align*}
K' &= 2K(K - Y + 1), \\
X' &= Z - X(X + Y - 1) + K(X - 1), \\
Y' &= 2Y(2 + K - Y) + \frac{D}{2A(C^2 - 1)} \left\{ 1 + B + K - Y + A \left[ K + 2C(X - 1) + X^2 - Z \right] - \Omega \right\}, \\
Z' &= \frac{1}{2A(C^2 - 1)} \left\{ 4AC^2(2 + K - Y) - 2AI(D(X - 1) + 2Z(2 + K - Y)) - CD \left[ 1 + B + K - Y - \Omega + A \left( K + X^2 - Z \right) \right] \right\}, \\
\Omega' &= -\Omega \left[ -2 + 3w - B - 3(K - Y) - A \left( K + X^2 - Z \right) + \Omega \right].
\end{align*}
\]

In the above system we have implemented the constraints given in Eqs. (38) and (40) to keep the equation to a manageable size. The implementation of the constraints introduces some nontrivial structural changes in the system, like the cancellations of the divergences.

In the following we will use the above equations (44) to explore the phase spaces of models with a given form of the function \( f(R, \mathcal{R}) \). We will apply the general method presented above to a number of different functions \( f \). Some of the models are chosen for their simplicity and the analogy with some interesting \( f(R) \) gravity theories. These are \( R^n \mathcal{R}^m, \alpha R^n + \beta \mathcal{R}^m, \exp (\frac{\mathcal{R}}{H}) \). Others, as \( R \exp (\frac{\mathcal{R}}{H}) \), are chosen for the special form assumed by their field equations and the connection with the work done in [27].

### B. Solution associated to a fixed point

Before we delve into specific examples of application of the above formalism, we can give the general solution associated to a given fixed point. Such solution can be found by computing the value of \( s \) in Eq. (43), using the values of the dynamic variables and functions at that given fixed point. At the fixed point \( s \) is a constant. Then, \( s = \frac{H''}{H} \) defined in Eq. (28) becomes a differential equation for the scale factor \( a \) which has two possible forms,
\[
\begin{align*}
\frac{\dot{a}}{a} &= H_0 + H_1 \ln \left( \frac{a}{a_0} \right) + H_2 \left( \ln \left( \frac{a}{a_0} \right) \right)^2, & \text{for } s = 0, \quad (45) \\
\frac{\dot{a}}{a} &= H_0 \left( \frac{a}{a_0} \right)^{-p} + \left( \frac{a}{a_0} \right)^{\frac{q}{2}} \left[ H_1 \sin \left( \frac{\sqrt{3}}{2} \ln \left( \frac{a}{a_0} \right) \right) + H_2 \cos \left( \frac{\sqrt{3}}{2} \ln \left( \frac{a}{a_0} \right) \right) \right], & \text{for } s \neq 0, \quad (46)
\end{align*}
\]

where \( p = -\sqrt{3}, H_0, H_1, \) and \( H_2 \) are constants of integration, and \( a_0 \) is some constant with dimensions of length. Note that Eq. (45) for \( s = 0 \) can be obtained from the limit \( s \to 0 \) of Eq. (46) with some reworking of the constants \( H_0, H_1, \) and \( H_2 \). Equation (45) for \( s = 0 \) can be solved analytically and the result is
\[
a(t) = a_0 \exp \left\{ \frac{\sqrt{4H_0H_2 - H_1^2}}{2H_2} \tan \left[ \frac{1}{2} (t - t_0) \sqrt{4H_0H_2 - H_1^2} \right] - \frac{H_1}{2H_2} \right\}, \quad (47)
\]

where \( t_0 \) is a constant representing some free initial time. The equation for \( s \neq 0 \) can be solved numerically only. We plot in Fig. [1] the behavior of the scale factor \( a(t) \) for the case \( s = 0 \), see Eq. (45) or Eq. (47), and in Fig. [2] we plot the behavior of the scale factor \( a(t) \) for the case \( s \neq 0 \), see Eq. (46). The two types of solution, i.e., solutions for \( s = 0 \) and \( s \neq 0 \), have a crucial difference. When \( s = 0 \) a finite time singularity can appear whereas when \( s \neq 0 \) the time evolution of the solution will approach a constant value of the scale factor. The presence of attractors with this character therefore might be a sign of a potential instability of the model for a certain set of initial conditions.
IV. EXAMPLES

A. The case of $R^n R^m$ gravity

In this section we consider that the function $f$ has the form $f = \alpha R^n R^m$, for some constant $\alpha$ and free exponents $n$ and $m$ which can be put in the form $f = \alpha_* \frac{R^n}{R_0^n} \frac{R^m}{R_0^m}$, with $\alpha_*$ and $R_0$ constants, and so the action $S^*$, say, is

$$S^* = \int \sqrt{-g} \alpha_* \frac{R^n}{R_0^n} \frac{R^m}{R_0^m} d^4 x + S^*_m,$$

with $S^*_m$ the matter action. Note that in this case $\alpha_*$ can be factored out of the action without loss of generality by defining $S_m = \alpha_*^{-1} S^*_m$, so that

$$S = \int \sqrt{-g} \frac{R^n}{R_0^n} \frac{R^m}{R_0^m} d^4 x + S_m. \tag{48}$$

As a consequence, there will be no need for the variable $A$ associated to the constant $R_0$, which means that this is a degenerate case, much in the same way of the case $f(R) = R^n$ studied in [25]. The Jacobian given in Eq. (36) for
this case can be written in terms of the dynamic variables and parameters as

\[ J = \frac{Y^{1-n}Z^{-m}}{n^{2^{1+n+m}3^{2+n+m}H^{7+2(n+m)}a^2}}. \]  

(49)

For this Jacobian to be finite, we must exclude the value \( n = 0 \) from the analysis, and also constraint our results for the fixed points to have values for the variables \( Y \) and \( Z \) different from zero.

The dynamical functions in Eq. (37) in this case are

\[ A = \frac{mY}{nZ}, \quad B = \frac{Y}{n}, \quad C = \frac{nZ}{(m-1)Y}, \quad D = \frac{2Z}{m-1}, \quad E = \frac{n}{2Y}, \]

\[ F = \frac{n(n-1)Z}{2(m-1)Y^2}, \quad G = \frac{m-2}{2Z}, \quad H = \frac{n(n-1)(n-2)Z^2}{2m(m-1)Y^3}, \quad I = \frac{n(n-1)Z^2}{m(m-1)Y^2}. \]

(50)

and, once the constraints (40) and (41) are implemented, the dynamical system from Eq. (44) becomes

\[ K' = 2K(K - Y + 1), \]

\[ X' = Z - X(X + Y - 1) + K(X - 1), \]

\[ Y' = \left\{ 2(2 + K - Y) + \frac{(m-1)}{n(m+1)} \left\{ 1 + Y \left( \frac{1}{n} - 1 \right) + K + \frac{mY}{nZ} \left[ K + 2 \frac{nZ}{(m-1)}Y(X - 1) + X^2 - Z \right] - \Omega \right\} \right\}, \]

\[ Z' = \frac{(m-1)}{2(n(m+1))} \left\{ 4nm(2 + K - Y) - 2(n-1) \left\{ \frac{2Z}{m-1}(X - 1) + 2Z(2 + K - Y) \right\} \right\}, \]

\[ \Omega' = -\Omega \left\{ -2 + 3w - \frac{Y}{n} - 3(K - Y) - \frac{mY}{nZ} (K + X^2 - Z) + \Omega \right\}. \]

(51)

The set of equations given in (51) presents divergences for specific values of the parameters for \( n = 0 \) or \( m = 1 \) and for any \( n + m = 1 \), which implies that our formulation is not valid for these cases. Indeed, when this is the case the functions in (50) are divergent and the analysis should be performed starting again from the cosmological equations given by Eqs. (22) and (23). The dynamical system also presents some divergences for \( Y = 0 \) and \( Z = 0 \), which are due to the very structure of the gravitation field equations for this choice of the action. Because of these singularities the dynamical system is not \( C(1) \) in the entire phase space and one can use the standard analysis tool of the phase space only when \( Y, Z \neq 0 \). We will pursue this kind of analysis here.

The system also presents the \( K = 0 \) and \( \Omega = 0 \) invariant submanifolds together with the invariant submanifold \( Z = 0 \). The presence of the latter submanifolds, allows to solve partially the problem about the singularities in the phase space. Indeed the presence of the \( Z = 0 \) submanifold implies that no orbit will cross this surface. However the issue remain for the \( Y = 0 \) hypersurface. The presence of this submanifold also prevents the presence of a global attractor for this case. Such attractor should have \( Z = 0, K = 0 \) and \( \Omega = 0 \) and therefore would correspond to a singular state for the theory. This feature also allows to discriminate sets of initial conditions and of parameters values which will lead to a given time-asymptotic state for the system.

The fixed points of the set of equations given in Eq. (51) are at most ten. Six of them, call them \( A, B, C, D, E_+, E_- \), have \( Y \neq 0 \) and are shown in Table [1]. The fixed points \( A, C, \) and \( D \) are always unstable. The fixed points \( B, E_+, \) and \( E_- \) can be stable or unstable depending on the parameters \( n, m, \) and \( w \). It is very difficult to present in a compact way all the general results, but, by inspection, one can indeed check that only the points \( B \) and \( E_{\pm} \) can be (local) attractors in the phase space, whereas the other points are always unstable. Moreover, point \( B \) corresponds to a solution of the type shown in Eq. (47) and therefore can lead to a singularity at finite time. Points \( E_{\pm} \) represent a solution approaching a constant scale factor. Note also that \( E_{\pm} \) are only defined in a specific region of the parameters \( n \) and \( m \) where the coordinates are real. This region is shown in Fig. [3]. The points \( B \) and \( C \) are also only defined in a specific region of the parameters as can be worked out from Eqs. (38) and (40). The remaining four points out of the ten have \( Y = 0 \) and are unstable, and therefore will be excluded by our analysis. In Tables [1] and [II] one can find an explicit analysis of the specific cases \( n = 1, m = 3, w = 1, \) and \( n = -1, m = 3, w = 0 \).
| Point | Coordinates | Existance | Stability | Parameter $s$ |
|-------|-------------|-----------|-----------|--------------|
| $A$   | $Z = (n + m - 1) [m + 3 (n - 1)]$ | $3n + m \neq 3$ | Saddle | $-1$ |
|       | $Q = -1$   |           |           |              |
|       | $J = 1$    |           |           |              |
|       | $\Omega = 0$ |         |           |              |
| $B$   | $K = 0$    | $n + m = 2$ | Saddle or Attractor | $0$ |
|       | $X = 2n$   |           |           |              |
|       | $Y = 2n (n + m - 1)$ | $2n + m \neq 2$ | | |
|       | $Z = 2$   |           |           |              |
|       | $Q = 0$    |           |           |              |
|       | $J = 0$    |           |           |              |
|       | $\Omega = 0$ |         |           |              |
| $C$   | $K = 0$    | $n + 3n^2 + 8n^2 m + 7nm^2 + 2m (1 + m^2) - 5 (n + m)^2 = 0$ | Saddle | $-\frac{1}{(n + m)^3}$ |
|       | $X = \frac{n + m}{n + m + 1}$ | $n \neq 0$ | | |
|       | $Y = \frac{2(n + m - 1)}{3(n + m - 1) - 3(n + 1)}$ | $n + m \neq 0$ | | |
|       | $Z = \frac{3(n + 1)}{4(n + m - 1) - 3(n + 1)}$ | $4 (n + m) \neq 3 (1 + w)$ | | |
|       | $Q = -\frac{2(n + m)}{9(n + w + 1)}$ | $(n + m) (3w + 1) \neq 3 (1 + w)$ | | |
|       | $J = \frac{g(z)}{4(n + m + 3)w}$ |          |           | |
|       | $\Omega = W (n, m, w)$ |                  |           | |
| $D$   | $K = 0$    | $n + m \neq 0$ | Saddle or NA | |
|       | $X = \frac{n + m}{2(n + m + 1)} - \frac{2 + f(n, m)}{2n [2(n + m + 1)]}$ | $n + m \neq 1$ | | |
|       | $Y = 2 - \frac{1 + f(n, m)}{2n [2(n + m + 1)]} + \frac{3(1 - n) \pm 2 f(n, m)}{2n [2(n + m + 1)]}$ | additional | | |
|       | $Z = g(z) (n, m)$ |                  |           | |
|       | $Q = \frac{m - 2 [2 + f(n, m)] + n (4 - 3 (n + m)]}{2n [2(n + m + 1)] (2(n + m) - 1)}$ | | | |
|       | $J = h(\pm) (n, m)$ |                  |           | |
|       | $\Omega = 0$ |                  |           | |

$W (n, m, w) = \frac{1}{2} \left\{ \frac{8m}{n} - \frac{9(1 + w)^2}{(n + m)^2} + \frac{3(1 + w)(4 + 9w + n)}{n(n + m)} \right\}$

$f (n, m) = \sqrt{[2 + n (5n - 8)]^2 + 2m [(n - 1) n (33n - 38) - 2] + m^2 [1 + n (57n - 62)] + 16nm^3}$

$g(\pm) (n, m) = \frac{1}{8m} \left\{ 1 - 12n + 15n^2 + 8nm - \frac{4(1 + f(n, m))(n - 1)}{n + m - 1} + \frac{3(n - 1) [1 - n] \pm 2 f(n, m)}{[2(n + m) - 1]^2} + \frac{3(n - 2)(n + 1) \pm f(n, m)(n - 5)}{2(n + m) - 1} \right\}$

$h(\pm) (n, m) = \frac{12n^4 + (m - 2)^2 + n^3 [42m - 52 \pm f(n, m) [2 - m + n (3 + n + m) - 4]] + 2m (m - 2) [6 + m (4m - 9)] + n^2 [56 + m (33m - 86)]}{2n^2 (n + m - 1)^2 [2(n + m) - 2]^2}$

Table I. Fixed points for the system given by Eq. (51). The solution for the parameter $s$ in the fixed point $E_{\pm}$ can not be represented in an easy way because of its complexity. The same happens for the additional conditions arising from the constraints $38$ and $40$. 


Figure 3. Region of the space \{n, m\} where the fixed points \(E_\pm\) are defined, for the system given by Eq. (51).

| \(K\) | \(X\) | \(Y\) | \(Z\) | \(Q\) | \(J\) | \(\Omega\) | Stability \(s\) |
|----|----|----|----|----|----|----|---------|
| \(A\) | 5 | -2 | 6 | 9 | -1 | 1 | 0 | Saddle | -1 |
| \(D\) | 0 | -\(\alpha\) | 1 | \(\beta\) | \(\gamma\) | \(\delta\) | Saddle | -27 |
| \(E_+\) | 0 | \(\frac{1}{11} (7 - \sqrt{385})\) | \(\frac{1}{12} (77 - \sqrt{385})\) | \(\frac{23}{12}\) | \(\frac{23}{12}\) | \(\frac{23}{12}\) | Saddle | -\(\frac{301}{2646}\) |
| \(E_-\) | 0 | \(\frac{1}{11} (7 + \sqrt{385})\) | \(\frac{1}{12} (77 + \sqrt{385})\) | \(\frac{23}{12}\) | \(\frac{23}{12}\) | \(\frac{23}{12}\) | Saddle | -\(\frac{301}{2646}\) |

Table II. Fixed points for the system given by Eq. (51) in the specific case \(\alpha = 1, m = 3, w = 1\).

| \(K\) | \(X\) | \(Y\) | \(Z\) | \(Q\) | \(J\) | \(\Omega\) | Stability \(s\) |
|----|----|----|----|----|----|----|---------|
| \(A\) | -3 | 0 | -2 | -3 | -1 | 1 | 0 | Saddle | -\(\frac{27}{17}\) |
| \(B\) | 0 | 1 | 2 | 0 | 0 | 0 | Attractor | 0 |
| \(D\) | 0 | \(\frac{1}{3}\) | \(\frac{1}{4}\) | \(\frac{1}{4}\) | \(\frac{9}{16}\) | \(\frac{9}{16}\) | Saddle | -\(\frac{27}{64}\) |

Table III. Fixed points for the system given by Eq. (51) specific case \(n = -1, m = -3, w = 0\).

### B. The case of \(\alpha R^n + \beta R^m\) gravity

In this section we consider that the function \(f\) has the form \(f = \alpha R^n + \beta R^m\), for some constants \(\alpha\) and \(\beta\) and free exponents \(n\) and \(m\) which can be put in the form \(f = \alpha_* \left(\frac{R}{R_0}\right)^n + \beta_* \left(\frac{R}{R_0}\right)^m\), with \(\alpha_*, \beta_*, \) and \(R_0\) constants, and so the action \(S^*\), say, is \(S^* = \int \sqrt{-g} \left[\alpha_* \left(\frac{R}{R_0}\right)^n + \beta_* \left(\frac{R}{R_0}\right)^m\right] d^4x + S^*_m\), with \(S^*_m\) the matter action. Since multiplying the action by a constant does not affect the resultant equations of motion, we can take \(\alpha_*\) out of the action and write

\[
S = \int \sqrt{-g} \left[\left(\frac{R}{R_0}\right)^n + \gamma_* \left(\frac{R}{R_0}\right)^m\right] d^4x + S_m,
\]

for some constant \(\gamma_* = \alpha_*/\beta_*\) and defined \(S_m = \alpha_*^1 S^*_m\). Note that \(\gamma_*\) is a parameter that allows us to select which of the two terms is dominant. For \(\gamma_* \ll 1\) we have a dominant \(f(R)\) term and for \(\gamma_* \gg 1\) we have a dominant \(f(R)\) term. The Jacobian from Eq. (50) for this \(f\) can be written in terms of the dynamic variables and parameters as

\[
J = \frac{A^n Y^{1-n}}{18na^2H^7}.
\]
For this Jacobian to be finite, we must exclude the value $n = 0$ from the analysis, and also constraint our results for the fixed points to have values for the variables $Y$ and $A$ different from zero.

The dynamical functions in Eq. (37) become

\[
A = \frac{\gamma_s m Z^{m-1} A^{n-m}}{n Y^{n-1}}, \quad B = \frac{Y}{n} + \frac{\gamma_s Z^m A^{n-m}}{n Y^{n-1}}, \quad D = \frac{2Z}{m - 1}, \quad G = \frac{m - 2}{2Z},
\]

\[
H = \frac{n(n - 1)(n - 2) Y^{n-3} A^{m-n}}{2\gamma_s m (m - 1) Z^{n-2}}, \quad I = \frac{n(n - 1) Y^{n-2} A^{m-n}}{\gamma_s m (m - 1) Z^{m-2}}, \quad C = E = F = 0,
\]

and, using the constraints from Eqs. (40) and (41), the dynamical system from Eq. (44) becomes

\[
K' = 2K(K - Y + 1),
\]

\[
X' = Z - X(X + Y - 1) + K(X - 1),
\]

\[
Y' = Y \left\{ 2(2 + K - Y) + \frac{1}{1-n} \left( 1 + \frac{n(n - 1) Y^{n-2} Z^{2-n}}{m(m - 1) M_{A^{m-n}}} + K - Y + \frac{m\gamma_s Y^{1-n} Z^{m-1}}{n A^{m-n}} [K + X^2 - Z] - \Omega \right) \right\},
\]

\[
Z' = 2Z \left( \frac{X - 1}{m - 1} + 2 + K - Y \right),
\]

\[
\Omega' = -\Omega \left\{ -2 + 3w - \frac{Y}{n} \left( 1 + \frac{\gamma_s Z^m}{Y^{n-1} A^{m-n}} \right) - 3(K - Y) - \frac{\gamma_s Z^{m-1}}{n Y^{n-1} A^{m-n}} (K + X^2 - Z) + \Omega \right\},
\]

\[
A' = 2A(2 + K - Y).
\]

The system of equations in Eq. (55) presents divergences for specific values of the parameters for $m = 0$, $m = 1$, and $n = 1$, which implies that our formulation is not valid for these cases. Indeed, when this is the case the functions in Eq. (54) are divergent and the analysis should be performed starting again from the cosmological Eqs. (22) and (23).

The dynamical system also presents some divergences for $Y = 0$ and $Z = 0$ which are due to the very structure of the gravitation field equations for this choice of the action. Because of these singularities the dynamical system is not $C(1)$ in the entire phase space and one can use the standard analysis tool of the phase space only when $Y, Z \neq 0$. We will pursue this kind of analysis here.

The system given in Eq. (55) presents the $K = 0$ and $\Omega = 0$ invariant submanifolds together with the invariant submanifolds $Z = 0$ and $A = 0$. The presence of the latter submanifolds, allows to solve partially the problem about the singularities in the phase space. The presence of the $Z = 0$ submanifold implies once again that no orbit will cross this surface. However the issue remains for the $Y = 0$ hypersurface. The presence of this submanifold would prevent the existence of a global attractor for this case but, as we will see, this model does not have any finite attractors. Knowing this, it is possible again to analyze discrete sets of initial conditions and parameters and verify the time-asymptotic state for the system.

Much in the same way of the $f(R)$-gravity for this model, the Jacobian $J$ vanishes for all but one of the eighteen fixed points. Since one can prove that all of these fixed points correspond to singular states of the field equations and that they are unstable, we will ignore them. Therefore the theory has only one relevant fixed point which we will call $B$. As from Table I the existence of $B$ depends on the values of the parameters $n$, $m$ and $\gamma_s$ and the point is always a saddle point. If $n \neq m$ it only exists if $m - n$ is an odd number. For $m - n = 0$, the equation for the variable $A$ decouples from the rest of the system. However, the equation for $A$ can be considered as an extra constraint for the system which carries a memory of the properties of the complete system, such as divergences for $A = 0$ and specific values of $\gamma_s$ that allow the existence of point $B$. More specifically, if $m = n = 2$, $B$ exists for any value of $\gamma_s$, whereas for $m = n \neq 2$ then $B$ exists only for $\gamma_s = -1$.

For any value of the parameters, $B$ is associated to $s = 0$ and therefore it corresponds to a solution of the type shown in Eq. (17). This implies that the theory can incur in a singularity at finite time.
can use the standard analysis tool of the phase space only when of the action. Because of these singularities the dynamical system is not \( Y = 0 \)  
where we have used the constraints in Eqs. (40) and (41).

For this Jacobian to be finite, we must constraint our results for the fixed points to have values for the variable \( \Omega = 0 \).

\[
S = \int \sqrt{-g} \exp \left( \frac{R}{R} \right) d^4x + S_m,
\]

where \( S_m = \alpha_s^{-1} S_m^* \) is the dimensionless matter action. The motivation to test a model of the form of Eq. (56) is that exponential functions are quite general and lead to interesting results. The Jacobian from Eq. (36) for this case can be written in terms of the dynamic variables and parameters as

\[
J = \frac{e^{-\frac{S}{R}} Z}{18a^2H^2}.
\]

For this Jacobian to be finite, we must constraint our results for the fixed points to have values for the variable \( Z \) different from zero. The dynamical functions in Eq. (37) become in this case

\[
A = \frac{Y}{Z}, \quad B = Z, \quad C = -\frac{Z(Y + Z)}{Y(Y + 2Z)}, \quad D = -\frac{2Z^2}{Y + 2Z}, \quad E = \frac{Y^2 + 4YZ + 2Z^2}{2Y^2Z + 4YZ^2},
\]

\[
F = -\frac{1}{2Y}, \quad G = -\frac{Y^2 + 6YZ + 6Z^2}{2Z^2(Y + 2Z)}, \quad H = \frac{Z}{2Y^2 + 4YZ}, \quad I = \frac{Z^2}{Y^2 + 2YZ},
\]

and the dynamical system from Eq. (44) becomes

\[
K' = 2K(K - Y + 1),
\]

\[
X' = Z - X(X + Y - 1) + K(X - 1),
\]

\[
Y' = Y \left\{ 2(2 + K - Y) + \left( 2 + \frac{Y}{Z} \right) \left\{ 1 + Z + K - Y - \frac{Y}{Z} \left[ K - \frac{2Z(Y + Z)}{Y(Y + 2Z)}(X - 1) + X^2 - Z \right] - \Omega \right\} \right\},
\]

\[
Z' = \frac{2(Y + Z)^2}{Z^2} (2 + K - Y) - \frac{2Y}{Z} (Y + 2Z) \left[ \frac{Z(X - 1)}{Y + 2Z} + 2 + K - Y \right] + (Y + Z) \left\{ 1 + Z + K - Y - \frac{Y}{Z} (K + X^2 - Z) \right\},
\]

\[
\Omega' = -\Omega \left[ -2 + 3w - Z - 3(K - Y) + \frac{Y}{Z} (K + X^2 - Z) + \Omega \right]
\]

\[
A' = 2A(2 + K - Y).
\]

where we have used the constraints in Eqs. (40) and (41).

The system of equations in Eq. (59) has divergences for specific values of \( Y \) and \( Z \). These divergences occur for \( Y = 0, \ Z = 0, \) and \( Y + 2Z = 0, \) and are due to the very structure of the gravitation field equations for this choice of the action. Because of these singularities the dynamical system is not \( C(1) \) in the entire phase space and one can use the standard analysis tool of the phase space only when \( Y, Z \neq 0 \) and \( Y \neq -2Z. \) We will pursue this kind
The system also presents the usual $K = 0$ and $\Omega = 0$ invariant submanifolds together with the invariant submanifold $Z = 0$. The presence of the latter submanifolds allows to solve partially the problem about the singularities in the phase space. The presence of the $Z = 0$ submanifold implies again that no orbit will cross this surface. However the issue remains for the $Y = 0$ hypersurface. The presence of the $Z = 0$ submanifold implies again that no orbit will cross this surface. However the issue remains for the $Y = 0$ hypersurface. The presence of global attractors is also prevented in this case due to the existence of this submanifold. Such attractor should have $Z = 0$, $K = 0$ and $\Omega = 0$, which would correspond to a singular state for the theory. We can once again use this information to discriminate sets of initial conditions and of parameters values to analyze the time-asymptotic state for the system.

The system given by Eq. (59) presents at most three fixed points, which are shown in Table V with their stability and associated solution.

| Point | Coordinates | Stability | Parameter $s$ |
|-------|-------------|-----------|---------------|
| $A$   | $K = -6$    | Saddle    | $-1$          |
|       | $X = 2$     |           |               |
|       | $Y = -5$    |           |               |
|       | $Z = -2$    |           |               |
|       | $Q = -1$    |           |               |
|       | $J = 1$     |           |               |
|       | $\Omega = 0$|           |               |
| $E_\pm$ | $K = 0$ | | |
|       | $X = -\frac{1}{2} (5 \pm \sqrt{33})$ | | $\frac{1}{2} (259 \pm 45 \sqrt{33})$ |
|       | $Y = \frac{1}{2} (11 \pm \sqrt{33})$ | | $\frac{1}{2} (7 \pm \sqrt{33})$ |
|       | $Z = - (5 \pm \sqrt{33})$ | $E_+:$ Saddle | $\frac{1}{2} (11 \pm \sqrt{33})$ |
|       | $Q = \frac{1}{2} (41 \pm \sqrt{33})$ | $E_-$: Attractor | $\frac{1}{2} (7 \pm \sqrt{33})$ |
|       | $J = \frac{1}{2} (41 \pm \sqrt{33})$ | | $\frac{1}{2} (11 \pm \sqrt{33})$ |
|       | $\Omega = 0$ | | $\frac{1}{2} (7 \pm \sqrt{33})$ |

Table V. Fixed points for the system given by Eq. (59).

D. The case of $R \exp \left( \frac{R}{\mathcal{R}} \right)$ gravity

In this section we consider that the function $f$ has the form $f = \alpha_\ast R \exp \left( \frac{R}{\mathcal{R}} \right)$, for some constant $\alpha_\ast$, and so the action $S_\ast$, say, is $S_\ast = \int \sqrt{-g} \alpha_\ast R \exp \left( \frac{R}{\mathcal{R}} \right) d^4x + S_m^\ast$, with $S_m^\ast$ the matter action. Since multiplying the action by a constant does not affect the resultant equations of motion, we can take $\alpha_\ast$ out of the action and write

$$S = \int \sqrt{-g} R \exp \left( \frac{R}{\mathcal{R}} \right) d^4x + S_m,$$  \hspace{1cm} (60)

where $S_m = \alpha_\ast^{-1} S_m^\ast$ is the dimensionless matter action. This particular form of $f$ satisfies Eq. (15) and therefore the field equations are effectively of order two.

In terms of Eq. (37), the set of equations (15) read

$$C^2 - I = 0,$$  \hspace{1cm} (61)

$$F + GC^2 - 2EC = 0,$$  \hspace{1cm} (62)

$$H - 3CF + 3C^2E - C^3G = 0,$$  \hspace{1cm} (63)

and the cosmological equations, Eqs. (22) and (23), can be written as

$$\frac{1}{Y - Z} \left[ Y (1 + 2K + X^2 - \Omega) + Z (1 - Z - 2X + \Omega) \right] = 0,$$  \hspace{1cm} (64)

$$\frac{1}{Y - Z} \left[ Y [2 (Q - K + Z - 1) + 2X (4 - 3X) + (1 + 3w) \Omega] - Z [2 (2 - K + Z) + 2X (X - 4) + (1 + 3w)] \right] = 0.$$  \hspace{1cm} (65)
respectively. At this point, using Eq. (40), we can write \( Y, Z \) in terms of \( X, K, \Omega \) and substituting in the of equations given in Eq. (42) we obtain

\[
\begin{align*}
K' &= -2K(1 + Q), \\
X' &= -K - (1 + Q)X - X^2 + Z, \\
\Omega' &= \frac{\Omega}{Y - Z} [Z (1 + 3w + 2Q + 2X) - Y (3 + 3w + 2Q)],
\end{align*}
\]  

(66)

where \( Y = Y(X, K, \Omega) \), \( Z = Z(X, K, \Omega) \) and \( Q = Q(X, K, \Omega) \) have not been fully substituted for sake of simplicity. The Jacobian in Eq. (56) for this case can be written in terms of the dynamic variables and parameters as

\[
J = \frac{Ye^{-\frac{\varphi}{108a^2H^3}}}{(Y - Z)}. 
\]

(67)

For this Jacobian to be regular, we must exclude the fixed points that have values of \( Y = Z \) or \( Y = 0 \), which also represent divergences for the system in Eq. (66) and the very gravitation field equations for this choice of the action. Because of these singularities the dynamical system given in Eqs. (66) is not \( C(1) \) in the entire phase space and one can use the standard analysis tool of the phase space only when \( Y \neq Z \) and \( Z \neq 0 \). We will pursue this kind of analysis here. The system given in Eqs. (66) also presents the usual \( K = 0 \) and \( \Omega = 0 \) invariant submanifolds together with the invariant submanifold \( Z = 0 \). The presence of this last submanifold allows to solve partially the problem about the singularities in the phase space. The analysis is the same as before, i.e., the presence of the \( Z = 0 \) submanifold implies that no orbit will cross this surface, which also prevents the presence of a global attractor for this case. Such attractor should have \( Z = 0, K = 0 \), and \( \Omega = 0 \) and therefore would correspond to a singular state for the theory. We can therefore discriminate sets of initial conditions and of parameters values which give rise to a given time-asymptotic state for the system.

The system given in Eq. (66) presents at most three fixed points, which are shown in Table VI with their stability and associated solution. These points are all non hyperbolic, i.e., linear analysis cannot be used to ascertain their stability. A standard tool for the analysis for this type of points is the analysis of the central manifold [30]. The method consists in rewriting the system given in Eq. (66) in terms of new variables \((U_1, U_2, U_3)\) in the form

\[
\begin{align*}
U_1' &= AU_1 + F_1(U_1, U_2, U_3), \\
U_2' &= BU_2 + F_2(U_1, U_2, U_3), \\
U_3' &= CU_3 + F_3(U_1, U_2, U_3),
\end{align*}
\]

(68)

(69)

where \( A, B, \) and \( C \) are constants and the functions \( F_i \), with \( \{i, j\} = 1, 2, 3 \), respect the conditions \( F_i(0, 0, 0) = 0 \) and \( \frac{\partial F_i}{\partial U_j}(0, 0, 0) = 0 \). Supposing that the quantity \( A \) has zero real part, the variables \( U_2 \) and \( U_3 \) can be written as

\[
\begin{align*}
U_2 &= h_2(U_1), \\
U_3 &= h_3(U_1),
\end{align*}
\]

(70)

and the center manifold can be defined by the equations

\[
\begin{align*}
h_2'(U_1) [AU_1 + F_1(U_1, h_2(U_1), h_3(U_1))] - Bh_2(U_1) - F_2(U_1, h_2(U_1), h_3(U_1)) &= 0, \\
h_3'(U_1) [AU_1 + F_1(U_1, h_2(U_1), h_3(U_1))] - Ch_3(U_1) - F_3(U_1, h_2(U_1), h_3(U_1)) &= 0.
\end{align*}
\]

(71)

which can be solved by series. The stability of the non hyperbolic point will be then determined by the structure of equation

\[
U_1' = AU_1 + F_1(U_1, h_2(U_1), h_3(U_1)).
\]

(72)

For point \( A \), the variable transformation is

\[
\begin{align*}
U_1 &= K, \\
U_2 &= X - \frac{1}{5}, \\
U_3 &= \Omega,
\end{align*}
\]

(73)

(74)

(75)

and Eq. (72) takes the form

\[
U_1' = \frac{8}{5}U_1^2 + O(U_1^3),
\]

(76)
which implies that this point is a saddle. For point $B$, instead, the variable transformation is

$$U_1 = K + 1,$$

$$U_2 = X - \frac{1}{2} (1 - 3w),$$

$$U_3 = \Omega + 1 + 3w,$$

and Eq. (77) takes the form

$$U'_1 = 2U_1^2 + \mathcal{O}(U_1^3),$$

which implies again that this point is a saddle. Finally, for point $C$ the variable transformation is

$$U_1 = K,$$

$$U_2 = X + \frac{3}{2} (w - 1),$$

$$U_3 = \Omega - 2 + 3w,$$

and Eq. (77) takes the form

$$U'_1 = 2\left[ \frac{1}{3 (1 - w)} + \frac{1}{9w - 5} \right] U_1^2 + \mathcal{O}(U_1^3).$$

For $0 < w < 1$ also this point is a saddle.

The solutions associated to the fixed points can be found by the relation

$$\frac{\dot{H}}{H^2} = Q,$$

and using $Q = Q(X, K, \Omega)$ obtained by Eqs. (64) and (65) and evaluated at the fixed point. In general we have

$$a(t) = a_0 \exp(H_0 t), \quad q = 0,$$

$$a(t) = a_0 (t - t_0)^{-\frac{1}{q}}, \quad q \neq 0,$$

where $H_0, a_0$ and $t_0$ are constants of integration and $q$ is the value of $Q$ at the fixed point. Notice that the fixed points are characterized by only two different values of $q$, i.e., $-1$ and $-2$. Using Eq. (86), we verify that the solution for $q = -1$ corresponds to a linearly growing scale factor, whereas the solution for $q = -2$ corresponds to a solution for the scale factor that grows with $\sqrt{t}$.

| Point | Coordinates | Stability Parameter $q$ |
|-------|-------------|------------------------|
| $A$   | $K = 0$     | Saddle $-2$            |
|       | $X = \frac{1}{2}$ |                       |
|       | $Y = 0$     |                        |
|       | $Z = -\frac{1}{2}$ |                    |
|       | $\Omega = 0$ |                        |
| $B$   | $K = -1$    | Saddle $-1$            |
|       | $X = \frac{1}{2} (1 - 3w)$ |         |
|       | $Y = 0$     |                        |
|       | $Z = \frac{3}{2} (1 + 3w) (w - 1)$ |   |
|       | $\Omega = -(3w + 1)$ |           |
| $C$   | $K = 0$     | Saddle $-2$            |
|       | $X = -\frac{3}{2} (w - 1)$ |          |
|       | $Y = 0$     |                        |
|       | $Z = \frac{3}{2} (3w - 1) (w - 1)$ |   |
|       | $\Omega = 2 - 3w$ |                        |

Table VI. Fixed points for the system given by Eq. (66).

One of the motivations behind the choice to analyze an action of the form of Eq. (60) was the comparison with the results recently obtained in [27]. Indeed, in [27] some forms of the function $f(R, K)$, including the one of Eq. (60), were obtained by reconstruction from a given cosmological solution. The phase space analysis we have performed allow to understand the stability of such solutions, which was impossible to obtain by the reconstruction method of
In particular, point $A$ corresponds to the solution found in [27], i.e., a flat $K = 0$, vacuum $\Omega = 0$, universe with $a(t)$ proportional to $\sqrt{t}$ and we determined here that such solution is unstable. This shows that we can use the phase space to determine the stability of the solutions obtained in our previous work even if these results were obtained using a nontrivial redefinition of the action. It should be stressed, however, that it is not necessarily true that an exact solution found for the cosmological equation of a given theory corresponds to a fixed point of our phase space. For example, in [27], an exact nonflat vacuum solution was found for a theory with action Eq. (60) which does not correspond to a fixed point of the phase space. However, in general phase space analysis it is useful to understand in a deeper way not only the stability of the solution, but also the consequences of the reorganization of the degrees of freedom that is often employed to analyze this class of theories.

V. STATIC $H = 0$ UNIVERSES: SOLUTIONS AT THE INFINITE BOUNDARY OF THE PHASE SPACE AND THEIR STABILITY

The variables we have defined in the previous section are efficient in determining the fixed points corresponding to a finite value of the quantities they represent. However, since variables have a term $H^2$ in the denominator, our setting excludes an interesting case which is connected with the existence of solutions characterized by $H = 0$, i.e., static Universes. In particular, fixed points, if any, associated to this kind of solution would be at the infinite boundary of the phase space. In order to look for solutions with a finite value of the quantities they represent. However, since variables have a term $H^2$ in the denominator, our setting excludes an interesting case which is connected with the existence of solutions characterized by $H = 0$, i.e., static Universes. In particular, fixed points, if any, associated to this kind of solution would be at the infinite boundary of the phase space. In order to look for solutions with $H = 0$ one has, therefore, to investigate the asymptotics of the dynamical system.

There are many approaches that can be adopted for this purpose. One could employ, for example, stereographic projections by which the infinite boundary is mapped to a finite radius sphere [31]. In the following we will use a different strategy which allows to analyze the stability of a static universe without having to explore the entire extended phase space.

The variables we have defined in the previous section are efficient in determining the fixed points corresponding to a finite value of the quantities they represent. However, since variables have a term $H^2$ in the denominator, our setting excludes an interesting case which is connected with the existence of solutions characterized by $H = 0$, i.e., static Universes. In particular, fixed points, if any, associated to this kind of solution would be at the infinite boundary of the phase space. In order to look for solutions with $H = 0$ one has, therefore, to investigate the asymptotics of the dynamical system.

The variables we have defined in the previous section are efficient in determining the fixed points corresponding to a finite value of the quantities they represent. However, since variables have a term $H^2$ in the denominator, our setting excludes an interesting case which is connected with the existence of solutions characterized by $H = 0$, i.e., static Universes. In particular, fixed points, if any, associated to this kind of solution would be at the infinite boundary of the phase space. In order to look for solutions with $H = 0$ one has, therefore, to investigate the asymptotics of the dynamical system.

There are many approaches that can be adopted for this purpose. One could employ, for example, stereographic projections by which the infinite boundary is mapped to a finite radius sphere [31]. In the following we will use a different strategy which allows to analyze the stability of a static universe without having to explore the entire extended phase space.

The variables we have defined in the previous section are efficient in determining the fixed points corresponding to a finite value of the quantities they represent. However, since variables have a term $H^2$ in the denominator, our setting excludes an interesting case which is connected with the existence of solutions characterized by $H = 0$, i.e., static Universes. In particular, fixed points, if any, associated to this kind of solution would be at the infinite boundary of the phase space. In order to look for solutions with $H = 0$ one has, therefore, to investigate the asymptotics of the dynamical system.

The variables we have defined in the previous section are efficient in determining the fixed points corresponding to a finite value of the quantities they represent. However, since variables have a term $H^2$ in the denominator, our setting excludes an interesting case which is connected with the existence of solutions characterized by $H = 0$, i.e., static Universes. In particular, fixed points, if any, associated to this kind of solution would be at the infinite boundary of the phase space. In order to look for solutions with $H = 0$ one has, therefore, to investigate the asymptotics of the dynamical system.

The variables we have defined in the previous section are efficient in determining the fixed points corresponding to a finite value of the quantities they represent. However, since variables have a term $H^2$ in the denominator, our setting excludes an interesting case which is connected with the existence of solutions characterized by $H = 0$, i.e., static Universes. In particular, fixed points, if any, associated to this kind of solution would be at the infinite boundary of the phase space. In order to look for solutions with $H = 0$ one has, therefore, to investigate the asymptotics of the dynamical system.

The variables we have defined in the previous section are efficient in determining the fixed points corresponding to a finite value of the quantities they represent. However, since variables have a term $H^2$ in the denominator, our setting excludes an interesting case which is connected with the existence of solutions characterized by $H = 0$, i.e., static Universes. In particular, fixed points, if any, associated to this kind of solution would be at the infinite boundary of the phase space. In order to look for solutions with $H = 0$ one has, therefore, to investigate the asymptotics of the dynamical system.
and the Friedmann equation

$$A \left[ 2 \left( I - C^2 \right) \left( J + Q^2 - 2K\bar{T} - 4Q\dot{T} \right) + 2DC\bar{T}^2 \left( X - \bar{T} \right) + DT \left( K + X^2 - Z \right) \right] + D\bar{T} \left[ K + \left( 1 + B \right) T^2 - \bar{V} - \Omega \right]$$

(91)

The Raychaudhuri equation is too long to be reported here but can be computed easily.

Using this new system of equations we can investigate the extended phase space. As we will see, we will be able to find all the previously discovered fixed points as points with $T = 1$ plus extra sets of fixed points with $H = 0$ which will have $\bar{T} = 0$. An example of how to apply the new dynamical system approach, we will perform the analysis for the models given in Eqs. (48), (52), and (56), with the model given in (60) being to long that we skip its presentation. In all the three cases, there is only one fixed point with $H = 0$, which corresponds to the origin, i.e.

$$O = \{ \bar{K} = 0, \bar{X} = 0, \bar{V} = 0, \bar{Z} = 0, \bar{Q} = 0, J = 0, \bar{\Omega} = 0, T = 0 \}.$$

(92)

This result is somewhat expected. The fact that we are looking for fixed points with $H = 0$ implies directly that $\bar{T} = 0$. Then, both $\bar{K} = 0$ and $\bar{\Omega} = 0$ are invariant submanifolds. Now, if $H = 0$, then $a$ is a constant and $\dot{a} = \ddot{a} = 0$, from which $\bar{Q} = J = 0$. Since $k = 0$ from $\bar{K} = 0$, then we also have $R = 0$ and therefore $\bar{V} = 0$. This been said, the only values of both $Z$ and $X$ that make $\bar{X}' = 0$ and $\bar{Z}' = 0$ using the results explained in this paragraph are $\bar{Z} = 0$ and $\bar{X} = 0$, and the fixed point is the origin. We now briefly comment on each model.

**Model $R^n R^m$:** For the model from Eq. (48) the fixed point $O$ is always unstable, but might correspond to a saddle point or to a repeller depending on the parameters $n$ and $m$. In fact, if $1 - m < n < 0$ or $-m > n > 0$, this point corresponds to a repeller. Any other combination of the parameters gives rise to a saddle point.

**Model $R^n + R^m$:** For the model from Eq. (52), note that we have one extra variable $\bar{A}$ which also vanishes in this calculation. This implies that not all values of $m$ and $n$ are allowed, since the power of $\bar{A}$ must be positive for the system to converge. Despite that, the analysis of the stability in this case reveals that, for all the combinations of the parameters $m, n$ and $\gamma_n$, for which the fixed point exists, it is always a saddle point.

**Model $exp \left( \frac{f}{R} \right)$:** For the model from Eq. (56), the analysis of the stability of the fixed point $O$ reveals that it is unstable, since the eigenvalues associated to it are all either positive or zero. However, to verify if the fixed point is a saddle point or a repeller, one would have to make use of the central manifold theorem again. For our purposes however, it is enough for us to note that, since all the other eigenvalues of the point are of alternate sign, we can conclude directly that the point is unstable.

**Model $R exp \left( \frac{f}{R} \right)$:** For the model from Eq. (60) there appear to be no fixed points corresponding to an Einstein static universe.

### VI. CONCLUSIONS

In this work we have applied the methods of dynamical systems to analyze the structure of the phase space of the generalized hybrid metric-Palatini gravity in a cosmological frame. Using the symmetries in the curvatures $\bar{R}$ and $\bar{R}$ we obtained the cosmological equations of the theory. Then, defining the appropriate dynamical variables and functions, we derived a closed system of dynamical equations that allows us to study the phase space of different forms of the function $f (R, \bar{R})$. We studied four different models of the function $f$, namely, the ones given in Eqs. (48), (52), (56), and (60).

The structure of the phase space is similar in all the four studied cases. In none of the particular cases there were global attractors due to the fact that one of the invariant submanifolds present in all the cases, $Z = 0$, corresponds to a singularity in the phase space, and therefore a global attractor which would have to be in the intersection of all the invariant submanifolds would correspond to a singular state of the theory. On the other hand, the presence of these submanifolds allows us to discriminate sets of initial conditions and predict the time asymptotic states of the theory.

A fixed point that we denoted by $B$ features in the theories given in Eqs. (48), (52), and (60), but not in the case (56). This fixed point stands in the intersection of two of the invariant manifold, $\Omega = 0$ and $K = 0$, with a positive value $Z = 2$. In the model from Eq. (48) $B$ is an attractor for some particular values of $n$ and $m$, see table IV. This means that all the orbits starting with a positive value of $Z$ and with a value of $Y$ with the same sign as the one arising from the particular choice of parameters in $B$, can eventually reach this fixed point. Note that it is even possible to chose sets of parameters such that $B$ is the only finite attractor for the system, see table III. The solution associated to point $B$ is characterized by $s = 0$ and contains three constants of integration $H_0, H_1,$ and $H_2$. Depending of the values of these constants it can have two different types of asymptotic limit, namely, a constant or a finite type singularity. The value of the constants $H_0, H_1,$ and $H_2,$ and therefore the possibility of the occurrence of the singularity depends on observational constraints on higher order cosmological parameters (e.g., jerk, snap, and so on). This suggests that models for which $B$ is an attractor in generalized hybrid-metric Palatini theories, like in many $f(R)$-gravity models, can incur in finite time singularities. In the model of Eq. (52) $B$ is always unstable. Note
also that for this case given in Eq. (52), no finite nor asymptotic attractors were found. One explanation for this result is that the orbits in the phase space do not tend asymptotically to a given solution but could instead be closed upon themselves. A structure similar to this one occurs for example in the frictionless pendulum, where the orbits are closed and there are no attractors in the phase space. This structure could indicate that the solutions represented by orbits in the phase space actually correspond to cyclic universes. In the model of Eq. (60) the system simplifies further, see below for comments.

The fixed points \( \mathcal{E}_\pm \) are the other possible attractors in the phase space of the theories we have analyzed. They appear in the case of Eqs. (48) and (56). The fixed points \( \mathcal{E}_\pm \) have always a solution \( s \neq 0 \) which asymptotically tends to a constant scale factor, a feature that is absent for the fixed point \( \mathcal{B} \). Moreover, the fixed points \( \mathcal{E}_\pm \) also lie in the intersection of the \( \Omega = 0 \) and \( K = 0 \) invariant submanifolds, thus we expect that some of the orbits should reach this fixed point. For the model in Eq. (48) we have shown that it is possible to choose sets of parameters such that \( \mathcal{E}_+ \) is the only finite attractor for the system, see table II. On the other hand, for the model in Eq. (56) \( \mathcal{E}_- \) is always the only finite attractor of the system and all the orbits starting from a positive value of \( Y \) and a negative value of \( Z \) might reach this fixed point.

For the specific case shown in Eq. (60), the system of dynamical equations becomes much simpler since only three variables are needed to fully describe the phase space and the solutions. However, the study of the stability becomes more complicated because the fixed points are not hyperbolic and their stability analysis requires the use of central manifolds. The behavior of the solutions reduces to simple power-laws or exponentials. Our analysis connects directly with the paper [27] in which some pairs function-exact solution were found via a reconstruction method. One of the limitations of the reconstruction technique was the impossibility to understand the stability of the solution obtained. The phase space analysis gives us a tool to determine this stability. In particular, we determined that the solutions found in [27] are actually unstable.

The static \( H = 0 \) universes have to be studied separately since the variables in the set of equations given in Eq. (35) have \( H \) in the denominator. Indeed, the static \( H = 0 \) fixed points are located at the asymptotic boundary of the phase space. In order to study these static universe solutions, we generalized Eqs. (35) in such a way to move possible static fixed points to the finite part of the phase space. This is different from a complete asymptotical analysis, but it allows to obtain information on static universes in an easier way. All the theories we have considered with Eq. (35) turn out to present a static fixed point which is always unstable. Therefore, as in general relativity, in these models the static universe is always unstable. However, differently from general relativity, the solution associated to these points is spatially flat and empty, i.e., with no cosmological constant. Such peculiar form of static universes is the result of the action of the nontrivial geometrical terms appearing in the field equations. The existence of unstable static solutions in the phase space points to the existence in the context of generalized hybrid metric-Palatini gravity to phenomena such as bounces, turning points, and loitering phases, which are represented by the orbits bouncing against the static fixed points. These open the way to a series of scenarios which could be interesting to investigate further.
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