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Abstract
This paper presents the first attempt at Automatic Text Simplification (ATS) for Urdu, the language of 170 million people worldwide. Being a low-resource language in terms of standard linguistic resources, recent text simplification approaches that rely on manually crafted simplified corpora or lexicons such as WordNet are not applicable to Urdu. Urdu is a morphologically rich language that requires unique considerations such as proper handling of inflectional case and honorifics. We present an unsupervised method for lexical simplification of complex Urdu text. Our method only requires plain Urdu text and makes use of word embeddings together with a set of morphological features to generate simplifications. Our system achieves a BLEU score of 80.15 and SARI score of 42.02 upon automatic evaluation on manually crafted simplified corpora. We also report results for human evaluations for correctness, grammaticality, meaning-preservation and simplicity of the output. Our code and corpus are publicly available to make our results reproducible.
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1. Introduction
Text simplification has gathered much attention recently because of its interesting applications in machine translation (Mishra et al., 2014; Štajner and Popovic, 2016) and language learning for people with learning disabilities (Carroll et al., 1998; Chen et al., 2016). Lexically complex text is also difficult to understand for children and non-native speakers (Petersen and Ostendorf, 2007; De Belder and Moens, 2010). Automatic Text Simplification (ATS) to replace lexically complex words with their simpler equivalents is thus necessary to make text understandable for a wide variety of audiences.

Urdu, the official language of Pakistan, is an Indo-Aryan language with over 170 million speakers throughout Pakistan, India and several other countries1. It uses Arabic script which is written from right to left. Text Simplification for Urdu exhibits a number of challenges due to its morphological richness, use of case markers and lack of linguistic resources. Urdu is a low resource language in terms of standard linguistic resources (Cieri et al., 2016). Therefore, neither data-driven approaches such as Neural Text Simplification (NTS)(Nisioi et al., 2017) that rely on complex-simplified parallel corpora, nor rule-based methods that depend on lexical resources such as WordNet2 for generating simplifications are applicable.

Glavaš and Štajner (2015) proposed LIGHT-LS, a resource-light lexical simplification method that works well for languages with moderate morphological diversity such as English. Our approach adapts LIGHT-LS to handle challenges of Urdu text simplification by using additional features and achieves significant improvement in performance (18.4%) over the LIGHT-LS baseline. We also present a new manually constructed parallel corpus of complex-simplified Urdu sentences for benchmarking Urdu lexical simplification tasks. We have conducted both automatic and human evaluation of our proposed system and have made our code and lexical resources open-source3 to make our results reproducible and facilitate further research on Urdu text simplification. To the best of our knowledge, this is the first ever attempt to produce the outcomes mentioned above.

2. Related Work
The earliest text simplification systems were rule-based and relied on lexicons like WordNet to substitute predefined complex words with their simpler synonyms (Bautista et al., 2009; De Belder and Moens, 2010). The main weaknesses of these systems were their low recall (De Belder and Moens, 2010) and inaccurate identification of complex words (Sharlow, 2014).

The research direction shifted from knowledge based approaches to data driven methods with the emergence of Simple Wikipedia1. The sentence aligned original and simple Wikipedia corpus has been used extensively in unsupervised approaches (Yatskar et al., 2010; Biran et al., 2011) and also in supervised methods (Horn et al., 2014) for text simplification.

Recent text simplification approaches treat simplification task as monolingual Machine Translation (MT) problem. Such approaches exploit statistical machine translation models, such as phrase-based machine translation (PBMT) (Štajner et al., 2015), tree-based machine translation (TBMT) (Woodsend and Lapata, 2011) or syntax-based machine translation (SBMT) (Xu et al., 2016) for text simplification. Nisioi et al. (2017) explored Neural Text Simplification (NTS) (after Neural Machine Translation (NMT)) using LSTM based encoder-decoder models and outperformed their statistical counterparts. More recently, Vu et al. (2018) used memory augmented RNNs (a.k.a Neural Semantic Encoders (NSE)) for simplification.

The applicability of above mentioned approaches is constrained to the availability of WordNets or parallel corpora, which is a barrier in low-resource settings. In

1 https://www.ethnologue.com/language/urd
2 Urdu WordNet does exist but contains only 6000 high frequency nouns, verb, adjectives and adverbs
http://www.cle.org.pk/ckstore/urduwordnet.htm
3 https://github.com/NamoosQasmi/SimplifyUR
4 https://simple.wikipedia.org
3. Contribution

The specific novel contributions of this paper are:

- The first text simplification pipeline and pre-trained models (including the largest word2vec model) for Urdu.
- A novel technique to handle case-markers after simplification. Our proposed method predicts case-markers with an accuracy of 89.83% (see section 4.3).
- The first publicly available complex-simplified parallel corpus for evaluating and benchmarking Urdu text simplification tasks.

4. Urdu Text Simplification

Our simplification pipeline operates by identifying complex candidate words and replacing them with their simplest synonyms, selected from a pool of simplification candidates. The candidate pool is obtained from a distributional semantic model, word2vec, and candidates are ranked using several features. These steps are described in detail below.

4.1 Identifying Complex Candidates

In order to select the content words (words that are simplifiable), we trained a Conditional Random Field (CRF) based Parts of Speech (PoS) tagger on Urdu monolingual corpus (Jawaid et al., 2014). The corpus consists of 95.4 million tokens tagged with 41 tags and is available publicly. The PoS tagger had F1 (macro) of 0.85 on independent test set. The complex sentence is first PoS tagged and nouns (NN), adjectives (ADJ), verbs (VB), adverbs (ADV) and quantifiers (Q) are selected as content words.

Next, we check content words in frequent word list of 370 Urdu words. The content words are not simplified if they occur in frequent word list.

4.2 Selecting Simpler Word Replacements

We employed word2vec (continuous bag-of-words) (Mikolov et al., 2013) to learn distributed representations of Urdu words. We initialized our model with the pre-trained word2vec representations (Haider, 2018) trained on three different Urdu corpora containing over 140 million tokens. To ensure diversity of genres and good representations of low frequency words, we additionally crawled a corpus of 103 million tokens from Hamariweb⁵, BBC Urdu⁶, Jang News⁷ and Urdu Digest⁸. We trained continuous bag-of-words with a window size of 5 words to obtain 300-dimensional vector representations.

For each content word \( w_i \), each semantically similar word is selected as a simplification candidate \( s_j \). The similarity is computed as the cosine of angle between the vector representations of words. We select the set of top 10 most similar words as simplification candidates \( \{s_1, ..., s_{10}\} \).

excluding the morphological derivatives of content word. Since word frequency is the most reliable predictor of word complexity and complex words tend to be rarer (Paetzold and Specia, 2016), we sort the simplification candidates in descending order by their frequency of occurrence in the Urdu corpora.

4.3 Verifying Grammaticality

A simplification candidate \( s_j \) is only acceptable if it fits into the sequence of words preceding and following the content word \( w_i \) in the complex sentence. In order to evaluate this fitness, we consider a simplification candidate only if it is predicted by the language model with the preceding and following words of the content word in the same order. In other words, if \( w_i^{+}W_i^{+1}W_i^{-1}W_i^{-2} \) is the original sequence then \( w_i \) is replaceable with \( s_j \) only if \( w_i^{+}W_i^{+1}W_i^{-1}W_i^{-2} \) is a likely sequence as per language model. We trained a trigram language model (LM) on 120.9 million words from above mentioned Urdu corpora and retrieve the trigrams \( w_i^{+}W_i^{+1}W_i^{-1}W_i^{-2} \) and \( s_i^{+}W_i^{+1}W_i^{-1}W_i^{-2} \), for each simplification candidate \( s_j \).

Handling Grammatical Case: Case determines the grammatical function of a word in a phrase, clause or sentence. Urdu has six cases namely nominative, ergative, dative/accusative, instrumental, genitive and locative (Butt and King, 2001). In Urdu case markers can precede, follow or occur simultaneously before and after the word (see Table 1). Following Butt and King (2001), we use the case markers: کا، کی، کیوں، کیہاں سے، سے، سے، سے، سے، سے، سے، سے، سے.

One word may take multiple case markers depending on the context e.g. word کا can be preceded by ہے سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے، سے.

Also, different words with similar meaning may have different case markers. This implies that case mismatch may occur while replacing words which may lead to grammatical errors. One such example is given in Table 2.

5 https://lindat.mff.cuni.cz/repository/xmlui/handle/11858/00-097C-0000-0023-65A9-5
6 https://hamariweb.com/articles

Table 1: Example of a case marker that (a) precedes a word (b) follows a word (c) occurs simultaneously before and after. English translations are in parenthesis and case markers are highlighted.

| Urdu Case Marker | English Translation |
|-----------------|---------------------|
| پرودن کا لُکھے مانسلی رنگ کا انتخاب بہی کرتا ہے | a. (appropriate color for the curtains) |
| نے رملا سے کاروائیوں سے مماثل ہے | b. |
| (This magazine is adorned with pictures) | |
| لیپرس میں شوہر کا کسانیا ہے | c. |
| (They face difficulty in walking) | |

Table 2: Example of case mismatch. (a) is complex and grammatically correct (b) is simplified but grammatically incorrect (c) is simplified and grammatically correct. English translations are in parenthesis.

7 https://www.bbc.com/urdu
8 https://jang.com.pk
9 https://urdudigest.pk
There are multiple scenarios of case markers which need to be dealt during simplification. These scenarios along with examples (and corresponding English translations) are listed below.

1. Same case marker before and after replacement.
   
   \[
   \text{In: } \text{ئے اس بات سے انجان تھا} \\
   \text{Out: } \text{سے اس بات سے خبر تھا} \\
   \text{The enemy was unaware of this}
   \]

2. Different case marker before and after replacement.
   
   \[
   \text{In: } \text{وہ ان کا احترام کرتے بیان} \\
   \text{Out: } \text{وہ ان کو عزت کرتے بیان} \\
   \text{They respect them}
   \]

3. No case marker before and after replacement.
   
   \[
   \text{In: } \text{کشادہ بال پورا بہر چکا تھا} \\
   \text{Out: } \text{وسیع بال پورا بہر چکا تھا} \\
   \text{(The spacious hall was full)}
   \]

4. No case marker before but case marker after replacement.
   
   \[
   \text{In: } \text{خاصمانہ رویہ مناسب نہیں ہے} \\
   \text{Out: } \text{کا رویہ مناسب نہیں ہے} \\
   \text{(Hostile behavior is not appropriate)}
   \]

5. Case marker before but no case marker after replacement.
   
   \[
   \text{In: } \text{وہ یہاں مقیم ہے} \\
   \text{Out: } \text{وہ یہاں پرینم ہے} \\
   \text{(He is a resident here)}
   \]

We use the language model to predict the best possible case marker (or remove it completely) for simplification candidates. For each simplification candidate \( s_i \), we retrieve the following two trigram likelihoods \( W_{w_i,s_i} \) and \( S_{w_i,s_i} \) from the language model. If \( W_{w_i,s_i} \) and \( S_{w_i,s_i} \) are not predicted by the language model, we check if \( W_{w_i} \) in \( W_{w_i,s_i} \) (or \( W_{s_i} \) in \( S_{w_i,s_i} \)) is a case marker. If not then \( s_i \) is not a valid simplification, otherwise we replace \( s_i \) in \( W_{w_i,s_i} \) (or \( W_{s_i} \) in \( S_{w_i,s_i} \)) with all possible case markers \( c_j \) where \( c_j \neq W_{w_i} \) (or \( c_j \neq W_{s_i} \)) and compute likelihoods for trigrams \( W_{w_i,c_j} \) (or \( S_{c_j} \)). Next, we sort the trigrams \( W_{w_i,c_j} \) (or \( S_{c_j} \)) based on their likelihood probabilities. In the rare case if no such \( c_j \) exist that satisfies the trigram \( W_{w_i,c_j} \) (or \( S_{c_j} \)), we remove the case marker from the context and look for trigram \( W_{w_i,s_i} \) (or \( S_{w_i,s_i} \)) and progress only if such trigram exists. Finally, we merge the trigrams on \( s_i \) and pick the first trigram \( c_j \) (or \( W_{w_i,s_i} \) or \( W_{s_i} \)) that exist in language model. This ensures that \( s_i \) is accompanied by most probable context words (that may or may not be case markers).

The pseudo-code of our simplification algorithm is given in Algorithm 1.

5. Evaluation

We evaluate the performance of our lexical simplification system both automatically using standard evaluation metrics as well as manually via human judgements.

5.1 Automatic Evaluation

We could not find any parallel corpus of complex-simplified sentence-pairs for Urdu. Therefore, to automatically assess the output of our simplification system we hand-crafted a parallel corpus. The corpus contains 500 complex sentences and their corresponding simpler variants (at least one simple sentence for each complex sentence). The complex sentences were taken from newspapers, magazines, books and literary journals while reference simplifications were created by an expert linguist. The linguist is a native speaker and holds a doctorate degree in Urdu. A randomly selected sample comprising 10% of the corpus was manually verified by two native Urdu speakers and their inter-annotator agreement was found to be 0.90 as measured using Cohen's Kappa.

The simplification pipeline was designed in stages and after thorough analysis. A baseline system was first developed by replacing each word in the sentence with its semantically similar word (calculated using word2vec). After that we gradually added the PoS tagger, language model etc. to the pipeline. We report results at each step to show the improvement in performance after the addition of each feature (Table 3).

We evaluate our system outputs using standard evaluation metrics for text simplification (Woodsend and Lapata, 2011; Xu et al., 2016). Particularly, we use BLEU (Papineni et al., 2002) to access degree of closeness to the gold reference simplifications and SARI10 (Xu et al., 2016) to evaluate the quality of system output. The scores are computed at corpus level. Sample complex-simplified sentence-pairs along with system outputs are given in Appendix A. A comparison of our system with state-of-the-art English ATS systems and Urdu LIGHT-LS is given in Table 4.

| Model | BLEU | SARI |
|-------|------|------|
| word2vec | 13.06 | 16.48 |
| + pos   | 50.12 | 27.73 |
| + frequent_word_list | 68.30 | 41.37 |
| + sort_by_frequency | 70.04 | 42.86 |
| + LM     | 80.15 | 42.02 |

Table 3: Results of automatic evaluation by varying the pipeline.

10 https://github.com/cocoxu/simplification/blob/master/SARI.py
## Conclusion & Future Work

This paper presents the first lexical text simplification system for Urdu that efficiently handles case markers and requires only a regular corpus. We also present a parallel corpus of complex-simplified sentence-pairs for evaluating and benchmarking text simplification tasks for Urdu. Our best model achieves a BLEU score of 80.15 and a SARI score of 42.02 on automatic evaluation. We have made our code and lexical resources publicly available to facilitate further research.

Our proposed system simplifies only single words, whereas, multi-word expressions are common in Urdu. This is due to the absence of clear word boundary marker (Zia et al., 2018). For example, the word خاطر خواہ is mostly written as multi-word expression خاطر خواہ and therefore, word2vec fail to learn its representation. In the future, we plan to overcome segmentation challenges to support simplification of multi-word expressions. Furthermore, we also plan to replace trigram language model with neural language model to efficiently handle long distance dependencies.
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### Appendix A: Example System Outputs

|   | a | b | c | d |
|---|---|---|---|---|
| 1 | The motorcar disappeared from sight | موٹرکار نظروں سے غائب ہو گئی | موٹرکار نظروں سے غائب ہو گئی | موٹرکار نظروں سے غائب ہو گئی |
| 2 | He is everyone’s center of attention | وہ سب کی دلچسپی کا مرکز ہے | وہ سب کی دلچسپی کا مرکز ہے | وہ سب کی دلچسپی کا مرکز ہے |
| 3 | Man is suffering from physical and mental fatigue | انسان جسمانی اور دماغی تھکاؤت میں مبتلا ہے | انسان جسمانی اور دماغی تھکاؤت میں مبتلا ہے | انسان جسمانی اور دماغی تھکاؤت میں مبتلا ہے |
| 4 | How many of them are ones who show great courage and bravery when the time comes | ان میں سے کتنے لوگ بھی وقت آنے پر بہت بہادری اور بہادری کا اظہار کرتے ہیں | ان میں سے کتنے لوگ بھی وقت آنے پر بہت بہادر ہوتے ہیں | ان میں سے کتنے لوگ بھی وقت آنے پر بہت بہادر ہوتے ہیں |
| 5 | Outing is not merely an interest but a need for Sagittarius individuals | قوس افگرد کی انساں صرف دلچسپی نہیں صورت پہنچاتے ہیں | قوس افگرد کے انسان کو اس کے لئے ضروری ہوتا ہے | قوس افگرد کے انسان کو اس کے لئے ضروری ہوتا ہے |

Table A: Examples of (a) complex sentence (b) gold reference(s) and (c) system output (d) English translation.

Complex words are highlighted orange and simplifications are highlighted green (if correct) and red (if incorrect).