To understand the potential of intelligent confirmatory tools, the U.S. Nuclear Regulatory Committee (NRC) and U.S. Department of Energy (DOE) initiated a future-focused research project to assess the regulatory viability of machine learning (ML) and artificial intelligence (AI)-driven Digital Twins (DTs) for nuclear power applications. Advanced accident tolerant fuel (ATF) is one of the priority focus areas of the DOE and NRC. DTs integrated with ML/AI models have the potential to transform the nuclear energy sector in the coming years by incorporating risk-informed decision-making into the Accelerated Fuel Qualification (AFQ) process for ATF. A DT framework can offer game-changing yet practical and informed solutions to the complex problem of qualifying advanced ATFs. However, novel ATF technology suffers from a couple of challenges, such as (i) Data unavailability; (ii) Lack of data, missing data, and data inconsistencies; (iii) Model uncertainty. These challenges must be
resolved to gain the "trust" in DT framework development. In addition, DT-enabling technologies consist of three major areas: (i) modeling and simulation (M&S), covering uncertainty quantification (UQ), sensitivity analysis (SA), data analytics through ML/AI, physics-based models, and data-informed modeling, (ii) Advanced sensors/instrumentation, and (iii) Data & information management. UQ and SA are important segments of DT-enabling technologies to ensure trustworthiness, which need to be implemented to meet the DT requirement. Considering the regulatory standpoint of the modeling and simulation (M&S) aspect of DT, UQ and SA are paramount to the DT framework’s success in terms of multi-criteria and risk-informed decision-making. In this study, the adaptability of polynomial chaos expansion (PCE) based UQ/SA in a non-intrusive method in BISON was investigated to ensure M&S aspects of the AFQ for ATF. This study introduces the ML-based UQ and SA methods while exhibiting actual applications to the finite element-based nuclear fuel performance code.
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1 Introduction

Since the Fukushima nuclear accident in 2011, the environment surrounding the nuclear sector has changed significantly. There is a renewed focus on extending the service life of existing reactors, optimizing their operation, and increasing their efficiency. Accordingly, the development of accident tolerant fuels (ATFs) is one of the prime topics [Almutairi et al. 2022]. Against these trends, U.S. Nuclear Regulatory Commission (NRC) advocated the application of digital twin (DT) technology to the nuclear field as an area of future research [Yadav et al. 2021].

According to the NCR [Yadav et al. 2021], the following potential benefits are expected due to DT in nuclear power plants: increased operational efficiencies, enhanced safety and reliability, reduced errors, faster information sharing, and better prediction. However, DT is an entirely new concept in the nuclear field, and the current stage of development is to identify the goals to be achieved and the technical issues to be addressed.

DT can be categorized by purpose, but the components are the same as followings: visualization, data processing, system update, prediction, and decision-making. In this context, "visualization" is used for preparing the virtual asset of a physical system and visualizing it on the computer. It is the foundation for building DT. This is similar to conventional simulation; imagine commercial software such as computer-aided design (CAD). Second, "data processing" is responsible for transferring the physical system’s sensor data to the digital assets on the computer. Large systems such as nuclear reactors are expected to have a large number of sensors and data size and therefore require the construction of an appropriate database. The third "system update" clearly differs between DT and traditional simulation. A typical simulation predicts the system state at a given time, assuming that the system parameters are known. However, the objective of DT is to monitor and predict conditions over a long time scale from the start of operation of that system to its shutdown (e.g., from months to years). It means that the system parameters themselves must be treated as a function of their system operation time, and their values must be updated as time evolves. Obtaining the system parameters at a given time is generally classified as an inverse problem, and the "update" handles the sequence of updating the obtained values at the next time step. The "prediction" predicts the system state using the above-mentioned updated system parameters. This process is a forward problem to solve for the system state, and the user can select any solvers according to the information they want to obtain. For example, for industrial products such as automobiles and aircraft, commercial FEA tools such as ABAQUS and ANSYS or in-house codes owned by each vendor would be an option. The final "decision-making" makes decisions about system maintenance, modifications, requests for maintenance, etc., based on the results of the previous forecasting module [Kobayashi et al. 2022a], [Kobayashi and Alam 2022], [Kobayashi et al. 2022b]. This is challenging since it involves not only the design values of the system but also the restrictions imposed by national and international conventions. For example, consider an automobile as a system. Even if the driving performance is at the expected value, the vehicle must meet each country’s exhaust gas emission regulations. Therefore, even if the same system is adopted, changing the decision-making module becomes a point of caution. All of these modules are essential, but in a nuclear system, the prediction tools are independent for each of their applications. In this study, the nuclear fuel performance evaluation code BISON is assumed to be one of the prediction tools in nuclear DT, and its potential applications are explored.

BISON is a finite element-based nuclear fuel performance code developed by Idaho National Laboratory (INL). It can be used with several fuel types, such as metallic rod (U-Pu-Zr) and plate fuel (U-10Mo), TRISO particle fuel, and fuel rods for light water reactors (UO2 [Hales et al. 2016], Idaho National Laboratory [a]). BISON is built on the Multiphysics Object-Oriented Simulation Environment (MOOSE) framework [Permann et al. 2020].
For both 2D axisymmetric and 3D geometries, BISON can solve thermomechanical and species diffusion fully coupled equations. Temperature and burnup-dependent thermal properties, fission product swelling, densification, thermal and irradiation creep, fracture, and fission gas production/release are all capable of modeling, as well as how they interconnect with one another through tensor mechanics [Hales et al. 2016]. For clad materials, plasticity, radiation growth, fuel cladding chemical interaction (FCCI), damage mechanics, and thermal and radiation creep models are used in addition to general material properties. There are also models that represent mechanical contact, gap heat transfer, change in gap/plenum pressure with plenum volume, gas temperature, and accumulation of fission gas [Hales et al. 2016]. BISON is used to evaluate the condition of nuclear fuel pellets and cladding during reactor operation and is expected to be adopted as a predictive tool in nuclear system DT. However, the prediction is based on system parameters inferred from sensor data to obtain the system state. In reality, no sensor (for temporal synchronization within DT) exists with perfect accuracy, and uncertainties exist in its data. Therefore, quantifying the impact of uncertain input values on system response is a prerequisite for prediction tools [Verma et al. 2022, Kobayashi et al. 2022c].

It is important to address that the DT-enabling technologies consist of three major areas [Yadav et al. 2021]: (i) M&S, covering uncertainty quantification (UQ), sensitivity analysis (SA), data analytics through ML/AI, physics-based models, and data-informed modeling, (ii) Advanced sensors/instrumentation, and (iii) Data & information management. However, UQ and SA are important segments of DT-enabling technologies, and these need to be implemented in BISON to meet the DT requirement. In this study, the adaptability of polynomial chaos expansion (PCE) based UQ/SA in a non-intrusive method in BISON was investigated to ensure M&S aspects of the AFQ for ATF.

2 Uncertainty quantification using polynomial chaos

The polynomial chaos expansion (PCE) is a UQ technique that has already displayed potential for stochastic simulations. Mean, variance, higher-order moments, and probability density functions can be used to characterize variables, and the output solution [Kumar et al. 2016, 2020a].

Orthogonal polynomials are polynomial classes that are orthogonal to one another in terms of a weight function. Popular orthogonal polynomials utilized in PC-based stochastic applications include Hermite polynomials, Laguerre polynomials, Jacobi polynomials, and Legendre polynomials. Orthogonality means:

\[
\int_\xi \psi_i(\xi)\psi_j(\xi)W_\xi(\xi)d\xi = \delta_{ij}\langle \psi_i^2 \rangle
\]

(1)

where \(W_\xi(\xi)\) is the probability distribution (or weighting function) of the random variable \(\xi\), \(\delta_{ij}\) is the Kronecker delta, \(\psi_i(\xi)\) are basis functions, and \(\langle \psi_i\psi_j \rangle\) represents the inner product. Jacobi polynomials are implemented as default basis functions. The Jacobi polynomials are defined by Rodrigues’ formula:

\[
P_n^{(\alpha,\beta)}(z) = \frac{(-1)^n}{2^n n!} (1-z)^{\alpha} (1+z)^{-\beta} \frac{d^n}{dz^n} (1+z)^{\beta} (1-z)^{\alpha}
\]

(2)

with the constraints of \(\alpha, \beta > -1\). Also, the orthogonality can be produced by:

\[
\int_{-1}^{1} P_n^{(\alpha,\beta)}(z) P_m^{(\alpha,\beta)}(z) (1-z)^{\alpha} (1+z)^{\beta} dz = \frac{2^{\alpha+\beta+1} \Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{2^{\alpha+\beta+1} \Gamma(n+\alpha+\beta+1)} \delta_{n,m}
\]

(3)

with the beta density \(w(z) = (1-z)^{\alpha} (1+z)^{\beta}\) on \([-1, 1]\). By setting the parameters \(\alpha = \beta = 0\) in this study, the Jacobi polynomials are modified to Legendre polynomials as follows:

\[
P_n(z) = \frac{1}{2^n n!} \frac{d^n}{dz^n} (z^2 - 1)^n
\]

(4)

The shapes of the Jacobi and Legendre polynomials are illustrated in Figure [1].

It is possible to separate deterministic and non-deterministic orthogonal polynomials in PCMs. For instance, the decomposition of a random variable \(u(x, \xi)\) is:

\[
u(x, \xi) = \sum_{i=0}^{P} u_i(x)\psi_i(\xi)
\]

(5)

where \(u_i(x)\) are the deterministic expansion coefficients and \(P + 1\) is the total number of terms in the expansion. The mean of \(u(x)\) can be written as:

\[
E[u] = u_0
\]

(6)
and the variance as:

$$E[(u - E[u])^2] = \sigma_u^2 = \sum_{i=1}^{P} u_i^2 \langle \psi_i^2 \rangle$$  \hspace{1cm} (7)

Typically there are 20 or more unknown parameters utilized in simulations since the PCE replaces each parameter with an additional set of unknown parameters (say 6 original parameters resulting in 120 parameters after PCE). High-dimensional stochastic problems require exponentially more computational power. This is known as the "curse of dimensionality" and is the primary drawback of PCM methods. For this reason, the development of efficient stochastic models for the analysis of uncertainty in complex industrial applications is of great interest \cite{Kumar2016}.

### 2.1 Multi-dimensional polynomials

Building multi-dimensional polynomials from one-dimensional polynomials is necessary to study the impact of stochastic variables on final solutions. The multi-dimensional PCE of order $p$ can be expressed in terms of 1D polynomials. For demonstration, a 2D PCE of order $p = 3$ is chosen.

When the set of 1-dimensional orthogonal polynomials of PC order 3 is defined as $\{\Psi_0, \Psi_1, \Psi_2, \Psi_3\}$, a 2D stochastic quantity $u(\xi_1, \xi_2)$ is expressed as a combination of the polynomial functions and coefficients.

$$u(\xi_1, \xi_2) = u_{00} \Psi_0 + u_{10} \Psi_1(\xi_1) + u_{01} \Psi_1(\xi_2) + u_{20} \Psi_2(\xi_1) + u_{11} \Psi_1(\xi_1)\Psi_1(\xi_2) + u_{02} \Psi_2(\xi_2) + u_{30} \Psi_3(\xi_1) + u_{21} \Psi_2(\xi_1)\Psi_1(\xi_2) + u_{12} \Psi_1(\xi_1)\Psi_2(\xi_2) + u_{03} \Psi_3(\xi_2).$$  \hspace{1cm} (8)

For a set of multi-dimensional independent variables, $\xi = (\xi_1, ..., \xi_n)$, the probability density function (PDF) can be defined by the following:

$$W(\xi) = \prod_{i=1}^{n} W_i(\xi_i)$$  \hspace{1cm} (9)
where \( W_i(\xi_i) \) is the individual PDF of the random variable \( \xi_i \). The sum of the polynomial terms \( P + 1 \) in Eq. 5 can be expressed with the polynomial order \( (p) \) and number of input variables \( (n) \) as:

\[
P + 1 = \frac{(p + n)!}{p!n!}
\]

Therefore, the sum of the polynomial terms \( (P + 1 = 10) \) can be computed \( (p = 3, n = 2) \).

### 2.2 Regression method to estimate PC coefficients

One common way to determine the unknown set of polynomial coefficients is by regression analysis. Regression analysis is a set of statistical procedures used to estimate the relationship between a dependent variable and one or more independent variables in a statistical method. In the most typical type of regression analysis, known as linear regression, the line that most closely matches the data is found. This method is often used in data analysis and in surrogate modeling methods such as Gaussian processes [Kobayashi and Alam, 2022].

Walters’ regression-based non-intrusive polynomial chaos method computes polynomial coefficients [Kumar et al., 2016, Walters 2003]. In the sampling-based regression method, the unknown variables are written as the polynomial expansions of those variables. The approximate PCE for the stochastic quantity of interest, \( u(x; \xi) \), is as follows:

\[
u(x; \xi) = \sum_{i=0}^{p} u_i(x) \psi_i(\xi)
\]

Using \( m \) samples \( \{\xi^j = \{\xi_1, \ldots, \xi_n\}; j = 1, \ldots, m \}\) shown by the PDF \( W(\xi) \) from Eq. 9 and the corresponding model output \( u(x; \xi^j) \), this system can be represented as a matrix equation:

\[
\begin{bmatrix}
\psi_0(\xi^1) & \psi_1(\xi^1) & \cdots & \psi_p(\xi^1) \\
\psi_0(\xi^2) & \psi_1(\xi^2) & \cdots & \psi_p(\xi^2) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_0(\xi^m) & \psi_1(\xi^m) & \cdots & \psi_p(\xi^m)
\end{bmatrix}
\begin{bmatrix}
u_0(x) \\ u_1(x) \\ \vdots \\ u_p(x)
\end{bmatrix} =
\begin{bmatrix}
u(x; \xi^1) \\ u(x; \xi^2) \\ \vdots \\ u(x; \xi^m)
\end{bmatrix}
\]

or in matrix notation

\[
[A] \{u\} = \{b\}
\]

The objective is to solve this equation for \( \{u\} \); it can be expressed using matrix notation with the assumption of \( m > P + 1 \):

\[
\{u\} = ([A]^T[A])^{-1} [A]^T \{b\}
\]

By combining Eqs. 6, 7, 9, and 14 the mean and variance of system outputs can be quantitatively evaluated by considering the uncertainty of input variables. In the preceding system of equations, the matrix \( [A] \) is referred to as the design matrix because it contains information about the polynomial values that the design samples [Kumar et al., 2016].

In least-squares-based regression, the design matrix \( [A] \) plays a pivotal role. Therefore, the sampling method and the number of samples significantly affect the instancing of the design matrix. Various sampling strategies, such as the Latin hypercube [Helton and Davis, 2003], the Sobol sequence [Sobol, 1967], and random sampling [Etikan and Bala, 2017] can be used to build the design matrix. The influence of various sampling techniques and the number of total samples was studied in the previous works [Kumar et al., 2020a, 2020b, Hosder et al., 2006, Kumar et al., 2021, 2022], and it was concluded that more than twice as many samples, \( 2(P + 1) \), as PC coefficients are needed to ensure accuracy.

### 2.3 Global Sensitivity Analysis

Although the system response due to uncertain input variables is quantified using UQ methods, the contribution from the individual inputs should also be considered. Sobol sensitivity is one of the global sensitivity analysis methods [Sobol, 2001]. In this method, the system response, \( u(x) \), is decomposed by associating with the input \( x = (x_1, \ldots, x_n) \):

\[
u(x) = u_0 + \sum_{s=1}^{n} \sum_{i_1, \ldots, i_s} u_{i_1, \ldots, i_s}(x_{i_1}, \ldots, x_{i_s})
\]

\[
u(x) = u_0 + \sum_{s=1}^{n} \sum_{i_1, \ldots, i_s} u_{i_1, \ldots, i_s}(x_{i_1}, \ldots, x_{i_s})
\]
where $i \leq i_1 < \cdots < i_s \leq n$. Also, Eq. [15] can be expressed using analysis of variance (ANOVA) representation,
\[
    u(x) = u_0 + \sum_i u_i(x_i) + \sum_{i<j} u_{ij}(x_i, x_j) + \cdots + u_{12\ldots n}(x_1, x_2, \ldots, x_n).
\]
(16)

under the condition of
\[
    \int_0^1 u_{i_1\ldots i_s}(x_{i_1}, \ldots, x_{i_s}) dx_k = 0
\]
(17)
where $k = i_1, \ldots, i_s$.

The individual term can be analytically described as:
\[
    \int u(x) dx = u_0,
\]
(18)
\[
    \int u(x) \prod_{k \neq i} dx_k = u_0 + u_i(x_i),
\]
(19)
\[
    \int u(x) \prod_{k \neq i, j} dx_k = u_0 + f_i(x_i) + f_j(x_j) + f_{ij}(x_i, x_j).
\]
(20)

Based on these descriptions, Sobol [2001] introduced a method for calculating the variance of a response function, $u(x)$, by assuming it to be square integrable. The variances are expressed as follows:
\[
    V = \int u^2(x) dx - u_0^2
\]
(21)
and
\[
    V_{i_1\ldots i_s} = \int u_{i_1\ldots i_s}^2 dx_{i_1} \ldots dx_{i_s},
\]
(22)

The relationship between the above variances is
\[
    V = \sum_{s=1}^{n} \sum_{t_1 < \cdots < t_s} V_{t_1\ldots t_s}. \tag{23}
\]

Finally, the ratios of variances are called Sobol indices.
\[
    S_{i_1\ldots i_s} = \frac{V_{i_1\ldots i_s}}{V} \tag{24}
\]
where $S_i$ is a measure of the first order sensitivity, which expresses the effect of the total variance produced by the uncertainties from input variable $x$. It is known that the Sobol indices can be acquired from PCE [Kumar et al. 2020a]. Therefore, a set of the PCEs and the system response are acquired, with which the Sobol indices can be computed.

## 3 Method

This section explains the material models and problem setup. In order to demonstrate the uncertainty quantification method and sensitivity analysis of BISON code, a sample problem is prepared. The materials employed in the problems are UO$_2$ and SiC/SiC. Note that the purpose of this study is to apply the PCE technique to BISON and to simplify the system; the mass density and thermal conductivity of the UO$_2$ fuel and SiC/SiC cladding are fixed.

As mentioned above, in this study, the built-in thermal conductivity models of UO$_2$ and SiC/SiC incorporated in BISON were not used, however available models are briefly introduced below.
Material models are available in BISON for the following material properties of UO₂: thermal conductivity, specific heat, elasticity tensor, creep, thermal expansion, and swelling.

For the thermal conductivity model, the predefined constant values of Young’s modulus and Poisson’s ratio are set at $E = 2.0 \times 10^{11}$ Pa and $\nu = 0.34$. Idaho National Laboratory (INL) and EPRI. The thermal conductivity model can be computed using empirical models:

- **Fink-Lucuta**: Fink [2000],
- **Lucuta et al.**: Lucuta et al. [1996],
- **Halden Lanning et al.**: Halden Lanning et al. [2005],
- **NFIR A. Marion (NEI)**: Marion (NEI) letter dated June 13, 2006 to H. N. Berkow (USNRC/NRR) [2006],
- **Lyon**: Lyon [2015],
- **Modified NFI Ohira and Itagaki**: Ohira and Itagaki [1997],
- **Ronchi-Staicu Ronchi et al.**: Ronchi-Staicu Ronchi et al. [2004],
- **Staicu et al.**: Staicu et al. [2014],
- **Toptan Toptan et al.**: Toptan et al. [2020].

The thermal conductivity model offers both semi-empirical and analytical options, and it is expressed as follows:

$$\kappa = \frac{K_1 \exp\left(-\frac{Q_1}{R T}\right) + A_1 \exp\left(-\frac{Q_2}{R T}\right)}{1 + A_2 \exp\left(-\frac{Q_3}{R T}\right)}$$

where $T$ is the temperature (K), $K_1$ is the oxygen-to-metal ratio, $R$ is the universal gas constant (8.3143 J/mol-K), and the coefficients are empirically determined.

The default constant values are listed in Table 1.

For the specific heat capacity, the predefined values are determined as follows:

$$C_p = \frac{K_1 \exp\left(-\frac{Q_1}{R T}\right) + A_1 \exp\left(-\frac{Q_2}{R T}\right)}{1 + A_2 \exp\left(-\frac{Q_3}{R T}\right)}$$

where $T$ is the temperature (K), $y$ is the oxygen-to-metal ratio, $R$ is the universal gas constant (8.3143 J/mol-K), and the coefficients are empirically determined. The default constant values are listed in Table 1.

For the elasticity tensor model, the predefined constant values of Young’s modulus and Poisson’s ratio are set at $E = 2.0 \times 10^{11}$ Pa and $\nu = 0.34$. Idaho National Laboratory (INL) and EPRI. The elastic model can be computed using empirical models:

- **Fink-Lucuta**: Fink [2000],
- **Lucuta et al.**: Lucuta et al. [1996],
- **Halden Lanning et al.**: Halden Lanning et al. [2005],
- **NFIR A. Marion (NEI)**: Marion (NEI) letter dated June 13, 2006 to H. N. Berkow (USNRC/NRR) [2006],
- **Lyon**: Lyon [2015],
- **Modified NFI Ohira and Itagaki**: Ohira and Itagaki [1997],
- **Ronchi-Staicu Ronchi et al.**: Ronchi-Staicu Ronchi et al. [2004],
- **Staicu et al.**: Staicu et al. [2014],
- **Toptan Toptan et al.**: Toptan et al. [2020].

The elastic model offers both semi-empirical and analytical options, and it is expressed as follows:

$$\sigma = \frac{A_1 \exp\left(-\frac{Q_1}{R T}\right) + A_2 \exp\left(-\frac{Q_2}{R T}\right)}{1 + A_3 \exp\left(-\frac{Q_3}{R T}\right)}$$

where $\sigma$ is the effective stress (Pa), $T$ is the temperature (K), $D$ is the fuel density (percent of theoretical), $G$ is the grain size (\(\mu m\)), $\psi$ is the effective stress (Pa), $T$ is the temperature (K), $D$ is the fuel density (percent of theoretical), $G$ is the grain size (\(\mu m\)), and the coefficients are empirically determined. The default constant values are listed in Table 2.

For the thermal expansion model, the predefined constant values are set at $E = 2.0 \times 10^{11}$ Pa and $\nu = 0.34$. Idaho National Laboratory (INL) and EPRI. The thermal expansion model can be computed using empirical models:

- **Fink-Lucuta**: Fink [2000],
- **Lucuta et al.**: Lucuta et al. [1996],
- **Halden Lanning et al.**: Halden Lanning et al. [2005],
- **NFIR A. Marion (NEI)**: Marion (NEI) letter dated June 13, 2006 to H. N. Berkow (USNRC/NRR) [2006],
- **Lyon**: Lyon [2015],
- **Modified NFI Ohira and Itagaki**: Ohira and Itagaki [1997],
- **Ronchi-Staicu Ronchi et al.**: Ronchi-Staicu Ronchi et al. [2004],
- **Staicu et al.**: Staicu et al. [2014],
- **Toptan Toptan et al.**: Toptan et al. [2020].

The thermal expansion model offers both semi-empirical and analytical options, and it is expressed as follows:

$$\alpha = \frac{K_1 \exp\left(-\frac{Q_1}{R T}\right) + A_1 \exp\left(-\frac{Q_2}{R T}\right)}{1 + A_2 \exp\left(-\frac{Q_3}{R T}\right)}$$

where $\alpha$ is the thermal expansion coefficient (1/\(\text{K}\)) and the coefficients are empirically determined. The default constant values are listed in Table 3.
Table 2: Constant parameters for the UO$_2$ creep model [Allison et al., 1993]

| Parameter | Value             |
|-----------|------------------|
| $A_1$     | 0.3919           |
| $A_2$     | $1.3100 \times 10^{-19}$ |
| $A_3$     | -87.7            |
| $A_4$     | $2.0391 \times 10^{-25}$ |
| $A_6$     | -90.5            |
| $A_7$     | $3.7226 \times 10^{-35}$ |

both phases and includes solid-liquid expansion [Allison et al., 1993]. The equation for the thermal expansion of UO$_2$ in solid phase is expressed by

$$\frac{\Delta L}{L_0} = P_1 T - P_2 + P_3 \exp \left( -\frac{P_{E_D}}{k_B T} \right)$$

where $\Delta L/L_0$ is the linear strain caused by thermal expansion, $T$ is the temperature (K), $P_{E_D}$ is the energy of formation of a defect (J), $k_B$ is the Boltzmann’s constant ($1.38 \times 10^{-23}$ J/K). The constants $P_{E_D}$ and $P_1$ are determined by the fuel material. Values for UO$_2$ and PuO$_2$ are listed in Table 3.

Table 3: Constant parameters used in MATPRO FTHEXP function [Allison et al., 1993]

| Parameter | UO$_2$ | PuO$_2$ | Units |
|-----------|--------|---------|-------|
| $P_1$     | $1.0 \times 10^{-5}$ | $9.0 \times 10^{-6}$ | K$^{-1}$ |
| $P_2$     | $3.0 \times 10^{-3}$ | $2.7 \times 10^{-3}$ | - |
| $P_3$     | $4.0 \times 10^{-2}$ | $7.0 \times 10^{-2}$ | - |
| $P_{E_D}$ | $6.9 \times 10^{-20}$ | $7.0 \times 10^{-20}$ | J |

Fuel volume swelling is caused by densification and fission products. For densification, the ESCORE model [Rashid et al., 2004] is selected. It is given by

$$\frac{\Delta V}{V_0}_{den} = \Delta \rho_0 \left[ \exp \left( \frac{B_u \ln(0.01)}{C_D B_u D} \right) - 1 \right]$$

where $\Delta V/V_0$ is the densification strain, $\Delta \rho_0$ is the total densification, $B_u$ is the burnup (fissions/atoms-U), and $B_u D$ is the burnup at which densification is complete (fissions/atoms-U). $C_D$ represents the temperature dependence and changes value at 750 °C. Hence, during the simulation, the parameter $C_D$ is automatically switched as follows:

$$C_D = \begin{cases} 7.235 - 0.0086(T - 25)/500 & (T < 750 \degree C) \\ 1.0 & (T \geq 750 \degree C) \end{cases}$$

Fission products also contribute to fuel swelling, and they can be classified into two types: (1) solid fission products and (2) gaseous fission products. For both kinds of swellings, the MATPRO models are applicable. The model for solid fission product ($sfp$) is provided as a function of burnup:

$$\Delta V_{sfp} = 5.577 \times 10^{-5} \rho \Delta B_u$$

and for gaseous fission product ($gfp$):

$$\Delta V_{gfp} = 1.96 \times 10^{-31} \rho \Delta B_u (2800 - T)^{11.73} \exp(-0.0162(2800 - T)) \exp(-0.0178 \rho B_u)$$

where $\Delta V_{sfp}$ and $\Delta V_{gfp}$ represent the volumetric swelling increment, $\rho$ is the density (kg/m$^3$) of fuel and $T$ is the temperature in Kelvin.
3.2 SiC/SiC Models

Chemical Vapor Infiltrated SiC/SiC Composite (CVI SiC/SiC) is employed as a fuel cladding material in this study. The following built-in BISON models for CVI SiC/SiC are utilized: thermal conductivity, specific heat, elasticity tensor, thermal expansion, and volumetric swelling.

In BISON, there are three thermal conductivity models for SiC/SiC: Koyanagi Koyanagi et al. [2017], Stone Stone et al. [2015], and Combined models. The Koyanagi model is for unirradiated composite sic/sic and is derived from experimental thermal diffusivity data for tube-shaped samples. The Stone model is applicable to both irradiated and unirradiated composite sic/sic. The Stone model is unique in that it derives thermal conductivity as a function of temperature only, as opposed to the Koyanagi model, which gives thermal conductivity as a function of thermal diffusivity, specific heat, and density of composite sic/sic. The combined model allows one to incorporate the irradiation response from the Stone model into the Koyanagi model [Idaho National Laboratory] [b]. For the specific heat capacity (J/kg-K), the model of monolithic SiC is employed and it is given by

\[ C_p = 925.65 + 0.3773T - 7.9259 \times 10^{-5}T^2 - \frac{3.1946 \times 10^7}{T^2} \]  

(34)

where \( T \) is the temperature (K). In this study, the thermal conductivity and specific heat capacity are user-defined values for the monolithic SiC model (Eq. [34]).

The Elasticity tensor of composite SiC/SiC is complex. In general, when SiC/SiC is used for cladding applications, it is considered to be orthotropic: 3D braided architecture with fibers along the axial direction and angles \( \pm \theta \) from the axial direction of the cladding [Idaho National Laboratory] [b]. The material properties are affected by fiber orientation and porosity. Experimental works are ongoing to quantify these effects. In this work, as suggested by literature [AZoNetwork 2022], we assumed Young’s modulus of 90 GPa and Poisson’s ratio of \( \nu = 0.35 \).

The strain due to thermal expansion is computed from the correlation reported by Koyanagi Koyanagi et al. [2017]. The linear thermal expansion coefficient (K\(^{-1}\)) is given as a function of temperature (K) as follows:

\[ \alpha = 1.0 \times 10^{-6}(-0.7765 + 0.014350T - 1.2209 \times 10^{-5}T^2 + 3.8289 \times 10^{-9}T^3) \]  

(35)

where the valid temperature range is \( 294 < T < 1273 \). The thermal strain is computed incrementally using the average coefficient of thermal expansion across the time step given the incremental temperature change [Idaho National Laboratory] [b].

\[ \varepsilon_{\text{th}}^{\text{curt}} = \varepsilon_{\text{th}}^{\text{pre}} + (T_{\text{curt}} - T_{\text{pre}}) \frac{\alpha_{\text{curt}} + \alpha_{\text{pre}}}{2} \]  

(36)

where the superscript \( \text{curt} \) and subscript \( \text{pre} \) represent the current time step and previous time step, respectively. The simulation’s reference temperature for no thermal expansion event must be set in BISON, with a temperature of 295 (K) employed in this study.

BISON utilizes the same volumetric swelling model as the monolithic SiC for composite SiC/SiC. Katoh model is one option that includes both temperature and neutron fluence effects [Idaho National Laboratory] [b]. The swelling strain is expressed as a differential equation of fast neutron fluence for this option [Idaho National Laboratory] [b], Stone et al. [2015]:

\[ \frac{dS}{d\gamma} = k(T)\gamma^{-1/3}\exp\left(\frac{-\gamma}{\gamma_{sc}(T)}\right) \]  

(37)

where \( S \) is the swelling strain, \( \gamma \) is the fast neutron fluence \( (\text{cm}^{-2}) \), \( k(T) \) is a temperature-dependent rate constant, and \( \gamma_{sc}(T) \) is a temperature-dependent characteristic fast neutron fluence. The following gives the two constants:

\[ k(T) = 6.0631 \times 10^{-8} T^2 - 1.5904 \times 10^{-4} T + 0.10612 \]  

(38)

and

\[ \gamma_{sc}(T) = 6.7221 \times 10^{-12} T^4 - 1.3095 \times 10^{-8} T^3 + 9.4807 \times 10^{-6} T^2 - 2.7651 \times 10^{-3} T + 0.51801 \]  

(39)

The Katoh model has an option for the number of steps in the incremental calculation of swelling in the low fluence region. In this study, it is set to 1000.

The summary of the built-in material models are listed in Table ...
| Material | Physical quantity                  | BISON Function name                                      | Reference                                      |
|----------|------------------------------------|----------------------------------------------------------|-----------------------------------------------|
| UO₂      | Thermal conductivity & heat capacity | HeatConductionMaterial¹                                | Idaho National Laboratory [b]                 |
|          | Elasticity tensor                   | UO2ElasticityTensor                                      | Idaho National Laboratory [b]                 |
|          | Stress                              | ComputeMultipleInelasticStress²                         | Idaho National Laboratory [b]                 |
|          | Creep                               | UO2CreepUpdate                                           | Allison et al. [1993]                         |
|          | Thermal expansion                   | UO2ThermalExpansionMATPROEigenstrain                    | Allison et al. [1993]                         |
|          | Volumetric swelling                 | UO2VolumetricSwellingEigenstrain                        | Allison et al. [1993], Rashid et al. [2004]  |
| SiC/SiC  | Thermal conductivity & heat capacity | HeatConductionMaterial¹                                | Idaho National Laboratory [b]                 |
|          | Elasticity tensor                   | ComputeIsotropicElasticityTensor³                        | Malvern [1969], Slaughter [2012]              |
|          | Stress                              | ComputeStrainIncrementBasedStress                       | Idaho National Laboratory [b]                 |
|          | Thermal expansion                   | CompositeSiCThermalExpansionEigenstrain                 | Koyanagi et al. [2011]                        |
|          | Volumetric Swelling                 | CompositeSiCVolumetricSwellingEigenstrain               | Mieloszyk [2015]                              |

¹ the setting of user-defined thermal conductivity in the BISON input file
² iteratively compute stress, internal parameters, and plastic strains
³ compute a constant isotropic elasticity tensor

### 3.3 Problem Setup

The model is composed of three regions: fuel, gap, and cladding. The overview of the system is shown in Figure 2, and the geometric parameters are listed in Table 5. The fuel pellet is UO₂, the gap is helium gas, and the cladding material is SiC/SiC. A heat transfer analysis of the system is performed. The parameters for the heat source and coolant channel are listed in Table 6. The simulation is performed using the Dirichlet boundary condition for the displacements, and two sets of pressure boundary conditions are applied: one from the coolant, which applies pressure to the exterior of the cladding, and another from the plenum pressure, which applies pressure to both the exterior and interior surfaces of the fuel and cladding interior [Idaho National Laboratory [c]].

![Figure 2: 3D geometry of a one-quarter fuel pin. A purple region represents a fuel pellet domain and a green region shows a cladding](image)

The rod power history is shown in Figure 3. The rod power is assumed to start rising and reach the maximum in 2.8 hours, and is kept for 3.2 years.
Table 5: Geometric parameters of fuel, gap, and cladding

| Domain   | Parameters | Values (mm) |
|----------|------------|-------------|
| (1) Fuel | radius     | 4.1         |
|          | height     | 26.2        |
| (2) Gap  | plenum     | 0.82        |
|          | radial     | 0.12        |
|          | axial      | 0.25        |
| (3) Cladding | inner radius | 4.22     |
|          | outer radius | 4.74      |
|          | radial thickness | 0.52   |
|          | axial thickness | 2.24     |
|          | height     | 29.3        |

Table 6: Input parameters for the problem: heat source and coolant

| Parameters                  | Values    | Units          |
|-----------------------------|-----------|----------------|
| Fission energy              | $3.20 \times 10^{-11}$ | J/fission      |
| Coolant inlet temperature  | 580       | K              |
| Coolant inlet pressure     | 15.5      | MPa            |
| Coolant mass flux           | 3800      | kg/m$^2$-sec   |
| Rod diameter                | $9.48 \times 10^{-3}$ | m            |
| Fuel pin pitch              | $1.26 \times 10^{-2}$ | m            |

Figure 3: Power history for the simulation. The peak value is $1.5 \times 10^4$ (W/m).
3.4 Input Variables

In this demonstration, the uncertain input variables were room temperature values of thermal conductivity and mass density of UO₂ and SiC/SiC. Since these values affect temperature, burnup, and fission gas functions, they must be updated at each calculation step. However, the purpose of this study is to introduce the implementation of the UQ method in BISON, input variables were set to static numbers.

All input variables are assumed to follow a Gaussian distribution with a 5% coefficient of variation, which is a standard deviation/mean. The values are listed in Table 7.

Table 7: List of input variables for fuels and SiC/SiC cladding

| Domain       | Input variables                                   | Mean (RSD %)       |
|--------------|---------------------------------------------------|--------------------|
| Fuel         | thermal conductivity (W/mK) Wu and Yin [2022]      | 2.8 (5)            |
|              | density (kg/m³) Wu and Yin [2022]                 | 10430.0 (5)        |
| Cladding     | thermal conductivity (W/mK) Kowbel et al. [2000]   | 75 (5)             |
|              | density (kg/m³) Kowbel et al. [2000]              | 2650.0 (5)         |

As it is mentioned in Sections 2.1 and 2.2, the sampling number should be greater than \(2(P + 1)\) to ensure accuracy. In this problem, there are 4 input variables \((n)\) and the polynomial order \((p)\) of 3. Hence, the required sample number can be computed:

\[
2(P + 1) = 2\frac{(p + n)!}{p!n!} = 2\frac{(3 + 4)!}{3!4!} = 70
\]

In order to ensure adequate over-sampling, 100 samples were generated for the UO₂ system using the Monte Carlo sampling method. The probability distribution functions (PDF) for UO₂ + SiC/SiC is shown in Figure 4.

Figure 5 illustrates a series of tasks in the PCE methodology. The first task is the preparation of input variables, already described in Section 3.4. The second task is to prepare input files for BISON. Since 100 sets of four input variable pairs are used in this study, a similar number of corresponding BISON input files are prepared. The third task is to feed the prepared input files to BISON and compile calculation results. The fourth task is to compute a multi-dimensional polynomial function from the random variables used in the input variable preparation (Section 2.1). Tasks 3 and 4 yield the system matrix, and solving it for polynomial coefficients is the final task 5. The mean and variance of the output values are calculated using the coefficients and polynomial functions by Eqs. 6 and 7.

4 Results and Discussion

3D axisymmetric BISON simulations were performed to compute the average burnup, maximum cladding surface temperature, maximum fuel centerline temperature, cladding inner, fuel pellet volume, and plenum pressure. Figures 6 represent the mean values and single standard deviation confidence intervals obtained with the PCM. The individual contribution of input variables on the system response is quantified and expressed using the first order Sobol’s sensitivity indices as shown in Figure 7.

Figure 6(a) shows that the burnup and its uncertainty increase slowly up to \(10^6\) seconds, after which it increases rapidly with time additional. The Sobol indices indicate the fuel density affects the burnup in Figure 7(a). It reflects that the fission rate is a function of uranium density.

The cladding surface and fuel centerline temperatures are shown in Figure 6(b) and Figure 6(c). They appear to follow the power history. Both temperatures increase and reach equilibrium conditions at 2.8 hours. The mean value and standard deviation of cladding surface temperature converged (RSD < 0.0%). In contrast, the fuel centerline shows significant fluctuations (RSD ~ 1.2%). Also, it is confirmed that the maximum cladding surface and fuel centerline temperatures do not exceed their melting point, UO₂ : 3138 K and SiC : 3003 K. This remains true when the input uncertainties are taken into account. The effects of input variables on the cladding surface and fuel centerline are shown in Figure 7(b) and Figure 7(c). Figure 7(b) reveals that the cladding surface temperature is affected by the fuel thermal conductivity, fuel density, and cladding thermal conductivity, respectively. In contrast, the dominant contributor to the fuel centerline temperature is only the thermal conductivity of the fuel pellet.
Figure 4: Probability distributions of input variables generated with the Monte Carlo sampling for UO$_2$ + SiC/SiC setup.

The volume changes of cladding inner region and fuel pellet are shown in Figure 6 (d) and Figure 6 (e). These two output values correlate with each other. The fuel volumetric swelling represented in Figure 6 (e) is a competitive process between densification and solid and gaseous fission product swellings. When the reactor starts, densification is the dominant process in the fuel pellet until $10^4$ seconds ($\sim 2.8$ hours). This period matches the power history, from zero power to the maximum power of $1.5 \times 10^4$ (W/m). During the period between $10^4$ and $\sim 10^6$ seconds, a plateau region appears. It can be understood as the three competing processes reaching equilibrium due to the stabilization of burnup and temperature. The fission product swellings are dominant until $\sim 10^7$ seconds. After $10^7$ seconds, densification becomes the dominant process again. As shown in Figure 6 (d), the impact of uncertain input variables on the cladding inner volume is not critical. However, Figure 7 (d) shows that cladding inner volume is sensitive to the cladding thermal conductivity. For the fuel volume change, the first contributor is the fuel thermal conductivity, and the second is fuel density, as shown in Figure 7 (e).

Figure 6 (f) shows the plenum pressure. The negative correlation between the plenum pressure and the fuel volume is apparent. As fuel volume decreases, plenum pressure rises. Conversely, as fuel volume rises, plenum pressure falls. The phenomena are particularly noticeable up to $10^4$ seconds and around $10^7$ seconds. As it is shown in Figure 7 (f), the plenum pressure is sensitive to the fuel density and thermal conductivity. This result matches that of fuel density as shown in Figure 7 (e).

Only uncertainties of the input variables were taken into account in this work. In other words, the confidence intervals (standard deviations) depicted in Figure 6 were likely underestimated since the code’s inherent uncertainty was not taken into consideration. Notably, one must carefully consider the applicability of BISON’s material modeling. Most built-in
material models are prepared using empirical correlations, and their uncertainties are not utilized in the simulations. The model’s validity is guaranteed in the case of established nuclear materials such as UO$_2$, for which experimental data have been accumulated sufficiently. However, in simulations using innovative nuclear fuels and cladding materials, the validity and uncertainty of the empirical models will have a significant impact on the calculation results. Future research needs to quantify the impact on the final system outputs, assuming uncertainty in the input variables and the model.

5 Conclusion

DTs integrated with ML/AI models can help NRC and DOE to make risk-informed decision-making for the Accelerated Fuel Qualification process for the ATF. Among other components, uncertainty quantification and sensitivity analysis are two important segments of DT-enabling technologies to ensure trustworthiness. In this paper, uncertainty quantification and sensitivity analysis using polynomial chaos expansion was performed on the nuclear fuel performance code BISON. As uncertain input variables, material densities and thermal conductivities for UO$_2$ fuel and SiC/SiC cladding were employed. The impact of the input uncertainties on the burnup, cladding surface temperature, fuel centerline temperature, cladding inner volume, fuel volume, and plenum pressure was analyzed. It was demonstrated that the system output could be expressed in terms of mean and standard deviation even when uncertainties in the input variables are considered. The sensitivity analysis concluded that the material density and thermal conductivity of SiC/SiC cladding have little contribution to the output parameters except for the cladding’s inner volume. It can be concluded that the methods presented in this study can provide more reliable calculation results to ensure the potential of BISON as a prediction tool in a DT for nuclear systems.
Future work will focus on implementing prediction algorithms for BISON to tackle the ATF challenges of data unavailability, lack of data, missing data, and data inconsistencies. In addition, Explainable AI (XAI)-Infused Trustworthy DT framework and development of update module by Solving the “Inverse Problem” for synchronizing the physical and DT leveraging BISON code will be performed.
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