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Abstract—We present a discrete-time algorithm for nonuniform sampling rate conversion that presents low computational complexity and memory requirements. It generalizes arbitrary sampling rate conversion by accommodating time-varying conversion ratios, i.e., it can efficiently adapt to instantaneous changes of the input and output sampling rates. This approach is based on appropriately factorizing the time-varying discrete-time filter used for the conversion. Common filters that satisfy this factorization property are those where the underlying continuous-time filter consists of linear combinations of exponentials, e.g., those described by linear constant-coefficient differential equations. This factorization separates the computation into two parts: one consisting of a factor solely depending on the output sampling instants and the other consists of a summation—that can be computed recursively—whose terms depend solely on the input sampling instants and its number of terms is given by a relationship between input and output sampling instants. Thus, nonuniform sampling rates can be accommodated by updating the factors involved and adjusting the number of terms added. When the impulse response consists of exponentials, computing the factors can be done recursively in an efficient manner.

Index Terms—Nonuniform sampling, arbitrary sampling rate conversion, asynchronous sampling rate conversion, recursive computation, sampling and interpolation.

I. INTRODUCTION

The interconnection of different digital discrete-time systems operating at different rates makes sampling rate conversion a fundamental operation in most modern signal processing chains. This operation can be seen as resampling after reconstruction and, in principle, it is possible to perform it in the continuous- or discrete-time domains [1], [2]. However, in many practical applications, it is convenient that this conversion is carried out entirely in the discrete-time domain. One example is within the context of audio signal processing where most of the processing and interfacing between digital data streams is performed in discrete time. Thus, on the one hand, it makes the interconnection simpler and more flexible and, on the other hand, avoids the distortion caused by the D/A and A/D converters.

From a practical point of view, sampling rate conversion in the discrete-time domain has been further classified into synchronous and asynchronous [3], [4]. These definitions are inspired by the clock configuration setting the rates of the system. In synchronous sampling rate conversion, it is assumed that there exists a single master clock where the different rates of the system are related to by a fixed factor. This factor is generally considered to be a rational number. The asynchronous counterpart assumes several separate clocks operating at different rates. This situation gives rise to sampling rates related by an arbitrary factor that can also change over time.

From a conceptual point of view, sampling rate conversion techniques commonly tackle the problem from two sides. First, if the sampling rates are related by a constant rational factor, there exist efficient algorithms that take advantage of this relationship within the context of filter banks [5], [6]. The conversion in this case consists of upsampling followed by downsampling both by integer factors [1]. When both of these factors become large, the computational requirements become very demanding. This situation often arises when the values of input and output sampling rates are relatively close, e.g., from 44.1 kHz to 48 kHz or for two systems with the same nominal rate presenting a small deviation between them.

In the second approach, the sampling rates are considered arbitrary, i.e., they are not assumed to have a particular relationship between them and are allowed to vary with time. Note that this potential fluctuation of the conversion ratio implies that both the input and output samples can correspond to nonuniform samples of the underlying continuous-time signal. We refer to this as nonuniform sampling rate conversion.

There are many applications that can generate nonuniform samples. For example, multichannel data acquisition [7], data loss in communication networks [8], synchronization errors in interleaved A/D converters [9], and deliberate nonuniform sampling for data compression [10]. Nonuniform sampling rate conversion becomes particularly relevant whenever nonuniformly or uniformly sampled data, typically coming from different sources, have to lock to a common master clock, e.g., digital audio [11], satellite communications [12], or synchronous networks [13]. It can additionally be found in particle accelerators [14].

Arbitrary sampling rate conversion entirely in the digital domain is commonly addressed by means of a time-varying discrete-time filter. This approach can be shown to be equivalent to resampling after reconstruction, i.e., reconstructing the sequence of samples as a continuous-time signal and then sampling again at a different rate. The challenge lies in efficiently updating the filter coefficients at each time step and performing the corresponding filtering operation. A common strategy in the literature is based on either storing a large number of samples and performing simple interpolation—e.g., first-order or cubic interpolation—or storing fewer samples at the expense of more sophisticated interpolation techniques.
In this approach, there is a tradeoff between computational complexity and memory requirements.

In [19], it is shown, for the case of proper rational transfer functions, a recursive computation of coefficients leading to low computational complexity and memory requirements. However, it still focuses on constant uniform input and output sampling rates. In [20], [21], a technique is presented that can adapt to continuous changes in the conversion ratio. However, the tradeoff between computational complexity and memory requirements still stands similar to the approaches already mentioned. These algorithmic limitations still persist in specific hardware implementations. However, they can be somewhat alleviated, up to a certain degree, when exploiting a specific hardware design [3]. In particular, Farrow-based structures are becoming common in asynchronous or arbitrary sampling rate conversion [14], [22].

In the literature detailed above, the approaches presented are, in general, focused on input and output sequences coming from a uniform sampling process—in some cases, allowing for slow changes in the conversion ratio. However, in this paper, we present a technique that accommodates the processing of sequences at nonuniform input and output rates which is also computationally efficient, i.e., low complexity and memory requirements. In other words, it can adapt to instantaneous changes of the sampling conversion ratio. This approach is based on the factorization properties of the underlying continuous-time filter. This is particularly advantageous when this filter consists of linear combinations of exponentials which is precisely the case of proper rational transfer functions. We show how the filtering can be arranged so that the computation of coefficients can be done recursively.

In the next section, we introduce nonuniform sampling rate conversion as filtering of nonuniform time samples. We show how this framework generalizes arbitrary sampling rate conversion. For conceptual purposes, we view this process as resampling after reconstruction which can be equivalently achieved in discrete-time by a time-varying filter. In Section III, we show that some causal impulse responses, which can be factorized in a particular manner, may be amenable to efficient computation. In particular, we focus on impulse responses consisting of linear combinations of exponentials, e.g., those having rational transfer functions. Section IV analyzes the algorithm for first-order systems and Section V extends it to repeated poles on the real axis. In Section VI we consider systems with distinct poles in complex conjugate pairs. We conclude the paper by illustrating the algorithm with an example.

For ease of notation, we refer to \( x[n] \), \( n \in \mathbb{Z} \), as discrete-time signals or sequences of samples whose values can arrive at uniform or nonuniform instants of time. If samples arrive at arbitrary instants of time, we refer to the corresponding signals as nonuniform sequences and we assume that they may have originated from a nonuniform sampling process. Similarly, we use the term uniform sequences if the sample values arrive at equally-spaced instants of time. We also assume that these may have originated from a uniform sampling process.

### II. Nonuniform Sampling Rate Conversion

Sampling rate conversion can be better understood by considering the reconstruction of the discrete-time signals involved in the process. In particular, we can associate a continuous-time signal \( x(t) \) to a given discrete-time sequence by assuming that \( x(t) \) is constructed from a sequence of samples. In particular, consider \( x[n] := x(t_n) \) where \( t_n := nT_x \epsilon_{x,n} \) for some \( T_x > 0, \epsilon_{x,n} \in \mathbb{R} \), and \( n \in \mathbb{Z} \). If \( \tau_0 \neq 0 \) is required, it can be defined differently; however, we will maintain this definition for notational convenience. We can then write

\[
x(t) = \sum_{n \in \mathbb{Z}} x[n] h_r(t - t_n).
\]  

for some finite-energy \( h_r \). Typically, classical nonuniform sampling reconstruction series may not take the form of a linear combination of time shifts of \( h_r \) [23]. Thus, in practice, the reconstruction in (1) can be approximated by a sinc-like interpolation [24]. If we now want to resample this continuous-time signal \( x(t) \) at time instants \( t_m := mT_y \epsilon_{y,m} \) for some \( T_y > 0, \epsilon_{y,m} \in \mathbb{R}, m \in \mathbb{Z} \), it may be desirable to perform some processing before—e.g. in order to avoid aliasing—and sample the signal \( y(t) := (x \ast h_p)(t) \) instead. Then, nonuniform sampling rate conversion consists of taking \( x[n] \) and generating \( y[m] := y(t_m) \) for \( n, m \in \mathbb{Z} \). In principle, this process can be carried out in the continuous-time domain by considering it as resampling after reconstruction of \( x(t) \) from the nonuniform samples \( x[n] \). Note that if \( h_p(t) \) is an ideal lowpass filter whose cutoff frequency is at the Nyquist frequency with respect to \( x(t) \), the system outputs the nonuniform samples \( \{x(t_m)\}_{m \in \mathbb{Z}} \). This process is illustrated in Fig. 1. We assume that both the input and output sampling instants form a strictly increasing sequence. This is guaranteed if

\[
\epsilon_{y,l+1} \geq \epsilon_{y,l} + \frac{1}{l+1}
\]

for all \( l \in \mathbb{Z} \).

\[
\begin{align*}
x[n] & \rightarrow D/C \rightarrow h_p(t) \rightarrow C/D \rightarrow y[m]
\end{align*}
\]

Fig. 1. Nonuniform sampling rate conversion viewed as reconstruction and resampling in the continuous-time domain.

The continuous-to-discrete block, denoted by C/D, takes a continuous-time signal \( y(t) \) and outputs its samples \( \{y(t_m)\}_{m \in \mathbb{Z}} \). The operation of the discrete-to-continuous (D/C) block can be further split into two parts. Fig. 2 shows its two components. The first block converts the sequence to an impulse train, i.e., it outputs the continuous-time signal \( \sum x[n] \delta(t - t_n) \). The resulting signal is then passed through a reconstruction filter \( h_r(t) \). We could combine the reconstruction filter and the filter for additional processing \( h_p(\cdot) \) into a single filter \( h(t) := (h_r \ast h_p)(t) \). Then, the signal that is
resampled after reconstruction, i.e., \( y(t) = \sum x[n] h(t - \tau_n) \),
generates the samples
\[
y[m] = \sum_{n \in \mathbb{Z}} y[n] h(t_m - \tau_n).
\]

From (3), it can be seen that the entire conversion process can be carried out in the discrete-time domain by considering \( h[n, m] := h(t_m - \tau_n) \) as a time-variant discrete-time system (see Fig. 3). Since the sampling process can be nonuniform, sampling sequences and cutoff frequencies can be framed under the concept of the Landau rate \([25]\).

\[
x[n] \rightarrow h[n, m] \rightarrow y[m]
\]

Fig. 3. Time-varying discrete-time system for nonuniform sampling rate conversion.

Note that the coefficients \( h[n, m] \) correspond to nonuniform samples of \( h(\cdot) \). In the next sections, we show how the computation of these samples can be done efficiently with low memory and computational requirements when \( h(\cdot) \) consists of a linear combination of exponentials.

### A. Uniform Sampling Rate Conversion

Uniform sampling rate conversion can be seen as a particular case of the nonuniform case, i.e., \( \epsilon_{x,n} = \epsilon_{y,m} = 1 \) for all \( n, m \in \mathbb{Z} \). In this setting, the reconstruction filter can be considered an ideal filter performing bandlimited interpolation given by \( h_r(t) = \text{sinc}(t/T_x) \). Then, \( h_p(t) \) can be taken as an antialiasing filter appropriately chosen according to the new sampling rate. Therefore, it is common in practice to choose the filter \( h(t) = (h_r * h_p)(t) \) as a causal filter approximating an ideal one with cutoff frequency \( \min\{\pi/T_x, \pi/T_y\} \) rad/s.

The uniform samples of the signal \( y(t) \) can then be written as
\[
y[m] = \sum_{n \in \mathbb{Z}} x[n] h(mT_y - nT_x)
\]
for \( m \in \mathbb{Z} \) where \( x[n] \) is the uniform input sequence. The conversion process can also be carried out in the continuous-time domain. Equivalently, it can be performed in the discrete-time domain by considering the time-varying filter \( h[n, m] = h(mT_y - nT_x) \). The discrete-time approach is, in general, preferable since nonidealities such as the distortion introduced by the D/A converter and the quantization effects of the A/D converter are significant drawbacks \([2]\) Chapter 11.

One of the advantages of the resampling after reconstruction approach in the continuous-time domain is that it does not make any assumption whatsoever of the relationship between the two sampling rates, i.e., the framework is valid for any two arbitrary sampling rates.

Similarly to the nonuniform case, each output sample requires knowledge of the samples of the impulse response \( \{h(nT_y - nT_x)\}_{n \in \mathbb{Z}} \). This set of samples is, in principle, different for each output sample and for changes in \( T_x \) or \( T_y \) when considering nonuniform rates. This requirement for generating a new set of samples for each output sample emphasizes why many earlier approaches have traded off memory for computation and vice versa. In this paper, we show how our approach can compute efficiently, in a recursive manner, and with low memory requirements, this new set of samples. This is valid for any input and output sample rate and for instantaneous changes in the sampling rates.

### III. Filtering of Nonuniform Time Samples

The key aspect exploited throughout this paper for efficient nonuniform sampling rate conversion is based on a useful decomposition of the impulse response \( h(\cdot) \). In particular, our approach is focused on filters that can be separated as follows
\[
h(t - \tau) = h_1(t)h_2(\tau)u(t - \tau)
\]
where \( u(\cdot) \) is defined as \( u(t) = 0 \) for \( t < 0 \) and \( u(t) = 1 \) for \( t \geq 0 \). Note that rational discrete-time filters, commonly used in practice, satisfy this separation property, e.g., lowpass Butterworth, Chebyshev, or elliptic filters \([1]\) Chapter 7. This separation property, satisfied by the impulse response, allows us to express the output signal as
\[
y[m] = h_1(t_m) \sum_{n \geq 0} x[n] h_2(\tau_n) u(t_m - \tau_n).
\]
where we assume that the input sample values are zero for negative time indexes, i.e., \( x[n] = 0 \) for \( n < 0 \). Note that the summation is finite since \( u(t_m - \tau_n) \neq 0 \) only for \( t_m \geq \tau_n \). Equivalently, let us denote
\[
\lambda_{m,n} := \left[ \frac{mT_y \epsilon_{y,m}}{T_x \epsilon_{x,n}} \right]
\]
where \( [\cdot] \) denotes the floor function. Thus, the summation consists of the values of \( n \) such that \( 0 \leq n \leq \lambda_{m,n} \). It is clear that there always exists some integer value \( \lambda_{m,n} \) such that
\[
\{n \in \mathbb{Z} : 0 \leq n \leq \lambda_{m,n}\} = \{n \in \mathbb{Z} : n = 0, \ldots, \lambda_m\}
\]
Then, we can now write
\[
y[m] = h_1(t_m) \sum_{n=0}^{\lambda_m} x[n] h_2(\tau_n).
\]

The complexity of this expression reduces to computing the values at the corresponding nonuniform instants of both factors of \( h(\cdot) \). This factorization allows us to separate the output
sampling instants into the factor \(h_1(t_{\alpha})\) and a second factor consisting of a summation. The terms of the latter depend solely on the input sampling instants and the number of these terms is given by a relationship between input and output sampling instants. We will show later how this calculation can be done recursively with the added complexity of an exponentiation whenever the corresponding \(e_{-\alpha}\) are not constant.

A. Continuous-Time Filters Described by Differential Equations

An example of a class of filters that we will be focusing on throughout this paper are those described by linear-constant coefficient differential equations. The particular structure of the resulting impulse response, which can take the form of a linear combination of exponentials, is amenable to recursively computing the filter coefficients and adapting to instantaneous changes in the input and output sampling rates. The general form for an \(N\)-th order equation is given by

\[
\sum_{k=0}^{N} a_k y^{(k)}(t) = \sum_{l=0}^{M} b_l x^{(l)}(t). \tag{10}
\]

Under certain assumptions, this equation can be interpreted as describing a system with input \(x(t)\) and output \(y(t)\). In particular, assuming initial rest—i.e. if \(x(t) = 0\) for \(t \leq t_o\), then \(y(t) = 0\) for \(t \leq t_o\)—the input-output relationship corresponds to a causal LTI system [28, Chapter 3]. Continuous-time linear filters are usually described in this manner and analyzed in the Laplace transform domain. In particular, they yield rational functions. Due to the linearity property of the convolution, the output of such a system is the sum of the transfer functions of the form

\[
Laplace \text{ transform domain. In particular, they yield rational filters are usually described in this manner and analyzed in the }
\]

**Correlation:**

If we first assume that \(\epsilon_{s,n} = \epsilon_{y,m} = 1\), it is straightforward to see how the factor \((e^{\alpha x T_s})^n = (e^{\alpha x T_s})^{m-1} e^{\alpha x T_y}\) can be recursively computed for each output sample from the value in the previous time step. The same applies to the coefficients \((e^{\alpha x T_s})^n\). However, one of the key benefits of designing a sampling rate converter in this way is the ability to accommodate nonuniform input and output sampling instants—equivalently, to adapt to instantaneous changes in the sampling rates—with low computational requirements. These changes require computation of the factors \((e^{\alpha x T_s} e^{\epsilon_{y,m}})^n\) and \((e^{-\alpha x T_s} e^{\epsilon_{y,n}})^n\) as well as updating the number of terms in the summation.

The update of coefficients in both cases is carried out in the same manner. Consider the coefficients corresponding to the output sampling instants indexed by \(m - 1\) and \(m\). Assume we keep in memory at this point the value \((e^{\alpha x T_y})^{m-1}\) and \(e^{\alpha x T_y}\). Thus, in order to compute \((e^{\alpha x T_y} e^{\epsilon_{y,m}})^n\), we can write the following:

\[
(e^{\alpha x T_y} e^{\epsilon_{y,m}})^n = (e^{\alpha x T_y} e^{\alpha x T_y (m-1)})^{y,m} = \left(\alpha x T_y e^{\alpha x T_y (m-1)}\right)^{y,m}. \tag{14}
\]

This calculation firstly requires the computation of \((e^{\alpha x T_y})^m\) which can be done recursively followed by the operation of raising this value to the power of \(\epsilon_{y,m}\). The same applies to the coefficients \((e^{\alpha x T_s} e^{\epsilon_{x,n}})^n\). The added computational complexity, apart from the recursion, is then limited to performing this exponentiation. Alternatively, if the nonuniform time instants are given by \(T + \epsilon\), it is possible to compute, in addition to \((e^{\alpha x T_y})^m\), the value \(e^{\alpha x T_y \cdot m}\). This may be, in principle, less computationally efficient as \(m\) grows larger. In this case, the computation could be reduced by using the principle of addition-chain exponentiation [29, Chapter 4]. In Sections [IV] and [VI] we show in detail for the different cases how the summation in (13) can be computed recursively.

C. Input and Output Rate Ratio: Computational Complexity

The approach presented in this paper can accommodate nonuniform input and output sampling rates. However, there are certain nonuniform input and output sampling instants that are particularly amenable to efficient computation. In order to see this, note first that the summation in (1) can be computed recursively: we can use the result of the summation used to compute \(y[m-1]\) for the output sample \(y[m]\). For each \(m\), there exists some \(n_m\) such that \(n_m \leq \lambda_{m,n_m}\) and \(1 + n_m > \lambda_{m,1+n_m}\). Thus, the additional number of terms in the summation for each output sample \(m\) is given by

\[
M_m := \lambda_{m,n_m} - \lambda_{m-1,n_{m-1}}. \tag{15}
\]

In order to illustrate this recursion, consider the function \(h(t - \tau)\). We can interpret \(\{1\}\) as a linear combination of its sampled versions along both time axes (corresponding to the input or output time variables). Fig. [4] depicts this function for the system in (13) with \(\alpha_k < 0\). It shows that, for each \(m\), we have samples of the function \(h(t_m - \tau)\) at instants \(\{\tau_n\}_{\tau_n \leq t_m}\). However, due to the separation property, we can arrange the computation as in [9]. Thus, the summation performed to obtain \(y[m - 1]\) can be reused by adding the
the fact that the exponentiation is performed solely for the
or for subsequent nonuniform reconstruction [30]–[32].

samples can be used for further processing as discussed here
erating at uniform nominal rates. Then, the output rate can
two interconnected digital systems with different clocks op-
uniform input rate and nonuniform output rate. In practice,
reduces the number of terms in the summation significantly.

![Graph of h(t) and h(t-τ)](image)

Fig. 4. Interpretation of a nonuniform sampling rate converter by considering
samples of h(t−τ) along both time axes, i.e., {h(tm−τn)}, where h(t) = e−αtu(t).

We can illustrate this more formally by taking as an ex-
ample uniform input and output sampling rates. Let us first
decompose the conversion ratio as follows

\[
\frac{T_y}{T_x} = l + r
\]

(16)

where \(l\) is a nonnegative integer and \(0 \leq r < 1\). Then, the
additional number of terms in the summation reduces to

\[
M_m = \lambda_m - \lambda_{m-1} = l + \lfloor mr \rfloor - (m-1)\lfloor r \rfloor = l + \Delta_m
\]

(17)

where \(\Delta_m \in \{0,1\}\). Note that if \(T_y < T_x\), then \(l = 0\)
and depending on the index \(m\), \(\Delta_m\) determines if there is
an additional term in the summation or not. In other words, if
the output rate is faster than the input rate, it is only needed to
compute at most one term in the summation. Similarly, when
both sampling rates are close, we may also have \(l = 1\). This
reduces the number of terms in the summation significantly.

A particular case involving nonuniform samples that may
be specially amenable to efficient computation corresponds to
uniform input rate and nonuniform output rate. In practice,
this situation can arise when there exists some drift in any
two interconnected digital systems with different clocks op-
rating at uniform nominal rates. Then, the output rate can
be nonuniform relative to the input rate. In other words, the
conversion ratio varies with time as a result of this drift.
These samples can be used for further processing as discussed here
or for subsequent nonuniform reconstruction [30]–[32].

In this scenario, the computational efficiency comes from
the fact that the exponentiation is performed solely for the
factor \(h_1(t_m)\). We may have more coefficients to update
in the summation, which are determined by \([mT_y\epsilon_{y,m}/T_x]\),
that would only require multiplications without the need of
exponentiations. In the next sections, we will illustrate in detail
how this computation can be arranged and show how these
properties apply to different systems.

IV. FIRST-ORDER SYSTEMS:
SINGLE POLE ON THE REAL AXIS

For ease of notation, we denote the nonuniform input
sampling instants by \(nT_x\) instead of \(nT_x\epsilon_{x,n}\) and similarly for
the output sampling instants. The reader can still assume that
\(T_x\) can vary from sample to sample as presented in previous
sections. We will also adhere to this notation in Sections [VI]
and [V]

Let us first consider a first-order system with the impulse
response

\[ h(t) = e^{-\alpha t}u(t) \]

(18)

with \(\alpha > 0\) and Laplace transform \(H(s) = 1/(s + \alpha)\) for
\(\text{Re}(s) > -\alpha\). Then, the time-varying discrete-time system
takes the form

\[
y[m] = \sum_{n=0}^{\lambda_m} x[n]h(mT_y - nT_x)
\]

(19)

The constants \(c_y\) and \(c_x\) depend solely on the respective
sampling periods \(T_y\) and \(T_x\). Moreover, the computation in (19)
can be performed recursively

\[
g[m+1] = g[m] + q[m+1]
\]

(20)

where the function \(q[m+1]\) takes the form

\[
q[m+1] = \begin{cases} 
0 & \lambda_m < [(m+1)T_y/T_x] - 1 \\
\sum_{n=\lambda_m+1}^{[(m+1)T_y/T_x]} x[n]c_y^n & \lambda_m \geq [(m+1)T_y/T_x] - 1.
\end{cases}
\]

(21)

There are two important distinctions to be made. First, if
\(T_y < T_x\), i.e., the rate of output samples is higher than the rate
of input samples, there will often be cases where \(q[m+1] = 0\).
If \(q[m+1] \neq 0\), it will only consist of, at most, the term
\(q[m+1] = x[\lambda_m + 1]c_y^{\lambda_m+1}\). Second, if the rate of output
samples is slower than the input rate, then there will always
be at least one term in the summation to compute \(q[m+1]\) as shown in (17).

A. Computation Ordering

The output samples are given by \(y[m] = c_y^{m}g[m]\) where,
clearly, the factor \(c_y^{m}\) can be recursively computed by means
of one multiplication for each output sample rate and the
corresponding exponentiation for nonuniform output sampling instants. The intermediate sample values \( g[m] \) can also be computed in a recursive manner as \( g[m] = g[m-1] + q[m] \) where \( q[m] \) is given by (21). Note again that the coefficients \( c_y^m \) needed to generate \( q[m] \) can be recursively computed and the number of coefficients needed for each output time step \( M_m \) depends on the sample instants and the ratio \( T_y/T_x \). Similarly, the coefficients \( c_y^m \) needed to compute \( q[m] \) can be obtained recursively with the corresponding exponentiations for nonuniform input sampling instants.

We can denote the input-output relationship in (20) by \( c_x[n,m] \). Note again that if \( T_y < T_x \) there will be instants at which \( q[m] = 0 \) or, in other words \( g[m] = g[m-1] \), thus no computations whatsoever are made to compute \( g[m] \).

If we consider uniform input and output sequences, we can compute \( g[m] \) recursively using \( q[n] \) as the input to a linear time-invariant system with \( z \)-transform \( V(z) = 1/(1 - z^{-1}) \) (see Fig. 5). The output in this case is computed by at most one addition whenever \( q[m] \neq 0 \). Alternatively, the computation can also be rearranged in the way shown at the bottom of Fig. 5 i.e.,

\[
y[m] = c_y^n(g[m-1] + q[m]) \\
= c_x c_y^{m-1} g[m-1] + c_y^m q[m] \\
= c_y g[m-1] + c_y^m q[m].
\]

Thus, for an input \( c_y^n q[m] \), we can express \( y[m] \) as the output of a linear time-invariant system \( v_y[m] \) with \( z \)-transform \( V_y(z) = 1/(1 - cy z^{-1}) \). However, the ordering of operations represented by the top block diagram in Fig. 5 is more convenient whenever we have instantaneous changes in the sampling rates since the parameters of \( v[m] \) are independent of changes in \( T_y \).

In this case, the output \( y[m] \) is given by

\[
y[m] = \sum_{n=0}^{\lambda_m} x[n] \sum_{k=1}^{K} a_k e^{-\alpha_k m T_y} e^{+\alpha_k n T_x} \\
= \sum_{k=1}^{K} \sum_{n=0}^{\lambda_m} a_k (e^{-\alpha_k T_y})^m x[n] (e^{+\alpha_k T_x})^n \\
= \sum_{k=1}^{K} \sum_{n=0}^{\lambda_m} a_k e^{m (T_y e^{+\alpha_k T_x} - 1)} x[n] c_x^n = \sum_{k=1}^{K} a_k e^{m (T_y e^{+\alpha_k T_x} - 1)} x[n] c_x^n.
\]

The same computational principles shown before extend to this case. Again, if the input and output sequences are nonuniform, we would have to take into account the corresponding exponentiation required to update the respective coefficients.

Fig. 6 shows the parallel structure of a nonuniform sampling rate converter when the underlying continuous-time filter is given by (22).

C. Computational Complexity

In order to provide an idea of the computational demands of this algorithm, we can consider the number of additions and multiplications, the complexity of the exponentiation step, and the memory requirements. We will focus on the operations needed to generate just one output sample.

Considering a single first-order system and uniform sequences, we first have to keep in memory \( a, c_y, c_y^{m-1}, c_x, c_x^{m-1} \), and \( g[m-1] \). In order to compute \( g[m] \) we need \( 1_{M_m \geq 1}(M_m) \) additions—since there are \( M_m = l + \Delta_m \) terms in the residual summation and \( v[m] \) only requires one addition—and \( 2M_m = 2(l + \Delta_m) \) multiplications. Then, we need no multiplication to update the factor \( c_y^{m} \) and two multiplications to obtain \( y[m] = ac_y^m g[m] \). Note that we have separated the factor \( a \) from \( c_y \) since, in the case of nonuniform output rates, this leads to a more efficient exponentiation as shown in (14). This gives us a total of \( 2(M_m + 1) + 1 \) multiplications per output sample.

If the output rate is uniform, the corresponding constant \( a \) does not add any operation to obtain \( ac_y^m \) since we can assume the values \( a c_y^{m-1} \) and \( c_y \) are kept in memory.

If we have nonuniform input or output sequences, the added complexity relies on performing the corresponding exponentiations whenever the sampling instants do not fall into a uniform series.

B. Generalized Structure

We can generalize the system of the previous section by considering an impulse response formed by \( K \) first-order systems. These can be arranged in a parallel fashion. In particular, we have that

\[
h(t) = u(t) \sum_{k=1}^{K} a_k e^{-\alpha_k t}
\]

for \( \alpha_k > 0 \) and \( a_k \in \mathbb{R} \).
grid. In particular, let us denote the number of exponentiations corresponding to the coefficients \( \{ c_k^m \} \) as

\[
E_m := \sum_{n=\lambda_m-1+1}^{\lambda_m} 1_{\epsilon_{x,n} \neq 1}(\epsilon_{x,n})
\]

which, obviously, satisfies \( E_m \leq M_m \). We may also have to perform one exponentiation for \((e^{\alpha_k T}c_{y,m})^n\) as shown in (14), and \( E_m \) exponentiations for coefficients of the form \((e^{\alpha_k T}c_{x,n})^n\). This amounts to \( E_m + 1_{\epsilon_{y,m} \neq 1}(\epsilon_{y,m}) \) real exponentiations per output sample.

V. SECOND-ORDER SYSTEMS: POLES IN COMPLEX CONJUGATE PAIRS

The same principle of separation of variables is satisfied by an impulse response that takes the following form

\[
h(t) = e^{-\alpha t}e^{j\omega t}u(t)
\]

where \( \alpha > 0 \) and \( \omega_0 \in \mathbb{R} \). The operations can be rearranged as in (19)

\[
y[m] = \sum_{n=0}^{\lambda_m} x[n]e^{-\alpha (mT_y-nT_x)}e^{j\omega_0(mT_y-nT_x)}
= (e^{-\alpha T_y+j\omega_0 T_x})^m \sum_{n=0}^{\lambda_m} x[n](e^{\alpha T_x-j\omega_0 T_x})^n
= \hat{c}_y^m \sum_{n=0}^{\lambda_m} x[n]\hat{c}_x^n = \hat{c}_y^m \hat{g}[m]
\]

where the constants \( \hat{c}_y \) and \( \hat{c}_x \) can be precomputed or updated if there are changes in the sampling rates. Again, this is similar to the description of first-order systems.

We are interested in the case of real second-order systems that are causal and stable. These systems have an impulse response that can be expressed as

\[
h(t) = ae^{-\alpha t} \sin(\omega t + \phi)u(t)
\]

for \( a, \omega \) and \( \phi \in \mathbb{R} \) and \( \alpha > 0 \). In this case, the associated computation to obtain the output samples \( y[m] \) can be carried out by rearranging the operations in a manner similar to the preceding, namely

\[
y[m] = \frac{a}{2j} \sum_{n=0}^{\lambda_m} x[n](e^{\alpha T_x-j\omega T_x})^n
= \frac{1}{2j} \hat{c}_y^m \sum_{n=0}^{\lambda_m} x[n]\hat{c}_x^n - \frac{1}{2j} \hat{c}_x^m \sum_{n=0}^{\lambda_m} x[n]\hat{c}_y^n
= \text{Im}(a e^{j\phi} \hat{c}_y^m \hat{g}[m])
\]

where \( \hat{c}_y = e^{-j\omega T_y} \), \( \hat{c}_x = e^{j\omega T_x} \), and \( \hat{c}_y = c_y \hat{c}_y \). Fig. 7 shows a block-diagram representation of a nonuniform sampling rate converter when \( h(t) \) is a real second-order system. The operations involved are very similar to the first-order case (see Fig. 5) with the added number of real multiplications—now the coefficients are complex numbers—and the computationally inexpensive operation of keeping solely the imaginary part to generate the appropriate output sample.

![Block-diagram representation of a nonuniform sampling rate converter](image)

Fig. 7. Block-diagram representation of a nonuniform sampling rate converter where the underlying continuous-time second-order system takes the form in (27). The last block takes the imaginary part of the complex input sample.

If we have a sum of second-order systems, such as \( h(t) = u(t) \sum_{k=1}^{K} a_k e^{-\alpha k t} \sin(\omega_k t + \phi_k) \), the generalized structure is constructed similarly to the case of first-order systems.

A. Computational Complexity

We have to keep in memory the complex values \( ae^{+j\phi}, \hat{c}_y, \hat{c}_y^{m-1}, \hat{c}_x, \hat{c}_x^{m-1}, \text{and} \hat{g}[m-1] \). Evidently, we assume that the input \( x[n] \) is a real signal. The factor \( \hat{c}_y^m \) can be computed recursively with four real multiplications and two additions. Similarly to the situation of first-order systems, we factorize \( ae^{+j\phi} \) as in (14) to perform the exponentiation more efficiently. The term \( \hat{g}[m] \) can also be computed recursively by using \( \hat{g}[m-1] \). This requires the calculation of \( M_m \) coefficients of the form \( \hat{c}_x^n \) that can also be computed recursively with four multiplications and two additions per coefficient.

This amounts to \( 6M_m = 6(l + \Delta_m) \) real multiplications and \( 2M_m + 21M_m \geq 1(M_m) \) additions in order to obtain \( \hat{g}[m] \). As a result, we have a total of \( 6(M_m + 1) + 4 \) real multiplications—since we are only interested in the imaginary part—and \( 2M_m + 21M_m \geq 1(M_m) + 3 \) additions per output sample.

If the input or output rate is always uniform, we could combine the constant factor \( ae^{j\phi} \) into \( \hat{c}_y \) or \( \hat{c}_x \)—depending on what rate is uniform. This results in a slight reduction of memory and computational requirements. If we have nonuniform input and output sequences, updating the coefficients requires the corresponding exponentiations whenever the sampling instants do not fall into a uniform grid. Thus, using the notation in (24), this would require \( E_m + 1_{\epsilon_{y,m} \neq 1}(\epsilon_{y,m}) \) complex exponentiations.

VI. REPEATED POLES ON THE REAL AXIS

We can also consider a system whose Laplace transform consists of repeated poles on the real axis. Transfer functions with repeated poles—real or in complex conjugate pairs—rarely appear in practice. However, we include the development here for illustrative purposes and to show how the separation property can be used to arrange the computation in other systems. In principle, a similar approach can be applied to the case of repeated pairs of complex conjugate pairs. The impulse response in the case of real poles with multiplicity can then be expressed as

\[
h(t) = at^N e^{-\alpha t}u(t)
\]
for $\alpha > 0$, $N \geq 0$, and $a \in \mathbb{R}$.

We can then write the output of the time-varying discrete-time sampling rate converter as

$$y[m] = a \sum_{n=0}^{\lambda_m} x[n] (mT_y - nT_x)^N (e^{-\alpha T_y})^m (e^{+\alpha T_x})^n$$

$$= ac_y \sum_{n=0}^{\lambda_m} x[n] c_x^2 \sum_{k=0}^{N} \left( \begin{array}{c} N \\ k \end{array} \right) (mT_y)^N (-nT_x)^k$$

$$= ac_y \sum_{k=0}^{N} \left( \begin{array}{c} N \\ k \end{array} \right) T_y^{N-k} m^{N-k} \sum_{n=0}^{\lambda_m} x[n] c_x^n (-nT_x)^k.$$  

If the input and output sequences are uniform, the computation can be arranged as

$$y[m] = ac_y^m \sum_{k=0}^{N} \left( \begin{array}{c} N \\ k \end{array} \right) T_y^{N-k} m^{N-k} \sum_{n=0}^{\lambda_m} x[n] c_x^n (-n)^k.$$  

By denoting the values $\beta_{N,k} = \left( \begin{array}{c} N \\ k \end{array} \right) T_y^{N-k} (-T_x)^k$, which can be precomputed and stored in memory, we can write the output as

$$y[m] = ac_y^m \sum_{k=0}^{N} \beta_{N,k} m^{N-k} g_k[m]$$  

where $g_k[m]$ can be recursively computed as $g_k[m+1] = g_k[m] + g_k[m] + 1$. The definition of $g_k[m]$ is analogous to \cite{21} with the added factor $n^k$. As shown before, the number of terms involve in the summation involved in $g_k[m]$ depends on the ratio $T_y/T_x$. This rearrangement of operations gives us the structure shown in Fig. 8.

![Fig. 8. Block-diagram representation of a nonuniform sampling rate converter where the underlying continuous-time system consists of real poles with multiplicity as in \cite{24}.](image)

Notice that if the multiplicity corresponds to $N = 0$, the system in Fig. 8 reduces to the one shown in Fig. 9 and, obviously, all the considerations developed in that case applied equally to this case.

If the input and output sequences are nonuniform, we need to introduce different definitions. In particular, we need to substitute $\beta_{N,k}$ by

$$\tilde{\beta}_{N,k,m} = \left( \begin{array}{c} N \\ k \end{array} \right) T_y^{N-k} (\epsilon_{y,m})^{N-k}$$  

which explicitly depends on the corresponding output sampling instant. Consequently, the term $\tilde{g}_k[m]$ takes the form

$$\tilde{g}_k[m] = \sum_{n=0}^{\lambda_m} x[n] c_x^n (-nT_x \epsilon_{x,n})^k.$$  

A. Generalized Structure

It is possible to generalize the previous case in a straightforward way to systems with an impulse response of the form

$$h(t) = \sum_{i=1}^{L} a_i t^{\nu_i} e^{-\alpha_t} u(t).$$  

In this case, we can write

$$y[m] = \sum_{i=1}^{L} a_i c_{y,i}^m \sum_{k=0}^{N_i} \beta_{N,k} m^{N_i-k} \tilde{g}_k[m].$$  

The resulting structure can be readily combined in the manner shown in Fig. 9.

![Fig. 9. Block-diagram representation of a nonuniform sampling rate converter where the underlying continuous-time systems all consist of real poles with multiplicity as in \cite{24}.](image)

B. Computational Complexity

In this case, irrespective of having uniform or nonuniform sequences, it is required at some stage to compute powers of the form $a^\nu$ for some $a \in \mathbb{R}$ and a positive integer $\nu$. The naive approach would require $\nu - 1$ multiplications. However, this can be further reduced by resorting to addition-chain exponentiation \cite{29} Chapter 4). In this section, we take the worst-case scenario by considering this naive approach.

Consider the system with impulse response shown in \cite{29}. In order to generate one output sample $y[m]$, we first need to store the $(N + 1)$ coefficients $\{ \beta_{N,k} \}_{k=0}^{N}$ as well as $a$, $c_y$, $c_{y-1}$, $c_x$, and $c_{x-1}$. Likewise first- and second-order systems, keeping in memory these last four factors makes the computation more efficient for nonuniform sequences.

In order to compute $\tilde{g}_k[m]$, we need $1_{M_m \geq 2} (M_m - 1) + 1$ additions and $2M_m$ multiplications. For each output sample, we also have to compute $\{ m^k \}_{k=0}^{N}$ and $\{ n^k \}_{k=0}^{N}$ for $n = 1 + \lambda_{m-1}, \ldots, \lambda_m$ which requires $(M_m + 1)N(N - 1)/2$ additions. Before combining all the channels (see Fig. 9), we need to multiply by the corresponding factors $\beta_{N,k} m^{N_i-k}$. 


This results in $2N + 1$ multiplications. The output of each channel is added together by means of $N$ additions to generate an output sample. Thus, the computations per output sample come down to $1_{M_m \geq 2} \cdot (M_m - 1) + 1 + N$ additions and $(M_m + 1)N(N - 1)/2 + 2M_m + 2N + 1$ multiplications. Note that raising a number to zero or one, or multiplying by unity are not considered multiplications. The added complexity regarding nonuniform input or output sequences lies in updating the coefficients $\beta_{N,k,m}$, which requires $N(N - 1)/2 + (N - 1)$ multiplications, and the corresponding exponentiations to update $c_x^m$ and $c_y^m$.

If our system can be expressed as the sum of $L > 0$ distinct systems of the form shown in (29), the computational complexity amounts to storing $6$ real values including $a$.

VII. EXAMPLE

We consider a third-order lowpass Butterworth filter split into a parallel structure consisting of a first- and a second-order section. In this scenario, we assume that errors in the acquisition of the digital signal, with a nominal rate of $48$ kHz, have led to nonuniform periodic sampling [9]. The output rate is taken to be $44.1$ kHz. In particular, we can assume, for example, that the input instants are given by $\tau_n := nT_x + \delta_n T_x$ where

$$\delta_n := \begin{cases} 1/4, & n \text{ even} \\ 1/5, & n \text{ odd} \end{cases}$$

(36)

for $T_x = (1/48) \cdot 10^{-3}$ s and $n \in \mathbb{Z}$. The output sampling instants are simply $t_m := mT_y$ for $T_y = (1/44.1) \cdot 10^{-3}$ s and $m \in \mathbb{Z}$. Following our notation, we can also write $\varepsilon_{x,n} := 1 + \delta_n / n$ for $n \neq 0$.

The cutoff frequency of the lowpass Butterworth filter is set to $20$ kHz. The transfer function then takes the form

$$H(s) = \frac{A}{(s - s_o)(s - s_1)(s - s_1^*)}$$

(37)

where the gain and poles and given in Table I and the region of convergence is for $\text{Re}(s) > \text{Re}(s_1)$.

The parallel structure can be derived from a partial fraction expansion of (37). For the sake of illustration, let us focus on the first-order section. In this case, the impulse response is given by

$$h_0(t) := a e^{s_o t} u(t)$$

(38)

where $a$ can also be found in Table I. The output of this section—assuming that the input signal is zero for negative time indexes—is

$$y^{(0)}[m] = ac_y^m \sum_{n=0}^{\lambda_m} x[n] c_x^n$$

(39)

where $c_y^m = (e^{-\alpha T_y})^m$ and

$$c_x^n = \begin{cases} e^{\alpha (T_x/4)} (e^{\alpha T_x})^n, & n \text{ even} \\ e^{\alpha (T_x/5)} (e^{\alpha T_x})^n, & n \text{ odd} \end{cases}$$

(40)

for $n > 0$. Due to the structure of the input and output sampling instants, both $c_y^m$ and $c_x^n$ can be computed recursively without repeated exponentiations. In terms of memory, it just amounts to storing 6 real values including $a$.

VIII. CONCLUSION

We have presented a discrete-time sampling rate converter that accommodates input and output sequences at nonuniform rates. This approach exploits the separation property of the underlying continuous-time filter. In particular, we focused our analysis on proper rational transfer functions with distinct poles since they can be readily decomposed into first- and second-order systems operating in parallel. We also showed how our approach can be applied to transfer functions with repeated real poles.

Our approach can be particularly useful in a variety of contexts, e.g., sampling rate conversion between ideally uniform sampling rates that are subject to drift or mismatch.
between different clock domains. The added benefit is that the proposed systems can adapt efficiently to rapid variations in these sampling rates. This adaptive characteristic relies on performing exponentiations which could be made more efficient by exploiting the corresponding algorithmic methods of computation or even using dedicated hardware resources.
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