HARMONIC ANALYSIS ON INHOMOGENEOUS AMENABLE NETWORKS AND THE BOSE–EINSTEIN CONDENSATION

FRANCESCO FIDALEO

Abstract. We study in detail relevant spectral properties of the adjacency matrix of inhomogeneous amenable networks, and in particular those arising by negligible additive perturbations of periodic lattices. The obtained results are deeply connected to the systematic investigation of the Bose–Einstein condensation for the so called Pure Hopping model describing the thermodynamics of Bardeen–Cooper pairs of Bosons in arrays of Josephson junctions. After a careful investigation of the infinite volume limits of the finite volume adjacency matrix corresponding to the (opposite of the) Hamiltonian of the system, the main results can be summarised as follows. First, the appearance of the Hidden Spectrum for the Integrated Density of the States in the region close to the bottom of the Hamiltonian, implies that the critical density is always finite. Second, we show that the Bose–Einstein condensation can appear if and only if the adjacency matrix is transient, and not just when the critical density is finite. We can then exhibit examples of networks for which condensation effects can appear in a natural way even if the critical density is infinite and vice–versa, that is when the critical density is finite but the system does not admit any locally normal state exhibiting condensation. Contrarily to the known homogeneous examples, we also exhibit networks whose geometrical dimension is less than 3, for which the condensation takes place. Due to non homogeneity, particles may condensate even in configuration space. The shape of the ground state wave–function (i.e. the Perron–Frobenius weight) provides the spatial distribution of the condensate. Such a spatial distribution of the condensate is described by the Perron–Frobenius dimension defined in a natural way. For systems for which the critical density is finite and the adjacency matrix is transient, we show that, if the Perron–Frobenius dimension is greater that the geometrical one, we can have condensation only if the mean density of the state is infinite. Conversely, in the opposite situation when the geometrical dimension exceeds the Perron–Frobenius one, the condensation appears only for states with mean density coinciding with the critical one, that is the amount of the condensate is negligible with respect to the amount of the whole particles. All those states are KMS ones with respect to the natural dynamics generated by the formal Pure Hopping Hamiltonian. The existence of such a dynamics, which is a delicate issue, is provided in detail.
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1. Introduction

The present paper is devoted to the detailed analysis of some relevant spectral properties of the adjacency matrix (simply denoted by the Adjacency) of a wide class of amenable inhomogeneous graphs. The obtained results are applied to the systematic investigation of the Bose–Einstein Condensation (BEC for short) for the so–called Pure Hopping model. These spectral results of mathematical nature have also a self–containing interest.

The investigation of the BEC has a very long history after discovering of a new statistics by Satyendra Nath Bose and Albert Einstein at the beginning of 20th century. It concerns elementary particles obeying the Bose–Einstein statistics, that is having integer spin. Roughly speaking, it means that a macroscopic amount of particles can occupy the ground state after the thermodynamic limit. We mention the ideal model consisting of a gas of free massive Bosons (see the volume II of [2] for a detailed analysis and for the huge literature cited therein). Also many phenomena involving quasi–particles like phonons or magnons can be described by the BEC. Recently, in [10] the condensation of massless particles like photons has been pointed out. The reader is referred to the very huge existing literature for details on the BEC. Also the phenomenon of the superfluidity of the helium isotope He$_3$, whose explanation is due to Lev Landau (cf. [12]), seems to be tightly but not directly connected with the BEC. It is well known that Fermions (i.e. quantum particles of half–integer spin) does not lead to any condensation by the Pauli exclusion principle. Nevertheless, the other isotope helium He$_3$ still exhibits superfluidity at a temperature very close to $0^\circ$ Kelvin, even if these are Fermi particles. The superfluidity of He$_3$ can be justified with the fact that at very low temperature, He$_3$–particles form the so–called sea of pair–particles which can be considered as Bosons, that is also pairs of He$_3$ particles can enjoy the properties of a Bose fluid. According to the BCS theory (cf. [1]), it is precisely the same phenomenon occurring in superconductors where pairs of electrons forms the so called Bardeen–Cooper Bosons. Thus, the phenomenon of superconductivity is also connected with the BEC.

Concerning the superconductivity, recently in the paper [3], it was shown the surprising fact that the critical density describing the condensation of Bardeen–Cooper Bosons for the Pure Hopping model can be finite also for low dimensional networks like the Comb and the Star graph.

The model describes arrays of Josephson junctions in a sea of Bardeen–Cooper pairs. It might be described after some reasonable approximations by the so–called Pure Hopping model whose multi–particle Hamiltonian is given by

\[
H_{PH} = -J \sum_{i,j} A_{i,j} a_i^\dagger a_j.
\]
Here, $J$ is a coupling constant to be determined experimentally, and $A$ is the Adjacency of the network under consideration. On the other hand, some promising experiments (cf. [14] and references cited therein) on the Comb and Star Graphs have been done, pointing out an enhanced current at low temperature which could be explained by condensation phenomena.

As the Hamiltonian (1.1) is quadratic, it can be diagonalised. This simply means (cf. [2]) that one can directly reduce the matter to the one–particle Hamiltonian which, after putting $J = 1$ and normalising such that it is positive with 0 as the ground state energy level, is simply written as

\begin{equation}
H = \|A\| - A.
\end{equation}

The Hamiltonian (1.2) leads to the investigation of a pure topological model on the graph whose main ingredient is the Adjacency.

The study of the BEC is strongly connected with the investigation of relevant spectral properties of Hamiltonian. The particular form of the Pure Hopping one–particle Hamiltonian reduces the matter to the investigation of spectral properties of well known mathematical objects which have a self–containing interest. The bridge between mathematics and physics can be easily explained as follows. Consider the Bose–Gibbs occupation number (cf. [13]) at the energy $\varepsilon$, inverse temperature $\beta > 0$, and chemical potential $\mu < 0$, given by

\begin{equation}
n(\varepsilon) = \frac{1}{e^{\beta(\varepsilon - \mu)} - 1}.
\end{equation}

It naturally involves the operator \( e^{\beta(H - \mu I)} \) acting on the one–particle Hilbert space, that for low energies of the Hamiltonian (1.2), and after using Taylor expansion, one heuristically gets

\begin{equation}
\frac{1}{e^{\beta(H - \mu I)} - 1} \approx \frac{1}{\beta(H - \mu I)} = \frac{1}{\beta((\|A\| - \mu)I - A)} = \frac{1}{\beta} R_A(\|A\| - \mu).
\end{equation}

It is well known (see e.g. Section 5.1 of [2]) that the BEC is connected with the spectral properties of the Hamiltonian for values of the energies close to ground one. Then for the Pure Hopping model, the study of the BEC is reduced to the investigation of the spectral properties of the Resolvent $R_A(\lambda)$, for $\lambda \approx \|A\|$, the latter being a very familiar object for mathematicians.

After reducing the matter to the Adjacency by using (1.4), it emerges for various amenable and not amenable models, that the condensation phenomena are deeply related to the results of mathematical nature listed below.

(i) The part of the spectrum close to the bottom of the one–particle Hamiltonian, corresponding to the part of the spectrum near the norm of the Adjacency, might not contribute to the integrated density of the states. This property is called the (appearance of the) Hidden Spectrum. Hidden Spectrum automatically leads to the finiteness of the critical density of the model. We show that for most of the model under consideration, it is possible to determine whether the Hidden Spectrum appears by solving a unique equation (the Secular Equation) whose unknown is the norm of the Adjacency of the perturbed graph.

(ii) The existence of locally normal states exhibiting BEC is determined by the transiency/recurrence character of the Adjacency, and not just by the finiteness of the critical density.
The locally normal states (i.e. those whose the local density of the particles is finite) exhibiting BEC are explicitly constructed when the Adjacency is transient, by fixing the portion of the condensate. We then can exhibit examples of networks for which the critical density is infinite but exhibiting BEC, and vice-versa.

(iii) The sequence of the Perron–Frobenius (PF for short) eigenvalues suitably normalised, of the Adjacency of the finite volume theories, converges to a unique PF weight for the Adjacency, which we can describe explicitly.

The "shape", quantitatively described by the so called PF dimension, takes into account of the distribution of the condensate on the space of configurations. It is not uniformly distributed on the graph due to inhomogeneity.

As a consequence of all these results, we also prove that if the Adjacency of the graph is recurrent (transient and the geometrical dimension exceeds the PF one), no locally normal states exhibiting condensation can be constructed at all (can be constructed for a mean density of the particle greater than the critical one, respectively). We also establish another unexpected fact: it is possible to exhibit locally normal states describing condensation, even if the geometrical dimension is less then 3. The unexpected emerging results are summarised in the following table.

| Network | $\rho_c$ | R/T | $d_G$ | $d_{PF}$ | $0$–BEC | $\rho$–BEC | $\infty$–BEC |
|---------|---------|-----|-------|----------|---------|------------|-------------|
| $\mathbb{Z}^d, d < 3$ | $\infty$ | R | $d$ | $d$ | no | no | no |
| $\mathbb{Z}^d, d \geq 3$ | $< \infty$ | T | $d$ | $d$ | no | yes | no |
| Star graph | $< \infty$ | R | 1 | 0 | no | no | no |
| $\mathbb{Z}^d \lor \mathbb{Z}, d < 3$ | $< \infty$ | R | $d + 1$ | $d$ | no | no | no |
| $\mathbb{Z}^d \lor \mathbb{Z}, d \geq 3$ | $< \infty$ | T | $d + 1$ | $d$ | yes | no | no |
| $\mathbb{N}$ | $\infty$ | T | 1 | 3 | no | no | yes |
| $\mathbb{N} \lor \mathbb{Z}$ | $< \infty$ | T | 2 | 3 | no | no | yes |
| $\mathbb{N} \lor \mathbb{Z}^2$ | $< \infty$ | T | 3 | 3 | no | yes | no |

Here, $G \lor H$ is the comb shaped graph whose base graph is $G$, $\rho_c$ is the critical density, R/T denotes the recurrence/transience character of the Adjacency, $0$–BEC, $\rho$–BEC and $\infty$–BEC denote the existence of locally normal states exhibiting BEC at mean density $\rho = \rho_c$, $\rho \in (\rho_c, +\infty)$, and finally $\rho = +\infty$, respectively.

The new and very surprising phenomena can better explained as follows. First, Hidden Spectrum always implies the finiteness of the critical density. This leads to the fact that BEC can appear also in low dimensional cases $d < 3$. In addition, not for all the models with finite critical density, it is possible to exhibit locally normal states describing BEC. It depends on the transience/recurrence character of the Adjacency: the model can exhibit states with BEC if and only it is transient, even if the critical density is infinite. On the other hand, there are recurrent models for which the critical density is finite without exhibiting any locally normal states describing condensation.

Another new aspect is the difference between the geometrical dimension of the network and the growth of the wave function of the ground state. The last fact can be explained for amenable cases by introducing the Perron–Frobenius dimension.
Fix a graph $G$ equipped with an exhaustion $\{\Lambda_n\}_{n\in\mathbb{N}}$ together with the PF weight $v$ for the adjacency $A$ obtained as infinite volume limit of the sequence of the finite volume PF eigenvectors normalised at 1 on a fixed root.$^1$ The geometrical dimension $d_G(G)$ of the network $G$ is defined to be $a$ if $|\Lambda_n| \sim n^a$. The Perron–Frobenius dimension $d_{PF}(G)$ of $G$ is defined to be $b$ if $\|v^2(\Lambda_n)\| \sim n^{b/2}$. For homogeneous cases (i.e. when the valence is constant), we have $d_G = d_{PF}$ for most the relevant models. The possible difference between the geometry of the graph $G$ and the $l^2$–behavior of the norm $\|v|_\Lambda\|^2$ of the ground state wave function $v$, encoded in the geometrical and PF dimensions, respectively, gives rise to the following facts in the infinite volume limit $\Lambda \uparrow G$. Fix a network $G$ with $A_G$ transient and $\rho_c < +\infty$, and consider the Pure Hopping model on it. If we start by fixing a priori the amount of the condensate by a careful choice of the sequence of the finite volume chemical potentials $\mu(\Lambda_n) \to 0$, we obtain for the spatial density of such an amount of the condensate:

$$C(\Lambda) \approx D \frac{\|v|_\Lambda\|^2}{|\Lambda|},$$

where $D > 0$ is fixed. If $d_{PF} > d_G$ then $C(\Lambda) \to +\infty$ which implies $\rho(\omega) = +\infty$, and if $d_{PF} < d_G$ then $C(\Lambda) \to 0$ which leads to $\rho(\omega) = \rho_c$. Conversely, if we fix the density $\rho > \rho_c$, we show that the amount of the condensate is now given by

$$C(\Lambda) \approx (\rho - \rho_c) \frac{|\Lambda|}{\|v|_\Lambda\|^2}.$$  

The latter means that, if $d_G > d_{PF}$ then $C(\Lambda)$ would become infinite and this has as a consequence that the diagonal part of the two–point function of the quasi–free state diverges. Namely, no locally normal states exhibiting BEC can be constructed as infinite volume limit of finite volume states with the constrain $\rho > \rho_c$. If conversely $d_G < d_{PF}$, then $C(\Lambda) \to 0$, giving for the limiting density again $\rho(\omega) = \rho_c$, even if the finite volume densities are all constant, bigger than the critical one by construction. Due to non homogeneity, particles condensate also in the configuration space. Thus, the above considerations are nothing but the naive explanation of the fact that, after cooling below the critical temperature, the system undergoes a ”dimensional transition“ (proven in details below) governed by the possible difference between the geometrical and PF dimensions, naturally appearing in inhomogeneous cases.

Some of the results listed above are proved in [7] for a class of amenable comb graphs, and in [3] for perturbations of Cayley Trees, that is in non amenable situations where the boundary effects cannot be neglected in the infinite volume limit. The present paper is mainly devoted to prove systematically, the relevant spectral results relative to the Adjacency listed above, and then to investigate in the full generality the thermodynamics of the Pure Hopping models for the networks listed in the table above, relatively to the non trivial cases $\mathbb{N}$, $\mathbb{N} \uparrow \mathbb{Z}^d$, and $\mathbb{Z}^d \uparrow \mathbb{Z}^4$. For

---

$^1$By passing to a subsequence, it is easily shown that the sequence of finite volume PF eigenvectors as above, converges by compactness to a PF weight, see Proposition 4.1 of [7]. In all the situations considered in the present paper, the sequence of finite volume PF eigenvectors for the chosen exhaustion converges point–wise to a PF weight without passing to subsequences, as we will see below.

$^2$The homogeneous cases $\mathbb{Z}^d$ is extensively treated in literature, whereas the recurrent examples for which the PF weight is normalisable (i.e. a PF eigenvector, necessarily unique up a phase factor) are trivial.
those models, we explicitly prove the existence of locally normal states exhibiting BEC, provided that the Adjacency is transient, independently on the finiteness of the critical density. In addition, we prove that such states satisfy the Kubo–Martin–Schwinger (KMS for short) boundary condition with respect to the natural dynamics associated to the formal Pure Hopping Hamiltonian \( H \). The existence of such a dynamics is a delicate issue which is provided in detail.

The present paper is organised as follows. After recalling the standard definitions and the main properties of a graph and its Adjacency, Section 2 collects some relevant results relative to zero–density perturbation graphs. Among those, we list the formulae for the perturbed Adjacency, known as the Krein Formula, and for the Laplace transform of its Integrated Density of the States. For the reader’s convenience, we include a section (cf. Section 3) devoted to some results involving the statistical mechanics on graphs. Those include some of general nature, and others concerning the Pure Hopping models and its particularisation to density–zero perturbations. Section 4 concerns some general facts relative to the Pure Hopping model. Among them we mention those relative to the PF dimension, and the Secular Equation allowing to compute the norm of the perturbed Adjacency in order to decide whether the Hidden Spectrum appears. The main result of general nature is that the Pure Hopping model can exhibit BEC if and only if the Adjacency is transient. It is also show that the formal Hamiltonian \( H \) generates a dynamics on a Canonical Commutation Relations \( C^* \)-algebra containing all the Weyl unitaries \( \{ W(\delta_x) \mid x \in G \} \) and globally stable for the time evolution, such that all such states exhibiting BEC satisfy the KMS boundary condition. The existence of such a dynamics is a delicate issue which is provided in detail.

The present paper is organised as follows. After recalling the standard definitions and the main properties of a graph and its Adjacency, Section 2 collects some relevant results relative to zero–density perturbation graphs. Among those, we list the formulae for the perturbed Adjacency, known as the Krein Formula, and for the Laplace transform of its Integrated Density of the States. For the reader’s convenience, we include a section (cf. Section 3) devoted to some results involving the statistical mechanics on graphs. Those include some of general nature, and others concerning the Pure Hopping models and its particularisation to density–zero perturbations. Section 4 concerns some general facts relative to the Pure Hopping model. Among them we mention those relative to the PF dimension, and the Secular Equation allowing to compute the norm of the perturbed Adjacency in order to decide whether the Hidden Spectrum appears. The main result of general nature is that the Pure Hopping model can exhibit BEC if and only if the Adjacency is transient. It is also show that the formal Hamiltonian \( H \) generates a dynamics on a Canonical Commutation Relations \( C^* \)-algebra containing all the Weyl unitaries \( \{ W(\delta_x) \mid x \in G \} \) and globally stable for the time evolution, such that all such states exhibiting BEC satisfy the KMS boundary condition. The existence of such a dynamics is a delicate issue which is provided in detail.

2. Preliminaries

A graph (called also a network) \( X = (V X, E X) \) is a collection \( V X \) of objects, called vertices and denoted by \( x \in V X \), together with a collection \( E X \) of unordered lines connecting vertices, called edges and denoted by \( e_{xy} \). Multiple edges, as well as self–loops are allowed. Let \( E_{X^y} := \{ e_{xy} \mid x \sim y \} \) be the collection of all the edges connecting \( x \) with \( y \). We have \( E_{X^y} = E_{y^x} \). The degree of \( x \in X \) is defined as

\[
\deg(x) := |\{ E_{X^y} \mid y \in V X \}|
\]
Let us denote by \( A = [A_{xy}]_{x,y \in X}, x,y \in V X \), the adjacency matrix of \( X \), called simply adjacency, and given by
\[
A_{xy} := |E_{xy}|
\]
All the geometric properties of \( X \) are encoded in \( A \). For example, \( X \) is connected if and only if \( A \) is irreducible. Setting
\[
deg := \sup_{x \in V X} \deg(x), \quad D_{xy} := \deg(x) \delta_{x,y},
\]
we have \( \sqrt{\deg} \leq \|A\| \leq \deg \), that is \( A \) is bounded if and only if \( X \) has uniformly bounded degree. Denoting \( D = [D_{xy}]_{x,y \in X} \) the degree matrix, the discrete Laplacian is defined as
\[
\Delta := A - D,
\]
with the convention \( \Delta \leq 0 \) standardly used in physical literature. Then the Pure Hopping Hamiltonian can be viewed as a Schrödinger operator \( H = -\Delta + V \), where \( V \) is the multiplication operator on \( \ell^2(V X) \) for the function
\[
V(x) = \|A\| - \deg(x) \geq 0.
\]
The Laplacian considerably differs from the Adjacency for inhomogeneous networks, as those considered in the present paper.

For connected networks (or on each connected component) we can define the standard distance
\[
d(x,y) := \{\min \ell(\pi(x,y)) | \pi(x,y) \text{ path connecting } x,y\},
\]
\( \ell(\pi) \) being the length of the path \( \pi \) (i.e. the number of the edges in \( \pi \)). In the present paper, all the graphs are connected, countable and with uniformly bounded degree. In addition, we deal only with bounded operators acting on \( \ell^2(V X) \) if it is not otherwise specified.

Let \( B \) be a closed (not necessarily bounded) operator acting on a Banach space, and \( \lambda \in \rho(B) \subset \mathbb{C} \) the resolvent set of \( B \). As usual,
\[
R_B(\lambda) := (\lambda I - B)^{-1}
\]
denotes the Resolvent of \( B \).

Fix a bounded matrix with positive entries \( B \) acting on \( \ell^2(V X) \). Such an operator is called positive preserving as it preserves the elements of \( \ell^2(V X) \) with positive entries. If \( B \) is self-adjoint, \( B \) is positive if \( \langle Bu, u \rangle \geq 0 \) for each \( u \in \ell^2(V X) \). Examples of self-adjoint operators which are positive-preserving but not positive and vice-versa are the Adjacency and the (opposite of the) Laplacian, respectively.

Fix a positive preserving operator \( B \) acting on \( \ell^2(V X) \). The sequence \( \{v(x)\}_{x \in V X} \) is called a (generalized) Perron–Frobenius eigenvector if it has positive entries and
\[
\sum_{y \in V X} B_{xy} v(y) = \text{spr}(B) v(x), \quad x \in V X.
\]
where ”spr” stands for spectral radius. If such a vector is normalizable (i.e. if it belongs to \( \ell^2(V X) \)) it is a standard \( \ell^2(V X) \)-vector, otherwise it is a weight, simply denoted as a PF weight.

**Definition 2.1.** For a graph \( X \), denote by \( W_X \) the set of the PF weight \( w \) for \( A_X \) which can be obtained as point-wise limit of some sequence of PF eigenvectors \( \{w_n\}_{n \in \mathbb{N}} \) associated to some exhaustion \( \{X_n\}_{n \in \mathbb{N}} \) of \( X \), normalised to 1 on a common root \( o \in X_n, n \in \mathbb{N} \).
Suppose for simplicity that $B$ is irreducible and self-adjoint. It is said to be recurrent if
\begin{equation}
\lim_{\lambda \downarrow \|B\|} \langle R_B(\lambda)\delta_x, \delta_x \rangle = +\infty .
\end{equation}
Otherwise $B$ is said to be transient. It is shown in [10], Section 6, that the recurrence/transience character of $B$ does not depend on the base-point chosen in computing the limit in (2.1). The PF eigenvector is unique up to a multiplicative constant, if $X$ is finite or when $B$ is recurrent, see e.g. [10]. In general, it is not unique, see e.g. Section 3 of [6] for an example.

We say that an operator $B$ acting on $l^2(VX)$ has finite propagation if there exists a constant $r = r(B) > 0$ such that, for any $x \in X$, the support of $B\delta_x$ is contained in the ball
$$B(x, r) := \{y \in VG \mid d(x,y) \leq r\},$$
centered in $x$ and with radius $r$. It is easy to show that for the adjacency operator $\Lambda$ on $X$, then $\Lambda^k$ has propagation $k$ for any integer $k \geq 0$.

Let $X$ be an infinitely extended graph with an exhaustion $\{A_n\}_{n \in \mathbb{N}}$ which is kept fixed during the analysis. Denote $P_n$, the orthogonal projection in $\mathcal{B}(l^2(VX))$ associated to the finite region $VA_n$. We report the definition of the integrated density of the states of a bounded self–adjoint operator $B \in \mathcal{B}(l^2(VX))$ given in [5]. Indeed, consider on $\mathcal{B}(l^2(VX))$ the state
$$\tau_n := \frac{1}{|VA_n|} Tr_n(P_n, P_n).$$
Define for a bounded self–adjoint operator $B$,
\begin{equation}
\tau^B(f(B)) := \lim_n \tau_n(f(P_n BP_n)), \ f \in C(\sigma(B)),
\end{equation}
provided such a limit exists. The domain $D_{x, B} \subset C^*(B)$ is precisely the linear subspace of the unital $C^*$--algebra $C^*(B) \subset \mathcal{B}(l^2(VX))$ generated by $B$, for which the limit in (2.2) exists. Notice that the definition of $\tau^B$ might depend on the chosen exhaustion $\{A_n\}_{n \in \mathbb{N}}$. As the exhaustion is always kept fixed, we omit to indicate such a dependence. Suppose now that $D_{x, B} = C^*(B)$. Then it provides a state on $C^*(B)$ and, by the Riesz–Markov Theorem, a Borel probability measure $\mu_B$ on $\sigma(B)$, the spectrum of $B$. Thus, there exists a unique right continuous, increasing, positive function $F_B$ satisfying
$$F_B(x) = 0, \ x < \min \sigma(B); \quad F_B(x) = 1, \ x \geq \max \sigma(B),$$
such that
$$\mu_B((-\infty, x]) = F_B(x), \ x \in \mathbb{R}.$$
Resolvent Formula. Indeed, fix $X$ as the reference graph and put $A_Y := A_X + D$, where $D$ is the perturbation, which acts on $\mathcal{R}(D)$. Put, for $\lambda \in \mathbb{C}$,

$$(2.3) \quad S(\lambda) := DPR_{AX}(\lambda)\|_{\mathcal{R}(D)}$$

acting on $\mathcal{R}(D)$, where $P := P_{\mathcal{R}(D)}$ is the orthogonal projection onto $\mathcal{R}(D) \subset \ell^2(VX)$. The Krein formula assumes the form

$$(2.4) \quad R_{AX}(\lambda) = R_{AX}(\lambda) + R_{AX}(\lambda)(P - S(\lambda))^{-1} DPR_{AX}(\lambda).$$

By using Neumann expansion in (2.4), we can see that the resolvent formula (2.4) holds true for $|\lambda| > \|A_X\| + \|D\|$. From now on, we suppose that $Y$ is an additive perturbation of $X$ involving only edges, which is the case under consideration in the present paper. We obviously have $\|A_Y\| \geq \|A_X\|$. The formula (2.4) extends to any simply connected subset containing the point at infinity of $\mathbb{C} \cup \{\infty\}$ made of the $\lambda$ for which $I_{P(\ell^2(VX))} - S(\lambda)$ is invertible, the last being a subset of $P(A)$ by the definition (2.3) of $S(\lambda)$. Conversely, the norm $\|A_Y\|$ of the perturbed graph $Y$ might be computed as

$$\|A_Y\| = \max\{|\lambda| \leq \|A_X\| \mid I_{P(\ell^2(VX))} - S(\lambda) \text{ is not invertible}\}.$$

The graph $Y$ is said to be a negligible or density zero perturbation of $X$ if it differs from $X$ by a number of edges for which

$$\lim_{n} \frac{|\{\epsilon_{xy} \in EX\triangle EY \mid x \in VX_n\}|}{|VX_n|} = 0,$$

where $EX\triangle EY$ denotes the symmetric difference. Suppose $\mathcal{D}(\tau^{AX}) = C^*(AX)$, that is $AX$ admits the IDS. Define

$$(2.5) \quad \delta := \|A_X\| - \|A_Y\|.$$

Denote $F_X := N_{\|A_X\| - A_X}$, $F_Y := N_{\|A_Y\| - A_Y}$, where $N_B$ is the IDS of the operator $B$. The following theorem collects Proposition 1.3 of [5] and Corollary 2.6 of [4], which we report for the convenience of the reader.

**Theorem 2.2.** Let $Y$ be an additive negligible perturbation of the network $X$. Then $\mathcal{D}(\tau^{AY}) = C^*(AY)$, and $\tau^{AY}(f(AY)) = \tau^{AX}(f(AX))$. In addition,

$$F_Y(x) = F_X(x + \delta).$$

Suppose that $\|A_Y\| > \|A_X\|$. Then $\delta < 0$ in (2.5). Thus, the part of the spectrum $[\|A_X\|, \|A_Y\|]$ does not contribute to the IDS of $A_Y$. In this case we say that the perturbed Pure Hopping Hamiltonian $\|A_Y\| - A_Y$ has Hidden Spectrum, see Definition (2.4) below. The appearance of the Hidden Spectrum is then the combination of two different effects: the perturbation should be of density zero in order not to affect the IDS (Proposition 2.2), but it should be sufficiently large in order to increase the norm of the perturbed Adjacency. Even in non amenable cases where the growth is exponential and the boundary effects cannot be neglected, it might be sufficient a finite perturbation to have Hidden spectrum, see Section 3 of [4].
3. Statistical mechanics on infinitely extended networks

Let \((\mathfrak{A}, \alpha)\) be a dynamical system consisting of a non Abelian \(C^*\)-algebra, and a one–parameter group of \(\ast\)-automorphism \(\{\alpha_t\}_{t \in \mathbb{R}}\). The state \(\varphi\) on the \(C^*\)-algebra \(\mathfrak{A}\) satisfies the Kubo–Martin–Schwinger (KMS for short) boundary condition at inverse temperature \(\beta \in \mathbb{R}\setminus\{0\}\) w.r.t the group of automorphisms \(\alpha\) if

(i) for every \(A, B \in \mathfrak{B}\), \(t \mapsto \varphi(A\alpha_t(B))\), \(t \mapsto \varphi(\alpha_t(A)B)\) are continuous;

(ii) for each \(f \in D\),

\[
\int \varphi(A\alpha_t(B))f(t)\, dt = \int \varphi(\alpha_t(B)A)f(t + i\beta)\, dt,
\]

where "\(\sim\)" stands for the Fourier transform, and \(D\) is the space of the infinitely often differentiable, compactly supported functions on \(\mathbb{R}\).

The following facts are well known. First, a KMS is automatically invariant w.r.t. the automorphism group \(\alpha_t\). Second, the cyclic vector \(\Omega\) of the Gelfand–Naimark–Segal (GNS for short) quadruple \((\pi_\varphi, \mathcal{H}_\varphi, U_\varphi, \Omega_\varphi)\) is also separating for \(\pi_\varphi(\mathfrak{B})\)'s. Denote \(\sigma_\varphi\) its modular group (cf. [2]). According to the definition of KMS boundary condition, we have

\[
\sigma_\varphi^\dagger \circ \pi_\varphi = \pi_\varphi \circ \alpha_{-\beta t}.
\]

We refer the reader to [2] and the literature cited therein, for various equivalent formulations of the KMS condition, proofs, details, and applications.

The \(C^*\)-algebras considered here are those arising from the Canonical Commutation Relations (CCR for short). Namely, let \(\mathfrak{h} \subset \mathfrak{h}\) be a subspace of the Hilbert space \(\mathfrak{h}\), equipped with the non degenerate inner product \(\langle \cdot, \cdot \rangle\), supposed to be linear w.r.t. the first variable. Consider the following (formal) relations,

\[
a(f)a^\dagger(g) - a^\dagger(g)a(f) = \langle g, f \rangle \quad f, g \in \mathfrak{h}.
\]

It is well known that the relations (3.1) cannot be realised by bounded operators acting on any Hilbert space. A standard way to realise the CCR is to look at the symmetric Fock space \(F_+(\mathfrak{h})\) on which the annihilators \(a(f)\) and creators \(a^\dagger(f)\) naturally act as unbounded closed, adjoint each other (i.e. \(a(f)^* = a^\dagger(f)\)) operators. This concrete representation of the CCR is called the Fock representation. An equivalent description for the CCR is to put on \(F_+(\mathfrak{h})\),

\[
\Phi(f) := \frac{a(f) + a^\dagger(f)}{\sqrt{2}}
\]

and define the Weyl operators \(W(f) := \exp i\Phi(f)\). The Weyl operators are unitary and satisfy the rules

\[
W(h)^* = W(-h), \quad W(0) = 1,
\]

\[
W(f)W(g) = e^{i\text{Im}(f,g)}W(f + g), \quad f, g \in \mathfrak{h}.
\]

The abstract \(C^*\)-algebra \(\mathfrak{M}(\mathfrak{h})\) generated by \(\{W(f) \mid f \in \mathfrak{h}\}\) together with relations (3.2), is simple and is commonly referred as the \(C^*\)-algebra of the CCR in the Weyl form. We always refer to \(\mathfrak{M}(\mathfrak{h})\) as the CCR algebra on \(\mathfrak{h}\).

Let \(H\) be a self–adjoint operator acting on \(\mathfrak{h}\). Suppose that \(e^{itH}\mathfrak{h} \subset \mathfrak{h}\). The one–parameter unitary group \(T_t := e^{itH}\) defines a one–parameter group of \(\ast\)-automorphisms \(\alpha_t\) of \(\mathfrak{M}(\mathfrak{h})\) by putting \(\alpha_t(W(f)) := W(T_tf)\). The latter is called the one–parameter group of Bogoliubov automorphisms generated by \(T_t\).
A representation \( \pi \) of the Weyl algebra \( \mathfrak{W}(\mathfrak{h}) \) is regular if the unitary group \( \lambda \in \mathbb{R} \mapsto \pi(W(\lambda f)) \) is continuous in the strong operator topology, for any \( f \in \mathfrak{h} \). A state \( \varphi \) on \( \mathfrak{W}(\mathfrak{h}) \) is regular if the associated GNS representation is regular.

The quasi–free states on the Weyl algebra are those of interest for our purposes. Such states \( \omega \) are uniquely determined by the two–point functions \( \omega(a^\dagger(f)a(g)) \), \( f, g \in \mathfrak{h} \). The expectation value of a quasi–free state on the Weyl unitaries is easily recovered as

\[
\omega(W(f)) = \exp\{-\|f\|^2/4 + \omega(a^\dagger(f)a(f))/2\} .
\]

A standard textbook for CCR is \[2\] (cf. Section 5.2) to which the reader is referred for proofs, literature and further details.

Let \( G \) be any graph. We denote by \( G \) itself the set of vertices \( VG \) when this causes no confusion. Suppose that \( \mathfrak{h} \) contains the indicator functions \( \{\delta_x \mid x \in G\} \subset \ell^2(G) \). A representation \( \pi \) of \( \mathfrak{W}(\mathfrak{h}) \) is said to be locally normal \( (w.r.t. \text{ the Fock representation}) \) if \( \pi|_{\mathfrak{W}(\ell^2(\Lambda))} \) is quasi–equivalent to the Fock representation of \( \mathfrak{W}(\ell^2(\Lambda)) \), \( \Lambda \subset G \) being any finite region. A state on \( \mathfrak{W}(\mathfrak{h}) \) is said to be locally normal if the associated GNS representation is locally normal. A locally normal state \( \varphi \) does have finite local density

\[
\rho_{\Lambda}(\varphi) := \frac{1}{|\Lambda|} \sum_{j \in \Lambda} \varphi(a^\dagger(\delta_j)a(\delta_j))
\]
even if the mean density might be infinite \( (e.g. \limsup_{\Lambda \uparrow G} \rho_{\Lambda}(\varphi) = +\infty) \). Let \( \Lambda_n \uparrow G \) be an exhaustion \( (G) \), that is a sequence of finite regions invading the graph \( G \), together with a sequence of quasi–free states \( \{\omega_{\Lambda_n}\} \) on \( \mathfrak{W}(\ell^2(\Lambda_n)) \). It is shown in Lemma 3.2 of \[7\] that if

\[
\lim_n \omega_{\Lambda_n}(a^\dagger(\delta_j)a(\delta_j)) = +\infty
\]
for some \( j \in G \), then \( \omega(W(v)) := \lim_n \omega_{\Lambda_n}(W(v)) \) cannot define any locally normal state on \( \mathfrak{W}(\mathfrak{h}) \).

Let \( G \) be any graph, equipped with the finite volume exhaustion \( \{\Lambda_n\}_{n \in \mathbb{N}} \) kept fixed during the analysis. Fix a general bounded positive Hamiltonian \( H \in \mathcal{B}(\ell^2(G)) \) admitting the IDS \( N \) \( (w.r.t. \text{ the fixed exhaustion } \{\Lambda_n\}_{n \in \mathbb{N}}) \). As before, we normalise \( H \) such that \( 0 \in \sigma(H) \) is the bottom of the spectrum \( \sigma(H) \) of \( H \). Consider also the finite volume IDS \( N_n \) relative to \( H_n := P_n HP_n \). Define

\[
\varepsilon_0(H) := \lim_{\Lambda_n \uparrow G} \inf \supp (N_n) = 0 ,
\]

\[
E_0(H) := \inf \supp \left( \lim_{\Lambda_n \uparrow G} N_n \right) \equiv \inf \supp (N) .
\]

Here, the first limit exists by Lemma 3.4 of \[7\] and is 0 by normalisation. The second one is meaningful directly by the definition of the IDS. We always get \( E_0(H) \geq \varepsilon_0(H) \). We then report the definition of the appearance of Hidden Spectrum, firstly introduced in \[3\].

**Definition 3.1.** For any one–particle Hamiltonian as above, if \( \varepsilon_0(H) < E_0(H) \) we say that \( H \) has the (low energy) Hidden Spectrum.

The (mean) density of particles at the inverse temperature \( \beta > 0 \) and chemical potential \( \mu < \varepsilon_0(K) \) for the Hamiltonian \( K \) \( (\text{where } K \text{ is either } H \text{ or its finite} \)
The finite volume chemical potential at fixed density $\rho$.

volume approximations $P_n H P_n$, is defined as

$$\rho_{K}(\beta, \mu) := \int \frac{dN_K(h)}{e^{\beta(h-\mu)}-1}.$$ 

The corresponding critical density for the infinite volume Hamiltonian $H$ is given by

$$\rho_{cH}^{H}(\beta) := \int \frac{dN_{H}(h)}{e^{\beta h}-1} \equiv \rho_{H}(\beta, 0),$$

see e.g. [2, 13]. The following theorem collects the implications of the appearance of Hidden Spectrum, relatively to the critical density.

**Theorem 3.2.** For an Hamiltonian $H \geq 0$ on a graph $G$ with $0 \in \sigma(H)$ admitting the IDS $N$, Hidden Spectrum implies that the critical density is always finite.

If $H$ is the Pure Hopping one-particle Hamiltonian of a negligible additive perturbation graph $Y$ of another graph $X$ admitting IDS, then

$$\rho_{c}^{H_Y}(\beta) = \rho_{H_X}(\beta, \delta) \leq \rho_{c}^{H_X}(\beta).$$

with $\delta = \|A_X\| - \|A_Y\|$.

**Proof.** Suppose that there is Hidden Spectrum. This means that for some $\varepsilon > 0$

$$\rho_{c}^{H}(\beta) = \int_{\varepsilon}^{+\infty} \frac{dN_{H}(h)}{e^{\beta h}-1} < +\infty.$$ 

The second part follows directly by Theorem 2.2.

The second part of the previous theorem explain in the case of the appearance of Hidden Spectrum for the Pure Hopping model, that $\delta$ given in (2.5) plays the role of a chemical potential.

It is well known that the condensation regime is described by $\mu = 0$, see e.g. Section 5.2 of [2], or Section 3 of [7]. The most common way to study the appearance of BEC in homogeneous systems (cf. Fig. 1), is to determine the chemical potential.

---

3It is also customary to fix the activity $z := e^{\beta \mu}$, instead of the chemical potential.
\( \mu(\Lambda) \) at finite volume \( \Lambda \subset G \), and at fixed inverse temperature \( \beta \), as the unique solution of the equation

\[
(3.3) \quad \rho_{H_\Lambda}(\beta, \mu(\Lambda)) = \rho,
\]

where \( \rho \) is the mean density of the system fixed a–priori. The infinite volume limit can be investigated by means of the reference exhaustion \( \{\Lambda_n\}_{n \in \mathbb{N}}, \) with \( H_{\Lambda_n} = P_n H P_n \). To take into account also the very different situation appearing in non-homogeneous situation, we can also start by fixing any general sequence of chemical potential

\[
\mu_n < \varepsilon_0(H_{\Lambda_n}),
\]

which we can suppose to converge (eventually passing to a subsequence) to some \( \mu \). In the case when such a sequence is recovered by using (3.3), we put \( \mu_n := \mu(\Lambda_n) \). Since \( \varepsilon_0(H_{\Lambda_n}) \to \varepsilon_0(H) = 0 \), we get \( \mu \leq 0 \). The finite volume state with density \( \rho \) at \( \beta \) is described by the two–point function

\[
(3.4) \quad \omega_{\Lambda_n}(a(\delta_x) a(\delta_y)) = \langle e^{\beta(H_{\Lambda_n} - \mu_n)} - 1 \rangle^{-1} \xi, \eta \rangle,
\]

where \( \xi, \eta \in \ell^2(\Lambda_n) \). After extending the states with two–point function in (3.4) to the whole network, infinite volume states are described as cluster points of the net of such finite volume states. Concerning the infinite volume limit of the finite volume density, we get (cf. [3, 6, 7]) in the condensation regime for each sequence of chemical potential \( \mu_n \to 0 \),

\[
\lim_{\varepsilon \to 0} \lim_{\Lambda_n \to G} \int \frac{F_\varepsilon(x)}{e^{\beta(x-\mu_n)} - 1} dN_{H_{\Lambda_n}}(x), = \rho_c^H(\beta).
\]

provided \( \lim_{x \to 0} N_{H}(x) = 0 \). Here, \( \{F_\varepsilon\}_{\varepsilon > 0} \) is made of continuous mollifiers, all vanishing in a neighborhood of 0 and converging almost everywhere (w.r.t the measure determined by \( N_{H} \)) to 1, see Proposition 3.3 of [6]. Thus, the quantity

\[
n_0 := \lim_{\varepsilon \to 0} \lim_{\Lambda_n \to X} \int \frac{1 - F_\varepsilon(h)}{e^{\beta(h-\mu_n)} - 1} dN_{H_{\Lambda_n}}(h)
\]

is well defined and independent of the particular choice of the mollifiers as above, and describes the amount of the condensate in the ground state. Indeed, if the sequence of chemical potentials are obtained through (3.3) by fixing the mean density \( \rho \geq \rho_c(\beta) \), we have

\[
\rho = n_0 + \rho_c(\beta).
\]

Among the new results proved in the forthcoming sections for the inhomogeneous models under consideration, we prove that it can happen that the amount of the condensate converges in the infinite volume limit, even if for the sequence of the chemical potential \( \mu_n \to 0 \),

\[
\lim_n \omega_{\Lambda_n}(a(\delta_x) a(\delta_y)) = +\infty.
\]

The reader is also referred to [18] and the reference therein, for the investigation of some properties connected with BEC, when other exhaustions different from the standard ones are considered. In such an analysis, no limit of the two–point function \( \omega_{\Lambda_n}(a(\delta_x) a(\delta_y)) \) has been investigated.

To simplify the foregoing analysis without affecting the obtained results, from now on we put \( \beta = 1 \) if it is not otherwise specified. We also put \( \rho(\mu) := \rho^H(1, \mu), \rho_{\Lambda}(\mu) := \rho^{H_{\Lambda}}(1, \mu), \) and finally \( \rho_c := \rho^H(1, 0), H \) being the Hamiltonian of the model, which will always be the Pure Hopping one.
4. General results

We start with a simple result useful in the sequel without further mention, which allows us to manage the resolvent $R_{A_X}$ of the unperturbed Adjacency of the finite volume graph $X$ entering in the Krein Formula (2.4) of the perturbed Adjacency $R_{A_Y}$, for values of $\lambda > \|A_Y\|$.

**Lemma 4.1.** Let $Y$ be an additive perturbation of $X$ involving only edges, with $|V_X| < +\infty$. Then $\|A_Y\| > \|A_X\|$.

**Proof.** Let $v \in \ell^2(V_X)$ be any normalised PF eigenvector for $A_X$. Put $A_Y = A_X + D$.

$$\|A_Y\| \geq \langle A_Y v, v \rangle = \langle (A_X + D)v, v \rangle = \langle A_X v, v \rangle + \langle Dv, v \rangle$$

$$= \|A_X\| + \langle Dv, v \rangle > \|A_X\|.$$

$\square$

Let $Y$ be any additive perturbation of $X$ involving only edges described by $D$. Define $Z \subset Y$ as the subgraph whose vertices are precisely the sources (or equivalently ends, being the networks under consideration unordered) of the additional edges. The perturbation $D = P_{\ell^2(V_Z)}DP_{\ell^2(V_Z)}$ can be directly viewed by acting on $\ell^2(V_Z)$. The candidate for the Secular Equation (cf. Theorem 3.1 of [4] and Theorem 6.1 of [7]) in this more general situation might assume the form

$$\text{spr} \left( DR_{A_X}(\lambda)P_{\ell^2(V_Z)} \right) = 1.$$  

More in detail, (4.1) would have at most one solution $\lambda_* \in (\|A_X\|, +\infty)$ which necessarily gives $\|A_Y\| = \lambda_* > \|A_X\|$, otherwise $\|A_Y\| = \|A_X\|$. The proof would follow the same lines of Theorem 3.2 of [4], after showing that the function

$$\lambda \in (\|A_X\|, +\infty) \mapsto \text{spr} \left( DR_{A_X}(\lambda)P_{\ell^2(V_Z)} \right)$$

is nondecreasing and strictly convex, by using the 1st identity of resolvent and (1.1) of [16]. As we do not use this result in the sequel, we have chosen not to pursue more such a possible generalisation. However, by using the same lines of the mentioned theorem, we can prove that if $\lambda_* > \|A_X\|$ is the solution (necessarily unique) of

$$\| DR_{A_X}(\lambda)P_{\ell^2(V_Z)} \| = 1,$$

then $\lambda_* = \|A_Y\| > \|A_X\|$. Conversely, if (4.2) has no solution $\lambda > \|A_X\|$, then $\|A_Y\| = \|A_X\|$. In other words, it can be proven that (4.1) is indeed the Secular Equation for the case $DR_{A_X}(\lambda)P_{\ell^2(V_Z)}$ self-adjoint.

We pass to the definition of the geometrical and PF dimensions, the latter, appeared first in [7], takes into account the growth of the $\ell^2$–norm of a fixed PF weight of the Adjacency, in amenable cases. It plays a fundamental role in the study of the condensation effects, see below. Let $X$ be a graph, together with an exhaustion $\{A_n\}_{n \in \mathbb{N}}$ and a PF weight $\{v(x) \mid x \in X\}$ for the adjacency.

**Definition 4.2.**

(i) The geometrical dimension $d_G(X)$ of $X$, is defined to be $g \geq 0$ if and only if $|A_n| \approx a^n$ for $n \to \infty$, for some number $a > 0$.

(ii) The Perron–Frobenius dimension $d_{PF}(X)$ of $X$, is defined as $p \geq 0$ if and only if $|v|_{P_{\ell^2(V_A_n)}}|^2 \approx b^n$ for $n \to \infty$, for some number $b > 0$. 
In the sequel, we omit the possible dependence on the chosen exhaustion and on the PF weight when it causes no confusion.

We end with a result of general nature concerning the existence/non-existence of locally normal KMS states exhibiting BEC for the Pure Hopping model on general networks. For the sake of completeness, we first report Proposition 5.2 of [6] concerning the recurrent situation. Let \( \{ \omega_{\Lambda_n} \}_{n \in \mathbb{N}} \) be the sequence of finite volume quasi-free states whose two-point function is given in (4.3) for any sequence of chemical potentials \( \{ \mu_n \}_{n \in \mathbb{N}} \), such that \( \mu < \| A_G \| - \| A_{\Lambda_n} \| \) and \( \lim_n \mu_n = 0 \).

**Proposition 4.3.** If \( A_G \) is recurrent, then for each \( x \in G \),

\[
\lim_n \omega_n(a^\dagger(\delta_x) a(\delta_x)) = +\infty.
\]

Define

\[ \mathfrak{h} := \text{span} \left\{ e^{it\|A_G\|I-A_G} \delta_x \mid t \in \mathbb{R}, x \in G \right\} \]

for the linear span (no closure in \( L^2(G) \)) of elements of the form \( e^{it\|A_G\|I-A_G} \delta_x \).

Fix any PF weight \( v \) for \( A_G \) which exists by compactness (cf. Section 4 of [7]).

Consider the continuous function

\[
f(x) = \begin{cases} \frac{-1}{e^x-1} - \frac{1}{x}, & x > 0, \\ \frac{-1}{x}, & x = 0, \\ \end{cases}
\]

It is bounded on \([0, +\infty]\), and

\[
\frac{1}{e^x-1} = f(x) + \frac{1}{x}, \quad x \in (0, +\infty).
\]

It provides the precise comparison heuristically explained in [13], between the Resolvent of \( A \) and the functional calculus of \( (e^H - 1)^{-1} \) associated to the Bose–Gibbs occupation number \( n \) for the Pure Hopping Hamiltonian.

**Theorem 4.4.** For a graph \( G \), suppose that \( A_G \) is transient. Fix any PF weight \( v \) for \( A_G \). For each \( D \geq 0 \), the two-point function

\[
\omega_D(a^\dagger(u_1)a(u_2)) := \langle (e^{\beta\|A_G\|I-A_G})^{-1}u_1, u_2 \rangle 
\]

\[
\quad \quad + D\langle u_1, v \rangle \langle v, u_2 \rangle, \quad u_1, u_2 \in \mathfrak{h}.
\]

uniquely defines locally normal KMS states on the Weyl CCR algebra \( \mathcal{W}(\mathfrak{h}) \) w.r.t. the dynamics generated by the Bogoliubov transformations \( u \in \mathfrak{h} \mapsto e^{it\|A_G\|I-A_G}u \), \( t \in \mathbb{R}, u \in \mathfrak{h} \).

**Proof.** By construction, \( e^{tH}\mathfrak{h} = \mathfrak{h} \). Thus, \( t \mapsto e^{tH} \) defines a one–parameter group of Bogoliubov automorphisms of \( \mathcal{W}(\mathfrak{h}) \), for which the states determined by the two–point function (4.3) are KMS, provided that the r.h.s. is well–defined. By considering the functional calculus of the function (4.3), we can reduce the matter to the Resolvent \( R_{\delta_x}(\lambda) \). For the generator \( u = e^{tH}\delta_x \) and \( \lambda \downarrow \|A_G\| \), we get

\[
\langle R_{A_G}(\lambda)e^{it\|A_G\|-A_G}\delta_x, e^{it\|A_G\|-A_G}\delta_x \rangle = \langle R_{A_G}(\lambda)\delta_x, \delta_x \rangle \uparrow \langle R_{A_G}(\|A_G\|)\delta_x, \delta_x \rangle,
\]

which is finite because \( A_G \) as transient. Thus, \( e^{tH}\delta_x \in \mathcal{D}(\|e^{\lambda H}-1\|^{-1/2}) \) and the first addendum in the r.h.s. of (4.3) is meaningful. Concerning the second one.
describing the portion of the condensate, for the circle \( C_r \subset \mathbb{C} \) of sufficiently big radius \( r \), we note that if \( z = re^{i\theta} \in C_r \), then

\[
|\langle R_{Ag}(z)\delta_x, \delta_y \rangle| = \left| \sum_{n=0}^{\infty} \frac{A^n_{Ag} \delta_x, \delta_y}{r^{n+1}} e^{-i(n+1)\theta} \right| \leq \sum_{n=0}^{\infty} \frac{A^n_{Ag} \delta_x, \delta_y}{r^{n+1}} = \langle R_{Ag}(r)\delta_x, \delta_y \rangle .
\]

For \( u \in \ell^2(G) \), denote \(|u| \in \ell^2(G)\) the vector whose entries are defined as \(|u|(x) := |u(x)|, x \in VG\). By reasoning as in Proposition 4.4 of [6], we get

\[
\langle |e^{tH}\delta_x|, v \rangle = \left\langle \frac{1}{2\pi i} \oint_{C_r} e^{t(\|A_G\|−z)} R_{Ag}(z)\delta_x \, dz, v \right\rangle = \sum_{y \in G} \left| \frac{1}{2\pi i} \oint_{C_r} e^{t(\|A_G\|−z)} \langle R_{Ag}(z)\delta_x, \delta_y \rangle \, dz \right| v(y) \leq r \sum_{y \in G} \langle R_{Ag}(r)\delta_x, \delta_y \rangle v(y) \leq r \langle R_{Ag}(r)\delta_x, v \rangle .
\]

Namely, if \( u \in \mathfrak{h} \) then \( \sum_{y \in G} |u(y)|v(y) < +\infty \) as \( u = \sum_{x \in G} a_x e^{tH} \delta_x \) is a finite sum, that is the last addendum in the r.h.s. of (93) is also meaningful. \( \square \)

The last results explain the remarkable unexpected fact that the BEC for the Pure Hopping model is connected with the transience/recurrence character of the Adjacency, and not with the finiteness of the critical density. It might be straightforwardly generalised to models on graphs, as well as on \( \mathbb{R}^d \) for semibounded Schrödinger Hamiltonians of the form \( H = −\Delta + V(x) \). Below, we exhibit models whose critical density is infinite but exhibiting BEC and vice-versa, that is those for which the critical density is finite but there is no locally normal state exhibiting BEC.

We end the present section by noticing that, for any finite subgraph \( \Lambda \subset G \) and any chemical potential \( \mu < \|A_G\|−\|A_\Lambda\| \), the finite volume amount of the condensate for finite volume states in (3.1) and states (4.1), defined respectively as

\[
\rho^{cond}(\omega_\Lambda) := \frac{1}{\Lambda(\|A_G\|−\|A_\Lambda\|−\mu)} \quad \rho^{cond}_\Lambda(\omega) := \frac{\sum_{x \in \Lambda} v(x)^2}{|\Lambda|},
\]

are meaningful.

5. Comb Graphs

The present section is devoted to general results relative to the harmonic analysis for the Adjacency on the so-called Comb Graphs, the last being the main objects of the investigation of the remaining part of the present paper.

**Definition 5.1.** Let \( G, H \) be graphs, and let \( o \in VH \) be a given vertex. Then the comb product \( Y := G \pitchfork (H, o) \) is a graph with \( VY := VG \times VH \), and \( (g, h), (g', h') \in VY \) are adjacent \( \iff g = g' \) and \( h \sim h' \) or \( h = h' = o \) and \( g \sim g' \). We call \( G \) the base graph, and \( H \) the fibre graph.

When \( o \in H \) is understood from the context, we omit it and write \( G \pitchfork H \). Notice that \( \ell^2(VG \pitchfork (H, o)) = \ell^2(VG) \otimes \ell^2(VH) \). In this case, \( G \pitchfork H \) can be viewed as the additive perturbation of the disjoint union \( X := \bigsqcup_{VG} H \) of \#VG−copies of \( H \).
For $D$ describing the perturbation, we have $D = A_G \otimes P_o$, $P_o := \langle \cdot, \delta_o \rangle \delta_o$ being the orthogonal projection onto the subspace generated by $\delta_o \in \ell^2(VH)$.

**Proposition 5.2.** If $|VH| = +\infty$ then $G \dashv (H, o)$ is a negligible additive perturbation of $\bigcup_{VG} H$.

**Proof.** Let $\{G_n\}_{n \in N}, \{H_n, o\}_{n \in N}$ be expositions of $G, (H, o)$ respectively, with $o \in H_n, n \in \mathbb{N}$. Then
\[
\frac{|E(G_n \dashv (H_n, o))|}{|E(\bigcup_{VG_n} H_n)|} = \frac{|E_G|}{|V(\bigcup_{VG_n} H_n)|} \leq \frac{\deg_G|V_G|}{|V_G||V H_n|} = \frac{\deg_G}{|V H_n|} \to 0. 
\]

The following result useful in the sequel, concerns the explicit expression of the Krein Formula for the Adjacency of Comb Graphs.

**Proposition 5.3.** Let $\lambda \in \{z \mid |z| > \|A_G \dashv (H, o)\|\}$. Then
\[
R_{A_G \dashv (H, o)}(\lambda) = \mathbf{1}_{\ell^2(VG)} \otimes R_{A_H}(\lambda) + g(\lambda)R_{A_G}(g(\lambda))A_G \otimes R_{A_H}(\lambda)P_oR_{A_H}(\lambda),
\]
where
\[
g(\lambda) := \langle R_{A_H}(\lambda)\delta_o, \delta_o \rangle^{-1}.
\]

**Proof.** The proof follows by a direct application of the definition of the comb product to the Krein Formula \([2, 3]\) to the complement of the disk of radius $\|A_G \dashv (H, o)\|$ on which $I_{\ell^2(G)} - S(\lambda)$ is certainly invertible, by taking into account that $\ell^2(G \dashv (H, o)) = \ell^2(G) \otimes \ell^2(H)$, see e.g. the proof of Proposition 9.5 of \([7]\).

Using the Secular Equation \([4, 2]\), another relevant step is to decide whether the norm of the Adjacency of the Comb Graph $G \dashv (H, o)$ is greater than that of $H$.

**Proposition 5.4.** The equation
\[
\langle R_{A_H}(\lambda)\delta_o, \delta_o \rangle \|A_G\| = 1
\]
has at most one solution $\lambda_\ast > \|A_H\|$. If there is no solution $\lambda_\ast > \|A_H\|$, then $\|A_G \dashv (H, o)\| = \|A_H\|$. If such a solution $\lambda_\ast > \|A_H\|$ exists, then $\lambda_\ast = \|A_G \dashv (H, o)\|$.

**Proof.** In this situation $Z$ coincides with $G$, and $X$ is the disjoint union of $\#VG$ copies of $H$. Then
\[
D R_{A_X}(\lambda)P_{\ell^2(VZ)} = \langle R_{A_H}(\lambda)\delta_o, \delta_o \rangle A_G
\]
acting directly on $\ell^2(VZ)$, which is symmetric. The proof now follows the lines of the analogous Theorem 3.2 of \([4]\).

The foregoing step concerns the construction of a PF weight $v$ for the adjacency of the comb graph $G \dashv (H, o)$, starting from a PF one $w$ for $A_G$.

**Proposition 5.5.** For the Comb Product $G \dashv (H, o)$ and $w \in \mathcal{W}_G$, the following assertions hold true.

(i) Suppose that $\langle R_{A_H}(\|A_H\|)\delta_o, \delta_o \rangle \geq \|A_G\|^{-1}$. Then $A_G \dashv (H, o)$ is transient if and only if $A_G$ is transient. In addition,
\[
v = w \otimes R_{A_H}(\|A_G \dashv (H, o)\|)\delta_o
\]
presents a PF weight for $A_G \dashv (H, o)$, which is the unique PF weight up to a multiplicative constant if $A_G \dashv (H, o)$ is recurrent.
(ii) Suppose that \( R_{A_H}(\|A_H\|)\delta_o, \delta_o \) < \( \|A_G\|^{-1} \). Then \( A_{G^{-\langle H,o \rangle}} \) is always transient.

Proof. (i) If \( R_{A_H}(\|A_H\|)\delta_o, \delta_o \) ≥ \( \|A_G\|^{-1} \), then the smooth function in [5,24] g(\(\lambda\)) ↓ \(\|A_H\|\) if \(\lambda\) ↓ \(\|A_G^{-\langle H,o \rangle}\|\). By Proposition [5,4] either \( R_{A_H}(\|A_H\|)\delta_o, \delta_o \) > \(\|A_G\|^{-1}\), which means that \(\|A_{G^{-\langle H,o \rangle}}\| > \|A_H\|\), or \( R_{A_H}(\|A_H\|)\delta_o, \delta_o \) = \(\|A_G\|^{-1}\) which means that \(A_H\) is transient. In both situations, \( R_{A_H}(\|A_{G^{-\langle H,o \rangle}}\|)\delta_o, \delta_o \) is always finite. Thus, \(A_{G^{-\langle H,o \rangle}}\) is transient if and only if \(R_{A_H}(\|A_H\|)\delta_o, \delta_o \) < +\(\infty\). With \(|E_{h,o}|\) the number of edges connecting \(h\) and \(o\), and

\[
\frac{x}{\lambda - x} = \frac{\lambda}{\lambda - x} - 1,
\]

it automatically follows from the fact that

\[
\sum_{h \sim_o} |E_{h,o}| R_{A_H}(\|A_H\|)\delta_h, \delta_o = (A_H R_{A_H}(\|A_H\|)\delta_o, \delta_o)
\]

\[= \|A_H\| (R_{A_H}(\|A_H\|)\delta_o, \delta_o) - 1,\]

where the l.h.s. is made of a finite numbers of addenda, and the r.h.s. is bounded. To simplify the matter, we suppose that \( R_{A_H}(\|A_H\|)\delta_o, \delta_o \) > \(\|A_G\|^{-1}\). The case \(R_{A_H}(\|A_H\|)\delta_o, \delta_o \) = \(\|A_G\|^{-1}\) is straightforwardly obtained at the same way, by considering an exhaustion \(\{(H_n, o)\}_{n \in \mathbb{N}}\) also for \((H_n, o)\) and taking into account Lemma [4.1] together with the fact that \(A_H\) is transient. Choose an exhaustion \(\{G_n\}_{n \in \mathbb{N}}\) for \(G\), together with the sequence \(\{w_n\}_{n \in \mathbb{N}}\) of the PF eigenvectors, all normalised as \(w_n(\gamma) = w(\gamma)\) at a common root \(\gamma \in G_n\), and extended to 0 on \(VG \backslash VG_n\) such that \(\lim_{n} w_n(g) = w(g), g \in G\). It certainly exists as \(w \in W_G\). As \(R_{A_H}(\|A_H\|)\delta_o, \delta_o \) > \(\|A_G\|^{-1}\), we can also suppose that \(\|A_{G_n^{-\langle H,o \rangle}}\| > \|A_H\|\) for each \(n \in \mathbb{N}\). Theorem 6.1 of [7] assures that

\[
v_n(g,h) = (R_{A_H}(\|A_{G_n^{-\langle H,o \rangle}}\|)\delta_h, \delta_o)w_n(g), \quad (g,h) \in VG_n \times VH,
\]

provides a PF eigenvector (unique with the chosen normalisation) for \(G_n \vdash (H,o)\). As \(R_{A_H}(\|A_H\|)\delta_o, \delta_o \) > \(\|A_G\|^{-1}\), then \(\|A_{G^{-\langle H,o \rangle}}\| > \|A_H\|\) and \(R_{A_H}(\|A_{G^{-\langle H,o \rangle}}\|)\) → \(R_{A_H}(\|A_{G^{-\langle H,o \rangle}}\|)\) in norm, as \(\|A_{G_n^{-\langle H,o \rangle}}\| \uparrow \|A_{G^{-\langle H,o \rangle}}\|\). Thus, \(v_n(g,h) \rightarrow v(g,h)\), point–wise. By taking into account that \(\|A_{G_n^{-\langle H,o \rangle}}\| \uparrow \|A_{G^{-\langle H,o \rangle}}\| \geq \|A_H\|\), we compute with

\[
A_{G^{-\langle H,o \rangle}} = A_G \otimes P_o + I \otimes A_H,
\]
and the analogous for the $A_{G^{-\infty}(H,o)}$,
\[
\langle A_{G^{-\infty}(H,o)}v, \delta_g \otimes \delta_h \rangle = \langle A_Gw, \delta_g \rangle \langle RA_H(\|A_{G^{-\infty}(H,o)}\|)\delta_o, \delta_o \rangle \delta_{h,o}
+ \langle w, \delta_g \rangle \langle A_HRA_H(\|A_{G^{-\infty}(H,o)}\|)\delta_o, \delta_o \rangle \delta_{h,o}
= \|A_G\| \langle w, \delta_g \rangle \langle RA_H(\|A_{G^{-\infty}(H,o)}\|)\delta_o, \delta_o \rangle \delta_{h,o}
+ \langle w, \delta_g \rangle \langle A_HRA_H(\|A_{G^{-\infty}(H,o)}\|)\delta_o, \delta_o \rangle \delta_{h,o}
= \lim_n \left( \|A_G^n\| \langle w_n, \delta_g \rangle \langle RA_H(\|A_{G^{-\infty}(H,o)}\|)\delta_o, \delta_o \rangle \delta_{h,o}
+ \langle w_n, \delta_g \rangle \langle A_HRA_H(\|A_{G^{-\infty}(H,o)}\|)\delta_o, \delta_o \rangle \delta_{h,o} \right)
= \lim_n \left( \langle A_{G^{-\infty}(H,o)}v_n, \delta_g \otimes \delta_h \rangle \right)
= \langle \|A_{G^{-\infty}(H,o)}\| \langle v_n, \delta_g \otimes \delta_h \rangle \rangle
= \|A_{G^{-\infty}(H,o)}\| \langle v, \delta_g \otimes \delta_h \rangle \).
\]

Namely, the point–wise limit $\lim_n v_n(g, h) = v(g, h)$ provides a PF weight for $A_{G^{-\infty}(H,o)}$, which is unique if $A_{G^{-\infty}(H,o)}$ is recurrent (cf. [10]), which happens if and only if $A_G$ is so.

(ii) If $\langle RA_H(\|A_H\|)\delta_o, \delta_o \rangle < \|A_G\|^{-1}$, then $A_H$ is transient, $\|A_{G^{-\infty}(H,o)}\| = \|A_H\|$, and finally $\lambda \in \|A_{G^{-\infty}(H,o)}\|, +\infty \Rightarrow g(\lambda) > \|A_G\|$. Thus, $\langle RA_H(g(\|A_{G^{-\infty}(H,o)}\|)A_G\delta_g, \delta_g \rangle$ is finite for each $g \in G$, and $\langle RA_H(\|A_{G^{-\infty}(H,o)}\|)\delta_o, \delta_o \rangle$ is also finite because $A_H$ is transient. We then conclude that $A_{G^{-\infty}(H,o)}$ is always transient again by (5.1). \[\square\]

The final part of the present section is devoted to the particular cases useful in the sequel, that is when $G$ and/or $H$ are isomorphic to $\mathbb{Z}^d$. For this purpose, we use the boundary conditions for the Adjacency $A_{\mathbb{Z}^d}$. Indeed, fix the segment
\[
\Sigma_n := \{-n, -n + 1, \ldots, 0, \ldots, n - 1, n\} \subset \mathbb{Z}
\]
of $\mathbb{Z}$ made of $2n+1$ points, together with the finite circle group $T_{2n+1}$ obtained by $\Sigma_n$ by adding only an edge. We always refer to such a graph with periodic boundary condition directly as $T_{2n+1}$. By using Fourier transform, the circle group $T$ and its powers $T^d$,

are also considered as the dual of $\mathbb{Z}^d$. We identify $\mathbb{T} \sim [-\pi, \pi]$, the latter equipped with the sum operation modulus $2\pi$, and the normalised Haar measure $\frac{d\vartheta}{2\pi}$. With an abuse of notations, the normalised Haar measures on $T^d_{2n+1}$ and $T^d$ are symbolically denoted by $d\vartheta_n(\vartheta)$, $d\vartheta(\vartheta)$ by omitting the dependence on the dimension $d$.

The following result similar to Proposition [5,2] assures that for exhaustions with periodic boundary conditions for the bases and/or fiber spaces $G, H$, we still have additive finite volume approximations of the Adjacency which become negligible in the limit of infinite volume.
Proposition 5.6. Let $H = \mathbb{Z}^d$, and $G$ be equipped with the exhaustion $\{G_n\}_{n \in \mathbb{N}}$. Then

$$\lim_{n \to \infty} \frac{|E(G_n \to T^d_{2n+1})| - |E(\bigcup V G_n \Sigma^d_n)|}{|V(G_n \to \Sigma^d_n)|} = 0.$$ 

If in addition $G = \mathbb{Z}^r$, again

$$\lim_{n \to \infty} \frac{|E(T^r_{2n+1} \to T^d_{2n+1})| - |E(\bigcup V G_n \Sigma^d_n)|}{|V(\Sigma^r_n \to \Sigma^d_n)|} = 0.$$ 

Proof. We start by noticing that for the adjacency of the graph $\Gamma_1 \times \Gamma_2$,

$$A_{\Gamma_1 \times \Gamma_2} = A_{\Gamma_1} \otimes I_{E(V \Gamma_2)} + I_{E(V \Gamma_1)} \otimes A_{\Gamma_2}.$$ 

In addition, if $D$ is a self-adjoint matrix describing a number of edges

$$n_D = \frac{1}{2} \sum_{i,j} D_{ij},$$

$D \otimes I_{E(j)}$ describes a number of edges

$$n_{D \otimes I_{E(j)}} = |J| n_D.$$ 

To pass from $\Sigma_n$ to $T_{2n+1}$, it is enough to add only one edge, that is $A_{T_{2n+1}} = A_{\Sigma_n} + D$ with $n_D = 1$. Thus,

$$n_{A_{\Sigma_n} + D} = n_{A_{\Sigma_n}} + d(2n + 1)^{d-1}.$$ 

As $G$ is supposed of uniformly bounded degree, then

$$\sup_n \frac{|EG_n|}{|V G_n|} < +\infty.$$ 

A simple calculation yields

$$\frac{|E(G_n \to T^d_{2n+1})| - |E(\bigcup V G_n \Sigma^d_n)|}{|V(G_n \to \Sigma^d_n)|} = \frac{|V G_n d(2n + 1)^{d-1} + |EG_n|}{|V G_n(2n + 1)^d|} \to 0.$$ 

If we adopt the periodic boundary conditions also on the base space $G = \mathbb{Z}^r$, by using again (5.4) and reasoning as above, we simply get

$$\frac{|E(T^r_{2n+1} \to T^d_{2n+1})| - |E(\bigcup V G_n \Sigma^d_n)|}{|V(\Sigma^r_n \to \Sigma^d_n)|} = d \frac{(2n + 1)^{d-1} + 1}{(2n + 1)^d} \to 0.$$ 

In order to compute the norm of the finite volume approximation of the comb graphs $G \to \mathbb{Z}^d$, we particularise (5.2) by putting

$$g_n(x) := (R_{A_{\Sigma_n}}(x) \delta_0, \delta_0)^{-1}, \quad x \in (2d, +\infty).$$

Even if it is not directly needed in the sequel, for the sake of completeness we provide some results which have a self-containing interest. Let $d \geq 3$ and consider

$$f(\theta) = \frac{1}{\sum_{j=1}^d (1 - \cos \theta_j)}.$$ 

together with its Fourier transform

$$\hat{f}(k) = \frac{1}{(2\pi)^d} \int_{\mathbb{T}^d} \frac{e^{-i\langle k, \theta \rangle}}{\sum_{j=1}^d (1 - \cos \theta_j)} d^d \theta,$$
which is meaningful as \( f \in L^1(\mathbb{T}^d, d^d \vartheta) \). We start by providing the following Tauberian theorem, probably known to the experts, concerning the behaviour for \( n \to +\infty \), of \( \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)|^2 \). The case \( d > 4 \) is trivial because \( f \in L^2(\mathbb{T}^d) \), so we reduce the matter to the critical dimensions \( d = 3, 4 \).

**Proposition 5.7.** For \( n \to \infty \) we get

\[
(i) \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)|^2 \approx n \text{ for } d = 3, \\
(ii) \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)|^2 \approx \ln n \text{ for } d = 4.
\]

**Proof.** Let \( 0 \leq h \leq 1 \) be a spherically symmetric positive cut–off with small support which is identically 1 around \( 0 \in [-\pi, \pi]^d \sim \mathbb{T}^d \). Let \( g(\vartheta) = \frac{h}{\vartheta} \) arising from the Taylor expansion of the cosine function around 0, with \( \vartheta = \sqrt{\sum_{j=1}^d \vartheta_j^2} \). It is immediate to see that

\[ f = gh + (f - g)h + f(1 - h). \]

Put \( F_1 := gh, F_2 := (f - g)h + f(1 - h) \). As \( F_2 \in L^2(\mathbb{T}^d, d^d \vartheta) \), by using Holder Inequality one shows that only \( \sum_{k \in S^d} |\hat{F}_1(k)|^2 \) contributes to the asymptotics of \( \sum_{k \in \mathbb{Z}^d} |\hat{f}(k)|^2 \). Thus, we reduce the matter to that term and consider the function \( gh \) as directly defined on the whole \( \mathbb{R}^d \). Thus, \( F_1(\vartheta) = s(r(\vartheta)) \) for the function \( s(r) = \frac{1}{r^d} \) on \( \mathbb{R}_+ \). By using the characteristic function of a spherically symmetric small neighbourhood of \( 0 \) as the cut–off, the Fourier transform of \( F_1 \) (considered as a function on the whole \( \mathbb{R}^d \)) can be expressed by the Hankel transform \( S(\rho) \) of \( s(r) \) by

\[
S(\rho) = 2\pi \rho^{1 - \frac{d}{2}} \int_0^1 r^{rac{d}{2} - 2} J_{\frac{d}{2} - 1}(2\pi \rho r) \, dr.
\]

Here, \( J_{\frac{d}{2} - 1} \) is the Bessel function of the first kind of order \( \frac{d}{2} - 1 \). By using Lemma 3.3 of \([5]\), we get \( S(\rho) \approx \rho^{3 - d} \) which leads to

\[
\sum_{k \in \mathbb{Z}^d} |\hat{F}_1(k)|^2 \approx \int_1^n \rho^{3 - d} \, d\rho,
\]

and the proof follows. \( \square \)

When \( H = \mathbb{Z}^d \), it is possible to use the periodic boundary conditions. Thus, in this situation \( \{G_n \downarrow \mathbb{T}^d, 2^n \} \) is an exhaustion of \( G \downarrow \mathbb{Z}^d \), with periodic boundary conditions on the finer space, provided that \( \{G_n \}_{n \in \mathbb{N}} \) is an exhaustion of \( G \). Following this line, we summarise some results of interest in the following

**Proposition 5.8.** Consider any PF weight \( w \in W_G \). The following assertions hold true.

\[
(i) \text{ If } \langle R_{A_G} (2d) \delta_o, \delta_o \rangle > \|A_G\|^{-1}, \text{ the weight } v = w \otimes r \text{ on } G \downarrow \mathbb{Z}^d \text{ with } \\
\varepsilon = \frac{\|A_G\|}{2} - d > 0 \text{ and } \\
(5.6) \quad r(k) := \frac{\|A_G\|}{2(2\pi)^d} \int_{\mathbb{T}^d} \frac{e^{-i(k, \vartheta)}}{\varepsilon + \sum_{j=1}^d (1 - \cos \vartheta_j)} \, d^d \vartheta
\]

gives a PF weight for \( A_G \downarrow \mathbb{Z}^d \).
(ii) If \( (R_{A_{(2d)}(2d)\delta_o,\delta_o}) \leq \|A_G\|^{-1} \), the weight \( v = w \otimes r \) on \( G \cap \mathbb{Z}^d \) with
\[
(5.7) \quad r(k) := 1 + \frac{\|A_G\|}{2(2\pi)^d} \int_{T^d} \frac{e^{-i(k,\vartheta)} - 1}{\sum_{j=1}^d (1 - \cos \vartheta_j)} d^d \vartheta
\]
gives a PF weight for \( A_{G \cap \mathbb{Z}^d} \).

(iii) If \( (R_{A_{(2d)}(2d)\delta_o,\delta_o}) > \|A_G\|^{-1} \) (which always happens when \( d \leq 2 \)), then
\[ d_{PF}(G \cap \mathbb{Z}^d) = d_{PF}(G). \]
If \( (R_{A_{(2d)}(2d)\delta_o,\delta_o}) = \|A_G\|^{-1} \), then \( d_{PF}(G \cap \mathbb{Z}^d) = d_{PF}(G) + 1 \) when \( d = 3 \), and \( d_{PF}(G \cap \mathbb{Z}^d) = d_{PF}(G) \) when \( d \geq 4 \) (apart of a logarithmically divergent term which does not contribute to \( d_{PF}(G \cap \mathbb{Z}^d) \)). If \( (R_{A_{(2d)}(2d)\delta_o,\delta_o}) < \|A_G\|^{-1} \), then \( d_{PF}(G \cap \mathbb{Z}^d) = d_{PF}(G) + 1 \).

Proof. Denote \( dm_n, dm \) the normalized Haar measures on \( T_{2n+1}^d, T^d \) respectively. Fix an exhaustion \( \{G_n\} \) of \( G \) together with a PF weight \( w \in \mathcal{W}_G \). Define \( \varepsilon_n > 0 \) as the unique solution of the Secular Equation
\[
\frac{\|A_{G_n}\|}{2} \int_{T_{2n+1}^d} \frac{dm_n(\vartheta)}{\varepsilon_n + \sum_{j=1}^d (1 - \cos \vartheta_j)} = 1
\]
corresponding to \( A_{G_n \cap \mathbb{Z}^d_{2n+1}} \). It is straightforward to see that
\[
\lim_n \varepsilon_n = \varepsilon = \frac{\|A_{G \cap \mathbb{Z}^d}\|}{2} - d \geq 0.
\]
We also get
\[
\varepsilon_n(2n+1)^d = \|A_{G_n}\| \int_{T_{2n+1}^d \setminus \{0\}} \frac{dm_n(\vartheta)}{\varepsilon_n + \sum_{j=1}^d (1 - \cos \vartheta_j)}
\]
which leads to
\[
\lim_n \varepsilon_n(2n+1)^d = \|A_G\| \int_{T^d} \frac{dm(\vartheta)}{\varepsilon + \sum_{j=1}^d (1 - \cos \vartheta_j)}
\]
by Lemma 10.9 of [7].

(i) and (ii) Fix \( w \in \mathcal{W}_G \) with the corresponding finite volume approximations \( \{w_n\} \), all normalised at 1 on a common root of \( G_n \). Define \( r_n \) on \( T_{2n+1}^d \) as
\[
r_n(k) = \frac{\|A_{G_n}\|}{2} \int_{T_{2n+1}^d} \frac{e^{-i(k,\vartheta)}}{\varepsilon_n + \sum_{j=1}^d (1 - \cos \vartheta_j)} dm_n(\vartheta)
\]
As \( \varepsilon_n > 0 \), then \( v_n = w_n \otimes r_n \) is the PF eigenvector on \( G_n \cap T_{2n+1}^d \), unique with the given normalisation. In addition, \( \lim_n r_n(k) = r(k) := \langle r, \delta_k \rangle \). We also compute
\[
\langle A_{T^d_n} r_n, \delta_k \rangle = \frac{\|A_{G_n}\|}{2} \left( \frac{2d}{\varepsilon_n(2n+1)^d} + \int_{T_{2n+1}^d \setminus \{0\}} \frac{2(\sum_{j=1}^d \cos \vartheta_j)e^{-i(k,\vartheta)}}{\varepsilon_n + \sum_{j=1}^d (1 - \cos \vartheta_j)} dm_n(\vartheta) \right)
\]
\[
\rightarrow 2d + \|A_G\| \int_{T^d} \frac{\sum_{j=1}^d \cos \vartheta_j e^{-i(k,\vartheta)} - d}{\varepsilon_n + \sum_{j=1}^d (1 - \cos \vartheta_j)} dm(\vartheta) =: \langle A_{\mathbb{Z}^d} r, \delta_k \rangle
\]
By following the same lines of the proof of Proposition 5.5 and taking into account the previous computations, we get in all the situations,

\[
\langle A_{G-\mathbb{Z}^d} v, \delta_g \otimes \delta_k \rangle = \langle A_G w, \delta_g \rangle \langle r, \delta_0 \rangle \delta_{k,0} + \langle w, \delta_g \rangle \langle A_{\mathbb{Z}^d} r, \delta_k \rangle
\]

\[
= \|A_G\| \langle w, \delta_g \rangle \langle r, \delta_0 \rangle \delta_{k,0} + \langle w, \delta_g \rangle \langle A_{\mathbb{Z}^d} r, \delta_k \rangle
\]

\[
= \lim_n (\|A_G, \| \langle w_n, \delta_g \rangle \langle r_n, \delta_0 \rangle \delta_{k,0} + \langle w_n, \delta_g \rangle \langle A_{\mathbb{T}^d_{2n+1}} r_n, \delta_k \rangle)
\]

\[
= \lim_n (\langle A_{G_n} w_n, \delta_g \rangle \langle r_n, \delta_0 \rangle \delta_{k,0} + \langle w_n, \delta_g \rangle \langle A_{\mathbb{T}^d_{2n+1}} r_n, \delta_k \rangle)
\]

\[
= \lim_n (\|A_{G_n} - \mathbb{T}^d_{2n+1} v_n, \delta_g \otimes \delta_k \rangle = \lim_n (\|A_{G_n} - \mathbb{T}^d_{2n+1} v_n, \delta_g \otimes \delta_k \rangle)
\]

\[
= \lim_n (\|A_{G_n} - \mathbb{T}^d_{2n+1} \| \langle w_n, \delta_g \rangle \langle r_n, \delta_k \rangle) = \|A_{G-\mathbb{Z}^d} \| \langle w, \delta_g \rangle \langle r, \delta_k \rangle
\]

\[
= \|A_{G-\mathbb{Z}^d} \| \langle v, \delta_g \otimes \delta_k \rangle.
\]

(iii) It follows directly by (i) and (ii), together with Proposition 5.7. □

6. The graph \( \mathbb{N} \)

Contrarily to \( \mathbb{Z} \), the Pure Hopping model on the graph \( \mathbb{N} \), together with the comb graphs whose base space is \( \mathbb{N} \) itself exhibits very interesting new phenomena concerning the appearance of the BEC. In order to study the spectral properties of the Adjacency, the first step is to point out the differences between the one–side boundary conditions is evidently not allowed for \( \mathbb{N} \), and the two–sides one corresponding to \( \mathbb{Z} \). The starting point will be the infinite volume limit of finite volume approximations. The simple difference is to take the one–side segment

\[
S_n := \{0, 1, \ldots, n\} \subset \mathbb{N}
\]

made of \( n + 1 \) points whose common root is the initial point 0, as the finite volume approximations, and perform the one–side limit. The difference is to start for \( \mathbb{Z} \) with the segment \( \Sigma_n = \{-n, -n+1, \ldots, 0, \ldots, n-1, n\} \) made of \( 2n + 1 \) points whose common root is the middle point 0. In this case, the infinite volume limit will be a two–sides one, or a limit involving the periodic boundary conditions without essentially affecting the analysis. The finite volume approximation adopting the boundary conditions is evidently not allowed for \( \mathbb{N} \). Namely, the chosen exhaustion \( \{\Lambda_n\}_{n \in \mathbb{N}} \) for \( \mathbb{N} \) will be \( \Lambda_n = S_n \) The explicit calculation concerning the spectral properties of such finite graphs \( S_n \) as before are reported in [19] to which we refer the reader without further mention.

The first main difference will concern the PF dimension which is easily seen to be 1 for \( \mathbb{Z} \), and 3 for \( \mathbb{N} \) as it is summarised in the following result. Indeed, denote \( v_n \) the PF eigenvector on \( \Sigma_n \), normalised at 1 on \( 0 \in \Sigma_n \), and extended at 0 on \( \mathbb{N} \setminus \Sigma_n \).

**Proposition 6.1.** The weight \( v(k) := k + 1 \) is a PF one for \( A_\mathbb{N} \). Then \( d_{PF}(\mathbb{N}) = 3 \). In addition,

\[
\lim_n v_n(k) = v(k), \quad j \in \mathbb{N},
\]

and

\[
\frac{\|v[\Lambda_n]\|^2}{\|v_n\|^2} = \frac{2\pi^2}{3} + o(1).
\]
Proof. For $0 \leq k, m \leq n$, the PF eigenvector, normalised to 1 at $m$ is given by

$$v_n(k) = \frac{\sin \frac{\pi(k+1)}{n+2}}{\sin \frac{\pi(m+1)}{n+2}} \rightarrow \frac{k+1}{m+1}$$

when $n \to +\infty$, and the first part follows by putting $m = 0$. Concerning the PF dimension, we have

$$\|v_{\Lambda_n}\|^2 = \sum_{k=0}^{n} (k+1)^2 = \frac{(n+1)(n+2)(2n+3)}{6} \approx \frac{n^3}{3},$$

that is $d_{PF}(\mathbb{N}) = 3$. Finally, by taking into account the Riemann sum approximations of an integral of a continuous function, we compute

$$\|v_n\|^2 = \frac{n+1}{\sin^2 \frac{\pi}{n+2}} \left( \frac{1}{n+1} \sum_{k=0}^{n} \sin^2 \frac{\pi(k+1)}{n+2} \right) \approx \left( \frac{n}{\pi} \right)^3 \int_{0}^{\pi} \sin^2 mx \, dx = \frac{n^3}{2\pi^2}.$$

Collecting together we get (6.1). \hfill \Box

We pass to compute the matrix elements of the resolvent $R_{A_n}$, its limit when $\lambda \downarrow \|A_n\|$, together with its finite volume approximations. To shorten the notations in the various proofs, we put $A_n := A_{S_n}$, $A := A_{S}$, with the corresponding resolvent $R_n(\lambda)$, $R(\lambda)$, respectively. In addition $Q_n := P_{v_n}$ is the orthogonal projection onto the orthogonal complement of the one-dimensional subspace generated by the PF eigenvectors for $A_{S_n}$. Let $\lambda \geq 2$, define inductively

$$\Gamma_0(\lambda) = +\infty, \quad \Gamma_{n+1}(\lambda) = \lambda - \frac{1}{\Gamma_n(\lambda)}, \quad n = 0, 1, \ldots.$$ 

When $\lambda = 2$, we easily compute

$$\Gamma_n := \Gamma_n(2) = \frac{n+1}{n}, \quad n = 1, 2, \ldots.$$

Proposition 6.2. If $\lambda > 2$, we get

$$\langle R_{A_n}(\lambda) \delta_k, \delta_{k+n} \rangle = 2 \left( \lambda - \frac{1}{\Gamma_{k+1}(\lambda)} + \sqrt{\lambda^2 - 4} \right) \left( \frac{\lambda - \sqrt{\lambda^2 - 4}}{2} \right)^n, \quad k, n \in \mathbb{N}.$$ 

In addition,

$$\lim_{\lambda \downarrow 2} \langle R(\lambda) \delta_k, \delta_l \rangle = (k \wedge l) + 1.$$ 

Proof. By taking into account the computation in Section 8 of [7], we obtain

$$\begin{pmatrix} \langle R(\lambda) \delta_k, \delta_{k+2n} \rangle \\ \langle R(\lambda) \delta_k, \delta_{k+2n+1} \rangle \end{pmatrix} := \begin{pmatrix} \alpha_{n+1} \\ \beta_{n+1} \end{pmatrix} = (\mu) \begin{pmatrix} \alpha_n \\ \beta_n \end{pmatrix},$$
where \( \mu = \frac{\lambda^2 - 2 - \lambda \sqrt{\lambda^2 - 4}}{2} \). The initial value \( \begin{pmatrix} \alpha_0 \\ \beta_0 \end{pmatrix} \) can be determined by solving the finite system

\[
\begin{align*}
\lambda \sigma_1 - \sigma_2 &= 0, \\
-\sigma_{i-1} + \lambda \sigma_i - \sigma_{i+1} &= 0, \quad i = 2, \ldots, k-1, \\
-\sigma_{k-1} + \lambda \sigma_k - \alpha_0 &= 0, \\
-\sigma_k + \lambda \alpha_0 - \beta_0 &= 1,
\end{align*}
\]

relative to the backward portion of the chain which leads to

\[
\langle R(\lambda) \delta_k, \delta_l \rangle = \frac{2}{\lambda - \frac{2}{\Gamma_k(\lambda)} + \sqrt{\lambda^2 - 4}} \prod_{m=l+1}^k \Gamma_m(\lambda), \quad l = 0, 1, \ldots, k-1.
\]

The last part follows by direct computation with \( \lambda = 2 \), as the r.h.s. of the formulae defining \( \langle R(\lambda) \delta_k, \delta_l \rangle \) are continuous for \( \lambda \downarrow \|A_N\| = 2 \).

We pass to the investigation of the thermodynamic limit, starting with that concerning the two–point function.

**Proposition 6.3.** Let \( \lambda_n \geq \|A_{S_n}\| \) such that \( \lim_n \lambda_n = 2 = \|A_N\| \). Then

\[
\lim_n \langle R_{S_n}(\lambda_n) Q_n \delta_k, Q_n \delta_l \rangle = \langle R_A(2) \delta_k, \delta_l \rangle.
\]

**Proof.** We start by noticing that

\[
\frac{1}{\pi} \int_0^n \sin^2 x \, dx \leq \frac{1}{n+2} \sum_{k=1}^{n+1} \sin^2 \frac{\pi k}{n+2} \rightarrow \frac{1}{\pi} \int_0^n \sin^2 x \, dx = \frac{1}{2},
\]

\[
\frac{1}{n+2} \sum_{k=1}^{n+1} \sin^2 \frac{\pi m k}{n+2} \rightarrow \frac{1}{\pi} \int_0^n \sin^2 m x \, dx = \frac{1}{2}, \quad m = 1, 2, \ldots.
\]

(6.2)

Define

\[
\nu_n := \lambda_n - \|A_n\| = \lambda_n - 2 \cos \frac{\pi}{n+2}.
\]

By using the results in Section 5.4 of [19], we compute after a bit of calculations involving trigonometric functions,

\[
\langle R_n(\lambda_n) Q_n \delta_k, Q_n \delta_l \rangle \leq \frac{1}{2(n+1)} \sum_{m=1}^{n} \sin \frac{\pi m (k+1)}{n+2} \sin \frac{\pi m (l+1)}{n+2} \frac{|\sin \frac{\pi m}{2(n+2)}|}{\sin^2 \frac{\pi m}{2(n+2)}}
\]

\[
\leq \frac{1}{2(n+1)} \sum_{m=1}^{n} \left( \sin \frac{\pi m (k+1)}{n+2} \sin \frac{\pi m (l+1)}{n+2} + \sin \frac{\pi (k+1)}{n+2} \sin \frac{\pi (l+1)}{n+2} \frac{|\sin \frac{\pi m}{2(n+2)}|}{\sin^2 \frac{\pi m}{2(n+2)}} \right).
\]
Concerning the last three addenda, we get

\[
\frac{1}{2(n+1)} \sum_{m=1}^{n} \sin \frac{\pi(k+1)}{n+2} \sin \frac{\pi m}{n+2} + \sin \frac{\pi(l+1)}{n+2} \sin \frac{\pi m}{n+2} + \sin \frac{\pi(k+1)}{n+2} \sin \frac{\pi(l+1)}{n+2} = O\left(\frac{1}{n^2} \sum_{m=1}^{n} \sin^2 \frac{\pi m}{2(n+2)}\right) = O\left(\frac{1}{n} \int_{\frac{\pi}{2}}^{\pi} \frac{\sin x}{\sin^2 \frac{x}{2}} \, dx \right) \to 0. 
\]

Thus, by using a generalised version of Lebesgue Dominated Convergence Theorem (cf. Theorem 19 in Section 4.4 of [15]) and retaining the leading terms, we get by taking into account of (6.2),

\[
\langle R_n(\lambda_n)Q_n \delta_k, Q_n \delta_l \rangle = \sum_{m=2}^{n+1} \nu_m + 2\left(\cos \frac{\pi m}{n+2} - \cos \frac{\pi m}{n+2} \right) \sum_{k=1}^{n+1} \sin^2 \frac{\pi m}{n+2} = \frac{1}{2(n+1)} \sum_{m=1}^{n} \sin \frac{\pi(k+1)}{n+2} \sin \frac{\pi m}{n+2} \sin \frac{\pi(l+1)}{n+2} \sin \frac{\pi m}{n+2} \sin \frac{\pi m}{2(n+2)} \sin \frac{\pi m}{2(n+2)} \to \frac{1}{2\pi} \int_{0}^{\pi} \frac{\sin(k+1)x \sin(l+1)x}{\sin^2 \frac{x}{2}} \, dx ,
\]

where the last step is justified as the integrand is continuous in \([0, \pi]\). Concerning the last integral and the case \(k \neq l\), we compute by taking into account the definition and the properties of Fejér kernel \(\Phi_n\) (see e.g. [11]),

\[
\frac{1}{2\pi} \int_{0}^{\pi} \frac{\sin(k+1)x \sin(l+1)x}{\sin^2 \frac{x}{2}} \, dx = \frac{1}{4\pi} \int_{-\pi}^{\pi} \frac{\cos |k-l|x - \cos(k+l+2)x}{2\sin^2 \frac{x}{2}} \, dx
\]

\[
= \frac{1}{4\pi} \int_{-\pi}^{\pi} \frac{\sin^2(k+l+2)x}{\sin^2 \frac{x}{2}} \, dx - \frac{1}{4\pi} \int_{-\pi}^{\pi} \frac{\sin^2 |k-l|x}{\sin^2 \frac{x}{2}} \, dx
\]

\[
= \frac{k+l+2}{2} \int_{-\pi}^{\pi} \Phi_{k+l+2}(x) \, dx - \frac{|k-l|}{2} \int_{-\pi}^{\pi} \Phi_{|k-l|}(x) \, dx
\]

\[
= (k+l) + 1.
\]

Similarly, the case \(k = l\) leads to

\[
\frac{1}{2\pi} \int_{0}^{\pi} \frac{\sin^2(k+1)x}{\sin^2 \frac{x}{2}} \, dx = (k+1) \int_{-\pi}^{\pi} \Phi_{2(k+1)}(x) \, dx = k+1.
\]

\(\square\)

Now we pass to the infinite volume limit involving the density of particles. To do that we start with the following

**Lemma 6.4.** Let \(\{b_n\}_{n \in \mathbb{N}} \subset \mathbb{R}_+\) be a sequence of positive number such that \(\lim_n b_n = 0\). Then

\[
\lim_{n} \int_{\frac{1}{b_n}}^{1} \frac{dx}{b_n + x^2} = +\infty.
\]
Proof: 
\[
\int_\frac{1}{n_k} \frac{1}{b_{n_k} + x^2} \, dx = \frac{1}{\sqrt{b_{n_k}}} \left( \arctan \frac{1}{\sqrt{b_{n_k}}} - \arctan \frac{1}{n_k \sqrt{b_{n_k}}} \right) 
\]
\[
= \frac{1}{\sqrt{b_{n_k}}} \arctan \frac{1}{\sqrt{b_{n_k}}} \frac{1}{1 + \frac{1}{n_k b_{n_k}}} \approx \frac{1}{\sqrt{b_{n_k}}} \arctan \frac{1}{n_k \sqrt{b_{n_k}}}.
\]
Consider any subsequence \( \{b_{n_k}\}_{k \in \mathbb{N}} \) such that \( n_k \sqrt{b_{n_k}} \to c \). If \( c \in (0, +\infty) \cup \{+\infty\} \) then \( \arctan \frac{1}{\sqrt{b_{n_k}}} \to K > 0 \). This means that \( \int_\frac{1}{n_k} \frac{1}{b_{n_k} + x^2} \, dx \to +\infty \). If \( c = 0 \) then
\[
\arctan \frac{1}{\sqrt{b_{n_k}}} \approx \frac{1}{\sqrt{b_{n_k}}}.
\]
Thus, again
\[
\int_\frac{1}{n_k} \frac{1}{b_{n_k} + x^2} \approx \frac{1}{b_{n_k} + \frac{1}{n_k}} \to +\infty
\]
and the assertion follows. \( \square \)

Proposition 6.5. Let \( \lambda_n > \|A_n\| \) such that \( \lim_n \lambda_n = 2 = \|A\| \). Then
\[
\lim_n \tau_n(Q_n R_{S_n}(\lambda_n)Q_n) = +\infty.
\]
Proof. Again by using the explicit computations in in Section 5.4 of [19], and for \( \nu_n \) as before with \( b_n = \nu_n/8 \), we get
\[
\tau_n(Q_n R_n(\lambda_n)Q_n) = \frac{1}{n+1} \sum_{m=2}^{n+1} \nu_n + 2 \left( \cos \frac{\pi}{n+2} - \cos \frac{\pi m}{n+2} \right)
\]
\[
\geq \frac{1}{n+1} \sum_{m=2}^{n+1} \nu_n + \sin^2 \frac{\pi m}{2(n+2)} \geq \frac{1}{4\pi} \int_{\frac{\pi}{n+2}}^{\frac{(n+1)\pi}{2(n+2)}} \frac{dx}{b_n + \sin^2 x}
\]
\[
\geq \frac{1}{4\pi} \int_{\frac{\pi}{n+2}}^{\frac{(n+1)\pi}{2(n+2)}} \frac{dx}{b_n + x^2} \approx \frac{1}{4\pi} \int_{\frac{\pi}{n+2}}^{\frac{(n+1)\pi}{2(n+2)}} \frac{dx}{b_n + x^2} \to +\infty
\]
by Lemma 6.4. \( \square \)

Concerning the thermodynamic limit for the Adjacency of the graph \( N \), the result in Proposition 6.5 is in accordance to the fact that the critical density for the Pure Hopping model on \( N \) is infinite (cf. Remark 8.4 of [7]), whereas Proposition 6.3 is compatible with the fact that the Adjacency \( A_N \) is transient. The latter property is the necessary and sufficient condition for the existence of locally normal states exhibiting BEC, see Theorem 4.4. The next theorem summarises the previous results and describes in details how it is possible to construct the states (4.4) by infinite volume limit of the Bose–Gibbs grand–canonical finite volume ensemble.

Theorem 6.6. Let \( D \geq 0 \), and \( \nu(k) := k+1, k \in \mathbb{N} \), be the PF weight of \( A_N \) together with the finite dimensional PF eigenvectors \( \{v_n\}_{n \in \mathbb{N}} \) for \( A_{S_n} \), all normalized at 1
on the common root 0. For each sequence of the chemical potentials \( \{ \mu_n \}_{n \in \mathbb{N}} \) with \( \mu_n < ||A_n|| - ||A_n^2|| \), such that \( \lim_{n} \mu_n = 0 \) and
\[
\lim_{\mu_n \to 0} \frac{1}{||v_n||^2(||A_n|| - ||A_n^2|| - \mu_n)} = D,
\]
we get
\[
\lim_n \left( \left(e^{(||A_n|| - \mu_n)^2}I - A_n\right)^{\mu_n} - I_n\right)^{-1} P_{\mu_n}(u_1, P_{\mu_n}(u_2)
\]
\[
= \left(e^{(||A_n|| - \mu_n)^2}I - A_n\right)^{-1} u_1, u_2 + D(u_1, v)(v, u_2) \quad u_1, u_2 \in \mathfrak{h}.
\]

Proof. Thanks to the functional calculus with the function in \([\mathbf{4.3}] \) we can reduce the matter to the resolvent. Put \( u_i = e^{it_i}H \delta_{x_i} \), \( i = 1, 2 \), and \( R^{(n)} := Q_n R_n(\lambda_n) Q_n \) which is well defined as \( \lambda_n = ||A|| - \mu_n > ||A_n|| \). By following the same lines of Proposition \([\mathbf{6.3}] \) and taking into account \([\mathbf{6.2}] \), we compute for the four terms appearing in the matrix elements \( R^{(n)}_{jk} \),
\[
R^{(n)}_{jk} \leq \frac{3}{4n} \deg[0, \pi] \left( \max_{x \in [0, \pi]} \frac{|\sin(j+1)x|}{\sin^2 \frac{x}{2}} \right)
\]
\[
+ \max_{x \in [0, \pi]} \frac{\sin(j+1)x}{\sin \frac{x}{2}} \sup_{n \geq 1} \frac{\sin \frac{\pi(j+1)x}{n+2}}{\sin \frac{\pi}{n+2}} + \max_{x \in [0, \pi]} \frac{\sin(j+1)x}{\sin \frac{x}{2}} \sup_{n \geq 1} \frac{\sin \frac{\pi(j+1)x}{n+2}}{\sin \frac{\pi}{n+2}} \right)
\]
\[
+ \frac{1}{2} \sup_{n \geq 1} \frac{\sin \frac{\pi(j+1)x}{n+2}}{\sin \frac{\pi}{n+2}} \leq 11(j+1)(k+1).
\]

Suppose that \( |z| = |w| = r > 2 \). Proposition \([\mathbf{6.2}] \) says that \( R(r)_{jk} \) is exponentially decreasing for \( j \) or \( k \) going to infinity, then we get
\[
\left| \sum_{j, k=0}^{n} R(z)_{ij} R^{(n)}_{jk} R(w)_{kl} \right| \leq 11 \left( \sum_{j=0}^{+\infty} R(r)_{ij}(j+1) \right) \left( \sum_{k=0}^{+\infty} R(r)_{kl}(k+1) \right) < +\infty.
\]

Now, by using Lebesgue Dominated Convergence Theorem, Proposition 4.2 and Theorem \([\mathbf{4.3}] \) we obtain
\[
\lim_{n} \left( \sum_{j, k=0}^{n} R(z)_{ij} R^{(n)}_{jk} R(w)_{kl} \right) = \langle R(2)u_1, u_2 \rangle.
\]

Concerning the condensate portion, with the obvious notations we first note that, under the condition \( \mu_n \to 0 \), it reduces to
\[
\left( e^{(||A|| - \mu_n)^2}I - A_n - I_n \right)^{-1} P_{\mu_n} u_1, P_{\mu_n} u_2 \right) \approx \frac{\langle u_1, v_n \rangle \langle v_n, u_2 \rangle}{||v_n||^2(||A|| - ||A_n|| - \mu_n)}.
\]
Thus, the matter is reduced to investigate the limit of the numerator. By

\[ v_n(k) = \frac{\sin \frac{\pi (k+1)}{n+2}}{\sin \frac{\pi n}{n+2}} \leq k + 1, \quad k = 0, 1, \ldots, n, \]

and reasoning as before, we obtain

\[ \sum_{k=0}^{n} R(r)_{jk} v_n(k) \leq \sum_{k=0}^{+\infty} R(r)_{jk}(k + 1) < +\infty. \]

Thus, by Proposition 6.1 and Theorem 4.4, for \( u = e^{itH} \delta_x \in \mathfrak{h} \) we get,

\[ \lim_n \langle v_n, u \rangle = \lim_n \frac{1}{2\pi i} \oint_{C_r} dz e^{\frac{it}{\omega} \|A\| - z} \sum_{k=0}^{n} R(z)_{jk} v_n(k) \]

\[ = \frac{1}{2\pi i} \oint_{C_r} dz e^{\frac{it}{\omega} \|A\| - z} \sum_{k=0}^{+\infty} R(z)_{jk} (\lim_n v_n(k)) \]

\[ = \frac{1}{2\pi i} \oint_{C_r} dz e^{\frac{it}{\omega} \|A\| - z} \sum_{k=0}^{+\infty} R(z)_{jk} v(k) \]

\[ = \langle v, u \rangle. \]

Collecting together the results concerning the excited states and the portion of the condensate, the proof follows. \( \square \)

**Remark 6.7.**

(i) The graph \( \mathbb{N} \) is transient, so it exhibit locally normal states describing BEC, see Theorem 4.3. The finite volume two–point function splits into two terms. In the infinite volume limit, the first one converges to the corresponding term of the two–point function given in the l.h.s. of (4.4), the former and the latter describing the occupation portion of the excited levels for the finite and infinite volume, respectively. The second one, describing the occupation portion of the ground state, converges to the last addendum in the l.h.s. of (4.4) corresponding to the portion of the condensate. This is precisely Theorem 6.6.

(ii) Concerning the mean density, as before two parts contribute to that: the part taking into account the excited levels and the condensation portion, respectively. Being \( \rho_c = +\infty \) and considering the functional calculus by the bounded function in (4.4), the first part always diverges in the infinite volume limit by giving

\[ \lim_n \rho(\omega_{A_n}) = +\infty = \rho_c = \lim_n \frac{1}{|\Lambda_n|} \sum_{x \in \Lambda_n} \langle (\|A\| - A)\delta_x, \delta_x \rangle \]

\[ + \lim_n \frac{1}{|\Lambda_n|} \sum_{x \in \Lambda_n} \langle R_A(\|A\|)\delta_x, \delta_x \rangle. \]

For each state \( \omega = \omega_D \) in (4.4) describing the condensation regime, its mean density \( \rho(\omega) = +\infty \) even if they are locally normal, i.e. the local density is finite:

\[ \rho_A(\omega) = \sum_{x \in \Lambda} \omega(\omega_A(a(\delta_x)a^\dagger(\delta_x))) < +\infty. \]
Concerning the second terms, we have to distinguish two cases arising from the condensation regime.

(iii) Suppose in (4.4) that $D > 0$. Being $3 = d_{PF} > d_G = 1$,

$$\lim_n \rho_{\text{cond}}(\omega_{\Lambda_n}) = \lim_n \frac{\|v_n\|^2}{|\Lambda_n|} \lim_n \frac{1}{\|v_n\|^2(\|A\| - \|A_n\| - \mu_n)} = +\infty,$$

$$= D \lim_n \frac{\sum_{x \in \Lambda_n} v(x)^2}{|\Lambda_n|} = \lim_n \rho_{\text{cond}}(\omega).$$

But the ratio between the mean density of the condensate and its infinite volume limit is different from 1 by (6.1). In fact

$$\frac{\rho_{\Lambda_n}^{\text{cond}}(\omega)}{\rho^{\text{cond}}(\omega_{\Lambda_n})} = \frac{\|v_n\|^2}{|\Lambda_n|} \rightarrow \frac{2\pi^2}{3}.$$

(iv) The critical case $D = 0$ leads to the following situations:

$$\rho^{\text{cond}}(\omega_{\Lambda_n}) = \frac{\|v_n\|^2}{|\Lambda_n|} \frac{1}{\|v_n\|^2(\|A\| - \|A_n\| - \mu_n)} = \left(\frac{1}{2\pi^2} + o(1)\right) \frac{(n + 1)^2}{\|v_n\|^2(\|A\| - \|A_n\| - \mu_n)},$$

whose possible limit depends on the rate of the convergence to 0 of $\frac{1}{\|v_n\|^2(\|A\| - \|A_n\| - \mu_n)}$.

7. THE COMB GRAPH $\mathbb{N} \uplus \mathbb{Z}^d$

The results in the previous sections allow us to investigate in the full generality the surprising phenomena described below, relative to the appearance of the BEC for the Pure Hopping model on the comb graphs $\mathbb{N} \uplus \mathbb{Z}^d$. As we have shown in Proposition 5.6 the comb graph $\mathbb{N}_d := \mathbb{N} \uplus \mathbb{Z}^d$ is a negligible additive perturbation of the (non connected) graph consisting of the disjoint union of $\mathbb{N}$ copies of $\mathbb{Z}^d$. The first step is to decide whether its Adjacency admits Hidden Spectrum.

**Proposition 7.1.** The Adjacency of the comb graph $\mathbb{N}_d$ has Hidden Spectrum if and only if $d \in \{1, 2\}$.

**Proof.** As $A_{\mathbb{Z}^d}$ does not have Hidden Spectrum, $A_{\mathbb{N}_d}$ has Hidden Spectrum if and only if $\|A_{\mathbb{N}_d}\| > \|A_{\mathbb{Z}^d}\|$. It happens if and only if the Secular Equation (cf. (5.3))

$$(R_{A_{\mathbb{Z}^d}}(\lambda)\delta_0, \delta_0)\|A_n\| = 1,$$

has a (necessarily unique) solution $\lambda_* > \|A_{\mathbb{Z}^d}\| = 2d$. This can happen if and only if

$$\lim_{\lambda \downarrow 2d} \langle R_{A_{\mathbb{Z}^d}}(\lambda)\delta_0, \delta_0 \rangle > 1/2.$$

Note that

$$\langle R_{A_{\mathbb{Z}^d}}(2(d + 1))\delta_0, \delta_0 \rangle = \frac{1}{\pi^{d+1}} \int_{[0, \pi]^{d+1}} \int_{[0, \pi]^d} \frac{d^{d+1} \vartheta}{\sum_{k=0}^{d+1} 2(1 - \cos \vartheta_k)}$$

$$\leq \frac{1}{\pi^d} \int_{[0, \pi]^d} \int_{[0, \pi]^{d+1}} \frac{d^d \vartheta}{\sum_{k=1}^{d} 2(1 - \cos \vartheta_k)} = (R_{A_{\mathbb{Z}^d}}(2d)\delta_0, \delta_0),$$

(7.2)
If \( d = 1, 2 \), by (7.2) and using the polar coordinates we get,
\[
\langle R_{A_2}(2)\delta_0, \delta_0 \rangle \geq \langle R_{A_2}(4)\delta_0, \delta_0 \rangle = \frac{1}{\pi^2} \int_{[0,\pi]^2} \frac{d\vartheta_1 d\vartheta_2}{2(1 - \cos \vartheta_1) + 2(1 - \cos \vartheta_2)} \\
\geq \frac{1}{\pi^2} \int_{[0,\pi]^2} \frac{d\vartheta_1 d\vartheta_2}{\vartheta_1^2 + \vartheta_2^2} \geq \frac{1}{2\pi} \int_0^\pi \frac{dr}{r} = +\infty
\]
Thus, if \( d = 1, 2 \), \( A_{N_\delta} \) has Hidden Spectrum. Concerning \( d \geq 3 \), it follows by (2.1) and (2.8) of [9] that (with \( P(1) \) defined there)\n\[
2\langle R_{A_3}(6)\delta_0, \delta_0 \rangle = P(1)/3 < 0.6 < 1.
\]
Namely, the Secular Equation (7.1) does not have any solution for \( \lambda > 6 \) when \( d = 3 \), that is \( N_3 \) does not have Hidden Spectrum. By (7.2), we conclude that \( N_d \) cannot have Hidden Spectrum for each \( d \geq 3 \).

Fix \( \Lambda_n := S_n \cap T_{2n+1}^d \), together with the PF eigenvector \( w_n \) on the segment \( S_n = \{0, 1, \ldots, n\} \) normalised to 1 on the common root 0. Let \( L_n \) be the unique solution of the Secular Equation\n\[
\langle R_{A_{2n+1}^d}(\lambda_n)\delta_0, \delta_0 \rangle \|A_{S_n}\| = 1.
\]
By Lemma 4.1 \( L_n > 2d \). In addition, by Proposition 7.1 \( L_n \to \|A_{N_d}\| \), where \( \|A_{N_d}\| \geq 2d \) either satisfies (7.1) for \( d = 1, 2 \), or \( \|A_{N_d}\| = 2d \) if \( d \geq 3 \). Put \( \varepsilon_n := \frac{L_n - 2d}{2} \). Then\n\[
\varepsilon_n \to \varepsilon := \frac{\|A_{N_d}\| - 2d}{2} \geq 0.
\]
The PF eigenvector on the Comb \( \Lambda_n \) is then given by \( v_n := w_n \otimes R_{A_{2n+1}^d}(L_n)\delta_0 \).
As usual, we extend the \( v_n \) to all \( \ell^2(V_{N_d}) \) by putting 0 elsewhere in \( N_d \setminus \Lambda_n \). By Propositions 6.6 and 6.1 \( v_n \) converges point–wise to \( v = w \otimes r \), where \( w(j) = j + 1 \) is the PF weight on \( N \) (which can be proved to be unique up to multiplicative constants), and \( r(k) \) is given in (5.6) if \( d = 1, 2 \), and (5.7) if \( d \geq 3 \). We specialise the results about the PF weight in the following

**Proposition 7.2.** For the PF dimension, we have \( d_{PF}(N_d) = 3 \) if \( d = 1, 2 \), and \( d_{PF}(N_d) = 3 + d \) if \( d \geq 3 \). For \( d = 1, 2 \), (6.1)\n\[
\lim_n \frac{\|v[\Lambda_n]\|^2}{\|v_n\|^2} = \frac{2\pi^2}{3}
\]
holds true as well.

**Proof.** The proof of the first part follows collecting together Propositions 7.1, 5.5 and 6.1. Concerning the ratio \( \frac{\|v[\Lambda_n]\|^2}{\|v_n\|^2} \), for \( d = 1, 2 \), \( \|A_{N_d}\| > \|A_{Z^d}\| \), which implies\n\[
R_{A_{2n+1}^d}(\lambda_n)\delta_0 \rightarrow R_{A_{Z^d}}(\|A_{N_d}\|)\delta_0, \quad k \in \mathbb{Z}^d.
\]
Then we get\n\[
\frac{\|v[\Lambda_n]\|^2}{\|v_n\|^2} = \frac{\|w[0,n]\|^2}{\|w_n\|^2} \frac{\|R_{A_{2n+1}^d}(\lambda_n)\delta_0\|^2}{\|R_{A_{Z^d}}(\|A_{N_d}\|)\delta_0\|^2} \to \frac{2\pi^2}{3}.
\]
□
Due to the appearance of the Hidden Spectrum, from now on in this section if it is not otherwise specified, we limit the analysis to the cases \(d = 1, 2\), more interesting for the investigation of the BEC due to the inhomogeneity. In this case, the PF weight is written as

\[
\begin{align*}
\varepsilon(\nu, k) &= \frac{\nu + 1}{(2\pi)^d} \int_{\mathbb{T}^d} \frac{e^{i(k, \vartheta)}}{\nu + \sum_{j=1}^d (1 - \cos \vartheta_j)} d^d \vartheta, \quad (\nu, k) \in \mathbb{N} \times \mathbb{Z}^d.
\end{align*}
\]

As in the previous section, we pass to the infinite volume limit of the finite approximations of the two-point function \(w.r.t\) the exhaustion given by \(\Lambda_n = S_n \to T_{2n+1}\).

Consider the self-adjoint projection \(Q_n\) onto the codimension 1 orthogonal subspace to the finite volume PF eigenvector \(v_n = w_n \otimes r_n\).

**Proposition 7.3.** Fix any sequence \(\{\lambda_n\}_{i \in \mathbb{N}}\) such that \(\lambda_n > \|A_{\lambda_n}\|\) and \(\lim_{i} \lambda_n = \|A_{n+2}^\perp\|\). With \(\varepsilon = \frac{\|A_{\lambda_n}\| - d}{2(2\pi)^d} - d\) and \(\delta_{-1} := 0\) in \(\ell^2(\mathbb{N})\), we get

\[
\lim_{i} \langle R_{A_{\lambda_n}}(\lambda_n) Q_n \delta_k \otimes \delta_m, Q_n \delta_l \otimes \delta_n \rangle = \frac{\delta_{kl}}{2(2\pi)^d} \int_{\mathbb{T}^d} \frac{e^{i(m, \vartheta)}}{(1 - \cos \vartheta_j)^{\frac{d}{2}} + \frac{\langle R_{A_n}(2)(\delta_{k-1} + \delta_{k+1}), \delta_l \rangle}{2(2\pi)^d}} \times \int_{\mathbb{T}^d} \frac{e^{i(m, \alpha) - (n, \beta)}}{(1 - \cos \alpha_j + \sum_{j=1}^d (1 - \cos \beta_j))(1 - \cos \alpha_j + \sum_{j=1}^d (1 - \cos \beta_j))} d^d \alpha d^d \beta
\]

Thus, \(A_{n+2}^\perp\) is transient.

**Proof.** We suppose that the PF eigenvector \(w_n\) of \(A_{\lambda_n}\) is normalised such that \(\|w_n\| = 1\). Then \(w_n(i) \to 0, i \in \mathbb{N}\). Put \(L_n := \|A_{\lambda_n}\| < \lambda_n, \varepsilon_n := \frac{\lambda_n}{\mathbb{N}} - d\), then \(\varepsilon_n \to \varepsilon > 0\). Taking into account (5.1), we have with the obvious notations,

\[
Q_n = \mathbb{I} \otimes \mathbb{I} - P_{w_n} \otimes P_{r_n} = P_{w_n} \otimes (\mathbb{I} - P_{r_n}) + P_{w_n} \perp \otimes \mathbb{I}.
\]

In addition, denoting \(P_n(\lambda)\) as the resolvent of \(A_{2n+1}\), we get

\[
P_{r_n} = \frac{\langle \cdot, P_n(L_n) \delta_0 \rangle}{\|P_n(L_n) \delta_0\|^2} P_n(L_n) \delta_0.
\]

By orthogonality, the unique surviving terms are

\[
\begin{align*}
Q_n R_{A_{\lambda_n}}(\lambda_n) Q_n &= P_{w_n} \otimes (\mathbb{I} - P_{r_n}) R_{A_{\lambda_n}}(\lambda_n) P_{w_n} \otimes (\mathbb{I} - P_{r_n}) \\
&+ P_{w_n} \otimes \mathbb{I} R_{A_{\lambda_n}}(\lambda_n) P_{w_n} \perp \otimes \mathbb{I}.
\end{align*}
\]

Concerning the first one, we note that it can be written in the form

\[
\begin{align*}
\langle P_{w_n} \otimes (\mathbb{I} - P_{r_n}) R_{A_{\lambda_n}}(\lambda_n) P_{w_n} \otimes (\mathbb{I} - P_{r_n}) \delta_k \otimes \delta_m, \delta_l \otimes \delta_n \rangle \\
= w_n(k) w_n(l) \left\langle \left( (\mathbb{I} - P_{r_n}) P_n(\lambda_n) (\mathbb{I} - P_{r_n}) + \frac{g_n(\lambda_n) g_n(L_n)}{g_n(\lambda_n) - g_n(L_n)} A_n(\lambda_n) \right) \delta_m, \delta_n \right\rangle,
\end{align*}
\]

where

\[
A_n(\lambda_n) := (\mathbb{I} - P_{r_n}) P_n(\lambda_n) P_n(\lambda_n) (\mathbb{I} - P_{r_n}),
\]
and \( g_n \) is given by \([5.5]\). Notice that \( A_n(L_n) = 0 \). By using the Taylor expansion, we get
\[
\frac{\langle A_n(\lambda_n)\delta_m, \delta_n \rangle}{g(\lambda_n) - g(L_n)} = -\frac{\langle P_n(\sigma_n)\delta_0, \delta_0 \rangle^2}{\langle P_n(\sigma_n)^2\delta_0, \delta_0 \rangle} \times \langle (I - P_{\tau_n})(P_n(\eta_n)^2P_0P_n(\eta_n) + P_n(\eta_n)P_0P_n(\eta_n)^2)(I - P_{\tau_n})\delta_m, \delta_n \rangle,
\]
where \( \sigma_n, \eta_n \in (L_n, \lambda_n), n = 1, 2, \ldots \). Thus, \([5.6]\) goes to zero as the coefficient of \( w_n(k)w_n(l) \) in the l.h.s. is bounded.

Concerning the second addendum in \([7.4]\), we get
\[
\lim_n \int_{T^d_{2n+1}} \frac{e^{i\langle m, \vartheta \rangle}}{\varepsilon_n + \sum j=1 (1 - \cos \vartheta_j)} \, dm_n(\vartheta) = \int_{T^d} \frac{e^{i\langle m, \vartheta \rangle}}{\xi + \sum j=1 (1 - \cos \vartheta_j)} \, dm(\vartheta) = \lim_{\xi \to 0} \int_{T^d} \frac{e^{i\langle m, \vartheta \rangle}}{\xi + \sum j=1 (1 - \cos \vartheta_j)} \, dm(\vartheta).
\]

In addition, \( g_n(\lambda_n) \to 2 \) in \([5.2]\), then
\[
(RA_{\lambda_n}(g(\lambda_n))P_{\tau_n}\delta_k, P_{\tau_n}\delta_l) \to (RA_0(2)\delta_k, \delta_l)
\]
by Proposition \([5.3]\) which is finite because \( A_N \) is transient (cf. Proposition \([6.2]\)). Finally, \( P_{\tau_n}\delta_k, P_{\tau_n}\delta_l \to \delta_{kl} \) as \( (P_{\tau_n}\delta_k, P_{\tau_n}\delta_l) = w_n(k)w_n(l) \to 0 \). The proof follows by collecting the previous facts in the formula \([5.1]\) giving the resolvent of the comb graph.

**Remark 7.4.** The proof of Proposition \([5.3]\) suggests some sufficient conditions under which \( (RA_{\lambda_n}(\lambda_n)Q_n\delta_k \otimes \delta_m, Q_n\delta_l \otimes \delta_n) \) converges also in the case \( d \geq 3 \). Indeed, with the previous notations the sequences
\[
\left\{ \frac{1}{(\frac{n}{2} - d)(2n + 1)^d} \right\}_{n \in \mathbb{N}}, \left\{ (RA_{\lambda_n - \frac{d}{2}n + 1})(\lambda_n)\delta_0, \delta_0 \right\}^{-1}_{n \in \mathbb{N}}
\]
should converge, and in addition,
\[
\lim_n (RA_{\frac{d}{2}n + 1}(\lambda_n)\delta_0, \delta_0)^{-1} > \|A_N\|.
\]

In all these situation,
\[
\lim_n (RA_{\lambda_n}(\lambda_n)Q_n\delta_k \otimes \delta_m, Q_n\delta_l \otimes \delta_n) \neq \lim_{\lambda \to \|A_N\|} (RA_{\lambda}\delta_k \otimes \delta_m, \delta_l \otimes \delta_n).
\]

We leave the details to the reader.

Here, there is the main result describing locally normal states exhibiting BEC as thermodynamic limit of finite volume Gibbs states.

**Theorem 7.5.** For \( d = 1, 2 \), let \( D \geq 0 \), and \( v \) be the PF weight of \( A_{N_d} \) given in \([7.3]\), together with the sequence \( \{v_n\}_{n \in \mathbb{N}} \) of the PF eigenvectors for \( A_{\lambda_n} \), normalised at 1 on the common root \((0, 0) \in \Lambda_n \). For each sequence of the chemical potentials \( \{\mu_n\}_{n \in \mathbb{N}} \) with \( \mu_n < \|A_{N_d}\| - \|A_{\lambda_n}\| \), such that \( \lim_n \mu_n = 0 \) and
\[
\lim_{\mu_n \to 0} \frac{1}{\|v_n\|^2(\|A_{N_d}\| - \|A_{\lambda_n}\| - \mu_n)} = D,
\]

we get

\[
\lim_n \left( e^{(\|A_{N_d}\| - \mu_n)\mathbb{1} - A_{\Lambda_n}} - \mathbb{1} \right)^{-1} P_{\mathcal{E}(\Lambda_n)} u_1, P_{\mathcal{E}(\Lambda_n)} u_2 \right) \\
= \left( e^{\|A_{N_d}\|\mathbb{1} - A_{\Lambda_n}} - \mathbb{1} \right)^{-1} u_1, u_2 \right) + \langle u_1, v \rangle \langle v, u_2 \rangle \quad u_1, u_2 \in \mathfrak{h}.
\]

Proof. By Propositions 7.3, 5.3, and Theorem 4.4, the proof follows mutatis–mutandis the analogous one of Theorem 6.6 by using the Analytical Functional Calculus for \( e^{itH} \), and Lebesgue Dominated Convergence Theorem. We leave the details to the reader. \( \square \)

The existence of locally normal states exhibiting BEC is assured because \( A_{N_d} \) is transient. It can be constructed as thermodynamic limit by fixing the amount of the condensate as explained in Theorem 7.5. As \( A_{N_d} \) exhibits Hidden Spectrum for \( d = 1, 2 \), the critical density is also finite. Thus, it is meaningful to investigate the infinite volume limit by fixing the mean density \( \rho \) and compute the sequence of the finite volume chemical potential \( \mu_n \) by solving (3.3). The case \( \rho < \rho_c \), which corresponds to \( \lim_n \mu_n < 0 \), presents no difficulty (cf. [2]), so we limit the analysis to the condensation regime \( \rho \geq 0 \) which corresponds to the case \( \lim_n \mu_n = 0 \). For this purpose, define for \( a \in [0, +\infty] \),

\[ r(a) := \sum_{m=0}^{+\infty} \frac{1}{a + \pi^2 m(m + 2)}. \]

Such a function is smooth for \( a \in (0, +\infty) \), and strictly decreasing with \( r(0) = \lim_{a\downarrow 0} r(a) = +\infty, r(\infty) = \lim_{a\to +\infty} r(a) = 0 \). Put in addition,

\[ (7.6) \quad R(a) = r(a), d = 1, \quad R(a) = \frac{1}{a}, d = 2 \quad a \in [0, +\infty]. \]

Lemma 7.6. If \( \lim_n n^2 \nu_n = a \) then

\[ \lim_n \sum_{m=1}^{n} \frac{\cos \pi m^{(m+1)/2}}{n^2 \left( \nu_n + 4 \cos \frac{\pi}{m+2} \sin^2 \frac{\pi m}{2(m+2)} + 2 \sin \frac{\pi}{m+2} \sin \frac{\pi m}{m+2} \right)} = r(a). \]

Proof. It is enough to show that

\[ \lim_n \sum_{m=1}^{n} \frac{\cos \pi m^{(m+1)/2}}{n^2 \left( \nu_n + 4 \cos \frac{\pi}{m+2} \sin^2 \frac{\pi m}{2(m+2)} + 2 \sin \frac{\pi}{m+2} \sin \frac{\pi m}{m+2} \right)} = \sum_{m=1}^{+\infty} \frac{1}{a + \pi^2 m(m + 2)}. \]

We first notice that

\[ \frac{\chi_{1,n}(m)}{n^2 \left( \nu_n + 4 \cos \frac{\pi}{m+2} \sin^2 \frac{\pi m}{2(m+2)} + 2 \sin \frac{\pi}{m+2} \sin \frac{\pi m}{m+2} \right)} \leq \frac{1}{2m^2 \sin^2 \frac{\pi m}{2(m+2)}}, \]

with

\[ \sum_{m=1}^{+\infty} \frac{1}{2m^2 \sin^2 \frac{\pi m}{2(m+2)}} < +\infty. \]

The proof follows from Lebesgue Dominated Convergence Theorem. \( \square \)
We now pass to analyse the behaviour of the infinite volume limit of finite volume two-point function and mean density associated to the Bose–Gibbs grand canonical ensemble. When the mean density is fixed, the corresponding finite volume sequence \( \{n_n\}_{n \in \mathbb{N}} \) of chemical potential associated to the exhaustion \( \{\Lambda_n\}_{n \in \mathbb{N}} \) (with \( \mu_n := \mu(\Lambda_n) \)), is determined by solving (4.3). As usual we limit the analysis to the condensation regime \( \rho \geq \rho_c \), where for \( A_{N_d} \),

\[
\rho_c = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \frac{d^d \vartheta}{(|A_{N_d}| - 2 \sum_{i=1}^d \cos \theta_i) - 1},
\]

which leads to \( \lim_n \mu_n = 0 \).

**Proposition 7.7.** Let \( \{\mu_n\}_{n \in \mathbb{N}} \) be any sequence of chemical potentials such that \( \mu_n < \|A_{N_d}\| - \|A_{\Lambda_n}\| \) and \( \lim_n \mu_n = 0 \). Suppose further that

\[
\lim_n n^{d_c(N_d)} (\|A_{N_d}\| - \|A_{\Lambda_n}\| - \mu_n) = a \in [0, +\infty].
\]

Then

\[
\lim_n \nu_n \left[ e^{[\|A_{N_d}\| - \mu_n] - \|A_{\Lambda_n}\|} - 1 \right] = \rho_c + 2^{3-d_c(N_d)} R(b) \|R_{A_{N_d}}(\|A_{N_d}\|)\delta_0\|^2,
\]

where \( R \) is given in (7.6), and

\[
b = \frac{\langle R_{A_{N_d}}(\|A_{N_d}\|)\delta_0, \delta_0 \rangle}{\langle R_{A_{N_d}}(\|A_{N_d}\|)\delta_0, \delta_0 \rangle^2}.
\]

**Proof.** By taking into account the form of the Resolvent in Proposition 5.3 and reasoning as in Proposition 5.6 of [6], we get with \( g_n \) given in (4.3),

\[
\rho_{\Lambda_n}(\mu_n) - \rho_c = \Delta_n + \frac{g_n(\lambda_n)}{2n + 1} \sum_{|k_j| \leq n} \left| \langle R_{A_{d_{n+1}}} (\lambda_n) \delta_k, \delta_0 \rangle \right|^2
\]

\[
\times \prod_{m=0}^n \left( \nu_n + 4 \cos \frac{\pi m}{n+2} \sin^2 \frac{\pi m}{2(n+2)} + 2 \sin \frac{\pi m}{n+2} \sin \frac{\pi m}{n+2} \right).
\]

Here, \( \nu_n := g_n(\lambda_n) - 2 \cos \frac{\pi}{n+2} \), \( g_n(\lambda_n) \to 2 \), and for the continuous function \( f \) given in (4.3) with obvious notations,

\[
\Delta_n = \tau_{N_d}^d \left[ f(\|A_{N_d}\| - \mu_n) - A_{\Lambda_n} \right] - \tau_{N_d}^d \left[ f(\|A_{N_d}\| - A_{\Lambda_n}) \right]
\]

\[
+ \tau_{d_{n+1}}^d \left( R_{A_{d_{n+1}}} (\lambda_n) \right) - \tau_{d_{n+1}}^d (R_{A_{d_{n+1}}} (\|A_{N_d}\|))
\]

goes to 0 as \( n \to +\infty \). By using Taylor expansion of the function \( g_n \) in the right neighbourhood of \( \|A_{\Lambda_n}\| \), we get with \( \lambda_n = \|A_{N_d}\| - \mu_n \),

\[
g_n(\lambda_n) - \|A_{\Lambda_n}\| = g'(\sigma_n)(\lambda_n - \|A_{\Lambda_n}\|),
\]

with \( \sigma_n \in (\|A_{\Lambda_n}\|, \lambda_n) \). Thus, \( n^d(\lambda_n - \|A_{\Lambda_n}\|) \to a \) implies \( n^d \nu_n \to b \) with \( b \) as above. Now, if \( d = 1 \) the proof directly follows by Lemma 7.6. If \( d = 2 \), in the sum

\[
\sum_{m=0}^n \frac{n^2}{n^2} \left( \nu_n + 4 \cos \frac{\pi m}{n+2} \sin^2 \frac{\pi m}{2(n+2)} + 2 \sin \frac{\pi m}{n+2} \sin \frac{\pi m}{n+2} \right)
\]

only the term corresponding to \( m = 0 \) survives in the limit \( n \to \infty \), thanks again to Lemma 7.6 and the proof follows with \( R \) given in (7.6). \( \square \)
The following result explains the differences between the two alternatives $d = 1$ which leads to some unexpected effects due to $d_{PF} > d_G$, and $d = 2$ where $d_{PF} = d_G$ where the emerging results parallel the known ones for homogeneous systems. We formulate the following result in a way to encode also those for which $d_{PF} < d_G$ occurring in the forthcoming section, provided that the Adjacency is transient and the critical density is finite, see Remark 8.6. Indeed, let $\alpha(x)$ be the extended–valued function defined as

\begin{equation}
\alpha(x) = \begin{cases} 
0, & x < 0, \\
1, & x = 0, \\
+\infty, & x > 0.
\end{cases}
\end{equation}

**Proposition 7.8.** Fix $\rho \geq \rho_c$. With the sequence of chemical potential $\{\mu_n\}_{n \in \mathbb{N}}$ obtained by solving (3.3), we get for $u_1, u_2 \in \mathfrak{h}$,

\begin{align}
\lim_{n} \left( e^{\langle (\|A_{N_d}\| - \mu_n)1_{\ell^2(\Lambda_n)} - A_{\Lambda_n} - 1_{\ell^2(\Lambda_n)} \rangle} - 1 \right) P_{\ell^2(\Lambda_n)} u_1, P_{\ell^2(\Lambda_n)} u_2 \right) \\
= \left( e^{\langle (\|A_{N_d}\| - 1_{\ell^2(\Lambda_n)} \rangle} - 1 \right) u_1, u_2 \right) + 2\pi^2(\rho - \rho_c)\alpha(0) \langle d_G(N_d) - d_{PF}(N_d) \rangle \sum_{k \in \mathbb{Z}^d} |(R_{A_{N_d}}(\|A_{N_d}\|)\delta_k, \delta_0)|^2 \langle u_1, v \rangle \langle v, u_2 \rangle.
\end{align}

**Proof.** We start by recalling that for the case $\rho \geq \rho_c$, necessarily $\lim_n \mu_n = 0$, see e.g. [2, 3, 4, 6, 7]. We start by considering each converging subsequence $\{n_k^{d_G(N_d)}(\|A_{N_d}\| - A_{\Lambda_n_k} - \mu_{n_k})\}_{k \in \mathbb{N}}$. By Proposition 7.7 we necessarily get

\begin{equation}
\lim_{k} n_k^{d_G(N_d)}(\|A_{N_d}\| - A_{\Lambda_n_k} - \mu_{n_k}) = a,
\end{equation}

where $a$ is the unique solution of the equation

\begin{equation}
\rho - \rho_c = 2^{3-d_{G}(N_d)} R \left( \frac{\langle R_{A_{N_d}}(\|A_{N_d}\|)\delta_0, \delta_0 \rangle^2}{\langle R_{A_{N_d}}(\|A_{N_d}\|)\delta_0, \delta_0 \rangle} \sum_{k \in \mathbb{Z}^d} |(R_{A_{N_d}}(\|A_{N_d}\|)\delta_k, \delta_0)|^2 \right).
\end{equation}

Thus, $\lim_n n_k^{d_G(N_d)}(\|A_{N_d}\| - A_{\Lambda_n_k} - \mu_{n_k}) = a \in (0, +\infty]$ with $R$ given in (7.6), where the case $+\infty$ corresponds to $\rho = \rho_c$. If $d = 2$, thanks to Propositions 6.1 and 7.2, the latter corresponds to $D = 0$ in Theorem 7.5 and the remaining ones to $D > 0$ with

\begin{equation}
D = \frac{2\pi^2(\rho - \rho_c)}{(R_{A_{N_d}}(\|A_{N_d}\|)\delta_0, \delta_0)^2 \sum_{k \in \mathbb{Z}^d} |(R_{A_{N_d}}(\|A_{N_d}\|)\delta_k, \delta_0)|^2}.
\end{equation}

If $d = 1$, in all these cases $\lim_n n^{d}(\|A\| - \|A_n\| - \mu_n) = +\infty$, which correspond to $D = 0$ in Theorem 7.5 thanks again to Proposition 7.2.

**Remark 7.9.**

(i) Concerning the infinite volume limit of finite volume Gibbs states in Theorem 7.5 in order to construct states exhibiting a condensate density $D > 0$, analogous considerations as those in Remark 6.7 can be done with the obvious modification of (iv). Indeed, for the infinite volume behaviour of the finite volume condensate...
when $D = 0$ we have

$$\rho_{\text{cond}}(\omega, \Lambda_n) = \frac{\|v_n\|^2}{\|A_n\|} \frac{1}{\|v_n\|^2(\|A\| - \|A_n\| - \mu_n)}$$

$$= \left( \frac{1}{2\pi^2} + o(1) \right) \frac{n^{2-d}}{\|v_n\|^2(\|A\| - \|A_n\| - \mu_n)},$$

whose possible limit depends for $d = 1$, on the rate of the convergence to 0 of

$$\frac{\|v_n\|^2}{\|A\| - \|A_n\| - \mu_n}.$$

(ii) If conversely we fix the density $\rho > \rho_c$, we must distinguish the case $d = 1$ where $d_{PF} > d_G$, from $d = 2$ where $d_{PF} = d_G$. If $d = 1$ we always have $\rho(\omega) = \rho_c$ (hence $\rho_{\Lambda_n}(\omega) = \rho_c$ for all the limiting local densities of the condensate), even if we have the constrain $\rho(\omega, \Lambda_n) = \rho > \rho_c$. This is the simple consequence of the fact that $d_{PF} > d_G$.

(iii) The case $d = 2$ behaves like transient homogeneous lattices because $d_{PF} = d_G$. In this case, $\rho_{\text{cond}}(\omega) \propto (\rho - \rho_c)$, but the proportionality constant is different from 1. This can happen already in the homogeneous known cases, see e.g. Theorem 5.2.32 of [2].

8. THE COMB GRAPH $\mathbb{Z}^d \sqcup \mathbb{Z}$

Another case of interest for our purposes for which all the calculations can be carried out, is the comb graphs $C_d := \mathbb{Z}^d \sqcup \mathbb{Z}$. In this situation, we use the periodic boundary condition for the Adjacency of the finite volume theories on both base and fiber space, without affecting the substance of the analysis. Namely, $\Lambda_n := T_{2n+1}^d \sqcup T_{2n+1}^d$, and the finite volume Adjacencies $A_{\Lambda_n}$ again provide an additive negligible perturbation of $\mathbb{Z}^d$-copies of $\mathbb{Z}$, see Proposition 5.6. Thanks to

$$\|A_{C_d}\| = 2\sqrt{d^2 + 1} > 2 = \|A_{\mathbb{Z}}\|,$$

all the networks $C_d$ admits Hidden Spectrum (for the adjacency matrix), then the critical density of the Pure Hopping model is always finite. In addition, $A_{C_d}$ is transient if and only if $d \geq 3$, then the investigation of the BEC is meaningful only in this situation, see Proposition 4.3. Finally,

$$d = d_{PF}(C_d) < d_G(C_d) = d + 1,$$

then we will be in the opposite situation of $N_1$ of Section 7. We also refer the reader to Sections 9 and 10 of [2] containing some previous results about the Pure Hopping model on the comb graphs $C_d$.

Consider the PF eigenvector $v_n$ of $A_{\Lambda_n}$, normalised at 1 on the common root $(0, 0)$. It converges point–wise to the PF weight on $C_d$ given by

$$v(k, m) = \frac{d}{2\pi} \int_0^{2\pi} \frac{e^{im\theta}}{\sqrt{d^2 + 1 - \cos \theta}} d\theta, \quad (k, m) \in \mathbb{Z}^d \times \mathbb{Z}.$$

As in the previous section, we pass to the investigation of the infinite volume limit of the finite volume approximations. We start with the two–point function, and for such a purpose consider the self–adjoint projection $Q_n = P_{v_n}$ onto the codimension 1 orthogonal subspace to $v_n$ in $\ell^2(\Lambda_n)$. For $d \geq 3$, we can construct locally normal states exhibiting BEC by infinite volume limits of Bose–Gibbs states, as we are going to see.
Proposition 8.1. Consider each sequence \( \{\lambda_n\}_{n \in \mathbb{N}} \) with \( \lambda_n > \|A_{\Lambda_n}\| \), \( n \in \mathbb{N} \), such that \( \lim_n \lambda_n = \|A_{C_d}\| \). The following assertions hold true. If \( d \geq 3 \), then

\[
\lim_{n \to \infty} \langle R_{A_{\Lambda_n}}(\lambda_n) Q_n \delta_k \otimes \delta_m, Q_n \delta_k \otimes \delta_m \rangle = +\infty
\]

If \( d = 1, 2 \) then

\[
\lim_{n \to \infty} \langle R_{A_{\Lambda_n}}(\lambda_n) Q_n \delta_k \otimes \delta_m, Q_n \delta_k \otimes \delta_m \rangle = +\infty
\]

\[
\lim_{\lambda_n \to \infty} \langle R_{A_{C_d}}(\lambda) \delta_k \otimes \delta_m, \delta_k \otimes \delta_m \rangle.
\]

Proof. The proof follows as that of Proposition 7.3 by taking into account that \( v_n = v_n \otimes r_n \), with constant \( v_n \) given by \( v_n(k) = \frac{1}{\sqrt{2\pi}} \) such that \( \|v_n\| = 1 \).

In fact, as before,

\[
Q_n R_{A_{\Lambda_n}}(\lambda_n) Q_n = P_{w_n} \otimes (1 - P_{r_n}) R_{A_{\Lambda_n}}(\lambda_n) P_{w_n} \otimes (1 - P_{r_n})
\]

\[
+ P_{w_n} \otimes 1 R_{A_{\Lambda_n}}(\lambda_n) P_{w_n} \otimes 1 ,
\]

and the matrix elements of the first addendum go to zero in all the situation because \( \|A_{C_d}\| > \|A_{A_{\Lambda_n}}\| \). Concerning the second one, its matrix elements converge provided \( A_{C_d} \) is transient, that is when \( d \geq 3 \). Conversely, with \( g_n \) given in (5.5) and \( \nu_n = \frac{\ln(\lambda_n)}{2} - d \), if \( A_{C_d} \) is recurrent which corresponds to \( d = 1, 2 \), the diagonal part of the matrix elements of the second addendum contains the factor

\[
\langle P_{w_n}^{\perp} R_{A_{C_d}}^{\perp}(\nu_n) A_{C_d}^{\perp} P_{w_n}^{\perp} \delta_k, \delta_k \rangle = \frac{1}{2} \int_{T^{d+1}_n(0)} \sum_{j=1}^{d} \cos \vartheta_j \frac{d^n n(\vartheta)}{\sum_{j=1}^{d} (1 - \cos \vartheta_j)} d\vartheta
\]

which diverges because \( \nu_n \to 0 \).

As \( A_{C_d} \) is recurrent if \( d = 1, 2 \), the Pure Hopping model on the network \( C_d \) cannot exhibit BEC at all, see Proposition [7.3]. Thus, we study the thermodynamic limit of the two–point function after fixing the amount of the condensate, in the transient case.

Theorem 8.2. Let \( D \geq 0 \) and \( d \geq 3 \). For each sequence of the chemical potential \( \{\mu_n\}_{n \in \mathbb{N}} \) with \( \mu_n < \|A_{C_d}\| - \|A_{\Lambda_n}\| \), such that \( \lim_n \mu_n = 0 \) and

\[
\lim_{n \to \infty} \frac{1}{\|v_n\|^2 (\|A_{C_d}\| - \|A_{\Lambda_n}\| - \mu_n)} = 0,
\]

we get

\[
\lim_n \left\langle e(\|A_{C_d}\| - \mu_n) 1_{C_d(\lambda_n)} - A_{\Lambda_n} - 1_{C_d(\lambda_n)} \right\rangle^{-1} P_{C_d(\lambda_n)} u_1, P_{C_d(\lambda_n)} u_2 \right\rangle
\]

\[
= \left\langle e(\|A_{C_d}\| - \mu_n) 1 - A_{C_d} - 1 \right\rangle^{-1} u_1, u_2 \right\rangle + D(\langle u_1, v \rangle \langle v, u_2 \rangle, u_1, u_2 \in \mathfrak{h}.
\]
in the present section, we report the formula for the critical density of the Pure Hopping model on \( C \). 

Proof. The proof follows as the previous results in Theorems [6.6, 7.5] by taking into account that 

\[ v_n(k, j) \leq 1, \quad (k, j) \in \mathbb{Z}^d \times \mathbb{Z}, \]

\[ |(R_{A_{d, 2n+1}}(\lambda_n)Q_n\delta_k, Q_n\delta_l)| = \int_{\mathbb{T}^d} \frac{dm_n(\vartheta)}{2d - 2\sum_{i=1}^d \cos \vartheta_i} \]

\[ \leq \int_{\mathbb{T}^d \backslash \{0\}} \frac{dm_n(\vartheta)}{2d - 2\sum_{i=1}^d \cos \vartheta_i} \rightarrow \int_{\mathbb{T}^d} \frac{dm(\vartheta)}{2d - 2\sum_{i=1}^d \cos \vartheta_i} = (R_{A_{d}}(2d)\delta_0, \delta_0), \]

that is \((R_{A_{d, 2n+1}}(\lambda_n)Q_n\delta_k, Q_n\delta_l)\) is uniformly bounded. We leave the details to the reader.

We now pass to the thermodynamic limit by fixing the mean density of the quasi-free state under consideration, instead of the amount of the condensate. For \( a \in [0, +\infty) \) define 

\[ s(a) := \sum_{m=0}^{+\infty} \frac{1}{a + 2\pi^2 m^2}. \]

Such a function is smooth for \( a \in (0, +\infty) \), and strictly decreasing with \( s(0) = \lim_{a \downarrow 0} s(a) = +\infty, s(\infty) = \lim_{a \rightarrow +\infty} s(a) = 0 \). Put in addition, 

\[ (8.1) \quad S(a) = s(a), \quad d = 1, \quad S(a) = \frac{1}{a}, \quad d \geq 2. \]

Lemma 8.3. If \( \lim_n (2n + 1)^2 \nu_n = a \) then 

\[ \lim_n \sum_{m=0}^{n} \frac{\cos \frac{2\pi m}{2m+1}}{(2n + 1)^2 \nu_n + (2n + 1)^2 \left(1 - \cos \frac{2\pi m}{2m+1}\right)} = s(a). \]

Proof. The proof follows from Lebesgue Dominated Convergence Theorem by noticing that 

\[ \chi_{[1,n]}(m) \]

\[ \frac{1}{(2n + 1)^2 \nu_n + (2n + 1)^2 \left(1 - \cos \frac{2\pi m}{2m+1}\right)} \leq \frac{1}{(2m + 1)^2 \left(1 - \cos \frac{2\pi m}{2m+1}\right)} \leq \frac{1}{6m^2}, \]

with \( \sum_{m=1}^{+\infty} \frac{1}{6m^2} < +\infty. \)

As \( \rho_c \) is always finite, we see that the finite-volume densities always converges even if we fix the mean density of the finite-volume states \( \rho \geq \rho_c \) for all the networks \( C_d \), included the recurrent cases \( d = 1, 2 \). Also for all the cases under consideration in the present section, we report the formula for the critical density of the Pure Hopping model on \( C_d \): 

\[ \rho_c = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{d\vartheta}{e^{2(\sqrt{d^2 + 1 - \cos \vartheta})} - 1}, \]

see Proposition 9.2 of [7].

Proposition 8.4. Let \( \{\mu_n\}_{n \in \mathbb{N}} \) be any sequence of chemical potentials such that \( \mu_n < \|A_{N_d}\| - \|A_{\Lambda_n}\| \) and \( \lim_n \mu_n = 0 \). Suppose further that 

\[ \lim_n n^{d\chi(C_d)}(\|A_{C_d}\| - \|A_{\Lambda_n}\| - \mu_n) = a \in [0, +\infty]. \]
Then
\[
\lim_{n} \tau_n \left[ \left( e^{\|A_{C_d}\| - \mu_n} \mathbf{1}_{\mathscr{L}(\Lambda_n)} - \mathbf{1}_{\mathscr{L}(\Lambda_n)} \right)^{-1} \right] = \rho_c + 2d^2 S(\mu) \left( \|R_{A_d}^{C}(\|A_{C_d}\|)\delta_0\right)^2 ,
\]
where \( S \) is given in (8.1), and
\[
b = 2d \left( \frac{\langle R_{A_d}^{C}(\|A_{C_d}\|)\delta_0, \delta_0 \rangle^2}{\|R_{A_d}^{C}(\|A_{C_d}\|)\delta_0\}^2} \right) a .
\]

**Proof.** The proof follows the same lines of the analogous one of Proposition 7.7. Indeed, by taking into account the form of the Resolvent in Proposition 5.3 and reasoning as in Proposition 5.6 of [6], we get
\[
\rho_{A_n}(\mu_n) - \rho_c = \Delta_n + g_n(\lambda_n) \sum_{|k| \leq n} \left| \langle R_{A_{2n+1}}^{C}(\lambda_n)\delta_k, \delta_0 \rangle \right|^2 \times \frac{1}{2n + 1} \int_{T_{2n+1}^d} \nu_n + \sum_{j=1}^{d} \cos \vartheta_j \, dm_n(\vartheta)
\]
Here, \( \nu_n := g_n(\lambda_n)/2 - d, g_n(\lambda_n) \to 2d \), and finally for the continuous function \( f \) given in (4.3),
\[
\Delta_n := \int_{T_{2n+1}^d} \nu_n + (1 - \cos \vartheta_j) \, dm_n(\vartheta) = \sum_{m=0}^{n} \frac{\cos \frac{2\pi m}{2n+1}}{2n+1} \nu_n + (2n+1) \left(1 - \cos \frac{2\pi m}{2n+1}\right),
\]
and the proof follows as in Proposition 7.8 by taking into account Lemma 8.3. The case \( d > 1 \) leads to
\[
\frac{1}{2n + 1} \int_{T_{2n+1}^d(0)} \, dm_n(\vartheta) \approx \frac{1}{n} \int_{1/n}^{1} x^{d-3} \, dx \to 0 .
\]
Thus, the unique surviving term is that localised on the origin of \( T_{2n+1}^d \) and the proof follows as before.

Now we end with the thermodynamic limit when the mean density of the state is fixed. As usual, we limit the analysis to the condensation regime \( \rho \geq \rho_c \) by putting \( \mu_n := \mu(\Lambda_n) \) for the finite volume chemical potential.

**Proposition 8.5.** Fix \( \rho > \rho_c \). With the sequence of chemical potential \( \{\mu_n\} \) obtained by solving (3.3), we get for \( u \in \mathfrak{h} \),
\[
\lim_{n} \left( e^{\|A_{C_d}\| - \mu_n} \mathbf{1}_{\mathscr{L}(\Lambda_n)} - \mathbf{1}_{\mathscr{L}(\Lambda_n)} \right)^{-1} \left( P_{\ell^2(\Lambda_n)} u, P_{\ell^2(\Lambda_n)} u \right) = +\infty .
\]

**Proof.** In the condensation regime, we necessarily have \( \mu_n \to 0 \). By reasoning as in Proposition 7.8 we get \( \lim_n n^{-dG(\mathbb{C})} \|A_{C_d}\| - A_{\Lambda_n} \| - \mu_n = a \in (0, +\infty) \), where \( a \) is the unique solution of
\[
\rho - \rho_c = 2d^2 S \left( \frac{\langle R_{A_{C_d}}^{C}(\|A_{C_d}\|)\delta_0, \delta_0 \rangle^2}{\|R_{A_{C_d}}^{C}(\|A_{C_d}\|)\delta_0\}^2} \right) a .
\]
Now with $v_n$ the finite volume PF eigenvector normalised at 1 on $(0,0)$,

$$\left\langle \left( e^{(\|A_{Cd}\| - \mu_n)1_{\mathbb{L}_2(\Lambda_n)}} - I_{\mathbb{L}_2(\Lambda_n)} \right)^{-1} P_{\mathbb{L}_2(\Lambda_n)}u, P_{\mathbb{L}_2(\Lambda_n)}u \right\rangle \geq \frac{\langle u, v_n \rangle^2}{\|v_n\|^2 (\|A_{Cd}\| - \|A_{\Lambda}n\| - \mu_n)} \approx \frac{1}{n^{d_G(C_d)}(\|A_{Cd}\| - \|A_{\Lambda}n\| - \mu_n)} \rightarrow +\infty .$$

□

Remark 8.6. If $d = 1, 2$ and $\rho = \rho_c$, (8.2) holds true because $C_d$ is recurrent, see Proposition 5.7. Conversely, for the case $d \geq 3$ and $\rho = \rho_c$, we have by Proposition 7.8.

$$\lim_n n^{d_G(C_d)}(\|A_{Cd}\| - \|A_{\Lambda}n\| - \mu_n) = +\infty ,$$

and a more careful analysis is needed to study the infinite volume behaviour of

$$\left\langle \left( e^{(\|A_{Cd}\| - \mu_n)1_{\mathbb{L}_2(\Lambda_n)}} - I_{\mathbb{L}_2(\Lambda_n)} \right)^{-1} P_{\mathbb{L}_2(\Lambda_n)}u, P_{\mathbb{L}_2(\Lambda_n)}u \right\rangle .$$

This again explains that for such inhomogeneous systems, in order to construct locally normal states exhibiting BEC, it is more natural to fix the amount of the condensate instead of the mean density. As $d_G > d_{PF}$, if $d \geq 3$ and $\rho > \rho_c$, (8.2) in Proposition 8.5 can be still expressed in the form similar to that of (7.8) by using the function \( \alpha \) in (7.7).
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