Identifying Key Nodes in Complex Networks Based on Local Structural Entropy and Clustering Coefficient
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Key nodes have a significant impact, both structural and functional, on complex networks. Commonly used methods for measuring the importance of nodes in complex networks are those using degree centrality, clustering coefficient, etc. Despite a wide range of application due to their simplicity, their limitations cannot be ignored. The methods based on degree centrality use only first-order relations of nodes, and the methods based on the clustering coefficient use the closeness of the neighbors of nodes while ignoring the scale of numbers of neighbors. Local structural entropy, by replacing the node influence on networks with local structural influence, increases the identifying effect, but has a low accuracy in the case of high clustered networks. To identify key nodes in complex networks, a novel method, which considers both the influence and the closeness of neighbors and is based on local structural entropy and clustering coefficient, is proposed in this paper. The proposed method considers not only the information of the node itself, but also its neighbors. The simplicity and accuracy of measurement improve the significance of characterizing the reliability and destructiveness of large-scale networks. Demonstrations on constructed networks and real networks show that the proposed method outperforms other related approaches.

1. Introduction

Complex network, as an effective method of studying complexity of systems, provides theoretical tools for researchers to explore their objects from a new perspective. The study of complex networks has been penetrated into many disciplines, such as computer science, control theory, medicine, biology, and economics. Berahmand et al. [1] adopted complex network methods to detect protein-protein interactions by constructed protein networks. Yao et al. [2] employed complex networks to characterize EEG signals and extract EEG signal information for emotion recognition. Further researching of important nodes mining has always been the focus of research in the field of complex networks. In general, the function of the network mainly depends on several important nodes which have a huge impact on the structure and function of the network, even though the number of these nodes is relatively small. For example, in the criminal relationship network, the leader of the criminal gang can be quickly located. In the power network, some important circuit breakers and power generation units are protected to prevent large-scale power outages, which can be caused by the failure of these important units. In the research of search engines, the pages presented to users are sorted by their importance. In the prevention of virus spreading, treatments are more likely to be carried out on key patients. These cases imply that the mining of key nodes is of great significance [3–5].

Existing methods on the identification of important nodes can be roughly summarized into three categories. (1) Methods based on social network analysis. The main idea of the methods based on social networks is to measure the importance of nodes according to some
statistical indicators based on graph theory, such as degree centrality [6], betweenness centrality [7], and closeness centrality [8]. PageRank [9], and HITS [10] have improved this kind of method and have adopted them in the design of research engines.

(2) Methods based on systems science. The main idea of the methods based on systems science believes that node importance is equivalent to network destructiveness, and it can be measured by the degree of damage to the network after removing the key nodes. Typical methods include the neighborhood coreness proposed by Bea et al. [11], and the K-Shell proposed by Kitsak [12].

(3) Methods based on information theory. As a basic concept of information theory, entropy has been widely used in complex networks in recent years. Fei et al. [13] applied information entropy to the identification of important nodes in complex systems. Zhang et al. [14] adopted local structural entropy to measure the importance of nodes.

The single-indicator methods, showing advantages in some aspect, but they have many limitations. Therefore, scholars have synthesized some of these methods to generate a fusion model. Berahmand et al. [15] proposed an important node identification method, DCL, which considered comprehensively a variety of properties of the node. It includes the degree of the node itself, the degrees of the neighbor nodes, the clustering coefficient, and the common edge between the neighbor nodes. Liu et al. [16] proposed an entropy-based node importance evaluation approach to obtain an accurate result, which takes into account not only the importance of the node itself, but also the relative importance of the node to its neighbors treating the entire network as a unit. Mester et al. [17] adopted the traditional centralized measurement method and community detection of clustering to analyze the node importance from multiple perspectives. Qiu et al. [18] proposed a node importance measurement method consisting of local and global positions of nodes. Berahmand et al. [19] proposed a method that integrated the degree of nodes, the negative effects of clustering coefficients, and the positive effects of second-order clustering coefficients to define the importance of nodes.

Although recent works have focused on multiple perspectives to improve the effect of key node identification, these approaches are not always applicable to some specific networks. Therefore, it is desirable to improve the accuracy of the identifying model and decrease the time complexity [20].

In this paper, we proposed a novel method (EC) based on local structure entropy and clustering coefficient in order to measure the importance of the node, which integrates the degree of the node and its first-order neighbors and closeness between the node and its neighbors. We have conducted experiments and evaluated the accuracy with accepted criteria [21]. The results of the experiments on three constructed networks and eight real networks with different sizes demonstrate that our approach outperforms others, especially in real datasets.

2. Preliminary

The notation used in this paper is summarized in Table 1. Complex networks can be described as an undirected graph $G = (V,E)$, with a node set $V = \{v_1, v_2, v_3, \ldots, v_n\}$ and an edge set $E = \{e_1, e_2, e_3, \ldots, e_m\}$, in which, $|V| = n$, $|E| = m$, and the edge between two nodes can also be denoted as $(v_i, v_j)$.

2.1. Local Structural Entropy. Entropy [22–24] is widely used in thermodynamics to describe the process of heat conduction, and the essence of entropy is the internal chaos of the system. With the development of statistics and informatics, the meaning of entropy has been expanded. In information theory, Shannon entropy [25], the basis of information theory, is used to measure the unpredictability of information or the uncertainty of information systems. Zhang et al. proposed the concept of local structural entropy [14], whose main idea is to use the local structural property of nodes in the whole network rather than the property of the node itself. And the definition of local structural entropy is

$$LE_i = -\sum_{j=1}^{n} p_{ij} \log p_{ij},$$  \hspace{1cm} (1)

where $LE_i$ represents the local structural entropy of node $i$, node $j$ is the neighbor of node $i$, $n$ is the number of network nodes, and $p_{ij}$ is the ratio of the degree of node $j$ to the degree of all nodes in the local network corresponding to node $i$. Hence, $p_{ij}$ is defined as follows:

$$p_{ij} = \frac{\text{degree}(i)}{\sum_{j=1}^{n} \text{degree}(j)}$$ \hspace{1cm} (2)

2.2. Clustering Coefficient. In graph theory, the clustering coefficient is a value adopted to describe the level to which nodes tend to cluster together in a graph. To be more specific, it reveals the degree of connection between neighbors of a node. Clustering coefficient, which describes the proportion of neighbors of nodes [26], can be defined as

$$CC_i = \frac{2E_i}{k_i(k_i-1)},$$ \hspace{1cm} (3)

where $CC_i$ is the clustering coefficient of node $i$, $E_i$ is the number of triangles between node $i$ and its neighbors, and $k_i$, which is the number of neighbors of node $i$, is represented as

$$k_i = \sum_{j \in G} \delta_{ij},$$ \hspace{1cm} (4)

where $\delta_{ij}$ denotes the connection between node $i$ and node $j$.

Generally, the degree of a node is used to measure its importance. A node has greater influence if it has more...
neighbors. That is, the importance of a node is directly related to its degree. However, the methods based on degree centrality only take into account the first-order relation of the node and its neighbors, ignoring the second-order relation of the node and its neighbor’s neighbor, although the second-order is an important property in reflecting the node’s local information.

Local structural entropy, by taking into consideration the impact of neighbors for measuring the importance of nodes, achieves better effects on key nodes identification. However, it has low accuracy in the case of high clustering networks.

As shown in Figure 1, it is obvious that deleting node e is more destructive to the whole network than deleting node c, that is, node e has a more important influence than node c.

In Figure 2, the total degree of the local network corresponding to node c is 11, the degree of nodes a, b, c, d is 2, 3, 3, and 3, respectively. According to the definition of $p_{ij}$, we can obtain the ratio of the degree of these nodes to the total degree of the local network, here $p_{ca} = 2/11$, $p_{cb} = 3/11$, $p_{cc} = 3/11$, and $p_{cd} = 3/11$. We can also get the local structural entropy of these nodes according to the definition of $LE_i$, here $LE_a = 1.0822$, $LE_b = 1.3730$, $LE_c = 1.3730$, and $LE_d = 1.3863$. Similarly, we can obtain the values in the local network corresponding to node e in Figure 3. It is notable from the calculation that, $LE_a > LE_c$, here $LE_a = 1.2945$. The

| Notation | Definition |
|----------|------------|
| DC       | Degree centrality |
| KS       | K-Shell |
| LE       | Local structure entropy |
| DCL      | The method in reference [15] |
| Cen      | The method in reference [19] |
| EC       | The method proposed in this paper |
| G        | The graph describing a network |
| V        | The node set of graph G |
| E        | The edge set of graph G |
| $p_{ij}$ | The ratio of the degree of node j to the degree of all nodes in the local network corresponding to node i |
| $E_i$    | The number of triangles between node i and its neighbors |
| $k_i$    | The degree of node i |
| $g_i$    | A matching factor for integrating clustering coefficient with local structural entropy of the node i |
| $u(x)$   | Min-max normalization of $g_i$ |
| $\xi$    | The squared and normalized formulas, in this paper do homotopy functions |
| $\tau$   | The ratio of the maximum subgraph size to the number of nodes |
| $M_s$    | The maximum size of the set $\{S_i\}$ |
| $S$      | The subgraph set of the network |
| $|S|$     | The size of the set $\{S_i\}$ |
| $|V|$     | The total number of nodes in network $G$ |
| $|E|$     | The total number of edges in network $G$ |
| $d_{max}$| Maximum degree of nodes |
| $d_{avg}$| Average degree of nodes |
| $K_{avg}$| Average local clustering coefficient |
| $K$      | Global clustering coefficient |
| $|T|$     | The number of triangles |

Figure 1: Complex network with 10 nodes.

Figure 2: Local network of node c.

Figure 3: Local network of node e.
result illustrates that it is not accurate to identify the influential node when adopting LE value only.

The above example shows that local structural entropy has better performance than degree centrality in measuring some network characteristics [14]. However, local structural entropy lacks of accuracy in high clustered networks.

3. Method

According to the analysis of the above section, an accurate measurement of the importance of a node cannot depend on local structural entropy only, although it has better effects than degree centrality.

3.1. EC Model. The proposed method, EC, based on both local structural entropy and clustering coefficient, takes into account not only the node itself, but also the structure of its neighbors. The process of EC approach is described in Figure 4.

And it can be represented as follows:

\[ EC_i = \frac{LE_i}{\sqrt{\sum_{j \in N(i)} LE_j^2}} + \frac{gnorm_i}{\sqrt{\sum_{j \in N(i)} gnorm_j^2}} \]  

(5)

where EC\(_i\) is used to measure the importance of node \(i\), \(LE_i\) is the local structural entropy of node \(i\), gnorm\(_i\) is a normalization of \(g_j\), and \(g_i\) is a matching factor for integrating clustering coefficient with local structural entropy of the node \(i\). These items are defined as follows:

\[ g_i = \frac{CC_i}{LE_i} \]  

(6)

where CC\(_i\) is the clustering coefficient of node \(i\), which reflects the closeness of its neighbors. While \(LE_i\) indicates the structural property of the node and its neighbors.

\[ gnorm_i = \frac{\max(g_j) - g_i}{\max(g_j) - \min(g_j)}, \text{ with } j \in N(i) \]  

(7)

gnorm\(_i\) is a min-max normalization of \(g_j\). To construct EC\(_i\) by parameters \((LE_i\) and gnorm\(_i\)) with different properties, we adopt \(u(x)\) function to standardize these two parameters. The definition of \(u(x)\) is

\[ u(x) = \frac{x}{\sqrt{\sum x^2}} \]  

(8)

We adopt the method proposed in the previous section to calculate the importance of all the nodes in the network illustrated in Figure 1. From (7), we get Table 2, in which \(EC_a = 0.5822\) and \(EC_e = 0.7578\). It is obvious that \(EC_e < EC_a\), in other words, the importance of node \(e\) is greater than that of node \(c\) in our proposed method, which shows that the proposed method is more appropriate in the identification of key nodes with the local structure and neighbors’ closeness of a node in complex networks being taken into consideration.

3.2. Analysis of Time Complexity. The computational complexity of degree centrality, betweenness centrality, closeness centrality, and K-Shell are \(O(N)\), \(O(N^3)\), \(O(N^2)\), and \(O(N)\), respectively. The proposed method EC mainly uses local structural entropy and clustering coefficient. Local structural entropy has a computational complexity of \(O(M \times N)\), in which \(M\) refers to the average degree of a network. If a network is fully connected, it has the worst performance with a complexity of \(O(N^2)\). Clustering coefficient has a computational complexity of \(O(N)\). Thus, the computational complexity of EC is \(O(M \times N)\).

4. Experiments

Three single-indicator methods and two multi-indicator methods were chosen to compare the results of corresponding approaches on typical datasets. Here we chose

![Figure 4: Identify important node model based on EC.](image-url)
Figure 5: $\tau$ for ER network.

Figure 6: $\xi$ for ER network.

Figure 7: $\tau$ for WS network.

Figure 8: $\xi$ for WS network.

Figure 9: $\tau$ for BA network.

Figure 10: $\xi$ for BA network.
degree centrality (DC), local structural entropy (LE), K-Shell (KS), DCL, and Cen. The experiment data consisted of three constructed datasets which include a random network (ER), small-world network (WS), and scale-free network (BA) and eight real datasets [27] with different sizes.

4.1. Evaluation Criteria. Robustness can be used for measuring the functional change of networks when some nodes are removed. Generally speaking, the function of a network is affected by its maximum connected component. In the experimental simulation of network robustness, we first

| Network             | |V| | |E| | |d|max| | |d|avg| | |K|avg| | |K| | |Triangles |
|---------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| email-enron-only    | 143 | 623 | 42  | 8   | 0.43 | 0.36 | 3 K |
| power-662-bus       | 662 | 906 | 9   | 2   | 0.05 | 0.08 | 177 |
| power-bcspwr09      | 1,723 | 4,117 | 14 | 2   | 0.08 | 0.08 | 522 |
| inf-openlights      | 2,939 | 15,677 | 473 | 20  | 0.63 | 0.40 | 853 K |
| power-US-Grid       | 4,941 | 6,594 | 19 | 2   | 0.08 | 0.10 | 2 K |
| power-bcspwr10      | 5,300 | 13,571 | 13 | 3   | 0.09 | 0.09 | 2 K |
| high-energy theory  | 7,593 | 15,725 | 50 | 4.142 | 0.4847 | 0.636 | 3 K |
| Inf-roadNet-CA      | 1,957,027 | 2,760,388 | 9 | 2   | 0.05 | 0.06 | 361 K |

Figure 11: \( \tau \) for email-enron-only network.

Figure 12: \( \xi \) for email-enron-only network.

Figure 13: \( \tau \) for power-662-bus network.

Figure 14: \( \xi \) for power-662-bus network.
Figure 15: $\tau$ for power-bcspwr09 network.

Figure 16: $\xi$ for power-bcspwr09 network.

Figure 17: $\tau$ for inf-openflights network.

Figure 18: $\xi$ for inf-openflights network.

Figure 19: $\tau$ for power-US-Grid network.

Figure 20: $\xi$ for power-US-Grid network.
Figure 21: $\tau$ for power-bcspwr10 network.

Figure 22: $\xi$ for power-bcspwr10 network.

Figure 23: $\tau$ for high-energy theory network.

Figure 24: $\xi$ for high-energy theory network.

Figure 25: $\tau$ for inf-roadNet-CA network.

Figure 26: $\xi$ for inf-roadNet-CA network.
removed the edges between the node and its neighbors one after another, according to the descending order of node importance. The removal of edges between nodes can decrease the connectivity of a network. After deleting the edges corresponding to the node, the lower the connectivity of the graph is, the greater the influence of the node becomes [28].

As for evaluation criteria, two values, denoted as $\xi$ and $\tau$, were adopted. Where $\xi$ is the ratio of the number of subgraphs to the number of nodes after deleting the edges related to the node, and $\tau$ is the ratio of the maximum subgraph size to the number of nodes. The node deletion order is consistent with the descending order of its importance.

$$\xi = \frac{|S|}{|V|}, \quad \tau = \frac{M_j}{|V|}, \quad (9)$$

where

$$M_j = \max_{i \in |S_j|} |S_j|, \quad (10)$$

and $|V|$ is the total number of nodes in network $G$, $S$ is the subgraph set of the network, $|S|$ is the size of the set $\{S_j\}$, and $M_j$ is the maximum size of the set $\{S_j\}$.

The evaluation values with large $\xi$ and small $\tau$ mean that the deletion of the node will reduce the connectivity of the network, hence, the node has a great influence.

4.2. Experiments on ER, WS, And BA Networks. We have constructed ER network, WS network, and BA networks for experiments and compared our approach to $EC$ with $KS$, $LE$, $DC$, $DCL$, and $Cen$, by which the nodes are sorted in descending order of their importance. To describe the effect of different methods, we only selected a specific deletion range to illustrate the issues.

The ER network has 500 nodes with a link probability of 0.4. As shown in Figures 5 and 6, the evaluation of each index is almost the same, which is due to the stable structure of the ER random network. The WS network in Figures 7 and 8 has 5,800 nodes while each node has five neighbors, and the random reconnection probability is 0.5. The BA network in Figures 9 and 10 has 8,800 nodes, which add 18 edges in each construction iteration. As can be seen from Figures 7 and 8, the $Cen$ method is slightly better than the $EC$ method, but the difference is not obvious, same as $DC$ in Figures 9 and 10. It is shown that the $Cen$ and the $EC$ can reach the results more accurately than $DC$, $LE$, $KS$, and $DCL$. The BA network is constructed by 8,800 nodes with 18 edges for each node. There are little gaps among the methods except $KS$ when 70% nodes are removed. So, these methods almost have the same performance on constructed network, which is due to their randomness of the construction process.

4.3. Experiments on Real Networks. In order to generalize the method to real networks, eight real datasets of different sizes were selected for experiments of deliberate attack simulation. After deleting the top ratio nodes in the ordered sequence, the statistical characteristics of each network are listed in Table 3. Where, $|V|$ is the number of nodes, $|E|$ is the number of edges, $d_{max}$ is the maximum degree of nodes in the network, $d_{avg}$ is the average degree, $K_{avg}$ is the average local clustering coefficient, $K$ is the global clustering coefficient, and $|T|$ represents the number of triangles.

Figures 11 and 12 show the change of $\tau$ and $\xi$ when the first 25%-35% nodes of the network email-enron-only are removed. As can be seen from Figure 11, $EC$ is significantly superior to $LE$, $DC$, $KS$, and $Cen$. When the first 34% nodes are removed, the values corresponding to $LE$, $DC$, $KS$, $DCL$, $Cen$, and $EC$ are 0.6014, 0.4545, 0.6294, 0.4196, 0.4825, and 0.2867, respectively. In Figure 11, the $\tau$ of $EC$ is significantly lower than that of others, and the $\xi$ of $EC$ is higher than that of others except $DCL$. It means that after deleting certain ratio of key nodes identified by $EC$, the connected network is separated into several parts which have a large number of subgraphs with each subgraph contains a small number of nodes. Compared with $DCL$, the $\xi$ of $EC$ does not exceed that of $DCL$, though with slight deference. However, $EC$ has remarkable performance than $DCL$ on $\tau$. So generally, we believe $EC$ outperforms others.

Figures 13 and 14 show the changes of $\tau$ and $\xi$ on the power-662-bus network. It can be seen that after deleting top 20% nodes, the result of $EC$ is better than that of others. It also indicates that the methods of using multi- indicator are more accurate than those of using single-indicator. We find $KS$ has the worst result and the performance of other methods are between $EC$ and $KS$. Figures 15 and 16 show the result of the experiment on power-bcsprwr09 network. When we delete top 20% nodes, the curves of $\tau$ produced by these methods have a small fluctuation, but the trends of $\xi$ are almost consistent. It is hard to distinguish which method is the best one on this network. On inf-openflights network as shown in Figures 17 and 18, we can obviously find that $EC$ has the best result both on $\tau$ and $\xi$.

The results on other networks, such as power-US-Grid network (Figures 19 and 20), power-bcsprwr10 network (Figures 21 and 22), high-energy theory network (Figures 23 and 24), and inf-roadNet-CA network (Figures 25 and 26) show that even the performances of other methods alternate frequently, with $EC$ always maintaining high accuracy. Therefore, our method is available for many kinds of large-scale networks.

The results of the deliberate attack simulation on eight real networks of different sizes show that, compared with the five methods of $LE$, $DC$, $KS$, $DCL$, and $Cen$, the $\tau$ curve of the $EC$ method has the fastest growth and the $\tau$ curve has the fastest decline in most cases. It indicates that the deletion of the key nodes identified by the $EC$ approach can lead the network to a serious damage, that is, $EC$ can accurately measure the importance of nodes.

5. Conclusion

The paper proposed a novel method $EC$, which focuses on the degree of the node and its neighbors and the closeness of the neighbors. It can measure the importance of nodes more
efficiently and can be used to analyze the reliability and invulnerability of large-scale networks. The results of experiments on datasets from three constructed networks and eight real networks indicate that attacks on the top part of nodes sorted by EC are more likely to increase the extent of the damage to the entire network. From experiments, it can be analysed that the rising of subgraph number and the decline of nodes number of giant components which are calculated by EC method are more obvious than those of other methods in most cases. Therefore, EC has its superiority and effectiveness compared to methods of LE, DC, KS, DCL, and Cen. However, we discovered that the accuracy will be reduced in the networks with high clustering. In future research, we will resolve the deficiency to increase the accuracy in high clustering networks, and take into account the network properties of large-scale, high dimension, and dynamics, which are the challenges in the research on identifying key nodes of complex networks.
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