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Abstract

Matryoshka dolls, the traditional Russian nesting figurines, are known worldwide for each doll’s encapsulation of a sequence of smaller dolls. In this paper, we exploit the structure of a new sequence of nested matrices we call matryoshkan matrices in order to compute the moments of the one-dimensional polynomial processes, a large class of Markov processes. We characterize the salient properties of matryoshkan matrices that allow us to compute these moments in closed form at a specific time without computing the entire path of the process. This simplifies the computation of the polynomial process moments significantly. Through our method, we derive explicit expressions for both transient and steady-state moments of this class of Markov processes. We demonstrate the applicability of this method through explicit examples such as shot noise processes, growth–collapse processes, ephemerally self-exciting processes, and affine stochastic differential equations from the finance literature. We also show that we can derive explicit expressions for the self-exciting Hawkes process, for which finding closed-form moment expressions has been an open problem since their introduction in 1971. In general, our techniques can be used for any Markov process for which the infinitesimal generator of an arbitrary polynomial is itself a polynomial of equal or lower order.
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1. Introduction

In our recent study of the intensity of Markovian Hawkes processes, originally defined in [33], we have been interested in computing all the moments of this process. In surveying the previous literature for this process, there do not seem to be any closed-form transient solutions at the fourth order or higher (see Proposition 5 of [29] for moments one through three), and both steady-state solutions and ordinary differential equations (ODEs) have only been available up to the fourth moment; see [15, 22]. Similarly, [2] give expressions for the fourth transient moment of a self-exciting jump-diffusion model up to squared error in the length of time, and one could simplify these expressions to represent the Markovian Hawkes intensity with the same error. The standard methodology for finding moments is to differentiate the moment
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generating function to obtain the moments, but this is intractable for practical reasons; see for example [22]. The problem of finding the moments of the Hawkes process intensity is also the subject of the recent interesting research in [13, 14], works that are concurrent with and independent from this one. In [13], the authors propose a new approach for calculating moments that they construct from elementary probability arguments and also relate to the infinitesimal generator. Like the infinitesimal generator, this new methodology produces differential equations that can be solved algebraically or numerically to yield the process moments, and the authors provide closed-form transient expressions up to the second moment. The paper [14] extends this methodology to cases of gamma decay kernels. In other recent previous works [18, 41], the authors have identified the differential equation for an arbitrary moment of the Hawkes process intensity, although the closed-form solutions for these equations have remained elusive and prompted closer investigation. Upon inspecting the differential equation for a given moment of the Hawkes process intensity, one can notice that this expression depends on the moments of lower order. Thus, to compute a given moment one must solve a system of differential equations with size equal to the order of the moment, meaning one must at least implicitly solve for all the lower-order moments first. This same pattern occurs in [13]. Noticing this nesting pattern leads one to wonder: what other processes have moments that follow this structure?

In this paper, we explore this question by identifying what exactly this nesting structure is. In the sequel, we will define a novel sequence of matrices that captures this pattern. Just as matryoshka dolls—the traditional Russian nesting figurines—stack inside of one another, these matrices are characterized by their encapsulation of their predecessors in the sequence. Hence, we refer to this sequence as matryoshkan matrices. As we will show, these matrices can be used to describe the linear system of differential equations that arise in solving for the moments of the Hawkes process, as well as the moments of a large class of other Markov processes. Similar structure has been successfully leveraged previously in the case of discrete state spaces (see, e.g., [44, 43, 5]), but here we consider continuous state spaces as well, such as our original motivating example, the Hawkes process. As we will demonstrate through detailed examples, this includes a wide variety of popular stochastic processes, such as Itô diffusions and shot noise processes. By utilizing this nesting structure we are able to solve for the moments of these processes in closed form. In comparison to traditional methods of solving these systems of differential equations numerically, the advantage of the approach introduced herein is the fact that the moments can be computed at a specific point in time rather than on a path through time.

In fact, the only assumption we make on these processes is that their moments satisfy differential equations that do not depend on any higher-order moments. Notably, this assumption exactly coincides with the definition of polynomial processes, hence specifying the exact class of Markov processes we will consider. In [11], this is defined as the collection of Markov processes such that the expected value of any polynomial is ‘again a polynomial in the initial value of the process’ up to the same order. Hence, the processes we study here are precisely the one-dimensional polynomial processes. The paper [11] demonstrates that the moments of such processes can be computed through a matrix exponential, and thus our contributions to the polynomial process literature are that the sequence of these matrices (and their inverses, exponentials, and decompositions) exhibit a convenient nested structure that enables simple iterative computation. Hence, this paper can be seen as building on a line of work that aims to efficiently and/or recursively compute polynomial process moments, such as [26, 1, 3]. This also provides context and relevance for the various examples on which we demonstrate our
methods. For example, we show the nested matrix structure arising in Itô diffusions, and this connects to a rich history of study on polynomial diffusions; see for example [47, 42, 26, 24, 25] and references therein. Polynomial processes have been used to great success in many contexts in finance, such as [4, 10, 31], in addition to many of the papers mentioned above.

The breadth of applications of polynomial processes suggests that our methodology has the potential to be quite relevant in practice. Of course, these techniques can be used to efficiently calculate the commonly used first four moments, thus obtaining the mean, variance, skewness, and kurtosis. Moreover, though, let us note that the higher moment calculations are also of practical use. For example, these higher moments can be used in Markov-style concentration inequalities, as the higher order should improve the accuracy of the tail bounds. To that end, one can also use the vector of moments to approximate generating functions such as the moment generating function or Laplace–Stieltjes transforms. This could then be used to characterize the stationary distribution of the process, for example, or to provide approximate calculations of quantities such as the cumulative distribution function through transform methods. The calculation of moments is also highly relevant for many applications in mathematical finance. One could also expect this efficiently calculated vector of moments to be of use in estimation through method of moments techniques. Again in this case, access to higher-order moments should improve fit.

The remainder of this paper is organized as follows. In Section 2, we introduce matryoshkan matrix sequences and identify some of their key properties. In Section 3 we use these matrices to find the moments of a large class of general Markov processes—the one-dimensional polynomial processes. We also give specific examples. In Section 4, we conclude. Throughout the course of this study, we make the two following primary contributions:

(i) We define a novel class of matrix sequences, which we call matryoshkan matrix sequences for their nesting structure. We identify key properties of these matrices, such as their inverses and matrix exponentials.

(ii) Through these matryoshkan matrices, we solve for closed-form expressions for the moments of polynomial Markov processes. Furthermore, we demonstrate the general applicability of this technique through application to notable stochastic processes, including Hawkes processes, shot noise processes, Itô diffusions, growth–collapse processes, and linear birth–death–immigration processes. In the case of the Hawkes process and growth–collapse processes this resolves an open problem, as closed-form expressions for these general transient moments were not previously known in the literature.

2. Matryoshkan matrix sequences

For the sake of clarity, let us begin this section by introducing general notation patterns we will use throughout this paper. Because of the heavy use of matrices in this work, we reserve boldface uppercase variables for these objects; for example, we use $\mathbf{I}$ for the identity matrix. Similarly we let boldface lowercase variables denote vectors—for example, using $\mathbf{v}$ for the vector of all ones or $\mathbf{e}_i$ for the unit vector in the $i$th direction. One can assume that all vectors are column vectors unless otherwise noted. Scalar terms will not be bolded. A special matrix that we will use throughout this work is the diagonal matrix, denoted by $\text{diag}(\mathbf{a})$, which is a square matrix with the values of the vector $\mathbf{a}$ along its diagonal and zeros elsewhere. We will also make use of a generalization of this, denoted by $\text{diag}(\mathbf{a}, k)$, which instead contains the
values of $a$ on the $k$th off-diagonal, with negative $k$ being below the diagonal and positive $k$ being above.

Let us now introduce a sequence of matrices that will be at the heart of this work. We begin as follows: consider a sequence of lower triangular matrices $\{M_n, n \in \mathbb{Z}^+\}$ such that

$$M_n = \begin{bmatrix} M_{n-1} & 0_{n-1 \times 1} \\ m_n & m_{n,n} \end{bmatrix},$$

where $m_n \in \mathbb{R}^{n-1}$ is a row vector, $m_{n,n} \in \mathbb{R}$, and $M_1 = m_{1,1}$, an initial value. Taking inspiration from matryoshka dolls, the traditional Russian nesting dolls, we will refer to these objects as matryoshkan matrices. Using their nested and triangular structures, we can make four quick observations of note regarding matryoshkan matrices.

**Proposition 1.** Each of the following statements is a consequence of the definition of matryoshkan matrices given by Equation (1):

(i) If $X_n \in \mathbb{R}^{n \times n}$ and $Y_n \in \mathbb{R}^{n \times n}$ are both matryoshkan matrix sequences, then so are $X_n + Y_n$ and $X_n Y_n$.

(ii) If $m_{i,i} \neq 0$ for all $i \in \{1, \ldots, n\}$ then the matryoshkan matrix $M_n \in \mathbb{R}^{n \times n}$ is nonsingular. Moreover, the inverse of $M_n$ is given by the recursion

$$M_n^{-1} = \begin{bmatrix} M_{n-1}^{-1} & 0_{n-1 \times 1} \\ -\frac{1}{m_{n,n}} m_n M_{n-1}^{-1} & 1 \frac{1}{m_{n,n}} \end{bmatrix}. \tag{2}$$

(iii) If $m_{i,i} \neq 0$ for all $i \in \{1, \ldots, n\}$ and are all distinct, then the matrix exponential of the matryoshkan matrix $M_n \in \mathbb{R}^{n \times n}$ multiplied by $t \in \mathbb{R}$ follows the recursion

$$e^{M_n t} = \begin{bmatrix} e^{M_{n-1} t} & 0_{n-1 \times 1} \\ m_n (M_{n-1} - m_{n,n} I)^{-1} (e^{M_{n-1} t} - e^{m_{n,n} t}) & e^{m_{n,n} t} \end{bmatrix}. \tag{3}$$

(iv) If $m_{i,i} \neq 0$ for all $i \in \{1, \ldots, n\}$ and are all distinct, then the matrices $U_n \in \mathbb{R}^{n \times n}$ and $D_n \in \mathbb{R}^{n \times n}$ are such that

$$M_n U_n = U_n D_n$$

for the matryoshkan matrix $M_n \in \mathbb{R}^{n \times n}$, when defined recursively as

$$U_n = \begin{bmatrix} U_{n-1} & 0_{n-1 \times 1} \\ m_n (D_{n-1} - m_{n,n} I)^{-1} U_{n-1} & 1 \end{bmatrix}, \quad D_n = \begin{bmatrix} D_{n-1} & 0_{n-1 \times 1} \\ 0_{1 \times n-1} & m_{n,n} \end{bmatrix}. \tag{4}$$

One can pause to note that in some sense any lower triangular matrix could be considered matryoshkan, or at least could satisfy these properties. However, we note that some of the most significant insights we can gain from the matryoshkan structure are the recursive implications available for sequences of matrices. Moreover, it is the combination of the nested relationship of consecutive matrices and the lower triangular structure that enables us to find these patterns. We will now see how this notion of matryoshkan matrix sequences and the associated properties above can be used to specify element-wise solutions to a sequence of differential equations.
Lemma 1. Let \( M_n \in \mathbb{R}^{n \times n} \), \( c_n \in \mathbb{R}^n \), and \( s_n(t) : \mathbb{R}^+ \to \mathbb{R}^n \) be such that

\[
M_n = \begin{bmatrix} M_{n-1} & 0_{n-1 \times 1} \\ m_n & m_{n,n} \end{bmatrix}, \quad c_n = \begin{bmatrix} c_{n-1} \\ c_n \end{bmatrix}, \quad \text{and} \quad s_n(t) = \begin{bmatrix} s_{n-1}(t) \\ s_n(t) \end{bmatrix},
\]

where \( m_n \in \mathbb{R}^{n-1} \) is a row vector, \( c_{n-1} \in \mathbb{R}^{n-1} \), \( s_n(t) \in \mathbb{R} \), and \( M_1 = m_{1,1} \). Further, suppose that

\[
\frac{d}{dt}s_n(t) = M_n s_n(t) + c_n.
\]

Then, if \( m_{k,k} \neq 0 \) for all \( k \in \{1, \ldots, n\} \), the vector function \( s_n(t) \) is given by

\[
s_n(t) = e^{M_n t} s_n(0) - M_n^{-1}(I - e^{M_n t}) c_n,
\]

and if all \( m_{k,k} \neq 0 \) for \( k \in \{1, \ldots, n\} \) are distinct, the \( n \)th scalar function \( s_n(t) \) is given by

\[
s_n(t) = m_n (M_{n-1} - m_{n,n} I)^{-1} \left( e^{M_{n-1} t} - e^{m_{n,n} t} I \right) \left( s_{n-1}(0) + \frac{c_{n-1}}{m_{n,n}} \right) + e^{m_{n,n} t} s_n(0)
\]

\[
- \frac{c_n}{m_{n,n}} (1 - e^{m_{n,n} t}) + \frac{m_n}{m_{n,n}} M_{n-1}^{-1}(I - e^{M_{n-1} t}) c_{n-1},
\]

where \( t \geq 0 \).

In Equation (5), we can see that the vector solution to the \( n \)-dimensional ODE system is written in terms of both the inverse and the exponential of the \( n \)th matryoshkan matrix. To compute the full vector solution, then, we could simply directly exploit the matryoshkan structure of both the inverse and the exponential from Equations (2) and (3) and calculate each individual matrix function recursively. However, one promising method to compute these at once would be to instead leverage the matryoshkan form of the diagonalized decomposition in Equation (4). That is, both the matrix exponential and the inverse can of course be easily computed from the decomposition matrices, but this way one can also conveniently use the recursion in Equation (4) to simultaneously compute terms needed for both the matrix exponential and the inverse. At each step in the recursion, one needs to compute \( U_n, U_n^{-1} \), and \( D_n \). Because \( U_n \) is itself a matryoshkan matrix, note that we can use Equation (2) to find \( U_n^{-1} \). Starting from \( U_1 = U_1^{-1} = 1 \) and \( D_1 = m_{1,1} \) with pre-allocated space, the update from \( n-1 \) to \( n \) takes \( O(1) \) operations to append \( m_{n,n} \) to \( D_{n-1} \), \( O(n - 1) \) operations to compute the divisions needed to form the vector \( m_n(D_{n-1} - m_{n,n} I)^{-1} \) for \( U_n^{-1} \), and \( O((n - 1)^2) \) operations to then multiply this vector by \( U_{n-1} \) for \( U_n \). Thus, Step \( i \) is \( O((i - 1)^2) \) for \( i \in \{1, \ldots, n\} \), yielding that in sum it takes \( O(n^3) \) operations to form \( U_n, U_n^{-1} \), and \( D_n \). Naturally, these same ideas apply to the computation of Equation (6), where many matryoshkan forms—the inverses, exponentials, and even products of square matrices—can be recognized and calculated recursively.

With this lemma in hand, we can now move to using these matrix sequences for calculating Markov process moments. To do so, we will use the infinitesimal generator, a key tool for Markov processes, to find the derivatives of the moments through time. By identifying a matryoshkan matrix structure in these differential equations, we are able to apply Lemma 1 to find closed-form expressions for the moments.

3. Calculating moments through matryoshkan matrix sequences

In this section we connect matryoshkan matrix sequences with the moments of Markov processes. In Subsection 3.1, we prove the main result, which is the computation of the moment of
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a one-dimensional polynomial Markov process through matryoshkan matrices. To demonstrate the applicability of this result, we now apply it to a series of examples. First, in Subsection 3.2, we obtain the moments of the self-exciting Hawkes process, for which finding moments in closed form has been an open problem. Then, in Subsection 3.3, we study the Markovian shot noise process, a stochastic intensity process that trades self-excitement for external shocks. Next, in Subsection 3.4, we showcase the use of these techniques for diffusive dynamics through application to Itô diffusions. In Subsection 3.5, we consider growth–collapse processes as an application of these techniques to models with state-dependent and randomly sized down jumps. Finally, in Subsection 3.6 we apply this technique to a process with jumps both upwards and downwards, a linear birth–death–immigration process we have studied previously. In each scenario, we describe the process of interest, define the infinitesimal generator, and identify the matrix structure. Through this, we solve for the process moments.

3.1. The moments of general polynomial Markov processes

The connection between matryoshkan matrices and Markov processes is built upon a key tool for Markov processes, the infinitesimal generator. For a detailed introduction to infinitesimal generators and their use in studying Markov processes, see e.g. [23]. For a Markov process \( X_t \) on a state space \( S \), the infinitesimal generator on a function \( f : S \to \mathbb{R} \) is defined as

\[
\mathcal{L} f(x) = \lim_{\tau \to 0} \frac{\mathbb{E}[f(X_{\tau}) | X_0 = x] - f(x)}{\tau}.
\]

In our context and in many others, the power of the infinitesimal generator comes through use of Dynkin’s formula, which gives us that

\[
\frac{d}{dt} \mathbb{E}[f(X_t)] = \mathbb{E}[\mathcal{L} f(X_t)].
\]

To study the moments of a Markov process, we are interested in functions \( f \) that are polynomials. Let us suppose now that \( \mathcal{L} x^n \) for any \( n \in \mathbb{Z}^+ \) is polynomial in the lower powers of \( x \) for a given Markov process \( X_t \), meaning that \( X_t \) is a one-dimensional polynomial process. Then we can write

\[
\mathcal{L} x^n = \theta_{0,n} + \sum_{i=1}^{n} \theta_{i,n} x^i,
\]

which implies that the differential equation for the \( n \)th moment of this process is

\[
\frac{d}{dt} \mathbb{E}[x^n_t] = \theta_{0,n} + \sum_{i=1}^{n} \theta_{i,n} \mathbb{E}[x^i_t],
\]

for some collection of constants \( \theta_{0,n}, \theta_{1,n}, \theta_{n,n} \). Thus, to solve for the \( n \)th moment of \( X_t \) we must first solve for all the moments of lower order. We can also observe that to solve for the \( (n-1) \)th moment we must have all the moments below it. In comparing these systems of differential equations, we can see that all of the equations in the system for the \( (n-1) \)th moment are also in the system for the \( n \)th moment. No coefficients are changed in any of these lower moment equations; the only difference between the two systems is the inclusion of the differential equation for the \( n \)th moment in its own system. Hence, the nesting matryoshkan structure arises. By expressing each system of linear ODEs in terms of a vector of moments, a matrix of coefficients, and a vector of shift terms, we can use these matrix sequences to
capture how one moment’s system encapsulates all the systems below it. This observation then allows us to calculate all the moments of the process in closed form, as we now show in Theorem 1. In steady state, this also implies that the \((n + 1)\)th moment can be computed as a linear combination of moments 1 through \(n\).

**Theorem 1.** Let \(X_t\) be a Markov process such that the time derivative of its \(n\)th moment can be written as

\[
\frac{d}{dt} E[X^n_t] = \theta_{0,n} + \sum_{i=1}^{n} \theta_{i,n} E[X^i_t],
\]

for any \(n \in \mathbb{Z}^+\), where \(t \geq 0\) and \(\theta_{i,n} \in \mathbb{R}\) for all \(i \leq n\). Let \(\Theta_n \in \mathbb{R}^{n \times n}\) be defined recursively by

\[
\Theta_n = \begin{bmatrix} \Theta_{n-1} & 0_{n-1 \times 1} \\ \theta_n & \theta_{n,n} \end{bmatrix},
\]

where \(\theta_n = [\theta_{1,n}, \ldots, \theta_{n-1,n}]\) and \(\Theta_1 = \theta_{1,1}\). Furthermore, let \(\theta_{0,n} = [\theta_{0,1}, \ldots, \theta_{0,n}]^T\). Then, if \(\theta_{k,k} \neq 0\) for all \(k \in \{1, \ldots, n\}\) are distinct, the \(n\)th moment of \(X_t\) can be expressed as

\[
E[X^n_t] = \theta_n (\Theta_{n-1} - \theta_{n,n} I)^{-1} \left( e^{\Theta_n t} - e^{\Theta_n 0} I \right) \left( x_{n-1}(x_0) + \frac{\theta_{0,n-1}}{\theta_{n,n}} \right)
+ x_0^T e^{\theta_{n,n} t} - \frac{\theta_{0,n} (1 - e^{\theta_{n,n} t})}{\theta_{n,n}} + \frac{\theta_n}{\theta_{n,n}} \Theta_{n-1}^{-1} \left( I - e^{\Theta_n t} \right) \theta_{0,n-1},
\]

where \(x_0\) is the initial value of \(X_t\) and where \(x_n(a) \in \mathbb{R}^n\) is such that \((x_n(a))_i = a^i\). If \(X_t\) has a stationary distribution and the \(n\)th steady-state moment \(E[X^n_\infty]\) exists, it is given by

\[
E[X^n_\infty] = \frac{1}{\theta_{n,n}} \left( \theta_n \Theta_{n-1}^{-1} \theta_{0,n-1} - \theta_{0,n} \right),
\]

and these steady-state moments satisfy the recursive relationship

\[
E[X^{n+1}_\infty] = -\frac{1}{\theta_{n+1,n+1}} \left( \theta_{n+1,n+1} X^n_\infty + \theta_{0,n+1} \right),
\]

where \(X^n_\infty \in \mathbb{R}^n\) is the vector of steady-state moments such that \((s^n_\infty)_i = E[X^n_i]\).

**Proof.** Using the definition of \(\Theta_n\) in Equation (8), Equation (7) gives rise to the system of ODEs given by

\[
\frac{d}{dt} s^n_t(t) = \Theta_n s^n_t(t) + \theta_{0,n},
\]

where \(s^n_t(t) \in \mathbb{R}^n\) is the vector of transient moments at time \(t \geq 0\) such that \((s^n_t(t))_i = E[X^n_i]\) for all \(1 \leq i \leq n\). We can observe that by definition the matrices \(\Theta_n\) form a matryoshkan sequence, and thus by Lemma 1 we achieve the stated transient solution. To prove the steady-state solution, we can first note that if the process has a steady-state distribution then the vector \(s^n_\infty \in \mathbb{R}^n\) defined by \((s^n_\infty)_i = E[X^n_i]\) will satisfy

\[
0 = \Theta_n s^n_\infty + \theta_{0,n},
\]
as this is the equilibrium solution to the differential equation corresponding to each of the moments. This system has a unique solution, since \( \Theta_n \) is nonsingular owing to the assumption that the diagonal values are unique and nonzero. Using Proposition 1, we find the \( n \)th moment by

\[
\mathbb{E}[X_n^m] = -v_n^T \Theta_n^{-1} \theta_{0,n} = \left[ \frac{1}{\theta_{0,n}} \theta_n \Theta_n^{-1} - \frac{1}{\theta_{0,n}} \right] \left[ \theta_{0,n}^{-1} \right] = \frac{1}{\theta_{0,n}} \left( \theta_n \Theta_n^{-1} \theta_{0,n}^{-1} - \theta_{0,n} \right),
\]

which completes the proof of Equation (10). To conclude, one can note that each line of the linear system in Equation (13) implies the stated recursion. \( \square \)

### 3.2. Application to Hawkes process intensities

For our first example of this method let us turn to our motivating application, the Markovian Hawkes process intensity. Via [33], this process is defined as follows. Let \( \lambda_t \) be a stochastic arrival process intensity such that

\[
\lambda_t = \lambda^* + (\lambda_0 - \lambda^*)e^{-\beta t} + \int_0^t \alpha e^{-\beta(t-s)} dN_s = \lambda^* + (\lambda_0 - \lambda^*)e^{-\beta t} + \sum_{i=1}^{N_t} \alpha e^{-\beta(t-A_i)}
\]

where \( \{A_i \mid i \in \mathbb{Z}^+\} \) is the sequence of arrival epochs in the point process \( N_t \), with

\[
\mathbb{P}(N_{t+s} - N_t = 0 \mid \mathcal{F}_t) = \mathbb{P}(N_{t+s} - N_t = 0 \mid \lambda_t) = e^{-\int_0^{s} \lambda_{t+u} du},
\]

where \( \mathcal{F}_t \) is the filtration generated by the history of \( \lambda_t \) up to time \( t \). Let us note that the Hawkes process as defined in [33] is not in general a Markov process. If we restrict the excitation kernel to being exponential, then we obtain a Markovian process. In what remains, we will assume that the excitation kernel is exponential. Moreover, we will assume that \( \beta > \alpha > 0 \), so that the process has a stationary distribution, and we will also let \( \lambda^* > 0 \) and \( \lambda_0 > 0 \). Note that the process behaves as follows: at arrivals \( \lambda_t \) increases by \( \alpha \), and in the interims it decays exponentially at rate \( \beta \) towards the baseline level \( \lambda^* \). Thus, \( (\lambda_t, N_t) \) is referred to as a self-exciting point process, as the occurrence of an arrival increases the intensity and thus increases the likelihood that another arrival will occur soon afterwards. Because the intensity \( \lambda_t \) forms a Markov process, we can follow the literature (see, e.g., Equation (7) of [15]) and write its infinitesimal generator for a (sufficiently regular) function \( f : \mathbb{R}^+ \rightarrow \mathbb{R} \) as follows:

\[
\mathcal{L}f(\lambda_t) = \lambda_t(f(\lambda_t + \alpha) - f(\lambda_t)) - \beta(\lambda_t - \lambda^*)f'(\lambda_t),
\]

where \( f'(x) \) is the first derivative of \( f(\cdot) \) evaluated at \( x \). Note that this expression showcases the process dynamics that we have described, as the first term on the right-hand side corresponds to the product of the arrival rate and the change in the process when an arrival occurs, while the second term captures the decay.

To obtain the \( n \)th moment we must consider \( f(\cdot) \) of the form \( f(x) = x^n \). In the simplest case, when \( n = 1 \), this formula yields an ODE for the mean, which can be written as

\[
\frac{d}{dt} \mathbb{E}[\lambda_t] = \alpha \mathbb{E}[\lambda_t] - \beta \left( \mathbb{E}[\lambda_t] - \lambda^* \right) = \beta \lambda^* - (\beta - \alpha) \mathbb{E}[\lambda_t].
\]

By comparison, for the second moment at \( n = 2 \) we have

\[
\frac{d}{dt} \mathbb{E}[\lambda_t^2] = \mathbb{E}[\lambda_t((\lambda_t + \alpha)^2 - \lambda_t^2)] - 2 \beta \mathbb{E}[\lambda_t(\lambda_t - \lambda^*)] = (2 \beta \lambda^* + \alpha^2) \mathbb{E}[\lambda_t] - 2(\beta - \alpha) \mathbb{E}[\lambda_t^2],
\]
and we can note that while the ODE for the mean is autonomous, the second moment equation
depends on both the mean and the second moment. Thus, to solve for the second moment we
must also solve for the mean, leading us to the following system of differential equations:

\[
\frac{d}{dr} \begin{bmatrix} \mathbb{E}[\lambda_t] \\ \mathbb{E}[\lambda_t^2] \end{bmatrix} = \begin{bmatrix} -(\beta - \alpha) & 0 \\ 2\beta \lambda^* + \alpha^2 & -2(\beta - \alpha) \end{bmatrix} \begin{bmatrix} \mathbb{E}[\lambda_t] \\ \mathbb{E}[\lambda_t^2] \end{bmatrix} + \begin{bmatrix} \beta \lambda^* \\ 0 \end{bmatrix}.
\]

Moving on to the third moment, the infinitesimal generator formula yields

\[
\frac{d}{dr} \mathbb{E}[\lambda_t^3] = \mathbb{E}[(\lambda_t + \alpha)^3 - 3\beta \lambda_t^2(\lambda_t - \lambda^*)] = \alpha^3 \mathbb{E}[\lambda_t] + 3(\beta \lambda^* + \alpha^2) \mathbb{E}[\lambda_t^2] - 3(\beta - \alpha) \mathbb{E}[\lambda_t^3],
\]

and hence we see that this ODE now depends on all of the first three moments. Thus, to solve
for \( \mathbb{E}[\lambda_t^3] \) we need to solve the system of ODEs

\[
\frac{d}{dr} \begin{bmatrix} \mathbb{E}[\lambda_t] \\ \mathbb{E}[\lambda_t^2] \\ \mathbb{E}[\lambda_t^3] \end{bmatrix} = \begin{bmatrix} -(\beta - \alpha) & 0 & 0 \\ 2\beta \lambda^* + \alpha^2 & -2(\beta - \alpha) & 0 \\ \alpha^3 & 3(\beta \lambda^* + \alpha^2) & -3(\beta - \alpha) \end{bmatrix} \begin{bmatrix} \mathbb{E}[\lambda_t] \\ \mathbb{E}[\lambda_t^2] \\ \mathbb{E}[\lambda_t^3] \end{bmatrix} + \begin{bmatrix} \beta \lambda^* \\ 0 \\ 0 \end{bmatrix},
\]

and this now suggests the matryoshka structure of these process moments: we can note that
the system for the second moment is nested within the system for the third moment. That
is, the matrix for the three-dimensional system contains the two-dimensional system in its
upper left-hand block, just as the vector of the first three moments has the first two moments
in its first two coordinates. In general, we can see that the \( n \)th moment will satisfy the ODE
given by

\[
\frac{d}{dr} \mathbb{E}[\lambda_t^n] = \mathbb{E}[\lambda_t((\lambda_t + \alpha)^n - \lambda_t^n)] - n\beta \lambda_t^{n-1}(\lambda_t - \lambda^*) = \sum_{k=1}^n \binom{n}{k-1} \alpha^{n-k+1} \mathbb{E}[\lambda_t^k] - n\beta \mathbb{E}[\lambda_t^{n-1}] + n\beta \lambda^* \mathbb{E}[\lambda_t^{n-1}],
\]

where we have simplified by use of the binomial theorem. Thus, the system of differential equations
needed to solve for the \( n \)th moment uses the matrix from the \((n-1)\)th system augmented
below by the row

\[
\begin{bmatrix} \alpha^n \\ n\alpha^{n-1} \\ \binom{n}{2} \alpha^{n-2} \\ \ldots \\ \binom{n}{n-3} \alpha^3 \\ \binom{n}{n-2} \alpha^2 + n\beta \lambda^* \\ -n(\beta - \alpha) \end{bmatrix}, \quad (14)
\]

and buffered on the right by a column of zeros. To collect these coefficients into a coherent
structure, let us define the matrix \( \mathcal{P}_n(a) \in \mathbb{R}^{n \times n} \) for \( a \in \mathbb{R} \) such that

\[
(\mathcal{P}_n(a))_{i,j} = \begin{cases} (j_{i-1})d^{-j+1}, & i \geq j, \\ 0, & i < j \end{cases}, \quad (15)
\]

If we momentarily disregard the terms with \( \beta \) in the general augment row in Equation (14), one
can observe that the remaining terms in this vector are given by the bottom row of the matrix
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Closed-form expressions for all transient moments in Corollary 1. Theorem to jump terms. Now, in the case of the Markovian Hawkes process intensity we find that the moments of Markov processes. This follows from the application of the binomial derivation, matrix Pascal matrices arise naturally in using the infinitesimal generator to calculate moments of Markov processes. This follows from the application of the binomial theorem to jump terms. Now, in the case of the Markovian Hawkes process intensity we find closed-form expressions for all transient moments in Corollary 1.

Corollary 1. Let \( \lambda_t \) be the intensity of a Hawkes process with baseline intensity \( \lambda^* > 0 \), intensity jump \( \alpha > 0 \), and decay rate \( \beta > \alpha \). Then the \( n \)th moment of \( \lambda_t \) is given by

\[
\mathbb{E}[\lambda_t^n] = m_n^\lambda (M_n^{\lambda^*})^{-1} (e^{M_n^{\lambda^*}t} - e^{-(\beta-\alpha)t}) (x_{n-1}(\lambda_0) - \frac{\beta \lambda^* v_1}{n(\beta - \alpha)}) + \lambda_n^n e^{-(\beta-\alpha)t} + \sum_{i=1}^n \frac{\beta \lambda^*}{\beta - \alpha} (1 - e^{-(\beta-\alpha)t}) - \frac{\beta \lambda^*}{n(\beta - \alpha)} m_n^\lambda (M_n^{\lambda^*})^{-1} (I - e^{M_n^{\lambda^*}t}) v_1, \tag{16}
\]

for all \( t \geq 0 \) and \( n \in \mathbb{Z}^+ \), where \( v_1 \in \mathbb{R}^n \) is the unit vector in the first coordinate, \( M_n^{\lambda^*} = \beta \lambda^* \text{diag}(2 : n, -1) - \beta \text{diag}(1 : n) + P_n(\alpha) \), \( m_n^\lambda = \left[ (M_n^{\lambda^*})_{n,1}, \ldots, (M_n^{\lambda^*})_{n,n-1} \right] \) is given by

\[
(m_n^\lambda)_j = \begin{cases} 
\binom{n}{j-1} \lambda^{n-j+1} & \text{if } j < n - 1, \\
\binom{n}{n-2} \lambda^2 + n \beta \lambda^* & \text{if } j = n - 1,
\end{cases}
\]

and \( x_n(\alpha) \in \mathbb{R}^n \) is such that \( (x_n(\alpha))_i = \alpha^i \). In steady state, the \( n \)th moment of \( \lambda_t \) is given by

\[
\lim_{t \to \infty} \mathbb{E}[\lambda_t^n] = -\frac{\beta \lambda}{n(\beta - \alpha)} m_n^\lambda (M_n^{\lambda^*})^{-1} v_1, \tag{17}
\]

for \( n \geq 2 \), with \( \lim_{t \to \infty} \mathbb{E}[\lambda_t] = \frac{\beta \lambda^*}{\beta - \alpha} \). Moreover, the \( (n + 1) \)th steady-state moment of the Hawkes process intensity is given by the recursion

\[
\lim_{t \to \infty} \mathbb{E}[\lambda_t^{n+1}] = \frac{1}{(n+1)(\beta - \alpha)} m_{n+1}^\lambda s_n^\lambda, \tag{18}
\]

for all \( n \in \mathbb{Z}^+ \), where \( s_n^\lambda \in \mathbb{R}^n \) is the vector of steady-state moments defined so that \( (s_n^\lambda)_i = \lim_{t \to \infty} \mathbb{E}[\lambda_t^i] \) for \( 1 \leq i \leq n \).
3.3. Application to shot noise processes

As a second example of calculating moments through matryoshkan matrices, consider a Markovian shot noise process; see e.g. [16, Chapter 6] for an introduction. That is, let $\psi_t$ be defined so that

$$\psi_t = \sum_{i=1}^{N_t} J_i e^{-\beta(t-t_i)},$$

where $\beta > 0$, $\{J_i | i \in \mathbb{Z}^+\}$ is a sequence of independent and identically distributed positive random variables with cumulative distribution function $F_J(\cdot)$, $N_t$ is a Poisson process at rate $\lambda > 0$, and $\{A_i | i \in \mathbb{Z}^+\}$ is the sequence of arrival times in the Poisson process. These dynamics yield the following infinitesimal generator:

$$\mathcal{L} f(\psi_t) = \lambda \int_0^\infty (f(\psi_t + j) - f(\psi_t)) \, dF_J(j) - \beta \psi_t f'(\psi_t),$$

which can be simplified directly from Equation (2.2) of [17]. We can note that this is similar to the Hawkes process discussed in Subsection 3.2, as the right-hand side contains a term for jumps and a term for exponential decay. However, this infinitesimal generator formula also shows key differences between the two processes, as the jumps in the shot noise process are of random size and they occur at the fixed, exogenous rate $\lambda > 0$. Supposing the mean jump size is finite, this now yields that the mean satisfies the ODE

$$\frac{d}{dt} \mathbb{E}[\psi_t] = \lambda \mathbb{E}[J_1] - \beta \mathbb{E}[\psi_t],$$

whereas if $\mathbb{E}[J_1] < \infty$, the second moment of the shot noise process is given by the solution to

$$\frac{d}{dt} \mathbb{E}[\psi_t^2] = \mathbb{E}\left[\lambda((\psi_t + J_1)^2 - \psi_t^2) - 2\beta \psi_t^2 \right] = \lambda \mathbb{E}[J_1^2] + 2\lambda \mathbb{E}[J_1] \mathbb{E}[\psi_t] - 2\beta \mathbb{E}[\psi_t^2],$$

which depends on both the second moment and the mean. This gives rise to the linear system of differential equations

$$\frac{d}{dt} \begin{bmatrix} \mathbb{E}[\psi_t] \\ \mathbb{E}[\psi_t^2] \end{bmatrix} = \begin{bmatrix} -\beta & 0 \\ 2\lambda \mathbb{E}[J_1] & -2\beta \end{bmatrix} \begin{bmatrix} \mathbb{E}[\psi_t] \\ \mathbb{E}[\psi_t^2] \end{bmatrix} + \begin{bmatrix} \lambda \mathbb{E}[J_1] \\ \mathbb{E}[J_1^2] \end{bmatrix},$$

and by observing that the differential equation for the third moment depends on the first three moments if the third moment of the jump size is finite,

$$\frac{d}{dt} \mathbb{E}[\psi_t^3] = \mathbb{E}\left[\lambda((\psi_t + J_1)^3 - \psi_t^3) - 3\beta \psi_t^3 \right] = \lambda \mathbb{E}[J_1^3] + 3\lambda \mathbb{E}[J_1^2] \mathbb{E}[\psi_t]$$

$$+ 3\lambda \mathbb{E}[J_1] \mathbb{E}[\psi_t^2] - 3\beta \mathbb{E}[\psi_t^3],$$

we can see that the system for the first two moments is again contained in the system for the first three moments:

$$\frac{d}{dt} \begin{bmatrix} \mathbb{E}[\psi_t] \\ \mathbb{E}[\psi_t^2] \\ \mathbb{E}[\psi_t^3] \end{bmatrix} = \begin{bmatrix} -\beta & 0 & 0 \\ 2\lambda \mathbb{E}[J_1] & -2\beta & 0 \\ 3\lambda \mathbb{E}[J_1^2] & 3\lambda \mathbb{E}[J_1] & -3\beta \end{bmatrix} \begin{bmatrix} \mathbb{E}[\psi_t] \\ \mathbb{E}[\psi_t^2] \\ \mathbb{E}[\psi_t^3] \end{bmatrix} + \begin{bmatrix} \lambda \mathbb{E}[J_1] \\ \mathbb{E}[J_1^2] \\ \mathbb{E}[J_1^3] \end{bmatrix}.$$

By use of the binomial theorem, we can observe that if \( \mathbb{E}[J_1^n] < \infty \) then the \( n \)th moment of the shot noise process satisfies

\[
\frac{d}{dt} \mathbb{E}[\psi^n_t] = \mathbb{E}[\lambda((\psi_t + J_1)^n - \psi^n_t) - n\beta\psi^n_t] = \sum_{k=0}^{n-1} \binom{n}{k} \mathbb{E}[J_1^{n-k}] \mathbb{E}[\psi^k_t] - n\beta \mathbb{E}[\psi^n_t],
\]

which means that the \( n \)-dimensional system is equal to the preceding one augmented below by the row vector

\[
\begin{bmatrix}
-n\mathbb{E}[J_1^{n-1}], & \binom{n}{2} \mathbb{E}[J_1^{n-2}], & \binom{n}{3} \mathbb{E}[J_1^{n-3}], & \ldots, & \binom{n}{n-2} \mathbb{E}[J_1^2], & n\lambda \mathbb{E}[J_1] & -n\beta
\end{bmatrix},
\]

and to the right by zeros. Bringing this together, this now leads us to Corollary 2.

**Corollary 2.** Let \( \psi_t \) be the intensity of a shot noise process with epochs given by a Poisson process with rate \( \lambda > 0 \), jump sizes drawn from the sequence of independent and identically distributed random variables \( \{J_i | i \in \mathbb{Z}^+\} \), and exponential decay at rate \( \beta > 0 \). If \( \mathbb{E}[J_1^n] < \infty \), the \( n \)th moment of \( \psi_t \) is given by

\[
\mathbb{E}[\psi^n_t] = m^n_\psi (M^n_{n-1} + n\beta I)^{-1} (e^{M^n_{n-1}t} - e^{-n\beta t} I) (x_{n-1}(\psi_0) - \frac{\lambda j_{n-1}}{n\beta}) + \psi_0^n e^{-n\beta t}
\]

\[
+ \frac{n\lambda \mathbb{E}[J_1^n]}{n\beta} (1 - e^{-n\beta t}) - \frac{n\lambda m^n_\psi}{n\beta} (M^n_{n-1})^{-1} (I - e^{M^n_{n-1}t}) j_{n-1},
\]

for all \( t \geq 0 \) and \( n \in \mathbb{Z}^+ \), where \( j_n \in \mathbb{R}^n \) is such that \((j_n)_i = \mathbb{E}[J^i_1] ; M^n_j \in \mathbb{R}^{n \times n}\) is recursively defined by

\[
M^n_j = \begin{bmatrix} M^n_{j-1} & 0_{n-1 \times 1} \\ m^n_j & -n\beta \end{bmatrix},
\]

with the row vector \( m^n_j \in \mathbb{R}^{n-1} \) defined so that \((m^n_j)_i = \binom{n}{i} \mathbb{E}[J_1^{n-i}] \), and with \( M^1_j = -\beta \); and \( x_n(a) \in \mathbb{R}^n \) is such that \((x_n(a))_i = a^i \). In steady state, the \((n+1)\)th moment of the shot noise process is given by

\[
\lim_{t \to \infty} \mathbb{E}[\psi^n_t] = \frac{\lambda}{n\beta} \mathbb{E}[J_1^n] - m^n_j (M^n_{n-1})^{-1} j_{n-1},
\]

for \( n \geq 2 \), where \( \lim_{t \to \infty} \mathbb{E}[\psi_t] = \frac{\lambda}{\beta} \mathbb{E}[J_1] \). Moreover, if \( \mathbb{E}[J_1^{n+1}] < \infty \), the \((n+1)\)th moment of the shot noise process is given by the recursion

\[
\lim_{t \to \infty} \mathbb{E}[\psi^{n+1}_t] = \frac{1}{(n+1)\beta} (m^n_j s^{n+1}_j + \mathbb{E}[J_1^{n+1}]),
\]

for all \( n \in \mathbb{Z}^+ \), where \( s^n_j \) is the vector of steady-state moments defined so that \((s^n_j)_i = \lim_{t \to \infty} \mathbb{E}[\psi^i_t] \) for \( 1 \leq i \leq n \).

### 3.4. Application to Itô diffusions

For our third example, we consider an Itô diffusion; see e.g. [45] for an overview. Let \( S_t \) be given by the stochastic differential equation

\[
dS_t = g(S_t)dt + h(S_t)dB_t,
\]
where $B_t$ is a Brownian motion and $g(\cdot)$ and $h(\cdot)$ are real-valued functions. By Theorem 7.9 of [45], the infinitesimal generator for this process is given by

$$\mathcal{L} f(S_t) = g(S_t)f'(S_t) + \frac{h(S_t)^2}{2}f''(S_t),$$

where $f''(x)$ is the second derivative of $f(\cdot)$ evaluated at $x$. Because we will be considering functions of the form $f(x) = x^n$ for $n \in \mathbb{Z}^+$, we will now specify the forms of $g(\cdot)$ and $h(\cdot)$ to be $g(x) = \mu + \theta x$ for some $\mu \in \mathbb{R}$ and $\theta \in \mathbb{R}$ and $h(x) = \sigma x^{\gamma/2}$ for some $\sigma \in \mathbb{R}$ and $\gamma \in \{0, 1, 2\}$. One can note that this encompasses a myriad of relevant stochastic processes including many that are popular in the financial models literature, such as Ornstein–Uhlenbeck processes, geometric Brownian motion, and Cox–Ingersoll–Ross processes. In this case, the infinitesimal generator becomes

$$\mathcal{L} f(S_t) = (\mu + \theta S_t)f'(S_t) + \frac{\sigma^2 S_t^{\gamma'}}{2}f''(S_t),$$

meaning that we can express the ODE for the mean as

$$\frac{d}{dt}\mathbb{E}[S_t] = \mu + \theta \mathbb{E}[S_t],$$

and similarly the second moment will be given by the solution to

$$\frac{d}{dt}\mathbb{E}[S_t^2] = \mathbb{E}[2(\mu + \theta S_t)S_t + \sigma^2 S_t^{\gamma'}] = 2\mu \mathbb{E}[S_t] + 2\theta \mathbb{E}[S_t^2] + \sigma^2 \mathbb{E}[S_t^{\gamma'}].$$

For the sake of example, we now let $\gamma = 1$, as is the case in the Cox–Ingersoll–Ross process. Then the first two transient moments of $S_t$ will be given by the solution to the system

$$\frac{d}{dt}\begin{bmatrix} \mathbb{E}[S_t] \\ \mathbb{E}[S_t^2] \end{bmatrix} = \begin{bmatrix} \theta & 0 \\ 2\mu + \sigma^2 & 2\theta \end{bmatrix} \begin{bmatrix} \mathbb{E}[S_t] \\ \mathbb{E}[S_t^2] \end{bmatrix} + \begin{bmatrix} \mu \\ 0 \end{bmatrix}.$$

By observing that the third moment differential equation is

$$\frac{d}{dt}\mathbb{E}[S_t^3] = \mathbb{E}
\left[3(\mu + \theta S_t)S_t^2 + 3\sigma^2 S_t^{\gamma'+1}\right] = 3\mu \mathbb{E}[S_t^2] + 3\theta \mathbb{E}[S_t^3] + 3\sigma^2 \mathbb{E}[S_t^{\gamma'+1}],$$

we can note that the third moment system for $\gamma = 1$ is

$$\frac{d}{dt}\begin{bmatrix} \mathbb{E}[S_t] \\ \mathbb{E}[S_t^2] \\ \mathbb{E}[S_t^3] \end{bmatrix} = \begin{bmatrix} \theta & 0 & 0 \\ 2\mu + \sigma^2 & 2\theta & 0 \\ 0 & 3\mu + 3\sigma^2 & 3\theta \end{bmatrix} \begin{bmatrix} \mathbb{E}[S_t] \\ \mathbb{E}[S_t^2] \\ \mathbb{E}[S_t^3] \end{bmatrix} + \begin{bmatrix} \mu \\ 0 \\ 0 \end{bmatrix},$$

and this showcases the matryoshkan nesting structure, as the second moment system is contained within the third. Because the general $n$th moment for $n \geq 2$ has differential equation given by

$$\frac{d}{dt}\mathbb{E}[S_t^n] = \mathbb{E}
\left[n(\mu + \theta S_t)S_t^{n-1} + \frac{n(n-1)\sigma^2}{2}S_t^{n+\gamma-2}\right]$$

$$= n\mu \mathbb{E}[S_t^{n-1}] + n\theta \mathbb{E}[S_t^n] + \frac{n(n-1)\sigma^2}{2} \mathbb{E}[S_t^{n+\gamma-2}],$$
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we can see that the \((n-1)\)th system can be augmented below by the row vector for \(\gamma = 1\),

\[
\begin{bmatrix}
0, & 0, & \ldots, & 0, & n\mu + \frac{n(n-1)\sigma^2}{2}, & n\theta
\end{bmatrix},
\]

and to the right by zeros. Through this observation, we can now give the moments of Itô diffusions in Corollary 3.

Corollary 3. Let \(S_t\) be an Itô diffusion that satisfies the stochastic differential equation

\[
dS_t = (\mu + \theta S_t)dt + \sigma S_t^{\gamma/2}dB_t,
\]

where \(B_t\) is a Brownian motion, \(\mu, \theta, \sigma \in \mathbb{R}\), and \(\gamma \in \{0, 1, 2\}\). Then the \(n\)th moment of \(S_t\) is given by

\[
\mathbb{E}[S_t^n] = m_n^S \left( M_{n-1}^S - \chi_n I \right)^{-1} \left( e^{M_{n-1}^S t} - e^{\chi_n t} I \right) \left( x_{n-1}(S_0) + \frac{\mu v_1 + \sigma^2 \chi_{[\gamma=0]} v_2}{\chi_n} \right)
\]

\[
+ \frac{m_n^S}{\chi_n} \left( M_{n-1}^S \right)^{-1} \left( I - e^{M_{n-1}^S t} \right) \left( \mu v_1 + \sigma^2 \chi_{[\gamma=0]} v_2 \right),
\]

for all \(t \geq 0\) and \(n \in \mathbb{Z}^+\), where \(\chi_n = n\theta + \frac{n}{2}(n-1)\sigma^2 \chi_{[\gamma=2]}\);

\[
M_n^S = \theta \text{diag}(1 : n) + \mu \text{diag}(2 : n, -1) + \frac{\sigma^2}{2} \text{diag}(d_{n+\gamma-2}^2, \gamma - 2)
\]

for \(d^j_k \in \mathbb{R}^k\) such that \((d^j_k)_i = (j+i)(j+i-1);

\[
m_n^S = \left[ (M_n^S)_{n,1}, \ldots, (M_n^S)_{n,n-1} \right]
\]

is such that

\[
\left( m_n^S \right)_j = \begin{cases} n\mu + \frac{n(n-1)\sigma^2}{2} \chi_{[\gamma=1]}, & j = n - 1, \\ \frac{n(n-1)\sigma^2}{2} \chi_{[\gamma=0]}, & j = n - 2, \\ 0, & 1 \leq j < n - 2; \end{cases}
\]

and \(x_n(a) \in \mathbb{R}^n\) is such that \((x_n(a))_i = d^i\). If \(\theta < 0\) and \(\gamma \in \{0, 1\}\), then the \(n\)th steady-state moment of \(S_t\) is given by

\[
\lim_{t \to \infty} \mathbb{E}[S_t^n] = \frac{\mu}{\chi_n} m_n^S \left( M_{n-1}^S \right)^{-1} v_1,
\]

for \(n \geq 2\), with \(\lim_{t \to \infty} \mathbb{E}[S_t] = -\frac{\mu}{\theta}\). Moreover, the \((n+1)\)th steady-state moment of \(S_t\) is given by the recursion

\[
\lim_{t \to \infty} \mathbb{E}[S_t^{n+1}] = -\frac{1}{\chi_n} m_{n+1}^S s_n^S,
\]

for all \(n \in \mathbb{Z}^+\), where \(s_n^S \in \mathbb{R}^n\) is the vector of steady-state moments defined so that \((s_n^S)_i = \lim_{t \to \infty} \mathbb{E}[S_t^i] \) for \(1 \leq i \leq n\).
As a consequence of these expressions we can also gain insight on the moments of an Itô diffusion in the case of non-integer $\gamma \in [0, 2]$, as is used in volatility models such as the CEV model and the SABR model; see e.g. [34]. This can be achieved through bounding the differential equations, as the $n$th moment of such a diffusion is again given by

$$\frac{d}{dt} \mathbb{E}[S^n_t] = n \mu \mathbb{E}[S^{n-1}_t] + n \theta \mathbb{E}[S^n_t] + \frac{n(n-1)\sigma^2}{2} \mathbb{E}[S^{n+\gamma-2}_t].$$

the rightmost term of which can be bounded above and below by

$$\mathbb{E}[S^{n+\lfloor \gamma \rfloor-2}_t] \leq \mathbb{E}[S^{n+\gamma-2}_t] \leq \mathbb{E}[S^{n+\lceil \gamma \rceil-2}_t],$$

and the differential equations given by substituting these bounded terms form a closed system solvable by Corollary 3. Assuming the true differential equation and the upper and lower bounds all share an initial value, the solution to the bounded equations bounds the solution to the true moment equation; see [32].

### 3.5. Application to growth–collapse processes

For a fourth example, we consider growth–collapse processes with Poisson-driven shocks. These processes have been studied in a variety of contexts; see e.g. [7, 38, 39, 6]. More recently, these processes and their related extensions have seen renewed interest in connection with the study of the crypto-currency Bitcoin; see for example [28, 40, 37, 27]. While growth–collapse processes can be defined in many different ways, for this example we use a definition in the style of Section 4 from [7]. We let $Y_t$ be the state of the growth–collapse model and let $\{U_i \mid i \in \mathbb{Z}^+\}$ be a sequence of independent $\text{Unif}(0, 1)$ random variables that are also independent from the state and history of the growth–collapse process. From Proposition 1 of [7], the infinitesimal generator of $Y_t$ is given by

$$\mathcal{L} f(Y_t) = \lambda f'(Y_t) + \mu \int_0^1 (f(uy_t) - f(y_t)) \, du.$$  

Thus, $Y_t$ experiences linear growth at rate $\lambda > 0$ throughout time, but it also collapses at epochs given by a Poisson process with rate $\mu > 0$. At the $i$th collapse epoch the process falls to a fraction of its current level; specifically it jumps down to $U_i Y_t$. Using the infinitesimal generator, we can see that the mean of this growth–collapse process satisfies

$$\frac{d}{dt} \mathbb{E}[Y_t] = \lambda + \mu (\mathbb{E}[U_1 Y_t] - \mathbb{E}[Y_t]) = \lambda - \frac{\mu}{2} \mathbb{E}[Y_t],$$

and its second moment satisfies

$$\frac{d}{dt} \mathbb{E}[Y^2_t] = 2\lambda \mathbb{E}[Y_t] + \mu \left( \mathbb{E}[U_1^2 Y^2_t] - \mathbb{E}[Y^2_t] \right) = 2\lambda \mathbb{E}[Y_t] - \frac{2\mu}{3} \mathbb{E}[Y^3_t].$$

Therefore, we can write the linear system of differential equations for the second moment of this growth–collapse process as

$$\frac{d}{dt} \begin{bmatrix} \mathbb{E}[Y_t] \\ \mathbb{E}[Y^2_t] \end{bmatrix} = \begin{bmatrix} \frac{\mu}{2} & 0 \\ 2\lambda & -\frac{2\mu}{3} \end{bmatrix} \begin{bmatrix} \mathbb{E}[Y_t] \\ \mathbb{E}[Y^2_t] \end{bmatrix} + \begin{bmatrix} \lambda \\ 0 \end{bmatrix}.$$ 

Moving to the third moment, via the infinitesimal generator we write its differential equation as

$$\frac{d}{dt} \mathbb{E}[Y^3_t] = 3\lambda \mathbb{E}[Y^2_t] + \mu \left( \mathbb{E}[U_1^3 Y^3_t] - \mathbb{E}[Y^3_t] \right) = 3\lambda \mathbb{E}[Y^2_t] - \frac{3\mu}{4} \mathbb{E}[Y^3_t].$$
which shows that the system of differential equations for the third moment is

\[
\frac{d}{dt}\begin{bmatrix}
\mathbb{E}[Y_t] \\
\mathbb{E}[Y_t^2] \\
\mathbb{E}[Y_t^3]
\end{bmatrix} = \begin{bmatrix}
-\frac{\mu^2}{2} & 0 & 0 \\
2\lambda & -\frac{2\mu}{3} & 0 \\
0 & 3\lambda & -\frac{3\mu}{4}
\end{bmatrix}\begin{bmatrix}
\mathbb{E}[Y_t] \\
\mathbb{E}[Y_t^2] \\
\mathbb{E}[Y_t^3]
\end{bmatrix} + \begin{bmatrix}
\lambda \\
0 \\
0
\end{bmatrix};
\]

this obviously encapsulates the system for the first two moments. We can note that the general \(n\)th moment will satisfy

\[
\frac{d}{dt}\mathbb{E}[Y_t^n] = n\lambda \mathbb{E}[Y_t^{n-1}] + \mu (\mathbb{E}[U_t^n - Y_t^n]) = n\lambda \mathbb{E}[Y_t^{n-1}] - \frac{n\mu}{n+1} \mathbb{E}[Y_t^n],
\]

and thus the system for the \(n\)th moment is given by appending the row vector \([0, 0, \ldots, 0, n\lambda, -\frac{n\mu}{n+1}]\) below the matrix from the \((n-1)\)th system augmented by zeros on the right. Following this derivation, we reach the general expressions for the moments in Corollary 4. Furthermore, we can note that because of the relative simplicity of this particular structure, we are able to solve the recursion for the steady-state moments and give these terms explicitly.

**Corollary 4.** Let \(Y_t\) be a growth–collapse process with growth rate \(\lambda > 0\) and uniformly sized collapses occurring according to a Poisson process with rate \(\mu > 0\). Then the \(n\)th moment of \(Y_t\) is given by

\[
\mathbb{E}[Y_t^n] = n\lambda v_T^{n-1} \left( M_n^Y + \frac{n\mu}{n+1} I \right)^{-1} \left( e^{M_n^{-1}t} - e^{-\frac{n\mu}{n+1} t} I \right) \left( x_{n-1}(y_0) - \frac{(n+1)\lambda v_1}{n\mu} \right) + y_0^n e^{-\frac{n\mu}{n+1} t} + \frac{(n+1)\lambda}{n\mu} \sum_{i=1}^{n} v_i^n \left( I - e^{M_n^{-1}t} \right) v_1,
\]

where \(y_0\) is the initial value of \(Y_t\), \(x_n(a) \in \mathbb{R}^n\) is such that \((x_n(a))_i = a_i^i\),

\[
M_n^Y = \lambda \text{diag}(2 : n, -1) - \mu \text{diag} \left( \frac{1}{2} : \frac{n}{n+1} \right),
\]

and

\[
m_n^Y = \left[ (M_n^Y)_{n,1}, \ldots, (M_n^Y)_{n,n-1} \right]
\]

is such that \(m_n^Y = n\lambda v_{n-1}^T\). Moreover, the \(n\)th steady-state moment of \(Y_t\) is given by

\[
\lim_{t \to \infty} \mathbb{E}[Y_t^n] = (n+1)! \left( \frac{\lambda}{\mu} \right)^n,
\]

for \(n \in \mathbb{Z}^+\).
3.6. Application to ephemerally self-exciting processes

As a final detailed example of the applicability of matryoshkan matrices, we now consider a stochastic process we have analyzed in [19]. This process is a linear birth–death–immigration process, which has been of interest in classical teletraffic theory; see for example [46], [35], and Section 8.4 of [36]. By comparison, our interests in [19] are in alternate representations of self-exciting processes and alternate constructions of the original self-exciting process, the Hawkes process. Here, the occurrence of an arrival increases the arrival rate by an amount \( \alpha > 0 \), as in the Hawkes process, and this increase expires after an exponentially distributed duration with some rate \( \mu > \alpha \). Accordingly, this process is an ephemerally self-exciting process. Given a baseline intensity \( \nu > 0 \), let \( Q_t \) be such that new arrivals occur at rate \( \nu^* + \alpha Q_t \) and then the overall rate until the next excitement expiration is \( \mu Q_t \). One can then think of \( Q_t \) as the number of entities still causing active excitement at time \( t \geq 0 \). We will refer to \( Q_t \) as the number in system for this ephemerally self-exciting process. The infinitesimal generator for a function \( f : \mathbb{N} \rightarrow \mathbb{R} \) is thus

\[
\mathcal{L} f(Q_t) = (\nu^* + \alpha Q_t) \left( f(Q_t + 1) - f(Q_t) \right) + \mu Q_t \left( f(Q_t - 1) - f(Q_t) \right),
\]

which again captures the dynamics of the process, as the first term on the right-hand side is the product of the up-jump rate and the change in function value upon an increase in the process, while the second term is the product of the down-jump rate and the change in function value upon a decrease. This now yields an ODE for the mean given by

\[
\frac{d}{dt} \mathbb{E}[Q_t] = \nu^* + \alpha \mathbb{E}[Q_t] - \mu \mathbb{E}[Q_t] = \nu^* - (\mu - \alpha) \mathbb{E}[Q_t],
\]

while the second moment will satisfy

\[
\frac{d}{dt} \mathbb{E}[Q_t^2] = \mathbb{E} \left[ \left( \nu^* + \alpha Q_t \right) \left( (Q_t + 1)^2 - Q_t^2 \right) + \mu Q_t \left( (Q_t - 1)^2 - Q_t^2 \right) \right] = (2\nu^* + \mu + \alpha) \mathbb{E}[Q_t] + \nu^* - 2(\mu - \alpha) \mathbb{E}[Q_t^2].
\]

Thus, the first two moments are given by the solution to the linear system

\[
\frac{d}{dt} \begin{bmatrix} \mathbb{E}[Q_t] \\ \mathbb{E}[Q_t^2] \end{bmatrix} = \begin{bmatrix} - (\mu - \alpha) & 0 \\ 2\nu^* + \mu + \alpha & -2(\mu - \alpha) \end{bmatrix} \begin{bmatrix} \mathbb{E}[Q_t] \\ \mathbb{E}[Q_t^2] \end{bmatrix} + \begin{bmatrix} \nu^* \\ \nu^* \end{bmatrix},
\]

and by observing that the third moment differential equation is

\[
\frac{d}{dt} \mathbb{E}[Q_t^3] = \mathbb{E} \left[ \left( \nu^* + \alpha Q_t \right) \left( (Q_t + 1)^3 - Q_t^3 \right) + \mu Q_t \left( (Q_t - 1)^3 - Q_t^3 \right) \right] = (3\nu^* + 3\alpha + 3\mu) \mathbb{E}[Q_t^2] + (3\nu^* + \alpha - \mu) \mathbb{E}[Q_t] + \nu^* - 3(\mu - \alpha) \mathbb{E}[Q_t^3],
\]

we can see that the third moment system does indeed encapsulate the second moment system:

\[
\frac{d}{dt} \begin{bmatrix} \mathbb{E}[Q_t] \\ \mathbb{E}[Q_t^2] \\ \mathbb{E}[Q_t^3] \end{bmatrix} = \begin{bmatrix} - (\mu - \alpha) & 0 & 0 \\ 2\nu^* + \mu + \alpha & -2(\mu - \alpha) & 0 \\ 3\nu^* + \alpha - \mu & 3\nu^* + 3\alpha + 3\mu & -3(\mu - \alpha) \end{bmatrix} \begin{bmatrix} \mathbb{E}[Q_t] \\ \mathbb{E}[Q_t^2] \\ \mathbb{E}[Q_t^3] \end{bmatrix} + \begin{bmatrix} \nu^* \\ \nu^* \\ \nu^* \end{bmatrix}.
\]
In general, the $n$th moment is given by the solution to
\[
\frac{d}{dt}\mathbb{E}[Q^n_t] = \mathbb{E}[(v^* + \alpha Q_t) ((Q_t + 1)^n - Q^n_t) + \mu Q_t((Q_t - 1)^n - Q^n_t)]
\]
\[
= v^* + v^* \sum_{k=1}^{n-1} \binom{n}{k} \mathbb{E}[Q^n_t] + \alpha \sum_{k=1}^{n} \binom{n}{k-1} \mathbb{E}[Q^n_t]
\]
\[
+ \mu \sum_{k=1}^{n} \binom{n}{k-1} \mathbb{E}[Q^n_t](-1)^{n-k-1},
\]
which means that the $n$th system is given by augmenting the previous system below by
\[
\left[\begin{array}{c}
{n\nu^*} + \alpha + \mu(-1)^n, \\
\left\lfloor \frac{n}{2} \right\rfloor v^* + \nu + n\mu(-1)^{n-1}, \\
\ldots, \\
n\nu^* + \left\lfloor \frac{n}{2} \right\rfloor \alpha + \left(\frac{n}{2}\right)\mu, \ -n(\mu - \alpha)
\end{array}\right],
\]
and to the right by zeros. By comparing this row vector to the definition of the matryoshkan Pascal matrices in Equation (15), we arrive at explicit forms for the moments of this process, shown now in Corollary 5.

**Corollary 5.** Let $Q_t$ be the number in system for an ephemerally self-exciting process with baseline intensity $v^* > 0$, intensity jump $\alpha > 0$, and duration rate $\mu > \alpha$. Then the $n$th moment of $Q_t$ is given by
\[
\mathbb{E}[Q^n_t] = m^n(Q_{n-1} + n(\mu - \alpha)I)^{-1} \left( e^{M^n_{n-1} t} - e^{-n(\mu - \alpha)t}I \right) \left( x_{n-1}(Q_0) - \frac{v^* v}{n(\mu - \alpha)} \right)
\]
\[
+ Q^n_0 e^{-n(\mu - \alpha)t} + \frac{v^*}{n(\mu - \alpha)} \left( 1 - e^{-n(\mu - \alpha)t} \right)
\]
\[
- \frac{v^* m^n_0}{n(\mu - \alpha)} \left( M^n_{n-1} \right)^{-1} \left( I - e^{M^n_{n-1} t} \right) v,
\]
for all $t \geq 0$ and $n \in \mathbb{Z}^+$, where $M^n_i = v^* P_N(1) \text{diag}(v, -1) + \alpha P_N(1) + \mu P_N(-1)$,
\[
m^n_n = \left[ \begin{array}{c}
(M^n_{n-1})_{n_1}, \\
\ldots, \\
(M^n_{n})_{n,n-1}
\end{array} \right]
\]
is such that
\[
\left( m^n_j \right)_n = \binom{n}{j} v^* + \binom{n}{j-1} \alpha + \binom{n}{j-1} \mu(-1)^{n-j-1},
\]
and $x_n(a) \in \mathbb{R}^n$ is such that $(x_n(a))_i = a^i$. In steady state, the $n$th moment of $Q_t$ is given by
\[
\lim_{t \to \infty} \mathbb{E}[Q^n_t] = \frac{v^*}{\mu - \alpha} \left( 1 - m^n_0 (M^n_{n-1})^{-1} v \right),
\]
for $n \geq 2$, with $\lim_{t \to \infty} \mathbb{E}[Q_1] = \frac{v^*}{\mu - \alpha}$. Moreover, the $(n+1)$th steady-state moment of the ephemerally self-exciting process is given by the recursion
\[
\lim_{t \to \infty} \mathbb{E}[Q^{n+1}_t] = \frac{1}{(n+1)(\mu - \alpha)} \left( m^n_{n+1} s^n_0 + v^* \right),
\]
for all $n \in \mathbb{Z}^+$, where $s^n_0 \in \mathbb{R}^n$ is the vector of steady-state moments defined so that $(s^n_0)_i = \lim_{t \to \infty} \mathbb{E}[Q^n_i]$ for $1 \leq i \leq n$. 
Let us note that the ephemerally self-exciting process is known to be negative binomially distributed in steady state [19]. Hence, while the vector and recursive computations in Equations (29) and (30), respectively, may be useful for higher moments, for lower moments there may be closed-form expressions available.

3.7. Additional applications by combination and permutation

While the preceding examples are the only detailed examples we include in this paper, we can note that these matryoshka matrix methods can be applied to many other settings. In fact, one can observe that these example derivations can be applied directly to processes that feature a combination of their structures, such as the dynamic contagion process introduced in [17]. The dynamic contagion process is a point process that is both self-excited and externally excited, meaning that its intensity experiences jumps driven both by its own activity and by the activity of an exogenous Poisson process. In this way, the process combines the behavior of the Hawkes and shot noise processes. Hence, its infinitesimal generator can be written using a combination of expressions used in Subsections 3.2 and 3.3, implying that all moments of the process can be calculated through this methodology. Similarly, these methods can also be readily applied to processes that combine dynamics from Hawkes processes and from Itô diffusions, such as affine point processes. These processes, studied in e.g. [22, 48, 30], feature both self-excitement and diffusion behavior and thus have an infinitesimal generator that can be expressed using terms from the generators for Hawkes and Itô processes. One could also study the combination of externally driven jumps and diffusive behavior, such as in affine jump diffusions; see e.g. [20]. Of course, one can also consider permutations of the model features seen in our examples, such as trading fixed-size jumps for random ones to form marked Hawkes processes or changing to randomly sized batches of arrivals in the ephemerally self-exciting process. In general, the key requirement from the assumptions in Theorem 1 is the closure of the system of moment differential equations specified in Equation (7). This is equivalent to having the infinitesimal generator of any polynomial being a polynomial of order no more than the original, which again connects this work to the literature on polynomial processes. In fact, the notion of closure of polynomial processes under combinations of infinitesimal generators has been studied by [12]. In summary, infinitesimal generators of the form

\[
\mathcal{L} f(X_t) = (\alpha_0 + \alpha_1 X_t) \int_0^{\infty} (f(X_t + a) - f(X_t)) dF_A(a) + (\alpha_2 + \alpha_3 X_t) f'(X_t) \\
\hline
\text{Up-jumps}
\end{array}
\]

\[
+ (\alpha_4 + \alpha_5 X_t) \int_0^{\infty} (f(X_t - b) - f(X_t)) dF_B(b) + (\alpha_6 + \alpha_7 X_t + \alpha_8 X_t^2) f''(X_t) \\
\hline
\text{Down-jumps}
\end{array}
\]

\[
+ \alpha_9 \int_0^{\infty} (f(c X_t) - f(X_t)) dF_C(c) \\
\hline
\text{Diffusion}
\end{array}
\]

\[
+ \alpha_9 \int_0^{\infty} (f(c X_t) - f(X_t)) dF_C(c) \\
\hline
\text{Expansion or collapse}
\end{array}
\]

\[
\frac{\alpha_9 \int_0^{\infty} (f(c X_t) - f(X_t)) dF_C(c)}{1}
\]

can be handled by this methodology, where \(\alpha_j \in \mathbb{R}\) for all \(j\) and where the sequences \(\{A_i\}, \{B_i\},\) and \(\{C_i\}\) are of mutually independent random variables with respective cumulative distribution functions \(F_A(\cdot), F_B(\cdot),\) and \(F_C(\cdot)\). Finally we note that this example generator need not be exclusive, as it is possible that other dynamics may also meet the closure requirements in Equation (7).
4. Conclusion

In this work, we have defined a novel sequence of matrices called matryoshkan matrices, which stack like their Russian nesting doll namesakes. In doing so, we have found an efficient manner of calculating the moments of a large class of Markov processes that satisfy a closure condition for the time derivatives of their transient moments, namely the one-dimensional polynomial processes. Furthermore, this has yielded closed-form expressions for the transient and steady-state moments of these process. Notably, this includes the intensity of the Hawkes process, for which finding an expression for the $n$th moment was previously an open problem. Other examples we have discussed include Itô diffusions from the mathematical finance literature and shot noise processes from the physics literature, which showcases the breadth of this methodology.

We can note that there are many applications of this methodology that we have not explored in this paper; these present opportunities for future work. For example, the vector form of the moments arising from this matrix-based method naturally lends itself to use in the method of moments. Thus, matryoshkan matrices have the potential to greatly simplify estimation for the myriad of Markov processes to which they apply. Additionally, this vector of solutions may also be of use in providing computationally tractable approximations of moment generating functions. That is, by a Taylor expansion one can approximate a moment generating function by a weighted sum of its moments. Because this paper’s matryoshkan matrix methods enable efficient calculation of higher-order moments, this enables higher-order approximations of the moment generating function.

As another important direction of future work, we are also interested in extending these techniques to multivariate Markov processes. This is of practical relevance in many of the settings we have described, such as point processes driven by the Hawkes or shot noise process intensities. The challenge in this case arises in the fact that a moment’s differential equation now depends on the lower product moments rather than just the lower moments, so the nesting structure is not as neatly organized. Nevertheless, addressing this generalization is an extension worth pursuing, as this would render these techniques even more widely applicable.

Appendix A. Proof of Proposition 1

Proof. For the sake of clarity and ease of reference, we will enumerate the proofs of the four statements.

(i) Suppose $X_n$ and $Y_n$ are both matryoshkan matrices. Then, by Equation (1), we have that

$$X_n + Y_n = \begin{bmatrix} X_{n-1} & 0_{n-1 \times 1} \\ x_n & x_{n,n} \end{bmatrix} + \begin{bmatrix} Y_{n-1} & 0_{n-1 \times 1} \\ y_n & y_{n,n} \end{bmatrix} = \begin{bmatrix} X_{n-1} + Y_{n-1} & 0_{n-1 \times 1} \\ x_n + y_n & x_{n,n} + y_{n,n} \end{bmatrix},$$

and

$$X_n Y_n = \begin{bmatrix} X_{n-1} & 0_{n-1 \times 1} \\ x_n & x_{n,n} \end{bmatrix} \begin{bmatrix} Y_{n-1} & 0_{n-1 \times 1} \\ y_n & y_{n,n} \end{bmatrix} = \begin{bmatrix} X_{n-1}Y_{n-1} & 0_{n-1 \times 1} \\ x_nY_{n-1} + x_n y_n y_{n,n} & x_{n,n} y_{n,n} \end{bmatrix}. $$

We can now again invoke Equation (1) to observe that these forms satisfy this definition and thus are also matryoshkan matrices.
(ii) Let \( M_n \in \mathbb{R}^{n \times n} \) be a matryoshkan matrix with all nonzero diagonal elements \( m_{i,i} \) for \( i \in \{1, \ldots, n\} \). By definition \( M_n \) is lower triangular and hence its eigenvalues are on its diagonal. Since all the eigenvalues are nonzero by assumption, \( M_n \) is invertible. Moreover, it is known that the inverse of a lower triangular matrix is lower triangular as well. Thus, we will now solve for a lower triangular matrix \( W_n \in \mathbb{R}^{n \times n} \) such that \( I_n = M_n W_n \), where \( I_n \in \mathbb{R}^{n \times n} \) is the identity. This can be written as

\[
\begin{bmatrix}
I_{n-1} & 0_{n-1 \times 1} \\
0_{1 \times n-1} & 1
\end{bmatrix} = I_n = M_n W_n = \begin{bmatrix}
M_{n-1} & 0_{n-1 \times 1} \\
m_n & m_{n,n}
\end{bmatrix} \begin{bmatrix}
A & 0_{n-1 \times 1} \\
b & c
\end{bmatrix},
\]

where \( A \in \mathbb{R}^{n-1 \times n-1} \), \( b \in \mathbb{R}^{1 \times n-1} \), and \( c \in \mathbb{R} \). Because \( m_{i,i} \neq 0 \) for all \( i \in \{1, \ldots, n-1\} \), we also know that \( M_{n-1} \) is nonsingular. Thus, we can see that \( A = M_{n-1}^{-1} \) from \( M_{n-1} A = I_{n-1} \). Likewise, \( cm_{n,n} = 1 \) implies \( c = \frac{1}{m_{n,n}} \). Then, we have that

\[
0_{1 \times n-1} = m_n A + m_{n,n} b = m_n M_{n-1}^{-1} + m_{n,n} b,
\]

and so \( b = -\frac{1}{m_{n,n}} m_n^{-1} \). This completes the solution for \( W_n \), and hence provides the inverse of \( M_n \).

(iii) To begin, we will prove that

\[
M_n^k = M_n M_n^{k-1} = \begin{bmatrix}
M_{n-1} & 0_{n-1 \times 1} \\
m_n & m_{n,n}
\end{bmatrix} \begin{bmatrix}
M_{n-1}^{k-1} & 0_{n-1 \times 1} \\
m_n \sum_{j=0}^{k-1} M_{n-1}^{j} m_{n,n}^{k-j-1} & m_{n,n}^k
\end{bmatrix}
\]

for \( k \in \mathbb{Z}^+ \). We proceed by induction. The base case, \( k = 1 \), holds by definition. Therefore we suppose that the hypothesis holds at \( k \). Then at \( k + 1 \) we can observe that

\[
M_n^{k+1} = M_n M_n^k = \begin{bmatrix}
M_{n-1} & 0_{n-1 \times 1} \\
m_n & m_{n,n}
\end{bmatrix} \begin{bmatrix}
M_{n-1}^k & 0_{n-1 \times 1} \\
m_n \sum_{j=0}^{k-1} M_{n-1}^{j} m_{n,n}^{k-j-1} & m_{n,n}^k
\end{bmatrix}
\]

\[
= \begin{bmatrix}
M_{n-1}^{k+1} & 0_{n-1 \times 1} \\
m_n M_{n-1}^k + m_n \sum_{j=0}^{k-1} M_{n-1}^{j} m_{n,n}^{k-j} & m_{n,n}^{k+1}
\end{bmatrix},
\]

which completes the induction. We now observe further that for matrices \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times n} \) such that \( AB = BA \) and \( A - B \) is nonsingular,

\[
\sum_{j=0}^{k-1} A^j B^{k-1-j} = (A - B)^{-1} (A^k - B^k).
\]
This relationship can verified by multiplying the left-hand side by $A - B$:

$$(A - B) \sum_{j=0}^{k-1} A^j B^{k-1-j} = \sum_{j=0}^{k-1} A^{j+1} B^{k-1-j} - \sum_{j=0}^{k-1} A B^{k-j} = A^k - B^k.$$ 

This allows us to observe that

$$M_n^k = \begin{bmatrix} M_{n-1}^k & 0_{n-1 \times 1} \\
 m_n (M_{n-1} - m_{n,n} I)^{-1} (M_{n-1}^k - m_{n,n}^k I) & m_{n,n}^k 
\end{bmatrix},$$

and thus

$$e^{M_n t} = \sum_{k=0}^{\infty} \frac{t^k M_n^k}{k!} = \sum_{k=0}^{\infty} \frac{t^k}{k!} \begin{bmatrix} M_{n-1}^k & 0_{n-1 \times 1} \\
 m_n (M_{n-1} - m_{n,n} I)^{-1} (e^{M_{n-1} t} - e^{m_{n,n} t} I) & e^{m_{n,n} t} 
\end{bmatrix},$$

which completes the proof. Note that because $M_{n-1}$ is triangular and because we have assumed $m_{1,1}, \ldots, m_{n,n}$ are distinct, we know that $M_{n-1} - m_{n,n} I$ is invertible.

(iv) From the statement, we seek a matrix $A \in \mathbb{R}^{n-1 \times n-1}$, a row vector $b \in \mathbb{R}^{1 \times n-1}$, and a scalar $c \in \mathbb{R}$ such that

$$\begin{bmatrix} M_{n-1} & 0_{n-1 \times 1} \\
 m_n & m_{n,n} 
\end{bmatrix} \begin{bmatrix} A & 0_{n-1 \times 1} \\
 b & c 
\end{bmatrix} = \begin{bmatrix} A & 0_{n-1 \times 1} \\
 b & c 
\end{bmatrix} \begin{bmatrix} D_{n-1} & 0_{n-1 \times 1} \\
 0_{1 \times n-1} & m_{n,n} 
\end{bmatrix},$$

where $D_{n-1} \in \mathbb{R}^{n-1 \times n-1}$ is a diagonal matrix with values $m_{1,1}, \ldots, m_{n-1,n-1}$. From the triangular structure of $M_n$, we know that $D_n$ contains all the eigenvalues of $M_n$. We will now solve the resulting sub-systems. From $M_{n-1} A = A D_{n-1}$, we take $A = U_{n-1}$. Substituting this forward, we see that

$$m_n U_{n-1} + m_{n,n} b = m_n A + m_{n,n} b = b D_{n-1}$$

and so $b = m_n U_{n-1} (D_{n-1} - m_{n,n} I)^{-1}$, where as in Step (iii) we are justified in inverting $D_{n-1} - m_{n,n} I$ because of the fact that $m_{1,1}, \ldots, m_{n,n}$ are distinct. Finally, we take $c = 1$, as any value will satisfy $cm_{n,n} = cm_{n,n}$.

\[\Box\]

Appendix B. Proof of Lemma 1

Proof. The vector solution in Equation (5) is known and is thus displayed for reference. Expanding this expression in bracket-notation form, by use of Proposition 1 this is

$$\begin{bmatrix} s_{n-1}(t) \\
 s_n(t) 
\end{bmatrix} = \begin{bmatrix} e^{M_{n-1} t} & 0_{n-1 \times 1} \\
 m_n (M_{n-1} - m_{n,n} I)^{-1} (e^{M_{n-1} t} - e^{m_{n,n} t} I) & e^{m_{n,n} t} 
\end{bmatrix} \begin{bmatrix} s_{n-1}(0) \\
 s_n(0) 
\end{bmatrix}$$

and

$$\begin{bmatrix} \frac{1}{m_{n,n}} M_{n-1}^{-1} & 0_{n-1 \times 1} \\
 -\frac{1}{m_{n,n}} m_n M_{n-1}^{-1} & \frac{1}{m_{n,n}} 
\end{bmatrix} \begin{bmatrix} I - e^{M_{n-1} t} & 0_{n-1 \times 1} \\
 -m_n (M_{n-1} - m_{n,n} I)^{-1} (e^{M_{n-1} t} - e^{m_{n,n} t} I) & 1 - e^{m_{n,n} t} 
\end{bmatrix} \begin{bmatrix} c_{n-1} \\
 c_n 
\end{bmatrix}.$$
Thus, we can find \( s_n(t) \) by multiplying each left side of the equality by a unit row vector in the direction of the \( n \)th coordinate, which we denote by \( v_n^T \). This yields

\[
s_n(t) = v_n^T \begin{bmatrix} s_{n-1}(t) \\ s_n(t) \end{bmatrix} = \begin{bmatrix} m_n (M_{n-1} - m_n, I) & -e^{-m_n, I} \\ -e^{m_n, I} & e^{-m_n, I} \end{bmatrix} \begin{bmatrix} s_{n-1}(0) \\ s_n(0) \end{bmatrix} \]

Then, by taking these inner products, we obtain

\[
s_n(t) = m_n (M_{n-1} - m_n, I)^{-1} \begin{bmatrix} e^{-M_{n-1} t} - e^{m_n, t} \\ e^{m_n, t} \end{bmatrix} s_{n-1}(0) + s_n(0)e^{m_n, t}
+ m_nM_{n-1}^{-1} \begin{bmatrix} 1 - e^{-M_{n-1} t} \\ 1 - e^{m_n, t} \end{bmatrix} c_{n-1} + c_n(1 - e^{m_n, t})
\]

and this simplifies to the stated solution.
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