1. Introduction

There have been studies on interaction with virtual objects that are overlaid on real scene images using augmented reality (AR) technology. AR systems using a head-mounted display (HMD)\textsuperscript{1-4)} offer immersive user experiences, but users have to wear the device on their head.

On the other hand, there have been studies on interaction using a mobile device\textsuperscript{5-7)} which does not require users to wear a special device. These studies demonstrated interaction with virtual objects overlaid on a real scene displayed on the screen of the mobile device using the user’s hand. However, the images of the scene and the user’s hand that are displayed on the screen have different positions and sizes from the real ones, and the appearances of the scene inside and outside the screen are inconsistent. This makes users experience a sense of incongruity since the hand displayed on the screen is inconsistent with their somatic sensation.

There have been studies that make images displayed on the screen of a mobile device consistent with the appearance of a real scene\textsuperscript{8-11)}. In these studies, the scene on the screen seems connected to that outside the screen, realizing a so-called see-through display. However, only image transformation has been performed, and interaction with virtual objects has not yet been implemented.

In this study, we propose a system that enables users to interact with virtual objects that are overlaid on see-through images displayed on a mobile display in a precisely-aligned view. By projecting a 3D scene obtained by a depth camera according to the user's viewpoint position, the scene including the user's hand displayed on the screen appears seamlessly connected to the actual scene outside the screen, which enables natural interaction with virtual objects through the screen. We conducted an experiment to evaluate the positional accuracy in the presented images. The maximum mean error was 8.60 mm, and the maximum standard deviation was 1.69 mm, which could be improved by further refinement. We also conducted an experiment to evaluate the usability of the system. We asked the participants to perform tasks using the proposed system in the aligned and non-aligned see-through modes. Despite some restrictions in our prototype system, 9 out of 14 participants completed the task faster in the aligned see-through mode. This result shows the future potential of the proposed system in interaction with virtual objects.
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aligned view affects users’ manipulation performance. Especially, this paper focuses on the issue of the user's recognition of his or her own hand on an aligned-view see-through mobile display. We had a hypothesis that our system allows a user recognize his or her own hand on the screen more easily. We therefore conducted an experiment to verify the hypothesis and asked the participants questions such as how much they felt that the hand that was displayed on the screen was your own hand, how easy it was to recognize the positional relationship between your hand and objects, and how much they had mental fatigue. This is the first work on performance evaluation of manipulating a virtual object by one's own hand in a precisely aligned view on a mobile display.

2. Related Work

There have been studies on mobile AR systems that enable users to interact with virtual objects that are displayed on the screen of a mobile device using their hand. Caballero et al.’s Behand also allows users to perform direct manipulation of virtual objects, such as grasping, by moving their own hand behind a smartphone. Baldauf et al.’s system and Hürst et al.’s system also have enabled interaction with virtual objects using the user's hand behind a smartphone based on the fingertip positions. These systems have realized interaction with virtual objects that are overlaid on real scene images displayed on a smartphone; however, only 2D image processing is performed, and 3D positions of the hands and fingers are not obtained. Therefore, accurate 3D interaction has not been realized. There have been studies that realize 3D interaction with virtual objects using a smartphone. Bai et al. realized 3D gesture interaction using the positions and motions of users' fingers obtained from a depth camera. Their experiments showed that 3D gesture input is more natural and intuitive than 2D touch input.

The above studies have enabled interaction with virtual objects using mobile devices. However, the image of a user’s hand displayed on the screen is different from the real one, in position and size. Therefore, the user's field of view becomes narrow since the user tends to gaze only at the screen, and also the user experiences a sense of incongruity since the hand displayed on the screen is inconsistent with the user’s somatic sensation.

To overcome this problem, there have been studies on mobile AR systems that make images on the screen consistent with the appearance of a real scene. For instance, Yoshida et al. have developed ARScope. When a user looks at a handheld device that has the shape of a magnifying glass, the user can see the scene behind the device as if the device were transparent; one drawback, however, is that the user has to wear a projector and a camera on his or her head. Uchida et al. have developed a system that generates images that are consistent with a real space by applying a perspective transformation to the images. However, only a part of the scene that is on a plane with a marker is made consistent with the real space, whereas the rest of the scene is not made consistent. Tomioka et al. have also developed a system that generates images that are consistent with a real space by estimating the 3D positions of feature points obtained by a camera and the poses of the camera. This system does not require markers, but the whole scene is approximated by a plane and it is difficult to apply the method to non-planar scenes. Moreover, in these systems, only image transformation has been performed, and overlaying virtual objects has not been realized.

Baričević et al. have measured the time from when a virtual object appeared on the screen to when a user selected it, and compared these times for cases where the images displayed on a virtual tablet were consistent or inconsistent with the appearance of a virtual space, in a VR environment presented by an HMD. On a tablet-size screen, the case where the images were consistent with the virtual space took a shorter time than the other case. This result showed that making the images on a display consistent with the appearance of a real space is effective for achieving natural interaction. They have also developed a system that presents 3D scenes on a tablet display so that the appearances inside and outside the screen become consistent by tracking infrared LEDs attached to the user's head. Since the 3D scenes are constructed using the KinectFusion algorithm in advance, the system can only present static 3D scenes. Therefore, it is impossible to use the system for interaction with virtual objects using the users’ hand.

Pucihar et al. have conducted an experiment in which the participants touch targets that appear on images captured by the camera of a smartphone in two rendering methods: device-perspective rendering and user-perspective rendering. They confirmed that user perspective rendering allowed much more effective spatial recognition and was preferred by users. It is expected that user-perspective rendering would also be effective in 3D interaction with virtual objects.
3. See-through Mobile AR System

The configuration of the system is shown in Fig. 1. A camera for face tracking is attached to the front of a mobile display, and a depth camera for capturing images of a hand and the background is attached to the back of the display. The mobile display has a screen area of $151.44 \times 90.576$ mm. The camera for face tracking has a resolution of $640 \times 480$ and a frame rate of 60 fps. The depth camera has a resolution of $1280 \times 720$, a frame rate of 30 fps, and an angle of view of $63.2^\circ \times 49.3^\circ$ for color images, and a resolution of $320 \times 240$, a frame rate of 60 fps, an angle of view of $74^\circ \times 58^\circ$, and a detectable depth range of 15 cm to 1m for depth images. The asmlibrary16) is used for face tracking to detect the viewpoint position of a user. The mobile display is used only as a screen, and processing is performed on a PC.

The depth camera obtains color and depth images in every frame. The depth image is associated with the color image, and 3D point cloud data is generated. If the points in the 3D data are projected as they are, the projection image would become grainy. Therefore, surfaces are generated by connecting the points in adjacent pixels in the depth image, and these are projected.

To present an image of the scene as viewed from the user’s viewpoint position on the mobile display, face tracking is performed to obtain the viewpoint position. The position of the user’s dominant eye is used as the viewpoint position. The user’s face is detected from an image obtained by a camera that is attached to the front of the mobile display, and the 2D position of the user’s dominant eye and the distance between both eyes in the image are obtained. Then, the 3D position of the user’s dominant eye is calculated using the real distance between both eyes and the camera’s focal length.

Even when the user is not moving, the detected viewpoint position moves slightly in frames due to noise in images. To reduce this fluctuation, the viewpoint position is smoothed using exponential smoothing.

The 3D scene obtained by the depth camera is displayed after changing the center of projection to the user’s viewpoint position, as shown in Fig. 2.

Figure 3 shows the see-through images of a real scene using the proposed system. They were captured by fixing the viewpoint position and moving or tilting the display. The black regions in the images are the regions which are not in the field of view of the depth camera.

The projection images in which virtual objects are overlaid on the scene are generated by placing the virtual objects in the same space as that of the 3D scene. Interaction between virtual objects and the user’s hand is realized using the depth information obtained from the depth camera. To simplify the calculation, the shapes of virtual objects are approximated by spheres. Grasping an object as shown in Fig. 4 is realized by the following algorithm. First, the upper half of the sphere that approximates the object is divided into front and back regions. Here, up means the y-axis positive direction in the camera coordinate system and
front/back mean the z-axis negative/positive directions. The centroids of all points in the 3D scene data in the front and back regions are calculated, and the object is grasped when there are points inside the both regions. While grasped, the object is moved to the midpoint of the centroids. The object is released when there are no points inside either of the regions. The algorithm does not recognize a hand, but simply use all points in the scene for realizing interaction.

4. Evaluation of Positional Accuracy

We conducted an experiment to evaluate the errors in the observed 2D positions of objects between two cases: one where the objects are viewed through the screen using the proposed system and one where they are viewed directly without using the proposed system.

4.1 Methodology

Using the centroid position of a marker that was directly observed by a camera as a base position, the centroid positions of the marker were observed ten times from the viewpoint position, and the mean and standard deviation of the errors (in distances) were calculated. Figure 5 (a) shows the setup of equipment. A sheet of paper on which a marker with a diameter of 4 cm was printed was attached to a wall. We used a camera that was mounted on a tablet device (resolution: 1920 \times 1080) as a viewpoint camera, which captures the images of the scene that was viewed from the user’s viewpoint. A printed image of a human face with a hole in the left eye position was attached to the tablet device so that the hole was overlapped with the camera. The viewpoint was obtained by face tracking. Figure 5(b) shows a snapshot of the mobile display screen, where both the real and estimated marker positions are drawn in the screen.

The distances between the marker and the mobile display were set to four different combinations, as shown in Fig. 6. With the positions of the marker and the camera fixed, the mobile display was moved so that the marker was displayed at the center, right, left, top, and bottom of the screen of the mobile device, and the images of the marker were captured 10 times for each position. When the displayed marker position was at the center of the screen, the camera, the marker, and the mobile display were placed so that their centers were at the same height. When the position was at the left or right of the screen, the mobile device was moved by 6 cm horizontally. When the position was at the top or bottom of the display, the mobile display was moved by 2.5 cm vertically.

4.2 Results

Figure 7 shows a scatter plot of the centroid positions of the marker that was displayed on the mobile display. The lengths in the table are those on the mobile display. The base position of the marker that was directly measured without the mobile display is indicated with a
circle. The minimum mean error was 1.71 mm, and the maximum was 8.60 mm.

Since the errors in (b) were smaller than those in (a), and those in (d) were smaller than those in (c), the accuracy was better when the distance from the mobile display to the viewpoint camera was 50 cm. Especially in (a) and (c), the centroids were generally shifted to the right. This was caused by the differences between the internal and external camera parameters used in the calculation and the actual ones. This could be improved by performing camera calibration more carefully.

The standard deviations were 0.14 mm at minimum and 1.69 mm at maximum. There were some points whose positions were largely deviated. These deviations were caused by the failure to perform face tracking at the time of image capturing. If these two points are removed, the standard deviation was 0.81 mm at most, which would not affect interaction.

To investigate how the accuracy of 3D viewpoint estimation affects the positional consistency, we measured the accuracy of face tracking and 3D viewpoint estimation. Since the errors of viewpoint estimation vary depending on the real viewpoint positions, we fixed the position so that the distance from the camera to the printed image of the face becomes 30 cm and 50 cm, which are the same condition as in Fig. 6, and that the left eye in the camera image is at the center of the image. Table 1 shows the means and standard deviations (in parentheses) of the errors in the left eye positions \((x, y)\) in 2D camera images and the estimated distance \(Z\) from the camera to the eye.

Since the 3D positions \((X, Y, Z)\) are calculated using the relation \(x = (fX/Z)\) and \(y = (fY/Z)\), where \(f = 308\) [pixel] is the focal length of the camera for face tracking, errors in 3D positions for any viewpoint positions can be estimated as
\[
\Delta X = (Zf)/X \Delta X + (Yf)/Z \Delta Z, \quad \Delta Y = (Zf)/Y \Delta Y + (Yf)/Z \Delta Z.
\]

In the condition of Fig. 6(a), for example, the standard deviation of the marker's movement due to the errors in 3D viewpoint estimation becomes 0.55 [mm], which is similar to the measured standard deviations in the experiment and that shows the main cause of the positional fluctuation of the marker was the errors in 3D viewpoint estimation.

### Table 1 Errors of face tracking and viewpoint estimation.

| distance | \(\Delta x\) [pixel] | \(\Delta y\) [pixel] | \(\Delta Z\) [cm] |
|----------|---------------------|---------------------|------------------|
| 30 cm    | 0.13 (0.93)         | 0.39 (0.65)         | 1.93 (0.52)      |
| 50 cm    | 0.32 (0.32)         | 0.72 (0.38)         | 2.16 (0.51)      |

5. Evaluation of Usability

We conducted an experiment to evaluate the errors in the observed 2D positions of objects between two cases: one where the objects are viewed through the screen using the proposed system and one where they are viewed directly without using the proposed system.

We conducted an experiment to verify if the proposed system is effective for interaction with virtual objects overlaid on a real scene displayed on a mobile display.

#### 5.1 Methodology

We recruited 14 participants (male 11, female 3) from outside our laboratory. Their ages ranged from 20 to 24 with a mean of 21.86. Eleven of them were right-handed, and three were left-handed. Eleven of them were right-eye dominant, and three were left-eye dominant. Eight of them had some knowledge of AR, three only knew the term AR, and three had no knowledge of AR. Five of them had experience of using applications or games using AR.

Figure 8 shows the task used in the experiment. The task was to carry virtual objects (cylinders) that were stacked in three layers on a red marker, which can be seen on the screen of the mobile display, to the position of a green marker outside the screen, one by one, and to stack them in three layers again.

Red and green circular markers with diameters of 4 cm were used to determine the initial and goal positions of the virtual objects, respectively. The markers were put on a desk with a separation of 45 cm. We asked the participants to be seated on a chair in front of the desk, to hold the mobile display with one hand, and to grasp a virtual object with the other hand. We gave them detailed instructions for grasping.

When a participant held a mobile device so that the red marker was displayed on the screen, three stacked cylinders appeared on the marker. The participant grasped one of the cylinders from the top, carried it to the position of the green marker, and put it on the marker. One task was finished when all the three
cylinders were stacked on the green marker. While moving a virtual object, the participant had to also move the mobile display so that the object was kept displayed on the screen.

The same algorithm that was described in Section 3 was used for grasping recognition. The color of a cylinder was yellow while it was not grasped. When it was grasped, the outline was drawn in orange lines. When it was put on the green marker, it turned white. Only the object that had to be carried, and an object that was already put on the green marker did not move. The participants were told in advance that it is no problem if their hand touched the other objects while carrying an object. Figure 9 shows an example in which a user performs the task.

The participants performed the task under two conditions. In one condition, the appearances of the scene inside and outside the screen were made consistent. We call this condition the “aligned see-through mode”. In the other condition, the center of projection for projecting the 3D scene was fixed at a position 60 cm in front of the mobile display screen, towards the user. This is the position at which the entire image obtained by the depth camera can be displayed on the screen. We call this condition the “non-aligned see-through mode”. Figure 10 shows the presented images in both modes.

We asked the participants to perform the task three times in each of the aligned and non-aligned see-through modes, for a total of six tasks. We gave a three-minute training session before the first time they performed the task in both the aligned and non-aligned see-through modes, and gave a one-minute training session before the second and third times. Half of the participants performed the task in the aligned see-through mode first, and the other participants performed the task in the non-aligned see-through mode first. Participants rested for one minute after each task.

We recorded the time for completing each task (from when a participant grasped a virtual object to when he or she finished moving all three objects. We did not tell the participants that we measured the time, and asked them to perform the task as carefully as possible. After a participant finished all the tasks, we asked him or her to answer the following questions on a 5-point Likert scale.

Q1. Were you able to manipulate objects comfortably? (comfort)
Q2. Did you feel that the hand that was displayed on the screen was your own hand? (reality of appearance)
Q3. Was it easy to recognize the positional relationship between your hand and objects? (spatial recognition)
Q4. Did you feel like grasping real objects? (reality of manipulation)
Q5. Did you have mental fatigue? (fatigue)
Q6. Was it fun to manipulation the objects? (fun)
Q7. Do you want to use this system in the future? (preference)

In addition, we asked the participants to write freely what they felt in the experiment, their opinions about the system, and their impressions.

5.2 Results

Figure 11 shows the mean task completion time of each participant. Nine participants completed the task faster in the aligned see-through mode, and five participants completed the task faster in the non-aligned see-through mode.

In the aligned see-through mode, the mean task completion time of all the participants was 127.5 s, and
the standard deviation was 82.3 s, and in the non-aligned see-through mode, the mean task completion time of all the participants was 141.7 s, and the standard deviation was 123.89 s. The result of the Shapiro-Wilk test showed that the task completion times in both modes were not normally distributed. We therefore conducted the Wilcoxon signed-rank test, and the result showed that there was no significant difference between the two modes \((p = 0.28)\).

Figure 12 shows the results of the questionnaire. We allocated scores from 5 to 1 to the answers, where 5 is the best and 1 is the worst, and the scores of 14 participants were averaged for each question. The result of the Wilcoxon signed-rank test showed that there were no significant differences for all questions \((p > 0.05)\).

Some of the comments we received from the participants are: "It was difficult to recognize the object's positions", "It was fun to grasp the object", "I felt as if I was grasping a soft object like a marshmallow", "I got tired holding the device", "I was excited that I can move a virtual object with my hand", "There was a delay in the motions on the screen when I moved the display".

5.3 Discussion

In the results of the questionnaire, the mean scores in the aligned see-through mode were worse than those in the non-aligned see-through mode for all questions except Q4, though there were no significant differences. Possible causes include the following problems that existed in our prototype system.

The first problem is that the user's whole face has to be in the field of view of the front camera, which restricts the way to hold the mobile display. This restriction can be reduced by using a lens having a wider field of view to make the front camera always view the whole face.

The second problem is that there can be regions that are outside the depth camera's field of view and that cannot be drawn on the display. When a user looks at a vertical surface, the scene is displayed on the entire screen as shown in Fig. 13(a). However, when the user looks at a horizontal surface, such as a desk, the scene is not displayed in the bottom part of the screen, as shown in Fig. 13(b), which made it hard to see the scene when the participants grasped a virtual object. This problem can be solved by using a depth camera having a wider field of view, or by attaching the depth camera at a lower position.

The third problem is that the scene that is displayed on the screen sometimes moves by a large amount. As shown in Section 4, the standard deviation of position errors was less than 1 mm, which was mainly caused by errors in 3D viewpoint estimation as discussed in Section 4.2. This positional fluctuation is small enough for stable interaction and may not have affected the results of the usability evaluation. However, the viewpoint moves largely in a frame when the system fails to track a face and then detects the face again. This problem can be solved by improving the face tracking algorithm, or by predicting the viewpoint position using the positions in the previous frames even if face tracking fails.

Despite these problems, there was no significant difference in the mean task completion time. If we can solve the problems with the current prototype system described above, the completion time would perhaps become significantly faster in the aligned see-through mode.

6. Conclusion

In this paper, we proposed a system that enables a user to interact with virtual objects displayed on a mobile display using his or her hand. By projecting a 3D scene that is obtained by a depth camera according to the user's viewpoint position, the scene inside the screen looks seamlessly connected to that outside the screen, which enables natural interaction with virtual objects through the screen.
In usability evaluation, we confirmed that, despite some restrictions in our prototype system, more than half of the participants completed the task faster in the aligned see-through mode, where the appearances of the scene inside and outside the screen were made consistent. This result showed the future potential of the proposed system.

Future work includes overcoming the problems that became apparent in the experiment, and performing the experiment again to show the effectiveness of a precisely-aligned view for a variety of manipulations and various shapes of virtual objects. In addition, it will be necessary to show the possibility of practical use by creating applications using the proposed system.
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