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Abstract. In this paper, a general framework is proposed for the analysis and characterization of observability and diagnosability of finite state systems. Observability corresponds to the reconstruction of the system’s discrete state, while diagnosability corresponds to the possibility of determining the past occurrence of some particular states, for example faulty states. A unifying framework is proposed where observability and diagnosability properties are defined with respect to a critical set, i.e. a set of discrete states representing a set of faults, or more generally a set of interest. These properties are characterized and the involved conditions provide an estimation of the delay required for the detection of a critical state, of the precision of the delay estimation and of the duration of a possible initial transient where the diagnosis is not possible or not required. Our framework makes it possible to precisely compare some of the observability and diagnosability notions existing in the literature with the ones introduced in our paper, and this comparison is presented.

1. Introduction

Reconstructing the internal behavior of a dynamical system on the basis of the available measurements is a central problem in control theory. Starting from the seminal paper [15], state observability has been investigated both in the continuous domain (see e.g. the fundamental papers [19] for the linear case and [13] for the nonlinear case), in the discrete state domain (see e.g. [20] and [23]), and more recently for hybrid systems (see e.g. the special issue [10] on observability and observer-based control of hybrid systems and the references therein, [3], [4], [6], [1], [9], [31], [2], [30]). In some references dealing with discrete event systems, e.g. in [16], the notion of observability is related to state disambiguation, which is the property of distinguishing unambiguously among certain pairs of states in the state space. We will use here the term observability in the traditional meaning used in [35] where observability corresponds to the reconstruction of the system’s discrete state. Diagnosability, a property that is closely related to observability but is more general, corresponds to the possibility of detecting the occurrence of some particular state, for example a faulty state, on the basis of the observations. An excellent survey of recent advances on diagnosis methods for discrete systems can be found in [35]. The formal definition and analysis of observability and diagnosability depend on the model, on the available output information, and on the objective for which state reconstruction is needed, e.g. for control purposes, for detection of critical situations, and for diagnosis of past system evolutions. It is therefore hard, in general, to understand the precise relationships that exist between the different notions that exist in the literature.

In this paper, we propose a unifying framework where observability and diagnosability are defined with respect to a subset of the state space, called critical set. A state belonging to the critical set is called critical state. This idea comes from safety critical applications, e.g. Air Traffic Management [12], [8], where the critical set of discrete states represents dangerous situations that must be detected to avoid unsafe or even catastrophic behavior of the system. However, the critical set can represent a set of faults, or more generally any set of interest. We define and characterize observability and diagnosability in a uniform set-membership-based formalism. The set-membership formalism and the derived algorithms are very simple and intuitive, and allow checking the properties without constructing an observer, thereby avoiding the exponential complexity of the observer design. The definitions of observability and diagnosability are given in a general form that is
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parametric with respect to the delay required for the detection of a critical state, and the precision of the delay estimation. Using the proposed conditions that characterize those properties, we can check diagnosability of a critical event, such as a faulty event, and at the same time compute the delay of the diagnosis with respect to the occurrence of the event, the uncertainty about the time at which that event occurred, and the duration of a possible initial transient where the diagnosis is not possible or not required. These evaluations are useful to better understand the characteristics of the system and can be used in the implementation of the diagnoser.

While in the literature on discrete event systems a transition-based model is used, we adopt a state-based approach, similarly to what was done in [17] where an on-line diagnosability problem for a deterministic Moore automaton with partial state observation was solved, in [14] where the focus was on the complexity reduction in the diagnoser design, and in [29] where verification of codiagnosability is performed. Because of the different formalism used in the transition-based and state-based approaches, a comparison between our definitions and those existing in the literature on discrete event systems is very hard to achieve without a unifying framework where the different notions can all be formulated and compared. We show that, using our formalism, we are able to understand the precise relationships that exist between the properties we analyze and some of the many diagnosability concepts that exist in the literature.

The paper is organized as follows. After introducing the main definitions in Section 2, Section 3 is devoted to establishing some geometrical tools that are instrumental in proving our results. In Section 4, observability and diagnosability properties are completely characterized. The proofs of the main theorems are constructive and show how a diagnoser can be determined. Some examples are described in Section 5. Finally, in the Appendix we present an extension of some results of the paper under milder technical assumptions.

Notations: The symbol $\mathbb{Z}$ denotes the set of nonnegative integer numbers. For $a, b \in \mathbb{Z}$, $[a, b]$ denotes the set $\{x \in \mathbb{Z} : a \leq x \leq b\}$. For a set $X$, the symbol $|X|$ denotes its cardinality. For a set $Y \subset X$, where the symbol $\subset$ has to be understood as "subset", not necessarily strict, the symbol $Y^c$ denotes the complement of $Y$ in $X$, i.e. $Y^c = \{x \in X : x \notin Y\}$. For $W \subset X \times X$, the symbol $W^-$ denotes the symmetric closure of $W$, i.e. $W^- = \{(x_1, x_2) : (x_1, x_2) \in W \text{ or } (x_2, x_1) \in W\}$. The null event is denoted by $\epsilon$. For a string $\sigma$, $|\sigma|$ denotes its length, $\sigma(i), i \in \{1, 2, ..., |\sigma|\}$, denotes the $i$-th element, and $\sigma|_{[a,b]}$ is the string $\sigma(a)\sigma(a+1)\ldots\sigma(b)$. $P(\sigma)$ is the projection of the string $\sigma$, i.e. the string obtained from $\sigma$ by erasing the symbol $\epsilon$ (see e.g. [22]). In all figures, the cardinal number inside the circle denotes the state, the lowercase letter besides the same circle denotes the output associated to that state.

2. Diagnosability properties and their relationships

We consider a Finite State Machine (FSM)

$$M = (X, X_0, Y, H, \Delta)$$

where:

- $X$ is the finite set of states;
- $X_0 \subset X$ is the set of initial states;
- $Y$ is the finite set of outputs;
- $H : X \rightarrow Y$ is the output function;
- $\Delta \subset X \times X$ is the transition relation.

For $i \in X$, define $\text{succ}(i) = \{j \in X : (i,j) \in \Delta\}$ and $\text{pre}(i) = \{j \in X : (j,i) \in \Delta\}$.

We make the following standard assumption:

Assumption 1: (liveness) $\text{succ}(i) \neq \emptyset$, $\forall i \in X$. 

Any finite or infinite string $x$ with symbols in $X$ that satisfies the condition

\[(2.1) \quad x(1) \in X \quad x(k + 1) \in \text{succ}(x(k)), \quad k = 1, 2, ..., |x| - 1\]

is called a state execution (or state trajectory or state evolution) of the FSM $M$. The singleton \{i $\in X$\} is an execution.

Let $X^*$ be the set of all the state executions of $M$. Then, for a given $\Psi \subset X$, we can define the following subsets of $X^*$:

- $X_\Psi$ is the set of state executions $x \in X^*$ with $x(1) \in \Psi$
- $X_{\Psi, \infty}$ is the set of infinite state executions $x \in X^*$ with $x(1) \in \Psi$. For simplicity, the set $X_{\Psi, \infty}$ will be denoted by $X$
- $X^\Psi$ is the set of finite state executions $x \in X^*$ with last symbol in $\Psi$

Obviously,

$X_X = X^*$

and

$X_{\Psi, \infty} \subset X^\Psi \subset X^*$

Let $Y$ be the set of strings with symbols in $\hat{Y} = \{y \in Y : y \neq \epsilon\}$. Define $y : X^* \to Y$, the function that associates to a state execution the corresponding output execution, as

$y(x) = P(\sigma)$

where

$\sigma = H(x(1))...H(x(n)), n = |x|$ if $|x|$ is finite. Otherwise

$y(x) = P(\sigma_\infty)$

where $\sigma_\infty$ is an infinite string recursively defined as

$\sigma_1 = H(x(1))$

$\sigma_{k+1} = \sigma_k H(x(k + 1))$, $k = 1, 2, ...$

Finally, for $x \in X_X$

$y^{-1}(y(x)) = \{\hat{x} \in X_{\Psi_0} : y(\hat{x}) = y(x)\}$

We now propose a framework where observability and diagnosability are defined with respect to a subset of the state space $\Omega \subset X$ called critical set. The set $\Omega$ may represent unsafe states, faulty states, or more generally any set of states of interest.

For a string $x \in X$, two cases are possible:

i) $x(k) \notin \Omega, \forall k \in \mathbb{Z}$

ii) $x(k) \in \Omega$, for some $k \in \mathbb{Z}$

If the second condition holds, let $k_x$ be the minimum value of $k$ such that $x(k) \in \Omega$, i.e.

\[(2.2) \quad k_x = k \in \mathbb{Z} : x(k) \in \Omega \quad \text{and} \quad (k = 1 \text{ or } x(h) \notin \Omega, \forall h \in [1, k - 1])\]

Otherwise set $k_x = \infty$.

The next definition describes the capability of inferring, from the output execution, that the state belongs to the set $\Omega$, at some step during the execution, after a finite transient or after a finite delay or with some
uncertainty in the determination of the step. The precise meaning of the parameters used to describe those characteristics will be discussed after the definition.

**Definition 2.1.** The FSM $M$ is parametrically diagnosable with respect to a set $\Omega \subset X$ (shortly parametrically $\Omega - diag$) if there exist $\tau$ and $\delta \in \mathbb{Z}$, and $T \in \mathbb{Z} \cup \{\infty\}$ such that for any string $x \in X$ with finite $k_x$, whenever $x(k) \in \Omega$ and $k \in \left[\max\{k_x, (\tau + 1)\}, k_x + T\right]$, it follows that for any string $\hat{x} \in y^{-1}\left(y\left(x|_{1,k_x+\delta}\right)\right)$, $\hat{x}(h) \in \Omega$, for some $h \in \left[\max\{1,(k - \gamma_1)\}, k + \gamma_2\right]$ and for some $\gamma_1, \gamma_2 \in \mathbb{Z}$, $\gamma_2 \leq \delta$.

If $x(k) \in \Omega$ for some $k \in \mathbb{Z}$, in what follows the condition $x(k) \in \Omega$ is called crossing event, and $k$ is the step at which the crossing event occurs.

The value $\gamma = \max\{\gamma_1, \gamma_2\}$ is the uncertainty radius in the reconstruction of the step at which the crossing event occurred. The parameter $\delta$ corresponds to the delay of the crossing event detection while $\tau$ corresponds to an initial time interval where the crossing event is not required to be detected.

The detection of the crossing event is required whenever it occurs in the interval defined by the parameter $T$.

To better understand the role of these parameters, consider the examples in Figure 1. For fixed values $\tau$, $T$, $\delta$ and $\gamma$, we have represented three possible cases, corresponding to three different executions, and hence with different values for $k_x$. In the first case max $\{k_x, (\tau + 1)\} = (\tau + 1)$. Hence, any crossing event occurring in $[(\tau + 1), k_x + T]$ has to be detected, with maximum delay $\delta$ and with maximum uncertainty $\gamma$. Crossing events occurring in $[1, \tau]$ are not needed to be detected. In the second case, max $\{k_x, (\tau + 1)\} = k_x$, and therefore any crossing event up to step $k_x + T$ has to be detected, with maximum delay $\delta$ and with maximum uncertainty $\gamma$. Finally in the last case no detection is required.

Obviously $T = 0$ and $\tau = 0$ mean that only the first crossing event has to be detected. Moreover, $\delta = 0$ implies $\gamma = 0$, but $\gamma = 0$ does not imply in general $\delta = 0$.

**Example 2.2.** As an example, the FSM in Figure 2, where $\Omega = \{3\}$, is not parametrically $\Omega - diag$: in fact for any $\tau$ there exists a state execution that crosses the set $\Omega$ for the first time at some $k > \tau$, and it is not possible to detect the crossing event neither immediately nor with delay, neither exactly nor with uncertainty.

By definition of parametric diagnosability, the following monotonicity property holds:
Proposition 2.3. If $M$ is parametrically $\Omega - \text{diag}$ with parameters $\tau, \delta, T, \gamma_1, \gamma_2$ then it is parametrically $\Omega - \text{diag}$ with parameters $\tau', \delta', T', \gamma_1', \gamma_2'$, where $\tau' \geq \tau$, $\delta' \geq \delta$, $T' \leq T$, $\gamma_1' \geq \gamma_1$, $\gamma_2' \geq \gamma_2$, $\gamma_1' \leq \delta'$.

Depending on the values taken by $\tau$, $\delta$ and $T$, special instances of Definition 2.1 are obtained. We consider the following, which highlight the role of these parameters:

\begin{align*}
\text{case a.} & : T = 0 \quad \tau = 0 \quad \delta \geq 0 \\
\text{case b.} & : T = \infty \quad \tau > 0 \quad \delta > 0 \\
\text{case c.} & : T = \infty \quad \tau > 0 \quad \delta = 0 \\
\text{case d.} & : T = \infty \quad \tau = 0 \quad \delta > 0 \\
\text{case e.} & : T = \infty \quad \tau = 0 \quad \delta = 0
\end{align*}

\text{(2.3)}

case a.: Since $T = 0$ the crossing event can be detected the first time it occurs, immediately or with some delay. If $\Omega \subset X_0$, and $\gamma_1 = \gamma_2 = 0$, case a. becomes an extension of the definition of initial state observability property, as given e.g. in [23], which we call here $\Omega -$ initial state observability.

case b.: In this case, the crossing event can be detected with a maximum delay of $\delta$ steps whenever it occurs for $k \geq \tau + 1$. However, since $\tau \geq 1$, the event $x(k) \in \Omega$, $k \in [1, \tau]$ may not be detected (in this case, parametric diagnosability is an "eventual" property). The notion of $(k_1, k_2) -$ detectability, as introduced in [27] can be retrieved as a special case. In fact it corresponds to parametric $\{x\} -$ diagnosability, $\forall x \in X$, with parameters $T = \infty$, $\tau = k_1$, $\delta = k_2$ and $\gamma = 0$.

case c.: With respect to case b., in this case the crossing event can be detected without any delay, and the FSM $M$ is said to be $\Omega -$ current state observable. It is again an eventual property. Moreover, $M$ is said to be current state observable if it is $\{x\} -$ current state observable, $\forall x \in X$. The notion of current state observability coincides with the one studied in [2] and with the notion of Strong Detectability as defined in [28]. Finally, if $\Omega = \{x\}$ and $M$ is $\Omega -$ current state observable, then the state $x$ is always observable, as defined in [20].

case d.: The meaning is the same as in case b., but with $\tau = 0$. In this case, the FSM $M$ is said to be critically diagnosable with respect to $\Omega$ (critical $\Omega - \text{diag}$). Critical diagnosability is an "always" property.

case e.: The meaning is the same as in case c., but with $\tau = 0$. The FSM $M$ is said to be critically observable with respect to $\Omega$ (critical $\Omega - \text{obs}$). It is again an "always" property. The notion of critical observability for an FSM was introduced in [11] and [12]. In [8] the same notion was extended to linear switching systems with minimum and maximum dwell time. Finally, in [21] the analysis of critical observability was extended to the case of networks of Finite State Machines.

For an exhaustive analysis, in addition to the cases above, let’s consider also the case when $T$ is finite and nonzero. This case deserves some attention only if we require the exact reconstruction of the step at which the crossing event occurs, i.e. $\gamma = 0$. In fact, if $M$ is parametrically $\Omega - \text{diag}$ with parameters $\tau, \delta, T = 0, \gamma_1, \gamma_2$, then, by Definition 2.1 and by Proposition 2.3 it is parametrically $\Omega - \text{diag}$ also with parameters $\tau + T$, $\delta + \bar{T}$, $T = \bar{T}$, $\gamma_1 + \bar{T}$, $\gamma_2 + \bar{T}$, for any finite $T \in \mathbb{Z}$. Conversely, by Definition 2.1 if $M$ is parametrically $\Omega - \text{diag}$ with parameters $\tau, \delta, T = \bar{T}$, $\gamma_1$, $\gamma_2$ then it is $\Omega - \text{diag}$ also with parameters $\tau, \delta, T = 0, \gamma_1, \gamma_2$. The characterization of the property in the case $T$ finite and nonzero and $\gamma = 0$ is a generalization of case a, which is not explicitly addressed in this paper.
For simplicity of exposition, we now define three properties that correspond to case a., cases b. and c., cases d. and e., respectively.

**Definition 2.4.** (case a.) The FSM $M$ is *diagnosable* with respect to a set $\Omega \subset X$ ($\Omega - \text{diag}$) if there exists $\delta \in \mathbb{Z}$, such that for any $x \in X$ for which $k_x \neq \infty$, it follows that for any string $\hat{x} \in y^{-1} \left( y \left( x_{\lfloor 1, k_x + \delta \rfloor} \right) \right)$, $\hat{x} (h) \in \Omega$, for some $h \in \max \{1, k_x - \gamma_1, k_x + \gamma_2\}$ and for some $\gamma_1, \gamma_2 \in \mathbb{Z}, \gamma_2 \leq \delta$. If the property holds with $\delta = 0$, $M$ will be called *observable* with respect to a set $\Omega \subset X$ ($\Omega - \text{obs}$). If $\Omega \subset X_0$ and the property holds with $\gamma_1 = \gamma_2 = 0$, $M$ will be called $\Omega-$*initial state observable*.

The $\Omega - \text{diag}$ property of Definition 2.4 corresponds to the one given in [24], where only the detection of the condition $x (h) \in \Omega$, for some $h \in [1, k_x + \delta]$, is required but not the refinement of the identification of the step at which the crossing event occurs. However, we will show in Section 4.2 that these two properties are equivalent, i.e. an FSM enjoys the property in [25] if and only if the requirements of Definition 2.4 hold.

**Definition 2.5.** (cases b. and c.) The FSM $M$ is *eventually diagnosable* with respect to a set $\Omega \subset X$ (eventually $\Omega - \text{diag}$) if there exist $\tau$ and $\delta \in \mathbb{Z}$ such that for any string $x \in X$ with finite $k_x$, whenever $x (k) \in \Omega$ and $k \geq \max \{k_x, \tau + 1\}$, it follows that for any string $\hat{x} \in y^{-1} \left( y \left( x_{\lfloor 1, k_x + \delta \rfloor} \right) \right)$, $\hat{x} (h) \in \Omega$, for some $h \in \max \{1, k - \gamma_1, k + \gamma_2\}$ and for some $\gamma_1, \gamma_2 \in \mathbb{Z}, \gamma_2 \leq \delta$. If the condition holds with $\delta = 0$, $M$ will be called *eventually observable* with respect to a set $\Omega \subset X$ (eventually $\Omega - \text{obs}$).

Finally, we state the following definition

**Definition 2.6.** (cases d. and e.) The FSM $M$ is *critically diagnosable* with respect to a set $\Omega \subset X$ (critically $\Omega - \text{diag}$) if there exists $\delta \in \mathbb{Z}$, such that for any string $x \in X$ with finite $k_x$, whenever $x (k) \in \Omega$, it follows that for any string $\hat{x} \in y^{-1} \left( y \left( x_{\lfloor 1, k_x + \delta \rfloor} \right) \right)$, $\hat{x} (h) \in \Omega$, for some $h \in \max \{1, k - \gamma_1, k + \gamma_2\}$ and for some $\gamma_1, \gamma_2 \in \mathbb{Z}, \gamma_2 \leq \delta$. If the condition holds with $\delta = 0$, the FSM $M$ is called *critically observable* with respect to $\Omega \subset X$ (critically $\Omega - \text{obs}$).

The following relationship can be established between the diagnosability properties introduced above.

**Proposition 2.7.** $M$ is critically $\Omega - \text{diag}$ if and only if it is $\Omega - \text{diag}$ and eventually $\Omega - \text{diag}$.

*Proof.* The necessity is obvious. Sufficiency: suppose that $M$ is eventually $\Omega - \text{diag}$ with parameters $\gamma_1', \gamma_2'$, $\tau'$ and $\delta'$ and that it is $\Omega - \text{diag}$ with parameter $\delta'$. Then, $M$ is eventually $\Omega - \text{diag}$ with parameters $\tau = 0$, $\delta = \max \{\tau', \delta', \delta''\}, \gamma_1 = \max \{\tau', \gamma_1\}, \gamma_2 = \delta = \max \{\tau', \delta', \delta''\}$, and hence it is critically $\Omega - \text{diag}$. 

We will characterize the properties in Definitions 2.4, 2.6 and 2.5. The characterization of the property in Definition 2.6 will follow by Proposition 2.7 as a simple corollary.

**Remark 2.8.** If $X_0 = X$ and $\tau = \delta = 0$, Definitions 2.4 and 2.5 become trivial since they correspond in that case to an instantaneous detection of the crossing event, i.e. $H(i) \neq H(j)$, $\forall i, j$ such that $i \in \Omega$ and $j \notin \Omega$.

We end this section with two examples. The first is an FSM $M$ which is eventually $\Omega - \text{diag}$, with $\tau = 1$, $\delta = 1$, but not with $\tau = 0$ or $\delta = 0$. The second shows an FSM which is eventually $\Omega - \text{diag}$, with $\tau = 1$, $\delta = 2$, $\gamma = 1$, but not with $\tau = 1$, $\delta = 2$ and $\gamma = 0$.

**Example 2.9.** Let $M = (X, X_0, Y, H, \Delta)$, $X = X_0 = \{1, 2, 3, 4, 5, 6\}$, $Y = \{a, b, c\}$, $H (1) = H (3) = H (5) = a$, $H (2) = H (4) = b$, $H (6) = c$, $\Delta = \{(1, 6), (2, 1), (2, 3), (6, 2), (3, 4), (4, 6), (5, 4), (6, 5)\}$ be represented in Figure 3

Let $\Omega = \{3\}$, $M$ is not eventually $\Omega - \text{diag}$, with $\delta = 0$. In fact for any state execution ending in state 3 there is a state execution ending in state 1, with the same output string. $M$ is not eventually $\Omega - \text{diag}$, with $\tau = 0$. 


In fact for any state execution starting from 3 there is a state execution starting from 5, with the same output string. $M$ is eventually $\Omega - \text{diag}$, with $\tau = 1$, $\delta = 1$ and $\gamma = 0$: in fact any output finite string ending with the string "bab" allows the detection of the crossing event and the step at which the crossing occurred.

**Example 2.10.** Let $M = (X, X_0, Y, H, \Delta)$, $X = X_0 = \{1, 2, 3, 4, 5, 6, 7\}$, $Y = \{a, c\}$, $H(i) = a$, $i = 1...5$, $H(i) = c$, $i = 6, 7$ and $\Delta$ equal to the set

$$\{(1, 2), (2, 3), (3, 6), (1, 4), (4, 5), (5, 6), (6, 6), (6, 7), (7, 1)\}$$

be represented in Figure 4.

Let $\Omega = \{3, 4\}$. By inspection, we see that $M$ is eventually $\Omega - \text{diag}$, with $\tau = 1$, $\delta = 2$, $\gamma_1 = 1$ and $\gamma_2 = 1$. It is not eventually $\Omega - \text{diag}$ with $\gamma_1 = 0$ and $\gamma_2 = 0$. This means that it is possible to detect the crossing event, but not the step at which the crossing occurred. Note that if $X_0 = \{1, 2, 4\}$, then $M$ is eventually $\Omega - \text{diag}$, with $\tau = 0$, $\delta = 2$, $\gamma_1 = 1$ and $\gamma_2 = 1$, and hence it is critically $\Omega - \text{diag}$.

## 3. Indistinguishability notions

In what follows, we will assume that the set of outputs does not contain the null event $\epsilon$.

**Assumption 2:** $\epsilon \notin Y$.

If an FSM $M$ with $\epsilon \in Y$ is such that any cycle has at least a state $i$ with $H(i) \neq \epsilon$, then we can define an FSM $\tilde{M}$ with $\epsilon \notin Y$ such that checking the parametric diagnosability property for $M$ is equivalent to checking the parametric diagnosability property for $\tilde{M}$. The parameters for which the two properties are satisfied will in general be different for $M$ and $\tilde{M}$. Details about this equivalence can be found in the Appendix.

Given the FSM $M = (X, X_0, Y, H, \Delta)$ and the set $\Omega$, define the sets

$$\Pi = \{(i, j) \in X \times X : H(i) = H(j)\}$$

and

$$\Theta = \{(i, j) \in X \times X : i = j\} \subset \Pi$$

By definition, the set $\Pi$ and all its subsets are symmetric.
We will refer to the following indistinguishability notions.

**Definition 3.1.** Two state trajectories \(x_1\) and \(x_2\) in \(X^*\) are called indistinguishable if \(y(x_1) = y(x_2)\). The pair \((i,j)\) \(\in\Pi\) is \(k\)-forward indistinguishable if there exist \(x_1 \in X^{(i)}\) and \(x_2 \in X^{(j)}\), such that \(|x_1| = |x_2| = k\) and \(y(x_1) = y(x_2)\). The pair \((i,j)\) \(\in\Sigma \subset\Pi\) is \(k\)-backward indistinguishable in \(\Sigma\) if there exist \(x_1 \in X^{(i)}\) and \(x_2 \in X^{(j)}\), such that \(|x_1| = |x_2| = k\), \(x_1(h) \in \Sigma\), \(x_2(h) \in \Sigma\), \(\forall h \in [1, k]\), and \(y(x_1) = y(x_2)\).

**Remark 3.2.** Indistinguishability was defined in [23] with a different meaning. By recasting the definitions of [23] in our framework, two states \(i\) and \(j\) were said to be indistinguishable if \(X^{(i)} = X^{(j)}\). In the same paper, two forward indistinguishable states as in Definition 3.1 were called possibly indistinguishable, while two backward indistinguishable states were called possibly indistinguishable with respect to a FSM associated to the given FSM \(M\), called reverse FSM.

The following subsets of \(\Pi\) will be instrumental in characterizing the diagnosability properties described in Definitions 2.1, 2.4, 2.5 and 2.6.

- \(S^* \subset \Pi\): set of pairs of states reachable from \(X_0\) with two indistinguishable state evolutions
- \(F^* \subset \Pi\): set of forward indistinguishable pairs of states
- \(B^*(\Sigma) \subset \Sigma \subset \Pi\): set of backward indistinguishable pairs of states that belong to a given set \(\Sigma\)
- \(\Lambda^* \subset (F^* \cap S^*)\): the set of pairs \((i,j)\) \(\in \Pi\), with \(i \in \Omega\) and \(j \in \overline{\Omega}\) (or vice-versa \(i \in \overline{\Omega}\) and \(j \in \Omega\)) for which there exist two indistinguishable infinite state trajectories starting from \(\{i\}\) and \(\{j\}\), respectively, such that the latter is contained in \(\overline{\Omega}\) (or vice-versa the former is contained in \(\Omega\)).
- \(\Gamma^* \subset B^*(S^*) \subset S^*\): set of pairs \((i,j)\) \(\in \Pi\), with \(i \in \Omega\) and \(j \in \overline{\Omega}\) (or vice-versa \(i \in \overline{\Omega}\) and \(j \in \Omega\)) for which there exist two indistinguishable finite state trajectories of arbitrary length ending in \(\{i\}\) and in \(\{j\}\), respectively, both contained in \(S^*\), such that the latter is contained in \(\overline{\Omega}\) (or vice-versa the former is contained in \(\Omega\)).

Let us give an example of the sets defined above. Because of the simplicity of the example, such sets can be determined by inspection.

**Example 3.3.** Consider the FSM depicted in Figure 5 with \(X_0 = \{1, 8\}\) and \(\Omega = \{1, 4\}\)

It is easily seen that:

- \(S^* = \{(1, 8), (2, 5), (4, 6)\}^\bot \cup \Theta\)
- \(F^* = \{(1, 2), (1, 5), (1, 8), (2, 5), (2, 8), (5, 8)\}^\bot \cup \Theta\)
- \(B^*(S^*) = \{(2, 5), (4, 6)\}^\bot \cup (\Theta \setminus \{(1, 1)\})\)
- \(\Lambda^* = \{(1, 8)\}^\bot\)
- \(\Gamma^* = \{(4, 6)\}^\bot\)

In the following subsections, we will formally define the above sets and give algorithms for their computation. We will prove that the computation of these sets has polynomial complexity in the state cardinality \(|X|\). In fact...
3.1. The set $S^*$.

**Definition 3.4.** The set $S^*$ is the maximal set of pairs $(i, j) \in \Pi$ such that there exist two indistinguishable state executions $x_1 \in \mathcal{X}^{(i)} \cap \mathcal{X}_{X_0}$ and $x_2 \in \mathcal{X}^{(j)} \cap \mathcal{X}_{X_0}$.

The pair of states in $S^*$ are indistinguishable in the sense of $^{33}$ and of $^{29}$, where algorithms were studied, in the framework of Mealy automata with partially observable transitions.

In our framework, the set $S^*$ can be computed as follows.

Define the recursion, with $k = 1, 2, \ldots$

$$S_1 = (X_0 \times X_0) \cap \Pi$$

(3.1)

$$S_{k+1} = \left\{ (i, j) \in \Pi : (\text{pre}(i) \times \text{pre}(j)) \cap S_k \neq \emptyset \right\} \cup S_k$$

**Lemma 3.5.** Consider the equation (3.1). Then,

i) the least fixed point of the recursion, containing $(X_0 \times X_0) \cap \Pi$, exists, is unique and is equal to $S^*$;

ii) the recursion reaches the fixed point $S^*$ in at most $s^* < |X|^2$ steps.

**Proof.** The set $\Pi$ is a fixed point of the recursion and the intersection of fixed points is a fixed point. Therefore the least fixed point containing $(X_0 \times X_0) \cap \Pi$ exists and is unique. Let $\hat{S}$ denote such a fixed point. Then

$$\hat{S} = \left\{ (i, j) \in \Pi : (\text{pre}(i) \times \text{pre}(j)) \cap \hat{S} \neq \emptyset \right\} \cup \hat{S}$$

and hence $\left\{ (i, j) \in \Pi : (\text{pre}(i) \times \text{pre}(j)) \cap \hat{S} \neq \emptyset \right\} \subset \hat{S}$. Suppose that $S_k \subset \hat{S}$. Then $S_{k+1}$ is a subset of

$$\left\{ (i, j) \in \Pi : (\text{pre}(i) \times \text{pre}(j)) \cap \hat{S} \neq \emptyset \right\} \cup S_k \subset \hat{S}.$$ 

Since $S_1 \subset \hat{S}$, then, by induction, $S_k \subset \hat{S}$, $\forall k = 1, 2, \ldots$. If $S_{k+1} = S_k$ for some $k$ then $S_{k+1} = S_k$, $\forall i \geq 0$, and hence $S_k$ is a fixed point. But a finite $k$ such that $S_{k+1} = S_k$ exists because of the finite cardinality of $\Pi$. Let $\hat{k}$ be the minimum value of $k$ such that $S_{k+1} = S_k$. It is clear that $\hat{k}$ is bounded by the number of not ordered pairs in $\Pi$. Hence $\hat{k} \leq \frac{|X|^2|X|}{2}$. Therefore $\hat{S}' = \hat{S}$.

The fact that $S^* = \hat{S}'$ comes from the maximality of $S^*$ (see Definition 3.4). The statements i) and ii) are therefore proved.

Let $n_k = |S_k|$, $p = |\Pi|$ and $\nu = \max_{i \in N} |\text{pre}(i)|$. Then at step $k + 1$ the algorithm involves at most $\nu^2 (p - n_k) n_k$ elementary computations, where an elementary computation is: given $(i, j) \in \Pi \setminus S_k$ and the pair $(i', j') \in \text{pre}(i) \times \text{pre}(j)$ check whether $(i', j') \in S_k$. Since $\nu^2 (p - n_k) n_k \leq \nu^2 |X|^4$, then the algorithm will stop after at most $2\nu^2 |X|^4 \ln |X|$ elementary computations. Hence the spatial complexity is $O\left(|X|^2\right)$ and the time complexity is $O\left(|X|^5\right)$. Similar observations on complexity hold for all the algorithms we will describe in the following sections.

3.2. The sets $F^*$ and $B^* (\Sigma)$.

**Definition 3.6.** The set $F^*$ is the maximal set of pairs $(i, j) \in \Pi$ which are $k$–forward indistinguishable, $\forall k \in \mathbb{Z}, k \geq 1$.

---

1In $^{33}$ the relation between indistinguishability and the observability notion introduced in $^{15}$ is also established.
Define the recursion, with \( k = 1, 2, \ldots, \)
\[
F_1 = \Pi \\
F_{k+1} = \{ (i, j) \in F_k : (\text{succ}(i) \times \text{succ}(j)) \cap F_k \neq \emptyset \}
\]  

**Lemma 3.7.** Consider equation (3.2). Then,

i) \( F_k \) is the set of all \( k \)-forward indistinguishable pairs;

ii) the maximal fixed point of the recursion, contained in \( \Pi \), is unique, nonempty and is equal to \( F^* \);

iii) the recursion reaches its maximal fixed point \( F^* \) in \( f^* < |X|^2 \) steps.

**Proof.** Statement i) is true by definition of \( k \)-forward indistinguishable pairs. Because of liveness assumption, the set \( \Theta \) is a fixed point of the recursion defined in equation (3.2), contained in \( \Pi \). The union of fixed points in \( \Pi \) is a fixed point in \( \Pi \) and therefore the maximal fixed point of the recursion, contained in \( \Pi \), is unique and nonempty. Let \( \hat{F} \) be such fixed point. Then \( \forall (i, j) \in \hat{F}, (\text{succ}(i) \times \text{succ}(j)) \cap \hat{F} \neq \emptyset \). Let us suppose that \( \hat{F} \subset F_k \). Then \( \hat{F} \subset F_{k+1} \). Since \( \hat{F} \subset F_1 \), then, by induction, \( \hat{F} \subset F_k \), \( \forall k = 1, 2, \ldots. \) Moreover \( F_{k+1} \), contained in \( \Pi \), is unique, nonempty and is equal to \( F^* \); 

In a similar way, given \( \Sigma \subset \Pi \), we can introduce the following

**Definition 3.8.** The set \( B^*(\Sigma) \) is the maximal set of pairs \( (i, j) \in \Sigma \) which are \( k \)-backward indistinguishable in \( \Sigma \), \( \forall k \in \mathbb{Z}, k \geq 1 \).

Define the recursion, with \( k = 1, 2, \ldots, \)
\[
(3.3) \quad B_1(\Sigma) = \Sigma \\
B_{k+1}(\Sigma) = \{ (i, j) \in B_k(\Sigma) : (\text{pre}(i) \times \text{pre}(j)) \cap B_k(\Sigma) \neq \emptyset \}
\]

**Lemma 3.9.** Consider equation (3.3). Then,

i) \( B_k(\Sigma) \) is the set of all \( k \)-backward indistinguishable pairs in \( \Sigma \);

ii) if \( B^*(\Sigma) \neq \emptyset \), then the maximal fixed point of the recursion \( (3.3) \), contained in \( \Sigma \), is unique, nonempty and is equal to \( B^*(\Sigma) \). Otherwise \( \exists k < |X|^2 \) such that \( B_k(\Sigma) = \emptyset \); 

iii) If \( B^*(\Sigma) \neq \emptyset \), the recursion reaches its maximal fixed point in \( b^* < |X|^2 \) steps.

**Proof.** Statement i) is true by definition of \( k \)-backward indistinguishable pairs, since \( \Sigma \subset \Pi \). ii) Suppose that \( B^*(\Sigma) \neq \emptyset \). Then \( B^*(\Sigma) \subset B_k(\Sigma), \forall k = 1, 2, \ldots \) and is a fixed point of the recursion defined in equation (3.3). The union of fixed points in \( \Sigma \) is a fixed point and therefore the maximal fixed point of the recursion, contained in \( \Sigma \), is nonempty and is unique. Let \( \hat{B} \) be such fixed point. Then \( \forall (i, j) \in \hat{B}, (\text{pre}(i) \times \text{pre}(j)) \cap \hat{B} \neq \emptyset \). Let us suppose that \( \hat{B} \subset B_k(\Sigma) \). Then \( \hat{B} \subset B_{k+1}(\Sigma) \). Since \( \hat{B} \subset B_1(\Sigma) \), then, by induction, \( \hat{B} \subset B_k(\Sigma) \), \( \forall k = 1, 2, \ldots \). Moreover \( B_{k+1}(\Sigma) \subset B_k(\Sigma) \), \( \forall k = 1, 2, \ldots \). If \( B_{k+1}(\Sigma) \subset B_k(\Sigma) \) for some \( k \) then \( B_{k+1}(\Sigma) = B_k(\Sigma) \), \( \forall i \geq 0 \), and hence \( B_k(\Sigma) \) is a fixed point. But a finite \( k \) such that \( B_{k+1}(\Sigma) = B_k(\Sigma) \) exists because of the finite cardinality of \( \Pi \). Let \( \hat{k} \) be the minimum value of \( k \) such that \( B_{k+1}(\Sigma) = B_k(\Sigma) \). Since \( \hat{B} \subset B_\hat{k}(\Sigma) \subset B_\hat{k} \), \( \forall i \geq 0 \), and \( B_k(\Sigma) = \hat{B} \). It is clear that \( \hat{k} \) is bounded by the number of not ordered pairs in \( \Pi \). Hence \( \hat{k} \leq \frac{|X|^2(|X|-1)}{2} \). The fact that \( B^*(\Sigma) = B_{\hat{b}^*}(\Sigma) \) comes from the definition of the set \( B^*(\Sigma) \). If \( B^*(\Sigma) = \emptyset \), then by definition of the recursion (3.3) there exists \( k \) such that \( B_k(\Sigma) = \emptyset \). The statements ii) and iii) are therefore proved. \( \square \)
3.3. The sets $\Lambda^*$ and $\Gamma^*$. Given $S^*$ and $\Omega \subset X$, we now define the sets $\Lambda_k$ and $\Lambda^*$ that are subsets of $F_k$ and $F^*$, i.e. the sets of forward indistinguishable pairs, for finite and infinite steps, respectively.

**Definition 3.10.** $\Lambda_k$ is the set of pairs $(i,j) \in S^*$, with $i \in \Omega$ and $j \in \overline{\Omega}$ (or vice-versa $i \in \overline{\Omega}$ and $j \in \Omega$) for which there exist two indistinguishable executions $x_1 \in X_{(i)}$ and $x_2 \in X_{(j)}$, $|x_1| = |x_2| = k$, such that $x_2 (h) \in \overline{\Omega}$, $\forall h \in [1,k]$ $(x_1 (h) \in \overline{\Omega}$, $\forall h \in [1,k]$, respectively). $\Lambda^*$ is the set of pairs $(i,j) \in S^*$ such that

$$\forall k \in \mathbb{Z}, \exists k \geq k : (i,j) \in \Lambda_k$$

The sets $\Lambda_k$ and $\Lambda^*$ can be computed by defining the recursion, $k = 1, 2, ...$

$$\Psi_1 = (X \times \overline{\Omega}) \cap S^*$$

$$\Psi_{k+1} = \{(i,j) \in \Psi_k : (\text{succ}(i) \times \text{succ}(j)) \cap \Psi_k \neq \emptyset\}$$

(3.4)

In fact, we can prove the following:

**Lemma 3.11.** Consider equation (3.4). Then,

i) $\Lambda_k = (\Psi_k \cap (\Omega \times \overline{\Omega}))^-;

ii) If $\Psi_k \neq \emptyset$, $\forall k = 1, 2, ...$, the maximal fixed point $\Psi^*$ of the recursion defined in (3.4), contained in $X \times \overline{\Omega}$, is nonempty and unique. Otherwise $\exists k < |X|^2$ such that $\Psi_k = \emptyset$ and $\Psi^* = \emptyset$;

iii) If $\Psi^* \neq \emptyset$ the recursion defined in (3.4) reaches this maximal fixed point in $l^* < |X|^2$ steps;

iv) $\Lambda^* = (\Psi^* \cap (\Omega \times \overline{\Omega}))^-.$

**Proof.** The recursion defined in equation (3.4), up to the initialization, is identical to recursion defined in (3.2). Therefore $\Psi_k$ is the set of $k$–forward indistinguishable pairs $(i,j)$ for which there exists two indistinguishable state trajectories $x_1 \in X_{(i)}$ and $x_2 \in X_{(j)}$, with $|x_1| = |x_2| = k$, such that $x_2 (h) \in \overline{\Omega}$, $\forall h = 1...k$. Therefore statement i) is true by definition of $\Lambda_k$. By using the same arguments as in the proof of Lemma 3.7, the maximal fixed point $\Psi^*$ of the recursion defined in (3.4) contained in $X \times \overline{\Omega}$ is unique. However it could be equal to the empty set. If $\Psi^* \neq \emptyset$, then again by using the same arguments as in the proof of Lemma 3.7, there exists $k < |X|^2$ such that $\Psi_{\tilde{k}+1} = \Psi_{\tilde{k}}$ and hence statements ii) and iii) hold. If $\Psi^* = \emptyset$, then $\Psi_k = \emptyset$, for some $\tilde{k} < |X|^2$, and again statements ii) and iii) hold. The last statement comes from the definition of $\Lambda^*$. □

It can be easily verified that:

$$\Lambda_1 = ((\Omega \times \overline{\Omega}) \cup (\overline{\Omega} \times \Omega)) \cap S^*$$

$$\Lambda_{k+1} \subset \Lambda_k \subset (F_k \cap S^*)$$

(3.5)

$$\Lambda^* = \bigcap_{k \in \mathbb{Z}} \Lambda_k \subset (F^* \cap S^*)$$

The sets $\Gamma_k$ and $\Gamma^*$ take into account the "backward executions" of the FSM. In fact they are subsets of $B_k (S^*)$ and of $B^* (S^*)$, respectively, and are defined as follows:

**Definition 3.12.** $\Gamma_k$ is the set of pairs $(i,j) \in S^*$, with $i \in \Omega$ and $j \in \overline{\Omega}$ (or vice-versa $i \in \overline{\Omega}$ and $j \in \Omega$) for which there exist two indistinguishable executions $x_1 \in X^i(i)$ and $x_2 \in X^j(j)$, $|x_1| = |x_2| = k$, such that $(x_1 (h), x_2 (h)) \in S^* \cap (X \times \overline{\Omega}), \forall h \in [1,k]$ (vice-versa $(x_1 (h), x_2 (h)) \in S^* \cap (\overline{\Omega} \times X) \forall h \in [1,k]$, respectively). $\Gamma^*$ is the set of pairs $(i,j) \in S^*$ such that

$$\forall k \in \mathbb{Z}, \exists k \geq k : (i,j) \in \Gamma_k$$
Define the recursion, with \( k = 1, 2, \ldots \)

\[
\Xi_1 = (X \times \overline{\Omega}) \cap S^*
\]

\[
\Xi_{k+1} = \{(i,j) \in \Xi_k : (\text{prec}(i) \times \text{prec}(j)) \cap \Xi_k \neq \emptyset\}
\]

**Lemma 3.13.** Consider equation (3.6). Then,

i) \( \Gamma_k = (\Xi_k \cap (\Omega \times \overline{\Omega}))^- \)

ii) If \( \Xi_k \neq \emptyset \) \( \forall k \), then the maximal fixed point \( \Xi^* \) of the recursion, contained in \((X \times \overline{\Omega}) \cap S^*\), is unique and nonempty. Otherwise \( \exists k < |X|^2 \) such that \( \Xi_k = \emptyset \) and \( \Xi^* = \emptyset \).

iii) If \( \Xi^* \neq \emptyset \), the recursion reaches this maximal fixed point in \( g^* < |X|^2 \) steps.

iv) \( \Gamma^* = (\Xi^* \cap (\Omega \times \overline{\Omega}))^- \).

**Proof.** The recursion defined in equation (3.6), up to the initialization, is identical to the recursion defined in (3.3). Therefore \( \Xi_k \) is the set of \( k \)-backward indistinguishable pairs \((i,j)\) for which there exists two indistinguishable state trajectories \( x_1 \in X^{(i)}\) and \( x_2 \in X^{(j)}\), with \( |x_1| = |x_2| = k\), such that \( x_2(h) \in \overline{\Omega}\), \( \forall h = 1, \ldots, k\). Therefore statement i) is true by definition of \( \Gamma_k \). By using the same arguments as in the proof of Lemma 3.9, the maximal fixed point \( \Xi^* \) of the recursion (3.6), contained in \((X \times \overline{\Omega}) \cap S^*\) is unique. However it could be equal to the emptyset. If \( \Xi^* \neq \emptyset \), then again by using the same arguments as in the proof of Lemma 3.9 there exists \( k < |X|^2 \) such that \( \Xi_k = \Xi_k^* \) and hence statements ii) and iii) hold. If \( \Xi^* = \emptyset \), then \( \Xi_k = \emptyset \), for some \( \overline{k} < |X|^2\), and therefore statements ii) and iii) hold. The last statement comes from the definition of \( \Gamma^* \).

It can be easily verified that:

\[
\Gamma_1 = (\Omega \times \overline{\Omega}) \cup (\Omega \times \overline{\Omega}) \cap S^*
\]

\( \Gamma_{k+1} \subset \Gamma_k \subset B_k(S^*) \)

\[
\Gamma^* = \bigcap_{k \in \mathbb{Z}} \Gamma_k \subset B^*(S^*) \subset S^*
\]

4. **Main results**

In this section we characterize the properties introduced in Definitions 2.1, 2.4, 2.5 and 2.6. We first derive necessary and sufficient conditions for each of those properties to hold. Then, some equivalent conditions are given in terms of simple set inclusions depending on the existence of some suitable parameters. The values of these parameters allow the computation of an upper bound for the delay of the diagnosis, and of a lower bound for the uncertainty radius of the diagnosis.

Given the FSM \( M = (X, X_0, Y, H, \Delta) \), define the FSM \( \tilde{M} = (\tilde{X}, \tilde{X}_0, Y, H, \tilde{\Delta}) \), where \((i,j) \in \tilde{\Delta}\) if and only if \((i,j) \in \Delta\) and \( i \notin \Omega \). Let \( \tilde{S}^*\) be the set of pairs reachable from \( X_0 \) with two indistinguishable state evolutions, computed for \( \tilde{M} \). Obviously \( \tilde{S}^* \subset S^* \).

The FSM \( \tilde{M} \) is not alive in general. However, as pointed out in Section 3, the algorithm for the computation of \( S^*\) does not depend on the liveness assumption, so the set \( \tilde{S}^*\) can be computed by means of the same algorithm as \( S^*\). As an example, consider the FSM represented in Figure 2. The FSM \( \tilde{M} \) is represented in Figure 6.
The finite nonnegative values \( b^*, \tilde{b}^* \), \( f^*, g^* \) and \( l^* \) are well defined:

\[
\begin{align*}
b^* &= \min b : B^* (S^*) = B_b (S^*) \\
\tilde{b}^* &= \min b : \tilde{B}^* (\tilde{S}^*) = B_b (\tilde{S}^*) \\
f^* &= \min f : F^* = F_f \\
g^* &= \min g : \Gamma^* = \Gamma_g \\
l^* &= \min l : \Lambda^* = \Lambda_l
\end{align*}
\]

4.1. Parametric \( \Omega \)- diagnosability. Consider the set \( B^* (\tilde{S}^*) \cap \Lambda^* \). On the basis of the definition of the sets given in the previous section, a pair of states \( (i, j) \) in the set \( B^* (\tilde{S}^*) \cap \Lambda^* \) is such that only one of the two states \( i \) or \( j \) belongs to \( \Omega \). Such \( i \) and \( j \) are the ending states of a pair of arbitrarily long indistinguishable state executions of the system \( \bar{M} \) (which are also executions of \( M \)) with initial states in \( X_0 \), with one of these executions which never crosses the set \( \Omega \). Moreover, \( i \) and \( j \) are the initial states of a pair of arbitrarily long indistinguishable state executions of the system \( M \), with one of these executions which never crosses the set \( \Omega \). Therefore, given these executions, however long the transient and the delay are, and however loose is the required accuracy, it will not be possible to decide whether the critical set \( \Omega \) has been crossed or not. As a consequence, bearing in mind the definition of \( \bar{M} \) and the equivalence between parametric \( \Omega - diag \) and parametric \( \Omega - diag \) with \( T = 0 \), we can establish the following necessary and sufficient condition for an FSM to be parametrically \( \Omega - diag \).

**Theorem 4.1.** \( M \) is parametrically \( \Omega - diag \) if and only if

\[
(4.1) \quad B^* (\tilde{S}^*) \cap \Lambda^* = \emptyset
\]

**Proof.** **Sufficiency:** By definition of \( \bar{M} \) and of \( \tilde{S}^* \), the set

\[
\{ i \in \Omega : (i, j) \in B^* (\tilde{S}^*), i \neq j \}
\]

describes the set of all states \( i \) in \( \Omega \), such that for any \( k \geq \tilde{b}^* \) there exists a state execution \( x \in X_{X_n} \), with finite \( k_x \geq k \), \( x(k_x) = i \), but the value of the state \( x(k_x) \) cannot be reconstructed, knowing the output evolution up to step \( k_x \). If \( B^* (\tilde{S}^*) = \emptyset \), then there exists \( k' \geq \tilde{b}^* \) such that any execution in \( X' \) is such that either \( k_x = \infty \) or \( k_x < k' \). But \( B^* (\tilde{S}^*) = B_{\tilde{b}^*} (\tilde{S}^*) \), and therefore \( k' = \tilde{b}^* \). Hence the condition in Definition 2.1 is satisfied with \( T = 0, \tau = \tilde{b}^* \) and \( \delta = 0 \). By definition of \( \Lambda^* \), if \( \Lambda^* = \emptyset \) then given a pair \( (i, j) \in \Omega \times \Omega \), any state execution \( x \in X_{(j), \infty} \) is such that \( x(h) \in \Omega \), for some \( h \in [1, l^*] \). Therefore if \( \Lambda^* = \emptyset \) the condition in Definition 2.1 is satisfied with \( T = 0, \tau = 0, \delta = l^* - 1, \gamma_1 = \gamma_2 = l^* - 1 \). Finally, if \( B^* (\tilde{S}^*) \cap \Lambda^* = \emptyset \), then the condition in Definition 2.1 is satisfied with \( T = 0, \tau = \tilde{b}^*, \delta = l^* - 1, \gamma_1 = \gamma_2 = l^* - 1 \) and the proof of the sufficiency is complete. **Necessity:** By Definition 2.1 \( M \) is parametrically \( \Omega - diag \) only if it is so with \( T = 0 \). Suppose that \( B^* (\tilde{S}^*) \cap \Lambda^* \neq \emptyset \). Then since \( \Lambda^* \subset F^* \), \( B^* (\tilde{S}^*) \cap F^* \) is not a subset of \( \Lambda^* \). Hence

**Figure 6.** The FSM \( \bar{M} \), corresponding to FSM \( M \) in Fig. 2
there exists \((i,j) \in B^+ (\bar{S}^*) \cap F^*\) which belongs to \(\Lambda^*\). Then, by definition of \(B^+ (\bar{S}^*)\) and of \(\Lambda^*\) it is not possible to decide about the crossing of the set \(\Omega\) with any delay. Hence \(M\) is not parametrically \(\Omega - diag\), with \(T = 0\). Hence it is not parametrically \(\Omega - diag\).

As a consequence of the result above, the following equivalent condition can be obtained

**Corollary 4.2.** If there exist \(b \in [1, \bar{b}^*]\), \(f \in [1, f^*]\) and \(l \in [1, l^*]\) such that

\[
(4.2) \quad (B_b (\bar{S}^*) \cap F_f) \subset \overline{\Lambda}_i
\]

then \(M\) is parametrically \(\Omega - diag\) with \(T = 0\), \(\tau = b - 1\), \(\delta = \max \{f, l\} - 1\), \(\gamma_1 = \gamma_2 = l - 1\). Conversely, if \(M\) is parametrically \(\Omega - diag\), then there exist \(b \in [1, \bar{b}^*]\), \(f \in [1, f^*]\) and \(l \in [1, l^*]\) such that inclusion \((4.2)\) holds.

**Proof.** Since \(\Lambda^* \subset (F^* \cap S^*)\), then \(B^+ (\bar{S}^*) \cap \Lambda^* = \emptyset\) if and only if \(B^+ (\bar{S}^*) \cap \Lambda^* \cap F^* \cap S^* = \emptyset\), which is equivalent to write \(B^+ (\bar{S}^*) \cap F^* \cap S^* \subset \overline{\Lambda}_i\). Since \(\bar{S}^* \subset S^*\), then the condition \((4.1)\) is equivalent to the inclusion

\[
B^+ (\bar{S}^*) \cap F^* \subset \overline{\Lambda}_i
\]

Moreover, \((B^+ (\bar{S}^*) \cap F^*) \subset (B_b (\bar{S}^*) \cap F_f), \forall b \in [1, \bar{b}^*], \forall f \in [1, f^*]\) and \(\Lambda^* \subset \Lambda_i, \forall l \in [1, l^*]\). Therefore, if for some \(b \in [1, \bar{b}^*]\), for some \(f \in [1, f^*]\) and for some \(l \in [1, l^*]\) the inclusion \((4.2)\) holds, then we can write

\[
(B^+ (\bar{S}^*) \cap F^*) \subset (B_b (\bar{S}^*) \cap F_f) \subset \overline{\Lambda}_i \subset \overline{\Lambda}_i
\]

and hence the first statement comes from the sufficient part of Theorem 4.1. The evaluation of the parameters \(T, \tau, \delta, \gamma_1\) and \(\gamma_2\) is obvious. The second statement is straightforward from the necessity part of the same Theorem 4.1.

In the statement of the previous corollary, the parameters \(b, f\) and \(l\) appear explicitly. Note that \(\Lambda^* \subset F^*\) but in general \(\Lambda_1\) is not a subset of \(F_j\), for \(l \neq l^*\) or \(f \neq f^*\). Therefore the inclusion \((4.2)\) defines the set of all the values \(b, f\) and \(l\) such that \(M\) is parametrically \(\Omega - diag\). Given this set, an upper bound for the delay and a lower bound for the uncertainty radius can be evaluated. Let us explain how this can be done, in particular how the condition \((4.2)\) allows the determination of the delay of the diagnosis of the crossing event, of the uncertainty about the time at which the event occurred and of the duration of the transient where the diagnosis is not possible or not required. This description gives also the tools for the design of the online diagnoser.

Suppose \((4.2)\) holds for some \(b, f\) and \(l\). Given an infinite execution \(x\) and the output string up to current step \(k = b + \max \{f, l\} - 1\), let \(\widehat{x}(k) \in 2^X\) be the set of discrete states at step \(k \in \{f, l\} - 1\) that are compatible with the observations up to step \(k\). Suppose that \(k_x \geq b\). Then at \(k = k_x + \max \{f, l\} - 1\), \(\widehat{x}(k) \cap \Omega \neq \emptyset\). If \(\widehat{x}(k) \subset \Omega\), then we can deduce that the set \(\Omega\) was crossed at step \(k_x = k - \max \{f, l\} - 1\). Otherwise suppose that \(\widehat{x}(k) = \{i, j, h\}\), with only the state \(i\) belonging to \(\Omega\). Then each pair \((i, j)\), \((i, h)\) and \((j, h)\) belongs to \((B_b (\bar{S}^*) \cap F_f)\), because they have not been distinguished at step \(k\). Since the inclusion \((4.2)\) holds, then at step \(k\) we are sure that the actual execution \(x\) of \(M\) is such that \(x(h) \in \Omega\), for some \(h \in [k_x, k_x + l - 1]\).

Suppose that \(b > 1\) and \(k_x \leq b - 1\). Since \(B_{k_x} (\bar{S}^*)\) is not in general a subset of \(B_b (\bar{S}^*)\), then condition \((4.2)\) does not allow the detection of the crossing event, based on the information available at step \(k_x + \max \{f, l\} - 1\). Hence detection of the first crossing event occurs with a maximum delay \(\delta = \max \{f, l\} - 1\), with uncertainty \(\gamma = l - 1\) and with \(\tau = b - 1\). Therefore the system is parametrically diagnosable with \(T = 0\), \(\delta = \max \{f, l\} - 1\), \(\gamma = l - 1\) and \(\tau = b - 1\). Finally, since \(B_1 (\bar{S}^*) = \bar{S}^*, F_1 = \Pi\), \(\Lambda_1 = ((\Omega \times \Pi) \cup (\Pi \times \Omega))\), then if \((4.2)\)
holds in the very special case of \( b = f = l = 1 \), then \( \tilde{S}^* \subseteq (\Omega \times \Omega) \cup (\bar{\Omega} \times \bar{\Omega}) \), and detection occurs with a maximum delay \( \delta = 0 \), with uncertainty \( \gamma = 0 \) and with \( \tau = 0 \).

4.2. \( \Omega \)-diagnosability. Consider now \( \Omega \)-diagnosability as defined in Definition 2.4

Consider the set \( \tilde{S}^* \cap \Lambda^* \). By similar reasoning as in the previous subsection, the set \( \tilde{S}^* \cap \Lambda^* \) is the set of pairs \((i,j)\), where only one of the two states \( i \) or \( j \) belongs to \( \Omega \), which are the ending states of a pair of indistinguishable state executions of the system \( \tilde{M} \), with initial state in \( X_0 \), such that one of these executions never crosses the set \( \Omega \), and are the initial states of a pair of arbitrarily long indistinguishable state executions of the system \( M \), such that one of them never crosses \( \Omega \). Therefore, recalling the definition of the system \( \tilde{M} \), we can prove the following:

**Theorem 4.3.** \( M \) is \( \Omega \)-diag if and only if

\[
\tilde{S}^* \cap \Lambda^* = \emptyset
\]

**Proof.** Sufficiency: Setting \( b = 1 \) in condition (4.2), \( B_1(\tilde{S}^*) = \tilde{S}^* \) and we obtain condition (4.3). Hence \( \tau = 0 \) and \( M \) is \( \Omega \)-diag. Necessity: if \( \tilde{S}^* \cap \Lambda^* \neq \emptyset \) then for any \( f,l \in \mathbb{Z} \), and since \( \Lambda^* \subseteq F^* \) there exists \((i,j) \in \tilde{S}^* \cap F^* \), such that \((i,j) \in \Lambda_i \). Then there exists \( x \in X \) such that \( x(k) = i \) (or \( j \)), and the pair \((i,j) \) cannot be distinguished at step \( k + f \) from \( y(x_{[1,k+f]}), \forall f \in \mathbb{Z} \). Since \((i,j) \in \Lambda^* \) there exists a pair \((x_1, x_2)\) of infinite indistinguishable evolutions starting from \((i,j)\), with the property that only one of them crosses the set \( \Omega \). Therefore there does not exist \( \delta \) such that at step \( k + \delta \) it is possible to decide if a crossing event occurred in the interval \([1, k + \delta] \). Hence the given condition is necessary. \( \square \)

Condition (4.3) implies diagnosability as defined in \[25\]. The proof of the necessity in Theorem 4.3 above shows that condition (4.3) is necessary also for the property of \[24\] to hold. Hence, the diagnosability property of Definition 2.4 and the one defined in \[25\] are equivalent.

As in the previous subsection, we obtain the following equivalent condition expressed in terms of the parameters for which \( \Omega \)-diagnosability holds.

**Corollary 4.4.** The FSM \( M \) is \( \Omega \)-diag with delay \( \delta \) and uncertainty radius \( \gamma \) if

\[
(\tilde{S}^* \cap F^*) \subseteq \Lambda_i
\]

where \( f \leq \delta + 1, l \leq \delta + 1 \) and \( l \leq \gamma + 1 \). Conversely, if \( M \) is \( \Omega \)-diag, then there exist \( f \in [1, f^* - 1] \) and \( l \in [1, l^* - 1] \) such that inclusion (4.4) holds.

**Proof.** Straightforward consequence of Theorem 4.3 \( \square \)

Condition (4.4) gives the tools for the computation of the delay between the occurrence of the critical event and its detection. More precisely, let us explain how the condition (4.4) allows the determination of the delay of the diagnosis of the crossing event and the uncertainty about the time at which the event occurred, and how the online detection can be done.

Suppose (4.4) holds for some \( f \) and \( l \). Let \( k' \) be the first \( k \geq \max \{ f, l \} \) such that \( \hat{x}(k) \cap \Omega \neq \emptyset \). If \( \hat{x}(k') \subseteq \Omega \), then we can deduce that the set \( \Omega \) was crossed for the first time at step \( k' - (\max \{ f, l \} - 1) \). Otherwise suppose that \( \hat{x}(k') = \{ i, j, h \} \), with only the state \( i \) belonging to \( \Omega \). Then each pair \((i, j), (i, h) \) and \((j, h) \) belongs to \( \tilde{S}^* \cap F^* \). Since the inclusion (4.4) holds, then any pair of indistinguishable state evolution of \( M \) starting from \( \tilde{S}^* \cap F^* \) is such that both evolutions in the pair cross the set \( \Omega \) within at most \( l \) steps. Therefore at step \( k' \) we are sure that the actual evolution of \( M \) is such that \( x(h) \in \Omega \), for some \( h \in [k' - (\max \{ f, l \} - 1), k' - \max \{ f, l \} + l] \). Hence detection occurs with a maximum delay \( \delta = \max \{ f, l \} - 1 \), and with uncertainty \( \gamma = l - 1 \).

The next result characterizes \( \Omega \)-initial state observability (see Definition 2.4), a special case of \( \Omega \)-diagnosability.
Corollary 4.5. \( M \) is \( \Omega - \) initial state observable if and only if

\[
(4.5) \quad (X_0 \cap F^*) \subset (\Omega \times \Omega) \cup (\overline{\Omega} \times \overline{\Omega})
\]

**Proof. Sufficiency:** If condition (4.4) holds with \( l = 1 \), then \( \gamma_1 = \gamma_2 = 0 \) and \( M \) is \( \Omega - \) initial state observable. Since \( \overline{\Lambda} = (\Omega \times \Omega) \cup (\overline{\Omega} \times \overline{\Omega}) \) and \( S^* = X_0 \), condition (4.4) boils down to inclusion (4.5) and the sufficiency follows. **Necessity:** obvious. \( \square \)

4.3. Eventual and critical \( \Omega - \) diagnosability. Consider the eventual \( \Omega - \) diagnosability property as defined in Definition 2.5.

For simplicity, in this sub-section, the sets \( B^*(S^*) \) and \( B_k (S^*) \) will be denoted by \( B^* \) and \( B_k \).

A pair \((i,j)\) in the set \( \Gamma^* \cap \Lambda^* \) is such that only one state of the pair belongs to \( \Omega \). The states \( i \) and \( j \) are the ending states of a pair of arbitrarily long indistinguishable state executions of the system \( M \), with initial state in \( X_0 \), such that one of these executions never crosses the set \( \Omega \), and are the initial states of a pair of arbitrarily long indistinguishable state executions of the same system \( M \), such that one of these executions never crosses the set \( \Omega \). Therefore we can prove the following:

**Theorem 4.6.** The FSM \( M \) is eventually \( \Omega - \text{diag} \) if and only if

\[
(4.6) \quad \Gamma^* \cap \Lambda^* = \emptyset
\]

**Proof. Sufficiency:** Let \( \tau = g^* \). By definition of \( \Gamma^* \), if \( \Gamma^* = \emptyset \) then if for some \( k \geq \tau + 1 \) the execution \( x \in \mathcal{X}_{X_0} \) is such that \( x(k) \in \Omega \), then any \( x' \in \mathcal{X}^{-1} \left( \left( x \bigr|_{[1,k]} \right) \right) \) is such that \( x'(h) \in \Omega \), for some \( h \in [k - (g^* - 1), k] \). Therefore condition in Definition 2.5 is satisfied with parameters \( \tau = g^* \), \( \gamma = g^* \) and \( \delta = g^* \). By definition of \( \Lambda^* \), if \( \Lambda^* = \emptyset \) then given a pair \((i,j)\) in \( \Omega \times \overline{\Omega} \), any pair of indistinguishable state executions \( x' \) and \( x'' \) starting from \((i,j)\), respectively, are such that \( x''(h) \in \Omega \), for some \( h \in [1, \tau^*] \). Therefore, \( \Lambda^* = \emptyset \) implies that, if for some \( k \geq \tau + 1 \) the execution \( x \in \mathcal{X}_{X_0} \) is such that \( x(k) \in \Omega \), then any \( x' \in \mathcal{X}^{-1} \left( \left( x \bigr|_{[1,k+\max\{f^*,\tau^*-1\}] \right) \right) \) is such that \( x'(h) \in \Omega \), for some \( h \in [k, k + (l^* - 1)] \). Therefore condition in Definition 2.5 is satisfied with parameters \( \tau = g^* \), \( \gamma = \max\{g^*, l^*\} - 1 \) and \( \delta = l^* - 1 \).

**Necessity:** Suppose that \( \Gamma^* \cap \Lambda^* \neq \emptyset \). Then there exists \((i,j)\) in \( B^* \cap F^* \) such that \( (i,j) \in \Gamma^* \cap \Lambda^* \). Therefore \((i,j) \in ((\Omega \times \Omega) \cup (\overline{\Omega} \times \overline{\Omega})) \). Therefore \((i,j)\) cannot be in general distinguished and there exists two indistinguishable infinite and left unbounded trajectories crossing \( i \) and \( j \), but only one of them crosses the set \( \Omega \). Therefore \( M \) is not eventually \( \Omega - \text{diag} \) and the condition (4.7) is necessary. \( \square \)

The following equivalent characterization of eventual \( \Omega - \) diagnosability is obtained:

**Corollary 4.7.** If there exist \( b \in [1, b^*] \), \( f \in [1, f^*] \), \( g \in [1, g^*] \) and \( l \in [1, l^*] \) such that

\[
(4.7) \quad (B_b \cap F_f) \subset (\overline{\Lambda}_g \cap \Lambda_f)
\]

then \( M \) is eventually \( \Omega - \text{diag} \) with \( \tau = \max\{b, g\} - 1 \), \( \delta = \max\{f, l\} - 1 \), \( \gamma_1 = g - 1 \), \( \gamma_2 = l - 1 \). Conversely, if \( M \) is eventually \( \Omega - \text{diag} \), then there exist \( b \in [1, b^*] \), \( f \in [1, f^*] \), \( g \in [1, g^*] \) and \( l \in [1, l^*] \) such that inclusion (4.7) holds.

**Proof.** Since \( \Gamma_{g^*} = \Gamma^* \subset B^* = B_{v^*}, \Lambda_{l^*} = \Lambda^* \subset F^* = F_{l^*} \), then \( \Gamma^* \cap \Lambda^* = \emptyset \) can be rewritten as \( B_{v^*} \cap F_{l^*} = \emptyset \). This last condition is equivalent to \( (B_{v^*} \cap F_{l^*}) \subset (\overline{\Lambda}_{g^*} \cap \Lambda_{l^*}) \). For \( b \in [1, b^*], f \in [1, f^*], \)
\( g \in [1, g^*] \) and \( l \in [1, l^*], \) if \( (B_b \cap F_f) \subset (\overline{\Lambda}_g \cap \Lambda_f) \) we can write

\[
(B_b \cap F_f) \subset (B_b \cap F_f) \subset (\overline{\Lambda}_g \cap \Lambda_f) \subset (\overline{\Lambda}_{g^*} \cap \Lambda_{l^*})
\]
Finally, we characterize the property in Definition 2.6. By Proposition 2.7, a characterization of critical event
ual $\Omega$ whenever $x$ such that $(\delta, \gamma)$ is eventually $\Omega$ with $b$. By setting $b = b^*, f = f^*, g = g^*$ and $l = l^*$ we obtain that $\Gamma^* \cap \Lambda^* \neq \emptyset$ and hence by Theorem 4.6 it is not possible that $M$ is eventually $\Omega - diag$. \hfill $\square$

We now show how the condition (4.7) allows the determination of the delay of the diagnosis of the crossing event, of the uncertainty about the time at which the event occurred and of the duration of the transient where the diagnosis is not possible or not required.

Suppose (4.7) holds for some $b$, $f$, $g$ and $l$. Let $k'$ be any $k \geq \max\{b, g\} + \max\{f, l\} - 1$ such that $\tilde{x}(k') \cap \Omega \neq \emptyset$. If $\tilde{x}(k') \cap \Omega$, then we can deduce that the set $\Omega$ was crossed at step $k'' = k' - (\max\{f, l\} - 1)$. Otherwise suppose that $\tilde{x}(k') = \{i, j, h\}$, with only the state $i$ belonging to $\Omega$. Then each pair $(i, j)$, $(i, h)$ and $(j, h)$ belongs to $B_0 \cap F_I$. Since the inclusion (4.7) holds, then each pair of state evolutions $x_1$ and $x_2$, compatible with the observations up to step $k$, and such that $x_1(k') = i$ and $x_2(k') = j$ has the property that both evolutions crossed the set $\Omega$ in the interval $[k'' - g + 1, k'']$, if $(i, j) \in T_g$, or in the interval $[k'', k'' + l - 1]$, if $(i, j) \in \overline{T}_g$. Therefore at step $k'$ the actual evolution of $M$ is such that $x(h) \in \Omega$, for some $h \in [k'' - (g - 1), k'' + l - 1]$. Hence detection occurs with a maximum delay $\delta = \max\{f, l\} - 1$, with uncertainty $\gamma = \max\{g, l\} - 1$ and with $\tau = \max\{b, g\} - 1$. Since $B_I = S^*, F_I = \Pi, \Gamma_I = \Lambda = (\Omega \times \overline{\Omega} \cup (\overline{\Omega} \times \Omega))$, then if (4.7) holds in the very special case of $b = g = f = l = 1$, then $S^* \subset (\Omega \times \Omega) \cup (\overline{\Omega} \times \overline{\Omega})$, and detection occurs with a maximum delay $\delta = 0$, with uncertainty $\gamma = 0$ and with $\tau = 0$.

As a consequence of Theorem 4.6 we also obtain the following characterizations of diagnosability in two interesting special cases. The first one requires no delay in the detection (Case $\delta = 0$).

**Corollary 4.8.** *(Case $\delta = 0$)* $M$ is eventually $\Omega - diag$ with $\delta = 0$ if and only if
\begin{equation}
B^* \subset (\Omega \times \Omega) \cup (\overline{\Omega} \times \overline{\Omega})
\end{equation}

*Proof. Sufficiency:* if we set $f = 1$ and $l = 1$, then $\delta = 0$. Since $F_I = \Pi, B^* \subset S^* \subset \Pi$ and $\Gamma_I = \Lambda = (\Omega \times \overline{\Omega} \cup (\overline{\Omega} \times \Omega))$, then condition 4.7 with $b = b^*$ and $g = 1$ becomes
\begin{equation}
B^* \subset (\Omega \times \Omega) \cup (\overline{\Omega} \times \overline{\Omega})
\end{equation}

and hence $M$ is eventually $\Omega - diag$ with $\delta = 0$. *Necessity:* suppose that there exists $(i, j) \in B^*$ such that $(i, j) \in ((\Omega \times \overline{\Omega} \cup (\overline{\Omega} \times \Omega)) = (\Omega \times \overline{\Omega} \cup (\overline{\Omega} \times \Omega))$. Hence for any $k$ such that $x(k) = i \in \Omega$, it is not possible to decide at step $k$ if $x(k) \in \Omega$ or not. Hence $M$ is not eventually $\Omega - diag$ with $\delta = 0$. \hfill $\square$

The second special case requires the exact detection of the step at which the crossing event occurred (Case $\gamma = 0$).

**Corollary 4.9.** *(Case $\gamma = 0$)* $M$ is eventually $\Omega - diag$ with $\gamma = 0$ if and only if condition (4.7) holds with $g = 1$ and $l = 1$, i.e. there exist $b$ and $f$ such that
\begin{equation}
(B_0 \cap F_I) \subset (\Omega \times \Omega) \cup (\overline{\Omega} \times \overline{\Omega})
\end{equation}

*Proof. Sufficiency* is straightforward from Corollary 4.7. *Necessity:* if $B^* = \emptyset$ then $M$ is eventually $\Omega - diag$ with $\gamma = 0$ and condition (4.9) holds with $b = b^*$. Otherwise, suppose that for any $b$ and $f$ there exists $(i, j) \in (B_0 \cap F_I)$, belonging to $((\Omega \times \Omega) \cup (\overline{\Omega} \times \overline{\Omega})) = (\Omega \times \overline{\Omega} \cup (\overline{\Omega} \times \Omega))$. Therefore there exists $(i, j) \in B^* \cap F^*$ such that $(i, j) \in ((\Omega \times \overline{\Omega} \cup (\overline{\Omega} \times \Omega))$. Hence for any $\tau$ and for any $\delta$ there exists an execution such that whenever $x(k) = i$, $k \geq \tau + 1$, it is not possible to deduce from the output whether $x(k) \in \Omega$. Hence $M$ is not eventually $\Omega - diag$ with $\gamma = 0$. \hfill $\square$

Finally, we characterize the property in Definition 2.6. By Proposition 2.7 a characterization of critical $\Omega$-diagnosability is obtained as simple consequence of Theorems 4.3 and 4.6.
Corollary 4.10. $M$ is critically $\Omega - \text{diag}$ if and only if
\[
\bar{S}^* \cap \Lambda^* = \emptyset
\]
and
\[
\Gamma^* \cap \Lambda^* = \emptyset
\]

Proof. Straightforward, from Proposition 2.7 and equations (4.3) and (4.6). □

The value $\max \{b,g\} - 1$ in the statement of Corollary 4.7 is not in general the minimum value of $\tau$ such that $M$ is eventually $\Omega - \text{diag}$ (see the next Example 5.3). Hence critical $\Omega - \text{diag}$ cannot be deduced by setting $b = g = 1$ in condition (4.7).

The next proposition characterizes critical $\Omega$-observability.

Proposition 4.11. (Case $\delta = 0$ and $\tau = 0$) $M$ is critically $\Omega - \text{obs}$ if and only if

(4.10) $S^* \subset (\Omega \times \Omega) \cup (\bar{\Omega} \times \bar{\Omega})$

Proof. Sufficiency: Since $B^* \subset S^*$ then by Corollary 4.8 $M$ is eventually $\Omega - \text{diag}$ with $\delta = 0$. Since $F_f \subset S^*$, then by Corollary 4.10 $M$ is eventually $\Omega - \text{diag}$ with $\tau = 0$. Necessity: By Corollary 4.8, it is necessary that $B^* \subset ((\Omega \times \Omega) \cup (\bar{\Omega} \times \bar{\Omega}))$. Suppose there exists $(i,j) \in S^*$, such that $(i,j) \notin B^*$ and $(i,j) \in ((\Omega \times \Omega) \cup (\bar{\Omega} \times \bar{\Omega}) \cup (\Omega \times \bar{\Omega}) \cup (\bar{\Omega} \times \Omega))$. Then there exists $k$ such that $x(k) = i \in \Omega$, and it is not possible to decide at step $k$ if $x(k) \in \Omega$ or not. Hence $M$ is not eventually $\Omega - \text{diag}$ with $\tau = 0$. □

5. Examples

Recall that for a set $Y \subset X$, $Y^-$ denotes the symmetric closure of $Y$.

Example 5.1. ($M$ is not parametrically $\Omega - \text{diag}$) Consider the FSM represented in Figure 2. Let $X_0 = \{1\}$ and $\Omega = \{3\}$. Since $B^* \left( \bar{S}^* \right) = \{(3,4)\}^- \cup \Theta$ (see Figure 6) and $\Lambda^* = \{(3,4)\}^-$, then $B^* \left( \bar{S}^* \right) \cap \Lambda^* = \{(3,4)\}^-$ and hence by Theorem 4.1 $M$ is not parametrically $\Omega - \text{diag}$.

Example 5.2. ($M$ is eventually $\Omega - \text{diag}$ but not $\Omega - \text{diag}$) Consider the FSM defined in Example 2.9 and depicted in Figure 3. Let $X_0 = X$.

$\Pi = \{(1,3),(1,5),(3,5),(2,4)\}^- \cup \Theta$

$S^* = \Pi$

$B^* = \{(1,3)\}^- \cup \Theta$, $b^* = 2$

$F^* = \{(3,5)\}^- \cup \Theta$, $f^* = 2$

$\Gamma^* = \{(1,3)\}^-$, $g^* = 2$

$\Lambda^* = \{(3,5)\}^-$, $l^* = 2$

Since $\Gamma^* \cap \Lambda^* = \emptyset$, $M$ is eventually $\Omega - \text{diag}$ with $\delta = 1$, $\tau = 1$, $\gamma_1 = \gamma_2 = 1$. Moreover, $\bar{S}^* = \Pi$, $\bar{S}^* \cap \Lambda^* \neq \emptyset$, and hence $M$ is not $\Omega - \text{diag}$. Corollary 4.7 allows a better estimation of the parameters. In fact $B^* \cap F^* = \Theta$ which is not a subset of $\Gamma_1 \cap \Lambda_1$. Therefore $M$ is eventually $\Omega - \text{diag}$ with $\delta = 1$, $\tau = 1$, $\gamma_1 = \gamma_2 = 0$. 
Example 5.3. (M is eventually $\Omega - \text{diag}$ or critically $\Omega - \text{diag}$, depending on $X_0$) Consider the FSM defined in Example 2.10 and represented in Figure 4. If $X_0 = X$ then

$$\Pi = \{(1, 2), (1, 3), (1, 4), (1, 5), (2, 3), (2, 4), (2, 5), (3, 4), (3, 5), (4, 5), (6, 7)\}^{-} \cup \Theta$$

$$S^* = \Pi$$

$$B^* = F^* = \{(2, 4), (3, 5)\}^{-} \cup \Theta$$

$$\Gamma^* = \{(2, 4)\}^{-}$$

$$\Lambda^* = \{(3, 5)\}^{-}$$

Therefore $(\Gamma^* \cap \Lambda^*) = \emptyset$ and by Theorem 4.6 $M$ is eventually $\Omega - \text{diag}$. Moreover $f^* = b^* = 3$ and $g^* = l^* = 2$.

Hence $M$ is eventually $\Omega - \text{diag}$ with $\delta = \max \{f^*, l^*\} - 1 = 2$, $\tau = \max \{b^*, g^*\} - 1 = 2$, $\gamma_1 = g^* - 1 = 1$, $\gamma_2 = l^* - 1 = 1$.

Since $\tilde{S}^* = S^* = \Pi$ and $\tilde{S}^* \cap F^*$ is not a subset of $\overline{N}$, then $M$ is not $\Omega - \text{diag}$, and hence it is not critically $\Omega - \text{diag}$.

Suppose $X_0 = \{1\}$. Then

$$S^* = \{(2, 4), (3, 5)\}^{-} \cup \Theta$$

$$B_1 = B^* = S^*$$

$$F_1 = F^* = S^*$$

$$\Gamma_1 = \Lambda_1 = \{(1, 3), (1, 4), (2, 3), (2, 4), (3, 5), (4, 5)\}^{-}$$

$$\Gamma^* = \{(2, 4)\}^{-}$$

$$\Lambda^* = \{(3, 5)\}^{-}$$

$$\tilde{S}^* = \{(2, 4)\}$$

Since $B_1 \cap F^* = \{(2, 4), (3, 5)\}$ and $\Gamma_1 \cap \Lambda^* = \{(3, 5)\}$ then $(B_1 \cap F^*)$ is not a subset of $\overline{\Gamma_1 \cap \Lambda^*}$. Therefore there not exist values of $l$ and $f$ such that the condition

$$(B_b \cap F_f) \subset \overline{\Gamma_g \cap \Lambda_l}$$

in Corollary 4.7 is satisfied for $b = 1$ and $g = 1$. Hence $\min(\max \{b, g\} - 1) > 0$. Nevertheless, $M$ is critically $\Omega - \text{diag}$. In fact $(\Gamma^* \cap \Lambda^*) = \emptyset$ and hence by Theorem 4.6 $M$ is eventually $\Omega - \text{diag}$. Moreover, $\tilde{S}^* \cap \Lambda^* = \emptyset$ and hence by Theorem 4.3 $M$ is $\Omega - \text{diag}$, and therefore by Proposition 2.7 it is critically $\Omega - \text{diag}$, and therefore it is eventually $\Omega - \text{diag}$ with $\tau = 0$. 

Figure 7. FSM $M$ (Example 5.4).
Example 5.4. (\(M\) is \(\Omega - \text{diag}\) but not eventually \(\Omega - \text{diag}\)) Consider the FSM \(M\) depicted in Figure 4.4. Let \(X_0 = \{1\}\) and \(\Omega = \{3, 6, 0\}\)

\[
S^* = \{(2, 6), (3, 7), (4, 8), (0, 5)\} \cup \Theta
\]

\[
\hat{S}^* = \{(2, 6)\} \cup \{(1, 1), (2, 2), (3, 3), (6, 6)\}
\]

\[
B^* = \{(0, 5)\}^-
\]

\[
F_1 = \Pi
\]

\[
F_2 = \{(2, 6), (2, 3), (6, 7), (0, 5)\} \cup \Theta
\]

\[
F_3 = \{(2, 6), (0, 5)\}^-
\]

\[
F^* = F_4 = \{(0, 5)\}^- \cup \Theta, f^* = 4
\]

\[
\Lambda_1 = \{(2, 6), (3, 7), (0, 5)\}^-
\]

\[
\Lambda^* = \Lambda_2 = \{(0, 5)\}^-
\]

\[
\Gamma^* = \{(0, 5)\}^-
\]

This FSM is not eventually \(\Omega - \text{diag}\), since \(\Gamma^* \cap \Lambda^* \neq \emptyset\). It is \(\Omega - \text{diag}\). In fact by Theorem 4.3 \((\hat{S}^* \cap F^*) = \{(1, 1), (2, 2), (3, 3), (6, 6)\} \subset \hat{N}\) and hence \(M\) is \(\Omega - \text{diag}\) with \(\delta = 2\) and \(\gamma_1 = \gamma_2 = 2\). Since \(\hat{S}^* \cap F_2 \subset \hat{N}\), then by Corollary 4.4 we can refine our estimations. In fact \(M\) is \(\Omega - \text{diag}\) with \(\delta = 1\) and \(\gamma_1 = \gamma_2 = 1\). Moreover \((\hat{S}^* \cap F^*) \subset \hat{N}\), and hence \(M\) is \(\Omega - \text{diag}\) with \(\delta = 3\) and \(\gamma_1 = \gamma_2 = 0\).

6. Appendix: Case \(\epsilon \in Y\)

Given the FSM \(M\), we propose an algorithm for deriving an FSM \(\hat{M}\) having no silent state such that the parametric diagnosability property can be checked on either FSMs equivalently. The algorithm in [7] can be retrieved from the one we are going to describe by setting \(\Omega = \emptyset\).

Given \(M = (X, X_0, Y, H, \Delta)\), a state \(q\) is called silent if \(H(q) = \epsilon\). Let \(X_e\) be the set of silent states. Suppose that any cycle has at least a state \(q\) with \(H(q) \neq \epsilon\). Suppose moreover that there is no silent state in \(X_0\) and that a state belongs to \(X_0\) if and only if it has no predecessors. We will say that a silent state \(q \in X\) is reached from \(w \in X\) with a silent execution if there exists a state execution \(x \in X^*\) such that \(x(1) = w\), \(x(|x|) = q\) and \(y(x) = H(w)\). The symbol \(\Omega\) denotes the critical set.

The FSM \(\hat{M} = (\hat{X}, \hat{X}_0, Y, \hat{H}, \hat{\Delta})\) is constructed as described in the following algorithm (high level description), where, when a state is removed from the state space, the transitions to and from that state are also be removed, although this is not explicitly said for the sake of simplicity.

Algorithm 1.

**STEP 0:** Split any \(q \in X_e\) with silent and nonsilent successors into two states, \(q'\) and \(q''\), one with only silent successors, and the other one with only nonsilent successors. The set of predecessors of \(q'\) and \(q''\) is the same as those of \(q\). Update \(M\) accordingly. If \(q \in \Omega\), then the set \(\Omega\) is updated by replacing \(q\) with \(q'\) and \(q''\).

**INITIALIZE:** \(\hat{M} = M\). Let \(X_F \subset X\backslash X_e\) be the set of non silent states with a silent successor. Let \(X_L \subset X_e\) be the set of silent states with no silent successor.

**STEP 1:** Split any \(q \in X_L\) into \(2 \ast |X_F|\) states: i.e. in \(\hat{X}\) the set \(X_L\) is substituted by the set \(\{q_w, q \in X_L, w \in X_F\} \cup \{(q_w, 1), q \in X_L, w \in X_F\}\), where \(q_w\) is a short notation for the pair \((q, w)\). Therefore

\[
\hat{X} = (X\backslash X_L) \bigcup \{q_w, q \in X_L, w \in X_F\} \bigcup \{(q_w, 1), q \in X_L, w \in X_F\}
\]
Moreover, $\hat{H}(q_w) = \hat{H}((q_w, 1)) = H(w)$, $\forall q \in X_L$, $\forall w \in X_F$. The symbol "1" appearing in $(q_w, 1)$ is just a flag, whose meaning will be clarified in the description of STEP 3.

**STEP 2:** FOR $q \in X_L$ DO

FOR $w \in X_F$ DO

IF $q$ is reached from $w$ with a silent execution of $M$, and none of the states in this execution belongs to the set $\Omega$, then $(q_w, 1) \in \hat{X}$. If $w \in X_0$ then $q_w \in \hat{X}_0$.

OTHERWISE remove $q_w$ from the state space $\hat{X}$.

END

END

**STEP 3:** FOR $q \in X_L$ DO

FOR $w \in X_F$ DO

IF $q$ is reached from $w$ with a silent execution of $M$, and some of the states in this execution belong to the set $\Omega$, then $(q_w, 1) \in \hat{X}$. If $w \in X_0$ then $(q_w, 1) \in \hat{X}_0$.

OTHERWISE remove $(q_w, 1)$ from the state space $\hat{X}$.

**STEP 4:** FOR $q_w \in \hat{X}$, $\hat{\Delta}$ is updated in such a way that

$$\text{succ}_{\hat{\Delta}}(q_w) = \text{succ}(q) \cup \left\{ i_j \in \hat{X} : j \in \text{succ}(q) \right\}$$

and

$$\text{pre}_{\hat{\Delta}}(q_w) = (\text{pre}(w) \cap (X \setminus X_e)) \cup \left\{ i_j \in \hat{X} : i \in \text{pre}(w) \cap X_e \right\}$$

where, to avoid ambiguities, $\text{succ}_{\hat{\Delta}}$ and $\text{pre}_{\hat{\Delta}}$ denote the operators $\text{succ}$ and $\text{pre}$ computed for the FSM $\hat{M}$. If $w \in \text{succ}(q)$ then $(q_w, q_w) \in \hat{\Delta}$. A similar construction has to be done for $(q_w, 1) \in \hat{X}$.

**STEP 5:** Remove all silent states and all sink states (i.e. states with no successors) from the state space $\hat{X}$.

Define the set $\hat{\Omega}$ as $(\Omega \cup \{(q_w, 1), q \in X_L, w \in X_F\}) \cap \hat{X}$.

Given $q \in X_L$ and $w \in X_F$, the test in STEP 2 ($q$ is reached from $w$ with a silent execution, and none of the states in this execution belongs to the set $\Omega$) can be done with the procedure described in (6.1), where $\lambda$ is the maximal length of a silent string (recall that there are no silent cycles in $M$)

$$C(0) = \{q\}, k = 0$$

WHILE $(k < \lambda) \land (w \notin C(k))$

DO $k = k + 1; C(k) = \bigcup_{z \in \text{pre}(w) \cap (X_e \setminus \Omega)} \text{pre}\{z\}$

END

**Proposition 6.1.** Given $M$, a state $q \in X_e \setminus \Omega$ is reached from $w \in X \setminus (X_e \setminus \Omega)$ with a silent execution, and none of the states in this execution belong to the set $\Omega$, if and only if the exit condition of the cycle defined in (6.1) is $w \in C(K), 1 \leq K \leq \lambda$.

The proof of the above Proposition is obvious and hence can be omitted.

We now describe how the test in STEP 3 ($q$ is reached from $w$ with a silent execution, and some of the states in this execution belong to the set $\Omega$) can be performed. The procedure described in (6.2) is instrumental in computing the set $\bigcup_{k=1}^{g} V(k)$, for a given $g \in [2, \lambda]$, required in the statement of the next Proposition 6.2.
G(1) = \{q\} , k = 1
FOR k = 1...g − 1 DO
G(k + 1) = \bigcup_{z \in G(k) \cap X_e} \text{pre} \{z\} , k = k + 1
END
IF w \in G(g) THEN
V(1) = G(g)
FOR k = 1...g − 1 DO
V(k + 1) = \left( \bigcup_{z \in V(k)} \text{succ} \{z\} \right) \cap (G(g + k)) END
END
\tag{6.2}

\textbf{Proposition 6.2.} Given M, a state q ∈ X_e is reached from w ∈ X\setminus X_e with a silent execution, and some of the states in this execution belong to the set \Omega if and only if there exists g ∈ [2, λ] : \left( \bigcup_{k=1...g} V(k) \right) \cap \Omega \neq \emptyset.

\textit{Proof.} Given the set \mathcal{S} \subset X^* of all the finite silent executions x of M, of length g, with first state equal to w and last state equal to q, the recursion in equation \textit{(6.2)} defines the sets V(k), k = 1...g. By construction, V(k) = \{q \in X : x(k) = q \land x \in \mathcal{S}\}. Therefore the result follows. \hfill \square

On the basis of the above Propositions \textit{6.1} and \textit{6.2} and of the fact that after the execution of STEP 0 of Algorithm \textit{1} the number of states in X is less than 2N, where N is the original number of states of X, the following proposition holds:

\textbf{Proposition 6.3. The complexity of the Algorithm \textit{1} is } O(N^3).

\textit{Proof.} Straightforward. \hfill \square

We now establish a precise relationship between the FSM M and the FSM \(\widehat{M}\). Recall that P(σ) is the projection of the string σ, i.e. the string obtained from σ by erasing the symbol ϵ.

By construction,
- for any finite state execution x of M there exists a finite state execution \(\widehat{x}\) of \(\widehat{M}\), such that \(\widehat{x} = P(x)\)
- for any finite state execution x of M such that \(x(k) \notin \Omega, \forall k \in [1,|x|]\), \(\widehat{x}(k) \notin \widehat{\Omega}, \forall k \in [1,|\widehat{x}|]\), \(\widehat{x} = P(x)\)
- for any finite state execution x of M for which there exists \(\delta \in [1,|x|]\) such that \(x(|x| - \delta) \in \Omega, \exists \delta \leq \delta : \widehat{x}(|\widehat{x}| - \delta) \in \widehat{\Omega}, \widehat{x} = P(x)\)

Conversely,
- for any finite state execution \(\widehat{x}\) of \(\widehat{M}\) there exists a set of finite state executions x of M, such that \(P(x) = \widehat{x}\)
- for any finite state execution \(\widehat{x}\) of \(\widehat{M}\) with \(\widehat{x}(k) \notin \widehat{\Omega}, \forall k \in [1,|\widehat{x}|]\), \(x(k) \notin \Omega, \forall k \in [1,|x|]\), \(\forall x : P(x) = \widehat{x}\)
- given any finite state execution \(\widehat{x}\) of \(\widehat{M}\) for which there exists \(\delta \in [1,|\widehat{x}|]\) such that \(\widehat{x}(|\widehat{x}| - \delta) \in \widehat{\Omega}, \text{for any finite state execution } x \text{ of } M, \text{with } P(x) = \widehat{x}, \text{there exists } \delta_x \geq \delta : x(|x| - \delta_x) \in \Omega\)

Finally,
- \(y(\widehat{x}) = y(x), \forall \widehat{x} = P(x)\)
- \(y(x) = y(\widehat{x}), \forall x : P(x) = \widehat{x}\)
Therefore we can establish the following result:

**Proposition 6.4.** The FSMs $M$ and $\hat{M}$ have the same output language. If $M$ is parametrically $\Omega - \text{diag}$ with parameters $\tau, \delta, \gamma$ and $T \in \{0, \infty\}$, then there exist $\tilde{\tau} \leq \tau, \tilde{\delta} \leq \delta, \tilde{\gamma} \leq \gamma$ such that $\hat{M}$ is parametrically $\tilde{\Omega} - \text{diag}$ with parameters $\tilde{\tau}, \tilde{\delta}, \tilde{\gamma}$ and $\tilde{T} = T$. Conversely, if $\hat{M}$ is parametrically $\tilde{\Omega} - \text{diag}$ with parameters $\tilde{\tau}, \tilde{\delta}, \tilde{\gamma}$ and $\tilde{T} \in \{0, \infty\}$, then there exist $\tau \geq \tilde{\tau}, \delta \geq \tilde{\delta}$ and $\gamma \geq \tilde{\gamma}$ such that $M$ is parametrically $\Omega - \text{diag}$ with parameters $\tau, \delta, \gamma$ and $T = \tilde{T}$.

**Example 6.5.** Consider the FSM $M$ in Fig. 8 where the state 3 is critical (i.e. $\Omega = \{3\}$) and silent (i.e. $X_0 = \{0, 4\}$). Let $X_0 = \{0, 4\}$. By direct inspection $M$ is eventually $\Omega - \text{diag}$, with $\tau = 2$ and $\delta = 1$.

By applying Algorithm 1, $X_F = \{1, 2\}$ and $X_L = \{3\}$. The state 3 is removed from the state space and substituted with the states called $3_1$, $3_2$, $(3_1, 1)$ and $(3_2, 1)$. Since there is no silent execution starting from $w \in X_F$ and reaching the state 3 without crossing the set $\Omega$, then only $(3_1, 1)$ and $(3_2, 1)$ have to be considered. In Fig. 9 such states are renamed 6 and 7, respectively, for simplicity.

After STEP 4, we obtain the FSM in Fig. 10.

Finally, we can remove the sink states 1 and 2, and the resulting FSM $\hat{M}$ is depicted in Fig. 11 and $\hat{\Omega} = \{6, 7\}$. Then $\hat{M}$ is eventually $\hat{\Omega} - \text{diag}$, with $\hat{\tau} = 1 \leq \tau$ and $\hat{\delta} = 1 \leq \delta$, in accord to Proposition 6.4.

In the following table we see how state trajectories of $M$ are mapped on state trajectories of $\hat{M}$.

| $x$     | $\hat{x}$ | $y(x) = y(\hat{x})$ |
|---------|-----------|----------------------|
| 0135*   | 065*      | $aac^*$              |
| 013 (423)* 5* | 06 (47)* 5* | $aa(ab)^* c^*$     |
| 01345*  | 0645*    | $ac^*$               |
| 4 (234)* 5* | 4 (74)* 5* | $a(ab)^* c^*$     |
| 4235*   | 475*      | $abc^*$              |
| 45*     | 45*       | $ac^*$               |
In this paper, we proposed a general framework for the analysis and characterization of observability and diagnosability of finite state systems. Observability and diagnosability were defined with respect to a subset of the state space, called critical set, i.e. a set of discrete states representing a set of faults, or more generally any set of interest. Using the proposed framework, it is possible to check diagnosability of a critical event and at the same time compute the delay of the diagnosis with respect to the occurrence of the event, the uncertainty about the time at which that event occurred, and the duration of a possible initial transient where the diagnosis is not possible or nor required. Moreover, in the unifying framework we propose, it was possible to precisely compare some of observability and diagnosability notions existing in the literature and the ones we introduced in our paper.

For discrete event systems, some effort in the direction of a decentralized approach to observability and diagnosability has been made e.g. in [5] and in [24] where the observability with respect to a language [18] was generalized to the case of decentralized systems by introducing the notion of coobservability. In [32] and in [34] it was proven that coobservability and codiagnosability can be mapped from one to the other. Extending our approach to a decentralized framework and comparing our results with the ones above will be the subject of future investigation.

7. Conclusions
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