Hydrological Image Building Using Curve Number and Prediction and Evaluation of Runoff through Convolution Neural Network
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Abstract: This study developed a runoff model using a convolution neural network (CNN), which had previously only been used for classification problems, to get away from artificial neural networks (ANNs) that have been extensively used for the development of runoff models, and to secure diversity and demonstrate the suitability of the model. For this model's input data, photographs typically used in the CNN model could not be used; due to the nature of the study, hydrological images reflecting effects such as watershed conditions and rainfall were required, which posed further difficulties. To address this, the method of a generating hydrological image using the curve number (CN) published by the Soil Conservation Service (SCS) was suggested in this study, and the hydrological images using CN were found to be sufficient as input data for the CNN model. Furthermore, this study was able to present a new application for the CN, which had been used only for estimating runoff. The model was trained and generalized stably overall, and $R^2$, which indicates the relationship between the actual and predicted values, was relatively high at 0.82. The Pearson correlation coefficient, Nash–Sutcliffe efficiency (NSE), and root mean square error (RMSE), were 0.87, 0.60, and 16.20 m$^3$/s, respectively, demonstrating a good overall model prediction performance.
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1. Introduction

Runoff by rainfall, a water resource on the earth’s surface, is a vital element for human activity and natural flora and fauna. However, a sudden increase in runoff leads to the destruction of the physical environment and poses problems for human activity in the affected region. Particularly in East Asia, recent large and powerful typhoons caused flooding and severe damage in several countries [1]. Predicting rainfall runoff is crucial for preventing flood disasters and minimizing damage; consequently, many rainfall-runoff models have been developed and utilized globally. A rainfall-runoff model is a scientific tool that can play a vital role in water resource management, planning, and hydrological design [2] while also helping establish policies in fields that use water resources. However, the rainfall-runoff relationship is a complex hydrological phenomenon caused by not only the physical elements of watersheds and rainfall patterns but also various spatial and temporal changes [3]. As a result, it is difficult to simulate runoff.

In spite of this complexity, researchers continue to make efforts to identify rainfall-runoff relationships. Traditionally, studies have adopted a methodology for runoff simulation based on field observations of rainfall and runoff; recently, however, this has been extended to the development of conceptual or empirical models. Conceptual models mathematically express the hydrological cycle based on physical laws [4]; generally, numerical parameters are calibrated based on complex physical laws to approximate predicted values from the actual values, thus performing prediction [5].
As an alternative to conceptual models, empirical models are developed using the stable relationship between input and output data without using physical laws [6]. The construction of empirical models is relatively simple compared to conceptual models, which must express complex natural phenomena through equations; consequently, many previous studies frequently used empirical models. Although past studies neglected the application and theory of artificial neural networks (ANNs), which are implemented in empirical models, it has recently emerged as a core concept of the Fourth Industrial Revolution, and ANNs are increasingly utilized across numerous fields. When applied to flood prediction, in particular, ANNs have the advantages of high accuracy and fast prediction [7,8]. Moreover, owing to significant technological advances in graphics processing units (GPU), hardware, and big data, various ANN-related theories have been implemented in practice, resulting in high performance. At the same time, as researchers develop deep learning technology with deeper layers of neural networks and ANNs of various architectures, ANNs are being applied to more fields with substantial increases in accuracy.

Some researchers who prefer conceptual models criticize ANNs as being unsuitable for rainfall-runoff simulation [9]. This is because an ANN is a type of black-box model, making it impossible to clearly explain the dynamic relationship between input and output data. Nevertheless, even in the case of noise or insufficiencies, many researchers have utilized ANNs’ ability to express the nonlinear structure between input and output data through multiple training laws, and are developing complex rainfall-runoff models through ANNs. In addition, ANN models have demonstrated better prediction performance and efficiency than conceptual models [10–13]. Recently, some researchers have reported that trained ANN hydrological models can detect physical processes [14–16].

The concept of deep neural networks (DNNs) has recently emerged, which has further deepened the existing ANN architecture, through independent and repeated improvements. Accordingly, DNNs are becoming a representative technology leading the Fourth Industrial Revolution. Furthermore, the development of ANN-related deep learning algorithms is greatly accelerating. Compared to the development trend of ANNs, however, the level of technology of ANN-based rainfall-runoff models lags behind that of current ANNs, or integration with various ANNs is inadequate. In addition, most relevant research involves optimizing ANN architecture by adjusting the number of hidden layers and the number of nodes in the hidden layers. Alternatively, high performance is achieved through a specific training method proposed by the researcher or ANN training method, according to the type of problem to be solved. Techniques have also stalled at the level of optimizing the relationship between the output and input data, which comprise one-dimensional vectors \((N \times 1\) or \(1 \times N\)) or estimating the regression coefficients of regression models using ANN.

In contrast to the methods of prior research that developed runoff models using ANNs, this study sought to develop a runoff model using deep learning algorithms. To-date, such algorithms have only been used for other purposes. The feasibility of this approach, and a new runoff model development methodology to promote change, is also presented in this paper. Furthermore, to enhance information processing and information throughput, images of a two-dimensional matrix structure, rather than a one-dimensional vector, were used as input data. In order to do this, the hydrological image concept was suggested, and the resulting performance is presented and discussed.

This study employed a convolutional neural network (CNN) as the deep learning algorithm to develop the runoff model. CNN, a typical deep learning algorithm, has been applied to image classification, speech recognition, and image semantic segmentation [17], and has been evaluated as a core technology in image classification owing to its ability to produce reliable results with excellent efficiency, among other advantages. Moreover, CNNs are characterized by using the spatial characteristics extracted from images for learning, their use in transportation, security, and weather forecasting is rapidly increasing, and their utility and range of application are expanding. Hence, these characteristics were considered the best fit for this study’s objectives, and CNN was thought as an appropriate deep learning algorithm for developing a new type of runoff model.
2. Materials and Methods

2.1. Study Area

The republic of Korea has been implementing the total maximum daily management (TMDL), which manages the pollutant load of a watershed for the conservation of water quality. To this end, the rep. of Korea had divided the entire country into a watershed unit. Also, this study site is one of the watershed units for TMDL. This study site was Yangpyeong city in the administrative district of Gyeonggi province, South Korea, and the watershed was Heuk River (127°31′55.39″ E, 37°27′37.69″ N), which is a sub-watershed of the Han River watershed (Figure 1). In the Heuk River watershed, no rivers flow from other administrative districts and the Heuk River, originating from Seongjibong, Sinron, Cheongun county, Yangpyeong city, is the mainstream. Since it is a highly regulated area (natural conservation area and special measure area for water resource conservation), no significant changes in land use have occurred.

Figure 1. Schematic of study area.

The watershed area of the Heuk River is 314.0 km². The dominant land-uses are forest (79%) and agricultural region (paddy 8.3%, upland 7.0%). Stream length is 42.9 km, and the average slope is 27°, making it a typical rural area (Table 1).
Table 1. Summary of study area.

| Landcover | Water | Urban | Barren | Meadow | Forest | Paddy | Upland | Total |
|-----------|-------|-------|--------|--------|--------|-------|--------|-------|
| Area (km²) | 8.3   | 10.9  | 7.1    | 1.4    | 238.3  | 26.0  | 22.0   | 314.0 |
| Proportion (%) | 2.7  | 3.5   | 2.3    | 0.4    | 75.9   | 8.3   | 7.0    | 100.0 |

2.2. Data Collection

Four types of data were required for this study: rainfall, runoff, soil map, and land use data; the data collection period spanned 2006–2019. All data were obtained from online sources; rainfall data were acquired from the Korea Meteorological Administration [18], runoff, and soil maps were acquired from the Water Management Information System [19], and the land use map was obtained from the Environmental Geographic Information Service [20]. The runoff data are daily average data measured at the Heuk River Bridge, as shown in Figure 1, and the rainfall data are daily data from six precipitation gauge sites located inside and outside the study area, as shown in Figure 1. The land use map and soil map are in a grid format with a resolution of 30 m × 30 m and a scale of 1:5000. The land use map comprises seven items (water, urban, paddy, meadow, forest, upland, and barren), and the soil map comprises 59 physical properties of soil.

2.3. Research Method

The CNN model used in this study uses supervised learning as the learning method based on a deep learning algorithm. Accordingly, the CNN model uses input data comprising image data and corresponding target data for learning. The runoff model developed in this study requires input data reflecting meteorological, topographical, and hydrological conditions, which must be image data recognizable by the CNN model, rather than [1 × K] or [K × 1]-dimension numerical data, as used in prior ANN research. Based on these basic conditions for developing this model, the research process applied the following procedures. (1) As mentioned earlier, the image, as an input of the CNN model, should be considered the hydrological phenomena. For this purpose, this study would first like to define the image reflected in the hydrological conditions and propose the methodology of image building. (2) In the second procedure, image data in a two-dimensional [N × M] matrix structure and [1 × K]-dimensional target data were generated and subsequently divided into input and test data sets. The input data set is data for training and testing the model, while the test data set is data for assessing the model’s predictive performance. The input data set was also further divided into a training data set and validation data set. (3) In the third procedure, this study sought to modify the model’s architecture so that the CNN model’s predicted results would simulate continuous values. However, rather than CNN model architectures showing excellent performance in previous research, this study sought to use the most basic CNN model architecture. This was to minimize the influence of the CNN model architecture on the model performance and to allow an evaluation of the CNN model’s applicability for hydrological images built using the curve number. (4) In the fourth procedure, the nonlinear relationship between the feature of the hydrological image in the CNN model and the runoff was learned, after which runoff was predicted. (5) Finally, the recognition of images was reviewed for the CNN model, and the CNN model was evaluated using predicted values, and its suitability and accuracy were analyzed.

2.3.1. Hydrological Image Concept and Construction Method Using Curve Number

The CNN model uses the supervised learning method, which inputs problems (input data) and answers (target data) into a neural network as one data set, and trains the model to find suitable answers for new problems that the model has not previously experienced. Red, green, and blue (RGB) or grayscale images (photograph) were used as input data for the CNN, and an algorithm was used to extract features, such as color values and locations in two-dimensional [N × M] space to solve a problem. In this study, image input data must be recognizable by the CNN. Owing to the nature of this
In other words, even if the model using a general RGB photograph as input data has produced a good result regarding predicting runoff, the RGB values in a photograph could collapse the presupposition of the empirical model because they are simply a numerical representation of the color. That is, the runoff has diverse phases caused by various conditions, such as meteorology, land use, and soil characteristics. Herein, if the runoff is estimated with unrelated data, the result value becomes meaningless even if the simulated result’s accuracy is high.

In this study, it was necessary to set up a new concept to distinguish between the image reflecting the hydrological conditions and the RGB photograph, and to this end, this paper proposed the concept of hydrological image. The hydrological image employs the pixel concept of ordinary RGB photography. The hydrologic image follows this mechanism, just as a general photograph presents significant shapes that humans can perceive by the collection of small units of a pixel in two-dimensional space. This paper used the idea of a grid to build the hydrological image, which is usually used to represent a type of map in the Geographic Information System. The grid is applied to a constituent unit of the hydrological image and has a function such as a general photograph’s pixel. Also, the grid has attribute values reflecting the conditions of meteorology, land use, and soil characteristics in a study area. Thus, the hydrological image could be defined as a set of grids with a hydrological attribute value in a two-dimensional space for a discretionary watershed.

The hydrological image employs the curve number (CN) method published by the Soil Conservation Service (SCS), the predecessor of the National Resource Conservation Service (NRCS), to calculate the attribute of the grid, as shown in Figure 2. To implement the phenomena of runoff regarding rainfall, soil characteristics, and land use, the CN is an effective method used globally for evaluating the hydrological influence [21,22]; as such, building a hydrological image using CN was deemed suitable for this study.

![Figure 2. Schematic of the hydrological image building.](image-url)

The CN method is a standardized approach for flood risk assessment and flood-related research [23–25]. Runoff could be calculated by directly reflecting influences, including the soil physical properties, land use, land management, and antecedent soil moisture conditions (AMC) [26,27], and runoff could be estimated according to the CN value. The CN method, basically, proposes to assign CN values using land use and soil physical properties. The CN method divides the physical properties of soil into four physical properties, such as hydrology soil group (HSG), and uses these values to allocate CN.
Therefore, in this study, the collected soil map was classified into HSG according to the CN method and utilized for CN values allocation.

In the preceding study, generally, the representative CN [28–30] of the whole study site, or the area-weighted mean CN assignment method [31,32] had been applied to simulate the direct runoff. However, these methods were unsuitable for this study. Using a representative CN or area weighted CN resulted in very monotonous images, and it became very difficult to extract image features from such images. Accordingly, this study generated hydrological images by assigning the CN to each grid in the hydrological image, just by giving a value to pixels, the basic unit comprising photos, thereby obtaining an effect similar to the characteristics of a general photo. The unit for the CN assignment was set to the same grid and spatial resolution (30 m × 30 m) of the land use and HSG. The CN assignment method using land use and HSG had been proposed by the SCS, so this study assigned the CN in each grid through the same CN method. In the next process, this study estimated the runoff in each grid. The value calculated by the CN in the grid is the runoff value with the unit m³/s, but in this study, it was set to a non-dimensional numerical value and assumed to be the attribute value of each grid to use on the hydrological image.

If images are created by assigning the CN without considering the hydrological conditions, then there are no changes because the CN is a constant, and it cannot act as a variable since all generated hydrological images take the same value.

Rainfall data are necessary to calculate the amount of runoff for each grid. As the rainfall required to calculate runoff must be matched to the grid units, this study used the inverse distance weighted (IDW) method to calculate the rainfall rather than the Thiessen polygon method, which is traditionally used for this purpose. Using Thiessen polygons causes discontinuities in the numerical changes at polygon boundaries, leading to distortions or differences compared with the actual rainfall. In contrast, IDW, an interpolation method based on Tobler’s law, can be used to compensate for the discontinuities of Thiessen polygons and calculate rainfall data in a grid format with 30 m × 30 m resolution, consistent with the land use and HSG. As shown in Figure 1, this study used rainfall data from six rainfall monitoring stations as the input data of the IDW tool of ArcGIS 10.0 to generate rainfall data in a grid format with 30 m × 30 m resolution.

To calculate the runoff for each grid, this study used Equations (1)–(3), with the initial abstraction set to 0.2, as proposed in the SCS.

\[
Q = \begin{cases} 
\frac{(P - 0.2S)^2}{(P + 0.8S)} & (P > Ia) \\
0 & (P < Ia)
\end{cases}
\] (1)

\[
Q = \begin{cases} 
\frac{25400}{CN} - 254 & (P < 12.7 \text{ (or 36.6)} mm)
\end{cases}
\] (3)

where Q is runoff, P is rainfall, and S is potential retention storage. Though the CN value is provided by SCS, it is not suitable for use in Korea because the topographical conditions are different from the United States. Therefore, this study used the CN provided in the Guideline of Design Flood Estimation of the Ministry of Land, Transport and Maritime Affairs of ref. of Korea [33].

As the CN in Equation (2) corresponds to AMCII, it does not consider the AMC, and when calculating runoff using CN under a consistent AMCII, a large error occurs between the actual and predicted value. Accordingly, SCS proposes calibrating the CN according to conditions such as 5-day accumulated rainfall and change in AMC for dormant and growing seasons. Consequently, this study calculated the 5-day accumulated rainfall for each day, classified this as dormant and growing seasons, derived AMC, and recalculated CN as CNI and CNI using Equations (4) and (5) as a function of AMC.

\[
CN_I = \frac{4.2CN_{II}}{10 - 0.058CN_{II}} \sum_{i=1}^{5} P_i < 12.7 \text{ (or 36.6)} mm
\] (4)
\[
CN_{III} = \frac{23CN_{II}}{10 + 0.13CN_{II}} \sum_{i=1}^{5} P_i > 27.9 \text{ (or 53.3) mm}
\]  

(5)

where \(CN_I\) is the value for AMC_I, and \(CN_{III}\) is the value for AMC_{III}.  

As the final step, and because of the above-mentioned reasons, as the image of the dry period is a fixed CN value, these data were discarded, and only data corresponding to periods of rainfall were collected. These data were converted to TIF image files, while maintaining the same two-dimensional structure as the land use and HSG, and used the CNN model input data for building the model. When using JPG, BMP, or PNG file formats, runoff information, a grid property value, is converted to a new value when the data are converted to a color value, ranging from 0–255, resulting in information loss. For this reason, the TIF format was used instead.  

As shown above, the hydrological image describes literally hydrological phenomena and is a suitable means to express the watershed condition. However, this study’s hydrological image has a limitation because it does not include all hydrological processes. Nevertheless, it would be adequate to adopt a methodology for building input data of the CNN model.  

So far, the process has been performed on the open-source language Python 3.7 [34], in this regard, Figure 3 shows the calculation process of the hydrological image attribute—namely, the CNN input data.

**Figure 3.** Schematic of calculation of hydrological image attribute as input data for the CNN model.
2.3.2. Target Data

Target data was constructed by daily average runoff data, and the date of target data must correspond to the data of the hydrological image. As mentioned above, data for the CNN model training must constitute input and target data in one data set. Unlike complex image generation methods, runoff data corresponding to the date of the generated image were simply used as the target data, which were constructed as a CSV type file.

2.3.3. CNN Model Architecture Configuration

CNN, a deep learning architecture, is a model inspired by the way the brain’s visual cortex works when recognizing objects. A CNN model consists of an input layer, hidden layers, and an output layer, similar to existing ANNs. However, as shown in Figure 4, two parts constitute the neural network specialized for recognition and classification of an observed image. Part 1 of Figure 4 is a layer that extracts image features, a core function of the CNN model, and comprises repeated convolution and pooling layers. Part 2 of Figure 4, a fully connected layer that recognizes the image features output from Part 1 of Figure 4 as the input layer, is a deep neural network comprising numerous hidden layers between the output layers [35,36].

The use of the CNN model architecture in this study has two main objectives, the first was to maintain the image features extraction function by repeating the convolution and pooling layers, as shown in Part 1 of Figure 4, and the second was to change the architecture of the fully connected layer in Part 2 of Figure 4 to enable simulation of unspecified continuous variables.

For this purpose, the architecture of Part 1 of Figure 4 is the most general; the convolution and max-pooling layers intersect to form a structure with five repetitions. In general, Part 2 of Figure 4 receives the two-dimensional image features extracted from Part 1 of Figure 4, converts them to one dimension through the flatten function, and uses them as the input values of the fully connected layer. In particular, in Part 2 of Figure 4, in line with the CNN model’s objectives, the softmax, the binary cross-entropy, or the categorical cross-entropy function were used as the activation function of the last layer of the fully connected layer to solve the classification problem. However, as the runoff value to be simulated in this study is an unspecified continuous variable, the last layer of the fully connected layer architecture is unsuitable without some modification. Therefore, part 2 of Figure 4 must be modified. For modification to a linear regression layer suitable for deriving unspecified continuous variables, as shown in Figure 5, the activation function of the last layer was set as a linear function, and a dense layer of three layers and a batch normalization layer were added to avoid overfitting. The environment for the CNN model design, implementation, and operation was Keras, with Tensorflow as the backend [37], a machine learning library published by Google. The implementation and experimentation were conducted through Python. Keras, a high-level DNN application programming interface (API) written in Python, supports all the special functions of Tensorflow and has high DNN model implementation flexibility. Moreover, it enables quick experimentation by efficiently using the CPU and GPU [38].

The CNN model was trained on Window-OS PC that has the Intel® Core™ i9-9900K CPU @ 3.60GHz, 32G RAM, and NVIDIA® GEFORCE RTX™ 2080Ti GPU.
Figure 4. Basic architecture of the convolution neural network.
2.3.4. Detailed CNN Model Settings

The convolution layer operation uses a separate two-dimensional plane function called a kernel, a type of image filter, and kernel size can be arbitrarily set in Keras. In this model, the kernel of the first convolution layer was set to a size of $5 \times 5$, and those of the remaining convolution layers were set to a size of $2 \times 2$. The number of kernels was also specified as to 32, 64, 128, 256, and 512 in the five convolution layers in the respective order of layers. The activation function of all convolution layers was also set to a rectified linear unit function (ReLU), which is typically used in CNN models. Through this, gradient vanishing can be avoided, and high optimization efficiency of the model can be achieved [39,40].

The pooling layer, a sub-sampling technique that reduces the image size and leaves only important information of the image, enables the efficient use of computer memory and prevents overfitting by reducing the calculated information. Pooling methods include max and average-pooling, as average pooling can result in information loss of the image, max-pooling was employed in this model. Pooling size can also be specified and was set to $2 \times 2$ in this study. Hence, the size was halved each time the image goes through the layer.

Table 2 shows the CNN model architecture of this study. In Table 2, there are 5,272,321 total parameters, which represent the number of neural network weights, comprising 5,272,065 trainable parameters and 256 non-trainable parameters. Finally, the activation function of the last dense layer was set as a linear function to allow continuous variables to be derived, and the number of nodes was set to 1 to match the target data.

For model training, the loss function was set and optimized by updating the parameter values of the iterative neural network, using an optimizer algorithm. Thus, it is important to reduce the error between the actual value and the predicted value. In the field of neural networks, stochastic gradient descent (SGD) [41] is considered the most basic optimizer algorithm methodology. Each time a parameter was updated, SGD obtains the gradient through differentiation and then reduces loss, while updating towards a lower gradient. Loss is similar in concept to error, and DNNs typically train to reduce loss. Here, “stochastic” means to stochastically obtain some samples and divide them gradually rather than calculate all the parameters simultaneously. If the epochs are sufficient, then SGD is effective, though it has the disadvantage of severe noise and slow speed. The optimization algorithms have recently been used, including Momentum [42], Nesterov Accelerated Gradient (NAG) [43],

Figure 5. Design of linear regression layer.
Adagrad [44], Nadam [45], Adadelta [46], RMSProp [47], and Adam [48], and these enhance training speed and accuracy. RMSProp exhibits better training results than both Adagrad and Adadelta, the latter of which improves on Adagrad’s weaknesses. Moreover, as RMSProp can apply Momentum, the translation vector for the previous gradient could be applied by applying the Momentum constant. Therefore, it has been extensively used with Adam. Therefore, RMSProp was employed as the optimizer function of CNN in this study.

| Table 2. Summary of study model. |
|----------------------------------|
| Convolution Layer   | Output Shape (Raw Size, Column Size, Image Channel) | Parameter (Weighted Value) | Activation Function |
|----------------------|----------------------------------------------------|----------------------------|---------------------|
| Conv2D_1             | 317, 478, 32                                       | 832                        | ReLu                |
| MaxPooling2_1        | 158, 239, 32                                       | 0                          | ReLu                |
| Conv2D_2             | 79, 120, 64                                        | 18,496                     | ReLu                |
| MaxPooling2_2        | 39, 60, 64                                         | 0                          | ReLu                |
| Conv2D_3             | 39, 60, 128                                        | 73,856                     | ReLu                |
| MaxPooling2_3        | 19, 30, 128                                        | 0                          | ReLu                |
| Conv2D_4             | 19, 30, 256                                        | 295,168                    | ReLu                |
| MaxPooling2_4        | 9, 15, 256                                         | 0                          | ReLu                |
| Conv2D_5             | 9, 15, 512                                         | 1,180,160                  | ReLu                |
| MaxPooling2_5        | 4, 7, 512                                          | 0                          | ReLu                |
| Fully Connected Layer | Output Shape (Number of Node)                      | Parameter (Weighted Value) | Activation Function |
| Flatten_1            | 14,336                                             | 0                          | ReLu                |
| Dense_1              | 256                                                 | 3,670,272                  | ReLu                |
| Dense_2              | 128                                                 | 32,896                     | ReLu                |
| BatchNormalization   | 128                                                 | 512                        | Liner               |
| Dense_3              | 1                                                   | 129                        | Liner               |
| **Total Parameters:** | 5,272,321                                          |                             |                     |
| **Trainable Parameters:** | 5,272,065                                       |                             |                     |
| **Non-trainable Parameters:** | 256                                                |                             |                     |
| **Optimizer Function:** | RMSprop (learning ratio = 1e − 4)                  |                             |                     |
| **Loss Function:**    | MSE                                                 | See Equation (5)            |                     |
| **Metrics:**          | MAE                                                 | See Equation (6)            |                     |
| **Epoch:**           | 500 iterations                                      |                             |                     |

In addition, accuracy is commonly used as a metric to generalize CNN models and evaluate their training results, and mean absolute error (MAE) is used as a metric for continuous variable prediction. Accordingly, in this study, the loss function was set to mean square error (MSE), as in Equation (6), the parameter optimization algorithm was set to RMSProp, the learning rate was $1.0 \times 10^{-4}$, and the epoch was set to 500. Mean absolute error (MAE) was also used as a metric of the model, as described in Equation (7).

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{5} (y'_i - y_i)^2 \tag{6}
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{5} |y'_i - y_i| \tag{7}
\]

where $y_i$ and $y'_i$ indicate the actual and predicted values, respectively. In addition, the more MSE and MAE converge to 0, the higher the model’s performance. The model’s training results are evaluated using the results of loss, validation loss, MAE, and validation MAE. Among the input data sets, loss and MAE are for the training data set and indicate the model’s training results and prediction performance, respectively, while validation loss and validation MAE are for the validation data set and indicate the model’s training results and prediction performance for generalization.

### 2.3.5. Model Evaluation Criteria

The model was evaluated by judging its performance through comparisons of the actual value and the value predicted through the model. Three methods were used for this purpose: Pearson correlation coefficient ($\gamma$), Nash–Sutcliffe efficiency (NSE), and root mean square error (RMSE).
Pearson correlation coefficient is expressed in the range of \(-1\) to 1 through Equation (8) and indicates the linearity between the actual value and predicted value. The closer \(\gamma\) is to 1, the stronger the linearity between the actual and predicted values, and the more it converges to 1, the better the model’s performance.

\[
\gamma = \frac{\sum_{i=1}^{n}(y_i - \overline{y})(y'_i - \overline{y}')}{\sqrt{\sum_{i=1}^{n}(y_i - \overline{y})^2(y'_i - \overline{y}')^2}} \tag{8}
\]

The Nash–Sutcliffe efficiency is expressed in Equation (9); a result of 1 signifies that the model’s result and actual value are perfectly matched. In addition, the more it converges to 0, the lower the model’s performance.

\[
\text{NSE} = 1 - \frac{\sum_{i=1}^{n}(y_i - y'_i)^2}{\sum_{i=1}^{n}(y_i - \overline{y})^2} \tag{9}
\]

Root mean square error expresses how close the model’s prediction is to the actual value through Equation (10), which ranges from 0 to infinity within the scope of the corresponding data. Though the evaluation standard for RMSE itself is unclear, the more it approaches 0, the more consistent the model’s result with the actual value.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n}(y_i - y'_i)^2} \tag{10}
\]

where \(y_i\) and \(y'_i\) are the actual value and predicted value, respectively, and \(\overline{y}\) and \(\overline{y}'\) are averages of the actual value and predicted value, respectively.

3. Results and Discussion

3.1. Building Results of the Hydrological Image Data and Target Data

During the data collection period, there were 680 occurrences of events exceeding the effective daily rainfall, resulting in 680 hydrological images. Figure 6 shows only part of the building results of 680 hydrological images due to the limitations of the space of paper. Figure 7 denotes the target data corresponding to the hydrological image, which means the runoff with a range of 0.18–704.27 m³/s, and this runoff data as the target data were converted into the CSV file for applying to the CNN model. The actual processing of the hydrological image is presented in Figure 8, as mentioned in Section 2.3.1. Figure 8a shows the land use status in a grid before image generation, b shows HSG, c shows CN by a–d shows the rainfall distribution by IDW, and e shows the image, i.e., the finally generated hydrological image as the CNN input data. This image comprises 956 and 633 grids on the horizontal and vertical axes and is saved as a TIF file. In Figure 8d, areas closer to white indicate higher rainfall, and areas closer to black indicate lower rainfall. In the grayscale image of Figure 8e, as in Figure 8d, areas closer to white indicate higher runoff and areas closer to black indicate runoff converging to 0. While Figure 8e follows the rainfall distribution shown in Figure 8d, the brightness is judged to differ with the CN value.
Figure 6. Example of building result of hydrological image.

Figure 7. Runoff and rainfall data at the condition above the effective rainfall during the data collection period: (a) variation of runoff and rainfall data; (b) comparison between runoff and rainfall.
Figure 8. Process of the hydrological image generation for input data: (a) land use map; (b) HSG map; (c) CN map; (d) precipitation map; and (e) hydrological image. (Date: 18 July 2016).

The 680 final hydrological images and corresponding 680 target data (runoff data) were input into the CNN model together as one data set. However, to divide these into the input data set and test data set, 501 data points (approximately 70%) were used as the input data set for training the CNN model, and the remaining 179 data points were used as the test data set to evaluate the model’s predictive performance. Furthermore, 400 data points (80%) of the input data set were classified as the training data set, and the remaining 101 were used as the validation data set to validate the model. The criterion for data classification is unclear and mostly arbitrarily set by researchers; many previous studies have used 7:3 or 8:2 ratios of input: test data for experimentation [49–54].

3.2. Model Training Results

The CNN model run at around 1.3 s per epoch, and the total time spent on CNN model training was shown to be about 650 s. Figure 9 shows the model training results. Figure 9a shows loss and validation loss, and Figure 9b shows MAE and validation MAE. When the model was stably trained the change in loss, validation loss, MAE, and validation MAE were similar to an exponential function with base 0, or less. Loss began from 11,264.26 m³/s in the first epoch and steadily decreased to 3372.72 m³/s in the last epoch (Figure 9a). The validation loss initially exhibited unstable changes; however, it gradually decreased as the epochs progressed, from 12,980.25 m³/s in the first epoch to 4199.01 m³/s in the last epoch, indicating that model training and generalization were stably performed. Mean absolute error, which expresses the change in error between the actual and predicted values of the model, began at 42.68 m³/s in the first epoch and steadily decreased to 24.58 m³/s in the last epoch (Figure 9b). This signifies that as the model training progressed, the model’s simulated predictions gradually
approached the actual values. In contrast, while the validation MAE exhibited unstable changes in the early epochs similar to the validation loss, it gradually decreased as the epochs progressed. After passing the 250th epoch, however, it exhibited unstable changes, though it ultimately showed a decreasing trend, indicating that the model generalization for the validation step was also apparent.

![Figure 9](image_url)  
**Figure 9.** Result of the CNN training. (a) Loss and validation loss; (b) MAE, validation MAE.

### 3.3. Prediction Results and Model Evaluation

The test data set described above was used to evaluate the model’s performance. Figure 10 shows the dispersion of the model’s predicted and actual values. $R^2$, which indicates the relationship between the actual and predicted value, was relatively high at 0.83 in Figure 10a. Figure 10b shows the change of the predicted and actual values; the $x$-axis represents the date of the 179 images in the test data set, and the $y$-axis represents the predicted value and actual value based on the image. The predicted values showed a similar trend to the actual values overall.

Table 3 shows the $r$, NSE, and RMSE to evaluate the model. The $r$ value was 0.87, indicating a very high correlation between the predicted and actual values. For NSE, values of 0.60–0.80 are generally judged as moderate to good, and values exceeding 0.80 as good [55]. As NSE in this model was 0.60, its performance could be judged as moderate. RMSE was 16.20 m$^3$/s, which was similar to the MAE (24.58 m$^3$/s), the final training result of the model. Accordingly, the evaluation of the CNN model modified to enable the simulation of watershed images was generated considering the CN, rainfall, and AMC as continuous variables, demonstrated good training results and good overall predictive performance.

| Contents  | $r$  | NSE | RMSE (m$^3$/s) |
|-----------|------|-----|----------------|
| Predict runoff | 0.87 | 0.60 | 16.20 |

Although there have been few studies employing similar approaches to that presented herein, Sundara Kumar et al. [56] used an ANN similar to the ANN corresponding to Part 2 of the model developed in this study and developed a rainfall-runoff model using an ANN consisting of only an input layer, hidden layers, and an output layer, and evaluated their model. Their MAE ranged from 5.04 mm to 9.99 mm and the RMSE ranged from 8.24 mm to 16.83 mm, across five watersheds, indicating that their model appropriately reflected the actual values. Kashani et al. [57] divided the research watershed into sub-watersheds, developed an ANN for each sub-watershed, and simulated the rainfall-runoff for the entire watershed. The $r$ value was 0.94, RMSE was 2.14 m$^3$/s, and NSE was 0.68 m$^3$/s, indicating slightly higher model performance than the present study. Kasiviswanathan et al. [58] developed three lead-time and five lead-time rainfall-runoff predictive models through ANN based on ensemble simulations using a genetic algorithm. RMSE of the calibration data of the three
lead-time ANN was 66.35–73.20 m$^3$/s, and NSE was 84.29–87.33%, while RMSE of the validation data was 59.12–65.72 m$^3$/s, and NSE was 87.95–70.24%. Similarly, RMSE of the calibration data of the five lead-time ANN was 31.55–111.49 m$^3$/s, and NSE was 64.22–75.06%, while RMSE of the validation data was 89.16–119.41 m$^3$/s and NSE was 60.44–77.94%, demonstrating that the three lead-time ANN had better performance. Guo et al. [59] developed an ANN and incomplete-connection ANN and compared the two; RMSE of the ANN was 47.27 m$^3$/s, and $R^2$ was 0.55, while RMSE of the incomplete-connection ANN was 24.55 m$^3$/s and $R^2$ was 0.88, demonstrating improved model performance. Maca et al. [60] developed rainfall-runoff models using 12 functions as the ANN activation functions, including logistic sigmoid, hyperbolic tangent, linear function, Gaussian function, and root sigmoid and compared their performances. The NSE of the root sigmoid function was the highest at 0.70, indicating that the root sigmoid function was appropriate as an activation function. Machado et al. [61] developed a monthly rainfall-runoff prediction model using an ANN. According to 60-month simulation results, $R^2$ was 0.71, and NSE was 0.71; for 120 months, $R^2$ was 0.92 and NSE was 0.92; and for 180 months, $R^2$ was 0.94 and NSE was 0.88. Hence, the 120-month simulation demonstrated the best results. Accordingly, this study’s model showed a similar performance to those of previous studies, which is attributed to the following: the training function of the linear regression layer designed in this study progressed smoothly, and as the feature values of the images extracted in Part 1 were smoothly injected into training, the hydrological images built using the CN also had enough hydrological information to simulate runoff, enabling them to serve as input data for the CNN model.

Figure 10. Comparison between actual and predicted values of runoff. (a) Scatter plot of predict and actual values of runoff, (b) Bar graph of predict and actual values of runoff.
4. Conclusions

This study sought to develop a runoff model using a CNN, which is a type of DNN algorithm. Through this methodology, the feasibility of applying a DNN to improve information processing and information throughput was assessed, with the aim of promoting change in the runoff model development methodologies. For this purpose, a methodology was proposed that maintains the ability to extract images while utilizing the convolution and pooling layers, the core functions of the CNN model, and modified the fully connected layer into a linear regression layer to enable the CNN model to simulate unspecified continuous variables. In this regard, the CNN model had previously only been used for classification problems. In addition, a method for generating hydrological images using the CN to build the input data of the CNN model was proposed. The training results of the model developed in this study demonstrated good predictive performance, and the hydrological images built using the CN showed sufficient functionality as the CNN’s input data. Furthermore, this study used the CN, which was traditionally used for estimating runoff, as a tool for generating hydrological images, the CNN model input data. As such, this study presented a new usage of the CN.

This study used the most basic CNN model architecture to minimize the influence of the CNN model architecture on the model performance and to evaluate the CNN’s applicability for hydrological images built using the CN. However, a limitation of this study was the need to enhance accuracy by applying an improved CNN model architecture. Nevertheless, as there are almost no prior studies on runoff simulation using the CNN model comparable to this study, this study is considered to be a preliminary study of runoff simulation techniques using hydrological images. Therefore, the methodology proposed in this study could be gradually developed for use in runoff simulation research applying remote sensing technology or to enable global or regional real-time runoff simulations using satellite images. As such, the utilization scope of the technology is judged to be very large.
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