Uniqueness and delayed blow-up of solutions for fractional stochastic differential equations with multiplicative noise
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Abstract

The solution of some deterministic equation without noise may not be unique or existential. We study a nonlinear fractional partial differential equation which is driven by multiplicative noise of the form

\[ D^\beta_t u = \left[ -(-\Delta)^s u + \zeta(u) \right] dt + A \sum_{m \in \mathbb{Z}}^{d-1} \sum_{j=1}^{d} \theta_m \sigma_{m,j}(x) \circ dW^m_{t,j}, \quad s \geq 1, \quad \frac{1}{2} < \beta < 1, \]

where \( A > 0 \) is a constant depending on the noise intensity, \( \circ \) represent the Stratonovich-type stochastic differential. We prove that under some extra hypotheses about \( \zeta \), the multiplicative noise can delay the blow-up of the deterministic solution, and the above equation admits a pathwise unique solution with infinite life time with large probability. The existence and uniqueness of the solutions of the above stochastic equation are proved by using Galerkin approximations and priori estimates. We also verify the validation of hypotheses in the time fractional Keller-Segel and time fractional Fisher-KPP equations in 3D case.
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1. Introductions

In this paper, we consider the blow-up problem for nonlinear partial differential equations

\[ D_t^\beta u = \left[ -(-\Delta)^s u + \zeta(u) \right] dt, \quad s \geq 1, \quad \frac{1}{2} < \beta < 1, \]  

(1.1)

with initial data \( u(x, 0) = u_0(x) \in L^2(T^d) \). Defined on the tours \( T^d = \mathbb{R}^d / \mathbb{Z}^d \), we discuss the effect on the life span of the solution when equation (1.1) is perturbed by stochastic noise with the following form

\[
\begin{cases}
D_t^\beta u = \left[ -(-\Delta)^s u + \zeta(u) \right] dt + A \sum_{m \in \mathbb{Z}^d} \sum_{j=1}^{d-1} \theta_m \sigma_{m,j} (x) \circ dW_t^{m,j}, \quad s \geq 1, \quad \frac{1}{2} < \beta < 1, \\
u(x, 0) = u_0(x), \quad u_0 \in L^2(T^d),
\end{cases}
\]

(1.2)

where \( D_t^\beta \) is the left sided Caputo fractional derivative of order \( \beta \in \left( \frac{1}{2}, 1 \right) \), \( d \geq 2 \), and \( s \geq 1 \) is fixed, \( A = \sqrt{\frac{d}{(d-1)(\| \theta \|_{L^2}^2)} \cdot b} \), note that \( v \) represents the noise intensity. \( \zeta \) is a nonlinear term that satisfies specific assumptions. The meaning of the parameters in the equation is detailed in Section 3.

The phenomenon that the solutions of ordinary or partial differential equations diverge in finite time is known as the blow up of solutions [1], which exists in various fields, such as chemotaxis in biology [2], curvature flow in geometry [3], and fluid mechanics [4], etc. Recently, there are numerous research results for the solution of the blow-up phenomena, the conditions for the blow-up, the blow-up moment, the blow-up rate and the set of blow-up solutions have been studied widely. The sufficient conditions for the blow-up solutions of semi-discrete partial differential equations are given in [5, 6]. Later on, they proposed an upper bound for the blow-up time of solutions of fully discrete partial differential equations [7]. The relationship between the blow-up set of
semi-discrete equations and the continuous equations was discussed in [8], moreover, they pointed out that the blow-up set of semi-discrete equations converges to the blast set of continuous equations when the spatial grid parameters are sufficiently small. A classical blow-up equation is

\[ u_t = \Delta u + u^p, \]

which is defined in a bounded domain with zero Dirichlet condition. For any \( p \in (1, (n + 2)/n) \), all non-negative solutions of classical blow-up in finite time. The type of equation in which all solutions explode in finite time is also known as the Fujita problem [9]. The blow-up about the solution of the equation is divided into four cases, namely, no blow-up, blow-up occurred in a limited time, blow-up when time tends to infinity and the instantaneous blow-up that occurs at \( t = 0 \) [10].

Compared with integer-order models, scholars have stated that fractional-order models can preserve the genetic and memory properties of functions in practical problems [11, 12], and the physical meaning of parameters in fractional models also more explicit. Consequently, motivated by practical applications in various fields such as electrical engineering, physics, control theory and even finance (see [13], [14], [15], [16]) fractional models have been significantly developed in the past decades. There are also extensive results on the blow-up of fractional deterministic systems.

Recently, Zhang and Sun in [17] studied the blow-up of equation

\[
\begin{aligned}
D_t^\beta u(x, t) &= \Delta u(x, t) + |u(x, t)|^{p-1} u(x, t), \quad x \in \mathbb{R}^n, \ t > a > 0 \\
u(x, 0) &= u_0(x) \geq 0, \quad \lim_{|x| \to \infty} u_0(x) = 0.
\end{aligned}
\]

(1.3)

where \( 0 < \beta < 1, p > 1 \). Similar to the Fujita exponent, for any exponential \( p \in (1, (n + 2)/n) \), the solution of Eq. (1.3) blow-up at finity. In addition, for \( p \geq 1 + \frac{2}{n} \), sufficiently small \( \|u_0\|_{L^{\frac{n}{n-1}}(\mathbb{R}^n)} \), there exists a global solution.

Zhang and Li [18] discussed a time fractional subdiffusion equation with
nonlinear memory in a bounded domain
\[
\begin{cases}
D_t^\beta u = \Delta u + I_t^{1-\gamma} \left( |u|^{p-1} u \right), & x \in \Omega \subset \mathbb{R}^n, \ t > 0 \\
u(x,0) = u_0(x) \geq 0, & x \in \Omega \subset \mathbb{R}^n \\
u(x,t) = 0, & x \in \partial \Omega, \ t > 0,
\end{cases}
\] (1.4)
where \( I_t^{1-\gamma} u = \frac{1}{\Gamma(1-\gamma)} \int_0^t \frac{u(s)}{(t-s)^\gamma} ds, 0 < \beta < 1 \) and \( 0 \leq \gamma < 1 \). They proved in what relations the parameters \( p, \gamma, \beta, u_0 \) satisfy, all solutions of the Eq. (1.4) blow-up at \( t < \infty \), and in what conditions, the equation has global solution.

Li and Li in [19] considered the blow-up and global existence of the solution to a semilinear time-space Caputo–Hadamard fractional diffusion equation with fractional Laplacian
\[
\begin{cases}
CHD_{a,t}^{\beta} u(x,t) = -(-\Delta)^s u(x,t) |u(x,t)|^{p-1} u(x,t), & x \in \mathbb{R}^d, \ t > a > 0, \\
u(x,a) = u_a(x), & x \in \mathbb{R}^d,
\end{cases}
\] (1.5)
where \( \beta \in (0,1), s \in (0,1), p > 1, d \in \mathbb{N} \). By using contraction mapping principle, they studied the local existence and uniqueness of the mild solution, finally, showed the mild solution is equivalent to a weak solution.

In [20], Cao et al. analyzed the properties of the solution of the equation with the form
\[
\begin{cases}
D_t^\beta u = d\Delta u + a(x) u + u^p, & x \in \Omega \subset \mathbb{R}^n, \ t > 0 \\
u(x,0) = u_0(x) \geq 0, & x \in \Omega \subset \mathbb{R}^n \\
u(x,t) = 0, & x \in \partial \Omega, \ t > 0.
\end{cases}
\] (1.6)
They proved the sufficient conditions for the blow-up phenomenon of the solution under large initial conditions and studied the global existence of the solution under small initial conditions.

Take the nonlinear term \( \zeta = -u (1-u) \) in Eq. (1.1), the Eqs. (1.4) is called the time fractional Fisher-KPP reaction-diffusion equation, which has been studied by Alsaedi and al. in [21]
\[
\begin{cases}
D_t^\beta u = -(-\Delta)^s u - u (1-u), & x \in \Omega, \ t > 0, \\
u(x,t) = 0, x \in \mathbb{R}^N \setminus \Omega, \ t > 0, \\
u(x,0) = u_0(x), & x \in \Omega,
\end{cases}
\] (1.7)
with \( s \in (0,1] \). They gave the initial conditions that make the solution of system (1.7) with finite-time blow-up, and analyzed the asymptotic behavior of solutions, which are bounded.

Scholars believe that the explosion of the solution may be affected by some deterministic perturbations or stochastic perturbations, and examples of deterministic perturbations affecting the blow-up phenomenon can be found in [22]. In practical problems, complex systems often have a large amount of noise perturbations, so stochastic models have attracted the interest of many scholars. The properties of these systems, such as well-posedness, invariant measure, stability and invariant manifold, have been discussed (see ref [23, 24, 25, 26, 27]). In contrast to deterministic fractional differential equations, which have a wealth of results, there are relatively few theories for fractional stochastic differential equations in the Caputo sense, and most of the existing studies focus on investigating the existence and uniqueness of the solutions (see for instance [28], [29], [30], [31] and references therein).

Doan and al. in [32] studied the equation of the form

\[
\begin{cases}
D^{\beta} u_t = f(t, u_t) + g(t, u_t) \frac{dW_t}{dt}, & t \geq 0, \\
u_0 = u(0), & u_0 \in L^2(\Omega, H),
\end{cases}
\]  

(1.8)

where \( \beta \in (\frac{1}{2}, 1) \) and \( (W_t)_{t \in [0, \infty)} \) represents a standard scalar Brownian motion. They proved the solutions of the Eq. (1.8) are uniqueness and global existence if the function \( f, g \) satisfy a standard Lipschitz condition. Moreover, they indicate the asymptotic distance between time variable \( t \) and two different solutions that satisfying the above system.

In [33], Zhang and al. considered a nonlinear variable-order fractional stochastic differential equations

\[
\begin{cases}
\frac{du}{dt} = \left( -\lambda(t) D^{\beta(t)}_t (t) u + f(t, u) \right) dt + \sigma(t, u) dW, & t \in [0, T], \\
u(0) = u_0,
\end{cases}
\]  

(1.9)

where \( D^{\beta(t)}_t \) denotes the variable-order fractional derivative in the Riemann-
Liouville sense, and it holds
\[ D_t^\beta(t) g := \left[ \frac{1}{\Gamma(1-\beta(t))} \frac{d}{d\xi} \int_0^\xi g(s)(\xi-s)^{-\beta(t)} ds \right] \bigg|_{\xi=t} \]
which implies that the equation (1.9) can be transformed into the form in Caputo sense. The above equation is driven by a multiplicative white noise, they showed the well-posedness and the regularity of its solutions.

For a class of nonlinear time fractional stochastic partial differential equations
\[ D_t^\beta u_t(x) = -v(-\Delta)^{s/2} u_t(x) + I_t^{1-\beta} \left[ \lambda \sigma(u) \dot{W}(t, x) \right], \]  
(1.10)
where \( v > 0, \beta \in (0, 1), s \in (0, 2], d < \min\{2, \beta^{-1}\}, I_t^{1-\beta} \) is the Riesz fractional integral operator, \( \dot{W}(t, x) \) is a space-time white noise, and \( \sigma : \mathbb{R} \to \mathbb{R} \) is Lipschitz continuous. In [34], Mijena and Erkan studied the Eq.(1.10) in a \( d+1 \) dimensions for \( \lambda = 1 \), and claimed that the absolute moments of the solutions of the equations grow exponentially and the distance to the origin of the farthest peak of these moments grows linearly with time. Later on, as a further extension of the results in [34], Foondun and al. in [35] studied the asymptotic behavior of the solution when the initial data \( u_0 \) satisfied some reasonable assumptions, which is related to the time and parameters \( \lambda \).

It is known that, noise has a significant effect on the properties of the solution of the deterministic equation. For example, the suitably non-degenerate additive noise can improve the pathwise non-uniqueness for some deterministic equation [36]. The strong uniqueness of a class of SPDE with a non-Lipschitz drift and an additive noise was studied in [37], which is also called the regularization by noise. Multiplicative noise makes the solution of the stochastic transport linear equation converge to the deterministic equation when appropriate assumptions are satisfied [38]. And noise can improve the well-posedness for stochastic scalar conservation laws [39]. Motivated by the above results, in this study we consider the nonlinear time fractional stochastic partial differential system (1.2), prove that the suitably multiplicative noise can prolong the lifespan of the deterministic solution under some assumptions about \( \zeta \). Then
we use Galerkin approximations and priori estimates to prove the existence and uniqueness of the solution of Eq. (1.2), and state that the equation (1.2) has a pathwise unique solution with infinite life time with large probability.

The paper is organized as follows. In Section 2, we will first state some definitions relative to (1.2). In Section 3, we will introduce our model, hypotheses and main results. In Section 4, we prove that the assumptions in Section 3 hold for two examples. In Section 5, we will present the proofs for our main results based on some lemmas.

2. Preliminaries and notations

In this section, let us recall some necessary definitions of fractional order operators, present some symbols and auxiliary lemmas used later.

2.1. Preliminaries

Definition 2.1. [40] The left sided Riemann-Liouville fractional integral operator \( I_0^\beta \) of order \( \beta > 0 \), of a function \( u \in C_\kappa, \kappa \geq -1 \) is defined as

\[
I_0^\beta u(t) = \begin{cases} 
\frac{1}{\Gamma(\beta)} \int_0^t (t-\tau)^{\beta-1} u(\tau) d\tau, & \beta > 0, t > 0, \\
1 & \beta = 0.
\end{cases}
\]

where \( \Gamma(\beta) = \int_0^\infty e^{-t}t^{\beta-1}dt \) is a Gamma function.

Definition 2.2. [41] The left sided Riemann-Liouville fractional derivative operator \( D_0^\beta \) of order \( 0 < \beta < 1 \), of a function \( u \in C_\kappa \), is defined as

\[
D_0^\beta u(t) = \frac{1}{\Gamma(1-\beta)} \frac{d}{dt} \int_0^t (t-\tau)^{-\beta} u(\tau) d\tau.
\]

Definition 2.3. [40] The Caputo time-fractional derivative operator \( D_0^\beta \) of order \( \beta > 0 \), is defined as

\[
D_0^\beta u(x, t) = \frac{\partial^n u(x, t)}{\partial t^n} = \begin{cases} 
\frac{1}{\Gamma(n-\beta)} \int_a^t (t-\tau)^{n-\beta-1} \frac{\partial^n u(x, \tau)}{\partial \tau^n} d\tau, & n-1 < \beta < n, t > 0, \\
\frac{\partial^n u(x, t)}{\partial t^n}, & \beta = n \in \mathbb{N}.
\end{cases}
\]
Definition 2.4. The one- and two-parameter Mittag-Leffler function is defined as

\[
\begin{align*}
E_{\beta} (z^\beta) &= \sum_{k=0}^{\infty} \frac{z^\beta}{\Gamma(\beta k + 1)}, \quad \beta > 0 \\
E_{\beta,\gamma} (z^\beta) &= \sum_{k=0}^{\infty} \frac{z^\beta}{\Gamma(\beta k + \gamma)}, \quad \beta, \gamma > 0
\end{align*}
\]

Definition 2.5. For given \( f \in L^2 (\mathbb{T}^d; \mathbb{R}^d) \), \( f \) is divergence free in sense if

\[
(f, \nabla g) = 0 \quad \forall g \in C^\infty (\mathbb{T}^d).
\]

Definition 2.6. The orthogonal projection \( \Pi \) is given by

\[
\Pi : f = \sum_{k \in \mathbb{Z}^d} f_k e_k \mapsto \Pi f = \sum_{k \in \mathbb{Z}^d} P_k f_k e_k, \quad (2.1)
\]

where \( P_k \in \mathbb{R}^d \times \mathbb{R}^d \) is the \( d \)-dimensional projection on \( k \perp \), \( P_k = I - \frac{k}{|k|} \otimes \frac{k}{|k|} (k \neq 0) \). Moreover, \( \Pi_N \) is given by

\[
f = \sum_{k \in \mathbb{Z}^d} f_k e_k \mapsto \Pi_N f = \sum_{k \in \mathbb{Z}^d} f_k e_k, \quad (2.2)
\]

where \( \Pi_N : C^\infty (\mathbb{T}^d)' \to C^\infty (\mathbb{T}^d) \).

Definition 2.7. We say that a random time \( \tau \) is a blow-up time (or explosion time) of the solution \( u(t,x) \) to (1.2), if the following two conditions are fulfilled:

(i) For any \( t < \tau \), \( \sup_{x \in \Omega} |u(t,x)| < \infty \) a.s.;

(ii) If \( \tau < \infty \), then \( \lim_{t \to \tau} \sup_{x \in \Omega} |u(t,x)| = \infty \).

Lemma 2.1. Suppose that \( q > 1 \), \( p \in [q, +\infty) \) and \( \frac{1}{p} + \frac{q}{2} = \frac{1}{q} \). Suppose that \( \Lambda^\sigma f \in L^q \), then \( f \in L^p \) and there is a constant \( C \geq 0 \) such that

\[
\|f\|_{L^p} \leq C \|\Lambda^\sigma f\|_{L^q}.
\]

Lemma 2.2. (Fractional comparison principle) Let \( u(0) = v(0) \), \( u(t) \) and \( v(t) \) satisfies

\[
D^\beta_t u(t) \geq D^\beta_t v(t)
\]
Lemma 2.3. [45] For \( u(t) \geq 0 \),

\[
D_t^\beta u(t) + c_1 u(t) \leq c_2(t)
\]

(2.3)

for almost all \( t \in [0, T] \), where \( c_1 > 0 \) and the function \( c_2(t) \) is non-negative and integrable for \( t \in [0, T] \). Then

\[
u(t) \leq u(0) + \frac{1}{\Gamma(\beta)} \int_0^t (t-s)^{\beta-1} c_2(s) \, ds.
\]

(2.4)

Lemma 2.4. [46] For any function \( v(t) \) absolutely continuous on \([0, T]\), one has the inequality

\[
v(t) D_t^\alpha v(t) \geq \frac{1}{2} D_t^\alpha v^2(t), \quad 0 < \alpha < 1.
\]

(2.5)

Lemma 2.5. [47] Let \( s \in (0, 1) \) and \( p \in [1, +\infty) \) be such that \( sp < n \). Let \( \Omega \subseteq \mathbb{R}^n \) be an extension domain for \( W^{s,p} \). Then there exists a positive constant \( C = C(n, p, s, \Omega) \) such that, for any \( f \in W^{s,p}(\Omega) \), we have

\[
\|u\|_{L^q(\Omega)} \leq C \|u\|_{W^{s,p}(\Omega)}.
\]

(2.6)

for any \( q \in [p, p^*) \), where \( p^* = p^*(N, s) = \frac{Np}{N-sp} \) is the so-called fractional critical exponent; i.e., the space \( W^{s,p}(\Omega) \) is continuously embedded in \( L^q(\Omega) \) for any \( q \in [p, p^*) \). If, in addition, \( \Omega \) is bounded, then the space \( W^{s,p}(\Omega) \) is continuously embedded in \( L^q(\Omega) \) for any \( q \in [1, p^*) \).

Lemma 2.6. [48] Let \( a(t) \) be a continuous on \([0, T]\) \( (0 < T \leq \infty) \), \( l(t) \) is non-negative and locally integrable on \([0, T]\), and suppose \( u(t) \) be a continuous non-negative function on \([0, T]\) with

\[
u(t) \leq a(t) + \int_0^t l(s)u(s)ds, t \in [0, T).
\]

(2.7)

Then

\[
u(t) \leq a(t) + \int_0^t l(s)a(s) \exp\left(\int_s^t l(\tau) \, d\tau \right) ds, t \in [0, T).
\]

(2.8)

If \( a(t) \) is a nonnegative non-decreasing on \([0, T)\), the inequality \ref{2.8} is reduced to

\[
u(t) \leq a(t) \exp\left(\int_0^t l(s) \, ds \right)
\]

(2.9)

If \( a(t) \equiv 0 \), then we can get \( u(t) \equiv 0 \) on \([0, T)\).
Property 2.1. [44] If $0 < \alpha < 1, u \in AC^1[0, T]$ or $u \in C^1[0, T]$, then the equality

$$I^\alpha_t \left( D^\alpha_t u \right) (t) = u(t) - u(0),$$

and

$$D^\alpha_t \left( I^\alpha_t u \right) (t) = u(t),$$

hold almost everywhere on $[0, T]$. In addition

$$D_t^{1-\beta} \int_0^t D^\beta_t u(\tau) \, d\tau = \left( I^\beta_t \frac{d}{dt} I^\beta_t D_t^{1-\beta} \frac{d}{dt} u \right)(t) = u(t) - u(0). \quad (2.10)$$

2.2. Notations

Note that $L^p(T^d, \mathbb{R}^d)$ represents the set of $p$-th integrable functions, which is defined on $T^d$ and real-valued and has norm

$$\|f\|_{L^p} = \left( \int_\Omega |f(x)|^p \, dx \right)^{\frac{1}{p}}, \quad \|f\|_{L^\infty} = \text{ess sup}_{x \in \Omega} |f(x)|.$$

We abbreviate it as $L^p(T^d)$. The Sobolev spaces $H^s(T^d)$ $(s \in \mathbb{R})$ is given by

$$H^s(T^d) = \left\{ f = \sum_k f_k e_k |f_{-k} = \bar{f}_k, \sum_k \left( 1 + |k|^2 \right)^s |f_k|^2 < \infty \right\},$$

where $f \in L^2(T^d; \mathbb{R})$, $\{e_k\}_{k \in \mathbb{Z}^d}$ given by $e_k = e^{ik \cdot x}$ is a complete orthonormal system [38]. For any $f$ on $\Omega$, $\alpha \in \mathbb{R}$, set $\Lambda = (-\Delta)^{\frac{\alpha}{2}}$, it holds $\|f\|_{H^\alpha} = \|\Lambda^s f\|_{L^2}$ (see [44]). The norm of $f \in L^p\left(0, T; H^s(T^d)\right)$ is abbreviated as $\|f\|_{L^p H^s}$, other similar representations have the same meaning. For any $f, g \in L^2(T^d)$, the inner product is denoted as $\langle f, g \rangle$. For the prevention of symbol abuse, we also have the symbol $\langle f, g \rangle$ for the dual product of $f \in H^s(T^d)$ and $g \in H^{-s}(T^d)$. The notation $[\cdot, \cdot]$ means the quadratic covariation process.

In the following representations, the symbol $\lesssim$ indicates that the number and equation on the left is less than or equal to $K$ times the number and equation on the right, where $K$ is a constant greater than 0, and its value will change under different circumstances. The dependence of the constants on parameters will be clearly written only when necessary.
3. Models and main result

Firstly, we discuss the time fractional deterministic equation

\[ D^\beta_t u = \left[ (-\Delta)^s u + \zeta(u) \right] dt, \tag{3.1} \]

where \( \Delta \) is the periodic Laplacian operator, \( s \geq 1 \) is fixed, \( \frac{1}{2} < \beta < 1 \), \( \zeta(u) \) is a nonlinear function with respect to \( u \), and the above equation is defined on the torus \( \mathbb{T}^d = \mathbb{R}^d / \mathbb{Z}^d \). In order to make the conclusions more general, we assume that the nonlinear function \( \zeta \) satisfies some assumptions that are motivated by [50] and [51]. We will test the validity of this hypothesis with some classical equations in Section 4.

**Hypothesis 3.1.** The unknown nonlinear term \( \zeta \) satisfies the assumptions (i)-(iv).

(i) The unknown nonlinear function \( \zeta \) is a continuous mapping from Sobolev space \( H^{s-\gamma_1} \) to Sobolev space \( H^{-\gamma} \), and the Sobolev norm of the function \( \zeta \) satisfies the inequality

\[ \| \zeta(u) \|_{H^{-\gamma}} \leq C \left( 1 + \| u \|_{H^{s}}^{\frac{1}{2}} \right) \left( 1 + \| u \|_{H^{s}} \right), \]

with parameters \( a_1 \geq 0 \) and \( 0 < \gamma_1 < s \).

(ii) The inner product satisfies the inequality

\[ |\langle \zeta(u), u \rangle| \leq C \left( 1 + \| u \|_{L^2}^{2a_2} \right) \left( 1 + \| u \|_{H^{s}}^{2} \right), \]

with parameters \( a_2 \geq 0 \), \( 0 < \gamma_2 < 2 \). More generally, scaling \( L^2 \)-norm of \( u(t) \) further by the interpolation inequality gives

\[ |\langle \zeta(u), u \rangle| \leq C \left( 1 + \| u \|_{H^{s+\frac{\delta}{s}}}^{\frac{a_2+1}{2}} \right) \left( 1 + \| u \|_{H^{-\frac{\delta}{s}}}^{\frac{a_2+1}{2}} \right) \left( 1 + \| u \|_{H^{-\frac{\delta}{s}}}^{\frac{a_2+1}{2}} \right), \]

where \( \delta \) can be taken to be small enough.

(iii) Extending the first inequalities in condition (ii), it holds

\[ |\langle u - v, \zeta(u) - \zeta(v) \rangle| \leq C \| u - v \|_{L^2}^{a_3} \| u - v \|_{H^{s}}^{\frac{\gamma_3}{2}} \left( 1 + \| u \|_{H^{s}} + \| v \|_{H^{s}} \right), \]

\[ |\langle u - v, \zeta(u) - \zeta(v) \rangle| \leq C \| u - v \|_{L^2}^{a_3} \| u - v \|_{H^{s}}^{\frac{\gamma_3}{2}} \left( 1 + \| u \|_{H^{s}} + \| v \|_{H^{s}} \right), \]

\[ |\langle u - v, \zeta(u) - \zeta(v) \rangle| \leq C \| u - v \|_{L^2}^{a_3} \| u - v \|_{H^{s}}^{\frac{\gamma_3}{2}} \left( 1 + \| u \|_{H^{s}} + \| v \|_{H^{s}} \right). \]
where the parameters satisfy the system

\[
\begin{align*}
\gamma_3 + \eta &\leq 2, & \eta &\geq 0, \\
\gamma_3 + \eta &\leq 2, & \eta &\geq 0.
\end{align*}
\]

(iv) For a sufficiently large positive constant \(b\), the deterministic equation

\[
D_t^\beta u = -(-\Delta)^s u + b\Delta u + \zeta(u), \quad u(x,0) = u_0
\]

has a unique global solution \(u\) with trajectories in \(L^2(0,T;H^s(\mathbb{T}^d)) \cap C([0,T];L^2(\mathbb{T}^d))\), and the \(L^2\)-norm of the solution \(u\) is less than infinity when the initial data \(u(x,0) = u_0\) is bounded, closed and convex.

The parameter \(C\) in each of the above inequalities are not the same and are constants independent of the parameters, in order to avoid the abuse of symbols, uniformly denoted by the symbol \(C\).

Remark 3.1. By combining hypothesis (ii), Lemma 2.4 and Young inequality, we can conclude that exist some real constants \(Q > 0\), \(a' = \frac{2a_2}{2 - \gamma_2} > 0\), any solutions of (3.2) hold

\[
D_t^\beta \left\| u \right\|_{L^2}^2 = \int_{\mathbb{T}^d} D_t^\beta u^2 \, dx \leq \int_{\mathbb{T}^d} 2uD_t^\beta u \, dx
\]

\[
= -2 \left\| (-\Delta)^{s/2} u \right\|_{L^2}^2 - 2b \left\| \nabla u \right\|_{L^2}^2 + 2 \left\langle \zeta(u), u \right\rangle, \\
\leq -2 \left\| (-\Delta)^{s/2} u \right\|_{L^2}^2 - 2b \left\| \nabla u \right\|_{L^2}^2 + 2 (1 + \left\| u \right\|_{H^s}^2) (1 + \left\| u \right\|_{L^2}^{2^*})
\]

Combining the inequality (3.3) (see [51]),

\[
\left\| u \right\|_{H^s}^2 \leq 2^{s-1} \left( \left\| u \right\|_{L^2}^2 + \left\| (-\Delta)^{s/2} u \right\|_{L^2}^2 \right)
\]

and Poincaré inequality that we take the constants as \(\frac{1}{Z}\), namely

\[
\left\| u - \int_{\mathbb{T}^d} u(x,t) \, dx \right\|_{L^2}^2 \leq \frac{1}{Z} \left\| \nabla u \right\|_{L^2}^2,
\]

the above inequality can be simplified as

\[
D_t^\beta \left\| u \right\|_{L^2}^2 \leq -2 \left\| (-\Delta)^{s/2} u \right\|_{L^2}^2 - 2b \left\| \nabla u \right\|_{L^2}^2 + 2^{2-s} \left\| u \right\|_{H^s}^2 + Q \left( 1 + \left\| u \right\|_{L^2}^{2^*} \right) - 2 Z \left( 2Zb - 1 \right) \left\| u \right\|_{L^2}^2 \left( 1 + \left\| u \right\|_{L^2}^{2^*} \right).
\]
Solutions of fractional deterministic differential equations may experience blow-up, we add the Stratonovich-type stochastic term to the deterministic equation (3.6), i.e., shaped as

\[ D^\beta_t u = \left[ -(-\Delta)^s u + \zeta(u) \right] dt + A \sum_{m \in \mathbb{Z}_d^d} \sum_{j=1}^{d-1} \theta_m \sigma_{m,j}(x) \circ dW_{t}^{m,j}, \]

where \( A \) is taken as \( \sqrt{\frac{d}{(d-1)\|\theta\|_{\ell^2}}} \cdot b \) in order to simplify the following proof. We shall discuss whether the presence of stochastic noise can affect the explosion phenomenon of deterministic equation solutions. Next, we introduce the meaning of the other parameters in the equation (3.6) and the conditions that the parameters satisfy, which are similar to those in [51, 52].

Denoting positive constants by \( \mathbb{Z}_d^d_+ \), correspondingly, we denote negative constants by \( \mathbb{Z}_d^d_- \). For \( m \in \mathbb{Z}_d^d_+ \), let \( \theta = \{ \cdots, \theta_{-m}, \cdots, \theta_m, \cdots \} \) be a square addable sequence that satisfies \( \|\theta\|_{\ell^2} < \infty \) and \( \theta_m = \theta_{-m} \). The vector fields \( \sigma_{m,j} \) are defined as \( \sigma_{m,j} = q_{m,j}e^{2\pi i m \cdot x} \). To ensure that \( \sigma_{m,j} \) are divergence free, we take

\[
\begin{cases}
q_{m,j} \cdot m = 0, & m \in \mathbb{Z}_d^d_+,
q_{m,j} = q_{-m,j}, & m \in \mathbb{Z}_d^d_-,
\end{cases}
\]

where \( j = 1, 2, \cdots, d-1 \). Summarizing the above, for any \( x \in \mathbb{R}^d/\mathbb{Z}^d \), we have

\[
\sum_{m \in \mathbb{Z}_d^d} \sum_{j=1}^{d-1} \theta^2_m (\sigma_{m,j}(x) \otimes \sigma_{-m,j}(x)) = \sum_{m \in \mathbb{Z}_d^d} \theta^2_m \sum_{j=1}^{d-1} (q_{m,j}e^{2\pi i m \cdot x} \otimes q_{-m,j}e^{-2\pi i m \cdot x})
\]

\[
= \sum_{m \in \mathbb{Z}_d^d} \theta^2_m (q_{m,1} \otimes q_{-m,1} + \cdots + q_{m,d-1} \otimes q_{-m,d-1}) = \frac{d-1}{d} \|\theta\|_{\ell^2}^2 I_d.
\]

(3.7)

Assume \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space with filtration \( \{\mathcal{F}_t : t \geq 0\} \), \( W_{t}^{m,j} \) is the complex Brownian motion defined on this probability space [52], namely

\[
W_{t}^{m,j} = \begin{cases}
B_{t}^{m,j} + iB_{t}^{-m,j}, & m \in \mathbb{Z}_d^d_+;\\
B_{t}^{-m,j} - iB_{t}^{m,j}, & m \in \mathbb{Z}_d^d_-.
\end{cases}
\]

\[1\] The choice of vector fields and complex Brownian motion is guided by Section 2.2 in [38], and based on the method used in Section 2.3 for converting the Stratonovich form to the Itô form, the equation is further simplified by choosing parameters \( A \) of a particular form.
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Hence it clearly holds $W_{t}^{m,j} = W_{t}^{-m,j}$. Furthermore, we assume that $W_{m,j}^{m_{1},j_{1}}, W_{m,j}^{m_{2},j_{2}}$ are independent whenever $j_{1} \neq j_{2}$ or $m_{1} \neq -m_{2}$, namely, we have

$$[W_{m,j}^{m_{1},j_{1}}, W_{m,j}^{m_{2},j_{2}}]_{t} = 2t \delta_{j_{1}-j_{2}} \delta_{m_{1}+m_{2}}.$$

Based on the relationship between the Stratonovich and Itô integrals [38], we can convert the equation (3.6) to an equivalent Itô form, we have

$$D_{t}^{\beta} u = \left[ -(-\Delta)^{\beta} u + \zeta(u) \right] dt + A \sum_{m \in \mathbb{Z}^{d}_{0}} \sum_{j=1}^{d-1} \theta_{m} \sigma_{m,j}(x) \nabla u \cdot dW_{t}^{m,j}$$

$$= \left[ -(-\Delta)^{\beta} u + \zeta(u) \right] dt + A \sum_{m \in \mathbb{Z}^{d}_{0}} \sum_{j=1}^{d-1} \theta_{m} \sigma_{m,j}(x) \nabla u \cdot dW_{t}^{m,j} + \frac{1}{2} \sum_{m \in \mathbb{Z}^{d}_{0}} \sum_{j=1}^{d-1} \theta_{m} d \left[ \sigma_{m,j}(x) \nabla u, W_{t}^{m,j} \right]$$

$$= \left[ -(-\Delta)^{\beta} u + \zeta(u) + b \Delta u \right] dt + A \sum_{m \in \mathbb{Z}^{d}_{0}} \sum_{j=1}^{d-1} \theta_{m} \sigma_{m,j}(x) \nabla u \cdot dW_{t}^{m,j}$$

The simplification of the last step holds due to the condition [37] and the value of the constant $A$.

In the following, we concentrate on the equation

$$D_{t}^{\beta} u = \left[ -(-\Delta)^{\beta} u + \zeta(u) + b \Delta u \right] dt + A \sum_{m \in \mathbb{Z}^{d}_{0}} \sum_{j=1}^{d-1} \theta_{m} \sigma_{m,j}(x) \nabla u \cdot dW_{t}^{m,j} \tag{3.8}$$

whose initial value is $u_{0}$. To prevent confusion, denote the solution of equation [3.8] by $u_{t}(u_{0}, \theta)$ and the solution of equation [3.2] by $u_{t}(u_{0})$. Here are the two main conclusions of this paper.

**Theorem 3.1.** Assume the initial data $u(x, 0) = u_{0}$ is bounded, closed and convex, there exists a square summable real sequence $\{\theta_{m}\}_{m}$, such that the equation

$$D_{t}^{\beta} u = \left[ -(-\Delta)^{\beta} u + \zeta(u) \right] dt + A \sum_{m \in \mathbb{Z}^{d}_{0}} \sum_{j=1}^{d-1} \theta_{m} \sigma_{m,j}(x) \nabla u \cdot dW_{t}^{m,j}$$

have a unique solution, where $\zeta$ is an unknown nonlinear function satisfies Hypothesis [7]. Moreover, for any $0 < T < \infty$, we can find positive parameters $S$ and $b$ big enough, the solution satisfies

$$\mathbb{P} \left( \|u_{t}(u_{0}, \theta)\|_{C([0,T];H^{-\gamma})} < S \right) \geq 1 - \varepsilon, \quad \forall t \in [0,T], \quad \forall \varepsilon \in (0,1). \tag{3.9}$$
Combining Theorem 3.1, we discuss the key question of this study, namely whether the blow-up time of the solution can be delayed in the presence of stochastic noise perturbations. We make further assumptions to show that the lifespan of the solution can be extended under these assumptions. Suppose the special sequence \( \{\theta_m\} \) taken in the above theorem is \( \{\theta^S\}_S \).

**Theorem 3.2.** \( \zeta \) satisfies Hypothesis 3.1, \( b > 0 \) big enough and choose \( u_0 \) is bounded, convex and closed. Assume there exist constants \( \lambda \) and \( K \) greater than \( 0 \) and can be sufficiently large, such that the \( L^2 \)-norm of the solution of the time fractional deterministic equation

\[
D^\beta_t u = -(-\Delta)^s u + b\Delta u + \zeta(u)
\]

holds the inequality \( \|u_t(u_0)\|_{L^2} \leq K\|u_0\|_{L^2} e^{-\lambda t} \). And the solution of the time fractional stochastic differential equation

\[
D^\beta_t u = [-(\Delta)^s u + \zeta(u)] dt + A \sum_{m \in \mathbb{Z}^d} \sum_{j=1}^{d-1} \theta^S \sigma_{m,j}(x) \circ dW^m_t (3.10)
\]

exists a pathwise unique global solution for sufficiently small initial data \( u_0 \). Then the lifespan of the pathwise unique solution of the Eqs. (3.10) can be taken to infinity with a high probability.

### 4. Examples

In this section, we verify that Hypothesis 3.1 holds for fractional Keller-Segel and fractional Fisher-KPP equations when \( d = 3 \).

#### 4.1. Fractional Keller-Segel Equation

Keller and Segel proposed a partial differential equation for modeling the chemotaxis behavior in cellular systems, which is known as the Keller-Segel model [53]. The simplified form is shown as

\[
\begin{align*}
\partial_t \rho &= \Delta \rho - \chi \nabla \cdot (\rho \nabla c) \quad \text{in } \Omega, \\
\partial_t c &= \gamma \Delta c + \beta \rho - \mu c, \\
\rho (0, \cdot) &= \rho_0 \geq 0, \quad c (0, \cdot) = c_0 \geq 0, \\
\partial_x \rho (t, \cdot) &= \partial_x c (t, \cdot) = 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

(4.1)
where \( \chi, \gamma, \mu, \beta \) are positive constants. This system is also one of the most important partial differential systems for learning about chemotactic aggregation. For dimension \( d = 1 \), the solutions of the system (5.10) are regular, while \( d \) takes other values, the solutions with finite-time blow-up if initial data big enough, see [54, 55, 56] for more details. Moreover, [56] gives the set of initial values that make the solutions of the equation (4.1) blow up.

The fractional Keller-Segel model is an extension of the Keller-Segel system for the case that the motion of the cell cannot be described by random walk [54]. For example, [57] introduced the mild solution of the equation

\[
\begin{align*}
D_\beta^t u - v\Delta u + (u \cdot \nabla) u + \nabla p &= f, \quad \text{in } \mathbb{R}^n, \quad t > 0, \\
 u(x,0) &= u_0(x) \geq 0, \quad \text{in } \mathbb{R}^n, \quad t > 0 \\
 \nabla \cdot u &= 0, \quad \text{in } \mathbb{R}^n,
\end{align*}
\]

where \( \beta \in (0,1) \). They also proved existence, uniqueness, decay, and regularity properties of mild solutions. Next, we discuss a class of fractional Keller-Segel equations and verify that Hypothesis 3.1 holds for such equations.

Lemma 4.1. Hypothesis 3.1 holds for the time fractional Keller-Segel system

\[
\begin{align*}
D_\beta^t \rho &= \Delta \rho - \nabla \cdot (\rho \nabla c), \\
-\Delta c &= \rho - \int_\Omega \rho(x) \, dx, \\
\nabla \cdot \rho &= 0, \tag{4.2}
\end{align*}
\]

where \( \beta \in (0,1) \), \( \Omega = \mathbb{T}^3 \).

Proof. It is obvious that we can simplify the above system (4.2) to

\[
D_\beta^s \rho = \Delta \rho - \nabla \cdot (\rho \nabla c) = \Delta \rho - \nabla \cdot [\rho \nabla \cdot (\rho^{-1}) (\rho - \rho_\Omega)] \\
= \Delta \rho - \nabla \cdot [\rho \nabla^{-1} (\rho - \rho_\Omega)],
\]

which is equivalent to taking \( s = 1 \), \( \zeta(\rho) = -\nabla \cdot [\rho \nabla^{-1} (\rho - \rho_\Omega)] \) in equation (3.1). We first prove that the mapping \( \zeta \) satisfies the conditions (i)-(iii). From the Sobolev embedding inequality, we obtain the inclusion relation between different Sobolev spaces as follows.

\[
H^1(\mathbb{T}^3) \hookrightarrow H^{3/4}(\mathbb{T}^3) \hookrightarrow L^4(\mathbb{T}^3), \quad H^{7/4}(\mathbb{T}^3) \hookrightarrow L^\infty(\mathbb{T}^3), \quad H^{1/2}(\mathbb{T}^3) \hookrightarrow L^3(\mathbb{T}^3). \tag{4.3}
\]
By considering the properties of the norm, we deduce that

\[
\| \zeta (\rho_1) - \zeta (\rho_2) \|_{H^{-1}} = \| - \nabla \cdot [\rho_1 \nabla^{-1} (\rho_1 - \rho_{2\Omega})] + \nabla \cdot [\rho_2 \nabla^{-1} (\rho_2 - \rho_{2\Omega})] \|_{H^{-1}} \\
= \| \nabla \cdot (\rho_1 \nabla^{-1} \rho_1) - \nabla \cdot (\rho_1 \nabla^{-1} \rho_{2\Omega}) - \nabla \cdot (\rho_2 \nabla^{-1} \rho_2) + \nabla \cdot (\rho_2 \nabla^{-1} \rho_{2\Omega}) \|_{H^{-1}} \\
\leq \| \nabla \cdot (\rho_1 \nabla^{-1} \rho_1) - \nabla \cdot (\rho_2 \nabla^{-1} \rho_2) \|_{H^{-1}} + \| \nabla \cdot (\rho_1 \nabla^{-1} \rho_{2\Omega}) - \nabla \cdot (\rho_2 \nabla^{-1} \rho_{2\Omega}) \|_{H^{-1}} \\
\leq \| (\rho_1 \nabla^{-1} \rho_1) - (\rho_2 \nabla^{-1} \rho_2) \|_{L^2} + \| \rho_1 \nabla^{-1} \rho_{2\Omega} - \rho_2 \nabla^{-1} \rho_{2\Omega} \|_{L^2}.
\]

Next we scale the norm with the triangle inequality and results 1,3, the following formula holds \[1,3]\]

\[
\| (\rho_1 \nabla^{-1} \rho_1) - (\rho_2 \nabla^{-1} \rho_2) \|_{L^2} = \| \rho_1 \nabla^{-1} \rho_1 - \rho_2 \nabla^{-1} \rho_1 + \rho_2 \nabla^{-1} \rho_1 - \rho_2 \nabla^{-1} \rho_2 \|_{L^2} \\
\leq \| \rho_1 - \rho_2 \|_{L^2} \| \nabla^{-1} \rho_1 \|_{L^4} + \| \rho_2 \|_{L^4} \| \nabla^{-1} (\rho_1 - \rho_2) \|_{L^4} \\
\leq \| \rho_1 - \rho_2 \|_{L^2} \| \rho_1 \|_{H^{3/4}} + \| \rho_2 \|_{H^{3/4}} \| (\rho_1 - \rho_2) \|_{L^2}.
\]

Note that \( \rho_{2\Omega} (t) = \rho_{2\Omega} (0) = \int_{\Omega} \rho_1 (t, x) \, dx \), \( \rho_{2\Omega} (t) = \rho_{2\Omega} (0) = \int_{\Omega} \rho_2 (t, x) \, dx \), and both are constants. From the above statement the following inequality can be obtained,

\[
\| \zeta (\rho_1) - \zeta (\rho_2) \|_{H^{-1}} \leq \| \rho_1 - \rho_2 \|_{L^2} (1 + \| \rho_1 \|_{H^{3/4}} + \| \rho_2 \|_{H^{3/4}}).
\]

To obtain the condition (i), we let \( \rho_2 = 0 \) in the above equation, then

\[
\| \zeta (\rho_1) \|_{H^{-1}} \leq \| \rho_1 \|_{L^2} (1 + \| \rho_1 \|_{H^{3/4}}) \leq (1 + \| \rho_1 \|_{L^2}) (1 + \| \rho_1 \|_{H^{3/4}}),
\]

which means that (i) holds with \( a_1 = 1, \gamma_1 = 1/4 \).

Using the formula \( \langle f, \nabla^{-1} f \cdot \nabla f \rangle = -\frac{1}{2} \langle f^2, \nabla \cdot (\nabla^{-1} f) \rangle \) and the nature of inner product, it holds

\[
|\langle \zeta (\rho), \rho \rangle| = |\langle - \nabla \cdot [\rho \nabla^{-1} (\rho - \rho_{\Omega})] , \rho \rangle| \\
= |\langle - \nabla \rho \cdot \nabla^{-1} (\rho - \rho_{\Omega}) , \rho \rangle + \langle - \rho (\rho - \rho_{\Omega}) , \rho \rangle| \\
\leq \| \rho \|_{L^3}^3.
\]

We can obtain from the embedding theorem that the norm satisfies the formula

\[
\| \rho \|_{H^{3/2}}^3 \leq \| \rho \|_{L^2}^{3/2} \| \rho \|_{H^{3/2}}^{3/2} \leq \| \rho \|_{L^2}^{3/2} \| \rho \|_{H^{3/2}}^{3/2}, \quad (4.4)
\]

\[2\]Decomposition and scaling of the norm by means of a method similar to that of Lemma 2.1 in [51].
therefore it clearly holds
\[ |\langle \zeta (\rho) , \rho \rangle | \lesssim \left( 1 + \| \rho \|_{L^2}^{3/2} \right) \left( 1 + \| \rho \|_{H^1}^{3/2} \right), \]
which means that (ii) holds with \( a_2 = \gamma_2 = 3/2 \).

It is clear that
\[ |\langle \zeta (\rho_1) - \zeta (\rho_2) , \rho_1 - \rho_2 \rangle | \lesssim \| \rho_1 - \rho_2 \|_{L^2} \| \rho_1 - \rho_2 \|_{H^1} \left( 1 + \| \rho_1 \|_{H^1} + \| \rho_2 \|_{H^1} \right), \]
then we can use the result of condition (i) to get the inequality easily
\[ |\langle \zeta (\rho_1) - \zeta (\rho_2) , \rho_1 - \rho_2 \rangle | \lesssim \| \rho_1 - \rho_2 \|_{L^2} \| \rho_1 - \rho_2 \|_{H^1} \left( 1 + \| \rho_1 \|_{H^1} + \| \rho_2 \|_{H^1} \right), \]
which means that (iii) is satisfied with \( a_3 = \gamma_3 = \eta = 1 \).

Substituting \( \rho (t) - \rho_{T3} (t) = \rho (t) - m \) into the equation, we can obtain the same equation of the form 3.2, then from the Remark 3.1 it follows that
\[ D^\beta \| \rho - m \|_{L^2}^2 \leq -2 (4Zb - 1) \| \rho - m \|_{L^2}^2 + Q \left[ 1 + \left( \| \rho - m \|_{L^2}^2 \right)^{\beta/2} \right]. \]
We set \( D^\beta f (t) = -2 (4Zb - 1) f (t) + Q \left[ 1 + x(t)^{\beta/2} \right] \), by using Property 2.1 then the following identity holds
\[ f (t) = f (0) + \int_0^t (t-s)^{\beta-1} \left[ Q \left( 1 + f (s)^{\beta/2} \right) - 2 (4Zb - 1) x (s) \right] ds. \]
Assume that \( f (0) = \| \rho (0) - \rho_{T3} (0) \|_{L^2}^2 \) is finite, \( \rho_{T3} (0) \in \mathbb{R} \), we can take \( b \) sufficiently large such that \( f (t) < \infty \). As an application of Lemma 2.2 (iv) holds.

4.2. Fractional Fisher-KPP Equation

The reaction-diffusion equation controls the temporal evolution of the concentration or population density of species spreading, and its applications include the spatial and temporal spread of epidemics, the spatial spread of invasive species, etc [58, 59]. A well-known example of reaction-diffusion equation is the Fisher-KPP model, which is named after Fisher [60], Kolmogorov, and Petrovsky and Piskunov [61]. The standard reaction-representation of this equation [3] is
\[ \frac{\partial u (x,t)}{\partial t} = D \frac{\partial^2 u (x,t)}{\partial x^2} + ru (x,t) (1 - u (x,t)), \quad D > 0, r > 0. \]
As the research progressed, scholars found that the classical Fisher-KPP model has great limitations in modeling practical problems, so they combined the fractional order method with the reaction diffusion equation, and then focus more attention on the fractional order diffusion problem. Furthermore, they claim that the later method is more suitable for modeling sub-diffusion problems [62]. Regarding the blow up and global existence of the solution of the system, a large number of results have been presented. Ahmad at al. [63] have studied a reaction diffusion
\[
D_t^\beta u = \Delta u + u^2 - u
\] (4.5)
with a Caputo fractional derivative in time and various boundary conditions. With some conditions on the initial data, they demonstrated the solutions of Eq. (4.6) with finite-time blow-up. And for \( u_0 \in [0,1] \), there exists a global and bounded solution. Xu at al. [64] showed the blow-up phenomenon and the conditions for its appearance. By fixing the other parameters in the model, they found that the lower the order, the earlier the blow-up comes. Next, we also consider the above equation in 3D case.

Lemma 4.2. **Hypothesis 3.1 holds for the time fractional deterministic system**

\[
\begin{cases}
D_t^\beta u = \Delta u + u^2 - u, \\
\int_{\mathbb{R}^3} u(x,0) dx \in (-\infty, 1), \\
\|u(x,0) - \int_{\mathbb{R}^3} u(x,0) dx\|_{L^2} \leq \sqrt{\delta_0},
\end{cases}
\] (4.6)

where \( 0 < \beta < 1, \ 0 \leq \delta_0 < \infty \).

**Proof.** The system (4.6) is equivalent to taking \( s = 1, \ \zeta(\rho) = u^2 - u \) in equation (3.1). To begin with, we list several important inequalities used in the following. The interpolation inequality [65]

\[
\|u\|_{L^2} \leq \|u\|_{H^{\beta/\delta_0}}^{\beta/\delta_0} \|u\|_{H^{-\beta/\delta_0}}^{\delta_0 - \beta/\delta_0},
\] (4.7)

the Sobolev inequality (see [66])

\[
\|u\|_{L^p(R^n)} \leq \|u\|_{L^{p\beta} \cap L^{p(1-\gamma_1)}(R^n)} \|u\|_{L^{p(1-\gamma_1)}(R^n)},
\] (4.8)
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with \( \varsigma_1 = \left( \frac{1}{p_{k-1}} - \frac{1}{p_k} \right) / \left( \frac{1}{p_{k-1}} - \frac{2-n}{np_k} \right) \sim O(1) \), \( 1 - \varsigma_1 \sim O(1) \), \( p_k \to \infty \).

And the Hölder’s inequality (see [67])

\[
\int_a^b |f(x)g(x)| \, dx \leq \left( \int_a^b |f(x)|^p \, dx \right)^{\frac{1}{p}} \left( \int_a^b |g(x)|^q \, dx \right)^{\frac{1}{q}},
\]

where \( p, q > 0 \) and \( \frac{1}{p} + \frac{1}{q} = 1 \).

The proof of the (i)-(iii) of Hypothesis 3.1 are similar to that of [51]. For condition (i), using the fact that \( H^{1/2}(\mathbb{T}^3) \hookrightarrow L^3(\mathbb{T}^3) \), we have

\[
\| \zeta(u_1) - \zeta(u_2) \|_{H^{-1}} = \| (u_1^2 - u_1) - (u_2^2 - u_2) \|_{H^{-1}} \\
\lesssim \| (u_1^2 - u_1) - (u_1 - u_2) \|_{H^{-1/2}} \\
\lesssim \| u_1 + u_2 \|_{H^{1/2}} \| u_1 - u_2 \|_{H^{1/2}} + \| u_1 - u_2 \|_{H^{1/2}} \\
\lesssim \| u_1 - u_2 \|_{H^{1/2}} (1 + \| u_1 \|_{H^{1/2}} + \| u_2 \|_{H^{1/2}}).
\]

Then we take \( u_2 = 0 \), namely

\[
\| \zeta(u_1) \|_{H^{-1}} \lesssim \| u_1 \|_{H^{1/2}} (1 + \| u_1 \|_{H^{1/2}}),
\]

which indicates that the mapping \( \zeta : H^{1/2} \to H^{-1} \) is continuous, so (i) is satisfied with \( a_1 = 1, \gamma_1 = 1/2 \).

With respect to hypothesis (ii), we can easily conclude

\[
|\langle \zeta(u), u \rangle| = |\langle u^2 - u, u \rangle| = \int_{\mathbb{T}^3} (u^2 - u) \, u \, dx \\
\leq \| u \|_{L^3}^3 \lesssim \| u \|_{H^{1/2}}^{3/2} \| u \|_{L^2}^{3/2}
\]

by using the inequality (4.3), which implies (ii) is satisfied with \( a_2 = 3/2, \gamma_2 = 3/2 \).

Then we test assumption (iii), since

\[
|\langle \zeta(u_1) - \zeta(u_2), u_1 - u_2 \rangle| = |\langle (u_1^2 - u_1) - (u_2^2 - u_2), u_1 - u_2 \rangle| \\
= |\langle (u_1^2 - u_2^2) - (u_1 - u_2), u_1 - u_2 \rangle| \\
\lesssim \| u_1 + u_2 \|_{L^3} \| u_1 - u_2 \|_{L^3}^2 \\
\lesssim \| u_1 + u_2 \|_{H^{1/2}} \| u_1 - u_2 \|_{H^{1/2}}^2 \\
\lesssim (\| u_1 \|_{H^{1/2}} + \| u_2 \|_{H^{1/2}}) \| u_1 - u_2 \|_{H^{1/2}} \| u_1 - u_2 \|_{L^2},
\]

which implies (iii) is satisfied with \( a_3 = 1, \gamma_3 = 1, \eta = 1 \).
Finally, we verify that (iv) holds. Integrating $D_t^2 u = \Delta u + b \Delta u + u^2 - u$ over $T^3$ yields
\[
D_t^3 u_{T^3} = (1 + b) \Delta u_{T^3} + \|u\|_{L^2}^2 - u_{T^3} = \|u\|_{L^2}^2 - u_{T^3}^2 + u_{T^3}^2 - u_{T^3} = \|u - u_{T^3}\|_{L^2}^2 + u_{T^3}^2 - u_{T^3}.
\]
Subtracting the two equations, we say
\[
D_t^3 (u - u_{T^3}) = (1 + b) \Delta (u - u_{T^3}) + u^2 - u - \left(\|u\|_{L^2}^2 - u_{T^3}\right)
= (1 + b) \Delta (u - u_{T^3}) + \left(u^2 - \|u\|_{L^2}^2\right) - (u - u_{T^3}),
\]

since $\|u - u_{T^3}\|_{L^2}^2 \geq 0$ and $\|u\|_{L^2}^2 \geq 0$ hold constantly, as an application of Lemma 2.4, we can easily deduce
\[
D_t^3 \|u - u_{T^3}\|_{L^2}^2 \leq 2 \int_{T^3} (u - u_{T^3}) D_t^3 (u - u_{T^3}) \, dx
\]
\[
= -2 (1 + b) \|\nabla (u - u_{T^3})\|_{L^2}^2 + 2 \|u - u_{T^3}\|_{L^2}^2 + 2 \int_{T^3} \left(u^2 - \|u\|_{L^2}^2\right) (u - u_{T^3}) \, dx
\]
\[
\leq -2 (1 + b) \|\nabla (u - u_{T^3})\|_{L^2}^2 + 2 \int_{T^3} u^2 (u - u_{T^3}) \, dx.
\]
Next, we work on the term $\int_{T^3} u^2 (u - u_{T^3}) \, dx$, note that
\[
u^2 (u - u_{T^3}) = (u - u_{T^3})^3 + 2u_{T^3} u^2 - 3u_{T^3}^2 (u - u_{T^3}) + u_{T^3}^3
= (u - u_{T^3})^3 + 2u_{T^3} (u - u_{T^3})^2 + u_{T^3}^2 (u - u_{T^3})
\]

since $\int_{T^3} (u - u_{T^3}) \, dx = 0$, then, combining (4.7) and (4.8) yields
\[
\int_{T^3} u^2 (u - u_{T^3}) \, dx = \int_{T^3} (u - u_{T^3})^3 \, dx + 2u_{T^3} \int_{T^3} (u - u_{T^3})^2 \, dx
\]
\[
\leq \|u - u_{T^3}\|_{L^3}^3 + 2u_{T^3} \|u - u_{T^3}\|_{L^2}^2
\]
\[
\leq \|u - u_{T^3}\|_{H^{1/2}}^3 + 2u_{T^3} \|u - u_{T^3}\|_{L^2}^2
\]
\[
\leq \|u - u_{T^3}\|_{L^2}^{3/2} \|u - u_{T^3}\|_{H^{1/2}}^{3/2} + 2u_{T^3} \|u - u_{T^3}\|_{L^2}^2
\]
\[
\leq P \|u - u_{T^3}\|_{L^2}^2 + \|\nabla (u - u_{T^3})\|_{L^2}^2 + 2u_{T^3} \|u - u_{T^3}\|_{L^2}^2,
\]
where $P$ is an unimportant constant. Then, the above inequality can be trans-
formed into
\[
D_t^\beta \|u - u_{T^3}\|_{L^2}^2 \leq -2(1 + b) \|\nabla (u - u_{T^3})\|_{L^2}^2 + 2P \|u - u_{T^3}\|_{L^2}^6 \\
+ 2\|\nabla (u - u_{T^3})\|_{L^2}^2 + 4u_{T^3} \|u - u_{T^3}\|_{L^2}^2
\]
\[
= -2b \|\nabla (u - u_{T^3})\|_{L^2}^2 + 2P \|u - u_{T^3}\|_{L^2}^6 + 4u_{T^3} \|u - u_{T^3}\|_{L^2}^2
\]
\[
\leq -2b \|\nabla u\|_{L^2}^2 + 2 \|u - u_{T^3}\|_{L^2}^6 + 4u_{T^3} \|u - u_{T^3}\|_{L^2}^2
\]
\[
\leq (-2bZ + 4u_{T^3}) \|u - u_{T^3}\|_{L^2}^2 + 2P \|u - u_{T^3}\|_{L^2}^6,
\]
the last step is obtained from (3.4). In summary, we can obtain the system of equations
\[
\begin{aligned}
D_t^\beta u_{T^3} &= \|u - u_{T^3}\|_{L^2}^2 + u_{T^3}^2 - u_{T^3}, \\
D_t^\beta \|u - u_{T^3}\|_{L^2}^2 &\leq (-2bZ + 4u_{T^3}) \|u - u_{T^3}\|_{L^2}^2 + 2P \|u - u_{T^3}\|_{L^2}^6.
\end{aligned}
\]

Since the proof methods of the two cases \(0 \leq \int_{T^3} u_0 (x) \, dx < 1\) and \(\int_{T^3} u_0 (x) \, dx < 0\) are not the same, we shall discuss them separately.

For \(0 \leq \int_{T^3} u_0 (x) \, dx \leq k_0 < 1\), we set
\[
M_1 = \{ t \geq 0 ; 0 \leq u_{T^3} (t) < k_0 + \xi \} \cap \{ t \geq 0 ; \|u - u_{T^3}\|_{L^2} < \delta_0 + \xi \}, \quad \forall \xi \in (0, 1),
\]
for any \(t \in M_1\), it holds
\[
D_t^\beta \|u - u_{T^3}\|_{L^2}^2 \leq \left[ -2bZ + 4 (k_0 + \xi) + 2P (\delta_0 + \xi)^2 \right] \|u - u_{T^3}\|_{L^2}^2.
\]

Take constant \(b\) large enough such that \(2bZ - 4 (k_0 + \xi) - 2P (\delta_0 + \xi) > 0\), as an application of Lemma 2.3, we have
\[
\|u (t, x) - u_{T^3} (t)\|_{L^2}^2 \leq \|u_0 - u_{T^3} (0)\|_{L^2}^2 \leq \delta_0,
\]
moreover,
\[
D_t^\beta u_{T^3} = \|u - u_{T^3}\|_{L^2}^2 + u_{T^3}^2 - u_{T^3} \Rightarrow D_t^\beta u_{T^3} + u_{T^3} = \|u - u_{T^3}\|_{L^2}^2 + u_{T^3}^2 \leq \delta_0 + 1 + e^{-\lambda t},
\]
where \(\lambda\) is a non-negative constant. Applying Lemma 2.3 and Property 2.1 we get
\[
u_{T^3} (t) \leq u_{T^3} (0) + \frac{1}{T (\beta)} \int_0^t (t - s)^{\beta - 1} \left( \delta_0 + 1 + e^{-\lambda s} \right) ds
\]
\[
\leq u_{T^3} (0) + \frac{K}{T (\beta)} \int_0^t (t - s)^{\beta - 1} e^{-\lambda s} ds
\]
\[
\leq k_0 + \xi < 1,
\]
since the growth rate of exponential function is faster than that of power function, therefore, it is possible to take $K$ and $\lambda$ that satisfy inequalities $e^{-\lambda s} + 1 + \delta_0 \leq Ke^{-\lambda s}$ and $\frac{K}{1(\beta)} \int_0^t (t-s)^{\beta-1} e^{-\lambda s} ds \leq \xi$, which implies the conclusion holds.

Then we discuss the case that $u_T^3 < 0$. Set

$$M_2 = \{ t \geq 0 | u_{T^3} (t) < 0 \} \cap \left\{ t \geq 0 | \| u - u_{T^3} \|_{L^2}^2 < \delta_0 + \xi \right\}, \forall \xi \in (0, 1),$$

for any $t \in M_2$, it holds

$$D_t^\beta \| u - u_{T^3} \|_{L^2}^2 \leq \left[ -2bZ + 2P(\delta_0 + \xi)^2 \right] \| u - u_{T^3} \|_{L^2}^2.$$

As above, when $b$ is large enough such that the inequality $2bZ - 2P(\delta_0 + \xi)^2 > 0$ holds, we can obtain

$$\| u (t, x) - u_{T^3} (t) \|_{L^2}^2 \leq \| u_0 - u_{T^3} (0) \|_{L^2}^2 \leq \delta_0.$$

Combining the above two cases, it is clear that

$$\begin{cases} u_{T^3} (t) \leq 1, \\ \| u (t, x) - u_{T^3} (t) \|_{L^2}^2 \leq \| u_0 - u_{T^3} (0) \|_{L^2}^2 \leq \delta_0, \end{cases}$$

according to the triangle inequality, we have

$$\sup_{0 \leq t \leq T} \| u (t) \|_{L^2} \leq \sup_{0 \leq t \leq T} \| u (t, x) - u_{T^3} (t) \|_{L^2} + \sup_{0 \leq t \leq T} \| u_{T^3} (t) \|_{L^2} < \infty.$$ 

Therefore, (iv) holds. 

\[ \square \]

**Remark 4.1.** The proof of Lemma 4.2 is based on the verification in [51], the main feature of this paper is applying the triangle inequality, Cordoba-Cordoba inequality and Lemma 2.3 to scale the $L^2$-norm of the solution for the equation (4.6) to obtain the conclusion.

In the above discussion, we restricted $\int_{T^3} u_0 (x) dx$ to the range less than 1. The following proposition will explain why the value $\int_{T^3} u_0 (x) dx \geq 1$ cannot be taken.

\[23\]
Proposition 4.1. The time fractional equation
\[
\begin{aligned}
D_t^\beta u(t) &= (1 + b) \Delta u(t) + u^2(t) - u(t), \\
\omega_{T^3}(0) &= \int_{T^3} u(x,0) \, dx > 1,
\end{aligned}
\] (4.9)
experience an explosion in a finite time.

Proof. Integrating the first term of the Eq. (4.9) on torus $T^3$, we have
\[
D_t^\beta \omega_{T^3} = (1 + b) \Delta \omega_{T^3} + \int_{T^3} u^2 \, dx - \omega_{T^3},
\]
recall the Jensen inequality (see [68]), it holds
\[
\int_{T^3} u^2(t, x) \, dx \geq \left( \int_{T^3} u(t, x) \, dx \right)^2 = \omega_{T^3}^2(t).
\]
Note that $\Delta \omega_{T^3} = \int_{T^3} \Delta u(x, t) \, dx = 0$, combining the above conclusions, we know from the Theorem 3.2 in [69] that for initial values satisfying the condition $\omega(0) > 1$, the solution of the equation
\[
D_t^\beta \omega(t) = \omega^2(t) - \omega(t)
\] (4.10)
satisfies the identity
\[
\lim_{t \to T_1} \omega(t) = +\infty,
\]
where $T_1$ is a constant less than infinity, which implies that the blow-up of the solution of Eq. (4.10) occurs in a limited time. This also means that the blow-up of the solution of Eq. (4.10) occurs in a limited time.

We set $\omega(0) = \int_{T^3} u(x, 0) \, dx$, as an application of Lemma 2.2, it holds
\[
\lim_{t \to T_1} \| u(t) \|_{L^2} \geq \lim_{t \to T_1} \omega_{T^3}(t) \geq \lim_{t \to T_1} \omega(t) = +\infty,
\]
namely, the conclusion holds.

\[\square\]

5. Proof of main conclusions

The emphasis in this study is on the impact of the presence of the stochastic term on the blow-up time of the deterministic equation. In this section, we prove that Theorem 3.1 and Theorem 3.2 holds.
Due to the existence of nonlinear parts, fractional stochastic differential equations may only have local solutions for general initial value conditions [51]. In order to discuss the global solution of the equation, we introduce a smooth non-increasing cut-off function $L_S$, which has the form

$$L_S (||u||_{H^{-\gamma}}) = \begin{cases} 
1, & 0 \leq ||u||_{H^{-\gamma}} \leq S, \\
0, & ||u||_{H^{-\gamma}} > S + 1,
\end{cases}$$

(5.1)

Note that $L_S (||u||_{H^{-\gamma}})$ is equivalent to $L_S (u)$ when take $\gamma$ small enough. Next, we work on fractional stochastic differential equations with cut-off function $L_S$, the equation can be rewritten as

$$\begin{aligned}
D_t^\beta u &= \{-(\Delta)^\beta u + b\Delta u + L_S (||u||_{H^{-\gamma}}) \zeta (u)\} dt + A \sum_{m,j=1}^{d-1} \theta_m \sigma_{m,j} \nabla u (t) dW^{m,j}_t, \\
u (x, 0) &= u (0).
\end{aligned}$$

(5.2)

where $s \geq 1, \frac{1}{2} < \beta < 1, A = \sqrt{\frac{d}{(d-1)||\theta||_2}}, b, b > 0$, then set $\Lambda = (-\Delta)^{1/2}$.

**Definition 5.1.** A filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t), \mathbb{P})$ is considered, $\{W^{m,j} : m \in \mathbb{Z}^d_0, j = 1, \cdots, d - 1\}$ is a collection of independent complex Brownian motions, which is defined on $\Omega$.

The $(\mathcal{F}_t)$-progressively measurable process $u$ is said as a solution to the equation (5.2), with trajectories of class $L^\infty (0, T; L^2 (\mathbb{T}^d)) \cap L^2 (0, T; H^s (\mathbb{T}^d)), \mathbb{P} - a.s$,

$$\langle u (t), \varphi \rangle = \langle u_0, \varphi \rangle - \frac{1}{\Gamma (\beta)} \int_0^t (t - \tau)^{\beta - 1} [\langle (\Lambda^s u (\tau), \Lambda^s \varphi \rangle + b \langle \nabla u (\tau), \nabla \varphi \rangle] d\tau$$

$$+ \frac{1}{\Gamma (\beta)} \int_0^t (t - \tau)^{\beta - 1} L_S (||u||_{H^{-\gamma}}) \langle \zeta (u (\tau)), \varphi \rangle d\tau - \frac{1}{\Gamma (\beta)} \sum_{m,j=1}^{d-1} \theta_m \int_0^t (t - \tau)^{\beta - 1} \langle u (\tau), \sigma_{m,j} \cdot \nabla \varphi \rangle dW^{m,j}_\tau$$

for all $t \in [0, T]$, where $u_0 \in L^2 (\mathbb{T}^d)$ and the function $\varphi \in H^s (\mathbb{T}^d)$ is divergence free.

**Remark 5.1.** To facilitate the following discussion, we briefly note

$$G (t) = \frac{1}{\Gamma (\beta)} \int_0^t (t - \tau)^{\beta - 1} [\Lambda^{2s} u (\tau) + b\Delta u (\tau) + L_S (||u (\tau)||_{H^{-\gamma}}) \zeta (u (\tau))] d\tau,$$

$$M (t) = \frac{A}{\Gamma (\beta)} \int_0^t \sum_{m,j=1}^{d-1} \theta_m \sigma_{m,j} (t - \tau)^{\beta - 1} \cdot \nabla u (\tau) dW^{m,j}_\tau.$$
The problem is first solved on a finite dimensional space, namely employing the Galerkin approximations. Set $H_M = \text{span}\{e^{2\pi mi \cdot x} : |m| \leq M\}$ is a finite dimensional space, which is also the subspace of $L^2(\mathbb{T}^d)$. Define the orthogonal projection $\Pi_M : H \to H_M$, it can be be expressed as

$$\Pi_M h = \sum_{m \in \mathbb{Z}^d} h_m e^{2\pi mi \cdot x}, \quad \forall h \in H.$$ 

From the above definition, it is clear that for any $h \in H_M$, $\|h\|_{L^2} = \|h\|_{H_x}$. Then, we discuss the fractional stochastic differential equations on $H_M$.

**Lemma 5.1.** For any $\theta \in \ell^2, u_0 \in L^2(\mathbb{T}^d)$, the time fractional stochastic differential equation

$$D^\beta_t u_M (t) = \left[ -\Lambda^x u_M (t) + b \Delta u_M (t) + L_S (\|u_M (t)\|_{H^{-\gamma}}) \Pi_M \xi (u_M (t)) \right] dt + A \sum_{m} \theta_m \Pi_M (\sigma_{m,j} \cdot \nabla u_M (t)) dW^{m,j}_t,$$

$$u_M (0) = \Pi_M u_0,$$

(5.3)

admits a unique solution. Moreover, it holds the inequality

$$\sup_{t \in [0, T]} \|u_M (t)\|_{L^2}^2 \leq K \left( \|u_0\|_{L^2}^2, T, \gamma \right)$$

(5.4)

with probability no less than $1 - \varepsilon$, where $K \left( \|u_0\|_{L^2}^2, T, \gamma \right)$ is a constant related to the parameters $\|u_0\|_{L^2}^2, T, \gamma$.

**Proof.** In the following expression, we shall denote the solution of Eq.(5.3) by $u_M$. By using Lemma 2.3 we have

$$D^\beta_t \|u_M\|_{L^2}^2 \leq 2 \int_{T_0} u_M (t) D^\beta_t u_M (t) dx = -2 \|\Lambda^x u_M (t)\|_{L^2}^2 - 2b \|\nabla u_M (t)\|_{L^2}^2 + 2L_S (\|u_M (t)\|_{H^{-\gamma}}) \langle \xi (u_M (t)), u_M (t) \rangle$$

$$- 2A \sum_{m} \theta_m \langle u_M (t), \Pi_M (\sigma_{m,j} \cdot \nabla u_M (t)) \rangle dW^{m,j}_t.$$

Since the projection $\Pi_M$ is orthogonal, and $\sigma_{m,j}$ is divergence free by the definition in Section 3, we state

$$\langle u_M (t), \Pi_M (\sigma_{m,j} \cdot \nabla u_M (t)) \rangle = \langle u_M (t), \sigma_{m,j} \cdot \nabla u_M (t) \rangle = 0,$$
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considering the condition $b > 0$, the above inequality can be simplified as

$$D_t^\beta \|u_M\|^2_{L^2} \leq -2 \|\Lambda^s u_M\|^2_{L^2} + 2L_S (u_M (t)) \|\zeta (u_M (t)), u_M (t)\) \quad (5.5)$$

Next, we mainly work on the second term of (5.5). Applying the inequality in the Hypothesis \ref{Hypothesis 3.1}(ii), we state

$$2L_S (\|u_M (t)\|_{H^{-\gamma}}) \langle \zeta (u_M (t)), u_M (t)\rangle \lesssim 2L_S (\|u_M (t)\|_{H^{-\gamma}}) \left(1 + \|u_M (t)\|_{H^{\gamma+\sigma_2/\sigma'}}^2 \right) \times \left(1 + \|u_M (t)\|_{H^{-\gamma}}^2 \right) \lesssim 2 \left(1 + S^\sigma_{2/\sigma'} \right) \left(1 + \|u_M (t)\|_{H^{\gamma+\sigma_2/\sigma'}}^2 \right),$$

combining Young’s inequality and \ref{3.3}, the above equation can be further simplified as

$$2L_S (\|u_M (t)\|_{H^{-\gamma}}) \langle \zeta (u_M (t)), u_M (t)\rangle \leq 2 \left[1 + S^\sigma_{2/\sigma'} + C \left(1 + S^\sigma_{2/\sigma'} \right) \frac{2}{3-\gamma-\sigma_2/\sigma'} \right]
+ \|u_M (t)\|^2_{L^2} + \|\Lambda^s u_M (t)\|^2_{L^2}.$$ 

Now we abbreviate $2 \left[1 + S^\sigma_{2/\sigma'} + C \left(1 + S^\sigma_{2/\sigma'} \right) \frac{2}{3-\gamma-\sigma_2/\sigma'} \right]$ as the constant $\tilde{C}$, it is easy to obtain

$$D_t^\beta \|u_M\|^2_{L^2} + \|\Lambda^s u_M (t)\|^2_{L^2} \leq \|u_M (t)\|^2_{L^2} + \tilde{C}.$$ 

Since $\|\Lambda^s u_M (\tau)\|^2_{L^2} \geq 0$, we say $D_t^\beta \|u_M\|^2_{L^2} \leq \|u_M (t)\|^2_{L^2} + \tilde{C}$. Recall Property \ref{2.4} yields

$$\|u_M (t)\|^2_{L^2} \leq \frac{1}{\Gamma (\beta)} \int_0^t (t - \tau)^{\beta - 1} \|u_M (\tau)\|^2_{L^2} d\tau + C' t^\beta \|u (0)\|^2_{L^2}$$

where $\beta \in (1/2, 1)$ and $C' > 0$. We apply the Theorem 2.4 in \cite{48}, the inequality \ref{5.4} holds.

We prove the pathwise uniqueness of the solution using a priori estimation. Suppose that $u_1$ and $u_2$ are two solutions of Eq. \ref{Eq. 5.4}, which correspond to the same Brownian motion and initial data $u_0 \in L^2 (\mathbb{T}^d)$. Set $\xi = u_1 - u_2$, the following identity holds,

$$\langle \xi (t), \varphi \rangle = -\frac{1}{\Gamma (\beta)} \int_0^t (t - \tau)^{\beta - 1} \langle \Lambda^s \xi (\tau), \Lambda^s \varphi \rangle d\tau + \frac{b}{\Gamma (\beta)} \int_0^t (t - \tau)^{\beta - 1} \langle \nabla \xi u (\tau), \nabla \varphi \rangle d\tau + \frac{1}{\Gamma (\beta)} \int_0^t (t - \tau)^{\beta - 1} \langle L_S (\|u_1\|_{H^{-\gamma}}) \zeta (u_1 (\tau)) - L_S (\|u_2\|_{H^{-\gamma}}) \zeta (u_2 (t)), \varphi \rangle d\tau
- \frac{A}{\Gamma (\beta)} \sum_{m=1}^{d-1} \sum_{j=1}^{\theta_m} \int_0^t (t - \tau)^{\beta - 1} \langle \xi (\tau), \sigma_{m,j} \cdot \nabla \varphi \rangle dW^{m,j}_t,$$
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for any $\varphi \in H^s(\mathbb{T}^2)$. Similar to (5.5), it holds

$$D^2_t \| \xi (t) \|^2_{L^2} \leq -2 \| \Lambda^s \xi (t) \|^2_{L^2} + 2 (L_S (\| u_1 \|_{H^{-s}}) \zeta (u_1 (t)) - L_S (\| u_2 \|_{H^{-s}}) \zeta (u_2 (t)), \xi (t)).$$

(5.6)

Note that the second term in the Eq. (5.6) can be split into

$$L_S (\| u_1 \|_{H^{-s}}) \zeta (u_1 (t)) - L_S (\| u_2 \|_{H^{-s}}) \zeta (u_2 (t)) = L_S (\| u_1 \|_{H^{-s}}) \zeta (u_1 (t)) - L_S (\| u_2 \|_{H^{-s}}) \zeta (u_1 (t))

+ L_S (\| u_2 \|_{H^{-s}}) \zeta (u_1 (t)) - L_S (\| u_2 \|_{H^{-s}}) \zeta (u_2 (t))

= [L_S (\| u_1 \|_{H^{-s}}) - L_S (\| u_2 \|_{H^{-s}})] \zeta (u_1 (t)) + L_S (\| u_2 \|_{H^{-s}}) [\zeta (u_1 (t)) - \zeta (u_2 (t))],$$

we shall discuss them separately.

Then we use Lagrange mean value theorem, hypothesis (i) and the condition that the $L^2$-norm of $u_i$ ($i = 1, 2$) is bounded, it is clear that

$$|L_S (\| u_1 \|_{H^{-s}}) - L_S (\| u_2 \|_{H^{-s}})| \| \zeta (u_1 (t)), \xi (t)) \| \leq \| L' \|_{\infty} \| u_1 \|_{H^{-s}} - \| u_2 \|_{H^{-s}} | \zeta (u_1 (t)) \|_{H^{-s}} \| \xi (t) \|_{H^s}

\leq \| \xi \|_{L^2} (1 + \| u_1 (t) \|_{H^s}) \| \xi (t) \|_{H^s}.$$

Combining the inequality (5.3), the above inequality can be deformed as

$$|L_S (\| u_1 \|_{H^{-s}}) - L_S (\| u_2 \|_{H^{-s}})| \| \zeta (u_1 (t)), \xi (t)) \| \leq K \left(1 + \| u_1 (t) \|^2_{H^s}\right) \| \xi (t) \|^2_{L^2} + \frac{1}{2} \| \Lambda^s \xi (t) \|^2_{L^2} .$$

(5.7)

For the another part, we apply the same inequalities as above and hypothesis (iii), thus having

$$L_S (u_2 (t)) | \zeta (u_1 (t)) - \zeta (u_2 (t)), \xi (t)) | \leq \| \xi (t) \|^2_{H^s} \| \zeta (u_1 (t)) \|^2_{H^s} + \| \zeta (u_2 (t)) \|^2_{H^s}

\leq \frac{1}{2} \| \Lambda^s \xi (t) \|^2_{L^2} + C \| \xi (t) \|^2_{L^2} \left(1 + \| u_1 (t) \|^2_{H^s} + \| u_2 (t) \|^2_{H^s}\right).$$

(5.8)

Based on the above discussion we know that $\| \Lambda^s \xi (t) \|^2_{L^2}$ is also bounded, then following the results of (5.7) and (5.8), yields

$$D^2_t \| \xi (t) \|^2_{L^2} \leq K \left(1 + \| u_1 (t) \|^2_{H^s} + \| u_2 (t) \|^2_{H^s}\right) \| \xi (t) \|^2_{L^2},$$

where $K$ stands for an insignificant constant. Because two different solutions of this equation have the same initial value, namely $\| \xi (0) \|_{L^2} = \| u_1 (0) - u_2 (0) \|_{L^2} = 0$. As an application of Gronwall inequality, see Lemma 2.10, it holds $\| \xi (t) \|_{L^2} \equiv 0$, which implies the uniqueness of the solution. □
Remark 5.2. We scale and deform fractional inequalities by comparison principle and Property 2.1, the similar method to that in \[51\] is used to prove that the lemma holds. From Lemma 5.1, we can derive the following theorem to hold.

To prove the main conclusions of this paper, we present several lemmas and corollaries.

Lemma 5.2. For any $\alpha, \delta, \kappa > 0, p < \infty$, let $K = C ([0, T]; \mathcal{L}^2) \cap \mathcal{C}^\kappa ([0, T]; H^{-\alpha}) \cap L^2 (0, T; H^\alpha)$ and $X = L^p (0, T; L^2) \cap \mathcal{C} ([0, T]; H^{-\delta}) \cap L^2 (0, T; H^{s-\delta})$. Then $K \subset \subset X$ (i.e. compact embedding). Moreover, for initial data $u_M (0) = \Pi_M u_0$, the solution of the time fractional stochastic equation with cut-off function

$$D_t^\beta u_M (t) = [ -\Lambda^{2s} u_M (t) + b \Delta u_M (t) + L_S (\|u_M (t)\|_{H^{-\gamma}}) \Pi_M \zeta (u_M (t))] dt$$

$$- A \sum_{m, j=1}^{d+1} \theta_m \Pi_M (\sigma_{m, j} \cdot \nabla u_M (t)) dW_{t}^m,$$

satisfy the inequality

$$\mathbb{E} (\|u_M\|_{L^2}^{2s} + \|u_M\|_{L^\infty}^{2s} + \|u_M\|_{C^\kappa H^{-\alpha}}) < \infty. \quad (5.9)$$

Proof. Take a sequence $\{h_n\}_n \subset K$ that is bounded. In $C^\kappa ([0, T]; H^{-\alpha})$, we can extract a subsequence $\{h_{n_k}\}_{n_k}$ from $\{h_n\}_n$ that converges to $h$, the conclusion follows from the Ascoli–Arzela theorem \[70\]. By using the inequality

$$\|h_{n_k} - h\|_{H^{-\delta}} \leq \|h_{n_k} - h\|_{L^2}^{1-\mu} \|h_{n_k} - h\|_{H^{-\alpha}}^{\mu}, \quad (5.10)$$

where $0 < \mu < 1$. In space $C ([0, T]; L^2)$, it holds

$$\|h_{n_k} (t) - h (t)\|_{L^2} \leq C, \quad (5.11)$$

and $C$ is a constant independent of the parameters. Meanwhile, we have

$$\|h_{n_k} (t) - h (t)\|_{H^{-\alpha}} \to 0. \quad (5.12)$$

\footnotetext{4}{The definition of the two topologies in this paper are similar to those of Lemma 3.3 in \[51\].}
From (5.10) - (5.12), we can easily deduce that the sequence \( \{ h_{nk} \}_{nk} \) converge to \( h \) in space \( C([0, T]; H^{-\delta}) \) for any \( \delta > 0 \). Recall the interpolation inequality, then

\[
\int_0^T \| h_{nk} (t) - h(t) \|^p_{L^2} \, dt \leq \int_0^T \| h_{nk} (t) - h(t) \|^p_{H^{-\beta}} \| h_{nk} (t) - h(t) \|^p_{H^{-\beta}} \, dt
\]

which implies convergence of \( h_{nk} (t) \) in the space \( L^p (0, T; L^2) \). Applying the inequality (5.11) again after taking the parameter \( p = 2 \), we state

\[
\int_0^T \| h_{nk} (t) - h(t) \|^2_{H^{-\delta}} \, dt \leq \int_0^T \| h_{nk} (t) - h(t) \|^{2(1-\delta)}_{H^{-\delta}} \| h_{nk} (t) - h(t) \|^{2\delta}_{L^2} \, dt.
\]

Similarly, since \( h_{nk} (t) \) converge to \( h(t) \) in \( L^2 (0, T; L^2) \) and the boundness of \( L^2 (0, T; H^s) \), the sequence converge in space \( L^2 (0, T; H^s) \).

Next, we verify the second conclusion. We divide the solution of the equation into two parts and discuss them separately. If \( u \in H^s \), then \( \Delta u \in H^{s-2} \subset H^{-s} \), according to the triangle inequality,

\[
\frac{1}{\Gamma^2(\delta)} \int_0^T \| (T - \tau)^{2\beta - 2} \left[ -(-\Delta)^s u (\tau) + b\Delta u (\tau) + L_S (\| u (\tau) \|_{H^{-\gamma}}) \right] \|_{H^{-\delta}}^2 \, d\tau
\]

by using the Hypothesis [3.1] and Hölder’s inequality it holds

\[
\frac{1}{\Gamma^2(\beta)} \int_0^T (T - \tau)^{2\beta - 2} \| u (\tau) \|^2_{H^s} \, d\tau \leq C_1 \| u \|^2_{L^2 H^s},
\]

Similarly, we can easily show that

\[
\frac{1}{\Gamma^2(\beta)} \int_0^T (T - \tau)^{2\beta - 2} \| \zeta (u (\tau)) \|^2_{H^{-\delta}} \, d\tau \leq C_2 \left( 1 + \| u \|^2_{L^2 H^s} \right) \left( 1 + \| u \|^{2a_1}_{L^\infty L^2} \right)
\]

where \( C_1, C_2 \) are both constants. Therefore, we deduce

\[
\| G (t) \|_{C^{1/2} H^{-\delta}} \leq \| G (t) \|_{W^{1,2} H^{-\delta}} \lesssim (1 + \| u \|^{a_1}_{L^\infty L^2}) (1 + \| u \|_{L^2 H^s}).
\]
For \( M(t) \), we have

\[
\left[ \langle M(t), e^{2\pi im \cdot x} \rangle \right](t) = \frac{A^2}{\Gamma(\beta)} \left[ \sum_{m} \frac{d-1}{j=1} \theta_m \int_{0}^{t} \left( (t-r)^{\beta-1} u_M(r), \sigma_{m,j} \right) \Pi_M \nabla e^{2\pi im \cdot x} \right] dW_{r,m,j}(t)
\]

\[
\leq \frac{2A^2}{\Gamma(\beta)} \sum_{m} \frac{d-1}{j=1} \theta_m \int_{0}^{t} \left( (t-r)^{2\beta-2} u_M(r), \sigma_{m,j} \right) \Pi_M \nabla e^{2\pi im \cdot x} \right] \frac{dr}{2}
\]

\[
\leq \frac{2A^2}{\Gamma(\beta)} \left[ \| \Pi_M \nabla e^{2\pi im \cdot x} \|_{L^\infty} \right] \int_{0}^{t} \left( (t-r)^{2\beta-2} \| u_M(r) \|_{L^2} \right) \frac{dr}{2}
\]

Since any order partial derivative of \( e^{2\pi im \cdot x} \) exists, \( \nabla e^{2\pi im \cdot x} = 2\pi mi e^{2\pi im \cdot x} \), \( \Delta e^{2\pi im \cdot x} = -4\pi^2 m^2 e^{2\pi im \cdot x} \), \( \sigma_{m,j} = q_{m,j} e^{2\pi im \cdot x} \). We shall use the Burkholder-Davis-Gundy inequality \([72]\) and Hölder’s inequality to estimate the martingale term, it holds

\[
E \left[ \| M(t) \|_{H^{-\alpha}}^2 \right] \leq \sum_{m} \left( 1 + |m|^2 \right)^{-\alpha} E \left[ \left( \langle M(t), e^{2\pi im \cdot x} \rangle \right)^2 \right] \lesssim \| \theta \|_{L^\infty} \left( t^{2\beta-1} \right)
\]

By using the Lemma \([5.1] \) it is obvious that the inequality \([5.13] \) holds. \( \square \)

**Remark 5.3.** This lemma is essential to prove the tightness of the distribution of solutions to the Eq. \([5.3] \). We use the similar method in \([5.1] \) to prove the embedding relation of two topologies. Based on this lemma we can get the following lemma to hold.

**Corollary 5.1.** Denote the law of \( u_M \) by \( \rho_M \), the family \( \{ \rho_M \}_M \) is tight on

\[ X = L^p \left( 0, T; L^2 \right) \cap C \left( [0, T]; H^{-\delta} \right) \cap L^2 \left( 0, T; H^{\delta} \right) \]

**Proof.** Recall the conclusion of Lemma \([5.2] \) that \( K \subset \subset X \), then

\[ \| \cdot \|_X \lesssim \| \cdot \|_K \]

it is obvious from the Prokhorov theorem (see \([73] \)) that the conclusion holds. \( \square \)

**Proposition 5.1.** Take the sequence \( \{ \theta^S \}_{S \geq 1} \subset \ell^2 \) that satisfy the limit \( \| \theta^S \|_{L^\infty}/\| \theta^S \|_{\ell^2} \to 0 \) as \( S \to \infty \). Assume the family \( \{ u^S_0 \}_{S \in \ell^2} \) is bounded, convex and closed.
that hold \( u^S_t \xrightarrow{W} u_0 \). In \( L^p \left( 0, T; L^2 \right) \cap C \left( [0, T]; H^{-s} \right) \cap L^2 \left( 0, T; H^{s/2} \right) \), the unique solution of fractional stochastic differential equation

\[
\begin{aligned}
D_t^\beta u &= \left[ -\Lambda^{2s} u (\tau) + b \Delta u (\tau) + L_S \left( \|u\|_{H^{-s}} \right) \zeta \left( u (\tau) \right) \right] dt + A \sum_{m,j=1}^{d-1} \theta^S_{m,j} \sigma_{m,j} \cdot \nabla u (t) dW_t^{m,j} \\
u_0 &= u_0^S
\end{aligned}
\]

converge to the unique solution of the time fractional deterministic equation

\[
D_t^\beta u = \left[ -\Lambda^{2s} u (\tau) + b \Delta u (\tau) + L_S \left( \|u\|_{H^{-s}} \right) \zeta \left( u (\tau) \right) \right] dt,
\]

in probability with initial data \( u_0 \).

**Proof** The symbol \( \{\rho^S\}_S \) is used to represent the law of \( \{u^S\}_S \). It follows from the Prokhorov theorem and above results that exists a subsequence \( \{\rho^S_i\}_{S_i} \subset \{\rho^S\}_S \), and holds \( \rho^S_i \xrightarrow{W} \rho \), while \( \rho \) is a probability measure. Then, Skorokhod’s representation theorem (see [74]) tells us, on another probability space \( \left( \hat{\Omega}, \hat{\mathcal{F}}, \hat{P} \right) \), it is possible to find the random variables \( \{\hat{u}^S_i\}_{S_i} \) and \( \hat{u} \), the former have the same distribution as \( \rho^S \), and the latter have the same distribution as \( \rho \), such that \( \hat{u}^S_i \xrightarrow{a.s.} \hat{u} \).

Next, we consider the new complex motions, which are defined on the probability space \( \left( \hat{\Omega}, \hat{\mathcal{F}}, \hat{P} \right) \), and write as \( \hat{W} = \left\{ \hat{W}^{m,j}_i : m \in \mathbb{Z}_0^d, j = 1, \ldots, d-1 \right\} \). It hold \( (u^S_i, W) \overset{d}{=} (\hat{u}^S_i, \hat{W}_S) \), in addition \( \hat{W}^{m,j}_S \xrightarrow{a.s.} \hat{W}^{m,j}_i \). Note that \( \hat{W}^{m,j}_i \) represents the subsequence of \( \left\{ \hat{W}_i^{m,j} : m \in \mathbb{Z}_0^d, j = 1, \ldots, d \right\} \), other conditions are the same as the family \( \{W^{m,j}_i\}_{m,j} \).

We shall prove that \( \hat{u} \) is the solution to deterministic equation (5.14). Obviously,

\[
\langle \hat{u}^S_i (t), \varphi \rangle = \left\langle u^S_i (t), \varphi \right\rangle - \frac{1}{\Gamma (\beta)} \int_0^t \left\langle (t-\tau)^{\beta-1} \Delta^{s} \hat{u}^S_i (\tau), \varphi \right\rangle + b \left\langle (t-\tau)^{\beta-1} \Delta^{s} \hat{u}^S_i (\tau), \varphi \right\rangle d\tau \\
+ \frac{1}{\Gamma (\beta)} \int_0^t L_S \left( \left\| \hat{u}^S_i \right\|_{H^{-s}} \right) \left\langle (t-\tau)^{\beta-1} \zeta \left( \hat{u}^S_i (\tau) \right), \varphi \right\rangle d\tau \\
- \frac{A}{\Gamma (\beta)} \sum_{m,j=1}^{d-1} \theta^S_{m,j} \int_0^t \left\langle (t-\tau)^{\beta-1} \hat{u}^S_i (\tau), \sigma_{m,j} \cdot \nabla \varphi \right\rangle dW^{m,j}_\tau
\]

for test function \( \varphi \in C^\infty \left( \mathbb{T}^d, \mathbb{R}^d \right) \), which is divergence free. For the last part of
the above inequality, we have

$$
\tilde{\mathbb{E}}(M^S_i (t))^2 = \mathbb{E} \left( \frac{A^2}{\Gamma(\beta)} \sum_{m=1}^{d-1} \sum_{j=1}^{d-1} \theta_{m,j}^j \int_0^t \left( (t-s)^{\beta-1} \tilde{u}^S_i(t), \sigma_{m,j} \cdot \nabla \varphi \right) dW^{m,j}_s \right)^2
$$

$$
= 2 \frac{A^2}{\Gamma(\beta)} \sum_{m=1}^{d-1} \sum_{j=1}^{d-1} \mathbb{E} \left( \int_0^t \left( (t-s)^{\beta-1} \tilde{u}^S_i(t), \sigma_{m,j} \cdot \nabla \varphi \right)^2 ds \right)
$$

$$
\leq \frac{A^2 \| \theta \|^2_{L^\infty}}{\Gamma(\beta)^2} \sum_{m=1}^{d-1} \sum_{j=1}^{d-1} \mathbb{E} \left( \int_0^t \left( (t-s)^{\beta-1} \tilde{u}^S_i(t), \sigma_{m,j} \cdot \nabla \varphi \right)^2 ds \right)
$$

where $\mathbb{E}$ represent the expectation on the new probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$. Recall the definition of $\sigma_{m,j} \in L^2 (\mathbb{T}^d, \mathbb{R}^d)$, we show that

$$
\sum_{m=1}^{d-1} \sum_{j=1}^{d-1} \left| \left( (t-s)^{\beta-1} \tilde{u}^S_i(t), \sigma_{m,j} \cdot \nabla \varphi \right) \right|^2 = \sum_{m=1}^{d-1} \sum_{j=1}^{d-1} \left| \left( \nabla \varphi \cdot (t-s)^{\beta-1} \tilde{u}^S_i(t), \sigma_{m,j} \right) \right|^2
$$

$$
\leq \left\| \nabla \varphi \cdot (t-s)^{\beta-1} \tilde{u}^S_i(t) \right\|^2_{L^2} \leq \left\| \nabla \varphi \right\|^2_{L^\infty} \left\| (t-s)^{\beta-1} \tilde{u}^S_i(t) \right\|^2_{L^2}.
$$

According to the value of the parameter $A$ and the conditions satisfied by the special sequence $\{\theta_{i,j}\}_{i \geq 1}$, it is obvious that when $i$ tends to infinity,

$$
\frac{A^2 \| \theta \|^2_{L^\infty}}{\Gamma(\beta)^2} = \frac{d \cdot b \| \theta \|^2_{L^\infty}}{d - 1 \| \theta \|^2_{L^2}} \rightarrow 0.
$$

From the discussion above, the boundedness of $\left\| \tilde{u}^S_i \right\|_{L^2}$ is known, then combining the Hölder’s inequality, we deduce the expectation $\mathbb{E} (M^S_i (t))^2$ tends to 0 as $i$ tends to infinity. Recall the fact $\tilde{u}^S_i \overset{a.s.}{\rightarrow} \tilde{u}$ and $u^S_0 \overset{W}{\rightarrow} u_0$, we can conclude the following identity holds,

$$
\langle \tilde{u} (t), \varphi \rangle = \langle u_0, \varphi \rangle - \frac{1}{\Gamma(\beta)} \int_0^t (t-s)^{\beta-1} \left[ \left\langle \Lambda^s \tilde{u} (t), \Lambda^s \varphi \right\rangle + b \left\langle \nabla \tilde{u} (t), \nabla \varphi \right\rangle \right] ds
$$

$$
+ \frac{1}{\Gamma(\beta)} \int_0^t (t-s)^{\beta-1} L_S (\left\| \tilde{u} \right\|_{L^\infty} \left\langle \zeta (\tilde{u} (t)), \varphi \right\rangle dt.
$$

Namely, $\tilde{u}$ is the solution to deterministic equation (5.13). Overall results of the above, the family $\{\rho^S_i\}_{i \geq 1}$ converge weakly to the Dirac measure $\delta_u$, which is also called the point mass at $u$, note that $u$ represents the unique solution of deterministic equation. From what we know from corollary 5.1, the $\{\rho^S\}_{i}$ is tight.

\footnote{Drawing from the method of Proposition 4.2 in [52] for estimating the martingale part, the conclusion of this paper can be seen as a special case when the parameter $\beta$ is not equal to 1.}
on $X$, from which we claim that $\{\rho^S\}_S \overset{W}{\rightarrow} \delta_u$. As the sequence of distribution functions converges weakly, the sequence of random variables $\{u^S\}_S$ converges in distribution to $u$, moreover, the sequence also converges in probability. \hfill $\Box$

**Remark 5.4.** Inspired by [51] and [52], we prove the convergence of the solution to the fractional stochastic equation (5.13), which can be seen as an extension of the conclusion about the fractional-order equation and of vital importance for the following proof of the main theorem in this paper.

From now on, the proof of Theorem 3.1 and Theorem 3.2 will be given.

**Proof of Theorem 3.1.** Recall the condition (iv) in the Hypothesis 3.1, for the bounded $u_0$, it is possible to find constant $S$ and $b$ that

$$
\|u_t(u_0)\|_{L^\infty(0,T;L^2)} \leq S - 1,
$$

By Proposition 5.1, it is clear that

$$
P \left( \|u^S_t(u_0, \theta) - u_t(u_0)\|_{C([0,T];H^{-\gamma})} \leq \varepsilon \right) \geq 1 - \varepsilon,
$$

for any $\varepsilon \in (0,1)$ and $T > 0$. Apply the properties of the norm, since

$$
\|u^S_t(u_0, \theta^S)\|_{C([0,T];H^{-\gamma})} - \|u_t(u_0)\|_{C([0,T];H^{-\gamma})} \leq \|u^S_t(u_0, \theta^S) - u_t(u_0)\|_{C([0,T];H^{-\gamma})},
$$

we can deduce that $\|u^S_t(u_0, \theta^S)\|_{C([0,T];H^{-\gamma})} < S$, which implies that

$$
P \left( \|u^S_t(u_0, \theta^S)\|_{C([0,T];H^{-\gamma})} < S \right) \geq P \left( \|u^S_t(u_0, \theta^S) - u_t(u_0)\|_{C([0,T];H^{-\gamma})} \leq \varepsilon \right) \geq 1 - \varepsilon.
$$

In other words,

$$
P \left( L_S \left( \|u^S_t(u_0, \theta^S)\|_{C([0,T];H^{-\gamma})} = 1 \right) \right) \geq 1 - \varepsilon,
$$

it also means that the Eq. (5.14) reduces to the deterministic equation without cut-off. The above result implies that the life span of solutions to (5.13) with initial data $u_0$ is greater than $T$. \hfill $\Box$

**Remark 5.5.** Compared with [51], the proof of Theorem 3.1 in this paper mainly employs the conclusion of Proposition 5.1, the triangle inequality and the inclusion relation of events to prove the boundedness of the norm of the solution to Eq. (5.14), and extends the result to the lifetime problem of the solution.

34
Proof of Theorem 3.2. Since we have the inequality
\[ \|u_t(u_0)\|_{L^2} \leq K\|u_0\|_{L^2}e^{-\lambda t}, \]
where parameters \( K \) and \( \lambda \) can be taken big enough to hold
\[ \|u_t(u_0)\|_{L^2(T-1,T;L^2)} \leq \left[ \int_{T-1}^T (K\|u_0\|_{L^2}e^{-\lambda t})^2 dt \right]^{1/2} \leq \frac{K^2}{2\lambda} \|u_0\|_{L^2}^2e^{-2\lambda(T-1)} \leq \frac{\varepsilon}{2}. \]

From the Proposition 5.1, it is possible to find \( S \) big enough such that the equation reduces to (3.8), moreover, it holds
\[ P \left( \|u^S_t(u_0,\theta) - u_t(u_0)\|_{L^2(0,T;L^2)} \leq \varepsilon \right) \geq 1 - \varepsilon, \]

Let \( Z = \left\{ \|u^S_t(u_0,\theta) - u_t(u_0)\|_{L^2(0,T;L^2)} \leq \varepsilon \right\} \) be a set, then the probability of this event occurring is greater than \( 1 - \varepsilon \). It is easily to deduce from triangle inequality that
\[ \|u^S_t(u_0,\theta)\|_{L^2(T-1,T;L^2)} \leq \|u^S_t(u_0,\theta) - u_t(u_0)\|_{L^2(T-1,T;L^2)} + \|u_t(u_0)\|_{L^2(T-1,T;L^2)} \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon, \]

namely we can find \( t(\nu) \), which is taken in the interval \( [T-1,T] \) and \( \nu \in Z \), such that the \( L^2 \)-norm of \( u^S_t(\nu) (u_0, \theta) \) small enough. Let \( \|u^S_t(\nu) (u_0, \theta)\|_{L^2} \) be the initial data of Eq. (3.8), then the conclusion holds. \( \square \)

Future work

In this paper, we mainly focus on the fractional stochastic equation
\[
\begin{cases}
D_t^{\beta_1} u = \left(-(-\Delta)^{\beta_1} u + \zeta(u)\right) dt + A \sum_{m \in Z_0^d} \sum_{j=1}^{d-1} \theta_m \sigma_{m,j} \circ dW^m_t, \\
u|_{t=0} = u_0,
\end{cases}
\]
considering the uniqueness of its solution and the explosion phenomenon, as well as the influence of noise on its blow-up time. In the subsequent study, we will consider the blow-up problem in equation
\[
\begin{cases}
D_t^{\beta_1} u = \left(-(-\Delta)^{\beta_1} u + \zeta(u)\right) dt + A \int_0^t \sum_{m \in Z_0^d} \sum_{j=1}^{d-1} \theta_m \sigma_{m,j} \circ D_t^{\beta_2} W^m_t, \\
u|_{t=0} = u_0,
\end{cases}
\]
where \( \beta_1, \beta_2 \in (0,1) \).
Conflict of interest

The authors declare that they have no conflict of interest.

Acknowledgment

We would like to thank an anonymous reviewer for providing useful suggestions for improving the presentation of this work.

References

[1] C. Hirota, K. Ozawa, Numerical method of estimating the blow-up time and rate of the solution of ordinary differential equations—a application to the blow-up problems of partial differential equations, Journal of computational and applied mathematics 193 (2) (2006) 614–637. doi:https://doi.org/10.1016/j.cam.2005.04.069.

[2] P. Biler, G. Karch, Blowup of solutions to generalized keller–segel model, Journal of Evolution equations 10 (2) (2010) 247–262. doi:10.1007/s00028-009-0048-0.

[3] S. B. Angenent, J. Velázquez, Asymptotic shape of cusp singularities in curve shortening, Duke Mathematical Journal 77 (1) (1995) 71–110. doi:10.1215/S0012-7094-95-07704-7.

[4] Y. Fu, C. Qu, Well posedness and blow-up solution for a new coupled camassa–holm equations with peakons, Journal of Mathematical Physics 50 (1) (2009) 012906. doi:10.1063/1.3064810.

[5] L. M. Abia, J. Lopez-Marcos, J. Martínez, Blow-up for semidiscretizations of reaction-diffusion equations, Applied numerical mathematics 20 (1-2) (1996) 145–156. doi:https://doi.org/10.1016/0168-9274(95)00122-0.
[6] L. M. Abia, J. López-Marcos, J. Martínez, On the blow-up time convergence of semidiscretizations of reaction-diffusion equations, Applied numerical mathematics 26 (4) (1998) 399–414. doi:https://doi.org/10.1016/S0168-9274(97)00105-0

[7] L. Abia, J. López-Marcos, J. Martínez, The euler method in the numerical integration of reaction–diffusion problems with blow-up, Applied numerical mathematics 38 (3) (2001) 287–313. doi:https://doi.org/10.1016/S0168-9274(01)00035-6

[8] P. Groisman, J. D. Rossi, Asymptotic behaviour for a numerical approximation of a parabolic problem with blowing up solutions, Journal of computational and applied mathematics 135 (1) (2001) 135–155. doi:https://doi.org/10.1016/S0377-0427(00)00571-9

[9] H. Fujita, On the blowing up of solutions of the cauchy problem for $u_1 + \delta u + u^{1+\alpha}$, Journal of the Faculty of Science, University of Tokyo. Sect. 1, Mathematics, astronomy, physics, chemistry 13 (2) (1966) 109–124. doi:10.15083/00039873

[10] V. A. Galaktionov, J.-L. Vázquez, The problem of blow-up in nonlinear parabolic equations, Discrete & Continuous Dynamical Systems 8 (2) (2002) 399. doi:10.3934/dcds.2002.8.399

[11] W. Deng, Short memory principle and a predictor-corrector approach for fractional differential equations, Journal of Computational and Applied Mathematics 206 (1) (2007) 174–188. doi:https://doi.org/10.1016/j.cam.2006.06.008

[12] G.-a. Zou, A galerkin finite element method for time-fractional stochastic heat equation, Computers & Mathematics with Applications 75 (11) (2018) 4135–4150. doi:https://doi.org/10.1016/j.camwa.2018.03.019

[13] J. L. Echenausía-Monroy, H. E. Gilardi-Velázquez, R. Jaimez-Reátegui, V. Aboites, G. Huerta-Cuellar, A physical interpretation of fractional-
order-derivatives in a jerk system: Electronic approach, Communications in Nonlinear Science and Numerical Simulation 90 (2020) 105413. 

[14] D. N. Tien, Fractional stochastic differential equations with applications to finance, Journal of Mathematical Analysis and Applications 397 (1) (2013) 334–348. doi:10.1016/j.jmaa.2012.07.062

[15] B. I. Henry, S. L. Wearne, Existence of turing instabilities in a two-species fractional reaction-diffusion system, SIAM Journal on Applied Mathematics 62 (3) (2002) 870–887. doi:10.1137/S0036139900375227

[16] W. G. Glöckle, T. F. Nonnenmacher, A fractional calculus approach to self-similar protein dynamics, Biophysical Journal 68 (1) (1995) 46–53. doi:10.1016/S0006-3495(95)80157-8

[17] Q.-G. Zhang, H.-R. Sun, The blow-up and global existence of solutions of cauchy problems for a time fractional diffusion equation, Topological Methods in Nonlinear Analysis 46 (1) (2015) 69–92. doi:10.12775/TMNA.2015.038

[18] Q. Zhang, Y. Li, The critical exponents for a time fractional diffusion equation with nonlinear memory in a bounded domain, Applied Mathematics Letters 92 (2019) 1–7. doi:https://doi.org/10.1016/j.aml.2018.12.021

[19] C. Li, Z. Li, The blow-up and global existence of solution to caputo–hadamard fractional partial differential equation with fractional laplacian, Journal of Nonlinear Science 31 (5) (2021) 1–35. doi:10.1007/s00332-021-09736-y

[20] J. Cao, G. Song, J. Wang, Q. Shi, S. Sun, Blow-up and global solutions for a class of time fractional nonlinear reaction-diffusion equation with weakly spatial source, Applied Mathematics Letters 91 (2019) 201–206. doi:https://doi.org/10.1016/j.aml.2018.12.020
[21] A. Alsaedi, M. Kirane, B. T. Torebek, Global existence and blow-up for a space and time nonlocal reaction-diffusion equation, Quaestiones Mathematicae 44 (6) (2021) 747–753. doi:10.2989/16073606.2020.1745923

[22] G. Iyer, X. Xu, A. Zlatoš, Convection-induced singularity suppression in the keller-segel and other non-linear pdes, Transactions of the American Mathematical Society 374 (09) (2021) 6039–6058. doi:10.1090/TRAN/8195

[23] P. H. Baxendale, Invariant measures for nonlinear stochastic differential equations, in: Lyapunov Exponents, Springer, 1991, pp. 123–140. doi:10.1007/BFb0086663

[24] A. Bensoussan, S. Yam, Z. Zhang, Well-posedness of mean-field type forward–backward stochastic differential equations, Stochastic Processes and their Applications 125 (9) (2015) 3327–3354. doi:https://doi.org/10.1016/j.spa.2015.04.006

[25] Q. Lü, X. Zhang, Well-posedness of backward stochastic differential equations with general filtration, Journal of Differential Equations 254 (8) (2013) 3200–3227. doi:https://doi.org/10.1016/j.jde.2013.01.010

[26] X. Mao, Stability of stochastic differential equations with respect to semi-martingales, Longman, 1991. doi:10.1137/1035162

[27] J. Duan, K. Lu, B. Schmalfuss, Invariant manifolds for stochastic partial differential equations, The Annals of Probability 31 (4) (2003) 2109–2135. doi:10.48550/arXiv.math/0409485

[28] A. Benchaabane, R. Sakhivel, Sobolev-type fractional stochastic differential equations with non-lipschitz coefficients, Journal of Computational and Applied Mathematics 312 (2017) 65–73. doi:https://doi.org/10.1016/j.cam.2015.12.020

[29] L. Wresch, Path-by-path uniqueness of infinite-dimensional stochastic differential equations, arXiv preprint arXiv:1706.07720.
[30] A. M. Davie, Uniqueness of solutions of stochastic differential equations, International Mathematics Research Notices 2007. doi:10.1093/imrn/rnm124

[31] I. Gyöngy, Existence and uniqueness results for semilinear stochastic partial differential equations, Stochastic Processes and their Applications 73 (2) (1998) 271–299. doi:https://doi.org/10.1016/S0304-4149(97)00103-8

[32] D. T. Son, P. T. Huong, P. E. Kloeden, H. T. Tuan, Asymptotic separation between solutions of caputo fractional stochastic differential equations, Stochastic Analysis and Applications 36 (4) (2018) 654–664. doi:10.1080/07362994.2018.1440243

[33] X. Zheng, Z. Zhang, H. Wang, Analysis of a nonlinear variable-order fractional stochastic differential equation, Applied Mathematics Letters 107 (2020) 106461. doi:https://doi.org/10.1016/j.aml.2020.106461

[34] J. B. Mijena, E. Nane, Intermittence and time fractional stochastic partial differential equations, arXiv preprint arXiv:1409.7468.

[35] M. Foondun, E. Nane, Asymptotic properties of some space-time fractional stochastic equations, Mathematische Zeitschrift 287 (1) (2017) 493–519. doi:10.1007/s00209-016-1834-3

[36] G. Da Prato, F. Flandoli, Pathwise uniqueness for a class of sde in hilbert spaces and applications, Journal of Functional Analysis 259 (1) (2010) 243–267. doi:10.1016/j.jfa.2009.11.019

[37] O. Butkovsky, L. Mytnik, Regularization by noise and flows of solutions for a stochastic heat equation, The Annals of Probability 47 (1) (2019) 165–212. doi:https://doi.org/10.1214/18-AOP1259

[38] L. Galeati, On the convergence of stochastic transport equations to a deterministic parabolic one, Stochastics and Partial Differen-
[39] B. Gess, M. Maurelli, Well-posedness by noise for scalar conservation laws, Communications in partial differential equations 43 (12) (2018) 1702–1736. doi:https://doi.org/10.1080/03605302.2018.1535604

[40] I. Podlubny, Fractional differential equations: an introduction to fractional derivatives, fractional differential equations, to methods of their solution and some of their applications, Vol. 198, Elsevier, 1999, book section 2, pp. 41–119. doi:https://doi.org/10.1016/S0076-5392(99)80021-6

[41] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and applications of fractional differential equations, Vol. 204, North-Holland, 2006. doi:https://doi.org/10.1016/S0304-0208(06)80003-4

[42] X. Yu, Y. Zhang, H. Sun, C. Zheng, Time fractional derivative model with mittag-leffler function kernel for describing anomalous diffusion: Analytical solution in bounded-domain and model comparison, Chaos, Solitons & Fractals 115 (2018) 306–312. doi:10.1016/j.chaos.2018.08.026

[43] M. Niu, B. Xie, Impacts of gaussian noises on the blow-up times of nonlinear stochastic partial differential equations, Nonlinear Analysis: Real World Applications 13 (3) (2012) 1346–1352. doi:https://doi.org/10.1016/j.nonrwa.2011.10.011

[44] N. Ju, Existence and uniqueness of the solution to the dissipative 2d quasi-geostrophic equations in the sobolev space, Communications in Mathematical Physics 251 (2) (2004) 365–376. doi:10.1007/s00220-004-1062-2

[45] Y. Zhou, J. Manimaran, L. Shangerganesh, A. Debbouche, Weakness and mittag-leffler stability of solutions for time-fractional keller–segel models, International Journal of Nonlinear Sciences and Numerical Simulation 19 (7-8) (2018) 753–761. doi:10.1515/ijnsns-2018-0035
[46] A. Alsaedi, B. Ahmad, M. Kirane, A survey of useful inequalities in fractional calculus, Fractional Calculus and Applied Analysis 20 (3) (2017) 574–594. doi:10.1515/fca-2017-0031

[47] E. Di Nezza, G. Palatucci, E. Valdinoci, Hitchhiker's guide to the fractional sobolev spaces, Bulletin des sciences mathématiques 136 (5) (2012) 521–573. doi:10.1016/j.bulsci.2011.12.004

[48] T. Zhu, New henry–gronwall integral inequalities and their applications to fractional differential equations, Bulletin of the Brazilian Mathematical Society, New Series 49 (3) (2018) 647–657. doi:10.1007/s00574-018-0074-z

[49] M. B. Borikhanov, M. Ruzhansky, B. T. Torebek, Qualitative properties of solutions to the nonlinear time-space fractional diffusion equation, arXiv preprint arXiv:2205.15664.

[50] W. Liu, M. Röckner, Stochastic partial differential equations: an introduction, Springer, 2015. doi:10.1007/978-3-319-22354-4

[51] F. Flandoli, L. Galeati, D. Luo, Delayed blow-up by transport noise, Communications in Partial Differential Equations 46 (9) (2021) 1757–1788. doi:10.1080/03605302.2021.1893748

[52] F. Flandoli, D. Luo, High mode transport noise improves vorticity blow-up control in 3d navier–stokes equations, Probability Theory and Related Fields 180 (1) (2021) 309–363. doi:10.1007/s00440-021-01037-5

[53] E. F. Keller, L. A. Segel, Initiation of slime mold aggregation viewed as an instability, Journal of theoretical biology 26 (3) (1970) 399–415. doi:https://doi.org/10.1016/0022-5193(70)90092-5

[54] C. Escudero, The fractional keller–segel model, Nonlinearity 19 (12) (2006) 2909. doi:https://doi.org/10.1088/0951-7715/19/12/010
[55] W. Jäger, S. Luckhaus, On explosions of solutions to a system of partial differential equations modelling chemotaxis, Transactions of the american mathematical society 329 (2) (1992) 819–824. doi:10.2307/2153966

[56] M. Winkler, Finite-time blow-up in the higher-dimensional parabolic–parabolic keller–segel system, Journal de Mathématiques Pures et Appliquées 100 (5) (2013) 748–767. doi:10.1016/j.matpur.2013.01.020

[57] P. M. d. Carvalho-Neto, G. Planas, Mild solutions to the time fractional navier-stokes equations in rn, Journal of Differential Equations 259 (7) (2015) 2948–2980. doi:https://doi.org/10.1016/j.jde.2015.04.008

[58] C. N. Angstmann, B. I. Henry, Time fractional fisher-kpp and fitzhugh-nagumo equations, Entropy 22 (9). doi:10.3390/e22091035

[59] B. I. Henry, S. L. Wearne, Fractional reaction–diffusion, Physica A: Statistical Mechanics and its Applications 276 (3-4) (2000) 448–455.

[60] R. A. Fisher, The wave of advance of advantageous genes, Annals of eugenics 7 (4) (1937) 355–369. doi:https://doi.org/10.1111/j.1469-1809.1937.tb02153.x

[61] V. Tikhomirov, A study of the diffusion equation with increase in the amount of substance, and its application to a biological problem, in: Selected works of AN Kolmogorov, Springer, 1991, pp. 242–270. doi:10.1007/978-94-011-3030-1_38

[62] R. Metzler, J. Klafter, The random walk’s guide to anomalous diffusion: a fractional dynamics approach, Physics reports 339 (1) (2000) 1–77. doi:https://doi.org/10.1016/S0370-1573(00)00070-3

[63] B. Ahmad, M. Alhothuali, H. H. Alsulami, M. Kirane, S. Timoshin, On a time fractional reaction diffusion equation, Applied Mathematics and Computation 257 (2015) 199–204. doi:https://doi.org/10.1016/j.amc.2014.06.099

43
[64] Q. Xu, Y. Xu, Extremely low order time-fractional differential equation and application in combustion process, Communications in Nonlinear Science and Numerical Simulation 64 (2018) 135–148. doi:https://doi.org/10.1016/j.cnsns.2018.04.021

[65] C. Shou Lin, Interpolation inequalities with weights, Communications in Partial Differential Equations 11 (14) (1986) 1515–1538. doi:https://doi.org/10.1080/03605308608820473

[66] L. Guo, F. Gao, H. Zhan, Existence, uniqueness and $l^\infty$-bound for weak solutions of a time fractional keller-segel system, Chaos, Solitons & Fractals 160 (2022) 112185. doi:https://doi.org/10.1016/j.chaos.2022.112185

[67] H. Finner, A generalization of holder’s inequality and some probability inequalities, The Annals of Probability 20 (4) (1992) 1893–1901. doi:10.1214/aop/1176989534

[68] S. S. Dragomir, N. M. Ionescu, Some converse of jensen’s inequality and applications, Revue d’Analyse Numérique et de Théorie de l’Approximation 23 (1) (1994) 71–78.

[69] H. Dorsaf, K. Ferdaous, R. Lassoued, Blowing-up solutions and global solutions to a fractional differential equation, Fractional Differential Calculus (2014) 45–53. doi:10.7153/fdc-04-03

[70] H. Yamazaki, K. Miyajima, Y. Shidama, Ascoli-arzelà theorem, Formalized Mathematics 29 (2) (2021) 87–94. doi:10.2478/forma-2021-0009

[71] J. Simon, Compact sets in the space $l^p(0,t; b)$, Annali di Matematica Pura ed Applicata 146 (1) (1986) 65–96. doi:10.1007/BF01762360

[72] Y.-F. Ren, On the burkholder–davis–gundy inequalities for continuous martingales, Statistics & probability letters 78 (17) (2008) 3034–3039. doi:https://doi.org/10.1016/j.spl.2008.05.024
[73] W. Chin, New simple proofs of the kolmogorov extension theorem and prokhorov’s theorem, arXiv preprint arXiv:1911.12979. doi:10.48550/arXiv.1911.12979

[74] J. Cortissoz, On the skorokhod representation theorem, Proceedings of the American Mathematical Society 135 (12) (2007) 3995–4007. doi:10.2307/20635039