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Abstract

Accurately modeling traffic speeds is a fundamental part of efficient intelligent transportation systems. Nowadays, with the widespread deployment of GPS-enabled devices, it has become possible to crowdsource the collection of speed information to road users (e.g. through mobile applications or dedicated in-vehicle devices). Despite its rather wide spatial coverage, crowdsourced speed data also brings very important challenges, such as the highly variable measurement noise in the data due to a variety of driving behaviors and sample sizes. When not properly accounted for, this noise can severely compromise any application that relies on accurate traffic data. In this article, we propose the use of heteroscedastic Gaussian processes (HGP) to model the time-varying uncertainty in large-scale crowdsourced traffic data. Furthermore, we develop a HGP conditioned on sample size and traffic regime (SRC-HGP), which makes use of sample size information (probe vehicles per minute) as well as previous observed speeds, in order to more accurately model the uncertainty in observed speeds. Using 6 months of crowdsourced traffic data from Copenhagen, we empirically show that the proposed heteroscedastic models produce significantly better predictive distributions when compared to current state-of-the-art methods for both speed imputation and short-term forecasting tasks.
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1. Introduction

Modeling traffic speeds is an essential task for developing intelligent transportation systems, because it provides real-time and anticipatory information about the performance of the network. This information is not only essential for traffic managers, since it allows them to properly allocate resources (e.g. control traffic lights) and identify problematic situations, but it also helps users to make better travel decisions by providing them with a complete “picture” of the traffic status throughout the city (e.g., suggest to
take an alternative route or delay/advance the departure) (Liu et al., 2013). The role of accurate traffic speed modeling is even more significant when we consider innovative car-sharing, autonomous vehicles and connected vehicles technologies (Tajalli & Hajibabaie, 2018), where inappropriate routing of vehicles and poor system-wide optimization and coordination can have severe adverse effects in the behavior of the road network (e.g., congestion and poor quality of service) and, ultimately, it can be decisive to the adoption of these technologies.

There are two main sources of traffic speed data: static traffic sensors located at fixed location and GPS sensors from floating vehicles. While traditional speed modeling approaches tend to rely solely on static traffic sensors, which are accurate but expensive to deploy and maintain, nowadays, with the development and widespread deployment of GPS-enabled devices, it has become possible to achieve a much better sensing coverage of the entire road network. In fact, the development of crowdsourcing technologies, where individual users contribute with their own GPS data from their mobile devices, further provides a unique potential for obtaining rather accurate, inexpensive and complete measurements of the speed conditions throughout the network. Hence, it is not surprising that this type of traffic data is becoming increasingly popular among traffic managers, operators and local authorities, with many of these acquiring traffic data consisting of aggregated speed measurements from probe vehicles from providers such as INRIX\(^1\) or HERE\(^2\). However, despite its potential, this data also brings many interesting challenges.

A key fundamental challenge for using crowdsourced speed data in practice is accurately modeling the uncertainty associated with it. Since this data typically consists of aggregated speeds based on individual GPS measurements from a heterogeneous fleet of contributing vehicles and devices (probe vehicles/devices), the resultant speed information can be extremely noisy. This can be due to several reasons, such as low number of samples (probe devices), accuracy of the GPS-enabled devices (as studied by Guido et al. (2014)), different drivers’ behavior, etc. As a consequence, in some situations, the overall picture of the traffic conditions that this data provides can be significantly blurred, causing applications that rely on it to fail. For example, anomaly detection algorithms can be misled to believe that there is something wrong in a certain road segment, when the problem is simply due to momentarily poor data quality. Similarly, forecasting algorithms can be led to produce erroneous predictions by not accounting for the noise in the speed data when modeling it.

This article proposes the use of heteroscedastic Gaussian processes in order to produce models that account for the non-constant variance of speeds through time. Gaussian processes (GPs) are flexible non-parametric Bayesian models that are widely used for modeling complex time-series. Indeed, GPs have been successfully applied to model and predict with state-of-the-art results various traffic related phenomena such as traffic congestion (Liu et al., 2013), travel times (Idé & Kato, 2009), pedestrian and public transport flows (Neumann et al., 2009; Rodrigues et al., 2016), traffic volumes (Xie et al., 2010), driver velocity profiles (Armand et al., 2013), etc. The fully Bayesian non-parametric formulation of GPs makes them particularly well suited for modeling uncertainty and noise in the observations. Heteroscedastic approaches using GPs to model complex noisy time-series additionally extend the capabilities of GPs to capture the uncertainty in the

\(^1\)http://inrix.com
\(^2\)http://here.com
data by allowing the latter to vary between different time periods. In this article, we take these approaches one step further by proposing a heteroscedastic Gaussian process in which the speed variance is conditioned on the observed sample size, i.e., the number of vehicles/devices per minute (which can also be regarded as a noisy proxy for traffic flow), and on the current traffic regime. The intuition is that the uncertainty associated with a speed observation varies with the number of samples (vehicles) that were used to produce that observation, with more samples producing more accurate speed measurements, as well as the traffic regime. As it turns out, conditioning the observation uncertainty on the number of samples per time interval leads to significantly more accurate predictive distributions.

Using a large-scale dataset of crowdsourced speeds provided by Google for Copenhagen, we consider two major tasks: speed imputation and short-term forecasting. Speed imputation refers to the post-hoc problem of predicting the speeds that were not observed due to the absence of sensing devices traveling along a road segment or due to any other data collection issue. On the other hand, short-term forecasting refers to the problem of predicting the speeds in a road network for short periods ahead of time (typically 5 to 15 minutes). While short-term forecasting is a fundamental part of any intelligent transportation system, speed imputation can be critical for the success of any application that makes use of that type of data, especially when the missing observation rate is higher, as it is common with crowdsourced data.

By applying the proposed heteroscedastic GP model to crowdsourced speed data, we are effectively able to quantify the uncertainty in the observed speeds and obtain significantly more accurate predictive distributions for traffic speed imputation and short-term forecasting. This, in turn, allows us to produce precise prediction intervals, which are of vital importance for many real-world applications. In fact, the value of accurate prediction intervals is often neglected in the transportation literature. However, for various tasks, it is often more important to be able to estimate prediction intervals than single point estimates. For example, when planning a trip, it is common the case where we need to guarantee with some level of confidence (e.g., 95%) that the users will arrive on time to the destination. Similarly, when modeling travel demand, such as for public transport or autonomous vehicles, it is essential to ensure that the allocated resources are enough to accommodate the demand. Therefore, rather than planning and allocating resources in accordance to the estimated mean demand, it is better to rely on a different quantile of the predictive distribution in order to guarantee quality of service and avoid travelers’ dissatisfaction and frustration. However, if the prediction intervals are not accurate enough, we risk either underestimating our uncertainty, causing problems to the users, or overestimating it, thus wasting valuable resources. By providing a heteroscedastic treatment of the speed data, we are able to produce accurate prediction intervals, while also reducing the error of the mean predictions. Furthermore, by using an approximate inference technique based on variational inference, we are also able to scale the proposed approach to relatively large datasets such as the one used in our experiments.

The rest of this article is organized as follows. First, Section 2 reviews related works. Section 3 introduces GPs and discusses how to use them for modeling time-series data. The proposed sample-size-and-regime-conditioned heteroscedastic GP (SSRC-HGP) is presented in Section 4. A thorough experimental evaluation of the proposed methodology in comparison with other state-of-the-art approaches is presented in Section 5. Finally, 3
we conclude in Section 6.

2. Related work

2.1. Traffic speed modeling

Traffic speed modeling is a core component of transportation systems that has been researched for several decades now. Particularly due to wide variety of data sources and modeling objectives, the body of literature dealing with traffic speed data is rather extensive. Therefore, this section attempts to provide only an overview of the field, with particular emphasis on approaches that are related to the ideas proposed in this article.

In terms of sources, the traffic speed data considered in the literature is usually obtained from either dynamic traffic measurements obtained from individual GPS sensors or static traffic sensors at fixed locations. The latter typically have the advantage that they are less susceptible to the effects of external factors and therefore tend to produce more reliable measurements of speed, although they are still prone to occasional sensor malfunctions. However, their deployment and maintenance can be very expensive and, therefore, as recent surveys show, their use in major cities is restricted to only a few road segments (Schäfer et al., 2002). Contrarily, speed data from individual GPS sensors is considerably cheaper to obtain and its collection is not spatially restricted to a few predefined places. In this article, we consider this type of traffic speed data.

Regarding modeling techniques, traditional approaches can be roughly categorized in two main groups: parametric and non-parametric approaches (Vlahogianni et al., 2004). Within the parametric approaches category, a significant part of the literature is dedicated to statistical parametric models such as auto-regressive (AR), auto-regressive moving average (ARMA) models and other variants. These models developed from the time-series community find their strengths in their probabilistic treatment, simplicity and computational efficiency (Box et al., 2015). Therefore, they very early found their way into the area of transportation systems (e.g. Davis & Nihan (1991); Williams & Hoel (2003)) and to this day they are considered standard baseline approaches. Another popular approach for traffic speed modeling is neural networks. Although these powerful non-linear models have been successfully applied for predicting various traffic-related phenomena such as predicting speeds (Dia, 2001) and flows (Polson & Sokolov, 2017), they are severely undermined by their black-box nature and lack of probabilistic treatment. The models described in this article distinguish themselves from these by following a non-parametric approach to time-series.

As the name suggests, non-parametric approaches do not assume any specific functional form for the dependent and independent variables. Instead, the idea is to base regression on a notion of similarity. Popular non-parametric approaches to time-series modeling range from simple nearest-neighbors, which were applied to traffic flow in Oswald et al. (2001), to more powerful kernel methods such as support vector regression (SVR). The latter were successfully applied, for example, to predict travel times (Wu et al., 2004). More recently, with the developments in the Gaussian process (GP) literature, researchers started adopting them for various traffic related problems. Indeed, the fully Bayesian non-parametric formulation of GPs makes them particularly well suited for complex and noisy time-series. Furthermore, the explicit probabilistic interpretation of the GP outputs and their ability to estimate predictive uncertainty makes GPs ideal
candidates for modeling traffic phenomena. Therefore, it is not surprising that GPs have been shown to outperform traditional approaches and produce state-of-the-art results for various transportation-related problems such as mobility demand prediction (Chen et al., 2013), traffic speed forecasting (Min & Wynter, 2011) and imputation (Rodrigues et al., 2018), traffic volume prediction (Xie et al., 2010), travel time prediction (Idé & Kato, 2009) and adaptive vehicle routing in congestion environments (Liu et al., 2013).

2.2. Heteroscedastic time-series modeling

For practical reasons, time-series data is often treated as having more signal than noise, and a well-behaved noise structure. This structure usually relies on assuming non-biased models and with constant variance (homoscedasticity), typically formulated as a white noise Gaussian distribution (Antunes et al., 2017). Unfortunately, it turns out that rather frequently, reality is not as “well behaved” and such assumptions may become unrealistic and inappropriate. This is especially true if we consider complex traffic behaviors and heterogeneous data sources that rely on noisy sensors such as the one considered in this article. However, with a few notable exceptions such as Tsokos & Stathopoulos (2009) and Chen et al. (2011), who explore the use of GARCH volatility models, and Liu et al. (2018), who consider the direct estimation of prediction intervals, the heteroscedastic treatment of traffic phenomena, like the one proposed in this article, has been studied to a much smaller extent.

In the time-series literature, the importance of modeling heteroscedastic time-series has been well recognized. Causes for heteroscedasticity can vary from case to case, but most of them are related to the model misspecification, measurement errors, sub-population heterogeneity, noise level or it is just a natural intrinsic property of the dataset (Antunes et al., 2017). Regardless of the cause, several approaches have been proposed to deal with heteroscedastic time-series, although the majority have been focused on finance data (Hamilton & Susmel, 1994), where time-dependent volatility takes its upmost form. These include models such as ARCH, ARMA-CH and other variants (Gouriéroux, 2012; Chen et al., 2011). Due to the recent increase in interest of the statistics and machine learning communities in Gaussian processes, various approaches have been proposed for developing heteroscedastic GP models (Kersting et al., 2007; Quadrianto et al., 2009; Titsias & Lázaro-Gredilla, 2011). The key difficulty there typically lies in finding efficient approximate inference algorithms. While earlier approaches relied on computationally expensive Markov chain Monte Carlo (MCMC) techniques (Goldberg et al., 1998), it was not until more recently that researchers started developing deterministic techniques such as the a maximum-a-posteriori (MAP) approach proposed in Kersting et al. (2007); Quadrianto et al. (2009). However, MAP estimation does not integrate out all latent variables and is prone to overfitting. With that in consideration, Titsias & Lázaro-Gredilla (2011) proposed a variational approximation that allows for accurate inference in heteroscedastic GPs with a computational cost similar to that of standard GPs. The authors empirically showed that their proposed approach outperforms popular state-of-the-art volatility models such as GARCH in benchmark financial time-series data. In this article, we follow the same variational approximation proposed by Titsias & Lázaro-Gredilla (2011).

Despite the success of heteroscedastic GPs in modeling real-world phenomena such as wind speeds (Jiang et al., 2010) or biophysical variables (Lázaro-Gredilla et al., 2014), where they have been shown to produce state-of-the-art results, their application to...
modeling complex traffic phenomena like traffic speeds has, to the best of our knowledge, never been researched. As we empirically demonstrate, the heteroscedastic treatment of crowdsourced speed data using Gaussian processes not only enables us to achieve better predictive distributions and more accurate prediction intervals for the predictions, but it also allows us to improve over the predictive performance of state-of-the-art methods. In fact, we further propose a heteroscedastic GP conditioned on sample size, which allows us to obtain significantly more accurate predictive distributions.

3. Gaussian processes for time-series

Let us start by casting the problem of modeling a time-series of $T$ observations, $y = \{y_1, \ldots, y_T\}$, as a regression problem of the form

$$y_t = f(t) + \epsilon,$$

where $f$ is an unknown function of time (and possibly other variables), and $\epsilon$ is typically an additive white noise process such that $\epsilon \sim \mathcal{N}(0, \sigma^2)$. Traditional approaches to time-series, such as autoregressive or ARIMA models, proceed by assuming a parametric linear form for $f$, whose parameters are then typically estimated by exploiting the maximum likelihood principle. In contrast, GP approaches to time-series modeling assume $f$ to be a non-linear non-parametric function and proceed by placing a Gaussian process prior over $f$.

A Gaussian process is defined as a collection of random variables, any finite number of which have (consistent) joint Gaussian distributions [Rasmussen & Williams, 2005]. Let us consider a multivariate (joint) Gaussian distribution, $\mathcal{N}(f|\mu, \Sigma)$, over the $T$-dimensional vector $f = (f(t_1), \ldots, f(t_T))^T$. While a multivariate Gaussian distribution is fully specified by a mean vector $\mu$ and a covariance matrix $\Sigma$, a GP is a stochastic process fully specified by a mean function $m(t) = \mathbb{E}[f(t)]$ and a positive definite covariance function $k(t, t') = \text{cov}[f(t), f(t')]$. By making use of the mean and covariance functions, GPs specify a way to determine the mean of any arbitrary point in time $t$ and how that point covaries with the nearby points. We can then think of GPs as a generalization of a multivariate Gaussian distribution to infinitely many variables. If we loosely see a function as an infinitely long vector $f$, where each entry specifies the function value $f(t)$ for a particular time $t$, then we can see a GP as a probability distribution over functions.

A key step in modeling time-series data with GPs, is then to define the mean and covariance functions. The mean function defines the mean of the process and, given adequate normalization of the observations, it is commonly taken to be a zero-value vector, i.e. $m(t) = 0$. As for the covariance function, it specifies basic aspects of the process, such as stationarity, isotropy, smoothness and periodicity. The most common choice of covariance function is the squared exponential (SE), which is defined as

$$k_{\text{SE}}(t, t') = h^2 \exp\left(-\frac{(t - t')^2}{2\ell^2}\right),$$

with the parameter $\ell$ defining the characteristic length-scale and $h$ specifying an output-scale amplitude. Notice how the exponent goes to unity as $t$ becomes closer to $t'$. Hence,
Figure 1: Samples from Gaussian processes with different covariance functions.
nearby points are more likely to covary. As a result, a GP prior with a squared exponential covariance function prefers smooth functions. Figure 1a shows 5 samples from this covariance function.

Alternative popular choices of covariance functions for time-series include the Matérn, rational quadratic, white noise and periodic. All of these have different properties, and the choice of one over the other typically relies on knowledge from the domain. We describe here only the covariance functions used in this article and refer the interested reader to Rasmussen & Williams (2005) for more details. Lastly, it is important to note that sums and products of covariance functions also produce valid covariance functions.

A particularly useful covariance function for time-series is the periodic (PER) covariance function, which is given by

\[
k_{\text{PER}}(t, t') = h^2 \exp \left( -\frac{1}{2\ell^2} \sin^2 \left( \frac{\pi}{p}(t - t')^2 \right) \right),
\]

where \(h\) controls the amplitude and \(p\) is the period. Another useful covariance function is the white noise (WN) covariance function with variance \(\sigma^2\) defined as

\[
k_{\text{WN}}(t, t') = \sigma^2 \delta(t, t'),
\]

where \(\delta(t, t')\) is the Kronecker delta function which takes the value 1 when \(t = t'\) and 0 otherwise. This covariance function allows us to account for uncertainty in the observed data and is typically found added to other covariance functions. Figures 1b to 1d show samples from these covariance functions.

Having specified a GP prior, \(p(f) = \mathcal{GP}(m_f(t) = 0, k_f(t, t'))\), for the function values \(f\), the next step is to specify an appropriate likelihood function. If we are considering problems with continuous outputs, then perhaps the simplest and most common likelihood function to use is a Gaussian distribution with mean \(f(t)\) and \(\sigma^2\) variance.

Letting \(y = \{y_t\}_{t=1}^T\) denote the observed time-series values, such that \(y_t \in \mathbb{R}\), we have that \(y \sim \mathcal{N}(y|f, \sigma^2 I_T)\), where \(I_T\) refers to the \(T \times T\) identity matrix. Assuming a homoscedastic Gaussian likelihood of this form, the marginal distribution of \(y\) can be computed analytically as

\[
p(y) = \int p(y|f) p(f) \, df = \mathcal{N}(y|0_T, V_f),
\]

where \(0_T\) is used to denote a \(T\)-dimensional vector of zeros and \(V_f \triangleq \sigma^2 I_T + K_f\), with \(K_f\) denoting the covariance function \(k_f(t, t')\) evaluated between every pair of time indexes.

In time-series problems, our aim is often to make a prediction \(y_*\) for an unobserved time \(t_*\). The joint distribution over \(y_*, y_1, ..., y_T\) is simply given by

\[
p(y_*, y) = \mathcal{N}(y_*|y_0_{T+1}, V_{f+1}),
\]

where, in order to keep the notation uncluttered, we omitted the (implicit) dependency on \(\{t_*, t\}\), and we introduced

\[
V_{f+1} \triangleq \begin{pmatrix} V_f & k_{f_*} \\ k_{f_*}^T & k_{f_**} + \sigma^2 \end{pmatrix}.
\]
In the matrix above, we use $k_f \ast$ to denote the covariance function evaluated between the test point $t_\ast$ and all the other training points in $t$, and $k_f \ast \ast$ to denote the covariance function evaluated between the test point $t_\ast$ against itself, i.e. $k_f \ast \ast = k_f(t_\ast, t_\ast)$.

Using this joint distribution, we can now determine the distribution of $y_\ast$ conditioned on $y$, i.e. the predictive distribution, by making use of the conditional probability for Gaussians, yielding

$$p(y_\ast | y) = \mathcal{N}(y_\ast | k_f^T V_f^{-1} y, k_f k_f^T + \sigma^2 - k_f^T V_f^{-1} k_f)$$

(8)

One key advantage of the Bayesian formalism of GPs is the fully probabilistic interpretation of the predictions and their ability to handle uncertainty, which can be verified by plotting the predictive distributions in (8) and noticing that the uncertainty is lower close to the observations and becomes higher as we go towards regions with no observations. In fact, besides providing us with a notion of confidence in the predictions, this Bayesian formalism also allows us to actively select which points to observe in situations where observations are costly to acquire, by choosing points where the uncertainty is highest.

So far we have been assuming the hyper-parameters of the covariance function $k_f(t, t')$ to be fixed. However, these can be optimized by maximizing the logarithm of the marginal likelihood of the observations given in (5).

4. Sample-size-and-regime conditioned heteroscedastic GPs

In the previous section, we assumed an uncorrelated zero-mean Gaussian distribution with a global or constant variance $\sigma^2$ for the noise term $\epsilon$ in (1). This is the most common setting found in the time-series literature and it is referred to as the homoscedastic assumption. However, for many practical time-series problems of interest, this assumption is too restrictive and unrealistic. Heteroscedastic approaches relax this assumption by considering models of the form

$$y_t = f(t) + \epsilon_t,$$

(9)

where $\epsilon_t$ is a time-dependent noise term, such that $\epsilon_t \sim \mathcal{N}(\epsilon_t | 0, r(t))$. This allows the uncertainty associated with each observation to vary with time. Notice how the homoscedastic setting corresponds to the special case when $r(t) = \sigma^2$. In order to ensure positivity, we parametrize $r(t) = e^{g(t)}$ and proceed by placing a GP prior on $g(t)$ as we did for $f(t)$, so that $g(t) \sim \mathcal{GP}(\mu_0, k_g(t, t'))$, where $\mu_0$ controls the scale of the noise process and $k_g(t, t')$ is the corresponding covariance function.

The model described so far already allows us to account for time-varying uncertainty in the observations. Hence, if we consider, for example, a squared exponential covariance function for the noise process $g$, then we can already represent time-dependent observation noise that varies arbitrarily smoothly through time. However, crowdsourced traffic speeds that are obtained by aggregating GPS information of various sources (e.g., Google Maps users in the case of Google’s traffic data) can vary significantly between consecutive time intervals due to various factors such as the number of GPS samples used to estimate the speed in a given road segment and their respective accuracy, traffic regime, etc. The same applies for other popular commercial traffic data providers, such
Figure 2: Relationship between sample size and the standard deviation of the speeds at 7 road segments and over all 5-min intervals in the crowdsourced traffic data used in the experiments.

as INRIX or HERE, who rely on GPS data from various sources ranging from users of their mobile phone application to contractual fleets (e.g., delivery vehicles and taxis).

Fortunately, in gathering speed information from multiple GPS probes for a given road segment, crowdsourced traffic data providers also know the number of sample vehicles that traveled through that segment in a given time interval - the sample size. The latter can even be thought of as a proxy for the true (unobserved) traffic flow. However, it is important to stress that it does not correspond to the real flow, which would be unavailable for most probe vehicle traffic data providers.

Despite the fact that the observed sample size cannot be interpreted as true flow (but rather as a noisy proxy for it), we argue that there is a significant amount of valuable information in this data, especially for modeling the uncertainty in the observed speeds in a fully Bayesian framework, which we validate empirically in Section 5. Meanwhile, in order to try to provide some insights on the crowdsourced traffic data for Copenhagen used in the experiments and motivate the proposed approach, we provide a brief preliminary analysis. Figure 2 shows the observed relationship between sample size and the standard deviation of speeds for 7 different random road segments according to our data, which suggests strong correlations between speed variance and sample size (provided by Google in deciles, i.e. discretized in 10 equally-sized bins) ranging from -0.78 to -0.88, with higher speed variances being associated with smaller sample sizes. However, the latter can be a consequence of two factors: (1) statistical effect resultant of the fact that variance tends to decrease with the size of the sample, or (2) a consequence of the D-shaped relationship between traffic speeds and flows as represented in the traffic fundamental diagrams (TFD), since low flows can correspond both to congestion and free flow conditions.
Figure 3: Histograms of the speeds for each of the 10 sample size deciles (10 histograms) for an example road segment.
In order to try to gain further insights, Figure 3 shows the distribution of speeds for the data corresponding to each sample size decile. In the figure, we can verify that low sample sizes have speeds across the entire speed domain and high sample sizes have speeds predominantly in the high speed domain. Under the assumption that the observed sample size is a good proxy for traffic flow, then this is consistent with the bi-valued relationship between speed and flow according to the TFD, but with one main difference: in this figure we have speeds in the middle, which is perfectly explained by the data coming from a mixed network. This emphasises the fact that the observation variance in the crowdsourced speed data can be dependent both on the sample size (as a statistical effect) and the traffic regime (congested vs. free-flow).

Lastly, Figure 4 shows the distribution of the different observed sample sizes among the different periods of the day. We can observe that the larger sample sizes tend to occur most frequently during day time.

Exploiting all these insights, we propose a sample-size-and-regime-conditioned heteroscedastic Gaussian process (SSRC-HGP), where, instead of being dependent on time, the observation noise variance is dependent on the sample size and the traffic regime. Letting \( x_t \) denote the observed sample size at time \( t \), we would like to define the noise variance such that \( r(x_t) = e^{g(x_t)} \). Unfortunately, when trying to predict the speed at time \( t \), the sample size \( x_t \) is also unavailable, i.e. it is a latent variable. We therefore proceed by modeling the sample size as a latent process indirectly via the Gaussian process for \( g \). For this purpose, we shall take a function mapping approach to time-series...
modeling (Roberts et al., 2013), and model sample size without an explicit reference to the time ordering of the data. Instead, we assume the sample size at time $t$ to be a (non-linear) mapping from the $L$ previously observed sample sizes $\{x_{t-1}, \ldots, x_{t-L}\}$.

Since low sample size can correspond both to high congestion and free flow conditions (bi-valued relationship between speed and flow), we further include a dependency of the observation variance on the previous observed speeds in the time-series, $\{y_{t-1}, \ldots, y_{t-L}\}$, as this allows the model to distinguishing between the two regimes purely from data. As such, we can define the noise variance as $e_{g(x_{t-1}, \ldots, x_{t-L}, y_{t-1}, \ldots, y_{t-L})}$.

Let $g = \{g(x_{t-1}, \ldots, x_{t-L}, y_{t-1}, \ldots, y_{t-L})\}_{t=1}^T$, we can define a GP prior on $g$ as $p(g) = \mathcal{GP}(\mu_0, k_g(\{x_{t-1}, \ldots, x_{t-L}, y_{t-1}, \ldots, y_{t-L}\}, \{x'_{t-1}, \ldots, x'_{t-L}, y'_{t-1}, \ldots, y'_{t-L}\}))$. The generative process of the proposed SSRC-HGP can then be summarized as:

1. Draw prior for mean function $f \sim \mathcal{GP}(0, k_f(t, t'))$
2. Draw prior for noise function $g \sim \mathcal{GP}(\mu_0, k_g(\{x_{t-1}, \ldots, x_{t-L}, y_{t-1}, \ldots, y_{t-L}\}, \{x'_{t-1}, \ldots, x'_{t-L}, y'_{t-1}, \ldots, y'_{t-L}\}))$
3. For each time $t \in \{1, \ldots, T\}$
   (a) Draw speed $y_t \sim \mathcal{N}(y_t|f(t), e_{g(x_{t-1}, \ldots, x_{t-L}, y_{t-1}, \ldots, y_{t-L})})$

The marginal distribution of the observed speeds $y$ is then given by

$$p(y) = \int p(y|f, g) p(f) p(g) \, df \, dg,$$

where we omitted the dependency on $x$ in order to simplify the presentation. Unfortunately, this integral is no longer tractable and so is inference. Therefore, we proceed by using a variational inference algorithm similar to the one proposed in Gredilla (2011) in order to perform approximate Bayesian inference in the proposed SSRC-HGP. The details are provided as supplementary material.

### 5. Experiments

The heteroscedastic Gaussian process (HGP) approaches - standard HGP and our proposed SSRC-HGP - were empirically evaluated using crowdsourced traffic data provided by Google, consisting of 6 months (January 2015 to June 2015) of traffic speeds and sample sizes for 7 road segments in Copenhagen that are known to be prone to traffic congestion. This dataset is derived from “Location History” data that Google Maps users agreeingly share with Google. The individual GPS data is aggregated per road segment in 5 minute bins, resulting in a total of 51840 observations per road segment. The road segments are predefined by Google and uniquely identified using unique place IDs, whose details can be obtained through the use of the Google’s Places API.

Kindly notice how this traffic data is very similar to the one that is commonly found at public traffic agencies and local authorities, which is typically obtained by third-party commercial providers such as INRIX and HERE.

---

[3] Supplementary material available at: [http://www.fprodrigues.com/supp-mat-fc-hgp.pdf](http://www.fprodrigues.com/supp-mat-fc-hgp.pdf)

[4] Source code available at: [http://www.fprodrigues.com/code_hgp_google.zip](http://www.fprodrigues.com/code_hgp_google.zip)
Table 1: Descriptive statistics of selected place IDs.

| Place ID | Mean speed | Speed std. | Mean sample size decile | Sample size decile std. |
|----------|------------|------------|-------------------------|------------------------|
| 1        | 66.198     | 24.075     | 6.557                   | 2.949                  |
| 2        | 76.849     | 18.525     | 7.622                   | 1.775                  |
| 3        | 76.277     | 19.442     | 6.973                   | 1.853                  |
| 4        | 66.276     | 26.451     | 6.357                   | 2.770                  |
| 5        | 79.219     | 14.793     | 7.769                   | 1.662                  |
| 6        | 62.375     | 27.015     | 5.783                   | 1.922                  |
| 7        | 79.465     | 19.522     | 7.429                   | 2.035                  |

For privacy and security reasons, the data does not contain the exact number of vehicles used to estimate the speed at each moment in a given segment (sample size). Instead, we are provided with an indicator of the sample size consisting of the distribution decile to which each observed number of samples belongs to. Therefore, if for a given road segment the sample size decile is 1, then we know that the number of samples (Google Maps users) traveling through that road segment in that 5 minute interval is in the bottom 10% of the distribution (over the entire 6 months of data). Similarly, if the sample size decile is 8, then we know it is between the top 30% and the top 20% of the distribution of observed sample sizes. This is the information that will be provided to the proposed SSRC-HGP. Whenever speed or sample size information was not available in the original dataset, a simple linear interpolation method was used to infer the missing data.

Figure 5 shows the location of the selected road segments, and Table 1 provides some descriptive statistics about these segments. As previously mentioned, for these 7 road segments, we consider two problems: speed imputation and short-term forecasting.

5.1. Speed imputation

In order to evaluate the performance of heteroscedastic GPs in imputation settings, we began by randomly selecting half of the observations for each road segment and removing them from the corresponding time-series. Special care was taken to ensure that the selected observations to be removed were not missing in the original dataset. The goal was then to try to infer the missing observations using the remaining information from the time-series. The approaches based on heteroscedastic GPs (HGP and SSRC-HGP) were compared with a standard (homoscedastic) Gaussian process (GP), which have already been shown to outperform traditional approaches such as ARIMA, SVM and KNN models for various transport-related tasks (Xie et al., 2010; Neumann et al., 2009; Rodrigues et al., 2016).

For the homoscedastic GP, we used an additive covariance function that results from the combination of a squared exponential covariance function $k_{se}(t, t')$ to model the smooth transitions in the speeds, a periodic covariance function $k_{per}(t, t')$ to model repeatable weekly patterns, and a white noise covariance function $k_{wn}(t, t')$ to account for the observation noise. The covariance function used is then given by $k_f(t, t') = k_{se}(t, t') + k_{per}(t, t') + k_{wn}(t, t')$. The hyper-parameters of this covariance function were
Figure 5: Map of road segments used in the experiments.
optimized by maximizing the marginal likelihood of the data. As for the heteroscedastic GP approaches, we used an additive covariance function for the mean speed process \( f \) similar to one used in the homoscedastic case, but without the white noise component, since the HGP already accounts for observation noise by modeling it as a separate process. For the noise process \( g \) in both HGP and SSRC-HGP, an additive covariance function was also used, consisting of a squared exponential and a white noise component.

With the purpose of allowing for the parallelization of the different methods and to reduce the computational burden (particularly of the GPs), the 6 months of speed time-series for imputation were divided in smaller blocks and processed independently. We experimented with different block sizes and verified that above block sizes of 15 days the differences in the results were negligible. We therefore proceeded by considering blocks of 15 days for imputation, which allowed to greatly speed up the execution of the different methods without loss of imputation accuracy. This is particularly important when performing imputation in very large scale datasets, such as for the entire Copenhagen.

As previously mentioned, in this article, we are mainly interested in the ability to model observation uncertainty and provide accurate prediction intervals for the predictions. In order to evaluate the quality of the predictive distributions provided by the different models, we use the negative log-predictive density (NLPD), which consists of the likelihood of the true speeds under the predictive distribution at test time indexes \( t^*_s \), i.e. \( \text{NLPD} = -\log p(y^*_s|y) \). Therefore, more accurate predictive distributions lead to lower values of NLPD. On the other hand, if the true speeds are in regions of low predictive probability density (i.e. actual observed speed value is unlikely under the predictive distribution), then the value of NLPD will be high. For the standard (homoscedastic) GP, the NLPD can be readily evaluated by making use of \( 8 \). However, for the HGPs we rely on the variational distribution \( q(y^*_s) \) (kindly see supplementary material for details), which cannot be evaluated analytically. Instead, we approximate its value using Gauss-Hermite quadrature.

Table 2 shows the NLPDs obtained for the different methods that provide predictive distributions. As these results demonstrate, there is a general improvement by using HGPs instead of standard GPs, which is expected due to their capability to model the time-evolving observation uncertainty. However, when we analyze the results of the proposed SSRC-HGP, we can observe that there is a very substantial improvement in terms of the accuracy of the predictive distribution for all road segments considered. This shows that the information about the sample size is extremely valuable for modeling observation noise in the speeds. Indeed, this finding could be insightful to other areas beyond the transportation domain, where observation noise could be dependent on the sample size.

At this point, it is important to emphasize that the log probability density of the test set observations is the most precise and reliable indicator of the quality of the predictive distribution and how well the different methods are modeling the uncertainty in the data. However, in an attempt to better understand some of the potential practical implications of these results, Table 2 further shows metrics for evaluating the quality of the 95% prediction intervals produced by the different methods. Contrarily to the predictive mean, the quality of the prediction intervals for the predictions is very difficult to evaluate and quantify, especially using a single criteria. Hence, our analysis of the 95% prediction intervals will be based on the following statistics:
Table 2: Comparison of the accuracy of the predictive distribution produced by different imputation methods.

| Place ID | Method   | NLPD | ICP  | MIL  | RMIL   |
|----------|----------|------|------|------|--------|
| 1        | GP       | 0.627| 0.954| 1.830| 85.935 |
|          | HGP      | 0.389| 0.938| 1.550| 59.040 |
|          | SSRC-HGP | 0.002| 0.955| 1.360| 56.372 |
| 2        | GP       | 0.599| 0.956| 1.812| 70.798 |
|          | HGP      | 0.348| 0.934| 1.413| 66.111 |
|          | SSRC-HGP | 0.068| 0.950| 1.372| 37.098 |
| 3        | GP       | 0.771| 0.953| 2.045| 103.303|
|          | HGP      | 0.638| 0.908| 1.485| 38.181 |
|          | SSRC-HGP | 0.325| 0.944| 1.577| 58.536 |
| 4        | GP       | 0.609| 0.954| 1.848| 103.303|
|          | HGP      | 0.520| 0.912| 1.317| 71.167 |
|          | SSRC-HGP | 0.034| 0.946| 1.355| 40.402 |
| 5        | GP       | 0.602| 0.952| 1.874| 65.338 |
|          | HGP      | 0.443| 0.921| 1.447| 61.878 |
|          | SSRC-HGP | 0.148| 0.949| 1.475| 45.496 |
| 6        | GP       | 0.791| 0.943| 1.983| 66.857 |
|          | HGP      | 1.276| 0.845| 1.417| 50.501 |
|          | SSRC-HGP | 0.570| 0.923| 1.625| 48.069 |
| 7        | GP       | 0.740| 0.954| 2.085| 127.126|
|          | HGP      | 0.584| 0.906| 1.442| 87.177 |
|          | SSRC-HGP | 0.203| 0.949| 1.532| 65.426 |

- Interval coverage percentage (ICP), which corresponds to the fraction of the observations that are within the prediction intervals. Hence, for 95% prediction intervals, this number should be close to 0.95.

- Mean interval length (MIL), which measures the average length of the prediction intervals.

- Relative mean interval length (RMIL) given by

\[
RMIL = \frac{1}{T} \sum_{t=1}^{T} \frac{u_t - l_t}{|y_{ts} - \hat{y}_s|},
\]

where \(u_t\) and \(l_t\) refer to the upper and lower confidence bounds, respectively, and \(\hat{y}_s\) is used to denote the predicted speed. RMIL intrinsically expresses the idea that, for a large observed error, we need to allow large intervals, so that the predicted value can be covered.

Since the predictive distribution of the HGPs is non-Gaussian, we use Monte Carlo sampling in order to estimate confidence bounds. It is important to note that none of the statistics described above should be analyzed individually, but rather in the context of the others. For example, it is quite easy to produce prediction intervals with ICP close
to 0.95 but with rather poor MIL and RMIL. Similarly, it is trivial to obtain confidence
bounds with arbitrarily small MIL, but the ICP would also be lower than desired.

From analyzing the statistics in Table 2, it becomes clear that the 95% prediction
intervals produced by the proposed SSRC-HGP are far more accurate than the other
methods. In particular, while all methods seem to be able to produce prediction intervals
that cover roughly 95% of the observations, the intervals produced by SSRC-HGP are
much tighter (i.e. lower MIL), especially when compared to standard GPs. The same
applies to RMIL, thereby suggesting that the intervals produced by SSRC-HGP are larger
in regions where the prediction error is expected to be large. It should be noted that,
although for some road segments standard HGPs are able to produce tighter prediction
intervals, they do so at the cost of interval coverage percentage (ICP), which in some
cases can be as low as 84.5%.

In order to gain even further insights, we plotted the prediction intervals produced
by the different methods. Figure 6 shows the generated plots for the first 24 hours of
predictions in place 1. We can see that the predictive distributions of the GP are rather
uncertain and produce large prediction intervals. On the other hand, HGP is able to be
much more confident in its predictions and produce much narrower prediction intervals,
while still accounting for roughly 95% of the data. However, at night times, when speed
measurements from the mobile devices are not so reliable due to the low number of
samples and other factors, the HGP tends to be overconfident in its predictions. By
being conditioned on the sample size, the SSRC-HGP does not suffer from this issue
and is capable of correctly modeling the uncertainty in the observed speeds during night
periods.

Finally, we also analyzed the imputation accuracy of HGP and SSRC-HGP in com-
parison with standard GPs and also a linear interpolation method (“Lin. Interp.”). Table 3
shows the obtained results. We report 3 evaluation metrics: mean absolute error
(MAE), relative absolute error (RAE) and coefficient of determination ($R^2$). The results
consistently show that the heteroscedastic approaches outperform all the baseline meth-
ods, especially in terms of MAE, where the improvements of HGPs over the best baseline
method range from 3.9% to 9.9%.

5.2. Real-time speed forecasting

We will now turn to evaluating the heteroscedastic GP approaches on a speed fore-
casting task. The goal is thus to predict what the speed will be for $t + 1$ given the
previous observations up to time $t$, along with the uncertainty associated with the pre-
dictions. We compare the predictive distributions of HGP and SSRC-HGP with those
of a (homoscedastic) GP and an ARIMA model. All the GP-based approaches use the
same additive covariance functions described in Section 5.1.

The experimental setup consists of a sliding window of size $N$ with increments of 1
time step (5 minutes) in each iteration, where the $N$ last observations, $\{y_{t-N}, \ldots, y_t\}$, are
used to predict the speed $y_{t+1}$. We experimented with different values for $N$ and found
that for $N$ greater than 7-8 days, the predictive performance of the different approaches
does not change. Therefore, in all experiments we consider $N = 8$ days. The first 15
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5The order of the ARIMA model for each road segment was chosen using the Bayesian information
criteria (BIC).
Figure 6: Imputation results for the first 24 hours of speeds in place 1. Blue crosses represent the true speeds and the black lines with grey surrounding areas show the predicted speeds and corresponding 95% prediction intervals.
days of the speeds time-series are used to bootstrap the different algorithms and we make predictions for the remaining five and a half months. Every 5 days, all statistical models are re-estimated, i.e. the parameters of the ARIMA model are re-estimated though maximum likelihood and the hyper-parameters of the GP-based models are re-optimized by maximizing the marginal likelihood of the data.

As before, and as with other works on heteroscedastic approaches [Kersting et al, 2007; Titsias & Lázaro-Gredilla, 2011], in order to evaluate the quality of the predictive distributions produced by HGP and SSRC-HGP in comparison with those of the GP and ARIMA models, we use the negative log-predictive density (NLPD). Table 4 shows the obtained results, from which we can verify that the proposed SSRC-HGP is able to achieve remarkable results in terms of NLPD. This demonstrates that the predictive distributions produced by SSRC-HGP are significantly more accurate than both standard GP and HGP, which in turn implies that the SSRC-HGP is much better at modeling the time-varying uncertainty in crowdsourced traffic data. Not surprisingly, the results from Table 4 also show that Gaussian processes are able to produce better prediction intervals

Table 3: Accuracy of different imputation methods for the various road segments analyzed.

| Place ID | Method    | MAE   | RAE   | $R^2$ |
|----------|-----------|-------|-------|-------|
| 1        | Lin. Interp. | 2.840 | 40.897 | 0.717 |
|          | GP        | 2.550 | 37.244 | 0.752 |
|          | HGP       | 2.460 | 35.917 | 0.757 |
|          | SSRC-HGP  | **2.414** | **34.764** | **0.759** |
| 2        | Lin. Interp. | 2.869 | 40.526 | 0.732 |
|          | GP        | 2.570 | 36.186 | 0.760 |
|          | HGP       | 2.440 | 34.361 | 0.775 |
|          | SSRC-HGP  | **2.440** | **34.361** | **0.775** |
| 3        | Lin. Interp. | 2.839 | 51.547 | 0.617 |
|          | GP        | 2.477 | 44.983 | 0.672 |
|          | HGP       | 2.378 | 43.177 | 0.677 |
|          | SSRC-HGP  | **2.336** | **42.412** | **0.694** |
| 4        | Lin. Interp. | 2.902 | 43.292 | 0.717 |
|          | GP        | 2.592 | 38.678 | 0.755 |
|          | HGP       | 2.487 | 37.112 | 0.756 |
|          | SSRC-HGP  | **2.464** | **36.766** | **0.757** |
| 5        | Lin. Interp. | 2.366 | 43.446 | 0.714 |
|          | GP        | 2.073 | 38.073 | 0.759 |
|          | HGP       | 1.986 | 36.481 | 0.765 |
|          | SSRC-HGP  | 2.020 | 37.112 | 0.755 |
| 6        | Lin. Interp. | 4.593 | 50.897 | 0.620 |
|          | GP        | 4.103 | 45.471 | 0.671 |
|          | HGP       | 4.122 | 45.685 | 0.657 |
|          | SSRC-HGP  | **3.945** | **43.724** | **0.690** |
| 7        | Lin. Interp. | 2.761 | 47.657 | 0.650 |
|          | GP        | 2.479 | 42.799 | 0.693 |
|          | HGP       | 2.322 | 40.094 | 0.709 |
|          | SSRC-HGP  | **2.232** | **39.258** | **0.714** |
Table 4: Comparison of the accuracy of the predictive distribution produced by different forecasting methods.

| Place ID | Method     | Eval: all periods | Eval: day periods |
|----------|------------|-------------------|-------------------|
|          |            | NLPD | ICP   | MIL   | RMIL  | ICP   | MIL   | RMIL  |
|          | ARIMA      | 0.796| 0.949 | 18.257| 55.787| 0.994| 18.264| 65.089|
|          | GP         | 0.679| 0.961 | 18.193| 52.555| 0.996| 18.213| 60.978|
|          | HGP        | 0.453| 0.950 | 14.987| 48.268| 0.995| 14.506| 55.857|
|          | SSRC-HGP  | 0.049| 0.955 | 11.062| 32.179| 0.987| 8.644 | 35.123|
|          | ARIMA      | 0.674| 0.959 | 17.761| 50.249| 0.995| 17.760| 53.118|
|          | GP         | 0.653| 0.962 | 17.909| 43.940| 0.995| 17.897| 51.152|
|          | HGP        | 0.416| 0.948 | 13.564| 49.692| 0.990| 13.285| 53.585|
|          | SSRC-HGP  | 0.082| 0.952 | 11.086| 33.840| 0.981| 9.019 | 35.163|
|          | ARIMA      | 0.766| 0.949 | 17.458| 49.346| 0.995| 17.464| 61.664|
|          | GP         | 0.648| 0.959 | 17.311| 49.636| 0.996| 17.360| 59.886|
|          | HGP        | 0.421| 0.953 | 14.535| 49.692| 0.995| 14.208| 59.244|
|          | SSRC-HGP  | 0.025| 0.955 | 10.755| 34.508| 0.987| 8.381 | 39.421|
|          | ARIMA      | 0.783| 0.942 | 18.017| 50.174| 0.994| 18.023| 59.777|
|          | GP         | 0.728| 0.960 | 18.114| 51.081| 0.993| 20.263| 48.937|
|          | HGP        | 0.658| 0.929 | 11.899| 44.970| 0.989| 13.541| 46.938|
|          | SSRC-HGP  | 0.116| 0.955 | 12.375| 35.668| 0.983| 9.497 | 35.189|
|          | ARIMA      | 0.766| 0.946 | 17.458| 49.346| 0.995| 17.464| 61.664|
|          | GP         | 0.646| 0.959 | 17.293| 51.737| 0.996| 17.316| 58.798|
|          | HGP        | 0.418| 0.953 | 14.514| 49.029| 0.995| 14.255| 60.422|
|          | SSRC-HGP  | 0.030| 0.955 | 10.778| 35.714| 0.987| 8.409 | 39.845|
|          | ARIMA      | 0.766| 0.945 | 17.458| 49.346| 0.995| 17.464| 61.664|
|          | GP         | 0.649| 0.959 | 17.344| 51.734| 0.996| 17.596| 64.397|
|          | HGP        | 0.420| 0.954 | 14.669| 48.534| 0.994| 14.448| 60.189|
|          | SSRC-HGP  | 0.043| 0.954 | 10.865| 35.615| 0.986| 8.400 | 35.714|
|          | ARIMA      | 0.766| 0.946 | 17.458| 49.345| 0.994| 17.467| 61.668|
|          | GP         | 0.646| 0.959 | 17.281| 49.925| 0.996| 17.307| 61.216|
|          | HGP        | 0.428| 0.953 | 14.715| 50.679| 0.994| 14.180| 60.831|
|          | SSRC-HGP  | 0.040| 0.951 | 10.890| 33.974| 0.987| 8.508 | 38.165|
than ARIMA, thus confirming the ability of GPs to properly handle uncertainty, which stems from their fully Bayesian non-parametric formulation. In turn, the HGP is shown here to outperform standard GPs for all places studied, which is natural due to the fact that they explicitly model observation uncertainty as a function of time. However, what is truly interesting are the results obtained for the proposed SSRC-HGP, which are able to greatly improve over standard HGPs, with reductions in NLPD ranging from 84% to 96%.

As in the imputation setting, we also computed the interval coverage percentage (ICP), mean interval length (MIL) and relative mean interval length (RMIL) for the different methods. Although the NLPD is the most appropriate metric for comparing the accuracy of the predictive distributions produced by the different methods, since it accounts for the likelihood of the true speeds under the predictive distribution, we believe these other statistics give further insights on the results. However, the latter are restricted to evaluating a specific quantile of the predictive distribution, rather than the entire distribution as a whole. As in the imputation setting, we will focus on comparing the 95% confidence bounds produced by the different methods.

As the results in Table 4 show, all methods are able to cover roughly 95% of the observations (ICP $\approx 0.95$). However, the heteroscedastic approaches, especially the SSRC-HGP, are able to do so while producing significantly tighter prediction intervals, which can be verified by the results for the MIL. Furthermore, when we consider the relative version of MIL (RMIL), we can see that SSRC-HGP obtains much lower values, which suggests that the interval length is well adjusted according to the absolute error.

In order to visually analyze the differences between the various statistical approaches, we plotted the predictions and their corresponding 95% prediction intervals. Figure 7 shows the obtained plots for the first 24 hours in place 4, where the black lines correspond to the predicted speeds and the grey areas represent the prediction intervals. The blue crosses correspond to the observed true speeds. As Figure 7 shows, both ARIMA and GP produce nearly constant prediction intervals whose length is rather large. From a practical perspective, this could lead to poor optimization of services that are based on a specific confidence bound (e.g. the 97.5% quantile of the distribution).

On the other hand, we can see from Figure 7 that the prediction intervals of HGP are significantly tighter and much more accurate in general. However, as with the imputation case, we can verify that during night periods, the observed speeds vary significantly due mostly to the low number of samples of the Google data (i.e. low number of mobile devices reporting speed data) and the standard HGP is not able to capture that uncertainty properly. Contrarily, by conditioning the uncertainty in speed on the latent sample size, the proposed SSRC-HGP is able to properly capture the uncertainty during night periods, thereby correctly learning that the prediction intervals should be larger during night and narrower during day periods or periods where the number of samples is higher. Moreover, we can notice that this ability of SSRC-HGP to correctly model observation uncertainty also leads to more accurate estimates of speed, which can be observed through the entire 24-hour sample and, in particular, by comparing the plots of the different methods during the morning peak period (between 7h00 and 9h30). In the night periods, we can see that its noise modeling capability prevents SSRC-HGP from predicting extreme values, which are generally unlikely. For example, around 5 a.m., we can see that, while all the other methods forecast a rather unlikely low value of speed, the proposed SSRC-HGP makes a much more moderate and sensible forecast but, at the same time, increases the prediction
intervals in order to convey its uncertainty in that forecast.

Lastly, we evaluate the performance of the different forecasting methods in terms of predictive mean. Table 5 shows the results obtained. As these show, when we consider all periods of the day (“Eval: all periods”) the heteroscedastic GP approaches clearly outperform all the other methods, with the sample-size-and-regime-conditioned HGP being the one that produces more accurate forecasts. Indeed, when compared to the best baseline method, SSRC-HGP leads to improvements in MAE between 12-18%. Not surprising, the results also show that GPs outperform other standard methods such as ARIMA models, thereby confirming the findings of other works (Xie et al., 2010).

In order to further analyze the predictive accuracy of the different methods, Table 5 also shows the same error statistics but evaluated only during day-time periods (“Eval: day periods”), i.e. between 7 a.m. and 10 p.m. Interestingly, when we focus our evaluation on these periods, which are actually the periods that are most susceptible to congestion problems, the improvements of the heteroscedastic approaches over the base-
Figure 7: Forecasting results for the first 24 hours of speeds in place 4. Blue crosses represent the true speeds and the black lines with grey surrounding areas show the predicted speeds and corresponding 95% prediction intervals.
line approaches become even more striking. For example, we can see that SSRC-HGP is able to exploit the sample size information to produce predictions that lead to reductions in MAE ranging from 25% to 28% when compared with standard GP, which are considered state of the art approaches for travel speed forecasting (Min & Wynter, 2011; Ide & Kato, 2009). Even when compared with the standard HGP, the proposed SSRC-HGP is able to reach improvements in MAE of 17%.

6. Conclusion

This article addressed the very fundamental problem in transport systems of traffic speed modeling for imputation of missing observations and real-time forecasting. Focusing on modern traffic data collection technologies based on crowdsourcing (e.g. Google, INRIX, HERE, etc.), which are highly susceptible to fluctuations in the quality of the measurements, we proposed the use of heteroscedastic Gaussian processes (HGP) in order to model the non-constant observation noise. Furthermore, following the hypothesis that sample size is a key factor for explaining speed measurement noise, we proposed a sample-size-and-regime-conditioned heteroscedastic Gaussian process (SSRC-HGP), where the observation noise is conditioned on information about the sample size resultant from the GPS data collection process, as well as the traffic regime.

We empirically showed, using a large-scale dataset of crowdsourced traffic speed data for the area of Copenhagen, that the heteroscedastic models outperform state-of-the-art approaches in terms of predictive accuracy and quality of the prediction intervals for imputation and real-time forecasting tasks. Particularly, in the case of the proposed SSRC-HGP, we verified that it can produce significantly more accurate predictive distributions in both tasks considered, which in turn lead to much more reliable prediction intervals. Given the practical importance of modeling observation noise and producing accurate prediction intervals when predicting different aspects of traffic and mobility in general, such as traffic speeds, flows or travel demand, we believe the ideas proposed in this article to constitute very important contributions. Moreover, it is important to note that these contributions go beyond the field of transportation systems, and extend to all applications of crowd-based remote-sensing where the sample size can be assumed to condition the observation noise.

Acknowledgments

The research leading to these results has received funding from the People Programme (Marie Curie Actions) of the European Union’s Seventh Framework Programme (FP7/2007-2013) under REA grant agreement no. 609405 (COFUNDPostdocDTU), and from the European Union’s Horizon 2020 research and innovation programme under the Marie Sklodowska-Curie Individual Fellowship H2020-MSCA-IF-2016, ID number 745673.

The authors would also like to thank Google for proving access to the data used in this work.
References
Antunes, F., OSullivan, A., Rodrigues, F., & Pereira, F. (2017). A review of heteroscedasticity treatment with gaussian processes and quantile regression meta-models. In *Seeing Cities Through Big Data* (pp. 141–160). Springer.
Armand, A., Filliat, D., & Ibanez-Guzman, J. (2013). Modelling stop intersection approaches using gaussian processes. In *Intelligent Transportation Systems (ITSC)*, 2013 16th International IEEE Conference on (pp. 1650–1655). IEEE.
Box, G. E., Jenkins, G. M., Reinsel, G. C., & Ljung, G. M. (2015). *Time series analysis: forecasting and control*. John Wiley & Sons.
Chen, C., Hu, J., Meng, Q., & Zhang, Y. (2011). Short-time traffic flow prediction with arima-garch model. In *Intelligent Vehicles Symposium (IV), 2011 IEEE* (pp. 607–612). IEEE.
Chen, J., Low, K. H., & Tan, C. K.-Y. (2013). Gaussian process-based decentralized data fusion and active sensing for mobility-on-demand system. *arXiv preprint arXiv:1306.1491*.
Davis, G. A., & Nihan, N. L. (1991). Nonparametric regression and short-term freeway traffic forecasting. *Journal of Transportation Engineering, 117*, 178–188.
Dia, H. (2001). An object-oriented neural network approach to short-term traffic forecasting. *European Journal of Operational Research, 131*, 253–261.
Goldberg, P. W., Williams, C. K., & Bishop, C. M. (1998). Regression with input-dependent noise: A gaussian process treatment. *Advances in neural information processing systems*, (pp. 493–499).
Gouriéroux, C. (2012). *ARCH models and financial applications*. Springer Science & Business Media.
Guido, G., Gallelli, V., Saccomanno, F., Vitale, A., Rogano, D., & Festa, D. (2014). Treating uncertainty in the estimation of speed from smartphone traffic probes. *Transportation Research Part C: Emerging Technologies, 47*, 100–112.
Hamilton, J. D., & Susmel, R. (1994). Autoregressive conditional heteroskedasticity and changes in regime. *Journal of econometrics, 64*, 307–333.
Idé, T., & Kato, S. (2009). Travel-time prediction using gaussian process regression: A trajectory-based approach. In *SDM* (pp. 1185–1196). SIAM.
Jiang, X., Dong, B., Xie, L., & Sweeney, L. (2010). Adaptive gaussian process for short-term wind speed forecasting. In *ECAI* (pp. 661–666).
Kersting, K., Plagemann, C., Pfaff, P., & Burgard, W. (2007). Most likely heteroscedastic gaussian process regression. In *Proceedings of the 24th international conference on Machine learning* (pp. 393–400). ACM.
Lázaro-Gredilla, M., Titsias, M. K., Verrelst, J., & Camps-Valls, G. (2014). Retrieval of biophysical parameters with heteroscedastic gaussian processes. *IEEE Geoscience and Remote Sensing Letters, 11*, 838–842.
Lin, L., Handley, J. C., Gu, Y., Zhu, L., Wen, X., & Sadek, A. W. (2018). Quantifying uncertainty in short-term traffic prediction and its application to optimal staffing plan development. *Transportation Research Part C: Emerging Technologies, 92*, 323–348.
Liu, S., Yue, Y., & Krishnan, R. (2013). Adaptive collective routing using gaussian process dynamic congestion models. In *Proceedings of the 19th ACM SIGKDD international conference on Knowledge discovery and data mining* (pp. 704–712). ACM.
Liu, S., Yue, Y., & Krishnan, R. (2013). Adaptive collective routing using gaussian process dynamic congestion models. In *Proceedings of the 19th ACM SIGKDD international conference on Knowledge discovery and data mining* (pp. 704–712). ACM.
Min, W., & Wynter, L. (2011). Real-time road traffic prediction with spatio-temporal correlations. *Transportation Research Part C: Emerging Technologies, 19*, 606–616.
Neumann, M., Kersting, K., Xu, Z., & Schulz, D. (2009). Stacked gaussian process learning. In *Data Mining, 2009. ICDM’09. Ninth IEEE International Conference on* (pp. 387–396). IEEE.
Oswald, R. K., Scherer, W. T., & Smith, B. L. (2001). Traffic flow forecasting using approximate nearest neighbor nonparametric regression. *Center for Transportation Studies, University of Virginia, 1999*.
Polson, N. G., & Sokolov, V. O. (2017). Deep learning for short-term traffic flow prediction. *Transportation Research Part C: Emerging Technologies, 79*, 1–17.
Quadrianto, N., Kersting, K., Reid, M. D., Caetano, T. S., & Buntine, W. L. (2009). Kernel conditional quantile estimation via reduction revisited. In *Data Mining, 2009. ICDM’09. Ninth IEEE International Conference on* (pp. 938–943). IEEE.
Rasmussen, C. E., & Williams, C. (2005). *Gaussian processes for machine learning*. The MIT Press.
Roberts, S., Osborne, M., Ebden, M., Reece, S., Gibson, N., & Aigrain, S. (2013). Gaussian processes for time-series modelling. *Phil. Trans. R. Soc. A, 371*, 1–25.
Rodrigues, F., Borysov, S., Ribeiro, B., & Pereira, F. (2016). A bayesian additive model for understanding public transport usage in special events. *IEEE transactions on pattern analysis and machine intelligence, 39*, 101–120.
Rodrigues, F., Henriksen, K., & Pereira, F. C. (2018). Multi-output gaussian processes for crowdsourced traffic data imputation. *IEEE Transactions on Intelligent Transportation Systems*, 650.

Schäfer, R.-P., Thiessenhusen, K.-U., Brockfeld, E., & Wagner, P. (2002). A traffic information system by means of real-time floating-car data. In *ITS World Congress*.

Tajalli, M., & Hajbabaie, A. (2018). Distributed optimization and coordination algorithms for dynamic speed optimization of connected and autonomous vehicles in urban street networks. *Transportation Research Part C: Emerging Technologies*, 95, 497–515.

Titsias, M. K., & Lázaro-Gredilla, M. (2011). Variational heteroscedastic gaussian process regression. In *Proceedings of the 28th International Conference on Machine Learning (ICML-11)* (pp. 841–848).

Tscheris, T., & Stathopoulos, A. (2009). Short-term prediction of urban traffic variability: Stochastic volatility modeling approach. *Journal of Transportation Engineering, 136*, 606–613.

Vlahogianni, E. I., Golias, J. C., & Karlaftis, M. G. (2004). Short-term traffic forecasting: Overview of objectives and methods. *Transport reviews, 24*, 533–557.

Williams, B. M., & Hoel, L. A. (2003). Modeling and forecasting vehicular traffic flow as a seasonal arima process: Theoretical basis and empirical results. *Journal of transportation engineering, 129*, 664–672.

Wu, C.-H., Ho, J.-M., & Lee, D.-T. (2004). Travel-time prediction with support vector regression. *IEEE transactions on intelligent transportation systems, 5*, 276–281.

Xie, Y., Zhao, K., Sun, Y., & Chen, D. (2010). Gaussian processes for short-term traffic volume forecasting. *Transportation Research Record*, 1, 69–78.