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Abstract

Silicon Photonics, as one of the solutions to satisfy ever-increasing data bandwidth growth, becomes more challenging due to the latest technologies such as Internet of Things (IoT). Higher order pulse amplitude modulation (PAM) schemes is one of the answers to push towards higher data transmission in the presence of bandwidth limited optical devices. In this paper, we have implemented a circuit-level PAM-4 transmitter design based on the voltage-tuning scheme for realizing optical PAM-4 using a three-segment microring modulator. Simulation results based on the extracted layout using TSMC 65nm LP technology and IMEC-ePIXfab SiPhotonics ISIPP50G technology show that our proposed circuit-level transmitter structure is able to achieve PAM-4 data rate of 25-Gb/s with extinction ratio of 9dB and PAM-4 energy efficiency of 0.5pJ/bit. The results also verify that the scheme is able to achieve high tuning flexibility, but the proposed transmitter will consume more power as a result.
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1. Introduction

Internet of Things (IoT) has gradually been realized through a growing number of physical objects connected to the Internet at an unprecedented rate. IoT enables physical objects to see, hear, think, and perform jobs by having them communicate together so as to share information and to coordinate decisions [1]. IEEE has defined 50, 100, 200, and 400-Gb/s links in IEEE 802.3bs and 802.3cd standards for data center connectivity in order to answer the challenges of continuing bandwidth growth that comes along with IoT [2]. Silicon photonics platforms have recently been proven to be used for 400G data center applications [3]. Therefore, silicon photonics can be considered as one of the solutions to satisfy the IEEE standards mentioned above.

Silicon photonics was first proposed in the 80s by Soref [4]. After the rapid breakthrough in the last decade where the same foundries for building transistors are also capable of building chips to manipulate light, it has become one of the most suitable platforms for integrated optics owing to its low power consumption, low cost, small footprint, and most importantly, complementary metal oxide semiconductor (CMOS) compatibility [5]. As one of the key components for realizing high-speed data transmission, a high performance silicon-based optical modulator is required to convert electrical data into optical power. Currently, silicon-based Microring Modulators (MRMs) [6] are one of the most researched optical modulators due to their small size, mostly capacitive loading, and consequently lower power consumption in the drivers, which provide a promising energy-efficient solution to push data transmission toward 400G. Due to the bandwidth limitation of the optical components in the optical transceivers [7], pulse amplitude modulation (PAM)-4 is presented as one of the solutions to double the data rate.
without requiring a larger modulator bandwidth. As one of the examples, all of the proposed long-reach 400G IEEE standards (400G-DR4, 400G- FR8, and 400G-LR8) are based on the PAM-4 scheme [8].

As one of the schemes for realizing optical PAM-4 output, using tunable voltage-mode drivers to control a three-segment microring modulator is able to achieve equal-spaced PAM-4 optical eye response with high linearity even when phase-shifter length variation in the ring modulation is present [9]. However, only the voltage-mode drivers presented from the reference is in circuit level, while the other parts are all implemented by using ideal circuits, which cannot justify that this scheme is able to be realized in the circuit level.

This paper demonstrates a circuit-level transmitter implementation of the voltage-tuning scheme on the basis of a 5μm radius three-segment microring modulator (MRM) as shown in Fig. 1. The transmitter structure is realized by using TSMC 65nm LP technology, while the modeling of the three-segment microring modulator is based on IMEC-ePIXfab SiPhotonics ISIPP50G technology. The simulation results based on the extracted layout show that the voltage tuning scheme can be implemented in the circuit levels, and the implemented transmitter design is able to achieve high energy efficiency in terms of modulator and driver. Also, the transmitter structure can accommodate ±10% phase-shifter length variation inside the three-segment MRM while maintaining a high percentage of level separation mismatch ratio RLM.

2. Overview of the Voltage-Tuning Scheme for Realizing Optical PAM-4 using Three-Segment Microring Modulator

The final result of the voltage-tuning scheme is to realize four equal-spaced optical power levels, which is equivalent to four equal-spaced transmission intensity of those four optical power levels at resonant wavelength. If we denote the transmission intensity of the three-segment MRM as $|T|^2(V_1, V_2, V_3, \lambda)$ where $V_{1,2,3}$ are the reverse biasing voltages applied to the three phase-shifters inside the microring. If three reverse biasing voltages satisfy $V_{1,2,3} \in [V_{\min}, V_{\max}]$, the top and bottom levels of the transmission intensity at resonant wavelength $\lambda_0$ can be expressed as:

$$|T|_0^2 = |T|^2(V_{\max}, V_{\max}, V_{\max}, \lambda_0)$$  (1)
\[ |T_{ii}|^2 = |T|^2 (V_{min}, V_{min}, V_{max}, \lambda) \]  

Thus, the transmission intensity for the two middle levels can be obtained by:

\[ |T_{ii}|^2 = (|T_{i1}|^2 - |T_{00}|^2) \times \frac{2}{3} \]  

\[ |T_{0i}|^2 = (|T_{i1}|^2 - |T_{00}|^2) \times \frac{1}{3} \]  

Instead of only having binary levels, \(V_{1,2,3}\) will be discretized more finely and are denoted as \(V_i(x_i, a_{i,3:0}, b_{i,3:0})\), \(V_j(x_j, a_{j,3:0}, b_{j,3:0})\), and \(V_k(x_k, a_{k,3:0}, b_{k,3:0})\) respectively. \(x_i, a_{i,3:0}\) and \(b_{i,3:0}\) where \(q=i, j, k\), have binary levels “1” and “0”. As a result, the scheme can be categorized into two parts: coarse tuning and fine tuning.

### 2.1. Coarse tuning

If \(a_{q,3:0} = “0000”\) and \(b_{q,3:0} = “0000”\), \(V_p\) where \(p=1, 2, 3\) can be expressed as follows. As a result, there are only eight different combinations for \((V_1, V_2, V_3)\). That is why we call this scenario coarse tuning.

\[ V_p = \begin{cases} V_{\text{max}} & \text{when } x_q = “1” \\ V_{\text{min}} & \text{when } x_q = “0” \end{cases} \]  

According to Eqs. (1)-(2), \(|T_{1i}|^2\) has to choose \((V_1, V_2, V_3) = (V_{\text{max}}, V_{\text{max}}, V_{\text{max}})\) corresponding to \(x_i, x_j, x_k = “111”\), while \(|T_{00}|^2\) has to choose \((V_1, V_2, V_3) = (V_{\text{min}}, V_{\text{min}}, V_{\text{min}})\) corresponding to \(x_i, x_j, x_k = “000”\). The other two optical power levels \(|T_{10}|^2\) and \(|T_{01}|^2\) can be chosen from the six remaining voltage combinations corresponding to \(x_i, x_j, x_k = “110”, “101”, “100”, “011”, “010”\) and “001”. Mathematically, the above algorithm is equivalent to 2-to-3 bit mapping as shown in Fig. 2 (a) where \(B_i B_0\) from \(|T_{i,j,k}|^2\) can be mapped to \(x_i, x_j, x_k\) from \(|T_{x_i,x_j,x_k}|^2\).

If \(B_1 B_0\) are two uncorrelated NRZ bit streams, the aforementioned mapping can be realized through three 4-to-1 selectors whose inputs are static binary codes “1” or “0”, and each selector input corresponds to one column of the mapped result, \(x_i, x_j\) or \(x_k\).

---

**Fig. 2 Voltage-tuning scheme related block diagrams**

---

**Mapping**

- \(B_1 B_0\)
  - 1 1 \(\rightarrow\) xi, xj, xk
  - 1 0 \(\rightarrow\) ci, cj, ck
  - 0 1 \(\rightarrow\) di, dj, dk
  - 0 0 \(\rightarrow\) 0 0 0

**XOR Logic**

- \(B_1 B_0\)
  - 1 1 \(\rightarrow\) VT_\(\bar{E}\)_N
  - 1 0 \(\rightarrow\) 1
  - 0 1 \(\rightarrow\) 1
  - 0 0 \(\rightarrow\) 0

---

(a) Block diagram for realizing coarse tuning  
(b) Precise tuning disable signal
2.2. Fine tuning

After $x_q$ where $q=i, j, k$ has been chosen for both $|T_{10}|^2$ and $|T_{01}|^2$ through coarse tuning, $V_p$ where $p=1, 2, 3$ can have 16 possible values when $x_q = “1”$ and $x_q = “0”$ respectively. As a result, there will be $4096(16x16x16)$ possible optical power levels in total and thus we name this scenario fine tuning.

Unlike $x_q$ being mapped from two NRZ streams $B_iB_o$, $a_{q,3:0}$ and $b_{q,3:0}$ are two 4-bit binary vectors which are constant. However, as long as $a_{q,3:0}$ and $b_{q,3:0}$ are not “0000”, $|T_{11}|^2$ and $|T_{00}|^2$ will be affected, so the extinction ratio will be reduced. Therefore, we need to generate another signal $VT\_EN$ to disable fine tuning when $B_iB_o$ equals either “11” or “00”, which can be realized through the XOR gate as shown in Fig. 2 (b).

3. Transmitter Structure

Based on the voltage-tuning scheme discussed in the previous section, a transmitter block diagram can be implemented as shown in Fig. 3.

![Transmitter block diagram](image)

In the transmitter block diagram, there is a path $[q]$, where $q=1, 2, 3$, generating voltage $V_q$ to drive one of the three phase-shifters from the three-segment MRM. Each path contains one voltage-mode driver, two inverter-based predrivers, two CML-to-CMOS converters, one CML 4-to-1 selector, and one CML D-type flip-flop.

The driver has CMOS logic inputs $x_{qu}$ and $x_{qd}$ along with two 4-bit DC inputs $a_{q,3:0}$ and $b_{q,3:0}$. On the other hand, the two uncorrelated NRZ streams $B_iB_o$, which act as selecting signals for 4-to-1 selectors in order to realize the coarse tuning, come from external bit-error-rate tester, BERT and thus have to be CML logic so as to achieve high speed. As a result, the 4-to-1 selector has to use CML logic, and there has to be a CML-to-CMOS converter between the driver and the selector. The driver sets $V_{max}$ as 2.4V, $V_{DD1}$ as 1.2V, and $V_{min}$ as 0V, while all the circuits with CML logic including the CML-to-CMOS converter use 1.2V as their $V_{DD}$ and 0V as their ground.

There are two pairs of binary inputs for the driver. The first pair, $x_{qu}$ and $x_{qd}$, come from the output of the CML-to-CMOS converter. Since $x_{qu}$ and $x_{qd}$ drives the pull-up and pull-down branch of the driver respectively, they should share the waveform, but have different power supplies and grounds. $x_{qu}$ has a power supply of 2.4V and uses 1.2V as its ground, while $x_{qd}$ has a
power supply of 1.2V and uses 0V as ground. Also, inverter-based predriver has to be inserted after the CML-to-CMOS converter so that there will be enough driving capacity for the driver inputs. To drive both pull-up and pull-down branches of the driver, we have used two predrivers: one with 2.4V as the power supply and 1.2V as the ground, the other with 1.2V as the power supply and 0V as the ground. By putting AC-coupling capacitors before the two predrivers, their respective CML-to-CMOS converters can share the same power supply and ground, 1.2V and 0V respectively. However, in order to avoid charge sharing between two AC-coupling capacitors due to different power supplies and grounds of the two predrivers, we have used one CML-to-CMOS converter for each predriver even though they have the same power supply and ground.

The second pair of the driver inputs, \( VT_{EN_d} \) and \( VT_{EN_u} \), are the signals for disabling fine tuning when two uncorrelated NRZ streams \( B_d B_u \) are either “11” or “00”. Due to the structure of the driver, two pairs of the driver binary inputs have to arrive at the same time. Therefore, the path for creating fine tuning disable signals has to share the same block diagram as path \([q]\), which contains one CML XOR gate, CML D-type flip-flop, two CML-to-CMOS converters, and four inverter-based predrivers. Although functionally we only need to use one inverter-based predriver for \( VT_{EN_d} \) and \( VT_{EN_u} \) respectively, their outputs have to drive three drivers instead of one like the signal \( x_p \). As a result, we decide to add two more predrivers so that there will be enough driving capacities for three drivers without introducing extra loading to the signal path.

In the transmitter, there are three paths driving three phase-shifters and one extra path supplying the signals for disabling fine tuning. By making each path both contain the same blocks and have the same loading, we can make sure there are minimum skew between them. Inserting a CML D-type flip-flop before a CML-to-CMOS converter and after a CML 4-to-1 selector or a CML XOR gate can both synchronize the output of those four CML blocks and reduce their output jitter simultaneously. To realize the synchronization, we have to generate “clean” clock signals \( CLK_q \) where \( q = i, j, k, x \) for the CML D-type flip-flop, which can be achieved through robust design of a clock distribution network.

Just like clock signals \( CLK_p \), two NRZ bit streams \( B_{1q} \) and \( B_{0q} \) where \( q = i, j, k, x \) are the input signals for four CML circuits: three CML 4-to-1 selectors and one CML XOR gate. Additionally, their original signals, \( CLK, B_1, \) and \( B_0 \), are all coming externally from BERT. As a result, we decide to implement two distribution networks, which is similar to the clock distribution network mentioned above, so as to generate \( B_{1q} \) and \( B_{0q} \) where \( q = i, j, k, x \) respectively.

In our design, we have implemented flip-chip bonding to connect our drivers and three-segment MRM. Therefore, we add a flip-chip ball equivalent circuit at the loading of each driver [10].

4. Circuit Implementation

4.1. CML 4-to-1 selector and CML XOR gate

Although it is possible to realize CML 4-to-1 selector using a single CML circuit, deep sub-micron technology won’t lend itself to stacking more than four transistors between supply and ground without driving one of them out of the saturation region [11]. Therefore, we implement the CML 4-to-1 selector by combining three CML 2-to-1 selectors as shown in Fig. 4, where two 2-to-1 selector1s sit at the front with their inputs provided off-chip by DC supply/ground and one 2-to-1 selector2 with its inputs fed by the outputs of two 2-to-1 selector1s.

In our design, we have assumed 1.2V as our CML logic “1” and 0.8V as our CML logic “0” with DC operating point as 1V. Since the outputs of the CML 2-to-1 selector1 control the input transistors \( M_1 \) to \( M_4 \) of the CML 2-to-1 selector2, they should share the same DC operating point 1V. Thus, the input transistors \( M_1 \) to \( M_4 \) of the CML 2-to-1 selector1 should also have the same DC operating point. Therefore, the DC inputs of CML 2-to-1 selector1 have to be converted by a buffer to CML logic before being fed into the input transistors \( M_1 \) to \( M_4 \) of the CML 2-to-1 selector1. The buffer ends up having 400\( \Omega \) loading resistor \( R_\Omega \) and 1mA tail current \( I_\text{pp} \). The loading resistors and tail currents of the Gilbert cells inside both types of 2-to-1
selectors share the same value as those buffers. Since the drains of transistors \( M_5 \) and \( M_6 \) are connected to the sources of transistors \( M_1 \) to \( M_4 \), selecting signals \( B_{ii} \) and \( B_{io} \) have to be shifted to lower DC operating point 0.7V before applying to transistor \( M_5 \) and \( M_6 \), which is realized by level-shifter with the loading resistor \( R_{D1} \) of 200\( \Omega \), \( R_{D2} \) of 350\( \Omega \) and tail current \( I_t \) of 1mA. Due to limited voltage headroom, transistors from \( M_1 \) to \( M_4 \) are all low-threshold voltage transistors (lvt).

According to schematic of the CML 4-to-1 selector, selecting signal \( B_{io} \) has passed through a level-shifter and a Gilbert cell before arriving at inputs of the CML 2-to-1 selector2, while selecting signal \( B_{ii} \) has only passed a level-shifter. Because signal \( B_{ii} \) and \( B_{io} \) are synchronized, one buffer, which has the same delay as the Gilbert cell, has to be inserted after signal \( B_{ii} \) to compensate the skew.

At the same time, different loading will also act as another source of skew; signal \( B_{io} \) only drives one buffer. Therefore, we have inserted one buffer after signal \( B_{io} \) and added another one in cascade with the existing one after signal \( B_{ii} \). Furthermore, one dummy buffer is added directly after signals \( B_{ii} \). As a result, both signal \( B_{ii} \) and \( B_{io} \) will drive two buffers.

According to the transmitter structure shown in Fig. 4, the outputs of both CML 4-to-1 selector and CML XOR gate should be synchronized. Therefore, instead of proposing a different structure, we implement the CML XOR gate with a CML 4-to-1 selector by using signal \( B_{ii} \) and \( B_{io} \) as two selecting signals and DC input “1”, “0”, “1”, and “0” as four selector inputs, which corresponds to 1.2V, 0V, 1.2V and 0V respectively.

![Fig. 4 CML 4-to-1 selector schematic and CML XOR gate](image-url)
4.2. CML D-type flip-flop

In our CML D-type flip-flop design as shown in Fig. 5(a), we implement the design where two CML D-latches are in cascade with the first D-latch synchronized by \( \overline{CLK} \) and the second by \( CLK \) [12]. For each D-latch, transistor \( M_5 \) and \( M_6 \) with width of 10\( \mu m \) are switched by clock signals from 0 to 2 x \( I_{bias} = 2.4mA \), which results in 0.24\( mA/\mu m \) current density, close to the peak \( f_T \) current density of n-MOSFETs [13]. Although this is CML logic, we determine to achieve larger single-ended output amplitude of 600 \( mV_{pp} \), which can facilitate the jitter reduction of CML-to-CMOS converter. The resulting loading resistor \( R_D \) is set as 250\( \Omega \).

In order to improve the speed of the latch, we also choose transistors of different \( V_T \) for signal path and clock path: \( M_1, M_2, M_4, \) and \( M_5, M_6, \) which are in the signal path, are low-\( V_T \) transistors, while \( M_3 \) and \( M_6 \), which are in the clock path, are high-\( V_T \) transistors. By using high-\( V_T \) transistors in the clock path, the input pair of amplifiers that feeds the clock signals from the clock distribution network will be biased close to the velocity saturation region by having larger \( V_{DS} \). By using low-\( V_T \) transistors in the signal path, larger \( g_m \) can be achieved with the same tail current.

![CML D-type flip-flop](image)

4.3. CML-to-CMOS converter

Our proposed CML-to-CMOS converter- as shown in Fig. 5(b)- contains an amplifier, an inverter using Differential Cascade Voltage Swing Logic (DCVSL), and two inverter chains whose outputs are connected through six back-to-back inverter pairs.

Due to high DC operating point of the CML logic in our design and in order to ensure lower-jitter performance for CML-to-CMOS converter, we will further amplify the output signals from CML D-type flip-flop and also lower their DC operating point before feeding them into DCVSL so that the outputs of DCVSL can achieve rail-to-rail. The amplifier, as a result, has its single-ended amplitude reaching 800 \( mV_{pp} \) with DC operating point of 0.8V.

After the amplification, we use DCVSL to convert CML logic to CMOS logic [14]. This logic uses a positive feedback latches as loadings, and its pull-down network (PDN) can be realized by two simple NMOS transistors which are driven by the differential outputs of the amplifier. Using this logic, the CML to CMOS converter output can reach the amplitude as large as rail-to-rail, which is essential to reduce the jitter of the inverter chains.

As shown in the transmitter schematic, only one of the differential outputs of the CML to CMOS converter will be fed to the predrivers. Besides, upon arriving to the same output node of DCVSL, differential output signals of the amplifier will pass through different numbers of transistors and thus, the output of DCVSL transitioning from high to low is faster than the transitioning from low to high. Therefore, there will be duty cycle distortion after passing through DCVSL [15]. To correct the duty cycle distortion, we add another inverter chain at the other output of DCVSL as well as back-to-back connected inverters between those two inverter chains. Since the transition from high to low is always faster, and two inverter chains after
differential outputs of DCVSL have opposite polarities, the two back-to-back inverters that connect those two inverter chains can average out the skew between two transition states and thus correct the duty cycle distortion. In our design, we add six of them along with nine inverters in cascade so that the output of the inverter chains has sufficient inverters to both correct the duty cycle and supply enough driving capacity for predrivers.

4.4. Clock and NRZ bit stream distribution network

The three distribution networks that are used to generate $CLK_q$, $B_{1q}$, and $B_{0q}$ where $q=i, j, k, x$ as mentioned in the transmitter design are shown in Fig. 6. There are three types of clock distribution networks: transmission line, inverter chain and CML logic. Among these three, transmission line has the best balance between jitter and power dissipation; this is why we decide to implement it in our design [16]. Also, the skew between different output nodes on the same transmission line will be minimized, which will result in minimizing the skew among $CLK_q$, $B_{1q}$, and $B_{0q}$ themselves where $q=i, j, k, x$.

Fig. 6 Clock and NRZ bit stream distribution network

Differential clock signals inputs from external BERT are modeled by two 12.5GHz differential sine waves $CLK$ and $\overline{CLK}$ with single-ended amplitude of $300mV_{pp}$ and DC operating point of 1V. The clock signals pass through an open-drain amplifier, which is used for distributing clock signals by driving transmission line as its loading. Normally, the T-Line is designed to have characteristic impedance of 50Ω and thus, we need to use 50Ω as the termination resistor for the T-Line in order to minimize reflection. However, with such a low termination resistor, we need a significant amount of power to provide the same gain as using higher termination resistors. As a result, we use 125Ω as the termination resistor $R_T$ to balance between power and reflection, which results in using 4mA in tail current so as to render the same gain and DC operating point as using 1mA tail current and the 500Ω loading resistor. Since the transmission line is supposed to drive the tail transistors $M_5$ and $M_6$ of CML D-type flip-flop, we need four buffers to both shift transmission line output DC operating point and further increase their amplitudes. As a result, the final amplifiers have loading resistors $R_D$ of 50Ω, $R_O$ of 3340Ω and tail current of 1.5mA, which results in single-ended output of $300mV_{pp}$ and DC operating point of 0.875V.

Two pairs of differential NRZ bit streams $B_i / \overline{B_i}$ and $B_j / \overline{B_j}$ and from external BERT are modeled by two pairs of differential PRBS voltages with single-ended amplitude of $300mV_{pp}$ and DC operating point of 0.9V. Both bit streams use PN8
as their LFSR mode and choose seed = 1, but $B_0$ is delayed for 85 period comparing to $B_1$. Unlike the clock distribution network, there is no level shifting for the NRZ bit stream distribution network, and a simple amplifier “AMP1” as shown in Fig. 5 is sufficient. Amplifier “AMP1”, as a result, has the loading resistor $R_D$ of 400Ω and the tail current of 0.75mA.

The transmission line structure we have used in our design is differential microstrip with coplanar shields routed in metal 7 (M7) and metal 5 (M5). Instead of using Virtuoso to simulate transmission line effect, we have used the more specialized electromagnetics tool SONNET.

4.5. Predriver and driver

The simplified schematic of predriver and driver can be seen in Fig. 7. There are six inputs for the driver: two from the outputs of CML 4-to-1 selector, two from the output of CML XOR gate, $a_{i,3:0}$ and $b_{q,3:0}$. The first four are NRZ bit streams, which need predrivers to ramp up the driving capacity, while the final two are DC signals and can be applied directly to the driver inputs. The input signals for the four predrivers are $X_i$, $VT\_EN$, $VT\_EN$, and $X_{i}$; their resulting output signals of the four predrivers are $X_{iu}$, $VT\_EN\_u$, $VT\_EN_d$, and $X_{id}$ respectively.

![Fig. 7 Driver and predriver schematic](image)

In addition to ramp up driving capacity, the predriver can also achieve level-shifting by implementing an ac-coupling capacitor and two back-to-back inverters in front of a series of inverters in cascade with a fanout of 2. The two predrivers that drive the pull-up branch of the driver have 2.4V as their power supply and 1.2V as their ground, while the two predrivers that drive the pull-down branch have 1.2V as their power supply and 0V as their ground. As a result, the DC operating point of the predriver can self-bias itself to the mid-level between its power supply and ground: 1.8V for two predrivers that drive the pull-up branch and 0.6V for two predrivers that drive the pull-down branch, which can maximize the noise margin of the inverter chains.

When the NRZ bit stream contains a string of consecutive identical digits, the voltage at the AC-coupling node will drop, resulting in low-frequency pattern-dependent jitter (PDJ) [17]. In our design, although we are using PN8 with a delay of 85 period between two NRZ streams, the longest consecutive identical digits are 13 bits due to the usage of three 4-to-1 selectors. By choosing AC-coupling capacitor to be 2.5pF, the PDJ in our system will be 2.2ps, and it is smaller than 3% of the bit period.
The driver that we are using is the voltage-mode driver with 2.4V as supply and 0V as ground. Between supply and ground, there are four transistors stacked together so that their $V_{DS}$ is not bigger than the nominal power supply of 65nm technology. NMOS transistor M5 and PMOS transistor M6 are connected to the sources of transistors M2 and M3 so that when the pull-down branch changes from enabled to disabled, the sources of transistor M3 will be discharged to 1.2V; when the pull-up branch changes from enabled to disabled, the sources of transistor M2 will be discharged to 1.2V. There are two blocks at the gate of cascode transistor M2 and M3 which can generate edge-triggered pulses [18]. When signal $X_{id}$ jumps from 0V to 1.2V, the gate of M2 will drop to 0V for a short period of time and jump back again to 1.2V, which will increase the $V_{SG}$ of transistor M2 for a short period of time and can accelerate the charging at the driver output; when signal $X_{iu}$ drops from 2.4V to 1.2V, the gate of M3 will rise to 2.4V for a short period of time and drop back to 1.2V, which will increase the $V_{GS}$ of transistor M3 for a short period of time and can accelerate the discharging at the driver output.

The output voltage-tuning is realized through adding four NMOS transistors with the size ratio of 8:4:2:1 to the source of transistor M2 and four PMOS transistors with the same size ratio to the source of transistor M3. Each of the four transistors in the pull-up branch is controlled by a NOR gate through signal $a_{3:0}$ and $b_{3:0}$, while each of the four transistors in the pull-down branch is controlled by a NAND gate through signal $VT_{EN}d$ and $b_{i:3:0}$. The sources of both pairs of transistors will be added to 1.2V.

Due to the driver structure, the loadings for four predrivers are different, which would skew between each path after passing through their respective predrivers. Therefore, in our design, we introduce a dummy logic at the loading of each predriver to balance the loading of each path to minimize the skew between each path.

5. Simulation Results

Our proposed transmitter is implemented in TSMC 65nm LP technology, and the three-segment MRM is implemented in IMEC-ePIXfab SiPhotonics ISIPP50G technology. In order to use the Cadence Virtuoso to simulate silicon photonics components, we have utilized Verilog-A block diagram as shown in Fig. 8 to model the three-segment MRM [19], which is based on the layout shown in Fig. 9 occupying the area of 0.0705mm$^2$ (0.15mm by 0.47mm).

As shown in Fig. 8(a), the ring modulator contains a silicon-on-insulator (SOI) waveguide bus, a 5$\mu$m radius ring phase-shifter, and a coupling section between them. The three segments inside the 5$\mu$m radius ring phase-shifter have the center angles of $\pi: \pi/2: \pi/4$, which are modeled by phase-shifter3, phase-shifter2, and phase-shifter1 as shown in Fig. 8(b) respectively. The remaining length inside the ring is divided into three to separate the three segments and is modeled together, using the waveguide model. Besides, a continuous-wave (CW) laser and gratings-couplers shown in Fig. 8(a) represent the flow.
of optical signals. All of the parameters used in the Verilog-A models that are utilized to form the block diagram shown in Fig. 8(b) will base on IMEC-ePIXfab SiPhotonics ISIPP50G technology where the real and imaginary part of $\Delta n_{\text{eff}}$ as well as the junction capacitance used in its phase-shifter model can be seen in Fig. 10 in terms of biasing voltage.

![Transmitter Layout and MRM Layout](image)

**Fig. 9** Transmitter core layout and three-segment MRM layout

![Change of effective index and capacitance](image)

**Fig. 10** The change of effective index and capacitance of phase-shifters with respect to biasing voltage

The resulting transmission curve of the three-segment MRM derived from its Verilog-A model can be seen in Fig. 11, where $|T|(0V, 0V, 0V, \lambda)$ is the transmission curve under zero-biasing condition, and $|T|(2.4V, 2.4V, 2.4V, \lambda)$ is the transmission curve under maximum reverse-biasing condition. As a result, the extinction ratio of the three-segment MRM, $ER_0$, is 8.7dB.
In order to verify the adaptability of our proposed transmitter structure, we model the two variations of the 5\(\mu\)m three-segment MRM, where the first has three 10% longer phase-shifters, and the second has three 10% shorter phase-shifters. The first variation with longer phase-shifters has three phase-shifters with length of 10\(\pi\times 1.1/8\), 10\(\pi\times 1.1/4\), and 10\(\pi\times 1.1/2\) respectively and one waveguide with length of 10\(\pi\times 3/80\), all in the unit of \(\mu\)m. The second variation with shorter phase-shifters has three phase-shifters with length of 10\(\pi\times 0.9/8\), 10\(\pi\times 0.9/4\), and 10\(\pi\times 0.9/2\) respectively and one waveguide with length of 10\(\pi\times 17/80\), all in the unit of \(\mu\)m.

The transmission curve of two variations can also be seen in Fig. 11. Both variations share the same transmission curve \([T]_c(0V, 0V, 0V, \lambda)\) as the proposed three-segment MRM under zero-biasing condition. Under maximum reverse-biasing condition, the first variation has the transmission curve of \([T]_d(2.4V, 2.4V, 2.4V, \lambda)\), while the second variation has the transmission curve of \([T]_d(2.4V, 2.4V, 2.4V, \lambda)\), which causes extinction ratio of 8.3dB \((ER_2)\) and 9.3dB \((ER_1)\) for the first and second variation respectively.

In order to verify our proposed circuit-level transmitter structure, an eye-diagram of optical power output \(P_{out}\) of our proposed three-segment MRM can be used as the main criteria. Eye-diagrams of the two variations of our proposed MRM can be further used to verify the adaptability of our transmitter structure. At the same time, because the optical PAM-4 transmitter has to be working as fast as 12.5GHz in our design, the parasitic effect will play a huge role in the circuit-level design and thus, we have drafted the layout of our proposed circuit-level transmitter design in order to perform post-layout simulation. The implemented layout can be seen in Fig. 9, and its circuit area is 0.1728mm\(^2\) (0.48mm by 0.36mm). The extraction view derived from the implemented transmitter layout uses \(R-C-C_i\) modeling and is implemented into our transient simulation to derive the final eye-diagram of \(P_{out}\).

![Fig. 11 Transmission curve of the three-segment MRM and its two variations](image)

The transient simulation is performed under the following conditions. First, 1mW optical power is injected into our proposed three-segment MRM through a laser source, which corresponds to the \(V_{laser}\) of 31.6mV. Second, the frequency offset \(\Delta f\) is set to be -1.232THz, which corresponds to the resonant wavelength of 1559.94 nm as shown in Fig. 10. The differential clock signal inputs from external BERT are modeled by two 12.5GHz differential sine waves with a single-ended amplitude of 300mV\(_{pp}\) and a DC operating point of 1V, while two pairs of uncorrelated, and differential NRZ bit streams from external BERT are modeled by two pairs of 12.5GHz differential PRBS voltages with single-ended amplitude of 300mV\(_{pp}\) and DC operating point of 0.9V.

The eye-diagram of \(P_{out}\) at 12.5GS/s symbol rate from our proposed three-segment MRM, which is derived from the extraction simulation result of the circuit-level transmitter structure, can be seen in Fig. 12, where all four levels are equally spaced with level mismatch \(R_{LM}=98\%\).
The transmission intensity for level “10” and “01”, which this eye-diagram is based on, can be expressed as:

\[ |T_{10}|^2 = |T|^2 [V_{il}(1.0000), V_{2l}(1.1110), V_{3l}(0.0000)] \]  

(6)

\[ |T_{01}|^2 = |T|^2 [V_{il}(1.0000), V_{2l}(1.1110), V_{3l}(0.0000)] \]  

(7)

The eye diagrams of \( P_{out} \) at 12.5GS/s symbol rate from the first and the second variation of our proposed three-segment MRM can be seen in Fig. 13 and Fig. 14 respectively, where all four levels are equally spaced with level mismatch \( R_{LM} = 99.1\% \) and \( R_{LM} = 97.7\% \). The transmission intensity for level “10” and “01” that eye-diagrams in Fig. 13 and Fig. 14 are based on can be expressed as:

\[ |T_{10}|^2 = |T|^2 [V_{il}(1.0010), V_{2l}(1.1110), V_{3l}(0.0000)] \]  

(8)
\[
|T_{0i}|^2 = |T|^2 [V_{il}(1,0010), V_{zl}(1,1111), V_{z}(0,0000)] \\
|T_{1i}|^2 = |T|^2 [V_{il}(1,0000), V_{zl}(1,1111), V_{z}(0,0000)] \\
|T_{0i}|^2 = |T|^2 [V_{il}(1,0000), V_{zl}(0,1111), V_{z}(0,0000)]
\] (9)  
(10)  
(11)

As can be seen from Eqs. (6)-(11), lower “1” tuning is used for all three scenarios [9]. Besides, \(V_{il}(0,0000)\) showing up in all three scenarios means that fine tuning in the \(x_i\) is always disabled. Therefore, the two predrivers that are supplying the signals for disabling fine tuning only need to drive the driver for \(x_i\) and \(x_o\), which not only simplifies global routing but also reduces the parasitic capacitance coming along with it, as shown in Fig. 9. By disabling fine tuning in the \(x_o\), lower amount of possible PAM-4 optical levels will be produced for both lower “1” tuning and higher “0” tuning; 6 out of 15 different PAM-4 optical levels have 15 possible PAM-4 optical levels, while 9 out of 15 different PAM-4 optical levels have 256 possible PAM-4 optical levels. As a result, both lower “1” tuning and higher “0” tuning have in total 2400 possible PAM-4 optical levels respectively.

The power consumption of the transmitter is summarized in Table 1. There are two power supplies: 1.2V and 2.4V. Only predriver and drivers are using both power supplies. The most power is consumed in the CML circuits which include three CML 4-to-1 selectors, one CML XOR gate, and four CML D-type Flip-Flop, whose power consumption is 145.9mW. The CML-to-CMOS converter consumes 28.4mW, while the power consumption of both predriver and drivers combined is 34.45mW. The energy efficiency of the whole transmitter structure is 8.29pJ/bit. If we only consider drivers and predrivers, the energy efficiency is 1.37pJ/bit, and if we only consider drivers and the modulator, the energy efficiency is as low as 0.5pJ/bit.

| Circuit                  | Supply Voltage [V] | Supply Current [I] | Power Consumption [mW] |
|--------------------------|--------------------|--------------------|------------------------|
| CML Circuit              | 1.2                | 121.59             | 145.9                  |
| CML-to-CMOS Converter    | 1.2                | 23.7               | 28.4                   |
| Predrivers               | 1.2                | 1.16               | 1.39                   |
|                          | 2.4                | 9                  | 21.6                   |
| Drivers                  | 1.2                | 1.83               | 2.2                    |
|                          | 2.4                | 3.86               | 9.26                   |
| Total Transmitter Power Consumption |               |                    | 208                    |

Table 2 Performance Summary of our Circuit-level Transmitter Design

| Photonic Circuit          | IMEC iSiPP50G with LP 65nm CMOS |
|---------------------------|---------------------------------|
| Integration               | Flip-Chip                       |
| Wavelength                | 1550nm                          |
| Driver Supply             | 2.4V                            |
| Modulator Device          | Microring-Resonator             |
| Extinction Ratio          | 9dB                             |
| Number of Possible PAM-4 Levels | 4800                          |
| PAM-4 Data Rate           | 25Gb/s                          |
| PAM-4 Energy Efficiency   | 0.5pJ/bit                       |

We have summarized the performance of our circuit-level transmitter in Table 2. The circuit-level transmitter structure is able to achieve targeted PAM-4 data rate of 25Gb/s with the extinction ratio of 9dB. We determine to implement flip-chip integration method so that the transmitter structure can achieve better energy efficiency comparing to bond-wire integration. The optical signal is working around 1550nm wavelength, which is within the C-band. The driver supply is twice the nominal voltage of TSMC 65nm. By implementing flip-chip bonding, we have been able to achieve PAM-4 energy efficiency of 0.5pJ/bit, which only includes power of the optical modulator and its driver. Although the fine tuning is always disabled for the
LSB $x_i$ due to the layout constraint, we can still achieve in total 4800 possible PAM-4 levels, which is much higher than other state-of-the-art designs. However, the flexibility of the scheme comes with a price; a large amount of power is consumed in the CML circuits, and one of whose main purposes is to convert two PRBS signals into three NRZ streams so as to control the three phase-shifters inside the microring. Nonetheless, the performance results show that the scheme can be achieved through the circuit-level transmitter structure that we have proposed.

6. Conclusion

To summarize, we implement a circuit-level PAM-4 transmitter design that is based on the voltage-tuning scheme for realizing optical PAM-4 using a three-segment microring modulator. First, we have done an overview of the voltage-tuning scheme including categorizing it into fine tuning and coarse tuning. Then, the transmitter structure is proposed and each of its block diagram is introduced. Finally, detailed circuit implementation of each block diagram has been discussed, and the simulation results based on extracted layout have been reported. The final simulation results show that our proposed circuit-level transmitter design is able to achieve PAM-4 data rate of 25Gb/s with high percentage of level separation mismatch ratio $R_{LM}$. The simulation also shows that although the transmitter design can attain much higher flexibility when it comes to the number of possible PAM-4 levels, the CML circuits which requires to make that happen will consume a lot of power at the same time.
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List of Acronyms

| Acronym | Description | Acronym | Description |
|---------|-------------|---------|-------------|
| BERT    | Bit-error-rate Tester | CML    | Current-Mode Logic |
| CMOS    | Complementary Metal Oxide Semiconductor | CW     | Continuous Wave |
| DCVSL   | Differential Cascade Voltage Swing Logic | IoT    | Internet of Things |
| MRM     | Microring Modulator | NRZ    | Non-return to Zero |
| PAM     | Pulse-amplitude Modulation | PDJ    | Pattern-dependent Jitter |
| PDN     | Pull-down Network | SOI    | Silicon-on-insulator |
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