Does statistical model perform at par with computationally expensive general circulation model for decadal prediction?
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Abstract

Decadal predictions have gained immense importance over the last decade because of their use in near-term adaption planning. Computationally expensive coupled model intercomparison project phase 5 general circulation models (GCMs) are initialized every 5 years and they generate the decadal hindcasts with moderate skill. Here we test the hypothesis that computationally inexpensive data-driven models, such as multi-variate singular spectrum analysis (MSSA), which takes care of trends and oscillations, performs similar to GCMs. We pick up one of the most complex variables having low predictability, Indian summer monsoon rainfall (ISMR) and its possible causal sea surface temperatures (SST). We find that the MSSA approach performs similar to the GCMs in simulating SSTs beyond their nonlinear limits of predictability, which is ∼12 months. These SSTs are used for decadal predictions of ISMR and show improved skills compared to the GCMs. We conclude that data-driven models are possible alternatives to computationally expensive GCMs for decadal predictions.

1. Introduction

Decadal prediction has gained attention in recent times for its usefulness in short-term adaptation and mitigation planning. This provides enough lead time to the policymakers and stakeholders to plan for short term adaptation strategies. Coupled general circulation models (GCMs) attempt to solve the fascinating challenge of decadal prediction simulating a variety of complex mechanisms and modeling physical processes from differential equations (DelSole and Tippett 2007, Smith et al 2007, Keenlyside et al 2008, Pohlmann et al 2009, van Oldenborgh et al 2012). For the decadal predictions, the GCMs are initialized with the climate states of a specific year and are run for the next 10 years. This is as per the experimental design specified by the coupled model intercomparison project 5 (CMIP5) (Taylor et al 2012). Though they are computationally expensive, at present, they are the only available tools for decadal predictions. However, the decadal prediction skills remain low to moderate to be used for adaptation by the broad groups of stakeholders (Knutti and Sendlácek 2013, Hidalgo and Alfaro 2015). Existing literature provides a little understanding towards the arbitrary skills for multi-year/decadal predictions of GCMs (Branstator et al 2012, Delsole et al 2013, Buckley et al 2019).

In a decadal prediction system, GCMs attempt to trace the evolving decadal climate from the initial conditions and initial state. The expected predictive skills of these models are associated with the underlying oceanic low-frequency variability (Hawkins and Sutton 2009). However, there exists the lack of capability in these models to simulate climate variables (Lienert and Doblas-Reyes 2013b). Errors in initial conditions and climate drift inevitably manifest and corrupt any potential maximization of long-term predictive skills from the models (Lorenz 1963b, DelSole and Tippett 2008). Among the predicted variables, the low-frequency variables such as sea surface temperatures (SSTs) are expected to show higher skills (Kim et al 2011, van Oldenborgh et al 2012, Meehl...
This is because their predictability resides in the slowly evolving subsurface oceanic component and events such as El Niño (Chikamoto et al 2013). However, the predictions of SSTs, such as El Niño Southern Oscillation (ENSO), are only usable for a limited lead time of 6–12 months (Collins et al 2002, Barnston et al 2012). The low-frequency subsurface variability propagates into the atmosphere and land through ocean–atmosphere coupling, modulating surface temperatures, precipitation, surface runoffs and other processes (Enfield et al 2001, Sutton 2005, Knight et al 2006). These predictive skills drop drastically over the land (Meehl et al 2014) due to the high-frequency variability of land variables with short-term memory. Hence, in a coupled ocean–atmosphere decadal prediction model, the predictability of land and atmospheric variables remains low, though the models themselves are computationally very demanding.

Data-driven statistical models have emerged as an alternative to complex and computationally expensive dynamical climate models. An ideal statistical model should be exclusively data-driven while capturing the characteristics of a climate model, but the quality and length of the data have remained significant limitations for their development (Ho et al 2013). Recent literature also proposed the idea of physics guided data-driven models (Ganguly et al 2014, Jia et al 2020, Kodra et al 2020), where the data-driven relationship may also be partially guided and constrained by physics, which adds strength to a simple statistical model. The data-driven models are based on scientific knowledge that is often inadequate with number of caveats (Jia et al 2020). The objective of physics guided data-driven modelling technique is to bring the power of both physics models and data-driven methods, where the physics guided system conceptually represents lower dimensional representations, while data models (especially recent incarnations such as deep learning) represent higher dimensional representations. Recent AI/ML methods show promising results in climate applications (Scher 2018, Huntingford et al 2019, Reichstein et al 2019). The guidance of physics may come at different steps such as covariate selections with physics and statistics (Constantinescu and Anitescu 2013), modelling of the residuals (Karpatne et al 2017b), bias correction (Jia et al 2020), partial or full replacement of specific processes (Willard et al 2020), physical constraints on cost functions or on the outputs (Karpatne et al 2017a, Elhamod et al 2020), and nudging towards approximate solutions (Pawar et al 2020), etc. Despite the recent advancements in data-driven modelling mentioned above, coupled climate models outperforming the statistical models remains the current status of climate simulations or prediction system (McPhaden et al 2006). Several studies attempted to predict the long-term slowly evolving climate states using data-driven models (Lean and Rind 2009b, Krueger and Von Storch 2011, Ho et al 2013). The changes in climate on decadal scale are largely attributed to the radiative forcing and its internal variability (Keenlyside and Ba 2010, Solomon et al 2011, Goddard et al 2012b). GCMs are able to show good prediction skills for non-stationary climate with long-term forced trend (Lee et al 2006b, van Oldenborgh et al 2012). The skills of prediction from the internal variability are worth exploring. Ho et al (2013) used the global mean equivalent CO₂ concentration to represent the trend component from SSTs in a regression model. The residuals of the model represent the internal variability in SSTs. They identified different regions where the forced trend and internal variability play a significant role in skillful decadal predictions. But the decadal prediction of complex atmospheric processes, like monsoon processes, has remained unexplored. These processes generally have a short-term memory, and hence, the models generate no skill for the decadal prediction. Potential predictability of precipitation can be exploited using a statistical model from the modes of decadal variability and consequent feedback of SST (Sun et al 2015, Redolat et al 2019).

Indian summer monsoon rainfall (ISMR) is a complex response to the time-varying interactions from intra-seasonal regional-scale events (Webster et al 1998, Gadgil 2003) to interannually varying factors (Kumar et al 1995) and multi-decadal large-scale forcings (Krishnan and Sugi 2003, Zhang and Delworth 2006, Krishnamurthy and Krishnamurthy 2014a, 2014b, 2016). Around 80% population of India depends on ISMR for agricultural yield and socioeconomic activities. This requires skillful decadal-scale predictability of ISMR for planning developmental activities. The multi-year/decadal predictability of Indian monsoon is more likely linked to the slow evolution of SST variability (Suckling and Smith 2013). In CMIP5 models, SSTs modulate the Indian monsoon mechanism through the atmosphere–ocean coupling (Lu et al 2006, Malik et al 2017). The interannual projections of ISMR have shown large inter-model spread and consistent increase under persistent global warming (Fan et al 2012, Menon et al 2013), with the drawbacks in capturing the spatial heterogeneity accurately (Turner and Annamalai 2012). Very few CMIP5 models based on ensemble means are found simulating the monsoon intra-seasonal characteristics well. The improvement in the convective parameterization scheme of CMIP5 models can help capture the monsoon characteristics (Sabeerali et al 2013). There are biases in the ISMR magnitude, though the ensemble means overall capture characteristics of observed ISMR (Mishra et al 2018). The greenhouse gases (GHG)-induced warming and the direct and indirect impacts of anthropogenic aerosols on the recent trend of ISMR have been studied extensively in the literature (Bollasina et al 2011, Guo et al 2015, Rahastrabuddhe and S Ghosh)
Roxy et al., 2015). CMIP5 models reproduce a better representation of observed land-precipitation trend under natural and anthropogenic aerosol forcings, along with its inter-decadal variability under indirect effect (Wilcox et al., 2013). However, the coupled models have failed to address the observed long-term characteristics of ISMR, such as, decreasing trend of ISMR (Turner and Annamalai, 2012, Saha et al., 2014). They produce dry bias over Central India (Sperber et al., 2013, Sahana et al., 2019), lacking skill of land–atmosphere interactions (Devanand et al., 2018) and opposite trends due to the missing representation of aerosols (Bollasina et al., 2011); although, the impacts of absorbing aerosol over ISMR is debated by Lau and Kim (2011). Moreover, the models are unable to capture the newer predictors of ISMR in a warming climate resulting in a poor predictability (Wang et al., 2015). These model characteristics cause unreliable decadal predictions of ISMR with the huge inter-model spread and faulty skillset (Annamalai et al., 2007, Kripalani et al., 2007, Turner and Slingo, 2009, Saha et al., 2014). Hence, ISMR decadal predictions from coupled models remained more experimental rather than being operational.

We believe that the lack of capability of dynamical or statistical models for long-term predictions necessitates an improved understanding of limits to predictability. The predictive skill of any model, in simulating any geophysical variable, can only hold good up to a specific period (limit of predictability). Beyond the limit of predictability, the physical or statistical models may show similar predictive skills. Here, we test our hypothesis with the unique component of the global monsoon system, i.e. the ISMR and its associated SST drivers. A recent analysis (Sahastrabuddhe et al., 2019) showed that the interannual variations and the spatial patterns of ISMR are associated with fluctuations of SSTs over 12 oceanic regions. In the present analysis, we consider the same 12 regions and they are listed in figure 1. The

Figure 1. (a) Twelve oceanic regions considered in the study. (b) Limits of predictability of SSTs over the 12 oceanic regions (boxes in (a) excluding land areas).
Table 1. CMIP5 GCMs used for decadal prediction in the present study.

| Global climate model (CMIP5) | Resolution | Hindcast ensemble size |
|------------------------------|------------|------------------------|
| Beijing Climate Center, Climate System Model, version 1.1 (BCC-CSM1.1) | 2.8° | 1° × 0.776° | 4 |
| Fourth Generation Canadian Coupled Atmosphere Ocean General Circulation Model (CanCM4) | 2.8° | 1° × 0.9375° | 10 |
| Centre National de Recherches Meteorologiques Coupled Global Climate Model, version 5 (CNRM-CM5) | 1.4° | 1° × 0.6164° | 10 |
| Hadley Centre Coupled Model, version 3 (HadCM3) | 2.5° × 3.75° | 1.25° | 10 |
| L’Institut Pierre-Simon Laplace Coupled Model, version 5, coupled with NEMO, low resolution (IPSL-CM5A-LR) | 1.9° × 3.75° | 1.25° | 6 |
| Model for Interdisciplinary Research on Climate, version 5 (MIROC5) | 1.4° | 1° × 0.8° | 6 |
| Max Planck Institute Earth System Model, low resolution (MPI-ESM LR) | 1.9° | 1° × 0.8° | 10 |
| Meteorological Research Institute Coupled Atmosphere Ocean General Circulation Model, version 3 (MRI-CGCM3) | 1.1° | 1° × 0.5° | 9 |

oceanic regions are—Atlantic Niño (AtlNiño), Bay of Bengal (BoB), Indian Ocean Dipole (IOD), Niño3, Niño3.4, Niño4, North Atlantic (NA), North Pacific 1 (NP1), North Pacific 2 (NP2), South China Sea (SCS), Southern Indian Ocean (SIO), and Western Indian Ocean (WestIO). We first quantify the nonlinear limits of predictability for the SSTs over these 12 regions using nonlinear local Lyapunov exponent (NLLE). We explore the underlying variability of SST using a signal analysis technique, multivariate singular spectrum analysis (MSSA) (Golyandina et al 2001). The technique was previously used by Krishnamurthy and Shukla (2008) to understand the spatio-temporal structure of the intraseasonal variability of Indian monsoon rainfall. Using MSSA, they found that the 45 and 28 d of intraseasonal oscillatory modes can explain the active and break cycles of the Indian monsoon. Decadal predictions for SSTs are made using MSSA and the skills are compared with those obtained from eight GCMs of CMIP5 suite. The GCMs are selected based on output availability and are listed in table 1. We further predict the ISMR with two data-driven models. In the first model, we have applied singular spectrum analysis (SSA) directly to the ISMR (as we have only one variable to perform the predictions) for its decadal prediction. This is purely a data-driven approach. In the second model, the ISMR is predicted at a decadal scale with the inputs as the predicted SSTs from the MSSA model. The selection of oceanic regions for the SST predictors are guided by our physical understanding of monsoon and, hence, we may consider the second model as physics guided data-driven model. We compare the prediction skills from both the methods to those obtained from GCMs used for decadal prediction. The comparative skills of the two data-driven models further show that the guidance of physics (in terms of identifying SST regions and using them) improves the performance of a statistical model purely driven by data.

2. Data and methods

2.1. Rainfall and sea surface temperature (SST) data

The monthly statistical means from the Extended Reconstructed SST version 3b (ERSST v3b) is used as the observed SST data. Comprehensive ocean–atmosphere data set of SST is obtained for the period 1901–2015 at a resolution of 2° × 2° (Smith et al 2008).

The seasonal mean rainfall of ISMR for the 122 d in a year, viz., 1 June–30 September, is used in the analysis. We use high spatial resolution (0.25° × 0.25°) daily gridded dataset over India from India Meteorological Department (IMD) for the long-term of 1901–2015 (Pai et al 2014).

Monthly decadal hindcasts/forecasts are obtained from eight CMIP5 GCMs, as given in table 1. We choose these eight models as per the availability of the decadal outputs for both SST and precipitation variables. The decadal predictions initialized at the end of 1960, 1965, 1970, …, 2005 are extended for the next 10 years. The initializations are expected to start no earlier than 4 months before the years of interest. Observed anomalies or full field initializations are required for oceans in CMIP5 GCMs. However, land, sea-ice, and atmosphere initializations are left to each group’s decision to run decadal predictions, given that the observed state of the climate is
represented on the start date. The decadal predictions include observed ‘All forcings’ with concentrations of well-mixed GHGs, ozone, and aerosols (along with aerosols from volcanic eruptions) (Taylor et al 2012). We extract 5 year interval hindcasts initialized in 1960, 1965, 1970, .., 2005. Statistical mean of all the simulations by a model for a specific initialization represents that particular model in evaluating the performance. We have used the available ensemble hindcast members (table 1) and computed the ensemble mean. The ensemble mean is used for the analysis. The forecasted realizations start from January of the starting of a decade to the December of the end of the same decade for all the models, except HadCM3, for which the forecasts are from November of the initialized year. For each coupled model, the monthly means of SST outputs are re-gridded to the resolution of the observed ERSST v3b dataset (i.e. 2° × 2°) using bilinear interpolation. Monthly means of precipitation from the CMIP5 models have been analyzed over India for June–September without any re-gridding. As we are considering spatial average of ISMR, re-gridding is not needed.

Monthly SST data from ERSST v3b and ISMR from IMD serve as the observed datasets to compare skills and to develop the data-driven model.

2.2. Nonlinear local lyapunov exponent

NLLE, an improved version of classical Lyapunov exponent, is used to determine both linear and nonlinear initial error growth rates of a system. Initially developed by Chen et al (2006), the method was further mathematically established by Ding and Li (2007). Herewith, we discuss the general form of the technique along with the drawbacks of the older tangent linear model for approximation of error growth rates.

Consider an \(m\)-dimensional continuous-time dynamical system:

\[
\frac{dY(t)}{dt} = G(Y(t))
\]

where \(Y = [y_1(t), y_2(t), y_3(t), \ldots, y_m(t)]^T\) is the state vector at the time \(t\), the superscript \(T\) is the transpose, and \(G\) represents the dynamics of a system. The evolution of a small error \(\varepsilon = [\varepsilon_1(t), \varepsilon_2(t), \varepsilon_3(t), \ldots, \varepsilon_m(t)]^T\), superimposed on a state \(y\), is governed by the nonlinear equations:

\[
\frac{d\varepsilon}{dt} = A(Y)\varepsilon + B(Y, \varepsilon)
\]

where \(A(Y)\varepsilon\) depicts the tangent linear terms and \(B(Y, \varepsilon)\) are the high-order nonlinear terms of the error \(\varepsilon\). Earlier studies sought to approximate the evolution of error growth by the tangent linear model without considering the nonlinear part of the equation, assuming initial errors were sufficiently small (Lorenz 1965, Ziehmann et al 2000). However, the ignored nonlinear errors grow exponentially, adding to the evolution of the total error growth rate (Chen et al 2006, Ding and Li 2007). Moreover, the linear approximation does not apply to the dynamics with a considerable initial error. Hence, the consideration of nonlinear error growth rate is needed to determine the overall limit of predictability of a system.

Without a linear approximation, the solutions of equation (2) can be obtained by numerically integrating it along with the reference solution of \(y\) from \(t = t_0\) to \(t_0 + \tau\) (\(\tau\) is a small interval):

\[
\varepsilon_1 = \eta(y_0, \varepsilon_0, \tau)\varepsilon_0
\]

where \(\varepsilon_1 = (t_0 + \tau)\) and \(\eta(y_0, \varepsilon_0, \tau)\) is a nonlinear propagator.

The NLLE is defined as:

\[
\lambda(y_0, \varepsilon_0, \tau) = \frac{1}{\tau} \ln \left( \frac{\|\varepsilon_1\|}{\|\varepsilon_0\|} \right)
\]

where \(\eta(y_0, \varepsilon_0, \tau)\varepsilon_0\) depends on the initial state \(y_0\), the initial error \(\varepsilon_0\) and time \(\tau\). NLLE differs from classical Lyapunov exponents, which is defined based on tangent linear error dynamics and is derived solely from the initial state \(y_0\) and time \(\tau\), without considering the initial error \(\varepsilon_0\). The mean NLLE of the dynamical system is:

\[
\bar{\lambda}(\varepsilon_0, \tau) = \int_{\Omega} \lambda(y_0, \varepsilon_0, \tau) \, dx
\]

where \(\Omega\) is the domain for the global attractor of the system dynamics with a sufficiently large sample size. The mean relative growth of initial error can be denoted as:

\[
\hat{\Phi}(\varepsilon_0, \tau) = \exp \left[ \bar{\lambda}(\varepsilon_0, \tau) \tau \right].
\]

From the theorem in Ding and Li (2007),

\[
\hat{\Phi}(\varepsilon_0, \tau) \to c(N \to \infty).
\]

The constant \(c\) is the theoretical saturation level that depends on the converged probability of the error growth of the system. At the saturation level, all the information from the initial state of the system is lost. The prediction system developed with the initial state becomes meaningless after that. We try to find these nonlinear limits of predictability of SSTs over 12 oceanic regions, which are the excellent predictors for ISMR, as mentioned in Sahastrabuddhe et al (2019). Monthly observed SST data over the period of 1901–2010, viz., time series of 1320 values over each SST region, are analyzed to demonstrate the limits using NLLE. The limits over the regions are measured at a 95% saturation level of error growth. A step by step algorithm for the estimation of NLLE is discussed in supplementary text S1 (available online at stacks.iop.org/ERL/16/064028/mmedia).
2.3. Evaluation of decadal prediction skills
The decadal predictive skill of simulated SST by the climate models is evaluated with the metric, anomaly correlation coefficient (ACC), where the simulated SSTs are compared to the observed SSTs. The equation for computing ACC is as follows:
\[
\text{ACC} = \frac{\sum_{j=1}^{n} [Y_j - \bar{Y}] [O_j - \bar{O}]}{\sqrt{\sum_{j=1}^{n} [Y_j - \bar{Y}]^2 \sum_{j=1}^{n} [O_j - \bar{O}]^2}}
\]
where \(O\) is observed anomaly value, \(\bar{O}\) is mean of all the observed samples, \(Y\) is predicted anomaly value from models, \(\bar{Y}\) is mean of all the predicted samples, and \(n\) is number of samples.

Anomalies of the reproduced multi-year SSTs are obtained by subtracting their climatology. Anomalies are computed for each set of multi-year prediction with respect to an initial year (e.g. the lead year \(n = 1\), 2, ..., 10 corresponds to years 1960 + \(n\), 1965 + \(n\), ..., 2000 + \(n\), 2005 + \(n\) for the ten decades starting from 1960, 1965, ..., 2000, 2005). The simulated data is obtained from the core experimental set of GCMs (Taylor et al. 2012). Similarly, anomalies for the same decadal period are computed from the observational ERSST dataset. All the anomalies for a particular predicted year ‘\(n\)’ are compiled together to find the ACC values with a similar subset of observed anomalies. This is a standard approach recommended by the World Climate Research Programme (ICPO 2011) and is widely used in the assessment of decadal predictability (García-Serrano and Doblas-Reyes 2012, Kim et al. 2012).

2.4. Multivariate singular spectrum analysis and decadal predictions
MSSA was developed for extracting the dominant nonlinear modes of trend, periodicity and noise from a signal (Broomhead and King 1986, Golyandina et al. 2001). We implement MSSA to a multivariate dataset of interannual anomalies SSTs during March–May (MAM) and June–August (JJA) over 12 oceanic regions, with respect to their seasonal means. The analysis is applied to all the 12 time series together using a window length of 20 years. Similar to the decadal predictions made by the climate models, 10 year predictions of SSTs over the 12 oceanic regions are performed here from different initialized time series of 1901–1960, 1901–1965, ..., 1901–2005. MSSA extracts common signals from all the 12 SSTs together for a specific time length. The method further divides SST time series into three parts, viz., trend, harmonic oscillations and noise. The principle of separation is based on the fact that the eigenvectors represent the components graphically (Golyandina et al. 2001). We separate trends and oscillations from the noise in the time series for the decadal prediction of SSTs. The principles such as graphical representation, pairing and W-correlation matrix of eigenvectors are used to determine the extract nature of separated components. For detailed information about the extraction of signals, please see supplementary text S2. To further classify a particular eigenvector to trend, oscillations or noise, we apply fast Fourier transform (FFT) to understand the true nature of the component. From the above analysis, only trend and oscillatory reconstructed signals obtained for 12 SSTs, are summed together to perform the 10 year predictions.

For the decadal prediction of the newly reconstructed time series from MSSA (with trend and oscillatory signals only), we use linear recurrence relation (LRR) (Van Der Veen et al. 1993). The method tries to learn from the historical reconstructed trend and oscillatory modes of the time series. The predictive skills from the proposed model are further measured using ACC and compared with those of GCMs. We have provided more information regarding the LRR prediction technique in supplementary text S2.

We employ two statistical models for the decadal prediction of ISMR (as mentioned in the Introduction). In the first model, we employ SSA for the 10 year prediction of ISMR, which is purely data-driven. The model uses different initialized time series of ISMR, viz., 1901–1960, 1901–1965, ..., 1901–2005 to perform SSA predictions. The prediction skill of this model is further compared with the GCMs using ACC values for the predicted years ‘\(n\)’ with the observed data as the reference. Note that the ACC values will be determined using observed ISMR data. In the second model, ISMR is predicted from the reconstructed SSTs obtained from MSSA model. A regression model is trained using reconstructed SSTs over 12 oceanic regions for MAM and JJA SSTs as regressors and ISMR as predictand with different initialized time lengths (as in the earlier model). The 10 year predictions of SSTs obtained from the MSSA model are used for the decadal prediction of ISMR. We evaluate the performance of the proposed decadal prediction models with that of the GCMs.

3. Results
3.1. Nonlinear limits of predictability
We determine the nonlinear limits of predictability for 12 SST regions, which are associated with ISMR. The estimation of NLLEs considers observed monthly SST values during 1901–2010 over these oceanic regions. The results show that the highest attainable limits in the tropical region are \(\sim 11–12\) months and extratropical oceanic regions have \(\sim 4–5\) months (figure 1(b)). Niño4 and Niño3.4 regions show the maximum nonlinear limits of predictability among the SSTs. The results are found to be consistent with the nonlinear limits as obtained by Li and Ding.
(2013b). Barnston et al (2012) suggested that any good model could provide prediction skills up to 6–12 months for the most predictable component of SSTs, i.e. El Niño, which is consistent with our results regarding the limits of predictability. Considering all the regions together, the SST prediction system would forget the initial state of SSTs within the next 12 months (or 1 year) at any oceanic region.

### 3.2. Identifying trend and oscillation using MSSA

We perform decadal predictions of SSTs with different initialized time series using MSSA and compare their ACC skills with eight GCMs. We use interannual anomalies of SSTs during MAM and JJA, which are important for ISMR predictions. As we apply MSSA to the 12 SSTs for each season, the eigenvectors obtained from the analysis represent different components graphically. Supplementary figures S1 and S2 show the eigenvectors obtained from SSTs during MAM and JJA, among which the first set of vectors present the trends for both seasons (supplementary figures S1a and S2a). Other eigenvectors are representing other signals such as oscillations and noise. Here, we have used three methods to differentiate between oscillations and noise: (a) scatterplot between eigenvectors, (b) W-correlation matrix, and (c) FFT. The eigenvectors other than the trend components represent oscillations and noise. To differentiate between oscillations and noise, we use the scatterplot between two consecutive eigenvectors. A pair of eigenvectors representing oscillations will produce a polygon shape on a 2D scatter (supplementary figures S3(c) and (f), and supplementary figures S4(d) and (f)). In the method based on W-correlation matrix (supplementary figure S5), the principle involved is that well-separated components will have a small correlation. The badly separated components have higher correlation among them. The components with trend and periodicity cannot show higher correlation values. Moreover, the periodic signals are also phased at an angle of \( \pi/2 \). Hence the eigenvectors representing them would also have correlation values close to zero. Noisy components may show higher correlation values than the others. We further use FFT to confirm that the classifications of eigenvectors to trend, oscillations, and noise are correct. After performing FFT, the frequency-time graph shows a peak at time 0 for the reconstructed trends. The spectrum shows a single peak on the frequency-time graph for oscillatory signals. For noise, the FFT resembles a white spectrum with the existence of multiple peaks. We find that all three methods applied independently to the eigenvectors result in a similar classification. Detailed information regarding separation and categorization of these eigenvectors to trend, oscillations and noise is provided in supplementary text S2. After the identification and separation of all the different signal components, we combine trend and oscillatory components of SSTs for different initialized time series 1901–1960, 1965, 1970, ..., 2005 to generate a reconstructed time series. As for illustration, figure 2 shows the comparison between reconstructed SST time series (in blue) and observed SST time series (in red) over each oceanic region during MAM for the duration of 105 years (1901–2005). Trend and oscillations in the original time series at interannual, decadal and multidecadal time scales (clearly seen in extratropical NA, NP1, NP2 oceanic regions) are well captured in the reconstructed time series. Similarly, supplementary figure S6 shows a comparison of observed (in red) and reconstructed time series (in blue) of SSTs over 12 oceanic regions during JJA season, and the results are similar to those of MAM. The observed time series show larger amplitudes as they consist of noise along with trend and oscillations obtained from reconstruction using MSSA. The purpose of separating the trend and oscillations (periodicity) from the noisy signals is to perform the decadal predictions with the low frequency components, as they have the predictive potentials.

### 3.3. Decadal prediction skills of MSSA

After generating the reconstructed time series by combining the trend and periodic signals, we apply LRR to the newly reconstructed time series for the decadal prediction during MAM and JJA using MSSA. As for an example, for the decadal prediction with 1960 initial condition, we first generate the reconstructed time series for 1901–1960 by combining trend and oscillatory components and then apply LRR to this reconstructed time series for the prediction of the period 1961–1970. Now onwards, we will use the nomenclature MSSA to refer to this prediction model that considers MSSA followed by LRR. The multi-model ensemble (MME) is also produced by considering the mean of SST predictions from eight GCMs. ACC skill scores are obtained for the predicted SSTs from GCMs, MME and the MSSA model (figure 3), when compared to the observed SSTs. ACC values show that the predictive skill of MSSA are quite comparable to those of the GCMs. Interestingly, the SSTs predicted by both the MSSA and GCMs over AtlNiño and NA regions show the most promising decadal prediction skills among all the SST regions (figure 3). The higher skill of the models in predicting SSTs over these regions is well documented in literature (Smith et al 2007, Keenlyside et al 2008, Pohlmann et al 2009, van Oldenborgh et al 2012). The decadal prediction skills of MSSA over the BoB, Niño 4, NP1, SIO and WestIO regions are similar to those from GCMs and MME at different lead times. For the decadal prediction of 12 SSTs during JJA over the oceanic regions such as NA, Niño 3, Niño 4, NP1, NP2, SCS, SIO and WestIO, patterns of skill score of MSSA resemble well with those of the GCMs across all the lead times (supplementary figure S7). SSTs predicted over AtlNiño, BoB, NA and SIO regions from the MSSA model
and GCMs show positive ACC scores. Similarly, the ACC values from MSSA model over NA, SIO and WestIO show a positive skillset, which is in resemblance with those obtained from GCMs and MME (supplementary figure S7). For other regions, the ACC values obtained from both MSSA and the GCMs are around zero across different lead times. Similarity between the ACC skills as obtained from MSSA and GCMs (with MME) shows that the statistically retrieved trend and oscillations from SST time series are sufficient to produce decadal predictions with a skill similar to GCMs.

We investigate decadal prediction skills of models for the lead times of 1 year, 2–5 years and 6–9 years during MAM and JJA seasons (supplementary tables 1 and 2). The internal variability is the source of high skill at short lead times and the forced trend is responsible for skills at long lead times (Krueger and Von Storch 2011, Ho et al 2013). CanCM4 and BCC models largely show the ACC values decreasing with the increasing lead times for SST regions. However, MPI shows higher skills at 1 year and 6–9 years lead time than 2–5 years during MAM season (supplementary figure S8). The rest of the GCMs and MME do not have any specific characteristics to be pointed out. The skills for all the lead times obtained from MSSA predictions are comparable with those from GCMs (supplementary figures S8, S9). This shows the aggregated trend and oscillations in MSSA perform well at shorter and longer lead times.

3.4. Decadal prediction model for ISMR

Following the good performance of data-driven decadal prediction of SSTs using MSSA, we try the same procedure for ISMR. We collect the set of time series of 1901–1960, 65, 70,…, 2005 observed values of ISMR and apply SSA for 10 year prediction. This prediction model is purely data-driven, derived from the combined trend and oscillatory signals of observed ISMR. Figure 4 shows the skills score of predicted ISMR using the SSA method. We find that the ACC scores are comparable to the skills of eight GCMs and the MME. However, the skills are mostly negative or around zero for most of the lead years for all the models, SSA, GCMs and MME. We also implement a physics guided data-driven model, where we use the reconstructed SSTs obtained from the previous step as covariates for prediction of ISMR. The reconstructed

Figure 2. Observed timeseries (in red) and reconstructed time series using MSSA (in blue) for the SSTs in MAM during 1901–2005 over the oceanic regions: (a) AtlNiño, (b) BoB, (c) NA, (d) Niño3, (e) Niño4, (f) Niño3.4, (g) NP1, (h) NP2, (i) SCS, (j) SIO, (k) WestIO, (l) IOD.
SSTs from MSSA model over the 12 oceanic regions during MAM and JJA are used as predictors and the observed ISMR as predictand for the training of a linear regression model. The 10 year predictions of ISMR are made by applying the trained linear regression model to the predicted SST values of MAM and JJA from the MSSA model. As the selection of the covariates, SSTs over the 12 oceanic regions are based on the physical understanding of ISMR, the model can be termed as physics guided data-driven model. The skills of this decadal prediction algorithm for all the initialized sets of time series are further compared with those of eight GCMs and MME decadal outputs. We acknowledge that multicollinearity (high correlation) exists between the SST predictors. This results in an ill-formation of a regression model when the objective is to understand the dependent variable's sensitivity to an independent variable's perturbation. However, multicollinearity rarely affects the correctness of predicted values (Gujarati 2004). The ill-formation of the regression model may indeed result in overfitting. Figure 4 shows the comparison of decadal prediction skills of the physics guided data-driven model, purely data-driven model and eight GCMs with their MME in predicting ISMR. The physics-guided model shows higher skills with mostly positive correlation values indicating better performance than the GCMs (with their MME) and purely data-driven model.

4. Discussion

We have demonstrated that despite of the very high computational cost of GCMs, the decadal
performance skills of GCMs with their MME are generally poor with a very few exceptions. There are certain oceanic regions, viz., AtlNiño, BoB, NA, Niño 3, Niño 4, Niño 3.4, SIO and WestIO, over which the SSTs are predicted decadally by the GCMs with moderate skill, but no skills for many variables such as precipitation. This also questions the justification of spending huge computing time and associated energy for scientific activities related to decadal predictions without any fruitful results. With this background we have developed purely data-driven and physics guided data-driven models for the decadal prediction of one of the most complex processes, ISMR. We find that, with the requirement of negligible computing resources, the performance of the data-driven model is at par and the performances of physics guided data-driven model is better compared to those of GCMs up to the lead time of 6 years, after which the predictability of ISMR is lost.

To investigate the reason behind the improved performance by data-driven models, we revisit figure 2. The time series of the SSTs and the reconstructed plots show that the variability of SSTs over the AtlNiño, BoB, NA, SIO and WestIO regions are quite well explained by the trend and oscillations, with a minimum noise component. Hence, they are also well reproduced by the reconstructed time series by MSSA. These are the regions where the data-driven model shows high-performance skill for decadal predictions in terms of ACC score (figure 3). On the other hand, the time series of the SSTs over the regions Niño3, Niño 4, Niño3.4, IOD, SCS and NP1 have significant noise components, with random fluctuations (figure 2) and they are also not well predicted by MSSA (figure 3). It is also noteworthy that the skills of the majority of the GCMs follow similar patterns as of MSSA. This is expected because any model, irrespective of being driven by physics or data, will perform well for the variables that have more prominent signals of trend and oscillations and less noise.

The CMIP5 GCMs are observed to perform poorly for the decadal prediction of ISMR, despite the fact that the new generation models are able to reproduce the ENSO–ISMR coupling (Azad and Rajeevan 2016, Ramu et al 2018, Yun and Timmermann 2018, Pandey et al 2020). The CMIP5 models are in general good in terms of capturing the teleconnection of monsoon with ENSO and IOD (Roy and Kripalani 2019); but they fail to capture other important teleconnections such as with AtlNiño (Yadav et al 2018). Interestingly, the time series of SSTs over ENSO region and IOD are noisy (figure 2), and hence, they are not well predicted decadally by the GCMs. The signals from poorly predicted SSTs over the ENSO or IOD regions by CMIP5 GCMs, when transferred to ISMR through the atmosphere–ocean coupling, do not result in high decadal performance skill for ISMR. On the other hand, though models are good in predicting SSTs over the regions like AtlNiño, the signals are not getting mapped to the predicted ISMR as the performances of GCMs for such teleconnections are poor. In the MSSA model, the predictable signals from well predicted SSTs over certain oceanic regions (e.g. AtlNiño) are possibly transferred quite well to ISMR through the regression. Hence, the physics guided data-driven model outperforms the state of art GCMs up to the lead time of 6 years. Further to this, the physics guided data-driven model, for decadal predictions, considers the magnitude of a signal more than just a single initial state to initialize, unlike the GCMs, and tries to capture the historical patterns, signals and teleconnections from the long term datasets. Here, in the present study, we considered all the predictors together without dropping any correlated variables. The association or correlation between the predictors is not stationary and may change in an altered future climate. Hence, there is a possibility that dropping a predictor variable may result in a substantial loss of performance of the prediction (Braunisch et al 2013).

The present analysis is a proof of concept that the computationally inexpensive physics guided data-driven models have the potential to overcome many of the limitations of purely dynamic models. One of the limitations of the present model is that it does not explicitly consider the CO2 concentration, GHG emissions, anthropogenic aerosols, etc, though their impacts are probably implicitly being considered through the trend components of different variables. Extrapolation of trends is possibly acceptable when the prediction lead time is within 10 years; however, the long-term simulations need explicit consideration of different forcings possibly as covariates.
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