An optimal superconducting hybrid machine
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Optimal engine performances are accomplished by quantum effects. Here we explore two routes towards ideal engines, namely (1) quantum systems that operate as hybrid machines being able to perform more than one useful task and (2) the suppression of fluctuations in doing such tasks. For classical devices, the absence of fluctuations is conditioned by a high entropy production as dictated by the thermodynamic uncertainty relations. Here we generalize such relations for multiterminal devices that operate as hybrid thermal machines. These relations are overcome in quantum conductors as we demonstrate for a double quantum dot contacted to normal metals and a reservoir being a generator of entangled Cooper pairs.

Introduction — The second law of thermodynamics dictates that Carnot efficiency is the maximum efficiency for a thermal machine that delivers zero power and works reversibly [1]. From a practical point of view, however, under a nonequilibrium situation a thermal engine generates some power and a finite amount of entropy. In such a scenario, a new kind of nonequilibrium principle establishes a connection between power fluctuations and entropy production, which is called the thermodynamic uncertainty relation (TUR) [2–14]. The relation expresses a trade-off between power fluctuations and entropy production. The entropy production imposes a bound for the power fluctuations, suggesting that there may be fundamental limitations on the precision of thermal machines. However, this is only a bound for classical systems since quantum systems are able to circumvent the TUR. The relevance of the TUR has been extended to be related with other important concepts of nonequilibrium thermodynamics, including fluctuation theorems [8, 9] and information theory [15–17].

Standard thermal machines consists of a working substance connected to two heat baths, a cold reservoir and a hot one. Then, depending on the performed task they can work as heat engines (E), refrigerators (R) or pumping machines (P). Recently a novel characterization for systems connected to more than two terminals, i.e., multiterminal devices, has been formulated. These are hybrid thermal machines and have the advantage of performing more than one useful task simultaneously. For these devices a generalized efficiency has been enunciated [18].

Our goal is to extend the TUR for these kind of multiterminal thermal machines and relate its efficiency (for the different working modes listed below) with its current-current correlations. As previously stated, we illustrate how these multidiagonal TUR (MTUR) can be circumvented when the working substance is a quantum system. For such case we show that MTUR are violated and its cause is attributed to quantum coherence, to the non-local character of quantum states in entangled states or the breakdown of LDB by quantum effects [19]. Therefore, exploiting quantumness can be advantageous in designing a precise quantum engine with low dissipation [20–23] as the generalized MTUR can be overcome. Definitely, the strong bound imposed by the MTUR needs a revision for quantum systems where a careful analysis must be done in view of coherence, interactions, or non-Markovian dynamics among others [24–30].

We propose to deal with a minimal setup consisting in two nanoscale conductors which are capacitively coupled, each of them connected to two baths (see Fig. 1). The setup is able to perform useful tasks, for instance, conducting an electrical current, cooling a cold reservoir, or pumping heat when it is electrically or thermal biased (or both). In this sense we are dealing with a hybrid thermal machine [18]. Our study focus on the bounds obtained from the thermodynamic uncertainty relations
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that are generalized to treat multiterminal conductors. Departures from these bounds are illustrated with our device in which the presence of coherent states and the breakdown of local detailed balance (LDB) take place. We consider one of the contacts being a superconductor, i.e., a reservoir of coherent Cooper pairs. Besides, each conductor consists of a quantum dot, which is chosen due to its ability as energy filters, a characteristic that potentially enhances its thermoelectrical behavior.

Hybrid thermal Machines: Efficiency and MTUR—Frequently, the efficiency of a thermal engine is measured by the ratio of the output to the input. When more than two terminals are attached to an engine, however, the physical scenario becomes more involved. In general, multiterminal devices may exhibit ill-defined efficiencies when they are characterized in a standard manner [31].

The main cause is that the engine can produce multiple outputs simultaneously. This occurs, for example, when work is extracted and at the same time heat is pumped towards the hot reservoir [18] in three terminal devices, the efficiency $\eta_{EP}$ is for a simultaneous engine-pumping mode. Other operating modes correspond to refrigerator-pumping (RP) and engine-refrigerator (ER) regimes. In each, we will consider the situation in which different outputs are produced concurrently, whereas inputs are heat and/or consuming work. Quantifying and comparing the usefulness of different outputs in response to the provided inputs has been discussed recently [32]. In there, the efficiency for a particular operating mode (consistent in a set of inputs and outputs) is given as

$$\eta^{(\text{mode})} = \frac{\sum^+ \tilde{w}^\alpha + \sum^+ J_j \left( \frac{T_r}{T_j} - 1 \right)}{-\sum^- \tilde{w}^\alpha - \sum^- J_j \left( \frac{T_r}{T_j} - 1 \right)} \leq 1,$$

(1)

where modes of hybrid machine $m \in \{R, P, E, ER, EP, RP\}$. Here, $\sum^\pm J_j = \sum \left(J_j \pm |J_j|\right)/2$ are the sums over the positive and negative heat currents $J_j$ and $\tilde{w}$ is the production rate of work performed by the system [33]. The choice of the reference temperature $T_r$ depends on the multiterminal configuration and the input/output tasks. Let us focus on the case of three terminals. This scenario applies to our setup since although the two quantum dot setup in Fig.1(a) contains the four leads, there is no particle and energy flow to the superconducting (SC) lead in the large pairing gap limit. The SC lead is analytically integrated in our treatment. (extension to n-baths will be given elsewhere). The MTUR reads ($k_B = 1$) [34]

$$J_0^T D^{-1} J_0 \leq \frac{1}{2} \sigma,$$

(2)

where vector $J_0 = (J_r, J_h, J_c)^T$ is a three component vector with heat current via reference lead, hot lead, and cold lead, respectively. The matrix element $D_{ij}$ contains the physical meaning of thermal conductance between lead $i$ and $j$ according to the fluctuation-dissipation theorem. The implication of the relation is that the precision of measurement $(J_0^T D^{-1} J_0 \equiv 1/\Delta P)$ is upper bounded by the entropy production $\sigma$. That is, the uncertainty of measurement precision $\Delta P$ can be enhanced at the expense of entropy production, $\sigma \Delta P \geq 2$.

To make a connection with the thermal efficiency, which is in terms of heat current and the projection rate of work, we perform a transformation to $J = (J_w, J_h, J_c)^T = A J_0$ using $J_w = \tilde{w} = J_r + J_h + J_c = -\sum_{j=r,h,c} \mu_j I_j$, where $A$ is a 3 x 3 matrix [35]. The entropy production rate is conveniently expressed by the current vector:

$$\sigma = \sum_{j=r,h,c} \frac{Q_j}{T_j} = \frac{1}{T_r} (t_w \cdot J - t_u \cdot J),$$

(3)

where $t_w$ and $t_u$ are vectors projecting the current to the one generating and reducing the entropy, respectively. The former current $J_w = t_w \cdot J$ consumes a resource to generate useful current $J_u = t_u \cdot J$. For instance, when a system is in the RP mode, $t^{RP}_w = (-1, 0, 0)$ and $t^{RP}_u = (0, -1 + \frac{T_r}{T_c}, \frac{T_r}{T_c} - 1)$. The machine receives work from the environment and then use the resource to pump heat and to refrigerate the cold reservoir. The efficiency is expressed as follows:

$$\eta^{RP} = \frac{t_u \cdot J}{t_w \cdot J} = \eta^R + \eta^P,$$

(4)

where the hybrid efficiency is then divided into the two separate single efficiencies. The other hybrid working modes can be similarly expressed by choosing different $t_{u,w}$ vectors while maintaining the same vectorial expression for entropy production $\sigma$ and the efficiency $\eta^m$ shown above [36]. We introduce one more vector $t^{RP} = (0, -\frac{T_r}{T_c} + 1, -1 + \frac{T_r}{T_c})$ to be perpendicular to both $t_{u,w}$. The expression of the entropy production and the efficiency motivate us to write the current vector in the basis of $t_{u,w,\bot}$. $J_t = (J_r, J_u, J_{\bot}) = B J_0$, where $B$ is a 3 x 3 matrix in terms of temperature $T_{r,h,c}$ only [37]. The MTUR is then expressed in terms of new current vector:

$$J_t^T \tilde{D}^{-1} J_t \leq \frac{1}{T_r} (t_u \cdot J)(1 - \eta^{-1}),$$

(5)

where $\tilde{D} = [B A D A^T B^T]$. The expression is utilized to obtain the upper bound of current of interest, for example, ‘useful’ current, $J_u$, is upper bounded by

$$J_u \leq \frac{1}{T_r} |t_u| (1 - \eta^{-1}) \left[ \sum_{i,j=u,w,\bot} (\tilde{D}^{-1})_{ij} J_i J_j / f_u^2 \right]^{-1},$$

(6)

where the ratio of currents $J_i / J_u$ is fixed once efficiency $\eta^{RP}$ are given [38]. The upper bound of the thermal efficiency is given by the Clausius relation. For a given thermal efficiency, the MTUR provides the quantitative upper bound of useful current in terms of temperatures.
and thermal conductance tensor. That is practically relevant information when we need the generation of a certain amount of current regardless of an optimal thermal efficiency. For instance, at the optimal efficiency, it is well known that the amount of useful current that can be generated is zero. When a system contains quantum elements that promote the quantum coherence in particles and energy transport, the upper bound of the MTUR can be exceeded, and as a result one can harness resources that promote the quantum coherence in particles. The eigenstates are then given by $|n_b, \psi\rangle$, and $|n_b, \pm\rangle = u_{n_b, \pm}|n_b, 0\rangle + v_{n_b, \pm}|n_b, 2\rangle$, where $u_{n_b, \pm} = (\varepsilon_{n_b} \pm \sqrt{\varepsilon_{n_b}^2 + \Gamma_S^2})/N_{n_b, \pm}$ and $v_{n_b, \pm} = -\Gamma_S/N_{n_b, \pm}$ with $\varepsilon_{n_b} = \varepsilon_t + U_t/2 + n_b U_b$. Here, $N_{n_b, \pm}$ is the normalization factor. The eigen energies for $|n_b, \sigma\rangle$ are $E_{|n_b, \pm\rangle} = \varepsilon_b + \varepsilon_{n_b, \pm} + \varepsilon_{n_b} + \Gamma_S^2$ whereas for $|n_b, \sigma\rangle$, these are simply $E_{|n_b, \sigma\rangle} = \varepsilon_t + n_b (\varepsilon_b + U_b)$.

Pauli master equation—We apply the master equation formalism to describe the dynamics for the occupation probability $\rho_\theta$ of the eigenstate $|\theta\rangle$. To this end, we write down the transition rate into the eigenstate $|\theta\rangle$ to $|\zeta\rangle$ as through the $l$ barrier across the $X = t + b$ quantum dot

$$\gamma_{l,\zeta}^{(h)} = \Gamma_l \left| \langle \zeta | \Delta X^{(h)} | \theta \rangle \right|^2 f_{l}^{(h)} (E_\theta - E_\zeta),$$

where $\Delta X^{(h)} = \sum_\sigma d_\sigma^{(h)} (d_\sigma)$ and for $\Delta X^{(h)} = d_l^{(h)}$ in the limit $k_B T_l \gg \Gamma_l$, the dynamics of the system is governed by the sequential tunneling events and we safely neglect higher-order tunneling correlations. As we are interested in the calculation of the current fluctuations we write down the generalize master equation equation considering the counting fields that generate the complete full counting statistics $d \rho(\chi)/dt = -\mathcal{L} \rho(\chi)$ where $\mathcal{L}$ means Louvillian matrix. In the stationary limit $\mathcal{L} \rho = 0$, we obtain the full counting statistics formalism described in the supplemental material [41].

Breakdown of Local Detailed Balance—Local detailed balance [42] amounts to requiring that the log-ratio of an individual transition to the probability of its time-reversed transition equals the entropy flux: $\gamma_{F}/\gamma_{B} = e^{-\mathcal{E}}$. In systems where LDB is broken exhibits different
being the main cause for the deviation of the TUR.

Results: RP, EP, and ER modes—The versatile double quantum dot system shows the all possible hybrid machine modes as indicated in Fig. 2(a) by tuning $\varepsilon_b$ and $V_{bias} = \mu_h - \mu_c$. The hybrid machine efficiency is achieved as high as $\eta \sim 0.85$ closely following the boundary where the three machine modes (E, P and R) are present nearly each other. For instance, the boundary of E and RP, that of R and EP, and that of P and ER is the close neighbor of the high efficiency region shown in Fig. 2(b). Note that the thermal efficiency expression is dependent of the modes, Eq. (1). When the chemical potential of the reference lead $\mu_r$ is set nonzero, the MTUR relation is violated at those boundaries of three machine modes as shown in $\sigma\Delta P$ plotted in Fig. 2(c). This implies that it is possible to achieve the optimally operating thermal machine generating useful currents exceeding the upper bound limitation set by the classical MTUR. The violation is associated with the quantum transport mainly involved in the upper quantum within the proximity effect of superconducting lead. The introduction of $\mu_r \neq 0$ triggers the quantum effect kicked in the machine operation. The claim is supported in Fig. 3(a), where the TUR associated with the charge current via the reference lead shows the violation, $\sigma(\Delta P)_{r,part} \equiv \sigma(\Delta I_r^2)/I_r^2 < 2$.

The six hybrid machine modes are determined based on the sign of elements of current vector $J = \{h,c\}$. The mode of thermal machine switches when a current element approaches to zero and then flips its sign. In the course, the uncertainty of measurement precision $\Delta P_i \equiv \langle \Delta I_i^2 \rangle/I_i^2$, $i \in \{w,h,c\}$ diverges. Figure 3(b,c,d) shows $\sigma \Delta P_{i= h,c,w}$ associated with the current of immediate interest, $J_{h,c,w}$. The phase boundary of the thermal machine modes $P, R, E$ can be read off from the divergence of $\sigma \Delta P_{i= h,c,w}$ which is consistent with the diagram of modes drawn in Fig. 2(a). It is worth noting that the TUR of heat current associated with single lead, $\sigma \Delta P_{i=r,h,c}$, does not show the violation, while the MTUR of heat current drawn in Fig. 2(c) does. It implies that in a multiterminal system the information contained in the correlation of cross terminal currents is crucial to properly characterize the system.

Conclusion—The thermodynamic uncertainty relation has been formulated for multiple-bath devices and it establishes a trade-off between generalized current fluctuations and entropy production. A new class of machines, the so-called hybrid machines, are devices that are able to perform several useful tasks at once. Here, we have applied the uncertainty relation to deal with multiterminal devices working as hybrid machines. From the MTUR a new bound is established for the resourceful current in terms of the generalized efficiency and the cross current correlations. We have shown that MTUR are violated in quantum systems as a result of the LDB breaking. We have shown that depending on the operating mode (RP,
EP, or ER) a violation of the MTUR is accompanied by a high efficiency being the optimal scenario for an hybrid thermal machine. We provide a general guideline for the design of multiterminal hybrid machines in the quantum regime that operate at the best task performance, meaning low dissipation, small fluctuations around average values and high task efficiency with a moderately high resourceful current.
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A DOUBLE QUANTUM DOT SYSTEM

In this section we provide the detailed expressions of eigenenergies and corresponding eigenmodes of the double quantum dot system. We allow the double occupancy in the top quantum dot, and single occupancy in the bottom quantum dot. There is an onsite interaction in the top quantum dot (\( U_t \)), and an intra-dot interaction (\( U_{tb} \)) is present by a capacitive coupling. The bottom dot is coupled to a hot reservoir and cold reservoir, and their chemical potential difference (\( \mu_h = V_{\text{bias}}/2 \) and \( \mu_c = -V_{\text{bias}}/2 \)) makes a electrical bias across the bottom quantum dot. The top quantum dot is coupled to one metallic reference lead with temperature \( T_r \) and one superconducting lead. The latter provides the superconducting proximity effect. We consider the regime where the system-lead coupling is small, and they will be treated perturbatively. First, the Hamiltonian of the double quantum dot system is:

\[
H_{\text{DQD}}^{\text{eff}} = \varepsilon_b d_b^\dagger d_b + \sum_{\sigma \in \{\uparrow, \downarrow\}} \varepsilon_t d_{t\sigma}^\dagger d_{t\sigma} + \Gamma_S \left( d_{t\uparrow}^\dagger d_{t\downarrow}^\dagger + \text{H.c.} \right) + U_{tb} d_b^\dagger d_b \sum_{\sigma \in \{\uparrow, \downarrow\}} d_{t\sigma}^\dagger d_{t\sigma} + U_t d_{t\uparrow}^\dagger d_{t\uparrow} d_{t\downarrow}^\dagger d_{t\downarrow}. \tag{14}
\]

where \( \varepsilon_{t,b} \) is the chemical potential of top and bottom quantum dot, respectively. \( \Gamma_S \) is the coupling strength between the top quantum dot and the superconducting lead. To diagonalize \( H_{\text{DQD}}^{\text{eff}} \), we consider the basis, \(|n_b, n_{t\uparrow}, n_{t\downarrow}\rangle = (d_{t\uparrow}^\dagger)^{n_{t\uparrow}} (d_{t\downarrow}^\dagger)^{n_{t\downarrow}} |0\rangle \), where \( n_b = 0,1 \) and \( n_{t\sigma} = 0,1 \). Thus, there are total eight states in the double quantum dot system. Specifically,

\[
|0, \uparrow \rangle = |0, 1, 0\rangle, \quad \text{with } E_{|0, \uparrow \rangle} = \varepsilon_t \tag{15}
\]
\[
|0, \downarrow \rangle = |0, 0, 1\rangle, \quad \text{with } E_{|0, \downarrow \rangle} = \varepsilon_t \tag{16}
\]
\[
|1, \uparrow \rangle = |1, 1, 0\rangle, \quad \text{with } E_{|1, \uparrow \rangle} = \varepsilon_b + \varepsilon_t + U_{tb} \tag{17}
\]
\[
|1, \downarrow \rangle = |1, 0, 1\rangle, \quad \text{with } E_{|1, \downarrow \rangle} = \varepsilon_b + \varepsilon_t + U_{tb} \tag{18}
\]

where we introduce the notation used in the main text.

The coefficients of the superconducting states are:

\[
u_{n_b,\pm} = \frac{\varepsilon_{n_b} \pm \sqrt{\varepsilon_{n_b}^2 + \Gamma_S^2}}{N_{n_b,\pm}}, \quad v_{n_b,\pm} = -\frac{\Gamma_S}{N_{n_b,\pm}}, \tag{23}
\]

with \( u_{n_b,\pm}^2 + v_{n_b,\pm}^2 = 1 \). And,

\[
\varepsilon_{n_b} = \varepsilon_t + U_p/2 + n_b U_{tb} \quad \text{for } n_b = 0,1 \tag{24}
\]

The normalization factor is given by

\[
N_{n_b,\pm} = \sqrt{\left(\varepsilon_{n_b} \pm \sqrt{\varepsilon_{n_b}^2 + \Gamma_S^2}\right)^2 + \Gamma_S^2} \tag{25}
\]

For later use, we specify the energy difference between states by the transition made by a coupled lead when \( \Gamma_S \ll U_t, U_{tb}, \varepsilon_t \), which is the working regime of our study: \( \Gamma_S = 0.2, U_t = 1, U_{tb} = 2, \varepsilon_t = 4 \), and \( \varepsilon_b \in [-5, 1] \) in the main text. The transitions between the eight states are induced by the leads (reference, hot, and cold reservoirs). When the transition involves an energy difference, the leads provide or absorb the extra energy. In particular, the transitions induced by hot or cold lead are the following (they make change in the particle number sit-
Figure 4. The entropy production rate according to the Shannon expression Eq.(33) (left panel), \( \sigma_S \). The difference between two expressions of entropy production rate, \( \sigma_C - \sigma_S \), is plotted (center panel). When the local detailed balance is present, \( \mu_r = 0 \), the difference \( \sigma_C - \sigma_S \) is plotted (right panel), showing that \( \sigma_S = \sigma_C \) within a numerical error.

The entropy is the number of accessible states in reservoirs, which is in our case the three leads. When heat flows into a reservoir, the particles in the reservoir can access more number of states and as a result the entropy increases. The entropy production therefore can be expressed in terms of heat currents, and this is the Clausius entropy \( \sigma_C \):

\[
\sigma_C = \sum_{l=r,h,c} \frac{-J_l}{T_l},
\]

where the (-) sign is because we adopt the sign convention of current in such way that it is positive when it flows to the system.

On the other hand, the Shannon entropy production is obtained from the transition rates between states of system, which are specified in Sec., and the probability density [47]:

\[
\sigma_S = -\sum_{m,n} \gamma_{mn} \rho_n \ln \left( \frac{\gamma_{mn} \rho_n}{\gamma_{nm} \rho_m} \right). \quad (33)
\]

The two expressions of the entropy production in identical in the presence of the local detailed balance (for example, see Sec.2.2.4 of Ref. [48]). In our double quantum dot system, the local detailed balance can be broken by introducing nonzero chemical potential \( \mu_r \) at the reference frame, which is coupled to the top quantum dot (See Sec.). In such a case the Clausius (\( \sigma_C \equiv \sigma_{Clausius} \)) and Shannon entropies (\( \sigma_S \equiv \sigma_{Shannon} \)) differ as shown in Fig. 4 for our setup.

THE LOCAL DETAILED BALANCE

The local detailed balance (LDB) is broken in the transition which involves the change of particle number in the top quantum dot when \( \mu_r \neq 0 \). The transition is induced by the reference lead. Below, we consider the transition from \( |n_b = 0, \sigma \rangle \in \{ \uparrow, \downarrow \} \) to \( |n_b = 0, + \rangle \). The similar argument follows for the transition \( |n_b = 1, \sigma \rangle \in \{ \uparrow, \downarrow \} \) to \( |n_b = 1, \pm \rangle \). The forward transition rate is (the transition rate below is shown in Eq. (67)):

\[
\gamma^f_{|0, +\rangle \rightarrow |0, \sigma\rangle} = \gamma^c_{|0, +\rangle \rightarrow |0, \sigma\rangle} + \gamma^{(h)}_{|0, +\rangle \rightarrow |0, \sigma\rangle},
\]

\[
= \Gamma_r \left( \left| \nu_{0+} \right|^2 f^c(\Delta E) + \left| \nu_{0+} \right|^2 f^h(-\Delta E) \right),
\]

\[
= \Gamma_r \left[ \left| \nu_{0+} \right|^2 e^{(\Delta E - \mu_r)/T_r} + \left| \nu_{0+} \right|^2 e^{(\Delta E + \mu_r)/T_r} + 1 \right], \quad (34)
\]

where \( \Delta E = E_{|0, +\rangle} - E_{|0, \sigma\rangle} \), \( f^c(\Delta E) = (e^{(\Delta E - \mu_r)/T_r} + 1)^{-1} \), and \( f^h(-\Delta E) = 1 - (e^{(\Delta E - \mu_r)/T_r} + 1)^{-1} \). (Energies are written in unit of temperature of reference reservoir, \( T_r \)). There are two scattering processes: one is to add electron to the top quantum dot that comes with
probability $|v_{0+}|^2$ and distribution $f^e(\Delta E)$, and the second term is to remove an electron from the top quantum dot that comes with probability $|u_{0+}|^2$ and distribution $f^h(\Delta E) = 1 - f^e(\Delta E)$. For the second process, an electron is going into the reference lead with the energy $\Delta E$ below $\mu_r$. The forward transition rate is similarly written (the transition rate below is shown in Eq. (70)):

$$
\gamma^r_{(0, \sigma) \rightarrow (0, \pm)} = \gamma^r_{(0, \sigma) \rightarrow (0, \pm)} + \gamma^{(h)}_{(0, \sigma) \rightarrow (0, \pm)} = \Gamma_r \left( |v_{0+}|^2 f^e(-\Delta E) + |u_{0+}|^2 f^h(\Delta E) \right),
$$

$$
\gamma^r_{(0, \pm) \rightarrow (0, \sigma)} = \Gamma_r \left( \frac{|v_{0+}|^2}{e^{(\Delta E-\mu_r)/T_r} + 1} + \frac{|u_{0+}|^2}{e^{-(\Delta E+\mu_r)/T_r} + 1} \right), \tag{35}
$$

The ratio between the two transition rate is generally dependent of $|v_{0+}|^2$ and $|u_{0+}|^2$ for $\mu_r \neq 0$, therefore the local detailed balance is broken:

$$
\frac{\gamma^B}{\gamma^F} = \frac{\gamma^r_{(0, \sigma) \rightarrow (0, \pm)}}{\gamma^r_{(0, \pm) \rightarrow (0, \sigma)}} = \frac{|v_{0+}|^2 f^e(-\Delta E) + |u_{0+}|^2 f^h(\Delta E)}{|v_{0+}|^2 f^e(\Delta E) + |u_{0+}|^2 f^h(-\Delta E)},
$$

$$
\gamma^B/\gamma^F = e^{\frac{\Delta E}{T_r}} \cosh \theta_\gamma + e^{-\frac{\Delta E}{T_r}} \cosh (\theta_\gamma - \theta_{\mu_r}), \tag{36}
$$

where $\cosh \theta_\gamma = \frac{1}{2} \left( \frac{v_{0+}^{+} + \mu_r^{+}}{|v_{0+}^{+}|^2} + \frac{w_{0+}^{+} + \mu_r^{+}}{|w_{0+}^{+}|^2} \right)$ and $\cosh \theta_{\mu_r} = \frac{1}{2} \left( e^{\frac{\mu_r}{T_r}} + e^{-\frac{\mu_r}{T_r}} \right)$. If $\mu_r = 0$, the local detailed balance is preserved. Since $\theta_{\mu_r} = 0$,

$$
\frac{\gamma^B}{\gamma^F} = \frac{\gamma^r_{(0, \sigma) \rightarrow (0, \pm)}}{\gamma^r_{(0, \pm) \rightarrow (0, \sigma)}} |_{\mu_r=0} = e^{\Delta E/T_r}. \tag{37}
$$

This implies that for $\Delta E > 0$ the transition rate of the forward transition is exponentially small in $\Delta E$ than that of the backward transition. Due to the breakdown of the local detailed balance when $\mu_r \neq 0$ the multidimensional thermodynamic uncertainty relation (MTUR) is not satisfied as shown in Fig. 5 where the efficiency (left figure) and the MTUR (right figure) are shown. For $\mu_r \in [0.01, 0.05]$ the MTUR are violated whereas the efficiency remains almost untouched (see left figure in Fig. 5).

Note that the role of superconducting lead is crucial for the breakdown of LDB. Due to the proximity effect, the two states in Eq.(19-22) with even number of particle difference are coupled. A situation without superconductivity can be simulated by setting either $v_{0+} = 0$ or $u_{0+} = 0$. In this case, $\mu_r \rightarrow \infty$ in Eq.(36) and the LDB is recovered regardless of the chemical potential in the reference lead.

**HYBRID THERMAL MACHINE**

The double quantum dot system is coupled to the four leads (reference, superconducting, hot, and cold reservoir). Only three of them (except the superconducting lead) can exchange particle and energy current with the reservoir because the superconducting gap is assumed to be infinite. Thus, our system is effectively considered as a hybrid thermal machine that is capable of one or two among three different machine modes, engine, heat pumping, and refrigerating. When the system-lead coupling strength is set energy-independent value, $\Gamma_r,h,c = 0.05$, we find the working mode, thermal efficiency, and $\sigma \Delta P$ as shown in the left column of Fig. 6. The hybrid machine modes ER and EP are not present. To access the modes, it turns out [32] that it is necessary to introduce energy-dependent system-lead coupling for hot and cold reservoir.

$$
\Gamma_h(\Delta \tilde{E} \geq 3) = \gamma_2, \quad \Gamma_c(\Delta \tilde{E} \geq 3) = \gamma_0, \tag{38}
$$
$$
\Gamma_h(3 > \Delta \tilde{E} \geq 1) = \gamma_1, \quad \Gamma_c(3 > \Delta \tilde{E} \geq 1) = \gamma_1, \tag{39}
$$
$$
\Gamma_h(1 > \Delta \tilde{E}) = \gamma_0, \quad \Gamma_c(1 > \Delta \tilde{E}) = \gamma_2, \tag{40}
$$

where $\Delta \tilde{E} = E_{(f)} - E_{(i)} - \varepsilon_b$ (see Eq.(26-31) for the relevant transitions). For instance, we obtain the results...
shown in the main text by setting $\gamma_2 = \Gamma_r, \gamma_{0,1} = 0$. It implies that the hot lead only exchange particles with energy $\Delta \tilde{E} \geq 3$, while the cold lead only exchange particles with energy $\Delta \tilde{E} < 0$. Hence, when there is a particle flows from the hot to cold lead, the energy current is correlated with it. In the center column of Fig. 6, we set $\gamma_0, \gamma_2 = \Gamma_r$ and $\gamma_1 = 0$. In the right column, we set $\gamma_0 = \Gamma_r$ and $\gamma_1, \gamma_2 = 0$, which is the opposite situation from the condition in the main text: energetic particles $\Delta \tilde{E} > 2$ from the cold lead can tunnel to the system, while only particles with $\Delta \tilde{E} < 0$ from the hot lead can tunnel to the system.

**FULL COUNTING STATISTICS**

The FCS technique is considered to derive the second cumulant for the heat and charge transport and its correlations. For such purpose we follow Ref. [49, 50]. We firstly solve the set of master equations and obtain the cumulant generating function $[51, 52]$. We first, introduce the eigenvectors $a_\beta$ and eigenvalues $\lambda_\beta$ of the matrix $\mathcal{L}$, defined by $\mathcal{L} a_\beta = \lambda_\beta a_\beta$. Formally we can write the solution of the master equation as $|\rho(t)\rangle = \sum_\beta c_\beta \exp(-\lambda_\beta t) a_\beta$ where the coefficients $c_\beta$ are determined by the initial condition. The eigenvalues $\lambda_\beta$ are real numbers since $\mathcal{L}$ is symmetric and positive to have positive probabilities. Besides, one eigenvalue, say $\beta = 0$, must be equal to zero, $\lambda_0 = 0$, which corresponds to the stationary case. The stationary probabilities can be obtained from the left $\langle 0_L| \mathcal{L}|0_R\rangle$ and right $|0_R\rangle$ null eigenvectors of $\mathcal{L}$ corresponding to zero eigenvalue $|\rho^{(st)}\rangle = \frac{1}{\langle 0_L|0_R\rangle} |0_R\rangle = |0_R\rangle$.

Inasmuch as we are interested in the charge and heat noise for both dots we introduce the particle and energy transport on the same footing, we need to introduce both the particle-number and energy resolved density matrix

$$\rho_{\gamma \eta}(\{N, E\}; t) \equiv \rho_{\gamma \eta}(\{N_r, N_h, N_c, E_r, E_h, E_c\}; t) \quad (41)$$

which gives the probability of having a particle and an energy $N_\alpha, E_\alpha$ in each corresponding lead $\alpha$ by the time $t$, where the subscripts $\gamma$ and $\eta$ denote the different dot.
system states. In our study we focus on the dynamics of the population, thus \( \rho_{\eta} \mid \alpha = \eta \equiv \rho_{\eta} \). \( N_e (E_r) \) distinguishes the charge (energy) at the reference reservoir for the top quantum dot from the charge \( N_{b,c} (E_{b,c}) \) at the hot and cold reservoirs for the bottom quantum dot. Its Fourier transform is defined as

\[
\tilde{\rho}_{\eta} (\{ \chi, \kappa \}; t) = \sum_{\{ \mathbf{N}, \mathbf{E} \}} \rho_{\eta} (\{ \mathbf{N}, \mathbf{E} \}; t) e^{i \mathbf{N} \cdot \mathbf{e} e^{-i \mathbf{E}}} \tag{42}
\]

where \( \mathbf{N} = (N_r, N_h, N_c) \) and \( \mathbf{E} = (E_r, E_h, E_c) \). The counting fields are the conjugate particle and energy variables: for the particle \( \chi = (\chi_r, \chi_h, \chi_c) \), and for the energy \( \kappa = (\kappa_r, \kappa_h, \kappa_c) \) counting fields. After Fourier transforming \( \rho_{\eta} (\{ \mathbf{N}, \mathbf{E} \}) \), the master equation reads

\[
\frac{d}{dt} \tilde{\rho} (\{ \chi, \kappa \}; t) = -\mathcal{L} (\{ \chi, \kappa \}) \tilde{\rho} (\{ \chi, \kappa \}; t) \tag{43}
\]

The explicit form for \( \mathcal{L} (\{ \chi, \kappa \}) \) is written in Sec. Here, the particle-energy number resolved density matrix fulfills the master equation: \( \frac{d}{dt} \rho (\{ \chi, \kappa \}; t) = -\mathcal{L} (\{ \chi, \kappa \}) \rho (\{ \chi, \kappa \}; t) \). From these equations the Liouvillean operator can be written as \( \mathcal{L} (\{ \chi, \kappa \}) = \mathcal{L} (\{ 0, 0 \}) + \tilde{\mathcal{L}} (\{ \chi, \kappa \}) \). For the cumulant calculation we first compute the projection and pseudoinverse operators \( P = 1 - |0_R \rangle \langle 0_R | \), \( Q = 1 - P \), \( R = Q \mathcal{L}^{-1} Q \) where the Drazin inverse [53] of \( \mathcal{L} \) is denoted as \( \mathcal{L}^{-1} \). For the top dot the charge and energy current at the reference lead it can be derived from the first order cumulants. For instance, if one is interested in computing charge current via lead \( \alpha \in \{ r, h, c \} \),

\[
j^q_\alpha = e C^q_\alpha = -e \langle 0_L | \frac{\partial \tilde{\mathcal{L}} (\{ \chi, \kappa \})}{\partial (i \chi_\alpha)} \bigg|_{\chi, \kappa = 0} |0_R \rangle, \tag{44}
\]

which simply computes the change of particle number in lead \( \alpha \). If one is interested in computing the energy current via lead \( \beta \in \{ r, h, c \} \),

\[
j^e_\beta = C^e_\beta = -\langle 0_L | \frac{\partial \tilde{\mathcal{L}} (\{ \chi, \kappa \})}{\partial (i \kappa_\beta)} \bigg|_{\chi, \kappa = 0} |0_R \rangle, \tag{45}
\]

which computes the change of total energy in lead \( \beta \). The heat current via lead \( \gamma \in \{ r, h, c \} \) is

\[
j^h_\gamma = j^e_\gamma - \mu_\alpha j^q_\gamma, \tag{46}
\]

Next, let us compute the charge and energy noise associated with lead \( \alpha \) and \( \beta \), respectively. For the evaluation of multidimensional TUR, one must include the cross current-current correlation among three leads, \( \alpha \neq \beta \). First, the correlation of charge current via lead \( \alpha \) and \( \beta \) is

\[
C^q_{\alpha \beta} = -\langle 0_L | \left[ \frac{\partial \tilde{\mathcal{L}}}{\partial (i \chi_\alpha)} , \frac{\partial \tilde{\mathcal{L}}}{\partial (i \chi_\beta)} \right]_0 |0_R \rangle + \langle 0_L | \left[ \frac{\partial \tilde{\mathcal{L}}}{\partial (i \chi_\alpha)} , \frac{\partial \tilde{\mathcal{L}}}{\partial (i \chi_\beta)} \right]_0 |0_R \rangle + (\chi_\alpha \leftrightarrow \chi_\beta) \] \tag{48}

where \([ \cdot ]_0 = [ \cdot ]_{\chi, \kappa = 0} \). When \( \alpha = \beta \), Eq.(48) provides the charge noise in lead \( \alpha \). The correlation of energy current via lead \( \alpha \) and \( \beta \) is similarly written:

\[
C^{e\epsilon}_{\alpha \beta} = -\langle 0_L | \left[ \frac{\partial \tilde{\mathcal{L}}}{\partial (i \kappa_\alpha)} , \frac{\partial \tilde{\mathcal{L}}}{\partial (i \kappa_\beta)} \right]_0 |0_R \rangle + \langle 0_L | \left[ \frac{\partial \tilde{\mathcal{L}}}{\partial (i \kappa_\alpha)} , \frac{\partial \tilde{\mathcal{L}}}{\partial (i \kappa_\beta)} \right]_0 |0_R \rangle + (\kappa_\alpha \leftrightarrow \kappa_\beta), \tag{49}
\]

where the counting field is simply replaced by \( \kappa_\alpha, \kappa_\beta \). The correlation between the charge current via lead \( \alpha \) and the energy current via lead \( \beta \) is as follows:

\[
C^{q\epsilon}_{\alpha \beta} = -\langle 0_L | \left[ \frac{\partial \tilde{\mathcal{L}}}{\partial (i \chi_\alpha)} , \frac{\partial \tilde{\mathcal{L}}}{\partial (i \kappa_\beta)} \right]_0 |0_R \rangle + \langle 0_L | \left[ \frac{\partial \tilde{\mathcal{L}}}{\partial (i \chi_\alpha)} , \frac{\partial \tilde{\mathcal{L}}}{\partial (i \kappa_\beta)} \right]_0 |0_R \rangle + (\chi_\alpha \leftrightarrow \kappa_\beta). \tag{50}
\]

The evaluation of heat noise can be obtained from the charge and energy cross correlations.

\[
C^{h\epsilon}_{\alpha \beta} = C^{q\epsilon}_{\alpha \beta} = -e \mu_\alpha C^{q\epsilon}_{\alpha \beta} = e^2 \mu_\alpha \mu_\beta C^{\epsilon\epsilon}_{\alpha \beta}, \tag{51}
\]

which follows from the definition of heat current. The expression above is enough for our purpose of computing the MTUR from heat currents via three leads. Note that other combinations include

\[
C^{h\eta}_{\alpha \beta} = C^{\eta q}_{\alpha \beta} = e \mu_\alpha C^{\eta q}_{\alpha \beta}, \tag{52}
\]

\[
C^{\eta h}_{\alpha \beta} = C^{\eta q}_{\alpha \beta} = e \mu_\beta C^{\eta q}_{\alpha \beta}. \tag{53}
\]

**QUANTUM MASTER EQUATION**

In this section we provide the derivation of the master equation employed in the main text from the Lindblad equation. In the first subsection, We consider the top quantum dot coupled to one metallic lead (reference reservoir) and one superconducting lead. The master equation is derived for \( \Gamma_r \ll \Gamma_S \) so that the top quantum dot remains in the superconducting phase. The dimension of Hilbert space is four, \( |n_{t \gamma} \rangle \in \{ 0, 1 \}, n_{t \gamma} \in \{ 0, 1 \} \).

In the second subsection, the bottom quantum dot is introduced, \( n_b \in \{ 0, 1 \} \), by which the dimension of the Hilbert space is doubled. There is one space with \( n_b = 0 \), and the other space with \( n_b = 1 \). The two spaces are coupled by hot and cold lead which exchange electron and hole with the bottom quantum dot. We work in the regime where \( T_{r,h,c} \gg \Gamma_{r,h,c} \), which allows us to neglect the off-diagonal elements of the density matrix. Note that the master equation (rate equation approach) is employed in Ref. [45], and here we provide its justification.

A single quantum dot

In this section we obtain the quantum master equation for the simple case of a single quantum dot attached to
two contacts, one is a metallic reservoir and the other is superconducting (N-QD-S). For such purpose we employ the quantum Lindblad formalism [7]. Our starting point is the effective Hamiltonian by the superconducting proximity effect [40] for the N-QD-S system valid when the largest energy scale $\Delta \to \infty$ as discussed in the main text. Such Hamiltonian is

$$\hat{H}_{n_b=0} = \varepsilon_t \sum_{\sigma=\uparrow,\downarrow} d_\sigma^\dagger d_\sigma + U_t \hat{n}_\uparrow \hat{n}_\downarrow + \Gamma_S d_\uparrow^\dagger d_\uparrow + \Gamma_S d_\downarrow^\dagger d_\downarrow, \quad (54)$$

where the subscript $n_b = 0$ is used because the Hamiltonian corresponds to the situation where the particle number of the bottom quantum dot is fixed to $n_b = 0$. Writing this in matrix form in the electron number basis, $|n_\uparrow, n_\downarrow\rangle = \{|0,0\}, |1,1\rangle, |1,0\rangle, |0,1\rangle\},$

$$\hat{H}_{n_b=0} = \begin{pmatrix} 0 & \Gamma_S & 0 & 0 \\ \Gamma_S & 2\varepsilon_t + U_t & 0 & 0 \\ 0 & 0 & \varepsilon_t & 0 \\ 0 & 0 & 0 & \varepsilon_t \end{pmatrix}. \quad (55)$$

The eigenvalues of the first $2\times2$ block are

$$\varepsilon_{\pm} = \varepsilon_t + \frac{U_t}{2} \pm \sqrt{\varepsilon_{\pm}^2 + \varepsilon_t^2}. \quad (56)$$

Corresponding eigenvectors are

$$|\pm\rangle = u_{\pm}|0,0\rangle + v_{\pm}|1,1\rangle, \quad (57)$$

where

$$u_{\pm} = \varepsilon_{\pm}/\sqrt{\Gamma_S^2 + \varepsilon_{\pm}^2}, \quad v_{\pm} = -\Gamma_S/\sqrt{\Gamma_S^2 + \varepsilon_{\pm}^2}, \quad (58)$$

where note that we used different sign of $v_{\pm}$ from the main text to simplify the notation in the following discussion. The master equation Eq.(67) that we obtain later is independent of this choice. Introducing the unitary matrix

$$U_0 = \begin{pmatrix} u_+ & u_- & 0 & 0 \\ v_+ & v_- & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad U_0^\dagger = \begin{pmatrix} u_+^* & v_+^* & 0 & 0 \\ u_-^* & v_-^* & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad (60)$$

the Hamiltonian can be diagonalized: $D = U_0^\dagger \hat{H}_{n_b=0} U_0 = \text{diag}(\varepsilon_{\uparrow}, \varepsilon_{\downarrow}, \varepsilon_t, \varepsilon_t)$. Let us explicitly write the operators in the basis of $|n_\uparrow, n_\downarrow\rangle$:

$$\hat{d}_\uparrow = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \hat{d}_\downarrow = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad \hat{d}_\uparrow^\dagger = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \hat{d}_\downarrow^\dagger = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad (59)$$

which yields straightforward expressions for number operators: $\hat{d}_\uparrow^\dagger \hat{d}_\uparrow = \text{diag}(0,1,0,1)$, and $\hat{d}_\downarrow^\dagger \hat{d}_\downarrow = \text{diag}(0,0,1,0)$. The coupling to the normal lead induces the transition between the eigenstates. Since the normal lead is eligible to exchange an electron, to construct the Lindblad operator we need to express $\hat{d}_\sigma^{(i)}$ in terms of eigen operators of the system. That is, $d_\uparrow^\dagger = U_0^\dagger d_\uparrow U_0$, $d_\downarrow = U_0^\dagger d_\downarrow U_0$. The Lindblad operator comes with the coupling strength between the system and the electronic bath,

$$\sqrt{\gamma_N^{\uparrow}_{i,j}} = \sqrt{\Gamma_r f_r^e(E_i - E_j)}, \quad (61)$$

where $f_r^e(E_i - E_j) = \left[ e^{(E_i - E_j - \mu_r)/T_r} + 1 \right]^{-1}$ is the Fermi-Dirac distribution, for a transition of adding an electron to the system that accompanies energy change $(E_i - E_j)$ in the system. For example, the Lindblad operator that removes an spin-up electron from the system to the reservoir is:

$$\hat{L}_\uparrow = \begin{pmatrix} 0 & 0 & 0 & u_+^* \sqrt{\gamma_N^{\uparrow}} \\ 0 & 0 & 0 & u_-^* \sqrt{\gamma_N^{\uparrow}} \\ v_+ \sqrt{\gamma_N^{\uparrow}} & v_- \sqrt{\gamma_N^{\uparrow}} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \quad (62)$$

where $\gamma_{r,i}^{e(h)} \equiv \gamma_{r,i}^{e(h)}(E_i - E_j) (e$ for electrons and $h$ for holes) and $i,j \in \{+, -, \downarrow, \uparrow\}$. Other Lindblad operators $\hat{L}_\downarrow^\dagger, \hat{L}_\downarrow, \hat{L}_{\downarrow}^\dagger$ are expressed similarly. The equation of motion of the density matrix is

$$\frac{d\rho}{dt} = -i[H_{\text{top}}, \rho] + \mathcal{D}[L_\sigma] + \mathcal{D}[L_{\sigma}^\dagger], \quad (63)$$

where the dissipator operator due to the normal lead is

$$\mathcal{D}[L_\sigma^\dagger] = L_\sigma \rho L_\sigma^\dagger - \frac{1}{2} \{L_\sigma^\dagger L_\sigma, \rho\}. \quad (64)$$

Rewriting the equation of motion in the eigen state basis of Hamiltonian,

$$U_0^\dagger \frac{d\rho}{dt} U_0 = U_0^\dagger \frac{-i[H_{\text{top}}, \rho] + \mathcal{D}[L_\sigma] + \mathcal{D}[L_{\sigma}^\dagger]}{2 U_0} U_0 \quad (65)$$

where

$$\tilde{\mathcal{D}}[L_\sigma^\dagger] = U_0^\dagger \mathcal{D}[L_\sigma^\dagger] U_0 = \left( U_0^\dagger L_\sigma U_0 \rho U_0^\dagger L_{\sigma}^\dagger U_0 \right) \frac{1}{2} U_0^\dagger (U_0^\dagger L_{\sigma} U_0) \rho \{U_0^\dagger L_{\sigma}^\dagger U_0, \rho\}. \quad (66)$$

For the derivation of the master equation from the quantum Lindblad equation [Eq. (62)] focusing on the change of the occupation numbers of eigen states and disregarding the coherences. For that issue we employ the density matrix with diagonal elements only $\hat{\rho} = U_0^\dagger \rho U_0 = \text{diag}(\rho_+, \rho_-, \rho_\uparrow, \rho_\downarrow)$. This approach is justified as long as $\Gamma_S \ll k_B T_\alpha (\alpha \in r, h, c)$. Considering this approach we obtain the following set of equation of motions:
\[
\frac{\partial \rho^+}{\partial t} = \left[ |u_+|^2 (\gamma^{h}_{+,+} \rho^+ + \gamma^{h}_{+,1} \rho_{+}) - |v_+|^2 (\gamma^{h}_{+,1} \rho_{+}) + [v_+^2 (\gamma^{h}_{+,+} \rho^+_1 + \gamma^{h}_{+,1} \rho_{+}) - |u_+|^2 (\gamma^{h}_{+,+} + f^{h}_{+,+}) \rho^+], \right. \\
\frac{\partial \rho^-}{\partial t} = \left[ |u_-|^2 (\gamma^{h}_{-,+} \rho^- + \gamma^{h}_{-,1} \rho_{-}) - |v_-|^2 (\gamma^{h}_{-,1} \rho_{-}) + [v_-^2 (\gamma^{h}_{-,+} \rho^-_1 + \gamma^{h}_{-,1} \rho_{-}) - |u_-|^2 (\gamma^{h}_{-,+} + f^{h}_{-,+}) \rho^-], \right. \\
\frac{\partial \rho_{+}}{\partial t} = \left[ |u_+|^2 (\gamma^{e}_{+,+} \rho_{+} + \gamma^{e}_{+,1} \rho_1) - |v_+|^2 (\gamma^{e}_{+,1} \rho_1) + [v_+^2 (\gamma^{e}_{+,+} \rho_{+1} + \gamma^{e}_{+,1} \rho_1) - |u_+|^2 (\gamma^{e}_{+,+} + f^{e}_{+,+}) \rho_{+}], \right. \\
\frac{\partial \rho_{-}}{\partial t} = \left[ |u_-|^2 (\gamma^{e}_{-,+} \rho_{-} + \gamma^{e}_{-,1} \rho_{-1}) - |v_-|^2 (\gamma^{e}_{-,1} \rho_{-1}) + [v_-^2 (\gamma^{e}_{-,+} \rho_{-1} + \gamma^{e}_{-,1} \rho_{-1}) - |u_-|^2 (\gamma^{e}_{-,+} + f^{e}_{-,+}) \rho_{-}]. \right. \\
\right)
\]

where the amplitude of each term can be read from \(|\pm\rangle = u_\pm |0,0\rangle + v_\pm |1,1\rangle\). When single electron states \(|\uparrow\rangle\) or \(|\downarrow\rangle\) receives one electron to become \(|\pm\rangle\), the transition rate is \(|v_\pm|^2\). When single electron states \(|\uparrow\rangle\) or \(|\downarrow\rangle\) emit one electron to become \(|\pm\rangle\), the transition rate is \(|u_\pm|^2\). This explains the first two equations with positive signs. The other terms can be read similarly.

\[H_{n_b=1} = \begin{pmatrix} 0 & \Gamma_S & 0 \\
\Gamma_S & 2\varepsilon_t + U_t + 2U_{tb} & 0 \\
0 & 0 & \varepsilon_t + \varepsilon_b + U_{tb} \end{pmatrix}\]

with eigenvalues \(\varepsilon'_{\pm} = \varepsilon_t + U_{tb} + \frac{U_t^2}{2} \pm \sqrt{\Gamma_S^2 + (\varepsilon_t + U_{tb} + \frac{U_t^2}{2})^2}\). The corresponding eigenvectors are \(|\pm\rangle = u_\pm |0,0\rangle + v_\pm |1,1\rangle\). By introducing the unitary matrix,

\[U_1 = \begin{pmatrix} u_{+,1} & u_{-,1} & 0 & 0 \\
v_{+,1} & v_{-,1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \end{pmatrix}, \quad U_1^\dagger = \begin{pmatrix} u_{+,1}^* & v_{+,1}^* & 0 & 0 \\
v_{-,1}^* & v_{-,1}^* & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \end{pmatrix},\]

we have the diagonalization of the Hamiltonian: \(D_{n_b=1} = U_1^\dagger H_{n_b=1} U_1 = \text{diag}(\varepsilon_{+}, \varepsilon_{-}, \varepsilon_t + \varepsilon_b + U_{tb}, \varepsilon_t + \varepsilon_b + U_{tb})\). The Hamiltonian of the double quantum dot is diagonalized by the unitary matrix \(U = \text{blkdiag}(U_0, U_1)\).

The creation and annihilation operators of an electron in the bottom quantum dot are expressed as follows

\[d_{+} = \begin{pmatrix} 0 \\
I_4 \end{pmatrix}, \quad d_{b} = \begin{pmatrix} I_4 \\
0 \end{pmatrix}, \quad d_{-} = U^\dagger d_{+} U = \begin{pmatrix} 0 & 0 \\
U_{0}^\dagger U_{1} \end{pmatrix}, \quad \tilde{d}_{b} = U^\dagger d_{b} U = \begin{pmatrix} 0 & 0 \\
0 & 0 \end{pmatrix},\]

where the first two are in the electron number basis \(|n_{+,1}, n_{-,1}, n_b\rangle\), and the latter two are the expressions in the eigen basis. From these, we can build the explicit expression of dissipation terms from the left and right lead coupled to the bottom quantum dot

\[\mathcal{D}[d_{+}] = U^\dagger \mathcal{D}[d_{+}] U = \tilde{d}_{b} \tilde{d}_{b}^\dagger - \frac{1}{2} \{d_{+}^\dagger \tilde{d}_{b}, d_{b}\} = \begin{pmatrix} U_{0}^\dagger U_{1} \rho_{n_b=1} U_{1}^\dagger U_{0} & 0 \\
0 & -\rho_{n_b=1} \end{pmatrix},\]

which corresponds to the physical process of removing one electron from the bottom quantum dot. Thus, it is
related to the density matrix sector of \((n_b = 1)\). The other dissipator is to add a particle to the bottom quantum dot
\[
\mathcal{D}[d_b] = U^\dagger D[d_b]U = \frac{1}{2} \{ \tilde{d}_b \tilde{d}_b^\dagger, \rho \} = \begin{pmatrix} -\rho_{n_b} & 0 \\ 0 & U^\dagger U_0 \rho_{n_b} U_0 U_1 \end{pmatrix},
\]
(75)

From the two dissipators, there are scattering between states \(|+,1\rangle\) and \(|-,0\rangle\), for example. Specifically, the diagonal elements are the following:

\[
\begin{align*}
(U^\dagger_0 U^\dagger_1 U_0 n_b = 1 U^\dagger_1 U_0)_{11} &= |u_{+,0}^* u_{+,1} + v_{+,0}^* v_{+,1}|^2 \rho_{+,1} + |u_{+,0}^* u_{-,1} + v_{+,0}^* v_{-,1}|^2 \rho_{-,1}, \\
(U^\dagger_0 U^\dagger_1 U_0 n_b = 1 U^\dagger_1 U_0)_{22} &= |u_{-,0}^* u_{-,1} + v_{-,0}^* v_{-,1}|^2 \rho_{-,1} + |u_{-,0}^* u_{+,1} + v_{-,0}^* v_{+,1}|^2 \rho_{+,1}, \\
(U_1 U_0 n_b = 0 U^\dagger_1 U_0)_{11} &= |u_{+,1}^* u_{+,0} + v_{+,1}^* v_{+,0}|^2 \rho_{+,0} + |u_{+,1}^* u_{-,0} + v_{+,1}^* v_{-,0}|^2 \rho_{-,0}, \\
(U_1 U_0 n_b = 0 U^\dagger_1 U_0)_{22} &= |u_{-,1}^* u_{-,0} + v_{-,1}^* v_{-,0}|^2 \rho_{-,0} + |u_{-,1}^* u_{+,0} + v_{-,1}^* v_{+,0}|^2 \rho_{+,0},
\end{align*}
\]

(76-79)

For different scatterings, the associated energy transfer is different. That is, we need to introduce different argument for the Fermi-Dirac distribution that is multiplied for each scattering process. Thus, we need to include the coupling strength between the system and baths \(\sim \sqrt{\Gamma_1 f_{i,n}^{e,h}}\) to complete the expression of the dissipators. As a result, for the double quantum dot system we have additional terms accounting for the scatterings changing the electron number of bottom quantum dot, \(n_b\).

\[
\begin{align*}
\frac{\partial \rho_{+,0}}{\partial t} &= \frac{\partial \rho_{+,0}}{\partial t} \bigg|_{n_b = 0} + \sum_{l = h,c} \gamma_{l,|[+,0] \leftarrow |+,1]}^h \rho_{+,0} u_{+,0} + v_{+,0} v_{+,1}^* \rho_{+,1} + \gamma_{l,|-[+,0] \leftarrow |-,1]}^h \rho_{-,0} u_{-,0} + v_{-,0} v_{-,1}^* \rho_{-,1} \\
\frac{\partial \rho_{-,0}}{\partial t} &= \frac{\partial \rho_{-,0}}{\partial t} \bigg|_{n_b = 0} + \sum_{l = h,c} \gamma_{l,|-[+,0] \leftarrow |-,1]}^h \rho_{-,0} u_{-,0} + v_{-,0} v_{-,1}^* \rho_{-,1} + \gamma_{l,|[+,0] \leftarrow |+,1]}^h \rho_{+,0} u_{+,0} + v_{+,0} v_{+,1}^* \rho_{+,1}, \\
\frac{\partial \rho_{+,1}}{\partial t} &= \frac{\partial \rho_{+,1}}{\partial t} \bigg|_{n_b = 0} + \sum_{l = h,c} \gamma_{l,|[+,1] \leftarrow |+,0]}^h \rho_{+,1} u_{+,0} - \gamma_{l,|-[+,1] \leftarrow |-,0]}^h \rho_{+,0}, \\
\frac{\partial \rho_{-,1}}{\partial t} &= \frac{\partial \rho_{-,1}}{\partial t} \bigg|_{n_b = 0} + \sum_{l = h,c} \gamma_{l,|-[+,1] \leftarrow |-,0]}^h \rho_{-,1} u_{-,0} - \gamma_{l,|[+,1] \leftarrow |+,0]}^h \rho_{-,0},
\end{align*}
\]

where \(\frac{\partial \rho_{+}}{\partial t} \bigg|_{n_b = 0} \) are the same equations as appears in Eq. (67-70) with \(n_b = 0\) in which the transition rates read as follows: \(\gamma_{ij}^{e(h)} = \gamma_{ij}^{e(h)}(n_b) = \Gamma_r f_{i,n_b}^{e(h)}(E_{i,n_b} - E_{j,n_b})\) with \(i, j \in \{\pm, \sigma\}\), the particle number \(n_b\) in the bottom dot does not change. We have another set of equation of motion for \(n_b = 1\):
\[
\frac{\partial \rho_{+1}}{\partial t} = \frac{\partial \rho_{+1}}{\partial t}\bigg|_{n_b=1+1} + \sum_{l=h,c} \gamma^e_{l,+1} (u_{+1}^* u_+ + v_{+1}^* v_+) \rho + \gamma^e_{l,+1} (u_{+1}^* u_+ + v_{+1}^* v_+) \rho_n - 2 \rho_n
\]

\[
\frac{\partial \rho_{-1}}{\partial t} = \frac{\partial \rho_{-1}}{\partial t}\bigg|_{n_b=1+1} + \sum_{l=h,c} \gamma^h_{l,-1} (u_{-1}^* u_- + v_{-1}^* v_-) \rho - 2 \rho_n
\]

where \(\frac{\partial \rho_k}{\partial t}\bigg|_{n_b=1+1}\) are the same equations as appears in Eq. (67-70) with \(n_b = 1\). As a result, we obtain the master equation used in the main text.