ASYMPTOTIC BEHAVIOUR FOR LOCAL AND NONLOCAL EVOLUTION EQUATIONS ON METRIC GRAPHS WITH SOME EDGES OF INFINITE LENGTH
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Abstract. We study local (the heat equation) and nonlocal (convolution type problems with an integrable kernel) evolution problems on a metric connected finite graph in which some of the edges have infinity length. We show that the asymptotic behaviour of the solutions to both local and nonlocal problems is given by the solution of the heat equation, but on a star shaped graph in which there is only one node and as many infinite edges as in the original graph. In this way we obtain that the compact component that consists in all the vertices and all the edges of finite length can be reduced to a single point when looking at the asymptotic behaviour of the solutions. For this star shaped limit problem the asymptotic behaviour of the solutions is just given by the solution to the heat equation in a half line with a Neumann boundary condition at \(x=0\) and initial datum \((2M/N)\delta_{x=0}\) where \(M\) is the total mass of the initial condition for our original problem and \(N\) is the number of edges of infinite length. In addition, we show that solutions to the nonlocal problem converge, when we rescale the kernel, to solutions to the heat equation (the local problem), that is, we find a relaxation limit.

1. Introduction

The aim of this paper is to study solutions to diffusion equations both local and non-local in a metric graph. A metric graph is by definition a combinatorial graph where the edges, denoted by \(\{e_j\}\) are considered as intervals of the real line \(\{I_j\}\) with a distance on each one of them. These edges/intervals are glued together according to the combinatorial structure. We assume here that at least one of the edges is not bounded (it has infinite length).

Metric graphs have received lot of attention in recent years both from the point of view of pure mathematicians and also from potential applications. The name quantum graph is used for a graph considered as an one-dimensional singular variety and equipped with a differential operator (local or in some cases nonlocal). There are several reasons for studying quantum graphs. They naturally arise as simplified (due to reduced dimension) models in mathematics, physics, chemistry, and engineering (e.g., nanotechnology and microelectronics), when one considers propagation of waves of various nature (electromagnetic, acoustic, etc.) through a quasione-dimensional system (often a mesoscopic one) that looks like a thin neighborhood of a graph. We refer to the survey \cite{32} and references therein.

Key words and phrases. Nonlocal diffusion, local diffusion, quantum graphs, compactness arguments, asymptotic behaviour

2020 Mathematics Subject Classification. 35B40, 45G10, 46B50.
First of all in this paper, we introduce $\Delta_\Gamma$, the Laplace operator on a metric graph $\Gamma$. Associated to the Laplacian we have an initial valued problem; the classical heat equation on $\Gamma$. This problem is well-posed and its solutions decay as time goes to infinity in a similar way as the solutions of the Cauchy problem on the whole line [22], [17], [31]. We prove that the asymptotic behaviour (in terms of the existence of an asymptotic profile) of those solutions is comparable to the solution of the classical heat equation in the half line with Neumann boundary conditions at $x = 0$ and initial data at $t = 0$ given by a multiple of a Dirac mass at $x = 0$.

**Theorem 1.1.** Let $u$ the solution to the heat equation in $\Gamma$. Then, its asymptotic behaviour is given by

$$u(t) \sim U_M(t), \quad \text{as } t \to \infty,$$

where $M$ is the total mass of the initial datum $u_0$ and

$$U_M(x,t) = \frac{2M}{N} \frac{1}{\sqrt{4\pi t}} e^{-\frac{x^2}{4t}}. \quad (1.1)$$

Notice that here the classical Gaussian profile appears as $U_M(x,t)$ is the solution to the heat equation in a half-line with Neumann boundary conditions.

Now, let us turn our attention to nonlocal diffusion equations with a convolution kernel. Equations of the form

$$u_t(x,t) = (J * u - u)(x,t) = \int_{\mathbb{R}} J(x-y)u(y,t) \, dy - u(x,t),$$

and variations of it, have been recently widely used to model diffusion processes. Here, and in what follows, $J : \mathbb{R} \to \mathbb{R}_+$ belongs to $L^1(\mathbb{R}) \cap L^1(\mathbb{R}, |x|^2)$ and is assumed to be symmetric, $J(z)$ is non-increasing for $z > 0$, nonnegative in $\mathbb{R}$ and strictly positive in neighbourhood of the origin. To simplify a little the statements we will also assume that

$$\frac{1}{2} \int_{\mathbb{R}} z^2 J(z) \, dz = 1$$

and comment on the general case when appropriate.

When $J$ has unit integral, as stated in [18], if $u(x,t)$ is thought of as a density at the point $x$ at time $t$ and $J(x-y)$ is thought of as the probability distribution of jumping from location $y$ to location $x$, then $\int_{\mathbb{R}} J(y-x)u(y,t) \, dy = (J * u)(x,t)$ is the rate at which individuals are arriving at position $x$ from all other places and $-u(x,t) = -\int_{\mathbb{R}} J(y-x)u(x,t) \, dy$ is the rate at which they are leaving location $x$ to travel to all other sites. This consideration, in the absence of external or internal sources, leads immediately to the fact that the density $u$ satisfies equation (1). These kind of nonlocal equations are used to model very different applied situations, for example in biology (see [7], [33]), image processing ([29], [21]), particle systems ([5]), coagulation models ([19]), etc.
Our next goal is to study nonlocal evolution problems with a convolution kernel on the metric graph \( \Gamma \), that is, we deal with

\[
\begin{aligned}
    \text{u}_t(t, x) &= \int_{\Gamma} J(d(x, y))(\text{u}(t, y) - \text{u}(t, x))dy, \quad x \in \Gamma, t > 0, \\
    \text{u}(0, x) &= \text{u}_0(x), \quad x \in \Gamma.
\end{aligned}
\]

Here \( d(x, y) \) is the natural distance in \( \Gamma \), see Section 2. Now, particles can jump inside the graph from position \( x \) to position \( y \) according to the probability kernel \( J(d(x, y)) \) (an interpretation similar to the one previously given also holds here). Notice that particles may jump from one edge to another when the distance between points in the edges makes \( J(d(x, y)) \) positive.

For general nonlocal problems of this kind we refer to \([38]\) that contains closely related results concerning existence and uniqueness of solutions and for different problems of this kind in the Euclidean setting to \([9, 11, 13, 14, 20, 23, 27, 25]\) and the book \([1]\). For the decay rate and the asymptotic profile in the real line (that coincides with the ones for the local heat equation) we refer to \([11]\). For a class of kernels that give exponential decay we quote \([28]\).

Here, we show that nonlocal problems are closely related to the local heat equation. In fact, one can obtain solutions to the heat equation by approximating them by solutions to nonlocal problems. To see this, for a rescaling parameter that acts in the kernel, \( \varepsilon > 0 \), considering \( J_{\varepsilon}(d(x, y)) = \varepsilon^{-3}J(d(x, y)/\varepsilon) \), we deal with a relaxation limit for this nonlocal evolution problem and obtain that its solutions converge to the solutions of the local one when \( \varepsilon \) goes to zero.

**Theorem 1.2.** It holds that the solutions to the rescaled nonlocal problem with a fixed initial datum verify

\[
\text{u}^{\varepsilon} \rightharpoonup \text{u} \quad \text{weakly in } L^2([0, \infty), L^2(\Gamma)).
\]

where \( \text{u} \) is the unique solution to the heat equation in \( \Gamma \) with the same initial condition.

Also we obtain the decay of the solutions to the nonlocal problem on metric graphs, and realize that the asymptotic behaviour of those solutions is comparable to the solution of a related problem with the classical heat equation that we studied first.

**Theorem 1.3.** The solution to (1.2) has the same asymptotic behaviour as the one that holds for the heat equation, that is,

\[
\text{u}(t) \sim \text{U}_M(t), \quad \text{as } t \to \infty,
\]

where \( \text{U}_M \) is also given by (1.1).

We end this introduction with a very brief description of the methods used to prove our results. Notice that here we can not use the Fourier transform as in \([11, 24]\) instead for the proof of the asymptotic behaviours, both for the local and the nonlocal problems, we have to rely on energy and rescaling methods, see \([26, 23]\) and also \([8]\). This scaling argument is delicate since it changes the graph in which the rescaled solution is defined. When we pass to the limit what remains is the unbounded part of the graph, while the finite edges collapse to a single point. This is the main reason why the asymptotic behaviour (both for the local and nonlocal cases) is given by the Gaussian profile in a half line with the total mass equally
distributed according to the number of edges of infinite length. For the relaxation limit we use ideas from [1, 23] where a compactness result is proved (see the Appendix at the end of this paper).

The paper is organized as follows: first, in Section 2 we introduce some notations and include the definition of the Laplacian in the graph; in Section 3 we collect more precise statements of the main results of this paper (making clear the meaning of $\sim$ and the hypothesis on the initial datum in Theorems [1.1] and [1.3]). The proofs are postponed to the next two sections. Section 4 is devoted to the study of the local problem (the heat equation), and in Section 5 we tackle the nonlocal problem proving the relaxation limit and the asymptotic behaviour. Finally, Section 6 is an appendix where we include a compactness lemma that is needed when studying the relaxation limit for the nonlocal equation.

2. Notations and basic definitions

Before we present our results, we need to introduce some notations and basic definitions on metric graphs that we will use along the paper. Let $\Gamma = (V, E)$ be a graph where $V$ is a set of vertices and $E$ the set of edges. For each $v \in V$ we denote $E_v = \{ e \in E : v \in e \}$. We assume that $\Gamma$ is a finite connected graph. The edges could be of finite length and then their ends are vertices of $V$ or they have infinite length and then we assume that each infinite edge is a ray with a single vertex belonging to $V$ (see e.g. [32] for more details on graphs with infinite edges). Here we assume that we do not have any terminal vertices, that is, vertices with degree one, and if we have a vertex with degree two, then we just remove it from our graph. Therefore, we will always assume that the degree of each vertex is greater or equal than three.

We fix an orientation of $\Gamma$, that is, each edge $e$ is oriented. Given an edge $e$, we denote by $I(e)$ the initial vertex and by $T(e)$ the terminal one. In the case of infinite edges we have only initial vertices. We identify every edge $e$ of $\Gamma$ with an interval $I_e$, where $I_e = [0, l_e]$ if the edge is finite and $I_e = [0, \infty)$ if the edge is infinite. This identification introduces a coordinate $x_e$ along the edge $e$. With this in mind we define a metric in $\Gamma$, $d(x, y)$ stands for the distance between two points in the graph, that is given by the length of the minimal path that joins them. In case both $x$ and $y$ belong to the same edge we have $d(x, y) = |x - y|$, when they belong to adjacent edges, $d(x, y) = |x - e| + |y - e|$ with $e$ the vertex that is common to the two adjacent edges, when the minimal path involve three edges we have $d(x, y) = |x - e_1| + |e_1 - e_2| + |y - e_2|$, etc. In the special case when the graph is star shaped (only one vertex and $N$ edges), we have

$$d(x, y) = \begin{cases} 
|x - y|, & x, y \in I_1, k = 1, \ldots, N, \\
|x| + |y|, & x \in I_k, y \in I_j, k \neq j.
\end{cases}$$

In this way $\Gamma$ is a metric space that is often named as a metric graph, see e.g. [32]. Moreover, we can write

$$\Gamma = \Gamma_f \cup \Gamma_\infty$$

where $\Gamma_f$ is made from the finite length edges of the graph $\Gamma$ whereas $\Gamma_\infty$ collects all the infinite edges. In the special case in which there is only one infinite edge $\Gamma_\infty$ is just a half
line. Let $v$ be a vertex of $V$ and $e$ be an edge in $E_v$. We set for finite edges $e$

$$j(v,e) = \begin{cases} 0 & \text{if } v = I(e), \\ 1 & \text{if } v = T(e) \end{cases}$$

and

$$j(v,e) = 0, \text{ if } v = I(e)$$

for infinite edges.

We identify any function $u$ on $\Gamma$ with a collection $\{u^e\}_{e \in E}$ of functions $u^e$ defined on the edges $e$ of $\Gamma$. Each $u^e$ can be considered as a function on the interval $I_e$. We will use the notation $u$ to denote a function in the whole graph $\Gamma$ and $u^e$ to denote the function on the edge $e$. In fact, with some abuse of the notation, we will use the same notation $u^e$ for both the function on the edge $e$ and the function on the interval $I_e$ identified with $e$. For a function $u : \Gamma \to \mathbb{R}$, $u = \{u^e\}_{e \in E}$, $u^e \in C(I_e)$ for each edge $e \in E$ and we set for finite edges

$$u^e(j(v,e)) = u^e(j(v',e)) , \quad \forall e, e' \in E_v.$$ 

The space $L^p(\Gamma), 1 \leq p < \infty$ consists of all functions $u = \{u_e\}_{e \in E}$ on $\Gamma$ that belong to $L^p(I_e)$ for each edge $e \in E$ and we endow it with the norm

$$\|u\|_{L^p(\Gamma)} = \sum_{e \in E} \|u^e\|_{L^p(I_e)}.$$ 

Similarly, the space $L^\infty(\Gamma)$ consists of all functions that belong to $L^\infty(I_e)$ for each edge $e \in E$ and

$$\|u\|_{L^\infty(\Gamma)} = \max_{e \in E} \|u^e\|_{L^\infty(I_e)}.$$ 

The Sobolev space $H^1(\Gamma)$, consists in all functions on $\Gamma$ that belong to $H^1(I_e)$ for each $e \in E$ and

$$\|u\|_{H^1(\Gamma)}^2 = \sum_{e \in E} \|u^e\|_{H^1(I_e)}^2.$$ 

Sobolev spaces with higher differentiability $H^m(\Gamma), m \geq 2$, can be defined in an analogous way. The spaces $L^2(\Gamma)$ and $H^1(\Gamma)$ are Hilbert spaces with the inner products

$$(u,v)_{L^2(\Gamma)} = \sum_{e \in E} (u^e,v^e)_{L^2(I_e)} = \sum_{e \in E} \int_{I_e} u^e(x_e) v^e(x_e) dx_e$$

and

$$(u,v)_{H^1(\Gamma)} = \sum_{e \in E} (u^e,v^e)_{H^1(I_e)} = \sum_{e \in E} \int_{I_e} \frac{du^e}{dx}(x_e) \frac{dv^e}{dx}(x_e) dx_e.$$ 

We now define the exterior normal derivative of a function $u = \{u^e\}_{e \in E}$ at the endpoints of the edges. For each $e \in E$ and $v$ an endpoint of $e$ we consider the normal derivative of the
restriction of \( u \) to the edge \( e \) of \( E_v \) evaluated at \( j(v, e) \) to be defined by:

\[
\frac{\partial u^e}{\partial n_e}(j(v, e)) = \begin{cases} 
- u^e_x(0^+) & \text{if } j(v, e) = 0, \\
 u^e_x(l_e^-) & \text{if } j(v, e) = l_e.
\end{cases}
\]

We now introduce the Laplace operator \( \Delta_\Gamma \) on the graph \( \Gamma \). This is a standard procedure and we refer the interested reader to [12]. The operator \( \Delta_\Gamma \) has domain

\[
D(\Delta_\Gamma) = \left\{ u = \{u^e\}_{e \in E} \in H^2(\Gamma) : u \text{ continuous and } \sum_{e \in E_v} \frac{\partial u^e}{\partial n_e}(j(v, e)) = 0 \text{ for all } v \in V \right\}
\]

and it applies to any function \( u \in D(\Delta_\Gamma) \) as follows

\[
(\Delta_\Gamma u)^e = (u^e)_{xx} \text{ for all } e \in E.
\]

In other words, \( D(\Delta_\Gamma) \) is the space of all continuous functions on \( \Gamma \), \( u = \{u^e\}_{e \in E} \), such that for every edge \( e \in E \), \( u^e \in H^2(I_e) \), and the following Kirchhoff-type condition is satisfied,

\[
\sum_{e \in E : T(e) = v} u^e_x(l_e^-) - \sum_{e \in E : I(e) = v} u^e_x(0^+) = 0 \text{ for all } v \in V.
\]

In the particular case when \( \Gamma \) consists on only one edge these conditions reduce to the classical Laplacian with Neumann boundary conditions.

The quadratic form associated to \( \Delta_\Gamma \) is given by

\[
Q_\Gamma(u, u) = (u_x, u_x)_{L^2(\Gamma)}
\]

for all \( u \in D(Q_\Gamma) \) where

\[
D(Q_\Gamma) = D((-\Delta_\Gamma)^{1/2}) = \left\{ u = \{u^e\}_{e \in E} \in H^1(\Gamma) : u \text{ continuous} \right\}.
\]

In particular \( D(Q_\Gamma) \) with the \( H^1(\Gamma) \)-norm is a Banach space and \( Q_\Gamma(u, u) = -\langle u, \Delta_\Gamma u \rangle \) for all \( u \in D(\Delta_\Gamma) \). For other kinds of Laplace operators on metric graphs, we refer to [2, 30].

It is easy to verify that \((\Delta_\Gamma, D(\Delta_\Gamma))\) is a linear, unbounded, self-adjoint, dissipative operator on \( L^2(\Gamma) \), i.e. \((\Delta_\Gamma u, u)_{L^2(\Gamma)} \leq 0\) for all \( u \in D(\Delta_\Gamma) \). Since \( \bigoplus_{e \in \Gamma} C^\infty_c(I_e) \subset D(\Delta_\Gamma) \) we obtain that \( D(\Delta_\Gamma) \) is dense in any \( L^p(\Gamma) \), \( 1 \leq p < \infty \). The analysis of the operator \( \Delta_\Gamma \) on \( L^p(\Gamma) \)-spaces will be discussed in Section 4.

The main results of this paper are proved by rescaling the solutions with a parameter that we will call \( \lambda \), considering \( u_\lambda(x) = \lambda u(\lambda x) \). Since the equation is defined on edges that are either finite or infinite we have to rescale properly not only the solutions of our equations but also their domain of definition \( \Gamma^\lambda = (V, E^\lambda) \). The graph \( \Gamma^\lambda \) is obtained from \( \Gamma = (V, E) \) by rescaling properly the intervals \( I^\lambda_e \) that parametrize the edges \( E^\lambda \) of the graph \( \Gamma^\lambda \). We set

\[
I^\lambda_e = \begin{cases} 
[0, l_e/\lambda], & \text{if } l_e < \infty, \\
[0, \infty), & \text{if } l_e = \infty.
\end{cases}
\]

In this way we have \( \Gamma^\lambda = \Gamma^\lambda \cup \Gamma_\infty \) since \( \Gamma_\infty \) remains invariant under the above transformation.
3. Main results

In this section we collect the statements of the main results of this manuscript. We postpone their proofs to the next sections. We also write related literature and motivation to research in local and nonlocal evolution problems on metric graphs.

3.1. The local evolution problem. Associated with the Laplacian we consider the heat equation on $\Gamma$:

$$
\begin{aligned}
\frac{\partial u}{\partial t}(t,x) - \Delta_\Gamma u(t,x) &= 0, & x &\in \Gamma, t > 0, \\
u(0,x) &= u_0(x), & x &\in \Gamma.
\end{aligned}
$$

(3.3)

We point out that the well-posedness for this problem is a direct consequence of Hille-Yosida-Phillips theorem. For example if the initial data $u_0$ belongs to $L^1(\Gamma)$ then there exists a unique solution $u \in C([0,\infty),L^1(\Gamma))$ and it satisfies

$$
\int_{\Gamma} u(t,x)dx = \int_{\Gamma} u_0(x)dx, \quad \|u(t)\|_{L^1(\Gamma)} \leq \|u_0\|_{L^1(\Gamma)}.
$$

Moreover, the ultracontractivity of the semigroup generated by the operator $\Delta_\Gamma$ gives us that the solution $u$ also decays when the time increases

$$
\|u(t)\|_{L^p(\Gamma)} \leq C(p,\Gamma) t^{-\frac{1}{2}(1-\frac{1}{p})}\|u_0\|_{L^1(\Gamma)}, \quad 1 \leq p \leq \infty.
$$

More details about the well-posedness of problem (3.3) will be given in Section 4.

Starting from these estimates and using a rescaling procedure we can prove that for a connected graph with a finite number of edges the long time behaviour of the solution is given by the same problem in the star-shaped tree that is obtained when the bounded segments, the compact core of the graph, collapse to a single point. In this case the asymptotic profile is given by the solution to the classical heat equation in the half line with Neumann boundary condition at $x = 0$ and as initial datum at $t = 0$ a Dirac mass at $x = 0$. This last solution is self similar with a well known Gaussian profile. To obtain the limit profile for our evolution problem, we just repeat this Gaussian profile in any infinite line and multiply by $2M/N$, being $M$ the total mass, and $N$ the number of infinity length segments.

**Theorem 3.1.** Let $u_0 \in L^1(\Gamma)$ and $u$ the solution of the problem (3.3). Then for any $1 \leq p \leq \infty$

$$
t^{\frac{1}{2}(1-\frac{1}{p})}\|u(t) - U_M(t)\|_{L^p(\Gamma)} \to 0, \quad \text{as } t \to \infty,
$$

(3.5)

and

$$
t^{\frac{1}{2}}\|u(t) - U_M(t)\|_{L^p(\Gamma_f)} \to 0, \quad \text{as } t \to \infty,
$$

(3.6)

where $M$ is the total mass of the initial datum $u_0$ and

$$
U_M(x,t) = \frac{2M}{N} t^{-\frac{1}{2}} \begin{cases}
G(x/\sqrt{t}), & x \in \Gamma_{\infty}, \\
G(0), & x \in \Gamma_f.
\end{cases}
$$

(3.7)

Here $G(s)$ is given by the classical Gaussian profile,

$$
G(s) = \frac{1}{\sqrt{4\pi}} e^{-s^2}.
$$

(3.8)
3.2. The nonlocal evolution problem. Now, let us look at nonlocal equations on a metric graph \( \Gamma \). We consider the evolution problem,

\[
\begin{cases}
    \frac{\partial u}{\partial t}(t,x) = \int_{\Gamma} J(d(x,y))(u(t,y) - u(t,x))dy, & x \in \Gamma, t > 0, \\
    u(0,x) = u_0(x), & x \in \Gamma.
\end{cases}
\]

(3.8)

The kernel \( J \in L^1(\mathbb{R}) \cap L^1(\mathbb{R}, |x|^2) \) is assumed to be symmetric, \( J(z) \) is non-increasing for \( z > 0 \), \( J \) is nonnegative in \( \mathbb{R} \) and positive in neighborhood of the origin. Notice that we are not assuming the solution \( u \) to the nonlocal evolution problem (3.8) to be continuous, and hence, we do not impose any condition on the vertices.

Both local and nonlocal models are similar in the sense that they share some properties such as existence and uniqueness of solutions, conservation of the total mass of the initial datum and the validity of the strong maximum principle. However, solutions to the nonlocal problem do not have a regularizing effect in time. Solutions are as smooth in space for \( t > 0 \) as the initial data are (this fact is due to the integrability of the kernel \( J \)). If \( u_0 \) belongs to a suitable space \( X \), then \( u(t) \in X \) for all times and it is no better (there is no regularizing effect in strong contrast with the local heat equation). This lack of smoothing is a major difficulty for the analysis of the asymptotic behaviour of solutions since it implies some lack of compactness of the trajectories, \( \{u(t)\}_{t>0} \).

3.2.1. A relaxation limit. First, we establish one more evidence to support that the nonlocal problem (3.8) and the local heat equation (3.3) are closely related. To this end let us consider the following relaxation problem: for each \( \varepsilon > 0 \) consider the problem

\[
\begin{cases}
    u^\varepsilon(t,x) = \varepsilon^{-3} \int_{\Gamma} J\left(\frac{d(x,y)}{\varepsilon}\right)(u^\varepsilon(t,y) - u^\varepsilon(t,x))dy, & x \in \Gamma, t > 0, \\
    u^\varepsilon(0,x) = u_0(x), & x \in \Gamma.
\end{cases}
\]

and analyze the limit problem when \( \varepsilon \to 0 \). We recall that to simplify the presentation we assume that

\[
\frac{1}{2} \int_{\mathbb{R}} z^2 J(z)dz = 1.
\]

(3.9)

Theorem 3.2. For any \( u_0 \in L^2(\Gamma) \) it holds that\n
\[ u^\varepsilon \rightharpoonup U \text{ weakly in } L^2([0,\infty), L^2(\Gamma)), \]

where \( U \in C([0,\infty), L^2(\Gamma)) \) is the unique solution of the heat equation (3.3) with the same initial condition.

Notice that, when \( u \) is a smooth function, a simple Taylor expansion gives

\[
\varepsilon^{-3} \int_I J\left(\frac{|x-y|}{\varepsilon}\right)(u(y) - u(x))dy \approx \left(\frac{1}{2} \int_{\mathbb{R}} J(z)z^2 dz\right) u_{xx}(x)
\]

for \( x \) an interior point of an interval \( I \). What is remarkable here is that in the limit as \( \varepsilon \to 0 \) we recover the Kirchoff conditions on the nodes without assuming any condition on \( u^\varepsilon \) (not even continuity). For other relaxation limits of this kind we refer to \[15, 34\] and the book \[1\] and references therein.
It will be interesting to analyze under which conditions on function $J$ we can recover in the relaxation limit more general operators $\Delta_{A,B}$ as the ones described in [30], [2]. These acts exactly as the laplacian on the edges but there are different coupling conditions at the vertices of the type $Au'(v) + Bu(v) = 0$ with suitable conditions under the matrices $A$ and $B$. This will be investigated in a future work.

3.2.2. Asymptotic behaviour for the nonlocal problem. In spite of this lack of regularizing effect, in the one dimensional case, when the problem is posed in the whole $\mathbb{R}$, it is shown in [11] that solutions to the equation

$$u_t(t,x) = \int_{\mathbb{R}} J(x-y)(u(t,y) - u(t,x))dy$$

have the same asymptotic behaviour as solutions to the classical heat equation $u_t = u_{xx}$. Therefore, we expect that solutions to (3.8) in the graph also have the same asymptotic behaviour (the same decay bounds (3.4) and asymptotic profile) as solutions to the heat equation, (3.3), that we analyzed first in Theorem 3.1.

Theorem 3.3. Let $1 \leq p < \infty$. For any $u_0 \in L^1(\Gamma) \cap L^p(\Gamma)$ the solution to (3.8) satisfies

$$\|u(t)\|_{L^p(\Gamma)} \leq \frac{C(\|u_0\|_{L^1(\Gamma)}, \|u_0\|_{L^p(\Gamma)})}{(1 + t)^{\frac{1}{2}(1 - \frac{1}{p})}}, \quad \forall \ t > 0.$$ 

For any $1 \leq q < p$ the asymptotic profile $U_M$ is given by (3.7):

$$t^{\frac{1}{2}(1 - \frac{1}{p})} \|u(t) - U_M(t)\|_{L^q(\Gamma)} \rightarrow 0, \quad \text{as} \quad t \rightarrow \infty.$$ 

Remark 1. The asymptotic profile is the same as the one that we obtained for the local problem. If we don’t assume $\frac{1}{2} \int_{\mathbb{R}} z^2 J(z)dz = 1$, we just let $0 < A = \frac{1}{2} \int_{\mathbb{R}} z^2 J(z)dz < +\infty$ and we obtain that the asymptotic profile $U_{A,M}$ verifies $U_t = A\Delta u$ and $U(0) = M\delta_0$ so $U_{A,M}(t,x) = U_M(At,x)$. The convergence of the compact part of the graph can be slightly improved in the following sense: for a fixed $1 < p^* < p$ the following holds for any $1 \leq q \leq p^*$:

$$t^{\frac{1}{2}(1 - \frac{1}{p})} \|u(t) - U_M(t)\|_{L^q(\Gamma')} \rightarrow 0, \quad \text{as} \quad t \rightarrow \infty.$$ 

4. Asymptotic behaviour for the heat equation

Let us consider the heat equation on $\Gamma$:

$$\begin{cases}
  u_t(t,x) - \Delta_{\Gamma} u(t,x) = 0, & x \in \Gamma, t > 0, \\
  u(0,x) = u_0(x), & x \in \Gamma.
\end{cases}$$

(4.1)

In this section we show that for a general graph the long time behaviour of the solution is given by the problem in a star-shaped tree that is obtained from $\Gamma$ when the bounded segments, the compact core of the graph, collapse to a single point. In this case the asymptotic profile is given by the solution in the half line with Neumann boundary condition at $x = 0$ and initial data a Dirac mass at $x = 0$ multiplied by an adequate constant that takes into account the number of infinite edges and the mass of the initial condition (we multiply by $2M/N$, being $M$ the total mass, and $N$ the number of infinite length segments).
In the $L^2$-setting, using the fact that $(\Delta \Gamma, D(\Delta \Gamma))$ is maximal dissipative we easily obtain that it generates a strongly continuous semigroup of contractions in $L^2(\Gamma)$ that we denote by $S(t)$. This means that for any $u_0 \in D(\Delta \Gamma)$ there exists a unique solution $u(t) = S(t)u_0$ of system (4.1) that satisfies

$$\sum_{e \in E : T(e) = v} u^e_x(t, x) - \sum_{e \in E : I(e) = v} u^e_x(t, 0+) = 0, \quad \text{for all } v \in V, \quad u^e(t, j(v, e)) = u^{e'}(t, j(v, e')), \quad \forall e, e' \in E, t > 0, \quad \forall v \in V.$$ 

(4.2)

Thus, for any $u \in C([0, \infty), D(\Delta \Gamma)) \cap C^1([0, \infty), L^2(\Gamma))$. Moreover since $\Delta \Gamma$ is self adjoint we also have more regularity on the solution, in particular $u \in C([0, \infty), D(\Delta \Gamma))$. Thus, for any $u_0 \in D(\Delta \Gamma)$ system (4.1) can be written in an explicit way as follows:

$$\left\{ \begin{array}{l}
 u^e \in C([0, \infty), H^2(I_e)) \cap C^1([0, \infty), L^2(I_e)), \quad e \in E, \\
 u^e_t(t, x) - u^e_x(t, x) = 0, \quad x \in I_e, t > 0, \\
 \sum_{e \in E : T(e) = v} u^e_x(t, x) - \sum_{e \in E : I(e) = v} u^e_x(t, 0+) = 0, \quad \text{for all } v \in V.
\end{array} \right. $$

(4.2)

In the context of the $L^p$-spaces, $1 \leq p < \infty$ there are several papers on the subject. We refer to recent paper [17] where using a direct method it is proved that more general second order operators under more general conditions generate a strongly continuous semigroup of contractions in $L^p(\Gamma)$, $1 \leq p < \infty$. In particular, $\Delta \Gamma$ with Kirchhoff conditions fulfill the hypotheses in the previously mentioned reference [17]. Other approaches are possible. For example, if one starts from the $L^2$-theory and then use interpolation theory one can obtain similar results. We cite here [35] and [31] where the authors treat graphs with finite edges but general couplings. Their method allow to first prove that the $L^2$-semigroup is positive and contractive in $L^\infty(\Gamma)$. The proof relays on the characterization in [36] based on Kato-type inequalities, i.e.

$$\Delta \Gamma u, (|u| - 1)^+ \text{sgn}(u) \leq 0, \quad \forall u \in D(\Delta \Gamma).$$

(4.3)

Observe that when $\|u_0\|_{L^\infty(\Gamma)} \leq 1$ and we try to show that the solution satisfies $\|u(t)\|_{L^\infty(\Gamma)} \leq 1$ for all positive time, one derivative in time of $\|u(t) - 1\|^2_{L^2(\Gamma)}$ leads to

$$\frac{1}{2} \int_\Gamma [(u(t, x) - 1)^+]^2 dx = \int_\Gamma u_t(t, x)(u(t, x) - 1)^+ \text{sgn}(u(t, x)) dx = (\Delta \Gamma u, (|u| - 1)^+ \text{sgn}(u))$$

and inequality (4.3) gives the desired result.

A classical argument (see [36], p. 56) involving Riesz-Thorin interpolation theory shows that $S(t) = e^{t\Delta \Gamma}$ can be extended to a strongly continuous semigroup of contractions in $L^p(\Gamma)$ for each $2 \leq p < \infty$. By duality $e^{t\Delta \Gamma}$ is strongly continuous and contractive for $1 < p \leq 2$. An approximation on compact sets shows that it is also in $L^1(\Gamma)$.

A special attention has been paid to the $L^1 - L^\infty$ estimates of the semigroup. In [22], see also [35] for compact graphs, it has been proved that

$$\|u\|_{L^2(\Gamma)} \leq C \|u_x\|_{L^2(\Gamma)}^{1/3} \|u\|_{L^1(\Gamma)}^{2/3}$$

holds for a graph having some infinite edges attached to the compact part of the graph. In view of [10] these estimates allow to prove the ultracontractivity of the semigroup, i.e.

$$\|e^{t\Delta \Gamma} \varphi\|_{L^\infty(\Gamma)} \leq C t^{-1/4} \|\varphi\|_{L^2(\Gamma)}, \quad \forall \varphi \in L^2(\Gamma).$$
Duality arguments give us a similar $L^1 - L^2$ estimates, which together with the previous one show an $L^1 - L^\infty$ estimate on the semigroup. This shows that for any $\varphi \in L^1(\Gamma)$ the solution $u$ belongs to $C([0, \infty), L^p(\Gamma))$ for any $1 \leq p < \infty$. In particular we can use the $L^2$-theory for $t > t_0$ with $t_0 > 0$ arbitrary to obtain regularity properties for the solution and justify all the formal computations done in the rest of the paper.

Therefore, the following existence and uniqueness result holds.

**Theorem 4.1.** For any $u_0 \in D(\Delta \Gamma)$ there exists a unique solution $u(t)$ of system (4.1) that satisfies $u \in C([0, \infty), D(\Delta \Gamma)) \cap C^1([0, \infty), L^2(\Gamma))$. Moreover, for any $u_0 \in L^p(\Gamma)$, $1 \leq p < \infty$, there exists a unique solution $u \in C([0, \infty), L^p(\Gamma))$ that satisfies

$$\|u(t)\|_{L^p(\Gamma)} \leq \|u_0\|_{L^p(\Gamma)} \quad \text{for all } t \in \mathbb{R}.$$  

**Remark 2.** For any $u_0 \in D(\Delta \Gamma) \cap L^1(\Gamma)$, there exists a unique solution $u \in C([0, \infty), D(\Delta \Gamma) \cap L^1(\Gamma))$.

In the next result we obtain some decay bounds for the solutions.

**Theorem 4.2.** For any $u_0 \in L^1(\Gamma)$ the solution of system (4.1) satisfies

$$\|u(t)\|_{L^1(\Gamma)} \leq \|u_0\|_{L^1(\Gamma)},$$

$$\int_\Gamma u(t, x)dx = \int_\Gamma u_0(x)dx,$$

$$\|u(t)\|_{L^p(\Gamma)} \leq C(p, \Gamma)t^{-\frac{1}{2}(1 - \frac{1}{p})}\|u_0\|_{L^1(\Gamma)}, \quad 1 \leq p \leq \infty,$$

$$\|u_x(t)\|_{L^2(\Gamma)} \leq C(p, \Gamma)t^{-\frac{1}{2}}\|u_0\|_{L^1(\Gamma)},$$

and an energy estimate

$$\int_0^T \int_\Gamma u_x^2(t, x)dxdt = \|u(0)\|_{L^2(\Gamma)}^2 - \|u(t)\|_{L^2(\Gamma)}^2.$$

**Proof.** The first property is the contractivity in $L^1(\Gamma)$ of the semigroup discussed above. The mass conservation follows by considering initial data $u_0 \in D(\Delta \Gamma) \cap L^1(\Gamma)$, proving the property for these solutions and finally using an approximation argument. Indeed when the solution is regular we integrate in space variable equation (4.2) to obtain that the mass is constant in time. The third property follows from [22, Th. 2].

The estimate on the derivative of $u$ follows since $\Delta \Gamma$ is self-adjoint (see [10], Section 3.2, p.35]). Indeed, for any $v_0 \in L^2(\Gamma)$ we have that $S(t)$, the semigroup generated by $\Delta \Gamma$, satisfies $S(t)v_0 \in D(\Delta \Gamma)$ for any $t > 0$ and

$$\|\Delta \Gamma S(t)v_0\|_{L^2(\Gamma)} \leq t^{-1}\|v_0\|_{L^2(\Gamma)}.$$  

Using this property with $v_0 = S(t)u_0$ and estimate (4.1) we obtain

$$\|\Delta \Gamma S(2t)u_0\|_{L^2(\Gamma)} \leq t^{-1}\|S(t)u_0\|_{L^2(\Gamma)} \leq C(\Gamma)t^{-\frac{1}{2}}\|u_0\|_{L^1(\Gamma)} = C(\Gamma)\|u_0\|_{L^1(\Gamma)}.$$  

Now, since $S(t)u_0 \in D(\Delta \Gamma)$ for any $t > 0$ we get

$$\langle \partial_x(S(t)u_0), \partial_x(S(t)u_0) \rangle = Q_\Gamma(S(t)u_0, S(t)u_0) = \langle S(t)u_0, \Delta \Gamma(S(t)u_0) \rangle.$$
Using the above inequalities on the semigroup we obtain
\[ \|\partial_x(S(t)u_0)\|_{L^2(\Gamma)}^2 \leq \|S(t)u_0\|_{L^2(\Gamma)}\|\Delta \Gamma(S(t)u_0)\|_{L^2(\Gamma)} \leq t^{-\frac{1}{2}}\|u_0\|_{L^1(\Gamma)}t^{-\frac{1}{2}}\|u_0\|_{L^1(\Gamma)}, \]
which gives us the desired estimate. \( \square \)

Now we are ready to proceed with the proof of our main result in this section, namely Theorem 3.1.

In order to prove this result we use the method of rescaling the solutions. For any solution \( u \) of system (4.1) we introduce the family \( u^\lambda : \Gamma^\lambda \to \mathbb{R}, \lambda > 0: \)
\[ u^\lambda(t,x) = \lambda u(\lambda^2 t, \lambda x), \quad x \in \Gamma^\lambda, t > 0. \]
It is immediate to see that \( u^\lambda \) satisfies the system
\[ \begin{cases} u^\lambda, t(t,x) - \Delta \Gamma^\lambda u^\lambda(t,x) = 0, \quad x \in \Gamma^\lambda, t \neq 0, \\ u^\lambda(0,x) = u_{0\lambda}(x), \quad x \in \Gamma^\lambda. \end{cases} \] (4.7)
If \( u_0 \in L^1(\Gamma) \cap D(\Delta \Gamma) \) the rescaled solution \( u^\lambda \) satisfies a similar equation as (4.2) but on the rescaled intervals \( I^\lambda_e \) instead of \( I_e \).

First, we need to obtain some bounds. From now on we will look for constants that are independent of \( \lambda \). We will use the standard notation \( \lesssim \) to denote a less or equal bound in which the involved constant does not depend on the relevant quantities.

**Lemma 4.1.** For any \( u_0 \in L^1(\Gamma) \) the family \( \{u^\lambda\}_{\lambda > 0} \) satisfies the following uniform estimates
\[ \int_{\Gamma} u^\lambda(t,x)dx = \int_{\Gamma} u_0(x)dx, \]
(4.8)
\[ \|u^\lambda(t)\|_{L^p(\Gamma)} \leq C(p,\Gamma)t^{-\frac{1}{2}}(1 - \frac{1}{p})\|u_0\|_{L^1(\Gamma)}, \]
and
\[ \|u^\lambda(x)\|_{L^2(\Gamma)} \leq C(p,\Gamma)t^{-\frac{2}{2}}\|u_0\|_{L^1(\Gamma)}. \] (4.9)

Moreover, for any \( \tau > 0, \)
\[ \int_{\tau}^{\infty} \int_{\Gamma} u^2_{\lambda, x}(t,x)dxdt \leq C(\Gamma)\tau^{-\frac{1}{2}}\|u_0\|_{L^1(\Gamma)}^2. \] (4.10)

Finally, there exists a positive constant \( C \) such that for any \( \lambda > 1, \)
\[ \int_{\Gamma_{\infty, |x| > 2R}} |u^\lambda(t,x)|dx \leq \int_{\Gamma_{\infty, |x| > R}} |u_0(x)|dx + \frac{C Mt}{R^2}. \] (4.11)

**Proof.** The first three estimates follow directly from Theorem 4.2. The forth bound follows by using the energy identity (4.6) with initial data at time \( \tau \) and the uniform decay of the \( L^2 \)-norm of \( u^\lambda \).

We prove estimate (4.11) for nonnegative solutions since the general case follows immediately. Let us consider \( u^\lambda_1, \ldots, u^\lambda_N \) the restriction of \( u^\lambda \) to \( \Gamma^\infty \). We will prove the desired estimate only for \( u^\lambda_1 \) since the others cases are similar. Summing the estimates for each \( u^\lambda_k \) gives us the desired estimate.
Let us consider a smooth function $\psi : (0, \infty) \to \mathbb{R}$ such that $0 \leq \psi \leq 1$ and $\psi \equiv 0$ in $(0, 1)$ and $\psi \equiv 1$ in $x \in (2, \infty)$. We define $\psi_R(x) = \psi(x/R)$. Multiplying the equation satisfied by $u_\lambda^1$ with $\psi_R$ and integrating in space and time we obtain:

$$
\int_0^\infty u_\lambda^1(t, x)\psi_R(x)dx = \int_0^\infty u_\lambda^1(0, x)\psi_R(x)dx + \int_0^t \int_0^\infty u_\lambda^1(s, x)(\psi_R)_{xx}(x)dxds
\leq \int_0^\infty u_\lambda^1(0, x)\psi_R(x)dx + \frac{Mt}{R^2}\|\psi''\|_{L^\infty((0, \infty))}
\leq \int_{\lambda R}^\infty u_\lambda^1(0, x)\psi_R(x/\lambda)dx + \frac{Mt}{R^2}\|\psi''\|_{L^\infty((0, \infty))}.
$$

Since $\psi_R \equiv 1$ on $(2R, \infty)$ and $\lambda > 1$ we obtain

$$
\int_{2R}^\infty u_\lambda^1(t, x)dx \leq \int_R^\infty u_0^1(x) + \frac{CMt}{R^2},
$$

which finishes the proof.

\textit{Proof of Theorem 4.4.} We divide the proof in several steps. We will prove the results for $u_0 \in L^1(\Gamma) \cap D(\Delta_\Gamma)$ and then by an approximation argument we will obtain the result for $L^1$-initial data.

\textbf{Step I. Compactness of the family $u_\lambda$.} We prove that up to a subsequence $\lambda_j \to \infty$ the family $\{u_\lambda\}_{\lambda > 0}$ converges to some function $U$.

Let us choose $0 < \tau < T < \infty$. Using the estimate (4.9) in Lemma 4.1 we obtain that $u_\lambda$ is uniformly bounded in $L^\infty((\tau, T), H^1(\Gamma_\infty))$. Moreover each of its components on $\Gamma_\infty$, $\partial_t u_\lambda|_{r_\infty} = (\partial_t u_\lambda^1, \ldots, \partial_t u_\lambda^N)$ are uniformly bounded in $L^2((\tau, T), H^{-1}(0, \infty))$. These estimates and Aubin-Lions-Simon compactness argument imply that each component is relatively compact in $C((\tau, T), L^2_{loc}(\Gamma_\infty))$ so $(u_\lambda)_{\lambda > 0}$ is relatively compact in $C((\tau, T), L^2_{loc}(\Gamma_\infty))$. Cantor’s diagonal argument implies that, up to a subsequence, $(u_\lambda)_{\lambda > 0}$ converges toward a function $U$ in $C((0, \infty), L^2_{loc}(\Gamma_\infty))$. In view of estimate (4.8) this convergence implies in particular that for any positive time $t$ the sequence $u_\lambda(t) \rightharpoonup U(t)$ in $L^p(\Gamma_\infty)$ for any $1 < p < \infty$ and the bound in (4.8) transfers to $U$.

Moreover the above convergence in $C((\tau, T), L^2_{loc}(\Gamma_\infty))$ implies that the convergence also holds in $C((0, \infty), L^1_{loc}(\Gamma_\infty))$. The uniform tail control (4.11) in Lemma 4.1 shows that the convergence also holds in $C((0, \infty), L^1(\Gamma_\infty))$. In particular, at time $t = 1$, $u_\lambda(1) \rightharpoonup U(1)$ in $L^1(\Gamma_\infty)$ and this proves (4.5) when $p = 1$. Assume for the moment that we identified the profile $U$ in $\Gamma_\infty$ to be the one given by (4.7). This means that all the family converges to this profile not only a subsequence. Using that both $u$ and $U$ are uniformly bounded in $L^p(\Gamma)$, $1 \leq p < \infty$, with a bound of order $t^{-1/2(1-1/p)}$ and the convergence in $L^1(\Gamma_\infty)$ we deduce that (4.5) holds for all $p \in [1, \infty)$. The case $p = \infty$ also holds, since we can argue as follows

$$
\|u(t) - U(t)\|_{L^\infty(\Gamma_\infty)} \lesssim \left(\|u_\lambda(t)\|_{L^2(\Gamma_\infty)} + \|U_\lambda(t)\|_{L^2(\Gamma_\infty)}\right)^{\frac{1}{2}}\|u(t) - U(t)\|_{L^2(\Gamma_\infty)}^{\frac{1}{2}} = o(t^{-\frac{1}{2}}).
$$

\textbf{Step II. Identification of the limit.} Let us now consider a test function

$$
\varphi : C([0, \infty), H^1(\Gamma_\infty)) \cap C^1([0, \infty), L^2(\Gamma_\infty)),
$$
compactly supported in time, such that \( \varphi^e(t, 0) = \varphi^e(t, 0) \) for all \( e, e' \in \Gamma_\infty \) (that is, we ask for continuity at the unique node of \( \Gamma_\infty \)). For each \( t \geq 0 \), we extend \( \varphi(t) \) to the whole \( \Gamma_\lambda \), to this end we take a function \( \tilde{\varphi}_\lambda : [0, \infty) \times \Gamma_\lambda \to \mathbb{R} \) such that \( \tilde{\varphi}_\lambda \) is constant in the finite part of the graph \( \Gamma_f \), that is,

\[
\tilde{\varphi}_\lambda(t, x) = \begin{cases} 
\varphi(t, x) & \text{if } x \in \Gamma_\infty, \\
\varphi(t, 0) & \text{if } x \in \Gamma_f.
\end{cases}
\]

It follows that \( \tilde{\varphi} \in C([0, \infty), \mathcal{O}(\Gamma_\lambda)) \), i.e. it is not only in \( H^1(\Gamma_\lambda) \) but it is also continuos. Since \( u_\lambda \in C([0, \infty), L^1(\Gamma) \cap D(\Delta_\Gamma)) \) we multiply equation (4.7) by \( \tilde{\varphi}_\lambda \) and obtain

\[
0 = \int_0^\infty \int_{\Gamma_\infty} u_\lambda \varphi_t - \int_0^\infty \int_{\Gamma_\infty} u_{\lambda, x} \varphi_x \\
+ \int_0^\infty \int_{\Gamma_f} (u_\lambda \tilde{\varphi}_\lambda, t - u_{\lambda, x} \tilde{\varphi}_\lambda, x) + \int_{\Gamma_\lambda} u_\lambda(0, x) \tilde{\varphi}_\lambda(0, x) \, dx
= \int_0^\infty \int_{\Gamma_\infty} u_\lambda \varphi_t - \int_0^\infty \int_{\Gamma_\infty} u_{\lambda, x} \varphi_x + \int_0^\infty \int_{\Gamma_f} u_\lambda \tilde{\varphi}_\lambda, t + \int_{\Gamma_\lambda} u_\lambda(0, x) \tilde{\varphi}_\lambda(0, x) \, dx
= \int_0^\infty \int_{\Gamma_\infty} u_\lambda \varphi_t - \int_0^\infty \int_{\Gamma_\infty} u_{\lambda, x} \varphi_x + \int_0^\infty \varphi(t, 0) \int_{\Gamma_f} u_\lambda + \int_{\Gamma_\lambda} u_\lambda(0, x) \tilde{\varphi}_\lambda(0, x) \, dx
:= I_1^\lambda - I_2^\lambda + I_3^\lambda + I_4^\lambda,
\]

where we used that \( \tilde{\varphi}_\lambda \) is constant on \( \Gamma_f \).

Using the decay of the \( L^2 \)-norm of \( u_\lambda \) we obtain that \( u_\lambda \) is uniformly bounded in \( L^2((0, T), L^2(\Gamma_\infty)) \):

\[
\int_0^T \| u_\lambda(t) \|^2_{L^2(\Gamma_\lambda)} \, dt \lesssim \int_0^T \frac{1}{\sqrt{t}} \, dt \lesssim \sqrt{T}.
\]

This means that up to a subsequence \( u_\lambda \rightharpoonup U \) in \( L^2((0, T), L^2(\Gamma_\infty)) \). Using that \( \varphi \) has compact support in time we get

\[
I_1^\lambda \rightarrow \int_0^\infty \int_{\Gamma_\infty} U(t, x) \varphi(t, x) \, dx \, dt.
\]

For the third term, \( I_3^\lambda \), we use again the decay in the \( L^2 \)-norm to obtain

\[
\left| \int_{\Gamma_f} u_\lambda(t, x) \, dx \right| \leq \sum_{e \in \Gamma_f} \int_{t_e/\lambda}^{t_e/\lambda} |u^e_\lambda(t, x)| \, dx \leq \sum_{e \in \Gamma_f} \| u^e_\lambda(t) \|^2_{L^2(e)} (t_e/\lambda)^2 \frac{1}{\lambda^2 t_e^2} \leq \frac{C(\Gamma)\| u_0 \|^2_{L^1(\Gamma)}}{\lambda^{2t_e^2}}.
\]

Integrating in time and using that \( \varphi \) has compact support in time we obtain that \( I_3^\lambda \rightarrow 0 \) as \( \lambda \rightarrow \infty \).
For the last term $I_4^\lambda$ we split it as follows
\[ I_4^\lambda = \int_{(0,\infty)} u_\lambda(x,t)\phi(x,t)\,dx + \int_{t=0} u_\lambda(t)\phi(0,0)\,dx \]
\[ = \int_{(0,\infty)} u_\lambda(x,t)\phi(x,t)\,dx + \int_{t=0} u_\lambda(t)\phi(0,0)\,dx \]
\[ = \phi(0,0)\int_{(0,\infty)} u_\lambda(x,t)\,dx + \int_{t=0} u_\lambda(t)\phi(0,0)\,dx \]
\[ = \phi(0,0)\int_{(0,\infty)} u_\lambda(t)\,dx + \int_{t=0} u_\lambda(t)\left(\phi(0,0) - \phi(0,0)\right)\,dx \]
\[ \to \phi(0,0)\int_{(0,\infty)} u_\lambda(t)\,dx, \quad \text{as } \lambda \to \infty. \]

It remains to prove that
\[ I_2^\lambda \to \int_0^\infty \int_{(0,\infty)} U_x(t,x)\phi_x(t,x)\,dx\,dt. \]

First, we prove that for any $\tau > 0$ the integrals in $(0,\tau)$ are small independently on $\lambda$. Indeed, using (4.1) we have
\[ \left| \int_0^\tau \int_{(0,\infty)} u_\lambda(x,t)\phi_x(t,x)\,dx\,dt \right| \leq \|u_\lambda\|_{L^1((0,\tau),L^2(\Gamma_\infty))}\|\phi_x\|_{L^\infty((0,\tau),L^2(\Gamma_\infty))} \lesssim \tau^{\frac 23}. \]

Estimate (4.1) transfers to $U$ so $\|U_x(t)\|_{L^2(\Gamma_\infty)} \lesssim t^{-\frac 32}$ for all $t > 0$ and a similar estimate holds for $U$
\[ \left| \int_0^\tau \int_{(0,\infty)} U_x(t)\phi_x(t)\,dx \right| \lesssim \tau^{\frac 13}. \]

In view of (4.10) we get
\[ \int_\tau^\infty \int_{(0,\infty)} u_\lambda(x,t)\phi_x(t,x)\,dx\,dt \to \int_\tau^\infty \int_{(0,\infty)} U_x(t)\phi_x(t,x)\,dx\,dt, \]
which proves the desired limit for $I_2^\lambda$.

In view of the above results it follows that the limit point $U$ satisfies
\[ \int_0^\infty \int_{(0,\infty)} \left( U(t,x)\phi_t(t,x) - U_x(t,x)\phi_x(t,x) \right)\,dx\,dt + M\phi(0,0) = 0. \]

From Step I we know that the limit point $U$ belongs to $C((0,\infty),L^1(\Gamma_\infty))$ and moreover $\|U(t)\|_{L^1(\Gamma_\infty)} \leq \|u_0\|_{L^1(\Gamma_\infty)}$. Also the energy estimate (4.10) shows that $u_\lambda$ is uniformly bounded in $L^2((\tau,T),D(Q_{\Gamma_\infty}))$ hence the limit point $U$ belongs to $L^2((\tau,T),D(Q_{\Gamma_\infty}))$ for any $\tau > 0$. This implies that $U(t) \in D(Q_{\Gamma_\infty})$ for a.e. $t > 0$.

The continuity of $U$ at the common vertex of $\Gamma_\infty$ (or the Neumann boundary condition if $\Gamma_\infty$ has only one edge) guarantees that for a test function $\phi$ which is more regular, $\phi \in C([0,\infty),D(\Delta_{\Gamma_\infty})) \cap C^1([0,\infty),L^2(\Gamma_\infty))$ and compactly supported in time, we can perform...
one more integration by parts and obtain that $U$ satisfies

\begin{equation}
\int_0^\infty \int_{\Gamma_\infty} U(t, x) \left( \varphi_t(t, x) + \varphi_{xx}(t, x) \right) dx \, dt + M \varphi(0, 0) = 0.
\end{equation}

For the above equation we need only $U \in L^1_{\text{loc}}((0, \infty), L^1(\Gamma_\infty))$ in order to apply the arguments in [4] and prove the uniqueness of the profile $U$ satisfying (4.12).

An easy computation shows that $U = (U^1, \ldots, U^N)$ given by

\[ U^k(t, x) = \frac{2M}{N} G_t(x), \quad k = 1, \ldots, N, \]

where

\[ G_t(x) = \frac{1}{\sqrt{4\pi t}} e^{-\frac{x^2}{4t}} \]

is the classical heat kernel, verifies identity (4.12). Assume that we have two solutions $U_1$ and $U_2$ of problem (4.12) in $L^1_{\text{loc}}((0, \infty), L^1(\Gamma_\infty))$. Then $v = U_1 - U_2 \in L^1_{\text{loc}}((0, \infty), L^1(\Gamma_\infty))$ satisfies

\begin{equation}
\int_0^\infty \int_{\Gamma_\infty} v(\varphi_t + \varphi_{xx}) = 0,
\end{equation}

for all functions $\varphi \in C((0, \infty), D(\Delta_{\Gamma_\infty})) \cap C^1((0, \infty), L^2(\Gamma_\infty))$. We show what all the components $v_1, \ldots, v_N$ of $v$ are equal and vanish identically. Let us fix a $T > 0$ and a function $\psi \in C^1((0, T] \times [0, \infty))$ with $\psi(T) \equiv 0$, $\psi(0, t) = 0$ for $t \in [0, T]$. Choosing $\varphi = (\psi, -\psi, 0, \ldots, 0)$ we obtain that

\[ \int_0^\infty \int_{\Gamma_\infty} (v_1 - v_2)(\psi_t + \psi_{xx}) = 0. \]

Using [4] Lemma 3] we obtain that $v_1 \equiv v_2$ in $[0, T]$. Similarly all the components of $v$ are identical. Let us now choose a similar $\psi$ but now assume that $\psi_x(t, 0) = 0$ instead of the Dirichlet boundary condition at $x = 0$. Choosing $\varphi = (\psi, \ldots, \psi)$ in (4.13) and using that all the components are identical we obtain

\[ \int_0^T \int_0^\infty v_1(\psi_t + \psi_{xx}) = 0. \]

For any $f \in L^2((0, T), L^2(0, \infty))$ we solve the backward heat equation

\[ \begin{cases}
\psi_t + \psi_{xx} = f, & x \in (0, \infty), t \in (0, T), \\
\psi(T, x) = 0, & x \in (0, \infty), \\
\psi_x(t, 0) = 0, & t \in (0, T),
\end{cases} \]

and obtain a function that $\psi$ that can be used as test function in the integral identity satisfied by $v_1$. This shows that $v_1 \equiv 0$ in $(0, T) \times (0, \infty)$ so $v \equiv 0$ on $(0, T) \times \Gamma_\infty$. We conclude that every limit point of $u_\lambda$, $U$, is given by (4.12) and therefore the results in Step I hold for the whole family $(u_\lambda)$ not only for a subsequence.

**Step III. Convergence on the compact part of the graph.**

Let us consider $w(t) \in D(Q_{\Gamma_\infty})$, defined as follows

\[ w(t) = u(t) - U_M(t). \]
Since the graph $\Gamma_f$ is finite it is sufficient to prove (3.6) in the case $p = \infty$. Let us recall that since $\Gamma$ has at least one infinite edge we have for any $v \in D(Q_{Tf})$ that

$$\|v\|_{L^\infty(\Gamma)} \leq C(\Gamma)\|v_x\|_{L^2(\Gamma)}^{\frac{1}{2}}\|v\|_{L^2(\Gamma)}^{\frac{1}{2}}.$$  

We apply the above inequality to $w$. In view of (4.5) we have

$$\|w(t)\|_{L^\infty(\Gamma_f)} \leq \|w(t)\|_{L^\infty(\Gamma)} \leq C(\Gamma)\|w(t)\|_{L^2(\Gamma)}^{\frac{2}{3}}.$$  

It is then sufficient to prove that $\|w(t)\|_{L^2(\Gamma)} = o(t^{-\frac{1}{4}})$ as $t \to \infty$. This estimate on $\Gamma_\infty$ has been proved in Step I. For $\Gamma_f$ we use (4.4) for $p = \infty$ and the explicit form of $u_M$ on $\Gamma_f$:

$$\|w(t)\|_{L^2(\Gamma_f)} \leq C(\Gamma)\|w(t)\|_{L^\infty(\Gamma_f)} \leq C(\Gamma)(\|u(t)\|_{L^\infty(\Gamma_f)} + \|U_M(t)\|_{L^\infty(\Gamma_f)}) \leq C(\Gamma)t^{-\frac{1}{2}} = o(t^{-\frac{1}{4}}), \quad t \to \infty.$$  

This complete the case of the finite graph and finishes the proof. \(\square\)

5. The nonlocal problem

In this section we consider the nonlocal problem in the metric graph $\Gamma$,

$$\begin{cases}
    u_t(t,x) = \int_{\Gamma} J(d(x,y))(u(t,y) - u(t,x))dy, & x \in \Gamma, t > 0, \\
    u(0,x) = u_0(x), & x \in \Gamma.
\end{cases} \quad (5.1)$$

Here $d(x,y)$ stands for the distance between two points in the graph. As we mentioned in the introduction, this distance $d(x,y)$ is the length of the minimal path that joins $x$ and $y$. The kernel $J \in L^1(\mathbb{R}) \cap L^1(\mathbb{R}, |x|^2)$ is assumed to be symmetric, $J(z)$ is non-increasing for $z > 0$, $J$ is nonnegative in $\mathbb{R}$ and positive in neighbourhood of the origin.

Our first goal is to show existence and uniqueness of solution for the problem (5.1).

**Theorem 5.1.** For any $u_0 \in L^p(\Gamma)$, $1 \leq p \leq \infty$, there exists an unique solution $u \in C([0,\infty), L^p(\Gamma))$ of system (5.1) satisfying

$$\|u(t)\|_{L^p(\Gamma)} \leq \|u_0\|_{L^p(\Gamma)}.$$  

For any $u_0 \in L^2(\Gamma)$ the following energy estimate holds

$$\int_{\Gamma} u^2(t,x)dx + \int_0^t \int_{\Gamma} J(d(x,y))(u(s,x) - u(s,y))^2dxdyds = \int_{\Gamma} u_0^2(x)dx.$$  

Moreover,

$$\mathcal{E}_\Gamma^I(u(t), u(t)) := \int_{\Gamma} \int_{\Gamma} J(d(x,y))(u(t,x) - u(t,y))^2dxdy \leq \frac{\|u_0\|^2_{L^2(\Gamma)}}{t}. \quad (5.2)$$  

**Proof of Theorem 5.1.** The existence and uniqueness follow easily since the operator

$$u \mapsto L(u) := \int_{\Gamma} J(d(x,y))(u(y) - u(x))dx$$
is bounded between any $L^p(\Gamma)$ spaces (we refer to [38] for extra details). Therefore, problem (5.1) has a unique strong solution $u \in C^\infty(\mathbb{R}, X)$, for any $X = L^p(\Gamma)$ given by $u(t) = e^{Lt}u_0$. The mapping $t \mapsto u(t) = e^{Lt}u_0 \in X$ is analytic. Moreover, the mapping $(t, u_0) \mapsto e^{Lt}u_0$ is continuous and contractive, that is, $\|u(t)\|_{L^p(\Gamma)} \leq \|u_0\|_{L^p(\Gamma)}$ holds. Moreover, we have that

$$\frac{1}{2} \frac{d}{dt} \int_\Gamma u^2(t, x)dx = -\frac{1}{2} \int_\Gamma J(d(x, y))(u(t, x) - u(t, y))^2 dx dy.$$

The second part is classical for any self-adjoint operator $L$ satisfying $(Lu, u) \leq 0$, see for example [10, Th.3.2.1] which finishes the proof.

5.1. Relaxation limit. Let us now consider the following relaxation problem: for each $\varepsilon > 0$ consider the system

\[
\begin{align*}
\left\{ \begin{array}{ll}
\varepsilon f(t, x) = & \varepsilon^{-3} \int_\Gamma J\left(\frac{d(x, y)}{\varepsilon}\right)(u^\varepsilon(t, y) - u^\varepsilon(t, x))dy, \quad x \in \Gamma, t > 0, \\
u^\varepsilon(0, x) = & u_0(x), \quad x \in \Gamma.
\end{array} \right.
\end{align*}
\]

and analyze the limit problem when $\varepsilon \to 0$. Let us mention that here we fix the initial datum in contrast with the analysis of the first term in the asymptotic behavior of the solutions by self-similarity where we also have to rescale the initial data. Here we use compactness arguments instead of scaling ones (the kernel of the nonlocal operator is rescaled with $\varepsilon$, but the spatial domain $\Gamma$ in which solutions are defined is unchanged). Recall that we assumed

$$\frac{1}{2} \int_\mathbb{R} z^2 J(z)dz = 1.$$

Proof of Theorem 3.2. Let us remark that we have the following energy estimate

\[
\int_\Gamma (u^\varepsilon)^2(t, x)dx + \varepsilon^{-3} \int_0^T \int_\Gamma J\left(\frac{d(x, y)}{\varepsilon}\right)(u^\varepsilon(t, y) - u^\varepsilon(t, x))^2 dx dy dt = \int_\Gamma u_0^2(x)dx.
\]

We will use the above identity in three different ways, by taking the same edge, two adjacent edges or two edges that does not have a vertex in common.

As before, we divide our arguments into several steps.

Step I. We observe that $u^\varepsilon$ is uniformly bounded in $C([0, T], L^2(\Gamma))$, so in particular in $L^2((0, T), L^2(\Gamma))$. So there exists $U = \{U_\varepsilon\}_{\varepsilon \in E} \in L^2((0, T), L^2(\Gamma))$ such that, up to a subsequence, $u^\varepsilon \rightharpoonup U$ in $L^2((0, T), L^2(\Gamma))$. In particular $u^\varepsilon_\varepsilon \rightharpoonup U_\varepsilon$ in $L^2((0, T), L^2(e))$ for any edge $e \in E$.

Let us consider an arbitrary edge $e$ parametrized by $[0, l]$ or $[0, \infty)$. In both cases by Lemma 6.2 the estimate above guarantees that for any $T > 0$

$$\varepsilon^{-3} \int_0^T \int_e J\left(\frac{d(x, y)}{\varepsilon}\right)(u^\varepsilon(t, y) - u^\varepsilon(t, x))^2 dx dy dt \leq \int_\Gamma u_0^2(x)dx$$

and then $U \in L^2((0, T), H^1(e))$ such that

$$u^\varepsilon \rightharpoonup U^\varepsilon \quad \text{in} \quad L^2((0, T), L_{loc}^2(e)).$$
This shows that \( U \in L^2((0,T), H^1(\Gamma)) \). Moreover, in view of the results in Lemma 6.2 for any \( \varphi \in L^2((0,T), H^1(e)) \) we have

\[
\varepsilon^{-3} \int_0^T \int_{\mathcal{E}} J\left(\frac{d(x,y)}{\varepsilon}\right)(u^\varepsilon(t,y) - u^\varepsilon(t,x))(\varphi(t,y) - \varphi(t,x)) dxdydt \\
\to A(J) \int_0^T \int_{e_v} U_v(t,x) \varphi_v(t,x) dx dt, \quad \text{as } \varepsilon \to 0,
\]

where \( A(J) = \int_{\mathbb{R}} J(z) z^2 dz \).

**Step II.** We now show that \( U \in L^2((0,T), D(\mathcal{Q}_T)) \), i.e. it belongs to \( L^2((0,T), H^1(e)) \) and \( U(t) \) is also continuous at any vertex for a.e. \( t > 0 \).

Let us now consider two edges \( e \) and \( e' \) that have a common vertex \( v \). We first prove that the limit function \( U = (U_e)_{e} \) is continuous at any internal vertex, i.e. \( U_e(t,v) = U_{e'}(t,v) \), for a.e. \( t \). Let us assume that the two edges are parametrized by \( I \subset (-\infty,0] \) and \( I' \subset [0,\infty) \).

In view of energy estimate (5.4) it follows that the function \( w^\varepsilon \) defined by

\[
w^\varepsilon(t,x) = \begin{cases} 
  u^\varepsilon(t,x), & x \in I, \\
  u_{e'}^\varepsilon(t,x), & x \in I',
\end{cases}
\]

satisfies

\[
\varepsilon^{-3} \int_0^T \int_{I \cup I'} \int_{R} J\left(\frac{x-y}{\varepsilon}\right)(w^\varepsilon(t,y) - w^\varepsilon(t,x))^2 dxdydt \leq \|u_0\|^2_{L^2(\Gamma)}.
\]

Thus \( w^\varepsilon \) converges, up to a subsequence, weakly to a function \( w \in L^2((0,T), H^1(I \cup I')) \). From Step I we know that \( u^\varepsilon \) converges to \( u_e \), \( u_{e'}^\varepsilon \) converges to \( u_{e'} \) where the function obtained from the pair \( u_e, u_{e'} \) belongs to \( L^2((0,T), H^1(I \cup I')) \). Hence, it follows that

\[
u_e(t,0-) = u_{e'}(t,0+)
\]

for a.e. \( t > 0 \). Thanks to this property the limit \( U \) belongs to \( L^2((0,T), D(\mathcal{Q}_T)) \) for any \( T > 0 \). Moreover, by Lemma 6.3 for any \( \varphi \in L^2((0,T), D(\mathcal{Q}_T)) \), we have

\[
\varepsilon^{-3} \int_0^T \int_{e} \int_{e'} J\left(\frac{d(x,y)}{\varepsilon}\right)(\varphi(t,y) - \varphi(t,x))^2 dxdydt \to 0
\]

and then we get

\[
\varepsilon^{-3} \int_0^T \int_{e} \int_{e'} J\left(\frac{d(x,y)}{\varepsilon}\right)(u^\varepsilon(t,y) - u^\varepsilon(t,x))(\varphi(t,y) - \varphi(t,x)) dxdydt \to 0.
\]

**Step III.** Let us consider two edges \( e \) and \( e' \) which do not have a common endpoint. In this case we will prove that for any function \( \varphi \in L^2((0,T), L^2(e \cup e')) \)

\[
\varepsilon^{-3} \int_0^T \int_{e} \int_{e'} J\left(\frac{d(x,y)}{\varepsilon}\right)(\varphi(t,y) - \varphi(t,x))^2 dxdydt \to 0, \quad \text{as } \varepsilon \to 0.
\]

As a consequence using (5.4) we obtain

\[
(5.5) \quad \varepsilon^{-3} \int_0^T \int_{e} \int_{e'} J\left(\frac{d(x,y)}{\varepsilon}\right)(u^\varepsilon(t,y) - u^\varepsilon(t,x))(\varphi(t,y) - \varphi(t,x)) dxdydt \to 0, \quad \text{as } \varepsilon \to 0.
\]
Let us now prove the first limit. Indeed, we have
\[
\epsilon^{-3} \int_0^T \int_{e} e' J \left( \frac{d(x, y)}{\epsilon} \right) (\varphi(t, y) - \varphi(t, x))^2 dx dy dt \\
\leq 2 \epsilon^{-3} \int_0^T \int_{e} e' \varphi^2(t, y) \int_{e} J \left( \frac{d(x, y)}{\epsilon} \right) dx dy dt + 2 \epsilon^{-3} \int_0^T \int_{e} \varphi^2(t, x) \int_{e'} J \left( \frac{d(x, y)}{\epsilon} \right) dy dx dt.
\]

By symmetry it is sufficient to consider only the first term in the right hand side. Assume that the distance in the graph between the two edges is \(\alpha > 0\) and that \(e\) is parametrized by \((0, l_e)\). Then \(d(x, y) \geq x + \alpha\) for any \(y \in e'\) and since \(J\) is a non-increasing function we have
\[
\epsilon^{-3} \int_{e} J \left( \frac{d(x, y)}{\epsilon} \right) dx \leq \epsilon^{-3} \int_0^{l_e} J \left( \frac{x + \alpha}{\epsilon} \right) dx = \epsilon^{-2} \int_{\alpha/\epsilon}^{l_e/\epsilon} J(z) dz \leq \frac{1}{\alpha^2} \int_{\alpha/\epsilon}^{l_e/\epsilon} J(z) z^2 dz.
\]

Using that \(J\) has a finite second momentum and that \(\varphi \in L^2((0, T), L^2(e))\) we obtain that the considered term tends to zero as \(\epsilon \to 0\) which proves that (5.5) holds.

**Step IV.** We prove that \(U \in C([0, T], L^2(\Gamma))\). In view of Step II it is sufficient to show that \(U_t \in L^2((0, T), D(Q_T)')\). We show that \(U_t\) is uniformly bounded in \(L^2((0, T), D(Q_T)')\) so in the limit we obtain the desired property for \(U\).

Let us take a function \(\varphi \in L^2((0, T), D(Q_T))\). Using identity (5.4), it follows that
\[
\left| \int_0^T \int_{\Gamma} U_t^e \varphi \right|^2 = \left| \frac{3}{2} \epsilon^{-3} \int_0^T \int_{\Gamma} \int_{\Gamma} J \left( \frac{d(x, y)}{\epsilon} \right)(U^t(t, y) - U^t(t, x))(\varphi(t, y) - \varphi(t, x)) dx dy dt \right|^2 \\
\leq \|u_0\|^2_{L^2(\Gamma)} \frac{\epsilon^{-3}}{4} \int_0^T \int_{\Gamma} \int_{\Gamma} J \left( \frac{d(x, y)}{\epsilon} \right)(\varphi(t, y) - \varphi(t, x))^2 dx dy dt.
\]

It is sufficient to show that the following holds for any \(\psi \in D(Q_T)\) and \(\epsilon > 0\):
\[
(5.6) \quad \epsilon^{-3} \int_{\Gamma} \int_{\Gamma} J \left( \frac{d(x, y)}{\epsilon} \right)(\psi(y) - \psi(x))^2 dx dy \leq C(\Gamma, J) \int_{\Gamma} (\psi_x^2 + \psi^2) dx.
\]

To prove that we split the integral in the left hand side in integrals over adjacent edges or not. Let us take two edges \(e\) and \(e'\) having no common point. In view of Step III
\[
\epsilon^{-3} \int_{e} \int_{e'} J \left( \frac{d(x, y)}{\epsilon} \right)(\psi(y) - \psi(x))^2 dx dy \leq C(\Gamma, J) \int_{e \cup e'} \psi^2(x) dx.
\]

When two edges \(e\) and \(e'\) have a common endpoint we can parametrize them as in Step II and then \(d(x, y) = |x - y|\), \(\psi \in H^1(I \cup I')\) and we can use the real line case (see for example [Th. 1])
\[
\epsilon^{-3} \int_{e \cup e'} \int_{e \cup e'} J \left( \frac{d(x, y)}{\epsilon} \right)(\psi(y) - \psi(x))^2 dx dy = \epsilon^{-3} \int_{I \cup I'} \int_{I \cup I'} J \left( \frac{|x - y|}{\epsilon} \right)(\psi(y) - \psi(x))^2 dx dy \\
\leq C(I, I', J) \int_{I \cup I'} (\psi^2 + \psi_x^2) dx.
\]

Hence (5.6) holds and as a consequence
\[
\|U_t\|_{L^2((0, T), D(Q_T)')} \leq C(\Gamma, J)\|u_0\|_{L^2(\Gamma)}.
\]
Step V. Let us now consider \( u^\varepsilon \in C([0,\infty), L^2(\Gamma)) \) solution of problem (5.3). We multiply equation (5.3) by a function \( \varphi \in C_c([0,\infty), D(\mathcal{Q}_\Gamma)) \), \( \varphi_t \in C_c([0,\infty), L^2) \). It follows that,

\[
\int_0^\infty \int_\Gamma u^\varepsilon \varphi_t dx dt + \frac{\varepsilon^3}{2} \int_0^\infty \int_\Gamma J\left(\frac{d(x,y)}{\varepsilon}\right)(u^\varepsilon(t,y) - u^\varepsilon(t,x))(\varphi(t,y) - \varphi(t,x)) dx dy dt \\
+ \int_\Gamma u_0(x)\varphi(0,x) dx = 0.
\]

Since \( u^\varepsilon \rightharpoonup U \) in \( L^2((0,\infty), L^2(\Gamma)) \) we have

\[
\int_0^\infty \int_\Gamma u^\varepsilon \varphi_t dx dt \rightharpoonup \int_0^\infty \int_\Gamma u \varphi_t dx dt.
\]

In view of Step I and Step III we get under the assumption (3.9)

\[
\frac{\varepsilon^3}{2} \int_0^\infty \int_\Gamma J\left(\frac{d(x,y)}{\varepsilon}\right)(u^\varepsilon(t,y) - u^\varepsilon(t,x))(\varphi(t,y) - \varphi(t,x)) dx dy dt \\
\rightharpoonup \int_0^\infty \int_\Gamma U_x(t,x)\varphi_x(t,x) dx dt.
\]

Hence the limit point \( U \in C([0,\infty), L^2(\Gamma)) \cap L^2_{\text{loc}}((0,\infty), D(\mathcal{Q}_\Gamma)) \) satisfies

\[
\int_0^\infty \int_\Gamma U(t,x)\varphi_t(t,x) dx dt - \int_0^\infty \int_\Gamma U_x(t,x)\varphi_x(t,x) dx dt + \int_\Gamma u_0(x)\varphi(0,x) dx = 0.
\]

Classical arguments for the classical heat equation shows that \( U \) is the unique solution to the heat equation in \( \Gamma \) with initial datum \( u_0 \in L^2(\Gamma) \).

The proof is now complete. \( \square \)

5.2. Asymptotic behaviour for the nonlocal evolution problem. Now our goal is to analyze the behaviour of solutions to the nonlocal problem.

Before entering into the statements and proofs of our main results let us prove two auxiliary results that will be needed in order to obtain decay bounds for the solutions and the asymptotic behaviour. For the first one we follow ideas from [26] but adapted to the graphs having some infinite edges.

5.2.1. Preliminaries. We now give a decomposition similar to the one done in [26] but on half line intervals. We assume that function \( J \) belongs to \( L^1(\mathbb{R}) \) and it is positive in a neighborhood of the origin. To simplify the presentation we introduce the bilinear form

\[
E_I^J(u, v) = \int_I \int J(x-y)(u(x)-u(y))(v(x)-v(y)) dx dy.
\]

Lemma 5.1. Let \( I \) be the half line \( (0,\infty) \) or the real line \( \mathbb{R} \). For any \( u \in L^2(I) \) there exists a decomposition \( u = v + w \) such that

\[
\|v_x\|_{L^2(I)}^2 + \|w\|_{L^2(I)}^2 \leq C(J)E_I^J(u, u)
\]

and for any \( a > 0 \) their norms

\[
\|v\|_{L^p(0,a)} + \|w\|_{L^p(0,a)} \leq 3\|u\|_{L^p(0,a+1)}, \quad \forall 1 \leq p \leq \infty,
\]
Proof. The case when $I$ is the whole real line has been proved in [26, Th. 2.1]. We now consider the case $I = (0, \infty)$.

Since $J$ is positive near the origin we can choose a smooth function $\rho$ to be supported in $(0, 1) \cap \text{supp} J$, with $\int_{-1}^{1} \rho = 1$ and satisfying

$$|\rho(z)| + |\rho'(z)| \leq C(J) |J(z)|, \quad z \in \mathbb{R}.$$ 

For any $x > 0$ we set

$$v(x) = \int_{0}^{\infty} \rho(x-y)u(y)dy = \int_{x}^{x+1} \rho(x-y)u(y)dy.$$ 

Using Hölder inequality we immediately obtain that

$$||v||_{L^p((0,a))}^p \leq \int_{0}^{a} \int_{x}^{x+1} |\rho(x-y)||u(y)|^p dydx \leq ||u||_{L^p(0,\alpha+1)}^p.$$ 

Using that $w = u - v$ we obtain the last property.

We now prove that this decomposition satisfies the first property. Observe that since $\rho$ is compactly supported in $(0, 1)$ we have for any $x > 0$ that

$$\int_{0}^{\infty} \rho'(x-y)dy = \int_{-\infty}^{x} \rho'(z)dz = \rho(x) = 0.$$ 

Thus

$$v_x(x) = \int_{0}^{\infty} \rho'(x-y)u(y)dy = \int_{0}^{\infty} \rho'(x-y)(u(y) - u(x))dy$$

and

$$|v_x(x)|^2 \leq \int_{0}^{\infty} |\rho'(x-y)||u(y) - u(x)|^2 dy \int_{0}^{\infty} |\rho'(x-y)|dy.$$ 

It follows that

$$\int_{0}^{\infty} |v_x(x)|^2 dx \leq ||\rho'||_{L^1(\mathbb{R})} \int_{0}^{\infty} \int_{0}^{\infty} |\rho'(x-y)||u(y) - u(x)|^2 dydx \leq C(J) E_I^f(u, u).$$ 

On the other hand, since $\rho$ integrate one and it is supported in $(-\infty, 0)$ we obtain

$$\int_{0}^{\infty} \rho(x-y)dy = \int_{-\infty}^{x} \rho(z)dz = \int_{-\infty}^{0} \rho(z)dz$$

and thus function $w = u - v$ can be written as

$$w(x) = \int_{0}^{\infty} (u(x) - u(y))\rho(x-y)dy, \quad x > 0,$$ 

It follows that $w$ satisfies

$$\int_{-\infty}^{\infty} |w(x)|^2 dx \leq \int_{-\infty}^{0} |\rho(z)|dz \int_{0}^{\infty} \int_{0}^{\infty} |\rho(x-y)||u(y) - u(x)|^2 dydx \leq C(J) E_I^f(u, u).$$ 

This finishes the proof. $\square$

Lemma 5.2. Let $I$ be the half line $(0, \infty)$ or the real line $\mathbb{R}$. For any $p \in (1, \infty)$ and $u \in L^p(I)$ it holds

$$||u||_{L^p(I)}^p \leq C(p, J) \left( ||u||_{L^2(I)}^{\frac{2p}{p+1}} E_I^f(|u|^{p/2}, |u|^{p/2}) \right)^{\frac{p+1}{p}} + E_I^J(|u|^{p/2}, |u|^{p/2}).$$
The case $p \geq 2$ follows from [8, Th. 1.1] so the our contribution here is to deal with the case $p \in (1, 2)$. Extension to any dimension considering unbounded exterior domains can be done but it is out of the scope of this article.

**Proof.** Let us consider $p \in (1, 2)$ since the other cases have been proved in [8]. Let $u \in L^p(I)$. Then $|u|^\frac{p}{2} \in L^2(I)$. We consider the decomposition of $|u|^\frac{p}{2} = v + w$ as in Lemma 5.1 or [26, Th. 2.1] (when $I = \mathbb{R}$). In both cases $v = \rho \ast |u|^\frac{p}{2} := \int_I \rho(x-y)|u|^\frac{p}{2}(y)dy$ and since $\frac{2}{p} > 1$ we have

$$\|v\|_{L^p(I)}^\frac{p}{2} = \|\rho \ast |u|^\frac{p}{2}\|_{L^p(I)}^\frac{p}{2} \leq \|\rho\|_{L^1(I)} \|u\|_{L^p(I)}^\frac{p}{2} \leq C(J)\|u\|_{L^1(I)}^\frac{p}{2}.$$ 

Also by Lemma 5.1

$$\|v_x\|_{L^2(I)}^2 + \|w\|_{L^2(I)}^2 \leq C(J)E\big(\|u\|^\frac{p}{2}, \|u\|_p\big).$$

Using the interpolation inequality and that $\|v\|_{L^\infty(I)}^2 \leq 2\|v_x\|_{L^2(I)}\|v\|_{L^2(I)}$ we find

$$\|v\|_{L^2(I)} \leq \|\rho\|_{L^{\frac{p}{2}}(I)} \|v\|_{L^{\frac{p-1}{2}}(I)} \leq C(J)\|u\|_{L^1(I)}^\frac{p}{2} \|v_x\|_{L^2(I)} \|v\|_{L^2(I)}^{\frac{p-1}{2}}$$

$$\leq C(J)\|u\|_{L^1(I)}^\frac{p}{2} \|E\big(\|u\|^\frac{p}{2}, \|u\|_p\big)\|_{L^2(I)}^\frac{p-1}{2}. $$

It implies that

$$\|v\|_{L^2(I)}^2 \leq C(J)\|u\|_{L^1(I)}^\frac{2p}{p+1} \|E\big(\|u\|^\frac{p}{2}, \|u\|_p\big)\|_{p+1}.$$

Finally we get

$$\|u\|_{L^p(I)}^p = \|u\|_{L^2(I)}^2 \leq 2(\|v\|_{L^2(I)}^2 + \|w\|_{L^2(I)}^2)$$

$$\leq C(J)\big(\|u\|_{L^1(I)}^\frac{2p}{p+1} E\big(\|u\|^\frac{p}{2}, \|u\|_p\big) + E\big(\|u\|^\frac{p}{2}, \|u\|_p\big)\big)$$

which finishes the proof. $\square$

5.2.2. Decay of the solutions. In this section, our main result read as follows: we prove that the problem is well posed and a bound for the decay of solutions.

**Theorem 5.2.** For any $u_0 \in L^1(\Gamma) \cap L^p(\Gamma)$, $1 \leq p < \infty$, the solution $u$ of system [5.1] satisfies

$$\|u(t)\|_{L^p(\Gamma)} \leq \frac{C(\|u_0\|_{L^1(\Gamma)}, \|u_0\|_{L^p(\Gamma)})}{(1 + t)^{\frac{1}{2}(1 - \frac{1}{p})}}, \quad \forall t > 0.$$ 

In addition, for any $u_0 \in L^1(\Gamma) \cap L^2(\Gamma)$

$$\int_\Gamma \int_\Gamma J(d(x,y))(u(t,x) - u(t,y))^2 dxdy \leq C(\|u_0\|_{L^1(\Gamma)}, \|u_0\|_{L^2(\Gamma)}) t^{-\frac{3}{4}}.$$ 

**Proof of Theorem 5.2.** Observe that property (5.8) is a consequence of (5.2) and of the decay property (5.7). Indeed, by (5.2) the left hand side of (5.8) satisfies

$$\mathcal{E}_t^\vartheta(u(2t), u(2t)) \leq \frac{\|u(2t)\|_{L^2(\Gamma)}^2}{t} \leq C(\|u_0\|_{L^1(\Gamma)}, \|u_0\|_{L^2(\Gamma)}) t^{-\frac{3}{4}}.$$
We now prove the decay property \(5.7\). We use the results obtained in the previous section and the following energy estimate obtained by multiplying \(5.1\) with \(|u|^{p-2}u\) and integrating in the space variable

\[
\frac{1}{p} \frac{d}{dt} \int_{\Gamma} |u|^p(t,x)dx = -\frac{1}{2} \int_{\Gamma} \int J(x-y)(u(t,x) - u(t,y))(|u(t,x)|^{p-2}u(t,x) - |u(t,y)|^{p-2}u(t,y))dxdy \\
\leq -c(p) \int_{\Gamma} \int J(x-y)(|u(t,x)|^{\frac{p}{2}} - |u(t,y)|^{\frac{p}{2}})^2dxdy = -c(p)\mathcal{E}_t^f(|u(t)|^{\frac{p}{2}}, |u(t)|^{\frac{p}{2}}).
\]

Let us now fix an edge \(e\). For each such edge we choose an infinite path \(\Gamma_e\) that connects \(e\) with \(\Gamma_\infty\). It may happen to exist many such paths but we choose one of them. When an edge \(e\) has infinite length we can chose \(\Gamma_e\) to be exactly \(e\). This path \(\Gamma_e\) can be parametrized by the infinite interval \(I_e = [0,\infty)\). We set \(u_e\) to be the restriction of \(u\) to \(\Gamma_e\). It is clear that

\[
\|u_e(t)\|_{L^1(\Gamma_e)} \leq \|u(t)\|_{L^1(\Gamma)} \leq \|u_0\|_{L^1(\Gamma)}.
\]

We apply Lemma \(5.2\) to each function \(u_e(t)\) and obtain

\[
\|u_e\|^p_{L^p(\Gamma_e)} \leq C(p,J)\left(\|u_e\|_{L^1(\Gamma_e)}^{\frac{2p}{p+1}} \mathcal{E}_t^f(|u_e|^{\frac{p}{2}}, |u_e|^{\frac{p}{2}})^{\frac{p}{p+1}} + \mathcal{E}_t^f(|u_e|^{\frac{p}{2}}, |u_e|^{\frac{p}{2}})\right)
\]

Using that \(u^e = (u_e)e = u_e\) and summing over all the edges (a finite number) of graph \(\Gamma\) we get

\[
\|u(t)\|^p_{L^p(\Gamma)} = \sum_{e \in E} \|u^e\|^p_{L^p(\Gamma_e)} \leq \sum_{e \in E} \|u_e\|^p_{L^p(\Gamma_e)} \\
\leq |E|C(p,J)\left(\|u_0\|^{\frac{2p}{p+1}}_{L^1(\Gamma)} \mathcal{E}_t^f(|u(t)|^{\frac{p}{2}}, |u(t)|^{\frac{p}{2}})^{\frac{p}{p+1}} + \mathcal{E}_t^f(|u|^{\frac{p}{2}}, |u|^{\frac{p}{2}})\right)
\]

where

\[
f(s) = |E|C(p,J)\left(\|u_0\|^{\frac{2p}{p+1}}_{L^1(\Gamma)} s^{\frac{p-1}{p+1}} + s\right).
\]

This shows that

\[
\frac{1}{pc(p)} \frac{d}{dt}(\|u(t)\|^p_{L^p(\Gamma)}) \leq -f^{-1}(\|u(t)\|^p_{L^p(\Gamma)}).
\]

Using that \(f(t) \simeq t^{\frac{p-1}{p+1}}\) as \(t \simeq 0\) we obtain that \(f^{-1}(t) \simeq t^{\frac{p+1}{p-1}}\) as \(t \simeq 0\). The same arguments as in \([20, \text{Lemma 3.1}]\) gives us the desired decay estimate. \(\square\)

5.2.3. Asymptotic behaviour. Now, let us rescale the solution as we did for the local case, let \(u_\lambda : \Gamma^\lambda \to \mathbb{R}, \lambda > 0\) be given by

\[
u_\lambda(t,x) = \lambda u(\lambda^2 t, \lambda x), \quad x \in \Gamma^\lambda, t > 0.
\]
It follows that \( u_\lambda \) satisfies
\[
\begin{align*}
\partial_t u_\lambda(t,x) &= \lambda^3 \int_{\Gamma^\lambda} J(\lambda d(x,y))(u_\lambda(t,y) - u_\lambda(t,x))dy, \quad x \in \Gamma^\lambda, \; t > 0, \\
u_\lambda(x,0) &= \lambda u_0(\lambda x), \quad x \in \Gamma^\lambda.
\end{align*}
\]

Using the estimates obtained in Theorem 5.2 for \( u \) we get that \( u_\lambda \) satisfies the following uniform estimates:

**Lemma 5.3.** Let \( 1 \leq p < \infty \). For any \( u_0 \in L^1(\Gamma) \cap L^p(\Gamma) \) it holds that
\[
\|u_\lambda(t)\|_{L^p(\Gamma^\lambda)} \leq C(p, \|u_0\|_{L^1(\Gamma)}, \|u_0\|_{L^p(\Gamma)}) t^{-(1 - \frac{1}{p})}, \; \forall t > 0.
\]

Moreover, for any \( u_0 \in L^1(\Gamma) \cap L^2(\Gamma) \) the following bound
\[
\lambda^3 \int_{\Gamma^\lambda} \int_{\Gamma^\lambda} J(\lambda d(x,y))(u_\lambda(t,x) - u_\lambda(t,y))^2 dxdy \leq C(p, \|u_0\|_{L^1(\Gamma)}, \|u_0\|_{L^2(\Gamma)}) t^{-\frac{3}{2}}, \; \forall t > 0,
\]
holds uniformly in \( \lambda > 0 \).

Before proving Theorem 5.3 we need some auxiliary results. For a function \( \varphi \in H^1(\Gamma_\infty) \) such that \( \varphi^e(0) = \varphi^{e'}(0) \) for all \( e, e' \in \Gamma_\infty \), denote this common value by \( \varphi(0) \). We extend it to function defined on the whole graph \( \Gamma^\lambda \), \( \tilde{\varphi}_\lambda : \Gamma^\lambda \to \mathbb{R} \), such that to be constant on the finite part of the graph, i.e.
\[
\tilde{\varphi}_\lambda = \begin{cases} 
\varphi, & \text{on } \Gamma_\infty, \\
\varphi(0), & \text{on } \Gamma_f^\lambda.
\end{cases}
\]

**Lemma 5.4.** There exists a non-increasing function \( H \in L^\infty([0, \infty)) \) going to zero at infinity such that for any \( \varphi \in H^1(\Gamma_\infty) \) such that \( \varphi^e(0) = \varphi^{e'}(0) \) for all \( e, e' \in \Gamma_\infty \) we have
\[
\lambda^3 \int_{\Gamma_\infty} \int_{\Gamma_f^\lambda} J(\lambda d(x,y))((\tilde{\varphi}(x) - \tilde{\varphi}(y))^2 dxdy \leq \int_{\Gamma_\infty} \varphi^2(x) H(\lambda|x|)dx, \quad \forall \lambda > 0.
\]

**Proof.** By the way we define the extension function \( \tilde{\varphi} \) we have that it is constant on \( \Gamma_f^\lambda \). Then
\[
\lambda^3 \int_{\Gamma_\infty} \int_{\Gamma_f^\lambda} J(\lambda d(x,y))((\tilde{\varphi}(x) - \tilde{\varphi}(y))^2 dydx = \lambda^3 \int_{\Gamma_\infty} (\varphi(x) - \varphi(0))^2 \left( \int_{\Gamma_f^\lambda} J(\lambda d(x,y))dy \right) dx.
\]
Take an edge \( e \) of \( \Gamma_\infty \) parametrized by \([0, \infty)\). For any \( x \in e \) and \( y \in \Gamma_f^\lambda \) we have \( d(x,y) \geq |x| \). Since \( J \) is a non-increasing function we obtain
\[
\int_{\Gamma_f^\lambda} J(\lambda d(x,y))dy \leq |\Gamma_f^\lambda| J(\lambda|x|) = C(\Gamma_f) \lambda^{-1} J(\lambda|x|).
\]

It is then sufficient to consider integrals of the type
\[
I = \lambda^2 \int_0^\infty (\varphi(x) - \varphi(0))^2 J(\lambda|x|)dx.
\]

Using that \( (\varphi(x) - \varphi(0))^2 \leq x \int_0^x \varphi_2^2(s) ds \) we obtain that
\[
I \leq \int_0^\infty \varphi_2^2(x) \int_{\lambda x}^\infty z J(z) dz.
\]
Denoting $H(s) = \int_s^{\infty} z J(z) \, dz$ and using that $J \in L^1(\mathbb{R}, 1 + |x|^2)$ we obtain the desired result.

**Lemma 5.5.** For any $\varphi \in H^1(\Gamma_\infty)$ such that $\varphi'(0) = \varphi'(0)$ for all $e, e' \in \Gamma_\infty$ the following hold:

\[ \begin{align*}
i) & \quad E^{J, \lambda}(\varphi, \varphi) := \lambda^3 \int_{\Gamma_\lambda} \int_{\Gamma_\lambda} J(\lambda d(x, y)) (\varphi(x) - \varphi(y))^2 \, dy \, dx \leq C(J) \|\varphi\|_{L^2(\Gamma_\infty)}^2, \\
& \quad \text{uniformly in } \lambda > 0. \\
ii) & \quad E^{J, \lambda}(\tilde{\varphi}, \tilde{\varphi}) := \lambda^3 \int_{\Gamma_\lambda} \int_{\Gamma_\lambda} J(\lambda d(x, y)) (\tilde{\varphi}(x) - \tilde{\varphi}(y))^2 \, dy \, dx = E^{J, \lambda}(\varphi, \varphi) + o(1), \quad \lambda \to \infty.
\end{align*} \]

**Proof.** Using the fact that the extension function $\tilde{\varphi}$ is constant on $\Gamma_\lambda$ we obtain

\[ E^{J, \lambda}(\varphi, \varphi) = E^{J, \lambda}(\varphi, \varphi) + 2 \lambda^3 \int_{\Gamma_\lambda} \int_{\Gamma_\lambda} J(\lambda d(x, y)) (\tilde{\varphi}(x) - \tilde{\varphi}(y))^2 \, dy \, dx \]

Using estimate (5.10) and the fact that $\varphi \in H^1(\Gamma_\infty)$ by Lebesgue convergence theorem we obtain that the last term is $o(1)$.

Let us now prove the first part. When $\Gamma_\infty$ consists only of one edge parametrized by $(0, \infty)$ we extend it to the whole line and use the previous results on the real line [23, Lemma 2.3].

Let us consider two edges $e$ and $e'$ of $\Gamma_\infty$. It is sufficient to estimate each $I_{e,e'}$ defined by

\[ I_{e,e'} = \lambda^3 \int_{\Gamma_\lambda} \int_{\Gamma_\lambda} J(\lambda d(x, y)) (\varphi(x) - \varphi(y))^2 \, dy \, dx. \]

Assume that the two edges are parametrized by $(-\infty, 0]$ and $[0, \infty)$. Then $d(x, y) \geq |y - x|$ and using that $J$ is non-increasing we get (the continuity at $x = 0$ guarantees that the function $\varphi$ belongs to $H^1(\mathbb{R})$ and we can apply then the result on the real line)

\[ I_{e,e'} \leq \lambda^3 \int_{\mathbb{R}} \int J(\lambda |x - y|) (\varphi(x) - \varphi(y))^2 \, dy \, dx \leq \int_{\mathbb{R}} J(z) z^2 \, dz \int_{\mathbb{R}} \varphi^2 \, dx. \]

Summing this inequality over all the edges $e$ and $e'$ of $\Gamma_\infty$ we obtain the desired estimate. 

Now we are ready to proceed with the proof of the asymptotic behavior of the solutions. Notice that the obtained bound for the decay in $L^p$ obtained in Theorem 5.2 is the same that holds for the heat equation in $\Gamma$. Therefore, our next task is to show that we also have the same asymptotic profile.

**Proof of Theorem 5.5.** We consider the case $p \geq 2$ in order to avoid technical difficulties in order to obtain compactness. In particular $u_0 \in L^1(\Gamma) \cap L^2(\Gamma)$ and we can obtain the compactness of the rescaled family $u_\lambda$ using the energy estimate (5.9) When $1 < p < 2$ we have to use the compactness arguments in [23] and to obtain new versions of the Lemmas in Section 6.

**Step A. Existence of a limit profile $U \in L^2_{(0, \infty)}((0, \infty), D(Q_{\infty}))$.** Let us fix two times, $\tau, T$, such that $0 < \tau < T < \infty$. Using the results in Lemma 5.3 and Lemma 6.2 we obtain
that $\mathbf{U} = (U^e)_{e \in \Gamma_{\infty}} \in L^2((\tau, T), H^1(\Gamma_{\infty}))$ and $u_\lambda \to \mathbf{U}$ in $L^2((\tau, T), L^2_{loc}(\Gamma_{\infty}))$. Indeed using \[5.9\] for any edge $e$ of $\Gamma_{\infty}$ we obtain by Lemma \[6.2\] that $u^e \in L^2((\tau, T), H^1(e))$, $u^e_\lambda(t) \to U^e(t)$ in $L^2(e)$ and $u^e_\lambda(t) \to U^e(t)$ in $L^2((\tau, T), L^2_{loc}(e))$.

We prove that in fact the values of $\mathbf{U}$ at the endpoints of $e_j$ are equal, that is,

$$U^e(t, j(I(e), e)) = U^{e'}(t, j(I(e'), e')), \quad \text{for a.e. } t \text{ and then } \mathbf{U} \in L^2((\tau, T), D(\mathcal{Q}_{\Gamma_{\infty}})).$$

To do that let us consider two edges, $e$ and $e'$, of $\Gamma_{\infty}$ and $\Upsilon^\lambda$ a path in $\Gamma^\lambda$ which contains the two edges. Since the graph $\Gamma_f$ is finite there exits $\alpha > 0$ such that the length of the path $\Upsilon^\lambda = \Gamma^\lambda \cap \Upsilon^\lambda$ is $2\alpha/\lambda$. Let us parametrize $e$ and $e'$ with $(-\infty, 0)$ respectively $(0, \infty)$, $\Upsilon^\lambda_j$ with $(-\alpha/\lambda, \alpha/\lambda)$. In the following we will not make precise the time dependence of $u_\lambda$ unless it is necesarely. We introduce the family $(f_\lambda)_{\lambda > 0}$ defined by

$$f_\lambda(x) = \begin{cases} u^e_\lambda(x + \alpha/\lambda), & x < -\alpha/\lambda, \\ u^e_\lambda(x), & |x| < \alpha/\lambda, \\ u^{e'}_\lambda(x - \alpha/\lambda), & x > \alpha/\lambda. \end{cases}$$

In view of the properties of $u_\lambda(t)$ we obtain that $(f_\lambda)_{\lambda > 0}$ is uniformly bounded in $L^2(\mathbb{R})$ and it satisifies

$$\lambda^3 \int_{\mathbb{R}} \int_{\mathbb{R}} J(\lambda(x - y))(f_\lambda(x) - f_\lambda(y))^2 \, dx \, dy \leq C(t).$$

It follows that there exists $f \in H^1(\mathbb{R})$ such that $f_\lambda \to f$ in $L^2_{loc}(\mathbb{R})$ and $f_\lambda \to f$ in $L^2(\mathbb{R})$. In particular $f \in C(\mathbb{R})$ and satisfies $|f(b) - f(a)| \lesssim |b - a|^{1/2}$ for all $a < b < b$. We claim that

$$f(x) = \begin{cases} u^e(x), & x < 0, \\ u^{e'}(x), & x > 0. \end{cases}$$

This implies that for any $a < b$, $|u^e(a) - u^{e'}(b)| \lesssim |b - a|^{1/2}$ and then $u^e(0-) = u^{e'}(0+)$ which proves the continuity of the limit profile $\mathbf{U}$. It remains to prove the above claim. Let us consider $a < 0$, $\varphi$ a smooth function supported in $(-\infty, 0)$ and $\lambda > 0$ such that $a < -\alpha/\lambda < 0$. Then

$$\int_{-\infty}^a f_\lambda \varphi = \int_{-\infty}^a u^e_\lambda(x + \alpha/\lambda) \varphi(x) \, dx = \int_{-\infty}^0 u^e_\lambda(y) \varphi(y - \alpha/\lambda) \lambda(-\infty, a + \alpha/\lambda) \, dy$$

Using that $f_\lambda \to f$ and $u^e_\lambda \to u^e$ in $L^2((-\infty, 0))$ we let $\lambda \to \infty$ to obtain that $f = u^e$ on $(-\infty, a)$. Since $a$ is arbitrary we obtain that $f \equiv u_\epsilon$ on $(-\infty, 0)$. The same argument shows that $f \equiv u_\epsilon'$ on $(0, \infty)$ and the claim is proved.

**Step B. Equation satisfied by the limit profile.** Let us fix $T > 0$. Let us now consider a function $\varphi \in C([0, \infty), H^1(\Gamma_{\infty}))$ with $\varphi_t \in C((0, \infty), L^2(\Gamma_{\infty}))$ compactly supported in time in the interval $[0, T]$ and such that $\varphi^e(t, 0) = \varphi^{e'}(t, 0)$ for all $e, e' \in \Gamma_{\infty}$, i.e. $\varphi \in C([0, \infty), D(\mathcal{Q}_{\Gamma_{\infty}}))$. Denote this common value by $\varphi(t, 0)$. We extend it to function defined on the whole graph $\Gamma^\lambda$, $\tilde{\varphi}_\lambda : [0, \infty) \times \Gamma^\lambda$, function that is constant on the finite part of the graph, i.e.

$$\tilde{\varphi}_\lambda = \begin{cases} \varphi, & \text{on } \Gamma_{\infty}, \\ \varphi(t, 0), & \text{on } \Gamma^\lambda. \end{cases}$$
We claim that the following hold where
\begin{align*}
\tag{5.11}
I_1^\lambda & = \int_0^T \int_{\Gamma^\lambda} E_{\Lambda^\lambda}(\Lambda^\lambda(t), \varphi(t))dt := I_1^\lambda + I_2^\lambda + I_3^\lambda
\end{align*}
where
\begin{align*}
\tag{5.12}
E_{\Lambda^\lambda}(\Lambda^\lambda(t), \varphi(t)) &= \lambda^3 \int_{\Gamma^\lambda} \int_{\Gamma^\lambda} J(\Lambda^\lambda(x, y))(\Lambda^\lambda(t, y) - \Lambda^\lambda(t, x))(\varphi(t, y) - \varphi(t, x))dxdy.
\end{align*}

Multiplying the equation satisfied by \( \Lambda^\lambda \) with \( \varphi \) and integrating in time and space we obtain
\begin{align*}
0 &= \int_0^T \int_{\Gamma^\lambda} \varphi_t(t, x)dxdt + \int_0^T \int_{\Gamma^\lambda} \Lambda^\lambda(0, x)\varphi^\lambda(0, x)dxdt \\
&\quad + \lambda^3 \int_0^T \int_{\Gamma^\lambda} \int_{\Gamma^\lambda} J(\Lambda^\lambda(x, y))(\Lambda^\lambda(t, y) - \Lambda^\lambda(t, x))(\varphi(t, y) - \varphi(t, x))dxdydt \\
&= I_1^\lambda + I_2^\lambda - \frac{1}{2} \int_0^T \int_{\Gamma^\lambda} E_{\Lambda^\lambda}(\Lambda^\lambda(t), \varphi(t))dt := I_1^\lambda + I_2^\lambda + I_3^\lambda
\end{align*}

These convergences show that the limit function \( \Lambda^\lambda \) satisfies
\begin{align*}
\tag{5.13}
\int_0^T \int_{\Gamma^\lambda} \varphi(t) = 0
\end{align*}

We claim that the following hold where \( \Lambda \in L^2_{\text{loc}}\left((0, \infty), D(\mathcal{Q}_{\Gamma_\infty})\right) \) is the a limit of \( \Lambda^\lambda \) above
\begin{align*}
\tag{5.14}
I_1^\lambda & \to \int_0^T \int_{\Gamma_\infty} \varphi_t, \\
I_2^\lambda & \to \varphi(0, 0)M,
\end{align*}

These convergences show that the limit function \( \Lambda \in L^2_{\text{loc}}\left((0, \infty), D(\mathcal{Q}_{\Gamma_\infty})\right) \) is a solution to
\begin{align*}
0 &= \int_0^\infty \int_{\Gamma_\infty} \varphi_t(t, x) = \int_0^\infty \int_{\Gamma_\infty} \Lambda^\lambda(t, x), \varphi(0, 0)M - \int_0^\infty \int_{\Gamma_\infty} \varphi_x.
\end{align*}

Since \( \Lambda(t) \in D(\mathcal{Q}_{\Gamma_\infty}) \) for a.e. \( t > 0 \) we have for any \( \varphi \in D(\Delta_{\Gamma_\infty}) \) that
\begin{align*}
(\Lambda_x, \varphi_x)_{L^2(\Gamma_\infty)} = (\varphi_x), (\Lambda_{xx}), (\varphi_{xx})_{L^2(\Gamma_\infty)}.
\end{align*}

Thus for \( \varphi \in C([0, \infty), D(\Delta_{\Gamma_\infty})) \cap C^1([0, \infty), L^2(\Gamma_\infty)) \) we obtain that the limit point \( \Lambda \) satisfies
\begin{align*}
\tag{5.15}
0 &= \int_0^\infty \int_{\Gamma_\infty} \Lambda^\lambda(t, x)(\varphi_t(t, x) + \varphi_{xx}(t, x)dxdt + \varphi(0, 0)M,
\end{align*}

Since \( \Lambda(t) \in D(\mathcal{Q}_{\Gamma_\infty}) \) for a.e. \( t > 0 \) we have for any \( \varphi \in D(\Delta_{\Gamma_\infty}) \) that
\begin{align*}
(\Lambda_x, \varphi_x)_{L^2(\Gamma_\infty)} = (\varphi_x), (\Lambda_{xx}), (\varphi_{xx})_{L^2(\Gamma_\infty)}.
\end{align*}

Thus for \( \varphi \in C([0, \infty), D(\Delta_{\Gamma_\infty})) \cap C^1([0, \infty), L^2(\Gamma_\infty)) \) we obtain that the limit point \( \Lambda \) satisfies
\begin{align*}
0 &= \int_0^\infty \int_{\Gamma_\infty} \Lambda^\lambda(t, x)(\varphi_t(t, x) + \varphi_{xx}(t, x)dxdt + \varphi(0, 0)M,
\end{align*}

Moreover, since \( \varphi_t(t, 0) \) has compact support in time
\begin{align*}
\int_0^\infty \int_{\Gamma_\infty} |\varphi_t(t, 0)|dt \leq \int_0^\infty \int_{\Gamma_\infty} |\varphi_t(t, 0)||\varphi_t(t, 0)|dt \leq \lambda^{-\frac{1}{2}} \int_0^\infty t^{-1/4} |\varphi_t(t, 0)|dt \to 0.
\end{align*}
This shows (5.11).
Indeed, since \( I_3^\lambda - M\varphi(0, 0) = \int_{\Gamma_\lambda} u^\lambda(0, x)(\tilde{\varphi}_\lambda(0, x) - \varphi(0, 0))dx = \int_{\Gamma_\infty} u^\lambda(0, x)(\varphi(0, x) - \varphi(0, 0))dx \)
\[
= \int_{\Gamma_\infty} u(0, x)(\varphi(0, x/\lambda) - \varphi(0, 0))dx \to 0.
\]

Let us analyze the last term \( I_3^\lambda \). We will prove the desired limit in few steps.

**Step 1.** We prove that
\[
\int_0^T \mathcal{E}_{\Gamma^\lambda}^{J,\lambda}(u_\lambda(t), \tilde{\varphi}(t))dt = \int_0^T \mathcal{E}_{\Gamma^\lambda \infty}^{J,\lambda}(u_\lambda(t), \varphi(t))dt + o(1).
\]
Indeed, since \( \tilde{\varphi} \) is constant in \( \Gamma^\lambda \) we have
\[
|\mathcal{E}_{\Gamma^\lambda}^{J,\lambda}(u_\lambda(t), \tilde{\varphi}(t)) - \mathcal{E}_{\Gamma^\lambda \infty}^{J,\lambda}(u_\lambda(t), \varphi(t))| \\
\leq 2\lambda^3 \int_{\Gamma_\infty} \int_{\Gamma^\lambda} J(\lambda d(x, y))||u_\lambda(t, x) - u_\lambda(t, y)||\tilde{\varphi}(t, x) - \tilde{\varphi}(t, y)|dydx \\
\leq 2(\mathcal{E}_{\Gamma^\lambda}^{J,\lambda}(u_\lambda(t), (u_\lambda(t)))^{1/2} \left( \lambda^3 \int_{\Gamma_\infty} \int_{\Gamma^\lambda} J(\lambda d(x, y))(\tilde{\varphi}(x) - \tilde{\varphi}(y))^2dydx \right)^{1/2} \\
\lesssim t^{-\frac{7}{2}} \left( \int_{\Gamma_\infty} \varphi^2_x(t, x)H(\lambda x)dx \right)^{\frac{1}{2}}.
\]
Integrating in time the above inequality we obtain that
\[
\int_0^T |\mathcal{E}_{\Gamma^\lambda}^{J,\lambda}(u_\lambda(t), \tilde{\varphi}(t)) - \mathcal{E}_{\Gamma^\lambda \infty}^{J,\lambda}(u_\lambda(t), \varphi(t))|dt \lesssim T^\frac{3}{2} \sup_{t \in [0, T]} \left( \int_{\Gamma_\infty} \varphi^2_x(t, x)H(\lambda x)dx \right)^{\frac{1}{2}}.
\]
Using that \( \varphi \in C([0, \infty), H^1(\Gamma_\infty)) \) we can apply the dominated convergence theorem to obtain that the last goes to zero as \( \lambda \to \infty \).

**Step 2.** For any \( 0 < \tau < T \) the integrals over \( (0, \tau) \) are small, uniformly in \( \lambda \): it holds that
\[
\int_0^\tau |\mathcal{E}_{\Gamma^\lambda \infty}^{J,\lambda}(u_\lambda(t), \varphi(t))|dt \lesssim T^\frac{3}{2} \sup_{t \in [0, T]} ||\varphi||_{L^\infty([0, T], H^1(\Gamma_\infty))},
\]
and
\[
\left| \int_{\Gamma_\infty} \int_{\Gamma_\infty} U_x(t, x)\varphi_x(t, x)dxdt \right| \leq T^\frac{3}{2} ||\varphi||_{L^\infty([0, T], H^1(\Gamma_\infty))}.
\]

To check the first one notice that, in view of (5.9), we have
\[
|\mathcal{E}_{\Gamma^\lambda \infty}^{J,\lambda}(u_\lambda(t), \varphi(t))| \leq \mathcal{E}_{\Gamma^\lambda \infty}^{J,\lambda}(u_\lambda(t), u_\lambda(t))^\frac{1}{2} \mathcal{E}_{\Gamma^\lambda \infty}^{J,\lambda}(\varphi(t), \varphi(t))^\frac{1}{2} \lesssim t^{-\frac{3}{2}} ||\varphi_x(t)||_{L^2(\Gamma_\infty)}.
\]
Integrating in \([0, \tau]\) we obtain the desired estimate.

For the second limit remark that for each \( t > 0 \), we have
\[
\mathcal{E}_{\Gamma^\lambda \infty}^{J,\lambda}(u_\lambda(t), \varphi(t)) \to \int_{\Gamma_\infty} U_x(t, x)\varphi_x(t, x)dxdt.
\]
Also $|\mathcal{E}^\lambda_{1,\infty}(u_\lambda(t), \varphi(t))| \leq t^{-\frac{4}{q}}\|\varphi\|_{L^\infty([0,T],H^1(\Gamma_{\infty}))} \in L^1((0,T))$. The dominated convergence theorem applied on the time interval $(0,\tau)$ gives us the desired result.

**Step 3.** Let us choose $0 < \tau < T$. On the interval $[\tau,T]$ we use the third part of Lemma 6.2 to $D = (0,\infty)$ to obtain that

$$\int_\tau^T \mathcal{E}^\lambda_{1,\infty}(u_\lambda(t), \varphi(t))dt \rightarrow \int_\mathbb{R} J(z)z^2dz \int_\tau^T \int_{\Gamma_{\infty}} U_x(t,x)\varphi_x(t,x)dxdt.$$ 

Thus in view of Step II we obtain (5.13).

**Step C. Tail control and conclusion.** Using the arguments for nonlocal problems in [23, Lemma 2.7] together with the ones in Lemma 4.1 to control the tail (4.11) we obtain similar results for the solutions $u_\lambda$ of the nonlocal problem. It means that the local convergence obtained at Step A is not only local but it holds in $L^1(\Gamma_{\infty})$: for some $t_0 > 0$ it holds

$$u_\lambda(t_0) \to U_M(t_0) \text{ in } L^1(\Gamma_{\infty}).$$

Then (3.10) holds for $q = 1$. The other cases follows by using the strong convergence in $L^1(\Gamma_{\infty})$ together with the decay of the solutions in $L^p(\Gamma)$. Indeed, choosing $\alpha$ such that

$$\frac{1}{q} = \frac{\alpha}{p} + \frac{1-\alpha}{1},$$

we obtain

$$\|u(t) - U_M(t)\|_{L^q(\Gamma_{\infty})} \leq \|u(t) - U_M(t)\|^{\frac{1-\alpha}{p}}_{L^1(\Gamma_{\infty})} \|u(t) - U_M(t)\|^{\alpha}_{L^p(\Gamma_{\infty})} \leq o(1)t^{-\frac{1}{2}(1-\frac{1}{q})}.$$ 

On the compact part of the graph for any $1 \leq q < p$ we trivially have

$$\|u(t) - U_M(t)\|_{L^q(\Gamma_f)} \leq C(p,q,\Gamma_f)\|u(t) - U_M(t)\|_{L^p(\Gamma_f)} \leq C(p,q,\Gamma_f)(\|u(t)\|_{L^p(\Gamma)} + \|U_M(t)\|_{L^p(\Gamma_f)}) \leq C(p,q,\Gamma_f)(t^{-\frac{1}{2}(1-\frac{1}{p})} + t^{-\frac{1}{2}}) = o(t^{-\frac{1}{2}(1-\frac{1}{q})}), \ t \to \infty.$$ 

The proof is now complete. \hfill $\square$

6. Appendix

In this Appendix we collect some compactness results that were used when studying the relaxation limit and the asymptotic behaviour for the nonlocal problem. We will use these results in 1-dimension (take $d = 1$ below) but we state them in any dimension since the results hold with greater generality. For the proof we use ideas from [1]. More general assumptions on the function $\rho$ can be found in [37].

**Lemma 6.1.** Let $D \subset \mathbb{R}^d$ be an open set that has the extension property in $H^1$, for example, $D$ is a bounded $C^1$-domain or $\mathbb{R}^d_+$. Let $\rho : \mathbb{R}^d \to \mathbb{R}$ be a nonnegative $L^1$ radial function having a second momentum in $L^1(\mathbb{R}^d)$, $\rho > 0$ in a neighbourhood of $x = 0$, and take

$$\rho_n(x) = n^d \rho(nx).$$
Let $f_n$ be a sequence in $L^2(D)$ such that
\[ n^2 \int_D \int_D \rho_n(x - y)(f_n(x) - f_n(y))^2 \, dx \, dy \leq M. \]

1. If $f_n \to f$ in $L^2(D)$ then $f \in H^1(D)$ and
\[
F_n(x, z) = (\rho(z))^{\frac{1}{2}} \chi_D(x + \frac{z}{n}) \frac{f_n(x + \frac{z}{n}) - f_n(x)}{\frac{1}{n}} \to (\rho(z))^{\frac{1}{2}} z \cdot \nabla f(x)
\]
weakly in $L^2_x(D) \times L^2_x(\mathbb{R}^d)$.

2. For any $f \in H^1(D)$
\[
\int_{\mathbb{R}^d} \rho(z)|z|^2 \, dz \int_D |\nabla f(x)|^2 \, dx \leq \liminf_{n \to \infty} n^2 \int_D \int_D \rho_n(x - y)(f(x) - f(y))^2 \, dx \, dy
\]

3. If $\varphi \in H^1(\mathbb{R}^d)$ then
\[
n^2 \int_D \int_D \rho_n(x - y)(f_n(x) - f_n(y))(\varphi(x) - \varphi(y)) \, dx \, dy
\]
\[
\to \int_{\mathbb{R}^d} \rho(z)|z|^2 \, dz \int_D \nabla f(x) \nabla \varphi(x) \, dx.
\]

4. If $D$ is a smooth bounded domain of $\mathbb{R}^d$ and $\rho(x) \geq \rho(y)$ if $|x| \leq |y|$ then $\{f_n\}_n$ is relatively compact in $L^2(D)$.

Proof. The first and fourth part are in [1] Th. 6.11, p. 128. The second part is exactly equation (36) in [6].

For the third part we claim that the following strong convergence holds in $L^2_x(D) \times L^2_x(\mathbb{R}^d)$:
\[
(6.14) \quad \eta_n = (\rho(z))^{\frac{1}{2}} \chi_D(x + \frac{z}{n}) \frac{\varphi(x + \frac{z}{n}) - \varphi(x)}{\frac{1}{n}} \to (\rho(z))^{\frac{1}{2}} z \cdot \nabla \varphi(x).
\]

Then
\[
(F_\eta, \eta_n)_{L^2_x(D) \times L^2_x(\mathbb{R}^d)} \to \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho(z)(z \cdot \nabla f(x))(z \cdot \nabla \varphi(x)) = \int_{\mathbb{R}^d} \rho(z)|z|^2 \, dz \int_D \nabla f \cdot \nabla \varphi.
\]

Observe that after the change of variables $x + z/n = y$ we get
\[
(F_n, \eta_n)_{L^2_x(D) \times L^2_x(\mathbb{R}^d)} = n^2 \int_D \int_{\mathbb{R}^d} \rho(z) \chi_D(x + \frac{z}{n})(f_n(x + \frac{z}{n}) - f_n(x))(\varphi(x + \frac{z}{n}) - \varphi(x)) \, dz \, dx
\]
\[
= n^{d+2} \int_D \int_{\mathbb{R}^d} \rho(n(y - x)) \chi_D(y)(f_n(y) - f_n(x))(\varphi(y) - \varphi(x)) \, dy \, dx
\]
\[
= n^2 \int_D \int_{\mathbb{R}^d} \rho(y - x)(f_n(y) - f_n(x))(\varphi(y) - \varphi(x)) \, dy \, dx
\]
which proves \((6.14)\). It remains to prove the claim \((6.15)\). To this end notice that
\[
\int_D \int_{\mathbb{R}^d} \rho(z) \left| \frac{\varphi(x + \varepsilon z) - \varphi(x)}{\varepsilon} \right|^2 \, dz \, dx \\
\lesssim \int_D \int_{\mathbb{R}^d} \rho(z) \left| \frac{\varphi(x + \varepsilon z) - \varphi(x)}{\varepsilon} - \varepsilon \nabla \varphi(x) \right|^2 \, dz \, dx \\
+ \int_D \int_{\mathbb{R}^d} \rho(z) |z\nabla \varphi(x)|^2 |\chi(x + \varepsilon z) - 1|^2 \, dz \, dx.
\]
The last term goes to zero thanks to the fact that \(|z|^2 \rho(z)|\nabla \varphi(x)|^2 \in L^1(D \times \mathbb{R}^d)\) and the dominated convergence theorem. For this first term we use the Fourier transform and again the dominated convergence theorem to obtain that
\[
\int_D \int_{\mathbb{R}^d} \rho(z) \left| \frac{\varphi(x + \varepsilon z) - \varphi(x)}{\varepsilon} - \varepsilon \nabla \varphi(x) \right|^2 \, dz \, dx \\
\leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho(z) \int_{\mathbb{R}^d} \left| \frac{e^{2\pi i \varepsilon z} - 1}{\varepsilon} - 2\pi i \varepsilon z \right|^2 |\hat{\varphi}(\xi)|^2 \, d\xi \to 0, \quad \varepsilon \to 0.
\]
The proof is now finished. \qed

In our analysis we need a version of the last lemma that will involve also integrals in time and implies convergences in \(L^2((0,T) \times D)\). This is inspired in \cite{23}. The proof follows the same ideas of the previous lemma and hence it is omitted.

**Lemma 6.2.** Let \(D \subset \mathbb{R}^d\) be an open set with the extension property. Let \(\rho: \mathbb{R}^d \to \mathbb{R}\) be a nonnegative \(L^1\) radial function having a second momentum in \(L^1(\mathbb{R}^d)\), \(\rho > 0\) in neighbourhood of \(x = 0\), and \(\rho_n(x) = n^d \rho(nx)\). Let \(f_n\) be a sequence in \(L^2((0,T) \times D)\) such that

\[
n^2 \int_0^T \int_D \int_D \rho_n(x - y)(f_n(x) - f_n(y))^2 \, dx \, dy \leq M.
\]

1. If \(f_n \rightharpoonup f\) in \(L^2((0,T) \times D)\) then \(f \in L^2((0,T), H^1(D))\) and

\[
F_n(x,z) = (\rho(z))^{\frac{1}{n}} \chi_D(x + \frac{z}{n}) \cdot \nabla f_n(x) - (\rho(z))^{\frac{1}{n}} z \cdot \nabla f(x)
\]

weakly in \(L^2((0,T), L^2_x(\mathbb{R}^d) \times L^2_x(\mathbb{R}^d))\).

2. For any \(f \in L^2((0,T), H^1(D))\)

\[
\int_{\mathbb{R}^d} \rho(z) |z|^2 \, dz \int_0^T \int_D \nabla f(x) \nabla \varphi \, dx \leq \liminf_{n \to \infty} n^2 \int_0^T \int_D \int_D \rho_n(x - y)(f(x) - f(y))^2 \, dx \, dy
\]

3. If \(\varphi \in L^2((0,T), H^1(\mathbb{R}^d))\) then

\[
n^2 \int_0^T \int_D \rho_n(x - y)(f_n(x) - f_n(y))(\varphi(x) - \varphi(y)) \, dx \, dy
\]

\[
\to \int_{\mathbb{R}^d} \rho(z) |z|^2 \, dz \int_0^T \int_D \nabla f(x) \nabla \varphi(x) \, dx.
\]

4. If \(D\) is a smooth bounded domain of \(\mathbb{R}^d\), \(\rho(x) \geq \rho(y)\) if \(|x| \leq |y|\) and \(|\partial_t f_n|_{L^2((0,T), H^{-1}(D))}\) is uniformly bounded then \(\{f_n\}_n\) is relatively compact in \(L^2(D)\).
Finally, we include a lemma in the one dimensional case.

Lemma 6.3. Let $\rho$ a nonincreasing $L^1$ radially symmetric function with $|r|^2 \rho(r) \in L^1(\mathbb{R})$. Let $-\infty \leq a < 0 < b \leq +\infty$. Then, for any $\varphi \in H^1(a,b)$, it holds that

$$
\varepsilon^{-2} \lim_{\varepsilon \to 0} \int_a^b \int_0^b \rho_\varepsilon(x-y)(\varphi(x) - \varphi(y))^2 \, dx \, dy = 0.
$$

Proof. We use (6.16) (see also [6, Th. 2, Remark 5]) to obtain that

$$
\|r^2 \rho(r)\|_{L^1(\mathbb{R})} \int_I f_\varepsilon^2 \leq \lim inf_{\varepsilon \to 0} \varepsilon^{-2} \int_I \int_I \rho_\varepsilon(x-y)(f(x) - f(y))^2 \, dx \, dy,
$$

holds for for any interval $I$ of $\mathbb{R}$ and $f \in H^1(I)$. Moreover, applying (6.17) to $f_n = \varphi = f$ we have equality when $I = \mathbb{R}^d$.

Since we are in dimension one, any function $\varphi \in H^1(a,b)$ can be extended to a function $\bar{\varphi} \in H^1(\mathbb{R})$. Then

$$
2\varepsilon^{-2} \int_a^b \int_0^b \rho_\varepsilon(x-y)(\varphi(x) - \varphi(y))^2 \, dx \, dy \leq 2\varepsilon^{-2} \int_{-\infty}^0 \int_0^\infty \rho_\varepsilon(x-y)(\bar{\varphi}(x) - \bar{\varphi}(y))^2 \, dx \, dy
$$

$$
= \varepsilon^{-2} \int_{\mathbb{R}} \int_{\mathbb{R}} \rho_\varepsilon(x-y)(\bar{\varphi}(x) - \bar{\varphi}(y))^2 \, dx \, dy
$$

$$
- \varepsilon^{-2} \int_{-\infty}^0 \int_{-\infty}^0 \rho_\varepsilon(x-y)(\bar{\varphi}(x) - \bar{\varphi}(y))^2 \, dx \, dy
$$

$$
- \varepsilon^{-2} \int_0^\infty \int_0^\infty \rho_\varepsilon(x-y)(\bar{\varphi}(x) - \bar{\varphi}(y))^2 \, dx \, dy.
$$

Using (6.18) with $I = (-\infty,0)$ and $I = (-\infty,0)$ as well as the fact that it becomes equality when $I = \mathbb{R}$ we get that

$$
\lim sup_{\varepsilon \to 0} 2\varepsilon^{-2} \int_a^b \int_0^b \rho_\varepsilon(x-y)(\varphi(x) - \varphi(y))^2 \, dx \, dy
$$

$$
\leq \|r^2 \rho(r)\|_{L^1(\mathbb{R})} \left[ \int_{\mathbb{R}} \varphi_x^2 - \int_{-\infty}^0 \varphi_x^2 - \int_0^\infty \varphi_x^2 \right] = 0,
$$

which finishes the proof. \qed
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