Fine discretization of pair interactions and an approximate analytical strategy for predicting equilibrium behavior of complex fluids
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We study whether fine discretization (i.e., terracing) of continuous pair interactions, when used in combination with first-order mean-spherical approximation theory, can lead to a simple and general analytical strategy for predicting the equilibrium structure and thermodynamics of complex fluids. Specifically, we implement a version of this approach to predict how screened electrostatic repulsions, solute-mediated depletion attractions, or ramp-shaped repulsions modify the radial distribution function and the potential energy of reference hard-sphere fluids, and we compare the predictions to exact results from molecular simulations.

I. INTRODUCTION

Effective interactions between suspended colloids or nanoparticles can be experimentally tuned (e.g., by changing the properties of the solvent, through physical or chemical modification of the particles, or via external fields) so that macroscopic properties of the corresponding complex fluids can be engineered from the “bottom up.” Statistical mechanics provides a formal quantitative framework that links the relevant microscopic and macroscopic properties, in principle allowing for computational inverse design of interparticle interactions to achieve desired material characteristics (e.g., specific structural features or other targeted properties via structure-property relations).

In practice, successful inverse design strategies rely upon on accurate means for solving a forward version of the problem at hand. Molecular simulations or sophisticated integral equation theories—otherwise well suited for the forward calculation of equilibrium behavior from microscopic interactions—currently require computational resources that are prohibitive for use in most optimization strategies. Simple analytic liquid-state theories are a potentially attractive alternative, but they are unfortunately limited in terms of the types of pair potentials that they can accurately treat. In this Communication, we explore whether fine discretization (i.e., terracing) of the pair interaction can allow one to use analytical theories in a new way to predict the behaviors of a broader range of model complex fluids, rendering these analytical methods more powerful as tools for materials design.

Our proposed strategy comprises three parts: (1) fine discretization of a short-range, continuous pair potential into a terraced representation, (2) application of an approximate, analytical liquid-state theory capable of accurately predicting the finely sawtoothed radial distribution function (RDF) of the terraced model, and (3) smoothing of the sawtoothed RDF to recover a continuous prediction for the pair correlation function of the fluid with the original potential.

To test the performance of this discretization-and-smoothing based approach, we compare its predictions to exact (within numerical precision) results from molecular simulations. Specifically, we study the accuracy of its predictions for how short-range screened electrostatic (Yukawa) repulsions, solute-induced depletion (Asakura-Oosawa) attractions, or ramp-shaped repulsions modify the equilibrium structure and thermodynamics of a hard-sphere fluid.

II. METHODS

A. Discretization Strategy

We consider isotropic, pairwise interparticle interactions \( \varphi(r) \) that consist of a hard-core exclusion for separations less than a particle diameter \( r < \sigma \) plus a continuous, short-range contribution \( \phi(r) \) that decays to zero by a cut-off \( r_c \),

\[
\varphi(r) = \begin{cases} 
\infty & r < \sigma \\
\phi(r) & \sigma \leq r < r_c \\
0 & r \geq r_c 
\end{cases}.
\]

We discretize the continuous potential into a terraced representation of \( M \) steps, each with a constant energy

\[
\varepsilon_i = (\lambda_i - \lambda_{i-1})^{-1} \int_{\lambda_{i-1}}^{\lambda_i} \phi(r) \, dr,
\]

where \( \lambda_i \) is the outer boundary of step \( i \) (see Figure 1b). The values of \( \varepsilon_i \) and \( \lambda_i \) are determined simultaneously, beginning from \( r_c \) and working inward, such that the difference in energies between neighboring steps, \( \Delta \varepsilon_i = \varepsilon_{i+1} - \varepsilon_i \), is smaller in magnitude than a specified threshold \( \Delta \varepsilon_{\text{max}} \). In this work, we set \( \beta \Delta \varepsilon_{\text{max}} = 0.05 \), where \( \beta = (k_B T)^{-1} \), \( k_B \) is the Boltzmann constant and \( T \) is temperature.

Terraced potentials produce sawtoothed shaped RDFs, \( g_{ST}(r) \), which we compute here via an extension of the simple exponential first-order mean spherical approximation (SEXP-FMSA) proposed by Hlushak, et al. for...
The quantity $g_{\text{pot}}$ with a cut-off particular approximation is capable of treating terraced potentials with a cut-off $r_c \leq 2\sigma$, a constraint that might be relaxed in future implementations by choosing a different analytical theory for this step.

To arrive at a continuous prediction for the pair correlations of the fluid with the original potential, we smooth out the “teeth” in $g_{\text{ST}}(r)$ by adding a correction $\Delta g(r)$,

$$
g(r) \equiv g_{\text{ST}}(r) + \Delta g(r),
$$

which is a piecewise sequence of linear functions:

$$
\Delta g(r) \equiv \left[ g_i^{\text{avg}} - g_{\text{ST}}(\lambda^-_i) \right] \left( \frac{r - \lambda^-_{i-1}}{\lambda_i - \lambda^-_{i-1}} \right) + \left[ g_i^{\text{avg}} - g_{\text{ST}}(\lambda^+_i) \right] \left( 1 - \frac{r - \lambda^-_{i-1}}{\lambda_i - \lambda^-_{i-1}} \right)
$$

for $\lambda_{i-1} < r < \lambda_i$, (5)

with $g_i^{\text{avg}} = \left[ g_{\text{ST}}(\lambda^-_i) + g_{\text{ST}}(\lambda^+_i) \right] / 2$.

**B. Model Pair Interactions**

As alluded to above, we consider three forms for $\phi(r)$ in Eq. [2] screened electrostatic (Yukawa)\textsuperscript{14–16} repulsions, solute-induced depletion (Asakura-Oosawa)\textsuperscript{17,18} attractions, or ramp-shaped\textsuperscript{19–21} repulsions.

a. **Screened electrostatic repulsions.** The repulsive Yukawa potential can be expressed as

$$
\phi_Y(x) = \gamma x^{-1} \exp \left[ -\kappa (x - 1) \right],
$$

where $x = r/\sigma$, $\gamma > 0$ is the energy at contact (effective Yukawa charge), and $\kappa^{-1}$ is the screening length. To avoid discontinuities, we adopt a form that is cut at $x_c = 2$ and shifted

$$
\phi(x) = \phi_Y(x) - \phi_Y(x_c).
$$

b. **Depletion attractions.** The Asakura-Oosawa (AO) model for non-interacting, solute-induced depletion attractions can be expressed

$$
\beta \phi(x) = -\frac{\eta_p}{(1 - x_c)^{3/2}} \left[ 1 + \frac{3}{x_c} + \frac{1}{2} \left( \frac{x}{x_c} \right)^3 \right]
$$

for $1 \leq x < x_c$ and $x_c = (1 + q)$. Here, $q$ is the implicit solute to explicit particle diameter ratio, and $\eta_p$ is the packing fraction of implicit solute particles.

c. **Ramp-shaped repulsions.** In its simplest form, the hard-core plus repulsive ramp potential is:

$$
\phi(x) = U_1 \left[ 1 - \left( \frac{x}{x_c} \right) \right]
$$

for $1 \leq x < x_c$. Here, $U_1$ is the characteristic energy scale of the ramp, and we choose $x_c = 2$.

**C. Molecular Simulations**

We test the discretization-and-smoothing strategy by comparing its smoothed RDF and potential energy

![FIG. 1. Schematic of potential terracing and RDF smoothing. (a) The continuous potential of interest $\beta \varphi(r)$ (blue, solid) and the corresponding terraced version (red, dashed) are shown, with parameters $\varepsilon_i$ and $\lambda_i$ determined from Eq. [2] as described in the text. (b) The sawtoothed RDF $g_{\text{ST}}(r)$ (red, dashed) associated with the terraced potential is computed using Eq. [3]. It is smoothed using Eqs. [4] and [5] to arrive at a continuous prediction (blue, solid) for the RDF of the fluid with the original potential.](image)
predictions with exact results from canonical-ensemble Monte Carlo molecular simulations. We initialized the Monte Carlo simulations with either $N = 2744$ particles (for systems with Yukawa repulsions) or $N = 1000$ particles (for systems with AO depletion attractions or ramp-shaped repulsions) in disordered configurations within a cubic simulation box, using periodic boundary conditions. After an initial equilibration period at the temperature of interest, we collected properties over a period of $10^6$ Monte Carlo cycles.
III. COMPARISON OF ANALYTICAL PREDICTIONS TO SIMULATION RESULTS

To assess the performance of our proposed theoretical strategy, we investigate its ability to predict static structure (quantified by the RDF) and internal energy for the three model systems discussed above. The predicted RDFs of Eq. 4 and those computed from simulations for a range of packing fractions ($\eta = 0.25 - 0.45$) and potential interaction strengths are presented in Figure 2. Broadly speaking, the predictions capture the simulated pair correlations of the three systems, despite the fact that each represent significant—and qualitatively different—departures from the structure of the hard-sphere fluid. The theoretical strategy predicts the most accurate structures for higher packing fractions and weaker interactions. The only qualitative failing appears in the strongly interacting repulsive-ramp fluid at low density, where the contact value of the RDF is significantly underpredicted.

Potential energies from predicted by our strategy and those computed from simulations as functions of interaction strength and packing fraction are presented in Figure 3. In general, the trends track what might be expected from the RDFs shown in Figure 2: very good agreement at high packing fractions, except at the highest potential interaction strengths, and also good agreement for low interaction strengths at all packing fractions (especially for the fluid with AO depletion attractions). The largest quantitative deviations of the theoretical predictions from the simulations occur for repulsive Yukawa fluid and the repulsive ramp model for strong energies of interaction in the packing fraction range ($\eta < 0.25$).

IV. CONCLUSION

In summary, the analytical, discretization-based approach we introduce here can predict the thermodynamic and structural consequences of some of the diverse types of short-range interactions that naturally emerge in dense, complex fluids (e.g., suspended colloids). Since good predictive strategies can provide guidance on how best to tune these systems to achieve desired changes in macroscopic properties, this approach represents a promising new strategy for using analytical liquid-state theories as tools for materials design.
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