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Abstract The extraction of a scene graph with objects as nodes and mutual relationships as edges is the basis for a deep understanding of image content. Despite recent advances, such as message passing and joint classification, the detection of visual relationships remains a challenging task due to sub-optimal exploration of the mutual interaction among the visual objects. In this work, we propose a novel transformer formulation for scene graph generation and relation prediction. We leverage the encoder-decoder architecture of the transformer for rich feature embedding of nodes and edges. Specifically, we model the node-to-node interaction with the self-attention of the transformer encoder and the edge-to-node interaction with the cross-attention of the transformer decoder. Further, we introduce a novel positional embedding suitable to handle edges in the decoder. Finally, our relation prediction module classifies the directed relation from the learned node and edge embedding. We name this architecture as Relation Transformer Network (RTN). On the Visual Genome and GQA dataset, we have achieved an overall mean of 4.85% and 3.1% point improvement in comparison with state-of-the-art methods. Our experiments show that Relation Transformer can efficiently model context across various datasets with small, medium, and large-scale relation classification.
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1 Introduction

A scene graph is a graphical representation of an image consisting of multiple entities and their relationships, expressed in a triplet format like (subject, predicate, object). Objects in the scene become nodes, undirected interactions between nodes are represented by edges and a directed edge is called a relationship or predicate. E.g. in Fig. 1, ‘Eye’, ‘Hair’, ‘Head’, and ‘Man’ are object or node labels and their mutual relationships are described by the predicates ‘has’ and ‘on’. An extracted scene graph can be used in many downstream applications like visual question answering [8, 11, 16], image retrieval [33], and image captioning [46].

A scene graph generation (SGG) task is executed in two steps: first, objects present in the image are detected, and second, the most suitable predicates are determined for selected object pairs. Current object detection approaches have achieved outstanding performance in spatially locating objects in an image. In contrast, performance on relation prediction is still quite limited. Several recent works have tried to explore SGG from different perspectives. Context information is exchanged either globally [51] or across neighborhoods [15, 17, 28, 54] introduced a variant of contrastive loss for a better representation of similar types of relations and some contemporary work [22] improved message passing with direction and priority sensitive loss. [15] addresses specifically the biases in different datasets. Interactions among objects and their corresponding edges through contextual attention for SGG, the topic of this paper, is still under-explored. This paper proposes a
novel transformer-based formulation for the SGG task, namely Relation Transformer network (RTN). In the following, we rationalize the self-attention and cross-attention of the proposed RTN in context of SGG task.

First, it is crucial to understand the role of each object in an image and how object labels are related and influenced by others in the context of the whole image. For example, in Fig. 1, the presence of node labels like ‘Eye’, ‘Hair’, ‘Nose’, ‘Ear’ indicate that these together describe a face and indicate the presence of a node with label ‘Face’ or ‘Head’ in their surroundings. Additionally, the node label ‘Shirt’ implies that this is a face or head of a ‘Human’ and not an animal. The spatio-semantic co-occurrence of labels along with the contextualization of nodes are both important for predicting pairwise relations and node labels. To obtain “context aware nodes”, we have modeled interactions among nodes using self-attention of the transformer [39], which in this case is a node-to-node (N2N) attention propagation.

Second, a subsequent challenge is to predict the exact relationship between two objects. In this paper, we assume that node labels and edge labels are mutually dependent and predicted by scene context. For example, in Figure 1, the probabilities for edges between the node ‘Man’ and its body parts like ‘Head’, ‘Eye’ and ‘Nose’ should be similar because of the spatio-semantic similarity. Thus context propagation from nodes to edges directly influences the classification of their directed relations \((\text{Man}, \text{has}, \text{Head}), (\text{Head}, \text{of}, \text{Man})\). Although a directed edge label is mainly dependent on its two associated nodes, i.e., subject and object, we argue that attention from all other nodes to an edge helps to leverage all mutually correlated relations and guides towards identifying most consistent relationship in the global scene context. This edge to nodes interaction is modeled using the cross-attention of the transformer decoder, which we refer to as E2N attention.

In addition, we introduce a novel positional encoding that preserves the local context of the edge. Finally, a directed relation prediction module (RPM) \(3.4\) is used to classify the relation that takes advantage of the context-rich nodes and edges. To summarize our contributions:

1. We formulate the SGG task as a feature learning on a graph leveraging transformer architecture to model object-to-object and object-to-relation interaction. First, we extract object-to-object interaction via the self-attention (N2N attention) of the transformer encoder.
2. Next, we use this rich node representation to capture object-to-relation interaction via the transformer decoder’s cross-attention (E2N attention). We introduce a novel positional encoding for the edges in the transformer decoder to accumulate a global scene environment while preserving local context.
3. We employ an efficient directional relation prediction module to accumulate the learned node and edge representation from the transformer and classify the desired directed relation.
4. We perform extensive experiments in multiple datasets to show our proposed RTN’s generalizability and efficacy. We achieve an overall mean of 4.85% and 3.2% improvement on the challenging Visual Genome and GQA dataset over the state-of-the-art models.

2 Related Work

Scene Understanding with Language Prior: Scene understanding evolved through many phases throughout recent years. Initially, researchers tried to localize
objects or regions in an image, based on a given caption or text reference [12, 23, 24, 30]. These approaches mostly matched the referenced text to the matching part of the image. [14] introduced scene graphs for image retrieval, and [24], proposed visual relationship detection with language priors, and introduced an associated dataset named VRD. [9] derived a knowledge graph model from the training data labels and achieved generalization to new triples by knowledge graph factorization approaches. Several works focused on combining the visual and other semantic features of the subject, object, and predicates [24, 28, 41, 52, 54] and enriched the features with a variant of triplet loss, pooling, and multi-modal representations [34].

**Context in Scene Graph:** Contextual information has been shown to be helpful for object detection [23], visual question answering [11], and scene understanding [27]. Recent advancements in the attention approach provided an efficient way to model complex interactions of entities in NLP networks [39], and convolution networks [12]. Various recent relationship detection networks have tried to incorporate context with attention or transformer [22, 13, 17, 50] or without attention [10, 31, 45, 51]. Although our work is also based on attentional context, it differs as it introduces the novel N2N and E2N attention. Furthermore, like [51], we do not only consider interactions between mutually co-occurrence objects, but we also analyze how the presence of objects or predicates jointly influences each other.

**Transformers in Vision:** After the release of the transformer [39], it became one of the most popular approaches for various vision [4, 17] or vision language tasks from natural language processing [20]. In Vision-Language pretraining tasks, BERT-style architectures [7] became a default choice, due to their ability to process sequential and also non-sequential data and, in almost all cases, it improved upon the state of the art results. In [25], a two-stream network for joint vision-language modalities has been used to obtain an enhanced representation for tasks like visual question answering and image captioning. [20] uses a combination of sentences and image patches jointly for pretraining and achieved a state of the result on GQA [13] or tasks like Masked Object Classification (MOC), Visual Linguistic Matching (VLM). Recently, [4] proposed a simple end-to-end object-detection framework; similar to our work, it uses a transformer encoder-decoder architecture. This recent surge of interest shows the importance and efficacy of the transformer and BERT-style architectures. In comparison to similar approaches, the Relation Transformer in this paper gives superior performance and interpretable results; at the same time, it has a transparent modular architecture. An earlier study of our method can be found at [18].

### 3 Method

We frame the SGG task as a multi-hop attention-based context-propagation problem among nodes, edges, and their joint classification in a directed graph. This task is decomposed into four sub-tasks, (1) Object detection to get nodes (object bounding boxes) and their edges (union of object bounding boxes) [in Sec. 3.2], (2) Modeling of interactions between the nodes [in Sec. 3.3.1], (3) Accumulation of necessary context from all nodes for an edge [in Sec. 3.3.3], and (4) Classification of directed relations between the objects from the extracted context information. In the next sub-sections, we will describe these sub-tasks along with a brief introduction of the attention mechanism of the transformer. An overview of the proposed Relation Transformer architecture is shown in Fig. 2 with nodes and edges derived from a representative image.

#### 3.1 Problem Decomposition

A scene graph $G$ consists of a set of nodes $N = \{n_i\}$, that represent the objects in an image and a set of labeled directed edges $R \subset N \times R \times N$, where $R$ is the set the relation types. For each node $n_i$, $b_i \in \mathbb{R}^d$ denotes the bounding box coordinates and $o_i$ denotes the class label. We denote $I$ as the image and $B$ as the set of bounding boxes, and $O$ as the set of object class labels. With the help of this notation, a generative model for the graph is $Pr(B|I) Pr(O|B, I) Pr(R|O, B, I)$. $Pr(B|I)$ is inferred by our object detection module. From the objects and bounding boxes we construct an undirected object interaction graph [Fig. 2] with all the detected objects as a nodes $\{n_i\}$ and possible node-pairs with edges $\{e_{ij}\}$. Such an undirected edge is a candidate directed relation without immediate knowledge of the direction (subject to object) and interaction label (predicate). For the sake of this paper, we assume that, if $e_{ij}$ exists, there is a unique relation type. We propose to estimate $Pr(O|B, I)$ by the N2N module, where other labels can influence the presence of one object label. Subsequently, to model the relationships $Pr(R|O, B, I)$, we first process the candidate undirected edges $\{e_{ij}\}$ between $n_i$ and $n_j$ using the E2N module and learn an object interaction graph. Then the RPM predicts edge direction and relation type $r_{i \rightarrow j}$. 
3.2 Object Detection

We have used Faster-RCNN [32] with a VGG-16 [35] backbone for object detection. For a node $n_i$, we obtain the spatial embedding bounding box coordinates $b_i \in \mathbb{R}^4$, a visual feature vector of a region of interest $v_i \in \mathbb{R}^{4096}$ from the feature map $I_{feature}$ obtained from top layer of VGG-16. Also, we get initial class probabilities $o_i^{\text{init}} \in \mathbb{R}^C$ where $C$ is the number of classes. To exploit the semantic information of the predicted class label ($o_i^{\text{init}}$), we multiply it with the GloVe embedding [29] of all classes to obtain the semantic features $s_i$. This enforces hard attention of detected class probabilities across the word embedding feature space.

3.3 Context Propagation via Transformer

The core concept of our approach is the efficient attention-based context propagation across all nodes and edges using an encoder-decoder architecture implemented as transformers [39]. The transformer architecture uses self-attention mechanisms for mapping of the global dependencies. One defines attention as the matrix

$$\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V.$$  \hspace{1cm} (1) where query (Q), keys (K), and value (V) are obtained through three learnable layers, and $d_k$ is a scaling factor. The output is computed as a weighted sum of the values, where the weight is computed by multiplying a query matrix with its corresponding key.

In our transformer architecture, we reason two different attention schemes based on our observation as discussed in the Sec. 1. We incorporate self-attention module in the encoder of our transformer that serves as a N2N attention. However, to model the optimal contextualization from all nodes to edges, we employ E2N attention as the cross-attention in the decoder of our transformer. To exploit both global and local context propagation in the E2N attention, we introduce appropriate changes in the positional encoding of the decoder.

3.3.1 Encoder N2N Attention

Contextualization of objects by exploring its surroundings not only enhances object detection [23], but also encodes more discriminate features for relation classification. For this purpose, we make a permutation invariant sequential ordering of the nodes and pass this node sequence to the transformer encoder. The initial node feature vector ($f_i^{\text{in}}$) for the $i^{th}$ node is obtained by

![Figure 2](image-url) An overview of the proposed Relation Transformer architecture. The network consists of four stages: a) Extraction of initial node (colored circle) and edge (dotted line) features using a region proposal network (RPN) of an object detector, b) Creation of context-rich node embeddings using N2N attention from initial node embeddings, c) Creation of edge embedding by accumulating context from nodes through E2N attention and proposed edge position embedding, d) direction aware classification of the relation using (subject, edge, objects) triplet embedding. Best viewed in color.
applying a linear projection layer \(W_{node}\) on its concatenated features as

\[
f_i^m = W_{node}([v_i; s_i; b_i])
\]

Additionally for \(i^{th}\) node, we added a positional feature vector \(\text{pos}(n_i)\) with its initial feature \(f_i^m\). It takes the categorical position of \(i^{th}\) node in a linear ordering of all nodes, and covert it into a continuous sinusoidal vector as described in [30].

\[
f_i^{\text{final}} = \text{encoder}(f_i^m + \text{pos}(n_i))
\]

\[
\alpha_i^{\text{final}} = \text{argmax}(W_{\text{classifier}}(f_i^{\text{final}})).
\]

where encoder is a stack of multi-head attention layers as shown in Figure 2. After the contextualization of the nodes by the encoder, we obtain final node features \(f_i^{\text{final}}\). This semantically enriched node feature is subsequently used for two purposes. First, it is passed through a linear object classifier \(W_{\text{classifier}}\) to get accurate final object class \((\alpha_i^{\text{final}} \in C)\) probability as described in Eq. 4 and, second, the \(f_i^{\text{final}}\) is passed to the decoder cross-attention (E2N attention) for edge context propagation.

### 3.3.2 Decoder Edge Positional Encoding

We feed the edges of the undirected object interaction graph to the transformer decoder along with its positional embedding, which we refer to as Edge Queries. Since there is no explicit ordering among edges we proposed a novel positional embedding for edge from both of its node position. The new positional encoding vector \((\text{pos}_{e_{ij}} \in \mathbb{R}^{2048})\) for edges \((e_{ij})\), encodes the position of both the source nodes in an interleaved manner. One of these nodes will play the roles of either subject or object. Since our edge is undirected, we hypothesize that our proposed edge positional embedding will be helpful for the network to distinguish the source nodes (subject or object) out of all distinct nodes. The goal is to accumulate the necessary global context (all distinct object instances) without losing its focus on the local context (subject or object nodes). We define,

\[
\text{pos}_{e_{ij}}(k, k+1) = \left[ \sin \left( \frac{p_i}{m \pi} \right), \cos \left( \frac{p_i}{m \pi} \right) \right]
\]

\[
\text{pos}_{e_{ij}}(k+2, k+3) = \left[ \sin \left( \frac{p_j}{m \pi} \right), \cos \left( \frac{p_j}{m \pi} \right) \right].
\]

Eq. 5 describes positional encoding for an edge, where \(p_i\) and \(p_j\) are the positions of the nodes \(n_i\) and \(n_j\), \(m\) is maximum number of sequence of nodes, \(d = 2048\), and \(k\) denotes the \(k^{th}\) position in the positional encoding features vector.

### 3.3.3 Decoder E2N Attention

For an edge \(e_{ij}\) of the Edge Queries, (between nodes \(n_i\) and \(n_j\)), its bounding box location \((b_{ij} \in \mathbb{R}^4)\) and initial visual features \(v_{ij} \in \mathbb{R}^{4096}\) are derived from the union of the bounding boxes of both nodes as shown in Figure 2. We concatenate the GloVe vector embedding from both of its node labels \(s_{ij}\) with the previously obtained box and visual features for the semantic enrichment of the edge. Subsequently, a linear projection layer \(W_{edge}\) is used to obtain the initial edge feature vector \((f_{ij}^m)\) or the Edge Queries as

\[
f_{ij}^m = W_{edge}([v_{ij}; s_{ij}; b_{ij}]).
\]

We argue that a well contextualized edge is needed for complex global scene representation and this can only be achieved if the edge exploits a larger scene context. In traditional transformer decoder, a masked attention is used, limiting the edges attention only to a part of the sequence. The accumulation of global context for an edge requires a unique mechanism so it can preserve its local dependency while exploring global context.

Empirically we found that applying self-attention between edges does not help, as necessary context can be accumulated using N2N and E2N attention. See also Table 3. Hence, we have removed the edge-to-edge self-attention in our decoder. At first, E2N cross-attention has been applied from an edge to all the nodes. Finally, we get the contextual edge features \((f_{ij}^{\text{final}} \in \mathbb{R}^{2048})\) as,

\[
f_{ij}^{\text{final}} = \text{decoder}(f_{ij}^m + \text{pos}_{e_{ij}}, f_i^{\text{final}}, \ldots, f_{i=1..N}^{\text{final}}).
\]

where decoder is a stack of multi-head attention with our proposed E2N attention, positional encoding.

### 3.4 Directed Relation Prediction Module (RPM)

Relation is a directional property, i.e., subject and object cannot be exchanged. After obtaining the context rich node and edge embeddings, an initial directed relational embedding \((\text{rel}_{ij}^{m_{\rightarrow j}} \in \mathbb{R}^{2048 \times 3+512})\) has been created as

\[
\text{rel}_{ij}^{m_{\rightarrow j}} = [f_{ij}^{m_{\rightarrow j}}, f_i^{\text{final}}, f_{ij}^{\text{final}}; \text{GAP}(I_{\text{feature}})].
\]

where \(\text{GAP}(I_{\text{feature}}) \in \mathbb{R}^{512}\) is the global average pool of the image feature obtained from object detector. As a next step, \(\text{rel}_{ij}^{m_{\rightarrow j}}\) is passed through a sequential block of neural networks, which we call directed relation prediction module or RPM. RPM takes \((\text{rel}_{ij}^{m_{\rightarrow j}})\) as input and the result is normalized with layer norm \([2]\) followed by two blocks of linear layers and Leaky ReLU \([44]\) non-linearity for the predicate classification as described in
We postulate that a larger embedding space (RPM), with normalized embeddings from nodes and edges, will effectively combine the necessary context, and
\[
\text{rel}_{i \rightarrow j}^{\text{final}} = \text{RPM}(\text{rel}_{i \rightarrow j}^{\text{in}}).
\]

Finally, we get the \text{softmax} distribution over all \( p \) predicate categories from the final relation vector \( \text{rel}_{i \rightarrow j}^{\text{final}} \in \mathbb{R}^{2048} \) through a linear layer \( (W_p) \). Note that \( p \) is the number of relation present in the dataset. We have also added the frequency baseline \( (fq) \) from \[51\] to model the dataset bias and obtain as
\[
Pr(r_{i \rightarrow j}|I) = \text{softmax}(W_p\text{rel}_{i \rightarrow j}^{\text{final}}) +fq(i,j).
\]

The \( Pr(r_{i \rightarrow j}|I) \) denotes the final relationship distribution among \( n_i \) and \( n_j \) for a given image \( I \).

4 Experiments

This section will describe the dataset and explain implementation details of our network pipeline and spatial embedding implementation.\[1\]

4.1 Datasets

We have used three most commonly used scene graph dataset, i.e., Visual Genome \[19\], GQA \[13\] and VRD \[24\], for our experimental evaluation.

**Visual Genome (VG)** is one of the most challenging datasets for scene graph detection and generation for real world images. The original dataset consists of 108,077 images with annotated object bounding boxes, class, and binary relations among the objects. The annotations are quite noisy: e.g., multiple bounding boxes are provided for a single object. To alleviate this problem, Lu et al. \[45\] proposed a refined version of the dataset, which consists of the most frequently occurring 150 objects and 50 relationships. To have a fair comparison with most of the present state of art model \[10\] \[28\] \[51\] \[53\] \[54\] we have used this refined dataset. Also, our train (55K), validation (5K), and test (26K) split are the same as per the dataset.

**GQA** is one of the largest and diverse scene graph datasets consisting of 1704 classes and 311 relationship labels as proposed in \[13\]. It uses the same images from Visual Genome \[19\] with more clean (e.g., more accurate spatial location) and normalizes class and relationship distribution. GQA is more challenging than other datasets as each image is annotated with a dense scene graph and a large number of relations. We have used K-fold data for training and report our result on “val” set mentioned in GQA. We omitted the classwise frequency distribution \[51\] for GQA for two reasons, first GQA is more normalized than VG, and second due to a large number of classes and relationships present in GQA incurred a large memory overhead.

**VRD** contains 4000 training and 1000 test images with 100 objects and 70 predicate categories. We evaluate our model with the same COCO pretrained backbone as used in \[54\]. The evaluation metric is the same as \[24\] that report R@50 and R@100 metric for relationship, phrase, and predicate detection.

4.2 Implementation Details

We have implemented our model in PyTorch and trained it in a single Nvidia RTX 3900 GPU. We have trained the network for 20 epochs; it took approximately two days to train. The input to our model is an image with a size of 592 \times 592 pixels, as in \[51\]. As mentioned before, the encoder and the decoder modules accept input features of size 2048. We have used 3 encoder layers, 2 decoder layers and 12 attention heads for our network. Our model is optimized by SGD with momentum. A learning rate of \(10^{-3}\) and batch size of 16 has been used. We have used cross-entropy loss for both of our object and relation classification loss.\[7\] In training, we used one foreground edge (contain at least one ground truth relation) for 4 background edges (without any relation), and randomly flip some images as part of data augmentation. We have followed the same evaluation as in current benchmarks \[54\] and computed scene graph classification (SGCLS) and predicate classification (PREDCLS).

For scene graph detection (SGDET), we have taken the top 64 object label proposals from the object detector for each image after performing the non-maximal suppression (NMS) with intersection over union (IoU) of 0.3, as similar to \[51\]. To reduce computational load in relation classification, we have only considered those pairs of nodes whose bounding boxes are overlapping.

To have a fair comparison on evaluating on visual genome, we have used Faster-RCNN \[32\] with VGG16 \[35\] backbone pretrained on visual genome dataset as per \[51\] \[57\]. We have trained Mask-RCNN \[9\] on GQA for the backbone object detector as per \[37\].

\[1\] Code is available at [https://github.com/rajatkoner08/prtn](https://github.com/rajatkoner08/prtn)

\[2\] List of all hyper-parameters are given in the supplementary material.
Table 1. Comparison of our model with state-of-the-art methods tested on Visual Genome [19]. We have computed mean performance, as some of the works did not provide all scores. Evaluation with ‘Graph constraint’ allows only one relation between an object pair, and “No Graph constraint” allows multiple relations between an object pair.

Table 2. Comparison of our model on the GQA dataset for predicate and scene graph classification. Mask-RCNN [9] is used as backbone object detector fine tuned in GQA.

Table 3. Comparison on the mean-Recall@100 metric between various methods across all the 50 and 311 relationship categories for VG and GQA correspondingly.

Table 4. Comparison of our model on the VRD dataset for relation detection and Phrase Detection. * uses the same detector pretrained on COCO.

5 Results and Discussion

5.1 Quantitative Results

For VG dataset, Table 1 shows the performance of our method in comparison with other methods. It clearly demonstrates that our novel context propagation for both objects and edges significantly improves most of the performance metrics. Note that in training, we only used simple cross-entropy loss in contrast to the recent literature, such as, contrastive or triplet loss (ReIDN [54], VRU [53]) and Node-Priority-Sensitive (NPS) loss ([22]). As shown under ‘No graph constraint’ accuracy of 99.1% R@100 in PREDCLS indicates, our model is superior than the competing models in learning the most likely relations. One of the key observations we made from Table 1 is that our approach significantly improves on the R@20 metric, compared to previous state of the art RelDN [54] with maximum improvement of 7.7% on SGCLS. Our model achieves slightly lower score than our contemporary [22] work on R@50
and R@100 for PREDCLS. We suspect that the frequency softening method by [22] better captures the data imbalance and long tailed distribution of relationship, than ours in those cases. However, in this study we are not focusing on loss function instead of looking deep into context propagation. And hence, we leave the class imbalance study for future work.

Table 2 shows the performance of RTN on GQA dataset. Here RTN outperforms all competitive models by mean 3.1%. Compare to VG, GQA contains six times more relationship classes and three times more dense scene graph annotation. Thus GQA is more challenging for efficient propagation of context that depicts the full scene. As GQA has more normalized relationship distribution, class wise frequency bias is nonessential. Our proposed transformer based multi-hop context propagation is particularly well suited for extracting important context of a given edge query out of large number of nodes and edges. Hence, performance on GQA shows our RTN is superior over the state-of-the-art methods. Especially performance on “PREDCLS” depicts the effectiveness of our model on utilizing proper context information in the presence of large number of nodes or edges or in a dense scene graph.

In order to gain deeper insight on class imbalance, we computed mean-recall that takes the mean across all the relationship classes. Table 3 shows the performance of our model with other competing methods for the mean recall. Our RTN performs better than most of them in “SGCLS” and “PREDCLS”. However, the performance on “PREDCLS” R@100 in VG dataset is marginally lower compared to [22] because of the class imbalance. Since GQA is more normalized than VG, thus it has less prominent class imbalance problem. We have achieved state of the art result on mean recall across all metrics on GQA.

Table 3 shows the performance of our network on the VRD dataset; for a fair comparison, we have used the same object detector as in [54]. Here also, we have performed better than or on par with other state-of-the-art models on relations classification. Transformer based architectures are reported to require a large number of training data, but despite of relatively small sample size of VRD, our node and edge based context propagation helps RTN for an efficient accumulation of scene context.

5.2 Qualitative Results

Figure 3 shows a positive example with N2N and E2N attention. Here N2N attention shows how the presence of an object influence other like boy-door, child-umbrella etc. E2N attention heat map shows the importance of surrounding nodes for a particular edge (e.g child, boy play an important role in most of relation as they are same semantic object ). More positive and negative examples can be found in the supplementary section.

Additionally, an analysis of the errors of the Relation Transformer network provides insight into what the network has learned. For example, ‘on’ is the most mispredicted relation in our evaluation settings for Visual Genome. The relationship ‘on’ is falsely predicted as ‘of’ for 56.9% out of total false predictions among all relationships. Interestingly, for most of the examples like ‘Face, of, Woman’ is more appropriate than ‘Face, on, Woman’, indicating that the network is not necessarily failing to predict correctly, rather it is predicting more suitable or semantically similar relationships. A probable reason for these false predictions is the significant bias in the training dataset.

5.3 Ablation Study

In the following, we present the results of three ablation experiments in order to demonstrate the efficacy of our proposed modules and the selection of hyper-parameters on VG dataset.

5.3.1 Encoder-Decoder Layers and RPM

First, we compare the performance of the N2N and E2N modules for varying number of layers in combination with the RPM. The results are presented in the following Table 5. We make the following observations.

Table 5. Ablation study of our proposed N2N, E2N and relation prediction module on Visual Genome for PREDCLS.

1. All nodes need to be contextualized well enough, in order to propagate context for edges. This is demonstrated in rows 4 and 5 of Table 5. Adding more edge context layers without adequate object context propagation limits the performance. Thus, it shows the importance of contextualized objects.
2. After objects are properly contextualized, adding the optimal number of edge-context modules on top of object-context modules increases the performance. Jointly it shows the importance of both modules (rows 4 and 5).

3. If we use a large number ($\geq 3$) of E2N and N2N layers, then the performance decreases. One of the possible reasons is that, as the network size grows, it becomes hard to optimize the network (row 7).

4. Directed RPM facilitates the forming of the necessary embedding space after completion of optimal contextualization of nodes and edges. If we replace the RPM module with a simple linear layer without any normalization, it hurts the performance (row 6).

From these observations, we can clearly infer that all three modules have significantly contributed to relationship classification.

5.3.2 Decoder E2N Attention and Positional Encoding

Next, we present necessary ablation experiments in support of the benefits of the proposed changes in the decoder architecture as discussed in Section 1. We have conducted three experiments to understand the impact of these changes as presented in Table 6. We make the following observations.

| Model | R@  | PRDCLS |
|-------|-----|--------|
|       | 20  | 50     | 100   |
| with [39]’s decoder | 66.5 | 67.1   | 67.1   |
| with only E2N attention | 67.6 | 68.0   | 68.0   |
| with only E2N attention + proposed PE (RTN) | 68.3 | 68.7   | 68.7   |

Table 6. Ablation study of our proposed changes in original transformer decoder [39], like changes in positional encoding, removal of decoder-decoder attention on Visual Genome dataset.

1. With [39]’s decoder: shows the network performance without any modification from [39]’s transformer decoder. In this setting, at first, the decoder applies attention across all edges (decoder self-attention), afterward, from edge to all nodes (decoder-encoder cross attention or ours E2N attention). However, for SGG task, primary context of an edge should come from the immediate and neighboring nodes (E2N attention). Hence, self-attention before cross-attention, as in [39]’s decoder, hinders node to edge context propagation and limits performance.

2. With only E2N attention: shows our network performance with only E2N attention (without self-attention in the decoder) and position-wise feed-forward network. Here we didn’t change the positional encoding for the decoder. Removing the self-attention in decoder, improves the performance. One possible reason for this could be easy accumulation of necessary context from the nodes needed for inferring relation of the image.

3. With only E2N attention + proposed PE (RTN): shows our Relation Transformer model. Here we have applied our proposed positional encoding, and the results show that the preservation of the source node identity of an edge helps the network efficiently accumulate the global context without losing the local context.

Our experiment shows that our design changes in the original transformer architecture are effective and helpful for relation classification.

5.3.3 Transformer and RPM Feature Space

Finally, we report results on ablation studies to analyze the impact of feature embeddings in transformer inputs i.e., semantics or GloVE and spatial embedding. Additionally, we perform ablation on the RPM feature space i.e., global average pooling and frequency bias. Both the ablation studies are presented in Table 7. We make the following observations.
| Model                      | PRDCLS |
|----------------------------|--------|
|                           | 20     | 50    | 100   |
| without word embedding    | 67.7   | 68.1  | 68.1  |
| without spatial embedding | 68.2   | 68.6  | 68.6  |
| without Global Avg Pool   | 68.0   | 68.4  | 68.4  |
| without Freq Bias         | 66.7   | 67.0  | 67.0  |
| with every features       | 68.3   | 68.7  | 68.7  |

Table 7. Ablation study of our proposed changes in original transformer decoder [39], like changes in positional encoding, removal of decoder-decoder attention on Visual Genome dataset.

1. Without word embedding, we see a decrease in recall. We attribute this to the fact that word embedding provides additional semantic cues based on the correlated object classes, which is helpful for the SGG task.

2. Without spatial embedding of the bounding box coordinates, the performance suffers, but the drop is marginal. For an accurately known global context of an object, spatial embedding provides primarily redundant information. However, when the object detector does not accurately localize the object, spatial embedding can provide additional information to compensate for it.

3. Without Global Avg Pool, we also observe a performance drop. We suspect a lack of sufficient global image information behind the decrease in recall. With Global Avg Pool, it is easier for the network to aggregate the context of individual nodes and edges that are far apart in spatial location.

4. Without frequency bias, we see significant performance drops. This is because of the high-class imbalance in the VG dataset, which dominates the loss function. Thus frequency bias is a crucial part of the RPM to mitigate the issue of class imbalance.

6 Conclusion

In this paper, we propose a transformer view on the scene graph generation task. Notably, we explore node-to-node and edge-to-node association through the lens of self-attention and cross-attention, respectively. The resultant node and edge embedding from the transformer encoder and decoder, respectively, contributes to robust and discriminate relation classification through our relation prediction module. We achieve a consistent improvement over the state-of-the-art models in the evaluation metrics across small, medium, and large-scale relational datasets. Our modular nature of RTN can offer contextualized node and edge features for other various tasks, such as visual question answering, text to image generation, etc. Although our work’s current focus remains on attention-based supervised relational context modeling, future work can be carried upon solving class imbalance issues and end-to-end self-supervised relational feature learning.
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A Implementation Details

In this section we will list out hyper-parameter used in final model.

1. optimizer : Stochastic Gradient Descent (SGD)
2. learning rate : $10^{-3}$ with reduce on plateau and patience 3
3. batch size : 16
4. dropout $\gamma$ : 0.25
5. Context Propagation of Objects : 3 E2N modules
6. Context Propagation for Edges : 2 E2N modules
7. weight initialization : Xavier normal
8. attention head : 12 attention heads are used in both N2N and E2N.
9. random seed : 42
10. Directed Relation Prediction Module (RPM): As discussed in paper, a RPM module leverages upon context rich nodes ($f_i^{\text{final}}, f_j^{\text{final}}$) and undirected edges ($f_{ij}^{\text{final}}$) to produce final directed relation embedding between two nodes ($rel_{ij}^{\text{final}}$). The input to RPM ($rel_{in}$) is normalized by LayerNorm [2] then followed by a linear layer ($W_1 \in \mathbb{R}^{4096}$), dropout then another linear layer ($W_2 \in \mathbb{R}^{2048}$) and finally followed by Leaky ReLU non-linearity.

B Qualitative Results

This section will provide a few more qualitative samples generated by our network in both positive and negative scenarios. To improve visibility and interpretability, we only consider the interaction among ground truth objects and relations in these examples.

Fig. 4 shows the positive scenario, where our network is able to detect correct relationships label despite the presence of repetitive bounding box (boy and child) or similar objects (giraffe). Thus, it shows the robustness of the method.

Fig. 5 shows the negative scenario, where network prediction is different from ground truth labels. In most of these cases, it was found that predicted labels are semantically closer to ground truth labels, and from a human perspective, both could be right. For example man-at-beach and man-on-beach both are grammatically correct.

While exploring various attention heads, we have found an interesting pattern that few attention heads are focusing on the main object in the scene, few on the combination of some objects while others focus on surroundings. Some recent research work [40] also explores the working patterns for various attention heads.
Fig. 4. Some positive example outputs from our network with associated attention map and scene graph.
Fig. 5. Some negative example outputs from our network with associated attention map and scene graph.