LAME: Layout-Aware Metadata Extraction Approach for Research Articles
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Abstract: The volume of academic literature, such as academic conference papers and journals, has increased rapidly worldwide, and research on metadata extraction is ongoing. However, high-performing metadata extraction is still challenging due to diverse layout formats according to journal publishers. To accommodate the diversity of the layouts of academic journals, we propose a novel LAyout-aware Metadata Extraction (LAME) framework equipped with the three characteristics (e.g., design of an automatic layout analysis, construction of a large meta-data training set, and construction of Layout-MetaBERT). We designed an automatic layout analysis using PDFMiner. Based on the layout analysis, a large volume of metadata-separated training data, including the title, abstract, author name, author affiliated organization, and keywords, were automatically extracted. Moreover, we constructed Layout-MetaBERT to extract the metadata from academic journals with varying layout formats. The experimental results with Layout-MetaBERT exhibited robust performance (Macro-F1, 93.27%) in metadata extraction for unseen journals with different layout formats.

Keywords: Automatic layout analysis, Layout-MetaBERT, Metadata extraction, Research article

1 Introduction

With the development of science and technology, the number of related academic papers distributed periodically worldwide has reached more than several hundred thousand. However, their layout styles are as diverse as their subjects and publishers although the portable document format (PDF) is widely used globally as a standardized text-based document provision format. For example, the information order is inconsistent when converting such a document to text because no layout information separating the document content is provided. Thus, extracting meaningful information such as metadata, including title, author names, affiliations, abstract, and keywords, from a document is quite challenging.

Research on extracting metadata or document objects from PDF documents using machine learning has increased [1-7]. In aspects of natural language processing (NLP) approach, Open-source software, such as Content ExRactor and MINEr (CERMINE) [4] and GeneRation of Bibliographic Data (GROBID) [5], automatically extract metadata using the sequential labeling technique but generally do not take the layouts into account in detail. Therefore, they do not show reasonable metadata extraction performances for every research article due to their diverse (and sometimes bizarre) layout formats.
Unlike existing NLP based metadata extraction approaches, PubLayNet [1], LayoutLM [7], and DocBank [3] employ object detection models, such as Mask region-based convolutional neural network (Mask R-CNN) [8] and Faster R-CNN [9], to detect the layout of academic literature and extract document objects (e.g., the text, figures, tables, titles, and lists). The critical weakness of them is the low layout analysis quality for unseen journals and different document types. For example, when we apply the PubLayNet model trained with Detectron2 [1] to the first page of a Korean academic journal, it cannot capture the correct regions of document objects, as depicted in Fig. 1.

In terms of training data and its coverage, PubLayNet and LayoutLM automatically construct the training data using the metadata provided by PubMed Central Open Access-eXtensible Markup Language (PMCOA-XML) or LaTex. Nevertheless, these are primarily for extracting figures and tables; they do not cover all the necessary metadata, such as the abstract, author name, keyword, or other data [1]. Moreover, to the best of our knowledge, the PMCOA-XML data of publications are only limited to biomedical journals and small numbers of LaTex data are available in the public domain. Recently, some training data for metadata extraction with consideration of the layout for the selected 40 Korean scientific journals were manually crafted [6]. However, its layout-aware data quality is not so satisfactory due to inconsistent and noisy annotations.

To guarantee consistent annotation quality in constructing layout-aware training data and building a more sophisticated language model for advanced metadata extraction, we propose a LAyout-awE MEtdata extraction (LAME) framework composed of three key components. First, an automatic layout analysis for metadata is designed with PDFMiner. Second, a large amount of layout-aware metadata is automatically constructed by analyzing the first page of papers in selected journals. Finally, Layout-aware
Bidirectional Encoder Representations from Transformers for Metadata (Layout-MetaBERT) models are constructed by adopting the BERT architecture [10].

In addition, to show the effectiveness of the Layout-MetaBERT models, we performed a set of experiments with other existing pretrained models and compared with the state-of-the-art (SOTA) model (i.e., bidirectional gated recurrent units and conditional random field (Bi-GRU-CRF)) for metadata extraction.

Our main contributions are as follows:

- We proposed an automatic layout analysis method which doesn’t require PMCOA-XML (or Latex) data for metadata extraction.
- We automatically generated training data for the layout-aware metadata from 70 research journals (65,007 PDF documents).
- We constructed a new pretrained language model, Layout-MetaBERT, to deal with the metadata of research articles more effectively.
- We demonstrated the effectiveness of Layout-MetaBERT on ten unseen research journals (13,300 PDF documents) with diverse layouts compared with the existing SOTA model (i.e., Bi-GRU-CRF).

2 Related work

2.1 Metadata extraction

Various attempts have been made to analyze and extract information from documents and classify them into specific categories. Studies on text classification have been continuous since 1990, and the performance of text classification has gradually improved with the employment of sophisticated machine learning algorithms, such as the support vector machine (SVM) [11], conditional random fields (CRF) [12], convolutional neural network (CNN) [13], and bidirectional long short-term memory (BiLSTM) [14]. Afterward, various successful cases using bidirectional encoder representations from transformers (BERT) [10] pretrained with a large-scale corpus were introduced in the field of NLP. In the studies by [15] and [16], the pretrained BERT model was fine-tuned on the text classification task, and it showed results of close to or superior to the SOTA result for the target data. The use of BERT based pretrained models became popular due its high performances in various NLP fields, and more advanced pretrained models [17-19] were introduced according to various research purposes.

As a previous SOTA model of our metadata extraction task, a Bi-GRU-CRF model trained more than 20,000 human-annotated pages of layout boxes for metadata [6] from research articles showed an 82.46% of F1-score. However, accurately detecting and extracting regions for each type of metadata in documents is still a nontrivial task because of the various layout formats.

2.2 Document layout analysis

Document layout analysis (DLA) [7] and several PDF handling efforts [6], [11], [20] have been conducted to understand the structure of documents. The DLA aims to identify the layout of text and non-text objects on the page and detect the layout function and format. Recently, the LayoutLM model [7] employed three different information elements for BERT pretraining to identify layouts: 1) layout coordinates, 2) text extracted using optical character recognition software, and 3) image embedding by understanding the layout structure through image processing. Moreover, NLP-based DLA research on various web documents [21], Layout detections and layout creation methods to find text information and location [8], [22], [23] have been studied. [2] and [24] applied the object detection technique to text region detection. Interestingly, widely used object detection techniques (e.g., Mask R-CNN [8] and Faster R-CNN [9]) have been applied to the metadata extraction field [1], [3].

Due to the high cost of training data construction for DLA, many studies have attempted to build datasets automatically. For example, the PubMed Central website, which includes academic documents in
the biomedical field, provides a PMCOA-XML file for each document, enabling an analysis of the document structure. In the case of PubLayNet [1] which utilizes the PubMed dataset, the XML and PDFMiner's TextBoxes were matched to construct about 1 million training data. However, this is generally possible only when accurate coordinates are provided to separate each layout and the text information elements for each.

3 Proposed framework

Fig. 2 depicts our LAME framework consisting of three major components: automatic layout analysis, layout-aware training data construction, and Layout-MetaBERT generation.

![Figure 2: LAYout-Aware Metadata Extraction (LAME) framework.](image)

3.1 Automatic layout analysis

To understand the layout that separates each metadata element in the given PDF file, we must observe the text and coordinate information on the document's first page. To this ends, we employ the open-source software, PDFMiner, to extract meaningful information surrounding the text in the PDF files.

If we parse a PDF document with the software, we obtain information on the page, TextBox, TextLine, and character (Char) hierarchically, as illustrated in Fig. 3. These include various text information, such as coordinates, text, font size, and font for each object. For example, text coordinates appear in the form of \((x, y)\) coordinates along with the height and width of the page.

3.1.1 Textbox reconstruction

To reduce existing errors in TextBox recognition, as depicted in Fig. 3, TextBoxes were reconstructed starting from the Char unit with the information obtained from PDFMiner. First, the spacing between characters is analyzed using the coordinate information for each Char. Generally, each token’s x-coordinate distance (character spacing) appears the same, but the distance is slightly different depending on the alignment method or language.
Therefore, after collecting characters in the same y-coordinate, the corresponding characters were sorted based on the x-coordinate value. As displayed in Fig. 4, the distance between each Char is smaller than the font size of the Chars; thus, the Char is determined to be part of the same TextLine in an academic document consisting of two columns. After aligning the TextLines based on the y-axis, if the distance between each y-coordinate is smaller than the height of each TextLine, the two different TextLines are regarded as the same TextBox.
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INTRODUCTION

Multiple myeloma (MM) is characterized by a clonal proliferation of malignant plasma cells (Palumbo and Anderson, 2011). The recent identification of novel chemotherapeutic agents has led to tremendous advances in the treatment and survival rates and anticipated overall survival in MM patients (Kylo and Hajjar, 2004). Nonetheless, MM still poses a great clinical challenge as most patients experience a relapse during their treatment.

Figure 3: TextBox reconstruction based on the results of PDFMiner.

Figure 4: Example of the separated column layout.

However, this method cannot create a TextBox accurately by separating paragraphs from paragraphs. For more elaborate TextBox composition, it needs to decide whether to configure the TextBox by considering the left x-coordinate $x_0$, the right x-coordinate $x_1$, and the width (W) of each TextLine. For example, for sentences like those in Fig. 5, we can think of two cases in composing a TextBox by comparing each TextLine.

First, the beginning of a paragraph is usually indented. Therefore, if the difference between the $x_0$ values of $L_i$ and $L_{i-1}$ is greater than the font size of the Chars existing in each TextLine, the two...
TextLines should be included in different TextBoxes. Second, a TextLine that appears at the end of a paragraph has a shorter width because it has fewer Chars on average. Therefore, when the width of $L_{i-1}$ is smaller than the width of $L_i$, $L_{i-1}$ and $L_i$ should be assigned different TextBoxes.

![Figure 5: Example of TextBox separation.](image)

### 3.1.2 Refinement with font information

PDFMiner can produce various pieces of information in terms of font information, such as the font name and style (e.g., bold, italic, etc.) as listed in Table 1.

| Text       | PDFMiner output font name                                      |
|------------|-----------------------------------------------------------------|
| Abstract   | ELNFKM+KoreanGD-Bold-KSCpc-EUC-H                                 |
| Abstract   | INPILL+Gulim                                                   |
| Abstract   | Arial-BoldItalicMT                                             |
| ABSTRACT   | GPJCIE+YDIYGO130                                               |

However, as in Fig. 6, English is frequently used for Korean abstracts in some journals published in Korea. In particular, abstracts written in Korean and English appear together on the first page of some research articles. In addition, certain strings are often treated as bold or italic and often have different fonts and sizes, such as section titles. Considering this problem, when composing a TextBox using the coordinate information described above, if the font information displayed on each line is different, it is not simply judged as a different line. After analyzing the font information of different languages that appear, the TextBox was determined by considering the number of the appearing fonts (e.g., bold and italic).

Although font information helps the layout composition, it is still confusing when the same font information is used for individual information marking or bold processing for emphasis or different metadata. Additional processing is required to correctly connect individual fonts to make a layout using the font information. Therefore, we compared only texts described in Korean and English and used only the fonts of the same language to determine the layout.
3.1.3 Adjustment of text box order

Academic papers may consist of one or two columns depending on the format for each journal. In some cases, only the main body consists of two columns, and the title, abstract, and author name are displayed in one column. For example, in Fig. 3, such information as the title and author name was arranged in the center, but the document object identifier (DOI) information or academic journal names appeared separately on the left and right sides. To effectively identify metadata consistently from varied layout formats, we sorted the textboxes extracted from the first pages of the research articles sequentially from top to bottom based on the y-axis.

3.2 Automatic training data construction

We compared the content extracted from the PDFMiner with the metadata prepared in advance to construct the layout-aware metadata automatically. If no metadata is available for the given research article, metadata can be automatically obtained through the DOI lookup. Therefore, this technique can be extended to all journal types where the registered DOI exists.

However, the compared textual content is not always precisely matched. Therefore, to determine the extent of the match, we allowed only fields with almost identical (or high similarity) matches for each layout text information element automatically acquired in the previous step as training data. We used a mixed textual-similarity measure for efficient computation based on the Levenshtein distance and bilingual evaluation understudy (BLEU) score.

The Levenshtein distance was calculated using Python’s fuzzywuzzy1. The scores calculated using the BLEU [25] measure were summed to determine whether the given metadata displays a degree of agreement of 80% or more. Nevertheless, some post-processing is required in the process. In analyzing the text after extraction, some problems occur when dealing with expression substitutions (e.g., “<TEX>,” cid:0000). Encoding errors reduced the portion of mathematical expressions that can be removed as much as possible, and we excluded the text with encoding problems to avoid these errors.

3.3 Pretraining Layout-MetaBERT

Although pretraining a BERT model requires a large corpus and a long training time, a fine-tuning step can make a difference in performance depending on the characteristics of the data used for pretraining. For example, when pretrained with specific domain data, such as SciBERT [19] and BioBERT [26], they performed better than Google’s BERT model [10] in downstream tasks of science and technology or medical fields. However, to our best knowledge, there is no pretrained model designed to extract metadata based on research article data.

---

1 https://github.com/seatgeek/fuzzywuzzy
Therefore, we newly pretrained a layout-aware language model, so called, Layout-MetaBERT, that can effectively deal with metadata from research articles. Fig. 7 describes how the previously constructed training data are used for pretraining and fine-tuning the Layout-MetaBERT.

![Pretraining Layout-MetaBERT](image)

**Figure 7**: Pretraining Layout-MetaBERT and fine-tuning for classification downstream task.

Different from the Google BERT model [10], in our Layout-MetaBERT pretraining, each document layout was considered a sequence in this study. Thus, each layout was classified by the [SEP] token to prepare the training data and was used for pretraining. In pretraining Layout-MetaBERT models, we followed three size models of the Google BERT: base (L = 12, H = 768, A = 12), small (L = 4, H = 512, A = 8), and tiny (L = 2, H = 128, A = 2), where L is the number transformer blocks, H is the hidden size, and A is the number of self-attention heads. We used a dictionary of 10,000 words built through the WordPiece mechanism and automatically generated training data extracted from the first page of 60 research journals among the 70 journals for the pretraining. The pretrained Layout-MetaBERT can be used for metadata extraction after fine-tuning.

4 Experiments

We summarize the results of three major components to examine the applicability of the LAME framework. First, we compare the results of the proposed automatic layout analysis with other layout analysis techniques. Second, we describe the statistics of the training data constructed according to the results of the automatic layout analysis. Finally, we compare metadata extraction performances our constructed Layout-MetaBERT models with other deep learning and machine learning techniques after fine-tuning.

4.1 Comparison with other layout analysis methods

No prepared correct answers exist for the target research articles; thus, we compared the generated layout boxes from PDFMiner, PubLayNet, and the proposed layout analysis method for two randomly selected documents (e.g., A and B) as depicted in Fig. 8. In Document A, the extraction results of PDFMiner and the layout analysis are similar. However, in PubLayNet, the information of the paragraphs is excessively separated, as indicated in Fig. 8-(a). For Document B, the extraction results of all
techniques were somewhat similar, but PubLayNet displayed the author name and affiliation as one piece of information, and PDFMiner produced a separate box for the line-wrapped title.

The proposed method could generate a good enough layout analysis for the first page of the research articles through the comparisons. Comparing all three layout analysis results manually for each layout box to calculate the accuracy requires too much human labor and is beyond the scope of this paper. The performance of the constructed Layout-MetaBERT indirectly measures the quality of the layout analysis.

![Figure 8: Layout analysis comparisons with PDFMiner and PubLayNet.](image)

### 4.2 Training data construction

To reflect various kinds of layout formats, we used 70 research journals (Appendix 1) provided by the Korea Institute of Science and Technology Information (KISTI) to extract major metadata elements, such as titles, author names, author affiliations, keywords, and abstracts in Korean and English based on the automatic layout analysis in Section 3.1. Among the 70 journals, two journals were written in only Korean, 23 journals in only English, and 45 in Korean and English.

For each layout that separates metadata on the first page of the 70 journals (65,007 PDF documents), automatic labeling with ten labels was performed, and other layouts not included in the relevant information were labeled O. The statistics of automatically generated training data are presented in Table 2.

| Metadata Field     | Label (i.e., layout) | Count  |
|--------------------|----------------------|--------|
| Out of boundary    | O                    | 637,856|
| Title (in Korean)  | title_ko             | 46,056 |
4.3 Experimental results

To check the performance of the proposed Layout-MetaBERT, 70 research journals (65,007 documents) were divided into 60 (51,676 documents) for pretraining (and fine-tuning) and 10 (13,331 documents) for testing, respectively. Table 3 lists the training and testing performances of the three Layout-MetaBERT models with widely used metadata extraction techniques. Finally, Table 4 describes the Macro-F1 and Micro-F1 scores for metadata classification comparisons with existing pretrained models.

4.3.1 Fine-tuning and Hyperparameters

In fine-tuning with various pretrained language models (e.g., three different sized models of Layout-MetaBERT, KoALBERT, KoELECTRA, and KoBERT), all experiments were conducted under the same configurations with an epoch of 5, batch size of 32, learning rate of 2e-5, and maximum sequence length of 256. In addition, we used the Nvidia RTX Titan 4-way system and Google’s TensorFlow framework in Python 3.6.9 for pretraining and fine-tuning.

4.3.2 Stable performances of Layout-MetaBERT

The proposed Layout-MetaBERT models can effectively extract metadata, as listed in Table 3. In particular, Layout-MetaBERT models make significant differences compared to the existing SOTA (i.e., Bi-GRU-CRF) model. Even the tiny model with the fewest parameters among the Layout-MetaBERT models has higher performance than other pretrained models in Macro-F1 and Micro-F1 scores, as displayed in Table 4. Moreover, three Layout-MetaBERT models have only minor differences between the Micro-F1 and Macro-F1 scores compared to other pretrained models. Moreover, the Layout-MetaBERT models exhibit 90% or more robustness in metadata extraction, confirming that pretraining the layout units with the BERT schemes is feasible in the metadata extraction task.

| Models               | Micro-F1 (train) | Micro-F1 (test) |
|----------------------|------------------|-----------------|
| Layout-MetaBERT (base) | 0.9559           | 0.936           |
| Layout-MetaBERT (small) | 0.9595           | 0.9333          |
| Layout-MetaBERT (tiny)  | 0.9432           | 0.9293          |
| KoBERT²               | 0.8086           | 0.7901          |
| KoalBERT³             | 0.9014           | 0.8978          |
| KoELECTRA⁴            | 0.9354           | 0.9204          |

² https://github.com/SKTBrain/KoBERT
³ https://huggingface.co/kykim/albert-kor-base
Table 4: Metadata extraction performances of primary BERT models for each label

| Model size         | Layout-MetaBERT (tiny) | Layout-MetaBERT (small) | Layout-MetaBERT (base) | KoBERT   | KoALBERT | KoELECTRA |
|--------------------|------------------------|-------------------------|------------------------|----------|----------|-----------|
| O                  | 0.94                   | 0.94                    | 0.95                   | 0.85     | 0.92     | 0.94      |
| title_ko           | 0.92                   | 0.94                    | 0.93                   | 0.59     | 0.89     | 0.91      |
| title_en           | 0.92                   | 0.91                    | 0.92                   | 0.76     | 0.8      | 0.87      |
| org_ko             | 0.96                   | 0.96                    | 0.96                   | 0.36     | 0.96     | 0.94      |
| org_en             | 0.86                   | 0.87                    | 0.9                    | 0.64     | 0.79     | 0.9       |
| abstract_ko        | 0.92                   | 0.93                    | 0.93                   | 0.84     | 0.9      | 0.92      |
| abstract_en        | 0.92                   | 0.93                    | 0.94                   | 0.84     | 0.91     | 0.91      |
| keywords_ko        | 0.94                   | 0.95                    | 0.95                   | 0.86     | 0.94     | 0.95      |
| keywords_en        | 0.87                   | 0.89                    | 0.9                    | 0.51     | 0.91     | 0.73      |
| author_name_ko     | 0.97                   | 0.97                    | 0.96                   | 0.75     | 0.95     | 0.92      |
| author_name_en     | 0.56                   | 0.62                    | 0.92                   | 0.3      | 0.41     | 0.57      |
| Micro-F1           | 0.9293                 | 0.9333                  | 0.9360                 | 0.7901   | 0.8978   | 0.9204    |
| Macro-F1           | 0.8891                 | 0.9009                  | 0.9327                 | 0.6636   | 0.8527   | 0.8691    |

4.3.3 Experiments with position information

Unlike other models, the Bi-GRU-CRF model used the absolute coordinates of metadata with other textual features. However, the model failed to discriminate unseen layouts from unseen journals when using the coordinate information for training various journal layout formats. Therefore, to determine the validity of the coordinate information, we performed additional experiments with the Bi-GRU-CRF (with position) and Bi-GRU-CRF (without position) models. Although Bi-GRU-CRF (with position) model demonstrated high performance in the training stage, it failed to recognize metadata-related layouts in unseen journals (less than 10% as F1 score). However, the performance of the Bi-GRU-CRF (without position) model had somewhat lower performance in the training stage compared to the other models. The model performed well, similar with that of KoALBERT. Thus, we confirmed that using absolute coordinate information can only be applied under the premise that the journals used in training also are used in testing.

5 Discussion

5.1 Additional performance improvements

The proposed Layout-MetaBERT exhibited higher results than the existing SOTA model [6]. However, absolute coordinate information could obtain poor results for documents in a format not learned. In addition, the proposed layout analysis method separates the metadata well from the first page of the academic documents of various layouts.

4 https://github.com/monologg/KoELECTRA
However, the accuracy of the automatically generated training data is not perfect. There may be errors due to the difference between the metadata format of the document and the metadata written in advance. As mentioned, encoding errors also occur in extracting text from mathematical formulas or PDF documents. Generating the correct layout has a significant effect on extracting metadata and is an essential factor in automatically generating data. Therefore, if more sophisticated training data can be generated, the performance of Layout-MetaBERT can be further improved.

5.2 Restrictions of Layout-MetaBERT

Much research has been conducted on automatically extracting layouts from PDF documents. Creating accurate layouts has a significant influence on meta-extraction. This study attempted to compose the layout of the first page of an academic document using text information. Based on this, we trained the Layout-MetaBERT and confirmed the positive results for the applicability to the meta classification module. However, the proposed technique cannot be applied to all documents. An image-type PDF cannot be used unless the text is extracted. In this case, the extraction must be performed using a high-performance optical character recognition module.

5.3 Expansion to other metadata types

This study focused on extracting five major metadata elements (i.e., titles, abstracts, keywords, author names, and author information). Considering that the target research articles contain elements written in English, Korean, or both, the number of metadata becomes 10. However, other metadata (e.g., publication year, start page, end page, DOI, volume number, journal title, etc.) can be extracted further by applying highly refined regular expressions in the post-processing step.

6 Conclusion

In this paper, the LAME framework is proposed to extract metadata from PDFs of research articles with high performance. First, the automatic layout analysis detects the layout regions where metadata exists regardless of the journal formats based on text features, text coordinates, and font information. Second, by constructing automatic training data, we built high-quality metadata-separated training data for 70 journals (65,007 documents). In addition, our fine-tuned Layout-MetaBERT (base) demonstrated excellent metadata extraction performance (F1 = 94.6%) for even unseen journals with diverse layouts. Moreover, Layout-MetaBERT (tiny) with the fewest parameters exhibited superior performance than other pretraining models, implying that well-separated layouts induce effective metadata extraction when they meet appropriate language models.

In future work, we plan to conduct experiments to determine whether the proposed model applies to the more than 500 other journals not used in this study. Moreover, resolving potential errors in the automatically generated training data is a concern to create layouts that separate each metadata element in an advanced way. Furthermore, extending the number of metadata items extracted without post-processing is an exciting but challenging task to resolve as future work.
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### <Appendix A>

| JOURNALS                                                                 | NUMBERS OF SELECTED PAPERS |
|--------------------------------------------------------------------------|----------------------------|
| **TRAIN SET**                                                            |                            |
| JOURNAL OF THE KOREAN CLEFT PALATE-CRANIOFACIAL ASSOCIATION             | 248                        |
| KOREAN JOURNAL OF CONSTRUCTION ENGINEERING AND MANAGEMENT               | 575                        |
| JOURNAL OF INTERNET COMPUTING AND SERVICES                               | 513                        |
| JOURNAL OF THE KOREAN SOCIETY OF RADIOLOGY                               | 726                        |
| JOURNAL OF THE KOREAN INSTITUTE OF INFORMATION AND COMMUNICATION ENGINEERING | 2477                      |
| KOREAN JOURNAL OF MATERIALS RESEARCH                                     | 892                        |
| FOOD SCIENCE OF ANIMAL RESOURCES                                        | 636                        |
| KOREAN JOURNAL OF PEDIATRICS                                             | 812                        |
| KOREAN CHEMICAL ENGINEERING RESEARCH                                     | 761                        |
| JOURNAL OF INFORMATION PROCESSING SYSTEMS                                | 97                         |
| JOURNAL OF DIGITAL CONVERGENCE                                           | 3351                       |
| JOURNAL OF THE KOREAN CONVERGENCE SOCIETY                                 | 1411                       |
| JOURNAL OF THE KOREAN SOCIETY OF CLOTHING AND TEXTILES                  | 621                        |
| MOLECULES AND CELLS                                                      | 360                        |
| JOURNAL OF KOREAN ACADEMY OF NURSING                                     | 772                        |
| JOURNAL OF THE KOREAN SOCIETY OF INTEGRATIVE MEDICINE                   | 310                        |
| THE JOURNAL OF THE INSTITUTE OF INTERNET, BROADCASTING AND COMMUNICATION |                            |
| JOURNAL OF KOREAN WATER RESOURCES ASSOCIATION                            | 727                        |
| BULLETIN OF THE KMS                                                      | 1133                       |
| INTERNATIONAL JOURNAL OF ADVANCED SMART CONVERGENCE                     | 341                        |
| ARCHIVES OF PLASTIC SURGERY                                              | 1135                       |
| THE JOURNAL OF THE KOREAN INSTITUTE OF ELECTRONIC COMMUNICATION SCIENCES |                            |
| APPLIED CHEMISTRY FOR ENGINEERING                                       | 537                        |
| JOURNAL OF KOREAN INSTITUTE OF INFORMATION, ELECTRONICS, AND COMMUNICATION TECHNOLOGY | 448                        |
| PEDIATRIC GASTROENTEROLOGY, HEPATOLOGY & NUTRITION                      | 373                        |
| THE JOURNAL OF THE KOREA CONTENTS ASSOCIATION                            | 5524                       |
| THE JOURNAL OF KOREAN ORIENTAL INTERNAL MEDICINE                        | 603                        |
| KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS (TIIS)             | 1256                       |
| JOURNAL OF KOREAN MEDICINE REHABILITATION                                | 250                        |
| THE KOREAN JOURNAL OF PHYSIOLOGY AND PHARMACOLOGY                       | 518                        |
| THE JOURNAL OF KOREAN PHYSICAL THERAPY                                   | 561                        |
| JOURNAL OF PREVENTIVE MEDICINE AND PUBLIC HEALTH                         | 420                        |
| THE KOREAN JOURNAL OF THORACIC AND CARDIOVASCULAR SURGERY               | 779                        |
| CHILD HEALTH NURSING RESEARCH                                           | 393                        |
| BIOMOLECULES & THERAPEUTICS                                             | 580                        |
| ASIAN-AUSTRAALASIAN JOURNAL OF ANIMAL SCIENCES                           | 417                        |
| JOURNAL OF ENVIRONMENTAL HEALTH SCIENCES                                 | 533                        |
| THE KOREAN JOURNAL OF PARASITOLOGY                                      | 705                        |
| JOURNAL OF THE KOREAN SOCIETY OF PHYSICAL MEDICINE                      | 547                        |
| JOURNAL OF THE KOREAN INSTITUTE OF ELECTRONIC COMMUNICATION SCIENCES    |                            |
| JOURNAL OF THE KOREAN ASSOCIATION FOR SCIENCE EDUCATION                 | 638                        |
| JOURNAL OF THE KOREAN APPLIED SCIENCE AND TECHNOLOGY                    | 747                        |
| JOURNAL OF THE KOREAN SOCIETY OF CIVIL ENGINEERS                        | 1226                       |
| JOURNAL OF DIGITAL CONTENTS SOCIETY                                      | 580                        |
| THE KOREAN JOURNAL OF FOOD AND NUTRITION                                | 967                        |
| JOURNAL OF KOREAN NEUROSURGICAL SOCIETY                                 | 1132                       |
| JOURNAL OF MICROBIOLOGY AND BIOTECHNOLOGY                               | 1281                       |
| THE KOREAN JOURNAL OF APPLIED STATISTICS                                 | 591                        |
| JOURNAL OF POWER ELECTRONICS                                             | 154                        |
| MICROBIOLOGY AND BIOTECHNOLOGY LETTERS                                   | 463                        |
| THE JOURNAL OF KOREAN MEDICINE OPHTHALMOLGY & OTORHINOLARYNGOLOGY & DERMATOLOGY | 418                        |
| JOURNAL OF THE KOREAN LIBRARY AND INFORMATION SCIENCE SOCIETY           | 477                        |
| JOURNAL OF THE KOREAN SOCIETY OF COMPUTER AND INFORMATION              | 1912                       |
| THE JOURNAL OF ORIENTAL OBSTETRICS & GYNECOLOGY                          | 404                        |
| THE TRANSACTIONS OF THE KOREAN INSTITUTE OF ELECTRICAL ENGINEERS         | 787                        |
| JOURNAL OF LIFE SCIENCE                                                  | 1203                       |
| Journal                                                                 | Sub total |
|------------------------------------------------------------------------|-----------|
| ETRI JOURNAL                                                           | 1100      |
| KIPS TRANSACTIONS ON SOFTWARE AND DATA ENGINEERING                    | 523       |
| JOURNAL OF KOREAN NAVIGATION AND PORT RESEARCH                         | 463       |
| JOURNAL OF KOREA MULTIMEDIA SOCIETY                                   | 939       |
| **Sub Total**                                                          | **51676** |
| **Test Set**                                                           |           |
| THE JOURNAL OF KOREAN ACADEMY OF PROSTHODONTICS                       | 444       |
| KOREAN JOURNAL OF FOOD SCIENCE AND TECHNOLOGY                          | 869       |
| NUCLEAR ENGINEERING AND TECHNOLOGY                                     | 755       |
| BMB REPORTS                                                            | 647       |
| JOURNAL OF KOREAN SOCIETY OF DENTAL HYGIENE                            | 873       |
| JOURNAL OF KOREA ACADEMIA-INDUSTRIAL COOPERATION SOCIETY              | 7109      |
| JOURNAL OF BROADCAST ENGINEERING                                      | 667       |
| JOURNAL OF THE KOREA SOCIETY INDUSTRIAL INFORMATION SYSTEM            | 568       |
| JOURNAL OF IEE                                                        | 779       |
| JOURNAL OF CONVERGENCE FOR INFORMATION TECHNOLOGY                     | 620       |
| **Sub Total**                                                          | **13331** |
| **Total**                                                              | **65007** |