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Abstract

A formulation of elliptic boundary value problems is used to develop the first discrete exterior calculus (DEC) library for massively parallel computations with 3D domains. This can be used for steady-state analysis of any physical process driven by the gradient of a scalar quantity, e.g. temperature, concentration, pressure or electric potential, and is easily extendable to transient analysis. In addition to offering this library to the community, we demonstrate one important benefit from the DEC formulation: effortless introduction of strong heterogeneities and discontinuities. These are typical for real materials, but challenging for widely used domain discretization schemes, such as finite elements. Specifically, we demonstrate the efficiency of the method for calculating the evolution of thermal conductivity of a solid with a growing crack population. Future development of the library will deal with transient problems, and more importantly with processes driven by gradients of vector quantities.
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1. Introduction

A number of physical laws for continuous media are described by mathematically identical equations: Fourier’s law for heat conduction, Fick’s law for mass diffusion, Darcy’s law for fluid flow through porous media and Ohm’s law for electricity. In these, the flux density of a given quantity (heat, amount of substance, fluid volume, electric current) is proportional to the gradient of a scalar quantity (temperature, concentration, pressure, electric potential). The coefficient of proportionality is a material property (thermal conductivity, diffusivity, permeability, electric conductivity), which may be constant across the domain of interest for homogeneous domains, or spatially-varying for heterogeneous domains. The conservation of the scalar quantity is ensured by equating its temporal derivative to the divergence of the corresponding flux density. This leads to parabolic partial differential equations (PDE) for the processes within the domain. Initial boundary value problems are then formulated by prescribing initial conditions for the scalar quantity as well as boundary conditions for the scalar quantity (Dirichlet) and for the flux density (Neumann). Of particular interest in many cases is the steady-state solution of the problem, for which the equation reduces to an elliptic PDE and the formulation to a boundary value problem (BVP). We will use the heat transfer problem as a proxy for all of these mathematically identical problems.

Analytical solutions of BVP can be found only for a very limited set of domain geometries, spatial variations of material properties and boundary conditions. These are typically of no practical relevance, but serve as benchmarks for testing a multitude of numerical methods developed for solving BVP with arbitrary geometries, material properties and boundary conditions. One class of methods are based on the discretization of the domain, such as finite elements [1], or of its boundary, such as boundary elements [2], and various approximations of the scalar and flux fields. The main feature of this class of methods is that they rely on continuity of the matter in the domain, and represent the parabolic PDE with algebraic equations arising from the approximation of the fields. Real materials may contain strong heterogeneities, such as jumps in properties across internal walls, and discontinuities preventing flux, such as cracks. Whilst modeling of such situations is challenging with methods relying on continuity, it is possible with a substantial amount of additional work to adjust the discretization to the heterogeneities and/or discontinuities present in a particular material. Examples
include applying the finite element method \cite{3, 4, 5, 6} and the boundary element method \cite{7} to problems of heat transfer in heterogeneous and fractured media.

Another class of methods with the potential for a more natural representation of strong heterogeneities and discontinuities, are based upon a discrete representation of matter within the domain. These include discrete element methods \cite{8, 9}, smoothed particle hydrodynamics \cite{10, 11}, and peridynamics \cite{12, 13}. Discrete methods are appropriate for the task at hand, in particular for the link between the micro-properties associated with interactions between the discrete entities and the experimentally-measured macroscopic properties.

One approach to avoid such approximations, yet to allow for a natural representation of heterogeneities and discontinuities to exist or emerge and to grow, is to use a discrete topological representation of the material and discretize the operators describing the processes (gradients) and conservation (divergences). Such an approach, referred to as discrete exterior calculus (DEC) \cite{14}, draws to some extent upon the smooth exterior calculus of differential forms, but is adapted for discrete topologies. The principal advantage of DEC is that it mimics the coordinate invariance of exterior calculus on smooth manifolds, clearly differentiating between topological, geometric and physical contributions to the discrete operators. The discrete topology is a cell complex in the language of algebraic topology. DEC leads to discrete algebraic equations which obey exactly the topological structure, but the solution is an approximation to a continuum case. In contrast to domain discretization schemes, which use approximations of scalar quantities and flux densities, the approximation in DEC arises from the number of cells in the analyzed domain. Considering that the continuum may not be a sufficiently good representation of a real material, and that a particular cell complex may represent sufficiently well the internal structure of this material \cite{15}, it could be argued whether the term approximation is indeed appropriate in all cases. Nevertheless, it has been shown recently that DEC for scalar problems, such as those considered herein, converges to the continuum solution with decreasing cell size \cite{16}.

It should be noted, that smooth exterior calculus has been used for a separate development, referred to as finite element exterior calculus \cite{17}. This is an effective structure-preserving technique which leads to canonical constructions of stable finite elements, thus improving significantly the technology of the finite element method. Whilst the method has been applied to heat
conduction in cracked media \cite{18}, the method inherits the challenges of the classical finite elements approach when dealing with strong heterogeneities and discontinuities, which can be overcome by operating on discrete topological spaces as in DEC.

The use of DEC for scalar problems, particularly for Darcy’s flow in 2D and 3D domains has been previously reported \cite{19}. The present work builds upon this development to produce an efficient parallelized solver for all 3D elliptic problems. The software implementation is capable of running on distributed memory high-performance computing (HPC) architectures to facilitate solving large-scale problems. The open-source software TetGen \cite{20} is used to generate simplicial complexes from which their Voronoi duals are constructed to represent the microstructures of 3D solids. The topology and geometry of these complexes are used to construct discrete versions of the smooth differential operators involved in the continuum formulation of BVP. Material properties are introduced as a discrete field over the volumes or faces of the complexes, allowing in principle the effortless introduction of heterogeneities and discontinuities at any stage of a simulation.

A specific example is selected to demonstrate the new software: heat conduction in a domain of cubical shape. Analyses of scalability with respect to the number of cores used for simulation, and of stability with respect to the domain discretization are presented. Models are then used to study the effect of a growing crack population on the effective thermal conductivity of the material domain. Two different criteria for cracking (face conductivity change from finite value to zero) are tested - the emergence of spatially random cracks, and the emergence of cracks at faces with maximal heat flux density. It should be noted, that the problem of thermal conduction in cracked solids has been a subject of analytical studies with associated constraints on domain and crack geometries and spatial distributions: an infinitely large plate with a single crack \cite{21, 22}, a plate with isotropic distribution of identical cracks \cite{23}, cracks with specific geometries \cite{24, 25, 26}, and cracks in domains with specific geometry \cite{27, 28, 29}. The proposed formulation avoids all constraints and allows for analysis of heterogeneous, anisotropic materials with an arbitrary criterion for the evolution of properties.

The paper is organized as follows. Section 2 describes the parallel implementation of DEC in the software library ParaGEMS, along with a DEC formulation of heat conduction and a method of introducing cracks into the material. Numerical simulations are presented in Section 3 to verify the implementation and to evaluate parallel performance. It also presents simu-
lations using both deterministic and stochastic cracking processes. Finally, in Section 4, conclusions and perspectives are drawn, highlighting the directions for future improvements and developments.

2. Methodology

This section presents a new software library implementing discrete exterior calculus for distributed memory architectures called ParaGEMS, and its application to scalar problems with material cracking. The parallelization strategy aims to keep computations as local as possible, at the expense of storing some duplicate information at interfaces between cells on adjacent processes. This can be mitigated to some extent by careful grouping and allocation of cells to processes, which also minimizes parallel communication. Local geometric computations in ParaGEMS are inspired by procedures in the serial software library PyDEC developed by Bell and Hirani [30]. The DEC formulation for Darcy flow presented by Hirani et al. [19] is extended to include cracking media with minimal modification of the system matrix for each new crack introduced. Finally, parallel solution of the resulting linear systems is obtained using PETSc [31].

2.1. Problem description

We consider an open domain \( M \subseteq \mathbb{R}^3 \), with closure \( \overline{M} \) and boundary \( \partial M := \overline{M} \setminus M \). With the classical vector calculus notations, the heat flux density in \( M \) is given by the Fourier law

\[
f = -\kappa \nabla T,
\]

where \( T \) is the temperature, and \( \kappa \) is the thermal conductivity at any given point in \( M \), and the conservation of energy for steady-state heat conduction in \( M \), is

\[
\nabla \cdot f = 0.
\]

A boundary value problem is formulated by supplementing conditions on \( \partial M \). The boundary is represented as a union of non-overlapping sub-domains, \( \partial M_D \) and \( \partial M_N \), i.e. \( \partial M_D \cup \partial M_N = \partial M \) and \( \partial M_D \cap \partial M_N = \emptyset \). Dirichlet and Neumann boundary conditions are prescribed, respectively, on the two sub-domains by

\[
T = T_0 \quad \text{on} \quad \partial M_D, \quad (3)
\]

\[
f \cdot \mathbf{n} = f_0 \quad \text{on} \quad \partial M_N, \quad (4)
\]
where $T_0$ is prescribed temperature at a given point on $\partial M_D$, $n$ is the unit normal to a given point on $\partial M_N$, and $f_0$ is prescribed magnitude of heat flux density normal to a given point on $\partial M_N$.

The exterior calculus formulation uses the notion of primal and dual spaces for differentiating between domains of primal variables and flux densities, respectively. Furthermore, it uses musical isomorphisms to translate vector fields into differential forms (the flat operator $\flat$) and vice versa (the sharp operator $\sharp$). For the BVP defined above, the temperature is a 0-form, $\alpha$, on the primal space, and the flux density is a 2-form $\omega$ on the dual space, which is a flat of the vector field $f$, i.e. $\omega := f^\flat$. The exterior derivatives of differential forms on both spaces, denoted by $d$, are defined in a canonical way from the topology, while the connections between the primal and dual spaces are given by Hodge star operators, denoted by $\star$, that contain geometric and physical properties of the material. The specific translation of the BVP into the language of exterior calculus of differential forms reads

\begin{align}
\omega &= \star d\alpha \quad \text{in } M, \\
\star d\omega &= 0 \quad \text{in } M, \\
\alpha &= T_0 \quad \text{on } \partial M_D, \\
\omega &= f_0 \quad \text{on } \partial M_N,
\end{align}

where the thermal conductivity $\kappa$ is incorporated into the Hodge-star operator of Eqn. 3, hence it is associate with the pair of a primal 1-form $d\alpha$ and its dual 2-form $\omega$.

DEC uses this exterior calculus formulation of the BVP by specific translation of the exterior derivatives and Hodge-star operators for discrete topological spaces, referred to as cell complexes. Specifically, we use simplicial and polyhedral cell complexes, which are dual to each other. In the language of algebraic topology, our cell complexes are 3-complexes, containing 0-cells (nodes), 1-cells (edges), 2-cells (faces), and 3-cells (volumes). Let $\Omega$ denote one such 3-complex. Linear combinations of $p$-cells in $\Omega$ are called $p$-chains and play the role of integration domains. Functions on $p$-cells in $\Omega$ are called $p$-cochains and play the role of integrands. The space of all $p$-chains is a vector space denoted by $C_p(\Omega)$; the space of all $p$-cochains is a vector space denoted by $C^p(\Omega)$. The topology of $\Omega$, i.e. the connectivity of different cells, together with orientations of these cells, define operators for mapping $p$-chains to $(p-1)$-chains, referred to as the boundary operator $\partial$, and $p$-cochains to $(p+1)$-cochains, referred to as the coboundary operator $\delta$.  

7
DEC assumes that the $p$-cochains are discrete analogues of differential forms and the coboundary operator is discrete analogue of the exterior derivative in the smooth exterior calculus, i.e. $d \equiv \delta$. This assumption appears to be sufficient for scalar problems, such as those considered in the present work. The boundary and coboundary operators give rise to the following chain and cochain complexes

$$0 \rightarrow C_3(\Omega) \xrightarrow{\partial} C_2(\Omega) \xrightarrow{\partial} C_1(\Omega) \xrightarrow{\partial} C_0(\Omega) \rightarrow 0,$$

(9)

$$0 \rightarrow C^0(\Omega) \xrightarrow{d} C^1(\Omega) \xrightarrow{d} C^2(\Omega) \xrightarrow{d} C^3(\Omega) \rightarrow 0,$$

(10)

where $\partial \circ \partial = 0$ and $d \circ d = 0$, representing the topological property that the boundary (coboundary) of a boundary (coboundary) is empty. Importantly, the dual of a given $\Omega$ has inverted operators, i.e. the boundary operator on $\Omega$ is a coboundary operator on the dual, and the coboundary operators on $\Omega$ is a boundary operator on the dual. The geometrical features of the 3-complex are incorporated into the discrete Hodge-star operators. Considering $\Omega$ to be a simplicial 3-complex (Delaunay triangulation of a domain) and constructing its circumcentric dual (Voronoi dual) leads to simple expressions for the Hodge-star operators as diagonal matrices. These are formed by ratios of the volumes of corresponding dual and primal cells. Details can be found in [14].

The use of these structures for the problem at hand is as follows. The temperature 0-form, $\alpha$, is a function on the nodes, i.e. a 0-cochain on one of the complexes, its exterior derivative, $d\alpha$, is a function on the edges, or a 1-cochain on the same complex, while the flux density 2-form, $\omega$, is a function on the faces, or a 2-cochain on the dual complex. The thermal conductivity can be considered as a property associated with pairs of primal 1-cell and dual 2-cell, or simply with dual 2-cells. The discrete version of the BVP is a system of algebraic equations, with straightforward implementation of the boundary conditions and introduction of heterogeneities and discontinuities by changing thermal conductivities of dual 2-cells.

### 2.2. Parallelization Strategy

The parallelization strategy in ParaGEMS is based on mesh partitioning. DEC operates on a combination of Delaunay tetrahedral and Voronoi meshes (See Fig. [1]), which are dual to each other. In this work, the primal is obtained using TetGen [20] and the dual constructed as a preprocessing.
step in ParaGEMS. The use of either the Delaunay or the Voronoi cells to describe the underlying physical phenomena presents slightly different challenges for implementing boundary conditions, but is otherwise largely a matter of choice. With a long-term view towards geometric descriptions of solid mechanics, with cells representing mesoscale grain structures for example, the use of the more geometrically-flexible Voronoi cells is preferred. Therefore, ParaGEMS currently partitions the cells of the Voronoi mesh across the available processes, or equivalently the vertices of the Delaunay mesh.

Figure 1: An example Delaunay tetrahedralisation and the corresponding Voronoi diagram generated using TetGen, convert to Wavefront obj format and visualized using ParaView.

Partitioning is done somewhat naively, by dividing the total number of Voronoi cells equally between the different available processes. When non-integer division of cells and processes occurs, a single additional cell is allocated to processes with the lowest rank, beginning with the root process, until the total number is reached. Allocation of cells is done in sequential blocks based upon the numbering provided within the TetGen mesh files. An example is shown in Table 1. A pre-processing utility is provided with ParaGEMS which sorts the files, resulting in the Voronoi cells (Delaunay nodes) being numbered according to their relative location in space: z-direction first, then y and finally x. An example is shown in Fig. 2. More complex pre-processing algorithms and load balancing tools will be the focus of future work.

The result of the partitioning is that each process contains ideally one sub-complex, possibly more, of the whole. Each local sub-complex is augmented
| Rank | 0 | 1 | 2 | 3 | 4 | 5 |
|------|---|---|---|---|---|---|
| Number of local Voronoi cells | 17 | 17 | 17 | 17 | 16 | 16 |
| Local Voronoi cell indices | 1-17 | 18-34 | 35-51 | 52-68 | 69-84 | 85-100 |

Table 1: Example partitioning of a mesh with 100 Voronoi cells across 6 processes.

Figure 2: Parallel mesh partitioning using default Voronoi cell ordering from Tetgen (left) and after using the pre-processing tool (right).

with ghost cells on the boundary, specifically where there is an interface to cells on an adjacent process, enabling both primal and dual calculations to be performed entirely locally. These are the only components which are updated with boundary conditions or during parallel communication exchanges. An example of the additional components from the tetrahedral mesh for a single Voronoi cell sub-complex is shown in Fig. 3.

2.3. Numerical Implementation in ParaGEMS

Applying discrete exterior calculus to the governing equations (5) and (6), the resulting system of linear equations modeling thermal diffusion are

\[
\begin{bmatrix}
\frac{1}{\kappa^*} & d^T \\
d & 0
\end{bmatrix}
\begin{bmatrix}
\omega \\
\alpha
\end{bmatrix} =
\begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

(11)

where \( \kappa \) has been extracted from the Hodge star and written separately. Dirichlet boundary conditions are applied by subtracting the following vector.
from the left-hand side of the system of equations

\[
\begin{bmatrix}
  d_{BC}^T T_0 \\
  0
\end{bmatrix}
\quad \text{on } \partial M_D,
\]

(12)

where \(d_{BC}^T\) is a diagonal matrix with the negative row sums of \(d^T\), marking the end location of incomplete dual edges at the surface of the geometry. In contrast, Neumann boundary conditions are applied by subtracting the following vector from the left-hand side of the system of equations

\[
\begin{bmatrix}
  -f_0 \\
  df_0
\end{bmatrix}
\quad \text{on } \partial M_N,
\]

(13)

followed by zeroing the rows and columns associated with \(\partial M_N\) and placing a unit value on the corresponding diagonal entry, a change of at most 5 values (3 if making use of symmetry). This strategy is equivalent to removing the column and rows associated with the tetrahedral faces in \(\partial M_N\), but without altering the form of the system matrix. The process is also used to introduce new cracked (insulated) faces during a simulation.

Observe that the system matrix in equation (11) is in the form

\[
\begin{bmatrix}
  A & B \\
  B^T & 0
\end{bmatrix},
\]

(14)
which is suitable for application of the generalized Schur complement. Therefore, the system matrix and right-hand side are stored as partitioned sparse PETSC matrices and vectors distributed across the available process. A composite Schur preconditioner is then applied along with the flexible generalized minimal residual (FGMRES) iterative method to solve the linear system. The computation of the Schur complement requires the inverse of the $A$ matrix. A common approximation is to use only the diagonal component of $A$; however, in our case the $A$ matrix is already diagonal which should maximize both accuracy and efficiency. The preconditioner for the Schur complement is computed using the Hypre Parasails solver \cite{32, 33}. Additional information regarding the solution process can be found in the software documentation.

2.4. I/O and Visualization

I/O in ParaGEMS is either handled by the root process, which scatters and gathers data to the appropriate adjacent processes, or through built-in PETSc routines. The input Delaunay tetrahedral mesh must be in Tetgen format and contain boundary information (generated using the Tetgen flags \texttt{-f} and \texttt{-e}). Simulation data is output for post-processing in MATLAB format using built-in PETSc routines, as well as in ASCII VTK format through custom routines for visualization with ParaView. Vector data output in the VTK files is computed at cell barycenters using Whitney interpolation (See software documentation for more information).

2.5. Simulation details

We consider a standard problem of thermal conduction in a cubic domain of unit size, possessing intrinsic thermal conductivity $\kappa$. Dirichlet boundary conditions are prescribed on two opposite sides: temperatures 0 and 1. Neumann boundary conditions are prescribed on the remaining four sides: zero flux density (insulated faces). With this setup, the macroscopic thermal conductivity of the domain, referred here as the effective (apparent) thermal conductivity and denoted as $\kappa_e$, equals numerically the calculated flux density through either of the sides with Dirichlet boundary conditions. In the case when the thermal conductivity prescribed to dual faces is constant across the domain (mimicking continuous and homogeneous material situation), the effective thermal conductivity equals the prescribed value. It will be demonstrated that this remains true irrespective of the cell complex used to cover the domain. In the case of variable thermal conductivity across dual
faces, the effective thermal conductivity will be a function of the particular
distribution of local conductivities, mimicking material heterogeneity.

To demonstrate use of the software to study the effect of emerging dis-
continuities in the material on its thermal conductivity, we consider the fol-
lowing. A discontinuity or a crack in the material is an internal surface that
prohibits heat transfer across. The heat flux in our formulation is across faces
of the cell complex selected as dual (a 2-form on the dual). An emergence
of a crack is therefore equated to a change of the thermal conductivity of a
selected face from its current value to zero.

For comparison with available experimental data, we have devised two
scenarios for crack introduction. In both cases, we use a sequence of steady-
state solutions of the system, starting with a domain with no cracks, intro-
ducing one single crack at each step and calculating the resulting effective
thermal conductivity. The process terminates when the domain becomes
non-conductive due to specific arrangement of the crack population.

In the first scenario, referred to as deterministic, the selection of a face
to be converted to crack is based on the solution from the previous step: the
face with highest flux density is converted to a crack. In the second sce-
nario, referred to as stochastic, cracks are introduced by a random selection
of faces for which the currently prescribed thermal conductivity is changed
to zero. The second scenario provides the effective thermal conductivity as a
function of either the number or the volume density of randomly distributed
cracks. This would allow for comparison with experimental data of thermal
conductivity for any given number of volume density of cracks, assuming the
cracks are randomly distributed. The first scenario is intended to represent
a maximal thermal ‘damage’, i.e. a situation where the emerging cracks are
reducing the effective conductivity maximally. This would allow for compar-
ison with experimental data of thermal conductivity where the cracks are
introduced by some thermo-mechanical process that leads to non-uniform or
ordered distribution.

3. Results and Discussion

ParaGEMS was run using a local high-performance computing cluster,
the specifications of which are detailed below. For users’ convenience, scripts
used to run ParaGEMS on either a laptop computer or a high-performance
computing cluster are provided within the repository. A full list of Par-
3.1. Baseline verification

Baseline verification is obtained from thermal diffusion in a pristine cube, which has a linear analytic solution as a function distance through the cube along the direction of heat flow. The accuracy of ParaGEMS as a function of maximum tetrahedron volume is shown in Fig. 4. The accuracy is evaluated as the RMS error

\[
RMS \text{ error} = \sqrt{\sum_{\forall \text{tetrahedra}} \left( T_{i,\text{comp}} - T_{i,\text{exact}} \right)^2 V_i}. \tag{15}
\]

Most meshes used in this study contained dual edges with zero or near-zero edge lengths. To improve conditioning, Hodge-star entries containing these lengths are limited to a value of $10^{-8}$. The influence of this limiter is visible in the majority of results as non-machine-zero error. The downward trend observed as the mesh is refined is due to the percentage of limited values decreasing. To confirm this is the likely cause of the error, the absolute and relative tolerances were reduced from $10^{-10}$ to $10^{-14}$, however no
change in the result was observed. Furthermore, two particular meshes, with results highlighted in red, had sufficiently long dual edge lengths to avoid the interference of the limiter. In these cases, the error is of the order of machine precision. This also indicates that for a mesh of sufficient quality, the method is exact for linear solutions.

3.2. Parallel scaling

Both strong and weak scaling are evaluated on a local high-performance computing cluster at the University of Manchester, UK, with hardware consisting of nodes of 2 x 16-core Intel Skylake Gold 6130 CPUs at 2.10 GHz and 192 GB RAM connected through a Mellanox MT27800 100 Gb/s InfiniBand interconnect. This study is done with a series of successively finer meshes created by halving the maximum tetrahedron volume on each level, resulting in meshes with approximately 305 thousand tetrahedra to 18.7 million. In each case, the number of unique triangular faces is about double the number of tetrahedra. Therefore, the number of equations solved is between 928 thousand and 56 million.

Results of the study are shown in Fig. 5 and indicate excellent strong scaling of the ParaGEMS library up to the maximum number of cores on
the three largest meshes, where computation effort overshadows the parallel communication overhead. On coarser meshes, the cost of parallelization becomes an increasingly significant portion of the overall cost, diminishing the advantage of adding more processors. On the three coarsest grids, the cost of parallelization eventually begins to increase the overall solution time. While strong scaling is very good, the weak scaling has room for improvement.

3.3. Deterministic cracking process

A unit cube is tessellated into a tetrahedral mesh containing 44879 triangular faces of which 39667 are non-boundary faces. At the start of the simulations, all non-boundary faces are assigned equal conductivity $\kappa \neq 0$. After each simulation step, the face with maximal heat flux is cracked, i.e. its thermal conductivity is set to zero, and $\kappa_e$ of the updated domain is calculated. The process is repeated until $\kappa_e = 0$, i.e. the domain becomes thermally non-conductive, producing $\kappa_e$ as a function of cracked faces. Figs. 6 and 7 show the solution at several crack configurations, selected as fractions of the final crack which makes the domain non-conductive. The left- and right-hand columns show the temperature distribution and the heat velocity vectors through faces, respectively. The uppermost row of Fig. 6 shows the first (single) crack that emerged nearly perpendicularly to the heat flow direction, and the velocity vectors parallel to the flow (z) direction. The effect of crack growth on the temperature distribution and heat velocity can be clearly followed and quantified.

To illustrate the dependence of $\kappa_e$ on cracking, we introduce a count-based damage parameter, $D_n$, defined as the ratio between number of cracked faces and the total number of non-boundary faces. The calculated relationship is shown by the top graph in Fig. 8.

3.4. Stochastic cracking process

The process of stochastic cracking is simulated on the tetrahedral mesh with the initial assignment of conductivity to non-boundary faces used for the deterministic cracking process. The analysis is based on the well-known Monte Carlo method. After each simulation step, a randomly selected non-boundary face is cracked, and $\kappa_e$ of the updated domain is calculated. The process is repeated until $\kappa_e = 0$, producing $\kappa_e$ as a function of cracked faces. This constitutes a single Monte Carlo path. The process can be repeated $N$ times, representing $N$ Monte Carlo trials. Fig. 8 (bottom) shows $\kappa_e$ plotted against the damage parameter, for all Monte Carlo paths. The mean effective
Figure 6: Visualization of deterministic cracking process: single crack (row 1); 10% crack fraction (row 2); and 25% crack fraction (row 3).
Figure 7: Visualization of deterministic cracking process: 50% crack fraction (row 1); 75% crack fraction (row 2); and 100% crack fraction (row 3).
thermal conductivity has not been plotted, since the variance of $\kappa_e$ observed in the 100 Monte Carlo trials, is small. The error in a Monte Carlo model scales inversely as a function of $\sqrt{N}$. The effective thermal conductivity for certain Monte Carlo paths appear to become abruptly zero, observed for crack fractions between $\approx 0.4$ and $\approx 0.6$. This arises from stochastic cracking paths by chance following a crack sequence with deterministic-like behaviour. In reality, the set of all distinct Monte Carlo paths includes both the deterministic result and a path which prioritizes the cracking of faces most parallel to the flow, which have little or no impact on the effective thermal conductivity, as well as everything in between.

The initial conditions (geometry and conductivity distribution) are the same for both graphs in Fig. 8 allowing for direct comparison of $\kappa_e$ as a function of the damage parameter. Remarkable differences exist: the deterministic cracking process makes the domain non-conductive at damage parameter of $\approx 0.012$, which is considerably less than that for the stochastic process of $\approx 0.55$. One can consider the deterministic process as close to the worst-case scenario for the reduction of thermal conductivity with cracking. The stochastic cracking process does not represent the best-case scenario (which could be realized by firstly cracking all faces nearly parallel to the heat flux), but could be a physically realistic representation of damage introduced by bulk thermal shock.

4. Conclusions and perspectives

We have presented development and capabilities of a parallelized software based on discrete exterior calculus for solving 3D elliptic boundary value problems. The portability of the code means that execution is feasible on distributed memory HPC architectures. One particular advantage of the present approach is that since the discrete algebraic equations formulated via DEC are invariant through the embedding of each simplex and of the entire mesh, the present method can be applied to simplicial approximations of non-flat manifolds [34]. Furthermore, as demonstrated in this article, it provides an effortless means to introduce of strong heterogeneities and discontinuities.

Future work includes extending the code to fluid and solid mechanics, and use of a parallel DEC library for musical isomorphisms, interpolation, Hodge decomposition and wedge products. It is anticipated that performance will increase further through the optimal use of ARM and GPU architectures.
Figure 8: Calculated dependence of $\kappa_e$ on the damage parameter: (top) by the deterministic cracking process; and (bottom) by the stochastic cracking process for 100 Monte Carlo paths.
Finally, a virtual reality graphical user interface for visualization of meshes and discontinuous permeability represents an exciting future goal.
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