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Abstract

We prove that every simple graph with maximum degree \(\Delta\) has edge correspondence number \(\Delta + o(\Delta)\).

1 Introduction

Graph colouring is one of the richest and most fundamental fields of graph theory. In its most basic form, one must assign a colour from a given set to each vertex of a graph so that the endpoints of each edge get different colours. Many variations have arisen, one of the most fruitful being list colouring: Vizing [29] and Erdős, Rubin Taylor [12] independently suggested that rather than assigning colours to all vertices from a single set, we can give each vertex \(v\) its own list of permissible colours, \(L(v)\). This very natural variation grew into a prominent subfield of graph colouring.

Recently, Dvořák and Postle [10] introduced another natural variation, correspondence colouring. Rather than using the same colouring rule for all edges, each edge can forbid a different set of pairs of colours on its endpoints. The only requirement is that no colour can be forbidden to a vertex by two pairs on the same edge. Specifically, each edge \(uv\) is given a partial matching \(M_{uv}\) between \(L(u), L(v)\). The goal is to assign to each vertex \(v\) a colour from \(L(v)\) so that for every edge \(uv\), the colours assigned to \(u\) and \(v\) are not paired in \(M_{uv}\). Note that if every edge \(uv\) simply matches each colour in \(L(u) \cap L(v)\) to itself then we have the usual list colouring. Several studies of correspondence colouring have already appeared, eg. [4, 5, 6, 7, 8, 13, 21]. See [7] for a discussion of how correspondence colouring can be more challenging than list colouring, including how some common useful approaches to list colouring do not apply to correspondence colouring.
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In an instance of correspondence colouring, if every list of colours has the same size, \( k \), then we can assume that each list is \( \{1, \ldots, k\} \). To see this, consider an instance where the lists differ. For every vertex \( v \) take a bijection \( \sigma_v : L(v) \to \{1, \ldots, k\} \) and for every edge \( uv \), replace each \((i, j) \in M_{uv}\) with \((\sigma_v(i), \sigma_v(j))\). Similarly, when the lists have different sizes, we can assume that the list of each vertex \( v \) is \( \{1, \ldots, |L(v)|\} \). So there is no difference between e.g. the correspondence number and the list correspondence number of a graph.

One of the most pursued open questions in list colouring is: When edge-colouring a simple graph (i.e. assigning colours to the edges so that every two edges which share a vertex must get different colours), are the identical lists the most difficult lists? In other words, is the list edge chromatic number of a simple graph equal to the edge chromatic number? This has been answered in the affirmative for specific classes of graphs (e.g. [14, 26]), but is still open for general graphs. In a seminal paper [18], Kahn proved that the two numbers are asymptotically equal: the list edge chromatic number of a simple graph with maximum degree \( \Delta \) is equal to \( \Delta + o(\Delta) \). In a followup paper [19] he proved that the two numbers are asymptotically equal for multigraphs as well. Molloy and Reed [23] showed that, for simple graphs, the \( o(\Delta) \) term is at most \( \sqrt{\Delta} \text{poly}(\log \Delta) \). See [16] for a more thorough background to list colouring.

Correspondence colouring can be defined for edge colouring in a natural way: each pair of edges that share a vertex is given a list of forbidden pairs (this is defined more formally below). Bernshteyn and Kostochka [7] showed that the edge correspondence number of a simple graph can exceed the edge chromatic number. In fact, every \( \Delta \)-regular simple graph has edge correspondence number at least \( \Delta + 1 \), whereas many such graphs have edge chromatic number \( \Delta \). However, we show here that Kahn’s result holds in this context; i.e. every simple graph with maximum degree \( \Delta \) has edge correspondence number \( \Delta + o(\Delta) \).

The previous best bound in this direction was \((2 - \varepsilon)\Delta\) for a constant \( \varepsilon > 0 \), which follows from work in [9] (in particular, the correspondence colouring version of their Theorem 1.6).

To set things up formally: We are given a simple graph \( G \) and a set of colours \( Q = \{1, \ldots, q\} \). For each pair of incident edges \( e, f \), we are given a partial matching \( M_{e,f} \) on \((Q, Q)\); i.e. a collection of at most \( q \) pairs \((\alpha, \alpha') \in Q \times Q\) such that each colour \( \alpha \) is the first element of at most one pair and the second element of at most one pair. \( M_{f,e} \) will consist of the reversal of all pairs in \( M_{e,f} \), so there is only one matching on each pair of incident edges. This collection of partial matchings is called an edge correspondence. An edge correspondence colouring is an assignment to each edge \( e \in E(G) \) of a colour \( \sigma(e) \in Q \), such that for every two incident edges \( e, f \), the pair \((\sigma(e), \sigma(f))\) is not in \( M_{e,f} \).

The edge correspondence number of a graph \( G \) is the minimum \( q \) such that an edge correspondence colouring exists for every edge correspondence. We denote this by \( \chi'_{DP}(G) \), following the notation of Bernshteyn and Kostochka who refer to correspondence colouring as \( DP \)-colouring, using the intials of the founders.

Theorem 1. Let \( G \) be any simple graph with maximum degree \( \Delta \). Then \( \chi'_{DP}(G) = \Delta + o(\Delta) \).

Remark: Throughout the paper, asymptotic notation is with respect to \( \Delta \to \infty \).
We colour the edges using an iterative procedure, first introduced in Kahn’s proof [18] and since then adapted to a very large number of results (see eg. [2,4]). At each step, we colour a small proportion (roughly $\frac{1}{\ln \Delta}$) of the edges. We do so by considering a random colour assignment to those edges. If we name a particular vertex, then a probabilistic analysis shows that the colours of the edges near that vertex will likely satisfy certain properties, for example that each edge has many remaining colours that can still be legally assigned to it. We apply the Lovasz Local Lemma to obtain a colouring in which the colours of the edges near every vertex satisfies those properties. Eventually we will have coloured almost all the edges; the remaining edges will be such that they are easily dealt with.

One useful aspect to our procedure: we carry out the random colouring so that for any edge $e = uv$, the effect of random choices involving edges incident to $u$ is independent of the effect of choices on edges incident to $v$, and we track the cumulative affects of those choices separately. This is where we make critical use of the facts: (i) $G$ is simple, and (ii) edge colouring has the nice structural property that the neighbourhood of each edge consists of two disjoint cliques.

2 Preliminaries

2.1 Setup

Let $\varepsilon$ be any sufficiently small constant. We will prove that there exists $\Delta(\varepsilon)$ such that if $\Delta(G) \geq \Delta(\varepsilon)$ then $\chi'_{DP}(G) \leq (1 + \varepsilon)\Delta(G)$. This is enough to establish Theorem 1. We do not name $\Delta(\varepsilon)$ explicitly; instead we just assume that $\Delta(G)$ is large enough to satisfy various inequalities that depend on $\varepsilon$.

So we are given a graph $G$ with maximum degree $\Delta$, colours $Q = \{1, ..., (1 + \varepsilon)\Delta\}$ and an edge correspondence. Our goal is to prove that, so long as $\Delta$ is sufficiently large in terms of $\varepsilon$, there must be an edge correspondence colouring.

Definition 2. For two incident edges $e, f$ and colours $\alpha, \alpha'$, we say that $\alpha : e$ blocks $\alpha' : f$ if $(\alpha, \alpha')$ is an edge of $M_{e,f}$; i.e. if we are not permitted to assign $\alpha$ to $e$ and assign $\alpha'$ to $f$.

Note that $\alpha : e$ blocks $\alpha' : f$ iff $\alpha' : f$ blocks $\alpha : e$.

2.2 Probabilistic tools

We often use the following straightforward bound:

$$\left( \frac{a}{b} \right)^b \leq \left( \frac{ea}{b} \right)^b.$$

We also rely on the following standard tool of the probabilistic method.
The Lovász Local Lemma \[11\]. Let $A = \{A_1, ..., A_n\}$ be a set of random events such that for each $1 \leq i \leq n$:

(i) $\Pr(A_i) \leq p$; and

(ii) $A_i$ is mutually independent of all but at most $d$ other events.

If $pd \leq \frac{1}{4}$ then $\Pr(\overline{A_1} \cap ... \cap \overline{A_n}) > 0$.

$\text{BIN}(n, p)$ is the sum of $n$ independent random boolean variables where each is equal to 1 with probability $p$. The following is a simplified special case of Chernoff’s bound. It follows from, e.g. Corollary A.1.10 and Theorem A.1.13 from Appendix A of \[3\].

The Chernoff Bound. For any $0 < t \leq np$:

$$\Pr(|\text{BIN}(n, p) - np| > t) < 2e^{-t^2/3np}.$$  

Theorem 2.3 from \[22\] generalizes the Chernoff Bound. Parts (b,c) of that theorem imply:

Lemma 3. Suppose that we have independent random variables $Z_1, ..., Z_n$, with $0 \leq Z_i \leq 1$ for each $i$. Set $Z = \sum_{i=1}^{n} Z_i$. For any $0 < t \leq E(Z)$:

$$\Pr(|Z - E(Z)| > t) < 2e^{-t^2/3E(Z)}.$$

Our final concentration tool is Talagrand’s Inequality, which often provides a stronger bound when the expectation of a random variable is much smaller than the number of trials that determine it. We will use the following variant on Talagrand’s original statement from \[28\]. The proof is deferred to an appendix.

Talagrand’s Inequality. Let $X$ be a random variable determined by the independent trials $T_1, ..., T_n$. Let $X_{\max}, D > 0$ and suppose that $X$ always satisfies $0 \leq X \leq X_{\max}$. Let $F$ be the event that for the outcome $y = (y_1, ..., y_n)$ of the trials there exists $b_1, ..., b_n > 0$ such that

(i) $\sum_{i=1}^{n} b_i^2 \leq D$; and

(ii) for any possible outcome $z = (z_1, ..., z_n)$ of the trials, we have

$$X(z) \geq X(y) - \sum_{y_i \neq z_i} b_i.$$

Then for any $t \geq 0$ we have

$$\Pr\left(|X - E(X)| > t + 35\sqrt{D} + X_{\max} \times \Pr(\overline{F})\right) \leq 2\Pr(\overline{F}) + 5e^{-\frac{t^2}{4D}}. \quad (1)$$
2.3 Adapting previous work

We will find an edge correspondence colouring of the given graph using a common randomized procedure. One feature of that procedure is that when an edge gets a colour, any conflicting colours are removed from the lists of available colours for all neighbouring edges.

We would like to have applied the argument from [23] to prove that \( \chi_{DP}(G) = \Delta + \sqrt{\Delta \text{poly}(\log \Delta)} \). The hurdle we could not overcome is as follows: The procedure in [23] begins by reserving a set of colours at each vertex which cannot be assigned to any edges incident to that vertex. In the context of list edge colouring, this ensures that at the end of the procedure, each uncoloured edge \( uv \) can be assigned any of the colours that were reserved at both \( u \) and \( v \); however, this is not true for correspondence colouring.

So instead we followed what is, at heart, the argument from [18], although presented as in [23, 24]. One difference is as follows: in that argument, one kept track of a parameter \( T(v, c) \) which was the set of edges incident to \( v \) which could still receive the colour \( c \). That parameter was important because \( T(u, c) \) and \( T(v, c) \) comprised the edges which could cause \( c \) to be removed from the list of the edge \( e = uv \). In the context of correspondence colouring, we need to redefine that parameter. For each edge \( e = uv \) we define \( T(e, v, c) \) to be the set of edges incident to \( v \) which can still receive a colour that will cause \( c \) to be removed from the list of \( e \). Once that parameter is defined, the remainder of the argument is a simple adaptation of those from [18, 23].

2.4 A quick result

The following result is a very simple variation on the main result of [27] (improved in [15]). It will be used at the end of our proof, just as the result of [27] is used at the end of many similar proofs.

As mentioned above, one can assume that each edge has the same list of permissible colours. Nevertheless, it will be convenient to extend the definition of an edge correspondence, and an edge correspondence colouring in the obvious way to the case where the lists may differ.

We use \( f \sim e \) to denote that edges \( f, e \) are adjacent. For a pair of incident edges \( e, f \), we say that \( \alpha \in L(e) \) has a partner in \( M_{e,f} \) if \( \alpha \) is the first element of one of the pairs in \( M_{e,f} \); i.e. if assigning \( \alpha \) to \( e \) forbids a colour to be assigned to \( f \).

**Lemma 4.** We are given a simple graph \( G \); a list \( L(e) \) of size at least \( L \) on each edge \( e \); and an edge correspondence such that for each edge \( e \) and colour \( \alpha \in L(e) \), there are at most \( T \) edges \( f \sim e \) such that \( \alpha \) has a partner in \( M_{e,f} \). If \( L \geq 8T \) then there is an edge correspondence colouring.

The proof is essentially identical to that from [27]; we include it here for completeness. It also follows easily from Theorem 2 of [15], with the constant 8 improved to 2.
**Proof**  Assign to each edge $e$ a uniformly random colour from $L(e)$. For each pair of incident edges $e, f$ and pair of colours $(\alpha, \alpha') \in M_{e,f}$ we define $A_{e,f,\alpha,\alpha'}$ to be the event that $e$ is assigned $\alpha$ and $f$ is assigned $\alpha'$. The probability of each such event is at most $1/L^2$. Each event $A_{e,f,\alpha,\alpha'}$ is easily seen to be mutually independent of all events which do not involve $e$ or $f$; i.e. of all but at most $2LT$ other events. Since $\frac{1}{L^2} \times 2LT \leq \frac{1}{4}$, the Lovász Local Lemma implies that with positive probability none of these events hold; i.e. we obtain an edge correspondence colouring.

\[\Box\]

3  A random colouring procedure

We colour the graph randomly through a series of iterations, as described in the introduction. Roughly speaking, at each iteration we colour a small proportion of the edges. When an edge receives a colour then we remove any conflicting colours from the lists of incident edges. If two incident edges receive conflicting colours then both are uncoloured. A few technical clarifications:

(a) When an edge $e$ receives a colour then conflicting colours are removed from all incident edges even if that colour is removed from $e$. This is often referred to as wasteful since some colours are needlessly removed from lists. We do this because it simplifies the analysis. Furthermore, because such a small proportion of edges are coloured, a vanishing proportion of coloured edges have their colour removed. As a result, the number of colours removed needlessly from each list is negligible.

(b) We allow each edge to receive multiple colours. For each edge $e$ and each colour $c \in L(e)$, the current list for $e$, we assign $c$ to $e$ with probability $1/(|L(e)| \ln \Delta)$; the choice of whether to assign $c$ to $e$ is independent of the choices for all other colours in $L(e)$. So the probability that $e$ gets at least one colour is roughly $1/\ln \Delta$. Making these assignments independently simplifies the analysis. And the probability that $e$ gets at least two colours is $O(\ln^{-2} \Delta)$ which is small enough to be negligible. We believe that this technique was first used by Johansson in [17].

(c) It is very convenient if, at each iteration, all lists have the same size and the probability that a colour $c$ is removed from $L(e)$ is the same for every $c, e$. We enforce this by truncating some lists and by carrying out so-called equalizing coin flips which round up the probability of a colour being removed from a list.

Our procedure makes use of the parameters $L_i, T_i, \text{Eq}_i(e, c)$. They will be defined formally below, as their definitions will be more intuitive after reading the procedure. For now, the main things to understand are: (i) our analysis will enforce that at the beginning of each iteration $i$, every edge $e$ has $|L(e)| \geq L_i$; (ii) $\text{Eq}_i(e, c)$ is the value required for the equalizing coin flips described above.

If, during a particular iteration, colour $c$ is assigned to $e$ (in Step 2(b.i)) and colour $c$ is not unassigned from $e$ (in Step 2(b.ii) or Step 2(c)) then we say that $e$ retains $c$. At any
iteration, an edge is considered *uncoloured* if it did not retain any colour during the previous iterations.

Recall from Section 2.1 that $Q = \{1, \ldots, (1 + \varepsilon)\Delta\}$.

1. Initialize for every edge $e = uv$ and colour $c$: $L(e) = Q$, $T(e, v, c)$ is the set of all edges incident to $e$ at $v$.

2. For each $i \geq 1$ until $L_i < \Delta^{9/10}, T_i < \Delta^{9/10}$ or $L_i > 10T_i$:
   
   (a) For every uncoloured edge $e$ with $|L(e)| > L_i$, remove $|L(e)| - L_i$ arbitrary colours from $L(e)$.
   
   (b) For every uncoloured edge $e$ and every colour $c \in L(e)$:
      
      i. assign $c$ to $e$ with probability $1/(L_i \ln \Delta)$.
      
      ii. If $c$ was assigned to $e$ then for every $f \sim e$, if there is a colour $c' \in L(f)$ with $c' : f$ blocking $c : e$ then
          
          A. remove $c'$ from $L(f)$; and
          
          B. if $c'$ was assigned to $f$ then unassign $c'$ from $f$

   (c) For every colour $c$ still in $L(e)$, with probability $1 - \text{Eq}_i(e, c)$: remove $c$ from $L(e)$, and if $c$ was assigned to $e$ then unassign $c$ from $e$.

When this procedure terminates, each edge that has is not uncoloured is given one of the colours that it retained. We will argue that it will terminate because $L_i > 10T_i$ which will imply that this partial edge correspondence colouring can be completed using Lemma 4.

Consider an edge $e = uv$. As mentioned in the introduction, we wish to separate the random choices related to the effect on $e$ of edges around $v$ from the effect of the edges around $f$. So to carry out the choice in line 2(c) whether to keep $c$ in $L(e)$, we will in fact make two independent random coin flips $F(e, u, c), F(e, v, c)$, which return 1 with probabilities $\text{Eq}_i(e, u, c)$ and $\text{Eq}_i(e, v, c)$, respectively. If either returns 0 then $c$ is removed from $L(e)$. (The values of those probabilities are specified below.)

For each edge $e = uv$ and colour $c$, we define the following sets at the beginning of step 2 of iteration $i$, i.e. after the lists have been truncated:

\[
L_i(e) = \text{the set of colours remaining in the list on } e \\
T_i(e, v, c) = \text{the set of uncoloured edges } f \text{ containing } v \text{ for which there is a colour } c' \in L_i(f) \text{ such that } c' : f \text{ blocks } c : e.
\]

We will recursively define parameters $L_i, T_i$ and enforce that for each iteration $i$:

\[|L_i(e)| = L_i \text{ and } |T_i(e, v, c)| \leq T_i \text{ for every edge } e, \text{ endpoint } v \text{ of } e \text{ and colour } c \in L_i(e).\]
Note that the first condition means that $|L(e)| \geq L_i$ at the beginning of iteration $i$.

Recalling that we wish to focus separately on colours removed from $L(e)$ because of edges around $u$ and those removed because of colours around $v$, we introduce the following terminology:

**Definition 5.** For an edge $e = uv$ with $c \in L(e)$. We say that $L(e)$ loses $c$ at $v$ during iteration $i$ if either (a) some edge $f$ with endpoint $v$ is assigned a colour $c'$ where $c' : f$ blocks $c : e$ or (b) the equalizing coin flip $F(e, v, c)$ returns 0.

Note that if $e$ is assigned the colour $c$ in step 2(b) then $c$ is unassigned from $e$ iff $L(e)$ loses $c$ at $u$ or $L(e)$ loses $c$ at $v$.

Suppose that (2) holds at the beginning of step 2 of iteration $i$. Thus the probability that no colour $c'$ is assigned to an edge $f = vw$ where $c' : f$ blocks $c : e$, is

$$(1 - \frac{1}{L_i \ln \Delta})^{T_i(e,v,c)} \geq \left(1 - \frac{1}{L_i \ln \Delta}\right)^{2T_i}.$$  

This inspires us to define

$$
\text{Keep}_i = \left(1 - \frac{1}{L_i \ln \Delta}\right)^{T_i}
$$

$$
\text{Eq}_i(e, u, c) = \text{Keep}_i / \left(1 - \frac{1}{L_i \ln \Delta}\right)^{|T_i(e,u,c)|}
$$

$$
\text{Eq}_i(e, v, c) = \text{Keep}_i / \left(1 - \frac{1}{L_i \ln \Delta}\right)^{|T_i(e,v,c)|}
$$

$$
\text{Eq}_i(e, c) = \text{Eq}_i(e, u, c) \times \text{Eq}_i(e, v, c)
$$

So the probability that $L(e)$ loses $c$ at $v$ during iteration $i$ is exactly $1 - \text{Keep}_i$, and the event that it loses $c$ at $v$ is independent of the event that it loses $c$ at $u$ (since the graph is simple).

Thus, the probability that $c$ remains in $L(e)$ at the end of iteration $i$ is exactly $\text{Keep}_i^2$, and so the expected number of such colours remaining on $L(e)$ is $L_i \times \text{Keep}_i^2$.

We now turn our attention to $T_{i+1}(e, v, c)$. We cannot show that this parameter is concentrated because it is possible for the assignment of a single colour to some $f \sim e$ to cause $T_{i+1}(e, v, c)$ to drop to $\emptyset$. So instead, we focus on a related parameter which essentially removes the influence of edges incident to $v$.

$T'_{i+1}(e, v, c)$ is defined to be the set of edges $f = vw \in T_{i}(e, v, c)$ such that (a) $f$ does not retain a colour during iteration $i$ and (b) $L(f)$ does not lose $c'$ at $w$ during iteration $i$, where $c'$ is the unique colour in $L(f)$ such that $c' : f$ blocks $c : e$.

Note that $T_{i+1}(e, v, c) \subseteq T'_{i+1}(e, v, c)$. So an upper bound on $|T'_{i+1}(e, v, c)|$ will provide an upper bound on $|T_{i+1}(e, v, c)|$. The fact that each colour in the list of an edge is assigned to that edge independently, makes it simple to bound the expectation of $|T'_{i+1}(e, v, c)|$:
For any edge $f = vw$ and any colour $\alpha \in L_i(f)$, let $Z(\alpha, f)$ be the event that $\alpha$ is assigned to $f$ and let $Y^v(\alpha, f), Y^w(\alpha, f)$ be the events that $L(f)$ loses $\alpha$ at $v$, and $L(f)$ loses $\alpha$ at $w$ during iteration $i$. The following observation is very helpful:

**Observation 6.** The events $\{Z(\alpha, f), Y^v(\alpha, f), Y^w(\alpha, f) : \alpha \in L_i(f)\}$ are mutually independent.

**Proof** First, by the way we carry out Step 2(b), the events $Z(c, e)$ over all edges $e$ and $c \in L_i(e)$ are determined by independent trials. $Y^v(\alpha, f)$ is determined by the events $Z(h, \alpha')$ for all edges $h \in T(f, v, \alpha)$ and colours $\alpha' \in L(g)$ such that $\alpha' : h$ blocks $\alpha : f$. By the nature of correspondence colouring, $\alpha' : h$ can block $\alpha : f$ for at most one colour $\alpha$. Since the graph is simple, no edge $h$ is relevant to both a $Y^v(\cdot, f)$ event and a $Y^w(\cdot, f)$ event. So these events are determined by disjoint sets of trials.

Now consider any $f \in T_i(e, v, c)$, where $c' : f$ blocks $c : e$. Suppose that (2) holds at the beginning of iteration $i$. Then Observation 6 implies (see explanation below):

\[
\Pr(f \in T'_{i+1}(e, v, c)) = \text{Keep}_i \times \left(1 - \frac{1}{\ln \Delta L_i} \text{Keep}_i\right) \times \prod_{\alpha \in L_i(f), \alpha \neq c'} \left(1 - \frac{1}{\ln \Delta L_i} \text{Keep}_i^2\right) < \left(1 - \frac{1}{\ln \Delta L_i} \text{Keep}_i^2\right)^{L_i} \text{ since Keep}_i < 1 < \text{Keep}_i \times \left(1 - \frac{1 - \frac{\varepsilon}{2}}{\ln \Delta} \text{Keep}_i^2\right).
\]

**Explanation:** The first term is the probability that $L(f)$ does not lose $c'$ at $w$. The second term is the probability that if $f$ is assigned $c'$ then $L(f)$ loses $c'$ at $v$ and so $c$ is removed from $f$. The third term is the probability that $f$ does not retain any other colour.

This yields that if (2) holds for iteration $i$ then:

\[
\mathbb{E}[|T'_{i+1}(e, v, c)|] < |T_i(e, v, c)| \times \left(1 - \frac{1 - \frac{\varepsilon}{2}}{\ln \Delta} \text{Keep}_i^2\right) \times \text{Keep}_i.
\]

(3)

We will prove in section 4 that $|T'_{i+1}(e, v, c)|$ and the number of colours removed from $L(e)$ during step 2 are both concentrated. This leads us to recursively define: $L_0 = (1 + \varepsilon)\Delta$, $T_0 = \Delta$ and

\[
\begin{align*}
L_{i+1} &= L_i \times \text{Keep}_i^2 - \Delta^{2/3} \quad (4) \\
T_{i+1} &= T_i \times \left(1 - \frac{1 - \frac{\varepsilon}{2}}{\ln \Delta} \text{Keep}_i^2\right) \times \text{Keep}_i + \Delta^{2/3}. \quad (5)
\end{align*}
\]

**Remark:** Recall that our procedure halts if $L_i$ or $T_i$ drops below $\Delta^{9/10}$. It is not hard to show that $\text{Keep}_i = 1 - o(1)$ (see (3) below). So for all relevant values of $i$, $L_i$ is positive and $\Delta^{2/3}$ is a second-order term in (4) and (5).

We will prove:
Lemma 7. For every $i \geq 0$, every edge $e$ that is uncoloured at the beginning of iteration $i$, each endpoint $v$ of $e$, and every $c \in L_i(e)$: if (2) holds for iteration $i$ and $L_i, T_i > \Delta^{9/10}$ then with probability at least $1 - \Delta^{-10}$, at the beginning of iteration $i + 1$ we will have

(a) $|L(e)| \geq L_i + 1$; and
(b) $|T(e, v, c)| \leq T_i + 1$.

The Lovász Local Lemma then implies that, with positive probability, the conditions of Lemma 7 hold simultaneously for every such $e, c$ and so:

Lemma 8. If (2) holds for iteration $i$ and $L_i, T_i > \Delta^{9/10}$ then with positive probability (2) holds for iteration $i + 1$.

Proof. For each edge $e = uv$ and colour $c \in L_i(e)$, we define $A(e)$ to be the event that $|L(e)| < L_i + 1$ at the beginning of iteration $i + 1$, and $B(e, v, c)$ to be the event that $|T(e, v, c)| > T_i + 1$ at the beginning of iteration $i + 1$. If none of these events hold, then (2) holds for iteration $i + 1$.

Lemma 7 says that the probability of each such event is at most $p := \Delta^{-10}$. $A(e)$ is determined by colour assignments and equalizing coin flips for edges incident with $e$; $B(e, v, c)$ is determined by colour assignments and equalizing coin flips for edges within distance two of $e$. So each event is mutually independent of all events involving edges at distance greater than four, and thus is mutually independent of all but at most $d := 2\Delta^4 L_i < \Delta^5$ other events (see e.g. the Mutual Independence Principle in [24]). Since $pd < \frac{1}{4}$ for large $\Delta$, the Local Lemma completes the proof.

A simple analysis of our recursive equations shows that $T_i$ decreases more quickly than $L_i$, and so eventually their ratio will be large enough to allow us to apply Lemma 8. We must show that this happens before $L_i < \Delta^{9/10}$, as our procedure stops running if $L_i$ drops below this value.

Lemma 9. For every sufficiently small $\varepsilon > 0$, there is an $X = X(\varepsilon)$ such that for $I = X \ln \Delta$ we have $L_i > 10 T_i$ and $L_i, T_i > \Delta^{9/10}$.

Proof. Note that $L_1/T_1 = 1 + \varepsilon$. We will prove inductively that $L_i/T_i$ increases with $i$.

Our first useful bound is: If $L_i/T_i \geq 1 + \varepsilon$ then:

$$1 \geq \text{Keep}_i \geq 1 - \frac{T_i}{L_i \ln \Delta} > 1 - \frac{1}{(1 + \varepsilon) \ln \Delta}. \quad (6)$$

Therefore for any constant $X$ and $i \leq X \ln \Delta$, if $L_i/T_i \geq 1 + \varepsilon$ and $L_j, T_j \geq \Delta^{9/10}$ for all $0 \leq j \leq i$ then:
\[ L_i > T_i > T_i \prod_{j=1}^{i-1} \left( 1 - \frac{1}{\ln \Delta} \text{Keep}_j^2 \right) \text{Keep}_j \]
\[ > T_i \left( 1 - \frac{1}{\ln \Delta} \right)^I \left( 1 - \frac{1}{(1+\varepsilon) \ln \Delta} \right)^I > \Delta e^{-2X} > \Delta^{9/10}, \] (7)

for \( \Delta \) sufficiently large in terms of \( X, \varepsilon \).

We will prove that for any constant \( X \), if for all \( 0 \leq j \leq i \leq X \ln \Delta \) we have \( L_j/T_j \geq 1+\varepsilon \) and \( L_j, T_j \geq \Delta^{9/10} \) then
\[ \frac{L_{i+1}}{T_{i+1}} \geq \frac{L_i}{T_i} \times \left( 1 + \frac{\varepsilon}{4 \ln \Delta} \right), \] (8)

for \( \Delta \) sufficiently large in terms of \( X, \varepsilon \). It follows inductively that for all \( 1 \leq i \leq I = X \ln \Delta \) we have \( L_i/T_i \geq 1 + \varepsilon \) and, by (7), \( L_i, T_i \geq \Delta^{9/10} \). So the bound in (8) holds for all \( 1 \leq i \leq I = X \ln \Delta \).

To prove (8), we first establish bounds on our recursive equations for \( L_i, T_i \). The assumptions that \( L_i/T_i > 1 + \varepsilon \) (and so (6) holds) and \( L_i, T_i > \Delta^{9/10} \) imply:

\[ L_{i+1} = L_i \times \text{Keep}_i^2 - \Delta^{2/3} > L_i \times \text{Keep}_i^2 (1 - \Delta^{-1/5}) \] (9)

\[ T_{i+1} = T_i \times \left( 1 - \frac{1 - \varepsilon/2}{\ln \Delta} \text{Keep}_i^2 \right) \times \text{Keep}_i + \Delta^{2/3} \]
\[ < T_i \times \left( 1 - \frac{1 - \varepsilon/2}{\ln \Delta} \text{Keep}_i^2 \right) \times \text{Keep}_i (1 + \Delta^{-1/5}). \] (10)

Therefore
\[ \frac{L_{i+1}}{T_{i+1}} \geq \frac{L_i}{T_i} \times \frac{\text{Keep}_i}{1 - \frac{1 - \varepsilon/2}{\ln \Delta} \text{Keep}_i^2} \times \frac{1 - \Delta^{-1/5}}{1 + \Delta^{-1/5}} \]
\[ > \frac{L_i}{T_i} \times \left( 1 - \frac{1}{(1+\varepsilon) \ln \Delta} \right) \times \left( 1 + \frac{1 - \varepsilon/2}{\ln \Delta} \text{Keep}_i^2 \right) \times (1 - 2\Delta^{-1/5}) \]
\[ > \frac{L_i}{T_i} \times \left( 1 - (1 - \varepsilon + \varepsilon^2) \frac{1}{\ln \Delta} \right) \times \left( 1 + \frac{1 - 2\varepsilon/3}{\ln \Delta} \right), \] by (6)
\[ > \frac{L_i}{T_i} \times \left( 1 + \frac{\varepsilon}{4 \ln \Delta} \right), \]

for \( \varepsilon < \frac{1}{12} \) and \( \Delta \) sufficiently large. This establishes (8). Therefore, if \( I = X \ln \Delta \) where \( X \) is a constant that is sufficiently large in terms of \( \varepsilon \),
\[ \frac{L_I}{T_I} > \frac{L_0}{T_0} \times \left( 1 + \frac{\varepsilon}{4 \ln \Delta} \right)^I \times (1 + \varepsilon) \times \left( 1 + \frac{\varepsilon}{4} \right)^X > 10. \]

This and (7) prove the lemma. \( \square \)
Our main theorem follows immediately:

**Proof of Theorem 1**: Setting $I = X \ln \Delta$ as in Lemma 9, (7) says that $T_I > \Delta^{9/10}$ for $\Delta$ sufficiently large in terms of $\varepsilon$, so our procedure runs for at least $I$ iterations. Since $L_i \geq T_i$, and by the looping rule of our procedure, we have $L_i, T_i > \Delta^{9/10}$ at every iteration. So Lemma 8 shows inductively that with positive probability (2) holds at the beginning of every iteration. Thus Lemma 9 and the fact that $L_i/T_i$ is increasing (as shown in the proof of Lemma 9) yields that with positive probability, when the algorithm terminates, we will have $|L(e)| \geq L_i$ and $|T(e, v, c)| \leq T_i$ for every uncoloured edge $e$, endpoint $v$ of $e$ and colour $c \in L(e)$ where $L_i > 10T_i$. Now Lemma 4 shows that we can complete the colouring.

This establishes that for every $\varepsilon > 0$, there exists $\Delta(\varepsilon)$ such that every graph of maximum degree $\Delta \geq \Delta(\varepsilon)$ has edge correspondence number at most $(1 + \varepsilon)\Delta$. This implies our main theorem.

□

4 Concentration

In this section, we prove our concentration lemma:

**Proof of Lemma 7**: Part (a): For any colour $c$ remaining in $L(e)$ after step 2(a) of iteration $i$, the probability that $c$ is not removed from $L(e)$ during the remaining steps of iteration $i$ is exactly $2^{i-1}$, as explained in section 3.

Observation 1: The event that $c$ is not removed from $L(e)$ is mutually independent of the corresponding events for any other colours of $L(e)$.

This follows immediately from: (i) for every edge $f \sim e$ and $c' \in L(f)$ there is at most one $c \in L(e)$ such that $c' : f$ blocks $c : e$, and (ii) whether $c'$ is assigned to $f$ is independent of the choice to assign any other colour to $f$ or to assign any colour to any other edge.

So the number of colours remaining after those steps is distributed like Bin($L_i, 2^{i-1}$). Our hypothesis states $L_i > \Delta^{9/10}$ and we know $2^{i-1} = 1 - o(1)$ by (6). So the Chernoff Bounds imply the probability that fewer than $L_i + 2^{i-1} - \Delta^{2/3}$ colours remain is at most

$$2e^{-\Delta^{2/3}/3L_i \cdot 2^{i-1}} < \Delta^{-11},$$

for large $\Delta$ since $L_i < 2\Delta$ and $2^{i-1} < 1$.

Part (b):

As described earlier, we will show that $|T'_i(e, v, c)|$ is concentrated, and thus is less than $T_i$ with sufficiently high probability. This suffices since $|T_i(e, v, c)| \leq |T'_i(e, v, c)|$.

Recall that an edge $f = vw \in T_i(e, v, c)$ is not in $T'_i(e, v, c)$ if (a) $f$ is assigned and keeps a colour, or (b) $L(f)$ loses $c'$ at $w$, where $c'$ is the unique colour in $L(f)$ such that $c' : f$ blocks $c : e$. 
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We define: $X_1$ is the number of edges $f = vw \in T_i(e, v, c)$ such that $f$ does not keep a colour. $X_2$ is the number of edges $f = vw \in T_i(e, v, c)$ such that $f$ does not keep a colour and $L(f)$ loses $c'$ at $w$, where $c'$ is the unique colour in $L(f)$ such that $c' : f$ blocks $c : e$. Thus:

$$|T'_{i+1}(e, v, c)| = X_1 - X_2.$$  \hspace{1cm} (11)

We will apply Talagrand’s Inequality as stated in Section 2.2 to prove that $X_1, X_2$ are both concentrated. The independent trials will be: (i) for each edge $f$ incident to $v$ or a neighbour of $v$, the set of colours that are assigned to $f$ in Step 2(b.i) and (ii) for each edge $f$ incident to $v$, the set of equalizing coin flips involving $f$. Note that these trials determine $X_1, X_2$.

To be clear: exposing the set of colours assigned to an edge $f$ is one trial, not $|L(f)|$ trials, and exposing the outcomes of all equalizing coin flips involving $f$ is also one trial. So there are a total of at most $\Delta^2$ trials.

To show that $X_1$ and $X_2$ are concentrated, we will apply Talagrand’s Inequality, with $D = 2\Delta^{1.2}$.

Consider any outcome $y$ of our trials, i.e. assignments of colours and equalizing coin flips.

For every edge $f$ counted by $X_1(y)$, we choose a set of trials $T(f)$ which certify that $f$ is counted by $X_1(y)$; if $f$ is also counted by $X_2(y)$ then $T(f)$ will also certify this. We place the colour assignments to $f$ in $T(f)$; we place the equalizing coin flips for $f$ in $T(f)$; and for each colour $\alpha$ assigned to $f$ that was removed from $f$ because of the colour assignments to another edge, we chose one such edge $f'$ and place the colour assignments for $f'$ into $T(f)$. If $f = vw$ is also counted by $X_2(y)$ then we place into $T(f)$ the colour assignments to an edge incident with $w$ that caused $L(f)$ to lose the colour blocking $c : e$. (Perhaps that trial was already in $T(f)$ if that colour was assigned to $f$.)

For each trial $T_j$, if $T_j$ is a set of equalizing coin flips then we set $b_j = 1$. If $T_j$ is the assignment of colours to an edge $f$ incident with $v$ then we set $b_j = \Delta^{1/10} + 1$. If $T_j$ is the assignment of colours to an edge that is not incident to $v$ but that is in $T(f)$ for some $f$ counted by $X_2$, then we set $b_j = 2$.

We need to bound the probability of the event $F$ from our statement of Talagrand’s Inequality.

We define the event $Q$ to be the event that:

(Q1) every edge $f \in T_i(e, v, c)$ is assigned fewer than $\Delta^{1/10}$ colours; and
(Q2) for every edge $f'$ incident to $v$, there are fewer than $\Delta^{1/10}$ edges $f \in T_i(e, v, c)$ such that $f, f'$ receive colours that block each other; i.e. $f$ receives a colour $\alpha$ and $f'$ receives a colour $\alpha'$ such that $\alpha : f$ blocks $\alpha' : f'$

We will show that $Q$ implies $F$.  
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First we bound $\sum b_i^2$. There are at most $\Delta$ uncoloured edges incident to $v$, and so at most $\Delta$ trials $T_j$ with $b_j = \Delta^{1/10} + 1$ and at most $\Delta$ trials $T_j$ with $b_j = 1$. If (Q1) holds, then each edge $f$ counted by $X_1(y)$ or $X_2(y)$ has fewer than $\Delta^{1/10}$ assigned colours and so the colour assignments to at most $\Delta^{1/10}$ edges incident to $f$ but not $v$ are in $T(f)$; i.e. one edge for each of the colours assigned to $f$ and possibly one edge for the colour in $L(f)$ that blocks $c : e$. This yields at most $\Delta \times \Delta^{1/10}$ trials $T_j$ with $b_j = 2$. Thus for sufficiently large $\Delta$,

$$\sum b_i^2 < \Delta \times (\Delta^{1/10} + 1)^2 + \Delta \times 1^2 + \Delta \times \Delta^{1/10} \times 2^2 < 2\Delta^{1.2} = D,$$

as required for $F$.

Let $z$ be any other possible outcome of the trials. If $f$ is counted by $X_1(y)$ but not by $X_1(z)$, or if $f$ is counted by $X_2(y)$ but not by $X_2(z)$ then $y, z$ must differ on some trial in $T(f)$. If (Q2) holds then each trial consisting of colour assignments to an edge $f$ incident to $v$ can only be in $T(f)$ for at most $\Delta^{1/10} + 1$ choices of $f$ (including $f = f'$). Because $G$ is simple, each trial consisting of the colour assignments to an edge not incident with $v$ can only be in $T(f)$ for at most 2 choices of $f$; the at most two edges from $v$ to an endpoint of that edge. A trial consisting of the equalizing coin flips for an edge can only be in $T(f)$ for that edge $f$. It follows that

$$X_1(z) \geq X_1(y) - \sum_{y_j \neq z_j} b_j$$

$$X_2(z) \geq X_2(y) - \sum_{y_j \neq z_j} b_j$$

as required for $F$.

So $Q$ implies $F$ and thus $\Pr(F) \leq \Pr(Q)$ for both $X_1$ and $X_2$.

Straightforward calculations show that $\Pr(Q)$ is very small. Indeed, the expected number of edges in $T(e, v, c)$ which receive more than $\Delta^{1/10}$ colours is at most

$$T_i \left( \frac{L_i}{\Delta^{1/10}} \right) \left( \frac{1}{L_i \ln \Delta} \right)^{\Delta^{1/10}} < T_i \left( \frac{eL_i}{\Delta^{1/10}} \right)^{\Delta^{1/10}} \left( \frac{1}{L_i \ln \Delta} \right)^{\Delta^{1/10}} = T_i \left( \frac{e}{\Delta^{1/10} \ln \Delta} \right)^{\Delta^{1/10}} < \frac{1}{2} \Delta^{-11}.$$ 

For the expected number of edges $f'$ violating (Q2): First we choose $f'$ incident with $v$. We must pick $\Delta^{1/10}$ edges $f \in T(e, v, c)$, and for each such $f$ a colour assigned to $f$ that blocks a colour assigned to $f'$. We start by choosing the colours assigned to $f'$. Note that each such colour could block colours assigned to multiple choices for $f$. We choose integers $\ell, a_1, ..., a_\ell > 0$ where $\sum_{j=1}^{\ell} a_j = \Delta^{1/10}$, and then for each $j = 1, ..., \ell$, we select a colour $\alpha_j \in L(f')$ which will block colours assigned to $a_j$ edges $f$. We then select those $a_j$ edges from the at most $T_i$ edges in $T(f', v, \alpha_j) \cap T(e, v, c)$; note that for each selected edge $f$, there is exactly one choice for the colour assigned to $f$ which blocks $f' : \alpha_j$, by the definition of correspondence colouring. We multiply by the probability that each of these $\Delta^{1/10} + \ell$ colour-assignments occur.
Putting it all together, the expected number of violations to (Q2) is at most:

\[ \Delta \times \sum_{\ell \geq 0} a_1, \ldots, a_\ell > 0 \sum_{a_1 = \Delta^{1/10}} \prod_{j=1}^{\ell} T_i(a_j) \left( \frac{1}{L_i \ln \Delta} \right)^{\Delta^{1/10} + \ell} \]

\[ < \Delta \times \sum_{\ell \geq 0} a_1, \ldots, a_\ell > 0 \sum_{a_1 = \Delta^{1/10}} \prod_{j=1}^{\ell} T_i^a(a_j) \left( \frac{1}{L_i \ln \Delta} \right)^{\Delta^{1/10} + \ell} \]

\[ < \Delta \times \sum_{\ell \geq 0} 2^{\Delta^{1/10}} L_i T_i^\ell \Delta^{1/10} \left( \frac{1}{L_i \ln \Delta} \right)^{\Delta^{1/10} + \ell} \]

as the number of choices for \( \ell, a_1, \ldots, a_\ell \) is at most \( 2^{\Delta^{1/10}} \).

\[ = \Delta \left( \frac{T_i}{L_i \ln \Delta} \right)^{\Delta^{1/10}} \sum_{\ell \geq 0} \left( \frac{1}{\ln \Delta} \right)^{\ell} \]

\[ < \frac{1}{2} \Delta^{-11} \]

for \( \Delta \) sufficiently large, since we showed in the proof of Lemma 9 that \( L_i / T_i > 1 + \varepsilon > 1 \). So by Markov’s Inequality,

\[ \Pr(F) \leq \Pr(Q) < \Delta^{-11}. \]  

(12)

We now apply Talagrand’s Inequality with \( D = 2\Delta^{1/2}; X_{\max} = \Delta \) and \( t = \frac{1}{4} \Delta^{2/3} \). First note that \( t + 35\sqrt{\Delta} + X_{\max} \Pr(F) < \frac{1}{2} \Delta^{2/3} \). So for \( i = 1, 2 \):

\[ \Pr(|X_i - E(X_i)| > \frac{1}{2} \Delta^{2/3}) \leq \Pr(|X_i - E(X_i)| > t + 35\sqrt{\Delta} + X_{\max} \Pr(F)) \]

\[ < 2\Pr(F) + 5e^{-\frac{t^2}{4D^2}} < \frac{1}{2} \Delta^{-10}. \]

Recalling (3), (5), and (11), if \( |T_{i+1}(e, v, c)| > T_{i+1} \) then at least one of \( |X_1 - E(X_1)|, |X_2 - E(X_2)| \) must be greater than \( \frac{1}{2} \Delta^{2/3} \). This proves part (b) for \( \Delta \) sufficiently large. \( \square \)

5 Hypergraphs

We close by remarking that our main theorem also holds for linear \( k \)-uniform hypergraphs for \( k = O(1) \). I.e., for any constant \( k \), and any hypergraph \( H \) where every hyperedge contains exactly \( k \) vertices, every pair of vertices lies in at most one hyperedge, and every vertex lies in at most \( \Delta \) hyperedges, we have \( \chi'_{DP}(G) = \Delta + o(\Delta) \). The proof is a very straightforward adaptation of the proof of Theorem 1. We outline it here:

We first remark that our definition of \( \chi'_{DP} \) extends naturally to linear hypergraphs.
In the statement of Lemma 4, the constant 8 changes to $4k$. So in the halting condition of our procedure, $L_i > 10T_i$ becomes $L_i > 5kT_i$, and the constant 10 is replaced with $5k$ as appropriate throughout the proof.

For each hyperedge $e$, we define $T_i(e, v, c), T'_i(e, v, c)$, $\text{Eq}_i(e, v, c)$ for each of the $k$ vertices $v$ in $e$.

Equalizing coinflips ensure that for every $v \in e$ and $c \in L(e)$, the probability that $L(e)$ loses $c$ at $v$ is exactly $1 - \text{Keep}_i$. So now the probability that $c$ remains in $L(e)$ is $\text{Keep}_i$. So our recursive equation for $L_i$ becomes:

$$L_{i+1} = L_i \times \text{Keep}_i^k - \Delta^{2/3}.$$  

This time, $T'_{i+1}(e, v, c)$ is the number of edges $f \subseteq T_i(e, v, c)$ such that during iteration $i$, (a) $f$ does not retain a colour and (b) $L(f)$ does not lose $c'$ at any of its $k - 1$ vertices other than $v$, where $c'$ is the unique colour in $L(f)$ such that $c' : f$ blocks $c : e$. So equation (3) becomes:

$$\mathbb{E}[|T'_{i+1}(e, v, c)|] < |T_i(e, v, c)| \times \left(1 - \frac{1 - \varepsilon/2}{\ln \Delta} \text{Keep}_i^k\right) \times \text{Keep}_i^{k-1}.$$  

So our recursive equation for $T_i$ becomes:

$$T_{i+1} = T_i \times \left(1 - \frac{1 - \varepsilon/2}{\ln \Delta} \text{Keep}_i^k\right) \times \text{Keep}_i^{k-1} + \Delta^{2/3}.$$  

The statement of Observation 6 is modified to include $k$ Y-events. The fact that $H$ is linear ensures that this Observation still holds.

The proof of Lemma 7 changes only in very straightforward places, for example: For each hyperedge $f'$ not incident to $v$, such that $f'$ is in some $T(f)$, we set $b_j = k$ for the trial $T_j$ consisting of the colour assignments to $f'$. This is because $T_j$ can be in $T(f)$ for up to $k$ hyperedges $f$ linking $v$ to $f'$; the fact that $H$ is linear is important here. The same is true for Lemma 8. The change in our recursive equations results in very minor changes to the calculations in the proof of Lemma 9. Those three lemma statements remain the same, except for changing 10 to $5k$ in Lemma 9.

This modified proof yields:

**Theorem 10.** For any constant $k$, let $H$ be any linear $k$-uniform hypergraph with maximum degree $\Delta$. Then $\chi'_{DP}(H) = \Delta + o(\Delta)$.
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Appendix: Talagrand’s Inequality

Here, we show how to obtain our statement of Talagrand’s Inequality from Talagrand’s original statement. We remark that our statement is very similar to “Talagrand’s Inequality V” from Chapter 20 of [25]. Unfortunately, there is an error in that statement (specifically, there is an error in Fact 20.1 of that book) and so we prove this version instead. That error also discussed in [20]. The statement we use here is derived from the statement used in [25] and the proof is almost identical.
We start with Talagrand’s original statement. Consider \( n \) independent random trials \( T_1, \ldots, T_n \), and let \( \mathcal{A} \) be the set of all possible sequences of outcomes. Consider any subset \( A \subseteq \mathcal{A} \) and any real \( \ell \geq 0 \). We define \( A_\ell \) as follows: A set of outcomes \( y = (y_1, \ldots, y_n) \in \mathcal{A} \) is defined to be in \( A_\ell \) if for every set of real \( b_1, \ldots, b_n \) there is at least one \( z = (z_1, \ldots, z_n) \in A \) such that
\[
\sum_{y_i \neq z_i} b_i < \ell \left( \sum_{i=1}^n b_i^2 \right)^{1/2}.
\] (13)

Talagrand’s original statement (see Theorem 4.1.1 of [28]) is:

**Theorem 11.** For any \( n \) independent trials \( T_1, \ldots, T_n \), any \( A \subseteq \mathcal{A} \) and any real \( \ell \),
\[
\Pr(A) \times \Pr(A_\ell) \leq e^{-\ell^2/4}.
\]

We can think of \( A_\ell \) as the outcomes that are in some sense close to \( A \), i.e. close to at least one point in \( A \). So for sets \( A \) that are reasonably large; i.e. \( \Pr(A) \) is reasonably large, the probability of our outcome being far from \( A \) is exponentially small.

Very roughly speaking, we will set things up so that if \( X \) is far from \( \mathbb{E}(X) \) then our outcomes must be far from a reasonably large set \( A \), thus showing that the probability of \( X \) being far from \( \mathbb{E}(X) \) is exponentially small. In fact, we will first work with the median, \( \text{Med}(X) \), instead so we can use the fact that the probability of \( X \) being at most \( \text{Med}(X) \) is reasonable large. After showing that \( X \) is concentrated around \( \text{Med}(X) \) then we will complete the proof by showing that \( \mathbb{E}(X) \) is close to \( \text{Med}(X) \); this is where the extra \( 35\sqrt{D} + X_{\text{max}} \times \Pr(F) \) term below comes from.

Before getting into the details, we recall the statement from section 2.2.

Let \( X \) be a random variable determined by the independent trials \( T_1, \ldots, T_n \). Let \( X_{\text{max}}, D > 0 \) and suppose that \( X \) always satisfies \( 0 \leq X \leq X_{\text{max}} \). Let \( F \) be the event that for the outcome \( y = (y_1, \ldots, y_n) \) of the trials there exists \( b_1, \ldots, b_n > 0 \) such that
\[
(i) \sum_{i=1}^n b_i^2 \leq D; \text{ and}
(ii) \text{ for any possible outcome } z = (z_1, \ldots, z_n) \text{ of the trials, we have } X(z) \geq X(y) - \sum_{y_i \neq z_i} b_i.
\]

Then for any \( t \geq 0 \) we have
\[
\Pr \left( |X - \mathbb{E}(X)| > t + 35\sqrt{D} + X_{\text{max}} \times \Pr(F) \right) \leq 2\Pr(F) + 5e^{-t^2/4}. \quad (14)
\]

**Proof** Note that we can assume
\[
\Pr(F) < \frac{1}{2}, e^{-t^2/4} < \frac{1}{5}, \quad (15)
\]
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such that (13) fails to hold for all \( z \). Therefore, \( \Pr_{A} \) is small.

We define \( C = \{ y : X(y) > \text{Med}(X) + t \} \cap F \). To prove that \( \Pr(C) \) is small, we will show
\[
C \subseteq \overline{A_{\ell}}. \tag{16}
\]
Consider any \( y = (y_1, ..., y_n) \in C \). We wish to prove \( y \notin A_{\ell} \), i.e. that there is some \( b_1, ..., b_n \) such that (13) fails to hold for all \( z \in A \). Since \( y \in C \subseteq F \) we can take the values \( b_1, ..., b_n \) from the definition of \( F \).

Consider any \( z \in A \). Note that, by the definitions of \( A, C \), we have \( X(y) - X(z) > t \). Therefore, condition (ii) of the definition of \( F \) yields
\[
\sum_{\ell_i 
eq z_i} b_i \geq X(y) - X(z) > t.
\]
Condition (i) says \( \sum_{i=1}^{n} b_i^2 \leq D = (t/\ell)^2 \). Putting these together shows that (13) does not hold; i.e. \( \sum_{\ell_i 
eq z_i} b_i > \ell \left( \sum_{i=1}^{n} b_i^2 \right)^{1/2} \). Since this is true for every \( z \in A \), this shows \( y \notin A_{\ell} \), thus proving (16). Since \( \Pr(A) \geq \frac{1}{2} \), Talagrand’s Inequality implies
\[
\Pr(C) \leq \Pr(\overline{A_{\ell}}) \leq 2e^{-\ell^2/4} = 2e^{-\ell^2/4D}. \tag{17}
\]
To bound the probability that \( X \) is much smaller than \( \text{Med}(X) \), we set \( A' = \{ x : X(x) \geq \text{Med}(X) \} \cap F \) and \( C' = \{ y : X(y) < \text{Med}(X) - t \} \). We repeat the same argument as above, but with \( A' \) playing the role of \( C \) and vice versa since now \( A' \) contains the outcomes with the higher values of \( X \). We omit the repetitive details which yield:
\[
A' \subseteq \overline{C'}. \tag{18}
\]
Therefore, \( \Pr(C') \geq \Pr(A') \geq \frac{1}{2} - \Pr(\overline{F}) \) and so Talagrand’s Inequality and (15) gives
\[
\Pr(C') \leq e^{-\ell^2/4} / \left( \frac{1}{2} - \Pr(F) \right) < e^{-\ell^2/4D} (3 + 3\Pr(F)). \tag{19}
\]
Putting this together and again applying (15), we have
\[
\Pr(\|X - \text{Med}(X)\| > t) \leq \Pr(C) + \Pr(\overline{F}) + \Pr(C') < 2\Pr(F) + 5e^{-\ell^2/4D}. \tag{20}
\]
To show that this implies concentration around the mean, we prove that the mean and median do not differ by very much:

Claim 12. Under the preconditions of (14), \( |E(X) - \text{Med}(X)| \leq 35\sqrt{D} + X_{\text{max}} \times \Pr(F) \).

\(^1\) Adding “\( \cap F \)” to the definition of \( C \) and then keeping track of the minor implications is the only significant difference between this proof and the corresponding proof in [23].
This will prove our statement of Talagrand’s Inequality as if \( |X - \mathbb{E}(X)| > t + 35\sqrt{D} + X_{\text{max}} \times \Pr(\overline{F}) \) then Claim 12 implies that \( |X - \text{Med}(X)| > t \) and so (14) follows from (19).

**Proof of Claim 12.** Note that

\[
|\mathbb{E}(X) - \text{Med}(X)| \leq |\mathbb{E}(X|F) - \text{Med}(X)| \times \Pr(F) + X_{\text{max}} \times \Pr(\overline{F}).
\]

So most of our work will be to bound \( |\mathbb{E}(X|F) - \text{Med}(X)| \). First, observe that \( \mathbb{E}(X|F) - \text{Med}(X) = \mathbb{E}(X - \text{Med}(X)|F) \). We will bound the absolute value of this latter term by partitioning the positive real line into the intervals \( I_i = (i \times \sqrt{D}, (i + 1) \times \sqrt{D}] \), defined for each integer \( i \geq 0 \). Clearly, \( |\mathbb{E}(X - \text{Med}(X)|F)| \times \Pr(F) \), is at most the sum over all \( I_i \) of the maximum value in \( I_i \) times the probability of the event \( (|X - \text{Med}(X)| \in I_i) \cap F \), which is

\[
\sum_{i \geq 0} (i + 1) \times \sqrt{D} \times \Pr((|X - \text{Med}(X)| \in I_i) \cap F)
\]

\[
= \sum_{i \geq 0} \sqrt{D} \times \Pr((|X - \text{Med}(X)| \in \cup_{j \geq i} I_j) \cap F).
\]

Now recall that \( C = \{ y : X(y) > \text{Med}(X) + t \} \cap F \) and \( C' = \{ y : X(y) < \text{Med}(X) - t \} \). So setting \( t = i\sqrt{D} \) and applying (17), (18) and (15) yields a bound on \( \Pr((|X - \text{Med}(X)| \in \cup_{j \geq i} I_j) \cap F) \) of:

\[
(5 + 3\Pr(\overline{F}))e^{-i^2/4} < 7e^{-i^2/4}.
\]

Therefore:

\[
|\mathbb{E}(X - \text{Med}(X)|F)| \times \Pr(F) < 7\sqrt{D} \times \sum_{i \geq 0} e^{-i^2/4}.
\]

It is straightforward to bound \( \sum_{i \geq 0} e^{-i^2} < 4 + \sum_{i \geq 4} e^{-i} < 5 \). Therefore

\[
|\mathbb{E}(X) - \text{Med}(X)| < 35\sqrt{D} + X_{\text{max}} \times \Pr(\overline{F}),
\]

as required