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Active Brownian engines rectify energy from reservoirs composed of self-propelling non-equilibrium molecules into work. We consider a class of such engines based on an underdamped Brownian particle trapped in a power-law potential. The energy they transform has thermodynamic properties of heat only if the non-equilibrium reservoir can be assigned a suitable second law effective temperature yielding an upper bound on the engine efficiency. The effective temperature exists if the total force exerted on the particle by the bath is not correlated with the particle position. In general, this occurs if the noise autocorrelation function and the friction kernel are proportional as in the fluctuation-dissipation theorem. But even if the proportionality is broken, the effective temperature can be defined in restricted, fine-tuned, parameter regimes, as we demonstrate on a specific example with harmonic potential.

I. INTRODUCTION

The surging field of active matter has recently attracted a lot of attention of researchers from various fields [1–7]. It studies the behavior of self-propelling agents ranging from suspensions of micrometer-sized Janus particles and bacteria to flocks of birds [8–10]. Besides focusing on dynamics of these systems [11–13], several studies attempted to put the active matter on firm thermodynamic footing [14–16]. The main aim of these efforts, which include investigation of proper definitions of the entropy production and derivation of corresponding fluctuation theorems for active matter [17–19], is to develop a consistent generalization of successful theoretical framework of stochastic thermodynamics [20, 21] to active matter systems [22].

One of the most intriguing questions in this respect is when the energy extracted from active baths can be termed as heat [23] – the problem which never arises for equilibrium heat reservoirs providing only heat. While it is straightforward to identify the extracted energy as work for various ratchets [24–26] rectifying the directed active motion of the non-equilibrium constituents of the bath, it is not that simple for cyclically operating machines [23, 27–34]. With respect to the later, the extracted energy can be unambiguously termed as heat only if there exists an equivalent setup with an equilibrium bath and the same average energy currents as the active engine [23]. If such an equilibrium mapping exists, the active engines can easily break the second law limitations, with the most striking example being the cyclic energy extraction from a single bath reported in Ref. [32]. Such machines should thus be termed as a (lossy) work-to-work converters.

The most general setting where the equilibrium mapping generically exists are heat engines with working medium described by Hamiltonians of the form $\mathcal{H} = k(t)h(x,p)$, where $k(t)$ is an externally controlled parameter (e.g., playing the role of the inverse volume in macroscopic heat engines) and $h$ is an arbitrary function increasing sufficiently fast with the absolute position $|x|$ and velocity $|v|$ [23].

A typical situation considered in this work is depicted in Fig. 1. We show when the equilibrium mapping exists for cyclic machines with the working medium described by the underdamped Hamiltonian

\begin{equation}
\mathcal{H}(x,v,t) = \mathcal{V}(x,t) + \frac{1}{2}mv^2,
\end{equation}

where $m$ is a constant mass and $\mathcal{V}(x,t) = \frac{1}{n}k(t)x^n$,
n = 2, 4, ..., denotes a confining potential with periodically modulated stiffness k(t). Existence of the equilibrium mapping is in this case not guaranteed in general and we have to consider an explicit model. Inspired by recent experiments on Brownian heat engines [27, 36, 40], we assume that the working medium is an underdamped Brownian particle described by the system of Langevin equations

\[ \dot{x} = v, \]
\[ m\dot{v} = -kx^{n-1} + F + \eta. \] (2) (3)

The force \(-kx^{n-1}\) derives from the potential and \(F + \eta\) is the total force applied on the particle by the bath. Its systematic component

\[ F \equiv -\int_{-\infty}^{t} dt' \Gamma(t-t')v(t') \] (4)

is a friction force with a friction kernel \(\Gamma(t)\). And the additive noise with zero mean, \(\eta\), denotes its stochastic component. We do not assume that the friction and noise fulfill the (second) fluctuation-dissipation (FDT) theorem

\[ k_B T \Gamma(|t|) = \langle \eta(t)\eta(0) \rangle \] (5)

and thus the bath can be out of equilibrium. The dynamics (2)–(3) might for example describe an underdamped active Brownian particle and thus, from now on, we term the considered engine as the underdamped active Brownian engine (UABE).

The energy fluxes into the UABE can be identified from the change of the average internal energy of the working medium [20]

\[ \frac{d}{dt} \langle H \rangle = \frac{d}{dt} \left( \frac{1}{n} k\sigma_x + \frac{1}{2} m\sigma_v \right) = \dot{W} + \dot{Q}, \] (6)

where the average is taken over realizations of the noise \(\eta\) and \(\sigma_x \equiv \langle x^n \rangle\) and \(\sigma_v \equiv \langle v^2 \rangle\). The energy per unit time flowing into the system due to the external driving,

\[ \dot{W} = \frac{1}{n} k\sigma_x, \] (7)

is the input work flux. The rest of the total energy influx,

\[ \dot{Q} = \frac{d}{dt} \langle H \rangle - \dot{W} = \frac{1}{n} k\sigma_x + \frac{1}{2} m\sigma_v, \] (8)

originates in the non-equilibrium bath. While we denote it using the standard symbol for heat flux, it has its thermodynamic properties described by the second law only if there exists the equilibrium mapping [23], i.e. if there is an engine with equilibrium bath with the same energy fluxes (7) and (8) as the UABE. In such a case, the efficiency of the UABE is bounded by the standard second-law bound.

We are interested in upper bounds on thermodynamic efficiency of UABEs and thus we seek this mapping in the quasi-static limit, where the control parameter \(k\) changes on time-scales much longer than the system relaxation time and the frictional losses are minimal. Then, the dynamics of the moments \(\sigma_x\) and \(\sigma_v\) in all equilibrium models is described by the combination of equipartition

\[ 2 \langle T \rangle \equiv \sigma_v = 2T_{\text{eff}} \]

and virial \(2 \langle T \rangle = \langle x^2 \sigma_x \rangle \) theorems:

\[ T_{\text{eff}} = \frac{1}{2} k\sigma_x = \frac{1}{2} \sigma_v, \] (9)

where \(T_{\text{eff}}\) denotes the temperature of the corresponding equilibrium baths. Above and in the rest of the paper, we use units in which \(k_B = 1\) and \(m = 1\).

II. GENERAL RESULTS

Let us now find the general condition which must be fulfilled in the dynamics of the UABE so that the quasi-static equilibrium mapping (9) exists (for an example of an equilibrium mapping for non-quasi-static protocols, we refer to Ref. [23]). Multiplying Eq. (2) by \(v\), Eq. (3) by \(x\), taking the averages, and summing the results, we find that the moments \(\sigma_x\) and \(\sigma_v\) obey the equation

\[ \frac{d}{dt} \langle xv \rangle = -k\sigma_x + \sigma_v + \langle (F + \eta)x \rangle. \] (10)

In the quasi-static regime, we can neglect the time-derivative on the LHS obtaining the virial theorem

\[ \langle T \rangle = -\frac{1}{2} \langle F_{\text{tot}}x \rangle \] (11)

for the whole system with the total force \(F_{\text{tot}} = -\partial V/\partial x + F + \eta\) applied to the particle. The requirement (9) implies that the equilibrium mapping exists if the contribution from the bath to the virial vanishes,

\[ \langle (F + \eta)x \rangle = 0. \] (12)

This condition is quite reasonable since it means that the force exerted on the particle by the bath and the particle position are uncorrelated, i.e. that the bath is homogeneous. For an active bath, the condition (12) might be broken if the particle interacts strongly with the bath. For example, baths composed of active particles get polarized close to walls potentially leading to nonzero \(\langle (F + \eta)x \rangle\).

The condition (12) is naturally fulfilled when the noise autocorrelation function and the friction kernel are proportional as in the FDT (5). Even though this situation might look trivial since it is mathematically equivalent to settings with equilibrium bath, it still represents an important class of non-equilibrium situations if \(T\) in (5) would be given by some effective temperature \(T_{\text{eff}}\). As an example, consider a system connected to two independent equilibrium reservoirs, \(i = 1, 2\), described by friction forces \(F_i = -\gamma_i v\) and white noises \(\eta_i = \sqrt{2D_i\gamma_i^2}\xi_i\) and \(\xi_i(t)\xi_j(t') = \delta_{ij}\delta(t-t')\), with \(D_i = \)
$T_i/\gamma_i$, as dictated by Einstein relation following from the FDT (5). Then the total friction force would be $F = -(\gamma_1 + \gamma_2)v$ and the total noise $\eta = \sqrt{2\gamma_1 + D_2}\xi$, $\langle \xi(t)\xi(t') \rangle = \delta(t-t')$, would be described by the friction kernel $\Gamma(t) = (\gamma_1 + \gamma_2)\delta(t)$ and noise autocorrelation function $\langle \eta(t)\eta(t') \rangle = 2(D_1\gamma_1^2 + D_2\gamma_2^2)\delta(t-t')$. Even though the total noise and the friction obey the FDT (5) with the effective temperature $T_{\text{eff}} = (D_1\gamma_1^2 + D_2\gamma_2^2)/(\gamma_1 + \gamma_2)$, the system mediate a nonzero heat flux between the two baths and thus is out of equilibrium whenever $T_1 \neq T_2$.

Besides these equilibrium-like cases, there are also situations when the noise autocorrelation and friction kernel are not proportional but can be fine-tuned in such a way that Eq. (12) holds and thus the effective temperature can be defined. Also in these special parameter regimes, the effective temperature (9) can be used to derive upper bounds on efficiency of the corresponding machines. And thus they can serve as solid points for checking general solutions to these systems.

III. SPECIFIC MODELS

To provide explicit analytical results, we now set $n = 2$ in the general discussion of the previous section and thus we resort to the harmonic potential $V(x,t) = \frac{1}{2}k(t)x^2$. In such a case, it was shown in detail in Ref. [23] how to calculate the effective temperature for one of the key toy models of the active matter, the active Brownian particle model [49]. We start by showing that in the underdamped version of this model, the effective temperature in general does not exist.

A. Underdamped active Brownian particle

The underdamped active Brownian particle model is described by the Langevin equations

$$\dot{x} = v,$$
$$\dot{v} = -\gamma v - kx + \eta,$$  \hspace{1cm} (13)

where $\gamma$ is a friction coefficient, and the stationary zero-mean noise $\eta$ is exponentially correlated, i.e.

$$\langle \eta(t)\eta(t') \rangle = \frac{1}{2} u^2 \exp(-D_t|t-t'|).$$  \hspace{1cm} (15)

Here $u$ denotes the swimming velocity of the active particle and $1/D_t$ is its orientation decorrelation time. Since the friction kernel is in this case given by $-\gamma \Gamma(t) = -\gamma \delta(t)$, the noise and the friction are clearly not related by the FDT (5).

The friction force in this case reads $F = -\gamma v$. Inserting it into the condition (12) for the existence of the equilibrium mapping, we find

$$-\gamma \langle vx \rangle + \langle \eta x \rangle = 0.$$  \hspace{1cm} (16)

From Eq. (13) it follows that $\langle vx \rangle = \hat{\sigma}_v/2 = 0$ and thus the condition for existence of the equilibrium mapping in this case reads $\langle \eta x \rangle = 0$. In order to calculate this correlation, it is advantageous to rewrite the system (13) and (14) using the matrix notation as

$$\dot{X} = MX + \eta e,$$  \hspace{1cm} (17)

where $X = (v,x)^T$, $e = (1,0)^T$ are column vectors and

$$M = \begin{pmatrix} -\gamma & -k \\ 1 & 0 \end{pmatrix}.$$  \hspace{1cm} (18)

The long time solution to Eq. (17) is given by

$$X(t) = \int_{-\infty}^t dt' U(t-t')\eta(t')e$$  \hspace{1cm} (19)

with $U(t) = \exp[M(t-t')]$. Multiplying it by $\eta(t)$ and taking the average, we find

$$\langle X\eta \rangle = \lim_{t\to\infty} \int_0^t dt' U(t-t') \langle \eta(t)\eta(t') \rangle e =$$

$$\frac{u^2}{2} \lim_{t\to\infty} \int_0^t dt' e^{(M-D_t)(t-t')}e = -\frac{1}{M-D_t} \frac{u^2 e}{2},$$  \hspace{1cm} (20)

where the scalar terms are meant to be multiplied by the $2 \times 2$ unit matrix. The second element of this vector is the desired correlation between the noise and position. It reads

$$\langle x\eta \rangle = \frac{u^2}{2} \frac{k + D_t(D_t + \gamma)}{k + D_t(D_t + \gamma)}$$  \hspace{1cm} (21)

and it in general does not vanish. The effective temperature for the underdamped Brownian particle thus exists only in various special limiting situations when $\langle x\eta \rangle \to 0$. The simplest example is the limit of vanishing swimming velocity of the particle, $u$. In such a case, however, the system dynamics becomes deterministic. Other noteworthy limiting situations where $\langle x\eta \rangle \to 0$ are the limits of infinitely strong potential, $k \gg u^2$ and $k \gg D_t(D_t + \gamma)$, and of infinitely fast orientation decorrelation, $D_t^2 \gg k$ and $D_t^2 \gg u^2$, when $\eta$ is a white noise.

B. Exponential friction kernel and arbitrary noise

Let us now consider a slightly more general setup when the friction kernel is exponential,

$$\Gamma(t) = \gamma_0 \exp(-\gamma_1|t|)$$  \hspace{1cm} (22)

and the noise autocorrelation function is of the form

$$\langle \eta(t)\eta(t') \rangle = \alpha_0 \exp(-\alpha_1|t-t'|) + 2D\delta(t-t').$$  \hspace{1cm} (23)

Also in this case, the proportionality in the FDT (5) is broken. This situation is quite common in experimental setups with active particles suspended in an aqueous medium [27], where the working substance experiences random forces both from the active and the solvent molecules. Dynamics of this system is described by
Eqs. (2) and (3) with the friction kernel (22). However, for analytical considerations, it is useful to note that the resulting friction force

\[ F(t) = -\gamma_0 \int_{-\infty}^{t} dt' \exp[-\gamma_1(t-t')] v(t') \]  

(24)

allows one to rewrite the dynamical equations in the form

\[ \dot{x} = v, \]

(25)

\[ \dot{v} = -kx + F + \eta, \]

(26)

\[ \dot{F} = -\gamma_1 F - \gamma_0 v, \]

(27)

where we assume that all the variables are initialized at \( t' = -\infty \).

To find when the condition (12) for the existence of the equilibrium mapping is fulfilled, we have to calculate the averages \( \langle Fx \rangle \) and \( \langle x\eta \rangle \). To this end, we again rewrite the system (25)–(27) in the matrix form (17). This time with \( X = (F, v, x)^\top \), \( e = (0, 1, 0)^\top \), and

\[
M = \begin{pmatrix}
-\gamma_1 & -\gamma_0 & 0 \\
1 & 0 & -k \\
0 & 1 & 0 \\
\end{pmatrix}.
\]

(28)

The long time solution to the resulting matrix equation is again of the form (19) with \( U(t) = \exp[M(t-t')] \).

To calculate the averages involved in the condition (12), we evaluate the whole covariance matrix \( \langle X(t)X^\top(t) \rangle \). Taking its time-derivative derivative, expressing \( X \) from Eq. (17), and setting \( d\langle X(t)X^\top(t) \rangle/dt = 0 \) which follows form the steady-state assumption, we get

\[
M \langle X(t)X^\top(t) \rangle + \langle X(t)X^\top(t) \rangle M^\top + \langle \xi X^\top \rangle + \langle X \xi^\top \rangle = 0,
\]

(29)

where we introduced the shorthand \( \xi = \eta e \). The correlation matrix \( \langle \xi X^\top \rangle = \langle X \xi^\top \rangle \) can be obtained by multiplying the formal solution (19) by \( \xi \) and taking the average, similarly as in Eq. (20). The result is

\[
\langle X \xi^\top \rangle = \lim_{t \to \infty} \int_{-\infty}^{t} dt' \exp[M(t-t')] \langle \eta(t)\eta(t') \rangle ee^\top = \left( \frac{\alpha_0}{\alpha_1 - M} + D \right) ee^\top.
\]

(30)

Solution of this linear system is straightforward but the full result is rather lengthy. For our purposes, it is enough to explicitly evaluate only the correlation \( \langle Fx \rangle \), involved in the condition (12), and the variances \( \sigma_x \) and \( \sigma_v \), defining the effective temperature (9), if the former condition is fulfilled. Evaluating also the correlation \( \langle x\eta \rangle \) given by the matrix element 3-2 of the matrix \( \langle X \xi^\top \rangle \) in Eq. (30), we find

\[
\langle (F + \eta)x \rangle = k\sigma_x - \sigma_v = (\gamma_1 - \alpha_1)(\gamma_1 + \alpha_1)c - D,
\]

where

\[
c = \frac{\alpha_0}{\gamma_0\alpha_1 + (\alpha_1 + \gamma_1)(k + \alpha_1^2)}.
\]

(31)

(32)

The equilibrium mapping and the equipartition (9) in this system is thus fulfilled whenever

\[
D - (\gamma_1 - \alpha_1)(\gamma_1 + \alpha_1)c = 0,
\]

(33)

which can occur even when the FDT is broken. To check validity of our calculations, we also evaluated the terms \( \langle (F + \eta)x \rangle \) and \( k\sigma_x - \sigma_v \) in Eq. (31) using an independent numerical method. In Fig. 2, we plot the obtained result and also the explicit condition (33) as functions of the decay rate \( \gamma_1 \). The three lines indeed intersect at zero at the same point, proving our analytical calculations.
Setting, $D = (\gamma_1 - \alpha_1)(\gamma_1 + \alpha_1)c$, we find that the effective temperature $T_{\text{eff}} = k\langle x^2 \rangle/k_B = \langle v^2 \rangle/k_B$ for the present model reads

$$T_{\text{eff}} = \frac{\alpha_1}{\gamma_0} \left[ \frac{\gamma_0 \gamma_1 + (\alpha_1 + \gamma_1) (k + \gamma_1^2)}{\gamma_0 \alpha_1 + (\alpha_1 + \gamma_1) (k + \gamma_1^2)} \right].$$  \hfill (34)

Noteworthy, as shown in Fig. 3, this effective temperature depends on the trap stiffness $k$. Since similar dependence has been found also for the overdamped setting [23], this result seems quite general. It is thus puzzling why recent experimental work [27], considering a similar setup as ours, reported effective temperature independent of the trap stiffness.

IV. CONCLUSION

The existence of mapping to an equivalent equilibrium setup is an important condition for calling machines operating in contact with a non-equilibrium bath as heat engines. Only if such a mapping exists, the efficiency of these machines obeys standard second law limitations. We found that a broad class of machines based on an underdamped Brownian particle trapped in a power low potential, which we called as UABEs, allows for the equilibrium mapping if the total force exerted on the particle by the bath and the particle position are not correlated. This condition is always fulfilled if the friction kernel and noise autocorrelation function in the Langevin equation for dynamics of the particle are proportional so that an effective variant of the second fluctuation-dissipation theorem holds. Besides this somewhat trivial case, equilibrium mapping also exists for special parameter regimes in systems where the proportionality is broken. These regimes may serve as solid points where the maximum efficiency of UABEs is known.

We have studied an explicit example, where such a special parameter regime exists and calculated the effective temperature of the corresponding equilibrium bath. This effective temperature depends on the strength of the applied potential, which, we believe, is a general feature of effective temperatures.

Our findings can guide theoretical analysis and serve as a sanity check of results measured for systems in contact with non-equilibrium reservoirs. As an outlook, it would be interesting to study extensions of our model to finite time regimes, where power delivered by the engines does not vanish. Furthermore, it would be interesting to extend our results to higher dimensions and more complicated potentials.
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