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Abstract—Class-Incremental Learning (CIL) aims to train a reliable model with the streaming data, which emerges unknown classes sequentially. Different from traditional closed set learning, CIL has two main challenges: (1) Novel class detection. The initial training data only contains incomplete classes, and streaming test data will accept unknown classes. Therefore, the model needs to not only accurately classify known classes, but also effectively detect unknown classes; (2) Model expansion. After the novel classes are detected, the model needs to be updated without re-training using the entire previous data. However, traditional CIL methods have not fully considered these two challenges. First, they are always restricted to single novel class detection within each phase and embedding confusion caused by unknown classes. Besides, they ignore the catastrophic forgetting of known categories in model update. To this end, we propose a semi-supervised style Class-Incremental Learning without Forgetting (CILF) method, which aims to learn adaptive embedding for processing novel class detection and model update in a unified framework. In detail, CILF designs to regularize classification with decoupled prototype based loss, which can improve the intra-class and inter-class structure significantly, and acquires a compact embedding representation for novel class detection in result. Then, CILF employs a learnable curriculum clustering operator to estimate the number of semantic clusters via fine-tuning the learned network, in which curriculum operator can adaptively learn the embedding in self-taught form. Therefore, CILF can detect multiple novel classes and mitigate the embedding confusion problem. Last, with the labeled streaming test data, CILF can update the network with robust regularization to mitigate the catastrophic forgetting. Consequently, CILF is able to iteratively perform novel class detection and model update. We verify the effectiveness of our model on four streaming classification tasks, and empirical studies show the superior performance of the proposed method.

Index Terms—Class-incremental learning, Novel class detection, incremental model update

1 INTRODUCTION

Most traditional machine learning methods assume that the training and testing data share the same label space, and various methods have achieved significant success in different applications [1], [2], [3], [4], [5]. However, many applications are non-stationary considering that the real-world is dynamically changing, which causes unknown classes emerge sequentially when processing the streaming data. For example, driverless cars need to identify unknown objects in the received streaming images, face recognition needs to distinguish unseen personal pictures in the received monitoring image and so on. This is defined as Class-Incremental Learning (CIL) in literature. In detail, as shown in Fig. 1, CIL includes two pivotal tasks: novel class detection (NCD) and incremental model update (IMU). The main difficulty of NCD is to effectively distinguish known and unknown classes as shown in Fig. 1a. Meanwhile, the IMU aims to update the model with newly labeled instances from unknown classes after novel class detection as shown in Fig. 1b, in which the main difficulty is the forgetting of known classes when updating model. CIL needs to conduct the NCD and IMU iteratively with the streaming data.

To address the NCD issue, zero-shot learning (ZSL) is first proposed [6], [7], which aims to classify instances from unknown categories by merely utilizing seen class examples and semantic information about unknown classes. However, the basic assumption behind the standard ZSL methods is that test data only contain unknown classes. Thereby, generalized zero-shot learning (GZSL) [8], [9], [10] is proposed, in which the test data include known and unknown classes simultaneously. Nevertheless, both ZSL and GZSL assume that semantic information (for example, attributes or descriptions) of the unknown classes is given during training phase, which is limited to detect with prior knowledge. To solve this problem,
recent NCD approaches attempt to detect unknown classes by designing robust models, which can mainly be divided into two aspects: discriminative and generative models. Discriminative models mainly utilize the powerful feature learning and prediction capabilities of deep models to design corresponding distance or prediction confidence measures [11], [12]. On the other hand, Generative models mainly employ the adversarial learning to generate instances that can fool the discriminative model, thereby to detect the novel classes [13]. However, as shown in Fig. 2, it is notable that known and unknown classes have strong separability on the trained model in simple visual datasets such as MNIST (i.e., Figs. 2a and 2c), thereby the discriminative and generative models are effective, yet in more complex visual datasets such as CIFAR-10 (i.e., Figs. 2b and 2d), unknown and known categories have embedding confusion in feature space, i.e., instances of unknown and known classes are mixed, which will greatly weaken the performance of discriminative and generative methods. Besides, most existing detection methods are limited to detect single novel class, which is contrary to real applications.

Furthermore, we need incremental model update (IMU) with the newly labeled instances of novel classes after detecting. Different from re-training with all previous known data, IMU aims to re-train the model referring none or only limited known data, which can ensure the efficiency of incremental update. Therefore, a big challenge for IMU is the catastrophic forgetting phenomenon [14], i.e., it is obvious that the knowledge learned from the previous task (known classes classification) will be lost when information relevant to the current task (novel class classification) is incorporated. To mitigate the catastrophic forgetting, there are many attempts, including replay-based methods that explicitly re-train on stored examples while training on new tasks [15], [16], and regularization-based methods that utilize extra regularization term on output or parameters to consolidate previous knowledge [17], [18], [19].

To consider the NCD and IMU tasks simultaneously, we propose a Class-Incremental Learning without Forgetting (CILF) method, which aims to process novel class detection and model update iteratively. In detail, CILF initially develops a novel decoupled prototype based network to train the known classes with supervised data, which employs the constrained clustering loss to regularize the inter-class and intra-class structure. In testing, considering emergence of unsupervised single or multiple novel classes, we develop the curriculum operator for learning adaptive embedding, which aims to conduct learnable clustering to overcome the embedding confusion problem. Then, with the limited memory data of supervised known classes and newly labeled data of unknown classes, CILF updates the network with robust regularization to mitigate the catastrophic forgetting. In summary, the main contributions are summarized as follows:

- Propose the “Class-Incremental Learning without Forgetting” (CILF) framework, which considers both NCD and IMU tasks;
- Propose a novel decoupled prototype based network, which can conduct novel class detection and model update effectively;
- Propose the curriculum clustering operator for better multiple novel classes detection and robust regularization to mitigate catastrophic forgetting.

2 RELATED WORK

Our work aims to detect novel classes in streaming data, and update the model with limited known data without forgetting. Therefore, our work is related to: novel class detection and incremental model update.

Traditional novel class detection approaches mainly restrict intra-class and inter-class distance property in training data, then detect novel class by identifying outliers. For example, Da et al. developed a SVM-based method, which learned the concept of known classes while incorporating the structure presented in the unlabeled data collected from open set [20]; Mu et al. proposed to dynamically maintain two low-dimensional matrix sketches for detecting novel classes [21]. However, these approaches are difficult to process high dimensional space considering complex matrix operations. Recently, with the development of deep learning techniques, several studies have applied convolutional neural network (CNN) on the detection scenario. Hendryckx and Gimpel verified that CNN trained on the MNIST images can predict high confidence (90%) on gaussian noise instances, thus the
softmax output probabilities can be used to distinguish known/unknown class [22]. Furthermore, Liang et al. directly utilized temperature scaling or added small perturbations to separate the softmax score distributions between in- and out-of-distribution images [23]; Neal et al. introduced a novel augmentation technique, which adopted an encoder-decoder GAN architecture to generate the synthetic instances similar to known class [17]; Wang et al. proposed a CNN-based prototype ensemble method, which adaptively update the prototype for robust detection [18]. Nevertheless, these methods are always limited to detect single novel class at one time. Therefore, Han et al. proposed an extended deep transfer embedded clustering method for multiple novel class detection [24]. However, existing NCD methods usually have superior detection performance on simple datasets, but are easily interfered by embedding confusion on complex datasets.

Incremental learning is always applied for streaming data. In most situations, only a few examples from known classes/features/distributions are available in the beginning, and data with new classes/features/distributions emerge thereafter. Incremental learning methods aim to update the models from streaming data sequentially only with newly coming data and limited previous data, without re-training with all previous data [25]. As a matter of fact, incremental deep learning can directly apply with online backpropagation, yet with one important drawback: catastrophic forgetting, which is the tendency for losing the learned knowledge of previous distribution (previously known classes/features/distributions). To solve this problem, there are many attempts, for example, Rebuffi et al. stored a subset of examples per class, which are selected to best approximate the mean of each class in the feature space [15], Lopez-Paz and Ranzato projected the estimated gradient direction on the feasible region outlined by previous tasks through a first order Taylor series approximation [26]; Li and Hoiem utilized the output of previous model as soft labels for previous tasks [27]; Kirkpatrick et al. proposed the elastic weight consolidation to reduce catastrophic forgetting [28]; Lee et al. proposed to incrementally match the moment of posterior distribution of the neural network [29].

On the other hand, it is notable that streaming data with novel classes has two characteristics: (1) Data window. At time window $t$, we only get the data of current time window, not the full amount of streaming data for detection; and (2) Novel class continuity. At time window $t$, an indeterminate number of novel classes will appear, or even no novel class. Therefore, we need to incrementally detect novel classes, i.e., with the streaming data, every time after receiving the data of time window $t$, NCD is performed [30]. Specifically, the streaming test data $D$ can be denoted as $D = \{D_t\}_{t=1}^T$, where $D_t = \{x_j^t\}_{j=1}^{N_t}$ has $N_t$ unlabeled instances, and the underlying label $y_j^t \in Y^t$ is unknown, $Y_t^t = Y_{t-1}^t \cup Y_t^t$, where $Y_{t-1}^t$ is the cumulative known classes until $(t-1)$-th time window and $Y_t^t$ is the new classes in $t$-th window. $Y_T^t = Y = \{1,2, \ldots , C; C+1, \ldots, C+K\}$. Therefore, we can give the definition of class-incremental learning:

Definition 2 Class-Incremental Learning (CIL). At time $t \in \{1,2, \ldots , T\}$, we have pre-trained model $f^{t-1}$, finite stored instance set $M^{t-1}$ from known classes and received streaming data $D_t$. First, CIL aims to classify known and unknown classes in $D_t$ as Definition 1. Then, CIL updates the model while mitigating forgetting to acquire $f^t$ with the newly labeled data from novel classes and stored data $M^{t-1}$. Cycle this process until terminated.

Note that there exist two labeling cases after novel class detection, i.e., manual labeling and self-taught labeling [21]. Actually, manual labeling reduces the generation of label noise compared to self-taught labeling, so it is more conducive to the incremental update of the model. However, considering the cost and time overhead of manual labeling, labeling a large number of instances will affect the efficiency of the model. Considering the fairness of comparison methods, we adopt the setting of manual labeling following most approaches [18], [21], [30]. In addition, in view of the problems of manual labeling, techniques such as random sampling can be used to reduce labor and time costs. In the experiment Section 4.6, we also verify the performance of the model under different number of instance queries.

### 3 Proposed Method
In this section, we formalize the problem of class-incremental learning with streaming data, and give the details of proposed framework.

#### 3.1 Problem Definition
Without any loss of generality, at initial time, we have a supervised training set $D^0 = \{(x^0_j, y^0_j)\}_{j=1}^{N_0}$, where $x^0_j \in \mathbb{R}^d$ denotes the $i$-th instance, and $y^0_j \in Y^0 = \{1,2, \ldots, C\}$ denotes the corresponding label, 0 represents initial time. Then, we receive a non-stationary unlabeled testing data $D^1 = \{(x_j)_{j=1}^{N_1}\}$, where $x_j \in \mathbb{R}^d$ denotes the $j$-th instance, and label $y_j \in \hat{Y} = \{1,2, \ldots, C,C+1, \ldots, C+K\}$ is unknown, $K$ is the number of unknown classes. Thus, novel class detection can be defined as:

Definition 1 Novel Class Detection (NCD). With the initial training set $D^0$, we aim to construct a model, i.e., $f^0: X^0 \rightarrow Y^0$. Then NCD aims to classify the known and unknown classes in $D^1$ accurately with the pre-trained model $f^0$.
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feature representations. Then we employ the pre-trained \( f^{t-1} \) for curriculum clustering, which can detect multiple unknown classes from easy to difficult in self-taught form;

- **Model Update Mechanism:** After NCD, true labels of instances from novel classes are queried (partially or fully), then IMU is performed on \( f^{t-1} \) with the newly labeled data, while regularizing the performance of stored data from known classes to mitigate forgetting. The updated model is then used to further classify incoming instances along the stream.

This process is repeated until the end of streaming data. Fig. 3 illustrates the overall streaming data classification process performed by CILF framework. And Table 1 provides the definition of symbols used in this paper.

### 3.3 Feature Embedding Network

Given the initial training data \( D^0 \), our primary objective is to build an effective model \( f^0 \) for subsequent classification. Recent researches have demonstrated the effectiveness of deep model on feature embedding and subsequent tasks, thereby we employ the deep models for building \( f^0 \), for example, convolution neural networks for images. Importantly, the built deep model needs to consider two aspects [31]: (1) Distance measure. The model needs to emphasize the exploitation of feature embeddings considering intra-class compactness and inter-class separability, thus leaves larger space for novel class detection; (2) Model scalability. The model needs to effectively learn novel class knowledge and incrementally update model with the emerging novel class data. Nevertheless, traditional cross entropy based deep models rarely consider the distance measurement, and are difficult to conduct the model update considering that the prediction layer is coupled to the fully connected layer [18]. Consequently, we develop a decoupled deep embedding network with prototype based loss to improve the inter-class and intra-class structure.

Particularly, for a given input \( x^0 \), the output feature representations are denoted as \( f^0(x^0, \theta) \), \( \theta \) is the correspond network parameters, and we utilize notation \( f^0(x^0) \) for brevity. Inspired from the topic of metric learning [32], the loss can be defined as follows:

\[
L = L_{\text{intra}} + \lambda L_{\text{inter}},
\]

where \( L_{\text{intra}} \) aims to pull data towards their same-class neighbors, and \( L_{\text{inter}} \) aims to push data from different classes away with each other. \( \lambda \) is the hyperparameter.

#### 3.3.1 Intra-Class Compactness

\( L_{\text{intra}} \) can be obtained by calculating the distance between each instance and corresponding prototype, here we utilize the class center. Similar to cross entropy loss [33], i.e., \( \sum_{i=1}^{N} -y_i \log(f(x_i; \theta)) \), where \( y_i \) is the ground truth of \( i \)-th instance, \( g(\cdot) \) denotes the fully connected layer with softmax function. \( L_{\text{intra}} \) is developed on the feature output \( f^0(x^0) \). Consequently, we define the prototype-based cross entropy loss as following:

\[
L_{\text{intra}} = \sum_{i=1}^{N} \sum_{c=1}^{C} -y_{ic}^0 \log(p_{ic}^0),
\]

where \( p_{ic}^0 \) is the probability of \( x^0 \) being classified as \( y_{ic}^0 \), which is negatively related to the distance between instance and prototype of \( c \)-th class, i.e., the prototype is larger if the distance is closer, vice versa. Therefore, \( p_{ic}^0 \propto -||x^0 - \mu_{ic}^0||_2^2 \), where \( \mu_{ic}^0 \) is the representations of \( c \)-th class prototype, can be defined as following:

\[
p_{ic}^0 = \frac{\exp(-\alpha||f^0(x^0) - \mu_{ic}^0||_2^2)}{\sum_{c=1}^{C} \exp(-\alpha||f^0(x^0) - \mu_{ic}^0||_2^2)},
\]

where \( C \) is the class number, and \( \alpha \) is a hyperparameter that controls the strength of distance similar to large margin cross-entropy [34]. Note that Eq. (3) minimizes loss via maximizing the probability of \( x^0 \) being associated with the prototype \( \mu_{ic}^0 \). Moreover, it is crucial to initialize and update each class prototype effectively. The labels of initial training data \( D^0 \) are provided, thereby we use the output representation \( f^0(x^0) \), for each prototype initialization:

\[
\mu_{ic}^0 = \frac{1}{|x_{ic}^0|} \sum_{x_{ic}^0} f^0(x^0),
\]

---

**Table 1**

| Sym. | Definition |
|------|------------|
| \( D^0 \) | initial supervised training data |
| \( D^t \) = \{ (x_i^t, y_i^t) \}_{i=1}^{N_t} \) | set of unlabeled data at \( t \)-th time window |
| \( D_{\text{new}}^t \) | set of labeled new class data at time \( t \) |
| \( Y_t \) | label set at \( t \)-th time window |
| \( f^t \) | trained model at \( t \)-th time window |
| \( Y_t \) | the new class set at \( t \)-th time window |
| \( K^t \) | the size of new class set at \( t \)-th time window |
| \( M^t \) | stored memory data of known classes until \( t \)-th time window |
| \( f^t(x) \) | feature embedding of instance \( x \) |
| \( p_{ic}^t \) | prediction of \( i \)-th instance at time \( t \) |
| \( \mu_{ic}^t \) | prototype of \( c \)-th class at time \( t \) |
| \( w_{ic}^t \) | weight of each instance at time \( t \) |
| \( g(l) \) | pacing function to determine the number of selected instances in each mini-batch |

---
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where \(|x_c|\) is the size of \(c\)-th class. On the other hand, the key idea of prototype update is to anneal clusters slowly, so that eliminates the biased instances in each mini-batch. Thus we propose to smoothen the annealing process via temporal ensemble [35]:

\[
\mu_c^0 = \beta \mu_c^{0-1} + (1 - \beta) \mu_c^0
\]

where \(\beta\) is a momentum term controlling the ensemble, and \(0\) indicates the \(c\)-th epoch for the initial training.

### 3.3.2 Inter-Class Separability

The prototype-based cross entropy loss guarantees the local intra-class compactness, while neglects the inter-class separability. To make the projection of instances robust in distance measure, \(L_{inter}\) focuses on improving global separation between different classes. Particularly, \(L_{inter}\) aims to transform instances from the same classes to be closer than those from different classes, i.e.,

\[
d(f^0(x_i^0), f^0(x_j^0)) < d(f^0(x_i^0), f^0(x_k^0)),
\]

where \(x_i^0, x_j^0, x_k^0\) share the same class and \(x_i^0\) is from a different class, \(d(f^0(x_i^0), f^0(x_k^0))\) is a metric function measuring distance in the embedding space, and we use notation \(d_{i,j}\) for clarity. The distance is known as the triplet loss with a pre-specified margin value \(m\), i.e.,

\[
m + d_{i,j} = \max\{0; m + d_{i,j} - d_{i,n}\}.
\]

It is notable that triplet loss always suffers from slow convergence, thus triplet construction is central for improving the performance [36], [37]. Inspired by [38], [39], we consider the hard triplet to fully explore multiple negative examples from different classes in each mini-batch, which can further improve the inter-class distances. In result, hard triplet of \(i\)-th instance is denoted as:

\[
\Omega_i = (x_i^0, x_p^0, x_{k1}^0, \ldots, x_{k|c|}^0),
\]

where negative examples \(x_{k}\) are randomly sampled from \(C - 1\) different classes, and positive example \(x_p\) is randomly sampled from the same category. Specifically, the relationship between hard triplet and triplet can be described as follows: each hard triplet \(\Omega_i\) contains \(C - 1\) triplets, sharing the same positive pair \((x_i^0, x_p^0)\). Thereby, the triplet constraint can be generalized to the hard triplet as follows: for each hard triplet \(\Omega_i\), the

\[
d(f^0(x_i^0), f^0(x_{k1}^0)) < d(f^0(x_i^0), f^0(x_{k2}^0)),
\]

which can better consider the global inter-class distances. Thereby the \(L_{inter}\) can be defined as:

\[
L_{inter} = \sum_{i=1}^{N} \left[ m + d_{i,j} - \min_{x_{k} \in \Omega} d_{i,k} \right],
\]

where \(\Omega\) denotes the hard triplet set of \(i\)-th instance. Here we utilize euclidean distance to evaluate the distance between two examples:

\[
d_{i,j} = \|f^0(x_i^0) - f^0(x_j^0)\|_2^2.
\]

Consequently, we can learn discriminative feature embedding, and boost the performance of classification and detection via optimizing Eq. (1) from two perspectives: (1) Prototype-based loss highlights the compactness of representation, i.e., the intra-class would be more compact and inter-class would be more distant. This property is suited for distinguishing the known and unknown classes. (2) Prototype-based loss is based on the feature output embedding, which is independent of the prediction layer. Therefore, it is easy to update the model and learn novel classes, without the expansion of model structure (prediction layer). The details are shown in Algorithm 1.

#### Algorithm 1. Feature Embedding Network

- **Input:**
  - Data set: \(D^0 = \{(x_i^0, y_i^0)\}_{i=1}^{N}\)
  - Parameter: \(\lambda, \alpha\), Learning rate parameter: \(\eta\)

- **Output:**
  - Decoupled deep clustering network: \(f^0\)

1: Initialize \(\theta\)\
2: Initialize the prototype \(\mu\) for each class;\
3: while stop condition is not triggered do\
5: Calculate \(L_{intra}\) according to Eq. (2);\
6: Calculate \(L_{inter}\) according to Eq. (6);\
7: Calculate loss \(L = L_{intra} + \lambda L_{inter}\) according to Eq. (1);\
8: Update model parameters using gradient descent;\
9: end for\
10: Update the prototype \(\mu\) according to Eq. (4);\
11: end while

### 3.4 Novel Class Detection

Traditional closed-set methods predict the known classes of training phase, in which the number of possible labels at testing is known and fixed. However, in class-incremental setting, instances belonging to unknown classes may appear with the streaming test data [30]. Therefore, we need to distinguish known and unknown classes. Specifically, we receive a set of unlabeled data \(D^t\) at \(t\)-th time, and there may occur \(K^t\) novel classes, where \(K^t \geq 0\). However, most current detection methods either assume that only one novel class appears per time [21], [40], i.e., \(K^t = 1\), or classify multiple novel classes into a super-class [18], which is impractical and difficult to operate efficiently. To solve this problem, we aim to fine-tune the deep clustering network \(f^{t-1}\) of last time for multiple novel class detection. As shown in Fig. 2, a key challenge is that adversarial instances of novel classes are mixed with known classes in a complex scenario, leading to embedding confusion and greatly affecting the clustering effect, i.e., biased prototypes for known and unknown classes. To solve this problem, we employ a learnable curriculum clustering operator, which aims to conduct clustering from easy (distinguishable) to difficult (confused) instances via curriculum learning [41], [42], [43]. Curriculum learning is related to self-paced learning [44], but relies on the ranking of training points by their difficulty with respect to target hypothesis rather than current hypothesis, and is more beneficial [45]. Consequently, we can acquire more reliable prototype and novel class detection results.

In detail, considering that the model training in Algorithm 1 is entirely supervised, whereas \(D^t\) is unsupervised, we aim to discover novel classes in \(D^t\) by unsupervised clustering, which fine-tunes the \(f^{t-1}\) trained during \((t-1)\)-th phase with easy instances first, and then cluster the mixed ones. We address this challenge by decomposing the learnable curriculum clustering into two closely related sub-tasks in...
curriculum learning [45]: 1) weighting function to calculate the weight of each instance, and initialize the prototype with weighted k-means; and 2) pacing function to determine the pace for which data are presented to fine-tune the model, thus conduct curriculum clustering.

### 3.4.1 Weighting Function

Inspired by [45], we evaluate the weight of each instance by self-taught weighting function. In detail, we compute confidence score for each instance $x_i^t$ in $D^t$ using existing model $f^{t-1}$. We first obtain the statistic confidence by applying intra-class distance using Eq. (2), i.e., $w_i^j = \sum_{c=1}^{Y^t} -y_{i,c}^{-1} \log(p_{i,c}^j)$. It is notable that $w_i^j$ of the instances near prototype are smaller, and $w_i^j$ of the instances away from all class prototypes are larger. Therefore, the weight of each instance can be denoted as $w_i^j = (w_i^j - \gamma)^2$, where $\gamma$ is the threshold parameter. Thereby the highly confident instances of known and unknown classes have larger weights (i.e., the instances near prototype or away from all class prototypes), and confusing ones have lower weights.

On the other hand, Algorithm 1 requires initial setting for prototypes $\mu_c^t, c \in Y^t$. Thus we initialize prototypes by running semi-supervised weighted k-means algorithm [46] combing the unlabeled set $D^t$ and pre-trained $\mu_c^{t-1}$. In result, we can obtain more robust initial prototypes:

$$
\mu_c^t = \begin{cases} 
\beta \mu_c^{t-1} + (1 - \beta) \sum_{x_j^t \in \pi_c} \frac{w_i^{j-1}(x_j^t)}{w_i^{j-1}(x_j^t) + \sum_{x_k^t \in \pi_c} w_i^{j-1}(x_k^t)}, & \text{when } c \in Y^{t-1}, \\
\sum_{x_j^t \in \pi_c} \frac{w_i^{j-1}(x_j^t)}{w_i^{j-1}(x_j^t) + \sum_{x_k^t \in \pi_c} w_i^{j-1}(x_k^t)}, & \text{when } c \in Y^t,
\end{cases}
$$

(8)

where $\pi_c$ denotes the data set predicted to be class $c$ in $D^t$, in which the pseudo-label $\arg \max_{p_i^j}$ of each instance in $D^t$ can be calculated by Eq. (3). Note that the instances’ labels of the unknown classes cannot be obtained in prior, so we randomly initialize the class prototypes of the unknown classes according to the set $K$ as traditional k-means algorithm, and train for several epochs of preliminary update.

### 3.4.2 Pacing Function

A direct way for classifying known and unknown classes in $D^t$ is to fine-tune $f^{t-1}$ using all the instances. However, considering the embedding confusion, the initialized prototypes are biased because pseudo-labels exist noises. If we randomly sample batches from the full amount of data to fine-tune model, the embedding confusion will further affect the update of prototypes and pseudo-labels. Therefore, inspired by [45], we turn to sort the instances according to the difficulty, then present instances from easy to hard for fine-tuning according to the increase of the model capability.

In detail, the pacing function $h: B \rightarrow D^t$ is used to determine a sequence of subsets $B = \{B_1, B_2, \ldots, B_L \} \in D^t$, with size $|B_i| = h(B_i)$. $L$ is the number of batches. The $l$th subset $B_l$ includes the first $h(B_l)$ elements of the instances, which are sorted by the scoring function in ascending order. Here, we utilize the fixed exponential pacing, which has a fixed step length, and exponentially increasing size in each batch. Formally, it is given by:

$$
h(B_l) = \min(v \cdot \delta^{|B_l|}, 1) \cdot N_t.
$$

(9)

Where $v$ denotes the fraction of data in the initial step, $\delta$ is the exponential factor for increasing the size of sampled mini-batches in each step, $\phi$ is the number of iterations in each step, $\lfloor \cdot \rfloor$ denotes round down, $t$ is the index of batches, $N_t$ is the number of instances. Consequently, in each minibatch, we select episodic data with variable length for reliable fine-tuning.

### 3.4.3 Fine-tune Clustering

With the sampled mini-batches $\{B_1, B_2, \ldots, B_L \}$ in each epoch, we aim to fine-tune the $f^{t-1}$ from easy to hard, and Eq. (2) can be reformulated as:

$$
L' = L_{\text{intra}}' + \lambda_1 L_{\text{inter}}' + \lambda_2 R'
$$

(10)

where $R'$ aims to constraint the updated prototypes of known classes approaching the pre-trained ones, which can regularize the embeddings of known classes. The pseudo-labels $\hat{y}_i^j = \arg \max_{p_i^j}$ for each instance can be calculated by Eq. (3). So far, we assume that the number of classes $K'$ is known, which is impractical in real applications. Thus, we aim to estimate the number of classes in the unlabeled data. Specifically, we fine-tune clustering using $D^t$ by varying the number of unknown classes. The resulting clusters are then examined by computing cluster validity index (CVI), which concerns the intra-cluster cohesion versus inter-cluster separation. And we select the generally used Silhouette index [47]:

$$
CVI = \sum_{x \in D^t} \frac{b(x) - a(x)}{\max\{a(x), b(x)\}},
$$

(11)

where $a(x)$ is the average distance between $x$ and all other data instances within the same cluster, and $b(x)$ is the smallest average distance of $x$ to all instances in any other different cluster. The optimal number of categories is the inflection point of CVI with maximum curvature. The details are shown in Algorithm 2.

### 3.5 Incremental Model Update

Ideally, the initial model training and novel class detection processes can identify the known and unknown classes. However, considering streaming data with unceasing novel classes, we need reliable training data of novel classes to create new prototypes and update the model parameters in incremental fashion. Thus, we need to collect novel class data for labeling, which can be used to re-train $f^{t-1}$. Similar to previous studies [21], [48], after curriculum clustering operator for detection, we can achieve potential novel class instances $D_n^{t-1}$ for querying their true labels. Note that we
can query full or only partial data of the novel class. However, only using the new data to update the model will lead the catastrophic forgetting of known classes.

Algorithm 2. Novel Class Detection

- **Input:**
  - Data set: \( D' = \{x_j^t\}_{j=1}^{N_t} \)
  - Parameter: \( \beta, \gamma, \nu, \delta, \phi \)

- **Output:**
  - Novel Class Detection Network: \( f^t \)

1: for \( 0 \leq K \leq K_{\text{new}} \) do
2: Initialize prototypes \( \mu_c^t \) according to Eq. (8);
3: while stop condition is not triggered do
4: Generate mini-batches \( \{B_1, B_2, \ldots, B_L\} \) according to Eq. (9);
5: for instance mini-batch \( B_i \) do
6: Calculate \( L' \) using Eq. (10) similar to Algorithm 1;
7: Fine-tune model parameters using gradient descent;
8: end for
9: Update the prototype \( \mu_c^t \) according to Eq. (4);
10: Update the pseudo-labels \( y \) according to Eq. 3;
11: end while
12: Computer CVI for \( D' \) according to Eq. (11);
13: end for
14: Let \( f^t \) as the \( K^* \) with optimal CVI value.

To solve this problem, we develop a mechanism to incorporate the stored memory and novel class information incrementally, which can mitigate the forgetting of discriminatory characteristics about known classes. In detail, we utilize the exemplary data \( M^{t-1} \) for regularization in re-training:

\[
L(D_\text{new}, M^{t-1}) = \hat{L}_\text{intra} + \lambda_1 \hat{L}_\text{inter} + \lambda_2 R^t
\]

\[
\hat{L}_\text{intra} = \sum_{x_i \in D_{\text{new}}, M^{t-1}} -y_i \log(p_i) - \sum_{x_i \in M^{t-1}} f^{t-1}(x_i) \log f^t(x_i)
\]

\[
\hat{L}_\text{inter} = \sum_{j=1}^{N_t} \left[ m + d_{ij} - \min_{x_{ij} \in \Omega} d_{ij,c} \right] + \sum_{c=1}^{[y_i^{t-1}]} \left\| \mu_c^t - \mu_c^{t-1} \right\|^2_2.
\]

The first term encourages the network to output the correct class indicator (classification loss) for all labeled examples, i.e., \( D_\text{new} \) and \( M^{t-1} \). In detail, \( M^{t-1} \) represents the stored in-class examples, the second term of \( \hat{L}_\text{intra} \) aims to reproduce the scores calculated in the previous step (distillation loss) for stored in-class examples, i.e., ensuring that the stored in-class examples in \( M^{t-1} \) can also output the consistent prediction distributions \( f^{t-1}(x) \) predicted by historical network through the current network \( f^t(x) \), thereby alleviating the forgetting problem of historical knowledge. After retraining, we need to update the \( M^{t-1} \) to store key points of novel classes. Therefore, we randomly remove \( \frac{[y_i^{t-1}]}{[y_i^t]} \) instances from each known class, and sample \( \frac{[y_i^{t-1}]}{[y_i^t]} \) instances from each novel class. The details are shown in Algorithm 3.

It is notable that CILF only needs to conduct the NCD task, i.e., novel class detection, according to the Algorithm 2 under the setting that without streaming data, and does not require manual labeling and model update operations.

Algorithm 3. Class-Incremental Learning

- **Input:**
  - Data set: memory data \( M^{t-1} \), labeled novel class data \( D_\text{new} \)
  - Learning rate parameter: \( \eta \)

- **Output:**
  - Re-trained deep clustering Network: \( f^t \)

1: Calculate the \( f^{t-1}(x_i) \) of the examples from \( M^{t-1} \) and \( D_\text{new} \);
2: while stop condition is not triggered do
3: for instance mini-batch do
4: Calculate \( L(D_\text{new}, M^{t-1}, f^t) \) according to Eq. (12);
5: Re-train model parameters using gradient descent;
6: end
7: Update the prototype \( \mu_c^t \) according to Eq. (4);
8: end while

4 Experiments

In this section, we mainly verify the proposed CILF from two aspects: (1) classification of known and novel classes; and (2) forgetting of known classes. Considering that most large-scale datasets are concentrated on images, we empirically evaluate CILF by comparing it with the state-of-the-art approaches on four simulated stream image datasets.

4.1 Datasets

There are many streaming image or text data in real applications, such as road condition images collected by unmanned vehicles during driving, sequential remote sensing images collected by satellites and incremental tweet data collected by social media platforms. Considering data privacy and versatility, we utilize three commonly used visual datasets for class-incremental scenario following most NCD methods [17], [18], [30] (more experimental results of complex image data and real time sequential text data can refer to the supplementary), i.e., MNIST [49], CIFAR-10 [50], and CIFAR-100. In detail, MNIST dataset contains labeled handwritten digits images from 10 categories, where each class contains between 6313 and 7877 monochrome images; CIFAR-10 dataset has a total of 60000 color images of 32x32 pixels from 10 natural image classes; CIFAR-100 dataset is enlarged CIFAR-10, and we structure CIFAR-100 into 2 datasets: CIFAR-50 and CIFAR-100 according to [17].

Inspired from [17], [18], [30], [51], [52], we utilize the given testing data from the raw dataset as a holdout set to evaluate forgetting, and use the given training data to generate the streaming data. Specifically, we rearrange instances in each dataset to emulate a streaming form with novel classes considering two conditions: (1) single novel class for each time window; (2) multiple novel classes for each time window. For the single novel class case, we randomly choose \( C \) initial classes, and only 1 novel class may start in each time window.
In order to be more in line with real-world applications, each known class may disappear randomly at the end of current time window. Specifically, we set \( C = 5 \) for MNIST and CIFAR-10, \( C = 30 \) for CIFAR-50, and \( C = 50 \) for CIFAR-100. Fig. 4a presents a simulated example of the CIFAR-10, i.e., we randomly choose 5 initial classes, and there are 5 time windows with 1 novel class appearing in for each time window. For the multiple novel class case, we randomly choose \( C \) initial classes, and \( K' \) novel classes (i.e., \( K' \in [2,K] \) novel classes) may randomly appear from each time window. Similar to single class setting, each class may disappear randomly. Specifically, we set \( C = 3 \) for MNIST and CIFAR-10, \( C = 30 \) for CIFAR-50, and \( C = 50 \) for CIFAR-100. Fig. 4b presents a simulated example of the CIFAR-10, i.e., we choose 3 initial classes and there are 3 time windows, 2 novel classes emerges in the first time window, 3 novel classes in the second time window, 2 novel classes in the last time window. In detail, for each dataset, we randomly choose pre-set number of categories from the total classes as known class set, the rests are regarded as unknown class set. The data of known class set can be divided into two parts: 1) 50\% of data are regarded as initial training data; and 2) the remaining data are used to constitute a streaming data. We simulate a streaming data as shown in Fig. 4, the data before time step 1 are training data. Then each class simulates an independent streaming data by shuffling instances randomly and arranging the data according to the index. A new class of streaming data appends every fixed time interval. Therefore, the instances that occurred in constitute a time window data mixed with known and unknown instances.

### 4.2 Compared Methods
To validate the effectiveness of proposed CILF, we compared it with existing state-of-the-art novel class detection approaches and incremental learning methods.

First, we compared CILF with existing NCD and incremental NCD methods. Including traditional anomaly detection and linear methods: Iforest [53], One-Class SVM (One-SVM) [40], LACU-SVM (LACU) [20], SENC-MAS (SENC) [21]; as well as deep methods: ODIN-CNN (ODIN) [23], CFO [17], CPE [18] and DTC [24]. Abbreviations in parentheses. DTC is a clustering based method for multiple unknown classes detection. Note that Iforest, One-SVM, LACU, ODIN, CFO, and DTC are NCD methods, SENC and CPE are incremental NCD methods. All NCD baselines except Iforest can be updated incrementally using newly labeled unknown class data and memory data. Specifically, 1) Iforest, ODIN, and CFO can only perform binary classifications, i.e., whether the instance is an unknown class or not. Thus we further conduct unsupervised clustering on both known and unknown class data for subdividing. 2) all baselines are one-class methods except DTC, i.e., they perform NCD in two steps: first detect the super-class that includes all unknown classes, and second perform unsupervised clustering. 3) all of baselines are NCD methods except LACU, SENC and CPE, but they can be applied in incremental NCD by combing memory data to update following [18].

To validate the incremental model update, we also compare our method with state-of-the-art forgetting methods: DNN-Base, DNN-L2, DNN-EWC [28], IMM [29], DEN [54], and each time window is regarded as a task for these methods.

### 4.3 Evaluation Metrics
CILF can distinguish the known and unknown classes, while mitigating the forgetting. Therefore, we measure the proposed method from two aspects: (1) NCD performance; (2) Forgetting performance.

Following [30], we adopt the commonly used evaluation metrics for novel class detection: 1) Normalized Accuracy (NA), which weights the accuracy for known and novel classes [55]; 2) Macro-F-measure and Micro-F-measure; and 3) AUROC, which considers the NCD task as a combination of novelty detection and multi-class recognition [17]. Moreover, to validate the effect of overcoming catastrophic forgetting, we calculate the performance on the forgetting profile of different learning algorithms as [52], i.e., let \( acc_{m,n} \) be the accuracy evaluated on the hold-out sets, i.e. the novel classes emerge on \( n-th \) time window (\( n \leq m \)), after training the network incrementally from stage 1 to \( m \), the average accuracy at time \( m \) is defined as: \( A_m = \frac{1}{m} \sum_{n=1}^{m} acc_{m,n} \) [52]. Higher \( A_m \) represents for better classifier. Forgetting = \( \frac{\text{mean}(\hat{A})}{A^*} \), where \( A^* \) is the optimal accuracy with the entire data. We repeat all experiments 5 times, and record the mean and std.

### 4.4 Implementation
We develop CILF based on convolutional network structure as ResNet18 [56]. Note that we use an identical set of hyper-parameters \( (\lambda_1 = 1, \lambda_2 = 1, \alpha = 0.3, \beta = 0.8, \nu = 0.2, \delta = 3, \phi = 10) \). In all of our models and experiments, we adopt standard SGD with Nesterov momentum [57], where the momentum is 0.9. We train the initial model \( f \) as following: the number of epochs is 20, the batch size is 128, the learning rate is 0.01, and weight decay is 0.001. We implement all baselines and perform all experiments based on code released by corresponding authors. For CNN based methods, we use the same network architecture and parameters during training, such as optimizer, learning rate schedule, and data pre-processing. Our method is implemented on a RTX 2080TI GPU.

### 4.5 Single Novel Class Detection
Table 2 compares the detection performance of CILF with all baseline methods on each streaming data under the single novel class case. We observe that: (1) CNN-based methods perform better than traditional detection approaches, i.e.,
This indicates that neural network provides superior feature embeddings for prediction and detection over high dimensional streaming data; (2) CILF consistently outperforms all compared CNN-based methods over all the criteria. For example, in CIFAR-10, CILF provides at least 2\% improvements than other methods. This indicates the effectiveness of both prototype based loss for feature embedding and curriculum clustering operator for detection; and (3) The detection performance for large-scale datasets, (e.g., CIFAR-100) still needs to be improved, as the results of all methods are unsatisfactory. This is a roadmap for future work. A possible solution is to use external corpus to build a larger-scale deep pre-train model or consider transfer learning technology to transfer extra source domain corpus knowledge.

Table 3 compared the forgetting performance of CILF with all baseline methods, which defines the forgetting of emerge class on a particular window, i.e., the difference between maximum knowledge gained about that window throughout learning process and the knowledge we currently have about it, and the lower difference the better. The results show that CILF has the least forgetting, which validates that the memory distillation and prototype regularization can mitigate the forgetting of known class data. Moreover, Fig. 5 exhibits the.

| Methods     | Average NA $\uparrow$ | Average Macro-F-Measure $\uparrow$ | Average AUROC $\uparrow$ |
|-------------|-----------------------|------------------------------------|--------------------------|
|             | MNIST | CIFAR-10 | CIFAR-50 | CIFAR-100 | MNIST | CIFAR-10 | CIFAR-50 | CIFAR-100 |
| Iforest     | 0.214 ± 0.02 | 0.212 ± 0.08 | 0.66 ± 0.01 | 0.052 ± 0.08 | 0.083 ± 0.14 | 0.140 ± 0.24 | 0.77 ± 0.04 | 0.105 ± 0.09 |
| One-SVM     | 0.281 ± 0.03 | 0.29 ± 0.03 | 0.64 ± 0.01 | 0.046 ± 0.07 | 0.117 ± 0.09 | 0.101 ± 0.21 | 0.096 ± 0.11 | 0.074 ± 0.02 |
| LACU-SVM    | 0.258 ± 0.04 | 0.258 ± 0.04 | 0.64 ± 0.01 | 0.050 ± 0.08 | 0.123 ± 0.13 | 0.068 ± 0.12 | 0.089 ± 0.06 | 0.117 ± 0.01 |
| SENC-MAS    | 0.316 ± 0.06 | 0.40 ± 0.04 | 0.62 ± 0.01 | 0.044 ± 0.06 | 0.104 ± 0.06 | 0.082 ± 0.02 | 0.045 ± 0.01 | 0.079 ± 0.02 |
| ODIN-CNN    | 0.285 ± 0.02 | 0.38 ± 0.04 | 0.35 ± 0.01 | 0.058 ± 0.41 | 0.259 ± 0.18 | 0.185 ± 0.03 | 0.102 ± 0.04 | 0.123 ± 0.06 |
| CFO         | 0.351 ± 0.06 | 0.40 ± 0.04 | 0.35 ± 0.01 | 0.047 ± 0.17 | 0.208 ± 0.18 | 0.162 ± 0.03 | 0.076 ± 0.03 | 0.102 ± 0.02 |
| CPE         | 0.336 ± 0.06 | 0.29 ± 0.04 | 0.35 ± 0.01 | 0.092 ± 0.03 | 0.270 ± 0.18 | 0.193 ± 0.06 | 0.114 ± 0.07 | 0.119 ± 0.10 |
| DEC         | 0.323 ± 0.07 | 0.289 ± 0.05 | 0.35 ± 0.01 | 0.025 ± 0.01 | 0.264 ± 0.17 | 0.190 ± 0.08 | 0.108 ± 0.06 | 0.114 ± 0.09 |
| CILF        | 0.315 ± 0.05 | 0.40 ± 0.04 | 0.35 ± 0.01 | 0.033 ± 0.01 | 0.25 ± 0.03 | 0.125 ± 0.02 | 0.130 ± 0.02 | 0.130 ± 0.02 |

The best results are highlighted in bold.
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results more directly. Due to page limitation, we only report the results of CIFAR-10. The results indicate that the performance of known classes falls slower at different windows, which states that CILF can mitigate forgetting efficiently.

### 4.6 Multiple Novel Class Detection

Table 4 compares the detection performance of CILF with all baseline methods under the multiple novel classes case. We observe that: (1) multiple novel class detection method, i.e., DEC, does not outperform single novel class detection methods with subsequent clustering operator. This indicates that direct clustering method may be influenced by the embedding confusion; and (2) CILF consistently outperforms all compared CNN-based methods in all the criteria except AUROC on CIFAR-50, for the reason that there exist class-imbalance phenomenon in CIFAR-50, i.e., the number of novel class instances are fewer. CILF sacrifices precision in order to improve the high recall rate of the new class. This further indicates the effectiveness of curriculum clustering operator for detection. Table 5 and Fig. 6 compared the forgetting performance of CILF with baseline methods. Identically, the results show that CILF has the least forgetting, and the performance of known classes fall slower, which shows

### TABLE 4
Classification of Known Classes and Novel Class Detection Performance Over Streaming Data in Multiple Novel Class Case

| Methods | Average NA ↑ | Average Macro-F-Measure ↑ | Average AUROC ↑ |
|---------|--------------|---------------------------|------------------|
|         | MNIST | CIFAR-10 | CIFAR-50 | CIFAR-100 | MNIST | CIFAR-10 | CIFAR-50 | CIFAR-100 | MNIST | CIFAR-10 | CIFAR-50 | CIFAR-100 |
| Iforest | .348 ± .069 | .277 ± .062 | .133 ± .021 | .095 ± .014 | .181 ± .062 | .103 ± .004 | .040 ± .004 | .028 ± .002 |
| One-SVM | .361 ± .085 | .277 ± .049 | .136 ± .017 | .089 ± .014 | .188 ± .085 | .107 ± .008 | .038 ± .005 | .026 ± .003 |
| LACU-SVM | .357 ± .054 | .274 ± .062 | .133 ± .012 | .090 ± .017 | .191 ± .054 | .098 ± .008 | .032 ± .005 | .023 ± .002 |
| SENC-MAS | .336 ± .075 | .280 ± .050 | .139 ± .021 | .091 ± .013 | .193 ± .071 | .106 ± .002 | .035 ± .004 | .024 ± .002 |
| ODIN-CNN | .396 ± .021 | .304 ± .039 | .181 ± .008 | .071 ± .007 | .268 ± .032 | .243 ± .005 | .160 ± .006 | .054 ± .004 |
| CFO | .353 ± .012 | .287 ± .027 | .212 ± .009 | .104 ± .008 | .380 ± .021 | .363 ± .001 | .286 ± .007 | .183 ± .005 |
| CPE | .413 ± .030 | .401 ± .061 | .240 ± .020 | .132 ± .020 | .226 ± .047 | .339 ± .037 | .249 ± .022 | .242 ± .021 |
| DEC | .350 ± .142 | .398 ± .084 | .206 ± .012 | .089 ± .016 | .327 ± .315 | .302 ± .217 | .230 ± .017 | .110 ± .011 |
| CILF | .493 ± .051 | .422 ± .054 | .258 ± .040 | .179 ± .031 | .392 ± .045 | .407 ± .033 | .332 ± .035 | .259 ± .041 |

The best results are highlighted in bold.

### TABLE 5
Forgetting Measure of Known Classes Over Streaming Data in Multiple Novel Class Case

| Methods | Forgetting ↓ |
|---------|--------------|
|         | MNIST | CIFAR-10 | CIFAR-50 | CIFAR-100 |
| Iforest | .014 ± .015 | .006 ± .004 | .035 ± .002 | .048 ± .005 |
| One-SVM | .018 ± .010 | .005 ± .003 | .033 ± .004 | .049 ± .003 |
| LACU-SVM | .017 ± .010 | .004 ± .002 | .029 ± .003 | .042 ± .004 |
| SENC-MAS | .011 ± .011 | .006 ± .002 | .032 ± .002 | .041 ± .004 |
| ODIN-CNN | .011 ± .008 | .013 ± .011 | .015 ± .006 | .013 ± .010 |
| CFO | .019 ± .005 | .008 ± .006 | .009 ± .008 | .023 ± .003 |
| CPE | .007 ± .001 | .011 ± .003 | .009 ± .002 | .005 ± .002 |
| DEC | .002 ± .003 | .009 ± .001 | .006 ± .002 | .023 ± .001 |
| DNN-Base | .022 ± .002 | .023 ± .009 | .032 ± .007 | .039 ± .006 |
| DNN-L2 | .021 ± .002 | .026 ± .001 | .035 ± .005 | .041 ± .002 |
| DNN-EWC | .016 ± .010 | .017 ± .010 | .020 ± .005 | .021 ± .009 |
| IM | .022 ± .030 | .023 ± .010 | .024 ± .012 | .030 ± .019 |
| DEN | .010 ± .009 | .013 ± .005 | .013 ± .002 | .021 ± .011 |
| CILF | .001 ± .001 | .005 ± .001 | .001 ± .001 | .008 ± .001 |

The best results are highlighted in bold.
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that CILF can mitigate forgetting under multiple novel classes scenario.

4.7 Ablation Study

We conduct more ablation studies to verify the effectiveness of the proposed sampling method: 1) w/o FEN, we replace the feature embedding network with the classification network considering prediction layer; 2) w/o NCD, we replace the learnable curriculum clustering with the traditional uncertainty prediction for novel class detection; 3) w/o IMU, we directly update the model without considering the forgetting mechanism. Table 6 records the forgetting performance on each streaming data with single novel class. Table 7 records the detection performance on each streaming data with single novel class. The results validate that: 1) the detection performance of w/o NCD, w/o FEN, and w/o IMU declines, which indicates that each component contributes to the detection. In detail, the feature embedding network is more efficient to learn the inter-class and intra-class structure than classification network, and is more convenient for model expansion. The learnable curriculum clustering performs better than traditional uncertainty prediction, which indicates the effectiveness of curriculum learning. And the forgetting regularization is benefit for classifying known class in the unsupervised streaming data. 2) the degradation of w/o NCD is more obvious, for the reason that learnable curriculum clustering is more convenient for multiple novel class detection, while comparing methods need conduct second clustering after detection. Thereby, all three components contribute to the class-incremental learning, and the learnable curriculum clustering contributes more under the multiple novel class case.

4.8 Influence of Query Size

Fig. 7 shows the influence of querying number about potential novel class instances, and we only give the results on CIFAR-10 considering page limitation. Here, we randomly query a subset, i.e., a certain percentage of potential instances from the current window. From the Figure, we observe that the prediction performance is improved with the increase of labeled data, which verifies the importance of ground-truths for model update.

4.9 Parameter Sensitivity

The main parameters in novel class detection and model update are the $\lambda_1$ and $\lambda_2$ in Eq. (8). We vary these param-

![Table 6: Classification of Known Classes and Novel Class Detection Performance Over Streaming Data](image)

| Methods | CIFAR-10 (sin) | OTTO (sin) | CIFAR-10 (mul) | OTTO (mul) | CIFAR-10 (sin) | OTTO (sin) | CIFAR-10 (mul) | OTTO (mul) |
|---------|---------------|------------|---------------|-----------|---------------|------------|---------------|-----------|
| w/o FEN | 0.301 ± 0.062 | 0.268 ± 0.022 | 0.553 ± 0.005 | 0.012 ± 0.002 | 0.253 ± 0.008 | 0.237 ± 0.023 | 0.556 ± 0.013 | 0.032 ± 0.013 |
| w/o NCD | 0.273 ± 0.021 | 0.185 ± 0.028 | 0.333 ± 0.003 | 0.009 ± 0.001 | 0.204 ± 0.013 | 0.201 ± 0.029 | 0.433 ± 0.009 | 0.022 ± 0.005 |
| w/o IMU | 0.325 ± 0.017 | 0.221 ± 0.032 | 0.506 ± 0.006 | 0.008 ± 0.001 | 0.289 ± 0.019 | 0.196 ± 0.027 | 0.513 ± 0.003 | 0.043 ± 0.012 |
| CILF    | 0.371 ± 0.022 | 0.288 ± 0.034 | 0.922 ± 0.008 | 0.055 ± 0.004 | 0.365 ± 0.012 | 0.302 ± 0.033 | 0.158 ± 0.005 | 0.092 ± 0.008 |

* (sin) denotes the single novel class case and * (mul) represents the multiple novel class case. The best results are highlighted in bold.

![Table 7: Forgetting Measure of Known Classes Over Streaming Data in Single Novel Class Case](image)

| Methods   | Forgetting ↓ |
|-----------|--------------|
| CIFAR-10 (sin) | OTTO (sin) | CIFAR-10 (mul) | OTTO (mul) |
| w/o FEN   | 0.046 ± 0.019 | 0.262 ± 0.008 | 0.227 ± 0.008 | 0.032 ± 0.012 |
| w/o NCD   | 0.029 ± 0.011 | 0.122 ± 0.005 | 0.103 ± 0.007 | 0.018 ± 0.009 |
| w/o IMU   | 0.037 ± 0.023 | 0.099 ± 0.003 | 0.024 ± 0.003 | 0.025 ± 0.005 |
| CILF      | 0.020 ± 0.016 | 0.006 ± 0.001 | 0.010 ± 0.001 | 0.013 ± 0.003 |

* (sin) denotes the single novel class case and * (mul) represents the multiple novel class case. The best results are highlighted in bold.
4.10 Execution Time for Model Update

Considering that our method focuses on multiple novel class detection, we analyze execution time for detecting and updating model under the multiple novel class case. In detail, we select five deep methods, i.e., ODIN-CNN, CFO, CPR, DTC and CILF, and record their execution time under the multiple novel class case in Fig. 9. CILF takes less time, for the following reasons: 1) Other methods require additional clustering operations; and 2) Embedding confusion will slow down the clustering convergence, which indicates that the curriculum clustering can accelerate detection.

5 CONCLUSION

Real-word application always receive streaming data, which emerges previously unknown classes sequentially. Class-Incremental Learning faces two main challenges: Novel class detection, streaming test data will accept unknown classes. Model expansion, the model needs to be effectively updated after the new class detection. However, traditional methods have not always fully considered these two challenges. To this end, we propose a Class-Incremental Learning without Forgetting (CILF) framework. CILF designed to regularize classification with decoupled prototype based loss, which can improve the intra-class and inter-class structure significantly, and acquire a compact embedding representation for novel class detection in result. Then, CILF employed a learnable curriculum clustering operator to estimate the number of semantic clusters via fine-tuning the learned network. Last, CILF updated the network effectively with robust regularization to mitigate the catastrophic forgetting. In result, CILF utilized the decoupled prototype network to effectively detect multiple novel classes and update the model in a unified framework. Empirical studies showed the superior performances of CILF. As verified by experiments, there is still room for improvement of NCD on large-scale datasets. Therefore, how to further improve the performance of detection in complex environment and further demonstrate interpretability are very interesting future research directions. We build the model with MindSpore tool [58].
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