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Abstract: The importance of data is increasing along its inflation in our world today. In the big data era, data is becoming a main source for innovation, knowledge and insight, as well as a competitive and financial advantage in the race of information procurement. This interest in acquiring and exploiting data, in addition to the existing concerns regarding the privacy and security of information, raises the question of who should own the data and how the ownership of data can be preserved. This paper discusses and analyses the concept of data ownership and provides an overview on the subject from different point of views. It surveys also the state-of-the-art of data ownership in health, transportation, industry, energy and smart cities sectors and outlines lessons learned with an extended definition of data ownership that may pave the way for future research and work in this area.
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1. Introduction

We are living nowadays in the era of big data, where the amount of data is increasing steadily on a minute basis. According to an article published by Forbes in 2018, there are 2.5 quintillion bytes of data generated daily, and this number is growing rapidly [1]. The Industrial Development Corporation (IDC) estimated back in 2014 that by 2020 we will have 44 trillion gigabytes of data, 10 times more than we had in 2013, which means there will be around 5200 gigabytes of data per person [2]. Data is surrounding us in all aspects of our lives and is being generated from numerous sources like social media, information and communication technology (ICT) devices, as well as from sensors, machines and other internet of things (IoT) devices. IDC estimates that in 2025 there will be 79.4 zettabytes of data generated from 41.6 billion connected IoT devices from all around the world [3]. Along with this growth of data, the interest of acquiring and exploiting the data is increasing, raising questions about the privacy and security of data and even the question of who owns the data and how the ownership of data can be preserved.

The term “Data Ownership” has been mentioned in the literature since 1981 [4–7]; nevertheless, there is still no single standardized definition of the term that covers all perspectives on the issue. From a data and information management point of view, data owners are defined as The ones responsible and accountable for the quality of data. On the other hand, data ownership is defined often as the possession of complete control over the data and its rights, including the right to grant rights over the data to others. But during the years and coherent with the disrupting technologies at a time, the ownership of data has been seen and interpreted differently. From the rise of databases and the exploitation of networks, to the adoption of information systems and the spread of data through the internet, to the explosion of data through social media, to the vision of smart cities and the revolution of the Internet of Things, the issue of data ownership had many shapes and numerous implications. Even by examining the topic, the diverse fields of research had...
different perspectives on the issue: some focused on the issue from an ethical and moral perspective [8–12], and some focused on the legal and juridical implications [13–16], while others tackled the problem from a technical point of view, seeking a feasible solution to the problem [17–19].

Due to the lack of a clear definition of data ownership, the term has been associated and even confused with data governance, data management, and aspects related to these domains. As to be seen in this study, a wide range of data ownership literature address one or multiple aspects of data governance and data management, like data sharing, data security, data privacy, data integrity, data sovereignty, data stewardship, data transparency, data traceability and others. The presented work does not argue about what to be considered a part of data ownership research, but rather highlights the wide spectrum of aspects that could be perceived about data ownership. Mainly, in light of the fact that the absence of a unified definition of the term is letting the door open for different interpretations and embodiments of data ownership.

The subject of data ownership is gaining in the recent few years an increasing attention. From the one hand, it affects besides the privacy and the security of data, the sharing of the raising amount of data, which presents huge opportunities across and beyond the boundaries of any organizational body. On the other hand, the emergence of technologies, that facilitate the securing and exploitation of data, like the toolsets of big data and data science and the mechanisms of blockchain, contributes also to the recent interest in the subject. The availability of instruments that preserve and guarantee sovereignty and ownership over the data promotes innovation that includes data owners, consumers, prosumers and all kind of stakeholders that might have interests over the data.

In addition to the importance that data ownership presents to any business or organization, ensuring the ownership of users over their data builds the trust between them and businesses and enable them to be part of the process, the product or the service, in which their data is part of. On the other hand, it empowers users to have full control over their data as the real owner of the data.

This work aims to give an overview over the subject of data ownership and tries to reflect knowledge from the different observations concerning this matter. The study tries to cover the problem of data ownership from different perspectives. At the beginning, a general background of data ownership and its technicality will be given. Subsequently, the issue of data ownership will be reviewed from a juridical point of view and especially in European/German regulations.

The main part of the work addresses the state-of-the-art concerning data ownership. For this purpose, five main sectors that deal intensively with the issue will be reviewed, namely: health, transportation, industry, energy, and smart cities. The study concludes by summarizing the insights derived from the conducted state-of-the-art overview and by discussing the comprehension of the subject of data ownership and its definition, as well as suggesting a possible course of action for handling the issue.

2. What Is Data Ownership?

2.1. Overview

Despite the absence of a unified view on the subject, data ownership is widely considered as the possession of complete control over the data and its rights including, but not limited to access, creation, generation, modification, analysis, use, sell, or deletion of the data, in addition to the right to grant rights over the data to others. However, this view simplifies the matter and oversees the entanglements of the issue that has no straightforward answer to its complications and cannot be summarized in one definition.

One of the major complications is the perception of data ownership and the willingness of data holders to share their data. Nowadays with the help of the constantly evolving technologies, companies and organizations can generate insights and values from raw data, and when the data has value, the issue of data ownership emerges [20]. Data ownership represents a major concern that influences the beneficial use and share of information. In
organizational context, information sharing behavior is crucial and strategic. However, such behavior implies the willingness of concerned parties to share information. From a philosophical point of view, one of the major factors affecting the sharing behavior is the perceptions of ownership by the stakeholders, which are more likely to affect individuals’ behavior more than the legally forced ownership [21]. In order to argue about the perception of data ownership, the basic concept of property ownership needs to be understood. According to Hart [21], ownership is the rights to use, control the use, and remain in control of whatever is owned, without the interference from others. This concept of ownership might be applicable to data in many cases, yet data can differ distinctly from the traditional sense of property and therefore it requires further deliberations. Dissimilar to typical physical property, data is often characterized by intangibility, non-exclusivity, usage tolerance (do not deteriorate through use), and age susceptibility (do often deteriorate with age). These unique characteristics of data are in contrast to typical items of properties entangle the defining of data ownership and complicate the answer of the question: whose ownership perceptions is relevant [21].

From a marketing point of view, Gabisch and Milne [22] address the perception of data ownership by asking the question: how can the expectations of the consumers regarding privacy and data ownership be affected by compensating them for their personal information? Despite the fact that the expectation of the consumers might vary according to the sensitivity of the shared information with the marketers, the study found that receiving compensation reduces the expectations of privacy and security, especially when the compensation has monetary nature [22].

The issue of data ownership is rather relevant for organization for various reasons, including the aim to create an information sharing behavior within the organization, facilitating managerial decision-making based on data ownership guidelines, and establishing technological advancement in the areas of information systems and data management systems. Nevertheless, with the emergence of social media and IoT devices, the question of data ownership has extended beyond organizational context and has reached individual level, raising concerns about the security and the privacy of personal-related data and introducing a new conflict concerning data ownership.

Emerging topics such as Human Data Interaction (HDI) are addressing these concerns by putting the people at the center of data driven applications and supporting them in the management of their personal data [23,24]. HDI addresses also the ownership of IoT data raising the question of who owns the IoT data and who should access the data that is produced by the people [23]. Despite the wide realization of the problem in the IoT community, there is still no unified structure for addressing the ownership of IoT data. Mashhadi et al. [23] for example proposed in their work three different models for HDI in IoT domain with the aim to find a suitable data ownership model based on the sensitivity of the collected data and the consent that is granted to the users to interact with their data.

On the same subject, Mineraud et al. [25] evaluated in a gap analysis the IoT landscape concerning various issues including ownership, privacy and security of IoT data with the aim to improve and optimize the limitation of the current IoT ecosystems. The analysis highlighted the fact that for most IoT platforms data ownership is a major concern and it is rarely fully guaranteed. In most platforms, data is received as raw data and it is stored without encryption and without adequate security measures. According to the authors, full data ownership is only granted by the solutions where the user’s data is stored locally. Based on that, the authors suggested that IoT platforms should provide mechanisms that allow the user to have full ownership and competent visibility over the data. In which, the owner will have the control over the raw data and be able to determine who or which platforms or resources can access the data [25].

Furthermore, the age of IoT introduced a new conflict as data generated by IoT devices concerns numerous stakeholders who aim to claim ownership over the data. In the example of networked cars, the data generated by a car summarizes information that interests the car owner, the car user, the manufacturer of the car and the manufacturer of the sensor, the
navigation service provider, the insurance company, the internet provider, in addition to the authorities [26]. Farkas highlights in his study this conflict of interests, raising the question of ownership, including the control over the collection, transfer and access of IoT data. In addition, he analyzed the law governing ownership and explored possible necessity to adapt new regulations in this regard [26]. According to his research, the adaptation of new law for governing IoT data entails negative and positive sides at the same time. On the one hand, a new law would facilitate the emergence of new business models where data would be better protected and it would regulate the market leading to more efficiency dealing with data. On the other hand, such regulation might limit the sharing and the free access of information, and probably would lead to monopolies that would demolish innovations [26]. However, the legal aspect of data ownership is another complication that will be further investigated later in the course of this study.

Saarikko et al. [27] approach also in their paper the conflict of ownership allocation, emphasizing on the idea that there is no single approach suitable for all cases and that we have to accept the fact that for now, data ownership will be tackled differently in different contracts and in different businesses and countries. They state in their study that in some cases it is seen that the person whose actions generated the IoT data has the right of ownership, where in other cases the ownership is considered to be the right of the party who collected and analyzed the data, which is in many cases the manufacturer of the device that generated the data. In addition to the argument that the information resulted from analyzing the data should be owned by the supplier [27].

The issue of ownership allocation remains unfortunately ambiguous as the question of who should own the data remains without a good answer. Should the one whose information contained in the data, or the one that created the data by collecting the information of the user own it? As both of them and maybe others can be defined as the owner of the data. Bertino [28] argues in her paper about the benefit of replacing the concept of data ownership with the concept of data stakeholders. In this case, a data item can be affiliated to multiple stakeholders that can access and use the same data source. However, Bertino states the fact that in some cases the different interested persons might be unaware of the existence of the other stakeholders, which can lead to conflicts at various levels [28].

Arguing also against the basic idea of data ownership in research and specifically in ecology research, Hampton et al. [29] encourage the shift from data ownership thinking towards data stewardship thinking, in order to increase the transparency and the sharing capabilities of ecology research data and to change the mindset in the field of ecology towards open science. Ecologists and researchers in general treat their data as properties, limiting the possibility to share data and increasing the possibility of repeating the same mistakes by other researchers conducting the same research. Through the shift to open science, Hampton et al. are advocating the researchers to see themselves as collectors and the ones that share their findings and their data with the scientific community rather than the owners of the data [29].

The complications of data ownership extend further to include the integration of data ownership concepts in IT landscapes. Organizations and companies aspire to establish one master data that hosts data, processes and information systems under the umbrella of one master data management (MDM). Besides the technological challenges of achieving such framework, data-related challenges remain the main ones and are mostly poorly tackled by organizations. A clear data ownership definition is the first step and one of the main preconditions to implement and establish one master data management. Well established data ownership concepts ensure the quality of the data and affect the attitude of employees toward the preservation of the integrity and the quality of data [19].

However, the integration of data ownership in information systems or database management systems is not straightforward and it entails a deep understanding of the components and the development of the system and of the way that the system will be controlled accordingly. Data ownership is mainly involved in the control dimension of a database architecture. Within the control dimension it is often confused between
“ownership” and “use” privileges. The usage privileges are concerned about the right to access, modify, create and manipulate data. Where ownership is about the right to control these privileges that are given to others. In this sense, even if the user is granted the same rights as the owner, the authority to grant, alter or withdraw these privileges is what distinguishes the owner. The previous distinction differentiates between the usage and the ownership privileges, but it does not determine exclusively the owner of the data. In some cases, a higher or maybe a centralized authority can interfere or revoke the ability of the owner to grant privileges, which means that the owner is not in all cases the exclusive owner of the data, which leaves the door open for further interpretations of the answer of who really owns the data [17]. According to Van Alstyne et al. different ownership results are derived from different incentive requirements for the data and the ownership of this data. In their work they introduce a theoretical framework that presents seven normative principles to help approaching the issue of data ownership and guide organizations addressing these incentives [17].

Fundamentally, the technical implementation of data ownership concepts is as heterogeneous as the issue itself. Since the 80’s, the idea of enabling two parties to jointly compute a function over their inputs while preserving the privacy of their inputs was discussed. Secure computation and privacy-preserving computation inspires a verity of protocols and frameworks, that was and still relevant in securing and preserving the privacy of contributions in the communication and the jointly computation between two or more parties [30–34]. The need to preserve the privacy in data processing extends to include data mining research. Privacy-preserving data mining aims to develop data mining models without accessing or revealing the private information of the data sets. The basic idea is to use algorithms and techniques to exclude or modify personal, sensitive or private information in the computation process in a way that preserve the privacy of the data [35–37].

With the rapid growth of the amount of data, concepts like data market, data marketplace and data trading platform which enable the trading and the exchange of data between parties have emerged. One of the major challenges of these concepts is to provide an efficient data trading while preserving the security and the privacy of the trading [38]. Nonetheless, promising studies are proposing solutions that introduce secure data trading and exchange platforms, that increase on the one hand the utility of data and preserve on the other hand the privacy of the trading data between stakeholders [39,40].

Other evolving technologies as well as new technologies like blockchain are also opening the door for new possibilities to tackle emerging challenges. Despite the novelty of the blockchain technology, its characteristics provide possible solution for data problems, including the issue of data ownership. Karafiloski and Mishev address in their literature review the importance and the possibilities of blockchain, highlighting the fact that the decentralized nature of blockchain solutions can be a way to approach issues like privacy, security, data ownership and the control over the data without the interference or the need of a third party [41].

2.2. Data Ownership from a Juridical Point of View

The legal aspect of data ownership is complicated and not easy to discuss. As seen earlier in this study, the handling of data ownership differs in relation to the case, the country, the business and even the context in which a data ownership concept is needed. In addition, as of today there is still roughly no clear regulation that concerns one to one the problem of data ownership. Nevertheless, this part of the paper tries to briefly discuss data ownership from a juridical point of view and gives an overview of the current state of regulations and upcoming changes in this concern in Europe and Germany.

The German Federal Ministry of Transport and Digital Infrastructure carried out in 2017 a detailed study about ownership regulation for mobility data from technical, economic and legal perspectives [16]. The study summarizes comprehensively the current state of the law in Germany concerning data ownership in general and not only for mobility
data. The study discusses three levels of data allocation to an authorized person. The first level is the data ownership itself and it concerns the complete assignment of data along full authority over the data to an owner. The second level is the encumbrance of data ownership and it deals with restrictions in favor of a third party or the public who can claim right over the data against the exclusive right of the owner. The third and last level is the assignment of power of disposal and right of use, and it concerns the granting of the right to use data by the data owner to a third party, taking into account the limitation through restrictions over the data.

In order to investigate if the current law supports any of these three levels and especially the basic assignment of data to a legal subject, the study gives first an overview of the German constitutional protection of data. As the fundamental rights in the German constitution are defensive in their nature, they provide protection to legal positions from intrusions, rather than addressing explicitly the actual assignment of ownership. The German basic law (GG) [42] tackles however the issue of guaranteeing ownership, where it provides protection if the data are ownership-capable in the constitutional sense. Which means it can protect the physical data storage medium on which the data in question can be stored. The basic law protects also trade and business secrets, the persons affected by the process of data collection and it guarantees the confidentiality and integrity of information technology systems and the secrecy of telecommunications [16].

The study continues beyond constitutional law to discuss the assignment of data ownership from the point of view of simple laws like data protection law, copyright law, criminal law, fairness law and general civil law.

Concerning data protection, the European General Data Protection Regulation (GDPR) [43] was adopted in 2016 and became legally binding since 25 May 2018 across Europe. Unfortunately, the GDPR does not address data ownership specifically, but it represents a crucial guideline for basic privacy and data protection. It brings as well to the table the Charter of Fundamental Rights of the European Union (CFR) [44] and the European Convention on Human Rights (ECHR) [45], which guarantees the general right to respect for private and family life, housing and communication and the explicit right of protection of personal-related data. GDPR in addition to the German federal data protection act (BDSG) [46] and the German telemedia act (TMG) [47] embody a variety of basic data privacy and protection principles. They address the requirements for data processing and the handling of personal-related data. In addition, they protect the use of collected data and adopt the principle of transparency concerning the nature and the scope of data processing. The data protection laws embrace also the necessity principle of “Data Minimization” by forcing the anonymization or the deletion of data, once it is no longer required or needed in personal-related form anymore. Furthermore, they support the principles of “privacy by design” in the selection and design of data processing systems including the use of anonymization and pseudonymization. On personal level, they protect widely the rights of the concerned persons, to information, correction, deletion and blocking, in addition to the right of data portability and the right to be forgotten. Data portability grants data subjects the right to freely extract their data from one controller and transfer it to another. Despite the importance of data portability in granting the data owner control over where to have his or her own personal data, several interpretation of data portability in the GDPR are possible, which might lead to confusions that require further clarification [48].

Ultimately, data protection laws and principles provide a sort of protection for individuals, however, it is limited on multiple aspects. On the one hand, they are only relevant for personal-related data. On the other hand, they are concerned mainly with the right of defense due to its protective nature and it does not grant the power of disposal over the data to the individuals. As a result, data protection law is not directly concerned with the ownership of data and it cannot be explicitly used for data assignment and ownership allocation.

The German copyright law (UrhG) [49], however, provides its protection regardless of whether it is about personal-related data or not. It acknowledges personal intellectual
creations and protects the proprietary and intellectual interests of the creators. According to UrhG, the originator is the creator of the work and the one who has the copyright, even if he is an employee or a ghost writer, and not the employer or the contractors like it is the case for example in the USA. In fact, the employer needs to acquire a derived right of use in order to be able to use the work. The copyright law includes also related rights (neighboring rights) that protect work that are not “creative” but serve as services and achievements of a different kind. These rights are originated with the funder or the investor and not with the person who performs the work, like for example, the protection of scientific expenditure, performing artist, sound carrier manufacturer, broadcasting companies, database producer and press publisher.

Similar to the copyright law, the German criminal law (StGB) [50] does not differentiate between personal or non-personal related data. It protects however the entitled party against illegal use or interference on the used data. The criminal law also protects also the secrecy of the entitled party concerning the information contained in the data and punishes unauthorized access to data. Despite the protection provided by the criminal law, it is difficult to assess the limitation of the crime if the data is not assigned to an authorized person who might have an owner-like power of disposal. Unfortunately, such allocation of ownership is not regulated by the criminal law, which assumes the preexistence of such allocation. According to jurisdiction “scriptural act”, the power of data disposal belongs to the one who stored the data. But on the other hand, Welp [51] views the “scriptor” as the person who generates data and causes the storage or the transmission of data, by entering data, storing it or triggering the input of external data. Therefore, according to this point of view, the power of disposal is justified when the data is generated and saved and is not determined based on the ownership of the data carrier or the personal-related content of the data. As a result, the criminal law does not grant a comprehensive ownership right and it does not contain regulation about positive rights of use, but rather it protects the entitled person against limited list of crimes from a third party.

The German Unfair Competition Act (UWG) [52] is responsible for the protection of business and trade secrets. It secures the confidentiality of secret business-related information by protecting the secrets of companies from betrayal by its own employees, from industrial espionage, secrets keeping, and the enticement or solicitation of betrayal. However, the protections under this law concern only business and trade secrets data and it is irrelevant for personal-related data.

The German civil law (BGB) [53] looks at the issue of data allocation and assignment from different angles. It deals with the ownership of objects, and that does not include data, as it is not considered an object. According to BGB, objects exist only in physical forms: solid, liquid or gaseous. That means that this law protects only the physical carrier of data and not data itself. A similar problem can be seen in the tort law of BGB, which deals with the violation of proprietary rights of ownership, and therefore it can only protect data partially due to the missing physicality of data. The tort law protects however against the manipulation of the data carrier and hence it protects indirectly the integrity of the embodied data. That means that any deletion or modification of the data stored in the data carrier constitutes a damage to property. According to BGB, the use advantages of an item are considered a type of the utilization of the item. Based on this, the owner of the item is assigned the first right of use, and he can in his turn transfer the right of use to a third party. Unfortunately, data cannot be considered a use advantage of an item, as data is fundamentally different from the typical use advantages. Usually, the use advantages are linked to a subject, are volatile, and resulted from dealing with the subject, whereas data exists permanently, can be reproduced and transferred, and is subject to various other regulations. As a result, the German civil law does not contribute directly to the assignment of ownership to legitimate owner. It provides integrity protection of ownership of the data carrier through the tort law and it protects against the violation of other regulations.

Summarizing the current state of the law in Germany, the study states that different laws generally protect data. Nevertheless, these laws differ in their protections and might
contradict each other under certain circumstances and depending on their scope and their point of view of the assignment of the power of disposal. The study shows also that the current state of law in Germany does not cover data ownership in principle but rather it provides incomplete divergent protection rights [16].

The regulations of data ownership in Europe faces many difficulties and various literature highlighted the uncertainty in dealing with ownership problems in general and the ownership of personal data as a crucial and ethical case [9,14,15]. Van Asbroeck et al. [14] mention in their overview of the EU legal framework regarding data ownership, the lack of clear regulation in regards of data ownership in Europe where personal data cannot be owned but rather protected from access or use by anyone other than the data subject to whom the data refer. They stress also the complexity of granting rights over the data as different stakeholders claiming ownership over the data as they played a part at some point in the value chain of the data, by for example creating, analyzing, altering or simply using the data. As sort of a solution, van Asbroack et al. suggest the introduction of non-exclusive ownership in data sets in form of traceability obligation that grants the legal protection against abuse or manipulation of the data [14].

Janeček [15] confirms in his study the complexity of the issue and the complications that might arise while regulating the ownership of personal data. He states in his research that despite the effort for protecting personal data (like the GDPR) and the recent debates about regulating the right of data ownership at the European Level, there is still uncertainty and no clear regulations that deal with the aspects of data ownership. There is even a confusion of what is considered personal data and what is considered non-personal data, especially with the fact that analyzing non-personal data can generate personal data. Art. 4 (1) of the GDPR refers to personal data as the information that relates to an identified or identifiable person “data subject”. However, According to Janeček, the GDPR refers in other occasions to personal data as personal information, which leads to confusion regarding the difference between data and information and the distinction between the ownership of personal data versus the ownership of personal information. He highlights that in legal debates; the deference between information and data is illustrated as the distinction between the form of information (the syntactic level of information) and the meaning of information (the semantic level of information). From the legal point of view, semantic information cannot be protected, as that would restrict the free access to information. On the other hand, syntactic information in form of sequenced data can be protected. However, data can be processed differently, generating a variety of results that some of them might contain personal information. In this case, the same data can be considered both personal and non-personal depending on its context. Nevertheless, some data are originally personal data, if it contains personal information intrinsically (for example: the human DNA). This data is excluded from the ownership debates for legal and ethical consideration. And that leaves the door open for debates regarding the data that is personal but only extrinsically (like for example the length of a DNA) [15].

Janeček discusses also in his research the two legal approaches of answering the question of “Why the law should allow someone to own something?”; the top-down approach (the positivist ownership) and the bottom-up approach (the natural law approach to ownership). The top-down approach suggests that the law creates the ownership and that ownership would not exists without it. Where the bottom-up approach argues that ownership exists regardless of the legal system and that, the responsibility of the law is to protect ownership. Nevertheless, both approaches cover the four elements supporting ownership, which are control, protection, valuation, and allocation of the owned subject. The element of control discusses the full control over the data, by the meaning of access, store, sharing, sell, alter, process and even deletion of the data. The element of protection deals with the legal protection of the interest over the data against infringements and interference. The element of valuation highlights the importance of transparent valuation of data as a worthy subject to be owned. The element of allocation deals with the question of to whom should the ownership rights over the data be allocated. Janeček explores
both approaches in the context of ownership of personal data in IoT and highlights the advantages and disadvantages of each of them in relation to the four elements of ownership. In his study, he addresses the limitations of both approaches and suggests a revised bottom-up approach that fits the problem of ownership of personal data emphasizing the necessity to differentiate between information and data and between intrinsically and extrinsically personal data in order to apply ownership rights regulations on personal data. As for data allocation, the answer is not straightforward and should be derived from privacy considerations, which leads to the conclusion that the data subject is not always the one who should own the data [15].

As to be seen in this overview of the juridical and legal aspect of data ownership, the status quo of regulations and laws does not cover the entire complications of the issue. Despite the immense efforts in the last years, especially in Europe, towards the protection of the security and privacy of data and towards granting individuals more rights over their personal data, including the right to be forgotten, the questions of data ownership remain without clear answers. Nevertheless, the search for viable solutions and concepts can be noticed in multiple domains and it is explored in the following chapter.

3. Data Ownership State-of-the-Art

In order to gain a wider insight and better understanding of data ownership, this part of the paper explores previous studies, projects, concepts and even technical implementations tackling the subject of data ownership directly or indirectly. In this regard, the state-of-the-art from different sectors is presented and examples from five major sectors that are relevant to this research like health, transportation, industry, energy, and smart cities are highlighted.

3.1. Data Ownership in Health Sector

Health data is a sensitive issue in health sector as it deals mainly with data that is personal in its nature, in addition to other sensitive data. The need of data protection and regulations addressing the privacy of health data have been discussed extensively in the literature and different points are worth mentioning in this concern. On one hand, the necessity to protect personal health data (PHD) and to preserve the patients right to own their health data. On the other hand, the importance of facilitating the access to health data and data sharing for research and prognosis purposes and the support of data-driven medicine.

In a systematic review, Van Panhuis et al. [54] address the issue of the use and share of public health data and identify barriers that prevent data sharing in the health sector. The paper summarizes twenty potential barriers and categorizes them in six different categories: technical, motivational, economic, political, legal and ethical. Focusing on the possession and the privacy of health data, the legal category addresses two main barriers derived from 18 reviewed papers. First, the ownership and copyright barrier, that poses the question “who owns public health data?” the public or the agencies that collect the data, and argues about the use of copyrights to restrict rather than spread access to health data. The second barrier deals with the protection of privacy, where several restrictive policies are applied on health data. Such policies are forced due to privacy concerns, as it is difficult in many cases to distinguish between personal-related data and anonymized data. That led to the use of aggregated data (without any personal identifiers), which can be insufficient for certain applications [54]. In a similar study, Bietz et al. [55] identify data ownership as one of six challenges to use PHD for research purposes. According to their study, despite the willingness of individuals to anonymously share their PHD for the sake of research, barriers concerning data ownership may hinder the possibility of data sharing [55]. One of the suggested solution to facilitate the sharing of medical data is a framework that includes techniques of binning and digital watermarking to overcome the problems of data privacy and copyright protection [56].
The issue of data ownership became a main concern, mainly with the emergence of big data in health sector. In spite of the immense potentials of big data applications in health care and especially in concern of disease management from diagnosis to prevention to personalized treatment [57–59], the rise of big data promotes also the questions of data privacy, security, stewardship and governance [57]. In order to benefit from the huge amount of health data and ensure secure access to electrical medical records (EMR) without violating privacy and ownership rights, data ownership and security policies need to be established [59]. A variety of solutions tackle the issue of data ownership and propose implementations that aim to exploit the potentials of the vast amount of health data and to facilitate data sharing between the different stakeholders taking into consideration privacy, transparency, security, and sovereignty concerns.

Care.data is an initiative introduced by the Health and Social Care Information Centre in the UK in 2013. The Program collects individuals’ data from the National Health Service (NHS) in the UK with the aim to link, store, and share the data for research purposes, as well as for commercial benefits in businesses [60]. The data was extracted from general practitioners’ practices and the individuals who are registered in these practices got informed that their data would be uploaded to the program unless they object it. The initiative failed and was abandoned in 2016 due to confidentiality issues mainly, where the initiative suffered from the lack of patient awareness of the program and failed to demonstrate the advantages of data sharing [60–62].

In another pursuit to liberate PHD and meet their extended potentials in research and clinical practice, a concept of a data management system that grants individuals the right to own their data was proposed [63]. The idea is to create a platform that integrates individual’s data from different sources: doctor records like tests, scans, and doctor visits, in addition to patient-generated data from wearables and gadgets. The data within the platform need to acquire seven characteristics: accessible anywhere and always available to the originator; controlled by the originator; unique and verifiable as belonging to a person; privacy-enabled; secure; independent of any third party and answers data provenance/lineage questions, that is, when, where and from whom the data came. The platform is represented as a medical data ownership engine, that consists of a data-sharing flywheel, which connects two feedback loops: the external wisdom of the individual’s body and the wisdom of the population participants as a big medicine resource. The aforementioned individuals’ data are fed into the flywheel to form a medical knowledge resource, that provides in its turn feedback to individuals concerning treatments and prevention measures [63]. The technical implementation of the platform was proposed by a nonprofit, social benefit organization ‘UnPatient’. The intend was to use the mechanisms of blockchain and its related technologies to solve the data provenance problem and to provide a patient identification mechanism that differentiates between personal data and health data. Unfortunately, there is no follow up papers or studies about the data ownership engine or its implementation and the website unpatient.org is not reachable. However, other studies have explored the potentials of blockchain-based implementations in solving the problems of data ownership and sharing in health sector.

In an innovative study, Liang et al. [64] propose a user-centric and blockchain-based health data sharing and collaboration solution. The solution is a mobile user controlled system built on the hyperledger blockchain fabric [65], which is a permissioned blockchain with a modular architecture that allows the implementation of different use cases and pluggable models. Fabric is a distributed ledger for smart contracts (chaincode) that supports consensus protocols, security, and privacy preservation [65,66]. The system consists of six components and actors: user, wearable devices, healthcare provider, insurance company, cloud database and the blockchain. The PHD is collected through the user from the wearable devices and then uploaded to the cloud database through a mobile application. The healthcare providers and insurance companies can request data from the user, which can in his turn, as the owner of the data, grant, deny or revoke data access at any time. All
system’s activities from data collection, upload, request, and access to data sharing are recorded on the blockchain to ensure integrity and trustworthiness [64].

Another highlight blockchain-based implementation in health sector is MedRec [67]. MedRec is a decentralized record management system that deals with patients’ EMRs and grants them control and access over their data. The system facilitates data sharing and manages data ownership by preserving confidentiality, accountability and authentication across the platform. The modular design of the platform on an Ethereum blockchain supports the use of smart contracts that control data access and data retrieval and log patient-provider relationships. Providers of EMRs can add data about a patient, which in his turn can verify the record before accepting or rejecting it. The Patient has full authority on his own data and can authorize access on the data or sharing of the data between providers. The different stakeholders can be part of the blockchain network as miners, in which they can access anonymized data in return for securing the integrity of the blockchain via a proof of work [67,68].

The last example is from the republic of Estonia, one of the most successful countries in the provision of public digital services, which grant the citizen the right to own their data and provide security, confidentiality, integrity and availability over the data. The Estonian eHealth system is one important highlight of the e-society of Estonia. The system is a secure digital health record system that lets patients access their health data through the national ID and their signature. The data is accessible to specialists by default, but patients can revoke the access any time and for any case [69].

In addition to the aforementioned examples and the literature and studies mentioned in this chapter, other literature [70–78] discuss aspects of data ownership in health sector, but are not explained in detail since the presented examples above are up to date and cover the most aspects relevant to the scope of this paper.

3.2. Data Ownership in Transportation Sector

Intelligent Transportation Systems (ITS) are generating an increasing amount of data that can be exploited in various platforms to facilitate traffic management, pollution control, safe and accurate navigation and other beneficial applications. Nevertheless, the rising amount of data raises also concerns regarding security and privacy [79–82].

One of these applications is the Floating Car Data system (FCD). FCD collects time of travel, position, direction and velocity information from mobile phones in the vehicle and forms an essential source of traffic information. Many individuals oppose FCD projects due to privacy concerns regarding permanent traceability, in addition to trackable liability in case of breaking traffic rules (e.g., speed limit violations) [83].

Vehicular Ad Hoc Networks (VANETs) are another example of applications that deal with privacy issues. VANET is a wireless communication network based on the principles of Mobile Ad Hoc Networks (MANETs). Through VANET, data generated from a vehicle is distributed to neighbor vehicles. This data contains safety related information like accidents, road condition and car behavior such as emergency braking. Among the gathered data, the car can also collect personal-related information, which can lead to privacy concerns by the users of such networks [84]. Vehicle-to-Vehicle (V2V or Car2Car) communication within VANET and Car-to-Infrastructure communication can be encompassed under the umbrella of a more advanced and promising technology, namely Car2X. The Car2X technology enables the car to communicate not only with other cars but also with its surrounding through road-side access points enabling more reliability and accuracy of the shared information [85,86]. Based on the Car2X technology, an initiative for the exchange of safety-relevant traffic data was started. The initiative is a cooperation between original equipment manufacturer (OEM) leaders in the automotive industry (Daimler, BMW, Ford and Volvo) and navigation specialists (TomTom and HERE) in order to experiment in a pilot project the communication of information about hazardous situations in real-time via Car2X technology. The project is supported by six European countries: Germany, Spain, Finland, Luxembourg, the Netherlands and Sweden and aims to develop a platform that
facilitates the communication of anonymized safety-relevant traffic data. The solution motivates the different providers to bring their own data, where those who share their data get access to data from other providers [87].

A common and perceptible concern in the literature is the regulation of privacy protection as well as data sharing in ITSs. Lederman et al. [79] imply in their paper that it is not possible to address all ITS technologies and applications in a single privacy protection policy. Alternatively, they propose a concept for understanding privacy concerns. The idea is that in regards of privacy protections and data sharing, any ITS technology or application needs to address four dimensions: data collection, potential criminal implications on the collected data, Personally Identifiable Information (PII) within the data; and the possibility of secondary usage of the collected data. According to their work, this dimensions can be assured through two types of solutions: privacy-by-design solutions, which integrates privacy protection measures within data collection systems, and privacy-by-policy solutions, which provide guidelines for data collection and usage [79].

On the same subject, Hoh et al. [81] propose an architecture that fulfills the requirements of data privacy and data integrity in ITS. The architecture deals with the privacy issue by separating communication and authentication functions that rely on personal-related information like pseudonyms and identities from data analysis operations that require access to information about position. The proposed architecture proves that the presented data suppression techniques can reduce the privacy risks by preventing data mining algorithms from reconstructing private data from anonymous database samples [81].

Alongside the evolution and the improvement of ITSs, new technologies and innovative opportunities are emerging, opening the door to new possibilities for improvements and advancements. Examples of such opportunities are the concept of crowdsourcing and the cloud technology. Based on a cloud infrastructure and a crowdsourcing-based architecture, a user-driven Cloud Transportation System (CTS) was proposed [88]. The user is the center of the architecture and the source of information, the system collects user information and data to build traffic models and provides feedback predictions and route optimizations based on the collected data. The Cloud with its distributed computing mechanisms serves as a processing platform and provides a storage for the growing amount of traffic data [88]. The integration of a proper security and privacy preservation measures in the system was pointed out but not implemented in the CTS prototype presented in the paper.

With the advancement of car sensors, the car is becoming an Internet of Thing (IoT) platform that harvests the data from various innovative sensors. Joy and Gerla [80] present in their paper the concept of Internet of Vehicles (IoV), which is an intelligent vehicle grid, capable of making its own destination decisions using V2I and V2V communications between peers. They also introduce the “Haystack” privacy concept, which strengthens the privacy as more data owners participate. The mechanism provide accuracy as well as privacy, as it allows data owners to privatize their data locally and independently before submitting it in a cryptographic private write to a cloud service, which in its turn aggregates the responses from different data owners. The mechanism randomises the answers, so the aggregator can calculate and extract the true value, but at the same time can not know the origin of the data, as if the data owner is hiding in a “Haystack” [80].

IoV is one of many examples that is taking advantage of the availability of huge amount of data being generated from the vehicles. ITS is shifting from technology driven system into a data-driven intelligent transportation system (D2ITS) that exploits efficiently the collected data from various resources. D2ITS are privacy-aware people-centric systems that allow users to access and interactively utilize data through data-driven functionalities and services [89]. Nevertheless, with the rapid growth of transportation data, it is becoming more difficult to deal with the growing amount of data. However, with the emerge of big data and data analysis, a wide range of opportunities is opened to develop platforms, architectures and concepts [90–92]. These opportunities enhance data collection,
storage and streaming and provide advanced data analytics including real-time, historical, predictive, video and image analytics [93].

Blockchain is another disruptive technology that shifts the legacy ITS towards a decentralized, secure and privacy-preserving ITS. The blockchain network can provide a reliable and trustworthy way to exchange data between peers (vehicles) and assure at the same time the privacy of the data source. Multiple literature focus on the implementations of blockchain in the transportation sector. One of these examples was proposed by Hirtan and Dobre [94]. In their paper, they propose a blockchain-based model for privacy-preservation in ITS. The model groups the clients into clusters according to the location to facilitate the data processing and to prevent delays and overheads. Through an offline blockchain, the clients can cooperate and exchange data securely based on privacy policies defined by the users themselves like enabling or disabling speed sharing or location sharing. Users can also exclude specific areas from data sharing [94].

In a preliminary study on blockchain-based ITS (B²ITS), Yuan and Wang [95] introduce an ITS-oriented blockchain model that aims to standardize and characterize a typical architecture of a blockchain-based system in transportation sector. The model consists of seven layers that list and describe the specifications of such architectures.

In an attempt to realize a blockchain-based ITS system, the blockchain technology was used by Singh and Kim to propose a data sharing framework for Intelligent Vehicles (IV) [96,97]. In their work, they introduce an Intelligent Vehicle-Trust Point (IV-TP) mechanism. IV-TP is a blockchain-based mechanism for secure and reliable communication between IVs. In addition to the blockchain technology, IV-TP is based also on VANET for managing communication and on Vehicular Cloud Computing (VCC) which provides the users of VANETs low cost cloud-based computational services [96,97].

In another embodiment, the advantages of the blockchain was exploited to develop a blockchain-based key management platform for Vehicle Communication Systems (VCSs) [98]. The platform consists of two parts. The first part is a distributed blockchain network for simplifying key transfer among security managers, which capture departure information, encapsulate block to transport keys and execute rekeying to vehicles within the same security domain. The second part is a dynamic transaction collection period scheme that is responsible for reducing the key transfer time during vehicle handover [98].

3.3. Data Ownership in Industry

The sovereignty over data is becoming a main concern in industrial context. In recent years, the data is shifting from being the result or the enabler of a process, a product or a service to be the product or the service itself and the key for business innovation. With such shift, the value of data for businesses increased and so has the need to protect the data. In 2014, the Fraunhofer Society in Germany started an initiative under the name Industrial Data Space (IDS) with data sovereignty of data ownership at its core. The initiative was later renamed to International Data Spaces, also known as IDS, while retaining the same objectives and serving the same purposes but with an extended European and international ambitions.

The aim of the initiative is to create a virtual data space that supports enterprises from different industries and allows them to exchange and share data in a secure, controlled, and scalable way through standardized interfaces [99]. In addition, IDS serves as a link between the Internet of Things (also known as Industrie 4.0 in Germany) and the Smart Service World (data-driven and digitized services) through a Smart Data Management, that represents a modern form of a distributed and decentralized data management approach [100].

The main keystones of the IDS initiative are its key elements, a role concept, and a reference architecture model.

In order to achieve its goals and to create a trusted data network, IDS embraces a set of key elements, namely: data sovereignty; data governance; secure data exchange; decentralized approach (distributed architecture); network of platforms and services; economies of scale
and networking effects; open approach (neutral and user-driven); and trust. These key elements pave the way for new applications or components to be part of the IDS [100].

A central component of IDS is the role concept that describes the role of the different participant stakeholders within the framework of the business ecosystem and facilitates data exchange between them. The concept presents five roles connected within the IDS to each other: the Data Provider, the Data User, the Broker, the AppStore Operator, and the Certification Authority. The data provider owns the data sources, from which it can offer certain data for participants in the IDS while maintaining its sovereignty over the data. The data provider is also responsible for its own data, in which it needs to describe the data sources and makes it available with a suitable data model and terms and conditions of data use. The data user obtains data from data providers via the broker. The Broker plays the role of an intermediary between the data user and the data provider in addition to its role as a source registry for data sources. It provides functions to data providers to publish data sources, to data users to find data sources, and to both of them to make agreements on the use and the provision of the data. In addition, the broker supervises the data exchange process from the search of data source, to data exchange transactions, to rollback support in case of faulty or incomplete processes. It can also perform data quality checks or even data analysis for large data volumes. The role of the AppStore operator is the provision of functions, that facilitate the development of data services (software) within the business ecosystem. In addition, it provides the data services via the AppStore. The certification authority checks whether the defined requirements in the IDS, which the participants have collectively defined as standards and norms, are met. This includes activities such as accompanying the application process until the certificate is handed over, accepting test reports from the testing laboratory or issuing rejection notices. In order to be able to carry out these activities efficiently, the certification body works closely together with testing bodies and accreditation bodies [100].

To crystalize the concept of the IDS and its elements, a reference architecture was developed to highlight the generalization of concepts, functionalities, and processes of the IDS [99,101].

According to the white paper of the IDS reference architecture model, the model consists of four architectures: Business Architecture, Data and Service Architecture, Software Architecture, and Security Architecture [100]. The business architecture contains all the concepts that are economically necessary for the success of the IDS. The Data and Service Architecture describes the functions that need to be implemented in IDS’s applications. The security architecture of the IDS cover a variety of security aspects that can be combined in different forms to support different level of security. The software architecture describes how the data and service architecture must be implemented within the scope of the IDS [100].

The papers of the different versions of the reference architecture model of IDS describe the model further and provide a detailed view of the various components of the model and its structure [99,101]. The reference architecture model is structured in five layers and three cross-sectional perspectives (Figure 1).

The Business Layer defines the different roles of the stakeholders of the IDS and determines the roles’ possible activities and connections. The Functional Layer regulates the functional requirements of the IDS and its features. The Process Layer manages the processes of the interactions between the components of the IDS. The Information Layer makes use of linked data principles for describing both the static and the dynamic aspects of the IDS’s constituents through a conceptual model. The System Layer describes the components of the logical software and takes into consideration the integration, configuration, deployment, and extensibility of the components. In addition, the model is empowered with three cross-sectional perspectives that are directly related to the five layers of the reference architecture model. The perspectives are: Security, Certification, and Governance [99,101]. The security perspective is responsible for maintaining the trust among the different stakeholders. It secures the identification of the participants, commu-
communication, data exchange, as well as the use of data after the exchange. The certification perspective represents the core of data sovereignty in the IDS reference architecture model and is responsible for the certification of stakeholders and components. The governance perspective orchestrates the requirements to achieve a trusted collaboration environment in a business ecosystem and is responsible for the identification of roles, functions, and processes within the IDS. In addition, the governance perspective addresses directly the issue of data ownership in general and the support of the data owner in specific [99,101].

![Figure 1. Own Depiction of the General Structure of IDS Reference Architecture Model [101].](image)

The International Data Space presents with its reference architecture a roadmap for the preservation of ownership and sovereignty of data across any given business. Nevertheless, it also opens the door for greater exploitation opportunities outside the industrial context.

In an even larger scale, the GAIA-X project was born in 2019 with the aim to establish a data infrastructure and ecosystem for Europe with European values and standards. Similar to IDS, the heart of the GAIA-X initiative revolves around data sovereignty as the driver to develop a trustworthy data infrastructure that supports innovation and interoperability in the digital and data-driven economy. The Project is a collaboration between businesses, politics and science, with participant from about 300 organizations across Europe (as of June 2020). International Data Spaces Association is also part of GAIA-X, and its reference architecture serves as a foundation for designing data sovereignty based architectures [102].

The core of GAIA-X is the federation services that build the base of an open ecosystem and form the foundation for interoperability and interconnection across the project. They cover requirements for the technical operations of GAIA-X and they include, among others, services for certification and compliance, identity and trust, sovereign data exchange, standardization, in addition to a federated catalogue that encompasses directory to all providers and services, and other specifications. Moreover, these set of services and other possible services that might be added to this set will be developed according to the principles of security by design as well as privacy by design [102,103].

From an architectural point of view, GAIA-X is structured into two parts, the data ecosystem and the infrastructure ecosystem. Both ecosystems form with the federation services the three level of the GAIA-X architecture. The data ecosystem is concerned mainly with data as it embraces data spaces according to EU data strategy and enables the development of advanced smart services that support data-driven innovations across industry. On the other hand, the infrastructure ecosystem provides the needed infrastructure as well as services for dealing with the data [104].

### 3.4. Data Ownership in Energy Sector

The electrical grid is evolving steadily and new technologies are emerging and shifting the grid to become a data-dependent smart grid. The smart meter presents as a key element of the smart grid many advantages for controlling the grid and for optimizing the energy
consumption as well as the energy transmission, distribution and generation. In spite of its advantages, smart metering raises concerns about the privacy of the consumer [105]. In addition, there is uncertainty and no consent regarding data ownership in smart metering infrastructure [106,107].

The problem of privacy in smart grids is discussed in various literature, and various solutions to overcome the privacy problem were proposed. In a survey conducted in 2017, different privacy-preserving solutions for smart meter data were reviewed. The study shows that in spite of the proposed solutions and the state-of-the-art technologies on smart meter data privacy, there is still some open issues and limitations that threaten the privacy of data [108]. Apart from privacy solutions and technologies, the necessity of privacy laws that determine which data the customer owns and which data must be protected by utilities is another thing to be considered [109]. Such privacy concerns can hinder the innovation process and may prevent users and the community in general to support and be active stakeholders in the introduction of smart grids and the smart meter infrastructure [110].

One of the proposed solutions to establish a privacy-preserving smart grid is the SmartPrivacy concept [111]. SmartPrivacy is a conceptual model presented by Dr. Ann Cavaukian and aims to establish a smart grid that is not only resistant to attacks and natural disasters but also privacy preserving by decreasing data leakage and breaches of personal data. In addition, it gives consumers control over the consumption and over their personal information and ensures their participation as a key element of the smart grid. The concept emphasizes the principle of privacy by design in building a smart grid that integrates the advantages of a typical smart grid with the vision of SmartPrivacy. A smart grid with SmartPrivacy embodies a variety of characteristics. For example, the smart grid should be intelligent by being capable of collecting the minimum needed personal information without affecting the range and quality of the services, and it should collaborate and communicate transparently with consumers about the collection, use and disclosure of their personal data. The grid should also be an efficient smart grid that grows and expands without compromising the privacy and the security of personal information and disposes the no longer needed information. In addition, it is crucial for the grid to support the communication between consumers and utility to enable consumers to customize their preferences regarding their personal data and to give their consents prior to personal information disclosure to a third party. Furthermore, the grid should also be opportunistic, quality-focused, resilient to data leakage and information breaches, and certainly green [111].

In another solution for privacy preservation in smart home and smart grid context, a platform for privacy and security for analytics of smart home sensor data without compromising data utility was proposed. The approach does not transform the stored data, but rather it replaces personal related information via cryptographic techniques with hashed values before storing them. The platform maintains a separate identifier dictionary storage, with hashed and actual identifier values for re-identification of identifiers and processing results. The presented architecture ensures the privacy of the shared results and secures the data throughout its life cycle [112].

While the previous solution focused on encryption as a possible approach for solving the privacy problem, another solution suggested the anonymization as an alternative to tackle the problem [113]. The method anonymizes smart meter data to avoid the association of the readings with a particular smart meter or customer. The mechanism uses escrow-based anonymization on high-frequency metering data that contains personal information and is transmitted to the utility every few minutes. This frequent data is required for operational reasons and does not need to refer to a specific consumer or smart meter, but needs to refer to the location in the network. On the other hand, low frequency metering data is not anonymized as for billing and management purposes it needs to refer to a specific person or smart meter. Nevertheless, it is transmitted on weekly or monthly basis to preserve privacy [113]. Although the presented solution does not solve the privacy problem entirely, but it adds an additional layer of privacy to the smart grid.
Molina-Markham et al. [114] tackled the issue from another angle, where they propose a solution that allows the extraction of usage patterns and billing relevant information from a smart meter using off-the-shelf statistical methods without invading the privacy of households and without detailed information about the consumer’s activities or the appliances signatures.

Shifting towards the decentralization of energy and smart grid systems, blockchain mechanisms present an opportunity to address both the ownership and the privacy of energy data. In this context, Aitzhan and Svetinovic [115] propose a decentralized energy trading system (PriWatt) that is build based on blockchain, multi-signatures, and anonymous encrypted messaging streams to maintain privacy and security. The system enables anonymous communication between peers and secures the transaction on the network. Using smart contracts, the system allows users to trade energy ownership and negotiate trading prices [115]. Similar to PriWatt, a proof-of-concept of a Local Energy Market (LEM) was designed and implemented on a private blockchain. The LEM allows the prosumers and the consumers to communicate and trade with each other without interference of central intermediary. The evaluation of LEM illustrates the benefit of a blockchain-based smart grid on different levels and shows the potential of decentralized smart grid in reducing the energy costs while providing a secure and reliable platform for both consumers and prosumers [116].

3.5. Data Ownership in Smart Cities

As shown so far in this capital, data is surrounding us in different aspects of our lives. Therewith, data ownership and some related issues like privacy, security and sovereignty of data is becoming a bigger concern in vital sectors, from health, mobility, energy, industrial, to other major sectors that are part of our lives and our cities. Smart cities provide like any city all these services; yet, they are built on data. Data is the center of any smart city, and the Smart Cities Council confirms this view by stating that: “A smart city gathers data from smart devices and sensors embedded in its roadways, power grids, buildings and other assets. It shares that data via a smart communications system that is typically a combination of wired and wireless. It then uses smart software to create valuable information and digitally enhanced services” [117]. With data as the core of a smart city, the sovereignty and ownership of data is one of the main concerns for managing a successful smart city that preserves its citizens the right to own, control, share and demolish their own data. During the Open Data Forum in 2014, data ownership was considered a major barrier standing against the innovation of information products that play a crucial role in the development of smart cities [118].

The significance of data ownership in the context of smart cities is illustrated in different literature. In the work of Edelenbos et al. [119], they present a research agenda for data-sensitive governance of smart cities with four main clusters of research. One of these clusters is the legal and social aspects of smart cities, which focuses mainly on the issue of data ownership and privacy in the context of smart city. Khan et al. [120] state in their work that ownership and privacy implications over the generated data from the connected environments within smart cities can influence also the adoption rate for services, especially if it is about sensitive or personal related data.

On another level, Morozov and Bria [121] look at the issue from another point of view, where they consider data ownership an opportunity rather than a burden. They articulate in their research about rethinking the smart city concept and establishing innovation and cooperation based smart city models that rely on democratic data ownership regimes. Such regimes remove the power from dominating companies and give citizens and cities the right to own the data produced within the cities and the power to be able to use data in public services and to exploit it in beneficial policies. By shifting towards a democratic data ownership regimes, cities will be able to make data available to startups, SMEs, and innovators across vertically [121]. However, in order to achieve that, it is significant to understand data that can be found in smart cities and to identify the current owner of this
data. Bischof et al. [122] discuss in their study the need for common semantic and data models for data generated within the smart cities in order to encourage and facilitate the development of new services. In pursuance of establishing a semantic description model, the study presents a list of data that can be retrieved from smart cities. The list is derived from the EU FP7 CityPulse project [123]. Besides the description of the data, the list defines the owner (publisher) of each data category in a smart city. It is to be noticed from the list, that the variety of data that can be collected in a smart city belongs to different owners and not exclusively to the city and its citizens. This emphasizes the necessity to consider the descriptions for data privacy and security as well as data ownership concepts in the design of models for smart cities [122]. A similar study in the context of the FIESTA-IoT project [124] present and analyze the different semantics and data models of smart cities with the aim to gain value by linking them in order to enable cooperation between the cities. This study present also a similar list containing smart cities data and its descriptions derived from both projects CityPulse and FIESTA-IoT. The various services of smart cities require different considerations of data ownership and this requirements need to be considered by designing common semantic descriptions based on the different protocols and standards of semantics and data models presented in the paper [125].

As mentioned earlier, data is the building blocks of smart cities. Nevertheless, this data includes a variety of personal related information that raises privacy and security concerns among different applications of smart cities. Zhang et al. [126] address in their paper the issue of security and privacy in smart city applications. In their overview, they shed the light on several challenges and present state-of-the-art solutions for some applications. Despite the promising solution presented in the paper, the authors emphasize on the importance of the collaboration between municipalities, regulation departments, industry, academia, and business companies. In addition, the authors advise on delegating a trusted third party for monitoring and auditing, and also underline the importance of securing data privacy, availability and management concurrently [126].

In a study addressing the privacy concerns in smart cities, van Zoonen [127] argues about two dimensions that represent the privacy concerns of the people. The data dimension describes the perception of data from being personal and sensitive in its nature to impersonal. Where the purpose dimension describes the purpose of the collected data, varying from being for services or for surveillance purposes [127].

Based on this two dimensions, van Zoonen conceptualizes a two dimensional framework that hypothesizes suitable applications and technologies in smart cities according to the degree of privacy concerns of the people, from hardly any concern to controversial. The privacy framework shown in (Figure 2) is represented through both the purpose of data dimension and the kind of data dimension. The intersection of both dimensions forms the four possible quadrants to place the application or the technology. Based on prior research on the privacy concerns of the people and based on the understanding of the landscape of the smart city, a technology or an application can be placed in one of the quadrants. According to the platform, a smart city application can range from raising hardly concern by handling impersonal data and serving service purpose (quadrant IV), to being controversial by handling personal data and serving surveillance purpose (quadrant II) [127]. The availability of such platform sheds the light on areas where data ownership preservation in the sense of privacy protection and the right to control and share the data might be significant.

Kakarontzas et al. [128] argue that having a suitable software architecture with adequate business processes is crucial for the development of smart city applications and projects. Supporting this idea, they conducted a survey to collect the necessary requirements for smart cities. Based on the gathered requirements, they proposed a conceptual enterprise architectural framework that serves as the foundation for launching smart city projects and applications. The conducted survey contains a category of questions dedicated to data sources. The results of the questions that are related to data access shows that the access level among city’s administrative staff is 39% role-based access and 22% project
dependent access, whereas 60% of access by the city’s stakeholders is project dependent. The access level of end users is divided between 33% individual data access and 28% project dependent. Concerning the question of data ownership, the results reveal that 50% of city’s data belongs to the municipality, 39% are manipulated by the project organization and 28% are owned by various stakeholders. It is also important to mention that the survey reveals that in many cases, the ownership of the data is joined between different organizations or stakeholders. Regarding security, it is interesting to see that 72% of the surveyed smart cities do not use encryption and only 22% used encryption based on the application and its data. Based on the results of the survey, seven generic functional and quality requirements for smart cities where identified as follow: interoperability, usability, authentication and authorization, availability, recoverability, maintainability, and confidentiality. The identified requirements are used then to identify architectural patterns, which in their turn form the conceptual application architecture form. Authentication, authorization and confidentiality are managed through the mechanisms of the web server and the application itself, while the anonymity of information as well as other data ownership services are case specific and to be determined by the conceptualization of a specific smart city project. The presented framework is only a concept that need to be tested and evaluated. However, it should serve as the starting point to cover most architectural drivers of smart city’s applications. The framework can be customized to be able to meet the different functional and non-functional requirements of a specific smart city [128].

Figure 2. Privacy Framework according to van Zoonen [127].

In the work of Khan et al. [120], they present a framework that addresses specifically the security and privacy concerns in smart cities. The framework was developed based on an onion model that illustrates the different smart city stakeholders and specifies the relevant roles for the development of the various stages and components of the system. The ‘Smart Secure Service Provisioning’ (SSServProv) framework deals with trusted acquisition of data as well as secure and privacy-aware provisioning of services in smart cities. The platform ensures the privacy and security of the citizens’ private and sensitive data and allows services only from legitimate service providers. It includes token based authentication, secure communication protocol and authorization mechanisms. In addition, the framework enriches data security and privacy with the data confidentiality and the data anonymization components. The data confidentiality component provides private and confidential data only to trusted service providers and users. It facilitates also the processing and persistence of data in untrusted domains by its cryptographic mechanisms. On the other hand, data anonymization secures private and personal related data as it decouples data from its owner and reduces the possibilities of privacy infringement as data cannot be traced to its owner [120].
In addition to data ownership related concerns, the rising amount of data and the emergence of open data in the context of smart cities present both opportunities and challenges that municipalities of smart cities need to address. In a state-of-the-art study, Molinari et al. [129] provide an overview of big data and open data in the city of Trento, Italy and propose a possible development in these matter. The paper identifies four enablers that facilitate the exploitation of big data and open data benefits in smart cities: cultural, organizational, governance, and technological enablers. By the cultural enablers, the authors emphasize on the idea of open data as an opportunity for change. This implies that for a city to be “smart”, it has to surpass the traditional culture of being the sole owner of public data, and it should enable its citizens to access, discuss and comment these data. On the other hand, the authors express the need for rules for data circulation by governance enablers, where there should be rules of data ownership and privacy across public sectors to regulate citizen participation and data sharing [129].

The applications of big data and especially big data analysis provide huge opportunities for the development and the advancement of smart cities, but they also come with challenges that need to be addressed. One of the challenges is the ability to share data between different entities and stakeholders of a smart city without violating the citizens’ rights of privacy. Another issue is the data ownership where most smart city entities claim the ownership of data despite the fact that some of this data deals with personal related and private information, like health, financial, location, and other personal information [130]. Pramanik et al. [131] describe in their paper a paradigm shift on three crucial dimensions in smart cities’ context: health, data, and city itself. The new paradigm describes the shift towards smart cities that enable a variety of smart services including smart health, which in their turn are empowered by big data analysis and applications. Security and privacy present one of the major challenges facing this shift, especially when dealing with sensitive and personal information like health data. The work incarnates the new paradigm in a conceptual framework of a big data enabled smart healthcare system (BSHSF). The proposed framework can overcome a variety of challenges including security and privacy challenges through anonymization and cryptographic models. Other issues remain to be addressed in smart cities’ big data smart systems like the right of possession and control over data [131].

In another work of Soto et al. [132], the issue of data ownership among other challenges are considered the requirements for the development of the ALMANAC smart city platform. The presented platform addresses the issue of interoperability among heterogeneous systems and services and embraces the concept of federation in smart cities through its decentralized nature. This will allow systems and applications within the existing landscape to cooperate and work with each other while keeping the possibilities to operate independently.

Another interpretation of decentralization in smart cities can be seen in the work of Ramachandran et al. [133]. The authors introduce in their work a decentralized marketplace for smart cities that facilitates data sharing without compromising the privacy of the data owners. The platform was designed and deployed using blockchain and other distributed ledger technologies. Using smart contract, potential buyers can acquire data products posted by data owners [133].

The exploitation of the blockchain technology and smart services in smart cities context has various advantages and uses and it can be seen in different literature. Following is as a short overview of some of these examples. Biswas and Muthukumarasamy [134] present in their work a security framework, that ensures the privacy and security in the communication within a smart city. On the other hand, Sharma et al. [135] propose in their study a distributed blockchain based vehicular network architecture in smart city (Block-VN). The developed architecture is reliable and secure and ensures the privacy of the data through private key encryption and anonymization. Similar to Block-VN, Michelin et al. [136] introduce in their work SpeedyChain, a blockchain-based framework for data sharing among smart vehicles in smart cities while maintaining privacy, security
and integrity in a decentralized manner. The framework provides private and secure communication models for vehicles as well as roadside infrastructures, allowing them to trust the source of the received data. The framework ensures also privacy by adding time expiration limit for the usage of a vehicle’s key. SpeedyChain allows fast addition of data to the blocks by using a Blockchain design that decouples the data stored in the transaction from the block header [136]. Using also the blockchain, Sun et al. [137] propose a conceptual framework for sharing services. The framework presents three dimensions: human, technology and organization that build the foundation of sharing services that embrace transparency, privacy and trust.

As to be seen in the various examples, the benefit of the exploitation of blockchain is undeniable. Rivera et al. [138] confirm this view in their review of the existing research of digital identity on blockchain-based implementation in smart cities’ environments. The paper emphasizes the crucial role of blockchain in smart cities for the preservation of privacy and digital identity as well as a handy tool for authentication and security.

3.6. Summary

The different publications and literature concerning the subject of data ownership across different vital sectors shed light on multiple issues that need to addressed and mentioned in the context of data ownership studies. To help capture the big picture of the conducted state-of-the-art, the reviewed papers were summarized in Table 1.

| Sector         | Paper    | Year | DO | DS | BC | BD | SE | PR | Type of Research |
|---------------|----------|------|----|----|----|----|----|----|-----------------|
| Health        | [54]     | 2014 | ✓  | ✓  |    |    | ✓  | ✓  | Review          |
|               | [55]     | 2015 | ✓  | ✓  |    |    | ✓  | ✓  | Study           |
|               | [56]     | 2005 | ✓  | ✓  |    |    |    | ✓  | Framework       |
|               | [57]     | 2015 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Overview        |
|               | [58]     | 2014 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Overview        |
|               | [59]     | 2013 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study           |
|               | [60]     | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Platform (C)    |
|               | [63]     | 2015 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Platform (C)    |
|               | [64]     | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Platform (S)    |
|               | [67,68]  | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Platform (S)    |
|               | [69]     | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Platform (S)    |
|               | [90]     | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Architecture    |
|               | [91]     | 2019 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Architecture    |
|               | [92]     | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Architecture    |
|               | [93]     | 2019 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Review          |
|               | [95]     | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study           |
|               | [96,97]  | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework       |
|               | [98]     | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework       |
|               | [94]     | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Architecture (S) |
|               | [79]     | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study           |
|               | [86]     | 2008 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Survey          |
|               | [89]     | 2011 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Survey          |
|               | [81]     | 2006 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Architecture    |
|               | [82]     | 2002 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework       |
|               | [83]     | 2008 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Approach (C)    |
|               | [80]     | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study           |
|               | [84]     | 2005 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Overview        |
|               | [88]     | 2012 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | System (ITS)    |
|               | [85]     | 2010 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework       |
Table 1. Cont.

| Sector    | Paper   | Year | DO | DS | BC | BD | SE | PR | Type of Research |
|-----------|---------|------|----|----|----|----|----|----|------------------|
| Industry  | [99,101]| 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Initiative (RA)  |
|           | [100]   | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Initiative (C)   |
|           | [102,103]| 2020 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Initiative (C)   |
|           | [104]   | 2020 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Initiative (RA)  |
| Energy    | [108]   | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Survey           |
|           | [110]   | 2013 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study            |
|           | [107]   | 2011 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study            |
|           | [111]   | 2010 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Concept (CM)     |
|           | [109]   | 2013 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study            |
|           | [113]   | 2010 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Method (C)       |
|           | [114]   | 2010 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Architecture (C) |
|           | [105]   | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study            |
|           | [112]   | 2013 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework        |
|           | [106]   | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Overview         |
|           | [115]   | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | System (POC)     |
|           | [116]   | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Approach (C)     |
| Smart City| [128]   | 2014 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Architecture (C) |
|           | [119]   | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study            |
|           | [118]   | 2014 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study            |
|           | [127]   | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework        |
|           | [121]   | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study            |
|           | [126]   | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Overview         |
|           | [122]   | 2014 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Overview         |
|           | [125]   | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Overview         |
|           | [120]   | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework        |
|           | [129]   | 2014 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Study            |
|           | [130]   | 2015 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Review           |
|           | [131]   | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework (CM)   |
|           | [132]   | 2015 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Platform (A)     |
|           | [133]   | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Platform (DM)    |
|           | [134]   | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework (CM)   |
|           | [137]   | 2016 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework (CM)   |
|           | [135]   | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Model (A)        |
|           | [138]   | 2017 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Review           |
|           | [136]   | 2018 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓  | Framework        |

Legends: Concept (C), System (S), Intelligent Transportation System (ITS), Reference Architecture (RA), Proof of Concept (POC), Model (M), Conceptual Model (CM), Architecture (A), and Data Marketplace (DM).

The table categorizes the reviewed papers according to the sectors considered in this state-of-the-art study. Furthermore, in order to gain an overview of the findings, for each reviewed paper the table lists the type of conducted research, and the topics discussed in the paper. For the sake of this study, only a couple of the relevant topics were considered, namely: Data Ownership (DO), Data Sharing (DS), Blockchain (BC), Big Data (BD), Security (SE), and Privacy (PR).

As to be seen in the table, the privacy of data, regardless of its type or size, is a main concern across the different sectors. On the other hand, it is to be noticed that the ownership of data is not always the main issue and is not an equal concern in the different sectors. Due to the nature of health sector dealing mostly with sensitive and personal data, the issue of data ownership is present in its publications for long time. While in the other sectors considered in this review, the issue of data ownership is not present as much and it is only getting some attention in the last few years. One way to explain this observation might be that health data and since its existence is personal data that tells a lot about the person’s health and life and not only the person’s way of life. On the other hand, with the
evolvement of technology and the emergence of social media, sensors and personalized technologies, the matter of data ownership came into question across different aspects and beyond the health sector. Examples of this observation can be stumbled upon throughout the reviewed publications in smart cities context, where data ownership is becoming more visible to researchers in recent years. A smart city is the best example of the modern life and its various aspects, where personalized technologies, smart services as well as various sensors are capturing the essence of a person’s life while gathering or generating a big amount of personal related data.

For the sake of writing the previous state-of-the-art, a thorough literature review were conducted. The reviewed papers were derived from google scholar, web of science, and ORBIS the library of the University of Oldenburg. In addition to the search of publications, the web of science portal was used to obtain valuable insights about the subject of data ownership and its research. Through the portal, it was possible to analyze the results of the searched topics. According to the web of science, 560 is the number of publications addressing data ownership as a main topic, starting with the first publication in 1981 until the time of conducting this study mid 2020. The results of the conducted review in this study match the analyzed results from the web of science. The results shows the domination of health related research among the top 25 research areas in the topic of data ownership with more than 39% of the publications, including publication in the areas of health care sciences services, medical informatics, legal medicine, medical ethics, public environmental occupational health, general internal medicine, research experimental medicine and others. It also confirms the fact that the interest in data ownership as a research subject increased noticeably in the recent years where more than 80% of the publications where written between 2010 and 2020 (Figure 3).

The reviewed papers in this state-of-the-art address the issue of data ownership from different perspectives and vary in the approach of discussing or solving the issue. Some of these publications focus on surveying and studying the subject and its different aspects, while other authors direct their research towards reviewing the progress of the matter and giving overview of the existing solutions in this concern. Nevertheless, some researchers fixate on developing a viable solution to the problem. The proposed ideas vary from a basic concept for an approach, a method, a conceptual model, an architecture or a platform, to actual presentable implementations of concepts in the form of a platform, a system, a framework, or an architecture.

The presence of new technologies is also noticeable across the different publications. The rising amount of data is without a doubt one of the reasons that provoke the issue of data ownership; however, as mentioned in various publications, the different mechanisms
that came along the emergence of big data count as main enablers to solve the problem. On the other hand, the blockchain technology and its handy toolset of smart ledger, smart contracts and other services and mechanisms are becoming more and more relevant in solving the issues of privacy, security, sovereignty and ownership of the transferred and shared data.

To summarize this chapter, it is important to highlight the inclusion and exclusion criteria of this state-of-the-art. The conducted review included a wide range of literature that address the issue of data ownership directly or indirectly. It also included different examples from 5 major sectors. The review shed the light on the confusion and the complications of the issue, and highlighted the recent interest in dealing with the ownership of data across different aspects our lives. On the other hand, the review excluded literature that only mention data ownership as a side aspect or focus on one related aspect as the main topic of the work, like for example, the development or the implementation of a security mechanism. Excluded were also the literature that do not present novel ideas or are very similar to an included work.

The presented review gave an overview over the state-of-the-art of data ownership from the perspective of five sectors. Nevertheless, there is other aspects and examples of data ownership that can be explored and were not included in this study.

4. Discussion & Lessons Learned

In spite of the novelty of data ownership as a trending issue, its relevance to the modern data-driven world has become undeniable. Data has been described repeatedly as the “new gold” or the “new oil”, and as a matter of fact, this view is not far from reality. Data has become the heart of new advancements in all aspects of our lives. It is the driver for competitive advantages and innovations and it is the source for new insights as it fuels the engines of data science, machine learning and artificial intelligence. On top of that, our personal data says a lot about us including our health, behavior, consumption, mobility, and our way of life in general, and this information can be used to our benefit and to optimize our life. However, to be the new gold or the new oil is not concluded by its advantages, as it comes with a complication; everyone wants to own it!

The ownership of data is not straightforward like the ownership of subjects or properties, and it entails various complications as to be seen in this paper. Going through the literature concerning data ownership, it is noticeable that there is an obscurity regarding the subject. On the one hand, there is as of today no unified definition of the term, but rather individual definitions from the point of view of the authors. On the other hand, the main question concerning data ownership: “Who owns the data?” remains without a plain answer, as there is still no regulations that cover the different variation of the subject. In addition, even when the owner is identified or agreed upon, it is not clear, what are the aspects that need to be covered in order to preserve data ownership of the owner. Does guaranteeing the security and the privacy of the data suffice, or does the preservation of data ownership extend to cover aspects like data sharing, data integrity, data sovereignty, data stewardship, data transparency, data provenance, data lineage, data linkage, and others?

From the point of view of this study, this question does not have a forthright answer and the answer is always case dependent. Any data aspect that fulfills the objectives and the requirements of a case is relevant to the development of a data ownership concept for this specific case. In addition, the sensibility and the type of the handled data, whether it is personal or non-personal data should also be taken into consideration. On top of these data aspects, the development of a data ownership concept should have regards to the ethical and legal aspects of the case in general and according to the country and the organizational body where the concept is to be implemented.

Similar to the development of the concept, the technical implementation of the concept is not restricted to one or a set of solutions that are always applicable to any case. Nevertheless, technologies like blockchain and smart services, federated architectures,
distributed architectures, and data spaces and lakes provide promising possible solutions for the realization of environments that support the preservation of data ownership. In addition, in order to choose suitable technologies for the implementation, data ownership requirements of the case including legal and ethical requirements should be taken into consideration. In some cases, a simple access and role management might be sufficient. Where in others, the requirements might extend to include the need for control management, version management, provision management, anonymization, encryption, traceability and other functionalities. Nonetheless, it is also advantageous by the development of data ownership concepts to consider approaches like privacy by design and secure by design.

In the light of the conducted overview and the lessons learned from the different studies addressing the issue, from the standpoint of this study data ownership is “the possession of data and the control of data including the ability to grant rights over data to others, taking into account the type of data, the legal and ethical aspects, the responsibility for data, and the needed requirements to preserve and achieve this possession” (Figure 4).

The presented conceptual model in Figure 4 encapsulates the findings of this work, as well as the presented extended definition of data ownership from the point of view of this study. In our opinion, in order to address data ownership in any context, a set of aspects and characteristics need to be covered and embraced. Under the umbrella of a viable data ownership, the possession of data and the control over the data should be preserved. It also should encompass the ownership of the different rights over the data and the possibility to grant some of these rights to a third party. In addition, owning the data means also taking the responsibility over the possessed data.

The mentioned characteristics defines the meaning of possessing the ownership over the data, but from our point of view, in order to design and conceptualize a viable data ownership, the concept should be based on a strong foundation. This foundation determines to what extend and in what respect the characteristics of the concept should be contemplated. First of all, the foundation includes the understanding of the legal circumstances bounding the case. Including but not limited to the law of the country, organizational regulations, binding agreements, manufacturer’s restrictions and others. In addition, the foundation takes into account the ethical aspect of the considered case, especially when dealing with medical, personal or sensitive data, which leads us to the next aspect. Understanding the type of data that we are dealing with is a crucial part of building a strong foundation. The
type of data might affect the characteristics of the concept or the complexity of the concept to be able to address this type of data. Furthermore, the foundation of a data ownership concept should be based on a good understanding of the case. For example, on what scale should the concept be implemented: within a platform, a system, an organization, a city, a country? Or to what extend should the concept cover in this case in order to preserve the ownership of the data? Finally, the foundation should also include a good understanding of the technical requirements of the case. For example, knowing if the concept will be implemented on top of a legacy or existing system or will it be built from scratch.

Five major sectors were reviewed in this work, but the necessity to address data ownership extends to all aspects of our lives, wherever data is being generated. Our daily routines are being monitored with data of sensors, cameras and location trackers. We are generating data with our consumption, whether it is domestic consumption like electricity, water or gas, or consumption in shopping centers, stores or activity centers. We are generating data in our daily use of ICT-devices for work or leisure purposes like for social media. The importance of the ownership of data might vary from one aspect to another, but it remains a relevant and crucial issue that deserves to be discussed and be taken into account. This relevance of data ownership is noticeable in the emerging trends and technologies, which address more and more the issue of data ownership and the privacy and security of data, like the concept of self-sovereign identity (SSI) [139], verifiable credentials (VCs) [140,141] and distributed data mesh architecture [142]. In addition to the numerous emerging IT-startups that are developing innovative solutions addressing data ownership, like EcoSteer [143], GoKnown [144], Mine [145], LeapXpert [146], Genomics Personalized Health [147] and others.

5. Conclusions

This paper set out a study of data ownership, highlighting its necessity and advantages and discussing the various complications surrounding the subject. The first part of the paper provided an overview of the different aspects of data ownership. Apart from the personal ethical dimension of data ownership, we have seen that it extends to reach organizational and beyond organizational contexts. In addition, we have seen the challenges that came along the emergence of IoT including the amount of data that is being generated and the numerous stakeholders that are interested in acquiring the data.

The paper then examined the current laws and regulations regarding data ownership on European and German level. We have seen that in spite of the immense efforts in the last years, the status quo of laws could not answer the question of who should own the data and are not yet sufficient to protect and preserve the ownership of data. In the second part of this paper, we surveyed the state-of-the-art on the conceptualisation and the implementation of data ownership concepts. We have focused on five major domains: health, transportation, industry, energy, and smart cities. The survey shows the reflection on the subject from different point of views and reveals the variations in approaching or solving the issue of data ownership.

To conclude, this study gave an extended definition of data ownership and argued that there is no single right answer to the questions of who should own the data and how to preserve the ownership of the data. It argued also that in order to address data ownership, different aspects need to be taken into consideration. Data ownership is always dependent on the case and its requirements including legal, ethical, organizational, and technical requirements.
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