APPLICATION OF VIRTUALISATION ENVIRONMENT FOR DATA SECURITY IN OPERATIONAL DATA PROCESSING SYSTEMS
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Abstract – This paper presents a concept, developed and tested by the authors, of a virtualisation environment enabling the protection of aggregated data through the use of high availability (HA) of IT systems. The presented solution allows securing the central database system and virtualised server machines by using a scalable environment consisting of physical servers and disk arrays. The authors of this paper focus on ensuring the continuity of system operation and on minimising the risk of failures related to the availability of the operational data analysis system.
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INTRODUCTION

The use of virtualisation technology is having a significant impact on the entire IT industry. Its use is particularly evident in data centres to reduce costs and increase efficiency. [7]

Virtualisation technology is developing rapidly and more and more developers are aiming to create cloud applications. All these advances can be used in the future to simplify data handling techniques and enhance IT security. [7]

Virtualisation is a technology used to share the capabilities of physical computers by sharing resources between operating systems. Currently, there are several virtualisation techniques that can be used to support the creation of entire operating systems in a scalable environment. We classify virtualisation techniques from an operating system point of view: operating system level virtualization and paravirtualization. [1,5,6]

Fig. 1. Depiction of the virtualisation server architecture [1]

The figure above shows a diagram of the architecture of a basic virtualisation server, which works on the basis of a master server or hypervisor. The solution that is shown demonstrates the principle of sharing the resources of the
master server for virtualised machines.

Virtualisation technology provides an alternative technical approach to delivering infrastructure, platforms and operating systems, servers, software and systems and applications. Most virtualised computing environments have much in common with conventional data centres, using high-performance hardware and specialised software that allows a single physical server to function as multiple instances running in parallel. The use of virtual environments allows organisations to utilise IT resources more efficiently by scaling up or down depending on business needs. The use of virtual environments utilizes many of the same procedures and criteria used in data centre audits, with additional emphasis on provisioning, deprovisioning, managing and maintaining multiple virtual servers that share compute, network and infrastructure resources. [6-8]

1. Functional Assumptions of the exploitation data processing system

The IT system, the protection of which is analysed in this study, is presented in Fig. 2. The presented architecture takes into account the use of a central database system, access to which is provided from devices located in places with access to the Internet by means of appropriately configured VPN network protocols. Thanks to the indicated solution, the system will be secured both in terms of hardware and software.

High Reliability [2] or HA systems are a solution that continuously monitors all servers in the resource pool and detects server failures. An agent located on each server maintains constant communication with other servers connected in the resource pool, and loss of communication initiates the process of restarting all affected virtual machines on other servers. This type of solution can allow to ensure the security of the exploitation data processing systems that are analysed in this paper. [3]

The HA solution ensures that sufficient resources are available in the resource pool at all times to restart VMs on different physical servers in the event of a server failure. VM restart is made possible through the use of a clustered Virtual Machine File System (VMFS), which provides multiple instances with simultaneous read and write access to the same virtual machine files. High availability systems can be easily configured with the appropriate virtual environment management software. [3]

The decision to consider a solution based on virtualisation systems is related to the necessity of its possible scalability. Dynamic load distribution, which is possible in the above mentioned systems, allows smooth scaling of the virtual environment along with the increase in demand for resources for the application responsible for storing and processing operational data.

The implementation of the solution proposed by the authors in a virtualisation environment may ensure a quick response during a possible system failure. The use of a virtual environment makes it possible to create snapshots of the entire virtualised machine. Thanks to this solution, while making frequent security copies on external carriers and NAS disks, it is possible to restore a fully functional system without having to install the entire environment from scratch.

The suggested solution presented in this article consists of three DELL PowerEdge M620 physical servers running VMware ESXi Server 6.7 installed in a blade enclosure chassis M1000e. The servers are located in a single data centre and form a private computing cloud based on a VMware cluster called “Cluster”. The cluster provides the functionality of VMware HA increased availability and constitutes a platform for the virtual machine environment.

The servers were named esx01.pr.radom.pl, esx02.pr.radom.pl and esx03.pr.radom.pl respectively and use shared LAN and SAN resources provided on a Hitachi HUS 100 array.

For central management of the entire virtual infrastructure, VMware vCenter Server was used, which is installed as a virtual machine (appliance). vCenter Server uses the SUSE 11 operating system, a preinstalled PostgreSQL database and Single Sign-On (SSO) management service. Figure 3 shows the logical architecture of the virtual environment developed by the authors.
II. TRANSMISSION PERFORMANCE

In order to provide redundancy of the high performance LAN connection for the entire virtualisation environment, the authors applied the use of two physical interfaces with a capacity of 10 Gbps each. The high performance of the connection is necessary to maximise the efficiency of the operating data processing environment.

The cards indicated in Figure 4 in the proposed solution should be combined into the following functional pairs:

- `vmnic0 (active)` and `vmnic1 (standby)` cards for production traffic, MGMT and vMotion
- `vmnic1 (active)` and `vmnic0 (standby)` cards for iSCSI SAN support

Master servers, which perform the function of virtualisation HOSTs, should be equipped with two SAS disks and must be connected to the local RAID controller of PERC H310 Mini type in RAID1 arrangement (mirror). In such configuration it is possible to create a virtual disk volume of 278GB. These resources may be used for the needs of virtualisation platform and storage of low critical virtual machines. The RAID controller configuration is shown in Figure 5.

The basis of the production disk subsystem must be a disk array connected redundantly to each ESXi server via a single data network. The network in the proposed environment consists of two switches with a capacity of 10Gb each. The storage should be directly connected via two 10GbE Fibre Channel cables to the switches supporting the indicated 10Gb per second throughput.

It is necessary to create logical volumes on the disk array, which can then be configured by ESXi servers. [own elaboration].

Each server can include a software implemented iSCSI initiator. The iSCSI operations are in this case performed by the processor (and not by a separate PCI-X/PCI-Express card). Thanks to the high performance of currently available processors, this solution does not noticeably reduce server performance. Normal network cards are used to transmit SCSI commands. This way of connecting the disk subsystem allows access to disk resources using 1 data path, one path to each LUN. [own elaboration].

III. DISK RESOURCES - USE OF ARRAYS FOR THE SECURITY OF PROCESSED DATA

A server in the storage network is referred to as an iSCSI target. One iSCSI target can provide one or more Logical Units (LUs). Logical Units are often abbreviated as LUNs (although this abbreviation stands for Logical Unit Number). [own elaboration].

Within the array designated as 001 configured in RAID5 mode (Fig. 6) and using 7 disks for data and 1 disk for parity, 3 LUNs were created for the virtual environment with the following characteristics illustrated in Table 5.

| Matrix | LUN ID | Size  | Purpose            |
|--------|--------|-------|--------------------|
| VOL0003| LUN 0  | 2000 GB | Virtual machines |
| VOL0004| LUN 1  | 2000 GB | Virtual machines |
| VOL0005| LUN 2  | 2000 GB | vSphere Data Protection |

Since virtual machines running on individual servers can synchronise time with the ESXi server, it is necessary to configure appropriate synchronisation with the specified time server on all servers, as confirmed by the authors' research.
IV. SUMMARY

After the study, it can be concluded that by using virtualisation technology operating in HA mode, i.e. high availability, in the case of a need to expand the server environment, the exploitation data analysis system in question or a failure of the master server responsible for virtualisation, we have ensured increased data security. The use of high reliability mode for systems responsible for safety is a priority, because an appropriate analysis of operational data can directly contribute to increased safety during all transport processes.
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