Quantum Alternating Operator Ansatz for Solving the Minimum Exact Cover Problem
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The Quantum Alternating Operator Ansatz (QAOA+) is an extension of the Quantum Approximate Optimization Algorithm (QAOA), where the search space is smaller in solving constrained combinatorial optimization problems. However, QAOA+ requires a trivial feasible solution as the initial state, so it cannot be used for problems that are difficult to find a trivial feasible solution. For simplicity, we call them as Non-Trivial-Feasible-Solution Problems (NTFSP). In this paper, we take the Minimum Exact Cover (MEC) problem as an example, studying how to apply QAOA+ to NTFSP. As we know, exact covering (EC) is the feasible space of MEC problem, which has no trivial solutions. To overcome the above problem, the EC problem is divided into two steps to solve. First, disjoint sets are obtained, which is equivalent to solving independent sets. Second, on this basis, the sets covering all elements (i.e., EC) are solved. In other words, we transform MEC into a multi-objective constrained optimization problem, where feasible space consists of independent sets that are easy to find. Finally, we also verify the feasibility of the algorithm from numerical experiments. Our method provides a feasible way for applying QAOA+ to NTFSP, and is expected to expand its application significantly.

I. INTRODUCTION

Quantum computers have computational advantages over classical computers by exploiting quantum effects, providing polynomial or even exponential speedups for specific problems, such as integer factorization [1], unstructured data search [2], linear regression [3,4], dimension reduction [5,8], quantum error correction [9], matrix computation [10,13], anomaly detection [14] and cryptanalysis [15]. However, the current quantum hardware devices only support a limited number of physical qubits and limited gate fidelity, which makes the above quantum algorithms unable to be implemented on near-term devices.

Recently, Quantum Approximation Optimization Algorithm (QAOA) [16] is a kind of hybrid quantum-classical algorithm, which can be implemented on Noisy Intermediate-Scale Quantum (NISQ) device [17]. QAOA has successfully solved many combinatorial optimization problems, such as max cut [18,19], minimum vertex cover [20], and correlation clustering [21].

In 2019, Hadfield et al. presented the Quantum Alternating Operator Ansatz (QAOA+) [27] to solve the combinatorial optimization problems. The algorithm framework is similar to QAOA, and the circuit consists of \( p \) alternating layers of the phase-separation operator \( U(H_P, \gamma) \) and the mixing operator \( U(H_M, \beta) \) applied to an initial state \( |x\rangle \). Different from QAOA, \( U(H_M, \beta) \) of QAOA+ will preserve the feasible space (the space composed of feasible solutions), and the initial state \( |x\rangle \) is required to be a trivial feasible state (the quantum state corresponding to a trivial feasible solution). The algorithm can limit the state of the system to the feasible space, resulting in zero probability of obtaining invalid solutions, which implies a prominent advantage compared to QAOA. QAOA+ has been applied to many combinatorial optimization problems, such as graph-coloring [28], maximum independent set [29], max-k vertex cover [30], graph matching [31], and lattice protein folding [32]. However, the application of QAOA+ has a prerequisite that it needs to be easy to find a trivial feasible solution of the problem (as the initial state). QAOA+ is not suitable for problems which is difficult to find a trivial feasible solution. For simplicity, we call the above problems as Non-Trivial-Feasible-Solution Problems (NTFSP). In this paper, we will take the MEC problem as an example, trying to apply QAOA+ to NTFSP.

The Minimum Exact Cover (MEC) is a constrained optimization problem, with wide applications in the task-assignment and vehicle routing. Some scholars solved this problem using QAOA [33,34] and achieved good results. However, because Exact Cover (EC) has no trivial solutions, there is no relevant research to solve MEC using QAOA+.

In this paper, taking MEC problem as an example, we study how to apply QAOA+ to NTFSP. Specifically, according to the describe of EC problem [35], it can be found intuitively that elements of an EC are disjoint sets, noted as \( S^* = \{S_l, \ldots, S_k\} \), \( 2 \leq l, k \leq n \) (\( n \) is the number of qubits), and \( |S_l| + \cdots + |S_k| = m \) (\( m \) is the number of all elements) can be obtained. Therefore, to create a trivial feasible initial state \( |x\rangle \), we divide the EC problem into two steps to solve. First, inspired by [26], we construct a graph in which each set \( S_l(i = 1, \ldots, n) \) is regarded as a vertex. And, there is an edge between two vertices \( S_i, S_j \) if and only if \( S_i \cap S_j \neq \emptyset \). It is found that disjoint sets are solved, which is equivalent to obtaining
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the independent sets on the graph. Second, on this basis, the sets covering all elements (i.e., EC) are solved, which is equivalent to maximizing $|S_1| + \cdots + |S_k|$. In other words, we transform MEC into a multi-objective constrained optimization problem, where feasible solutions are independent sets that are easy to find. To solve the above multi-objective constrained optimization problem, we adopt the linear weighted sum method to construct target Hamiltonian. Finally, we perform numerical experiments with 6, 8, and 10 qubits by using MindQuantum [18]. The numerical results show that the solution can be obtained with high probability, even though level $p$ of the algorithm is low. Besides, to optimize quantum circuit, we remove single qubit rotating gates $R_Z$. It is found that $p$-level optimized circuit only needs $p$ parameters, which can achieve an experimental effect similar to original circuit with 2$p$ parameters.

We apply QAOA+ to solve NTFSP, which provides a meaningful reference for how to use QAOA+ to solve such problems, and might greatly expand the application of the algorithm.

This paper is organized as follows. In Sec. II, QAOA+ is reviewed. In Sec. III, we apply QAOA+ to solve MEC problem. In Sec. IV, numerical results and analysis are given. Finally, the summary and prospects are given in Sec. V.

II. REVIEW OF QAOA+

The optimization problem $(F, f)$ is considered, where $F$ is the feasible set and $f : F \to \mathbb{R}$ is the objective function to be optimized. Let $\mathcal{F}$ be the Hilbert space of dimension $|F|$, whose standard basis is $\{|x\} : x \in F\}$. As a kind of hybrid quantum-classical algorithm, QAOA+ [27] is often used to solve combinatorial optimization problems. The specific process of QAOA+ is as follows.

First, we should be able to create an initial state $|x\rangle$, $x \in F$ which is a trivial feasible solution, or the uniform superposition state of trivial feasible solutions. Second, the phase-separation operator $U(H_P, \gamma) = e^{-i\gamma H_P}$ which depends on the objective function $f$, and the mixing operator $U(H_M, \beta) = e^{-i\beta H_M}$ which depends on $F$ and its structure are applied alternately to $|x\rangle$, where $\gamma$ and $\beta$ are real parameters, and $H_M$ and $H_P$ are the mixing Hamiltonian and the target Hamiltonian, respectively. It worth noting that $U(H_M, \beta)$ needs to meet two conditions: 1) preserve the feasible subspace; 2) provide transitions between all pairs of feasible spaces, see Ref. [27] for details.

The alternating sequence continues for a total of $p$ times with different variational parameters $\vec{\gamma} = (\gamma_1, \gamma_2, \cdots, \gamma_p)$ and $\vec{\beta} = (\beta_1, \beta_2, \cdots, \beta_p)$, where $\gamma_i \in [0, 2\pi]$, $\beta_i \in [0, \pi]$, such that the final variational state becomes

$$|\psi_p(\vec{\gamma}, \vec{\beta})\rangle = U(H_M, \beta_p)U(H_P, \gamma_p)\cdots U(H_P, \gamma_1)|x\rangle.$$  

(1)

The variational parameters are optimized on classical computers. The structure of the QAOA+ is shown in Fig. 1. The objective of the classical optimizer is to find the optimal parameters $(\vec{\gamma}, \vec{\beta})$, which are obtained by maximizing the expected value of the target Hamiltonian

$$\langle \vec{\gamma}, \vec{\beta} \rangle = \arg \max_{\vec{\gamma}, \vec{\beta}} F_p(\vec{\gamma}, \vec{\beta}),$$  

(2)

where $F_p(\vec{\gamma}, \vec{\beta}) = \langle \psi_p(\vec{\gamma}, \vec{\beta})|H_P|\psi_p(\vec{\gamma}, \vec{\beta})\rangle$.

We define the success probability as the probability of finding the optimal solution

$$P_{success} = |\langle x_{sol}|\psi_p(\vec{\gamma}, \vec{\beta})\rangle|^2,$$  

(3)

where $x_{sol}$ is the solution to the problem.

III. APPLY QAOA+ TO SOLVE MEC PROBLEM

In this section, we first introduce MEC. Then, MEC is transformed into a constrained optimization problem with two objective functions. Finally, we solve MEC using QAOA+.

A. MEC

MEC [35] is shown as follows: the sets $X = \{x_1, \cdots, x_m\}$ and $S = \{S_1, \cdots, S_n\}$ are considered, where $S_i \subset X$ $(i = 1, \cdots, n)$, such that

$$X = \bigcup_{i=1}^{n} S_i.$$  

(4)

A subset $S^*$ of $S$, it is called an EC of $X$ when elements of $S^*$ are disjoint sets and union of the elements of $S^*$ is $X$. $S^*$ with the least number of elements is called MEC (MEC is not unique).

MEC problem can be expressed as follows [35]

$$\min_{s.t.} \sum_{i=1}^{n} s_i,$$  

(5)

$$\sum_{i:x_j \in S_i} s_i = 1, \quad \forall x_j \in X,$$  

(6)

$$s_i, s_j \in \{0, 1\},$$  

(7)

where $s_i$ is the label of set $S_i$. When $S_i$ is selected, $s_i = 1$, otherwise $s_i = 0$. The objective function Eq. (5) is to minimize the number of sets, subject to constraints Eq. (6) ensuring that the elements of $X$ are covered only once, i.e., EC.

Some algorithms [33-35] have been proposed to solve this problem using QAOA. The key point of QAOA is to construct the target Hamiltonian which includes solutions of the MEC problem. For constrained optimization
problems, the common method is to incorporate hard constraints into the target function as a penalty item, and then convert the target function into a target Hamiltonian \[ H, \gamma \]. Different from QAOA, \( U(H_M, \beta) \) of QAOA+ will preserve the feasible space, and the initial state \( |x\rangle \) is required to be a trivial feasible state. The algorithm can limit the state of the system to the feasible space, resulting in zero probability of obtaining invalid solutions, which implies a prominent advantage compared to QAOA. However, EC is the feasible space for the MEC problem, which has no trivial solutions.

According to the describe of EC problem \[35\], it can be found intuitively that elements of an EC are disjoint sets, noted as \( S^* = \{S_i, \cdots, S_k\} \), \( 2 \leq l, k \leq n \) (\( n \) is the number of qubits), and \( |S_i| + \cdots + |S_k| = m \) (\( m \) is the number of all elements) can be obtained. \( S^* \) with the least number of elements is called MEC. To create a trivial feasible initial state \( |x\rangle \), let \( \omega_i = |S_i| \), we transform MEC into the following multi-objective constrained optimization problem

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{n} s_i, \\
\text{max} & \quad \sum_{i=1}^{n} \omega_i s_i, \\
\text{s.t.} & \quad s_i + s_j \leq 1, S_i \cap S_j \neq \emptyset, \\
& \quad s_i, s_j \in \{0, 1\},
\end{align*}
\]

where the trivial feasible solutions are easy to find. The objective function Eq. \[8\] is to minimize the number of sets and the objective function Eq. \[9\] is to maximize the sum of the weights of sets, subject to constraints Eq. \[10\] ensuring that two sets \( S_i, S_j \) cannot be selected simultaneously, where \( S_i \cap S_j \neq \emptyset \). Noting that Eq. \[8\] needs to be optimized on the premise of meeting Eq. \[9\].

The linear weighted sum method \[36\] is the simplest method to solve the multi-objective optimization problem. According to importance of each objective function to determine the corresponding weight, this method transforms the multi-objective into single-objective optimization problem. We adopt the linear weighted sum method to solve the above optimization problem, and transform it into a single-objective optimization problem

\[
\begin{align*}
\text{max} & \quad \lambda_1 f_1 - \lambda_2 f_2, \\
\text{s.t.} & \quad s_i + s_j \leq 1, S_i \cap S_j \neq \emptyset, \\
& \quad s_i, s_j \in \{0, 1\},
\end{align*}
\]

where \( \lambda_1 > \lambda_2 > 0 \), \( f_1 = \sum_{i=1}^{n} \omega_i s_i, f_2 = \sum_{i=1}^{n} s_i \).

### B. QAOA+ FOR MEC

The QAOA+ mapping comprises phase-separation operators \( U(H_P, \gamma) \), mixing operators \( U(H_M, \beta) \), and initial state \( |x\rangle \) for MEC problem. \( U(H_P, \gamma) = e^{-i\gamma H_P} \) depends on Eq. \[12\]. \( U(H_M, \beta) = e^{-i\beta H_M} \) depends on Eq. \[13\] and its structure. According to Eq. \[13\], the initial state \( |0\rangle^{\otimes n} \) can be chosen, which is a trivial feasible solution. Next, we need to construct the mixing Hamiltonian \( H_M \) and the target Hamiltonian \( H_P \).

To construct \( H_M \), inspired by \[26\], we construct a graph in which each set \( S_i \) is regarded as a vertex. There is an edge between two vertices \( S_i, S_j \) if and only if \( S_i \cap S_j \neq \emptyset \). Therefore, the constraint Eq. \[13\] is equivalent to solving independent sets on the graph.

Given an independent set \( S' \) \( (s_i = 1 \) if and only if \( S_i \in S' \), else \( s_i = 0 \)\), to maintain the property of the independent set, the following rules should be met when adding and deleting vertices \[27\]: 1) the neighbors of \( S_i \) are marked as \( S_{i1}, S_{i2}, \ldots, S_{il} \), adding a vertex \( S_i \notin S' \) so that the new point set is still an independent set only
if none of the neighbors $S_{i1}, S_{i2}, \cdots, S_{il}$ of $S_i$ are already in $S'$, i.e., $s_{i1} = s_{i2} = \cdots = s_{il} = 0$; 2) removing any vertex $S_j \in S'$ without affecting the feasibility of the state. Hence, a bit-flip operation at a vertex, controlled by its neighbors, suffices both to remove and add vertices while maintaining the independence property.

The mixing Hamiltonian $H_M$ is expressed as follows
\[
H_M = \sum_{i=1}^{n} \sum_{m_i=1}^{s_i} \langle s_i | s_i \rangle \otimes X_i, \quad (15)
\]
where $m_i = \prod_{k=1}^{l} (1 - s_{ik})$.

The objective function $f = \lambda_1 \sum_{i=1}^{n} \omega_i s_i - \lambda_2 \sum_{i=1}^{n} s_i$, and target Hamiltonian $H_P$ is obtained by replacing $s_i$ with $\frac{1 - \sigma_i^Z}{2}$
\[
H_P = \lambda_1 \sum_{i=1}^{n} \omega_i \frac{1 - \sigma_i^Z}{2} - \lambda_2 \sum_{i=1}^{n} \frac{1 - \sigma_i^Z}{2}, \quad (16)
\]
where $\lambda_1 > \lambda_2 > 0$, $\sigma_i^Z$ represents Pauli-Z operation on $i$th qubit.

IV. NUMERICAL SIMULATION

We study instances for three different problem sizes of the MEC problem given in Table I, corresponding to 6, 8, and 10 qubits, respectively.

TABLE I. Information about the MEC problem instances

| $|X|$ | $|S|$ | Number of instances | Number of solutions for each instance |
|------|------|--------------------|-------------------------------------|
| 12   | 6    | 10                 | 1                                   |
| 16   | 8    | 10                 | 1                                   |
| 20   | 10   | 10                 | 1                                   |

A. Discussion about weights

In multi-objective problems, the weight of each index is one of the important factors that affect the accuracy of the results. Next, we discuss the weight $\lambda_i$ ($i = 1, 2$) of MEC in two cases and fix $\lambda_1$ and $\lambda_2$.

The MEC is expressed as the following optimization problem
\[
\max f, \quad (17)
\]
subject to
\[
s_i + s_j \leq 1, S_i \cap S_j = \emptyset, \quad (18)
\]
\[
s_i, s_j \in \{0, 1\}, \quad (19)
\]
where $\lambda_1 > \lambda_2 > 0$, $f = \lambda_1 \sum_{i=1}^{n} \omega_i s_i - \lambda_2 \sum_{i=1}^{n} s_i$.

Suppose the set $A$ is a MEC (solution of MEC problem), and the corresponding objective function is $f_A = \lambda_1 m - \lambda_2 m'$, where $m = |X|, m' = |A|$. Suppose the set $B$ is not MEC, and its corresponding objective function is $f_B = \lambda_1 t - \lambda_2 t'$, where $t \leq m, t' = |B|$. Based on the above assumptions, we can obtain $f_A > f_B$. Next, we will consider that $B$ is an EC or not, and discuss weight $\lambda_1$ in two situations.

If set $B$ is an EC, we can obtain $t = m, t' > m'$. The inequality $f_A > f_B$ is always true with $\lambda_i > 0$ ($i = 1, 2$). If set $B$ is not an EC, we can get $t < m$, and then deduce $\frac{\lambda_1}{\lambda_2} > \frac{m - t'}{m - t}$.

To determine the appropriate values of $\lambda_1$ and $\lambda_2$, the range of function $f = \lambda_1 f_1 - \lambda_2 f_2$ is limited to $(0, 1)$
\[
0 < n \lambda_2 f_1 - \lambda_2 f_2 \leq 1. \quad (20)
\]
Because of $nf_1 - f_2 > 0$, we can deduce $0 < \lambda_2 \leq \frac{1}{nf_1 - f_2}$, where $f_1 \leq f_2 \geq 2$ (without regard to $S_i = X$). Further, $0 < \lambda_2 \leq \frac{1}{nm - \lambda_1}$ can be obtained. Without losing generality, we can make $\lambda_2 = \frac{1}{nm - \lambda_1}$ in this paper. And then, we make $\frac{\lambda_1}{\lambda_2} = n$ according to $\frac{m - t'}{m - t} < n$ ($n$ is number of qubits).

B. Low levels: patterns in optimal variational parameters

The patterns in the optimal variational parameters for MaxCut have been observed in Ref.\[37\], where it was found that there is a linear relationship between the parameters and the level $p$. Based on observed linear patterns, two heuristic optimization strategies are proposed, which significantly speed up the classical optimization of QAOA. The optimal parameter pattern is a useful guide in the selection and design of heuristic strategies. Before studying the performance of the QAOA+, we need to observe the patterns of optimal variational parameters at low level, namely up to $p = 5$.

To find the optimal variational parameters for $1 \leq p \leq 5$, the gradient-based Broyden-Fletcher-Goldfarb-Shanno (BFGS)\[38\]-\[41\] is adopted in this paper. It is a commonly used local optimization algorithm, which is repeated with sufficiently many random initial parameters to find the global optimum.

After performing numerical simulations for 10 instances of MEC problem with 6-qubit using QAOA+, we present the optimal variational parameters $(\gamma^*, \beta^*)$ from $p = 3$ up to $p = 5$ as shown in Fig. 2. The optimal parameters do not follow the linear pattern as in Ref.\[37\] so the interpolation optimization cannot be performed. Recently, parameters fixing strategy\[42\], a straightforward, yet practically effective, is proposed to improve the performance of QAOA at large circuit depths. The optimal parameters $(\gamma^*_1, \cdots, \gamma^*_{p-1}, \beta^*_1, \cdots, \beta^*_{p-1})$ at level $p = 1$ to be further optimized as they are passed into QAOA of $p$-level as the initial parameters. Hence, the initial parameters at level $p$ will be $(\gamma^*_1, \cdots, \gamma^*_{p-1}, \beta^*_1, \cdots, \beta^*_{p-1}, \beta_p)$, where $\gamma_p$ and $\beta_p$ are random parameters. Inspired by this, we will investigate whether this strategy can improve the performance of QAOA+.
C. Analysis of success probability

Based on the discussion of optimal variational parameter patterns in the previous section, we intend to use random initialization and parameters fixing strategy to study the performance of QAOA+. From the starting point of generation, we run the BFGS optimization method for this algorithm.

In Fig. 3(a), the mean success probability, as a function of level $p$, is plotted with random initialization parameters method, over all instances for the three different problem sizes. It is observed that the mean success probability increased slowly with the increase of level $p$ overall in all 30 instances.

To investigate whether parameters fixing strategy can improve the performance of QAOA+, we select an instance from each problem size, and simulate them up to $p = 7$ using random initialization and parameters fixing strategy respectively. In Fig. 3(b), we compare the parameters fixing strategy to the random initialization approach for optimizing the QAOA+. For random initialization method, it is observed that for 6-qubit and 8-qubit, the solution can be obtained with a probability close to 100% with $p = 7$. For parameters fixing strategy, for 6-qubit and 8-qubit, we obtain a mean success probability close to 100% with $p = 3$ and $p = 5$, respectively. In general, the parameters fixing strategy outperforms the random initialization run for these three examples.

The numerical results show that the solution can be obtained with high probability by using parameters fixing strategy, even though level $p$ of the algorithm is low. Hence, we can conclude that the parameters fixing strategy can make the algorithm have better performance, at least true for the MEC problem instances used in our work.
D. Quantum circuit optimization

The QAOA+ mapping comprises phase-separation operators $U(H_P, \gamma)$, mixing operators $U(H_M, \beta)$, and initial state $|x\rangle$ for MEC problem. Based on $H_M$ and $H_P$, the corresponding circuits of $U(H_M, \beta)$ are multiqubit-controlled-$RX(2\beta)$ gates, and the corresponding circuits of $U(H_P, \gamma)$ are $n$ single-qubit rotating gates $R_Z$. For example: $X = \{1, \cdots, 12\}$ and $S = \{S_1, \cdots, S_6\}$, where $S_1 = \{1, 2, 4, 5, 6, 8, 9, 10\}$, $S_2 = \{1, 4, 6, 7\}$, $S_3 = \{5, 8, 9, 11, 12\}$, $S_4 = \{4, 7, 8, 9, 10, 11, 12\}$, $S_5 = \{2, 3, 4, 5, 6, 7, 11, 12\}$, $S_6 = \{3, 10, 12\}$. The corresponding figure is constructed, as shown in Fig. 4.

![Graph representation of the instance](image)

FIG. 4. Graph representation of the instance.

Based on discussion about weight $\lambda_i(i = 1, 2)$, let $\lambda_2 = \frac{1}{nm-2} = 1/70$, $\lambda_1 = n\lambda_2 = 6/70$, the overall 1-level quantum circuit diagram of QAOA+ mapping is given, as shown in Fig. 5. Since single-qubit rotating gate $R_Z$ only changes the phase, we consider removing $n$ single-qubit rotating gates $R_Z$, as shown in Fig. 6. We find that this new $p$-level circuit only requires $p$ parameters, and the number of quantum gates is at least reduced by $np$. To study the ability of these two $p$-level circuits, the comparison of mean success probability is plotted using random initialization method in Figure 7. The results show that $p$-level circuit only requires $p$ parameters, which can achieve an experimental effect similar to the original circuit with $2p$ parameters. And,
the number of quantum gates is at least reduced by \( np \) for \( p \)-level optimized circuit.

V. SUMMARY AND PROSPECTS

To summarize, taking MEC problem as an example, we studied how to apply QAOA+ to NTFSP. To find a trivial feasible solution, we transformed MEC into a multi-objective constrained optimization problem, where feasible space is composed of independent sets and the trivial solutions are easy to find. To solve the above multi-objective constrained optimization problem, we adopted the linear weighted sum method to construct target Hamiltonian. Finally, inspired by the parameter fixed strategy, we used this strategy to simulate instances with 6, 8, and 10 qubits. The numerical results show that the solution can be obtained with a probability close to 100% for 6 and 8 qubits, even though level \( p \) of the algorithm is low (see Fig. 6 for details). Besides, since single-qubit rotating gate \( R_Z \) only changes the phase, we optimized quantum circuit by removing the rotating gates \( R_Z \). For \( p \)-level optimized circuit, the number of quantum gates is at least reduced by \( np \) (see Fig. 6 for details). And, \( p \)-level optimized circuit only needs \( p \) parameters, which can achieve an experimental effect similar to original circuit with \( 2p \) parameters (see Fig. 7 for details).

In this work, we applied QAOA+ to solve the NTFSP, which provides a meaningful reference for how to use QAOA+ to solve such problems, and might greatly expand the application of the algorithm. In addition, our algorithm can also solve the tail-assignment problem with the minimum number of selected routes. See the detailed analysis in Appendix A.
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Appendix A: The tail-assignment problem with the minimum number of selected routes

Airlines realize the optimal allocation of various production factors, through careful organization and production planning. Aircraft route allocation is an important part of the airline’s organization and production planning. A reasonable and effective aircraft route allocation scheme helps to ensure the core utilization of the airline’s resources, implement the airline’s development strategy, ensure the safety of the airline’s production and operation activities, and the realizability of the airline’s revenue and expenditure budget in the current year. For a long time, operational research theory has been the source of innovation and development of international air transport industry, and has
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been widely used in the production and planning of various organizations of airlines, aviation revenue management and other fields. However, the airline network is one of the most complex networks in the world, and it is still developing rapidly. In the face of more and more complicated airline networks, the production and plans of airlines also pose great challenges to researchers.

The tail-assignment problem \[43, 44\] is an essential issue in the production planning of airlines. It is also one of the main contents in the operation control of airlines, where the goal is to decide which individual aircraft should operate which flight. By introducing the concept of route, the problem of aircraft-to-flight assignment is transformed into the problem of aircraft-to-route assignment. Each route starts and ends at the hub airport, and there are fixed departure and arrival times at the hub airport, thus reducing the scale and complexity of the problem. The tail-assignment problem is a combinatorial optimization problem essentially, which is NP-complete \[47\], and also a hot topic studied by scholars.

Now, let \( F \) denote the set of flights, and \( R \) the set of all legal routes. Denote by \( c_{r_i} \) the cost of route \( r_i \in R \). Let \( a_{f,r_i} \) be 1 if flight \( f \) is covered by route \( r_i \) and 0 otherwise. The decision variable \( x_{r_i} \) is 1 if route \( r_i \) should be used in the solution, and 0 otherwise. The tail-assignment problem \[33, 34, 46\] can now be formulated as

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{\mid R \mid} c_{r_i} x_{r_i}, \\
\text{s.t.} & \quad \sum_{r_i \in R} a_{f,r_i} x_{r_i} = 1, \quad \forall f \in F, \\
& \quad x_{r_i} \in \{0, 1\}, \quad \forall r_i \in R.
\end{align*}
\]

The objective Eq. (A1) is to minimize the total cost of the selected routes, subject to constraints Eq. (A2) ensuring that the set of routes in a solution should contain flight \( f \) exactly once each flight. The model is an example of an exact cover problem, which is NP-complete \[47\].

According to the mathematical model of the MEC problem, the tail-assignment problem can also be expressed as the following

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{\mid R \mid} c_{r_i} x_{r_i}, \\
\text{max} & \quad \sum_{i=1}^{\mid R \mid} \omega_{r_i} x_{r_i}, \\
\text{s.t.} & \quad x_{r_i} + x_{r_j} \leq 1, \quad r_i \cap r_j \neq \emptyset, \\
& \quad x_{r_i}, x_{r_j} \in \{0, 1\}.
\end{align*}
\]

where \( c_{r_i} \) represents the cost of \( r_i \), and \( \omega_{r_i} = |r_i| \). The objective Eq. (A4) is to minimize the total cost of the selected routes, and the objective Eq. (A5) is to maximize the sum of the weights of each route, subject to constraints Eq. (A6) ensuring that two routes with \( r_i \cap r_j \neq \emptyset \) cannot be selected simultaneously.

In particular, we introduce a new target: the minimum number of aircraft (i.e., the minimum number of selected routes). The tail-assignment problem with the minimum number of selected routes can now be formulated as

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{\mid R \mid} c_{r_i} x_{r_i}, \\
\text{min} & \quad \sum_{i=1}^{\mid R \mid} x_{r_i}, \\
\text{max} & \quad \sum_{i=1}^{\mid R \mid} \omega_{r_i} x_{r_i}, \\
\text{s.t.} & \quad x_{r_i} + x_{r_j} \leq 1, \quad r_i \cap r_j \neq \emptyset, \\
& \quad x_{r_i}, x_{r_j} \in \{0, 1\}.
\end{align*}
\]

The objective Eq. (A8) is to minimize the total cost of the selected routes, and the objective Eq. (A9) is to minimize the total number of the selected routes, and the objective Eq. (A10) is to maximize the sum of the weights of each
route, subject to constraints Eq. (A11) ensuring that two routes with \( r_i \cap r_j \neq \emptyset \) cannot be selected simultaneously. According to the importance of the objective function, it is arranged as Eq. (A10), Eq. (A9), and Eq. (A8) in descending order.

The tail-assignment problem with the minimum number of selected routes is transformed into a single objective constrained optimization problem

\[
\begin{align*}
\max & \quad \lambda_1 \sum_{i=1}^{|R|} \omega_{r_i} x_{r_i} - \lambda_2 \sum_{i=1}^{|R|} x_{r_i} - \lambda_3 \sum_{i=1}^{|R|} c_{r_i} x_{r_i}, \\
\text{s.t.} & \quad x_{r_i} + x_{r_j} \leq 1, r_i \cap r_j \neq \emptyset, \\
& \quad x_{r_i}, x_{r_j} \in \{0, 1\},
\end{align*}
\]

where \( \lambda_1 > \lambda_2 > \lambda_3 > 0 \), and their values can be determined according to experience. The corresponding phase separation Hamiltonian is obtained by replacing \( x_{r_i} \) with \( \frac{1 - \sigma Z^2}{2} \)

\[
H_P = \lambda_1 \sum_{i=1}^{|R|} \omega_{r_i} \frac{1 - \sigma Z^2}{2} - \lambda_2 \sum_{i=1}^{|R|} \frac{1 - \sigma Z^2}{2} - \lambda_3 \sum_{i=1}^{|R|} c_{r_i} \frac{1 - \sigma Z^2}{2}.
\]  

(A16)

We study instances for three different problem sizes of tail-assignment problem with the minimum number of selected routes given in Table II, corresponding to 6, 8, and 10 routes, respectively.

| \( F \) | \( |R| \) | Number of instances | Number of solutions |
|---|---|---|---|
| 12 | 6 | 1 | 1 |
| 16 | 8 | 1 | 1 |
| 20 | 10 | 1 | 1 |

We conducted numerical simulations for the examples in the table shown in Fig. 8. In Fig. 8, the mean success probability as a function of level \( p \) for the three different problem sizes is plotted with random initialization method. The numerical result shows that the mean success probability of 10 route instance is higher than that of 8 route instance for \( p \leq 6 \). This fact can seem counterintuitive, as one could naively think that larger instances correspond to harder problems. In addition, we note that the mean success probability of the 10 route instance shows a downward trend for \( 7 \leq p \leq 8 \). For the counterintuitive phenomena shown in Fig. 8, we will study them in future work.