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ABSTRACT
We present three evolutionary symbolic regression-based classification algorithms for binary and multinomial datasets: GPLearnClf, CartesianClf, and ClaSyCo. Tested over 162 datasets and compared to three state-of-the-art machine learning algorithms—XGBoost, LightGBM, and a deep neural network—we find our algorithms to be competitive. Further, we demonstrate how to find the best method for one’s dataset automatically, through the use of a state-of-the-art hyperparameter optimizer.
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1 INTRODUCTION
Classification is an important subfield of supervised learning. As such, many powerful algorithms have been designed over the years to tackle both binary datasets as well as multinomial, or multiclass ones.

Symbolic regression (SR) is a family of algorithms that aims to find regressors of arbitrary complexity. Herein, we show that evolutionary SR-based regressors can be successfully converted into performant classifiers.

2 BACKGROUND AND PREVIOUS WORK
Binary classification, wherein an input vector $X$ is to be classified into one of two classes, $y \in \{0, 1\}$, has received much attention in the literature. While some methods, e.g., decision trees, lend themselves naturally to an extension beyond binary to multinomial classification, regressors are perhaps somewhat less-natural multinomial classifiers.

The well-known logistic regression algorithm passes the output of a linear regressor through a sigmoid function, $f(z) = \frac{1}{1+e^{-z}}$, and uses a cross-entropy loss function during training: $-(y \log(\hat{y}) + (1 - y) \log(1 - \hat{y}))$, where $y \in \{0, 1\}$ is the binary target label and $\hat{y} \in [0, 1]$ is the model’s predicted output (which can be treated as the probability assigned by the model of the output’s belonging to class 1). A lower loss value is better, with zero being the best.

A common approach to extend binary to multinomial classification, where there are $C$ classes, $C > 2$, is to use the one-vs-rest (or one-vs-all) method, in which we train $C$ binary classifiers, where the data from class $c$, $c \in \{1, \ldots, C\}$, is treated as positive (or class 1), and the data from all other classes is treated as negative (or class 0). This approach requires that each model predict a class membership probability or a probability-like score. The argmax of these scores (class index with the largest score) is then used to predict a class.

In some cases, e.g., the well-known logistic regression algorithm, true multinomial classification is possible. Multinomial logistic regression (also known as softmax regression) is a generalization of binary logistic regression to the case of multiple classes. In this case the target label $y$ can take on $C$ different values, with $C > 2$. Given an input vector $X$, we want our model to output a $C$-dimensional vector whose elements sum to 1, thus providing us with $C$ probability estimates. Prediction can then be done by using the argmax function over all $C$ values, i.e., by outputting the class with maximum probability value.

The logistic-regression model, or hypothesis, computes $P(y_i = c) = e^{\sigma(z_i)} / \sum_{j=1}^{C} e^{\sigma(z_j)}$, for $c = 1, \ldots, C$, where $\sigma$ is the output of the underlying linear regressor, and $\sigma : \mathbb{R}^C \rightarrow [0, 1]^C$ is the softmax function: $\sigma(x) = \frac{e^{x_i}}{\sum_{j=1}^{C} e^{x_j}}$, $i = 1, \ldots, C$. This is in fact similar to the operation of a neural network with a softmax output layer. The cost function used by softmax regression for model learning is cross-entropy, which maximizes the probability of the output vectors to the one-hot-encoded target $y$ values.

Tree-based genetic programming (GP) evolves computational program trees that can be evaluated in a recursive manner. Given a set of functions (internal tree nodes) and terminals (tree leaves), driven by a quality (fitness) function, and using stochastic, tree-modifying operators, GP is able to produce successively better models in an iterative manner. GP thus evolves regression models, an approach known as symbolic regression (SR).

If one specifies a threshold then the output of an evolved tree can be converted into a binary classification value, depending on whether the output is smaller or larger than the threshold. Setting the threshold judiciously may not always be straightforward.
presented an excellent survey on the application of GP to classification, for both the binary and the multinomial cases. They reviewed several multinomial GP-based classification algorithms that essentially followed the one-vs-rest scheme. Another scheme involved the use of a single classification function, along with $C - 1$ threshold values, which determined $C$ intervals, each one assigned to a different class.

recently proposed an enhanced SR classification approach, LDA++, comparing it to four SR-based approaches and five non-SR approaches. The latter were: multi-layer perceptron, decision tree, random forest, tree ensemble, and gradient boosting. The five SR classifiers represent, in fact, what might be considered the state-of-the-art in evolutionary SR-based classification:

1. Evolve $C$ separate GP functions, one per each of $C$ classes. The output then equals: $\hat{y} = \text{argmax}(gp_1, gp_2, \ldots, gp_C)$.
2. Multilayer Discriminant Classification (MDC) enhances the previous approach by calculating:
   \[ \hat{y} = \text{argmax}(w_{10} + w_{11}gp_1, \ldots, w_{C0} + w_{C1}gp_C). \]
   MDC optimizes the coefficient weights, $\{w_{10}, w_{11}, \ldots, w_{C1}\}$.
3. The M2GP algorithm, which basically generates a $d$-dimensional GP tree instead of a 1-dimensional tree [5].
4. Evolutionary Linear Discriminant Analysis (LDA). LDA is a statistical method used to find linear combinations of features separating two or more classes. [7] combined LDA and GP symbolic classification for financial multiclass classification problems.
5. GP-assisted LDA was enhanced with a modified version of Platt’s Sequential Minimal Optimization algorithm and with swarm-optimization techniques. Adding a user-defined typing system and deep-learning feature selection resulted in the LDA++ algorithm.

This algorithm was compared with the other SR and non-SR algorithms above over 10 artificial classification problems [8]. Of these 10, LDA++ achieved the top result for 6 datasets, gradient boosting won 2 datasets, multi-layer perceptron and MDC each 1 dataset. Some of the wins were by a small margin and the statistical significance is unclear. A further real-world banking dataset was examined, and LDA++ came second to gradient boosting by a margin of 2%. Thus, while LDA++ showed promise, “a great deal more work has to be done” [9].

The above evolutionary SR-based algorithms are not publicly available through online repositories and their performance has been tested on a small number of datasets with mixed results. This led us to focus our comparison in Section 5 on three top, state-of-the-art, machine-learning classifiers: XGBoost (Extreme Gradient Boosting) [2], LightGBM (Light Gradient Boosting Machine) [6], and a Deep Neural Network (DNN), with 10 hidden layers of size 16 nodes each.

3 ALGORITHMS
We devised and tested three evolutionary SR-based classifiers: GP-LearnClf, CartesianClf, and ClaSyCo. The first two are based on the one-vs-rest approach, while the last one is inherently multinomial.

GP-LearnClf is based on the GPLearn package [4], which implements tree-based GP symbolic regression, is relatively fast, and—importantly—interfaces seamlessly with Scikit-learn [12]. GP-LearnClf evolves $C$ separate populations independently, each fitted to a specific class by considering as target values the respective column vector (of $C$ column vectors) of the one-hot-encoded target vector $y$. The fitness function is based on log loss (aka binary cross-entropy). Prediction is carried out by outputting the argmax of the set of best evolved individuals (one from each population). The hyperparameters to tune were population size, $n\_pop$, and generation count, $n\_gens$. We will discuss hyperparameters in Section 4 (for our SR-based classifiers, the same hyperparameter values were used by all $C$ populations).

CartesianClf is based on Cartesian GP, which grew from a method of evolving digital circuits [10]. It is called ‘Cartesian’ because it represents a program using a two-dimensional grid of nodes. The CGP package we used [14] evolves the population in a $(1 + \lambda)$-manner, i.e., in each generation it creates $\lambda$ offspring (we used the default $\lambda = 4$) and compares their fitness to the parent individual. The fittest individual carries over to the next generation; in case of a draw, the offspring is preferred over the parent. Tournament selection is used (tournament size = $[\text{population}]$), single-point mutation, and no crossover.

We implemented CartesianClf similarly to GP-LearnClf in a one-vs-rest manner, with $C$ separate populations evolving independently, using binary cross-entropy as fitness. The hyperparameters to tune were number of rows, $n\_rows$, number of columns, $n\_columns$, and maximum number of generations, $\text{maxiter}$.

ClaSyCo (Classification through Symbolic Regression and Co-evolution) also employs $C$ populations of trees; however, these are not evolved independently as with the one-vs-rest method (as done with GP-LearnClf and CartesianClf)—but in tandem through cooperative coevolution.

A cooperative coevolutionary algorithm involves a number of evolving populations, which come together to obtain problem solutions. The fitness of an individual in a particular population depends on its ability to collaborate with individuals from the other populations [13, 15].

Specifically, in our case, an individual SR tree $i$ in population $c$, $gp^c_i$, $i \in \{1, \ldots, n\_pop\}$, $c \in \{1, \ldots, C\}$, is assigned fitness through the following steps (we describe this per single dataset sample, although in practice fitness computation is vectorized by Python):

1. Individual $gp^c_i$ computes an output $\hat{y}^c_i$ for the sample under consideration.
2. Obtain the best-fitness classifier of the previous generation, $gp^{c'}_i$ for each population $c'$, $c' \in \{1, \ldots, C\}$, $c' \neq c$ (these are called “representatives” or “cooperators” [13]).
3. Each $gp^c_i$ computes an output $\hat{y}^c_i$ for the sample under consideration.
4. We now have $C$ output values, $\hat{y}^1_{\text{best}}, \ldots, \hat{y}^C_{\text{best}}$. Compute $\sigma(\hat{y}^1_{\text{best}}, \ldots, \hat{y}^C_{\text{best}})$ where $\sigma$ is the softmax function.
5. Assign a fitness score to $gp^c_i$ using the cross-entropy loss function. (NB: only individual $gp^c_i$ is assigned fitness—all other $C - 1$ individuals are representatives.)
Note that an individual in a single population—charged with classifying instances as to whether they belong to the respective (single) class or not—cannot obtain a fitness value without cooperating with all other \( C - 1 \) populations; this is different than the one-vs-rest approach, where the populations evolve entirely independently (including fitness computation). Essentially, we are treating the outputs of \( C \) individuals analogously to a \( C \)-sized softmax output layer of a neural network.

Aside from fitness computation, done in a cooperative manner, all other evolutionary operations (selection, crossover, mutation) are done per population exactly as with standard single-population evolution. The hyperparameters to tune for ClaSyCo were population size, \( n_{\text{pop}} \), and generation count, \( n_{\text{gens}} \).

GPLearnClf, CartesianClf, and ClaSyCo used standard mathematical operations in the function set: add, sub, mul, div, sqrt, log, abs, neg, min, max (div, sqrt, and log were protected versions of the underlying functions, to prevent illegal operations). The terminals were the problem features, which depended on the particular dataset being used.

4 EXPERIMENTAL SETUP

For our experiments we used the popular Scikit-learn Python package [12] due to its superb ability to handle much of the routine desiderata of machine learning coding and experimentation. We compared our three proposed classifiers to the three state-of-the-art ones discussed in Section 2. Thus, our experiment comprised a comparison of six classifiers: GPLearnClf, CartesianClf, ClaSyCo, XGBoost, LightGBM, and DNN.

We used Optuna, a state-of-the-art automatic hyperparameter optimization software framework [1]. Optuna offers a define-by-run style user API where one can dynamically construct the search space, and an efficient sampling algorithm and pruning algorithm. Moreover, our experience has shown it to be fairly easy to set up.

Optuna formulates the hyperparameter optimization problem as a process of minimizing or maximizing an objective function that takes a set of hyperparameters as an input and returns its (validation) score. We used the default Tree-structured Parzen Estimator (TPE) sampling algorithm. Optuna also provides pruning: automatic early stopping of unpromising trials [1].

Optuna was tasked with performing the hyperparameter search. Further, we added the six classifiers themselves into Optuna’s mix—as part of the hyperparameter search space. To wit, Optuna was charged with finding the best classifier along with its hyperparameters. A sample output was of the form:

```
classifier: ['ClaSyCo', 'ClaSyCo.n_pop': 27, 'ClaSyCo.n_gens': 135]
```

This means that Optuna found ClaSyCo to be the best classifier, along with hyperparameters \( n_{\text{pop}}=27 \) and \( n_{\text{gens}}=135 \). The hyperparameter value ranges (for numerical values) or sets (for categorical values) used by Optuna can be found as part of our code, which is available in its entirety at github.com/moshesipper.

The pseudo-code of the experimental setup is given in Algorithm 1. Each single-dataset replicate run begins with an 80%-20% random train-test split. We then fit Scikit-learn’s StandardScaler to the training set and apply the fitted scaler to the test set. This ensures that features have zero mean and unit variance (often helpful for non-tree-based algorithms).

Algorithm 1 Experimental setup (per dataset)

Input:

\[
dataset \rightarrow \text{dataset to be used}
\]

\[
classifiers \leftarrow \{\text{GPLearnClf, CartesianClf, ClaSyCo, XGBoost, LightGBM, DNN}\}
\]

Output:

1. for replicate \( \rightarrow 1 \) to 20 do
2. Randomly split dataset into 80% training set and 20% test set
3. Fit StandardScaler to training set and apply fitted scaler to test set
4. Run Optuna for 100 trials
5. Record best algorithm returned by Optuna

A single Optuna trial represents a process of evaluating an objective function, where Optuna provides hyperparameter suggestions when requested. In our case, in each trial Optuna was asked to suggest a classifier along with hyperparameters for it. The classifier was then fit to the training data; the fitted classifier’s balanced accuracy score over the left-out test data was returned to Optuna as the trial’s score.

Note that we did not use a third left-out data fold, as our study focused on having Optuna find the best-performing classifier on unseen (test) data. We were interested in ascertaining, through Optuna, which classifier emerged as winner per replicate run, where winning was over the test set. Thus, there was no need for further data splitting within the context of our investigation.

Our use of Optuna represents a novel assessment and comparison method. Further, it serves to demonstrate a practical modus operandi when one wishes to obtain the best algorithm for a particular real-life dataset.

5 RESULTS AND DISCUSSION

We used PMLB [11], which offers 162 curated classification datasets—90 binary datasets and 72 multinomial datasets—with number of samples between 32–1025010, number of features between 2–1000, and number of classes between 2–26. Results are presented separately for binary and multinomial datasets.

Each dataset was run 20 times for up to 48 hours—whichever came first. We set the number of trials used by Optuna to 100 per dataset per run. When the 48 hours were up we retained the datasets for which at least half the runs (i.e., 10) finished. This resulted in a total of 132 datasets—84 binary datasets and 48 multinomial ones—with 1653 independent runs for the binary datasets and 869 independent runs for the multinomial datasets.

Table 1 presents the percentage of times each algorithm was chosen as best by Optuna. Unsurprisingly, XGBoost, LightGBM, and DNN performed very well. Our 3 SR-based classifiers were selected as best classifier for a total of 32.6% for the binary case and 13.8% for the multinomial case. While this latter is a drop from the former, both values are still very respectable, given the competing state-of-the-art algorithms.

Note that within our Optuna-based scenario we do not perform a ranking of all algorithms, for which we can asses statistical significance of, say, the different positions. Rather, we task Optuna with finding the best classifier, and simply tally up the number of times each algorithm is chosen as Optuna’s answer.
Table 1: Percentage of times each algorithm was chosen by Optuna as best (win), of the 1653 independent runs for the binary datasets, and 869 independent runs for the multinomial datasets.

| Algorithm | Binary Wins | Multinomial Wins |
|-----------|-------------|------------------|
| XGBoost   | 28.13%      | LightGBM 38.55%  |
| LightGBM  | 24.5%       | XGBoost 32.8%    |
| DNN       | 14.76%      | DNN 14.84%       |
| ClaSyCo   | 13.85%      | ClaSyCo 6.1%     |
| Cartesianclf | 9.44%  | GPLearnClf 4.14% |
| GPLearnClf | 9.32%      | Cartesianclf 3.57% |

Is there an underlying pattern that would help us select the best algorithm given basic dataset attributes: no. samples, no. features, no. classes? To answer this question we created a dataset from our results, where each row comprised 3 attributes—no. samples, no. features, no. classes—and the target value was the classifier chosen as best by Optuna.

We then ran 12 machine learning algorithms—the 6 used herein plus 6 others: gradient boosting, ridge classifier, logistic regression, random forest, AdaBoost and decision tree—but were unable to obtain a good prediction model that would predict the most appropriate classifier to use: the best balanced test-set accuracy over 50 independent runs was only 0.35. This might well be improved in future work if we take into account more dataset attributes. The good news for now, though, is that our Optuna-based methodology is able to automatically discover the top algorithm for a given dataset (along with its hyperparameters).

How do the three evolutionary SR algorithms compare amongst themselves? To answer this, we ran the entire experiment (162 datasets, 20 runs per dataset, 48-hour limit) with only GPLearnClf, CartesianClf, and ClaSyCo. When the 48 hours were up we retained the datasets for which at least half the runs finished, resulting in a total of 61 binary datasets (1159 independent runs) and 18 multinomial datasets (282 independent runs). For the binary datasets results were: ClaSyCo – 47.11% wins, GPLearnClf – 26.83%, CartesianClf – 26.06%; for the multinomial datasets: ClaSyCo – 45.39%, GPLearnClf – 31.21%, CartesianClf – 23.4%.

6 CONCLUDING REMARKS

We presented three evolutionary symbolic regression-based classification algorithms and showed that they perform well over binary and multinomial datasets, able to surpass state-of-the-art algorithms for a significant number of dataset runs. We demonstrated how to find the best method for one’s dataset automatically, through the use of a state-of-the-art hyperparameter optimizer.

We noted that our evolutionary SR algorithms emerged as best for over one third of the binary datasets and about half that number for the multinomial case. This means that often enough they may prove useful, by surpassing top ML methods, and we think they would be a worthy addition to the ML toolkit of classification algorithms.

We believe this is a promising approach with immediate applicability. Further, there are a number of interesting paths to be explored:

- Allow more resources—both Optuna number of trials as well as time limit—to see whether significant improvement can be attained.
- Consider other symbolic regression algorithms.
- Develop an algorithm recommender that takes into account more than just no. samples, no. features, and no. classes, as done above. We might also consider some key aspects of datasets not easily observable, i.e., the nature of the underlying patterns of association (univariate, additive, interactions, heterogeneity, number of true predictive features, etc.).
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