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Abstract

Going beyond correlations, the understanding and identification of causal relationships in observational time series, an important subfield of Causal Discovery, poses a major challenge. The lack of access to a well-defined ground truth for real-world data creates the need to rely on synthetic data for the evaluation of these methods. Existing benchmarks are limited in their scope, as they either are restricted to a “static” selection of data sets, or do not allow for a granular assessment of the methods’ performance when commonly made assumptions are violated. We propose a flexible and simple to use framework for generating time series data, which is aimed at developing, evaluating, and benchmarking time series causal discovery methods. In particular, the framework can be used to fine tune novel methods on vast amounts of data, without “overfitting” them to a benchmark, but rather so they perform well in real-world use cases. Using our framework, we evaluate prominent time series causal discovery methods and demonstrate a notable degradation in performance when their assumptions are invalidated and their sensitivity to choice of hyperparameters. Finally, we propose future research directions and how our framework can support both researchers and practitioners.

1 Introduction

The aim of Causal Discovery is to identify causal relationships from purely observational data. Special interest lies in identifying causal effects for time series data, where individual observations arrive ordered in time. Compared to the case of independent and identically distributed (IID) data, a robust analysis of time series data requires one to address additional difficulties and guard against pitfalls. These difficulties include non-stationarity, which can materialize in shifts in distribution (e.g., a shift in the mean or a higher moment, potentially from interventions). Moreover, real-world time series tend to show various levels of autocorrelation. These can both carry valuable long-term information, but also invalidate typical assumptions for statistical procedures, such as the independence of samples (cf. the Gauss-Markov Theorem for linear regression [7 Chapter 3.2]).

One major benefit is that the order of time can help distinguish cause from effect. As the future cannot affect the past, the causal driver can be identified as the variable that occurred first. This is a valid assumption for high-resolution data; however, for lower resolutions, one must consider contemporaneous or instantaneous effects, where one variable has a causal effect on another variable observed at the same point in time.

Additional complications arise when it comes to evaluating and comparing the performance of individual methods. Frequently, new techniques are evaluated against their own synthetic benchmarks,
rather than following one “gold standard” such as those which have been established in other domains within machine learning, e.g. MNIST [15] [14] and CIFAR-10/100 [13] for image classification. The lack of a general benchmark with known ground truth makes it difficult to compare individual methods, especially when there is not a publicly available implementation of the new method.

For real-world problems, there is often no known ground truth causal structure and it is impossible to observe all the variables to ensure causal sufficiency [35]. In many cases it is unclear how a causal structure can be defined. For example, consider a system with many highly correlated time series; in such a setup, it is often not straightforward to identify whether an observed effect stems from a single time series, a subset, or all of them. Moreover, real-world data often violate assumptions made for causal discovery methods (such as IID data, or linear relationships between variables). Therefore, it is important to test how individual methods perform when these assumptions are not satisfied.

We propose a flexible, yet easy to use synthetic data generation process based on structural causal models [23], which can be used to benchmark causal discovery methods under a wide-range of conditions. We show the performance of prominent methods when key assumptions are invalidated and demonstrate the sensitivity to the choice of hyperparameter values.

2 Background

2.1 Brief overview of causal discovery methods

We here give a high level overview of Causal Graph Discovery methods, which aim to identify a Directed Acyclic Graph (DAG) from purely observational data. A DAG consists of nodes connected by directed edges/links from parent nodes to child nodes. Nodes in the DAG represent the variables in the data and edges indicate direct causes, i.e., a variable is said to be a direct cause of another if the former is a parent of the latter in the DAG. Classical methods for Causal Discovery for IID data either depend on Conditional Independence Tests or are based on Functional Causal Models. For a recent review of the topic, we refer the reader to [9].

Methods that depend on Conditional Independence Tests can be seen as a special case of discovery methods for Bayesian Networks [34]. These methods use a series of conditional independence tests to construct a graph that satisfies the Causal Markov Condition, cf. [35] Chapter 3.4.1, [34]. Typically, the convergence to a true DAG cannot be guaranteed and the resulting graph is only partially directed (a Completed Partially DAG (CPDAG), cf. [34] for more details). Two subclasses of these algorithms are Constraint Based Methods (e.g., PC [34] and (R)FCI [5]) and Score Based Methods, which optimize a score that results in a graph that is (as close as possible to) a DAG (e.g., Greedy Equivalence Search (GES), see [4] [20]). Both constraint and score based methods can be combined to obtain Hybrid Methods, such as GFCI [9], which combines GES with FCI.

Functional Causal Models prescribe a specific functional form to the relation between variables (see [8] [22]). A well-known example is the Linear Non-Gaussian Additive Model (LiNGAM) [31] [32]. A more recent example within this class is NoTEARS [40], which encodes a DAG-constraint as part of a differentiable loss function. There are non-linear extensions of NoTEARS [39] [41] and similar ideas with optimization of a loss for learning DAGs have been used in [21] and [37]. This class of methods returns a functional representation, from which a DAG can be obtained. Note that the latter is typically not assumed to be “causal” as it may not satisfy the Causal Markov Condition.

Time series causal discovery For time series causal discovery there are two notions of a causal graph—the Full Time Graph (FG) and the Summary Graph (SG); both defined in [25] Chapter 10.1. The FG is a DAG whose nodes represent the variables at each point in time, with the convention that future values cannot be parents of present or past values. The SG is a “collapsed” version of the FG, where each node represents a whole time series. There exists an edge $X_i \rightarrow X_j$ in the SG if and only if there exists $t \leq t'$ s.t. $X_i(t) \rightarrow X_j(t')$ in the FG.

The classical approach to causal discovery for time series is Granger Causality [10]. Intuitively, for two time series $X$ and $Y$ in a universe of observed time series $U$, we say that “$X$ Granger causes $Y$” if excluding historical values of $X$ from the universe $U$ decreases the forecasting performance of $Y$. Non-linear versions of Granger Causality [13] have been proposed and Granger Causality is closely linked to (the non-linear) Transfer Entropy, cf. [30] [2]. The concept has been extended to multivariate Granger Causality approaches, often combined with a sparsity inducing Lasso penalty, cf. [1] [33].
Beyond Granger Causality, there have been many recent approaches to Causal Discovery for time series, particularly at the FG level. PCMCi/PCMCi+ \cite{26,29,27} and the related LPCMCi \cite{8} execute a two-step procedure. The first step consists of estimating a set of parents for each variable, which is based on PC and FCI, respectively. In the second step, we test for conditional independence of any two variables conditioned on the union of their parents. Furthermore, VAR-LiNGAM \cite{13}, DYNOTEARS \cite{22} and SVAR-(G)FCI \cite{17} are vector-autoregressive extensions of LiNGAM, NoTEARS and FCI / GFCI, respectively. Further recent references for time series causal discovery methods can be found in \cite{24,6,12,38}.

2.2 Structural causal models

Next we introduce Structural Causal Models (SCM) \cite{23}, also known as Structural Equation Models or Functional Causal Models. These models assume that child nodes in a causal graph have a functional dependence on their parents. More precisely, given a set of variables $X_1, \ldots, X_m$, each variable $X_i$ can be represented in terms of some function $F_i$ and its parents $\mathcal{P}(X_i)$ as

$$X_i = F_i(\mathcal{P}(X_i), N_i),$$

where $N_i$ are independent noise terms with a given distribution. In practice, the SCM in Eq. (1) is often too general and one considers a more restricted class. In particular, we focus on Causal Additive Models (CAM) \cite{3}, where both $F_i$ and the noise are additive, such that (for univariate functions $f_{ij}$)

$$X_i = \sum_{X_j \in \mathcal{P}(X_i)} f_{ij}(X_j) + N_i.$$  \hspace{1cm} (2)

A special case are linear causal models with $f_{ij}(x) = \beta_{ij} x$, s.t. $X_i = \sum_{X_j \in \mathcal{P}(X_i)} \beta_{ij} X_j + N_i$.

In the case of time series, the functions $F_i$ can in principle depend on time, which creates additional difficulties for estimating causal relationships between variables. Within the proposed framework, we will assume that the functions $F_i$ are invariant over time and that, in particular, the causal dependence between variables does not change over time:

$$X_i(t) = \sum_{X_j(t') \in \mathcal{P}(X_i(t))} f_{ij}(X_j(t')) + N_i,$$  \hspace{1cm} (3)

where necessarily $t' \leq t$ for each $X_j(t') \in \mathcal{P}(X_i(t))$, in order to preserve the order of time.

In general, one cannot fully resolve the causal graph from observational data generated by a fully general SCM as in Eq. (1). However, if the model is restricted to specific classes, such as a non-linear CAM, the full DAG is, in principle, identifiable \cite{3}. Naturally, in a real use case the class of models must be assumed or known \textit{a priori}. Moreover, while a linear SCM with Gaussian noise renders the DAG unidentifiable for IID data, this is not always the case for time series \cite{25} Chapter 10.

2.3 Related work

When novel methods are developed, the performance is usually evaluated on synthetic data (cf. \cite{24}), which helps to identify strengths and weaknesses of the methods. Unfortunately, the results cannot be directly compared to other methods, as the generated data is often not made available. For this reason, it is desired to create general benchmarks that can be used to compare methods. One example is the benchmark created for the ChaLearn challenge for pairwise causal discovery \cite{11}. Recent work has been done to create a unified benchmark for causal discovery for time series. CauseMe \cite{28} contains a mix of synthetic, hybrid, and real data based on challenges found in climate and weather data. For these scenarios, the platform provides a ground truth (based on domain knowledge for real data).

We see three points to how our proposed framework goes beyond the capabilities of CauseMe. First, CauseMe is based on a “static” set of data used for benchmarking results. This increases the chance of “overfitting” new methods to perform well on the specific use case covered in the benchmark, rather than to perform well in general. Our proposed framework allows one to generate vast amounts of data with different properties, including number of observations and number of variables, enabling the user to select more robust hyperparameters that perform well under a diverse selection of problems. Second, our framework provides a greater flexibility to the user, which allows them to understand the behavior of the method in specific edge cases (e.g., when underlying assumptions are violated),
or how a method scales with the number of time series. Third, the proposed framework contributes to reproducibility. It allows the user to specify the configuration used for an experiment, based on which others can regenerate the very same data, facilitating the reproduction of their results.

3 Data generating process

We now describe the proposed data generating process. The general idea follows three steps: (i) specify and generate a time series causal graph, (ii) specify and generate a structural causal model (SCM), and (iii) specify the noise and runtime configuration to generate synthetic time series data. We expose a hierarchical DataGenerationConfig object, which contains subconfiguration objects for the causal graph (CausalGraphConfig), for the SCM (FunctionConfig), and to generate data (NoiseConfig and RuntimeConfig). See Appendix C for a complete example. See Figure 1 captures a high-level overview of the process to go from a partially defined configuration to generated data, while Algorithm 1, Algorithm 2, and Algorithm 3 in Appendix A detail the full process. The concept of complexity exists in the configurations. Each configuration object allows the user to make the problem as complex or simple as they would like. Using the complexity parameter allows the system to specify default values if the user does not want to fully specify the configuration.

We expose a configuration for four types of variables: targets, features, latent, and noise. This provides the user with the capability to define the structure around specific variables. For example, when performing causal feature selection, such as in SyPI [19], one may want to ensure a target variable is a sink node, i.e., it has no children. This is a key feature of the graph, function, and noise configurations as they allow one to fully specify the model based on the assumptions of ones’ method, such as causal sufficiency and linearity for DYNOTEARS [22]. Additionally, sparsity of the causal graph can easily be controlled by specifying the likelihood of edges (as a universal setting or for each variable type) and the maximum number of parents and children for each variable type.

Figure 2 (a) shows causal sufficiency being broken as we have introduced an unobserved variable. Figure 2 (b) displays the time series for the three observed variables. However, if desired, it is possible to return all the synthetic data, including the latent variables and the noise variables by setting return_observed_data_only to False in the RuntimeConfig. Another powerful feature is defining the noise distributions after creating the SCM. The user can easily generate new data with different noise distributions and/or signal-to-noise ratio without needing to create a new SCM as depicted in Figure 1. Finally, the process is open source and an example script is provided to demonstrate the effects of the various configuration settings, to provide further information on the complexity settings, and to allow users to generate data for their use cases.

Figure 1: The user provides a DataGenerationConfig object. This can be partially defined and default values based on the complexity setting will be used to complete the configuration. Given the completed configuration, a time series causal graph (a Full Time Graph, cf. § 2.1) is randomly generated. For each edge of the DAG, a functional dependency is randomly chosen, resulting in a randomly generated SCM from which data can be generated. Multiple data sets with varying number of observations can be returned for a single SCM. Therefore, the user receives a list of data sets and a single DAG. Optionally, the user can override the original NoiseConfig and/or RuntimeConfig provided with the DataGenerationConfig. E.g., the user can change the noise distributions or regenerate a data set to also return unobserved variables.

We expose a configuration for four types of variables: targets, features, latent, and noise. This provides the user with the capability to define the structure around specific variables. For example, when performing causal feature selection, such as in SyPI [19], one may want to ensure a target variable is a sink node, i.e., it has no children. This is a key feature of the graph, function, and noise configurations as they allow one to fully specify the model based on the assumptions of ones’ method, such as causal sufficiency and linearity for DYNOTEARS [22]. Additionally, sparsity of the causal graph can easily be controlled by specifying the likelihood of edges (as a universal setting or for each variable type) and the maximum number of parents and children for each variable type.

Figure 2 (a) shows causal sufficiency being broken as we have introduced an unobserved variable. Figure 2 (b) displays the time series for the three observed variables. However, if desired, it is possible to return all the synthetic data, including the latent variables and the noise variables by setting return_observed_data_only to False in the RuntimeConfig. Another powerful feature is defining the noise distributions after creating the SCM. The user can easily generate new data with different noise distributions and/or signal-to-noise ratio without needing to create a new SCM as depicted in Figure 1. Finally, the process is open source and an example script is provided to demonstrate the effects of the various configuration settings, to provide further information on the complexity settings, and to allow users to generate data for their use cases.

https://github.com/causalens/cdml-neurips2020
Figure 2: (a) A simple time series causal graph (a Full Time Graph, cf. § 2.1) with a maximum lag of two, one target variable \(Y_1\), two feature variables \(X_1\) and \(X_2\), and one latent variable \(U_1\); the noise nodes are not displayed for simplicity. \(U_1\) shows an autoregressive relationship. (b) The three observed time series drawn from a SCM with the causal graph in (a).

4 Experiments

In order to demonstrate the breadth of data that can be created using the process proposed in § 3, we performed several experiments (see Table 1 below and Table 4 in Appendix B), each of which invalidates a specific assumption of the methods under test. The goal is not to fully evaluate each method, but to show how the proposed data generating process supports testing.

The established methods were chosen due to their popularity and the availability of open source Python implementations. Additionally, we evaluated a custom implementation of a multivariate version of Granger Causality [11][33]. We also tested a bivariate version of Granger Causality [10] and the PC [34] algorithm (based on PCMCI [29]). We do not report results for these two methods, as they significantly underperformed. Supplemental experiments and results are provided in Appendix B.

The methods and hyperparameters are listed in Table 2. PCMCI(+) was used with Partial Correlation and a threshold of \(\alpha = 0.02\) for statistical significance. Note that the hyperparameters have been chosen manually to avoid an overly “aggressive” selection of links, which would result in high FPRs or FNRs (cf. § 4.1). We note that the results are sensitive to hyperparameter choices, generally resulting in a tradeoff between higher TPRs and TNRs (cf. Figure 6 and Figure 7).

For each experiment, 200 unique SCMs were generated from the same parameterization space defined for the specific experiment and a single data set with 1000 samples was generated from each SCM. For the causal sufficiency experiment, the number of feature nodes is kept at 10, while the number of latent nodes increases from 0 to 20. For the other experiments, the parameterization space allows for a variable number of nodes to not limit the experiments to a single graph size. Additionally, the metrics are normalized to allow for a fair comparison between varying graph sizes. The results presented in § 4.2 capture the average metrics (with a maximum lag to consider of \(\ell_{\text{max}} = 5\), defined in § 4.1) for each causal discovery method across the 200 data sets with known causal ground truth. The synthetic data never contained true lags longer than 5 timesteps in the past. Finally, to demonstrate the effect of the choice of hyperparameters on PCMCI and DYNOTEARS, we performed the causal sufficiency experiment using 100 unique SCMs and a single data set with 500 samples generated from each SCM while modifying two hyperparameters of each method.

Table 1: Experiments

| Name                  | Description                                                                 |
|-----------------------|-----------------------------------------------------------------------------|
| 1. Causal Sufficiency | The number of observed variables remains fixed while the number of latent variables is increased. |
| 2. Non-Linear Dependencies | The likelihood of linear functions is decreased while the likelihood of monotonic and periodic functions is increased. |
| 3. Instantaneous Effects | The minimum allowed lag in the SCM is reduced from 1 to 0. |

2 Experiment data sets are provided: https://github.com/causalens/cdml-neurips2020
Table 2: Causal discovery methods and their chosen hyperparameters

| Name                  | Source                          | Hyperparameters                      |
|-----------------------|---------------------------------|--------------------------------------|
| PCMCI [29]            | Python package [tigramite]      | tau_min = 0, tau_max = 5, pc_alpha = 0.01 |
| PCMCI+ [27]           | Python package [tigramite]      | tau_min = 0, tau_max = 5, pc_alpha = 0.05 |
| DYNOTEARS [22]        | Python package [causalnex]      | lambda_w = lambda_a = 0.15, w_threshold = 0.0, p = 5 |
| VAR-LINGAM [13]       | Python package [lingam]         | prune = True, criterion = 'aic', lags = 5 |
| Multivariate Granger  | Cross-validated Lasso regression [scikit-learn] + one-sided t-test [statsmodels] | cv_alphas = [0.02, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5], max_lag = 5 |

4.1 Metrics and evaluation details

In order to evaluate a time series causal graph, we must define a maximum lag variable $\ell_{\text{max}}$, which controls the largest potential lag we want to evaluate. Given $m$ time series $X_1, \ldots, X_m$, we define the “universe” of variables $X_t := \left\{ X_i(t - s) \mid i = 1, \ldots, m \text{ and } s = 0, \ldots, \ell_{\text{max}} \right\}$ (4) and the set of possible links with maximal lag $\ell_{\text{max}}$ is given by $L_t := \left\{ X_i(t - s) \rightarrow X_j(t) \mid i, j \in \{1, \ldots, m\} \text{ and } s = 0, \ldots, \ell_{\text{max}} \text{ s.t. } s > 0 \text{ or } i \neq j \right\}$ (5).

As a special case, Eq. (5) contains the instantaneous links $\tilde{L}_t := \left\{ X_i(t) \rightarrow X_j(t) \mid i, j \in \{1, \ldots, m\}, i \neq j \right\}$ (6).

Note that the latter coincides with all the possible links $m(m - 1)$ prominent in an IID setup. The total number of links is given by $|L_t| = (\ell_{\text{max}} + 1)m^2 - m$. Due to the acyclicity constraint for instantaneous links $\tilde{L}_t$, a valid DAG can contain at most $\ell_{\text{max}}m^2 + m(m - 1)/2$ links.

One can then define the True Positives (TP) as the correctly identified links in $L_t$, and similarly for True Negatives (TN), False Positives (FP) and False Negatives (FN). Table 3 contains the metrics used to evaluate the performance, including NTP, NFP and NFN, which can be used to derive SHD, F1, as well as the True Positive Rate: $\text{TPR} = \frac{\text{NTP}}{\text{TPP} + \text{NFP}}$.

Table 3: Metrics

| Name                        | Acronym   | Description                                      |
|-----------------------------|-----------|--------------------------------------------------|
| F1-Score                    | F1        | Calculated as $\text{F1} = \frac{\text{TP}}{\text{TP} + (\text{FP} + \text{FN}) / 2}$ |
| Structural Hamming Distance | SHD       | Normalized as $(\text{FP} + \text{FN}) / |L_t|$ |
| Normalized True Positives   | NTP       | Calculated as $\text{TP} / |L_t|$ |
| Normalized False Positives  | NFP       | Calculated as $\text{FP} / |L_t|$ |
| Normalized False Negatives  | NFN       | Calculated as $\text{FN} / |L_t|$ |

4.2 Results

Performance of the causal discovery methods under evaluation against the metrics defined in §4.1 are provided in Figure 3, Figure 4, and Figure 5 for the experiments defined in Table 1, respectively. Figure 3 and Figure 4 show how all the methods are affected by latent variables and non-linear dependencies, respectively. The compared methods share the assumptions of causal sufficiency and linearity, and, as expected, their performance degrades with the violation of these assumptions. The introduction of non-linearities decreases the methods’ performance to a much larger extent than the invalidation of causal sufficiency. However, the choice of hyperparameters has as much of an effect, even when assumptions are met. Not all hyperparameters have the same importance and, accordingly, we suggest a range of values in Figure 6 and Figure 7 for PCMCI and DYNOTEARS, respectively. Finally, results for the supplemental experiments are provided in Appendix B.
Figure 3: Causal Sufficiency - The percentage of latent variables is the number of latents divided by the number of observed plus latent. (a) F1 decreases for all methods as more latent variables are added. (b) Note that SHD also decreases. As defined in Table 3, SHD is only a function of FPs and FNs, while F1 is also a function of TPs. (c) and (e) respectively show that TPs and FPs decrease at a similar rate as more latent variables are added. TPs have a larger effect on F1, hence why we observe an overall decrease. (d) The relative minor changes in FPs when compared to the larger decrease in FNs leads to an overall decrease in SHD.

Figure 4: Non-Linear (Monotonic and Periodic) Dependencies - (a) F1 decreases and (b) SHD increases as the percentage of linear dependencies in the system is decreased. A key observation is that VAR-LiNGAM, multivariate Granger, and DYNOTEARS have the largest decreases in F1, which is expected as they are linear vector autoregressive models. PCMCI and PCMCI+ are negatively impacted by the use of Pearson correlation within the conditional independence test. We explicitly apply linear methods to a non-linear setting to demonstrate how the methods perform when this assumption is violated; we are not expecting linear methods to perform well for non-linear problems.
Figure 5: Instantaneous Effects - (a) F1 decreases and (b) SHD increases for all methods when instantaneous effects are allowed. By construction, multivariate Granger does not regress on covariates with lag 0 and hence cannot identify instantaneous effects; the TPs (c) drop substantially. PCMCI+ is specifically designed to handle instantaneous links [27]. PCMCI is capable of returning edges at lag 0, but the edges are not oriented. As such, for each TP, there will be a FP, as seen by the steep increase in FPs (d) for PCMCI when compared to the slower increase for PCMCI+. Note that this is one scenario when PCMCI does not return a valid DAG, but a CPDAG (cf. § 2).

Figure 6: (a) F1 and (b) SHD for different choices of hyperparameters for PCMCI. We varied the p-value threshold for the final selection (first parameter in the legend) over {0.01, 0.02, 0.05} and the p-value for the PC algorithm (second parameter in the legend) over {0.02, 0.05, 0.1, 0.15}. Both F1 and SHD show that the variation of the p-value for the PC step only has a minor effect on the performance, and the majority is accounted for by the first parameter, which is the p-value threshold used for the final score. From the results, the best performance is achieved for the final p-value threshold equal to 0.01 and the p-value for the PC step in the range of [0.02, 0.2].
Figure 7: [a] F1 and [b] SHD for different choices of hyperparameters for DYNOTEARS. The first parameter in the legend is equal to the L1-penalty on all the variables (specified by lambda_w and lambda_a, which are here chosen to be equal). The second parameter is w_threshold, which is used as a threshold for the cutoff of weights. The results suggest that the optimal choices are moderate values of the L1-penalties (lambda_w and lambda_a between 0.5 and 1.0), combined with a small value for w_threshold.

5 Conclusion

We have proposed a process to generate synthetic time series data with a known ground truth causal structure and demonstrated its functionality by evaluating prominent causal discovery techniques for time series data. The process is easily parameterizable yet provides the capability to generate data from vastly different scenarios. The process is open source and an example script to allow users to generate data for their use cases is provided. This is the main contribution over existing benchmarks, such as CauseMe [28], as their scope is restricted with respect to number of observations, number of variables, and specific dynamic system challenges. We have demonstrated how the proposed framework can be used to discriminate the performance of different causal discovery methods under a variety of conditions and how this framework can be used for fine tuning hyperparameters without the fear of overfitting to a target benchmark.

We believe our proposed data generating process can be used to support both research and the practical applications of causal discovery. As a result of our experiments, we have identified two important research directions: (i) the continued development of efficient, non-linear methods, and (ii) less reliance on hyperparameters. To address sparsity of data and lack of ground truth, a researcher/practitioner will generate synthetic data in agreement with their domain knowledge. The resulting synthetic benchmark will provide a principled approach to the development/selection of a method and its hyperparameters, as opposed to simply overfitting to one’s data.

Future work The current implementation can be extended in various directions, particularly around functional forms, noise, and dynamic graphs. Currently, the process only supports additive, homoscedastic noise; adding support for multiplicative and heteroscedastic noise would be beneficial. The current process also produces static models. Allowing for the distributions, function parameters, and causal graph to change over time will produce synthetic data with changepoints, regime shifts, and/or interventions.
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A Algorithmic representation of data generating process

Algorithm 1, Algorithm 2, and Algorithm 3 define the data generating process proposed in § 3 and provide the low-level steps to go from a configuration to generated data as shown in Figure 1.

Algorithm 1: Time Series Data Generation

**Input:** config: DataGenerationConfig

1. Complete missing values with defaults for config.noise_config (based on complexity value) and config.runtime_config.
2. Generate TimeSeriesCausalGraph per Algorithm 2.
3. Generate StructuralCausalModel per Algorithm 3.
4. foreach num_samples and data_generating_seed in config.runtime_config do
   5. Seed process using data_generating_seed.
   6. Initialize all data with zeroes.
   7. foreach Noise variable $N_i$ in StructuralCausalModel do
      8. if noise_config.noise_variance is provided as a range then
         9. noise_var $\sim$ Uniform(noise_config.noise_variance)
      10. else
         11. noise_var $\leftarrow$ noise_config.noise_variance
      12. end
      13. Randomly sample noise distribution from noise_config.distributions with probabilities defined in noise_config.prob_distributions.
      14. $N_i \leftarrow$ Sample num_samples IID samples from the chosen distribution with variance noise_var.
   8. foreach Noise variable $N_i$ with an autoregressive edge in StructuralCausalModel do
      9. for $t \leftarrow 1$ to num_samples do
         10. $N_i(t) \leftarrow N_i(t) + f_i(N_i(t - 1))$
      11. end
   10. for $t \leftarrow$ config.graph_config.max_lag to num_samples do
      11. foreach Non-noise variable $X_i$ in topological order of graph do
         12. foreach Parent variable $X_j$, lagged time index $t'$, and functional dependency $f_{ij}$ do
            13. $X_i(t) \leftarrow X_i(t) + f_{ij}(X_j(t'))$
         14. Note: This includes the additive noise as the noise is a parent and its functional dependency is the identity function as described in Algorithm 3
      15. end
   16. end
   17. end
5. Output: Tuple[List[Dataset], TimeSeriesCausalGraph]
Algorithm 2: Time Series Causal Graph Generation

Input: graph_config: CausalGraphConfig

1. Complete missing values with defaults based on complexity value for graph_config.
2. Initialize empty DAG with $M$ nodes, where $M = (1 + graph\_config.include\_noise) \times (graph\_config.num\_targets + graph\_config.num\_features + graph\_config.num\_latent) \times (1 + graph\_config.max\_lag)$.

3. **if** graph_config.include_noise **then** Add connections for noise.
   
   4. **foreach** noise_node do
      
      5. Add edge to its corresponding target, feature, or latent node.
   
   **end**

4. **if** graph_config.max_lag $> 0$ **then** Add autoregressive edges.
   
   5. **foreach** target, feature, latent, and noise variable in graph do
      
      6. add_edge $\sim$ Bernoulli(graph_config.prob_<var_type>_autoregressive)
      
      7. **if** add_edge is True then
         
         8. Add forward (in time) edge between consecutive nodes of current variable.
      
      **end**
   
   **end**

6. **foreach** Non-noise node at time $t$ (i.e., lag of 0) do
   
   7. Construct a list of possible parents based on graph_config.min_lag (or current topology of DAG if min_lag is 0 to maintain acyclic graph), graph_config.allow_latent_direct_target_cause, and graph_config.allow_target_direct_target_cause.
   
   8. Shuffle list of possible parents.
   
   9. While Current number of parents $< graph\_config.max\_<var\_type>_parents$ and length of list of possible parents $> 0$ do
      
      10. Pop first element from list of possible parents.
      
      11. prob_edge $\leftarrow$ graph_config.prob_<var_type>_parent if not None else graph_config.prob_edge
      
      12. add_edge $\sim$ Bernoulli(prob_edge) # Note: prob_edge controls graph sparsity.
      
      13. **if** add_edge is True and the number of existing children of the current possible parent node $< graph\_config.max\_<parent\_type>_children$ then
         
         14. Add edge from possible parent to current node.
      
         15. Add edges between nodes with appropriate lags up to graph_config.max_lag, e.g., if $X_j(t-1) \rightarrow X_i(t)$, then $X_j(t-2) \rightarrow X_i(t-1)$, etc.
      
      **end**
   
   **end**

16. **end**

Output: TimeSeriesCausalGraph
Algorithm 3: Structural Causal Model Generation

**Input:** function_config: FunctionConfig, causal_graph: TimeSeriesCausalGraph

1. Complete missing values with defaults based on complexity value for function_config.
2. **foreach** Node in causal_graph at time t (i.e., lag of 0) **do**
   3. **if** Current node is a noise node and it has a parent **then**
      4. Sample linear weights for functional dependency $f_i$ between its parent and itself as its only possible parent is the lagged version of itself and this relationship is currently limited to linear.
      5. Set autoregressive relationship to linear function with sampled parameters.
   6. **else**
      7. **foreach** Parent of current node **do**
         8. **if** Current parent is a noise node **then**
            9. Set functional dependency $f_{ij}$ to the identity function as noise is currently simply treated as additive.
         10. **else**
             11. Randomly sample function type from function_config.functions with probabilities function_config.prob_functions.
             12. Randomly sample parameters for chosen function type (cf. example script for details).
             13. Set functional dependency $f_{ij}$ to sampled function with sampled parameters.
      14. **end**
   15. **end**
3. **end**

**Output:** StructuralCausalModel
B Supplemental experiments

We performed two additional experiments, as outlined in Table 4, on the methods in Table 2. As described in § 4, for each experiment, 200 unique SCMs were generated from the same parameterization space defined for the specific experiment. For the non-Gaussian noise experiment, a single data set with 1000 samples was generated from each SCM, while we varied the number of samples in the data set from each SCM for the IID experiment. The following results shown in Figure 8 and Figure 9 capture the average metrics, defined in § 4.1, for each causal discovery method across the 200 data sets with known causal ground truth for the experiments defined in Table 4, respectively.

Table 4: Supplemental experiments

| Name               | Description                                                                 |
|--------------------|-----------------------------------------------------------------------------|
| 4. IID Data        | Only IID data is generated.                                                 |
| 5. Non-Gaussian Noise | The likelihood of additive Gaussian noise is decreased while the likelihood of Laplace, Student’s t, and uniform distributed noise is increased. The noise variance remains unchanged. |

(a) F1

(b) SHD

(c) Normalized true positives

(d) Normalized false positives

Figure 8: IID Data - For IID data the true links in the causal graph only exist between nodes with a relative lag of 0. As described in Figure 5, our implementation of multivariate Granger can never identify instantaneous effects. For the IID case, all the true edges are instantaneous effects and the method returns zero true positives (c). (a) F1 improves for all other methods as the number of observations increase. The increase in SHD (b) for PCMCI is again attributed to the increase in false positives (d) due to its inability to orient edges of contemporaneous links as mentioned in Figure 5.
Figure 9: Non-Gaussian Noise - (a) F1 is stable for all methods so they perform fairly well when noise is sampled from distributions with fatter tails. The increase in F1 below 25% can be attributed to both the increase in true positives (c) and the decrease in false negatives (e). (b) SHD follows the trajectory of the false negatives as the false positives (d) are relatively flat in comparison.
Example configuration

```python
import (CausalGraphConfig, DataGenerationConfig, FunctionConfig, NoiseConfig, RuntimeConfig)

# DataGenerationConfig is the top-level configuration object and provides the capability
# to specify all necessary parameters to generate a SCM and sample time series data.
config = DataGenerationConfig(
    random_seed=1,
    # Controls random behavior and ensures reproducibility for graph and SCM generation.
    complexity=20,
    percent_missing=0.0, # Percentage of missing data (NaN values) in final data set(s).
    causal_graph_config=CausalGraphConfig(
        graph_complexity=20,
        # Noise is included in the system. Should always be True.
        include_noise=True,
        # Maximum possible lag between a parent and child.
        max_lag=3,
        # Minimum possible lag between a parent and child. 0 allows instantaneous effects
        min_lag=1,
        num_targets=1, # Number of target variables.
        num_features=10, # Number of feature variables.
        num_latent=2, # Number of latent variables.
        prob_edge=0.25,
        # Only 1 lagged node of a variable can be a parent of another node.
        max_parents_per_variable=1,
        # Helps to control graph sparsity.
        max_target_parents=2,
        # Maximum number of parents for a target node.
        max_target_children=0,
        # Likelihood of an edge between a possible parent and a target variable.
        prob_target_parent=0.2,
        # Helps to control graph sparsity.
        max_feature_parents=3,
        # Maximum number of parents for a feature node.
        max_feature_children=2,
        # Maximum number of children for a feature node.
        max_latent_parents=2,
        # Maximum number of parents for a latent node.
        max_latent_children=2,
        # A latent variable cannot be a direct cause of a target variable.
        allow_latent_direct_target_cause=False,
        # A target variable cannot be a direct cause of another target variable.
        allow_target_direct_target_cause=False,
        # Likelihood of autoregressive relationship for a target variable.
        prob_target_autoregressive=1.0,
        # Likelihood of autoregressive relationship for a feature variable.
        prob_feature_autoregressive=0.8,
        # Likelihood of autoregressive relationship for a latent variable.
        prob_latent_autoregressive=0.5,
        # Likelihood of autoregressive relationship for a noise variable.
        prob_noise_autoregressive=0.1,
    ),
    function_config=FunctionConfig(
        function_complexity=30,
        # Possible functional dependencies on each edge.
        functions=["linear", "monotonic", "trigonometric"],
        # Likelihood of choosing above functional forms.
        prob_functions=[0.4, 0.5, 0.1],
    ),
    noise_config=NoiseConfig(
        noise_complexity=20,
        # Variance of each noise node is drawn from uniform distribution with given range
        noise_variance=[0.01, 0.1],
        # Possible noise distributions.
        distributions=["gaussian", "laplace", "students_t", "uniform"],
        # Likelihood of choosing above distributions.
        prob_distributions=[0.4, 0.2, 0.2, 0.2],
    ),
    # Two data sets will be returned. One with 100 and another with 500 observations.
    num_samples=[100, 500],
    data_generating_seed=[42, 43],
    # Values for latent and noise variables will not be returned.
    return_observed_data_only=True,
    # Data will not be normalized to zero mean and unit variance.
    normalize_data=False
)
```
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Example configuration

```python
import (CausalGraphConfig, DataGenerationConfig, FunctionConfig, NoiseConfig, RuntimeConfig)

# DataGenerationConfig is the top-level configuration object and provides the capability
# to specify all necessary parameters to generate a SCM and sample time series data.
config = DataGenerationConfig(
    random_seed=1,
    # Controls random behavior and ensures reproducibility for graph and SCM generation.
    complexity=20,
    percent_missing=0.0, # Percentage of missing data (NaN values) in final data set(s).
    causal_graph_config=CausalGraphConfig(
        graph_complexity=20,
        # Noise is included in the system. Should always be True.
        include_noise=True,
        # Maximum possible lag between a parent and child.
        max_lag=3,
        # Minimum possible lag between a parent and child. 0 allows instantaneous effects
        min_lag=1,
        num_targets=1, # Number of target variables.
        num_features=10, # Number of feature variables.
        num_latent=2, # Number of latent variables.
        prob_edge=0.25,
        # Only 1 lagged node of a variable can be a parent of another node.
        max_parents_per_variable=1,
        # Helps to control graph sparsity.
        max_target_parents=2,
        # Maximum number of parents for a target node.
        max_target_children=0,
        # Likelihood of an edge between a possible parent and a target variable.
        prob_target_parent=0.2,
        # Helps to control graph sparsity.
        max_feature_parents=3,
        # Maximum number of parents for a feature node.
        max_feature_children=2,
        # Maximum number of children for a feature node.
        max_latent_parents=2,
        # Maximum number of parents for a latent node.
        max_latent_children=2,
        # A latent variable cannot be a direct cause of a target variable.
        allow_latent_direct_target_cause=False,
        # A target variable cannot be a direct cause of another target variable.
        allow_target_direct_target_cause=False,
        # Likelihood of autoregressive relationship for a target variable.
        prob_target_autoregressive=1.0,
        # Likelihood of autoregressive relationship for a feature variable.
        prob_feature_autoregressive=0.8,
        # Likelihood of autoregressive relationship for a latent variable.
        prob_latent_autoregressive=0.5,
        # Likelihood of autoregressive relationship for a noise variable.
        prob_noise_autoregressive=0.1,
    ),
    function_config=FunctionConfig(
        function_complexity=30,
        # Possible functional dependencies on each edge.
        functions=["linear", "monotonic", "trigonometric"],
        # Likelihood of choosing above functional forms.
        prob_functions=[0.4, 0.5, 0.1],
    ),
    noise_config=NoiseConfig(
        noise_complexity=20,
        # Variance of each noise node is drawn from uniform distribution with given range
        noise_variance=[0.01, 0.1],
        # Possible noise distributions.
        distributions=["gaussian", "laplace", "students_t", "uniform"],
        # Likelihood of choosing above distributions.
        prob_distributions=[0.4, 0.2, 0.2, 0.2],
    ),
    # Two data sets will be returned. One with 100 and another with 500 observations.
    num_samples=[100, 500],
    data_generating_seed=[42, 43],
    # Values for latent and noise variables will not be returned.
    return_observed_data_only=True,
    # Data will not be normalized to zero mean and unit variance.
    normalize_data=False
)
```