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Abstract—Named Data Networking (NDN) employs small-sized Interest packets to retrieve large-sized Data packets. Given the half-duplex nature of wireless links, Interest packets frequently contend for the channel with Data packets, leading to throughput degradation. In this work, we present a novel idea called BLEnD, an Interest-bundling technique that encodes multiple Interests into one at the sender and decodes at the receiver. The major design challenges are to reduce the number of Interest transmissions without impacting the one-Interest one-Data principle embedded everywhere in NDN architecture and implementation, and support flow/congestion control mechanisms that usually use Interest packets as signals. BLEnD achieves these by bundling/unbundling Interests at the link adaptation layer, keeping all NDN components unaware and unaffected. Over a one-hop Wi-Fi link, BLEnD improves application throughput by 30%. It may also be used over multiple hops and be improved in a number of ways.

Index Terms—NDN, wireless networks, link-layer protocol, Interest bundling, BLEnD

I. INTRODUCTION

Wireless communication is ubiquitous in tactical networks. Despite the increasing demand for high throughput and reliability for mission-critical applications, performance over wireless links is severely hampered, irrespective of single or multiple hops [1]. One significant contributing factor is the shared nature of a wireless channel where Data and signal packets cannot be exchanged simultaneously. In TCP-IP, the acknowledgment (ACK) is considered the signal packet to indicate a Data packet is received. In Named Data Networking (NDN) [2], Interest packets act as the signals to fetch Data packets. Although signals are usually much smaller than data packets, they have similar medium access overhead (IEEE 802.11 MAC protocol [3]). Reducing the number of signal packets should make the channel more available to data packets, thus increasing overall goodput. The downside is the reduced feedback to the data sender for purposes such as congestion control and loss recovery. A well-designed signal packet reduction technique should offer a better tradeoff that increases throughput while supporting loss recovery and congestion control. These are crucial for challenging environments such as battlefields, be in an ad-hoc network of soldiers and vehicles or where troops are connected to an access point.

Existing works in wireless local area networks (WLANs) using TCP-IP show that reduced ACK frequency for multiple data packets reduces channel occupancy, hence, improves application throughput or goodput [4]-[8]. However, most of the works are based on the end-to-end IP architecture, directly implemented at the two endpoints.

NDN promises a more scalable architecture than IP through its name-based hop-by-hop design, especially for multi-hop ad-hoc networks [9]. One of its core design choices, one Interest for one Data, is embedded everywhere in the architecture, from applications through the link adaptation layer. It poses a significant challenge to the idea of reducing the frequency of signal packets, i.e., Interests, because that would cause the imbalance of Interest and Data packets.

Our initial test simulations over a single hop Wi-Fi showed that application goodput can be improved by up to 59.1% for IEEE 802.11b and 91.7% for 802.11n, respectively, if only one Interest is used to retrieve an entire file (Fig. 1 details in Sec. II-A). Even so, trying to reduce the number of Interests to bring multiple Data packets will surely break NDN’s stateful forwarding [10]. Thus, existing efforts in this direction ( [11], [12]) require fundamental changes to NDN’s packet forwarding mechanism with unknown impacts to other parts of the architecture.

Potential improvements by reducing Interest packets and the need to avoid fundamental NDN design changes motivated us to formulate a novel technique named BLEnD (Bundling Interests with Link-layer Encoding and Decoding). It is a link-layer solution that hides any encoding/decoding information from the upper layers. At the sender, BLEnD encodes multiple Interest packets into one before forwarding to the network interface card (NIC). It also includes information for the receiver to decode one bundled Interest into multiple individual ones before giving them to the local NDN forwarder. Thus BLEnD reduces the number of Interest transmissions over a wireless channel while maintaining the original number of Interests at the upper layers, making NDN components unaware and unaffected by the Interest bundling.

To the best of our knowledge, this is the first work that considers channel utilization optimization in NDN directly at the link-layer without any change to the architecture and the latest packet format specifications [13]. BLEnD currently achieves roughly 32.57% and 37.03% better goodput over no bundling in 802.11b and 802.11n, respectively. These results are for a single-hop, infrastructure mode Wi-Fi communication. Such improvements also inspired us to conduct further analysis of challenges to formulate potential future solutions and explore application domains such as multi-hop ad-hoc networks.
Fig. 1. Potential goodput improvements with one Interest.

II. MOTIVATION AND BACKGROUND

A. Reducing Interest packet frequency increases goodput

Our primary motivation comes from the recent work by [4] in TCP-IP. Their design sends periodic ACK, which significantly improves the Data throughput. We followed their UDP baseline testing for our preliminary simulation analysis using ndnSIM [14]. We simulated single-hop Wi-Fi communication in infrastructure mode using IEEE 802.11b (at 11 Mbps) and 802.11n (at 24 Mbps), with one consumer as the station node and the producer as the access point. Each Data packet payload size is 1460 bytes. First, we used the existing AIMD and CUBIC congestion controllers from the simulator with default Interest-Data pipelining in the NDN Forwarding Daemon (NFD) [15] to collect a baseline lower bound. We then implemented a dummy application where the consumer sends only one Interest packet. Upon receiving, the producer continuously sends the data packets back. Fig. 1 shows that reducing Interest packets significantly improves goodput and gives us an estimated upper bound for BLEnD.

B. Link-layer Interest bundling avoids design complexities

A link-layer-based solution for Interest bundling in NDN can mask any wireless channel usage optimization to the upper layers. In Fig. 2 the sender-side (left-half) forwarder performs cache matching, aggregation at the Pending Interest Table (PIT) and routing with the Forwarding Information Base (FIB). After that, three Interest packets with sequence numbers 1, 2, 3 are ready to be sent out. The link-layer bundles them into one and sends to the wireless network card. The receiver-side (right-half) link-layer unbundles the three Interest packets such that they are identical to the sender-side ones before bundling and passes them to the forwarder, which then repeats the steps similar to the sender-side. These steps preserve the content store, Interest aggregation behavior, and routing operations. Thus the forwarder is unaware of any link-layer changes.

Using this approach in BLEnD should allow for almost seamless integration between different forwarding techniques, as well as different link-layer encoding-decoding variations.

III. RELATED WORKS

The primary incentive of BLEnD comes from recent works in TCP-IP such as [4] which implements a periodic ACK mechanism to increase the Data flow’s channel utilization. A similar adaptation in NDN is challenging given that the Data flow here is opposite to TCP-IP. Moreover, an end-to-end congestion control would break the hop-by-hop design philosophy of NDN. [10] shows the downsides of channel contention in ad-hoc networks. It also motivates the need to reduce Interest channel occupancy to avoid a forced limitation on the congestion window increment, limiting the goodput.

Recent works by [11] and [12] propose similar ideas of using one Interest to retrieve a sequence of consecutive Data packets. They reduce the number of Interest packets sent in the wireless channel for retrieving the same amount of Data packets. However, neither specifies details of ensuring NDN’s hop-by-hop flow balancing, i.e., one Interest at the forwarding plane fetches one Data packet at each link; how to deal with congestion control and reliability.

IV. THE LINK-LAYER DESIGN FOR INTEREST BUNDLING

BLEnD’s link-layer encoding-decoding over a single hop consists of two segments, a) sender-side encoding and b) receiver-side decoding. Notations used throughout the rest of the paper are in Table I. We have implemented the design in the GenericLinkService of the face subsystem in NFD [15].

A. Sender-side encoding

The encoder logic flowchart is in Fig. 3. The transport scheduler is responsible for scheduling Interests received from the application based on a congestion control algorithm while the link-layer receives a packet from the network forwarder and sends it out to the NIC. The Name of an Interest carries a seq suffix, representing a chunk’s sequence number of a larger Data file. The link-layer must know two information to bundle an Interest: an RTx or not and the current cwnd. The transport can easily pass this information to the link-layer. Thus, this cross-layer process has two sub-steps, 1) Interest tagging at the transport and b) link-layer encoding.

1) Interest tagging at the transport: The transport scheduler passes the RTx and cwnd information by adding a 64-bit tag to an Interest called the BundleTag or bTAG. We defined bTAG in the ndn-cxx library following the TLV format in NDN Packet Specifications [13]. The upper 32 bits (field1) represent the RTx in the form of a boolean flag (first bit here is set to 1 if yes, otherwise 0), while the lower 32 bits carry the cwnd (field2). The bTAG structure is in Fig. 4.
When the transport has an Interest to schedule, it marks the RTx field accordingly, updates the cwnd filed, adds the bTAG to the Interest, and forwards to the network-layer forwarder. The forwarder performs its usual routines and currently has no rule for handling bTAG. Thus, the network layer continues to carry the bTAG to the link layer.

2) Link-layer encoding: Upon receiving an Interest from the network forwarder, the link-layer should first detect the NIC type (wired or wireless) and continue encoding logic if it is wireless. Otherwise, it removes the bTAG and sends it to the NIC like a regular Interest packet. We do this because BLEnD is intended for wireless links, and almost all wired NICs are full-duplex. If the NIC is wireless, the link-layer continues the encoding process, parses the Name, seq, NONCE fields, and decodes the RTx and cwnd from the bTAG.

The LSS, LES, and BI are initialized per Name prefixes and represent encoding states of each complete Data file (e.g., /yt/ml.mp4) without the sequence numbers. We call this link-layer state maintenance table the Encoding Information Table or EIT, and each entry looks like a tuple, 

< Name, BI, LSS, LES >.

Now, if the link-layer sees an Interest as an RTx (filed = 1), it sets the start (SS) and end (ES) sequences for the intended bundle to seq. Doing so ensures that an RTx packet will be always sent out for fast recovery from a possible loss event. If the condition fails, the link-layer will check if seq ≥ LSS + BI. It is a crucial part of the encoder as it uses a fixed bundle-interval (BI) to encode a single Interest that represents a set of future BI − 1 Interest packets, plus the current one. The check also helps block and drop any future Interest with a seq already included in the past encoded packet.

Next, if a seq qualifies as a new bundle candidate, the link-layer sets SS = LSS + BI and updates ES such that, ES − SS + 1 = min(cwnd, BI). It ensures that when we are at the last bundle, the transport assigned the cwnd to be the remaining packets and possibly lower than BI. We then update the LSS and LES for the next potential bundle.

In the next step, the link-layer encodes the new bundle with the parsed Name and NONCE while also keeping the lifetime of the Interest intact. It then re-encodes the bTAG by setting field1 = SS and field2 = ES. The encoding is now complete, and the link-layer sends it to the NIC, which goes out as a regular Interest packet to the wireless medium.

B. Receiver-side decoding

The receiver-side decoder logic flowchart is in Fig.5. Upon receiving a new Interest from the NIC, the link-layer first checks if it has the bTAG or not. If not, directly sends to the network forwarded and starts decoding process otherwise. PSS and PES are the start and end sequences of a previous bundle, respectively, mapped to per Name tuple at the Decoding Information Table, or DIT,

< Name, PSS, PES >.

It is similar to the EIT at the encoder, except for the BI.

The decoder then parses the Name, NONCE, SS, and ES. If SS = ES (an RTx), it sets the decoding start (DSS) and end (DES) sequences to SS. If SS ≠ ES, the decoder checks if ES <= PES; if true, it drops the bundle (previously decoded). Otherwise, it further processes by updating DSS and DES to one more than PES and ES, respectively.

Here, DSS = PES + 1 is a crucial recovery technique for a potential previously lost bundled-Interest. To explain this, we show an example in Fig.6, where the rows represent the packet sequence numbers, the sender’s, and the receiver’s current states over time (from left to right, without showing RTx). If BI = 10, there are three potential bundles with SS = 1, 11, and 21, respectively, in the solid-blue circles. However, if the second bundle (SS = 11) is lost, the receiver will stay
Fig. 5. Receiver side link-layer bundled-Interest decoding pipeline.

Fig. 6. Potential receiver-side idle period on bundled-Interest loss and gap filling. BI = 10 at the sender.

idle (currently, PES = 10). Only when the next bundle with SS = 21 comes in, the receiver will resume data sending, and to recover from the gap in Data packets and minimize Interest RTx, it sets DSS = PES + 1 = 11.

Following the recovery mechanism, the decoder updates PSS and PES. At this stage, the decoder is ready to construct new Interest packet(s) from the parsed and decoded information of the bundled Interest. It runs a loop by initializing seq = DSS and repeating while seq < DES. Each iteration constructs a new Interest by adding the seq as a suffix to the Name, adds the NONCE and preserves the lifetime (not shown). It then forwards the newly formed Interest to the network forwarder and increments seq by one. When the loop breaks, the decoding process is complete, and the link-layer is ready to decode a new bundled-Interest.

One noticeable change from regular Interest packets is that a bundled Interest carries only one NONCE (first Interest of a bundle). NONCE helps detect Interest loops, and BLEND's design leads to the same NONCE at the PIT of the receiver for the different sequences. However, in infrastructure Wi-Fi, a consumer will not get loops, and nodes beyond the access point will carry the NONCE from the consumer's link-generated bundle, preserving loop detection. We leave BLEND in ad-hoc networks for future work.

V. PERFORMANCE ANALYSIS

A. Simulation setup

We conducted simulations with BLEND by using the stationary two-nodes setup in Sec. I.A with infrastructure Wi-Fi. It enables frame-level acknowledgments on unicast transmissions. Thus, we used a data-centric self-learning strategy as our network-layer forwarding. We ran our simulations to download a 100 MB file using the AIMD and CUBIC congestion controllers included with ndnSIM (v2.7). We collected results for the default (or no bundle) Interest-Data exchange and our BLEND implementation.

B. Effect of wireless link capacity

Fig. 7 shows a goodput comparison between BLEND and default Interest-Data exchange. We see that with AIMD, BLEND achieves 32.57% and 37.03% more goodput in 802.11b and 802.11n, respectively, than the default design. CUBIC with BLEND also achieves 31.9% and 35.33% more goodput in 802.11b and 802.11n, respectively, which is very close to AIMD. CUBIC shows a slightly lower goodput than AIMD in BLEND because of its more conservative window adaptation approach. Moreover, shows an initial window increase spike in wireless networks for NDN. It leads to more loss in
Goodput (Mbps) vs Bundle Interval (0 = no bundle)
AIMD  CUBIC
(a) Goodput.

Link Tx-events (x10^3)
Bundle Interval (0 = no bundle)
AIMD  CUBIC
(b) Link-layer Tx-events.

Fig. 8. Effect of Bundle Interval (BI) on goodput and sender’s link-layer packet transmissions (Tx) using 802.11b (11 Mbps). BI=0 represents no Interest bundling. Link-layer Tx includes application or transport RTx packets.

AIMD vs CUBIC: In default exchange, but CUBIC’s conservative approach balances their overall performance. Moreover, bundling interests lowers the Interest loss from the initial window spike, therefore yielding better goodput.

The results show that even with a simple design like BLEnD, we can achieve more than 30% goodput improvement. Furthermore, BLEnD’s goodput with AIMD here is roughly 20% and 41% lower than the one Interest result we saw in Fig. 1. Such results are expected as we have only presented the initial design. The results prove that further improvements or optimizations should achieve performance close to the dummy application goodput.

C. Effect of bundle size

We also analyzed the effect of different bundle-Interval or BI values at the sender side encoder on the goodput and link-layer transmission (Tx) events. Currently, we are using a fixed size BI, and the results are in Fig. 8.

Fig. 8a shows that an increasing BI value yields a small goodput gain but using a small BI can significantly improve goodput compared to no bundling. It is expected and further proves that freeing up channel usage by reducing signal packet frequency allows more Data packets to occupy it and, in turn, improve the application throughput.

Fig. 8b further proves that increasing bundle size contributes to a fair amount of reduction of the Tx events at the sender. In AIMD, increasing BI from 10 to 15 decreases Tx events by 31.4%. We also see higher Tx in CUBIC than in AIMD with BLEnD, which results from a conservative window adaptation approach combined with a critical premature timeout effect, which we further discuss in the next section (VI-A).

VI. CHALLENGES AND FUTURE WORKS

Although our early BLEnD design already improves goodput by up to 37% compared to the default NDN approach, some critical cases need attention to improve performance and avoid unexpected breakdowns. We listed a few here for future research and present some potential benefits of using BLEnD.

A. Premature retransmission timeout

Continuing from Sec. IV-C, we observed fairly high RTx events at the sender’s link. In infrastructure mode or ad-hoc mode with RTS/CTS enabled, the wireless NIC waits for the channel to free up. Thus, some data packets queue up at the receiver NIC as the network layer of the Data node (in our case, the access point) processes unbundled Interest packets almost immediately. As a result, over a single hop, heavy RTT fluctuations happen at the consumer node. However, continuously incoming data packets keep the RTO low, and consequently, many Interest packets timeout prematurely, leading to more RTx events. Higher premature timeout events may lead to more RTx and duplicate Data, causing BLEnD to perform poorly.

Although our primary focus was to design a link-layer encoder-decoder and not play around with transport or application, we ran some simulations with different multipliers for the RTT’s variance parameter to calculate round-trip timeout or RTO. The testing results with different RTT variance multipliers (we call it γ) are in Fig. 9.

Here Appsent is the complete application or transport issued Interests including RTx, Psent is the access point or producer Tx events, and Crcv is the amount of data packets received by the consumer’s link (including duplicates). Datapkts is the number of data packets or chunks that the consumer application expects (for 100 MB file, 1460 bytes of payload per packet). We see that γ = 4 (default RTO multiplier) leads to a relatively high number of RTx events, leading to many redundant Data Tx and increasing channel contention. As a result, many of them are lost at the PHY-layer (Prcv − Crcv).

With γ = 10, we can see a drop in RTx, Appsent, Psent, and Crcv, proving our claim of the premature timeout events. Increasing γ to 20 in CUBIC further decreases RTx and, thus, Tx events go down as well. CUBIC reduces RTx by 22.7% and 37% with γ = 10 and γ = 20, respectively, compared to γ = 4. For AIMD, γ = 20 leads to negligible or no change of send and receive events. It is expected as CUBIC has higher RTx (308% more with γ = 4) and Tx events for its conservative approach than AIMD. With γ > 4, Goodput slightly goes up as Tx and wireless loss go hand-to-hand.

To avoid the premature RTO effect, we believe a rate-based congestion control approach would be a better fit for using BLEnD. The transport can then space out each scheduling event so that RTT sampling start-time is late enough to reduce excessive RTT fluctuations over time.

B. Bundle loss recovery and dynamic interval

In Sec. IV-B, Fig. 6, we showed how the receiver fills missing sequences of a lost bundle packet. Unfortunately, it does not minimize nor remove the idle period. To solve this, we think a rate-based approach at the sender’s link-layer
encoder can be adopted to sample the inter-Data gap over time \cite{17}. Thus, instead of always blocking Interests with \( seq \geq LSS + BI \), the encoder can estimate a bundle loss earlier than the decoder node and send out a new bundle when it detects an inter-Data gap sample is significantly higher than an estimated moving average over time. It should also help dynamically adjust \( BI \) as the inter-Data gap can be different in other network topologies, and wireless link capacities.

\section{C. Sequenced data files and a robust \( bTAG \)}

Next, BLEnD currently works on files with same base-name (e.g., /yt/bi.mp4) with different data chunks represented by increasing sequence numbers (e.g., /yt/bi.mp4/1, /yt/bi.mp4/2 and so on.) However, applications may not use such sequencing altogether. We expect further research to improve BLEnD for supporting a wide variety of applications. Moreover, the current \( bTAG \) is limited to 64 bits. Using a dynamic length \( bTAG \) should be able to include segmented bundles with multiple RTx \( seg \) numbers. We leave the study for future work.

\section{D. Potential to improve performance in large networks}

Channel contention in multi-hop or multi-node wireless tactical networks is more severe than single hop. Even with a congestion window limit \cite{16}, Interest frames have a similar channel acquisition overhead of Data frames.

Fig. 10 shows four wireless nodes with the dotted lines as their wireless links. Nodes \( B \) and \( C \) sends Interests to nodes \( A \) and \( D \), respectively. Without Interest bundling, \( C \) and \( B \) become each others’ potential hidden-stations. As a result, packet collision can occur when \( A \) and \( D \) transmit data packets, while \( C \) and \( B \) transmit Interest packets, respectively. Bundling Interests can significantly reduce the hidden-station problem and improve throughput. Thus, BLEnD can scale well beyond a single-hop, in multi-hop wireless networks, and under mobility where collision and contention are major bottlenecks. We leave multi-hop or multi-node wireless experiments for future works.

\section{E. Hop-by-hop transport}

BLEnD also asks for further research in hop-by-hop transport management where each hop can independently bundle Interests (possibly over multi-path for load-balancing) and improve network performance even more. Hop-by-hop flow/congestion control should further improve reliability and minimize loss in mission critical networks.

\section{F. Hardware testing}

Finally, we look forward to testing BLEnD on real hardware with effects on signal quality, link capacity, power consumption to understand the bundling behavior in a better way and analyze the challenges to formulate appropriate optimizations.

\section{VII. Conclusion}

Using one-Interest one-Data philosophy in wireless networks leads to downgraded application performance in NDN because of shared channel capacity. Thus, bundling multiple Interest packets into one to fetch multiple Data packets can extensively improve goodput. On the other hand, implementing an Interest bundling technique either at the application, transport, or the network forwarder can completely break the hop-by-hop philosophy of NDN's stateful forwarding plane. Our novel BLEnD design tries to solve both problems by encoding-decoding bundled Interests at the link layer. The design is simple enough, requiring straightforward changes to the NFD while leaving the forwarding pipeline untouched. Preliminary simulation results show promising improvements over default link-layer design and pave a path for numerous research challenges in the future.
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