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Abstract

We formulate the N soliton solution of the Wadati–Konno–Ichikawa equation that is determined by purely algebraic equations. Derivation is based on the matrix Riemann–Hilbert problem. We give examples of one soliton solution that include smooth soliton, bursting soliton, and loop type soliton. In addition, we give an explicit example for a two soliton solution that blows up in a finite time.
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1. Introduction

The Wadati–Konno–Ichikawa (WKI) equation is given by

\[ iq_t + \left( \frac{q}{\sqrt{1 + |q|^2}} \right)_{xx} = 0, \tag{1} \]

where \( q(x,t) \) is a complex function on \( (x,t) \in \mathbb{R} \times [0,\infty) \). Two different types of WKI equations are first introduced in [14]. The first type corresponds to (1), which is viewed as a non-linear Schrödinger (NLS) type equation, since the linearized operator of (1) is the Schrödinger operator. Physically it is relevant to modelling the vortex filament in the low temperature regime. Recently, a formal derivation of the WKI equation is given in [13] that follows from the Hamiltonian equation for a vortex line originally derived in [12]. The WKI equation, being one of exotic soliton equations, admits a bursting soliton whose maximum height is infinity. This was first shown by Shimizu and Wadati [11] by the Gelfand–Levitan formulation to derive soliton solution. The construction relies on existence of a Lax operator whose
The eigenvalue appears as a nontrivial parameter of soliton solution. The WKI equation can be written in the form \( \partial_x \psi = \partial_t \psi \) where \( \psi \) is a solution to the Wadati–Konno–Ichikawa spectral problem, given by

\[
\psi_x = [i \lambda \sigma_3 - \lambda \mathcal{M}] \psi, \quad \mathcal{M} = \begin{pmatrix} 0 & q \\ -\bar{q} & 0 \end{pmatrix},
\]

and

\[
\psi_t = [-2i \lambda^2 \sigma_3 - 2i \frac{1 - \sqrt{1 + |q|^2}}{\sqrt{1 + |q|^2}} \lambda^2 \sigma_3 + 2 \frac{1}{\sqrt{1 + |q|^2}} \lambda^2 \mathcal{M} - i \lambda \mathcal{N}] \psi
\]

where \( \mathcal{N} = \begin{pmatrix} 0 & (\frac{q}{\sqrt{1 + |q|^2}}) \\ (\frac{\bar{q}}{\sqrt{1 + |q|^2}}) & 0 \end{pmatrix} \) and \( \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \).

It is shown in [5, 15] that the WKI spectral problem is related to the Ablowitz–Kaup–Newell–Segur (AKNS) type spectral problem under gauge transformations. This idea can be adapted for investigating auto-Bäcklund transformation, e.g. see [2, 6, 7].

Among other integrable equations associated with the WKI spectral problem, the Short-Pulse (SP) equation has been most extensively studied. The SP equation is related to the Sine-Gordon equation whose exact solutions are used to obtain exact solutions of the SP equation [4, 9]. Loop soliton and breather solutions of the SP equation have been studied in numerous instances in the literature. Furthermore, a wave breaking result for the SP equation has been shown rigorously in [8]. On the other hand, there have been little results on the WKI equation (1). From the fact that the WKI equation admits a bursting soliton, a naive question to ask is whether or not there exists a solution whose maximum height blows up to infinity in a finite time. Existence of such a blow-up solution is not the case for many other integrable evolution equations. This question is interesting in problems of well-posedness and stability of soliton.

Recently, a global dispersive solution to the WKI equation has been studied by one of us in [10], that is, if an initial data is smooth and small enough, then a corresponding solution remains smooth for all time. The matrix Riemann–Hilbert problem for the WKI spectral problem was formulated rigorously. In the present paper, we derive a fully algebraic formula of \( N \) soliton solutions by summarizing a rigorous approach [10] of the forward scattering problem and the inverse scattering problem which we relates to the framework of the matrix Riemann–Hilbert problem. The given formula, unarguably easier, will enable for further investigation into soliton behavior for the WKI equation. At present, we give a finite-time blow-up soliton solution, i.e. the maximum height of a smooth initial profile goes to infinity in a finite time. A blow-up soliton is constructed in the case of two soliton case by mixing a smooth soliton and a bursting soliton with suitably chosen parameters.

It is worth mentioning that the Gelfand–Levitan equation by Shimizu and Wadati [11] could be extended to a \( N \) soliton formula while an implicit equation (in our paper, it is expressed as an algebraic equation (9)) would remain to be non-algebraic and cumbersome to solve. Furthermore, their construction requires a potential \( q \) to have a compact support. In our approach, this assumption can be significantly relaxed (see [10]). Additionally, we note that it is not clear how the Bäcklund transformation approach for the WKI equation leads to explicit \( N \) soliton formula, while an idea of taking use of relation between the WKI system and
the ANKS system is clear. Hence the Bäcklund transformation for the WKI equation requires further investigation.

It is well-known that the isotropic Heisenberg equation is related to the cubic NLS [16, 17]. This relation is written explicitly in equation (4.7) of [15]. As mentioned previously, formally the solution of the WKI equation is also related to the isotropic Heisenberg equation, explicitly written in equation (4.9) of [15] by Wadati and Sogo. A simple and interesting question is, how does the WKI equation allow bursting solitons, while the isotropic Heisenberg equation and the cubic NLS are known not to have such explicit solutions? Unlike relation between the cubic NLS and the isotropic Heisenberg equation, solution of the WKI equation contains the inverse power of that of the isotropic Heisenberg equation. This latter relation is not well-defined. A singularity formation for the WKI equation appears to be quite possible.

The paper is organized as follows.

In section 2, we give the algebraic formulas that give explicit solutions to the WKI equation.

In section 3, we summarize part of [10] to give derivation of the formulas introduced in section 2. There are predominantly three important steps for technical aspects, (i) transformation of the WKI spectral problem to the ANKS spectral problem for existence and analyticity of the fundamental solutions, (ii) the change of spectral parameter $\lambda \to -\frac{1}{\lambda}$ for suitable normalization, (iii) the change of the spatial variable in (31) that depends on the dependent variable to eliminate the potential $q$ in the jump condition of the Riemann–Hilbert problem. This type of transformation in (iii) is called the reciprocal transformation or the hodograph transformation in many examples in the literature, e.g. see [3] for integrable discretizations.

In section 4, we give three explicit examples of one soliton solutions, which are smooth soliton, bursting soliton, loop type soliton.

In section 5, we consider two soliton solution with fixed spectral parameters which correspond to a smooth soliton and a bursting soliton, if they are considered individually in section 4. We give two different examples. One is that two soliton solution consists simply of smooth soliton and bursting soliton from initial time, as expected. The other is that the maximum hight of smooth two soliton at initial time blows up to infinity in a finite time. This example is shown in section 5.2.

### 2. N-soliton formula

We denote $q_N(x, t)$ as $N$-soliton solution of the WKI equation. In order to derive $q_N(x, t)$, we will first obtain the intermediate solution, which is denoted as $\tilde{q}_N(y, t)$ which depends on the spatial variable $y$.

We denote sets of parameters $\{\beta_1, \cdots, \beta_N\} \subset \mathbb{C}$ and $\{\lambda_1, \cdots, \lambda_N\} \subset \mathbb{C}^+$, where $\mathbb{C}^+$ is the upper-half plane of the complex plane $\mathbb{C}$, and $N$ corresponds to the subscript $N$ of $q_N$. We define $M_y$ by

$$M_y := \frac{\beta_i}{\lambda_i^{-1} - \lambda_j^{-1}},$$

and we define $\theta(\rho)$ by

$$\theta(\rho) := -2i\rho y + 4i\rho^2 t.$$
For example, we have that \( \theta(\lambda_i) = -2i\lambda_i y + 4i\lambda_i^2 t \). We shall build \( N \times N \) matrices \( A \) and \( B \) using above notations,

\[
A = [A_{k\ell}], \quad B = [B_{k\ell}],
\]
whose elements at the \( k \)th row and the \( \ell \)th column are given by

\[
A_{k\ell} = \sum_{j=1}^{N} M_{jk} M_{\ell j} e^{\theta(\lambda_j) - \theta(\bar{\lambda}_\ell)}, \quad B_{k\ell} = \sum_{j=1}^{N} \bar{M}_{jk} M_{\ell j} e^{\theta(\lambda_j) - \theta(\bar{\lambda}_j)}.
\]

We see that \( B_{k\ell} = \bar{A}_{k\ell} \). Lastly, we define a \( N \times 1 \) vector \( b \),

\[
b = [b_k], \quad b_k = \sum_{j=1}^{N} \bar{M}_{jk} e^{-\theta(\bar{\lambda}_j)}
\]

where \( b_k \) is the \( k \)th element in the vector.

Using the above notations, we introduce systems of algebraic equations for vector functions \( \alpha = (\alpha_1, \ldots, \alpha_N)^t \) and \( \gamma = (\gamma_1, \ldots, \gamma_N)^t \),

\[
(I + A)\alpha = 1, \quad (I + B)\gamma = b,
\]

where \( I \) is a \( N \times N \) identity matrix, \( 1 \) is a \( N \times 1 \) vector with one in each entry.

The intermediate \( N \)-soliton solution \( \tilde{q}_N(y,t) \), defined on the variable \( y \), is found by the following formula

\[
\tilde{q}_N(y,t) = \frac{1}{\sqrt{1 - |\partial_y g|^2}} \partial_y g, \quad g(y,t) = \sum_{j=1}^{N} \bar{\beta}_j e^{-\theta(\bar{\lambda}_j)} \alpha_j(y,t)
\]

where \( \alpha_j \)'s are found in (6). The original variable \( x \) is found from

\[
y = x + \epsilon(x,t),
\]

and \( \epsilon \) is determined from the implicit function

\[
\epsilon(x,t) = f(x + \epsilon(x,t),t), \quad f(y,t) = i \sum_{j=1}^{N} \beta_j e^{-\theta(\lambda_j)} \gamma_j(y,t),
\]

where \( \gamma_j \)'s are found in (6).

Finally, \( N \)-soliton solution \( q_N \) is obtained by (7) and (8),

\[
q_N(x,t) = \tilde{q}_N(x + \epsilon(x,t),t)
\]

where \( \epsilon(x,t) \) satisfies the implicit function (9).

To summarize the above presentation, initially we fix \( \{\beta_j, \lambda_j\}_{j=1}^{N} \) and follow the steps, given as

\[
\{\beta_j, \lambda_j\}_{j=1}^{N} \rightarrow \tilde{q}_N(y,t) \text{ from (7)} \rightarrow \tilde{q}_N(x + \epsilon(x,t),t),
\]

where

\[
\epsilon(x,t) = f(x + \epsilon(x,t),t) \text{ from (9)}.
\]
3. Derivation of N-soliton formula

Here, we summarize the results from [10]. (There are a few notational changes for convenience.)

3.1. Transformation to the AKNS type spectral problem

We shall introduce the normalized solution \( m^{(\pm)} = \psi^{(\pm)} e^{-i\lambda x} \) to the WKI spectral problem (2) and write the integral systems from (2),

\[
m^{(\pm)} = I - \lambda \int_{\pm \infty} x e^{i\lambda(x-x)\sigma_x} M e^{-i\lambda(x-x')\sigma_x} dx'.
\]  

(11)

We use \((\pm)\) above to mean that \( m^{(\pm)} \) is the normalized solution at \( x = \pm \infty \). Instead of working with the integral equation (11) directly, it is convenient to carry out the following transformations in the WKI spectral problem (2),

\[
\psi^{(\pm)} = G_{\pm \infty} \psi^{(\pm)}_{\text{AKNS}}
\]

(12)

where

\[
G = \frac{1}{\sqrt{2(1 + |q|^2 + \sqrt{1 + |q|^2})}} \begin{pmatrix} 1 + \sqrt{1 + |q|^2} & -iq \\ -iq & 1 + \sqrt{1 + |q|^2} \end{pmatrix},
\]

\[
g_{\pm \infty} = \exp \left( \sigma_3 \int_{\pm \infty} x B(x') dx' \right) \text{ with } B = \frac{1}{4} \frac{q_q - q_q^*}{1 + |q|^2 + \sqrt{1 + |q|^2}}.
\]

We note that \( \det(G) = 1 \) and \( |g_{\pm \infty}| = 1 \) since \( B \) is purely imaginary. We find that \( \psi^{(\pm)}_{\text{AKNS}} \) satisfy the AKNS type spectral problem, given as

\[
\partial_x \psi^{(\pm)}_{\text{AKNS}} = [\sigma_3 \lambda \sqrt{1 + |q|^2} + \mathcal{V}] \psi^{(\pm)}_{\text{AKNS}}, \quad \mathcal{V} = g_{\pm \infty}^{-1} \begin{pmatrix} 0 & Q \\ -Q & 0 \end{pmatrix} g_{\pm \infty},
\]

(13)

where

\[
Q = \frac{-i}{4(1 + |q|^2 + \sqrt{1 + |q|^2})} (q \sqrt{1 + |q|^2} q - q^* (1 + \sqrt{1 + |q|^2})).
\]

3.2. Analytic properties of \( m^{(\pm)}(\lambda) \) and scattering coefficients

We shall introduce the normalized solution \( \varphi^{(\pm)} \) by

\[
\varphi^{(\pm)} = \psi^{(\pm)}_{\text{AKNS}} e^{-i\lambda \sigma_3 p_{\pm \infty}(x)},
\]

where \( p_{\pm \infty}(x) = x + \int_{\pm \infty} x \sqrt{1 + |q|^2 - 1} dy \). Analytic properties of \( \varphi^{(\pm)} \) in the \( \lambda \) variable can be rigorously studied if \( \int_{\mathbb{R}} |Q| dx < \infty \) for the ANKS type spectral problem (13) (e.g. see Lemma 2.1 in [1]). Analyticities of \( m^{(\pm)}(\lambda) \) are determined by those of \( \varphi^{(\pm)}(\lambda) \) since \( \det(G) = 1, B \) is purely imaginary, and \( G, B \) are independent of \( \lambda \).

More precisely, we have

\( [\varphi^{(\pm)}]_1, [\varphi^{(\pm)}]_2 \) is analytic in \( \mathbb{C}^+ \), \( [(\varphi^{-})]_1, [(\varphi^{-})]_2 \) is analytic in \( \mathbb{C}^+ \).
where we denote \((\varphi^{(\pm)})_{j}\) as the \(j\)th column of matrix \(\varphi^{(\pm)}\), and \(\mathbb{C}^\pm\) as the upper/lower half planes of the \(\lambda\)-complex plane.

Furthermore, as \(|\lambda| \to \infty\) in their domains of analyticity, we have

\[
[(\varphi^{(+)})_1, (\varphi^{(-)})_2] \to I, \quad [(\varphi^{(-)})_1, (\varphi^{(+)})_2] \to I. \tag{14}
\]

From (12), it follows that columns of \(m^{(\pm)}\) shares the same analyticities as those of \(\varphi^{(\pm)}\) with the limits,

\[
\begin{align*}
[m^{(+)}]_2 e^{\lambda \int_{-\infty}^{\infty} (\sqrt{1+|q|^2}-1) dx'} \to (G_1) e^{- \int_{-\infty}^{\infty} Bdx'} & \quad \text{as } \mathbb{C}^+ \ni \lambda \to \infty, \tag{15} \\
[m^{(-)}]_2 e^{\lambda \int_{-\infty}^{\infty} (\sqrt{1+|q|^2}-1) dx'} \to (G_2) e^{- \int_{-\infty}^{\infty} Bdx'} & \quad \text{as } \mathbb{C}^- \ni \lambda \to \infty.
\end{align*}
\]

We define the scattering coefficients \(a\) and \(b\) by relations between \(\psi^{(+)}\) and \(\psi^{(-)}\),

\[
\psi^{(+) = \psi^{(-)}T, \quad T = \begin{pmatrix} a(\lambda) & - b(\lambda) \\ b(\lambda) & a(\lambda) \end{pmatrix}, \tag{17}
\]

where \(a\) is a complex conjugate of \(a\). We see that \(a(\lambda)\) can be written as the determinant

\[
a(\lambda) = \det((\psi^{(+)})_1, (\psi^{(-)})_2) = \det((m^{(+)})_1, (m^{(-)})_2) \tag{18}
\]

which implies that \(a(\lambda)\) is analytic in \(\mathbb{C}^+\) since \((m^{(+)})_1\) and \((m^{(-)})_2\) are analytic in \(\mathbb{C}^+\).

The limit of \(a(\lambda)\) as \(|\lambda| \to \infty\) can be seen from (15) and (18), so it follows that \(a(\lambda)\) is analytic in \(\mathbb{C}^+\) with the limit

\[
a(\lambda) e^{\lambda \int_{-\infty}^{\infty} (\sqrt{1+|q|^2}-1) dx'} \to e^{- \int_{-\infty}^{\infty} Bdx'}, \quad \mathbb{C}^+ \ni \lambda \to \infty. \tag{19}
\]

### 3.3. The change in the spectral parameter \(z = -1/\lambda\)

From (15) and (16), we see that the matrix functions \([(m^{(+)})_1, (m^{(+)})_2]\) are not normalized to the identity at \(|\lambda| = \infty\), unlike \([(\varphi^{(+)})_1, (\varphi^{(+)})_2]\) that tend to \(I\) as \(|\lambda| \to \infty\) in their domains of analyticities. For this reason, we introduce the new spectral parameter

\[
z = - \frac{1}{\lambda}.
\]

We easily see that \(\text{Im}(z) > 0\) if and only if \(\text{Im}(\lambda) > 0\), which implies that

\[
[(m^{(+)}(z))_1, (m^{(-)})_2] \text{ is analytic in } \mathbb{C}^+_z, \quad [(m^{(-)}(z))_1, (m^{(+)})_2] \text{ is analytic in } \mathbb{C}^-_z,
\]

where we use \(\mathbb{C}_z\) to denote the \(z\)-complex plane. From the integral equation (11) by introducing \(z = -1/\lambda\),

\[
[(m^{(+)})_1, (m^{(-)})_2] \to I, \quad [(m^{(-})_1, (m^{(+)})_2] \to I. \tag{20}
\]

as \(|z| \to \infty\) in their domains of analyticity. Furthermore, the integral equation (11) gives that the potential \(\mathcal{M}\) is recovered from the derivative of the first term \(m_1\) in the series
\[ [(m^{(+)}), (m^{(-)})] = I + \frac{m_1}{z} + O\left(\frac{1}{z^2}\right), \]  
(21)

that is,

\[ \partial_z m_1 = \mathcal{M} = \begin{pmatrix} 0 & q' \\ -q & 0 \end{pmatrix}. \]  
(22)

Similarly, for \( a \) in (18) on the \( z \) variable, we have that \( a(-\frac{1}{z}) \) is analytic in \( \mathbb{C}_z^+ \), and the determinant form of \( a \) in (18) with the above asymptotic behavior (21) gives

\[ a(-\frac{1}{z}) = 1 + O\left(\frac{1}{z^2}\right), \]  
(23)

for \( z \in \mathbb{C}_z^+ \) in the neighborhood of \( \infty \). To this end, we introduce the following sectionally meromorphic matrix function

\[ m(z) = \begin{cases} m_+(z) & z \in \mathbb{C}_z^+ \\ m_-(z) & z \in \mathbb{C}_z^- \end{cases} \]  
(24)

with (denote \( \mathcal{H} = (\sqrt{1 + |q|^2} - 1) \))

\[ m_+(z) = \begin{bmatrix} \frac{1}{a(-1/z)e^{-i\int_y^y y dz} (m^{(+)})_1 e^{-i \int y^y y dz} (m^{(-)})_2 e^{i \int y^y y dz} } & C \\ a(-1/z)e^{-i\int_y^y y dz} (m^{(+)})_1 e^{-i \int y^y y dz} (m^{(-)})_2 e^{i \int y^y y dz} & C \end{bmatrix}, \]

\[ m_-(z) = \begin{bmatrix} (m^{(+)})_1 e^{i \int y^y y dz} & C \\ \frac{1}{a(-1/z)e^{i\int_y^y y dz} (m^{(+)})_1 e^{i \int y^y y dz} (m^{(-)})_2 e^{-i \int y^y y dz}} & C \end{bmatrix}. \]

From the previous discussion, we see that \( m_{\pm}(z) \) are analytic in \( \mathbb{C}_z^\pm \) except at the possible zeros of \( a \) and \( \bar{a} \). The matrix function \( m(z) \) satisfy the following limits, from (20) and (23),

\[ m_{\pm}(z) \to I, \quad |z| \to \infty \quad (z \in \mathbb{C}_z^\pm) \]  
(25)

and from (15), (16) and (19),

\[ m_{\pm}(z) \to G e^{\sigma_3 \int y^y y dz} \quad |z| \to 0 \quad (z \in \mathbb{C}_z^\pm). \]  
(26)

Furthermore, from (17), we can directly compute and verify that

\[ m_+(z) = m_-(z) \begin{pmatrix} 1 + |r|^2 & \bar{r} e^{-i\int y^y y dz} \\ \bar{r} e^{i\int y^y y dz} & 1 \end{pmatrix}, \quad z \in \mathbb{R}, \]  
(27)

where we introduced the reflection coefficient \( r(z) := \frac{\overline{a(-1/z)}}{a(-1/z)}. \) The condition (27) is the jump condition for \( m(z) \) in (24) on the real line. Smoothness and decay rate of \( r(-1/\lambda) \) depends on these of the potential \( q(x) \). If \( q \) has sufficient smoothness and decay rate, then \( r \) is bounded and \( r(\pm\infty) = 0 \), and \( r(0) = 0 \). It is important to note that at \( z = 0, (27) \) is

\[ m_+(0) = m_-(0), \]

which coincides with the limit (26). This indicates the correct normalization in the form of \( m(z) \) defined in (24).

From (25) and (27), and the fact that \( m_{\pm}(z) \) is analytic in \( \mathbb{C}_z^\pm \) except at zeros of \( a \), the matrix function \( m(z) \) in (24) can be viewed as the solution of the normalized matrix Riemann–Hilbert (RH) problem. We have related the WKI spectral problem to the RH problem.
From \( m(z) \), we shall give two important formulas that recover the potential \( q \). We denote \( m_{ij} \) as the \((i,j)\)th element of the matrix \( m(z) \). We see that, from (22), one of the important formulas is

\[
q = \partial_x (m_{12}^{(1)}), \quad m_{12}^{(1)} := \lim_{|z| \to \infty} z m_{12}(z).
\]  

(28)

From (21) and (23), and definition of (24), we have

\[
m_{11}(z) = 1 + \frac{i}{z} \int_{-\infty}^{x} (\sqrt{1 + |q|^2} - 1) dx' + O(z^{-2}),
\]

for \( z \in \mathbb{C}_z^+ \) in the neighborhood of \( \infty \), so the second important formula is given as

\[
i \int_{-\infty}^{x} (\sqrt{1 + |q|^2} - 1) dx' = m_{11}^{(1)}, \quad m_{11}^{(1)} := \lim_{|z| \to \infty} z m_{11}(z).
\]  

(29)

3.4. Time evolution of \( r(z) \)

Up until now, we have not considered the time evolution of the WKI equation. Here we shall give a brief argument for the time evolution of reflection coefficient \( r \) under the WKI time evolution \( q(x,t) \).

Let \( q(x,t) \) be solution to the WKI equation. Taking \( |x| \to \infty \) in the Lax system (3) with \( q(x,t) \), we obtain \( \psi_t = -2i \chi^2 \sigma_3 \psi \). This implies that the fundamental solutions that satisfy the both Lax systems must take form of \( \psi_{\pm}(x,t; \lambda) e^{-2i \chi^2 t} \sigma_3 \). Following the exactly same definition of the scattering coefficients \( a \) and \( b \) with \( \psi_{\pm}(x,t; \lambda) \) in (17), we find

\[
a(\lambda, t) = a(\lambda), \quad b(\lambda, t) = e^{4i \chi^2 t} b(\lambda).
\]  

(30)

We find that the reflection coefficient \( r \) depends on \( t \) as \( r(z,t) = r(z)e^{4i \chi^2 z} \). What follows is that we will simply replace \( r \) in (27) by \( r(z)e^{4i \chi^2 z} \) to take the time evolution into account.

3.5. The change in the spatial coordinate

If we want to derive exact solutions from the RH formulation, we do not have any knowledge of \( q \) that appears in the jump condition (27). In order to address this issue, we introduce the change of the spatial coordinate

\[
y := x + \int_{-\infty}^{x} (\sqrt{1 + |q|^2} - 1) dx', \quad \frac{dy}{dx} = \sqrt{1 + |q|^2}.
\]  

(31)

We shall denote \( \tilde{q}(y,t) \) that is related to \( q(x,t) \) as follows,

\[
\tilde{q}(y,t) = \tilde{q} \left( x + \int_{-\infty}^{x} (\sqrt{1 + |q|^2} - 1) dx', t \right) = q(x,t).
\]  

(32)

We apply the above change of variable to the reconstruction formula (28) and obtain,

\[
\partial_y m_{12}^{(1)} = \frac{\tilde{q}(y,t)}{\sqrt{1 + |\tilde{q}(y,t)|^2}}.
\]
From the above equation, we solve for \( \tilde{q}(y) \) to obtain
\[
\tilde{q}(y, t) = \frac{\partial_y m_{12}^{(1)}}{\sqrt{1 - |\partial_y m_{12}^{(1)}|^2}},
\]
(33)
where \( m_{12} \) is obtained from the solution \( m(z; y) \) to the normalized RH problem, i.e., given \( r(z) \in \mathbb{R} \), find sectionally meromorphic functions \( m(z; y) \) in \( \mathbb{C}^\pm \) such that
\[
m_+(z) = m_-(z) \left( \frac{1 + |r|^2}{\sqrt{2}y + i4z} \right), \quad z \in \mathbb{R},
\]
(34)
and \( m(z) \to I \) as \( |z| \to \infty \) in \( \mathbb{C}^\pm \). We see that \( \tilde{q}(y, t) \) in (33) is determined from solution \( m(z; y) \) to the RH problem without any knowledge of \( q \). The equation (33) in fact corresponds to (7). By denoting
\[
\epsilon(x, t) := \int_{-\infty}^{x} \left( \sqrt{1 + |\tilde{q}(y, t)|^2} - 1 \right) dx'
\]
and by definitions of the \( y \) variable in (31) and of \( \tilde{q}(y, t) \) in (32), we have
\[
y = x + \epsilon(x, t), \quad \epsilon(x, t) = \int_{-\infty}^{x} \left( \sqrt{1 + |\tilde{q}(x', t)|^2} - 1 \right) dx'.
\]
(35)
We can avoid the integral expression above by noticing that, from (29),
\[
\epsilon(x, t) = \frac{1}{i} m_{11}^{(1)}(x + \epsilon(x, t), t).
\]
(36)
The argument of \( m_{11}^{(1)} \) is written as \( x + \epsilon(x, t) \) since \( m_{11}^{(1)} \) is determined on the \( y \) variable. We will see that \( \frac{1}{i} m_{11}^{(1)} \) in fact is related to \( f \) in (9).

3.6. Derivations of (6), (7) and (9)

For convenience, we express components of \( m(z) \) in (24) as
\[
f^+ := (m^{(+)}_1) e^{-i \int_{-\infty}^{y} \mathcal{H} dy}, \quad g^+ := (m^{(+)}_2) e^{-i \int_{-\infty}^{y} \mathcal{H} dy},
\]
\[
f^- := (m^{(-)}_1) e^{i \int_{-\infty}^{y} \mathcal{H} dy}, \quad g^- := (m^{(-)}_2) e^{i \int_{-\infty}^{y} \mathcal{H} dy},
\]
and
\[
c(z) := a(-1/z) e^{-i \int_{-\infty}^{y} \mathcal{H} dy}.
\]
We simply have the expression
\[
m(z) = \begin{cases}  
m_+(z) = \left[ \frac{1}{c(z)} f^+, g^+ \right], & z \in \mathbb{C}^+ \\
m_-(z) = [f^-, \frac{1}{c(z)} g^-], & z \in \mathbb{C}^-
\end{cases}
\]
We make the following assumptions on \( a(-1/z) \) and \( r(z) \):

(I) \( a(-1/z) \) has \( N \) simple zeros at \( z = z_j \in \mathbb{C}^+ \) (\( j = 1, \ldots, N \))

(II) \( r(z) = 0 \).
The goal is to find the corresponding potential \( q \) under above assumptions. The assumption (II) implies that, from (34), \( m(z) \) satisfies
\[
m_+(z) = m_-(z), \quad z \in \mathbb{R}.
\] (37)

The assumption (I) implies that, from \( a = \det((\psi^{(+)}_1)_2, (\psi^{(-)}_2)_2) = 0 \) at \( z = z_t \), \( \psi^{(+)}_1 \) and \( \psi^{(-)}_2 \) are linearly dependent at \( z = z_t \). This yields the following relation
\[
f^+(z_j) = k_je^{\frac{2j\pi - 4i}{7}}g^+(z_j), \quad j = 1, 2, \ldots, N.
\] (38)

where \( k_j \) is some constant. Furthermore, by symmetry of the WKI spectral problem, it is easy to verify that
\[
g^-(\bar{z}_j) = -k_je^{\frac{2j\pi + 4i}{7}}f^-(\bar{z}_j), \quad j = 1, 2, \ldots, N.
\] (39)

Let the contour \( C^+ \subset \mathbb{C}^+ \) be a union of a semi-circle and small circles that enclose each \( z_j, \quad j = 1, 2, \ldots, N \), as shown below.

Let \( C^- \subset \mathbb{C}^- \) be the contour that is the reflection of \( C^+ \) with respect to the \( x \) axis after reversing orientations. Small clock-wise circles of \( C^- \) enclose each \( z_j, \ j = 1, 2, \ldots, N \). The Cauchy integrable formula yields
\[
\frac{1}{2\pi i} \int_{C^\pm} \frac{m(s) - l}{s - z} \, ds = \begin{cases} m(z) - l, & z \in D^\pm, \\ 0, & z \in \mathbb{C}^\mp. \end{cases}
\]

We can express
\[
m(z) - l = \frac{1}{2\pi i} \left( \int_{C^+} + \int_{C^-} \right) \frac{m(s) - l}{s - z} \, ds, \quad z \in D^+ \cup D^-.
\] (40)

In the above equation (40), we carry out the following procedures—take the radii of the semi-circles in \( \mathbb{C}^\pm \) to infinity and of the small circles in \( \mathbb{C}^\mp \) to zero, the horizontal lines in \( \mathbb{C}^\pm \) to the real line, and apply relations (37)–(39). The resulting equation of equation (40) is
\[
m(z) = l = \sum_{j=1}^{N} \beta_j e^{\frac{2j\pi - 4i}{7}}m(z_j) \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} + \sum_{j=1}^{N} \beta_j e^{\frac{2j\pi + 4i}{7}}m(z_j) \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix},
\] (41)

where \( \beta_j = -k_j/a(z_j) \). We shall denote \( \alpha_j := (f^-(z_j))_1 \) and \( \gamma_j := (g^+(z_j))_1 \) which are the first components of \( f^-(z_j) \) and \( g^+(z_j) \). Algebraic equations for \( \alpha_j \) and \( \gamma_j \) are obtained from (41) by setting \( z = z_k \) for \( (f^+(z_j))_1 \), and \( z = \bar{z}_k \) for \( (f^-(z_j))_1, \ k = 1, 2, \ldots, N \). Thus, we obtain (6).
From (41), we obtain

\[ g(y, t) := m_{12}^{(1)} = \lim_{|z| \to \infty} z \, (m(z))_{12} = \sum_{j=1}^{N} \beta_j e^{-\frac{\bar{\gamma}_j + \frac{\beta_j}{\gamma_j}}{2} t} \alpha_j(y, t), \]

which gives the second equation in (7) after \( z_j = -\frac{1}{N} \). The first equation in (7) is already found in (33).

Similarly, from (41), we obtain

\[ \frac{1}{i} \lim_{|z| \to \infty} z \, (m(z))_{11} = i \sum_{j=1}^{N} \beta_j e^{\frac{\bar{\gamma}_j + \frac{\beta_j}{\gamma_j}}{2} t} \gamma_j(y, t). \]

The above equation is the explicit expression of \( \epsilon(x, t) \) in (36). We shall denote \( f(y, t) := i \sum_{j=1}^{N} \beta_j e^{\frac{\bar{\gamma}_j + \frac{\beta_j}{\gamma_j}}{2} t} \gamma_j(y, t) \), which corresponds to (9).

### 4. One soliton solution \( N = 1 \)

In the following presentation, we choose \( N = 1, \beta_1 = |\lambda_1^{-1} - \lambda_1^{-1}| \), and we denote

\[ \lambda_1 = \xi + i\eta, \quad \xi, \eta \in \mathbb{R}. \]

Solving for \( \alpha_1 \) in (6) and \( g \) in (7), we find that

\[ \partial_y g = \frac{4\eta}{\xi^2 + \eta^2} e^{-i(-2\xi\alpha + 4(\xi^2 - \eta^2))t} [\eta \tanh(2\eta y - 8\xi \eta t) - i\xi |\text{sech}(2\eta y - 8\xi \eta t)|], \]

and

\[ |\tilde{q}_1(y, t)|^2 = \frac{|\partial_y g|^2}{1 - |\partial_y g|^2} = \frac{4\eta^2}{\xi^2 + \eta^2} \frac{\cosh^2(2\eta y - 8\xi \eta t) - \eta^2}{|\cosh(2\eta y - 8\xi \eta t) - \eta^2|}. \]  

(42)

In order to solve for the original variable \( x \), we solve for \( \gamma_1 \) in (6) and find that from (9)

\[ \epsilon(x, t) = \frac{\eta}{\xi + \eta} \left[ \tanh(2\eta(x - \epsilon(x, t))) + 1 \right]. \]

(43)

One soliton solution is given by

\[ q_1(x, t) = \tilde{q}_1(x + \epsilon(x, t), t) \]

\[ = 2i \frac{\eta}{\sqrt{\xi^2 + \eta^2}} e^{-i(-2\xi(x + \epsilon(x, t)) + 4(\xi^2 - \eta^2))t} \frac{\cosh(2\eta(x + \epsilon(x, t)) - 8\xi \eta t + i\alpha)}{\cosh^2(2\eta(x + \epsilon(x, t)) - 8\xi \eta t) - \frac{2\eta^2}{\xi^2 + \eta^2}} \]

where \( \alpha = \arctan(\eta/\xi) \) and \( \epsilon(x, t) \) is found by an implicit equation (43). This coincides with one soliton in the original paper [11] after the change of parameter \( \lambda \to -\lambda \) because of our Lax pair with the opposite sign for \( \lambda \).

For this moment, it is convenient to use the variable \( y = x + \epsilon(x, t) \). The denominator is denoted as

\[ D(y, t) := \cosh^2(2\eta y - 8\xi \eta t) - \frac{2\eta^2}{\xi^2 + \eta^2}. \]
We see that
\[ D(y, t) > 0 \quad \text{if} \quad |\xi| > |\eta|. \]
The case \(|\xi| > |\eta|\) corresponds to a smooth soliton solution.

On the other hand, it is easy to verify that, if \(|\xi| \leq |\eta|\),
\[ D(y^*, t) = 0 \]
when
\[ y^* = 4\xi t + \frac{1}{2\eta} \left[ \ln \left( \sqrt{\frac{2\eta^2}{\xi^2 + \eta^2}} \pm \frac{\eta^2 - \xi^2}{\xi^2 + \eta^2} \right) \right]. \quad (45) \]
For such a value of \(y^*\), we have \(|\tilde{q}_1(y^*, t)| = \infty\).

It appears that there are three distinguished cases \(|\xi| > |\eta|\), \(|\xi| = |\eta|\), and \(|\xi| < |\eta|\), according to the number of singularities of \(\tilde{q}_1\). For these three cases, \(\epsilon(x, t)\) behaves differently. We express (43) as
\[ \tanh^{-1} \left( \frac{\xi^2 + \eta^2}{\eta} \epsilon(x, t) - 1 \right) - 2\eta \epsilon(x, t) = 2\eta(x - 4\xi t). \quad (46) \]
The range of \(\epsilon(x, t)\) can be read off from the above equation (46), that is,
\[ 0 \leq \epsilon(x, t) \leq \frac{2\eta}{\xi^2 + \eta^2} \quad \text{if} \quad \eta > 0, \]
\[ \frac{2\eta}{\xi^2 + \eta^2} \leq \epsilon(x, t) \leq 0 \quad \text{if} \quad \eta < 0. \]
For convenience, we use the notation \(\tilde{\epsilon} + 1 = \frac{\xi^2 + \eta^2}{\eta} \epsilon\) in (46) to get
\[ \tanh^{-1}(\tilde{\epsilon}) = \frac{2\eta^2}{\xi^2 + \eta^2} \tilde{\epsilon} = 2\eta(x - 4\xi t) + \frac{2\eta^2}{\xi^2 + \eta^2}, \quad -1 \leq \tilde{\epsilon} \leq 1. \quad (47) \]
Since \(\frac{d\tanh^{-1}(\tilde{\epsilon})}{d\tilde{\epsilon}} \bigg|_{\tilde{\epsilon}=0} = 1\), the slope of the function
\[ \tanh^{-1}(\tilde{\epsilon}) = \frac{2\eta^2}{\xi^2 + \eta^2} \tilde{\epsilon} \]
at \(\tilde{\epsilon} = 0\) is positive when \(|\xi| > |\eta|\), zero when \(|\xi| = |\eta|\), and negative when \(|\xi| < |\eta|\). The behaviors of \(\epsilon(x, t)\) differ with respect to these three cases. They are shown in the following figure 1.

The above figure shows three different curves, as expected. The case \((\xi, \eta) = (2, 1)\) gives \(\epsilon(x, t)\) whose slope is finite for all \(x \in \mathbb{R}\). The case \((\xi, \eta) = (1, 1)\) gives \(\epsilon(x, t)\) whose slope is vertical at a point. The case \((\xi, \eta) = (1, 2)\) gives \(\epsilon(x, t)\) which is multi-valued on some interval of \(x\).

In the following, we give soliton solutions for three different cases.

4.1. The cases \(|\xi| > |\eta|\) and \(|\xi| = |\eta|\) (smooth soliton and bursting soliton)

The corresponding soliton solutions with \(\epsilon(x, t)\) in figure 1 for \((\xi, \eta) = (2, 1)\) and \((1, 1)\) are shown in the following figure 2.
The maximum height of the bursting soliton above is infinity. We emphasize that the bursting point corresponds to the value of $x$ for $\epsilon(x, t)$ such that the slope of $\epsilon(x, t)$ is vertical. This is easily seen from
\[
\frac{d\epsilon}{dx} = \frac{2\eta^2}{\xi^2 + \eta^2} \frac{1}{D(y, t)}, \quad y = x + \epsilon(x, t),
\] (48)
where $D(y, t)$ is exactly the denominator of the one soliton $q_1(x, t)$. This implies that the shift $y = x + \epsilon(x, t)$ by $\epsilon(x, t)$ is very fast in the neighborhood of the singularity of the function $q_1$ for the case $|\xi| = |\eta|$. The type of singularity of $|\tilde{q}_1(y, t)|$ is an essential singularity, but because of the shift by $\epsilon(x, t)$, $|q_1(x, t)|$ is in fact integrable. It may be of interest to check the first conserved quantity:
\[
\int_{\mathbb{R}} \left( \sqrt{|q(x, t)|^2 + 1} - 1 \right) dx = \int_{\mathbb{R}} \frac{1}{\cosh^2(2\eta(x - 4\xi t + \epsilon(x, t))) - \frac{2\eta^2}{\xi^2 + \eta^2}} dx
\]
\[
= \frac{1}{2|\eta|} \int_{\mathbb{R}} \text{sech}^2(x') dx'
\]
\[
= \frac{1}{|\eta|},
\]
where in the second inequality we used the change of variable $x - 4\xi t + \epsilon(x, t) = x'$ since we know $dx = \frac{dx'}{1 + \frac{1}{\cosh^2(2\eta(x - 4\xi t + \epsilon(x, t))) - \frac{2\eta^2}{\xi^2 + \eta^2}}}$ from (48). We see that the first conserved quantity for one soliton solution is free of $\xi$. 

Figure 1. $\epsilon(x, t)$ versus $x$: the large dashed curve corresponds to the case $(\xi, \eta) = (2, 1)$, the solid curve corresponds to $(\xi, \eta) = (1, 1)$, and the small dashed curve corresponds to $(\xi, \eta) = (1, 2)$.
4.2. The case $|\xi| < |\eta|$  

From equation (45), it can be seen that there are two bursting points, and from figure 1, $\epsilon(x, t)$ is multi-valued for some interval of $x$. Writing $x$ in terms of the $\epsilon$ variable in (44) by using (46), we find that the resulting function $q_1(x(\epsilon), t)$ is a single-value function for $\epsilon \in (0, \frac{2\eta}{\xi^2 + \eta^2})$ for $\eta > 0$, or $\epsilon \in (\frac{2\eta}{\xi^2 + \eta^2}, 0)$ for $\eta < 0$. The following figure is produced by varying the value of $\epsilon \in (0, \frac{2\eta}{\xi^2 + \eta^2})$ and by plotting the corresponding value $(x(\epsilon), q(x(\epsilon), t))$.  

We choose $(\xi, \eta) = (\frac{1}{10}, \frac{2}{10})$ for a clearer picture in the following figure 3.  

The solution presented above may be an analogue to loop soliton, except that there are two points that meet at infinity, i.e.

\[ \infty \quad \infty \]

We mention here that when the ratio $|\frac{\xi}{\eta}|$ is small enough, the numerator of $\tilde{q}_1(y, t)$ in (42) becomes small at $y = 4\xi t$. This lowers the U-curve in figure 3 down. As a result, we have the following type of solution. When $|\frac{\xi}{\eta}|$ is small enough,

\[ \infty \quad \infty \]

5. Two soliton solution $N = 2$  

In section 4.1, we considered two types of one soliton solutions that are smooth and bursting solitons. In this section, we focus solely on two soliton solution with the following chosen parameters for $q_2(x, t)$ in (10),

\[ \lambda_1 = 1 + i, \quad \lambda_2 = 2 + i \]

and

\[ \beta_1 = a_1|\lambda_1^{-1} - \bar{\lambda}_1^{-1}|, \quad \beta_2 = a_2|\lambda_2^{-1} - \bar{\lambda}_2^{-1}|, \]

(49)  

where we will fix values of $a_1$ and $a_2$ later on. In section 4.1, $\lambda_1$ corresponds to a bursting soliton and $\lambda_2$ corresponds to a smooth soliton if $N = 1$.

5.1. The case of $a_1 = a_2 = 1$ (Two soliton solution with smooth and bursting peaks)  

We first consider the case of $a_1 = a_2 = 1$ in (49). In this case, we simply find that two soliton $q_2(x, t)$ found in (10) consists of a bursting soliton and a smooth soliton as shown in the following figure 4, showing that the small peak bypasses the bursting peak as time increases.  

The distance between two peaks increases as time increases, since the smaller peak moves faster.
5.2. The case of $a_1 = 1$ and $a_2 = \frac{1}{3}$ (blow-up soliton solution)

Next, we consider the case of $a_1 = 1$ and $a_2 = \frac{1}{3}$ in (49). The corresponding soliton solution $q_2(x, t)$ is found in (10). This is seen in the following figure 5.

We observe that the highest peak of $|q_2(x, t)|$ at $t = 0$ increases rapidly as time increases, as shown in the case of $t = 1/10$. In what follows, we will show that the above solution blows up in a finite time.

In order to show the blow-up, we are concerned with the denominator of $|q_2(y, t)|$ in (7), i.e.

$$D_2(y, t) := 1 - |\partial_y g(y, t)|^2.$$
Figure 4. $|q_2(x,t)|$ versus $x$: the dashed curve corresponds to $t = 0$ and the solid curve corresponds to $t = \frac{3}{10}$.

Figure 5. $|q_2(x,t)|$ versus $x$: the dashed curve corresponds to $t = 0$ and the solid curve corresponds to $t = \frac{1}{10}$.

Figure 6. $\frac{K_1(4t)}{K_0(4t)}$ versus $t$. 
Clearly, if \( D_2(y, t) = 0 \), then \( |\dot{q}_2(y, t)| = \infty \). If \( |\ddot{q}_2(y, t)| \) is infinity, then there must be a point \( x \) such that \( |q_2(x, t)| \) is infinity as well. We shall focus on the quantity \( D_2(y, t) \).

The explicit expression of \( D_2(y, t) \) is lengthy, but we shall record it here,

\[
D_2(y, t) = \left( \frac{K_1(y, t)}{K_2(y, t)} \right)^2
\]

with (denote \( p = e^{4t} \) and \( q = e^{3y} \))

\[
K_1(y, t) = 3^5 5^4 p^{24} + 3^4 5^6 p^{16} q^2 - 2 \cdot 3^4 5^6 p^{20} q
+ (-2^3 3^6 5^3 p^{18} + 2^3 3^4 5^1 9 p^{14} q^2) \cos(12t - 2x)
- (2^3 3^3 5^3 p^{14} q^2 + 2^3 3^5 5^3 13 p^{18} q) \sin(12t - 2x)
+ 2^3 3^2 5^3 107 p^{12} q^2 + 2 \cdot 3^2 5^3 p^{16} q + 2 \cdot 3^2 5^3 p^8 q^3
- 2^9 3^3 7 p^{12} q^2 \sin(24t - 4x) + 2^5 3^2 17 \cdot 31 p^{12} q^2 \cos(24t - 4x)
- 2 \cdot 5^3 p^4 q^3 + (-2^3 \cdot 5^3 49 p^{10} q^2 + 2^3 3^2 79 p^6 q^3) \sin(12t - 2x)
+ (-2^3 3^3 5^3 p^{10} q^2 + 2^3 3^6 5^2 p^{10} q^2) \cos(12t - 2x)
+ 5^3 q^3 + 5^6 p^8 q^2,
\]

\[
K_2(y, t) = \{3^2 5^3 p^{12} + 5 q^2 + 3^2 5^3 p^8 q + 2^6 3^3 5^2 p^{10} q \cos(12t - 2x) - 3 \cdot 2^3 7 p^6 q \sin(12t - 2x) + 5^3 p^4 q \}^2.
\]

We shall study it along the certain characteristic coordinate. The suitable choice comes from the observation that the first three terms in \( K_1(y, t) \) cancel to zero if and only if \( x = 4t \). Clearly, \( K_2(4t, t) \) grows faster than \( K_1(4t, t) \). Therefore, we find that

\[
\frac{K_1(4t, t)}{K_2(4t, t)} \to 0, \quad t \to \infty.
\]

While the above does not still imply the finite time blow-up, it implies that there exists an infinite peak along the characteristic at \( t = \infty \).

In order to conclude a finite-time blow-up, we show figure 6.

We find that the first zero of \( \frac{K_1(4at)}{K_2(4at)} = 0 \) occurs at \( t = t^* = 0.1814 9 \cdots \). This implies that \( t^* \) is the time when the infinite peak intersects with the characteristic line \( t = \frac{x}{4} \) on the \( t-x \) coordinate. While the time \( t^* \) is not likely to be the minimal blow-up time, it still implies the existence of finite time blow-up.

6. Discussion

We derived an \( N \)-soliton formula and gave examples of smooth, bursting, and loop-type one solitons. In the example of the two soliton case, we showed a finite-time blow-up solution of the WKI equation. The blow-up phenomenon that the amplitude goes to infinity differs from the wave breaking phenomenon in other integrable equations, such as the Short-Pulse equation and the Camassa–Holm equation. The present work should introduce interesting problems, such as the classification of the soliton solution, rigorous blow-up criteria, numerical simulation, and so forth, of the WKI equation.
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