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Abstract

The estimation of the probability of rare events is an important task in reliability and risk assessment. We consider failure events that are expressed in terms of a limit state function, which depends on the solution of a partial differential equation (PDE). Since numerical evaluations of PDEs are computationally expensive, estimating such probabilities of failure by Monte Carlo sampling is intractable. More efficient sampling methods from reliability analysis, such as Subset Simulation, are popular, but can still be impracticable if the PDE evaluations are very costly.

In this article, we develop a novel, highly efficient estimator for probabilities of rare events. Our method is based on a Sequential Importance sampler using discretizations of PDE-based limit state functions with different accuracies. A twofold adaptive algorithm ensures that we obtain an estimate based on the desired discretization accuracy. In contrast to the Multilevel Subset Simulation estimator of [Ullmann, Papaioannou 2015; SIAM/ASA J. Uncertain. Quantif. 3(1):922-953], our estimator overcomes the nestedness problem.

Of particular importance in Sequential Importance sampling algorithms is the correct choice of the MCMC kernel. Instead of the popular adaptive conditional sampling method, we propose a new algorithm that uses independent proposals from an adaptively constructed von Mises–Fischer–Nakagami distribution.

The proposed algorithm is applied to test problems in 1D and 2D space, respectively, and is compared to the Multilevel Subset Simulation estimator and to single-level versions of Sequential Importance Sampling and Subset Simulation.
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1 Introduction

Estimating the probability of rare events is crucial in reliability analysis and risk management and arises in applications in many fields. For instance, [3] examines rare events arising in financial risk settings while [10] studies the probability of collision between space debris and satellites. In planning a radioactive waste repository [12, 42], one is interested in the probability that radioactive particles leave the repository and pollute the groundwater in a long time horizon. The particle flow can be simulated by a finite element (FEM) [10] approximation of the groundwater flow and transport equation. Since the subsurface properties of the whole domain of interest are uncertain or only measurable at finitely many points, the soil is modelled as a random field. The particle transport has
to be simulated for various realizations of the random field to estimate the probability that the radioactive particles come back to the human environment, which is a rare event. However, each realization requires the evaluation of the FEM approximation which depends on the discretization of the domain. If the discretization level is high, i.e., the mesh size is small, the FEM approximation is accurate but also cost intensive.

All applications have in common that the probabilities of the events are small ($< 10^{-4}$) and the limit state function (LSF) underlies a computationally demanding model. These issues complicate the estimation of the probability of failure.

Before we introduce our novel approach, we give a brief overview of existing algorithms. On the one hand, there are deterministic approximation methods, such as the first and second order reliability method (FORM, SORM) [38], which aim at approximating the domain of parameters which lead to failure events. On the other hand, there are sampling based methods, which approximate the probability of failure events. Unlike approximation methods, sampling approaches are based on sample estimates and are usually more robust in terms of the complexity of the LSF. Since our novel approach is a sampling method, we focus on this category and give a larger overview. Monte Carlo sampling [21, 51] can be easily applied to estimate the probability of failure and yields an unbiased estimator. However, due to the mentioned issues of rare event settings, the Monte Carlo estimator becomes intractable, since hardly any sample contributes to the rare event and each sample requires a cost intensive function evaluation. Therefore, variance reduction techniques have been developed to reduce the number of samples for obtaining an accurate estimate. For instance, the idea of Multilevel Splitting [8, 26] and Subset Simulation (SuS) [4, 5] is to decompose the rare event into a sequence of nested events. This enables expressing the probability of the rare event as a product of conditional probabilities of more frequent events. These methods require sampling from a sequence of probability density functions which is achieved with Markov chain Monte Carlo (MCMC) methods [43, 53].

Importance sampling (IS) methods employ an alternative sampling density, which if chosen properly can reduce considerably the variance of the standard Monte Carlo estimator [30]. The optimal choice of the sampling density is the density of the input variables conditional on the failure domain. However, direct sampling from the optimal density is not feasible, because the location of the failure domain is unknown prior to performing the simulation. As in Multilevel Splitting or SuS, a sequential approach can be applied to approximate the optimal IS density in a sequential manner. This leads to Sequential Importance Sampling (SIS) [44, 46] or Sequential Monte Carlo (SMC) [14] for the estimation of rare events. In our novel approach, we consider an adaptive methodology similar to adaptive SMC [7, 19, 29]. Another approach to estimate the optimal sampling density sequentially is the Cross-entropy method [22], where the sampling density minimizes the Kullback-Leibler divergence to the optimal density within a family of parametrized densities. IS can also be applied to a hyperplane that is perpendicular to an important direction, a method known as line sampling [16, 34, 48].

The previous algorithms have the drawback that all evaluations have to be performed with respect to the same LSF. The evaluation of the LSF could require the solution of a discretized PDE, which depends on the mesh size of the computational domain. Since computational costs increase with decreasing mesh size, we wish to construct a method wherein the discretized PDE is solved on fine meshes only for very few realizations. Therefore, we apply a multilevel approach that uses a hierarchy of discretization levels. [20] uses the general Multilevel Monte Carlo idea of [25] to estimate the probability of failure. Applying the multilevel idea to the previously described methods gives Multilevel Subset
Simulation (MLSuS) [52] and Multilevel Sequential Monte Carlo [6, 17]. Moreover, [47] applies a multi-fidelity approach combined with the cross-entropy method. Furthermore, [36] develops the Multilevel Sequential^2 Monte Carlo (MLS^2MC) estimator, which is a twofold sequential algorithm for Bayesian inverse problems.

In this paper, we consider SuS and SIS as well as their multilevel versions. In more detail, a MCMC algorithm [13, 27] is applied within SuS to gradually shift samples into consecutive domains, which are defined by the sequence of nested events. By the nestedness property [43], the simulated Markov chains do not require a burn-in period, since seeds are already distributed approximately according to the target distribution. Therefore, SuS is an efficient but slightly biased estimator [4]. The MLSuS method, given in [52], employs a hierarchy of discretization levels and enables the usage of coarse grid function evaluations. MLSuS saves significant computational costs compared to SuS if the failure domains between discretization levels are still nested. However, nestedness is no longer guaranteed in the multilevel setting since the sequence of consecutive domains is based on LSFs with different accuracies. Therefore, a second MCMC step has to be performed. Additionally, a burn-in period is proposed since seeds are no longer distributed according to the target distribution. Both issues increase the computational costs of the MLSuS estimator; and thus decrease its efficiency.

The nestedness issue of MLSuS is our main motivation to implement the MLS^2MC algorithm of [36] for rare event estimation. Nestedness is not an issue for MLS^2MC; the method samples a sequence of non-zero densities with IS and chooses each IS density to be close to each target density in the sequence. The idea of the MLS^2MC method is combined with the SIS approach of [44, 46] and yields a Multilevel Sequential Importance Sampling (MLSIS) estimator for rare events. To achieve an even more efficient algorithm, we apply the level dependent parameter dimension idea of [52] to reduce variances between two accuracy levels of the LSF. As SIS, the MLSIS method requires an MCMC algorithm to shift samples into consecutive target distributions. We consider an independent MCMC sampler that uses the von Mises-Fisher Nakagami (vMFN) distribution model fitted with the available weighted samples at each sampling level as the proposal distribution. [45] applies the vMFN distribution as a parametrized family of probability distributions for the Cross-entropy method which yields an efficient algorithm even in high dimensions. Employing the vMFN distribution as a proposal density is another main contribution of our work.

The paper is structured as follows. In Section 2 the problem setting of estimating the probability of failure is defined and SIS as well as SuS are explained. The MLSIS estimator is described in Section 3. Section 4 studies two MCMC algorithms which are applied within SIS and MLSIS. In Section 5 the studied estimators are applied to 1D and 2D test problems and the MLSIS estimator is compared with SIS as well as SuS and MLSuS. A summary of the discussion and an outlook are given in Section 6.

2 Background

2.1 Problem Setting

Consider the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and a random variable \(U : \Omega \to \mathbb{R}^n\). By [18] it is assumed, without loss of generality, that \(U\) is distributed according to the \(n\)-variate standard normal distribution with density function \(\varphi_n\). If \(U\) is not standard normally distributed, an isoprobalistic transformation \(\tilde{U} = T(U)\) is applied. Failure is defined in terms of an LSF \(G : \mathbb{R}^n \to \mathbb{R}\) such that \(G(U(\omega)) \leq 0\) for \(\omega \in \Omega\). In many applications,
the LSF $G$ is not analytically given. We can only evaluate an approximation $G_\ell$, where $\ell$ represents the discretization level. Increasing $\ell$ leads to a more accurate approximation. In the numerical examples presented in this paper, $G_\ell$ requires the solution of a PDE and $\ell$ specifies the mesh size of an FEM approximation. The probability of failure is defined as the measure of the failure domain $A := \{ \omega \in \Omega : G(U(\omega)) \leq 0 \}$, which is expressed as

$$P_f := \mathbb{P}[A] = \mathbb{P}[G(U) \leq 0] = \int_{G(u) \leq 0} \varphi_n(u)du.$$  \hspace{1cm} (2.1)

Using $G_\ell$ instead of $G$ in (2.1) gives the approximation $P_{f,\ell}$, which includes numerical errors due to approximating the exact LSF $G$. Convergence is expected for increasing the level $\ell$, i.e., decreasing the finite element mesh size.

The probability of failure can be estimated by crude Monte Carlo sampling [21]. By evaluating $G_\ell$ for $N \in \mathbb{N}$ independent samples distributed according to $\varphi_n$, we obtain the estimator $\hat{P}_{f,\ell}$ for $P_{f,\ell}$

$$\hat{P}_{f,\ell} = \frac{1}{N} \sum_{k=1}^{N} I(G_\ell(u_k) \leq 0),$$

where $I$ denotes the indicator function; i.e., $I(\text{true}) = 1$ and $I(\text{false}) = 0$. $\hat{P}_{f,\ell}^\text{MC}$ is an unbiased estimator and easy to implement. Since the coefficient of variation of $\hat{P}_{f,\ell}$ is inversely proportional to the probability of failure $P_{f,\ell}$, see [46], a large number of samples is required if $P_{f,\ell}$ is small and a small coefficient of variation should be achieved. Hence, huge computational costs are required if $G_\ell$ is a cost demanding evaluation. This makes crude Monte Carlo sampling impractical for the estimation of failure probabilities.

### 2.2 Importance Sampling

IS is a variance reduction technique [2, 51], where the integral in (2.1) is calculated with respect to a certain IS density $p_\ell$. If $p_\ell$ takes on large values in the failure domain, many samples following $p_\ell$ represent failure events. Therefore, less samples are required to estimate the probability of failure accurately. By [44] the failure probability $P_{f,\ell}$ is expressed as

$$P_{f,\ell} = \int_{\mathbb{R}^n} I(G_\ell(u) \leq 0) w_\ell(u)p_\ell(u)du = \mathbb{E}_{p_\ell}[I(G_\ell(u) \leq 0) w_\ell(u)],$$

where the importance weight is defined as $w_\ell(u) := \varphi_n(u)/p_\ell(u)$. Again, crude Monte Carlo sampling is applied, which yields the estimator

$$\hat{P}_{f,\ell}^\text{IS} = \frac{1}{N} \sum_{k=1}^{N} I(G_\ell(u_k) \leq 0) w_\ell(u_k),$$

where the samples $\{u_k\}_{k=1}^{N}$ are distributed according to the IS density $p_\ell$. $\hat{P}_{f,\ell}^\text{IS}$ is an unbiased estimator for $P_{f,\ell}$ if the support of $p_\ell$ contains the failure domain $A_\ell := \{ \omega \in \Omega : G_\ell(U(\omega)) \leq 0 \}$. The optimal IS density is given by

$$p_{\text{opt},\ell}(u) := \frac{1}{P_{f,\ell}} I(G_\ell(u) \leq 0)\varphi_n(u),$$  \hspace{1cm} (2.2)

which leads to a zero-variance estimator. Since $P_{f,\ell}$ and $A_\ell$ are unknown, $p_{\text{opt},\ell}$ cannot be used in practice. In contrast, SIS achieves an approximation of $p_{\text{opt},\ell}$ by approximating the optimal IS distribution in a sequential manner while starting from a known prior density.
2.3 Sequential Importance Sampling

According to [46], the sequence of IS densities is determined from a smooth approximation of the indicator function. The cumulative distribution function (cdf) of the standard normal distribution is one possibility to approximate the indicator function. For $G_\ell(u) \neq 0$ we achieve pointwise convergence

$$I(G_\ell(u) \leq 0) = \lim_{\sigma \downarrow 0} \Phi \left(-\frac{G_\ell(u)}{\sigma}\right),$$

while for $G_\ell(u) = 0$ and $\forall \sigma > 0$ it holds that $\Phi (-G_\ell(u)/\sigma) = 1/2 \neq I(G_\ell(u) \leq 0)$, as visualized in Figure 1. Further approximation functions are examined in [35] with an additional sensitivity analysis.

With the preceding consideration, the sequence of IS densities $\{p_{j,\ell}: j = 0, \ldots, N_T\}$ is defined as

$$p_{j,\ell}(u) := \frac{1}{P_{j,\ell}} \Phi \left(-\frac{G_\ell(u)}{\sigma_j}\right) \varphi_n(u) = \frac{1}{P_{j,\ell}} \eta_{j,\ell}(u), \text{ for } j = 1, \ldots, N_T,$$

$$p_0(u) := \varphi_n(u),$$

where $\infty > \sigma_1 > \cdots > \sigma_{N_T} > 0$ represent a strictly decreasing sequence of temperatures and $P_{j,\ell}$ is a normalizing constant such that $p_{j,\ell}$ is a well-defined density function. The nomination ‘temperatures’ and their use is motivated by the temperature of the Boltzmann distribution [24, Chapter VIII]. The number $N_T$ of tempering steps is a priori unknown and specifies the number of tempering steps to approximate the optimal IS density sufficiently accurately. Applying the IS approach, $P_{j,\ell}$ is determined by sampling from the density $p_{j-1,\ell}$

$$P_{j,\ell} = \int_{\mathbb{R}^n} \eta_{j,\ell}(u) du = P_{j-1,\ell} \int_{\mathbb{R}^n} w_{j,\ell}(u)p_{j-1,\ell}(u) du = P_{j-1,\ell} E_{p_{j-1,\ell}}[w_{j,\ell}(u)],$$

(2.3)

where $w_{j,\ell}(u) := \eta_{j,\ell}(u)/\eta_{j-1,\ell}(u)$. Hence, the fraction of consecutive normalizing constants $S_{j,\ell} = P_{j,\ell}/P_{j-1,\ell}$ is estimated by

$$\hat{S}_{j,\ell} := \hat{E}_{p_{j-1,\ell}}[w_{j,\ell}(u)] = \frac{1}{N} \sum_{k=1}^{N} w_{j,\ell}(u_k),$$

(2.4)
where the samples \( \{ u_k \}_{k=1}^N \) are distributed according to \( p_{j-1,\ell} \). Using the definition of \( \eta_{j,\ell} \) and \( \eta_{j-1,\ell} \), the weights \( w_{j,\ell}(u_k) \) for \( k = 1, \ldots, N \) are given by

\[
\begin{align*}
  w_{j,\ell}(u_k) &= \Phi \left( \frac{-G_{\ell}(u_k) / \sigma_j}{\Phi(-G_{\ell}(u_k) / \sigma_{j-1})} \right), \quad \text{for } j > 1 \\
  w_{1,\ell}(u_k) &= \Phi \left( -\frac{G_{\ell}(u_k) / \sigma_1}{\eta_{j-1,\ell}(u_k)} \right), \quad \text{for } j > 1 \\
  w_{j,\ell}(u_k) &= \Phi \left( \frac{-G_{\ell}(u_k) / \sigma_j}{\eta_{j-1,\ell}(u_k)} \right), \quad \text{for } j > 1 \\
\end{align*}
\]

To obtain an accurate estimator \( \hat{S}_{j,\ell} \), the parameters \( \sigma_j \) are adaptively determined such that consecutive densities differ only slightly. This goal is achieved by requiring that the coefficient of variation of the weights \( w_{j,\ell} \) is close to the target value \( \delta_{\text{target}} \), which is specified by the user. This leads to the following minimization problem

\[
\begin{align*}
  \sigma_j &= \arg\min_{\sigma \in (0, \sigma_{j-1})} \left\| \delta_{w_{j,\ell}} - \delta_{\text{target}} \right\|^2, \quad (2.6)
\end{align*}
\]

where \( \delta_{w_{j,\ell}} \) is the coefficient of variation of the weights \( \{2.5\} \). This adaptive procedure is similar to the adaptive tempering in \cite{7, 36} and is equivalent to requiring that the effective sample size takes a target value \cite{36}. Note that the solution of the minimization problem in \( (2.6) \) does not require further evaluations of the LSF. Hence, its costs are negligible compared to the overall computational costs. The tempering iteration is finished if the coefficient of variation \( \delta_{w_{\text{opt},\ell}} \) of the weights with respect to the optimal IS density

\[
\begin{align*}
  w_{\text{opt},\ell}(u_k) &= I(G_{\ell}(u_k) \leq 0) \left( \frac{\eta_{j,\ell}(u_k)}{\sigma_j} \right), \quad (2.7)
\end{align*}
\]

is smaller than \( \delta_{\text{target}} \) and, hence, the optimal IS density is approximated sufficiently well. Finally, \cite{46} defines the SIS estimator of the probability of failure as follows

\[
\begin{align*}
  \hat{P}_{SIS} &= \left( \prod_{j=1}^{N_T} \hat{S}_{j,\ell} \right) \frac{1}{N} \sum_{k=1}^{N} w_{\text{opt},\ell}(u_k), \quad (2.8)
\end{align*}
\]

where the weights \( w_{\text{opt},\ell} \) are defined in \( (2.7) \) with \( j = N_T \). The sum over the weights \( w_{\text{opt},\ell}(u_k) \) in \( (2.8) \) represents the last tempering step from the IS density \( p_{N_T,\ell} \) to the optimal IS density \( p_{\text{opt},\ell} \) given in \( (2.2) \). It corresponds to the estimator of the ratio \( P_{N_T,\ell}/P_{\ell} \) since \( P_{\ell} \) is the normalizing constant of the optimal IS density. During the iteration, MCMC sampling is applied to transfer samples distributed according to \( p_{j-1,\ell} \) to samples distributed according to \( p_{j,\ell} \) for \( j = 1, \ldots, N_T \). Section \cite{4} explains MCMC sampling in more detail. Algorithm \cite{1} summarizes the procedure of one tempering step for sampling from \( p_{j,\ell} \) and estimating \( S_{j,\ell} \) starting from samples from \( p_{j-1,\ell} \).

### 2.4 Subset Simulation and Multilevel Subset Simulation

SuS and MLSuS are alternative approaches where the failure probability is estimated by a product of conditional probabilities. Consider the sequence of domains \( B_0, B_1, \ldots, B_S \), where \( B_S = A \) is the failure domain. In both approaches, the sequence is constructed such that

\[
\begin{align*}
  P(B_j \mid B_{j-1}) &= \hat{p}_0 \in (0, 1), \quad (2.9)
\end{align*}
\]

while \( \hat{p}_0 \) is chosen to ensure that samples of \( B_j \) can be easily generated from samples of \( B_{j-1} \) \cite{4}. In SuS, the sequence of domains is nested, i.e., \( B_j \subset B_{j-1} \) for \( j = 1, \ldots, S \), since
**Algorithm 1: Tempering algorithm**

**Input**: \( N \) samples from \( p_{j-1,\ell}, \sigma_{j-1}, \delta_{\text{target}}, G_{\ell} \)

**Output**: \( N \) samples from \( p_{j,\ell}, \sigma_{j}, \hat{S}_{j,\ell} \)

1) determine \( \sigma_{j} \) from the optimization problem (2.6);

2) evaluate the weights \( w_{j,\ell} \) as in (2.5) for the current set of samples;

3) evaluate the estimator \( \hat{S}_{j,\ell} \) as in (2.4);

4) re-sample the samples of \( p_{j-1,\ell} \) based on their weights \( w_{j,\ell} \) (after normalizing them);

5) apply an MCMC algorithm to generate \( N \) samples from the target density \( p_{j,\ell} \) starting from a subset of the re-sampled samples from 4);

the discretization level is fixed. Hence, the SuS estimator is given as

\[
\hat{P}_{f,\ell}^{\text{SuS}} := \hat{P}_{B_1} \prod_{j=2}^{S} \frac{\hat{P}_{B_j \mid B_{j-1}}}{\hat{P}_{B_{j-1} \mid B_j}}.
\]

where \( \hat{P}_{B_j \mid B_{j-1}} \) is an estimator for \( P(B_j \mid B_{j-1}) \). It has been shown in [46] that SuS is a special case of SIS, where the IS densities \( p_{j,\ell} \) are chosen as the optimal IS density with respect to the domain \( B_j \). In MLSuS [52], the sequence of domains is no longer nested since the domains \( B_j \) are defined for different LSFs \( G_{\ell} \), in case of a level update. To overcome this problem, the conditional probability \( P(B_{j-1} \mid B_j) \) has to be estimated. This leads to the MLSuS estimator

\[
\hat{P}_{f,\ell}^{\text{MLSuS}} := \hat{P}_{B_1} \prod_{j=2}^{S} \frac{\hat{P}_{B_j \mid B_{j-1}}}{\hat{P}_{B_{j-1} \mid B_j}}.
\]

Moreover, samples which are taken as seeds in the MCMC step are not distributed according to the target distribution. Therefore, a burn-in is required. Both issues lead to increasing computational costs. Note that if the domains \( B_j \) for \( j = 1, ..., S \) were nested, then the denominator in (2.10) is equal to one and no estimator for the denominator is required. The nestedness problem motivates the usage of level dependent parameter dimensions which is further studied in Section 3.3 of this paper.

### 3 Multilevel Sequential Importance Sampling

SIS and SuS have the drawback that all PDE solves are performed with the same discretization accuracy. This can lead to huge computational costs if the discretization level is high or the number of required tempering steps is large. Simply decreasing the level \( \ell \) can lead to a bias in the estimated probability of failure, since the accuracy of the limit state function decreases if the discretization level decreases. Therefore, [36] develops the MLS²MC method, where computations are performed on a sequence of increasing discretization levels while achieving an improvement in terms of computational costs. Originally, this method has been developed for Bayesian inverse problems [15]. In this section, we show how we can reformulate the MLS²MC method as an MLSIS estimator for the probability of failure.
3.1 Bridging

Consider the sequence of discretization levels \( \ell \in \{1, \ldots, L\} \) where \( \ell = 1 \) represents the smallest and \( \ell = L \in \mathbb{N} \) highest discretization level, i.e., finest element mesh size. Throughout this paper, it is assumed that the computational costs of evaluating \( G_\ell \) are given by

\[
\text{Cost}_\ell = \mathcal{O}(2^{-d(L-\ell)}),
\]

(3.1)

where \( d \in \mathbb{N} \) is the dimension of the computational domain. In order to use a hierarchy of discretization levels, bridging is applied to transfer samples following a distribution on a coarse grid to samples following a distribution on the next finer grid. The level update is defined as proposed in [33]. The density \( p_{j,\ell} \) of the coarse grid is transformed to the density \( p_{j,\ell+1} \) of the next finer grid by the sequence

\[
p_{j,\ell}(u) := \frac{1}{P_{j,\ell}} \phi\left( -\frac{G_{\ell+1}(u)}{\sigma_j} \right)^{\beta_1} \phi\left( -\frac{G_\ell(u)}{\sigma_j} \right)^{1-\beta_1} \varphi_n(u),
\]

(3.2)

for \( t = 0, \ldots, N_{B\ell} \), where \( 0 = \beta_0 < \beta_1 < \cdots < \beta_{N_{B\ell}} = 1 \), i.e., \( p_{j,\ell}^0 = p_{j,\ell} \) and \( p_{j,\ell}^{N_{B\ell}} = p_{j,\ell+1} \). The number \( N_{B\ell} \in \mathbb{N} \) of intermediate bridging densities is a priori unknown. As in equation (2.3), the quantity \( P_{j,\ell}^t \) in (3.2) can be calculated using samples distributed according to \( p_{j,\ell}^{t-1} \). Similarly, the fraction of consecutive normalizing constants \( S_{j,\ell}^t = P_{j,\ell}^t/P_{j,\ell}^{t-1} \) is estimated by

\[
\hat{S}_{j,\ell}^t := \frac{1}{N} \sum_{k=1}^N w_{j,\ell}^t(u_k),
\]

(3.3)

where the samples \( \{u_k\}_{k=1}^N \) are distributed according to \( p_{j,\ell}^{t-1} \) and the weights are given by

\[
w_{j,\ell}^t(u_k) := \frac{\phi\left( -G_{\ell+1}(u_k)/\sigma_j \right)^{\beta_t} \phi\left( -G_\ell(u_k)/\sigma_j \right)^{1-\beta_t}}{\phi\left( -G_{\ell+1}(u_k)/\sigma_j \right)^{\beta_{t-1}} \phi\left( -G_\ell(u_k)/\sigma_j \right)^{1-\beta_{t-1}}},
\]

(3.4)

for \( k = 1, \ldots, N \). The bridging temperatures \( \beta_t \) are adaptively determined by solving the minimization problem

\[
\beta_t = \operatorname*{argmin}_{\beta \in (\beta_{t-1}, 1]} \| \delta w_{j,\ell} - \delta_{\text{target}} \|^2,
\]

(3.5)

where \( \delta w_{j,\ell} \) is the coefficient of variation of the weights. As in [36], we set the target coefficient of variation within the bridging steps to the same value as in the tempering steps. Within one level update, the bridging sequence is finished if \( \beta_t = 1 \) holds. Note that each level update requires a sequence of bridging densities and tempering is not performed during level updates. As in the tempering steps, MCMC sampling is applied to transfer samples between two consecutive bridging densities. By combining all estimators \( \hat{S} \) of the tempering and bridging sequences given in (2.4) and (3.3), respectively, the MLSIS estimator for the probability of failure is given as

\[
\hat{P}_{MLIS} = \left( \prod_{j=1}^{N_T} \prod_{\ell=1}^L \hat{S}_{j,\ell} \right) \frac{1}{N} \sum_{k=1}^N w_{\text{opt},L}(u_k),
\]

(3.6)

where the weights \( w_{\text{opt},L} \) are defined in (2.7) with \( j = N_T \) and represent the last tempering step from the IS density \( p_{N_T,L} \) to the optimal IS density \( p_{\text{opt},L} \) given in (2.2). Algorithm 2 summarizes the procedure of one level update.
Algorithm 2: Bridging algorithm

Input: \( N \) samples from \( p_{j,\ell}, \sigma_j, \delta_{\text{target}}, G_{\ell}, G_{\ell+1} \)

Output: \( N \) samples from \( p_{j,\ell+1}, \hat{S}_{j,\ell}^t \)

\[ t \leftarrow 0; \]
\[ \beta_t \leftarrow 0; \]
while \( \beta_t < 1 \) do
  1) \( t \leftarrow t + 1; \)
  2) determine \( \beta_t \) from the optimization problem (3.5);
  3) evaluate the weights \( w_{j,\ell}^t \) as in (3.4) for the current set of samples;
  4) evaluate the estimator \( \hat{S}_{j,\ell}^t \) as in (3.3);
  5) re-sample the samples of \( p_{j,\ell}^{t-1} \) based on their weights \( w_{j,\ell}^t \) (after normalizing them);
  6) apply an MCMC algorithm to generate \( N \) samples from the target density \( p_{j,\ell}^t \) starting from a subset of the re-sampled samples from 5);

3.2 Update scheme

The crucial part of the MLSIS method is to combine the adaptive tempering and bridging sequences and to provide a heuristic idea when to perform bridging or tempering. Initially, the samples \( \{u_k\}_{k=1}^N \) are distributed according to the \( n \)-variate standard normal distribution \( \varphi_n \), i.e., \( \sigma_0 = \infty \). The LSF is evaluated on the smallest discretization level \( \ell = 1 \). Tempering is always performed in the first step in order to determine \( \sigma_1 \) to approximate the indicator function. The tempering finishes if the coefficient of variation \( \delta_{w_{\text{opt}},\ell} \) of the weights with respect to the optimal IS density (2.7) is smaller than \( \delta_{\text{target}} \). The bridging finishes if the highest discretization level \( \ell = L \) is reached. The combination of tempering and bridging determines costs and accuracy of the method. [36] analyses the efficiency of different decision schemes which leads to the following approach. The scheme should perform as many tempering steps as possible on small discretization levels while level updates are performed if the discrepancy between evaluations of two consecutive levels is too large. To measure this occurrence, a small subset of samples \( \{u_{jk}\}_{k=1}^{N_s} \) with \( N_s < N \) is randomly selected without replacement. A level update is performed for this subset through one bridging step and the resulting coefficient of variation \( \delta_{w_{N_s}} \) of the weights

\[
 w_{j,\ell}^{N_s}(u_{jk}) = \frac{\Phi(-G_{\ell+1}(u_{jk})/\sigma_j)}{\Phi(-G_{\ell}(u_{jk})/\sigma_j)}, \text{ for } k = 1, \ldots, N_s,
\]

is estimated. Depending on the estimated value \( \delta_{w_{N_s}} \), two cases occur:

1) either \( \delta_{w_{N_s}} > \delta_{\text{target}} \): Bridging is performed since the accuracy is small, i.e., the difference between levels is high

2) or \( \delta_{w_{N_s}} \leq \delta_{\text{target}} \): Tempering is performed since the accuracy is high, i.e., the difference between levels is small.

If case 1) occurs, the evaluations with respect to \( G_{\ell+1} \) can be stored and reused in the bridging step and invested costs are not wasted. Whereas in case 2), these evaluations are
no longer required and invested costs are wasted. Calculating $\delta_{w,N_s}$ for the sample subset is redundant if tempering has already finished. Then, bridging is always performed to reach the final discretization level. Moreover as proposed in [36], tempering is performed after each level update, if the tempering has not already finished. In this case, calculating $\delta_{w,N_s}$ is redundant, too. Note that $\delta_{w_{opt},\ell}$ has to be calculated after each tempering and level update, to decide if tempering is finished. Finally, the MLSIS method is finished if both tempering and bridging are finished. The procedure is described in Algorithm 3.

Algorithm 3: MLSIS algorithm

| Input | $N$, $n$, $L$, $\delta_{\text{target}}$, $N_s$, $G_\ell$ |
| | Output: Probability of failure estimate |
| | Generate $N$ samples from the $n$-variate standard normal distribution $\varphi_n$; |
| | $\ell \leftarrow 1$; |
| | Perform Tempering; |
| | while Tempering is not finished or Bridging is not finished do |
| | if Tempering is finished then |
| | Perform Bridging; |
| | $\ell \leftarrow \ell + 1$; |
| | else if Bridging is finished or last step was a Bridging step then |
| | Perform Tempering; |
| | else |
| | Perform Bridging in one step with a random subset of $N_s$ samples; |
| | Calculate $\delta_{w,N_s}$; |
| | if $\delta_{w,N_s} < \text{tarCoV}$ then |
| | Perform Tempering; |
| | else |
| | Perform Bridging; |
| | $\ell \leftarrow \ell + 1$; |
| | Calculate $\delta_{w_{opt},\ell}$; |
| | if $\delta_{w_{opt},\ell} \leq \text{tarCoV}$ then |
| | Tempering is finished; |
| | if $\ell = L$ then |
| | Bridging is finished; |

3.3 Level dependent dimension

As mentioned in Section 2.4, the nestedness problem of MLSuS motivates [52] to study a level dependent parameter dimension. This approach can also be applied in MLSIS to reduce variances between level updates and, hence, increase the number of tempering updates on coarse grids. For this purpose, it is assumed that the LSF $G$ depends on a random field that is approximated by a truncated Karhunen-Loève (KL) expansion. This setting occurs in many relevant applications as well as in numerical experiments presented in Section 5. Since high order KL terms are highly oscillating, they can not be accurately discretized on coarse grids which leads to noisy evaluations and higher variances. By reducing the number of KL terms on coarse grids, the variance between consecutive LSF
evaluations is reduced. Therefore, the coefficient of variation $\delta_{w,v}$ is smaller and case 2) in Section 3.2 is more likely. Hence, more tempering steps are performed on small discretization levels, which decreases the computational costs for MLSIS.

4 Markov Chain Monte Carlo

The goal of SIS and MLSIS is to transform samples from the prior density $\varphi_n$ into samples of the optimal IS density $p_{\text{opt}}$. Thereby, a sequence of densities is defined which converges to the optimal one. MCMC is applied to transform samples into consecutive densities of the tempering and bridging steps.

Consider the tempering step from $p_{j-1,\ell}$ to $p_{j,\ell}$. The samples $\{u_k\}_{k=1}^N$ are distributed as $p_{j-1,\ell}$ and have to be transformed into samples that are distributed as $p_{j,\ell}$. To define the number of seeds of the MCMC algorithm, we choose a parameter

$$c \in (0, 1) \text{ such that } \frac{1}{c} \in \mathbb{N} \text{ and } c \cdot N \in \mathbb{N}. \quad (4.1)$$

Then, $N_c := c \cdot N$ seeds are randomly selected from the set $\{u_k\}_{k=1}^N$ according to their weights $\{w_{j-1,\ell}(u_k)\}_{k=1}^N$ given in (2.5). The set of seeds is denoted by $\{u_{k_j}\}_{j=1}^{N_c}$. The burn-in length is denoted by $N_b \in \mathbb{N}$. Starting with the seed $u_0 \in \{u_{k_j}\}_{j=1}^{N_c}$, a Markov chain of length $N_b + 1/c$ is simulated that it has $p_{j,\ell}$ as its stationary distribution. The first $N_b$ states are rejected after the simulation. Algorithm 4 states the MCMC procedure that employs the Metropolis-Hastings sampler [27, 39]. During the algorithm, a proposal $\bar{u}$ is generated according to the proposal density $q$. Moreover, the acceptance function $\alpha : \mathbb{R}^n \times \mathbb{R}^n \rightarrow [0, \infty)$ is given by

$$\alpha_T(u_0, \bar{u}) := \frac{\Phi (-G(\bar{u})/\sigma_j) \varphi_n(\bar{u})q(u_0 \mid \bar{u})}{\Phi (-G(u_0)/\sigma_j) \varphi_n(u_0)q(\bar{u} \mid u_0)},$$

which is the ratio of the target density $p_{j,\ell}$ with respect to the current state of the chain $u_0$ and candidate $\bar{u}$. For a bridging step, the seeds are selected from samples distributed according to $p'_{j,\ell}$ and the target density is $p_{j+1,\ell}$. The weights are given by $\{w'_{j,\ell}(u_k)\}_{k=1}^N$, see (3.4), and the acceptance function $\alpha$ must be replaced by

$$\alpha_B(u_0, \bar{u}) = \frac{\Phi (-G_{\ell+1}(\bar{u})/\sigma_j)^{\beta_{\ell+1}} \Phi (-G_{\ell}(\bar{u})/\sigma_j)^{1-\beta_{\ell+1}} \varphi_n(\bar{u})q(u_0 \mid \bar{u})}{\Phi (-G_{\ell+1}(u_0)/\sigma_j)^{\beta_{\ell+1}} \Phi (-G_{\ell}(u_0)/\sigma_j)^{1-\beta_{\ell+1}} \varphi_n(u_0)q(\bar{u} \mid u_0)}.$$

**Remark 4.1** Since consecutive densities within SIS and MLSIS are constructed in a way that they are not too different and samples are weighted according to the target distribution, the burn-in length can be small or even negligible within SIS and MLSIS [40]. Note that for SuS and MLSuS, the $N \cdot \bar{p}_0$ samples with the lowest LSF values are selected as seeds.

4.1 Adaptive conditional sampling

The random walk Metropolis Hastings algorithm [27, 39] is a classical MCMC algorithm. However, random walk samplers suffer from the curse of dimensionality, i.e., the acceptance rate is small in high dimensions, see [43]. Since high dimensional parameter spaces are considered in the numerical experiments in Section 5, adaptive conditional sampling (aCS) is proposed, where the chain correlation is adapted to ensure a high acceptance
Algorithm 4: MCMC algorithm

Input: seed $u_0$, proposal $q$, acceptance function $\alpha$, seed fraction $c$, burn-in $N_b$

Output: simulation of Markov chain

Chain = $\emptyset$; $i \rightarrow 1$;

while $i \leq N_b + 1/c$ do

Generate a candidate $\tilde{u}$ from the proposal density $q(\cdot | u_0)$;
Evaluate $\alpha(u_0, \tilde{u})$;

Accept the candidate $\tilde{u}$ with probability $\min\{1, \alpha(u_0, \tilde{u})\}$;
if $\tilde{u}$ is accepted then

$u_0 \leftarrow \tilde{u}$;
Chain $\leftarrow$ Chain $\cup u_0$;
$i \leftarrow i + 1$;

Discard the first $N_b$ elements of Chain;

rate. aCS is a dependent MCMC algorithm, i.e., the proposal density depends on the current seed $u_0$. More formally, the proposal $q$ is defined as the conditional multivariate normal density with mean vector $\mu_0$ and covariance matrix $\Sigma = (1 - \rho^2)I_n$, with $I_n$ denoting the identity matrix. During the iterations, $\rho \in [0, 1]$ is adaptively adjusted such that the acceptance rate is around 44% \cite{50}. This value leads to an optimal value in terms of the minimum autocorrelation criterion. By the structure of the proposal, the acceptance functions read as

$$\alpha_T(u_0, \tilde{u}) = \frac{\Phi (-G(\tilde{u})/\sigma_j)}{\Phi (-G(u_0)/\sigma_j)}, \quad \alpha_B(u_0, \tilde{u}) = \frac{\Phi (-G_{\ell+1}(\tilde{u})/\sigma_j)^{\beta_{t+1}} \Phi (-G_{\ell}(u_0)/\sigma_j)^{1-\beta_{t+1}}}{\Phi (-G_{\ell+1}(u_0)/\sigma_j)^{\beta_{t+1}} \Phi (-G_{\ell}(u_0)/\sigma_j)^{1-\beta_{t+1}}}.$$

A more detailed description of the algorithm with the adaptive adjustment of the correlation parameter is given in \cite{43}. The aCS algorithm can be viewed as an adaptive version of the preconditioned Crank-Nicolson (pCN) sampler \cite{13} tailored to application within SIS.

4.2 Independent sampler with von Mises-Fisher Nakagami proposal distribution

Since aCS is a dependent MCMC algorithm, the states of the chains are correlated which can lead to a higher variance of the estimated ratio of normalizing constants $\hat{S}_{j,\ell}$ and $\hat{S}_{j,\ell}^j$ given in (2.4) and (3.3), respectively. Hence, this leads to a higher variance of the estimated probability of failure (3.6). An independent MCMC algorithm overcomes this problem through using a proposal density that does not depend on the current state. The dependence on the current state enters in the acceptance probability. If the proposal density is chosen close to the target density, the acceptance probability will be close to one and the samples will be approximately independent. In the context of SIS and MLSIS, the available samples and corresponding weights of each previous density can be used to fit a distribution model to be used as proposal density in the MCMC step \cite{11, 46}. For instance, Gaussian mixture models can be used as a proposal density \cite{46}. A drawback of Gaussian densities in high dimensions is the concentration of measure around the hypersphere with norm equal to $\sqrt{n}$, see \cite{31, 45}. Therefore, only the direction of the samples is of importance. Furthermore, the Gaussian mixture model with $K$ densities has
\[ Kn(n + 3)/2 + (K - 1) \] parameters, which have to be estimated. Both issues motivate the vMFN distribution. Therein, the direction is sampled from the von Mises-Fisher (vMF) distribution \[ \text{vMF}(\nu, \kappa, s, \gamma) \] while the radius is sampled from the Nakagami distribution, see \[ \text{Nakagami} \]. The vMFN mixture model has only \( K(n + 3) + (K - 1) \) parameters, which scales linearly in the dimension \( n \). Note that for the Gaussian mixture, the number of parameters of the distribution model scales quadratically in the dimension \( n \). To apply the vMFN distribution as the proposal density in Algorithm \[ \text{Algorithm 4} \] the parameters of the distribution model have to be fitted in advance.

It is assumed that all samples \( u \in \mathbb{R}^n \) are given in their polar coordinate representation \( u = r \cdot a \), where \( r = \|u\|_2 \in \mathbb{R}_+ \) is the norm of \( u \) and \( a = u/\|u\|_2 \in \mathbb{R}^n \) its direction. For \( u = r \cdot a \) the vMFN distribution with one mixture is defined as the product of the von Mises-Fisher and the Nakagami distribution, that is,

\[
f_{\text{vMFN}}(r, a \mid \nu, \kappa, s, \gamma) = f_{\text{N}}(r \mid s, \gamma) \cdot f_{\text{vMF}}(a \mid \nu, \kappa).
\]

The vMF distribution \( f_{\text{vMF}} \) defines the distribution of the direction on the \( n \)-dimensional hypersphere \( \mathbb{S}^{n-1} := \{ x \in \mathbb{R}^n : \|x\|_2 = 1 \} \) and is given by

\[
f_{\text{vMF}}(a \mid \nu, \kappa) = \frac{\kappa^{n/2-1}}{(2\pi)^{n/2}I_{n/2-1}(\kappa)} \exp(\kappa v^T a),
\]

where \( \nu \in \mathbb{S}^{n-1} \) is a mean direction and \( \kappa \geq 0 \) characterises the concentration around \( \nu \). \( I_{n/2-1} \) denotes the modified Bessel function of the first kind and order \( n/2 - 1 \) \[ \text{Chapter 9} \]. Contrary, the Nakagami distribution \( f_{\text{N}} \) specifies the distribution of the radius and is defined by

\[
f_{\text{N}}(r \mid s, \gamma) := \frac{2s^s}{\Gamma(s)\gamma^s} r^{2s-1-\gamma} \exp\left(-\frac{s}{\gamma} r^2\right),
\]

where \( \Gamma(s) \) is the Gamma function, \( s \geq 0.5 \) is a shape parameter and \( \gamma > 0 \) a spread parameter. Figure \[ \text{2} \] shows an illustration of \( f_{\text{N}} \) and \( f_{\text{vMF}} \) for certain parameter values.

**Remark 4.2** We have defined the vMFN distribution for the radius and direction \( (r, a) \) on \([0, \infty) \times \mathbb{S}^{n-1} \). However, we actually approximate a distribution on \( \mathbb{R}^n \), which defines the distribution of \( u = r \cdot a \in \mathbb{R}^n \). By \[ \text{[32, Theorem 1.101]} \], the distribution of \( u \in \mathbb{R}^n \), which is the product distribution of \( r \) and \( a \), is given as

\[
f_u(u) = \int_0^\infty f_{\text{N}}(r \mid s, \gamma) f_{\text{vMF}}\left(\frac{u}{r} \mid \nu, \kappa\right) \frac{1}{r^n} \, dr \alpha \int_0^\infty r^{2s-1-n} \exp\left(-\frac{s}{\gamma} r^2 + \frac{\kappa v^T u}{r}\right) \, dr.
\]

Since we can easily separate \( u \) into \( r \) and \( a \), we usually work with \( f_{\text{vMFN}} \) rather than \( f_u \).

To define the vMFN distribution as a proposal density for Algorithm \[ \text{Algorithm 4} \] the parameters \( \nu, \kappa, s \) and \( \gamma \) have to be fitted using the current set of samples \( \{u_k = r_k \cdot a_k\}_{k=1}^N \) and their weights \( \{w_k\}_{k=1}^N \), which are given by \[ \text{[2.5]} \) or \[ \text{[3.4]} \) for a tempering or bridging step, respectively. The parameters are determined by maximizing the weighted log-likelihood

\[
\max_{\nu, \kappa, s, \gamma} \sum_{k=1}^N w_k \ln(f_{\text{vMFN}}(r_k, a_k \mid \nu, \kappa, s, \gamma)).
\]

Differentiating this expression with respect to the parameters and setting the derivatives equal to zero yields the optimal parameters for the fitting \[ \text{[15]} \]. However, for the concentration \( \kappa \) and shape parameter \( s \) we use an approximation since the derivatives require
Figure 2: Illustration of the Nakagami distribution (left) and von Mises-Fisher distribution (right) in two dimensions. The parameters are defined as $\nu = (0.6, 0.75)^T$, $\kappa = 11$, $s = 12$ and $\gamma = 8$.

the solutions of non-linear equations which arise from the Gamma function and modified Bessel function [9, 54]. The fitted mean direction $\hat{\nu}$ and concentration $\hat{\kappa}$ are given by

$$
\hat{\nu} = \frac{\sum_{k=1}^{N} w_k \cdot a_k}{\| \sum_{k=1}^{N} w_k \cdot a_k \|_2}, \quad \hat{\kappa} = \chi \cdot \frac{n - \chi^3}{1 - \chi^2}, \quad \text{where} \quad \chi = \min \left\{ \frac{\| \sum_{k=1}^{N} w_k \cdot a_k \|_2}{\sum_{k=1}^{N} w_k}, 0.95 \right\}.
$$

The upper bound of 0.95 in (4.2) is chosen to ensure numerical stability of the algorithm. If $\chi$ converges to 1, the vMFN distribution would converge to a point density [15]. Moreover for the Nakagami distribution, the fitted spread $\hat{\gamma}$ and shape parameter $\hat{s}$ are given by

$$
\hat{\gamma} = \frac{\sum_{k=1}^{N} w_k \cdot r_k^2}{\sum_{k=1}^{N} w_k}, \quad \hat{s} = \frac{\hat{\gamma}^2}{\nu_4 - \hat{\gamma}^2}, \quad \text{where} \quad \nu_4 = \frac{\sum_{k=1}^{N} w_k \cdot r_k^4}{\sum_{k=1}^{N} w_k}.
$$

To apply Algorithm 4 with respect to the vMFN distribution, the proposal $q(\cdot \mid u_0)$ is replaced by $f_{vMFN}(\cdot, \cdot, \hat{\nu}, \hat{\kappa}, \hat{s}, \hat{\gamma})$ with the fitted parameters.

Remark 4.3 If a mixture of vMFN distributions is considered with $K > 1$ individual vMFN densities, the vMFN mixture distribution reads as

$$
f_{vMFNM}(r, a \mid \nu, \kappa, s, \gamma) = \sum_{j=1}^{K} \pi_j f_{vMFN}(r, a \mid \nu_j, \kappa_j, s_j, \gamma_j),
$$

where the weights $\pi_j$ represent the probability of each mode and $\sum_{j=1}^{K} \pi_j = 1$. In this case, the assignments of the samples to the modes is unknown and this assignment has to be estimated in addition. Therefore, the required parameters cannot be estimated in one iteration. For instance, the Expectation-Maximization algorithm [37] can be applied to estimate the parameters iteratively. The resulting formulas are given in [49]. The usage of mixtures is motivated by multi-modal failure domains. In the numerical experiments in Section 5 only $K = 1$ is considered.
4.3 MCMC for a level dependent dimension

In the case that MLSIS or MLSuS are applied with a level dependent parameter dimension, the procedure of a level update has to be adjusted. Consider the level update from level $\ell$ to $\ell + 1$ and assume that the corresponding LSFs are defined as $G_\ell : \mathbb{R}^{n_\ell} \rightarrow \mathbb{R}$ and $G_{\ell+1} : \mathbb{R}^{n_{\ell+1}} \rightarrow \mathbb{R}$, respectively, where $n_\ell < n_{\ell+1}$. Before the first MCMC step of the level update is carried out, the weights $w^1_{\ell}(u_k)$ for $k = 1, \ldots, N$ (see (3.4)) have to be evaluated. However, these evaluations require the evaluation of $G_{\ell+1}$ with respect to the current samples $\{u_k\}^N_{k=1}$ which are defined on $\mathbb{R}^{n_\ell}$. In the beginning of MLSIS or MLSuS the samples $u_k$ are initialized from the standard normal density $\varphi_{n_1}$. Therefore it is natural to sample the missing dimensions $\Delta n_{\ell+1} = n_{\ell+1} - n_\ell$ from the standard normal distribution $\varphi_{\Delta n_{\ell+1}}$. Hence, for each $k = 1, \ldots, N$ we sample $\Delta n_{\ell+1}$ independent standard normal random variables $\psi_k \in \mathbb{R}^{\Delta n_{\ell+1}}$ and stack $u_k$ and $\psi_k$ together, i.e., $\tilde{u}_k = [u_k, \psi_k] \in \mathbb{R}^{n_{\ell+1}}$. In order to evaluate the weights $w^1_{j,\ell}(u_k)$, the LSF $G_{\ell+1}$ is evaluated for $\tilde{u}_k$ and $G_\ell$ for $u_k$. The seeds for the MCMC step are chosen based on these weights. Subsequently, Algorithm 3 is performed. Within the MCMC algorithm, a proposal $\bar{u} \in \mathbb{R}^{n_{\ell+1}}$ is sampled from $q(\cdot \mid u_0)$ which is suitable for the evaluations of $G_{\ell+1}$. For the LSF $G_\ell$ the first $n_\ell$ entries of $\bar{u}$ are taken as input.

5 Numerical experiments

5.1 1D diffusion equation

We begin with Example 2 in [52] which considers the diffusion equation in the one-dimensional domain $D = [0, 1]$. In particular, the corresponding stochastic differential equation is given by

$$
-\frac{\partial}{\partial x} \left( a(x, \omega) \frac{\partial}{\partial x} v(x, \omega) \right) = 1 \quad \text{for} \ 0 \leq x \leq 1,
$$

such that $v(0, \omega) = 0$ and $v'(1, \omega) = 0$.

for almost every (a.e.) $\omega \in \Omega$. Failure is defined as the event that the solution $v$ is larger than 0.535 at $x = 1$, i.e., $G(\omega) := 0.535 - v(1, \omega) \leq 0$. The solution $v$ is approximated by a piecewise linear, continuous FEM approximation $v_h$ on a uniform grid with mesh size $h > 0$. Hence, the approximated LSF is given by $G_\ell(\omega) = 0.535 - v_h(1, \omega)$, where $\ell \in \mathbb{N}$ defines the discretization level. By crude Monte Carlo sampling with $10^7$ samples on a grid with mesh size $h = 1/512$, the probability of failure is estimated to be $P_f = 1.524 \cdot 10^{-4}$. In the following, this value is referred to as the reference solution. Figure 3 shows the mean of $10^5$ realizations of solutions $v_h(\cdot, \omega)$ plus/minus the standard deviation for $h = 1/512$. Additionally, the respective histogram of their limit state function values is presented. We see that very few realizations are larger than 0.535 at $x = 1$.

The coefficient function $a(x, \omega) = \exp(Z(x, \omega))$ in (5.1) is a log-normal random field with constant mean function $E[a(x, \cdot)] = 1$ and standard deviation $\text{Std}[a(x, \cdot)] = 0.1$. That is, $Z$ is a Gaussian random field with constant mean function $\mu_Z = \log(E[a(x, \cdot)]) - \frac{\zeta_Z^2}{2}$ and variance $\zeta_Z^2 = \log((\text{Std}[a(x, \cdot)]^2 + E[a(x, \cdot)]^2)/E[a(x, \cdot)]^2)$. Moreover, $Z$ has an exponential type covariance function $c(x, y) = \zeta_Z^2 \exp(-|x - y|/\lambda)$, where $\lambda = 0.01$ denotes the correlation length. The infinite-dimensional log-normal random field $a$ is discretized by the truncated KL expansion of $Z$

$$
Z(x, \omega) = \mu_Z + \zeta_Z \sum_{m=1}^{M} \sqrt{\nu_m} \theta_m(x) U_m(\omega),
$$
where \((\nu_m, \theta_m)\) are the KL eigenpairs and \(\{U_m\}_{m=1}^{M}\) are independent standard normal Gaussian random variables. The eigenpairs can be analytically calculated as explained in [23, p. 26ff].

The probability of failure is estimated by SIS, MLSIS, SuS and MLSuS. For all methods, the estimation is performed for \(N = 250, 500, 1000, 2000\) samples and \(N_s = 0.1 \cdot N\) samples are considered for the small sample subset to decide if either bridging or tempering is performed in the update scheme of Section 3.2. For each parameter setting the estimation is repeated 100 times. For the multilevel methods, the sequence of mesh sizes is \(h_\ell = 2^{-\ell-1}\) for \(\ell = 1, \ldots, 8\), i.e., the coarsest mesh size is \(h_1 = 1/4\) and the finest \(h_8 = 1/512\). If a level dependent dimension is considered, the parameter dimensions of the KL expansions are \(n_1 = 10, n_2 = 20, n_3 = 40, n_4 = 80\) and \(n_5 = n_6 = n_7 = n_8 = 150\) as proposed in [52]. For a fixed parameter dimension, the dimension is \(n = 150\) for all discretization levels. This captures 87% of the variability of \(\log(a)\) [52]. SIS and MLSIS are performed for target coefficient of variations equal to 0.25 and 0.50. In the following, we abbreviate the target coefficient of variation \(\delta_{\text{target}}\), which is considered in (2.6), (3.5) and in Section 3.2 by tarCoV. aCS and the independent sampler with the vMFN distribution and one mixture are considered as the MCMC methods without a burn-in. The parameter \(c\) to define the number of seeds of the MCMC algorithm in (4.1) is \(c = 0.1\) or \(c = 1\). For SuS and MLSuS, aCS is considered as the MCMC method without a burn-in and the parameter \(\hat{p}_0\) in (2.9) is \(\hat{p}_0 = 0.1\) or \(\hat{p}_0 = 0.25\).

5.1.1 Results

Figure 4 shows the estimated mean probability of failure by SIS and MLSIS plus/minus its standard deviation. The estimates of the means are in accordance with the reference solution for all settings. As expected, the bias and standard deviation decrease with an increasing number of samples. Furthermore, the standard deviation is smaller for a smaller target coefficient of variation. We observe that sampling from the vMFN distribution with
independent MCMC yields a smaller bias and smaller standard deviation than applying aCS. Additionally, we observe that $c = 0.1$ yields also a smaller standard deviation than $c = 1$. Comparing the MLSIS results with the SIS results for tarCoV = 0.50, we see that SIS reaches a smaller standard deviation. For tarCoV = 0.25 the results are similar. For MLSIS and tarCoV = 0.50, a level dependent parameter dimension leads to a higher standard deviation than a fixed parameter dimension. However, for tarCoV = 0.25, the results are similar. We summarize that tarCoV = 0.25 yields for all settings a similar bias and standard deviation. Only the MCMC algorithm has a larger influence on the standard deviation in this setting.

Figure 4: Estimated probability of failure by SIS and MLSIS averaged over 100 runs for 250, 500, 1000 and 2000 samples and tarCoV $\in \{0.25, 0.50\}$. The coloured areas show the standard deviation of the estimates. The black lines show the reference estimate by Monte Carlo sampling. 1st row: aCS, $c = 1.0$; 2nd row: aCS, $c = 0.1$; 3rd row: vMFN, $c = 1.0$; 4th row: vMFN, $c = 0.1$; 1st column: SIS; 2nd column: MLSIS with level dependent dimension; 3rd column: MLSIS without level dependent dimension.

Figure 5 shows the relative root mean square error (RMSE) on the horizontal axis and the computational costs on the vertical axis of the SIS and MLSIS estimators. The relative RMSE is defined as

$$\text{relRMSE} := \left( E\left[ (\hat{P}_f - P_f)^2 \right] \right)^{1/2},$$

where $\hat{P}_f$ denotes the estimated probability of failure. The costs are calculated based on the formula given in (3.1) for $L = 8$ and $d = 1$. SIS and MLSIS yield a similar range of the relative RMSE but the computational costs are lower for MLSIS. Compared to SIS, we can save around 61% of the computational costs if we apply MLSIS for the estimation. This shows the achievement of the main goal of the MLSIS algorithm, that is to save computational costs by employing a hierarchy of discretization levels. Furthermore, we observe that sampling from the vMFN distribution yields a lower relative RMSE than applying aCS. In case of tarCoV = 0.25, a level dependent dimension yields a smaller
relative RMSE and lower computational costs than a fixed parameter dimension. This was expected since variances between level updates are smaller and, therefore, more tempering steps are performed on coarse levels. However, MLSIS with a level dependent dimension, tarCoV = 0.50 and sampling from the vMFN distribution yields a higher relative RMSE than applying a fixed parameter dimension. We only observe lower computational costs for the level dependent method in this case.

Figure 5 shows the relative RMSE and computational costs of SIS, MLSIS, SuS and MLSuS. We observe that SuS yields the same relative RMSE as SIS with aCS. However, SuS requires less computational costs. If we consider SIS with vMFN, the relative RMSE is smaller compared to SuS but the computational costs are higher for SIS. For the multilevel methods with a level dependent dimension, we observe that MLSuS and MLSIS with aCS yield a similar relative RMSE but MLSIS requires more computational costs. However, the savings with MLSuS are smaller compared to the single-level estimators. MLSIS with vMFN and tarCoV = 0.25 yields a much smaller relative RMSE than all other estimators and computational costs can be saved compared to MLSuS. Theses results are similar to the multilevel methods without a level dependent dimension. In this case, we can observe that MLSuS with \( \hat{p}_0 = 0.1 \) yields a large relative RMSE which is due to the nestedness issue of MLSuS.

5.2 2D flow cell

We consider the two-dimensional application in [52, Section 6.1], which is a simplified setting of the rare event arising in planning a radioactive waste repository, see Section 1. The probability of failure is based on the travel time of a particle within a two-dimensional flow cell. Therein, the following PDE system has to be satisfied in the unit square domain
Figure 6: Computational costs and relative RMSE of SIS, MLSIS, SuS and MLSuS averaged over 100 runs for 250, 500, 1000 and 2000 samples. SIS and MLSIS are considered with aCS and vMFN, $c = 0.1$ and tarCoV $\in \{0.25, 0.50\}$. SuS and MLSuS are considered with aCS and $\hat{p_0} = 0.1$ or $\hat{p_0} = 0.25$. 1st column: single level; 2nd column: multi-level with level dependent dimension; 3rd column: multi-level without level dependent dimension.

\[
D = (0, 1) \times (0, 1)
\]

\[
q(x, \omega) = -a(x, \omega)\nabla v(x, \omega), \text{ for } x \in D,
\]

\[
\nabla \cdot q(x, \omega) = 0, \text{ for } x \in D,
\]

for a.e. $\omega \in \Omega$, where $q$ is the Darcy velocity, $v$ is the hydrostatic pressure and $a$ is the permeability of the porous medium, which is modelled as a log-normal random field. More precisely, $\log(a)$ is a Gaussian random field with mean $\mu_Z = 0$ and constant variance $\zeta_Z^2 = 1$. Moreover, $Z$ has an exponential type covariance function

\[
c(x, y) = \zeta_Z^2 \exp \left( -\frac{\|x - y\|_1}{\lambda} \right),
\]

where $\lambda = 0.5$ denotes the correlation length. Again, the random field $Z$ is discretized by its KL expansion. The PDE system is coupled with the following boundary conditions

\[
\nu \cdot q(x, \omega) = 0 \text{ for } x \in (0, 1) \times \{0, 1\}, \text{ for a.e. } \omega \in \Omega \quad (5.2)
\]

\[
v(x, \omega) = 1 \text{ for } x \in \{0\} \times (0, 1), \text{ for a.e. } \omega \in \Omega \quad (5.3)
\]

\[
v(x, \omega) = 0 \text{ for } x \in \{1\} \times (0, 1), \text{ for a.e. } \omega \in \Omega \quad (5.4)
\]

where (5.2) impose that there is no flow across the horizontal boundaries and (5.3), (5.4) impose that there is inflow at the western boundary and outflow at the eastern boundary, respectively. The Darcy velocity $q$ is discretized by lowest order Raviart-Thomas mixed FEs, see [49]. The pressure $v$ is discretized by piecewise constant elements. The grid is determined by the mesh size $h$ and consists of $2 \cdot 1/h^2$ uniform triangles.

The failure event is based on the time that a particle requires to travel from the initial
point \( x_0 = (0, 0.5)^T \) to any other point on the boundary \( \partial \Omega \). Given the Darcy velocity \( q_{h_t}(x, \omega) \), the particle path \( x(t, \omega) \) has to satisfy the following ordinary differential equation

\[
\frac{\partial}{\partial t} x(t, \omega) = q_{h_t}(x(t, \omega), \omega), \quad x(0, \omega) = x_0.
\]

We approximate the particle path with the forward Euler discretization

\[
x_{h_t}(t + \Delta t, \omega) = x(t, \omega) + \Delta t q_{h_t}(x(t, \omega), \omega), \quad \text{where } \Delta t = \frac{h_t}{2\|q_{h_t}(x(t, \omega), \omega)\|}.
\]

The travel time \( \tau_{h_t}(\omega) \in [0, \infty) \) is defined as

\[
\tau_{h_t}(\omega) = \arg\min_{t > 0} x_{h_t}(t, \omega) \in \partial \Omega.
\]

The approximation of the particle path is different to the procedure in [52] and, therefore, the estimated probability of failures differs slightly. Failure is defined as the event that \( \tau_{h_t} \) is smaller than the threshold \( \tau_0 = 0.03 \). Hence, the respective LSF is defined as \( G_t(\omega) := \tau_{h_t}(\omega) - \tau_0 \). The reference solution of the probability of failure is \( 4.6730 \cdot 10^{-7} \) and is the estimated mean probability of failure over 100 realizations of SuS with \( 10^4 \) samples and mesh size \( h = 1/128 \). Figure 7 shows a realization of a non-failure event and of a failure event. The figure displays the permeability \( a \) and the respective solutions of the Darcy velocity \( q_h \) for \( h = 1/128 \) and shows the particle paths which start at \( x_0 \) and their respective travel times.

The probability of failure is estimated by SIS, MLSIS, SuS and MLSuS. For all methods, the estimation is performed for \( N = 250, 500, 1000 \) samples and \( N_s = 0.1 \cdot N \) samples are considered for the small sample subset to decide if either bridging or tempering is performed in the update scheme of Section 3.2. For each parameter setting, the estimation is repeated 100 times. For the multilevel methods, the sequence of mesh sizes is \( h_\ell = 2^{-\ell-1} \) for \( \ell = 1, \ldots, 6 \), i.e., the coarsest mesh size is \( h_1 = 1/4 \) and the finest \( h_6 = 1/128 \). The multi-level methods are applied with a level dependent dimension, where the parameter dimensions of the KL expansions are \( n_1 = 10, n_2 = 20, n_3 = 40, n_4 = 80 \) and \( n_5 = n_6 = 150 \). SIS and MLSIS are performed for target coefficient of variations equal to 0.50 and 1.00. aCS and the vMFN distributions are considered as the MCMC methods without a burn-in. The parameter \( c \) to define the number of seeds of the MCMC algorithm in (4.1) is \( c = 0.1 \). For SuS and MLSuS, aCS is considered as the MCMC method without a burn-in and the parameter \( \hat{p}_0 \) in (2.9) is \( \hat{p}_0 = 0.1 \) or \( \hat{p}_0 = 0.25 \).

5.2.1 Results

Figure 8 shows the estimated mean probability of failure calculated by SIS and MLSIS plus/minus its standard deviation. The estimates of the means are in accordance with the reference solution and the bias and standard deviation decrease with an increasing number of samples. The standard deviation is smaller for a smaller target coefficient of variation. As for the 1D problem, we observe that applying the independent sampler with the vMFN distribution yields a smaller standard deviation than applying aCS.

Figure 9 shows the relative RMSE on the horizontal axis and the computational costs on the vertical axis for the SIS and MLSIS estimator. The costs are calculated based on the formula given in (3.1) for \( L = 6 \) and \( d = 2 \). Again, SIS and MLSIS yield the same range of the relative RMSE but the computational costs are lower for MLSIS. Compared to SIS, we can again save around 61% of the computational costs if we apply MLSIS for
Figure 7: Realization of the permeability $a(\cdot, \omega)$ and the respective solution of the Darcy velocity $q_h(\cdot, \omega)$ and the particle path $x(t, \omega)$ for $h = 1/128$.

The estimation. This is the same level of savings as in the 1D problem. However in the 2D problem, less level updates have to be performed as in the 1D problem setting. We expect that even more computational costs can be saved with MLSIS if we increase the highest discretization level.

Figure 10 shows the relative RMSE and computational costs of SIS, MLSIS, SuS and MLSuS. We observe that SuS yields the same relative RMSE as SIS with aCS. However, SuS requires less computational costs. If we consider SIS with vMFN, the relative RMSE is smaller compared to SuS but the computational costs are higher for SIS. For the multilevel methods, we observe that MLSIS with $\text{tarCoV} = 1.00$ yields a smaller relative RMSE and requires less computational costs than MLSuS. This observation holds for both MCMC algorithms. In the 1D problem, we only observe that MLSIS with sampling from the vMFN distribution yields a more efficient estimator than MLSuS. For SuS and MLSuS, $\hat{p}_0 = 0.25$ yields higher computational costs and a slightly smaller relative RMSE than $\hat{p}_0 = 0.1$ since more intermediate failure domains are considered for $\hat{p}_0 = 0.25$. 
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Figure 8: Estimated probability of failure by SIS and MLSIS averaged over 100 runs for 250, 500 and 1000 samples and tarCoV ∈ {0.50, 1.00}. The coloured areas show the standard deviation of the estimates. The black lines show the reference estimate by Monte Carlo sampling. 1st row: aCS, c = 0.1; 2nd row: vMFN, c = 0.1; 1st column: SIS; 2nd column: MLSIS with level dependent dimension.

Figure 9: Computational costs and relative RMSE of SIS and MLSIS averaged over 100 runs for 250, 500 and 1000 samples and tarCoV ∈ {0.50, 1.00}. 1st column: aCS, c = 0.1; 2nd column: vMFN, c = 0.1.
Motivated by the nestedness issue of MLSuS, we implement MLSIS to estimate the probability of rare events. We assume that the underlying LSF depends on a discretization parameter \( \ell \). MLSIS samples a sequence of non-zero density functions that are adaptively chosen such that each pair of subsequent densities are only slightly different. Therefore, nestedness is not an issue for MLSIS. We combine the smoothing approach of the indicator function in [46] and the multilevel idea in [36]. This yields a two-fold adaptive algorithm which combines tempering and bridging sequences in a clever way to reduce computational costs. Moreover, we apply the level dependent dimension approach of [52] to reduce variances between consecutive accuracy levels of the LSF. This leads to more tempering updates on coarse levels and reduces computational costs. Another contribution of our work is the vMFN distribution as a proposal density in an independent MCMC algorithm. This leads to an efficient MCMC algorithm even in high dimensions.

In numerical experiments in 1D and 2D space, we show that MLSIS is as accurate as SIS while MLSIS requires less computational costs. In some settings, MLSIS leads to a better accuracy and smaller computational cost than MLSuS. The results also show that applying the vMFN distribution as a proposal density in the MCMC algorithm reduces the bias and coefficient of variation of the MLSIS estimator compared to applying aCS as the MCMC algorithm.

The bridging approach can also handle more general assumptions on the approximation sequence of the LSF. For instance, the approximation sequence can arise within a multifidelity setting. Therein, bridging is applied to transfer samples between a low fidelity model and a high fidelity model.

Instead of using SIS to shift samples to the failure region, we plan to apply the Ensemble Kalman Filter for inverse problems as a particle based estimator for the probability of
failure. Therefore, the reliability problem is formulated as an inverse problem.
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