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- The introduction of memory leads to the emergence of bias in the agents’ interactions
- Presence of metastable states and nonmonotonic effects
Impact of memory and bias in kinetic exchange opinion models on random networks

André L. Oestereich\textsuperscript{a,c,*}, Nuno Crokidakis\textsuperscript{b}, Daniel O. Cajueiro\textsuperscript{d,c,e}

\textsuperscript{a}Unidade Central De Educação Faem Faculdade, Itapiranga/SC, Brazil
\textsuperscript{b}Instituto de Física, Universidade Federal Fluminense, Niterói/RJ, Brazil
\textsuperscript{c}National Institute of Science and Technology for Complex Systems (INCT-SC), Brazil.
\textsuperscript{d}Department of Economics, University of Brasilia, Campus Universitario Darcy Ribeiro - FACE, Brasília, DF 70910-900.
\textsuperscript{e}Machine Learning Laboratory in Finance and Organizations (LAMFO), Universidade de Brasília (UnB), 70910-900, Brasília, Brazil.

Abstract

In this work we consider the effects of memory and bias in kinetic exchange opinion models defined on random Erdos-Rényi networks. We propose a model in which agents remember the sign of their last interaction with each one of their pairs. This introduces memory effects in the model, since past interactions can affect future ones. We have also considered the impact of a parameter $q$ that regulates how often an agent changes its interaction to match its opinion, thus introducing bias in the interactions. For high values of $q$ an agent is more likely to start having a negative interaction with an agent of opposing opinion and a positive interaction with an agent of the same opinion. The model is defined on the top of random networks with mean connectivity $\langle k \rangle$. We analyze the impact of both $q$ and $\langle k \rangle$ on the emergence of ordered and disordered states in the population. Our results suggest a rich phenomenology regarding critical phenomena, with the presence of metastable states and a non-monotonic behavior of the order parameter. We show that the fraction of neutral agents in the disordered state decreases as the bias $q$ increases.
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1. Introduction

Opinion dynamics is one of the most studied problems in the branch of Socio-physics. Despite the simplicity of the models, they are able to mimic the main ingredients of complex social processes such as decision making, elections and diffusion of fake news/rumors [1, 2, 3, 4].

Although most opinion dynamics’ models do not consider effects of memory, they can be an important components to improve these models. For example, such effects were considered recently in the voter model [5] and in the noisy voter model [6]. For the voter model, the authors analyzed the model at mean-field level, and they showed that the functional form of the activation probability (related to the memory) has a crucial impact on how and whether the system reaches consensus or not [5]. In the case of the noisy voter model, the authors found a rich critical phenomena which includes continuous phase transitions, discontinuous transitions and tricritical behavior [6]. Despite the fact that discontinuous transitions are less common in the context of social systems, they were found in some recent works [7, 8, 9, 10, 11, 12, 13].

Yet considering memory effects in opinion dynamics, a recent work considered such effects on the q-voter model [14, 15]. The authors of [15] considered the q-voter model with social temperature and memory effects modeled considering the extreme value memory. Extreme value memory states that agents’ future choices depend on the peak memory of their past experiences [16]. Thus, the results showed that due to the memories of the past experiences related to each type of social response, if the level of social temperature is below a critical value, the agents may acquire personal traits.

A collective memory can also emerge in opinion dynamics. The authors of [17] proposed a stochastic model that includes dynamically evolving couplings, which effectively record an exponentially weighted history of co-expressed opinions between any pair of agents in the system. They showed how such mechanism allows a society to develop a collective memory of a previous exposed external information allowing it to spontaneously retrieve such information in the future when briefly triggered by exposure to that information. The model was also extended in order to analyze how exposure to strong external information can shape the behaviour of a society. The authors verified that people tend to agree with others if they have a history of predominant mutual agreement. On the other hand, they are be more likely to disagree with others in the case of a history of predominant recent disagreement. This mechanism gives rise to a collective memory effect by which a society can remember past configurations of opinions [18].

People have a tendency to weigh opinions that agree with theirs in a more positive light than those that oppose their views [19, 20]. This psychological effect is known
as confirmation bias. This phenomenon can be found in many different contexts and forms [21]. Confirmation bias is specially prevalent in online interactions [22, 23]. This tends to lead to the fragmentation and polarization of public opinion [24].

Due to its importance there have been efforts to integrate this bias in opinion dynamics models [25, 26, 27]. More specifically, in [28] the authors proposed a model where agents ignore opinions that are too different from their own. Inter-group bias was also shown to lead to polarization for disagreeing groups in a kinetic exchange opinion model [29].

In this work we consider another mechanism of memory and confirmation bias in kinetic exchange opinion models [30 31]. In section 2 we present the model and the microscopic rules that govern the dynamics. In section 3 we discuss our analytical and numerical results. Finally, the conclusions are presented in section 4.

2. Model

Our model consists of a variant of the three-state BCS (Biswas-Chatterjee-Sen) model [30]. The BCS is part of a class of models called kinetic exchange opinion models, that are based on models of wealth exchange. Specifically, in the BCS each agent carries one opinion $o = +1, -1$ or 0. The dynamical rule is simple: we choose 2 agents at random, say $i$ and $j$ with respective opinions $o_i$ and $o_j$. They interact through a kinetic rule, and the opinion of agent $i$ is updated according $o_i = \text{sign}(o_i + \mu_{ij} o_j)$, where $\text{sign}(x)$ is the sign function and $\{\mu_{ij}\}$ are random variables such that $\mu_{ij} = -1 (+1)$ with probability $p (1-p)$. The BCS model was defined in a fully-connected population, and it undergoes a continuous phase transition at $p_c = 1/4$, that separates an ordered ferromagnetic phase and a disordered paramagnetic one [30]. In three-state kinetic exchange opinion models, an ordered phase is defined the presence of a majority opinion ($o = +1$ or $o = -1$), and the coexistence with neutral individuals ($o = 0$). On the other hand, a disordered phase is defined by equal fractions of $o = +1$ and $o = -1$ opinions.

In our formulation of the model, we considered that the couplings $\{\mu_{ij}\}$ among agents $i$ and $j$ evolve in such a way that agents remember if their last interaction was positive or negative. We also assume that the opinions can have tree discrete values $o \in \{-1, 0, 1\}$.

We initiate the model with $N$ agents connected by an Erdos-Rényi random network. We assign to each agent $i$ an uniform random opinion ($o_i$) from the set $\{-1, 0, 1\}$. We set fraction $f_0$ of the connections of the network to be negative and the remaining connections to be positive. We consider the adjacency matrix to be symmetric, which is consistent with an undirected graph [32]. Therefore if agent
interacts negatively with agent $j$ ($\mu_{ij} = -1$), then agent $j$ also interacts negatively with agent $i$ ($\mu_{ji} = -1$).

For each time step we carry out $N$ updates. Each update consists of choosing an agent $i$ and one of its neighbors $j$ at random. If one of the agents has neutral opinion, then $o_i$ is always updated according to

$$o_i = \text{sign}(o_i + \mu_{ij}o_j).$$

If the pair of agents have opposing opinions ($o_i o_j = -1$), then, with probability $q$, their connection becomes negative ($\mu_{ij} = \mu_{ji} = -1$) and, with probability $1 - q$, the opinion $o_i$ is updated according to Eq. (1). If the agents have the same opinion ($o_i o_j = 1$), then, with probability $q$, their connection becomes positive ($\mu_{ij} = \mu_{ji} = +1$) and, with probability $1 - q$, opinion $o_i$ is updated according to Eq. (1). This mechanism introduces memory and bias to the model, since past interactions affect future interactions and the sign of the interactions correlates with their combined opinions.

In the subsequent sections we take the average of the opinions $O = \frac{1}{N} \sum o_i$ to be the global order parameter and $f$ to be the fraction of the negative nonzero elements in the adjacency matrix, i.e.

$$f = \frac{\text{number of negative connections}}{\text{number of connections}} = \frac{1}{2} \left( 1 - \frac{\sum_{ij} \mu_{ij}}{\sum_{ij} |\mu_{ij}|} \right).$$

Also, $\langle k \rangle$ is the average number of connections per node in the network.

3. Results and Discussion

In this section we present the results of the Monte Carlo simulations in networks with $N = 10^4$ connected agents. We connect the agents according to random networks [33] with varying degrees of connectivity. The results are an average over 50 samples.

An example of stationary state for a small network, $N = 100$, is presented in Figure 1. The average number of connections between agents with the same or different opinions is not different, but agents with differing opinions tend to have a negative interaction between them. In this figure we can also see that neutral agents tend to have a similar number of positive and negative connections to each of the other opinions. And also, that in this model contrarian individuals can arise naturally. These individuals are mostly negatively connected to individuals of differing opinion.

Figure 2 presents the order parameter of the system as a function of $q$ for different values of $f_0$. For all different initial states the system is non-monotonic. For smaller
Figure 1. State of the network for $N = 100$, $\langle k \rangle = 4$, $q = 0.3$ and $f_0 = 0.4$. The red circles are agents with negative opinions, the blue ones have positive opinions and the white are the neutrals. The green links represent a positive connection and the magenta ones represent a negative connection.

Figure 2. Stationary states for the order parameter as a function of $q$ for $\langle k \rangle = 50$, different values of $f_0$ in (a) and values for the samples average and standard deviation for $f_0 = 0.2$ in (b). The increase of $f_0$ reduces the stationary value of the order parameter. This inversely matches very closely with what we observe in Figure 3.

Values of $q$ ($q < 0.8$) the system exhibits two metastable states, an ordered one and a disordered one, as made evident in (b). For higher values of $q$ ($q > 0.8$) there is a single stationary state and this dependence on the initial conditions of the system disappears.
Figure 3. Average value of the stationary states for $f$ as a function of $q$ for $\langle k \rangle = 50$ and different initial values of $f$. Here we observe that by increasing $f_0$ has an effect for $q < 0.8$, maximum values are found for $f_0 = 0.3$. This inversely matches very closely with what we observe in Figure 2.

These results are inversely correlated to the stationary values of the fraction of negative connections in the network that are presented in Figure 3. This relation is to be expected since a smaller number of negative connections in the stationary state leads to an ordered state and higher fraction of negative connections leads to a disordered state. Notice that for values of $q \in (0, 0.8]$ $f$ reaches a ceiling for each value of $q$, this holds true for $f_0 > 0.4$ as well.

In the BCS model when interactions are negative with probability 0.25 (the critical point of the original BCS model) or higher the system necessarily goes to the disordered state, as can be seen in Figure 4. In our model $f$ gives the approximate probability of a negative interaction. When $q = 0$ the signs of the connections do not change in time, therefore our model with $q = 0$ is equivalent to a BCS model with quenched negative interactions. Figure 4 presents a comparison for the results of our model with $q = 0$ and the analytical solution for the BCS model, given by $O = \frac{\sqrt{1-p}}{1-p}$ [30]. We see that because the negative and positive interactions are always between the same individuals the critical point is slightly bigger than the BCS model. It is also apparent, that when the signs of the interactions do not change the results are very similar to the BCS model, therefore the ability of the interactions to change signs in a biased way plays a decisive role in the novelty of the results.

From the mean field approximation (see the Appendix) we have that the fraction of neutral opinions in the disordered state is given by
Figure 4. Comparison between the analytical solution of the BCS model and the order parameter for the stationary state for $q = 0$ and $\langle k \rangle = 50$. The behaviour is very similar in both cases but in our model the critical value is slightly bigger.

Figure 5. Histogram of opinions in the disordered state for $f_0 = 0.3$ and $\langle k \rangle = 50$. The fraction of each opinions follows closely the results of the approximated version presented as the red dashed line. As the probability of a connection to change increases the fraction of neutral agents decreases.

\[ g_0 = \frac{1 - q}{3 - q}. \]  

(3)

This is in agreement with the results found in the simulations as can be seen in Figure 5. The mean field approximation is not able to capture characteristics of the order parameter for this model since these are strongly correlated with the connectivity of the network and these characteristics are completely ignored in the approximation.
The fraction of neutral opinions is reduced by increases in $q$ since this increases the probability of an agent changing their connection instead of their opinion. This means that, for $q = 1$ it is not possible for the system to find consensus, because in order to change one’s opinion it first has to become neutral and for $q = 1$ there are no neutral agents.

Figure 6. Influence of the connectivity of the network in the stationary state of the average opinion for $f_0 = 0.15$. Here we can see that the size of the network has a considerable effect in the outcome of the dynamic, and this is why the approximation of the model is not very accurate.

The role of $\langle k \rangle$ is shown in Figure 6 where order parameter as a function of $q$ is presented. In this graph we see that for higher values of $\langle k \rangle$ the range of values of $q$ that have a disordered phase becomes smaller as the values of $q$ increases. Thus, increases in $\langle k \rangle$ tend to increase the region of values of $q$ that lead to the ordered phase.

The relation between connectivity $\langle k \rangle$ and the order parameter is detailed further in Figure 7 where the order parameter as a function of average connectivity of the network for different values of $q$ is shown. The order parameter also has a non-monotonic behaviour with $\langle k \rangle$, especially for higher values of $q$. Specifically for $q = 0.7$ and $q = 0.9$ we see an initial decrease in the order parameter and then a subsequent increase. In general very high connectivity ($\langle k \rangle \sim N$) tends to lead to an ordered state.
Figure 7. Influence of the connectivity of the network in the stationary state of the average opinion for $f_0 = 0.15$ and different values of $q$. Here we can see that the size of the network has a considerable effect in the outcome of the dynamic, and this is why the approximation of the model is not very accurate.

4. Final Remarks

In this work we studied the effect of memory in the BCS model. In this model the sign of the interactions between the agents evolves alongside the opinions. This introduces a black-listing effect in which if agents have opposing views they start interacting negatively from then on. Conversely, if their interactions are negative and now they agree their interaction can become positive.

This minor change to the model produces vastly different results from the original model. The results are non-monotonic with the probability of the change in the sign of the interaction and with the average degree of the network. Our results indicate that if the network starts with a big fraction of negative interactions there is an optimal value for $q$, that promotes consensus. In the same way we show that for different values of $q$ there is a value of $\langle k \rangle$ that promotes the disordered state. Higher connectivity of the network tend to privilege the ordered state. We also show that for higher values of $q$ the fraction of neutral agents is reduced, to the point of being eliminated for $q = 1$.

Memory of the sign of interactions as well as the ability to change these signs to match the opinions have a significant effect in the outcomes of the model. When agents never change their interactions the results are very similar to the original BCS model. As $q$ increases an agent is more likely to change its interaction to match its
opinion than changing the opinion itself. This is related to an increased bias against opposing opinions that in the extreme case makes consensus impossible.
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Appendix A. Mean field approximation

This section describes the mean field approximation for the model. In this approximation all correlations between neighbours and the placement of the negative interactions are ignored. This leads to the discrepancies found between the model and these results.

Considering:
- \( f \) as the fraction of negative connections;
- \( g_+ \) as the fraction agents with +1 opinion;
- \( g_0 \) as the fraction agents with 0 opinion;
- \( g_- \) as the fraction agents with \(-1\) opinion.

So the rate equations become:

\[
\frac{df}{dt} = 2q(1 - f)g_+g_- - qf(g_+^2 + g_-^2) \quad (A.1)
\]

\[
\frac{dg_+}{dt} = (1 - f)g_+g_0 + fg_-g_0 - (1 - q)g_+[ (1 - f)g_- + fg_+ ] \quad (A.2)
\]
\[
\frac{dg_-}{dt} = (1 - f)g_-g_0 + fg_+g_0 - (1 - q)g_-[(1 - f)g_+ + fg_-] \quad (A.3)
\]

\[
\frac{dg_0}{dt} = (1 - q)[2(1 - f)g_+g_- + f(g_+^2 + g_-^2)] - g_0(g_+ + g_-) \quad (A.4)
\]

We still have the following identity \( g_+ + g_0 + g_- = 1 \), as a consequence we also must have \( \frac{dg_+}{dt} + \frac{dg_0}{dt} + \frac{dg_-}{dt} = 0 \), this can and was used to check Eqs. (A.1) to (A.4).

We will start by looking into the stationary state results for the fraction \( f \). The fraction of negative connections is what drives the ordering or dis ordering of the system. From Eq. (A.1) we can get the stationary state of \( f \). For \( q \neq 0 \) we have

\[
f = \frac{2g_+g_-}{g_-^2 + g_+g_- + g_+^2}. \quad (A.5)
\]

The first thing to notice is that this result does not explicitly depend on the value of \( q \) as long as \( q \neq 0 \). It is also worth noticing that in the disordered state \( g_+ = g_- \), and therefore \( f = 2/3 \). This result is about double the highest value of \( f \) seen in Fig. 3. The discrepancy seems to come from the fact that a negative connection between agents with different opinions does not behave in the same way as a negative connection between agents with the same opinion.

On the other hand this approximation predicts that in the ordered state when you have either \( g_+ = 1 \) and \( g_- = 0 \) or \( g_- = 1 \) and \( g_+ = 0 \) we also have \( f = 0 \). This is in complete agreement with the Monte Carlo simulation results.

Furthermore by substituting Eq. (A.5) into Eq. (A.2) in the stationary and using \( g_0 = 1 - g_+ - g_- \) we get

\[
qg_-^4 - g_-^4 - qg_+g_-^3 - 2g_+g_-^3 + 3qg_+^2g_-^2 - 5g_+^2g_-^2 + 3g_+g_-^2 - g_+^2g_- - g_+^4 - g_-^4 + g_+^3 = 0
\]

In the disordered state \( (g_+ = g_-) \) this becomes simply

\[
(q - 3)g_+^2 + g_+ = 0
\]

So for \( g_+ \neq 0 \) we have

\[
g_+ = \frac{1}{3 - q}. \quad (A.6)
\]

As \( g_0 = 1 - g_+ - g_- = 1 - 2g_+ \) in the disordered state, from Eq. (A.6) we have

\[
g_0 = \frac{1 - q}{3 - q}. \quad (A.7)
\]
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The last two results match very well the fractions of opinions found in the simulations as can be seen in Fig. 5.
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