Investigations of an effective time-domain boundary condition for quiescent viscothermal acoustics
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Abstract

Accurate simulations of sound propagation in narrow geometries need to account for viscous and thermal losses. In this respect, effective boundary conditions that model viscothermal losses in frequency-domain acoustics have recently gained in popularity. Here, we investigate the time-domain analogue of one such boundary condition. We find that the thermal part of the boundary condition is passive in time domain as expected, while the viscous part is not. More precisely, we demonstrate that the viscous part is responsible for exponentially growing normal modes with unbounded temporal growth rates, which indicates ill-posedness of the considered model. A finite-difference-time-domain scheme is developed for simulations of lossy sound propagation in a duct. If viscous losses are neglected the obtained transmission characteristics are found to be in excellent agreement with frequency-domain simulations. In the general case, the simulations experience an instability much in line with the theoretical findings.
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1 Introduction

For acoustic wave propagation in fluids, viscous and thermal losses are typically small and concentrated in the so-called viscous and thermal boundary layers close to solid walls. The thicknesses of the boundary layers depend on properties of the medium in which the sound propagates and the frequency of the sound. For sound propagation in air, the thicknesses of the viscous and thermal boundary layers are of the same order, ranging from about 15 µm at 20 kHz to 0.5 mm at 20 Hz. Although often otherwise negligible, the effects of viscous boundary losses may be significant in narrow geometries.

The frequent use of miniaturized acoustic devices, such as portable headphones, mobile phones, and hearing aids, has increased the need for accurate and computationally efficient models of viscothermal acoustics. Assuming that nonlinear effects are negligible, the linearized, compressible Navier–Stokes equations are the fundamental model for viscothermal (also known as thermoviscous) acoustics in general. However, the extreme thinness of the viscothermal boundary layer in air, compared to the free space wavelength and characteristic dimensions of relevant geometries, implies that it can be computationally expensive to generate accurate numerical solutions to the linearized, compressible Navier–Stokes equations. This can be understood from that the above mentioned boundary-layer thicknesses are smaller than the wavelength by a factor of approximately $10^{-6}$–$10^{-3}$ (low to high frequency).

As is often true in applications, we assume that the mean flow is slow compared to the speed of sound, so that it is justified to linearize the compressible Navier–Stokes equations around a fluid state at rest, which leads to a considerable simplification of the resulting equations. Since Kirchhoff [16] devised a semi-analytical solution for lossy sound propagation in a cylindrical pipe, much effort has been devoted to reformulations, approximate models, or numerical schemes that may reduce the computational cost of viscothermal acoustic simulations. Chabassier and Thibault [8] provide a recent comprehensive review of existing approaches with emphasis on simulations of wind instruments in frequency domain. Some approaches [14, 15] improve the computational efficiency by reducing the number of equations; nonetheless, the need to resolve the boundary layers persists. Other approaches, based on, for instance, the Zwikker–Kosten or Webster–Lokshin models, have been developed for special geometries in which sound propagation is assumed to be (approximately) one-dimensional [8]. A third approach, based on the observation that viscothermal losses are typically small and concentrated close to the walls of the domain, is to artificially concentrate the losses at the
walls using an effective boundary condition, which may be derived using acoustic boundary layer theory. In general, such effective boundary conditions are applicable when the boundary layer thicknesses are small compared to the free space wavelength and characteristic dimension of the geometry \[5\]. Effective boundary conditions have proven to be both accurate and computationally efficient in frequency-domain simulations involving complex geometries \[1\] \[3\] \[13\], even for the geometries of microperforated plates and fibrous materials, which at places are so narrow that the underlying model is barely applicable \[10\] \[4\]. Recently, effective boundary conditions of this type have been implemented in the Acoustics Module of the commercial software COMSOL Multiphysics.

The idea of using boundary layer theory to devise approximate acoustic models that are appropriate close to the walls goes back to Cremer \[11\], who derived the dimensionless wall admittance \( \Upsilon_W \) of a plane wave \( \exp(i\omega t - ik \cdot x) \), \( \omega = c|k| > 0 \) impinging at an angle \( \theta \) on an infinite planar wall with exterior unit normal \( n \),

\[
\Upsilon_W = \sin^2 \theta \sqrt{\omega \tau_V} + \sqrt{i \omega \tau_T} = \frac{|k|^2 - (n \cdot k)^2}{|k|^2} \sqrt{\omega \tau_V} + \sqrt{i \omega \tau_T},
\]

where \( \sqrt{i} = (1 + i)/\sqrt{2} \). We have chosen here to express Cremer’s formula for the admittance using viscous and thermal time scales,

\[
\tau_V = \frac{\nu}{c^2} \text{ and } \tau_T = \frac{(\gamma - 1)^2 \kappa}{\rho_0 c^2 c_p},
\]

where \( \rho_0 \) denotes the ambient mass density, \( c \) the speed of sound, \( \nu \) the kinematic viscosity, \( \kappa \) the thermal conductivity, \( \gamma \) the heat capacity ratio, and \( c_p \) the specific heat capacity at constant pressure.

**Remark 1.** More common is to specify boundary-layer models using the viscous and thermal boundary-layer thicknesses

\[
\delta_V = \sqrt{\frac{2\nu}{\omega}}, \quad \delta_T = \sqrt{\frac{2\kappa}{\omega \rho_0 c_p}}.
\]

However, formulations using time scales are useful for our final aim of devising a time-domain boundary-layer formulation.

Table \[1\] in Appendix \[A\] presents properties of air employed in the numerical experiments that we report below. Comparing the timescales \( \tau_V \approx 10^{-10} \) s and \( \tau_T \approx 10^{-11} \) s at atmospheric conditions to the frequencies of audible sound \( f \in [20, 20000] \) Hz, we find that typically \( \Upsilon_W \approx 0 \), which approximates a slip condition on the acoustic velocity. Pierce \[23\], eq. (10-4.12)], derived a generalization of expression \( \Upsilon \) in the form of a boundary condition for time-harmonic fields, which may be expressed using parameters \( \delta \) as

\[
\rho_0 c n \cdot \hat{u} = -\frac{\rho_0 c^2 \tau_V}{\sqrt{i \omega \tau_V}} \nabla \Gamma \cdot \hat{u} + \sqrt{i \omega \tau_T} \hat{p} = -\frac{i \omega \tau_V}{\omega^2 c^2} \Delta \Gamma \hat{p} + \sqrt{i \omega \tau_T} \hat{p},
\]

where \( \hat{p} \) denotes the complex acoustic pressure, \( \Delta \Gamma \) the tangential Laplacian, \( \hat{u} \) the acoustic velocity satisfying \( i \omega \rho_0 \hat{u} = -\nabla \hat{p} \), and \( \nabla \Gamma \cdot \hat{u} \) the tangential divergence of the acoustic velocity. Note that boundary condition \( \Upsilon \) yields the dimensionless wall admittance \( \Upsilon \) for \( \hat{p}(x) \propto \exp(-ik \cdot x) \) with \( |k| = \omega/c \).

**Remark 2.** The tangential gradient \( \nabla \Gamma f \) of a scalar or vector field \( f \) along a smooth orientable surface \( \Gamma \) embedded in \( \mathbb{R}^3 \) is the projection of the gradient in the tangential direction, that is, \( \nabla \Gamma f = P_{\Gamma} \nabla f \), where \( P_{\Gamma} = I - n \otimes n \) and where \( n \) is a unit normal field on \( \Gamma \). The tangential divergence \( \nabla \Gamma \cdot u \) of a vector field is \( u \) is the trace of the second-order tensor \( \nabla \Gamma u \). The tangential gradient and divergence also satisfy

\[
\nabla \Gamma f = \nabla f - n \frac{\partial f}{\partial n},
\]

\[
\nabla \Gamma \cdot u = \nabla \cdot u - n \cdot \frac{\partial u}{\partial n}.
\]

The tangential Laplacian \( \Delta \Gamma \) is the tangential divergence of the tangential gradient.
Over the years, the effective boundary conditions given by Cremer and Pierce have been independently rediscovered multiple times. Bossart et al. [5], who appears to have been the first to exploit the potential for computational acoustics, propose a two step method coupling the dimensionless wall admittance (1) with a lossy Helmholtz equation (that is, with a complex wave number) for the acoustic pressure in the bulk region. In the first step, the approximation \((|k|^2 - (n \cdot k)^2)/|k|^2 \approx 1/2\) leads to an approximation of the pressure \(\hat{p}_1\), which in turn yields the approximation \((|k|^2 - (n \cdot k)^2)/|k|^2 \approx -c^2 \Delta \Gamma \hat{p}_1/(\omega^2 \hat{p}_1)\) used in the second step. Later, one-step approaches based on coupling Pierce’s boundary condition (4) with the Helmholtz equation have been successfully implemented [22, 9, 1, 3, 13] (note that some of the references only consider viscous damping). Berggren et al. [3] were the first to prove well-posedness of a variational formulation for the coupling of the Helmholtz equation with the boundary condition (4).

In case there are only viscous losses, some generalizations have been put forward. Cheng et al. [9] investigate sound propagation in a thin rectangular capillary with one of the dimensions comparable to the boundary layer thicknesses and devise a nonlocal effective boundary condition for this case. The effects of curvature and other higher order effects of viscous losses have been investigated in the works of Schmidt et al. [28, 29].

So far, only frequency-domain approaches have been discussed. Time-domain simulations may be computationally advantageous for determining broadband characteristics, especially if explicit time-stepping is possible. Moreover, a time-domain acoustic boundary condition has the advantage that it may be coupled to nonlinear equations such as the compressible Euler equations. Time-domain approaches have been developed for both the Zwikker–Kosten and Webster–Lokshin models [8]. The aim of this article is to investigate the time-domain equivalent of the more general boundary condition (4). As will be described below, the presence of radicals will manifest itself in nonlocal, temporal, half-order integrals and derivatives, which require specialized discretizations in order to achieve sufficient computational efficiency [19]. The presence of tangential derivatives implies that boundary condition (4) is not locally reacting, and therefore not considered within the extensive framework of time-domain impedance boundary conditions [25, 18]. In isolation, the thermal part of boundary condition (4) can be analyzed within in that framework [18 § 4.6]. However, the main advantage of using boundary condition (4), compared to a generic time-domain impedance boundary condition, is that there are no free parameters that need tuning.

As mentioned above, the aim of this article is to investigate the time-domain equivalent of boundary condition (4). In Section 2, we present the time-domain boundary condition and demonstrate that the viscous contribution is not passive, contrary to the thermal contribution. In Theorem 1 we reach the conclusion that the viscous part of boundary condition (4) allows solutions that grow arbitrary fast in time, which is a strong indication of ill posedness. This finding is somewhat surprising, given that the frequency-domain formulation has been proven to provide well-posed variational formulations [3, 29]. More precisely, the Briggs–Bers-type normal-mode analysis carried out in Section 2.2 indicates an absolute instability that becomes worse for increasing wave number. This instability is likely the cause of the observed stationary grid-level oscillations associated with the highest representable wave number in the finite-difference implementation described in Sections 3 and 4. In order to obtain a stable time-domain model for the viscous boundary condition, either a stabilization scheme or an alternative model has yet to be worked out. In contrast, when viscous losses are neglected, the simulated transmission characteristics of the planar mode is found to be in excellent agreement with frequency-domain simulations based on boundary condition (4).

2 A time-domain viscothermal boundary condition

Although the time-domain analogue of boundary condition (4) may be derived from scratch by mimicking, in time domain, the frequency-domain procedure outlined by Berggren et al. [3], Fourier transforms [24] expressions (7.1) and (7.4)] provide a more direct approach,

\[ n \cdot u = -c \nabla \Gamma \cdot \left( \sqrt{\tau} \left[ -D_t^{-1/2} u_T \right] \right) + \sqrt{\tau} \left[ -D_t^{1/2} \frac{P}{\rho_0 c} \right]. \]  (6)
Here, $-\infty D_{t}^{-1/2}$ and $-\infty D_{t}^{1/2}$ denote (left) temporal half-order Riemann–Liouville fractional integral and differential operators starting at $-\infty$ defined by

$$
-\infty D_{t}^{-1/2} p = \frac{1}{\sqrt{\pi t}} \int_{-\infty}^{t} \frac{p(\tau)}{\sqrt{t-\tau}} \, d\tau \quad \text{and} \quad -\infty D_{t}^{1/2} p = \partial_t -\infty D_{t}^{-1/2} p,
$$

respectively [27, §5.1 eq. (5.2) and (5.6)].

Analogously as in frequency domain [3], we propose to use boundary condition ($\mathbf{6}$) in conjunction with the isentropic equations of sound propagation,

$$
\partial_t p + \nabla \cdot (c u_p) = 0,
$$

$$
\partial_t u_p + c \nabla p = 0,
$$

where $u_p = \rho_0 c u$.

### 2.1 Time-domain passivity

In this section, we investigate the time-domain passivity of boundary condition ($\mathbf{6}$). To that end, we consider the initial–boundary-value problem

$$
\begin{align*}
\partial_t p + \nabla \cdot (c u_p) &= 0 \quad \text{in } Q = (0, T) \times \Omega, \quad (10a) \\
\partial_t u_p + c \nabla p &= 0 \quad \text{in } Q = (0, T) \times \Omega, \quad (10b) \\
p &= 0, u_p = 0 \quad \text{on } Q_0 = \{0\} \times \Omega, \quad (10c) \\
\mathbf{n} \cdot u_p &= -c \nabla \nabla \cdot (\sqrt{V_0} D_{t}^{-1/2} u_p, \Gamma) + \sqrt{V_T} D_{t}^{1/2} p \quad \text{on } \Sigma_w = (0, T) \times \Gamma_w, \quad (10d) \\
p - \mathbf{n} \cdot u_p &= 2g \quad \text{on } \Sigma_{io} = (0, T) \times \Gamma_{io}, \quad (10e)
\end{align*}
$$

where $u_p = \rho_0 c u$ as before, $T > 0$ is an arbitrary end time, and $g$ is a finite duration source acting at the in/out-boundary part $\Gamma_{io}$, which is complementary to the solid wall $\Gamma_w$ as illustrated in Figure 1.

Note that, since $p$ and $u_p$ vanish at $t = 0$ and $g$ is a finite duration source supported in $(0, T)$, we may assume that $p$ and $u_p$ vanish also for $t < 0$, which implies that $-\infty D_{t}^{-1/2} u_p, \Gamma = 0 D_{t}^{-1/2} u_p, \Gamma$ and $-\infty D_{t}^{1/2} p = 0 D_{t}^{1/2} p$. Assuming sufficient regularity of the domain and the acoustic fields, we apply $\int_{\Omega} p$ to equation ($\mathbf{10a}$), $\int_{\Omega} u_p$ to equation ($\mathbf{10b}$), sum the resulting terms, and integrate by parts either of the spatial derivatives,

$$
0 = \int_{\Omega} p(\partial_t p + \nabla \cdot (c u_p)) \, d\Omega + \int_{\Omega} u_p \cdot (\partial_t u_p + c \nabla p) \, d\Omega = \frac{1}{2} \frac{d}{dt} \int_{\Omega} (p^2 + |u_p|^2) \, d\Omega + \int_{\partial \Omega} c \mathbf{n} \cdot u_p d\Gamma. \quad (11)
$$
Rearranging terms, integrating in time over \((0, T)\), invoking initial condition \([10c]\) and boundary condition \([10d]\), we find

\[
\frac{1}{2} \int_\Omega \left( p^2 + |u_p|^2 \right) |_{t=T} \, d\Omega = \int_{\Sigma_{\text{io}}} cp(2g - p) \, d\Sigma - \int_{\Sigma_w} cp \cdot u_p \, d\Sigma \\
= \int_{\Sigma_{\text{io}}} cg^2 \, d\Sigma - \int_{\Sigma_{\text{io}}} c(p - g)^2 \, d\Sigma - \int_{\Sigma_w} cp \cdot u_p \, d\Sigma
\]

(12)

Thus, boundedness of the solution, in the form

\[
\int_\Omega \left( p^2 + |u_p|^2 \right) |_{t=T} \, d\Omega \leq \int_{\Sigma_{\text{io}}} cg^2 \, d\Sigma
\]

(13)

would follow, provided that \(\int_{\Sigma_w} cp \cdot u_p \, d\Sigma \geq 0\). Strictly speaking, passivity requires that the bound \([13]\) holds for each \(T > 0\) \([2\text{ Def. 3.3}].\) Invoking boundary condition \([10d]\), we find that

\[
\int_{\Sigma_w} cp \cdot u_p \, d\Sigma = -\int_{\Sigma_w} c^2 p \nabla \cdot (\sqrt{\nabla} \, D_t^{-1/2} u_{p,\Gamma}) \, d\Sigma + \int_{\Sigma_w} cp \sqrt{\nabla} \, D_t^{-1/2} \, d\Sigma.
\]

(14)

Positivity of the quadratic form involving the half-derivative, for any \(T > 0\), may be demonstrated using a diffusive representation \([18\text{ §2 & Appendix F}]\) or, since the half-derivative may be expressed as a convolution whose Laplace transformed kernel is a positive-real function \([18\text{ eq. (1.6)]},\) using systems theory \([33].\) Thus the thermal contribution is indeed passive.

We proceed to investigate the viscous contribution. Inspired by the frequency-domain analysis \([3],\) we integrate by parts on the boundary to transfer the tangential derivatives to the pressure,

\[
-\int_{\Sigma_w} c^2 p \nabla \cdot (\sqrt{\nabla} \, D_t^{-1/2} u_{p,\Gamma}) \, d\Sigma = \int_{\Sigma_w} c^2 \nabla p \cdot \sqrt{\nabla} \, D_t^{-1/2} u_{p,\Gamma} \, d\Sigma
\]

(15)

where \(\gamma_w = (0, T) \times \partial \Gamma_w\) and \(n_{\Gamma}\) denotes the co-normal of \(\Gamma_w\) at \(\partial \Gamma_w\), that is, the exterior unit normal on \(\partial \Gamma_w\). Guided by the frequency-domain well-posedness theory \([3],\) we make the additional assumption that

\[
n_{\Gamma} \cdot u_{p,\Gamma} = 0 \quad \text{on} \quad \gamma_w = (0, T) \times \partial \Gamma_w.
\]

(16)

Then, using equation \([10b]\) to formally exchange the tangential gradient of the pressure with the tangential velocity \(u_{p,\Gamma}\) in the first term on the right side of expression \([15],\) we find

\[
-\int_{\Sigma_w} c^2 p \nabla \cdot (\sqrt{\nabla} \, D_t^{-1/2} u_{p}) \, d\Sigma = -\int_{\Sigma_w} c \partial_t u_{p,\Gamma} \cdot \sqrt{\nabla} \, D_t^{-1/2} u_{p,\Gamma} \, d\Sigma
\]

(17)

where the last step follows since \(_0D_t^{-3/2} = _0D_t^{-1/2} _0D_t^{-1}\) \([27\text{ Th. 2.5}]\) and \(u_{p,\Gamma} = 0\) at \(t = 0\) implies that \((_0D_t^{-1} \partial_t u_{p,\Gamma})(t) = \int_0^t \partial_t u_{p,\Gamma}(\tau) \, d\tau = u_{p,\Gamma}(t) - u_{p,\Gamma}(0) = u_{p,\Gamma}(t).\) Thus, under assumption \([16],\) the viscous part of boundary condition \([10d]\) is passive provided \(\int_0^T \partial_t u_{p,\Gamma} \cdot _0D_t^{-1/2} \partial_t u_{p,\Gamma} \, dt\) is negative for each \(T > 0\). Recall the definition of the Riemann–Liouville fractional integral of order 3/2 starting at 0 \([27\,§5.1\text{ eq. (5.1)]},\)

\[
_0D_t^{-3/2} \nu = \frac{2}{\sqrt{\pi}} \int_0^t \sqrt{t - \tau} \nu(\tau) \, d\tau.
\]

(18)
Note that \( \int_0^T v(t) D_t^{-3/2} v \, dt > 0 \) for non-vanishing functions \( v \) that are either non-negative or non-positive. In particular, there are such functions that are smooth and compactly supported in \((0, \infty)\), thus satisfying homogeneous initial conditions. Moreover, if \( \int_0^T v(t) D_t^{-3/2} v \, dt < 0 \) for some \( v \in C([0, T]) \) that vanishes at \( t = 0 \), then \( v \) is non-vanishing and therefore either non-negative or non-positive in \((0, T^*) \) for some \( T^* \in (0, T) \) and thus \( \int_0^{T^*} v(t) D_t^{-3/2} v \, dt > 0 \). Therefore negativity cannot hold for all \( T > 0 \) and thus the viscous contribution to boundary condition \((10d)\) is not passive.

To elucidate the issue, we invoke an expansion, proved in Theorem 2 in Appendix B,

\[
\beta_{3/2} \sqrt{\frac{2}{T}} \int_0^T v(t) D_t^{-3/2} v \, dt = \left( \int_0^T v(t) \, dt \right)^2 - \frac{1}{4} \sum_{n=1}^\infty (4n - 1) \left( \int_0^T P_n^{(-1/4)} \left( \frac{2t}{T} - 1 \right) v(t) \, dt \right)^2,
\]

where \( \beta_{3/2} > 0 \) and \( P_n^{(-1/4)} \) denotes the \( n \)-th order Gegenbauer polynomial with parameter \(-1/4\). Although the expansion \((19)\) is not orthogonal — recall that the Gegenbauer polynomials are orthogonal with respect to a \textit{weighted} \( L^2 \) inner product — we may conclude that \( \int_0^T v(t) D_t^{-3/2} v \, dt \leq 0 \) for functions averaging to zero on \((0, T)\). Representing \( u_{p, \Gamma} = (u_{p, \Gamma_1}, \ldots, u_{p, \Gamma_d}) \) in Cartesian coordinates, substituting \( v = \partial_t u_{p, \Gamma_1} \) into the first term in expansion \((19)\), and recalling initial condition \((10c)\), we find

\[
\left( \int_0^T \partial_t u_{p, \Gamma_i} \right)^2 = (u_{p, \Gamma_i}(T) - u_{p, \Gamma_i}(0))^2 = u_{p, \Gamma_i}(T)^2, \quad i \in \{1, \ldots, d\}.
\]

Thus, imposing the final condition \( u_{p, \Gamma}(T) = 0 \) on \( \Sigma_w \) would let us conclude that the viscous contribution is \textit{passive on average} on \((0, T)\). We note that such final condition is fundamentally incompatible with an initial–boundary-value problem but compatible and implicitly incorporated in the time-harmonic setting.

### 2.2 Ill-posedness for \( \tau_V > 0 \)

In this section, we employ a Briggs–Bers-type analysis of normal modes \([6]\) to demonstrate that supplementing system \((8)\) with boundary condition \((6)\) allows for normal modes that grow arbitrarily fast in time, provided that \( \tau_V > 0 \). As argued by Brambley \([6]\), unbounded exponential growth in time of normal modes is indicative of ill-posedness.

We consider propagation in a right rectangular prism \( \Omega_\parallel \times (-a, a) = \Pi_{d-1}^{d-1} (0, L) \times (-a, a) \), which is bounded by two parallel plates located at \( x_\perp = -a \) and \( x_\perp = a \) as illustrated in Figure 2. Note that the coordinate system is aligned with the orientation of the plates so that \( x = (x_\parallel, x_\perp) \in \mathbb{R}^d \), where \( x_\parallel = (x_{\parallel 1}, \ldots, x_{\parallel d-1}) \) is \((d-1)\)-dimensional and tangential to the plates, and \( x_\perp \) is 1-dimensional and aligned with the exterior normal at the upper plate. Imposing symmetry along the center plane \( x_\perp = 0 \) and introducing the corresponding splittings \( u_p = (u_\parallel, u_\perp) \) and \( \nabla = (\nabla_\parallel, \partial_{x_\perp}) \), we are led to investigate the set of equations

\[
\begin{align*}
\partial_t p + \nabla_\parallel \cdot (c u_\parallel) + \partial_{x_\perp} (c u_\perp) &= 0 & \text{in } \Omega_\parallel \times (0, a), \\
\partial_t u_\parallel + c \nabla_\parallel p &= 0 & \text{in } \Omega_\parallel \times (0, a), \\
\partial_t u_\perp + c \partial_{x_\perp} p &= 0 & \text{in } \Omega_\parallel \times (0, a), \\
u_\perp &= 0 & \text{on } \Omega_\parallel \times \{0\}, \\
u_\perp = -c \nabla_\parallel \cdot (\sqrt{T}^{-1/2} D_t^{-1/2} u_\parallel) + \sqrt{T}^{-1/2} D_t^{1/2} p & \text{on } \Omega_\parallel \times \{a\}, \\
p - n_\parallel \cdot u_\parallel &= 0 & \text{on } \partial \Omega_\parallel \times (0, a),
\end{align*}
\]

where \( n_\parallel \) denotes the exterior unit normal to the mantle surface \( \partial \Omega_\parallel \times (0, a) \). Note that equations are posed in \( t \in \mathbb{R} \), which will allow us to explicitly construct the normal modes. Let us consider a
Figure 2: The existence of exponentially growing modes of arbitrary growth rates for $\tau_V > 0$ is demonstrated for wave propagation between two parallel plates.

normal mode ansatz of the form

$$p(t, x_\parallel, x_\perp) = q(x_\parallel) \cosh(k_\perp x_\perp) \exp(st), \quad (22a)$$

$$u_\parallel(t, x_\parallel, x_\perp) = -\frac{c}{s} \nabla_\parallel p(t, x_\parallel, x_\perp), \quad (22b)$$

$$u_\perp(t, x_\parallel, x_\perp) = -\frac{c}{s} \partial_\perp p(t, x_\parallel, x_\perp) = -\frac{ck_\perp \tanh(k_\perp x_\perp)}{s} p(t, x_\parallel, x_\perp), \quad (22c)$$

where $s, k_\perp \in \mathbb{C} \setminus \{0\}$. We immediately find that ansatz (22) satisfies equations (21b)–(21d) for each combination of the parameters, and equations (21a) and (21f) provided

$$-\nabla_\parallel \cdot (\nabla_\parallel q) = \left(k_\perp^2 - \frac{s^2}{c^2}\right) q \equiv k_\parallel^2 q \quad \text{in } \Omega_\parallel, \quad (23a)$$

$$\frac{s}{c} q + n_\parallel \cdot \nabla_\parallel q = 0 \quad \text{on } \partial \Omega_\parallel, \quad (23b)$$

that is, $k_\parallel^2 \equiv k_\perp^2 - s^2/c^2$ must be an eigenvalue of the $(d-1)$-dimensional Robin Laplacian on $\Omega_\parallel$ and $q$ a corresponding eigenfunction.

Let us look for modes (22) with real positive $s$; that is, modes that are unbounded in time. For positive $s$ the eigenvalue $k_\parallel^2$ must be positive [7, §4.2], which implies that $k_\perp^2 = k_\parallel^2 + s^2/c^2 > 0$. Without loss of generality, we assume that $k_\parallel > 0$ and, noting that the ansatz (22) is independent of the sign of $k_\perp$, also that $k_\perp > 0$. Separation of variables with the ansatz $q(x_\parallel) = \Pi_{i=1}^{d-1} X_i(x_\parallel)$ reduces eigenvalue problem (23) to a set of one dimensional eigenvalue problems,

$$-X''_i(x_\parallel) = k_i^2 X_i(x_\parallel), \quad 0 < x_\parallel < L_i, \quad (24a)$$

$$\frac{s}{c} X_i(0) - X'_i(0) = 0, \quad (24b)$$

$$\frac{s}{c} X_i(L_i) + X'_i(L_i) = 0, \quad (24c)$$

where $k_i > 0$ and $k_\parallel^2 = \sum_{i=1}^{d-1} k_i^2$. One may verify that

$$X_i(x_\parallel) \propto \cos(k_i x_\parallel) + \frac{s}{ck_i} \sin(k_i x_\parallel) \quad (25)$$

solves eigenvalue problem (24) provided [7, eq. (4.11)]

$$s = ck_i \left[ \csc(k_i L_i) - \cot(k_i L_i) \right]. \quad (26)$$

Noting that the bracketed part of expression (26) is $\pi$-periodic and using half-angle trigonometric identities, we find a neater expression relating $s$ and $k_i$,

$$s = ck_i \tan \left( \frac{\theta_i}{2} \right), \quad \text{where } k_i L_i = \theta_i + n_i \pi \text{ for some } \theta_i \in [0, \pi) \text{ and } n_i \in \mathbb{N}. \quad (27)$$
Substituting ansatz (22) into boundary condition (21e), recalling that \(-\infty D_t^{-1/2} \exp(st) = \exp(st)/\sqrt{s}\) for \(s > 0\) \[27\] Table 9.2 and therefore \(-\infty D_t^{1/2} \exp(st) = \partial_t \infty D_t^{-1/2} \exp(st) = \exp(st)\sqrt{s}\), and equation (23a), we find

\[\frac{-ck \tan(ka)}{s} p(t, x, a) = \frac{-c^2k^2 \sqrt{\tau_V}}{s^{3/2}} p(t, x, a) + \sqrt{s\tau_T} p(t, x, a),\]

that is,

\[ck \tan(ka) - \frac{c^2k^2 \sqrt{\tau_V}}{s^{3/2}} + s^{3/2} \sqrt{\tau_T} = 0.\]

where \(ck = \sqrt{s^2 + c^2k^2}\) and \(k^2 = \sum_{j=1}^{d-1} k_j^2\). Eliminating \(s\) in equation (29) using expressions (27), we finally obtain a system of \(d-1\) equations relating the \(d-1\) eigenvalues \(k_i\),

\[c \sqrt{k_i^2 \tan^2 \left(\frac{\theta_i}{2}\right) + \sum_{j=1}^{d-1} k_j^2 \tan \left(\frac{\theta_j}{2}\right)} - \sqrt{\tau_V} \frac{c^2 \sum_{j=1}^{d-1} k_j^2}{ck \tan \left(\frac{\theta_i}{2}\right)} \left(ck \tan \left(\frac{\theta_i}{2}\right)\right)^{3/2} = 0,\]

where \(k_i = k_i L = Q_i k_i L_i = Q_i(\theta_i + n_i \pi)\) for some \(\theta_i \in (0, \pi)\) and \(n_i \in \mathbb{N}\).

The conclusion is that if there are solutions to system (30), then the corresponding ansatz (22) fulfills equations (21). To facilitate the analysis, we introduce the dimensionless quantities \(K_i = k_i L_i\), \(Q_i = L_i / L_i\), \(A = a_i L\), \(T_V = (c/L)\tau_V\), \(T_T = (c/L)\tau_T\), where \(L = \sum_{i=1}^{d-1} L_i\). In these dimensionless quantities, system (30) can be expressed as

\[\sqrt{K_i^2 \tan^2 \left(\frac{\theta_i}{2}\right) + \sum_{j=1}^{d-1} K_j^2 \tan \left(\frac{\theta_j}{2}\right)} - \sqrt{T_V} \frac{\sum_{j=1}^{d-1} K_j^2}{\sqrt{K_i \tan \left(\frac{\theta_i}{2}\right)}} + \sqrt{T_T} \left(K_i \tan \left(\frac{\theta_i}{2}\right)\right)^{3/2} = 0,\]

where \(K_i = k_i L = Q_i k_i L_i = Q_i(\theta_i + n_i \pi)\) for some \(\theta_i \in (0, \pi)\) and \(n_i \in \mathbb{N}\).

Lemma 1. Assume that \(T_V > 0\). For each combination of \(n_1, \ldots, n_{d-1} \in \mathbb{N} \setminus \{0\}\), there is at least one solution \(\theta_1, \ldots, \theta_{d-1} \in (0, \pi)\) to system (31).

Proof. Let \(n_1, \ldots, n_{d-1} \in \mathbb{N} \setminus \{0\}\) be given. For each \(i\), the left side of expression (31) defines a continuous function

\[R_i : (\theta_1, \ldots, \theta_{i-1}, \theta_i, \theta_{i+1}, \ldots, \theta_{d-1}) \in [0, \pi]^{i-1} \times (0, \pi) \times [0, \pi]^{d-1-i} \mapsto R_i(\theta_1, \ldots, \theta_{d-1}) \in \mathbb{R}\]

(32)

with limits \(\lim_{\theta_i \to 0} R_i(\theta_1, \ldots, \theta_{d-1}) = -\infty\) and \(\lim_{\theta_i \to \pi} R_i(\theta_1, \ldots, \theta_{d-1}) = \infty\). Based on continuity, we define bounded functions \(r_i : [0, \pi]^{d-1} \to [-1, 1]\) by

\[r_i(\theta_1, \ldots, \theta_{d-1}) = \begin{cases} \tan(R_i(\theta_1, \ldots, \theta_{d-1})) & \theta_i \in (0, \pi) \text{ and } \theta_j \in [0, \pi] \text{ for } j \neq i, \\ -1 & \theta_i = 0 \text{ and } \theta_j \in [0, \pi] \text{ for } j \neq i, \\ 1 & \theta_i = \pi \text{ and } \theta_j \in [0, \pi] \text{ for } j \neq i. \end{cases}\]

(33)

Functions \(r_1, \ldots, r_{d-1}\) satisfy the assumptions of the Poincaré–Miranda theorem \[17\] and therefore there exist \(\theta_{d-1}^*, \ldots, \theta_{d-1}^* \in (0, \pi)\) such that \(r_1(\theta_1^*, \ldots, \theta_{d-1}^*) = \ldots = r_{d-1}(\theta_1^*, \ldots, \theta_{d-1}^*) = 0\); that is, \(R_1(\theta_1^*, \ldots, \theta_{d-1}^*) = \ldots = R_{d-1}(\theta_1^*, \ldots, \theta_{d-1}^*) = 0\). □
Having demonstrated existence of solutions to system (31), we continue, assuming that $T_\tau, T_T > 0$, with investigating the asymptotic behavior for $n_1 = \ldots = n_{d-1} = n \gg 1$; that is, the behavior for large eigenvalues $k_i$ of eigenvalue problems [24]. Retaining the most significant terms in system (31), recalling that $\lim_{x \to \infty} \tanh(x) = 1$ and $K_i = Q_i(\theta_i + n\pi) \approx Q_i n\pi$, we are led to study the system

$$n\pi \sqrt{Q_i^2 \tan^2 \left( \frac{\theta_i}{2} \right) + \sum_{j=1}^{d-1} Q_j^2 - \sqrt{T_\tau} \frac{1}{Q_i \tan \left( \frac{\theta_i}{2} \right)} (n\pi)^{3/2} + \sqrt{T_T} \left( n\pi Q_i \tan \left( \frac{\theta_i}{2} \right) \right)^{3/2} = 0.$$  \hspace{1cm} (34)

Multiplying with $(n\pi)^{-3/2}$ and introducing $z_i = Q_i \tan \left( \frac{\theta_i}{2} \right) > 0$ and $Q = \sqrt{\sum_{j=1}^{d-1} Q_j^2} > 0$ in expression (34), we obtain the decoupled equations

$$\frac{1}{\sqrt{n\pi}} \sqrt{z_i^2 + Q^2} - \sqrt{T_\tau} \frac{Q^2}{\sqrt{z_i}} + \sqrt{T_T} z_i^{3/2} = 0.  \hspace{1cm} (35)$$

Since the first term is positive, it is necessary that

$$\sqrt{T_\tau} \frac{Q^2}{\sqrt{z_i}} \geq \sqrt{T_T} z_i^{3/2} \Leftrightarrow z_i \leq Q \left( \frac{T_\tau}{T_T} \right)^{1/4} < \infty,$$

and therefore passing to the limit in equation (35), we find

$$\lim_{n \to \infty} z_i = Q \left( \frac{T_\tau}{T_T} \right)^{1/4} = \frac{\tau_\tau}{\tau_T} L \left( \frac{\tau_\tau}{\tau_T} \right)^{1/4} \sqrt{\sum_{i=1}^{d-1} \frac{1}{L_i^2}},  \hspace{1cm} (37)$$

where we in the last step used that $T_\tau/T_T = \tau_\tau/\tau_T$, $Q = \sqrt{\sum_{i=1}^{d-1} Q_i^2}$ and $Q_i = L/L_i$. Recalling expressions (27), $z_i = Q_i \tan \left( \frac{\theta_i}{2} \right)$, $Q_i = L/L_i$ and $k_i L_i = n\pi + \theta_i$, we find that

$$s = c k_i \tan \left( \frac{\theta_i}{2} \right) = c k_i \frac{z_i}{Q_i} = c k_i L_i \frac{z_i}{L} = c(n\pi + \theta_i) \frac{z_i}{L}.  \hspace{1cm} (38)$$

Passing to the limit in expression (38), recalling limit (37), we find that asymptotically, as $n \to \infty$,

$$s = c n\pi \left( \frac{\tau_\tau}{\tau_T} \right)^{1/4} \sqrt{\sum_{i=1}^{d-1} \frac{1}{L_i^2}}.  \hspace{1cm} (39)$$

Thus, there are arbitrarily large $s > 0$ for which the ansatz (22) satisfies equations (21).

Theorem 1 summarizes the findings so far in this section.

**Theorem 1.** Equations (21), with $\tau_\tau, \tau_T > 0$, admit solutions that grow arbitrarily fast in time.

Having investigated equations (21), which model lossy sound propagation between parallel plates for $t \in \mathbb{R}$, we briefly comment on the homogeneous initial–boundary-value problem formed by supplanting these equations with homogeneous initial conditions for $p$ and $u$ at $t = 0$. Assuming, as in the previous section, that $p = 0$ and $u = 0$ also for $t < 0$, and formally applying the (one-sided) temporal Laplace-transform to equations (21), we find

\begin{alignat}{2}
s\ddot{p} + \nabla_\parallel \cdot (c \ddot{u}_\parallel) + \partial_{x_1} (c \ddot{u}_\perp) & = 0 \quad & \text{in } \Omega_\parallel \times (0, a), \hspace{1cm} (40a) \\
s\ddot{u}_\parallel + c \nabla_\parallel \ddot{p} & = 0 \quad & \text{in } \Omega_\parallel \times (0, a), \hspace{1cm} (40b) \\
s\ddot{u}_\perp + c \partial_{x_1} \ddot{p} & = 0 \quad & \text{in } \Omega_\parallel \times (0, a), \hspace{1cm} (40c) \\
\ddot{u}_\perp & = 0 \quad & \text{on } \Omega_\parallel \times \{0\}, \hspace{1cm} (40d) \\
\ddot{u}_\perp & = -c \nabla_\parallel \cdot \left( \sqrt{\frac{\tau_\tau}{s}} \ddot{u}_\parallel \right) + \sqrt{s\tau_T} \ddot{p} \quad & \text{on } \Omega_\parallel \times \{a\}, \hspace{1cm} (40e) \\
\ddot{p} - n_\parallel \cdot \ddot{u}_\parallel & = 0 \quad & \text{on } \partial\Omega_\parallel \times (0, a), \hspace{1cm} (40f)
\end{alignat}
Figure 3: Snapshots at $t = 0$ of some pressure modes exhibiting exponential temporal growth in a 2D duct with dimensions $a = 0.5$ mm and $L = 500$ mm.

where $\tilde{p}(s, x_\parallel, x_\perp) = \mathcal{L}\{p(t, x_\parallel, x_\perp)\}(s)$, $\tilde{u}_\parallel(s, x_\parallel, x_\perp) = \mathcal{L}\{u_\parallel(t, x_\parallel, x_\perp)\}(s)$, and $\tilde{u}_\perp(s, x_\parallel, x_\perp) = \mathcal{L}\{u_\perp(t, x_\parallel, x_\perp)\}(s)$ denote the Laplace-transformed fields. We have also used that $\mathcal{L}\{D^{-1/2}_t f(t)\}(s) = \mathcal{L}\{f(t)\}(s)/\sqrt{s}$ \cite{eq. (7.14)} and therefore $\mathcal{L}\{D^{1/2}_t f(t)\}(s) = \mathcal{L}\{\partial_t D^{-1/2}_t f(t)\}(s) = \mathcal{L}\{f(t)\}(s)\sqrt{s}$ for functions $f$ vanishing at $t = 0$. Based on the time-domain ansatz (41), we may introduce the Laplace-domain ansatz

\begin{align}
\tilde{p}(s, x_\parallel, x_\perp) &= p(0, x_\parallel, x_\perp), \\
\tilde{u}_\parallel(s, x_\parallel, x_\perp) &= u_\parallel(0, x_\parallel, x_\perp), \\
\tilde{u}_\perp(s, x_\parallel, x_\perp) &= u_\perp(0, x_\parallel, x_\perp),
\end{align}

which leads to identical relations between the parameters $s$, $k_\perp$, and $k_i$ as in the time-domain analysis above. Thus there are arbitrarily large (real) positive values of $s$ for which ansatz (41) solves boundary-value problem (40) and consequently it is impossible to find an inversion contour. As argued by Brambley \cite{6}, such behavior of the Laplace-domain boundary-value problem is indicative of ill-posedness.

Figure 3 presents snapshots at $t = 0$ in the vicinity of $x_\parallel = 0$ of 2D pressure modes defined by expressions (22a) and (25), which coincide with the Laplace-domain pressure modes (41a) by construction. The dimensions of the duct, $a = 0.5$ mm and $L = 500$ mm, have been chosen to match those in the numerical experiments below. Inspecting the figure and formulae, we find that large amplitudes of pressure concentrate near the solid wall on the top as the wave number increases. These modes look strikingly similar to surface waves \cite{26 § 3.2.4], but have a purely exponential time dependence without oscillations. Since the largest observable wave number in the numerical experiments is inversely proportional to the spatial discretization step, we expect absolute instabilities that become worse with grid refinements to form close to the solid wall.
3 Finite-difference time-domain discretization

In this section, we apply a finite-difference time-domain (FDTD) discretization of the initial–boundary-value problem in a finite section of a straight two-dimensional duct as illustrated in Figure 4, where we let \( \Gamma_{io} = \Gamma_l \cup \Gamma_r \). Assuming that the source \( g \) is symmetric about the center line \( \Gamma_s \), we model only the upper part of the duct by requiring

\[
\mathbf{n} \cdot \mathbf{u} = 0 \quad \text{on} \quad \Sigma_s = (0, T) \times \Gamma_s.
\]  

(42)

Introducing the grid quantities

\[
\begin{align*}
p_{m,n}^q & \sim p(q\Delta t, (m-1/2)\Delta l, (n-1/2)\Delta l), \\
u_{m+1/2,n}^{q+1/2} & \sim \hat{x} \cdot \mathbf{u}_p((q+1/2)\Delta t, m\Delta l, (n-1/2)\Delta l), \\
v_{m,n+1/2}^{q+1/2} & \sim \hat{y} \cdot \mathbf{u}_p((q+1/2)\Delta t, (m-1/2)\Delta l, n\Delta l),
\end{align*}
\]  

(43a)

(43b)

(43c)

as illustrated in Figure 5, we update the pressure and velocities in the interior of the duct, \( m \in \{1, \ldots, M\}, n \in \{1, \ldots, N\} \), according to the classical Yee scheme [31],

\[
\begin{align*}
p_{m,n}^q &= p_{m,n}^{q-1} - \text{Co} \left( u_{m+1/2,n}^{q-1/2} - u_{m-1/2,n}^{q-1/2} + v_{m,n+1/2}^{q-1/2} - v_{m,n-1/2}^{q-1/2} \right), \\
u_{m+1/2,n}^{q+1/2} &= \frac{u_{m+1/2,n}^q - u_{m-1/2,n}^q - \text{Co} \left( p_{m+1,n}^q - p_{m,n}^q \right)}{\Delta t}, \\
v_{m,n+1/2}^{q+1/2} &= \frac{v_{m,n+1/2}^q - v_{m,n-1/2}^q - \text{Co} \left( p_{m,n+1}^q - p_{m,n}^q \right)}{\Delta t},
\end{align*}
\]  

(44a)

(44b)

(44c)

where \( \text{Co} = c\Delta t/\Delta l \) denotes the Courant number. Note that the scheme is staggered in both space and time.

Examining update equations (44), we find that the quantities \( u_{1/2,n}^{q+1/2}, v_{m,1/2}^{q+1/2}, p_{M+1,n}^q, \) and \( p_{m,N+1}^q \) need to be updated based on the boundary conditions. The symmetry condition (42) on \( \Gamma_s \) implies that

\[
v_{m,1/2}^{q+1/2} = 0, \quad m \in \{1, \ldots, M\}.
\]  

(45)
Differentiating boundary condition (10d) with respect to time, and eliminating \( \partial_t u_p \) using equation (10b), we obtain

\[
\partial_t p + n \cdot c \nabla p = 2 \partial_t g \quad \text{on} \quad \Gamma_{io} = \Gamma_l \cup \Gamma_r.
\] (46)

The finite difference approximations

\[
\partial_t p \approx \frac{1}{2} (p_{t+1}^q - p_{t-1}^q) - \frac{1}{2} (p_{t+1}^{q-1} - p_{t-1}^{q-1}),
\] (47)

\[
n \cdot c \nabla p \approx \frac{1}{2} (p_{t+1}^q + p_{t-1}^q) - \frac{1}{2} (p_{t+1}^{q-1} + p_{t-1}^{q-1})
\] (48)

at \( \Gamma_l \) and

\[
\partial_t p \approx \frac{1}{2} (p_{t+1}^q - p_{t-1}^q) - \frac{1}{2} (p_{t+1}^{q-1} - p_{t-1}^{q-1}),
\] (49)

\[
n \cdot c \nabla p \approx \frac{1}{2} (p_{t+1}^q + p_{t-1}^q) - \frac{1}{2} (p_{t+1}^{q-1} + p_{t-1}^{q-1})
\] (50)

at \( \Gamma_r \) substituted into boundary condition (46) leads to updates analogous to those proposed by Mur [21, eq. (15)] for computational electromagnetics,

\[
p_{t+1/2}^q = p_{t-1/2}^q + \frac{1 - \text{Co}}{1 + \text{Co}} (p_{t-1}^q - p_{t}^q) + \frac{4\Delta t}{1 + \text{Co}} (\partial_t g|_{\Gamma_l})^{q-1/2}_n, \quad n \in \{1, \ldots, N\},
\] (51)

\[
u_{t+1/2}^q = u_{t-1/2}^q - \text{Co} (p_{t-1}^q - p_{t}^q), \quad n \in \{1, \ldots, N\},
\] (52)

\[
p_{t+1/2}^{q+1} = p_{t-1/2}^{q+1} + \frac{1 - \text{Co}}{1 + \text{Co}} (p_{t-1}^{q+1} - p_{t}^{q+1}) + \frac{4\Delta t}{1 + \text{Co}} (\partial_t g|_{\Gamma_r})^{q+1/2}_n, \quad n \in \{1, \ldots, N\},
\] (53)

where \((\partial_t g|_{\Gamma_l})^{q-1}_n\) and \((\partial_t g|_{\Gamma_r})^{q-1}_n\) correspond to evaluations at \( t = (q - 1/2)\Delta t, y = (n - 1/2)\Delta l \).

It remains to devise an update for \( p_{t+1/2}^{q+1} \) based on boundary condition (10d). Applying \( \partial_t D_{l}^{1/2} \) to boundary condition (10d), we obtain

\[
n \cdot \partial_t D_{l}^{1/2} u_p = -c \nabla_l \cdot (\sqrt{\nu_0} D_l^{1/2} D_t^{-1/2} u_{p,\Gamma}) + \sqrt{\nu_0} D_l^{1/2} \partial_t D_{l}^{1/2} p \quad \text{on} \quad \Gamma_w.
\] (54)

Since \( p \) vanishes at \( t = 0 \) it holds that \( \partial_t D_t^{1/2} \partial_t p \equiv \int_0^t \partial_t p(\tau) d\tau = p(t) \). Thus, the semigroup property of fractional integration [27, Th. 2.5] implies

\[
\partial_t D_t^{1/2} p \equiv \partial_t (D_t^{1/2} D_t^{-1/2} p) = \partial_t \circ D_t^{1/2} \partial_t D_t^{-1/2} p = \partial_t D_t^{1/2} \partial_t D_t^{-1/2} p = \partial_t D_t^{1/2} \partial_t p = D_t^{1/2} \partial_t p.
\] (55)

That is, the Riemann–Liouville derivative coincides with the Caputo derivative in this case. Identity (55) and the semigroup property of fractional integration imply

\[
\partial_t D_t^{1/2} \partial_t D_t^{-1/2} p \equiv \partial_t \circ D_t^{1/2} \partial_t D_t^{-1/2} p = \partial_t D_t^{1/2} \partial_t D_t^{-1/2} \partial_t p = \partial_t D_t^{1/2} \partial_t p = \partial_t D_t^{1/2} \partial_t p.
\] (56)

which will be used to rewrite the second term to the right in boundary condition (54). For the first term on the right, we proceed as follows. In general, it holds that [27, Th. 2.4]

\[
\partial_t D_t^{1/2} \partial_t D_t^{-1/2} u_{p,\Gamma} = u_{p,\Gamma},
\] (57)

and therefore using that \( u_{p,\Gamma} = 0 D_t^{1/2} \partial_t u_{p,\Gamma} \) since \( u_{p,\Gamma} \) vanishes at \( t = 0 \), we have for the first term on the right of boundary condition (54) the identity

\[
0 D_t^{1/2} \partial_t D_t^{-1/2} u_{p,\Gamma} = u_{p,\Gamma} = 0 D_t^{1/2} \partial_t u_{p,\Gamma} = -0 D_t^{1/2} c \nabla \Gamma p,
\] (58)

where equation (10b) has been used to eliminate \( u_{p,\Gamma} \) in the last step. We now proceed with the term on the left of boundary condition (54). Since \( u \) vanishes at \( t = 0 \), as already demonstrated for \( p \) in expression (55), the half order Riemann–Liouville and Caputo derivatives coincide and therefore

\[
0 D_t^{1/2} u_p = 0 D_t^{1/2} \partial_t u_p = -0 D_t^{1/2} c \nabla p,
\] (59)
where equation (10b) has been used, once more, to eliminate \(u_p \Gamma\) in the last step. Thus, moving the term on the left side to the right side of boundary condition (54), dividing by \(\sqrt{\tau_T}\) and invoking identities (56), (58) and (59), we finally obtain

\[
\partial_t p + \frac{1}{\sqrt{\tau_T}} D_t^{-1/2} (n \cdot c \nabla p) + \sqrt{\frac{\tau_V}{\tau_T}} D_t^{-1} \Delta \Gamma p = 0 \quad \text{on } \Gamma_w. \tag{60}
\]

We note that for \(r \in C([0, T])\)

\[
\left| \frac{1}{\sqrt{\tau_T}} D_t^{-1/2} r \right| \leq \left( \frac{1}{\sqrt{\pi \tau_T}} \int_0^t \frac{d\tau}{\sqrt{t-\tau}} \right) \max_{t \in [0, T]} |r(t)| = 2 \frac{1}{\sqrt{\pi \tau_T}} \max_{t \in [0, T]} |r(t)|, \tag{61}
\]

\[
|a D_t^{-1} r| \leq t \max_{t \in [0, T]} |r(t)|, \tag{62}
\]

which indicates that boundary condition (60) is potentially stiff due to its second term; recall that \(\tau_T\) is typically much smaller than the time period of audible sound. Because of the potential stiffness, we propose an implicit discretization of boundary condition (60),

\[
p_{m,N+1}^q - p_{m,N+1}^{q-1} + \frac{C_o}{\sqrt{\tau_T}} 0 D_{q \Delta t}^{-1/2} (p_{m,N+1} - p_{m,N}) + \frac{C_o^2}{\Delta t} \sqrt{\frac{\tau_V}{\tau_T}} 0 D_{q \Delta t}^{-1} \Delta_m p_{N+1} = 0, \tag{63}
\]

where \(\tau_T^{-1/2} 0 D_{q \Delta t}^{-1/2} (p_{m,N+1} - p_{m,N})\) and \((\Delta t)^{-1} 0 D_{q \Delta t}^{-1} \Delta_m p_{N+1}\) are to be defined below. Although discretization (63) is implicit, the resulting linear system is tridiagonal and therefore efficiently solvable. Moreover, in the special case that \(\tau_V = 0\) the system is even diagonal, which leads to the explicit update formula (76).

We start by describing the discretization of the thermal contribution involving the half integral. Since the kernel is rather slowly decaying, naive discretizations of the convolution (7) eventually lead to prohibitively large computational cost. The discretization proposed here is inspired by the works of Haddar et al. [12] and Monteghetti et al. [20] and relies on a so-called diffusive representation [12] of the half integral,

\[
0 D_t^{-1/2} r = \frac{1}{\pi} \int_0^{\infty} \varphi(t, \xi) \frac{d\xi}{\sqrt{\xi}}, \tag{64}
\]

where the auxiliary state \(\varphi\) is defined as

\[
\varphi(t, \xi) = \int_0^t \exp(-\xi(t-\tau)) r(\tau) \, d\tau. \tag{65}
\]

Starting with definition (65), we devise an update formula for the auxiliary state,

\[
\varphi(t, \xi) = \int_0^t \exp(-\xi(t-\tau)) r(\tau) \, d\tau = \int_0^{t-\Delta t} \exp(-\xi(t-\tau)) r(\tau) \, d\tau + \int_{t-\Delta t}^{t} \exp(-\xi(t-\tau)) r(\tau) \, d\tau \\
\approx \exp(-\xi \Delta t) \int_0^{t-\Delta t} \exp(-\xi(t-\Delta t-\tau)) r(\tau) \, d\tau + \frac{1}{2} (r(t-\Delta t) + r(t)) \int_{t-\Delta t}^{t} \exp(-\xi(t-\tau)) \, d\tau \\
= \exp(-\xi \Delta t) \varphi(t-\Delta t, \xi) + \frac{1}{2} (r(t-\Delta t) + r(t)) W(\xi \Delta t) \Delta t, \tag{66}
\]
where
\[ W(x) = \frac{1 - \exp(-x)}{x}, \]  
which is less than unity for \( x > 0 \). Replacing \( \varphi \) with update (66) in the expression (64), we obtain
\[
\frac{1}{\sqrt{\pi T}} \int_0^\infty \frac{\varphi(t, \xi)}{\sqrt{\xi}} \, d\xi \approx \frac{1}{\sqrt{\pi T}} \int_0^\infty \exp(-\xi \Delta t) \sqrt{\xi} \varphi(t - \Delta t, \xi) \, d\xi + (r(t - \Delta t) + r(t)) \sqrt{\frac{\Delta t}{\pi T}},
\]

since definition (67) implies that
\[
\frac{1}{\sqrt{\pi T}} \int_0^\infty \frac{W(\xi \Delta t) \Delta t}{\xi} \, d\xi = \sqrt{\frac{\Delta t}{\pi T}} \int_0^\infty \frac{W(\xi \Delta t)}{\sqrt{\xi}} \, d\xi = \frac{1}{\sqrt{\pi T}} \int_0^\infty 1 - e^{-x} \frac{d}{dx} \left( \sqrt{x} \operatorname{erf}(\sqrt{x}) - \frac{1 - \exp(-x)}{\sqrt{x}} \right) \, dx = 2 \sqrt{\frac{\Delta t}{\pi T}}.
\]

To obtain a fully discretized update formula, we follow the suggestion of Monteghetti et al. to transform \( \int_0^\infty d\xi \) to \( \int_{-1}^1 d\eta \) and employ a standard Gauss–Legendre quadrature rule of order \( L \) with nodes \( \{\eta_l\}_{l=1}^L \) and weights \( \{w_{\eta_l}\}_{l=1}^L \). More precisely, employing the substitution \( \xi \Delta t = (1 + \eta)^2 / (1 - \eta)^2 \), we find
\[
\frac{1}{\sqrt{\pi T}} \int_0^\infty \frac{\exp(-\xi \Delta t)}{\sqrt{\xi}} \varphi(t - \Delta t, \xi) \, d\xi \approx \frac{1}{\sqrt{\pi T}} \sum_{l=1}^L \frac{\exp(-\xi_l \Delta t)}{\sqrt{\xi_l}} \varphi(t - \Delta t, \xi_l) w_l,
\]

where \( \xi_l \Delta t = (1 + \eta_l)^2 / (1 - \eta_l)^2 \), and \( w_l \Delta t = 4(1 + \eta_l) / (1 - \eta_l)^3 w_{\eta_l} \). Note that the number of quadrature points \( L \) needs to be significantly less than the number of time-steps in order for the diffusive representation to pay off.

Based on letting \( r(q \Delta t) = p_{m,N+1}^q - p_{m,N}^q \) in expressions (66) and (68) and employing the approximation (71), we suggest the following discretization of the third term in equation (63), for \( m \in \{1, \ldots, M\} \) and \( l \in \{1, \ldots, L\} \),
\[
\frac{1}{\sqrt{\pi T}} \int_0^\infty \frac{\exp(-\xi \Delta t) \Delta t}{\xi} \, d\xi \approx \frac{1}{\sqrt{\pi T}} \sum_{l=1}^L \frac{\exp(-\xi_l \Delta t)}{\sqrt{\xi_l}} \varphi_{m,l}^q \varphi_{m,l}^{q-1} w_l
+ \left( p_{m,N+1}^q - p_{m,N+1}^{q-1} + p_{m,N+1}^q - p_{m,N}^q \right) \sqrt{\frac{\Delta t}{\pi T}},
\]

where
\[
\varphi_{m,l}^q = \exp(-\xi_l \Delta t) \varphi_{m,l}^{q-1}
+ \frac{1}{2} \left( p_{m,N+1}^q - p_{m,N}^{q-1} + p_{m,N+1}^q - p_{m,N}^q \right) W(\xi_l \Delta t) \Delta t,
\]

We proceed with detailing the discretization of the viscous part of boundary condition (63). Guided, once more, by the frequency-domain well-posedness theory [3], we impose a homogeneous Neumann condition at \( \partial \Omega_w \), as displayed in equation (16), and employ a standard second order centered difference approximation in space of the tangential Laplacian,
\[
\Delta_{T\Gamma} p \approx \frac{1}{\Delta t^2} \Delta m_p_{N+1}^q \equiv \begin{cases} 
-\frac{p_{1,N+1}^q + p_{2,N+1}^q}{\Delta t^2} & m = 1, \\
-p_{m-1,N+1}^q + 2p_{m,N+1}^q + p_{m+1,N+1}^q & m \in \{2, \ldots, M - 1\}, \\
p_{M-1,N+1}^q - p_{M,N+1}^q & m = M.
\end{cases}
\]
Combining the spatial discretization with an update strategy based on the splitting \( gD^{-1}_t = \int_0^t d\tau = \int_0^{t-\Delta t} d\tau + \int_{t-\Delta t}^t d\tau \) and the trapezoidal rule, we propose the following implementation of the fourth term in equation (63),

\[
\frac{1}{\Delta t} D^{-1}_t \Delta m p_{N+1}^q \equiv \psi_m^q = \psi_m^{q-1} + \frac{1}{2} (\Delta_m p_{N+1}^q + \Delta_m p_{N+1}^q).
\] (75)

Introducing expressions (72) and (75) into the discretized boundary condition (63) leads to a tridiagonal linear system of equations that can be numerically solved for \( p_{m,N+1}^q \). In the particular case \( \tau_V = 0 \), we find the explicit update formula

\[
p_{m,N+1}^q = \frac{1 - Co \sqrt{\frac{\Delta t}{\pi \tau}}} {1 + Co \sqrt{\frac{\Delta t}{\pi \tau}}} p_{m,N+1}^{q-1} + \frac{Co \sqrt{\frac{\Delta t}{\pi \tau}}} {1 + Co \sqrt{\frac{\Delta t}{\pi \tau}}} (p_{m,N}^q + p_{m,N}^q)
- \frac{Co}{1 + Co \sqrt{\frac{\Delta t}{\pi \tau}}} \frac{1}{\sqrt{\xi_i}} \sum_{l=1}^L \exp(-ξ_l \Delta t) \varphi_{m,l}^{q-1} w_l, \quad m \in \{1, \ldots, M\}.
\] (76)

The updates presented above, lead to the following FDTD scheme for solving initial–boundary-value problem (10):

1. Initialize all variables to 0.
2. Update the pressure
   (a) at internal nodes according to expression (44a), and
   (b) at exterior nodes adjacent to the left and right boundaries according to expressions (51) and (53), and
   (c) at exterior nodes adjacent to the upper boundary by solving equation (63), or according to expression (76) if \( \tau_V = 0 \).
3. Update the auxiliary states (\( \phi \) and \( \psi \)) according to expressions (73) and (75), respectively.
4. Update the horizontal velocity
   (a) at internal nodes according to expression (44b), and
   (b) at exterior nodes adjacent to the left boundary according to expression (52).
5. Update the vertical velocity
   (a) at internal nodes according to expression (44c), and
   (b) at exterior nodes adjacent to the lower boundary according to expression (45).
6. Repeat from step 2.

4 Numerical experiments

We start with presenting numerical results obtained using the FDTD scheme for the particular case \( \tau_V = 0 \); that is, propagation of sound in a duct subject to thermal boundary losses only. Based on the theoretical investigation in Section 2, we anticipate the numerical simulations to be well-behaved in this case. Figure 6 displays two snapshots of a wave packet traveling from left to right in an air-filled duct. Relevant material properties are found in Table 1, Appendix A. Gauss–Legendre quadrature nodes and weights are computed using the implementation by von Winckel [32]. The wave packet is excited using the source

\[
g_l(t) = p_0 \chi_2 (\frac{2 \tau_0 - \tau_0}{\tau_0}) \cos(2\pi f_0 t) \quad \text{on } \Gamma_l,
g_r(t) = 0 \quad \text{on } \Gamma_r,
\] (77)
Figure 6: Two snapshots of a wave packet traveling from left to right in a straight duct with thermal boundary losses. The duct has been simulated in planar symmetry; the upper boundary is a solid wall and the lower a symmetry line.

where $p_0$ denotes the amplitude, $f_0 = 10$ kHz the carrier frequency, $\tau_0 = L/(4c) \approx 0.7$ ms the duration of the signal at the left boundary, and

$$\chi(x) = \begin{cases} \exp\left(-\frac{x^2}{2}\right), & |x| < 1, \\ 0, & |x| \geq 1, \end{cases} \quad (78)$$

the envelope.

Aiming for a frequency resolution of 20 Hz, we let $T = 1/20$ s and consider a sequence of discretizations with $\Delta l = 2^{-k} \Delta l_0$ and $\Delta t = 2^{-k} \Delta t_0$, where $k \in \mathbb{N}$, $\Delta l_0 = d/10 = 0.1$ mm, and $\Delta t_0 = T/245143 \approx 0.2$ µs. For these discretizations, we have $C_0 \approx 0.99/\sqrt{2}$, that is, slightly below the CFL-limit for the Yee-scheme applied to the two-dimensional wave equation without boundaries. As mentioned above, the update (76) is computationally advantageous provided that the number of quadrature points $L$ is significantly less than the number of time steps $T/\Delta t$. Based on initial numerical experiments, we propose $L = \lceil 5 \ln(T/\Delta t) \rceil$, where $\lceil \cdot \rceil$ indicates rounding to the nearest integer. For the coarsest discretization we have $L = 62$ compared to $T/\Delta t = 245143$.

To assess the proposed FDTD scheme, we have performed a sequence of reference frequency-domain simulations in COMSOL Multiphysics using boundary condition (4) with $\tau_V = 0$; that is, employing the computational model proposed by Berggren et al. [3]. We choose to compare the transmission characteristics for the planar mode. To that end, we project the outgoing characteristic at the right boundary onto the planar mode,

$$\zeta_t^r = \frac{1}{|\Gamma_r|} \int_{\Gamma_r} (p + n \cdot u_p) \, d\Gamma = \frac{4}{d} \int_{\Gamma_r} p \, d\Gamma, \quad (79)$$

where the last equality follows from boundary condition (10e), since $g = g_r \equiv 0$ on $\Gamma_r$, by expression (77), and that $|\Gamma_r| = d/2$. Analogously, we project the incoming characteristic at the left boundary onto the planar mode,

$$\zeta_i^l = \frac{1}{|\Gamma_l|} \int_{\Gamma_l} (p - n \cdot u_p) \, d\Gamma = 2g_l, \quad (80)$$

where the last equality follows from boundary condition (10e) and expression (77). We define the complex-valued transmission coefficient as the quotient of the Fourier transformed signals (79) and (80),

$$\hat{T}^l = \frac{\hat{\zeta}_t^r}{\hat{\zeta}_i^l}, \quad (81)$$
Figure 7: The modulus of the transmission coefficient (81) computed using the proposed FDTD scheme and discrete Fourier transforms compared to reference values obtained from a sequence of frequency-domain simulations in COMSOL Multiphysics employing the frequency-domain boundary condition (4) with $\tau_V = 0$.

which can be approximated by applying the discrete Fourier transform and numerical quadrature to grid quantities obtained from the FDTD discretization. Figure 7a demonstrates that the values of the transmission coefficients obtained using FDTD simulations on the coarse grid with cell width $\Delta l = \Delta l_0$ are in excellent agreement with the reference values obtained from a sequence of frequency-domain simulations in COMSOL Multiphysics at the discrete frequencies $f \in \{20, 40, \ldots, 20000\}$ Hz. As a demonstration of the convergence behavior of the FDTD simulations with respect to grid refinements, we display the relative difference of the modulus of the transmission coefficient measured in the $L^2$ norm of the values at frequencies $f \in \{20, 40, \ldots, 20000\}$ Hz in Figure 7b. Examining the relative differences more carefully reveals that convergence is deteriorating or even lacking at low frequencies. However, we believe that the lack of convergence at low frequencies is of little practical relevance; the frequency-domain model displays the wrong asymptotics for low frequencies anyway [3, Fig. 3], and the maximum relative difference for frequencies below 9 kHz is less than $10^{-4}$ for the investigated cell widths. Still, if needed, we expect that increasing the simulation time $T$ would improve the convergence at low frequencies at a cost, however, of increased computational demand.

We now proceed with the general case $\tau_V > 0$; that is, propagation of sound in a duct with both thermal and viscous boundary losses. The same material properties, dimensions of the duct, and source as for the case $\tau_V = 0$ are used. Based on the theoretical investigations in Section 2 we expect the numerical simulations to be ill behaved in this case. Indeed, an absolute instability that becomes worse with mesh refinement forms at the upper boundary. This is illustrated in Figure 8, which depicts snapshots of the pressure in the leftmost part of the duct. Letting the simulations continue, we observe that the amplitude of the observed spatial grid level oscillation grows exponentially in time, and that the growth rate increases with mesh refinement. The close resemblance between simulations and theory leads us to the conclusion that the observed instability is most likely a property of the underlying model.

The observant reader may have found the particular form (60) of boundary condition (10d) somewhat revealing of the issue; applying $\partial_t$, we find that the highest order differential operators constitute a scaled space–time Laplacian,

$$
\partial_t^2 + \sqrt{\frac{\tau_V}{\tau_T}} c^2 \Delta \Gamma,
$$

(82)
\[ \frac{1}{\Delta L} = 10000 \text{ m}^{-1}, \ t \approx 500 \mu \text{s} \]

\[ \frac{1}{\Delta l} = 20000 \text{ m}^{-1}, \ t \approx 130 \mu \text{s} \]

Figure 8: Snapshots of pressure capturing the formation of an absolute instability in a 2D duct with dimensions \( a = 0.5 \text{ mm} \) and \( L = 500 \text{ mm} \).

which, as is well known, is \textit{not} boundedly invertible for Cauchy data, that is, for initial and boundary data. Thus, from a mathematical perspective and in line with the closing paragraph of Section 2.1, it appears as if a final condition on the boundary is lacking. We believe that this perplexing issue and its possible resolution deserve a separate study.
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A Material properties of air

Table 1: Properties of air at atmospheric conditions.

| Property                              | Value               |
|---------------------------------------|---------------------|
| mass density \( \rho \)              | 1.204 kg · m\(^{-3} \) |
| kinematic viscosity \( \nu \)         | 1.506 \( \cdot 10^{-5} \) m\(^2\) · s\(^{-1} \) |
| speed of sound \( c \)                | 343.20 m · s\(^{-1} \) |
| specific heat at constant pressure \( c_p \) | 1.0054 \( \cdot 10^3 \) J · kg\(^{-1}\) · K\(^{-1} \) |
| heat capacity ratio \( \gamma \)      | 1.4                 |

B Expansions of quadratic forms involving fractional integrals

**Definition 1.** The left Riemann–Liouville fractional integral of order \( \alpha > 0 \) starting at 0 is defined by [27, Def. (2.1)]

\[
_0D_t^{-\alpha}v = \frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha-1} v(\tau) \, d\tau. \tag{83}
\]

The right Riemann-Liouville fractional integral of order \( \alpha > 0 \) ending at \( T \) is defined by [27, Def. (2.1)]

\[
_0\tilde{D}_T^{-\alpha}v = \frac{1}{\Gamma(\alpha)} \int_t^T (\tau - t)^{\alpha-1} v(\tau) \, d\tau. \tag{84}
\]

**Theorem 2.** If \( \alpha \in (1, \infty) \setminus \mathbb{N} \), then

\[
\beta_\alpha \left( \frac{2}{T} \right)^{\alpha-1} \int_0^T v(t)_0D_t^{-\alpha}v \, dt = \left( \int_0^T v(t) \, dt \right)^2 - \sum_{n=1}^{\infty} \left( \frac{2n}{\alpha - 1} - 1 \right) \left( \int_0^T P_n^{(\alpha-1)} \left( \frac{2t}{T} - 1 \right) v(t) \, dt \right)^2, \tag{85}
\]

where \( P_n^\vartheta \) denotes the \( n \)th order Gegenbauer polynomial with parameter \( \vartheta \) and

\[
\beta_\alpha = \frac{2\Gamma(\alpha) \Gamma\left( \frac{1}{2} \right)}{\Gamma\left( \frac{\alpha}{2} \right) \Gamma\left( \frac{3-\alpha}{2} \right)}. \tag{86}
\]

**Proof.** The fractional integration by parts formula [27, eq. (2.20)]

\[
\int_0^T v(t)_0D_t^{-\alpha}v \, dt = \int_0^T u(t)_0\tilde{D}_T^{-\alpha}v \, dt, \tag{87}
\]

and definitions (83) and (84) imply

\[
\int_0^T v(t)_0D_t^{-\alpha}v \, dt = \int_0^T v(t) \left( \frac{1}{2} _0D_t^{-\alpha}v + \frac{1}{2} _0\tilde{D}_T^{-\alpha}v \right) \, dt \\
= \frac{1}{2\Gamma(\alpha)} \int_0^T v(t) \left( \int_0^t (t - \tau)^{\alpha-1} v(\tau) \, d\tau + \int_t^T (\tau - t)^{\alpha-1} v(\tau) \, d\tau \right) \, dt \\
= \frac{1}{2\Gamma(\alpha)} \int_0^T v(t) \left( \int_0^T |t - \tau|^{\alpha-1} v(\tau) \, d\tau \right) \, dt. \tag{88}
\]
Pólya and Szegő [24, p. 27, Hilfssatz II] have demonstrated that 

\[ |s - \zeta|^\lambda, \ s, \zeta \in [-1, 1] \text{ and } \lambda > 0, \]

has the following absolutely and uniformly convergent expansion in Gegenbauer polynomials,

\[ |s - \zeta|^{\lambda} = \frac{\Gamma\left(\frac{1+\lambda}{2}\right)}{\Gamma\left(\frac{1}{2}\right)} \sum_{n=0}^{\infty} \left(1 - \frac{2n}{\lambda}\right) P_n\left(-\frac{1}{2}\right)(s) P_n\left(-\frac{1}{2}\right)(\zeta). \quad (89) \]

Setting \( s = 2t/T - 1, \zeta = 2\tau/T - 1 \) and \( \lambda = \alpha - 1 \) in expansion (89) and recalling definition (86), we find

\[ \left(2 \frac{T}{\alpha - 1}\right)^{-1} |t - \tau|^{\alpha - 1} = \frac{\Gamma\left(\frac{\alpha}{2}\right)}{\Gamma\left(\frac{1}{2}\right)} \sum_{n=0}^{\infty} \left(1 - \frac{2n}{\alpha - 1}\right) P_n\left(-\frac{\alpha-1}{2}\right)(2t/T - 1) P_n\left(-\frac{\alpha-1}{2}\right)(2\tau/T - 1) \]

\[ = 2\Gamma(\alpha) \beta_\alpha \left(1 + \sum_{n=1}^{\infty} \left(1 - \frac{2n}{\alpha - 1}\right) P_n\left(-\frac{\alpha-1}{2}\right)(2t/T - 1) P_n\left(-\frac{\alpha-1}{2}\right)(2\tau/T - 1) \right), \quad (90) \]

since \( P_n^{(d)} = 1 \) [30, §4]. Inserting expansion (90) in expression (88) and rearranging, we obtain the desired expansion.
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