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Abstract

In this paper, we present a deep neural network based adaptive learning (DNN-AL) approach for switched systems. Currently, deep neural network based methods are actively developed for learning governing equations in unknown dynamic systems, but their efficiency can degenerate for switching systems, where structural changes exist at discrete time instants. In this new DNN-AL strategy, observed datasets are adaptively decomposed into subsets, such that no structural changes within each subset. During the adaptive procedures, DNNs are hierarchically constructed, and unknown switching time instants are gradually identified. Especially, network parameters at previous iteration steps are reused to initialize networks for the later iteration steps, which gives efficient training procedures for the DNNs. For the DNNs obtained through our DNN-AL, bounds of the prediction error are established. Numerical studies are conducted to demonstrate the efficiency of DNN-AL.
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1. Introduction

Many problems arising in computational science and engineering are described by dynamical systems with high complexity. In many practical applications of these systems, measurement data typically can be collected, but mechanisms or governing equations may not be given a priori, which causes difficulties in understanding the underlying physical phenomena and predicting future dynamics. How to discover or learn the governing equations then becomes a crucial problem. For this purpose, there has been a rapid development in system identification methods during the past few decades. Early methods to learn unknown dynamical systems include the eigen-system realization algorithm\textsuperscript{[1]} and the observer/Kalman filter identification\textsuperscript{[2]}. To seek exact expressions of governing equations, sparse identification of nonlinear dynamics is developed in\textsuperscript{[3]}, that for noisy and corrupted data is studied in\textsuperscript{[4,5,6]}, and extracting dynamics with limited data is studied in\textsuperscript{[7]}. In addition, symbolic regression for learning nonlinear dynamical systems is proposed in\textsuperscript{[8]}, and equation-free modeling is developed in\textsuperscript{[9]}. Recently, variants of deep neural networks (DNNs) have been interpreted and analyzed with dynamical systems\textsuperscript{[10,11,12]}. For instance, residual networks (ResNet) can be considered as dynamical systems with forward Euler discretization\textsuperscript{[13,14]}. Furthermore, ResNet based methods are proposed to approximate the governing equations for autonomous systems\textsuperscript{[14]}, non-autonomous systems\textsuperscript{[15]} and reduced systems\textsuperscript{[16]}. More specifically, the ResNet block used in the work\textsuperscript{[14]} is considered as a one-step exact integrator without temporal error, and the proposed networks consisting of multiple ResNet blocks are applied to approximate the evolution operator without requiring time derivatives, so as to avoid additional numerical errors. A general framework for recovering missing dynamical systems is presented in\textsuperscript{[17]}.

In this work, we focus on dynamical systems with structural changes at discrete time instants, which are referred to as switched systems. Switched systems have wide applications, which include epidemiology\textsuperscript{[18]}, legged locomotion...
[19], cascading failures on the electrical grid [20], and the design of cyber-physical systems [21]. For example, in the process of robotic manipulation, interactions with the environment naturally give switching time instants [22, 23, 24]. Recently, a hybrid-sparse identification approach has been proposed to identify hybrid systems in [25]. In switched systems, discontinuities exist in the governing equations, such that constructing their global approximations becomes challenging. In addition, the number of switching time instants and their locations are not given a priori, which causes significant difficulties in learning the underlying systems.

To efficiently learn switched systems, we propose a deep neural network based adaptive learning (DNN-AL) approach. In our approach, neural network models to approximate underlying governing equations are hierarchically constructed, and the deep ResNets developed in [14] are applied to construct local models. As the switching time instants are not given, we gradually decompose global DNN models into local models, so that the switching time instants can be identified. That is, for a given adaptivity iteration step, the overall time interval are decomposed into small local intervals, and the observed dataset is decomposed associated with them. Then, with the decomposed datasets, local DNNs are trained, and their validation errors are computed. For the next iteration step, the local interval with the largest validation error is decomposed. Especially, local DNNs for the newly decomposed intervals are initialized with the previous network parameters, which results in an efficient initialization strategy. The adaptive procedure stops when the maximum validation error is small enough. To summarize, the main contributions of this work are three-fold: first, we propose a DNN-AL approach to learn governing equations in switched systems with unknown switching time instants; second, our hierarchical initialization approach results in efficient training procedures for local DNNs; third, for the models constructed by our DNN-AL, our analysis gives the bound of the prediction errors.

The rest of the paper is organized as follows. In Section 2, we present the general problem setup. Section 3 reviews ResNet based learning methods for autonomous systems. In Section 4, our main DNN-AL algorithm is presented, and its error analysis is conducted. Numerical studies are discussed in Section 5. Finally, Section 6 concludes the paper.

2. Problem setup and preliminary

Let $I = \{1, \ldots, K\}$ denote a finite index set, and for each $k \in I$, $f^{(k)}(\cdot) : \mathbb{R}^d \to \mathbb{R}^d$ denotes a function, which is referred to as the governing equation. Given a time interval $(0, T_{\text{max}}]$, a switching signal function is denoted by $\sigma(t) : (0, T_{\text{max}}] \to I$. The switching signal function is typically assumed to be a piecewise constant function with a finite number of discontinuities, which are referred to as switching times [24]. In this paper, the switching signal function is defined as

$$\sigma(t) = \begin{cases} 1, & T_0 := 0 < t \leq T_1, \\ 2, & T_1 < t \leq T_2, \\ \vdots \\ K, & T_{K-1} < t \leq T_K := T_{\text{max}}, \end{cases}$$

(1)

where $\{T_k\}_{k=1}^{K-1}$ are the $K-1$ discontinuities (or switching times). The dynamical system with time-dependent switching is considered in this work is written as

$$\frac{d}{dt} x(t) = f^{(\sigma(t))}(x(t)), \quad x(0) = x_0,$$

(2)

where $x(t) \in \mathbb{R}^d$ is a state vector of the system state variables, $x_0$ is an initial state and $\sigma(t)$ specifies the active governing function for $t \in (0, T_{\text{max}}]$. This work focuses on the situation where the switched system is unknown, i.e., the governing functions, the discontinuity locations, and the number of discontinuity points are not given a priori. Our aim is to construct its numerical model using observed measurement data. The observed data are assumed to be available as a collection of several trajectories, where the number of collected trajectories is denoted by $N$, and the corresponding initial states are denoted by $\{x_0^{(n)}\}_{n=1}^{N}$. The time interval is discretized with $J$ uniform grids, the time lag between any two adjacent grid points is denoted by $\Delta := T_{\text{max}}/(J-1)$, and each grid point is denoted by $t_j := (j-1)\Delta$ for $j = 1, \ldots, J$. For an initial state $x_0^{(n)}$, the state vector at time $t_j$ is written as $x(t_j; x_0^{(n)})$, where $n = 1, \ldots, N$ and $j = 1, \ldots, J$. For each
where the measurement noises $\epsilon_j^{(n)}$ are assumed to be independent and identically distributed random variables. We reorganize the overall observed trajectories $\{Y_j^{(n)}\}_{n=1}^{N}$ as

$$D := \{(y_j^{(n)}, \epsilon_j^{(n)}): j = 1, \ldots, J - 1, \ n = 1, \ldots, N\}. \tag{4}$$

The goal of this work is to develop a numerical model to capture the inherent evolution of the system $[2]$ with the limited observed measurement data $[3]$. Precisely speaking, we train local models with the data $[3]$, and for an arbitrary initial state $x_0$, we use the models to make predictions $\hat{y}$ to approximate the true solutions $x$ as follows

$$\hat{y}(t_j; x_0) \approx x(t_j; x_0), \quad j = 1, \ldots, J.$$

### 3. Review of learning autonomous systems via deep Residual networks

In this section, we review neural network based methods in learning autonomous systems following the presentation in work $[14]$. Consider an autonomous system

$$\frac{dx(t)}{dt} = f(x(t)), \quad x(0) = x_0, \tag{5}$$

where $f(\cdot): \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a Lipschitz continuous governing equation and $x_0 \in \mathbb{R}^d$ is an initial state. Given the state $x(t_0)$ at $t_0 \geq 0$ and the governing equation $f$, for $t > 0$, the flow of the system $[5]$ is represented by

$$\Phi_f(x(t_0)) := x(t_0 + t) = x(t_0) + \int_0^t f(x(s + t_0))ds.$$  

The exact $\Delta$-lag flow map of the autonomous system $[5]$ is defined as

$$\Phi_{\Delta}(x(t_0)) := x(t_0 + \Delta) = x(t_0) + \int_0^\Delta f(x(s + t_0))ds = x(t_0) + \Delta \cdot f(x(t_0))$$

$$= x(t_0) + \Delta \cdot f(\Phi_f(x(t_0))), \quad \gamma \in [0, \Delta], \tag{6}$$

and $\phi_{\Delta}(x(t_0); f) := \Delta \cdot f(\Phi_f(x(t_0)))$ is the effective increment. When the governing equation $f$ and the time lag $\Delta$ are fixed, the effective increment $\phi_{\Delta}$ is uniquely determined by the input state $x(t_0)$.

In the following, we generically denote the input and the output of the $\Delta$-lag flow map $[6]$ as $y_{in}$ and $y_{out}$ (i.e., let $y_{in} = x(t_0)$ and $y_{out} = x(t_0 + \Delta)$ for $[6]$). An efficient residual network (ResNet) is proposed to model the $\Delta$-lag flow map in $[14]$ (see $[13]$ for the original ResNet). A feedforward neural network composing $L \in \mathbb{N}^+$ fully connected layers is defined as

$$\mathcal{T}(x; \Theta) := w_L \cdots h(w_2(h(w_1(x + b_1)) + b_2) + b_L,$$

where $h$ is the non-linear activation function, $w_l$ and $b_l$ are the weight and the bias in the $l$-th layer respectively, and $\Theta := [w_l, b_l]_{l=1}^L$ is the associated parameter set of the network. Denoting the identity operator as $I: \mathbb{R}^d \rightarrow \mathbb{R}^d$, a ResNet block is defined as

$$\mathcal{R}(y_{in}; \Theta) := y_{in} + \mathcal{T}(y_{in}; \Theta), \tag{7}$$

which can also be rewritten as $\mathcal{R}(y_{in}; \Theta) := (I + \mathcal{T}(\cdot; \Theta))(y_{in})$. The ResNet block $[7]$ can be considered as a one-step “exact” integrator for solving autonomous systems $[14]$. Here, we choose the following element-wise hyperbolic tangent (tanh) as the activation function, that is

$$\tanh(x) = \frac{e^{2x} - 1}{e^{2x} + 1}.$$
Following [14], a ResNet is stacked $M \in \mathbb{N}^+$ times to construct a deep neural network. Based on the structure of the recurrent neural network (see [26, ch. 10]), a deep ResNet is defined as

$$
\begin{align*}
\hat{y}_0 &= y_{in}, \\
\hat{y}_{m+1} &= \mathcal{R}(\hat{y}_m; \Theta), \quad m = 0, \ldots, M-1, \\
\hat{y}_{out} &= \hat{y}_M,
\end{align*}
$$

(8)

where the output gives an approximation of the output of the $\Delta$-lag flow map, i.e., $\hat{y}_{out} \approx y_{out}$. For the convenience of notation, the deep ResNet is denoted by $\mathcal{N}$, i.e., $\hat{y}_{out} = \mathcal{N}(y_{in}; \Theta)$.

To train the deep ResNet, i.e., to find optimal values of $\Theta$ in (8), the following square error loss function is considered

$$
\ell_{se}(y_{in}, y_{out}; \Theta) := \left\| \mathcal{N}(y_{in}; \Theta) - y_{out} \right\|^2,
$$

(9)

where $\| \cdot \|$ denotes the standard Euclidean norm. Given a training dataset $D_{train} = \{(y_{in}^{(s)}, y_{out}^{(s)}), s = 1, \ldots, N_{train}\}$ with size $N_{train}$, the training loss function of the deep neural network $\mathcal{N}$ is

$$
\mathcal{L}_{train}(\Theta) = \frac{1}{N_{train}} \sum_{(y_{in}, y_{out}) \in D_{train}} \ell_{se}(y_{in}, y_{out}; \Theta).
$$

(10)

Based on (10), we choose the optimal parameters $\Theta^*$

$$
\Theta^* = \arg \min_{\Theta} \mathcal{L}_{train}(\Theta).
$$

(11)

As the above optimization problem is highly non-convex and the amount of data is large, the stochastic gradient descent (SGD) method [27] is applied, which is a common choice for training deep neural networks with backpropagation [28, 29, 13]. The training procedure is summarized as follows. First, the training dataset $D_{train}$ is divided into $N_{batch}$ mini-batches. Each mini-batch is denoted by $M_r$ with size $|M_r|$ for $r = 1, \ldots, N_{batch}$, and the sizes of different mini-batches are similar. Then for each mini-batch $M_r$, the expectation of the square error loss (9) and the corresponding gradient are estimated, and the parameters are updated as

$$
\Theta = \Theta - \tau \nabla_{\Theta} \left( \frac{1}{|M_r|} \sum_{(y_{in}, y_{out}) \in M_r} \left\| \mathcal{N}(y_{in}; \Theta) - y_{out} \right\|^2 \right),
$$

where $\tau$ is a given learning rate. For each epoch of the optimization procedure, the above updating step is repeated $N_{batch}$ times. At the end of each epoch, a pre-set learning rate scheduler is applied to decrease the learning rate $\tau$, and the mini-batch data are randomly reshuffled. The training procedure is summarized in Algorithm [1] where $N_E$ is the number of epochs.

4. Method and analysis

Our goal is to construct efficient neural network approximations for the $\Delta$-lag flow map associated with the switched system (2), which is written as

$$
\Phi^{\text{switched}}_{\Delta}(x(t_0)) := x(t_0 + \Delta)
= x(t_0) + \int_{T_{i-1}}^{T_i} \mathbf{f}^{(i)}(x(t_0 + s)) \, ds, \quad T_{i-1} < t_0 + \Delta \leq T_i
\quad \ldots
\quad \int_{T_1}^{T_0} \mathbf{f}^{(1)}(x(t_0 + s)) \, ds, \quad 0 = T_0 < t_0 \leq t_0 + \Delta \leq T_1
$$

(12)
Algorithm 1 Training a deep ResNet

**Input:** Initial ResNet \(N(\cdot; \Theta_0)\), and training dataset \(D_{\text{train}} = \{y_{\text{in}}^{(1)}, y_{\text{out}}^{(1)}\}_{j=1}^{N_{\text{train}}}\).

1. Set an initial learning rate \(\tau\), and initialize a learning rate scheduler.
2. Set \(\Theta = \Theta_0\).
3. for training epoch = 1, \ldots, \(N_E\) do
   4. for \(r = 1, \ldots, N_{\text{batch}}\) do
      5. Obtain the mini batch \(M_r\) containing \(|M_r|\) data pairs.
      6. Update the parameters \(\Theta\) by the stochastic gradient descent: \(\Theta = \Theta - \frac{\tau}{|M_r|} \sum_{(y_{\text{in}}, y_{\text{out}}) \in M_r} \left[ N(y_{\text{in}}; \Theta) - y_{\text{out}} \right]^2 \).
   7. end for
   8. Decrease the learning rate \(\tau\) using the learning rate scheduler.
9. end for
10. Let \(\Theta = \Theta\).
**Output:** Trained RestNet \(N(\cdot; \Theta)\).

where \(T_1, \ldots, T_K\) are the switching time instants introduced in (1), \(\Phi^\iota()\) refers to the governing equation associated with the switching signal (see (2)), and \(\Phi^\iota(\cdot; t_0) \Delta f = \int_0^\Delta f \Phi^\iota(\cdot; t_0 + s) \, ds\) denotes the effective increment corresponding to \(\Phi^\iota\). For this purpose, we propose a deep neural network based adaptive learning (DNN-AL) approach. In DNN-AL, training datasets of the \(\Delta\)-lag flow map are adaptively decomposed, and local neural network approximations are constructed using the decomposed datasets, so that the switching time instants can be identified, and the local networks can approximate the \(\Delta\)-lag flow map well. During the adaptive procedure, the networks at the current iteration step are reused in the next iteration step, which results in efficient initial guesses for training deep ResNets. Details of our DNN-AL approach are presented in Section 4.1 and error bounds of the predicted states are analyzed in Section 4.2.

4.1. Adaptive learning for switched systems

To begin with, the adaptivity iteration step is denoted by \(\tilde{K}\), and the time interval \((0, T_{\text{max}})\) is partitioned into \(\tilde{K}\) sub-intervals at the step \(\tilde{K}\) (details are given in the following). The double index \((\tilde{K}, i)\) is used to denote the \(i\)-th sub-interval at adaptivity iteration step \(\tilde{K}\). Endpoints of the sub-intervals are denoted by \((\tilde{l}^{\tilde{K}}, \tilde{r}^{\tilde{K}})_{i=0}^{\tilde{K}}\), where \(0 = \tilde{l}^{\tilde{K}, 0} < \cdots < \tilde{l}^{\tilde{K}, \tilde{K}} = T_{\text{max}}\). Here, the validation data is the last trajectory of the \(N\) collected orbits \((3)\) at the time between \(0\) and \(T_{\text{max}}\), \(Y^{(j)}\), and let \(y_{\text{validate}} = y_{\text{out}}^{(j)}\), for \(j = 1, \ldots, J\), where \(J\) is the number of discrete states at each trajectory. Details of DNN-AL to approximate switched systems are presented as follows.

For the first step, i.e., \(\tilde{K} = 1\), let \(\tilde{l}^{(1), 0} = 0, \tilde{r}^{(1), 1} = T_{\text{max}}\), and partition the dataset \((3)\) into a training dataset \(D^{(1,1)}_{\text{train}}\) and a validation dataset \(S^{(1,1)}_{\text{validate}}\), which are defined as

\[
D^{(1,1)}_{\text{train}} := \left\{ (y_j^{(n)}; y_{j+1}^{(n)}) : n = 1, \ldots, N - 1, \quad j = 1, \ldots, J - 1 \right\},
S^{(1,1)}_{\text{validate}} := \left\{ (y_j^{(j+1)}; y_{j+1}^{(j+1)}) : \quad j = 1, \ldots, J - 1 \right\}. \tag{13}
\]

A deep neural network (see (5)) with (untrained) parameters is initialized, and it is denoted by \(N_0^{(1,1)}(\cdot; \Theta_0^{(1,1)})\), where \(\Theta_0^{(1,1)}\) are the parameters. We then train a deep ResNet using Algorithm 3 with the initial network \(N_0^{(1,1)}\) and the training dataset \(D^{(1,1)}_{\text{train}}\), and denote the trained deep neural network by \(N^{(1,1)}(\cdot; \Theta^{(1,1)})\). To assess the accuracy of the trained network, the following validation error is considered,

\[
\ell^{(1,1)}_{\text{validate}} = \frac{1}{S^{(1,1)}_{\text{validate}}} \sum_{(y_{\text{in}}; y_{\text{out}}) \in S^{(1,1)}_{\text{validate}}} \ell_{\text{se}}(y_{\text{in}}, y_{\text{out}}; \Theta^{(1,1)}),
\]

where \(\ell_{\text{se}}\) is the square error function defined in (9). If the \(\ell^{(1,1)}_{\text{validate}}\) is larger than a given tolerance \(tol\), the interval \((\tilde{l}^{(1,0)}, \tilde{r}^{(1,1)})\) is equally divided into two parts, i.e., \((\tilde{l}^{(1,0)}, \tilde{r}^{(1,1)}) = (\tilde{l}^{(1,0)}, \tilde{r}^{(1,1)}) \cup (\tilde{l}^{(1)}, \tilde{r}^{(1,1)})\), where \(\tilde{l}^{(1)} = (\tilde{r}^{(1,0)} + \tilde{r}^{(1,1)})/2\),
and the datasets are divided and associated with these two intervals. After that, the adaptivity iteration step is updated, i.e. $\bar{K} = 2$, and the new deep neural networks are trained based on the divided datasets.

In general, after $\bar{K}$ adaptivity iteration steps, the time domain $[0, T_{max}]$ is partitioned into $\bar{K}$ intervals $[\hat{\bar{K}}_{i-1}, \hat{\bar{K}}_{i})$ for $i = 1, \ldots, \bar{K}$, where $0 = \hat{\bar{K}}_{0} < \cdots < \hat{\bar{K}}_{\bar{K}} = T_{max}$, and the trained neural networks $\mathcal{N}^{(\hat{\bar{K}}_{i})}$, the associated training sets $\mathcal{D}_{train}^{(\hat{\bar{K}}_{i})}$, the validation sets $\mathcal{S}_{validate}^{(\hat{\bar{K}}_{i})}$ and the validation errors $\mathcal{E}_{validate}^{(\hat{\bar{K}}_{i})}$ are obtained. The procedures for the next iteration step are as follows. First, the index of the local deep neural network with the maximum validation error is identified as,

$$ i^* = \arg \max_{i = 1, \ldots, \bar{K}} \mathcal{E}_{validate}^{(\hat{\bar{K}}_{i})}. \quad (14) $$

When the maximum validation error is not unique, $i^*$ in (14) is set to an arbitrary index with the maximum value.

Next, the interval associated with the maximum error $(\hat{\bar{K}}_{i^*}, \hat{\bar{K}}_{i^* + 1})$ is equally divided into two intervals. Denoting $\bar{K} = (\hat{\bar{K}}_{i^* - 1} + \hat{\bar{K}}_{i^*})/2$, the time domain is partitioned by $0 = \hat{\bar{K}}_{i^* - 1} < \cdots < \hat{\bar{K}}_{i^*} = \bar{K}$ with

$$ \hat{\bar{K}}_{i^*} = \begin{cases} \hat{\bar{K}}_{i^* - 1}, & 0 \leq i < i^* \\ \hat{\bar{K}}_{i^*}, & i = i^* \\ \hat{\bar{K}}_{i^* + 1}, & \bar{K} + 1 \geq i > i^*. \end{cases} \quad (15) $$

From the iteration step $\bar{K}$ to the step $\bar{K} + 1$, the time intervals, datasets, local deep neural networks and validation errors are the same, except those associated with the index $i^*$. So, for $i = 1, \ldots, i^* - 1$, we define

$$ \mathcal{D}_{train}^{(\bar{K} + 1, i^*)} := \mathcal{D}_{train}^{(\hat{\bar{K}}_{i} - 1)}, \quad \mathcal{S}_{validate}^{(\bar{K} + 1, i^*)} := \mathcal{S}_{validate}^{(\hat{\bar{K}}_{i})}, $$

$$ \mathcal{N}^{(\bar{K} + 1, i^*)}(\cdot; \Theta^{(\hat{\bar{K}}_{i})}) := \mathcal{N}^{(\hat{\bar{K}}_{i})}(\cdot; \Theta^{(\hat{\bar{K}}_{i})}), $$

$$ \mathcal{E}_{validate}^{(\bar{K} + 1, i^*)} := \mathcal{E}_{validate}^{(\hat{\bar{K}}_{i})}. \quad (16) $$

and for $i = i^* + 1, \ldots, \bar{K} + 1$,

$$ \mathcal{D}_{train}^{(\bar{K} + 1, i^*)} := \mathcal{D}_{train}^{(\hat{\bar{K}}_{i} - 1)}, \quad \mathcal{S}_{validate}^{(\bar{K} + 1, i^*)} := \mathcal{S}_{validate}^{(\hat{\bar{K}}_{i} - 1)}, $$

$$ \mathcal{N}^{(\bar{K} + 1, i^*)}(\cdot; \Theta^{(\hat{\bar{K}}_{i} + 1)}) := \mathcal{N}^{(\hat{\bar{K}}_{i} - 1)}(\cdot; \Theta^{(\hat{\bar{K}}_{i} - 1)}), $$

$$ \mathcal{E}_{validate}^{(\bar{K} + 1, i^*)} := \mathcal{E}_{validate}^{(\hat{\bar{K}}_{i} - 1)} \quad (17) $$

Next, new local deep ResNets are constructed for $(\hat{\bar{K}}_{i^* - 1}, \hat{\bar{K}}_{i^*})$ and $(\hat{\bar{K}}_{i^*}, \hat{\bar{K}}_{i^* + 1})$. For the interval $(\hat{\bar{K}}_{i^* - 1}, \hat{\bar{K}}_{i^*})$, a training dataset $\mathcal{D}_{train}^{(\hat{\bar{K}}_{i^* - 1})}$ and a validation dataset $\mathcal{S}_{validate}^{(\hat{\bar{K}}_{i^*})}$ are constructed as

$$ \mathcal{D}_{train}^{(\hat{\bar{K}}_{i^* - 1})} := \left\{ (y^{(n)}, \bar{y}^{(n)}) : n = 1, \ldots, N - 1, \ t_j \in (\hat{\bar{K}}_{i^* - 1}, \hat{\bar{K}}_{i^*}) \right\}, $$

$$ \mathcal{S}_{validate}^{(\hat{\bar{K}}_{i^*})} := \left\{ (y_{validate}^{(j)}, \bar{y}_{validate}^{(j)}) : t_j \in (\hat{\bar{K}}_{i^* - 1}, \hat{\bar{K}}_{i^*}) \right\}. \quad (18) $$

Initial deep ResNets for these two intervals are set to the trained neural network $\mathcal{N}^{(\hat{\bar{K}}_{i^*})}$, i.e., $\mathcal{N}^{(\hat{\bar{K}}_{i^*})}_{0} := \mathcal{N}^{(\hat{\bar{K}}_{i^*})}$ and $\mathcal{N}^{(\hat{\bar{K}}_{i^*})}_{0} := \mathcal{N}^{(\hat{\bar{K}}_{i^*})}$. Then the trained neural network $\mathcal{N}^{(\bar{K} + 1, i^*)}$ is obtained using Algorithm 1 with inputs $\mathcal{N}^{(\hat{\bar{K}}_{i^*})}_{0}$ and $\mathcal{D}_{train}^{(\bar{K} + 1, i^*)}$. The validation error for $\mathcal{N}^{(\bar{K} + 1, i^*)}$ is computed as

$$ \mathcal{E}_{validate}^{(\bar{K} + 1, i^*)} = \frac{1}{\mathcal{S}_{validate}^{(\bar{K} + 1, i^*)}} \sum_{(y_{validate}, \bar{y}_{validate}) \in \mathcal{S}_{validate}^{(\bar{K} + 1, i^*)}} \ell_{w}(y_{validate}, \bar{y}_{validate}; \Theta^{(\bar{K} + 1, i^*)}), \quad (19) $$

where $\ell_{w}$ is defined in (9). Similarly, for the interval $(\hat{\bar{K}}_{i^*}, \hat{\bar{K}}_{i^* + 1})$, the datasets $\mathcal{D}_{train}^{(\bar{K} + 1, i^*)}$ and $\mathcal{S}_{validate}^{(\bar{K} + 1, i^*)}$ are constructed, the neural network $\mathcal{N}^{(\bar{K} + 1, i^*)}$ is trained, and the validation error $\mathcal{E}_{validate}^{(\bar{K} + 1, i^*)}$ is computed. After that, the
Figure 1: DNN-AL for switched systems: (a) Two new training datasets and the corresponding neural networks are obtained at each adaptivity iteration; (b) The validation errors are computed, and the interval with the largest error is identified and decomposed; (c) Neural networks with recurrent structures.

The iteration step is updated \( \hat{K} = \hat{K} + 1 \), and the above procedures are repeated until the maximum validation error is smaller than a given tolerance.

Our DNN-AL approach is summarized in Algorithm 2, where \( \text{tol} \) is the given tolerance. The major ingredients at each iteration step of DNN-AL include: (1) training deep neural networks to learn flow maps using datasets associated with time intervals, (2) decomposing the interval with the largest validation error. Figure 1 illustrates the simple schematic of DNN-AL. Figure 1(a) and Figure 1(b) show the flow charts of the training procedure and the validation procedure respectively. The network architecture used in the algorithm is illustrated in Figure 1(c).

4.2. Theoretical properties

In this section, we present a theoretical analysis of our proposed algorithm. The analysis provides an error bound between the solution of switched systems \(^2\) and the predictions of neural networks given by Algorithm 2. Our analysis processes through the following three steps. First, an auxiliary system is introduced, and a bound of the error between the solution of the auxiliary system and the original system \(^2\) is given. Second, a bound of the error between solution states of the auxiliary system and predictions by neural networks is provided. Finally, based on results obtained in the first and the second steps, the bound of the error between the solution of the switched system \(^2\) and the predictions of neural networks in Algorithm 2 is given.

To simplify the presentation in this section, we assume that the switched system has only one switching time instant, i.e.,

\[
\sigma(t) = \begin{cases} 
1, & t \in (T_0 = 0, T_1] \\
2, & t \in (T_1, T_2 = T_{\text{max}}].
\end{cases}
\]  

We note that the following analysis can be extended to switched systems with multiple switching time instants. Based on the time instants obtained in Algorithm 2, an auxiliary system is defined as follows.

**Definition 1 (Auxiliary system).** Given the time instants \( \{\hat{T}_i\}_{i=0}^\infty \) obtained using Algorithm 2, denoting

\[
\hat{\sigma} = \arg \min_{t \in [\hat{T}_0, \hat{T}_1]} |T_1 - T_1|,
\]
Algorithm 2 Adaptive learning for unknown switched systems

**Input:** Dataset $D = \{(x_j^{(n)}, y_j^{(n)}) : j = 1, \ldots, J - 1, \quad n = 1, \ldots, N\}$.

1. Initialize $\widetilde{K} = 1$.
2. Partition $D$ into the training dataset $D^{(1, 1)}_{\text{train}}$ and the validation dataset $S^{(1, 1)}_{\text{validate}}$ (see (13)).
3. Initialize a deep ResNet $N^{(1, 1)}_0$ (see network structure in (8)).
4. Obtain the trained deep ResNet $N^{(1, 1)}_0$ using Algorithm 1 with the initial network $N^{(1, 1)}_0$ and the data set $D^{(1, 1)}_{\text{train}}$.
5. Compute the validation error $E^{(1, 1)}_{\text{validate}}$ for $N^{(1, 1)}_0$ with $S^{(1, 1)}_{\text{validate}}$ (see (19)).
6. While $\max\{(E^{(i, \hat{K}, \hat{\beta})}_{\text{validate}})_{i=1}^{\hat{K}} \geq \text{tol}$ do
   7. Find the index of the maximum error: $i^* = \arg \max_{i=1}^{\hat{K}} E^{(i, \hat{K}, \hat{\beta})}_{\text{validate}}$.
   8. Determine the time instant $t_i^{(\hat{K})} := \frac{\tilde{p}_{i, i^*-1}^{\hat{K}} + \tilde{p}_{i, i^*}^{\hat{K}}}{2}$.
   9. Divide the interval $[\tilde{p}_{i, i^*-1}^{\hat{K}}, \tilde{p}_{i, i^*}^{\hat{K}}]$ into $[t_i^{(\hat{K})}, \tilde{p}_{i, i^*}^{\hat{K}}]$ and $[\tilde{p}_{i, i^*-1}^{\hat{K}}, t_i^{(\hat{K})}]$.
   10. Update time instants (see (15)).
   11. Update datasets, neural networks and others for unchanged sub-intervals (see (16) and (17)).
   12. Obtain the training and the validation sets $D^{(k+1, r)}_{\text{train}}, D^{(k+1, r+1)}_{\text{train}}, S^{(k+1, r)}_{\text{validate}}$ and $S^{(k+1, r+1)}_{\text{validate}}$ (see (18)).
   13. Initialize $N^{(k+1, r)}_0 := N^{(k, r)}$ and $N^{(k+1, r+1)}_0 := N^{(k, r)}$.
   14. Obtain $N^{(k+1, r)}$ using Algorithm 1 with $N^{(k, r)}_0$ and $D^{(k+1, r)}_{\text{train}}$.
   15. Obtain $N^{(k+1, r+1)}$ using Algorithm 1 with $N^{(k+1, r)}_0$ and $D^{(k+1, r+1)}_{\text{train}}$.
   16. Compute the validation errors $E^{(i, \hat{K}, \hat{\beta})}_{\text{validate}}$ for $N^{(k+1, r)}$ and $N^{(k+1, r+1)}$ with $S^{(k+1, r)}_{\text{validate}}$ and $S^{(k+1, r+1)}_{\text{validate}}$ (see (19)).
   17. Let $\hat{K} = \hat{K} + 1$.
7. End while

**Output:** Trained DNN models $N^{(i, \hat{K}, \hat{\beta})}$ for $i = 1, \ldots, \hat{K}$, identified time points $\{t_i^{(\hat{K})}\}_{i=1}^{\hat{K}}$ and the endpoints of sub-intervals $\{\tilde{p}_{i, i^*}^{\hat{K}}\}_{i=0}^{\hat{K}}$.  
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where \( f^{(1)} \) and \( f^{(2)} : \mathbb{R}^d \rightarrow \mathbb{R}^d \) are introduced in \( (2) \), \( x_0 \) is an initial state and \( \bar{\sigma}(t) \) is the signal function defined as

\[
\bar{\sigma}(t) = \begin{cases} 
1, & t \in (0, \bar{t}] \\
2, & t \in (\bar{t}, T_2].
\end{cases}
\]

Here, we give a bound for the error between the solution \( x(t) \) of the original system \( (2) \) and the solution \( \tilde{x}(t) \) of the auxiliary system \( (21) \).

**Proposition 1.** Assume that the functions \( f^{(k)}(x) \) for \( k = 1, 2 \) in \( (2) \) and \( (21) \) are Lipschitz continuous with Lipschitz constants \( L_k \) for \( x \in \mathbb{R}^d \), and there exist constants \( \mu, \eta > 0 \) such that \( \max_{x \in \mathbb{R}^d} \| f^{(1)}(x) - f^{(2)}(x) \| \leq \mu \) and \( |\bar{t} - T_1| \leq \eta \), where \( \bar{t} \) is introduced in Definition \( 7 \). Without loss of generality, we assume that \( \bar{t} \geq T_1 \). The difference between the solution \( x(t) \) of the original switched system \( (2) \) and the solution \( \tilde{x}(t) \) of the auxiliary system \( (21) \) is bounded as

\[
\|x(t) - \tilde{x}(t)\| \leq \begin{cases} 
0, & t \in (0, T_1) \\
\mu(t - T_1) \exp(\max(L_1, L_2)(t - T_1)), & t \in (T_1, \bar{t}] \\
\mu\eta \exp(L_2(t - \bar{t}) + \max(L_1, L_2)\eta), & t \in (\bar{t}, T_2].
\end{cases}
\]

**Proof.** First, for any \( t \in (0, T_1) \), given the initial condition \( \tilde{x}(0) = x(0) = x_0 \),

\[
\| x(t) - \tilde{x}(t) \| = \left\| x(0) - \tilde{x}(0) + \int_0^t f^{(1)}(x(s)) - f^{(1)}(\tilde{x}(s)) \, ds \right\| = 0.
\]

Second, for any \( t \in (T_1, \bar{t}] \),

\[
\| x(t) - \tilde{x}(t) \| = \left\| x(T_1) - \tilde{x}(T_1) + \int_{T_1}^t \left( f^{(1)}(x(s)) - f^{(1)}(\tilde{x}(s)) \right) \, ds \right\|
\leq \left\| x(T_1) - \tilde{x}(T_1) \right\| + \int_{T_1}^t \left\| f^{(1)}(x(s)) - f^{(1)}(\tilde{x}(s)) \right\| \, ds
\leq 0 + \int_{T_1}^t \left\| f^{(1)}(x(s)) - f^{(1)}(\tilde{x}(s)) \right\| \, ds
\leq \mu(t - T_1) + \int_{T_1}^t L_2]\max(\|x(s) - \tilde{x}(s)\|) \, ds
\leq \mu(t - T_1) + \int_{T_1}^t L_2]\max(\|x(s) - \tilde{x}(s)\|) \, ds
\leq \mu(t - T_1) + \int_{T_1}^t L_2]\max(\|x(s) - \tilde{x}(s)\|) \, ds.
\]

By using Gronwall-Bellman inequality, \( \| x(t) - \tilde{x}(t) \| \leq \mu(t - T_1) \exp(\max(L_1, L_2)(t - T_1)) \).

Lastly, for \( t \in (\bar{t}, T_2] \),

\[
\| x(t) - \tilde{x}(t) \| = \left\| x(\bar{t}) - \tilde{x}(\bar{t}) + \int_{\bar{t}}^t \left( f^{(2)}(x(s)) - f^{(2)}(\tilde{x}(s)) \right) \, ds \right\|
\leq \left\| x(\bar{t}) - \tilde{x}(\bar{t}) \right\| + \int_{\bar{t}}^t \left\| f^{(2)}(x(s)) - f^{(2)}(\tilde{x}(s)) \right\| \, ds
\leq \left\| x(\bar{t}) - \tilde{x}(\bar{t}) \right\| + \int_{\bar{t}}^t L_2]\max(\|x(s) - \tilde{x}(s)\|) \, ds
\leq \exp(L_2(t - \bar{t})]|x(\bar{t}) - \tilde{x}(\bar{t})|\right)(\text{Using Gronwall-Bellman inequality})
\leq \mu(\bar{t} - T_1) \exp(L_2(t - \bar{t})) \exp(\max(L_1, L_2)(t - T_1))
\leq \mu \eta \exp(L_2(t - \bar{t}) \exp(\max(L_1, L_2)\eta)
\leq \mu \eta \exp(L_2(t - \bar{t}) + \max(L_1, L_2)\eta),
\]


Similarly, under the same assumptions of Proposition 1 when \( t < T_1 \), the differences between the states of the switched system and the auxiliary system are concluded

\[
\|\mathbf{x}(t) - \breve{\mathbf{x}}(t)\| \leq \begin{cases} 
0, & t \in (0, \bar{t}] \\
\mu(t - \bar{t}) \exp(\max(L_1, L_2)(t - \bar{t})) - \mu \exp(L_2(t - T_1) + \max(L_1, L_2)\eta), & t \in (\bar{t}, T_1] 
\end{cases}
\]

For the system involving \( \mathbf{f}^{(1)} \) and \( \mathbf{f}^{(2)} \), the flow map of the system can be shown it is locally Lipschitz.

**Lemma 2.** For \( k = 1, 2 \), the \( \Delta \)-lag flow map associated with function \( \mathbf{f}^{(k)} \) is defined as

\[
\Phi^\Delta_{\mathbf{f}, k}(\mathbf{x}_0) := \mathbf{x}_0 + \int_0^\Delta \mathbf{f}^{(k)}(\mathbf{x}(t)) \, dt,
\]

(22)

where \( \mathbf{x}(0) = \mathbf{x}_0 \in \mathbb{R}^d \) is a given initial state. If the assumptions in Proposition 1 hold, for any given initial conditions \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^d \), we have

\[
\|\Phi^\Delta_{\mathbf{f}, k}(\mathbf{x}) - \Phi^\Delta_{\mathbf{f}, k}(\mathbf{y})\| \leq \exp(L_\Delta \Delta)\|\mathbf{x} - \mathbf{y}\|.
\]

**Proof.** The proof directly follows the continuity of the dynamical system with respect to the initial condition [30] p. 43.

Since neural networks are employed, the universal approximation property is recalled.

**Lemma 3.** (see [31]) For any compact set \( D \subset \mathbb{R}^d \), any continuous function \( F : \mathbb{R}^d \to \mathbb{R}^d \) and any positive real number \( \varepsilon \), there exists a single-hidden-layer neural network \( \mathcal{N}(\cdot; \Theta) \) with the parameters \( \Theta \) such that

\[
\max_{\mathbf{y} \in D} |F(\mathbf{y}) - \mathcal{N}(\mathbf{y}; \Theta)| \leq \varepsilon,
\]

if and only if the activation functions are continuous and are not polynomials.

**Proof.** The proof is given in the [31].

As in Algorithm 2, the neural networks to approximate the flow maps (22) are denoted by \( \{\mathcal{N}(\tilde{K}, i)\}_{i=1}^{\tilde{K}} \). Letting \( C_i \) be the convex hull of the training dataset \( \mathcal{D}_{\text{train}}(\tilde{K}, i) \), and denoting

\[
i' = \arg \min_{i \in \{0, \ldots, \tilde{K}\}} |\hat{r}(\tilde{K}, i) - \tilde{r}|,
\]

it is assumed that the learned neural networks \( \{\mathcal{N}(\tilde{K}, i)\}_{i=1}^{\tilde{K}} \) have sufficient accuracy, i.e., for a sufficiently small number \( \varepsilon \geq 0 \),

\[
\begin{align*}
\max_{i \in C_i} \|\mathcal{N}(\tilde{K}, i; \Theta(\tilde{K}, i)) - \mathcal{N}(\tilde{K}, i; \Theta(\tilde{K}, i))\| &\leq \varepsilon, \quad i = 1, \ldots, i', \\
\max_{i \in \tilde{K}} \|\mathcal{N}(\tilde{K}, i; \Theta(\tilde{K}, i)) - \mathcal{N}(\tilde{K}, i; \Theta(\tilde{K}, i))\| &\leq \varepsilon, \quad i = i' + 1, \ldots, \tilde{K}.
\end{align*}
\]

(23)

We utilize the trained networks to predict the states of the unknown switched system (2). For a given initial condition \( \hat{y}(0) \), the prediction at time \( t_{j+1} \) is generated as

\[
\hat{y}(t_{j+1}) = \begin{cases}
\mathcal{N}(\tilde{K}, 1)(\hat{y}(t_j); \Theta(\tilde{K}, 1)), & t_j \in (\hat{r}^{\tilde{K}, 1}, T_{max}) \setminus (\hat{r}^{\tilde{K}, 1}, \hat{r}^{\tilde{K}, 1}) \\
\mathcal{N}(\tilde{K}, 1)(\hat{y}(t_j); \Theta(\tilde{K}, 1)), & t_j \in (\hat{r}^{\tilde{K}, 1}, \hat{r}^{\tilde{K}, 1}) \\
\mathcal{N}(\tilde{K}, 1)(\hat{y}(t_j); \Theta(\tilde{K}, 1)), & t_j \in (0, \hat{r}^{\tilde{K}, 1}) \\
\mathcal{N}(\tilde{K}, 1)(\hat{y}(t_j); \Theta(\tilde{K}, 1)), & t_j \in (\hat{r}^{\tilde{K}, 1}, \hat{r}^{\tilde{K}, 1})
\end{cases}
\]

(24)

where \( j = 1, \ldots, J - 1 \).

In this section, the initial state for neural networks predictions (24), the initial condition of the switched system (2) and the auxiliary system (21) are considered to be the same, i.e., \( \hat{y}(0) = \mathbf{x}(0) = \tilde{\mathbf{x}}(0) \).
Proposition 4. Suppose the assumptions in Lemma 2 hold. For \( \hat{y}(t_{j-1}) \in C_i \) (where \( i = 1, \ldots, \hat{K} \), and \( C_i \) is the convex hull of the training set \( D_{\text{train}}^{(K)} \)) and \( \tilde{y}(t_j) \in N^{(K)}(\hat{y}(t_{j-1}); \Theta^{(K, j)}) \) with \( j = 1, \ldots, J \), assume that \( \tilde{y}(t_j) \in C_i \) and the neural networks are sufficiently accurate such that (2) holds. Then the difference between the prediction using neural networks \( \tilde{y}(t_j) \) and the solution of the auxiliary system \( \tilde{x}(t_j) \) is bounded by

\[
||\tilde{y}(t_j) - \tilde{x}(t_j)|| \leq \begin{cases} 
\frac{1-\exp(L_{t, j})}{1-\exp(L_{t, j})} \epsilon, & t_j \in (0, \bar{t}] \\
\frac{1-\exp(L_{2, j}-\hat{t})}{1-\exp(L_{2, j})} \epsilon + \exp(L_{2, j-\hat{t}}) \frac{1-\exp(L_{1, \hat{t}})}{1-\exp(L_{1, \hat{t}})} \epsilon, & t_j \in (\bar{t}, T_2].
\end{cases}
\]

Proof. When \( t_j \in (0, \bar{t}] \) and \( \hat{t}^{K, j-1} < t_j < \bar{t}^{K, j} \), we have

\[
||\tilde{y}(t_j) - \tilde{x}(t_j)|| = ||N^{(K, j)}(\hat{y}(t_{j-1}); \Theta^{(K, j)}) - \Phi^{(1)}(\tilde{x}(t_{j-1}))||
\]

\[
\leq ||N^{(K, j)}(\hat{y}(t_{j-1}); \Theta^{(K, j)}) - \Phi^{(1)}(\tilde{y}(t_{j-1}))||
\]

\[
+ ||\Phi^{(1)}(\tilde{y}(t_{j-1})) - \Phi^{(1)}(\tilde{x}(t_{j-1}))||
\]

\[
\leq \epsilon + \exp(L_{1, \hat{t}})||\tilde{y}(t_{j-1}) - \hat{y}(t_{j-1})||
\]

\[
\ldots
\]

\[
\leq 1 - \exp(L_{1, \hat{t}}) \epsilon + \exp(L_{1, \hat{t}})||\tilde{y}(0) - \hat{y}(0)||
\]

\[
1 - \exp(L_{1, \hat{t}})
\]

\[
\leq 1 - \exp(L_{1, \hat{t}}) \epsilon,
\]

where the last equation is obtained as \( \tilde{y}(0) = \hat{y}(0) \). Similarly, for \( t_j \in (\bar{t}, T_2] \), the error bound satisfies

\[
||\tilde{y}(t_j) - \tilde{x}(t_j)|| \leq \epsilon + \exp(L_{2, j-\hat{t}})||\tilde{y}(t_{j-1}) - \hat{y}(t_{j-1})||
\]

\[
\ldots
\]

\[
\leq 1 - \exp(L_{2, j-\hat{t}}) \epsilon + \exp(L_{2, j-\hat{t}})||\tilde{y}(\hat{t}) - \hat{y}(\hat{t})||
\]

\[
1 - \exp(L_{2, j-\hat{t}})
\]

\[
\leq 1 - \exp(L_{2, j-\hat{t}}) \epsilon
\]

\[
+ \exp(L_{2, j-\hat{t}}) \frac{1-\exp(L_{1, \hat{t}})}{1-\exp(L_{1, \hat{t}})} \epsilon.
\]

The bounds in Proposition 1 and Proposition 4 result in the following error bounds for the neural networks obtained using Algorithm 2.

Theorem 5. Supposing assumptions of Proposition 4 and Proposition 2 hold, the error of the predictions using the neural networks (24) is bounded as

\[
||\tilde{y}(t_j) - x(t_j)|| \leq \begin{cases} 
\frac{1-\exp(L_{t, j})}{1-\exp(L_{t, j})} \epsilon, & t_j \in (0, T_1] \\
\mu(t_j - T_1) \exp(max(L_{1, L_2}(t_j - T_1)) + \frac{1-\exp(L_{t, j})}{1-\exp(L_{t, j})} \epsilon, & t_j \in (T_1, \bar{t}) \\
\mu(\eta \exp(L_{2, j-\hat{t}}) + max(L_{1, L_2}) \eta) + \frac{1-\exp(L_{t, j})}{1-\exp(L_{t, j})} \epsilon, & t_j \in (\bar{t}, T_2].
\end{cases}
\]

where \( x(t) \) is the accurate solution of the original system (24) and \( t_j := (j-1)\Delta \) with \( \Delta := T_{max}/(J-1) \) for \( j = 1, \ldots, J. \)
Proof. Using Proposition 1 we have
\[
\|\tilde{x}(t_j) - \tilde{x}(t_j)\| \leq \begin{cases} 
0, & t_j \in (0, T_1] \\
m(t_j - T_1) \exp(\max(L_1, L_2)(t_j - T_1)), & t_j \in (T_1, \bar{t}] \\
m\mu \exp(L_2(t_j - \bar{t}) + \max(L_1, L_2)\eta), & t_j \in (\bar{t}, T_2].
\end{cases}
\]

The bounds in Proposition 2 give
\[
\|\tilde{\gamma}(t_j) - \tilde{x}(t_j)\| \leq \begin{cases} 
1 - \exp(L_1 t_j), & t_j \in (0, T_1] \\
1 - \exp(L_2 t_j), & t_j \in (T_1, \bar{t}] \\
1 - \exp(L_2 t_j - \eta), & t_j \in (\bar{t}, T_2].
\end{cases}
\]

Finally, using the triangle inequality gives
\[
\|\tilde{\gamma}(t_j) - \tilde{x}(t_j)\| \leq \|\tilde{\gamma}(t_j) - \tilde{x}(t_j)\| + \|\tilde{x}(t_j) - \tilde{x}(t_j)\|
\leq \begin{cases} 
1 - \exp(L_1 t_j) + 0, & t_j \in (0, T_1] \\
m(t_j - T_1) \exp(\max(L_1, L_2)(t_j - T_1)) + 1 - \exp(L_1 t_j), & t_j \in (T_1, \bar{t}] \\
m\mu \exp(L_2(t_j - \bar{t}) + \max(L_1, L_2)\eta) + 1 - \exp(L_2 t_j - \eta), & t_j \in (\bar{t}, T_2].
\end{cases}
\]

From Theorem 5 it is clear that the prediction error of the neural networks obtained from Algorithm 2 is bounded by the error of the neural network approximation for the Δ-lag flow maps (22) and the error for the switching point (1).

5. Numerical experiments

In this section, numerical experiments are conducted to illustrate the effectiveness of our DNN-AL approach presented in Algorithm 2. Four test problems are considered—the first and the second ones consider the forced damped oscillator problem with two and three subsystems respectively, the third one considers a forced damped pendulum problem, and the fourth test problem focuses on the heat equation. In this work, deep neural networks are presented in Algorithm 2. Four test problems are considered—the first and the second ones consider the forced damped oscillator problem with two and three subsystems respectively, the third one considers a forced damped pendulum problem, and the fourth test problem focuses on the heat equation. In this work, deep neural networks are implemented based on the open-source machine library Pytorch [32]. To train deep neural networks (see Algorithm 1), the size of each mini-batch is set to 100, and the number of epochs is set to 100. The SGD method used in this paper is AdamW [33], and the initial learning rate is set to 0.001. In addition, we implement the cosine annealing part of [34] to tune the learning rate. To initialize the deep ResNet on line 3 of Algorithm 2, the Kaiming initialization [35] is used, and all the biases are initially set to zeros. The tolerance tol in Algorithm 2 is set to 0.005.

5.1. Forced damped oscillator with two subsystems

We start with the following forced damped oscillator equation
\[
\begin{align*}
\frac{d}{dt}x_1 &= x_2, \\
\frac{d}{dt}x_2 &= -kx_1 - nx_2 + f,
\end{align*}
\] (25)
where \( v \) is the damping term from the friction force, \( f \) is the external force term, \( k \) is the spring constant, and \( t \in (0, 40] \). Following the generic notation in (1)–(2), the governing equations for this test problem are set to

\[
\begin{align*}
\text{f}^{(1)} &= \left(-x_1 - 0.1x_2 + 2\right), \\
\text{f}^{(2)} &= \left(-x_1 - 0.5x_2 + 10\right),
\end{align*}
\]

and the time-dependent signal function is set to

\[
\sigma(t) = \begin{cases} 
1, & t \in (0, 27.6] \\
2, & t \in (27.6, 40].
\end{cases}
\]

The spatial domain considered is \( D = [-3, 3]^2 \). The time lag is set to \( \Delta = 0.05 \) and then \( J = 801 \).

To generate the observed datasets, 200 initial states are generated using the uniform distribution with the range \( D \). Then the switched system is solved using the LSODA solver provided in SciPy [36, 37] for each initial state, and 200 trajectories are collected. The datasets are constructed through the procedures in Section 2. For our DNN-AL approach, the neural network for this test problem consists of 10 ResNet blocks with 2 fully connected layers per block. The 2 fully connected layers in each block have 20 nodes and 2 nodes respectively.

To assess the effectiveness of our DNN-AL approach, the orbit with the initial state \( x_0 = [2, 1]^T \) is considered, which is not included in our observed datasets. A reference result for this orbit is computed with the LSODA solver for comparison. Figure 2 shows the orbits obtained by DNN-AL and the LSODA solver. From Figure 2(a) (for \( x_1 \)) and Figure 2(b) (for \( x_2 \)), it can be seen that at adaptivity iteration step one of DNN-AL, i.e., just using a deep RestNet to approximate the \( \Delta \)-lag flow map of the whole system, the predictions of the neural networks are inaccurate, especially for the states at the time after the switching time instant \( t = 27.6 \). Figure 2(c) and Figure 2(d) show that, at adaptivity iteration step three in DNN-AL, the predictions of the neural networks get closer to the results of the LSODA solver. From Figure 2(e) and Figure 2(f), it is clear that, after seven adaptivity iteration steps, predictions of the neural networks effectively learn this switched system.

At time \( t_j \) (for \( j = 1, \ldots, J \)), let \( x(t_j) = [x_1(t_j), x_2(t_j)]^T \) be the state obtained by the LSODA solver, and \( \hat{y}(t_j) = [\hat{y}_1(t_j), \hat{y}_2(t_j)]^T \) be the prediction of the deep ResNets obtained by DNN-AL. The error for \( x_1 \) is given by \( |x_1(t_j) - \hat{y}_1(t_j)| \), and the error for \( x_2 \) is given by \( |x_2(t_j) - \hat{y}_2(t_j)| \). The relative error is defined as

\[
\ell_{\text{relative}} := \frac{||x(t_j) - \hat{y}(t_j)||^2}{||x(t_j)||^2}. \tag{26}
\]

Figure 3 shows the errors for this test problem where seven adaptivity iterations are conducted in DNN-AL. The approximate switching time instant is \( t = 27.5 \) (see Definition 1), which is very close to the true switching time instant 27.6. It can be seen that the errors are very small in the time interval \( (0, 27.5] \), which are mainly caused by the neural network approximation error. There is a clear jump in the relative error (and the errors for \( x_1 \) and \( x_2 \)) around the switching time instant \( t = 2.76 \). This is because the trained deep ResNets are built with the approximate switching time instant \( t = 27.5 \). However, the relative error is still bounded (clearly less than \( 10^{-1} \)). These results are consistent with Theorem 5.

We next consider the situation of noisy data. The noise in (3) is set to \( \epsilon^{(n)} := \xi_j^{(n)} x(t_j; x_0^{(n)}) \), where \( \xi_j^{(n)} \) is drawn from the uniform distribution over \([0, \eta_{\text{noise}}]\) and \( \eta_{\text{noise}} \) is a given positive number. The test set is again set to the orbit with the initial state \( x_0 = [2, 1]^T \). To quantify the accuracy of the neural networks obtained through DNN-AL, the mean square error (MSE) is considered, which is defined as

\[
\ell_{\text{mse}} := \frac{1}{J} \sum_{j=1}^{J} ||x(t_j) - \hat{y}(t_j)||^2, \tag{27}
\]

where \( x(t_j) \) is the state obtained by the LSODA solver, and \( \hat{y}(t_j) \) is the prediction of the neural networks. The MSEs for this test problem are shown in Table 1 where different ranges of the noises are tested. In this table, the test MSE is defined in (27), and the validation MSE is computed through replacing the test set for (27) by the validation set (see (19)). Table 1 shows that the validation MSE is smaller than the test MSE, which is expected. It also can be seen
Figure 2: The neural network predictions and solutions of the LSODA solver, $x_0 = [2, 1]^T$, forced damped oscillator equation with two subsystems.

| $\eta_{\text{noise}}$ | 2e-2 | 5e-2 | 1e-1 |
|------------------------|------|------|------|
| Validation MSE         | 4.769e-03 | 4.645e-03 | 6.731e-03 |
| Test MSE               | 2.442e-02 | 4.451e-02 | 1.061e-01 |

Table 1: Errors with different noisy levels, forced damped oscillator equation with two subsystems.
that the test MSE increases approximately in proportion to the noise, which shows that the performance of the trained neural networks of DNN-AL is stable with respect to the noise.

The efficiency of our hierarchical initialization strategy is investigated herein. As shown on line 13 of Algorithm 2, the initial deep ResNets are hierarchically constructed using the trained ResNets at the previous adaptivity iteration steps. For comparison, a direct initialization strategy is tested, which is to use the standard Kaiming initialization [35] to construct the initial ResNets at every adaptivity iteration step. As the identified interval with the largest validation error is decomposed into two parts at each adaptivity iteration step (line 9 of Algorithm 2), two new deep ResNets need to be trained, which are referred to as the left and the right ones. Figure 4 shows the values of the training loss (10) at adaptivity iteration step three, five and seven respectively. It can be seen that our hierarchical initialization strategy results in smaller training loss values than the direct initialization approach. Figure 5 shows the test MSEs (see (27)) associated with the two initialization strategies, where the initial state is $x_0 = [2, 1]^T$. It is clear that our hierarchical initialization results in smaller test errors after two adaptivity iteration steps.

5.2. Forced damped oscillator with three subsystems

Here, we consider the forced damped oscillator problem with three subsystems. That is, the equation (25) is considered again, and the signal function and the governing equations are set to

$$
\sigma(t) = \begin{cases} 
1, & t \in (0, 17.4] \\
2, & t \in (17.4, 27.6] \\
3, & t \in (27.6, 40],
\end{cases}
$$

and

$$
\mathbf{f}^{(1)} = \begin{pmatrix} x_2 \\
2 - 0.1 x_2 - x_1 
\end{pmatrix}, \quad \mathbf{f}^{(2)} = \begin{pmatrix} x_2 \\
4 - 0.2 x_2 - x_1 
\end{pmatrix}, \quad \mathbf{f}^{(3)} = \begin{pmatrix} x_2 \\
8 - 0.4 x_2 - x_1 
\end{pmatrix}.
$$

Other settings for this test problem are the same as those for the two-subsystem test problem in Section 5.1, and 200 trajectories with different initial states are generated to construct the observed data. The neural network structure and the settings for Algorithm 2 are the same as those in Section 5.1.

To test the effectiveness of our DNN-AL approach, the orbit with the initial state $x_0 = [1, 0]^T$ is considered, which is not included in the observed dataset. Figure 6 shows the reference solution (generated by the LSODA solver) and the predictions of the trained deep ResNets obtained through Algorithm 2 where the trajectories at adaptivity iteration step two, six, and eight are presented. It is clear that, as the adaptivity iteration step increases, the predictions of the trained deep ResNets get closer to the reference results. Especially at adaptivity iteration step eight, the predictions of the trained deep ResNets and the reference results are almost indistinguishable.
Figure 4: Training loss at different adaptivity iteration steps, forced damped oscillator equation with two subsystems.

Figure 5: Test errors at different adaptivity iteration steps, forced damped oscillator equation with two subsystems.
Figure 6: The neural network predictions and solutions of the LSODA solver, $x_0 = [1, 0]^T$, forced damped oscillator equation with three subsystems.
5.3. Forced damped pendulum

The ordinary differential equation system for the forced damped pendulum considered is,
\[
\begin{cases}
\frac{dx_1}{dt} = x_2, \\
\frac{dx_2}{dt} = -ax_2 - g \sin x_1 + b,
\end{cases}
\tag{28}
\]
where \(-ax_2\) represents a friction force, \(g\) is a gravity constant in a constant gravitational field, and \(b\) refers to an external force. Following the generic notation in (1)–(2), the two governing equations of the subsystems for this test problem are,
\[
\begin{align*}
\mathbf{f}^{(1)} &= \begin{pmatrix} x_2 \\ -0.15x_2 - 9.8 \sin x_1 \end{pmatrix}, \\
\mathbf{f}^{(2)} &= \begin{pmatrix} x_2 \\ -0.15x_2 - 9.8 \sin x_1 + 2 \end{pmatrix},
\end{align*}
\]
and the corresponding signal function is set to
\[
\sigma(t) = \begin{cases} 
1, & t \in (0, 15.2] \\
2, & t \in (15.2, 40].
\end{cases}
\]

The spatial domain is set to \(D = [-\pi/2, \pi/2] \times [-\pi, \pi]\), and the time step is set to \(\Delta = 0.05\). Similar to Section 2, 200 initial states are generated through the uniform distribution with the range \(D\), and trajectories associated with these initial states are obtained with the LSODA solver, which are used to construct the datasets (see Section 2). For this test problem, the neural network in DNN-AL consists of 10 ResNet blocks with 2 fully connected layers per block. For each block, the 2 fully connected layers have 20 nodes and 2 respectively.

For comparison, the orbit with the initial state \(x_0 = [0, -2]^T\) is considered, which is not included in the observed dataset. Figure 7 shows the reference solution (generated by the LSODA solver) and the predictions of the trained deep ResNets obtained through Algorithm 2, where the trajectories at adaptivity iteration step one, three, and five are presented. It is clear that, as the adaptivity iteration step increases, the predictions of the trained deep ResNets get closer to the reference results, and the predictions of the trained deep ResNets at adaptivity iteration step five are very close to the reference results.

5.4. Heat equation

In this test problem, we consider the following heat equation
\[
\begin{align*}
\frac{\partial u}{\partial t} &= \kappa \frac{\partial^2 u}{\partial x^2} + q(t, x), & x \in (0, 1) \text{ and } t \in (0, 2], \\
   u(0, x) &= u_0(x), \\
   u(t, 0) &= u(t, 1) = 0,
\end{align*}
\tag{29}
\]
where \(\kappa > 0\) is the thermal diffusivity of the medium, \(u\) is the unknown temperature and \(q(t, x)\) is a source function. The initial condition is set to
\[
u_0(x) = a \cdot x(1 - x),
\tag{30}
\]
where \(a \in \mathbb{R}\) is a parameter. To generate data and reference solutions, the spatial domain is discretized with a uniform grid with \(I_{\text{grid}} = 21\) nodes, and the time lag is set to \(\Delta = 0.01\) (then \(J = 201\)). To result in a discretized problem, \(\partial^2 u / \partial x^2\) in (29) is approximated by the second-order centered difference method, and the LSODA solver provided in SciPy [37] is again applied to solve this problem. The thermal diffusivity of the medium \(\kappa\) is set to 0.2. The source function \(q(t, x)\) in (29) is set to
\[
q(t, x) = \begin{cases} 
20 \exp \left( -\frac{(x-1)^2}{0.25} \right), & t \in (0, 1.2] \\
10 \exp \left( -\frac{(x-1)^2}{0.25} \right), & t \in (1.2, 2].
\end{cases}
\]
Figure 7: The neural network predictions and solutions of the LSODA solver, $x_0 = [0, -2]^T$, forced damped pendulum.
The signal function of this test problem is set to

$$\sigma(t) = \begin{cases} 
1, & t \in (0, 1.2) \\
2, & t \in (1.2, 2] 
\end{cases}$$

To generate the observed datasets, 5000 different values of the parameter $a$ in (30) are generated using the uniform distribution with the range $[0, 1]$, and the corresponding trajectories are computed using SciPy. For DNN-AL, each deep ResNet for this test problem contains 10 ResNet blocks, with two fully-connected layers per block. The two layers have 50 nodes and 21 nodes respectively.

For comparison, a reference solution with $a = 1$ is computed using SciPy, which is not included in the training datasets. Figure 8 shows the reference solution. For each $x_i$ and $t_j$ ($i = 1, \ldots, I_{\text{grid}}$ and $j = 1, \ldots, J$), the prediction of the deep ResNets obtained by Algorithm 2 is denoted by $\hat{u}(t_j, x_i)$, and the point-wise absolute error is defined as $|u(t_j, x_i) - \hat{u}(t_j, x_i)|$. Figure 8 shows the predictions of the trained DNNs and the corresponding errors. It can be seen that after three adaptivity iteration steps, the DNN predictions are very close to the reference solution, and the maximum error is only around 0.04 for the DNNs obtained at the last iteration step (step six). Finally, the DNN predictions and the reference solutions at $t = 1$ and $t = 1.5$ are shown in Figure 10, where it can be seen that each DNN prediction and the corresponding reference solution are visually indistinguishable.

Figure 8: Reference solution, heat equation.

6. Conclusions

The divide and conquer principle is one of the fundamental concepts for learning dynamical systems with high complexity. With a focus on ResNet based learning methods, we have proposed a deep neural network based adaptive learning (DNN-AL) approach. Through adaptively decomposing the datasets associated with large validation errors, deep neural networks (DNNs) are hierarchically constructed to efficiently learn local governing equations, and the unknown switching time instants are identified gradually. Especially, during the adaptive procedure, the network parameters at the previous iteration steps are reused as initial parameters for the current iteration step, which provides an efficient initialization strategy for training local DNNs. From our analysis, prediction error bounds are established for the DNNs obtained in DNN-AL. Several numerical examples demonstrate the effectiveness of DNN-AL. As this work is limited to switched systems under time-dependent switching, developing adaptive learning methods for systems with both time and state dependent switching will be the focus of our future work.
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