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Abstract

We derive new constraints on the spectrum of two-dimensional conformal field theories with central charge $c > 1$. Employing the pillow representation of the four point correlator of identical scalars with dimension $\Delta_\mathcal{O}$ and positivity of the coefficients of its expansion in the elliptic nome we place central charge dependent bounds on the dimension of the first excited Virasoro primary the scalar couples to, in the form $\Delta_1 < f(c, \Delta_\mathcal{O})$. We give an analytic expression for $f(c, \Delta_\mathcal{O})$ and write down transcendental equations that significantly improve the analytic bound. We numerically evaluate the stronger bounds for arbitrary fixed values of $c$ and $\Delta_\mathcal{O}$. 

1 Introduction

Unitarity and crossing symmetry constrain correlation functions in conformal field theories. The constraint of crossing symmetry in two-dimensions leads to a complete classification of unitary CFTs with central charge \( c < 1 \) known as minimal models [1]. Interest surged in the conformal bootstrap program in \( d > 2 \) CFTs following the seminal paper [2]. In this work a numerical implementation of the crossing constraint was made possible by truncating the crossing equation and evaluating it at a crossing symmetric point in cross ratio space. In four-dimensions the known form of conformal blocks [3], which are building blocks of correlators, makes this possible. In odd dimensions there does not exist explicit expressions for conformal blocks, but recursive relations for these make the study of crossing symmetry possible. This method and improvements thereof have led to remarkable success in CFTs in various dimensions, such as a precise determination of scaling dimensions in the 3d Ising CFT [4–6]. For a review of related developments see [7,8].

A closely related program is that of the modular bootstrap [9–11]. In this line of research the partition function replaces the four point correlator and modular invariance replaces the crossing constraint. Thanks to the explicitly known form of the Virasoro characters, which are building blocks of the partition function on the torus, impressive upper bounds on the dimension of the first primary above the vacuum have been derived. The state of the art bound is established by mapping the problem to the crossing constraint on the four point correlator in a one-dimensional CFT [12,13].

The constraint of crossing symmetry for the four point correlator in two-dimensional CFT is difficult to implement for \( c > 1 \) due to the lack of explicit expressions for the Virasoro conformal block. However, Virasoro blocks satisfy recursion relations as laid out by Zamolodchikov [14,15], for a review see [16] and appendix A of [17]. In this note we study the crossing equation with identical external scalars using the pillow representation of the four point correlator [18]. The pillow correlator is a function of the elliptic nome \( q = e^{i\pi \tau} \) which we define precisely.
below. The remarkable property of the pillow correlator is that it has an expansion in $q$ with positive coefficients for identical external scalars [18]. Evaluating the pillow correlator at the crossing symmetric point $q = e^{-\pi}$ we are able to extract useful information from the crossing equation at arbitrary central charge $c > 1$. For previous studies of the pillow correlator see for example [19, 20].

Before going into details we report our result. In an arbitrary two-dimensional CFT with central charge $c > 1$, given a scalar Virasoro primary $O$ with dimension $\Delta_O$, the lowest dimension non-vacuum Virasoro primary $O_1$ it couples to, which can be spinning or scalar, has its dimension $\Delta_1$ bounded above as,

$$\Delta_1 < \Delta_b = \frac{1}{6\pi \Delta_s} \left( 9\Delta_s(1 + \pi \Delta_s) + \sqrt{3\Delta_s(c + 3\Delta_s(1 + \pi \Delta_s)(5 + \pi \Delta_s))} \right), \quad (1.1)$$

where

$$\Delta_s = \frac{48\Delta_O + (\pi - 3)c}{12\pi} > 0. \quad (1.2)$$

We derive stronger bounds than (1.1) in the body of the paper, but these are numerical and their analytic expression requires solving a transcendental equation which we do not attempt in this work.

In section 2 we review the pillow representation of the four point correlator. In section 3 we write the crossing relations for the pillow correlator and derive our bounds. In appendix A we discuss the application of our bounds to minimal models and discuss the caveats. We end with conclusions.

2 Pillow four point correlator

We discuss the pillow representation of a four point function in two-dimensional CFT. On the plane the four point function

$$\mathcal{F}(z, \bar{z}) = \lim_{z_4, \bar{z}_4 \to \infty} z_4^{2h_4} \bar{z}_4^{2\bar{h}_4} \langle O_1(0)O_2(z, \bar{z})O_3(1)O_4(z_4, \bar{z}_4) \rangle \quad (2.1)$$

decomposes in Virasoro blocks as

$$\mathcal{F}(z, \bar{z}) = \sum_{h, \bar{h}} C_{\mathcal{O}_1 \mathcal{O}_3}^{\mathcal{O}_2 \mathcal{O}_4} V_{h, h_1, c}(z) V_{\bar{h}, \bar{h}_1, c}(\bar{z}) \quad (2.2)$$
The pillow variables are defined as \[15,18\]

\[
q = e^{i\pi \tau} = \frac{z}{16} + \ldots ,
\]

\[
\tau = i \frac{K(1-z)}{K(z)},
\]

\[
K(z) = \frac{1}{2} \int_0^1 \frac{dt}{\sqrt{t(1-t)(1-tz)}} = \frac{\pi}{2} _2F_1\left(\frac{1}{2}, \frac{1}{2}; 1; z\right),
\]

\[
z = \frac{\theta_2(q)^4}{\theta_3(q)^4}.
\]

A recursion relation \[15,17\] for the Zamolodchikov $H$-function defined as

\[
V_{h,hi,c}(z) = (16q)^{h-c-1/2}z^{(c-1)/2} - h_1 - h_2 (1 - z)^{(c-1)/2} - h_3 \theta_3(q)^{(c-1)/2} - 4(h_1 + h_2 + h_3 + h_4) H_{h,hi,c}(q)
\]

gives the expansion coefficients in

\[
H_{h,hi,c}(q) = 1 + b_1 q + b_2 q^2 + \ldots .
\]

The pillow correlator is defined as

\[
F(z, \bar{z}) = \Lambda(z) \Lambda(\bar{z}) g(q, \bar{q}) ,
\]

\[
\Lambda(z) = \theta_3(q)^{\frac{z}{2} - 4(h_1 + h_2 + h_3 + h_4)} z^{\frac{\pi}{\tau} - h_1 - h_2 (1 - z)^{\frac{\pi}{\tau} - h_2 - h_3} ,
\]

and has an expansion in terms of pillow blocks

\[
g(q, \bar{q}) = \sum_{h, \bar{h}} C_{\bar{h}h}^2 \hat{V}_{h,hi,c}(q) \bar{V}_{h,hi,c}(\bar{q}) .
\]

The pillow block is related to the Zamolodchikov $H$-function as\(^1\)

\[
\hat{V}_{h,hi,c}(q) = \Lambda(z)^{-1} V_{h,hi,c}(z) ,
\]

\[
= 16^{h-\frac{c}{2\pi}} q^{h-\frac{c-1}{2\pi} \eta(\tau)^{-\frac{1}{2}}} H_{h,hi,c}(q) .
\]

This leads to a $q$-expansion for the pillow block

\[
\hat{V}_{h,hi,c}(q) = q^{h-\frac{c}{2\pi}} \sum_{n=0}^{\infty} a_n(h) q^n .
\]

\(^1\eta(\tau) = q^{\frac{c}{2\pi}} \prod_{n=1}^{\infty}(1 - q^{2n}).\)
The pillow block coefficients \( a_n(h) \) really depend on all \( h_i, c, h \), but to reduce clutter we only emphasize its dependence on the exchanged operator dimension. Importantly, the pillow block expansion coefficients are non-negative when

\[
a_n(h) \geq 0 \iff h_1 = h_4 \text{ and } h_2 = h_3. \tag{2.15}
\]

This is due to the fact that in this circumstance these coefficients can be given the interpretation of norms on Hilbert space in pillow quantization [18].

Plugging in the expansion for the block the pillow correlator reads

\[
g(q, \bar{q}) = \sum_{h, \bar{h}} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} a_m(h) a_n(\bar{h}) C^2_{\mathcal{O} \mathcal{O} \mathcal{O}, \tau} q^{h+n-\frac{c}{24}} \bar{q}^{\bar{h}+m-\frac{c}{24}}. \tag{2.16}
\]

We focus on the case of identical scalars for external operators.\(^2\) In this case only even powers of \( q \) appear in the expansion of the \( H \)-function (2.8) [17]. We use the Mathematica code presented in [17] to determine a fixed number of these coefficients and plug the resulting series into (2.13). The series expansion of the resulting pillow block gives \( a_n(h) \).

### 3 Crossing symmetry

Crossing symmetry constrains the spectrum. For identical external scalars exchanging the positions of the first and third operator leads to

\[
\mathcal{F}(z, \bar{z}) = \mathcal{F}(1 - z, 1 - \bar{z}). \tag{3.1}
\]

Under the transformation \( z \to 1 - z \) we write \( \tau \to \tilde{\tau} = -1/\tau \), \( \bar{\tau} \to \tilde{\bar{\tau}} = -1/\bar{\tau} \) and the crossing equation reads

\[
\Lambda(z) \Lambda(\bar{\tau}) g(q, q) = \Lambda(1 - z) \Lambda(1 - \bar{\tau}) g(\tilde{q}, \tilde{q}). \tag{3.2}
\]

To simplify this we note

\[
\frac{\Lambda(1 - z)}{\Lambda(z)} = \left( \frac{\theta_3(q)}{\theta_3(\bar{q})} \right)^{\frac{c}{2} - 16\Delta_\mathcal{O}} = \left( \sqrt{-i\tau} \right)^{\frac{c}{2} - 16\Delta_\mathcal{O}} = (-i\tau)^{i - 4\Delta_\mathcal{O}}, \quad \tau \in \mathbb{H}^+, \tag{3.3}
\]

\[
\frac{\Lambda(1 - \bar{\tau})}{\Lambda(\bar{\tau})} = \left( \frac{\theta_3(\tilde{q})}{\theta_3(\tilde{\bar{q}})} \right)^{\frac{c}{2} - 16\Delta_\mathcal{O}} = \left( \sqrt{i\bar{\tau}} \right)^{\frac{c}{2} - 16\Delta_\mathcal{O}} = (i\bar{\tau})^{i - 4\Delta_\mathcal{O}}, \quad \bar{\tau} \in \mathbb{H}^-, \tag{3.4}
\]

\(^2\)In the rest of the paper the labels \( h_1, h_2 \) and all derivatives thereof refer to the first and second excited primaries appearing in the OPE \( \mathcal{O} \times \mathcal{O} \). We denote the dimension of the Virasoro scalar primary \( \mathcal{O} \) by \( h_\mathcal{O} = \frac{\Delta_\mathcal{O}}{2} \).
where we denote by \( \mathbb{H}^{\pm} \) upper and lower half planes. Our domain assignment for \( \tau, \bar{\tau} \) is the relevant one for the Euclidean regime we are interested in \( z = z^* \). The crossing equation is

\[
g(\tau, \bar{\tau}) = (\tau \bar{\tau})^{z-4\Delta_O} g(-1/\tau, -1/\bar{\tau}). \tag{3.5}
\]

For \( \tau = i\beta/\pi, \bar{\tau} = -i\beta/\pi \) the nomes are

\[
q = e^{i\pi \tau} = e^{-\beta}, \quad \bar{q} = e^{-i\pi \tau} = e^{-\beta}, \tag{3.6}
\]

and the expansion reads

\[
g(\beta) = \sum_{k=(h, \bar{h})} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} a_m(h) a_n(\bar{h}) C_{O\bar{O}O\bar{O}}^2 e^{-\beta(E_k+m+n)}, \tag{3.7}
\]

where we defined

\[
\Delta = h + \bar{h}, \quad E = \Delta - \frac{c}{12}, \tag{3.8}
\]

and introduced the collective label \( k = (h, \bar{h}) \).

As mentioned earlier only even powers of \( q \) appear in the expansion of the \( H \)-function. Absorbing the overall constant \( 16^{E_k} \) into the OPE coefficients \( C_{O\bar{O}O\bar{O}}^2 \) and setting the identity operator OPE coefficient \( C_{O\bar{O}I}^2 = 1 \) the first few terms look like

\[
g(\beta) = e^{-\beta E_0} + 2a_2(0)e^{-\beta(E_0+2)} + [a_2(0)^2 + 2a_4(0)] e^{-\beta(E_0+4)} + \ldots
+ C_{O\bar{O}O\bar{O}}^2 [e^{-\beta E_1} + [a_2(h_1) + a_2(\bar{h}_1)] e^{-\beta(E_1+2)} + [a_2(h_1)a_2(\bar{h}_1) + (a_4(h_1) + a_4(\bar{h}_1))] e^{-\beta(E_1+4)} + \ldots] + \ldots. \tag{3.9}
\]

The first non-trivial coefficient is simple enough to display

\[
a_2(h) = \frac{16h^2 + 2h(256\Delta_O^2 - 32\Delta_O(c + 3) + c(c + 7)) + (c - 16\Delta_O)^2}{32h^2 + 4h(c - 5) + 2c}. \tag{3.10}
\]

Having expressed the crossing transformation as a modular transformation on the pillow, we follow a method similar to [9] to impose modular covariance. In terms of \( \tau = i\epsilon^p, \bar{\tau} = -i\epsilon^p \) (3.5) reads

\[
g(i\epsilon^p, -i\epsilon^p) = e^{i\epsilon^p E}(\xi - 8\Delta_O) g(i\epsilon^{-p}, -i\epsilon^{-p}). \tag{3.11}
\]

\[
^3 \text{In the rest of the paper we use } E \text{ and } \Delta \text{ interchangeably. They are always related by the following relation.}
\]
We differentiate this relation with respect to \( p \) and set \( p = 0 \). In terms of \( \beta \)

\[
I_m[g(\beta)] = \left[ (-\beta \partial_\beta)^m \left[ (\pi/\beta)^{\frac{d}{2}} - \Delta_\sigma g(\beta) \right] - (\beta \partial_\beta)^m g(\beta) \right]_{\beta=\pi} = 0. \tag{3.12}
\]

The functionals \( I_m \) for even \( m \) are linearly dependent on the odd ones, so we take \( m = 1, 3 \).

Denoting the contribution of each conformal family by \( I_{m}^{O_k} \)

\[
I_{m}^{O_k} \equiv I_m[e^{-\beta E_k}] + (a_2(h_k) + a_2(\overline{h_k})) I_m[e^{-\beta(E_k+2)}] + \ldots, \tag{3.13}
\]

the crossing equations become

\[
\begin{align*}
I_1^I &= - \sum_k C_{\Delta_\sigma}\! I_{1}^{O_k}, \\
I_3^I &= - \sum_k C_{\Delta_\sigma}\! I_{3}^{O_k}. \tag{3.14}
\end{align*}
\]

Explicitly

\[
\begin{align*}
I_1^I[e^{-\beta E}] &= \frac{1}{2} e^{-\pi E} \left( c - 16\Delta_\sigma + 4\pi E \right), \\
I_3^I[e^{-\beta E}] &= \frac{1}{8} e^{-\pi E} \left( 16\pi E + (c - 16\Delta_\sigma + 4\pi E) \left[ (c - 16\Delta_\sigma)^2 + 2\pi E(c - 16\Delta_\sigma - 6) + 4\pi^2 E^2 \right] \right). \tag{3.15}
\end{align*}
\]

Taking the ratio of the two crossing equations we get

\[
\sum_k C_{\Delta_\sigma}\! I_{3}^{O_k} I_1^{O_k} - I_3^I I_1^I = 0. \tag{3.16}
\]

We continue by performing the first truncation on our crossing equation by picking just one primary \( \mathcal{O}_1 \). The OPE coefficients then cancel and we get

\[
\frac{I_3^{O_1}}{I_1^{O_1}} - \frac{I_3^I}{I_1^I} = 0. \tag{3.17}
\]

Defining the ratio \( R_0(\Delta) \equiv \frac{I_3^I[e^{-\beta E}]}{I_1^I[e^{-\beta E}]} = \frac{I_3^I[e^{-\beta(\Delta - \frac{3c}{12\pi})}]}{I_1^I[e^{-\beta(\Delta - \frac{3c}{12\pi})}]} \) we start with exploring the truncated crossing equation

\[
R_0(\Delta) - R_0(0) \equiv Q_0(\Delta) = 0, \tag{3.18}
\]

where we kept only the first term \( a_0 = 1 \) in the \( q \)-expansion of the Virasoro block (3.13) and defined the crossing function \( Q_0(\Delta) \). \( R_0(\Delta) \) has a pole at \( \Delta_s \) given by

\[
I_1^I[e^{-\beta E_s}] = 0, \quad \Delta_s = \frac{48\Delta_\sigma + (\pi - 3)c}{12\pi} > 0, \tag{3.19}
\]

\[6\]
where \( s \) stands for singular. Away from this pole \( R_0(\Delta) \) is a rational convex function of the form

\[
R_0(\Delta) = \frac{\pi^2 \Delta^3 + i_2 \Delta^2 + i_1 \Delta + i_0}{\Delta + j_0}.
\]  

(3.20)

The coefficients \( i, j \) depend on \( c, \Delta_O \) and can be read from (3.15). Apart from \( \Delta = 0 \) the truncated crossing function (3.18) has two zeros \( \Delta_b > \Delta_m > 0 \). The larger zero \( \Delta_b \) has the property

\[
R_0(\Delta) > R_0(0), \quad \Delta > \Delta_b.
\]  

(3.21)

Thus, the truncated crossing function is positive for \( \Delta > \Delta_b \). The constraint implied by this on the spectrum is best expressed in terms of \( \Delta_s \) (3.19),

\[
\Delta_1 < \Delta_b = \frac{1}{6\pi \Delta_s} \left( 9\Delta_s(1 + \pi \Delta_s) + \sqrt{3\Delta_s(c + 3\Delta_s(1 + \pi \Delta_s)(5 + \pi \Delta_s))} \right),
\]  

(3.22)

where \( \Delta_1 \) is the dimension of the first excited state \( O_1 \) that is in the spectrum\(^4\) and couples to \( O \). This is a rigorous bound as we will show shortly. \( O_1 \) can be a spinning or scalar primary.

To see the bound in pictures we set \( c = 6, \Delta_O = 3 \). We plot the crossing function \( Q_0 \) in Figure 1.

---

\(^4\)In the case of minimal models identity can be the only Virasoro primary in the OPE. We comment on this in appendix A.
The pole and zero of $Q_0(\Delta)$ are seen to be located at, respectively,

$$\Delta_s = 3.8423, \quad (3.23)$$
$$\Delta_b = 8.6210. \quad (3.24)$$

Next we establish the validity of the bound (3.22) in two steps and in the process show how the bound is improved. First step is to add more terms from the $q$ expansion. Including the $q^2$ terms from (3.13) we define

$$R_2(\Delta) = R_2(\Delta) - R_2(0) \equiv Q_2(\Delta), \quad (3.25)$$

where

$$R_2(\Delta) = \frac{I_3[e^{-\beta E}] + (a_2(h) + a_2(\overline{h})) I_3[e^{-\beta(E+2)}]}{I_1[e^{-\beta E}] + (a_2(h) + a_2(\overline{h})) I_1[e^{-\beta(E+2)}]}.$$

(3.26)

Here we abuse notation and not emphasize the $(h, \overline{h})$ dependence of $R_2(\Delta)$. The reason for this is we can be agnostic to its $(h, \overline{h})$ dependence, treat $a_2(h)$, $a_2(\overline{h})$ as non-negative but otherwise arbitrary numbers and improve our previous bound $\Delta_b$. To achieve this we note $R_2(\Delta)$ is a convex function of $\Delta$ away from a pole and evaluate our new crossing function at our previous bound $Q_2(\Delta_b)$. If this value is positive we will have improved our bound. Explicitly we want to show

$$Q_2(\Delta_b) > Q_0(\Delta_b) = 0, \quad (3.27)$$
$$R_2(\Delta_b) - R_2(0) > R_0(\Delta_b) - R_0(0), \quad (3.28)$$

or

$$R_2(\Delta_b) - R_0(\Delta_b) > R_2(0) - R_0(0). \quad (3.29)$$

The formula (3.26) for $R_2(\Delta)$ shows explicitly how it is constructed from $R_0(\Delta)$. Given this construction all we need to establish (3.29) is the positivity of the constants $a_2(h)$ and the fact that $R_0(\Delta)$ is decreasing at $\Delta = 0$ and increasing at $\Delta = \Delta_b$. Both of these facts follow from definitions and we have established (3.27). Our improved bound is located at

$$Q_2(\Delta'_b) = 0, \quad (3.30)$$
$$\Delta_1 < \Delta'_b \leq \Delta_b. \quad (3.31)$$
Similarly, including the $q^4$ terms,

$$R_4(\Delta) = \frac{I_3[e^{-\beta E}] + (a_2(h) + a_2(\overline{h})) I_3[e^{-\beta(E+2)}] + [a_2(h)a_2(\overline{h}) + (a_4(h) + a_4(\overline{h})] I_3[e^{-\beta(E+4)}]}{I_1[e^{-\beta E}] + (a_2(h) + a_2(\overline{h})) I_1[e^{-\beta(E+2)}] + [a_2(h)a_2(\overline{h}) + (a_4(h) + a_4(\overline{h})] I_1[e^{-\beta(E+4)}]},$$

(3.32)

and defining

$$R_4(\Delta) - R_4(0) \equiv Q_4(\Delta),$$

(3.33)

we improve our bound

$$Q_4(\Delta''_b) = 0,$$

(3.34)

$$\Delta_1 < \Delta''_b \leq \Delta'_b.$$  

(3.35)

We now face the fact that $R_2$, $R_4$ and as a result $Q_2$, $Q_4$ are really functions of $(h, \overline{h})$. In practice bounds on $(h_1, \overline{h}_1)$ come from disallowing regions in $(h, \overline{h})$ plane where $Q_n(h, \overline{h})$ are positive definite. These regions can be located by numerical evaluation and a three dimensional plot. Nevertheless, as our derivation has shown, no one of $h_1$ and $\overline{h}_1$ can be too large, since their sum is strictly bounded.

For illustrative purposes, in our example case we assume $O_1$ is a scalar primary. In this case our crossing functions are really functions of $\Delta$ and we can give a two dimensional plot. In Figure 2 we plot $Q_4(\Delta)$. With the help of Mathematica we numerically evaluate the tighter

$$c = 6, \Delta_3 = 3$$

![Figure 2: Crossing function $Q_4$](image-url)
Adding more terms in the $q$ expansion of the crossing equation improves the bound (3.36) in miniscule amounts. For example the next term $q^6 = e^{-6\pi} \approx 6.5 \times 10^{-9}$ is tiny compared to rest of the terms.

The last step in establishing the validity of our bounds is to incorporate the rest of the primaries and show that the bounds stay intact. To demonstrate this we go back to our first crossing function (3.18) and define

$$R_0^{(2)}(\Delta) - R_0(0) \equiv Q^{(2)}_0(\Delta),$$

(3.37)

where

$$R_0^{(2)}(\Delta) = \frac{I_3[e^{-\beta E}] + c_2 I_3[e^{-\beta E_2}]}{I_1[e^{-\beta E}] + c_2 I_1[e^{-\beta E_2}]}.$$  

(3.38)

Here

$$c_2 = \frac{C_{O_2 O_2 O_2}}{C_{O_2 O_2 O_1}} > 0, \quad \Delta_2 > \Delta.$$  

(3.39)

We need to show

$$Q^{(2)}_0(\Delta_b) > Q_0(\Delta_b) = 0,$$

(3.40)

but this follows trivially from the assumptions (3.39). Following the same steps we went through in the absence of $O_2$ and incorporating successive terms in the $q$-expansion in a synchronized manner for the new primary $O_2$ we establish the validity of our bounds.

By induction incorporation of an infinite number of primaries does not spoil our bounds, provided the infinite sum is convergent. The $q$ expansion of the correlator is convergent on the unit $q$ disk and we are well inside it $q = e^{-\pi}$. The same is true of $I_m[g(\beta)]$.

4 Discussion

We initiated the study of crossing symmetry for four point correlators of identical scalars in two-dimensional CFTs with finite central charge $c > 1$. Even though explicit expressions for Virasoro conformal blocks are not known, we were able to use Zamolodchikov recursion relations which give an expansion of the blocks in the elliptic nome to our benefit. Evaluating the crossing equation at the crossing symmetric point $q = e^{-\pi} = 0.04$ we have seen only a few
terms in the $q$-expansion suffices to get powerful bounds.

The key point in the analysis was the non-negativity of the $q$-expansion coefficients due to the matrix element interpretation of the four point correlator in pillow quantization. Given a scalar primary $\mathcal{O}$ with dimension $\Delta_\mathcal{O}$ we proved for $c > 1$ that the first excited Virasoro primary in the OPE $\mathcal{O} \times \mathcal{O} = \mathbb{I} + \mathcal{O}_1 + \ldots$ has to have its dimension bounded above by $\Delta_b$ displayed in equation (1.1). We gave a systematic procedure to improve this bound significantly and evaluated the improved bounds numerically at fixed values of $c, \Delta_\mathcal{O}$. We have seen these bounds are close to being saturated in certain minimal models, even though favorable conditions are required to apply the procedure to minimal models and the method is rigorous really for $c > 1$ theories.

One obvious way to improve our bounds is to consider higher derivatives of the crossing equation which we plan to pursue further. We plan to investigate applications of our method to large central charge CFTs in a different occasion.

Acknowledgements

We thank Per Kraus for valuable comments on a draft of the paper. M.B. is supported by the ERC starting grant gengeohol (grant agreement No 715656).

A Minimal models

In this appendix we discuss the application of our bounds to minimal models. In fact this is illegal, because the expansion coefficients $a_n(h)$ are not positive definite for minimal model values of external dimensions and $c < 1$. However in cases where they are “sufficiently positive”, that is when they are positive in a sufficiently large neighborhood of $\Delta_1$ we get valid bounds\(^5\).

Another issue to be wary of is the possibility of only the identity operator appearing in the OPE. For example in the Ising model $\varepsilon \times \varepsilon = \mathbb{I}$ where $\varepsilon$ is the energy density operator. In this case the right hand sides of the crossing equations (3.14) vanish and the division we make in subsequent discussion is invalid. Therefore below we focus on cases where at least one excited primary is in the OPE of our identical external scalars.

We first give the example of the 2d Ising CFT with $c = \frac{1}{2}$. We pick as our external scalar the spin field $\Delta_\mathcal{O} = \frac{1}{8}$. The bound (3.22) reads $\Delta_b = 1.2051$. This bound is significantly improved when we incorporate the $q^2$ and $q^4$ terms in the crossing equation. We plot $Q_4$ defined in (3.33) for the Ising CFT in Figure 3. We numerically determine the $\Delta$ intercept in five significant

\(^5\)When this is not the case we get no bound.
This is very close to the exact value of the dimension of the energy density operator $\Delta_1 = 1$.  

Next we consider the tricritical Ising model with $c = \frac{7}{10}$. We pick as our external scalar the thermal operator $\Delta_\sigma = \frac{1}{5}$. The bound (3.22) reads $\Delta_b = 1.4010$. We plot $Q_4$ defined for the tricritical Ising model in Figure 4. We numerically determine the $\Delta$ intercept in five significant digits as

$$\Delta_1 < 1.0001. \quad (A.1)$$

Figure 3: Crossing function $Q_4$ for the critical Ising model.

Figure 4: Crossing function $Q_4$ for the tricritical Ising model.
digits as

\[ \Delta_1 < 1.2002, \quad (A.2) \]

which is very close to the exact value of the dimension of the thermal operator \( \Delta_1 = \frac{6}{5} \).
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