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Abstract

Abstract: We study the properties of the shear viscosity coefficient of quark matter at finite temperature and chemical potential near chiral phase transition in a strong background magnetic field. A strong magnetic field induces anisotropic features, phase-space Landau-level quantization, and if the magnetic field is sufficiently strong, interferes with prominent QCD phenomena such as dynamical quark mass generation, likely affecting the quark matter transport characteristics. The modified Nambu-Jona-Lasinio (NJL) model with inverse magnetic catalysis effect by fitting the Lattice QCD (LQCD) results is used to calculate the changes of quasiparticle related thermodynamic quantities, and the shear viscosity of the system medium, which is analyzed under the relaxation time approximation. We quantify the influence of the order of chiral phase transition and the critical endpoint on dissipative phenomena in such a magnetized medium. When the magnetic field exists, the shear viscosity coefficient of the dissipative fluid system can be decomposed into five different components. In strong field limit, we make a detailed study of the dependencies of $\eta_2$ and $\eta_4$ on temperature and magnetic field for the first order phase transition and critical endpoint transition, respectively. It is found that $\eta_2$ and $\eta_4$ both decrease with magnetic field and increase with temperature, and the discontinuities of $\eta_2$ and $\eta_4$ occur at the first order phase transition point.
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I. INTRODUCTION

It is well known that strong magnetic fields can be produced in relativistic heavy-ion collisions [1–6]. The magnetic field strengths are comparable to or even larger than the strong-interaction scale $\Lambda_{\text{QCD}} \approx 0.25 \text{ GeV}$. The magnitudes of magnetic field generated for Pb-Pb collisions at the Large Hadron Collider (LHC) are computed as large as $eB \sim 15m_{\pi}^2 \gg \Lambda_{\text{QCD}}^2 [7]$. A strong magnetic field acting on strong QCD leads to some new phenomena, such as chiral anomaly [8–11] in QGP environment. As for the role of magnetic field in Ref. [3, 8], those who hold opposite views believe that the fields are produced early in the collision and decay fast as the system expands. On the other hand, the early generated fields can induce electric currents in the expanding system which in turn make magnetic fields last longer while the system exists [12–15].

One of the major progresses in the study of heavy-ion collision (HIC) experiments like the Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider (LHC) is that the generated medium manifested as a nearly perfect fluid [16], with the smallest shear viscosity to entropy density ratio ($\eta/s$) ever discovered in nature. A considerable amount of research has already been performed in studying the influence of the magnetic field on the QCD phase diagram [17]. The modification of the QCD phase diagram in the presence of magnetic field is directly related to the corresponding change in the quark condensate, and its enhancement with magnetic field is known as magnetic catalysis, which is a quite expected feature in vacuum as well as at finite temperature [18–23].

Recent lattice QCD results [24–27] have authenticated that strong magnetic fields have striking effects on the QCD phase diagram, especially in the region approach to the pseudo-critical temperature $T_{\text{PC}} = 0.17 \text{ GeV}$, the region related with the hadron-to-quark transition. The magnetic field effects are most striking on the $u$ and $d$ quark condensates, namely the condensates increase with the magnetic field for low temperatures which refers to magnetic catalysis (MC), and decrease for temperatures close to $T_{\text{PC}}$ which refers to inverse magnetic catalysis (IMC) [17, 20, 22]. The quark condensates have a direct impact on the effective masses of the $u$ and $d$ quarks, which in turn play an important role to the transport feature. The modifications pertaining to the QCD phase diagram may also have some impact in the transport properties of the medium produced in HICs.

The shear $\eta$ and bulk $\zeta$ viscosities are parameters that quantify dissipative processes in
the hydrodynamic evolution of QCD fluid in the background of magnetic field. Furthermore, it has been indicated that $\zeta$ and $\eta$ are sensitive to phase transitions in a magnetized medium [28–30]. In QCD of particular interest are properties of transport coefficients near the critical line where deconfinement and chiral phase transition sets in. This is because any change of the bulk and shear viscosities near $T_c$ modifies the hydrodynamic evolution of the QCD medium and influences phenomenological observables that characterize its expansion dynamics. Clearly, in the evolution of QCD medium its transport properties are changing when approaching the phase boundary. Thus, it is of importance to quantify the change of shear viscosities with thermal parameters near the phase transition expected in the magnetized QCD medium.

In the present work we will study the shear viscosity of magnetized quark matter near the quark chiral phase transition point by using a dynamical quasiparticle Nambu-Jona-Lasinio (NJL) model [31, 32]. Among the earlier study of shear viscosity for magnetized matter [33–40], one finds that Refs. [33–35] have not studied its component decomposition, which is explored in Refs. [36–40]. Much of our studying of the low-energy regime of QCD, and of the QCD phase diagram in particular, is built on insights gained with quasiparticle models. The effective quark masses are determined by the in-medium quark condensate. As mentioned, strong magnetic fields change the condensate and in the present paper take this effect into account in the computation of the shear viscosity coefficient. Our proposal is that basically the same effect can be obtained by assuming that the NJL quark-quark coupling decreases with $B$ and $T$, as does the QCD coupling. As a result, the NJL model results turn out to be in qualitative agreement with the lattice results [25, 41]; the condensate grows in accordance with MC and the pseudocritical temperature for the chiral transition decreases with $eB$. And then, we use kinetic model of Boltzmann equation with the relaxation-time approximation to study the characteristics of viscosity coefficient components of the first order phase transition and critical endpoint (CEP) transition regions in the strong magnetic field background.

The paper is organized as follows. In Sec.II we introduce the NJL model quasiparticle description of magnetized quark matter, with particular emphasis on the magnetic catalysis and inverse magnetic catalysis of the chiral condensate by fitting LQCD results. After considering the influence of inverse magnetic catalysis on the thermodynamic physical quantities, we study phase diagram and some thermodynamic properties. The characteristics of
the shear viscosity coefficient components of the magnetized medium system of the first order phase transition near CEP and critical endpoint transitions are investigated in Sec.III. We make summaries and conclusions in Sec.IV.

II. NJL MODEL IN A MAGNETIC FIELD BACKGROUND

The Lagrangian density of the standard two flavors NJL model\cite{42} is as

$$\mathcal{L}_{NJL} = \overline{\psi}(i\gamma_{\mu}\partial^\mu - m)\psi + G[(\overline{\psi}\psi)^2 + (\overline{\psi}i\gamma^5\vec{\tau}\psi)^2],$$ \hspace{1cm} (1)

where $\psi$ represents quark field with isospin symmetry, while $\vec{\tau}$ are isospin Pauli matrices. The Lagrangian density in Eq. (1) is invariant under global $U(2)_f \times SU(N_c)$ and, when $m = 0$, the theory is also invariant under chiral $SU(2)_L \times SU(2)_R$. The dimensionless model coupling constant parameter $G \Lambda^2 = 2.122$ \cite{14}, the three-dimensional momentum cutoff parameter $\Lambda = 650$ MeV , and the quark flow mass $m_u = m_d = 5.5$ MeV is taken. By taking the mean field approximation, one can determine the vacuum ground state meson mass $m_\pi = 140$MeV , meson decay constant $f_\pi = 93$ MeV, and chiral condensation of the system $\langle \overline{\psi}_f \psi_f \rangle^{1/3} = -250$ MeV , respectively.

Assuming that the magnetic field is along the $z$ axis, in the mean field approximation and for the isospin symmetric system, the thermodynamic potential of the NJL model is given by \cite{43}

$$\Omega = \frac{(M - m)^2}{4G} + \frac{N_cN_f}{8\pi^2}\{M^4 \ln\left[\frac{\Lambda + \varepsilon_\Lambda}{M}\right] - \varepsilon_\Lambda \Lambda^2 + \varepsilon_\Lambda^2\}$$

$$- \frac{N_c}{2\pi^2} \sum_{f=u}^d (|q_f|B)^2 \{\zeta_{0,1}(-1, x_f) - \frac{1}{2}[x_f^2 - x_f] \ln(x_f) + \frac{x_f^2}{4}\}$$

$$- \frac{N_c}{2\pi^2} \sum_{f=u}^d \sum_{k=0}^\infty \alpha_k |q_f|B \int_{-\infty}^{\infty} \frac{dp_z}{2\pi} [T \ln(1 + e^{-(E+\mu)/T}) + T \ln(1 + e^{-(E-\mu)/T})].$$ \hspace{1cm} (2)

The quark self-energy caused by a four-fermion interaction produces the constituent quark mass $M$ in the NJL model. The constituent quark mass $M$ can be obtained from the gap equation \cite{32, 43, 44} as

$$M = m - 2G \sum_{f=u}^d \langle \overline{\psi}_f \psi_f \rangle.$$ \hspace{1cm} (3)
The constituent quark mass \( M \) at a finite temperature \( T \) and a strong magnetic field \( eB \) is given by

\[
M = m + 2G \frac{N_c N_f M}{2\pi^2} \{ \Lambda \varepsilon_\Lambda - M^2 \ln \left[ \frac{\Lambda + \varepsilon_\Lambda}{M} \right] \}
\]

\[
+ 2G \frac{N_c M}{2\pi^2} \sum_{f=u}^d |q_f| B \{ \ln[\Gamma(x_f)] - \frac{1}{2} \ln(2\pi) + x_f - \frac{1}{2} (2x_f - 1) \ln(x_f) \},
\]

\[
- 2G \frac{N_c M}{4\pi^2} \sum_{f=u}^d \sum_{k=0}^\infty \alpha_k |q_f| B \int_{-\infty}^\infty \frac{dp_z}{E} \left( \frac{1}{e^{(E-\mu)/T} + 1} + \frac{1}{e^{(E+\mu)/T} + 1} \right)
\]

where color freedom is \( N_c = 3 \), flavor freedom is \( N_f = 2 \), \( \varepsilon_\Lambda = \sqrt{\Lambda^2 + M^2} \) is the effective cut energy, \( q_f \) is the quark electric charge (\( |q_u| = \frac{2}{3}e \), \( |q_d| = \frac{1}{3}e \), \( e = \frac{1}{\sqrt{137}} \), \( \zeta \) is the Riemann-Hurwitz zeta function, \( \alpha_k = 2 - \delta_{0k} \) is the degeneracy factor, where \( k \) is related to the Landau energy level and spin value, and the quark dispersion relationship in the magnetic field is

\[
E = \sqrt{p_z^2 + 2k|q_f|B + M^2}
\]

and \( x_f = \frac{M^2}{2|q_f|B} \). Since the mean field approximation is adopted with \( m = m_u = m_d = 5.5 \) MeV, there exists a dynamic mass relation \( M = M_u = M_d \) for \( u \) and \( d \) quarks.

As previously mentioned, the NJL model in the quasiparticle approximation cannot describe inverse magnetic catalysis (IMC) of lattice simulation [25, 41], unless it is specified that the coupling constant \( G \) of the model depends on \( T \) and \( B \) [45, 46]. Further evidence that the correlation between IMC phenomenon and magnetic field reduces the coupling strength of effective degrees of freedom of quark matter was given in the Refs. [47, 48].

Under the condition of strong magnetic field \( \sqrt{eB} \gg \Lambda_{\text{QCD}} \), the first term of the expansion of the running coupling constant \( \alpha_s \) of QCD with the magnetic field \( eB \) is given [49] as

\[
\frac{1}{\alpha_s} \sim b \ln \frac{eB}{\Lambda_{\text{QCD}}^2},
\]

where \( b = \frac{11N_c - 2N_f}{12\pi} \). Therefore, in the article we make use of an ansatz that makes \( G \) a running coupling with \( eB \) and \( T \) as \( G(B, T) \), very much like the strong-coupling runs in QCD. As a result, one can find that, the model achieves magnetic catalysis at \( T = 0 \), but it reaches inverse magnetic catalysis near the phase transition point which is in qualitative agreement with the lattice simulations of Refs. [25, 41].

\[
G(B, T) = \frac{G_0}{\ln(e + \beta(B)(T/\Lambda_{\text{QCD}})^6)},
\]
FIG. 1. Model fitting results after coupling constant correction $G(B,T)$ under different magnetic fields. The error bar in the figure represents the quark condensation correlation value given by the lattice QCD [25, 41], and the line represents the calculation result of our modified model.

TABLE I. Values of parameters under different magnetic fields. The unit of magnetic field $eB$ is GeV$^2$. In addition, in order to compare with the original NJL model, we make the coupling constant $G$ consistent with $G_0$ in the case of $eB = 0$.

| $eB$(GeV$^2$) | 0.0 | 0.2 | 0.4 | 0.6 | 0.8 | 1.0 |
|---------------|-----|-----|-----|-----|-----|-----|
| $\beta(B)$   | 0.0 | 1.3 | 3.6 | 8.0 | 16.0| 32.0|

where $\Lambda_{\text{QCD}}$ is the QCD energy scale, and the induced parameter $\beta(B)$ is assumed to be dependent on the magnetic field.

By fitting with the LQCD results with the improved NJL model, we study the dependent of $(\Sigma_u + \Sigma_d)/2$ on temperature $T$ as shown in Fig. 1, and get the fitting parameter $\beta(B)$ of $G(B,T)$ from Eq.(5) as shown in Table 1. $\Sigma_f = \Sigma_f(B,T)$ ($f = u, d$) shown in Fig. 1 is defined as

$$\Sigma_f(B,T) = \frac{2m_f}{m^2_f f^2}[(\bar{\psi}_f \psi_f)(B,T) - (\bar{\psi}_f \psi_f)(0,0)] + 1.$$  (7)

It can be seen from Fig. 1 that at a lower temperature, the chiral quark condensation increases with the magnetic field, but drops rapidly near the phase transition temperature. When $T \geq T_c$, chiral quark condensation decreases with magnetic field, and it is characterized by inverse magnetic catalysis(IMC).

In this work we discuss the physical point with nonzero current quark masses so that, at high temperatures, the phase diagram manifests a crossover where chiral symmetry is partially restored. In this case, one can only establish a pseudocritical temperature $T_{pc}$.
FIG. 2. The dependence of pseudocritical temperature $T_{pc}$ on magnetic field at zero chemical potential. The unit of magnetic field strength $eB$ is GeV$^2$, and the unit of pseudocritical temperature $T_{pc}$ is MeV.

which depends on the observable used to define it. Fig. 2 is not directly obtained by using the running coupling given by Eq. 6. It is obtained from the gap equation of Eq.(3) at first, and then use the location of the peaks for the thermal susceptibility $-\frac{d\langle \bar{\psi}\gamma^\mu\psi \rangle}{dT}$ to determine the dependence of phase transition temperature on the magnetic field.

The dependence of the pseudo-critical temperature $T_{pc}$ on the magnetic field $eB$ is given shown in Fig. 2. It can be seen that the modified NJL model has obvious IMC effect, that is, with the increase of magnetic field, the pseudo-critical temperature $T_{pc}$ gradually decreases with magnetic field.

After considering strong magnetic field at zero chemical potential, one can extend it to the case of finite chemical potential. In the first order phase transition region, the phase diagram $T - \mu$ has an obvious phase transition boundary, and the phase transition temperature is computed as that the thermodynamic potential of the system has two degenerate minimum points. The CEP is obtained from the condition of the zero-curvature of an effective potential or equivalently from the divergence of the quark-number susceptibility.

Figure 3 we publish the phase diagram with magnetic fields of $eB = 0.0$ GeV$^2$, $eB = 0.2$ GeV$^2$, and $eB = 0.4$ GeV$^2$, respectively. It is found that the crossover occurs at high temperature and small chemical potentials $\mu$ while the first-order phase transition happens at low temperatures $T$ and large chemical potential $\mu$. When the magnetic field rises from 0.0 to 0.4 GeV$^2$, the first order lines are shortened first and then become longer as the magnetic fields become stronger. The results are consistent with those of Ref. [50].
FIG. 3. Phase diagrams in the presence of strong magnetic fields $eB = 0.0, 0.2$ and $0.4 \: \text{GeV}^2$ respectively. The solid lines correspond to first-order transition, the dash dot lines correspond to crossover phase transition, and the full dots correspond to CEP.

The phase transition between the crossover and first order transition is separated by a CEP in $T - \mu$ plane. The existence of CEP is an important topic in QCD phase diagram and the location of CEP has been investigated by lattice QCD and some effective models [51, 52]. Figure 3 displays the locations of CEP at $eB = 0.0 \: \text{GeV}^2$, $eB = 0.2 \: \text{GeV}^2$, and $eB = 0.4 \: \text{GeV}^2$, respectively. When $eB = 0.0 \: \text{GeV}^2$, $eB = 0.2 \: \text{GeV}^2$, and $eB = 0.4 \: \text{GeV}^2$, the CEP is located at $(T, \mu) = (32.2, 330.2) \: \text{MeV}$, $(T, \mu) = (63.5, 281.2) \: \text{MeV}$, and $(T, \mu) = (99.2, 262.6) \: \text{MeV}$, respectively. It is found that the temperature of CEP will increase with the magnetic field. When the magnetic fields become stronger, the chemical potential of the CEP decreases with the temperature of CEP.

Based on the thermodynamic potential, the entropy density $s$ and net particle number density $n$ of the system is given as

$$n = -\frac{\partial \Omega}{\partial \mu} \bigg|_T,$$  \hspace{1cm} (8)

and

$$s = -\frac{\partial \Omega}{\partial T} \bigg|_\mu.$$  \hspace{1cm} (9)

The entropy density $s$ and net particle number density $n$ of the system with the strong magnetic field are

$$s = \sum_{f=u}^d \sum_{k=0}^\infty \alpha_k \frac{N_c |q_f| B}{4\pi^2} \int_{-\infty}^{\infty} dp_z \{ \ln(1 + e^{-(E+\mu)/T})$$

$$+ \frac{E + \mu}{T} \frac{1}{1 + e^{(E+\mu)/T}} + \ln(1 + e^{-(E-\mu)/T}) + \frac{E - \mu}{T} \frac{1}{1 + e^{(E-\mu)/T}} \},$$  \hspace{1cm} (10)
FIG. 4. The dependence of entropy density of QCD medium on temperature with different magnetic field at chemical potential $\mu = 0$. The unit of entropy density is GeV$^3$.

and

$$n = \sum_{f=u}^{d} \sum_{k=0}^{\infty} \alpha_k \frac{N_c |q_f| B}{4\pi^2} \int_{-\infty}^{\infty} dp_z \left\{ \frac{1}{1 + e^{(E-\mu)/T}} - \frac{1}{1 + e^{(E+\mu)/T}} \right\}. \quad (11)$$

The dependence of entropy density on temperature with different magnetic fields is displayed in Fig. 4. At a lower temperature ($T < T_{pc}$), entropy density almost does not change with magnetic field, but when the temperature rises to the $T_{pc} < T \leq 180$ MeV region, the greater the magnetic field is, the faster the entropy increasing with the temperature is.

III. SHEAR VISCOSITY COEFFICIENT IN STRONG MAGNETIC FIELD

A. Theory of shear viscosity in the presence of strong magnetic field

By assuming the thermal system is near equilibrium, one can use the Boltzmann equation of the kinetic theory to calculate the dependence of the shear viscosity on thermal parameters. The relaxation time of quarks is obtained from the thermally averaged total cross section of elastic scattering in the dilute gas approximation. We expand the distribution function of the nonideal fluid system near the equilibrium state as

$$f(x, p) = f^0(x, p) + f^1(x, p), \quad (12)$$

where $f^0(x, p)$ is the equilibrium distribution function, which is written as covariant form

$$f^0(x, p) = \frac{1}{exp\left[\frac{u_\mu(x) p^\mu + \mu(x)}{T(x)}\right] + 1}, \quad (13)$$
where \( u_\mu(x) = \gamma_\mu(1, u(x)) \) is the four velocities of the fluid. Under the relaxation time approximation, one writes the covariant Boltzmann equation of motion as

\[
\frac{df}{dt} = p^\mu \partial_\mu f - \partial E \frac{\partial f}{\partial p^i} = -\frac{f^1}{\tau},
\]

where \( \tau \) is the relaxation time. In a dissipative fluid, the dependence among the energy dynamic tensors of the fluid on the distribution function is given as

\[
\delta T_{ij} = \sum_a g_a \int \frac{d^3p}{(2\pi)^3} \frac{p_i p_j}{E_a} \delta \tilde{f}_a,
\]

where \( g_a \) is the degeneracy of particle type \( a \), and there is always \( \tilde{f} = f^1 \) in the above equation. From Newton’s viscosity law, one can take

\[
\delta T_{ij} = -\zeta \delta_{ij} \partial_k u^k - \eta \omega_{ij},
\]

where \( \eta \) is the shear viscosity coefficient of viscous fluid, \( \zeta \) is the bulk viscosity coefficient, and \( \omega_{ij} \) is the partial derivative of flow velocity. Comparing the coefficients from the dissipative part of the energy-momentum tensor [53], one can obtain the shear viscosity coefficient

\[
\eta = \frac{1}{15T} \sum_a g_a \int \frac{d^3p}{(2\pi)^3} \frac{P^A}{E_a^2} (\tau_a f^0_a(1 - f^0_a)).
\]

In the presence of an external magnetic field, the shear viscosity coefficients of the magnetized medium will have five components, of which \( \eta_0 \) is not affected by the magnetic field, and the remaining four components are related to the magnetic field [53].

In order to calculate the collision relaxation time of the system, the elastic scattering theory of the two-body collision \( a + b \rightarrow c + d \) is adopted in our study. Near the phase transition temperature, the constituent particles of the system medium are mainly \( u \) and \( d \) quarks and their antiquarks, so there are a total of 12 collision scenarios as

\[
\begin{align*}
uu & \rightarrow uu, \quad ud \rightarrow ud, \quad u\bar{u} \rightarrow u\bar{u}, \quad u\bar{u} \rightarrow d\bar{d}, \\
ud & \rightarrow u\bar{d}, \quad dd \rightarrow dd, \quad \bar{u}d \rightarrow \bar{u}d, \quad dd \rightarrow d\bar{d}, \\
d\bar{d} & \rightarrow u\bar{u}, \quad \bar{u}\bar{u} \rightarrow \bar{u}\bar{u}, \quad \bar{u}d \rightarrow \bar{u}d, \quad \bar{d}\bar{d} \rightarrow \bar{d}\bar{d}.
\end{align*}
\]

If the incident particle \( a \) is used as a probe, one can evaluate its relaxation time by \( \tau^c_a = \frac{1}{\Gamma^c_a} \), and the collision width \( \Gamma^c_a \) is given as averaging its collision width with different momentum

\[
\Gamma^c_a = \frac{\int \frac{d^3p_a}{(2\pi)^3} \Gamma^c_a(p_a)f_a}{\int \frac{d^3p_a}{(2\pi)^3} f_a},
\]
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where $\Gamma^c_a(p_a)$ is

$$\Gamma^c_a(p_a) = \sum_a \int \frac{d^3 p_b}{(2\pi)^3} \sigma_{ab}(p_a, p_b) \nu_{ab}(p_a, p_b) f_b, \quad (20)$$

and $\sigma_{ab}$ is the collision cross section and $\nu_{ab}$ is the relative velocity of two particles, which are respectively given as

$$\sigma_{ab}(p_a, p_b) = \frac{1}{16\pi s} |\overline{M}_{ab}|^2, \quad (21)$$

and

$$\nu_{ab}(p_a, p_b) = \frac{(E_a + E_b) \sqrt{(E_a + E_b)^2 - 4M^2}}{2E_aE_b}, \quad (22)$$

where $s = (E_a + E_b)^2$ is Mandelstam variable, and scattering matrix $|\overline{M}_{ab}|^2$ is taken as

$$|\overline{M}_{ab}|^2 = \frac{1}{2} \times 2 \times 16 \left( \frac{s}{2} \right)^2 = G^2 s^2. \quad (23)$$

If the particle $a$ is in a strong magnetic field environment, the relaxation time generated by the magnetic field is $\tau^B_a = \frac{E_a}{|q_a|B}$. Most of the particles are bound at the lowest Landau energy level in the strong magnetic field background, and the ground state particle number density of whole energy levels still dominates. The larger the magnetic field is, the higher the proportion of the lowest Landau level particles is.

The dependence of the collision relaxation time $\tau_c$ on temperature with magnetic field at chemical potential $\mu = 0$ is displayed in Fig. 5. The relaxation time $\tau_c$ decreases rapidly with the temperature, especially at low temperature. One also finds that at the same temperature, the larger the magnetic field is, the larger the relaxation time is. It is found that when the temperature is near the phase transition temperature $150 - 180$ MeV, the corresponding relaxation time is between $10$ fm and $20$ fm.

In the presence of an strong magnetic field, the shear viscosity coefficient is split into five different components because of anisotropy in tangential stress of the fluid. When the magnetic field is greater than $10m^2_\pi$ ($\approx 0.2$ GeV$^2$), $\tau^c \gg \tau^B$ is satisfied, so we can use the strong field limit to study shear viscosity of phase transition. $\eta_0$ is not influenced by the magnetic field, but the other four of five components can be merged to two components $\eta_2$ and $\eta_4$ in the strong field limit [36].

Thus, in the presence of a strong magnetic field, the expressions of the four components of the shear viscosity for the quark are

$$\eta_2 = 4\eta_1 = \frac{1}{15T} \sum_a g_a \int \frac{d^3 p_a}{(2\pi)^3} \frac{p^4}{E_a^2} f^0_a \left( 1 - f^0_a \right) \frac{(\tau^B_a)^2}{\tau^c_a}, \quad (24)$$
FIG. 5. The dependence of the collision relaxation time on temperature in the magnetic field environment at chemical potential $\mu = 0$. The unit of relaxation time $\tau$ is fm.

and

$$\eta_4 = 2\eta_3 = \frac{1}{15T} \sum_a g_a \int \frac{d^3p_a}{(2\pi)^3} \frac{p^4_a}{E_a} f^0_a (1 - f^0_a) \tau^B_a,$$

where $\tau^c_a$ is the relaxation time generated by the collision mechanism, and $\tau^B_a$ is the relaxation time induced by the magnetic field. It can be seen from Eqs. (23) and (24) that $\eta_2$ depends not only on $\tau^c_a$, but also on $\tau^B_a$, and $\eta_4$ only depends on $\tau^B_a$ with the strong field limit. In the following, we will use the strong field limit to study shear viscosities near chiral phase transition of the magnetized QCD medium.

B. The computed results of the shear viscosities

The dependencies of shear viscosity coefficient and the ratio of shear viscosity coefficient to entropy density on temperature at $\mu = 0$ and $eB = 0$ are displayed in Fig. 6. At zero chemical potential and zero magnetic fields, the viscosity coefficient $\eta$ decreases with the increase of temperature. At the same time, one also finds that the ratio of shear viscosity coefficient to entropy density $\eta/s$ decreases with temperature, but the rate of decrease is obviously faster than the viscosity coefficient, mainly because the entropy density value is large.

Comparing with the dependence of $\eta$ with temperature for zero magnetic field shown in Fig. 6, one finds that the components $\eta_2$ and $\eta_4$ of shear viscosity with magnetic field shown in Figs. 7 and 8 both are increasing functions of temperature. From Fig. 5, one finds that
the collision relaxation time $\tau^c$ is a rapidly decreasing function of temperature. However, $\tau^c$ appears on the denominator in Eqs.(23) and (24), which makes the effective relaxation time rise overall. Therefore, $\eta_2$ and $\eta_4$ increase with temperature mainly due to the change of effective relaxation time when magnetic field is applied. By comparing Fig. 7 with Fig. 8, one can find that $\eta_2$ and $\eta_4$ both decrease with the magnetic field.

Figure 9 shows the dependence of the dynamic quark mass $M$ on temperature of the crossover phase transition, the first order phase transition and the critical endpoint (CEP) phase transition respectively. The first order phase transition, which is the phase transition from the hadron phase to the quark gluon plasma phase, has obvious phase boundary. For the first order phase transition, its dynamic mass $M$ has a discontinuous change at the phase transition point, which is called abrupt change. The thermodynamic potential $\Omega = 0$ of the first order phase transition has three extreme points, corresponding to two minima.
FIG. 7. The dependencies of the two components of $\eta_2$ and $\eta_4$ of the shear viscosity and the ratio of the two components of the shear viscosity to entropy density on temperature with $eB = 0.2$ GeV$^2$ at $\mu = 0$. (a) For $\eta_2$ and $\eta_4$ of the shear viscosity with temperature; (b) For the ratio of the two components of the shear viscosity to entropy density.

and one maximum of the partial derivative (by $\frac{\partial \Omega}{\partial M}$), respectively. Obviously, the two minima of thermodynamic potential $\Omega$ are the physical results that meet the requirements, corresponding to the thermodynamic potential of the state of the quark phase and the hadron phase, respectively. The maximum of the thermodynamic potential $\Omega$ must be eliminated by $\frac{\partial^2 \Omega}{\partial M^2} > 0$.

The stable solution is the one which corresponds to the global minimum of the thermodynamic potential, $\Omega$. The other solutions, marked by the red lines and blue dashed lines in the inset plot of Fig. 9, represent the metastable and the unstable solutions which respectively correspond to the local minimum and the maximum of $\Omega$. For the crossover phase transition, the thermodynamic potential of the system has only one extreme point, which corresponding to that the dynamic mass varies continuously with temperature. The so-called CEP phase transition is the junction point between the crossover phase transition.
FIG. 8. The same as Fig. 7 but for $eB = 0.4$ GeV$^2$.

FIG. 9. The dependencies of the dynamic quark mass $M$ on temperature of the crossover, the first order phase transition and the CEP transition, respectively. The black solid line corresponds to the crossover phase transition, the red solid line corresponds to the CEP phase transition and the blue solid line corresponds to the first-order phase transition. The detailed discontinuous area part of the dynamic quark mass $M$ with temperature $T$ ($M - T$) of the first order phase transition is shown in the small box diagram inside Fig. 9.
FIG. 10. The shear viscosity normalized by the 3-momentum cutoff along the phase boundary ($\Lambda = 650 \text{ MeV}^3$). The vertical dotted-line (black line) indicates the location of the CEP, and the vertical dotted-line (red line) indicates the location of the first order phase transition point.

and the first order phase transition on the phase diagram, which is also the endpoint of the first order phase transition, so it is called the CEP.

The renormalized shear viscosity ($\eta/\Lambda^3$) along the chiral phase boundary obtained from the modified NJL model at $eB = 0$ is shown Fig. 10. To study the dependencies of shear viscosity coefficient with temperature for the CEP transition, we fix the chemical potential $\mu = \mu_{\text{CEP}}$. For the first order phase transition point, we choose $(T_c, \mu_c) = (30.6, 331) \text{ MeV}$ near the critical endpoint. For the first order phase transition, $\eta/\Lambda^3$ rises with the temperature, and reaches the first order phase transition point $(T_c, \mu_c) = (31, 334) \text{ MeV}$. $\eta/\Lambda^3$ has a discontinuous at the phase transition point $(T_c, \mu_c)$, and $\eta/\Lambda^3$ exists an upward jump from hadron phase to QGP phase. After the phase transition, $\eta/\Lambda^3$ will soon reach the maximum value, and then begin to decrease with temperature. For the CEP transition, the situation is very similar to that of the first order phase transition. From low temperature, $\eta/\Lambda^3$ rises with temperature to reach at the CEP position. The only difference is that $\eta/\Lambda^3$ of CEP at the phase transition point is a continuous change.

The dependencies of renormalized shear viscosity coefficient components ($\eta_2$ and $\eta_4$) on temperature of CEP phase transition, and first order phase transition with $eB = 0.2 \text{ GeV}^2$ are shown in Fig. 11. We fix the chemical potential $\mu = \mu_{\text{CEP}}$ to study the shear viscosity coefficient components for the CEP transition. For the first order phase transition point, we also fix $\mu = \mu_{\text{C}}$ near the critical endpoint. For the first order phase transition, starting from low temperature, $\eta_2/\Lambda^3$ and $\eta_4/\Lambda^3$ both rise with the temperature, and then reach
FIG. 11. The dependencies of renormalized shear viscosity coefficient components ($\eta_2$ and $\eta_4$) on temperature of CEP phase transition and first order phase transition respectively with magnetic field ($eB = 0.2\text{GeV}^2$). The vertical dotted-line (black line) indicates the position of the CEP, and the vertical solid line (read line) indicates the position of the first order phase transition point. (a) For $\eta_2/\Lambda^3$, and (b) For $\eta_4/\Lambda^3$.

The dependencies of shear viscosity coefficient components ($\eta_2$ and $\eta_4$) on temperature of first order phase transition with different magnetic fields $eB = 0.2\text{ GeV}^2$ (solid line) and $eB = 0.4\text{ GeV}^2$ (dashed line) are shown in Fig. 12. The following two characteristics have been displayed as follows: (1) Discontinuities of $\eta_2/\Lambda^3$ and $\eta_4/\Lambda^3$ for the first order phase transition point, and there is an upward discontinuous jump from the hadron phase to QGP phase is shown in Fig. 11. After the first order phase transition, $\eta_2/\Lambda^3$ and $\eta_4/\Lambda^3$ both continue to increase with temperature. For the CEP transition, the dependencies of renormalized shear viscosity coefficient components on temperature are very similar to that of the first order phase transition. Unlike the first order phase transition, $\eta_2/\Lambda^3$ and $\eta_4/\Lambda^3$ of CEP at the phase transition point are continuous change.
FIG. 12. The dependencies of renormalized shear viscosity coefficient components ($\eta_2$ and $\eta_4$) on temperature of first order phase transition with different magnetic fields $eB = 0.2$ GeV$^2$ (solid line) and $eB = 0.4$ GeV$^2$ (dashed line). The three-dimensional momentum cutoff parameter ($\Lambda = 650$ MeV$^3$). (a) for $\eta_2/\Lambda^3$, and (b) for $\eta_4/\Lambda^3$.

low temperature to the QGP phase of the high temperature; (2) $\eta_2/\Lambda^3$ and $\eta_4/\Lambda^3$, their jump values at the first order phase transition point increase with magnetic field; (3) Comparing $\eta_2/\Lambda^3$ and $\eta_4/\Lambda^3$, it is obvious that at the same temperature, $\eta_4/\Lambda^3$ is larger than $\eta_2/\Lambda^3$, and the discontinuous jump value of $\eta_4/\Lambda^3$ at the phase transition point is larger than $\eta_2/\Lambda^3$.

When there is a magnetic field, Eqs. (24) and (25) are limited by the strong field limit $\tau_c \gg \tau_B$. At this time, the relaxation time $\tau_c$ of the collision is no longer dominant, and the role of the magnetic field begins to dominate the interaction. Since $\eta_4$ is only related to $\tau_B$, and $\eta_2$ is related to $\tau_B \frac{\tau_B}{\tau_c}$, which is equivalent to multiplying a small quantity $\frac{\tau_B}{\tau_c}$ on $\tau_B$, therefore, $\eta_2$ is always smaller than $\eta_4$.

With the increase of magnetic field $eB$, due to the existence of inverse magnetic catalytic effect near the phase transition temperature, the constituent quark mass with larger magnetic field changes more sensitively and dramatically. The discontinuous jump value of constituent quark mass $M$ at the first-order phase transition point increases with the mag-
FIG. 13. The dependence of constituent quark mass $M$ on temperature at the first order phase transition point near CEP at $eB = 0.0, 0.2$ and $0.4 \text{ GeV}^2$.

netic field, as shown in the Fig. 13. The corresponding discontinuous jump value of shear viscosity coefficients $\eta_2$ and $\eta_4$ at the phase transition also increases with magnetic field.

IV. SUMMARY AND CONCLUSIONS

Noncentral heavy ion collisions can produce a strong magnetic field. The phase transition under such a field during the evolution of QGP to hadron gas depends mainly on transport coefficients like shear viscosity. The dissipative coefficients in the presence of magnetic field are also important and are essential ingredients for the magnetohydrodynamic evolution of the strongly interacting medium. When the magnetic field exists, the shear viscosity coefficient of the dissipative fluid system can be decomposed into five different components. In strong field limit, a detailed study of the dependencies of $\eta_2$ and $\eta_4$ on temperature and magnetic field for the first order phase transition and critical endpoint transition is studied.

A strong magnetic field introduces anisotropic feature, phase-space Landau-level quantization. It will affect the quark matter transport characteristics. Under the strong field limit, $\eta_2$ and $\eta_4$ both increase with temperature and decrease with magnetic field, and the discontinuities of $\eta_2$ and $\eta_4$ occur at the first order phase transition point. The essential reason is that the constituent quark mass of the first order phase transition is disconnected at the phase transition point, leading to the discontinuities of $\eta_2$ and $\eta_4$.

With the increase of magnetic field $eB$, due to the existence of inverse magnetic catalytic effect near the phase transition temperature of the magnetized QCD medium, the
constituent quark mass with larger magnetic field changes more sensitively and dramatically. The corresponding discontinuous jump value of shear viscosity coefficients $\eta_2$ and $\eta_4$ at the phase transition also increase with the magnetic field. This implies that the shear viscosity coefficient of magnetized QCD medium is not a function of smooth transition in the first order phase transition temperature region.

In this paper, we only discuss the viscosity coefficient by using the two-flavors NJL model. Can we expand to the Polyakov loop (Polyakov NJL), or use the $(2 + 1)$-flavor NJL model to discuss the transport coefficient near the phase transition point? The answer is yes. In the future, we are planning to utilize the $(2 + 1)$-flavor NJL model with strong magnetic field to study the transport coefficient near the phase transition point.
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