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Abstract

An error analysis of a splitting method applied to the Zakharov system is given. The numerical method is a Lie–Trotter splitting in time that is combined with a Fourier collocation in space to a fully discrete method. First-order convergence in time and high-order convergence in space depending on the regularity of the exact solution are shown for this method. The main challenge in the analysis is to exclude a loss of spatial regularity in the numerical solution. This is done by transforming the numerical method to new variables and by imposing a natural CFL-type restriction on the discretization parameters.
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1 Introduction

We consider the Zakharov system

\[ i \partial_t \psi = -\Delta \psi + u \psi, \]
\[ \partial_{tt} u = \Delta u + \Delta |\psi|^2 \] 

introduced by Zakharov [21], which describes the propagation of Langmuir waves in a plasma. It is a Schrödinger equation for the complex-valued function \( \psi(x,t) \) that is nonlinearly coupled to a wave equation for the real-valued function \( u(x,t) \). This system is often considered on the full space \( \mathbb{R}^d \), but for a subsequent numerical discretization it is usually truncated to a finite box. We therefore consider this system with periodic boundary conditions in \( d \)-dimensional space, with period normalized to \( 2\pi \), i.e., \( x \in \mathbb{T}^d = \mathbb{R}^d / (2\pi \mathbb{Z}^d) \).

As a numerical method for the Zakharov system (1.1), we study the method of Jin, Markowich & Zheng [14], which is a Lie–Trotter splitting in time combined with a Fourier collocation in space. This method has proven to work well in extensive numerical tests, see [14]. In the present paper, we give a rigorous error analysis of this method, showing first-order convergence in time and high-order convergence in space depending on the regularity of the exact solution. The error bound holds under a CFL-type step-size restriction on the discretization parameters. In view of the proven temporal and spatial error bounds, this CFL condition is a natural restriction.
on the discretization parameters. As will be illustrated by numerical experiments, this condition is not only sufficient but also necessary for convergence.

At first glance, an error analysis of splitting methods applied to (1.1) might seem an easy exercise in view of the available error analysis for splitting methods applied to semilinear Schrödinger equations [17, 20] and semilinear wave equations [5]. This, however, is not the case, essentially because there is a formal loss of spatial regularity (loss of spatial derivatives) in the Zakharov system that a numerical method and its analysis have to handle. In fact, an inspection of the wave equation in (1.1) suggests that \((u(\cdot, t), \partial_t u(\cdot, t))\) is in the Sobolev space \(H^{s+1}(T^d) \times H^s(T^d)\) for some \(s > \frac{d}{2}\) only if \(\psi(\cdot, t)\) is in the Sobolev space \(H^{s+2}(T^d)\) of higher order. An inspection of the Schrödinger equation in (1.1) suggests, however, that \(\psi(\cdot, t)\) has no higher regularity than \(u(\cdot, t)\), which is \(H^{s+1}(T^d)\). See also the introduction of [10]. We emphasize that this loss of spatial regularity is formal in the sense that it only appears in a naive and formal analysis, while it can be shown, with more sophisticated arguments, to not affect the actual (exact) solution.

The formal loss of spatial regularity is a major difficulty in the numerical analysis of the Zakharov system. The problem is that a loss of regularity might be also present in a numerical method, or at least in its (naive) analysis. Typically, implicit or semi-implicit methods can be designed to avoid this potential loss of regularity, and indeed they have been introduced and analyzed for the Zakharov system in [3, 4, 7, 8]. More recently, however, several explicit splitting methods have been introduced [1, 2, 14, 15], among them the method of Jin, Markowich & Zheng [14] that we consider here. These explicit methods performed well in numerous numerical tests, but rigorous error bounds for them seem to be missing so far. In fact, direct estimates for such methods, as used in the mentioned papers on Schrödinger and wave equations, cannot exclude a loss of spatial regularity of the numerical solution in each time step, see Section 6. Moreover, a loss of spatial regularity actually occurs when the mentioned CFL condition is violated, see also Section 6.

In the present paper, we give an error analysis for such an explicit method. The main tool is a transformation of the numerical solution to new variables. In these new variables, a loss of spatial regularity can be excluded and an error analysis is in fact possible, leading finally to error bounds in the original variables. The transformation that we use is a discrete analogon of a transformation introduced by Ozawa & Tsutsumi in [18] for the analysis of the Zakharov system itself. We mention that this latter transformation has been put to numerical use by Herr & Schratz in [10] in a conceptually different way than here. They start from the Zakharov system in the new variables of [18] and design and analyze a new numerical method for the system in these new variables. In contrast, we translate here the transformation of [18] to a discrete level and show how this helps to analyze an existing and well-established numerical method.

The techniques developed in the present paper can also be used to analyze the extension of the considered Lie–Trotter splitting to a (formally) second-order Strang splitting for the Zakharov system, as considered also in [14]. We expect that the techniques can in addition be used to prove error bounds for the splitting integrators of Bao, Sun & Wei [1, 2] for the Zakharov system. Moreover, we expect them to be useful to analyze numerical methods for other equations with a formal loss of spatial derivatives, for which a transformation to new variables without loss of derivatives is available for the exact solution, for example for derivative nonlinear Schrödinger equations [9]. From a technical point of view, the present paper provides a new technique to analyze (explicit) numerical methods for hyperbolic equations, where a
formal loss of spatial regularity is problematic. Previous techniques for that purpose include energy estimates used for quasilinear wave equations [6, 11] and special regularity results for the inviscid Burgers equation used for the KdV equation [12] and for partial differential equations with Burgers nonlinearity [13].

The paper is organized as follows. In Section 2, the considered numerical method is introduced and the error bounds are stated. In Section 3, a discrete version of the transformation of [18] is described for the Lie–Trotter splitting, which is then used to prove the corresponding error bounds for the spatial semi-discretization in Section 4 and for the fully discrete method in Section 5. In the final Section 6, numerical experiments are presented that illustrate amongst others the loss of spatial regularity when the CFL condition is not met.

Notation. For \( s \geq 0 \), we let \( H^s(T^d) \) denote the standard Sobolev space equipped with the norm
\[
\|v\|_s = \left( \sum_{j \in \mathbb{Z}^d} \max(|j|, 1)^{2s} |v_j|^2 \right)^{1/2}
\]
for \( v(x) = \sum_{j \in \mathbb{Z}^d} v_j e^{i j \cdot x} \), where \( j \cdot x = j_1 x_1 + \cdots + j_d x_d \) and \( |j|^2 = j_1^2 + \cdots + j_d^2 \). We will make frequent use of the fact that this space forms, for \( s > \frac{d}{2} \), a normed algebra:
\[
\|vw\|_s \leq C \|v\|_s \|w\|_s
\]
with \( C \) depending only on \( d \) and \( s \). On the product \( H^{s+1} \times H^s \) we use the norm
\[
\|(v, \dot{v})\|_s = (\|v\|^2_{s+1} + \|\dot{v}\|^2_s)^{1/2}, \quad (v, \dot{v}) \in H^{s+1} \times H^s.
\]

We further denote by \( \Omega \) the operator on functions that multiplies the \( j \)th Fourier coefficient of its argument by \( |j| = \sqrt{j_1^2 + \cdots + j_d^2} \):
\[
(\Omega v)(x) = \sum_{j \in \mathbb{Z}^d} |j| v_j e^{i j \cdot x} \quad \text{for} \quad v(x) = \sum_{j \in \mathbb{Z}^d} v_j e^{i j \cdot x}.
\]
In other words, we have \( \Omega^2 = -\Delta \), and we will often favour the notation \( \Omega^2 \) over \( -\Delta \) since the numerical method eventually involves functions of \( \Omega \).

For functions depending on space \( x \) and time \( t \), we write \( u(t) = u(\cdot, t) \) in the following. In addition, we use the function
\[
\phi(\xi) = e^\xi - 1 - \xi,
\]
which is familiar from exponential integrators. We will often use that \( e^\xi - e^\eta = (\xi - \eta)\phi(\xi - \eta)e^\eta \).

2 Numerical method and error bounds

Throughout the paper, we consider the Zakharov system (1.1) in first-order form
\[
\begin{align*}
i\partial_t \psi &= -\Delta \psi + u\psi, \\
\partial_t u &= \dot{u}, \\
\partial_t \dot{u} &= \Delta u + \Delta |\psi|^2.
\end{align*}
\]
For the numerical discretization of this system, we consider a numerical method introduced in [14], which combines a splitting integrator in time with a Fourier collocation in space.
2.1 Fourier collocation in space

We first discretize (2.1) in space by Fourier collocation. This method is based on the ansatz space
\[ \{ \sum_{j \in \mathcal{K}} v_j e^{ij \cdot x} : v_j \in \mathbb{C} \}, \quad \mathcal{K} = \{-K, \ldots, K - 1\}^d, \]
of trigonometric polynomials of degree $K$. We replace $\psi(t)$, $u(t)$ and $\dot{u}(t)$ in (2.1) by trigonometric polynomials $\psi^K(t)$, $u^K(t)$ and $\dot{u}^K(t)$ from this ansatz space. As such trigonometric polynomials are uniquely determined by their values in the discrete points $x_k = k\pi/K$, $k \in \mathcal{K}$, we require that these ansatz functions satisfy the Zakharov system (2.1) in these discrete points. Letting $I$ denote the trigonometric interpolation of degree $K$, i.e., the operator that assigns to a function the unique trigonometric polynomial of degree $K$ that takes the same values in the discrete points $x_k$, $k \in \mathcal{K}$, the system of equations for $\psi^K(t)$, $u^K(t)$ and $\dot{u}^K(t)$ then reads
\begin{align*}
i \partial_t \psi^K &= -\Delta \psi^K + I(u^K \psi^K), \\
\partial_t u^K &= u^K, \\
\partial_t \dot{u}^K &= \Delta u^K + \Delta I(|\psi^K|^2) \tag{2.2}
\end{align*}
with initial values
\[ \psi^K(t_0) = I(\psi(t_0)), \quad u^K(t_0) = I(u(t_0)), \quad \dot{u}^K(t_0) = I(\dot{u}(t_0)). \]

In this system, $u^K$ and $\dot{u}^K$ are not necessarily real-valued, but they take real values in the discrete points $x_k$, $k \in \mathcal{K}$.

We recall here the following well-known and fundamental lemma on the trigonometric interpolation $I$.

**Lemma 2.1.** Let $s > \frac{d}{2}$ and $\sigma \geq 0$. Then we have
\[ \|I(v)\|_s \leq C\|v\|_s, \quad v \in H^s, \]
and
\[ \|v - I(v)\|_s \leq CK^{-\sigma}\|v\|_{s+\sigma}, \quad v \in H^{s+\sigma}. \]
The constant $C$ depends only on $d$ and $s$ (and $\sigma$). \hfill \Box

2.2 Lie–Trotter splitting in time

The discretization in time of the semi-discretization in space (2.2) is based on the splitting of (2.2) into
\begin{align*}
i \partial_t \psi^K &= -\Delta \psi^K, \\
\partial_t u^K &= 0, \quad \text{and} \quad \partial_t \dot{u}^K = 0 \\
\partial_t \dot{u}^K &= \Delta u^K + \Delta I(|\psi^K|^2). \tag{2.2}
\end{align*}
As noted in [14], both of these splitted systems can be solved exactly:
\begin{itemize}
\item The solution of the first system is $\psi^K(t) = e^{i(t-t_0)\Delta} \psi^K(t_0) = e^{-i(t-t_0)\Omega^2} \psi^K(t_0)$, $u^K(t) = u^K(t_0)$ and $\dot{u}^K(t) = \dot{u}^K(t_0)$.
\end{itemize}
We note that initial values are computed by trigonometric interpolation, degree $K$, step-size of the two splitted equations to compute approximations to (2.2). Denoting the time
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for some $s > \frac{d}{2}$ and $\sigma > 0$. This regularity assumption can be expected to hold locally in time by the well-posedness theory of the Zakharov system (2.1) on the torus, see [16] and references therein.

For the spatial semi-discretization (2.2), we then have the following error bound, whose proof is given in Sections 3 and 4 below.

**Theorem 2.2.** Let $s > \frac{d}{2}$ and $\sigma > 0$, and assume that the exact solution to (2.1) satisfies (2.7) with these $s$ and $\sigma$ and with $M \geq 1$ and $T > 0$. Then, the error of the Fourier collocation (2.2) with spatial discretization parameter $K \geq K_0$ is bounded by

$$
\| \psi(t) - \psi^K(t) \|_{s+2} + \| (u(t), \dot{u}(t)) - (u^K(t), \dot{u}^K(t)) \|_s \leq CK^{-\sigma}
$$

for $0 \leq t - t_0 \leq T$. The constants $C$ and $K_0$ depend only on $s$, $\sigma$, $M$ and $T$ of (2.7) and on the dimension $d$.

Our main result is the following global error bound for the Lie–Trotter splitting (2.5). Its proof is given in Sections 3 and 5 below. The result holds under the CFL-type step-size restriction

$$
d\tau K^2 \leq c < 2\pi \tag{2.8}
$$
on the time step-size $\tau$, the spatial discretization parameter $K$ and the dimension $d$.

**Theorem 2.3.** Let $s > \frac{d}{2}$ and $\sigma \geq 2$, and assume that the exact solution to (2.1) satisfies (2.7) with these $s$ and $\sigma$ and with $M \geq 1$ and $T > 0$. Then, the global error of the Lie–Trotter splitting (2.5) with time step-size $\tau \leq \tau_0$ and spatial discretization parameter $K \geq K_0$ that satisfy the CFL-type step-size restriction (2.8) is bounded by

$$
\| \psi(t_n) - \psi^K_n \|_{s+2} + \| (u(t_n), \dot{u}(t_n)) - (u^K_n, \dot{u}^K_n) \|_s \leq C(\tau + K^{-\sigma})
$$

for $0 \leq t_n - t_0 = n\tau \leq T$. The constants $C$, $K_0$ and $\tau_0$ depend on $s$, $\sigma$, $M$ and $T$ of (2.7), on the dimension $d$ and on $c$ of (2.8).

In view of the error bound of Theorem 2.3, it is natural to choose $\tau = O(K^{-\sigma}) = O(K^{-2})$. The CFL condition (2.8) of Theorem 2.3 is thus not severe but natural.

### 3 New variables for the numerical method

In this section, we present the transformation from [18] of the Zakharov system (2.1) to new variables, in which a loss of spatial derivatives can be excluded. We then show, how the semi-discretization in space (2.2) and the fully discrete splitting method (2.5) can be transformed in a similar way to new variables. As it turns out, a loss of spatial derivatives can be excluded in these new variables as well. The error bounds of Theorems 2.2 and 2.3 are therefore proven in Sections 4 and 5 below in these new variables.

#### 3.1 Transformation of the exact solution

We describe the transformation of the Zakharov system (2.1) introduced in [18]. It is based on the new variable

$$
\varphi = \partial_t \psi, \tag{3.1}
$$

for which we get the equation

$$
i\partial_t \varphi = -\Delta \varphi + u \varphi + \dot{u} \psi. \tag{3.2}
$$
The original variable $\psi$ can be recovered from $\varphi$ in two equivalent ways. On the one hand, we have

$$\psi(t) = \psi(t_0) + \int_{t_0}^t \varphi(t') \, dt'.$$

(3.3)

On the other hand, we get the Poisson equation $-\Delta \psi = i \varphi - u \psi$ from the differential equation for $\psi$ in (2.1), which yields

$$\psi = (-\Delta + 1)^{-1} (i \varphi + \psi - u \psi),$$

(3.4)

where $\psi$ on the right-hand side can be computed from (3.3). For $\psi$ computed from the integral (3.3), we write $\psi_I$ in the following, and for $\psi$ computed from the Poisson equation (3.4) with $\psi_I$ on the right-hand side, we write $\psi_P$.

We end up with the system

\begin{align*}
\partial_t \varphi &= -\Delta \varphi + u \varphi + \dot{\psi}_I, \\
\partial_t u &= \dot{u}, \\
\partial_t \dot{u} &= \Delta u + \Delta |\psi_P|^2,
\end{align*}

(3.5a)

where the notations

\begin{align*}
\psi_I(t) &= \psi(t_0) + \int_{t_0}^t \varphi(t') \, dt', \\
\psi_P &= (-\Delta + 1)^{-1} (i \varphi + \psi_I - u \psi_I)
\end{align*}

(3.5b)

are used. In the new variables, we see that we gain two spatial derivatives of $\psi = \psi_P$ (in comparison to $\varphi = \partial_t \psi$) as needed in the wave equation of (1.1), see the discussion in the introduction.

For later use, we note that, under the regularity assumption (2.7) of Theorem 2.2, we have for the new variable $\psi = \partial_t \psi = i \Delta \psi - i u \psi$ the bound

$$\|\varphi(t)\|_{s+\sigma} \leq CM$$

(3.6)

by the algebra property (1.2).

### 3.2 Transformation of the semi-discretization in space

It is straightforward to extend the described transformation of [18] to the semi-discretization in space (2.2). With the new variable

$$\varphi^K = \partial_t \psi^K$$

(3.7)

we get the system

\begin{align*}
i \partial_t \varphi^K &= -\Delta \varphi^K + I(u^K \varphi^K + \dot{u}^K \psi^K), \\
\partial_t u^K &= \dot{u}, \\
\partial_t \dot{u}^K &= \Delta u^K + \Delta I(|\psi_P^K|^2),
\end{align*}

(3.8a)

where the notations

\begin{align*}
\psi_I^K(t) &= \psi^K(t_0) + \int_{t_0}^t \varphi^K(t') \, dt', \\
\psi_P^K &= (-\Delta + 1)^{-1} I(i \varphi^K + \psi_I^K - u^K \psi_I^K)
\end{align*}

(3.8b)

are used. Note that $\psi_I^K = \psi_P^K = \psi^K$. The initial values for this system are

$$\varphi^K(t_0) = I(\varphi(t_0)), \quad u^K(t_0) = I(u(t_0)), \quad \dot{u}^K(t_0) = I(\dot{u}(t_0)).$$
3.3 Transformation of the full discretization

In this section, we perform the transformation of [18] on a fully discrete level for the numerical method (2.5). This shows how the Lie–Trotter splitting (2.5) can be interpreted as a discretization of the Zakharov system in the new variables (3.5).

The discrete new variable that we introduce is

$$\varphi^K_{n+1} = \frac{\psi^K_{n+1} - \psi^K_n}{\tau}, \quad n = 0, 1, 2, \ldots$$

This is a time-discrete version of (3.1) and (3.7). For this new variable, we get from (2.5a) the recursion

$$\varphi^K_{n+1} = e^{-i\tau\Omega^2}I\left(e^{-i\tau\psi^K_n} - ie^{-i\tau\psi^K_n}I\left(e^{-i\tau\psi^K_{n+1}} - e^{-i\tau\psi^K_n}\right)\psi^K_n\right),$$

which is a discrete analogon of (3.2). Writing $$w^K_n = (v^K_{n+1} - w^K_n)$$, we get

$$\varphi^K_{n+1} = e^{-i\tau\Omega^2}I\left(e^{-i\tau\psi^K_n} - i\tau w^K_n\phi(-i\tau^2 w^K_n)\psi^K_n\right)$$

with the function $$\phi$$ of (1.4). We note that

$$w^K_n = \text{sinc}(\frac{1}{2}\tau\Omega)^2 u^K_n + (\text{sinc}(\tau\Omega) - 1)I\left(\text{Re}((\psi^K_n + \psi^K_{n-1})\varphi^K_n)\right)$$

by (2.5b) and (2.6).

The original variable $$\psi$$ can be recovered from the new variable $$\varphi$$ in two equivalent ways. On the one hand, we have in analogy to (3.3)

$$\psi^K_n = \psi^K_{n-1} + \tau \varphi^K_n = \cdots = \psi^K_0 + \tau (\varphi^K_1 + \cdots + \varphi^K_n).$$

On the other hand, using $$\varphi^K_{n-1} = I(\text{e}^{i\tau\psi^K_n} \text{e}^{i\tau\Omega^2} \psi^K_n)$$ in $$\tau \varphi^K_n = \psi^K_n - \psi^K_{n-1}$$, we get

$$\left(\frac{e^{i\tau\Omega^2} - 1}{i\tau}\right)\varphi^K_n = i\varphi^K_n - I\left(\frac{e^{i\tau\psi^K_n} - 1}{i\tau}\right)e^{i\tau\Omega^2}\psi^K_n.$$ 

Under the CFL condition (2.8), the matrix $$e^{i\tau\Omega^2} - 1$$ is invertible. This yields a discrete analogon of (3.4):

$$\psi^K_n = (\Omega^2\phi(\tau\Omega^2) + 1)^{-1}I\left(i \varphi^K_n + \psi^K_n - \psi^K_{n-1}\phi(-i\tau^2 u^K_n)\psi^K_{n-1}\right)$$

with $$\phi$$ from (1.4).

We end up with (for $$n \geq 1$$)

$$\varphi^K_{n+1} = e^{-i\tau\Omega^2}I\left(e^{-i\tau\psi^K_n} - i\tau w^K_n\phi(-i\tau^2 w^K_n)\psi^K_{n-1}\right),$$

$$\begin{bmatrix} u^K_{n+1} \\ \tilde{u}^K_{n+1} \end{bmatrix} = R(\tau)\begin{bmatrix} u^K_n \\ \tilde{u}^K_n \end{bmatrix} + \left(R(\tau) - 1\right)\begin{bmatrix} I(|\psi^K_{n-1}|^2) \\ 0 \end{bmatrix},$$

(3.9a)

where the notations

$$\psi^K_n = \text{sinc}(\tau\Omega)u^K_n - \frac{1}{2}\tau \text{sinc}(\frac{1}{2}\tau\Omega)^2 \tilde{u}^K_n + (\text{sinc}(\tau\Omega) - 1)I\left(|\psi^K_{n-1}|^2\right),$$

$$w^K_n = \text{sinc}(\frac{1}{2}\tau\Omega)^2 \tilde{u}^K_n + (\text{sinc}(\tau\Omega) - 1)I\left(\text{Re}((\psi^K_n + \psi^K_{n-1})\varphi^K_n)\right)$$

(3.9b)
Proof.

(a) We prove the first estimate. The Fourier coefficient of the function whose norm has to be estimated is now given by

\[ (3.10) \]

Using \( \sin(\xi) \geq \frac{1}{2} \xi \) for \( 0 \leq \xi \leq \frac{1}{4} \pi \), we thus have for this denominator

\[ |e^{i \tau |j|^2} - 1 + i \tau| \geq \sin(\tau |j|^2) + \tau \geq \frac{2}{\pi} \tau \max(|j|, 1)^2, \quad 0 \leq \tau |j|^2 \leq \frac{1}{4} \pi. \]  

Using \( \sin(\xi) \geq \xi \sin(\xi/c) / c \) and \( \sin(\xi) \geq \sin(\xi/c) \), we get

\[ |e^{i \tau |j|^2} - 1 + i \tau| \geq 2 \sin(\xi/c) \geq \sin(\xi/c) \geq \sin(\xi/c) \geq \sin(\xi/c) \geq \sin(\xi/c) \geq \sin(\xi/c) \]  

with \( C \) depending on \( c < 2\pi \). Using the estimates (3.11) for the denominator in (3.10), we see that the absolute value of the above \( j \)th Fourier coefficient (3.10) is bounded by \( C \max(|j|, 1)^{-2} \|v_j\| \), if the CFL condition (2.8) holds. This yields the first estimate of the lemma.

(b) For the second estimate of the lemma, we proceed similarly as in (a). The \( j \)th Fourier coefficient of the function whose norm has to be estimated is now given by

\[ \frac{e^{i \tau |j|^2} - 1 - i \tau |j|^2}{(|j|^2 + 1)(e^{i \tau |j|^2} - 1 + i \tau)} v_j, \quad j \in \mathcal{K}. \]  

Lemma 3.1. Let \( s \geq 0 \) and assume that the CFL condition (2.8) holds. We then have, for trigonometric polynomials \( v(x) = \sum_{j \in \mathcal{K}} v_j e^{i j \cdot x} \) of degree \( K \),

\[ \| (\Omega^2 \phi(\mathbf{i} \tau \Omega^2) + 1)^{-1} v \|_{s+2} \leq C \|v\|_s, \]

\[ \| (\Omega^2 + 1)^{-1} v - (\Omega^2 \phi(\mathbf{i} \tau \Omega^2) + 1)^{-1} v \|_s \leq C \tau \|v\|_s. \]

Proof. (a) We prove the first estimate. The \( j \)th Fourier coefficient of the function whose norm has to be estimated is given by

\[ \frac{i \tau}{e^{i \tau |j|^2} - 1 + i \tau} v_j, \quad j \in \mathcal{K}. \]  

For the expression in the denominator, we note that

\[ e^{i \tau |j|^2} - 1 + i \tau = -2 \sin\left(\frac{1}{2} \tau |j|^2\right) + i(\sin(\tau |j|^2) + \tau). \]  

Using \( \sin(\xi) \geq \frac{1}{2} \xi \) for \( 0 \leq \xi \leq \frac{1}{4} \pi \), we thus have for this denominator

\[ |e^{i \tau |j|^2} - 1 + i \tau| \geq \sin(\tau |j|^2) + \tau \geq \frac{2}{\pi} \tau \max(|j|, 1)^2, \quad 0 \leq \tau |j|^2 \leq \frac{1}{4} \pi. \]  

Using \( \sin(\xi) \geq \xi \sin(\xi/c) / c \) and \( \sin(\xi) \geq \sin(\xi/c) \), we get

\[ |e^{i \tau |j|^2} - 1 + i \tau| \geq 2 \sin(\xi/c) \geq C \tau \max(|j|, 1)^2, \quad \frac{1}{2} \pi \leq \tau |j|^2 \leq c \]  

with \( C \) depending on \( c < 2\pi \). Using the estimates (3.11) for the denominator in (3.10), we see that the absolute value of the above \( j \)th Fourier coefficient (3.10) is bounded by \( C \max(|j|, 1)^{-2} \|v_j\| \), if the CFL condition (2.8) holds. This yields the first estimate of the lemma.

(b) For the second estimate of the lemma, we proceed similarly as in (a). The \( j \)th Fourier coefficient of the function whose norm has to be estimated is now given by

\[ \frac{e^{i \tau |j|^2} - 1 - i \tau |j|^2}{(|j|^2 + 1)(e^{i \tau |j|^2} - 1 + i \tau)} v_j, \quad j \in \mathcal{K}. \]
Using the estimate (3.11) in the denominator and $|e^{i\xi} - 1 - i\xi| = \left| \int_0^\xi \int_0^\eta |2e^{i\nu}\,d\nu\,d\eta \right| \leq \xi^2$ in the numerator, we see that the absolute value of (3.12) is bounded by $C\tau|v_j|$. This yields the second claimed estimate.

4 Error analysis of the semi discretization in space

In this section, we give the proof of the error bound of Theorem 2.2 for the Fourier collocation in space (2.2). We do so by interpreting the semi-discretization in new variables as a discretization of the Zakharov system in the new variables (3.8), and we study the error of this discretization. Translating the result back to the original variables then leads to the error bound of Theorem 2.2.

More precisely, the proof is organized as follows. We start in Section 4.1 below with the variation-of-constants formulas for the exact solution in new variables and the solution of the spatial semi-discretization in new variables. In Section 4.2, we then derive bounds on all the terms that appear in the difference of the two variation-of-constants formulas. They are derived under an additional regularity assumption on the solution of the semi-discretization in space. The estimates include in particular formulas for the exact solution in new variables (3.5). This reads

$$
\|e(t) - e^K(t)\|_s = \left\| \varphi(t) - \varphi^K(t) \right\|_s - i \int_{t_0}^{t} e^{-i(t-t')\Omega^2} \left( \varphi(t_0) - \varphi^K(t_0) \right) - i \int_{t_0}^{t} e^{-i(t-t')\Omega^2} \theta(t_0 + t')
$$

with

\[
\theta = \left( u \varphi + \dot{u} \psi \right) - \mathcal{I} \left( u^K \varphi^K + \dot{u}^K \psi^K \right) \quad \text{and} \quad \vartheta = |\psi|^2 - \mathcal{I} \left( |\psi|^2 \right).
\]

In Section 4.2 below, we bound the terms on the right-hand side of (4.1). The proof of Theorem 2.2 is then given in Section 4.3.

4.1 Variation-of-constants formula

The proof of Theorem 2.2 is based on the variation-of-constants formula applied to the difference of the spatial semi-discretization in the new variables (3.8) and the exact solution in the new variables (3.5). This reads

\[
\varphi(t) - \varphi^K(t) = e^{-i(t-t_0)\Omega^2} (\varphi(t_0) - \varphi^K(t_0)) - i \int_{t_0}^{t} e^{-i(t-t')\Omega^2} \theta(t_0 + t')
\]

\[
\begin{align*}
\left( u(t) - u^K(t) \right) = & R(t-t_0) \left( u(t_0) - u^K(t_0) \right) - \int_{t_0}^{t} R(t-t') \left( 0 \Omega^2 \theta(t_0 + t') \right) \\
\left( \dot{u}(t) - \dot{u^K}(t) \right) = & R(t-t_0) \left( \dot{u}(t_0) - \dot{u^K}(t_0) \right) - \int_{t_0}^{t} R(t-t') \left( \Omega^2 \theta(t_0 + t') \right)
\end{align*}
\]

with

\[
\theta = \left( u \varphi + \dot{u} \psi \right) - \mathcal{I} \left( u^K \varphi^K + \dot{u}^K \psi^K \right) \quad \text{and} \quad \vartheta = |\psi|^2 - \mathcal{I} \left( |\psi|^2 \right).
\]

In Section 4.2 below, we bound the terms on the right-hand side of (4.1). The proof of Theorem 2.2 is then given in Section 4.3.

4.2 Bounds on the terms in the variation-of-constants formula

We denote by

\[
e(t) = \sup_{t_0 \leq t' \leq t} \left( \left\| \varphi(t') - \varphi^K(t') \right\|_s + \left\| (u(t'), \dot{u}(t')) - (u^K(t'), \dot{u}^K(t')) \right\|_s \right)
\]

(4.2)
the maximal error in \( \varphi, u \) and \( \dot{u} \) until time \( t \).

In the following lemmas, we will assume regularity \( (2.7) \) (see also \( (3.6) \)) of the exact solution. In addition to that, we will also assume regularity of the semi-discrete solution \( (2.2) \):
\[
\|\psi^K(t)\|_{s+2} + \|\|u^K(t), \dot{u}^K(t)\|\|_s \leq 2M \quad \text{for} \quad 0 \leq t - t_0 \leq T \quad (4.3)
\]

with \( M \) from the regularity assumption \( (2.7) \). The bound \( (4.3) \) will be justified in final proof of Theorem 2.2 below by a bootstrap argument (note that the norms in \( (4.3) \) are those in which the error bound of Theorem 2.2 has to be shown).

**Lemma 4.1** (Error in \( \psi_I \)). Under the assumption \( (2.7) \), we have, for \( 0 \leq t \leq T \),
\[
\|\psi_I(t) - \psi^K_I(t)\|_{s} \leq C(K^{-2-\sigma} + e(t)).
\]

**Proof.** This follows from the definitions of \( \psi_I \) in \( (3.5b) \), \( \psi^K_I \) in \( (3.8b) \) and \( e \) in \( (4.2) \), and from Lemma 2.1 applied to the interpolation error \( \psi(t_0) - \psi^K(t_0) = \psi(t_0) - \mathcal{I}(\psi(t_0)) \).

**Lemma 4.2** (Error in \( \psi_P \)). Under the assumption \( (2.7) \), we have, for \( 0 \leq t \leq T \),
\[
\|\psi_P(t) - \psi^K_P(t)\|_{s+2} \leq C(K^{-\sigma} + e(t)).
\]

**Proof.** We write
\[
(-\Delta + 1)(\psi_P - \psi^K_P) = (1 - \mathcal{I})(i\varphi + \psi_I - u\psi_I) + \mathcal{I}\left((i\varphi - i\varphi^K) + (\psi_I - \psi^K_I) + (u - u^K)(\psi_I - \psi^K_I)\right).
\]

By the algebra property \( (1.2) \) and the bounds \( (2.7) \) and \( (3.6) \), we have \( \|i\varphi + \psi_I - u\psi_I\|_{s+2} \leq C \). The interpolation error in the above decomposition can thus be estimated with Lemma 2.1:
\[
\|(1 - \mathcal{I})(i\varphi + \psi_I - u\psi_I)\|_{s} \leq CK^{-\sigma}.
\]

The statement of the lemma then follows from Lemma 2.1, the bounds \( (2.7) \) on \( \psi = \psi_I \) and \( (4.3) \) on \( u^K \), the algebra property \( (1.2) \), the definition \( (4.2) \) of \( e(t) \) and Lemma 4.1 on \( \psi_I - \psi^K_I \) applied to the second term in the above decomposition.

**Lemma 4.3** (Bound of \( \theta \)). Under the regularity assumptions \( (2.7) \) and \( (4.3) \), we have, for \( 0 \leq t \leq T \),
\[
\|\theta(t)\|_s \leq C(K^{-\sigma} + e(t)).
\]

**Proof.** We write
\[
\theta = (1 - \mathcal{I})(u\varphi + \dot{u}\psi_I) + \mathcal{I}\left((u - u^K)\varphi + u^K(\varphi - \varphi^K) + (\dot{u} - \dot{u}^K)\psi_I + \dot{u}^K(\psi_I - \psi^K_I)\right).
\]

As in the proof of Lemma 4.2, we get
\[
\|(1 - \mathcal{I})(u\varphi + \dot{u}\psi_I)\|_s \leq CK^{-\sigma}
\]
for the interpolation error in the above decomposition, and we then apply Lemma 2.1, the algebra property \( (1.2) \), the bounds \( (2.7) \), \( (3.6) \) and \( (4.3) \), the definition \( (4.2) \) of \( e(t) \) and Lemma 4.1 on \( \psi_I - \psi^K_I \) to the second term in the above decomposition.
Lemma 4.4 (Bound of $\vartheta$). Under the regularity assumptions (2.7) and (4.3), we have, for $0 \leq t \leq T$,
$$\|\vartheta(t)\|_{s+2} \leq C(K^{-\sigma} + e(t)).$$

Proof. We write
$$\vartheta = (1 - I)(|\psi_p|^2) + I\left(\text{Re}\left((\psi_p - \psi^K_P)(\overline{\psi_P + \psi^K_P})\right)\right).$$

The claimed estimate then follows from Lemma 2.1, the bounds (2.7) and (4.3) on $\psi = \psi_p$ and $\psi^K = \psi^K_P$, respectively, the algebra property (1.2) and Lemma 4.2 on $\psi_P - \psi^K_P$.

In addition to the above bounds on $\theta$ and $\vartheta$, we need the following bound on the matrix $R$ of (2.4), which also appears in the variation-of-constants formula (4.1). The bound states that this matrix almost preserves the norm $\|\cdot\|_s$.

Lemma 4.5. We have
$$\left\| R(t) \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) \right\|_s \leq (1 + |t|)\left\| \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) \right\|_s, \quad \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) \in H^{s+1} \times H^s.$$

Proof. Let $v(x) = \sum_{j \in \mathbb{Z}^d} v_j e^{ij \cdot x}$ and $\dot{v}(x) = \sum_{j \in \mathbb{Z}^d} v_j e^{ij \cdot x}$. Note that, by the definition of the norm $\| \cdot \|_s$,
$$\left\| R(t) \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) \right\|_s = \left( \left\| \Omega^{s+1} (\cos(t\Omega)v + t \text{sinc}(t\Omega)\dot{v}) \right\|_0^2 + |v_0 + t\dot{v}_0|^2 \right)^{1/2}$$
$$+ \left\| \Omega^s (-\Omega \sin(t\Omega)v + \cos(t\Omega)\dot{v}) \right\|_0^2 + |\dot{v}_0|^2 \right)^{1/2}.$$

By the triangle inequality, we can estimate this quantity by the sum of
$$\left( \left\| \Omega^{s+1} \cos(t\Omega)v + \Omega^s \sin(t\Omega)\dot{v} \right\|_0^2 + |v_0|^2 \right)^{1/2}$$
$$+ \left( |\dot{v}_0|^2 \right)^{1/2} \leq |t| \cdot \left\| \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) \right\|_0 \leq |t| \cdot \left\| \left( \begin{array}{c} v \\ \dot{v} \end{array} \right) \right\|_s.$$

This yields the claimed estimate.

4.3 Proof of Theorem 2.2

We start from the variation-of-constants formulas (4.1). Taking norms in this formulas and using Lemmas 4.3, 4.4 and 4.5 on $\theta$, $\vartheta$ and $R$, respectively, yields for the error $e$ of (4.2)
$$e(t) \leq (1 + |t - t_0|)e(t_0) + C \int_{t_0}^t (1 + |t - t'|)(K^{-\sigma} + e(t')) \, dt'.$$

as long as the semi-discrete solution satisfies the bounds (4.3). Using Lemma 2.1 to estimate $e(t_0)$ and the Gronwall lemma, this implies
$$e(t) \leq CK^{-\sigma}$$
for $0 \leq t - t_0 \leq T$ and as long as (4.3) holds. This estimate contains the error bounds for $u$ and $u$ of Theorem 2.2. To get also the error bound for $\psi = \psi_\sigma$ of Theorem 2.2, we use Lemma 4.2.

To complete the proof, we still have to justify that (4.3) holds. As $\sigma > 0$, the above error bound and the regularity assumption (2.7) on the exact solution show that assumption (4.3) even holds with the better constant $\frac{1}{2}M$ instead of $2M$, provided that $K$ is sufficiently large (such that $CK^{-\sigma} \leq \frac{1}{2}M$, where $C$ is the constant of the error bound). By a bootstrap argument (see, e.g., [19, Section 1.3]), the proof of Theorem 2.2 is thus complete.

5 Error analysis of the full discretization

In this section, we give the proof of the global error bound for the Lie-Trotter splitting (2.5) stated in Theorem 2.3. As in the previous section, we interpret the splitting method in the new variables (3.9) as a discretization of the Zakharov system in the new variables (3.5), and we study the error of this discretization. In view of Theorem 2.2 on the error of the semi-discretization in space, we only have to consider here the temporal errors (in the new variables of Section 3)

$$
\varphi^K(t_n) - \varphi^K_n, \quad u^K(t_n) - u^K_n, \quad \dot{u}^K(t_n) - \dot{u}^K_n,
$$

with the space-discrete solutions $\varphi^K$, $u^K$ and $\dot{u}^K$ of (3.8).

Throughout this section, we let $s > \frac{d}{2}$ and $\sigma \geq 2$ as in Theorem 2.3. As in the previous section, we denote by $C$ a generic constant that may depend on $s$, $\sigma$, the dimension $d$, the final time $T$ and on the constant $M$ of the regularity assumption (2.7), and now in addition on the constant $c$ of the CFL condition (2.8).

5.1 Lady Windermere’s fan and outline of the proof

We decompose the temporal errors (5.1) after $n + 1$ time steps as

$$
\varphi^K(t_{n+1}) - \varphi^K_{n+1} = \left(\varphi^K(t_{n+1}) - \varphi^K_{n+1}\right) + \left(\varphi^K_{n+1} - \varphi^K_{n}\right),
$$

and similarly for $u(t_{n+1}) - u^K_{n+1}$ and $\dot{u}(t_{n+1}) - \dot{u}^K_{n+1}$. In this decomposition,

$$
\varphi^K_{n+1}, \quad u^K_{n+1}, \quad \dot{u}^K_{n+1}
$$

are (essentially) numerical solutions at time $t_{n+1} = t_0 + (n+1)\tau$ when starting with the exact solution to the spatial semi-discretization (3.8) as initial values at time $t_n = t_0 + n\tau$. More precisely,

$$
\begin{align}
\varphi^K_{n+1} &= e^{-i\tau^2} I \left( e^{-i\tau^2} \varphi^K(t_n) - i\tau \hat{u}^K_n \phi(-i\tau^2 \hat{u}^K_n) \psi^K_{I,n} \right), \\
\left( \begin{array}{c} u^K_{n+1} \\ \dot{u}^K_{n+1} \end{array} \right) &= R(\tau) \left( \begin{array}{c} u^K(t_n) \\ \dot{u}^K(t_n) \end{array} \right) + (R(\tau) - 1) \left( I(\hat{\psi}^{K}_P,0) \right)
\end{align}
$$

with

$$
\begin{align}
\hat{u}^K_n &= \text{sinc}(\tau\Omega) u^K(t_n) - \frac{1}{i} \text{sinc} \left( \frac{1}{2} \tau \Omega \right) \hat{u}^K(t_n) + (\text{sinc} \left( \tau \Omega \right) - 1) I(\hat{\psi}^{K}_{I,n-1},0), \\
\hat{\psi}^{K}_n &= \text{sinc} \left( \frac{1}{2} \tau \Omega \right) \hat{u}^K(t_n) + (\text{sinc} \left( \tau \Omega \right) - 1) I(\text{Re}(\hat{\psi}^{K}_{I,n} + \hat{\psi}^{K}_{I,n-1},0) \hat{\varphi}^K(t_n))
\end{align}
$$

(5.3b)
\[
\tilde{\psi}_{I,n}^K = \psi_0^K + \tau (\varphi^K(t_1) + \cdots + \varphi^K(t_n)),
\tilde{\psi}_{P,n}^K = (\Omega^2 \phi^2) + 1^{-1} \mathcal{I} \left( \psi^K(t_n) + \tilde{\psi}_{I,n}^K - \tilde{\psi}_{P,n}^K \phi(t_n) \right),
\]
and
\[
\tilde{\psi}_{I,n}^K = \psi_0^K + \tau (\varphi^K(t_1) + \cdots + \varphi^K(t_n)),
\tilde{\psi}_{P,n}^K = (\Omega^2 \phi^2) + 1^{-1} \mathcal{I} \left( \psi^K(t_n) + \tilde{\psi}_{I,n}^K - \tilde{\psi}_{P,n}^K \phi(t_n) \right).
\]

Note that \(\tilde{\psi}_{I,n}^K\) and \(\tilde{\psi}_{P,n}^K\) are here not necessarily identical (although \(\psi_{I,n}^K = \psi_{P,n}^K\)).

The above decomposition (5.2) is at the heart of the proof of Theorem 2.3 with Lady Windermere's fan. In this decomposition, the differences
\[
\varphi^K(t_n+1) - \varphi^K(t_n), \quad u(t_n+1)^K - u(t_n)^K, \quad \dot{u}(t_n+1)^K - \dot{u}(t_n)^K
\]
describe the propagation of the global error after \(n\) time steps by the numerical method, and the differences
\[
\varphi^K(t_n) - \varphi^K(t_n+1), \quad u(t_n)^K - u(t_n+1)^K, \quad \dot{u}(t_n)^K - \dot{u}(t_n+1)^K
\]
are local errors of the numerical method.

The crucial ingredients of the proof of Theorem 2.3 are bounds of these differences (5.4) and (5.5). Before deriving these bounds, however, we prove in Section 5.2 below regularity properties of the solution to the spatial semi-discretization in new variables (3.8) and the intermediate solution (5.3). These properties are then used in Section 5.3 below in combination with an additional regularity assumption on the fully discrete solution to study stability of the method by estimating the differences (5.4).

As the method in the new variables involves several auxiliary variables, we study stability in one of these variables after the other. In Section 5.4 below, we then derive bounds on the local error (5.5). Again, we do this first for all auxiliary variables and then for the main variables appearing in (5.5). In the final Section 5.5, we put stability and local error bounds together to prove Theorem 2.3, thereby ensuring the additional regularity assumption of Section 5.3 by an inductive argument.

### 5.2 Bounds on the spatially discrete and the intermediate solution

Before estimating error terms, we collect the following bounds for the solution of the spatial semi-discretization (3.8) and for the intermediate solution defined in (5.3). Both of them appear in the decomposition (5.2) of the error.

**Lemma 5.1** (Bound on the solution of the spatial semi-discretization). Under the regularity assumption (2.7), we have, for \(0 \leq t - t_0 \leq T\),
\[
\|\psi^K(t)\|_{s+4} + \|u^K(t), \dot{u}^K(t)\|_{s+2} + \|\varphi^K(t)\|_{s+2} \leq C.
\]

**Proof.** We only prove the estimate of \(\psi^K\). The estimates of \(u^K\) and \(\dot{u}^K\) are obtained similarly, and the estimate of \(\varphi^K\) follows from these estimates as in (3.6).

We decompose
\[
\psi^K = \left( \psi^K(t) - \mathcal{I}(\psi(t)) \right) + \mathcal{I}(\psi(t)).
\]
The second term can be estimated with Lemma 2.1 and (2.7) (note that \( \sigma \geq 2 \)). For the first term, we use that

\[
\| \psi^K(t) - I(\psi(t)) \|_{s+4} \leq dK^2 \| \psi^K(t) - I(\psi(t)) \|_{s+2} \\
\leq dK^2 \| \psi^K(t) - \psi(t) \|_{s+2} + dK^2 \| I(\psi(t)) - \psi(t) \|_{s+2} \leq C
\]

by the inverse estimate \( \| v \|_{s+4} \leq dK^2 \| v \|_{s+2} \) for trigonometric polynomials \( v \) of degree \( K \), the error bound of Theorem 2.2, Lemma 2.1 and the bound (2.7) (note again that \( \sigma \geq 2 \)). This yields the claimed estimate of \( \psi^K \).

**Lemma 5.2** (Bound on the intermediate solution). Under the regularity assumption (2.7), we have, for \( \tau \leq t_n - t_0 \leq T \),

\[
\| \widehat{\psi}^K_{I,n} \|_{s+2} + \| \widehat{\varphi}^K_n \|_{s+2} + \| \widehat{\varphi}^K_{n+1} \|_{s+2} \leq C.
\]

(5.7)

Assuming in addition the CFL condition (2.8), we also have

\[
\| \widehat{\psi}^K_{P,n} \|_{s+4} + \| (\widehat{u}^K_0, \widehat{u}^K_n) \|_{s+2} \leq C.
\]

(5.8)

**Proof.** We first note that for \( s' > \frac{d}{2} \)

\[
\| v \|_{s'} \leq e^{-C\| v \|_{s'}} \quad \text{and} \quad \| \phi(v) \|_{s'} \leq e^{C\| v \|_{s'}}, \quad v \in H^{s'},
\]

(5.9)

with \( C \) depending on \( d \) and \( s' \), which follows by using the exponential series and the algebra property (1.2). These properties together with the bounds (5.6) of the spatial semi-discretization, the algebra property (1.2) and Lemma 2.1 imply the estimate (5.7). For the estimate (5.8), we use in addition Lemma 3.1 on \((\Omega^2\phi(\Omega^2) + 1)^{-1}\) and Lemma 4.5 on the matrix \( R \) (with \( s+2 \) instead of \( s \)).

### 5.3 Stability estimates

We study the error propagation of the Lie-Trotter splitting in the new variables (3.9) by estimating the differences (5.4). Recall that the numerical method in the new variables is given by (3.9) and that the intermediate solution appearing in these differences is given by (5.3).

We denote for \( n \geq 1 \) by

\[
\epsilon^K_n = \max_{j=1,\ldots,n} \left( \| \varphi^K(j) - \varphi^K_{j+1} \|_s + \| (u^K(j), \dot{u}^K(j)) - (u^K_{j+1}, \dot{u}^K_{j+1}) \|_s \right)
\]

(10.10)

the maximal error in \( \varphi, u \) and \( \dot{u} \) of the discretization in time until time \( t_n = t_0 + n\tau \).

For convenience, we set \( \epsilon^K_0 = 0 \) (recall that \( \varphi^K_0 \) is not defined).

In addition to the regularity assumption (2.7) on the exact solution of Theorem 2.3, we will assume in this section that the fully discrete numerical solution is bounded in the spaces in which the error bound of Theorem 2.3 is supposed to be shown:

\[
\| \varphi^K_n \|_s + \| (u^K_0, \dot{u}^K_n) \|_s \leq 2CM \quad \text{for} \quad \tau \leq t_n - t_0 \leq T
\]

(11.11)

with the constant \( C \) of (5.6). This assumption will be justified below in the final proof of Theorem 2.3. By the algebra property (1.2) and Lemma 2.1, this estimate implies in particular

\[
\| \psi^K_{I,n} \|_s + \| \psi^K_{P,n} \|_s + \| w^K_n \|_s \leq C \quad \text{for} \quad \tau \leq t_n - t_0 \leq T.
\]

(12.12)

Under the CFL condition (2.8) and using in addition Lemma 3.1 and (5.9), we also get

\[
\| \psi^K_{P,n} \|_{s+2} \leq C \quad \text{for} \quad \tau \leq t_n - t_0 \leq T.
\]

(13.13)
Lemma 5.3 (Stability in $\psi_I^K$). We have, for $0 \leq t_n - t_0 \leq T$,
\[ \| \hat{\psi}_{I,n}^K - \psi_{I,n}^K \|_s \leq C e_n^K. \]

Proof. This follows immediately from the definitions of $\psi_{I,n}^K$ in (3.9c), $\hat{\psi}_{I,n}^K$ in (5.3c) and $e_n^K$ in (5.10).

Lemma 5.4 (Stability in $v$ and $w$). Under the regularity assumptions (2.7) and (5.11), we have, for $\tau \leq t_n - t_0 \leq T$,
\[ \| v_n^K - v_n^K \|_s \leq C e_n^K \quad \text{and} \quad \| \hat{w}_n^K - w_n^K \|_s \leq C e_n^K. \]

Proof. Recall that $v_n^K$ and $\hat{v}_n^K$ are defined in (3.9b) and (5.3b). For the estimate of $v$, we use that (omitting all superscripts $K$)
\[ \| I(v_{I,n-1}^2 - |v_{I,n-1}|^2) \|_s \leq C \| \hat{\psi}_{I,n-1} - \psi_{I,n-1} \|_s \| \psi_{I,n-1} + \hat{\psi}_{I,n-1} \|_s \]
by $|a|^2 - |b|^2 = \text{Re}((a - b)(\bar{a} - \bar{b}))$, by Lemma 2.1 and by the algebra property (1.2). This implies the stated estimate of $\| v_n^K - v_n^K \|_s$ using the stability estimate for $\psi_{I}^K$ of Lemma 5.3 and the bounds (5.7) and (5.12) on $\psi_{I,n-1}^K$ and $\hat{\psi}_{I,n-1}^K$. For the estimate of $w$, we use in addition the bounds (5.6) and (5.11) on $\varphi^K(t_n)$ and $\varphi_n^K$, respectively.

Lemma 5.5 (Stability in $\psi_I^K$). Under the regularity assumptions (2.7) and (5.11) and under the CFL condition (2.8), we have, for $0 \leq t_n - t_0 \leq T$,
\[ \| \hat{\psi}_{P,n}^K - \psi_{P,n}^K \|_{s+2} \leq C e_n^K. \]

Proof. From Lemma 2.1 and from the bound of Lemma 3.1 on the inverse of the discrete Laplace operator in (3.9c) and (5.3c), we get (omitting all superscripts $K$)
\[ \| \hat{\psi}_{P,n} - \psi_{P,n} \|_{s+2} \leq C \| \varphi(t_n) - \varphi_n \|_s + C \| \hat{\psi}_{I,n} - \psi_{I,n} \|_s \]
\[ + C \| (v_n - v_n) \phi(i \tau (v_n - v_n)) e^{i \tau n} + (v_n - v_n) \phi(i \tau (v_n - v_n)) e^{i \tau n} \|_s \]
\[ + C \| v_n \phi(i \tau v_n) e^{i \tau n} \|_s. \]
The stated stability estimate then follows from the properties (5.9), the bounds (5.7) and (5.12) on $\hat{\psi}_{I,n}^K$, $\hat{v}_{I,n}^K$ and $v_{I,n}^K$, the stability estimates for $\psi_I^K$ and $\varphi_n$ of Lemmas 5.3 and 5.4 and the algebra property (1.2).

The stability in the auxiliary variables $\psi_I^K$, $\nu$ and $\psi_P^K$ of Lemmas 5.3–5.5 can then be used to show the following stability properties in the main variables $\varphi$, $u$ and $\dot{u}$ of (3.9). Note that in these estimates, there is no constant in front of the principal part on the right-hand side anymore.

Proposition 5.6 (Stability in $\varphi$). Under the regularity assumptions (2.7) and (5.11), we have, for $\tau \leq t_n - t_0 \leq T$,
\[ \| \varphi_{n+1}^K - \varphi_{n+1}^K \|_s \leq \| \varphi^K(t_n) - \varphi_n^K \|_s + C \tau e_n^K. \]

Proof. Recall that $\varphi_{n+1}^K$ and $\varphi_{n+1}^K$ are defined in (3.9a) and (5.3a). Writing (omitting all superscripts $K$)
\[ e^{-i \tau \nu_n} \varphi(t_n) - e^{-i \tau \nu_n} \varphi_n = (1 - i \tau \nu_n \phi(-i \tau \nu_n))(\varphi(t_n) - \varphi_n) + (e^{-i \tau \nu_n} - e^{-i \tau \nu_n}) \varphi_n, \]
\[ e^{-i \tau \nu_n} \varphi(t_n) - e^{-i \tau \nu_n} \varphi_n = (1 - i \tau \nu_n \phi(-i \tau \nu_n))(\varphi(t_n) - \varphi_n) + (e^{-i \tau \nu_n} - e^{-i \tau \nu_n}) \varphi_n, \]
we get (omitting again all superscripts $K$)
\[
\|\hat{\varphi}_{n+1} - \varphi_{n+1}\|_s \leq \|\varphi(t_n) - \varphi_n\|_s + \tau \|\hat{\varphi}_n \phi(-i\tau \hat{\varphi}_n) (\varphi(t_n) - \varphi_n)\|_s \\
+ \tau \|\hat{\varphi}_n - v_n\| \phi(-i\tau (\hat{\varphi}_n - v_n)) e^{-i\tau v_n} \varphi_n\|_s \\
+ \tau^2 \|\hat{\varphi}_n - v_n\| \phi(-i\tau^2 (\hat{\varphi}_n - v_n)) e^{-i\tau^2 v_n} \hat{\psi}_{I,n}\|_s \\
+ \tau \|e^{-i\tau v_n} w_n\| \phi(-i\tau^2 w_n) (\hat{\psi}_{I,n} - \psi_{I,n})\|_s
\]
from Lemma 5.5. The stated stability estimate then follows as in the proof of the Lemma 5.5, using in addition the bounds (5.7) and (5.12) on $\hat{\varphi}_n$ and $w_n$ and the stability estimate for $w$ of Lemma 5.4.

**Proposition 5.7 (Stability in $u$ and $\hat{u}$).** Under the regularity assumptions (2.7) and (5.11) and under the CFL condition (2.8), we have, for $0 \leq t_n - t_0 \leq T$,
\[
\|\hat{u}_{n+1}^K - u_{n+1}^K\|_s \leq \|(u^K(t_n), \hat{u}^K(t_n)) - (u^K_0, \hat{u}^K_0)\|_s + C\tau e_n^K.
\]

**Proof.** We start with some properties of the matrix $R$ of (2.4) that describes the time-discrete evolution in $u$ and $\hat{u}$, see (3.9a) and (5.3a). The first property is of Lemma 4.5. The second property that we need is
\[
\| (R(\tau) - 1)(\hat{v})\|_s \leq C\tau \| (\hat{v})\|_s, \quad (5.14)
\]
This follows from $|\cos(\xi) - 1| \leq |\xi|$, $|\tau \sin(\xi)| \leq \tau$ and $|\tau^{-1} \xi \sin(\xi)| \leq \tau^{-1}|\xi|^2$ for $\xi \in \mathbb{R}$. With these properties of $R$, the claimed stability estimate follows from Lemma 5.5 on the stability in $\psi^K$ and from the bounds (5.8) and (5.13) on $\hat{\psi}_{I,n}^K$ and $\hat{\psi}^K_{I,n}$, respectively.

**5.4 Local error bounds**

We study the local errors (5.5) of the scheme (3.9). Recall that the intermediate solution appearing in these differences is given by (5.3). For the exact solution of the spatial semi-discretization in the new variables (3.8) we will use that, by the variation-of-constants formula,
\[
\psi^K(t_{n+1}) = e^{-i\tau \Omega^2} \varphi^K(t_n) - i \int_0^\tau e^{-i(\tau - t)\Omega^2} \mathcal{I}(u^K(t_n + t)\varphi^K(t_n + t)) \, dt \\
- i \int_0^\tau e^{-i(\tau - t)\Omega^2} \mathcal{I}(\hat{u}^K(t_n + t)\hat{\psi}_I^K(t_n + t)) \, dt
\]
(5.15)
where $\psi^K$ and $\psi_{I,n}^K$ are as in (3.8b).

As in the previous section on the stability of the method, we first study the local error in the auxiliary variables $\psi_I^K$, $\psi^K$, $\psi_{I,n}^K$ and $\psi_{I,n}^K$.

**Lemma 5.8 (Local error in $\psi_I^K$).** Under the regularity assumption (2.7), we have, for $0 \leq t_n - t_0 \leq T$,
\[
\|\psi_I^K(t_n) - \hat{\psi}_{I,n}\|_s \leq C\tau.
\]
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Proof. For \( \psi_P^K \) from (3.8b) and \( \hat{\psi}_{P,n}^K \) from (5.3c), we have

\[
\psi_P^K(t_n) - \hat{\psi}_{P,n}^K = \sum_{j=1}^{n} \left( \int_{t_{j-1}}^{t_j} \varphi^K(t) \, dt - \tau \varphi^K(t_j) \right).
\]

These are quadrature errors. Under the regularity assumption (2.7) on the exact solution, we have \( \| \partial_t \varphi^K(t) \|_s \leq C \) by (1.2), (3.8a) and (5.6), and hence the individual quadrature errors can be estimated in the norm \( \| \cdot \|_s \) by \( C \tau^2 \).

**Lemma 5.9** (Local errors in \( v^K \) and \( w^K \)). Under the regularity assumption (2.7), we have, for \( \tau \leq t_n - t_0 \leq T \),

\[
\| u^K(t_n) - \hat{u}_n^K \|_s \leq C \tau \quad \text{and} \quad \| u^K(t_n) - \hat{w}_n^K \|_s \leq C \tau.
\]

**Proof.** By the definitions (5.3b) of \( \hat{\psi}_n^K \) and \( \hat{\psi}_{n}^K \), we have

\[
\begin{align*}
\psi^K(t_n) - \hat{\psi}_n^K &= (1 - \text{sinc}(\tau \Omega))(u^K(t_n) + I(\varphi^K_{I,n-1}^2)) + \frac{1}{2} \tau \text{sinc}(\frac{1}{2} \tau \Omega)^2 \hat{u}_n^K(t_n), \\
\hat{\psi}^K(t_n) - \hat{\psi}_n^K &= (1 - \text{sinc}(\frac{1}{2} \tau \Omega)^2) \hat{u}_n^K(t_n) \\
&\quad + (1 - \text{sinc}(\tau \Omega)) I(\text{Re}(\hat{\psi}^K_{I,n-1} + \hat{\psi}_{I,n-1}^2)).
\end{align*}
\]

Using that \( |1 - \text{sinc}(\xi)| \leq |\xi| \) and \( |1 - \text{sinc}(\frac{1}{2} \xi^2)| \leq |\xi| \), we get \( \| (1 - \text{sinc}(\tau \Omega)) v \|_s \leq \tau \| v \|_{s+1} \) and \( \| (1 - \text{sinc}(\frac{1}{2} \tau \Omega^2)) v \|_s \leq \tau \| v \|_{s+1} \), respectively. The claimed estimates of the differences thus follow from the regularity properties (5.6) and (5.7) and the algebra property (1.2) in combination with Lemma 2.1.

**Lemma 5.10** (Local error in \( \psi_P^K \)). Under the regularity assumption (2.7) and under the CFL condition (2.8), we have, for \( 0 \leq t_n - t_0 \leq T \),

\[
\| \psi_P^K(t_n) - \hat{\psi}_{P,n}^K \|_{s+2} \leq C \tau.
\]

**Proof.** For \( n = 0 \), we have \( \psi_P^K(t_0) = \hat{\psi}_{P,0}^K \) by definition. For \( n \geq 1 \), we write

\[
\begin{align*}
\theta^K(t_n) &= I(\varphi^K(t_n) + \psi_P^K(t_n) - u^K(t_n) \psi_P^K(t_n)), \\
\hat{\theta}_n^K &= I(\varphi^K(t_n) + \hat{\psi}_{P,n}^K - \hat{u}_n^K \phi(\tau \hat{\psi}_{P,n}^K) - \Omega^2 \psi_P^K).
\end{align*}
\]

With this notation, the error \( \psi_P^K(t_n) - \hat{\psi}_{P,n}^K \) with \( \psi_P^K \) from (3.8b) and \( \hat{\psi}_{P,n}^K \) from (5.3c) can be decomposed as

\[
\psi_P^K(t_n) - \hat{\psi}_{P,n}^K = (\Omega^2 + 1)^{-1} (\theta^K(t_n) - \hat{\theta}_n^K) + \left( (\Omega^2 + 1)^{-1} - (\Omega^2 \phi(\tau \Omega^2) + 1)^{-1} \right) \hat{\theta}_n^K.
\]

(a) We first consider the second term in this decomposition. From Lemma 2.1, the bounds (5.7) of Lemma 5.2, the bounds (5.6), the property (5.9) and the algebra property (1.2), we get \( \| \hat{\theta}_n^K \|_{s+2} \leq C \). By Lemma 3.1, this implies for the second term in the above decomposition that

\[
\left\| (\Omega^2 + 1)^{-1} - (\Omega^2 \phi(\tau \Omega^2) + 1)^{-1} \right\|_{s+2} \leq C \tau.
\]
(b) For the first term in the above decomposition, we use the property
\[ \| \phi(v) - 1 \|_s \leq \| v \|_s \| e^{\mathcal{O}v} \|_s, \quad v \in H^s, \]  
which follows from the exponential series and the algebra property (1.2), and we use the property
\[ \| e^{i\mathcal{O}t} v - v \|_s \leq \tau \| v \|_{s+2}, \quad v \in H^{s+2}, \]
which follows from \(|e^x - 1| = \int_0^x e^y \, dy \leq |x|\). Together with Lemmas 2.1, 5.8 and 5.9 and the bounds (5.6) and (5.7), this yields
\[ \| (\mathcal{O}^2 + 1)^{-1}(\theta^K(t_n) - \hat{\theta}_n^K) \|_{s+2} \leq C \| \theta^K(t_n) - \hat{\theta}_n^K \|_s \leq C \tau. \]
Putting the estimates of (a) and (b) together yields the claimed estimate. 

The local error bounds in the auxiliary variables \( \psi^K_n, \ u^K, \ w^K \) and \( \psi^K_\tau \) yield the following local error bounds in the main variables \( \varphi^K, \ u^K \) and \( \hat{u}^{\mathcal{O}}. \)

**Proposition 5.11** (Local error in \( \varphi^K \)). Under the regularity assumption (2.7), we have, for \( \tau \leq t_n - t_0 \leq T, \)
\[ \| \varphi^K(t_{n+1}) - \varphi^K_{n+1} \|_s \leq C \tau^2. \]

**Proof.** (a) We first consider \( \varphi^K_n \) given by (5.3a) and extract its dominant terms. We have
\[ \varphi^K_n = e^{-i\mathcal{O}t} I \left( \varphi^K(t_n) - \mathcal{O} \hat{\varphi}_n^K \right) \]
with
\[ \hat{\varphi}_n^K = \tau e^{-i\mathcal{O}t} I \left( \hat{\psi}_n^K \phi(-i\mathcal{O}) - 1 \right) \varphi^K(t_n) + \hat{\psi}_n^K \phi(-i\mathcal{O}) - 1 \right) \hat{\psi}_n^K. \]
The remainder \( \hat{\varphi}_n^K \) can be estimated with Lemma 2.1, the property (5.16) of the function \( \phi \), the algebra property (1.2) and the bounds (5.6) and (5.7). This yields
\[ \| \hat{\varphi}_n^K \|_s \leq C \tau^2. \]
(b) We next consider \( \varphi(t_{n+1}) \) as given by the variation-of-constants formula (5.15). We have
\[ \varphi^K(t_{n+1}) = e^{-i\mathcal{O}t} I \left( \varphi^K(t_n) - \mathcal{O} \hat{\varphi}_n^K \right) \]
with the quadrature error
\[ \tau^K_n = \int_0^t g^K(t) \, dt - \tau g^K(0), \]
where
\[ g^K(t) = e^{-i(\tau-t)\mathcal{O}^2} I \left( \hat{u}_n^K(t_n + t) + \hat{u}^{\mathcal{O}}(t_n + t) \right) \]
In order to bound this quadrature error, we have to bound the derivative \( \partial_t g^K \). For that purpose, we note that \( \| \partial_t \varphi^K \|_s \leq C \) by (3.8a), the algebra property (1.2) and the regularity property (5.6). In addition, we use that \( \| \partial_t \hat{u}^{\mathcal{O}} \|_s \leq C \) by (3.8a) and \( \| \partial_t \hat{\psi}_n^K \|_s \leq C \) by (3.8b). Using (5.6) and Lemma 2.1, this yields \( \| \partial_t g^K \|_s \leq C \), and hence
\[ \| \tau^K_n \|_s \leq C \tau^2. \]
(c) Subtracting the dominant terms (5.17) and (5.18), the claimed estimate follows from Lemmas 5.8 and 5.9 on the local errors in \( \psi^K_n, \varphi^K \) and \( w^K. \)
Proposition 5.12 (Local error in $u^K$ and $\dot{u}^K$). Under the regularity assumption (2.7) and the CFL condition (2.8), we have, for $0 \leq t_n - t_0 \leq T$,

$$
\| (u^K(t_{n+1}), \dot{u}^K(t_{n+1})) - (\hat{u}^K_{n+1}, \hat{\dot{u}}^K_{n+1}) \|_a \leq C\tau^2.
$$

Proof. (a) We first extract the dominant term of $(u(t_{n+1}), \dot{u}(t_{n+1}))$ as given by the variation-of-constants formula (5.15). Noting that

$$
-\int_0^\tau R(\tau - t) \left( \begin{array}{c} 0 \\ \Omega^2 v \end{array} \right) \, dt = (R(\tau) - 1) \left( \begin{array}{c} v \\ 0 \end{array} \right),
$$

we have

$$
\left( \begin{array}{c} u^K(t_{n+1}) \\ \dot{u}^K(t_{n+1}) \end{array} \right) = R(\tau) \left( \begin{array}{c} u^K(t_n) \\ \dot{u}^K(t_n) \end{array} \right) + (R(\tau) - 1) \left( \begin{array}{c} I(|\psi^K_P(t_n)|^2) \\ 0 \end{array} \right) + \left( \begin{array}{c} r^K_n \\ \hat{r}^K_n \end{array} \right)
$$

with

$$
\left( \begin{array}{c} r^K_n \\ \hat{r}^K_n \end{array} \right) = \int_0^\tau R(\tau - t) \left( \begin{array}{c} 0 \\ \Omega^2 |\psi^K_P(t_n)|^2 - |\psi^K_P(t_n + t)|^2 \end{array} \right) \, dt.
$$

We then use that

$$
\| \psi^K(t_n + t) - \psi^K_P(t_n) \|_{s+2} = \left\| \int_{t_n}^{t_n + t} \varphi^K(t') \, dt' \right\|_{s+2} \leq C|t|
$$

by $\psi^K = \psi^K_P$ and (5.6). From (1.2) and (5.6) and from Lemmas 2.1 and 4.5, we then get the bound

$$
\| (r^K, \hat{r}^K) \|_a \leq C\tau^2
$$

for the remainder in (5.19).

(b) We subtract the equation (5.3a) for $\hat{u}^K_{n+1}$ and $\hat{\dot{u}}^K_{n+1}$ from (5.19), which yields the error representation

$$
\left( \begin{array}{c} u^K(t_{n+1}) - \hat{u}^K_{n+1} \\ \dot{u}^K(t_{n+1}) - \hat{\dot{u}}^K_{n+1} \end{array} \right) = (R(\tau) - 1) \left( \begin{array}{c} v \\ 0 \end{array} \right) + \left( \begin{array}{c} r^K_n \\ \hat{r}^K_n \end{array} \right).
$$

with the error $v = I(|\psi^K_P(t_n)|^2 - |\psi^K_P(t_n + t)|^2)$ in $|\psi^K_P|^2$. The remainder $(r^K_n, \hat{r}^K_n)$ has been estimated already in (a). To estimate the part with $R(\tau) - 1$, we use (5.14) and $\|v\|_{s+2} \leq C\tau$ by the error bound of Lemma 5.10. Together with the above estimate of the remainder in (5.19), this implies the error bound of the lemma. \qed

As (3.9) is a two-term recursion, we also have to investigate the error of the starting approximation (3.9d) for $\varphi$.

Proposition 5.13 (Error of the starting approximation). Under the regularity assumption (2.7), we have

$$
\| \varphi^K(t_1) - \varphi^K_1 \|_a \leq C\tau.
$$

Proof. We start from the decomposition (note that $\varphi^K = \partial_t \psi^K$ and $\tau \varphi^K_1 = \psi^K_1 - \psi^K_0$)

$$
\tau(\varphi^K(t_1) - \varphi^K_1) = \left( \tau \varphi^K(t_1) - \int_0^\tau \varphi^K(t_0 + t) \, dt \right) + (\psi^K(t_1) - \psi^K_1).
$$

(5.20)
(a) The first term in the above decomposition is a quadrature error, which is bounded in the norm $\|\cdot\|_s$ by $C\tau^2$ since $\|\partial_t \psi^K\|_s \leq C$ by (1.2), (3.8a) and (5.6).

(b) As a preparation for estimating the second term in the decomposition (5.20), we show that

$$\|v^K_1 - u^K_0\|_s \leq C\tau.$$ 

The proof of this estimate is based on the decomposition

$$v^K_1 - u^K_0 = (v^K_1 - \hat{v^K}_1) + (\hat{v^K}_1 - u^K(t_1)) + (u^K(t_1) - u^K(t_0)).$$

The second term $\hat{v^K}_1 - u^K(t_1)$ in this decomposition can be estimated with Lemma 5.9, and the third term can be estimated using $u^K(t_1) - u^K(t_0) = \int_0^T \dot{u^K}(t)\,dt$ and (5.6). For the first term, we have

$$v^K_1 - \hat{v^K}_1 = \sin(\tau\Omega)(\hat{u^K}_1 - u^K(t_1)) - \frac{1}{2}\tau \sin(\frac{1}{2}\tau\Omega)^2 (\hat{u^K}_1 - \dot{u^K}(t_1))$$

since $\psi^K_{I,0} = \hat{\psi^K}_{I,0}$, $u^K_1 = \hat{u^K}_1$ and $\dot{u^K}_1 = \hat{\dot{u^K}}_1$. We thus get from Proposition 5.12 a bound for this first term, and finally the above estimate of $v^K - u^K_0$.

(c) With this preparation, we now consider the second term in the decomposition (5.20). We first extract the dominant parts of $\psi^K(t_1)$ and $\psi^K_1$. With the variation-of-constant formula for $\psi^K$ of (2.2), we get

$$\psi^K(t_1) = e^{-i\tau\Omega^2\mathcal{I}}\psi^K(t_0) - i\tau e^{-i\tau\Omega^2\mathcal{I}} (u^K(t_0)\psi^K(t_0) - \psi^K_0)$$

with the quadrature error

$$r^K_0 = \int_0^T e^{-i(\tau - t)\Omega^2\mathcal{I}} (u^K(t_0 + t)\psi^K(t_0 + t))\,dt - r\tau e^{-i\tau\Omega^2\mathcal{I}} (u^K(t_0)\psi^K(t_0)).$$

Using $\partial_t \psi^K = \varphi^K$ and the bounds (5.6), this quadrature error is seen to be bounded in the norm $\|\cdot\|_s$ by $C\tau^2$. On the other hand, we have for $\psi^K_1$ (see (3.9d))

$$\psi^K_1 = e^{-i\tau\Omega^2\mathcal{I}} (\psi^K_0 - i\tau u^K_0 \psi^K_0) - i\tau^{K}$$

with the remainder

$$r^K_0 = r\tau e^{-i\tau\Omega^2\mathcal{I}} (v^K_1 (\varphi(-i\tau u^K_1) - 1)\psi^K_0 + (v^K_1 - u^K_0)\psi^K_0).$$

By (2.5b), we have $\|v^K_1\|_s \leq C$, and hence the term $\varphi(-i\tau u^K_1) - 1$ in the above remainder can be estimated with (5.16). The term $v^K_1 - u^K_0$ has been estimated in (b). In this way we get

$$\|r^K_0\|_s \leq C\tau$$

by the bounds (5.6) (with $t = t_0$), the algebra property (1.2) and Lemma 2.1. As the extracted dominant parts of $\psi^K(t_1)$ in (5.21) and $\psi^K_1$ in (5.22) are identical by the choice of initial values (2.5c), we get the estimate as stated in the proposition. 

5.5 Proof of Theorem 2.3

We finally put the local error bounds of Section 5.4 and the stability estimates of Section 5.3 together to deduce the error bound of Theorem 2.3.
We start from the decomposition (5.2) and use Propositions 5.6 and 5.7 on the stability of the method and Propositions 5.11 and 5.12 on the local error. As long as the numerical solution satisfies the bounds (5.11), this yields for \( n \geq 1 \)
\[
e_n^{K+1} \leq (1 + C\tau)e_n^K + C\tau^2
\]
for the global error \( e_n^{K+1} \) of (5.10). For \( n = 0 \), we get \( e_0^K \leq C\tau \) from Propositions 5.7, 5.12 and 5.13 (recall that \( u_0^K = u^K(t_0) \), \( u_0^\prime = \dot{u}_0^K(t_0) \) and \( e_0^K = 0 \)). Solving this recursion yields the error bound
\[
e_{n+1}^K \leq C\tau.
\]
This error bound justifies that the regularity assumption (5.11) on the fully discrete solution also holds for \( n + 1 \) instead of \( n \). In fact, for sufficiently small \( \tau \) and \( 0 \leq t_{n+1} - t_0 \leq T \), the regularity (5.11) follows from the error bound and the bounds (5.6) on \( u^K \), \( \dot{u}^K \) and \( \varphi^K \).

To get the statement of Theorem 2.3, we have to translate the error bound in the new variables back to the original variables (2.2) and (2.5). This is done with Lemmas 5.5 and 5.10, which yield the error bound
\[
||\psi^K(t_n) - \psi_n^K||_{s+2} = ||\psi_P^K(t_n) - \psi_P^K(t_n)||_{s+2} \leq C(\tau + e_n^K) \leq C\tau.
\]
The proof of Theorem 2.3 is thus complete.

6 Examples

6.1 Numerical illustration of the error bound

We consider the Zakharov system (2.1) and its discretization by the Lie–Trotter splitting (2.5) in one space dimension \((d = 1)\). In order to illustrate the temporal error bound of Theorem 2.3, we choose initial values in such a way that
\[
\psi(t_0) \in H^{s+\sigma+2}, \quad u(t_0) \in H^{s+\sigma+1}, \quad \dot{u}(t_0) \in H^{s+\sigma}
\]
for \( s = 1 \) and \( \sigma = 2 \), but not for \( \sigma \geq 2.01 \). More precisely, we choose
\[
\psi(t_0) = w_5, \quad u(t_0) = w_4, \quad \dot{u}(t_0) = w_3,
\]
where
\[
w_{s'}(x) = \sum_{j \in \mathbb{Z}} \frac{2}{\max(|j|, 1)^{s'+0.51}} e^{ij \cdot x}, \quad s' \geq 0.
\]
With these initial values, we apply the method (2.5) with various time step-sizes and spatial discretization parameters. The temporal errors
\[
||\psi^K(t_n) - \psi_n^K||_{s+2}, \quad ||u^K(t_n) - u_n^K||_{s+1}, \quad ||\dot{u}^K(t_n) - \dot{u}_n^K||_s
\]
at time \( t_n = t_0 + \frac{1}{2} \) are plotted in Figure 1 versus the time step-size. A reference solution is computed using the standard fourth-order Runge–Kutta method with small step-size \( \tau = 10^{-7} \). As expected from Theorem 2.3, we observe first-order convergence under the CFL condition (2.8).
6.2 Direct estimates and loss of spatial regularity

We consider the numerical method in the original variables (2.5) and illustrate here, how direct estimates in these variables can lead to a loss of spatial regularity. In the following discussion, all mentioned bounds should hold and are supposed to hold uniformly in the spatial discretization parameter \( K \).

Assuming that \( \psi_{Kn} \) is bounded in \( H^{s+2} \), we get from equation (2.5a) for \( u_{Kn+1} \) and \( \dot{u}_{Kn+1} \) the desired stability estimate

\[
\| (u_{Kn+1}, \dot{u}_{Kn+1}) \|_{s'} \leq e^{C\tau} \| (u_{Kn}, \dot{u}_{Kn}) \|_{s'} + C\tau \| \psi_{Kn} \|_{s+2},
\]

but only for \( s' \leq s \) (for \( s' > s \), we would lose the factor \( \tau \) in front of \( \psi_{Kn} \)), see Lemma 4.5 and (5.14). This means, that we can estimate \( \psi_{n+2} \) given by (2.5b) only in \( H^{s+1} \). The equation (2.5a) for \( \psi_{n+2} \) then suggests, however, that also \( \psi_{n+2} \) can only be estimated in \( H^{s+1} \), see (5.9). We thus lose one order of the Sobolev space when compared to \( \psi_{n} \) (which is bounded in \( H^{s+2} \)). This is the formal loss of spatial derivatives, which occurs in this type of naive estimate.

As we have seen in Section 5, this loss of derivatives can be circumvented by estimating in the new variables (3.9) instead of the original variables (2.5) and by imposing the CFL condition (2.8).

6.3 Numerical loss of spatial regularity

We illustrate numerically that the formal loss of regularity in the numerical solution (2.5) described in the previous section is not just formal but is actually there, as soon as we don’t impose the CFL condition (2.8) (or use some additional filtering in the nonlinearity as it is done in [14]).
We use again the initial values (6.1) in dimension $d = 1$ such that $\psi^K_0 \in H^{s+\sigma+2}$, $u^K_0 \in H^{s+\sigma+1}$ and $\dot{u}^K_0 \in H^{s+\sigma}$ with $s + \sigma = 3$. We use a fixed spatial discretization parameter $K = 2^8$ and four different time step-sizes

$$\tau = 9.5 \cdot 10^{-5}, \quad \tau = 9.7 \cdot 10^{-5}, \quad \tau = 9.5 \cdot 10^{-6}, \quad \tau = 9.7 \cdot 10^{-4}.$$  

The first of these time step-sizes is slightly below the limit $\tau = 2\pi/K^2 \approx 9.5874 \cdot 10^{-5}$ of the CFL condition (2.8), while the second one is slightly above. The third time step-size is far below this limit and the fourth one far above.

In Figure 2, the absolute values of the Fourier coefficients $\psi^K_{n,j}$ of the numerical solution

$$\psi^K_n(x) = \sum_{j=-K}^{K-1} \psi^K_{n,j} e^{ij \cdot x}$$

at time $t_n \approx t_0 + 0.15$ are plotted versus $j$. If the CFL condition (2.8) does not hold, we observe an instability in high Fourier modes. More precisely, those Fourier modes are affected by an instability that violate the CFL condition, i.e., the modes $\psi^K_{n,j}$ with $\tau |j|^2 > 2\pi$. The reason for this behaviour becomes clear from the error analysis in Section 5: for these high Fourier modes, we can’t gain regularity of $\psi = \psi_P$ by means of Lemma 3.1.

In Figure 3, the evolution of the norms $\|\psi^K_n\|_{s+\sigma+2}$, $\|u^K_n\|_{s+\sigma+1}$ and $\|\dot{u}^K_n\|_{s+\sigma}$ along the numerical solution is plotted. We observe a significant growth if the CFL condition (2.8) is violated. This illustrates the loss of spatial regularity in this case and the need for the CFL condition to avoid it.
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![Figure 2: Absolute values of the Fourier coefficients of $\psi^K_n$ at time $t_n \approx 0.15$ for $K = 2^8$ and for four different time step-sizes $\tau$.](image)
Figure 3: $\|\psi^K_n\|_{s+\sigma+2}$ (solid), $\|\psi^K_n\|_{s+\sigma+1}$ (dashed) and $\|\dot{u}^K_n\|_{s+\sigma}$ (dotted) vs. $t_n$ for $K = 2^8$ and for four different time step-sizes $\tau$.
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