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Abstract
Surrogate models are used to alleviate the computational burden in engineering tasks, which require the repeated evaluation of computationally demanding models of physical systems, such as the efficient propagation of uncertainties. For models that show a strongly non-linear dependence on their input parameters, standard surrogate techniques, such as polynomial chaos expansion, are not sufficient to obtain an accurate representation of the original model response. It has been shown that for models with discontinuities or rational dependencies, for example, frequency response functions of dynamic systems, the use of a rational (Padé) approximation can significantly improve the approximation accuracy. In order to avoid overfitting issues in previously proposed standard least squares approaches, we introduce a sparse Bayesian learning approach to estimate the coefficients of the rational approximation. Therein the linearity in the numerator polynomial coefficients is exploited and the denominator polynomial coefficients as well as the problem hyperparameters are determined through type-II-maximum likelihood estimation. We apply a quasi-Newton gradient-descent algorithm to find the optimal denominator coefficients and derive the required gradients through application of CR-calculus. The method is applied to the frequency response functions of an algebraic frame structure model as well as that of an orthotropic plate finite element model.
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1 INTRODUCTION

In many engineering fields, mathematical models are used to describe the behavior of an engineering system. Typically, the model is defined by a set of differential equations, whose parameters define the characteristics of the system. Quantities of engineering interest, such as displacements or stresses, can be obtained through solving these governing differential equations. Commonly, the parameters in these models are assumed to be known and deterministic. However, often these parameters are not known with certainty. To account for this uncertainty, the model can be defined in a probabilistic setting, which leads to differential equations, whose coefficients are random variables. In many applications the aim of the
subsequent analysis is to identify the probabilistic description of the system response or a function thereof in order to, for example, assess the safety or serviceability of structural design. When a model includes a spatial dependency, typically, the spatial domain is discretized by a numerical method, often the finite element method. In this case, the problem reduces to a discrete finite element system with random inputs. For instance, the response quantity of interest could be the frequency response of a linear dynamic model of a structure with random structural parameters. Thereby, the input-output relationship between system response and input forces for each outcome of the random structural parameters can be described through frequency transfer functions.

A number of methods have been developed to solve the problem of quantifying the uncertainty in the model response. A straightforward approach is the Monte Carlo (MC) method. This method has the advantage that it only requires evaluations of the deterministic finite element system for a set of realizations of the random inputs and therefore can be coupled with black-box finite element solvers. Moreover, its efficiency does not depend on the number of random inputs. However, it suffers from slow convergence rates. Advanced sampling methods, such as quasi Monte Carlo methods are able to accelerate the convergence of crude Monte Carlo, but they still require a considerable number of model evaluations for convergence. The moments of the response can be approximated with perturbation approaches, which give accurate solutions at low uncertainty levels, for example, References 3 and 4. The full probabilistic structure of the response can be determined through application of the law of preservation of probability content, leading to the probability density evolution method.5,6

Rather than solving the problem directly, one may construct surrogate models that approximate the original, often computationally intensive model through a simple mathematical form, which is then used for uncertainty propagation. Examples of surrogate models are polynomial chaos expansions (PCE), Neumann series expansions and machine learning techniques such as neural networks and Gaussian process regression. Surrogate models based on PCE have been extensively applied in uncertainty quantification. They are based on projecting the model output onto the space spanned by a basis of multivariate polynomials that are orthogonal with respect to the input probability measure. For practical purposes, the theoretically infinite set of basis polynomials is truncated, based on a chosen scheme. Popular choices include the total degree truncation, hyperbolic truncation or interaction order truncation as discussed in Reference 12. The projection can be computed via stochastic Galerkin schemes, which require modification of existing deterministic solvers and are thus intrusive, or collocation-type methods, which are non-intrusive as they require only discrete evaluations of the model. They can thus be coupled with black-box deterministic solvers. Collocation-type methods estimate the coefficients of the expansion by numerical quadrature, interpolation or regression methods.

Despite their successful application, the above methods suffer from a factorial growth of the number of coefficients in the PCE in terms of the input dimensions and polynomial degrees. In particular, for interpolation and regression methods the number of required model evaluations is approximately proportional to the number of unknown coefficients. Hence, the computational cost of these methods then becomes prohibitive in problems with high dimensional inputs and strong nonlinearities. Several approaches to reduce the number of model evaluations for obtaining an accurate representation have been proposed in the context of PCEs. A popular approach is to find a subset of significant basis functions, that is, a sparse PCE representation, that are sufficient to describe the model output. We refer the reader to Reference 12 for a comprehensive overview over sparse PCEs. Adaptive strategies aim at finding the relevant terms in the set of basis functions, and thus a sparse PCE representation, through iteratively adding and deleting basis terms in the expansion. In Reference 17 a stepwise regression technique was proposed that retains only a small number of significant basis terms. A similar stepwise scheme was proposed in Reference 18. The stepwise regression procedure is further improved in Reference 19, wherein least angle regression is utilized for finding the significant terms in the basis. In Reference 20, a weighted l1-minimization approach is proposed in conjunction with non-adapted random sampling.

Another approach is to cast the regression problem in a Bayesian setting. The sparsity is imposed through a special sparsity-inducing prior structure. Therein, one assigns a prior distribution to the PCE coefficients and hyperpriors to the parameters of the prior distribution. For linear models with Gaussian priors, the posterior distribution of the coefficients can be obtained analytically conditional on the distribution hyperparameters. Usually it is not possible to obtain the full joint distribution of the PCE coefficients and the hyperparameters and thus, one resorts to choosing the hyperparameters which maximize the model evidence, that is, through solving a type-II-maximum likelihood estimation problem. The problem is thereby transformed to an optimization problem. Various ways to perform the optimization of the marginal likelihood have been proposed, for example, in References 21 and 26. In Reference 21, a sequential pruning approach is presented, wherein one starts from a full basis set and iteratively prunes basis terms based on their coefficient’s precision. In Reference 26, a fast marginal likelihood maximization that is based on subsequent addition and deletion of basis functions is proposed. The posterior distribution of the hyperparameters is finally approximated by a Dirac at the optimal
point. In Reference 27 a hybrid sparse Bayesian Learning approach is presented, combining PCE with kernel and kriging methods. In Reference 25 the joint posterior distribution of the PCE coefficients and hyperparameters is approximated through application of variational inference. Sparse Bayesian learning approaches have also been proposed for nonlinear models, for example, References 28 and 29. In Reference 28 a Bayesian learning approach in the context of finding a sparse set of parameters for a deep neural network is presented. A sparse Bayesian approach to the identification of nonlinear state space systems is presented in Reference 29.

Instead of reducing the number of basis terms in the PCE representation, another approach aims at finding a suitable lower dimensional input space on which one can construct the PCE representation. Through identifying a set of important input directions in the original input space, standard regression approaches can be applied, since the number of basis terms can be significantly reduced prior to computing the PCE coefficients. Several methods have been proposed to find a suitable lower-dimensional input space, for example, References 23 and 31.

For models that show discontinuities or a rational dependency in terms of the model parameters, the convergence of the PCE expansion becomes slow. In this case, it can be beneficial to resort to more suitable surrogate models, e.g., rational or Padé-type approximations, as proposed in References 32,34-36. A rational approximation is built from two polynomials, for example, PCEs, that are divided by each other. Through the rational dependency, a very accurate representation of the original model response can be achieved for models which depend on the input parameters in a rational manner. In Reference 32, the rational approximation was used to quantify the uncertainty in the response of complex fluid dynamic models with discontinuities. In the specific context of approximating frequency response functions (FRF) for dynamic models, it was shown in References 33 and 37 that the accuracy of standard PCE is poor and that spurious eigenfrequencies are introduced into the approximation. In order to circumvent the slow convergence of standard PCE in the context of surrogate modeling for FRFs, the use of rational approximations is proposed in References 34-36. The polynomial coefficients are either found through stochastic Galerkin or regression methods. Other surrogate models for FRFs have also been proposed in the literature. In Reference 38, a stochastic frequency transformation was introduced, based on which a sparse PCE representation of the FRFs can be found. In Reference 39, the authors present a multi-output Gaussian process model for uncertainty quantification of FRF models.

In the present contribution we propose a novel sparse Bayesian learning approach for rational approximations of complex-valued functions with real-valued random inputs. The considered rational approximation is built from two polynomial chaos expansions with complex coefficients. We make use of the fact that the model is linear in the numerator coefficients and find the posterior distribution of the numerator polynomial coefficients conditional on the denominator coefficients as well as the hyperparameters. Subsequently, we find the maximum a-posteriori (MAP) estimate of the denominator coefficients conditional on the hyperparameters. Since the denominator polynomial coefficients are complex-valued, we resort to the generalized CR-calculus to derive the gradient of the objective function that appears in the MAP estimation. Finally, an optimal set of hyperparameters is found through maximizing the model evidence, i.e., through a type-II-maximum likelihood estimation. We solve the problem in an iterative manner discarding (or pruning) all irrelevant terms until a convergent solution has been found. We test the proposed method in linear structural dynamics problems, where the system response is described in terms of the frequency response function.

The outline of the paper is as follows: First, a description of the rational approximation surrogate model is given and a recently introduced regression-based method for estimating its coefficients is reviewed in Section 2. In Section 3, the novel sparse Bayesian approach to learning the coefficients in the rational approximation is introduced. Section 4 presents a detailed numerical study on two models that investigates the performance of the proposed method. The first example investigates the approximation of the frequency domain response of a single degree of freedom frame structure, whereas the second example considers the response of the finite element model of a cross-laminated timber plate with orthotropic material behavior. The paper closes with the conclusions in Section 5.

2 | THE RATIONAL APPROXIMATION SURROGATE MODEL

2.1 | Model description

Consider a numerical model \(\mathcal{M}\) that maps from the \(d\)-dimensional real space to the space of complex numbers, that is, \(\mathcal{M} : \mathbb{R}^d \rightarrow \mathbb{C}\). The model \(\mathcal{M}\) can for example return the uncertain dynamic frequency domain response of a mechanical structure. \(\mathbf{X}\) is a random vector with outcome space \(\mathbb{R}^d\) and given joint probability density function, and models the uncertain input parameters of the numerical model. Then, \(Y = \mathcal{M}(\mathbf{X})\) is a random variable with outcome space \(\mathbb{C}\).
Without loss of generality, we assume that the random vector $\mathbf{X}$ follows the independent standard Gaussian distribution. If $\mathbf{X}$ follows a non-Gaussian distribution, it is possible to express $\mathbf{Y}$ as a function of an underlying independent standard Gaussian vector through an isoprobabilistic transformation. Let $P(\mathbf{X})$ and $Q(\mathbf{X})$ be truncated polynomial chaos representations, such that

$$P(\mathbf{X}; \mathbf{p}) = \sum_{i=0}^{n_p-1} p_i \Psi_i(\mathbf{X}),$$

$$Q(\mathbf{X}; \mathbf{q}) = \sum_{i=0}^{n_q-1} q_i \Psi_i(\mathbf{X}).$$

Here $\{p_i \in \mathbb{C}, i = 0, \ldots, n_p - 1\}$ and $\{q_i \in \mathbb{C}, i = 0, \ldots, n_q - 1\}$ are complex coefficients and $\Psi_i$ are the multivariate orthonormal (probabilist) Hermite polynomials. The set $\{\Psi_i, i = 0, \ldots, n\}$ are constructed through the $d$-fold tensorization of the univariate normalized Hermite polynomials, that is,

$$\Psi_\alpha = \prod_{i=1}^{d} \psi_\alpha(X_i),$$

In here, $\alpha \in \mathbb{N}^d$ denotes the index set of the corresponding multivariate polynomial. Two different truncation schemes are employed in this paper, the total degree and the hyperbolic truncation scheme. In the total degree truncation, we retain all polynomials with a total polynomial degree less than or equal to $m$, that is,

$$\sum_{i=1}^{d} \alpha_i \leq m,$$

whereas in the hyperbolic truncation, we retain all polynomials whose index set obeys

$$\left(\sum_{i=1}^{d} q_i^2\right)^{\frac{1}{q}} \leq m.$$  

For $q = 1$ the hyperbolic truncation results in the total degree truncation scheme. The resulting number of polynomial terms in the total degree truncation is $n = \binom{d+m}{m}$. The truncated set of multivariate polynomials is finally sorted in the lexicographic order. The truncation rules are separately applied to both, numerator and denominator polynomial, with maximum polynomial degrees $m_p$ and $m_q$ and truncation degrees $q_p$ and $q_q$. 

We define the rational approximation (RA) $R(\mathbf{X})$ obtained by taking the ratio of the two PCE representations of Equation (2):

$$R(\mathbf{X}; \mathbf{p}, \mathbf{q}) = \frac{P(\mathbf{X}; \mathbf{p})}{Q(\mathbf{X}; \mathbf{q})} = \frac{\sum_{i=0}^{n_p-1} p_i \Psi_i(\mathbf{X})}{\sum_{i=0}^{n_q-1} q_i \Psi_i(\mathbf{X})}.$$  

Stochastic collocation and Galerkin methods to determine the coefficients $\mathbf{p}$ and $\mathbf{q}$ in the expansions in Equation (6) have been presented in the literature. In the following we shortly present the least-squares approach as presented in Reference 35 as it provides a natural choice for the initial point in the later presented sparse Bayesian algorithm.

### 2.2 Least-squares approach for the rational approximation

In order to determine the unknown coefficients in Equation (6), a regression method is developed in Reference 35. In this approach the coefficients are found by minimization of the modified mean-square error $\tilde{\text{err}}$, defined as

$$\tilde{\text{err}} = \mathbb{E} \left[ |M(\mathbf{X})Q(\mathbf{X}) - P(\mathbf{X})|^2 \right].$$
As a solution to this problem can be found through applying singular value decomposition. The minimizer is the solution of the following homogeneous linear system of equations of dimensions \((n_p + n_q) \times (n_p + n_q)\)

\[
A \rho = 0.
\]

Here \(\rho = [p; q] \in \mathbb{C}^{(n_p + n_q)}\) is the vector of unknown coefficients and \(A \in \mathbb{C}^{(n_p + n_q) \times (n_p + n_q)}\) is defined as follows

\[
A = \begin{bmatrix}
\Psi_P^T \Psi_P & -\Psi_P^T \text{diag} (y) \Psi_Q \\
-\Psi_Q^T \text{diag} (\bar{y}) \Psi_P & \Psi_Q^T \text{diag} (y \circ \bar{y}) \Psi_Q
\end{bmatrix},
\]

where \(\text{diag} (\cdot)\) denotes the diagonal matrix whose diagonal entries are the elements of \(\cdot\), \(\circ\) denotes the Hadamard product and \(\bar{\cdot}\) denotes complex conjugation. Matrices \(\Psi_P \in \mathbb{R}^{N \times n_p}\) and \(\Psi_Q \in \mathbb{R}^{N \times n_q}\) have as \((i,j)\)-element \(\Psi_P(x_k)\) and vector \(y \in \mathbb{C}^N\) has as \(i\)-element the model evaluation \(\mathcal{M}(x_i)\). A non-trivial solution \(\rho \neq 0\) to the homogeneous system of Equation (9) can be found through the minimum-norm least-squares solution.

\[
\rho = \arg \min_{\hat{\rho} \in \mathbb{C}^{(n_p + n_q)}} \| \hat{\Lambda} \hat{\rho} \|_2 \text{ subject to } \| \hat{\rho} \|_2 = 1.
\]

A solution to this problem can be found through applying singular value decomposition.42

## 3 Sparse Bayesian Rational Approximation

The number of unknown coefficients in the rational model of Equation (6) increases fast with increasing input dimensionality and polynomial orders. For the case of the total degree truncation scheme of Equation (4), the number of terms in the polynomial expansions of the numerator and denominator polynomials \((n_p\) and \(n_q\), respectively) increase factorially with both the dimension and total polynomial order. If the size of the experimental design is small, the least-squares approach presented in Section 2.2 is prone to overfitting. This implies significant computational demands, especially in problems where the underlying numerical model \(\mathcal{M}\) is computationally intensive, as is often the case with finite element models. To circumvent this problem, we propose a Bayesian probabilistic approach for determining the coefficients in the rational approximation model in Equation (6), which we term sparse Bayesian rational approximation (SBRA). The goal is to enable identifying those numerator and denominator coefficients that have the highest contribution to the predictability of the rational approximation. The proposed approach is based on the formalism of Tipping,21 which is generalized to enable the treatment of rational polynomial models with complex-valued coefficients.

Our aim is to learn the coefficients of the rational approximation using a set of \(N\) observation pairs on input samples \(\{x_k, k = 1, \ldots, N\}\) of \(X\) and corresponding model evaluations \(\{y_k = \mathcal{M}(x_k), k = 1, \ldots, N\}\). In the following we exploit a Bayesian perspective and pose the problem in a probabilistic setting. We treat the coefficients in the RA as random variables and apply Bayes’ theorem:

\[
f(p, q | y) = c^{-1}_L L(p, q | y) f(p, q),
\]
where \( f(p, q|y) \) denotes the posterior distribution of the coefficients, \( L(p, q|y) \) denotes the likelihood function and \( f(p, q) \) the prior distribution of the coefficients. The value \( c_E \) is the normalization factor and is known as the model evidence. In order to derive the likelihood function \( L(p, q|y) \propto f(y|p, q) \), we adopt the following additive error model

\[
y_k = R(x_k; p, q) + \epsilon_k,
\]

where \( \epsilon_k \) denotes the additive error for the \( k \)th observation. We model the errors as random variables following a multivariate proper zero-mean complex Gaussian distribution, that is, \( f(\epsilon) = \mathcal{CN}(0, \beta^{-1}I_N, 0) \). The complex normal distribution is defined in Appendix B.1. Through this assumption, the complementary covariance matrix \( \bar{\Sigma}_{\epsilon\epsilon} \), as defined in Equation (B6), is zero and thus the real and imaginary parts of \( \epsilon \) are uncorrelated and share the same covariance matrix. \( \beta \) defines the error precision, that is, \( \beta = \text{Var}[\epsilon_k]^{-1} \), which is common to all errors \( \epsilon_k, k = 1, \ldots, N \). An illustration of the error model can be found in Figure 1.

Under the above assumptions, the likelihood reads

\[
L(p, q|y) = \beta^N \exp\{-\beta(y - r(x; p, q))^H(y - r(x; p, q))\},
\]

where \( r(x; p, q) = \text{diag}(\Psi_q q)^{-1} \Psi_p p \in \mathbb{C}^N \) has as \( i \)-element the surrogate model evaluation \( R(x_i; p, q) \) and \( \Psi_p \) and \( \Psi_q \) are defined in 2.2.

The prior distributions for both sets of coefficients are modeled as zero mean complex proper Gaussian distributions, that is,

\[
\begin{align*}
f(p|\alpha_p) &= \mathcal{CN}(p_i|0, \Lambda_{pp}^{-1}, 0), \\
f(q|\alpha_q) &= \mathcal{CN}(q_i|0, \Lambda_{qq}^{-1}, 0).
\end{align*}
\]

where \( \Lambda_{pp} = \text{diag} \alpha_p \) and \( \Lambda_{qq} = \text{diag} \alpha_q \) constitute the precision matrices and \( \alpha_p = [\alpha_{p,1}; \ldots; \alpha_{p,n_p}] \) and \( \alpha_q = [\alpha_{q,1}; \ldots; \alpha_{q,n_q}] \) are vectors containing the \( n_p \) and \( n_q \) hyperparameters (precisions) for each of the marginal prior distributions of the \( n_p \) and \( n_q \) coefficients in the expansion of the rational model. We assume independence between the individual hyperparameters. Following,\(^{21,43}\) we specify hyperpriors over \( \alpha_p \) and \( \alpha_q \) as well as over the error precision \( \beta \).

![Figure 1](image-url)  
**Figure 1** Illustration of the model error in the complex plane that is defined to derive the likelihood function. We assume an additive error \( \epsilon_k \) between the original model response \( M(x_k) \) and the rational approximation \( R(x_k) \). The error is assumed to be complex normally distributed. Under the stated assumptions, this will render the distribution of the data point \( y_k \) given the parameters of the rational model, \( p \) and \( q \), to be rotationally symmetric in the complex plane around the surrogate model evaluation \( R(x_k; p, q) \).
A suitable choice for these hyperpriors are Gamma distributions, that is,

\[
f(\alpha_p|a, b) = \prod_{i=1}^{n_p} \mathcal{G}(\alpha_{p,i}|a, b), \quad (17)
\]

\[
f(\alpha_q|a, b) = \prod_{i=1}^{n_q} \mathcal{G}(\alpha_{q,i}|a, b), \quad (18)
\]

\[
f(\beta|c, d) = \mathcal{G}(\beta|c, d). \quad (19)
\]

The definition of the Gamma distribution is given in Appendix B.2. In the remainder of this work, we set \(a = b = c = d = 0\), which renders the hyperparameters to be improperly uniformly distributed over the log-space (cf. Reference 21). Following Reference 21, this hierarchical prior is expected to induce sparsity in the numerator and denominator coefficients. The hierarchical Bayesian structure is depicted in Figure 2.

In contrast to linear models, for the rational model, no closed-form solution for the joint posterior distribution of the coefficients \(p\) and \(q\) is available. We therefore resort to the following iterative approach, in which we make use of the linearity with respect to the numerator coefficients \(p\). First, the posterior distribution of the numerator coefficients \(p\) conditional on the denominator coefficients as well as the hyperparameters \(\alpha_p\) and \(\beta\) is computed analytically; due to the self-conjugacy of the complex normal distribution, the posterior distribution of \(p\) is complex normal, that is, it takes the following form\(^{44}\):

\[
f(p|y, q, \alpha_p, \beta) = \frac{1}{\pi^n \det \Sigma} \exp\left\{ (p - \mu)^H \Sigma^{-1} (p - \mu) \right\}, \quad (20)
\]

with the posterior covariance matrix

\[
\Sigma = (\Lambda_{pp} + \beta \mathbf{\Psi}^H \mathbf{\Psi})^{-1}, \quad (21)
\]

and the posterior mean

\[
\mu = \beta \mathbf{\Psi}^H \mathbf{y}. \quad (22)
\]

In here, \(\mathbf{\Psi} = \text{diag}(\mathbf{\Psi}_Q)\mathbf{\Psi}_p\) and \((\cdot)^H\) denotes the Hermitian transpose. We note that the posterior distribution of \(p\) is also a proper complex Normal distribution, that is, \(\Sigma_{pp} = 0\). The marginal evidence, \(f(y|q, \alpha_p, \beta)\), is obtained in closed-form and reads\(^{44}\):

\[
f(y|q, \alpha_p, \beta) = \frac{1}{\pi^N \det \left( \beta^{-1} \mathbf{I} + \mathbf{\Psi} \Lambda_{pp}^{-1} \mathbf{\Psi}^H \right)} \exp\left\{ -y^H \left( \beta^{-1} \mathbf{I} + \mathbf{\Psi} \Lambda_{pp}^{-1} \mathbf{\Psi}^H \right)^{-1} y \right\}. \quad (23)
\]

**FIGURE 2** Illustration of the hierarchical Bayesian model. Based on the error formulation in Equation (13) and the assumption of complex-normally distributed errors, the data conditional on the coefficients \(p\) and \(q\), that is, the likelihood, will follow a complex normal distribution. The coefficients \(p\) and \(q\) are also complex-valued and assigned complex normal distributions, which are again conditional on a set of hyperparameters. The hyperparameters in the likelihood and the prior distributions, the precisions \(\beta, \alpha_p\) and \(\alpha_q\), are real-valued and modeled through Gamma distributions. Finally, we set \(a = b = c = d = 0\), which renders the distributions of the hyperparameters to be uniformly distributed over the log-scale.
Based on Equation (23), we find the maximum a-posteriori (MAP) estimate for the denominator coefficients, \( \mathbf{q}^* \), conditional on the hyperparameters, through solving the following optimization problem

\[
\mathbf{q}^* = \arg \max_{\mathbf{q} \in \mathbb{C}^n} f(\mathbf{y}|\mathbf{q}, \alpha_p, \beta) f(\mathbf{q}|\alpha_q). \tag{24}
\]

Based on \( \mathbf{q}^* \), we can compute the mean vector \( \mathbf{\mu} \) and covariance matrix \( \mathbf{\Sigma} \) of the numerator coefficients, which fully define the Gaussian distribution. We employ a Dirac approximation of the posterior distribution of \( \mathbf{q} \) at the MAP estimate, i.e.,

\[
f(\mathbf{q}|\mathbf{y}, \alpha_q, \beta) \approx \delta(\mathbf{q} - \mathbf{q}^*),
\]

which gives the following approximation for the evidence conditional on the hyperparameters,

\[
f(\mathbf{y}|\alpha_p, \alpha_q, \beta) \approx f(\mathbf{y}|\mathbf{q}^*, \alpha_p, \beta) f(\mathbf{q}^*|\alpha_q). \tag{25}
\]

Subsequently, we maximize the model evidence over the remaining hyperparameters, which is also known as type-II maximum likelihood,

\[
[\alpha_p^*, \alpha_q^*, \beta^*] = \arg \max_{[\alpha_p, \alpha_q, \beta]} f(\mathbf{y}|\mathbf{q}^*, \alpha_p, \beta) f(\mathbf{q}^*|\alpha_q), \tag{26}
\]

in order to find an optimal set of hyperparameters. In the following, we explicitly write out the resulting expressions in the above steps.

In order to find the MAP estimate of \( \mathbf{q} \), we maximize the log of the objective function in Equation (24), which inserting Equations (23) and (16) into Equation (24) and taking the logarithm results in

\[
\mathbf{q}^* = \arg \max_{\mathbf{q} \in \mathbb{C}^n} \left[ \ln \det \mathbf{\Sigma} - \beta \mathbf{y}^H (\mathbf{y} - \mathbf{\Psi} \mathbf{\mu}) - \mathbf{q}^H \mathbf{\Lambda}_{qq} \mathbf{q} \right]. \tag{27}
\]

Equation (27) is a nonlinear optimization problem in complex variables. In the objective function, three terms appear. The first term is \( \ln \det \mathbf{\Sigma} \), that is, the log-determinant of the posterior covariance matrix of the numerator coefficients, conditional on the denominator coefficients, wherein the denominator coefficients enter through the matrix \( \mathbf{\Psi} \). The second term \( -\beta \mathbf{y}^H (\mathbf{y} - \mathbf{\Psi} \mathbf{\mu}) \) includes the model prediction error and penalizes the misfit between the RA and the data points. The third term \( -\mathbf{q}^H \mathbf{\Lambda}_{qq} \mathbf{q} \) can be interpreted as the sum of the square-magnitude of the denominator coefficients and thus penalizes the coefficients’ magnitude. In order to find a minimum, we resort to a gradient based maximization technique. Since \( f(\mathbf{y}|\mathbf{q}, \alpha_p, \beta) f(\mathbf{q}|\alpha_q) \) is the product of two probability density functions (PDFs), it is real-valued and thus a necessary condition for the objective function in Equation (27) to take a maximum is given by

\[
\frac{\partial}{\partial \mathbf{q}} \left[ \ln \det \mathbf{\Sigma} - \beta \mathbf{y}^H (\mathbf{y} - \mathbf{\Psi} \mathbf{\mu}) - \mathbf{q}^H \mathbf{\Lambda}_{qq} \mathbf{q} \right] = 0, \tag{28}
\]

where \( \frac{\partial}{\partial \mathbf{q}} \) denotes the generalized (or Wirtinger) derivative with respect to the complex conjugate of the denominator coefficients \( \mathbf{q} \), denoted as the conjugate cogradient. The definition of the generalized derivatives can be found in References 45 and 46. In Equation (28), it is sufficient to consider only the conjugate cogradient, since the objective function is real-valued. In this case it holds \( \frac{\partial}{\partial \mathbf{q}} = \frac{\partial}{\partial \overline{\mathbf{q}}} \). In order to solve Equation (27), we employ a Quasi-Newton method and use a limited memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm, provided by Sorber et al.47 Details about the algorithm can be found in Reference 48. The algorithm uses a quasi-Newton step to update an approximation of the Hessian matrix of the problem in each iteration. We use the available line-search algorithm in the implementation by Sorber et al.47 In the scope of this work, we also solved the optimization problem with other gradient-based methods, such as a symmetric rank one conjugate gradient and nonlinear conjugate gradient algorithm, also available in Reference 47. It was found, however, that for the investigated problems, the L-BFGS algorithm appears to be the most robust algorithm.

The quasi-Newton method requires the derivatives of the objective function with respect to the conjugate denominator coefficients. The derivative of the log-objective with respect to the \( i \)th conjugate denominator coefficient \( \overline{\mathbf{q}}_i \) can be found analytically and reads

\[
\frac{\partial}{\partial \overline{\mathbf{q}}_i} \left[ \ln \det \mathbf{\Sigma} - \beta \mathbf{y}^H (\mathbf{y} - \mathbf{\Psi} \mathbf{\mu}) - \mathbf{q}^H \mathbf{\Lambda}_{qq} \mathbf{q} \right] = -\text{tr} \{ \Gamma_i \mathbf{\Psi} \} - \beta \mathbf{y}^H \mathbf{\Psi} (\Gamma_i (\mathbf{\Psi} \mathbf{\mu} - \mathbf{y}) - \alpha_{qi} \mathbf{q}_i). \tag{29}
\]
The matrix $\Gamma_i$ is given by $\Gamma_i = \beta \Sigma_p^T \Xi_i$, where $\Xi_i$ is defined in Equation (C4). The full derivation of the partial derivatives with respect to the conjugate denominator coefficients is given in Appendix C. Once $q^*$ is known, we can write Equation (26) as

$$[\alpha_p^*, \alpha_q^*, \beta^*] = \arg \max_{[\alpha_p, \alpha_q, \beta]} \left[ \ln \det \Sigma + N \ln \beta + \ln \det \Lambda_{pp} + \ln \det \Lambda_{qq} - \beta y^H (y - \Psi \mu) - q^{*H} \Lambda_{qq} q^* \right].$$

(30)

It should be noted that $q^*$ also enters $\Sigma$ and $\mu$ via Equations (21) and (22).

Again, we investigate the terms appearing in Equation (30) in more detail. The first four terms in Equation (30) enter positively in the objective function. While an interpretation of $\ln \det \Sigma$ is not straightforward, the other three terms simply add the logarithm of the hyperparameters $\beta$, $\alpha_p$, and $\alpha_q$. Thus the value of the objective function is increased with increasing hyperparameters. On the other hand, the last two terms enter negatively in the objective function, where again, $-\beta y^H (y - \Psi \mu)$ penalizes the misfit between the data and the RA, and the last term penalizes the quadratic form in $q$. The derivatives of the log-objective function with respect to the hyperparameters can be found in Appendices D, E, and F. The update rules for all three hyperparameters read

$$\alpha_{p,i} = \frac{1}{\Sigma_{ii} + |\mu_i|^2},$$

(31)

$$\alpha_{q,i} = \frac{1}{|q^*_i|^2},$$

(32)

$$\beta = \frac{N}{\|y - \Psi \mu\|^2 + \text{tr} (\Sigma \Psi^H \Psi)},$$

(33)

where $\Sigma_{ii}$ denotes the $i$th diagonal entry of the posterior covariance matrix $\Sigma$ and $\mu_i$ denotes the $i$th entry of posterior mean vector $\mu$. The result in Equations (31) and (33) are in close resemblance with the results for real-valued, linear Gaussian models in Reference 21. We note that the update rule for the denominator precisions solely depends on the corresponding coefficient magnitude. Furthermore, we observe that the quadratic form in Equation (30), $q^{*H} \Lambda_{qq} q^*$, returns the number of selected denominator coefficients under the derived update rule in Equation (32),

$$q^{*H} \Lambda_{qq} q^* = \sum_{i=1}^{n_q} \alpha_{q,i} |q^*_i|^2 = \sum_{i=1}^{n_q} 1 = n_q.$$  

(34)

This term acts as a regularizer that penalizes the number of polynomial terms in the denominator polynomials and leads to a sparse solution. Following Reference 21, after each update step, we prune the numerator and denominator basis terms from the expansions if they exceed a certain pruning threshold $\alpha_{\text{max},p}$ or $\alpha_{\text{max},q}$. The procedure of subsequent estimation of the MAP-parameters and pruning is repeated until convergence or after the maximum number of iteration steps has been reached. To check convergence, we monitor both the maximum change in the logarithm of all coefficient precisions, i.e., $\max \{ \Delta \log \alpha_p, \Delta \log \alpha_q \}$ and the change in the logarithm of the likelihood precision $\Delta \log \beta$. We terminate the algorithm once both values fall below a pre-defined threshold. From our experience, the likelihood precision convergences faster than the coefficient precisions. Finally, a sparse set of coefficients for the numerator and denominator polynomials is obtained.

It was observed in some of the numerical investigations that the magnitude of the coefficients of the rational approximation becomes very small and thus the precisions become very large. The reason for this is the fact that the numerator and denominator coefficients can be arbitrarily scaled by the same complex number, without altering the rational model output. Therefore, the coefficients in the expansions can be made arbitrarily small. Due to the prescribed preference for small coefficients that is encoded in the prior distribution, it can happen that the algorithm results in coefficients of very small magnitude. Since our pruning rule is indirectly based on the denominator coefficient magnitude this can cause pruning of all terms. We normalize the denominator coefficients after each update in order to avoid this behavior through dividing them with the classical $k$-norm $\|q\|_k$. In our numerical investigations we investigated using $k = 2$ and $k = \infty$, which results in the maximum absolute coefficient. Both approaches lead to meaningful results.

The full algorithm is summarized in Algorithm 1. We use the least-squares solution in Section 2.2 as the initial coefficients for the algorithm. Alternatively, the coefficients could be randomly sampled from the prior complex Gaussian distribution.
Algorithm 1. Sparse Bayesian rational approximation

Require: The maximum number of iterations, \( i_{\text{max}} \), the tolerances for the convergence criteria \( \varepsilon_\alpha \) and \( \varepsilon_\beta \), the pruning thresholds \( \alpha_{p,\text{max}} \) and \( \alpha_{q,\text{max}} \), the initial coefficients \( p_{\text{init}} \) and \( q_{\text{init}} \), \( k \) used in \( k \)-normalization of \( q \)

while do \( i < i_{\text{max}} \land (\max(\Delta \log \alpha) > \varepsilon_\alpha \lor \Delta \log \beta > \varepsilon_\beta) \)

Find useful numerator weights \( p_i \) with \( \alpha_{p,i} \) lower than threshold \( \alpha_{p,\text{max}} \), prune all other basis functions.

Update denominator coefficients \( q \) with normalized MAP-estimate, \( q \leftarrow q^* \cdot \|q^*\|^{-1}_k \) by solving Equation (24).

Find useful denominator coefficients \( q_i \) with \( \alpha_{q,i} \) lower than threshold \( \alpha_{q,\text{max}} \), prune all other basis functions.

Update posterior mean and covariance for numerator coefficients, \( p \leftarrow \mu(q^*) \), \( \Sigma \leftarrow \Sigma(q^*) \) using Equations (21) and (22).

Update \( \alpha_p, \alpha_q \) and \( \beta \) using the update rules in Equations (31), (32) and (33)

\( \Delta \log \alpha_{\text{max},i} \leftarrow \Delta \log \alpha_{\text{max},i+1} \)

end while

return Retained coefficients \( p \) and \( q \)

4 | NUMERICAL EXAMPLES

In this Section the performance of the proposed sparse Bayesian rational approximation is investigated on the basis of two numerical examples. The first example is a simple algebraic frequency response function model of a single degree of freedom shear frame structure with seven input variables. The second example is the frequency response function of a cross-laminated timber plate with eleven input variables, which is obtained from a finite element model. In both cases the experimental design is generated with Latin hypercube sampling (LHS). We assess the approximation accuracy of the SBRA based on the relative empirical error as defined in Appendix A.

4.1 | Algebraic model: Frequency response of a shear frame structure

For the following section, the frequency response function of a shear frame, relating the girder displacement \( u(t) \) to the base displacements \( u_b(t) \), is considered. The system is illustrated in Figure 3. We follow a standard modeling approach and consider that the stiffness of the system is solely contributed by the columns, while the columns’ masses are neglected. Furthermore the girder is assumed to be rigid, such that left and right column displacements are equal. Then, the system can be considered as a single degree of freedom system and the stiffness of the structure is given by \( k = 24EI_c h^{-3} \), where \( EI_c \) is the bending stiffness of one column, and \( h \) is the story height. The system mass is \( m = \rho A_g l \), where \( \rho \), \( A_g \) and \( l \) are the girder density, cross-sectional area and length, respectively. Then, the frequency response function \( \tilde{h} \) is given by

\[
\tilde{h} : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{C}
\]

\[
\omega \times \mathbf{x} \mapsto \frac{\omega^2}{\omega_n^2 - \omega^2 + i \eta \text{sgn}(\omega) \omega_n^2 \cdot \omega_n^2 - \omega^2} .
\]

\( (35) \)

**FIGURE 3** Sketch of the frame structure. It is parameterized by the column's Young's modulus \( E_c \), the column's inertial moment \( I_c \), the girder's mass density \( \rho_c \), the girder's cross section \( A_g \), the column's height \( h \) and the girder's length \( l \) as well as the overall system loss factor \( \eta \).
In there, \( \omega_n = \sqrt{\frac{k}{m}} \) is the natural frequency of the system, \( \eta \) is the frequency-independent loss factor of the system and \( \text{sgn}() \) denotes the signum-function. The random vector \( \mathbf{X} \) collects all parameters of the model, that is,

\[
\mathbf{X} = [E, I_c, h, \rho, A_g, l, \eta] .
\]

(36)

The parameters are assumed to be independent and lognormally distributed. The individual mean values and coefficients of variation are given in Table 1. The nominal eigenfrequency, based on the mean values of the input parameters is \( \omega_n = 34.5 \text{ rad Hz} \), or equivalently \( f_n = 5.5 \text{ Hz} \). The nominal transfer function, based on the mean parameter values, is depicted in Figure 4A. One can clearly observe the rational dependency on the frequency. The imaginary part of the transfer function is significantly non-zero only in the immediate vicinity of the nominal eigenfrequency. Despite the fact that the model output cannot be visualized over the input space, since all parameters enter in the denominator of the transfer function, a similar rational dependency can be expected.

The model is investigated for the frequency \( f = 5.1 \text{ Hz} \). Figure 4B depicts the joint PDF of the real and imaginary part of the model response. The PDF is obtained through kernel density estimation, based on \( 10^5 \) samples from the input random variables. One can observe that the PDF exhibits a clear bi-modality. We use a pruning threshold of \( a_{\text{max}} = 10^6 \) in this section. Different pruning thresholds have been investigated in an initial study, which showed that

| Parameter                          | Mean value          | Coefficient of variation |
|------------------------------------|---------------------|--------------------------|
| Columns’ Young’s modulus \( E \)   | \( 3 \cdot 10^{10} \frac{N}{m^2} \) | 0.1                      |
| Columns’ moment of inertia \( I_c \)| \( \frac{\pi}{64} \frac{m^4}{N} \) | 0.1                      |
| Columns’ height \( h \)            | 4 m                 | 0.1                      |
| Girder’s density \( \rho \)        | \( 2.5 \cdot 10^3 \frac{kg}{m^3} \) | 0.05                     |
| Girder’s cross-sectional area \( A_g \)| \( 0.3 \cdot 0.5 \text{ m} \) | 0.1                      |
| Girder’s length \( l \)            | 10 m                | 0.1                      |
| Loss Factor \( \eta \)             | 0.04                | 0.3                      |

Table 1  Frame structure’s distribution parameter values

**FIGURE 4** Illustration of the share frame model response. (A) Real (Re\( \tilde{h} \)) and imaginary part (Im\( \tilde{h} \)) of the transfer function evaluated for the nominal input parameters. The dashed lines depict the projection in the real and imaginary axis, respectively. (B) Estimate of the joint probability density function of the real and imaginary part of the frame model response obtained through kernel density estimation based on a set of \( 10^5 \) samples.
TABLE 2 Surrogate parameters in frame model

| Parameter                          | Case 1 | Case 2 | Case 3 |
|------------------------------------|--------|--------|--------|
| Maximum polynomial degrees         | $m_p = m_q$ | 10     | 5      | 3      |
| Hyperbolic truncation parameter    | $q_p = q_q$ | 0.5    | 0.7    | 1      |
| Number of polynomial terms         | $N_p = N_q$ | 316    | 197    | 120    |
| Number of samples                  | $N$    | [120, 60, ... , 660] | [80, 40, ... , 400] | [30, 30, ... , 240] |

$a_{\text{max}} \in [10^6, 10^9]$ leads to similar performance for the investigated problems. Furthermore, three different basis sets are investigated:

- Case 1: Maximum polynomial degrees $m_p = m_q = 10$, and truncation degrees $q_p = q_q = 0.5$,
- Case 2: Maximum polynomial degrees $m_p = m_q = 5$ and truncation degrees $q_p = q_q = 0.7$,
- Case 3: Maximum polynomial degrees $m_p = m_q = 3$ and truncation degrees $q_p = q_q = 1$.

The total numbers of polynomial terms are $N_{\text{pol}} = 632$, $N_{\text{pol}} = 394$ and $N_{\text{pol}} = 240$ for the first, second and third case, respectively. We investigate the performance of the method for different experimental design sizes and therefore choose $N$ from 80 to 440 in steps of 40 for the first case, $N$ from 30 to 270 in steps of 30 for the second case and $N$ from 30 to 240 in steps of 30 for the third case. Thus, for the largest number of samples in the experimental design, we approximately have as many samples as unknowns in the problem for the three cases. The parameters used in the construction of the surrogate model are summarized in Table 2. In Figure 5 we depict the relative empirical error in terms of the number of samples in the experimental design for each of the three basis sets. The analysis is repeated 50 times and the results are summarized in form of a box plot. Furthermore, the median relative empirical error of the least-squares solution, as presented in Section 2.2, is plotted. It can be observed that the sparse Bayesian approach always gives lower errors in median than the least-squares approach whenever the number of samples is smaller than the number of basis terms. For each of the basis sets, we observe a strong decrease in the error measure with increasing sample size. The lowest median relative empirical errors occur for the largest number of samples in each case. We note that the decrease is not monotonic for the cases 1 and 2. While the difference between the least-squares and the SBRA error measure is rather small for a very low number of samples, the difference in the error measure is significant whenever the sample size is around 40% of the number of polynomial terms. A difference of around 3 orders of magnitude in median between the least-squares and the SBRA solution can be observed in this case. The median relative empirical error tends toward around $10^{-4}$ for increasing sample size in all cases. While a basis set with low-degree polynomials appears to be sufficient for the present model, the SBRA is nevertheless able to extract the relevant basis functions for basis sets with larger polynomial degree. Furthermore, in case 1, the error decreases fast for increasing $N$ and then ranges in the order of $10^{-4}$, while for the other two cases, the error decreases more steadily for increasing $N$. When the number of data points is larger than the number of polynomial terms, the least-squares solution yields lower errors compared to the sparse Bayesian approach. Since we are mainly interested in the low-data case, we do not further compare both methods for larger $N$.

In Figure 6, we compare the median relative empirical errors for the three basis sets. Furthermore, we additionally evaluate the errors using random initial points for the RA coefficients. We observe that when using a very small sample size, the solution based on the smallest basis set yields the lowest relative empirical error. However, for all three basis sets we achieve a significant decrease in the relative empirical error with increasing $N$. The figure highlights the ability of the proposed SBRA to identify the important basis functions even among polynomials with high degree. We furthermore observe that the small increase in the relative empirical error for cases 1 and 2 around $N = 600$ and $N = 360$, respectively, is only present when we use the least squares solution as initial points. We conclude that for medium sample sizes it might be advantageous to use a different initial point. In contrast, for the low sample sizes, using the least squares solution as initial point, we obtain lower errors for cases 2 and 3. In practice, we suggest to run the algorithm with different initial points to increase the robustness of the method and choose the model with the lowest error. If no test set is available on can estimate the error based on cross-validation, see, for example, Reference 49.

In Figure 7, we depict the degree of sparsity for case 2 in terms of the number of samples for two different initial points. The results in Figure 7A are based on the least-squares coefficients, while the results in Figure 7B are based on a random
Figure 5. Survey on the relative empirical error of the sparse rational approximation applied to the frame model for varying numbers of samples in the experimental design. The boxplot depicts the interquartile range (IQR), defined by the 25%- and 75%-quantiles $q_1$ and $q_3$ as blue boxes (□), together with the median as black marker (●) as well as the full blue line (—). Blue circles (○) denote outliers in the errors. Small horizontal shifts in the outliers are only for better readability. The blue vertical lines show the range of all data points except the outliers. Outliers are defined as all samples that are larger than $q_3 + 1.5IQR$ or lower than $q_1 - 1.5IQR$. Furthermore, the median relative empirical error of the least-squares solution is given (○ ○). The analysis is based on 50 different experimental designs. (A) Case 1: $m_p = m_q = 10$, and $q_p = q_q = 0.5$. (B) Case 2: $m_p = m_q = 5$ and $q_p = q_q = 0.7$. (C) Case 3: $m_p = m_q = 3$ and $q_p = q_q = 1$.
Sample.

The degree of sparsity is defined as the ratio of the number of retained basis terms and the total number of basis terms. We evaluate the overall, total degree of sparsity, as well as the individual degrees of sparsity for the numerator and denominator separately. In general, less than 40% of terms are retained in the rational model on average. The degree of sparsity is slightly lower in the denominator polynomial for the least-squares initial point and almost the same for the random initial point. In Figure 7A we observe a slight increase in the degree of sparsity for $N = 360$ that we already observed in the relative empirical error. For the random initial point, the degree of sparsity is almost constant for all considered sample sizes.

Furthermore, we evaluate the marginal PDFs of the real part of the FRF for case 2 based on the test set and depict the results for the sample sizes $N = \{80, 160, 240\}$ in Figure 8. The depicted PDFs are averages based on the 50 repeated LHS experimental designs. For each experimental design, the PDFs are based on $N_t = 10^5$ test set samples and obtained by kernel density estimation using the surrogate model. The reference solution is obtained by evaluating the model in Equation (35) for the test set samples. In addition to the average PDFs, the 90%-credible intervals are depicted. From
the results for the three different sample sizes, it can be observed that the SBRA is able to capture the bi-modality in the real part of the model response accurately already for a low number of samples. Furthermore, the credible interval becomes very narrow from \( N = 160 \) on, which shows that the model is able to reliably reproduce the density of the model response even for low sample sizes. It can be observed that this is not the case for the approximation based on the least-squares solution, which converges slowly to the reference solution and exhibits a much higher spread in the resulting PDF. Overall, it can be seen that the sparse rational approximation is able to accurately represent the original model. It results in much lower errors in comparison to the least-squares approach and successfully selects the relevant terms in the provided basis set.

4.2 Finite element model: Frequency response of an orthotropic plate

In this section, the frequency response function of a cross-laminated timber plate is considered. The plate consists of three layers of crosswise glued timber and has the dimensions \( l \times b \times t = 2.5 \text{ m} \times 1.1 \text{ m} \times 0.081 \text{ m} \). Each layer is 2.7 cm thick. The plate structure is depicted in Figure 9.

It is modeled as a three-dimensional orthotropic solid, where the orientation of each layer is considered. Each layer is assigned the same stiffness value, that is, all material parameters are constant throughout the plate domain. The cross-wise layering is accounted for by considering the local fiber directions in each layer.

In general, for a discrete finite element system in linear dynamics, the frequency response function \( \tilde{h} \), describing the acceleration at degree of freedom (DOF) \( i \) due to a unit-force at DOF \( j \), in radial frequency space \( \omega \) is defined by

\[
\tilde{h}_{ij} : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{C}
\]

\[
\omega \times x \mapsto -\omega^2 e_i^T (K(x) + i\omega C(x) - \omega^2 M(x))^{-1} e_j,
\]

where \( K, C \) and \( M \) denote the stiffness, damping and mass matrix, respectively, and \( e_k \) denotes the single-entry unit vector that is one at entry \( k \) and zero elsewhere. The system matrices are obtained through a finite element approximation in the spatial domain.

The commercial finite element software ANSYS® is used to solve the dynamic problem defined in Equation (37). We further choose a linear hysteretic damping model, as it supports a frequency-independent energy loss for steady state motion per cycle, which is a realistic assumption for many materials, including cross-laminated timber.\(^5\) Under this model, the damping matrix can be expressed through

\[
C(x) = \frac{\eta}{|\omega|} K(x).
\]

(A) (B) (C)

**FIGURE 8** Probability density function of the real value of the frequency response function, \( \text{Re} \tilde{h} \) for case 2, that is, polynomial degrees \( m_p = m_q = 5 \). Sparse approximation (---) and corresponding 90% credible interval ( ), least-squares approximation (…) and corresponding 90% credible interval ( ), Monte Carlo reference solution ( ), (A) \( N = 80 \), (B) \( N = 160 \), (C) \( N = 240 \)
The random vector $\mathbf{X}$ collects all parameters of the model, that is,

$$
\mathbf{X} = [E_x, E_y, E_z, G_{xy}, G_{yz}, G_{xz}, \nu_{yx}, \nu_{zx}, \nu_{zy}, \rho, \eta].
$$

The parameters are assumed to be independent and lognormally distributed. It should be noted that the assumption of independence does not necessarily hold in general, but we consider it sufficient for the following numerical investigations. The individual mean values and coefficients of variation are given in Table 3.

The model is investigated for the frequency $f = 90$ Hz. Again, we use a pruning threshold of $a_{\text{max}} = 10^6$ and investigate three different basis sets:

- Case 1: Maximum polynomial degrees $m_p = m_q = 10$, and truncation degrees $q_p = q_q = 0.5$,
- Case 2: Maximum polynomial degrees $m_p = m_q = 5$ and truncation degrees $q_p = q_q = 0.7$,
- Case 3: Maximum polynomial degrees $m_p = m_q = 3$ and truncation degrees $q_p = q_q = 1$.

The total numbers of polynomial terms are $N\text{_{pol}} = 1652$, $N\text{_{pol}} = 1102$ and $N\text{_{pol}} = 728$ for the first, second and third case, respectively. Again, we investigate the performance of the method for different experimental design sizes and therefore choose $N$ according to Table 4.
In Figure 10, we depict the relative empirical error in terms of the number of samples in the experimental design for case 1. The analysis is repeated 50 times and the results are summarized in form of a box plot. Furthermore, the median relative empirical error of the least-squares solution, as presented in Section 2.2, is plotted. We observe that the relative empirical error of the SBRA solution is significantly lower than the error based on the least squares solution. In comparison to the previous example the errors in the approximation are higher and range between $10^0$ and $10^{-2}$ in median. For increasing $N$ the median error decreases.

In Figure 11, we compare the median relative empirical errors for the three basis sets. Furthermore, we evaluate the relative empirical error using random initial points for the RA coefficients. We observe that the errors based on the least-squares and the random basis are very similar. Overall, a strong decrease of the relative empirical error with increasing sample size can be observed for all three cases.

In Figure 12, we depict the degree of sparsity in terms of the number of samples in the experimental design. The median total degree is decreasing from around 0.17 at $N = 320$ to 0.06 at $N = 1600$. For low sample sizes, the degree of sparsity is higher in the denominator than in the numerator, that is, more terms are retained in the denominator basis set. For large sample sizes, the degree of sparsity is slightly higher in the numerator polynomial. Overall, Figure 12 shows that the method is able to identify highly sparse rational representations of the investigated model.

Furthermore, we evaluate the marginal PDFs of the absolute value of the FRF for all experimental designs based on the test set and depict the results for the sample sizes $N = \{320, 640, 960\}$ in Figures 13. The depicted PDFs are averages based on the 50 repeated LHS experimental designs. For each experimental design, the PDFs are based on $N_t = 10^4$ test set samples and obtained by kernel density estimation. The reference solution is obtained by evaluating the model in Equation (37) for the test set samples. In addition to the average PDFs, the 90%-credible intervals are depicted. For the present model, the least-squares solution is not able to capture the PDF of the model response for all the shown sample sizes. In contrast, the PDF obtained by the SBRA compares reasonably well with the reference solution for $N = 640$ and

| Parameter                           | Case 1   | Case 2   | Case 3   |
|-------------------------------------|----------|----------|----------|
| Maximum polynomial degrees          | $m_p = m_q$ | 10       | 5        | 3        |
| Hyperbolic truncation parameter     | $q_p = q_q$ | 0.5      | 0.7      | 1        |
| Number of polynomial terms          | $N_p = N_q$ | 826      | 551      | 364      |
| Number of samples                   | $N$      | $\{320, 640, \ldots, 1600\}$ | $\{240, 120, \ldots, 1200\}$ | $\{140, 70, \ldots, 770\}$ |

Figure 10 Survey on the relative empirical error of the sparse rational approximation applied to the plate finite element model for case 1 ($m_p = m_q = 10$) for varying numbers of samples in the experimental design. The boxplot depicts the interquartile range (IQR), defined by the 25%- and 75%-quantiles $q_1$ and $q_3$, as blue boxes (●), together with the median as black marker (●) as well as the full blue line (---). Blue circles (●) denote outliers in the errors. Small horizontal shifts in the outliers are only for better readability. The blue vertical lines show the range of all data points except the outliers. Outliers are defined as all samples that are larger than $q_3 + 1.5IQR$ or lower than $q_1 - 1.5IQR$. Furthermore, the median relative empirical error of the least-squares solution is given (---). The analysis is based on 50 different experimental designs.
The analysis is based on 50 different experimental designs. Blue lines (--) represent case 1 ($m_p = m_q = 10$), orange lines (--) represent case 2 ($m_p = m_q = 5$), and green lines (--) represent case 3 ($m_p = m_q = 3$). Solid lines (--) represent the solutions based on the initial points stemming from the least squares solution, dash-dotted lines (--) are based on random initial points sampled from a proper standard complex normal distribution. It should be noted that the three experimental designs for the three cases are independent of each other, while the same experimental design is used for the two different initial points.

![Figure 11](image)

**Figure 11** Comparison of the median relative empirical errors for the three basis sets and different initial points. Blue lines (--) represent case 1 ($m_p = m_q = 10$), orange lines (--) represent case 2 ($m_p = m_q = 5$), and green lines (--) represent case 3 ($m_p = m_q = 3$). Solid lines (--) represent the solutions based on the initial points stemming from the least squares solution, dash-dotted lines (--) are based on random initial points sampled from a proper standard complex normal distribution. It should be noted that the three experimental designs for the three cases are independent of each other, while the same experimental design is used for the two different initial points.
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**Figure 12** Mean value of the degree of sparsity for case 1 ($m_p = m_q = 10$); total model (---), the numerator polynomial (---) and the denominator polynomial (----). The analysis is based on 50 different experimental designs.

$N = 960$. In particular, the bi-modality is accurately captured in the approximation. For the lower sample size $N = 320$, the SBRA does not capture the bi-modality, but improves the approximation accuracy in comparison to the least squares solution. Furthermore, the credible intervals are narrow for the SBRA results, indicating that the SBRA robustly captures the response PDF independent of the specific experimental design. In Figure 14, we depict the initial number of polynomial terms and the number of retained basis terms that include each variable for $N = 1600$ and the repetition that leads to the lowest empirical error. One can observe that in both polynomials, the retained terms in the basis set can be associated with only few of the input random variables, that is $E_x, E_y, G_{xy}, G_{xz}, G_{yz}, \rho,$ and $\eta$. Those are exactly the terms that are relevant to the model response from a mechanical point of view. It can be assumed that the influence of the Poisson's ratios on the model response is minor, which is reflected in the fact that all basis functions containing the Poisson's ratios are pruned from the basis set. Furthermore, the influence of the Young's modulus in thickness direction $E_z$ can also be neglected, since the mode shapes associated with oscillating behavior through the thickness will only occur at relatively high frequencies. Finally, for the chosen frequency, the out-of-plane shear deformations are rather small, thus rendering the model response insensitive to both shear moduli, $G_{xz}$ and $G_{yz}$, reflected in a lower number of polynomials including both quantities. Overall, this further illustrates that the SBRA is able to identify the relevant terms even in an over-parameterized model.
FIGURE 13  Probability density function for absolute value of response $|\hat{r}|$ for the orthotropic plate model for case 1 ($m_p = m_q = 10$). Sparse approximation (___) and corresponding 90% credible interval (■), least-squares approximation (...), and corresponding 90% credible interval (○), Monte Carlo reference solution (——). (A) $N = 320$, log-scale, (B) $N = 640$, log-scale, (C) $N = 960$, log-scale, (D) $N = 320$, linear-scale, (E) $N = 640$, linear-scale, (F) $N = 960$, linear-scale.

FIGURE 14  Involved variates in the relevant basis sets. The left, lightly colored bar gives the corresponding number of terms in the initial full basis set, while the right, fully colored bar represents the number of basis terms including the specified variate as identified by the SBRA. (A) Numerator polynomial, (B) denominator polynomial.
5 | CONCLUSION

This work presents a novel approach to obtain a sparse rational approximation for complex-valued models that can be used for uncertainty quantification with models that exhibit a rational input-output relationship, such as frequency domain models in structural dynamics. The rational approximation is defined through the ratio of two polynomials with complex-valued coefficients. The proposed method is able to identify a sparse rational approximation through determining the coefficients with highest predictive significance using a set of evaluations of the model at a number of collocation points. Hence, the method is suitable for application with black box models. The coefficients in the surrogate model are treated as random variables and the regression problem is cast in a Bayesian setting. We make use of the fact that the posterior distribution of the numerator coefficients conditional on the denominator coefficients can be expressed analytically. The posterior distribution of the denominator coefficients is approximated through a Dirac at the maximum a-posteriori estimate and the hyperparameters are finally found through maximizing the data evidence. This transfers the problem to a two-stage optimization task in which a quasi-Newton method is applied to find the MAP estimate of the denominator coefficients and the update rules for the hyperparameters are given analytically. In the MAP estimation procedure, we derive the conjugate cofrgradient of the objective function in terms of the complex denominator coefficients analytically through application of the CR- or Wirtinger calculus. This two-stage procedure is carried out iteratively and basis terms are pruned from the initial set based on their precisions.

We apply the method to two models: one algebraic model that represents the transfer function model of a single-degree of freedom frame structure with seven input random variables and a finite element model of an orthotropic plate with eleven input random variables. The resulting sparse approximation is compared to a previously introduced least-squares approach. We specifically investigate the method for sample sizes that are approximately less or equal to the number of polynomial terms in the expansions. For those cases, the previously introduced least-squares approach is prone to overfitting and shows poor approximation accuracy for a small sample size. It can be shown that the proposed method improves the quality-of-fit significantly. This especially holds for sample sizes from around 40 to 50% of the number of polynomial terms in the expansions. Furthermore, one can observe that the method successfully identifies basis terms that involve the relevant input parameters in the case of the finite element model. Finally, the approximation accuracy is also investigated in terms of the response PDFs for both models. We find that the proposed method is able to capture the response PDFs accurately.

Further research could aim at extending the method to efficiently treat vector-valued model output. This is especially relevant for models with a high spatial or frequency resolution. Furthermore the developed method could be applied to inverse uncertainty quantification. Therein, adaptive strategies that improve the quality-of-fit in the posterior density regions are of great interest.
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APPENDIX A. RELATIVE EMPIRICAL ERROR

In order to assess the accuracy of the rational approximation, we investigate the relative empirical error. The relative empirical error is a scaled version of the empirical error, which itself is a sample approximation to the generalization error that is defined by

\[
\text{err} = \mathbb{E} \left[ |R(X) - M(X)|^2 \right] = \int_{\mathbb{R}^d} |R(x) - M(x)|^2 f_X(x) \, dx. \quad (A1)
\]

The empirical error is then found through evaluating

\[
\text{err}_{\text{emp}} = \frac{1}{N_v} \sum_{i=1}^{N_v} |R(x_i) - M(x_i)|^2, \quad (A2)
\]

where \(N_v\) is the number of samples in the validation set and \(\{x_i | i = 1, \ldots, N_v\}\) are the validation set samples. The relative empirical error can be defined using the sample variance.

\[
\epsilon_{\text{emp}} = \frac{\text{err}_{\text{emp}}}{\text{Var}[M(X)]}. \quad (A3)
\]

APPENDIX B. DISTRIBUTIONS

B.1 The complex normal distribution

The following definitions and derivations are based on Reference 45. The probability density function (PDF) for a complex normally distributed random variable \(Z\) can be defined as the joint Normal distribution of the real and imaginary parts, \(X = \text{Re}Z\) and \(Y = \text{Im}Z\), respectively. We define the real composite random vector \(R = [X; Y]\) and write the joint distribution of \(X\) and \(Y\) as

\[
f_R(r) = \frac{1}{(2\pi)^{\frac{d}{2}} \sqrt{\det \Sigma_{RR}}} \exp \left\{ -\frac{1}{2} (r - \mu_R)^T \Sigma_{RR}^{-1} (r - \mu_R) \right\} \quad (B1)
\]

with the joint mean vector \(\mu_R = [\mu_X; \mu_Y]\) and joint covariance matrix

\[
\Sigma_{RR} = \begin{bmatrix}
\Sigma_{XX} & \Sigma_{XY} \\
\Sigma_{YX} & \Sigma_{YY}
\end{bmatrix}. \quad (B2)
\]
Often, it is more convenient to work with a description that does not require splitting the complex quantities into real and imaginary parts. The complex normal PDF in terms of the complex augmented random vector \( \mathbf{z} = [\mathbf{z}; \tilde{\mathbf{z}}] \) is given by

\[
f_{\mathbf{z}}(\mathbf{z}) = \frac{1}{\pi^{n} \sqrt{\det \Sigma_{ZZ}}} \exp \left\{ -\frac{1}{2} (\mathbf{z} - \mu_{\mathbf{z}})^{H} \Sigma_{ZZ}^{-1} (\mathbf{z} - \mu_{\mathbf{z}}) \right\}
\]  

(B3)

In here, \( \mu_{\mathbf{z}} \) denotes the complex augmented mean vector, with \( \mu_{\mathbf{z}} = [\mu_{Z}; \bar{\mu}_{Z}] = [\mu_{X} + i\mu_{Y}; \mu_{X} - i\mu_{Y}] \) and \( \Sigma_{ZZ} \) denotes the complex augmented covariance matrix, where \( \Sigma_{ZZ} \) is the (Hermitian) covariance matrix and \( \tilde{\Sigma}_{ZZ} \) is the complementary covariance matrix, defined by

\[
\Sigma_{ZZ} = \mathbb{E} \left[ (\mathbf{z} - \mu_{Z})(\mathbf{z} - \mu_{Z})^{H} \right]
\]

(B5)

and

\[
\tilde{\Sigma}_{ZZ} = \mathbb{E} \left[ (\mathbf{z} - \mu_{Z})(\mathbf{z} - \mu_{Z})^{T} \right]
\]

(B6)

For shorthand definition, we write that \( \mathbf{Z} \sim \mathcal{CN} \left( \mathbf{z}; \mu_{Z}, \Sigma_{ZZ}, \tilde{\Sigma}_{ZZ} \right) \), which is equivalent to \( \mathbf{R} \sim \mathcal{N} \left( \mu_{R}, \Sigma_{RR} \right) \).

For proper random vectors it holds that \( \tilde{\Sigma}_{ZZ} = \mathbf{0} \). In this case the complex augmented covariance matrix becomes block-diagonal, and we can write the complex normal PDF in terms of the complex vector \( \mathbf{Z} \) as

\[
f_{\mathbf{z}}(\mathbf{z}) = \frac{1}{\pi^{n} \det \Sigma_{ZZ}} \exp \left\{ -(\mathbf{z} - \mu_{\mathbf{z}})^{H} \Sigma_{ZZ}^{-1} (\mathbf{z} - \mu_{\mathbf{z}}) \right\}.
\]  

(B7)

In the proper case, the covariance matrix \( \Sigma_{ZZ} \) fully defines the second order properties of the complex normal distribution. In that case, we write \( \mathbf{Z} \sim \mathcal{CN} \left( \mathbf{z}; \mu_{Z}, \Sigma_{ZZ} \right) \).

B.2 The gamma distribution

The Gamma-distribution (in shape-rate-representation) is defined as

\[
\text{Gam}(x|a, b) = \frac{b^{a}}{\Gamma(a)} x^{a-1} e^{-bx}.
\]  

(B8)

APPENDIX C. GRADIENTS WITH RESPECT TO THE DENOMINATOR COEFFICIENTS \( \mathbf{q} \)

In this section we compute the partial derivatives of the objective function in Equation (27) with respect to the denominator coefficients \( \mathbf{q} \). Since the coefficients \( \mathbf{q} \) are complex-valued, we make use of the Wirtinger-derivatives, see, for example, Reference 45 and 46. Due to the fact that the objective function is real-valued, we only need to consider the partial derivatives with respect to the conjugate of the denominator coefficients, \( \bar{\mathbf{q}} \). The problem reads

\[
\frac{\partial}{\partial \mathbf{q}} \left[ \ln \det \Sigma - \beta \mathbf{y}^{H} (\Psi - \Psi_{\mu}) - \mathbf{q}^{H} \mathbf{A}_{\mathbf{q}} \mathbf{q} \right].
\]  

(C1)

Instead of computing the vector-valued derivative directly, we compute the partial derivatives with respect to the \( n_{q} \) individual scalar coefficients. For the first term, we obtain

\[
\frac{\partial \ln \det \Sigma}{\partial \bar{q}_{i}} = -\frac{\partial \ln \det \Sigma^{-1}}{\partial \bar{q}_{i}} = -\text{tr} \left\{ \frac{\partial \Sigma^{-1}}{\partial \bar{q}_{i}} \right\},
\]

(C2)

where \( \text{tr}(\cdot) \) denotes the trace-operator. Furthermore, for the sake of notational convenience, we write \( \mathbf{Q} = \text{diag}(\Psi_{\mathbf{q}} \mathbf{q}) \). Inserting (21) and \( \Psi = \mathbf{Q}^{-1} \Psi_{\mu} \), we obtain

\[
\frac{\partial \Sigma^{-1}}{\partial \bar{q}_{i}} = \beta \frac{\partial \Psi^{H} \Psi}{\partial \bar{q}_{i}} = \beta \frac{\partial \Psi^{H}}{\partial \bar{q}_{i}} \Psi = \beta \Psi_{\mu}^{H} \frac{\partial \mathbf{Q}^{-H}}{\partial \bar{q}_{i}} \Psi.
\]  

(C3)
We define
\[ \Xi_i = Q^{-H} \frac{\partial Q}{\partial q_i} Q^{-H} = \text{diag} \left[ -\frac{\psi_i^2(x_1)}{(\psi_i(x_1) q_i)^2}, -\frac{\psi_i^2(x_2)}{(\psi_i(x_2) q_i)^2}, \ldots, -\frac{\psi_i^2(x_N)}{(\psi_i(x_N) q_i)^2} \right]. \tag{C4} \]

Using the results in Equations (C3) and (C4), Equation (C2) becomes
\[ \frac{\partial \ln \det \Sigma}{\partial q_i} = -\text{tr} \left\{ \beta \Sigma \Psi_i \Xi_i \Psi \right\}. \tag{C5} \]

In order to compute the trace efficiently for all \( i = 1, \ldots, n_q \), we apply the cyclic property of the trace, i.e.,
\[ -\text{tr} \left\{ \beta \Sigma \Psi_i \Xi_i \Psi \right\} = -\text{tr} \left\{ \beta \Psi_i \Psi_i^T \Xi_i \right\}. \tag{C6} \]

Since \( \Xi_i \) is a diagonal matrix, we can rewrite the above expression as the following sum
\[ -\text{tr} \left\{ \beta \Psi_i \Psi_i^T \Xi_i \right\} = -\sum_{k=1}^N (\beta \Psi_i \Psi_i^T)_{kk} (\Xi_i)_{kk}. \tag{C7} \]

The first matrix can be pre-computed and its diagonal terms are extracted. Then, a vector-matrix product gives the result for all \( i = 1, \ldots, n_q \).

For the second term, we obtain
\[ \frac{\partial \beta y^H (y - \Psi \mu)}{\partial q_i} = -\frac{\partial \beta y^H \Psi \mu}{\partial q_i} = -\beta y^H \Psi \frac{\partial \mu}{\partial q_i}. \tag{C8} \]

With
\[ \mu = \beta \Psi \Psi^H y, \tag{C9} \]

we find
\[ \frac{\partial \mu}{\partial q_i} = \beta \frac{\partial \Psi \Psi^H y}{\partial q_i} + \beta \Psi \frac{\partial \Psi \Psi^H y}{\partial q_i}. \tag{C10} \]

Considering Equation (C3), it holds
\[ \frac{\partial \Sigma}{\partial q_i} - \Sigma \frac{\partial \Sigma^{-1}}{\partial q_i} \Sigma = -\Sigma \left( \beta \Psi_i \Psi_i^T \right) \Sigma. \tag{C11} \]

We define \( \Gamma_i = \beta \Psi_i \Psi_i^T \Xi_i \), and finally obtain
\[ \frac{\partial \beta y^H (y - \Psi \mu)}{\partial q_i} = -\beta y^H \Psi (\Gamma_i (\Psi \mu - y)). \tag{C12} \]

For the third term, we obtain
\[ \frac{\partial q^H \Lambda q}{\partial q_i} = \alpha_{q_i}. \tag{C13} \]

Thus, collecting the results in Equations (C5), (C12), and (C13), we find
\[ \frac{\partial}{\partial q_i} \left[ \ln \det \Sigma - \beta y^H (y - \Psi \mu) - q^H \Lambda q \right] = -\text{tr} \left\{ \beta \Psi_i \Psi_i^T \Xi_i \Psi \right\} - \beta y^H \Psi (\Gamma_i (\Psi \mu - y)) + \alpha_{q_i}. \tag{C14} \]
APPENDIX D. PARTIAL DERIVATIVES WITH RESPECT TO THE HYPERPARAMETERS $\alpha_p$

In this section we compute the partial derivatives of the objective function in Equation (30) with respect to $\alpha_q$. The problem reads

$$\frac{\partial}{\partial \alpha_p} \left[ \ln \det \Sigma + \ln \det \Lambda_{pp} - \beta y^H (y - \Psi \mu) \right].$$  \hspace{1cm} (D1)

Instead of computing the vector-valued derivative directly, we compute the partial derivatives with respect to the individual scalar coefficients. For the first term, we obtain

$$\frac{\partial}{\partial \alpha_{p,i}} \ln \det \Sigma = \frac{\partial}{\partial \alpha_{p,i}} \ln (\det \Sigma^{-1}) = -\frac{\partial}{\partial \alpha_{p,i}} \ln \det \Sigma^{-1} = -\text{tr} \Sigma \frac{\partial \Sigma^{-1}}{\partial \alpha_{p,i}} = -\text{tr} \Sigma_{ii}^{-1} = -\Sigma_{ii}.$$

(D2)

Here, we used:

$$\frac{\partial \Sigma^{-1}}{\partial \alpha_{p,i}} = \frac{\partial \Lambda_{pp}}{\partial \alpha_{p,i}} + \beta \Psi^H \Psi = \mathbb{I}_{ii},$$

(D3)

where $\mathbb{I}_{jk}$ is the single-entry matrix with entry one at position $(j, k)$.

Since $\Lambda_{pp}$ is a diagonal matrix, we can write $\ln \det \Lambda_{pp} = \sum_{i=1}^{n_p} \ln \alpha_{p,i}$ and the second part becomes

$$\frac{\partial}{\partial \alpha_{p,i}} \left[ \ln \det \Lambda_{pp} - \beta y^H \Psi \mu \right] = \alpha_{p,i}^{-1} - \| \Psi \mu \|^2.$$

(D4)

In order to derive the derivatives for the third part, we follow Reference 21 and rewrite

$$\beta y^H (y - \Psi \mu) = \beta \| y - \Psi \mu \|^2 + \mu^H \Lambda_{pp} \mu,$$

(D5)

where $\| \cdot \|$ denotes the Euclidean vector norm. Then, the derivative of the third part becomes

$$\frac{\partial}{\partial \alpha_{p,i}} \beta y^H (y - \Psi \mu) = \frac{\partial}{\partial \alpha_{p,i}} \mu^H \Lambda_{pp} \mu = | \mu_i |^2.$$

(D6)

Inserting Equations (D2), (D4), and (D6) into Equation (D1), and setting the total expression to zero, we obtain

$$\Sigma_{ii} + \alpha_{p,i}^{-1} - | \mu_i |^2 = 0.$$

(D7)

Thus, the optimal value reads

$$\alpha_{p,i} = \frac{1}{\Sigma_{ii} + | \mu_i |^2}.$$

(D8)

The resulting expression corresponds to the one presented in Reference 21 for real-valued, linear Gaussian models.

APPENDIX E. PARTIAL DERIVATIVES WITH RESPECT TO THE HYPERPARAMETERS $\alpha_q$

In this section we compute the partial derivatives of the objective function in Equation (30) with respect to $\alpha_q$. The problem reads

$$\frac{\partial}{\partial \alpha_q} \left[ \ln \det \Lambda_{qq} - q^H \Lambda_{qq} q \right].$$  \hspace{1cm} (E1)

Again, we compute the derivative with respect to each scalar hyperparameter individually. Since $\Lambda_{qq}$ is a diagonal matrix, we can again write $\ln \det \Lambda_{qq} = \sum_{i=1}^{n_q} \ln \alpha_{q,i}$. Thus,

$$\frac{\partial}{\partial \alpha_{q,i}} \left[ \ln \det \Lambda_{qq} - q^H \Lambda_{qq} q \right] = \alpha_{q,i}^{-1} - | q_i |^2.$$

(E2)
Setting the derivative to zero, we can find the optimal value analytically:

\[ \alpha_{q,i} = \frac{1}{|q_i|^2}. \]  
\((E3)\)

**APPENDIX F. PARTIAL DERIVATIVES WITH RESPECT TO THE HYPERPARAMETER \(\beta\)**

In this section we compute the partial derivatives of the objective function in Equation (30) with respect to \(\beta\). The problem reads

\[ \frac{\partial}{\partial \beta} \left[ \ln \det \Sigma + N \ln \beta - \beta y^H (y - \Psi \mu) \right]. \]  
\((F1)\)

We treat the summands individually. For the first part, we find

\[ \frac{\partial \ln \det \Sigma}{\partial \beta} = -\text{tr} \left( \Sigma \frac{\partial \Sigma^{-1}}{\partial \beta} \right) = -\text{tr} \left( \Sigma \Psi^H \Psi \right), \]  
\((F2)\)

since

\[ \frac{\partial \Sigma^{-1}}{\partial \beta} = \frac{\partial \Lambda_{pp}}{\partial \beta} + \beta \Psi^H \Psi = \Psi^H \Psi. \]  
\((F3)\)

Furthermore, for the second part it holds

\[ \frac{\partial N \ln \beta}{\partial \beta} = \frac{N}{\bar{\beta}}. \]  
\((F4)\)

We rewrite the third part as follows

\[ \frac{\partial}{\partial \beta} (\beta y^H (y - \Psi \mu)) = \frac{\partial}{\partial \beta} (\beta y^H y + \beta y^H \Psi \mu) = -y^H y + \beta \frac{\partial y^H \Psi \mu}{\partial \beta} \]  
\((F5)\)

and finally find the partial derivative for the last part in Equation \((F5)\) as

\[ \frac{\partial}{\partial \beta} \beta \Psi^H \Psi \mu = \frac{\partial}{\partial \beta} \left[ \beta \Psi^H \Psi \Sigma \Psi^H y \right] 
= \frac{\partial}{\partial \beta} \left[ \beta \Psi^H \Psi (\Lambda_{pp} + \beta \Psi^H \Psi)^{-1} \Psi^H y \right] 
= 2 \beta \Psi^H \Sigma \Psi^H y + \beta^2 \Psi^H \Psi \frac{\partial}{\partial \beta} (\Lambda_{pp} + \beta \Psi^H \Psi)^{-1} \Psi^H y. \]  
\((F6)\)

It holds

\[ \frac{\partial}{\partial \beta} (\Lambda_{pp} + \beta \Psi^H \Psi)^{-1} = - (\Lambda_{pp} + \beta \Psi^H \Psi)^{-1} \frac{\partial}{\partial \beta} \left( \Lambda_{pp} + \beta \Psi^H \Psi \right) (\Lambda_{pp} + \beta \Psi^H \Psi)^{-1} 
= - (\Lambda_{pp} + \beta \Psi^H \Psi)^{-1} \Psi^H (\Lambda_{pp} + \beta \Psi^H \Psi)^{-1} 
= - \Sigma (\Psi^H \Psi) \Sigma. \]  
\((F7)\)

Then,

\[ \frac{\partial}{\partial \beta} \beta \Psi^H \Psi \mu = 2 \Psi^H \Psi \mu - \beta \Psi^H \Psi \Sigma (\Psi^H \Psi) \Sigma \Psi^H y. \]  
\((F8)\)

In total, the partial derivative with respect to \(\beta\) reads

\[ -\text{tr} (\Sigma \Psi^H \Psi) + \frac{N}{\bar{\beta}} - y^H y + 2 \Psi^H \Psi \mu - \beta^2 \Psi^H \Psi \Sigma (\Psi^H \Psi) \Sigma \Psi^H y + \frac{c}{\bar{\beta}} - d. \]  
\((F9)\)
We rewrite the resulting expression

$$-y^H y + 2y^H Ψ \mu - \beta^2 y^H Ψ \Sigma (Ψ^H Ψ) \Sigma \Psi^H y = -(y - Ψ \mu)^H (y - Ψ \mu) = -\|y - Ψ \mu\|^2$$  \hspace{1cm} (F10)$$

and obtain the derivatives in Equation (F1) as

$$-\text{tr} (ΣΨ^H Ψ) + \frac{N}{\beta} - \|y - Ψ \mu\|^2.$$  \hspace{1cm} (F11)$$

Setting Equation (F11) to zero, and solving for $\beta$, we obtain the update rule for $\beta$ as

$$\beta = \frac{N + c}{\|y - Ψ \mu\|^2 + \text{tr} (ΣΨ^H Ψ) + d}. \hspace{1cm} (F12)$$