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ABSTRACT

We propose a distributed algorithm for sparse signal recovery in sensor networks based on Iterative Hard Thresholding (IHT). Every agent has a set of measurements of a signal $x$, and the objective is for the agents to recover $x$ from their collective measurements at a minimal communication cost and with low computational complexity. A naïve distributed implementation of IHT would require global communication of every agent’s full state in each iteration. We find that we can dramatically reduce this communication cost by leveraging solutions to the distributed top-$K$ problem in the database literature. Evaluations show that our algorithm requires up to three orders of magnitude less total bandwidth than the best-known distributed basis pursuit method.

Index Terms— compressed sensing, distributed algorithm, iterative hard thresholding, top-$K$

1. INTRODUCTION

In compressed sensing, a sparse signal $x \in \mathbb{R}^N$ is sampled and compressed into a set of $M$ measurements, where $M$ is typically much smaller than $N$. If these measurements are taken appropriately, then it is possible to recover $x$ from this small set of measurements [1].

Compressed sensing is an appealing approach for sensor networks, where measurement capabilities may be limited due to both coverage and energy constraints. Recent works have demonstrated that compressed sensing is applicable to a variety of sensor networks problems including event detection [2], urban environment monitoring [3] and traffic estimation [4]. In these applications, measurements of the signal are taken by sensors that are distributed throughout a region. The measurements are then collected at a single fusion center where signal recovery is performed. Due to limits in bandwidth, storage, and computation capabilities, it may be more efficient, and sometimes even necessary, to perform signal recovery in the network in a distributed fashion.

Distributed solutions for compressed sensing have begun to receive attention lately. For example, one work proposes a distributed subspace pursuit recovery algorithm for a mixed-support set model [5]. This work assumes that every agent knows the sensing matrix of every other agent. The need for global knowledge of these matrices presents a scalability bottleneck as individual sensors do not have the capacity to store and process a large number of these matrices. Several works have proposed distributed basis pursuit algorithms for sparse signal recovery in sensor networks where the measurement matrices are not globally known [6, 7, 8]. In these algorithms, agents collaborate to solve a convex relaxation of the original recovery problem. Each agent stores its own estimate of the signal $x$, and, in each iteration, it updates this estimate based on communication with its neighbors in the network. This approach requires that every agent solve a local convex optimization problem in each iteration. While these algorithms use only local communication, each agent must send its entire estimate vector to every neighbor in every iteration. This vector is not necessarily sparse until the algorithm converges, and therefore, the messages can be quite large. As a result, these algorithms have a large total bandwidth cost. Furthermore, simulations show that this bandwidth cost increases dramatically as the network connectivity increases.

We propose an alternative approach to distributed sparse signal recovery in sensor networks that is based on Iterative Hard Thresholding (IHT) [9]. In our distributed implementation of IHT, which we call D-IHT, all agents store identical copies of the estimate of $x$. In each iteration, every agent first performs a local computation to derive an intermediate vector. The agents then perform a global computation on their intermediate vectors to derive the next iterate. A naïve distributed implementation of IHT would require global communication of the intermediate vector of each agent in every iteration. We find that we can dramatically reduced the communication cost of this global computation by leveraging solutions to the distributed top-$K$ problem in the database literature [10, 11, 12]. Our evaluations show that D-IHT requires up to three orders of magnitude less total bandwidth than the best-known distributed basis pursuit method. D-IHT is also computationally simpler since it does not require that agents solve local convex optimization problems. While, in this work, we present...
our distributed recovery algorithm for compressed sensing, we note that our solution easily generalizes to sparse signal recovery from nonlinear measurements [13].

The remainder of the paper is organized as follows. In Section 2, we detail our problem setting and formulation and provide a brief description of IHT. The D-IHT algorithm is presented in Section 3. Section 4 gives numerical results on the performance of D-IHT.

2. PRELIMINARIES

2.1. Problem Formulation

We consider a set of $P$ agents that form a connected, undirected static network topology with $E$ edges. The agents may be the sensors themselves or they may be fusion nodes that collect measurements from several nearby sensors. Every agent knows the number of agents $P$, and we assume there is a unique agent identified as agent 1. If the uniquely identified agent is not defined a priori, one can be chosen using a variety of well-known distributed algorithms (see [14]). Agents communicate with their neighbors in the network using fixed size messages. Messaging is reliable but asynchronous, meaning that every message that is sent is eventually delivered, but the delay between sending and delivery may be arbitrarily long.

There is a $K$-sparse signal $x \in \mathbb{R}^N$ that the agents seek to estimate. Each agent $p = 1 \ldots P$ has $M_p > 0$ (possibly noisy) measurements of $x$ that have been taken using the agent’s sensing matrix $A^p \in \mathbb{R}^{M_p \times N}$. There are $M = M_1 + \ldots + M_P$ measurements in total. The measurement vector of agent $p$, denoted $b^p$, is given by $b^p = A^p x + \epsilon^p$, where $\epsilon^p \in \mathbb{R}^{M_p}$ is the measurement error for agent $p$. Agents do not know the sensing matrices or measurement vectors of other agents.

Our goal is for every agent to recover the same signal $x$ from their collective measurements at a minimal communication cost. Let $b$ be the vector of all measurements, and let $A$ be the sensing matrix for the entire system:

$$b := \begin{bmatrix} b^1 \\ \vdots \\ b^P \end{bmatrix}, \quad A := \begin{bmatrix} A^1 \\ \vdots \\ A^P \end{bmatrix}. $$

To recover $x$ from $A$ and $b$, the agents must solve the following optimization problem,

$$\hat{x} = \arg \min_{x \in \mathbb{R}^N} \|Ax - b\|_2^2 \text{ subject to } \|x\|_0 \leq K, \quad (1)$$

where $\| \cdot \|_0$ denotes the $l_0$ norm, i.e, the number of non-zero components.

This problem is known to be NP-Hard in general [15]. However, for suitable $A$ matrices, efficient centralized algorithms to recover $\hat{x}$ exist. Our distributed solution is based on IHT [16, 9], which we describe next.

2.2. Iterative Hard Thresholding Algorithm

IHT is a gradient-like, iterative algorithm for finding a $K$-sparse vector $\hat{x}$ in a centralized setting where $A$ and $b$ are known. Let $T_k(v)$ be the thresholding operator which returns a vector where all but the $K$ entries of $v$ with the largest magnitude are set to 0 (with ties broken arbitrarily). The IHT algorithm begins with an initial, arbitrary $K$-sparse vector $x_0$. In each iteration, a gradient-step is performed, followed by application of the thresholding operator:

$$x_{t+1} = T_K (x_t - \alpha A^T (b - Ax_t) ) . \quad (2)$$

It has been shown that, for $\alpha < 1/(2\lambda_{\max}(A^TA))$, IHT converges to a local minimum of (1) [9, 13].

We note that, even if $A$ satisfies the properties necessary to enable recovery using IHT, it is not necessary and, in fact, not likely that each $A^p$ satisfies these properties. Therefore it is not possible for any single agent to recover $\hat{x}$ on its own; agents must exchange information with one another to perform the recovery. In the next section, we present D-IHT, our distributed implementation of IHT.

3. DISTRIBUTED ITERATIVE HARD THRESHOLDING

In D-IHT, every agent stores an identical copy of $x_t$, which is initially 0. In each iteration $t$, each agent first performs a local computation to derive an intermediate vector $z^p_t \in \mathbb{R}^N$. The agents then perform a global computation on their intermediate vectors to derive the next iterate $x_{t+1}$, which is, again, identical at every agent. We now define these local and global computations.

**Local computation.** Each agent $p$ computes a local residual vector, $y^p_t := b^p - A^p x_t$. The intermediate vector for agent $p$, denoted $z^p_t$, is then computed as follows,

$$z^p_t = \begin{cases} x_t - \alpha (A^p)^T y^p_t & \text{if } p = 1, \\ -\alpha (A^p)^T y^p_t & \text{otherwise}. \end{cases} \quad (3)$$

Note that each agent can compute $z^p_t$ using its local information.

**Global computation.** In the global computation step, all agents must compute a function $G$ that depends on all of their intermediate vectors. This function is defined as follows,

$$x_{t+1} = G \left( z^1_t, \ldots, z^P_t \right) := T_K \left( \sum_{p=1}^P z^p_t \right). \quad (4)$$

We note that the combination of the local computation step (3) and the global computation step (4) are equivalent to (2).

A naive implementation of $G$ is for all agents to collaborate to compute all $N$ sums, one for each component of the intermediate vectors. Then, each agent can independently determine the values with the $K$ largest magnitudes. This approach
Fig. 1: Example execution of the TA algorithm for $K = 2$.

3.1. The Distributed Top-$K$ Problem

In the distributed top-$K$ problem, each agent $p$ has a list $L^p$ of pairs $(o, val^p(o))$, where $o$ is an object ID and $val^p(o)$ is the value of object $o$ at agent $p$. In our recovery problem, this list is generated from the vector $z^p$; $o$ is the index into the vector $z^p$ and $val^p(o)$ is the value of $z^p$ at index $o$. Each object has a score; in our case, the score is the magnitude of the object’s values at all agents. The objective is to find the objects with the $K$ largest scores. Clearly, it is possible to solve this problem by computing the sum for every object and then selecting the objects with the $K$ largest magnitude sums, but it is often not necessary to compute all sums in order to find the top-$K$ objects.

The Threshold Algorithm (TA) is a solution for the distributed top-$K$ problem that is instance optimal, i.e., TA makes the minimum number of sum computations necessary for a given input of lists $L^1, L^2, L^3$. As it was originally proposed, TA requires that all values be non-negative. Here, we present the algorithm, assuming that this is the case. In Section 3.2, we explain how we modify TA to support both negative and non-negative values.

In TA, each agent first sorts its list by object value, in descending order. One agent acts as the leader, requesting information from the other agents, computing sums for objects, and distributing the final top-$K$ list to all agents. The algorithm proceeds as follows. The leader requests an object/score pair from each agent’s list in sorted order, one pair from one agent in any given step. When the leader receives a pair containing an object it has not yet seen, it requests the value for that object from all other agents and computes the object’s sum. The leader always stores the objects with the $K$ largest sums it has seen so far. In addition, the leader stores the value of the last object seen from each agent $p$ under the sorted access. This value is denoted $\tau_p$. It computes the threshold value $\tau = \tau_1 + ... + \tau_P$ in each step. As soon as the leader has seen $K$ objects that each have a score of at least $\tau$, the algorithm terminates. The leader then disseminates the list of top-$K$ objects and their scores.

An example execution of TA is given in Figure 1. Note that, while each list has 10 objects, the algorithm only requires five sum computations to find the top two objects.

3.2. Distributed Computation of $G$

The computation of $G$ is equivalent to solving a top-$K$ problem over the vectors $z^p$, $p = 1 \ldots P$. In D-IHT, we solve this top-$K$ problem using a modified version of TA that is not leader-based and that accommodates both negative and non-negative values. We describe our modifications and the resulting algorithm below.

Support for non-negative values. As it was originally proposed, TA is applicable only to score functions like sum that are monotonic in the object values. To compute $G$, we need to find the top-$K$ magnitude sums, which means that the score function is not monotonic unless all values are non-negative. A simple way to address this limitation is to run two instances of TA to find the top-$K$ largest sums and the top-$K$ smallest sums (since a sum with a negative value may have a large value).
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(a) The vector $z^p$ and the resulting sorted list $L^p$, at three agents.
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(b) Steps of TA to find top two objects. After five steps, the threshold $\tau$ is 65, and objects 3 and 4 both have sums greater than $\tau$. No remaining objects can have a sum greater than $\tau$. Therefore, the top two objects have been found, and the algorithm terminates.

Algorithm 1: Pseudocode for D-IHT algorithm.

1. initialize
2. $x_0^p \leftarrow 0$
3. $t \leftarrow 0$
4. while TRUE do
5. $z^p \leftarrow \text{value from equation (3)}$ Local computation.
6. $L^p \leftarrow \text{Sort}(z^p)$ Create sorted list from $z^p$.
7. $x_{t+1}^p \leftarrow \text{DATA}(L^p)$ Global computation.
8. $t \leftarrow t + 1$
Decentralized list processing. We speed up the execution of TA by having each agent independently processes its own list in sorted order. Each agent initiates a group sum computation for each new object it encounters, so that \( P \) group sum computations are executed in parallel for each iteration of the algorithm. In a group sum computation, every agent learns the sum of the values for the specified object. There are many distributed algorithms for group sum computation (e.g. [17,18]). We use an algorithm based on the well-known broadcast-convergecast paradigm (see [19]). A request message is propagated down a broadcast tree that is rooted at the initiating agent. Each agent collects values from its children (if it has any), sums up these values with its own, and sends the result to its parent. For a network with \( E \) edges, the algorithm requires a preprocessing phase of less than \( 2E \) messages to create a broadcast tree. Each group sum computation requires \( 3(P - 1) \) messages, and each agent \( p \) sends at most \( 3D_p \) messages, where \( D_p \) is the node degree.

The algorithm. We call our modified version of TA the Distributed Absolute Threshold Algorithm (DATA). We briefly summarize the algorithm below. The pseudocode is given in the appendix.

In DATA, each agent stores two variables for global thresholds, one for sorted access from the top of the lists, denoted \( \tau^p \), and one for sorted access from the bottom of the lists, denoted \( \tau^p \). Both values are initially \( \infty \). Each agent also stores a top-\( K \) list that is initially empty. The agents each execute the following steps.

1. If \( \tau^p > \tau^p \), select next object from top of list for which \( p \) has not received a sum in a previous iteration. Else, select next object from bottom of list for which \( p \) has not received a sum in a previous iteration

2. Initiate group sum computation for selected object. Agent 1 also initiates a group sum computation for the global threshold, either \( \tau^p \) or \( \tau^p \), depending on whether it accessed its object from the top or bottom of its list. When participating in the group sum computation for \( \tau^p \), an agent uses the most recent value seen in sorted access from the top of its list, and for \( \tau^p \), it uses the most recent value seen in sorted access from the bottom.

3. On receipt of sums (from group computation) from all agents, update top-\( K \) list with objects that have sums with the \( K \) largest magnitudes seen so far.

4. On receipt of threshold (from group computation), update appropriate global threshold variable, \( \tau^p \) or \( \tau^p \). If the top-\( K \) list contains \( K \) objects with magnitudes at least \( \max(|\tau^p|, |\tau^p|) \), return the list. Else, go to Step 1.

We note that in a single iteration, multiple agents may initiate group sum computations for the same object. While, in theory, this introduces unnecessary message overhead, in practice the redundant sums do not add significantly to the total message cost.

3.3. The D-IHT Algorithm and Analysis

We combine the local computation step with DATA to arrive at the full D-IHT algorithm. The pseudocode is given in Algorithm 1. We note that while agent 1 plays a unique role in the local and global computations, it performs the same number and types of computations and sends the same number of messages as any other agent.

Storage complexity. Both D-IHT and distributed basis pursuit [6,7,8] require \( O(N) \) storage per agent.

Message complexity. Let \( T_1 \) be the number of iterations of D-IHT required to achieve a certain accuracy. Let \( S_j \) be the number of group sum computations for iteration \( j \) (including the group threshold computations). Each sum computation requires \( 3(P - 1) \) messages. Therefore, the total number of messages is \( 3(P - 1) \sum_{j=1}^{T_1} S_j \). We compare this to distributed basis pursuit where, in every iteration, each agent sends its estimate of \( x \) to all of its neighbors. Assuming that the message size is limited to a single value, \( N \) messages are required to send a single estimate. Let \( T_2 \) be the number of iterations of distributed basis pursuit required to achieve the same accuracy as \( T_1 \) iterations of D-IHT. The total number of messages sent in distributed basis pursuit is \( 2N ET_2 \). For a connected network, \( E \geq P - 1 \), and therefore, the total number of messages is at least \( 2NT_2(P - 1) \).

The preprocessing phase of D-IHT requires at most \( 2EP \) messages, which is less than the number of messages required for one iteration of distributed basis pursuit. Therefore, if \( T_1 < T_2 \), then D-IHT requires fewer messages than distributed basis pursuit so long as less than \( \frac{2}{3}N \) sums are computed per iteration of D-IHT, on average. In our evaluations, \( T_1 \) is always at least one order of magnitude smaller than \( T_2 \), and in most cases, the average number of sums computed per iteration of D-IHT is far fewer than \( \frac{2}{3}N \).

4. NUMERICAL RESULTS

In this section, we present an experimental comparison of D-IHT and distributed basis pursuit. As a representative ex-
Table 2: Evaluation results for D-IHT and D-ADMM.

(a) ER graph with connection probability of 0.25.

| Problem   | Total Messages | Clock Ticks |
|-----------|----------------|-------------|
|           | D-IHT          | D-ADMM      | D-IHT        | D-ADMM        |
| Random    | $1.06 \times 10^6$ | $1.43 \times 10^6$ | $5.13 \times 10^4$ | $1.60 \times 10^6$ |
| Sparco 7  | $2.23 \times 10^6$ | $1.11 \times 10^6$ | $2.59 \times 10^4$ | $2.02 \times 10^6$ |
| Sparco 11 | $3.28 \times 10^6$ | $5.25 \times 10^6$ | $1.24 \times 10^4$ | $4.29 \times 10^6$ |
| Sparco 902| $1.48 \times 10^6$ | $5.58 \times 10^6$ | $9.09 \times 10^3$ | $7.20 \times 10^6$ |

(b) ER graph with connection probability of 0.75.

| Problem   | Total Messages | Clock Ticks |
|-----------|----------------|-------------|
|           | D-IHT          | D-ADMM      | D-IHT        | D-ADMM        |
| Random    | $1.13 \times 10^6$ | $1.21 \times 10^6$ | $3.75 \times 10^3$ | $1.18 \times 10^5$ |
| Sparco 7  | $2.27 \times 10^6$ | $7.33 \times 10^6$ | $9.66 \times 10^3$ | $9.33 \times 10^6$ |
| Sparco 11 | $3.41 \times 10^6$ | $4.88 \times 10^6$ | $8.06 \times 10^3$ | $3.41 \times 10^7$ |
| Sparco 902| $1.54 \times 10^6$ | $2.67 \times 10^6$ | $5.78 \times 10^3$ | $2.65 \times 10^6$ |

(c) Geometric graph with $d=0.5$.

| Problem   | Total Messages | Clock Ticks |
|-----------|----------------|-------------|
|           | D-IHT          | D-ADMM      | D-IHT        | D-ADMM        |
| Random    | $1.05 \times 10^6$ | $7.22 \times 10^6$ | $2.46 \times 10^4$ | $1.68 \times 10^6$ |
| Sparco 7  | $2.23 \times 10^6$ | $6.06 \times 10^6$ | $7.60 \times 10^4$ | $1.99 \times 10^6$ |
| Sparco 11 | $3.26 \times 10^6$ | $2.37 \times 10^6$ | $6.24 \times 10^4$ | $3.66 \times 10^6$ |
| Sparco 902| $1.46 \times 10^6$ | $2.94 \times 10^6$ | $5.17 \times 10^4$ | $6.88 \times 10^5$ |

These results show that, for every recovery problem, D-IHT requires far fewer total messages than D-ADMM to achieve the same recovery accuracy, between one and two orders of magnitude in most cases. D-IHT also requires less total time to perform the recovery than does D-ADMM. We note that, as network connectivity increases, in D-ADMM the total message count and total time increase (Table 2a vs. Table 2b). In D-IHT, sums can be computed more quickly in networks that are more connected. Therefore, in D-IHT, the recovery time decreases as network connectivity increases.

A key to the good performance of D-IHT is that, after just a few iterations, the algorithm finds the correct support set (the non-sparse components of the signal). The magnitudes of the values in the support set quickly dominate the other values in the intermediate vectors. As a result, in DATA, the sums for these objects are computed first, and the top-$K$ objects are identified after a minimal number of sum computations (on the order of $PK$).
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Algorithm 2: Distributed Absolute Threshold Algorithm, as it is executed by each node \( p \).

9 function \( \text{DATA}(L^p = \{(ndx, val)\}_{i=1}^N) \)
10 \( \text{topKList} \leftarrow \emptyset, \text{top} \leftarrow 1, \text{bottom} \leftarrow N \)
11 \( \tau^p \leftarrow \infty, \bar{\tau}^p \leftarrow \infty \)
12 done \leftarrow FALSE

13 while done = FALSE do
14 if \( \tau^p > \bar{\tau}^p \) then
15 oid \leftarrow \text{new object id from top of list}
16 else
17 oid \leftarrow \text{new object id from bottom of list}
18 GroupComputeSum(oid)
19 if \( p = 1 \) then
20 GroupComputeThreshold(oid)
21 Receive \((ndx^q, sum^q)\) for \( q = 1 \ldots P \) and receive threshold
22 if \( \tau^p > \bar{\tau}^p \) then
23 \( \tau^p \leftarrow \text{threshold} \)
24 else
25 \( \bar{\tau}^p \leftarrow \text{threshold} \)
26 for \( q = 1 \) to \( P \) do
27 if \( |\text{topKList}| < K \) then
28 Add \((ndx^q, sum^q)\) to \( \text{topKList} \)
29 else if \( sum^q > \min \text{ abs. sum in } \text{topKList} \) then
30 Replace smallest magnitude element with \((ndx^q, sum^q)\)
31 if \( \min \text{ abs. sum in } \text{topKList} \geq \max(\tau^p, \bar{\tau}^p) \) then
32 done \leftarrow TRUE
33 \( x \leftarrow \text{GenerateVectorFromList(topKList)} \)
34 return \( x \)