We prove that if the prime graphs in a graph class have bounded lettericity, then the entire class has bounded lettericity if and only if it does not contain arbitrary large matchings, co-matchings, or a family of graphs that we call stacked paths.

1. Introduction

Our graphs are finite, simple, and undirected, and we denote the vertex set of the graph $G$ by $V(G)$. If $u$ and $v$ are adjacent vertices of $G$, then we write $u \sim v$; we write $u \not\sim v$ otherwise. We extend this notation to disjoint subsets $U_1, U_2 \subseteq V(G)$, writing $U_1 \sim U_2$ if $u \sim v$ for every $u \in U_1$ and $v \in U_2$, and writing $U_1 \not\sim U_2$ if $u \not\sim v$ for every $u \in U_1$ and $v \in U_2$. The neighborhood of a vertex $v \in V(G)$, denoted by $N(v)$, is the set of all vertices to which $v$ is adjacent.

We write $P_n$ for the path on $n$ vertices, $C_n$ for the cycle on $n$ vertices, and $K_n$ for the complete graph, or clique, on $n$ vertices. The complement of a graph $G$ is denoted by $\overline{G}$, and we refer to the complement of a clique as a co-clique. Given graphs $G$ and $H$ on disjoint vertex sets, we denote their disjoint union by $G \uplus H$. Given a graph $G$ and a natural number $r$, we denote by $rG$ the disjoint union of $r$ copies of $G$ (where the copies are chosen to have disjoint vertex sets). For a positive integer $r$, we call the graph $rK_2$ a matching and its complement $r\overline{K}_2$ a co-matching.

A hereditary property or (throughout this paper) class of graphs is a set of finite graphs that is closed under isomorphism and also closed downward under the induced subgraph ordering. We are interested here in graph classes with bounded lettericity (defined in the next section). These classes are known to have many desirable propoerties. In particular, in his introduction of lettericity, Petkovšek [13] proved that such classes are well-quasi-ordered by the induced subgraph order (an easy consequence of Higman’s lemma), and Atminas and Lozin [7] have shown that classes of bounded lettericity are in fact labeled well-quasi-ordered under the induced subgraph order. In addition to these order-theoretic considerations, there is a strong connection (first conjectured in [5, 6] and then established in [3]) between classes
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of bounded lettericity and the geometric grid classes of [1, 2] employed in the study of permutation patterns.

Our main result, Theorem 5.1, generalizes the following result to classes of graphs in which the prime graphs (those that cannot be decomposed via the modular decomposition) themselves have bounded lettericity. (For example, the class of cographs, defined in Section 3, contains only three prime graphs, each of lettericity 1).

**Theorem 1.1** (Alecu, Lozin, and De Werra [4, Theorem 5]). Let \( C \) be a class of cographs. If \( C \) contains all matchings or all co-matchings, then the lettericity of \( C \) is infinite. Otherwise, the lettericity of \( C \) is finite.

In Sections 2 and 3, respectively, we define lettericity and the modular decomposition. Section 4 defines the family of graphs we call stacked paths, and proves that they have unbounded lettericity. Finally, we state and prove our main result in Section 5.

## 2. Lettericity

Let \( \Sigma \) be a finite alphabet, and let \( D \subseteq \Sigma^2 \) be a set of ordered pairs that we call a *decoder*. For any word \( w = w(1)w(2)\cdots w(n) \) with each letter \( w(i) \in \Sigma \), the *letter graph of \( w \) with respect to \( D \)* is the graph \( \Gamma_D(w) \) with \( V(\Gamma_D(w)) = \{1, \ldots, n\} \) and in which for \( i < j \), the vertices \( i \) and \( j \) are adjacent in \( \Gamma_D(w) \) if and only if \( (w(i), w(j)) \in D \).

If \( \Sigma \) is an alphabet of cardinality \( k \), then we say that \( \Gamma_D(w) \) is a \( k \)-letter graph. For any graph \( G \), the minimum \( k \) such that \( G \) is a \( k \)-letter graph is the *lettericity of \( G \)*, denoted by \( \ell(G) \). Every finite graph is the letter graph of some word over some alphabet, and in particular the lettericity of a graph \( G \) is at most \( |V(G)| \). Also note that \( \ell(\overline{G}) = \ell(G) \), as we may simply replace the decoder \( D \) by its complement \( \Sigma^2 \setminus D \).

Given a letter graph \( \Gamma_D(w) \) and some letter \( a \in \Sigma \), we then say that \( a \) *encodes* the set of vertices \( \{i \in V(\Gamma_D(w)) : w(i) = a\} \). Note that this set of vertices forms a clique if \( (a, a) \in D \), and a co-clique otherwise. Given a graph \( G \) such that \( G = \Gamma_D(w) \), we say that \( (D, w) \) is a *lettering* of \( G \), and in particular a *\( k \)-lettering* if \( w \) uses an alphabet of cardinality \( k \).

The quintessential example of a class of graphs with bounded lettericity is the class of *threshold graphs*. The threshold graphs have several definitions, but for our purposes the most useful is that they are the graphs that can be constructed by repeatedly adding new dominating vertices (adjacent to all of the vertices previously added) and isolated vertices (adjacent to none of the vertices previously added). We denote these two cases by \( G \ast K_1 \) and \( G \uplus K_1 \), respectively. Thus

1. the empty graph \( K_0 \) is a threshold graph, and
2. if \( G \) is a threshold graph, then \( G \ast K_1 \) and \( G \uplus K_1 \) are threshold graphs.

Equivalently, the threshold graphs are precisely the letter graphs on the alphabet \( \Sigma = \{i, d\} \) with the decoder \( D = \{(i, d), (d, d)\} \). To see this, simply encode vertices—in their order of addition to the graph—by \( i \) if they are added as isolated vertices or by \( d \) if they are added as dominating vertices.
We conclude this section with a result used later. Given two distinct vertices of a graph, a third vertex that is adjacent to one but not the other is said to distinguish them.

**Proposition 2.1.** If a letter graph $\Gamma_D(w)$ has a pair of vertices $i < k$ with $w(i) = w(k)$, and this pair is distinguished by a third vertex $j$, then $i < j < k$.

**Proof.** If it were the case that $i < k < j$ (resp., $j < i < k$), then the vertex $j$ of $\Gamma_D(w)$ would be adjacent to either both of the vertices $i$ and $k$ or neither of them, depending on whether $(w(i), w(j)) \in D$ (resp., $(w(j), w(i)) \in D)$.

### 3. Modular Decomposition

Here we briefly review modular decomposition, a concept that has been introduced numerous times in different contexts, but was brought to prominence in the graph context by the work of Gallai [10, 12]. Given a graph $G$, a module of $G$ is a set $M \subseteq V(G)$ such that, for all $u, v \in M$, $N(u) \setminus M = N(v) \setminus M$. Note that every singleton is a module, as is the empty set and $V(G)$; we say that a module is proper if it is not one of these. We then say that a graph is prime if it contains no proper modules.

We make use of two results about modular decomposition. The first is essentially the modular decomposition itself. Given a graph $G$, we say that $G$ is an inflation of the graph $H$ if $G$ can be obtained by replacing every vertex $v \in V(H)$ with its own graph $G_v$, with $V(G_u) \sim V(G_v)$ in $G$ if and only if $u \sim v$ in $H$. We write this as $G = H[G_v : v \in V(H)]$.

**Theorem 3.1.** For every graph $G$ on two or more vertices, there exists a unique prime graph $H$ on two or more vertices and a collection of nonempty graphs $\{G_v : v \in V(H)\}$ such that $G$ is isomorphic to $H[G_v : v \in V(H)]$.

We define the bull to be the (prime) graph on five vertices consisting of a $P_4$ and a fifth vertex adjacent to both midpoints of this $P_4$, as shown in Figure 1. This fifth vertex is called the nose of the bull. This graph is also known as $A_0$ in the work of Hertz and de Warra [11] and as $Q_5$ in the work of Cournier and Ille [9], and its importance to the modular decomposition is given by the following result.

**Theorem 3.2** (Cournier and Ille [9]). Every vertex in a prime graph on four or more vertices lies in an induced $P_4$ or is the nose of an induced bull.

### 4. Obstructions to Bounded Lettericity

The statement of our main result features three families of graphs that serve as obstructions to bounded lettericity: matchings, co-matchings, and stacked paths. The lettericity of
the perfect matching \( mK_2 \) is precisely \( m \), as was claimed without proof by Petkovšek [13, Section 5.3] and proved by Alecu, Lozin, and de Werra [4, Lemma 3]. Below we include a short sketch showing that this lettericity is simply unbounded, as it parallels the approach we take with stacked paths immediately thereafter.

**Proposition 4.1.** The set of perfect matchings \( \{mK_2 : r \geq 1\} \) has unbounded lettericity.

**Proof.** Suppose to the contrary that the lettericity of every matching was bounded by some constant, say \( r \). In such an \( r \)-lettering of a matching, every edge has only \( r^2 \) possible letterings. Therefore the matching \( (mr^2 + 1)K_2 \) must contain \( m \) edges with the same labels. It follows that the matching \( mK_2 \) actually has lettericity 2. However, it is not difficult to verify that \( 3K_2 \) has lettericity 3, not 2. \( \square \)

Because \( \ell(G) = \ell(G) \), it follows that the lettericity of the family of co-matchings is also unbounded.

It remains to define our final family of restrictions, the **stacked paths**, and show that they have unbounded lettericity. These graphs may be defined inductively via the inflation operation as follows. The first stacked path \( R_1 \) is the path \( P_4 \). For \( n \geq 2 \), the stacked path \( R_n \) is obtained by inflating the nose of the bull graph by \( R_{n-1} \) (and inflating each of the other vertices by a single vertex). Examples are shown in Figure 2. From the way these examples are drawn, we see that the stacked path \( R_n \) can be viewed as consisting of \( n \) copies of \( P_4 \), which we call its **levels**. (Indeed, it can be proved that these are the only induced copies of \( P_4 \) in \( R_n \), but we do not need this fact.)

The stacked path \( R_n \) can also be described as the graph on a clique \( C \) and a co-clique \( S \), where \( V(C) = \{c_{1,1}, c_{1,2}, c_{2,1}, \ldots, c_{n,2}\} \), \( V(S) = \{s_{1,1}, s_{1,2}, s_{2,1}, \ldots, s_{n,2}\} \), and \( s_{u_1,v_1} \sim c_{u_2,v_2} \) if and only if \( u_1, v_1, v_2 \) or both \( u_1 = v_1 \) and \( v_1 = v_2 \). From this latter definition, it is clear that the stacked paths are split graphs. This is one way to see that they contain neither \( 2K_2 \) nor \( \overline{2K_2} \) as induced subgraphs.

We show that the family of stacked paths has unbounded lettericity with our next two results.

**Proposition 4.2.** If the family of stacked paths were to have bounded lettericity, then it would have lettericity at most four. Moreover, for every positive integer \( n \), there would be a lettering of \( R_n \) in which all of the vertices \( \{s_{i,1} : 1 \leq i \leq n\} \) were encoded by the same...
We do not know the relative position of \( i \) and \( j \). Moving on, we see that \( j \) and \( i \) forces \( c \). This implies that \( c \). Finally we try to place \( w \). By symmetry, we may assume that each level uses four distinct letters, say \{a, b, c, d\}. We further name the vertices by \( i_a, i_b, \ldots, j_d \) as shown on the right of Figure 2. Note that by our conventions these are both names of vertices in \( \Gamma_D(w) \) and indices of letters in \( w \), and thus we argue about their relative values, meaning their positions in \( w \).

By symmetry, we may assume that \( i_a < j_a \), as otherwise we may consider the reverse of the word \( w \) together with the decoder obtained by reversing all pairs in \( D \). Since \( i_b \) distinguishes \( i_a \) from \( j_a \), we must have

\[ i_a < i_b < j_a. \]

This implies that \( (a, b) \in D \) and that \( (b, a) \notin D \). Therefore, since \( j_b \) is adjacent to both \( i_a \) and \( j_a \), we must have

\[ i_a < i_b < j_a < j_b. \]

Moving on, we see that \( j_c \) distinguishes \( i_a \) from \( j_a \), so we must have

\[ i_a < i_b, j_c < j_a < j_b. \]

We do not know the relative position of \( i_b \) and \( j_c \), but regardless, we must have \( (a, c) \in D \) and \( (c, a) \notin D \). As \( i_c \) is not adjacent to \( i_a \) (or \( j_a \)), this implies that we must have

\[ i_c < i_a < i_b, j_c < j_a < j_b. \]

Next we see that \( i_d \) distinguishes \( i_b \) from \( j_b \), so it must lie between these two. Since this forces \( i_d \) after \( i_c \), and \( i_d \) is adjacent to both \( i_c \) and \( j_c \), it must also lie after \( j_c \), and thus we have

\[ i_c < i_a < i_b, j_c < j_a, i_d < j_b. \]

Finally we try to place \( j_d \). Since \( j_d \) distinguishes \( i_c \) from \( j_c \), it must lie between them:

\[ i_c < i_a < i_b, j_c < j_a, i_d < j_b. \]

However, \( i_d \) is adjacent to \( j_b \), while \( j_d \) is not, and we have shown that both must lie before \( j_b \), so we have reached a contradiction. \[ \square \]
5. Main Theorem

We may now state and prove our main result.

**Theorem 5.1.** Let $C$ be a class of graphs whose prime members have finite lettericity. If $C$ contains all matchings, all co-matchings, or all stacked paths, then the lettericity of $C$ is infinite. Otherwise, the lettericity of $C$ is finite.

**Proof.** We have already shown that the lettericity of matchings, co-matchings, and stacked paths is unbounded, and thus so must be the lettericity of any class containing one of these families. It remains to prove the other direction.

For the purposes of this proof, we define a $(p, q, r)$ graph to be one that contains none of the graphs $pK_2$, $qK_2$, or $R_r$ as induced subgraphs. Let $m$ be a fixed integer. We prove, by induction on $p + q + r$, that there is a function $f(p, q, r)$ so that if every prime induced subgraph of a $(p, q, r)$ graph $G$ has lettericity at most $m$, then the lettericity of $G$ is at most $f(p, q, r)$. We note that no effort has been made to optimize $f(p, q, r)$.

The claim is trivial for $(1, 1, r)$ graphs for any $r \geq 1$, as such graphs may contain neither an edge $K_2$ nor a non-edge $\overline{K_2}$ and thus may only be $K_1$, which has lettericity 1. Thus we may suppose that $p, q \geq 2$, that $p + q + r \geq 5$, and that the claimed function exists for all smaller values of $p + q + r$.

Let $G$ be a $(p, q, r)$ for which the lettericity of all of its prime induced subgraphs is at most $m$. We must first dispense with isolated and dominating vertices. We successively remove such vertices from the graph $G$ until we are left with an induced subgraph $G'$ that has neither type of vertex. It then follows that

$$\ell(G) \leq \ell(G') + 2,$$

because from any $k$-lettering of $G'$ we can construct a $(k + 2)$-lettering of $G$ by adding two new letters, say $\{i, d\}$, such that $i$ encodes the isolated vertices and $d$ encodes the dominating vertices, as in the 2-letterings of threshold graphs given in Section 2.

We now apply the modular decomposition (Theorem 3.1) to this graph $G'$ to see that

$$G' = H[G_v : v \in H],$$

where $H$ is a prime induced subgraph of $G$. Our hypotheses imply that the lettericity of $H$ is at most $m$, so there is some alphabet $\Sigma_H$ of cardinality at most $m$, a decoder $D_H \subseteq \Sigma_H^2$, and a word $w_H$ of length $|V(H)|$ such that $\Gamma_{D_H}(w_H)$ is isomorphic to $H$. We will produce an encoding of $G'$ over a larger alphabet with a related decoder in which each letter of $w_H$ is expanded by a word that encodes the corresponding module of $G'$.

We first examine the case where $H$ has precisely two vertices, so $G' = G_1 \cup G_2$. Because $G'$ does not have isolated vertices, each of $G_1$ and $G_2$ must contain an edge. This implies that both of these graphs must be $(p - 1, q, r)$ graphs, as otherwise $G'$ (and hence also $G$) would contain an induced $pK_2$ subgraph. Thus we can encode each of $G_1$ and $G_2$ with their own alphabet of cardinality at most $f(p - 1, q, r)$, and this shows that

$$\ell(G) \leq \ell(G') + 2 \leq \ell(G_1) + \ell(G_2) + 2 \leq 2f(p - 1, q, r) + 2.$$
In the symmetric case where \( G' = G_1 \uplus G_2 \), we obtain the similar bound
\[
\ell(G) \leq \ell(G') + 2 \leq \ell(G_1) + \ell(G_2) + 2 \leq 2f(p, q - 1, r) + 2.
\]

Now suppose that \( H \) has more than two vertices (and so \(|V(H)| \geq 4\), as there are no prime graphs on three vertices). By Theorem 3.2, every vertex \( v \in V(H) \) is either the endpoint of an induced \( P_4 \), the midpoint of an induced \( P_4 \), or the nose of a bull. In each of these three cases (which are shown in Figure 3), we have a may appeal to induction to bound the lettericity of \( G_v \):

- if \( v \) is the endpoint of a \( P_4 \), then \( G_v \) must be a \((p - 1, q, r)\) graph, as otherwise \( G_v \) together with any two vertices of \( G' \) that correspond to the non-neighbors of \( v \) in this copy of \( P_4 \) in \( H \) would create a copy of \( pK_2 \) in \( G' \);
- if \( v \) is the midpoint of a \( P_4 \), then \( G_v \) must be a \((p, q - 1, r)\) graph, as otherwise \( G_v \) together with any two vertices of \( G' \) that correspond to the neighbors of \( v \) in this copy of \( P_4 \) in \( H \) would create a copy of \( qK_2 \) in \( G' \);
- if \( v \) is the nose of a bull, then \( G_v \) must be a \((p, q, r - 1)\) graph, as otherwise \( G_v \) together with any four vertices of \( G' \) that correspond to the \( P_4 \) in this copy of the bull in \( H \) would create a copy of \( R_r \) in \( G \).

This bounds the lettericity of every module of \( G' \), but to bound the lettericity of \( G' \) itself we must consider the homogeneous and non-homogeneous modules separately. Define the set \( A \subseteq V(H) \) by
\[
A = \{ v \in V(H) : G_v \text{ is neither complete nor edgeless} \},
\]
so it consists of the vertices of \( H \) that are inflated by non-homogeneous modules. As each of these modules contains both an edge \( K_2 \) and a non-edge \( \overline{K_2} \), the induced subgraph \( H[A] \) cannot contain \( K_q \) or \( \overline{K_p} \) (in the first case, \( G' \) would contain \( qK_2 \), while in the second case, \( G' \) would contain \( pK_2 \)). Therefore the cardinality of \( A \) is less than the Ramsey number \( R(p, q) \). As we have already established that each of the modules \( G_v \) for \( v \in A \) has bounded lettericity, and we have just established that \( A \) has bounded size, we may use disjoint sets of letters to encode each of these modules. Doing so requires at most
\[
g(p, q, r) = (R(p, q) - 1) \cdot \max\{f(p - 1, q, r), f(p, q - 1, r), f(p, q, r - 1)\}
\]
letters.

It remains only to encode the homogeneous modules of \( G' \)—those that correspond to vertices of \( B = V(H) \setminus A \). Choose an \( m \)-lettering of \( H \) (such a lettering exists by our hypotheses). For each letter \( a \) in this lettering, there are two cases. If \((a, a)\) lies in the decoder (for \( H \), then

\[\text{Figure 3: The three cases in the proof of Theorem 5.1; the vertex of interest is enclosed in a diamond, while the shading indicates the relevant edge, non-edge, or path of length four.}\]
• every vertex of every complete module $G_v$ where $v \in B$ is encoded by the letter $a$ may be encoded by the same letter;
• there are at most $q - 1$ edgeless modules $G_v$ where $v \in B$ is encoded by the letter $a$ (as otherwise $G'$ would contain $qK_2$), and each of them may be encoded by its own letter.

Thus all of the vertices of all of these modules require $q$ letters in total. If $(a, a)$ does not lie in the decoder, then, symmetrically,
• every vertex of every edgeless module $G_v$ where $v \in B$ is encoded by the letter $a$ may be encoded by the same letter;
• there are at most $p - 1$ complete modules $G_v$ where $v \in B$ is encoded by the letter $a$ (as otherwise $G'$ would contain $pK_2$), and each of them may be encoded by its own letter.

Thus all of the vertices of all of these modules require $p$ letters in total.

Combining the homogeneous and non-homogeneous modules, we obtain the bound

$$\ell(G) \leq \ell(G') + 2 \leq g(p, q, r) + p + q + 2.$$  

This shows that we may take $f(p, q, r) = g(p, q, r) + p + q + 2$, and thus completes the proof of the theorem.

6. Concluding Remarks

As the original motivation for the introduction of letter graphs was the study of well-quasi-order, it might be hoped that Theorem 5.1 would have an application to well-quasi-order. However, its possible implication in that area already follows by more general machinery. Atminas and Lozin [7, Theorem 4] prove that every set of graphs of bounded lettericity is in fact labeled well-quasi-ordered (also known as being well-quasi-ordered by the labeled induced subgraph relation), and they also prove [7, Theorem 2] that if the prime graphs in a graph class are labeled well-quasi-ordered, then the entire graph class is labeled well-quasi-ordered. This is stronger than the well-quasi-order implication of our Theorem 5.1. While Theorem 5.1 doesn’t have a useful implication for the study of well-quasi-order, we are hopeful that it may be applicable to the characterization of graph classes of bounded lettericity.

Letter graphs are known, via the results of [3, 5, 6], to have a strong connection to the study of permutation patterns, and here Theorem 5.1 does have a novel corollary (though again in this context, its well-quasi-order implications are already known, via more general results of Brignall and Vatter [8]).

In order to keep our account of this application brief, we state it without properly defining the terms, which may be found in the survey [14]. Alecu, Ferguson, Kanté, Lozin, Vatter, and Zamaraev [3] prove that a permutation class is geometrically grid-d drawable if and only if the corresponding graph class has bounded lettericity. Translating our Theorem 5.1 and combining it with this result yields the following; see Figure 4 for a picture of the nestings of $2413$ and $3142$ that appear in the statement of the result.
Corollary 6.1. Let $C$ be a class of permutations and suppose that the simple permutations of $C$ lie in a common geometric grid class. If $C$ contains arbitrarily long sums of $21$, arbitrarily long skew sums of $12$, or arbitrarily long nestings of $2413$ or $3142$, then $C$ is not geometrically griddable. Otherwise, $C$ is geometrically griddable.
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