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Abstract
When engaging in an argumentative discourse, skilled human debaters tailor claims to the beliefs of the audience, to construct effective arguments. Recently, the field of computational argumentation witnessed extensive effort to address the automatic generation of arguments. However, existing approaches do not perform any audience-specific adaptation. In this work, we aim to bridge this gap by studying the task of belief-based claim generation: Given a controversial topic and a set of beliefs, generate an argumentative claim tailored to the beliefs. To tackle this task, we model the people’s prior beliefs through their stances on controversial topics, and extend state-of-the-art text generation models to generate claims conditioned on the beliefs. Our automatic evaluation confirms the ability of our approach to adapt claims to a set of given beliefs. In a manual study, we additionally evaluate the generated claims in terms of informativeness and their likelihood to be uttered by someone with a respective belief. Our results reveal the limitations of modeling users’ beliefs based on their stances, but demonstrate the potential of encoding beliefs into argumentative texts, laying the ground for future exploration of audience reach.

1 Introduction
According to van Eemeren and Houtlosser (1999), debaters engaging in an argumentative discourse, aimed to resolve disagreement, design their next argumentative move considering the topical potential, the audience demand, and appropriate presentational devices. Feinberg and Willer (2015) stress based on the moral foundation theory (Godden, 2010) how phrasing arguments to fit the audience’s morals leads to a better agreement. For example, in a debate on former US president Donald Trump, potential topics could have been immigration, health care plans, tax plans, etc. However, knowledge about the audience being middle-class workers would have suggested to restrict the selection to Trump’s tax plans. An appropriate usage of presentational devices may have then put a con argument as follows:

Example “Donald Trump was a bad president. He did nothing but hurt the poor and middle class, his tax plan benefited only rich people who could afford it.”

There is a recent growth of interest in argument generation as a subfield of computational argumentation. Several tasks have been proposed, including claim negation (Bilu et al., 2015; Hidey and McKeown, 2019), counterargument generation (Hua et al., 2019), and conclusion generation (Alshomary et al., 2020). While some research considers argumentative strategies when delivering arguments (Wachsmuth et al., 2018; El Baff et al., 2019), no one has worked on adapting arguments to user beliefs yet. Our goal is to bridge this gap.

In this work, we propose to extend argument generation technologies with the ability to encode beliefs. This does not only better reflect the process by which humans reason, but it also allows controlling the output, in order to better reach the audience. In particular, we introduce the task of belief-based claim generation: Given a controversial topic and a representation of a user’s beliefs, generate a claim that is both relevant to the topic and matches the beliefs.

To approach this task, we first model user beliefs by their stances (pro or con) on a set of controversial topics, and then extend two state-of-the-art text generation approaches by conditioning their output on a specific set of beliefs. One approach builds on Li et al. (2016), equipping a sequence-to-sequence (Seq2Seq) model with a context vector representing the given stances. The other approach controls the output of a pre-trained argumentative language
model (LM) using the algorithm of Dathathri et al. (2020) to assure resembling the user’s beliefs. We study the given task empirically on the debate.org dataset of Durmus and Cardie (2018). The dataset contains users’ arguments on various controversial topics as well as their stances towards the most popular topics on the website, called the big issues. For our purposes, we use these big issues as the controversial topics, and we model beliefs by the user’s stances towards them.

In our automatic evaluation, we compare both models against their unconditioned correspondents (i.e., the same models without knowledge about a user). We assess the generated claims in terms of the similarity to the ground truth and the likelihood of carrying textual features that reflect users’ stances on big issues. Our results suggest that using users’ beliefs significantly increases the effectiveness of the Seq2Seq and LM in most cases. Moreover, a stance classifier trained on claims generated by the conditioned LM achieves the best averaged accuracy across all big issues.

In a subsequent manual evaluation, we find that claims generated by the conditioned LM are more informative regarding the topic. In terms of predicting stance from generated claims, we analyze the limitations of our approach in detail, which lie in the belief encoding step. By avoiding these limitations, we find that the generated claims enable the annotators to predict correctly a stance on a given big issue in 45% of the cases (26% incorrectly). These results demonstrate the applicability of encoding a user’s beliefs into argumentative texts, enabling future research on the effect of belief-based argumentative claims on audiences.

The contribution of this work is threefold1:

- A new task, belief-based claim generation.
- An approach to model and match users’ beliefs in the generation of arguments.
- Empirical evidence of the applicability of encoding beliefs into argumentative texts.

2 Related Work

Early research on argument generation aimed to create argumentative texts starting from a symbolic representation (Zukerman et al., 2000; Grasso et al., 2000; Carenini and Moore, 2006). Conceptually, those approaches all had a similar architecture consisting of three main phases: text planning, sentence planning, and realization (Stede et al., 2018). While they included a user model to a certain extent and aimed to generate convincing arguments, they were still performed on a limited scale.

With the tremendous advances of NLP and machine learning since then, research has begun to address different tasks in the realm of argument generation, showing promising results. Hua et al. (2019) proposed a neural network-based framework for generating counter-arguments. Both Bilu et al. (2015) and Hidey and McKeown (2019) addressed the task of claim negation, using a rule-based and a neural approach respectively. Also, Sato et al. (2015) proposed an approach to argument generation based on sentence retrieval, in which, given a topic, a set of paragraphs covering different aspects is generated. However, these approaches are agnostic to the target audience.

Chen et al. (2018) modified the political bias of (often claim-like) news headlines using style transfer, accounting for general political sides (left and right) at least. Moreover, Wachsmuth et al. (2018) modeled rhetorical strategies in argument synthesis conceptually, but its computational realization (El Baff et al., 2019) considers the audience implicitly only, using a language model approach to select and arrange argumentative discourse units that are phrased in an argument.

In the field of conversational AI, researchers have utilized machine translation techniques to tackle the task of dialog generation (Ritter et al., 2011). Li et al. (2016) worked on augmenting sequence-to-sequence models by learning persona vectors from the given data. In a similar fashion, one of our approaches extends such a model by a context vector representing a user’s belief. Here, however, we deal with argumentative text.

Progress in the field of text generation has been made due to the availability of large pre-trained language models (Devlin et al., 2018; Solaiman et al., 2019). While these models excel in generating coherent texts, ensuring a generated text possesses a certain property is not straightforward. Some research tackled this limitation, offering ways to better control the output (Keskar et al., 2019; Ziegler et al., 2019). One of the most flexible of such approaches is by Dathathri et al. (2020), which does not require fine-tuning for each controlling theme. Their algorithm conditions the output of a language

---

1Code can be found under: http://www.github.com/webis-de/eacl21-belief-based-claim-generation
model to contain certain properties defined by a dis-
criminative classifier or a bag-of-words. One of our
approaches makes use of this algorithm to condi-
tion the output of an argumentative language model
on a bag-of-words that represents a user’s beliefs. A
recent relevant work by Schiller et al. (2020) deals
with the generation of aspect-controlled arguments.
Similar to us, the authors utilize a pre-trained lan-
guage model to generate arguments on a specific
topic, with a controlled stance and aspect. Their
focus is on topical aspects of arguments, though,
and their approach based on Keskar et al. (2019) is
limited to a predefined set of topics and aspects.

3 Task

Due to the importance of audience in argumenta-
tion when aiming for persuasiveness (van Eemeren
and Houtlosser, 1999), and due to the fact that
humans comply to certain morals that shape their
beliefs and affect their reasoning (Godden, 2010;
Feinberg and Willer, 2015), we introduce the audi-
cence’s beliefs as a new dimension to the argument
generation process in this work. For this, we pro-
pose a new task, belief-based claim generation:

\[ \text{Given a controversial topic and a repre-
sentation of the audience’s beliefs, gen-
erate a claim that is both relevant to the}
topic and matches the beliefs. \]

We focus this task on generating claims rather
than full arguments to keep it simple and because
claims denote the main units from which arguments
are built. As shown by Feinberg and Willer (2015),
better agreement is achieved when arguments are
framed with respect to audience’s beliefs. There-
fore, we argue that studying the mentioned task
will enable argumentation technology, knowing its
audience, to generate more convincing arguments,
briding the gap between disagreeing parties.

3.1 Data

To study the proposed task, a dataset is needed in
which information about users revealing their be-
iefs as well as their arguments on various topics are
given. Here, we build upon the dataset introduced
by Durmus and Cardie (2018), which was collected
from debate.org, an online platform where users
can engage in debates over controversial topics and
share their profiles. The dataset contains users’
arguments as answers to topic questions and en-
gagement in debates, along with various user in-
formation, including a user’s self-specified stances
(pro or con) on up to 48 predefined popular contro-
versial topics, called big issues.

In our dataset, for the task at hand, we keep only
users who have at least three arguments and stated
their stance on at least one of the big issues. For
those, we collected their arguments along with the
topics and stances. In total, the dataset contains
around 51k claims, on 27k topics from 5k users.

| Dataset      | # Claims | # Topics | # Users |
|--------------|----------|----------|---------|
| Training set | 41,288   | 22,241   | 5,189   |
| Validation set | 5,028    | 2,450    | 2,509   |
| Test set     | 5,154    | 2,728    | 2,512   |
| Full dataset | 51,470   | 27,419   | 5,189   |

Table 1: Number of claims, topics, and users in each of
the training, validation, and test set of the data used in
this paper.

To develop approaches to the belief-based claim
generation task, we need training data where claims
can be identified as such. Since claim detection
is not our focus, we preprocess all data using
the claim detection approach of Chakrabarty et al.
(2019). In particular, we score the likelihood of
each sentence being a claim, and only keep the one
with the highest score as the user’s claim on the
topic. To evaluate the model, we created a sam-
ple of 100 arguments, and two annotators decided
whether the extracted sentence represents a claim
on the given topic or not. In terms of full agree-
ment, the model extracted claims correctly in 81%
of the cases, the Cohen’s \( \kappa \) inter-annotator agree-
ment being 0.3. We note that this preprocessing
step produces some noise in the data, mainly affect-
ing the training of our Seq2Seq model below.

4 Approach

To study our research question, we propose and
compare two approaches that build on top of known
techniques for text generation. Both approaches
rely on modeling users’ beliefs via their stances on
big issues. The first is an extension of the Seq2Seq
model (Sutskever et al., 2014), where the user’s
stances are encoded as a context vector, while the
second conditions the output of a pre-trained argu-
mentative language model via a bag-of-words,
constructed based on stances on big issues.
4.1 Seq2Seq-based Model

Given a topic, as a sequences of words \( T = (w_1, w_2, \ldots, w_n) \), a user vector \( \vec{U} \in \{0,1\}^k \) with \( k \) being the number of big issues, and a claim as a sequence of words \( C = (w_1, w_2, \ldots, w_m) \), first an LSTM-based encoder consumes the input topic and produces a hidden state \( \vec{h} \), which is used to initialize the LSTM-based decoder. The user vector \( \vec{U} \) is projected into a new embedding space via a feed forward network with a learned weight matrix \( W_U \), producing a new vector, \( \vec{V} \):

\[
\vec{V} = \sigma(W_U \cdot \vec{U})
\]

Following Li et al. (2016), our \( \vec{V} \) is served as their speaker embedding in the model. The difference between the speaker model in Li et al. (2016) and this model is that the vector \( \vec{V} \) is not explicitly predefined but rather learned from the data, while in our model it is already predefined as a binary vector representing the user’s stances on big issues. By augmenting the Seq2Seq model with a context user vector, the model is supposed to capture the correlation between users’ stances on big issue and the corresponding claims. Once the correlation is learned, the model can generate a claim utilizing not only the topic, but also the stances on big issues of the target user, which reflect the beliefs.

4.2 Conditioned Language Model

In this approach, we represent a user’s stances on big issues as a bag-of-words. We then use the topic as a prompt for a pre-trained argumentative language model (LM) to synthesize a claim conditioned using the algorithm of Dathathri et al. (2020). The synthesis process is illustrated in Figure 1.

Argumentative Language Model  Since we aim to generate claims in particular, a standard LM is not enough. To model argumentative language, we take a LM pre-trained on general language and fine-tune it on a large set of arguments (in our experiments, we use the corpus of Ajjour et al. (2019)). The result is an LM that is able to generate argumentative text.

Belief-based Bag-of-words  Next, we build a bag-of-words that represents the beliefs of a user. We learn this from the user’s stances on the big issues. For example, a user pro abortion would likely be pro choice. Hence, words such as right and choice are candidates to be included in their belief-based bag-of-words. To this end, we first build two bag-of-words representations for each big issue, one for the pro and for the con side. For a user, we then construct a belief-based bag-of-words based on their stances on big issues.

To build a representative pro and con bag-of-words for each big issue, we follow the topic signature approach of Lin and Hovy (2000). Given a big issue, we first collect from some corpus of arguments three sets: relevant pro arguments \( R_{pro} \), relevant con arguments \( R_{con} \), and a random set of non-relevant arguments \( R \). For each relevant set, we then compute a likelihood ratio for all its words with respect to \( R \) and keep only words with a score higher than a specific threshold \( \tau \), resulting in two sets of words, \( W_{pro} \) and \( W_{con} \). Since a word may appear in both sets, we remove it from the set where it occurs fewer times. Finally, we sort words according to their likelihood ratio and keep in both \( W_{pro} \) and \( W_{con} \) the top \( k \) words, forming the final pro and con bag-of-words respectively.

Claim Generation  Given a user (represented by stances on big issues) and a topic, we construct a belief-based bag-of-words (Step 1 in Figure 1):

\[
U_{bow} = W_1 \cup W_2 \cup \ldots \cup W_n
\]

where \( W_i \) is the pro bag-of-words if the stance is pro and the con bag-of-words otherwise. Then, we use the topic as a prompt and the user’s bag-of-words \( U_{bow} \) to condition the generated claim (see Figure 1). In particular, given a transformer-
based LM (Vaswani et al., 2017), a token $x_{t+1}$ is generated at each time step as follows:

$$o_{t+1}, H_{t+1} = LM(x_t, H_t)$$

$$x_{t+1} \sim p_{t+1} = \text{Softmax}(W \cdot o_{t+1})$$

where $H_t$ represents the history of the LM. Using the algorithm of Radford et al. (2019), called Plug and Play LM (PPLM), an update to the past, $\Delta H$, is computed to control the generated claim, based on the sum of the log likelihood $p(U_{bow}[x])$ of all words in the belief-based bag-of-words. Then the new history, $H_{t+1} = H_t + \Delta H_t$, is used as in the previous equations to draw a new distribution $p_{t+1}$, of which a new token is sampled. To ensure fluency in the generated text, $\Delta H$ is further modified to ensure a high log-likelihood $p(x)$ with respect to the LM. More details on the algorithm can be found in the work of Radford et al. (2019).

In short, through fine-tuning an LM on argumentative text, we tune it to generate claims. Using the topic as a prompt, we ensure that the claim is on the topic. Finally, the PPLM represents beliefs, modeled as a bag-of-words $U_{bow}$, in the claim.

5 Automatic Evaluation

In this section, we evaluate whether utilizing user’s beliefs as input, modeled as stances on big issues, leads to claims that better match the ground-truth claims and reveal the input stances on big issues.

5.1 Experimental Setup

On one hand, we compute the BLEU and METEOR scores of the generated claims with respect to the ground-truth claims. On the other hand, we compute the likelihood that the generated claims possess textual features that reflect the input user’s beliefs. We do so by measuring the accuracy of predicting user’s stances on big issues given the generated claims. We compute this accuracy for each of the 48 big issues individually and report the results for all of them. To this end, we carry out the following three steps for a given approach.

First, we generate claims for all given users and topics in the test dataset. Second, we keep only instances in which users have a stance (pro/con) on the tested big issue, and split the filtered dataset into training and test. Finally, we train a simple TF-IDF based linear classifier on the training set to predict the stance on the big issue given the text of the claim. The accuracy of the classifier on the test split then quantifies the likelihood of the generated claims possessing textual features that reflect the stance on the corresponding big issue.

5.2 Implementation Details

In the following, we give implementation details of our approaches and the corresponding baselines:

**Seq2seq-based Model** Based on the OpenNMT framework (Klein et al., 2017), the encoder and decoder are each two-layer LSTMs of hidden size 512 with GloVe word embeddings of size 300. Users’ stances on big issues are represented as a one-hot encoded vector, and then projected into 16 dimensions space through a one-layer dense neural network. We trained the model with the Adagrad optimizer (batch size 16) and refer to it as S2S-model.

**Conditioned Language Model** We constructed the pro/con relevant argument sets ($R_{pro}, R_{con}$) by querying the respective big issue from the API provided by Ajjour et al. (2019) and extracting pro/con arguments from the top 60 results. For the non-relevant argument set ($\hat{R}$), we used the same corpus (Ajjour et al., 2019) and randomly selected 100 arguments. We eliminated all words with a score under $\tau = 10$ and finally kept the top $k = 25$ words from each set ($R_{pro}, R_{con}$) to represent the bag-of-words.\(^2\)

To model the argumentative language, we fine-tuned the GPT-2 model on the corpus of Ajjour et al. (2019), which contains around 400k arguments. The fine-tuning was performed using the transformers framework (Wolf et al., 2019). We used the topic as a prompt to trigger the generation process. However, since some topics are phrased as a question (e.g., “is abortion wrong?”), we extracted the noun phrase from the topic and used it as a prompt. For conditioning the generated claim,

\(^2\)We refrained from tuning the parameters here since we do not have a ground truth.

| Approach          | BLEU-1 | BLEU-3 | METEOR |
|-------------------|--------|--------|--------|
| S2S-baseline      | 18.2%  | 0.44%  | 16%    |
| S2S-model         | *18.4% | *0.46% | *16%   |
| LM-baseline       | 9.6%   | 0.26%  | 8%     |
| LM-conditioned    | *12.0% | 0.16%  | *11%   |

Table 2: BLEU and METEOR scores of the claims of each evaluated approach compared to the ground-truth claims. Values marked with * are significantly better than the respective baseline at $p < .05$ (student’s t-test).
we used the PPLM implementation (Dathathri et al., 2020). We call this model the LM-conditioned.

Baselines To evaluate the gain of encoding user’s beliefs, we compare our two approaches to the corresponding version without stances on big issues as an input. We refer to these baselines as S2S-baseline and LM-baseline respectively.4

5.3 Results

Table 2 shows the results of our approaches and the baselines in terms of BLEU and METEOR.

For S2S, the BLEU scores of our approach are significantly better than the baseline. The LM-conditioned is significantly better than the baseline version in terms of BLEU-1 and METEOR. In general, the S2S-model has the highest scores across all measures. The reason may be that it was trained in a supervised manner on the given dataset, whereas the LM-model was only fine-tuned in an unsupervised way on a different argument corpus.

Regarding the encoding of user stances, Table 3 shows the accuracy of a linear classifier trained to predict the stance from the claims generated by each approach as well as from the ground-truth, on average and on the 10 most frequent big issues. A complete table with all big issues can be found in the appendix.

The best average accuracy across all the big issues is achieved by the LM-model (0.54). Compared to the corresponding baselines, the LM-model and the S2S-model generated claims that boosted the accuracy of the stance classifier on 33 (69%) and 21 (44%) of all big issues respectively. Overall, in 20 of the big issues, the best accuracy was achieved on the claims generated by the conditioned LM, compared to only nine big issues for the S2S-model. This indicates that the LM-conditioned can better encode a user’s beliefs, modeled as stances on big issues, into generated claims.

6 Manual Evaluation

To obtain more insights into belief-based claim generation, we let users manually evaluate the output of the given approaches. Upon inspecting a sample of generated claims by our approaches, we noticed that the LM-conditioned produces more fluent and informative texts. Accordingly, we focused on the LM-conditioned and its baseline in the evaluation, where we conducted two user studies. The goal of the first was to assess the quality of the big-issue bag-of-words collected automatically, while the second targeted the output of the LM-model, its baseline, and a variant that utilizes a manually refined bag-of-words.

6.1 Automatic Collection of Bag-of-words

To keep the manual annotation effort manageable, we evaluated only the top-10 big issues. Two authors of this paper categorized each word in the pro/con bag-of-words of the corresponding big issue into five categories, c1–c5:

c1: Word irrelevant to the big issue.
c2: Relevant word, wrong stance.
c3: Relevant word, both stances possible.
c4: Relevant word, correct stance.
c5: Very relevant word, correct stance.

---

3step-size=0.15 and the repetition-penalty=1.2
4A baseline that uses the corresponding bag-of-words of the targeted topic to guide the generation wouldn’t be valid, since we don’t have information on the user’s stance on this targeted topic.
Table 4: Manual Evaluation: Percentage of cases for each approach where the majority of annotators predicted the stance of a generated claim on the given big issue correctly (true), incorrectly (false), or could not decide it (Undec.). The overall scores and those for each topic/big-issue relation level are listed.

| Approach                        | Overall True | False | Undec. | Relatedness Level 4 True | False | Undec. | Relatedness Level 3 True | False | Undec. | Relatedness Level-2 True | False | Undec. |
|---------------------------------|-------------|-------|--------|--------------------------|-------|--------|---------------------------|-------|--------|----------------------------|-------|--------|
| LM-baseline                     | 44%         | 34%   | 22%    | 50%                      | 50%   | 0%     | 55%                       | 31%   | 14%    | 27%                        | 20%   | 53%    |
| LM-conditioned                  | 37%         | 32%   | 31%    | 35%                      | 38%   | 27%    | 59%                       | 41%   | 0%     | 13%                        | 13%   | 74%    |
| LM-cond. (manual)               | 45%         | 26%   | 28%    | 50%                      | 31%   | 19%    | 61%                       | 28%   | 11%    | 25%                        | 18%   | 56%    |
| Ground Truth                    | 42%         | 30%   | 28%    | 38%                      | 42%   | 19%    | 64%                       | 27%   | 9%     | 27%                        | 19%   | 54%    |

Table 5: Distribution of the pro/con bag-of-words, averaged across the top-10 big issues, over the five considered categories: c2 means wrong stance, c3 words that fit both stances, and c3 and c4 represent correct stance.

| Words | Irrelevant | Relevant | Very Relevant |
|-------|------------|----------|---------------|
|       | c1         | c2       | c3            | c4 | c5 |
| Pro   | 14%        | 10%      | 36%           | 34%| 6% |
| Con   | 36%        | 2%       | 34%           | 26%| 2% |

Examples can be found in the appendix. To compute inter-annotator agreement, three big issues were annotated by both annotators, resulting in Cohen’s κ of 0.45, reflecting moderate agreement. Afterwards, only one annotator continued the annotations for the other big issues.

Table 5 shows the distribution of words over categories, averaged across the 10 big issues. For the pro bag-of-words, around 40% of the words are relevant and reflect the right stance, while 36% are relevant but could be used in arguments from both stances. For the con bag-of-words, however, the percentages are lower (28% and 34% respectively). A considerable proportion of words belong to categories c1 and c2, which creates noise that could confuse the conditioning process of the LM. Hence, we also consider a variant of the conditioned LM that uses only relevant words from c4 and c5.

6.2 Claim Generation

We evaluate the effectiveness in terms of whether a given generated claim reveals the stance of the given user on a specific big issue as well as how informative the claim is regarding the given topic.

Since not all topics are directly related to the big issues that can be revealed in the generated claims, we manually annotated the relatedness of the top frequent 200 topics in the test dataset to the most frequent 10 big issues, and created the evaluation sample accordingly. In particular, two authors of this paper scored the relatedness of each pair of topics and big issues on a scale from 1 to 4:

4: Topic and big issue are the same. Example: “gay marriage should be legalized” and “gay marriage”

3: A stance on the topic likely affects the stance on the big issue. Example: “killing domestic abusers” and “death penalty”

2: A stance on the topic may affect the stance on the big issue. Example: “morality” and “abortion”

1: Topic and big issue are not related. Example: “do aliens exist?” and “abortion”

The two annotators had a Cohen’s κ agreement of 0.54. Around 97.4% of all pairs got score 1, 1.1% score 2, 0.8% score 3, and 0.7% score 4. The small percentage of cases that can be evaluated reflects a limitation in the designed evaluation study. However, it still allows us to evaluate the effectiveness of our approach for different levels of relatedness. Given the annotated pairs, we randomly selected 10 pairs from levels 2, 3, and 4 each. For each pair, we then collected all claims on the topic from the test set, where the author specifies a stance on the corresponding big issue. We randomly select 30 claims each, resulting in an evaluation sample of 90 instances.

We used the crowdsourcing platform MTurk for evaluation. For each instance, we showed a topic, a claim, and the corresponding big issue to three annotators. The annotators had to perform two tasks: (1) to predict the stance of the user on the corresponding big issue from the text of the claim, and (2) to rate the claim’s informativeness regarding the topic on a scale from 1 to 3.

Table 4 shows the percentage of cases in which the majority of annotators predicted the stance correctly (true), incorrectly (false), or could not decide...
Table 6: Manual Evaluation: Mean informativeness of the claims generated by each approach with regard to the topic (1–3, higher is better). The overall scores and those for each topic/big-issue relation level are listed.

| Approach                  | Overall | Level 4 | Level 3 | Level 2 |
|---------------------------|---------|---------|---------|---------|
| LM-baseline               | 1.8     | 2.5     | 1.9     | 1.4     |
| LM-conditioned            | 2.1     | 2.3     | 2.5     | 1.5     |
| LM-cond. (manual)         | 2.0     | 2.3     | 2.2     | 1.5     |
| Ground Truth              | 2.0     | 1.9     | 1.8     | 2.2     |

Table 6 shows the average score of all approaches regarding the informativeness of the generated claims. Here, both versions of our approach achieved better scores than the baseline, matching the ground-truth score. We believe that the lower scores of the ground-truth claims stem from the noise generated in the claim detection step.

Error Analysis Table 7 shows some cases from our evaluation. In case (a), even though the model generated a claim focusing on fundamental rights, the majority of the annotators was undecided about the stance. Case (b) shows the effect of noise in the bag-of-words: the generated claim reflects a pro stance on abortion, while the ground-truth stance is about the stance (undec.) from the generated claim. Across the whole sample (Overall), the claims generated by LM-conditioned (manual), the model conditioned on the refined bag-of-words, most often allowed to predict the stance correctly (45%). We thus attribute the low effectiveness of the LM-model to the noise generated by the automatic collection of big-issues’ bag-of-words, especially seeing that the effectiveness gets better across all levels when eliminating this noise.

Analyzing each relatedness level individually yields more insights. For relatedness level 4, where the topic is the same as the big issue, the LM-conditioned (manual) generated claims where the majority of the cases with known stance were correct (63%). In level 3, we observe that both versions of our approach outperform the baseline in producing claims that express the correct stance on the corresponding big issue with percentages of 59% and 68% respectively. Finally, at relation level 2, which represents a weak relation between topics and big issues, predicting the stance seems to become hard, as indicated by high percentages of undecided cases. We believe that the weak relatedness made the annotators guess the stance in some cases, leading to unreliable annotations.

Table 7 shows some cases from our evaluation. In case (a), even though the model generated a claim focusing on fundamental rights, the majority of the annotators was undecided about the stance. Case (b) shows the effect of noise in the bag-of-words: the generated claim reflects a pro stance on abortion, while the ground-truth stance is about the stance (undec.) from the generated claim. Across the whole sample (Overall), the claims generated by LM-conditioned (manual), the model conditioned on the refined bag-of-words, most often allowed to predict the stance correctly (45%). We thus attribute the low effectiveness of the LM-model to the noise generated by the automatic collection of big-issues’ bag-of-words, especially seeing that the effectiveness gets better across all levels when eliminating this noise.

Analyzing each relatedness level individually yields more insights. For relatedness level 4, where the topic is the same as the big issue, the LM-conditioned (manual) generated claims where the majority of the cases with known stance were correct (63%). In level 3, we observe that both versions of our approach outperform the baseline in producing claims that express the correct stance on the corresponding big issue with percentages of 59% and 68% respectively. Finally, at relation level 2, which represents a weak relation between topics and big issues, predicting the stance seems to become hard, as indicated by high percentages of undecided cases. We believe that the weak relatedness made the annotators guess the stance in some cases, leading to unreliable annotations.

Table 7: A selection of claims generated by the different evaluated approaches for the different association levels between topic and big issue discussed in the text.
7 Conclusion

In this paper, we have proposed to equip argument generation technology with the ability to encode beliefs for two reasons: first, it reflects the human process of synthesizing arguments, and second, it gives more control on the generated arguments leading to a better reach of the audience. For this purpose, we have presented the task of belief-based claim generation. Concretely, we studied the research questions of how to model a user’s beliefs as well as how to encode them when generating an argumentative text. We have modeled users’ beliefs via their stances on big issues, and used them as an extra input in our approaches.

Our automatic evaluation has provided evidence of the applicability of encoding beliefs into argumentative texts. In manual studies, we found that limitations in the effectiveness of our approach stem from noise produced by the automatic collection of a bag-of-words. The findings of this paper lay the ground to investigate the role of beliefs in generating arguments that reach their audience.

We point out that ethical issues arise, when tuning arguments to affect specific people, such as attempts to manipulate them. While the task and settings considered here are rather too fundamental to already make these issues critical, future work should pay attention to them. Our goal is to develop systems that bring people together.
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