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Abstract

While deep reinforcement learning (RL) has been increasingly applied in designing car-following models in the last years, this study aims at investigating the feasibility of RL-based vehicle-following for complex vehicle dynamics and strong environmental disturbances. As a use case, we developed an inland waterways vessel-following model based on realistic vessel dynamics, which considers environmental influences, such as varying stream velocity and river profile. We extracted natural vessel behavior from anonymized AIS data to formulate a reward function that reflects a realistic driving style next to comfortable and safe navigation. Aiming at high generalization capabilities, we propose an RL training environment that uses stochastic processes to model leading trajectory and river dynamics. To validate the trained model, we defined different scenarios that have not been seen in training, including realistic vessel-following on the Middle Rhine. Our model demonstrated safe and comfortable driving in all scenarios, proving excellent generalization abilities. Furthermore, traffic oscillations could effectively be dampened by deploying the trained model on a sequence of following vessels.
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1. Introduction

With the increase of automation in recent decades, autonomous driving technologies have successfully been applied in different traffic domains, e.g., on self-driving cars and un-
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manned aerial vehicles. Having this knowledge at hand and moving to another transportation domain, current research investigates the feasibility of autonomous vessel traffic on inland waterways, e.g., in Peeters et al. (2020). A crucial element in the design of autonomous driving technologies, especially in domains with dense traffic, is longitudinal vehicle control, which should guarantee safety and aim for comfortable and economically efficient driving behavior. Various rule-based approaches to model longitudinal vehicle-following have been proposed, e.g., the Gazis-Herman-Rothery model by Gazis et al. (1961), or the Intelligent Driver Model (IDM) by Treiber et al. (2000). The latter has not only been used to model car-following or bicycle-following behavior but was the first step in modeling the longitudinal control of vessels on inland waterways (Fischer et al., 2014).

With the advances in machine learning techniques, various supervised learning approaches have been proposed to model vehicle-following behavior, which relies on the data provided through human demonstrations, e.g., Kuefler et al. (2017), Zhang et al. (2011). However, since these approaches aim at imitating human driving behavior, this may lead to sub-optimal behavior regarding safety and comfort and will fail at generalization.

To tackle these problems, current approaches on vehicle-following use deep reinforcement learning (RL), which harnesses the potential of deep neural networks (Goodfellow et al., 2016) and has already shown remarkable achievements in games and real-world problems (Mnih et al., 2015; Vinyals et al., 2019; Folkers et al., 2019; Li et al., 2021). Instead of imitating human driving behavior, the idea is to optimize predefined safety, efficiency, and comfort metrics directly while interacting with the environment. Some RL-based studies develop training environments where the leading vehicle trajectory is based on real human driver data, such as Zhu et al. (2018) and Zhu et al. (2020). Similar research proposes a standardized driving cycle serving as a leading vehicle trajectory, used for training, such as Lin et al. (2020) and Lin et al. (2019) utilizing the New European Driving Cycle. One major drawback coming along with these approaches is that in vehicle-following scenarios, not reflected in the training data set, the performance of the trained model can decrease significantly, revealing inadequate generalization (Lin et al., 2020). This is also known as the problem of robust out-of-distribution generalization (Dittadi et al., 2021). To overcome this issue, Hart et al. (2021a) proposed a stochastic training environment that aims to increase
the coverage of possible vehicle-following scenarios, including rare safety-critical situations, such as full-braking of the leader.

Another issue in the majority of studies investigating RL-based longitudinal vehicle control is the assumption of point-mass kinematic models. There is only a handful of approaches that consider complex vehicle dynamics, such as Lin et al. (2019) and Farag et al. (2020). Furthermore, existing research does not consider environmental disturbances that can impact vehicle dynamics. This motivated us to study the feasibility of RL-based vehicle-following models for complex vehicle dynamics under major environmental influences. To investigate this issue, we chose vessel-following on inland waterways as our application domain where environmental disturbances, such as varying water stream dynamics and changing river geometry, strongly impact the vessel dynamics. To the best of our knowledge, there exist no vessel-following models for inland waterways based on reinforcement learning. Most of the work in this area focuses on convoys or platoons in open water (Zhang et al., 2019; Liang et al., 2021).

The desired behavior of the trained RL model depends on the reward function, which has to be designed beforehand. Typically, these reward functions are hand-crafted and rely on the expertise of designers, who, for example, define safe distances or headways to the leader vehicle, cf. Jiang et al. (2020), Yuankai et al. (2019), Masmoudi et al. (2021). Since, in contrast to road traffic, commonly used values for safe distances or headways to the leader vehicle do not exist in vessel traffic, we are adapting the solution of Zhu et al. (2020) by evaluating human driving data that we extract from the Automatic Identification System (AIS) system.

Summarizing, the main contribution of our work is to investigate the feasibility of RL-based vehicle-following models for complex vehicle dynamics and under strong environmental influences, which includes the following aspects for the first time considered jointly:

- Extraction of realistic vessel behavior from anonymized AIS data.
- Formulation of a reward function, using extracted behavior and reflecting safety and comfort aspects.
- Design of an RL training environment, considering realistic vessel dynamics and envi-
ronmental disturbances, with a focus on high generalization capabilities to tackle the problem of out-of-distribution robustness.

- Training of an RL vessel-following model and scenario-based validation regarding safety, efficiency, and comfort.
- Evaluation of the generalization capabilities by simulating realistic scenarios on the Middle Rhine and testing for string stability.

This work is structured as follows: In Section 2, we introduce the RL methodology. In Section 3, we propose our approach for a RL-based vessel-following model using realistic vessel dynamics under environmental disturbances. We validate the trained model in Section 4, followed by a conclusion in Section 5.

2. Reinforcement learning methodology

2.1. Basics

The objective of RL is to solve sequential decision tasks where an agent interacts with the environment, maximizing the discounted cumulative reward (Sutton and Barto, 2018). The formal basis of RL are Markov decision processes that consists of a state space \( S \), an action space \( A \), an initial state distribution \( T_0 : S \rightarrow [0, 1] \), a state transition probability distribution \( P : S \times A \times S \rightarrow [0, 1] \), a reward function \( R : S \times A \rightarrow \mathbb{R} \), and a discount factor \( \gamma \in [0, 1] \). After receiving a state information \( s_t \in S \) at each time step \( t \), the agent selects an action \( a_t \in A \), gets an instantaneous reward \( r_{t+1} \), and transitions based on the environmental dynamics \( P \) to the next state \( s_{t+1} \in S \). In the following, we use capital notation, e.g., \( S_t \), to indicate random variables and small notation, e.g., \( s_t \) or \( s \), to describe their realizations.

The RL agent aims to learn a policy \( \pi \), that is a mapping from each state \( s \in S \) to an action \( a \in A \) in order to maximize the expected discounted cumulative reward, starting from state \( S_0 \): \( J(\pi) = E_{\pi} \left[ \sum_{k=0}^{\infty} \gamma^k R_{t+k+1} \big| S_0 = s \right] \). The definition of action value functions \( Q^\pi(s, a) \) as the expected return when starting in state \( s \), taking action \( a \), and following policy \( \pi \) afterwards, is a key function: \( Q^\pi(s, a) = E_{\pi} \left[ \sum_{k=0}^{\infty} \gamma^k R_{t+k+1} \big| S_t = s, A_t = a \right] \). Furthermore, \( \pi^*(s) = \arg \max_{a \in A} Q^*(s, a) \) is defined as a deterministic optimal policy, that is linked with
an optimal action-value function \( Q^*(s, a) = \max_\pi Q^\pi(s, a) \). To learn \( Q^*(s, a) \), the use of the Bellman (1954) optimality equation is common practice:

\[
Q^*(s, a) = R(s, a) + \gamma \sum_{s' \in S} P_{sa}^s \max_{a'} Q^*(s', a').
\] (1)

Based on the Bellman equation, Watkins and Dayan (1992) introduced the popular Q-learning algorithm, where Q-values are approximated by tabular representations. This allows storing a finite number of \((s, a)\)-pairs, which restricts the algorithm to discrete state spaces. To allow for continuous state spaces, the Q-values are approximated by more complex representations like deep neural networks. Based on this approach, Mnih et al. (2015) introduced the deep Q-network (DQN) algorithm, combining Q-learning with function approximation. The training of the function \( Q^{\omega}(s, a) \) with parameter vector \( \omega \) is realized by gradient descent algorithm:

\[
\omega \leftarrow \omega + \alpha \{ y - Q^{\omega}(s, a) \} \nabla_\omega Q^{\omega}(s, a),
\] (2)

with reward \( r \), target \( y = r + \gamma \max_{a' \in A} Q^{\omega'}(s', a') \), and learning rate \( \alpha \). \( Q^{\omega'}(s, a) \), named as the target network, defines a time-delayed copy of the original network with parameter \( \omega \). This technique has been found to enhance the stability of the training process. Another feature of DQN is experience replay, which is used to sample transitions randomly (or with more advanced strategies like Schaul et al. (2016)) to perform gradient descent steps. Since learning with DQN is based on calculating the maximum over all possible actions, this algorithm just allows for discrete action spaces \( A \). As our application case involves continuous action spaces, we use the deep deterministic policy gradient (DDPG) algorithm (Lillicrap et al., 2015).

### 2.2 Deep deterministic policy gradient (DDPG)

The DDPG algorithm has been proven to perform well on control problems with continuous state and action spaces that are similar to our task, such as Zhu et al. (2018), Lin et al. (2019), and Du et al. (2021). DDPG is an off-policy, actor-critic algorithm based on an actor function \( \mu^\theta : S \rightarrow A \) with parameter vector \( \theta \) that approximates the maximum operation in the target computation, and the critic function \( Q^{\omega}(s, a) \) that approximates the action-values
like in the DQN algorithm. In this context, the critic evaluates the actions made by the actor. Both actor and critic functions are represented as neural networks.

We consider the performance objective $J(\mu^\theta) = E_{\mu^\theta} [\sum_{k=0}^{\infty} \gamma^k R_{k+1} | S_0]$ based on the deterministic policy $\mu^\theta$. Silver et al. (2014) proved the Deterministic Policy Gradient Theorem, which yields the gradient of the performance measure with respect to $\theta$:

$$\nabla_\theta J(\mu^\theta) \approx E_{s \sim \rho^\mu} \{ \nabla_\theta \mu^\theta(s) \nabla_a Q^\omega(s, a)|_{a = \mu^\theta(s)} \}.$$  

where $\rho^\mu$ is the discounted state visitation distribution. In the DDPG algorithm, this gradient is used to train the actor via gradient ascent. We refer to Lillicrap et al. (2015) for more details. Furthermore, experience replay and target networks from DQN are adapted with a minor adjustment. By applying a soft-update of the target networks for both actor and critic, the update targets change slowly, which has been found to enhance training stability. Denoting $\tau$ as the soft target update rate, $\theta'$ and $\omega'$ the parameter sets of the target actor and critic, respectively, the update is:

$$\omega' = \tau \omega + (1 - \tau) \omega',$$

$$\theta' = \tau \theta + (1 - \tau) \theta'.$$  

The complete algorithm is detailed in Algorithm 1.
Algorithm 1: DDPG algorithm following Lillicrap et al. (2015)

Randomly initialize actor $\mu^\theta$ and critic $Q^\omega$
Initialize target actor $\mu'^\theta$ and target critic $Q'^\omega$ with $\theta' \leftarrow \theta$ and $\omega' \leftarrow \omega$
Initialize replay buffer $\mathcal{D}$

for episode = 1, M do
    Initialize a random process $\mathcal{N}$ for action exploration
    Receive initial state $s_0$ from environment
    for $t = 1, T$ do
        Acting
        Select action $a_t = \mu^\theta(s_t) + \mathcal{N}_t$ according to current policy
        Execute $a_t$, receive reward $r_{t+1}$, new state $s_{t+1}$, and done flag $d_t$
        Store transition $(s_t, a_t, r_{t+1}, s_{t+1}, d_t)$ to $\mathcal{D}$

        Learning
        Sample random mini-batch of transitions $(s_i, a_i, r_{i+1}, s_{i+1}, d_i)^N_{i=1}$ from $\mathcal{D}$
        Calculate target:
        $y_i = r_{i+1} + \gamma(1 - d_i)Q'^\omega\left\{s_{i+1}, \mu'^\theta(s_{i+1})\right\}$

        Update critic by minimizing loss: $L = \frac{1}{N} \sum_{i=1}^{N} \left( y_i - Q^\omega(s_i, a_i) \right)^2$
        Update actor policy using the sampled policy gradient:
        $\nabla_{\theta} J \approx \frac{1}{\sum_{i=1}^{N}} \nabla_a Q^\omega(s, a)|_{s=s_i, a=\mu^\theta(s_i)} \nabla_{\theta} \mu^\theta(s)|_{s=s_i}$

        Update target networks via (4)
    end

end

2.3. Architecture and Hyperparameters

Both neural networks, representing actor $\mu^\theta$ and critic function $Q^\omega(s, a)$, are feed-forward neural networks with two layers of hidden neurons, containing 32 neurons each. ReLU activation functions (Nair and Hinton (2010)) are used for all layers, except for the output layer of the actor network that uses a $tanh(\cdot)$ activation function. The learning rates for updating the weights of the critic and actor network, $\alpha_{actor}$ and $\alpha_{critic}$, are set to 0.001. Optimization is performed with Adam (Kingma and Ba, 2014). As suggested in
Lillicrap et al. (2015), we used temporally correlated noise to explore well in physical environments with momentum. We adapted an Uhlenbeck and Ornstein (1930) process with $\theta_{OU} = 0.15$ and $\sigma_{OU} = 0.2$. The complete list of hyperparameters is given in Table 1.

| Hyperparameter               | Value    |
|------------------------------|----------|
| Discount factor $\gamma$    | 0.95     |
| Batch size $N$               | 32       |
| Replay buffer size $|D|$ | $10^5$   |
| Learning rate actor $\alpha_{actor}$ | 0.001 |
| Learning rate critic $\alpha_{critic}$ | 0.001 |
| Soft target update rate $\tau$ | 0.001 |
| Optimizer                    | Adam     |
| Exploration noise $\theta_{OU}$ | 0.15 |
| Exploration noise $\sigma_{OU}$ | 0.2    |
| Number of hidden layers      | 2        |
| Neurons per hidden layer     | 32       |

Table 1: List of DDPG hyperparameters.

3. Approach: Vessel-Following

3.1. Problem Description

Vehicle-following refers to safe, efficient, and comfortable following of a leader vehicle. As motivated in Section 1, we aim to investigate the feasibility of an RL-based vehicle-following model for complex vessel dynamics and environmental influences, such as river flow dynamics with changing river geometry. Thereby, the following vessel is controlled by an RL agent that sets a suitable value for the engine power for each time step. This engine power is then translated into an acceleration under consideration of the vessel dynamics and river influences.

3.2. Vessel Dynamics

The mathematical vessel model, used in this work, is based on Linke et al. (2015) who defined the basic longitudinal equation of vessel motion as the Newtonian momentum balance:

$$\frac{d}{dt} (m_{eff} \dot{x}) = m_{eff} \ddot{x} + \ddot{m}_{eff} = T_{prop} - W_{hyd} - W_{hull} - W_g.$$  (5)
The rate of change of the momentum with the dynamic mass \( m_{\text{eff}} \) and the vessel speed \( \dot{x} \) is equal to the thrust \( T_{\text{prop}} \) by the propellers subtracted by the drag resistance \( W_{\text{hyd}} \) of moving through the water, the resistance \( W_{\text{hull}} \) from friction between the water and the hull of the vessel, and the momentum transfer \( W_{\text{g}} \) of the river and induced currents which also includes the gravitational pull by the slope of the water surface. The thrust \( T \) depends on the engine power \( P \) and the speed \( v_r = \dot{x} - v_{\text{str}} \) relative to the water stream speed \( v_{\text{str}} \). The resistances depend on \( v_r \), \( v_{\text{str}} \), the draft (vertical distance between the waterline and the bottom of the hull), and the river geometry, which we approximate by a rectangular profile of depth \( h \) and width \( w \) resulting in a cross-section \( A_{\text{cross}} = wh \), for more details we refer to Linke et al. (2015). Note that we do not consider lateral dynamics in this work. Furthermore, we use a typical inland cargo vessel type with the mass \( m = 3174 \) t, the length \( L_s = 110 \) m, the width \( W_s = 11.4 \) m and the draft \( H_s = 2.8 \) m.

### 3.3. Action, State and Reward

At each time step \( t \), the agent computes a continuous action \( a_t \in [0, 1] \) that is mapped to an engine power \( P_t \):

\[
P_t = P_{\text{max}}a_t,
\]

where \( P_{\text{max}} \) defines the maximum possible engine power. Note that we do not consider negative engine powers in this study. To make adequate decisions, the agent must observe its environment. From a sensory point of view, we assume that the agent is able to perceive the bow-to-stern gap \( g_t \) and relative speed \( \dot{x}_t - \dot{x}_{t,\text{lead}} \) to the leader vessel at time step \( t \). Furthermore, the agent senses the current river depth below keel \( h_t \), the cross-sectional river area \( A_{t,\text{cross}} \) and water stream speed \( v_{t,\text{str}} \). Summarizing, the agent observes the state \( s_t \) at time step \( t \) that is defined as:

\[
s_t = \left( \frac{\dot{x}_t}{v_{\text{scale}}}, \frac{P_t}{P_{\text{max}}}, \frac{g_t}{g_{\text{scale}}}, \frac{\dot{x}_t - \dot{x}_{t,\text{lead}}}{v_{\text{scale}}}, \frac{h_t}{h_{\text{scale}}}, \frac{A_{t,\text{cross}}}{A_{\text{scale}}}, \frac{v_{t,\text{str}}}{v_{\text{scale}}} \right),
\]

where the parameters \( v_{\text{scale}} \), \( P_{\text{max}} \), \( g_{\text{scale}} \), \( h_{\text{scale}} \) and \( A_{\text{scale}} \) are used for normalizing the observations, with the values to be found in Table 2.

As motivated in Section 1, we use real human driving data from the Automatic Identi-
Figure 1: Distribution of bow-stern time gap $T$ in extracted vessel-following events from the Middle Rhine for a window of 60 km and 24h. A lognormal distribution was fit on the data to model the reward function.

We defined a section of 60 km length and a time span of 24 hours as an observation window. Within this window, we extracted vessel-following events, characterized by two criteria: First, the difference speed between follower and leader vessel must be below a threshold of 0.2 m/s. Second, the follower and leader vessel must have a lateral overlap. Based on the extracted vessel-following events, we adapted the approach of Zhu et al. (2020) by analyzing the follower’s bow-stern time gap $T$ and fitting a distribution onto it to model a part of the reward function. For computing $T$, we used the vessel’s speed with respect to the current water stream speed. A histogram of the bow-stern time gap $T$ of all extracted vessel-following events in the interval $T \in [0, 1000]$ is depicted in Figure 1. It can be noted
that the resulting distribution of the bow-stern time gap for vessels looks relatively similar to the distribution in road traffic (Wasielewski, 1979). To approximate the data, a lognormal distribution was fit onto it, with its density function defined as:

\[
f_T(T \mid \mu_T, \sigma_T) = \frac{1}{T \sigma_T \sqrt{2\pi}} \exp \left\{ -\frac{(\ln T - \mu_T)^2}{2\sigma_T^2} \right\},
\]

where \( \mu_T \) and \( \sigma_T \) are the mean and log standard deviation of the lognormal distribution. The resulting values for these parameters are given in Table 2.

Adopted from Zhu et al. (2020), we model the safety factor of the reward function based on the approximated distribution and the bow-stern time gap \( T_t \) at time step \( t \) as:

\[
r_{t,\text{safety}} = f_T(T_t \mid \mu_T, \sigma_T).
\]

Next to keeping a safe headway, this reward factor also aims to improve traffic flow efficiency by motivating the follower vessel to keep not too long headways.

Apart from safety and efficiency, vehicle-following models consider comfortable driving. In this study, we characterize comfort as low changing rates in engine power \( P \) which result in low accelerations. In this sense, we define the comfort factor of the reward function at time step \( t \) as:

\[
r_{t,\text{comfort}} = -\left( \frac{\Delta t}{P_{\text{max}}} \frac{dP_t}{dt} \right)^2.
\]

Summarizing, the final reward at simulation time step \( t \) is defined as the weighted sum of the two reward factors according to:

\[
r_t = r_{t,\text{safety}} + \beta r_{t,\text{comfort}},
\]

where the weight \( \beta \) has been found experimentally. Its value can be found in Table 2.

3.4. Training Environment

As outlined in the introduction, the objective of this study is to train an agent that is capable of handling vessel-following scenarios in different environments, in particular, for different river characteristics and leading trajectories. Instead of training the agent on
the Middle Rhine and in scenarios based on AIS data, we aim for a more generic training environment. To achieve this, we are adapting the approach of Hart et al. (2021a,b) by using general stochastic processes to design environmental influences. This method proved to yield good generalization capabilities. In detail, we use AR(1) processes (Tsay, 2010) to model leading vessel trajectory and river characteristics in training:

\[ X_{t+1} = c_{AR} + \phi_{AR}X_t + u_t, \]

where \( u_t \sim \mathcal{N}(0, \sigma^2_{AR}) \), (12)

with auto-regressive parameters \( c_{AR} \) and \( \phi_{AR} \) and variance \( \sigma^2_{AR} \).

For each training episode, we define an independent AR(1) process for leading vessel speed \( \dot{x}_{t,lead} \) and river observations as river depth below keel \( h_t \), cross-sectional river area \( A_{t,cross} \), and water stream speed \( v_{t,str} \) at time step \( t \) as:

\[ \dot{x}_{t+1,lead} = c_1 + \phi_1 \dot{x}_{t,lead} + u_{t,1}, \]

where \( u_{t,1} \sim \mathcal{N}(0, \sigma^2_1) \), (13)

\[ h_{t+1} = c_2 + \phi_2 h_t + u_{t,2}, \]

where \( u_{t,2} \sim \mathcal{N}(0, \sigma^2_2) \), (14)

\[ A_{t+1,cross} = c_3 + \phi_3 A_{t,cross} + u_{t,3}, \]

where \( u_{t,3} \sim \mathcal{N}(0, \sigma^2_3) \), (15)

\[ v_{t+1,str} = c_4 + \phi_4 v_{t,str} + u_{t,4}, \]

where \( u_{t,4} \sim \mathcal{N}(0, \sigma^2_4) \), (16)

with \( \phi_i \) and \( \sigma^2_i \) for \( i = 1, \ldots, 4 \) defining auto-regressive parameters and variances. These parameters have been adjusted to cover reasonable ranges and changing rates of the respective variable. Their values can be found in Table 2. Since a vessel, having relative speeds with respect to water stream lower than 2 m/s, is not maneuverable, we constrain \( \dot{x}_{t,lead} \) to that lower bound by setting the relative speed to values \( \geq 2 \) m/s within the process. In the same way we constrain the river depth below keel \( h_t \) to be \( \geq 0 \). Notice that, in spite of ignoring the lateral dynamics, the river cross-section enters via the back-current terms of the resistance forces in Eq. (5).

To simulate an episode, the vessel dynamics (5) have to be integrated. One training episode covers 500 time steps, and the Euler and ballistic methods are used to update the speed and position for time step \( t + 1 \), respectively. This approach is recommended in Treiber and Kanagaraj (2015) as an efficient and robust scheme for integrating car-following.
Table 2: Description and value for environment parameters

| Parameter Description                      | Value                |
|-------------------------------------------|----------------------|
| $P_{\text{max}}$ maximum possible engine power | 1 MW                 |
| $v_{\text{scale}}$ speed scaling parameter | 6 m/s                |
| $g_{\text{scale}}$ gap scaling parameter  | 800 m                |
| $h_{\text{scale}}$ river depth scaling parameter | 3 m                  |
| $A_{\text{scale}}$ cross-sectional area scaling parameter | 1500 m               |
| $\Delta t$ simulation step size           | 1 s                  |
| $\mu_T$ mean of lognormal distribution    | 5.41                 |
| $\sigma_T$ log standard deviation         | 1.06                 |
| $\beta$ weighting factor in reward function | 0.0004               |
| $c_1$ AR parameter for leading speed      | 0.010 m/s            |
| $c_2$ AR parameter for river depth        | 0.262 m              |
| $c_3$ AR parameter for river cross-section | 4.992 m$^2$          |
| $c_4$ AR parameter for stream velocity    | 0                    |
| $\phi_1$ AR parameter for leading speed   | 0.994                |
| $\phi_2$ AR parameter for river depth     | 0.951                |
| $\phi_3$ AR parameter for river cross-section | 0.997               |
| $\phi_4$ AR parameter for stream velocity | 0.993                |
| $\sigma^2_1$ AR variance parameter for leading speed | 0.034 m$^2$/s$^2$ |
| $\sigma^2_2$ AR variance parameter for river depth | 0.381 m$^2$          |
| $\sigma^2_3$ AR variance parameter for river cross-section | 598 m$^4$           |
| $\sigma^2_4$ AR variance parameter for stream velocity | 0.030 m$^2$/s$^2$ |

models:

$$\dot{x}_{t+1} = \dot{x}_t + \ddot{x}_t \Delta t,$$

$$x_{t+1} = x_t + \frac{\dot{x}_t + \ddot{x}_{t+1}}{2} \Delta t,$$

with $\Delta t$ corresponding to the simulation step. To initialize an episode, we set $P_0$ to zero and $\dot{x}_0$ and $\dot{x}_{0,\text{lead}}$ is sampled uniformly from the interval $[2 \text{ m/s}, 6 \text{ m/s}]$. Since we aim to train an agent that is applicable for free-driving, approaching, and vessel-following scenarios, we further set the initial gap $g_0$ between both vessels to 600 m, so that approaching of the leading vessel is part of an episode.
4. Validation

To check if the trained model is safe, effective, and comfortable, we simulate different vessel-following scenarios. Instead of validating the model purely in scenarios based on the AR(1) processes used in training, we evaluated the generalization capabilities by also simulating scenarios that are not in the scope of the training data. In particular, we use real river dynamics from the Middle Rhine to validate our trained vessel-following model. A further aspect is to evaluate the string stability of the model by using a sequence of followers. Four different scenarios are described in the following.

4.1. Scenario based on training AR(1) processes

The first scenario is chosen similar to the training process in order to evaluate if the driving style is safe, effective, and comfortable. Figure 2 shows the response of the trained model to a leader trajectory based on the AR(1) process we used in training. Furthermore, the river characteristics are also modeled by the training AR(1) processes. Both vessels start with a gap of 600 m and the follower is moving with maximum power $P_{\text{max}}$. When the gap falls below approximately 400 m, the follower starts to slow down by decreasing the engine power and approaches the leader comfortably. During the whole scenario, the follower keeps a safe gap to the leader, although there are unrealistic high changes in river dynamics and leader speed. To compensate for these high changes, the follower’s engine power shows high changing rates as well. Nevertheless, the gap to the leader never drops below 150 m. It can be further observed that the spatial gap to the leader increases with the follower’s speed, which is reflected in the reward structure (9) that motivates the follower to keep a constant time gap.
Figure 2: Validation scenario based on the AR(1) processes, that have been used in training.

4.2. Artificial scenario

Since the AR(1) processes used in the previous validation scenario are not suitable for modeling realistic environmental influences, we designed a more realistic scenario based on sinus functions to model river dynamics and by using a smoother leading trajectory (see Figure 3). As in the previous validation scenario, the initial gap between follower and leader is set to 600 m. While in the beginning, the leader is moving with a minimum speed of 2 m/s relative to water stream, the follower accelerates with maximum engine power $P_{\text{max}}$. When the gap between both falls below 400 m, the follower comfortably decreases its engine power and safely approaches the leading vessel with a final gap of approximately 140 m. Thereafter, the leader accelerates and decelerates a few times while the follower reacts with comfortable changes in engine power and a safe gap to the leader.
4.3. Vessel-following on the Middle Rhine

To evaluate the agent’s performance on a real river, we simulate a realistic vehicle following scenario using real river dynamics from the Rhine. In particular, we chose the part of the Middle Rhine that has been used to calibrate the reward function in Section 3.3. Figure 4 depicts the chosen river section with its geometry as well as water stream speed and water depth. The follower vessel trajectory is marked by red dots.
In contrast to the previous validation scenarios, we use the same vessel dynamics (cf. Section 3.2) for the leader that we used for the follower. Since, in reality, engine powers are aimed to be kept constant, we set a constant engine power of $P = 0.5 \text{ MW}$ for the leading vessel in this validation scenario. Furthermore, we set the follower with a constant lateral displacement with respect to the leader, depicted in Figure 5. This results in a scenario that is, on the one hand, more realistic since vessels usually do not travel directly behind each other and, on the other hand, more challenging since river dynamics are different for both vessels during simulation.

Figure 4: Chosen part of the Middle Rhine to validate the trained model. The upper illustration shows the water stream speed, the lower one the water depth. The vessel trajectory is marked in red.

Figure 5: Lateral displacement of the follower with respect to the leader. This results in different river dynamics for both during simulation.
Figure 6 shows the response of the follower to the leader that is traveling downstream with constant engine power. Since follower and leader are experiencing different environmental influences, the follower has to adjust its engine power. But again, the changing rates in engine power are low, resulting in a comfortable driving style. The following vessel is able to follow the speed of the leader quite well and is, therefore, able to keep a safe gap to the leader that never drops below 200 m.

![Image of Figure 6](image.png)

Figure 6: Response of the trained model to a leading vessel, that is travelling with constant engine power on the Middle Rhine.

4.4. Sequence of followers on the Middle Rhine

This vessel following scenario is designed to test two aspects: First, we aim to evaluate how the trained model reacts on a leading vessel that shows high jumps in engine power, resulting in high accelerations and safety-critical decelerations. At this point, it is again worth mentioning that we do not consider negative engine power. Therefore, the most safety-critical situation is defined by a sudden and high decrease in the leading vessel’s engine power. The second aspect to evaluate is string stability. This is realized by using a sequence of five followers traveling behind a leading vessel with zero lateral offset. All five followers use the trained model to control their engine power, and again we use a part of the Middle Rhine. Figure 7 shows the reaction of the five followers to the leading trajectory that
is based on jumps in engine power. All vessels are able to keep a safe gap to the respective leader and further show comfortable changing rates in engine power. In the most critical situation, when the leading vehicle suddenly reduces its engine power to almost zero at $t \approx 2800$ s, the followers react quickly but still with a comfortable decrease in engine power, enabling them to keep safe gaps to their respective leaders. Furthermore, string stability can be observed in a way that no oscillations occur. On the contrary, the sequence of followers is flattening the speed profile and thus is able to dampen oscillations and increase comfort.

![Graph](image)

Figure 7: Reaction of a sequence of five followers, each controlled by the trained model, on the Middle Rhine.

4.5. **Comparison with real leader-follower pair**

In a last experiment, we compare the behavior of the trained model with real vessel-following behavior. Figure 8 depicts a scenario where we took a real follower-leader pair from the AIS data set and let our trained agent follow the exact same leading trajectory. Comparing real and RL follower trajectories, we see that they both show roughly the same behavior regarding their speed curve, remarking that the RL follower shows less variance from around $t = 2000$ s. By comparing the resulting gap to the leader, we can further observe that the real follower chooses overall higher gaps than the RL follower. This can be interpreted as a more defensive driving style that we can also see in road traffic. However, it is to mention that such a different behavior can easily be achieved by shifting the lognormal
distribution in the safety factor of the reward function (9) towards larger bow-stern time gaps.

Figure 8: Comparison of the trained agent with a follower-leader pair from the AIS data set.

5. Conclusion

This study presents an RL-based vessel-following model taking into account realistic vessel dynamics, including environmental influences, such as stream velocity and river profile. For the formulation of a suitable reward, we extracted natural vessel behavior from AIS data from a part of the Middle Rhine. Using these insights, we defined a reward function that reflects realistic vessel-following behavior as well as safe and comfortable driving. In order to guarantee collision-free navigation on different types of rivers, we developed a general training environment that uses AR(1)-processes to model the leading vessel trajectory as well as changing river dynamics.

We evaluated the performance of the trained model in different scenarios ranging from artificial and unrealistic waterways to realistic vessel-following on the Middle Rhine. To validate the generalization capabilities, all of these scenarios have never been seen in training. Although some scenarios were designed to bring the model to its limits, the model proved to be accident-free while maintaining a comfortable driving style in all situations. Furthermore,
the trained model was able to effectively dampen traffic oscillations in a sequence of trained followers, even if the leader showed extreme acceleration values. Since this aspect was neither trained nor included in the agent’s specification, this is another proof of the generalization abilities.

In conclusion, we showed that RL can not only handle simple point-mass dynamics in vehicle-following but is able to perform well on tasks where vehicle dynamics are complex and under the influence of strong external disturbances. Based on these insights, we plan to extend this study by using a two-dimensional vessel model in the future. Challenges that come along with this task would be the consideration of a two-dimensional action space, including engine power and rudder angle, as well as additional requirements regarding lateral navigation.
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