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Abstract

Attribute image manipulation has been a very active topic since the introduction of Generative Adversarial Networks (GANs). Exploring the disentangled attribute space within a transformation is a very challenging task due to the multiple and mutually-inclusive nature of the facial images, where different labels (eyeglasses, hats, hair, identity, etc.) can co-exist at the same time. Several works address this issue either by exploiting the modality of each domain/attribute using a conditional random vector noise, or extracting the modality from an exemplary image. However, existing methods cannot handle both random and reference transformations for multiple attributes, which limits the generality of the solutions. In this paper, we successfully exploit a multimodal representation that handles all attributes, be it guided by random noise or exemplar images, while only using the underlying domain information of the target domain. We present extensive qualitative and quantitative results for facial datasets and several different attributes that show the superiority of our method. Additionally, our method is capable of adding, removing or changing either fine-grained or coarse attributes by using an image as a reference or by exploring the style distribution space, and it can be easily extended to head-swapping and face-reenactment applications without being trained on videos.

1. Introduction

In this paper we tackle the problem of adding, removing or manipulating facial attributes for either exemplar images or random manipulations, using a single model. For instance, given a person A, our system could aim at imposing the haircut of person B, eyeglasses of person C, hat of person D, earrings of person E, and randomly changing the background and the color of the hair. Particularly, the problem of manipulating multiple attributes has been coined ‘multi-domain image-to-image (I2I) translation’ \cite{zhao2016multipie, toffolon2018facecut, romero2019multi}.

Image-to-image translation methods have been traditionally categorized in two groups: latent and exemplar approaches. Latent approaches \cite{liu2018joint, liu2018dual, liu2019fused} require sampling from a distribution in order to perform a cross-domain mapping, that is, to explore the underlying latent distribution and produce multimodal representations given a single input. Conversely, exemplar-based approaches \cite{yang2019deep, wang2018high, peng2019cross} require an additional image to condition the generation. There have been some efforts \cite{choi2017stargan, choi2018starganv2, saito2019arbitrary} that tried to reconcile the latent and exemplar approaches in a single and unified system. However, they consider independent and inter-class diverse domains.

Regarding facial manipulation, I2I translation approaches come with the additional constraint that some regions of the image (e.g., background, clothes, etc) or fixed characteristics of the face (e.g., eyeglasses, hats, etc) should remain unaltered during the transformation. Vanilla CycleGAN \cite{zhu2017unpaired}–based approaches traditionally alter the general content and shift the colors of the input. To overcome this undesired property, latent generative approaches \cite{zhao2016multipie, toffolon2018facecut, romero2019multi} have proposed attention mechanisms \cite{bao2018attention}, performing architectural changes and introducing tailored loss functions into the training framework, thus obtaining impressive results. Nevertheless, the transformations are mostly fine-grained and do not perform well for more global transformations such as a change of identity or from short to long
hair. Reference guided methods [47, 4, 42], on the other hand, either work on low resolution scales or focus on the same local texture transformation as in latent approaches. Recently, StarGANv2 [9] was proposed as a variant for multi-domain I2I translation. Nonetheless, it requires that the multiple domains are not activated at the same time and it does not perform well for fine-grained transformations.

In order to solve the aforementioned issues, we propose Semantically-guided Multi-attribute Image and Layout Editing (SMILE). With SMILE, we split the solution of this problem into two stages. Instead of dealing with complex general and local transformations in the RGB space, we first simplify the attribute manipulation by performing it in the semantic segmentation space. Second, as the manipulation happens there, an additional stage consists of driving the image synthesis via semantics in order to produce photo-realistic RGB faces.

We enumerate our contributions as follows:

1. We propose a multi-attribute I2I transformation method for both fine-grained and more global attributes in the semantic space for both random and exemplar-based synthesis.

2. We propose an extended version of StyleGAN2 [17] to deal with semantic masks and per-region-styles either to perform random or exemplar-based synthesis.

3. Even though we train our system with still images, we qualitatively show that by only extracting the style matrix of a single target image, it suffices to create a controlled-by-attribute head-swapping or face-reenactment video using a video in the wild frame by frame.

We depict diverse facial manipulations in Figure 1, and an overview of our system in Figure 2. Code source and pre-trained models can be found in https://github.com/affromero/SMILE.

2. Related Work

Recently, Image-to-image (I2I) translation has become a very active topic thanks to the impressive advances in generative modeling methods, and in particular, Generative Adversarial Networks (GANs) [10]. Several novel and challenging problems have been successfully tackled with this technique, e.g., multi-domain manipulation [8, 33], style transferring [14, 24], image inpainting [44, 29], image synthesis using semantic segmentation [30, 50, 22], image content manipulation [31], exploratory image super-resolution [27, 5], etc.

2.1. Facial Attribute Manipulation

Since the face is one of the most common, yet interesting models, facial image editing has gained traction over the years [38, 37, 3]. Different works [8, 32, 20, 11] have included facial attribute information as condition in GANs to manipulate eyeglasses, mouth expression, hair and other attributes with remarkable results. Due to the not mutually-exclusive representation of facial attributes, multi-domain methods have received quite some attention as a unified and flexible way to deal with several domains. Nevertheless, modeling each attribute as a domain requires having a fully disentangled understanding for each attribute. We developed a system that (i) explores the modal representation in the latent space and (ii) allows for exemplar imposition, e.g., imposing someone else’s eyeglasses or hair. Recently, there have been some efforts [12, 33, 45] elucidating the former, or the latter [11], yet the combination had not been achieved yet.

We refer to facial object transfiguration as the problem of extracting some specific information of person A's face and transplant it on person B's face, e.g., make-up, eyeglasses, smile, hair, etc. There are traditionally two different groups of methods doing this: makeup transferring [6, 40] and attribute manipulation [47, 4, 42, 43, 11]. Make-up transferring methods focus on localized texture mappings, whereas attribute imposing methods are traditionally modeled as binary problems using the presence or absence of a selected feature. While the former allow for high resolution transformations and require exemplar images, the latter normally operate at low resolution due to the intricate representations of multiple attributes in the RGB space.

Recently, StarGANv2 [9] was introduced as an alternative for multi-domain facial attribute manipulation for both random sampling and reference guidance. Nonetheless, as we discuss in Section 4 the generalization capabilities of StarGANv2 are compromised when training with different and/or additional domains to Male/Female, and it also want-
ing when it comes to fine-grained transformations. Moreover, it was designed for mutually-exclusive domains such as Male/Female and different kinds of animals.

Our method combines the best of the two worlds by using specific attribute imposition from exemplar images, or exploring the latent space using a fully disentangled representation.

2.2. Semantically-guided manipulation

Using semantic information for image synthesis is an emerging field, in which using the semantic segmentation as input, it aims at producing an RGB image that perfectly resembles the semantic regions in the input. Semantic manipulation allows finer control of the resulting image just by adjusting the input. To this end, inspired by pix2pixHD [39], SPADE [30] introduced a specialized and spatially-driven normalization block in order to deal with the different masks in an up-sampling manner, producing impressive results for high-resolution synthesis. However, one critical issue about SPADE is the lack of control for each resulting semantic region. Recently, SEAN [50] and MaskGAN [22] modeled independent style representations for each semantic region, and in the same vein as SPADE, they introduce the semantic and style information combined in a \( W \) space distribution through adaptive normalization layers in the generator. It is worth to mention that both SEAN [50] and MaskGAN [22] require an exemplar image to perform the generation, and this is particularly critical for attribute imposition as we would like to generate new content (e.g., hat, eyeglasses, etc) that can be hard to find in a dataset.

To the best of our knowledge, there are two methods that aim at performing image manipulation via semantic mapping: MaskGAN [22] and SegVAE [7]. MaskGAN uses a Variational AutoEncoder [21] approach to perform manipulations in an unsupervised way, i.e., to perform interpolation between two semantic faces to strengthen the image synthesis. Similarly, using a VAE-based approach SegVAE performs more complex transformations such as adding and removing attributes. It starts from an empty canvas that it progressively fills in the desired regions of attributes. This happens in a cascade fashion, that is, it generates semantic images rather than manipulating existing ones. Our method is very different from MaskGAN and SegVAE, as we can manipulate attributes of real semantic maps with both a latent space or images as reference. Moreover, we see Seg VADE as orthogonal to ours, since it could generate a semantic map, which can be consequently manipulated by our proposed system.

SMILE is akin to both SEAN and MaskGAN, yet by leveraging StyleGAN2 [18] we extend the \( W \) latent distribution towards virtually any kind of style per semantic region. We accomplish this by replacing the normalization layers in the generator with semantically adaptive convolutions (SACs), and by using an alternative training scheme for both random generation (similar to StyleGAN2) and exemplar-guided generation (similar to SEAN).

In summary, Table 1 provides a comparison of SMILE with prior image-to-image translation methods.

3. Proposed Approach

Our main objective is to perform specific or global style-guided transformations using only the domain information as supervision. We argue that multi-domain exemplar imposition (e.g., wearing someone else’s sunglasses or hair replacement) is a very challenging problem, which normally is simplified by assuming mutually-exclusive domains [9], or one model per domain [4]. To this end, without simplifying this problem and inspired by recent developments in image synthesis [18], we develop our strategy in two stages: Semantic Manipulation and Improved Region-wise Semantic Synthesis.

3.1. Semantic Manipulation

First, we build a simple yet powerful multi-domain I2I translation model using the semantic map. We rely on the semantic information as it is simpler and rich enough to spot and transform noticeable facial attributes like eyeglasses, hats, earrings, hair, bangs and identity.

We build on top of StarGANv2 [9], and as depicted in Figure 2 (left), our system is composed of several networks. In order to perform unsupervised fine-grained and more global translations, we rely on several key assumptions further developed in Section 3.1.1

3.1.1 Model

Let \( X' \in \mathbb{R}^{H \times W \times M} \) be the real image with \( M \) semantic channels, for instance a mask with a parsing of the face where each channel represents different regions. \( X' \) has associated \( N \) attributes \( y' \in \mathbb{N}^{(0,1)} : \{ y'_0, \cdots, y'_i, \cdots, y'_{N-1} \} \). Importantly, we assume that for each possible attribute

| Methods       | Latent-guided synthesis | Image-guided synthesis | Mutually-exclusive domains | Fine-grained mapping |
|---------------|-------------------------|-----------------------|---------------------------|----------------------|
| CycleGAN      | ✓                       | ✓                     | ✓                         | ✓                    |
| StarGANv2     | ✓                       | ✓                     | ✓                         | ✓                    |
| DRIT++ etc.   | ✓                       | ✓                     | ✓                         | ✓                    |
| GeneGAN etc.  | ✓                       | ✓                     | ✓                         | ✓                    |
| MultiGAN etc. | ✓                       | ✓                     | ✓                         | ✓                    |
| StarGANv2     | ✓                       | ✓                     | ✓                         | ✓                    |
| SMILE (ours)  | ✓                       | ✓                     | ✓                         | ✓                    |

Table 1: Feature comparison with state-of-the-art approaches in I2I translation. SMILE successfully performs both latent-guide and image-guide attribute transformations for fine-grained or more global mappings in a mutually inclusive domain manner.
y^r \in \mathcal{X}^r$, there is one style associated \( s^r \in \mathbb{R}^S : \{s_0^r, \ldots, s_{k}^r, \ldots, s_{N-1}^r\} \). In detail, if for any given image \( x^i \) that has \( y^i = (1, 1, 0, 1) \), then each attribute can have different shape and color, namely style, so there are 4 style vectors \( \langle (s_1) \rangle : s^1 = \langle (s_0), (s_1), (s_2), (s_3) \rangle \), one latent representation for each label. Note that we assume that the absence of an attribute is also associated with a style distribution, and not as a deterministic zero vector.

Our purpose is to use the domain information as guidance for the style imposition. Particularly, for each domain we assume there is a style distribution associated to presence and a different style distribution associated to absence. Consequently, we can perform transformations \( \tilde{X} \) in both directions: first using an image as reference by extracting the style from the style encoder \( \mathbb{S} \), and second, sampling from the style distribution and processing it through the mapping network \( \mathbb{F} \). Formally, we define these two transformations in Equation \( 1 \) and \( 2 \) respectively.

\[
\begin{align*}
\tilde{X}_{\text{guided}} & = \mathbb{G}(X^r, \mathbb{S}(X^r)_{\hat{y}}), \\
\tilde{X}_{\text{random}} & = \mathbb{G}(X^r, \mathbb{F}(\mathcal{N}(0, I))_{\hat{y}}).
\end{align*}
\]

Where \( \mathcal{N}(0, I) \) is a random vector sampled from the normal distribution. Note that these transformations require the selection of the presence or absence of domains \((\hat{y})\) in each style mapping \( \mathbb{S} \) and \( \mathbb{F} \).

3.1.2 Training Framework

In this section we explain in detail our method to work with either inclusive or exclusive domains, and also fine-grained or coarsened transformations.

First, as each domain has two style distributions, we use the domain information in form of multi-task learning to inject the desired style representation into the generator. The resultant style is a weighted concatenation of all the attributes. Second, we replace the AdaIN and convolution layers with modulated convolutions \([18]\), and we discuss this architectural change in Section \( 4 \). Third, we propose a novel training scheme critical for the success of the training stability.

During the forward pass, we first sample a noise vector \( \langle \mathcal{N}(0, I) \rangle \) and shuffle the real domain labels \( (\hat{y}) \) in order to generate a mapping latent vector \( \hat{s} \) that is fed to the generator. The random style is defined in Equation \( 3 \).

\[
\hat{s} = \mathbb{F}(\mathcal{N}(0, I))_{\hat{y}}
\]

For the Discriminator, Mapping Network, and Style encoder, we use multi-task learning on the active domains, and ignore the optimization for the zero-domain vectors.

Fake images are produced as \( \tilde{x} = \mathbb{G}(x, \hat{s}) \). In contrast to StarGANv2, we only require one reconstruction step. We define the style reconstruction loss in Equation \( 4 \).

\[
L_{sty} = \min_{\hat{G}, \hat{S}} \left[ \| \hat{s} - \hat{S}(\mathbb{G}(x, \hat{s}))_{\hat{y}} \|_1 \right]
\]

To further encourage the diversity across the transformations, we follow the same pixel-wise style diversification as in StarGAN2. See Equation \( 5 \) for the style diversification loss.

\[
L_{sd} = \max_{\hat{G}} \left[ \| \mathbb{G}(x, \hat{s}) - \mathbb{G}(x, \hat{s}) \|_1 \right]
\]

They key ingredient to stabilize our system relies on the reconstruction loss. As we are only learning \( \mathbb{S} \) parameters using Equation \( 4 \) and we need to align the style encoder for both real and fake images, for the reconstruction loss we simply detach the weights from the graph. With this strategy we force the two distributions \( \mathbb{S} \) and \( \mathbb{F} \) to be aligned. We found this trick to be crucial in the overall training framework. Therefore, the real style has the form of \( \tilde{s} = \text{detach}(\mathbb{S}(x)_{y^r}) \), and we define this loss in Equation \( 6 \).

\[
L_{rec} = \min_{\hat{G}} \left[ \| x - \mathbb{G}(x, \hat{s}) \|_1 \right]
\]

As usual, we use the adversarial loss \( L_{adv} \) to produce photo-realistic images. We follow the same adversarial loss and regularizer as in StarGANv2.
Our full loss function is defined in Equation 7:

\[
L = L_{adv} + \lambda_{rec}L_{rec} + \lambda_{sty}L_{sty} + \lambda_{sd}L_{sd}
\]

where each \( \lambda \) represents the relative importance within the system.

### 3.1.3 Experimental Setup

We build our system for 256 \( \times \) 256 image size. However, with enough computational time, we found that it can be easily extended to higher resolutions by keeping the same number of parameters.

For all our experiments we set \( \lambda_{rec} = 1.0, \lambda_{sty} = 1.0, \) and \( \lambda_{sd} = 20.0 \). We train our system during 200,000 iterations using a single GPU Titan Xp with a batch size of 6, and Adam Optimizer [19].

Please refer to Appendix A for more details about the networks.

### 3.2. Improved Semantic Image Synthesis

In order to map from semantic regions to an RGB image, we use our semantically guided image synthesis method to perform the corresponding generation either by using an exemplar image or exploring the latent space.

Current methods [38, 37, 11] that use StyleGAN [17] for image manipulation, latent disentanglement or image projection have to go through several steps: (i) train StyleGAN until convergence, (ii) study the latent space to produce meaningful yet visible disentangled representation which usually involves more training stages, and (iii) optimize the latent space for a reference image. We propose a method that only requires training until convergence, and during inference both the latent space manipulation and image reconstruction can be efficiently and effectively achieved.

### 3.2.1 Model

Recently, SEAN [50] and MaskGAN [22] have been proposed as strong alternatives for the generation of images using layout references by disentangling each style to each semantic region. However, the generation suffer from being tied to an exemplar image. In a similar direction, StyleGAN2 [18] is the current state-of-the-art for image generation. Inspired by Hong et al. [13] and SEAN, we replace StyleGAN2 modulated convolutions (ModConv) with improved semantically region-wise adaptive convolutions (SACs). Let \( w \) be the kernel weight, \( h \) the input features of the convolution, \( s \) the condition information, and \( \sigma_E \) the standard deviation also known as the demodulating factor, we define SACs in Equation 8:

\[
\text{ModConv}_w(h, s) = \frac{w \ast (sh)}{\sigma_E(w, s)} \Leftrightarrow s \in \mathbb{R}^{1 \times C \times 1 \times 1}
\]

\[
\text{SAC}_w(h, s) = \frac{w \ast (s \circ h)}{\sigma_E(w, s)} \Leftrightarrow s \in \mathbb{R}^{1 \times C \times H \times W},
\]

where,

\[
s = \alpha_wSM + (1 - \alpha_w)M,
\]

where \( SM \) is the per-region style matrix, which can be either extracted from an image or sampled from a gaussian distribution, \( M \) is the required semantic mask, and \( \alpha_w \) is a learned parameter that weights for the relative importance of each element at each layer of the network. This equation can also be seen as the SEAN [50] gamma factor. Please see [13] for further details on the mathematical development of Equation 8.

### 3.2.2 Training Framework

To couple this proposed scheme with the StyleGAN2 training framework, we propose an alternate scheme training. First, we update the generator (G) and discriminator (D) for random generation as in StyleGAN, and as the semantic segmentation information represents the high-level information of the data, we do not have to start the generator network from as low as \( 8 \times 8 \) yields a better performance. Please refer to Appendix C.1 for this experiment.

\[
L_{reference} = L_{adv} + \lambda_{feats}L_{feats}
\]

where, \( T \) is the total number of layers in the discriminator, \( N \) is the number of elements in each layer, and \( \lambda_{feats} \) represents the importance of the feature matching loss [39], and it is set to 10.

Note that the feature matching loss is only required for the reference update.

### 3.2.3 Experimental Setup

The generator uses the semantic maps as starting point for the image synthesis. Instead of starting from a constant representation as in StyleGAN, and as the semantic segmentation information represents the high-level information of the data, we do not have to start the generator network from as low as \( 4 \) feature maps. Instead, we empirically found that starting from \( 8 \times 8 \) yields a better performance. Please refer to Appendix C.1 for this experiment.
Semantic Manipulation We validate our semantic manipulation method in CelebA-HQ [16] that consists of multiple facial attribute labels. Since we are tackling semantic manipulation, we selected 6 visible attributes that were not related to facial texture: eyeglasses, hat, amount of hair, bangs, earrings and identity. For the semantic segmentation labels, we use the ones provided by CelebA-Mask [22].

3.3. Datasets

Semantic Image Synthesis Since the semantically image synthesis does not require having access to labels, we validate this part of the system using FFHQ [17].

3.4. Evaluation Framework

For our entire system we study independent performances under two circumstances: generation by latent space and generation by exemplar images. Since our proposed solution lies in a unexplored area, the evaluation of semantic segmentation manipulations is challenging and it does not have a standard benchmark in the literature. Therefore, we first evaluate the Semantically Image Synthesis approach, and use this model to generate RGB from the Semantic Manipulation approach and thus evaluate it using standard metrics.

**Semantically Image Synthesis** As it is common for image synthesis, we report the Fréchet Inception Distance (FID), and the Perceptual Similarity Score (LPIPS) as a measure of dissimilarity across transformations (Diversity). We strictly follow the same evaluation framework proposed in StyleGAN2 for FID. Since we have to use real semantic annotations for the evaluation protocol, we use 10,000 samples (the entire test set of FFHQ) to compute the FID score. For Diversity we generate 10 different samples from a single semantic input, and compute the LPIPS score across each pair, for all possible pairs. In our case, LPIPS score is associated to diversity rather than similarity.

**Semantic Manipulation** There are two main aspects we consider for the proper evaluation of our system: the transformation mapping must resemble the pose of the person and the image must contain the target attributes. To this end, we use an off-the-shelf pose estimator [43] (HopeNet) and use the training set of CelebA-HQ to train an attribute classifier using MobiNetV2 [36]. For the entire CelebA-HQ test set, we manipulate each image using an specific

---

1. As binary gender might be a sensitive topic, we refer to identity as the Male/Female label in the Celeb-AHQ dataset.
Random Sampling

Projection Sampling

Baseline
Ablation A (+ mask)
Ablation B (+ style matrix)
Ablation C (+ encoder)

Figure 4: Ablation experiments for image synthesis. We progressively add ablation experiments to the baseline \cite{18} in order to present our system in the last column. Upper and bottom parts of the figure shows qualitative results for random sampling and projection reconstruction, respectively. We show the input semantics and reference images in the bottom corners of each image. Zoom in for better details.

attribute and keeping the others unaltered (for instance only male ↔ female), and we perform 10 transformations per image. We then extract the average Yaw, Pitch and Roll using HopeNet, and the average attribute scores using MobilenetV2, and compute the Root-Mean Squared Error (RMSE), Average Precision (AP) and F1 score between the test set and generated images per attribute, for the entire set attributes. Furthermore, under the same protocol, we also report the FID between the training set and generated images for each attribute. In addition to FID, we compute the perceptual Diversity metric across each image in the test set and 10 different transformations. For both perceptual metrics, we follow the same validation protocol as in StarGANv2. Furthermore, we also report the mean Intersection over Union (mIOU) over the input image and the reconstructed cycle image. (Equation 6).

4. Discussion

In this section we discuss in detail the aspects that strengthen our method. We depict in Figure 3 and 4, and quantitatively evidence in Table 2, 3 and 4 each part of our system. Each change is made in a cumulative way starting from the baseline. Note that the numbers reported in Table 2 and 3 are the average scores for the 8 different attribute manipulations. To this end, we report the standard deviation for each score. Please refer to Appendix for a detailed table for each attribute manipulation.

4.1. Semantic Manipulation

By using the state-of-the-art method \cite{9} in multi-domain image manipulation as baseline, we first extend it to deal with multiple mutually-inclusive domains. For this, we apply the concatenation of all the target styles as an input in addition to the RGB image. As Figure 5 shows and Table 2 indicate, the baseline using RGB completely fails at this task, i.e., it does not generalize well to different domains. Interestingly, we empirically found that StarGANv2 struggles when trained in a one domain framework different than Male/Female. We hypothesize that it is due to the fact that the style encoder extracts general characteristics of the entire image and because of the lack of supervision it cannot focus on fine-grained styles. In order to circumvent this problem, we instead use the semantic information as input, and better perform manipulations in this space (A). This change leads to cleaner and sharper transformations that better approximates the desired domain.

Moreover, we found that (B) by disabling the gradients of the style encoder during the reconstruction pass, it is sufficient for the overall training framework and reduces the training time by half. Our rationale is as follows: as we are injecting a random style through the mapping function, and
the style encoder learns to reconstruct it, then we can assume that after enough iterations the style encoder extracts the corresponding style from the real image.

Simplifying our system for the semantic space brings the problem of losing the texture information. We found that using Adaptive Instance Normalization layers (AdaIN [14]) it deforms the input’s image pose, in particular Yaw, during the transformation, and yet it still minimizes the proposed formulation in Equation [7]. Therefore, we noticed that (C) conditionally modulating the weights of the convolutions [13] alleviates this issue and the output resembles the pose of the input.

Furthermore, as we assumed equal dimensionality contribution per domain, transformations produced in stage (C) are not diverse enough across domains. By closely inspecting the resultant images we found that the identity domain is the least diverse in spite of being the most abstract and the one that models the biggest part of the image (for instance facial structure, clothes, hair style, etc). To this end, we weighted the identity domain to have more representation in the final latent vector with respect to the others (D), so this domain has a bigger impact than other domains (e.g., eyeglasses, bangs, etc) in the reconstruction style loss, and it can consequently produce more diverse transformations. This change of dimensionality for the identity domain is inspired in an observation from the semantic space. Most of the selected domains have one specific corresponding channel in the semantic space that facilitates the style encoding, yet it is not the case for the identity.

Additionally, to further assess a quantitative disentangled level of the manipulations, we studied how each independent transformation affects the unaltered attributes. We accomplished this feat by computing Precision and Recall curves over each manipulation. Please refer to Appendix B.1 for the generated curves.

### 4.2. Semantically Image Synthesis

StyleGAN2 [18] is the state-of-the-art method in image synthesis. Using this method for disentangled representations or modifying an existing image is challenging and normally involves different post-processing techniques. In order to modify StyleGAN2 backbone to be able to perform both disentangled representations in the semantic space and modify existing images, we progressively introduce different subtle but critical changes to the architecture. See Figure 4 and Table 4 for qualitative and quantitative ablative comparison, respectively.

To overcome the semantic injection into the StyleGAN2 pipeline, we replace all the Modulated Convolutions by SAC layers (Equation 8). For the first experiment, (A) we only generate random images using the semantic map in a SPADE [30] fashion, which implies that there is not enough diversity in the generation. Next, inspired in SEAN [50], (B) we use the full style per-region matrix in conjunction with the segmentation mask to generate diverse images controlled by random noise in each region. Finally, in order to take full advantage of the StyleGAN2 training framework, and incorporate a new style encoder, (C) we train our system in an alternate way producing thus random and original images, respectively. As a result of the alignment between the mapping random style and style encoder, we encountered a trade-off in the performance. This trade-off is expected due to the random nature of the latent sampling, as the mapping network can receive very different styles for skin, neck, and ears for example, which is not the case for the reference synthesis. Our proposed system compares favorably with StyleGAN2 yet does not require a post-optimization process for image projection.

### 5. Other applications

One important drawback of face-swapping or deep fakes videos is that the target face must match the entire face of the source, which produce an unpleasant feeling by fitting the content of the target into the source. Instead of face-swapping, with SMILE, We found that the style matrix extracted from a single image is a strong basis for head swapping (modifying the source content with respect to the target) and also for face reenactment (see Figure 5). Please refer to Appendix D for more qualitative results.

### Table 4: Quantitative evaluation of our system in image synthesis under different configurations, and in comparison with the baseline.

| Experiment | Latent Synthesis | Reference Synthesis |
|------------|------------------|---------------------|
|            | FID\(^{2}\) | Diversity\(^{\dagger}\) | Runtime [s/img] | LPIPS\(^{\dagger}\) | PSNR\(^{\dagger}\) | SSIM\(^{\dagger}\) | RMSE\(^{\dagger}\) | Runtime [s/img] | Training Time [days] |
| StyleGAN2 [18] | 15.13\(\pm\)0.03 | - | - | - | - | - | - | 120 | 2.5 |
| (A) + masks | 24.12 | 0.08 \(\pm\) 0.03 | 0.06 | - | - | - | - | 180 | 3.8 |
| (B) + style matrix | 13.08 | 0.42 \(\pm\) 0.04 | 0.13 | - | - | - | - | 210 | 9.4 |
| (C) + encoder | 16.99 | 0.43 \(\pm\) 0.03 | 0.13 | 0.22 \(\pm\) 0.06 | 18.19 \(\pm\) 2.84 | 0.19 \(\pm\) 0.04 | 0.13 \(\pm\) 0.03 | 0.13 \(\pm\) 0.04 | 17.5 |

\(^{2}\)We report the StyleGAN2 FID for a model trained with batch size 4 and 300,000 iterations. It is possible that this result does not match with the one reported in the original paper.
6. Conclusions

We introduced SMILE, a method for multi-attribute image-to-image translation using random sampling or image guiding reference. We extensively show that our method outperforms previous state-of-the-art baselines StarGANv2 [9] and StyleGAN2 [17] for both image manipulation and image synthesis.
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A. Network Architectures

In Table 5, 6, and 7, we describe our networks for the semantic manipulation stage. Similarly, Table 8, 9, and 10 shows the description for the image synthesis stage. For the latter, we bypass the description of the discriminator as it is a copy of the StyleGAN2 one. For both stages, and in order to maintain both environments as unaltered as possible, we use the same training hyperparameters (Adam Beta optimizers and learning rates) as in the corresponding baselines StarGANv2 and StyleGAN2, respectively.

B. Additional Results for Semantic Manipulation

In this section we present additional results for the semantic manipulation. We report FID, LPIPS, F1, AP, and other metrics reported in the main paper for each attribute manipulation.

In Table 11 and 12, we show quantitative evaluation for each attribute independently. Not surprisingly, Male and Female attributes are easier manipulations than hat and earrings. We set a benchmark for the evaluation of this manipulation.

Figure 6, 7, 8, 9, 10, 11, and 12 depict qualitative visualizations for each attribute independently.

B.1. Semantic Manipulation Disentanglement

Furthermore, to study the disentanglement during the transformation, we compute Precision vs Recall curves for each attribute manipulation (see Figure 13 and 14).

C. Additional Results for Image Synthesis

C.1. Semantic mask input size

We study the influence of the mask size as starting point of the generator synthesis (see Table 13).

D. Face Reenactment

Face Reenactment results are possible with a slight modification of our system. In this case, there are no domains, so we entirely rely on the transformation of certain regions of the face and keeping unaltered those regions do not related to the puppeteering. In Figure 15 we show qualitative results.
Table 5: SMILE Semantic Manipulation Generator network architecture. As we use the CelebA-Mask dataset [22], we set $N_{mask}$ to 19.
| Layer | Input → Output Shape | Layer Information |
|-------|----------------------|-------------------|
| Input Layer | $(256, 256, N_{mask})$ → $(256, 256, 64)$ | Conv2d(dim_out=64, kernel=3, stride=1, padding=1), LReLU |
| Hidden Layer | $(256, 64)$ → $(128, 128, 128)$ | Residual Block: LReLU, Conv2d(128, 3, 1, 1), AvgPool2D |
| Hidden Layer | $(128, 128, 128)$ → $(64, 64, 256)$ | Residual Block: LReLU, Conv2d(128, 3, 1, 1), AvgPool2D |
| Hidden Layer | $(64, 64, 256)$ → $(32, 32, 512)$ | Residual Block: LReLU, Conv2d(128, 3, 1, 1), AvgPool2D |
| Hidden Layer | $(32, 32, 512)$ → $(16, 16, 512)$ | Residual Block: LReLU, Conv2d(256, 3, 1, 1), AvgPool2D |
| Hidden Layer | $(16, 16, 256)$ → $(4, 4, 512)$ | Residual Block: LReLU, Conv2d(512, 3, 1, 1), AvgPool2D |
| Hidden Layer | $(8, 8, 512)$ → $(4, 4, 512)$ | Residual Block: LReLU, Conv2d(512, 3, 1, 1), AvgPool2D |
| Hidden Layer | $(4, 4, 512)$ → $(1, 1, 512)$ | LReLU, Conv2d(512, 4, 1, 0) |
| Output Layer | $(1, 1, 512)$ → $(1, 1, d \times N \times 2)$ | LReLU, DS_Layer(512, d×N×2, 1, 0) |

Table 6: SMILE Semantic Manipulation Discriminator and Style Encoder network architecture. The difference between the two networks lie in the last layer, where DS_Layer is a Convolution and Linear layer and $d$ is the number of dimensions equal to 1 and 64 for Discriminator and Style Encoder, respectively. As we consider each domain as the presence or absence of each attribute, the number of outputs is scaled by 2. Note that as part of our method we weight the style dimensions for Male/Female, so all the remaining are in a 4:1 ratio.

| Layer | Input → Output Shape | Layer Information |
|-------|----------------------|-------------------|
| (16) → (512) | Linear(dim_out=512), ReLU |
| (512) → (512) | Linear(dim_out=512), ReLU |
| (512) → (512) | Linear(dim_out=512), ReLU |
| (512) → (WS) | Linear(dim_out=WS) |

Table 7: SMILE Semantic Manipulation Mapping network architecture. All attributes share the first part of the network, and each attribute has independent branch of unshared layers. WS stands for the Weighted Style to each attribute. For Male/Female we set 64, and 16 for other attributes. Not that presence and absence of each attribute have two independent branches in the mapping network.
| Part                  | Input → Output Shape | Layer Information                                                                 |
|----------------------|----------------------|-----------------------------------------------------------------------------------|
|                      | (64, 64, N_{mask}) → (64, 64, 256) | EqualConv2d(dim_out=32, kernel=3, stride=1, padding=1)                            |
|                      | (64, 64, 256) → (64, 64, 256)     | Blur, EqualConv2d(256, 3, 2, 0), FusedLeakyReLU                                     |
|                      | (32, 32, 256) → (16, 16, 256)     | Blur, EqualConv2d(256, 3, 2, 0), FusedLeakyReLU                                     |
|                      | (16, 16, 256) → (8, 8, 512)       | Blur, EqualConv2d(512, 3, 2, 0), FusedLeakyReLU                                     |
|                      | (8, 8, 512) → (8, 8, 512)         | SAC(dim_out=512, kernel=3, upsample=False)                                         |
|                      | (8, 8, 512) → (16, 16, 512)       | SAC(512, 3, True), Noise, FusedLeakyReLU                                           |
|                      | (16, 16, 512) → (16, 16, 512)     | SAC(512, 3, False), Noise, FusedLeakyReLU                                          |
|                      | (16, 16, 512) → (32, 32, 512)     | SAC(512, 3, True), Noise, FusedLeakyReLU                                           |
|                      | (32, 32, 512) → (32, 32, 512)     | SAC(512, 3, False), Noise, FusedLeakyReLU                                          |
|                      | (32, 32, 512) → (64, 64, 256)     | SAC(256, 3, True), Noise, FusedLeakyReLU                                          |
|                      | (64, 64, 256) → (64, 64, 256)     | SAC(256, 3, False), Noise, FusedLeakyReLU                                          |
|                      | (64, 64, 256) → (128, 128, 256)   | SAC(256, 3, True), Noise, FusedLeakyReLU                                          |
|                      | (128, 128, 128) → (128, 128, 256) | SAC(256, 3, False), Noise, FusedLeakyReLU                                          |
|                      | (128, 128, 256) → (256, 256, 128) | SAC*(256, 3, True), Noise, FusedLeakyReLU                                         |
|                      | (256, 256, 128) → (256, 256, 128) | SAC*(256, 3, False), Noise, FusedLeakyReLU                                         |
|                      | (256, 256, 128) → (256, 256, 3)   | SAC*(256, 3, False)                                                               |

Table 8: **SMILE Semantically-driven Image Synthesis Generator network architecture.** We leverage on the StyleGAN2 [18] architecture with minor yet significant modifications. We replace the modulated convolutions with our Semantically Adaptive Convolutions (SACs) introduced in Equation 8. Additionally, for the last three layers (SACs*) we only introduce the semantics in a SPADE fashion. EqualConv2d, Blur, Noise and FusedLeakyReLU are mirror layers from StyleGAN [17]. For the most part of the coding, we heavily borrow from [https://github.com/rosinality/stylegan2-pytorch](https://github.com/rosinality/stylegan2-pytorch).
Table 9: **SMILE Semantically-driven Image Synthesis Style Encoder network architecture**. Using the RGB and Semantic Mask ($N_{mask}$ : 19) as input, it outputs a per region style with dimensionality $N_{syn}^{s}$ : 64. EqualConv2D, FusedLeakyReLU and Blur are layers borrowed from StyleGAN [17]. Mask Average Pooling combines the semantic information with the style encoded features.

| Layer                  | Input → Output Shape | Layer Information                                      |
|------------------------|-----------------------|--------------------------------------------------------|
| Input Layer            | (256, 256, 3) → (256, 256, 32) | EqualConv2d(dim_out=32, kernel=3, stride=1, padding=1), FusedLeakyReLU |
| Hidden Layer           | (256, 256, 32) → (128, 128, 64) | Blur, EqualConv2d(64, 3, 2, 0), FusedLeakyReLU        |
| Hidden Layer           | (128, 128, 64) → (64, 64, 128) | Blur, EqualConv2d(128, 3, 2, 0), FusedLeakyReLU      |
| Hidden Layer           | (64, 64, 128) → (128, 128, 256) | EqualConv2d(256, 3, 2, 0, upsample=True), Blur, FusedLeakyReLU |
| Hidden Layer           | (128, 128, 256) → (64, 64, $N_{syn}^{s}$) | Blur, EqualConv2d(512, 3, 2, 0), FusedLeakyReLU |
| Output Layer           | (64, 64, $N_{syn}^{s}$) → ($N_{mask}$, $N_{syn}^{s}$) | Mask Average Pooling                                  |

Table 10: **SMILE Semantically-driven Image Synthesis Mapping network architecture**. The input is sampled from a gaussian distribution, and the output is also known as the style distribution $W$. PixelNorm and EqualLinear are pixel normalization and linearly normalized layers introduced in StyleGAN [17], respectively.

| Layer                  | Input → Output Shape | Layer Information                                      |
|------------------------|-----------------------|--------------------------------------------------------|
| Input Layer            | ($N_{mask} \times N_{syn}^{s}$) → ($N_{mask} \times N_{syn}^{s}$) | PixelNorm                                               |
| ($N_{mask} \times N_{syn}^{s}$) → ($N_{mask} \times N_{syn}^{s}$) | EqualLinear(dim_out=($N_{mask} \times N_{syn}^{s}$)) |
| ($N_{mask} \times N_{syn}^{s}$) → ($N_{mask} \times N_{syn}^{s}$) | EqualLinear(dim_out=($N_{mask} \times N_{syn}^{s}$)) |
| ($N_{mask} \times N_{syn}^{s}$) → ($N_{mask} \times N_{syn}^{s}$) | EqualLinear(dim_out=($N_{mask} \times N_{syn}^{s}$)) |
| ($N_{mask} \times N_{syn}^{s}$) → ($N_{mask} \times N_{syn}^{s}$) | EqualLinear(dim_out=($N_{mask} \times N_{syn}^{s}$)) |
| ($N_{mask} \times N_{syn}^{s}$) → ($N_{mask} \times N_{syn}^{s}$) | EqualLinear(dim_out=($N_{mask} \times N_{syn}^{s}$)) |
| ($N_{mask} \times N_{syn}^{s}$) → ($N_{mask} \times N_{syn}^{s}$) | EqualLinear(dim_out=($N_{mask} \times N_{syn}^{s}$)) |
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Table 11: Additional quantitative results for semantic manipulation using exemplar images.

Table 12: Additional quantitative results for semantic manipulation using latent synthesis.

Figure 6: Qualitative Results for Male manipulation only. (a) Reconstruction results. First and second row are input and reference images, respectively. Third and fourth rows are forward and reconstruction outputs, respectively. (b) Latent synthesis generation for both semantic and rgb outputs. First row represents input images. (c) reference image synthesis for both semantic and rgb space.
Figure 7: **Qualitative Results for Female manipulation only.** (a) Reconstruction results. First and second row are input and reference images, respectively. Third and fourth rows are forward and reconstruction outputs, respectively. (b) Latent synthesis generation for both semantic and rgb outputs. First row represents input images. (c) reference image synthesis for both semantic and rgb space.

Figure 8: **Qualitative Results for Eyeglasses manipulation only.** (a) Reconstruction results. First and second row are input and reference images, respectively. Third and fourth rows are forward and reconstruction outputs, respectively. (b) Latent synthesis generation for both semantic and rgb outputs. First row represents input images. (c) reference image synthesis for both semantic and rgb space.
Figure 9: **Qualitative Results for Bangs manipulation only**. (a) Reconstruction results. First and second row are input and reference images, respectively. Third and fourth rows are forward and reconstruction outputs, respectively. (b) Latent synthesis generation for both semantic and rgb outputs. First row represents input images. (c) reference image synthesis for both semantic and rgb space.

Figure 10: **Qualitative Results for Hat manipulation only**. (a) Reconstruction results. First and second row are input and reference images, respectively. Third and fourth rows are forward and reconstruction outputs, respectively. (b) Latent synthesis generation for both semantic and rgb outputs. First row represents input images. (c) reference image synthesis for both semantic and rgb space.
Figure 11: **Qualitative Results for Hair manipulation only.** (a) Reconstruction results. First and second row are input and reference images, respectively. Third and fourth rows are forward and reconstruction outputs, respectively. (b) Latent synthesis generation for both semantic and rgb outputs. First row represents input images. (c) reference image synthesis for both semantic and rgb space.

Figure 12: **Qualitative Results for Earrings manipulation only.** (a) Reconstruction results. First and second row are input and reference images, respectively. Third and fourth rows are forward and reconstruction outputs, respectively. (b) Latent synthesis generation for both semantic and rgb outputs. First row represents input images. (c) reference image synthesis for both semantic and rgb space.
Figure 13: Precision vs Recall curves for each semantic manipulation for latent styles (left) and reference styles (right). We study how the prediction of the remaining attributes is affected independently. Please zoom in for better details. Note that NaN in the legend of the images means there were no images in the test set for the particular manipulation, e.g., Male manipulation starts from the Female Test set and transforms them to Male, so no Male in the entire set, and hence NaN in the score.
Figure 14: **Precision vs Recall curves for each semantic manipulation for latent styles (left) and reference styles (right).** We study how the prediction of the remaining attributes is affected independently. Please zoom in for better details. Note that NaN in the legend of the images means there were no images in the test set for the particular manipulation, e.g. Much Hair (opposite of bald label) manipulation starts from the Bald label in the Test set and transforms them to not Bald, and as only Males with no Earrings and no Hats have bald label in the CelebA-HQ dataset, hence NaN score for Female, Earrings and Hat.
Figure 15: **Face Reenactment Qualitative Results.** By only manipulation the semantic space and keeping the RGB information of the input, we can puppeteer the input with respect to a reference image. Zoom in for better details.
Table 13: Quantitative assessment for the size of the mask during image synthesis.

| Mask Size | FID↓  | Diversity↑ |
|-----------|-------|------------|
| 4         | 13.40 | 0.42 ± 0.04|
| 8         | 12.10 | 0.41 ± 0.04|
| 16        | 12.56 | 0.42 ± 0.04|
| 32        | 15.12 | 0.42 ± 0.04|