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- The best performance is achieved among the current COVID-19 detection studies from genome sequences
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Abstract This paper proposes an efficient and accurate method to predict coronavirus disease 19 (COVID-19) based on the genome similarity of the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and a bat SARS-CoV-like coronavirus. We introduce similarity features to distinguish COVID-19 from other human coronaviruses by comparing human coronaviruses with a bat SARS-CoV-like coronavirus. In the proposed method, each human coronavirus sequence is assigned to three similarity scores considering nucleotide similarities and mutations that lead to the strong absence of cytosine and guanine nucleotides. Next, the proposed features are integrated with CpG island features of the genome sequences to improve COVID-19 prediction. Thus, each genome sequence is represented by five real numbers. We exhibit the effectiveness of the proposed features using six machine learning classifiers on a dataset including the genome sequences of human coronaviruses similar to SARS-CoV-2. The performances of the machine learning classifiers are close to each other, and k-nearest neighbor classifier with similarity features achieves the best results with an accuracy of 99.2%. Moreover, k-nearest neighbor classifier with the integration of CpG based and similarity features has an admirable performance and achieves an accuracy of 99.8%. Experimental results demonstrate that similarity features remarkably decreases the number of false negatives and significantly improve the overall performance. The superiority of the proposed method is also highlighted by comparing with the state-of-the-art studies detecting COVID-19 from genome sequences.
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1 Introduction

Coronaviruses (CoVs) are crucial human and animal pathogens causing diseases ranging from the common flu to more severe respiratory diseases [Paules, Marston & Fauci] 2020. Currently, a novel coronavirus SARS-
CoV-2 detected in China in December 2019 has led to COVID-19 disease, which causes severe pneumonia and fatal human infections. COVID-19 seriously threatens the public health system since there is no scientifically proven treatment method. According to the report published by the World Health Organization (WHO), as of 16 February 2021, there have been 108,822,960 people infected by COVID-19 and 2,403,641 people have died from COVID-19. Well known symptoms of the COVID-19 reported by the WHO are cough, fever, chest pressure, pneumonia, diarrhea, and shortness of breath. Since the symptoms of the COVID-19 are similar to influenza, early diagnosis of COVID-19 is difficult. However, it is crucial to distinguish positive cases quickly as it spreads speedily and threatens the public health system as well as leads to severe outcomes.

One of the standard techniques for detecting COVID-19 is the reverse transmission polymerase chain reaction (RT-PCR) (Anika et al., 2020). In some studies, the sensitivity and accuracy of the RT-PCR test have been criticized and they reported that the RT-PCR test suffers from a great number of false negatives and false positives (Udugama et al., 2020; Holshue et al., 2020; Silva et al., 2020; F.-Jiang et al., 2020; D. Wang et al., 2020) due to the mutation of SARS-CoV-2 (Ai et al., 2020).

Many state-of-the-art machine learning algorithms have recently been published to detect COVID-19 (Zoabi, Deri-Rozov, & Shomron, 2021; Muhammad et al., 2021; Ardabili et al., 2020; Tayarani N., 2021; Kushwaha et al., 2020; De Felice & Polimeni, 2020). These methods can identify COVID-19 disease mostly by analyzing Computed Tomography (CT) scans, chest X-ray images, and whole genome sequences (Annarumma et al., 2019; Udugama et al., 2020; Arslan, 2021). Studies detecting COVID-19 from CT scans or X-ray images have some limitations. For instance, medical images may not distinguish COVID-19 from other viral pneumonia since they have several common features (Udugama et al., 2020; Zargari Khuzani, Heidari, & Shariati, 2021). The absence of any abnormalities on a chest X-ray or CT scan does not guarantee the absence of SARS-CoV-2. Furthermore, there is a lack of various annotated images that can be used in experiments in image-based analysis (Mohamadou, Halidou, & Kapen, 2020).

Molecular techniques have attracted attention recently as they can easily track specific pathogens and coronavirus genes. Hence, they have produced more satisfactory results compared to CT scans. Machine learning algorithms exhibit remarkable performance for analyzing genome sequences in a state-of-the-art manner. In these techniques, it is critical to identify features that distinguish COVID-19 from other coronaviruses. Many evolutionary and population based methods may be used for choosing the most relevant features discriminating COVID-19 (L. Abualigah, Yousri, et al., 2021; L. Abualigah & Diabat, 2021; L. Abualigah, Diabat, Mirjalili, Abd Elaziz, & Gandomi, 2021; L. M. Q. Abualigah, 2019; Too & Mirjalili, 2021) and modelling the potential effect of coronavirus (Salgotra, Gandomi, & Gandomi, 2020).

When the origin of SARS-CoV-2 virus is investigated, some studies point out that bats might be the original host of SARS-CoV-2 (Lu et al., 2020; Wu et
al. 2020). Zhou et al. (2020) showed that SARS-CoV-2 presents overall genome sequence similarity to a bat coronavirus and is 96% identical to a bat coronavirus. Taking advantages of this similarity, in this study, we propose an accurate and efficient COVID-19 detection method based on genome similarity between a bat SARS-like coronavirus and SARS-CoV-2. We define three similarity features by comparing human coronavirus sequences with the bat coronavirus sequence. Furthermore, to create more reliable feature vectors, we integrate similarity features with CpG based features that efficiently distinguish SAR-CoV-2 (Arслan and Arслan, 2021). Six machine learning classifiers are employed to present the effectiveness of the proposed features. To achieve the best results, hyperparameters of the machine learning classifiers are tuned using grid search. Experimental results exhibit that similarity features detect SARS-CoV-2 sequences from other coronavirus sequences genetically similar to SARS-CoV-2 in a short time and remarkably reduce the number of false negatives. Furthermore, using similarity features with CpG based features increases overall accuracy. Lastly, the proposed method is compared to the current state-of-the-art COVID-19 prediction methods (Lopez-Rincon et al. 2021; Arслan & Arслan 2021) and it exhibits an admirable performance.

The remaining parts of the study are organized as follows. In Section 2, we summarize studies that have diagnosed COVID-19. In Section 3, we explain the proposed method and summarize machine learning techniques used in this study. In Section 4, we evaluate experimental results and compare them with the-state-of-the-art methods. Finally, Section 5 presents important conclusions pointing out future directions.

2 Related Work

In this section, we briefly explain the studies diagnosing COVID-19 in three categories: studies using laboratory findings and common symptoms, studies using CT scans and chest X-ray images, and studies using whole genome sequences.

Jiang et al. (2020) applied machine learning techniques, support vector machines (SVM), k-nearest neighbor (KNN), decision tree (DT), and random forest (RF) for diagnosing COVID-19 using the combination of clinical features of COVID-19. They reported that they achieved the best result with an accuracy of 80% when the SVM classifier is used. In another study, Batista et al. (2020) performed the machine learning methods for predicting COVID-19 using 18 clinical findings. They applied SVM, RF, logistic regression, neural networks, and gradient boosted trees methods. Their method achieved the best results with an AUC score of 0.847 when the SVM or RF classifier was used. Zoabi et al. (2021) proposed a COVID-19 prediction method based on COVID-19 symptoms. They used eight binary features including sex, age, and contact with a person having COVID-19 disease. When they applied gradient boosting with DT, their proposed method reached an AUC-ROC of 0.90. These studies pointed out that diagnosis of COVID-19 using clinical data or symptoms achieves a constrained diagnosis efficiency.

Mohamadou et al. (2020) and Shi et al. (2021) reviewed artificial intelligence methods for predicting and
managing COVID-19. In these techniques, X-ray and CT scans have been mostly used. Akram et al. (2021) introduced a framework for rapid diagnosis of COVID-19 by extracting textual and statistical features from raw CT images including 2400 normal chest CT scans and 3500 COVID-19 pneumonia. They performed the genetic algorithm for selecting meaningful features and Naive Bayes for classification. Their proposed method reached an accuracy of 92.6%. Ucar et al. (2021) proposed a deep learning based method from X-ray images to quickly identify COVID-19. They analyzed 1125 images in total and their method reached an accuracy of 92.4%. Dansana et al. (2020) proposed a method for early diagnosing of COVID-19 from X-ray and CT images which includes 360 images. They used convolutional neural networks and their method achieved an accuracy of 91%. Khuzani et al. (2021) developed a machine learning model to separate chest X-ray images of COVID-19 cases from other types of pneumonia. They used 420 images and they created an optimum set of features of X-ray images by performing dimensionality reduction method. In the classification step, they performed the multilayer neural network and they achieved satisfactory results.

On the other hand, DNA sequencing techniques for identifying SARS-CoV-2 are highly useful for monitoring coronavirus genes that change frequently as the disease passes from one person to another as well as understand the behaviour of the virus (Nawaz et al., 2021; Annarumma et al., 2019; Udugama et al., 2020; Arslan, 2021). The DNA sequencing methods can be investigated in two categories, which are alignment-based and alignment-free methods. Alignment based methods are preferred when the size of the data is small, and they are expensive if the size of the data is large. Machine learning algorithms are effectively used for analyzing large numbers of genome sequences. Nawaz et al. (2021) investigated sequential pattern mining and mutation analysis techniques. They reported that these techniques demonstrated interesting knowledge and patterns to explore the progress and variations in COVID-19 strains.

Randhawa et al. (2020) proposed a method for rapid classification of COVID-19 cases that combines machine learning techniques with genomic signatures. They downloaded various types of virus sequences from the National Center for Biotechnology Information (NCBI) database. In their method, first they converted the sequences into discrete numeric values using Chaos Game Representation (CGR) (Jeffrey, 1990), which was based on two dimensional k-mer. In their study, the value of k was selected as 7. After they performed discrete Fourier transform (DFT) to the sequences, the Pearson correlation coefficient (PCC) was used to compute the pairwise distance. They used six supervised machine learning methods, linear discriminant, linear support vector machine (SVM), quadratic SVM, fine KNN, subspace discriminant, and subspace KNN, which were evaluated using 10-fold cross validation. When SARS-CoV-2 sequences were classified under four genera, gammacoronavirus, deltacoronavirus, betacoronavirus, and alphacoronavirus, their results verified that SARS-CoV-2 sequences belonged to sarbecoronavirus within betacoronavirus family.
Naeem et al. (2020) proposed another method detecting SARS-CoV-2 sequences among human coronaviruses. Their dataset included 76 sequences for the type of SARS-CoV, MERS-CoV, and SARS-CoV-2 recorded in the NCBI. They extracted DFT and discrete cosine transform (DCT), and the seven moment invariants (MI) features from genome sequences. They performed k-nearest neighbor (KNN) method and their method reached an accuracy of 100%. Arslan and Arslan (2021) proposed a recent method diagnosing SARS-CoV-2 from various types of human coronaviruses. They used 1000 SARS-CoV-2 sequences and 592 other types of human coronaviruses recorded in the 2019 novel coronavirus resource (2019nCoVR). They extracted two CpG based features from the genome sequences. Thus, they represented whole genome sequences with two real numbers. They used the KNN algorithm for classification and they showed that their method achieved 98.4% accuracy when any $L_1$ type distance measure in the KNN was used. Recently, Lopez-Rincon et al. (2021) proposed classification and specific primer design for detecting SARS-CoV-2 from genome sequences. In their approach, they extracted max pooling features that were the 21-bps sequences. They detected 12 of 3827 max pooling features found in SARS-CoV-2 using a convolutional neural network (CNN) classifier. They reported that their method separated different virus genomes from the coronavirus family with 98.73% accuracy.

3 Proposed COVID-19 Prediction Method

Although evolution has led to the specification of all living organisms, most of the genomes of the living organisms exhibit a high amount of similarities because of the conservation of the genetic data from one generation to another. We develop an efficient and accurate COVID-19 prediction method based on genome similarity of human SARS-CoV-2 and a bat SARS-CoV-like coronavirus. The main steps of the proposed method are presented in Figure 1. Furthermore, the pseudocode of the proposed method is given in Algorithm 1. The method takes complete sequences of human coronaviruses including alphacoronavirus and betacoronavirus as well as a bat coronavirus, RaTG13 as the input data. Then, features discriminating SARS-CoV-2 sequences from the other coronaviruses are extracted. We introduce similarity features to differentiate SARS-CoV-2 sequences from the other human coronaviruses.

The bat coronavirus RaTG13 was observed in Rhinolophus affinis from Yunnan, and presented the highest complete genome sequence similarity to SARS-CoV-2 (Zhou et al., 2020; C. Li, Yang, & Ren, 2020). Xing-guang et al. (2020) showed that the sequence similarity between bat coronavirus RaTG13 and SARS-CoV-2 is about 96%. Based on this similarity due to the conservation of the genetic data, we describe three similarity features by comparing each human SARS-CoV-2 sequence and the bat coronavirus RaTG13 sequence. The first similarity feature between genome sequences of human and bat coronavirus called $sim_1$ is determined by computing the total number of nucleotides that are identical and located at the same location, which is shown in line 2 in Algorithm 1. Thus, it checks whether sequence of human coronavirus resembles to the sequence of the bat coronavirus. The second and third similarity features
are based on low CG content in human SARS-CoV-2 genome sequence. The main reason for this is that CG is mutated into CA or CT and also CG is mutated into AG and TG (Y. Wang et al., 2020). To extract second similarity feature called $sim_2$ demonstrated in line 3 in Algorithm 1, we count the number mutated C of CG by comparing human SARS-CoV-2 with bat RaTG13 SARS-CoV nucleotides at the same positions. Similarly, the third similarity feature called $sim_3$ presented in line

![Fig. 1 Main steps of the proposed COVID-19 prediction method](image-url)
4 in Algorithm 1 is extracted by counting the number mutated G of CG.

On the other hand, CpG dinucleotides are rarely found in the genome of SARS-CoV-2, and Arslan and Arslan (2021) used this property to discriminate SARS-CoV-2 sequences. Computation of CpG based features is shown in lines 5-9 in Algorithm 1. The first CpG based feature, $CpG_1$, is computed by adding $\text{ratio}_C$ and $\text{ratio}_G$ where the ratio of the nucleotide is calculated by dividing frequency of occurrences of the nucleotide to the sequence length. Similarly, $CpG_2$ is computed by dividing $\text{ratio}_{CG}$ to $\text{ratio}_C \times \text{ratio}_G$. To improve COVID-19 prediction, we propose to use an integration of CpG based and similarity features. Thus, in the feature extraction step, each genome sequence is represented by five real numbers.

After the feature extraction step, any machine learning classifier may be used to determine SARS-CoV-2 sequences. In the classification step, we recommend using KNN with an $L_1$ type metric (Arslan & Arslan, 2021) since it is a simple non-parametric algorithm, and does not require any specific training phase. It also requires fewer hyperparameters that are tuned. In addition to KNN, support vector machines, decision tree, random forest, AdaBoost, and multilayer perceptron methods are performed to evaluate efficiency of the proposed features.

Machine learning classifiers may require some parameters that need to be optimized to achieve the best prediction accuracy. One of the most common techniques for tuning parameters is grid search (Hamida, Ganhour, Cherradi, Ouajji, & Rahami, 2020; Syarif, Prugel-Bennett, & Wills, 2016; Das, Mishra, & Saraswathy Gopalan, 2020), and we employ the grid search to determine the optimum value of the hyperparameters. In the following subsection, we briefly explain these classifiers and their hyperparameters that are tuned.

Algorithm 1 Proposed COVID-19 Prediction Method

Input:

- Various coronavirus types of human complete genome sequences $SeqData$
- Bat coronavirus RaTG13 complete genome sequence $batSeq$
- Class label of each genome sequences: COVID-19 or non-COVID
- A test complete genome sequence $testSeq$

Output: Determine whether $testSeq$ is COVID-19 or non-COVID

Feature Extraction Step:

1: for each sequence $S$ in $SeqData$ do
   // Extraction of Similarity Features comparing $S$ to $batSeq$
2: $\text{sim1} \leftarrow$ compute total number of nucleotides that are identical and located at the same location
3: $\text{sim2} \leftarrow$ the number of CG mutations into AG and TG by comparing $S$ and $batSeq$
4: $\text{sim3} \leftarrow$ the number of CG mutations into CA and CT by comparing $S$ and $batSeq$
   // Extraction of CpG island features (Arslan & Arslan, 2021)
5: $\text{ratio}_C \leftarrow$ compute ratio of C nucleotide in $S$
6: $\text{ratio}_G \leftarrow$ compute ratio of G nucleotide in $S$
7: $\text{ratio}_{CG} \leftarrow$ compute ratio of CG nucleotide in $S$
8: $CpG_1 = \text{ratio}_C + \text{ratio}_G$
9: $CpG_2 = \text{ratio}_{CG} / (\text{ratio}_C \times \text{ratio}_G)$
10: end for

Parameter Tuning

11: Determine hyperparameters to be tuned for the classifier and perform grid search

Classification Step:

12: Extract $CpG_1$, $CpG_2$, $\text{sim1}$, $\text{sim2}$, and $\text{sim3}$ features for $testSeq$
13: Apply the machine learning classifier (KNN is suggested) with its optimum hyperparameters
14: Determine whether $testSeq$ is SARS-CoV-2 or not
3.1 Machine Learning Classifiers

We perform several types of classifiers to predict COVID-19 disease, and in this section, we briefly summarize these classifiers.

3.1.1 Support Vector Machine (SVM)

SVM (Burges, 1998; Vapnik, 1995) separates the data samples by finding a hyperplane maximizing the margin, which is the smallest distance between two classes. The hyperplane can be determined as a solution to the following problem:

$$\min \ C \sum_{n=1}^{N} \xi_n + \frac{1}{2}||w||^2$$  \hspace{1cm} (1)

where $C$ called the regularization parameter controls the trade-off between controlling complexity of the model and minimizing training errors. If the data is not divided linearly, non linear kernel functions are used to transform the data into a high dimensional space. The polynomial, sigmoid, and radial basis kernel function (RBF) (Liao, Fang, & L.W. Nuttle, 2004) are commonly used kernel functions. The choice of the kernel function and parameter $C$ remarkably affects the performance of the SVM. The RBF is the most commonly used kernel function to classify multi-dimensional data. Moreover, the linear kernel is a specific version of the RBF (Keerthi & Lin 2003). Furthermore, the RBF requires fewer parameters to set than polynomial kernel, and performance of the RBF has similar to the other kernel functions (Lin, Ying, Chen, & Lee 2008). For these reasons, in this study, we used the RBF kernel function given in Equation (2).

$$K(t_i, t_j) = \exp(-\gamma ||t_i - t_j||^2), \quad \gamma > 0$$  \hspace{1cm} (2)

Grid search is used to determine optimum parameters and we follow the similar strategy with (Duarte & Wainer 2017) to determine possible values of $C = 2^{-5}, 2^{-1}, 2^3, 2^9, 2^{15}$ and $\gamma = 2^{-15}, 2^{-9}, 2^{-5}, 2^{-1}, 2^{3}$.

3.1.2 k-Nearest Neighbor (KNN)

KNN (Brown & Mues, 2012; Deng, Zhu, Cheng, Zong, & Zhang 2016; Abu Alfeilat et al., 2019; Bishop, 2006) is a non parametric and lazy learning classification method. Thus, it does not require a training phase and it memorizes the training dataset instead of learning the training dataset. In the KNN method, to classify a new data sample, the $k$ nearest samples from the training dataset are identified, and the new data sample is labelled to the class based on its majority votes. The type of the distance measure and the $k$ parameter remarkably affect the performance of the KNN. Arslan and Arslan (2021) used 19 distance metrics analyzed in five groups. They concluded that $L_1$ type metrics such as Manhattan and Chebyshev metrics have the highest accuracy. In this study, we perform the grid search to determine the optimum $k$ value and the distance measure. The possible metric types are set to Manhattan and Chebyshev (Arslan & Arslan 2021) and $k$ parameter is changed from 1 to 30 in the grid search.

3.1.3 Decision Tree (DT)

The basic idea behind DT (Safavian & Landgrebe, 1991; Aha, Kibler, & Albert, 1991; Bishop, 2006) is to divide
a complex decision into a union of several simple decisions to get the final decision. The performance of the DT classifier significantly depends on how well the tree is constructed. There exist some splitting methods for decision trees, such as information gain and Gini index. In this study, the Gini index \cite{Menze2009,Ghiasi2020} is employed. Using grid search, we also perform the hyperparameter tuning, and we follow the similar strategy with \cite{Das2020} for determining possible values of hyperparameters (maximum tree depth: 5, 10, 15, 20, 25, minimum samples per leaf: 1, 2, 3, and minimum samples per split: 3, 4, 5, 6, 7).

### 3.1.4 Random Forest (RF)

RF \cite{Breiman2001} is an ensemble method combining multiple decision trees and can be widely applied to solve classification problems. The final decision is reached by combining the results from a sequence of decision trees. Each tree is independently created and relies on a random vector sampled from the dataset so that all of the trees have the same distribution. Random feature selection and bootstrap aggregation are performed to average the predictions from all trees \cite{Ho1998,Breiman1996}. We note that the hyperparameter tuning is the same as the DT method.

### 3.1.5 Adaptive Boosting (AdaBoost)

AdaBoost \cite{Freund1997} is a widely known boosting technique for combining multiple simple weak classifiers to create a strong classifier. Furthermore, AdaBoost is an iterative algorithm since it sequentially trains the base classifiers. The weights of the training samples are set to the same value (for instance 1.0) in the first iteration. The weights of the training samples are sequentially improved with respect to the error rates. If the training samples have higher error rates, they will have higher weights. Hyperparameter tuning is a significant process of boosting algorithms to cope with overfitting since it reduces bias error and constructs robust predictive models. In the Adaboost method, two hyperparameters that are learning rate whose possible values are 1.0, 0.15, 0.1, 0.05, 0.01, 0.005, 0.001 and a maximum number of estimators whose possible parameters are 20, 40, 60, 80, 100, 250, 1000 are tuned by using the grid search.

### 3.1.6 Multilayer Perceptron (MLP)

MLP, a kind of a feed forward artificial neural network, includes three layers, which are an input layer, multiple hidden layers, and an output layer \cite{Hornik1989}. The input layer contains the neurons in the same number as the number of features, and the output layer contains the single neuron presenting the output of the MLP \cite{Bishop2006}. MLP models the data by using activation functions. The logistic sigmoid, the rectified linear unit (ReLU), and the hyperbolic tangent (tanh) functions are widely known activation functions. In this study, we use a basic MLP model that consists of one hidden layer. The grid search is applied to specify the number of neurons in the hidden layer and activation function. The number of neurons in the hidden layer is set to 5, 10, and 15, and sigmoid, tanh,
as well as ReLU activation functions are used in the grid search.

4 Experiments

4.1 Experimental setup

All experimental results have been conducted on a computer with a 2.6 GHZ Intel Core i7 CPU and 16 GB RAM under Ubuntu 18.04.03 LTS operating system. Scikit-learn library (Pedregosa et al., 2011), an open-source software for machine learning library in Python programming language is used to implement the classifiers, the grid search, and the cross validation.

4.2 Human Genome Sequences Dataset

In this study, the experiments were carried out on genome sequences retrieved from the 2019 Novel Coronavirus Resource (2019nCoVR) by the China National Center for Bioinformation (Song et al., 2020; Gong et al., 2020). 2019nCoVR is an open source database and shares genomic sequences of all influenza data by linking with relevant databases. Coronaviruses can be classified into four genera. Alphacoronavirus and betacoronavirus infect mammals; on the other hand, gammacoronavirus and deltacoronavirus are commonly detected in avian species (Perlman & Netland, 2009). There have been identified seven coronaviruses infecting human beings so far. HCoV-NL63 and HCoV-229E are types of alphacoronaviruses; on the other hand, HCoV-OC43, HCoV-HKU1, SARS-CoV, MERS-CoV, and SARS-COV-2 are types of betacoronavirus (Priyanka, Choudhary, & Singh, 2021). A bat coronavirus RaTG13 sequence, which is the type of betacoronavirus, is also used to extract similarity features. All sequences used in this study are longer than 27,000 bps and high quality. The number of sequences and the types of the coronavirus are presented in Table 1. The dataset consists of 1615 human genome sequences labelled as either COV19+ or COV19-. Genome sequences labelled as COV19+ are diagnosed with COVID-19 disease, and those labelled as COV19- are not diagnosed with COVID-19 disease. We note that the bat coronavirus (RaTG13) sequence is not used for training and testing, and it is only used to extract similarity features. For this reason, the sequence of the bat coronavirus is labelled as neither COV19+ nor COV19-.

4.3 Performance Evaluation

Precision, recall, F1-score, and accuracy (Goutte & Gaussier, 2005) are used to evaluate performance of the machine learning methods. In addition to these metrics, we also used the Matthews correlation coefficient (MCC) (Chicco, Tötsch, & Jurman, 2021) and the area under the receiver operating characteristic (ROC) curve (AUC) metrics. MCC is an appropriate measure for evaluating binary classifiers and summarizes the confusion matrix elements into a single value. The ROC presents the relationship between true positive rate and false positive rate. These metrics are described in Table 2 where true positive (TP) is the number of accurately predicted genome sequences in COV19+ class and false positive (FP) is the number of inaccurately predicted genome sequences in COV19- class. True negative (TN) is the number of accurately predicted genome sequences
Table 1  Types of human coronavirus genomes

| Species        | Genus            | Number of entries | Target class |
|----------------|------------------|-------------------|--------------|
| HCoV-NL63      | Alphacoronavirus | 64                | COV19-       |
| HCoV-229E      |                  | 28                | COV19-       |
| HCoV-HKU1      |                  | 27                | COV19-       |
| HCoV-OC43      |                  | 145               | COV19-       |
| MERS-CoV       | Betacoronavirus  | 339               | COV19-       |
| SARS-CoV       |                  | 12                | COV19-       |
| SARS-CoV-2     |                  | 1000              | COV19+       |
| RaTG13         | Betacoronavirus  | 1                 |              |

Table 2  Performance Measurements

| Measure         | Formula |
|-----------------|---------|
| Precision (Pre) | \( \frac{TP}{TP+FP} \) |
| Recall (Re)     | \( \frac{TP}{TP+FN} \) |
| F1-score        | \( \frac{2 \times \text{Pre} \times \text{Re}}{\text{Pre}+\text{Re}} \) |
| Accuracy (Acc)  | \( \frac{TP+TN}{FN+TP+TN+FP} \) |
| MCC             | \( \frac{TP \times TN - FP \times FN}{\sqrt{(TN+FP)(TP+FN)(TN+FN)(TP+FP)}} \) |

in COV19- class and false negative (FN) is the number of inaccurately predicted genome sequences in COV19+ class.

4.4 Results

In this section, we discuss and compare the efficiency of CpG based features, similarity features, and the integration of them for predicting COVID-19 disease. Analyzing the performance of the classifier is important to discuss the efficiency of the proposed features. To achieve the best performance, hyperparameters of the machine learning classifiers are tuned by using the grid search. In the grid search approach, possible values of each hyperparameter shown in Section 3.1 are determined, and the grid search tries all possible combinations of the parameters. Next, k-fold cross-validation technique is employed to evaluate the machine learning model considering \( k = 10 \) (Govindarajan & Chandrasekaran, 2010) because of its relatively low bias and variance (Sulistiana & Muslim, 2020; Lin et al., 2008; Merghadi et al., 2020; Aggarwal, 2015). Thus, the dataset is separated into ten equal size random groups for training and testing. Nine groups are used for training and the remaining one group is used for testing. This process is repeated ten times until each group is tested. Average measures are computed to achieve the effectiveness of the model.

Table 3 presents the optimum hyperparameters obtained by the grid search function for each machine learning classifier when CpG based, similarity, and combination of them are separately used. In the following subsections, we evaluate the performance of MLP, AdaBoost, RF, KNN, DT, and SVM methods for CpG
based features, the similarity features, and integration of them, separately. All results are obtained by using these hyperparameters.

### 4.4.1 Evaluation of the effectiveness of CpG-based features for COVID-19 prediction

In this part, we discuss the performance of the machine learning methods when CpG based features are only used. Table 4 summarizes the performance of the machine learning classifiers with precision, recall, F1-score, accuracy, MCC, and AUC scores. Results of the machine learning methods are close to each other. Considering the precision values varying between 0.986 and 0.999, the SVM achieves the best result. Recall values ranged from 0.957 to 0.979 and the best value is obtained when the KNN is used. F1-score varies between 0.976 and 0.983, the best value is achieved by the KNN classifier. Accuracy, MCC, and AUC values range from 0.971 to 0.98, from 0.971 to 0.973 to 0.98, respectively, and the best results are obtained when the KNN is used. Furthermore, confusion matrices for each machine learning classifier are presented in Figure 2 when CpG based features are only used. Considering all performance measures, the performance of the KNN is remarkable. As can be also seen in this figure, the KNN only misclassifies 21 out of 1000 COVID-19 genome sequences, and it misclassifies 12 out of 615 non COVID-19 cases.

### 4.4.2 Evaluation of the effectiveness of similarity features for COVID-19 prediction

In this part we discuss the performance of the machine learning methods when the similarity features, which are defined in this study, are used. Table 5 summarizes the performance of the machine learning methods with precision, recall, F-measure, accuracy, MCC, and AUC values. As can be seen in this table, precision values range from 0.984 to 0.992, and the KNN achieves the best precision value. Recall values range from 0.983 to 0.997, and the SVM and MLP achieve the best results. F1-score varies between 0.985 and 0.994, and the best value is achieved by the SVM classifier. On the other hand, accuracy, MCC, and AUC values range from 0.982 to 0.992, from 0.962 to 0.983, and from 0.982 to 0.991, respectively, and the KNN and SVM achieve better results. Furthermore, confusion matrices for each machine learning classifier are presented in Figure 3. The results of the KNN and SVM methods are close to each other, and they classify the genome sequences more successfully compared to the other classifiers. They predict 1602 genome sequences correctly among 1615 sequences. Furthermore, similarity features remarkably reduce the number of false negatives compared to the machine learning methods using CpG based features.

### 4.4.3 Evaluation of the effectiveness of integration of CpG based and similarity features for COVID-19 prediction

In this part, we discuss the results of the machine learning methods using the integration of the CpG based
Table 3 The best performing hyperparameters of the machine learning methods with CpG-based, similarity, and integration of them, separately.

| Method | Hyperparameter | CpG based features | Similarity features | Integration of them |
|--------|----------------|--------------------|---------------------|--------------------|
| SVM    | C              | $2^{-5}$           | $2^9$               | $2^3$              |
|        | $\gamma$      | $2^{-1}$           | $2^{-5}$            | $2^{-1}$           |
| k-NN   | k              | 3                  | 3                   | 2                  |
|        | metric         | chebyshev          | chebyshev           | manhattan          |
| DT     | max depth      | 15                 | 20                  | 10                 |
|        | min samples leaf | 2              | 3                   | 1                  |
|        | min samples split | 3             | 6                   | 3                  |
| RF     | max depth      | 5                  | 20                  | 25                 |
|        | min samples leaf | 3              | 3                   | 1                  |
|        | min samples split | 3             | 7                   | 3                  |
|        | num of estimators | 20            | 60                  | 60                 |
| Adaboost| learning rate | 0.1               | 0.1                 | 1.0                |
|        | num of estimators | 20           | 1000                | 40                 |
| MLP    | num of neurons | 5                 | 5                   | 5                  |
|        | activation     | logistic           | tanh                | relu               |

Table 4 Results of machine learning methods when CpG based features are used

| Feature | Method | Pre | Re  | F1-score | Acc  | MCC  | AUC  |
|---------|--------|-----|-----|----------|------|------|------|
| CpG     | SVM    | 0.999 | 0.957 | 0.978   | 0.973 | 0.944 | 0.978 |
|         | KNN    | 0.988 | 0.979 | 0.983   | 0.980 | 0.957 | 0.980 |
|         | DT     | 0.986 | 0.976 | 0.981   | 0.976 | 0.950 | 0.977 |
|         | RF     | 0.991 | 0.969 | 0.980   | 0.975 | 0.948 | 0.977 |
|         | AdaBoost | 0.986 | 0.968 | 0.977   | 0.972 | 0.940 | 0.973 |
|         | MLP    | 0.986 | 0.967 | 0.976   | 0.971 | 0.938 | 0.973 |

Table 5 Performance comparison of the machine learning methods when similarity features are used

| Feature                  | Method | Pre | Re  | F1-score | Acc  | MCC  | AUC  |
|--------------------------|--------|-----|-----|----------|------|------|------|
| Similarity features      | SVM    | 0.990 | 0.997 | 0.994   | 0.992 | 0.983 | 0.990 |
|                         | KNN    | 0.992 | 0.995 | 0.993   | 0.992 | 0.983 | 0.991 |
|                         | DT     | 0.988 | 0.983 | 0.985   | 0.982 | 0.962 | 0.982 |
|                         | RF     | 0.984 | 0.992 | 0.988   | 0.985 | 0.968 | 0.983 |
|                         | AdaBoost | 0.989 | 0.989 | 0.989   | 0.986 | 0.971 | 0.986 |
|                         | MLP    | 0.988 | 0.997 | 0.993   | 0.991 | 0.980 | 0.989 |
Table 6 summarizes the performance of the machine learning methods with precision, recall, F-measure, accuracy, MCC, as well as AUC values. Precision values range from 0.995 to 0.997, and recall values range from 0.989 to 0.999. F1-score varies between 0.992 and 0.998. On the other hand, accuracy, MCC, and AUC values range from 0.991 to 0.998, from 0.98 to 0.995, and from 0.991 to 0.997, respectively. It is seen that the results of the machine learning methods are close to each other, and the proposed features accurately separate SARS-CoV-2 sequences no matter what type of classifier is used.

Fig. 2 Confusion matrices for each classifier when CpG based features are used

Fig. 3 Confusion matrices for each classifier when similarity features are used

and similarity features, which is the proposed approach.
Table 6 Performance comparison of the machine learning methods using CpG based + similarity features

| Feature                  | Method  | Pre  | Re   | F1-score | Acc  | MCC  | AUC  |
|--------------------------|---------|------|------|----------|------|------|------|
| Proposed Method:         | SVM     | 0.997| 0.998| 0.998    | 0.997| 0.993| 0.997|
| CpG based + Similarity   | KNN     | **0.997** | **0.999** | **0.998** | **0.998** | **0.995** | **0.997** |
| features                 | DT      | 0.996| 0.989| 0.992    | 0.991| 0.980| 0.991|
|                          | RF      | 0.997| 0.996| 0.996    | 0.996| 0.991| 0.996|
|                          | AdaBoost| 0.997| 0.996| 0.996    | 0.996| 0.991| 0.995|
|                          | MLP     | 0.995| 0.998| 0.997    | 0.996| 0.991| 0.995|

The confusion matrices for each machine learning classifier are presented in Figure 4. As can be seen in this figure, the KNN exhibits admirable performance and while it misclassifies 1 out of 1000 COVID-19 genome sequences, it misclassifies 3 out of 615 non COVID-19 cases. Moreover, Figure 5 shows that the total number of incorrectly classified instances for each classifier when CpG based features, similarity features, and integration of them are used, separately. Using integration of the similarity and CpG based features remarkably reduces the total number of incorrectly classified samples.

4.5 Comparison with the-state-of-the-art COVID-19 detection methods

In this part, we compare the proposed method with existing studies detecting COVID-19 disease from genome sequences. Table 7 gives comparative results of COVID-19 detection methods. Naeem et al. (2020) used genomic signal processing to detect COVID-19. They converted the nucleotide bases in the genome sequences into numbers to extract features (Ghosh & Barman, 2013). Next, they extracted nine features using DFT, DCT, and MI methods requiring costly mathematical operations such as integral, determinant. Thus, their feature extraction methods are expensive. They performed two types of classifiers, KNN and trainable cascade-forward back propagation neural network. The KNN was applied with default parameters where k was set to 1 and the metric was set to Euclidean without employing any hyperparameter tuning. They used 46 genomes for training and 30 genomes for testing. Their method achieved 100% accuracy when the KNN was used. The amount of the training data has a crucial role in making decisions and using the small number of samples in the dataset tends to overfit (Ghasemian, Hosseinmardi, & Clauset, 2019). Thus, when the number of genome sequences in the dataset is increased, the overall accuracy of their method may remarkably decrease. Furthermore, selection of k parameter in the KNN method significantly affects the performance of the KNN. If the number of sequences becomes larger, a small value of k may not give the expected output, and the hyperparameter tuning may be required (Sahu, Kumar, & Singh, 2018) to find the optimum k value.

Randhawa et al. (2020) used machine learning methods for taxonomic classification of COVID-19 genomes. They used 20 genome sequences of alphacoronavirus, betacoronavirus, and deltacoronavirus for training. Moreover, they used 29 SARS-COV-2 sequences for testing. When SARS-CoV-2 sequences were classified under four genera, gammacoronavirus, deltacoronavirus, betacoron-
avivirus, and alphacoronavirus, their results verified that SARS-CoV-2 sequences belonged to sarbecoronavirus within betacoronarious family. They perform genus-level classification and their method may not distinguish SARS-COV-2 sequences among the sequences belonging to betacoronavirus family such as SARS-COV or MERS-CoV.

A recent efficient method has been proposed by Lopez-Rincon et al. (2021). They classified SARS-CoV-2 sequences from other human coronavirus sequences by employing a deep learning classifier, convolutional neural network (CNN). They built a model including one convolution layer containing 12 different filters, a fully connected layer with 196 rectified units, a final

**Fig. 4** Confusion matrices for each classifier when the integration of CpG based and similarity features is used

**Fig. 5** The total number of incorrectly classified instances (i.e. sum of FP and FN) for each classifier when CpG based, similarity features, and combination of them are used
Table 7 Overview of the state-of-the-art COVID-19 detection methods

| Study                     | Method       | Features                  | Sequence Dataset          | Accuracy (%) |
|---------------------------|--------------|----------------------------|----------------------------|--------------|
| Naeem et al. (2020)       | KNN          | 7 MI 1 DFT 1 DCT          | 76 SARS-CoV-2 76 SARS-CoV 76 MERS-CoV | 100          |
| Randhawa et al. (2020)    | LD KNN SVM   | DFT PCC                   | 20 betaCoV 20 alphaCoV 20 deltaCoV | 100          |
| Lopez-Rincon et al. (2021)| CNN          | 3827 max pooling features | 66 SARS-CoV-2 487 others | 98.73        |
| Arslan and Arslan (2021)  | KNN with L1 metrics | 2 CpG based features   | 1000 SARS-CoV-2 592 others | 98.4         |
| Proposed Method           | MLP AdaBoost RF KNN DR SVM | 2 CpG based and 3 similarity features | 1000 SARS-CoV-2 92 AlphaCoV 523 BetaCoV 1 RaTG13 | 99.8         |

softmax layer containing five units. The convolution layer identified the subsequences whose lengths were 21 base pairs (bps). They extracted 3827 features (i.e. 21 bps sequences) using 553 human coronavirus sequences. Next, they applied a state-of-the-art feature selection algorithm to decrease the sequences required to determine different virus strains to the bare minimum. Finally, they listed 12 SARS-CoV-2 specific 21 bps subsequences to describe SARS-CoV-2 sequences. They performed 10-fold cross validation and their method could detect SARS-CoV-2 from any other virus with >99% accuracy. Furthermore, they showed that their methods separated the genome sequences obtaining from different coronavirus families with 98.73% accuracy. When we compare this method with the proposed method, their feature extraction method is expensive and the learning time of their method is long. We recall that the proposed method uses only five effective features. Furthermore, their dataset is imbalanced and includes few SARS-CoV-2 sequences. Therefore, there is relatively less information about the class of SARS-CoV-2 sequences and their proposed method may not separate rare SARS-CoV-2
sequences from majority \cite{sun2009,japkowicz2002}. Lastly, Lopez-Rincon et al. \cite{lopez2021} released their dataset and when we run the proposed method on their dataset, the proposed method achieves 100% accuracy.

Recently, Arslan and Arslan \cite{arslan2021} used the KNN classifier with 2 effective CpG based features to detect SARS-CoV-2 from complete genome sequences whose lengths are 30 000bps. Their method achieved an accuracy of 98.4% on 1000 SARS-CoV-2 sequences and 592 sequences including other types of human coronaviruses. In this study, we improve their approach integrating CpG based features with the similarity features. Experimental results show that using integration of CpG based and similarity features remarkably reduces the total number of false negative as well as false positive, and the proposed method achieves an accuracy of 99.8% when the KNN is employed. Furthermore, the proposed method is conducted on the dataset used by Arslan and Arslan \cite{arslan2021} and it achieves 100% accuracy. This underlines the efficiency of the integration of the CpG based and similarity features.

5 Conclusion
COVID-19 caused by a novel SARS-CoV-2 virus rapidly spread worldwide and threatens the public health system as well as leads to severe outcomes. It is essential to quickly identify SARS-CoV-2 to prevent the spread of COVID-19 among people. In this study, we propose a COVID-19 detection method based on genome similarity of human SARS-CoV-2 and bat SARS-CoV-like coronavirus. By considering nucleotide similarities, we define three similarity features by comparing sequences of human SARS-CoV-2 and bat SARS-CoV-like coronavirus. The efficiency of the proposed features is evaluated by conducting various machine learning classifiers on 1000 genome sequences of SARS-CoV-2 and 612 genome sequences of the other types of human coronaviruses. Results are also shown on the datasets released by the current state of the art studies predicting SARS-CoV-2 from genome sequences. Experimental results show that using the integration of CpG based and similarity features achieves an accuracy of 99.8% on our dataset and 100% accuracy on the dataset released by the current state of the art studies. The proposed method remarkably achieves better results than the state-of-the-art COVID-19 prediction methods by using only five effective features. This underlines the efficiency of the proposed method.

In the future, various types of viruses causing zoonotic diseases can appear, and it may possible to apply the same strategy to detect the disease. We will also investigate whether CpG motifs with similarity features may be used to develop vaccines in future studies.
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