Unbinned Likelihood Analysis for X-ray Polarization

Denis González-Caniulef\textsuperscript{1}, Ilaria Caiazzo\textsuperscript{1,2}, Jeremy Heyl\textsuperscript{1,3}

\textsuperscript{1}Department of Physics and Astronomy, University of British Columbia, Vancouver, BC V6T 1Z1, Canada
\textsuperscript{2}TAPIR, Walter Burke Institute for Theoretical Physics, Mail Code 350-17, Caltech, Pasadena, CA 91125, USA

Accepted XXX. Received YYY; in original form ZZZ.

ABSTRACT

We present a systematic study of the unbinned, photon-by-photon likelihood technique which can be used as an alternative method to analyse phase-dependent, X-ray spectro-polarimetric observations obtained with IXPE and other photo-electric polarimeters. We apply the unbinned technique to models of the luminous X-ray pulsar Hercules X-1, for which we produce simulated observations using ixpeobssim package. We consider minimal knowledge about the actual physical process responsible for the polarized emission from the accreting pulsar and assume that the observed phase-dependent polarization angle can be described by the rotating vector model. Using the unbinned technique, the detector’s modulation factor, and the polarization information alone, we found that both the rotating vector model and the underlying spectro-polarimetry model can reconstruct equally well the geometric configuration angles of the accreting pulsar. However, the measured polarization fraction becomes biased with respect to underlying model unless the energy dispersion and effective area of the detector are also taken into account. To this end, we present an energy-dispersed likelihood estimator that is proved to be unbiased. For different analyses, we obtain posterior distributions from multiple ixpeobssim realizations and show that the unbinned technique yields ~10% smaller error bars than the binned technique. We also discuss alternative sources, such as magnetars, in which the unbinned technique and the rotating vector model might be applied.
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1 INTRODUCTION

The Imaging X-ray Polarimetry Explorer mission (IXPE, Weisskopf et al. 2016) was successfully launched on December 2021, opening a new window to study X-ray sources and physical processes in extreme astrophysical environments. IXPE consists of three identical telescopes, each of them carrying an independent Gas Pixel Detector (GPD) polarimeter instrument (2–8 keV range), whose technology is based on the photoelectric effect (Costa et al. 2001; Bellazzini et al. 2007). A beam of radiation from a source results in multiple photoelectron tracks that are individually detected in the GPD, from which is possible to reconstruct, via the photoelectric scattering cross section, the initial energy and polarization direction of single photons. The rich polarimetric information contained in IXPE observations naturally stimulates the development of new data analysis techniques.

The analysis of X-ray observations often relies on the binning technique, in which a list of photons is pre-processed by grouping them into bins (e.g. in energy bins, phase bins, etc.) and then characterized by the counts in each interval. By binning a photon list, information is inevitably lost, whose impact on the analysis also depends on the type of binning choice. This loss can be mitigated by a large sampling of the data or by adapting the binning according the different science cases, which usually do not have an unique criteria. However, this becomes a major issue when the analysis has to deal with scarce data, e.g. low count rates, large background component, etc. An alternative method to the binned analysis is the photon-by-photon likelihood analysis, also known as unbinned likelihood method. This method has been already routinely used, for example in gamma-ray astronomy, and it has been also discussed for X-ray polarimetry (see e.g. Marshall 2021), as well as in the context of photoelectron track analysis (using convolutional neural networks), aiming to improve the sensitivity (modulation factor) of GPDs (Peirson et al. 2021; Peirson & Romani 2021). Our goal is to use the unbinned technique to compare a model against photon-by-photon events\textsuperscript{1} to achieve a higher sensitivity beyond the chi-square analysis of binned polarimetry data (see e.g. Kislat et al. 2015), either from IXPE observations or other X-ray polarimeters.\textsuperscript{2} Besides extracting the maximum amount of information from the data, the unbinned technique can be implemented quite economically even when a variety of instrumental response functions need to be considered in the analysis.

We here study the unbinned technique and apply it to simulations of IXPE observations of the accreting X-ray pulsar Hercules X-1

\textsuperscript{1} A Jupyter Notebook is available in the link below: https://github.com/UBC-Astrophysics/Unbinned-Xray-polarimetry
\textsuperscript{2} For example: eXTP (Zhang et al. 2016), XPP (Jahoda et al. 2019), PolarLight (Feng et al. 2019), X-Calibur (Beilicke et al. 2014), GOSoX (Marshall et al. 2021), POLIX (Vadawale et al. 2010), PoGO+ (Chauvin et al. 2018), LAMP (She et al. 2015), etc.
model, and can write and, if we define \( \rho \) modulation factor of the instrument and correlates with the photon electric field with a in a well-defined momentum state; the direction of the momentum photon energy. Furthermore, the outgoing electron is approximately in the particular atom, so the cross section decreases with increasing photon energy. Moreover, the outgoing electron is approximately in a well-defined momentum state; the direction of the momentum correlates with the photon electric field with a \( \cos^2 \theta \) dependence.

The magnitude of the correlation for fully linearly polarized radiation is known as the modulation factor. By modelling the high-energy photo-electron track (Sgrò 2017), the following properties of the incoming photon can be determined: energy, arrival time, electron direction and position on the sky. As the energy of the photon increases, so does the momentum of the photo-electron, which results in a longer and more easily measured track, and therefore the modulation factor for IXPE increases with increasing energy from 15% at 2 keV to 60% at 8 keV (Weisskopf et al. 2021).

We can build the likelihood function focusing only on the polarization signal, which is a function of photon angle, energy and time, or by including the spectrum, which is just a function of energy and time, in the model as well (see also Kislat et al. 2015; Marshall 2021). Let \( p_0(E,t) \) be polarization degree of the model, \( \mu(E) \) be the modulation factor of the instrument and \( \psi_0(E,t) \) be the polarization angle of the model; the first component of the likelihood function can therefore be written as:

\[
f(\psi) = \frac{1}{2\pi} \left[ 1 + \mu p_0 \left( 2 \cos^2(\psi - \psi_0) - 1 \right) \right]
\]

where \( \psi \) is the angle of a particular photon and the energy and time variables are suppressed. This expression results from the definition of the modulation factor, the differential scattering cross-section, and the normalization \( \int f(\psi) d\psi = 1 \), which is constant with respect to the expected degree of polarization. We can reformulate it as

\[
f(\psi) = \frac{1}{2\pi} \left[ 1 + \mu p_0 \left[ \cos 2\psi \cos 2\psi_0 + \sin 2\psi \sin 2\psi_0 \right] \right],
\]

and, if we define \( Q_m = p_0 \cos 2\psi_0 \) and \( U_m = p_0 \sin 2\psi_0 \) for the model, and \( Q_x = \cos 2\psi \) and \( U_x = \sin 2\psi \) for the photon, we have

\[
f(\psi) = \frac{1}{2\pi} \left[ 1 + \mu \left[ Q_x Q_m + U_x U_m \right] \right]
\]

If we want to include the spectrum \( I(E,t) \) in the model as well, we can write

\[
f_i = \frac{1}{2\pi} \left[ 1 + \left( \mu \left[ Q_x Q_m + U_x U_m \right] \right) I = \frac{1}{2\pi} S_x MS
\]

where \( S \) are the Stokes parameters predicted by the model for the energy and arrival time of the photon, \( S_x \) are the Stokes parameters of the detected photon and \( M \) is the modulation matrix for the energy of the photon. \( M \) is a property of the instrument; for IXPE it can be written as

\[
M = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \mu(E) & 0 & 0 \\
0 & 0 & \mu(E) & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

where \( \mu(E) \) is the modulation factor as a function of energy. The last diagonal term is zero because IXPE does not detect circular polarization. The matrix can have off-diagonal terms if there is mixing between polarization states (in the second to last column) or if the instrument exhibits spurious polarization (in the first column; for a recent study see e.g. Rankin et al. 2022, and references therein). In the case of IXPE, the effects of spurious polarization are accounted for by adding a term to the values of \( Q_x \) and \( U_x \).

The photon polarization vector is

\[
S_x = \begin{bmatrix}
1 \\
\cos 2\psi \cos 2\chi \\
\sin 2\psi \cos 2\chi \\
\sin 2\psi
\end{bmatrix}.
\]

For IXPE, \( \chi = 0 \) as the instrument does not detect circular polarization. The total logarithmic likelihood of the data given the model is

\[
\log L = \sum \log f_i - N_{\text{pred}},
\]

where \( N_{\text{pred}} \) is the number of photons predicted by the model. For the more general situation where the instrument is also capable of detecting circular polarization we have

\[
M = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \mu(E) & 0 & 0 \\
0 & 0 & \mu(E) & 0 \\
0 & 0 & 0 & \mu(E)
\end{bmatrix}
\]

assuming that the three modulation factors are equal.

### 3 RESULTS

As a first check, we simulate a simple bin of radiation consisting of 1,000 fully polarized photons \( (Q/I = \frac{1}{\sqrt{2}} \text{ and } U/I = \frac{1}{\sqrt{2}}) \) assuming a modulation factor of unity. We recover the total value of \( Q/I \) and \( U/I \) using both the maximum likelihood estimator and the Kislat et al. (2015) estimator, twice the weighted (inversely with modulation factor) mean of \( Q_x \) and \( U_x \). By repeating the test over 100,000 realisations, we find that both estimators are unbiased and the unbinned estimator is about 32% more efficient than the Kislat et al. (2015) estimator from the standard deviation of \( Q/I \) and \( U/I \), which is 2.93% versus 3.86%. The latter value agrees with the Kislat et al. (2015) estimate of the variance. The increased efficiency means that for fully polarized radiation one can achieve the same precision with a 40% shorter exposure time. For unpolarized radiation, the two techniques perform equally well with a standard deviation of 4.4% following the Kislat et al. (2015) formula. Although the unbinned technique is more efficient for polarized sources, the key advantages come into play when one expects the polarization to vary with time according to an underlying model and more subtly when the polarization varies with energy.
3.1 ixpeobssim simulation

We test both the binned and unbinned likelihood technique using the models for X-ray emission from X-ray pulsars from Caiazzo & Heyl (2021a) and Caiazzo & Heyl (2021b) by varying the geometric parameters of the pulsar. Both the polarization degree and polarization angle in the model depend on the line-of-sight with respect to the magnetic axis of the pulsar. However, while the polarization degree is energy-dependent, the polarization angle is energy-independent in the IXPE band.

The pulsar model is tabulated in a file containing the spectra and Stokes parameters for $10^3$ energy bins logarithmically spaced between 0.5 to 77.9 keV, and a mesh of $10^5$ line-of-sight angles relative to the magnetic axis. Since the Stokes parameters for the tabulated models are defined relative to the direction of the magnetic field axis of the pulsar, which is also axisymmetric, only $Q/I$ is relevant, while $U/I = 0$ in that frame. The model is generalized to account for the pulsar rotation considering an arbitrary line-of-sight angle $\alpha$ and magnetic axis angle $\beta$ with respect to the spin axis, with the Stokes $Q$ and $U$ redefined relative to the spin axis as well (see Appendix C in Caiazzo & Heyl 2021a). The model spectrum is normalized according to the spectral flux from NuSTAR observations (Wolff et al. 2016), extrapolated to 1 keV i.e., $F_{1-12\text{keV}} = 6 \times 10^{-9}\text{erg cm}^{-2}\text{s}^{-1}$, considering a neutral hydrogen column density $N_H = 1.7 \times 10^{20}\text{cm}^{-2}$ (Fürst et al. 2013).

We generate periodic point source simulations of Her X-1 using ixpeobssim package (version 18.0.0). In the following, all simulations are run for 100-ks IXPE observations ($1.2 \times 10^8$ total events), setting the pulsar configuration angles $\alpha = 52^\circ$ and $\beta = 42^\circ$. No background or spurious modulation are included in the simulations. For the pulsar ephemeris, we account only for the rotational frequency of the pulsar $f_0 = 0.806$ Hz, while other parameters such as the frequency derivative and orbital period of the binary, for simplicity, are ignored.

We generate a photon list (stored in FITS files) from the main ixpeobssim Monte Carlo simulation, accounting for the instrument response functions of each IXPE detector unit. The resulting photon list is then phase-folded, and the Stokes parameters $S_P$ of each event are directly used in the unbinned likelihood analysis as discussed in Sec. 2. In order to visualize the simulated events, we found that the Stokes parameters $S_P$ can be binned into phase and energy bins, which helps in identifying the energy-dependent and phase-dependent features of the pulsar emission.

Figure 1. Stokes parameters $S_P$ simulated with ixpeobssim package for a 100 ks observation of Her X-1 (using the underlying model of Caiazzo & Heyl 2021b). The upper and lower panels show 2-dimensional, equi-populated histograms for the raw $Q_P$ and $U_P$ associated to each photon versus the rotational phase of the pulsar (50×50 mesh equi-populated in phase and equispaced in photon angle $\psi$). Events are in the $2 - 8 $ keV band and normalized to lie in the Stokes parameter range $[-1, 1]$.

Figure 2. Binned Stokes parameters in phase and energy for Her X-1. The points with error bars correspond to a 100 ks simulated observation generated with ixpeobssim (same as in Figure 1). The solid lines correspond to the binned, underlying model of Caiazzo & Heyl (2021b).
2-dimensional, equi-populated histograms of the photon Stokes $Q_{\gamma}$ and $U_{\gamma}$, as shown in Figure 1, already reveal the main polarization features of the underlying model. On the other hand, in order to compute simultaneously the binned analysis, the events are binned considering two energy bands (2–4 and 4–8 keV) and thirty-two phase bins with ten bins evenly spaced in phase from 0.3 to 0.7, twenty from 0.8 to 0.2, and two extra bins between the range’s edges. Figure 2 shows the resulting binned Stokes data $Q/I$ and $U/I$ for a single $\text{ixpeobssim}$ realization, as well as the underlying model.

3.2 Binned vs Unbinned analysis: No energy dispersion

We first perform the polarimetry analysis comparing the simulated data to the models, taking into account only the detector’s modulation factor. The analysis that includes the detector’s energy dispersion is discussed in Section 3.3. In order to test both the binned and unbinned techniques, we restrict the analysis to energies in the 2–4 keV range, where IXPE reach the maximum sensitivity to extract polarization information from the source.

3.2.1 Rotating vector model

Modelling the accretion process, coupled with the transport of polarized radiation, in a strongly magnetized NS is highly non-trivial (see e.g. Caiazzo & Heyl 2021a, and references therein). Therefore, we first analyse the data assuming that the underlying physical mechanism for the polarized emission from Her X-1 is unknown. However, we do assume that the accretion is funneled into the magnetic poles through an axisymmetric magnetic field and that the radiation is emitted in the X-mode or O-mode (see e.g. Meszaros 1992). Then, as a first approximation, the polarization angle of the radiation is determined by the direction of the pulsar magnetic axis relative to the spin axis, which can be modeled using the RVM (Radhakrishnan & Cooke 1969). The main idea is to reconstruct the geometric configuration of the pulsar using the information contained only in the phase-dependent polarization angle, leaving the polarization degree and spectral flux un-modelled.

Similarly, the RVM might be also applied to other magnetized sources such as magnetars. As predicted by QED, under strong magnetic fields the vacuum becomes birefringent (Heisenberg & Euler 1936; Weisskopf 1936; Schwinger 1951). In the context of magnetars, this means that the radiation propagates in the magnetosphere readapting the X- and O-mode to the local magnetic field. The main effect is that the polarization angle detected by a distant observer reflects the magnetic field direction far from the NS’s surface, where the field across the plane perpendicular to the line-of-sight is nearly uniform (Heyl & Shaviv 2000, 2002). If the topology of the magnetic field is dominated by a dipolar component, without a strong toroidal component or twist (Thompson et al. 2002), then the polarization angle is determined by the direction of magnetic axis with respect to the spin axis. In this context, the RVM can be applied to analyse the phase-dependent polarization angle in the lower energy range of the soft X-ray spectrum, where X-ray photons have a low optical depth to resonant cyclotron scattering by charged particles streaming in the magnetar’s magnetosphere (Thompson et al. 2002, for recent reviews see also Turolla et al. 2015; Kaspi & Beloborodov 2017).

We compare the RVM to simulated IXPE data of Her X-1 using both binned and unbinned analyses (in the 2–4 keV range). We first test the methods with a single $\text{ixpeobssim}$ realization. We fit the RVM to the polarization angle considering four free parameters: $\alpha$ and $\beta$ angles, a rotation in the position angle in the sky and a deviation from the initial phase. Additionally, for the unbinned analysis, we allow the likelihood function to measure the mean polarization degree of the source, leaving $p_0$ as a free parameter that can be adjusted to the data (while fitting the model to the Stokes parameter $Q_{\gamma}$ and $U_{\gamma}$...
of each event). Figure 3 shows the best fitted RVM curves and Figure 5 shows the associated error parameters obtained with the binned and unbinned analysis (for visualization purpose, Figure 4 also shows a 2-dimensional, equipopulated histogram for the angle \( \psi \) associated to each event). We found that using the RVM alone is possible to reconstruct the geometric angles of the pulsar. As shown in Figure 5, the \( \alpha \) and \( \beta \) solutions obtained with the unbinned technique are well centered around the actual angles of the pulsar. The binned analysis return \( \alpha \) and \( \beta \) solutions that are slightly biased, a bit more than 1\( \sigma \) with respect to the actual angles of the input model. We also found that the error parameters obtained with the unbinned technique are smaller than the binned technique. For the single \textit{ixpeobssim} realization, the errors from the binned technique are approximately \( (\sigma_{\text{bin}} - \sigma_{\text{ubin}})/\sigma_{\text{ubin}} \sim 30\% \) larger than those obtained with the unbinned technique.

Due to the stochastic component of the \textit{ixpeobssim} simulations, different realizations produce different parameter estimations. In order to further investigate the error estimations and potential bias discussed above, we run multiple \textit{ixpeobssim} realizations. Figure 6 shows the posterior distribution for the best fitted parameters obtained with ~12,000 realizations, applying simultaneously the binned and unbinned technique. We found that the binned technique produces error estimations \( (\sigma_{\text{bin}} - \sigma_{\text{ubin}})/\sigma_{\text{ubin}} \sim 10\% \) larger than the unbinned technique (which is smaller than the 30\% difference found with the single realization). More remarkably, the unbinned technique produces unbiased parameter estimations (except for the mean polarization degree, which is discussed in Sec. 3.2.2 and 3.3), while the binned technique produces slightly biased estimations, confirming what we observed with the single realization. In particular, for the \( \alpha \) and \( \beta \) angles, we found that the bias present in the binned technique is not dramatic and still within the 1\( \sigma \) error estimation.

3.2.2 Underlying model

As in previous section, we repeat the polarimetry analysis, but now comparing the simulated data against the underlying model (Caiazzo & Heyl 2021b). We proceed with the analysis of multiple \textit{ixpeobssim} realizations as follows:

- We consider five free parameters for fitting the model to the data: the \( \alpha \) and \( \beta \) angles, a rotation of the position angle on the sky, a fractional deviation for the polarization degree with respect to the model and the initial phase when the magnetic axis crosses the meridian of the line of sight.
- In the unbinned technique, we account only for the detector modulation factor in the likelihood function.
- For the binned technique, the model is binned in phase and energy in the Stokes parameter space, without extra considerations. The best parameter estimation is obtained by minimizing the chi-square between data and model, accounting for the covariance between \( U/I \) and \( Q/I \) as explained in Kistler et al. (2015).
- The simulated data for the Stokes \( Q \) and \( U \) are binned in phase and energy as discussed earlier.

Figure 7 shows the posterior distribution for the best fitted parameters obtained simultaneously with the binned and unbinned technique. We confirm the ~10\% larger error estimation of the binned technique with respect to those obtained with the unbinned analysis (consistent with the analysis in Sec. 3.2.1). More remarkably, we found a significant bias in the measured polarization degree, more than 1\( \sigma \) away from the central value of the underlying model (also consistent with the analysis in Sec. 3.2.1). That effect is present in both the binned and unbinned analysis, but it is stronger in the latter.

The origin of this bias is related to the fact that the polarization degree in the underlying model of Caiazzo & Heyl (2021a) is energy dependent, decreasing from ~75\% to ~45\% in the IXPE band (with an additional dependency on the line-of-sight relative to the magnetic axis). Therefore, relatively high energies photons, from bands where the emission has low polarization, can contaminate the 2 – 4 keV band (and vice versa) due to the energy dispersion of IXPE detectors, leading to the observed bias. These results show that, in order to obtain a precise measurement of the polarization degree of a source, the analysis needs to account for additional instrumental response functions beside the modulation factor, as we discuss in the next section.

3.3 Unbinned analysis including energy dispersion

The \textit{ixpeobssim} package provides additional instrument response functions besides the modulation factor, such as the energy dispersion, effective area, point spread function, and vignetting of each detector unit. We further refine the unbinned analysis discussed in the previous section by convolving the underlying spectro-polarimetry model with the energy dispersion and effective area, in addition to the modulation factor. The vignetting is not considered in the analysis as it is relevant only for extended sources.

Following the notation outlined in Sec. 2, we can describe an event detected by IXPE as \( S_\gamma(E') \), where \( E' \) specifies now an instrumental channel, while the remaining quantities \( M \) and \( S_m \) depends on the actual energy \( E \). We can therefore build an estimator \( \tilde{S}_\gamma(E')M(E)S_m(E)E^{-1}A(E) R(E, E') \) that needs to be fully converted to the channel space \( E' \). This can be achieved through a convolution with the instrumental response functions:

\[
\tilde{F}(E') = \frac{1}{2\pi} \int \tilde{S}_\gamma(E')M(E)S_m(E)E^{-1}A(E) R(E, E') \, dE,
\]

where \( A \) is the effective area, \( R \) is the energy dispersion, and where \( E^{-1} \) is included to convert the intensity-spectrum Stokes model \( S_m \) to the count-spectrum Stokes model. The latter is required to properly compute the energy dispersion and count-rate across the instrumental channels, which depends on the count-spectral shape of the source model \( C_m = I_m/E \). Next, in order to maximize the impact of the polarization information and minimize the impact of the spectral shape information in the unbinned analysis, we build an estimator:

\[
\hat{f}_i = \frac{\hat{F}_i}{\hat{C}_m},
\]

where

\[
\hat{C}_m(E') = \int C_m(E) A(E) R(E, E') \, dE
\]

corresponds to the model counts (per unit time) detected by IXPE.

Finally, by expanding \( \hat{f}_i \) and defining more general convolved Stokes models for IXPE detector units \( \mu = 1, 2, 3 \):

\[
\langle \mu \mid Q_m \rangle = \frac{\int \mu(E)Q_m(E, \phi)C_m(E, \phi)A_{\mu}(E)R_{\mu}(E, E') \, dE}{\int C_m(E, \phi)A_{\phi}(E)R_{\phi}(E, E') \, dE},
\]

\[
\langle \mu \mid U_m \rangle = \frac{\int \mu(E)U_m(E, \phi)C_m(E, \phi)A_{\mu}(E)R_{\mu}(E, E') \, dE}{\int C_m(E, \phi)A_{\phi}(E)R_{\phi}(E, E') \, dE},
\]

we can obtain, in analogy to Sec. 2, an energy-dispersed estimator to calculate the likelihood function:

\[
\hat{f}_i = \frac{1}{2\pi} \left[ 1 + \langle \mu \mid Q_m \rangle Q_\gamma + \langle \mu \mid U_m \rangle U_\gamma \right].
\]
Here, the convolved Stokes models $\langle \mu_u Q_m \rangle$ and $\langle \mu_u U_m \rangle$ are phase-dependent, channel-dependent, and detector-unit-dependent. However, with this new likelihood estimator we are not longer able to analyze the polarization information completely alone (as in in Sec. 2) as it gets mixed with the source spectrum in the convolved models.

We repeat the analysis presented in § 3.2.2 including now the energy dispersion (see sample code in Appendix A). Figure 8 shows the posterior distribution for the best fitted parameters obtained with multiple $\text{ixpeobssim}$ realizations. They all remain unchanged for the three parameters $\alpha$, $\beta$, and position angle. However, for the fractional deviation of the polarization degree, the error bars are now centered around zero, removing the bias observed in Figure 7. The polarization degree of the underlying model can be reconstructed with actual precision better than 1%. The inclusion of the energy dispersion reduces the bias by a factor of about 24.

By accounting for the instrumental energy dispersion, we solved the issue of the count contamination of IXPE channels with photons produced from different energy bands where the emission from the source has different polarization degree. We tested the effect of the energy dispersion for a source with an intrinsic energy-dependent polarization degree, decreasing from $\sim 75\%$ to $\sim 45\%$ in the whole IXPE band (but with energy-independent polarization angle). By ignoring the instrumental energy dispersion, the bias produced in measured parameters might be even more dramatic if the source also has an intrinsic energy-dependent polarization angle, propagating the bias for example in the measured configuration angles of the source. We leave such study for a future work.

4 CONCLUSIONS

We presented a systematic study of the unbinned likelihood technique. We applied it to simulated IXPE observations of Her X-1, using $\text{ixpeobssim}$ package and the model of Caiazzo & Heyl (2021). As a first test, we assume minimal knowledge about the physical mechanism responsible for the X-ray polarized emission and analyze the simulated data using the RVM.

We found that the RVM can reconstruct the geometric configuration of Her X-1 using just the phase-dependent polarization angle and the detector modulation factor. By generating posterior distributions from multiple $\text{ixpeobssim}$ realizations, we found the unbinned likelihood technique and the RVM return unbiased configuration angles, while the binned technique returns slightly biased results.

On the other hand, using the underlying model and the modulation factor, we found that both the binned and unbinned likelihood technique return a substantial biased polarization degree relative to the model. Instead, the configuration angles of the system can be reconstructed in a unbiased manner with the unbinned technique, but again they are slightly biased for the binned technique.

If we account for the energy dispersion of the detector, for which we present an energy-dispersed likelihood estimator, then the unbinned technique returns an unbiased estimate of the polarization degree. We also show explicitly that the unbinned technique, including the energy dispersion, can be implemented economically, transparently, and in a straightforward manner in Python.
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Unbinned Analysis

Figure 6. Results of the fit of 12,700 realizations of the Her X-1 observation using the RVM model. Notice that the unbinned analysis yields an unbiased estimator for the angles $\alpha$ and $\beta$ while the binned approach yields a systematic bias at the one-half-sigma level. The unbinned likelihood function (without energy dispersion) underestimate the mean polarization degree.
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Figure 7. Results of the fit of 7,400 realizations of the Her X-1 Observation using the underlying Caiazzo & Heyl (2021b) model. Again the unbinned analysis yields an unbiased estimator for the angles $\alpha$ and $\beta$ while the binned approach yields a systematic bias at the one-half-sigma level. Both techniques underestimate the polarization of the object: they are a biased estimator for the polarization degree, $\Delta PD/ PD [%]$. 
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Figure 8. Results of the fit of 9,400 realizations of the Her X-1 Observation using the underlying Caiazzo & Heyl (2021b) model including energy dispersion. All of the values are now unbiased with typically uncertainties of one percent including $\Delta PD/PD$ [%].
def angRVM(alpha, beta, phase):
    tanhalfC, halfamb, halfapb = np.tan(phase * np.pi), np.radians(alpha - beta), np.radians(alpha + beta) / 2
    return (np.arctan2(np.sin(halfamb), np.sin(halfapb) * tanhalfC) - np.arctan2(np.cos(halfamb), np.cos(halfapb) * tanhalfC))

def likelihoodRVM(param):
    ang = angRVM(param[1], param[2], phasedu_param[4]) * np.radians(param[3])
    return (-np.sum(np.log(1 + 0.5 * modfdu * param[6]) * (np.cos(2 * ang) * qdu + np.sin(2 * ang) * udu)))

def likelihoodModel(alpha, beta, deltabdeg):
    # calculate model for parameters
    model.reset_geometry(alpha, beta)

    logL = 0
    npred = 0
    for rmf, arf, mdf, qdu, udu, phasedu, phadu in zip(rmflist, arflist, modflist, qdu_list, udu_list, phasedulist, phadulist):
        flux_conv = np.dot(rmf, np.transpose(armf) * np.transpose(model.flux))

        # average over phase and sum over channels
        npred = np.sum(np.mean(flux_conv, axis=-1)) * exptime
        u_norm = np.dot(rmf, np.transpose(arf) * modf * qdu * np.transpose(model.u_data))) / flux_conv
        q_norm = np.dot(rmf, np.transpose(arf) * modf * effae * np.transpose(model.q_data))) / flux_conv

        u_spline = xInterpolatedBivariateSpline(pha_list, model.phase, u_norm, kx=3, ky=3)
        q_spline = xInterpolatedBivariateSpline(pha_list, model.phase, q_norm, kx=3, ky=3)

        # calculate U/I and Q/I for the model for each photon from this DU
        um = u_spline(phadu, phasedu)
        qm = q_spline(phadu, phasedu)

        # sum over photons from this DU
        logL += np.sum(np_log(1 + 0.5 * (1 + deltabdeg) * (qdu * qm + udu * um)))
    return logL - npred

Figure A1. Python Code for RVM Model and General Model including Energy Dispersion.

APPENDIX A: SAMPLE CODE FOR LIKELIHOOD CALCULATIONS

A code snippet of the unbinned technique including the energy dispersion is shown in Figure A1. The likelihood function for the underlying model is defined in the function likelihoodModel. The main Python “for” loop iterates over the 3 detector units of IXPE. The instruments response functions rmf, arf, and mdf correspond to the energy dispersion (loaded as a matrix), effective area (loaded as a function), and the modulation factor (loaded as a function), respectively, which are obtained from ixpeobsim. The event information qdu, udu, phasedu, phadu correspond to the Stokes q and u, phase, and event pulse height, respectively. The “model” class loads the Her X-1 model for the flux and Stokes Q and U, which are energy- and phase-dependent, as well as geometry-dependent on the α and β angles. The convolved models (μQm) and (μUm) are computed in qm and um.
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