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Abstract

The cyclostationarity feature of modulated signals was widely applied for signal detection and parameter estimation. Previous studies on blind recognition of the modulation type of a received signal are generally performed in a single domain. This paper presents a new recognition approach through establishing a joint delay-cyclic frequency feature decision function, which exploits the different features of the second-order cyclic cumulants for orthogonal frequency division multiplexing (OFDM) signals and single carrier linear digitally modulated (SCLD) signals, in both time delay domain and cyclic frequency domain. We also propose a new statistical test method to classify the two signals under the constraint of possible error recognition, with which an optimal threshold to distinguish OFDM and SCLD signals with the highest accuracy can be theoretically derived. The simulation results are consistent with the performance analysis.
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1. Introduction

Recognition of complex sonar or radar signals has been an important technology for a variety of military and commercial applications. With the new transmission schemes gradually migrating from communication systems into sonar and radar systems, such as single carrier linear digitally modulated (SCLD) and multicarrier modulation in the form of orthogonal frequency division multiplexing (OFDM), the traditional methods employing direction of arrival, carrier frequency, time arrival, pulse amplitude and width cannot meet the requirement of accurate and substantial target recognition. As a result, blind recognition of the modulation format of the signal becomes one of critical issue [1,2].

Because cyclic feature embedded in the modulated signal are quite robust to both noise uncertainty and strong noise, it can differentiate various modulation types [3-5]. However, in most cyclostationary-based blind recognition of the modulation methods [6-9], they try to recognize OFDM and SCLD signals only in a single domain. However, in that situation, the difference of the second-order cyclic cumulant (CC) magnitude between OFDM and SCLD is not obvious under low signal-to-noise ratio (SNR) condition, which tremendously leads to the result that the probability of correctly recognizing the signal is not efficacious. On the other hand, different cyclostationary features between the OFDM and SCLD signals still existed in frequency domain which had not been utilized. To achieve high accuracy in recognizing the signal especially in low-SNR environments, the proposed method in this paper jointly exploits the features of signal in time and frequency domain, which was formulated as a unified feature function.

For the feature-based blind recognition methods, the decision based on the selected feature function is another one major procedure. Most decision algorithms use the asymptotically optimal test with the constant false-alarm rate (CFAR) property which is proposed in [10]. However, it only considers the probability that the noise is recognized mistakenly as OFDM signals (or SCLD signals) to setup the decision threshold, which is not optimal for the classification of OFDM and SCLD signals. This paper proposes a new statistical test method for the classification of the two kinds of signals in consideration of the total error probabilities. In the method, the quantitative relation between the probability of correct recognition and the threshold is formulated, based on which the analytical close-form expression of optimal decision threshold can then be derived.
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This paper is organized as follows: The SCLD and OFDM signal models and the analytical expressions for the second-order CCs and cycle frequencies (CFs) are presented in Sections 2. The proposed joint delay-cyclic frequency domain feature function-based algorithm and the corresponding statistical test are presented in Section 3. Simulation results are given and discussed in Section 4. Finally, conclusions are drawn in Section 5.

2. Signal model and second-order cyclostationarity

In [11], it proved that the addition of cyclic prefix (CP) to an OFDM symbol provides a useful cyclostationary feature. Meanwhile, for a SCLD signal, cyclostationarity is brought in by the pulse-shape filter.

Referring to [12], the continuous-time baseband equivalent of received SCLD signals in AWGN is expressed as follows:

\[
r_{\text{SCLD}}(t) = ae^{j\theta}e^{j2\pi f_d t} \sum_{l=-\infty}^{\infty} \text{sgn}(t-l\tau-\epsilon T) + \omega(t),
\]

where \(a\) is the amplitude factor, \(\theta\) is the carrier phase, \(\Delta_f\) is the frequency offset, \(T\) is the symbol period, \(\epsilon \in [0, 1)\) is the timing offset, \(g(t)\) is the overall impulse response of the transmit and receive filters, \(s_j\) is the symbol transmitted in the \(j\)th symbol period, and \(\omega(t)\) is a zero-mean complex Gaussian noise.

The received baseband OFDM signal is expressed as follows in [12]:

\[
r_{\text{OFDM}}(t) = ae^{j\theta}e^{j2\pi f_d t} \sum_{k=0}^{K-1} \sum_{l=-\infty}^{\infty} s_k e^{j2\pi f_k l(t-l\tau-\epsilon T)} g(t-l\tau-\epsilon T) + w(t),
\]

where \(K\) is the number of OFDM signal subcarriers, \(s_k\) is the symbol transmitted on the \(k\)th subcarrier, \(\Delta_f\) is the frequency step between two adjacent subcarriers, and \(T = T_{\text{CP}} + T_u\) is the OFDM symbol period.

The analytical closed-form expressions for the second-order (one-conjugate) CCs and the set of CFs for SCLD signals are given in [7] as follows:

\[
c_{\text{SCLD}}(\beta; \tau) = J(\tau) e^{j2\pi f_c \rho \tau} \Lambda(\tau) + c_0(\beta; \tau)
\]

\[
k_{2,1}^{\text{SCLD}} = \{\beta \in [-1/2, 1/2] | \beta = l \rho^{-1}, l = 1, 2, 3\ldots\}.
\]

where \(J(\tau) = a^2 e^{j2\pi f_d \tau} \epsilon_{2,1}\), \(\Lambda(\tau) = \sum_{l=-\infty}^{\infty} g(u)e^{j2\pi f_l(u+\tau)}\), and \(\epsilon_{2,1} = \mathbb{E}[s_{1/2+1}]\) represents the second-order cumulant of the signal constellation.

Similar to the SCLD signals, the second-order (one-conjugate) CCs and the set of CFs for OFDM signals are given by [13] as follows:

\[
c_r(\beta; \tau) = a^2 c_{2,1} D^{-1} e^{j2\pi f_c \rho \tau} e^{j2\pi f_d \tau} * \Gamma_K(\tau) \Lambda(\tau),
\]

\[
k_{2,1}^{\text{OFDM}} = \{\beta \in [-1/2, 1/2] | \beta = l \rho^{-1}, l = 1, 2, 3\ldots\},
\]

where \(\Gamma_K(\tau) = e^{j\pi(K-1)r/\rho \tau} g^*(u)/(\pi r/\rho \tau)\), \(\Lambda(\tau) = \sum_{l=-\infty}^{\infty} g(u)g^*(u+\tau)e^{j2\pi f_l u}\), and \(D = \rho K(1 + T_{\text{CP}} T_u)^{-1}\) represents the number of samples over an OFDM symbol.

The second-order (one-conjugate) CCs of SCLD and OFDM signals are depicted by CF and delay in Figures 1 and 2, respectively. Note that the normalized form of CF is used in terms of (4) and (6); the sample quantity is taken as the scale of delay.

3. Blind recognition of OFDM and SCLD signals

3.1 Joint time-frequency domain feature function

At the receiver, suppose that the bandwidth of the signal is roughly estimated, and a low-pass filter is used to remove the out-of-band noise. The signal is down-converted and (over) sampled at a rate of \(\rho\) times.

In Section 2, the significant differences between SCLD and OFDM are showed, e.g., in the time domain (when \(\rho = 0\)); the CC magnitudes of OFDM signals are non-zero values with delays around \(\pm \rho K\), whereas the CC magnitudes of SCLD signals are zero. And in the frequency domain (when delay equals 0), CC magnitudes of SCLD signals appear in peaks with CFs equalling to integer multiples of \(1/\rho\), whereas the CC magnitudes of OFDM are still zero.

Combining the features of OFDM and SCLD in the two domains, we can define a joint time-frequency domain feature function:

\[
z_j = \frac{c_{2,1}(\rho^{-1}; 0)}{c_{2,1}(0; \rho K)},
\]

where \(c_{2,1}(\alpha, \tau_0)\) represents the secondary order CCs of the received signal \(r(t)\), which is expected to be detected. From Figure 3, we can see that function \(z_j\) exhibits the obvious difference between OFDM signals and SCLD signals to about 100 times, which is larger than that in a single time domain or a single frequency domain. This reveals that the feature function above may be a better choice in the classification of OFDM and SCLD signals.

Practically, the consistent estimator of the second-order cyclic cumulants is given as
\[ \hat{c}_2r(\alpha, \tau) = \frac{1}{T} \sum_{t=0}^{T-1} r(t)e^{i\omega t} - c_2r(\alpha, \tau) + \epsilon_2^{(T)}(\alpha, \tau) \]

where \( \epsilon_2^{(T)}(\alpha, \tau) \) represents the estimation error that vanishes asymptotically when \( T \to \infty \). Due to the existence of error \( \epsilon_2^{(T)}(\alpha, \tau) \), the estimator \( \hat{c}_2r(\alpha, \tau) \) is seldomly equal to zero practically, even if \( \alpha \) is not a cycle frequency.

Plugging (8) into (7), we obtain

\[ z_J = \frac{c_2r(\rho^{-1}; 0) + \epsilon_2^{(T)}(\rho^{-1}; 0)}{c_2r(0; \rho K) + \epsilon_2^{(T)}(0; \rho K)} \]

Considering an OFDM signal, we can see that the value of \( c_2r(0; \rho K) \) is larger than that of \( \epsilon_2^{(T)}(0; \rho K) \), and \( c_2r(\rho^{-1}; 0) \) is zero in noiseless situations. As a result, the decision function of an OFDM signal can be approximately simplified as

\[ z_J^{\text{OFDM}} = \frac{\epsilon_2^{(T)}(\rho^{-1}; 0)}{c_2r(0; \rho K)}. \]

For the SCLD signals, we can get similar conclusions:

\[ c_2r(\rho^{-1}; 0) \gg \epsilon_2^{(T)}(\rho^{-1}; 0) \text{ and } c_2r(0; \rho K) = 0. \]

Therefore, the decision function for SCLD signals can be simplified as

\[ z_J^{\text{SCLD}} = \frac{\epsilon_2^{(T)}(\rho^{-1}; 0)}{c_2r(0; \rho K)}. \]


\[ z_{j|\text{SCLD}} = \frac{c_2(\rho^{-1}; 0)}{\varepsilon_{2r}(0; \rho K)} \]  

(11)

### 3.2 Statistical test framework

The recognition of OFDM and SCLD signals can be formulated into a hypothesis testing problem:

\[
\begin{align*}
H_0 : r(t) &= S_{\text{OFDM}}(t) + w(t), \\
H_1 : r(t) &= S_{\text{SCLD}}(t) + w(t).
\end{align*}
\]  

(12)

For simplicity, noise without useful signals is omitted in the statistical test.

This problem is equivalent to a generalized maximum-likelihood detection problem in the cyclic frequency domain. Referring to [10], it defines a generalized likelihood detection problem in the cyclic frequency domain. The testing framework can be transformed into a hypothesis testing problem:

\[ y_{2r}(\alpha, r) = \frac{y_{2r}(\rho^{-1}, 0)}{y_{2r}(0, \rho K)}. \]  

(16)

Based on the analyses in Section 3.1, the testing framework can be transformed into

\[
\begin{align*}
H_0 : y_{2r} < \eta \\
H_1 : y_{2r} \geq \eta,
\end{align*}
\]  

(17)

where \( \eta \) is the decision threshold.

When \( T \) is large enough under the hypothesis of \( H_0 \), we can get \( y_{2r}(0, \rho K) = c_2(\rho^{-1}; 0) \Sigma_{2r}^{-1} c^*(0; \rho K) \), which is a constant and is represented by \( M_{\text{OFMD}} \). Based on formula (15), we can achieve the statistical distribution of \( y_{2r} \) under \( H_0 \) as follows:

\[ y_{2r|\text{OFMD}} \sim \frac{\chi_2^2}{M_{\text{OFMD}}}. \]  

(18)

Under the hypothesis of \( H_1 \), there is \( y_{2r}(\rho^{-1}, 1) = c_2(\rho^{-1}; 0) \Sigma_{2r}^{-1} c^*(\rho^{-1}; 1) \), which is also a constant and is represented by \( M_{\text{SCLD}} \). The statistical distribution of \( y_{2r} \) under \( H_1 \) is:

\[ y_{2r|\text{SCLD}} \sim \frac{M_{\text{SCLD}}}{\chi_2^2}. \]  

(19)

### 3.3 Optimal decision threshold

In the following, we will analyze the deterministic relation between the probability of correct recognition and the decision threshold value, and then try to derive the optimal threshold value.

In [8], the author proposed an asymptotically optimal \( \chi_2^2 \) test in checking of the presence of cyclostationarity. The algorithm used constant false alarm rate to derive the threshold. However, the check of the false rate only took into consideration of the probability that noise is mistakenly recognized as a signal, while neglecting the probability that the existing signal can be mistakenly as noise. Therefore, the derived threshold is not optimal to recognize the signal correctly. In this paper, the proposed statistical test method takes the probability that OFDM is mistaken for SCLD (\( P(\text{SCLD} | \text{OFDM}) \)) into consideration and the probability that SCLD is mistaken for OFDM (\( P(\text{OFDM} | \text{SCLD}) \)) as well. We define the error recognition probability as \( P_{\text{error}} = P(\text{SCLD} | \text{OFDM}) + P(\text{OFDM} | \text{SCLD}) \). The rest of this part is to find the optimal threshold and to get the least value of \( P_{\text{error}} \). The error recognizing probability can be expressed as

\[
P(\text{SCLD} | \text{OFDM}) = P(y_{2r} \geq \eta | H_0) \quad P(\text{OFDM} | \text{SCLD}) = P(y_{2r} < \eta | H_1).
\]  

(20)

Using formulas (18) and (19), we can rewrite formula (20) as
In order to find the optimal value $\eta$ of the least error probability $P_{\text{error}}$, we derive Equation 21 and let $P_{\text{error}}'(\eta)$ to be zero, then we can get the optimal threshold

$$\eta = \sqrt{\frac{M_{\text{SCLD}}}{M_{\text{OFMD}}}}$$

From discussions above, we can conclude that when we do statistic test using the threshold defined by (22), the error recognizing probability is the least. In this condition, the error probabilities for classifying the two kinds of signals are as follows:

$$P_{\text{error}}(\eta) = P(\gamma_2 > \eta | H_0) + P(\gamma_2 < \eta | H_1)$$

$$= e^{-\frac{\eta}{2}} M_{\text{OFMD}} - e^{-\frac{\eta}{2}} M_{\text{SCLD}}.$$

In order to find the optimal value $\eta$ of the least error probability $P_{\text{error}}$ we derive Equation 21 and let $P_{\text{error}}(\eta)$ to be zero, then we can get the optimal threshold

$$\eta = \sqrt{\frac{M_{\text{SCLD}}}{M_{\text{OFMD}}}}$$

4. Simulation results
4.1 Simulation setup
In the simulation, we adopt QPSK as the modulation mode of the SCLD signals. The transmit filter is a root-raised cosine filter with 0.5 roll-off factor, and the signal bandwidth is 40 kHz. For the OFDM signals, QPSK modulation is used on each subcarrier. The signal bandwidth is set to 800 kHz, and the number of subcarriers is set to 128. We set the useful time period of the OFDM symbol to 160 $\mu$s and the cyclic prefix period to 40 $\mu$s. At the transmit side, a raised cosine window with 0.025 roll-off factor is used for OFDM signals. In addition, we set the amplitude factor to 1, timing offset to 0.75, and frequency offset for SCLD and OFDM signals to 16 and 320 kHz. The carrier phases are uniformly distributed over $[-\pi, \pi)$ as a random variable.
The received signal is low-pass filtered and (over) sampled, with the factor $\rho$ set to 4. The final probability of correct recognition equals to the sum of the probabilities when correctly recognizing the OFDM and the SCLD signals. Data for the test is collected from 100 trials of each signal type.

4.2 Simulation results

In order to evaluate the performance of the proposed method, we first compare the proposed method to the method in article [6], in which only the signal features in time domain are utilized. In the second case, we compare the performance of the proposed method of different $P$ (SCLD|OFDM).

Practically, in the simulation, we need to know $M_{\text{SCLD}}$ and $M_{\text{OFDM}}$ previously. From the simulation result in Figures 4 and 5, we can empirically set $M_{\text{SCLD}} = 18$ and $M_{\text{OFDM}} = 22$. Based on formula (22), the optimal threshold is $\eta = 0.9045$, and $P(\text{SCLD}|\text{OFDM}) = 5 \times 10^{-5}$, correspondingly.

In the first case, we set the probability that OFDM is mistaken for SCLD to $5 \times 10^{-5}$, so the threshold used in the proposed method is optimal. Figure 6 shows that the proposed method performs better than it in the reference method according to article [6]. For the reference method, the probability of correct recognition is just about 50 % when SNR varies from $-10$ to $-4$ dB. The reason is that the threshold is too high to detect SCLD, which means that the threshold is irrational, whereas the probability of the proposed method is almost 0.9 at $-8$ dB SNR because the method enlarges the difference between the OFDM and SCLD signals.

In [6], the probability of OFDM is mistaken for SCLD (represented as $p_{\text{fa}}$) is the only error probability considered. In fact, when considering the probability that SCLD may be mistaken for OFDM (represented as $p_{\text{fo}}$), the relationship between the overall error probability and $p_{\text{fa}}$ is not linear. In the second case, as is shown in Figure 7, we compare the performance of the proposed method with different $p_{\text{fa}}$ values. We can see that when $p_{\text{fa}} = 5 \times 10^{-5}$ (corresponding to the optimal threshold), the correct probability is larger than those of when $p_{\text{fa}} = 5 \times 10^{-4}$ and $p_{\text{fa}} = 5 \times 10^{-6}$. The simulation results verify that the proposed theory and the corresponding method in Section 3 do have good performances for blind modulation recognition.

5. Conclusions

The proposed algorithm exploits the nonzero CC features both in time and frequency domains to solve the OFDM and SCLD signal recognition problems. Considering the different features of OFDM and SCLD in two domains, we define a joint feature function to widen the distinguished gap. Based on the defined decision function, the recognition of OFDM and SCLD signals is formulated as a statistical testing problem. The optimal threshold when recognizing the modulation type of received signals is derived to achieve the least error probability. The proposed method in this paper can be extended to recognizing most of the general linear signal modulation types.
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