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Abstract Photometric Stereo methods seek to reconstruct the 3d shape of an object from motionless images obtained with varying illumination. Most existing methods solve a restricted problem where the physical reflectance model, such as Lambertian reflectance, is known in advance. In contrast, we do not restrict ourselves to a specific reflectance model. Instead, we offer a method that works on a wide variety of reflectances. Our approach uses a simple yet uncommonly used property of the problem - the sought after normals are points on a unit hemisphere. We present a novel embedding method that maps pixels to normals on the unit hemisphere. Our experiments demonstrate that this approach outperforms existing manifold learning methods for the task of hemisphere embedding. We further show successful reconstructions of objects from a wide variety of reflectances including smooth, rough, diffuse and specular surfaces, even in the presence of significant attached shadows. Finally, we empirically prove that under these challenging settings we obtain more accurate shape reconstructions than existing methods.
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1 Introduction

Photometric stereo (PS) methods aim to recover the shape of objects from collections of motionless images taken with varying illumination. PS is challenging due to a number of reasons. In particular, object reflectance can range from Lambertian to specular with varying degrees of roughness. In addition, surrounding lights may be complex and include multiple light sources along with reflections from surrounding objects. Furthermore, in many practical cases neither the light setting nor the reflectance properties will be known. While most existing methods (see review in Section 2) apply PS in restricted settings, for example, assuming Lambertian reflectance or point source lighting, there is growing interest in developing approaches to PS that may be able to handle this problem under more general settings.

This paper takes a generic view of PS. PS can be thought of as the problem of discovering a mapping (or embedding) of intensity measurements to surface normals. Each pixel is associated with a vector of its intensity values in the n input images. Our approach aims to embed these intensity vectors onto the hemisphere of forward facing normal vectors using only local distances between the intensity vectors.

We then use the surface normals to recover a depth map of the object by integration, as done in [9]. Our main contribution in this work is in introducing a novel metric embedding technique which is specifically designed to target the hemisphere. We show that our technique outperforms existing embedding techniques for the task of hemisphere embedding. We further show empirically that by using some general statistical assumptions on the lighting, our embedding technique allows the recovery of shapes under a variety of lighting conditions and reflectance properties, and is robust to attached shadows. We illustrate this on real images by showing reconstructions of Lambertian as well as non-Lambertian surfaces, acquired under unknown complex
lighting conditions that include point sources as well as varying ambient illumination.

Generic embedding methods of high-dimensional point clouds are well known in the machine learning and multidimensional scaling (MDS) literature as effective methods for dimensionality reduction (e.g., [40][36][41]). These methods map a manifold residing in high-dimensional space into a low dimensional Euclidean target space, which is typically chosen to be the intrinsic dimension of the manifold. Embedding to a hemisphere is inherently different: while the intrinsic dimension of a hemisphere is 2, its ambient or “target” dimension is 3, as we wish to preserve the hemisphere structure and not flatten it into a 2 dimensional space. We show that for existing methods, embedding a hemisphere manifold onto 3 dimensions leads to distortions. For some algorithms, these distortions occur even in the trivial identity mapping of a hemisphere that already lies in a 3 dimensional space. Our method is specifically designed for this kind of embedding and allows direct recovery of surface normals.

To realize this embedding we use distances between intensity vectors to approximate the Laplace-Beltrami (LB) differential operator over the hemisphere, by solving an optimization problem. We then make the observation that with suitable boundary conditions on the hemisphere’s equator, the eigenfunctions of the LB operator are the spherical harmonic functions. The linear spherical harmonics correspond exactly to the X,Y, and Z coordinates of the normals on the hemisphere. The idea of spherical harmonics representation of lighting is described in details in [7]. The key observation being that since the Laplacian is a local operator, good approximation of local distances leads to a robust global embedding over the hemisphere.

2 Previous work

Early methods of photometric stereo focused on handling Lambertian surfaces under known point light sources [43]. More advanced methods address the case of a known [45] or unknown [30] nearby point light source. In addition, other works solve the problem of unknown point light sources and Lambertian surface. [16] solves the problem up to linear ambiguity. By further enforcing integrability, ambiguity reduces to GBR [8][40]. [6][28][32][37] use a prior on surface albedo or shape to solve the GBR, while [29] solves it using a perspective camera model. Further work generalizes lighting to multi point or arbitrary lighting [5][41], or generalizes to non-Lambertian reflectance with either known [17][18] or unknown lighting [13][14][23][25][27][35][44]. [12] extends PS to outdoor webcam images and [15] couples PS with other techniques. For integrating normals, [9][2][38] use a depth map, while [20][3][24][42] avoid integration by following a direct differential approach to PS. This idea was also applied to other computer vision problems [39]. [9][10] presents robust methods for surface integration in the presence of discontinuities.

Sato et al. [35] have used a generic embedding technique for photometric stereo, employing the Isomap algorithm for the embedding [40]. In [23], Lu et al. employ an iterative approach that is based on matrix decomposition with missing data. Their method requires the estimation of a reflectance-based scaling parameter. They provide extensive experiments to show the behavior of this parameter under various reflectances. We complement their work by providing a proof for the existence of this parameter for general isotropic, band limited and single lobe reflectance kernels that explains and further validates their empirical findings. These band limited kernels are typically diffuse kernels with no specular component. In addition, we take a general hemisphere embedding technique approach that avoids the need to estimate any such reflectance-based parameter. Furthermore, we show that empirically our method achieves more accurate reconstructions on a variety of simulated and real experiments.

Hemisphere and sphere embeddings have also been found useful in different contexts. Dimensionality reduction into a (full) sphere was used in [11] for the problem of tomographic reconstruction from unknown viewing angles, and in [22] for the problem of spherical embeddings of silhouettes. They restrict the Locally Linear Embedding [36] into the sphere by formulating the problem as a hard to optimize quadratic program with non-convex cubic constraints. In contrast, our method embeds into the (hemi) sphere via solving an eigenvector problem and is guaranteed to find the correct embedding up to approximation errors without the risk of finding a local minimum. Moreover, it does not suffer from challenging conditions such as attached-shadows and varying albedo.

3 Approach

Our approach views Photometric Stereo as a problem of metric embedding. We are given a set of input images $I_1, I_2, \ldots, I_n$, with $N$ pixels, of the same object seen from the same viewing direction but illuminated with different directional light sources. For each pixel $p$ we want to find its normal $n_p \in \mathcal{S}$, where $\mathcal{S} = \{(x,y,z) | x^2 + y^2 + z^2 = 1, z \geq 0\}$ denotes the unit hemisphere representing the set of forward facing surface normals (below we call this the normal hemisphere). These normals $\{n_p\}$ form a discrete sampling of the normal hemisphere $\mathcal{S}$. For each pixel $p$ we denote by the vector $v_p$ the set of intensities observed at that pixel over the $n$ images.

It has been shown in [35][23] that when the images are produced with single directional light sources whose direction is distributed uniformly over the unit sphere and whose intensity is constant, normalized $\ell_2$ distances of nearby intensity vectors approximate fairly well the corresponding
spherical distances between the normals, namely
\[ \|\hat{v}_p - \hat{v}_q\|_2 \approx d(n_p, n_q), \]
where \( \hat{v}_p = v_p/\|v_p\|_2 \) and \( \hat{v}_q = v_q/\|v_q\|_2 \). Since the albedo of the surface is a multiplicative factor of the intensities, this normalization factors it out. Note that we use the notion of albedo to refer to the diffuse component of more complex reflectances. The albedo is an attribute of the object, not of the lighting, and can be changed from pixel to pixel. Note that since we approximate the spherical distance between nearby normals, the shapes that can be recovered by our approach are those with enough samples of normals from all the sides of the hemisphere. We extend the analysis done in [35] to reflectances produced by an isotropic, band limited and single lobe reflectance kernel. This extends this result to images obtained with general light source configurations and to objects made of some non-Lambertian materials. With this setup we prove the following claim:

Claim Under uniformly distributed directional light sources and an isotropic, band limited and single lobe reflectance kernel, the \( \ell_2 \) distances of normalized intensity vectors \( \hat{v}_p \) and \( \hat{v}_q \) of points \( p \) and \( q \) with nearby normals \( n_p \) and \( n_q \) are proportional to the spherical distance \( d(n_p, n_q) \) between the corresponding surface normals, i.e.,

\[ \|\hat{v}_p - \hat{v}_q\|_2 = c \cdot d(n_p, n_q), \]

where the constant \( c \) depends on the reflectance kernel.

Proof See appendix.

Our proof relies on a spherical harmonic decomposition of the reflectance function. [7][34] showed that images of Lambertian objects can be well approximated by a convolution of a low frequency kernel with the incoming lighting function. Formally, let \( \ell : S^2 \to \mathbb{R} \) represent incoming light intensity as a function of direction (a vector on the unit sphere \( S^2 \)) then the image intensity \( I(p) \) at a pixel \( p \) with normal \( n \in S^2 \) and albedo \( \rho \) can be expressed as

\[ I(p) = \rho \int_{u \in S^2} k(u, n) \ell(u) du, \]

where \( k(u, n) = \max(u^T n, 0) \) is the Lambertian kernel. They further showed that \( k \) acts as a low frequency kernel, and so all images of a Lambertian object, under arbitrary complex lightings, are well approximated by a spherical harmonic expansion with just 9 low-order terms.

Our claim applies to Lambertian objects illuminated by arbitrary light sources when the set of light source directions over the entire set of images is distributed uniformly over the unit sphere. It further applies to non-Lambertian objects whose reflectance can be described with an isotropic, single-lobe band limited kernel, see e.g. [26] for a list of such materials. Note that in either case it also accounts for attached (self) shadows.

Our claim compliments the extensive empirical experiments conducted in [23] that show that a constant as in (1) empirically exists for a wide variety of reflectances. Unlike [23], we do not need to estimate this parameter. Its affect on the hemisphere manifold structure is a uniform global scaling, effectively making it a smaller or a larger hemisphere. As we take a general hemisphere embedding approach, we are indifferent to this kind of uniform scaling. Nonetheless, we prove the following claim:

Claim The reflectance-dependent constant \( c \) can be computed analytically for Lambertian reflectance, and is approximately 0.93.

Proof See appendix for proof. Intuitively, one might expect \( c \) to equal 1 for Lambertian reflectance. Since Lambertian reflectance is non-smoothly clamped at zero (recall that the Lambertian reflectance kernel, \( k(u, n) = \max(u^T n, 0) \), is clamped at zero due to attached shadows, intensity differences become smaller than they would have been for an unclamped Lambertian reflectance function. This effect brings the intensity distance of two pixels closer compared to their geodesic distance. The magnitude of this effect is analytically computed in our proof.

Similarly to [35], we define the neighborhood \( N_p = \{q_1, ..., q_l\} \) of a pixel \( p \) by taking the \( k \)-nearest neighbors w.r.t. the metric \( \|\hat{v}_p - \hat{v}_q\|_2 \). Locally, this neighborhood should be similar to the neighborhood of \( n_p \) defined on the hemisphere using the spherical distances.

Figure 1 shows an example neighborhood of pixels. As can be seen, pixels with close normals may be spread far away in terms of image coordinates. Also, it may happen that many pixels in the image occupy a small area on the normal hemisphere.

This local pixel information, like pieces of a puzzle, needs to be combined in some form to obtain the global hemisphere structure. We present a novel hemisphere embedding approach to tackle this problem. The outline for our approach is as follows. First, we use local distances between points on the manifold to build an approximation of the Laplace-Beltrami (LB) differential operator \( \Delta \) over the hemisphere \( \hat{S} \) while incorporating suitable boundary conditions. We
then compute specific eigenfunctions of this operator. Finally, we show how to use these eigenfunctions to recover the unknown normals \( n_p \). As motivation, we begin by considering our embedding based on the LB operator in the continuous case and later on, in Section 5, describe our approach in the discrete case.

### 4 Continuous Laplace-Beltrami Operator

The LB operator is a differential operator that is local. This means that although we do not know yet where each \( n_p \) is located on the hemisphere, knowing its neighbors and the spherical distances to them is enough to define the LB operator \( \Delta \). Over the full unit sphere \( \mathcal{S} = \{ (x, y, z) \mid x^2 + y^2 + z^2 = 1 \} \), the first four eigenfunctions (e.g., \( \phi \) that satisfy \( \Delta \phi = \lambda \phi \)) with smallest value of \( \lambda \) is the first eigenfunction), also known as spherical harmonics are (up-to normalizing constants): \( \phi_0(n_p) = 1 \), \( \phi_1(n_p) = n_p \), \( \phi_2(n_p) = n_p \), and \( \phi_3(n_p) = \bar{n}_p \), see [19]. If the pixels’ normals \( n_p \) lay on the full sphere, we could approximate the LB operator over the sampling \( \{ n_p \} \) of the sphere and take the second to fourth eigenfunctions, set them as coordinates, and get the solution up-to a global rotation and reflection. Since we are dealing with a hemisphere \( \mathcal{S} \), we have to set the conditions on the equator of the hemisphere \( \partial \mathcal{S} = \{ (x, y, z) \mid x^2 + y^2 = 1, z = 0 \} \) appropriately in order to retain the spherical harmonics as eigenfunctions.

Let \( \Delta_D \) be the LB operator, \( \Delta \), with Dirichlet boundary condition. Setting these conditions by forcing \( \phi \big|_{\partial \mathcal{S}} = 0 \) and solving for eigenfunctions \( \Delta_D \phi = \lambda \phi \) will produce spherical harmonics that vanish on the equator. In particular, the first eigenfunction would be the Z-coordinate. Similarly, let \( \Delta_N \) be the LB operator with Neumann boundary condition. Setting these conditions to force the normal derivative at the equator to vanish will produce all eigenfunctions that have this property over the equator. We denote the resulting operator \( \Delta_N \). In particular, the first eigenfunction will be the constant function, followed by the X and Y coordinates, up to rotation and reflection. More generally, it can be shown that the set of spherical harmonics \( Y_{nm}, n \geq 0 \) and \( -n \leq m \leq n \) can be split into two sets. The harmonics with odd \( m + n \), which form the eigenfunctions of the Dirichlet LB operator and the harmonics with even \( m + n \), which form the eigenfunctions of the Neumann LB operator.

We calculate the first eigenfunction of \( \Delta_D \) and call it \( \tilde{n}_p \). Similarly, we calculate the second and third (first two non-constant) eigenfunctions of \( \Delta_N \) and denote them by \( \tilde{n}_p \) and \( \bar{n}_p \), respectively. We now claim that up to a rotation about the Z-axis (possibly with a reflection in the XY-plane) \( \tilde{n}_p = (\tilde{n}_p, \tilde{n}_p, \tilde{n}_p) = T n_p \). We later show how this orthogonal transformation \( T \) can be resolved using surface integrability constraints, and due to the normalization that factors out albedo.

Using this continuous setting as motivation we develop an algorithm that approximates the normals of pixels by first constructing a discrete version of the LB operator and then using its eigenvectors to recover the normals. We proceed by elaborating on each part of our algorithm, the outline of which was provided above.

### 5 Algorithm

Drawing motivation from the continuous case, we next present an algorithm to approximate the pixels’ normals, and in turn the depth-map, from intensity vectors, see Alg. 4. The local distances in the point cloud \( \{ \hat{v}_p \} \subset \mathbb{R}^3 \) provide an approximation to the spherical distances between the corresponding (unknown) cloud of normal vectors \( \{ n_p \} \). Large distances, however, may deviate significantly from their corresponding spherical distances. We therefore think of this point cloud \( \{ \hat{v}_p \} \) as an (approximate) isometric (i.e., local length preserving) embedding of the normal hemisphere vectors \( \{ n_p \} \subset \mathcal{S} \) into a higher (n-dimensional) Euclidean space. Our goal is to embed the point cloud \( \{ \hat{v}_p \} \) back into its natural domain \( \mathcal{S} \) by using only the local distances.

#### 5.1 Outline of the Photometric Stereo Algorithm

The outline of our algorithm is as follows:

1. Approximate local spherical distances and neighborhoods over the (unknown) cloud of normals \( \{ n_p \} \subset \mathcal{S} \) using local distances extracted from \( \{ \hat{v}_p \} \subset \mathbb{R}^3 \). See Alg. 2.
2. Use these local spherical distances to build a global least-squares optimization problem whose solution is the discrete Laplace-Beltrami matrix \( L \approx \Delta \) over the (unknown) cloud of normals \( \{ n_p \} \). See Alg. 3.
3. Apply appropriate Dirichlet boundary conditions and Neumann boundary conditions to the global optimization problem and solve it to obtain the matrices \( L_D \approx \Delta_D, L_N \approx \Delta_N \), respectively. See Alg. 4.
4. Recover the approximated normals \( \tilde{n}_p = (\tilde{n}_p, \bar{n}_p, \bar{n}_p) \) for every pixel \( p \) by calculating the first eigenvector \( \tilde{n}_p = (\tilde{n}_p) \) of \( L_D \), and the two first non-constant eigenvectors of \( L_N \), \( \tilde{n}_p \) and \( \bar{n}_p \). Use the approximated normals to recover the depth map \( z(x,y) \). See Alg. 5.

Next we describe each part of this algorithm in detail.

#### 5.2 Local distances and neighborhoods

Since the LB operator is local, i.e., the value of the (continuous) LB operator at a point, \( \Delta \Phi(n_p) \), is determined by values \( \Phi(n_q) \) at (infinitesimally) close points \( n_q \), we will only need approximations of spherical distances between nearby pixel’s normals \( n_p \approx n_q \). These will be taken as the \( k \) nearest
In our algorithm.

Information to the LB operator over this point cloud is a key step to the point cloud of pixels’ normals. We obtain eigenfunctions of the Laplace-Beltrami operator over that plane. More specifically, if we denote by \((u,v)\) the coordinates of the tangent plane at \(n_p\), then our goal is to find a set of scalar weights \(L_{p,q}\), \(q \in \mathcal{N}_p\), such that

\[
\sum_{q \in \mathcal{N}_p} L_{p,q} \phi_q \approx \Phi_d(n_p) + \Phi_v(n_p) = \Delta \Phi(n_p),
\]

where, as before, \(\phi_p = \Phi(n_p)\) is a sampling vector of some smooth function over our hemisphere \(\hat{S}\).

Next we describe how to find the local tangent plane approximation at \(n_p\), and how to build the weights \(L_{p,q}\) to approximate the planar Laplacian over that tangent plane.

### 5.3 Discrete approximation of the Laplacian

The approximation of the LB operator over a point cloud is commonly represented as a matrix \(L\) of size \(N \times N\) where \(N\) denotes the number of pixels in each image. If \(\Phi = \{\Phi_p\}_{p=1}^N\) is a vector representing a function \(\Phi : \hat{S} \rightarrow \mathbb{R}\) sampled over the normals \(\Phi_p = \Phi(n_p)\), \(L\Phi\) is the approximation of the LB operator applied to \(\Phi\), that is

\[
(L\Phi)_p \approx \Delta \Phi(n_p),
\]

where \((L\Phi)_p\) is the \(p^{th}\) coordinate of the vector \(L\Phi\).

At the core of our algorithm is the approximation of certain eigenfunctions of the Laplace-Beltrami operator over the point cloud of the (unknown) pixels’ normals \(\{n_p\}\). Since the point cloud of pixels’ normals \(\{n_p\}\) is an irregular sampling of the hemisphere \(\hat{S}\), constructing a reliable approximation to the LB operator over this point cloud is a key step in our algorithm.

Our approximation of the LB operator over the point cloud \(\{n_p\}\) is motivated by the following observation (see, e.g., the lemma in [4], p.107): in calculating the LB operator at some point \(n_p\) on a sphere, one can replace the sphere by its tangent plane at \(n_p\) and calculate the standard Euclidean Laplacian at \(n_p\). Thus, in our construction, to approximate the LB at some point \(n_p\) we reconstruct locally a small patch of the sphere in a neighborhood \(\mathcal{N}_p\) and parameterize it over its tangent plane. We then approximate the Euclidean planar Laplacian over that plane. More specifically, if we denote by \((u,v)\) the coordinates of the tangent plane at \(n_p\), then our goal is to find a set of scalar weights \(L_{p,q}\), \(q \in \mathcal{N}_p\), such that

\[
\sum_{q \in \mathcal{N}_p} L_{p,q} \phi_q \approx \Phi_d(n_p) + \Phi_v(n_p) = \Delta \Phi(n_p),
\]

where, as before, \(\phi_p = \Phi(n_p)\) is a sampling vector of some smooth function over our hemisphere \(\hat{S}\).

Next we describe how to find the local tangent plane approximation at \(n_p\), and how to build the weights \(L_{p,q}\) to approximate the planar Laplacian over that tangent plane.

### Algorithm 1 PhotometricStereo(I_1,…,I_n)

**Require:** Image sequence \(I_1,…,I_n\), each image is of the same size of \(N\) pixels, and under different lightings.\(\{I_p\}_{p=1}^N; \{\hat{v}_p\}_{p=1}^N \leftarrow \text{Neighbourhoods}(I_1,…,I_n)\)

\(L \leftarrow \text{LaplacianApproximation}(\{I_p\}_{p=1}^N; \{\hat{v}_p\}_{p=1}^N)\)

\(L_0, L_N \leftarrow \text{BoundaryConditions}(L)\)

\(\hat{z}(x,y) \leftarrow \text{RecoverDepth}(L_0, L_N)\)

**Return** \(\hat{z}(x,y)\)

### Algorithm 2 Neighbourhoods(I_1,…,I_n)

**Require:** Image sequence \(I_1,…,I_n\), each image is of the same size of \(N\) pixels, and under different lightings.

\(\text{for } \forall p = (x,y) \text{ do}\)

\(\hat{v}_p \leftarrow \{I(x,y,1),…,I(x,y,n)\}\)

\(\hat{v}_p \leftarrow \hat{v}_p/||\hat{v}_p||\)

\(\text{end for}\)

\(\forall p,q, d_{p,q} = ||\hat{v}_p - \hat{v}_q||_2\)

\(\forall p, \mathcal{N}_p \leftarrow \{p,q_1,…,q_k\} \{\text{Set the neighborhoods by computing the } k \text{ NN of } p, \text{ according to the distances } d_{p,q}\}\)

\(\text{for } \forall p,q \text{ do}\)

\(\text{if } q \in \mathcal{N}_p \land p \notin \mathcal{N}_q \text{ then}\)

\(\text{remove } q \text{ from } \mathcal{N}_p\)

\(\text{end if}\)

\(\text{end for}\)

\(\mathcal{N}_p = \{\hat{v}_p\}_{p=1}^N\)

### Algorithm 3 LaplacianApproximation(A_p^N; \{\hat{v}_p\}_{p=1}^N)

**Require:** Neighborhood of each pixel \(\mathcal{N}_p\), and normalized intensities of each pixel \(\hat{v}_p\).

\(\text{for } \forall p = (x,y) \text{ do}\)

\(\forall q \in \mathcal{N}_p: (n_q^d, n_q^v) \leftarrow \text{PCA}_{d-2}(\hat{v}_q) \{\text{reduce dimension of } \hat{v}_q \text{ from } n \text{ to } 2 \text{ by applying PCA on every } \hat{v}_q \text{ of } q \in \mathcal{N}_p \text{ (parameterization over tangent plane)}\}\)

\(r_p \leftarrow \max_{q \in \mathcal{N}_p} \sqrt{(n_q^d - n_p^d)^2 + (n_q^v - n_p^v)^2}\)

\(w_{p,q} = 0\)

\(\text{end if}\)

\(\text{end for}\)

**Compute weights** \(w_{p,q}\) by solving:

\[
\min \sum_{p,q \in \mathcal{N}_p} w_{p,q}^2 \text{s.t. } \sum_{q \in \mathcal{N}_p} w_{p,q} (n_q^d - n_p^d) = 0 \quad \forall p \quad (5) \\
\sum_{q \in \mathcal{N}_p} w_{p,q} (n_q^v - n_p^v) = 0 \quad \forall p \quad (6) \\
\sum_{q \in \mathcal{N}_p} w_{p,q} = \frac{1}{r_p^2} \quad \forall p \quad (7) \\
w_{p,q} \geq 0 \quad \forall p,q \in \mathcal{N}_p \quad (8) \\
w_{p,q} = w_{q,p} \quad \forall p,q \in \mathcal{N}_p \quad (9)
\]

\(W \in \mathbb{R}^{N \times N} \leftarrow \{w_{p,q}\} \{W \text{ is the matrix whose entries are the weights } w_{p,q}\}\)

\(D \in \mathbb{R}^{N \times N} \leftarrow \text{diagonal} \{d_{11} = \sum_{q \in \mathcal{N}_p} w_{p,q} \ldots d_{NN} = \sum_{q \in \mathcal{N}_p} w_{p,q}\}\)

\(L \leftarrow D - W \{\text{Discrete laplacian matrix}\}\)

**Return** \(L\)
\( \hat{F} \) at \( n_p \). We will construct this parameterization using the local neighborhood \( \mathcal{N}_p \). We project the normalized intensities \( \hat{I}_p \) of \( \mathcal{N}_p \) onto a two-dimensional plane using Principal Component Analysis (PCA). The coordinates of the projected normals approximate the coordinates on the tangent plane to \( \hat{F} \).

**LB weight construction.** Our next objective is to use our planar parameterization to construct the discrete Laplacian operator, \( L \). We ignore boundary conditions for now and treat them separately later. Each pixel \( p \) is associated with a row in \( L \), and the entries of that row represent weights \( w_{p,q} \), \( q \in \mathcal{N}_p \), so that a combination of function values \( \Phi(n_q) \) with those weights approximates \( \Delta \Phi(n_p) \) as described in equation (4). Our task therefore is to find those weights. Clearly, the weights should vary from one row to the other, since the neighborhoods for each normal \( n_p \) can vary. Below we describe a method to determine these sets of weights.

Let us note that our construction of the weights for a single pixel is equivalent to computing Locally Linear Embedding (LLE) [35] weights in the case that the \( w_{p,q} \)’s are under-determined (number of neighbors is greater than \( d + 1 \), where \( d \) is the dimension of the points, where in our case \( d = 2 \)) while taking the limit of their conditioning parameter to zero. The main difference is that our formulation maintains linear precision always by reproducing the polynomials 1, \( u \), \( v \) and their linear combinations (equations 5, 6, 7), uses non-negative weights (equation 8), minimizes the solution’s norm, and is global and symmetric (equation 9). In terms of weights, locally finding the weights for one neighborhood \( \mathcal{N}_p \) is the same as using the pseudoinverse in the LLE.

### 5.4 Boundary conditions

We incorporate both Dirichlet and Neumann boundary conditions along the hemisphere’s equator \( \partial \hat{F} \). Both conditions must be used to solve the embedding problem. Later on in this section we further explain how we identify points on the equator.

**Dirichlet boundary condition.** For the Dirichlet boundary condition, we only need to calculate weights for interior points \( \hat{F} \setminus \partial \hat{F} \). We keep only rows of \( L \) corresponding to interior points (not on the equator of the normal hemisphere). For every equator point \( p \), we replace the corresponding row in \( L \) with the standard basis vector that has some value \( t \neq 0 \) at position \( p \) and 0’s elsewhere. We denote the new matrix \( L_D \). If the eigenvector in the equation \( L_D \phi = \lambda \phi \) satisfies \( \lambda \neq t \) then necessarily \( \phi(p) = 0 \). In the generic case taking arbitrary \( t \) will lead to the desired eigenvectors, and we take \( t = 1 \). Let us denote by \( \vec{e} = \{ \vec{n}_q \} \) the eigenvector of \( L_D \) corresponding to the smallest eigenvalue. To enforce this boundary condition we add the following constraints to constraints (5)–(7) in Alg. 3

\[
\begin{align*}
    w_{p,q} &= 0 & \forall p \in \partial \hat{F}, & p \neq q \\
    w_{p,q} &= 1 & \forall p \in \partial \hat{F}, & p = q
\end{align*}
\]

**Neumann boundary condition.** To get Neumann boundary conditions we use symmetric reflection along the domain’s boundary. As before, we do not alter the rows of \( L \) corresponding to interior points. For an equator pixel \( p \), we duplicate its neighborhood \( \{ n_q^p, n_q^p \} \), \( q \in \mathcal{N}_p \) along the equator via reflection. To get the direction of the equator we use the eigenvector \( \vec{n}^R \) calculated with the Dirichlet boundary condition. Since this vector approximates the \( z \)-coordinate value of the normals its gradient is orthogonal to the boundary (equator). We therefore calculate its approximated gradient (using a linear fit) and rotate it by \( \pi / 2 \) to recover the axis of reflection. We then reflect all the neighbor points \( \{ n_q^p, n_q^p \} \), \( q \in \mathcal{N}_p \) in the PCA plane along the equator line we have found, to create corresponding points \( q^R \) such that the eigenvector point \( \{ n_q^p, n_q^p \} \) lies exactly on the equator line. To enforce this boundary condition we add the following constraints to constraints (5)–(7) in Alg. 3

\[
\begin{align*}
    w_{p,q} &= w_{p,q} & \forall p \in \partial \hat{F}, & q, q^R \in \mathcal{N}_p.
\end{align*}
\]

We denote this operator by \( L_N \). Note that reflection will force eigenvectors \( L_N \phi = \lambda \phi \) to have zero normal derivative across the equator, since we force symmetry w.r.t. the equator. In the kernel of \( L_N \) we will have the constant vector. The first two eigenvectors corresponding to non-zero eigenvalues are denoted by \( \vec{n}_1, \vec{n}_2 \).

**Identifying equator points.** In order to set our boundary conditions, we need to identify the pixels that lie on the equator of the normal hemisphere. If the object we attempt to reconstruct is smooth and convex this set of pixels will include the points on the bounding contour of the silhouette. This assumption has been used by [35]. As [23] note, this may not be the case, as is demonstrated in Figure 3. To address
this issue we introduce a method for identifying the equator that is based on the structure of the manifold itself.

We identify points on the equator by applying the Isomap algorithm to embed the points onto 2 dimensions. The Isomap algorithm uses geodesic distances calculated as the shortest paths between each pair of points. On real images, which exhibit noisy distances, we found that sometimes the embedding projects the hemisphere onto other planes such as the XZ or YZ planes instead of the XY plane. We found it helpful to modify the distances to correspond to a more flattened disc-shaped manifold, to ensure the embedding projects the hemisphere onto the XY. This modification is a local nonlinear transformation of the distances \( d_{p,q} \) that enlarges large distances: \( \frac{d_{p,q}}{\max d_{p,q}} \). We note that the boundary of the manifold is invariant to this distance transformation. The resulting planar embedding’s boundary corresponds to the boundary of the original manifold. We then select the points on the convex hull, label them as boundary points, remove them from the set, and apply convex hull again. We repeat this until 5% of points are selected as boundary. Figure 3 shows the equator discovered by our method (left). It can be seen that our result closely matches the real equator, whereas the equator from the silhouette of the object (right) includes many more internal points.

We note that the Dirichlet boundary conditions enforce \( \vec{n} \) to be zero on the equator. A camera cannot actually see pixels whose normal is exactly on the equator since their surface orientation is perpendicular to the viewing direction. To correct for this, we have shifted the \( \vec{n} \) values such that the minimum value is set to 0.15.

**Algorithm 4 BoundaryConditions(L)**

**Require:** \( L \) is the discrete laplacian matrix of size \( N \times N \).

Identify the boundary points on the equator

\[ L_D \leftarrow \text{apply Dirichlet boundary condition on } L \{ \text{value equals zero} \} \]

\[ L_N \leftarrow \text{apply Neumann boundary condition on } L \{ \text{derivative along the } z \text{ axis equals zero} \} \]

**return** \( L_D, L_N \)

5.5 Reconstructing normals and depth map

The last stage in our algorithm is getting the approximated normals \( \vec{n}_p \) and using them to build a depth map. This is achieved by computing the \( \vec{n}_p, \vec{n}_x, \vec{n}_y \) eigenvectors defined above and setting \( \vec{n}_p = (\vec{n}_x, \vec{n}_y, \vec{n}_z) \). As the eigenvectors are found up to scale, we normalize \( \vec{n}_p \) to unit length. Next, note that since the two eigenvectors \( \vec{n}_x, \vec{n}_y \) correspond to the same eigenvalue, they are subject to arbitrary rotation and reflection. The rotation and reflection are resolved using surface integrability constraints based on [46]. Recovering the shape for a Lambertian object can be done up to a generalized-bas-relief (GBR) transformation, which is a 3 parameter linear transformation of the normals and a non-linear transformation of albedos [8]. Since we normalize the intensity vectors to factor out albedo, our construction is independent of albedo and the GBR ambiguity is thus restricted to a convex-concave ambiguity. To reconstruct a depth map we apply integrability constraints as in [9], for other methods see survey in [10]. The convex-concave ambiguity is resolved using a global assumption on depth as in [28].

**Comparing recovered and expected eigenvalues.** We know the geometry of the desired manifold is that of a hemisphere. We can therefore compare the recovered eigenvalues of our approximation \( L \) to the expected spherical harmonic eigenvalues of \( \Delta \) (which are analytically known). If the recovered eigenvalues do not fit the expected eigenvalues, it suggests that our reconstruction will not be very precise. It can be shown that the set of spherical harmonics \( Y_{nm} \) can be divided into two sets of functions, \( Y_{nm} \) with odd \( n+m \), which vanish along the equator, corresponding to the Dirichlet boundary conditions, and \( Y_{nm} \) with even \( n+m \), whose longitudinal derivatives vanish along the equator, corresponding to the Neumann boundary conditions. In Figure 4 we show a comparison between the recovered and expected eigenvalues of our approximation \( L \) constructed for the owl object (shown later in Figure 6) with Dirichlet or Neumann boundary conditions using only the varying illumination images. The figure shows that the 8 smallest eigenvalues computed from \( L \) are fairly close to the expected Spherical Harmonic eigenvalues. As noted above, \( L \approx \alpha \Delta \), with some constant \( \alpha > 0 \). Therefore, the comparison in Figure 4 is done after compensating for this scale by fitting a global scale factor to the eigenvalues. Note that multiplying an operator \( L \) by a factor \( \alpha \) scales the eigenvalues but does not alter the eigenvectors.
6 Experimental results

We evaluate our method as a general embedding method for a hemisphere manifold and compare it to the following existing embedding methods: Isomap, a modified version of Isomap, Locally Linear Embedding (LLE) [36] and Diffusion maps. The modified version of Isomap improves its performance for embedding a hemisphere. Isomap embeds a manifold of intrinsic dimension 2 onto 3d by calculating geodesic distances on the manifold, but then embedding them using multi-dimensional scaling (MDS), which expects these distances to be Euclidean. Since we know the manifold is that of a hemisphere, we can convert these geodesic distances $d_e$ to Euclidean distances $d_r$ using the following formula, derived from the law of cosines:

$$d_e = \sqrt{2r^2(1 - \cos(d_r))}$$

where $d_e$ is the geodesic distance and where we set the radius $r$ according to the following,

$$r = \frac{d_{\text{max}}}{\pi}$$

where $d_{\text{max}}$ is the longest geodesic distance between any two points. We refer to this modified Isomap based on the hemispherical chordal distances as ‘Isomap chordal’. In this experiment we use 3 models: a sphere, a doll and a rabbit. For each model, we generate 90 images, each lit by a randomly positioned point source. We repeat the experiment 30 times and show the results in Table 1. In this experiment, the distances are not ideal due to the randomness in the light distribution, which together with the gap between the intrinsic dimension of the hemisphere and the target dimension of the embedding, are known to cause noise and instability in the LLE and Diffusion maps embeddings [21]. Isomap chordal achieves favorable results to those of Isomap, which suggests that prior knowledge of the manifold shape can significantly improve embedding results. Unlike Isomap chordal, we do not rely on successful estimation of a global radius parameter $r$ and do not suffer from topological instability [5]. We further add that in this experiment, we have used Procrustes superimposition to optimally fit the resulting embedding onto the unit hemisphere. In Photometric Stereo this optimal alignment is not available to us. We now conduct a similar experiment to evaluate the different embedding methods for the purpose of Photometric Stereo. We use the method in [35] based on the occluding boundary to align the embedded hemispheres for the existing methods on the unit hemisphere and generate surface normals. Table 2 shows the resulting errors in terms of mean angle error of the normals.

| Model   | Error | Our method | Isomap | Isomap chordal | LLE | Diffusion Map |
|---------|-------|------------|--------|----------------|-----|---------------|
| Sphere  | Mean  | 0.06       | 0.1    | 0.08           | 0.32| 0.3           |
|         | Median| 0.06       | 0.1    | 0.08           | 0.32| 0.3           |
|         | Std   | 0.006      | 0.008  | 0.009          | 0.054| 0.04          |
| Rabbit  | Mean  | 0.08       | 0.12   | 0.09           | 0.26| 0.24          |
|         | Median| 0.08       | 0.12   | 0.09           | 0.22| 0.22          |
|         | Std   | 0.006      | 0.008  | 0.008          | 0.107| 0.058        |
| Doll    | Mean  | 0.08       | 0.13   | 0.1            | 0.25| 0.17          |
|         | Median| 0.07       | 0.13   | 0.1            | 0.25| 0.17          |
|         | Std   | 0.008      | 0.007  | 0.006          | 0.046| 0.027        |

Table 2 Various objects, 90 images, random single point source: The table shows the mean point pair distance after optimal Procrustes superimposition to the unit hemisphere.

| Model   | Error | Our method | Isomap | Isomap chordal | LLE | Diffusion Map |
|---------|-------|------------|--------|----------------|-----|---------------|
| Sphere  | Mean  | 11.95      | 17.43  | 13.2           | 37.21| 28.73         |
|         | Median| 11.69      | 17.48  | 13.0           | 39.83| 28.23         |
|         | Std   | 1.457      | 0.902  | 1.064          | 11.072| 6.996        |
| Rabbit  | Mean  | 11.16      | 18.26  | 14.82          | 27.08| 21.35         |
|         | Median| 10.47      | 18.32  | 14.91          | 26.47| 20.59         |
|         | Std   | 3.662      | 1.027  | 1.138          | 11.201| 9.18         |
| Doll    | Mean  | 13.42      | 26.44  | 23.04          | 36.79| 23.1          |
|         | Median| 13.25      | 26.45  | 23.08          | 41.64| 23.8          |
|         | Std   | 2.449      | 2.193  | 2.144          | 11.12| 2.683         |

To test the performance of the proposed algorithm on real images, we have conducted experiments with a variety of materials and lighting conditions. In all experiments the images were resized to 110 pixels in width (and 100 to 170
pixels in height) for faster computation times. On these images our algorithm takes between 5 to 20 minutes on a quad-core 2.8GHz PC, where the time is mainly dominated by the number of pixels and considerably less by the number of input images. We note that our code is implemented in Matlab and can be further optimized, especially the per-pixel computations which can be massively parallelized.

In all experiments we set the number of neighbors \( k \) to 5% of pixels. We identify outlier pixels by removing pixels that are not favored by the neighbors (a fraction of their neighbors did not choose them as neighbors, using 80% as a threshold) as we anticipate such pixels to be corrupt or subject to significant noise. We remove these pixels from the computation, and then set their recovered normals by interpolation from neighboring pixels in the image. Instead of using the radius \( r \) in equation (7) the constant value of 1 was used, as it was found to produce more stable results in practice.

Where appropriate, we compare our results to those of Sato et al. \cite{23} and to Favaro and Papadhimitri \cite{28}. The code of both methods was obtained from the authors. As an evaluation error measure we use the mean degree error of the normals.

We begin by showing results on objects lit by uniformly distributed point sources. We use the benchmark of \cite{13} which consists of 4 objects: a terracotta warrior, a doll and a relief sculpture with Lambertian reflectance and a rough non-Lambertian ball. The data set includes between 46 and 57 images per object. In lack of ground truth, we used the normals recovered from their calibrated PS method as ground truth. Figure 5 and Table 3 show the results of this experiment. This dataset consists of many images which exhibit significant attached shadows and therefore demonstrates the robustness of our method to this phenomena. We note that the relief sculpture exhibits significant cast shadows, which are not modeled by our method, and can account for the higher error measurements for both our method and \cite{23}.

In the next experiment, the results of which are shown in Figure 6 and Table 4 we use the benchmark of \cite{23}. The data set includes 7 objects and 5 to 12 images per object obtained with point source lightings. Lighting directions are close to the viewing directions with a mean angle of 23° and standard deviation of 10°. We compare our reconstruction to ‘ground truth’ shapes produced in \cite{23} by applying a calibrated Photometric Stereo algorithm that assumes Lambertian reflectance to the images, which are available with the dataset. Lights in this experiment cover only frontal directions, which can account for higher errors compared to the previous data set. \cite{23} assume uniformly distributed point source lights and estimate an essential parameter based on this assumption. This experiment does not adhere to their assumptions and we have not been fruitful in applying their method to these settings.

Finally, in Figure 7 and Table 5 we show results obtained with non-Lambertian objects and natural illumination which consists of diffuse lighting coming from several directions as well as light reflected from walls and other objects in the room. The objects, initially diffuse, were laser scanned to produce ground truth shapes. They were then sprayed with a thin shiny coating to make them specular and pictured under ambient illumination that includes reflectance from surrounding walls and objects and is roughly uniform. We use between 25 and 31 images per model. Although we do have scanned shapes of the objects, very precise registration is required to properly report quantitative error measurements, since even a small pixel shift can cause the normals to change dramatically. In lack thereof, we use a different error estimation method. For each pixel normal, we take the 9x9 patch in which it lies, and select the closest normal from the 3d scan that lies in that patch. We apply the same procedure for our method, Sato and Favaro. Note that it appears that Favaro achieves best results on all lambertian objects and not winning in all non-lambertian ones.

Table 3 Uniformly distributed distant point sources: The table shows the mean normal angle errors obtained with each algorithm. In this scenario, our method is comparable to Sato.

| Experiment set         | Our method | Sato | Favaro |
|------------------------|------------|------|--------|
| Terracotta warrior     | 12.7       | 12.9 | 11.7   |
| Doll                   | 10.6       | 12.6 | 11.8   |
| Rough ball             | 5.9        | 16.0 | 43.2   |
| Relief sculpture       | 22.3       | 25.7 | 9.5    |

Table 4 Lambertian objects, non-uniform distant point sources: The table shows the mean normal angle errors obtained with each algorithm.

| Experiment set         | Our method | Sato | Favaro |
|------------------------|------------|------|--------|
| Redfish                | 14.0       | 44.3 | 5.6    |
| Octopus                | 19.1       | 30.2 | 6.64   |
| Rock                   | 16.4       | 22.1 | 11.61  |
| Horse                  | 9.6        | 23.9 | 4.8    |
| Owl                    | 10.4       | 24.2 | 6.63   |
| Cat                    | 14.6       | 26.6 | 5.37   |
| Buddha                 | 11.4       | 22.8 | 4.98   |

Table 5 Non-Lambertian objects, ambient lighting: The table shows the mean normal angle errors obtained with each algorithm.

| Experiment set         | Our method | Sato | Favaro |
|------------------------|------------|------|--------|
| Duck                   | 7.3        | 27.4 | 77.6   |
| Rabbit                 | 8.1        | 23.4 | 74.6   |
| Rooster                | 10.4       | 20   | 77.4   |
| Onion                  | 7.5        | 28.8 | 15.02  |
| Pineapple              | 10.5       | 15.5 | 27.5   |
Fig. 5 Objects lit by uniformly distributed directional light sources. The top 3 objects are Lambertian and the bottom object is a rough, non-Lambertian ball. As light comes from many directions, many of the input images exhibit significant attached shadows. These reconstructions demonstrate the robustness of our method to attached shadows.

7 Conclusion

We have presented an algorithm for Photometric Stereo that uses a generic approach in which intensity measurement vectors are embedded into the unit hemisphere of forward-facing surface normals. We have shown that the algorithm successfully reconstructs objects under quite general lighting conditions and reflectance properties that do not need to be known in advance. Further work could involve developing better distance measures for finding pixel neighborhoods. For a better approximation of the Laplacian, local geometric analysis at a pixel can be extended beyond a tangent plane to take into account the local geometric curvature. The steps in our algorithm, such as [12], could be combined to a unified optimization problem. Finally, the algorithm can be further used in other scenarios that require hemispherical embedding.

8 Appendix

Our proofs rely on a spherical harmonic representation of reflectance. Below we introduce notation, which for the most part follows the notation of [7]. Spherical harmonics are orthonormal functions from the unit sphere to the complex plain $Y_{nm} : \mathbb{S}^2 \to \mathbb{C}$, $n = 0, 1, 2...$ and $-n \leq m \leq n$, defined as

$$Y_{nm}(\theta, \phi) = \sqrt{\frac{(2n+1)(n-|m|)!}{4\pi(n+|m|)!}} P_n^{|m|}(\cos \theta) e^{im\phi},$$

where $P_{nm}$ are the associated Legendre functions, defined as

$$P_{nm}(z) = \frac{(1-z^2)^{m/2}}{2^m m!} \frac{d^{m+m}}{dz^{m+m}} (z^2 - 1)^n.$$

Each harmonic function $Y_{nm}$ is a polynomial of degree $n$ of the variables $(x, y, z)$ on the unit sphere. We will therefore interchangeably use $Y(\theta, \phi)$ and $Y(p)$ with $p = (x, y, z)^T$ and $x = \sin \theta \cos \phi, y = \sin \theta \sin \phi$, and $z = \cos \theta$. To work with real functions we use the notation $Y_{nm}^e = \text{Re}(Y_{nm})$ and $Y_{nm}^o = \text{Im}(Y_{nm})$ ($1 \leq m \leq n$), which denote the even and odd components of the harmonics. Note that the zonal harmonics ($Y_{n0}$) are real, and that the real spherical harmonics too are orthogonal. In addition, to simplify notation, we interchangeably use a single subscript notation $Y_{n}$.
with $s = 1, 2, 3, \ldots$. For this notation we order the real harmonics by their order $n$ and within every order by $m$, placing each even harmonic before its corresponding odd one, i.e., $Y_0, Y_1, Y_1^c, Y_2, Y_2^c, \ldots$.

We will be interested in surfaces whose reflectance kernel is isotropic and band limited. An example for such kernels is the Lambertian reflectance kernel $k(\theta) = \max(\cos \theta, 0)$, which can be approximated to a great accuracy with the first nine harmonics ($n \leq 2$). As is shown in [7], the reflectance function for such surfaces can be approximated by a convolution of the lighting function with the reflectance kernel. As a consequence, the intensity $I_p$ at a pixel $p$ with surface normal $n_p$ and albedo $\rho_p$ can be expressed in the following form.

Let $\ell(\theta, \phi)$ denote the environment lighting as a function of direction, and let $\ell(\theta, \phi) = \sum_{s=1}^{\infty} \ell_s Y_s(\theta, \phi)$ be its harmonic decomposition, then

$$I_p = \rho_p \sum_{s=1}^{\infty} \alpha_s \ell_s k_s(n_p),$$

where $\alpha_s$ are constants due to the Funk-Hecke (convolution) theorem, $k_s(\theta) = \sum_{n=0}^{\infty} k_{sn}(n) Y_n(\theta, \phi)$ is the harmonic expansion of the kernel and $k_{sn}(n,m) = k_{sn}$.

For Lambertian surfaces we are interested in harmonics up to order 2. The kernel coefficients and the Funk-Hecke constants for these orders are

$$k_{00} = \frac{\sqrt{\pi}}{2}, \quad k_{10} = \frac{2\pi}{3}, \quad k_{20} = \frac{\sqrt{2\pi}}{8}$$

and the harmonics are

$$Y_1 = Y_{00} = \frac{1}{\sqrt{4\pi}}, \quad Y_2 = Y_{10} = \frac{\sqrt{3}}{4\pi},$$

$$Y_3 = Y_{11} = \frac{3}{4\pi}, \quad Y_4 = Y_{11}^c = \frac{3}{4\pi},$$

$$Y_5 = Y_{20} = \frac{1}{2\sqrt{12\pi}}(3\gamma^2 - 1), \quad Y_6 = Y_{21} = \frac{3}{2\sqrt{12\pi}}, \quad Y_7 = Y_{21}^c = \frac{3}{2\sqrt{12\pi}},$$

$$Y_8 = Y_{22} = \frac{3}{2\sqrt{12\pi}}(x^2 - y^2).$$

8.1 Equivalence of distances for isotropic reflectance kernels

**Claim** Under uniformly distributed directional light sources and an isotropic, band limited reflectance kernel, the $\ell_2$ distances of normalized intensity vectors $\hat{v}_p$ and $\hat{v}_q$ of points $p$ and $q$ with nearby normals $n_p$ and $n_q$ are proportional to the spherical distance $d(n_p, n_q)$ between the corresponding surface normals, i.e.,

$$\|\hat{v}_p - \hat{v}_q\|_2 = c \cdot d(n_p, n_q),$$

where the constant $c$ depends on the reflectance kernel.

**Proof** We prove the claim by evaluating the expression:

$$\|\hat{v}_p - \hat{v}_q\|_2^2 = 2 - 2\hat{v}_p \cdot \hat{v}_q.$$

The (un-normalized) vector $v_p$ contains the intensities observed at pixel $p$ over a set of images $k = 1..K$, each lit by a point light source from direction $I_k \in S^2$ whose magnitudes are equal. Using (17), the intensity $I_{kp}$ of $p$ can be written as,

$$I_{kp} = \rho_p \sum_{s=1}^{\infty} \ell_s c_s Y_s(n_p),$$

where $\rho_p$ and $n_p$ respectively are the albedo and normal at point $p$, $\ell_s$ are the harmonic coefficients of the light in the $k$'th image, and $c_s = \alpha_s k_s$ are constants whose values depend on the reflectance kernel. As we will be interested in normalized intensity vectors $\hat{v}_p$, we can assume w.l.o.g. that $\rho_p = 1$ and likewise that the lights are of unit magnitudes.

The inner product of two intensity vectors $v_p$ and $v_q$ is given by,

$$v_p^T v_q = \sum_{s=1}^{k} \left( \sum_{t=1}^{\infty} \ell_t c_t Y_t(n_p) \right) \left( \sum_{t=1}^{\infty} \ell_t c_t Y_t(n_q) \right) = \sum_{s=1}^{\infty} \sum_{t=1}^{\infty} N_{st} L_{st},$$

where,

$$L_{st} = \sum_{k} \ell_s \ell_t,$$

$$N_{st} = c_s c_t Y_s(n_p) c_t Y_t(n_q).$$
Under the assumption that the light in the K images is distributed uniformly $L_{st} = \mathbb{1}_{s=1}$. This is because for a point source light at direction $l_k$, which is expressed as a Dirac delta function $\delta_{l_k} \cdot \ell_{k} = \langle \delta_{l_k}, Y_{z} \rangle = Y_{z}(l_k)$, so that,

$$L_{st} = \sum_{k} Y_{z}(l_k) Y_{z}(l_k),$$

and for uniform light of unit intensity, we get

$$L_{st} \approx \int_{S^2} Y_{z}(l) Y_{z}(l) dl = \mathbb{1}_{s=1}$$
due to the orthonormality of the spherical harmonics. The inner product $v_{p}^{T}v_{q}$ therefore simplifies to

$$v_{p}^{T}v_{q} = \sum_{s=1}^{\infty} N_{s},$$

where $N_{s} = c^{2} Y_{s}(n_{p}) Y_{s}(n_{q})$.

We notice next that $N_{s}$ can be expressed as a univariate polynomial in $z = \cos \theta$, where $\theta$ is the angle between $n_{p}$ and $n_{q}$. As the inner product $v_{p}^{T}v_{q}$ and the spherical harmonics are invariant to a global rotation of the normals, we can orient our coordinate system so that $n_{p} = (0, 0, 1)^{T}$ and $n_{q} = [\sin \theta, 0, \cos \theta]^T$ (and $\phi = 0$). In this coordinate frame $Y_{s}(n_{p})$ is constant and $Y_{s}(n_{q})$ is a (scaled) associated Legendre function, which is polynomial of degree $n$ in $z = \cos \theta$.

We can therefore write

$$N_{s} = \sum_{r=0}^{n} a_{sr} z^{r}$$

with coefficients $a_{sr}$ that depend on the reflectance kernel and the harmonic order, $s$. Since $n_{p}$ and $n_{q}$ are nearby, we use the Taylor approximation $\cos \theta = 1 - \frac{1}{2} \theta^{2} + O(\theta^{4})$, which yields

$$N_{s} = \sum_{r=0}^{n} a_{sr}(1 - \frac{\theta^{2}}{2})^{r} + O(\theta^{4}) = a_{s} - b_{s} \theta^{2} + O(\theta^{4}),$$

where $a_{s} = \sum_{r=0}^{n} a_{sr}$ and $b_{s} = \sum_{r=0}^{n} r a_{sr}$. We now have,

$$v_{p}^{T}v_{q} = \sum_{s=1}^{\infty} \left( a_{s} - b_{s} \frac{\theta^{2}}{2} + O(\theta^{4}) \right)$$

We further assume that the reflectance kernel is band limited, so that harmonic terms of orders $n > N$ for a finite $N$ can be omitted. Therefore,

$$v_{p}^{T}v_{q} = \sum_{s=1}^{S} \left( a_{s} - b_{s} \frac{\theta^{2}}{2} + O(\theta^{4}) \right),$$

where $S = (N + 1)^2$. We further denote $a = \sum_{s=1}^{S} a_{s}$ and $b = \sum_{s=1}^{S} b_{s}$. $v_{p}^{T}v_{q}$ can be computed simply by plugging $\theta = 0$ in the previous expression, obtaining $v_{p}^{T}v_{p} = a$, and $v_{q}^{T}v_{q} = v_{p}^{T}v_{p}$ due to rotation invariance.

We can now evaluate the inner product between the normalized intensity vectors,

$$\hat{v}_{p}^{T}\hat{v}_{q} = \frac{v_{p}^{T}v_{q}}{||v_{p}|| ||v_{q}||} = \frac{a - b \theta^{2}}{a} + O(\theta^{4}) =
\left( 1 - \frac{(c \theta)^{2}}{2} \right) + O(\theta^{4}),$$

where $c = \sqrt{b/a}$. Note that $a$ is positive since $a = ||v_{p}||^{2}$ and $b$ is positive for sufficiently small $\theta$, since $v_{p}^{T}v_{p} < a$. We conclude that, up to $O(\theta^{4})$ terms,

$$||\hat{v}_{p} - \hat{v}_{q}||_{2} = \sqrt{2 - 2 \hat{v}_{p}^{T}\hat{v}_{q}} = c\theta = c \cdot d(n_{p}, n_{q})$$

### 8.2 Intensity distances to geodesic distances for the Lambertian reflectance kernel

**Claim** The reflectance-dependent constant $c$ can be computed analytically for Lambertian reflectance, and is approximately $0.93$.

**Proof** As proved in the previous claim,

$$||\hat{v}_{p} - \hat{v}_{q}||_{2} = c \cdot d(n_{p}, n_{q}).$$

We now wish to calculate the constant $c$ for the Lambertian kernel. To this end we assume $n_{p} = (0, 0, 1)^{T}$, $n_{q} = (\sin \theta, 0, \cos \theta)^{T}$ and compute $N_{s} = a_{s}(n_{p})^{2}k_{s}(n_{p})Y_{s}(n_{p})Y_{s}(n_{q})$ as a function of $\theta$. Using (18)-(19) we get

$$N_{1} = \frac{\pi}{4},$$
$$N_{2} = \frac{\pi}{3} \cos \theta,$$
$$N_{5} = \frac{5\pi}{128} (3 \cos^{2} \theta - 1),$$

and the rest of the terms vanish. Therefore,

$$v_{p}^{T}v_{q} = \sum_{s=1}^{9} N_{s} = \frac{\pi}{4} + \frac{\pi}{3} \cos \theta + \frac{5\pi}{128} (3 \cos^{2} \theta - 1).$$

Replacing $\cos \theta$ by its Taylor approximation, $\cos \theta \simeq 1 - \frac{\theta^{2}}{2}$, we get that,

$$v_{p}^{T}v_{q} \simeq \frac{127\pi}{192} - \frac{109\pi}{384} \theta^{2}$$

and

$$v_{q}^{T}v_{p} = v_{p}^{T}v_{q}$$

are obtained by plugging $\theta = 0$. Denote, $a = 127\pi/192$ and $b = 109\pi/192$, we can now calculate the inner product of the normalized observation vectors $\hat{v}_{p}^{T}\hat{v}_{q}$,

$$\hat{v}_{p}^{T}\hat{v}_{q} = \frac{v_{p}^{T}v_{q}}{||v_{p}|| ||v_{q}||} \simeq \frac{a - b \theta^{2}}{a} = 1 - \frac{b \theta^{2}}{a}.$$

Let $c = \sqrt{\frac{b}{a}} \approx 0.93$. We obtain,

$$||\hat{v}_{p} - \hat{v}_{q}||_{2} \approx 0.93 \theta.$$
