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Abstract

We propose a novel approach to compute high-resolution (2048x1024 and higher) depths for panoramas that is significantly faster and qualitatively and quantitatively more accurate than the current state-of-the-art method [23]. As traditional neural network-based methods have limitations in the output image sizes (up to 1024x512) due to GPU memory constraints, both [23] and our method rely on stitching multiple perspective disparity or depth images to come out a unified panoramic depth map. However, to achieve globally consistent stitching, [23] relied on solving extensive disparity map alignment and Poisson-based blending problems, leading to high computation time. Instead, we propose to use an existing panoramic depth map (computed in real-time by any panorama-based method) as the common target for the individual perspective depth maps to register to. This key idea made producing globally consistent stitching results from a straightforward task. Our experiments show that our method generates qualitatively better results than existing panorama-based methods, and further outperforms them quantitatively on datasets unseen by these methods.

1. Introduction

Panoramas with depth information are very useful for 3D computer vision tasks such as novel view synthesis [12, 4, 40], 3D scene understanding (e.g. room layout estimation [30]), omnidirectional SLAM [36], and virtual reality (VR) applications [24]. Traditional monocular depth estimation methods built for perspective images cannot directly work on panoramas, as a panorama cannot be converted to a perspective image since the latter can not have field-of-view (FOV) angles exceeding 180 degrees. Therefore, many depth estimation methods that are specially built for panoramas have been proposed [47, 33, 31, 19, 11, 14, 13].

Most of these methods are based on deep neural networks trained on panorama datasets with ground-truth depths such as Matterport3D [6] and Stanford2D3D [2]. The ground-truth depths in such datasets have been calibrated such that they are globally consistent (i.e., having the same scale and shift) across all the viewing directions from the camera position. As a result, these methods estimate consistent depth maps for the whole panoramas.

However, we observe two main shortcomings of these methods. First, due to the limitation of GPU memory during the training of the CNN architecture being used, they can only output depth images with resolutions as high as 1024x512. This is far below the native resolutions of RGB panoramas (most modern commodity 360° cameras can shoot panoramas with resolutions exceeding 4096x2048) and is insufficient for VR applications. For example, a 90°-by-90° perspective view rendered out of a 1024x512 panorama would have a resolution of only 256x256. Second, we observe that depth maps estimated by panorama-based methods often lack the same level of detail as the results generated by perspective methods. This may be because they were trained on panoramic RGB-D datasets, which are much smaller and less diverse than the traditional perspective RGB-D datasets that perspective methods were trained on. See Figure 1 for examples.

To address the shortcomings, the authors of [23] proposed a stitching-based approach as follows. First, the panorama is partitioned into several perspective views. They used a 20-view partition mimicking the 20 triangle faces of an icosahedron (i.e. “tangent images” in [8]). Each view is fed to a modern perspective depth estimation method to get a perspective disparity map (they used MiDaS [22]). Each perspective map is projected back to a common equirectangular domain. A fully panoramic depth map can then be computed by stitching together the projected perspective disparity maps and then converted to depth values. The main challenge of such stitching-based methods is that the perspective maps tend to have different scales and shifts of values because the perspective depth estimation method was run on different fields of view of the panorama. To fix this inconsistency problem, they relied on extensive disparity map alignment and Poisson blending strategies, both become very expensive for high-resolution
Instead, we propose a simple solution to the global consistency problem: leveraging a panoramic depth map as the common target for the perspective depth maps to register to. Note that such “reference” panoramic depth maps can be generated in real-time by an existing panorama-based method, which is known to produce globally consistent values. Our stitching pipeline is as follows.

We begin with partitioning the panorama into several rectangular regions. For each region, we generate a perspective depth map using LeReS [43]. Next, we generate a full panoramic depth map using a recent panorama-based method such as SliceNet [19] or UniFuse [11]. For each perspective map, we register a low degree (e.g., quadratic or cubic) transform function by fitting a set of sampled pixels in the perspective map to the corresponding pixels in the panoramic map in a least-squared sense. Being an optimization problem with only a few variables, the computational cost of this step is very low.

The previous step minimized the differences of scales and shifts between the perspective maps but does not completely erase the visible seams in between. Therefore, we further blend the registered perspective maps by a Poisson-based approach similar to [18]. We opt for computing the final panoramic depth map as the one that fits the Laplacians of the perspective depth maps in a least-squared sense. As the optimization problem is ill-posed (being shift invariant), we regularize it by the $L^2$ distances to the reference panoramic depth map with a small weight. Note that our blending approach is similar to the disparity map blending step in [23] with the main difference that our approach no longer needs the spatial-varying weights (e.g., "radial" or "frustum"-shaped) in [23] to enforce smoother transitions between the perspective maps.

Through experiments, we show that our method produced qualitatively and qualitatively better results than [23] at a significantly faster speed. Our contributions are summarized as follows:

- We propose a simple, effective, and cost-efficient solution to the global consistency problem of stitching-based methods for high-resolution panoramic depth map generations, namely the registration-based approach.

- Benefited from the effectiveness of the aforementioned step, we find that a straightforward Poisson blending-based approach is sufficient to blend the registered perspective depth maps and erases the visible seams in between, without the needs for complex spatial-varying weights as was done in [23].

2. Related Work

2.1. Panorama-based 3D Modeling and Datasets

Leveraging the increasing popularity of 360° cameras, 3D modeling of indoor scenes based on panoramic image inputs have become a popular research field in recent years. Key tasks include depth estimation [47, 33, 19, 11], room layout estimation [48, 42, 29, 20, 44, 34], object detection and segmentation [37, 31], and more generally 3D reconstruction tasks such as registration of multiple panoramas [41, 35].

Panoramic image datasets with depth information are summarized as follows. Matterport3D [6] and Stanford2D3D [3] provide real-world panoramas of diverse indoor scenes with ground-truth depths. Note that although the depths of one panorama are captured through multiple 3D scans (the 3D scanners have limited field-of-views and relied on motors to take multiple scans in a controlled manner), they have been calibrated so that the depth values are consistent across all viewing directions - we don’t see any seams between the different views in the depth maps. SunCG [27], Structure3D [45], and Replica360 [28] are synthetic datasets of indoor scenes. They provide photo-realistically rendered indoor RGB-D images and annotations of 3D structures including room layouts. 3D60 [46] is a collective dataset consisting of real and synthetic sources.

2.2. Monocular perspective depth estimation

Monocular (i.e. needed just a single image as input instead of stereo ones) perspective depth estimation is a very active research topic in which modern methods can now reliably predict generally accurate depths from arbitrary images in the wild (i.e. in unseen datasets). We list methods proposed in recent years with competitive performances: Xian et al. 2018 [38], MegaDepth [15], MiDaS v2 [21] and v3 [22], SGR [39], Huynh et al. 2021 [9], AdaBins [5], and LeReS [43]. Note that some of the methods predict disparity values (e.g., MiDaS), which are the inverse of depths. Authors of [17] proposed a derivative method that calls
an external perspective depth estimation method repeatedly on carefully chosen subsets of the input image, and blend the partial depth estimations to form the final output. The downside is that it is much slower than standard methods.

2.3. Panoramic Depth Estimation

Tateno et al. [32] proposed a deformable convolutional filter that maps perspective views to the equirectangular domain in a distortion-aware manner and used it to perform panoramic depth predictions via numerous, densely sampled perspective depth-prediction calls that could be trained on both panoramic and perspective datasets for perspective depth predictions. In [7] an elaborate discussion of such filters are discussed. OmniDepth [47] was an early method to estimate depths specifically for panoramas in an end-to-end manner. They reported that applying monocular perspective methods directly on equirectangular images led to inferior results. To solve the problem, they trained a customized encoder-decoder network (called "UResNet" in their paper) directly on panoramas with ground-truth depths from synthetic sources. Later, BiFuse [33] found that injecting perspective views of the panoramas (in cubemap formats) into the training process increased the performance considerably. Inspired by the gravity-aligned nature of indoor scenes, SliceNet [19] proposed a novel network architecture that encodes the input panorama into feature vectors that each correspond to a vertical slice of the panorama. HoHoNet [31] leveraged a similar idea in their method that predicts room layouts, depths, and semantic labels simultaneously. Unifuse [11] iterates on the "two-branch" (one feeds the equirectangular projection and another feeds the cubemap projection of the input panorama) network design of BiFuse and proposed a simpler version. PanoDepth [14] uses stereo matching ideas to improve panoramic depth estimations. OmniFusion [13] is a panoramic method via aligning and blending tangent depth maps using transformers. A trend of network design in recent methods is to leverage perspective views sampled on panoramic images while using various strategies to eliminate the distortions and discontinuity artifacts caused in the process [26, 13, 25]. Finally, 360MonoDepth [23] proposed a novel derivative approach to generate high resolution panoramic depth maps by stitching perspective depth maps generated by external methods.

3. Method

We use notations as follows. We assume a 3D world space with right-hand rule in which the +z axis is the "straight-up" direction and the +x axis is chosen arbitrarily. A viewing direction is equivalent to a point on the unit sphere centered at the origin, which can be denoted by a spherical coordinate, \((\phi, \theta)\), in which \(0^\circ \leq \phi < 360^\circ\) is the azimuth angle from the +x axis on the x-y plane in counterclockwise order and \(0^\circ \leq \theta \leq 180^\circ\) is the zenith angle to the +z axis. An equirectangular projection maps a viewing direction to a 2D point trivially as \((\phi, \theta)\). The equirectangular domain denotes the rectangle \((0^\circ, 0^\circ), (360^\circ, 0^\circ), (360^\circ, 180^\circ), (0^\circ, 180^\circ)\) in the 2D plane. A perspective view is a perspective projection defined by a viewing direction and field-of-view angles in the horizontal and vertical directions \((FOV_x \text{ and } FOV_y \text{ angles in short})\) in which the camera is at the origin and +z axis is the "up" direction. An perspective-to-equirectangular (P2E) projection projects a perspective view to a region in the equirectangular domain. Note that the projected region would not be a rectangle anymore (see Figure 3). A summary of our method is given in Figure 2 and its description. We explain the key steps in the following sub-sections.

3.1. Equirectangular-to-Perspective Partitions

Our method produces depths for a rectangular subset of the equirectangular domain that spans azimuth from \(0^\circ\) to \(360^\circ\) and zenith from \(25^\circ\) to \(155^\circ\), where all panorama datasets have depth values. We denote this region as the "target domain". We partition the target domain into rectangular sub-regions along horizontal and vertical lines, and then use a perspective depth estimation method such as LeRes\$ [43] to estimate the depth values for each sub-region. We denote a rectangular region that covers azimuth from \(\phi_0^\circ\) to \(\phi_1^\circ\) and zenith from \(\theta_0^\circ\) to \(\theta_1^\circ\) as a "partition" \(P_{\phi_0, \theta_0, \phi_1, \theta_1}\). Recall that we assume all perspective views have the camera position at origin and the "up" direction at +z axis. Even so, there are still infinitely many ways to construct a perspective view that sufficiently covers a partition. Therefore, we describe an algorithm to find one such perspective view that would bound the region tightly as follows.

First we note that the shape of a perspective view’s P2E-projected domain is invariant to rotations along the z-axis, so we limit our analysis to the case of azimuth equals zero. Also, there are reflective symmetries vertically w.r.t. the equator so we need only to analysis the "tilted-up" cases (zenith not greater than \(90^\circ\)) and the corresponding tilted-down cases can be derived trivially. Now, as shown in Figure 3, we observe all possible cases of a perspective view’s P2E-projected domains and rectangles centered at the viewing direction (point \(M\) in the equirectangular domain) bounded within. These rectangles are the rectangular partitions that a perspective view may cover. We find that in the equirectangular domain, the upper edges of the P2E-projected domain are always closer or equal to the viewing direction \((M)\) than the lower edges along the y-axis. Therefore, we choose the rectangle with left and right edges horizontally aligned to the bottom two corners (same azimuths) of the P2E-projected domain that goes as up as possible until touching the upper edge.

The viewing direction \(M\)'s 3D coordinate is \((\cos(\Theta), 0, \sin(\Theta))\), \(\Theta\) is the vertical tilted-up angle
Figure 2. Overview of our method. (a) We first partition the panorama into several perspective views and feed each perspective image to a monocular depth estimation method such as LeReS [43]. Note that most panoramic RGB-D datasets don’t have depths in the top and bottom so our method skips those regions. (b) The predicted perspective depth maps are projected to the equirectangular domain and are stitched together to form a panoramic depth map. (c) For each projected perspective depth map, we solve a low-degree function in a least-squared sense that transforms the pixels in the perspective map to the corresponding pixels in a shared “reference” panoramic depth map, which is generated in real-time by a panorama-based method such as SliceNet [19] or UniFuse [11]. (d) We generate a panoramic Laplacian map of the registered depth maps. (e) Finally, we optimize for a new panoramic depth map that fits the Laplacians of the registered depth maps with a small regularization term using L2 distances to the reference panoramic depth map.

Figure 3. (a) to (d) show four cases of a perspective view with $\text{FOV}_x = 80^\circ$ and $\text{FOV}_y = 60^\circ$ in 3D space where in (a) the looking direction, $M$, ’s spherical coordinate is $(0, 90^\circ)$ (on the equator), in (b) it is $(0, 70^\circ)$ (slightly tilted up), in (c) it is $(0, 60^\circ)$ (tilted up and the bottom edge of the image plane lies on the x-y plane), and in (d) it is $(0, 50^\circ)$ (further tilted up). $c_0$ to $c_3$ denote the four corners of the image plane. $\text{Left}$ and $\text{Up}$ denote the two axes of the image plane in 3D.

From the equator. The two axis of the image plane in 3D are $\text{Left} = (0, 1, 0)$ and $\text{Up} = (-\sin(\Theta), 0, \cos(\Theta))$, respectively. To derive the lower-left corner ($c_0$)’s azimuth, we first find $c_0$’s 3D position as:

$$M + \tan(\text{FOV}_x/2) \cdot \text{Left} - \tan(\text{FOV}_y/2) \cdot \text{Up},$$

(1)

$\text{FOV}_x$ and $\text{FOV}_y$ are the field-of-view angles of the perspective view. $c_0$’s azimuth can then be computed and denoted as $c_0\phi$. Note that the 3D positions of the other three corners (denoted as $c_1$, $c_2$, and $c_3$, in counterclockwise order) can be derived similarly. We can now uniquely locate the point $c$ on the upper edge with azimuth equals to $c_0\phi$.

Finally, given a rectangular partition that the perspective view is designated to cover, we derive the corresponding $c_0\phi$ and $c_0\theta$. $c$’s 3D position is now fixed. We then solve $\text{FOV}_y$ such that the upper edge would intersect $c$. Next, we solve $\text{FOV}_x$ using the formula for $c_0\phi$’s azimuth.

For each perspective view of the panorama, the corresponding monocular depth map is computed by a perspective method such as LeReS. By default, we partition the target domains into 3 rows and 5 columns (15 total) of rectangular sub-regions. The rows are divided along zeniths $25^\circ$, $60^\circ$, $120^\circ$, and $155^\circ$. The columns are divided along azimuths $0^\circ$, $72^\circ$, $144^\circ$, $216^\circ$, and $288^\circ$. Comparisons of different ways to partition the target domain are in Section 4.3.

3.2. Perspective-to-Equirectangular Registration

As shown in Figure 2 (b), each partition of the target domain is filled with depth values from the corresponding P2E-projected perspective depth map, using looking directions and $\text{FOV}_x$ and $\text{FOV}_y$ chosen according to the algorithm described in Section 3.1. However, each filled partition tends to have different scales and shifts of values. With the common scale and shift being unknown, as has been shown in [23], aligning them using optimization could be an expensive process, especially for high-resolution images.

Instead, we propose the idea of using a “reference” panoramic depth map, in which the depth values are known to be consistent across the whole target domain, as the common target for the perspective depth maps to register to. The reference panoramic depth map can be generated by one of the existing panorama-based methods such as SliceNet, or
UniFuse. For each partition \( P_{\theta_0, \theta_1, \theta_2, \theta_3} \), the registration is summarized as solving a linear least-squares optimization problem as follows:

\[
\arg\min_{a,b,c,d} \sum_{i=0}^{N-1} (a(x_i)^3 + b(x_i)^2 + cx_i + x_i - X_i)^2
\]

(2)

where \( x_i \) and \( X_i \) denote the depth values of the \( i \)-th sampled pixel in the partition and the corresponding pixel in the reference panoramic depth map, respectively. \( N \) denotes the number of sampled pixels in the partition. We sample pixels at every 1 degree horizontally and vertically. Here, we show an algorithm design with a cubic function. We also experimented with other choices (e.g., quadratic and linear) and report the finding in Section 4.3. We use Google Ceres Solver [1] to solve the optimization problem. We then use the solved registration function to transform every pixel values in a partition (i.e. not just the sampled pixels).

### 3.3. Laplacian-based Poisson Blending

The aforementioned registration process aligned the scales and shifts of the depth values in every partition (e.g. comparing Figure 2 (b) and (c)) but does not completely remove the visible seams in between. To solve this issue, we blend the partitions using a Poisson-based approach. Similar to the traditional gradient-based Poisson blending algorithms (which was used in [23]), we opt for optimizing for a panoramic depth map that fits the Laplacians of the registered perspective maps directly.

We use the standard 3x3 discrete Laplacian operator (shown in Equation 4). For each partition, we also sample "padded" depth values outside its region in the equirectangular domain by slightly expanding the equirectangular regions of each partition and updating the FOV angles respectively. By default, we expand the region of each partition 5 pixels horizontally and 2 pixels vertically (for both 2K and 4K cases). This means that there would be small overlaps of Laplacian values between the partitions and we take the average of Laplacians at the overlapping pixels. This padding step serves the purpose of slightly smoothing out the Laplacians between adjacent partitions. The Laplacian-based blending is expressed as an optimization problem as follows:

\[
\arg\min_{x_{i,j}, 0 \leq i < W, 0 \leq j < H} \sum_{j=1}^{H-2} \sum_{i=1}^{W-2} ((L_{i,j} - L_{i,j})^2 + \gamma (x_{i,j} - X_{i,j})^2)
\]

subject to

\[
x_{i,j} \geq 0, \forall i, j
\]

(3)

where \( x_{i,j} \) is the depth value at pixel coordinate \((i, j)\) in the panoramic depth map to be solved. \( W \) and \( H \) are the width and height of the panoramic depth map. \( L_{i,j} \) is the Laplacian value at pixel \((i, j)\) computed by the standard 3x3 discrete Laplacian operator:

\[
L_{i,j} = 4x_{i,j} - x_{i-1,j} - x_{i+1,j} - x_{i,j-1} - x_{i,j+1},
\]

\[\forall 1 \leq i \leq W - 2, 1 \leq j \leq H - 2.
\]

(4)

and \( L_{i,j} \) are the "target" Laplacian values computed by the same formula in the registered depth values at each partitions (one example is shown in Figure 2 (d)). \( X_{i,j} \) is the depth value at pixel coordinate \((i, j)\) in the reference panoramic map. In short, the objective function has two terms - a Laplacian term and a regularization term using L2 distances to the reference panoramic depth map. We set \( \gamma \), the weight for the regularization term, to 1e-4.

The optimization problem is solved using the standard Jacobi iterative method with the depth values of the reference panoramic depth map as the initial guess. To speed up solving, we solve the problem in a multi-scale manner. That is, we first solve the problem in a reduced-resolution version of the image buffer, pass the solved values to a finer-resolution buffer, solve again, and so on until the problem is solved in the original resolution. For the 2048x1024 case, we solve in 3 levels (i.e. 512x256, 1024x512, and 2048x1024). The iterations for the finest level are chosen to be 50 as we observed that the problem usually converged (with residuals lower than 0.1% of initial values) during iteration 40 to 50. We then set iterations for the subsequent levels to be 100 and 200. For the 4096x2048 case, we solve in 4 levels (50, 100, 150, and 200 iterations).

### 4. Results and Analysis

We tested our method and [23] on a computer with Intel i7-10700 CPU, 32GB ram, and NVIDIA RTX 2070 GPU. We compare the timing statistics of our method versus [23] in Table 4. In summary, our method is 3.05 times faster (2048x1024 outputs), and 1.94 times faster (4096x2048 outputs), than [23]. We draw each perspective view in a 1024x989 resolution, which is enough to form 4K outputs when stitched. Same as in prior methods (including OmniDepth, BiFuse, SliceNet, and UniFuse), when comparing a computed depth map, \( \omega \), to a ground-truth depth map, \( \Omega \), a "median-scaling" step is first taken by multiplying every depth value in \( \omega \) by the median value of \( \Omega \) divided by the median value of \( \omega \). Note that for the Matterport dataset, depth values are reported in meters. We choose HoNet [31], SliceNet [19], and UniFuse [11], as the methods to generate the panoramic depth maps for our method.

#### 4.1. Quantitative Comparisons

In Table 4.1, we quantitatively compare our method versus recent panorama-based methods and [23] on the Matterport dataset testing split in 2K resolution outputs and the synthetic Replica360 dataset in 2K and 4K resolutions.
Table 1. Timing comparisons. We list the times (in seconds) for our perspective-view rendering and depth estimation (LeReS 15 times), panoramic depth estimation (UniFuse), registration step (cubic), and blending step. We solved for 100 panoramas and calculated the average. For [23], to reproduce similar results as shown in their paper, we set the options to: Poisson blending, 3 levels of disparity map alignments, and MiDaS V2. Note that [23] also has a one-time "pre-processing" step which took about 40 seconds.

Table 2. Quantitative statistics of ablation studies and alternative design choices. We show relative ratios w.r.t. the case of using UniFuse as the panorama-based method on Matterport 2K dataset. "Reg. only" means only performing the registration step. "Blend only" means only performing the blending step. "No padding" means skipping the padding in the blending step. "Avg. s/s" means simply registering each partition to the average scale and shift. "Smoothing" means replacing the blending step by smoothing depth values at partition boundaries. "4-fold" means taking a partition of 3 rows by 4 columns (horizontally divided along azimuths 0°, 90°, 180°, and 270°), and "3-fold" means taking a partition of 3 rows by 3 columns (along azimuths 0°, 120°, and 240°). "MiDaS" means using MiDaS for perspective depth estimations. "Linear" and "Quadratic" means using alternative degree registration functions.

| Method          | RMSE | MAE  | AbsRel | RMSE_{top} |
|-----------------|------|------|--------|------------|
| Reg. only       | +3.97% | +8.49% | +14.62% | +8.23%    |
| Blend only      | +9.32% | +12.23% | +26.69% | +56.13%    |
| No padding      | +0.02% | +0.00% | +0.01% | +0.13%    |
| Avg. s/s        | +6.79% | +11.26% | +24.18% | +47.20%    |
| Smoothing       | +6.36% | +9.92% | +17.49% | +28.01%    |
| 4-fold          | +0.36% | +0.70% | +1.51% | +1.47%    |
| 3-fold          | +0.05% | +0.41% | +0.08% | +0.35%    |
| MiDaS           | +0.26% | +1.06% | +1.75% | +2.89%    |
| Linear          | -0.52% | -0.77% | -1.53% | -1.60%    |
| Quadratic       | -0.51% | -0.75% | -0.88% | -0.77%    |

4.2. Qualitative Comparisons

We show qualitative comparisons in Figure 5 on the Matterport 2K and Replica360 2K and 4K datasets. We found UniFuse produced qualitatively best results among panorama-based methods. For stitching-based methods, we found [23] generates clearer images than UniFuse, while our method generated slightly clearer results than [23] with finer details in general. We found that in [23]’s results, the estimated depths can deviate from the ground truth when observed at larger scales. For example, observe the inconsistent depths of the two white walls (at roughly the same distances to the camera) of the Replica360 2K example in Figure 5. More examples are shown in the Supplementary Materials.

4.3. Analysis

See Table 4.1 and Figure 4 for supporting quantitative statistics and qualitative examples.

Ablation studies: Only performing the registration step led to blocks with visible seams (e.g. Figure 2 (c)). Similarly, only performing the blending step led to worse quantitative and qualitative results. Skipping the padding in the blending step may lead to glitches at the partition boundaries.

Figure 4. . Qualitative comparisons of ablation studies and alternative design choices. Only performing the blending step led to over-saturated results. Similarly, replacing the registration step with a trivial averaging of scales and shifts led to similar results. Skipping the padding may lead to glitches at partition boundaries. The "smoothing" result shows that a simple color smoothing cannot effectively remove the inconsistency between partitions.
and shift. Second, we tried blending the registered perspective depth maps by simply smoothing the depth values at partition boundaries. In both cases, the results become worse quantitatively and qualitatively.

**Alternative degree registration functions:** We tried linear and quadratic registration functions instead of cubic functions. We found that using simpler functions actually led to slightly better quantitative scores. We still opt for cubic functions because we think the additional degrees of freedom may be beneficial for coping with unseen cases.

**Switching to MiDaS:** To verify that the differences of performance between [23] and our method are not simply due to the different perspective methods that were used, we tried using MiDaS instead of LeReS to do the perspective depth estimations. We find the results to be slightly worse, but do not make up all the differences between the two methods.

**Different partitions:** We tried other ways to partition the target domain into perspective views. We find that sparser partitions (larger FOVs) led to slightly worse performance. This may be because perspective methods run on larger FOVs output less detailed estimations in general (see discussions in [17]). A benefit of using fewer partitions is shorter computation times of the perspective depth maps generation step (which is not the performance bottleneck).

**Limitations:** Our results may be negatively affected by major errors of the panoramic depth maps being used. For examples, for unseen cases such as outdoor scenes, some of the existing panorama-based methods may produce very low quality results and negatively affect our results (two such examples are OmniDepth [47] and BiFuse run on outdoor scenes, as shown in [23]'s website). Same as in [23], another limitation is the accuracy of the estimated perspective depth maps being used. In either cases, our method is poised to benefit from advances in both panoramic and perspective depth estimation methods.

### 5. Conclusion

We show that a bottleneck of stitching-based panoramic depth estimation methods, i.e., the global consistency problem, can be solved satisfactorily and very efficiently by

---

**Table 3.** Quantitative comparisons of our method (using HoHoNet, SliceNet, or UniFuse to generate the reference panoramic depth maps) versus previous panorama-based methods and the stitching-based method proposed in [23]. RMSE, MAE, AbsRel, and RMSE$\log_10$ measure the root mean squared error, mean absolute error, mean relative error, and RMSE in log-10 space (same as in UniFuse and BiFuse), of depth values. $\delta_1$, $\delta_2$, and $\delta_3$ measure the ratios of pixels with mutual relative errors below $1.25$, $1.25^2$, and $1.25^3$, respectively. Highlighting: best, second-best, third-best.
Figure 5. Qualitative comparisons of results generated by our method (using SliceNet or UniFuse to generate the reference panoramic depth maps), previous panorama-based methods, and the stitching-based method in [23] (360MonoDepth).

our registration-based approach. Accordingly, we propose a streamlined stitching pipeline that outperforms current state-of-the-arts method [23] quantitatively and qualitatively and is much faster. For future work, our main goal is speed improvement, either by developing GPU-based Laplacian solvers inspired by [10] to solve the blending step or alternatively, using style transfer-based approaches.
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