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Abstract: Intrusion detection systems plays a pivotal role in detecting malicious activities that denigrate the performance of the network. Mobile adhoc networks (MANETs) and wireless sensor networks (WSNs) are a form of wireless network that can transfer data without any need of infrastructure for their operation. A more novel paradigm of networking, namely Internet of Things (IoT) has emerged recently which can be considered as a superset to the afore mentioned paradigms. Their distributed nature and the limited resources available, present a considerable challenge for providing security to these networks. The need for an intrusion detection system (IDS) that can acclimate with such challenges is of extreme significance. Previously, we proposed a cross layer-based IDS with two layers of detection. It uses a heuristic approach which is based on the variability of the correctly classified instances (CCIs), which we refer to as the accumulated measure of fluctuation (AMoF). The current, proposed IDS is composed of two stages; stage one collects data through dedicated sniffers (DSs) and generates the CCI which is sent in a periodic fashion to the super node (SN), and in stage two the SN performs the linear regression process for the collected CCIs from different DSs in order to differentiate the benign from the malicious nodes. In this work, the detection characterization is presented for different extreme scenarios in the network, pertaining to the power level and node velocity for two different mobility models: Random way point (RWP), and Gauss Markov (GM). Malicious activity used in the work are the blackhole and the distributed denial of service (DDoS) attacks. Detection rates are in excess of 98% for high power/node velocity scenarios while they drop to around 90% for low power/node velocity scenarios.
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1. Introduction

Mobile adhoc networks (MANETs), wireless sensor networks (WSNs), and Internet of Things (IoT) are a class of networks that deploy low resources nodes and the nodes that require rapid deployment. The goal is to develop an intrusion detection system (IDS) capable of dealing with such constraints. These IoT devices not only help in transmitting and receiving data, but also connect various devices to the Internet. These devices can be mobile or stationary depending on the application they are supposed to be used for. MANETS and mobile WSNs are the type of IoT networks, we are attempting to secure in this work. Machine learning and artificial intelligence-based IDSs were studied extensively during the last decade. Various machine algorithms were explored such as: Neural networks [1] and its newer version, deep learning [2], support vector machines (SVM) [3], decision trees [4], k-NN clustering [5], and Naïve Bayes [6]. However, a study presented by [7] shows several advantages for using random forest when it comes to the complexity, accuracy, and memory usage. The rationale for
using random forest as a core algorithm in our previous cross layer-based IDS is its suitability for the resource restrictions inherent in the aforementioned networks [8].

Apart from machine learning there are other techniques which have been employed to build an intrusion detection system. A broader classification of these techniques, segregates IDSs as anomaly-based IDSs, signature based, and specification based IDSs. Markov models and hidden Markov models [9] have been the crux of the many IDSs that have proved efficient. Swarm intelligence [10] has also been used in order to try and decrease the training time of the IDS. A considerable number of hybrid schemes [11] are also employed, which proved more effective than the conventional models. In addition, there has been an alternate field of study [12], which take the human immune system (HIS) as an inspiration and derives an IDS for IoT networks. IDSs engineered [13,14] from HIS are commonly based on three different immune theories namely danger theory, negative selection, and clonal selection.

In this paper, a two-stage cross layer-based IDS is presented. Stage one is composed of five dedicated sniffers (DSs) which collect data from MAC and network layer. It is then fed to a random forest classifier, mounted on each DS, which generates a quantity known as correctly classified instances (CCIs). These CCIs are fed to a super node (SN) which is stage two. It performs a sliding window algorithm on all the CCIs collected from different DSs. This process calculates a parameter which we call the accumulated measure of fluctuation (AMoF). In addition, the SN performs an iterative linear regression process on the AMoF points. A detection threshold is chosen to separate the boundaries between the malicious and normal nodes. A key idea used in the proposed IDS, is that the variability of CCIs in the smaller size population, which represents the number of malicious nodes in the network is smaller than the variance of the larger size population, which represents the number of normal nodes in the network.

In this paper, we expand the previous work [8,15] and test the proposed architecture under a wide range of malicious activities such as blackhole and DDoS (flooding attack) and under other scenarios, such as mobility models. The proposed scheme is tested under two different mobility models; random way point (RWP) and Gauss Markov models (GM). The latter is used to add a more realistic mobility model which consists of a temporal correlation for nodes position based on certain parameters in this model.

This paper is divided into the following sections: Section 2 presents a brief survey of the related work. The system architecture of a multilevel detection approach utilizing random forest and linear regression is described in Section 3, while Section 4 presents a brief introduction about the blackhole attack and flooding attacks adopted in this paper. In Section 5, the experimental setup is explained in detail. Results and discussion are provided in Section 6. Finally, Section 7 concludes this paper.

2. Related Work

In this section, a simple survey for major machine learning techniques used in IDS for MANETS, WSN, and IoT is presented. The main material is taken from A. Amouri dissertation [16].

Deng et al. [17] proposed an IDS based on SVM classification algorithm for two types of IDS architecture, distributed and hierarchal. Detection rates well above 90% were achieved by using biasing in the feature selection.

An ensemble-based IDS for MANETs was proposed by Cabrera [18,19], where a three-level hierarchical system for data collection, processing, and transmission was described. The anomaly index at each level is calculated and the final decision is performed at the highest hierarchy. The authors used the receiver operating characteristic (ROC) curve and the corresponding area under curve (AUC) to characterize the performance of their proposed scheme. A C4.5 decision tree in conjunction with the CFA algorithm was used for detection purposes.

A dynamic learning method to detect blackhole attacks on AODV-based MANETs is proposed by Kurosawa et al. [20]. A dynamic training method in which the training data is updated at regular time intervals serves as the main concept for detecting malicious activity in the network. A simple
clustering algorithm is used to identify the malicious nodes. Detection rates versus node mobility are used for performance characterization, ranging from 70% to 84% for node mobility between 0 and 20 m/s.

In the proposed scheme by Bose et al. [21], a Bayesian classification algorithm, Markov chain construction algorithm and association rule mining algorithm for anomaly detection in MAC, routing and application layer, respectively for effective intrusion detection has been deployed. Detection rates of 94.33% and 0.8% false positive rate (FPR) were achieved at the global integration module.

An IDS based on neural networks and watermarking techniques was presented by Mitrokotsa and Komninos [22]. Detection rates around 90% with high false alarms (more than 20%) are reported. The detection rates were shown to be higher for longer periods of pause times.

Mitrokotsa et al. [23] analyzed the performance of well-known five supervised classification algorithms (the Naïve Bayes model, the linear model, the Gaussian mixture model, multilayer perceptron, and (SVM) model) used as a detection technique in detection engines for MANETs. Their results showed that the Naïve Bayes classifier has the poorest performance while the best performance is achieved with the multilayer perceptron classifier.

Azmoodeh and Choo [24], used the deep eigenspace learning for malware detection in “Internet Of (Battlefield) Things Devices”. The accuracy, precision, recall, and F-measure are: 99.68%, 98.59%, 98.37%, and 98.48%, respectively.

Doshi et al. [25] tested five machine learning algorithms to distinguish normal IoT packets from DoS attack packets. The algorithms are: (1) K-nearest neighbors “KDTree” algorithm; (2) support vector machine with linear kernel (LSVM); (3) decision tree using Gini impurity scores; (4) random forest using Gini impurity scores; (5) neural network. The random forest showed the best results among the tested classifiers for the precision, recall, F1, and accuracy tests.

Thamilarasu and Chawla [26] proposed a deep learning-based IDS for IoT, the following attacks were investigated: Blackhole attack, opportunistic attack, DDoS attack, Sinkhole attack, Wormhole attack, the TPR are 96.4%, 98%, 98.7%, 99%, 98%, respectively.

3. System Architecture

In this section, the system architecture for the cross-layered IDS is presented. The IDS is composed of two stages of detection as shown in Figure 1. At stage one, the dedicated sniffers (DSs) collect data, which is a packet count from both MAC and network layers as shown in Table 1. These are first-hand features collected through promiscuous mode which reduces the misleading data collected by direct reporting from the nodes themselves [27]. We use five DSs in this paper and they monitor an area of 1000 m².
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Figure 1. A two stage cross layer IDS.

Every DS generates a CCI per reporting time (Tr). There are N instances of Tr as shown in Figure 1. Once two CCI samples are collected by the SN at stage two from each DS, an iterative process using linear regression which calculates the slope ($\beta_1$) and the threshold ($\delta$) is performed as shown in Algorithm 1.
Linear regression explains the dependency between the dependent variable X and independent variable Y as [28],

\[ Y_i = \beta_0 + \beta_1 X_i + \epsilon_i \]  

where \( \beta_0 \) and \( \beta_1 \) are the model parameters. The errors \( \epsilon_i \) are assumed to be independent \( \mathcal{N}(0, \sigma^2) \). The confidence interval for \( \beta_1 \) is given as

\[ b_1 \pm \frac{t(n - 2, 1 - \frac{\alpha}{2}) s}{\left( \sum (x_i - \bar{x})^2 \right)^{1/2}} \]  

where \( t(n - 2, 1 - \frac{\alpha}{2}) \) is the \( 100(1 - \frac{\alpha}{2}) \) percentage point of a t-distribution with \( (n - 2) \) degrees of freedom and the residual sum of squares \( s^2 \). Equations (1) and (2), are used in Algorithm 1 to calculate the iterative fitted slope and the confidence interval based on the CCIs points collected from different DS regarding any node under test (NUT). A more detailed explanation about how the confidence interval is used in the detection characterization is presented in the Results Section 6.

It is important to mention that the values of the CCIs at the first stage does not yield information regarding the state of the tested nodes whether it is malicious or benign. It is the variability of the CCIs collected at the SN based on the sliding window-based algorithm as shown in Algorithm 1, that make the distinction between the state of two nodes feasible.

---

**Algorithm 1** Calculating the AMoF, fitted slope, confidence intervals, and detection threshold

1: \textbf{Input:} \( \text{CCI}^{(DS_m)}_1, \ldots, \ldots, \text{CCI}^{(DS_m)}_N, \forall m \in n \)
2: \textbf{Output:} AMoF, fitted slope (\( \beta \)), detection threshold (\( \delta \))
3: At the super node
4: \forall \text{ node } \in \text{NUT} \text{ where the number of elements in NUT } = l
5: Receive \( \text{CCI}^{(S_n)}_1, \ldots, \ldots, \text{CCI}^{(S_n)}_N \) \( \forall \text{CCI}^{(NUT)} \) is \( N \times n \)
6: Initialize \( \text{Temp}^{(S)}_1, \text{Norm}_\text{Temp}^{(S)}_1, \text{AMoF}^{(S)}_1 \)
7: \textbf{For} \( i = 1 \) to \( N \) \textbf{do}
8: \textbf{For} \( j = 1 \) to \( n \) \textbf{do}
9: \( \text{TEMP}^{(S)}_i \leftarrow |\text{CCI}^{(S_n)}_i - \text{CCI}^{(S_n)}_i| + \text{TEMP}^{(S)}_{i-1} \)
10: \( \text{Norm}_\text{TEMP}^{(S)}_i \leftarrow \text{TEMP}^{(S)}_i / 100 \)
11: \textbf{End for}
12: \( \text{AMoF}^{(S)}_i \leftarrow \text{Norm}_\text{TEMP}^{(S)}_i / n + \text{AMoF}^{(S)}_i \)
13: \textbf{End for}
14: Receive AMoF\((NUT)_1, \ldots, \text{AMoF}^{(NUT)}_{N-1} \) \( \forall \text{AMoF}^{(NUT)} \) is \( l \times (N - 1) \)
15: \textbf{For} \( k = 1 \) to \( N - 1 \) \textbf{do}
16: \textbf{For} \( j = 1 \) to \( l \) \textbf{do}
17: If \( k \geq 2 \) then
18: Find \( \beta_k \) by solving (1)
19: Find \( C_k \) by solving (2)
20: Find time varying threshold \( \delta_k \leftarrow \left( \frac{\max(C_k) - \min(C_k)}{2} \right) + \min(C_k) \)
21: @\( k = 3 \)
22: \( \delta \leftarrow \delta_k \)
23: If \( \delta_k > \delta \)
24: Node is normal
25: Else
26: Node is malicious
27: \textbf{End for}
28: \textbf{End for}
4. Blackhole and DDoS Attack

In this section two types of malicious activities deployed in the experiments are described; blackhole attack and DDoS (flooding).

(a) Blackhole attack

The blackhole attack adopted in this work is based on [29], where a malicious node forges a fake route reply (RREP) that contains misleading information about its sequence number, the smaller the sequence number the fresher is the path, promoting him as the node having the shortest path to the destination node.

(b) DDoS (flooding)

It is a denial of service (DoS) based malicious activity which causes a disruption during the functioning of the network, by flooding the network with redundant data. In this paper, the route request (RREQ) flooding attack is used to simulate flooding activity [30]. DDoS is achieved by sending a large volume of traffic through the network which might lead to exhausting the network resources, overall bandwidth, and individual node resources.

5. Experimental Setup

Two extreme scenarios were tested based on node velocity and power level. Those scenarios are abbreviated as: NS1P3 and NS15P7 which refers to node velocity 1 m/s with power level of 3 dBm, and node velocity 15 m/s with power level of 7 dBm, respectively. The reason was to test the performance of the IDS under extreme connectivity levels. The connectivity is the lowest at NS1P3 and highest at NS15P7 [31].

The initial set of features used in the experiment are shown in Table 1. Those 12 features are collected from both MAC and network layer. A correlation-based attribute evaluator [32], is used to pick the most significant features based on their weight. The highest six frequent features that appeared in both NS1P3 and NS15P7 scenarios collected over the $T_r$, are shown in Figure 2. It is important to mention that those features are not optimum for the detection process, it presents some degree of redundancy which acts as noise. This is meant to test the IDS under suboptimal situations.

The data sets were generated by simulating a network with 30 nodes over an area of 1000 m$^2$ over 2000 s period. The network profile when no malicious activity is generated over 20 different seeds. The same procedure is applied when generating the malicious activity for blackhole attack and the flooding attack with designating three malicious nodes in each case. The flooding attack is based on RREQ. Two different mobility models are adopted in this paper, the RWP which is the benchmark for all mobility models and the GM which offers temporal correlation for the node’s velocity. A memory value ($\alpha$) is chosen equal to 0.5. It is a midpoint between a memoryless state where node’s velocity at each time slot has no correlation (such as the RWP), and strong memory case where node’s velocity at time slot is exactly as the pervious velocity [33].

The basic set of features used in the detection process are shown in Table 1 which will be reduced as mentioned before to six features for each type of attack. For the blackhole attack, the most frequent features obtained using the correlation-based attribute evaluator are: Route error transmitted (RERR$^T$), route error received (RERR$^R$), request-to-send transmitted (RTS$^T$), request-to-send received (RTS$^R$), PAYLOAD$^T$, RREP$^R$ as shown in Figure 2a. The most frequent features in the case of flooding attack are: RTS$^T$, RTS$^R$, RREQ$^T$, RERR$^R$, RREQ$^R$, RERR$^T$ as shown in Figure 2b.

The power levels, the node’s mobility, and other simulation parameters are listed in Table 2. Notice that the total reporting points in the experiment are: Simulation time/$T_r = 2000/25$ s = 80.
6. Results and Discussion

In this section, the results are presented for extreme node velocities 1 and 15 m/s, and for the extreme power level 3 and 7 dBm. This represents in abbreviated form NS1P3 and NS15P7. Both scenarios are tested under blackhole (BH) and flooding (FL) attacks with both mobility models RWP, GM. Reporting time \((Tr)\) is 25 s and sampling time \((Ts)\) is 5 s. The detection parameters are true positive rate \((TPR)\) also called recall, true negative rate \((TNR)\), false positive rate \((FPR)\), and false negative rate \((FNR)\), precision, and \(F_1\) score are shown in Equations (3)–(8). A detailed explanation for the detection performance using these equations and Algorithm 1, will be presented in the discussion section.

\[
TPR = \frac{TP}{TP + FN} \tag{3}
\]

\[
TNR = \frac{TN}{TN + FP} \tag{4}
\]

\[
FPR = \frac{FP}{FP + TN} \tag{5}
\]
Based on [34], the TP, FN, FP, and TN are defined as:

**True positive (TP):** Represents the number of malicious nodes that have been correctly classified as malicious.

**False negative (FN):** Represents the number of malicious nodes that have been misclassified as benign nodes.

**False positive (FP):** Represents the number of benign nodes that have been misclassified as malicious.

**True negative (TN):** Represents the number of benign nodes that have been correctly classified as benign.

An example showing how the results were obtained based on Equations (3)–(8) and Algorithm 1 is shown below. Every fitted slope point has a lower bound (LB) and upper bound (UB), malicious nodes reside in the region below the threshold whereas the benign nodes reside in the region above the threshold. The errors arise from the fact that malicious nodes UBs pass the threshold towards the benign nodes region, and the benign nodes LBs pass the threshold towards the malicious nodes region.

(1) \( TP = \text{sum (UB} (19) < \text{threshold)} + \text{sum (LB} (21) < \text{threshold);} \)

It counts the points related to the malicious nodes (19 and 21) which their upper bound points are less than the threshold. Since the malicious nodes have smaller slopes than the benign nodes.

(2) \( FP = \text{sum (LB} (13) < \text{threshold)} + \text{sum (LB} (23) < \text{threshold);} \)

It counts the points related to the benign nodes (13 and 23) which their lower bound points are less than the threshold.

(3) \( TN = \text{sum (LB} (13) > \text{threshold)} + \text{sum (LB} (23) > \text{threshold);} \)

It counts the points related to the benign nodes (13 and 23) which their lower bound points exceed the threshold.

(4) \( FN = \text{sum (UB} (19) > \text{threshold)} + \text{sum (UB} (21) > \text{threshold);} \)

It counts the points related to the malicious nodes (19 and 21) which their upper bound points exceed the threshold.

The performance of the IDS which is characterized by the: TPR, FPR, TNR, FNR, and the \( F_1 \) score is presented in Tables 3–10.

It is noticed that the IDS can identify the malicious nodes with a near perfect detection of different scenarios with TPR = 1 always, which show robustness in identifying malicious nodes with different deployment scenarios (power levels and node mobility). The main difference in the performance of the IDS showed up when identifying benign nodes as malicious nodes with FPR varies from 1.28% to 4.49% in the NS15P7 scenario, Figures 3–6 and its corresponding tables, for RWP mobility and flooding attack in the first case and GM mobility and blackhole attack in the second case. This can be due to the nature of the blackhole attack, being more deceptive than the flooding attack since it does not just drop packets but tricks the designated traffic from source to destination to be forwarded through the malicious node. Moreover, the connectivity with RWP is better than GM which helps the data acquisition process that is needed to build the models for detection.

The second set of results are shown in Figures 7–10 and its corresponding tables. These results are related to the NS1P3 scenario. A deterioration in the FNRs is noticed, nearly three times as it results in NS15P7. FNR varies between 10–12%, it is related directly to the IDS capability of collecting enough packets at such low connectivity, leading to larger errors when compared to the NS15P7 scenario.
The F1 score obtained for all the tested scenarios is above 90%. A highest F1 score of 99.36% is obtained for the NS15P7 scenario under the DDoS attack with the RWP mobility. The lowest F1 score of 93.94% is obtained for the NS1P3 scenario under the blackhole attack with GM mobility.

It is important to mention that choosing the location of the threshold, which is at the third iteration, has a significant effect on the results especially when dealing with the NS1P3 scenario. Notice the fluctuating nature of the fitted slopes figures, which makes choosing a proper location for the detection threshold, a hard task compared to the NS15P7 scenario.

Figure 3. The AMoF and the fitted slope for different nodes for scenario NS15P7: (a) The AMoF for different NUT; (b) the fitted slope for NS15P7_FL_RWP 25/5.

Table 3. Performance characterization for NS15P7_FL_RWP 25/5.

| TPR   | FPR   | TNR   | FNR   | F1    |
|-------|-------|-------|-------|-------|
| 1     | 0.0128| 0.9872| 0     | 0.9936|

Figure 4. The AMoF and the fitted slope for different nodes for scenario NS15P7: (a) The AMoF for different NUT; (b) the fitted slope for NS15P7_BH_RWP 25/5.
Table 4. Performance characterization for NS15P7_BH_RWP 25/5.

| TPR | FPR  | TNR | FNR  | F1   |
|-----|------|-----|------|------|
| 1   | 0.0192 | 0.9808 | 0    | 0.9905 |

Figure 4. The AMoF and the fitted slope for different nodes for scenario NS15P7: (a) The AMoF for different NUT; (b) the fitted slope for NS15P7_BH_RWP 25/5.

Table 5. Performance characterization for NS15P7_FL_GM 25/5.

| TPR | FPR  | TNR | FNR  | F1   |
|-----|------|-----|------|------|
| 1   | 0.0321 | 0.9679 | 0    | 0.9842 |

Figure 5. The AMoF and the fitted slope for different nodes for scenario NS15P7: (a) The AMoF for different NUT; (b) the fitted slope for NS15P7_FL_GM 25/5.

Table 6. Performance characterization for NS15P7_BH_GM 25/5.

| TPR | FPR  | TNR | FNR  | F1   |
|-----|------|-----|------|------|
| 1   | 0.0449 | 0.9551 | 0    | 0.9781 |

Figure 6. The AMoF and the fitted slope for different nodes for scenario NS15P7: (a) The AMoF for different NUT; (b) the fitted slope for NS15P7_BH_GM 25/5.
Figure 7. The AMoF and the fitted slope for different nodes for scenario NS1P3: (a) The AMoF for different NUT; (b) the fitted slope for NS1P3_FL_RWP 25/5.

(a) (b)

Table 7. Performance characterization for NS1P3_FL_RWP 25/5.

| TPR  | FPR  | TNR  | FNR  | F1   |
|------|------|------|------|------|
| 0.9936 | 0.1026 | 0.8974 | 0.0064 | 0.9483 |

Figure 8. The AMoF and the fitted slope for different nodes for scenario NS1P3: (a) The AMoF for different NUT; (b) the fitted slope for NS1P3_BH_RWP 25/5.

(a) (b)

Table 8. Performance characterization for NS1P3_BH_RWP 25/5.

| TPR  | FPR  | TNR  | FNR  | F1   |
|------|------|------|------|------|
| 1    | 0.1218 | 0.8782 | 0    | 0.9426 |
7. Conclusions

An extended study based on previous work for a multistage cross layer-based IDS is presented. A robust IDS is presented and tested under extreme deployment scenarios (power levels and node’s velocity). Detection rates (TPR) were near perfect in most of the scenarios presented. F1 score varied...
velocity). Detection rates (TPR) were near perfect in most of the scenarios presented. $F_1$ score varied between 93% and 99.36%. However, the limitation to this IDS is the false positive (FPR), which varied between 1.3% and 12% across various scenarios. The detection process is affected at the early stages of the fitted slope calculation. This is mainly due to the lack of packet counts that is related to the features used in the detection process. This problem mostly appears in the lower connectivity scenario, the NS1P3. A possible solution can be based on filtering these early stages of the fitted AMoF points.

Using a more complicated technique, based on the adaptive feature selection process at each reporting time, is another way to improve the performance and provide better differentiation between benign and malicious nodes during the early stages of the fitted slope process.
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**Appendix A**

In this appendix, a list of terms mentioned in this work are listed in Table A1.

| Term | Meaning |
|------|---------|
| NS1P3 | Node velocity 1 m/s, power level 3 dBm |
| NS15P7 | Node velocity 15 m/s, power level 7 dBm |
| GM | Gauss Markov mobility model |
| SN | Super node |
| DS | Dedicated sniffer |
| RWP | Random way point mobility model |
| BH | Blackhole attack |
| FL | Flooding attack |
| $Tr$ | Reporting time |
| $Ts$ | Sampling time |
| FS | Fitted slope |
| UB | Upper bound |
| LB | Lower bound |
| TPR | True positive rate |
| FPR | False positive rate |
| TNR | True negative rate |
| FNR | False negative rate |
| RTS | Request-to-send |
| CTS | Clear-to-send |
| ACK | Acknowledgement |
| RREQ | Route request |
| RREP | Route reply |
Table A1. Cont.

| Term                        | Meaning                                                                                                                                 |
|-----------------------------|----------------------------------------------------------------------------------------------------------------------------------------|
| RERR                        | Route error                                                                                                                                 |
| NS15P7_FL_RWP 25/5          | Scenario with corresponding node velocity of 15 m/s, power level of 7 dBm, attack type flooding, mobility model RWP, and reporting/sampling time of 25/5 s. |
| NS15P7_BH_RWP 25/5          | Scenario with corresponding node velocity of 15 m/s, power level of 7 dBm, attack type blackhole, mobility model RWP, and reporting/sampling time of 25/5 s. |
| NS15P7_FL_GM 25/5           | Scenario with corresponding node velocity of 15 m/s, power level of 7 dBm, attack type flooding, mobility model GM, and reporting/sampling time of 25/5 s. |
| NS15P7_BH_GM 25/5           | Scenario with corresponding node velocity of 15 m/s, power level of 7 dBm, attack type blackhole, mobility model GM, and reporting/sampling time of 25/5 s. |
| NS1P3_FL_RWP 25/5           | Scenario with corresponding node velocity of 1 m/s, power level of 3 dBm, attack type flooding, mobility model RWP, and reporting/sampling time of 25/5 s. |
| NS1P3_BH_RWP 25/5           | Scenario with corresponding node velocity of 15 m/s, power level of 7 dBm, attack type blackhole, mobility model RWP, and reporting/sampling time of 25/5 s. |
| NS1P3_FL_GM 25/5            | Scenario with corresponding node velocity of 15 m/s, power level of 7 dBm, attack type flooding, mobility model GM, and reporting/sampling time of 25/5 s. |
| NS1P3_BH_GM 25/5            | Scenario with corresponding node velocity of 15 m/s, power level of 7 dBm, attack type blackhole, mobility model RWP, and reporting/sampling time of 25/5 s. |
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