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ABSTRACT
Knowledge about the magnetic fields in supernova remnants (SNRs) is of paramount importance for constraining Galactic cosmic ray acceleration models. It could also indirectly provide information on the interstellar magnetic fields. In this paper, we predict the Faraday dispersion functions (FDFs) of SNRs for the first time. For this study, we use the results of three dimensional (3D) ideal magnetohydrodynamic (MHD) simulations of SNRs expanding into a weak, regular magnetic field. We present the intrinsic FDFs of the shocked region of SNRs for different viewing angles. We find that the FDFs are generally Faraday complex, which implies that conventional rotation measure study is not sufficient to obtain the information on the magnetic fields in the shocked region and Faraday tomography is necessary. We also show that the FDF allows to derive the physical-depth distribution of polarization intensity when the line of sight is parallel to the initial magnetic field orientation. Furthermore, we demonstrate that the location of contact discontinuity can be identified from the radial profile of the width of the FDF with the accuracy of 0.1-0.2 pc.
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1 INTRODUCTION
Diffusive shock acceleration (DSA; see e.g., Blandford & Eichler 1987, for a review) is broadly accepted as the main acceleration process of cosmic-rays in supernova remnants (SNRs) and the intra-cluster medium (ICM). The detailed physics and efficiency of this acceleration mechanism is, however, a longstanding question.

In the DSA theory, particle acceleration takes place around shock structures such as forward shocks (FS), and reverse shocks (RS). Decourchelle et al. (2000) found that efficient particle acceleration at the FS (RS) shrinks the gap between the contact discontinuity (CD) and the FS (RS) due to a higher compressibility of the plasma than in the adiabatic case. X-ray observations have reported such shrinking of the gap between the FS and the CD in SN 1006 (Cassam-Chenaï et al. 2008) and Tycho’s SNR (Warren et al. 2005). Here, Cassam-Chenaï et al. (2008) determined the location of the CD from the low-energy X-ray band (0.5 - 0.8 keV), assuming that the oxygen emission seen in the band mostly comes from the shocked ejecta. But an alternative possibility is that the emission is associated with the shocked ambient medium (Yamaguchi et al. 2008). Therefore, a reliable way to identify the location of shock structures has also important implications for the question of the particle acceleration.

The structure of the magnetic field around the shock plays an essential role in DSA efficiency. The standard scenario assumes indeed that particles are repeatedly scattered by magnetic fluctuations back and forth across the shock, with energy gain at each crossing. It is also useful to understand the origin and evolution of magnetic fields there (Reynolds et al. 2012). The connections between the magnetic fields of SNRs and that of the ambient interstellar medium (ISM) have been studied by means of observations (e.g. Purcell et al. 2015; Sun et al. 2015) and numerical simulations (e.g. Petruk et al. 2009; Schneiter et al. 2010; Bocchino et al. 2011; Schneiter et al. 2015; West et al. 2016, 2017a,b; Winner et al. 2020). Such a connection implies a potential correlation between the magnetic fields of SNRs and the global magnetic field of the Milky Way. Hence, the detailed study of the SNR magnetic fields is essential not only to understand the SNR itself but also to figure out effects of the ambient environment on the SNR.

Radio spectro-polarimetric observation of synchrotron radiation is a unique probe of the strength and orientation of SNR magnetic fields (see e.g., Dubner & Giacani 2015, for a review). Such observations provide information about the Faraday rotation: the plane of the linear polarization rotates in proportion to the squared wavelength ($\lambda^2$) and the Faraday rotation measure (RM) such that

$$\Delta \chi = \chi - \chi_0 = \text{RM} \lambda^2,$$

where $\chi$ and $\chi_0$ are the observed and intrinsic polarization angles, respectively. The RM, which is estimated by the linear fitting of $\chi$
The FDF indicates the synchrotron polarization intensity as a function of the magnetic field of a progenitor wind. Ng et al. (2012) concluded that the uncertainty in applying the Faraday tomography technique to SNR observations. The technique enables us to estimate the Faraday dispersion function (Brentjens & de Bruyn 2005; Heald 2009; Akahori et al. 2018). MeerKAT, MWA and HERA, will certainly revolutionize cosmic magnetism science through the Faraday tomography technique (Brentjens & de Bruyn 2005; Heald 2009; Akahori et al. 2018). This technique enables us to estimate the Faraday dispersion function (FDF, or the Faraday spectrum), $F(\phi)$, from the polarization spectrum, $P(\lambda^2)$, by the following equation,

$$P(\lambda^2) = \int_{-\infty}^{+\infty} F(\phi) e^{2i\phi\lambda^2} d\phi. \tag{3}$$

Here, $\phi$ is called the Faraday depth, it is equivalent to the RM when $F(\phi)$ is expressed as a single delta function (Sokoloff et al. 1998), and is defined as

$$\phi(r) = 0.812 \int_r^\infty n_e(r')B_\parallel(r')dr' \text{[rad m}^{-2}] \tag{4}$$

The FDF indicates the synchrotron polarization intensity as a function of $\phi$. Since broad-band data is crucial to obtain high-quality FDF, observations of new generation radio telescopes mentioned above are essential for this technique. There have been few works applying the Faraday tomography technique to SNR observations. Ng et al. (2012) concluded that the uncertainty in $\phi$ space was too large to be useful for studying SNRs in detail from a single LOS, while Harvey-Smith et al. (2010) made a Faraday depth cube by applying the technique to many LOSs. It provides the overall RM feature such as anti-symmetric pattern in the SNR G296.5+10.0, possibly shaped by the magnetic field of a progenitor wind.

The traditional RM study using Eq. 1 is valid only for Faraday simple situation where there is a single Faraday-thin component with a non-emitting foreground. On the other hand, the Faraday tomography technique is applicable even when the Faraday structure is complex which generally provides a non-linear relation between $\chi$ and $\lambda^2$. Moreover, the technique provides the LOS distribution of polarized sources which allows to study e.g. the polarization structure of spatially unresolved active galactic nuclei observations (O’Sullivan et al. 2012) and the strength and scale of the turbulent magnetic field in the interstellar medium (Ideguchi et al. 2017). Although the near future broader-band data would provide higher resolution in $\phi$ space and thus the detailed Faraday structures of SNRs, we have yet to understand how to extract physical information from them. Thus, it is necessary to predict the shape of the SNR FDFs and to interpret them.

In this paper, we calculate the FDFs of LOSs going through the shocked regions of SNRs for the first time using the results of 3D ideal MHD simulations. The aim of this paper is to investigate the physical information imprinted in the FDF. For this purpose, in this trial work, we make several simple assumptions. First, we consider a simple model in which the SNR expands into an ambient ISM of constant density and regular magnetic field, and the turbulent fields in the ambient ISM is not incorporated. We note that such turbulent fields can play an important role for the evolution of radio SNRs: they are strongly amplified from the initial turbulent fields and give rise to efficient acceleration of cosmic rays (Inoue et al. 2009, 2012, 2013; Caprioli & Spitkovsky 2014a,b; del Valle et al. 2016; Xu & Lazarian 2017; Winner et al. 2020). We also ignore the upstream field amplification caused by the cosmic-ray streaming instability (Bell 2004). Such strong magnetic fields that have been produced in the upstream region may be efficiently damped in the downstream region (Pohl et al. 2005). Since we only discuss the downstream region, this amplification may not affect the results of this paper, while a strong shock may induce strong turbulence in the downstream region even if the external field in the ISM is regular (Pais et al. 2020). We also note that the alternative mechanism of the turbulent dynamo can increase the downstream magnetic field (Giacalone & Jokipii 2007; Ji et al. 2016). Such processes are not considered in this work to keep the interpretation of the results simple. Hence, our model is similar to previous analytical works such as Kothes & Brown (2009) and West et al. (2016) and thus, it may be applicable to, e.g. the clearly-defined shell-type SNRs listed in West et al. (2016). On the other hand, our work relies on an MHD simulation which solves the expansion phase self-consistently and includes other effects at play in realistic settings such as the Rayleigh-Taylor instability and the associated magnetic field amplification (see Section 2.1).

In the simulation we use, the explosion occurs within a weak, regular magnetic field and the synchrotron emission from the SNR has therefore a nontrivial radial profile. Thus, the global shape of the SNR depends on the viewing angle. Such dependency of the different aspect angles was studied using a simplified analytic model by Kothes & Brown (2009) (see also Appendix A). The dependency of the aspect angles would also be useful to estimate the orientation of the global field of the Milky Way around target SNRs (See also West et al. 2016).

The plan of our paper is as follows. In Section 2, we describe the SNR simulation and the way to calculate its FDF. The results are shown in Section 3. We demonstrate how we can identify the contact discontinuity from the FDF in Section 4, and the discussion follows in Section 5. We conclude in Section 6.
2 MODEL AND CALCULATION

2.1 Supernova Remnant Simulation

In this paper we use the result of an ideal 3D MHD simulation. The simulation employs a second-order Godunov-type scheme with approximate Riemann solver developed by Sano et al. (1999). The divergence free ($\nabla \cdot B = 0$) condition is ensured through the use of the constrained transport technique. Thus, we do not have to pay attention to the artificial effect of $\nabla \cdot B = 0$ violation. A cubic numerical domain of the side length $10 \text{ pc}$ is resolved with $512^3$ cells (resolution $\approx 0.02 \text{ pc}^3$) which is filled by a uniform fully ionized plasma with number density $n = 0.5 \text{ cm}^{-3}$ and temperature $T = 8,000 \text{ K}$. We assume a mean mass of gas particles $m = 1.27 \text{ m}_{\text{proton}}$ (9% of the gas is helium) and an adiabatic index of $\gamma = 5/3$. To mimic supernova explosion, we initially set a uniformly expanding ejecta of radius $R_{\text{ej}} = 1.5 \text{ pc}$ at the center of the numerical domain. The total kinetic energy of the ejecta is set to $10^{51} \text{ ergs}$, the mass to $3.0 \text{ M}_{\odot}$ and the thermal energy to be 5% of the kinetic energy. As seed fluctuations to the Rayleigh-Taylor instability, we put density fluctuations to the ejecta with the standard deviation of 57% to the mean ejecta density. The scales of the fluctuations are in the range of $R_{\text{ej}}^{-1} \leq |k|/2\pi \leq 4R_{\text{ej}}^{-1}$. The initial magnetic field is regular and along the $y$-direction with a magnitude of $3 \mu \text{G}$. We use the simulation of a young SNR at $t = 800$ years after the explosion.

The top panel of Figure 1 shows the two-dimensional distribution of the number density, $n_e$. A rim region of the cross section sliced at the center of the SNR sphere is shown. We can see the turbulent pattern at the rim, the consequence of the Rayleigh-Taylor instability, induced by the interaction of the compressed, dense ejecta and the light ambient ISM. The one-dimensional radial profile of $n_e$ around the rim is shown in the bottom panel of Figure 1. The shocked region can be clearly seen in the plot. We put labels at the locations of six characteristic structures for the later analysis: (i) inner region (IR), (ii) reverse shock (RS), (iii) shocked ejecta (SE), (iv) contact discontinuity (CD), (v) shocked ISM (SM) and (vi) forward shock (FS). We note that a single LOS can pass through more than one bubble of the turbulent pattern due to the Rayleigh-Taylor instability, and/or the two (near and far) shocked regions.

Figure 2 is the slice maps of $n_e$ (top) and the magnetic field strength $|B| = \sqrt{B_x^2 + B_y^2 + B_z^2}$ (bottom) passing through the center of the numerical domain and the first quadrant planes perpendicular to the $x$, $y$ and $z$-axes, which are seen as the first-octant, three-dimensional view. The over-plotted black arrows represent the field vectors parallel to each plane. The vectors are plotted every 16 computational grids to make them easily visible. The length of the arrows indicates the amplitude of the field which is $3 \mu \text{G}$ outside of the shocked region. We can see that the magnetic field, which is initially regular and along the $y$-direction, is swept up by the SNR shell and is oriented along the surface of the SNR: Magnetic fields within the shell are mostly perpendicular to the radial direction. The field is mostly amplified at the shocked region, (ii) RS - (vi) FS, except for the intersections of the shell and the $y$-axis (i.e. the polar caps), where the ambient fields are quasi-parallel to the shock normal and are barely affected by the compression of the gas. This amplification is not only due to the adiabatic compression at the shock, but also due to the stretching of the magnetic field line by the vortex caused by the Rayleigh-Taylor instability (Jun et al. 1995). In fact, in the simulation, the largest magnetic field strength is $50.5 \mu \text{G}$ (the amplification factor of $\sim 17$), while the gas density at the same pixel is $1.57 \text{ cm}^{-3}$ (the factor of $\sim 3$). Recent X-ray observations show that the magnetic field is amplified by a much larger factor, $\geq 100$ (Uchihayama et al. 2007; Reynolds et al. 2012; Dubner & Giacani 2015), which is most likely due to the upstream density fluctuation in the ISM (Inoue et al. 2009, 2012, 2013). We ignore such turbulence in this paper and thus, do not take this additional amplification into account.

2.2 Viewing angle

As mentioned in Section 2.1, the magnetic fields in the simulated SNR basically point toward $y$-direction and along the shell. Hence, the magnetic field configuration can be different depending on the viewing angle and location of the SNR through which the LOS

\footnote{As a reference, the resolution of 0.02 \text{ pc} corresponds to $\sim 1''$ for Tycho’s SNR assuming that the distances to it is 4 kpc (Hayato et al. 2010).}
passes. In the shell of the simulated SNR used in this paper, there are essentially three independent magnetic field configurations: The field is basically

(a) perpendicular to the LOS.
(b) parallel to the LOS and there is the field reversal.
(c) parallel to the LOS and points all the way along the same direction.

In this paper, we only focus on these three magnetic field configurations since any magnetic field configuration along the LOS can be explained by a combination of them. Specifically, we choose the viewing angle along the $z$-, $x$- and $y$-axes and look at 3 to 5 pc in horizontal axis and -1 to 1 pc in vertical axis ($2 \times 2 \text{pc}^2$). The schematic picture of the three viewing angles are shown in Figure 3 (see the caption for detail). With this setup, the situations where the viewing angle are along the $z$-, $x$- and $y$-axes correspond to (a), (b) and (c) cases mentioned above, respectively.

2.3 Calculation of FDF

The FDF for a given LOS through the simulated SNR can be calculated with the Faraday depth and the synchrotron emissivity both as functions of the physical depth. The Faraday depth, $\phi$, can be calculated using Equation (4). Specifically, $\phi$ is calculated in every cells using $n_e$, $B_\perp$, and the cell size, and the values are integrated through each LOS. Here, we assume that the polarization from a cell experiences the Faraday rotation due to the field within its own cell.

The synchrotron emissivity depends on the cosmic-ray electron (CRe) density, $\rho_{\text{CRe}}$, the perpendicular component of the field along the LOS, $B_\perp$, the radio frequency, $\nu$, and the index of the energy spectrum of cosmic-ray electron, $p$:

$$\varepsilon_{\text{sync}} \propto \rho_{\text{CRe}} B_\perp^{(1+p)/2} \nu^{(1-p)/2}.$$  \hspace{0.5cm} (5)

The polarization fraction of synchrotron radiation, $\Pi$, can be expressed in terms of $p$ such that $\Pi = (3p + 3)/(3p + 7)$ (Rybicki & Lightman 1986). In this study, we essentially focus on the “shape” of the intrinsic FDFs of the simulated SNR and only consider the relative intensity of the radiation. We also ignore the frequency dependence \(^2\). Thus, values of emissivity do not have the absolute meaning in this study, and we present results using normalized values so that one can compare the relative intensities. For the CRe density, $\rho_{\text{CRe}}$, it is simply assumed to be constant. The spectral index is assumed to be $p = 2$ in line with SNR radio observations (see Figure 1 of Reynolds et al. 2012, which is made from the SNR catalog in Green 2009). We also assume that the spectral index is constant in every computational cells. Hence, the synchrotron radiation can simply be calculated as

$$\varepsilon_{\text{sync}} \propto B_\perp^{1.5}.$$  \hspace{0.5cm} (6)

Note that, as $p$ is constant, the polarization fraction of the synchrotron radiation is constant in each cell. Thus, we can treat the synchrotron emissivity as the polarization intensity because we only consider the relative intensity of the radiation, as mentioned above. The linear polarization is calculated so that its orientation is perpendicular to the magnetic field vector. Finally, we ignore the emission and the Faraday rotation outside of the SNR to only focus on the FDFs of the SNR itself. For this purpose, we set the amplitude of the magnetic field outside the shocked region, (vi) FS, to 0.

In Figure 4, we show the projected synchrotron maps at 1.4 GHz (top panels) and the RM maps (bottom panels) of the rims from the three viewing angles (see also Appendix A for the detailed look at the simulation results). In the calculation of the synchrotron maps, the polarization radiative transfer and Faraday depolarization at 1.4 GHz are included. Here, the RM maps show the integration of $n_e B_\parallel$ along the whole LOS and thus, they correspond to RM maps by using background sources of the SNR. The maps correspond to the regions delimited by the thick lined squares in Figure 3. Keeping Figure 2 and 3 in mind, one can briefly interpret the results as follows. When the viewing angle is along the $z$-axis (left column), the perpendicular component of the magnetic field is relatively large and the emission is strong. On the contrary, the parallel component is very small which results in small RM values. Along the $x$-axis (middle column), the perpendicular component of the field is small since the ambient field is quasi-parallel to the shock normal and hence, barely amplified, as mentioned in Section 2.1. Thus the emission is small. The RM values are also small, as in the previous case, and additionally, it changes its direction between the near and far side of the SNR along

\(^2\) See Section 3 of Brentjens & de Bruyn (2005) for the effect of the frequency dependence on Faraday tomography.

**Figure 2.** Slice maps of $n_e$ (top) and $|B|$ (bottom) in the first octant of the simulation box. The black arrows in the two images represent the magnetic field vectors parallel to each plane and their length indicates the amplitude of the field. The same vector plot is overlaid in the two panels for comparison.
Figure 3. Schematic pictures of SNR shell and projected images along the three viewing angles (VAs). The light blue spherical shell with partial cross-sections shows the SNR shell. The VA is along the (a) $z$, (b) $x$ and (c) $y$-axes from left to right and the projected sky corresponds to the $x$-$y$, $y$-$z$ and $z$-$x$ planes, respectively. In the sky plane images, colors indicate numerical domain (grey), shocked region (magenta) and unshocked region (dark blue), and the thick lined squares show mock observed region ($2 \times 2$ pc$^2$) for this study. We also put thick arrows in the right side of the three dimensional plots which show the characteristic magnetic field configuration at the observed region.

Table 1. Amount of emission ($\varepsilon_{\text{sync}}$) and RM depending on the viewing angles (VAs)

| VA      | $\varepsilon_{\text{sync}}$ | $\phi$ or RM |
|---------|-----------------------------|--------------|
| (a) $z$ | large                       | small        |
| (b) $x$ | small                       | small (field reversal) |
| (c) $y$ | small                       | large        |

the LOS. When the viewing angle is along the $y$-axis (right column), the magnetic field approximately points toward us which results in small emission and large RM values. These basic features of the amount of emission and RM values depending on the viewing angle are summarized in Table 1.

Finally, the FDF corresponds to the histogram of the emission as a function of the Faraday depth. Note that the depolarization can occur in each Faraday depth bin when the angles of polarization from more than one cell are different.

3 FDF OF SIMULATED SNR

3.1 One Dimensional FDF

Figures 5 - 7 show the profiles of five physical quantities ($\phi$, $B_\|$, $n_e$, $B_\perp$ and $\varepsilon_{\text{sync}}$) and the calculated FDFs along three viewing angles parallel to the $z$, $x$ and $y$-axes, respectively. As shown in Section 2, the Faraday depth $\phi$ is calculated from $B_\|$ and $n_e$, and the synchrotron emissivity $\varepsilon_{\text{sync}}$ is calculated from $B_\perp$. Note that these plots include quantities from all 512 cells along the LOS. Finally, $\varepsilon_{\text{sync}}$ and $\phi$ produce the FDFs in the sixth and seventh rows. The sixth and seventh rows show the FDFs from one pixel and multi (5x5) pixels centered on the one pixel on the image plane, respectively, which corresponds to observations with different angular resolutions. The size of the Faraday depth bins is set to 0.2, 0.2 and 1.0 rad m$^{-2}$ for Figure 5, 6 and 7, respectively, to be able to follow the distribution of the FDF properly.

The six columns in the figures display the different LOSs (i), (ii), (iii), (iv), (v) and (vi), which pass through IR, RS, SE, CD, SM and FS at the cross section sliced at the center of the SNR, respectively (see Section 2.1). As mentioned in Section 2.1, a single LOS can pass through more than one bubble of the turbulent pattern due to the Rayleigh-Taylor instability, and/or the two (near and far sides) shocked regions. In Figure 5, for example, two shocked regions can be seen in the $n_e$ profile in the case (i): the near-side one appears at $\sim$ 2 pc and far-side one at $\sim$ 4 pc. In addition, many bubbles appear as spikes in the $n_e$ profile in cases (ii), (iii) and (iv). In cases (v) and (vi), the LOSs only pass through the shocked ISM and they do not show spikes.

Figure 5 shows the results for the case of a viewing angle along the $z$-axis which corresponds to a large $\varepsilon_{\text{sync}}$ and a small $\phi$. The contribution of the background magnetic field (which is along the $y$-axis) to $B_\|$. is in this case zero, by definition. However, $B_\|$ is nonzero and irregular due to fluctuations and turbulence in the simulated SNR, which results in the small $\phi$ values up to $|\phi| \sim 4$ rad m$^{-2}$. The bimodal structures of $B_\|$ result from the amplification of the magnetic field in the shocked ISM immediately after the contact discontinuity at the near and far sides of the shell along the LOS. The calculated FDFs (1x1 pixel) have the relatively wide ($\sim 5$ rad m$^{-2}$) structures in cases (ii), (iii) and (iv), whereas they are relatively narrow and sharp in cases (v) and (vi) because polarization is concentrated in a smaller range of $\phi$.

In Figure 6 which corresponds to the viewing angle along the $x$-axis i.e. small $\varepsilon_{\text{sync}}$ and $\phi$ values, we can see that the magnetic fields are small compared with the other two cases because the initial fields are almost perpendicular to the shock front and therefore barely amplified (see also Section 2.1). While $\phi$ can reach a larger value up to $|\phi| \sim 8$ rad m$^{-2}$ at around 0 pc compared with the previous case due to the less turbulent $B_\|$, emissions are about ten times smaller. As a result, the FDFs (1x1 pixel) have a slightly larger width and smaller amplitude. Again, the width gets smaller in cases (v) and (vi) because polarization is concentrated in a smaller range of $\phi$.

In Figure 7, since the fields almost point toward the observer, $B_\|$ is mostly positive along the LOS. Thus, $\phi$ can reach a large (positive)
Figure 4. Projected maps of synchrotron polarization (top) and RM (bottom) after including the polarization radiative transfer. Three viewing angles (VAs) are shown: VA is parallel to the $z$- (left), $x$- (middle) and $y$-axes (right). The color of the RM map for "VA: $y$-axis" case (bottom right panel) is scaled out because we use the same color scale for all the three cases and the scale is adjusted to clearly see the RM structures in the other two cases. Note that the RM fluctuations are attributed to fluctuations in $n_e$ and $B_k$ due to the Rayleigh-Taylor instability. We also note that the maximum RM value for “VA: $y$-axis” case is $\sim 80$ rad m$^{-2}$ (see also Section 3.1, Figure 7, and Figure 8).

Figure 5. Results of viewing angle along the $z$-axis. LOS distributions of physical quantities $B_\parallel$, $n_e$ and $|B_\perp|$ in second, third and fourth rows, respectively, and $\phi$ (first rows) and $\phi_{\text{sync}}$ (fifth rows) calculated from the above physical quantities. The bottom two panels show the resultant FDFs with 1x1 and 5x5 pixels on the image plane. Columns correspond to the six characteristic structures within the shock region (see also Figure 1).
value, up to \( \phi \sim 80 \, \text{rad m}^{-2} \), and is an almost monotonic function of the physical distance along the LOS. Hence, the FDFs (1x1 pixel) have large widths and directly reflect the distribution of the emission in physical space along the LOS. On the other hand, their amplitude is relatively small compared with the case shown in Figure 5, because \( B_\perp \) is small. The trend for cases (v) and (vi) is the same as the other viewing angles. Although the FDF for case (vi) is barely seen due to the small emission, we can still expect from the \( \phi \) distribution that its width gets smaller.

We also calculate the FDFs of multiple pixels (5x5 = 25 pixels) centered on the one pixel on the image plane. This corresponds to observations with five times lower angular resolution. These FDFs are shown at the bottom panels (seventh rows) of Figures 5 - 7. Basically the FDFs for multiple pixels have smoother distribution compared with the FDFs for a single pixel, because a larger number of polarization cells averages out the spiky FDF pattern made by turbulent bubbles. Actually, the amplitude is not necessarily increased by a factor of 25 for 25 pixels, because the depolarization can happen on Faraday depth space when polarization from more than one computational cell are added in the same Faraday depth bin and have different polarization angles. Basically there is little change in the overall shape of the FDF and the amplitude simply increases. The exception is the case shown in Figure 5, where there are differences in the FDFs for the 1x1 and 5x5 pixels such as their broader shape and different locations of peaks on the Faraday depth space. This is because \( B_\parallel \) is essentially coming from fluctuations and turbulence and its distribution varies more along the different pixels than for the other cases, as explained above. However, it is worth noting that the width gets smaller in cases (v) and (vi), as for the other viewing angles.

Finally, we estimate the Faraday depolarization ratio of the calculated FDFs. We choose two FDFs as representative cases: those for 5x5 pixels at (iv) CD (the bottom, fourth column from the left) in

![Figure 5](SNR_Faraday_Tomography.png)

**Figure 5** (VA: z-axis) and 7 (VA: \( y \)-axis). The depolarization ratio (DP) can be calculated via

\[
DP = \frac{1 - e^S}{S} \tag{7}
\]

where \( S = 2c^2s_{FDF}^2 \) (Sokoloff et al. 1998). Note that DP = 1 means no depolarisation, while DP = 0 means total depolarisation. Here, \( s_{FDF} \) is the RM dispersion or the width of FDF, and we define it as the standard deviation of the FDF,

\[
s_{FDF} = \sqrt{\frac{\sum |F(\phi_j)|^2(\phi_j - \mu)^2}{\sum |F(\phi_j)|^2}} \tag{8}
\]

where

\[
\mu = \frac{\sum_F |F(\phi_j)|\phi_j}{\sum_F |F(\phi_j)|} \tag{9}
\]

is the mean of the FDF. We summarize the DP at 0.15, 0.3, 0.7, 1.4, and 2.0 GHz in Table 2. With \( s_{FDF} = 2.77 \, \text{rad m}^{-2} \), the DP is about 0.4\% at 150 MHz (e.g. LOFAR band). In the case of \( s_{FDF} = 19.3 \, \text{rad m}^{-2} \), the DP is about 4\% already at 700 MHz.

| Frequency (GHz) | VA: z-axis \( (s_{FDF} = 2.77 \, \text{rad m}^{-2}) \) | VA: \( y \)-axis \( (s_{FDF} = 19.3 \, \text{rad m}^{-2}) \) |
|----------------|---------------------------------|---------------------------------|
| 0.15           | 4.08x10^{-3}                    | 8.40x10^{-5}                    |
| 0.3            | 1.21x10^{-1}                    | 2.49x10^{-3}                    |
| 0.7            | 7.81x10^{-1}                    | 3.99x10^{-2}                    |
| 1.4            | 9.84x10^{-1}                    | 5.05x10^{-1}                    |
| 2              | 9.96x10^{-1}                    | 8.33x10^{-1}                    |

![Figure 6](SNR_Faraday_Tomography.png)

**Figure 6**. Same as Figure 5, when the viewing angle is along the x-axis.
3.2 Radial profile of FDF

In the previous section, we have shown FDFs of the simulated SNR for the six characteristic shock structures from three different viewing angles (VAs) and found that the width of FDFs get smaller at radii larger than the (iv) CD location. In this section, we investigate the seamless radial dependence of the FDF to see how the width of FDFs changes radially in detail. Figure 8 shows the radial profiles of the FDFs, where the horizontal axis is the SNR radius, the vertical axis is the Faraday depth, $\phi$, and the color is the absolute amplitude of the FDF in arbitrary units. The rows and columns correspond to the number of pixels on image plane and the viewing angle, respectively. The dashed vertical lines in the plots correspond to the six characteristic shock structures, and the (iv) is plotted with the thick line.

For “VA: x-axis” and “VA: y-axis” cases, the width of FDFs get smaller outside of (iv) almost monotonically. In other words, while moving inward from the outside, (iv) is located before of the first local maximum of the width. In addition, (ii) is located after of the local maximum. Since the shock structures are defined from the radial profile of $n_\text{e}$ at the cross section sliced at the center of the SNR sphere, the LOSs of the structures (i) - (iv) can pass through more than one bubble of the turbulent pattern due to Rayleigh-Taylor instability (see Section 3.1). Thus, the size of the bubbles, which is about 0.2 - 0.3 pc as seen from Figure 1, leads to the uncertainty of the definition of the structures. This uncertainty results in the complex structure of the width of FDFs just inside the local maximum and small bumps at $z \sim 4.2$ pc in the images of “VA: y-axis” case. Nevertheless, it still holds that the width of the FDF whose LOS passes through the structure around (iv) tends to be large because the LOS passes the region where the magnetic field and thermal electron density are large for a relatively long distance. Hence, it seems to be possible to distinguish (iv) from the radial profile of the FDF width.

For “VA: z-axis” case, the profile of the FDF width outside of (iv) is rather complicated. This is because $B_\parallel$ arises from fluctuations and turbulence (see Section 3.1) and the LOS distribution of $\phi$ is complicated. This may imply that it is not easy to distinguish (iv) from the radial profile of the FDF width when the regular magnetic field around the SNR is perpendicular to the LOS and to the shock normal.

Warren et al. (2005) identified in X-ray observations the radius of the FS as the radius where the brightness exceeds a certain value, when moving in from the outside. Since the region outside of the (vi) has no emission coming from the SNR, the same approach can be applied to this work: the FS structure can be identified as the location where the FDF emission is below noise level.

4 IDENTIFYING THE CONTACT DISCONTINUITY

As seen in the previous section, the width of the FDF viewed through a SNR shell tends to decrease outside the region (iv), which passes through the contact discontinuity (CD) at the cross section sliced at the center of the SNR. The reason is that the magnetic field is amplified in the shocked ISM immediately after the contact discontinuity. This leads to larger RM value and thus, the width of FDF is large. With increasing radius, the LOS no longer passes through the region where the magnetic field is amplified, and the width gets smaller. Therefore, this behavior is rather universal for SNR shocks, suggesting the prospect to find the contact discontinuity in SNR shocks from the width of FDF derived by Faraday tomography. We explore this prospect in this section.

First, we define the contact discontinuity as the radius at which the gradient of $n_\text{e}$ is largest in its radial distribution between the locations of shocked ejecta and shocked ISM, and label it as $r_{\text{CD}}$. This is shown in the top two panels in Figure 9. Since this is calculated at the cross
section sliced at the center of the SNR, the radius can differ by the size of the turbulent bubbles if we consider the effect of geometric projection. In this work, we just regard it as the ambiguity in the definition of $r_{CD}$ for simplicity. We also plot the radial dependence of the width of FDF and its gradient in the bottom two panels in Figure 9. Here, the width, $\sigma_{FDF}$, is calculated using Equation 8.

As explained above, the width ($\sigma_{FDF}$) gets smaller monotonically outside of the contact discontinuity. Thus, we define $r_{FDF}$ as the radius where the gradient of the FDF width becomes zero, i.e., $\sigma_{FDF}$ is the first local maximum while moving inward from the outside.

Figure 10 shows a colormap of the width of the FDFs, $\sigma_{FDF}$, and the location of the CD, $r_{CD}$, represented by a white line. The CD seems to coincide with the region where the FDF width starts to decrease. We calculate the $r_{FDF}$ and compare it with $r_{CD}$. The absolute differences between the two radii are $0.105 \pm 0.089$, $0.081 \pm 0.060$, and $0.171 \pm 0.077$ pc for viewing angles parallel to the $z$-, $x$-, and $y$- axes, respectively. These results suggest that the location of the contact discontinuity may be identified with an accuracy of $0.1 - 0.2$ pc by means of Faraday tomography.

5 DISCUSSION

When we observe polarization emission from SNRs and attempt to interpret the FDFs, we need to consider several observational factors which affect the reconstruction of FDFs from observed polarization spectra. One important factor is frequency coverage, which determines the resolution in Faraday depth ($\delta \phi$) as well as the largest depth scale (max-scale) of FDF, that are expressed as

$$\delta \phi \approx \frac{2\sqrt{3}}{\Delta f^2} \text{[rad m}^{-2}]$$  \hspace{1cm} (10)

$$\text{max-scale} \approx \frac{\pi}{\lambda_{\text{min}}^2} \text{[rad m}^{-2}]$$  \hspace{1cm} (11)
The noise on 1 GHz is necessary for FDFs with 70 rad m$^{-2}$ width. These Faraday structures, especially those at large values of $|\rho|$, strongly affect the estimation of the width of the FDF. For instance, Dickey et al. (2019) used Global Magneto-Ionic Medium Survey (GMIMS) data to study the three dimensional magnetic field structure of the Milky Way using zeroth, first, and second moments of the FDF. To avoid the issue mentioned above, they set a threshold on the FDF, and calculate the moments around the peak until the spectrum drops below the threshold. This method could be useful for an accurate estimation of the width of FDFs reconstructed from the data with limited frequency coverage.

Another important observational factor that we briefly addressed is the angular resolution. We see that the appearance of FDF significantly depends on the angular resolution. As the resolution gets worth, the so-called beam depolarization effect becomes serious and we lose polarized emission. In this situation, it would be difficult to distinguish the real flux from noise and thus, the estimation of the FDF width would also be difficult. In addition, if the SNRs are not well resolved because the angular resolution is low or because they are at large distance, the radial profile of the FDF structure would also not be well resolved and it would be difficult to distinguish the width of the FDF.

Our simulation clearly showed that the viewing angle is one of the key parameter for observable FDF; the resultant FDF primarily depends on the angle between the initial regular magnetic field and the line-of-sight. On the one hand, such a dependence is useful to study the magnetic field orientation, but, on the other hand, it implies that our interpretation of the FDF will suffer from an uncertainty on the angle. For instance, West et al. (2016) reproduce the observed morphologies of SNRs through a simple and physically motivated model of an SN expanding into a regular magnetic field. If the large-scale Galactic magnetic field (GMF) model is known, their method can predict the SNR distance by comparing simulated and observed morphologies of SNRs through a simple and physically motivated model of an SN expanding into a regular magnetic field. If the large-scale Galactic magnetic field (GMF) model is known, their method can predict the SNR distance by comparing simulated and observed morphologies of SNRs. Conversely, if SNR distances are known, the method could constrain the large-scale GMF at their position. Their method could resolve the uncertainty on the angle in our method, and once the uncertainty is resolved, the two methods are complementary to constrain the regular magnetic field orientation around the SNR positions. Note that the identification of the contact discontinuity depends on the angle between the initial regular magnetic field and the key parameter for observable FDF; the resultant FDF primarily depends on the angle.

In this work, we made the simple assumption that the cosmic-ray electron (CRE) density is constant. However, the mechanism of CRE injection is still in debate. In the particular case of SN1006, three scenarios are often considered: electrons mainly distributed in the quasi-perpendicular regions of the shock (favored by e.g., Petruk et al. 2009; Schneiter et al. 2010), electrons mainly distributed in quasi-parallel regions of the shock (e.g., Bocchino et al. 2011; Schneiter et al. 2015; Winner et al. 2020), and electrons uniformly distributed...
along the shock (e.g., Schneider et al. 2010; West et al. 2016) (Note that our assumption corresponds to the latter case). The assumption of a constant spectral index of synchrotron radiation is another simplification of the model. The strong magnetic field (bottom panel of Figure 2) leads to significant synchrotron loss of CRE and hence to spectral steepening. Nevertheless, they have little impact to the conclusion that the contact discontinuity may be identified from the FDF width, since they only affect the amplitude of the FDF and not the Faraday depth.

In our simulation of SNR, we considered that the magnetic field in the ambient ISM is initially regular, whereas we generally expect it to be turbulent. Moreover, we considered a uniform, fully-ionized plasma as the ambient ISM. In reality, it is likely that the ambient plasma is disturbed and possesses density fluctuations. Such fluctuations are strongly amplified and can play an important role for the evolution of radio SNRs. We also ignored other mechanisms of turbulent field amplification to keep the interpretation of the results simple. To examine the effects of such strong turbulent magnetic field, MHD simulations with the density fluctuations in the ISM are required. Nevertheless, we note that the FDF can have information of magnitude and scale of turbulent magnetic field along the line of sight as the degree of Faraday dispersion (Ideguchi et al. 2017). We will study this in the forthcoming paper. On the other hand, the magnetic field amplified at the upstream region due to Bell amplification (Bell 2004) may be efficiently damped at the downstream (Pohl et al. 2005). It would be useful to compare future SNR observations with our results based on these simple assumptions. The discrepancies revealed by such a comparison could provide information on the complex nature of the ambient ISM, which is for instance important to understand particle acceleration in SNRs.

6 CONCLUSION

We predicted the FDF of an SNR for the first time using 3D MHD simulations. The FDF shows the complex profile including peaked, Faraday-thin components and diffuse, Faraday-thick components. This suggests that the Faraday tomography is necessary for a detailed study of the magnetic field in SNRs from radio polarization observations, especially thanks to its potential to solve the difficulty of separating foreground and internal RM contributions. Furthermore, the wide-band polarimetry of the new generation radio telescopes is important to reconstruct the high-quality FDF. This prediction would be useful to interpret FDFs reconstructed from real observations, to discriminate the real Faraday structure of SNRs from ambiguities such as so-called RM ambiguity (Farnsworth et al. 2011; Kumazaki et al. 2014; Miyashita et al. 2016), and for the appropriate functions for the QU-fitting (Sokoloff et al. 1998; O’Sullivan et al. 2012; Ideguchi et al. 2014; Miyashita et al. 2019). Although the FDF depends on the angle between the LOS and the regular ambient magnetic field (viewing angle), this degeneracy may be resolved by estimating the field orientation from the global morphology of the SNRs (West et al. 2016).

We also focused on the radial dependence of the width of the FDF and found that it decreases monotonically outside of the contact discontinuity (CD). Using this phenomenon, we demonstrated that the location of the CD can be identified with an accuracy of 0.1-0.2 pc. Furthermore, we found that the accuracy does not depend on the viewing angle. The identification of the CD location in the SNR shock using radio polarimetry by means of the Faraday tomography technique would be a complementary approach with that using X-ray observations and hence, the technique would also be important for the study of the particle acceleration in SNRs.
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APPENDIX A: MAPS FOR DIFFERENT ASPECT ANGLES

Here, we compare our results with that of Kothes & Brown (2009) (hereafter KB09). The two works share the similar simple assumption in which the SNR expands into an ambient ISM of constant gas density and regular magnetic field. Our model solves the expansion numerically which give rise to more realistic phenomena such as Rayleigh-Taylor instability. There is also an obvious difference in the $\Theta = 60^\circ$ RM map: the KB09 map shows a large structure with peaking RM that we do not observe. Since the structure in KB09 has positive RM, it corresponds to a region where the fields point towards us. Given that the aspect angle $\Theta$ is $60^\circ$, such fields are distributed at the downstream of the far-side shell along the line of sight (LOS). Thus only emission from regions further away than the downstream region along the LOS (e.g. the upstream region) can have positive RM. Since we ignore the upstream fields and the dominant emission comes from the downstream in our model (see also bottom panel of Figure 2 and Figures 5-7), the emission has hardly any positive RM. On the other hand, although there is no detailed explanation about the synchrotron emission distribution in KB09 model, we suspect that the dominant emission in their model comes from the upstream region and thus, it has positive RM. Hence the extra structure in their map.

In addition to the three kinds of maps mentioned above, we also show polarization fraction maps and their 1D profiles taking into account the Faraday rotation at 1.4 (orange) and 0.7 (green) GHz, and without Faraday rotation (blue lines with label “No FR”). When $\Theta = 0^\circ$, the perpendicular field along the LOS is dominant and regular at the bright rim and the emission is less affected by Faraday depolarization and wavelength-independent depolarization. In the case of $0^\circ < \Theta < 90^\circ$, both of the two types of depolarization occur at the bright rim because the LOS fields cause Faraday rotation, and because the projected-on-sky fields at near and far side shells along the LOS have different orientations. When $\Theta = 90^\circ$, wavelength-independent depolarization does not occur because the projected-on-sky fields have the same orientation at near and far side, while the amount of Faraday depolarization is large because the LOS fields are dominant. The 1D profiles also show the frequency dependence on the polarization fraction. When depolarization is effective, the degree of polarization is smaller at lower frequency and ranges from a few to a few tens of percent.

This paper has been typeset from a TEX file prepared by the author.
Figure A1. (Columns) Simulated synchrotron maps in total and linearly polarized intensities with overlaid magnetic field orientations, RM maps, linear polarization fraction maps, and 1D profile of the fraction along the dashed black line in the fraction maps, from left to right. Note that the Faraday rotation is not considered in these maps. In the 1D profiles, we plot the fraction taking into account the Faraday rotation at 1.4 (orange) and 0.7 (green) GHz, and without Faraday rotation (blue lines with label “No FR”). (Rows) Different aspect angles $\Theta = 0^\circ$, 30$^\circ$, 60$^\circ$, 90$^\circ$, from top to bottom.