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Abstract

Kinetic theory describes a dilute monatomic gas using a distribution function \( f(q, p, t) \), the expected phase-space density of particles at a given position \( q \) with a given momentum \( p \). The distribution function evolves according to the collisionless Boltzmann equation in the high Knudsen number limit. Fluid dynamics provides an alternative description of the gas using macroscopic hydrodynamic variables that are functions of position and time only. The mass, momentum and entropy densities of the gas evolve according to the compressible Euler equations in the limit of vanishing viscosity and thermal diffusivity. Both systems can be formulated as noncanonical Hamiltonian systems. Each configuration space is an infinite-dimensional Poisson manifold, and the dynamics is the flow generated by a Hamiltonian functional via a Poisson bracket.

We construct a map \( J_1 \) from the space of distribution functions to the space of hydrodynamic variables that respects the Poisson brackets on the two spaces. This map is therefore a Poisson map. It maps the \( p \)-integral of the Boltzmann entropy \( f \log f \) to the hydrodynamic entropy density. This map belongs to a family of Poisson maps to spaces that include generalised entropy densities as additional hydrodynamic variables. The whole family can be generated from the Taylor expansion of a further Poisson map that depends on a formal parameter. If the kinetic-theory Hamiltonian factors through the Poisson map \( J_1 \), an exact reduction of kinetic theory to fluid dynamics is possible. However, this is not the case. Nonetheless, by ignoring the contribution to the Hamiltonian from the entropy of the distribution function relative to its local Maxwellian, a distribution function defined by the \( p \)-moments

\[
\int d^3q' d^3p' \frac{e^2f(q', p', t)}{4\pi|q - q'|} \cdot \frac{\partial f(q, p, t)}{\partial p} = 0,
\]

where \( e \) is the suitably rescaled charge of the particles.

An alternative theory that describes the gas is fluid dynamics, where we work with macroscopic hydrodynamic variables that are functions of position and time only. It is convenient to take the momentum density \( m(q, t) \), mass density \( \rho(q, t) \), and the entropy density \( s(q, t) \) as the hydrodynamic variables. In the limit of vanishing...
viscosity and thermal diffusivity, the time evolution of the hydrodynamic variables \((m, \rho, s)\) are governed by the compressible Euler equations

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho m v) = 0, \tag{1.3}
\]

\[
\frac{\partial m}{\partial t} + \nabla \cdot \left( \frac{mm}{\rho} \right) = \nabla \cdot \left( \frac{P(\rho, s)}{\rho} \right), \tag{1.4}
\]

\[
\frac{\partial s}{\partial t} + \nabla \cdot \left( \frac{ms}{\rho} \right) = 0, \tag{1.5}
\]

where \(P(\rho, s)\) is the pressure as determined by the equation of state.

Both 1-particle kinetic theory and ideal fluid dynamics are noncanonical Hamiltonian systems \(24, 42, 54\). The time evolution of any functional \(F[\cdot]\) of the dynamical variables in each theory is given by

\[
\frac{dF}{dt} = \{ F, H \}_{\text{NC}}, \tag{1.6}
\]

where \(H\) is the Hamiltonian functional, and \(\{\cdot, \cdot\}_{\text{NC}}\) is an abstract Poisson bracket or noncanonical Poisson bracket. The respective configuration spaces for 1-particle kinetic theory and fluid dynamics can be treated as infinite-dimensional Poisson manifolds, and the time evolution on each space is the flow generated by a Hamiltonian functional \(H\) \(24, 40, 43, 47\).

It is natural to ask whether the hydrodynamic description can be derived from the 1-particle kinetic description in a manifestly Hamiltonian way. In this paper, we seek a Poisson map \(\mathcal{J}_1\) taking \(f\) to the hydrodynamic variables \((m[f], \rho[f], s[f])\) that respects the Poisson brackets on the two spaces. Given the Poisson map \(\mathcal{J}_1\), suppose that the kinetic-theory Hamiltonian \(H_{\text{KT}}\) factors through the Poisson map \(\mathcal{J}_1\), which means that we have another functional \(H_{\text{red}}\) of the hydrodynamic variables that satisfies \(H_{\text{KT}} = H_{\text{red}} \circ \mathcal{J}_1\). The time evolution of the image \(\mathcal{J}_1[f] = (m[f], \rho[f], s[f])\) under the kinetic-theory Hamiltonian is then exactly reproduced by the Hamiltonian system on the hydrodynamic variables generated by \(H_{\text{red}}\). We pursue this reduction of noncanonical Hamiltonian systems in this paper \(3.1\). There are also other ways to obtain reduced Hamiltonian systems from larger ones, which we discuss in section \(3.2\).

We construct the Poisson map \(\mathcal{J}_1\) in section \(4\). The map \(\mathcal{J}_1\) maps the \(p\)-integral of the Boltzmann entropy \(f \log f\) onto the hydrodynamic entropy density. It belongs to a family of Poisson maps \(\mathcal{J}_A\) that include generalised entropies \(s_a[f] = \int d^d p |f|^{a+1} f^{1+\xi}\) as a hydrodynamic variable (section \(4.3\)).

One then wonders how this could possibly circumvent the moment closure problem, where a finite number of moments (\(p\)-integrals of \(f\)) cannot reproduce kinetic theory exactly. An elementary example is the raw moments \(m[f], \rho[f], s[f]\), where \(a = 0, 1, 2, \ldots, A\) as additional hydrodynamic variables (section \(4.3\)). These Poisson maps are non-linear generalisations of that obtained in \(22, 43\), where only \(m[f]\) and \(\rho[f]\) are considered. The non-linearities appearing in these maps are closely related to the eigenfunctions of the Euler differential operator \(x(d/dx)\) (section \(4.3\)). Furthermore, the \(\mathcal{J}_A\) arises from the truncated Taylor expansion of a Poisson map \(J\) that depends on a formal parameter \(\xi\). This larger map \(J\) has the Tsallis entropy \(s_\xi[f] = \int d^d p |f|^{1+\xi}\) as a hydrodynamic variable (section \(4.3\)).
2 Symplectic and Poisson geometry

In this section we set out our notation and summarise a few well-known results in symplectic and Poisson geometry that we will make extensive use of later. The main references are [3, 61]. Readers familiar with symplectic and Poisson geometry can skip this section and only refer to it for the notation used in the subsequent sections. We will assume that all manifolds and other objects are smooth.

2.1 Basic definitions

A symplectic manifold \( S \) is a \( 2n \)-dimensional manifold together with a symplectic 2-form \( \omega \) on \( S \) that is closed and nondegenerate: \( \omega = 0 \) and \( \omega^n \big|_x \neq 0 \) for all \( x \in S \). Given a function \( f \) on \( S \), its Hamiltonian vector field \( X_f \) is the unique solution to the equation \( \iota_{X_f} \omega = df \), where \( \iota \) denotes the interior product. The canonical Poisson bracket \( \{ \cdot, \cdot \} : C^\infty(S) \times C^\infty(S) \to C^\infty(S) \) on \( S \) is defined as

\[
\{ f, g \} = -\mathcal{L}_{X_f} g = \mathcal{L}_{X_g} f = \omega(X_f, X_g),
\]

(2.1)

where \( f \) and \( g \) are functions on \( S \), and \( \mathcal{L} \) is the Lie derivative along the vector field \( X \). The canonical Poisson bracket satisfies a list of important identities: for all \( \alpha, \beta \in \mathbb{R} \) and all \( f, g, h \in C^\infty(S) \),

\[
\begin{align*}
\{ \alpha f + \beta g, h \} &= \alpha \{ f, h \} + \beta \{ g, h \}, & (\mathbb{R} \text{-bilinearity}) \\
\{ f, g \} &= -\{ g, f \}, & (\text{antisymmetry}) \\
\{ f, gh \} &= \{ f, g \} h + \{ f, h \} g, & (\text{Leibniz identity}) \\
0 &= \{ \{ f, g \}, h \} + \{ \{ g, h \}, f \} + \{ \{ h, f \}, g \}. & (\text{Jacobi identity})
\end{align*}
\]

Conversely, a manifold \( P \) equipped with a binary operation \( \{ \cdot, \cdot \}_{NC} : C^\infty(P) \times C^\infty(P) \to C^\infty(P) \) satisfying \( \{ \cdot, \cdot \}_{NC} \) is called a Poisson manifold, and the operation \( \{ \cdot, \cdot \}_{NC} \) is called a noncanonical Poisson bracket. All symplectic manifolds are Poisson manifolds, but not necessarily vice versa. To distinguish between Poisson brackets on symplectic manifolds and non-symplectic Poisson manifolds, we will always put subscripts on the latter and leave the former unsubscripted. The local theory of finite-dimensional Poisson manifolds is extensively studied in [61]. An important identity on finite-dimensional symplectic and Poisson manifolds is that

\[
\{ y(f), g \}_{NC} = y'(f) \{ f, g \}_{NC}.
\]

(2.6)

We will make extensive use of (2.6) in sections 4.3 and 4.4.

2.2 Poisson brackets and affine functions on a cotangent bundle

The cotangent bundle \( T^*M \) of an \( n \)-dimensional manifold \( M \) is a \( 2n \)-dimensional symplectic manifold that we will make extensive use of later. The points in \( T^*M \) are pairs \( (q, p) \), where \( q \) is a point on \( M \), and \( p \in T^*_q M \) is a cotangent vector at \( q \). On a coordinate neighbourhood \( U \) of \( q \), there are induced coordinates \( (q^1, \ldots, q^n, p_1, \ldots, p_n) \) known as canonical coordinates on \( T^*U \), where \( q^i \) are the coordinates of the basepoint \( q \) and \( p_i = \langle p, \partial/\partial q^i \rangle_q \) are the components of the cotangent vector \( p \). Here \( \langle \cdot, \cdot \rangle_q : T^*_q M \times T^*_q M \to \mathbb{R} \) denotes the dual pairing. We will henceforth use the summation convention on the Latin indices \( i, j = 1, \ldots, n \). In canonical coordinates, the local expression of the symplectic form on \( T^*M \) is \( \omega = dq^i \wedge dp_i \), and its Poisson bracket \( \{ \cdot, \cdot \} \) is given as

\[
\{ f, g \} = \frac{\partial f}{\partial q^i} \frac{\partial g}{\partial p_i} - \frac{\partial g}{\partial q^i} \frac{\partial f}{\partial p_i},
\]

(2.7)

for functions \( f, g \) on \( T^*M \).

Some natural geometric constructions on \( M \) can be formulated using the Poisson bracket \( \{ \cdot, \cdot \} \) on \( T^*M \). Let \( u = u^i \partial/\partial q^i \) be a vector field on \( M \). We can associate \( u \) to a function \( \langle u, p \rangle : (q, p) \mapsto \langle u(q), p \rangle_q \) on \( T^*M \), which in canonical coordinates is \( \langle u, p \rangle = u^i(q) p_i \). Any function on \( T^*M \) that is linear in \( p \) arises from the dual pairing of \( p \) with a vector field on \( M \). We call these functions fibrewise linear.

A function \( g \) on \( M \) defines a function \( \pi^*g = g \circ \pi \) on \( T^*M \) by pullback, where \( \pi : T^*M \to M \) is the projection. In canonical coordinates, these functions are precisely those that depend on \( q \) only: \( g(q, p) = g(q) \). We call these function fibrewise constant. By analogy with affine functions defined on a vector space, we call a function on \( T^*M \) fibrewise affine if it is a linear combination of fibrewise linear and fibrewise constant functions.

The space of fibrewise affine functions is a Lie subalgebra of the Lie algebra \( C^\infty(T^*M), \{ \cdot, \cdot \} \) [22, 43]. Let \( u, v \) be vector fields on \( M \) and \( g, h \) be functions on \( M \). We have

\[
\begin{align*}
\{ \langle u, p \rangle, \langle v, p \rangle \} &= -\langle [u, v], p \rangle, & (2.8) \\
\{ \langle u, p \rangle, \pi^*g \} &= -\pi^* (\mathcal{L}_u g), & (2.9) \\
\{ \pi^*g, \pi^*h \} &= 0, & (2.10)
\end{align*}
\]
where \([u, v] = \mathcal{L}_u v\) is the Lie bracket for vector fields on \(M\), given in coordinates as

\[
[u, v]^i = v^j \frac{\partial v^i}{\partial q^j} - v^i \frac{\partial v^j}{\partial q^j}.
\] (2.11)

While symmetric contravariant (upper index) tensors \(T^{i_1 \ldots i_k}(q)\) on \(M\) induce fiberwise polynomial functions \(T^{i_1 \ldots i_k}(p_1, \ldots, p_k)\) on \(T^* M\), the quadratic and higher degree polynomials generate a subalgebra that necessarily includes polynomials of arbitrarily large degree.

The Lie algebra of fiberwise affine functions on the cotangent bundle can also be constructed as a semidirect product Lie algebra. Let \(\mathfrak{g}\) be a Lie algebra with Lie bracket \([\cdot, \cdot]\), which we assume to be finite-dimensional for now, and let \(\mathfrak{g}^*\) be its dual vector space. There is a natural Poisson bracket on \(\mathfrak{g}^*\), called the Lie–Poisson bracket, that turns \(\mathfrak{g}^*\) into a Poisson manifold. For functions \(f(\mu), g(\mu)\) on \(\mathfrak{g}^*\), it is given by

\[
\{f, g\}_\mathfrak{g}(\mu) = \pm \left\langle \mu, \left[ \frac{\partial f}{\partial \mu^i} \frac{\partial g}{\partial \mu^j} \right]_\mathfrak{g} \right\rangle_\mathfrak{g},
\] (2.18)
where the angle bracket denotes the dual pairing between $\mathfrak{g}^*$ and $\mathfrak{g}$, and we interpret $\partial f / \partial \mu$ to be taking values in $\mathfrak{g}$ instead of $\mathfrak{g}^{**}$. The bracket $\{ , \}_g$ satisfies (2.2-2.5), so it is a Poisson bracket. Geometrically, if $\mathfrak{g}$ is the Lie algebra of a Lie group $G$, we can also obtain the Lie–Poisson structure on $\mathfrak{g}^*$ reducing the symplectic structure on $T^*G$ by the natural left- (or right-) $G$ action [41, 42, 43]. If $\mathfrak{g}$ is infinite-dimensional, we take $\mathfrak{g}^*$ to be a smooth dual space of $\mathfrak{g}$, a subspace of the topological dual space that has a weakly non-degenerate pairing with $\mathfrak{g}$. The Lie–Poisson bracket (2.13) still makes sense on $\mathfrak{g}^*$ provided we replace the functions on $\mathfrak{g}^*$ with sufficiently regular functionals, and the ordinary derivatives with functional derivatives. Rigorous analytical treatments of Lie–Poisson dynamics on infinite-dimensional spaces can be found in [14, 17, 32].

3 Noncanonical Hamiltonian mechanics, Poisson maps and reduction

In this section we briefly review noncanonical Hamiltonian mechanics and outline the reduction of noncanonical Hamiltonian systems that we will pursue in the subsequent sections. Detailed expositions on noncanonical Hamiltonian mechanics with an emphasis on fluid dynamics and kinetic theory can be found in [24, 47, 54, 58].

If $\mathfrak{g}$ is a Lie algebra (anti)-homomorphism. The adjoint linear map $\phi$ is a Poisson map if we equip the duals spaces $\mathfrak{g}^*$ and $\mathfrak{h}^*$ with the Lie–Poisson bracket of the same (opposite) sign.

3.1 Poisson maps and reduction

Given a noncanonical Hamiltonian system $(\mathfrak{m}_1, \{ , \}_1, \mathcal{H}_1)$, we can determine the time evolution of all functionals $\tilde{F} \in \mathcal{F}(\mathfrak{m}_1)$. However, $\mathfrak{m}_1$ may have unimportant degrees of freedom. We would like to reformulate the noncanonical Hamiltonian system on a reduced configuration space $\mathfrak{m}_2$ that contains only the relevant degrees of freedom. We formalise this notion using Poisson manifolds and Poisson maps.

Given Poisson manifolds $(\mathfrak{m}_1, \{ , \}_1)$ and $(\mathfrak{m}_2, \{ , \}_2)$, we say that a map $\tilde{\mathfrak{j}} : \mathfrak{m}_1 \to \mathfrak{m}_2$ is a Poisson map, if for all functionals $F, G \in \mathcal{F}(\mathfrak{m}_2)$,

$$\{ F \circ \tilde{\mathfrak{j}}, G \circ \tilde{\mathfrak{j}} \}_1 = \{ F, G \}_2 \circ \tilde{\mathfrak{j}},$$

(3.2)

where $F \circ \tilde{\mathfrak{j}}$ and $G \circ \tilde{\mathfrak{j}}$ are now functionals on $\mathfrak{m}_1$ by composition. The pullback map $F \mapsto F \circ \tilde{\mathfrak{j}}$ is commonly denoted as $\tilde{\mathfrak{j}}^* : \mathcal{F}(\mathfrak{m}_2) \to \mathcal{F}(\mathfrak{m}_1)$. In the noncanonical Hamiltonian system $(\mathfrak{m}_1, \{ , \}_1, \mathcal{H}_1)$, suppose we are only interested in the time evolution of functionals $\tilde{F} = F \circ \tilde{\mathfrak{j}}$ for some $F \in \mathcal{F}(\mathfrak{m}_2)$. If the Hamiltonian functional also factors through $\tilde{\mathfrak{j}}$ i.e. $\mathcal{H} \in \mathcal{F}(\mathfrak{m}_1)$ is of the form

$$\mathcal{H} = \mathcal{H} \circ \tilde{\mathfrak{j}}$$

for some $\mathcal{H} \in \mathcal{F}(\mathfrak{m}_2),$

(3.3)

then, since $\tilde{\mathfrak{j}}$ is a Poisson map,

$$\frac{d\tilde{F}}{dt} = \{ \tilde{F}, \mathcal{H} \}_1 = \{ F, \mathcal{H} \}_2 \circ \tilde{\mathfrak{j}},$$

(3.4)

so we can replace the evolution equation for $\tilde{F}$ with an evolution equation $\tilde{F} = \{ F, \mathcal{H} \}_2$ for $F$, and forget about $\mathfrak{m}_1$ altogether. A Hamiltonian functional that factors through a Poisson map is called collective in [22].

The adjoint linear map of a Lie algebra homomorphism is an important example of a Poisson map. Let $\mathfrak{g}$ and $\mathfrak{h}$ be Lie algebras, and $\phi : \mathfrak{g} \to \mathfrak{h}$ be a Lie algebra (anti)-homomorphism. The adjoint linear map $\phi^* : \mathfrak{h}^* \to \mathfrak{g}^*$ is a Poisson map if we equip the dual spaces $\mathfrak{g}^*$ and $\mathfrak{h}^*$ with the Lie–Poisson bracket of the same (opposite) sign. In fact, the adjoint of a linear map $\phi : \mathfrak{g} \to \mathfrak{h}$ is a Poisson map if and only if $\phi$ is a Lie algebra homomorphism [43, Lemma 8.2]. (This result still holds formally if the Lie algebras are infinite-dimensional.) The Poisson map from 1-particle kinetic theory to fluids with constant entropy is precisely the adjoint linear map to the
inclusion of $\mathfrak{g}_0 = \text{Vect}(M) \times C^\infty(M)$ into $C^\infty(T^*M)$ as the Lie subalgebra of fibrewise affine functions met in section 2.2.22.43.

To carry out our programme of reduction, we construct a Poisson map from the configuration space for 1-particle kinetic theory to that of ideal compressible fluids with non-constant entropy (section 2). However, the kinetic-theory Hamiltonian is not the pullback of an effective Hamiltonian in the hydrodynamic variables, so we make an “approximation” to the kinetic-theory Hamiltonian to make it so (section 5). The rest of this paper is devoted to carry out this approximate reduction.

### 3.2 Other forms of Hamiltonian reduction

There are other methods that can be used to construct Hamiltonian systems with fewer degrees of freedom than a more primitive system. Here we give some examples and compare them with those developed in section 3.1. We will not pursue these methods any further in sections 4 and 5.

The classic example is Marsden–Weinstein reduction of symplectic or Poisson manifolds 9, 37, 38, 43, 44, 46. Let $\mathcal{M}$ be a symplectic or Poisson manifold, $G$ be a Lie group and $\mathfrak{g}$ be the Lie algebra of $G$. Suppose that we have a Hamiltonian $G$-action on $M$, with (equivariant) momentum map $\tilde{\mathcal{M}} : \mathcal{M} \rightarrow \mathfrak{g}^*$. In particular, $\tilde{\mathcal{M}}$ is a Poisson map such that the function $z \rightarrow \langle \mathcal{M}(z), X \rangle_\mathfrak{g}$ generates the flow of the one-parameter group $\exp(tX) \subset G$ on $\mathcal{M}$ for all $X \in \mathfrak{g}$ 22, 42. Under suitable conditions, the Marsden–Weinstein quotient $\tilde{\mathcal{M}}^{-1}(0)/G$ is correspondingly a symplectic or Poisson manifold. A $G$-invariant Hamiltonian functional on $\mathcal{M}$ induces a reduced Hamiltonian system on $g^{-1}(0)/G$. Marsden–Weinstein reduction achieves a similar goal to the reduction illustrated in section 3.1 where unimportant degrees of freedom are forgotten to form a reduced Hamiltonian system, but it uses the Poisson map $\tilde{\mathcal{M}}$ in a different way.

More recently, various Hamiltonian “reduced fluid models” for drift kinetics are derived by constructing a new but related Poisson bracket on the space of reduced variables in 56, 57, 58. A similar construction is used to find reduced descriptions for the one-dimensional Vlasov–Ampère system in 51. We give a brief summary of the techniques involved. Let $(\mathcal{M}_1, \{\cdot, \cdot\}_1)$ be the Poisson manifold of the more primitive variables, $\mathcal{M}_2$ be the space of reduced variables, and $\pi : \mathcal{M}_1 \rightarrow \mathcal{M}_2$ be a map from primitive to reduced variables. In these applications, given two functionals $F, G$ on $\mathcal{M}_2$, the Poisson bracket of their pullbacks $\{\pi^*F, \pi^*G\}_1$ cannot be expressed as the pullback of some other functional on $\mathcal{M}_2$. There are excess variables not described by the image $\pi(\mathcal{M}_1)$ that appear in the expression of $\{\pi^*F, \pi^*G\}_1$. These excess variables are eliminated by imposing a closure relation, which is an additional functional relationship between the excess and reduced variables. We can describe this as an embedding $\sigma : \mathcal{M}_2 \rightarrow \mathcal{M}_1$, whose image corresponds to the locus of the closure relation on $\mathcal{M}_1$. We require that $\pi \circ \sigma = \text{id}_2$, the identity map on $\mathcal{M}_2$. Define a bracket $\{\cdot, \cdot\}_2$ on $\mathcal{M}_2$ by

$$\{F, G\}_2 = \sigma^* \{\pi^*F, \pi^*G\}_1,$$

where $F$ and $G$ are arbitrary functionals on $\mathcal{M}_2$. The bracket $\{\cdot, \cdot\}_2$ always satisfies 22, 24. If the closure relation $\sigma$ is so chosen that $\{\cdot, \cdot\}_2$ satisfies the Jacobi identity 24, (\mathcal{M}_2, \{\cdot, \cdot\}_2) becomes a Poisson manifold. (The Jacobi identity for $\{\cdot, \cdot\}_2$ is checked manually in 51, 56, 57.) While $\sigma^* \pi^* = \text{id}_2^*$, the composition $\pi^* \sigma^*$ is not the identity for functionals on $\mathcal{M}_1$. The relation 24 is not the same as 22, and in particular $\pi$ is not a Poisson map.

In the applications described in 51, 56, 57, the primitive Hamiltonian $\tilde{\mathcal{H}}$ generating the dynamics on $\mathcal{M}_1$ is the pullback of some effective Hamiltonian $\mathcal{H}$ on $\mathcal{M}_2$ through $\pi$, that is, $\tilde{\mathcal{H}} = \pi^* \mathcal{H}$. The reduced dynamics is then given by

$$\frac{dF}{dt} = \{F, \mathcal{H}\}_2 = \sigma^* \left\{\pi^*F, \tilde{\mathcal{H}}\right\}_1,$$

so the functional $F$ evolves according to the value of $\left\{\pi^*F, \tilde{\mathcal{H}}\right\}_1$ restricted on $\sigma(\mathcal{M}_2)$. This framework provides a manifestly Hamiltonian way to impose certain “good” closure relations to obtain reduced evolution equations, which is often an improvement over imposing the closure relations directly in the primitive evolution equations.

In a separate class of applications, one seeks physically relevant Poisson submanifolds of the Poisson manifold of primitive variables. The Hamiltonian functional restricted to the submanifold then generates a reduced Hamiltonian system. Such reductions aim to obtain simpler descriptions of the primitive system under special conditions. For example, the extended magnetohydrodynamics (MHD) system, which is an extension to ordinary MHD that incorporates the Hall effect 53, is known to be a noncanonical Hamiltonian system 1. In 27, a Poisson submanifold corresponding to extended MHD configurations that are translationally invariant along the $x$-axis is found, and the corresponding reduced Hamiltonian system is studied in detail.

Another example in kinetic theory is the waterbag reduction of the Benney hydrodynamic chain 13, 65. The Benney hydrodynamic chain 6 is a system of evolution equations that can be obtained as the moment equations of a one-dimensional Vlasov-like system. Let $a_1(q, t), \ldots, a_K(q, t)$ be hydrodynamic variables, with
For a plasma on \( T \) overall.

The electrostatic potential \( e \) is the nondimensionalised charge of the particles. We write the potential energy using the Green’s function \( G(q, q') \) for the Laplacian \( -\nabla^2 \) on \( T^n \) or \( \mathbb{R}^n \). This avoids having to introduce an explicit equation for the electrostatic potential

\[
\phi(q) = e \int d^n q' d^n p' f(q', p') G(q, q').
\]  

For a plasma on \( T^n \), we assume that there is a uniformly charged inert background to keep the plasma neutral overall.

4 The Poisson map from kinetic theory to fluid dynamics

In this section we describe the formulation of kinetic theory and fluid dynamics as noncanonical Hamiltonian systems \([24, 31, 40, 43, 48]\), and obtain a Poisson map between the underlying Poisson manifolds.

Consider the space of functions \( C^\infty(T^*M) \) on the cotangent bundle \( T^*M \), which is a Lie algebra under the canonical Poisson bracket \( \{\cdot, \cdot\} \) on \( T^*M \). Its dual space is the space of volume forms on \( T^*M \), which we denote as \( \Omega^2(T^*M) \). We use the symplectic volume element \( dV = \omega^n/n! \) to identify \( C^\infty(T^*M) \) with \( \Omega^2(T^*M) \) by the one-to-one correspondence \( f \mapsto fdV \). The dual pairing

\[
\langle fdV, g \rangle_{C^\infty(T^*M)} = \int_{T^*M} dV f dV g = (f, g)
\]  

gives a weakly non-degenerate symmetric invariant bilinear form on the Lie algebra \( C^\infty(T^*M) \) (see section 2.3). We interpret the functions \( f \in C^\infty(T^*M) \) as the 1-particle distribution functions on phase space in kinetic theory. The (+)-Lie–Poisson bracket is

\[
\{F, G\}_{K_T}[f] = \int_{T^*M} dV f \left\{ \frac{\delta F}{\delta f}, \frac{\delta G}{\delta f} \right\},
\]  

where \( F[f], G[f] \) are functionals of \( f \). Given a Hamiltonian functional \( H[f] \), the evolution equation for \( f \) is the familiar Liouville equation:

\[
\frac{\partial f}{\partial t} = \left\{ \frac{\delta H}{\delta f}, f \right\}.
\]  

For \( M = T^n \) or \( \mathbb{R}^n \), choosing the Hamiltonian functional

\[
H_{K_T}[f] = \int d^n q d^n p \frac{|p|^2}{2} f
\]  

reverses the collisionless Boltzmann equation for a dilute gas. The Vlasov–Poisson equation for an electrostatic plasma can be obtained from the Vlasov–Poisson Hamiltonian \([24, 43, 66]\):

\[
H_{VP}[f] = \int d^n q d^n p \frac{|p|^2}{2} f(q, p) + \frac{e^2}{2} \int d^n q d^n p d^n q' d^n p' f(q, p) f(q', p') G(q, q'),
\]  

where \( e \) is the non-dimensionalised charge of the particles. We write the potential energy using the Green’s function \( G(q, q') \) for the Laplacian \( -\nabla^2 \) on \( T^n \) or \( \mathbb{R}^n \). This avoids having to introduce an explicit equation for the electrostatic potential

\[
\varphi(q) = e \int d^n q' d^n p' f(q', p') G(q, q').
\]  

For a plasma on \( T^n \), we assume that there is a uniformly charged inert background to keep the plasma neutral overall.
The Jeans equation for a self-gravitating stellar system in galactic dynamics can be obtained from a slightly different Hamiltonian \[ \mathcal{H}_{SG}[f] = \int d^nqd^n p \frac{|p|^2}{2} f(q, p) - \frac{G}{2} \int d^nqd^n p d^n q' d^n p' f(q, p)f(q', p')G(q, q'), \] (4.7)
where \(G\) is the dimensionless gravitational constant. The Jeans equation is identical to the Vlasov–Poisson equation, except that \(c^2\) has been replaced with \(-G\). The sign difference leads to qualitative differences between the respective solutions of the Vlasov–Poisson and Jeans equations \[24\]. The self-gravitating Hamiltonian \(\mathcal{H}_{SG}[f]\) is not bounded from below unlike \(H_{KT}[f]\) and \(H_VF[p]\). This difference becomes important in section 6.2.

Since the distribution function \(f(q, p)\) represents the density of particles in phase space, the appropriate configuration space for distribution functions in kinetic theory should be taken as the space of positive distribution functions \(C^\infty(T^*M)_+\), where

\[ C^\infty(T^*M)_+ = \{ f \in C^\infty(T^*M) : f(q, p) > 0 \text{ for all } (q, p) \in T^*M \}. \] (4.8)

The strict positivity of \(f\) also means that we can make sense of expressions such as \(\log f\) and its \(f\)-derivatives without having to define them as limits as \(f \to 0\). \(C^\infty(T^*M)_+\) is a Poisson submanifold because the Liouville equation \[4.3\] preserves the condition \(f(q, p) > 0\) for all \((q, p)\) for any choice of Hamiltonian functional.

### 4.2 The Lie–Poisson bracket for ideal fluid dynamics with non-constant entropy

The underlying Poisson manifold of the noncanonical Hamiltonian formulation of ideal fluid dynamics is the dual space \(\mathfrak{s}_A\) of \(\mathfrak{a}_A\) with a standard Euclidean basis on \(\mathbb{R}^{A+1}\). The momentum density \(\partial \mathcal{H} / \partial q\) of a fluid. For \(i = 1, \ldots, A\), \(a = 0, 1, \ldots, A\) explicitly. We will work implicitly with a standard Euclidean basis on \(\mathbb{R}^{A+1}\) throughout. The semidirect product Lie bracket on \(\mathfrak{s}_A\) is

\[ \{ (u_0, g_0), (v_0, g_0) \}_{\mathfrak{s}_A} = \{ (u_0, g_0), (v_0, g_0) \}_{\mathfrak{a}_A} = \{ (u_0, g_0), (v_0, g_0) \}_{\mathfrak{a}_A}, \] (4.9)

The dual space \(\mathfrak{s}_A^*\) of the Lie algebra \(\mathfrak{s}_A\) is Vect*(\(M\)) \(\otimes\) \(\Omega^0(M, \mathbb{R}^{A+1})\), where Vect*(\(M\)) = \(\Gamma(T^*M \otimes \wedge^n T^*M)\) is the space of 1-form densities on \(M\), and \(\Omega^0(M, \mathbb{R}^{A+1})\) is the space of \(\mathbb{R}^{A+1}\)-valued volume forms on \(M\), which we can also think of as the space of \(A+1\) real-valued volume forms by taking components. A typical element of \(\mathfrak{s}_A^*\) can be written as \((m, dq^i \otimes dq^a, (s_0 dq^a, \ldots, s_0 dq^a))\), where \(m = \sum a g_a \otimes dq^a\) is a 1-form density, and \(s_a dq^a\) are top-degree forms for \(a = 0, \ldots, A\). The dual pairing of \(\mathfrak{s}_A^*\) with \(\mathfrak{s}_A\) is given by integration:

\[ \langle (m, dq^i \otimes dq^a, (s_0 dq^a, \ldots, s_0 dq^a)), (u_0, g_0, \ldots, g_A) \rangle_{\mathfrak{s}_A^*} = \int_M dq dq^a \left( m u^i + \sum a = 0 \ldots A \right) (s_a g_a). \] (4.10)

The \((-\)\)-Lie–Poisson bracket on \(\mathfrak{s}_A^*\) is given, for functionals \(F, G \in \mathcal{F}(\mathfrak{s}_A^*)\), by

\[ \{ F, G \}_{\mathfrak{s}_A^*} = - \int M dq dq^a \left( m, \frac{\delta F}{\delta m}, \frac{\delta G}{\delta m} \right)_{\text{Vect}(M)} - \sum a = 0 \ldots A \left( s_a, \mathcal{L}_u \frac{\delta G}{\delta s_a} - \mathcal{L}_u \frac{\delta F}{\delta s_a} \right)_{C^\infty(M)}, \] (4.11)

where the angle brackets denote the pairing between the vector space indicated by the subscript and its dual. For \(A = 1\), we can interpret \(m\) as the momentum density of a fluid, \(s_0 = \rho\) as the mass density of a fluid, and \(s_1 = s\) as the entropy density of a fluid. For \(M = \mathbb{T}^n\) or \(\mathbb{R}^n\), the Lie–Poisson bracket \[11\] has the explicit form

\[ \{ F, G \}_{\mathfrak{s}_1} = - \int M dq dq^a \left( m, \frac{\delta F}{\delta m}, \frac{\delta G}{\delta m} \right)_{\text{Vect}(M)} + \rho \left( \frac{\delta F}{\delta \rho}, \frac{\delta G}{\delta \rho} \right) + s \left( \frac{\delta F}{\delta s}, \frac{\delta G}{\delta s} \right), \]

which coincides with the bracket for ideal fluids with non-constant entropy \[48\]. The Hamiltonian functional that generates the compressible Euler equations is

\[ H_{\text{Fluids}}[m, \rho, s] = \int M dq \left( \frac{|m|^2}{2 \rho} + \rho U(\rho, s) \right), \] (4.12)
where \( U \) is the internal energy density of the fluid as a local function of \( \rho \) and \( s \), given by some equation of state.

We have chosen to work with a general \( A \) instead of fixing \( A = 1 \). This becomes useful in section 4.3, where we show that there is a family of Poisson maps \( \mathcal{J}_A \) from \( C^\infty(T^*M)_+ \) to \( \mathfrak{s}_A^* \) for \( A = 0, 1, 2, \ldots \), with the property that \( \mathcal{J}_A \) can be obtained by truncating \( \mathcal{J}_B \) for some \( B \geq A \). The hydrodynamic mass and entropy densities can thus be thought of as the first two members of a series of generalised entropies, as we shall explain in section 4.3.

### 4.3 The Poisson map from \( C^\infty(T^*M)_+ \) to \( \mathfrak{s}_A^* \)

Now we construct the map \( \mathcal{J}_A : C^\infty(T^*M)_+ \to \mathfrak{s}_A^* \), which we will soon prove to be a Poisson map. It is defined by the dual pairing

\[
\langle \mathcal{J}_A[f], (u, (g_0, \ldots, g_A)) \rangle_{\mathfrak{s}_A} = \int_{T^*M} dV \left( (u, p) f + \sum_{a=0}^{A} f(\log f)^a g_a \right),
\]

(4.13)

In components, we have \( \mathcal{J}_A[f] = (m_i[f] dq^i \otimes dp^i, (s_0[f] dp^0 q, \ldots, s_A[f] dp^A q)) \), where

\[
m_i[f] = \int dp^i p_i f, \quad s_a[f] = \int dp^i f(\log f)^a
\]

(4.14)

are the momentum density and the generalised entropy densities of the distribution function, respectively, obtained by integrating along the cotangent fibres i.e. integrating over \( p \). In particular, \( s_0[f] \) is the mass density and \( s_1[f] \) is the spatial density of the Boltzmann entropy \( f \log f \). Here and henceforth we use the sign convention that the entropy density \( s_1[f] \) is a convex function of \( f \) – the opposite sign convention is more common in physics.

Now we state the main result of this paper:

**Proposition 1.** The map \( \mathcal{J}_A : C^\infty(T^*M)_+ \to \mathfrak{s}_A^* \) (4.13) is a Poisson map from the space of positive 1-particle distribution functions \( C^\infty(T^*M)_+ \) (as defined in section 4.1) to the space \( \mathfrak{s}_A^* \) of hydrodynamic variables with generalised entropies (as defined in section 4.2).

The case for \( A = 0 \) is known in \([22, 43]\) and can be immediately deduced from the fact that Lie algebra \( \mathfrak{g}_0 = \text{Vect}(M) \ltimes C^\infty(M) \) acts on \( T^*M \) by Hamiltonian vector fields generated by the associated fibrewise affine function. The novelty here is that the Poisson map can be extended to account for the non-constant entropy bracket \([48]\), and that \( \mathcal{J}_A \) maps the \( p \)-integral of the Boltzmann entropy onto the hydrodynamic entropy density. We also find that there is family of spaces with hydrodynamic variables, all of which arises naturally from kinetic theory, that includes fluids with constant entropy as its first member and fluids with non-constant entropy as its second member. Taking the \( p \)-integral of the Boltzmann entropy to obtain a hydrodynamic entropy density is not a new idea, even within the framework of noncanonical Hamiltonian systems \([21]\). In Proposition 1 we settle the status of \( s_1[f] \) as a component of a Poisson map. This offers a partial passage from kinetic theory to fluid dynamics by offering a Poisson map between the respective configuration spaces. However, as we shall see in section 5, the reduction of noncanonical Hamiltonian systems described in section 3 cannot be carried out exactly, because the kinetic-theory Hamiltonian does not factor through the Poisson map.

**Proof.** Define the functions \( y_a(x) : \mathbb{R}_+ \to \mathbb{R} \) for \( a = 0, 1, 2, \ldots \) as

\[
y_a(x) = (\log x)^a.
\]

(4.15)

We set \((\log x)^0 = 1\) by convention so that \( y_0(x) = x \), and also set \( y_a = 0 \) for \( a < 0 \). These functions have removable singularities at \( x = 0 \) for \( a \geq 1 \). Each generalised entropy density \( s_a[f] \) can be written in terms of the \( y_a \) as \( s_a[f] = \int d^np y_a(f) \). The functions \( y_a(x) \) satisfy the recurrence relations

\[
x \frac{dy_a}{dx} - y_a = ay_{a-1},
\]

(4.16)

\[
x \frac{d^2y_a}{dx^2} = a \frac{dy_{a-1}}{dx}.
\]

(4.17)

Conversely, any other set of functions \( \tilde{y}_a \) that solves (4.16) with \( \tilde{y}_0(x) = x \) is of the form

\[
\tilde{y}_a(x) = y_a(x) + \sum_{b=0}^{a-1} C_{a-b} \frac{a!}{b!} y_b(x),
\]

(4.18)
where $C_1, \ldots, C_A$ are arbitrary constants.

Now suppose we have functionals $\tilde{F}, \tilde{G} \in \mathcal{F}(C^\infty(T^*M)_+)$ such that $\tilde{F} = F \circ \mathcal{J}_A$ and $\tilde{G} = G \circ \mathcal{J}_A$ for some $F, G \in \mathcal{F}(s_A^*)$. To prove that

$$\left\{ \tilde{F}, \tilde{G} \right\}_{KT} = \{ F, G \}_{s_A} \circ \mathcal{J}_A,$$

we need to compute the functional derivative of $\tilde{F} = F \circ \mathcal{J}_A$. The functional chain rule gives

$$\left\langle \frac{\delta \tilde{F}}{\delta f}, \delta f \right\rangle_{C^\infty(T^*M)} = \left\langle \frac{\delta F}{\delta m}, \delta m[f] \right\rangle_{\text{Vect}(M)} + \sum_{a=0}^A \left\langle \frac{\delta F}{\delta s_a}, \delta s_a[f] \right\rangle_{C^\infty(M)},$$

and

$$\delta m[f] = d^n q \int d^n p \, p \delta f, \quad \delta s_a[f] = d^n q \int d^n p \, y_a(f) \delta f.$$ 

Comparing both expressions gives

$$\frac{\delta \tilde{F}}{\delta f} = \left\langle \frac{\delta F}{\delta m}, \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} + \sum_{a=0}^A y_a(f) \frac{\delta F}{\delta s_a}. \tag{4.22}$$

We have suppressed the pullback $\pi^*$ of the cotangent bundle projection for notational simplicity. Here $\delta F/\delta m$ is a vector field on $M$, and $\delta F/\delta s_a$ is a function on $M$ for each $a$, so they all depend on $q$ only. Now we compute

$$\left\{ \tilde{F}, \tilde{G} \right\}_{KT} = \int d^n q d^n p \int \left\lbrace \frac{\delta \tilde{F}}{\delta f}, \frac{\delta \tilde{G}}{\delta f} \right\rbrace$$

$$= \int d^n q d^n p \int \left\lbrace \left\langle \frac{\delta F}{\delta m}, \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} + \sum_{a=0}^A \left\langle \frac{\delta F}{\delta s_a}, \delta s_a[f] \right\rangle_{C^\infty(M)} \right\}, \tag{4.23}$$

Using (2.3), the term on the first line of (4.23) is

$$\int d^n q d^n p \int \left\lbrace \left\langle \frac{\delta F}{\delta m}, \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} \right\} = - \int d^n q d^n p \int \left\lbrace \left\langle \frac{\delta F}{\delta m}, \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} \right\},$$

$$= - \left\langle m[f], \left[ \frac{\delta F}{\delta m} : \frac{\delta G}{\delta m} \right] \right\rangle_{\text{Vect}(M)}. \tag{4.24}$$

The second line of (4.23) contains two similar groups of terms. We compute one of them as follows:

$$\int d^n q d^n p \int \left\lbrace \left\langle \frac{\delta F}{\delta s_a}, \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} \right\},$$

$$= \int d^n q d^n p \int \left\lbrace \left\langle \frac{\delta F}{\delta s_a}, \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} \right\} + \int d^n q d^n p \int \left\langle f, \left\langle \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} \right\},$$

$$= \int d^n q d^n p \int \left\lbrace \left\langle \frac{\delta F}{\delta s_a}, \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} \right\} + \int d^n q d^n p \int \left\langle f, \left\langle \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)} \right\},$$

$$= \int d^n q d^n p \int \left\langle \frac{\delta F}{\delta s_a}, \frac{\delta G}{\delta m} \right\rangle_{\text{Vect}(M)}.$$

We have used the identity (2.6) as well as the recurrence relations (4.16, 4.17) of the functions $y_a(x) = x \log x^n$ to manipulate terms involving $y_a(f)$ and its derivatives in and out of the canonical Poisson bracket. The terms
on the last line of (4.23) vanish, because

\[
\int d^n q d^n p \left\{ y'_a(f) \frac{\delta F}{\delta s_a}, y'_b(f) \frac{\delta G}{\delta s_b} \right\} = \int d^n q d^n p \left\{ \left( \frac{\delta F}{\delta s_a} y'_b(f) + \frac{\delta G}{\delta s_b} y'_a(f) \right) \right\} + \left( \frac{\delta F}{\delta s_a} y'_b(f) \right) + \left( \frac{\delta G}{\delta s_b} y'_a(f) \right) \right\}
\]

\[
= \int d^n q d^n p \left\{ \left( \frac{\delta F}{\delta s_a} y'_b(f) + \frac{\delta G}{\delta s_b} y'_a(f) \right) + \int f y'_a(f) y'_b(f) \left( \frac{\delta F}{\delta s_a} - \frac{\delta G}{\delta s_b} \right) \right\}
\]

\[
= \int d^n q d^n p \left\{ \left( \frac{\delta F}{\delta s_a} y'_b(f) + \frac{\delta G}{\delta s_b} y'_a(f) \right) + \int f y'_a(f) y'_b(f) \left( \frac{\delta F}{\delta s_a} - \frac{\delta G}{\delta s_b} \right) \right\}
\]

\[
= - \int d^n q d^n p \left\{ \left( \frac{\delta F}{\delta s_a} y'_b(f) + \frac{\delta G}{\delta s_b} y'_a(f) \right) + \int f y'_a(f) y'_b(f) \left( \frac{\delta F}{\delta s_a} - \frac{\delta G}{\delta s_b} \right) \right\}
\]

\[
= 0. \tag{4.26}
\]

We have \{\delta F/\delta s_a, \delta G/\delta s_b\} = 0 because both arguments are functions of \(q\) only. The function \(I_{ab}(x)\) that we have introduced on the second-to-last line of (4.19) is an antiderivative to \(xy'_a(x)y'_b(x)\):

\[
I_{ab}(x) = \int_0^x dw \, wy'_a(w)y'_b(w). \tag{4.27}
\]

We can express \(xy'_a(x)y'_b(x)\) as a polynomial in \(\log x\), so the integral (4.27) converges and \(I_{ab}(x)\) is a linear combination of \(x(\log x)^c\) for suitable integers \(c\).

Putting everything together, we have

\[
\begin{align*}
\{F, G\}_{KT} &= -\left\{ m[f], \left[ \frac{\delta F}{\delta m}, \frac{\delta G}{\delta m} \right] \right\}_{\text{Vect}(M)} \\
&= -\sum_{a=0}^A \left\langle s_a[f], L_{\frac{\delta F}{\delta s_a}} - L_{\frac{\delta G}{\delta s_a}} \right\rangle_{C^\infty(M)}, \tag{4.28}
\end{align*}
\]

which is precisely the \((-\text{Lie–Poisson}\) bracket on \(s^*_A\)), evaluated at the image of the Poisson map \(\tilde{g}_A[f] = (m[f], (s_0[f], \ldots, s_A[f]))\).

The Poisson manifolds \(C^\infty(T^* M)_+\) and \(s_A^*\) are linear, in the sense that they are open subsets of vector spaces and that the Poisson brackets are linear. However, the Poisson map \(\tilde{g}_A\) is genuinely non-linear. It is not induced by a Lie algebra action of \(s_A\) on \(T^* M\) by Hamiltonian vector fields for \(A \geq 1\). The identity \(\int dV \{f, g\} = 0\) is not needed for the \(A = 0\) case but is needed for the \(A \geq 1\) case.

Nonetheless, the non-linearities in \(\tilde{g}_A\) are not completely arbitrary. They arise naturally from considering the \textit{generalised eigenvalue-eigenvector problem} of the Euler operator \(x(d/dx)\). For each \(a = 0, \ldots, A\), the functions \(y_0(x), \ldots, y_a(x)\) form an ordered basis for the generalised eigenspace \(V^a_1 = \ker(x(d/dx) - 1)^a\). The operator \(x(d/dx)\) preserves the chain of inclusions \(V^a_0 \subset V^a_1 \subset \ldots \subset V^a_A\); in particular, \((x(d/dx) - 1)V^a_1 \subset V^{a-1}_1\). The non-linear components of \(\tilde{g}_A\) correspond to the generalised eigenvectors \(y_1(x), \ldots, y_A(x)\), which is a natural extension of the ordinary eigenvector \(y_0(x)\) that gives a linear component.

\textbf{Remark 1.} The true dimensionless expression for \(\log f\) is \(\log(h^n f)\), where \(h\) is an arbitrary “Planck’s constant” that defines an action \((q[p])\) scale. Changes in the reference action scale lead to transformations of the form \(\log x \mapsto \log x + \Lambda\) in the definitions (4.15) of \(y_a(x)\). Let us also allow for a different change of scale for each occurrence of \(\log x\) in (4.15), for example \(x(\log x)^2\) to \(x(\log x + \Lambda_1)(\log x + \Lambda_2)\). The general form of such a transformation is

\[
\tilde{y}_a = y_a(x) + \sum_{b < a} y_b(x) \Lambda_{ba}, \tag{4.29}
\]

where \(\Lambda_{ba}\) is a strictly upper-triangular \((A + 1) \times (A + 1)\) matrix of constants, i.e. \(\Lambda_{ba} = 0\) if \(b \geq a\). The transformation (4.20) includes (4.15) as a special case. The induced transformation \(s_a[f] \mapsto \tilde{s}_a[f]\) on the generalised entropy densities is

\[
\tilde{s}_a = s_a + \sum_{b < a} s_b \Lambda_{ba}, \tag{4.30}
\]
which is a Poisson automorphism of $\mathfrak{s}_A^*$ i.e. an invertible Poisson map from $\mathfrak{s}_A^*$ onto itself. The transformation \( \mathfrak{g}_A \) adds constant multiples of the lower generalised entropy densities to the higher generalised entropy densities. The \( \alpha = 1 \) case of (4.32) reflects that the specific entropy \( \eta_1 = s_1/s_0 \) is only uniquely specified up to a global constant in classical thermodynamics.

**Remark 2.** It is of interest whether $\mathfrak{g}_A : C^\infty(T^*M)_+ \to \mathfrak{s}_A^*$ is the momentum map for a Hamiltonian group action on $C^\infty(T^*M)_+$ by the semidirect product Lie group $\text{Diff}(M) \ltimes C^\infty(M, \mathbb{R}^{A+1})$, where $\text{Diff}(M)$ is the group of diffeomorphisms on $M$. For $A = 0$, it is known that $\mathfrak{g}_0$ is a momentum map for a Hamiltonian $\text{Diff}(M) \ltimes C^\infty(M)$-action on $C^\infty(T^*M)_+$ induced by cotangent lifts of $\varphi \in \text{Diff}(M)$ to $T^*M$ and momentum shifts $(q,p) \mapsto (q,p - dh)$ for $h \in C^\infty(M)$, both acting on $T^*M$ as Hamiltonian symplectomorphisms. However, there is no corresponding group action when $A \geq 1$. Consider the restriction of the pullback $\mathfrak{g}^*_A : \mathcal{F}(\mathfrak{s}_A^*) \to \mathcal{F}(C^\infty(T^*M)_+)$ to linear functionals on $\mathfrak{s}_A^*$ that arise from dual pairing with elements in $\mathfrak{s}_A$. We denote the restriction by $\mathfrak{g}^\dagger_A : \mathfrak{s}_A \to \mathcal{F}(C^\infty(T^*M)_+)$, given explicitly as

$$\mathfrak{g}^\dagger_A(u,(g_0,\ldots,g_A))[f] = \langle \mathfrak{g}_A[f], (u,(g_0,\ldots,g_A)) \rangle_{\mathfrak{s}_A},$$

(4.31)

for $(u,(g_0,\ldots,g_A)) \in \mathfrak{s}_A$. The map $\mathfrak{g}^\dagger_A$ is an anti-homomorphism of Lie algebras because $\mathfrak{g}_A$ is a Poisson map to $\mathfrak{s}_A^*$, which is equipped with the $(-)$-Lie–Poisson bracket. This leads to an $\mathfrak{s}_A$-action on $C^\infty(T^*M)_+$ by the Hamiltonian vector fields of $\mathfrak{g}^\dagger_A(u,(g_0,\ldots,g_A))[f]$, whose flow is

$$\frac{\partial f}{\partial t} = \{\langle u,p \rangle, f \} + \sum_{a=0}^{A} \{g_a, f(\log f)^a\},$$

(4.32)

where again we have suppressed the pullback $\pi^*$ of the cotangent bundle projection.

For $A \geq 1$, there are problematic flows from the abelian subalgebra $C^\infty(M, \mathbb{R}^{A+1}) \subset \mathfrak{s}_A$ that cannot be integrated to one-parameter groups, which prevents us from integrating the Lie algebra action (4.32) to a group action, so $\mathfrak{g}_A$ cannot be the momentum map of a $\text{Diff}(M) \ltimes C^\infty(M, \mathbb{R}^{A+1})$-action. We illustrate this with the example $M = S^1$ and $A = 1$. Let $(q,p)$ be coordinates on $T^*S^1 \simeq S^1 \times \mathbb{R}$. The Hamiltonian flow by $\mathfrak{g}^\dagger_1(0,(0,g_1(q)))[f]$ on $C^\infty(T^*S^1)_+$ is then

$$\frac{\partial f}{\partial t} - g'_1(q) \frac{\partial f}{\partial p} \log f = 0, \quad \text{or} \quad \frac{\partial \Phi}{\partial t} - (g'_1(q) + g'_1(q)\Phi) \frac{\partial \Phi}{\partial p} = 0,$$

(4.33)

for $\Phi = \log f$. The basepoint $q \in S^1$ only enters parametrically. Fixing some $q$ at which $g'_1(q) \neq 0$, the $\Phi$-equation in (4.33) restricted to the fibre $T_q^*S^1$ can be rewritten as an inviscid Burgers’ equation under an affine change of variables. A smooth solution to (4.33) with smooth initial data $\Phi(t = 0)$ breaks down at finite time

$$T_{\|q\|} = \left( \max \left\{ g'_1(q) \frac{\partial \Phi(q,p,t = 0)}{\partial p} : p \in T_q^*S^1 \right\} \right)^{-1}$$

(4.34)

if $g'_1(t = 0)/\partial p > 0$, or equivalently if $g'_1(t = 0)/\partial p > 0$, for some $p$. If $f$ is smooth, non-constant and $f \to 0$ as $|q| \to \infty$, then $\partial f/\partial p$ must take both signs at different $p$, since $\int_{-\infty}^{\infty} \partial f/\partial p = 0$, so the breakdown of smooth solutions is unavoidable. Thus the Hamiltonian flow (4.33) by $\mathfrak{g}^\dagger_1(0,(0,g_1(q)))[f]$ on $C^\infty(T^*S^1)_+$ only exists for finite time near each $f$; moreover, the existence time can be made indefinitely short by introducing large $p$-gradients in $f$.

On general manifolds $M$ and $A \geq 1$, the flow of $\mathfrak{g}^\dagger_A(0,(0,g_1(q),0,\ldots,0))$ on $C^\infty(T^*M)_+$ is of the form (4.32) along the direction spanned by $dg_1(q)$ on the fibre $T^*_qM$, with the other directions entering only parametrically. So we encounter the same problem and conclude that the Hamiltonian Lie algebra action (4.32) cannot arise from a group action for $A \geq 1$. The map $\mathfrak{g}_A$ corresponds to a Hamiltonian Lie algebra action, but it is not a momentum map for a Hamiltonian group action.

### 4.4 A one-parameter family of Poisson maps from $C^\infty(T^*M)_+$ to $\mathfrak{s}_0^*$

In this section we construct the Poisson map $\mathfrak{g}_A$ (4.33) in a different way, by considering it as a Taylor series truncation of a one-parameter family of Poisson maps $\mathfrak{J}_\xi : C^\infty(T^*M)_+ \to \mathfrak{s}_0^*$. These maps are defined by the dual pairing

$$(\mathfrak{J}_\xi[f],(u,g))_{\mathfrak{s}_0} = \int_{T^*M} dV \, ((u,p)f + f^{1+\xi}g).$$

(4.35)

In components, we have $\mathfrak{J}_\xi[f] = (m_1[f]dq^i \otimes dp^a q, \rho_\xi[f]dp^a q)$, where

$$m_1[f] = \int dp^a \rho_\xi[f], \quad \rho_\xi[f] = \int dp^a f^{1+\xi}.$$

(4.36)
The quantity $\rho_0$ is the spatial density of the so-called Tsallis entropy \[53\] up to a multiplicative constant. For sufficiently regular and decaying $f$, the integrals in the definition of $J_\xi[f]$ are finite for all $\xi$ in some interval $I$ containing 0. Note that $\rho_0$ is not a fractional density despite being a $p$-integral of $f^{1+\xi}$ – in terms of the density $\psi = fdV$, the expression to be integrated is $\psi(\psi/dV)^\xi$.

**Proposition 2.** The one-parameter family of maps $J_\xi : C^\infty(T^*M)_+ \to a^0_\xi$ \[54\] is a Poisson map for each $\xi \in I$, where $I$ is some appropriately chosen interval on $\mathbb{R}$ containing 0.

The proof can be found in appendix A and is very similar to that of Proposition 1. The function $x^{1+\xi}$, which is the form of the non-linearity in the map $J_\xi$, is precisely the eigenfunction of the Euler differential operator $x(d/dx)$ with eigenvalue $1 + \xi$. The non-linearities in $\psi_A$ (see section 4.3) can thus be seen as an infinitesimal version of those in $J_\xi$ as $\xi \to 0$. More precisely, the maps $\psi_A$ can be obtained from expanding $J_\xi$ in a Taylor series about $\xi = 0$ and then truncating. To see this, consider the Taylor expansion

$$f^{1+\xi} = f \exp(\xi \log f) = \sum_{a=0}^\infty \frac{\xi^a}{a!} f(x)^a.$$ \[4.37\]

Thus $f^{1+\xi}$ is a generating function for the $y_a(f)$ defined in \[4.15\]. Integrating \[4.15\] over $p$ gives

$$\rho_\xi[f] = \sum_{a=0}^\infty \frac{\xi^a}{a!} y_a[f],$$ \[4.38\]

so the truncated Taylor expansion of $J_\xi[f]$ at $\xi = 0$ agree up to order $a$ and produces the components of $\psi_A[f]$ \[4.14\]. This argument shows that we can obtain $\psi_A$ from the Poisson map $J_\xi$, but it does not directly show that $\psi_A$ is a Poisson map. In the following we present a more geometrical approach from which $\psi_A$ is obtained as the composition of Poisson maps, hence manifestly a Poisson map.

Consider the path space $PC^\infty(M)$ of one-parameter families of functions on $M$. The elements of $PC^\infty(M)$ are maps $g_\xi : I \to C^\infty(M)$. The Lie algebra of vector fields $\text{Vect}(M)$ has a representation on $PC^\infty(M)$ by acting on the image. More explicitly, the action of a vector field $u$ on $g_\xi$ is $g_\xi \mapsto \mathcal{L}_u g_\xi$. This gives rise to a semidirect product Lie algebra $\text{Vect}(M) \ltimes PC^\infty(M)$.

We take the smooth dual space to this semidirect product Lie algebra to be $\text{Vect}(M)^* \times P\Omega^n(M)$, where $P\Omega^n(M)$ is the path space $P\Omega^n(M)$ of top-degree forms (or densities) on $M$, i.e., the space of one-parameter families of $n$-forms $\rho_\xi : I \to \Omega^n(M)$. The dual pairing between $P\Omega^n(M)$ and $PC^\infty(M)$ is given by integration over $I \times M$, where $I$ is equipped with the standard measure $d\xi$. The one-parameter family of Poisson maps $J_\xi$ in Proposition 2 can be considered as a single map $J : C^\infty(T^*M)_+ \to \text{Vect}(M)^* \times P\Omega^n(M)$, defined by

$$\langle J[f],(u,g_\xi) \rangle = \int_{T^*M} dv \left( \langle u, p \rangle f + \int_I d\xi \left( f^{1+\xi} g_\xi \right) \right),$$ \[4.39\]

**Proposition 3.** The map $J : C^\infty(T^*M)_+ \to \text{Vect}(M)^* \times P\Omega^n(M)$ \[4.39\] is a Poisson map.

The proof, which is a small variation of that for Proposition 2, can be found in appendix A. Having constructed the Poisson map $J$, we proceed to construct the second Poisson map that would give $\psi_A$ when composed to $J$. This second map arises from the theory of jet spaces, which codify Taylor expansions in a geometrical manner. Consider the sequence of projections

$$J^0_0(I,\Omega^n(M)) \leftarrow J^1_0(I,\Omega^n(M)) \leftarrow \ldots \leftarrow J^\infty_0(I,\Omega^n(M)) \leftarrow P\Omega^n(M),$$ \[4.40\]

where $J^A_0(I,\Omega^n(M))$ is the space of $A$-jets of maps $\rho_\xi : I \to \Omega^n(M)$ at $\xi = 0$, defined as the quotient space of $P\Omega^n(M)$ under the following equivalence relation: $\rho_\xi \sim \rho_\eta$ if and only if the Taylor expansion of $\rho_\xi$ and $\rho_\eta$ at $\xi = 0$ agree up to order $A$. The infinite jet space $J^\infty_0(I,\Omega^n(M))$ is defined similarly, with the equivalent relation being the agreement of Taylor expansions up to arbitrary order. Each projection $J^A_0 \to J^B_0$ for $A > B$ in \[4.40\] corresponds to a further truncation of the Taylor expansion of $\rho_\xi$.

To simplify notation, we use the shorthand $V$ for $\text{Vect}(M)$ and omit the arguments in the jet spaces for the rest of the section. We would like to show that the sequence of projections

$$V^* \times J^0_0 \leftarrow V^* \times J^1_0 \leftarrow \ldots \leftarrow V^* \times J^\infty_0 \leftarrow V^* \times P\Omega^n(M)$$ \[4.41\]

are Poisson maps between Poisson manifolds, so that composing $J$ with these projections corresponds to truncating the Taylor series of $\rho_\xi$, hence giving the Poisson map $\psi_A$. This can be achieved by considering the spaces in \[4.41\] as smooth duals of Lie algebras and the maps as adjoints of injective Lie algebra homomorphisms. Consider the space of $C^\infty(M)$-valued distributions on $I$, which we denote by $D(I,C^\infty(M))$ or simply $D$ for brevity. The Lie algebra $V$ acts on $D$ by Lie differentiation on its values: $g_\xi \mapsto \mathcal{L}_u g_\xi$, where $u$ is a vector field.
and \( g_k \) is a \( C^\infty(M) \)-valued distribution. The subspace \( D^0_\xi \) of distributions that are supported at 0 and are of order at most \( A \) is invariant under this action. An element of \( D^0_\xi \) can always be written in the form

\[
    g_\xi = \sum_{a=0}^{A} g_a (-1)^a \frac{d^a}{dq^a} \delta(\xi), \quad \text{where} \quad g_a \in C^\infty(M). \tag{4.42}
\]

The subspace \( D^\infty_0 = \bigcup_{a=0}^{\infty} D^0_\xi \) is also invariant. The inclusions of these invariant subspaces induces a sequence of injective homomorphisms between semidirect product Lie algebras:

\[
    V \ltimes D^0_\xi \hookrightarrow V \ltimes D^0_\xi \hookrightarrow \ldots \hookrightarrow V \ltimes D^\infty_0 \hookrightarrow V \ltimes D. \tag{4.43}
\]

We recover the sequence (4.41) from dualising the sequence of injective homomorphisms between Lie algebras (4.43). This endows each space in (4.41) with a Lie–Poisson structure, and makes each map in (4.41) a Poisson map by being the adjoint of a Lie algebra homomorphism.

Now we can explain the connection between \( J \) and \( g_A \). Consider the isomorphism \( D^0_\xi \cong C^\infty(M, \mathbb{R}^{A+1}) \) given by the map \( g_\xi \mapsto (g_0, \ldots, g_A) \), where the \( g_a \) are as defined in (4.42). The action of \( V \) on \( D^0_\xi \) corresponds to componentwise Lie differentiation on \( C^\infty(M, \mathbb{R}^{A+1}) \) under this isomorphism. We can thus identify \( V \ltimes D^0_\xi \) with \( s_A \) as semidirect product Lie algebras (see section 4.2), and hence identify \( V^* \ltimes J^0_\xi \) with \( s_A^* \) as Poisson manifolds. The Poisson map \( g_A \) (4.42) is then recovered from composing \( J \) (4.39) with the sequence of projections (4.41).

Indeed, the pairing of \( \rho_\xi[f] \) with \( g_\xi \) in (4.42) is

\[
    \langle \rho_\xi[f], g_\xi \rangle_{C^\infty(M)} = \int d\xi \langle \rho_\xi[f], g_\xi \rangle_{C^\infty(M)}, \tag{4.44}
\]

The Poisson map \( J \) can be truncated at or expanded around other values of \( \xi \) with a similar reasoning as above, by considering distributions on \( I \) that are supported at a finite number of points \( \xi_1, \ldots, \xi_k \), with prescribed (finite) order \( A_j \) at each point \( \xi_j \). This creates a Poisson map from \( C^\infty(T^*M)_+ \) to \( s_A^* \), where \( A+1 = \sum_{j=1}^{k} (A_j + 1) \) is the number of \( C^\infty(M) \)-degrees of freedom.

In particular, if we consider distributions on \( I \) of order zero supported at the non-negative integers \( \xi = 0, \ldots, A \), we obtain a Poisson map \( \bar{g}_A^{pol} : C^\infty(T^*M)_+ \rightarrow s_A^* \), given explicitly as

\[
    \bar{g}_A^{pol}[f] = \left( m_i[f] dq^i \otimes dp^q, \rho_0^{pol}[f] dq^i q, \ldots, \rho_A^{pol}[f] dq^i q \right), \tag{4.45}
\]

where

\[
    m_i[f] = \int d^np \ p_i f, \quad \rho_a^{pol}[f] = \int d^np \ f^{1+a}. \tag{4.46}
\]

The condition \( f > 0 \) can be relaxed for the map \( \bar{g}_A^{pol} \), since positive integer powers of \( f \) are uniquely defined even when \( f \) is not positive. Thus we can extend the domain of \( \bar{g}_A^{pol} \) to all of \( C^\infty(T^*M) \). Moreover, since \( \bar{g}_A^{pol} \) can be defined using only integer powers of \( f \), the pullback \( (\bar{g}_A^{pol})_* F \) of a polynomial functional \( F \) on \( s_A^* \) is a polynomial functional on \( C^\infty(T^*M) \).

5 Fluid dynamics as a Hamiltonian approximation to kinetic theory

Following the discussion on noncanonical Hamiltonian systems in section 3, to obtain a reduced Hamiltonian system from a more primitive one, we first seek a Poisson map between the underlying Poisson manifolds of the two systems, then attempt to show that the primitive Hamiltonian functional factors through the Poisson map. We have produced the relevant Poisson map \( \bar{g}_I \) in section 4. In this section, we analyse the relevant Hamiltonian functionals in 1-particle kinetic theory and hydrodynamics with non-constant entropy. We will find that this reduction cannot be carried out exactly because the kinetic-theory Hamiltonian does not factor through any of the Poisson maps we have constructed in section 4. However, we can obtain an approximate Hamiltonian that factors through \( \bar{g}_I \) by ignoring the contribution from the entropy of the distribution relative to its local Maxwellian. In the following, we take \( M = \mathbb{R}^n \) or \( \mathbb{R}^n \) for simplicity and suppress the volume element \( dp dq \) from the notation. The discussion in this section (except 5.2) can be generalised to arbitrary Riemannian
manifolds without difficulty. We will also revert to the more conventional notation for the mass density \( \rho = s_0 \) and the entropy density \( s = s_1 \), but keep the mathematician’s sign convention for the entropy.

Consider a 1-particle distribution function \( f = f(q,p) \) that describes the state of a monatomic ideal gas. We suppress the time dependence on \( f \) throughout, since \( t \) only enters parametrically. We define the quantities

\[
\rho[f] = \int d^np \ f(q,p),
\]
\[
m[f] = \int d^np \ p f(q,p),
\]
\[
s[f] = \int d^np \ f(q,p) \log f(q,p),
\]
\[
\theta[f] = \frac{1}{n\rho} \int d^np \ |p - u|^2 f(q,p).
\]

Here \((m[f], \rho[f], s[f])\) are the components of the Poisson map \( \gamma_1 : C^\infty(T^*M)_+ \to s^+_1 \), which we interpret as the momentum density, mass density and entropy density respectively, \( u[f] \) is the mean velocity, and \( \theta[f] \) is the kinetic theory temperature. These quantities are all hydrodynamic variables or fluid moments, i.e. fields depending only on \( q \) obtained from certain \( p \)-integrals involving \( f \). In terms of these fluid moments, the spatial density of the energy of the ideal gas can be split into a mean part \( \rho u^2/2 \) corresponding to the kinetic energy of the mean motion of the particles, and a thermal part \( n\rho \theta/2 \) corresponding to the kinetic energy of the motion of the particles relative to that mean. The splitting reads

\[
H_{KT}[f] = \int d^np d^np \ p^2 f = \int d^np \ \rho \left( \frac{|m[f]|^2}{2\rho[f]} + \frac{n}{2} \rho[f] \theta[f] \right).
\]

A similar splitting also appears in the hydrodynamic description of the gas. The total energy density of the fluid \((m, \rho, s)\) is split into a kinetic part \( m^2/2\rho \) and a thermal part \( \rho U(\rho, s) \), where \( U(\rho, s) \) is the internal energy per unit mass of the fluid as determined by a thermodynamic equation of state. For a monatomic ideal gas, we have \( U = (n/2)T \), where \( T(\rho, s) \) is the thermodynamic temperature of the gas, defined implicitly by

\[
\frac{s}{\rho} = \log \left( \frac{\rho^{-n/2}}{C} \right) + C.
\]

Here \( s/\rho \) is the local specific entropy, and \( C \) is an arbitrary constant. The Hamiltonian functional that generates the compressible Euler equations for a monatomic ideal gas is

\[
H_{fluids}[m, \rho, s] = \int d^np \ \rho \left( \frac{|m|^2}{2\rho} + \frac{n}{2} \rho T(\rho, s) \right),
\]

where \( T(\rho, s) \) is obtained from rearranging \((5.6)\).

Comparing \((5.3)\) and \((5.7)\), both Hamiltonians contain a kinetic part \( m^2/2\rho \) and a thermal part. The kinetic parts agree under the Poisson map \( \gamma_1 \), so it is tempting to hope that the kinetic-theory temperature \( \theta[f] \) can be described in terms of \((m[f], \rho[f], s[f])\), preferably through the equation of state \( T(\rho, s) \). If this holds, \( H_{KT} \) would be the pullback of \( H_{fluids} \) through the Poisson map \( \gamma_1 \), so that the reduction of noncanonical Hamiltonian systems described in section \[B\] can be carried out exactly.

Unfortunately, this exact reduction is not possible. The extent to which it fails is quantified by the deviation of the distribution function \( f \) from its associated local Maxwellian \( f_m \), which is defined as

\[
f_m(q,p) = \frac{\rho}{(2\pi\theta)^{n/2}} \exp \left( -\frac{|p - u|^2}{2\theta} \right).
\]

The local Maxwellian \( f_m \) is so constructed to have the same mass density, mean velocity and kinetic-theory temperature as \( f \). The dependence of \( f_m \) on \( f \) is highly non-linear. Substituting \( f_m \) into \((5.3)\) and rearranging gives

\[
\theta[f] = \frac{\rho[f]^{2/n}}{2\pi e} \exp \left( -\frac{2 s[f]}{n \rho[f]} \right),
\]

where \( e = \exp(1) \). On the other hand, choosing \( C = -(n/2) \log(2\pi e) \) in \((5.6)\) and rearranging gives

\[
T(\rho[f], s[f]) = \frac{\rho[f]^{2/n}}{2\pi e} \exp \left( -\frac{2 s[f]}{n \rho[f]} \right).
\]
The expressions (5.9) and (5.10) are remarkably similar, with the only difference being that \( s[f] \) appears in (5.9) while \( s[f_m] \) appears in (5.10). This difference can also be expressed in terms of the relative entropy density of \( f \) against \( f_m \).

We define the relative entropy density of \( f_1 \) against \( f_2 \) as
\[
 r[f_1]/f_2 = \int d^np \ (f_1 \log(f_1/f_2) + f_1 - f_2),
\]
where \( f_1 \) and \( f_2 \) are positive distribution functions. Here \( r[f_1]/f_2 \) is a non-negative function of \( q \), with equality at fixed \( q_0 \) if and only if \( f_1(q_0,p) = f_2(q_0,p) \). We can show that \( s[f] - s[f_m] = r[f]/f_m \) using properties of the local Maxwellian (5.2), so
\[
 \theta[f] = T(\rho[f], s[f_m]) = T(\rho[f], s[f]) \exp \left( \frac{2 \ r[f]/f_m}{n \ \rho[f]} \right).
\]
(5.12)
From the non-negativity of \( r[f]/f_m \) and (5.2), we see that \( \theta[f] \geq T(\rho[f], s[f]) \) with equality if and only if \( f = f_m \). Putting everything together, we have:

**Proposition 4.** The kinetic-theory Hamiltonian \( H_{KT}[f] \) from (5.5), defined on the space \( C^\infty(T^*M_+) \) of positive 1-particle distribution functions, is related to the fluid Hamiltonian \( H_{fluids}[m, \rho, s] \) from (5.7), defined on the space \( s_1^* \) of hydrodynamic variables for an ideal compressible fluid with non-constant entropy by
\[
 H_{KT} = g_1^* H_{fluids} + \Delta H,
\]
where \( g_1 : C^\infty(T^*M_+) \rightarrow s_1^* \) is the Poisson map described in (3.13) with \( A = 1 \), and
\[
 \Delta H[f] = \frac{n}{2} \int d^np \ \rho[f] \theta[f] \left( 1 - \exp \left( - \frac{2 \ r[f]/f_m}{n \ \rho[f]} \right) \right).
\]
(5.14)
This functional satisfies the inequality \( \Delta H[f] \geq 0 \), with equality if and only if the distribution function \( f \) is a local Maxwellian everywhere, i.e. \( f(q,p) = f_m(q,p) \).

A similar result holds for the Vlasov–Poisson equation. The extra mean-field potential in the Hamiltonian functional \( H_{VP}[f] \) (4.7) depends on \( \rho[f] \) only, so it also factors through the Poisson map \( g_1 \). If we ignore the relative entropy of the distribution function against its local Maxwellian, the Vlasov–Poisson system reduces to the Euler–Poisson equations (16, 66), with non-constant entropy.

**Corollary 1.** The Vlasov–Poisson Hamiltonian \( H_{VP}[f] \) from (4.7) can be written as
\[
 H_{VP} = g_1^* (H_{fluids} + H_{static}) + \Delta H,
\]
where \( H_{fluids}[m, \rho, s] \) is the fluid Hamiltonian (5.7) for an uncharged monatomic ideal gas, \( \Delta H \) is as in (5.14), and \( H_{static}[\rho] \) is the electrostatic energy of a charged fluid, defined by
\[
 H_{static}[\rho] = \frac{e^2}{2} \int d^nq d^nq' \rho(q)\rho(q')G(q, q'),
\]
where \( G(q, q') \) is the Green’s function of the Laplacian.

An entirely analogous result holds for a self-gravitating system as well, since the potential energy in the self-gravitating Hamiltonian \( H_{SG}[f] \) (1.7) is exactly that of \( H_{VP}[f] \), except that \( e^2 \) is replaced with \(-G \). In this case ignoring the relative entropy reduces the Jeans equation to the Euler–Poisson equations under the same replacement.

### 5.1 Discussion

We cannot reduce the kinetic theory description for an ideal gas to a hydrodynamic description exactly, even if we include the entropy density using the Poisson map \( g_1 \). Suppose that we are given an unknown distribution function \( f \), and that we know the values of the integrals \( m[f] = \int d^np \ p f \) and \( \int d^np \ y(f) \) for all real functions \( y \). From this information alone, we cannot determine the kinetic-theory temperature \( \theta[f] \) in general. At a fixed \( q \), if we rearrange \( p \)-space in a volume-preserving way, the values of the integrals \( \int d^np \ y(f) \) remain unchanged. However, there are examples of such volume-preserving rearrangements where \( m[f] \) remains unchanged while \( \theta[f] \) changes. Indeed, consider the one-dimensional example \( f_c(p) = (B(p-c) + B(p+c))/2 \), where \( B(x) \) is a bump function with support in \([-1/2, 1/2] \). For all \( c \geq 1 \), the integrals \( \int dp \ y(f_c) \) for any given real function \( y \) coincide, yet \( \theta[f_c] \) can be made arbitrary large as \( c \) increases. We conclude that \( \theta[f] \), and hence \( H_{KT}[f] \), cannot
be determined from the image \( q_A[f] \) of \( f \) under the Poisson map \( q_A \). (The same is true for the maps \( J_p \) and \( J \) considered in section \ref{sec:1.4}) This is an instance of the more general moment closure problem in kinetic theory, where an exact description of a kinetic system using a finite number of fluid moments is impossible in general.

An equivalent Poisson map using kinetic-theory temperature instead of entropy cannot be constructed due to the lack of finite closure of fibrewise-polynomials in \( p \) of degree 2 or higher (see section \ref{sec:2.2}). While there is a Poisson map that includes the trace of the second moment \( f d^p p |p|^2 f \) \cite{18, 19}, such a map necessarily includes \( p \)-moments of all orders, leading to a system with an infinite number of \( C^\infty(M) \)-degrees of freedom. If one attempts to form the Poisson bracket of two functionals that depend on the first \( l \) moments only, moments of order up to \( 2l - 1 \) appear in resulting expression. A closed description that keeps the \( l = 2 \) moment would then require all moments to be kept.

One way out of this dilemma is to impose a closure relation between the higher and lower \( p \)-moments in the Poisson bracket \cite{51, 56, 57, 58}, \cite{51, 56, 57, 58}. One defines a new Poisson bracket that operates on functionals that depend on the first \( l \)-moments only, first by forming their kinetic-theory Poisson bracket, then eliminating the moments of order greater than \( l \) using the closure relation. The closure relation needs to be chosen in a way that retains the Jacobi identity. The map to the retained \( l \)-moments is not a Poisson map, but the kinetic-theory Hamiltonian factors through this map (see section \ref{sec:3.2}). This is an example of an approximate closure, where one makes uncontrolled approximations in order to derive a reduced system. In this case, the uncontrolled approximation is the imposition of the closure relation on the kinetic-theory Poisson bracket.

In this paper we present yet another way to obtain an approximate closure, where we keep the respective Poisson brackets in kinetic theory and fluid dynamics unchanged, but make an uncontrolled approximation to the kinetic-theory Hamiltonian. Proposition \ref{prop:4} suggests that, if we neglect the term \( \Delta H \) in the kinetic-theory Hamiltonian \( H_{KT} \) \cite{7, 11} by ignoring the relative entropy density \( r[f|m_n] \), the remaining non-linear functional is precisely the pullback of the fluid Hamiltonian \( H_{fluids} \) through the Poisson map \( q_1 \). For small deviations from a local Maxwellian \( f = m_n(1 + cb) \), the relative entropy density \( r[f|m_n] \) and hence the term \( \Delta H \) are formally \( O(\epsilon^2) \), so \( q_1 H_{fluids} \) can be thought of as a truncation of \( H_{KT} \) in the limit \( \epsilon \to 0 \). This approximation gives a manifestly Hamiltonian derivation of the compressible Euler equations, endowing them with a Hamiltonian structure that is inherited from kinetic theory through \( q_1 \). Proposition \ref{prop:4} is an improvement of the result in \cite{11}, where the Poisson map \( q_0 \) is used, the entropy density \( s \) is excluded, and the temperature term \( \theta[f] \) is replaced by hand with an internal energy term \( U[p] \).

This should be compared to the usual derivation of hydrodynamics from kinetic theory, where the (linearised) collisional Boltzmann equation in the strongly collisional limit \( Kn \to 0 \) is considered instead of collisionless Boltzmann equation. Using a multiple-scales expansion known as the Chapman–Enskog expansion, one finds the compressible Euler equations at the zeroth order and the Navier–Stokes–Fourier equations at the first order \cite{12, 13}. The Chapman–Enskog expansion offers a formal derivation of hydrodynamics as an approximation to kinetic theory in the strongly collisional limit, but it does not explain why the compressible Euler equations are Hamiltonian. Conversely, Proposition \ref{prop:4} addresses the Hamiltonian structure of the compressible Euler equations, but has no bearing on their validity as an asymptotic limit of kinetic theory. Similarly, we can obtain a “naive fluid model” for an electrostatic plasma by ignoring \( \Delta H \) in \( H_{VP}[f] \), and likewise for a self-gravitating system. Corollary \ref{cor:1} suggests that the naive fluid models obtained this way inherit the Hamiltonian structure of 1-particle kinetic theory through the Poisson map \( q_1 \), but it has no bearing on the physical validity of such models.

This type of derivation of reduced conservative models through uncontrolled approximations or constraints in a Lagrangian or Hamiltonian framework is not uncommon in fluid dynamics and mathematical physics. For example, the shallow water and Green–Naghdi equations can be derived by imposing constraints on columnar motion in the variational principle for general ideal compressible fluids \cite{13}. In geophysical fluid dynamics, the small Rossby number approximation can be made in the variational principle to derive manifestly conservative equations for nearly geostrophic flow \cite{53}. In the theory of modulated waves, where waves propagate in a slowly varying mean, the Whitham modulation equations can be derived by averaging the fast scales in the variational principle \cite{52, 63, 64}. Similarly, in non-linear optics, the particle-like reduced dynamics of solitons in the discrete non-linear Schrödinger equation can be obtained from making an ansatz in the variational principle \cite{24, 57}. In semiclassical mechanics, the Hamilton–Jacobi equation can be obtained from the Schrödinger equation by first performing the Madelung transform and then taking the classical limit \( \hbar \to 0 \) in the Hamiltonian functional \cite{50, 51}. Finally, the Vlasov–Poisson equation can be derived from the BBGKY hierarchy by substituting the ansatz \( f_2 = f_1 f_1 \) in the Hamiltonian functional \cite{39}.

A thoughtful discussion on the nature of reduced models derived through ignoring formally small terms can be found in \cite{53}, pages 473–474. In general, one cannot expect the dynamics of such reduced systems to stay close to that of the primitive system after a finite amount of time, since the neglected terms act like small sources of error that accumulate over time. However, by making these approximations in a Hamiltonian way, the reduced system can be made to possess desirable structural properties. For example, we can have exact conservation laws for the approximated forms of physical quantities, such as the conservation of potential
vorticity in various dispersive shallow-water models and in nearly geostrophic flows [45, 53]. Another example would be the promotion of adiabatic invariants of the primitive system into exact invariants of the reduced system, such as the wave action for a wave propagating in a slowly varying background [62, 63, 64].

5.2 The near global Maxwellian regime

In this section we show that the term $\Delta H$ in (5.13) stays small uniformly in time if the initial distribution function $f$ is sufficiently close to a global Maxwellian, in a sense made precise by the relative entropy. This is not a proof that the solutions of the collisionless Boltzmann equation approximates the solutions of the compressible Euler equations.

In the following we work exclusively on $\mathbb{T}^n$. This choice is motivated by the need to define the quantities

$$\rho_0 = \frac{1}{\text{vol}(\mathbb{T}^n)} \int d^n q d^n p \, f(q, p),$$

$$\rho_{u_0} = \frac{1}{\text{vol}(\mathbb{T}^n)} \int d^n q d^n p \, p f(q, p),$$

$$\rho_0 (|u_0|^2 + n \theta_0) = \frac{1}{\text{vol}(\mathbb{T}^n)} \int d^n q d^n p \, |p|^2 f(q, p),$$

$$f_M(q, p) = \frac{\rho_0}{(2\pi \theta_0)^{n/2}} \exp \left( -\frac{|p - u_0|^2}{2\theta_0} \right).$$

Here $\rho_0$ is the mean mass density, $u_0$ is the mean velocity, and $\theta_0$ is the mean temperature. The function $f_M$ is the global Maxwellian with the same mean mass density, mean velocity and mean temperature as $f$. The mean mass density is only defined on manifolds with finite volume, and there is no straightforward interpretation of the mean velocity on manifolds that are not domains in $\mathbb{R}^n$ or $\mathbb{T}^n$, so $\mathbb{T}^n$ is simplest choice of a connected manifold without boundary on which the global Maxwellian is unambiguously defined.

The mean mass density $\rho_0$ is a Casimir functional of the kinetic-theory Poisson bracket described in section 4.1. The mean velocity $u_0$ and mean temperature $\theta_0$ are constants of motion because they Poisson commute with $H_{KT}$ (5.19).

We define the total relative entropy of $f_1$ against $f_2$, where $f_1$ and $f_2$ are (positive) distribution functions as the $q$-integral of the relative entropy density $r[f_1|f_2]$ (5.11):

$$R[f_1|f_2] = \int d^n q d^n p \, \left(f_1 \log(f_1/f_2) + f_1 - f_2\right).$$

This quantity is non-negative and is zero if and only if $f_1 = f_2$. The relative entropy $R_{in}$ of $f$ against its associated global Maxwellian

$$R_{in} = R[f|f_M] = \int d^n q d^n p \, f \log f - \int d^n q d^n p \, f \log f_M,$$

is a constant of motion, since the first term is a Casimir functional of the kinetic theory bracket, and the second term is a constant of motion. Now we state the main result of this section:

**Proposition 5.** Let $\Delta H[f]$ be as in (5.13). Suppose that $f$ evolves according to the collisionless Boltzmann equation. Then the following inequality holds:

$$\Delta H[f] \leq 2\theta_0 R_{in},$$

where the right-hand side consists only of constants of motion.

**Proof.** To avoid notational clutter, we suppress the $f$-dependence from functionals of $f$ except for the relative entropies. We would like to bound the term

$$\Delta H = \frac{n}{2} \int d^n q \rho_0 \left(1 - \exp \left(-\frac{2n}{\rho} \frac{r[f_M]}{\rho} \right) \right),$$

which contains the product of the temperature with an entropy-like term. This can be done using the physical a priori estimates in [52], chapter 3.1. First note that

$$R_{in} = R[f|f_M] = R[f|f_m] + R[f_m|f_M].$$

The first term is the relative entropy of $f$ against its local Maxwellian $f_m$, and the second term is the relative entropy of the local Maxwellian $f_m$ against the global Maxwellian $f_M$. Both quantities are manifestly non-negative. To simplify notation, we write $R_m = R[f|f_m]$ and $R_M = R[f_m|f_M].$
1. First we study the entropy-like term \( \eta = 1 - \exp(-2r|f|/\eta) \). From the elementary inequality \( 0 \leq 1 - \exp(-x) \leq \min(1, x) \) for \( x \geq 0 \), we have

\[
0 \leq \eta \leq 1, \quad \text{and} \quad \int d^n q \rho \eta \leq \frac{2}{n} R_m. \tag{5.26}
\]

We can combine these inequalities to obtain control over any power of \( \eta \) in terms of the relative entropy:

\[
\int d^n q \rho \eta^a \leq \frac{2}{n} R_m \quad \text{for all } a \in \mathbb{Z}^+;
\]

so the Cauchy–Schwartz and Hölder inequalities are effective in controlling products of \( \eta \) with other entropy-bounded terms.

2. We move on to the thermal term. A direct computation shows that

\[
R_M = \int d^n q \left( \rho_0 h \left( \frac{\rho - \rho_0}{\rho_0} \right) + \frac{n}{2} \rho k \left( \frac{\theta - \theta_0}{\theta_0} \right) + \rho \left| \frac{u - u_0}{2\theta_0} \right|^2 \right),
\]

where \( h(z) = (1 + z) \log(1 + z) - z \) and \( k(z) = z - \log(1 + z) \). Both \( h \) and \( k \) are non-negative convex functions that are locally quadratic for small \( z \), but subquadratic for \( z \gg 1 \). For infinitesimal fluctuations \( R_M \) behaves like an \( L^2 \)-type norm, but for finite fluctuations, control on the relative entropy typically only implies control on the \( L^1 \)-size of the fluctuations (e.g. by an argument in [11], page 20). Nonetheless, by considering renormalised fluctuations (52), page 52), we can obtain a sharper result that is sufficient for our purposes. Define the renormalised thermal fluctuation \( \hat{\theta} \) by

\[
\hat{\theta} = \frac{n}{\sqrt{\theta_0}} - 1, \quad \text{so} \quad \frac{\theta - \theta_0}{\theta_0} = 2\hat{\theta} + \hat{\theta}^2. \tag{5.29}
\]

Then the elementary inequality \( k(z) \geq (\sqrt{1 + z} - 1)^2 \) implies that

\[
\int d^n q \rho \hat{\theta}^2 \leq \int d^n q \rho k \left( \frac{\theta - \theta_0}{\theta_0} \right) \leq \frac{2}{n} R_M, \tag{5.30}
\]

so the renormalised thermal fluctuation \( \hat{\theta} \) is \( L^2 \)-controlled. While this only implies \( L^1 \)-control on the true thermal fluctuation \( (\theta - \theta_0)/\theta_0 \), the decomposition (5.29) gives us a handle on the products of \( (\theta - \theta_0) \) with other entropy-bounded terms, in particular \( \eta \).

Now we are ready to derive a bound for \( \Delta H \). We decompose

\[
\Delta H = \frac{n}{2} \int d^n q \rho \eta = \theta_0 \left( \frac{n}{2} \int d^n q \rho \eta + \frac{n}{2} \int d^n q \rho \frac{\theta - \theta_0}{\theta_0} \eta \right). \tag{5.31}
\]

The first term in the brackets is bounded by \( R_m \) by (5.20). To bound the second term,

\[
\frac{n}{2} \int d^n q \rho \frac{\theta - \theta_0}{\theta_0} \eta = \frac{n}{2} \int d^n q \rho \left( \frac{2\hat{\theta} + \hat{\theta}^2}{2\theta_0} \right) \eta
\]

\[
= n \int d^n q \rho \hat{\theta} \eta + \frac{n}{2} \int d^n q \rho \hat{\theta}^2 \eta
\]

\[
\leq n \left( \int d^n q \rho \hat{\theta}^2 \right)^{1/2} \left( \int d^n q \rho \eta^2 \right)^{1/2} + \frac{n}{2} \int d^n q \rho \hat{\theta}^2
\]

\[
\leq n \left( \frac{2}{n} R_M \right)^{1/2} \left( \frac{2}{n} R_m \right)^{1/2} + R_M
\]

\[
\leq R_M + R_m + R_M. \tag{5.32}
\]

Thus \( \Delta H \leq \theta_0(2R_M + 2R_m) = 2\theta_0 R_m \), which is precisely the claimed inequality (5.28).

The inequality (5.28) is effective as \( R_m \to 0 \). In this limit, the Mach number of the gas is necessarily small, since

\[
\int d^n q \rho \left| \frac{u - u_0}{2\theta_0} \right|^2 \leq R_m, \tag{5.33}
\]

by (5.28).
The inequality \( \| \mathbf{2.23} \) holds regardless of how \( f \) evolves. However, if \( f \) does not evolve according to the collisionless Boltzmann equation, the right-hand side of \( \mathbf{2.23} \) is not necessarily a constant of motion. Nonetheless, if \( f \) evolves according to the Vlasov–Poisson equation (see section \( \mathbf{4.1} \)), a statement similar to Proposition \( \mathbf{5} \) holds. We show this by finding constants of motion of the Vlasov–Poisson equation that bound \( \theta_0 \) and \( R_{in} \) from above.

Define the modified temperature \( \Phi_0 \) by

\[
\rho_0 (\| u_0 \|^2 + n\Phi_0) \text{vol}(T^n) = \int d^nu dq dp \ |p|^2 f(q,p) + \epsilon^2 \int d^nq d^nq' \rho(q)\rho(q')G(q,q'). \tag{5.34}
\]

The right-hand side is \( 2H_{VP}[f] \), which is a constant of motion of the Vlasov–Poisson equation. Since \( \rho_0 \) and \( u_0 \) are constants of motion of the Vlasov–Poisson equation as well, so is \( \Phi_0 \). The integral operator with kernel \( G(q,q') \) is positive semidefinite, so comparing \( \mathbf{5.19} \) and \( \mathbf{5.34} \) gives \( \theta_0 \leq \Phi_0 \).

We then seek a constant of motion \( S_{in} \) that bounds \( R_{in} \) from above. The explicit expression for \( R_{in} \) \( \mathbf{5.22} \) is

\[
R_{in} = \int d^nu dq dp \ f \log f + \rho_0 \text{vol}(T^n) \left( - \log \rho_0 + \frac{n}{2} \log \theta_0 + \frac{n}{2} \log(2\pi\epsilon) \right). \tag{5.35}
\]

Since \( \log \theta_0 \leq \log \Phi_0 \), choosing

\[
S_{in} = \int d^nu dq dp \ f \log f + \rho_0 \text{vol}(T^n) \left( - \log \rho_0 + \frac{n}{2} \log \Phi_0 + \frac{n}{2} \log(2\pi\epsilon) \right) \tag{5.36}
\]

gives an upper bound for \( R_{in} \) by constants of motion.

**Corollary 2.** Let \( \Delta H[f] \) be as in \( \mathbf{5.13} \). Suppose that \( f \) evolves according to the Vlasov–Poisson equation. Then the following inequality holds:

\[
\Delta H[f] \leq 2\Phi_0 S_{in}, \tag{5.37}
\]

where the right-hand side consists only of constants of motion.

A similar statement for the Jeans equation of a self-gravitating system does not hold however, since the potential energy in the self-gravitating Hamiltonian \( H_{SG}[f] \) \( \mathbf{4.7} \) has the opposite sign. While the inequality \( \mathbf{5.22} \) still holds, we cannot find an upper bound for \( \theta_0 \) in terms of constants of motion by the same method due to the sign difference.

### 5.3 Approximate reduction for isotropic near local Maxwellian distribution functions

In this section we develop an approximation of \( \Delta H \) \( \mathbf{5.14} \) for nearly local Maxwellian and isotropic distribution functions in terms of the generalised entropy variables constructed in section \( \mathbf{4.3} \). Let \( f = f_m(1 + \epsilon h) \), where \( f_m \) is the local Maxwellian associated to \( f \) \( \mathbf{5.8} \), and \( \epsilon \) be a small parameter. In what follows, we will consider a formal perturbation expansion in \( \epsilon \). The relative entropy density \( \mathbf{5.11} \) of \( f \) against \( f_m \) is then

\[
r[f|f_m] = \frac{\epsilon^2}{2} \int d^n p m h^2 + O(\epsilon^3). \tag{5.38}
\]

Substituting \( \mathbf{5.38} \) in \( \mathbf{5.12} \) gives \( \theta - T = O(\epsilon^2) \), whence

\[
\Delta H = \frac{\epsilon^2}{2} \int d^n p m h^2 + O(\epsilon^3) = \frac{\epsilon^2}{2} \int d^n p m h^2 + O(\epsilon^3), \tag{5.39}
\]

so \( \Delta H \) behaves like a weighted \( L^2 \)-norm on the non-Maxwellian deviation \( h \) in the near local Maxwellian limit \( \epsilon \to 0 \). An approximate reduction becomes possible if we can express \( \int d^n p f_m h^2 \) in terms of hydrodynamic variables to leading order in \( \epsilon \). We show that this can be achieved when \( h \) is isotropic in \( p \), namely that

\[
h(q,p) = h(q,\chi), \quad \text{where} \quad \chi = \frac{|p - u|^2}{2\theta}. \tag{5.40}
\]

The assumption that \( f \) is isotropic is known as the Eddington approximation in the kinetic theory of radiative transfer \( \mathbf{2, 3, 4, 60} \). For any isotropic function \( g \), we have

\[
\int d^n p m g = \rho \int_0^\infty d\chi F_n g, \quad \text{where} \quad F_n(\chi) = \frac{1}{\Gamma(n/2)} \chi^{(n/2)-1} \exp(-\chi). \tag{5.41}
\]
Let us also expand $h$ in terms of (generalised) Laguerre polynomials, following the conventions in \[3\]:

$$h(q, \chi) = \sum_{b=2}^{\infty} \beta_b(q) L_b^{(n/2)-1}(\chi),$$

where the $b=0$ and $b=1$ terms are dropped because $f$ is required to have the same 1 and $\chi$ moments as $f_m$. The expression of $\Delta H$ in terms of the $\beta_b$ is

$$\Delta H = \frac{\epsilon^2}{2} \int d^\alpha q \rho T \sum_{b=2}^{\infty} \frac{\Gamma(b+n/2)}{\Gamma(b+1)\Gamma(n/2)} \beta_b^2 + O(\epsilon^3). \hspace{1cm} (5.43)$$

In the following we show that the $\beta_b$ can be expressed solely in terms of the density $\rho$ and the generalised entropy densities \[4.14\] $s_1, s_2, \ldots s_b$ to leading order in $\epsilon$, namely that

$$\beta_b = \frac{1}{\epsilon} \tilde{\beta}_b(\rho, s_1, s_2, \ldots, s_b) + O(\epsilon), \hspace{1cm} (5.44)$$

which permits $\Delta H$ \[5.43\] to be approximated by hydrodynamic variables with $O(\epsilon^3)$ error. The $\tilde{\beta}_b$ are $O(\epsilon)$ quantities formed by differences of nominally $O(1)$ quantities and have no explicit $\epsilon$-dependence, as we shall see.

For notational simplicity, we write $\eta_a = s_a/\rho$ for $a \geq 1$. From \[4.14\] we have

$$\eta_a = \frac{1}{\rho} \int d^\alpha p f(\log f)^a = \int d^\alpha p f_m(1+\epsilon h)(\log f_m + \log(1+\epsilon h))^a,$$

$$= \int_0^\infty d\chi F_n \left( \log \left( \frac{\rho}{(2\pi\theta)^{n/2}} \right) - \chi \right)^a$$

$$+ \epsilon \int_0^\infty d\chi F_n h \left( \log \left( \frac{\rho}{(2\pi\theta)^{n/2}} \right) - \chi \right)^{a-1} \left( \log \left( \frac{\rho}{(2\pi\theta)^{n/2}} \right) + a - \chi \right) + O(\epsilon^2). \hspace{1cm} (5.45)$$

The $O(1)$ term in the expression \[5.45\] for $\eta_a$ is the value of $\eta_a$ when $f$ is a local Maxwellian, which we denote as $\bar{\eta}_a$. More importantly, the $O(\epsilon)$ term in \[5.45\] is a linear function of $\beta_2, \ldots, \beta_a$ due to the properties of the Laguerre polynomials. From the $a=1$ case of \[5.45\] we find

$$\log \left( \frac{\rho}{(2\pi\theta)^{n/2}} \right) = \eta_1 + \frac{n}{2} \frac{r[f|f_m]}{\rho} = \eta_1 + \frac{n}{2} + O(\epsilon^2), \hspace{1cm} (5.46)$$

so we can rewrite \[5.45\] for $a \geq 2$ as a linear system of equations

$$\eta_a - \tilde{\eta}_a(\eta_1) = \epsilon \sum_{b=2}^{\infty} M(\eta_1)_{ab} \beta_b + O(\epsilon^2), \hspace{1cm} (5.47)$$

where $M_{ab}$ is a lower triangular matrix with nonzero diagonal entries. The left-hand side $\eta_a - \tilde{\eta}_a(\eta_1)$ of \[5.47\] is an $O(\epsilon)$ quantity that is the difference of two nominally $O(1)$ quantities. The first few terms are

\[
\begin{pmatrix}
\tilde{\eta}_2 \\
\tilde{\eta}_3 \\
\tilde{\eta}_4
\end{pmatrix}
= \begin{pmatrix}
\eta_2^2 + \frac{1}{4}n \\
\eta_3^2 + \frac{1}{2}n\eta_2 - n \\
\eta_4^2 + 3n\eta_3 - 4n\eta_2 + \frac{3}{4}n^2 + 3n
\end{pmatrix},
\]

$$M(\eta_1) = \begin{pmatrix}
\frac{1}{4n(n+2)} & 0 & 0 \\
\frac{3}{4n(n+2)}(\eta_1 - 1) & \frac{1}{4n(n^2 + 6n + 8)} & 0 \\
\frac{3}{4n(n+2)}(2\eta_1^2 - 4\eta_1 + n + 4) & \frac{1}{2n(\eta_1^2 + 6n + 8)(\eta_1 - 2)} & \frac{1}{4n(n^3 + 12n^2 + 44n + 48)}
\end{pmatrix}. \hspace{1cm} (5.48)$$

The solution to \[5.47\] is

$$\beta_b = \frac{1}{\epsilon} \sum_{c=2}^{\infty} (M^{-1})(\eta_1)_{bc} (\eta_c - \bar{\eta}_c(\eta_1)) + O(\epsilon), \hspace{1cm} (5.49)$$

where $M^{-1}$, the inverse matrix of $M_{ab}$, is again lower triangular with nonzero diagonal entries. We have thus arrived at \[5.44\]. The expressions for the first few $\beta_b$ are

$$\beta_2 = \frac{2\eta_2 - 2\eta_1^2 - n}{n(n+2)/2}, \hspace{1cm} (5.50)$$

$$\beta_3 = \frac{4\eta_3^2 - 6\eta_2^2 - 6n\eta_1 + 6n^2 + 2n\eta_3 - n}{n(\eta_1^2 + 6n + 8)/4}, \hspace{1cm} (5.51)$$

$$\beta_4 = \frac{48\eta_4 - 32\eta_3 - 4n - 96\eta_1\eta_2 - 16\eta_1^2 \eta_2 - 12n\eta_2 + 24\eta_1^2\eta_3 + 12n^2\eta_2^2 - 48\eta_1^2 + 64\eta_1^3 - 12\eta_1^4 + 3n^2}{n(n^3 + 12n^2 + 44n + 48)/4}. \hspace{1cm} (5.52)$$
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Returning to the problem of approximating \( \Delta H \), consider for \( A = 2, 3, \ldots \) the quantities

\[
\Delta H_A[f] = \frac{1}{2} \int d^nq \rho[f] T(\rho[f], s_1[f]) \sum_{b=2}^A \frac{\Gamma(b + n/2)}{\Gamma(b + 1) \Gamma(n/2)} \beta_b(\rho, s_1, s_2, \ldots, s_b)^2,
\]

(5.53)

and let \( \Delta H_\infty = \lim_{A \to \infty} \Delta H_A \). We know from (5.43) that \( \Delta H - \Delta H_\infty = O(\epsilon^3) \). Each \( \Delta H_A \) factors through the Poisson map \( g_A : C^\infty(T^*M)_+ \to s_A^* \). The infinite sum \( \Delta H_\infty \) does not factor through \( g_A \) for any finite \( A \), but it factors through the larger Poisson map \( J : C^\infty(T^*M)_+ \to \text{Vect}(M)^* \times \Omega^1(M) \). Since the Tsallis entropy density \( \rho_\xi[f] \) is the generating function for all the generalised entropy densities \( s_a[f] \).

We remark that the isotropic assumption of \( h \) is itself a truncation of the full tensor Hermite polynomial expansion of \( h \) by discarding the non-isotropic moments. While the relationship (5.39) between \( \Delta H \) and \( h \) holds in the near local Maxwellian regime regardless of whether \( h \) is isotropic, we cannot obtain the contribution from the non-isotropic parts of \( h \) to \( \Delta H \) using the generalised entropies. The non-isotropic part of \( h \) does not enter the \( O(\epsilon) \) part of (5.43) because \( \log f_m \) is an isotropic function. If one attempts to continue the expansion \( h = h^{(0)} + \epsilon h^{(1)} + \ldots \), the \( O(\epsilon^2) \) part of (5.43) gives an unclosed relationship between the isotropic part of \( h^{(1)} \) and the non-isotropic part of \( h^{(0)} \), both of which are unknown.

The use of \( \Delta H_A \) instead of the full series \( \Delta H_\infty \) corresponds to a further truncation of the Laguerre polynomial expansion of \( h \) at order \( A \)

\[
h(q, \chi) = \sum_{b=2}^A \beta_b(q) L_b^{(n/2)-1}(\chi),
\]

(5.54)

so hydrodynamic models formed with the Hamiltonian \( H_{\text{fluids}}[m, \rho, s_1] + \Delta H_A[\rho, s_2, \ldots, s_A] \) on \( s_A^* \) can be considered as a finite isotropic moment truncation for the non-Maxwellian deviation \( h \) in the near local Maxwellian limit \( \epsilon \to 0 \). For example, for \( A = 2 \), such a Hamiltonian on \( s_2^* \) is

\[
H[m, \rho, s_1, s_2] = \int d^nq \left( \frac{|m|^2}{2\rho} + \frac{n}{2} T(\rho, s_1) \left( 1 + \frac{(2s_2 - 2s_2^2 - n\rho)^2}{2n^2(n + 2)^2} \right) \right),
\]

(5.55)

where \( T \) is as in (5.10).

6 Conclusion

Kinetic theory and fluid dynamics are both noncanonical Hamiltonian systems in the absence of dissipative effects such as collisions, viscous friction and thermal diffusion. The time evolution in each theory is determined by a Poisson bracket and a Hamiltonian functional. This manuscript aims to study the relationship between the two Hamiltonian structures of the respective theories. In particular, we investigated the possibility of a Hamiltonian reduction through a Poisson map (section 3.1); given a more primitive noncanonical Hamiltonian system \((\mathfrak{M}_1, \{\cdot, \cdot\}_1, H)\) and a reduced noncanonical Hamiltonian system \((\mathfrak{M}_2, \{\cdot, \cdot\}_2, H)\), we would like to relate the two with a map \( g : \mathfrak{M}_1 \to \mathfrak{M}_2 \) that respects the Poisson brackets on the two spaces (i.e. a Poisson map), and such that \( H = H \circ g \).

It is known that there exists a Poisson map \( g_\theta \) from the space of 1-particle distribution functions in kinetic theory to the space of hydrodynamic variables excluding the entropy density \( T - \sum_{k=2}^\infty \beta_k \frac{(\partial f)^k}{k!} \). We generalised this to a Poisson map \( g_A \) (section 4.3), which takes the \( p \)-integral of the Boltzmann entropy \( f \log f \) to the hydrodynamic entropy density. The map \( g_1 \) is the second member of a family of Poisson maps \( g_A \) which include generalised entropy densities \( s_a \), given as the \( p \)-integrals of \( f(\log f)^a \) for \( a = 0, 1, \ldots, A \), as additional hydrodynamic variables (section 4.3). The maps \( g_A \) are in turn obtained from the Taylor expansion of a Poisson map \( J \) including a formal parameter \( \epsilon \), which maps the \( p \)-integral of the Tsallis entropy \( \int f^{1+\epsilon} \) to a hydrodynamic variable (section 4.4).

However, the kinetic theory Hamiltonian \( H_{KT}[f] \) does not factor through this Poisson map, as it depends on the \( |p|^2 \)-moment of the distribution function \( f \), which cannot be expressed in terms of the image \( g_1[f] \). This difficulty is related to the moment closure problem in kinetic theory, where kinetic theory cannot be described exactly by a finite number of \( p \)-integrals involving \( f \). We can therefore only hope for approximate closure, where we make some uncontrolled approximations or impose some constraints to arrive at a reduced description. In our case, we replaced the kinetic theory temperature \( \theta[f] \), which is defined in terms of the local root-mean-squared velocity deviation from the mean, with the thermodynamic temperature \( T(\rho, s) \), which is defined in terms of the local ideal gas equation of state. This is equivalent to ignoring the contribution from the relative entropy density \( r[f,f_m] \) of \( f \) against its local Maxwellian \( f_m \) in the Hamiltonian functional \( H_{KT}[f] \). After making this uncontrolled approximation, the resulting effective Hamiltonian is precisely the pullback of the fluid Hamiltonian \( H_{\text{fluids}}[m, \rho, s] \) through \( g_1 \) (section 5).
Unlike perturbation methods such as the Chapman–Enskog expansion \cite{12,13}, our approach has no bearing on the physical validity of the reduced equations obtained; however, our approach reveals that the passage from kinetic theory to ideal fluid dynamics can be done in a manifestly Hamiltonian manner (section 5.1). We also obtained an analogous relationship between the Vlasov–Poisson equation \cite{16,66} and the Euler–Poisson equations \cite{16,66} with non-constant entropy. We conclude with an investigation on the ignored term $\Delta H$ (5.1.4). We obtained a bound on $\Delta H$ with constants of motion in the near global Maxwellian regime (section 5.2), and obtained an approximation for $\Delta H$ in terms of the generalised entropy densities $s_a$ for isotropic and near local Maxwellian distribution functions (section 5.3).

We remark that there are other Hamiltonian approaches to the moment closure problem. The first is to give up finiteness and allow an infinite number of $p$-integrals as hydrodynamic variables \cite{18,19}, in which case the map from kinetic distribution functions to hydrodynamic variables is still a Poisson map. More recently, it has been popular in plasma physics to construct a new but related Poisson bracket on the space of hydrodynamic variables through imposing a suitable chosen closure relation \cite{51,54,57,58}. In these applications, the map from distribution functions to hydrodynamic variables is no longer a Poisson map, but the kinetic theory Hamiltonian is the pullback of the fluid Hamiltonian. We give a possible mathematical interpretation of these constructions in section 3.2. The approach taken in this manuscript is to simply make an uncontrolled approximation in the Hamiltonian functional, which is a very common technique in theoretical physics and applied mathematics in deriving reduced Hamiltonian models \cite{20,30,31,36,39,45,53,62,63,64} (see section 5.1 for examples and more discussion).
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Appendix A  Proofs of Propositions 2 and 3

In this appendix we present the proofs to Propositions 2 and 3. The core idea is to perform a computation similar to that in the proof of Proposition 1.

Proof of Proposition 2

Proof. We show by direct computation that, if $\tilde{F} = F \circ J_\xi$ and $\tilde{G} = G \circ J_\xi$, then

$$\{\tilde{F}, \tilde{G}\}_{KT} = \{F, G\}_{s_0} \circ J_\xi.$$  (A.1)

By the functional chain rule we have

$$\frac{\delta \tilde{F}}{\delta f} = \left\{ \frac{\delta F}{\delta m_p} \right\} + (1 + \xi) f \xi \frac{\delta F}{\delta p_\xi}.$$  (A.2)

Again, $\delta F/\delta m$ and $\delta F/\delta p_\xi$ have no $p$-dependence. The case $\xi = 0$ corresponds to the previously known Poisson map in \cite{22,43}, which in our notation is denoted by $J_0 = j_0$. Focusing on $\xi \neq 0$, we have

$$\{\tilde{F}, \tilde{G}\}_{KT} = \int d^n q d^n p f \left\{ \frac{\delta \tilde{F}}{\delta f}, \frac{\delta \tilde{G}}{\delta f} \right\}$$

$$+ f \left\{ (1 + \xi) f \xi \frac{\delta F}{\delta m_p} \right\} + f \left\{ (1 + \xi) f \xi \frac{\delta G}{\delta m_p} \right\}$$

$$+ f \left\{ (1 + \xi) f \xi \frac{\delta F}{\delta p_\xi} \right\} + f \left\{ (1 + \xi) f \xi \frac{\delta G}{\delta p_\xi} \right\}.$$  (A.3)
The term on the first line is $-\langle m[f], [\delta F/\delta m, \delta G/\delta m] \rangle_{\text{Vect}(M)}$ by the computation in Proposition 1. To compute the terms on the second line, consider
\[\int d^q q d^p f \left\{ (1 + \xi) f^\xi \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} \]
\[= \int d^q q d^p p (1 + \xi)^{f+q+\xi} \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} + (1 + \xi) f^\xi \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} \]
\[= \int d^q q d^p p (1 + \xi)^{f+q+\xi} \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} + \xi (1 + \xi) f^\xi \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} \]
\[= \int d^q q d^p p (1 + \xi)^{f+q+\xi} \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} - \xi f^{1+\xi} \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} \]
\[= \int d^q q d^p p f^{1+\xi} \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} = \left( \rho_\xi [f], L_{\frac{\delta F}{\delta m}} \right)_{C^\infty(M)} \, . \tag{4.4} \]

The term on the third line of \(4.3\) vanishes, because
\[\int d^q q d^p p (1 + \xi)^2 f \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta p_\xi} \right\} \]
\[= \int d^q q d^p p (1 + \xi)^2 f \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta p_\xi} \right\} + f^\xi \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta p_\xi} \right\} \]
\[= \int d^q q d^p p (1 + \xi)^{2f+\xi} \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta p_\xi} \right\} + \delta G \left\{ \frac{\delta F}{\delta p_\xi}, f^\xi \right\} \]
\[= \int d^q q d^p p \xi (1 + \xi)^2 f \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta p_\xi} \right\} \]
\[= \int d^q q d^p p \xi (1 + \xi)^2 f \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta p_\xi} \right\} - \xi f^{1+2\xi} \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta p_\xi} \right\} \]
\[= \int d^q q d^p p \xi (1 + \xi)^2 f \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta p_\xi} \right\} = 0 \, . \tag{4.5} \]

We have used the identity (2.5) extensively to rearrange terms of the form $f^\lambda \{ f^\mu, \ldots \}$. Putting everything together, we have
\[\{ \tilde{F}, \tilde{G} \}_{KT} = -\langle m[f], [\delta F/\delta m, \delta G/\delta m] \rangle_{\text{Vect}(M)} - \langle \rho_\xi [f], L_{\frac{\delta F}{\delta m}} \rangle_{C^\infty(M)} \, , \tag{6.6} \]
which is precisely the $(-)$-Lie–Poisson bracket on $s^*_0$ evaluated at the image of $J_\xi$. \qed

**Proof of proposition 3**

**Proof.** We repeat the argument used in Proposition 2. We replace (A.2) with
\[\frac{\delta \tilde{F}}{\delta f} = \langle \delta F/\delta m, \rangle + \int d\xi (1 + \xi) f^\xi \frac{\delta F}{\delta p_\xi} \cdot \tag{7.7} \]
and compute \{\tilde{F}, \tilde{G}\}_{KT}. Since integration in $\xi$ can be pulled out of the canonical Poisson bracket, we can separate \{\tilde{F}, \tilde{G}\}_{KT} into three groups of terms, each with 0, 1 or 2 $\xi$-integrals respectively. The first group of terms with no $\xi$-dependence is just $-\langle m[f], [\delta F/\delta m, \delta G/\delta m] \rangle$. For the second group of terms with a single $\xi$-integral, repeating the computation in \(4.3\) shows that
\[\int d\xi \int d^q q d^p p \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} \]
\[= \int d\xi \int d^q q d^p p f^{(1+\xi)} \left\{ \frac{\delta F}{\delta p_\xi}, \frac{\delta G}{\delta m} \right\} \]
\[= \int d\xi \rho_\xi [f], L_{\frac{\delta G}{\delta m}} \right\}_{C^\infty(M)} \, . \tag{8.8} \]
The third group of terms can be written as

$$\int_{I \times I} d\xi d\xi' \int d^a q d^a p (1 + \xi)(1 + \xi') f \left\{ f^\xi \frac{\delta F}{\delta \rho^\xi}, f^{\xi'} \frac{\delta G}{\delta \rho^{\xi'}} \right\}. \quad (A.9)$$

A computation entirely analogous to (A.5) shows that the term (A.9) vanishes, because $\delta F/\delta \rho^\xi$ and $\delta G/\delta \rho^{\xi'}$ are functions of $q$ only for fixed $\xi, \xi'$. Putting everything together, we have

$$\{ \tilde{F}, \tilde{G} \}_{KT} = - \left\langle m[f], \left[ \frac{\delta F}{\delta \rho^m}, \frac{\delta G}{\delta \rho^m} \right] \right\rangle_{\text{Vect}(M)}$$

$$- \int_I d\xi \left\langle \rho^\xi f, - \left( \frac{\delta^2 G}{\delta \rho^m \delta \rho^\xi} - \frac{\delta^2 F}{\delta \rho^m \delta \rho^{\xi'}} \right) \right\rangle_{C^\infty(M)}, \quad (A.10)$$

which proves that $J$ is indeed a Poisson map.
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