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Trust is often cited as an essential criterion for the effective use and real-world deployment of AI. Researchers argue that AI should be more transparent to increase trust, making transparency one of the main goals of XAI. Nevertheless, empirical research on this topic is inconclusive regarding the effect of transparency on trust. An explanation for this ambiguity could be that trust is operationalized differently within XAI. In this position paper, we advocate for a clear distinction between behavioral (objective) measures of reliance and attitudinal (subjective) measures of trust. However, researchers sometimes appear to use behavioral measures when intending to capture trust, although attitudinal measures would be more appropriate. Based on past research, we emphasize that there are sound theoretical reasons to keep trust and reliance separate. Properly distinguishing these two concepts provides a more comprehensive understanding of how transparency affects trust and reliance, benefiting future XAI research.
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1 INTRODUCTION

Recent advances in artificial intelligence (AI) and its applicability in various everyday applications (e.g., video surveillance, email spam filtering, and product recommendations) have prompted a demand for more transparent AI to mitigate the potentially negative consequences of opaque AI [1, 12]. This call for transparent AI has led to the multidisciplinary research field of explainable artificial intelligence (XAI), which explores methods and models that make the behaviors, predictions, and decisions of AI transparent and understandable to humans [25, 26]. There are different rationales for transparent AI, one of which is the assumption that transparency contributes toward building a relationship of trust between humans and AI [39] and more reliance on AI [15]. Past research has shown that people tend to rely on automation they trust and reject automation they distrust [24]. This makes trust particularly relevant in the...
misuse (overreliance [35]) and disuse (neglect or underutilization [35]) of automation and AI [15, 39, 41], rendering trust a key property of the interaction between users and AI [19].

However, there is mixed empirical evidence about whether transparency is indeed increasing trust [7, 8, 11, 34, 36, 42]. We argue that one possible reason for this ambiguity could be that within empirical XAI research, trust is measured in different ways, and often there does not appear to be a clear distinction between trust and related concepts such as reliance in the XAI community. To provide two examples from empirical work: Lai and Tan [23] conducted an experiment, asking end-users to decide whether a hotel review was genuine or deceptive. They illustrated that heatmaps of relevant instances and example-based explanations improved human performance and increased the trust humans place in the predictions of AI. Lai and Tan defined trust as the percentage of instances for which humans relied on the machine prediction. In contrast, Cheng et al. [7] conducted an experiment where participants used different UI interfaces to comprehend an algorithm’s decision for university admissions. They showed that revealing the inner workings of an algorithm can improve users’ comprehension and found that users’ trust, assessed by a survey scale, was not affected by the explanation interface. These two examples illustrate how trust can be thought of and measured differently in XAI research. Both studies intended to measure trust, but their respective operationalization of it varied substantially. Lai and Tan [23] opted for a behavioral measurement of trust (percentage of reliance instances) while Cheng et al. [7] chose an attitudinal measurement of trust (scale-based measurement).

Researchers’ choice of measures has implications for the variable of interest, and we will demonstrate that there are compelling theoretical reasons to distinguish between trust and reliance. We argue that a lack of distinction between behavioral and attitudinal measures leads to misunderstandings regarding what is actually being investigated in a study of trust or reliance. This misunderstanding could be a reason for the inconclusive findings in current XAI literature regarding the effect of transparency. For this reason, a rigorous distinction between trust and related concepts like reliance seem warranted. Although the two mentioned studies [7, 23] are merely illustrative, they indicate conceptual inconsistencies in current XAI research that needs to be addressed and provide a research opportunity to better define and formalize key concepts of XAI such as trust and reliance. We encourage a comprehensive literature review of past empirical work to better understand the extent to which such conceptual inconsistencies exist in current XAI literature. The purpose of this position paper is to emphasize the importance of adequately distinguishing between trust and reliance in measurement and provide theoretical reasons to make this distinction. We will further demonstrate that this measurement indifference has implications for the conclusions derived from XAI research. If research properly considers and distinguishes different ways of measuring trust and related concepts, this can bring great potential for a more comprehensive understanding of XAI.

2 THE DISTINCTION BETWEEN TRUST AS AN ATTITUDE AND RELIANCE AS A BEHAVIOR

Lee and See [24] defined trust in automation as “the attitude that an agent will help achieve an individual’s goals in a situation characterized by uncertainty and vulnerability.” [24, p. 6] This definition encapsulates the notion of uncertainty, vulnerability, and risk, a necessary prerequisite for human trust in AI [19] and is consistent with the notion of vulnerability emphasized in the most widely used and accepted definition of trust [37] by Mayer et al. [29].

Defining trust as an attitude suggests that it should be regarded as a psychological construct. In this context, the term construct refers to unobservable features, such as psychological traits or abilities of people [17]. Psychological constructs are typically measured by survey scales, sometimes referred to as questionnaires or rating scales. The data collected using survey scales is inherently subjective, given that it reflects participants’ own perspectives. At their core, survey scales are about using a series of items to measure a construct of interest to a researcher [9]. Related to
XAI research, a researcher could be interested in a user’s subjective trust in an automated system (i.e., the construct “trust in automation”) and have users respond to the 12 items of the survey scale by Jian et al. [20]. Combining the responses to the items of the scale (e.g., by forming a total score or calculating the mean value) provides the researcher with a number reflecting users’ subjective level of trust toward the system. This number can then be used for statistical analysis during the research process and compared across research if the specific scale is used more than once.

Lee and See [24] thus defined trust as an attitude and distinguished it from reliance as a behavior. In contrast to trust as a psychological construct, behavior (e.g., reliance) is directly observable and therefore open to more objective approaches of measurement. Based on Lee and See we define reliance on a system as a user’s behavior that follows from the advice of the system. In their work on metrics for XAI, Hoffman et al. [16] make a similar distinction when they differentiate between trusting a machine’s output and following its advice. Given this definition, one possibility to measure reliance is “weight of advice” (WOA), stemming from the literature on advice taking [14]. WOA measures the degree to which people change their behavior and move their initial estimate (e.g., a price estimate) towards an (AI) advice to form a final estimate. While WOA has been used in the past by researchers in XAI as a more objective trust measurement [27, 33, 36], it has never been explicitly referred to as reliance and thus clearly differentiated from trust to the best of our knowledge.

Given these arguments, a proposed distinction between trust and reliance relates to subjective and objective measurement approaches. This differentiation between subjective and objective measures of trust in XAI was addressed by Mohseni et al. [32]. They pointed out that subjective trust measures in XAI include interviews, survey scales, and self-reports via questionnaires. More recently, Buçinca et al. [5] pointed out that subjective measures of trust have been a focal point in evaluating AI. For objective measures of trust, Mohseni et al. [32] proposed user’s system competence, understanding, and users’ compliance (i.e., reliance) with a system. Given these clarifications, it is evident that Lai and Tan [23] and Cheng et al. [7] made different choices of method (objective behavioral measurement vs. subjective scale-based measurement) while intending to capture the same variable of interest (i.e., trust).

However, the choice of measurement has implications on the variable of interest. Assuming that trust as an attitude is a psychological construct, behavioral measures are less adequate to capture its subjective nature, and scale-based approaches (e.g., Jian et al. [20]) are more appropriate. Conversely, attitudinal measures may be inadequate to reflect the objective constituents of reliance as a behavior. This indicates that XAI research could be at risk of confusion between the variable of interest and their respective attitudinal and behavioral measures. This lack of clarity regarding what is measured has implications not only for the data gathered with a particular method but also for the conclusions derived from said data, and thus the validity of a study as a whole [28]. We argue that this ambiguity could hinder the comparison of empirical work in XAI since researchers may have the same variable of interest in mind (e.g., trust) but miss each other’s work or implications because of different measurement choices. Rigorously distinguishing between trust and reliance also offers a more comprehensive understanding of the effects of transparency and is, therefore, an opportunity for the XAI community.

3 DISCUSSION

We argue that the above-mentioned conceptual considerations have been insufficiently considered in past XAI research and emphasize that researchers need to differentiate between trust and reliance, further accentuating the importance of this distinction proposed by Lee and See [24]. The conceptual distinction between trust and reliance carries significant implications for XAI evaluation and uncovers two potential challenges. First, if researchers only assess trust as an attitude via questionnaires, they could falsely assume that people will (or will not) rely on an AI system. Second, if
only behavior (i.e., reliance) is measured, researchers might incorrectly deduce that people necessarily trust (or not trust) the system in question. Consequently, researchers and practitioners have to decide which variables of interest to consider and investigate when evaluating AI. We think it is useful to conceptualize trust as a psychological construct that is associated with reliance but does not fully determine it [24]. While trust is considered the main factor for human reliance on automation, other factors (e.g., workload, self-confidence, and task-associated risks) are likewise important [18, 24] and whether trust translates into reliance is more nuanced than often assumed and depends on an interaction between the operator, the automation, and the situation [22, 24].

We propose that it is sensible to consider trust and reliance to be conceptually distinct, because attitudes and behavior do not share a deterministic but a probabilistic relationship [2]. While researchers have shown that attitudinal judgments have an impact on people’s reliance on automated systems [8, 30], trust does not necessarily lead to more reliance. Even if an AI system is trusted, reliance must not follow [21, 22], and people may claim to trust an AI system, yet behave in a way that suggests they do not [31]. The empirical findings of Dzindolet et al. [10] support this argument: although some automated decision aids were rated as more trustworthy than others, all were equally likely to be relied upon. Multiple models of the relationship between trust and reliance have been proposed [6, 15, 24, 38, 40] and it has been hypothesized that trust mediates between human reliance and reliability of automation [24, 35]. This relationship has recently been empirically supported [18]. Research on XAI should take such models as a theoretical basis for their empirical work and refine them whenever necessary in the context of AI to advance the field with a rigorous science underlying it.

While we have provided a theoretical justification for a distinction between trust and reliance, others have provided more philosophical arguments, suggesting that the use of the term trust is not appropriate and sensible in the context of technology [4, 13, 19]. Because trust requires the acceptance of vulnerability, but objects have no understanding about this vulnerability, they cannot intentionally betray our trust, we can only rely on them. Therefore, so the argument, it might be unreasonable to talk about trust when referring to interactions between humans and AI, and instead, it is a matter of reliance. Jacovi et al. [19] argued that using the term trust is appropriate when attributing AI with intent and that in the case of non-anthropomorphized AI, the term reliance should be considered. Given this philosophical perspective, there appears to be potential for future research distinguishing between trust and reliance, both with anthropomorphized and non-anthropomorphized AI. Such research could then provide empirical evidence, adding to the philosophical discussion raised by Baier [4] and others [13, 19].

Arrieta et al. [3] emphasized that only agreed-upon metrics and their respective measurements allow for meaningful comparisons in XAI research and that without such consistency, empirical claims are ambiguous and do not provide a solid foundation for future XAI research. Therefore, it seems particularly important that researchers carefully differentiate attitude from behavior and choose appropriate measures for human-centred AI accordingly. Future research could conduct a literature review of how measures are used in the current XAI literature to understand better the extent to which conceptual inconsistencies exist between subjective attitudinal and objective behavioral measures. Such work could further develop a framework to guide the selection of measures of trust and reliance, depending on different research purposes. A way forward could be measuring both, trust and reliance and recognizing theoretical models on their relationship that have been proposed by past research [6, 15, 24, 38, 40]. Given that AI is increasingly applied to make critical decisions with far-reaching consequences, selecting appropriate measurements for clearly defined concepts is of paramount importance in XAI.
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