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Abstract

We study the invariant measures and fluctuation limits of discrete-time harness processes in one spatial dimension. We construct one essential ergodic (under spatial shifts) invariant measure of the increment process derived from harness process, and all other ergodic invariant measures can be obtained by adding constants. We also show that the weak limit of the one dimensional height fluctuations starting from the increments under several translation-invariant ergodic measures will obey Edwards-Wilkinson equation, and the finite-dimensional marginal convergence can be extended to a process level convergence.
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Notation and Symbols

Here is a collection of some notations we use throughout the thesis.

- $\mathbb{Z}$ is the set of all integer numbers.
- $\mathbb{Z}^+$ is the set of all nonnegative integer numbers.
- $\mathbb{N}$ is the set of all positive integer numbers.
- $\mathbb{Z}^d$ is the d-dimensional integer lattice.
- $\mathbb{R}$ is the set of all real numbers.
- $\mathbb{R}^+$ is the set of all nonnegative real numbers.
- $|x|$ is either the absolute value if $x$ is a number or the Euclidean norm if $x$ is a vector.
- $i$ is the imaginary unit which equals to $\sqrt{-1}$.
- $C$ is a positive finite constant, the value of which may vary from line to line.
- $X \sim \mu$ means the random variable $X$ has distribution $\mu$.
- $\sigma(X_1, X_2, \ldots, X_n)$ is the $\sigma$-algebra generated by random variables $X_1, X_2, \ldots, X_n$.
- $\mathbb{P}$ is the generic probability function.
- $\mathbb{E}$ is the expectation under probability measure $\mathbb{P}$.
- $\mathbb{P}, \mathbb{E}$ are the probability measure and expectation of the random walk $X^i_t$. 
coming from the dual representation of the harness processes.

- $E^\nu$ is the expectation under initial distribution $\nu$. 
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Chapter 1

Introduction

In statistical mechanics, for $1+1$ dimensional surface growth models, it is believed that even though the microscopic evolutions of different models may be different in general, macroscopic behaviors are often similar and usually can be categorized into two classes based on the macroscopic flux: the Edwards-Wilkinson (EW) and the Kardar-Parisi-Zhang (KPZ) universality classes (more details can be found in Barabási and Stanley (1995)). A central model in the KPZ class is the well-known KPZ equation:

$$h_t = vh_{xx} + \frac{1}{2} \lambda (h_x)^2 + \sqrt{D} \dot{W}, \quad (1.0.1)$$

where $\dot{W}$ is the space-time white noise. It is predicted but not completely proved that the order of universal height fluctuation is $t^{1/3}$ where $t$ is the time parameter (see Corwin (2012) for a survey).

In the EW universality class, on the other hand, the limit of the height fluctuation can be described as the solution of the stochastic heat equation with additive noise (often called Edwards-Wilkinson (EW) equation (see Edwards and Wilkinson (1982))):

$$Z_t = vZ_{xx} + \sqrt{D} \dot{W}. \quad (1.0.2)$$

And the order of macroscopic height fluctuation (scaling time and space by some functions of $n$) is expected to be $n^{1/4}$. This conjecture is supported by past work in independent random walks (Seppäläinen (2005) and Kumar (2008)), independent random walks in static and dynamical random environment (RWRE) (Peterson and Seppäläinen (2010) and Joseph et al. (2011)), random average process (RAP) (Balázs et al. (2006)) and a recent model under continuous space and time setting from the Howitt-Warren flows (Yu (2014)). In this paper, we consider a specific surface growth model called harness
process, the one space dimensional version of which obeys EW universality.

Harness processes were first named and studied by J. M. Hammersley around 1956 when he was looking at a problem on long-range misorientation in the crystalline structure of metals (see Hammersley (1967)). Later on, Hsiao (1982) has investigated the continuous-time harness processes where the weight vector is symmetric, unnormalized and infinite while the random noises are normally distributed. He has proved the convergence to the equilibrium state from the initial configuration under various conditions. A few years later, Hsiao (1985) generalized his results for asymmetric but finite weight vector and non-gaussian random noises, and proved both the existence and uniqueness of the translation-invariant equilibrium state. Interestingly, he has also pointed out that if the weight is normalized, in one-dimensional case, the order of the height fluctuations is exactly $t^{1/4}$, but the order decreases to $(\log t)^{1/2}$ in two-dimensional case, and the height fluctuations become bounded for higher dimensions.

Under the same continuous time setting, Ferrari and Niederhauser (2006) have introduced the random walk representation of the harness processes, through which they constructed an invariant measure as the limit of the process starting from the flat configuration. They have shown that with Gaussian noises and finite support assumption on the transition kernel, for $d \geq 3$, the invariant measures of harness processes are Gaussian Gibbs fields (also called harmonic crystals), which has been studied in Caputo and Deuschel (2000) and Caputo (2000). For lower dimensions ($d = 1, 2$), the invariant measure for the process itself on the entire $\mathbb{Z}^d$ lattice may not exist in general, but still they have found the stationary measure for the process “pinned at the origin” ($h_t(0) \equiv 0$) or “viewed from the height at the origin” ($h_t(\cdot) - h_t(0)$). Toom (1997) studied the influence of the tail distribution of the noises on the convergence of the harness process under the discrete time setting. He also gave the connection between the decay rates of the noise distribution and the limit distribution.

In this thesis, we study the discrete-time version of harness process in one spatial dimension, which has some connections with independent random walks model in Kumar (2008) and one dimensional
RAP model in Balázs et al. (2006). Chapter 2 will first give a detailed description of the model (Section 2.1) and then discuss the main results (Section 2.2 and Section 2.3). Section 2.2 focuses on finding the invariant measure for the increment process derived from the harness model. We appeal to Ferrari and Niederhauser (2006), provide an invariant measure as the distribution of the limit of an $L^2$-martingale and show that it is indeed the unique ergodic (spatially speaking) measure with finite first moment. Unlike the product form invariant distributions stated in Kumar (2008) and Balázs et al. (2006), the invariant distribution for the increment process in our case does have non-zero correlations (except in some special cases). Section 2.2 will provide asymptotic results for the scaled height fluctuations. We will show that the fluctuation is subdiffusive ($O(n^{1/4})$), and the scaled height fluctuations starting from i.i.d., invariantly distributed and strongly mixing initial increments will converge to two-parameter Gaussian processes in the sense of convergence of finite-dimensional distributions. More interestingly, the time marginal of the limit process in the second case is a fractional Brownian motion with Hurst parameter $1/4$. In addition, the process-level tightness of the convergence will be achieved. Chapter 3 will cover all the proofs. Appendix A will discuss some useful properties of the potential kernel of one dimensional recurrent random walks. Appendix B provides a proof of Local Central Limit Theorem (LCLT) and several applications.
Chapter 2

The harness process and the main results

2.1 The model

For fixed dimension $d \in \mathbb{N}$, the harness processes is a collection $\{h_t : t \in \mathbb{Z}^+\}$ where each $h_t$ is a real-valued random height function on $\mathbb{Z}^d$, the evolution of which obeys the following rule,

$$h_{t+1}(i) = \sum_{k \in \mathbb{Z}^d} w(k) h_t(i + k) + \xi_{t+1}(i), \quad i \in \mathbb{Z}^d, t \in \mathbb{Z}^+, \quad (2.1.1)$$

where $\{w(k)\}_{k \in \mathbb{Z}^d}$ is a fixed weight vector with the following properties

$$0 \leq w(k) < 1, \text{ for all } k \in \mathbb{Z}^d, \quad \sum_{k \in \mathbb{Z}^d} w(k) = 1 \text{ and the support } \text{supp}(w) = \{k \in \mathbb{Z}^d : w(k) > 0\} \text{ is finite.} \quad (2.1.2)$$

The mean (vector) of $w$ is denoted by $\mu_1 = \sum_{k \in \mathbb{Z}^d} k w(k)$. In dimension $d = 1$, we write the variance as

$$\sigma_1^2 = \sum_{k \in \mathbb{Z}} (k - \mu_1)^2 w(k). \quad (2.1.3)$$

Assumption (2.1.2) implies that $0 < \sigma_1^2 < \infty$.

$$\{\xi_t(k)\}_{k \in \mathbb{Z}^d, t \in \mathbb{Z}} \text{ are assumed to be i.i.d. random noise variables with mean zero and variance }$$

$$\text{Var}(\xi_0(0)) = \sigma_\xi^2 < \infty. \quad (2.1.4)$$

Roughly speaking, (2.1.1) can be viewed as a discrete version of the EW equation in (1.0.2). Note that the evolution of random average process (RAP) is quite similar to (2.1.1) except two differences:
it does not have the noise term $\xi$ and the weight vector $\{w(k)\}_{k \in \mathbb{Z}^d}$ is a random vector called random environment (see Seppäläinen (2010)).

We will think of the weight vector $\{w(k)\}_{k \in \mathbb{Z}^d}$ as the transition probability of a discrete-time random walk on $\mathbb{Z}^d$. We will denote this transition kernel by

$$p(i, j) = w(j - i), \quad i, j \in \mathbb{Z}^d,$$

and multistep transition probabilities by

$$p^k(i, j) = \sum_{i_1, i_2, \ldots, i_{k-1} \in \mathbb{Z}^d} p(i, i_1) p(i_1, i_2) \cdots p(i_{k-1}, j), \quad i, j \in \mathbb{Z}^d, k \in \mathbb{Z}^+, \quad (2.1.6)$$

where $p^0(i, j) = 1\{i = j\}$, $p^1(i, j) = p(i, j)$. The random walk on $\mathbb{Z}^d$ with transition probability $p(i, j)$ and initial position $i$ is denoted by $\{X^i_t\}_{t \in \mathbb{Z}^+}$.

For future use, we denote another transition kernel

$$q(i, j) = \sum_{z \in \mathbb{Z}^d} w(z) w(j - i + z), \quad i, j \in \mathbb{Z}^d. \quad (2.1.7)$$

We use $\{Y^i_t\}_{t \in \mathbb{Z}^+}$ to represent the random walk with transition probability $q(i, j)$ and starting point $i$. Notice that $Y^i_t$ is a symmetric random walk, the distribution of which is the same as $\tilde{X}^i_t - X^0_t$ (see the proof of Lemma 2.3) where $\tilde{X}^i_t$ and $X^0_t$ are independently distributed random walks with transition probability $p(\cdot, \cdot)$. The multistep transitions

$$q^k(i, 0) = \sum_{z \in \mathbb{Z}^d} p^k(i, z) p^k(0, z), \quad i \in \mathbb{Z}^d, k \in \mathbb{Z}^+. \quad (2.1.8)$$

Under assumption (2.1.2), $q$ will also be finitely supported and nondegenerate.

As an analogue of the Harris graphical construction in Ferrari and Niederhauser (2006), the harness process $\{h_t\}_{t \in \mathbb{Z}^+}$ has the following random walk representation.

**Lemma 2.1.** For all $t \in \mathbb{Z}^+$, $i \in \mathbb{Z}^d$,

$$h_t(i) = \mathbb{E}[h_0(X^i_t)] + \sum_{k=1}^t \mathbb{E}[\xi_k(X^i_{t-k})]. \quad (2.1.9)$$
Notice that the initial state \( \{ h_0(i) : i \in \mathbb{Z}^d \} \) and the noise variables \( \{ \xi_k(i) : i \in \mathbb{Z}^d, k \in \mathbb{N} \} \) remain random in the expectation above. We assume that \( \{ h_0(i) \}_{i \in \mathbb{Z}^d} \) is independent of \( \{ \xi_k(i) \}_{i \in \mathbb{Z}^d, k \in \mathbb{N}} \).

For surface growth models, on the macroscopic and deterministic scale, the height equation should be a Hamilton-Jacobi equation: \( \frac{\partial v}{\partial t} + H(\nabla v) = 0 \). The slope satisfies conservation law, and the function \( H \) is called the flux. If the flux is linear, then the model falls into EW class. If the flux is strictly convex or concave, then the system is in KPZ class. For harness process, by applying (2.1.9), we can show that the flux is linear. To be specific, the macroscopic height function \( h_t \) is simply translated by speed \( b = -\mu_1 \).

**Theorem 2.2.** Assume (2.1.2) and (2.1.4). Suppose \( \{ h_t^n(i) : t \in \mathbb{Z}^+, i \in \mathbb{Z}^d \}_{n \in \mathbb{N}} \) is a sequence of independent harness processes and \( \frac{1}{n} h^n_0([nx]) \) converges in probability to a continuous function \( u(x) \) with \( u(0) = 0 \) uniformly on any bounded set as \( n \) goes to infinity, i.e.

\[
\lim_{n \to \infty} \mathbb{P} \left( \sup_{|x| \leq R} \left| \frac{1}{n} h^n_0([nx]) - u(x) \right| > \epsilon \right) = 0, \quad \forall \epsilon, R > 0.
\]

Then, for all \( x \in \mathbb{R}^d \),

\[
\frac{1}{n} h^n_0([nt]) \xrightarrow{\mathcal{L}} u(x - bt), \quad as \ n \to \infty.
\]

The limit in (2.1.11) is called “hydrodynamic limit” of the process. And \( v(x, t) = u(x - bt) \) is the unique solution of the linear transport equation

\[
v_t + bv_x = 0, \quad \text{with initial condition } v(x, 0) = u(x).
\]

This is the dynamics of the macroscopic harness process. The lines \( x(t) = x + bt \) are called the characteristics of (2.1.12). This hydrodynamic limit suggests that the harness process should obey EW universality.

From now on, we restrict to dimension \( d = 1 \) and further assume the probability vector \( \{ w(i) \}_{i \in \mathbb{Z}} \) to have span 1, i.e.

\[
\max\{ k \in \mathbb{Z}^+ : \exists \ell \in \mathbb{Z}, \ s.t. \ \text{supp}(w) \subset \ell + k\mathbb{Z} \} = 1.
\]
The new assumption (2.1.13) guarantees that the transition kernel \( q(i, j) \) will also have span 1. We summarize the properties of \( q \) below.

**Lemma 2.3.** Assume \( d = 1 \), (2.1.2) and (2.1.13). \( q \)-walk is symmetric (and hence recurrent), irreducible and has span 1. The mean and variance of the one-step transition are

\[
\sum_{x \in \mathbb{Z}} xq(0, x) = 0, \quad \sum_{x \in \mathbb{Z}} x^2 q(0, x) = 2\sigma_1^2. \tag{2.1.14}
\]

### 2.2 Invariant measures

The proofs for the results in this section can be found in Section 3.2.

Because of the nonexistence of invariant distributions of the harness process \( h_t \) in one space dimension (see Seppäläinen and Zhai (2015)), in this section, we will mainly focus on the construction and the uniqueness of the ergodic (spatially speaking) invariant measures of the increment process \( \{\eta_t(x) : x \in \mathbb{Z}\}_{t \in \mathbb{Z}^+} \) which is defined below.

\[
\eta_t(i) = h_t(i) - h_t(i - 1), \quad i \in \mathbb{Z}, t \in \mathbb{Z}^+. \tag{2.2.1}
\]

From the dynamics of harness processes (2.1.1), we can derive the evolution of the increments \( \eta_t \).

\[
\eta_{t+1}(i) = \sum_{k \in \mathbb{Z}} w(k)\eta_t(i + k) + \xi_{t+1}(i) - \xi_{t+1}(i - 1), \quad i \in \mathbb{Z}, t \in \mathbb{Z}^+. \tag{2.2.2}
\]

For the invariant distributions of the general increment processes in higher dimensions \((d \geq 2)\), please see Seppäläinen and Zhai (2015).

We would like to set up some basic terminology before we move on to any specific result. Let \( \mathcal{M} \) be the space of probability measures on \( \mathbb{R}^\mathbb{Z} \). A measure \( \nu \in \mathcal{M} \) is said to be invariant for the process \( \eta_t \) defined in (2.2.1) if \( \eta_0 \sim \nu \) implies \( \eta_1 \sim \nu \). The convex set of all invariant measures of \( \eta_t \) is denoted by \( \mathcal{I} \). Let \( \{\theta_x\}_{x \in \mathbb{Z}} \) be the set of shift operators in space. As an example, for \( \eta \in \mathbb{R}^\mathbb{Z} \), \( (\theta_x \eta)(i) = \eta(i + x) \), \( \forall i \in \mathbb{Z} \). A measure \( \nu \in \mathcal{M} \) is said to be shift invariant in space if \( \nu(\theta_x A) = \nu(A) \) for all Borel sets \( A \subseteq \mathbb{R}^\mathbb{Z} \) and \( x \in \mathbb{Z} \). The collection of all shift invariant measures in \( \mathcal{M} \) is denoted by \( \mathcal{J} \). A Borel set
$B \subseteq \mathbb{R}^Z$ is invariant if $\theta_x B = B$ for all $x \in \mathbb{Z}$. A shift-invariant measure $\nu \in \mathcal{J}$ is ergodic if $\nu(B) = 0$ or 1 for every invariant Borel set $B \subseteq \mathbb{R}^Z$.

For the construction of the invariant measures of $\eta_t$, we first define a harness process $\{h_{[s,t]}(i) : i \in \mathbb{Z}\}_{t \geq s}$ starting at time $s$ with a flat configuration, i.e. $h_{[s,s]}(i) = 0, \forall i \in \mathbb{Z}$. Then, from the dual representation (2.1.9), at time $t > s$, the heights $h_{[s,t]}(\cdot)$ can be represented as

$$h_{[s,t]}(i) = \sum_{j \in \mathbb{Z}} \sum_{k=s+1}^{t} \xi_k(j)p^{t-k}(i,j), \quad i \in \mathbb{Z}, t > s. \quad (2.2.3)$$

In addition, we can also define a harness process $h^\varsigma_{[s,t]}$ starting at time $s$ with configuration $\varsigma$, i.e. $h^\varsigma_{[s,s]}(i) = \varsigma(i), \forall i \in \mathbb{Z}$. Then, we can also write $h^\varsigma_{[s,t]}$ as

$$h^\varsigma_{[s,t]}(i) = \sum_{j \in \mathbb{Z}} \sum_{k=s+1}^{t} \xi_k(j)p^{t-k}(i,j) + \sum_{j \in \mathbb{Z}} \varsigma(j)p^{t-s}(i,j), \quad i \in \mathbb{Z}, t > s. \quad (2.2.4)$$

We can show that

**Theorem 2.4.** Assume $d = 1$, (2.1.2), (2.1.4) and (2.1.13).

1. For each fixed $i \in \mathbb{Z}$, and $t \in \mathbb{Z}^+$, the process $\{h_{[t-s,t]}(i) - h_{[t-s,t]}(i - 1) : s \in \mathbb{Z}^+\}$ is an $L^2$-martingale with respect to the filtration $(\mathcal{F}_s)_{s \geq 0}$ where $\mathcal{F}_s = \sigma(\xi_{t-s+1}(\cdot), \ldots, \xi_t(\cdot))$. Furthermore, the martingale $h_{[t-s,t]}(i) - h_{[t-s,t]}(i - 1)$ converges both almost surely and in $L^2$-norm as $s \to \infty$. We denote the limit by $\Delta_t(i), i \in \mathbb{Z}$.

2. $\{\Delta_t\}_{t \in \mathbb{Z}^+}$ is a stationary Markov process. The distribution of $\Delta_0$ is an ergodic (space-wise) invariant measure for the increment process $\eta_t(\cdot)$.

The representation (2.2.3) suggests that the process $\Delta_t$ can be written as

$$\Delta_t(i) = \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\infty} \xi_{t-k}(j) \left[ p^k(i,j) - p^k(i-1,j) \right], \quad i \in \mathbb{Z}, t \in \mathbb{Z}^+. \quad (2.2.5)$$

By (2.2.5), one can easily check that the process $\{\Delta_t\}_{t \in \mathbb{Z}^+}$ obeys evolution (2.2.2) and hence itself is an increment process of a harness process.
Let us denote the distribution of $\Delta_0$ by $\pi_0 \in I \cap J$. Since $\pi_0$ is ergodic, it is one extreme point of $I$. The mean and covariances of $\pi_0$ are described below.

**Proposition 2.5.** Assume $d = 1$, (2.1.2), (2.1.4) and (2.1.13). $\pi_0$ has mean zero and covariance $V_0(\cdot, \cdot)$ given by

$$V_0(i, j) = \sigma^2_\xi [a(i - j - 1) + a(i - j + 1) - 2a(i - j)], \quad i, j \in \mathbb{Z}, \quad (2.2.6)$$

where $a(x)$ is the potential kernel,

$$a(x) = \sum_{k=0}^{\infty} [q^k(0, 0) - q^k(x, 0)], \quad x \in \mathbb{Z}, \quad (2.2.7)$$

and the associated transition kernel $q$ is defined in (2.1.7).

Notice that the convergence of the infinite series in (2.2.7) is guaranteed by assumption (2.1.2) and (2.1.13) (see either Lemma 3.4 in Section 3.2 below or P28.8 in Spitzer (1976)).

Now we can see that the invariant measure $\pi_0$ is not degenerate since $a(0) = 0$ and $a(x) > 0$ for all $x \neq 0$ due to Lemma 3.5 in the proof of Theorem 2.4. The potential kernel $a(x)$ has been well studied in Spitzer (1976). And some of the useful results are listed in Appendix A. From the properties of the potential kernel $a(x)$, we can make a few comments on the covariance function $V_0(0, x)$.

**Corollary 2.6.** Assume $d = 1$, (2.1.2), (2.1.4) and (2.1.13).

1. The spectral density function (see definition below, the details can be found in Chapter 4 of Brockwell and Davis (2002)) of $V_0(0, x)$ can be written as

$$f(\theta) = \frac{\sigma^2_\xi}{\pi} \cdot \frac{1 - \cos(\theta)}{1 - \sum_{k \in \mathbb{Z}} q(0, k)e^{ik\theta}}, \quad (2.2.8)$$

2. There exist constants $A, c > 0$ such that

$$|V_0(0, x)| \leq Ae^{-c|x|}, \quad \forall x \in \mathbb{Z}; \quad (2.2.9)$$
The series in (2.2.10) is called the series of covariances, and it converges absolutely.

Definition 2.7. A function \( f \) defined on \((-\pi, \pi]\) is the unique spectral density of a stationary process \( \{X_t\}_{t \in \mathbb{Z}} \) with covariance \( V(\cdot, \cdot) \) if

- \( f(\theta) \geq 0 \) for all \( \theta \in (-\pi, \pi] \),
- \( V(0, k) = \int_{-\pi}^{\pi} e^{ik\theta} f(\theta) d\theta \), for all \( k \in \mathbb{Z} \).

Now let us further investigate the invariant measure \( \pi_0 \). First, let us give the following definitions.

Definition 2.8. A mean-zero real-valued stochastic process \( \{\eta(x)\}_{x \in \mathbb{Z}} \) that is stationary in the wide sense (covariance-stationary) is called linearly regular if the space

\[
H(-\infty, -\infty) = \bigcap_x H(-\infty, x)
\]

is trivial, where \( H(a, b) \) is the mean square closed linear hull of \( \{\eta(y) : a \leq y \leq b\} \), i.e. \( H(a, b) \) is the minimal closed set in \( L^2(\mathbb{P}) \) that contains the linear span of \( \{\eta(y) : a \leq y \leq b\} \).

More details about the space \( H(a, b) \) can be found in Ibragimov and Rozanov (1978) (see Chapter I.5).

Definition 2.9. A mean-zero real-valued stochastic process \( \{\eta(x)\}_{x \in \mathbb{Z}} \) that is stationary in the wide sense (covariance-stationary) is called completely linearly regular if

\[
\rho(x) = \sup_{\phi_1 \in H(x, \infty), \phi_2 \in H(-\infty, 0)} \|\phi_1\|_2 = 1, \|\phi_2\|_2 = 1, |\mathbb{E}[\phi_1 \phi_2]| \rightarrow 0, \quad \text{as} \ x \rightarrow \infty.
\]

\( \{\rho(x)\}_{x \in \mathbb{Z}^+} \) are called the coefficients of complete linear regularity.

The linear regularity condition has been introduced and well-studied in Ibragimov and Rozanov (1978), and it plays an important role in the prediction theory of stationary random processes (see Rozanov (1967) for detail). Here we will show that \( \pi_0 \) is indeed completely linearly regular.
Theorem 2.10. Assume $d = 1$, (2.1.2), (2.1.4) and (2.1.13). The $\pi_0$-distributed process $\{\eta(x)\}_{x \in \mathbb{Z}}$ is completely linearly regular with linear regularity coefficient

$$\rho(x) = o(x^{-n}), \quad \text{for all } n \in \mathbb{Z}^+.$$ 

More interestingly, if we set the noise $\xi$ to be Gaussian in (2.2.5), the result can be stronger.

Definition 2.11. A stationary stochastic process $\{\eta(x)\}_{x \in \mathbb{Z}}$ is called completely regular if

$$\rho(x) = \sup_{\phi_1 \in L^2(F^\infty), \phi_2 \in L^2(F^\infty_0)} |\text{Cov}(\phi_1, \phi_2)| \rightarrow 0, \quad \text{as } x \rightarrow \infty.$$ 

where $F^m_n = \sigma\{\eta(x) : m \leq x \leq n\}$, and $\{\rho(x)\}_{x \in \mathbb{Z}^+}$ are called the coefficients of complete regularity.

Corollary 2.12. Assume $d = 1$, (2.1.2), (2.1.4), (2.1.13) and $\{\xi_t(i)\}_{i \in \mathbb{Z}, t \in \mathbb{Z}}$ have i.i.d. Gaussian distribution. Then $\pi_0$ is a centered Gaussian field (also called Gauss measure) with the covariance function $V_0(\cdot, \cdot)$. $\pi_0$-distributed process $\{\eta(x)\}_{x \in \mathbb{Z}}$ is stationary and completely regular with regularity coefficient

$$\rho(x) = o(x^{-n}), \quad \text{for all } n \in \mathbb{Z}^+.$$ 

For the uniqueness of the ergodic (spatially speaking) invariant measure of the increment process $\{\eta_t\}_{t \in \mathbb{Z}^+}$, we have the following theorem.

Theorem 2.13. (Uniqueness) Assume $d = 1$, (2.1.2), (2.1.4) and (2.1.13). Let $\nu \in \mathcal{I} \cap \mathcal{J}$ satisfy the following properties. $\nu$ is an ergodic measure, $\mathbb{E}^\nu |\eta(0)| < \infty$ and $\mathbb{E}^\nu [\eta(0)] = c$. Denote the distribution of $\{c + \Delta_0(x)\}_{x \in \mathbb{Z}}$ by $\pi_c$. Then,

$$\nu = \pi_c.$$ 

More results about the structure of $\mathcal{I}$ can be found in Seppäläinen and Zhai (2015).
2.3 Limits for height fluctuations

The proofs for the results in this section can be found in Section 3.3.

In this section, we assume that the initial height function $h_0 : \mathbb{Z} \to \mathbb{R}$ is normalized by $h_0(0) = 0$. The distribution of the initial increment process $\{\eta_0(x)\}_{x \in \mathbb{Z}}$ is assumed to be shift invariant and ergodic. We denote the mean, the variance and the series of covariances of the initial increments by

$$
\mu_0 = E[\eta_0(0)], \quad \sigma_0^2 = \text{Var}[\eta_0(0)], \quad \varsigma^2 = \sum_{x \in \mathbb{Z}} \text{Cov}[\eta_0(0), \eta_0(x)].
$$

(2.3.1)

The convergence of the series above will be guaranteed by condition (a), (b) and (c) in Theorem 2.15 below. One can show that $\varsigma^2$ is the limit of $n^{-1}\text{Var}[\eta_0(1) + \eta_0(2) + \cdots + \eta_0(n)]$ and hence nonnegative (see Lemma 1.1 in Rio (2013)).

We are interested in the fluctuation on the macroscopic characteristic line $x(t) = bt$ with spatial scaling $\sqrt{n}$ (note that $b = -\mu_1$). We find that the magnitude of this fluctuation is $n^{1/4}$. To be more specific, we are studying the weak limit of the following subdiffusive-scaled fluctuation:

$$
\overline{h}_n(t, r) = n^{-1/4}\left\{h_{\lfloor nt \rfloor} \left(\lfloor r \sqrt{n} \rfloor + \lfloor nt \rfloor \right) - \mu_0r \sqrt{n}\right\}.
$$

(2.3.2)

From Lemma 2.1, $\overline{h}_n(t, r)$ has the following dual representation

$$
\overline{h}_n(t, r) = n^{-1/4}\left\{E\left[h_0\left(X_{\lfloor nt \rfloor}^{y(n)}\right)\right] + \sum_{k=1}^{\lfloor nt \rfloor} E\left[\xi_k(X_{\lfloor nt \rfloor-k}^{y(n)}) - \mu_0r \sqrt{n}\right]\right\},
$$

(2.3.3)

where $y(n) = \lfloor nt \rfloor + \lfloor r \sqrt{n} \rfloor$, and $\{X_i\}_{i \in \mathbb{Z}}$ is a random walk on $\mathbb{Z}$ starting from site $i \in \mathbb{Z}$ with transition kernel $p(x, y)$ defined in (2.1.5). The expectation $E$ only acts on the random walk $X_i^{y(n)}$.

Our main work is to show that the process $\{\overline{h}_n(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}$ will converge weakly to the weak solution of an Edwards-Wilkinson equation (1.0.2). We will study the fluctuation limits under three circumstances: the initial increments $\{\eta_0(x) : x \in \mathbb{Z}\}$ are (a) i.i.d. (b) $\pi_0$-distributed, or (c) a strongly mixing stationary sequence. The strong mixing condition is defined below.
Definition 2.14. Let \( \{\eta(i) : i \in \mathbb{Z}\} \) be a stochastic sequence and \( \mathcal{F}_m^n = \sigma(\eta(i), n \leq i \leq m) \). We say that the sequence \( \eta \) is strong mixing if \( \alpha(n) \to 0 \) as \( n \to \infty \) where the strong mixing coefficient is

\[
\alpha(n) = \sup_k \alpha(\mathcal{F}_{-\infty}^k, \mathcal{F}_{k+n}^\infty),
\]

where

\[
\alpha(A, B) = \sup_{A \in A, B \in B} |\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)|
\]

for two sub-\( \sigma \)-algebras \( A \) and \( B \) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\).

For the properties of strong mixing conditions (e.g. the differences and relations between strong mixing and completely regular), we refer to Bradley (2005).

Now let us depict the limit process. Let us denote the centered Gaussian p.d.f and c.d.f with variance \( \nu^2 \) by

\[
\varphi_{\nu^2}(x) = \frac{1}{\sqrt{2\pi\nu^2}} \exp\left(-\frac{x^2}{2\nu^2}\right) \text{ and } \Phi_{\nu^2}(x) = \int_{-\infty}^x \varphi_{\nu^2}(y)dy,
\]

and define the Gaussian process \( \{Z(t, r) : t \in \mathbb{R}^+, r \in \mathbb{R}\} \) to be the sum of two stochastic integrals

\[
Z(t, r) = \frac{\sigma_1}{\sigma_2} \int_0^t \int \varphi_{\sigma_1^2(t-s)}(r-x) dW(s, x) + \varsigma \int \varphi_{\sigma_1^2 t}(r-x) B(x) dx,
\]

where \( \{W(t, r) : t \in \mathbb{R}^+, r \in \mathbb{R}\} \) is a two-parameter Brownian motion and \( \{B(r) : r \in \mathbb{R}\} \) is a two-sided Brownian motion. \( W \) and \( B \) are independent. In fact, \( Z(t, r) \) is also the unique mild solution (Walsh (1986)) of the following EW equation on \( \mathbb{R}^+ \times \mathbb{R} \):

\[
\frac{\partial Z}{\partial t} = \frac{\sigma_1^2}{2} \frac{\partial^2 Z}{\partial r^2} + \frac{\sigma_2}{\sigma_1} \dot{W}, \quad Z(0, r) = \varsigma B(r).
\]

The process \( \{Z(t, r)\}_{t \in \mathbb{R}^+} \) has zero mean and covariance

\[
\mathbb{E}[Z(s, q)Z(t, r)] = \frac{\sigma_2^2}{\sigma_1^2} \Gamma_1((t, r), (s, q)) + \varsigma^2 \Gamma_2((t, r), (s, q)),
\]

where \( \Gamma_1, \Gamma_2 \) are given as follows. First define the function

\[
\Psi_{\nu^2}(x) = \nu^2 \varphi_{\nu^2}(x) - x (1 - \Phi_{\nu^2}(x)).
\]
Then, the two functions $\Gamma_1, \Gamma_2$ are expressed as

$$\Gamma_1((s, q), (t, r)) = \Psi_{\sigma_2(t+s)}(r-q) - \Psi_{\sigma_2(t-s)}(r-q), \quad (2.3.11)$$

and

$$\Gamma_2((s, q), (t, r)) = \Psi_{\sigma_1}(-q) + \Psi_{\sigma_1}(r) - \Psi_{\sigma_1(t+s)}(r-q). \quad (2.3.12)$$

**Theorem 2.15.** Assume $d = 1$, (2.1.2), (2.1.4), (2.1.13), $E[\xi_0(0)^4] < \infty$, and that one of the following conditions is true.

(a) $\{\eta_0(x) : x \in \mathbb{Z}\}$ is an i.i.d. sequence with finite second moment;

(b) $\{\eta_0(x) : x \in \mathbb{Z}\}$ obeys the invariant measure $\pi_0$ of the sequence $\{\Delta_0(x)\}_{x \in \mathbb{Z}}$ defined in (2.2.5);

(c) $\{\eta_0(x) : x \in \mathbb{Z}\}$ is a strongly mixing stationary sequence, and there exists a $\delta > 0$ such that

$$E|\eta_0(0)|^{2+\delta} < \infty, \text{ and the strong mixing coefficients of } \{\eta_0(x)\}_{x \in \mathbb{Z}} \text{ satisfy}$$

$$\sum_{j=0}^{\infty} (j+1)^{2/\delta} \alpha(j) < \infty. \quad (2.3.13)$$

Then, the series of covariances $\sum_{x \in \mathbb{Z}} \text{Cov}(\eta_0(0), \eta_0(x))$ converges absolutely. The fluctuation process $\{\overline{h}_n(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}$ will converge weakly to the Gaussian process $\{Z(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}$ in the sense of finite dimensional distributions, i.e. for any fixed integer $N > 0$, any pairs $(t_1, r_1), (t_2, r_2), \ldots, (t_N, r_N) \in \mathbb{R}^+ \times \mathbb{R}$,

$$\left(\overline{h}_n(t_1, r_1), \overline{h}_n(t_2, r_2), \ldots, \overline{h}_n(t_N, r_N)\right) \Rightarrow (Z(t_1, r_1), Z(t_2, r_2), \ldots, Z(t_N, r_N)), \quad \text{as } n \to \infty. \quad (2.3.14)$$

**Remark 2.16.** 1. In (2.3.9), we can see that the covariance of the limit process $Z$ has two parts, the $\Gamma_1$ part comes from the dynamical fluctuations (i.e. the randomness caused by the noise variables $\{\xi_k(x)\}_{k \in \mathbb{Z}^+, x \in \mathbb{Z}}$), while the $\Gamma_2$ part is contributed by the initial fluctuations (the randomness of the initial increments $\{\eta_0(x)\}_{x \in \mathbb{Z}}$).
2. In case (a), $\varsigma^2 = \sigma_0^2$. In case (b), from (2.2.10), $\varsigma^2 = \frac{\sigma_x^2}{\sigma_1^2}$.

3. In case (c), it is possible that $\varsigma^2 = 0$. If that happens, the randomness of the initial increments will not have any impact on the limit process.

4. If the noise terms $\{\xi_k(x)\}_{k \in \mathbb{Z}, x \in \mathbb{Z}}$ are normally distributed, then case (b) is covered by case (c) due to Corollary 2.12 and the fact that complete regularity is stronger than strong mixing, i.e. $\alpha(x) \leq \rho(x)$, $\forall x \in \mathbb{Z}^+$ (see Bradley (2005)).

5. In case (b), at $r = 0$, the limit process $\{Z(t, 0)\}_{t \in \mathbb{R}^+}$ is a fractional Brownian motion with Hurst parameter 1/4. The covariance has the form

$$
\mathbb{E}[Z(s, 0)Z(t, 0)] = \frac{\sigma_x^2}{\sqrt{2\pi\sigma_1^4}} (\sqrt{s} + \sqrt{t} - \sqrt{|t-s|}).
$$

(2.3.15)

Notice that the fluctuation process $\{h_n(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}$ lives in a 2-parameter cadlag path space (continuous from right above and have limits from other directions). Let us denote this 2-parameter cadlag function space with Skorohod’s topology by (see Definition 2.17, more details can be found in Bickel and Wichura (1971))

$$
D_2 = D_2(Q, \mathbb{R}) := \{f : Q \to \mathbb{R} \text{ s.t. for } \forall (t_0, r_0) \in Q, \lim_{(t, r) \to (t_0, r_0)} f(t, r) \text{ exists for } i = 1, 2, 3, 4, \text{ and } \lim_{(t, r) \to (t_0, r_0)} f(t, r) = f(t_0, r_0)\}.
$$

where $Q = [0, T] \times [-R, R]$, and $Q^i_{(t_0, r_0)}$, $i = 1, 2, 3, 4$ are four quadrants of $Q$:

$$
Q^1_{(t_0, r_0)} := \{(t, r) \in Q : t \geq t_0, r \geq r_0\}, Q^2_{(t_0, r_0)} := \{(t, r) \in Q : t \geq t_0, r < r_0\},
$$

$$
Q^3_{(t_0, r_0)} := \{(t, r) \in Q : t < t_0, r < r_0\}, Q^4_{(t_0, r_0)} := \{(t, r) \in Q : t < t_0, r \geq r_0\}.
$$
Definition 2.17. Let $\Lambda$ be the set of all transformations $\lambda : Q \to Q$ of the form $\lambda(t, r) = (\lambda_1(t), \lambda_2(r))$ where both $\lambda_1$ and $\lambda_2$ are strictly increasing, continuous bijections. We define the Skorohod distance between $x, y \in D_2$ to be

$$d_S(x, y) = \inf_{\lambda \in \Lambda} \max(\|x - y\lambda\|, \|\lambda\|),$$

where $\|x - y\lambda\| = \sup_{u \in Q} |x(u) - y(\lambda(u))|$ and $\|\lambda\| = \sup_{u \in Q} |\lambda(u) - u|$.

We will show that under stronger assumptions on the moments of $\{\eta_0(x)\}_{x \in \mathbb{Z}}$ and $\{\xi_k(x)\}_{k,x \in \mathbb{Z}}$ and the strong mixing coefficients $\{\alpha(k)\}_{k \in \mathbb{Z}^+}$, the weak convergence in finite dimensional distributions of $\overline{h}_n(\cdot, \cdot)$ in Theorem 2.15 can be strengthened into a process level convergence.

Theorem 2.18. Assume $d = 1$, (2.1.2), (2.1.4), (2.1.13), $E[\xi_0(0)^{12}] < \infty$, and that one of the following conditions is true.

(a) $\{\eta_0(x) : x \in \mathbb{Z}\}$ is an i.i.d. sequence with finite 12th moment;

(b) $\{\eta_0(x) : x \in \mathbb{Z}\}$ has the distribution $\pi_0$ of the sequence $\{\Delta_0(x)\}_{x \in \mathbb{Z}}$ defined in (2.2.5);

(c) $\{\eta_0(x) : x \in \mathbb{Z}\}$ is a strongly mixing stationary sequence, and there exists $\varepsilon_0 > 0$ such that

$$E[|\eta_0(0)|^{12+\varepsilon_0}] < \infty$$

and the strong mixing coefficients $\{\alpha(x)\}_{x \in \mathbb{Z}^+}$ satisfy

$$\sum_{i=0}^{\infty} (i + 1)^{10+132/\varepsilon_0} \alpha(i) < \infty. \quad (2.3.16)$$

Then the fluctuation process $\{\overline{h}_n(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}$ converges weakly to $\{Z(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}$ on $D_2$ in the Skorokhod topology, i.e.

$$\lim_{n \to \infty} \mathbb{E}f(\overline{h}_n) = \mathbb{E}f(Z)$$

for all Skorokhod-continuous bounded functions $f : D_2 \to \mathbb{R}$. 
Chapter 3

Proofs

3.1 Proofs of the initial preparations

Proof of Lemma 2.1. According to the evolution (2.1.1) and (2.1.5),

\[
ht(i) = \sum_{k \in \mathbb{Z}^d} w(k)ht-1(i+k) + \xi_t(i) = \mathbb{E}[ht-1(X^t_1)] + \xi_t(i)
\]

\[
= \mathbb{E}[\mathbb{E}(ht-2(X^t_2) | X^t_1) + \xi_t-1(X^t_1)] + \xi_t(i)
\]

\[
= \mathbb{E}[ht-2(X^t_2)] + \mathbb{E}[\xi_t-1(X^t_1)] + \xi_t(i)
\]

\[
= \ldots
\]

\[
= \mathbb{E}[h_0(X^t_1)] + \sum_{k=1}^t \mathbb{E}\xi_k(X^t_{i-k}). \tag{3.1.1}
\]

Proof of Theorem 2.2. From the dual representation (2.1.9),

\[
\frac{1}{n} h^n_{\lfloor nt \rfloor}([nx]) = \frac{1}{n} \mathbb{E}\left[h^n_0(X^{\lfloor nx \rfloor}_{\lfloor nt \rfloor})\right] + \frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor} \mathbb{E}\left[\xi^n_k(X^{\lfloor nx \rfloor}_{\lfloor nt \rfloor-k})\right].
\]

Thus, for all \( \epsilon > 0, x \in \mathbb{R}^d \),

\[
P\left(\frac{1}{n} h^n_{\lfloor nt \rfloor}([nx]) - u(x - bt) > \epsilon\right)
\]

\[
\leq P\left(\frac{1}{n} \mathbb{E}\left[h^n_0(X^{\lfloor nx \rfloor}_{\lfloor nt \rfloor})\right] - u(x - bt) + \frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor} \mathbb{E}\left[\xi^n_k(X^{\lfloor nx \rfloor}_{\lfloor nt \rfloor-k})\right] > \epsilon\right)
\]

\[
\leq P\left(\frac{1}{n} \mathbb{E}\left[h^n_0(X^{\lfloor nx \rfloor}_{\lfloor nt \rfloor})\right] - u(x - bt) > \frac{\epsilon}{2}\right) + P\left(\frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor} \mathbb{E}\left[\xi^n_k(X^{\lfloor nx \rfloor}_{\lfloor nt \rfloor-k})\right] > \frac{\epsilon}{2}\right). \tag{3.1.2}
\]
Therefore, we have proved that 
\[ 0 = M > \cdots \]

For the first part in (3.1.2),
\[
P \left( \left| \frac{1}{n} \sum_{i \in \mathbb{Z}^d} p^{[nt]}(\lfloor nx \rfloor, i)h_0^n(i) - u(x - bt) \right| > \frac{\epsilon}{2} \right) = P \left( \left| \frac{1}{n} \sum_{i \in \mathbb{Z}^d} p^{[nt]}(\lfloor nx \rfloor, i)h_0^n(i) - u(x - bt) \right| > \frac{\epsilon}{2} \right)
\]
\[ \leq P \left( \left| \sum_{i \in \mathbb{Z}^d} p^{[nt]}(\lfloor nx \rfloor, i)[h_0^n(i) - u(i/n)] \right| + \sum_{i \in \mathbb{Z}^d} p^{[nt]}(\lfloor nx \rfloor, i)u(i/n) - u(x - bt) \right| > \frac{\epsilon}{2} \right)
\]
\[ \leq P \left( \left| \sum_{i \in \mathbb{Z}^d} p^{[nt]}(\lfloor nx \rfloor, i)[h_0^n(i) - u(i/n)] \right| > \frac{\epsilon}{4} \right)
\]
\[ + 1 \left\{ \left| \sum_{i \in \mathbb{Z}^d} p^{[nt]}(\lfloor nx \rfloor, i)u(i/n) - u(x - bt) \right| > \frac{\epsilon}{4} \right\}
\]
\[ \leq P \left( \sup_{|y| \leq M_{t+|x|}+1} \left| h_0^n(\lfloor ny \rfloor)/n - y \right| > \frac{\epsilon}{4} \right) + 1 \left\{ \left| \sum_{i \in \mathbb{Z}^d} p^{[nt]}(\lfloor nx \rfloor, i)u(i/n) - u(x - bt) \right| > \frac{\epsilon}{4} \right\},
\]
where the last inequality is because from the assumption (2.1.2), we can find large enough constant 
\[ M > 0 \] such that \( w(x) = 0 \) for all \( |x| > M \).

The condition (2.1.10) directly implies that
\[
\lim_{n \to \infty} P \left( \sup_{|y| \leq M_{t+|x|}+1} \left| h_0^n(\lfloor ny \rfloor)/n - y \right| > \frac{\epsilon}{4} \right) = 0.
\]
And by LLN and the continuity of \( u(x) \), one can easily show that
\[
\lim_{n \to \infty} 1 \left\{ \left| \sum_{i \in \mathbb{Z}^d} p^{[nt]}(\lfloor nx \rfloor, i)u(i/n) - u(x - bt) \right| > \frac{\epsilon}{4} \right\} = 0.
\]
Therefore, we have proved that
\[
\lim_{n \to \infty} P \left( \left| \frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \xi_k^n(\lfloor nx \rfloor, -k) - u(x - bt) \right| > \frac{\epsilon}{2} \right) = 0.
\]
(3.1.3)

For the second part in (3.1.2), by Markov Inequality, we have
\[
P \left( \left| \frac{1}{n} \sum_{k=1}^{[nt]} \mathbb{E} \xi_k^n(\lfloor nx \rfloor, -k) \right| > \frac{\epsilon}{2} \right) = P \left( \sum_{k=1}^{[nt]} \sum_{i \in \mathbb{Z}^d} p^{[nt]-k}(\lfloor nx \rfloor, i)\xi_k^n(i) > \frac{\epsilon n}{2} \right)
\]
\[ \leq \frac{4}{\epsilon^2 n^2} \mathbb{E} \left\{ \sum_{k=1}^{[nt]} \sum_{i \in \mathbb{Z}^d} p^{[nt]-k}(\lfloor nx \rfloor, i)\xi_k^n(i) \right\}^2 = \frac{4\sigma^2}{\epsilon^2 n^2} \sum_{k=1}^{[nt]} \sum_{i \in \mathbb{Z}^d} \left[ p^{[nt]-k}(\lfloor nx \rfloor, i) \right]^2
\]
\[ = \frac{4\sigma^2}{\epsilon^2 n^2} \sum_{k=0}^{[nt]-1} q^k(0, 0) = \frac{4\sigma^2 [nt]}{\epsilon^2 n^2} \to 0, \quad \text{as } n \to \infty.
\]
(3.1.4)
The transition kernels $p$ and $q$ are defined in (2.1.5) and (2.1.7) respectively.

Combine (3.1.3) and (3.1.4) together, we get

$$\lim_{n \to \infty} P\left(\frac{1}{n} h_n(n|X_t|) - u(x - bt) > \epsilon\right) = 0,$$

which completes the proof of Theorem 2.2.

Proof of Lemma 2.3. Let $\tilde{X}_t^0$ and $X_t^0$ be two independently distributed random walks with transition probability $p$ in (2.1.5). We first check that the random walk $Y_t^0 = \tilde{X}_t^0 - X_t^0$ has the transition probability $q$.

For $\forall k \in \mathbb{Z}^+$, $x, y \in \mathbb{Z}$,

$$P(Y_{k+1}^0 = y | Y_k^0 = x) = \frac{P(Y_{k+1}^0 = y, Y_k^0 = x)}{P(Y_k^0 = x)} = \frac{P(X_{k+1}^0 - \tilde{X}_{k+1}^0 = y, X_k^0 - \tilde{X}_k^0 = x)}{P(X_k^0 - \tilde{X}_k^0 = x)}$$

$$= \sum_{u \in \mathbb{Z}} \sum_{v \in \mathbb{Z}} P(X_{k+1}^0 = y + u, \tilde{X}_{k+1}^0 = u, X_k^0 = x + v, \tilde{X}_k^0 = v) / \sum_{v \in \mathbb{Z}} P(X_k^0 = x + v) P(\tilde{X}_k^0 = v)$$

$$= \sum_{u \in \mathbb{Z}} \sum_{v \in \mathbb{Z}} w(y + u - x - v) w(u - v) P(X_k^0 = x + v) P(\tilde{X}_k^0 = v) / \sum_{v \in \mathbb{Z}} P(X_k^0 = x + v) P(\tilde{X}_k^0 = v)$$

$$= \sum_{z \in \mathbb{Z}} w(y - x + z) w(z) = q(x, y).$$

The symmetry is because

$$q(x, y) = \sum_{z \in \mathbb{Z}} w(y - x + z) w(z) = \sum_{u \in \mathbb{Z}} w(u) w(u + x - y) = q(y, x).$$

The equivalence of mean zero and recurrence for one dimensional random walks can be found in Spitzer (1976) (T3.1, page 33).

For span 1 and irreducibility, we use Bézout’s Identity and its corollary.

Lemma 3.1. Bézout’s Identity Let $a_1, a_2, \ldots, a_n$ be integers, not all zero, let $d$ be their greatest common divisor, i.e. $d = \gcd(a_1, a_2, \ldots, a_n)$. Then there are integers $x_1, x_2, \ldots, x_n$ such that

$$d = \sum_{i=1}^{n} a_{i} x_{i}.$$
Corollary 3.2. Let $a_1, a_2, \ldots, a_n$ be integers, not all zero, let $d = \gcd(a_1, a_2, \ldots, a_n)$. Then

$$\{kd : k \in \mathbb{Z}\} = \left\{ \sum_{i=1}^{n} a_i x_i : x_1, x_2, \ldots, x_n \in \mathbb{Z} \right\}.$$

The proof of the case $n = 2$ can be found in Burton (1980) (see Theorem 2-3 and its corollary on page 25), the multi-dimensional case ($n > 2$) can be proved by using the result of the case $n = 2$.

Note that $\text{supp}(q) = \text{supp}(p) - \text{supp}(p)$. Let us denote all the elements in $\text{supp}(p) - \text{supp}(p)$ by

$$\text{supp}(p) - \text{supp}(p) = \{i - j : i, j \in \text{supp}(p)\} \overset{def}{=} \{a_1, a_2, \ldots, a_m\}.$$

The irreducibility of $q$ is equivalent to $\{t_1a_1 + t_2a_2 + \ldots + t_ma_m : t_i \in \mathbb{Z}_+\} = \mathbb{Z}$. Moreover, we can easily see that $\{t_1a_1 + t_2a_2 + \ldots + t_ma_m : t_i \in \mathbb{Z}_+\} = \{t_1a_1 + t_2a_2 + \ldots + t_ma_m : t_i \in \mathbb{Z}\}$ due to the symmetry of $\text{supp}(q)$.

From Corollary 3.2,

$$\{t_1a_1 + t_2a_2 + \ldots + t_ma_m : t_i \in \mathbb{Z}\} = d\mathbb{Z},$$

where $d = \gcd(a_1, a_2, \ldots, a_m)$.

Since $p$ has span 1, $d = 1$. Therefore, $q$ is irreducible. Also, since $0 \in \text{supp}(q)$, $d = 1$ implies that $q$ also has span 1.

The variance of the jump can be calculated by simply noticing $\text{Var}(Y_1^0) = \text{Var}(X_1^0) + \text{Var}(\tilde{X}_1^0) = 2\sigma^2$.

Thus, the proof of Lemma 2.3 is complete. \qed

3.2 Proofs of invariant distributions

3.2.1 The construction of the invariant distributions

Proof of Theorem 2.4. First, we would like to show that for all fixed $i \in \mathbb{Z}$, and $t \in \mathbb{Z}^+$, the process

$$\{h_{[t-s,t]}(i) - h_{[t-s,t]}(i-1) : s \in \mathbb{Z}^+\}$$

is an $L^2$-martingale.
For all $0 \leq s \leq r$, from (2.2.3),

\[
\mathbb{E} \left[ h_{[t-r,t]}(i) - h_{[t-s,t]}(i) \mid \mathcal{F}_s \right] = \mathbb{E} \left[ \sum_{j \in \mathbb{Z}} \sum_{k=t-r+1}^{t} \varepsilon_k(j) p^{t-k}(i, j) - \sum_{j \in \mathbb{Z}} \sum_{k=t-s+1}^{t} \varepsilon_k(j) p^{t-k}(i, j) \mid \mathcal{F}_s \right]
\]

\[
= \mathbb{E} \left[ \sum_{j \in \mathbb{Z}} \sum_{k=t-r+1}^{t-s} \varepsilon_k(j) p^{t-k}(i, j) \mid \mathcal{F}_s \right] = 0.
\]

The last equation is because $\varepsilon_t-1(\cdot), \varepsilon_t-2(\cdot), \ldots, \varepsilon_t-9(\cdot)$ are independent of $\mathcal{F}_s$. After some simple manipulations on the equation above, we can show the martingale property of the process $\{h_{[t-s,t]}(i) - h_{[t-s,t]}(i-1)\}_{s \in \mathbb{Z}^+}$. In order to check the $L^2$ boundedness, we first give an explicit formula for the 2nd moment of $h_{[t-s,t]}(i) - h_{[t-s,t]}(i-1)$. Recall that the transition probability $q$ is defined in (2.1.7).

**Lemma 3.3.** Assume (2.1.2) and (2.1.4). For $-\infty < s \leq t$, $i, j \in \mathbb{Z}$,

\[
\mathbb{E} [h_{[s,t]}(i)] = 0, \quad \mathbb{E} [h_{[s,t]}(i)]^2 = \sigma_i^2 \sum_{k=0}^{t-s-1} q^k(0, 0); \quad (3.2.1)
\]

\[
\mathbb{E} \left[ (h_{[s,t]}(j) - h_{[s,t]}(i))^2 \right] = 2\sigma_i^2 \sum_{k=0}^{t-s-1} [q^k(0, 0) - q^k(j-i, 0)], \quad j \neq i, \quad (3.2.2)
\]

where $q^0(i, 0) = 1\{i = 0\}$.

**Proof.**

\[
\mathbb{E} [h_{[s,t]}(i)] = \mathbb{E} \left[ \sum_{j \in \mathbb{Z}} \sum_{k=s+1}^{t} \varepsilon_k(j) p^{t-k}(i, j) \right] = 0.
\]

\[
\mathbb{E} [h_{[s,t]}(i)]^2 = \mathbb{E} \left[ \sum_{j \in \mathbb{Z}} \sum_{k=s+1}^{t} \varepsilon_k(j) p^{t-k}(i, j) \right]^2 = \sigma_i^2 \sum_{j \in \mathbb{Z}} \sum_{k=s+1}^{t} p^{t-k}(i, j)^2
\]

\[
= \sigma_i^2 \sum_{k=s+1}^{t} q^{t-k}(0, 0) = \sigma_i^2 \sum_{k=0}^{t-s-1} q^k(0, 0).
\]

Notice that

\[
\mathbb{E} [h_{[s,t]}(j) - h_{[s,t]}(i)]^2 = \mathbb{E} [h_{[s,t]}(j)]^2 + \mathbb{E} [h_{[s,t]}(i)]^2 - 2\mathbb{E} [h_{[s,t]}(i) h_{[s,t]}(j)]. \quad (3.2.3)
\]
From (3.2.1),
\[ \mathbb{E} \left[ h_{s,t}(j) \right]^2 = \mathbb{E} \left[ h_{s,t}(i) \right]^2 = \sigma_t^2 \sum_{k=0}^{t-s-1} q^k(0,0). \]  
(3.2.4)

For the last term in (3.2.3),
\[ \mathbb{E} \left[ h_{s,t}(i)h_{s,t}(j) \right] = \mathbb{E} \left\{ \left[ \sum_{k \in \mathbb{Z}} \sum_{n=s+1}^t \xi_n(k)p^{t-n}(j,k) \right] \left[ \sum_{k \in \mathbb{Z}} \sum_{n=s+1}^t \xi_n(k)p^{t-n}(i,k) \right] \right\} = \sigma_t^2 \sum_{k \in \mathbb{Z}} \sum_{n=s+1}^t p^{t-n}(j,k)p^{t-n}(i,k) = \sigma_t^2 \sum_{n=s+1}^t q^{i-n}(j-i,0) = \sigma_t^2 \sum_{k=0}^{t-s-1} q^k(j-i,0). \]  
(3.2.5)

Plug (3.2.4) and (3.2.5) into (3.2.3), we show that
\[ \mathbb{E} \left[ h_{s,t}(j) - h_{s,t}(i) \right]^2 = 2\sigma_t^2 \sum_{k=0}^{t-s-1} \left[ q^k(0,0) - q^k(j-i,0) \right]. \]  
\[ \square \]

One can show that the sum on the right hand side of (3.2.2) converges as \( s \) goes to \( -\infty \) under the assumption (2.1.13). In fact,

**Lemma 3.4.** Assume (2.1.2) and (2.1.13). For \( \forall i \in \mathbb{Z} \), there exists a constant \( c_0(i) < \infty \), s.t.
\[ \sum_{k=s}^{\infty} [q^k(0,0) - q^k(i,0)] \leq c_0(i) s^{-1/2}, \quad \forall s \in \mathbb{Z}^+. \]  
(3.2.6)

**Proof.** First, we give some useful properties of the transition probability \( q \).

**Lemma 3.5.** Assume (2.1.2). Then
\[ q^k(i,0) < q^k(0,0), \quad q^{k+1}(0,0) \leq q^k(0,0), \quad \forall k > 0, i \neq 0. \]  
(3.2.7)

**Proof.** From (2.1.8),
\[ q^k(i,0) = \sum_{j \in \mathbb{Z}} p^k(i,j)p^k(0,j) \leq \sum_{j \in \mathbb{Z}} \left( \sum_{j \in \mathbb{Z}} p^k(i,j) \right)^2 = \sum_{j \in \mathbb{Z}} \left( \sum_{j \in \mathbb{Z}} p^k(i,j) \right)^2 = q^k(0,0), \]
where \( p \) is the transition probability defined in (2.1.5). We can see that \( q^k(i,0) = q^k(0,0) \) if and only if
\[ p^k(0, j-i) = p^k(0, j), \quad \text{for all } j \in \mathbb{Z}. \]  
(3.2.8)
Suppose that there exists \( i \neq 0 \) such that \( q^k(i, 0) = q^k(0, 0) \). Notice that \( q^k(0, 0) > 0 \) due to \( q(0, 0) > 0 \). Hence, \( q^k(i, 0) > 0 \). Then, there exists \( \ell \in \mathbb{Z} \) such that \( p^k(0, \ell - i) > 0, p^k(0, \ell) > 0 \). According to (3.2.8), we have

\[
p^k(0, \ell - mi) = p^k(0, \ell) > 0, \text{ for all } m \in \mathbb{Z}.
\]

This contradicts the assumption that \( p \) has finite range.

The second inequality can be proved by using the first one,

\[
q^{k+1}(0, 0) = \sum_{j \in \mathbb{Z}} q^k(0, j)q(j, 0) \leq \sum_{j \in \mathbb{Z}} q^k(0, 0)q(j, 0) = q^k(0, 0).
\]

As an analogue to Kolmogorov Backwards Equation, we can rewrite the probability of the random walk \( Y^t_0 \) returning to site 0 at time \( s \) as

\[
q^s(0, 0) = \sum_{k=s}^{\infty} \sum_{i \in \mathbb{Z}} q(0, i) [q^k(0, 0) - q^k(i, 0)]. \tag{3.2.9}
\]

In fact,

\[
\sum_{k=s}^{\infty} \sum_{i \in \mathbb{Z}} q(0, i) [q^k(0, 0) - q^k(i, 0)] = \sum_{k=s}^{\infty} \left[ \sum_{i \in \mathbb{Z}} q(0, i)q^k(0, 0) - \sum_{j \in \mathbb{Z}} q(0, j)q^k(j, 0) \right] = \sum_{k=s}^{\infty} [q^k(0, 0) - q^{k+1}(0, 0)] = q^s(0, 0).
\]

Note that every term in the summation (3.2.9) is nonnegative because of Lemma 3.5.

For \( q^s(0, 0) \) in (3.2.9), we have the following bound.

**Lemma 3.6.** Assume (2.1.2).

\[
\exists C > 0, \ s.t. \ q^s(0, x) \leq Cs^{-1/2}, \ \forall s \in \mathbb{Z}^+, x \in \mathbb{Z}. \tag{3.2.10}
\]

The proof of Lemma 3.6 can be found in Spitzer (1976) (P7.6, page 72).

For \( q(0, j) > 0 \), from (3.2.9) and (3.2.10), we have

\[
q(0, j) \sum_{k=s}^{\infty} [q^k(0, 0) - q^k(j, 0)] \leq q^s(0, 0) \leq Cs^{-1/2}.
\]
Let \( c_0(j) = \frac{C}{q(0,j)} \). Then
\[
\sum_{k=s}^{\infty} [q^k(0,0) - q^k(j,0)] \leq c_0(j)s^{-1/2}.
\]

For \( q(0,j) = 0 \), since the random walk \( Y^0 \) is irreducible under assumption (2.1.13) (Lemma 2.3), thus, \( \exists d > 1 \), s.t. \( q^d(0,j) \neq 0 \). Then, we can use the method above with \( q^d(0,j) \) instead of \( q(0,j) \). Again, by an analogue to Kolmogorov Backwards Equation, we have the following equation:
\[
\sum_{k=s}^{\infty} \sum_{i \in \mathbb{Z}} q^d(0,i)[q^k(0,0) - q^k(i,0)] = \sum_{k=s}^{s+d-1} q^k(0,0).
\]
Combining (3.2.10) and (3.2.11), we have
\[
q^d(0,j) \sum_{k=s}^{\infty} [q^k(0,0) - q^k(j,0)] \leq \sum_{k=s}^{s+d-1} q^k(0,0) \leq dCs^{-1/2}.
\]

Let \( c_0(j) = \frac{dC}{q^d(0,j)} \). Then
\[
\sum_{k=s}^{\infty} [q^k(0,0) - q^k(j,0)] \leq c_0(j)s^{-1/2}.
\]
The proof of Lemma 3.4 is complete.

Combine (3.2.2) and (3.2.6) together, we can find a constant \( C > 0 \) such that for all \( i \in \mathbb{Z} \) and \( s, t \in \mathbb{Z}^+ \),
\[
\mathbb{E} \left[ (h_{t-s,t}(i) - h_{t-s,t}(i-1))^2 \right] \leq C.
\]
Hence, we have shown that \( \{h_{t-s,t}(i) - h_{t-s,t}(i-1) : s \in \mathbb{Z}^+\} \) is an \( L^2 \)-martingale. By the Martingale convergence Theorem (see, e.g. Theorem 5.4.5 in Durrett (2010)), (3.2.12) implies the almost sure and \( L^2 \) convergence of \( h_{t-s,t}(i) - h_{t-s,t}(i-1) \) as \( s \) goes to \( \infty \). Lemma 3.4 gives an \( L^2 \) speed of convergence.

Notice that \( h_{t-s,t}(i) - h_{t-s,t}(i-1) = \sum_{j \in \mathbb{Z}} \sum_{k=t-s+1}^{t} \xi_k(j) [p^{t-k}(i,j) - p^{t-k}(i-1,j)] \).
Taking \( s \) to infinity, we can represent the limit \( \Delta_t(i) \) as
\[
\Delta_t(i) = \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\infty} \xi_{t-k}(j) \left[ p^k(i,j) - p^k(i-1,j) \right], \quad i \in \mathbb{Z}, t \in \mathbb{Z}^+.
\]
The stationarity of $\Delta_t(\cdot)$ can be seen directly from the construction. And the Markov property can be derived from the Markov property of the harness processes. In fact, according to the setting (2.1.1),

$$h_{[t-s,t+1]}(i)\rightarrow h_{[t-s,t+1]}(i-1) = \sum_{j \in \mathbb{Z}} w(j) [h_{[t-s,t]}(i + j) - h_{[t-s,t]}(i + j - 1)] + \xi_{t+1}(i) - \xi_{t+1}(i-1).$$

Let $s \rightarrow \infty$, we have

$$\Delta_{t+1}(i) = \sum_{j \in \mathbb{Z}} w(j) \Delta_t(i + j) + \xi_{t+1}(i) - \xi_{t+1}(i-1).$$

(3.2.13)

Also from (3.2.13), we see that the evolution of the process $\{\Delta_t\}_{t \in \mathbb{Z}^+}$ is the same as the increment dynamic (2.2.2). Therefore, $\Delta$, is an increment process and surely its distribution is the invariant measure of the increment process $\{\eta_t\}_{t \in \mathbb{Z}^+}$ defined in (2.2.1).

Next, let us prove the ergodicity. Notice that from (2.2.3),

$$h_{[t-s,t]}(x) - h_{[t-s,t]}(x-1) = \sum_{j \in \mathbb{Z}} \sum_{k=t-s+1}^t \xi_k(j+x) \left[ p^{t-k}(0,j) - p^{t-k}(0,j+1) \right] = f_s(\theta x \xi), \quad x \in \mathbb{Z},$$

where $f_s(\xi) = \sum_{j \in \mathbb{Z}} \sum_{k=t-s+1}^t \xi_k(j) \left[ p^{t-k}(0,j) - p^{t-k}(0,j+1) \right]$, and $\theta$ is the space-shift operator.

Let us denote $\bar{f}(\xi) = \limsup_{s \rightarrow \infty} f_s(\xi)$. Since $\lim_{s \rightarrow \infty} h_{[t-s,t]}(i) - h_{[t-s,t]}(i - 1) = \Delta_t(i)$ a.s., $\bar{f}(\theta^i \xi) = \Delta_t(i)$ a.s. Also, according to the settings, $\{\xi_k(j) : k \in \mathbb{Z}, j \in \mathbb{Z}\}$ are i.i.d. Therefore, by Theorem 7.1.3 in Durrett (2010), we may conclude that the sequence $\Delta_t(\cdot)$ is ergodic under spatial translations.

Thus, Theorem 2.4 has been proved.

\[\Box\]

**Proof of Proposition 2.5.** $\mathbb{E}[\Delta_t(i)] = 0$ is due to the fact that $\Delta_t(i)$ is the $L^2$-limit of $h_{[t-s,t]}(i) - h_{[t-s,t]}(i - 1)$ as $s \rightarrow \infty$.

For the covariance,

$$\mathbb{E}[\Delta_t(i)\Delta_t(j)] = \lim_{s \rightarrow \infty} \mathbb{E} \left[ (h_{[t-s,t]}(i) - h_{[t-s,t]}(i - 1)) (h_{[t-s,t]}(j) - h_{[t-s,t]}(j - 1)) \right]$$

$$= \sigma^2_\xi \sum_{k=0}^{\infty} \left[ 2q^k(i-j,0) - q^k(i-j-1,0) - q^k(i-j+1,0) \right]$$

$$= \sigma^2_\xi [a(i-j-1) + a(i-j+1) - 2a(i-j)], \quad i,j \in \mathbb{Z},$$
where the second equality comes from (3.2.5).

**Proof of Corollary 2.6.** (2.2.8), (2.2.9) are from Lemma A.3 in the Appendix. And Lemma A.5 implies (2.2.10).

### 3.2.2 Properties of the invariant distributions

**Proof of Theorem 2.10.** This result is a direct application of Theorem 8 from Ibragimov and Rozanov (1978) (page 181, section V.6). The theorem is stated as a lemma below.

**Lemma 3.7.** A necessary and sufficient condition for

\[ \rho(x) = O(x^{-r-\beta}), \text{ where } 0 < \beta < 1, \]

is that the spectral density \( f(\lambda) \) permits a representation of the form

\[ f(\lambda) = |P(e^{i\lambda})|^2 w(\lambda), \]

where \( P(z) \) is a polynomial with zeros on \(|z| = 1\) and the function \( w(\lambda) \) is strictly positive, i.e. \( \inf_{\lambda \in (-\pi, \pi]} w(\lambda) > 0 \), and \( r \) times differentiable with the \( r \)th derivative satisfying a Hölder condition of order \( \beta \).

In our case, according to (2.2.8), the spectral density function \( f(\lambda) = \frac{\sigma^2}{\pi} \cdot \frac{1 - \cos(\lambda)}{1 - \sum_{k \in \mathbb{Z}} q(0,k)e^{ik\lambda}} \). From the proof of Lemma A.3, we can see that \( f(\lambda) \) is infinitely differentiable and \( f(0) = \frac{\sigma^2}{2\pi\sigma^2} > 0 \) (hence strictly positive). Let \( P(z) = 1 \) and \( w(\lambda) = f(\lambda) \) in Lemma 3.7, we finish the proof of Theorem 2.10.

**Proof of Corollary 2.12.** Proving \( \pi_0 \) to be a Gaussian field is trivial due to the fact that \( \pi_0 \) is non-degenerate, \( \Delta_t(\cdot) \) is the limit of \( h_{[t-s,t]}(\cdot) - h_{[t-s,t]}(\cdot-1) \) and \( h_{[t-s,t]}(\cdot) \) are jointly Gaussian distributed.

For Gaussian processes, the coefficients of complete linear regularity are equal to the coefficients of complete regularity (see page 249 in Rozanov (1967)), i.e.

\[ \rho(x) = q(x), \quad \forall x \geq 0. \]
By Theorem 2.10, the proof is complete.

Proof of Theorem 2.13. Suppose there exist two invariant (by time) and ergodic (under spatial translations) distributions with same finite mean for the increment process \( \{ \eta_t \}_{t \in \mathbb{Z}^+} \). Let us denote them by \( \pi^1, \pi^2 \in \mathcal{I} \cap \mathcal{J} \). Then we can define two initial increments: \( \pi^1 \)-distributed \( \{ \eta_0^1(x) : x \in \mathbb{Z} \} \) and \( \pi^2 \)-distributed \( \{ \eta_0^2(x) : x \in \mathbb{Z} \} \). Let us assume that \( \eta_0^1 \) and \( \eta_0^2 \) are coupled in the way that the difference process \( \{ \eta^1_0(x) - \eta^2_0(x) \}_{x \in \mathbb{Z}} \) is also ergodic, and the increment process \( \{ \eta^1_t(x) : x \in \mathbb{Z} \}_{t \in \mathbb{Z}^+} \) and \( \{ \eta^2_t(x) : x \in \mathbb{Z} \}_{t \in \mathbb{Z}^+} \) evolve from initial increments \( \eta^1_0 \) and \( \eta^2_0 \) respectively with the same noise \( \{ \xi_t(i) : t \in \mathbb{N}, i \in \mathbb{Z} \} \). The existence of such coupling method can be proved by the following lemma.

Lemma 3.8. For \( i = 1, 2 \), let \( \Omega_i \) be a complete separable metric space with Borel \( \sigma \)-algebra \( \mathcal{F}_i \), and \( T_i \) be a measurable transformation on \( (\Omega_i, \mathcal{F}_i) \). Let us suppose that for \( i = 1, 2 \), \( \nu_i \) is an ergodic invariant measure on \( (\Omega_i, \mathcal{F}_i) \) w.r.t. \( T_i \). Then, there exists an ergodic invariant measure \( \mu \) on the product space \( (\Omega_1 \times \Omega_2, \mathcal{F}_1 \otimes \mathcal{F}_2) \) w.r.t. \( T_1 \times T_2 \), such that for all \( A \in \mathcal{F}_1, B \in \mathcal{F}_2 \),

\[
\mu(A \times \Omega_2) = \nu_1(A), \mu(\Omega_1 \times B) = \nu_2(B).
\]

Proof. Note that the product measure \( \nu = \nu_1 \otimes \nu_2 \) is an invariant measure on \( (\Omega_1 \times \Omega_2, \mathcal{F}_1 \otimes \mathcal{F}_2) \) w.r.t. \( T_1 \times T_2 \). By the Ergodic Decomposition Theorem, there exists a probability measure \( \rho_\nu \) on the set of ergodic measures \( \mathcal{M}_e \) on \( (\Omega_1 \times \Omega_2, \mathcal{F}_1 \otimes \mathcal{F}_2) \) w.r.t. \( T_1 \times T_2 \), such that

\[
\nu = \int_{\mathcal{M}_e} \pi \rho_\nu(d\pi),
\]

Note that

\[
\nu_1(\cdot) = \nu(\cdot \times \Omega_2) = \int_{\mathcal{M}_e} \pi(\cdot \times \Omega_2) \rho_\nu(d\pi), \tag{3.2.14}
\]

\[
\nu_2(\cdot) = \nu(\Omega_1 \times \cdot) = \int_{\mathcal{M}_e} \pi(\Omega_1 \times \cdot) \rho_\nu(d\pi). \tag{3.2.15}
\]

And one can easily show that for all \( \pi \in \mathcal{M}_e \), the marginals \( \pi(\cdot \times \Omega_2) \) and \( \pi(\Omega_1 \times \cdot) \) are also ergodic. Thus, (3.2.14) and (3.2.15) are in fact ergodic decomposition of \( \nu_1 \) and \( \nu_2 \) respectively. Since \( \nu_1 \) and
\( \nu_2 \) are ergodic, we have for \( \rho_\nu \)-almost every \( \pi \in \text{supp}(\rho_\nu) \),
\[
\pi(\cdot \times \Omega_2) \equiv \nu_1(\cdot), \pi(\Omega_1 \times \cdot) \equiv \nu_2(\cdot),
\]
(3.2.16)
where \( \text{supp}(\rho_\nu) = \{ \pi \in M_e : \text{for } \forall \text{ open neighbourhood } N_\pi \subseteq M_e \text{ of } \pi, \rho_\nu(N_\pi) > 0 \} \).

The proof for Lemma 3.8 is complete by picking up \( \mu \) from \( \text{supp}(\rho_\nu) \) such that (3.2.16) holds. \( \Box \)

Using (2.1.9) and (2.2.1), the increment processes \( \eta_1^i \) and \( \eta_2^i \) can have the following expressions
\[
\eta_1^i(j) = \sum_{x \in \mathbb{Z}} p^j(i,x)\eta_0^i(x) + \sum_{k=1}^t \sum_{x \in \mathbb{Z}} p^{t-k}(j,x) [\xi_k(x) - \xi_k(x-1)], \quad j \in \mathbb{Z}, t \in \mathbb{Z}^+, i = 1, 2.
\]
(3.2.17)

Let us denote the difference of the two increment processes by \( \zeta_t(\cdot) \), i.e.
\[
\zeta_t(i) = \eta_1^i(i) - \eta_2^i(i), \quad i \in \mathbb{Z}, t \in \mathbb{Z}^+.
\]
(3.2.18)

and the underlying ergodic distribution of \( \{ \zeta_0(i) : i \in \mathbb{Z} \} \) as \( \nu \). Notice that \( \mathbb{E}^\nu[\zeta_0(x)] = 0 \) due to the assumption \( \mathbb{E}^\pi_1[\eta_0^1(x)] = \mathbb{E}^\pi_2[\eta_0^2(x)] \).

From (3.2.17),
\[
\zeta_t(i) = \sum_{x \in \mathbb{Z}} p^t(i,x)\zeta_0(x), \quad i \in \mathbb{Z}, t \in \mathbb{Z}^+.
\]
(3.2.19)

For \( x \in \mathbb{Z}, t \in \mathbb{Z}^+ \), and \( \zeta \in \mathbb{R}^\mathbb{Z} \), let us set
\[
\zeta^r = \{ \zeta^r(i) = (-r) \lor (\zeta(i) \land r) \}_{i \in \mathbb{Z}}, \quad r > 0,
\]
\[
g_t(x, \zeta) = \sum_{y \in \mathbb{Z}} p^t(x,y)\zeta(y), \quad g_t(x, \zeta, r) = \sum_{y \in \mathbb{Z}} p^t(x,y)\zeta^r(y).
\]

and the characteristic function of the transition \( p \)
\[
\phi_X(\theta) = \sum_{y \in \mathbb{Z}} p(0,y)e^{\theta y}, \quad \theta \in \mathbb{R}.
\]

First, we will show that for every fixed \( r > 0 \), \( g_t(x, \zeta, r) \) converges to a constant in \( L^2(\nu) \) as \( t \to \infty \). Then, we will prove that such convergence implies the convergence of \( g_t(x, \zeta) \) in \( L^1(\nu) \).
Note that the covariance \( V'_r(x) = \mathbb{E}^\nu[\zeta^r(0)\zeta^r(x)] \) is a positive definite sequence (i.e. \( \sum_{x,y} V'_r(x-y)z_x\overline{z_y} \geq 0 \), for any choice of finitely many complex numbers \( \{z_n\} \)). By Herglotz’ Theorem (see Chapter XIX.6 in Feller (1971)), there exists a bounded measure \( \gamma^r \) on \([-\pi, \pi)\) such that

\[
V'_r(x) = \int e^{-ix\theta} \gamma^r(d\theta), \quad x \in \mathbb{Z}.
\]

Let \( \{X_t\}_{t \in \mathbb{Z}^+} \) and \( \{\tilde{X}_t\}_{t \in \mathbb{Z}^+} \) be two i.i.d. copies of the random walk with transition probability \( p \). We use them to compute the covariance of \( g_t(x, \zeta, r) \) and \( g_s(x, \zeta, r) \) under measure \( \nu \).

\[
\int g_t(x, \zeta, r)g_s(x, \zeta, r)\nu(d\zeta) = \int \mathbb{E}^\nu[\zeta^r(X_t)]\mathbb{E}^\nu[\zeta^r(\tilde{X}_s)]\nu(d\zeta)
= \mathbb{E}^{(x,x)} \int \zeta^r(X_t)\zeta^r(\tilde{X}_s)\nu(d\zeta) = \mathbb{E}^{(x,x)} \left[ V'_r(\tilde{X}_s - X_t) \right]
= \mathbb{E}^{(x,x)} \int e^{-i\theta(\tilde{X}_s - X_t)} \gamma^r(d\theta) = \int \mathbb{E}^\nu e^{i\theta \tilde{X}_s} \cdot \mathbb{E}^\nu e^{-i\theta X_t} \gamma^r(d\theta)
= \int [\phi_X(\theta)]^s [\phi_X(\theta)]^t \gamma^r(d\theta). \quad (3.2.20)
\]

If we switch the position of \( s \) and \( t \) above, we can further get

\[
\int [\phi_X(\theta)]^s [\phi_X(\theta)]^t \gamma^r(d\theta) = \int [\phi_X(\theta)]^s [\phi_X(\theta)]^t \gamma^r(d\theta). \quad (3.2.21)
\]

Apply (3.2.20) and (3.2.21), we can get

\[
\int |g_t(x, \zeta, r) - g_s(x, \zeta, r)|^2 \nu(d\zeta) = \int [g_t(x, \zeta, r)^2 - 2g_t(x, \zeta, r)g_s(x, \zeta, r) + g_s(x, \zeta, r)^2] \nu(d\zeta)
= \int [\phi_X(\theta)^{2t} - 2\phi_X(\theta)^s\phi_X(\theta)^t + \phi_X(\theta)^{2s}] \gamma^r(d\theta) = \int [\phi_X(\theta)^t - \phi_X(\theta)^s]^2 \gamma^r(d\theta)
= \int_{\theta \neq 0} [\phi_X(\theta)^t - \phi_X(\theta)^s]^2 \gamma^r(d\theta). \quad (3.2.22)
\]

Notice that (2.1.13) makes sure that \( |\phi_X(\theta)| < 1, \forall \theta \in [-\pi, \pi) \setminus \{0\} \) (Lemma B.4 in the Appendix). Thus, the integrand \( |\phi_X(\theta)^t - \phi_X(\theta)^s|^2 \) in (3.2.22) will converge to zero as \( s, t \to \infty \) for \( \theta \in [-\pi, \pi) \setminus \{0\} \). From Bounded Convergence Theorem, we may conclude that for any fixed \( x \in \mathbb{Z}, r > 0 \), \( \{g_t(x, \zeta, r)\}_{t \in \mathbb{Z}^+} \) is a Cauchy sequence in \( L^2(\nu) \). Hence, there exists a \( L^2(\nu) \) limit

\[
g(x, \zeta, r) = \lim_{t \to \infty} g_t(x, \zeta, r), \quad x \in \mathbb{Z}. \quad (3.2.23)
\]
Next, we will prove that \( g(x, \zeta, r) \) is nothing but a constant function of \( x \) for \( \nu \)-almost every fixed \( \zeta \).

**Lemma 3.9.** Under the conditions in Theorem 2.13, for all fixed \( r > 0 \) and \( \nu \)-almost every fixed \( \zeta \), there exists a constant \( C(\zeta, r) \) such that

\[
 g(x, \zeta, r) \equiv C(\zeta, r), \text{ for all } x \in \mathbb{Z}.
\]

**Proof.** Notice that

\[
 |g_t(x, \zeta, r)| \leq \sum_{y \in \mathbb{Z}} p^t(x, y)|\zeta^t(y)| \leq r, \quad t \in \mathbb{Z}^+, x \in \mathbb{Z}, \zeta \in \mathbb{R}^\mathbb{Z}.
\]

Thus, for \( \nu \)-almost every fixed \( \zeta \),

\[
 |g(x, \zeta, r)| \leq r, \quad x \in \mathbb{Z}.
\]

Also, letting \( s \to \infty \) in \( g_{s+t}(x, \zeta, r) = \sum_{y \in \mathbb{Z}} p^t(x, y)g_s(y, \zeta, r) \) shows that

\[
 g(x, \zeta, r) = \sum_{y \in \mathbb{Z}} p^t(x, y)g(y, \zeta, r), \quad t \in \mathbb{Z}^+.
\]

(3.2.24)

functions with property (3.2.24) are called \( p \)-harmonic. So far we have shown that \( g(x, \zeta, r) \) is a bounded \( p \)-harmonic function w.r.t. \( x \). The proof is complete by the following lemma. \( \square \)

**Lemma 3.10.** Assume (2.1.2) and (2.1.13). Bounded \( p \)-harmonic functions are constants.

**Proof.** Suppose \( h(x) \) is a \( p \)-harmonic function, i.e. \( h(x) = \sum_{z \in \mathbb{Z}} p(x, z)h(z), \ x \in \mathbb{Z} \). If \( p(x, y) > 0 \), one can use the coupling described on page 69 of Liggett (1985) to show that \( h(x) = h(y) \). If \( p(x, y) = 0 \), from assumption (2.1.13), we can find a path \( x = x_0, x_1, x_2, \ldots, x_{m-1}, x_m = y \) on \( \mathbb{Z} \) such that \( p(x_i, x_{i+1}) + p(x_{i+1}, x_i) > 0, \ i = 0, 1, \ldots, m - 1 \), and hence \( h(x) = h(x_1) = \cdots = h(x_{m-1}) = h(y) \). \( \square \)
Now we have shown that for $\nu$-almost every fixed $\zeta$, the limit $g(x, \zeta, r)$ is independent of $x$. Then we look at $g_t(x, \zeta)$.

$$
E^\nu |g_t(x, \zeta) - g_s(x, \zeta)| \leq E^\nu |g_t(x, \zeta) - g_t(x, \zeta, r)| + E^\nu |g_s(x, \zeta) - g_s(x, \zeta, r)| + E^\nu |g_t(x, \zeta, r) - g_s(x, \zeta, r)| \\
\leq 2E^\nu |\zeta(0) - \zeta^r(0)| + \left\{ E^\nu |g_t(x, \zeta, r) - g_s(x, \zeta, r)|^2 \right\}^{1/2}.
$$

From the finite first moment assumption on $\pi^1$ and $\pi^2$, $\lim_{r \to \infty} E^\nu |\zeta(0) - \zeta^r(0)| = 0$. Thus, $\{g_t(x, \cdot)\}$ is a Cauchy sequence in $L^1(\nu)$. Let us denote the limit $g(x, \zeta) = \lim_{t \to \infty} g_t(x, \zeta)$, $x \in \mathbb{Z}$. (3.2.25)

Since

$$
E^\nu |g(x, \zeta) - g(x, \zeta, r)| \leq E^\nu |g(x, \zeta) - g_t(x, \zeta)| + E^\nu |\zeta(0) - \zeta^r(0)| + E^\nu |g_t(x, \zeta, r) - g(x, \zeta, r)|.
$$

Letting $t \to \infty$ above shows that

$$
E^\nu |g(x, \zeta) - g(x, \zeta, r)| \leq E^\nu |\zeta(0) - \zeta^r(0)| \to 0, \quad \text{as } r \to \infty. \quad (3.2.26)
$$

This implies that for $\nu$-almost every fixed $\zeta$,

$$
g(0, \zeta) = g(x, \zeta), \quad \forall x \in \mathbb{Z}. \quad (3.2.27)
$$

On the other hand, by the translation-invariant property of $p^f(\cdot, \cdot)$,

$$
g_t(x, \zeta) = \sum_{y \in \mathbb{Z}} p^f(x, y) \zeta(y) = \sum_{y \in \mathbb{Z}} p^f(0, y - x) \zeta(y) = \sum_{z \in \mathbb{Z}} p^f(0, z) \zeta(z + x) = g_t(0, \theta_x \zeta).
$$

Letting $t \to \infty$ leads to

$$
g(x, \zeta) = g(0, \theta_x \zeta), \quad x \in \mathbb{Z}, \quad \nu - a.s. \quad (3.2.28)
$$

Combine this with (3.2.27), we see that for $\nu$-almost all $\zeta$,

$$
g(0, \zeta) = g(0, \theta_x \zeta), \quad \forall x \in \mathbb{Z}. \quad (3.2.29)
$$
By the ergodicity of $\nu$, we have
\[ g(0, \zeta) = \int g(0, \zeta) \nu(d\zeta) = \lim_{t \to \infty} \int g_t(0, \zeta) \nu(d\zeta) = 0, \quad \nu - a.s. \quad (3.2.30) \]

Note that the second equation is due to the convergence of $g_t(0, \zeta)$ in $L^1(\nu)$.

Recall that $g_t(x, \zeta_0) = \zeta_t(x) = \eta^1_t(x) - \eta^2_t(x)$. Thus, we have proved that
\[ \eta^1_t(x) - \eta^2_t(x) \xrightarrow{L^1(\nu)} 0. \quad (3.2.31) \]

For any finite set $\Lambda = \{x_1, x_2, \ldots, x_m\} \subset \mathbb{Z}$, let function $f: \mathbb{R}^m \to \mathbb{R}$ be any bounded Lipschitz function. We have
\[ \left| \mathbb{E}^{\pi_1} f(\eta(\Lambda)) - \mathbb{E}^{\pi_2} f(\eta(\Lambda)) \right| \leq \mathbb{E}^{\nu} \left| f(\eta^1(\Lambda)) - f(\eta^2(\Lambda)) \right| \leq C \mathbb{E}^{\nu} \sqrt{\sum_{i=1}^m (\eta^1_i(x_i) - \eta^2_i(x_i))^2} \]
\[ \leq C \sum_{i=1}^m \mathbb{E}^{\nu} |\eta^1_i(x_i) - \eta^2_i(x_i)| \to 0, \quad \text{as} \ t \to \infty. \]

This implies that the marginal distributions of $\pi^1$ and $\pi^2$ on $\Lambda$ are the same. And, thus, $\pi^1 = \pi^2$ which contradicts the assumption that $\pi^1$ and $\pi^2$ are two different probability measures.

One can easily check that $\pi_c \in \mathcal{I} \cap \mathcal{J}$ and it is ergodic with mean $c$. Thus, the proof of Theorem 2.13 is complete.

\[ \square \]

### 3.3 Proofs of the distributional limits

#### 3.3.1 Convergence of finite-dimensional distributions

**Proof of Theorem 2.15.** Let us define
\[ \overline{H}_n(t, r) = n^{-1/4} \left( \mathbb{E}(X_{\lfloor nt \rfloor}^{y(n)}) - r \sqrt{n} \right); \quad (3.3.1) \]
\[ \overline{S}_n(t, r) = n^{-1/4} \sum_{i \in \mathbb{Z}} (\eta_0(i) - \mu_0) \left\{ 1_{\{i > 0\}} \mathbf{P}(i \leq X_{\lfloor nt \rfloor}^{y(n)}) - 1_{\{i \leq 0\}} \mathbf{P}(i > X_{\lfloor nt \rfloor}^{y(n)}) \right\}; \quad (3.3.2) \]
\[ \overline{F}_n(t, r) = n^{-1/4} \sum_{k=1}^{\lfloor nt \rfloor} \mathbb{E} \left[ \xi_k(X_{\lfloor nt \rfloor-k}^{y(n)}) \right]. \quad (3.3.3) \]

Then we can rewrite $\overline{H}_n(t, r)$ as
Lemma 3.11.

\[ \overline{h}_n(t, r) = \mu_0T_n(t, r) + S_n(t, r) + F_n(t, r). \] (3.3.4)

Proof. From (2.3.3), we just need to show that

\[ n^{-1/4} \left\{ \mathbb{E} \left[ h_0(y_{[nt]}) \right] - \mu_0r\sqrt{n} \right\} = \mu_0T_n(t, r) + S_n(t, r). \]

The last equality can be reached by adding and subtracting \( \mu_0 \) from each term and doing some rearrangements.

Note that \( \mathbb{E}(X_{[nt]}^{y(n)}) = \mu_1[n t] + y(n) = \lfloor r \sqrt{n} \rfloor + O(1) \).

Thus,

\[ \mu_0T_n(t, r) = O(n^{-1/4}), \] (3.3.5)

and \( \lim_{n \to \infty} \mu_0T_n(t, r) = 0 \) uniformly over \((t, r)\).

For \( S_n(t, r) \) and \( F_n(t, r) \), they are independent and we will treat them separately in Lemma 3.12 and Lemma 3.20. We start with \( S_n \).

Let \( \{S(t, r) : t \in \mathbb{R}^+, r \in \mathbb{R}\} \) be a mean-zero Gaussian process with the following covariance:

\[ \mathbb{E}[S(t, r)S(s, q)] = \varsigma^2 \Gamma_2((t, r), (s, q)), \quad t, s \in \mathbb{R}^+, r, q \in \mathbb{R}. \] (3.3.6)

Then, for \( \overline{S}_n(t, r) \), we have
Lemma 3.12. Under the conditions in Theorem 2.15, \( \{S_n(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}} \) will converge weakly (in the sense of finite dimensional distributions) to the Gaussian process \( \{S(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}} \) as \( n \to \infty \).

Remark 3.13. In the proof of the above lemma, we use the following alternative definition of \( \Gamma_2 \):

\[
\Gamma_2((s, q), (t, r)) = \int_{-\infty}^{\infty} \mathbb{P}(B_{\sigma_{ts}} > q - x)\mathbb{P}(B_{\sigma_{rt}} > r - x)\,dx \\
+ \int_{0}^{\infty} \mathbb{P}(B_{\sigma_{ts}} \leq q - x)\mathbb{P}(B_{\sigma_{rt}} \leq r - x)\,dx,
\]

(3.3.7)

where \( \{B_t\}_{t \in \mathbb{R}^+} \) is a standard 1-dimensional Brownian motion.

Proof. Notice that in order to show the convergence of finite-dimensional distributions of \( \bar{S}_n(\cdot, \cdot) \), we only need to show that for each fixed \( N \in \mathbb{N}, \{(t_j, r_j) \in \mathbb{R}^+ \times \mathbb{R} : j = 1, \ldots, N\} \) and \( \{\theta_j \in \mathbb{R} : j = 1, \ldots, N\} \), we have

\[
\sum_{j=1}^{N} \theta_j \bar{S}_n(t_j, r_j) \Rightarrow \sum_{j=1}^{N} \theta_j S(t_j, r_j), \quad \text{as } n \to \infty.
\]

Note that

\[
\sum_{j=1}^{N} \theta_j \bar{S}_n(t_j, r_j) = n^{-1/4} \sum_{j=1}^{N} \theta_j \sum_{i \in \mathbb{Z}} (\eta_0(i) - \mu_0) \left\{ 1_{\{i > 0\}} \mathbb{P}(i \leq X_{[nt_j]}^{[nt_j]b + [r_j \sqrt{n}]} ) \\
- 1_{\{i \leq 0\}} \mathbb{P}(i > X_{[nt_j]}^{[nt_j]b + [r_j \sqrt{n}]} ) \right\} \\
= n^{-1/4} \sum_{i \in \mathbb{Z}} (\eta_0(i) - \mu_0) \sum_{j=1}^{N} \theta_j \left\{ 1_{\{i > 0\}} \mathbb{P}(i \leq X_{[nt_j]}^{[nt_j]b + [r_j \sqrt{n}]} ) \\
- 1_{\{i \leq 0\}} \mathbb{P}(i > X_{[nt_j]}^{[nt_j]b + [r_j \sqrt{n}]} ) \right\}.
\]

Let us denote

\[
a_{n,i} = n^{-1/4} \left\{ 1_{\{i > 0\}} \sum_{j=1}^{N} \theta_j \mathbb{P}(i \leq X_{[nt_j]}^{[nt_j]b + [r_j \sqrt{n}]} ) - 1_{\{i \leq 0\}} \sum_{j=1}^{N} \theta_j \mathbb{P}(i > X_{[nt_j]}^{[nt_j]b + [r_j \sqrt{n}]}) \right\}.
\]

(3.3.8)

Then,

\[
\sum_{j=1}^{N} \theta_j \bar{S}_n(t_j, r_j) = \sum_{i \in \mathbb{Z}} a_{n,i} (\eta_0(i) - \mu_0).
\]

(3.3.9)
Let us consider the three cases in Theorem 2.15 separately.

Case (a): If \( \eta_0(x) \)'s are i.i.d., let \( \ell(n) \) be any increasing function of \( n \) such that \( \lim_{n \to \infty} \ell(n) = \infty \), we will show that only \( \ell(n) \sqrt{n} \) number of terms matters in the above summation (3.3.9). To be specific,

**Lemma 3.14.**

\[
\lim_{n \to \infty} \mathbb{E} \left| \sum_{|i| > \ell(n) \sqrt{n}} a_{n,i} (\eta_0(i) - \mu_0) \right|^2 = 0. \tag{3.3.10}
\]

**Proof.** Notice that

\[
\mathbb{E} \left| \sum_{|i| > \ell(n) \sqrt{n}} a_{n,i} (\eta_0(i) - \mu_0) \right|^2 = \sum_{|i| > \ell(n) \sqrt{n}} \mathbb{E} \left[ a_{n,i}^2 (\eta_0(i) - \mu_0)^2 \right]
\]

\[
= n^{-1/2} \sigma_0^2 \left\{ \sum_{i \leq -\ell(n) \sqrt{n}} \left[ \sum_{j=1}^N \theta_j \mathbb{P}(i > X_{[nt_j]}^{[nt_j]+[r_j \sqrt{n}]} \right]^2
\]

\[
+ \sum_{i \geq \ell(n) \sqrt{n}} \left[ \sum_{j=1}^N \theta_j \mathbb{P}(i \leq X_{[nt_j]}^{[nt_j]+[r_j \sqrt{n}]} \right]^2 \right\}
\]

\[
\leq C n^{-1/2} \sum_{j=1}^N \theta_j^2 \left[ \sum_{i \leq -\ell(n) \sqrt{n}} \mathbb{P}(i > X_{[nt_j]}^{[nt_j]+[r_j \sqrt{n}]} \right] + \sum_{i \geq \ell(n) \sqrt{n}} \mathbb{P}(i \leq X_{[nt_j]}^{[nt_j]+[r_j \sqrt{n}]} \right].
\]

By standard large deviation theory, for any \( \epsilon > 0 \), there exist constants \( K_j > 0 \), \( j = 1, \ldots, N \) such that when \( i < [r_j \sqrt{n}] \),

\[
\mathbb{P}(i > X_{[nt_j]}^{[nt_j]+[r_j \sqrt{n]}}) \leq \begin{cases} 
\exp\{-K_j (i - [r_j \sqrt{n}])^2 / nt_j \} & \text{if } |i - [r_j \sqrt{n}]| \leq nt_j \epsilon, \\
\exp\{-K_j |i - [r_j \sqrt{n}]| \} & \text{if } |i - [r_j \sqrt{n}]| > nt_j \epsilon,
\end{cases} \tag{3.3.11}
\]

and when \( i > [r_j \sqrt{n}] \),

\[
\mathbb{P}(i \leq X_{[nt_j]}^{[nt_j]+[r_j \sqrt{n}]}) \leq \begin{cases} 
\exp\{-K_j (i - [r_j \sqrt{n}])^2 / nt_j \} & \text{if } |i - [r_j \sqrt{n}]| \leq nt_j \epsilon, \\
\exp\{-K_j |i - [r_j \sqrt{n}]| \} & \text{if } |i - [r_j \sqrt{n}]| > nt_j \epsilon.
\end{cases} \tag{3.3.12}
\]
Hence, we can further bound the second moment of $\sum_{|i|>\ell(n)\sqrt{n}} a_{n,i} (\eta_0(i) - \mu_0)$ by
\[
E \left| \sum_{|i|>\ell(n)\sqrt{n}} a_{n,i} (\eta_0(i) - \mu_0) \right|^2 \leq C n^{-1/2} \sum_{j=1}^N \theta_j^2 \left[ \sum_{m \in I_1(j)} e^{-K_j m^2 / n t_j} + \sum_{m \in I_2(j)} e^{-K_j m} \right]
\]
\[
\leq C n \sum_{j=1}^N \theta_j^2 \left[ \int_{-\infty}^{\ell(n) - r_j - 1} e^{-K_j x^2 / t_j} dx + \int_{\ell(n) - r_j}^{\infty} e^{-K_j x^2 / t_j} dx + \frac{1}{\sqrt{n}} e^{-K_j n t_j \epsilon} \right] \to 0, \text{ as } n \to \infty,
\]
where $I_1(j) = [-nt_j \epsilon, -\ell(n)\sqrt{n} - |r_j \sqrt{n}|] \cup (\ell(n)\sqrt{n} - |r_j \sqrt{n}|, nt_j \epsilon]$, and $I_2(j) = (-\infty, -nt_j \epsilon) \cup (nt_j \epsilon, \infty)$.

Thus, the proof for Lemma 3.14 is complete. $\square$

And for the main part $\sum_{|i|\leq\ell(n)\sqrt{n}} a_{n,i} (\eta_0(i) - \mu_0)$, we will use the Lindeberg-Feller Central Limit Theorem to show the convergence.

**Theorem 3.15.** (Lindeberg-Feller) For each $n > 0$, assume that $\{X_{n,j}, j = 1, 2, \ldots, J(n)\}$ are independent, mean-zero, square-integrable random variables, and let $T_n = \sum_{j=1}^{J(n)} X_{n,j}$. Let us suppose the following two conditions hold:

1. $\lim_{n \to \infty} \sum_{j=1}^{J(n)} E(X_{n,j}^2) = \sigma^2$;
2. for all $\epsilon > 0$, $\lim_{n \to \infty} \sum_{j=1}^{J(n)} E \left( X_{n,j}^2 1\{|X_{n,j}| \geq \epsilon \} \right) = 0$.

Then, $T_n$ will converge weakly to a Gaussian random variable with mean 0 and variance $\sigma^2$.

Now let us first check the limit of $E \left[ \sum_{|i|\leq\ell(n)\sqrt{n}} a_{n,i} (\eta_0(i) - \mu_0) \right]^2$. Notice that
\[
E \left[ \sum_{|i|\leq\ell(n)\sqrt{n}} a_{n,i} (\eta_0(i) - \mu_0) \right]^2 = n^{-1/2} \sigma_0^2 \sum_{|i|\leq\ell(n)\sqrt{n}} \left[ \sum_{j_1,j_2=1}^N \theta_{j_1} \theta_{j_2} P(i > X_{[nt_{j_1}\epsilon]+|r_{j_1}\sqrt{n}|}) P(i > X_{[nt_{j_2}\epsilon]+|r_{j_2}\sqrt{n}|}) \right] + n^{-1/2} \sigma_0^2 \sum_{0<i\leq\ell(n)\sqrt{n}} \left[ \sum_{j_1,j_2=1}^N \theta_{j_1} \theta_{j_2} P(i \leq X_{[nt_{j_1}\epsilon]+|r_{j_1}\sqrt{n}|}) P(i \leq X_{[nt_{j_2}\epsilon]+|r_{j_2}\sqrt{n}|}) \right].
\]

(3.3.13)
Let us consider the first part (3.3.13). Let $M > 0$ be any fixed positive number such that $M < \ell(n)$. We can further break (3.3.13) into two parts.

$$
n^{-1/2}\sigma_0^2 \sum_{-\ell(n)\sqrt{n} \leq i \leq 0} \left[ \sum_{j_1, j_2 = 1}^N \theta_{j_1} \theta_{j_2} P(i > X^{[nt_{j_1} b] + [r_{j_1} \sqrt{n}]}_{[nt_{j_1}]}) P(i > X^{[nt_{j_2} b] + [r_{j_2} \sqrt{n}]}_{[nt_{j_2}]}) \right]$$

$$
= n^{-1/2}\sigma_0^2 \sum_{-M\sqrt{n} \leq i \leq 0} \left[ \sum_{j_1, j_2 = 1}^N \theta_{j_1} \theta_{j_2} P(i > X^{[nt_{j_1} b] + [r_{j_1} \sqrt{n}]}_{[nt_{j_1}]}) P(i > X^{[nt_{j_2} b] + [r_{j_2} \sqrt{n}]}_{[nt_{j_2}]}) \right] \quad (3.3.15)
$$

+ \quad n^{-1/2}\sigma_0^2 \sum_{-\ell(n)\sqrt{n} \leq i < -M\sqrt{n}} \left[ \sum_{j_1, j_2 = 1}^N \theta_{j_1} \theta_{j_2} P(i > X^{[nt_{j_1} b] + [r_{j_1} \sqrt{n}]}_{[nt_{j_1}]}) P(i > X^{[nt_{j_2} b] + [r_{j_2} \sqrt{n}]}_{[nt_{j_2}]}) \right]. \quad (3.3.16)

For (3.3.15), we can rewrite it into integral form,

$$
n^{-1/2}\sigma_0^2 \sum_{-M\sqrt{n} \leq i \leq 0} \left[ \sum_{j_1, j_2 = 1}^N \theta_{j_1} \theta_{j_2} \mathbf{1}_{\{x \geq -(M\sqrt{n} + 1)/\sqrt{n}\}}\left[ P\left(\left(\sqrt{nx}\right)/\sqrt{n} > X^{[nt_{j_1} b] + [r_{j_1} \sqrt{n}]}_{[nt_{j_1}]} / \sqrt{n} \right) \right] \right]$$

$$
\cdot \left[ P\left(\left(\sqrt{nx}\right)/\sqrt{n} > X^{[nt_{j_2} b] + [r_{j_2} \sqrt{n}]}_{[nt_{j_2}]} / \sqrt{n} \right) \right] \right] dx. \quad (3.3.17)
$$

Notice that from CLT, we have $(X^{[nt_{j} b] + [r \sqrt{n}]}_{[nt_{j}]} - r \sqrt{n})/\sqrt{n} \Rightarrow B_{\sigma_{\ell}}$. Thus, let $n \to \infty$ in (3.3.17) and use Bounded Convergence Theorem, we have

$$
\lim_{n \to \infty} n^{-1/2}\sigma_0^2 \sum_{-M\sqrt{n} \leq i \leq 0} \left[ \sum_{j_1, j_2 = 1}^N \theta_{j_1} \theta_{j_2} \mathbf{1}_{\{x \geq -(M\sqrt{n} + 1)/\sqrt{n}\}}\left[ P\left(\left(\sqrt{nx}\right)/\sqrt{n} > X^{[nt_{j_1} b] + [r_{j_1} \sqrt{n}]}_{[nt_{j_1}]} / \sqrt{n} \right) \right] \right]$$

$$
\cdot \left[ P\left(\left(\sqrt{nx}\right)/\sqrt{n} > X^{[nt_{j_2} b] + [r_{j_2} \sqrt{n}]}_{[nt_{j_2}]} / \sqrt{n} \right) \right] \right] dx.$$

(3.3.18)

For the remaining part in (3.3.16), we will show that it is negligible as $M$ goes to $\infty$. Recall from (3.3.11), suppose $M > \max_j \{|r_j|\}$. Then,

$$
n^{-1/2}\sigma_0^2 \sum_{-\ell(n)\sqrt{n} \leq i < -M\sqrt{n}} \left[ \sum_{j_1, j_2 = 1}^N |\theta_{j_1}| \cdot |\theta_{j_2}| \mathbf{1}_{\{P(i > X^{[nt_{j_1} b] + [r_{j_1} \sqrt{n}]}_{[nt_{j_1}]} \leq x - r_{j_1}) \leq P(B_{\sigma_{\ell}^2 t_{j_1}} < x - r_{j_1}) \}} \mathbf{1}_{\{P(i > X^{[nt_{j_2} b] + [r_{j_2} \sqrt{n}]}_{[nt_{j_2}]} \leq x - r_{j_2}) \leq P(B_{\sigma_{\ell}^2 t_{j_2}} < x - r_{j_2}) \}} \right] \right]$$
Thus, we have shown that

$$\leq Cn^{-1/2} \sum_{j=1}^{N} \sum_{i< -M \sqrt{n}} \mathbb{P}(i > X_{[nt]}^{[ntb]})$$

$$\leq Cn^{-1/2} \sum_{j=1}^{N} \left[ \sum_{[r_j \sqrt{n}] - nt_j \leq i < -M \sqrt{n}} e^{-K_j(i - [r_j \sqrt{n}])^2/nt_j} + \sum_{i < [r_j \sqrt{n}] - nt_j} e^{-K_j(i - [r_j \sqrt{n}])} \right]$$

$$\leq C \sum_{j=1}^{N} \left[ \int_{-M-r_j+1}^{-M-r_j+1} e^{-K_jx^2/nt_j} dx + \frac{1}{\sqrt{n}} e^{-nK_jt_j} \right]. \quad (3.3.19)$$

Let $n \to \infty$ first and then $m \to \infty$ in (3.3.15) and (3.3.16), and use (3.3.18), (3.3.19). We can see that

$$\lim_{n \to \infty} n^{-1/2} \sigma_0^2 \sum_{-\ell(n) \sqrt{n} \leq i \leq 0} \left[ \sum_{j_1,j_2=1}^{N} \theta_{j_1} \theta_{j_2} \mathbb{P}(i > X_{[nt]}^{[ntb]}) \mathbb{P}(i > X_{[nt]}^{[ntb]}) \right]$$

$$= \sigma_0^2 \sum_{j_1,j_2=1}^{N} \theta_{j_1} \theta_{j_2} \int_{-\infty}^{0} \mathbb{P} \left( B_{\sigma_0^2} < x - r_j \right) \mathbb{P} \left( B_{\sigma_0^2} < x - r_j \right) dx.$$ 

By the same token, one can show that

$$\lim_{n \to \infty} n^{-1/2} \sigma_0^2 \sum_{0 < i \leq \ell(n) \sqrt{n}} \left[ \sum_{j_1,j_2=1}^{N} \theta_{j_1} \theta_{j_2} \mathbb{P}(i \leq X_{[nt]}^{[ntb]}) \mathbb{P}(i \leq X_{[nt]}^{[ntb]}) \right]$$

$$= \sigma_0^2 \sum_{j_1,j_2=1}^{N} \theta_{j_1} \theta_{j_2} \int_{0}^{\infty} \mathbb{P} \left( B_{\sigma_0^2} \geq x - r_j \right) \mathbb{P} \left( B_{\sigma_0^2} \geq x - r_j \right) dx. \quad (3.3.20)$$

Thus, we have shown that

$$\lim_{n \to \infty} \sum_{|i| \leq \ell(n) \sqrt{n}} \mathbb{E} \left[ a_{n,i} (\eta_0(i) - \mu_0)^2 \right] = \sum_{i,j=1}^{N} \theta_i \theta_j \sigma_0^2 \Gamma_2 \left( (t_i, r_i), (t_j, r_j) \right).$$

For the second condition in Theorem 3.15, we need to pick $\ell(n)$ in a smart way. Note that from (3.3.8),

$$|a_{n,i}| \leq n^{-1/4} \sum_{j=1}^{N} |\theta_j| \overset{\text{def}}= c_0 n^{-1/4}.$$ 

Then,

$$\sum_{|i| \leq \ell(n) \sqrt{n}} \mathbb{E} \left[ a_{n,i}^2 (\eta_0(i) - \mu_0)^2 \mathbf{1} \{|a_{n,i} (\eta_0(i) - \mu_0)| \geq \epsilon\} \right]$$

$$\leq C\ell(n) \mathbb{E} \left[ (\eta_0(0) - \mu_0)^2 \mathbf{1} \{|(\eta_0(0) - \mu_0)| \geq n^{1/4}/c_0\} \right].$$
Since \( \eta_0(0) \) has finite 2nd moment, the expectation above will vanish as \( n \to \infty \). We can pick \( \ell(n) \) so that it grows slowly enough. For example

\[
\ell(n) = \left\{ \mathbb{E} \left[ (\eta_0(0) - \mu_0)^2 \mathbb{1}\{|(\eta_0(0) - \mu_0)| \geq n^{1/8}\} \right] \right\}^{-1/2}.
\]

Therefore, in sum, we have shown that

\[
\sum_{|i| \leq \ell(n) \sqrt{n}} a_{n,i}(\eta_0(i) - \mu_0) \Rightarrow \sum_{j=1}^{N} \theta_j S(t_j, r_j), \text{ as } n \to \infty.
\]

Combining this with Lemma 3.14, the first case has been proved.

Case (b): Under the condition that \( \{\eta_0(x)\}_{x \in \mathbb{Z}} \) is \( \pi_0 \)-distributed, according to (2.2.5), \( \eta_0(\cdot) \) has the following representation.

\[
\eta_0(i) = \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\infty} \xi_{-k}(j) \left( p^k(i, j) - p^k(i - 1, j) \right), \quad i \in \mathbb{Z}.
\]

(3.3.21)

Thus, we can rewrite \( \sum_{j=1}^{N} \theta_j S_n(t_j, r_j) \) into

\[
\sum_{j=1}^{N} \theta_j S_n(t_j, r_j) = \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} a_{n,i} \sum_{k=0}^{\infty} \xi_{-k}(j) \left( p^k(i, j) - p^k(i - 1, j) \right),
\]

where \( a_{n,i} \) is defined in (3.3.8).

Now let \( \ell(n) \) be any increasing function of \( n \) such that \( \lim_{n \to \infty} n/\sqrt{\ell(n)} = 0 \). Similar to Case (a), we would like to show that

Lemma 3.16.

\[
\lim_{n \to \infty} \mathbb{E} \left| \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} a_{n,i} \sum_{k=\ell(n)}^{\infty} \xi_{-k}(j) \left( p^k(i, j) - p^k(i - 1, j) \right) \right|^2 = 0.
\]

(3.3.22)
Proof.

\[
\mathbb{E}\left[ \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} \sum_{k=\ell(n)}^{\infty} a_{n,i} a_{n,i+1} a_{n,i+2} \left( p^k(i,j) - p^k(i-1,j) \right)^2 \right]
\]

\[
= \sigma^2 \sum_{i_1 \in \mathbb{Z}} \sum_{i_2 \in \mathbb{Z}} \sum_{k=\ell(n)}^{\infty} \left( p^k(i_1,j) - p^k(i_1-1,j) \right) \left( p^k(i_2,j) - p^k(i_2-1,j) \right)
\]

\[
= \sigma^2 \sum_{i_1 \in \mathbb{Z}} \sum_{i_2 \in \mathbb{Z}} \sum_{k=\ell(n)}^{\infty} \left( 2q^k(i_2-i_1,0) - q^k(i_2-i_1+1,0) - q^k(i_2-i_1-1,0) \right)
\]

\[
\leq \sigma^2 \sum_{j \in \mathbb{Z}} \sum_{k=\ell(n)}^{\infty} \left[ 2q^k(j,0) - q^k(j+1,0) - q^k(j-1,0) \right] \cdot \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+j}
\]

\[
= \sigma^2 \sum_{j \in \mathbb{Z}} \sum_{k=\ell(n)}^{\infty} \frac{1}{2\pi} \int_{-\pi}^{\pi} \phi_Y(\vartheta) \left( 2e^{-ij\vartheta} - e^{-i(j+1)\vartheta} - e^{-i(j-1)\vartheta} \right) d\vartheta \cdot \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+j}
\]

\[
= \frac{\sigma^2}{\pi} \sum_{j \in \mathbb{Z}} \int_{-\pi}^{\pi} \phi_Y^{(n)}(\vartheta) \left( 1 - \cos \vartheta \right) e^{-ij\vartheta} d\vartheta \cdot \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+j}
\]  \hspace{1cm} (3.3.23)

where \( \phi_Y(\vartheta) = \sum_{j \in \mathbb{Z}} q(j) e^{ij\vartheta} \). Notice that the integrand in (3.3.23) is a nonnegative and integrable function due to the fact that \( \frac{\phi_Y^{(n)}(\vartheta)(1-\cos \vartheta)}{1-\phi_Y(\vartheta)} \) is an analytic function (see the proof of Lemma A.3) and \( \phi_Y(\vartheta) = |\phi_X(\vartheta)|^2 \) where \( \phi_X(\vartheta) = \sum_{j \in \mathbb{Z}} w(j) e^{ij\vartheta} \). Thus, the integral in (3.3.23) has the following bound.

\[
\left| \int_{-\pi}^{\pi} \frac{\phi_Y^{(n)}(\vartheta)(1-\cos \vartheta)}{1-\phi_Y(\vartheta)} e^{-ij\vartheta} d\vartheta \right| \leq C \int_{-\pi}^{\pi} \phi_Y^{(n)}(\vartheta) d\vartheta = C q^{(n)}(0,0) \leq \frac{C}{\ell(n)}
\]  \hspace{1cm} (3.3.24)

where the last inequality is from (3.2.10).

For the last summation in (3.3.23), due to assumption (2.1.2), we have \#\{ \( j \in \mathbb{Z} : \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+j} \neq 0 \) \} = O(n). Furthermore, we can show that

**Lemma 3.17.** For all \( k \in \mathbb{Z} \),

\[
\lim_{n \to \infty} \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+k} = \sum_{j_1=1, j_2=1}^{N} \theta_{j_1} \theta_{j_2} \Gamma_2 \left( (t_{j_1}, r_{j_1}), (t_{j_2}, r_{j_2}) \right)
\]  \hspace{1cm} (3.3.25)

In addition, we can find a constant \( A > 0 \), such that

\[
\sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+k} \leq A, \hspace{1cm} \forall k \in \mathbb{Z}, n \in \mathbb{N}.
\]  \hspace{1cm} (3.3.26)
Proof.

\[
\sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+k}
\]

\[
= n^{-1/2} \sum_{j_1=1}^{N} \sum_{j_2=1}^{N} \sum_{i \geq 0, i+k > 0} \mathbb{P}(i \leq X_{\lfloor nt_{j_1} \rfloor} + [r_{j_1} \sqrt{n}]) \mathbb{P}(i+k \leq X_{\lfloor nt_{j_2} \rfloor} + [r_{j_2} \sqrt{n}])
\]

\[
- n^{-1/2} \sum_{j_1=1}^{N} \sum_{j_2=1}^{N} \sum_{i \geq 0, i+k \leq 0} \mathbb{P}(i \leq X_{\lfloor nt_{j_1} \rfloor} + [r_{j_1} \sqrt{n}]) \mathbb{P}(i+k > X_{\lfloor nt_{j_2} \rfloor} + [r_{j_2} \sqrt{n}])
\]

\[
- n^{-1/2} \sum_{j_1=1}^{N} \sum_{j_2=1}^{N} \sum_{i \geq 0, i+k > 0} \mathbb{P}(i > X_{\lfloor nt_{j_1} \rfloor} + [r_{j_1} \sqrt{n}]) \mathbb{P}(i+k \leq X_{\lfloor nt_{j_2} \rfloor} + [r_{j_2} \sqrt{n}])
\]

\[
+ n^{-1/2} \sum_{j_1=1}^{N} \sum_{j_2=1}^{N} \sum_{i \geq 0, i+k \leq 0} \mathbb{P}(i > X_{\lfloor nt_{j_1} \rfloor} + [r_{j_1} \sqrt{n}]) \mathbb{P}(i+k > X_{\lfloor nt_{j_2} \rfloor} + [r_{j_2} \sqrt{n}]),
\]

For the first term and the fourth term above, one can use the same technique we have used in proving (3.3.20) to show that

\[
\lim_{n \to \infty} n^{-1/2} \sum_{i \geq 0, i+k > 0} \mathbb{P}(i \leq X_{\lfloor nt_{j_1} \rfloor} + [r_{j_1} \sqrt{n}]) \mathbb{P}(i+k \leq X_{\lfloor nt_{j_2} \rfloor} + [r_{j_2} \sqrt{n}])
\]

\[
= \int_0^{+\infty} \mathbb{P}(B_{\sigma_1^2 t_{j_1}} \leq r_{j_1} - x) \mathbb{P}(B_{\sigma_1^2 t_{j_2}} \leq r_{j_2} - x) dx,
\]

and

\[
\lim_{n \to \infty} n^{-1/2} \sum_{i \geq 0, i+k \leq 0} \mathbb{P}(i \leq X_{\lfloor nt_{j_1} \rfloor} + [r_{j_1} \sqrt{n}]) \mathbb{P}(i+k > X_{\lfloor nt_{j_2} \rfloor} + [r_{j_2} \sqrt{n}])
\]

\[
= \int_{-\infty}^0 \mathbb{P}(B_{\sigma_1^2 t_{j_1}} > r_{j_1} - x) \mathbb{P}(B_{\sigma_1^2 t_{j_2}} > r_{j_2} - x) dx.
\]

For the second term,

\[
n^{-1/2} \sum_{i \geq 0, i+k \leq 0} \mathbb{P}(i \leq X_{\lfloor nt_{j_1} \rfloor} + [r_{j_1} \sqrt{n}]) \mathbb{P}(i+k > X_{\lfloor nt_{j_2} \rfloor} + [r_{j_2} \sqrt{n}])
\]

\[
= n^{-1/2} \sum_{i=1}^{-k} \mathbb{P}(i \leq X_{\lfloor nt_{j_1} \rfloor} + [r_{j_1} \sqrt{n}]) \mathbb{P}(i+k > X_{\lfloor nt_{j_2} \rfloor} + [r_{j_2} \sqrt{n}])
\]

\[
\leq |k| n^{-1/2} \to 0, \quad \text{as } n \to \infty.
\]
By the same token, one can show that
\[ \lim_{n \to \infty} n^{-1/2} \sum_{i \leq 0, i+k > 0} P(i > X_{[nt_1]} + [rt_1 \sqrt{n}]) P(i + k \leq X_{[nt_2]} + [rt_2 \sqrt{n}]) = 0. \]

In sum, we have shown that
\[ \lim_{n \to \infty} \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+k} = 0. \]

Combine (3.3.24) and (3.3.26) together, we can find a constant \( C > 0 \) to further bound (3.3.23).

Thus, the proof of Lemma 3.16 is complete.

For the main part \( \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} a_{n,i} \sum_{k=0}^{\ell(n)-1} \xi_{-k}(j) (p^k(i,j) - p^k(i-1,j)) \), again we will use the Lindeberg Feller CLT to show the convergence. First, let us check the variance. Notice that
\[
\mathbb{E} \left[ \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} a_{n,i} \sum_{k=0}^{\ell(n)-1} \xi_{-k}(j) (p^k(i,j) - p^k(i-1,j)) \right]^2
\]
\[= \sigma^2 \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\ell(n)-1} [2q^k(j,0) - q^k(j+1,0) - q^k(j-1,0)] \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+j}
\]
\[= \sigma^2 \left[ a(j-1) + a(j+1) - 2a(j) \right] \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+j}
\]
\[ - \sigma^2 \sum_{j \in \mathbb{Z}} \sum_{k=\ell(n)}^{\infty} [2q^k(j,0) - q^k(j+1,0) - q^k(j-1,0)] \sum_{i \in \mathbb{Z}} a_{n,i} a_{n,i+j}. \]
where $a(x)$ is defined in (2.2.7). By the absolute convergence of $\sum_{j \in \mathbb{Z}} [a(j - 1) + a(j + 1) - 2a(j)]$ (Lemma A.5) and the uniform boundedness of $\sum_{i \in \mathbb{Z}} a_{n,i}a_{n,i+j}$ from (3.3.26), we can use Absolute Convergence Theorem to show that

$$
\lim_{n \to \infty} \sigma_\xi^2 \sum_{j \in \mathbb{Z}} [a(j - 1) + a(j + 1) - 2a(j)] \sum_{i \in \mathbb{Z}} a_{n,i}a_{n,i+j} = \sigma_\xi^2 \sum_{j \in \mathbb{Z}} [a(j - 1) + a(j + 1) - 2a(j)] \lim_{n \to \infty} \sum_{i \in \mathbb{Z}} a_{n,i}a_{n,i+j} = \frac{\sigma_\xi^2}{\sigma_1^2} \sum_{j_1=1}^N \sum_{j_2=1}^N \theta_{j_1} \theta_{j_2} \Gamma_2 ((t_{j_1}, r_{j_1}), (t_{j_2}, r_{j_2})).
$$

where the last equality is from (3.3.25) and (A.0.8).

Combine this with (3.3.22), we have shown that

$$
\lim_{n \to \infty} \mathbb{E} \left[ \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} a_{n,i} \sum_{k=0}^{\ell(n)-1} \xi_{-k}(j) \left( p^k(i,j) - p^k(i-1,j) \right) \right]^2 = \frac{\sigma_\xi^2}{\sigma_1^2} \sum_{j_1=1}^N \sum_{j_2=1}^N \theta_{j_1} \theta_{j_2} \Gamma_2 ((t_{j_1}, r_{j_1}), (t_{j_2}, r_{j_2})). \tag{3.3.27}
$$

Lastly, we would like to check the Lindeberg condition. Let us denote

$$
U_{n,k}(j) = \xi_{-k}(j) \sum_{i \in \mathbb{Z}} a_{n,i} \left[ p^k(i,j) - p^k(i-1,j) \right].
$$

For all $\epsilon > 0$,

$$
\sum_{j \in \mathbb{Z}} \sum_{k=0}^{\ell(n)-1} \mathbb{E} [U_{n,k}(j) 1 \{|U_{n,k}(j)| \geq \epsilon\}] \leq \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\ell(n)-1} \{ \mathbb{E} [U_{n,k}(j)] \}^{1/2} \{ \mathbb{P}(|U_{n,k}(j)| \geq \epsilon) \}^{1/2}
$$

$$
\leq \frac{1}{\epsilon^2} \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\ell(n)-1} \mathbb{E} [U_{n,k}(j)]^4 \sum_{k=0}^{\ell(n)-1} \sum_{i \in \mathbb{Z}} a_{n,i} \left( p^k(i,j) - p^k(i-1,j) \right)^4.
$$

where the first inequality is from Cauchy-Schwarz inequality, and the second is from Chebyshev’s inequality.

Notice that from the definition of $a_{n,i}$ in (3.3.8), we can find a constant $C > 0$ such that $|a_{n,i}| \leq Cn^{-1/4}$. Thus,

$$
\sum_{i \in \mathbb{Z}} |a_{n,i}| \cdot \left| p^k(i,j) - p^k(i-1,j) \right| \leq Cn^{-1/4} \sum_{i \in \mathbb{Z}} \left| p^k(i,j) - p^k(i-1,j) \right| \leq 2Cn^{-1/4}.
$$
Therefore,

\[ \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\ell(n)-1} \mathbb{E} \left[ U_{n,k}(j) 1 \{ |U_{n,k}(j)| \geq \epsilon \} \right] \]

\[ \leq 4C^2 \varepsilon_n^{1/2} \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\ell(n)-1} \alpha_{n,i} \left( p^k(i, j) - p^k(i - 1, j) \right)^2 \rightarrow 0, \quad \text{as } n \rightarrow \infty. \] (3.3.28)

where the convergence of \( \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\ell(n)-1} \alpha_{n,i} \left( p^k(i, j) - p^k(i - 1, j) \right)^2 \) is from (3.3.27).

Combine (3.3.27) and (3.3.28) together, we have shown that

\[ \sum_{i \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} \alpha_{n,i} \sum_{k=0}^{\ell(n)-1} \xi_k(j) \left( p^k(i, j) - p^k(i - 1, j) \right) \]

\[ \Rightarrow \mathcal{N} \left( 0, \frac{\sigma^2}{\sigma_1^2} \sum_{j_1=1}^{N} \sum_{j_2=1}^{N} \theta_{j_1} \theta_{j_2} \Gamma_2 \left( (t_{j_1}, r_{j_1}), (t_{j_2}, r_{j_2}) \right) \right), \quad \text{as } n \rightarrow \infty. \]

Combine this with Lemma 3.16, the second case has been proved.

Case (c): For the last case, we assume that the initial increments \( \{ \eta_0(x) \}_{x \in \mathbb{Z}} \) are a strongly mixing stationary sequence such that \( \exists \delta > 0 \text{ s.t. } \mathbb{E}|\eta_0(0)|^{2+\delta} < \infty \), and the strong mixing coefficients of \( \eta_0(\cdot) \) satisfy \( \sum_{j=0}^{\infty} (j+1)^{2/\delta} \alpha(j) < \infty \).

We first investigate the variance \( \hat{\sigma}_n^2 = \text{Var} \left[ \sum_{i \in \mathbb{Z}} \alpha_{n,i} (\eta_0(i) - \mu_0) \right] \). Notice that

\[ \hat{\sigma}_n^2 = \sum_{j,k \in \mathbb{Z}} \alpha_{n,j} \alpha_{n,k} \text{Cov} \left[ \eta_0(j), \eta_0(k) \right] = \sum_{\ell \in \mathbb{Z}} \text{Cov} \left[ \eta_0(\ell), \eta_0(\ell) \right] \sum_{k \in \mathbb{Z}} \alpha_{n,k} \alpha_{n', \ell+k}. \] (3.3.29)

To show the limit of \( \hat{\sigma}_n^2 \), we need to show that the series of covariances \( \sum_{k \in \mathbb{Z}} \text{Cov} \left( \eta_0(0), \eta_0(k) \right) \) is absolutely convergent. In order to achieve that, we use the following lemma which is part of Theorem 1.1 in Rio (2013),

**Lemma 3.18.** Suppose \( X \) and \( Y \) are two integrable real-valued r.v.'s. Let us assume that \( XY \) is also integrable and denote \( \alpha = \alpha \left( \sigma(X), \sigma(Y) \right) \) in (2.3.5). Then

\[ |\text{Cov}(X, Y)| \leq 4 \int_{0}^{\alpha} Q_X(u) Q_Y(u) du, \] (3.3.30)

where \( Q_X(u) \), \( Q_Y(u) \) are the quantile functions of \( |X| \) and \( |Y| \) respectively (i.e. \( Q_X(u) = \inf \{ x \in \mathbb{R}^+ : P(|X| > x) \leq u \} \), \( 0 \leq u \leq 1 \)).
Let us denote the quantile function of $|\eta_0(0) - \mu_0|$ by $Q_\eta(u)$. Then

$$
\sum_{\ell \in \mathbb{Z}} |\text{Cov} [\eta_0(0), \eta_0(\ell)]| \leq 4 \sum_{\ell \in \mathbb{Z}} \int_0^{\alpha(|\ell|)} [Q_\eta(u)]^2 \, du \leq 4 \int_0^1 \sum_{\ell \leq \alpha(|\ell|)} [Q_\eta(u)]^2 \, du
$$

$$
\leq 4 \left[ \int_0^1 \left( \sum_{\ell \in \mathbb{Z}} 1_{\{u \leq \alpha(|\ell|)\}} \right)^{(2+\delta)/\delta} \, du \right]^{\delta/(2+\delta)} \cdot \left[ \int_0^1 (Q_\eta(u))^{2+\delta} \, du \right]^{2/(2+\delta)}.
$$

Note that $\alpha(n) \searrow 0$ as $n \to \infty$. Thus,

$$
\int_0^1 \left( \sum_{\ell \in \mathbb{Z}} 1_{\{u \leq \alpha(|\ell|)\}} \right)^{(2+\delta)/\delta} \, du = \sum_{j=0}^{\infty} \int_{\alpha(j)}^{\alpha(j+1)} (2j+1)^{(2+\delta)/\delta} \, du
$$

$$
= \sum_{j=0}^{\infty} (2j+1)^{(2+\delta)/\delta} [\alpha(j) - \alpha(j+1)].
$$

And we have,

$$
\sum_{j=0}^{n} (2j+1)^{(2+\delta)/\delta} [\alpha(j) - \alpha(j+1)]
$$

$$
= \alpha(0) - (2n+1)^{(2+\delta)/\delta} \alpha(n+1) + \sum_{j=1}^{n} \left[ (2j+1)^{(2+\delta)/\delta} - (2j-1)^{(2+\delta)/\delta} \right] \alpha(j)
$$

$$
\leq \alpha(0) - (2n+1)^{(2+\delta)/\delta} \alpha(n+1) + C \sum_{j=1}^{n} (j+1)^{2/\delta} \alpha(j).
$$

Let $n$ go to $\infty$ above,

$$
\sum_{j=0}^{\infty} (2j+1)^{(2+\delta)/\delta} [\alpha(j) - \alpha(j+1)] \leq \alpha(0) + C \sum_{j=1}^{\infty} (j+1)^{2/\delta} \alpha(j) < \infty.
$$

Also,

$$
\int_0^1 (Q_\eta(u))^{2+\delta} \, du = \mathbb{E} \left[ |\eta_0(0) - \mu_0|^{2+\delta} \right] < \infty,
$$

where the equality is because if $U$ is uniformly distributed on $(0, 1)$, then $Q_\eta(U)$ has the same distribution as $|\eta_0(0) - \mu_0|$. In fact, for $x \in \mathbb{R}^+$,

$$
P(Q_\eta(U) > x) = \mathbb{P} \left( \inf \{ y \in \mathbb{R}^+ : \mathbb{P}(|\eta_0(0) - \mu_0| > y) \leq U \} > x \right)
$$

$$
= \mathbb{P} \{ \mathbb{P}(|\eta_0(0) - \mu_0| > x) > U \} = \mathbb{P}(|\eta_0(0) - \mu_0| > x).
$$
Therefore, we have shown that
\[
\sum_{\ell \in \mathbb{Z}} |\text{Cov} [\eta_0(0), \eta_0(\ell)]| \leq C \left( \sum_{j=0}^{\infty} (j + 1)^{2/\delta} \alpha(j) \right)^{\delta/(2+\delta)} \left( \mathbb{E} \left| \eta_0(0) - \mu_0 \right|^{2+\delta} \right)^{2/(2+\delta)} < \infty.
\] (3.3.31)

Thus, from (3.3.25) and (3.3.26), we can let \( n \) go to \( \infty \) in (3.3.29) and apply Dominated Convergence Theorem to conclude that
\[
\lim_{n \to \infty} \bar{\sigma}_n^2 = \varsigma^2 \sum_{j_1=1}^{N} \sum_{j_2=1}^{N} \theta_{j_1} \theta_{j_2} \Gamma_2 ((t_{j_1}, r_{j_1}), (t_{j_2}, r_{j_2})).
\] (3.3.32)

Since \( \lim_{n \to \infty} \bar{\sigma}_n^2 = 0 \) directly implies that \( \sum_{i=1}^{N} \theta_i \Sigma_n (t_j, r_j) \) converges weakly to zero. For the rest, we assume that \( \sum_{j_1=1}^{N} \sum_{j_2=1}^{N} \theta_{j_1} \theta_{j_2} \Gamma_2 ((t_{j_1}, r_{j_1}), (t_{j_2}, r_{j_2})) > 0 \), and use Theorem 2.2(c) (restated below) in Peligrad and Utev (1997) to complete the proof.

**Theorem 3.19.** Let \( \{b_{n,i} : -m_n \leq i \leq m_n, n \in \mathbb{Z}^+ \} \) be a triangular array of real numbers such that
\[
\limsup_{n \to \infty} \sum_{i \in \mathbb{Z}} b_{n,i}^2 < \infty, \quad (3.3.33)
\]
\[
\lim_{n \to \infty} \max_{i \in \mathbb{Z}} |b_{n,i}| = 0. \quad (3.3.34)
\]
where \( b_{n,i} = 0 \), if \( |i| > m_n \).

Also, we assume that \( \{\bar{\eta}(i) : i \in \mathbb{Z}\} \) is a centered, strongly mixing and non-degenerate (i.e. \( \mathbb{V} \text{ar}(\bar{\eta}(0)) > 0 \)) stationary sequence such that
\[
\mathbb{V} \text{ar} \left( \sum_{i=-m_n}^{m_n} b_{n,i} \bar{\eta}(i) \right) = 1, \quad (3.3.35)
\]
and there exists \( \delta > 0 \) so that \( \mathbb{E} \left| \bar{\eta}(0) \right|^{2+\delta} < \infty \) and \( \sum_{j=0}^{\infty} (j + 1)^{2/\delta} \alpha(j) < \infty \).

Then,
\[
\sum_{i=-m_n}^{m_n} b_{n,i} \bar{\eta}(i) \Rightarrow \mathcal{N}(0,1), \quad \text{as } n \to \infty. \quad (3.3.36)
\]

In our case, we can let \( b_{n,i} = a_{n,i} / \bar{\sigma}_n, \bar{\eta}(i) = \eta_0(i) - \mu_0, i \in \mathbb{Z} \). To use Theorem 3.19, it is enough to show that \( \{b_{n,i}\} \) satisfies conditions (3.3.33) and (3.3.34).
For condition (3.3.33), from (3.3.25) and (3.3.32), we see that
\[ \lim_{n \to \infty} \sum_{i \in \mathbb{Z}} b_{n,i}^2 = \frac{1}{\varsigma^2} < \infty. \]

For condition (3.3.34), from (3.3.8),
\[ |a_{n,i}| \leq n^{-1/4} \sum_{j=1}^{N} |\theta_j|, \quad i \in \mathbb{Z}. \]

Therefore,
\[ \max_{i \in \mathbb{Z}} |b_{n,i}| \leq \frac{1}{n^{1/4} \bar{\sigma}_n} \sum_{j=1}^{N} |\theta_j| \to 0, \quad \text{as } n \to \infty. \]

Apply Theorem 3.19, we have
\[ \frac{1}{\bar{\sigma}_n} \sum_{i \in \mathbb{Z}} a_{n,i} (\eta_0(i) - \mu_0) \Rightarrow \mathcal{N}(0,1). \]

Combine this with (3.3.32), we may conclude that
\[ \sum_{j=1}^{N} \theta_j \bar{s}_n(t_j, r_j) \Rightarrow \mathcal{N}
\left(0, \varsigma^2 \sum_{j=1}^{N} \sum_{j_2=1}^{N} \theta_{j_1} \theta_{j_2} \Gamma_2 (\langle (t_{j_1}, r_{j_1}), (t_{j_2}, r_{j_2}) \rangle) \right). \]

Thus, the third case has been proved and the proof of Lemma 3.12 is complete. \(\square\)

Now we turn to the remaining term \(F_n(t, r)\) in (3.3.4), let us define another mean-zero Gaussian process \(\{F(t, r) : t \in \mathbb{R}^+, r \in \mathbb{R}\}\) which is independent of process \(\{S(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}\) and has covariance
\[ \mathbb{E}[F(t, r)F(s, q)] = \frac{\varsigma^2}{\sigma_1^2} \Gamma_1 ((t, r), (s, q)), \quad t, s \in \mathbb{R}^+, r, q \in \mathbb{R}. \quad (3.3.37) \]

We can show that

**Lemma 3.20.** Under the assumptions in Theorem 2.15, \(\{F_n(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}\) will converge weakly (in the sense of finite dimensional distributions) to the Gaussian process \(\{F(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}}\) as \(n\) goes to \(\infty\).
Remark 3.21. Here we gave two equivalent expressions for the $\Gamma_1$ function defined in (2.3.11) which may be used in the following context.

$$\Gamma_1((s, q), (t, r)) = \int_{-\infty}^{\infty} \left[ \mathbb{P}(B_{\sigma_1^2 s} \leq q - x) \mathbb{P}(B_{\sigma_1^2 t} > r - x) - \mathbb{P}(B_{\sigma_1^2 s} \leq q - x, B_{\sigma_1^2 t} > r - x) \right] dx,$$

(3.3.38)

and

$$\Gamma_1((s, q), (t, r)) = \frac{1}{2} \int_{\sigma_1^2 |t-s|}^{\sigma_1^2(t+s)} \frac{1}{\sqrt{2\pi v}} \exp\left\{ -\frac{1}{2v} (r - q)^2 \right\} dv,$$

(3.3.39)

for $s, t \in \mathbb{R}^+$ and $q, r \in \mathbb{R}$.

Proof. Note that $\overline{F}_n(t, r)$ can be rewritten as

$$\overline{F}_n(t, r) = n^{-1/4} \sum_{k=1}^{[nt]} \mathbb{E} \left[ \xi_k(X_{[nt] - k}^{y(n)}) \right] = n^{-1/4} \sum_{k=1}^{[nt]} \sum_{s \in \mathbb{Z}} \xi_k(x) \mathbb{P}(X_{[nt] - k}^{y(n)} = x),$$

(3.3.40)

Recall that $X_i^t$ is defined to be a random walk starting from site $i$ with transition probability $p$ defined in (2.1.5).

Thus, we immediately have $\mathbb{E}\overline{F}_n(t, r) = 0$.

Now let us take a look at the covariance. Suppose $X_i^{[ntb]+[r\sqrt{n}]}$ and $X_i^{[ntb]+[q\sqrt{n}]}$ are two independent random walks with transition probability $p$.

For the case $s = t, r \neq q$, let us denote $x_n = [r\sqrt{n}] - [q\sqrt{n}]$. Then,

$$\mathbb{E}[\overline{F}_n(t, r)\overline{F}_n(t, q)] = n^{-1/2} \sum_{k=1}^{[nt]} \sigma_i^2 \mathbb{P}(X_{[nt] - k}^{[ntb]+[r\sqrt{n}]} = x) \mathbb{P}(X_{[nt] - k}^{[ntb]+[q\sqrt{n}]} = x)$$

$$= n^{-1/2} \sigma_i^2 \sum_{k=1}^{[nt]} q_{[nt]}^{-k}(x_n, 0) = n^{-1/2} \sigma_i^2 \sum_{k=0}^{[nt]-1} q_k(0, x_n).$$

(3.3.41)

The second equality above is because $q$ can be viewed as the transition probability of $X_i^{[ntb]+[r\sqrt{n}]} - X_i^{[ntb]+[q\sqrt{n}]}$ (see the proof of Lemma 2.3).

Combine (3.3.41) with (B.0.7) in the Appendix,

$$\lim_{n \to \infty} \mathbb{E}[\overline{F}_n(t, r)\overline{F}_n(t, q)] = \frac{\sigma_i^2}{2\sigma_1^2} \int_{0}^{2\sigma_1^2 t} \frac{1}{\sqrt{\pi v}} \exp\left\{ -\frac{(r - q)^2}{2v} \right\} dv$$

$$= \frac{\sigma_i^2}{\sigma_1^2} \Gamma_1((t, q), (t, r)).$$
For the case $s \neq t$, we suppose $s < t$ and let $x_n = X_{\lfloor nt \rfloor - \lfloor ns \rfloor} - \lfloor nsb \rfloor - [q \sqrt{n}]$. Then, the covariance can be written as

$$\mathbb{E}[F_n(t, r)F_n(s, q)] = n^{-1/2} \sigma^2 \sum_{k=1}^{\lfloor ns \rfloor} P\left(X_{\lfloor nt \rfloor - k}^{\lfloor ntb \rfloor + \lfloor r \sqrt{n} \rfloor} - X_{\lfloor ns \rfloor - k}^{\lfloor nsb \rfloor + \lfloor q \sqrt{n} \rfloor} = 0\right)$$

$$= n^{-1/2} \sigma^2 \mathbb{E}\left[ \sum_{k=1}^{\lfloor ns \rfloor} P\left(X_{\lfloor nt \rfloor - k}^{\lfloor ntb \rfloor + \lfloor r \sqrt{n} \rfloor} - X_{\lfloor ns \rfloor - k}^{\lfloor nsb \rfloor + \lfloor q \sqrt{n} \rfloor} = 0\right| X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor ntb \rfloor + \lfloor r \sqrt{n} \rfloor} \right)$$

$$= n^{-1/2} \sigma^2 \mathbb{E}\left[ \sum_{k=1}^{\lfloor ns \rfloor} q^{\lfloor ns \rfloor - k} \left(X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor ntb \rfloor + \lfloor r \sqrt{n} \rfloor} - \lfloor nsb \rfloor - [q \sqrt{n}], 0\right) \right]$$

$$= n^{-1/2} \sigma^2 \mathbb{E}\left[ \sum_{k=0}^{\lfloor ns \rfloor - 1} q^k (0, x_n) \right].$$

Note that the 3rd equality is because of the Markov property of random walks.

Similar to the case $s = t$, we will use Corollary B.3 in the Appendix to derive the limit. By CLT, we have

$$n^{-1/2} x_n \Rightarrow B_{\sigma^2_{[t-s]} + (r-q)}, \quad \text{as } n \to \infty.$$ 

We can pick random variables \( \{X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor ntb \rfloor + \lfloor r \sqrt{n} \rfloor}\}_{n \in \mathbb{N}} \) such that \( X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor ntb \rfloor + \lfloor r \sqrt{n} \rfloor} \xrightarrow{d} X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor ntb \rfloor + \lfloor r \sqrt{n} \rfloor}, n \in \mathbb{N} \)

and \( n^{-1/2} \hat{x}_n = n^{-1/2} \left(X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor ntb \rfloor + \lfloor r \sqrt{n} \rfloor} - \lfloor nsb \rfloor - [q \sqrt{n}]\right) \xrightarrow{a.s.} B_{\sigma^2_{[t-s]} + (r-q)} \) as \( n \to \infty \) (see Theorem 3.2.2 in Durrett (2010)).

Then, by (B.0.7),

$$\lim_{n \to \infty} n^{-1/2} \sum_{k=0}^{\lfloor ns \rfloor - 1} q^k (0, \hat{x}_n) = \frac{1}{2\pi} \int_0^{2\sigma^2_{[t-s]}} \frac{1}{\sqrt{2\pi v}} \exp\left(-\frac{(B_{\sigma^2_{[t-s]} + (r-q)} - \frac{v}{2} - \frac{r-q}{2})^2}{2v}\right) dv, \quad \text{a.s.}$$

Also, by (3.2.10),

$$n^{-1/2} \sum_{k=0}^{\lfloor ns \rfloor - 1} q^k (0, \hat{x}_n) \leq n^{-1/2} \left(1 + \sum_{k=1}^{\lfloor ns \rfloor - 1} Ck^{-1/2}\right) = O(1).$$
Hence, we can apply Dominated Convergence Theorem and get

$$
\lim_{n \to \infty} \mathbb{E}\left[ F_n(t, r) F_n(s, q) \right] = \lim_{n \to \infty} n^{-1/2} \sigma^2 \frac{1}{2 \pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left\{ -\frac{(x + r - \theta)^2}{2v} \right\} dv dx
$$

$$
= \frac{\sigma^2}{2 \pi} \int_{0}^{\infty} \frac{1}{\sqrt{2\pi v}} \exp \left\{ -\frac{(r-q)^2}{2(v+\sigma^2)} \right\} dv
$$

$$
= \frac{\sigma^2}{2 \pi} \int_{0}^{\sigma^2 (t+s)} \frac{1}{\sqrt{2\pi v}} \exp \left\{ -\frac{(r-q)^2}{2(v+\sigma^2)} \right\} dv = \frac{\sigma^2}{\pi} \Gamma_1((t, r), (s, q)).
$$

So far we have shown that,

$$
\lim_{n \to \infty} \mathbb{E}\left[ F_n(t, r) F_n(s, q) \right] = \frac{\sigma^2}{\pi} \Gamma_1((t, r), (s, q)), \quad (t, r), (s, q) \in \mathbb{R}_+ \times \mathbb{R}. \quad (3.3.42)
$$

Again, the next step will be applying Lindeberg Feller Central Limit Theorem to complete the proof.

For any fixed $N \in \mathbb{N}$, $\{(t_j, r_j) \in \mathbb{R}_+ \times \mathbb{R} : j = 1, \ldots, N\}$, and $\{\theta_j \in \mathbb{R} : j = 1, \ldots, N\}$, without losing generality, let us suppose that $t_1 \leq t_2 \leq \ldots \leq t_N$. We will rewrite $\sum_{j=1}^{N} \theta_j F_n(t_j, r_j)$ into a sum of independent random variables. Notice

$$
\sum_{j=1}^{N} \theta_j F_n(t_j, r_j) = n^{-1/4} \sum_{j=1}^{N} \theta_j \sum_{k=1}^{\lfloor n_{t_j} \rfloor} \mathbb{E} \left[ \xi_k(X_{\lfloor n_{t_j} \rfloor + [r_j \sqrt{n}] - k}) \right]
$$

$$
= n^{-1/4} \sum_{j=1}^{N} \theta_j \sum_{k=1}^{\lfloor n_{t_j} \rfloor} \sum_{x \in \mathbb{Z}} \xi_k(x) p^{\lfloor n_{t_j} \rfloor - k} ([n_{t_j} b] + [r_j \sqrt{n}], x)
$$

$$
= \sum_{\ell=0}^{N-1} \sum_{k=\lfloor n_{t_{\ell+1}} \rfloor + 1}^{\lfloor n_{t_{\ell+1}} \rfloor} n^{-1/4} \sum_{j=\ell+1}^{N} \theta_j \sum_{x \in \mathbb{Z}} \xi_k(x) p^{\lfloor n_{t_j} \rfloor - k} ([n_{t_j} b] + [r_j \sqrt{n}], x)
$$

$$
= \sum_{k=1}^{\lfloor n_{t_N} \rfloor} n^{-1/4} \sum_{j=\ell(k)+1}^{N} \theta_j \sum_{x \in \mathbb{Z}} \xi_k(x) p^{\lfloor n_{t_j} \rfloor - k} ([n_{t_j} b] + [r_j \sqrt{n}], x).
$$

where we denote $t_0 = 0$ and $\ell(k) = i$ iff $\lfloor n_{t_i} \rfloor + 1 \leq k \leq \lfloor n_{t_i+1} \rfloor$. 

Let us also denote
\[ V_{n,k} = n^{-1/4} \sum_{j=\ell(k)+1}^{N} \theta_j \sum_{x \in \mathbb{Z}} \xi_k(x)p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j \rfloor + \lfloor r_j \sqrt{n} \rfloor, x \right), \quad k \in \{1, 2, \ldots, \lfloor nt_N \rfloor \}. \]

The random variables \( \{V_{n,k}\}_{1 \leq k \leq \lfloor nt_N \rfloor} \) are independent. Due to (3.3.42), we can directly check that the first condition in Lindeberg-Feller CLT (Theorem 3.15) holds
\[
\lim_{n \to \infty} \sum_{k=1}^{\lfloor nt_N \rfloor} N \sum_{j=\ell(k)+1}^{N} \theta_j F_{n,k}(t_j, r_j) = \sum_{k=1}^{\lfloor nt_N \rfloor} V_{n,k}. \tag{3.3.43}
\]

Now let us check the second condition. For every fixed \( \epsilon > 0 \),
\[
\sum_{k=1}^{\lfloor nt_N \rfloor} \mathbb{E} \left( V_{n,k}^2 1\{|V_{n,k}| \geq \epsilon\} \right) \tag{3.3.44}
\leq n^{-1/2} \sum_{k=1}^{\lfloor nt_N \rfloor} C \sum_{j=\ell(k)+1}^{N} \theta_j^2 \mathbb{E} \left( \sum_{x \in \mathbb{Z}} \xi_k(x)p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j \rfloor + \lfloor r_j \sqrt{n} \rfloor, x \right) \right)^2 1\{|V_{n,k}| \geq \epsilon\}
\leq Cn^{-1/2} \sum_{k=1}^{\lfloor nt_N \rfloor} \sum_{j=\ell(k)+1}^{N} \theta_j^2 \left\{ \mathbb{E} \left( \sum_{x \in \mathbb{Z}} \xi_k(x)p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j \rfloor + \lfloor r_j \sqrt{n} \rfloor, x \right) \right)^4 \right\}^{1/2} \{\mathbb{P}(|V_{n,k}| \geq \epsilon)\}^{1/2}. \tag{3.3.45}
\]

For the moment in the last inequality above, note that by assumption, \( \xi \) has finite 4th moment. We have
\[
\mathbb{E} \left( \sum_{x \in \mathbb{Z}} \xi_k(x)p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j \rfloor + \lfloor r_j \sqrt{n} \rfloor, x \right) \right)^4 \\
\leq C \sum_{x,y \in \mathbb{Z}} p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j \rfloor + \lfloor r_j \sqrt{n} \rfloor, x \right) \left( p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j \rfloor + \lfloor r_j \sqrt{n} \rfloor, y \right) \right)^2 \\
+ C \sum_{z \in \mathbb{Z}} p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j \rfloor + \lfloor r_j \sqrt{n} \rfloor, z \right)^4 \\
\leq C \left[ q^{\lfloor nt_j \rfloor - k} (0,0) \right]^2 + C q^{\lfloor nt_j \rfloor - k} (0,0) \sum_{z \in \mathbb{Z}} p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j \rfloor + \lfloor r_j \sqrt{n} \rfloor, z \right)^2
\]
\[
\leq C \left[ q^{\lfloor nt_j \rfloor - k} (0, 0) \right]^2 \leq \begin{cases} 
\frac{C}{\lfloor nt_j \rfloor - k}, & \text{if } k < \lfloor nt_j \rfloor, \\
C, & \text{if } k = \lfloor nt_j \rfloor.
\end{cases}
\]

where the last inequality is from (3.2.10).

For the last term in (3.3.45), we can use Markov inequality,

\[
\mathbb{P}(|V_{n,k}| \geq \epsilon) \leq \frac{1}{n \epsilon^4} \mathbb{E} \left\{ \sum_{j=\ell(k)+1}^{N} \theta_j \sum_{x \in \mathbb{Z}} \xi_k(x) p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j b \rfloor + [r_j \sqrt{n}], x \right) \right\}^4
\]

\[
\leq \frac{C}{n \epsilon^4} \sum_{j=\ell(k)+1}^{N} \theta_j^2 \mathbb{E} \left[ \sum_{x \in \mathbb{Z}} \xi_k(x) p^{\lfloor nt_j \rfloor - k} \left( \lfloor nt_j b \rfloor + [r_j \sqrt{n}], x \right) \right]^4
\]

\[
\leq \frac{C}{n \epsilon^4} \sum_{j=\ell(k)+1}^{N} \theta_j^2 \frac{1}{([nt_j] - k) \vee 1}.
\]

Thus, (3.3.44) can be further bounded by

\[
\sum_{k=1}^{\lfloor nt_N \rfloor} \mathbb{E} \left( V_{n,k}^2 1\{|V_{n,k}| \geq \epsilon\} \right)
\]

\[
\leq \frac{C}{e^2 n} \sum_{k=1}^{\lfloor nt_N \rfloor} \left[ \sum_{j=\ell(k)+1}^{N} \frac{1}{([nt_j] - k)^{1/2} \vee 1} \right]^{1/2}
\]

\[
\leq \frac{C}{e^2 n} \sum_{k=1}^{\lfloor nt_N \rfloor} \left[ \sum_{j=\ell(k)+1}^{N} \frac{1}{([nt_j] - k)^{1/2} \vee 1} \right]^{2} \leq \frac{C}{e^2 n} \sum_{k=1}^{\lfloor nt_N \rfloor} \sum_{j=\ell(k)+1}^{N} \frac{1}{([nt_j] - k) \vee 1}
\]

\[
= \frac{C}{e^2 n} \sum_{j=1}^{N} \sum_{k=1}^{\lfloor nt_j \rfloor} \frac{1}{([nt_j] - k) \vee 1} \leq \frac{C}{e^2 n} \sum_{j=1}^{N} \log \{(nt_j) \vee 1 \} \to 0, \quad \text{as } n \to \infty.
\]

We have checked the second condition in Theorem 3.15, and hence the proof for Lemma 3.20 is complete.

By Lemma 3.12, Lemma 3.20 and the independence of \( \{S_n(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}} \) and \( \{F_n(t, r)\}_{t \in \mathbb{R}^+, r \in \mathbb{R}} \), the proof of Theorem 2.15 is complete.
3.3.2 Process-level tightness

Proof of Theorem 2.18. For simplicity, let us replace $Q$ with $[0,1]^2$. Theorem 2 in Bickel and Wichura (1971) gives a necessary and sufficient condition for the weak convergence of a $D_2$-valued process $X_n$:

1. Convergence of finite-dimensional distributions: For every finite set $\{(t_i, r_i)\}_{i=1}^N \subset [0,1]^2$, we have

$$(X_n(t_1, r_1), \ldots, X_n(t_N, r_N)) \Rightarrow (X(t_1, r_1), \ldots, X(t_N, r_N)),$$ as $n \to \infty$;

2. Tightness: $\forall \epsilon > 0$,

$$\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P}\{w'_\delta(X_n) \geq \epsilon\} = 0,$$

where the modulus $w'_\delta$ is defined as

$$w'_\delta(x) = \inf_{\Delta} \max_{G \in \Delta} \sup_{(t,r),(s,q) \in G} |x(t,r) - x(s,q)|,$$

in which $\Delta$ is any partition of $[0,1]^2$ formed by finitely many lines parallel to the coordinate axes such that any element $G$ of $\Delta$ is a left-closed, right-open rectangle with diameter at least $\delta$.

We have already proved the marginal convergence in Theorem 2.15. For the tightness part, instead of using $w'_\delta$, we use the following modulus:

$$w_\delta(x) = \sup_{(t,r),(s,q) \in [0,1]^2} \frac{|x(t,r) - x(s,q)|}{\| (t,r) - (s,q) \| < \delta},$$

One can easily show that for every fixed $0 < \delta < 1$, $w'_{\delta/2}(x) \leq w_\delta(x), \forall x \in D_2$. Thus, it is sufficient to show that

$$\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P}\{w_\delta(X_n) \geq \epsilon\} = 0, \quad \forall \epsilon > 0,$$

which can be proved by checking the following sufficient conditions given in Kumar (2008)(Proposition 2):
Lemma 3.22. Suppose \( \{X_n\} \) is a sequence of \( D_2 \)-valued processes such that for all \( n > 0 \), there exists a decreasing sequence \( \delta_n \downarrow 0 \) s.t.

1. there exist \( \beta > 0 \), \( \kappa > 2 \), and \( C > 0 \) such that for all large enough \( n \),
   \[
   \mathbb{E}(|X_n(t, r) - X_n(s, q)|^\beta) \leq C|(t, r) - (s, q)|^\kappa
   \]  \hspace{1cm} (3.3.47)

holds for all \( (t, r), (s, q) \in [0, 1]^2 \) with Euclidean distance \( |(t, r) - (s, q)| > \delta_n \);

2. \( \forall \epsilon, \gamma > 0 \), there exists \( n_0 > 0 \) such that for all \( n \geq n_0 \),
   \[
   \mathbb{P}\{w_{\delta_n}(X_n) > \epsilon\} < \gamma.
   \]  \hspace{1cm} (3.3.48)

Then, for every fixed \( \epsilon, \gamma > 0 \), there exist \( 0 < \delta < 1 \) and integer \( n_0 > 0 \) such that

\[
\mathbb{P}\{w_{\delta}(X_n) \geq \epsilon\} \leq \gamma, \quad \forall n \geq n_0.
\]

Now let us check the first tightness condition. We set \( \beta = 12 \) and \( \delta_n = n^{-\gamma} \).

Lemma 3.23. Assume the assumptions in Theorem 2.18. There exists constant \( C > 0 \) s.t. for all sufficiently large \( n \),

\[
\mathbb{E}(|\overline{h}_n(t, r) - \overline{h}_n(s, q)|^{12}) \leq C|(t, r) - (s, q)|^\kappa
\]  \hspace{1cm} (3.3.49)

holds for all \( t, s, r, q \in [0, 1] \) with \( |(t, r) - (s, q)| > n^{-\gamma} \), where \( \kappa \) and \( \gamma \) can be any fixed numbers satisfying \( 2 < \kappa < 3 \) and \( 0 < \gamma \leq \frac{3}{\kappa} \).

Proof. Recall from (3.3.4),

\[
\overline{h}_n(t, r) = \mu_0 \overline{H}_n(t, r) + \overline{S}_n(t, r) + \overline{F}_n(t, r), \quad (t, r) \in \mathbb{R}^+ \times \mathbb{R}.
\]

By Minkowski Inequality,

\[
\left[ \mathbb{E}(|\overline{h}_n(t, r) - \overline{h}_n(s, q)|^{12}) \right]^{1/12} \leq |\mu_0| \left[ \mathbb{E}(|\overline{H}_n(t, r) - \overline{H}_n(s, q)|^{12}) \right]^{1/12}
\]
\[
+ \left[ \mathbb{E}(|\overline{S}_n(t, r) - \overline{S}_n(s, q)|^{12}) \right]^{1/12} + \left[ \mathbb{E}(|\overline{F}_n(t, r) - \overline{F}_n(s, q)|^{12}) \right]^{1/12}.
\]  \hspace{1cm} (3.3.50)
For the first term on the right of (3.3.50), recall from (3.3.5), \( \mathcal{H}_n(t, r) \) has the uniform bound
\[
|\mathcal{H}_n(t, r)| \leq Cn^{-1/4}, \quad \forall (t, r) \in \mathbb{R}^+ \times \mathbb{R}.
\]
Therefore,
\[
|\mu_0| \left( \mathbb{E} \left( |\mathcal{H}_n(t, r) - \mathcal{H}_n(s, q)|^{12} \right) \right)^{1/12} \leq Cn^{-1/4}. \tag{3.3.51}
\]

For the second term on the right of (3.3.50), from (3.3.2),
\[
\begin{align*}
\mathcal{S}_n(t, r) - \mathcal{S}_n(s, q)
&= n^{-1/4} \sum_{i \geq 0} (\eta_0(i) - \mu_0) \left[ \mathbb{P} \left( i \leq X^i_{[nt]} + [r \sqrt{n}] \right) - \mathbb{P} \left( i \leq X^i_{[ns]} + [q \sqrt{n}] \right) \right] \\
&\quad - n^{-1/4} \sum_{i \leq 0} (\eta_0(i) - \mu_0) \left[ \mathbb{P} \left( i > X^i_{[nt]} + [r \sqrt{n}] \right) - \mathbb{P} \left( i > X^i_{[ns]} + [q \sqrt{n}] \right) \right] \\
&= n^{-1/4} \sum_{i < 0} (\eta_0(-i) - \mu_0) \left[ \mathbb{P} \left( X^i_{[nt]} \geq -[ntb] - [r \sqrt{n}] \right) - \mathbb{P} \left( X^i_{[ns]} \geq -[nsb] - [q \sqrt{n}] \right) \right] \\
&\quad - n^{-1/4} \sum_{i \geq 0} (\eta_0(-i) - \mu_0) \left[ \mathbb{P} \left( X^i_{[nt]} < -[ntb] - [r \sqrt{n}] \right) - \mathbb{P} \left( X^i_{[ns]} < -[nsb] - [q \sqrt{n}] \right) \right].
\end{align*}
\tag{3.3.52}
\]
Denote the events
\[
\begin{align*}
A_{1,i} &= \left\{ X^i_{[nt]} \geq -[ntb] - [r \sqrt{n}], X^i_{[ns]} < -[nsb] - [q \sqrt{n}] \right\}, \\
A_{2,i} &= \left\{ X^i_{[nt]} < -[ntb] - [r \sqrt{n}], X^i_{[ns]} \geq -[nsb] - [q \sqrt{n}] \right\}.
\end{align*}
\]
Then, we can rewrite (3.3.52) as
\[
\mathcal{S}_n(t, r) - \mathcal{S}_n(s, q) = n^{-1/4} \sum_{i \in \mathbb{Z}} (\eta_0(-i) - \mu_0) \left[ \mathbb{P} \left( A_{1,i} \right) - \mathbb{P} \left( A_{2,i} \right) \right]. \tag{3.3.53}
\]
We give an intermediate bound for the 12th moment of \( \mathcal{S}_n(t, r) - \mathcal{S}_n(s, q) \) that work for all three cases (a), (b) and (c) in Theorem 2.18.

Lemma 3.24. Assume that the initial increments \( \{\eta_0(x)\}_{x \in \mathbb{Z}} \) satisfy either (a), (b) or (c) in Theorem 2.18. Then \( \exists C > 0 \) s.t.
\[
\mathbb{E} \left\{ \left( \mathcal{S}_n(t, r) - \mathcal{S}_n(s, q) \right)^{12} \right\} \leq Cn^{-3} \left\{ 1 + \sum_{m \in \mathbb{Z}} \left[ \mathbb{P} \left( A_{1,m} \right) + \mathbb{P} \left( A_{2,m} \right) \right] \right\}^6, \quad \forall n \in \mathbb{N}. \tag{3.3.54}
\]
Proof. We first state a lemma which will be used several times in the following context.

**Lemma 3.25.** Let $I$ be an index set. Suppose $\{X_i\}_{i \in I}$ is an i.i.d. sequence with finite 12th moment, and $\{a_i\}_{i \in I}$ is an bounded fixed sequence, i.e. $\exists$ constant $M > 1$ s.t. $|a_i| \leq M, \forall i \in I$. Then, there exists constant $C < \infty$, such that

$$
E \left[ \left( \sum_{i \in I} a_i X_i \right)^{12} \right] \leq C \left( 1 + \sum_{i \in I} a_i^2 \right)^6. \tag{3.3.55}
$$

**Proof.**

$$
E \left[ \left( \sum_{i \in I} a_i X_i \right)^{12} \right] = \sum_{i_1, i_2, \ldots, i_{12} \in I} a_{i_1} a_{i_2} \cdots a_{i_{12}} E \left[ X_{i_1} X_{i_2} \cdots X_{i_{12}} \right]
$$

$$
\leq C \sum_{k=1}^6 \sum_{\ell_1 + \ell_2 + \ldots + \ell_k = 12 \atop \ell_j \geq 2, j = 1, 2, \ldots, k} \prod_{j=1}^k \left( \sum_{i \in I} a_i^2 \right)^{\ell_j} \leq C M^{10} \sum_{k=1}^6 \sum_{\ell_1 + \ell_2 + \ldots + \ell_k = 12 \atop \ell_j \geq 2, j = 1, 2, \ldots, k} \left( \sum_{i \in I} a_i^2 \right)^k
$$

$$
\leq C \sum_{k=1}^6 \left( \sum_{i \in I} a_i^2 \right)^k \leq C \left( 1 + \sum_{i \in I} a_i^2 \right)^6.
$$

Case (a): Assume that $\{\eta_0(x)\}_{x \in \mathbb{Z}}$ are i.i.d. with 12th finite moment. Notice that

$$
|P(A_{1,i}) - P(A_{2,i})| \leq 1, \quad \forall i \in \mathbb{Z}.
$$

By (3.3.55),

$$
E \left\{ \left[ \overline{S}_n(t, r) - \overline{S}_n(s, q) \right]^{12} \right\} = n^{-3} E \left\{ \sum_{i \in \mathbb{Z}} (\eta_0(-i) - \mu_0) \left[ P(A_{1,i}) - P(A_{2,i}) \right]^{12} \right\}
$$

$$
\leq C n^{-3} \left\{ 1 + \sum_{m \in \mathbb{Z}} \left[ P(A_{1,m}) - P(A_{2,m}) \right]^2 \right\}^6 \leq C n^{-3} \left\{ 1 + \sum_{m \in \mathbb{Z}} \left[ P(A_{1,m}) + P(A_{2,m}) \right] \right\}^6.
$$

Case (b): Assume $\{\eta_0(x) : x \in \mathbb{Z}\}$ is $\pi_0$-distributed. From (3.3.53) and (2.2.5), we have

$$
\overline{S}_n(t, r) - \overline{S}_n(s, q)
$$

$$
= n^{-1/4} \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\infty} \xi_k(j) \sum_{i \in \mathbb{Z}} \left[ p^k(0, j + i) - p^k(0, j + i + 1) \right] \cdot \left[ P(A_{1,i}) - P(A_{2,i}) \right].
$$
Note
\[
\sum_{i \in \mathbb{Z}} \left| p^k(0, j+i) - p^k(0, j+i+1) \right| \cdot \left| P(A_{1,i}) - P(A_{2,i}) \right|
\]
\[
\leq \sum_{i \in \mathbb{Z}} \left[ p^k(0, j+i) + p^k(0, j+i+1) \right] = 2, \quad \forall j \in \mathbb{Z}, k \in \mathbb{Z}^+.
\]

Again, from (3.3.55),
\[
\mathbb{E} \left\{ \left| \mathcal{S}_n(t, r) - \mathcal{S}_n(s, q) \right|^{12} \right\}
\leq Cn^{-3} \left\{ 1 + \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\infty} \left( \sum_{i \in \mathbb{Z}} \left[ p^k(0, j+i) - p^k(0, j+i+1) \right] \cdot \left[ P(A_{1,i}) - P(A_{2,i}) \right] \right) \right\}^6.
\]

Furthermore,
\[
\sum_{j \in \mathbb{Z}} \sum_{k=0}^{\infty} \left( \sum_{i \in \mathbb{Z}} \left[ p^k(0, j+i) - p^k(0, j+i+1) \right] \cdot \left[ P(A_{1,i}) - P(A_{2,i}) \right] \right)
\]
\[
= \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\infty} \sum_{i \in \mathbb{Z}} \left[ p^k(0, j+i_1) - p^k(0, j+i_1+1) \right] \cdot \left[ p^k(0, j+i_2) - p^k(0, j+i_2+1) \right] \cdot \left[ P(A_{1,i_1}) - P(A_{2,i_1}) \right] \cdot \left[ P(A_{1,i_2}) - P(A_{2,i_2}) \right]
\]
\[
= \sum_{i \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}} \sum_{j \in \mathbb{Z}} \sum_{k=0}^{\infty} \left[ p^k(0, j+i) - p^k(0, j+i+\ell) \right] \cdot \left[ p^k(0, j+i+\ell) - p^k(0, j+i+\ell+1) \right]
\]
\[
\cdot \left[ P(A_{1,i}) - P(A_{2,i}) \right] \cdot \left[ P(A_{1,i+\ell}) - P(A_{2,i+\ell}) \right]
\]
\[
\leq \sum_{\ell \in \mathbb{Z}} \left[ a(\ell - 1) + a(\ell + 1) - 2a(\ell) \right] \cdot \left[ P(A_{1,i}) - P(A_{2,i}) \right] \cdot \left[ P(A_{1,i+\ell}) - P(A_{2,i+\ell}) \right]
\]
\[
\leq \frac{1}{\sigma_1^2} \sum_{i \in \mathbb{Z}} \left[ P(A_{1,i}) - P(A_{2,i}) \right]^2 \leq \frac{1}{\sigma_1^2} \sum_{i \in \mathbb{Z}} \left| P(A_{1,i}) - P(A_{2,i}) \right| \leq \frac{1}{\sigma_1} \sum_{i \in \mathbb{Z}} \left[ P(A_{1,i}) + P(A_{2,i}) \right].
\]

where the potential kernel $a(x)$ is defined in (2.2.7) and the last equality is from Lemma A.5 in the Appendix.

Therefore, we can find constant $C < \infty$, such that
\[
\mathbb{E} \left\{ \left[ \mathcal{S}_n(t, r) - \mathcal{S}_n(s, q) \right]^{12} \right\} \leq Cn^{-3} \left\{ 1 + \sum_{i \in \mathbb{Z}} [\mathbf{P}(A_{1,i}) + \mathbf{P}(A_{2,i})] \right\}^6.
\]

Case (c): Assume \( \{\eta_0(x)\}_{x \in \mathbb{Z}} \) is a strongly mixing stationary sequence satisfying the following condition. There exists \( \varepsilon_0 > 0 \) such that \( \mathbb{E} \left[ |\eta_0(0)|^{12 + \varepsilon_0} \right] < \infty \) and the strong mixing coefficients \( \{\alpha(x)\}_{x \in \mathbb{Z}^+} \) should have \( \sum_{i=0}^{\infty} (i + 1)^{10 + 132/\varepsilon_0} \alpha(i) < \infty \).

We will use the following bound borrowed from Rio (2013) (see Theorem 2.2 and the derivation of equation C.6).

**Lemma 3.26.** Let \( m > 0 \) be an integer and \( \{X_i\}_{i \in \mathbb{N}} \) be a sequence of centered real valued random variables with finite moments of order \( 2m \). Let \( S_n = \sum_{k=1}^{n} X_k \). Then there exists two positive constants \( a_m, b_m < \infty \) such that

\[
\mathbb{E} (S_n^{2m}) \leq a_m \left( \int_0^1 \sum_{k=1}^{n} [\alpha^{-1}(u) \wedge n] Q_k^2(u) du \right)^m
\]

\[
+ b_m \sum_{k=1}^{n} \int_0^1 [\alpha^{-1}(u) \wedge n]^{2m-1} Q_k^{2m}(u) du,
\]

where \( Q_k(u) \) is the quantile function of \( |X_k| \), \( \alpha^{-1}(u) = \sum_{i \geq 0} 1\{u < \alpha(i)\} \) and \( \{\alpha(k)\}_{k \geq 0} \) are the strong mixing coefficients of \( \{X_i\}_{i \in \mathbb{N}} \).

Furthermore, in general, for \( r > p \geq 1 \), suppose \( \{X_i\}_{i \in \mathbb{N}} \) have finite \( r \)th moment. Then, there exists a constant \( c_p < \infty \) such that

\[
\sum_{k=1}^{n} \int_0^1 [\alpha^{-1}(u) \wedge n]^{p-1} Q_k^p(u) du 
\]

\[
\leq c_p \left( \sum_{i=0}^{n} (i + 1)^{(pr-2r+p)/(r-p)} \alpha(i) \right)^{1-p/r} \sum_{k=1}^{n} (\mathbb{E}|X_k|^r)^{p/r}. \quad (3.3.56)
\]

Let us denote \( k_n = \#\{i \in \mathbb{Z} : \mathbf{P}(A_{1,i}) - \mathbf{P}(A_{2,i}) \neq 0\} \). Then \( k_n = O(n) \) due to assumption (2.1.2). Based on Lemma 3.26 above, let \( Q_k(u) \) be the quantile function of \( |\eta_0(-i) - \mu_0| \).
\[ |P(A_{1,i}) - P(A_{2,j})|, \ i \in \mathbb{Z} \text{ and } m = 6, \text{ we have} \]
\[
\mathbb{E} \left\{ \left[ \mathfrak{s}_n(t,r) - \mathfrak{s}_n(s,q) \right]^{12} \right\} \\
\leq Cn^{-3} \left[ \sum_{i \in \mathbb{Z}} \int_{0}^{1} [\alpha^{-1}(u) \land k_n]Q_i^2(u)du \right]^6 + \sum_{j \in \mathbb{Z}} \int_{0}^{1} [\alpha^{-1}(u) \land k_n]^{11}Q_j^{12}(u)du. 
\]

Let \( p = 2, r = 12 \) in (3.3.56), we can get an upper bound for \( \sum_{i \in \mathbb{Z}} \int_{0}^{1} [\alpha^{-1}(u) \land k_n]Q_i^2(u)du, \)
\[
\sum_{i \in \mathbb{Z}} \int_{0}^{1} [\alpha^{-1}(u) \land k_n]Q_i^2(u)du \\
\leq C \left( \sum_{i=0}^{k_n} \int_{0}^{1} [\alpha^{-1}(u) \land k_n]Q_i^2(u)du \right)^{5/6} \sum_{j \in \mathbb{Z}} \left( \mathbb{E} |\eta_0(-j) - \mu_0|^{12} \right)^{1/6} \left[ P(A_{1,j}) - P(A_{2,j}) \right]^2 \\
\leq C \left( \sum_{i=0}^{k_n} \int_{0}^{1} [\alpha^{-1}(u) \land k_n]Q_i^2(u)du \right)^{5/6} \leq C \sum_{j \in \mathbb{Z}} \left[ P(A_{1,j}) + P(A_{2,j}) \right].
\]

By the same token, let \( p = 12, r = 12 + \varepsilon_0 \) in (3.3.56), we can show that
\[
\sum_{j \in \mathbb{Z}} \int_{0}^{1} [\alpha^{-1}(u) \land k_n]Q_j^{12}(u)du \\
\leq C \left( \sum_{i=0}^{k_n} \int_{0}^{1} [\alpha^{-1}(u) \land k_n]Q_j^{12}(u)du \right)^{5/6} \sum_{j \in \mathbb{Z}} \left[ P(A_{1,j}) + P(A_{2,j}) \right] \\
\leq C \sum_{j \in \mathbb{Z}} \left[ P(A_{1,j}) + P(A_{2,j}) \right].
\]

Hence,
\[
\mathbb{E} \left\{ \left[ \mathfrak{s}_n(t,r) - \mathfrak{s}_n(s,q) \right]^{12} \right\} \\
\leq Cn^{-3} \left\{ \left( \sum_{j \in \mathbb{Z}} \left[ P(A_{1,j}) + P(A_{2,j}) \right] \right)^6 + \sum_{j \in \mathbb{Z}} \left[ P(A_{1,j}) + P(A_{2,j}) \right] \right\} \\
\leq Cn^{-3} \left\{ 1 + \sum_{m \in \mathbb{Z}} \left[ P(A_{1,m}) + P(A_{2,m}) \right] \right\}^6.
\]

The proof of Lemma 3.24 is complete. \( \square \)

Now let us bound the summation \( \sum_{m \in \mathbb{Z}} \left[ P(A_{1,m}) + P(A_{2,m}) \right]. \)
Lemma 3.27. \( \exists C < \infty, s.t. \)
\[
\sum_{m \in \mathbb{Z}} [P(A_{1,m}) + P(A_{2,m})] \leq C \left[ \sqrt{(t-s)n} + |r-q|\sqrt{n} + 1 \right]. \tag{3.3.57}
\]

Proof. Suppose \( t \geq s \). Note that
\[
\sum_{m \in \mathbb{Z}} P(A_{1,m}) = \sum_{m \in \mathbb{Z}} P(X^0_{nt} \geq -[ntb] - [r\sqrt{n}] - m, X^0_{ns} < -[nsb] - [q\sqrt{n}] - m)
\]
\[
= \sum_{m \in \mathbb{Z}} \sum_{\ell > m} P(X^0_{ns} = -[nsb] - [q\sqrt{n}] - \ell) \cdot P(X^0_{nt} \geq [nsb] - [ntb] + [q\sqrt{n}] - [r\sqrt{n}] - m + \ell)
\]
\[
= \sum_{k=\ell-m} \sum_{m \in \mathbb{Z}} P(X^0_{ns} = -[nsb] - [q\sqrt{n}] - k - m) \cdot P(X^0_{nt} \geq [nsb] - [ntb] + [q\sqrt{n}] - [r\sqrt{n}] + k)
\]
\[
= \sum_{k > 0} P(X^0_{nt} - [nsb] \geq [ntb] + [q\sqrt{n}] - [r\sqrt{n}] + k). \tag{3.3.58}
\]
Similarly, one can show that
\[
\sum_{m \in \mathbb{Z}} P(A_{2,m}) = \sum_{k \leq 0} P(X^0_{nt} - [nsb] \geq [ntb] + [q\sqrt{n}] - [r\sqrt{n}] + k). \tag{3.3.59}
\]
Combine (3.3.58) and (3.3.59) together,
\[
\sum_{m \in \mathbb{Z}} [P(A_{1,m}) + P(A_{2,m})]
\]
\[
= \sum_{k > 0} P(X^0_{nt} - [nsb] + [ntb] - [q\sqrt{n}] + [r\sqrt{n}] \geq k)
\]
\[
+ \sum_{k < 0} P(X^0_{nt} - [nsb] + [ntb] - [q\sqrt{n}] + [r\sqrt{n}] \leq k)
\]
\[
= \sum_{k > 0} P\left( |X^0_{nt} - [nsb] + [ntb] - [q\sqrt{n}] + [r\sqrt{n}]| \geq k \right)
\]
\[
\leq E \left| X^0_{nt} - [nsb] + [ntb] - [q\sqrt{n}] + [r\sqrt{n}] \right|
\]
\[
\leq E \left| X^0_{nt} - [nsb] + [ntb] \right| + |r-q|\sqrt{n} + 1
\]
\[
\leq C \left[ \sqrt{(t-s)n} + |r-q|\sqrt{n} + 1 \right].
\]
Combine (3.3.54) and (3.3.57) together, we can get the following bound for the second term in (3.3.50):

$$\left[ \mathbb{E} \left( \left| S_n(t, r) - S_n(s, q) \right|^{12} \right) \right]^{1/12} \leq Cn^{-1/4} \left[ \left( \sqrt{|t - s|} + |r - q| \right) \sqrt{n} + 1 \right]^{1/2}. \tag{3.3.60}$$

For the third term on the right of (3.3.50), from (3.3.40), suppose $t \geq s$,

$$\mathcal{F}_n(t, r) - \mathcal{F}_n(s, q)$$

$$= n^{-1/4} \sum_{k=1}^{\lfloor nt \rfloor} \xi_k(x) \left[ \mathbb{P} \left( X_{\lfloor nt \rfloor - k}^{\lfloor nt \rfloor} + [r \sqrt{n}] = x \right) - \mathbb{P} \left( X_{\lfloor ns \rfloor - k}^{\lfloor ns \rfloor} + [q \sqrt{n}] = x \right) \right]$$

$$+ n^{-1/4} \sum_{k=\lfloor ns \rfloor + 1}^{\lfloor nt \rfloor} \sum_{x \in \mathbb{Z}} \xi_k(x) \mathbb{P} \left( X_{\lfloor nt \rfloor - k}^{\lfloor nt \rfloor} = x \right).$$

From (3.3.55),

$$\mathbb{E} \left\{ \left[ \mathcal{F}_n(t, r) - \mathcal{F}_n(s, q) \right]^{12} \right\}$$

$$\leq Cn^{-3} \left\{ 1 + \sum_{k=1}^{\lfloor ns \rfloor} \sum_{x \in \mathbb{Z}} \left[ \mathbb{P} \left( X_{\lfloor nt \rfloor - k}^{\lfloor nt \rfloor} + [r \sqrt{n}] = x \right) - \mathbb{P} \left( X_{\lfloor ns \rfloor - k}^{\lfloor ns \rfloor} + [q \sqrt{n}] = x \right) \right]^2$$

$$+ n^{-1/4} \sum_{k=\lfloor ns \rfloor + 1}^{\lfloor nt \rfloor} \sum_{x \in \mathbb{Z}} \mathbb{P} \left( X_{\lfloor nt \rfloor - k}^{\lfloor nt \rfloor} = x \right)^2 \right)^6. \tag{3.3.61}$$

For the two summations on the right of (3.3.61),

$$\sum_{k=1}^{\lfloor ns \rfloor} \sum_{x \in \mathbb{Z}} \left[ \mathbb{P} \left( X_{\lfloor nt \rfloor - k}^{\lfloor nt \rfloor} + [r \sqrt{n}] = x \right) - \mathbb{P} \left( X_{\lfloor ns \rfloor - k}^{\lfloor ns \rfloor} + [q \sqrt{n}] = x \right) \right]^2$$

$$= \sum_{k=1}^{\lfloor nt \rfloor} \mathbb{P} \left( X_{\lfloor nt \rfloor - k}^{\lfloor nt \rfloor} + [r \sqrt{n}] - X_{\lfloor ns \rfloor - k}^{\lfloor ns \rfloor} + [q \sqrt{n}] = 0 \right) + \sum_{k=1}^{\lfloor ns \rfloor} \mathbb{P} \left( X_{\lfloor ns \rfloor - k}^{\lfloor ns \rfloor} - X_{\lfloor ns \rfloor - k}^{\lfloor ns \rfloor} + [q \sqrt{n}] = 0 \right)$$

$$- 2 \sum_{k=1}^{\lfloor ns \rfloor} \mathbb{P} \left( X_{\lfloor nt \rfloor - k}^{\lfloor nt \rfloor} - X_{\lfloor ns \rfloor - k}^{\lfloor ns \rfloor} + [q \sqrt{n}] = 0 \right)$$

$$= \sum_{k=0}^{\lfloor nt \rfloor - 1} q^k(0, 0) + \sum_{k=0}^{\lfloor ns \rfloor - 1} q^k(0, 0) - 2 \mathbb{E} \left\{ \sum_{k=0}^{\lfloor ns \rfloor - 1} q^k \left( X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor nt \rfloor} - X_{\lfloor ns \rfloor - \lfloor ns \rfloor}^{\lfloor ns \rfloor} + [q \sqrt{n}], 0 \right) \right\}$$
\[
\sum_{k=\lfloor ns \rfloor}^{\lfloor nt \rfloor - 1} q^k(0, 0) + 2E \left\{ \sum_{k=0}^{\lfloor ns \rfloor - 1} q^k(0, 0) - q^k \left( X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor nt \rfloor + \lfloor r \sqrt{n} \rfloor} - \lfloor ns \rfloor - \lfloor q \sqrt{n} \rfloor, 0 \right) \right\}.
\]

From (3.2.10), the first term in (3.3.62) can be bounded by
\[
\sum_{k=\lfloor ns \rfloor}^{\lfloor nt \rfloor - 1} q^k(0, 0) \leq C \sum_{k=1}^{\lfloor nt \rfloor - \lfloor ns \rfloor} \frac{C}{\sqrt{k}} \leq C \left[ 1 + \sqrt{(t-s)n} \right].
\]

By inequality (3.2.7), the second term in (3.3.62) is bounded by
\[
E \left\{ \sum_{k=0}^{\lfloor ns \rfloor - 1} q^k(0, 0) - q^k \left( X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor nt \rfloor + \lfloor r \sqrt{n} \rfloor} - \lfloor ns \rfloor - \lfloor q \sqrt{n} \rfloor, 0 \right) \right\}
\leq E \left[ a \left( X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor nt \rfloor + \lfloor r \sqrt{n} \rfloor} - \lfloor ns \rfloor - \lfloor q \sqrt{n} \rfloor \right) \right] \leq C E \left| X_{\lfloor nt \rfloor - \lfloor ns \rfloor}^{\lfloor nt \rfloor + \lfloor r \sqrt{n} \rfloor} - \lfloor ns \rfloor - \lfloor q \sqrt{n} \rfloor \right|
\leq C \left( (\sqrt{|t-s|} + |r-q|) \sqrt{n} + 1 \right),
\]
where \( a(x) \) is defined in (2.2.7) and the second inequality is due to (A.0.1).

Combine (3.3.63) and (3.3.64), we can get a bound for (3.3.62). And therefore the third term on the right of (3.3.50) can be bounded by
\[
[\mathbb{E} \left| T_n(t,r) - T_n(s,q) \right|^{12}]^{1/12} \leq C n^{-1/4} \left[ (\sqrt{|t-s|} + |r-q|) \sqrt{n} + 1 \right]^{1/2}.
\]

As a conclusion from (3.3.51), (3.3.60) and (3.3.65), there exists constant \( C < \infty \) such that
\[
\mathbb{E} \left| T_n(t,r) - T_n(s,q) \right|^{12} \leq C n^{-3} \left( \sqrt{|t-s|} + |r-q| \right)^6 \sqrt{n} + 1 \leq C \left( |t-s|^3 + |r-q|^6 + n^{-3} \right).
\]

This bound has exactly the same form as the one found in Kumar (2008).

Since \( t, s, r, q \in [0, 1] \) are bounded and \( 2 < \kappa < 3 \), we can further bound (3.3.66) by
\[
\mathbb{E} \left| T_n(t,r) - T_n(s,q) \right|^{12} \leq C \left( |t-s|^{\kappa} + |r-q|^{\kappa} + n^{-3} \right).
\]

Note that \( \delta_n^\kappa = n^{-\gamma \kappa} \geq n^{-3} \) and \( |(t,r) - (s,q)| > \delta_n \), we can get
\[
\mathbb{E} \left| T_n(t,r) - T_n(s,q) \right|^{12} \leq C \left( |t-s|^{\kappa} + |r-q|^{\kappa} \right),
\]
which proves Lemma 3.23. 
\[\square\]
The second tightness condition can be verified as following.

**Lemma 3.28.** Under the settings in Lemma 3.23, for any fixed $1 < \gamma < 3/2$ and $\epsilon > 0$,

$$\lim_{n \to \infty} \mathbb{P} \left( \sup_{(t,r),(s,q) \in [0,1]^2, \| (t,r) - (s,q) \| < n^{-\gamma}} |\overline{H}_n(t, r) - \overline{H}_n(s, q)| > \epsilon \right) = 0.$$

**Proof.** Let us define the interval $I(k) := [(k - 1)n^{-\gamma}, (k + 1)n^{-\gamma}] \cap [0, 1]$. For all fixed $\epsilon > 0$,

$$\mathbb{P} \left( \sup_{(t,r),(s,q) \in [0,1]^2, \| (t,r) - (s,q) \| < n^{-\gamma}} |\overline{H}_n(t, r) - \overline{H}_n(s, q)| > \epsilon \right)$$

$$\leq \mathbb{P} \left( \bigcup_{k_1=1}^{[n\gamma]} \bigcup_{k_2=1}^{[n\gamma]} \left\{ \sup_{t \in I(k_1), r \in I(k_2)} |\overline{H}_n(t, r) - \overline{H}_n(k_1n^{-\gamma}, k_2n^{-\gamma})| \geq \frac{\epsilon}{2} \right\} \right)$$

$$\leq \sum_{k_1=1}^{[n\gamma]} \sum_{k_2=1}^{[n\gamma]} \mathbb{P} \left( \sup_{t \in I(k_1), r \in I(k_2)} |\overline{H}_n(t, r) - \overline{H}_n(k_1n^{-\gamma}, k_2n^{-\gamma})| \geq \frac{\epsilon}{2} \right). \quad (3.3.69)$$

Similar as before, we can break $\overline{H}_n(\cdot, \cdot)$ into three parts. Since

$$|\overline{H}_n(t, r) - \overline{H}_n(k_1n^{-\gamma}, k_2n^{-\gamma})|$$

$$\leq |\mu_0\overline{H}_n(t, r) - \mu_0\overline{H}_n(k_1n^{-\gamma}, k_2n^{-\gamma})| + |\overline{S}_n(t, r) - \overline{S}_n(k_1n^{-\gamma}, k_2n^{-\gamma})|$$

$$+ |\overline{T}_n(t, r) - \overline{T}_n(k_1n^{-\gamma}, k_2n^{-\gamma})|,$$

one can further bound (3.3.69) by three terms.

$$\mathbb{P} \left( \sup_{(t,r),(s,q) \in [0,1]^2, \| (t,r) - (s,q) \| < n^{-\gamma}} |\overline{H}_n(t, r) - \overline{H}_n(s, q)| > \epsilon \right)$$

$$\leq \sum_{k_1=1}^{[n\gamma]} \sum_{k_2=1}^{[n\gamma]} \mathbb{P} \left( \sup_{t \in I(k_1), r \in I(k_2)} |\mu_0\overline{H}_n(t, r) - \mu_0\overline{H}_n(k_1n^{-\gamma}, k_2n^{-\gamma})| \geq \frac{\epsilon}{6} \right) \quad (3.3.70)$$

$$+ \sum_{k_1=1}^{[n\gamma]} \sum_{k_2=1}^{[n\gamma]} \mathbb{P} \left( \sup_{t \in I(k_1), r \in I(k_2)} |\overline{S}_n(t, r) - \overline{S}_n(k_1n^{-\gamma}, k_2n^{-\gamma})| \geq \frac{\epsilon}{6} \right) \quad (3.3.71)$$

$$+ \sum_{k_1=1}^{[n\gamma]} \sum_{k_2=1}^{[n\gamma]} \mathbb{P} \left( \sup_{t \in I(k_1), r \in I(k_2)} |\overline{T}_n(t, r) - \overline{T}_n(k_1n^{-\gamma}, k_2n^{-\gamma})| \geq \frac{\epsilon}{6} \right). \quad (3.3.72)$$
For the first term (3.3.70), we have observed that \( \overline{P}_n(t, r) \) can be uniformly bounded by \( Cn^{-1/4} \). Thus, for large enough \( n \),
\[
\mathbb{P} \left( \sup_{t \in I(k_1), r \in I(k_2)} |\mu_0 \overline{P}_n(t, r) - \mu_0 \overline{P}_n(k_1n^{-\gamma}, k_2n^{-\gamma})| \geq \frac{\epsilon}{6} \right) = 0.
\]
As a result, the summation in (3.3.70) vanishes as \( n \to \infty \).

For the second term (3.3.71) and third term (3.3.72), recall from (3.3.53),
\[
\overline{S}_n(t, r) - \overline{S}_n(k_1n^{-\gamma}, k_2n^{-\gamma})
= n^{-1/4} \sum_{i \in \mathbb{Z}} (\eta_0(-i) - \mu_0) \left[ \mathbb{P} \left( A_{1,i}(t, r, k_1n^{-\gamma}, k_2n^{-\gamma}) \right) - \mathbb{P} \left( A_{2,i}(t, r, k_1n^{-\gamma}, k_2n^{-\gamma}) \right) \right],
\]
where
\[
A_{1,i}(t, r, s, q) = \left\{ X^i_{[nt]} \geq -[ntb] - [r\sqrt{n}], X^i_{[ns]} < -[nsb] - [q\sqrt{n}] \right\},
A_{2,i}(t, r, s, q) = \left\{ X^i_{[nt]} < -[ntb] - [r\sqrt{n}], X^i_{[ns]} \geq -[nsb] - [q\sqrt{n}] \right\}.
\]
And
\[
\overline{F}_n(t, r) - \overline{F}_n(k_1n^{-\gamma}, k_2n^{-\gamma}) = n^{-1/4} \sum_{k=1}^{[nt]} \sum_{x \in \mathbb{Z}} \xi_k(x) \mathbb{P} \left( X^i_{[nt]} + |n1^{-\gamma}| = x \right)
- n^{-1/4} \sum_{k=1}^{[k_1n^{1-\gamma}]} \sum_{x \in \mathbb{Z}} \xi_k(x) \mathbb{P} \left( X^i_{[k_1n^{1-\gamma}]} + |k_2n^{1/2-\gamma}| = x \right).
\]
Note that for large enough \( n \), and any \( t \in I(k_1), r \in I(k_2) \),
\[
|nt - k_1n^{1-\gamma}| = n|t - k_1n^{-\gamma}| \leq n^{1-\gamma} < 1/2,
|ntb - k_1n^{1-\gamma}b| = n|b| \cdot |t - k_1n^{-\gamma}| \leq |b|n^{1-\gamma} < 1/2,
|r\sqrt{n} - k_2n^{1/2-\gamma}| = n^{1/2}|r - k_2n^{-\gamma}| \leq n^{1/2-\gamma} < 1/2.
\]
This means that for \( t \in I(k_1) \) and \( r \in I(k_2) \), each one of \([nt], [ntb] \) and \([r\sqrt{n}] \) can only have at most one jump. For example, \([nt] \) can only jump from \([k_1n^{1-\gamma}] - 1 \) to \([k_1n^{1-\gamma}] \) or from \([k_1n^{1-\gamma}] \) to \([k_1n^{1-\gamma}] + 1 \). As a result, \( \overline{S}_n(t, r) \) and \( \overline{F}_n(t, r) \) can only have at most 8 values on \( I(k_1) \times I(k_2) \).
Suppose that \( S_n(t, r) \) has exactly \( m_0 \leq 8 \) values on the interval \( I(k_1) \times I(k_2) \). Let us pick one point from each value of \( S_n(t, r) \) on \( I(k_1) \times I(k_2) \) and denote them by \( (t_i, r_i) \), \( i = 1, \ldots, m_0 \). Then,

\[
\mathbb{P} \left( \sup_{t \in I(k_1), r \in I(k_2)} |S_n(t, r) - S_n(k_1 n^{-\gamma}, k_2 n^{-\gamma})| \geq \frac{\varepsilon}{6} \right)
\]

\[
\leq \sum_{i=1}^{m_0} \mathbb{P} \left( |S_n(t_i, r_i) - S_n(k_1 n^{-\gamma}, k_2 n^{-\gamma})| \geq \frac{\varepsilon}{6} \right) \leq C \sum_{i=1}^{m_0} \frac{\mathbb{E}[|S_n(t_i, r_i) - S_n(k_1 n^{-\gamma}, k_2 n^{-\gamma})|]}{n^3}
\]

\[
\leq C \sum_{i=1}^{m_0} \left( \frac{\sqrt{|t_i - k_1 n^{-\gamma}|} + |r_i - k_2 n^{-\gamma}|}{n^3} \right) \leq C \left[ \frac{(n^{-\gamma/2} + n^{-\gamma}) \sqrt{n} + 1}{n^3} \right]^6 \leq C n^{-3}.
\]

where the second inequality is from Markov inequality, and the third inequality comes from (3.3.60).

Therefore, for any \( 1 < \gamma < 3/2 \), we have

\[
\sum_{k_1=1}^{[n^{\gamma}]} \sum_{k_2=1}^{[n^{\gamma}]} \mathbb{P} \left( \sup_{t \in I(k_1), r \in I(k_2)} |S_n(t, r) - S_n(k_1 n^{-\gamma}, k_2 n^{-\gamma})| \geq \frac{\varepsilon}{6} \right)
\]

\[
\leq C \sum_{k_1=1}^{[n^{\gamma}]} \sum_{k_2=1}^{[n^{\gamma}]} n^{-3} \leq C n^{2\gamma - 3} \to 0, \quad \text{as } n \to \infty.
\]

From inequality (3.3.65), one can use the same method to show that

\[
\sum_{k_1=1}^{[n^{\gamma}]} \sum_{k_2=1}^{[n^{\gamma}]} \mathbb{P} \left( \sup_{t \in I(k_1), r \in I(k_2)} |F_n(t, r) - F_n(k_1 n^{-\gamma}, k_2 n^{-\gamma})| \geq \frac{\varepsilon}{6} \right) \leq C n^{2\gamma - 3} \to 0, \quad \text{as } n \to \infty.
\]

In sum, we have proved that (3.3.70), (3.3.71) and (3.3.72) will vanish when \( n \) goes to \( \infty \), and hence Lemma 3.28 has been proved.

The proof for Theorem 2.18 is complete.
Appendix A

Potential Kernel

Let $q(x, y)$ be the transition kernel defined in (2.1.7). For the following, we assume (2.1.2) and (2.1.13). P28.8 in Spitzer (1976) shows that the potential kernel

$$a(x) = \sum_{k=0}^{\infty} [q^k(0, 0) - q^k(x, 0)]$$

is well-defined for every $x \in \mathbb{Z}$. And it has the following properties.

**Lemma A.1.** The potential kernel $a(x)$ is an even function with order $|x|$ as $x \to \infty$. To be specific,

$$\lim_{x \to +\infty} \frac{a(x)}{x} = \frac{1}{2\sigma_1^2}.$$  \hspace{1cm} (A.0.1)

**Proof.** See P28.4 in Spitzer (1976) (page 345, Chapter VII).

**Lemma A.2.** For $k \in \mathbb{Z}$, we have

$$\lim_{x \to +\infty} [a(x + k) - a(x)] = \frac{k}{2\sigma_1^2};$$  \hspace{1cm} (A.0.2)

$$\lim_{x \to -\infty} [a(x + k) - a(x)] = -\frac{k}{2\sigma_1^2}.$$  \hspace{1cm} (A.0.3)

**Proof.** See P29.2 in Spitzer (1976) (page 354, Chapter VII).

**Lemma A.3.** The potential kernel $a(x)$ satisfies the following equations:

(a) \hspace{1cm} \sum_{j \in \mathbb{Z}} q(i, j)a(k - j) = a(k - i) + 1\{i = k\}, \quad i, k \in \mathbb{Z}, \hspace{1cm} (A.0.4)
(b) \[ a(x - 1) + a(x + 1) - 2a(x) = \frac{1}{\pi} \int_{-\pi}^{\pi} \frac{1 - \cos(\theta)}{1 - \phi_Y(\theta)} e^{ix\theta} d\theta, \quad x \in \mathbb{Z}, \quad (A.0.5) \]

where \( \phi_Y(\theta) = \sum_{x \in \mathbb{Z}} q(0, x)e^{ix\theta}. \)

(c) There exist positive constant \( A, c < \infty \) such that for all \( x \in \mathbb{Z}, \)
\[ |a(x - 1) + a(x + 1) - 2a(x)| \leq Ae^{-c|x|}. \quad (A.0.6) \]

Remark A.4. Note that we can also write (A.0.5) in terms of the characteristic function of transition \( p. \) Let us denote \( \phi_X(\theta) = \sum_{x \in \mathbb{Z}} p(0, x)e^{ix\theta}. \) Then
\[ a(x - 1) + a(x + 1) - 2a(x) = \frac{1}{\pi} \int_{-\pi}^{\pi} \frac{1 - \cos(\theta)}{1 - |\phi_X(\theta)|^2} e^{ix\theta} d\theta, \quad x \in \mathbb{Z}. \quad (A.0.7) \]

Proof. For the first equation, see T28.1 in Spitzer (1976) (page 352, Chapter VII).

The second equation is a simple application of the inversion formula. The detail can be found in the proof of P29.5 in Spitzer (1976) (page 355, Chapter VII).

For the third part, let \( h(\theta) = \frac{1 - \cos(\theta)}{1 - \phi_Y(\theta)}, \theta \in [-\pi, \pi]. \) From (A.0.5), we can see that \( h \) is a real function. Also, \( h \) is a periodic function with period \( 2\pi. \) We will show that \( h \) is indeed analytic.

Let us naturally extend the function \( h \) to the complex plane, i.e.
\[ h(z) = \frac{1 - \cos(z)}{1 - \phi_Y(z)}, \quad z \in \mathbb{C}. \]

Since \( 1 - \cos(z) \) and \( 1 - \phi_Y(z) \) are entire functions (analytic over the whole complex plane), \( h(z) \) is meromorphic on the whole complex plane and point \( z = 0 \) is its pole.

Also note that \( q \) has span 1, thus we can show that for \( \theta \in [-\pi, \pi], \phi_Y(\theta) = 1 \) if and only if \( \theta = 0 \) (see Lemma B.4 in the Appendix).

Therefore, \( h(z) \) is analytic on \( [-\pi, \pi] \setminus \{0\} \), and hence we only need to show that \( z = 0 \) is a removable singularity.
Note that $1 - \cos(z)$ and $1 - \phi_Y(z)$ have the following Taylor expansion:

$$1 - \cos(z) = \frac{1}{2}z^2 + \sum_{k=2}^{\infty} \frac{(-1)^{k+1}}{(2k)!} z^{2k}, \quad z \in \mathbb{C}.$$  

$$1 - \phi_Y(z) = \sigma_1^2 z^2 + \sum_{k=2}^{\infty} \frac{(-1)^{k+1} m_{2k}}{(2k)!} z^{2k}, \quad z \in \mathbb{C}.$$  

where $m_k = \sum_{x \in \mathbb{Z}} x^k q(0, x)$ (note that $m_{2k-1} = 0$ since $q$ is symmetric).

Thus, we have the following limit,

$$\lim_{z \to 0} h(z) = \lim_{z \to 0} \frac{1 - \cos(z)}{1 - \phi_Y(z)} = \lim_{z \to 0} \frac{\frac{1}{2}z^2 + \sum_{k=2}^{\infty} \frac{(-1)^{k+1}}{(2k)!} z^{2k}}{\sigma_1^2 z^2 + \sum_{k=2}^{\infty} \frac{(-1)^{k+1} m_{2k}}{(2k)!} z^{2k}} = \frac{1}{2\sigma_1^2}.$$  

Therefore, $h(z)$ is analytic. And by (A.0.5), we can think of $a(x - 1) + a(x + 1) - 2a(x)$ as the $x$th Fourier coefficient of $h$. From results in Fourier Analysis (see Proposition 1.2.20 in Pinsky (2009)), we conclude that the decay of $a(x - 1) + a(x + 1) - 2a(x)$ is exponentially fast.

Thus, the proof for Lemma A.3 is complete.

**Lemma A.5.** The series $\sum_{j \in \mathbb{Z}} [a(j - 1) + a(j + 1) - 2a(j)]$ is absolutely convergent and

$$\sum_{j \in \mathbb{Z}} [a(j - 1) + a(j + 1) - 2a(j)] = \frac{1}{\sigma_1^2}. \quad (A.0.8)$$

**Proof.** The first part is a direct result from (A.0.6).

For the second part, for any fixed $M, N > 0$,

$$\sum_{j=-M}^{N} [a(j - 1) + a(j + 1) - 2a(j)] = a(N + 1) - a(N) + a(-M - 1) - a(-M).$$

Let $M, N \to \infty$, and by (A.0.2) and (A.0.3), we have

$$\sum_{j \in \mathbb{Z}} [a(j - 1) + a(j + 1) - 2a(j)] = \lim_{N \to \infty} [a(N + 1) - a(N)] + \lim_{M \to \infty} [a(-M - 1) - a(-M)]$$

$$= \frac{1}{2\sigma_1^2} + \frac{1}{2\sigma_1^2} = \frac{1}{\sigma_1^2}.$$  

\qed
Appendix B

Local Central Limit Theorem

For the following, let us consider a transition probability \( p(x, y) \) for a discrete-time random walk \( \{X_t\}_{t \in \mathbb{Z}^+} \) on \( \mathbb{Z} \). Throughout this section, we assume \( p \) to be translate invariant, has finite range and span 1, i.e.

\[
p(0, x) = p(y, x + y), \quad \forall x, y \in \mathbb{Z}, \quad (B.0.1)
\]

\[
\# \text{supp}(p) < \infty, \quad (B.0.2)
\]

\[
\max\{k \in \mathbb{Z}^+ : \exists \ell \in \mathbb{Z}, \ s.t. \ \text{supp}(p) \subset \ell + k\mathbb{Z}\} = 1, \quad (B.0.3)
\]

where \( \text{supp}(p) = \{x \in \mathbb{Z} : p(0, x) > 0\} \).

For convenience, we denote \( p(x) = p(0, x) \). We also denote the mean and variance by

\[
\mu_1 = \sum_{x \in \mathbb{Z}} x p(x), \quad \sigma_1^2 = \sum_{x \in \mathbb{Z}} (x - \mu_1)^2 p(x).
\]

The following Local Central Limit theorem generalizes Theorem 2.3.5 in Lawler and Limic (2010) to the case \( \mu_1 \neq 0 \).

**Theorem B.1. (Local Central Limit Theorem)** Assume (B.0.1), (B.0.2) and (B.0.3). There exists a constant \( C < \infty \), such that

\[
|p^t(x) - \varphi^t(x)| \leq \frac{C}{t}, \quad \forall x \in \mathbb{Z}, t \in \mathbb{Z}^+. \quad (B.0.4)
\]

where

\[
\varphi^t(x) = \frac{1}{\sqrt{2\pi \sigma_1^2 t}} \exp \left\{ -\frac{(x - t\mu_1)^2}{2t\sigma_1^2} \right\}. \quad (B.0.5)
\]
As applications to Theorem B.1, we list two corollaries. The first corollary is an generalization of Theorem 2.3.6 in Lawler and Limic (2010). The second corollary is stated in Lemma 4.2 in Seppäläinen (2010).

Corollary B.2. Assume (B.0.1), (B.0.2) and (B.0.3). Let \( \nabla \) denote the differences in the \( x \) variable,

\[
\nabla p^t(x) = p^t(x + 1) - p^t(x), \quad \nabla \varphi^t(x) = \varphi^t(x + 1) - \varphi^t(x).
\]

There exists a constant \( C < \infty \), such that

\[
|\nabla p^t(x) - \nabla \varphi^t(x)| \leq \frac{C}{t^{3/2}}, \quad \forall x \in \mathbb{Z}, t \in \mathbb{Z}^+.
\]  

(B.0.6)

Corollary B.3. For a mean 0, span 1 random walk \( S_n \) on \( \mathbb{Z} \) with finite variance \( \sigma^2 \), \( a \in \mathbb{R} \) and points \( a_n \in \mathbb{Z} \) s.t.

\[
\lim_{n \to \infty} a_n / \sqrt{n} = a,
\]

then

\[
\lim_{n \to \infty} \frac{1}{\sqrt{n}} \sum_{k=0}^{\lfloor nt \rfloor - 1} \mathbb{P}(S_k = a_n) = \frac{1}{\sigma^2} \int_0^{\sigma t} \frac{1}{\sqrt{2\pi v}} \exp\left\{-\frac{a^2}{2v}\right\} dv.
\]  

(B.0.7)

Proof of Theorem B.1. The characteristic function of the transition \( p \) is \( \phi(\theta) = \sum_{k \in \mathbb{Z}} p(k) e^{ik\theta} \). Since \( p \) has finite range, \( \phi(\theta) \) is the sum of finitely many exponential functions and hence, analytic. We can also define a “normalized” characteristic function \( \tilde{\phi}(\theta) = \phi(\theta) e^{-i\theta \mu_1} = \sum_{k \in \mathbb{Z}} D(k) e^{i(k-\mu_1)\theta} \), which is also analytic.

Let us first provide a lemma which gives bounds for the characteristic function \( \tilde{\phi}(\theta) \).

Lemma B.4. Under the assumptions in Theorem B.1,

(a) For every fixed \( \epsilon > 0 \),

\[
\sup\{ |\tilde{\phi}(\theta)| : \theta \in [-\pi, \pi], |\theta| \geq \epsilon \} < 1.
\]  

(B.0.8)

(b) There is a constant \( b > 0 \) such that

\[
|\tilde{\phi}(\theta)| \leq 1 - b\theta^2, \quad \forall \theta \in [-\pi, \pi].
\]  

(B.0.9)

In particular, for \( r > 0 \),

\[
|\tilde{\phi}(\theta)|^r \leq [1 - b\theta^2]^r \leq \exp\{-br\theta^2\}, \quad \forall \theta \in [-\pi, \pi].
\]  

(B.0.10)
Proof. For part (a), since $|\bar{\phi}(\theta)| = |\phi(\theta)|$, and by continuity and compactness, we only need to show that $|\phi(\theta)| < 1$ for any $\theta \in [-\pi, \pi) \setminus \{0\}$, which is proved by Theorem 3.5.1 in Durrett (2010).

For part (b), note that $\bar{\phi}(\theta)$ has the following Taylor expansion:

$$\bar{\phi}(\theta) = 1 - \frac{\sigma_1^2 \theta^2}{2} + \bar{h}(\theta), \quad (B.0.11)$$

where $\bar{h}(\theta) = O(|\theta|^3)$ as $\theta \to 0$.

We can pick an $\epsilon_1 > 0$ such that for all $|\theta| < \epsilon_1$, $|\bar{h}(\theta)| \leq \frac{\sigma_1^2 \theta^2}{4}$. Let $\epsilon_0 = \epsilon_1 \wedge \frac{\sqrt{2}}{\sigma_1}$. Then, for $\forall |\theta| < \epsilon_0$,

$$|\bar{\phi}(\theta)| \leq |1 - \frac{\sigma_1^2 \theta^2}{2}| + |\bar{h}(\theta)| \leq 1 - \frac{\sigma_1^2 \theta^2}{2} + \frac{\sigma_1^2 \theta^2}{4} = 1 - \frac{\sigma_1^2 \theta^2}{4}.$$

For every $\pi \geq |\theta| \geq \epsilon_0$, by the result in part (a), let $1 - a = \sup\{|\bar{\phi}(\theta)| : \theta \in [-\pi, \pi], |\theta| \geq \epsilon_0\} < 1$. Then $0 < a \leq 1$ and

$$|\bar{\phi}(\theta)| \leq 1 - a \leq 1 - \frac{a}{\pi^2} \theta^2.$$

Let $b = \frac{\sigma_1^2}{4} \wedge \frac{a}{\pi^2}$ and we are done. \qed

Next, let us give an approximation to $\left[\bar{\phi}(\sqrt{t})\right]^t$.

Lemma B.5. Assume the assumptions in Theorem B.1, there exist $\epsilon > 0$ and $c < \infty$ such that for all positive integers $t$ and all $|\theta| < \epsilon \sqrt{t}$,

(a) We define $\bar{g}(\theta, t)$ and $\bar{F}_t(\theta)$ as following:

$$\left[\bar{\phi}(\frac{\theta}{\sqrt{t}})\right]^t = \exp\left\{-\frac{\sigma_1^2 \theta^2}{2} + \bar{g}(\theta, t)\right\} = \left[1 + \bar{F}_t(\theta)\right] \exp\left\{-\frac{\sigma_1^2 \theta^2}{2}\right\}. \quad (B.0.12)$$

(b) $|\bar{g}(\theta, t)| \leq \left(\frac{\sigma_1^2 \theta^2}{4}\right) \wedge \left(\frac{c|\theta|^3}{t^{1/2}}\right). \quad (B.0.13)$

(c) $|\bar{F}_t(\theta)| \leq \exp\left\{\frac{\sigma_1^2 \theta^2}{4}\right\} + 1. \quad (B.0.14)$
Proof. For part (a), by the continuity of $\tilde{\phi}$, there exists $\delta > 0$ such that $|\tilde{\phi}(\theta) - 1| \leq \frac{1}{2}$, for all $|\theta| \leq \delta$. And thus, $\tilde{g}(\theta, t)$ and $\tilde{F}_t(\theta)$ are well-defined if the inequality $|\theta| < \delta \sqrt{t}$ holds.

For part (b), from (B.0.11) and Taylor expansion, we get

$$
\log \tilde{\phi}(\theta) = \log \left( 1 - \frac{1}{2} \sigma_1^2 \theta^2 - \tilde{h}(\theta) \right)
$$

$$
= -\frac{1}{2} \sigma_1^2 \theta^2 + \tilde{h}(\theta) - \frac{1}{2} \sigma_1^2 \theta^2 - \tilde{h}(\theta) + O(|\theta|^6)
$$

$$
= -\frac{1}{2} \sigma_1^2 \theta^2 + \tilde{h}(\theta) - \frac{1}{8} \sigma_1^4 \theta^4 + O(|\theta|^5).
$$

Hence,

$$
t \log \left( \frac{\theta}{\sqrt{t}} \right) = \frac{1}{2} \sigma_1^2 \theta^2 + t \cdot \tilde{h} \left( \frac{\theta}{\sqrt{t}} \right) - \frac{\sigma_1^4 \theta^4}{8t} + t \cdot O \left( \frac{|\theta|^5}{t^{5/2}} \right),
$$

Compare it with $t \log \left( \frac{\theta}{\sqrt{t}} \right) = -\frac{\sigma_1^2 \theta^2}{2} + \tilde{g}(\theta, t)$, we can get an estimate for $\tilde{g}(\theta, t)$,

$$
\tilde{g}(\theta, t) = t \cdot \tilde{h} \left( \frac{\theta}{\sqrt{t}} \right) - \frac{\sigma_1^4 \theta^4}{8t} + t \cdot O \left( \frac{|\theta|^5}{t^{5/2}} \right) = t \cdot \tilde{h} \left( \frac{\theta}{\sqrt{t}} \right) + t \cdot O \left( \frac{|\theta|^4}{t^2} \right) = t \cdot o \left( \frac{|\theta|^2}{t} \right).
$$

Thus, there exists $0 < \epsilon_1 < \delta$, such that for all $t > 0$ and all $|\theta| < \epsilon_1 \sqrt{t}$,

$$
|\tilde{g}(\theta, t)| \leq \frac{1}{4} \sigma_1^2 t \cdot \frac{\theta^2}{t} = \frac{1}{4} \sigma_1^2 \theta^2. \tag{B.0.15}
$$

Moreover, since $\tilde{h} \left( \frac{\theta}{\sqrt{t}} \right) = O \left( \frac{|\theta|^3}{t^{3/2}} \right)$, $\tilde{g}(\theta, t) = t \cdot O \left( \frac{|\theta|^3}{t^{3/2}} \right)$. We can find $0 < \epsilon_2 < \delta$ and $0 < c < \infty$, such that for all positive integer $t$ and all $|\theta| < \epsilon_2 \sqrt{t}$,

$$
|\tilde{g}(\theta, t)| \leq ct \cdot \frac{|\theta|^3}{t^{3/2}} = \frac{c|\theta|^3}{t^{1/2}}. \tag{B.0.16}
$$

Take $\epsilon = \epsilon_1 \land \epsilon_2$, (B.0.13) is achieved.

Part (c) is a straightforward result from part (b) by using the fact that $|e^z| \leq e^{|z|}$.

The next lemma studies the error term of the normal approximation for the multi-step transition probability $p^t(x)$.

**Lemma B.6.** Assume the assumptions in Theorem B.1. Let us define $b_t(x, r)$ by the equation

$$
p^t(x) = \bar{\varphi}^t(x) + b_t(x, r) + \frac{1}{2\pi \sqrt{t}} \int_{|s| \leq r} e^{-\frac{|s|^2}{2t}} e^{\sqrt{t} \alpha \tilde{\varphi}^t(s)} e^{-\frac{\sigma_1^2 s^2}{2}} \tilde{F}_t(s) ds, \tag{B.0.17}
$$

where \( \varphi^t(x) = \frac{1}{\sqrt{2\pi \sigma^2 t}} \exp \left\{ -\frac{(x-\mu)^2}{2\sigma^2 t} \right\} \). Then, there exist \( \epsilon > 0 \), \( 0 < c < \infty \) and \( \zeta > 0 \) such that

\[
|b_t(x, r)| \leq ct^{-1/2}e^{-\zeta r^2}, \quad \forall 0 \leq r \leq \epsilon \sqrt{t}.
\]

(B.0.18)

**Proof.** We set \( \epsilon \) to be the same as in Lemma B.5.

By the inversion formula,

\[
p^t(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ \phi(\theta) \right]^t e^{-ix\theta} d\theta = \frac{1}{2\pi \sqrt{t}} \int_{-\sqrt{t}\pi}^{\sqrt{t}\pi} \left[ \phi \left( \frac{s}{\sqrt{t}} \right) \right]^t e^{i\sqrt{t}\mu_1 s} e^{-\frac{s^2}{2\sigma^2}} ds
\]

(B.0.19)

From (B.0.8), there exists \( \beta_1 > 0 \) such that

\[
|\tilde{\phi}(\theta)| \leq e^{-\beta_1 \theta}, \quad \pi \geq |\theta| \geq \epsilon.
\]

Let us split the integral (B.0.19) into two parts:

\[
p^t(x) = \frac{1}{2\pi \sqrt{t}} \int_{\epsilon \sqrt{t}|s| \leq \pi \sqrt{t}} \left[ \tilde{\phi} \left( \frac{s}{\sqrt{t}} \right) \right]^t e^{i\sqrt{t}\mu_1 s} e^{-\frac{s^2}{2\sigma^2}} ds + \frac{1}{2\pi \sqrt{t}} \int_{|s| < \epsilon \sqrt{t}} \left[ \tilde{\phi} \left( \frac{s}{\sqrt{t}} \right) \right]^t e^{i\sqrt{t}\mu_1 s} e^{-\frac{s^2}{2\sigma^2}} ds.
\]

Note that the first integral in the above equation has the following bound.

\[
\left| \frac{1}{2\pi \sqrt{t}} \int_{\epsilon \sqrt{t}|s| \leq \pi \sqrt{t}} \left[ \tilde{\phi} \left( \frac{s}{\sqrt{t}} \right) \right]^t e^{i\sqrt{t}\mu_1 s} e^{-\frac{s^2}{2\sigma^2}} ds \right| \leq \frac{1}{2\pi \sqrt{t}} \int_{\epsilon \sqrt{t}|s| \leq \pi \sqrt{t}} \left| \tilde{\phi} \left( \frac{s}{\sqrt{t}} \right) \right|^t ds \\
\leq \frac{1}{2\pi \sqrt{t}} \int_{\epsilon \sqrt{t}|s| \leq \pi \sqrt{t}} \left| \tilde{\phi} \left( \frac{s}{\sqrt{t}} \right) \right|^t ds \leq \frac{1}{2\pi \sqrt{t}} \int_{\epsilon \sqrt{t}|s| \leq \pi \sqrt{t}} e^{-\beta_1 t} ds = \frac{\pi - \epsilon}{\pi} e^{-\beta_1 t}.
\]

By using the inversion formula, we can similarly split \( \varphi^t(x) \) into two parts:

\[
\varphi^t(x) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-ix\theta} e^{i\mu_1 \theta - \frac{1}{2} \sigma_1^2 \theta^2} d\theta \|_{s=\sqrt{t}} \frac{1}{2\pi \sqrt{t}} \int_{-\infty}^{+\infty} e^{-\frac{s^2}{2\sigma^2}} e^{i\sqrt{t}\mu_1 s - \frac{1}{2} \sigma^2 s^2} ds
\]

\[
= \frac{1}{2\pi \sqrt{t}} \int_{|s| \geq \epsilon \sqrt{t}} e^{-\frac{s^2}{2\sigma^2}} e^{i\sqrt{t}\mu_1 s - \frac{1}{2} \sigma^2 s^2} ds + \frac{1}{2\pi \sqrt{t}} \int_{|s| < \epsilon \sqrt{t}} e^{-\frac{s^2}{2\sigma^2}} e^{i\sqrt{t}\mu_1 s - \frac{1}{2} \sigma^2 s^2} ds.
\]
Lemma B.7. For any $\rho > 0$, the first term goes to zero exponentially fast.

\[
\left| \frac{1}{2\pi \sqrt{t}} \int_{|s| \geq \epsilon \sqrt{t}} e^{-\frac{\rho^2}{2} e^{1/\sqrt{t}} \mu_1 s - \frac{1}{2} \sigma_1^2 s^2} ds \right| \leq \frac{1}{2\pi \sqrt{t}} \int_{|s| \geq \epsilon \sqrt{t}} e^{-\frac{1}{2} \sigma_1^2 s^2} ds \leq \frac{1}{2\pi} \int_{|\theta| \geq \epsilon} e^{-\frac{1}{2} \sigma_1^2 \theta^2} d\theta = \frac{1}{\pi \epsilon \sigma_1^2 t} e^{-\frac{1}{2} \sigma_1^2 \epsilon^2 t}.
\] \hspace{1cm} (B.0.20)

Thus, we can pick $\beta_2 > 0$ such that

\[
\frac{1}{2\pi \sqrt{t}} \int_{|s| \geq \epsilon \sqrt{t}} e^{-\frac{\rho^2}{2} e^{1/\sqrt{t}} \mu_1 s - \frac{1}{2} \sigma_1^2 s^2} ds = O \left( e^{-\beta_2 t} \right).
\]

Let $\beta = \beta_1 \land \beta_2$. Then

\[
p^t(x) - \varphi^t(x) = O \left( e^{-\beta t} \right) + \frac{1}{2\pi \sqrt{t}} \int_{|s| < \epsilon \sqrt{t}} \left\{ \left[ \tilde{\varphi} \left( \frac{s}{\sqrt{t}} \right) \right]^t - e^{-\frac{1}{2} \sigma_1^2 s^2} \right\} e^{1/\sqrt{t} \mu_1 s} e^{-\frac{\rho^2}{2} s^2} ds
\]
\[
= O \left( e^{-\beta t} \right) + \frac{1}{2\pi \sqrt{t}} \int_{|s| < \epsilon \sqrt{t}} \tilde{F}_t(s) e^{-\frac{1}{2} \sigma_1^2 s^2} e^{1/\sqrt{t} \mu_1 s} e^{-\frac{\rho^2}{2} s^2} ds.
\]

By simply choosing $\zeta$ to be strictly less than $\beta / \epsilon^2$, we prove the result for $r = \epsilon \sqrt{t}$. For $0 \leq r < \epsilon \sqrt{t}$, we use the estimate (B.0.14).

\[
\left| \int_{r < |s| < \epsilon \sqrt{t}} \tilde{F}_t(s) e^{-\frac{1}{2} \sigma_1^2 s^2} e^{1/\sqrt{t} \mu_1 s} e^{-\frac{\rho^2}{2} s^2} ds \right| \leq \int_{r < |s| < \epsilon \sqrt{t}} |\tilde{F}_t(s)| e^{-\frac{1}{2} \sigma_1^2 s^2} ds
\]
\[
\leq \int_{r < |s| < \epsilon \sqrt{t}} e^{\frac{1}{2} \rho^2} + 1 e^{-\frac{1}{2} \sigma_1^2 s^2} ds \leq 2 \int_r^{+\infty} e^{-\frac{\rho^2}{2} s^2} ds.
\] \hspace{1cm} (B.0.21)

In order to get a bound better than the one in (B.0.20), we use the following inequality (see Formula 7.1.13 in Abramowitz and Stegun (1984)).

Lemma B.7. For any $r \geq 0$, we have

\[
\frac{1}{r + \sqrt{r^2 + 2}} < e^{r^2} \int_r^{+\infty} e^{-s^2} ds \leq \frac{1}{r + \sqrt{r^2 + 4/\pi}} \hspace{1cm} (B.0.22)
\]

We get

\[
\left| \int_{r < |s| < \epsilon \sqrt{t}} \tilde{F}_t(s) e^{-\frac{1}{2} \sigma_1^2 s^2} e^{1/\sqrt{t} \mu_1 s} e^{-\frac{\rho^2}{2} s^2} ds \right| \leq \frac{4e^{-\frac{\rho^2}{2} s^2}}{\sigma_1^2 r^2 / 2 + \sigma_1 \sqrt{\sigma_1 r / 2} \sigma_1^2 + 4 / \pi} \leq \frac{2 \sqrt{\pi} e^{-\frac{\rho^2}{2} s^2}}{\sigma_1^2}.
\]
Hence,
\[ p_t(x) - \bar{\varphi}_t(x) = O\left(e^{-\beta t}\right) + \frac{1}{2\pi \sqrt{t}} \int_{|s| < e \sqrt{t}} e^{-\frac{|s|^2}{2}} \bar{F}_t(s) ds + \frac{1}{2\pi \sqrt{t}} \int_{|s| \leq r} e^{-\frac{|s|^2}{2}} e^{i\sqrt{t} \mu_1 s} e^{-\frac{\sigma_2^2 s^2}{2}} \bar{F}_t(s) ds \]
\[ = O\left(e^{-\beta t}\right) + O\left(t^{-1/2} e^{-\frac{\sigma_2^2 t}{4}}\right) + \frac{1}{2\pi \sqrt{t}} \int_{|s| \leq r} e^{-\frac{|s|^2}{2}} e^{i\sqrt{t} \mu_1 s} e^{-\frac{\sigma_2^2 s^2}{2}} \bar{F}_t(s) ds. \]

We can choose \( \zeta \) to be strictly less than \( \frac{\beta}{e^2} \wedge \frac{\sigma_2^2}{4} \). And hence, the proof for Lemma B.6 is complete.

Now let us prove the main theorem. Let us take \( r = t^{1/12} \) in Lemma B.6, we have
\[ p_t(x) = \varphi_t(x) + O\left(t^{-1/2} e^{-\zeta t^{1/6}}\right) + \frac{1}{2\pi \sqrt{t}} \int_{|s| \leq t^{1/12}} e^{-\frac{|s|^2}{2}} e^{i\sqrt{t} \mu_1 s} e^{-\frac{\sigma_2^2 s^2}{2}} \bar{F}_t(s) ds. \quad (B.0.23) \]

Notice that from (B.0.13),
\[ |\tilde{F}_t(\theta)| = |e^{\tilde{g}(\theta, t)} - 1| \leq C |\tilde{g}(\theta, t)| \leq C |\theta|^3 \frac{t^{1/2}}{1/2}, \quad |\theta| \leq t^{1/12}. \]
where the first inequality is because \( e^x - 1 = O(x) \) for all \( x \) in a bounded set.

Thus,
\[ \left| \frac{1}{2\pi \sqrt{t}} \int_{|s| \leq t^{1/12}} e^{-\frac{|s|^2}{2}} e^{i\sqrt{t} \mu_1 s} e^{-\frac{\sigma_2^2 s^2}{2}} \bar{F}_t(s) ds \right| \leq \frac{C}{2\pi \sqrt{t}} \int_{|s| \leq t^{1/12}} |s|^3 e^{-\frac{\sigma_2^2 s^2}{2}} ds \leq \frac{C}{2\pi t} \int_{s \in \mathbb{R}} |s|^3 e^{-\frac{\sigma_2^2 s^2}{2}} ds = O(t^{-1}). \]

Therefore,
\[ p_t(x) - \varphi_t(x) = O\left(t^{-1}\right). \]

And the proof of Theorem B.1 is complete.

**Proof of Corollary B.2.** From (B.0.23) in the proof of Theorem B.1,
\[ \nabla p_t(x) = \nabla \varphi_t(x) + O\left(t^{-1/2} e^{-\zeta t^{1/6}}\right) + \frac{1}{2\pi \sqrt{t}} \int_{|s| \leq t^{1/12}} \left( e^{-i (x+1) s/\sqrt{t}} - e^{-i x s/\sqrt{t}} \right) e^{i\sqrt{t} \mu_1 s} e^{-\frac{\sigma_2^2 s^2}{2}} \bar{F}_t(s) ds. \quad (B.0.24) \]
Notice that for $|s| \leq t^{1/12}$,
\[
|e^{-i(x+1)s/\sqrt{t}} - e^{-ixs/\sqrt{t}}| = \left| e^{-is/\sqrt{t}} - 1 \right| \leq \frac{|s|}{\sqrt{t}}.
\]

Then,
\[
\left| \frac{1}{2\pi \sqrt{t}} \int_{|s| \leq t^{1/12}} \left( e^{-i(x+1)s/\sqrt{t}} - e^{-ixs/\sqrt{t}} \right) e^{i\sqrt{t} \mu_1 s} e^{-\frac{s^2}{2}} \tilde{F}_t(s) ds \right| 
\leq \frac{C}{2\pi \sqrt{t}} \int_{|s| \leq t^{1/12}} \frac{|s|^4 e^{-\frac{s^2}{2}}}{t} ds 
\leq \frac{C}{2\pi t^{3/2}} \int_{s \in \mathbb{R}} |s|^4 e^{-\frac{s^2}{2}} ds = O(t^{-3/2}).
\]

Hence,
\[
\nabla p^t(x) = \nabla \tilde{\varphi}^t(x) + O(t^{-3/2}).
\]

This proves Corollary B.2.

\[\text{□}\]

**Proof of Corollary B.3.** First, one can use LCLT to show that
\[
\lim_{m \to \infty} \sup_{x \in \mathbb{Z}} \sqrt{m} \left| \mathbb{P}(S_m = x) - \frac{1}{\sqrt{2\pi m \sigma^2}} \exp \left\{ -\frac{x^2}{2m \sigma^2} \right\} \right| = 0. \tag{B.0.25}
\]

Then,
\[
\frac{1}{\sqrt{n}} \sum_{k=0}^{\lfloor nt \rfloor - 1} \mathbb{P}(S_k = a_n) = \frac{1}{\sqrt{n}} \sum_{k=1}^{\lfloor nt \rfloor - 1} \left[ \frac{1}{\sqrt{2\pi k \sigma^2}} \exp \left\{ -\frac{a_n^2}{2k \sigma^2} \right\} + o(k^{-1/2}) \right] 
= \frac{1}{n} \sum_{k=1}^{\lfloor nt \rfloor - 1} \frac{1}{\sqrt{2\pi (k/n) \sigma^2}} \exp \left\{ -\frac{(a_n/\sqrt{n})^2}{2(k/n) \sigma^2} \right\} + o(1) 
= \int_0^t \left\{ u \leq (\lfloor nt \rfloor - 1)/n \right\} \frac{1}{\sqrt{2\pi (|nu|/n) \sigma^2}} \exp \left\{ -\frac{(a_n/\sqrt{n})^2}{2(|nu|/n) \sigma^2} \right\} du + o(1). \tag{B.0.26}
\]

Notice that the integrand in (B.0.26) is bounded by $\frac{1}{\sqrt{2\pi u \sigma^2}}$. By Dominated Convergence Theorem, we have
\[
\lim_{n \to \infty} \frac{1}{\sqrt{n}} \sum_{k=0}^{\lfloor nt \rfloor - 1} \mathbb{P}(S_k = a_n) = \int_0^t \frac{1}{\sqrt{2\pi u \sigma^2}} \exp \left\{ -\frac{a_n^2}{2u \sigma^2} \right\} du.
\]

The proof is complete by substitution $v = u \sigma^2$. \[\text{□}\]
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