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Abstract
We compare the performance of two algorithms of computing the Borel sum of a time power series. The first one uses Padé approximants in Borel space, followed by a Laplace transform. The second is based on factorial series. These algorithms are incorporated in a numerical scheme for time integration of differential equations.

1 Introduction
Often, the numerical resolution of an evolution problem is very time-consuming. It is, for example, the case of the simulation of turbulent fluid flows. The main reason is that the time step $\Delta t$ required by classical schemes (Euler, Runge-Kutta, ...) is subject to a restrictive stability or accuracy condition. As a consequence, $\Delta t$ is generally very small (at the order of milliseconds for fluid flow and femtoseconds for particle transport), while a long-time simulation (some minutes to many hours) is necessary for engineering applications.

In [38], Razafindralandy and Hamdouni proposed an algorithm which enables bigger time steps for the resolution of differential equations. This algorithm is based on the Asymptotic Numerical Method, where the solution is sought as a (eventually zero radius of convergence) power series of $t$, followed by a Borel summation to enlarge the domain of validity of the series and, consequently, to speed up the resolution. For the heat equation, the time step was up to about 1000 times as large as the one required by the usual Euler explicit method. With a simple periodic problem, it was also shown that the Borel-summation-based algorithm is much faster, in terms of CPU time, than the Euler explicit and the 2-nd and 4-th order Runge-Kutta methods.

Beyond speed considerations, it was shown in [10] that, coupled with the Borel summation method, the asymptotic numerical method provides a well-behaved numerical scheme regarding to invariance properties. Indeed, it competes with symplectic schemes in solving hamiltonian systems since it respects,
at a high order, Liouville’s theorem of volume conservation. Contrarily to
Runge-Kutta or Euler explicit method, it is, moreover, able to reproduce the
iso-spectrality of the solution of a Lax pair problem.

Borel summation of a divergent but Gevrey series $\hat{u}$ consists in (a) comput-
ing the Borel transform $\mathcal{B}\hat{u}$ of $\hat{u}$ which is a convergent series, (b) prolonging $\mathcal{B}\hat{u}$
along in a domain containing a semi-line from the origin, and (c) taking the
Laplace transform to go back to the physical space $[36, 41]$. At the end, one
gets the so-called Borel-sum of $\hat{u}$ which is an holomorphic function (in some
domain) and is an actual solution of the equation. Note that formal time series
solutions of many equations arising in fluid mechanics (including the heat equa-
tion, Burgers’equation and the Navier-Stokes equations) are generally divergent
but Gevrey series $[26, 28, 27, 8]$.

This summation technique was transformed in $[38, 10]$ into a numerical al-
gorithm where the prolongation of the Borel-transformed series was realised
with Padé approximants and the Laplace transformation with a Gauss-Laguerre
quadrature. The strength but also the weakness of this three-stage algorithm
are the Padé approximation. Indeed, on one hand, the latter are known to be
an efficient tool in prolonging a convergent series outside its validity disk. They
may also be usefull in finding poles and then in choosing the direction of the
Laplace transform. On the other hand, the standard algorithm of Padé approx-
imation requires the resolution of a linear problem which may not be inversible
when the Padé table is not normal; a reduction is then needed. Moreover this
linear problem is generally ill-conditionned and may lead to the apparition of
spurious zero-pole pairs (Froissart doublet) $[17, 40]$.

To avoid the problem induced by the Padé approximants, the use of Padé-
type approximants where the denominator (and the poles) are prescribed is
proposed in $[42]$. Another method is to use a conformal mapping to extend the
Borel-transformed series $[21]$, but this method needs the knowledge of the closest
pole of $\mathcal{B}\hat{u}$. All these methods provide an (Laplace-) integral representation
of the Borel sum at the end of the algorithm.

The Borel sum can also be represented by a generalised factorial series (GFS)
which is computed directly from the terms of the series, without passing through
the Borel space. The advantage is that it avoids the three-stage computation,
reducing then the source of errors. The introduction of GFS as an asymptotics
to a power series dates from the beginning of the last century $[35, 31, 32, 47]$.
More recently, the effective summation by GFS has been analysed numerically
in $[42, 43, 11, 48]$ and applied to some generic (theoretical) problems where the
formal series solution $\hat{u}$ is divergent.

In this article, we propose to compare the Borel-Padé algorithm to one based
on generalised factorial series for the numerical resolution of ODE’s. The goal
is to examine robustness of these algorithm for a “blind” use.

In section 2, the Gevrey asymptotics theory and the Borel summation method
are briefly recalled. The Borel-Padé algorithm is then illustrated. Its weak
points are analysed in section 3 and an algorithm based on generalised factorial
series is presented in section 4. The two last sections are devoted to numerical
2 Borel summation theory

Consider a meromorphic ordinary or partial differential equation

\[ \frac{du}{dt} = F(u, t), \quad u(t = 0) = u_0, \tag{1} \]

with a formal time power series solution

\[ \hat{u}(t) = \sum_{n=0}^{\infty} u_n t^n. \tag{2} \]

The coefficients \( u_n \) can be calculated by injecting (2) in (1).

Series (2) may be divergent (in the sense that the radius of convergence is zero). However, we assume that \( \hat{u}(t) \) is a Gevrey series of index one, meaning that its general term does not grow faster than factorials. More generally,

**Definition 2.1** A formal power series \( \hat{u}(t) = \sum_{n=0}^{\infty} u_n t^n \) is called a Gevrey series of index \( I > 0 \) if there exists constants \( C, A \in \mathbb{R} \) such that

\[ |u_n| < CA^n(n!)^I \quad \forall n \geq 1. \tag{3} \]

Most of series coming from engineering applications are divergent [19] but Gevrey series of some order [37]. Knowing the terms of \( \hat{u}(t) \), our goal is to find an approximate solution of (1). This approximate solution will be an analytic function in a sector and owns series (2) as Gevrey asymptotics, as defined hereafter.

**Definition 2.2** A function \( u(t) \), analytic in an open sector \( S \), is Gevrey-asymptotic of order \( I \) to a power series \( \hat{u}(t) = \sum_{n=0}^{\infty} u_n t^n \) at the origin in \( S \) if, for any compact subsector \( T \subset S \), there exists two constants \( C \) and \( A \) such that

\[ \forall n \geq 1, \forall t \in T, \quad \left| u(t) - \sum_{k=0}^{n-1} u_k t^k \right| < CA^n|t|^n(n!)^I. \tag{4} \]

As said, we limit ourselves to index-one Gevrey series \( (I = 1) \) in this article. We denote \( u(t) \sim^G \hat{u}(t) \) when \( \hat{u}(t) \) is Gevrey-asymptotic to \( \hat{u}(t) \).

The general theory of Gevrey asymptotics [36] ensures that, given a Gevrey series, one can find a function which has that series as Gevrey expansion. The Borel summation technique is a method of effectively computing this function.
2.1 Borel summation

As introduced, the Borel summation uses the Borel transformation and Laplace transformation. Let us define these operations.

**Definition 2.3** The Borel transform of \( \hat{u}(t) = \sum_{n=0}^{\infty} u_n t^n \) is the series

\[
B\hat{u}(\xi) = \sum_{n=0}^{\infty} \frac{u_{n+1}}{n!} \xi^n
\]

If \( \hat{u}(t) \) is a Gevrey series, its factorial growth of \( u_n \) is then canceled out through the Borel transformation, such that \( B\hat{u}(\xi) \) has a non-zero convergence radius.

Let \( d \) be a semi-line \( d \) starting from the origin. We say that a function \( P(\xi) \), analytic in a domain containing \( d \), has an exponential decay at the infinity in the direction \( d \) if there exists two constants \( A \) and \( C \) such that

\[
|P(\xi)|A e^{C|\xi|}
\]

as \( |\xi| \) tends to infinity along \( d \). We can now set the definition of the Laplace transformation, which is, when applied formally to a power series, the inverse of the Borel transformation.

**Definition 2.4** Consider a function \( P(\xi) \), analytic in a domain containing \( d \), and having an exponential decay at the infinity in the direction \( d \). The Laplace transform of \( P(\xi) \) in the direction \( d \) is

\[
LP(t) = \int_d P(\xi) e^{-\xi/t} d\xi.
\]

\( LP(t) \) is analytic in a sector bisected by \( d \).

We are now ready to set the definition of the Borel sum of a series.

**Definition 2.5** A power series \( \hat{u}(t) \) is said Borel-summable in a direction \( d \) if

- \( \hat{u}(t) \) is a Gevrey series,
- \( B\hat{u}(\xi) \) can be analytically prolonged into a function \( P(\xi) \) in a domain containing \( d \), and
- \( P(\xi) \) has an exponential decay at the infinity in the direction \( d \).

In that case,

\[
S\hat{u}(t) = u_0 + LP(t)
\]

is called the Borel sum of \( \hat{u}(t) \) in the direction \( d \).

**Theorem 2.6** If \( \hat{u} \) is Borel-summable, then it is the Gevrey expansion of its Borel sum \( S\hat{u}(t) \), i.e. \( \hat{u}(t) \sim^G S\hat{u}(t) \).
\[ \hat{u}(t) = \sum_{n=0}^{\infty} u_n t^n \]

\[ \sim^G \quad \mathcal{S}\hat{u}(t) = u_0 + \int_d P(\xi) e^{-\xi/t} \, d\xi \]

| Borel \downarrow | \hspace{2cm} | \hspace{2cm} | Laplace \uparrow |
|-----------------|-----------------|-----------------|
| \[ \hat{B}\hat{u}(\xi) = \sum_{n=0}^{\infty} \frac{u_{n+1}}{n!} \xi^n \] | Prolongation | \[ P(\xi) \] |

Table 1: Borel-Laplace summation

The three operations involved in the Borel-Laplace summation method are summarised in Table 1.

The dependence of the Borel sum on the direction \( d \) is related to Stokes phenomenon [22]. Since for nonlinear problems, there lacks theory which would determine which direction would be the most suitable, we consider only the case where \( d \) is the positive real axis.

Numerically, the series \( \hat{u}(t) \) is determined up to an arbitrary order \( N \). More precisely, \( \hat{u}(t) \) is numerically represented by the truncated series

\[ \hat{u}^N(t) = \sum_{n=0}^{N} u_n t^n. \]

(9)

To approximate the Borel sum \( \mathcal{S}\hat{u}(t) \), one of the most natural algorithms is the Borel-Padé algorithm.

3 Analysis of the Borel-Padé algorithm

3.1 Borel-Padé algorithm (BP)

An algorithm which consists in transforming step-by-step the Borel-Laplace summation method into an effective numerical program is the Borel-Padé algorithm, described as follows:

(a) Compute the approximate Borel transform \( \hat{B}\hat{u}^N(\xi) \),

(b) Extend \( \hat{B}\hat{u}^N(\xi) \) on the positive real axis into a rational function \( P^N(\xi) \) using Padé approximants, and

(c) Compute the Laplace transform using the Gauss-Laguerre quadrature method.

1Properly speaking, \( \mathcal{L}P(t) \) is the Laplace transform of \( P(\xi) \) at \( 1/t \).
The algorithm is schematised in Table 2. The function $P_N'$ in Table 2 is linked to $P_N$ by the Gauss quadrature formula, $\xi_i$ are the roots of the $N_G$-th Laguerre polynomial and $\omega_i$ are the corresponding weights.

\[
\hat{u}^N(t) = \sum_{n=0}^{N} u_n t^n \quad u_0 + \sum_{i=1}^{N_G} P_N' (\xi_i, t) \omega_i
\]

Table 2: Borel-Padé summation algorithm (BP)

The Padé approximant $P_N$ is determined by the relation [15, 5, 6]:

\[
1 + b_1 \xi + \cdots + b_{N_2} \xi^{N_2} B\hat{u}^N(\xi) - a_0 + \cdots + a_{N_1} \xi^{N_1} = O(\xi^m)
\]

where the degrees of the polynomials verify $N_1 + N_2 = N - 1$ and $m$ is the highest order that can be obtained. Any choice of $N_1$ from 0 to $N$ may give a suitable approximation of $P(\xi)$ but, when nothing is known on this function, the most popular choice is the diagonal Padé approximant. This choice is supported by some convergence theorems and conjectures from experiences (see [2, 39, 24]). So, in the numerical tests, we take $N_1 = N/2$ or $N_1 = (N + 1)/2$ according to the parity of $N$.

The Gauss-Laguerre method has been chosen for the evaluation of the Laplace transform since it is one of the most popular quadrature methods of semi-infinite integrals. It integrates exactly a polynomial of degree up to $2N_G - 1$. Other methods may be considered (but this is beyond the scope of this article). One can cite for example the Fourier-Chebyshev scheme [4] which extends the Clenshaw-Curtis method and Gauss-type quadratures which integrate exactly rational functions [23, 14, 12, 13, 46].

The principal weaknesses and source of errors in the Borel-Padé algorithm are the integration error, the non-unicity of the Padé approximants (even when the degrees $N_1$ and $N_2$ are fixed) and the apparition of poles of the Padé approximants. We will analyse these points one after the other.

### 3.2 Error due to the numerical integration

Consider the fundamental example of Euler’s equation:

\[
t^2 \frac{du}{dt} + u = t.
\]
The formal solution and its Borel transform are, respectively,
\[ \hat{u}(t) = \sum_{n \geq 0} (-1)^n n! t^{n+1} \]  
(12)
and
\[ B\hat{u}(\xi) = \sum_{n \geq 0} (-1)^n \xi^n. \]  
(13)

\( B\hat{u}(\xi) \) can be naturally extended into the analytic function
\[ P(\xi) = \frac{1}{1 + \xi}. \]  
(14)

Hence, the Borel sum of \( \hat{u}(t) \) is
\[ S\hat{u}(t) = \int_0^{+\infty} \frac{1}{1 + \xi} e^{-\xi/t} d\xi. \]  
(15)

In summary, from the divergent series (12), the summation method provides the solution (15) of equation (11) which is analytic in the complex half-plane where the real part of \( t \) is positive.

Borel-Padé algorithm is able to represent correctly \( B\hat{u}(\xi) \) and \( P(\xi) \). Indeed, as soon as \( N \geq 2 \),
\[ P^N(\xi) = P(\xi). \]

The only source of error is the numerical integration. Figure 1 compares the approximate solution to the analytic one (15) for \( N = 10 \). It shows the superiority of the BP solution over the truncated series approximation. It also shows the effect of the numerical integration when time grows.

![Figure 1: Effect of discretisation on Borel-Padé algorithm](image)

The integration error is inherent to the method and cannot be avoided. It however should not be considered as a real weakness of the method since it is simply a discretisation error.
3.3 Pole of the Padé approximants on $\mathbb{R}^+$

A more problematic situation is when $\hat{u}(t)$ is Borel-summable in the positive real line direction but the Padé representation of $P(\xi)$ has a pole on this line. For example, consider the equation

$$\begin{cases}
\frac{du}{dt} = u^2 + u, \\
\frac{du}{dt}(0) = 1.
\end{cases} \quad (16)$$

The formal solution and its Borel transform are respectively

$$\hat{u}(t) = n_1 t^n \quad \text{and} \quad \mathcal{B}\hat{u}(\xi) = n_0 \frac{\xi^n}{n!}. \quad (17)$$

The natural prolongation

$$P(\xi) = e^\xi \quad (18)$$

of $\mathcal{B}\hat{u}(\xi)$ owns a Laplace transform along $d = \mathbb{R}^+$ but, for instance, when $N_1 = N_2 = 3$,

$$P^N(\xi) = \frac{1 + \frac{1}{2} \xi + \frac{1}{10} \xi^2 + \frac{1}{120} \xi^3}{1 - \frac{1}{2} \xi + \frac{1}{10} \xi^2 - \frac{1}{120} \xi^3} \quad (19)$$

has a pole on $d$.

Poles on the positive real line may be ignored during the computation of the Laplace transform (provided, of course, that they do not coincide with any Gauss node). But, as said in [9, 25], this may lead to a loss of precision or to a slow down.

Spurious poles may also appear due to numerical round-off [17, 16, 40], even when robust algorithms are used [29, 3]. Fortunately, they are paired with a close-by zero such that the doublet zero-pole simplifies outside of a small region, and can be ignored.

3.4 Non-unicity of Padé approximants

A classical problem arising with Padé approximation is the non-uniqueness of the representation. To remind this situation, consider the equation

$$\begin{cases}
t^2 \frac{du}{dt} + u = t - t^2, \\
\frac{du}{dt}(0) = 1.
\end{cases} \quad (20)$$
It is straightforward to check that the formal solution
\[ \hat{u}(t) = t + 2 \sum_{n \geq 1} (-1)^n n! t^{n+1} \]  
(21)
is Borel summable along \( d = \mathbb{R}^+ \). The Borel transform and its natural prolongation are

\[ B\hat{u}(\xi) = 1 + 2 \sum_{n \geq 1} (-1)^n \xi^n, \]

and

\[ P(\xi) = \frac{1 - \xi}{1 + \xi}. \]

However, definition (10) leads to a non invertible system when, for instance, \( N_1 = N_2 = 2 \), and the Padé approximant cannot be computed. This is due to the existence of a common divisor in the \( P^N \). Techniques exist for circumventing this problem and choosing a unique representation but at some extra computational cost [1, 18, 7].

In the next section, the generalised factorial series algorithm, which avoids the computation of a Padé approximant, is presented.

4 Generalised factorial series algorithm (GFS)

To show the link between factorial series and the Borel sum, let us formally rewrite the Laplace transform in the following way:

\[ \int_0^{+\infty} P(\xi) e^{-\xi/t} d\xi = \int_0^1 P(-\ln)^{1-1} d \]

\[ = \sum_{n \geq 0} b_n \int_0^1 (1^-)^{n-1} d \]

(22)

where the \( b_n \) come from the Taylor development of \( P(-\ln s) \) at \( s = 1 \). After integrations by parts, we get the inverse factorial representation

\[ \hat{S}\hat{u}(t) = u_0 + \sum_{n \geq 0} \frac{b_n n!}{\frac{1}{t}(\frac{1}{t} + 1)\cdots(\frac{1}{t} + n)}. \]

(25)
or

\[ \hat{S}\hat{u}(t) = u_0 + \sum_{n \geq 0} \frac{b_n n! t^{n+1}}{(1+t)\cdots(1+nt)} =: I(t). \]

(26)
The inverse factorial series $I(t)$ is unique, is absolutely convergent for $\text{Re}(1/t)$ big enough \cite{30, 31, 33, 34, 45} and converges effectively to $\hat{S}u(t)$.

Denote $I^N(t)$ be the truncation of the factorial series (26) at order $N$. As shown in \cite{11, 26}, $I^N(t)$ approximates asymptotically the Borel sum as follows.

**Theorem 4.1** Consider a Borel-summable series $\hat{u}(t)$. Let $A$ and $C$ be the constants involved in the exponential decay of the prolongation $P(\xi)$ of its Borel transform (see equation 6) and $T = 1/C$. Then the inverse factorial series representation $I(t)$ of $\hat{S}u(t)$ verifies

$$|\hat{S}u(t) - I^N(t)| \leq C_N \left| \frac{t^{N+1}N!}{(1+t)(1+tN)(\text{Re} \frac{1}{t} - \frac{1}{T})} \right|$$

where

$$C_N = AT^\frac{1}{2} \frac{(N + 1 + \frac{1}{T})^N}{(N + 1)^N}.$$  \hfill (28)

With a suitable rotation, the sum in any other direction $d$ can be recovered from (26).

In fact, $\hat{S}u(t)$ can be represented by a more general convergent series, namely by a generalised factorial series (GFS) \cite{44, 41}:

$$\hat{S}u(t) = u_0 + \sum_{n \geq 0} \frac{b_n s_1 \ldots s_n t^{n+1}}{1 + ts_1 \ldots (1 + ts_n)}$$

for any sequence of complex numbers $(s_n)$ located on the semi-line $d'$ which is the mirror symmetry of $d$ about the real axis. The coefficients $b_n$ are linked to $u_k = P(k-1)(0)$ by the relation

$$b_n = \frac{1}{s_1 \ldots s_n} \sum_{k=1}^{n+1} |S(n, k-1)| u_k.$$  \hfill (30)

$S(n, k)$ are the generalised Stirling numbers of first kind.

The GFS converges for $\text{Re}(1/t) > 1/T$ and $s_n = n \omega e^{-i\theta}$ for any $\omega > \omega_0$ and some $\omega_0 > 0$. $\omega_0$ can be linked to the location of the closest singularity of $P$ in the complex Borel plane. It is said that, numerically, the convergence of the GFS is more and more rapid as $\omega$ get close to $\omega_0$ \cite{41}. For linear equations, the closest singularity can be “read” from the coefficients of the equations and can be evaluated algorithmically. But for non-linear equations, the determination of $\omega_0$ is harder.

Due to the explosive growth of the Stirling numbers, relation (30) should not be used as is, if the truncature order $N$ is very big. Instead, the recurrence relation

$$|S(j + 1, k)| = s_j |S(j, k)| + |S(j, k - 1)|, \quad 1 \leq k \leq j + 1,$$  \hfill (31)
on the Stirling numbers permits to compute the first terms of (29) as follows (see [41]).

Assume that $\theta = 0$. Set $\tau = 1/t$ and $v_{n+1}$ the $n$-th term of the GFS, that is

$$v_{n+1} = \frac{b_n n!}{\tau(\tau + s_1)\cdots(\tau + s_k)}$$

$$= \sum_{k=0}^{n} |S(n, k)| v_{k+1}^{(1)} \tau^{k+1}$$

where $v_{k+1}^{(1)} = u_k t^{k+1}$. Without explicitly using the Stirling numbers, $v_{n+1}$ can be computed recursively by the relations

$$\begin{cases}
    v_{k+1}^{(1)} = u_k t^{k+1}, & k \geq 0 \\
    v_{k+1}^{(j+1)} = \frac{s_{j-1} v_{k+1}^{(j)} + \tau v_k^{(j)}}{s_j}, & k \geq j \geq 1 \\
    v_{n+1} = v_{n+1}^{(n+1)}, & n \geq 0.
\end{cases}$$

(32)

5 Numerical comparisons

In this section, we numerically compare the GFS algorithm with the Borel-Padé procedure. We take $s_i = i$.

5.1 Discretisation errors

In Section 3.2, we took Euler’s equation (11) to analyse the effect of numerical discretisation on the Borel-Padé algorithm. We now apply the GFS algorithm to the same equation. As seen on Figure 2, the Borel-Padé solution is closer to the reference solution than the GFS one. We conclude that, if the quadrature of the Laplace integral is the only source of error, then BP is better than GFS.

However, in realistic applications, there is only slim chance that the Padé representation $P$ is exact. With the next example, the effect of the Padé approximation error combined to the quadrature is illustrated.

Consider for example the following equation:

$$\begin{cases}
    \frac{du}{dt} + u^2 = 0 \\
    u(0) = 1.
\end{cases}$$

(33)

The formal series solution is:
\[ \hat{u}(t) = \sum_{k \geq 0} (-1)^k t^k \]  

(34)

which is convergent inside the unit disc. The Borel transform of (34) is

\[ \sum_{k \geq 0} \frac{(-1)^{k+1}}{k!} \xi^k. \]  

(35)

It prolongs into the exponential function

\[ P(\xi) = -e^{-\xi}, \]  

(36)

After the Laplace transformation, we retrieve the exact solution

\[ 1 - \int_0^{+\infty} e^{-\xi} e^{-\xi/t} \, d\xi = \frac{1}{1+t}. \]  

(37)

In this case, the Borel summation is, theoretically, exact.

Numerically, with BP, say when \( N_1 = N_2 = 3 \), the function (36) is approximated by the Padé approximant

\[ P^N(\xi) = \frac{1 - \frac{1}{2} \xi + \frac{1}{10} \xi^2 - \frac{1}{120} \xi^3}{1 + \frac{1}{2} \xi + \frac{1}{10} \xi^2 + \frac{1}{120} \xi^3} \]  

(38)

which is analytic on the real positive axis. This representation leads to a good approximation of the solution for small values of \( t \). But when \( t \) grows, Figure 3 shows that BP suffers the effect of the numerical integration and of the truncation. As for it, GFS gives the exact Borel sum.
This example clearly shows the advantage of avoiding the Padé approximation and Laplace transform in the numerical computation of the Borel sum of the solution, for some problems.

In the next section, we examine the case where a pole appears in the Padé approximant.

5.2 Pole in Padé approximant

Consider the system

\[
\begin{align*}
\frac{du}{dt} &= u^2 + u, \\
\frac{du}{dt}(0) &= \lambda.
\end{align*}
\]

(39)

Since Padé approximants are invariant under dilatations [15, 6], it can easily be seen from (19) that, contrarily to \( P(\xi) \), the rational approximation \( P_7 \) has a pole on \( \mathbb{R}^+ \), for any \( \lambda > 0 \).

With \( \lambda = 8 \), Figure 4 shows that, for small values of \( t \), the pole can be simply ignored. But for some values of \( t \), it produces significant errors in BP. With GFS, the approximate solution does not present a weird behaviour.

5.3 Non-unique Padé representation

We now examine the case where the Padé approximant is not unique. Let us consider problem (20) again with \( N_1 = N_2 = 2 \). Theoretically, the Borel summation method gives the exact solution. However, as discussed previously, BP does not give any approximate solution without an additional optimisation. As for it, GFS encounters no problem. The approximate solution is presented on Figure 5.
The above tests show that many parameters have to be considered with BP for it to be successful. On the other hand, GFS will always give an approximate solution, and is then more robust. How good this solution is depends on the approximation order $N$ (and, of course, on the problem).

In the last section, some other numerical experiments are presented.

6 Other interesting tests

Consider the initial value problem

$$\begin{cases}
\frac{du}{dt} + u^3 = 0 \\
u(0) = 1
\end{cases} \tag{40}$$

Figure 6 compares the approximate solutions with BP and GFS. It shows that both algorithms reproduce the exact solution with a relatively good precision for small values of $t$. Next, around $t = 1$, differences with the exact solution start to be visible, first with BP, and then with GFS.

If we take a closer look at the error, we can see (Figure 7) that BP is more precise for small $t$. But around $t = 0.4$ the error curves intersect and GFS becomes better.

Similar conclusions can be drawn with the following problem

$$\begin{cases}
\frac{du}{dt} - \frac{1 + u^2}{1 + t^2} = 0, \\
u(0) = -1.
\end{cases} \tag{41}$$
The exact solution
\[ u(t) = \tan(\arctan(t) - 1) \]  \hspace{1cm} (42)
is correctly predicted by both algorithms, as seen on Figure 8 for small \( t \).

Figure 9 shows that at the beginnig, the error is smaller with BP than with GFS, but the tendency is reversed for bigger \( t \).

Lastly, consider the logistic equation [20]
\[ \frac{du}{dt} = ru(1-u) - h, \]  \hspace{1cm} (43)
which models the dynamics of a population. The growth rate \( r \) is set to 1, and the harvesting rate \( h \) to 1/5. Figure 10 presents the approximate solutions with an initial population size \( u(0) = 3 \). It shows that the factorial series algorithm predicts a good approximate solution even for large values of \( t \), contrarily to BP.

7 Conclusion

In this article, we analysed the weak points of BP algorithm for numerical computation of the Borel sum. We also saw that GFS algorithm does not suffer from the same problem of robustness, and can be considered as a serious alternative to BP.

Only one step of these algorithms have been considered here. For realistic resolutions, one has to iterate the algorithms. This means that, when the error reaches a prescribed tolerance value, a new series expansion is computed with the last acceptable solution as initial condition, and the resummation algorithm is applied again. This operation is known as a continuation. Relations such as (27) may be used to evaluate this error.
The next step would be a CPU-time comparison between BP with robustness amelioration and GFS, with continuation.
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