Current approaches for building quantum computing devices focus on two-level quantum systems which nicely mimic the concept of a classical bit, albeit enhanced with additional quantum properties. However, rather than artificially limiting the number of states to two, the use of quantum systems (qudits) could provide advantages for quantum information processing. Among other merits, it has recently been shown that multi-level quantum systems can offer increased stability to external disturbances — a key problem in current technologies. In this study we demonstrate that topological quantum memories built from qudits, also known as abelian quantum double models, exhibit a substantially increased resilience to noise. That is, even when taking into account the multitude of errors possible for multi-level quantum systems, topological quantum error correction codes employing qudits can sustain a larger error rate than their two-level counterparts. In particular, we find strong numerical evidence that the thresholds of these error-correction codes are given by the hashing bound. Considering the significantly increased error thresholds attained, this might well outweigh the added complexity of engineering and controlling higher dimensional quantum systems.

I. INTRODUCTION

The prospect of tremendous speedup over classical computation has channeled considerable research effort into the pursuit of building a universal quantum computer. However, one of the most significant challenges has been error correction: Despite numerous attempts to physically realize and control quantum bits, all share a striking sensitivity to decoherence — external disturbance attributed to the unavoidable interaction with the environment. And while correcting these errors is in principle possible, achieving error resilience in an efficient and, in particular, scalable way is challenging and consequently a topic of considerable research interest.

Traditionally, quantum information processing is conceptualized as a quantum adaptation of the binary storage system found in current computers. However, there are several indicators that “thinking outside the binary box” might be a key ingredient to further progress towards reliable quantum computation. Recent results suggest that multi-level quantum systems, so called “qudits,” are potentially more powerful than their binary counterparts in terms of information processing. Furthermore, while single-qubit gates can typically be implemented with relatively high fidelity, two-qubit gates are often more challenging because they require concurrent control over several parts of the system. Higher-dimensional quantum systems can allow for information-coding with increased density, thus potentially reducing the number of error-prone inter-qudit interactions required to perform specific computations.

Different working quantum computing devices are currently being scrutinized by a myriad of research teams around the globe: These range from commercial quantum annealing devices, such as D-Wave Inc.’s D-Wave Two quantum annealer based on superconducting flux qubits, to proof-of-principle trapped-ion qubits that recently demonstrated successfully fault-tolerant quantum computation based on topological protection. While the former is built for scalability, it suffers from decoherence effects mostly due to $1/f$ noise. The latter, on the other hand, is robust against noise due to the inherent topological protection, however shows little prospect of scalability. Several of the current approaches to physically represent quantum information can be extended to more than two levels, including optical systems, superconductors and flux qubits, as well as atomic spins. Given the theoretical promise that qudit-based systems have shown, it is thus of paramount interest to quantify their resilience to noise.

In terms of achieving error resilience for a given set of building blocks, topological error-correction codes are currently among the best candidates for a scalable error-correction scheme. This approach of using topology to reliably encode quantum information can also be extended to multi-level qudit systems, resulting in the so-called abelian quantum double models. We are interested in estimating the dependence of the error threshold on the qudit dimensionality — that is, the maximum amount of errors a system of $d$-level qudits can sustain while still being able to reliably store the encoded information. In the spirit of the approach used to estimate the error tolerance of fault-tolerant systems pioneered in Refs. for qubit systems, we present a mapping of this statistical analysis to classical Potts-spin models that can be seen as the natural extension of Boolean variables to $d$ states. This allows us to numerically calculate the bit-flip error threshold for qudit-based quantum memories using Monte Carlo simulations, a key figure of merit.

The paper is structured as follows. In Sec. we introduce abelian quantum double models, followed by both upper and lower theoretical bounds for the threshold. A mapping onto a statistical mechanical Potts model is outlined in Sec. followed by results in Sec. and concluding remarks.
II. ABELIAN QUANTUM DOUBLE MODELS

The abelian quantum double models are defined on a square lattice with a $d$-level quantum spin on each edge $\ell$. Let us use $| s_\ell \rangle \in \{ |0\rangle, \ldots, |d-1\rangle \}$ to denote the computational basis of the spins. We will use this to define a qudit generalization of the toric code based on the cyclic group $\mathbb{Z}_d$, which we call the $D(\mathbb{Z}_d)$ code [16].

Like the qubit-based toric code, operators are defined on the spins around each plaquette and vertex of a square lattice in order to define occupancies of anyonic quasiparticles. For the plaquettes, these operators depend on relations between the states of the spins around the plaquette when expressed in the computational basis. In the case that all the spins $\square_j$ around a plaquette $\square$ are in definite computational basis states $| s_\square \rangle$, the plaquette is said to hold an anyon of type $n_\square$, where

$$n_\square = (s_\square_1 + s_\square_2 - s_\square_3 - s_\square_4) \mod d. \quad (1)$$

The numbering of the spins in Eq. (1) around the plaquette is depicted in Fig. [1] (a). The $n = 0$ anyon is identified with the vacuum, while the $d-1$ other anyon types are non-trivial. Note that many different states for the spins around a plaquette lead to the same anyon type contained within. The typical states of the system with a given anyon configuration will correspond to a superposition of many of these.

The plaquette anyons can be created, moved, and annihilated using the operations

$$(\sigma^x_\ell)^\epsilon = \sum_{s_\ell} | s_\ell + \epsilon \mod d \rangle \langle s_\ell |. \quad (2)$$

There are $d$ distinct operations given by $\epsilon \in \{0, \ldots, d-1\}$. All are non-trivial except $\epsilon = 0$, which yields the identity.

For the vertices of the code anyon occupancies are defined in a similar manner as for the plaquettes. The basis used is not the computational basis, but that defined by

$$| j \rangle = \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} e^{i2\pi jk/d} | j \rangle. \quad (3)$$

There are also corresponding operations $(\sigma^x_\ell)^\epsilon$ that manipulate these anyons. These vertex anyons are completely dual to the plaquette ones, and so can be treated independently and analogously. We therefore restrict our attention to plaquette anyons without loss of generality.

Quantum information is stored in the vacuum states of the anyons, i.e., states where no anyons are present on any plaquette or vertex. There are $d$ such states, allowing a logical qubit to be stored. The action of any errors on the code can be expressed in terms of the $(\sigma^x_\ell)^\epsilon$ and $(\sigma^y_\ell)^\epsilon$ operations, and so correspond to the creation and manipulation of anyons. The resulting anyon configuration, which serves as the syndrome of the code, then allows information about the errors to be determined. The goal of error correction is to use this information to remove the effects of the errors.

Error correction will not always succeed. The probability with which it fails depends on the linear system size of the code, $L$, and the strength of the noise, $p$. If $p$ is below a threshold value, which we denote $p_d$ for a $D(\mathbb{Z}_d)$ code, the probability of failure decays exponentially with $L$. Success then become certain as $L \to \infty$. For $p > p_d$, however, the probability of failure is always $O(1)$.

To determine the value of the error threshold $p_d$ for a $D(\mathbb{Z}_d)$ code, we must consider a specific error model. Here we consider a generalization of the well-known independent bit and phase flip error model for the $Z_d$ case [19]. This acts independently on each spin of the code, applying a randomly chosen non-trivial operation $(\sigma^x_\ell)^\epsilon$ with probability $p$. The probability of each non-trivial operation is therefore $p/(d-1)$. See Refs. [22, 23] for the best efforts to perform error correction for this problem to date.

In Sec. [IV] the thresholds are determined numerically for several different values of $d$. However it is interesting to consider how $p_d$ may behave for $d \to \infty$.

For the $Z_2$ code it has been observed in multiple cases that the threshold follows the Hashing bound [24][25]. It has been speculated that this may also hold in the qudit case [22][24]. For the error model we consider, the Hashing bound probability $p_{\text{hb}}$ is the solution to the equation

$$p_{\text{hb}} \log(d-1) - p_{\text{hb}} \log p_{\text{hb}} - (1-p_{\text{hb}}) \log(1-p_{\text{hb}}) = \log \frac{d}{2}. \quad (4)$$

Note that although this is referred to as a “bound,” it serves as an upper bound only for non-degenerate codes. Because the codes we consider are degenerate, they are not necessarily limited by these values.

A. Upper bound for thresholds

Even though the Hashing bound is not a strict upper bound for the codes we consider, such a bound can be derived. Suppose all spins of a $D(\mathbb{Z}_d)$ code are prepared in state $|0\rangle$. If the anyon configuration is then measured, it will be found that there is only vacuum on all plaquettes but a random pattern of anyons on the vertices. When the latter are removed, the resulting state of the code is that for which the logical qubit state is $|0\rangle$. 

FIG. 1: Numbering and orientation conventions used in the calculations. The quantum spins of the original model are shown as (blue) empty circles on the graph’s edges, whereas the sites of the classical model are shown as (black) solid dots on the vertices. (a) Convention for determining anyon occupancy of a plaquette $\square$ from the quantum spins on the edges. (b) Convention for assigning classical spins $S_{\ell_1}$ and $S_{\ell_2}$ to the vertices and determining the effective $\kappa_\ell$ for a given link $\ell$. 

\[\text{FIG. 1: Numbering and orientation conventions used in the calculations.} \]
Now suppose that a unitary $U(\theta)$ is applied to all spins prior to the measurement, such that
\[
U(\theta) \ket{0} = \cos \theta \ket{0} + \sin \theta \frac{1}{\sqrt{d-1}} \sum_{j=1}^{d-1} \ket{j}.
\] (5)
This has the same effects on the measurement results as applying errors of the form $(\sigma^x)^g$ for $1 \leq g \leq d - 1$ with equal probability $p/(d-1)$, where $p = \sin^2 \theta$. The threshold $p_d$ in the latter case therefore corresponds to a threshold angle $\theta_d = \arcsin \sqrt{p_d}$ in the former. For $\theta < \theta_d$ error correction will yield the code in logical state $\ket{0}$ with certainty as $L \to \infty$.

A similar argument can be applied using the complementary basis in which the vertex anyon states are defined. If each qudit is prepared in state $\ket{\bar{0}}$, syndrome measurement and error correction result in the logical qubit state $\ket{\bar{0}}$. Applying the unitary operator
\[
V(\phi) \ket{\bar{0}} = \cos \phi \ket{\bar{0}} + \sin \phi \frac{1}{\sqrt{d-1}} \sum_{j=1}^{d-1} \ket{j}
\] (6)

to each spin before measurement has the same effect as errors of the form $(\sigma^x)^g$ for $1 \leq g \leq d - 1$ with equal probability $p/(d-1)$ where $p = \sin^2 \phi$. There will then be a critical angle $\phi_d = \arcsin \sqrt{p_d}$ below which error correction yields the code in logical state $\ket{0}$ with certainty as $L \to \infty$.

Note that, for particular values of $\theta$ and $\phi$,
\[
U(\theta) \ket{0} = V(\phi) \ket{\bar{0}} = \sqrt{\frac{d}{2(d+\sqrt{d})}} (\ket{0} + \ket{\bar{0}}).
\] (7)
This corresponds to both of the above cases with the errors occurring with probability
\[
p = \frac{d-1}{2(d+\sqrt{d})}. \tag{8}
\]
As such, error correction cannot successfully correct both types of error, because it cannot yield a code whose logical state is simultaneously $\ket{0}$ and $\ket{\bar{0}}$. This error rate must therefore be above the threshold, giving us an upper bound
\[
p_d < \frac{d-1}{2(d+\sqrt{d})} \tag{9}
\]
for the threshold error rate $p_d$ of the $D(\mathbb{Z}_d)$ code.

B. Lower bound for thresholds

For some values of $d$ it is also possible to construct a lower bound: Given an integer $d = nm$ where $n$ and $m$ are co-prime, the fundamental theorem of abelian groups states that the group $\mathbb{Z}_d$ is isomorphic to $\mathbb{Z}_n \times \mathbb{Z}_m$. As such, the problem of decoding an error correcting code based on the $D(\mathbb{Z}_d)$ quantum double model is the same as that for two separate codes, one based on $D(\mathbb{Z}_n)$ and the other on $D(\mathbb{Z}_m)$. We may therefore consider the independent decoding of these two component codes, rather than decoding the full $D(\mathbb{Z}_d)$ code.

By definition, the optimal decoding of the component codes cannot do better than optimal decoding for the full $D(\mathbb{Z}_d)$ code. In general it will do worse, because the error model for the full $D(\mathbb{Z}_d)$ code will translate to one on the component codes with strong correlations between the two. Ignoring these correlations by decoding the component codes independently leads to decreased performance.

For the $D(\mathbb{Z}_d)$ code there are $d - 1$ non-trivial errors of the form $(\sigma^x)^g$, corresponding to $0 \leq g \leq d - 1$. The number of these that act non-trivially on the $\mathbb{Z}_n$ code is $(n-1)m$: the number of elements of $\mathbb{Z}_n \times \mathbb{Z}_m$ that do not correspond to the identity for $\mathbb{Z}_n$. These all occur with equal probability $p/(d-1)$. Using $p^{(n)}$ to denote the total probability of error for the $\mathbb{Z}_n$ code, it follows
\[
p^{(n)} = \frac{p}{d-1}, \quad \therefore \quad p = p^{(n)} \frac{d-1}{d-m}.
\]

When decoding the component codes independently, error correction fails when either of the component codes experience an error rate above their threshold. The error rate $p$ at which this occurs is then a lower bound for $p_d$, i.e.,
\[
p_d \geq \min \left( p_n \frac{d-1}{d-m}, p_m \frac{d-1}{d-n} \right) \leq \min \left( p_n \frac{d-1}{d-m}, p_m \frac{d-1}{d-n} \right).
\]

We can also use this as a self-consistency check for any proposed set of thresholds $p^{\text{prop}}_{n^{2+n}}$, such as those provided by the hashing bound, Eq. (4). The easiest way to do this is to use prime $n$, ensuring that $m = n + 1$ is co-prime. Self-consistency then requires
\[
p^{\text{prop}}_{n^{2+n}} \geq p^{\text{prop}}_n \left( 1 + \frac{1}{n} - \frac{1}{n^2} \right),
\]
which is indeed satisfied by the hashing bound values.

III. MAPPING AND NUMERICAL SIMULATIONS

We first map the problem of computing the error threshold to a classical statistical-mechanical model with disorder. The threshold where errors in the quantum setup cannot be corrected any longer will correspond to the loss of a symmetry broken phase in the classical model.

A. Mapping

For the mapping we consider a square lattice and an initially anyon-free state, $\phi = 0 \forall \phi$. Errors $(\sigma^x)^\epsilon$ are applied independently to each quantum spin, where $\epsilon$ denotes the type of error applied to the spin on edge $\ell$. We initially perform the mapping with a general error model where each value occurs with respective probability $p_\ell$ and the error is non-trivial with
total probability \( p = \sum_{\epsilon \neq 0} p_{\epsilon} \). The probability for a given error configuration \( E = \{\epsilon_\ell\} \) is then

\[
P(E) = \prod_\ell \prod_\epsilon \, p^\epsilon_{\ell,\epsilon} = \prod_\ell \exp\left[-\beta \sum_\epsilon J_\ell \delta_{\epsilon_\ell,\epsilon}\right],
\]

where \( \beta, J_\ell \) and \( p_\epsilon \) satisfy

\[
p_\epsilon = e^{-\beta J_\ell}.
\]

Assuming an initially anyon free state, the set of errors \( E \) yields an anyon configuration with the type of the anyon on plaquette \( \square \) given by

\[
n_\square^E = \epsilon_{\square,1} + \epsilon_{\square,2} - \epsilon_{\square,3} - \epsilon_{\square,4} \mod d.
\]

Let us now consider another set of errors \( E' = \{\epsilon'_\ell\} \). This can be related to \( E \) by a third set \( C = \{\kappa_\ell\} \) according to

\[
\epsilon'_\ell = \epsilon_\ell + \kappa_\ell \mod d.
\]

Note that if \( E \) and \( E' \) lead to the same anyon configuration, \( n_\square^E = n_\square^{E'} \), then the anyon configuration of \( C \) is be trivial. Explicitly, it satisfies

\[
n_\square^C = (\kappa_{\square,1} + \kappa_{\square,2} - \kappa_{\square,3} - \kappa_{\square,4}) \mod d = 0 \; \forall \square. \tag{12}\]

This follows from the fact that \( \kappa_\ell = \epsilon'_\ell - \epsilon_\ell \), and hence \( n_\square^C = n_\square^E - n_\square^{E'} = 0 \) (both evaluated \( \mod d \)). Combining Eqs. (10) and (12), we find that the ratio of the probabilities for \( E' \) and \( E \) can be written as

\[
\frac{P(E')}{P(E)} = \prod_\ell \exp\left[-\beta \sum_\epsilon J_\ell (\delta_{\epsilon_\ell + \kappa_\ell,\epsilon} - \delta_{\epsilon_\ell,\epsilon})\right],
\]

where the sum \( \epsilon_\ell + \kappa_\ell \) is again evaluated \( \mod d \). This ratio can be interpreted as a Boltzmann weight for a classical model with the Hamiltonian

\[
\mathcal{H} = \sum_\ell \sum_\epsilon J_\ell (\delta_{\epsilon_\ell + \kappa_\ell,\epsilon} - \delta_{\epsilon_\ell,\epsilon}). \tag{13}
\]

We interpret the \( \{\kappa_\ell\} \) as the state of the system and \( \{\epsilon_\ell\} \) as representing the details of the (quenched) interactions. Because the partition function sums only over the former, the second term in the brackets of Eq. (13) is an overall constant and hence can be ignored.

To ensure that \( E \) and \( E' \) belong to the same error class, we require that a system state \( \{\kappa_\ell\} \) satisfies the constraint in Eq. (12). This is achieved by introducing an auxiliary \( d \)-level classical spin \( S_\ell \in \{0, \ldots, d-1\} \) on each vertex \( v \) of the lattice. The \( \kappa_\ell \) can then be defined by \( \kappa_\ell = S_{\ell_2} - S_{\ell_1} \) with the numbering as indicated in Fig. (10b). All the \( S_\ell \) around a plaquette \( \square \) will then appear exactly twice in \( n_\square^C \) (and with opposite sign), thus leaving the required value of zero in all cases.

In summary, we can sample from the set of errors \( E' \) with the same anyon configuration as a set \( E \) (i.e., from the error class of \( E \)) by sampling from a classical two-dimensional statistical-mechanical spin model defined on a square lattice with \( N = L \times L \) sites and \( d \)-level spins on the vertices. The classical spin model of interest has the Hamiltonian

\[
\mathcal{H}(E) = \sum_\ell \sum_\epsilon J_\ell (\delta_{\epsilon_\ell + \kappa_\ell,\epsilon} - \delta_{\epsilon_\ell,\epsilon}),
\]

where the errors of \( E = \{\epsilon_\ell\} \) are generated according to the error model. The inverse temperature \( \beta \) and the interaction constants \( J_\ell \) need to be scaled accordingly to satisfy Eq. (11).

For the purpose of our numerical simulations, we consider the special case where all non-trivial errors have equal probability: \( p_\epsilon = p/(d-1) \; \forall \epsilon \neq 0 \). In this case the simplest way to satisfy Eq. (11) is to sample at inverse temperature

\[
\beta = -\ln \frac{p/(d-1)}{1-p}.
\]

This is the generalization of the Nishimori condition \([26]\), which, for the symmetrical case, ensures that the Boltzmann weight of each state corresponds to the a priori probability of the quantum error configuration it represents. The spin Hamiltonian, up to an irrelevant overall energy shift, then takes the form

\[
\mathcal{H}(E) = -\sum_\ell \delta_{\epsilon_\ell + 1,\epsilon_{\ell_2} - 1,0},
\]

which can be interpreted as a disordered \( d \)-states Potts model (see Fig. 3 for a graphical illustration). In the mapping each quantum error is translated to a non-trivial interaction constant \( \epsilon_\ell \) and the difference, \( C \), is associated with the surface of a flipped domain of Potts spins. Therefore, if in our sampling we find the system in an overall ordered state, there is little uncertainty in the type of error that occurred. If by contrast the system is disordered, then the domain walls have percolated the system and we are unable to correctly identify the class of the actual error.

**B. Numerical details: Algorithm & Observables**

**Algorithm** — To calculate the error threshold (i.e., where ordering disappears), we numerically investigate Eq. (16) via large-scale (classical) Monte Carlo simulations using the parallel tempering technique \([27]\). Several replicas of the system are simulated concurrently for the same disorder realization, but at different temperatures. In addition to local Metropolis updates \([28]\), one performs global moves in which the temperatures of two neighboring copies are exchanged. It is important to select the position of the individual temperatures carefully such that the acceptance probabilities for the global moves are large enough \([29]\) and each copy performs a random walk in temperature space. This, in turn, allows each copy to efficiently sample the configuration space, therefore speeding up the simulation several orders of magnitude.

**Observables** — Detecting the transition temperature \( T_c(p) \) to an ordered (ferromagnetic) phase for different fixed amounts of disorder \( p \) allows us to pinpoint the phase bound-
and hence independent of argument of Eq. (19) becomes zero at the transition temperature where \( \tilde{\mu} \) meet, we know that no transition occurs in the studied temperature range. This approach has been successfully used before for qubit systems, see for example, Ref. [31].

Finite-size scaling --- In practice, there are corrections to scaling to Eq. (19) and the data for different system sizes do not cross exactly at one temperature \( T_c \) as suggested by the finite-size scaling form, Eq. (19). That is, the actual crossing \( T^* \) between a pair of system sizes \( L_1 \) and \( L_2 \) shifts with increasing system size \( L \) and tends to a constant for \( L_1 \) and \( L_2 \to \infty \). To estimate the proper thermodynamic value we study \( T^*(L_1, L_2) \) as a function of the average inverse system size, \( 1/(L_1 + L_2) \), and fit a linear function to the data. The intercept with the vertical axis is our estimate for the transition temperature in the thermodynamic limit. The error bars are determined via a bootstrap analysis using 500 resamplings.

Thermalization --- In all simulations, equilibration is tested using a logarithmic binning of the data. Once the data for all observables measured agree within error bars for three logarithmic bins we deem the Monte Carlo simulation for that system size to be in thermal equilibrium. The detailed simulation parameters are listed in Table I.

| \( d \) | \( p \) | \( L \) | \( N_{\text{max}} \) | \( t_{\text{eq}} \) | \( T_{\text{min}} \) | \( T_{\text{max}} \) | \( N_f \) |
|---|---|---|---|---|---|---|---|
| 3, 4 | 0.00 – 0.13 | 12, 16 | 10,000 | 17 | 0.60 | 1.40 | 24 |
| 3, 4 | 0.00 – 0.13 | 24, 32 | 5,000 | 20 | 0.60 | 1.40 | 28 |
| 3, 4 | 0.00 – 0.13 | 48, 64 | 500 | 21 | 0.60 | 1.40 | 36 |
| 3, 4 | 0.15 – 0.19 | 12, 16 | 10,000 | 19 | 0.35 | 1.30 | 24 |
| 3, 4 | 0.15 – 0.19 | 24, 32 | 5,000 | 23 | 0.35 | 1.30 | 42 |
| 3, 4 | 0.15 – 0.19 | 48, 64 | 500 | 24 | 0.35 | 1.30 | 64 |
| 6, 10 | 0.00 – 0.20 | 12, 16 | 10,000 | 17 | 0.45 | 1.40 | 24 |
| 6, 10 | 0.00 – 0.20 | 24, 32 | 1,000 | 21 | 0.45 | 1.40 | 42 |
| 6, 10 | 0.21 – 0.26 | 12, 16 | 10,000 | 19 | 0.25 | 1.30 | 32 |
| 6, 10 | 0.21 – 0.26 | 24, 32 | 1,000 | 24 | 0.25 | 1.30 | 56 |

IV. RESULTS

In the mapping, the special case of \( d = 2 \) corresponds to the glassy Ising spin systems studied in previous studies [19][32], albeit with a temperature that differs by a factor of two. In Fig. 3 we show the detailed results by Thomas et al. [32] rescaled appropriately for comparison. Note that this setup is stable up to close to the hasing bound value of \( \Phi_h \approx 0.11 \), i.e., even if approximately 10.9% of the qubits are faulty, errors can still be corrected.

For qutrits (\( d = 3 \)) without any disorder, the transition occurs at \( T_c = 1.01(4) \). As the amount of disorder is gradually increased, the transition temperature \( T_c(d, p) \) is lowered until it meets the Nishimori line. Because finite-size effect are most pronounced close to the critical error threshold, the error bars calculated by bootstrapping the finite-size scaling analysis are larger. The largest value for which we find a crossing in the two-point finite-size correlation function is \( p = 0.158 \). This means that even when 15.8% of the qutrits in a topolog-
That the precision is limited by the numerical sampling of points to the respective hashing bound value (line). Note that relates the numerical estimates for the error thresholds (data points) to the respective hashing bound (dotted black line). There is excellent agreement.
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**FIG. 3:** (Color online) Phase boundaries for different $d$ estimated from Monte Carlo simulations of the respective disordered Potts models representing quantum error correction for $d$-level quantum systems. The solid lines and shaded areas are guides to the eye. The error threshold $p_c(d)$ corresponds to the point where the corresponding Nishimori lines (dashed) intersects the phase boundaries for different $d$. This is the maximum disorder rate for which error correction is feasible. Inset: Comparison of the calculated error thresholds for different values of $d$ to the upper bound given by the hashing bound (dotted black line). There is excellent agreement.

Potts systems increases dramatically for larger values of $d$, because the configuration space grows exponentially and the transition temperature is lowered at the same time. However, we do emphasize that the topological stability of qudit-based codes increases monotonically with $d$, i.e., implementing higher-level qudits leads to increasingly stable topologically protected memory.

### V. CONCLUSION

We have demonstrated that error correction in topological memory built from qudits is closely related to the ferromagnetic ordering in classical disordered $d$-state Potts systems. By numerically estimating the phase boundary for the related classical statistical-mechanical model, we show that error correction remains feasible up to the hashing bound (within error bars) for values of $d$ between 2 and 10. Our results are summarized in Fig. 3 which shows the estimated phase diagram and Nishimori line for all values of $d$ studied. The inset relates the numerical estimates for the error thresholds to the hashing bound, Eq. (4). In particular, our results demonstrate that, by moving from qubit to qutrit building blocks, the resilience of a topological quantum memory can potentially be increased already by at least 42%. This is especially encouraging because currently available technology, e.g., based on flux qubits, already allows for the encoding of $d$-level quantum bits. In the particular case of the technology used in the D-Wave Two quantum annealer, theoretically, qudits with $d$ values up to 5 can be implemented.
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