Control of prosthetic hand by using mechanomyography signals based on support-vector machine classifier
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ABSTRACT

Prosthetic devices are necessary to help amputees achieve their daily activity in the natural way possible. The prosthetic hand has controlled by type of signals such as electromyography (EMG) and mechanomyography (MMG). The MMG signals have represented mechanical signals that generate during muscle contraction. These signals can be detected by accelerometers or microphones and any kind of sensors that can detect muscle vibrations. The contribution of the current paper is classifying hand gestures and control prosthetic hands depends on pattern recognition through accelerometer and microphone are to detect MMG signals. In addition to the cost of prosthetic hand less than other designs. Six subjects are involved. In this present work is the devices. In this study, two of them are amputee subjects. Each subject performs seven classes of movements. Pattern recognition (PR) is used to classify hand gestures. The wavelet packet transform (WPT) and root mean square (RMS) as features extracted from the signals and Support vector machine (SVM) as a classifier. The average accuracy is 88.94% for offline tests and 84.45% for online tests.

3D printing technology is used in this study to build prosthetic hands.
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1. INTRODUCTION

Many people across the world have lost an upper limb due to a variety of factors such as wars, accidents, and illnesses. For these reasons, it has been necessary to develop a prosthetic device to help amputees for realization their activity naturally as possible. Recently the prosthetic hand has witnessed an improvement by using artificial intelligence such as pattern recognition [1], [2]. There are multi-modal sensing techniques that can be used to control prosthetic hand such as electromyography (EMG) which depend on the electrical activity of the muscle. This technique considers the most important and the most famous for classifying the hand gesture and control the prosthetic hand [3]. The other techniques such as, electroencephalography (EEG) which depend on the electrical activity of the brain but these signals are complicated and very hard to analyze [4], [5]. The other important signal is the mechanomyography (MMG) which represents the mechanical vibration of the muscles [6]. The EMG signals have many drawbacks, like the effect of electromagnetic disturbance from the surrounding device and affect by the sweat of the skin and electrode displacement [7], [8]. On the other MMG signals give a promising method for controlling
prosthetic hand [8]. MMG signals can be detected by many kind of sensors such as accelerometers, microphone and piezoelectric sensors [9]-[12].

Many authors have studied the classification of hand movement depending on MMG signals Ding, 2017, investigated the detection of signals of the forearm from ten healthy subjects by using MMG sensors [13]. They used an IMU sensor (MPU 6050) with a pass-band filter. The features were extracted by using WPT (wavelet packet transform), SWT (stationary wavelet transform), and the time and frequency hybrid (TFDH) then classified by support vector machine (SVM) [14]. The research had found that WPT has the best performance [13]. The researchers investigated the hand gesture by using three dry gold-plated electrodes for EMG and MEMS accelerometer (AXDL203) for MMG signals [12]. A. Wołczowski and R. Zdunek, 2017, proposed an experimental method for measuring the EMG and MMG signals. The researcher used short time fourier transform (STFT) and discrete wavelet transform (DWT) to extract features of the received signals. It was acquired from eight electrodes placed on the forearm which is arranged in two rows upper and lower side on the forearm. The K-NN classifier was used to reduce and classify the features [15]. M. Fei et al. 2017, investigated the preference of using a hybrid system of MMG [13].

Ismail et al. 2019, studied the recognition of MMG signals which is collected by VMG sensor (TDS250A). The sensors were placed on palmaris longus-flexor carpi ulnaris (PL-FCU) and extensor digitorum-extensor carpi ulnaris (ED-ECU) muscles. The experiments were conducted on eight healthy subjects. The signals were analyzed mean absolute value (MAV), standard deviation (STD), variance (VAR) and root mean square (RMS) and classified by LDA classifier [2]. Other research combine a system of EMG and MMG signals.

Nabeel. Siddiqui and Rosa. H. M, 2020, proposed a system of MMG by using ten microphones and one IMU sensors. The researchers have positioned the microphone and IMU sensors on the wrist. They have studied 13 gestures for ten trails for each set of gestures from 10 healthy subjects. They have used an SVM classifier to classify the gestures with overall accuracy equal to 80% and they found that the microphones compositions are not suitable [16].

This work aims to use the sensors (accelerometer and microphone) are to detect MMG signals for the prosthetic hand, which helps the personals amputees' hand at a low cost and good stability. The contribution of the current paper is classifying hand gestures and control prosthetic hand depends on pattern recognition. In addition to the cost of prosthetic hand less than other designs, were not more than the 40$. Also, the usefulness of the present work is helping people with disabilities who have lost their limbs and have limited income because the proposed design is of relatively low cost.

In this paper, an accelerometer and microphone are to detect MMG signals. Six subjects are involved in this study two of them are amputee subjects. Each subject performs seven classes of movements. PR has been used to classify hand gestures. WPT and RMS as features extracted from the signals and SVM as classifiers. Also, 3D printing technology is used in this study to build prosthetic hands.

2. PROPOSED APPROACH

Proposed approach of the present work the classifying hand gestures and control prosthetic hands depends on pattern recognition through accelerometer and microphone are to detect MMG signals. The Six subjects are involved in this study four are healthy subjects, and the other two are trans-radial amputees. The sensors used in this study are accelerometers (MPU6050) and ADMP401 microphones for sensing MMG signals [7]. The location of the sensors is shown in Figure 1. The accelerometers are located in the opposite position under the elbow, The microphone, on the other hand, is positioned on the front side of the wrist.

Figure 1. The sensors' location on the arm of the subject
2.1. Data acquisition and control system

The signals are received from the sensors to be sent into Arduino MEGA then the Arduino sent the signals to the computer to process the signals by MATLAB 2018a, the MATLAB sent the order to another Arduino MEGA [17]. Figure 2 shows the method for connecting the sensors with Arduino due that connected to MATLAB connection of servos that control the prosthetic with Arduino Mega that connected to MATLAB [18].

![Figure 2. The connection method of MMG sensor and prosthetic hand servos with Arduino and MATLAB](image)

The signals are represented 7 classes of movement which is 1. Reset 2. Close 3. Open 4. Pinch 5. Tripod Pinch 6. Thump flexion 7. Index Flexion as shown in Figure 2 and the signals that comes from the sensor is shown in Figure 3. The signals that come from the sensor MMG signals for accelerometers and microphone sensors is shown in Figures 4 and 5 respectively [19].

![Figure 3. The hand gestures that depended in this study](image)

![Figure 4. The sensor MMG signals for accelerometers](image)
2.2. Study algorithm

This study is depending on pattern recognition as the main algorithm for analysis the signals and extract the hand gestures patterns [19]. PR is composed from many stages as shown in the Figure 6. These stages are:

- Filtering: the first stage is the filtering used to remove the unwanted signals or noise which accompanies the signals from multiple sources such as noise coming from the surrounding device or the noise from cross-talk that affects the microphones or noise from motion artifact that comes from unintentional movement. The filter used in this experiment was a second-order bandpass filter between 10-90Hz. Windowing (segmentation): The signals are segmented into multiple segments of time and perform the processing of feature extraction and classification on each window. The windowing type which is used in this case overlapping window. The window value used in this work is 256ms, with a 128ms window increment.

- Feature extraction: Feature selection is the most important thing in the processing of pattern recognition. There are two types of features used in this study is root mean square (RMS), as shown in (1) [12], which consider one of the time domains features [20], and wavelet packet transform (WPT) that combine time-domain features and frequency domain features as shown in (2) [21], [22]. These features are time-domain features except for wavelet is time-frequency features.

\[
\text{RMS} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}
\]  

(1)

Where: \((x_i)\) is the physiological signal and \((N)\) is the sample number.

\[
S(l) = \log\left(\frac{\sum_{m=1}^{Nf} w_c(lm)^2}{N_f}\right)
\]  

(2)

Where: \(S(l)\) and \(w_c\) are filter bank energy and wavelet packet transform of signal respectively, \((l)\) is subband frequency index, \((N_f)\) is the number of wavelet coefficients in the HF PD subband.

Figure 5. The sensors microphone signal

Figure 6. Pattern recognition stages was used in this study
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Feature reduction. Feature reduction is used to reduce the number of features that produced extraction, especially when using wavelet features which produced a large number of features. There are several types of feature reduction techniques but this experiment depends on principle component analysis (PCA). PCA is the most famous technique used in this kind of study [23], [24].

2.3. Classifier

The classification is the final stage of pattern recognition. The classifier must be trained with a set of training features and test it with testing features then make a comparison between the actual and predicted classes to make a judgment on the system response. The classifier has used in this study is the SVM classifier. The support vector machine can be a linear or non-linear classification that has been used to classify non-linear categories. This classifier implements classification by predicting the best hyper-plane, which separates the class data from other classes. A better hyper-plan can be found by finding a greater margin between the two classes. The maximal width of the plane that parallels to hyper-plan can define as the largest margin [25], [26]. The linear SVM has dependent on this study.

2.4. Offline test

In offline test, each subject is told to perform six set of movements and each set of movements is consist of seven class of movements that describe in the Figure 3. Every movement takes 3 seconds so that the set takes 21 seconds. Four sets of movement have been used to train the SVM classifier, and the other two sets have been used to test the classifier. The offline test has used to evaluate the signals and show the best position for the sensors on the hand. The importance of the offline test has evaluated the study algorithm and how to make the best accuracy [27].

2.4.1. Online test

In the online test, each subject controls the prosthetic hand in a real-time state with specified classes described in Figure 2. As mentioned in the offline test, four sets have also used to train the classifier then the trained classifier is used to control the prosthetic hand. Then each subject performs the specified gesture, which will directly control the prosthetic hand to calculate the accuracy [28].

3. PROSTHETIC HAND

The challenge of the present work is how can build design work with good efficiency and at a low cost. The prosthetic hand is designed based on InMoov's design [29], [30]. The InMoov designs are open source which permits modification of the circuit. The circuits are suitable for many levels of amputations, such as above-elbow amputee (trans-humeral) and below-elbow amputee (trans-radial), as shown in Figure 7.

Figure 7. The control system for prosthetic hand

4. RESULTS AND DISCUSSION

The result of the six subjects is shown in Table 1 for offline tests and online tests, where the average accuracy for the offline test is 88.94%, and the average accuracy for online tests is 84.45%. The signal accuracy for amputee subjects is lower than the healthy subject because their muscles are weaker at the amputated limbs and this reason has affected the accuracy of the read healthy subject. The nerves of healthy people receive signals quickly because they are not exposed to an amputation accident. After all, the person sees the hand in front of him correctly. Therefore, it has self-confidence that is greater than that of amputees.

The other reason that affects the accuracy is that some subjects repeat the experiment more than one time. Therefore leads to making the person more Skill than the ordinary person and could perform the correct gesture in less time. And the error during the record of the signals is diminished. There is a potential reason that affects the result which is some subject are athletic than the other, and their muscles are stronger which make the response of the sensor better, therefore muscle fatigue may have low effect on athletic subjects.
### Table 1. The average accuracy for offline and online tests

| Subject  | Accuracy for offline test | Accuracy for online test |
|----------|---------------------------|--------------------------|
| Amputee  | 86.54%                    | 80.75%                   |
| Amputee  | 85.93%                    | 81.90%                   |
| Amputee  | 92.97%                    | 83.49%                   |
| Amputee  | 89.60%                    | 88.38%                   |
| Amputee  | 90.21%                    | 83.49%                   |
| Amputee  | 88.38%                    | 88.69%                   |

Figures 8 and 9 shown the 1 and 2 samples of the subject for the confusion matrix for amputee at offline test, they have been taken six subject tests when offline and online, therefore it is worth noting the results were summarized as mentioned in the above table. The requirement of the present work has implemented when compared with an online test and an offline test. Also, the results show in the Table 1, the validated where the online test less than accuracy offline test because the response of microphone and accelerometer, the Hand nerve response. The average accuracy for offline tests is higher than the online because the hardware limitation as shown in Figure 10. The comparison between online and offline accuracy from the literature review with present work accuracy results is obtained in Table 2.

![Figure 8. Confusion matrix for amputee subject in offline test](image)

![Figure 9. Confusion matrix for amputee subject in offline test](image)

![Figure 10. Comparison between offline and online accuracy](image)

### Table 2. The comparison between present work and literature review

| Reference with present work | Accuracy offline | Accuracy online | cost          |
|-----------------------------|------------------|-----------------|---------------|
| Fei, Ma, and Li, 2017       | 86.41%           | 82.53%          | High cost     |
| Ismail et al. 2019          | 87.5%            | 83.34%          | High cost     |
| Nabeel, Siddiqui and Rosa, H. M, 2020 | 88%            | 80%             | High cost     |
| Present work                | 88.94%           | 84.45%          | Less cost approximately 40% |
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5. CONCLUSION

The MMG signals have taken from the hand of six subjects where two of them are amputee subjects hand each subject performs seven gestures depend on pattern recognition. The wavelet packet transform and RMS are used as features in Pattern Recognition, and the Support vector machine is the classifier for hand gestures. The signals have been used to control a five-degree of 3D printing prosthetic hand. The results showed of the offline test has shown better accuracy than the online test. Also, the accuracy of results in the present work is better than the results accuracy of the literature reviews. In addition, this system has been considered low-cost compare to the other prosthetic hand because the devices used (Arduino, sensors, and servo motor) are low-cost and at the same time gave good results. It is important to note, the cost of a prosthetic hand less than others, approximately 40$. Also, the same prosthetic hand can be improved performance by adding other kinds of sensors like electromyography (EMG) to more enhance the accuracy.
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