Abstract

We propose a novel solution for the task of video panoptic segmentation, that simultaneously predicts pixel-level semantic and instance segmentation and generates clip-level instance tracks. Our network, named VPS-Transformer, with a hybrid architecture based on the state-of-the-art panoptic segmentation network Panoptic-DeepLab, combines a convolutional architecture for single-frame panoptic segmentation and a novel video module based on an instantiation of the pure Transformer block. The Transformer, equipped with attention mechanisms, models spatio-temporal relations between backbone output features of current and past frames for more accurate and consistent panoptic estimates. As the pure Transformer block introduces large computation overhead when processing high resolution images, we propose a few design changes for a more efficient compute. We study how to aggregate information more effectively over the space-time volume and we compare several variants of the Transformer block with different attention schemes. Extensive experiments on the Cityscapes-VPS dataset demonstrate that our best model improves the temporal consistency and video panoptic quality by a margin of 2.2%, with little extra computation.

1. Introduction

Video panoptic segmentation [22] extends panoptic segmentation [24] to video and provides a holistic scene understanding across space and time by performing pixel level segmentation and instance level classification and tracking. The task has a broad applicability in many real-world systems such as robotics and automated driving, which naturally process video streams, rather than single frames. Video panoptic segmentation is more challenging than its image-level counterpart, because it requires temporally consistent inter-frame predictions.

Video sequences provide rich information, such as temporal cues and motion patterns, which could be exploited for more accurate and consistent panoptic segmentation. Although we can clearly benefit from modeling the temporal correlations between frames, new challenges arise when processing video data. We can generally assume a high level of temporal consistency across consecutive frames, however, this could be broken by occlusions and new objects caused by fast scene evolution. In this context, temporal information should be carefully used such that we avoid introducing outdated information in our predictions [29, 21]. On the other hand, extending a single frame solution to process multiple video frames often incurs a high computational cost [22], causing overhead in training and inference. However, striking a balance between efficiency and accuracy is important from a practical point of view.

Unlike panoptic image segmentation [24], which has received increased attention from the research community...
video panoptic segmentation \[22\] is a newly introduced task that has been less studied. Existing methods, such as VPSNet \[22\] and ViP-DeepLab \[34\] focus on improving the panoptic segmentation quality, however with a high computational cost. To increase consistency among frames, VPSNet \[22\] designs a temporal fusion module based on optical flow, that aggregates five neighboring past and future warped features. In contrast, our network is more accurate and efficient, although it operates in an online fashion: only the current frame is processed, while the Transformer block reads past features from the memory and attends to relevant positions in order to provide an enhanced representation. ViP-DeepLab \[34\] models video panoptic segmentation as concatenated image panoptic segmentation and achieves the state-of-the-art for this task. Compared to this work, we explicitly encode spatio-temporal correlations for a boost in performance and obtain competitive results with a more lightweight network.

As shown in Figure 1, we propose a novel video panoptic segmentation approach by extending the single frame panoptic segmentation network Panoptic-DeepLab \[9\] with a Transformer video module and a motion estimation decoder. Our module, inspired by the pure Transformer block \[38\], refines the current backbone output features by processing the sequence of spatio-temporal features from current and past frames. As we strive to develop an efficient network, we design a lightweight variant of the pure Transformer block \[38\], that is faster than the original implementation \[38\]. We also present several ways to factorize the attention operation of the Transformer over space and time and compare their accuracy and efficiency in extensive ablation studies. Given the enhanced feature representations from the Transformer module, three convolutional decoders recover the spatial resolution of the input image and multiple heads perform semantic segmentation, instance center prediction, instance offset regression and optical flow estimation. To ensure consistent instance identifiers for the same instance across frames, we implement a simple tracking module \[27, 43\] based on mask propagation with optical flow and instance ID association between warped and predicted panoptic segmentation. To achieve fast inference speed, \[42\] extends RetinaNet with a semantic segmentation head and a pixel offset center prediction head, which is used for clustering pixels into instances. DenseBox \[19\] proposes a parameter-free panoptic segmentation head supervised with an explicit panoptic segmentation loss. Seamless Segmentation \[33\] introduces a lightweight DeepLab-inspired segmentation head \[8\] and achieves high panoptic quality.

To summarize, our main contributions are the following:

1. We propose a novel video panoptic segmentation network with a pure Transformer-based video module that applies spatial self-attention and temporal self-attention on sequences of current and past image features for more accurate panoptic prediction.

2. We extend our panoptic segmentation network with an optical flow decoder that is used for instance mask warping in the tracking process. Instance ID association between warped and predicted panoptic segmentation ensures temporally consistent instance identifiers across frames in a video sequence.

3. We propose a lightweight Transformer module inspired by the pure Transformer architecture with three different designs of the attention mechanism: space self-attention, global time-space attention and local time-space attention. We compare the variants in extensive experiments.

4. We perform extensive experiments on the Cityscapes-VPS dataset and demonstrate that the proposed modules increase accuracy and temporal consistency, without introducing significant extra computational cost.

2. Related Work

**Panoptic Segmentation** Proposal-based approaches employ an object detector for generating bounding box proposals, which are further segmented into instances. Semantic segments are usually merged with instance masks with a post-processing step that solves overlaps and semantic class conflicts. There are many works \[23, 32, 25\] that build their networks on top of the two-stage instance segmentation framework Mask-RCNN \[16\], which is extended with a semantic segmentation head. UPSNet \[44\] proposes a parameter-free panoptic segmentation head supervised with an explicit panoptic segmentation loss. Seamless Segmentation \[33\] introduces a lightweight DeepLab-inspired segmentation head \[8\] and achieves high panoptic quality. Motivated by the recent success of one-shot detectors, FPSNet \[11\] adopts RetinaNet \[26\] for proposal generation, and achieves fast inference speed. \[42\] extends RetinaNet with a semantic segmentation head and a pixel offset center prediction head, which is used for clustering pixels into instances. DenseBox \[19\] proposes a parameter-free mask construction method that reuses bounding box proposals discarded in the Non-Maxima Suppression step. Panoptic DeepLab \[9\] achieves state-of-the-art results on multiple benchmarks with a bottom-up network that performs semantic segmentation and instance center regression. Axial-DeepLab \[49\] builds a stand-alone attention model with factorized self-attention along the height and width dimension.

**Video Panoptic Segmentation** This task has been recently introduced in \[22\], which also proposes the baseline VPSNet network. VPSNet is built on top of the two-stage
Figure 2. We introduce a Transformer video module between the backbone and the decoders for more accurate prediction. We propose three variants of the module with various attention mechanisms: space attention, global time-space attention and local time-space attention.

detector Mask R-CNN [16] and the panoptic segmentation network UPSNet [44]. The authors propose a module for pixel level fusion by gathering feature maps from the previous and next five frames, aligning them using optical flow and fusing them with spatio-temporal attention. Tracking is performed at object level with a MaskTrack head [45]. ViP-DeepLab [34] is a newly proposed network for video panoptic segmentation, which also performs monocular depth estimation. The authors extend the Panoptic-DeepLab [9] network with a next-frame instance decoder which regresses the next-frame instance center offsets. A stitching algorithm based on mask IoU between region pairs is used for propagating instance identifiers from one frame to another. Concurrent work [43] explores various tracking methods for panoptic video segmentation such as IoU association, SORT association [5] and mask propagation with an external optical flow network [37].

Transformer The Transformer network has been proposed in [38] for the task of machine translation. Recently, the Transformer architecture has been adopted for computer vision tasks. DETR [6] employs the encoder-decoder architecture of the Transformer for object detection and demonstrates on par accuracy and run-time performance with the state-of-the-art CNN object detectors [16]. ViT [13] applies Transformers on image patches and shows that when trained on large-scale datasets, it achieves state-of-the-art results for the task of image classification. Recently, the Transformer network has been adopted for the task of semantic segmentation [46]. Self-attention with convolutional layers [41, 20] has been explored in several works as a mechanism to increase accuracy for image-level recognition and temporal self-attention has been proposed for video object segmentation [39] and semantic segmentation [31]. In [2, 4], the authors explore several designs of a spatio-temporal Transformer network for video classification. Motivated by the recent success of the pure Transformer architecture in several tasks, especially video classification, we propose a novel Transformer-based video module in the context of a hybrid video panoptic segmentation network, where it can successfully model temporal dependencies between frames.

3. Video Panoptic Segmentation Network

We propose a video panoptic segmentation network, named VPS-Transformer, by extending Panoptic-DeepLab [9] to perform panoptic segmentation and tracking of instances. In this section, we present the network architecture and implementation details.

3.1. Model Architecture

Baseline We build our solution on top of the bottom-up image panoptic segmentation network Panoptic-DeepLab [9]. The network regresses instance offsets and predicts semantic segmentation and instance centers. Class-agnostic instance segmentation is obtained by grouping foreground pixels to their closest center based on the predicted offsets. The final panoptic segmentation is generated by merging the semantic segmentation with the class-agnostic instance segmentation results by using a majority voting principle. The network consists of a shared backbone, dual decoders for semantic and instance segmentation and three heads for semantic, instance center and instance offset regression. We change the original implementation by reducing the output stride of the backbone from 16 to 32, and achieve similar panoptic quality and faster inference speed.
Lightweight Transformer Video Module Our network sequentially processes frames from a video sequence. A video module, plugged in between the backbone and the decoder, aggregates features of past frames in order to improve the current feature representation. We denote the past frames as memory frames, while the current frame is denoted as the query frame. Our video module is inspired from the original Transformer architecture [38] with attention and self-attention mechanisms, as well as a multi-layer perceptron (MLP).

The compute of the self-attention block scales quadratically with the size of the input as observed in [36, 35], especially when processing high dimensional data. To reduce the complexity of the Transformer block, we wrap the Transformer between two pointwise convolutions in order to first reduce the number of channels and then to recover the original dimensionality, as seen in Figure 2. In practice, we apply a $1 \times 1$ convolution to the backbone output features and map the number of channels from $C = 2048$ to $d = 1024$ and vice-versa. As the Transformer operates on sequences of input tokens of size $B \times N \times d$, we reshape the input query features $F \in \mathbb{R}^{B \times H \times W \times d}$ to a sequence of flattened tokens $f \in \mathbb{R}^{B \times HW \times d}$, where the first dimension is the batch dimension, the second one is the sequence length and the last one represents the embedding dimension. $B$ is the batch size, while $H$ and $W$ are the height and width of the feature maps. In the global time-space attention block, we map the memory features from the previous $T$ frames, $M \in \mathbb{R}^{B \times T \times H \times W \times d}$ into a sequence of tokens $m \in \mathbb{R}^{B \times T \times H \times W \times d}$. In the local time-space attention design, we reshape the memory tokens to $\mathbb{R}^{BT \times HW \times d}$. The spatial Transformer, which processes only the query frame, is further composed of a Multi-Head Self-Attention layer, Layer Normalization [33] and a 1-hidden-layer MLP. When processing sequences of frames with the Time-Space Attention design, we add another temporal Multi-Head Attention layer that operates on the temporal dimension. After each attention module we employ residual connections and layer normalization [3]. We employ the same number of heads for all the Attention blocks. We obtain the best scores with one head configuration. The attention layer receives as input a query and a tuple of $(key, values)$ and returns a weighted sum of the values based on a similarity function of the query and key. In the self-attention module, the query, key and values come from the same source and are computed from the input $f$ by linear projections with learnable weights $W_Q \in \mathbb{R}^{d \times d}, W_K \in \mathbb{R}^{d \times d}, W_V \in \mathbb{R}^{d \times d}$. Since the Transformer architecture lacks positional information, which is important for dense prediction, we inject learned position embeddings by adding them to the key and queries. In the time-space attention, we also inject learned temporal embeddings.

Given query, keys and values packed into $Q \in \mathbb{R}^{HW \times d}, K \in \mathbb{R}^{HW \times d}, V \in \mathbb{R}^{HW \times d}$, the attention operation can be formally defined as:

$$\text{Attention}(Q, K, V) = \text{Softmax} \left( \frac{Q K^T}{\sqrt{d}} \right) V$$

A MLP with two fully connected layers and a GeLU [18] activation in between gives the Transformer output sequence $o \in \mathbb{R}^{B \times HW \times d}$. The inner layer dimension of the MLP is equal to $d$. Finally, the output is reshaped to $\mathbb{R}^{B \times H \times W \times d}$ and the expansion pointwise convolution is applied. To obtain the refined feature representation, we apply a residual connection by adding the input, which is then followed by a ReLU non-linearity.

Attention Variants We propose several attention schemes for the Transformer video module, as seen in Figure 2. An example of how each scheme attends to different temporal and spatial tokens is given in Figure 3. Spatio-temporal attention in Transformer networks have also been recently explored for the video classification task [2, 4].

Space Attention In this configuration the panoptic network only processes the query frame. We employ the Transformer module with spatial self-attention to model interactions between every position in the query frame features. This attention module performs $(H \cdot W)$ comparisons per query location.

Global Time-Space Attention This module employs past frames features from the memory. The attention operation is factorized along the query space and memory time-space dimension. First, a spatial Multi-Head Self-Attention over the query is performed. Next, a Time-Space Multi-Head Attention module extracts global temporal correspondences between every position in the query and the memory. The query is given by the query frame while the key and values are given by the memory. For a query spatial position, $(H \cdot W)$ comparisons per query location.

![Figure 3](image-url) The three attention schemes studied in this work. We present an example with three consecutive frames. The query token, shown in orange in frame $k$, attends to other tokens in the space and time dimension. When the space-time attention is factorized, we use blue for space and violet for time. We increase the granularity for visualization, but in practice each location from the sequence of features acts as a query.
Given the panoptic segmentation at frame $t$, image. For ID association we follow the following algorithm. The photometric difference between the warped and the actual setting, we employ the photometric loss that measures the decoder. For training the optical flow in an unsupervised setting, we apply image augmentation, such as random horizontal flipping and random scaling with a factor in $[0.5, 2.0]$ from the original resolution $1024 \times 2048$. In the third stage, we fine-tune the CNN and the Transformer with fixed batch normalization layers. We set the learning rate to $1e^{-4}$, and we train until convergence. Usually, our network converges within 30 epochs.

4. Experiments

In this section, we provide experimental results on two datasets which provide pixel-level annotations, Cityscapes \cite{10} and Cityscapes-VPS \cite{22}. We then discuss ablation studies and compare our results with the state-of-the-art for video panoptic segmentation.

4.1. Experimental Setup

Datasets Cityscapes \cite{10} is an urban driving dataset with 5000 high-resolution images of size $1024 \times 2048$ pixels. The dataset is split into 2975 training, 500 validation and 1525 test images. Cityscapes provides instance-level annotations for 8 things classes and semantic-level annotations for 19 classes.

Cityscapes-VPS \cite{22} extends Cityscapes \cite{10} to panoptic video by providing annotations to every 5 frames from the 30-frame sequence in the validation set. The annotations in a video snippet are temporally aligned with consistent instance IDs across frames. The dataset provides 3000, 300 and 300, training, validation and test images.

Evaluation metrics For panoptic segmentation, we adopt Panoptic Quality (PQ), Semantic Quality (SQ) and Recognition Quality (RQ) as defined in \cite{24}. Video panoptic segmentation is evaluated using the video panoptic quality (VPQ) metric, which measures image level quality, but also the temporal consistency across frames in a temporal window of size $k=\{1, 5, 10, 15\}$. While VPQ measures the segmentation quality of both things and stuff classes, we also provide VPQ$^{sth}$ and VPQ$^{sti}$ scores, which are the VPQ averaged over the things classes and over the stuff classes, respectively.

Inference time We report the inference time of the network by measuring the forward pass of the network and the post-processing steps on a NVIDIA Tesla V100 GPU with a batch size of one.

4.2. Ablation Study

Baseline The baseline network for our panoptic video segmentation network is the panoptic image segmentation network Panoptic-DeepLab \cite{9}. Since our video panoptic segmentation network includes extra modules such as the optical flow decoder and the Transformer video module, the inference time of the network increases. In order to preserve the efficiency of the video network, we first reduce the inference time of the image-level baseline network.
Table 1. Video panoptic segmentation results on the Cityscapes-VPS dataset with various Transformer Video Module variants. Each cell shows VPQk,VPQk+1,VPQk+2 for temporal window size \( k \) = \{1, 5, 10, 15\}. VPQk is equal to PQ. We vary the number of input frames to the Transformer Video Module from \( S = 0 \) to \( S = 4 \). With \( S = 0 \) the network processes only the current frame.

| Models | VPQk,VPQk+1,VPQk+2 for temporal window size \( k \) | VPQk \( k \) = 10 | Time (ms) |
|--------|-------------------------------------------------|---------------|-----------|
| Baseline (B) \( S = 0 \) | 63.0 / 52.1 / 70.9 | 51.1 / 27.3 / 68.5 | 520.0 / 29.2 / 68.4 |
| B + Tracking | 64.6 / 54.6 / 71.9 | 53.1 / 30.8 / 69.3 | 86.0 |
| \( k \) = 10 | 63.0 / 52.1 / 70.9 | 51.1 / 27.3 / 68.5 | 520.0 / 29.2 / 68.4 |
| \( k \) = 15 | 64.6 / 54.6 / 71.9 | 53.1 / 30.8 / 69.3 | 100.0 |

Local Time-Space Attention

| \( B + \) Transformer Video Module \( S \) = 1 | 64.8 / 54.9 / 72.0 | 53.1 / 30.8 / 69.3 | 53.7 / 52.5 / 69.1 |
| \( B + \) Transformer Video Module \( S \) = 1 + Tracking | 64.8 / 54.9 / 72.0 | 53.1 / 30.8 / 69.3 | 97.0 |
| \( B + \) Transformer Video Module \( S \) = 2 | 64.7 / 54.7 / 72.0 | 52.8 / 31.5 / 68.2 | 55.5 / 37.6 / 69.1 |
| \( B + \) Transformer Video Module \( S \) = 2 + Tracking | 64.7 / 54.7 / 72.0 | 52.8 / 31.5 / 68.2 | 111.0 |
| \( B + \) Transformer Video Module \( S \) = 3 | 64.7 / 54.7 / 72.0 | 52.8 / 31.5 / 68.2 | 98.0 |
| \( B + \) Transformer Video Module \( S \) = 3 + Tracking | 64.7 / 54.7 / 72.0 | 52.8 / 31.5 / 68.2 | 112.0 |
| \( B + \) Transformer Video Module \( S \) = 4 | 64.6 / 54.6 / 71.9 | 53.0 / 30.8 / 69.2 | 53.8 / 52.7 / 69.0 |
| \( B + \) Transformer Video Module \( S \) = 4 + Tracking | 64.6 / 54.6 / 71.9 | 53.0 / 30.8 / 69.2 | 100.0 |

Global Time-Space Attention

| \( B + \) Transformer Video Module \( S \) = 1 | 64.8 / 54.7 / 72.1 | 53.3 / 31.0 / 69.4 | 54.0 / 32.8 / 69.3 |
| \( B + \) Transformer Video Module \( S \) = 1 + Tracking | 64.8 / 54.7 / 72.1 | 53.3 / 31.0 / 69.4 | 98.0 |
| \( B + \) Transformer Video Module \( S \) = 2 | 64.7 / 54.7 / 72.0 | 53.2 / 31.0 / 69.3 | 57.3 / 40.7 / 69.3 |
| \( B + \) Transformer Video Module \( S \) = 2 + Tracking | 64.7 / 54.7 / 72.0 | 53.2 / 31.0 / 69.3 | 112.0 |
| \( B + \) Transformer Video Module \( S \) = 3 | 64.7 / 54.8 / 72.0 | 53.8 / 31.5 / 69.3 | 101.0 |
| \( B + \) Transformer Video Module \( S \) = 3 + Tracking | 64.7 / 54.8 / 72.0 | 53.8 / 31.5 / 69.3 | 115.0 |
| \( B + \) Transformer Video Module \( S \) = 4 | 64.6 / 54.6 / 71.9 | 53.0 / 30.8 / 69.2 | 53.8 / 52.7 / 69.0 |
| \( B + \) Transformer Video Module \( S \) = 4 + Tracking | 64.6 / 54.6 / 71.9 | 53.0 / 30.8 / 69.2 | 100.0 |

Space Attention

| \( B + \) Transformer Module \( S \) = 0 | 64.5 / 54.4 / 71.9 | 52.8 / 30.0 / 69.3 | 53.6 / 32.1 / 69.2 |
| \( B + \) Transformer Module \( S \) = 0 + Tracking | 64.5 / 54.4 / 71.9 | 52.8 / 30.0 / 69.3 | 94.0 |

Table 2. Ablation study of the baseline panoptic image segmentation Panoptic-DeepLab [9] network on the Cityscapes vaf set. We vary the number of decoders for instance and semantic segmentation, the type of convolutions in the ASPP context module and the output stride of the backbone.

| Decoder | OS | PQ | mIoU | Time (ms) |
|--------|----|----|------|-----------|
| Dual + depthwise ASPP [9] | 16 | 59.7 | - | 117.0 |
| Dual + depthwise ASPP (our impl.) | 16 | 60.5 | 79.6 | 111.0 |
| Single + depthwise ASPP | 32 | 59.8 | 79.0 | 82.0 |
| Single + ASPP | 32 | 60.0 | 79.0 | 89.0 |
| Dual + depthwise ASPP | 32 | 60.7 | 79.3 | 86.0 |

We perform several experiments on the Cityscapes dataset using the baseline as seen in Table 2. The ResNet50 [17] backbone is used throughout this study. The original architecture of Panoptic-DeepLab [9] features two ASPP modules with depthwise convolutions for context aggregation, dual decoders, for instance and semantic segmentation and a backbone output stride of 16. The network achieves a PQ score of 59.7% with a reported time of the forward pass of 117 ms. By setting the output stride of the backbone to 32 and introducing another upsampling stage in the decoder we reduce the time to 86 ms and increase PQ with 1%. In another experiment, we remove the instance segmentation decoder and place the instance center head and the offset regression head on top of the semantic segmentation decoder and get 59.8% PQ. By replacing the depthwise convolutions in the ASPP decoder with simple convolutions, we increase PQ with 0.2% and the inference time with 3 ms. The configuration that we use as the baseline is the one with dual decoders, depthwise convolutions in the ASPP and output stride of 32, which achieves the best trade-off between accuracy and efficiency.

Attention Variants We compare the proposed models with variants of the Transformer Video Module on the Cityscapes-VPS dataset in terms of accuracy and efficiency, in Table 1. All models employ a ResNet50 backbone. The reported time is measured before and after tracking. For tracking, we measure the runtime of the network with an optical flow decoder, and also of the warping and the ID association algorithms. The baseline network, without the Transformer Video Module, performs single frame panoptic segmentation and achieves 63.0% PQ and 52.0% VPQ. Since video panoptic quality requires consistency between instance IDs across a video sequence, we observe a large accuracy drop when evaluating on a larger temporal window. Our tracking module solves instance IDs consistencies by propagating the IDs across frames and improves VPQ by all \( k \) greater than 1 with more than 3%. The Space Attention model which introduces the Transformer Module with self-attention increases PQ by 1.5% and VPQ after tracking by 1.7%. In this variant, the Transformer Module proves to be a powerful mechanism to improve the current frame features only by spatial self-attention without using past information. The Space Attention model incurs a moderate computational cost of 12 ms over the baseline when processing high resolution images of 1024 \( \times \) 2048 pixels. The Global Time-Space Attention models spatio-temporal correlations between every
Figure 4. Qualitative results on a sequence of three consecutive frames. On the second row we present the results of the baseline panoptic image segmentation network, while on the third row we employ the Transformer video module with Global Time-Space Attention with $S = 1$. The encircled area with a rider and a motorcycle is zoomed in for better visualization. While the image-level panoptic segmentation network (second row) correctly segments the rider and motorcycle in the first two frames, it fails to segment the motorcycle in the third frame. We observe that the Transformer video module provides better temporal consistency and the rider and motorcycle are correctly segmented in all three frames (third row).

pair of pixels from the current frame and past frames features. This model yields the best scores among all the variants, and increases VPQ by 2% and after tracking by 2.6%, compared to the baseline. The results confirm that meaningful information from the past can be used to improve the current prediction. Also, the consistency between frames increases, thus enabling better ID association between instances in consecutive frames. A global view of the memory proves beneficial in this dense prediction task since it is not affected by the movement of instances between two frames. In terms of computational cost, this model requires slightly more compute than the Space Attention model since the Transformer module features an extra Multi-Head Attention block. The extra compute is also determined by the increased number of input tokens, as the memory size increases. However, our best performing model variant uses only one past frame ($S = 1$) and adds 14 ms to the baseline. The Local Time-Attention model is a slightly more efficient configuration of the Transformer Video Module. Since the Time Attention block computes attention temporally, among the tokens from the same spatial position, we observe a minimal change in inference speed when processing a higher number of frames. In order to achieve its best potential, this module requires a bigger memory of features. For $S = 3$, the Local Time-Attention model increases the VPQ score with 1.8% and 2% after tracking compared to the baseline. For both Time-Attention modules, during inference when every frame is processed sequentially, we keep a memory of past backbone features in order to avoid feature re-computation.

Memory Size In this study, we analyze how the memory size affects the Global Time-Space Attention Transformer and the Local Time-Space Attention Transformer. We vary the memory size from 1 to 4 past frames, corresponding to $S = \{1, 2, 3, 4\}$ as seen in Table 1. For both configurations, all memory sizes improve the VPQ compared to the baseline from 1.8% to 2.0% before tracking. The Local Time-Space Attention module benefits from long-term memory, achieving the best score for a memory of 3 frames. For this configuration, the tracking module further increases VPQ with 3.3%, suggesting improved temporal consistency among frames. With a smaller memory of 1 or 2 frames, the tracking module has a slightly lower impact on the final score, with an improvement of 2.2%. On the other hand, the Global Time-Space Attention memory can model complex correlations between pixels in the query frame and every pixel in the memory. This variant achieves the best scores when using a short-term memory of 1 frame. For $S = 2$, the accuracy remains the same, however for bigger memories, the accuracy degrades, as the Transformer module is not capable of making very long-range global connections.

Transformer Configuration We compare the model equipped with a pure Transformer [38] to our lightweight variant in Table 3. The pure Transformer follows the original implementation, but uses no dropout. Our module is faster and provides increased video panoptic quality.
In Table 4, we present the results of the Space Attention model with different number of channels in the Transformer module. In practice, we apply a $1 \times 1$ convolution on the backbone features in order to reduce the number of feature maps from 2048 to a lower dimension. All the other operations in the Transformer module, including the Attention and MLP blocks keep the dimensionality constant. We observe that projecting to a higher number of channels increases the accuracy. Using $d = 2048$ channels, we measure a time overhead of 21 ms. However, we select $d = 1024$, since it achieves a good trade-off between accuracy and efficiency.

**Qualitative Results** In Figure 4, we provide a comparison between the baseline panoptic image segmentation network and the proposed video counterpart. In this example, the baseline panoptic segmentation network is not able to correctly segment the motorcycle in the last frame. However, by using the Transformer video module the temporal consistency is increased and the motorcycle is correctly segmented over time.

### 4.3. Comparison to the State-of-the-Art

In Table 5, we compare our results with the state-of-the-art on the Cityscapes-VPS val set. VPSNet and our VPS-Transformer network are pretrained on the Cityscapes fine train set. ViP-DeepLab is pretrained on Mapillary Vistas (MV) and on Cityscapes fine train set extended with pseudo-labels. ViP-DeepLab* results are obtained by running the model provided by the authors in [1].

| Channels | mIoU | PQ | VPQ | $\Delta T$ (ms) | Time (ms) |
|----------|------|----|-----|--------------|-----------|
| 512      | 78.9 | 63.8 | 52.7 | +4          | 90        |
| 768      | 79.1 | 64.0 | 52.9 | +6          | 92        |
| 1024     | 79.8 | 64.5 | 53.6 | +8          | 94        |
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