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Presented is a quantum computing representation of Dirac particle dynamics. The approach employs an operator splitting method that is an analytically closed-form product decomposition of the unitary evolution operator. This allows the Dirac equation to be cast as a unitary finite-difference equation in a high-energy limit. The split evolution operator (with separate kinetic and interaction terms) is useful for efficient quantum simulation. For pedagogical purposes, here we restrict the treatment to Dirac particle dynamics in 1+1 spacetime dimensions. Independent derivations of the quantum algorithm are presented and the model’s validity is tested in several quantum simulations by comparing the numerical results against analytical predictions. Using the relativistic quantum algorithm in the case when $mc^2 \gg pc$, quantum simulations of a nonrelativistic particle in an external scalar square well and parabolic potential is presented.
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I. INTRODUCTION

Here we consider a discrete unitary model of a quantum gas confined to a lattice. The model is called a quantum lattice gas. The model is useful for simulating many-body systems of strongly-correlated Dirac particles [1]—here we treat the simplest version of the model and thus restrict our study to quantum particle dynamics in 1+1 dimensions. Quantum lattice gases were one of the earliest quantum algorithms devised [2–11]. Feynman’s original representation of a path integral was the first quantum lattice gas algorithm [12–14], commonly known as the Feynman chessboard model [15]. This kind of algorithmic representation of quantum mechanics was the foundational idea that led Feynman to conjecture that there should exist a universal quantum computational model for efficient quantum simulation [16–18]. The quantum lattice gas model presented here is an improved version of an earlier model [19]. The improved version has its unitary evolution operator generated by the Dirac Hamiltonian with no spatial error terms. The evolution operator is represented as a product of a unitary operator for the kinetic part of the evolution and a unitary operator for the particle-particle interaction part of the evolution, but not as a Trotter decomposition [20]. Thus, in the improved model, we avoid the need for the grid’s space and time scales to be infinitesimal for the model to be a faithful representation of the quantum particle dynamics.

In a quantum lattice gas system, a particle’s occurrence at a point is encoded using a complex-valued probability amplitude. In a quantum lattice gas, at the grid-level, a particle’s occurrence is encoded with a qubit. The grid-level kinetic transport equation is a discrete (or finite-difference) version of a quantum wave equation. That is, particle motion is restricted along a finite set of displacement vectors, yet each displacement vector in general has complex-valued components. Hence, the lattice defined by this class of displacement vectors constitutes a quantum network. In such a quantum network, even without a chiral breaking interaction, in two or more spatial dimensions a free massless particle initially localized in space will become delocalized over time, whereas in one spatial dimension, spontaneous delocalization of a wave packet occurs only for massive particles. The dispersion of a particle’s wave packet behaves quantum mechanically according to the Heisenberg uncertainty principle. Particle-particle interactions are represented by entangling quantum gates implemented at the grid points, so all the dynamics is strictly unitary and thus manifestly reversible.

A. Overview of the modeling approach

Let us consider two paths in a 1+1 dimensional spacetime, with both paths starting at point $a = (0,0)$ and ending at point $b = (N\tau,0)$, for example, rendered at energy scale $E \sim 1/N\tau$ for $N = 60$ time steps

\begin{equation}
\text{(1a)}
\end{equation}

with time increasing going upward. A particle’s trajectory is encoded by the motion of a bit, which moves at
the speed of light $c = \ell / \tau$, so each path segment of a trajectory is rendered as a line with slope of ±45 degrees. The first path has $N - 1 = 59$ bends and represents the trajectory of a particle at rest; this path length is $\hbar$. The second path has 1 bend and represents the trajectory of a particle moving on the light cone; this path length is the sum of the two legs $x + y$. The two paths shown in (1a) are of equal lengths, so we have the linear identity

$$h = x + y.$$ (1b)

Now, we may consider the geometry of these two paths at an energy scale at an order of magnitude lower, say, $E \sim 1/600\tau$

One can zoom in (on-line version) and see that both paths here actually have equal lengths according to (1b). However, in the low-energy (L.E.) limit, the path lengths satisfy the Pythagorean theorem

$$h_{L.E.} = \sqrt{x_{L.E.}^2 + y_{L.E.}^2},$$ (2b)

so the hypothenuse is effectively shorter, by a factor of $1/\sqrt{2}$, than the sum of the legs of the isosceles triangle. Exploiting the anticommutativity of the Pauli matrices $\{\sigma_x, \sigma_y\} = \sigma_x\sigma_y + \sigma_y\sigma_x = 0$, we may write (2b) in an operator form akin to (1b)

$$h_{L.E.} = x_{L.E.}\sigma_x + y_{L.E.}\sigma_y.$$ (3)

The device of the Dirac matrices allows us to linearize the Pythagorean theorem by taking its square root. In the quantum lattice gas model, the trajectory of a Dirac particle is represented as a superposition of all the paths\(^1\) bounded by the light cone originating at an initial point and the inverse light cone terminating at some final point, for example as shown in Fig. 1. Furthermore, in the quantum lattice gas model, along the “hypothenuse” (which in the low-energy limit represents the classical straight-line path connecting the initial and final points), the number of bends, $R$, is parametrized by the particle’s mass, while the number of unbent adjacent pairs of path segments, $\overline{R} = N - R$, is parametrized by the particle’s momentum. The greater the ratio of the momentum eigenvalue to the mass, the greater the spatial displacement. The maximal displacement for a given number of time steps $N$ occurs for a massless particle, so the classical path falls along the light cone. At any point, the probability that a particle’s path makes a bend is equal to $(mc^2\tau/\hbar)^2$. So the probability that the particle’s path is unbent at that point is equal to $1 - (mc^2\tau/\hbar)^2$.

To every path is assigned a probability amplitude (c-number) according to the rule: every pair of path segments contributes a multiplicative factor of $-imc^2\tau e^{-i\xi}/\hbar$ if bent and $\sqrt{1 - (mc^2\tau/\hbar)^2}$ if unbent, where the phase angle $\xi = pf/\hbar$ is determined by the momentum eigenvalue $p$. Hence, the phase factor $e^{-i\xi} \approx 1$ in the nonrelativistic limit. In 1+1 dimensions, the quantum state at a point is represented by a 2-spinor

$$\psi(t, z) = \begin{pmatrix} \psi_1(t, z) \\ \psi_\downarrow(t, z) \end{pmatrix},$$ (4)

and thus the local unitary update rule applied at each point is

$$\psi'(t, z) = \begin{pmatrix} \sqrt{1 - (mc^2\tau/\hbar)^2} & -imc^2\tau e^{-i\xi}/\hbar \\ -imc^2\tau e^{i\xi}/\hbar & \sqrt{1 - (mc^2\tau/\hbar)^2} \end{pmatrix} \psi(t, z).$$ (5a)

So the unitary matrix in (5a) represents a chiral symmetry breaking interaction. To complete the specification of the quantum lattice gas algorithm, one additional unitary operation is applied to the 2-spinor representing kinetic transport of the particles

$$\psi(t + \tau, z) = e^{i\sigma_x \hat{p}_z \ell/\hbar} \psi'(t, z).$$ (5b)

This is $\psi(t + \tau, z - \sigma_z \ell) = \psi'(t, z)$ since the momentum operator $\hat{p}_z = -i\hbar \partial_z$ in the exponent causes a fixed displacement. The algorithmic steps (5a) and (5b) can be

---

\(^1\) All paths going from initial point to final point have equal length in the high-energy limit.
combined into a single equation of motion
\[
\psi(t+\tau, z-\sigma \ell) = \left( \sqrt{1 - \frac{(mc^2\tau/h)^2}{\sqrt{1 - (mc^2\tau e^{i\xi}/h)^2}}} - \frac{imc^2\tau e^{-i\xi}/h}{\sqrt{1 - (mc^2\tau/h)^2}} \right) \psi(t, z),
\]  \hspace{1cm} (6)

This type of high-energy representation of a quantum lattice gas [21]. In component form, this is a set of coupled finite-difference equations
\[
\psi_{\uparrow}(t+\tau, z-\ell) = \sqrt{1 - (m\tau)^2} \psi_{\uparrow}(t, z) - im\tau e^{-i\xi} \psi_{\downarrow}(t, z) \]  \hspace{1cm} (7a)
\[
\psi_{\downarrow}(t+\tau, z+\ell) = -im\tau e^{i\xi} \psi_{\uparrow}(t, z) + \sqrt{1 - (m\tau)^2} \psi_{\downarrow}(t, z), \]  \hspace{1cm} (7b)

using natural units (c = 1 and \(h = 1\)). With the single-particle probability of occurrence defined as \(f_{\uparrow\downarrow}(t, z) = |\psi_{\uparrow\downarrow}(t, z)|^2\), multiplying [6] by its complex conjugate gives the relativistic lattice Boltzmann equation
\[
f_{\uparrow\downarrow}(t, z + \frac{\ell}{2}) = f_{\uparrow\downarrow}(t, z) + m^2\tau^2 \left[ f_{\downarrow\uparrow}(t, z) - f_{\uparrow\downarrow}(t, z) \right]. \]  \hspace{1cm} (8)

So, as expected, the quantity \((mc^2\tau/h)^2\) parameterizes the probability that a particle’s path makes a bend at a point, as described above. The quantum transport equation [6] is indeed a square-root equation of [8]. In the low-energy limit, written in differential point form, it is equivalent to the Dirac equation
\[
\text{i} \hbar \partial_t \psi + \cdots = (\alpha p_x + \beta mc^2) \psi \]  \hspace{1cm} (9)
in the chiral representation with Dirac matrices \(\alpha = -\sigma_z\) and \(\beta = \sigma_x\). The right-hand side of [9] is exact as there are no spatial error terms in the discrete representation.

### B. Organization

Quantum lattice gas models are efficient quantum algorithms for simulating a Fermi system of particles on a quantum computer. To see why this class of quantum algorithms is also naturally suited for quantum computers, Sec. II explains many-body quantum lattice gas simulations. Multiple quantum particles are handled by the same evolution operator already found in the quantum algorithm for the single particle case. The protocol for quantum gate operations remains the same, independent of the number of particles to be simulated. So, when implemented on a quantum computer, the quantum lattice gas model is an efficient quantum algorithm – the number of states needed to encode the particle dynamics grows exponentially in the number of particles, but the number of quantum gates operations remains fixed and simply proportional to the number of points in the system.

Equation [6] represents the quantum lattice gas algorithm for the Dirac equation. Below, we derive this quantum lattice gas algorithm using two different analytical approaches, from the viewpoint of a composite rotation of a qubit on the Bloch sphere and from the viewpoint of a Feynman path summation. Sec. [III] and [IV] are devoted to these two derivations, respectively.

Next, Sec. V presents 1+1 dimensional quantum simulation examples of how to use the quantum lattice gas method as a computational physics tool. The examples include simulations of a Dirac 2-spinor field. These 1+1 dimensional simulations are rich in pedagogy. One learns how the quantum lattice gas models may be implemented in a traditional digital electronic computing scheme. Since they are locally computed models (i.e. with unitary transformations occurring independently at each point in the system), it is clear why this class of quantum algorithms is naturally suited for classically parallel computers when the number of Dirac particles in the modeled system is sufficiently small so that the Hilbert space can fit into the available memory of the supercomputer.

For completeness of the presentation, Appendix A explains what a qubit is and presents a quantum algorithm (constructed from the point of view of composite rotations) for modeling the dynamics of a Dirac particle. Entangling quantum gates are reviewed in Appendix B, and a particular focus on an analytical representation of quantum gates employing qubit creation and annihilation operators is presented. Appendix C gives a derivation of the chiral symmetry breaking operator for the Dirac equation represented as an entangling quantum gate. This interaction operator, presented in both its analytical and matrix forms, is needed to implement many-body quantum simulations.

## II. QUANTUM LATTICE GAS AS A QUANTUM ALGORITHM

To program a quantum computer to simulate the dynamical behavior of system of Dirac particles, it is necessary to specify an algorithmic protocol that represents a desired Dirac Hamiltonian as an engineered hermitian generator. We present an algorithm that is second order accurate in space. After an algorithmic scheme is formulated, we may then verify a posteriori by direct numerical simulation that it is indeed at least a second-order convergent numerical scheme.

### A. Encoding the wave function

Present here is a way to encode the value of each Dirac particle’s spinor field. For simplicity, we consider a 1+1 dimensional quantum system, but its generalization to higher dimensions is straightforward. In one spatial dimension, there are two physical degrees of freedom: the Dirac particle can either move to the left or to the right. Thus, for a one-dimensional lattice with \(L\) number of points, the numbered state by the ket
\[
|n_0\cdots n_0 n_1 n_1 \cdots n_0\cdots n_0\rangle = |n_0\cdots n_0 n_1 n_1 \cdots n_0\cdots n_0 n_1\cdots n_0\cdots n_0\rangle,
\]  \hspace{1cm} (10)
where \( n^l_a = 0 \) or 1 for all \( l \) and \( a \), is sufficient to represent the particle motion. We will use the convention that \( n^l_0 \) represents a right goer and \( n^l_1 \) represents a left goer. The variables \( n^l_a \) are Boolean quantities and are number variables of a system of spin-1/2 particles that obey Fermi-Dirac statistics. The superscript \( l \) indexes to a point on the grid and the subscript \( a \) that specifies the direction of motion can also be interpreted as a spin index for the spin-1/2 particle. Also, the numbered variables correspond to the bit values of a binary encoded integer that labels each numbered state in the range from 0 to \( 2^{2L} - 1 \).

According to the encoding scheme \((10)\), to each point in space we may associate a position-spin basis ket denoted by \(| x_l, \sigma \rangle\), where \( 0 \leq l \leq L - 1 \) and \( \sigma = 0 \) (spin up \( \uparrow \)) or \( \sigma = 1 \) (spin down \( \downarrow \)). The position-spin ket \(| x_l, \sigma \rangle\) is the numbered state with \( n^l_\sigma \in [0, 1] \) with all the other numbered variables being set to zero

\[
| x_l, 0 \rangle = |00 \cdots 0\rangle_{\text{th point}} \quad | x_l, \uparrow \rangle = |00 \cdots 1\rangle_{\text{th point}} \quad | x_l, \downarrow \rangle = |00 \cdots 1\rangle_{\text{th point}} \quad | x_l, \uparrow \downarrow \rangle = |00 \cdots 1\rangle_{\text{th point}}.
\]

In the ket \((11d)\), the doubly occupied point has a particular ordering of the spin degrees of freedom, spin-up followed by spin-down, and only that ordering is encoded. Kets of type \((11d)\) reside in the two-body subsector of the Hilbert space.

The notion of position and spin are intrinsically linked in this construction. The position-spin kets are orthonormal

\[
\langle x_l, \sigma | x_m, \sigma' \rangle = \delta_{lm}\delta_{\sigma\sigma'}.
\]

For the convenience afforded by specifying the quantum algorithm in the one-particle sector, we use the notation

\[
| x_l, \uparrow \rangle \equiv |0\rangle_{x_l}, \quad | x_l, \downarrow \rangle \equiv |1\rangle_{x_l}.
\]

The quantum state representing a Dirac particle is in general a superposition state in both position-space and spin-space. Thus, at time \( t \), the full quantum state of a Dirac particle, say \(|\psi(t)\rangle\) on the grid in the position-spin representation, is a quantum superposition state over all the points of the system

\[
|\psi^{1-\text{body}}(t)\rangle = \sum_{l=0}^{L-1} \sum_{\sigma=0}^{1} \psi_{\sigma}(t, x_l)|x_l, \sigma\rangle,
\]

where the probability amplitude \( \psi_{\sigma}(x_l) = \langle x_l, \sigma | \psi \rangle \) is a complex number. The general one-body quantum state \((14a)\) may be rewritten as

\[
|\psi^{1-\text{body}}(t)\rangle = \sum_{l=0}^{L-1} \sum_{\alpha=0}^{2^L} \psi_{2^l+\alpha}(t, x_l)|2^{L/2}+\alpha\rangle,
\]

where we drop \( x_l \) as a subscript on the 2-spinor to avoid relucancy as the particular position is already specified by the functional dependency of the component probability amplitudes. The set of probability amplitudes \( \psi_{\sigma}(x_l) \) for integer \( l \in [0, L - 1] \) is a discrete representation of the continuous quantum field \( \psi_{\sigma}(x) \) in space with \( 0 \leq x < L \) for particle with spin \( \sigma = \uparrow, \downarrow \). In other words, the basic approach we use represents a state of the system \(|\psi\rangle\) with a quantum field \( \psi(x) \) expressed as a sum of all the possible ways a particle can be situated in position-space and spin-space superposition with a probability amplitude \( \psi_{\sigma}(x_l) \) associated with each position-spin ket \(|x_l, \sigma\rangle\). Since the quantum algorithm is a locally computed one, we employ the convention of writing the quantum state in local 2-spinor notation

\[
\psi^{1-\text{body}}(t, x_l) = \langle \psi_{\sigma}(t, x_l)|\psi_{\sigma}(t, x_l)\rangle.
\]

The form of \((14c)\) is sufficient to specify the quantum lattice gas algorithm.

So, if we are concerned with modeling a one-particle system, then all we need consider is a finite set of numbered basis states, where each element of the set has the form \((10)\) with only one of the number variables equaling 1 and all the others 0. This subset of all the possible numbered basis states is called the one-body sector and the quantum states in the one-body sector may be denoted as \((14a)\) or \((14b)\). Yet, there is another and very useful way to denote such quantum states. Since there are \(2L\) probability amplitudes, we may label the numbered state associated with each these probability amplitudes using the binary encoded integer \([2^{2^L}], a \in [0, 1]\) and \( l \in [0, L] \). Therefore, the system ket in the number representation can be alternatively written as

\[
|\psi^{1-\text{body}}(t)\rangle = \sum_{l=0}^{L-1} \sum_{\alpha=0}^{1} \psi_{2^l+a}(t)|2^{L/2}+\alpha\rangle,
\]

where each \( \psi_{2^l+a}(t) \) is a c-number \([22]\). That is, the position-spin kets \(|x_l, \sigma\rangle \equiv |2^{L/2}+\sigma\rangle\) comprise a set of \(2L\) vectors of the full Hilbert space of the quantum computer. We could equivalently write \((14d)\) in the compact way

\[
|\psi^{1-\text{body}}\rangle = \sum_{\alpha=1}^{2L} \psi_{\alpha}|2^{L/2}+\alpha\rangle,
\]

where we label the qubits starting with 1 say.

The binary integer encoding \((10)\) readily accommodates the specification of many-body quantum states. For example, a general system ket in the two-body sector
is simply written as

$$\left| \psi^{2\text{-body}}(t) \right\rangle = \sum_{\alpha=1}^{2L} \sum_{\beta=\alpha+1}^{2L} \psi_{\alpha,\beta}(t) |2^\alpha - 1 + 2^\beta - 1\rangle, \quad (15)$$

and in the three-body sector a general system ket is written as

$$|\psi^{3\text{-body}}\rangle = \sum_{\alpha=1}^{2L} \sum_{\beta=\alpha+1}^{2L} \sum_{\gamma=\beta+1}^{2L} \psi_{\alpha,\beta,\gamma} |2^\alpha - 1 + 2^\beta - 1 + 2^\gamma - 1\rangle, \quad (16)$$

and so forth.

**B. Encoding scheme using qubits**

Since the number of qubits in any quantum computer is necessarily a finite number, each particle’s quantum state will have to be approximated by representing a physically continuous amplitude field by an ordered and finite set of complex numbers.

To encode kets such as $|\psi\rangle$ in a quantum computer, we would need to assign at least two qubits to each point. So, at a minimum, one would need $Q = 2L$ qubits in the host quantum computer. The qubits that encode the $l$th point are denoted by $|q_l\rangle$ for $a \in \{0, 1\}$. We consider each qubit to be a container that may or may not be occupied by the quantum particle. Since each qubit is a two-level quantum system $|q_l\rangle = \alpha_l|0\rangle + \beta_l|1\rangle$ with $|\alpha_l|^2 + |\beta_l|^2 = 1$. A review of qubit representations is given in Appendix A. A quantum particle is said to occupy the $l$th spin state at point $x_l$ when $\beta_l = 1$, and the $a$th spin state at point $x_l$ is empty when $\beta_l = 0$.

Consider the simplest many-body example, a two-body system. In addition to redefining the local position-spin kets

$$|x_l, \uparrow\rangle \equiv |2\rangle_{x_l} = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \quad |x_l, \downarrow\rangle \equiv |1\rangle_{x_l} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad (17a)$$

we also need to define the empty and doubly occupied local position-spin kets

$$|x_l, 0\rangle \equiv |0\rangle_{x_l} = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad |x_l, \uparrow\downarrow\rangle \equiv |3\rangle_{x_l} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad (17b)$$

Then, the two-body system ket $|\psi^{2\text{-body}}(t)\rangle$ may be rewritten as

$$|\psi^{2\text{-body}}(t)\rangle = \sum_{l=0}^{L-1} \left( \psi_0(t, x_l) \psi_1(t, x_l) \psi_2(t, x_l) \psi_3(t, x_l) \right), \quad (18a)$$

and the local quantum state may be specified simply by a 4-spinor

$$|\psi^{2\text{-body}}(t, x_l)\rangle = \begin{pmatrix} \psi_0(t, x_l) \\ \psi_1(t, x_l) \\ \psi_2(t, x_l) \\ \psi_3(t, x_l) \end{pmatrix}. \quad (18b)$$

Since only a 2-spinor is needed to represent a Dirac particle in 1+1 dimensions, the spin-up and and spin-down probability amplitudes in $|\psi\rangle$ are each encoded in a qubit for $\sigma = \uparrow, \downarrow$. That is, the expectation value of the type $\sigma$ occupancy at point $x_l$ according to the formula

$$\langle q_\sigma(t, x_l)|n|q_\sigma(t, x_l)\rangle = |\psi_\sigma(t, x_l)|^2, \quad (19)$$

where $n$ is the singleton number operator. Alternatively, using the quantum state of the entire system with $Q$ qubits, we may write the expectation value by using the multiple qubit number operator

$$\langle \psi(t)|n_\alpha|\psi(t)\rangle = |\psi_\alpha(t, x_l)|^2, \quad (21)$$

where $\alpha = a \pmod{4}$ and $a$ is an integer-valued qubit index $a \in \{0, 1, \ldots, Q\}$. The multiple qubit number operators are reviewed in Appendix B.2b. So the numbered state $|\psi\rangle$ in the position-spin basis is encoded within the Hilbert space of the qubit system with the states

$$|q_\uparrow(x_0)q_\downarrow(x_0)q_\uparrow(x_1)q_\downarrow(x_1)\cdots q_\uparrow(x_{L-1})q_\downarrow(x_{L-1})\rangle. \quad (22)$$

**C. Unitary stream and collide operators**

To simulate the dynamical behavior of a system of Dirac particles, we seek to specify a sequence of 2-qubit gate operations that will act on a collection of qubits in a way that represents a particular quantum field theory.

Let us denote a swap gate by $\chi$. The stream operator, denoted $S_a$ for $a = 0, 1$, causes a global shift to the right of the $a$th qubit on all the lattice nodes. Therefore, $S_a$ can be represented by a product of swaps acting on nearest neighbors

$$S_a = \prod_{l=0}^{L-1} \chi_{2l+a, 2l+2+a}. \quad (23)$$
Writing the full collide operator as a tensor product over all the points of the system, \( C = \bigotimes_{n=1}^{L-1} U_C \), the quantum algorithm we present for the Dirac equation is a product of collide and stream operators

\[
|\psi(t + \tau)\rangle = S_1^T S_0 C |\psi(t)\rangle = e^{-ith_D/(\hbar c)} |\psi(t)\rangle,
\]

where \( h_D \) is the Dirac Hamiltonian and \( \ell \) and \( \tau \) are the grid scale length and time. Here \( S_1^T \) denotes the transpose of \( S_1 \) and is the inverse of \( S_1 \). Application of \( S_1^T \) causes a global shift to the left of the first qubit on all the lattice nodes, and where the streaming operator \( S_2 \) causes a global shift to the right of the second qubit on all the lattice nodes. The collide operator is chosen so that the product decomposition in (24) is an exact representation of an evolution operator generated by \( h_D \); that is, \( S_1^T S_0 C |\psi(t)\rangle = e^{-ith_D/(\hbar c)} |\psi(t)\rangle \) is not an approximation (in particular, both the Trotter’s formula and the Baker-Campbell-Hausdorff formula are not needed so there are no error terms in the spatial derivatives). The product of stream operators \( S_1^T S_0 = e^{i\hbar \theta_3} = e^{i\hbar \ell / \hbar} \).

The efficiency of the quantum algorithm (24) becomes evident when it is used to simulate the dynamics of many quantum particles. The case of multiple quantum particles is handled by the same evolution operator used for the single particle case but generalized to handle Fermi-Dirac statistics. The collide operator may be expressed in terms of qubit creation and annihilation operators. The explicit form of this chirality breaking operator used in the quantum lattice gas algorithm for many-body quantum simulations is given in Appendix C. Yet, for simple test purposes, the quantum algorithm is implemented in Sec. V in the one-body sector. The particular sequence and number of quantum gate operations remains fixed, independent of the number of particles to be simulated. The only difference is how the system’s quantum state is initialized.

### III. QUANTUM LATTICE GAS AS COMPOSITE ROTATIONS

In this section we present a quantum algorithm, constructed from the point of view of composite rotations, for modeling the dynamics of a Dirac particle in 1+1 dimensions. The idea is to constrain the lattice-based quantum algorithmic representation of a Dirac particle in such a way that the hermitian generator of the unitary evolution is exactly the Dirac Hamiltonian. We give an explicit construction of the decomposition formula

\[
e^{-it\hbar_D/(\hbar c)} = e^{i\hbar \theta_3} \sin (\hbar \ell / \hbar) / E = e^{i\hbar \theta_3} \arccos (\hbar \ell / \hbar E) / E
\]

that is exactly computable [4], where \( \ell \) and \( \tau \) denote the grid length and grid time, and \( E \) denotes the energy scale of particle dynamics. This decomposition formula is exact in the sense that it does not require a limiting procedure as in Trotter decomposition \( e^{-it(h_0 + h')} = \lim_{n \to \infty} \left( e^{-it h_0 / n} e^{-it h' / n} \right)^n \) [20]. A closed-form decomposition is possible when the modeled quantum system has a relativistic energy relation. In the 1+1 dimensional case for free Dirac particle simulations with \( h_D = h_0 + h' \), the kinetic part of the Hamiltonian is \( h_0 = \sigma_x p_x c \) and the chiral breaking interaction part is \( h' = \sigma_z mc^2 \). Since in 1+1 dimensions the quantum state is a 2-spinor, the unitary evolution generated by \( h_D, h_0 \), and \( h' \) can each be viewed as a different rotation on the Bloch sphere. So a rotation generated by \( h_0 \), followed by a rotation generated by \( h' \), is equated to a single composite rotation generated by \( h_D \). This is the geometrical basis of the quantum lattice gas algorithm for the Dirac equation cast in the high-energy limit.

Consider a local evolution operator as a composition of qubit rotation operators \( U_{\tilde{n}_2} = e^{-i\tilde{n}_2 \cdot \sigma} \) and \( U_{\tilde{n}_1} = e^{-i\tilde{n}_1 \cdot \sigma} \), where \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \) is a vector of Pauli matrices, \( \tilde{n}_1 \) and \( \tilde{n}_2 \) are unit vectors specifying the respective principal axes of rotation, and \( \beta_1 \) and \( \beta_2 \) are real-valued rotation angles. The product of these rotations is

\[
U_{\tilde{n}_2}(\beta_2) U_{\tilde{n}_1}(\beta_1) = \cos \left( \frac{\beta_2}{2} - i (\tilde{n}_2 \cdot \sigma) \sin \frac{\beta_2}{2} \right) \cos \left( \frac{\beta_1}{2} - i (\tilde{n}_1 \cdot \sigma) \sin \frac{\beta_1}{2} \right) = \cos \left( \frac{\beta_1}{2} \right) \cos \left( \frac{\beta_2}{2} \right) - \sin \left( \frac{\beta_1}{2} \right) \sin \left( \frac{\beta_2}{2} \right) \frac{\tilde{n}_1 \cdot \sigma}{\tilde{n}_2 \cdot \sigma} - i \left[ \sin \left( \frac{\beta_1}{2} \right) \sin \left( \frac{\beta_2}{2} \right) \frac{\tilde{n}_1 \cdot \sigma}{\tilde{n}_2 \cdot \sigma} + \cos \left( \frac{\beta_1}{2} \right) \cos \left( \frac{\beta_2}{2} \right) \tilde{n}_1 \cdot \sigma \right]
\]  

\[
= \cos \left( \frac{\beta_1}{2} \right) \cos \left( \frac{\beta_2}{2} \right) - \sin \left( \frac{\beta_1}{2} \right) \sin \left( \frac{\beta_2}{2} \right) \frac{\tilde{n}_1 \cdot \sigma}{\tilde{n}_2 \cdot \sigma} - i \left[ \sin \left( \frac{\beta_1}{2} \right) \cos \left( \frac{\beta_2}{2} \right) \tilde{n}_1 \cdot \sigma + \cos \left( \frac{\beta_1}{2} \right) \sin \left( \frac{\beta_2}{2} \right) \tilde{n}_2 \right]
\]

\[
= \cos \left( \frac{\beta_1}{2} \right) \cos \left( \frac{\beta_2}{2} \right) - \sin \left( \frac{\beta_1}{2} \right) \sin \left( \frac{\beta_2}{2} \right) \tilde{n}_1 \cdot \tilde{n}_2 - i \left[ \sin \left( \frac{\beta_1}{2} \right) \cos \left( \frac{\beta_2}{2} \right) \tilde{n}_1 \cdot \tilde{n}_2 + \cos \left( \frac{\beta_1}{2} \right) \sin \left( \frac{\beta_2}{2} \right) \tilde{n}_2 \right]
\]
where in the last line we made use of the identity
\[(\hat{n}_1 \cdot \sigma) \cdot (\hat{n}_2 \cdot \sigma) = \hat{n}_1 \cdot \hat{n}_2 + i (\hat{n}_1 \times \hat{n}_2) \cdot \sigma.\] (26)

Let us take \(U_s^z = e^{-i\beta \sigma_z/2}\) as our stream operator and \(U_c = e^{-i\alpha \sigma_x/2}\) as our collision operator. Let us choose a reference frame where the particle motion occurs along the \(\hat{z}\)
\[U_s^z = e^{-i\beta \sigma_z/2}.\] (27a)

In this frame a general collision operator is
\[U_c = e^{-i\beta \sigma_x/2}(\alpha \sigma_x + \beta \sigma_y + \gamma \sigma_z),\] (27b)
where \(\alpha, \beta, \) and \(\gamma\) are real valued components subject to the constraint \(\alpha^2 + \beta^2 + \gamma^2 = 1\). Furthermore, let us suppose that the unitary operators (27) are applied locally and homogeneously at all the points in the system. So, here we consider a construction whereby the two principal unit vectors specifying the axes of rotation are
\[\hat{n}_1 = (\alpha, \beta, \gamma) \quad \hat{n}_2 = (0, 0, 1).\] (28)

With this choice, \(\hat{n}_1 \times \hat{n}_2 = (\beta, -\alpha, 0)\) and \(\hat{n}_1 \cdot \hat{n}_2 = \gamma,\) so (25) is a quite general representation of a quantum lattice gas evolution operator
\[U_s^z U_c = \cos\beta z/2 \cos\beta y/2 - \sin\beta x/2 \sin\beta y/2 - i \left(\alpha \sin\beta \cos\beta y/2 - \sin\beta x/2 \sin\beta y/2\right) \sigma_x
\]- \[i \left(\beta \sin\beta \cos\beta y/2 + \alpha \sin\beta x/2 \sin\beta y/2\right) \sigma_y
\]- \[i \left(\gamma \sin\beta \cos\beta y/2 + \cos\beta x/2 \sin\beta y/2\right) \sigma_z
\]\[\Rightarrow 1 + \frac{icp_z\tau}{\hbar} \sigma_z - \frac{imc^2\tau}{\hbar} \sigma_x,\] (29c)

where the last line is chosen as a construction. The reason for choosing this construction is that the quantum algorithm \(\psi' = U_s U_c \psi\) is
\[\psi'(z) = \left(1 + \frac{icp_z\tau}{\hbar} \sigma_z - \frac{imc^2\tau}{\hbar} \sigma_x\right)\psi(z),\] (30)

which is a time-difference representation of the equation of motion of a single free Dirac particle with a 2-spinor quantum state \(\psi(z) = (\psi_L(z), \psi_R(z))^T\) defined over the set of points \(z\) in a 1+1 dimensional spacetime. That is, for small \(\tau\) and for momentum operator \(p_z = -i\hbar\partial_z,\) (30) represents the Dirac equation for a relativistic quantum particle of mass \(m\)
\[ih\partial_z \psi = -cp_z\sigma_z \psi + mc^2\sigma_x \psi.\] (31)

To establish a correspondence between (29a) and (29b), we simply choose the real-valued components of \(\hat{n}_1\) to satisfy the following three conditions:
\[\alpha \sin\beta \cos\beta y/2 - \beta \sin\beta x/2 \sin\beta y/2 = \frac{mc^2\tau}{\hbar}\] (32a)
\[\beta \sin\beta \cos\beta y/2 + \alpha \sin\beta x/2 \sin\beta y/2 = 0\] (32b)
\[\gamma \sin\beta \cos\beta y/2 + \cos\beta x/2 \sin\beta y/2 = -\frac{cp_z\tau}{\hbar}.\] (32c)

Additionally, we should respect the reality condition that \(\hat{n}_1\) have unit norm
\[\alpha^2 + \beta^2 + \gamma^2 = 1\] (32d)

that we established above with the collision operator (27b). For the sake of simplicity, let us start with a specialized construction whereby \(\hat{n}_1\) is perpendicular to \(\hat{n}_2\).

The solution of (32) in this special case is
\[\alpha = \cos\beta \frac{2}{\gamma} \quad \beta = -\sin\beta \frac{2}{\gamma} \quad \gamma = 0.\] (33)

Inserting (33) into (32a) gives
\[\sin\beta \frac{2}{\gamma} = \frac{mc^2\tau}{\hbar},\] (34)

and in turn (32c) is
\[\sqrt{1 - \left(\frac{mc^2\tau}{\hbar}\right)^2} \sin\beta \frac{2}{\gamma} = -\frac{cp_z\tau}{\hbar}.\] (35)

In turn, we have
\[\cos\beta \frac{2}{\gamma} \cos\beta \frac{2}{\gamma} = \sqrt{1 - \left(\frac{mc^2\tau}{\hbar}\right)^2} \sqrt{1 - \left(\frac{cp_z\tau}{\hbar}\right)^2}\] (36a)
\[= \sqrt{1 - \left(\frac{E\tau}{\hbar}\right)^2},\] (36b)

with \(E^2 = (mc^2)^2 + (cp_z)^2\). Therefore, the quantum lattice gas evolution operator (29a) is
\[U_s^z U_c = \sqrt{1 - \left(\frac{E\tau}{\hbar}\right)^2} + \frac{iE\tau}{\hbar} \left(\frac{cp_z}{E} \sigma_z - \frac{mc^2}{E} \sigma_x\right).\] (37)

This result leads us to define the rotation axis
\[\hat{n}_{12} = -\frac{mc^2}{E} \hat{\phi} + \frac{cp_z}{E} \hat{z}.\] (38)

Since \((\hat{n}_1 \cdot \sigma)^2 = 1\) (an involution), we can employ Euler’s identity and the trigonometric identity \(\sin(\cos^{-1} \sqrt{1-x^2}) = x\), so we are free to write (37) in a
manifestly unitary form $e^{-i \frac{\beta_2}{2} \hat{n}_{12} \cdot \sigma}$ as follows:

$$U^z_s U_C = \exp \left[ i \cos^{-1} \left( \frac{1 - (E \tau / h)^2}{E} \right) \hat{n}_{12} \cdot \sigma \right]$$ (39a)  

$$= \exp \left[ i \cos^{-1} \left( \frac{1 - (E \tau / h)^2}{E} \right) \left( \sigma_z c p_z - \sigma_x mc^2 \right) \right].$$ (39b)  

The hermitian generator governing the dynamical behavior of the 2-spinor field $\psi$ is the Dirac Hamiltonian

$$h_D = -\sigma_z c p_z + \sigma_x mc^2.$$. (39c)  

This is a remarkable finding because nowhere in the derivation of (39b) did we invoke the continuum limit where $\tau \to 0$. That is, $\tau$ may be taken to be a small but finite quantity, not necessarily infinitesimal. Thus, because of the form of (39c), Lorentz invariance would apply to the quantum dynamics even though the spacetime is discrete, albeit there are unexpected departures from relativistic quantum mechanics, and we address the effect of these departures in Sec. [VIII]. The rotation angle in (39b) is a real scalar quantity, so we may denote this as $\ell$ and write

$$U^z_s U_C = e^{-i \ell h_D/(\hbar c)},$$ (39d)  

where in the last line we made the identification $\cos \left( \frac{\ell}{\hbar} \right) = \sqrt{1 - \left( \frac{E \tau}{h} \right)^2}$, or expressing $\tau$ in terms of the grid size $\ell$, we find that the grid sizes must satisfy the transcendental equation

$$\frac{E \tau}{h} = \sin \left( \frac{E \ell}{\hbar c} \right).$$ (40)  

We know that

$$\frac{\beta_2}{2} = -\ell k_z$$ (41)  

because the stream operator

$$U^z_s = e^{i \ell k_z \sigma_z} = e^{\sigma_z \ell \hat{\sigma}_z}$$ (42)  

is just the shift operator that displaces the spin-up and spin-down components of the Dirac field by $\pm \ell$, respectively.

With the above results, we may rewrite $U_C$ in an analytical form that is useful for the simulation of the quantum dynamics of a Dirac field. We begin by writing the collision operator (27b) as

$$U_C = e^{-i \frac{\beta_2}{2} \left[ \sigma_z \left( \cos \frac{\beta_2}{2} - i \sigma_z \sin \frac{\beta_2}{2} \right) \right]}$$ (43a)  

$$= e^{-i \frac{\beta_2}{2} \sigma_z e^{-i \sigma_z \frac{\beta_2}{2}}}$$ (43b)  

$$= \cos \frac{\beta_1}{2} - \sigma_x e^{-i \sigma_z \frac{\beta_2}{2}} \sin \frac{\beta_1}{2}$$ (43c)  

$$\sqrt{1 - \left( \frac{mc^2 \tau}{h} \right)^2} - \sigma_x e^{i \ell p_z \sigma_z \frac{mc^2 \tau}{h}}.$$ (43d)  

Since

$$\sigma_x e^{i \ell k_z \sigma_z} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} e^{i \ell k_z} & 0 \\ 0 & e^{-i \ell k_z} \end{pmatrix} = \begin{pmatrix} 0 & e^{-i \ell k_z} \\ e^{i \ell k_z} & 0 \end{pmatrix},$$ (44)  

the collision operator in matrix form is

$$U_C = \begin{pmatrix} \sqrt{1 - \left( \frac{mc^2 \tau}{h} \right)^2} & -ie^{-i \ell k_z} \frac{mc^2 \tau}{h} \\ -ie^{i \ell k_z} \frac{mc^2 \tau}{h} & \sqrt{1 - \left( \frac{mc^2 \tau}{h} \right)^2} \end{pmatrix}.$$ (45)  

For quantum simulation purposes, we wish to write $U_C = U_C(m, \ell, \gamma)$, where $\gamma \equiv E/(mc^2)$. Since $p_z = \sqrt{E^2 - (mc^2)^2}$, we have $p_z = \hbar k_z = mc \sqrt{\gamma^2 - 1}$, and in turn the collision operator may be written as

$$U_C = \begin{pmatrix} \sqrt{1 - \left( \frac{mc^2 \tau}{h} \right)^2} & -i e^{-i \frac{mc^2 \tau}{h} \sqrt{\gamma^2 - 1}} \frac{mc^2 \tau}{h} \\ -i e^{i \frac{mc^2 \tau}{h} \sqrt{\gamma^2 - 1}} \frac{mc^2 \tau}{h} & \sqrt{1 - \left( \frac{mc^2 \tau}{h} \right)^2} \end{pmatrix}.\tag{46}$$

Now we can rewrite (40) as

$$\frac{mc^2 \tau}{h} = \frac{1}{\gamma} \sin \left( \frac{\gamma mc \ell}{h} \right),$$ (47)  

which allows us to eliminate the explicit $\tau$-dependence in the collide operator

$$U_C = \begin{pmatrix} \sqrt{\gamma^2 - \sin^2 \left( \frac{\gamma mc \ell}{h} \right)} & -i e^{-i \frac{mc \ell}{h} \sqrt{\gamma^2 - 1}} \sin \left( \frac{\gamma mc \ell}{h} \right) \\ -i e^{i \frac{mc \ell}{h} \sqrt{\gamma^2 - 1}} \sin \left( \frac{\gamma mc \ell}{h} \right) & \sqrt{\gamma^2 - \sin^2 \left( \frac{\gamma mc \ell}{h} \right)} \end{pmatrix}.\tag{48}$$

So in natural lattice units ($h = 1$ and $c = 1$), the quantum algorithm for the Dirac equation is represented by the following stream and collide operators:

$$U^z_s = e^{\sigma_z \ell \hat{\sigma}_z}$$ (49a)  

$$U_C = \frac{1}{\gamma} \begin{pmatrix} \sqrt{\gamma^2 - \sin^2 \left( \gamma mc \ell \right)} & -i e^{-i \frac{mc \ell}{h} \sqrt{\gamma^2 - 1}} \sin \left( \gamma mc \ell \right) \\ -i e^{i \frac{mc \ell}{h} \sqrt{\gamma^2 - 1}} \sin \left( \gamma mc \ell \right) & \sqrt{\gamma^2 - \sin^2 \left( \gamma mc \ell \right)} \end{pmatrix}.$$ (49b)
We will demonstrate the numerical performance of this quantum algorithm below in Sec. [V]

In this Appendix C [40] we derive a quantum gate representation of the collide operator (46) for a system of Dirac particles in 1+1 dimensions using a infinite square lattice to compute (51) for a relativistic trajectory with 4 bends along \( \hat{\tau} \) and \( \tau \) where the length of each step is \( \ell \) and time \( t \) = \( mc^2 \tau / \hbar \).

\[
\begin{pmatrix} \psi_+^t \\ \psi_-^t \end{pmatrix} = \begin{pmatrix} \sqrt{1 - c^2} & -ic e^{-i mc^2 \tau / \hbar} \sqrt{\gamma^2 - 1} \\ -i e^{-i mc^2 \tau / \hbar} \sqrt{\gamma^2 - 1} & \sqrt{1 - c^2} \end{pmatrix} \begin{pmatrix} \psi_+^t \\ \psi_-^t \end{pmatrix},
\]

where \( \epsilon \equiv mc^2 \tau / \hbar \).

IV. QUANTUM LATTICE GAS AS A PATH SUMMATION

In this section, we will derive (50) in a different way based on a path integral representation of relativistic quantum mechanics.

A. Feynman path summation

The probability amplitude that a quantum particle at position \( z_a \) at time \( t_a \) will transfer to a new position \( z_b \) and time \( t_b \) is given by the following path integral:

\[
K(z_a t_a; z_b t_b) = \int \mathcal{D}[z(t)] e^{S[z(t)]},
\]

where \( \int \mathcal{D}[z(t)] \) denotes integration over all trajectories \( z(t) \) for which \( z(t_a) = z_a \) and \( z(t_b) = z_b \), and where the increase of the action

\[
S = \int_{t_a}^{t_b} dt L[z(t), z(t)],
\]

along a trajectory \( z(t) \) is determined using the classical Lagrangian \( L \). Feynman established a discrete representation of the path integral in 1+1 dimensions [3], using a infinite square lattice to compute (51) for a relativistic quantum particle

\[
K_{\alpha\beta}(z_a t_a; z_b t_b) = \lim_{N \to \infty} \sum_{R \geq 0} \Phi_{\alpha\beta}(R) \left( \frac{imc^2 \tau}{\hbar} \right)^R,
\]

where \( \tau \equiv (t_b - t_a)/N \), where \( \alpha \) and \( \beta \) are the \( \pm \) components of the spinor amplitude field (spin-up or spin-down), \( \Phi_{\alpha\beta}(R) \) is the number of paths with \( N \) steps and \( R \) bends, where the length of each step is \( \ell \equiv (z_b - z_a)/M \equiv c \tau \), where \( c \) is the speed of light, and where \( m \) is the mass of the quantum particle. An example relativistic trajectory with 4 bends along \( \hat{z} \) is depicted in Figure 2.

The allowable region of the lattice is bounded by the intersection of two light cones, with boundaries \( z = \pm c(t - t_a) + z_a \) and \( z = \pm c(t - t_b) + z_b \) for \( t_a \leq t \leq t_b \) and \( z_a \leq z \leq z_b \). One light cone originates at the spacetime point \( (z_a, t_a) \) and an inverted light zone terminates at \( (z_b, t_b) \), see Figure 3. With \( z_b - z_a = M\ell \) and \( t_b - t_a = N\tau \), the edges of the allowable rectangular region are given by \( P \equiv \lfloor N - M \rfloor \) and \( Q \equiv \lceil N + M \rceil \), for \( N \geq M \geq 0 \). Hence, the paths are the permutations of the set with \( N = P + Q \) members \( \pm 1 \):

\[
(1, 1, \ldots, 1, -1, -1, \ldots, -1). \quad (54)
\]

The number of permutations is the binomial coefficient:

\[
\text{number of paths} = \binom{P + Q}{P} = \binom{P + Q}{Q}. \quad (55)
\]

Because the summation (53) occurs on a discrete spacetime lattice, in 1+1 dimensions it is possible to enumerate all the paths originating at point \( a \) and ending at point \( b \) using \( N \) spin variables \( s_i \), for \( i = 0, 1, 2, \ldots, N - 1 \). This is depicted in Figure 4 for the example relativistic trajectory. The last spin variable, shown in red, is not included in the sum because it is not determinative of the path. Identifying \( \alpha \) with \( s_0 \) and \( \beta \) with \( s_N \) (which are considered initial and final spin conditions), the summation (53) is equivalent to:

\[
K_{s_0 s_N}(z_a t_a; z_b t_b) = \lim_{N \to \infty} \sum_{\{s_0, \ldots, s_{N-1}\} \in M} \left( \frac{imc^2 \tau}{\hbar} \right)^R,
\]

where for now we consider \( N \) fixed with the understanding that representation (56) is unitary only in the continuum limit \( N \to \infty \) and \( \tau \to 0 \) (which we will take at the end of the derivation), and where the set \( \{s_0, \ldots, s_{N-1}\} \) specifies a discrete trajectory with a path length con-
\[ t_b - t_a = 9 \]
\[ |z_b - z_a| = 3 \]

FIG. 3: Example problem in 1+1 dimensions with \( N = 9 \) and \( M = 3 \). Left: Allowable rectangular region of the square lattice within the light cone (cyan), with sides of length \( Q = \frac{N+M}{2} = 6 \) and \( P = \frac{N-M}{2} = 3 \), and path (blue) \((1, -1, 1, 1, -1, -1, 1, 1)\) with 6 bends. Right: Enumeration of all possible paths, the 84 permutations of the set \((1, 1, 1, 1, 1, -1, -1, -1)\).

strained by the condition
\[ \sum_{i=0}^{N-1} s_i = \frac{z_b - z_a}{\ell}. \] (57)

The starting and ending points are fixed, yet the sum on the R.H.S. of (56) includes a summing over the initial spin \( s_0 \) and not over \( s_N \). The condition (57) is equivalent to fixing the spin magnetization \( M = \sum_{i=0}^{N-1} s_i \) of a system of \( N \) spins.

**B. Revised path summation**

Here we establish a discrete representation of the path integral in 1+1 dimensions that is an improvement over the Feynman representation [53]. We need only a finite-sized square grid to compute the probability amplitude for a Dirac particle that obeys relativistic quantum mechanics:

\[ K_{\alpha\beta}(a, b) = \sum_{R \geq 0} \Phi_{\alpha\beta}(R) \left( \sqrt{1 - \left( \frac{mc^2}{\hbar} \right)^2} \right)^{\frac{R}{2}} \left( \frac{mc^2}{\hbar} \right)^{R}, \] (58)

where the initial point is \( a = (t_a, z_a) \) and the final point is \( b = (t_b, z_b) \), where the grid scales are \( \tau \equiv (t_b - t_a)/N \) and \( \ell \equiv (z_b - z_a)/M \equiv c \tau \) for integers \( N \) (number of time steps) and \( M \) (spin chain magnetization), where \( \alpha \) and \( \beta \) are the \( \pm \) components of the spinor amplitude field (spin-up or spin-down), \( \Phi_{\alpha\beta}(R) \) is the number of paths with \( N \) steps and \( R \) bends, where \( R \equiv N - R \), where
\( c \) is the speed of light, and where \( m \) is the mass of the quantum particle.

Because the summation \((58)\) occurs on a discrete spacetime lattice, in \( 1+1 \) dimensions it is possible to enumerate all the paths originating at point \( a \) and ending at point \( b \) using \( N \) spin variables \( s_i \), for \( i = 0, 1, 2, \ldots, N-1 \). Identifying \( \alpha \) with \( s_0 \) and \( \beta \) with \( s_N \), the summation \((58)\) is equivalent to:

\[
K_{s_0s_N}(a,b) = \sum_{\{s_0,\ldots,s_{N-1}\}} \delta \left(M, \sum_{i=0}^{N-1} s_i \right) e^{-\mu \sum_{i=0}^{N-1} (1+s_is_{i+1})} e^{-\nu \sum_{i=0}^{N-1} (1-s_is_{i+1})},
\]

where the set \( \{s_0,\ldots,s_{N-1}\} \) specifies a discrete trajectory with a path length constrained by the condition

\[
M \equiv \sum_{i=0}^{N-1} s_i = \frac{2b - 2a}{\ell}.
\]

Condition \((60)\) is equivalent to fixing the spin magnetization of a spin chain consisting of \( N \) spins.

At the \( i \)th step, the particle continues to move straight when \( s_i = s_{i+1} \), and it changes direction when \( s_i = -s_{i+1} \). As the particle moves (or streams) to the right, its spin orientation is “spin-up” and as it moves to the left it is “spin-down.” Therefore, the following binary value counts the occurrence of a bend at the \( i \)th step:

\[
\frac{1}{2} (1 - s_is_{i+1}) = \begin{cases} 
0, & \text{no bend} \\
1, & \text{bend}.
\end{cases}
\]

Hence, the following sum counts the total number of bends and nonbends, respectively, in a path:

\[
R = \frac{1}{2} \sum_{i=0}^{N-1} (1 - s_is_{i+1}) \quad (62a)
\]

\[
\overline{R} = \frac{1}{2} \sum_{i=0}^{N-1} (1 + s_is_{i+1}) = N - R. \quad (62b)
\]

With the change of variables

\[
\mu \equiv -\frac{1}{2} \log \sqrt{1 - \left(\frac{mc^2\tau}{\hbar}\right)^2} \quad (63a)
\]

\[
\nu \equiv -\frac{1}{2} \log \left(i \frac{mc^2\tau}{\hbar}\right), \quad (63b)
\]

the kernel \((59)\) can be written as the partition function of an ensemble of spins with nearest neighbor coupling and with fixed total magnetization:

\[
K_{s_0s_N} = \frac{1}{2N} \sum_{\{s_0,\ldots,s_{N-1}\}} e^{i \left(\frac{2\pi \nu}{N}\right)M} \sum_{\{s_0,\ldots,s_{N-1}\}} e^{-i \left(\frac{2\pi \mu}{N}\right)N} e^{-i \pi \left(\frac{2\pi \nu}{N}\right)(s_0-s_N)} \prod_{i=0}^{N-1} e^{-i \pi \left(\frac{2\pi \nu}{N}\right)(s_i+s_{i+1}) - \mu(1+s_is_{i+1}) - \nu(1-s_is_{i+1})}. \quad (66)
\]

We may write the sum as \( \sum_{i=0}^{N-1} s_i = \frac{1}{2}(s_0 - s_N) + \frac{1}{2} \sum_{i=0}^{N-1} (s_i + s_{i+1}) \), and in turn we pull down the summation in the argument of the exponential to form the following product:

\[
K_{s_0s_N} = \frac{1}{2N} \sum_{n=-N}^{N-1} e^{i \left(\frac{2\pi \nu}{N}\right)M} \sum_{\{s_0,\ldots,s_{N-1}\}} e^{-i \pi \left(\frac{2\pi \nu}{N}\right)(s_0-s_N)} \prod_{i=0}^{N-1} e^{-i \pi \left(\frac{2\pi \nu}{N}\right)(s_i+s_{i+1}) - \mu(1+s_is_{i+1}) - \nu(1-s_is_{i+1})}. \quad (67)
\]

We define a unitary transfer operator \( \mathcal{U} \) as

\[
\mathcal{U}_{s_i,s_{i+1}} \equiv e^{-\mu(1+s_is_{i+1}) - \nu(1-s_is_{i+1}) - i\pi \left(\frac{2\pi \nu}{N}\right)(s_i+s_{i+1})},
\]

so that \((67)\) becomes:

\[
K_{s_0s_N} = \frac{1}{2N} \sum_{n=-N}^{N-1} e^{i \left(\frac{2\pi \nu}{N}\right)M} \sum_{s_0=\pm 1} e^{-i \pi \left(\frac{2\pi \nu}{N}\right)(s_0-s_N)} \mathcal{U}_{s_0,s_1}. \quad (69)
\]
where we have defined
\[ \mathcal{X}_{s_0 s_N} \equiv \sum_{s_1, \ldots, s_{N-1}} \prod_{i=0}^{N-1} \mathcal{U}_{s_i, s_{i+1}} = \sum_{s_1=\pm 1} \cdots \sum_{s_{N-1}=\pm 1} \mathcal{U}_{s_0, s_1} \mathcal{U}_{s_1, s_2} \cdots \mathcal{U}_{s_{N-1}, s_N}. \] (70)

The matrix form of (68) is
\[ \mathcal{U} = \begin{pmatrix} \mathcal{U}_{1,1} & \mathcal{U}_{1,-1} \\ \mathcal{U}_{1,-1} & \mathcal{U}_{1,-1} \end{pmatrix} = \begin{pmatrix} e^{-i2\pi n/N} e^{-2\mu} & e^{-2\nu} \\ e^{-2\nu} & e^{i2\pi n/N} e^{-2\mu} \end{pmatrix} \]
and so (70) becomes simply an $N$ fold matrix multiplication of $\mathcal{U}$:
\[ \mathcal{X} = \begin{pmatrix} \mathcal{X}_{1,1} & \mathcal{X}_{1,-1} \\ \mathcal{X}_{1,-1} & \mathcal{X}_{1,-1} \end{pmatrix} = \begin{pmatrix} e^{-i2\pi n/N} e^{-2\mu} & e^{-2\nu} \\ e^{-2\nu} & e^{i2\pi n/N} e^{-2\mu} \end{pmatrix}^N, \]
which is independent of the spin variables.

We can rewrite (71) as
\[ \mathcal{U} = \begin{pmatrix} e^{-i2\pi n/N} & 0 \\ 0 & e^{i2\pi n/N} \end{pmatrix} \begin{pmatrix} e^{-2\mu} & e^{i2\pi n/N} e^{-2\nu} \\ e^{-i2\pi n/N} e^{-2\nu} & e^{-2\mu} \end{pmatrix}, \]
which has the form of a quantum lattice gas evolution operator for the Dirac equation
\[ \mathcal{U} = \mathcal{C} \mathcal{J}. \] (74)

That is, the stream and collide operators are respectively
\[ \mathcal{J} = \begin{pmatrix} e^{-i2\pi n/N} & 0 \\ 0 & e^{i2\pi n/N} \end{pmatrix}, \] (75a)
\[ \mathcal{C} = \begin{pmatrix} e^{-2\mu} & e^{i2\pi n/N} e^{-2\nu} \\ e^{-i2\pi n/N} e^{-2\nu} & e^{-2\mu} \end{pmatrix}. \] (75b)

Now with wave number $k_z$ defined as
\[ \ell k_z = \frac{2\pi n}{N}, \] (76)
and using (63a) to revert back to the original variables
\[ e^{-2\mu} = \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \quad e^{-2\nu} = i \frac{mc^2 \tau}{\hbar}, \] (77)
the stream and collide operators may be written as
\[ \mathcal{J} = e^{-\sigma_z i\ell k_z}, \] (78a)
\[ \mathcal{C} = \begin{pmatrix} \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} & i \frac{mc^2 \tau}{\hbar} e^{-i\ell k_z} \\ i \frac{mc^2 \tau}{\hbar} e^{-i\ell k_z} & \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \end{pmatrix}, \] (78b)
which have the identical analytical form of (42) and (15), respectively. The manifestly unitary transfer matrix (74) is
\[ \mathcal{U} = \begin{pmatrix} \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} e^{-i\ell k_z} & i \frac{mc^2 \tau}{\hbar} \\ i \frac{mc^2 \tau}{\hbar} e^{i\ell k_z} & \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} e^{i\ell k_z} \end{pmatrix} \] (79a)
\[ = \begin{pmatrix} \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} e^{-i\ell k_z \sigma_z} - i \sigma_x \frac{mc^2 \tau}{\hbar} \\ \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \cos \ell k_z \end{pmatrix} \] (79b)
\[ = \begin{pmatrix} \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \sin \ell k_z - i \sigma_x \frac{mc^2 \tau}{\hbar}. \] (79c)

This leads us to make the following identification for the momentum of the quantum particle
\[ \frac{p_z \ell \tau}{\hbar} = \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \sin \ell k_z, \] (80)
and this represents an ansatz to resolve the representation, where the momentum defined this way contributes to the energy as $E^2 = p^2 c^2 + (mc^2)^2$. Squaring (80) gives
\[ p^2 c^2 = \left[ \frac{\hbar^2}{\tau^2} - \left( \frac{mc^2}{\hbar} \right)^2 \right] \sin^2 \ell k_z, \] (81)
and then adding $(mc^2)^2$ to both sides gives
\[ E^2 = \frac{\hbar^2}{\tau^2} \sin^2 \ell k_z + mc^2 \cos^2 \ell k_z, \] (82)
a novel grid-level form of the relativistic energy relation, which we will discuss below in more detail. For now, let us rewrite (82) as
\[ \sqrt{1 - \left( \frac{E \tau}{\hbar} \right)^2} = \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \cos \ell k_z. \] (83)
Inserting (80) and (83) into (79c) allows us to rewrite the unitary transfer function in a form
\[ \mathcal{U} = \begin{pmatrix} \sqrt{1 - \left( \frac{E \tau}{\hbar} \right)^2} - i \frac{p_z \ell \tau}{\hbar} \sigma_z + \frac{mc^2 \tau}{\hbar} \sigma_x \\ -i \frac{mc^2 \tau}{\hbar} e^{-i\ell k_z} \sigma_z p_z + \sigma_x mc^2 \right) \end{pmatrix} \] (84a)
\[ = \exp \left[ -i \frac{\cos^{-1} \sqrt{1 - \left( \frac{E \tau}{\hbar} \right)^2}}{E} (\sigma_z p_z + \sigma_x mc^2) \right] \] (84b)
since \( \cos^{-1} \sqrt{1 - c^2} = \epsilon + \epsilon^3/6 + \cdots \). In turn, Eq. (72) becomes

\[
\mathcal{Z} = (\mathcal{C} \mathcal{D})^N = e^{i(\sigma_z m c^2 - \sigma_z p_n c)\tau N/\hbar} + \mathcal{O}(\tau^3), \quad (85a)
\]

\[
K_{\sigma_0 sN} = \frac{1}{2N} \sum_{n=-N}^{N-1} e^{ik_z z} \sum_{s_0=\pm 1} e^{-i\frac{k_z}{\hbar} (s_0 - s N)} \left[ e^{i(\sigma_z m c^2 - \sigma_z p_n c)\tau N/\hbar} \right]_{s-1} s^N \quad (86)
\]

For large \( N \) (in the low-energy limit), we can neglect the high-momentum grid scale \( \ell \) term compared with the low-momentum length scale \( z \) terms, so we make the approximation

\[
\sum_{s_0=\pm 1} e^{-i\frac{k_z}{\hbar} (s_0 - s N)} \approx \sum_{s_0=\pm 1} 1 = 2. \quad (87)
\]

So, in turn, we write the kernel as

\[
K_{\sigma_0 sN} = \frac{1}{N} \sum_{n=-N}^{N-1} e^{ik_z z} \left[ e^{i(\sigma_z m c^2 - \sigma_z p_n c)\tau N/\hbar} \right]_{s-1} s^N. \quad (88)
\]

In the continuum limit, the summation goes over to an integral \( \left( \frac{1}{N} \sum_n \rightarrow \frac{1}{\ell} \int dp \right) \) and so we have

\[
\lim_{N \rightarrow \infty} K_{\sigma_0 sN} = \ell \int_{-\infty}^{\infty} \frac{dp}{2\pi} e^{ik_z z} e^{i(\sigma_z m c^2 - \sigma_z p_n c)\tau N/\hbar} \quad \quad (89a)
\]

\[
\lim_{N \rightarrow \infty} K_{\alpha \beta} (z, t) = \ell \int_{-\infty}^{\infty} \frac{dp}{2\pi} e^{ik_z z} e^{i(\sigma_z m c^2 - \sigma_z p_n c)\tau N/\hbar} \quad \quad (89b)
\]

The form of the relativistic energy relation (82) leads us to define high-energy relations for momentum and mass

\[
p_{\text{grid}} = \frac{\hbar}{c} \sin k_z = \frac{\hbar}{c} \sin \left( \frac{2\pi \ell}{\lambda} \right) \quad \quad (90a)
\]

\[
m_{\text{grid}} = m \cos k_z = m \cos \left( \frac{2\pi \ell}{\lambda} \right), \quad \quad (90b)
\]

where we use the Compton wave length (i.e. \( k_z = 2\pi/\lambda \)). Equation (90a) is a modified de Broglie relation. Plots of (90a) are given in Fig. 4. The modified de Broglie relation (90a) has the effect of reducing the vacuum energy that arises from a chiral field.

V. QUANTUM SIMULATION

A. Continuity relation for a spinor field

If we multiply the relativistic wave equation for a Dirac particle by the adjoint 4-spinor, then we have

\[
\psi^\dagger \left( i \hbar \gamma^\mu \partial_\mu - mc^2 \right) \psi = 0, \quad (91a)
\]

Making the following change of variables \( z = z_b - z_a = \ell M \) and \( t = t_b - t_a = \tau N \), and inserting (85b) into (69), the kernel becomes

\[
K_{\sigma_0 sN} = \frac{1}{2N} \sum_{n=-N}^{N-1} e^{ik_z z} \sum_{s_0=\pm 1} e^{i\frac{k_z}{\hbar} (s_0 - s N)} \left[ e^{i(\sigma_z m c^2 - \sigma_z p_n c)\tau N/\hbar} \right]_{s-1} s^N. \quad (86)
\]

\[
\psi^\dagger \left( -i \hbar \gamma^\mu \partial_\mu - mc^2 \right) \psi = 0. \quad (91b)
\]

Taking the difference of these two equations, and dividing the result through by \( \hbar \), gives a continuity relation for the 4-spinor particle

\[
\partial_\mu (i c \psi^\dagger \gamma^\mu \psi) = 0, \quad (92)
\]

where one identifies the probability flux density as

\[
u^\mu \equiv c \psi^\dagger \gamma^\mu \psi, \quad (93)
\]

a 4-vector governed by a flux continuity relation. The reason for dropping the overall phase factor of \( i \) is to have the temporal component \( u_0 = c \overline{\psi} \psi \) be real valued. In contrast, the 4-current density, which may be defined as

\[
j^\mu \equiv ic \overline{\psi} \gamma^\mu \psi, \quad (94)
\]
satisfies the continuity relation
\[ \partial_\mu j^\mu = 0, \]  
(95)
where the conserved 4-current is \( j^\mu \equiv (\rho c, j) \). Thus, the conservation of probability (or more precisely the conservation of particle number) is manifestly covariant\(^3\).

**B. Dirac particle in a square well potential in 1+1 dimensions**

Let us consider a quantum particle in a confining one-dimensional lattice with grid points \( z = n\ell \), for integer \( n \) (\( 0 \leq n \leq L \)), with stream and collide operators given by \( \{49\} \) and with the similarity transformation given by \( R = (\sigma_z + \sigma_z)/\sqrt{2} \). The grid-level equation of motion for this finite quantum system is
\[ \eta' = RU^z U_C R^1 \eta. \]  
(96a)
We will use \([96a]\) for the purpose of modeling the dynamical behavior of a Dirac particle in a square well potential. The low-energy effective field theory (in the rotating frame) of \([96a]\) is the Dirac equation
\[ i\hbar \partial_t \eta(z, t) = pc \sigma_z \eta(z, t) + mc^2 \sigma_z \eta(z, t), \]  
(96b)
where the momentum operator is identified as \( p = -i\hbar \partial_z \).\(^4\)

We will work in the nonrotating frame \( \psi \equiv R \eta \) where the effective equation of motion is
\[ i\hbar \partial_t \psi(z, t) = pc \sigma_z \psi(z, t) + mc^2 \sigma_z \psi(z, t). \]  
(96c)
Using separation of variables, the 2-spinor field is
\[ \psi(z, t) = \left( \begin{array}{c} \phi(z) \\ \xi(z) \end{array} \right) e^{-i(pz - E_t)/\hbar}, \]  
(97)
and in turn the eigenequation is
\[ E \psi = \left( \begin{array}{cc} mc^2 & pc \\ pc & -mc^2 \end{array} \right) \psi. \]  
(98)
Explicitly writing out the coupled component equations
\[ E\phi = mc^2 \phi + pc \xi \]  
\[ E\xi = pc \phi - mc^2 \xi, \]  
(99a)
(99b)
one immediately identifies two solutions types
\[ \phi = \frac{pc}{E - mc^2} \xi \]  
\[ \xi = \frac{pc}{E + mc^2} \phi. \]  
(100a)
(100b)
That is, the eigensolutions for a free Dirac particle have the form
\[ \psi(z, 0) = \begin{cases} \phi(z) \left( \frac{1}{pc} \right) e^{-ipz/\hbar}, & \text{for } E > 0 \\ \xi(z) \left( \frac{1}{pc} \right) e^{-ipz/\hbar}, & \text{for } E < 0. \end{cases} \]  
(101)

Let us consider the positive-energy solution for a plane wave with momentum eigenvalue \( p = \hbar k \). Normalizing such that \( \langle \psi_k | \psi_{k'} \rangle \equiv \int dz \psi_k^\dagger(z, 0)\psi_{k'}(z, 0) = \delta(k - k') \), we find that \( \langle \psi_k | \psi_k \rangle = 2E/(E + mc^2) \), so in turn we may write the plane-wave solution as
\[ \psi_k(z) = \sqrt{\frac{E + mc^2}{2E}} \left( \begin{array}{c} 1 \\ \sqrt{E - mc^2/2} \end{array} \right) e^{-ikz}, \]  
(102a)
where we made use of the relativistic energy relation \( E^2 = (pc)^2 + (mc^2)^2 \). We can rewrite this solution by splitting it into its right-going (spin-up) and left-going (spin-down) components\(^5\)
\[ \psi_k = \sqrt{\frac{1}{2E}} \left[ \begin{array}{c} \sqrt{E + mc^2} (1) \\ 0 \end{array} \right] + \sqrt{E - mc^2} \left( \begin{array}{c} 0 \\ 1 \end{array} \right) e^{-ikz}. \]  
(102b)

As a way to avoid the Klein paradox, we can model the external confining square well barrier as regions in space where the mass of the Dirac particle is large. This is depicted as
\[ V(z) \equiv m(z) \]  
(103)
In (103) the mass of the Dirac particle is \( m \) for \( 0 \leq z \leq L \) (region II) and its mass is \( M > m \) for \( z > L \) (region I) and for \( z < 0 \) (region III). So the plane-wave solutions in

---

\(^3\) The common definition \( j^\mu \equiv c\overline{\psi} \gamma^\mu \psi \) ensures that \( j^0 = \psi^\dagger \psi \) is a real-valued and positive-definite scalar.

\(^4\) Here we are writing the Dirac operator \( \alpha = \sigma_z \), whereas earlier we had \( \alpha = -\sigma_z \). The overall sign is specified by the direction of the spatial displacement caused by the stream operator \( U^z \).

\(^5\) Right and left-going chirality and spin-up and spin-down properties of a Dirac particle are the physically the same properties in one spatial dimension. This is not the case in higher dimensions.
The spin-up and spin-down states of the particle’s probability occupancy of its wavefunction vanish at the boundary conditions such that the probability flux density vanishes at the left wall. We will choose boundary conditions to ensure that the Dirac equation is satisfied. When \( \alpha \) and \( \beta \) are the components of the 2-spinor field individually, they have to be continuous functions of position across the boundaries. Boundary conditions with continuous probability flux density \( \psi^\dagger \gamma^0 \psi \) vanishing at the container walls were originally introduced in the MIT bag model of bound hadrons.

Let us write the Dirac equation as

\[
\psi_{k}^I(z) = A e^{ikz} \left( \frac{1}{\hbar k^2 c} E + mc^2 \right) + C e^{-ikz} \left( \frac{1}{\hbar k^2 c} E + mc^2 \right)
\]

(104a)

\[
\psi_{k}^II(z) = B e^{ikz} \left( \frac{1}{\hbar k^2 c} E + mc^2 \right) + C e^{-ikz} \left( \frac{1}{\hbar k^2 c} E + mc^2 \right)
\]

(104b)

\[
\psi_{k}^III(z) = D e^{-ikz} \left( \frac{1}{\hbar k^2 c} E + mc^2 \right)
\]

(104c)

For convenience, let us write the 2-spinor field in region II as

\[
\psi_{k}^II(z) = \left( B e^{ikz} + C e^{-ikz} \right) \left( B e^{ikz} - C e^{-ikz} \right) P
\]

(105)

where

\[
P = \frac{\hbar k c}{(E + mc^2)}
\]

(106)

Choosing boundary conditions to ensure that the Dirac particle is appropriately confined within the square well in region II is a rather subtle matter. We will choose boundary conditions such that the probability flux density vanishes at \( z = 0 \) and \( z = L \). It is a remarkable property of the spinor structure of a Dirac particle that we do not have to choose \( \psi(0) = 0 \) and \( \psi(L) = 0 \) even when \( M = \infty \), nor do the components of the 2-spinor field individually have to be continuous functions of position across the boundaries. Boundary conditions with continuous probability flux density \( \psi^\dagger \gamma^0 \psi \) vanishing at the container walls were originally introduced in the MIT bag model of bound hadrons.

Let us write the Dirac equation as

\[
i \hbar \partial_t \psi(z, t) = \left( -i \hbar c \alpha_x \partial_z + m(z) c^2 \beta \right) \psi(z, t)
\]

(107a)

where \( \alpha_z = \sigma_z \) and \( \beta = \sigma_z \) and where \( m(z) = m \) for \( 0 \leq z \leq L \) and \( m(z) = M \) otherwise. In the chiral representation, this equation may be written in manifestly covariant form

\[
i \hbar c (\gamma^0 \partial_0 + \gamma^2 \partial_z) \psi - m(z) c^2 \psi = 0
\]

(107b)

where \( \partial_0 \equiv \partial_t \), \( \gamma^0 = \beta \), and \( \gamma^2 = \beta \alpha_z = -i \sigma_y \). In this representation, the probability flux density is the difference of the particle’s probability occupancy of its spin-up and spin-down states

\[
\dot{\psi} = \left( \psi_R^\dagger \psi_L^\dagger \right) \left( \begin{array}{c} 1 \\ 0 \\ 0 \\ -1 \end{array} \right) \left( \begin{array}{l} \psi_R \\ \psi_L \end{array} \right) = \psi_R^\dagger \psi_R - \psi_L^\dagger \psi_L.
\]

(108)

Equating the 4-current density along the \( -\hat{z} \)-direction to the probability flux density at the left wall, the boundary condition at \( z = 0 \) is

\[
j_z(0) = -i c \overline{\psi}_L(0) \gamma_z \psi_L(0) = c \overline{\psi}_L(0) \psi_L(0) = u(0)
\]

(109a)

or

\[
\left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{l} \psi_R^I(0) \\ \psi_L^I(0) \end{array} \right) = i \left( \begin{array}{l} \psi_R^{II}(0) \\ \psi_L^{II}(0) \end{array} \right)
\]

(109b)

One chooses the boundary condition (109) to force both \( j_z(0) = 0 \) and \( u(0) = 0 \), which represents both vanishing probability current escaping the square well and vanishing probability flux at the left wall. We will now verify that this is indeed the case.

From (109) we see that the components are constrained by the relation \( \psi_{k}^{II}(0) = -i \psi_{k}^{II}(0) \). Using the plane-wave solution (105), the left wall boundary condition implies

\[
i (B - C) \psi = B + C
\]

(110a)

or

\[
C = B \frac{iP - 1}{iP + 1}
\]

(110b)

Inserting (105) into (108), we verify that the probability flux density vanishes at the left wall

\[
\overline{\psi}(0) \psi(0) = |B + C|^2 - |B - C|^2 P^2 = 0
\]

(111)

Now we can apply similar boundary conditions at the right wall. The boundary condition at \( z = L \) is

\[
j_z(L) = i c \overline{\psi}_L(L) \gamma_z \psi_L(L) = c \overline{\psi}_L(L) \psi_L(L) = u(L)
\]

(112a)

or

\[
\left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{l} \psi_R^{II}(L) \\ \psi_L^{II}(L) \end{array} \right) = -i \left( \begin{array}{l} \psi_R^{II}(L) \\ \psi_L^{II}(L) \end{array} \right)
\]

(112b)

The boundary condition (112) forces both \( j_z(L) = 0 \) and \( u(L) = 0 \), which represents both vanishing probability current escaping the square well and vanishing probability flux at the right wall. So the components are constrained by the relation \( \psi_{k}^{II}(L) = i \psi_{k}^{II}(L) \). Using the plane-wave solution (105), the right wall boundary condition implies

\[
-i \left( B e^{ikL} - C e^{-ikL} \right) \psi = B e^{ikL} + C e^{-ikL}
\]

(113a)

Defining \( e^{i\theta} \equiv C/B \) and multiplying through by \( e^{-i\theta/2} \), (113a) becomes

\[
-i \left( e^{i(kL-\theta/2)} - e^{-i(kL-\theta/2)} \right) \psi = e^{i(kL-\theta/2)} + e^{-i(kL-\theta/2)}
\]

(113b)

or

\[
\cot \left( \frac{kL - \theta}{2} \right) = P
\]

(113c)

\[103\] are

\[
\psi_{k}^I(z) = A e^{ikz} \left( \frac{1}{\hbar k^2 c} E + mc^2 \right)
\]

(104a)

where

\[
P = \frac{\hbar k c}{(E + mc^2)}
\]

(106)

Albeit the probability density and probability flux density are both continuous across the boundaries.
From (110b) we have
\[ e^{i\theta} = \frac{IP - 1}{iP + 1} = \frac{P^2 - 1}{P^2 + 1} + i\frac{2P}{P^2 + 1}, \] (114)
so the phase angle is determined by \( \tan \theta = 2P/(P^2 - 1) \).
Additionally, we can write (113b) as
\[ -(IP + 1)e^{ikL} = (-IP + 1)e^{i\theta}e^{-ikL} \] (115)
or
\[ e^{2ikL} = \frac{IP - 1}{iP + 1}e^{i\theta}e^{i2\theta}. \] (116)
This implies that \( \theta = kL \), so we can write (113c) as
\[ \cot \left( \frac{kL}{2} \right) \approx \frac{\hbar c}{(E + mc^2)}. \] (117)
This is a transcendental equation whose solution for wave number \( k \) ensures both vanishing probability current escaping the square well and vanishing probability flux at the right wall. The solution of (117) is shown graphically in Fig. 6 for a relativistic case where \( \hbar k > mc^2 \). With this \( k \) value, we can determine the value of \( P \) and in turn determine the value of the coefficient \( C \) in terms of \( B \) by using (110b).
Plots of the 2-spinor components \( \Re\{\psi_R\} \) and \( \Im\{\psi_L\} \) and plots of the probability density \( \rho \equiv \psi^\dagger\psi = \overline{\psi}\gamma^0\psi \) and particle flux density’s time component \( \psi^\dagger\gamma^0\psi = \overline{\psi}\psi \) are shown in Fig. 7 for a relativistic case. The physical interpretation of the particle dynamics is that our plane-wave solution represents a perfectly matched situation where the Dirac particle is trapped because of total internal reflection occurring with \( \rho \neq 0 \) and \( |\psi_R| = |\psi_L| \) at the boundaries. At \( z = 0 \) the spin-down (left-going) state scatters off the wall into the spin-up (right-going) state, which is the bounce-back collision \( \psi_R(L) \rightarrow \psi_L(L) \). This is an example where one can interpret the spin state dynamics in terms of kinetic particle motion in position space at the grid level.

In the nonrelativistic regime where \( \hbar k \ll mc^2 \), then the transcendental equation (117) simplifies to
\[ \cot \left( \frac{kL}{2} \right) \approx 0, \] (118)
which is analytically solvable: the wave number solution is \( k \approx \pi/L \). In this limit, \( P \approx 0 \) and \( B = e^{i\pi}C = -C \), so the spinor field in region II reduces to
\[ \psi_k^{\Pi}(z) \approx 2iB \begin{pmatrix} \sin kz \\ 0 \end{pmatrix}. \] (119)
The lower (fast) component vanishes while the upper (slow) component is just the usual ground state solution of the Schroedinger wave equation for a square well potential, and these components are shown in Fig. 8.

A quantum simulation of a Dirac particle confined to a square well is shown in Fig. 9. The quantum simulation is in excellent agreement with theory. Another way to see the behavior of a Dirac particle confined to a square well potential is shown in Fig. 10 as a parametric plot. The 2-spinor field is not a perfect approximation of a nonrelativistic scalar field because the 2-spinor field twists inside of the potential barrier. Despite this twisting (a relativistic effect), the shape of the wave function within the square well (region II) remains sinusoidal.

A quantum simulation of a Weyl particle confined to a square well is shown in Fig. 11. The quantum simulation is in excellent agreement with theory.
FIG. 8: Plane-wave solution for a nonrelativistic case with \( k = 1.5704 \), square well size \( L = 2 \), and Dirac particle mass \( m = 2000 \) in lattice units \( \hbar = c = 1 \). The spin components \( \psi_R \) (blue) and \( \psi_L \approx 0 \) (red) are matched near zero at the \( z = 0 \) and \( z = 2 \) walls. That is, in the nonrelativistic regime \( (k \ll m) \) these components nearly vanish at the \( z = 0 \) and \( z = 2 \) walls. The probability density \( \psi^\dagger \psi \) (gold) also vanishes at the walls. The 4-flux 0-component \( \psi \psi \) (green) still vanishes at the boundary walls and \( \bar{\psi} \psi \approx \psi^\dagger \psi \) because \( \psi_L \approx 0 \), so the green curve overlaps the gold curve.

FIG. 9: Numerical prediction of the dynamical behavior of the lowest energy plane-wave eigenstate for a nonrelativistic case for a Dirac particle with wave number \( k = 1.5704 \approx \pi/2 \) confined to a square well. The grid size is \( L = 256 \). The Dirac particle’s mass is \( m = 1.94707 + 2000\pi \) and in lattice units \( \hbar = c = 1 \). The barrier (red) is modeled with \( M = 3.45218 \). The spin components \( \psi_R \) (blue) and \( \psi_L \) (purple) nearly vanish at the walls, and the probability density \( \psi^\dagger \psi \) (gold) vanishes at the walls too. The 4-flux 0-component \( \bar{\psi} \psi \) (green) becomes negative at \( t = 92 \). The green curve overlaps the gold curve at \( t = 0 \) and at \( t = 192 \).

FIG. 10: Parametric plot (blue curve) of \( \Re[\psi_R(z)] \) and \( \Im[\psi_L(z)] \) versus \( z \) for the same simulation as shown in Fig. 8 for \( t = 0, 32, 96, 192 \). The numerical solution is seen to wrap around the initial state (red curve) as time progresses in regions I and III inside the potential barrier.
C. Dirac particle in a harmonic potential in 1+1 dimensions

Here we will use the quantum algorithm [49] to simulate a nonrelativistic scalar particle in an external parabolic potential. We will employ the quantum lattice gas algorithm for a relativistic Dirac particle in the parameter regime where \( mc^2 \gg pc \).

Let us begin with the effective nonrelativistic particle dynamics in 1+1 dimensions as governed by the Schrödinger wave equation

\[
\frac{i\hbar}{2m} \partial_z \phi(z, t) + \frac{1}{2}\kappa z^2 \phi(z, t) = E \phi(z, t).
\]  

Using separation of variables

\[
\phi(z, t) = f(z) e^{-iEt/\hbar}
\]

gives

\[
- \frac{\hbar^2}{2m} \partial_{zz} f(z) + \left( \frac{1}{2}\kappa z^2 - E \right) f(z) = 0
\]

or

\[
d_{zz} f(z) + \left( \frac{2mE}{\hbar^2} - \frac{m\kappa}{\hbar^2} z^2 \right) f(z) = 0.
\]

Defining \( b = \sqrt{m\kappa/(4\hbar^2)} \), the eigenequation may be written as

\[
d_{zz} f(z) + \left( 4bE \sqrt{\frac{m}{\hbar^2}} - 4b^2 z^2 \right) f(z) = 0.
\]

Consider a solution of the form

\[
f(z) = e^{-b z^2} h(\kappa z),
\]

where \( \kappa \equiv (m\kappa/\hbar^2)^{1/2} \). Then,

\[
d_z f = e^{-b z^2} d_z h(\kappa z) - 2b z e^{-b z^2} h(\kappa z)
\]

\[
d_{zz} f = e^{-b z^2} d_{zz} h(\kappa z) - 4b z e^{-b z^2} d_z h(\kappa z) + \left( 4b^2 z^2 - 2b \right) e^{-b z^2} h(\kappa z).
\]

Inserting (123) in the eigenequation (122a) leads to

\[
d_{zz} h(\kappa z) - 4b z d_z h(\kappa z) + \left( 4bE \sqrt{\frac{m}{\hbar^2}} - 2b \right) h(\kappa z) = 0,
\]

or since \( \kappa^2 = 2b \) this is

\[
d_{zz} h(\kappa z) - 2\kappa z d_z h(\kappa z) + 2 \left( \frac{E}{\sqrt{\frac{m}{\hbar^2}}} - \frac{1}{2} \right) h(\kappa z) = 0,
\]

which is Hermite’s ordinary differential equation

\[
d_{zz} h(\kappa z) - 2\kappa z d_z h(\kappa z) + 2n h(\kappa z) = 0,
\]

for \( z = \kappa z \) and

\[
n = \left( \frac{E}{\frac{m}{\hbar^2}} - \frac{1}{2} \right).
\]

We now demonstrate the quantum algorithm [49] by applying it to the harmonic oscillator problem. Since \( \kappa = \sqrt{2b} = (m\kappa/\hbar)^{1/2} \), the quantum simulation is possible to do by employing the analytical solution

\[
\phi(z) = H_n \left[ \left( \frac{m\kappa}{\hbar} \right)^{1/2} \left( z - \frac{L}{2} \right) \right] e^{-\sqrt{\frac{2m}{\hbar^2}}(z-\frac{L}{2})^2},
\]

so long as we run the quantum algorithm in the nonrelativistic regime with \( \hbar k \ll mc^2 \). What we need do is let the Dirac particle’s mass be position dependent, using it to encode the confining potential

\[
m(z) = m + \frac{K}{2} z^2,
\]
and we also need to use \( \phi(z) = 0 \) as the first component of the initial 2-spinor field that has a vanishing second component \( (\xi = 0) \)

\[
\psi(z, 0) = \begin{pmatrix} \phi(z) \\ 0 \end{pmatrix}.
\]

(130)

Adding together the coupled equations in (100), we have

\[
\phi + \xi = \frac{-2iE(z)\hbar c}{E(z)^2 - (m(z)c^2)^2}\partial_z (\phi + \xi).
\]

(131)

Let us work out the ground state solution to the harmonic oscillator problem, which has the form

\[
\varphi(z) \equiv \phi(z) + \xi(z) = \varphi_0 e^{-bz^2},
\]

and which upon inserting into (131) gives

\[
\varphi = \frac{4iE(z)\hbar c}{E(z)^2 - (m(z)c^2)^2} \varphi = \frac{4iE(z)c}{\hbar k(z)^2} \varphi.
\]

(132a)

or

\[
k(z)^2 = 4ic^2 b z k(z)^2 + \left( \frac{m(z)c}{\hbar} \right)^2.
\]

(132b)

(132c)

Therefore, in lattice units \( \hbar = 1 \) and \( c = 1 \), the wave number must satisfy the fourth-order polynomial equation

\[
k(z)^4 + 16b^2z^2 (k(z)^2 + m(z)^2) = 0.
\]

(132d)

A physical solution to this is

\[
k(z) = 2b \sqrt{-2z^2 + \sqrt{4z^4 - m(z)^2} / b^2}.
\]

(133)

A plot of \( |k(z)| \) is given in Fig. 12. The relativistic energy is \( E(z) = \sqrt{|k(z)|^2 + m(z)^2} \), so in turn the Lorentz factor that we need for the quantum simulation is

\[
\gamma(z) = \sqrt{|k(z)|^2 + m(z)^2} / m(z).
\]

(134)

VI. CONCLUSION

A novel quantum informational representation of Dirac particle dynamics was presented. The treatment was restricted to 1+1 spacetime dimensions for the sake of pedagogy. Hopefully, the treatment in low dimensions reduced the complexity so that the model is more readily understood by readers not already familiar with the quantum lattice gas method. The representation of relativistic quantum mechanics presented here constitutes a quantum algorithm useful for quantum simulations of systems with one or more Dirac particles. Regardless of the number of particles in any particular quantum simulation, the quantum gate protocol remains fixed. When implemented on a large-scale quantum computer, the quantum algorithm is efficient—handling many-body Fermi simulations with an equal number of quantum gate operations that scales only as the volume of the grid. The quantum algorithm exploits the relativistic energy relation to decompose the unitary evolution generated by the Dirac Hamiltonian into two distinct unitary evolution steps, one representing pure kinetic transport and the other representing a chiral symmetry breaking particle-particle interaction. The quantum lattice gas model is a unitary and finite version of the Feynman chessboard model of quantum mechanical path integration.

Several quantum simulations were performed and the quantum lattice gas model was shown to be useful for quantum simulations. We demonstrated that it is useful for nonrelativistic quantum simulations when the rest energy of the modeled Dirac particle is much greater than its kinetic energy. Some test simulations of a Dirac particle confined to a square well potential were carried out. To avoid the Klein paradox, the external scalar potential was treated as arising from the effective particle mass, which was parametrized as varying in space. Thus, a discontinuity in the effective mass of the Dirac particle serves as a boundary of a step barrier. The numerical results obtained from the quantum simulations were in excellent agreement with the analytical predictions. Subsequent articles explaining the quantum lattice gas algorithm in more situations will focus on quantum simulations: (1) in the relativistic regime, (2) in higher spatial dimensions, and (3) with nonlinear particle-particle interactions.
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Appendix A: Qubit

1. Qubit representations

A qubit is the two-level quantum state representing a unit of information (one bit of classical information) accessible by measurement. The quantum logic states “one” and “zero” (called “minus” and “plus” on the Bloch sphere) are denoted

\[ |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \text{ or alternate symbol } |\uparrow\rangle \]  \hspace{1cm} \text{(A1a)}

\[ |0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \text{ or alternate symbol } |\downarrow\rangle \]  \hspace{1cm} \text{(A1b)}

The alternate symbols \(|+\rangle\) and \(|-\rangle\) are used to denote logical states because the names “up” and “down,” and the respective symbols \(|\uparrow\rangle\) and \(|\downarrow\rangle\), are reserved to denote the spin states of spin-\(\frac{1}{2}\) particles. A qubit, as an abstraction of a two-state quantum object, represents the superposition state

\[ |q\rangle = \alpha |0\rangle + \beta |1\rangle = \alpha \begin{pmatrix} 1 \\ 0 \end{pmatrix} + \beta \begin{pmatrix} 0 \\ 1 \end{pmatrix} \]  \hspace{1cm} \text{(A2)}

where \(\alpha\) and \(\beta\) are complex numbers. These complex numbers are called probability amplitudes. The basis states are orthonormal

\[ |0\rangle |0\rangle = \langle 1 | 1 \rangle = 1 \]  \hspace{1cm} \text{(A3a)}

\[ |0\rangle |1\rangle = \langle 1 | 0 \rangle = 0 \]  \hspace{1cm} \text{(A3b)}

It might seem that a qubit should have four free real-valued parameters (two magnitudes and two phases):

\[ |q\rangle = \begin{pmatrix} \alpha \\ \beta \end{pmatrix} = \begin{pmatrix} \varphi_0 e^{i\theta_0} \\ \varphi_1 e^{i\theta_1} \end{pmatrix} \]  \hspace{1cm} \text{(A4)}

Yet, for a qubit to contain only one classical bit of information, the qubit need only be unimodular (normalized to unity) \(\alpha^* \alpha + \beta^* \beta = 1\). Hence it lives on the complex unit circle, depicted on the top of Figure 14. This normalization constrains the value of the magnitudes, so we can write a qubit as

\[ |q\rangle = \begin{pmatrix} \sqrt{1-f} \\ \sqrt{f} e^{i\varphi} \end{pmatrix} \]  \hspace{1cm} \text{(A5)}

where \(0 \leq f \leq 1\) and where an irrelevant overall phase is factored out. The length (or norm) of the qubit is thus an invariant quantity

\[ \langle q | q \rangle = |\alpha|^2 + |\beta|^2 = |\sqrt{1-f}|^2 + |\sqrt{f}|^2 = 1 \]  \hspace{1cm} \text{(A6)}
The quantum property of measurement follows from identifying the moduli squared of the amplitude as an occupation probability \( f \) and \( 1 - f \) for the qubit to occupy its logical states \(|1\rangle\) and \(|0\rangle\), respectively, as follows:

\[
f = |\beta|^2 \quad 1 - f = |\alpha|^2. \tag{A7}
\]

There are only two relevant free parameters to specify the state of a qubit, but upon measurement, the qubit originally in the superposition state \(|\psi\rangle\) is found to occupy only one of its logical states

\[
|q\rangle \overset{\text{measure}}{\rightarrow} \begin{cases} |1\rangle, \text{ with probability } f, \\ |0\rangle, \text{ with probability } 1 - f. \end{cases} \tag{A8}
\]

Thus, upon a single measurement, \(|q\rangle\) is found to be in either the state \(|0\rangle\) or \(|1\rangle\), an outcome that is said to be specified by a single classical bit \(\xi \in \{0, 1\}\). Thus in actual experiments, the occupation probability \( f \) equals the frequency of occurrence of the result 1 obtained from many repeated measurements.

The state \(|q(t)\rangle\) of a time-dependent qubit, as a two-energy level quantum mechanical entity, is governed by the Schroedinger wave equation

\[
i\hbar \frac{\partial}{\partial t} |q(t)\rangle = \frac{\hbar \omega}{2} \sigma_z |q(t)\rangle. \tag{A9}
\]

The energy eigenvalues are \(\pm \hbar \omega/2\) and energy eigenstates are

\[
|0\rangle \equiv \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |1\rangle \equiv \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \tag{A10}
\]

where \(|0\rangle\) is the ground state and \(|1\rangle\) is the excited state of the qubit. In terms of the angular frequency \(\omega\) (e.g. Rabi frequency), the time-dependent qubit state is

\[
|q(t)\rangle = A_0 e^{-i \frac{\omega}{2} t} |0\rangle + A_1 e^{i \frac{\omega}{2} t} |1\rangle, \tag{A11}
\]

where the complex probability amplitudes satisfy \(|A_0|^2 + |A_1|^2 = 1\) since the qubit resides on the complex circle in Hilbert space (or the Bloch sphere in spin space).

The qubit eigenstates may be expressed on the Bloch sphere with \(\hat{u} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)\) as

\[
|\uparrow\rangle_u = \begin{pmatrix} \cos \frac{\theta}{2} e^{-i \frac{\varphi}{2}} \\ \sin \frac{\theta}{2} e^{i \frac{\varphi}{2}} \end{pmatrix} = \cos \frac{\theta}{2} e^{-i \frac{\varphi}{2}} |0\rangle + \sin \frac{\theta}{2} e^{i \frac{\varphi}{2}} |1\rangle,
\]

\[
|\downarrow\rangle_u = \begin{pmatrix} -\sin \frac{\theta}{2} e^{-i \frac{\varphi}{2}} \\ \cos \frac{\theta}{2} e^{i \frac{\varphi}{2}} \end{pmatrix} = -\sin \frac{\theta}{2} e^{-i \frac{\varphi}{2}} |0\rangle + \cos \frac{\theta}{2} e^{i \frac{\varphi}{2}} |1\rangle. \tag{A12a}
\]

Writing the 2-spinor basis states in terms of qubit states, we have

\[
\xi(\uparrow) \equiv e^{i \frac{\varphi}{2}} |\uparrow\rangle = \begin{pmatrix} \cos \frac{\theta}{2} \\ e^{i \varphi} \sin \frac{\theta}{2} \end{pmatrix} = \cos \frac{\theta}{2} |0\rangle + \sin \frac{\theta}{2} e^{i \varphi} |1\rangle, \tag{A13a}
\]

\[
\xi(\downarrow) \equiv e^{-i \frac{\varphi}{2}} |\downarrow\rangle = \begin{pmatrix} -e^{-i \varphi} \sin \frac{\theta}{2} \\ \cos \frac{\theta}{2} \end{pmatrix} = -\sin \frac{\theta}{2} e^{-i \varphi} |0\rangle + \cos \frac{\theta}{2} |1\rangle. \tag{A13b}
\]

The space of all possible orientations of \(|q\rangle\) on the complex unit circle is called the Hilbert space. In the logical basis, the two degrees of freedom of the qubit is often expressed as two angles \(\theta\) and \(\varphi\), where \(f = \sin^2 \left(\frac{\varphi}{2}\right)\). So without any loss of generality the Hilbert space representation of a qubit \(|\alpha\rangle\) can be written as

\[
|q\rangle = \cos \left(\frac{\theta}{2}\right) |0\rangle + \sin \left(\frac{\theta}{2}\right) e^{i \varphi} |1\rangle. \tag{A14}
\]

These angles have a well known geometrical interpretation as Euler angles.

![A qubit in Hilbert space in its SU(2) representation (left), and the same qubit on the Bloch sphere in its O(3) representation (right). SU(2) and O(3) are homomorphic.](image)

To understand the geometrical interpretation of a qubit, consider a three-dimensional space with “unit vectors” \(\sigma_x\), \(\sigma_y\), and \(\sigma_z\) chosen as an orthonormal basis. In quantum information theory, one represents each basis element by a \(2 \times 2\) matrix, a traceless hermitian generators of two-dimensional special unitary group, SU(2). To do so, one defines the symmetric product (dot product) as

\[
\sigma_i \cdot \sigma_j \equiv \frac{1}{2} \left( \sigma_i \cdot \sigma_j + \sigma_j \cdot \sigma_i \right). \tag{A15a}
\]

Furthermore, one defines the anti-symmetric product (cross product) as

\[
\sigma_i \times \sigma_j \equiv -\frac{i}{2} \left( \sigma_i \cdot \sigma_j - \sigma_j \cdot \sigma_i \right). \tag{A15b}
\]

Note that the centered dot symbol on the R.H.S. of \(\sigma_i \cdot \sigma_j\) denotes matrix multiplication. Thus, a basis that is orthonormal satisfies the following conditions

\[
\sigma_i \cdot \sigma_j = \begin{cases} 1, & \text{for } i = j \text{ (normal),} \\ 0, & \text{otherwise (orthogonal),} \end{cases} \tag{A16a}
\]

\[
\sigma_i \times \sigma_j = \begin{cases} 0, & \text{for } i = j, \\ \sigma_k, & \text{for cyclic indices.} \end{cases} \tag{A16b}
\]

A fundamental matrix representation that satisfies \(\sigma_i \cdot \sigma_j\) and \(\sigma_i \times \sigma_j\) for orthonormal basis elements is

\[
\sigma_j (j = 1, 2, 3) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \frac{\theta}{2} & \sin \frac{\theta}{2} \\ 0 & -\sin \frac{\theta}{2} & \cos \frac{\theta}{2} \end{pmatrix} \tag{A17a}
\]

\[
\sigma_x = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \tag{A17b}
\]

where the complex probability amplitudes satisfy

\[
|\alpha|^2 = \left| \sum_j \beta_j |\alpha_j\rangle \right|^2 = \sum_j |\beta_j|^2 = 1. \tag{A18}
\]
is the well-known Pauli basis
\[ \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \] (A17)
The Pauli matrices (A17) satisfy the orthonormality conditions (A16) which is just the structure equation for the SU(2) group [A16] and the structure constant \( \epsilon_{ijk} \) is the anti-symmetric Levi-Civita symbol. Now we can express the qubit (A14) in vector form (i.e. with three real components) as follows:
\[ \vec{q} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta). \] (A18)
(A18) is a representation of a qubit on the Bloch sphere where \( \theta \) is the elevation angle and \( \varphi \) is the azimuthal angle. In this representation, depicted on the bottom of Fig. 14, the qubit is considered as a vector element of the three-dimensional orthogonal group, O(3). Defining the Pauli spin vector (which has matrix components) \( \vec{\sigma} \equiv (\sigma_1, \sigma_2, \sigma_3) \), a qubit can also be expressed in matrix form
\[ M_q \equiv \vec{q} \cdot \vec{\sigma} = \sin \theta \cos \varphi \sigma_1 + \sin \theta \sin \varphi \sigma_2 + \cos \theta \sigma_3 \] (A19a)
\[ = \begin{pmatrix} \cos \theta & e^{-i\varphi} \sin \theta \\ e^{i\varphi} \sin \theta & -\cos \theta \end{pmatrix}. \] (A19b)
In this representation, the qubit is expressed as a matrix element of the SU(2) group. In quantum information, usually 2 x 2 unitary matrices are considered single-qubit quantum gates, but such matrices can themselves represent qubits too. Table I gives a summary of the three qubit representations

| Representations | QUBIT |
|----------------|-------|
| Hilbert space  | \( |q\rangle = \cos \left( \frac{\theta}{2} \right) |0\rangle + \sin \left( \frac{\theta}{2} \right) e^{i\varphi} |1\rangle \) |
| O(3) group     | \( \vec{q} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) \) |
| SU(2) group    | \( M_q = \begin{pmatrix} \cos \theta & e^{-i\varphi} \sin \theta \\ e^{i\varphi} \sin \theta & -\cos \theta \end{pmatrix} \) |

TABLE I: Qubit representations.

2. Rotation by similarity transformation

Now that we see a qubit as simply a unit vector on the complex circle (Hilbert space representation) or a unit vector on the Bloch sphere (O(3) representation), we can consider rotations of the qubit’s state that keep its length (or norm) invariant. Remarkably, such a rotation of a qubit is conveniently accomplished by employing its SU(2) representation as a 2 x 2 unitary matrix. Then, the qubit rotation is induced by a similarity transformation, which is to say a double-sided transformation acting from the left and the right side. The unitary matrix (acting from the left) along with its matrix inverse (acting from the right) that is customarily employed for such rotations, about the \( i \)th principle axis say, is
\[ U_i(\theta) = e^{-i\frac{\theta}{2} \sigma_i} = \sigma_0 \cos \left( \frac{\theta}{2} \right) - i \sigma_i \sin \left( \frac{\theta}{2} \right), \] (A20)
where the identity matrix is \( \sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \). Explicitly, the unitary matrices for the principles directions are
\[ U_1(\theta) = \begin{pmatrix} \cos \left( \frac{\theta}{2} \right) & -i \sin \left( \frac{\theta}{2} \right) \\ i \sin \left( \frac{\theta}{2} \right) & \cos \left( \frac{\theta}{2} \right) \end{pmatrix}, \] (A21a)
\[ U_2(\theta) = \begin{pmatrix} \cos \left( \frac{\theta}{2} \right) & -\sin \left( \frac{\theta}{2} \right) \\ \sin \left( \frac{\theta}{2} \right) & \cos \left( \frac{\theta}{2} \right) \end{pmatrix}, \] (A21b)
\[ U_3(\theta) = \begin{pmatrix} e^{-i\frac{\theta}{2} \sigma_3} & 0 \\ 0 & e^{i\frac{\theta}{2} \sigma_3} \end{pmatrix}. \] (A21c)
A general rotation of a qubit about axis \( \hat{n} = (n_x, n_y, n_z) \) is built using the following unitary matrix (along with its inverse)
\[ U_{\hat{n}}(\theta) = e^{-i\frac{\theta}{2} \hat{n} \cdot \vec{\sigma}} = \cos \left( \frac{\theta}{2} \right) - i (\hat{n} \cdot \vec{\sigma}) \sin \left( \frac{\theta}{2} \right), \] (A22)
where the identity on the R.H.S. follows since \( (\hat{n} \cdot \vec{\sigma})^2 = 1 \).

Now a qubit rotation by angle \( \theta \) about the arbitrary axis \( \hat{n} \) is expressed as the similarity transformation mentioned above
\[ M_{q'} = U_{\hat{n}}(\theta) \cdot M_q \cdot U_{\hat{n}}^\dagger(\theta). \] (A23)
Here again the centered dot symbol represents matrix multiplication. The \( \dagger \) symbol denotes the matrix adjoint, i.e. complex conjugate of the components of the matrix combined with matrix transposition. Since
\[ U_{\hat{n}}^\dagger(\theta) = U_{\hat{n}}^{-1}(\theta) = U_{\hat{n}}(-\theta), \] (A24)
we simply compute the rotated qubit (A23) as follows
\[ M_{q'} = U_{\hat{n}}(\theta) \cdot M_q \cdot U_{\hat{n}}(-\theta). \] (A25)
Of course using \( M_q = \vec{q} \cdot \vec{\sigma} \) we can write this similarity transformation directly in terms of the 3-vector \( \vec{q} \) and the resulting 3-vector \( \vec{q'} \)
\[ \vec{q'} \cdot \vec{\sigma} = U_{\hat{n}}(\theta) \cdot (\vec{q} \cdot \vec{\sigma}) \cdot U_{\hat{n}}(-\theta), \] (A26)
which determines \( \vec{q'} \) in terms of the original vector \( \vec{q} \), the axis of rotation \( \hat{n} \), and the angular rotation amount \( \theta \).\(^7\)

\(^7\) This reduces to the useful formula
\[ \vec{q'} = \cos \theta \vec{q} + (1 - \cos \theta) \hat{n} (\vec{q} \cdot \hat{n}) + \sin \theta \hat{n} \times \vec{q}, \] known as Rodrigues’ rotation formula. As a check of the rotation formula, consider the two cases when \( \hat{n} \perp \vec{q} \) and \( \hat{n} \parallel \vec{q} \):
\[ \vec{q'} = \begin{cases} \cos \theta \vec{q} + \sin \theta \hat{n} \times \vec{q} & \text{for } \hat{n} \perp \vec{q}, \\ \cos \theta \vec{q} + (1 - \cos \theta) \hat{n} (\vec{q} \cdot \hat{n}) = \vec{q} & \text{for } \hat{n} \parallel \vec{q}, \end{cases} \] which is correct by inspection.
Appendix B: Quantum gates as matrices and operators

1. Singleton ladder operators

There are two basic operators from which all other quantum operator are constructed. These operators are \( \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \) and \( \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \), which by matrix multiplication generate \( \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \) and \( \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \). A one in each slot—what could be simpler? Each of these four operators carries physical significance. They are named for their function.

Raising ladder operator:
\[
a^\dagger = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} = \frac{1}{2} (\sigma_1 - i\sigma_2)
\]

(B1a)

Lowering ladder operator:
\[
a = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = \frac{1}{2} (\sigma_1 + i\sigma_2).
\]

(B1b)

1 number (particle) operator:
\[
n = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} = a^\dagger a = \frac{1}{2} (1 - \sigma_3).
\]

(B1c)

0 number (hole) operator:
\[
h = \bar{n} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} = a a^\dagger = \frac{1}{2} (1 + \sigma_3).
\]

(B1d)

Operating on logical states (qubit basis states), the singleton ladder operators give
\[
a^\dagger |0\rangle = |1\rangle \quad \text{Raise 0 to 1} \quad \text{(B2a)}
\]
\[
a^\dagger |1\rangle = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad \text{Exclusion of 1’s} \quad \text{(B2b)}
\]
\[
a |0\rangle = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad \text{Exclusion of 0’s} \quad \text{(B2c)}
\]
\[
a |1\rangle = |0\rangle \quad \text{Lower 1 to 0} \quad \text{(B2d)}
\]

where the state \( \begin{pmatrix} 0 \\ 0 \end{pmatrix} \) is called oblivion. Furthermore, operating on the logical states, the singleton number operators give
\[
n |0\rangle = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad \text{Exclusion of 0’s} \quad \text{(B3a)}
\]
\[
n |1\rangle = |1\rangle \quad \text{Counts 1’s} \quad \text{(B3b)}
\]
\[
h |0\rangle = |0\rangle \quad \text{Counts 0’s} \quad \text{(B3c)}
\]
\[
h |1\rangle = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \quad \text{Exclusion of 1’s.} \quad \text{(B3d)}
\]

From the simple identity
\[
n + h = 1 \quad \text{(B4)}
\]
follows the anticommutation relation algebraically expressing the local exclusion principle
\[
a^\dagger a + a a^\dagger = 1. \quad \text{(B5)}
\]

In this lecture we use \( 1 \equiv 1_2 \). Finally, the observable number “1” (a bit of information) is implicitly defined as the eigenvalue of \( n \):
\[
n |1\rangle = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix} = 1 \begin{pmatrix} 0 \\ 1 \end{pmatrix} = |1\rangle. \quad \text{(B6)}
\]

2. Multiple objects

a. Qubits

Tensor product state—the state of independent qubits:
\[
\bigotimes_{i=1}^{Q} |q_i\rangle = |q_1\rangle \otimes |q_2\rangle \otimes \cdots \otimes |q_Q\rangle
\]

used for a few qubits, \( Q \leq 3 \)
\[
\rightarrow |q_1 q_2 \cdots q_Q\rangle \quad \text{numbered state,} \quad |q_i\rangle = |0\rangle \text{ or } |1\rangle,
\]

for all \( i = 1, \ldots, Q \).

b. Qubit number operators

Using the singleton number operator \( (Q = 1) \)
\[
n = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad \text{(B7)}
\]

we can generate the multiple qubit number operators. So, the two qubit number operators \( (Q = 2) \) are expressed as the following tensor products of \( n \) with identity
\[
n_1^{(2)} = n \otimes 1 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \otimes \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \text{(B8)}
\]

and
\[
n_2^{(2)} = 1 \otimes n = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \otimes \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \text{(B9)}
\]

where \( 1 \) denotes the \( 2 \times 2 \) identity matrix. Similarly, the three qubit number operators \( (Q = 3) \) are expressed as the following tensor products
\[
n_1^{(3)} = n \otimes 1 \otimes 1, \quad n_2^{(3)} = 1 \otimes n \otimes 1, \quad n_3^{(3)} = 1 \otimes 1 \otimes n. \quad \text{(B10)}
\]

For any system with \( Q \) qubits, the \( \alpha^{th} \) number operator, \( n_\alpha \) can be expressed in a way that depends on a single \( n \) placed at the \( \alpha^{th} \) position within the following tensor product:
\[
\underbrace{Q \text{–terms}}_{\alpha^{th} \text{–term}} \quad n_\alpha = 1 \otimes 1 \otimes \cdots \otimes n \otimes \cdots \otimes 1 = 1^{\otimes \alpha} \otimes n. \quad \text{(B11)}
\]

This identity represents the unfolding of the \( Q \)-qubit system number operator as a tensor product.
3. Fermionic ladder operators

All quantum gate operations can be represented in terms of the fermionic qubit creation and qubit annihilation operators in the number representation, denoted \( a_\alpha \) and \( a_\alpha \), respectively. This approach serves as a general computational formulation applicable to any quantum algorithm. Acting on a system of \( Q \) qubits, \( a_\alpha \) and \( a_\alpha \) create and destroy a fermionic number variable at the \( \alpha \)th qubit

\[
\begin{align*}
  a_\alpha^\dagger |n_1 \ldots n_\alpha \ldots n_Q \rangle &= \left\{ \begin{array}{ll}
  0 & , n_\alpha = 1 \\
  \epsilon |n_1 \ldots n_\alpha \ldots n_Q \rangle & , n_\alpha = 0
  \end{array} \right. \\
  a_\alpha |n_1 \ldots n_\alpha \ldots n_Q \rangle &= \left\{ \begin{array}{ll}
  0 & , n_\alpha = 1 \\
  \epsilon |n_1 \ldots n_\alpha \ldots n_Q \rangle & , n_\alpha = 0
  \end{array} \right.,
\end{align*}
\]

(B12)

(B13)

where the phase factor is

\[
\epsilon = (-1)^{\sum_{\alpha=1}^Q n_\alpha}.
\]

(B14)

See page 17 of Ref. [26] for this way of determining \( \epsilon \) used by condensed matter theorists. The fermionic ladder operators satisfy the anticommutation relations

\[
\{a_\alpha, a_\beta^\dagger\} = \delta_{\alpha\beta} \quad \{a_\alpha, a_\beta\} = 0 \quad \{a_\alpha^\dagger, a_\beta^\dagger\} = 0
\]

(B15)

The number operator \( n_\alpha \equiv a_\alpha^\dagger a_\alpha \) has eigenvalues of 1 or 0 in the number representation when acting on a pure state, corresponding to the \( \alpha \)th qubit being in state \( |1\rangle \) or \( |0\rangle \) respectively.

a. Jordan-Wigner transformation

With the logical one state of a qubit \( |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \), notice that \( \sigma_z |1\rangle = -|1\rangle \), so one can count the number of preceding bits that contribute to the overall phase shift due to fermionic bit exchange involving the \( i \)th qubit with tensor product operator, \( \sigma_z^{\otimes i-1}|\psi\rangle = (-1)^{N_i}|\psi\rangle \). The phase factor is determined by the number of bit crossings \( N_i = \sum_{k=1}^{i-1} n_k \) in the state \( |\psi\rangle \) and where the Boolean number variables are \( n_k \in [0,1] \). Hence, an annihilation operator is decomposed into a tensor product known as the Jordan-Wigner transformation [27]

\[
a_i = \sigma_3^{\otimes i-1} \otimes a \otimes 1^{\otimes Q-i}
\]

(B16)

for integer \( i \in [1,Q] \).

That is, begin with the single annihilation operator \( a = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \). Then, the \( i \)th fermionic annihilation operator is a system of \( Q \) qubits has a matrix representation that is expressible as the tensor product of \( i - 1 \) number of Pauli \( \sigma_3 \) matrices, one single \( a \), followed by \( Q - i \) number of ones as follows:

\[
a_i = \begin{pmatrix} \bigotimes_{k=1}^{i-1} \sigma_3 \\ a \end{pmatrix} \otimes 1^{\otimes Q-i+1}.
\]

(B17)

Since \([B17] \) is the tensor product of \( Q \) elements, each one a \( 2 \times 2 \) matrix, the resulting representation of \( a_i \) is a matrix of size \( 2^Q \times 2^Q \), as expected. Since all the components of \( a_i \) are real (i.e. 0, 1, or \(-1\)), the \( i \)th creation operator is simple enough to compute by just transposing \([B17] \). That \([B17] \) satisfies the usual anticommutation relations is straightforward to prove.

First, using \([B17] \) and since \( \sigma_3^2 = 1 \) and \( \{a, a^\dagger\} = 1 \), we know that

\[
\{a_i, a_i^\dagger\} = \begin{pmatrix} \bigotimes_{k=1}^{i-1} 1 \\ k = \begin{pmatrix} \bigotimes_{k=1}^{i-1} a \end{pmatrix} \otimes 1^{\otimes Q-i+1} \end{pmatrix} \]

(B18a)

\[
\begin{pmatrix} \bigotimes k=1^Q 1 \end{pmatrix}
\]

(B18b)

\[
\begin{pmatrix} \bigotimes k=1^Q 1 \end{pmatrix} = \begin{pmatrix} 1^{2Q} \end{pmatrix}
\]

(B18c)

Similarly, \( \{a_i, a_j\} = 0 \) and \( \{a_i^\dagger, a_j^\dagger\} = 0 \) follow from the singleton anticommutators \( \{a, a\} = 0 \) and \( \{a^\dagger, a^\dagger\} = 0 \), respectively. Second, and without loss of generality, for the case of \( i < j \), we have
\{a_i, a_j^\dagger\} = \left(\begin{array}{cc}
\text{U} & \text{V} \\
\text{W} & \text{X}
\end{array}\right) \otimes \text{a}_{3} \otimes \left(\begin{array}{cc}
\text{Y} & \text{Z} \\
\text{A} & \text{B}
\end{array}\right) \otimes a_i^\dagger \otimes \left(\begin{array}{cc}
\text{C} & \text{D} \\
\text{E} & \text{F}
\end{array}\right) \otimes a_i \otimes \left(\begin{array}{cc}
\text{G} & \text{H} \\
\text{I} & \text{J}
\end{array}\right) \otimes a_j \otimes \left(\begin{array}{cc}
\text{K} & \text{L} \\
\text{M} & \text{N}
\end{array}\right)
\end{array}\right)

\begin{align}
\{a_i, a_j^\dagger\} &= \delta_{ij} \\
\{a_i, a_j\} &= \delta_{ij} \\
\{a_i^\dagger, a_j^\dagger\} &= \delta_{ij}
\end{align}

\text{for any } i \text{ and } j.

b. Matrix representation

In the basis where qubits \ket{q_1} and \ket{q_2} are ordered left to right \ket{q_1q_2}, the creation operators are

\begin{align}
a_i^\dagger &= a^\dagger \otimes 1 = (0 0) \otimes (1 0) \\
&= (0 0) \otimes (0 1) = (0 0) \otimes (0 1) = (0 0) \otimes (0 1)
\end{align}

Since \(a_i^\dagger\) and \(a_i\) have real components, the annihilation operators are the transposes of the matrices given in (B20), \(a_1 = (a_i^\dagger)^T\) and \(a_1 = (a_i^\dagger)^T\):

\begin{align}
a_1 &= a \otimes 1 = (0 1) \otimes (1 0) \\
&= (0 0) \otimes (0 1) = (0 0) \otimes (0 1) = (0 0) \otimes (0 1)
\end{align}

4. Representations of perpendicular quantum gates

A type of quantum logic gate useful for casting quantum algorithms in various computational physics applications is a conservative quantum gate. It is a 2-qubit universal quantum gate associated with perpendicular pairwise entanglement. A conservative quantum gate conserves the “bit count” in the number representation of the qubit system (i.e. the total spin magnetization of a spin-\(\frac{1}{2}\) system). If conservative quantum gates are used to model basic qubit-qubit interactions in a large qubit system, then the large scale dynamics of the qubit system is ultimately constrained by a number continuity equation, as was mentioned earlier.

In the most general situation, it is sufficient to consider only a block diagonal matrix that has a 2 \times 2 sub-block, which causes entanglement and is a member of the special unitary group SU(2). We can neglect the overall phase factor because this does not affect the quantum dynamics and therefore our sub-block need not be a member of the more general unitary group U(2). If \(U\) is a member of SU(2), it can be parameterized using three real numbers, \(\xi, \zeta,\) and \(\vartheta,\) as follows

\begin{align}
U &= \begin{pmatrix}
e^{i\xi} \cos \vartheta & -e^{i\xi} \sin \vartheta \\
e^{-i\xi} \sin \vartheta & -e^{-i\xi} \cos \vartheta
\end{pmatrix} = (A B) \begin{pmatrix}
A & B \\
C & D
\end{pmatrix}.
\end{align}

We can represent a general conservative quantum logical gate by the 4 \times 4 unitary matrix

\begin{align}
\mathbf{U} &= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & A & B & 0 \\
0 & C & D & 0 \\
0 & 0 & 0 & E
\end{pmatrix}.
\end{align}

We choose this form for \(\mathbf{U}\) because we want to entangle only two of the basis states, \(\ket{01}\) with \(\ket{10}\), so as to conserve particle number, and that is why we call \(\mathbf{U}\) a conservative quantum gate. The component in the top-left corner is set to unity because we do not want \(\mathbf{U}\) to alter the vacuum state \(\ket{00}\) in any way. However, we may allow the component in the bottom-right corner to be arbitrary. We will see that the value of this component will depend on the particle statistics, reflecting whether quantum logic gates are used to model quantum gases with particles obeying Fermi statistics or not.
a. Operator representation

It is instructive to work out the ladder operators in the $Q = 2$ case, where it is simple to write down the matrix representation. Remarkably, all the results carry over to the arbitrary size qubit systems with $Q \geq 2$. Consider the following five quadratic operators:

\[
a_1^\dagger a_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad a_2^\dagger a_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
\]

including the compound number operators

\[
n_1(1 - n_2) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad (1 - n_1)n_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},
\]

\[
n_1n_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.
\]

The conservative quantum gate (B23) can be expressed in terms of the operators (B24) and (B25) given above:

\[
Υ = 1 + (A - 1)(1 - n_1)n_2 + Ba_2^\dagger a_1 + Ca_1^\dagger a_2 \\
+ (D - 1)n_1(1 - n_2) + (E - 1)n_1n_2
\]

\[= 1 + (A - 1)n_2 + Ba_2^\dagger a_1 + Ca_1^\dagger a_2 \\
+ (D - 1)n_1 - (A + D - E - 1)n_1n_2.
\]

(b) $H^2 = H$ case

From (B23) and (B29), we can solve for $H$:

\[
H = \frac{1}{e^z - 1}(Υ - 1) = \frac{1}{e^z - 1}\begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} + \frac{1}{e^z - 1}\begin{pmatrix} A - 1 & B & 0 & 0 \\ 0 & C & D - 1 & 0 \\ 0 & 0 & 0 & E - 1 \end{pmatrix}.
\]

Let us pick a new set of variables to simplify matters:

\[
A = \frac{A - 1}{e^z - 1} \quad B = \frac{B}{e^z - 1} \quad C = \frac{C}{e^z - 1} \quad D = \frac{D - 1}{e^z - 1} \quad \delta = \frac{E - 1}{e^z - 1}.
\]

Then inserting (B32) into (B31), the Hamiltonian has the simple matrix and operator representation

\[
H = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & A & B & 0 \\ 0 & 0 & D & 0 \\ 0 & 0 & 0 & \delta \end{pmatrix}.
\]

and from this we deduce the operator form of the idempotent Hamiltonian

\[
H = Ba_2^\dagger a_1 + Ca_1^\dagger a_2 + Dn_1(1 - n_2) + A(1 - n_1)n_2 + \delta n_1n_2.
\]

Next, inserting the new variables (B32) into (B23) and (B26b), the matrix and operator representations for the conservative quantum logic gate become

\[
Υ(z) = e^{zh}
\]

\[
= \begin{pmatrix} 1 & 0 & (e^z - 1)A & 0 \\ 0 & (e^z - 1)B & 0 & 0 \\ (e^z - 1)C & 0 & (e^z - 1)D & 0 \\ 0 & 0 & 0 & (e^z - 1)\delta \end{pmatrix}
\]

\[= 1 + (e^z - 1)\left[ Ba_2^\dagger a_1 + Ca_1^\dagger a_2 \\
+ Dn_1(1 - n_2) + A(1 - n_1)n_2 + \delta n_1n_2 \right].
\]

These cases are worked out below. A remarkable feature of this approach to deriving is that the imposition of the idempotent or tri-idempotent constraint will gives us a novel way to derive the exchange properties associated with Fermi statistics.

b. $H^2 = H$ case

Since the Hamiltonian must be Hermitian, $H = H^\dagger$, we know that $C = B^\dagger$ and $δ = δ^\dagger$, so $δ$ must be a real valued number. Also, since the Hamiltonian is idempotent, $H^2 = H$, we get the additional constraint equations on the components:

\[
A^2 - A + |B|^2 = 0 \quad (B35d) \quad A + D = 1 \quad (B35e) \quad D^2 - D + |B|^2 = 0, \quad (B35f)
\]

which admit the solutions:

\[
A = \frac{1}{2} \left( 1 \pm \sqrt{1 - 4|B|^2} \right) \quad (B35g) \quad D = \frac{1}{2} \left( 1 \mp \sqrt{1 - 4|B|^2} \right) \quad (B35h)
\]

Then inserting (B35g) and (B35h) into (B33) and (B34), we can specify the idempotent Hamiltonian with only one
free complex parameter:

\[ H = \begin{pmatrix}
0 & \frac{1}{2} + \frac{i}{2}\sqrt{1-4|B|^2} & 0 & \frac{B}{\delta} + 1 + \frac{i}{2}\sqrt{1-4|B|^2} \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} + \frac{i}{2}\sqrt{1-4|B|^2} & 0
\end{pmatrix} \tag{B36a} \]

So

\[ = B a_2^i a_1 + B^i a_1^i a_2 + \frac{1}{2} \left( 1 + \sqrt{1 - 4|B|^2} \right) n_1 (1 - n_2) \]

\[ + \frac{1}{2} \left( 1 + \sqrt{1 - 4|B|^2} \right) (1 - n_1) n_2 + \delta n_1 n_2 \tag{B36b} \]

\[ = B a_2^i a_1 + B^i a_1^i a_2 + \frac{1}{2} \left( 1 + \sqrt{1 - 4|B|^2} \right) n_1 \]

\[ + \frac{1}{2} \left( 1 + \sqrt{1 - 4|B|^2} \right) n_2 + (\delta - 1) n_1 n_2. \tag{B36c} \]

\[ \Upsilon(z) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{1}{2} (e^z + 1) + \frac{1}{2} (e^z - 1) \sqrt{1 - 4|B|^2} & 0 & \frac{e^z - 1}{2} \sqrt{1 - 4|B|^2} \\
0 & 0 & \frac{1}{2} (e^z + 1) + \frac{1}{2} (e^z - 1) \sqrt{1 - 4|B|^2} & 0 \\
0 & 0 & 0 & \frac{1}{2} (e^z - 1) \sqrt{1 - 4|B|^2}
\end{pmatrix} \tag{B37a} \]

\[ = 1 + (e^z - 1) \left[ B a_1^i a_1 + B^i a_1^i a_2 + \frac{1}{2} \left( 1 + \sqrt{1 - 4|B|^2} \right) n_1 + \frac{1}{2} \left( 1 + \sqrt{1 - 4|B|^2} \right) n_2 + (\delta - 1) n_1 n_2 \right]. \]

c. **SWAP gate and entangling $\sqrt{\text{SWAP}}$ gate**

Finally, for \( z = i\pi \) we get the quantum swap gate

\[ \Upsilon(i\pi) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{1}{2} + \frac{i}{2} e^{-i\xi} & 0 & 0 \\
0 & 0 & \frac{1}{2} + \frac{i}{2} e^{i\xi} & 0 \\
0 & 0 & 0 & \frac{1}{2} + \frac{i}{2} (1 - 2\delta)
\end{pmatrix} \tag{B38a} \]

\[ = 1 - \left( a_1^i - e^{-i\xi} a_2^i \right) (a_1 - e^{i\xi} a_2) - 2(\delta - 1) n_1 n_2. \tag{B38b} \]

For \( \xi = 0 \) and \( \delta = 0 \), \([B38a]\) is a classical SWAP gate.

To satisfy the unitary condition for our quantum logic gate, \( \Upsilon \Upsilon^\dagger = 1 \), we must restrict the real-valued component \( \delta \) by the following constraint equation:

\[ (1 - 2\delta)^2 = 1, \tag{B39} \]

which implies that either \( \delta = 0 \) or \( \delta = 1 \). Then, our quantum swap gate \([B38a]\) can be rewritten as:

\[ \Upsilon(i\pi) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & e^{i\xi} & 0 & 0 \\
0 & 0 & 0 & \pm 1
\end{pmatrix}, \tag{B40} \]

where the plus sign applies for the \( \delta = 0 \) case and the minus sign for the \( \delta = 1 \) case. For \( z = \frac{i\pi}{2} \) we get the entangling \( \sqrt{\text{SWAP}} \) gate

\[ \Upsilon \left( \frac{i\pi}{2} \right) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{1}{2} + \frac{i}{2} e^{i\xi} & 0 & 0 \\
0 & 0 & \frac{1}{2} + \frac{i}{2} e^{-i\xi} & 0 \\
0 & 0 & 0 & (1 - i) \delta + 1
\end{pmatrix} \tag{B41} \]

\[ = 1 + (i - 1) \left[ \frac{1}{2} \left( a_1^i - e^{-i\xi} a_2^i \right) (a_1 - e^{i\xi} a_2) + (\delta - 1) n_1 n_2 \right]. \]

d. **\( H^3 = H \) case**

There exists an alternative Hamiltonian that is not idempotent but has a similar property at third order, \( H^3 = H \) but neither idempotent nor an involution (i.e. \( H^2 \neq H \) and \( H^2 \neq 1 \)), which can generate a conservative quantum logic gate of the form \([B23]\). In this second case, the series expansion of the quantum gate \([B27]\) reduces to the form \([B30]\), which is

\[ \Upsilon(z) = 1 + (\cosh z - 1) H^2 + \sinh z H. \]

Our approach will be to assume the Hamiltonian still has the form \([B33]\) and that its square has a diagonal matrix
where as in the previous case either $\delta = 0$ or $\delta = 1$. This imposes the following constraint equations on the components:

\[\mathcal{A}^2 = 1 - |B|^2\]  \hspace{1cm} (B43a)
\[\mathcal{A} + \mathcal{D} = 0\]  \hspace{1cm} (B43b)
\[\mathcal{D}^2 = 1 - |B|^2,\]  \hspace{1cm} (B43c)

which admit the solutions:

\[A = \pm \sqrt{1 - |B|^2}\]  \hspace{1cm} (B44a)
\[D = \mp \sqrt{1 - |B|^2}.\]  \hspace{1cm} (B44b)

A useful special case occurs for $B = ie^{-i\xi}$. Then, the quantum gate has the form:

\[H = \left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & i e^{-i\xi} & 0 & 0 \\
0 & 0 & -i e^{i\xi} & 0 \\
0 & 0 & 0 & 0
\end{array}\right)\]  \hspace{1cm} (B47a)
\[\Upsilon(z) = \left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cosh z & 0 & 0 \\
0 & 0 & \cosh z & 0 \\
0 & 0 & 0 & \cosh z
\end{array}\right)\]  \hspace{1cm} (B47b)
e. **ASWAP gate and entangling √ASWAP gate**

Finally, for \( z = \frac{i\pi}{4} \) we get the asymmetric quantum gate

\[
Υ\left(\frac{i\pi}{4}\right) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & -e^{-i\xi} & 0 \\
0 & e^{i\xi} & 0 & 0 \\
0 & 0 & 0 & (i-1)\delta + 1
\end{pmatrix} \quad \text{(B49)}
\]

\[
= 1 + e^{i\xi}a_1^\dagger a_2 - e^{-i\xi}a_2^\dagger a_1 \\
- n_1 - n_2 + [(i-1)\delta + 2]n_1n_2. \quad \text{(B50)}
\]

---

For \( \xi = 0 \) and \( \delta = 0 \), \((B49)\) is the classical antisymmetric swap gate.

\[
Υ\left(\frac{i\pi}{4}\right) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & \sqrt{2} e^{-i\xi} & 0 \\
0 & \sqrt{2} e^{i\xi} & 0 & 0 \\
0 & 0 & 0 & (e^{i\pi} - 1)\delta + 1
\end{pmatrix} \\
= 1 + \frac{1}{\sqrt{2}} \left( e^{i\xi}a_1^\dagger a_2 - e^{-i\xi}a_2^\dagger a_1 \right) + \left( \frac{1}{\sqrt{2}} - 1 \right) \left( n_1 + n_2 - 2n_1n_2 \right) + \left( e^{i\pi} - 1 \right) \delta n_1n_2. \quad \text{(B51b)}
\]

---

**Appendix C: Chiral symmetry breaking operator for the Dirac equation algorithm**

Here we derive a quantum gate representation of the collide operator used in the quantum lattice gas algorithm for a system of Dirac particles in 1+1 dimensions. The matrix representation of the collision operator that acts on a Dirac 2-spinor is

\[
\text{The matrix representation of the collision operator that acts on a Dirac 2-spinor is} \\
\text{the tri-idempotent type and not the involution nor idempotent type (i.e.)} \\
\text{the Dirac equation algorithm}
\]

In 1+1 dimensions, a 2-spinor field is sufficient to describe the Dirac particle

\[
\psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}.
\]

Let us start with a change of variables

\[
B = e^{-im\tau z} \sqrt{\gamma - 1} \quad \text{and} \quad \cosh z = \sqrt{1 - \left( \frac{me^2\tau}{\hbar} \right)^2},
\]

which implies

\[
-i \frac{me^2\tau}{\hbar} = \sinh z.
\]

Then the collide operator is

\[
U_C = \begin{pmatrix} \cosh z & B \sinh z \\ B^* \sinh z & \cosh z \end{pmatrix} = \cosh z + \begin{pmatrix} 0 & B \\ B^* & 0 \end{pmatrix} \sinh z.
\]

For \( \xi = 0 \) and \( \delta = 0 \), \((B49)\) is the classical antisymmetric swap gate.

Since

\[
\begin{pmatrix} 0 & B \\ B^* & 0 \end{pmatrix}^2 = 1,
\]

we may use Euler’s identity to write collide operator as

\[
U_C = \exp \left[ z \begin{pmatrix} 0 & B \\ B^* & 0 \end{pmatrix} \right].
\]

Hence, in the perpendicular subspace, we see that the hermitian generator of an entangling gate representation of \( U_C \) should have the form

\[
N = \begin{pmatrix} 0 & 0 & 0 \\ 0 & B & 0 \\ 0 & B^* & 0 \end{pmatrix} \quad \rightarrow \quad N^2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

From this matrix representation, we see that the generator is the tri-idempotent type and not the involution nor idempotent type (i.e. \( N^3 = N \) and \( N^2 \neq N \)).

Using the matrix representation from part (c) as a guide, the tri-idempotent generator can now be written in an analytical form in terms the qubit creation and annihilation operators. This form is useful for many-body quantum simulations of a system of Dirac particles. So from part (c) above, we see that \( N \) and \( N^2 \) both have three terms, which we write down by inspection

\[
N_{\alpha\beta} = B a_\beta^\dagger a_\alpha + B^* a_\alpha^\dagger a_\beta + n_\alpha n_\beta
\]
where $\alpha$ is the label of a qubit at some point where the qubit encodes the occupancy of a spin-up Dirac particle at that point and $\beta$ is the label of another qubit at that same point and this other qubit encodes the occupancy of a spin-down Dirac particle at that point.

For a tri-idempotent generator, again in terms qubit creation and annihilation operators, we know the entangling gate has the analytical form

$$\Upsilon_{\alpha \beta} = e^{zN_{\alpha \beta}}$$

$$= 1 + ( \cosh z - 1 ) N_{\alpha \beta} + N_{\alpha \beta} \sinh z$$

$$= 1 + ( \cosh z - 1 ) ( n_\alpha + n_\beta - n_\alpha n_\beta ) + \sinh z \left( B a_{\beta}^\dagger a_{\alpha} + B^* a_{\alpha}^\dagger a_{\beta} + n_\alpha n_\beta \right)$$

$$= 1 - n_\alpha - n_\beta + n_\alpha n_\beta + \sinh z \left( B a_{\beta}^\dagger a_{\alpha} + B^* a_{\alpha}^\dagger a_{\beta} \right) + \cosh z ( n_\alpha + n_\beta - 2 n_\alpha n_\beta ) + e^{z} n_\alpha n_\beta$$

$$= 1 - n_\alpha - n_\beta + n_\alpha n_\beta - \frac{mc^2 \tau}{\hbar} \left( e^{-i \frac{mc^2 \tau}{\hbar} \sqrt{\gamma^2 - 1} a_{\alpha}^\dagger a_{\gamma} + h.c.} \right) + \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \left( n_\alpha + n_\beta - 2 n_\alpha n_\beta \right)$$

$$+ \left( \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} - i \frac{mc^2 \tau}{\hbar} \right) n_\alpha n_\beta.$$

So to scatter the $\psi_{\uparrow}$ and $\psi_{\downarrow}$ particles at a point, one should use the collide operator

$$\Upsilon = 1 - n_{\uparrow} - n_{\downarrow} + n_{\uparrow} n_{\downarrow} - \frac{imc^2 \tau}{\hbar} \left( e^{-i \frac{mc^2 \tau}{\hbar} \sqrt{\gamma^2 - 1} a_{\alpha}^\dagger a_{\gamma} + h.c.} \right) + \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \left( n_{\uparrow} + n_{\downarrow} - 2 n_{\uparrow} n_{\downarrow} \right)$$

$$+ \exp \left[ -i \cos^{-1} \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \right] n_{\uparrow} n_{\downarrow}.$$

In the $(\uparrow, \downarrow)$ subspace at a point, the entangling gate has the matrix representation

$$\Upsilon = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \cosh z & B \sinh z & 0 \\
0 & B^* \sinh z & \cosh z & 0 \\
0 & 0 & 0 & e^{z}
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} & -i \frac{mc^2 \tau}{\hbar} e^{-i \frac{mc^2 \tau}{\hbar} \sqrt{\gamma^2 - 1}} & 0 \\
0 & -i \frac{mc^2 \tau}{\hbar} e^{i \frac{mc^2 \tau}{\hbar} \sqrt{\gamma^2 - 1}} & \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} & 0 \\
0 & 0 & 0 & \exp \left[ -i \cos^{-1} \sqrt{1 - \left( \frac{mc^2 \tau}{\hbar} \right)^2} \right]
\end{pmatrix}.$$
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