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Abstract

The problem of estimating parameters of switched affine systems with noisy input-output observations is considered. The switched affine models is transformed into a switched linear one by removing its intersection subspace, which is estimated from observations. A subspace technique is proposed to exploit the observations’ permutation structure, which transforms the problem of associating observations with subsystems into one of de-permutating a block diagonal matrix, referred as adjacency matrix. Then a normalized spectral clustering algorithm is presented to recover the block structure of adjacency matrix, from which each observation is related to a particular subsystem. With the labelled observations, parameters of the submodel are estimated via the total least squares (TLS) estimator. The proposed technique is applicable to switched affine systems with arbitrarily shaped domain partitions, and it offers significantly improved performance and lowered computation complexity than existing techniques.
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1. INTRODUCTION

We consider the parameter estimation of a switched affine models (SAMs). In its generic formulation, the system switches among a set of submodels. Each of them can be comprehended as an affine map and is parameterized by two tuples \((\Theta_i, \Gamma_i)\): a linear transformation \(\Theta_i\) and a translation \(\Gamma_i\). In particular, if the system input at time \(n\) is switched to \(i\)th submodel, the system output is determined by parameter matrix \((\Theta_i, \Gamma_i)\). According to the mechanism of switching, the switched affine systems can be modeled by either piecewise affine models or jump affine models: the former’s switch is triggered by its states and inputs; the latter one switches according to a certain probability. The switched affine models in this study, regardless of switching mechanism, can be comprehended as either of them, refer to Fig.\textsuperscript{II} for its structure.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1}
\caption{The structure of switched affine models and its trajectory of evolution. The system can also be viewed as a jumped affine system with a certain switching function at the output.}
\end{figure}

Given a set of noisy measurements \(\{(x_n, y_n)\}\), we are interested in estimating \((\Theta_i, \Gamma_i)\). If the observations of system are perfectly labelled, then the problem is one of classical system identification: the subsystem parameter \((\Theta_i, \Gamma_i)\) can be estimated using the corresponding input-output data. The challenge, however, is that we do not know the labels of observations a priori. Thus, the problem of parameter estimation of SAMs is a mixture of two sub-problems: associating observations to subsystems and estimating parameters of submodels.

1.1. Related Work

The switched affine models considered in this paper is a simple abstraction of a hybrid system \([? ]\), and its practical significance in control systems and dynamics \([? ]\), fault detection and diagnosis \([? ]\), pattern recognition\([? ]\), system biology \([? ]\), and wireless communications and networking \([? ]\) has be well documented.

There is a substantial literature on the identification of switched affine systems \([? ]\), including the piecewise affine systems and jump markov linear systems. According to the knowledge of noise, existing approaches can be summarized into three categories: Gaussian noise, bounded noise and noise with probability density function (pdf) given.

Under Gaussian noise assumption (zero mean and unknown variance), the observation association problem can be treated as an unsupervised classification. Since there is no obvious cluster exhibited in input-output space, the observations are usually one-one mapped into a feature parameter space, with an assumption that local data tend to belong the same subsystem\([? ]\). Then data association is performed via clustering the parameter vectors in feature parameter space; the typical clustering techniques can be adopted in this process, such as \(K\)-means, \(K\)-medoids. Fuzzy clustering combined with competitive learning has also been proposed \([? ]\).
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Different with the clustering based methods, algebraic geometric based approaches, also referred as Generalized Principal Component Analysis (GPCA), avoid the data clustering step by imposing a set of constraints to observations [7,8]. In [7], the authors represent the union of $K$ subspaces in the form of a homogeneous polynomial whose coefficients are estimated in the sense of least squares, referred as hybrid decoupling constraints in [7]; then system’s parameters are calculated by a polynomial derivative algorithm. While the approach is amendable for switched MIMO systems, it is appropriate only for a small number of submodels and parameters. Because the number of coefficients in hybrid decoupling polynomial exponentially increases respect to the numbers of submodels and parameters, this kind of methods are just applicable to SAMs with limited number of submodels.

When the noise is bound, the parameter estimation of SAMs can be formulated as a constrained optimization problem. The parameters of SAMs are usually optimized in the sense of minimum number of submodels or minimum number of switches [7,8]. Thus, the number of subsystems is also estimated in this scenario. Greedy algorithm and some convex optimization techniques, such as semi-definite program [7] and reweighted $\ell_1$ minimization [7], are adopted to solve the best-fitting parameters. Besides, clustering based and algebraic geometric based approaches can also be transplanted to bound noise case. In [7], a multi-threshold technique is proposed to associate observations to particular subsystem. A recursive algebraic approach is presented in [7] to determine the number and parameters of submodels together. As the sub-model number determination and parameter estimation are iteratively estimated, these methods tend to perform high computation complexity.

When the probability density function of noise is known, the statistical inference based on classical point estimation and Bayesian estimation methodologies has also been considered. In particular, particle filter based Bayesian estimators have been proposed to obtain the maximum a posteriori (MAP) estimate [7] or the minimum mean squared error (MMSE) estimate [7]. The expectation-maximization (EM) algorithm has also been applied to estimate parameters of a piecewise affine system [7] and a jump markov linear system [7]. In the field of signal processing, a generalized expectation maximization (GEM) algorithm is used to separate the data sources and determine the parameters of channels [7]. On the other hand, EM and GEM can be comprehended as data clustering techniques, and classifying them into data clustering based techniques is also reasonable.

The proposed technique belongs to the class of eigen decomposition methods that were popular in the 1990’s and remain a significant thrust of estimation methods for system identification. See, e.g., [7,8,9,10,11] and references therein. These techniques tend to have “closed-form” expressions (in terms of eigen or singular value decompositions). They typically give perfect identification in the absence of noise when a certain rank condition is satisfied. When the data are noisy, often there is a signal to noise ratio (SNR) threshold below which the techniques tend to break down. The proposed method carries both the strength and weaknesses of these legacy methods.

1.2. Contributions and organization

This study is an extension of our previous work, in which parameter estimation of switched linear models (SLMs) is investigated, refer to [7]. For this paper, the first contribution is estimating the intersection subspace of SAMs from the observations, which can be used to transform SAMs into SLMs. Another novelty is the explicit exploitation of a subspace structure that arises from the switchings among subsystems from one input-output subspace to another. We show that the subspace identified by a singular value decomposition (SVD) provides a natural labeling of input-output observations with the submodel that generates the observations. The third contribution is the normalized spectral clustering technique proposed to associate observations to subsystems. Once the data labels have been obtained, classical system identification techniques, e.g., least squares and total least squares, can then be applied.

Comparing with clustering based methods, the proposed algorithm is applicable to input domains with arbitrarily shaped (non-convex and possibly non-connected) partitions. In fact, the proposed technique does not make any limitations for the partitions of input domains. For standard clustering techniques, it naturally partitions the input domain into convex subregions. Such a restriction may be unreasonable in practice and is removed here. Another important advantage over non-parametric clustering methods is that, under the conditions specified in Theorem 1, the proposed method guarantees perfect identification in the absence of noise. For clustering based techniques, in contrast, classification errors can happen even if observations are noiseless [7]. See Section 5 for an example.

When compared with algebraic geometry techniques and statistical inference methods, the proposed subspace method is based on SVD and numerically more stable; it does not have issues of convergence or local optimality. By the way, algebraic geometry techniques recover the systems parameters from the hybrid decoupled constraints, which looks amplifying the effect of noise and introduces a bias to the estimation. This will be shown in the simulation part later.

There is a price paid for the advantages of the proposed approach. A rank condition imposed in Theorem 1 requires, at the minimum, that the number of observations is higher than the number of submodels. Not required by existing techniques, this assumption is essential in identifying subspaces associated with each sub-model. For some applications, this assumption may not be acceptable. As already pointed out, the subspace method used here also has the SNR threshold effects. The breakdown threshold depends on the parameters and specific applications. We do not have a characterization of the breakdown threshold. On the other hand, the proposed approach applies for SAMs with non-empty intersection subspace. This requirement is satisfied in most cases where the number of subsystems is not more than dimension of observations (input and output), and in special cases where the number of subsystems is larger than the dimension of observations, refer to Remark 1.

The remainder of the paper is organized as follows: Section II presents the system model and the problem formulation, as well as the assumptions made in this paper. Section III presents
the key results on a block diagonal structure of the observation subspace. We present first the idea using the scalar example and then give two theorems: Theorem 1 describing the full characterization of the observation subspace, and Theorem 2 introducing a way to estimate the intersection subspace of SAMs. Section IV in further exploits the properties of adjacency matrix, and proposes a spectral clustering technique that partitions observations into groups, each is associated with a particular subsystem model. Section V presents numerical studies and some comparisons with existed methods. The last section VI gives the conclusions.

Throughout the paper, the following notations are adopted:

| Symbol | Description |
|--------|-------------|
| $N$    | the number of observations |
| $K$    | the number of submodels |
| $d_n$  | input of system |
| $d^{(i)}, D_i$ | input of $i$th submodel |
| $y_n,Y_n$ | observation of output |
| $x_n,X_n$ | observation of input |
| $z_n,Z_n$ | extended vector of observations |
| $e_n$  | input noise |
| $w_n$  | output noise |
| $\Theta, \Theta_i$ | parameters of $i$th submodel |
| $\gamma_i, \Gamma_i$ | parameters of $i$th submodel |
| $S_i$  | the $i$th observation submodel |
| $\Omega_i$ | nominal subspace of $i$th subsystem |
| $\Omega_0$ | intersection subspace of subsystems |
| $\ell_i$ | label set of $i$th submodel |
| $A(\Theta)$ | extended parameters matrix |
| $V$    | subspace of right-singular matrix of $Z$ |
| $M$    | adjacency matrix with $M = |VV^T|$ |
| $P$    | permutation matrix |

2. Problem formulation

We consider the discrete-time switched affine models with both input and output noises, refer to Fig. 1 for its structure. For the $i$th subsystem, its observation can be formulated by the following measurement model

$$
S_i : \begin{cases}
    x_n^{(i)} = d_n^{(i)} + e_n \\
    y_n^{(i)} = \Theta_i d_n^{(i)} + \Gamma_i + w_n
\end{cases}
$$

where $d_n^{(i)}$ is the system input and $x_n^{(i)} \in \mathbb{R}^{N_x}, y_n^{(i)} \in \mathbb{R}^{N_y}$ are noisy input and output observations of the $i$th subsystem. The observation noise $e_n, w_n$ is i.i.d. Gaussian with zero mean and covariance matrix $\text{diag}(\sigma_e^2 I, \sigma_w^2 I)$. All input and output variables are vectors, and parameters $(\Theta_i, \Gamma_i)$ are the linear maps and translation vectors, respectively, with compatible dimensions.

While the model given in (1) appears to be a static one, by allowing the input vector $d_n$ to include past observations, the model in fact includes MIMO systems with finite impulse responses. When dynamics are included in the modeling, matrices $\Theta_i$ has a block Toeplitz structure that can be exploited.

We also define the nominal or noiseless input-output subspace for the $i$th subsystem

$$
\Omega_i \triangleq \{ (x,y) \mid y = \Theta_i x + \Gamma_i, x \in \mathbb{R}^{N_x}, y \in \mathbb{R}^{N_y} \},
$$

and the intersection subspace for all subsystems

$$
\Omega_0 \triangleq \bigcap_{i=1}^{K} \Omega_i.
$$

In noiseless case, the intersection subspace contains elements that satisfy all subsystems’ measurement models in (1). Observations from intersection subspace should be treated as inherently undecided data. But we will show they are very helpful for data association of switched affine systems. For a SAMs defined in $\mathbb{R}^2$, its intersection subspace is the crossing point of two submodel lines, refer to Fig. 2 for an illustration.

Figure 2: The nominal subspace and its observations in 2 dimension case.

Given a set of unlabelled input-output measurements $(x_n,y_n)$, which is a mixture of noisy observations of $(\Omega_i)_{i=1}^{K}$, we are interested in associating them to corresponding subsystems and estimating $(\Theta_i, \Gamma_i), i = 1, \ldots, K$.

Remark 1. In this study, we assume that the intersection subspace of SAMs is non-empty. It should be noted that this assumption is hardly suitable when the number of submodels is larger than the dimension of observations, i.e. $K > N_x + N_y$, or when the SAMs with the same linear transformations, i.e. $\Theta_1 = \ldots = \Theta_K$.

Remark 2. We assume that the number $K$ of submodels and the dimensions of submodels are fixed and known. This is an assumption that most existing techniques make and is quite restrictive. Identifying the number of submodels and their respective dimensions is challenging although there are many practical techniques including some based on eigenvalue decompositions.

3. Subspace Structure of Switching Dynamics

We present in this section a subspace structure in the observation that shows the decomposition for data associated with different sub-models.
3.1. A sketch of ideas

The subspace structure can be easily described using the following simple noiseless scalar switched affine models:

\[
S_1: \begin{cases} 
    x_n^{(1)} = d_n^{(1)} \\
    y_n^{(1)} = \theta_1 d_n^{(1)} + \gamma_1 
\end{cases} \quad (4)
\]

\[
S_2: \begin{cases} 
    x_n^{(2)} = d_n^{(2)} \\
    y_n^{(2)} = \theta_2 d_n^{(2)} + \gamma_2 
\end{cases} \quad (5)
\]

where submodels \( S_1 \) and \( S_2 \) can be treated as arbitrary non-parallelized lines on real plane.

Let \((x_0, y_0) \in \Omega_0\) be the elements of intersection space of two submodels. Then it must satisfy both submodels simultaneously, i.e.

\[
y_0 = \theta_1 x_0 + \gamma_1 = \theta_2 x_0 + \gamma_2 \quad (6)
\]

Then we can rewrite the bi-model SAMs into a switched linear models as follows

\[
S(\Omega_1 - \Omega_0): \begin{cases} 
    x_n^{(1)} - x_0 = d_n^{(1)} - d_0 \\
    y_n^{(1)} - y_0 = \theta_1 (d_n^{(1)} - d_0) 
\end{cases} \quad (7)
\]

\[
S(\Omega_2 - \Omega_0): \begin{cases} 
    x_n^{(2)} - x_0 = d_n^{(2)} - d_0 \\
    y_n^{(2)} - y_0 = \theta_2 (d_n^{(2)} - d_0) 
\end{cases} \quad (8)
\]

Consider, for the moment, the special case when the system input \( d_n \) arrives sequentially, first \( N_1 \) samples from sub-model 1 and the next \( N_2 = N - N_1 \) from sub-model 2. We collect input-output data in a matrix

\[
Z \triangleq \begin{bmatrix} x_1 & \cdots & x_N \\ y_1 & \cdots & y_N \end{bmatrix}, \quad (9)
\]

\[
Z_0 \triangleq \begin{bmatrix} x_0 & \cdots & x_0 \\ y_0 & \cdots & y_0 \end{bmatrix}. \quad (10)
\]

The switched affine system then has a linear form

\[
Z - Z_0 = A (D^T - D_0^T), \quad (11)
\]

where

\[
A \triangleq \begin{bmatrix} 1 & 1 \\ \theta_1 & \theta_2 \end{bmatrix}, \quad (12)
\]

\[
D_0^T \triangleq \begin{bmatrix} d_0 & \cdots & d_0 & 0 & \cdots & 0 \\ 0 & \cdots & 0 & d_0 & \cdots & d_0 \end{bmatrix} \quad (13)
\]

\[
D^T \triangleq \begin{bmatrix} d_1^{(1)} & \cdots & d_N^{(1)} & 0 & \cdots & 0 \\ 0 & \cdots & 0 & d_1^{(2)} & \cdots & d_N^{(2)} \\ \end{bmatrix} = \text{diag}(D_1^T, D_2^T) \quad (14)
\]

Let \( Z - Z_0 \) have the singular value decomposition of the form

\[
Z - Z_0 = Q \Sigma V^T, \quad (15)
\]

Note that \( \Sigma > 0 \) is a diagonal matrix with reduced dimension \( 2 \times 2 \), \( Q \) is an orthonormal matrix, and \( V^T \) is a \( 2 \times N \) matrix of the same dimension of input matrix \( D^T \). Indeed, when \( A \) is nonsingular, \( V^T \) spans the same row space as \( D^T \). In other words, we have

\[
V^T = T (D - D_0)^T, \quad T \triangleq Q \Sigma^{-1} A. \quad (16)
\]

Because \( V^T V = T (D - D_0)^T (D - D_0) T^T = I \) and \( T \) is nonsingular,

\[
T^T T = [(D - D_0)^T(D - D_0)]^T. \quad (17)
\]

Thus, we have

\[
VV^T = (D - D_0) T^T T (D - D_0)^T
= (D - D_0) [(D - D_0)^T(D - D_0)]^{-1} (D - D_0)^T
= \frac{(d_1 - d_0) (d_1 - d_0)^T}{||d_1 - d_0||^2} \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \quad (18)
\]

Here, misuse the symbols for the moment, \( D_1 - d_0 \) represents submatrix \( d_2 \) from each row of \( D_1 \), so does \( D_2 - d_0 \). Thus, matrix \( VV^T \) is block diagonal with the first block made of data from only the first sub-model and second block from only the second sub-model. The key observation is that matrix \( VV^T \) gives the partition of input sequence which is exploited in the proposed algorithm.

If the system input sequence is not arranged in the block sequential fashion as in \((14)\), matrix \( VV^T \) is no longer block diagonal; instead it will be a block diagonal matrix under a certain similar transform defined by a permutation matrix \( P \). However, the permutation induced transform can be easily reversed to recover the block diagonal structure.

3.2. Subspace decomposition

We now formally state the subspace decomposition by removing the sequential arrival restriction on the input sequence. For a \( K \)-submodel switched affine systems, define

\[
\text{Observations:} \quad z_n \triangleq \begin{bmatrix} x_n \\ y_n \end{bmatrix}, Z \equiv [z_1, \ldots, z_N]. \quad (19)
\]

Parameter matrix: \( A(\Theta) \triangleq \begin{bmatrix} I & \cdots & I \\ \Theta_1 & \cdots & \Theta_K \end{bmatrix} \quad (20)\)

Input matrix: \( D^T \triangleq \text{diag}(D_1^T, \ldots, D_K^T) \quad (21)\)

where \( D_i^T \) is the matrix of ordered (according to the time of arrival) input vectors of the \( i \)th subsystem.

In the absence of noise, the system can be formulated in a linear model as

\[
Z - Z_0 = A(\Theta)(D - D_0)^TP \quad (22)
\]

where \( Z_0 \) is a rank-one matrix constructed by elements of intersection space in form of \((10)\), \( D_0 \) is the input matrix of intersection subspace constructed in form of \((13)\), and \( P \) is an unknown
permutation matrix that permute the ordered input sequence to the actual sequence of arrivals.

The following theorem captures the subspace structure in the row space of data matrix $Z - Z_0$.

**Theorem 1.** Consider the noiseless system model given in (22). Assume that $A(\Theta)$ has full column rank and the intersection space of subsystems $\Omega_0$ is non-empty. Let $Z - Z_0$ have the singular value decomposition of the form

$$Z - Z_0 = Q\Sigma V^T$$

(23)

where $QQ^T = I$ and $V^T$ is of the same size as $D^T$ with orthogonal rows. Then

$$VV^T = P\text{diag}(\Lambda_1, \ldots, \Lambda_K) P^T,$$

(24)

where $\Lambda_i = (D_i - D_0)(D_i - D_0)^T (D_i - D_0)^T (D_i - D_0)^T$.

**Proof.** See Appendix A.

**Remark 3.** If the system input sequence arriving in consecutive from the same sub-model, we have $P = I$. In this case, matrix $VV^T$ is block diagonal. In general, matrix $P$ scrambles $\text{diag}(\Lambda_1, \ldots, \Lambda_K)$. For noiseless measurement, the matrix can be easily de-scrambled by permuting $VV^T$ back to diagonal form. See [3] for an efficient de-permutation algorithm. But the problem at hand is more challenging due to the presence of noise.

**Remark 4.** In the presence of noise, matrix $VV^T$ no longer has the (permutation transformed) block diagonal form in general. Simulation at various noise levels suggest that the structure existed in the noiseless case holds approximately.

**Remark 5.** The assumption that $A(\Theta)$ has full column rank is restrictive. As the number of sub-models increases, the number of required independent output observations must also increase. This puts a physical limitation on the type of system to which the algorithm considered here is applicable.

**Remark 6.** We assume that the input matrix $D$ has full row rank and each sub-block $(D_i - D_0)^T$ cannot be row-permutated into a diagonal form. The full rank condition on $D$ requires that the each subsystem is persistently excited—a necessary condition for identifiability assuming that we can associate observation data samples $\{z_n\}$ perfectly with the submodels $\{\Theta_i\}$ that generates them.

The condition on individual input $(D_i - D_0)^T$ not permutable to diagonal form is also necessary for identifiability. If $(D_i - D_0)^T = \text{diag}(D_{i1}, D_{i2})$, then we can break up $A(\Theta_i)$ accordingly into $A(\Theta_{i1})$ and $A(\Theta_{i2})$ and group $\{\Theta_{i2}, D_{i2}\}$ with the second submodel $\{\Theta_2, D_2\}$. The system then becomes unidentifiable.

### 3.3. Estimation of intersection subspace

In the content above, the intersection subspace is assumed as known. In this part, we propose a theorem to determine it from the observations of system. Let’s introduce a homogeneous polynomial constructed by the parameters of switched affine models

$$H(x, y) \triangleq \prod_{i=1}^{K}(y - \Theta_i x - \Gamma_i).$$

(25)

Where column vector $x, y$ has the same dimension with $x_n, y_n$, $\Theta_i, \Gamma_i$ corresponds to the parameters of ith submodel.

In noiseless case, it is easy to verify following equation identically holds for all observations,

$$H(x_n, y_n) = \prod_{i=1}^{K}(y_n - \Theta_i x_n - \Gamma_i) = 0, n = 1, \ldots, N$$

(26)

This equation is referred as Hybrid Decoupled Constraint in [? ].

In noiseless case, the coefficients of $H$ can be solved directly when the number of observation is larger than its order. Moreover, the parameters of submodels can be recovered from the coefficients of $H$ in this scenario, refer to Vidal’s work in [? ]. When the observation data are corrupted by noise, the coefficients of $H$ need to be determined in the sense of least squares technique. Although the parameters can be recovered by the GPCA technique in [? ], we will illustrate in the simulation that it introduces bias to the estimations of the parameters.

We know that elements of intersection subspace satisfies all submodels’ models. So they must be the $K$-fold multiple roots of polynomial $H$ in (26). We propose following theorem to determine the non-empty intersection subspace of switched affine systems.

**Theorem 2.** Consider the switched affine models defined in (1). In noiseless case, its not-empty intersection subspace can be solved by following equations

$$\Omega_0 \triangleq \left\{(x_0, y_0) \mid \frac{\partial H}{\partial x} |_{x=y=0} = 0, \frac{\partial H}{\partial y} |_{x=y=0} = 0 \right\}.$$  

(27)

where $H$ is the homogeneous polynomial defined in (25), $\partial H/\partial x$ represents the $(K - 1)$ order partial derivative of $H$.

**Proof.** The proof can be easily derived from the properties of multiple roots of polynomial, hence omitted here.

**Remark 7.** For the MIMO case, equations in (27) maybe over determined, the intersection subspace can be fixed by solving compatible number of equations, or approximated by solving all equations in the sense of least squares.

**Remark 8.** For the switched affine systems with empty intersection space, equations in (27) are still solvable, but the solutions in this scenario are useless.
4. Spectral clustering on subspace and parameter estimation

With the theorems above, the data association problem turns into one of recovering the block diagonal structure $\text{diag}(\Lambda_1, \ldots, \Lambda_K)$ from $VV^T$. It also can be understood as identification of permutation matrix $P$. Once the labels of observations are obtained, the problem of estimating system parameters becomes standard. In this section, we present a spectral clustering on subspace (SCS) algorithm that recovers the block diagonal structure in the observation subspace from $VV^T$. Spectral clustering technique was originally proposed for the purpose of graph-cutting, refer to [13] and references therein. However, the problem at hand has some useful properties that enable us to develop more efficient algorithm.

4.1. The properties of $VV^T$

Let’s start with the scaler case defined in (4) and (5) and introduce an adjacency matrix defined by

$$ M = |VV^T|. \quad (28) $$

Here $| \cdot |$ represents the element-wise operation of taking absolute values of entries of the matrix. Because a permutation matrix $P$ acts on $VV^T$ symmetrically, to de-permutate the matrix $M$ is equivalent to recovering the order of its diagonal elements. From the expression of $VV^T$ and $U$ in (18), we observe following useful corollary.

**Corollary 3.** In noiseless case, for the adjacency matrix defined in (28) and inputs excluding elements of intersection space, (1) if the element $M(m,n) \neq 0$, then systems’ inputs $d_m$ and $d_n$ belong to the same subsystems. Specifically, the element of adjacency matrix $M(m,n)$ can be expressed as

$$ M(m,n) = \frac{(d_m - d_0)(d_n - d_0)^T}{||D_i - d_0||^2}. \quad (29) $$

Where $d_0$ is from the intersection space, $D_i$ is the input matrix of ith subsystem.

(2) if the element $M(m,n) = 0$, then system’s inputs $d_m$ and $d_n$ are from different subsystems.

The inverse propositions of (1) and (2) still hold. Note that when system’s inputs include $d_0$, the proposition (2) does not hold any more.

In the noiseless case, the block diagonal structure of $M$ can be de-permutated by comparing its off-diagonal elements. However, the corollary above barely holds in vector case, we need to develop a more robust technique.

4.2. Spectral clustering on subspace

For the adjacency matrix $M$, following theorem further exploits the block diagonal structure in its singular value decomposition.

**Theorem 4.** Consider the noiseless system model given in (22) and adjacency matrix $M = |VV^T|$ in (28). Let $M$ be normalized as

$$ \tilde{M} = W^{-1/2}MW^{-1/2} \quad (30) $$

$$ W \triangleq \text{diag}(N \sum_{j=1}^{N} m_{1,j}, \ldots, N \sum_{j=1}^{N} m_{N,j}) \quad (31) $$

Then $\tilde{M}$ has $K$ largest singular values

$$ \delta_1 = \ldots, \delta_K = 1, \quad (32) $$

and their corresponding eigenvectors come from the $K$ subsystems respectively. The singular value decomposition has the form of

$$ \tilde{M} = E G \Sigma \quad (33) $$

$$ G = \text{diag}(1, 1, \ldots, 1, \ast) \quad (34) $$

$$ E = P \text{diag}(E_1, \ldots, E_K, \ast) \quad (35) $$

Where $P$ is the unknown permutation matrix and $E_i$ is the eigenvector of normalized $\Lambda_i$ defined in theorem (7).

**Proof.** Let’s denote the block diagonal structure in (22) as follows

$$ \Lambda = \text{diag}(\Lambda_1, \Lambda_2, \ldots, \Lambda_K) \quad (36) $$

where $\Lambda_i = (D_i - D_0) [(D_i - D_0)^T (D_i - D_0)]^{-1} (D_i - D_0)^T$.

Normalize $\Lambda_i$ as

$$ \bar{\Lambda}_i = \Sigma_i^{-1/2} \Lambda_i \Sigma_i^{-1/2} \quad (37) $$

$$ \Sigma_i \triangleq \text{diag}(N \sum_{j=1}^{N} \lambda_{i,j}, \ldots, N \sum_{j=1}^{N} \lambda_{N_i,j}) \quad (38) $$

Here $\lambda_{i,j}$ is the element of $\Lambda_i$, $\Sigma_i^{-1/2}$ is the element-wise operation. Then $\bar{\Lambda}_i$ can be expressed in form of

$$ \bar{\Lambda}_i \mu_i^{1/2} = 1 \times \mu_i^{1/2} \quad (39) $$

$$ \mu_i = \left[ \sum_{j=1}^{N_i} \lambda_{i,j} \times \ldots \times \sum_{j=1}^{N_i} \lambda_{N_i,j} \right]^T \quad (40) $$

This means that $\bar{\Lambda}_i$ has the eigenvalue $\delta = 1$ and its corresponding eigenvector is $\mu_i^{1/2}$ (note that $\mu_i^{1/2}$ is not normalized here). According to the definition of $\Lambda_i$ in (37), we have

$$ \rho(\Lambda_i) \leq \| \bar{\Lambda}_i \|_1 \leq 1. \quad (41) $$

Here $\rho(\Lambda_i)$ is the spectral radius of $\Lambda_i$ and $\| \bar{\Lambda}_i \|_1$ is the induced 1-norm of $\Lambda_i$. Thus, $\delta = 1$ is the largest eigenvalue of $\bar{\Lambda}_i$.

For the block diagonal matrix $\Lambda$, define

$$ \bar{\Lambda} = \text{diag}(\bar{\Lambda}_1, \ldots, \bar{\Lambda}_K) = \Sigma^{-1/2} \Lambda \Sigma^{-1/2} \quad (42) $$

$$ \Sigma \triangleq \text{diag}(\Sigma_1, \ldots, \Sigma_K) \quad (43) $$
Naturally, the largest $K$ eigenvalues of $\bar{\Lambda}$ all equal to 1 and the corresponding eigenvectors of $\bar{\Lambda}$ are the eigenvectors of $\bar{\Lambda}_i$ with the positions of the other blocks filled with 0. That is

$$
\bar{\mu}_{[1:K]} = \begin{bmatrix}
\mu_1^{1/2} & 0 & \cdots & 0 \\
0 & \mu_2^{1/2} & \cdots & 0 \\
0 & 0 & \cdots & \mu_K^{1/2}
\end{bmatrix}.
$$

(44)

For the permuted matrix $M = \hat{P}\hat{A}\hat{P}^T$, define

$$
W \triangleq \text{diag}(\sum_{j=1}^{N} m_{1,j}, \ldots, \sum_{j=1}^{N} m_{N,j}) = \hat{P}\Sigma\hat{P}^T
$$

(45)

Then

$$
\bar{M} = \hat{M}^{-1/2}M\hat{M}^{-1/2} = \hat{P}\Sigma^{-1/2}\hat{P}^T \hat{A}\hat{P}^T \Sigma^{-1/2}\hat{P} = \hat{P}\bar{\Lambda}\hat{P}^T
$$

(46)

Thus, $\bar{M}$ has the same largest $K$ singular value with $\bar{\Lambda}$: $\delta_1 = \ldots = \delta_K = 1$ and the singular value decomposition in form of

$$
\bar{M} = \text{E}\text{G}\text{E}^T
$$

(47)

$$
G = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & 0 & \cdots & 1 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & 0
\end{bmatrix}, \quad E = \hat{P}
$$

(48)

where $E_i = \mu_i^{1/2}$ is the eigenvector of $\bar{\Lambda}_i$.

In the theorem above, we can find that the permutation structure of measurement is reflected in the first $K$ eigenvectors of $\bar{\Lambda}$ and only the rows of eigenvector are permuted in the SVD of $\bar{M}$. It’s very easy to recover the block diagonal structure of $M$ according to the position of 0-elements in the first two eigenvectors of $\bar{M}$. For example, in Fig. 4 a bi-model SAMs with 6 inputs (3 from subsystem one and another 3 from subsystem two).

In the absence of noise, the $K$ eigenvectors are indicator functions that directly associate each observation to a particular subsystem. With noise disturbance, these eigenvectors hardly hold zero entries any more and the structure in Fig. 3 will become indistinct. In this scenario, each row of $K$ eigenvectors is taken as a joint indicator for subsystems, then all rows are grouped into $K$ clusters by $K$-means. Intuitively speaking, $K$ eigenvectors contain redundant information for data association, which restrains the disturbance of noise. On the other hand, since $K = 1$ eigenvectors are necessary to fix the structure of observations, there is little computation amount increase to cluster $K$ eigenvectors in noise case.

We propose a spectral clustering on subspace (SCS) algorithm to recover the block diagonal structure of $M$ in Algorithm 1. Step 1 of the algorithm calculate the intersection subspace according to the Theorem 2. Step 2 computes the best row space of the observation matrix $Z - Z_0$ in the form of $V^T$, and the adjacency matrix $M = |VV^T|$. Step 3 normalizes the adjacency matrix $M$ into $M; \quad$ Step 4 does the SVD on $M$, or eigenvalue decomposition as $\bar{M}$ is symmetrical; In Step 5, the first $K$ eigenvectors of $\bar{M}$ are clustered into $K$ groups by $K$-means, where $\ell_i$ is the label set for the $i$th sub-model; note that, if do eigenvalue decomposition on $M$ in step 4, make sure that the first $K$ eigenvectors of $\bar{M}$ correspond to the largest $K$ eigenvalues. Step 6 gives the parameters’ estimation via total least squares technique. To illustrate the result of de-permutation, Fig. 4 shows a $20 \times 20$ matrix de-permutated by the proposed algorithm.

**Algorithm 1** Spectral clustering on subspace (SCS) algorithm.

**Require:**
- Observations $X = \{x_n\}_{n=1}^N, Y = \{y_n\}_{n=1}^N, Z = [X, Y]$

**Ensure:**
- Parameter estimations $\{\hat{\Theta}_i, \hat{\Gamma}_i\}_{i=1}^K$

1. calculate the intersection subspace $\Omega_0$, and denote $Z_0 = [x_0^T, y_0^T] \in \Omega_0$
2. singular value decomposition on measurements $Z - Z_0$
3. normalize the adjacency matrix $M = |VV^T|$
4. singular value decomposition on $M$
5. cluster the rows of first $K$ eigenvectors with $K$-means
6. estimate the parameters with total least squares ($tls$)

**Remark 9.** According to the property of $VV^T$ in [29], inputs near the intersection subspace produce small elements in $M$ which cause confusion with zero. In the estimation step, one option is to cut off the small diagonal elements of $M$ via a thresh-
old, the other one is to adopt a total least squares weighted by the diagonal elements of \( M \).

### 5. Simulation examples

In this section, we present numerical studies and compare the proposed algorithm, referred as SCS algorithm, with two benchmark techniques. One benchmark technique is based on the \( K \)-means clustering algorithm \cite{17}, the other is an algebraic geometric technique referred as Generalized Principal Component Analysis (GPCA) in \cite{19}. \( K \)-means estimator is an iterative scheme. To avoid local optimal solution, the implementation, in this simulation, repeats the clustering process multiple times, each with a new set of initial centroids. We also compare the performance of various estimators using “clairvoyant” Maximum Likelihood (C-ML) where we assume that labels of observations are known.

We use the standard mean squared error (MSE) as the performance metric in comparing different estimators. Here the statistical average is taken with respect to random measurement noise in the system input and output. In Monte Carlo simulations, sample MSE is used as an estimate of the actual MSE. The system input sequence \( d_n \) is considered deterministic and is fixed in the Monte Carlo simulations.

We are interested in the performance of different estimators at different levels of signal-to-noise ratio (SNR). In particular, we define SNR (in dB) as

\[
\text{SNR} = 10 \log \frac{\sum_{n=1}^{N} ||\Theta_d d_n + \Gamma_i||^2 \times \pi_{n,i} + ||d_n||^2}{N \sigma^2 + N_i \sigma_i^2}
\]

(49)

where \( \pi_{n,i} \in \{0, 1\} \) is an indicator for subsystem \( i \) which takes 1 only if the \( d_n \) is applied to subsystem \( i \) and 0 otherwise. In the denominator, \( N_i \) is the dimension of vector \( x_n \) and \( N_i \) the dimension of \( y_n \). Intuitively, the numerator is the total signal energy in the input and output sequence and the denominator the total noise energy.

### 5.1. SISO piecewise affine models with two submodels

The first numerical case was an bi-model piecewise affine models with scalar parameters. For each submodel,

\[
S_1: \begin{cases} x_n = d_n + e_n \\ y_n = 1.7d_n + 0.9 + w_n \end{cases}, \quad d_n \geq 0
\]

\[
S_2: \begin{cases} x_n = d_n \\ y_n = 2.8d_n + 1.2 + w_n \end{cases}, \quad d_n < 0
\]

(50)

Where \( w_n \sim N(0, \sigma^2_e) \), \( e_n \sim N(0, \sigma^2_e) \) are i.i.d. random sequences. Similar examples were used in \cite{17} except that we have made the scenario more challenging by making the parameters of the two subsystems relatively close. In the simulation, the input data were generated by standard normal distribution and kept fixed in Monte Carlo runs.

Fig. 5 shows the MSE plots of Algorithm. 1 against the benchmarks and “clairvoyant” maximum likelihood estimation (C-ML). We observed that the proposed algorithm achieved the C-ML at SNR greater than 35dB. We also know that, with Gaussian noise assumption, the C-ML achieves the Cramér-Rao bound at high SNR. As expected, the subspace method had an SNR threshold below which its performance degrades, but still is better than benchmarks. In this simulation, the threshold was about 35dB.

The algebraic geometric method (GPCA) appeared to be slightly better at low SNR, but kept a constant gap to the C-ML estimation as SNR at very high SNR. The reasons for this phenomena is that hybrid decoupling constraints in transforms the zero-mean noise into a nonzero-mean noise and cause a bias to the estimation results. To clearly explain the MSE gap of algebraic geometric methods, we introduce the noise into the switched affine model in 4 and 5:

\[
S_1: \begin{cases} x^{(1)}_n = d^{(1)}_n + e_n \\ y^{(1)}_n = \theta_1 d^{(1)}_n + \eta + w_n \end{cases}, \quad S_2: \begin{cases} x^{(2)}_n = d^{(2)}_n + e_n \\ y^{(2)}_n = \theta_2 d^{(2)}_n + \eta + w_n \end{cases}
\]
Figure 5: Mean Squared Error (MSE) vs. SNR plots in Example 1. Sample amount is $N_1 = 100$, $N_2 = 100$, Monte Carlo runs is $10^4$. SCS: the spectral clustering on subspace algorithm; Kmeans: the $K$-mean based method in \cite{?}, the tuned coefficient of local data set was set as $c = 7$; GPCA: generalized principal component analysis in \cite{?}; C-ML: the maximum likelihood solution with the labels of observation known.
and rewrite it in the form of hybrid decoupling constraints (Since these constraints apply on all observations, the superscript is thrown away here):

\[
(y_n - \theta_1 (x_n - e_n) - \gamma - w_n) (y_n - \theta_2 (x_n - e_n) - \gamma - w_n) = 0
\]

(51)

\[
(x_n w_n - x_n y_n - e_n w_n + e_n y_n) (\theta_1 + \theta_2)
\]

\[
+ (x_n - e_n) (\gamma \theta_2 + \gamma \theta_1) - (y_n - w_n) (\gamma + \gamma)
\]

\[
+ (x_n^2 + 2x_n e_n + e_n^2) \theta_1 \theta_2 - (2y_n w_n - w_n^2) + \gamma^2 = 0
\]

\[
\tilde{\theta} = \begin{bmatrix}
\theta_1 \theta_2 \\
\theta_1 + \theta_2 \\
\gamma \theta_2 + \gamma \theta_1 \\
\gamma + \gamma
\end{bmatrix}, \tilde{y} = \gamma \gamma, \tilde{x}_n = \begin{bmatrix}
x_n^2 \\
x_n \\
x_n \\
-\gamma
\end{bmatrix}, \tilde{y}_n = \gamma^2
\]

\[
\tilde{\gamma} = y_n - (\tilde{x}_n - \tilde{e}_n) \theta - \tilde{\gamma} - \tilde{w}_n = 0
\]

(52)

We can find that the original noise \( e_n \) and \( w_n \) are squared in HDC operation. As new noise terms \( E \{ e_n \} \neq 0 \) and \( E \{ \tilde{w}_n \} \neq 0 \), algebraic geometry based methods get a bias in this process. Besides, the original noises \( e_n \) and \( w_n \) are also amplified by the measurements in \( \tilde{e}_n \) and \( \tilde{w}_n \). The Monte Carlo simulation in Fig. \ref{fig:Kmeans} also verify the theoretical result above.

For the K-means based technique, the trend of decreasing MSE as the SNR increases halted at about SNR=45dB. As K-means based method relies on a local data assumption, refer to [? ], which transforms the observations into feature parameters. Because we set similar parameters in two submodels, outliers are unavoidable for this technique even in noiseless case. From the MSE curves in Fig. \ref{fig:Kmeans} we can infer that some observations of the second submodel were misclassified into the first submodel, whose performance was corrupted by these misclassified data. Although the loss of these data would cause a slight degradation to the MSE of the second submodel, but it didn’t worsen the estimation results.

We also can get a clear explanation from the misclassification ratio of both approaches, refer to Fig. \ref{fig:Kmeans} The K-mean based method in [? ] kept a constant misclassification ratio when SNR is higher than 45dB, while SCS algorithm had misclassification error decays exponentially with respect to SNR.

5.2. MIMO jump affine models with identical input domain

A main advantage of the proposed subspace approach is that the input domain partition can be arbitrarily shaped and it deals with MIMO system with relatively easily. In this simulation, we consider an MIMO jump affine models with its submodels defined on the same domain. The observation subspace of sys-

\[
\begin{align*}
&y_n = [0.7 & 0.4] d_n + [0.17] + w_n \\
x_n = [1 & 0] d_n + e_n \\
&y_n = [0.8 & 0.9] d_n + [-0.81] + w_n \\
x_n = [1 & 0] d_n + e_n
\end{align*}
\]

The MSE performance comparisons are are shown in Fig. \ref{fig:Kmeans} The proposed subspace estimator had similar MSE performance as in the SISO case. When the SNR was greater than 30dB, the MSE performance matches with the clairvoyant C-ML. K-means based technique didn’t work in this case. Because observations of submodels were mixed up on the whole domain, the local data assumption didn’t hold in this scenario. The MSE gap for Algebraic geometry techniques was further amplified because the more parameters are involved in MIMO case. The misclassification ratio vs. SNR plot is shown in Fig. \ref{fig:Kmeans} Misclassification ratio of K-means based technique was kept around 50%, while proposed technique achieved a similar performance as in SISO case.

6. Conclusions

This paper extends the subspace clustering technique to parameter estimation of switched affine models. The first contribution of the proposed approach is the exploitation of a special subspace structure in the row space of the observation data matrix. Then the process of associating data to sub-models is transformed into a matrix de-permutation problem. The second contribution is investigating the subspace structure of the adjacency matrix \( M = [V V^T] \) and proposing spectral clustering on subspace algorithm to associate observations. The proposed
Figure 7: Estimated Average MSE of $\hat{\Theta}$ and $\hat{\Gamma}$. Average MSE is the mean of all entries of parameter matrix. The data amount are $N_1 = 400$ and $N_2 = 400$, Monte Carlo runs is $10^3$. SCS: the spectral clustering on subspace algorithm; Kmeans: the $K$-mean based method in [7], the local data set number is chosen as $c = 10$; GPCA: generalized principal component analysis in [7]. C-ML: the maximum likelihood solution with the labels of observation known. The input sequences were generated by standard normal distribution.
algorithm guarantee identifiability in the absence of noise, and are shown to have improved performance against some existing benchmarks on handling the similar-parameter and arbitrary shaped domain cases. At last, the computation complexity of the proposed method is considerably reduced as the main operation is consisted of singular value decomposition.

The proposed algorithm applies only to the switched affine systems with sufficient number of independent output sensors and non-empty intersection subspace. This is a restriction not imposed by other methods. However, when these required conditions are satisfied, the proposed technique does have some computation and performance advantages.
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Appendix

A. Proof of Theorem 1

PROOF. The input signal space \((D - D_0)^\top P\) is related to the SVD of \(Z\) by some full rank matrix \(B, (D - D_0)^\top P = BV^\top\). We then have \((D - D_0)^\top (D - D_0) = BB^\top\). Because \(D - D_0\) is block diagonal, so is \(BB^\top\), let

\[
BB^\top = \text{diag}(\Psi_1^2, \ldots, \Psi_K^2) = \Psi^2, \Psi_i^2 = (D_i - D_0)^\top (D_i - D_0). \tag{53}
\]

Normalize \(B\) as

\[
\check{B} \triangleq \Psi^{-1} B, \check{D}^\top \triangleq \Psi^{-1} (D - D_0)^\top \tag{54}
\]

We have

\[
\check{B}\check{B}^\top = \check{B}^\top \check{B} = I \tag{55}
\]