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ABSTRACT

Along with current multi-scale based detectors, Feature Aggregation and Enhancement (FAE) modules have shown superior performance gains for cutting-edge object detection. However, these hand-crafted FAE modules show inconsistent improvements on face detection, which is mainly due to the significant distribution difference between its training and applying corpus, i.e. COCO vs. WIDER Face. To tackle this problem, we essentially analyse the effect of data distribution, and consequently propose to search an effective FAE architecture, termed AutoFAE by a differentiable architecture search, which outperforms all existing FAE modules in face detection with a considerable margin. Upon the found Auto-FAE and existing backbones, a supernet is further built and trained, which automatically obtains a family of detectors under the different complexity constraints. Extensive experiments conducted on popular benchmarks, i.e. WIDER Face and FDDB, demonstrate the state-of-the-art performance-efficiency trade-off for the proposed automatic and scalable face detector (ASFD) family. In particular, our strong ASFD-D6 outperforms the best competitor with AP 96.7%/96.2%/92.1% on WIDER Face test, and the lightweight ASFD-D0 costs about 3.1 ms, i.e. more than 320 FPS, on the V100 GPU with VGA-resolution images.
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1 INTRODUCTION

Face detection serves as a fundamental step towards various face-related applications, such as face alignment [30], face recognition [13] and face analysis [24]. It aims locate the face region (if any) in a given image, which has been a long standing research topic ranging from [35] to deep learning based methods [5, 43].

Beyond the scope of face, general object detection has been significantly pushed by the development of deep convolution neural networks [12, 22, 26, 27]. Among one of the representative framework, single-stage anchor-based detector with pyramid features has been thoroughly studied recently [17, 22] and is dominant for face detection [6, 15, 33, 42, 43]. In this framework, the regular and dense anchors with different scales and aspect ratios are tiled over all locations of the feature map, and the pyramid features are extracted by the backbone and enhanced by the neck, which is subsequently plugged with both classification and regression branches.

Towards the design of Feature Aggregation and Enhancement (FAE) modules for these methods, Feature Pyramid Network (FPN) and its variants aggregate hierarchical features via the preset pathway, e.g. top-down and bottom-up path, to effectively fuse multi-scale features [15, 21, 32, 33, 41]. For another instance, ASPP [2, 25], RFB [20] and RFE [8] modules are proposed to enhance the feature representation by adjusting the effective receptive fields. Recently, Neural Architecture Search (NAS) has been also investigated for object detection, which has achieved remarkable performance gains, such as NAS-FPN [10], AutoFPN [37] and NAS-FCOS [36]. However, such a gain is severely not generalized when applying to face detection.
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Fig. 2 (a) shows a quantitative investigation of the cutting-edge FAE modules discussed above, in which the significant drops have been shown when they are applied to face domain. Even the automatic learning based method, a.k.a. NAS-FCOS [36] that performs 1.6 lower than the baseline. This phenomenon highlights the domain gap between general object and face detection. To explain, we utilize cumulative distribution function to model the corresponding datasets, e.g. WIDER Face [39] and COCO [18] in terms of the relative size of boxes and the number of boxes in each image, as presented in Fig. 2 (b) and (c) respectively. As a result, the relative scale of faces is much smaller than objects in generic object detection, and there are more faces in each image than objects in COCO. These characteristics also determine the design principles of modern face detectors. For instance, the shallower feature map is adopted to detect the small faces. And more predicted results are retained before and after the non-maximum-suppression for the high recall rate. Since FAE modules designed for generic object detectors are weak when dealing with small-scale and crowded objects, therefore, false positives inevitably exist when they are applied to face domain, resulting in performance degradation.

In this paper, a novel NAS based face detector framework termed Automatic and Scalable Face Detector (ASFD) is introduced, which is designed upon the basis of quantitative observations as above. The proposed ASFD is equipped with an effective FAE module, namely AutoFAE, which is discovered in a face-suitable search space, and then automatically scaled up/down to meet different requirements. In particular, we first analyze why the domain gap between the generic object and face detection would cause such an impact as Fig. 2 (a). The performance degradation in the face domain is caused by the large semantic differences and unreasonable receptive fields for aggregated features. Then, we propose a face-suitable search space that aggregates a feature with similar-scale ones and enriches the feature presentation with different operations for different pyramid levels. And the AutoFAE module is searched by a gradient-NAS method [19, 38], and can achieve consistent gains on both face detection and generic object detection, as presented in Fig. 2 (a). Finally, we build a supernet consisting of the found AutoFAE and a series of backbones, e.g. ResNet [12], and automatically obtain the proposed ASFD family to meet different complexity constraints via a one-shot NAS [7, 11]. It is worth noting that the ASFD family achieves the state-of-the-art performance-efficiency trade-off, as presented in Fig. 1 [5, 15, 33, 40, 42]. Especially, the lightweight ASFD-D0 can run more than 320 FPS with VGA-resolution images on a V100 GPU, and the strong ASFD-D6 obtains the highest AP scores on popular benchmarks, i.e. WIDER Face and FDDB. To sum up, this work makes following contributions:

- We observe an interesting phenomenon that some previous FAE modules perform well in generic object detection but fail in face detection, and conduct extensive experiments to illustrate why this phenomenon occurs.
- Based on the observations, we design a face-suitable search space for feature aggregation and enhancement modules, and discover an effective and generalized AutoFAE module via a joint searching method.
- Extensive experiments conducted on the popular benchmarks demonstrate the better performance-efficiency trade-off of the proposed ASFD.

### 2 RELATED WORK

#### 2.1 Feature Aggregation and Enhancement.

In recent years, generic object detection and face detection have been dominated by deep learning based methods. SSD [22] is the first to predict objects using the multi-scale pyramid features, FPN [16] proposes to enrich the feature presentation of multi-scale features by a top-down pathway. Recently, many works are devoted to how to aggregate and enhance multi-scale features effectively. [21] and [32] enhance the entire feature hierarchy by the bottom-up path augmentation. [25] proposes a novel recursive FPN that incorporates extra feedback connections from FPN into the bottom-up backbone layers. Nowadays, NAS-based methods have demonstrated much success in exploring a better architecture for feature fusion and refinement [10, 36, 37]. Besides, feature enhancement modules are also be widely studied. Inception [28, 29] aims to capture different size of receptive fields via a multi-branch structure. [42] introduces rectangle receptive fields by a novel enhancement module. [15, 20, 25] adopt dilated convolution with different rates to enhance the feature discriminability and robustness. However, as illustrated in Fig. 2, some of them seem to be ineffective in face detection.
2.2 Neural Architecture Search.

NAS first uses reinforcement learning to search for hyper-parameters in the structure or used in the training process [31, 44, 45]. Recent researches focus on the automatic search of network architecture. Based on the idea of weight sharing, some works try to build the final structure by stacking a searched cell several times [19, 38], and other methods [1, 4, 7, 11, 23] decouple the training and searching process and directly train a supernet by randomly sampling a single-path network at each time. As for their applications on object detection to fuse the multi-scale features, NAS-FPN [10] searches the irregular connections among pyramid layers with an RNN controller for aggregating the multi-scale features. AutoFPN [37] and NAS-FCOS [36] discover the aggregation modules within a fully-connected search space densely connecting any two layers, in which features from some layers that damage the aggregated feature may be introduced causing accuracy degradation. BFBox [23] is the first attempt of NAS on face detection and proposes a face-suitable search space. Although the novel backbone and neck networks are discovered among the search space, its performance is still worse than the state-of-the-art face detectors.

In this work, the sparse cross-scale connections of FA module are searched based on a face-suitable search space rather than in a violent fully-connected manner. And various FE modules with different operations and topologies are discovered for different pyramid levels.

3 PROBLEM ANALYSIS

Fig. 2 (a) is sufficient to illustrate the inconsistency between general object detection and face detection. In order to further analyze the reason why this phenomenon occurs, the effects of feature aggregation and enhancement modules are discussed respectively in this section.

| Module | P2 | P3 | P4 | P5 | P6 | P7 |
|--------|----|----|----|----|----|----|
| ASPP   | 86.5 | 86.8 | 86.9 | 87.2 | 87.5 | 87.1 |
| CPM    | 86.8 | 86.9 | 87.0 | 87.1 | 87.4 | 87.2 |
| RFB    | 86.8 | 86.9 | 87.0 | 87.3 | 87.4 | 87.2 |
| RFE    | 87.4 | 87.6 | 87.5 | 87.4 | 87.2 | 87.1 |

Table 2: Performance of different feature enhancement modules when operated on different pyramid levels.

3.1 Feature Aggregation (FA).

Firstly, extensive experiments are conducted to explore the relationship between performance and cross-connection of FA modules. These experiments are to add a FA module (for simplicity, FPN [16]) in turn between any two pyramid features and aggregate one feature with another one after resizing to the same shape. Table 1 shows the results on the diagonal indicating RetinaNet without FPN, and upper triangle and lower triangle representing top-down and bottom-up paths respectively, especially, red and blue fonts indicate top-down and bottom-up paths in FPN and PAFPN. it is clear to conclude that aggregating multi-scale features through top-down paths is superior to the bottom-up ones, especially these two layers used are close to each other. As the distance increasing, some connections even cause performance degradation, e.g. AP50 drops 0.2 when P2 is aggregated by P7. Therefore, small faces only occur in the shallow features cannot be enhanced by semantic-rich features with large scale difference. It reveals that NAS-FPN, AutoFPN and NAS-FCOS are sub-optimal to fuse features through a fully-connected or irregular connection in the face domain.

3.2 Feature Enhancement (FE).

Similar experiments are conducted to demonstrate the effects of different feature enhancements modules. As shown in Table 2, there...
are significant performance differences when a FE module is applied to the different pyramid layers. In general, ASPP [2, 25], CPM [15, 33] and RFB [20] employ dilated convolution with different rates to enlarge the receptive fields, they can obtain the consistent performance when applied to different pyramid layers. Particularly, they would damage the shallow features especially the first two layers, and cause severe performance degradation. RFE [42] aims to enrich the features by introducing the rectangle receptive fields and performs well on all pyramid layers especially the shallow layers. A meaningful conclusion can be drawn that the shallower features seem to prefer a more diverse receptive field while the deeper layers favor a larger one. This is mainly because detecting faces with occlusion or extreme-pose that appear in the shallow layers expect more robust features, and the large faces require features with large receptive fields to locate accurately.

In summary, reasons for the aforementioned problem are: (1) The unreasonable connection in FA modules would cause performance degradation, (2) Features from different layers should be enhanced by different operations.

4 METHODOLOGY

The framework of our ASPFD is based on the simple and effective RetinaNet [17], which contains three main components: the backbone for extracting pyramid features, the neck for fusing and enhancing the features, and the head for regression and classification. Our goal is to discover a better neck architecture for RetinaNet and scale the ASPFD to satisfy different complexity requirements automatically.

4.1 Search Space of AutoFA and AutoFE

4.1.1 AutoFA. In order to address the limitation of previous NAS-based FPN [10, 36, 37] when applied on the face domain, the above analysis motivates us to design a module that aggregates a feature by the similar-scale features instead of directly using those with large differences in scale.

To this end, we propose a fundamental building cell of AutoFA for aggregating the pyramid features sequentially, shown in Fig. 3. Initially, the cell contains a pyramid feature pool with a specific one activated, and a candidate feature pool with aggregated features of previous steps. During the searching phase, the specific pyramid feature is selected sequentially, candidate features are chosen with the corresponding probability $\alpha$. Firstly, these candidate features are aggregated together after resizing to the same shape and weighting by $\alpha$; then, it is fused with the pyramid feature and a convolution layer is performed to obtain the corresponding aggregated feature. At last, it is appended to the candidate feature pool for the later feature fusion. Assume that a pyramid feature and the corresponding aggregated feature are $F_i$ and $C_i$, the basic cell can be formulated as:

$$C_i = \text{post} \left( \beta_0 F_i + \beta_1 \text{fpre} \left( \sum_{j<i} \alpha_j \text{fpre} (C_j) \right) \right),$$

where $\beta_0$, $\beta_1$ and $\alpha_j$ indicate different operations with probability $\alpha_j$ and $\alpha_j \geq 0.5$. The incompatibility of those FE modules for some pyramid levels has been revealed and an important conclusion is the score for weighting the importance of different features.

4.1.2 AutoFE. The incompatibility of those FE modules for some pyramid levels has been revealed and an important conclusion has been drawn in the aforementioned analysis. To discover the suitable enhancement module for each pyramid layer, we propose a basic cell for our AutoFE that includes several intermediate features transformed by the candidate operations, which include $1 \times 1$ conv,
1 × 3 conv, 3 × 1 conv, 3 × 3 conv, 1 × 5 conv, 5 × 1 conv, 5 × 5 conv]. As presented in Fig. 4, the basic cell is conducted as a directed acyclic graph with several nodes, where node 0 is input and others are intermediate features. Each node $i$ is connected to the previous node $j < i$ with two status indicated by $\kappa_{ji}$, i.e. activated if and only if $\kappa_{ji}$ is maximum among $\kappa_{ij}$, otherwise not activated. In this way, the previous feature is transformed by the different operations; otherwise, it is not activated. Assume that the feature of $i$th node is $F_i$, it can be formulated as follow,

$$F_i = \sum_{j < i} \left( j = \arg \max_j \kappa_{ji} \right) \cdot f_{op}(F_j, y_{ji}), \quad (3)$$

where $f_{op}(\cdot)$ is the sum weighted by $y_{ji}$ when processed by the activated operations. Different from [19, 38], the output of the cell is the sum of features of all leaf nodes, i.e. the intermediate features who are not input to the other nodes, given by

$$F_{out} = \sum_i \left( \sum_{k > i} \left[ j = \arg \max_i \kappa_{ik} = 0 \right] \right) \cdot F_i. \quad (4)$$

In particular, the commonly used convolutions with different kernel shapes and dilation rates are adopted for $f_{op}(\cdot)$.

However, during the search, Eq. 3 cannot be optimized because it is equivalent to discrete sampling, which is not differentiable. To allow back-propagation, we use the Gumbel-Max method [9] to re-formulate Eq. 3 in an efficient way that samples a discrete probability as follow,

$$F_i = \sum_{j < i} \tilde{h}_{ji} \cdot f_{op}(F_j, y_{ji}), \quad \text{s.t.} \quad h_{ji} = \text{onehot}(\arg \max_j (\kappa_{ji} + o_{ji})), \quad (5)$$

where $o_{ji}$ is the i.i.d. sample drawn from Gumbel(0, 1) [9]. Then, softmax function is used to relax the argmax function so as to make Eq. 5 being differentiable, in which $\tilde{h}_{ji}$ is for approximating $h_{ji}$, denoted by,

$$\tilde{h}_{ji} = \frac{\exp (\kappa_{ji} + o_{ji}/\tau)}{\sum_{j' < i} \exp (\kappa_{j'i} + o_{j'i}/\tau)}, \quad (6)$$

where $\tau$ is the softmax temperature. In this way, argmax is used in the forward pass to achieve discrete sampling of connections between two nodes, but softmax in Eq. 6 is adopted during backward pass to allow gradient back-propagation.

Finally, the discrete architecture of AutoFE is obtained by retaining the connections and operations among intermediate features according to the maximum of $\kappa$ and $y$.

### 4.2 Search Strategy of AutoFA and AutoFE

We have transformed the discrete network structure into several architecture parameters through the design of face-suitable search space for AutoFA and AutoFE. In detail, $\alpha$ is adopted to make the decision on choosing candidate features for a pyramid feature. $\beta$ is used to balance the importance of pyramid and candidate features. For AutoFE, $\kappa$ is employed for selecting the connection of intermediate nodes, and $y$ indicates the probability of different operations. Similar to [3, 19, 38], we utilize the bi-level optimization method to alternately optimize the network parameters, e.g. parameters of convolution layers, and architecture parameters in an end-to-end manner.

### 4.3 Auto Model Scaling

We automatically obtain the ASFD family with different complexities on the basis of a supernet, as shown in Fig. 5, which is comprised of the backbones in parallel, the stacked AutoFAE modules, and the stacked convolutions for prediction head. Our method aims to search for a better composition to meet different complexity requirements, i.e. which backbone to pick, how many AutoFAE modules and convolutions in head to stack, whether to skip AutoFE for each AutoFAE, and what the number of feature channels.

#### 4.3.1 Training

Based on the idea of weight sharing, the supernet is trained by alternately training a single-path network through uniformly sampling [7, 11]. For instance, as presented in Fig. 5, the single-path is composed of backbone-2, and AutoFAE and prediction convolutions, which are both stacked two layers. Furthermore, a scalable method is proposed for training the supernet compatible with different feature channels. The supernet is optimized with the maximal feature channels during a long warm-up period until it tends to converge. Then, the candidate feature channels are gradually added to be sampled in the descending order, in which the corresponding tensors are sliced out along each dimension to fit the calculations.

#### 4.3.2 Searching

The searching phase is based on the genetic algorithm [4, 7, 11] and directly takes inference latency into fitness. At first, populations are randomly initialized with genes encoded by the 5 degrees of freedom of the supernet, which would be removed if against the constraints. After the initialization, they are evaluated on a mini validation set to obtain the fitness. At each iteration, only the top-$k$ populations with better finesses are retained to generate the next generation by mutation and crossover. By repeating this procedure several times, we can discover a single-path network with the best fitness.

### 5 EXPERIMENTS

#### 5.1 Experimental Setup

**Baseline.** If not specified, RetinaNet [17] with FPN is utilized as the baseline of the face detector. Compared to the original generic object detection application, it has the following differences: (1) 6 levels of pyramid features are used for predicting with anchor scales
All training and searching experiments are conducted on 8 V100 GPUs. The AutoFA and AutoFE can be searched within 3 to 4 hours.

Table 3: Comparison with state-of-the-art feature aggregation modules on WIDER Face validation.

| Module      | Easy   | Medium | Hard   | Easy   | Medium | Hard   |
|-------------|--------|--------|--------|--------|--------|--------|
| Baseline    | 95.1   | 94.0   | 87.2   | 61.9   | 59.2   | 46.5   |
| NAS-FPN     | 95.1   | 93.9   | 86.2   | 61.8   | 59.0   | 45.7   |
| NAS-FCOS    | 94.7   | 93.1   | 85.6   | 61.5   | 58.1   | 45.1   |
| AutoFPN     | 94.6   | 93.4   | 86.0   | 61.4   | 58.5   | 45.6   |
| PAFPN       | 95.3   | 94.1   | 87.3   | 62.1   | 59.4   | 46.8   |
| BiFPN       | 95.5   | 94.4   | 87.4   | 62.3   | 59.6   | 46.9   |
| ABI-FPN     | 95.3   | 94.5   | 87.5   | 62.2   | 59.7   | 47.0   |
| FEM-FPN     | 95.2   | 94.0   | 86.7   | 62.1   | 59.4   | 46.5   |
| DARTS       | 95.1   | 93.5   | 86.5   | 61.8   | 58.6   | 45.6   |
| PC-DARTS    | 95.0   | 93.7   | 86.6   | 61.8   | 58.9   | 46.0   |
| AutoFA      | 95.4   | 94.4   | 87.8   | 62.8   | 60.2   | 47.4   |

Table 4: Comparison with state-of-the-art feature enhancement modules on WIDER Face validation.

| Module    | AP         | AP         | AP         |
|-----------|------------|------------|------------|
| Baseline  | 94.7       | 92.8       | 82.9       |
| ASPP      | 94.8       | 93.0       | 83.4       |
| RFB       | 94.5       | 92.7       | 83.0       |
| CPM       | 94.6       | 92.8       | 83.0       |
| FEM-CPM   | 94.5       | 92.9       | 83.3       |
| RFE       | 94.5       | 92.8       | 83.2       |
| DARTS     | 94.7       | 92.9       | 83.0       |
| PC-DARTS  | 94.6       | 93.0       | 83.0       |
| AutoFE    | 95.2       | 93.2       | 83.5       |

Table 3: Comparison with state-of-the-art feature aggregation modules on WIDER Face validation.

Table 4: Comparison with state-of-the-art feature enhancement modules on WIDER Face validation.

{[4, 8, 16, 32, 64, 128]} and aspect ratio 1:1.5. (2) The IoU threshold for anchor matching is changed to 0.4 and the ignore-zone is not implemented. (3) Top-2000 predictions with confidence higher than 0.05 are processed by non-maximum suppression with a threshold 0.4 to produce at most 750 final detections. The results are reported using AP$_{50}$ measured with a constant IoU threshold 0.5, as well as AP averaged under IoU thresholds from 0.5 to 0.95 with step 0.05 to demonstrate the performance at high IoU.

5.1.2 Train Details. We use the ImageNet-pretrained models to initialize the backbone parameters, and ‘kaiming’ method for others. SGD algorithm is employed to optimize the network parameters with momentum 0.9, weight decay $5 \times 10^{-4}$ and initial learning rate 0.01 per 32 images. For ablative studies, the learning rate is multiplied by factor 0.1 at 30, 40 epochs and ended at 50 epochs. For the main results, it is divided by 10 at 60, 100 epochs and ended at 120 epochs.

5.1.3 Search Details. The training set of WIDER Face is divided into two mini training and a validating subsets, with a ratio of 9:9:2, they are used for updating network and architecture parameters, and evaluating the searched modules respectively. Adam algorithm with learning rate 0.01 is adopted for optimizing the architecture parameters, which are frozen at the first 50 epochs and updated during 50~100 epochs, and other settings are same as training details. To determine the final AutoFAE module, we run the searching algorithm 3 times with different random seeds and pick the best one based on its performance on the mini validation. All training and searching experiments are conducted on 8 V100 GPUs. The AutoFA and AutoFE can be searched within 3 to 4 hours. The commonly used super-net takes about 12 hours for training, and the ASFD families could be sampled within 1.5 to 4 hours.

5.2 Ablation Study

5.2.1 Effect of Search Space for AutoFA and AutoFE. To demonstrate the effectiveness of our proposed face-suitable search space for feature aggregation and enhancement modules, the AutoFA and AutoFE modules are discovered and compared to the state-of-the-art modules respectively.

At the first stage, the AutoFA module is searched through a RetinaNet that replaces the FPN with several basic aggregation modules. As shown in Table 3, simulations are conducted by comparing to the commonly used FA modules, in which DARTS [19] and PC-DARTS [38] illustrate the results based on a fully-connected search space [36]. Our AutoFA manages to address the limitations of previous NAS-based methods and outperforms them with a large margin, which is more than 1.0 points on all three subsets indicated by AP. Besides, it is also significantly better than the hand-crafted ones composed of top-down and bottom-up paths, i.e. PAFPN [21], BiFPN [32], and ABI-FPN [41], demonstrating the superiority of connections between the multi-scale features of AutoFA. Such the large improvement is mainly from predictions with the high IoU, which shows that the features of different scales are fully aggregated and it is helpful for more distinguishable classification and more accurate location.

Then, RetinaNet without FPN is adopted as the baseline to better highlight the effectiveness of FE modules. Different FE modules are placed between the backbone and detection head to refine the multi-scale features, as shown in Table 4. In particular, DARTS and PC-DARTS discover FE modules by following their original settings in image classification. However, they only improve the baseline by minor advantages. With the specified face-suitable search space, the found AutoFE improves the baseline by 0.5/0.4/0.6 points of AP$_{50}$ and 0.4/0.6/0.8 points of AP, far exceeding the other state-of-the-art modules and demonstrating the superiority of our face-suitable search space.

5.2.2 Effect of Joint Searching AutoFAE. The AutoFAE module is composed of AutoFA and AutoFE two modules, which can be obtained by cascading the discovered AutoFA and AutoFE modules or jointly searching in an end-to-end manner. As presented in Table 5, only a minor improvement is achieved by cascading the discovered AutoFA and AutoFE directly. And AutoFAE found by the joint searching way can further improve AP$_{50}$ and AP by clear margins, demonstrating the state-of-the-art performance of proposed AutoFAE.

5.2.3 Effect of Different Positions of AutoFE. Review that our AutoFAE is built upon the top-down and bottom-up paths. Therefore, we have three ways to build the final AutoFAE module. In detail, the
Table 5: The effect of searching method for the AutoFAE.

| Method         | AP at 0.5 | AP at 1.0 |
|----------------|-----------|-----------|
|                | Easy      | Medium    | Hard     |
|                | Easy      | Medium    | Hard     |
| Baseline       | 95.1      | 94.0      | 87.2     |
| AutoFA+AutoFE  | 95.4      | 94.5      | 87.9     |
| Joint Search   | 95.7      | 95.0      | 88.6     |

Table 6: The effect of the position of AutoFE and AutoFA.

| Position | AP at 0.5 | AP at 1.0 |
|----------|-----------|-----------|
|          | Easy      | Medium    | Hard     |
|          | Easy      | Medium    | Hard     |
| Baseline | 95.1      | 94.0      | 87.2     |
| Before   | 95.2      | 94.3      | 87.5     |
| Middle   | 95.7      | 95.0      | 88.6     |
| After    | 95.3      | 94.4      | 88.0     |

Figure 6: The architecture of the discovered AutoFAE, in which FA-Cell is the basic cell indicated by Fig. 3, \( m \times n \) denotes the convolution kernel size, and \( R_x \) is the dilated rate.

AutoFE module can be plugged before and after the AutoFA, as well as between the top-down and bottom-up paths. In this way, three modules are obtained by utilizing the joint searching method. As shown in Table 6, we observe that the best performance is achieved when AutoFE is in the middle position. This is mainly because similar presentation is generated after the top-down aggregation. Placing AutoFE before the bottom-up path can further enhance these features to carry different context information.

5.3 Analysis on AutoFAE

We visualize the architecture of AutoFAE in Fig. 6, which can match the previous conclusions drawn in the problem analysis section perfectly. In general, the AutoFA module aggregates pyramid features along with the sparse cross-scale and similar-scale connections instead of a fully connected manner like [36, 37], which avoids the performance degradation caused by large scale differences. Most of these cross-scale connections appear on the top-down path of AutoFA, in which the shallow features that lack semantic information are aggregated with not only the adjacent layer but also the others with rich context. Besides, AutoFE modules with different operations and topological structures are found for different pyramid layers. Particularly, dilated convolutions only appear in the later levels for enlarging the receptive fields, the others are almost rectangle convolutions for more diverse features. Thus, the large faces are located, and small faces in occlusion and with extreme-poses are well distinguished.

5.4 Model Scaling

Next, the supernet is trained on the basis of the final AutoFAE and backbone networks of ResNet series [12]. Then, the genetic algorithm is adopted to search the single-path networks with 50 populations and 50 iterations. We discover 7 single-path networks under the different GPU inference latencies, e.g. 5ms, 10ms and so on. These networks are trained for 150 epochs with the commonly used pyramid anchors [33], and multi-scale test is employed with factors 0.5, 1.0, 1.5, 2.0. The detailed results are presented in Table 7, in which the network architecture is indicated by single path. For instance, “R101-FAE-FA-Hx4-256” means ResNet101 is adopted as the backbone, AutoFAE modules are stacked 3 times and AutoFE module is skipped within the last two modules, convolution layers are repeated 4 times in prediction head, and the feature channel is 256. Obviously, our ASFD family makes a better trade-off between

![Figure 7: Evaluation on the popular benchmarks of ASFD.](image-url)
5.5 Evaluation on Benchmarks

We evaluate our ASFD-D6 on the popular benchmarks, i.e. WIDER Face [39] and FDDB [14], which is trained only on the training set of WIDER Face and test on these benchmarks without any fine-tuning. Our ASFD-D6 obtains the highest AP.50 scores with 97.2/96.5/92.5 on WIDER Face validation, 96.7/96.2/92.1 on WIDER Face test, and 99.11 and 86.25 on FDDB discontinuous and continuous curves, outperforming the prior competitors by a considerable margin and setting a new state-of-the-art face detector, shown as Fig. 7 (Easy and Medium results of WIDER Face are ignored due to the space limitation). More examples of our ASFD on handling face with various variations are shown in Fig. 8 to demonstrate its effectiveness.

5.6 Generalization on Generic Object Detection

To demonstrate the generalization ability of our AutoFAE module, we evaluate the final AutoFAE module with three typical detectors, RetinaNet [17], FCOS [34] and Faster RCNN [26] on COCO. In particular, the original FPN module is replaced with our AutoFAE by connecting the corresponding pyramid layers, as presented in Table 8, our AutoFAE module can consistently adapt to the general object domain and different detectors, with AP improvements from 0.5 to 1.0 points.

| Model          | FPN | AutoFAE |
|----------------|-----|---------|
|                | AP  | AP.50   | AP.75  |
|                | AP  | AP.50   | AP.75  |
| RetinaNet      | 36.5| 55.1    | 39.0   |
|                | 37.5| 56.6    | 39.9   |
| FCOS           | 38.6| 57.2    | 41.7   |
|                | 39.2| 57.6    | 42.2   |
| Faster RCNN    | 37.4| 58.1    | 40.4   |
|                | 37.9| 58.3    | 41.2   |

Table 8: The generalization of AutoFAE on generic object detection dataset i.e. COCO.

6 CONCLUSION

Neural architecture search has demonstrated its successes in generic object detection about feature aggregation and enhancement. However, they cannot adapt to the domain difference between face and generic object detection and cause severe performance drops when applied to the face domain. In this paper, we analyze the reason for this phenomenon occurs and propose a face-suitable search space for feature aggregation and enhancement modules. And a better FAE module termed as AutoFAE is discovered using bi-level optimization, which outperforms the current state-of-the-art FAE modules in face detection and can be generalized to general object tasks. Finally, we automatically obtain a family of detectors with different complexities based on a supernet that achieves a better performance-efficiency trade-off.
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