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Abstract — We present a local convergence analysis for a family of Steffensen-type fourth-order methods in order to approximate a solution of a nonlinear equation. We use hypotheses up to the first derivative in contrast to earlier studies such as [1], [5]-[28] using hypotheses up to the fifth derivative. This way the applicability of these methods is extended under weaker hypotheses. Moreover the radius of convergence and computable error bounds on the distances involved are also given in this study. Numerical examples are also presented in this study.
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I. Introduction

In this study we are concerned with the problem of approximating a locally unique solution \( x^* \) of equation

\[
F(x) = 0,
\]

where \( F: D \subseteq S \rightarrow S \) is a nonlinear function, \( D \) is a convex subset of \( S \) and \( S \) is \( \mathbb{R} \) or \( \mathbb{C} \). Artificial intelligence and e-learning are two of the emerging needs of the information age. Authors from various other areas can follow these techniques to serve another scientific community. Newton-like methods are famous for finding solution of (1), these methods are usually studied based on: semi-local and local convergence. The semi-local convergence matter is, based on the information around an initial point, to give conditions ensuring the convergence of the iterative procedure; while the local one is, based on the information around a solution, to find estimates of the radii of convergence balls [3, 4, 20, 21, 22, 24, 26].

Third order methods such as Euler’s, Halley’s, super Halley’s, Chebyshev’s [1]-[28] require the evaluation of the second derivative \( F'' \) at each step, which in general is very expensive. That is why many authors have used higher order multipoint methods [1]-[28]. In this paper, we study the local convergence of fourth order Steffensen-type method defined for each \( n = 0, 1, 2, \ldots \) by

\[
y_n = x_n - \frac{2F(x_n)^2}{F(x_n + F(x_n)) - F(x_n - F(x_n))},
\]

\[
x_{n+1} = x_n - \frac{2F(x_n)^2}{F(x_n + F(x_n)) - F(x_n - F(x_n))} \frac{F(y_n) - F(x_n)}{2F(y_n) - F(x_n)},
\]

where \( x_0 \) is an initial point. Method (2) was studied in [11] under hypotheses reaching up to the fifth derivative of function \( F \).

Other single and multi-point methods can be found in [2, 3, 20, 25] and the references there in. The local convergence of the preceding methods has been shown under hypotheses up to the fifth derivative (or even higher). These hypotheses restrict the applicability of these methods. As a motivational example, let us define function \( f \) on \( D = [-\frac{1}{2}, \frac{5}{2}] \) by

\[
f(x) = \begin{cases} 
  x^3 \ln x^2 + x^5 - x^4, & x \neq 0 \\
  0, & x = 0
\end{cases}
\]

Choose \( x^* = 1 \). We have that

\[
f'(x) = 3x^2 \ln x^2 + 5x^4 - 4x^3 + 2x^2, \quad f'(1) = 3,
\]

\[
f''(x) = 6x \ln x^2 + 20x^3 - 12x^2 + 10x
\]

\[
f'''(x) = 6 \ln x^2 + 60x^2 - 24x + 22.
\]

Then, obviously, function \( f''' \) is unbounded on \( D \). In the present paper we only use hypotheses on the first Fréchet derivative. This way we expand the applicability of method (2).

The rest of the paper is organized as follows: Section 2 contains the local convergence analysis of methods (2). The numerical examples are presented in the concluding Section 3.

II. Local convergence for method (2)

We present the local convergence analysis of method (2) in this section. Let \( U(v, \rho) \cup \overline{U}(v, \rho) \) stand for the open and closed balls in \( S \), respectively, with center \( v \in S \) and of radius \( \rho > 0 \).

Let \( L_0 > 0, L > 0, M_0 > 0, M > 0 \) and \( \alpha > 0 \) be given parameters. It is convenient for the local convergence analysis of method(2) that follows to define some function on the interval \( [0, \frac{1}{L_0}] \) by

\[
g(t) = \frac{Lt}{2(1 - L_0t)},
\]

and parameters

\[
r_\delta = \frac{2}{2L_0 + L} \leq \frac{1}{L_0}.
\]
Notice that if:

\[ M_0 L_0 < L \Rightarrow r_d < r_0 \]

\[ M_0 L_0 = L \Rightarrow r_d = r_0 \]

\[ M_0 L_0 > L \Rightarrow r_0 < r_d. \]

We have that \( g(r_d) = 0 \), and

\[ 0 \leq g(t) < 1 \text{ foreach } t \in [0, r_d). \]

Define function \( g_1 \) on the interval \([0, r_0)\) by

\[ g_1(t) = \frac{L}{2(1 - L_0 t)} \left[ 1 + \frac{2 \alpha M_0 M^2 t}{1 - (1 + \frac{M_0}{2}) L_0 t} \right] \]

and set

\[ h_1(t) = g_1(t) - 1. \]

We get that \( h_1(0) = -1 < 0 \) and \( h_1(t) \to +\infty \text{ as } t \to r_0^- \). It follows from the Intermediate Value theorem that function \( h_1 \) has zeros in the interval \((0, r_0)\). Denote by \( r_1 \) the smallest such zero. Moreover, define function on the interval \([0, r_0)\) by

\[ p(t) = \frac{4 M_0 M}{1 - (1 + \frac{M_0}{2}) L_0 t} + \frac{L_0}{2} t \]

and set

\[ h(t) = p(t) - 1. \]

Then, we have that \( h(0) = -1 < 0 \) and \( h(t) \to +\infty \text{ as } t \to r_0^- \). Hence, function \( h \) has a smallest zero \( r_2 \in (0, r_0) \). Set

\[ r = \min\{r_1, r_2, r_0\}. \]

Then, we get that for each \( t \in [0, r) \)

\[ 0 \leq g_1(t) < 1, \]

\[ 0 \leq p(t) < 1, \]

\[ 0 \leq p_1(t) \]

and

\[ 0 \leq g_2(t) < 1. \]

Next, using the above notation we present the local convergence analysis of method (2).

**Theorem 2.1** Let \( F : D \subseteq S \to S \) be a differentiable function.

Suppose that there exist \( x^* \in D, \alpha > 0, L_0 > 0, L > 0, M_0 > 0 \) and \( M > 0 \) such that for each \( x, y \in D \) the following hold

\[ F(x^*) = 0, F'(x^*) \neq 0, \text{ with } |F'(x^*)| \leq \alpha, \]

\[ |F'(x^*) - F'(x)| \leq L_0 |x - x^*|, \]

\[ |F'(x^*) - F'(y)| \leq L |x - y|, \]

\[ |F'(x)| \leq M_0, \]

\[ |F'(x^*) - F'(x)| \leq M \]

and

\[ \bar{U}(x^*, (1 + M_0) r) \subseteq D, \]

where \( r \) is defined by (1). Then, the sequence \( \{x_n\} \) generated by method (2) for \( x_0 \in \bar{U}(x^*, r) \setminus \{x^*\} \) is well defined, remains in \( \bar{U}(x^*, r) \) for each \( n = 0, 1, 2, \ldots \) and converges to \( x^* \). Moreover, the following estimates hold for each \( n = 0, 1, 2, \ldots \)

\[ |y_n - x^*| \leq g_1(|x_n - x^*|) |x_n - x^*| \leq r, \]

and

\[ |x_{n+1} - x^*| \leq g_2(|x_n - x^*|) |x_n - x^*| \leq r. \]
where the "g" functions are defined above Theorem 2.1.

Furthermore, if there exists $T \in [r, \frac{2}{L_0}]$ such that $\bar{U}(x^*, T) \subset D$, then the limit point $x^*$ is the only solution of equation $F(x) = 0$ in $\bar{U}(x^*, T)$.

**Proof.** We shall use induction to show estimates (12) and (13). Using the hypothesis $x_0 \in U(x^*, r) - \{x^*\}$, the definition of $r$ and (7) we get that

$$|F'(x^*)^{-1}F(x_0) - F'(x^*)| \leq L_0 |x_0 - x^*| < L_0r < 1. \quad (14)$$

It follows from (14) and the Banach Lemma on invertible functions [3, 4, 19, 20, 22, 23] that $F'(x_0)$ is invertible and

$$|F'(x_0)^{-1}F'(x^*)| \leq \frac{1}{1 - L_0 |x_0 - x^*|} < \frac{1}{1 - L_0r}. \quad (15)$$

We can write by (6) that

$$F(x_0) = F(x_0) - F(x^*) = \int_0^1 F'(x^* + \theta(x_0 - x^*)(x_0 - x^*))d\theta. \quad (16)$$

Then, we have by (9), (10) and (16) that

$$|F(x_0)| \leq \int_0^1 |F'(x^* + \theta(x_0 - x^*)(x_0 - x^*))d\theta| \leq M_0 |x_0 - x^*| \quad (17)$$

and

$$|F'(x^*)^{-1}F(x_0)| \leq \int_0^1 |F'(x^*)^{-1}F'(x^* + \theta(x_0 - x^*)(x_0 - x^*))d\theta| \leq M |x_0 - x^*| \quad (18)$$

where we used $|x^* + \theta(x_0 - x^*) - x^*| = \theta |x_0 - x^*| < r$ for each $\theta \in [0, 1]$. We also have by (17) and (11) that

$$|x_0 \pm F(x_0) - x^*| \leq |x_0 - x^*| + |F(x_0)| \leq |x_0 - x^*| + M_0 |x_0 - x^*| < (1 + M_0)r,$$

so $x_0 \pm F(x_0) \in D$. Next we shall show that $F(x_0 + F(x_0)) - F(x_0 - F(x_0))$ is invertible. Using the definition of $r_0$, (7) and (17), we get in turn that

$$|F'(x^*)^{-1}[F(x_0 + F(x_0)) - F(x_0 - F(x_0)) - F'(x^*)]| \leq L_0 |x_0 - x^*| + \int_0^1 |1 - 2\theta| |F(x_0)| d\theta$$

$$\leq L_0 |x_0 - x^*| + \frac{M_0}{2} |x_0 - x^*|$$

$$= L_0 \left(1 + \frac{M_0}{2}\right) |x_0 - x^*| < L_0 \left(1 + \frac{M_0}{2}\right) r_0 < 1. \quad (19)$$

It follows from (19) that $F(x_0 + F(x_0)) - F(x_0 - F(x_0))$ is invertible and

$$|F(x_0 + F(x_0)) - F(x_0 - F(x_0))|^{-1} |F'(x^*)| \leq \frac{1}{1 - L_0 \left(1 + \frac{M_0}{2}\right) |x_0 - x^*|} \quad (20)$$

Hence, $y_0$ is well defined by the first substep of method (2) for $n = 0$. Then, we can write

$$y_0 - x^* = x_0 - x^* - F(x_0) + F(x_0) = \int_0^1 F'(x^* + \theta(x_0 - x^*)(x_0 - x^*))d\theta$$

$$= \frac{2F(x_0)}{F'(x_0)} - \frac{F(x_0)}{F'(x_0)} - \frac{F(x_0 + F(x_0)) - F(x_0 - F(x_0))}{F'(x_0)}$$

$$= -[F'(x^*)^{-1}F'(x^*)]\int_0^1 |F'(x^*)^{-1}F(x^* + \theta(x_0 - x^*)) - F'(x^*)|d\theta$$

$$\times (x_0 - x^*)d\theta + \frac{\Gamma}{\Gamma_1} \quad (21)$$

where

$$\Gamma := 2|F'(x^*)^{-1}F(x_0)||\int_0^1 |F'(x^*)^{-1}F(x^* + \theta(x_0 - x^*)) - F'(x^*)|d\theta|$$

and

$$\Gamma_1 := |F'(x^*)^{-1}F(x_0)||\int_0^1 |F(x^* + \theta(x_0 - x^*)) - F'(x^*)|d\theta|$$

The first expression at the right hand side of (21), using (8) and (15) gives

$$|F'(x_0)^{-1}F'(x^*)||\int_0^1 |F'(x^*)^{-1}F(x^* + \theta(x_0 - x^*)) - F'(x_0)|d\theta| \leq \frac{L |x_0 - x^*|}{2(1 - L_0 |x_0 - x^*|)}. \quad (22)$$

Using (6), (8), (17) and (18) the numerator of the second expression in (21) gives

$$|2|F'(x^*)^{-1}F'(x_0)||\int_0^1 |F(x^* + \theta(x_0 - x^*)) - F'(x_0)|d\theta| \leq 2\alpha M^2 |x_0 - x^*|^2 L \int_0^1 |1 - 2\theta| |d\theta| |F(x_0)|$$

$$\leq M^2 M_0 a L |x_0 - x^*|^3. \quad (23)$$
Then, it follows from (2), (15), (20), (21)-(23) that

\[ |y_0 - x^*| \leq \frac{L |x_0 - x^*|^2}{2(1 - L_0 |x_0 - x^*|)} + \frac{2aLM_0 M^2 |x_0 - x^*|^3}{2(1 - L_0 |x_0 - x^*|)(1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|)} \]

+ \[g_1(|x_0 - x^*|) |x_0 - x^*| < |x_0 - x^*| < r, \]

which shows (12) for \( n = 0 \) and \( y_0 \in U(x^*, r) \). Next, we shall show that \( 2F(y_0) - F(x_0) \) is invertible. First notice that by the first substep of method (2) for \( n = 0, (9), (10), (20) \) and the definition of function \( p_1 \) we have that

\[ |y_0 - x_0| = 2 \left| \frac{F'(x^*)^{-1}F(x_0)F(y_0)}{F'(x^*)^{-1}(F(x_0 + F(x_0)) - F(x_0 - F(x_0))} \right| \]

\[ \leq \frac{2M_0 M |x_0 - x^*|^2}{1 - (1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|)} = p_1(|x_0 - x^*|). \] (24)

Then, using the definition of function \( p, x_0 \neq x^* \), (3), (4), (7), (12) (for \( n = 0 \) and 24), we get in turn that

\[ |(F'(x^*)^{-1}F(x_0)(y_0 - x) - F'(x^*)(x_0 - x^*))| \]

\[ \leq |x_0 - x^*|^2 \left[ 2 |F'(x^*)^{-1}(F(y_0 - F(x_0)) - F'(x^*)(y_0 - x^*))| \right] \]

+ \[2 |y_0 - x_0| + |F'(x^*)^{-1}(F(x_0 - F(x_0)) - F'(x^*)(x_0 - x^*))| \]

\[ \leq |x_0 - x^*|^2 |L_0| |x_0 - x^*|^2 + 2p_1(|x_0 - x^*|) \]

\[ + \frac{L_0}{2} |x_0 - x^*|^2 \]

\[ \leq |L_0 g_1(|x_0 - x^*|) + \frac{4M_0 M}{1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|} + \frac{L_0}{2} |x_0 - x^*| \]

\[ = p(|x_0 - x^*|) < 1. \] (25)

It follows from (25) that \( 2F(y_0) - F(x_0) \) is invertible and

\[ |(2F(y_0) - F(x_0))^{-1}F'(x^*)| \leq \frac{1}{1 - p(|x_0 - x^*|)}. \] (26)

Hence, \( x_1 \) is well defined by the second step of method (2) for \( n = 0 \). We can also write that

\[ x_1 - x^* = x_0 - x^* - \frac{F(x_0)}{F'(x_0)} + \frac{2F(x_0)^2}{F'(x_0)(F(x_0 + F(x_0)) - F(x_0 - F(x_0))} \]

where

\[ F'(x^*)^\alpha N = F(x_0)(2F(y_0) - F(x_0))F(x_0 + F(x_0)) - F(x_0 - F(x_0)) \]

\[ = 2F(x_0)^2 \left| \int_0^\alpha \left[ F'(x^*)^{-1}F(x_0 - F(x_0) + 2\theta F(x_0)) - F'(x^*)(y_0 - F(x_0))d\theta \right] \]

\[ + \left| \int_0^\alpha \left[ F'(x^*)^{-1}F(x_0 - F(x_0) + 2\theta F(x_0))d\theta \right] \]

\[ = 2aM^2 \left[ |x_0 - x^*|^2 \left[ \frac{L_0}{2} |x_0 - x^*| \right] + \frac{4M_0 M}{1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|} + \frac{L_0}{2} |x_0 - x^*| \right] \]

\[ \leq aM^2 \left[ |x_0 - x^*|^2 \left[ \frac{L_0}{2} |x_0 - x^*| \right] + \frac{4M_0 M}{1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|} + \frac{L_0}{2} |x_0 - x^*| \right] \]

\[ \leq aM^2 \left[ \frac{L_0}{2} |x_0 - x^*| + \frac{4M_0 M}{1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|} + \frac{L_0}{2} |x_0 - x^*| \right] \]

\[ \leq aM^2 \left[ \frac{L_0}{2} |x_0 - x^*| + \frac{4M_0 M}{1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|} + \frac{L_0}{2} |x_0 - x^*| \right] \]

\[ \leq aM^2 \left[ \frac{L_0}{2} |x_0 - x^*| + \frac{4M_0 M}{1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|} + \frac{L_0}{2} |x_0 - x^*| \right] \]

\[ \leq aM^2 \left[ \frac{L_0}{2} |x_0 - x^*| + \frac{4M_0 M}{1 - (1 + \frac{M_0}{2})L_0 |x_0 - x^*|} + \frac{L_0}{2} |x_0 - x^*| \right] \]

which shows (13) for \( n = 0 \) and \( x_1 \in U(x^*, r) \). By simply replacing
We present numerical examples in this section.

**EXAMPLE 3.1** Let $D = [-\infty, +\infty]$. Define function $f$ of $D$ by

$$f(x) = \sin(x).$$  \hspace{1cm} (1)

Then we have for $x^* = 0$ that $L_0 = L = M = M_0 = 1, \alpha = 1$. The parameters are given in Table 1.

| $r_0$ | $r_5$ | $r_1$ | $r_p$ | $r_2$ | $\xi_1$ |
|-------|-------|-------|-------|-------|-------|
| 0.6667 | 0.6667 | 0.4000 | 0.1138 | 0.2240 | 4.9901 |

Table 1

**EXAMPLE 3.2** Let $D = [-1, 1]$. Define function $f$ of $D$ by

$$f(x) = e^x - 1.$$  \hspace{1cm} (2)

Using (2) and $x^* = 0$, we get that $L_0 = e - 1 < L = M = M_0 = e, \alpha = 1$. The parameters are given in Table 2.
$$r_4 = 0.3249$$

$$r_0 = 0.2467$$

$$r_1 = 0.0967$$

$$r_p = 0.0262$$

$$r_2 = 0.0372$$

$$\xi_1 = 4.3370$$

Table 2

EXAMPLE 3.3 Returning back to the motivational example at the introduction of this study, we have $L_0 = L = 146.6629073, M = 101.5578008, M_0 = 3M, \alpha = 1$. The parameters are given in Table 3.

$$r_4 = 0.0045$$

$$r_0 = 4.4467e-6$$

$$r_1 = 0.2818$$

$$r_p = 0.0575$$

$$r_2 = 0.0001$$

$$\xi_1 = 3.8283$$

Table 3
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