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Abstract
Recently, data-driven based Automatic Speech Recognition (ASR) systems have achieved state-of-the-art results. And transfer learning is often used when those existing systems are adapted to the target domain, e.g., fine-tuning, retraining. However, in the processes, the system parameters may well deviate too much from the previously learned parameters. Thus, it is difficult for the system training process to learn knowledge from target domains meanwhile not forgetting knowledge from the previous learning process, which is called as catastrophic forgetting (CF). In this paper, we attempt to solve the CF problem with the lifelong learning and propose a novel multi-task learning (MTL) training framework for ASR. It considers reserving original knowledge and learning new knowledge as two independent tasks, respectively. On the one hand, we constrain the new parameters not to deviate too far from the original parameters and punish the new system when forgetting original knowledge. On the other hand, we force the new system to solve new knowledge quickly. Then, a MTL mechanism is employed to get the balance between the two tasks. We applied our method to an End2End ASR task and obtained the best performance in both target and original datasets.

Index Terms: Automatic Speech Recognition, Catastrophic Forgetting, Multi-Task Learning

1. Introduction
Deep neural network (DNN) is currently becoming a successful model in the automatic speech recognition (ASR) field with the continuous development of the theory and technology of deep learning [1][8]. However, the performance of them is heavily affected by the data scale and domain coverage of training data since they are data-driven.

Various new domains are constantly emerging with the wide application of the Internet. Thus, it is necessary that the ASR systems adapt these domains as soon as possible so as to meet the application requirements. Two transfer learning methods, i.e., retraining (RT) [4] and fine-tuning (FT) [5], are often used when the existing ASR systems are adapted to the target domain. For the RT of the ASR system, it usually conducts with all training data both from the original and target domains. For the FT of the ASR system, it usually conducts with only the training data from the target domain, and the system parameters are initialized with the original ones. This method can accelerate the domain adaptation process by sharing the learned parameter with the new system which is trained not from scratch. However, the performance on the original domain will be considerably degraded although it achieves a better performance on the target domain. In summary, both the above two methods are prone to the catastrophic forgetting (CF) [6] problem.

CF is a serious common problem in artificial intelligent systems. It results in the failure of the aforementioned systems to learn the new knowledge fast without forgetting previously acquired knowledge. One of the most commonly studied methods to overcome the CF is lifelong learning [7][8]. However, the existing methods in lifelong learning cannot be applied to large-scale machine learning problems. Therefore, we attempt to solve the domain adaptation problem of ASR by using improved lifelong learning in this paper, and to the best of our knowledge, it is the first attempt to employ the lifelong learning in this field.

The current mainstream lifelong learning methods can be divided into two approaches depending on whether the network architecture has been changed during the learning process. The first one is to adopt a complex fixed network architecture with a large capacity. And when training the network for consecutive tasks, some regularization term is enforced to avoid that the model parameters deviate too much from the previously learned parameters according to their significance to old tasks [7]. The second one is to dynamically extend the network structure to accommodate new tasks while the previous architecture parameters are kept unchanged, for instance, progressive networks [9] which extend the architecture with a fixed node or layer size, and dynamically expandable network (DEN) [9] which introduces group sparse regularization when new parameters are added to the original networks.

At present, most methods based on the dynamic extended network cannot be effectively applied in large-scale speech recognition tasks, since the continuous increase of tasks has increased the complexity of the model structure. This situation results in an increase in the training and reasoning times and failures to meet the requirements of real-time processing and computational resources. Therefore, we select the first fixed model for the model training. A surprising result in statistics is Steins paradox [10], which emphasizes that learning multiple tasks together can obtain superior performance than learning each task independently. Thus, in order to overcome the CF problem, we attempt to divide the task of domain adaptation into two parts: reserving original knowledge and learning new knowledge. Then, a multi-task learning (MTL) [11] mechanism is explored to balance the two tasks. Many studies have shown that different configurations of the system can get the same performance. Accordingly, we try to find the best configurations of the target domain near to the configurations on the original dataset.

In accordance with the above-mentioned analysis, we propose a novel MTL training framework for ASR to solve the CF problem. This framework considers the reserving original knowledge and learning new knowledge as two independent...
tasks, and an MTL mechanism is employed to balance the two tasks. Experimental results on the LibriSpeech corpus [12] and the Switchboard corpus [13] show that our proposed method can achieve a better performance than FT and RT on these two datasets.

2. The Proposed Method

2.1. Reason Analysis of Catastrophic Forgetting

Suppose we have a dataset $Data_0$ of the original domain and have trained a model $Model_{0}$ on it. We collect another dataset $Data_1$ belonging to the target domain. The problem is how to acquire a fresh $Model_1$ that has the preferable performance on the original domain and target domain simultaneously thereby expanding the covered domain of the DNN based ASR system.

A DNN contains multiple layers projection, which comprises a linear projection and followed by element-wise nonlinearities projection. Learning a task consists of adjusting the set of weights of the linear projections to optimize the performance. Many works have pointed out that different configurations of $\theta$ possibly can get the same performance [14][15]. Besides, the original dataset and the new one all belong to the ASR domain. Thus, their optimal parameter space may well not deviate too far away and have an overlapping part in which we can find an optimal parameter which has a good performance on both the original domain and the target domain. In this paper, we propose a new MTL ASR training framework to avoid the CF, i.e., Multiple Task Learning for Catastrophic Forgetting (MTLCF). It tries to look for the optimal parameters of a new model near the parameters of the original model.

In Figure 1, we illustrate training trajectories in a schematic parameter space with parameter regions leading to a good performance on original knowledge (yellow) and on new knowledge (blue). After learning the first task, the parameters are at $\theta^*$. From this figure, we can see that if we take gradient steps according to the FT alone (green arrow), we may only minimize the loss of new knowledge but destroy what we have learned for original knowledge. Then, if we take gradient steps according to the MI alone (red arrow), the restriction imposed is too severe, and we can remember original knowledge only at the expense of not learning the new knowledge. Our MTLCF, conversely, hopes to find a solution for the new knowledge without incurring a significant loss on the original knowledge (blue arrow).

2.2. Multi-Task Learning for Catastrophic Forgetting

2.2.1. Multi-Task Object Function of MTLCF

Our method splits the problem of overcoming the CF into two independent tasks, i.e., task1 and task2, and jointly optimizes the two tasks. The task1 is used to avoid the new model leaving the optimal parameter space of the original domain, so that the parameter in this space can achieve a good performance in the original domain. Further, the task1 is divided into two subtasks, i.e., subtask1 and subtask2.

In the subtask1, we restrict the retrained model not to deviate too far from the original one by minimizing the KL divergence of the output distributions between the original model and the retrained model,

$$subLoss_1 = T^2 \sum_{i=1}^{m} KL(L_i^1/T, L_i^0/T),$$

where $subLoss_1$ is the loss of subtask1, $L_i^0$ and $L_i^1$ are the output distributions of the $Model_{0}$ and the $Model_{1}$ with a pair of sample $\{x_i, y_i\}$ sampled from the $Data_0$, $m$ is the batch size, $KL(L_0, L_0)$ is the Kullback-Leibler Divergence, $T$ is a sharpness parameter. In this paper, we use the fixed $T = 1$ to reduce the number of hyperparameters.

Then, we consider to employ the Viterbi algorithm to find the optimal path in the Connectionist Temporal Classification (CTC) [16] loss, so even if the output distributions of the above two models are similar, it is also possible to find two different paths. For the subtask2, its main work is to minimize the CTC Loss of the training data of the original domain. From this subtask, we can calculate the degree to which the new model forgets the original knowledge and then punish it. Thus, the loss of task1 is as follows,

$$Loss_1 = \alpha subLoss_1 + (1 - \alpha)subLoss_2,$$

where $Loss_1$ is the loss of the task1, $\alpha$ is a hyperparameter, which controls the penalty for forgetting, $CTC Loss(x, y)$ is the loss function of CTC Loss between $x$ and $y$.

We force the new model to solve the new knowledge quickly by the task2, which optimize the CTC Loss of the retained model on the target domain training data. Therefore, the loss in this method is as follows,

$$Loss = \beta Loss_1 + (1 - \beta) Loss_2,$$

where $Loss_2$ is the loss of the task2, $\beta$ is a hyperparameter, which controls the speed to solve the new knowledge. $L_j^1$ is the output distribution of the $Model_1$ with the pair of sample $\{x_j^1, y_j^1\}$ sampled from the $Data_1$. 

$CTC Loss(x, y)$ is defined as follows,

$$CTC Loss(x, y) = \frac{1}{T} \sum_{t=1}^{T} \sum_{c=1}^{V} \log \gamma_t(c)$$

where $\gamma_t(c)$ is a probability distribution conditioned on the context on the time step $t$.
Algorithm 1: MTLCF

Input: Data0, the original domain data. Data1, the target domain data. Model0∗, the original model. m, the batch size.

Output: Modelt, the target model

Copy Model0 from Model0∗;

while θ1 has not converged do

Sample (x̅0, y̅0) ~ Data0m, a batch of original speech data;

Sample (x̅1, y̅1) ~ Data1m, a batch of new speech data;

\( L_0 \leftarrow \text{Model}_0(x̅_0); \)
\( L_1 \leftarrow \text{Model}_0(x̅_1); \)
\( L_2 \leftarrow \text{Model}_0(x̅_1); \)

\( \text{Loss} \leftarrow \sum_{i=1}^{m} \text{Loss}(L_0^i, L_1^i, L_2^i); \)

\( \theta_1 \leftarrow \theta_1 - \text{Optimizer}(\theta_1, \theta_0); \)

end

θ1 ← θ1;

Figure 2: The structure of the MTLCF. It uses two data set which are selected from two different data distributions. The framework consists of an original model Model0∗, which is trained in Data0 and a new model Model1∗, which is copied from Model0∗. Only θ1 is updated during the process of back-propagation.

2.2.2. The Structure of MTLCF

We display the structure of MTLCF in Figure 2. It can be seen that our MTLCF is composed of two task networks, which can be any network of interest in solving a particular task, such as Convolutional Neural Networks (CNN) \[17\] and Long Short-Term Memory (LSTM) \[18\] Neural Networks. In this paper, we use the LSTM Deep Neural Networks (LDNN) \[1\] architecture as the task network to do an End-to-End ASR task.

The MTLCF training procedure is described in Algorithm 1. In the training process, we first copy a new model from the current model, and then fix the parameter of the original model and only train the parameter of the new model.

3. Experimental Details

3.1. Experiment Data

Our experiments are conducted on the LibriSpeech corpus, which consists of 1000h of training data, and the 300-hour Switchboard English conversational telephone speech task, both of them are the most studied ASR benchmarks today \[19–23\].

We select data from the train-clean-360 folder, the dev-clean and the test-clean folder for the training set, development set and test set for Data0, respectively. For Data0, we select 95% and 5% from Switchboard-1 Release 2 (LDC97S62) as a training set and development set, respectively. And then, we select data from the Hub5 2000 (LDC2002S09) evaluation set, which contains 20 ten-minute conversations from Switchboard (SW) and 20 ten-minute conversations from CallHome English (CH), as the test set.

The acoustic feature is 80-dimensional log-mel filterbank energies, computed using a 25ms window every 10ms, which is extracted using kaldi \[22\]. Similar to the low frame rate (LFR) model \[25\], at the current frame t, these features are stacked with two frames to the left and downsampled at a 30ms frame rate, producing a 240-dimensional feature vector.

3.2. Model Training

For evaluation, all neural networks are trained using the CTC objective function with character targets and TensorFlow \[26\]. Similar to the \[1\], all networks consist of a LDNN model, which comprises three bidirectional LSTM (Bi-LSTM) layers followed by a Rectified Linear Unit (ReLU) layer and a linear layer. Each LSTM consists of 320 cells. The fully connected ReLu layer has 1024 nodes which are followed by a softmax layer with 46 output units.

The stage of training is similar to \[27\]. The weights for all layers of Model0∗ are uniformly initialized to lie between -0.05 and 0.05. And the weights for all layers of Model0∗ are copied from Model0∗. All networks are trained using Adam \[28\] with a learning rate of 0.001. The learning rate is halved whenever the held-out loss does not decrease by at least 10%. We clip the gradients to lie in (−5, 5) to stabilize training. The training data sorted by length.

3.3. Experiment Results

3.3.1. Analysis of the Models Convergence Speed

We first analyze the convergence rate of the models for RT, FT and MTLCF with α = β = 0.5 (MTLCF.0.5.0.5), and the results are shown in Figure 3.

In Figure 3(a), we show the convergence rate of these models on the original domain test set (test-org), where the point in the epoch 0 presents the character error rate (CER) of the original model on the test-org. As can be seen from Figure 3(a) the FT forgets all the learned knowledge at the end of the initial epoch, since it suffers a serious CF. The learning of RT is unstable, it often forgets a lot of learned knowledge and then learn them at once. However, it cannot achieve the initial performance. The MTLCF.0.5.0.5 is stable on the test-org without forgetting the previous knowledge. And the convergence rate of these models on the target domain test set (test-tar) is shown in Figure 3(b). We can see that the fastest converge rate is achieved by the MTLCF.0.5.0.5, which is converged within 7 epochs.

From the above analysis, it can be seen that the proposed model achieves the best convergence speed on both the original
and target domain.

3.3.2. Analysis of the CER

In Table 1, we give the performance of the Model\(\theta_{0}\), which is trained on the original domain training data using a random initialization, on the test\(_{org}\) and test\(_{tar}\). Model\(\theta_{0}\) achieves a CER of 0.117 on the test\(_{org}\), but the CER on the test\(_{tar}\) reaches 1.05. Therefore, we can find that the data distribution of the original domain and the target domain is quite different.

Table 1: Performance of the Model\(\theta_{0}\) on the test\(_{org}\) and test\(_{tar}\)

| Training data set | test\(_{org}\)(CER) | test\(_{tar}\)(CER) |
|-------------------|--------------------|-------------------|
| LibriSpeech       | 0.117302           | 1.05              |

We show the final convergence results of those models in Figure 3. On the one hand, we analyze the results of an equal amount of training data. It can be seen from the top three rows in Table 2 that the FT basically forgets the learned knowledge, but it can achieve good performance on the test\(_{tar}\). The RT model can reach the optimal convergence result on neither test\(_{org}\) nor test\(_{tar}\). The MTLCF\(_{0.5,0.5}\) achieves a better performance on both the test\(_{org}\) and test\(_{tar}\), and has achieved 5% relative reduction of CER on test\(_{org}\), which is compared with the initial model in Table 1.

Table 2: Performance of the three Training methods on SwitchBoard corpus and Fisher corpus

| Method   | scale\(_{tar}\) | test\(_{org}\)(CER) | test\(_{tar}\)(CER) |
|----------|----------------|--------------------|--------------------|
| FT       | 300h           | 0.2004142          | 0.289899           |
| RT       | 300h           | 0.1151849          | 0.342297           |
| MTLCF    | 300h           | 0.111771           | 0.288898           |
| FT       | 120h           | 0.789013           | 0.323052           |
| RT       | 120h           | 0.205404           | 0.378759           |
| MTLCF    | 120h           | 0.121136           | 0.324862           |

For the above phenomena, we analyze the reason is that learning the new knowledge while not forgetting the old knowledge can not only effectively prevent the CF but also improve the performance on the original domain, which had been proven by the Steins paradox. And it can also prove our previous assumptions about the change of parameters.

On the other hand, we analyze the results of an unequal amount of training data. As can be seen from the last three rows in Table 2, we can find that it obtained the results similar to the above experiment. This fully proves that our proposed method is still applicable when the data scale differs greatly.

3.3.3. Effect of hyperparametric to MTLCF

To further discuss the experimental results, we try to analyze the influence of different hyperparametric on the training results of the MTLCF. On the one hand, we analyze the influence of the change of \(\alpha\) on the CER, which is shown in Figure 4(a). In this figure, it can be found that the MTLCF model converges to a better results on both the test\(_{org}\) and test\(_{tar}\) when we choose \(\alpha = 0.5\). And as \(\alpha\) increases, the performance of the test\(_{tar}\) continues to be degraded. Therefore, in the following analysis we fixed \(\alpha = 0.5\).

On the other hand, the effect of the transformation of the hyperparametric \(\beta\) on the model convergence results is shown in Figure 4(b). From Figure 4(b) it can be easily seen that with the increase of \(\beta\), the proportion of task\(_1\) in the optimized gradient increases, this results in the lower error rate for test\(_{org}\) and a higher error rate for test\(_{tar}\). When \(\beta = 0.1\), the model achieved the best performance on the new dataset, and the CER dropped to 0.263.

Through the above analysis, we find that the \(\beta\) is more important to the convergence result of the MTLCF than \(\alpha\), and we can adjust the performance of the original domain and the target domain by controlling the size of it.

4. Conclusions

Domain adaptation is an important topic for ASR systems. In this paper, we attempt to overcome the CF in this process by using the lifelong learning, which adopts a new way of thinking about MTL. We further propose a novel MTL based method (MTLCF) to learn new knowledge quickly without forgetting the learned knowledge. We evaluate our proposed methods on the SwitchBoard corpus and LibriSpeech corpus. From the experiment results, we can see that the proposed method achieves good performance on both the original domain and the target domain test set.
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