I. INTRODUCTION

Precise and robust control of quantum systems is a requirement to take advantage of the great promise of quantum technologies; potentially surpassing theoretical bounds of the performance of current technologies for application in the areas of sensing [1, 2], communication [3], and computing [4, 5]. However, the sensitivity of quantum systems to undesired environmental influences and device imperfections has proven a major roadblock in the development of quantum technologies. Because of this, approaches for making quantum device robust to these sources of noise have been developed at all levels of a quantum device software stack from hardware-level control protocols [6, 7] all the way up to software level techniques (quantum error correction [8, 9], for instance).

At the lowest level of the quantum software stack lies protocols for mitigating noise that are compiled using the language of the control hardware. These approaches require engineering the applied control in a manner that generates a minimal system response to the sources of noise. To engineer the proper control, first the features of the noisy environment must be measured and are typically represented by a spectrum of the noise which provides the frequency regimes where the noise is strong. Various approaches of estimating the noise spectrum through direct measurement of the quantum device [10–12] have been developed [13–16] and demonstrated experimentally for various systems and types of noise spectra [17–26]. Once the frequency profile of the noise is understood, the control can be designed in a manner to enforce minimal frequency response of the system in the frequency regimes where the noise is strong; known as the filter design approach to noise mitigation. This filter design approach to noise mitigation was traditionally developed to overcome dephasing noise [27–35], but has been extended to other sources of noise [36] as well as tailored for logic gates [37]. Filter design approaches to noise mitigation have been demonstrated in the lab on various experimental platforms [38–41].

An alternative (or complementary) approach to mitigating noise can be applied at a step higher in the quantum device software stack using the language of compiled quantum gates; that is to say gate primitives compiled from the hardware-level/pulse-level primitives from the previous approach in a robust manner. The goal of this approach is to compile the hardware-level primitives into gate instructions in a manner that cancels out erroneous dynamics due to the noisy features of the device for construction of a gate. This approach was traditionally developed for systematic control errors in the form of composite gate sequences in NMR [42–45] and has been extended to various noise scenarios [46, 47] and implemented on a variety of quantum devices [48–54]. This approach was later generalized to control of open-system Hamiltonians through the development of Dynamically Corrected Gates (DCGs) [55–57].

In practice, both approaches to noise mitigation have advantages and disadvantages. Filter design methods utilize intricate knowledge of the noise spectrum for developing control mitigation strategies, however the implementations of the designed controls require involved pulse shaping methods for constructing the control. Gate-level mitigation methods adapt well into compiler-level optimizations utilizing pre-compiled gates within a gate set, but can often lack intricate consideration of the spectral features of the noise. The recent development of Schrödinger Wave Autoregressive Moving Average (SchWARMA) models [58], a technique for simulating time-correlated stationary processes in a quantum circuit language, has provided a formalism that allows for an approach to noise mitigation that can demonstrate the advantages of both flavors of noise mitigation. In particular, the SchWARMA formalism allows for the representation of noise mitigation in a gate-level language adapting itself well to compiler-level optimizations while maintaining insight into the correlations of the noise present from...
the filter design approach.

To demonstrate this utility of the SchWARMA formalism for noise mitigation, we focus on the issue of mitigating time-correlated control noise for control noise dominant systems (with respect to the power of the various noise sources). This is accomplished via the minimization of the gate infidelity constructed from SchWARMA model representations of the noisy dynamics. With our method, the computation of the optimal control that minimizes the gate error can be calculated at the compiler level as a simple convex optimization over the gate-level amplitudes of the applied control. For this work, we will be optimizing over the integrated amplitudes of the control pulses for each gate at a coarse-grained scale that is agnostic to the pulse profiles of the individual gates; as opposed to other direct minimization methods that require a basis for the control pulse such as GRAFS [59]. While mitigation of control noise has previously been investigated in the language of DCGs [57] and in the context of systematic control errors for ion traps systems [45, 47, 60], our approach is unique in two aspects: (1) the focus on time-correlated stationary noise processes and (2) the compact representations of the noisy dynamics provided by the SchWARMA formalism. With this approach, we achieve our main result of constructing optimal control for systems with only time-correlated stationary control noise that is provably optimal in the sense that it minimizes the first order term in the Magnus expansion of the noisy dynamics. The SchWARMA model representations of the noise manifest as terms in an analytical function of the infidelity of the dynamics allowing for direct minimization of the error and avoid the need for the optimization in filter function space utilized by approaches [37, 61]. We also demonstrate the utility of extensions beyond pure control noise where we consider the addition of time-correlated dephasing noise. In spite of loosing provable optimality of the approach when introducing dephasing, we show regimes where the errors from control noise plus dephasing dynamics are relatively close to the error observed from pure control optimal solutions when the dephasing noise is weak relative to the noise on the control. This provides confidence in the obtained solutions in spite of the nonconvex contributions from the introduction of dephasing. Furthermore, we demonstrate the utility of the compact SchWARMA expressions of the infidelity by demonstrating the ability of the optimizer to make choices regarding the mitigation strategy when control noise and dephasing noise contributions compete.

In Sec. II, we will outline the background relating to our gate-based approach to quantum control using the language of dynamically corrected gates [55] followed by a representation of the effective error dynamics for the control noise problem in Sec. III. With this development, we will show our main result of provably optimal control for time-correlated, stationary amplitude control noise in Sec. IV: providing examples of optimal solutions, comparisons to other noise mitigation approaches, and a robustness analysis of the solutions. We then discuss the extension of our approach to the case of control noise and time-correlated, stationary dephasing noise in Sec. V: utilizing the optimal control solutions to loosely define criteria for good solutions for noise models incorporating dephasing. We conclude with a discussion about the results and future directions in Sec. VI.

II. GATE-BASED APPROACH TO QUANTUM CONTROL

Our goal is to arrive at a circuit-level representation of the control dynamics under the influence of stationary noise. To that end, we will begin with a discussion of how to approximate the erroneous dynamics arising from the application of a gate sequence using the language from DCGs. We can then use this representation of the dynamics of the noise to evaluate fidelity of a logic gate under the influence of these erroneous dynamics. Finally, we will translate the erroneous dynamics for a single qubit into the language of an “error vector” component that will allow us to rely on existing methods for evaluating the resulting expression for the fidelity with respect to the erroneous dynamics of the composite gate sequence.

A. Effective Error Dynamics

In accordance with our gate-based approach to quantum control, our goal is to evaluate the error dynamics of a sequence of quantum logic gates where the ideal gate is of the form $Q = Q_0 Q_{N-1} ... Q_2 Q_1$ and each gate will have its own associated contribution to the total error of the gate sequence. Khodjasteh et al. [55] developed an approach to computing such dynamics through the development of DCGs. They showed that the generator of the total error dynamics of a composite gate sequence, $\Phi_Q$, consisting of a sequence of erroneous gates can be approximated via

$$e^{-i\Phi_Q} = e^{-iP_{N-1}}Q_0 P_{N-1} ... e^{-iP_1}Q_2 P_2 e^{-iP_0}Q_1 P_0$$

(1)

where $\Phi_Q = \Phi_Q(t_j, t_{j-1})$ is the generator of the error dynamics, in an interaction picture with respect to the ideal control $Q_j$, for an individual gate in the sequence (coined the “error per gate”, EPG) and $P_j$ is to total accumulated ideal control up through gate $j$, i.e. $P_j = Q_j Q_{j-1} ... Q_2 Q_1 Q_0$ where $Q_0 = I$. It was also shown that total error of the full gate sequence, $\Phi_Q$, can be expressed as an infinite series expansion (the Magnus expansion [62]) with respect to the noise contributions:

$$\Phi_Q = \sum_{i=1}^{\infty} \Phi_Q[i]$$

(2)
where $\Phi^{[i]}_Q$ is the $i$th order term in the Magnus expansion. The first order term in this expansion is given by

$$\Phi^{[1]}_Q = \sum_{j=1}^{N} P^{j}_{j-1} \Phi_Q P_{j-1}, \quad (3)$$

and higher order terms in the expansion are determined by nested commutators [55] (see Appendix A for examples). To evaluate Eq. (1), all that remains is to formally define the EPG for a general gate and noise process.

We will now outline the definition of the EPG from [55]. An individual target gate, $Q_j$, in the gate sequence will be generated from a system defined by the Hamiltonian

$$H = H_{\text{gate}}(t) + H_e, \quad (4)$$

where $H_e = H_{S,e} + H_{SB} + H_B$ defines the error dynamics from the noisy control, unwanted system-bath interactions, and bath, respectively. $H_{\text{gate}}(t) = H_{\text{ctrl}}(t) + H_{S,g}$ defines the ideal control and is composed of the set of switchable control Hamiltonians, $H_{\text{ctrl}}(t)$, and any ideal internal components used for gating, $H_{S,g}$, (procesion for $\sigma_z$ gates, for example). The ideal gate propagator can then be defined as

$$U_{\text{gate}}(t_j, t_{j-1}) = T_+ \left[ e^{-i \int_{t_{j-1}}^{t_j} ds H_{\text{gate}}(s)} \right] \quad (5)$$

such that $U_{\text{gate}}(t_j, t_{j-1}) = Q_j$. The propagator for the erroneous evolution of gate $Q_j$ can then be defined as

$$U(t_j, t_{j-1}) = T_+ \left[ e^{-i \int_{t_{j-1}}^{t_j} ds [H_{\text{gate}}(s) + H_e]} \right]. \quad (6)$$

Now, we will transform into the interaction picture with respect to $U_{\text{gate}}(t, 0)$ to isolate the dynamics due to the error, that is

$$U(t_j, t_{j-1}) = U_{\text{gate}}(t_j, t_{j-1}) e^{-i \Phi(t_j, t_{j-1})}, \quad (7)$$

and defining

$$e^{-i \Phi(t_j, t_{j-1})} = T_+ \left[ e^{-i \int_{t_{j-1}}^{t_j} ds \tilde{H}_e(s, 0)} \right] \quad (8)$$

where

$$\tilde{H}_e(t_j, t_{j-1}) = U_{\text{gate}}(t_j, t_{j-1})^\dagger H_e U_{\text{gate}}(t_j, t_{j-1}). \quad (9)$$

where we arrive at the definition of the EPG, $\Phi(t_j, t_{j-1})$, from [55] for an individual gate in the sequence generating the total error dynamics in Eq. (1).

Now that we have an expression for the error dynamics for a composite gate sequence, our goal now is to use this description of the error dynamics to understand the contribution of the noise to the imprecision of a quantum logic gate [36]. This can be done (at least in principle) straightforwardly by computing the Hilbert Schmidt inner product between the ideal and erroneous gate, $F_{av} = \frac{1}{2} \langle |\text{Tr}(U_{\text{gate}}^\dagger(t_j) U(t_j))|^2 \rangle$, which for our composite sequences:

$$F_{av} \approx \frac{1}{4} \left\langle |\text{Tr} (e^{-i \Phi_Q})|^2 \right\rangle. \quad (10)$$

where the angle brackets denote an average over some semi-classical (wide-sense) stationary noise process defining the error Hamiltonian, $H_e$, and the expression is exact in the limit of infinitesimally small gates in the sequences (see Eq. (7)).

### B. Error Vector

For the case of a single qubit, $F_{av}$ can be expressed in terms of the so-called “error vector”, $\vec{a}(t)$ [37]. The total error is related to the error vector via

$$\Phi_Q = \vec{a}(t) \cdot \vec{\sigma} = \sum_i a_i(t) \cdot \vec{\sigma}_i, \quad (11)$$

where $a_i(t)$ is related to the $i$th term in the Magnus expansion and $\vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z)$. When the noise is sufficiently weak or the time scale of the control is small, $\vec{a}(t) \approx a_1(t)$ [36–38]. In this case, the dynamics are well-approximated by the first-order Magnus term, or equivalently, the first-order error vector with components

$$a_{1, \mu}(t) = \frac{1}{2} \text{Tr} \left[ \sigma_\mu \Phi^{[1]}_Q \right]. \quad (12)$$

The resulting fidelity can be shown to be related to $a_1(t)$ through

$$F_{av} \approx 1 - \langle |\vec{a}_1|^2 \rangle. \quad (13)$$

In the following sections, we will focus our attention on the first-order error vector and thus, the weak-noise limit. We compute the infidelity $1 - F_{av}$ for a quantum logic gate for pure control noise and control noise dominant systems. Through this analysis, we discuss the implications of these expressions as they pertain to an optimization of the control. Expressions for higher order terms in the Magnus expansion are discussed in Appendix A and an analysis of these high-order contributions to the Magnus expansion for the examples in this work are provided in Appendix D.

### III. ERROR DYNAMICS FOR CONTROL NOISE DOMINANT SYSTEMS

Our goal now is to adapt the approach outlined in Sec. II to our control noise dominant systems with weak dephasing contribution. There are additional details to the following derivation available in Appendix B. We will start with the full model, noting that the optimal pure control noise analysis will be a component of the full model analysis. The first step is to calculate the EPG...
for each control pulse in the composite sequence. We will start with single-axis control under the influence of dephasing

$$H = \frac{J(t)}{2} \sigma_z + (1 + \epsilon(t)) \frac{\Omega(t)}{2} \sigma_x$$

where the control is along $\sigma_x$, $\Omega(t)$ is the control drive, and $J(t)$ and $\epsilon(t)$ are semi-classical, wide-sense stationary noise processes defining the dephasing and control noise, respectively. Recall that wide-sense stationary noise processes are stationary noise processes with a constant mean, autocorrelation that depends strictly on lags, and with finite second moments. Note that this is a case in Sec. II where $H_{\text{gate}}(t) = H_{\text{ctrl}}(t) = \Omega(t) \sigma_x/2$ and $H_e = H_{S,e} = J(t) \sigma_z/2 + \epsilon(t) \Omega(t) \sigma_x/2$.

### A. EPG and Error Vector Contributions

We can now use this expression to compute the EPG. To do this, we need to move to the interaction picture with respect to the ideal control, $H_{\text{gate}}(t)$, giving

$$\tilde{H}_e(t) = \frac{J(t)}{2} (\cos(\Omega(t)) \sigma_z + \sin(\Omega(t)) \sigma_y) + \epsilon(t) \frac{\Omega(t)}{2} \sigma_x$$

For this work, we will restrict ourselves to piece-wise constant control for each gate, $Q_j$, where every gate has a uniform gate time, $\Delta t$, such that $\theta_j = \int_{t_{j-1}}^{t_j} ds \Omega(s)$ resulting in $Q_j = \exp(-i \theta_j \sigma_x/2)$. With the new definition of the control, we can write the error per gate of gate $Q_j$ as

$$\Phi_{Q_j} = \frac{J_j}{2} (\cos(\theta_j) \sigma_x + \sin(\theta_j) \sigma_y) + \epsilon_j \frac{\theta_j}{2} \sigma_x$$

where $\beta_j = \int_{t_{j-1}}^{t_j} ds \beta(s)$ for the semi-classical noise processes, $\beta \in [J, \epsilon]$, defining the dephasing and control noise. Note, much like equation Eq. (1), the integration is implicit to the expressions for $J_j$, $\epsilon_j$, and $\theta_j$ and the limits of integration for each expression are defined by the gate index $j$. We will further distinguish between the coherent and time-correlated components of the dephasing noise, $J_j$, by defining the mean $\mu_j = \sum_{j=1}^{N} J_j/(N \Delta t)$ and $\tilde{J}_j = J_j - \mu_j$ resulting in a zero-mean process for $J$. This gives an equivalent form for the EPG of

$$\Phi_{Q_j} = \frac{\mu_j}{2} (\cos(\theta_j) \sigma_x + \sin(\theta_j) \sigma_y) + \frac{\tilde{J}_j}{2} (\cos(\theta_j) \sigma_x + \sin(\theta_j) \sigma_y) + \epsilon_j \theta_j \sigma_x$$

which will be used in further analysis.

Now that we have an expression for the EPG, our goal is to compute the first order term in the Magnus expansion of the noisy dynamics from Eq. (3) and convert that expression into an error vector. To do this, we need shift each error per gate at each time step $j$ to an interaction frame with respect to the ideal control leading up to time step $j$ (see Eq. (3)). Specifically, we will evaluate the expression $P_{j-1}^t \Phi_{Q_j} P_{j-1}$ where $P_j = \exp(-i \sum_{k=1}^{j} \phi_k \sigma_x/2)$ and $P_0 = I$ for our control noise example. Applying the transformation to results in the expression:

$$P_{j-1}^t \Phi_{Q_j} P_{j-1} = \frac{\mu_j}{2} \left[ \cos(\theta_j, 1) \sigma_z + \sin(\theta_j, 1) \sigma_y \right] + \frac{\tilde{J}_j}{2} \left[ \cos(\theta_j, 1) \sigma_z + \sin(\theta_j, 1) \sigma_y \right] + \frac{\epsilon_j \theta_j}{2} \sigma_x$$

where $\theta_{b,a} = \sum_{k=a}^{b} \theta_k$ is the total accumulated ideal control from time step $a$ to $b$.

We can now represent the first-order term in the Magnus expansion as a sum of each error per gate in the sequence in its appropriate ideal control frame using Eq. (3). $\Phi_{Q}^j = \sum_{j=1}^{N} P_{j-1}^t \Phi_{Q_j} P_{j-1}$, and partition this expression into the $\sigma_x$ and $\sigma_y$ components of the error to construct the error vector

$$\tilde{a}_1 = \left( \begin{array}{c} \sum_{j=1}^{N} \epsilon_j \theta_j \frac{\theta_j}{2} \\
\sum_{j=1}^{N} \frac{\mu_j}{2} \cos(\theta_j, 1) \sin(\theta_j, 1) \end{array} \right)$$

This expression can be used to evaluate the first-order term in the gate fidelity represented as a power series expansion in Eq. (13), $\langle |\tilde{a}_1|^2 \rangle$. Evaluating the first order term gives:

$$\langle |\tilde{a}_1|^2 \rangle = \frac{1}{4} \left[ A + B + C \right]$$

$$A = \mu_j^2 \left( N + \sum_{h=1}^{N} \sum_{i=h+1}^{N} \cos(\theta_{i-h, 1}) \right)$$

$$B = N \gamma_j(0) + 2 \sum_{h=1}^{N} \gamma_j(h) \sum_{i=h+1}^{N} \cos(\theta_{i-h, 1})$$

$$C = \gamma_j(0) \sum_{j=1}^{N} \theta_j^2 + 2 \sum_{h=1}^{N-1} \gamma_j(h) \sum_{i=h+1}^{N} \theta_j \theta_{j-h}$$

where $A$, $B$, and $C$ represent the coherent component of the dephasing noise, correlated dephasing noise component, and correlated control noise component, respectively. $\gamma_j(h) = \langle \beta_{j-h} \beta_j \rangle$ defines the autocovariance of
the (wide-sense) stationary noise processes driving the dephasing, \( \beta = \tilde{J} \), and control noise, \( \beta = \epsilon \), error Hamiltonians. All that is left to evaluate the above expression is to represent the statistical features of the noise, \( \{ \gamma(h) \} \), for weakly (wide-sense) stationary signals. To do so, we will use a model-based approach developed from classical time-series analysis known as ARMA (autoregressive moving-average) modeling.

### B. ARMA Model Representation of Stationary Noise

To compactly represent the statistical features of the noise, we will utilize Autoregressive Moving Average models from time series analysis [63, 64]. ARMA\((p,q)\) models are defined as:

\[
\beta_t = \sum_{i=1}^{p} a_i \beta_{t-i} + \sum_{j=0}^{q} b_j w_{t-j} \tag{21}
\]

where \( \beta_t \) is the signal at timestep \( t \) (which will define the noise in our case), \( \{ a_i \} \) define the autoregressive portion of the model, \( \{ b_j \} \) define the moving average component of the model, and \( w_t \) is a white-noise signal that defines the power of the noise. ARMA models are general models for weakly (wide-sense) stationary Gaussian processes; i.e., given a wide-sense stationary signal, there exists a set of \( \{ a_i \}, \{ b_j \} \), and \( w_t \) that generates the same statistical features (up to arbitrary accuracy) of the true signal. In addition to the signal, the statistical features of the noise can be defined according to the ARMA formalism. We emphasize that the autocovariance \( \gamma(h) \) of the noise is defined with respect to the ARMA model parameters and the statistical features of the white noise sequence. Understanding this general applicability of an ARMA model representation, we will move forward in our discussion with respect to the noise strictly at the ARMA model level.

### IV. CONTROL NOISE ONLY

We will start will an analysis of the pure control noise Hamiltonian:

\[
H(t) = (1 + \epsilon(t)) \frac{\Omega(t)}{2} \sigma_x \tag{22}
\]

and show that the control solutions for this family of Hamiltonians are provably optimal in the sense that we can find solutions that globally minimize \( \langle |\bar{a}_1|^2 \rangle \). Furthermore due to the commutivity of the control with the noise, the minimization of \( \langle |\bar{a}_1|^2 \rangle \) also minimizes all higher order terms in the power series expansion of the error vector in the expression of the infidelity (refer to Eq. (D3) for details). Applying the treatment from the above sections to the pure control noise Hamiltonian of the form of Eq. (20), only the \( C \) term (Eq. (20d)) is nonzero, i.e.

\[
\langle |\bar{a}_1|^2 \rangle = \gamma_0(0) \sum_{j=1}^{N} \theta_j^2 + 2 \sum_{h=1}^{N-1} \gamma_h(0) \sum_{j=h+1}^{N} \theta_j \theta_{j-h} \tag{23}
\]

This will be the objective function under analysis in this section.

### A. Optimality of the Control Sequences

The main advantage of this approach is the ability to prove the optimality of a control sequence given an ARMA defined representation of stationary signals. What we mean by optimal here is a control sequence that minimizes the first-order term in the expansion of the infidelity (Eq. (23)) for the case of multiplicative control noise where the control noise has a stationary noise spectrum. To prove optimality, we need to show that equations of the form of Eq. (23) have a global minimum. Furthermore, we need an approach to finding such a minimum using a reasonable amount of time and resources for this result to be of practical interest. For the expression of the infidelity in Eq. (23), we can cover both requirements by showing that this function is convex.

To understand why this function is convex, we first recast the infidelity (Eq. (23)) in a quadratic form:

\[
\langle |a_1|^2 \rangle = \bar{x}^T A \bar{x} \tag{24}
\]

where \( \bar{x}^T = [\theta_1, \theta_2, ..., \theta_N]^T \) is a vector of the control pulses and \( A \) is the covariance matrix of the control noise \( A_{i,j} = \sum_{j=1}^{N} \langle \epsilon_i \epsilon_j \rangle = \sum_{i,j} \gamma(|i - j|) \). Note that, for the case of pure control noise, the following objective function has a defined minimum when \( \bar{x} = 0 \); i.e., when there is no control given that this model is absent of other noise sources. To make this model of interest for the application to quantum logic gates, we require an additional constraint that the total accumulated integrated amplitude of the applied control is equivalent to the desired gate angle of the logic gate. Therefore given a desired logic gate \( \exp(-i \theta_Q \sigma_x / 2) \), the optimization requires a constraint on the form \( \bar{E}^T \bar{x} = \theta_Q \) where \( \bar{E}^T = [1 1 ... 1] \). This problem can therefore be cast as a quadratic program of the form

\[
\text{Minimize} \quad \frac{1}{2} \bar{x}^T Q \bar{x} \tag{25}
\]

Subject to \( \bar{E}^T \bar{x} = \theta_Q \).

Furthermore, the optimization is convex due to the fact that \( Q \) is positive semi-definite by nature; being a covariance matrix. This convex form provides the aforementioned provable optimality of the solutions.

The choice of remaining in the weak noise limit for our analysis has implications on the optimization as well. Particularly, the expression for the infidelity for pure control noise in Eq. (23) holds for the case where the total
The first example chosen was white control noise due to the simplicity of the expression and the intuitive analysis of the optimal solution. White noise is a Moving Average model of order 0, MA(0), (or ARMA(0,0)) with signal [See Eq. (21)]

\[ \epsilon_t = x_t \]  \hspace{1cm} (29)

where \( x_t \) is a zero-mean white noise process for our control noise model. Therefore, the noisy signal only is correlated at 0-lags which, from Eq. (23), results in the following expression for the infidelity:

\[ \langle |\bar{a}_1|^2 \rangle = \frac{\gamma(0)}{4} \sum_{i=1}^{N} \Omega_i^2 = \frac{\sigma_w^2}{4} \sum_{i=1}^{N} \Omega_i^2. \]  \hspace{1cm} (30)

From observation of the equation above, the infidelity is reduced when the amplitude of the control at each time
FIG. 2. Optimal control sequences for ARMA model defined stationary noise processes from Sec. IV B 2. For these examples, the power of the noise ($\sigma_w^2$) was scaled for visualization purposes. Fig. 2a: The power spectrum of the noise and optimal control for three AR(1) models representing $1/f^2$ noise spectra with various low-frequency white noise cutoffs. The DC component of the control is not visible, but accounts for 8%, 48%, and 79% of the total power of the control for noise 1, noise 2, and noise 3, respectively (as the spectrum has more white noise features). Fig. 2b: The time domain control noise solutions for optimally mitigating the various $1/f^2$ noise spectra. As the white noise component of the noise increases, the control noise solutions have an increasingly more prevalent DC component.

2. $1/f^2$ with Low-Frequency White Noise Cutoffs

Another, perhaps more physically, relevant set of noisy signals are the family of $1/f^2$-like signals. It was shown in Ref. [65] how ARMA models could be utilized to generate long streams of various flavors of $1/f^α$ signals. Here, we focus on $1/f^2$ type noise due to it’s simplicity in representation. It was shown that $1/f^2$ signals with low frequency cutoffs can be represented as an autoregressive, AR(1), model (or ARMA(1,0) model):

$$\epsilon_t = x_t + \phi_1 \epsilon_{t-1}$$  \hspace{1cm} (31)

where $\phi_1$ defines the location of the low-frequency cutoff of the signal with signals becoming $1/f^2$-like as $\phi_1 \rightarrow 1$ (pure $1/f^2$ signals at $\phi_1 = 1$ are non-stationary and therefore outside of the scope of our approach) and having more white noise features as $\phi_1 \rightarrow 0$.

Utilizing the covariance matrix from the various AR(1) processes, optimal control solutions of varying length were obtained. The first-order dynamics of the noisy control were simulated and compared to the theoretical estimates of the infidelity (Eq. (23)) for an $R_X(\pi)$ logic gate shown in Fig. 1. The largest deviation occurs for the $\phi_1 = 0.99$ AR(1) model which can be attributed to the influence of higher-order terms into the dynamics (see Appendix D1, Fig. 10b). Note that this deviation occurs between models because the total power of noise from each of these models in this example are different. More specifically, variance of the white noise does not set the total power of the noise of this sequence; it is filtered through the ARMA-model via Eq. (28). However, one can certainly scale the variance of the noise for the various ARMA models to noise of equivalent power as well which we utilize in some of the later sections. Finally, note as the correlations of the signal are reduced ($\phi_1 \rightarrow 0$) the control noise solutions approach the white noise limit solutions.

In addition to the notion of smooth interpolation between control noise performance from the white noise limit, there is also an observed smooth interpolation between the control solutions from the white noise solution to the near $1/f^2$ spectrum. This is illustrated in Fig. 2 (a) and (b) which contains a few examples of the power spectra of the control noise and the optimal control sequences for the AR(1) control noise power spectra in Fig. 1. What is not present in the plot of the power spectrum of the optimal control is the DC component of the control which constitutes 8%, 48%, and 78% of the total power of the control for a $\phi_1$ of 0.99 (Noise 1), 0.95 (Noise 2), and 0.9 (Noise 3), respectively. Therefore, the optimal control...
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ARMA-defined gates, there are regimes where they outperform composite gate protocols.

For pure amplitude control noise, we will compare our sequences to two composite pulse sequences: BB1 and SK1 [43, 44]. The specifications for these sequences are shown in Table I. Note that the total accumulated error specifies the total angle of rotation for the first pulse in both protocols.

For the composite gate sequences, we will be examining the following Hamiltonian

$$H(t) = \Omega(t) [(1 + \epsilon_a(t))(\vec{\rho}(t)) \cdot \vec{\sigma}]$$

where $\Omega(t)$ is the amplitude of the control, $\vec{\rho}(t) = [\cos(\phi(t)), \sin(\phi(t)), 0]$ defines the $x/y$ component of the control through $\phi(t)$, $\vec{\sigma}^T = [\sigma_x, \sigma_y, \sigma_z]$ is the Pauli vector, and $\epsilon_a$ is the amplitude error of the control. Similar to the ARMA defined noise, the noisy trajectory, will be Gaussian (wide-sense) stationary stochastic noise processes. Converting into the language of DCGs, we will have the $H_{gate}(t) = \Omega(t)(\cos(\phi(t)) \sigma_x + \sin(\phi(t)) \sigma_y)$ and $H_{c}(t) = \Omega(t)\epsilon(t)(\cos(\phi(t)) \sigma_x + \sin(\phi(t)) \sigma_y)$. Again, we will convert to the gate-based perspective where we will discuss in terms of integrated values, i.e. $\theta_j = \int_{t_{j-1}}^{t_j} ds \Omega(s)$, $\epsilon_j = \int_{t_{j-1}}^{t_j} ds \epsilon(s)$, and $\phi(t) \rightarrow \phi_j$ is fixed over the interval $(t_j - \Delta t, t_j]$. Undergoing the same pre-

| $j$ | 1 | 2 | 3 | 4 |
|-----|---|---|---|---|
| SK1 | $\theta$ | $\Phi_Q$ | $2\pi$ | $2\pi$ | $-$ |
|     | $\phi_1$ | $0$ | $-\phi_c$ | $\phi_c$ | $-$ |
| BB1 | $\theta$ | $\Phi_Q$ | $\pi$ | $2\pi$ | $\pi$ |
|     | $\phi_1$ | $0$ | $\phi_c$ | $3\phi_c$ | $\phi_c$ |

TABLE I. Prescription for composite pulse sequences tailored for a target gate of $R_X(\theta_Q)$. Each sequence utilizes the phase $\phi_c = \cos^{-1}(\theta_Q/(4\pi))$. 

FIG. 3. Comparison between the analytical infidelity of the composite pulse sequences (Fig. 3b, Fig. 3f) and equivalent-length single-axis optimal control sequences to multi-axis optimal control sequences in Fig. 2 (b), where the control is showing greater DC features as the white noise contribution to the noise becomes more prevalent.

C. Comparison to Composite Pulse Sequences

We will now compare the optimal gate sequences with gate sequences traditionally developed for systematic (D.C.) control errors: composite gate sequences [42-46]. Our goal will be to compare the performance of our single-axis ARMA-defined gates sequences to multi-axis composite gates designed for amplitude control errors. We show that despite the restricted control of the noise comparison becomes more prevalent.
scription from section Sec. III, we arrive at an EPG of
\[ \Phi_{Q_j} = \epsilon_j \frac{\theta_j}{2} (\cos(\phi_j) \sigma_x + \sin(\phi_j) \sigma_y) \] (33)
for the composite pulse sequences. Our goal in the following analysis is to compute the first-order term in the Magnus expansion (Eq. (3)) and consequently the infidelity (Eq. (13)) for the composite pulse sequences and compare them to our provably optimal single-axis control noise solutions.

The two sequences we will be examining are the SK1 and BB1 composite pulse sequences which are result in first- and second-order cancellation of systematic control errors, respectively. Utilizing the single-axis \( \sigma_x \) prescriptions for logic gates (shown in Table I) results in an error vector for SK1 of:
\[ \vec{a}_1 = \frac{1}{4} \begin{pmatrix} \theta_Q (2\epsilon_1 - \epsilon_2 - \epsilon_3) \\ (\epsilon_2 - \epsilon_3) \cos(\theta_Q) \sqrt{16\pi^2 - \theta_Q^2} \\ - (\epsilon_3 - \epsilon_2) \sin(\theta_Q) \sqrt{16\pi^2 - \theta_Q^2} \end{pmatrix} \] (34)
This leads to a first-order term in infidelity of
\[ \langle |\vec{a}_1|^2 \rangle_{SK1} = 2\pi^2 (\gamma(0) - \gamma(1)) + \frac{\theta_Q^2}{4} (\gamma(0) - \gamma(2)) \] (35)
Similarly, the BB1 sequence results in an error vector:
\[ \vec{a}_1 = \frac{1}{8} \begin{pmatrix} \theta_Q (4\epsilon_1 - \epsilon_2 - 2\epsilon_3 - \epsilon_4) \\ (\epsilon_2 - 2\epsilon_3 + \epsilon_4) \cos(\theta_Q) \sqrt{16\pi^2 - \theta_Q^2} \\ - (\epsilon_2 - 2\epsilon_3 + \epsilon_4) \sin(\theta_Q) \sqrt{16\pi^2 - \theta_Q^2} \end{pmatrix} \] (36)
giving a first-order term in the infidelity:
\[ \langle |\vec{a}_1|^2 \rangle_{BB1} = \frac{\pi^2}{2} (3\gamma(0) - 4\gamma(1) + \gamma(2)) + \frac{\theta_Q^2}{8} (2\gamma(0) + \gamma(1) - 2\gamma(2) - \gamma(3)) \] (37)
Upon inspection, the first-order terms above are 0 in the DC limit; i.e. \( \gamma(j) \) constant.

Fig. 3 shows the comparison between the infidelity, \( \langle |\vec{a}_1|^2 \rangle \), of composite pulse sequences and the optimal single-axis control from this work when applied to a wide variety of ARMA(1,1) defined noise. For these calculations, the total power of the noise sequence was fixed to \( 10^{-3} \). As expected, the advantage of the composite pulse sequences increase with the correlations of the noise (autoregressive coefficient \( a_1 \rightarrow 1 \)), but with the single-axis optimal control sequences showing advantage when the noise is sufficiently far from DC. The break-even regimes where the two approaches result in similar error are mapped out by the white X’s in Fig. 3c and Fig. 3g.

While a simulation approach is useful for a comparison of the approaches, model-based methods for determining the appropriate control approach may be of the greater practical interest. To that end, we analyzed the L2 norm between the autocovariance matrices of the ARMA(1,1) models and that of DC noise. This metric is strongly rooted in classical model-based approaches to characterizing systems. Moreover, it allows for a direct comparison between noise processes based on information (i.e., the autocovariance) used by our approach to construct optimal control sequences.

There is general agreement between the break-even regimes when utilizing the L2 norm to estimate the relative performance of the two approaches. Our optimal control sequences show advantage when the L2 norm is greater than \( \sim 10 - 20\% \) of the total power \( 10^{-3} \) in our case) of the noise sequence: Fig. 3d and Fig. 3h.

This robustness of CP sequences up with \( \sim 10\% \) mixing of non-DC time-correlations is consistent with other investigations into the robustness of CP sequences under time-dependent noise [47] and appears to hold for noise outside of the regimes previously studied. Note that the L2 norm seems to be a respectable heuristic for approach selection, but these estimates are loose in some cases; see Fig. 3h as \( b_1 \rightarrow 0 \). Tighter model-informed selection criteria and the extension of these approaches to more complex ARMA models is an open question for future work.

D. ARMA Model Fit Robustness Analysis

Our method critically relies on the characterization of the control noise of the system for generating provably optimal control. While methods are established for estimating the noise of the qubit systems [10–12, 16] and have been demonstrated [25], inaccuracies in estimation can lead to imperfections in ARMA model fitting. In turn, such imperfections will influence the performance of our approach. Because of this, an analysis was performed on the robustness of this approach when there is a mismatch between the ARMA model used to generate the optimal control sequence and the true noise correlations of the system.

To do this, we again utilize a range of ARMA(1,1) models [see Fig. 4a] and calculate the optimal control for these models. Then apply that optimal control to a family of ARMA models with a defined model distance away, from the model informing the control: see Fig. 4b. For model deviations, we sampled a set of \( \sim 400 \) ARMA model parameter deviations, \( a \rightarrow a + \epsilon_a \) and \( b \rightarrow b + \epsilon_b \), such that \( |\epsilon_a| + |\epsilon_b| = \epsilon \) for a range of \( \epsilon \); examples in Fig. 4b. In the worst-case scenarios, i.e. when the error observed is greater than the model matching case, the observed infidelity had less than 5% difference from the exact model matching infidelity, Fig. 4c.

Similar to the \( 1/f^2 \) results from Fig. 2b, there appears to be a notion of relatively smooth interpolation between control noise solutions for equivalent ARMA models (equivalent \( p \) and \( q \) and similar model parameters \( (a_1, b_1) \)). This notion results in a natural robustness of this
FIG. 4. Robustness of the optimal control sequences under model mismatches between the one informing the control and the true noise. A variety of ARMA(1,1) models, red points in Fig. 4a, were utilized to generate optimal control solutions and applied to families of ARMA models that were a defined model distance, ε, from the model informing the control, Fig. 4b. The worst-case error (over all ARMA models Fig. 4a and deviations) results in less than a 5% difference relative to the optimal result (when the models match) even up to a model deviation (ε) of 10%.

An example of this weak perturbation behavior relative to the optimal solution is shown in Fig. 5 which provides an example of $1/f^2$ control noise and pure coherent (DC) dephasing at various strengths. Due to the nonconvex nature of the objective function, forward and reverse sweeps of the control solutions were performed to find good initial conditions for the optimizations due to the competition between the nonconvex dephasing contributions and the convex control noise components (see Fig. 5). For the forward sweep, constant drive solutions were used for the initial conditions for the optimizations. For the reverse sweep initial conditions, the lowest amplitude time step, $\theta_{\text{min}}$, was removed from the $K^{th}$ solution and all remaining $K - 1$ amplitudes were re-scaled by $\theta_{\text{min}}/(K - 1)$. With this approach we were able to find that, for sufficiently weak noise or for sufficiently short control pulses, the errors observed from the optimized solutions with added dephasing are within a small percent change relative to the optimal solutions (Fig. 5). This provides confidence in the achievement of a good solutions for this nonconvex case. While finding good, minimal solutions in the weak noise regime are of interest, we will not restrict ourselves to that regime in the analysis below. Furthermore, there are other interesting features of our approach outside of this regime that are discussed in Appendix C2a.
FIG. 5. Fig. 5a The error in the optimized control developed from a $1/f^2$ control noise spectra with the addition coherent dephasing at varying strengths. The lowest blue curve is the optimal solutions without a dephasing contribution. Due to the nonconvex nature of the optimization forward and reverse sweeps were performed (details in Sec. V). Fig. 5b Percent change in the optimal control solution error when weak dephasing is introduced. There are regimes where the optimized solutions are within a 10% difference (gray dashed line) from the optimal solutions.

A. Control Noise Dominant Solutions

Similar to Sec. IV B, we will start with simple ARMA model representations of the control noise and build up complexity in the ARMA model representations of the dephasing noise. For all examples below, we utilized the $1/f^2$ ARMA model for the control noise from Fig. 1 and Sec. IV B2 with $\phi_1 = 0.25$. We will start with the white dephasing noise case and then introduce pure coherent dephasing (DC dephasing) followed by $1/f^2$ dephasing for the analysis.

1. White Dephasing Noise

For the first example, we will analyze the performance of our optimal control protocols under the influence of zero-mean white dephasing noise. This example is a unique case of dephasing where we still retain the provable optimality of the control sequence. For the white noise case, the expression for the infidelity is

$$\langle |\vec{a}_1|^2 \rangle = \frac{1}{4} \left[ \vec{x}^T A \vec{z} + N \gamma_J(0) \right]$$

where we have used the quadratic form of the control noise component (see Eq. (24)) for compactness. In this case, the control has no effect on the error due to the dephasing and has a static contribution to the error proportional to the variance of the white dephasing noise times the length of the control sequence $(N \gamma_J(0))$.

2. Coherent Dephasing Noise

The second model considered was pure DC dephasing noise with $1/f^2$ control noise. The error vector component contains contributions from the $A$ and $C$ terms in Eq. (20). Fig. 6 shows the added contribution from the dephasing noise to the infidelity with a pure dephasing rate of $\mu_J = \sqrt{10^{-5}}$. In the coherent dephasing case, there was a noticeable discontinuity in the infidelity as a function of the length of the optimized control sequence. This observation highlights one of the strengths of the approach: the compactness of the ARMA representations of the noise allow for optimizations over all contributions of the total infidelity of the dynamics. This is equivalent to a weighted (according to the strength of the noise) optimization over the various noise contributions (or equivalently, filter functions over the various noise axes). The aforementioned discontinuity in the infidelity is an example of this, where the reduction in the infidelity is a result of the optimizer switching focus from mitigating control noise to dephasing (more details available in Appendix C 2a). Note that this behavior is apparent even after the reverse sweep to generate “good” initial conditions.

The ability to identify “hard decision” regimes is an attractive feature of our approach. When the dephasing and control noise have nearly equivalent power, the optimizer does not easily converge to a “good” solution. Essentially, the solutions correspond to local minima that cannot yield both control noise and dephasing suppression. However, given a characterization of the spectral features of the control and dephasing noise, we can begin to estimate relevant sequence lengths where such crossovers occur. This information enables use to develop an empirical bound on the maximum number of pulses permitted prior to reaching this regime. As an example, consider Fig. 6, where the optimal sequence length is approximately 10 gates. While this approach is not analytically rigorous, it does present a useful technique for optimal control design from an empirical perspective.
VI. DISCUSSION AND FUTURE WORK

We have demonstrated the utility of the Schrödinger Wave Autoregressive Moving Average model (SchWARMA) [58] formalism in the context of mitigating noise in systems that are dominated by time-correlated semi-classical control noise. This connection to SchWARMA models implies that the noisy control Hamiltonian can be cast as a quantum circuit with noisy gates defined by an ARMA model. The connection with noisy quantum circuits further infers an ability to fold the control sequence optimizations utilized in this work into a quantum compiler tool chain operating at the compiled quantum circuit level. For more details about the SchWARMA model formalism for simulating time-correlated circuit or the use of SchWARMA models for time-correlation noise injection in experiments, refer to [58] and [66], respectively.

For pure time-correlated control noise, we have shown that finding solutions that minimize the first-order term in the Magnus expansion of the dynamics is equivalent to a convex optimization; implying provable optimality of the designed control. The utility of this approach was demonstrated for $1/f^2$ control noise and were compared to existing multi-axis control-noise-mitigating composite pulse protocols. Furthermore, we have evidence that this approach is generally robust to errors in model estimation. This may allow for the broad use of solutions even in the case of model mismatch with tolerable deviations from optimal performance. We have also discussed the extensions to systems with strong time-correlated control noise relative to a time-correlated dephasing contribution. While the solutions lose provable optimality, we demonstrate regimes where the error from the designed control deviates by a small percentage from the optimal pure control solutions. Finally, we show the power of the SchWARMA formalism to compactly represent the total infidelity of the noisy dynamics allowing for direct minimization of the infidelity of the system. This attribute gives the optimizer the ability to make informed decisions on mitigation strategies when dephasing and control noise contributions compete.

Although we have shown particular examples of control noise, the ARMA model formalism on which the SchWARMA models are built upon are representations (equivalent up to autocorrelation) of the general family of stationary noise processes [63, 64]; providing generality of this approach to many flavors of control noise. Our approach also naturally allows for: (1) the enforcement of amplitude constraints and (2) bandwidth constraints on the control. These features follow from the additive properties of the ARMA models, which allow the user to include frequency constraints via the mixing of high-power bandlimited ARMA signals into the ARMA signals of the native noise.

The development of this approach provides a variety of follow-on directions to pursue. A prime candidate for the experimental demonstration of these mit-
igation strategies are ion trap systems. We envision a scenario where outputs of control noise spectroscopy protocols [16, 26] or simultaneous control and dephasing noise [25] are used to inform our optimal control strategy. Estimated noise spectra could be to fit ARMA models and then leveraged thereafter for constructing optimized gate sequences. While improvements on single-qubit control are advantageous, noise on two-qubit gates provide a strong contribution to the noise budget in many quantum computing approaches. Extension of this noise mitigation approach to two qubit gates, particularly modeling two-qubit Mølmer-Sørensen entangling gates from ion traps, would provide an avenue for combating amplitude drifts for these slower and more error-prone gates. Finally, ARMA models are a subclass of a greater family of models from classical signal processing. One particular family of models that may be of interest are Autoregressive Integrated Moving Average (ARIMA) models which represent non-stationary signals. It remains an open question as to whether ARIMA models could be implemented in a closed-loop control approach for mitigating non-stationary noise.

VII. ACKNOWLEDGEMENTS

We thank Ken Brown for planting the initial seed for this work on utilizing the SchWARMA formalism in the context of mitigating time-correlated control noise. CT, KS, PT, LN, GQ, and BC acknowledge funding from the U.S. Department of Energy (DOE), Office of Science, Office of Advanced Scientific Research (ASCR), Accelerated Research in Quantum Computing (ARQC) program, Grant No. DE-SC0020316. PT acknowledges funding from the DOE, Office of Science, ASCR, Quantum Computing Application Teams program, under field-work Proposal No. ERKJ347. The views and conclusions contained herein are those of the authors and should not be interpreted as necessarily representing the official policies or endorsements, either expressed or implied, of the United States Department of Energy or the U.S. Government.

[1] V. Giovannetti, S. Lloyd, and L. Maccone, Nature Photonics 5, 222 (2011).
[2] C. L. Degen, F. Reinhard, and P. Cappellaro, Rev. Mod. Phys. 89, 035002 (2017).
[3] J. Chen, Journal of Physics: Conference Series 1865, 022008 (2021).
[4] J. Preskill, arXiv:2106.10522 [quant-ph].
[5] J. D. Whitfield, J. Yan, W. Wang, J. T. Heath, and B. Harrison, arXiv:2201.09877 [quant-ph].
[6] I. F. D. Dong, IET Control Theory & Applications 4, 2651 (2010).
[7] M. James, Annual Review of Control, Robotics, and Autonomous Systems 4, 343 (2021).
[8] D. Gottesman, in Quantum information science and its contributions to mathematics, Proceedings of Symposia of Applied Mathematics, Vol. 68 (2010) pp. 14–38.
[9] E. T. Campbell, B. M. Terhal, and C. Vittol, Nature 549, 172 (2017).
[10] R. J. Schoelkopf, A. A. Clerk, S. M. Girvin, K. W. Lehnert, and M. H. Devoret, Quantum Noise in Mesoscopic Physics, NATO Science Series, Vol. 97 (Springer, Dordrecht, 2003) p. 173.
[11] L. Faoro and L. Viola, Phys. Rev. Lett. 92, 117905 (2004).
[12] K. C. Young and K. B. Whaley, Phys. Rev. A 86, 012314 (2012).
[13] L. M. Norris, G. A. Paz-Silva, and L. Viola, Phys. Rev. Lett. 116, 150503 (2016).
[14] P. Szatokowski, M. Trippenbach, and L. Cywiński, Phys. Rev. A 94, 012109 (2016).
[15] G. A. Paz-Silva, L. M. Norris, and L. Viola, Phys. Rev. A 95, 022121 (2017).
[16] L. M. Norris, D. Lucarelli, V. M. Frey, S. Mavadia, M. J. Biercuk, and L. Viola, Phys. Rev. A 98, 032315 (2018).
[17] G. A. Alvarez and D. Suter, Phys. Rev. Lett. 107, 230501 (2011).
[18] J. Bylander, S. Gustavsson, F. Yan, F. Yoshihara, K. Harrabi, G. Fitch, D. G. Cory, Y. Nakamura, J.-S. Tsai, and W. D. Oliver, Nature Physics 7, 565 (2011).
[19] I. Almog, Y. Sagip, G. Gordon, G. Bensky, G. Kurizki, and N. Davidson, Journal of Physics B: Atomic, Molecular and Optical Physics 44, 154006 (2011).
[20] S. Kotler, N. Akerman, Y. Glickman, and R. Ozeri, Phys. Rev. Lett. 110, 110503 (2013).
[21] J. T. Muhonen, J. P. Dehollain, A. Laucht, F. E. Hudson, R. Kalra, T. Sekiguchi, K. M. Itoh, D. N. Jamieson, J. C. McCallum, A. S. Dzurak, and A. Morello, Nature Nanotechnology 9, 986 (2014).
[22] Y. Romach, C. Müller, T. Uden, L. J. Rogers, T. Isoda, K. M. Itoh, M. Markham, A. Stacey, J. Meijer, S. Pezzagna, B. Naydenov, L. P. McGuinness, N. Bar-Gill, and F. Jelezko, Phys. Rev. Lett. 114, 017601 (2015).
[23] I. Almog, G. Loewenthal, J. Coslovsky, Y. Sagip, and N. Davidson, Phys. Rev. A 94, 042317 (2016).
[24] F. K. Malinowski, F. Martins, L. Cywiński, M. S. Rudner, P. D. Nissen, S. Fallahi, G. C. Gardner, M. J. Manfra, C. M. Marcus, and F. Kuemmeth, Phys. Rev. Lett. 118, 177702 (2017).
[25] V. Frey, L. M. Norris, L. Viola, and M. J. Biercuk, Phys. Rev. Applied 14, 024021 (2020).
[26] R. Barr, Y. Oda, G. Quiroz, B. D. Clader, and L. M. Norris, arXiv:2204.10894 [quant-ph].
[27] M. Ban, Journal of Modern Optics 45, 2315 (1998).
[28] L. Viola and S. Lloyd, Phys. Rev. A 58, 2733 (1998); L. Viola, E. Knill, and S. Lloyd, Phys. Rev. Lett. 82, 2417 (1999).
[29] P. Zanardi, Physics Letters A 258, 77 (1999).
[30] D. Vitali and P. Tombesi, Phys. Rev. A 59, 4178 (1999).
[31] A. G. Kofman and G. Kurizki, Phys. Rev. Lett. 87, 270405 (2001).
[32] G. S. Uhrig, *Phys. Rev. Lett.* **98**, 100504 (2007).

[33] M. J. Biercuk, A. C. Doherty, and H. Uys, *Journal of Physics B: Atomic, Molecular and Optical Physics* **44**, 154002 (2011).

[34] Z.-K. Su and S.-J. Jiang, *Journal of Physics B: Atomic, Molecular and Optical Physics* **45**, 025502 (2012).

[35] G. A. Paz-Silva and L. Viola, *Phys. Rev. Lett.* **113**, 250501 (2014).

[36] T. J. Green, J. Sastrawan, H. Uys, and M. J. Biercuk, *New Journal of Physics* **15**, 095004 (2013).

[37] T. Green, H. Uys, and M. J. Biercuk, *Phys. Rev. Lett.* **109**, 020501 (2012).

[38] M. J. Biercuk, H. Uys, A. P. VanDevender, N. Shiga, W. M. Itano, and J. J. Bollinger, *Phys. Rev. A* **79**, 062324 (2009); *Nature* **458**, 996 (2009); A. Soare, H. Ball, D. Hayes, J. Sastrawan, M. C. Jarratt, J. J. McLaughlin, X. Zhen, T. J. Green, and M. J. Biercuk, *Nature Physics* **10**, 825 (2014).

[39] G. de Lange, Z. H. Wang, D. Ristète, V. V. Dobrovitski, and R. Hanson, *Science* **330**, 60 (2010).

[40] H. Bluhm, S. Foletti, I. Neder, M. Rudner, D. Mahalu, V. Umansky, and A. Yacoby, *Nature Physics* **7**, 109 (2011).

[41] J. Medford, L. Cywiński, C. Barthel, C. M. Marcus, M. P. Hanson, and A. C. Gossard, *Phys. Rev. Lett.* **108**, 086802 (2012).

[42] M. H. Levitt, *Progress in Nuclear Magnetic Resonance Spectroscopy* **18**, 61 (1986).

[43] S. Wimperis, *Journal of Magnetic Resonance, Series A* **109**, 221 (1994).

[44] K. R. Brown, A. W. Harrow, and I. L. Chuang, *Phys. Rev. A* **70**, 052318 (2004).

[45] W. G. Alway and J. A. Jones, *Journal of Magnetic Resonance* **189**, 114 (2007).

[46] J. True Merrill and K. R. Brown, (), arXiv:1203.6392 [quant-ph].

[47] C. Kabytayev, T. J. Green, K. Khodjasteh, M. J. Biercuk, L. Viola, and K. R. Brown, *Phys. Rev. A* **90**, 012316 (2014).

[48] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, *Rev. Mod. Phys.* **75**, 281 (2003).

[49] H. Häffner, C. Roos, and R. Blatt, *Physics Reports* **469**, 155 (2008).

[50] N. Timoney, V. Elman, S. Glaser, C. Weiss, M. Johannings, W. Neuhauser, and C. Wunderlich, *Phys. Rev. A* **77**, 052334 (2008).

[51] W. Rakrueangdet, J. H. Lee, K. F. Lee, B. E. Mischuck, E. Montano, and P. S. Jessen, *Phys. Rev. A* **79**, 022316 (2009).

[52] C. M. Shappert, J. T. Merrill, K. R. Brown, J. M. Amini, C. Volin, S. C. Doret, H. Hayden, C.-S. Pai, K. R. Brown, and A. W. Harter, *New Journal of Physics* **15**, 083053 (2013).

[53] J. True Merrill, S. C. Doret, G. D. Vittorini, J. P. Addision, and K. R. Brown, arXiv:1401.1121 [quant-ph].

[54] E. Mount, C. Kabytayev, S. Crain, R. Harper, S.-Y. Baek, G. Vrijsen, S. T. Flammia, K. R. Brown, P. Maunz, and J. Kim, *Phys. Rev. A* **92**, 060301 (2015).

[55] K. Khodjasteh and L. Viola, *Phys. Rev. Lett.* **102**, 080501 (2009).

[56] K. Khodjasteh and L. Viola, *Phys. Rev. A* **80**, 032314 (2009).

[57] K. Khodjasteh, H. Bluhm, and L. Viola, *Phys. Rev. A* **86**, 042329 (2012).

[58] K. Schultz, G. Quiroz, P. Titum, and B. D. Clader, *Phys. Rev. Research* **3**, 033229 (2021).

[59] D. Luccarelli, *Phys. Rev. A* **97**, 062346 (2018).

[60] J. True Merrill and K. R. Brown, (), arXiv:1203.6392 [quant-ph].

[61] C.-H. Huang and H.-S. Goan, *Phys. Rev. A* **95**, 062325 (2017).

[62] W. Magnus, *Communications on Pure and Applied Mathematics* **7**, 649 (1954).

[63] D. J. Farlie, *Journal of the Operational Research Society* **15**, 410 (1964).

[64] G. Box and G. M. Jenkins, *Time Series Analysis: Forecasting and Control* (Holden-Day, 1976).

[65] S. Plaszczynski, *Fluctuation and Noise Letters* **07**, R1 (2007).

[66] A. Murphy, J. Epstein, G. Quiroz, K. Schultz, L. Tewala, K. McElroy, C. Trout, B. Tien-Street, J. A. Hoffmann, B. D. Clader, J. Long, D. P. Pappas, and T. M. Sweeney, *Phys. Rev. Research* **4**, 013081 (2022).

[67] M. W. Reinsch, *Journal of Mathematical Physics* **41**, 2434 (2000).
Appendix A: Magnus Expansion

In this section, we will outline the Magnus expansion as it pertains to the computation of the error dynamics of our composite control sequences. In our case, the Magnus expansion is utilized to compute the effective error dynamics introduced from the noise Hamiltonians participating in the noisy control sequences. To do so, we aim to solve the Schrödinger equation:

\[
\frac{\partial}{\partial t} U(t, t_0) = \hat{H}(t) U(t, t_0)
\]

where \( \hat{H} = -i\hat{H}(t)/\hbar \) with the initial condition \( U(t_0, t_0) = I \). For the examples in the main text, the Hamiltonians under analysis are the “toggling frame” error Hamiltonians with respect to the ideal control, \( \hat{H}_e(t_j, t_{j-1}) \) from Eq. (9), with an additional toggling frame update with respect to the total accumulated ideal control due to the composition of multiple gates within a gate sequence, see Eq. (1).

A solution for Eq. (A1) is known and can be represented as an infinite series expansion with respect to the solution of the noise Hamiltonian in the interaction picture with respect to the ideal gate frame (Eq. (9)), \( \hat{H}_e(t_j, t_{j-1}) = U_{\text{gate}}(t_j, t_{j-1})^\dagger \hat{H}_e U_{\text{gate}}(t_j, t_{j-1}) \). In many instances, exact computation of the propagator for the error dynamics, \( \hat{U}(t_j, t_{j-1}) = \exp(-i \int_{t_{j-1}}^{t_j} ds \hat{H}_e(s, 0)) = \exp(-i \hat{\Phi}_j) \), is not possible and must be approximated. To that end, the Magnus expansion [62] is typically employed which expands the exponent into an infinite sum of nested commutators; i.e.:

\[
\hat{U}(t, 0) = \exp \left( \sum_{k=1}^{\infty} \Omega_k(t, 0) \right)
\]

where the terms in the Magnus expansion are of the form:

\[
\Omega_1(t, 0) = \int_0^t d\tau \hat{H}(\tau, 0) \\
\Omega_n \geq 2(t, 0) = \sum_{j=1}^{n-1} \frac{B_j}{j!} \int_0^t d\tau S_n^{(j)}(\tau, 0)
\]

where \( B_j \) are Bernoulli numbers, \( \tilde{\hat{H}}_e(t, 0) = -i\tilde{\hat{H}}_e(t, 0) \), and \( S_n^{(j)} \) is defined recursively where:

\[
S_n^{(k)}(t, 0) = \sum \left[ \Omega_{i_1}, \ldots, \Omega_{i_k}, \tilde{\hat{H}}_e(t, 0) \right] \text{ s.t. } i_1 + \ldots + i_k = n - 1
\]

Using the above equations, we can write the first couple of terms in the Magnus expansion:

\[
\Omega_1(t, 0) = \int_0^t dt_1 \tilde{\hat{H}}_e(t, 0) \\
\Omega_2(t, 0) = \frac{1}{2} \int_0^t dt_1 \int_0^{t_1} dt_2 \left[ \tilde{\hat{H}}_e(t_1, 0), \tilde{\hat{H}}_e(t_2, 0) \right] \\
\Omega_3(t, 0) = \frac{1}{6} \int_0^t dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 \left\{ \left[ \tilde{\hat{H}}_e(t_1, 0), \left[ \tilde{\hat{H}}_e(t_2, 0), \tilde{\hat{H}}_e(t_3, 0) \right] \right] + \left[ \tilde{\hat{H}}_e(t_1, 0), \tilde{\hat{H}}_e(t_2, 0), \tilde{\hat{H}}_e(t_3, 0) \right] \right\}
\]

Green et al. [37] have shown the prescription for representing the terms in the Magnus expansion in terms of contributions to the error vector representation of the noise:

\[
\hat{U}(t, 0) = \exp \left( \sum_{k=1}^{\infty} \Omega_k(t, 0) \right) = \exp(-i \vec{a}(\tau) \cdot \vec{\sigma})
\]

where \( \vec{a}(\tau) \cdot \vec{\sigma} = \sum_{k=1}^{\infty} \vec{a}_i \cdot \vec{\sigma} \). In the case where one can factor out the semi-classical variable defining the noise from the effective error dynamics, i.e. \( \hat{H}_e(t, 0) = \beta(t, 0)/2 \vec{s}_i(t, 0) \cdot \vec{\sigma} \), one can equivalent represent the terms in the Magnus expansion with respect to the error vector as:

\[
\Omega_n(t, 0) = -i \vec{a}_n(t, 0) \cdot \vec{\sigma}
\]
and the terms are recursively defined with respect to the control vector, $s_1(t,0)$. The first few terms are of the form:

\[
\begin{align*}
\tilde{a}_1(t,0) &= \int_0^t dt_1 \left( \frac{\beta(t,0)}{2} \right) s_1(t,0) \\
\tilde{a}_2(t,0) &= \int_0^t dt_1 \int_0^{t_1} dt_2 \left( \frac{\beta(t_1,0)}{2} \right) \left( \frac{\beta(t_2,0)}{2} \right) s_2(t_1, t_2, 0, 0) \\
\tilde{a}_3(t,0) &= \int_0^t dt_1 \int_0^{t_1} dt_2 \int_0^{t_2} dt_3 \left( \frac{\beta(t_1,0)}{2} \right) \left( \frac{\beta(t_2,0)}{2} \right) \left( \frac{\beta(t_3,0)}{2} \right) s_2(t_1, t_2, t_3, 0, 0, 0)
\end{align*}
\]

(A8)

where

\[
\begin{align*}
\tilde{s}_2(t_1, t_2, 0, 0) &\equiv \tilde{s}_1(t_2, 0) \times \tilde{s}_1(t_1, 0) \\
\tilde{s}_3(t_1, t_2, t_3, 0, 0, 0) &\equiv \tilde{s}_1(t_3, 0) \times [\tilde{s}_1(t_2, 0) \times \tilde{s}_1(t_1, 0)] + [\tilde{s}_1(t_3, 0) \times \tilde{s}_1(t_2, 0)] \times \tilde{s}_1(t_1, 0).
\end{align*}
\]

(A9)

For the case of only control noise (see Sec. IV), one can factor out the control noise, $\epsilon(t)$, from the expression for $\tilde{H}_e$ and apply the construction for the higher-order terms with respect to the error vector as shown above; the analysis of higher order terms for the examples the main text (Sec. IVB) are presented in Appendix D 1. For the case of control noise and dephasing, there are two variables defining the semi-classical noise, $\epsilon(t)$ and $\tilde{J}(t)$, that results in complications when constructing an error vector representation of the higher order terms in the Magnus expansion discussed in Appendix D 2.
Appendix B: Derivation of the First-Order Term for the Control Noise and Dephasing

In this section, we will show how we obtained the objective function in Eq. (20) by applying the control frame and subsequent simplifications. Starting with the definition of the error per gate from Eq. (9), \( \tilde{H}_e(t_j, t_{j-1}) = \hat{U}_{\text{gate}}(t_j, t_{j-1}) \hat{H}_e \hat{U}_{\text{gate}}(t_j, t_{j-1}) \), and noting that our Hamiltonian from Eq. (14) is of the form:

\[
H(t) = \frac{J(t)}{2} \sigma_z + (1 + \epsilon(t)) \frac{\Omega(t)}{2} \sigma_x ,
\]

we can obtain the Hamiltonian in the interaction picture with respect to the ideal control:

\[
\tilde{H}_e(t) = \frac{J(t)}{2} (\cos(\Omega(t)) \sigma_z + \sin(\Omega(t)) \sigma_y ) + \epsilon(t) \frac{\Omega(t)}{2} \sigma_x .
\]

We can then obtain an EPG of the form from Eq. (16):

\[
\Phi_{Q_j} = \frac{J_j}{2} (\cos(\theta_j) \sigma_z + \sin(\theta_j) \sigma_y ) \]

\[
+ \frac{\epsilon_j}{2} \sigma_x
\]

which was used in the analysis of the main text.

We can obtain each individual error per gate at times \( j \) by making use of the Baker-Campbell-Hausdorff (BCH) [67] formula

\[
e^{i \lambda G} a e^{-i \lambda G} = A + i \lambda [G, A] + \frac{(i \lambda)^2}{2!} [G, [G, A]] + \frac{(i \lambda)^3}{3!} [G, [G, [G, A]]] + \ldots + \frac{(i \lambda)^n}{n!} [G, [G, \ldots [G, A] \ldots]]
\]

We can then compute each non-commuting term in \( \tilde{H}_{e,j} \). To start, we can compute the first few terms in the \( \tilde{J}_j \) non-commuting terms (noting that the \( \mu_j \) terms have a similar form): \([G, A] = [\sigma_x, \tilde{J}_j/2\sigma_z] = -i \tilde{J}_j, [G, [G, A]] = [\sigma_x, -i \tilde{J}_j \sigma_y] = 2 \tilde{J}_j, \ldots \) resulting in an error per gate at time \( j \) (Eq. (17)) of

\[
\tilde{H}_{e,j} = A + B + C
\]

\[
A = \frac{\mu_j}{2} \left[ \sum_{k=0}^{\infty} (-1)^k \frac{\theta_{2k}^j}{(2k)!} \right] \sigma_z + \left[ \sum_{k=0}^{\infty} (-1)^k \frac{\theta_{2k+1}^j}{(2k+1)!} \right] \sigma_y = \frac{\mu_j}{2} [\cos(\theta_j) \sigma_z + \sin(\theta_j) \sigma_y]
\]

\[
B = \frac{\tilde{J}_j}{2} \left[ \sum_{k=0}^{\infty} (-1)^k \frac{\theta_{2k}^j}{(2k)!} \right] \sigma_z + \left[ \sum_{k=0}^{\infty} (-1)^k \frac{\theta_{2k+1}^j}{(2k+1)!} \right] \sigma_y = \frac{\tilde{J}_j}{2} [\cos(\theta_j) \sigma_z + \sin(\theta_j) \sigma_y]
\]

\[
C = \frac{\epsilon_j \theta_j}{2} \sigma_x
\]

Now, our goal is to compute the erroneous dynamics of multiple time steps of erroneous gates; truncated up to first order in the Magnus expansion of the noise. The generator for the total error dynamics are represented as
[55] \exp(-i\Phi_A) where \Phi_A = \sum_{i=1}^{\infty} \Phi_A^{[i]} is an infinite sum of the \textit{i}^{th} order terms in the Magnus expansion. We will truncate this expansion up to first order, requiring the evaluation of the sum \Phi_A^{[1]} = \sum_{j=1}^{N} P_{j-1}^{\dagger} \Phi_j P_{j-1} \text{ (Eq. (3)) where } P_j = \exp(-i\sigma_0 \sum_{j=1}^{j} \theta_j \sigma_z/2). Therefore, the final piece is to analyze the error per gate terms modulated according to the accumulated ideal control up to time \textit{j} (see Eq. (8)). We can again make use of the BCH formula to evaluate a single term for a given time step \textit{j}:

\begin{align*}
P_{j-1}^{\dagger} \Phi_j P_{j-1} &= A' + B' + C' \\
A' &= \frac{\mu_j}{2} \left\{ \cos(\theta_j) \left[ \left( \sum_{k=0}^{\infty} (-1)^k \frac{\Theta_j^{2k-1}}{(2k)!} \right) \sigma_z + \left( \sum_{k=0}^{\infty} (-1)^k \frac{\Theta_j^{2k+1}}{(2k+1)!} \right) \sigma_y \right] \\
&\quad + \sin(\theta_j) \left[ \left( \sum_{k=0}^{\infty} (-1)^k \frac{\Theta_j^{2k}}{(2k)!} \right) \sigma_y + \left( \sum_{k=1}^{\infty} (-1)^k \frac{\Theta_j^{2k-1}}{(2k-1)!} \right) \sigma_z \right] \right\} \\
&= \frac{\mu_j}{2} \left\{ \cos(\theta_j) \left[ \cos(\Theta_j) \sigma_z + \sin(\Theta_j) \sigma_y \right] + \sin(\theta_j) \left[ \cos(\Theta_j) \sigma_y - \sin(\Theta_j) \sigma_z \right] \right\} \\
&= \frac{\mu_j}{2} \left\{ \cos(\theta_j + \Theta_j) \sigma_z + \sin(\theta_j + \Theta_j) \sigma_y \right\} \\
&= \frac{\mu_j}{2} \left\{ \cos(\Theta_j, 1) \sigma_z + \sin(\Theta_j, 1) \sigma_y \right\}
\end{align*}

\begin{align*}
B' &= \frac{j_j}{2} \left\{ \cos(\theta_j) \left[ \left( \sum_{k=0}^{\infty} (-1)^k \frac{\Theta_j^{2k}}{(2k)!} \right) \sigma_z + \left( \sum_{k=0}^{\infty} (-1)^k \frac{\Theta_j^{2k+1}}{(2k+1)!} \right) \sigma_y \right] \\
&\quad + \sin(\theta_j) \left[ \left( \sum_{k=0}^{\infty} (-1)^k \frac{\Theta_j^{2k-1}}{(2k)!} \right) \sigma_y + \left( \sum_{k=1}^{\infty} (-1)^k \frac{\Theta_j^{2k}}{(2k-1)!} \right) \sigma_z \right] \right\} \\
&= \frac{j_j}{2} \left\{ \cos(\theta_j + \Theta_j) \sigma_z + \sin(\theta_j + \Theta_j) \sigma_y \right\} \\
&= \frac{j_j}{2} \left\{ \cos(\Theta_j, 1) \sigma_z + \sin(\Theta_j, 1) \sigma_y \right\}
\end{align*}

\begin{align*}
C' &= \frac{\epsilon_j \theta_j}{2} \sigma_z \\
P_{j-1}^{\dagger} \Phi_j P_{j-1} &= \frac{\mu_j}{2} \left\{ \cos(\Theta_j, 1) \sigma_z + \sin(\Theta_j, 1) \sigma_y \right\} + \frac{j_j}{2} \left\{ \cos(\Theta_j, 1) \sigma_z + \sin(\Theta_j, 1) \sigma_y \right\} + \frac{\epsilon_j \theta_j}{2} \sigma_z
\end{align*}

where \Theta_{b,a} = \sum_{c=a}^{b} \theta_c. We can equivalently represent the first order term in the noisy dynamics \exp(-i\Phi_A^{[1]}) in an error vector representation \exp(-i\tilde{a}_1) where

\begin{align*}
\tilde{a}_1 &= \left( \sum_{j=0}^{N} \frac{\epsilon_j \theta_j}{2} + \frac{j_j}{2} \right) \sin(\Theta_j, 1) \\
&\quad + \left( \sum_{j=0}^{N} \frac{\epsilon_j \theta_j}{2} + \frac{j_j}{2} \right) \cos(\Theta_j, 1)
\end{align*}

Our goal now is to use this error error vector to compute the necessary expression to understand the first order contribution (w.r.t the Magnus expansion) to the infidelity with respect to the dynamics of the noise.

To do this (up to first order in the Magnus expansion), we simply need to compute the expression \langle \tilde{a}_1^2 \rangle. We get the
following expression:

\[
\langle \vec{a}_2^2 \rangle = F_{xx} + F_{yy} + F_{zz}
\]

\[
F_{xx} = \frac{1}{4} \left[ \gamma_{\epsilon}(0) \sum_{i=1}^{N} \theta_i^2 + 2 \sum_{h=1}^{\infty} \gamma_{\epsilon}(h) \sum_{i=h+1}^{N} \theta_i \theta_{i-h} \right]
\]

\[
F_{yy} = \frac{1}{4} \left[ \mu^2_j \sum_{i=1}^{N} \sin^2(\Theta_{i,1}) + 2 \mu^2_j \sum_{h=1}^{\infty} \sum_{i=h+1}^{N} \sin(\Theta_{i,1}) \sin(\Theta_{i-h,1}) + \gamma_{\epsilon}(0) \sum_{i=1}^{N} \sin^2(\Theta_{i,1}) \right. \\
\left. + 2 \sum_{h=1}^{\infty} \gamma_{j}(h) \sum_{i=h+1}^{N} \sin(\Theta_{i,1}) \sin(\Theta_{i-h,1}) \right]
\]

\[
F_{zz} = \frac{1}{4} \left[ \mu^2_j \sum_{i=1}^{N} \cos^2(\Theta_{i,1}) + 2 \mu^2_j \sum_{h=1}^{\infty} \sum_{i=h+1}^{N} \cos(\Theta_{i,1}) \cos(\Theta_{i-h,1}) + \gamma_{\epsilon}(0) \sum_{i=1}^{N} \cos^2(\Theta_{i,1}) \right. \\
\left. + 2 \sum_{h=1}^{\infty} \gamma_{j}(h) \sum_{i=h+1}^{N} \cos(\Theta_{i,1}) \cos(\Theta_{i-h,1}) \right]
\]

where we have dropped in the ARMA formalism for the representation of the noise to describe the noisy trajectory correlations. Making use of trigonometric identities allows for the simplification into the form of Eq. (20):

\[
\langle \vec{a}_1^2 \rangle = \frac{1}{4} \left[ A + B + C \right]
\]

\[
A = \mu^2_j \left( N + \sum_{h=1}^{\infty} \sum_{i=h+1}^{N} \cos(\Theta_{i,i-h}) \right)
\]

\[
B = N \gamma_{j}(0) + 2 \sum_{h=1}^{\infty} \gamma_{j}(h) \sum_{i=h+1}^{N} \cos(\Theta_{i,i-h})
\]

\[
C = \gamma_{\epsilon}(0) \sum_{j=1}^{N} \theta_j^2 + 2 \sum_{h=1}^{\infty} \gamma_{\epsilon}(h) \sum_{i=h+1}^{N} \theta_i \theta_{i-h}
\]

which is used for the dephasing analysis of this work.
Appendix C: Control Noise Dominant Solution Examples

1. Control Noise Only
   
a. Bandlimited Noise

For this additional example, we aim to demonstrate the ability of the approach to find control solutions that optimally mitigate the control noise. To do so, we focused on two flavors of bandlimited control noise: low-pass and pass-band noise. The ARMA models for these processes are more complicated and therefore do not have an intuitive representation with respect to the model, but the ARMA model coefficients can be easily generated with standard finite-impulse response filters from signal processing. Fig. 7c. shows the power spectrum of the noise solutions, shown in Fig. 7d., relative to power spectrum of the noise. The resulting control noise solutions from the convex optimization generated filter functions that overlap with the appropriate band of the noise for both the pass-band and low-pass noise cases as shown in Fig. 7c.

2. Control Noise Dominant Solutions
   
a. Coherent Dephasing Noise

In this section, we will analyze the discontinuity in the control solutions for the coherent dephasing case in Sec. V A 2 (figure Fig. 6). This discontinuity is a consequence of our approach minimizing the total infidelity of the operation which contains both control noise and dephasing contributions to the total infidelity. Therefore, the jump in observed error from the solutions is due to a switching of the optimizer from control noise focused to dephasing noise focused solutions at larger integration times of the noise (recall we have a static DC dephasing term in time here, term $B$ in Eq. (20)). These relative contributions to the total infidelity from the control noise and dephasing terms before ($K = 25$) and after ($K = 26$) the discontinuity are shown in figure Fig. 8 as well as their associated control solutions. To understand the change in the control solutions, we will transform into a filter function perspective in regards to the noise and control. Specifically, we will plot the dephasing and control filter functions and compare them to the

![Image](a) Power spectrum of bandlimited noise.  
(b) Optimal control for the bandlimited noise examples.

FIG. 7. Optimal control sequences for ARMA model defined stationary noise processes from Appendix C 1 a. For these examples, the power of the noise ($\sigma^2_w$) was scaled for visualization purposes. (a) Power spectra for pass-band (top) and low-pass control noise and the power spectrum of the optimal control. Our approach successfully locates control noise solutions concentrated at the low power bands of the noise spectra. (b) The time domain optimal control sequences for pass-band (top) and low-pass (bottom) control noise.
FIG. 8. Filter function perspective on the discontinuity in the control solutions for the coherent dephasing case from figure Fig. 6 and Sec. V A 2. The discontinuity is a result of the optimizer switching between control pulses that focus on mitigating the control noise/dephasing contribution to the infidelity for pulse lengths $K = 25/K = 26$. (a) The relative contribution to the total infidelity from the control noise and dephasing terms for the $K = 25$ and $K = 26$ solutions. (b) The change in control solutions from the control noise focused to the dephasing noise focused mitigation schemes. (c) The corresponding dephasing filter functions for the aforementioned solutions. The coherent dephasing noise (DC, i.e. zero frequency) has all of its contribution at zero frequency, with the $K = 26$ dephasing filter function having a reduced DC component relative to the $K = 25$ control solution. (d) The corresponding control noise filter functions for the aforementioned solutions. The power of the control noise has been rescaled for visual purposes. The $K = 25$ control noise solution filter function has a reduced low frequency overlap with the control noise spectrum relative to the $K = 26$ solution.

The power spectrum of the control. The control and dephasing filter function components are defined accordingly [25]:

\[
F_{xx}(\omega, \tau) = \int_0^\tau ds \Omega(s) e^{i\omega s}
\]

\[
F_{zy}(\omega, \tau) = \int_0^\tau ds \sin \Theta(s) e^{i\omega s}
\]

where \(\Theta(t) = \int_0^t ds \Omega(s)\) and \(\Omega(s)\) is the time-dependent amplitude of the control. In the filter function picture, the choice of control from the optimization becomes clear with the relative contribution of the low frequency magnitudes of the control noise filter function, \(|F_{xx}|^2\), and dephasing filter function, \(|F_{zy}|^2\), swapping dominant contributions between $K = 25$ (control noise mitigation focused) and $K = 26$ (dephasing noise mitigation focused); recall both the DC dephasing noise and $1/f^2$ control noise spectra have significant low-frequency contributions.
Appendix D: Higher Order Terms in the Magnus Expansion

1. Higher Order Term Contribution for the Control Noise Solutions

In this section, we will discuss the weak noise limit assumption for our constructed optimal control for pure time-correlated control noise. In the main text, we have provided insight into the minimization of the infidelity represented by the first order term in the Magnus expansion of the dynamics. While optimal solutions can be found that minimize this approximation to the infidelity, there exists the question of whether the minimization of $\langle |\vec{a}_1|^2 \rangle$ is sufficient, or if higher order effects will significantly contribute to the dynamics. In this section, we will run through such an analysis for the $1/f^2$ control noise solutions from Sec. IV B 2.

To start, we will discuss a simple back of the envelope calculation for potential ARMA model representations of the noise that may lie within this weak noise limit regime recalling that these solutions will serve as a lower bound on the erroneous dynamics of ARMA model representations of the noise with stronger temporal correlations. For this approach, we will make use of the white noise limit solutions to understand bounds under which the noise power may be too strong to meet the “weak noise limit” regime. Recall, the white control noise optimal solutions are of the form (Eq. (30)):

$$\langle |\vec{a}_1|^2 \rangle = \sigma_w^2 \frac{\theta_g^2}{4N}$$

where the variance of the white noise ($S_w(\omega) = \sigma_w^2$) defines the power of the noise for the ARMA processes (Eq. (28)):

$$S_v(\omega) = S_w(\omega) \frac{\left| \sum_{j=0}^{q} b_j \exp(-ij\omega) \right|^2}{\left| 1 + \sum_{k=0}^{p} a_k \exp(-ik\omega) \right|^2}$$

Analyzing the higher order terms of the form [36–38]:

$$F_{av} = \frac{1}{2} \left[ 1 + \sum_{m=0}^{\infty} (-1)^m \frac{2^{2m}}{(2m)!} \left( \langle |\vec{a}_1|^2 \rangle \right)^m \right] =$$

$$= 1 - \langle |\vec{a}_1|^2 \rangle + \frac{\langle |\vec{a}_1|^2 \rangle^2}{3} - \frac{2 \langle |\vec{a}_1|^2 \rangle^3}{45} + ...$$

allow for us to compute the relative contributions of the second and first order terms in the expansion of the infidelity shown in figure Fig. 9. In figure Fig. 9, we can identify regimes under which the first order term in the infidelity contributes to the bulk (90%) of the contribution to the infidelity.

![FIG. 9. The ratio of the second order to first order term in the expansion of the error dynamics with respect to the infidelity for the optimal white control noise solutions for various powers of the noise, $\sigma_w^2$. The target logic gate in this example is $\exp(-i\theta_g \sigma_x/2)$ with $\theta_g = \pi$. The gray dashed line indicates a 10% contribution of the second order term to the infidelity relative to the first order term.](image-url)
With noise powers that pass the “white noise limit test”, we can repeat the analysis of the higher order terms to gain a refined understanding of the weak noise limit for the noise of interest when additional correlations are at play. We will repeat the above analysis, but with the $1/f^2$ control noise examples from Sec. IV B 2 to demonstrate this more refined analysis as well. Fig. 10, shows an example of this analysis for the $1/f^2$ control noise spectrum with white noise cutoff from Sec. IV B 2. For the example, we used an AR(1) model of the $1/f^2$ spectrum with $a_1 = 0.75$ and scaled the power, $a_w^2$, of the noise to examine regimes that adhere to our “weak noise limit” criterion. Note that the correlated noise cases will scale less favorably than the white noise case, however good weak noise limit regimes are obtainable in spite of the increase in the error terms from the included correlations.

2. Higher-Order Terms for Simultaneous Control and Dephasing Noise

In this section we will provide the relevant details to understand the higher order terms in the Magnus expansion for the non-commuting case of time-correlated control noise and time-correlated dephasing. Due to the existence of two semi-classical variables defining the control and dephasing noise, the analysis of the higher-order terms in the Magnus expansion (with respect to the error vector components) are subtly different than the treatment in [37]. We will run through the computation of such higher order terms as well as compute their contributions relative to the Monte Carlo error from the simulations in Sec. V A 2. Green at al. [37] have shown that the computation of the second order terms require the computation of the following terms:

$$F_{av} = 1 - \sum_p \langle a_{1,p}^2 \rangle - \left[ \sum_p \langle \bar{a}_{2,p}^2 \rangle + 2 \langle \bar{a}_{1,p} \bar{a}_{3,p}^T \rangle - \frac{1}{3} \sum_{p,q} \langle \bar{a}_{1,p} \bar{a}_{1,q} \rangle \right] + \ldots \quad (D4)$$

where the summations over $p, q$ are over the $x, y,$ and $z$ components of the respective error vector and $\bar{a}_1$ is defined from Eq. (B8) in Appendix B for our examples in the main text. Recall from the pure control noise example that $\langle a_1^2 \rangle$ is simply $\langle a_1^2 \rangle^2$ (see Appendix D 1); leaving only the evaluation of the terms $\langle a_2^2 \rangle$ and $\langle \bar{a}_1 \bar{a}_3^T \rangle$ to be done.

For the analysis of these terms, we need to first revisit the first-order term, $\bar{a}_1$, which we defined as:

$$\bar{a}_1(\tau) = \frac{1}{2} \int_0^\tau d\tau \bar{s}_1(t) \approx \frac{1}{2} \sum_{j=0}^N \bar{s}_1^j \quad (D5)$$
where

\[
\hat{s}_1(t) = \begin{pmatrix} \epsilon(t) \Omega(t) \\ J(t) \sin(\Theta(t)) \\ J(t) \cos(\Theta(t)) \end{pmatrix} \approx \hat{s}_1^j = \begin{pmatrix} \epsilon_j \Omega_j^j \\ J_j \sin(\Theta_{1,j}) \\ J_j \cos(\Theta_{1,j}) \end{pmatrix}
\]

(6)

where we employed that same noise/control slicing and integration ideas from the main text; i.e. \( \beta(t) \rightarrow \beta_j = \int_{t_j-1}^{t_j} ds \beta(s) \). As mentioned before, this approach differs slightly from [37] due to the existence of multiple noise sources that do not allow factoring out of the noise to construct a true “control vector”, \( s_1(t) \), but a vector that contains contributions from the noise and control, \( \hat{s}_1(t) \). Regardless, we can still implement the recursive definitions for the higher-order terms (see Appendix A) with respect to this “dressed” control vector to compute the higher-order term contributions.

We will start with the computation of \( \sum_{p,q} (a^2_{1,p} a^2_{1,q}) \) due to the fact that a significant contribution of this expression has been pre-computed through the computation of \( \langle a^2_{1,j} \rangle \). Particularly, we can recycle the results from the computation of \( F_{xx}, F_{yy}, \) and \( F_{zz} \) to compute the \( p = q \) contributions to the sum. Expanding out the sum and using the Gaussian moment theorem to decompose any higher-order moments of the noise into expressions containing second-order moments:

\[
\langle \beta_j \beta_j' \beta_k \beta_{k'} \rangle = \langle \beta_j \beta_j' \rangle \langle \beta_k \beta_{k'} \rangle + \langle \beta_j \beta_k \rangle \langle \beta_j' \beta_{k'} \rangle + \langle \beta_j \beta_{k'} \rangle \langle \beta_j' \beta_k \rangle
\]

(7)

gives

\[
\sum_{p=q} (a^2_{1,p} a^2_{1,q}) = F^2_{xx} + F^2_{yy} + F^2_{zz}
\]

(8)

where \( F_{xx}, F_{yy}, \) and \( F_{zz} \) have been computed in Eq. (B9). We can upper bound theses expressions as well:

\[
F^2_{xx} = \frac{1}{16} \sum_{j,j',k,k'} \langle \epsilon_j \epsilon_j' \epsilon_k \epsilon_{k'} \rangle \Omega_j \Omega_{j'} \Omega_k \Omega_{k'}
\]

\[
= \frac{3}{16} \left( \sum_{j,j'} \langle \epsilon_j \epsilon_{j'} \rangle \Omega_j \Omega_{j'} \right)^2 \leq \frac{3}{16} \Omega_{\text{max}}^2 \left( \sum_{j,j'} \langle \epsilon_j \epsilon_{j'} \rangle \right)^2 = 3 \Omega_{\text{max}}^2 \left( \sum_{h=0}^{N-1} c(h)(N-h)\gamma_{\epsilon\epsilon}(h) \right)^2
\]

\[
F^2_{yy} + F^2_{zz} = \frac{1}{16} \sum_{j,j',k,k'} \langle J_j J_{j'} J_k J_{k'} \rangle \sin(\Theta_{1,j}) \sin(\Theta_{1,j'}) \sin(\Theta_{1,k}) \sin(\Theta_{1,k'})
\]

\[
+ \frac{1}{16} \sum_{j,j',k,k'} \langle J_j J_{j'} J_k J_{k'} \rangle \cos(\Theta_{1,j}) \cos(\Theta_{1,j'}) \cos(\Theta_{1,k}) \cos(\Theta_{1,k'})
\]

\[
= \frac{3}{16} \left( \sum_{j,j'} \langle J_j J_{j'} \rangle \sin(\Theta_{1,j}) \sin(\Theta_{1,j'}) \right)^2 + \frac{3}{16} \left( \sum_{j,j'} \langle J_j J_{j'} \rangle \cos(\Theta_{1,j}) \cos(\Theta_{1,j'}) \right)^2
\]

\[
= \frac{3}{16} \left( \sum_{j,j'} \langle J_j J_{j'} \rangle \cos(\Theta_{1,j} - \Theta_{1,j'}) \right)^2 \leq \frac{3}{16} \left( \sum_{j,j'} \langle J_j J_{j'} \rangle \right)^2 = \frac{3}{16} \left( \sum_{h=0}^{N-1} c(h)(N-h)\gamma_{JJ}(h) \right)^2
\]

with

\[
c(h) = \begin{cases} 1 & \text{if } h = 0 \\ 2 & \text{if } h \neq 0 \end{cases}
\]

(10)

in a very similar manner to [37], but with the noise defined with respect to the ARMA models characterization of the noise sources instead of the root mean square error of the noise utilized in [37]. Moving forward, we will defined the ARMA model defined representation of the noise correlations as

\[
\Gamma_{\beta\beta'} = \sum_{h=0}^{N-1} c(h)(N-h)\gamma_{\beta\beta'}(h).
\]

(11)
where $\gamma_{\beta \beta'} = \langle \beta(t) \beta'(t) \rangle$. Note that this expression, $\Gamma_{\beta \beta'}$, is simply the sum of all of the terms of the autocovariance matrix of the semi-classical noise, $\beta$. Now, we are left with the computation of the $p \neq q$ cases in the above sum. These are encompassed with three cases:

\[
\langle a_{1,x}^2 a_{1,y}^2 \rangle = \langle a_{1,y}^2 a_{1,x}^2 \rangle = \frac{1}{16} \sum_{j, j', k, k'} \langle \epsilon_j \epsilon_{j'} J_k J_{k'} \rangle \Omega_j \Omega_{j'} \sin (\Theta_{1,k}) \sin (\Theta_{1,k'})
\]

\[
= \frac{1}{16} \left( \sum_{j, j'} \langle \epsilon_j \epsilon_{j'} \rangle \Omega_j \Omega_{j'} \right) \left( \sum_{k, k'} \langle J_k J_{k'} \rangle \sin (\Theta_{1,k}) \sin (\Theta_{1,k'}) \right)
\]

\[+ \frac{1}{8} \left( \sum_{j, k} \langle \epsilon_j J_k \rangle \Omega_j \sin (\Theta_{1,k}) \right)^2 \leq \frac{1}{16} \Omega_{\text{max}}^2 \Gamma_{ee} \Gamma_{JJ} + \frac{1}{8} (\Omega_{\text{max}} \Gamma_{eJ})^2 \tag{D12}\]

\[
\langle a_{1,x}^2 a_{1,x}^2 \rangle = \langle a_{1,y}^2 a_{1,y}^2 \rangle \leq \frac{1}{16} \Omega_{\text{max}}^2 \Gamma_{ee} \Gamma_{JJ} + \frac{1}{8} (\Omega_{\text{max}} \Gamma_{eJ})^2
\]

\[
\langle a_{1,y}^2 a_{1,y}^2 \rangle = \langle a_{1,x}^2 a_{1,x}^2 \rangle \leq \frac{1}{16} \sum_{j, j', k, k'} \langle J_j J_{j'} J_k J_{k'} \rangle \sin (\Theta_{1,j}) \sin (\Theta_{1,j'}) \cos (\Theta_{1,k}) \cos (\Theta_{1,k'}) \leq \frac{3}{16} \Gamma_j^2.
\]

Putting it all together, we get an expression for the upper bound of:

\[
\sum_{p, q} \langle a_{1,p}^2 a_{1,q}^2 \rangle \leq \frac{3}{16} \Omega_{\text{max}}^2 \Gamma_{ee}^2 + \frac{9}{16} \Gamma_j^2 + \frac{1}{4} \left( \Omega_{\text{max}}^2 \Gamma_{ee} \Gamma_{JJ} + 2 (\Omega_{\text{max}} \Gamma_{eJ})^2 \right) \tag{D13}\]

which can be compactly represented due to the ARMA model representations of the noise correlations encompassed in the $\Gamma_{\beta \beta'}$ terms.

Now, we will compute $\langle a_{2}^2 (\tau) \rangle$ where

\[
\bar{a}_2 (\tau) = \frac{1}{4} \int_0^T dt_2 \int_0^{t_2} dt_1 s_2(t_1, t_2) \approx \frac{1}{4} \sum_{j=0}^{N} \sum_{j'=0}^{j} s_2^{j,j'} \tag{D14}\]

and

\[
s_2^{j,j'} = s_1^j \times s_1^{j'} = \begin{pmatrix}
J_j J_{j'} \sin (\Theta_{1,j} - \Theta_{1,j'}) \\
J_j J_{j'} \Omega_j \epsilon_j \cos (\Theta_{1,j}) - J_{j'} \Omega_{j'} \epsilon_{j'} \cos (\Theta_{1,j'}) \\
J_{j'} \Omega_j \epsilon_j \sin (\Theta_{1,j'}) - J_j \Omega_{j'} \epsilon_{j'} \sin (\Theta_{1,j})
\end{pmatrix}. \tag{D15}\]

With the above expression, we can compute the components, $\langle a_{2,p}^2 \rangle$:

\[
\langle a_{2,x}^2 \rangle = \frac{1}{16} \sum_{j=0}^{N} \sum_{j'=0}^{j} \sum_{k=0}^{N} \sum_{k'=0}^{k} \langle J_j J_{j'} J_k J_{k'} \rangle \sin (\Theta_{1,j} - \Theta_{1,j'}) \sin (\Theta_{1,k} - \Theta_{1,k'}) \leq \frac{1}{16} \sum_{j=0}^{N} \sum_{j'=0}^{j} \sum_{k=0}^{N} \sum_{k'=0}^{k} \langle J_j J_{j'} J_k J_{k'} \rangle
\]

\[\leq \frac{1}{16} \sum_{j=0}^{N} \sum_{j'=0}^{j} \sum_{k=0}^{N} \sum_{k'=0}^{k} \langle J_j J_{j'} J_k J_{k'} \rangle = \frac{3}{16} \Gamma_j^2 \tag{D16}\]

\[
\langle a_{2,y}^2 \rangle \leq \frac{1}{16} \sum_{j=0}^{N} \sum_{j'=0}^{j} \sum_{k=0}^{N} \sum_{k'=0}^{k} \sum_{k''=0}^{k} \sum_{k'''=0}^{k''} \left( \langle J_j J_{j'} J_k \epsilon_j \epsilon_{k'} \epsilon_{k''} \epsilon_{k'''} \rangle \Omega_j \Omega_{j'} \Omega_k \Omega_{k'} - \langle J_j J_{j'} \epsilon_j \epsilon_{k'} \epsilon_{k''} \epsilon_{k'''} \rangle \Omega_j \Omega_{j'} \Omega_k \Omega_{k'} + \langle J_{j'} J_k \epsilon_{j'} \epsilon_{k'} \epsilon_{k''} \epsilon_{k'''} \rangle \Omega_{j'} \Omega_k \Omega_{k'} \Omega_{k''} \Omega_{k'''} \right) \leq \frac{1}{16} \Omega_{\text{max}}^2 \sum_{j=0}^{N} \sum_{j'=0}^{j} \sum_{k=0}^{N} \sum_{k'=0}^{k} \sum_{k''=0}^{k} \sum_{k'''=0}^{k''} \langle J_j J_{j'} \epsilon_j \epsilon_{k'} \epsilon_{k''} \epsilon_{k'''} \rangle
\]

\[\leq \frac{1}{16} \Omega_{\text{max}}^2 \sum_{j=0}^{N} \sum_{j'=0}^{j} \sum_{k=0}^{N} \sum_{k'=0}^{k} \sum_{k''=0}^{k} \sum_{k'''=0}^{k''} \langle J_j J_k \epsilon_j \epsilon_k \epsilon_{k''} \epsilon_{k'''} \rangle \leq \frac{1}{16} \Omega_{\text{max}}^2 \Gamma_{ee} \Gamma_{JJ} + \frac{1}{8} (\Omega_{\text{max}} \Gamma_{eJ})^2 \tag{D17}\]

Putting it all together, we are able to represent the contribution from the second order terms as:

\[
\sum_{p} \langle a_{2,p}^2 \rangle \leq \frac{3}{16} \Gamma_j^2 + \frac{1}{8} \Omega_{\text{max}}^2 \Gamma_{ee} \Gamma_{JJ} + \frac{1}{4} (\Omega_{\text{max}} \Gamma_{eJ})^2
\]
which is the second piece of the computation of the second-order terms. There is one term to go.

For the final term in the Magnus expansion, we first need to compute the term, $s^{j,j''}_{i,x}$:

$$s^{j,j''}_{i,x} = 2J_j \varepsilon_j \Omega_{j'} \cos (\Theta_{1,j} - \Theta_{1,j''}) - J_j \varepsilon_j \Omega_{j'} \cos (\Theta_{1,j} - \Theta_{1,j'}) - \varepsilon_j J_j' \Omega_{j''} \cos (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j'} \cos (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j''} \cos (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j'} \cos (\Theta_{1,j'} - \Theta_{1,j''})$$

$$s^{j,j''}_{i,y} = J_j \varepsilon_j \Omega_{j'} \sin (\Theta_{1,j} - \Theta_{1,j''}) - J_j \varepsilon_j \Omega_{j'} \sin (\Theta_{1,j} - \Theta_{1,j'}) - \varepsilon_j J_j' \Omega_{j''} \sin (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j'} \sin (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j''} \sin (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j'} \sin (\Theta_{1,j'} - \Theta_{1,j''})$$

$$s^{j,j''}_{i,z} = J_j \varepsilon_j \Omega_{j'} \sin (\Theta_{1,j} - \Theta_{1,j''}) - J_j \varepsilon_j \Omega_{j'} \sin (\Theta_{1,j} - \Theta_{1,j'}) - \varepsilon_j J_j' \Omega_{j''} \sin (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j'} \sin (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j''} \sin (\Theta_{1,j'} - \Theta_{1,j''}) - \varepsilon_j J_j' \Omega_{j'} \sin (\Theta_{1,j'} - \Theta_{1,j''})$$

Utilizing the expressions above, we can again bound the contributions:

$$\langle \hat{a}_{1,x} \hat{a}_{3,x} \rangle \leq \frac{1}{16} \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{k'}^{N} \sum_{k''=0}^{N} s_{1,x} s_{3,x} \leq \frac{1}{8} \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{k'=0}^{N} \sum_{k''=0}^{N} (\varepsilon_j \Omega_{j'} \Omega_{j''})$$

$$\langle \hat{a}_{1,y} \hat{a}_{3,y} \rangle \leq \frac{1}{16} \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{k'}^{N} \sum_{k''=0}^{N} s_{1,y} s_{3,y} \leq \frac{1}{16} \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{k'=0}^{N} \sum_{k''=0}^{N} (\varepsilon_j \Omega_{j'} \Omega_{j''})$$

$$\langle \hat{a}_{1,z} \hat{a}_{3,z} \rangle \leq \frac{1}{16} \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{k'}^{N} \sum_{k''=0}^{N} s_{1,z} s_{3,z} \leq \frac{1}{16} \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{k'=0}^{N} \sum_{k''=0}^{N} (\varepsilon_j \Omega_{j'} \Omega_{j''})$$

results in the contribution from these terms of:

$$\sum_p \langle \hat{a}_{1,p} \hat{a}_{3,p} \rangle = \frac{3}{8} \sum_{j=0}^{N} \sum_{k=0}^{N} \sum_{k'}^{N} \sum_{k''=0}^{N} (\varepsilon_j \Omega_{j'} \Omega_{j''})$$

which is the final piece to estimate the second-order terms from Eq. (D4).

Putting it all together, we arrive at an upper bound on the second-order terms (with respect to the noise) of:

$$\sum_p \langle \hat{a}_{2,p} \hat{a}_{3,p} \rangle \leq \frac{7}{16} \Omega_{max}^2 \Gamma_{eJ} + \frac{7}{16} \Omega_{max}^2 \Gamma_{eJ} + \frac{7}{16} \Omega_{max}^2 \Gamma_{eJ} + \frac{7}{16} \Omega_{max}^2 \Gamma_{eJ}$$

We can use the above expression to bound the contribution of the second order terms in the examples from Sec. V. To do so, we simply need estimates for the values of $\Omega_{max}$, $\Gamma_{eJ}$, $\Gamma_{eJ}$, and $\Gamma_{eJ}$. Due to implications on the weak noise limit, we have already discussed bounds on the maximum amplitude of the control (see Sec. IV A) which can loosely set as $\Omega_{max} \leq \pi$. The other expressions are related to the total power of the noise during the application of the gate:

$$\Gamma_{eJ} \leq \mathcal{O}(N^2 \sigma_{w,e}^2) \Gamma_{eJ} \leq \mathcal{O}(N^2 (\mu_j^2 + \sigma_{w,j}^2))$$

These estimates were utilized to obtain upper bounds on the second-order contributions to the effective error dynamics and plotted relative to the Monte Carlo error of the simulation in Fig. 11.
FIG. 11. Monte Carlo error for the simulated noisy control and contribution of the higher order terms in the Magnus expansion for the coherent noise and ARMA dephasing noise examples from Fig. 6.