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Abstract: A problem with biometric information is that it is more sensitive to external leakage, because it is information that cannot be changed immediately compared to general authentication methods. Regarding facial information, a case in which authentication was permitted by facial information output by a 3D printer was found. Therefore, a method for minimizing the leakage of biometric information to the outside is required. In this paper, different levels of identification information according to the authority of the user are provided by the de-identification of metadata and face information in stages. For face information and metadata, the level of de-identification is determined and achieved according to the risk level of the de-identified subject. Then, we propose a mechanism to minimize the leakage path by preventing reckless data access by classifying access rights to unidentified data according to four roles. The proposed mechanism provides only differentially de-identified data according to the authority of the accessor, and the required time to perform the de-identification of one image was, on average, 3.6 ms for 300 datapoints, 3.5 ms for 500 datapoints, and 3.47 ms for 1000 datapoints. This confirmed that the required execution time was shortened in proportion to the increase in the size of the dataset. The results for the metadata were similar, and it was confirmed that it took 4.3 ms for 300 cases, 3.78 ms for 500 cases, and 3.5 ms for 1000 cases.
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1. Introduction

The COVID-19 outbreak has caused significant damage in our lives, and, in addition to the direct damage caused by its occurrence, the collateral damage resulting from the difficulty of making direct contact whilst avoiding the transmission of the disease is noteworthy [1–4]. There is now growing demand for contact-free technology, which does not require face-to-face contact. To maintain an environment where direct contact is avoided by implementing social distancing, it is crucial to authenticate that the users accessing the system are properly authenticated [5–7].

The typical authentication method is the basic ID/password method, which means generating a specific string that only the user knows and authenticating the user with its input. As such, authentication that is performed with only one authentication means is being threatened, and many studies are underway to block access by third parties through the more thorough authentication of users [8–11]. Fingerprint-based biometrics as well as OTPs (one-time passwords), which are mainly used for two-factor authentication, are being used [12–14].

Biometric authentication, which authenticates users based on their biometric information, can be applied by fingerprints, irises, and faces. Among them, in the case of dual facial recognition, China’s Skynet Project has built a system that can find specific individuals by
using surveillance camera footage taken in real time via an imaging system and a database that records suspected criminal information. Furthermore, in Xiamen City, Fujian Province, China, which introduced an image-based facial recognition system, the effect was a 30% reduction in pickpocket crimes, thereby proving its effectiveness [15,16]. However, the drawback is that, aside from the effectiveness of the system, it is difficult to introduce it suddenly due to the privacy infringement of the users who are being recorded [17–19]. Such disadvantages can be directly related to the problem that biometric information utilization in smart cities may be difficult due to malicious actions using leaked biometric information as well as the invasion of personal privacy.

In particular, the database for tracking criminal suspects uses not only general metadata such as the suspect’s gender, age, and identification number, but also biometric information such as the subject’s face or fingerprint, and carries the risk of becoming a path for biometric information leakage. Therefore, biometric information recorded in the database must be processed so that it cannot be used by a third party, and in the system proposed by this paper, it is prevented from being leaked indiscriminately by applying different processing techniques according to the risk level. In addition, by dividing the access requester into four roles and by varying the de-identification stage of the metadata and biometric information provided according to each role, only the data suitable for the access requester are provided, and other information cannot be identified. This aims to reduce the possibility of leakage. This paper analyzes related technology and research trends in Section 2 and outlines the proposed risk-level-based de-identification mechanism in Section 3. After that, in Section 4, the functions applied to the mechanism are described and the performance results are analyzed.

2. Related Studies

2.1. Image Tracking Systems

An image tracking system generally refers to a system used to track the travel path of an object recorded by CCTV (closed-circuit television) in a connected video system [20,21]. The primary purpose of image tracking systems is to track the travel path of a specific individual; they are used for purposes that require the need to continuously monitor or detect the behavior of a specific individual in real time or in the future [22,23]. The video surveillance system in China can serve as an example. The video surveillance system “Skynet (Tiānwáng)” nationally operated by the Chinese government is a system that can track objects recorded by CCTV installed in the city center [24,25]. The Chinese government has touted that the system can identify individuals based on the characteristics of each object and has a facial recognition rate of up to 99.8% [26,27]. In addition, schools in China are taking advantage of a variety of facial recognition devices, such as facial recognition and the thermal measurement of students via imaging devices. However, object analysis, which has made great progress because of imaging systems, is controversial due to the issue of privacy infringement, and therefore a measure to ensure privacy for irrelevant objects is required.

2.2. Crime Databases

The forensics field in Table 1 includes facial information for tracking criminals or missing persons [28]. Not only that, it can be seen that personal information such as counterfeit documents and vehicle information is also contained. Although the personal information of a suspect is essential for criminal investigation, it must be protected until the suspect is determined to be an actual criminal, and the criminal record must be made available to the person responsible for investigating the case. The system we propose enhances the security of personal information by varying the level of de-identification based on the risk level of suspects; hence, it is designed to limit the disclosure of information pertaining to low-risk suspects.
Table 1. List of Interpol’s crime databases.

| Group                              | Detailed Group                          |
|------------------------------------|----------------------------------------|
| Individuals                        | Nominal data                           |
|                                    | Child abusers and victims               |
| Forensics                          | Fingerprint                            |
|                                    | DNA profiles                            |
|                                    | Facial recognition                      |
| Travel and official documents       | Stolen and lost travel documents (SLTD) |
|                                    | Stolen administrative documents (SAD)   |
|                                    | Counterfeit documents                   |
|                                    | Comparison of genuine and fake documents|
| Stolen property                    | Motor vehicles                          |
|                                    | Vessels                                 |
|                                    | Works of art                            |
| Firearms trafficking               | Identification of firearms              |
|                                    | Tracing of firearms                     |
|                                    | Comparison of ballistics data           |
| Organized crime networks            | Maritime piracy                         |

2.3. Research Trends in Related Fields

Our proposal introduces a measure to protect privacy via the prevention of the indiscriminate disclosure of information, by limiting the information accessible to authorized users depending on their role via access control based on facial recognition and by varying the amount of accessible user information that is disclosed depending on the risk level. In this section, we analyzed the research trends regarding privacy protections applied to video surveillance systems.

The threat of privacy infringement caused by video surveillance systems begins with extracting sensitive areas contained in the video footage. Sensitive areas contain information that can be inferred to pertain to a specific individual, which may include biometric information such as facial information, skin color, and hair, as well as personal items such as bags and clothes. The de-identification or anonymization of the facial area is a technology that is being studied extensively to make it difficult to infer the identity of specific objects through their faces. Ling limited the information that can be accessed by users depending on their authority by distinguishing between blurred public streams and private streams, mentioning the need for an information protection system that can solve the challenges of anonymization, image preservation, recoverability, and compressibility for data security in video surveillance systems [29].

Regarding the anonymization technology of the facial area, research on the architecture based on GAN (generative adversarial networks), which means hostile neural networks, is being actively performed. Yifan proposed a framework called PP-GAN (Privacy Protective-GAN), which produces the result of de-identification with similarity to a single input, pointing out that the majority of the typical pipelines used for the de-identification of the facial area rely on the k-same framework, while the k-same framework shows poor results in terms of efficiency and visual quality [30,31]. Alakh proposed a higher-resolution facial anonymization technology by presenting a framework called EPD-Net to preserve biological and non-biological features at high resolution, mentioning the need to preserve structural integrity and the required non-biological information at a high resolution [32–34].
Prior research has focused on the protection of privacy, aiming at de-identifying sensitive areas captured by the video surveillance system. However, there are cases where tracking is required based on biological or non-biological information, such as criminals or missing persons [35,36]. In this regard, it may be necessary to infer a specific object by adjusting the degree of de-identification depending on the object.

3. Proposal for a De-Identification Mechanism Based on Risk Levels

The purpose of this study is to prevent the indiscriminate exposure of identity by restricting the disclosure of information according to the role of an unspecified number of users accessing personal information databases, including personal information and face information. In particular, as IoT technology develops, in recent healthcare, not only face-to-face services but also home care services are being developed. Therefore, the subject’s personal information can be moved online and recorded in a database that intensively manages it. However, it is not necessary for a user who accesses a database in which personal identity is recorded to access all the data, which may be a factor that causes the leakage of personal information. Therefore, there is a need for a method that allows access to limited data based on the role of the user who accesses the database. In this paper, two-step authentication is implemented based on the facial information of the user accessing the database, and role-based access control that provides only limited identity information according to the role of the authenticated user is implemented. The roles are broadly divided into four types: chief administrator, investigator, server operator, and guest. The chief administrators are granted access to all records in the system, while investigators are only granted access to the criminal database. The server operators are partially granted access to the criminal database to prevent excessive information leakage, and no data are provided to guest users who are not logged in. Privacy infringement factors can be reduced by setting up the data recorded in the crime database by varying the degree of de-identification depending on the risk level of a specific object and by blocking access to data for users who pose an extremely low risk so that the higher the risk level, the easier the specific individual is to be identified. Figure 1 shows the model structure of the de-identification mechanism of the imaging system user data that we propose.

![Figure 1. The de-identification mechanism model of the user data in the imaging system.](image_url)
providing appropriate data via user authentication. Figure 2 shows the overall structure of the mechanism we propose.

Figure 2. A diagram of the de-identification mechanism of user data in the imaging system. 

First, the registration process for the crime database begins with the process of registering the images of suspects in the system. The procedure for extracting the sensitive areas from the images registered in the system is performed, and the sensitive information at this time is limited to the facial area of the specific individual to be registered. The degree of the de-identification of the sensitive area is determined by the risk assessment of the extracted sensitive information registered by the system administrator. However, if the sensitive information is not correctly recognized, error handling will proceed, as it is incorrect sensitive information. Sensitive information that is successfully recognized is recorded in the criminal database on the server after data encryption. The crime database is configured with a server for sensitive areas that has sensitive areas that are not in a de-identified state; a server that records the sensitive information of metadata that has not been de-identified and can infer a specific individual, including their name, age, gender, etc.; and a server that records de-identification information for the facial area and de-identification information for metadata.

The user authentication process is largely composed of the following: a one-factor authentication process consisting of an ID and password and a two-factor authentication process using facial area verification and a password. Users authenticate themselves through one of these means and acquire access to data that have not been de-identified or to de-identified data after being authenticated as legitimate users.

4. Detailed Diagram by Module

The mechanism proposed in this paper contains three modules: facial recognition, role-based access control, and the de-identification process. The facial recognition module is in charge of recognizing a facial area, which is sensitive personal information included in the data, when image data including facial information are generated in the process of inputting data by a user. Role-based access control is a module used when a user requests data recorded in a database. When a data request is made by a user, the module is responsible for confirming four defined user roles and providing data of a certain de-identification level according to the user’s role. The de-identification process module
refers to a module that substantially de-identifies data according to the user’s role, as determined by the role-based access control. The module receives data pertaining to the object according to the user’s request and determines the level of identification of the user by performing different levels of de-identification based on the risk of the object.

Figure 3 shows the order of user authentication, data registration, and data request for the proposed mechanism. The main function of the mechanism proposed in this paper is to provide differentiated de-identification data according to the role of the user. Therefore, there are three types: a user authentication process in which a user accesses a server, a data registration process in which a user inputs data to a database, and a data request process in which a user requests data from a database.

![Figure 3. A diagram of the de-identification mechanism of user data in the imaging system.](image)

### 4.1. Facial Recognition

Both the detection of the facial area in the image for registration and the user authentication in the criminal database are performed by the same process. When attempting facial recognition to authenticate the identity of the user in the system, the user’s identity should not only be recognizable from various directions, including the sides, in addition to the general frontal image, but it should also be recognizable even under the environmental factors of the surroundings, such as the environment of the recorded area and the amount of sunlight. As a measure to recognize a specific individual despite the variables, there is
A machine learning technique that can gradually improve the accuracy by learning a large number of images.

To analyze patterns, the selection of characteristic parts of the image must be carried out, and, at the same time, the operating speed must also be taken into account. To take into account the operating speed, the designated range must be widened; to show a clearer result for a feature, a range with high similarity must be set. To satisfy this point, the characteristic should be able to be detected based on the result value derived by dividing the intervals into two for a given range and subtracting the sum of the two intervals. In this paper, we applied the Haar cascade algorithm for the detection of captured subjects.

To analyze the pattern of the image, we created an integral image, which has a height and width one value larger than the conventional image. The value of the integral image may vary depending on which area is set, and the input image area is set to \( f(x, y) \). Further, when the horizontal axis of the image area to be integrated is expressed as \( x_i \), the vertical axis is expressed as \( y_i \), and the integrated image is expressed as \( f(x_i, y_i) \); \( f(x_i, y_i) \) has the same size as \( f(x + 1, y + 1) \). Figure 4 shows how an integral image is created.

![Figure 4. Creation of integral image.](image)

The calculated value of the integral image varies depending on the size of the area designated to detect the characteristics, and the calculated value is the result value on the lower right of the designated area. After that, a process of calculating the characteristic value of a designated area is performed. When the size of the area designated to obtain the characteristic value of the area is expressed as \( x_c \) and \( y_c \), and the characteristic value is expressed as \( z \), Equation (1) shows the process of calculating the characteristic value of a specific area.

\[
z = f(x_c, y_c) - f(x_c, y_{c-1}) - f(x_{c-1}, y_c) + f(x_{c-1}, y_{c-1})
\]

(1)

Figure 4 shows the range applied to perform the calculation of the characteristic value of the area designated in the integral image. In the case of calculating the characteristic value of a region, an additional region designation is required for performing integration, rather than including only the region of the initially given image. Therefore, a larger area including the designated area is required. Thus, in Figure 5, it can be seen that the starting point of the region is set as previously described for the x-axis and y-axis of the designated region.

![Figure 5. Calculation of the characteristic value of the integral image.](image)
4.2. Role-Based Access Control

If the result of performing two-factor facial recognition based on the detected facial area is recognized as a legitimate user, accessible information is provided based on the user’s role. The roles of persons with access to the system are broadly divided into four categories: chief administrator, investigator, server operator, and guest. Table 2 explains each of their roles.

Table 2. Separation of user roles in the suggestion mechanism.

| Role                  | What They Do                                                                 | Metadata Inquiry | Image Inquiry |
|-----------------------|------------------------------------------------------------------------------|------------------|---------------|
| Chief administrator    | Manages with authority to create, modify, and/or delete data recorded in the system. | O                | O             |
| Investigator          | Uses the system to solve cases based on information on suspects or missing persons recorded in the criminal database. | O                | △             |
| Server operator       | Responsible for server maintenance as an on-site person for smooth execution of services. | △                | △             |
| Guest                 | Refers to the user who created the account in the video surveillance system and cannot access the data because the role is not assigned to the account accessed. Since the guest role is not granted access rights until another role is assigned to the subject, data access is not possible. | X                | X             |

As shown in Table 2, the restrictions on the data given to each role are different. Restricted data are broadly divided into metadata and videos. Metadata refer to information recorded in the criminal database and include the name, age, height, weight, vehicle number, etc. of the subject. Image information refers to the image information of the subject. At this time, the image information is disclosed after being de-identified depending on the risk level of the subject, and details on de-identification will be described in the following section.

Figure 6 shows the range of information that can be accessed for each role. The upper left shows the access history of the chief administrator; it can be seen that the information and video recording that belong to the metadata are provided. The lower left shows the range of information that is disclosed to the investigator, and it can be seen that metadata that have not been de-identified and the video information that has been de-identified are given. The figure on the upper right is the data that are given to the server administrator, and only metadata that have been de-identified are given. The figure on the lower right shows the information given to the guest, and it can be seen that no metadata or image information are given.

4.3. De-Identification Process

The de-identification process for the subject is divided into the processing of the identification information and the image information processing. In the identified information processing, the identified information is converted into irrecoverable data by performing a hash calculation on the identified information recorded as a character string. The de-identification of identified information is performed for each item to designate and navigate the subsequent range. The converted data can be made public, because it is difficult to restore them to their original state, even if disclosed.
The following is a description of the de-identification process for image data. The de-identification process for image data yields different levels of de-identification according to the risk level. Accordingly, high-level de-identification is applied to a low-risk subject, making it difficult to identify them; conversely, the degree of de-identification is rendered lower for a high-risk subject, yielding identifiable image information. Figure 7 shows the groups classified according to risk level.

Table 3 shows the terms used to de-identify image information.

As groups classified by risk level should have higher de-identification variable values at low figures, the lower groups have higher figures. The base data applied for risk calculation may vary depending on the application environment and may ultimately have different result values according to weights for the data used for risk calculation. Equation (1) includes values specified according to the risk level to vary the degree of de-identification for each group. Equation (1) arbitrarily sets the range of risk stages, grouping
each stage into one group, and assigning weights. In this case, the higher the weight of the
group used, the higher the difficulty of de-identification.

\[
G = \begin{cases} 
G_1 = 50 & \text{if } \text{Risk} \leq 40 \\
G_2 = 10 & \text{if } \text{Risk} \leq 65 \\
G_3 = 5 & \text{if } \text{Risk} \leq 85 \\
G_4 = 3 & \text{if } \text{Risk} \leq 95 \\
G_5 = 0 & \text{if } \text{Risk} \leq 100 
\end{cases} 
\] (2)

In group information configured as in Equation (1), the de-identification degree for
the subject registered in the database is determined as shown in Equation (2). Equation (3)
shows the calculation result for the difficulty of de-identifying in the case where the risk
level of the de-identified subject is less than or equal to 40.

\[
D_R = \sum_{n=1}^{n} G_n \\
D_R = 50 + 10 + 5 = 65 \text{ if } \text{Risk} \leq 40
\] (3)

Equation (3) shows the process of determining the scope for blurring. As blurring
progresses, different degrees appear depending on the scope of the designated area, and
the wider the blurring progresses, the more blurred the image provided. The value set
according to the risk level of the subject is the standard deviation for setting the scope; if
the subject is suspicious, the standard deviation is set to 0.4 and the mask is set to \(3 \times 3\),
whereas if the subject is not suspicious, the standard deviation is set to 0.8 and the mask is
set to \(5 \times 5\), making it possible to create image information that is more difficult to identify.

\[
B_R = \begin{cases} 
0.4 & \text{if } \text{Suspect Status} = \text{Yes} \\
0.8 & \text{if } \text{Suspect Status} = \text{No} 
\end{cases} 
\] (4)

For the de-identification of the image information based on Gaussian distribution,
the de-identification value calculated depending on the previously calculated risk level of
the subject and the standard deviation based on the subject’s charge is converted into a
blurring variable. Equation (4) shows a mask created for the de-identification of the image
information, and a higher value generates image information that is difficult to identify.

\[
\text{Mask}_B = B_R \times ((D_R - 1) \times 0.5 - 1) + 0.8
\] (5)

When the image is de-identified via a method in which different masking values
are given depending on the risk level of the subject and whether they are suspicious, the
results are obtained as shown in the figure below. Figure 8 shows the results of applying
various degrees of masking depending on the risk level of the subject and whether they are
suspicious. The image information on the left of Figure 8 is the original image information
of the subject that has been blurred, and the image in the upper middle is the blurring
process applied when the subject is suspected of having criminal purposes, and the risk
level is high. The image on the upper right shows the blurring process that is applied when
the subject is not suspicious, and the risk level is high. The image in the lower middle
shows a blurred image that is applied when the subject is suspicious, and the risk level is
low. The image on the lower right shows a case where the subject is not suspicious, and the
risk level is low.
As described above, by varying the blurring difficulty depending on the risk level of the de-identified subject and whether he or she is suspected of having a criminal purpose, it is possible to acquire the information of the subject step by step. Figure 9 shows the system we created to visually represent the process of de-identification for each pixel based on the captured real-time image; it can be seen that the pixels are grouped together in a three-dimensional graph of the original information of the facial area in the image information. In the 3D graph of the de-identified image, the modulated values of the pixel values that were grouped together can be seen visually.

4.4. Performance of De-Identification Mechanisms and Analysis of Results

The de-identification mechanism we propose in this paper can prevent the indiscriminate leakage of information by de-identifying the image information, including the
identification information and the facial area recorded in the database, converting it, and recording it as unidentifiable data.

This mechanism also restricts the information accessible to certain users by performing authentication based on the face area and a password and restricting access to information depending on the user’s role, making it impossible to identify original images containing a low-risk subject; conversely, high-risk subjects are de-identified in the image to an identifiable level by using the image information. Figure 10 shows a program running the face authentication function, and a function that provides user registration, de-identified information, and identification information to visualize its mechanism.

Figure 10. Visualization of the proposed mechanism.

Figure 11 shows the time required to proceed with the de-identification of video information and metainformation. Three hundred, five hundred, and one thousand conversion cases were performed, respectively. The metainformation conversion took an average of 1.076 s for 300 cases, 1.766 s for 500 cases, and 3.486 s for 1000 cases. The image information conversion took an average of 1.295 s for 300 cases, 1.892 s for 500 cases, and 3.5 s for 1000 cases.
Figure 11. Time required for the proposed mechanisms: (a) time required for video conversion, (b) time required for metadata conversion.

In the case of applying the proposed mechanism to perform metainformation transformation through this performance result, it took about 3.6 ms per case to process 300 cases. In the case of 500 cases, it took about 3.53 ms, and in the case of 1000 cases, it took about 3.47 ms. As the number of cases increased, the execution speed per task decreased. When converting images, it took about 4.3 ms for 300 cases. In addition, it was confirmed that it took about 3.78 ms for 500 cases and about 3.5 ms for 1000 cases. Through this, it was confirmed that the performance speed per case for images was also inversely proportional to the number of cases. This shows that the greater the amount of information transformation required, the more effectively it can be processed.

5. Conclusions

Image information is information for identifying subjects, and it has a wide variety of utilization. This the area that is showing the biggest changes in the video surveillance system. Although the search for the subject by scanning and comparing the face image of the subject taken by the video surveillance system with the images in the database can be very effective, at the same time, it can be a privacy infringement. In a society that is becoming increasingly individualized, the leakage of privacy can become a major problem, and system administrators are obliged to ensure that recorded personal information is not leaked to the outside world. In particular, biometric information can become an obstacle to the construction of a smart city, because it may become difficult to use in the future due to a single leak.

The more thorough management of personal information recorded in the database is required, and many studies are underway on how to de-identify the information pertaining to the subject to prevent the leakage of personal information. In general, de-identified identification information produces a result value by hash calculation; therefore, it can have the same result at the same value. However, when de-identifying a subject, it may be difficult to identify the subject depending on the degree of de-identification.

In this paper, we proposed a method for de-identifying the identification information of a subject in the CCTV IoT environment based on the risk level of the subject and whether or not the subject is suspicious. The risk level of the subject can be set by the system administrator, and if the risk level of the subject is low, the information is less likely to be leaked to the outside world. However, if the risk level of the subject is high, the disclosure of the information may be requested for the management of the criminal. Furthermore, whether the subject is suspicious may affect the de-identification, in that it can serve as another criterion for identifying the subject. In this study, the indiscriminate leakage of privacy is prevented by varying the level of information disclosure according to the risk level. Such research can also be applied to the medical field as a method of discriminating data disclosure, such as allowing only the medical data required for each field to be disclosed. In the future, our research will move toward preventing data forgery
by unauthorized users by using distributed structures such as blockchain to enhance the integrity of recorded data.
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