Interpretation of the Depths of Maximum of Extensive Air Showers Measured by the Pierre Auger Observatory

The Pierre Auger Collaboration

P. Abreu, M. Aglietta, M. Ahlers, E.J. Ahn, I.F.M. Albuquerque, I. Allekotte, J. Allen, P. Allison, A. Almela, J. Alvarez Castillo, J. Alvarez-Muniz, R. Alves Batista, M. Ambrosio, A. Aminaei, L. Anchordoqui, S. Andringa, T. Antichi, C. Aramo, F. Arqueros, H. Asorey, P. Assis, J. Aublin, M. Ave, M. Avenier, G. Avila, A.M. Badescu, K.B. Barber, A.F. Barbosa, R. Bardenet, K.H. Becker, A. Bellétoile, J.A. Bellido, S. BenZvi, C. Berat, X. Bertou, P.L. Biermann, P. Billoir, F. Blanco, M. Blanco, C. Bleve, H. Blümer, M. Boháčová, D. Boncioli, C. Bonifazi, R. Bonino, N. Borodai, J. Brack, I. Brancus, P. Brogueira, W.C. Brown, A. Bueno, L. Buroker, R.E. Burton, M. Buscemi, K.S. Caballero-Mora, B. Caccianiga, L. Caccianiga, L. Caramete, R. Caruso, A. Castellina, G. Cataldi, L. Cazon, R. Cester, S.H. Cheng, A. Chiavassa, J.A. Chinellato, J. Chudoba, M. Cilmo, R.W. Clay, G. Coccio, R. Colalillo, L. Collica, M.R. Coluccia, R. Conceição, F. Contreras, H. Cook, M.J. Cooper, J. Coppens, S. Coutu, C.E. Covault, A. Criss, J. Cronin, A. Curtiu, R. Dallier, B. Daniel, S. Dasso, K. Daumiller, B.R. Dawson, R.M. de Almeida, M. De Domenico, S.J. de Jong, G. De La Vega, W.J.M. de Mello Junior, J.R.T. de Mello Neto, I. De Mitri, V. de Souza, K.D. de Vries, L. del Peral, O. Deligny, H. Dembinski,
A.D. Supanitsky\textsuperscript{5}, T. Šuša\textsuperscript{22}, M.S. Sutherland\textsuperscript{80}, J. Swain\textsuperscript{83}, Z. Szadkowski\textsuperscript{60}, M. Szuba\textsuperscript{33}, A. Tapia\textsuperscript{7}, M. Tartare\textsuperscript{29}, O. Tașcău\textsuperscript{32}, R. Tcaciuc\textsuperscript{39}, N.T. Thao\textsuperscript{92}, D. Thomas\textsuperscript{76}, J. Tiffenberg\textsuperscript{3}, C. Timmermans\textsuperscript{57, 55}, W. Tkaczyk\textsuperscript{60, 1}, C.J. Todero Peixoto\textsuperscript{14}, G. Toma\textsuperscript{62}, L. Tomankova\textsuperscript{24}, B. Tomé\textsuperscript{61}, A. Tonachini\textsuperscript{46}, G. Torralba Elipe\textsuperscript{71}, D. Torres Machado\textsuperscript{31}, P. Travniece\textsuperscript{24}, D.B. Tridapalli\textsuperscript{15}, E. Trovato\textsuperscript{45}, M. Tueros\textsuperscript{71}, R. Ulrich\textsuperscript{33}, M. Unger\textsuperscript{33}, M. Urban\textsuperscript{27}, J.F. Valdés Galicia\textsuperscript{54}, I. Valiño\textsuperscript{71}, L. Valore\textsuperscript{43}, G. van Aar\textsuperscript{55}, A.M. van den Berg\textsuperscript{56}, S. van Velzen\textsuperscript{55}, A. van Vliet\textsuperscript{38}, E. Varela\textsuperscript{51}, B. Vargas Cárdenas\textsuperscript{54}, G. Varner\textsuperscript{87}, J.R. Vázquez\textsuperscript{68}, R.A. Vázquez\textsuperscript{71}, D. Veberić\textsuperscript{66, 65}, V. Verzi\textsuperscript{44}, J. Vicha\textsuperscript{24}, M. Videla\textsuperscript{8}, L. Villaseñor\textsuperscript{53}, H. Wahlberg\textsuperscript{4}, P. Wahrlich\textsuperscript{12}, O. Wainberg\textsuperscript{7, 11}, D. Walz\textsuperscript{37}, A.A. Watson\textsuperscript{72}, M. Weber\textsuperscript{34}, K. Weidenhaupt\textsuperscript{37}, A. Weindl\textsuperscript{33}, F. Werner\textsuperscript{33}, S. Westerhoff\textsuperscript{90}, B.J. Whelan\textsuperscript{85}, A. Widom\textsuperscript{83}, G. Wieczorek\textsuperscript{60}, L. Wiencke\textsuperscript{75}, B. Wilczyńska\textsuperscript{59, 1}, H. Wilczyński\textsuperscript{59}, M. Will\textsuperscript{33}, C. Williams\textsuperscript{86}, T. Winchen\textsuperscript{37}, M. Wommer\textsuperscript{33}, B. Wundheiler\textsuperscript{7}, T. Yamamoto\textsuperscript{86, a}, T. Yapici\textsuperscript{81}, P. Younk\textsuperscript{79, 39}, G. Yuan\textsuperscript{80}, A. Yushkov\textsuperscript{71}, B. Zamorano Garcia\textsuperscript{70}, E. Zas\textsuperscript{71}, D. Zavrtanik\textsuperscript{66, 65}, M. Zavrtanik\textsuperscript{65, 66}, I. Zaw\textsuperscript{82 d}, A. Zepeda\textsuperscript{52 b}, J. Zhou\textsuperscript{86}, Y. Zhu\textsuperscript{34}, M. Zimbres Silva\textsuperscript{32, 16}, M. Ziolkowski\textsuperscript{39}

\textsuperscript{1} Centro Atómico Bariloche and Instituto Balseiro (CNEA-UNCuyo-CONICET), San Carlos de Bariloche, Argentina
\textsuperscript{2} Centro de Investigaciones en Láseres y Aplicaciones, CITEDEF and CONICET, Argentina
\textsuperscript{3} Departamento de Física, FCEyN, Universidad de Buenos Aires and CONICET, Argentina
\textsuperscript{4} IFLP, Universidad Nacional de La Plata and CONICET, La Plata, Argentina
\textsuperscript{5} Instituto de Astronomía y Física del Espacio (CONICET-UBA), Buenos Aires, Argentina
\textsuperscript{6} Instituto de Física de Rosario (IFIR) - CONICET/U.N.R. and Facultad de Ciencias Bioquímicas y Farmacéuticas U.N.R., Rosario, Argentina
\textsuperscript{7} Instituto de Tecnologías en Detección y Astropartículas (CNEA, CONICET, UNSAM), Buenos Aires, Argentina
\textsuperscript{8} National Technological University, Faculty Mendoza (CONICET/CNEA), Mendoza, Argentina
\textsuperscript{9} Observatorio Pierre Auger, Malargüe, Argentina
\textsuperscript{10} Observatorio Pierre Auger and Comisión Nacional de Energía Atómica, Malargüe, Argentina
\textsuperscript{11} Universidad Tecnológica Nacional - Facultad Regional Buenos Aires, Buenos Aires, Argentina
\textsuperscript{12} University of Adelaide, Adelaide, S.A., Australia
\textsuperscript{13} Centro Brasileiro de Pesquisas Físicas, Rio de Janeiro, RJ, Brazil
\textsuperscript{14} Universidade de São Paulo, Instituto de Física, São Carlos, SP, Brazil
\textsuperscript{15} Universidade de São Paulo, Instituto de Física, São Paulo, SP, Brazil
\textsuperscript{16} Universidade Estadual de Campinas, IFGW, Campinas, SP, Brazil
Universidade Estadual de Feira de Santana, Brazil
Universidade Federal da Bahia, Salvador, BA, Brazil
Universidade Federal do ABC, Santo André, SP, Brazil
Universidade Federal do Rio de Janeiro, Instituto de Física, Rio de Janeiro, RJ, Brazil
Universidade Federal Fluminense, EEIMVR, Volta Redonda, RJ, Brazil
Rudjer Bošković Institute, 10000 Zagreb, Croatia
Charles University, Faculty of Mathematics and Physics, Institute of Particle and Nuclear Physics, Prague, Czech Republic
Institute of Physics of the Academy of Sciences of the Czech Republic, Prague, Czech Republic
Palacký University, RCPTM, Olomouc, Czech Republic
Institut de Physique Nucléaire d’Orsay (IPNO), Université Paris 11, CNRS-IN2P3, Orsay, France
Laboratoire de l’Accélérateur Linéaire (LAL), Université Paris 11, CNRS-IN2P3, France
Laboratoire de Physique Nucléaire et de Hautes Energies (LPNHE), Universités Paris 6 et Paris 7, CNRS-IN2P3, Paris, France
Laboratoire de Physique Subatomique et de Cosmologie (LPSC), Université Joseph Fourier Grenoble, CNRS-IN2P3, Grenoble INP, France
Station de Radioastronomie de Nançay, Observatoire de Paris, CNRS/INSU, France
SUBATECH, École des Mines de Nantes, CNRS-IN2P3, Université de Nantes, France
Bergische Universität Wuppertal, Wuppertal, Germany
Karlsruhe Institute of Technology - Campus North - Institut für Kernphysik, Karlsruhe, Germany
Karlsruhe Institute of Technology - Campus North - Institut für Prozessdatenverarbeitung und Elektronik, Karlsruhe, Germany
Karlsruhe Institute of Technology - Campus South - Institut für Experimentelle Kernphysik (IEKP), Karlsruhe, Germany
Max-Planck-Institut für Radioastronomie, Bonn, Germany
RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany
Universität Hamburg, Hamburg, Germany
Universität Siegen, Siegen, Germany
Dipartimento di Fisica dell’Università and INFN, Genova, Italy
Università dell’Aquila and INFN, L’Aquila, Italy
Università di Milano and Sezione INFN, Milan, Italy
Università di Napoli ”Federico II” and Sezione INFN, Napoli, Italy
Università di Roma II ”Tor Vergata” and Sezione INFN, Roma, Italy
Università di Catania and Sezione INFN, Catania, Italy
Università di Torino and Sezione INFN, Torino, Italy
Dipartimento di Matematica e Fisica ”E. De Giorgi” dell’Università del Salento and Sezione INFN, Lecce, Italy
Istituto di Astrofisica Spaziale e Fisica Cosmica di Palermo (INAF), Palermo, Italy
Istituto di Fisica dello Spazio Interplanetario (INAF), Università di Torino and Sezione INFN, Torino, Italy
INFN, Laboratori Nazionali del Gran Sasso, Assergi (L’Aquila), Italy
Benemérita Universidad Autónoma de Puebla, Puebla, Mexico
Centro de Investigación y de Estudios Avanzados del IPN (CINVESTAV), México, Mexico
Universidad Michoacana de San Nicolas de Hidalgo, Morelia, Michoacan, Mexico
Universidad Nacional Autonoma de Mexico, Mexico, D.F., Mexico
IMAPP, Radboud University Nijmegen, Netherlands
Kernfysisch Versneller Instituut, University of Groningen, Groningen, Netherlands
Nikhef, Science Park, Amsterdam, Netherlands
ASTRON, Dwingeloo, Netherlands
Institute of Nuclear Physics PAN, Krakow, Poland
University of Lodz, Lodz, Poland
LIP and Instituto Superior Tecnico, Technical University of Lisbon, Portugal
'Horia Hulubei' National Institute for Physics and Nuclear Engineering, Bucharest-Magurele, Romania
University of Bucharest, Physics Department, Romania
University Politehnica of Bucharest, Romania
J. Stefan Institute, Ljubljana, Slovenia
Laboratory for Astroparticle Physics, University of Nova Gorica, Slovenia
Institut de Física Corpuscular, CSIC-Universitat de València, Valencia, Spain
Universidad Complutense de Madrid, Madrid, Spain
Universidad de Alcalá, Alcalá de Henares (Madrid), Spain
Universidad de Granada and C.A.F.P.E., Granada, Spain
Universidad de Santiago de Compostela, Spain
School of Physics and Astronomy, University of Leeds, United Kingdom
Argonne National Laboratory, Argonne, IL, USA
Case Western Reserve University, Cleveland, OH, USA
Colorado School of Mines, Golden, CO, USA
Colorado State University, Fort Collins, CO, USA
Colorado State University, Pueblo, CO, USA
Fermilab, Batavia, IL, USA
Los Alamos National Laboratory, Los Alamos, NM, USA
Louisiana State University, Baton Rouge, LA, USA
Michigan Technological University, Houghton, MI, USA
New York University, New York, NY, USA
Northeastern University, Boston, MA, USA
Ohio State University, Columbus, OH, USA
Pennsylvania State University, University Park, PA, USA
University of Chicago, Enrico Fermi Institute, Chicago, IL, USA
University of Hawaii, Honolulu, HI, USA
University of Nebraska, Lincoln, NE, USA
University of New Mexico, Albuquerque, NM, USA
University of Wisconsin, Madison, WI, USA
University of Wisconsin, Milwaukee, WI, USA
Institute for Nuclear Science and Technology (INST), Hanoi, Vietnam

(‡) Deceased
(a) Now at Konan University
(b) Also at the Universidad Autonoma de Chiapas on leave of absence from Cinvestav
(c) Now at University of Maryland
(d) Now at NYU Abu Dhabi
Abstract. To interpret the mean depth of cosmic ray air shower maximum and its dispersion, we parametrize those two observables as functions of the first two moments of the \( \ln A \) distribution. We examine the goodness of this simple method through simulations of test mass distributions. The application of the parameterization to Pierre Auger Observatory data allows one to study the energy dependence of the mean \( \ln A \) and of its variance under the assumption of selected hadronic interaction models. We discuss possible implications of these dependences in term of interaction models and astrophysical cosmic ray sources.
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1 Introduction

The most commonly used shower observables for the study of the composition of Ultra High Energy Cosmic Rays (UHECR) are the mean value of the depth of shower maximum, \( \langle X_{\text{max}} \rangle \), and its dispersion, \( \sigma(X_{\text{max}}) \). Inferring the mass composition from these measurements is subject to some level of uncertainty. This is because their conversion to mass relies on the use of shower simulation codes which include the assumption of a hadronic interaction model. The various interaction models [1] have in common the ability to fit lower energy accelerator data. However, different physical assumptions are used to extrapolate these low energy interaction properties to higher energies. Consequently they provide different expectations for \( \langle X_{\text{max}} \rangle \) and \( \sigma(X_{\text{max}}) \). The first aim of this paper is to discuss how the mean value of the depth of shower maximum and its dispersion can be used to interpret mass composition even in the presence of uncertainties in the hadronic interaction modeling.

Furthermore, we discuss the different roles of the two observables, \( \langle X_{\text{max}} \rangle \) and \( \sigma(X_{\text{max}}) \), with respect to mass composition. In the interpretation of data they are often used as different, and independent, aspects of the same phenomenon. However it is not true to say that both parameters reflect the cosmic ray composition to the same extent. According to the superposition model [2] \( \langle X_{\text{max}} \rangle \) is linear in \( \langle \ln A \rangle \) and therefore it actually measures mass composition for both pure and mixed compositions. But, we will show that the behaviour of \( \sigma(X_{\text{max}}) \) is more complex to interpret as there is no one-to-one correspondence between its value and a given mean log mass. Only in the case of pure composition is this correspondence unique.

In this paper we refine the analysis method originally proposed by Linsley [3, 4] and apply it to the Auger data. The Pierre Auger Collaboration has published results on the mean and dispersion of the \( X_{\text{max}} \) distribution at energies above \( 10^{18} \) eV [5, 6]. In this work we apply the proposed method to convert those observables to the first moments of the log mass distribution, namely \( \langle \ln A \rangle \) and \( \sigma^2_{\ln A} \).

The paper is organized as follows. In Section 2 we discuss the parameterization for \( \langle X_{\text{max}} \rangle \) and \( \sigma(X_{\text{max}}) \). In Sec. 3 we test the method with shower simulations assuming different mass distributions. Sec. 4 describes the application of the method to data. The
discussion of the results and the conclusions follow in sections 5 and 6 respectively. The details of the parameterization and the best fit values for the hadronic interaction models are summarized in Appendix A.

2 A method to interpret \( \langle X_{\text{max}} \rangle \) and \( \sigma(X_{\text{max}}) \)

The interpretation of \( \langle X_{\text{max}} \rangle \) and \( \sigma(X_{\text{max}}) \) can be simplified by making use of an analysis method based on the generalized Heitler model of extensive air showers \([7]\). In this context \( \langle X_{\text{max}} \rangle \) is a linear function of the logarithm of the shower energy per nucleon:

\[
\langle X_{\text{max}} \rangle = X_0 + D \log_{10} \left( \frac{E}{E_0 A} \right),
\]

where \( X_0 \) is the mean depth of proton showers at energy \( E_0 \) and \( D \) is the elongation rate \([8-10]\), i.e., the change of \( \langle X_{\text{max}} \rangle \) per decade of energy. The High Energy hadronic interaction models used in this work are EPOS 1.99 \([11]\), Sibyll 2.1 \([12]\), QGSJet 01 \([13]\) and QGSJet II \([14]\). Simulated data show that eq. \((2.1)\) gives a fair description of EPOS and Sibyll results in the full range of interest for this work, \(10^{18}\) to \(10^{20}\) eV, but does not reproduce accurately QGSJet models. For this reason we generalize the original representation as:

\[
\langle X_{\text{max}} \rangle = X_0 + D \log_{10} \left( \frac{E}{E_0 A} \right) + \xi \ln A + \delta \ln A \log_{10} \left( \frac{E}{E_0} \right),
\]

where the parameters \( \xi \) and \( \delta \) are expected to be zero if the model predictions are compatible with the superposition result \((2.1)\).

For nuclei of the same mass \( A \) one expects the shower maximum to be on average:

\[
\langle X_{\text{max}} \rangle = \langle X_{\text{max}} \rangle_p + f_E \ln A,
\]

and its dispersion to be only influenced by shower-to-shower fluctuations:

\[
\sigma^2(X_{\text{max}}) = \sigma^2_{\text{sh}}(\ln A).
\]

Here \( \langle X_{\text{max}} \rangle_p \) denotes the mean depth at maximum of proton showers, as obtained from either eq. \((2.1)\) or \((2.2)\), and \( \sigma^2_{\text{sh}}(\ln A) \) is the \( X_{\text{max}} \) variance for mass \( A \), \( \sigma^2_{\text{sh}}(\ln A) = \sigma^2(\langle X_{\text{max}} \rangle | \ln A) \). The energy dependent parameter \( f_E \) appearing in \((2.3)\) is:

\[
f_E = \xi - \frac{D}{\ln 10} + \delta \log_{10} \left( \frac{E}{E_0} \right).
\]

The values of the parameters \( X_0 \), \( D \), \( \xi \), \( \delta \) depend on the specific hadronic interaction model. In this work they are obtained from CONEX \([15]\) shower simulations as described in Appendix A.

In the case of a mixed composition at the top of the atmosphere, the mean and variance of \( X_{\text{max}} \) depend on the \( \ln A \) distribution. There are two independent sources of fluctuations: the intrinsic shower-to-shower fluctuations and the \( \ln A \) dispersion arising from the mass distribution. The first term gives rise to \( \sigma^2_{\text{sh}}(\ln A) \), the average variance of \( X_{\text{max}} \) weighted according to the \( \ln A \) distribution. The second contribution can be written as \( \left( \frac{d \langle X_{\text{max}} \rangle}{d \ln A} \right)^2 \sigma^2_{\text{lnA}} \)

where \( \sigma^2_{\text{lnA}} \) is the variance of the \( \ln A \) distribution. We can finally write for the two profile observables:

\[
\langle X_{\text{max}} \rangle = \langle X_{\text{max}} \rangle_p + f_E \langle \ln A \rangle
\]
\[ \sigma^2(X_{\text{max}}) = \langle \sigma_{\text{sh}}^2 \rangle + f_E^2 \sigma_{\ln A}^2. \] (2.7)

The two equations depend on energy through the parameters but also via \( \langle \sigma_{\text{sh}}^2 \rangle \) and the possible dependence of the two moments of the \( \ln A \) distribution.

To obtain an explicit expression for \( \langle \sigma_{\text{sh}}^2 \rangle \) we need a parameterization for \( \sigma_{\text{sh}}^2(\ln A) \). We assume a quadratic law in \( \ln A \):

\[ \sigma_{\text{sh}}^2(\ln A) = \sigma_p^2 [1 + a \ln A + b(\ln A)^2], \] (2.8)

where \( \sigma_p^2 \) is the \( X_{\text{max}} \) variance for proton showers. The evolution of \( \sigma_{\text{sh}}^2(\ln A) \) with energy is included in \( \sigma_p^2 \) and the parameter \( a \):

\[ \sigma_p^2 = p_0 + p_1 \log_{10} \left( \frac{E}{E_0} \right) + p_2 \left[ \log_{10} \left( \frac{E}{E_0} \right) \right]^2 \quad \text{and} \quad a = a_0 + a_1 \log_{10} \left( \frac{E}{E_0} \right). \] (2.9)

The parameters \( p_0, p_1, p_2, a_0, a_1, b \) depend on hadronic interactions: the values used in the paper are given in Appendix A.

Using measurements of \( \langle X_{\text{max}} \rangle \) and \( \sigma(X_{\text{max}}) \), equations (2.6) and (2.7) can be inverted to get the first two moments of the \( \ln A \) distribution. From eq. (2.6) one gets:

\[ \langle \ln A \rangle = \frac{\langle X_{\text{max}} \rangle - \langle X_{\text{max}} \rangle_p}{f_E}. \] (2.10)

Averaging eq. (2.8) on \( \ln A \) one obtains:

\[ \langle \sigma_{\text{sh}}^2 \rangle = \sigma_p^2 [1 + a \langle \ln A \rangle + b(\langle \ln A \rangle)^2]. \] (2.11)

Substituting in eq. (2.7) we get:

\[ \sigma^2(X_{\text{max}}) = \sigma_p^2 [1 + a \langle \ln A \rangle + b(\langle \ln A \rangle)^2] + f_E^2 \sigma_{\ln A}^2. \] (2.12)

But by definition \( \langle (\ln A)^2 \rangle = \sigma_{\ln A}^2 + \langle \ln A \rangle^2 \). Solving in \( \sigma_{\ln A}^2 \) one finally obtains:

\[ \sigma_{\ln A}^2 = \frac{\sigma^2(X_{\text{max}}) - \sigma_{\text{sh}}^2(\langle \ln A \rangle)}{b \sigma_p^2 + f_E^2}. \] (2.13)

Equations (2.10) and (2.13) are the key tools used throughout this work for interpreting Pierre Auger Observatory data in terms of mass composition and assessing the validity of available hadronic interaction models.

### 3 Testing the method with simulation

Equations (2.6) and (2.7) can be tested with simulations. They contain parameters depending on the hadronic interaction properties and on the mass distribution of nuclei. The mass distribution of nuclei refers to those nuclei hitting the Earth’s atmosphere: it does not matter what is the source of the mass dispersion, either a mixed composition at injection or the dispersion caused by propagation. So, in order to test the method we will simply use different test distributions of the masses at the top of the atmosphere.

For this purpose we have chosen three different mass distributions:

1. A distribution uniform in \( \ln A \) from \( \ln(1) \) to \( \ln(56) \) and independent of energy. The values of \( \langle \ln A \rangle \) and \( \sigma_{\ln A} \) are respectively 2.01 and 1.16.
2. A Gaussian ln $A$ distribution with $\langle \ln A \rangle$ increasing linearly with log $E$ from $\ln(4)$ at $10^{18}$ eV to $\ln(14)$ at $10^{20}$ eV and $\sigma_{\ln A} = 0.75$ independent of energy. The Gaussian is truncated to less than 2 sigmas to avoid unphysical mass values. In this case the ln $A$ dispersion is fixed and equal to 0.66 but $\langle \ln A \rangle$ varies with energy.

3. Two masses, H and Fe, with proton fraction $H/(H+Fe)$ decreasing linearly with log $E$ from 1 at $10^{18}$ eV to 0 at $10^{20}$ eV. In this case, both $\langle \ln A \rangle$ and $\sigma_{\ln A}$ vary with energy.

Figure 1. $\langle X_{\text{max}} \rangle$ and $\sigma(X_{\text{max}})$ as a function of log$_{10}(E/eV)$ for three different mass distribution hypotheses (see text). Full circles are calculated from the resulting $X_{\text{max}}$ distributions from the CONEX simulations. Sibyll 2.1 has been chosen for hadronic interactions. The dashed lines show equations (2.6) for $\langle X_{\text{max}} \rangle$ and (2.7) for $\sigma(X_{\text{max}})$. The dot-dashed line refers to the contribution of the first term in (2.7).
and right panels respectively. The dashed lines are calculated using equations (2.6) and (2.7) for the three different mass hypotheses by using only the first two moments $\langle \ln A \rangle$ and $\sigma_{\ln A}^2$.

One can see that, despite the simple assumptions made, good agreement is achieved for all the three mass distributions. The dot-dashed line refers to the contribution of the first term in eq. (2.7). The comparison between the two lines (dashed vs. dot-dashed) highlights how different the interpretation of $\sigma(X_{\text{max}})$ data can be if one does not take into account the mass dispersion term.

The inverse equations (2.10) and (2.13) have also been tested using Monte Carlo simulation. In this case $\langle \ln A \rangle$ and $\sigma_{\ln A}^2$ have been obtained as a function of $\log_{10}(E/eV)$ directly from the input mass distributions. These values are shown as full circles in Figure 2. The $\langle X_{\text{max}} \rangle$ and $\sigma(X_{\text{max}})$ retrieved from the corresponding $X_{\text{max}}$ distributions are used in equations (2.10) and (2.13) to get $\langle \ln A \rangle$ and $\sigma_{\ln A}^2$. These are shown in Fig. 2 as dashed lines. Also in this case, the comparison is quite successful.

Figure 2. $\langle \ln A \rangle$ and $\sigma_{\ln A}^2$ as a function of $\log_{10}(E/eV)$ for three different mass distribution hypotheses. Sibyll 2.1 is the hadronic interaction model. Full circles refer to the values obtained directly from the input mass distributions. The dashed lines show $\langle \ln A \rangle$ and $\sigma_{\ln A}^2$ calculated using equations (2.10) and (2.13). The dotted lines refer to the calculation of the same variables using the parameterization for QGSJet II in (2.10) and (2.13).
The simulated data sample can also be used to estimate the systematic uncertainty in the calculation of the moments of the $X_{\text{max}}$ ($\ln A$) distribution induced by the missing knowledge of the hadronic interaction mechanism. This study is pursued using simulated showers generated with a given model together with parameters of another model in equations (2.6) and (2.7) for the profile variables, and (2.10) and (2.13) for the log mass variables. An example of this procedure is shown in Fig. 2 where the dotted lines show the calculation with the parameters of QGSJet II and the full circles refer to data simulated with Sibyll 2.1. As a summary of these cross-model checks, we find mean absolute deviations of 4 to 27 g cm$^{-2}$ for $\langle X_{\text{max}} \rangle$ and 1 to 5.4 g cm$^{-2}$ for $\sigma(X_{\text{max}})$, where the maximum deviations are obtained crossing EPOS with QGSJetII. The same study done for the moments of the log mass distribution gives mean absolute deviations of 0.2 to 1.2 for $\langle \ln A \rangle$ and 0.02 to 0.5 for $\sigma_2^2 \ln A$. In this case the maximum values refer to EPOS vs. QGSJet 01 for the first moment and QGSJet II vs. QGSJet 01 for the second.

4 Application to data

At ultra-high energies, shower development can be directly measured using fluorescence and Cherenkov light profiles. Mean $X_{\text{max}}$ data as a function of energy are available from Fly’s Eye [16], HiRes [17, 18], Auger [5], Yakutsk [19] and Telescope Array [20]. $\langle X_{\text{max}} \rangle$ data were complemented with fluctuation measurements as early as 1980s (see e.g. [21] and references therein) but only recently have precise optical detector measurements become available [5, 18, 19].

The Pierre Auger Collaboration has published results on the mean and dispersion of the $X_{\text{max}}$ distribution at energies above $10^{18}$ eV [5]. Here we apply the method presented in this work to an updated dataset available in [6, 22]. These data are shown in Figure 3.

![Figure 3](image_url)

**Figure 3.** $\langle X_{\text{max}} \rangle$ (left) and $\sigma(X_{\text{max}})$ (right) as a function of $\log_{10}(E/\text{eV})$ from Pierre Auger Observatory data [6, 22]. Data (full circles) are shown with statistical errors. Systematic uncertainties are represented as bands.

In the Auger analysis [5], the events are selected using fiducial volume cuts based on the shower geometry. This ensures that the viewable $X_{\text{max}}$ range for each shower is large enough to accommodate the full $X_{\text{max}}$ distribution. Also, the detector resolution is accounted for by subtracting in quadrature its contribution to the measured dispersion. This allows the direct conversion to the moments of the $\ln A$ distribution using equations (2.10) and (2.13).
without the need of more complex treatment, such as is required in the presence of acceptance biases [23, 24].

The moments of the log mass distribution, \( \langle \ln A \rangle \) and \( \sigma^2_{\ln A} \), as obtained using equations (2.10) and (2.13), are shown (full circles) as a function of \( \log_{10}(E/eV) \) in Figures 4 and 5 respectively. Error bars show the statistical errors obtained from the propagation of data errors and the errors of the fitted parameters. Shaded bands are the systematic uncertainties obtained by summing in quadrature the different individual contributions.

Figure 4. \( \langle \ln A \rangle \) as a function of \( \log_{10}(E/eV) \) obtained from Auger data [22] are shown as full circles for different hadronic interaction models. Error bars show statistical errors. The shaded areas refer to systematic uncertainties obtained by summing in quadrature the systematic uncertainties on \( \langle X_{\text{max}} \rangle \) and \( \sigma(X_{\text{max}}) \) data points and on the FD energy scale.

The systematic uncertainties on \( \langle X_{\text{max}} \rangle \) and \( \sigma(X_{\text{max}}) \) data points have different sources: calibration, atmospheric conditions, reconstruction and event selection [5]. Another source of systematics is related to the uncertainty of the FD energy scale [25], 22 %, which induces an uncertainty in \( \langle \ln A \rangle \) and \( \sigma^2_{\ln A} \) via the parameters of the models. All these uncertainties contribute approximately at the same level and independently of energy. The figures show
the results for the moments of the log mass distribution for EPOS 1.99 [11], Sibyll 2.1 [12], QGSJet 01 [13] and QGSJet II [14].

Despite the uncertainties and the different mass offsets of the models, the overall features are similar in all the cases. So far as the energy dependence is concerned, the data imply an increasing $\langle \ln A \rangle$ above $10^{18.3}$ eV from light to intermediate masses and a decreasing $\sigma^2_{\ln A}$ over the whole energy range.

Looking more specifically to the different hadronic models we notice a slight change in the log mass scale. The highest masses are obtained for EPOS 1.99. Sibyll 2.1 and QGSJet II show intermediate values, whereas the lowest masses are obtained for QGSJet 01. In particular at $\log_{10}(E/eV) = 18.25$ the mean log mass, $\langle \ln A \rangle$, is 1.10, 0.70, 0.60 and 0.12 respectively for EPOS 1.99, Sibyll 2.1, QGSJet II and QGSJet 01 with statistical errors of about 0.08 and systematic uncertainty of about 0.6. The Pierre Auger Collaboration has

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.pdf}
\caption{$\sigma^2_{\ln A}$ as a function of $\log_{10}(E/eV)$ obtained from Auger data [22] are shown as full circles for different hadronic interaction models. Error bars show statistical errors. The shaded area refers to systematic uncertainties as in Fig. 4. The lower limit of allowed $\sigma^2_{\ln A}$ is shown by the exclusion line. The upper limit (4.05) is just above the maximum of the vertical axis.}
\end{figure}
recently published the measurement of the proton-air cross section for the energy interval $10^{18}$ to $10^{18.5}$ eV \cite{26}. That measurement is done using the showers with $X_{\text{max}} \geq 768$ g cm$^{-2}$, corresponding to 20% of the total $X_{\text{max}}$ distribution. Even in the most unfavourable case, (the $\langle \ln A \rangle$ and $\sigma_{\ln A}^2$ predicted by EPOS), one finds that several realizations obtained from the allowed $\langle \ln A \rangle$ and $\sigma_{\ln A}^2$ have enough protons in the most deeply penetrating showers to fulfill the selection criteria adopted in the Auger analysis.

Whereas $\langle \ln A \rangle$ always has valid values (apart a small region which crosses $\langle \ln A \rangle = 0$ for QGSJet 01), there are wide energy intervals where $\sigma_{\ln A}^2$ is negative. Considering eq. (2.13) one can see that these values occur for energies where the shower fluctuations corresponding to the mean log mass exceed the measured $X_{\text{max}}$ fluctuations. Figure 5 shows that $\sigma_{\ln A}^2$ data points are within the allowed physical region only for EPOS 1.99 and Sibyll 2.1. They are partly outside for QGSJet II, and completely outside for QGSJet 01. However the current systematic uncertainties do not allow one to establish stringent tests to the models.

The method presented in this work shows that the Pierre Auger Observatory data can confront hadronic physics models provided that future developments in the shower data analysis reduce systematics. By shrinking the shaded bands in Figure 5 it will be possible to constrain those models.

5 Discussion

The importance of the combined study of the mean values and fluctuations of mass dependent observables has been addressed by several authors \cite{3, 4, 21, 27, 28}. In particular, Linsley \cite{4} showed that a combined analysis of the mean and the variance of $\ln A$ can provide a useful representation of the mass transition (if any) to be found in shower profile data. In fact, possible transitions are constrained to a limited region of the $(\langle \ln A \rangle, \sigma_{\ln A}^2)$ plane. More recently a similar study using the $(\langle X_{\text{max}} \rangle, \sigma(X_{\text{max}}))$ correlation \cite{1} reached a similar conclusion \cite{29}.

Converting $X_{\text{max}}$ data to $\ln A$ variables, as described in Sec. 2, one can plot Pierre Auger Observatory data in the $(\langle \ln A \rangle, \sigma_{\ln A}^2)$ plane. Since this procedure depends on the hadronic model, one gets a plot for each model as shown in Figure 6. Data points are shown as full circles with size increasing in proportion to log $E$. The error bars are tilted because of correlations arising from equations (2.10) and (2.13) and represent the principal axes of the statistical error ellipses. The solid lines show the systematic uncertainties. The same figure shows the region allowed for mass compositions. The contour of this region (gray thick line) is generated by mixing neighbouring nuclei in the lower edge and extreme nuclei (protons and iron) in the upper edge. Each of these mixings is an arch shaped line in the $(\langle \ln A \rangle, \sigma_{\ln A}^2)$ plane.

Figure 6 shows that the Auger data lie outside the allowed boundaries for part of the energy range in some of the models. As noted previously, systematic uncertainties are still large and thus prevent us from more definite conclusions. However the energy evolution is common to all models suggesting that the average mass increases with decreasing log mass dispersion. This behaviour might imply astrophysical consequences.

In fact there are only a few possibilities for extragalactic source models to produce compositions with small log mass dispersion at the Earth. Protons can traverse their path from sources to the Earth without mass dispersion, but this case is excluded by Pierre Auger Observatory data at the highest energies.

1 In this case the dependence on hadronic models has been accounted for by subtracting the corresponding observables predicted by the models for iron.
Nuclei originating from nearby sources ($\lesssim 100$ Mpc) might be detected with small mass dispersion. For these sources, propagation does not degrade mass and energy so the spectrum and composition reflect closely their values at injection. But, if sources are distributed uniformly, distant sources induce natural mass dispersions. Small $\ln A$ dispersions are possible only when there is small observed mass mixing so that, at each energy, only nuclei with a small spread in masses are present. This corresponds to the low-$\sigma_{\ln A}^2$ edge of the contour of the allowed region in the $(\langle \ln A \rangle, \sigma_{\ln A}^2)$ plane.

Protons originating by the photo-disintegration of nuclei are the main source of mass dispersion because they populate each energy region. The possible end of the injection spectrum based on a rigidity-dependent mechanism can reduce the proton component at high energies, thus producing a reduction of the mass dispersion at the highest energies. A complete study of source models under several hypotheses is required to study all the source models.
parameters that limit the mass dispersion in the propagation of extragalactic cosmic rays. Recent studies, see e.g. [30, 31], based on the assumption of a uniform source distribution, have shown that the Auger composition results, when combined with the energy spectrum, require hard injection spectra (i.e. index < 2) with low energy cutoffs and the possible presence of local sources.

6 Conclusions

In this work we presented a method for interpreting $\langle X_{\text{max}} \rangle$ and $\sigma(X_{\text{max}})$ in terms of mass composition. The method is based on an extension of the Heitler model of extensive air showers. The parameterization given in equations (2.6) and (2.7) expresses those two profile observables as a linear combination of the first two moments of the log mass distribution, $\langle \ln A \rangle$ and $\sigma^2_{\ln A}$, and of the mean shower fluctuations. We first note that the method provides an effective key to the interpretation of data. The energy dependences of $\langle X_{\text{max}} \rangle$ and $\sigma(X_{\text{max}})$ are sometimes considered as different expressions of the same physical features, e.g. an increase or decrease of the mean log mass. However their different meanings can be easily understood by looking at the dependence on the mass variables. At a fixed energy $\langle X_{\text{max}} \rangle$ is only function of $\langle \ln A \rangle$; therefore, it only carries information of the average composition. However, $\sigma(X_{\text{max}})$ cannot be interpreted as a measure of the average composition since it is also affected by the log mass dispersion. Similarly, the inference of hadronic interaction properties from $\sigma(X_{\text{max}})$ can be wrong unless the mass dispersion term ($\propto \sigma^2_{\ln A}$) is negligible. The parameter $\sigma_{\ln A}$ represents the dispersion of the masses as they hit the Earth atmosphere. It reflects not only the spread of nuclear masses at the sources but also the modifications that occur during their propagation to the Earth.

The method has been successfully tested, with the simulation of different mass distributions in the energy interval from $10^{18}$ to $10^{20}$ eV showing the robustness of the parameterization. We have applied the method to the Pierre Auger Observatory $X_{\text{max}}$ data to get the first two moments of the $\ln A$ distribution. The outcome relies on the choice of a hadronic interaction model to set the parameters and the appropriate shower fluctuations. Four models have been used, EPOS 1.99, Sibyll 2.1, QGSJet 01 and QGSJet II, and the corresponding moments of the log mass distribution have been obtained as a function of energy. Despite the differences in the chosen models, the overall features are quite similar. In particular we find an increasing $\langle \ln A \rangle$ above $10^{18.3}$ eV from light to intermediate masses and a decreasing $\sigma^2_{\ln A}$ over the whole energy range, while the mean log mass scale changes with hadronic models.

The results presented in this paper show the capability of the method to infer important features of the mass distribution of the UHECR nuclei. This is a remarkable outcome with respect to the study of source scenarios and propagation. In fact we do not only access the average mass, but also the mass dispersion. While a pure proton beam at the sources is not changed by propagation, nuclei should increase the mass dispersion in their path towards the Earth. The Auger results seem to imply either close-by sources or hard spectral indices, if the energy evolution of the present hadronic interaction models can be trusted.

The proposed method can also be used as a tool to investigate the validity of hadronic interaction models. In particular it has been shown that the intrinsic shower fluctuations are sometimes larger than the measured $X_{\text{max}}$ dispersions. This happens in different energy intervals for the different models. At the highest energies, all models approach the
lower boundary, and some of them enter the unphysical region, but the current systematic uncertainties prevent us from confidently rejecting any model. Provided that systematic uncertainties can be reduced in future data analysis, the method can be used to constrain hadronic interaction models. The addition of new measurements, such as the muon content of EAS \cite{32,33}, may allow us to place stronger bounds to the models.

A Parameterization of the shower mean depth and its fluctuations

The shower code chosen for this work is CONEX \cite{15}. CONEX is a hybrid simulation code that is suited for fast one-dimensional simulations of shower profiles, including fluctuations. It combines Monte Carlo simulation of high energy interactions with a fast numerical solution of cascade equations for the resulting distributions of secondary particles. In our CONEX simulation we used the default energy thresholds settings of version v2r3.1\(^2\).

The parameters \(X_0\), \(D_1\), \(\xi\) and \(\delta\) used in equations (2.6) and (2.7) have been obtained by fitting CONEX showers for four different primaries (H, He, N and Fe) in nine energy bins of width \(\Delta \log_{10}(E/\text{eV}) = 0.25\) ranging from \(10^{18}\) to \(10^{20}\) eV, and for all the hadronic models used in this work: EPOS 1.99 \cite{11}, Sibyll 2.1 \cite{12}, QGSJet 01 \cite{13} and QGSJet II \cite{14}. In total, about 25,000 showers have been used for each energy bin and for each hadronic model. The fit procedure always converges with mean (maximum) \((X_{\text{max}})\) residuals from the simulated data of about 1 (3) g cm\(^{-2}\) for all the models. The best fit values are reported in Table 1 with their errors.

| parameter | EPOS 1.99 | Sibyll 2.1 | QGSJet 01 | QGSJet II |
|-----------|-----------|------------|-----------|-----------|
| \(X_0\)   | 809.7 ± 0.3 | 795.1 ± 0.3 | 774.2 ± 0.3 | 781.8 ± 0.3 |
| \(D\)     | 62.2 ± 0.5  | 57.7 ± 0.5  | 49.7 ± 0.5  | 45.8 ± 0.5  |
| \(\xi\)   | 0.78 ± 0.24  | -0.04 ± 0.24 | -0.30 ± 0.24 | -1.13 ± 0.24 |
| \(\delta\) | 0.08 ± 0.21  | -0.04 ± 0.21 | 1.92 ± 0.21  | 1.71 ± 0.21  |

Table 1. Parameters of formulae (2.6) and (2.7) for different hadronic interaction models setting \(E_0 = 10^{19}\) eV. The values are obtained fitting the mean \(X_{\text{max}}\) for showers generated for four different primaries H, He, N and Fe. Statistical error obtained from the fit are also given. All values are expressed in g cm\(^{-2}\).

Shower variances have been fitted using the parameterization given in equations (2.8) and (2.9) and the same simulated data set described above. The mean (maximum) \(\sigma(X_{\text{max}})\) residuals from the simulated data are about 1 (3) g cm\(^{-2}\) for all the models. The best fit parameters are given in Table 2 with their errors.
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