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Abstract

We describe a fast, approximate method to characterize the orbits of satellites around a central binary in numerical simulations. A goal is to distinguish the free eccentricity—the random motion of a satellite relative to a dynamically cool orbit—from oscillatory modes driven by the central binary’s time-varying gravitational potential. We assess the performance of the method using the Kepler-16, Kepler-47, and Pluto–Charon systems. We then apply the method to a simulation of orbital damping in a circumbinary environment, resolving relative speeds between small bodies that are slow enough to promote mergers and growth. These results illustrate how dynamical cooling can set the stage for the formation of Tatooine-like planets around stellar binaries and the small moons around the Pluto–Charon binary planet.

Unified Astronomy Thesaurus concepts: Exoplanet dynamics (490); Exoplanet evolution (491); Pluto (1267); Orbital elements (1177); Orbital theory (1182); N-body simulations (1083); Exoplanet formation (492); Satellite formation (1425)

1. Introduction

Planet formation seems inevitable around nearly all stars. Even the rapidly changing gravitational field around a binary does not prevent planets from settling there (e.g., Armstrong et al. 2014). Recent observations have revealed stable planets around binaries involving main-sequence stars (e.g., Kepler-16; Doyle et al. 2011), as well as evolved compact stars (the neutron star–white dwarf binary PSR B1620-26; Sigurdsson et al. 2003). The Kepler mission (Borucki et al. 2011) identified a dozen other close-in circumbinary planets (Orosz et al. 2012a, 2012b; Welsh et al. 2012, 2015; Kostov et al. 2013, 2014, 2016; Schwamb et al. 2013). More recently, TESS (Ricker 2015; Huang et al. 2018) detected one more addition to the census (TOI-1338; Kostov et al. 2020). Closer to our own home, the Sun’s binary planet, Pluto–Charon, has a compact system of small moons (Christy & Harrington 1978; Buie et al. 2006; Showalter et al. 2011, 2012; Weaver et al. 2016) that have all found a stable home close to the binary partners.

From a theoretical perspective, the gravitational perturbations from a central binary present some hurdles for the formation of circumbinary satellites—planets around double stars, or moons around binary planets (e.g., Holman & Wiegert 1999; Moriwaki & Nakagawa 2004; Quintana & Lissauer 2006; Pierens & Nelson 2007, 2013; Scholl et al. 2007; Doolin & Blundell 2011; Kennedy et al. 2012; Rafikov 2013; Lines et al. 2014; Bromley & Kenyon 2015; Kennedy 2015; Kley & Haghighipour 2015). Analytical studies (Sutherland & Kratter 2019) and extensive simulations (e.g., Chavez et al. 2015; Fleming et al. 2018; Quarles et al. 2018) highlight the importance of disruptive orbital instabilities related to resonances. Other issues affecting the orbital architecture of circumbinary planets include the initial mass distribution of protoplanetary disks around binaries, and the ability of nascent planets to migrate within these disks (e.g., Schlichting 2014).

The growing census of circumbinary planets demonstrates that these theoretical obstacles are surmountable. Robust processes that drive the formation of planets around a single star are likely at play in circumstellar environments: coagulation, accretion, and mergers in a swarm of planetesimals lead to growth of planets, regulated by a balance between dynamical excitation (for example, gravitational stirring of small bodies by larger ones, which causes high-speed destructive collisions), and dynamical cooling (collisional damping and dynamical friction, which facilitate low-speed collisions and mergers; see Safronov 1969; Wetherill 1980; Lissauer & Stewart 1993; Wetherill & Stewart 1993; Ida & Lin 2004). The success of this scenario has been borne out in simulations that track the growth of planets from a sea of planetesimals (e.g., Spaute et al. 1991; Kokubo & Ida 1995; Weidenschilling et al. 1997; Kenyon & Luu 1998; Chambers 2004; Kenyon & Bromley 2008; Bromley & Kenyon 2011; Levison et al. 2012).

Dynamical cooling within a protoplanetary disk is essential to the growth of planets. Around a single star, dynamically cold orbits are circular. Particles that lie on them in a common orbital plane follow paths that are nested and never cross. Orbital eccentricity $e$, which is easily tracked in $n$-body simulations of planet formation, is a measure of random motions relative to these trajectories; collisions in a swarm of objects with low eccentricities yield mergers, while higher eccentricities result in erosion and fragmentation. This connection between eccentricity and collision outcomes is particularly useful in simulations that determine collision rates based on tracer particles (e.g., Levison et al. 2012) or statistically evolved particle ensembles (e.g., Kenyon & Luu 1998).

Around a central binary, the time-varying gravitational potential makes dynamically cold orbits harder to identify. Yet they exist: “most-circular” orbits are the analog of circular trajectories around a single central mass (Lee & Peale 2006; Youdin et al. 2012; Leung & Lee 2013; Bromley & Kenyon 2015). Most-circular trajectories lie in the plane of the binary; particles on these paths flow with the binary’s motion but never cross the orbits of particles on adjacent paths, even when the binary is eccentric. Random motion relative to a most-circular path is measured by the free eccentricity $e_{\text{free}}$. 
(e.g., Lee & Peale 2006); dynamically cold orbits have $e_{\text{free}} = 0$. Because of the complicated motion driven by the binary on dynamical timescales, $e_{\text{free}}$ is more difficult to isolate than its Keplerian counterpart $e$ even when $e_{\text{free}}$ is identically zero. In simulations of circumbinary planet formation, it is a challenge to distinguish between dynamically hot orbits that lead to destruction from cool ones that lead to growth.

Here, we take up this challenge, focusing on how to characterize, track, and manipulate orbits of small bodies around a central binary in dynamical simulations. The goal is to calculate realistic trajectories for these objects, accurately resolving orbital parameters, including their free eccentricity, as they settle onto most-circular orbits. Only by tracking orbits with this level of detail can we measure relative collision speeds well enough to distinguish between merger events and catastrophically destructive impacts. However, existing methods for estimating orbital elements around binaries (e.g., Showalter & Hamilton 2015; Woo & Lee 2018) involve either model fitting and/or the storage of up to thousands of sample points along individual trajectories. These approaches are not practical in a large $n$-body simulation. Instead, the estimators we seek must be computed quickly and involve little data storage. We are not looking to replace existing estimation methods used with hard-won observational data so that we may sacrifice some accuracy for an algorithm that is fast and lean.

We begin this work with a review of the epicyclic theory of circumbinary orbits introduced by Lee & Peale (2006), which is the foundation for much of our analysis (Section 2). In Section 3, we outline ways to characterize circumbinary orbits and propose simple measures of circumbinary orbital elements that can be calculated efficiently from a single state vector. Focusing on the free eccentricity, we illustrate the performance of our method using several observed circumbinary systems (Kepler-16, Kepler-47, and Pluto–Charon). Next, in Section 4, we compare our estimator to other values of $e_{\text{free}}$ from the literature for the small moons of Pluto–Charon. Then, in Section 5, we demonstrate how to use this estimator in a simulation of orbital damping. We conclude in Section 6.

2. The Analytical Model: Linearized Theory

In planet formation simulations, dynamical friction, viscous stirring and collisional damping modify the orbital parameters of solids. Having a prescription to measure and change these orbital elements during a numerical calculation is important. With a single central object, the motion of satellites—planets around a star, or moons around a planet—is well-described by Keplerian orbital elements. We can then monitor quantities like orbital distance and eccentricity easily from a single state vector. Modifying orbital elements is straightforward as well (Bromley & Kenyon 2006). Such changes to a satellite’s trajectory in an $n$-body calculation are warranted if, for example, the satellite experiences dynamical friction from interactions with a massive swarm of small dust particles that are not explicitly evolved as $n$-bodies (e.g., Bromley & Kenyon 2006; Kenyon & Bromley 2009).

For a satellite orbiting a binary, it is not immediately clear how to define orbital eccentricity, much less how to modify it. Eccentricity might be associated with radial excursions from some average orbital distance, as in the Keplerian case. However, the binary’s rapidly varying gravitational potential influences the extent of radial traversals; they are a mixture of random motion and forced modes that respond to the binary’s orbit. In secular perturbation theory (e.g., Murray & Dermott 1999), the rapidly varying binary potential is replaced by a time-averaged one; the free eccentricity derived from it corresponds to precessing, elliptical motion, superimposed on forced eccentric motion driven by the eccentric orbit of the binary. A satellite’s random motion relative to a most-circular orbit (which includes forced eccentric motion from secular theory; Leung & Lee 2013) is characterized by the free eccentricity. However, secular theory ignores important behavior that takes place on dynamical timescales. Thus it does not provide a prescription for parameter estimation from a state vector.

As a guide out of this thicket, we adopt the epicyclic theory of Lee & Peale (2006). It provides explicit orbit solutions that allow us to distinguish motion driven by the binary’s time-varying gravitational potential from random motion, as quantified by the free eccentricity. The Lee–Peale theory is designed for orbits that are close to circular and are nearly coplanar with the binary. Errors in orbit solutions scale as the square of the orbital inclination. Similarly, errors appear at second order in $e_{\text{free}}$ and (in the extension of the theory by Leung & Lee 2013) in the binary eccentricity, $e_{\text{bin}}$. Other theoretical solutions are known (e.g., Georgakarakos & Eggl 2015), although we do not consider them here.

Lee & Peale (2006) derived equations of motion of a satellite by first designating a guiding center, a reference point in uniform circular motion that tracks the satellite’s overall path around the binary. They define coordinates relative to the guiding center location that are used to determine the satellite’s position and speed as it makes excursions about this reference point. The exact equations of motion are linearized in these coordinates. The time variation in the gravitational potential experienced by the satellite during these excursions is then expressed in terms of harmonics of orbital frequencies (see the Appendix for details). Between the linearization in excursion coordinates and the decomposition of the time dependence into harmonic frequencies, an orbit solution emerges that is the linear superposition of harmonic oscillator modes:

$$R(t) = R_0 \left[ 1 - e_{\text{free}} \cos(\kappa e_t + \chi_e) - \sum_{k=1}^{\infty} C_k \cos(k \Omega_{\text{syn}} t) \right],$$  

$$\phi(t) = \Omega_g \left[ t + \frac{2 e_{\text{free}}}{\kappa_e} \sin(\kappa e_t + \chi_e) + \sum_{k=1}^{\infty} \frac{D_k}{k \Omega_{\text{syn}}} \sin(k \Omega_{\text{syn}} t) \right],$$  

$$z(t) = i R_0 \cos(\kappa e_t + \chi_e),$$

where $(R, \phi, z)$ is the satellite’s position at time $t$ in cylindrical coordinates, and the parameters on the right-hand sides are listed in Table 1. Here, we choose $t = 0$ to correspond to the time when the satellite and the secondary are aligned, with azimuthal coordinates $\phi$ and $\phi_{\text{sec}}$ set to zero. This orbit solution applies only for the case of a circular binary ($e_{\text{bin}} = 0$), as detailed in the Appendix following Lee & Peale (2006). Leung & Lee (2013) generalize for motion around eccentric binaries.

Broadly, this orbit solution tracks the motion of the guiding center (the leading terms on the right in Equations (1) and (2)), random motion (terms with free eccentricity $e_{\text{free}}$ and inclination $i$), and forced oscillations that result from the binary’s
motion (the terms in the summations with mode amplitudes $C_k$ and $D_k$). The frequencies $\kappa_e$ and $\kappa_v$, correspond to epicyclic and vertical motion, while the synodic frequency, $\Omega_{\text{syn}}$, is the rate at which the satellite is in conjunction with the binary, setting the tempo of the regular kicks that the satellite receives as it swings by.

The orbit solutions (Equations (1)–(3)) are valid in the limit of small free eccentricity ($e_{\text{free}} \ll 1$) and inclination ($i \ll \pi/2$); also, most parameters are derived using a Taylor-series expansion in terms of $a_{\text{bin}}/R_g$ (see the Appendix), assuming that the guiding center distance is large compared to the binary semimajor axis. The orbit solutions for a satellite around an eccentric binary contain additional driving terms (Leung & Lee 2013) including one associated with the forced eccentricity, familiar from secular theory (e.g., Murray & Dermott 1999). This mode, which operates at the frequency $\Omega_{g}$, has an amplitude of

$$e_{\text{force}} \approx \frac{5}{4} e_{\text{bin}} \frac{M_p - M_s}{M} \frac{a_{\text{bin}}}{R_g},$$

where $M_p$ and $M_s$ are the mass of primary and secondary, respectively, and $M = M_p + M_s$.

### 2.1. Most-circular Orbits

In the Lee–Peale analytical approximation, orbital motion is the result of a linear superposition of oscillations about a guiding center at harmonics of the synodic frequency and epicyclic motion, characterized by the free eccentricity, $e_{\text{free}}$. Since a satellite’s radial motion has independent contributions from all of these oscillatory modes, trajectories with no free eccentricity tend to stay closer to the guiding center than those for which $e_{\text{free}} > 0$.

Incidentally, a satellite can be launched on a trajectory with no radial drift, as if it were on a Keplerian circular orbit about the binary center of mass. Mathematically, this condition is met when the contribution from $e_{\text{free}}$ exactly cancels the forced oscillations in Equation (1). However, over time, the epicyclic motion will drive radial excursions that eventually become larger than when $e_{\text{free}} = 0$.

### Table 1

| Parameter | Description | Definition/Reference |
|-----------|-------------|---------------------|
| $M_p$, $M_s$, $M$ | primary, secondary and total mass | $M = M_p + M_s$ |
| $a_{\text{bin}}$, $e_{\text{bin}}$ | binary semimajor axis and eccentricity | \(\cdots\) |
| $\Omega_{\text{bin}}$ | mean motion of the binary | Equation (1) |
| $R_g$ | orbital radius of a satellite’s guiding center | \(\cdots\) |
| $\Omega_s$ | mean motion of guiding center | Equations (2) and (A5) |
| $\Omega_{\text{syn}}$ | synodic frequency | $\Omega_{\text{bin}} - \Omega_s$ |
| $C_k$, $D_k$ | amplitudes of forced oscillations | Equations (1), (2), (A8), (A9) |
| $\epsilon_{\text{free}}$ | free eccentricity | Equation (1) |
| $\kappa_e$ | epicyclic motion | Equations (1) and (A6) |
| $i$ | orbital inclination | Equation (3) |
| $\kappa_v$ | vertical motion | Equations (3) and (A7) |
| $\chi_e$, $\chi_v$ | constant phase angles | Equations (1) and (2) |

Figure 1. Radial excursions of Nix on a most-circular orbit (cyan curve), and on an orbit with free eccentricity $e_{\text{free}} = 0.005$ (magenta curve) calculated from numerical integration with starting conditions as in Equation (1) at $t = 0$. The horizontal axis is time; the vertical axis is the excursion distance, $\Delta R = R - R_g$, in units of $R_g$. The analytical predictions for these cases (Equation (1)) are in darker shades. The prediction for the most-circular orbit (dark blue–green) closely tracks its numerically integrated counterpart (in cyan) and is barely visible behind it. In the mildly eccentric case, the match between the numerical integration and the analytical prediction case (in dark purple, behind the magenta curve) is not as close.

When a satellite is on a most-circular orbit, with no free eccentricity, it responds to the binary’s gravitational influence by drifting slightly away from the barycenter when the secondary is close to it, and shifting inward until the satellite’s position is perpendicular to the binary’s separation vector. The extrema in radial distance, which occur whenever $\phi = \phi_{\text{sec}}$ (the satellite is closest to the secondary) and $\phi - \phi_{\text{sec}} = \pm \pi/2$ (the satellite is at right angles to the binary), follow from Equation (1), with $e_{\text{free}} = 0$:

$$\Delta R_+ = - \sum_{k=1} C_k R_g$$

$$\Delta R_- = - \sum_{k=1} C_k R_g \cos(k\pi/2),$$

where $\Delta R_\pm$ are the extrema in the satellite’s radial excursions relative to the guiding center radius, $R_g$, and the forced mode amplitudes, $C_k$, are from Equation (A8). Except for equal-mass binaries, the outward excursion ($\Delta R_+$) is greater in magnitude than the inward excursion ($\Delta R_-)$.

An order-of-magnitude estimate of the most-circular excursion distances, derived from Equation (A8) in the Appendix using a series expansion with respect to the guiding center distance, is

$$\Delta R_{\pm} \approx R_g \frac{M_p M_s}{2M^2} \epsilon_{\text{bin}} \left( \frac{9}{4} \frac{3 \Omega_g}{2 \Omega_{\text{syn}}} \left( \frac{\Omega_{\text{bin}}^2}{4 \Omega_{\text{syn}}^2 - \kappa_e^2} \right) \right).$$

Because the series expansion falls off slowly if a satellite’s guiding center distance is only a few times the binary separation, it is prudent to derive values of $\Delta R_\pm$ directly from Equations (5) and (A8), using all available expansion coefficients.

Figure 1 provides an illustration of a most-circular orbit based on the small moon Nix around Pluto–Charon. We adopt primary and secondary masses of $1.303 \times 10^{25}$ and
1.587 × 10^{24} \text{ g}, and a binary separation of 19,590 km, with Nix at an orbital distance of 2.485\(a_{\text{bin}}\) (Brozović et al. 2015; Stern et al. 2015; Weaver et al. 2016; McKinnon et al. 2017; Nimmo et al. 2017). The figure shows radial excursions relative to the guiding center distance, \(\Delta R = R - R_g\) for Nix on a most-circular orbit (\(e_{\text{free}} = 0\)) and on one with a small amount of free eccentricity (\(e_{\text{free}} = 0.005\)). The plots contain the analytical prediction, along with results from a 2D numerical integration of the moon’s equation of motion in the potential of the Pluto–Charon binary, obtained using the Python SciPy routine `odeint`.

For orbits with non-zero free eccentricity, the analytical theory is susceptible to errors that scale as \(O(e^2_{\text{free}})\). Thus, it may be necessary to fine-tune starting conditions to derive integrated orbits that match expectations in terms of minimum and maximum radial excursions. To implement this adjustment, we start with the binary and the satellite coaligned and use a 1D minimization algorithm to vary the azimuthal velocity until long-term orbit integrations yield the desired minimum and maximum excursion distances.

In the linearized theory adopted here, the orbital motion is driven at frequencies that include the synodic frequency and its harmonics, and the epicyclic frequency. Figure 2 is a periodogram of the relative radial excursion distance \(\Delta R/R_g\), showing peaks at these frequencies. The most-circular orbit has only a small residual peak at \(\kappa_s\), indicating no free eccentricity save for numerical noise. The eccentric orbits (\(e_{\text{free}} = 0.01\) and 0.1) have an additional strong peak at the epicyclic frequency. There are also peaks associated with terms—not predicted by the analytical model—that scale nonlinearly in \(e_{\text{free}}\). These terms, contributing at higher-order harmonics of \(e_{\text{free}}\), as well as \(\Omega_{\text{syn}} - \kappa_s\), become increasingly important with higher free eccentricity.

### 3. Orbit Characterization

Around a single planet or star, standard Keplerian orbital elements completely describe satellite orbits. The situation is more complicated around a binary, but similar descriptors can quantify orbital properties. In this section we review a few ways to characterize circumbinary orbits, guided by the results from the linearized theory in Section 2.

#### 3.1. Keplerian Orbital Elements

For orbits around a single central body of mass \(M\), the semimajor axis \(a\) and the eccentricity \(e\) are clearly defined. In terms of a satellite’s specific orbital energy \(E\) and angular momentum \(L\),

\[
a_{\text{Kep}} = -GM/2E \quad \text{and} \quad e_{\text{Kep}}^2 = 1 + 2|L|^2E/G^2M^2. \tag{7}
\]

Along with \(a_{\text{Kep}}\) and \(e_{\text{Kep}}\), the orbital energy nor angular momentum of a satellite is conserved. Nonetheless, when a satellite is far from the binary compared to the binary separation (\(a_{\text{Kep}} \gg a_{\text{bin}}\)), osculating Keplerian orbital elements are good descriptors of a satellite’s trajectory. Then, the semimajor axis and eccentricity give useful estimates of a satellite’s representative orbital distance from the barycenter and the shape of its orbit.

In their analysis of the small moons of Pluto and Charon, Showalter & Hamilton (2015) derive Keplerian orbital elements closer to the binary (\(a_{\text{Kep}} \sim 2.4a_{\text{bin}}\)), viewing these elements as describing orbits that are nearly Keplerian when the rapid variations from the binary are averaged out. In their approach, based on secular theory, orbits are elliptical Keplerian trajectories, with some nodal and apsidal precession, superimposed on the rapid forced motion driven by the binary. They fit an elliptical orbit to a set of observations of the position using a nonlinear \(\chi^2\) minimization algorithm, expecting residuals to reflect observational errors and the forced motion. For each moon, they derive the six standard Keplerian orbital elements, along with precession rates for the ascending node and the argument of perihelion. This procedure provides a substantially better assessment of Keplerian orbital elements than values determined from individual state vectors and Equation (7).

#### 3.2. Linearized-theory Parameters

Another way to treat the rapid, forced motion of a satellite on a circumbinary orbit is to model it with linearized theory (Equations (1)–(3), for the case of a circular binary). Then, this motion can be isolated from a satellite’s Keplerian trajectory, quantified in the theory by the free eccentricity and inclination, along with their associated phase angles. The parameters of the theory are

\[
\{t_0, R_g, e_{\text{free}}, \chi_e, \iota, \chi_j; M_{\text{pr}}, M_s, a_{\text{bin}}, e_{\text{bin}}\}, \tag{8}
\]

where the epoch \(t_0\) designates the time at which the binary and the satellite’s guiding center are aligned (in the case of a circular binary; its value is set to \(t = 0\) in the preceding section), or when the guiding center is aligned with the binary’s argument of perihelion (when \(e_{\text{bin}} > 0\)); all others appear in the
orbit solutions, Equations (1) and (2), and in Leung & Lee (2013).

The parameters in Equation (8) fully describe any orbit within the linearized theory. The model begins to lose accuracy even at modest eccentricity, with errors scaling as $\epsilon_{\text{free}}$. In simulations of satellite orbits around the Pluto–Charon binary, considered in more detail below, free eccentricities are small ($\epsilon_{\text{free}} \sim 10^{-3}$; Showalter & Hamilton 2015), and the formal fractional errors in the orbit solutions are below $10^{-5}$. On the other extreme, Kepler-16b has an eccentricity of about 0.01, but the binary itself has an eccentricity $\epsilon_{\text{bin}} = 0.16$; the linearized theory (as extended by Leung & Lee 2013) is first-order accurate in both $\epsilon_{\text{geo}}$ and $\epsilon_{\text{bin}}$, hence orbit-solution errors are at the level of a few percent. Similarly, the linearized theory is only good to first order in inclination $i$ (Equation (3)).

The approximate correspondence between the linearized-theory parameters and the Keplerian ones is

$$ R_g \rightarrow a_{\text{Kep}} = 2R_g \rightarrow \epsilon_{\text{Kep}} $$

$$ \chi_2 \rightarrow 3\pi/2 - \Omega_{g}(t - t_0) \rightarrow M_2 $$

provided that a satellite has some low inclination relative to the plane of the binary. Also, both the Lee–Peale parameters and the Keplerian ones are defined relative to the same reference direction, chosen here to be the secondary’s position vector at epoch $t_0$.

3.3. Geometric Parameters

A satellite’s semimajor axis and eccentricity, which are defining properties of a Keplerian orbit, may be generalized to characterize bound orbits in a variety of systems, including galaxies (e.g., Lynden-Bell 1963). In these broader contexts, their purpose is to provide the typical distance from the system barycenter and the extent of the radial traverses relative to a dynamically cold—possibly circular—orbit. For stable circumbinary orbits, we might choose geometric measures based on the extrema of a satellite’s radial excursions; these quantities contain information about a satellite’s motion on rapid timescales, which is missed by secular perturbation theory. They also give useful information when a satellite’s orbit has radial excursions that are too large to be accurately described by linearized theory (e.g., $\Delta R/R_g \gtrsim 0.1$).

Following this strategy, we propose geometric-based orbital elements that reflect the extrema of a satellite’s radial excursions, but are also corrected for forced motion caused by the binary:

$$ a_{\text{geo}} = \frac{1}{2}[(R_{\text{max}} + R_{\text{min}}) - (\Delta R_+ + \Delta R_-)] $$

$$ \epsilon_{\text{geo}} = \frac{1}{2}[(R_{\text{max}} - R_{\text{min}}) - (\Delta R_+ - \Delta R_-)]/a_{\text{geo}}, $$

where $R_{\text{min}}$ and $R_{\text{max}}$ are the minimum and maximum values of the satellite’s radial coordinate over some long time interval, and $\Delta R_k$ are the extrema of a dynamically cold orbit at this orbital distance. The second term in the right-hand side of each definition is the correction for the forced motion, which is not symmetric about mean orbital distance ($\Delta R_+ > \Delta R_-)$.

Because an estimate of the forced motion requires knowledge of the orbital distance, we adopt Equation (5), evaluated at $R_g = (R_{\text{max}} - R_{\text{min}})/2$. Then we use iterative improvement, accomplished by setting $R_g = a_{\text{geo}}$ in the analytical expressions for $\Delta R_k$, which converges quickly.

Our implementation of these geometric measures relies on the linearized theory to quantify the forced motion. However, the theory also only applies for small eccentricities, $\epsilon_{\text{free}}, \epsilon_{\text{bin}} \ll 1$. For example, when $\epsilon_{\text{bin}} \gtrsim 0.1$, we estimate relative errors in analytically derived $\Delta R_k$ to be $\lesssim 10^{-3}$. Numerical orbit integrations, used to make this error estimate, can assist in more accurately finding the true radial extent of dynamically cold orbits. These corrections become less important when the satellite’s periastron distance from the barycenter is large compared with the binary separation $(1 - \epsilon_{\text{geo}})a_{\text{geo}} \gg \epsilon_{\text{bin}}$. Then, $a_{\text{geo}}$ and $\epsilon_{\text{geo}}$ give good approximations to their Keplerian counterparts.

Next we consider how to extract the parameters described here from numerical simulations or observational data.

3.4. Parameter Estimation

An ideal set of observations of a circumbinary moon or planet, sampled densely over a long period of time, yields any desired set of orbital elements. As in Woo & Lee (2020), even just a single snapshot of a satellite and its binary host can produce such data, if observed positions and velocities are numerically integrated in time. Fitting these integrated orbits to other numerically generated ones with known properties is sufficient to estimate any set of orbital parameters. If the Lee–Peale theory applies, the problem is reduced to one of model fitting in a three- or five-dimensional parameter space, depending on whether the binary is eccentric. Woo & Lee (2018, 2020) provide a fast Fourier transform (FFT)-based alternative to this approach.

By comparing observed orbits to an exhaustive suite of numerical or theoretical ones with known characteristics, the problem of parameter estimation is solved. However, the fitting process is computationally slow relative to calculating osculating Keplerian orbital elements; both the semimajor axis and eccentricity derive from a measurement of energy and angular momentum at a single epoch (Equation (7)). The issue of computational resources becomes a problem in large-scale simulations of many particles in a circumbinary environment, where estimation by detailed orbit fitting is not feasible. However, since simulations are designed to track particle orbits, with a small expenditure of memory and little computational overhead we can estimate the geometric parameters $a_{\text{geo}}$ and $\epsilon_{\text{geo}}$ (Equations (10) and (11)) without any orbit fitting.

Here we offer another option, a set of orbital parameter estimators derived from single snapshots of a satellite’s position and velocity. The starting point is linearized theory and the free eccentricity:

$$ \tilde{\epsilon}_{\text{free}} \cos(\chi_g) = \frac{R_{\text{obs}} - R_{\text{mc}}}{\kappa \epsilon_{\text{free}} R_g} $$

$$ \tilde{\epsilon}_{\text{free}} \sin(\chi_g) = -\frac{\phi_{\text{obs}} - \phi_{\text{mc}}}{2\kappa \epsilon_{\text{free}} \Omega_g}, $$

where $\tilde{\epsilon}_{\text{free}}$ denotes an estimated quantity, and $R_{\text{obs}}$ and $\phi_{\text{obs}}$ are the observed cylindrical coordinates of a satellite; $R_{\text{mc}}$ and $\phi_{\text{mc}}$ are theoretical expectations for a most-circular orbit (Equations (1) and (2) with $\epsilon_{\text{free}} = 0$). We approximate the theoretical quantities, including $\Omega_g$ and $\kappa$, by adopting a
guiding center radius $R_g = R_{\text{obs}}$. We also need the time variable to use in the formulae for the theoretical coordinates, which we glean from the angular coordinate of the satellite $\phi_{\text{obs}}$ and an estimate of its angular speed $\dot{\phi}_{\text{obs}}$. For example, in the case of a circular binary, we need the time since the binary and the satellite were most recently co-aligned, which is approximately $(\phi_{\text{obs}} - \phi_{\text{inc}})/\dot{\phi}_{\text{inc}}$. A similar prescription applies for an eccentric binary (Leung & Lee 2013), where the relevant quantity is the time since the satellite was positioned at the binary’s argument of periastron.

Our general strategy for selecting the free eccentricity estimator, $\dot{e}_{\text{free}}$, in Equation (12), is to choose some observable quantities based on radial and azimuthal coordinates, and then subtract off the contributions that are associated with most-circular orbits to isolate the contributions from the free eccentricity. For example, $R_{\text{obs}} - R_{\text{inc}} \sim R_g \dot{e}_{\text{free}} \cos(\chi_e)$ and $\phi_{\text{obs}} - \phi_{\text{inc}} \sim \Omega_g \dot{e}_{\text{free}} \sin(\chi_e)$ are possibilities. However, the theoretical values contain quantities that are not always well-constrained; the leading term in $R_{\text{inc}}$ is $R_g$, which carries some uncertainty that can dominate the difference $R_{\text{obs}} - R_{\text{inc}}$. We therefore adopt the second-order time derivatives in Equation (12), which do not depend on uncertain constant terms.

Using orbits around the Pluto–Charon binary as an example, we show the effectiveness of $\dot{e}_{\text{free}}$ (Equation (12)) and $\dot{e}_{\text{kep}}$ (Equation (7)) in Figure 3. The curves in the figure reveal general trends in the performance of these estimators, while the shaded regions illustrate that the estimators give a range of values from single-epoch measurements taken at various orbital phases. Both estimates are more precise at larger orbital distance, and each has a lower limit to the free eccentricity that it can resolve. When applied to most-circular trajectories ($e_{\text{free}} = 0$), the linearized-theory estimator gives values of $e_{\text{free}}$ within 0.01 for orbits close to the binary ($R_g \sim 2a_{\text{bin}}$) and below $10^{-3}$ at orbital distances more than a few times the binary separation. This performance compares well with the values of eccentricity derived from osculating Keplerian orbits. The Keplerian measure in Equation (7) is not designed to account for the effect of the binary, and thus cannot resolve eccentricities much below 0.01 for the range of orbital distances or expected free eccentricities shown in the figure.

Figure 4 illustrates how eccentricity estimators perform for most-circular orbits ($e_{\text{free}} = 0$) when the central binary itself has some eccentricity. The plots in the figure are based on the Kepler-16 system, with primary and secondary masses $M_p = 0.6897 M_\odot$ and $M_s = 0.20255 M_\odot$, binary separation $a_{\text{bin}} = 0.2243$ au, and eccentricity $e_{\text{bin}} = 0.16$ (Doyle et al. 2011). The circumbinary planet Kepler-16b is at an orbital distance of $0.7048$ au from the system barycenter. As the plots illustrate, the performance of $e_{\text{free}}$ degrades as the binary eccentricity increases, since the underlying theory is linear in binary eccentricity as well as in $e_{\text{free}}$ (see Leung & Lee 2013). The peaks in the curves at small orbital distance (left panel) are the result of resonances; the largest peak is the 5:1 commensurability. The upper limit of binary eccentricities shown in the figure (right panel) is about 0.3, as orbits at Kepler-16b’s distance become unstable when $e_{\text{bin}}$ rises above this value (Popova & Shevchenko 2013; Chavez et al. 2015).

Despite the challenges for the linearized theory with eccentric binaries, the results in Figure 4 are promising. The eccentricity estimator $\dot{e}_{\text{free}}$ can resolve $e_{\text{free}}$ at the level of a few times $10^{-3}$ for orbits at Kepler-16b’s location, even when $e_{\text{bin}} \approx 0.16$.

We expect better performance with the estimator $\dot{e}_{\text{free}}$ in circumbinary systems like Kepler-47, whose central binary is much less eccentric ($e_{\text{bin}} = 0.0234$; $M_p = 1.043 M_\odot$, $M_s = 0.362 M_\odot$, $a_{\text{bin}} = 0.0836$ au; Orosz et al. 2012a; Kostov et al. 2013). Figure 5 provides an example, showing that the free eccentricity of the three Kepler-47 planets can be resolved down to levels of $10^{-4}$ or less.

Our focus thus far has been on fast, single-epoch estimators of eccentricity. We turn now to a separate estimator for orbital distance, applicable in the limit of small binary eccentricity, $e_{\text{bin}} \lesssim 0.1$. While the geometric estimator $a_{\text{geo}}$ is robust and may be accumulated with little cost to computational load, we explore how to estimate orbital distance from a single state vector. The starting point is the Jacobi integral, which is a constant of motion for planets or moons around circular
To obtain an estimate of the guiding center distance, \( \tilde{R}_g \), from \( C_f \), we assume a value for \( \Omega_g \), based on the observed radial position and/or angular speed, and set \( e_{\text{free}}^2 \) to zero in accordance with Lee–Peale theory. Then we recalculate \( \Omega_g \) using the estimate \( \tilde{R}_g \) in Equation (A5), and iterate to a desired precision.

The orbital distance measure \( \tilde{R}_g \), obtained from iteration of Equation (14), can be extended to accommodate non-zero free eccentricity. In a "hybrid" approach that includes the factor \((1 - e_{\text{free}}^2)\) within the angular momentum term in Equation (14), estimates of \( e_{\text{free}} \) from Equation (12) enter quadratically into the iteration.

In Figure 6, simulated orbits around the Pluto–Charon binary illustrate the application of orbital distance estimates—the osculating semimajor axis \( a_{\text{Kep}} \), the geometric mean \( a_{\text{geo}} \), the Jacobi-integral measure \( R_g \) with \( e_{\text{free}} = 0 \), and its hybrid form that includes eccentricity estimates. The figure shows the error in \( a_{\text{Kep}} \) and in \( R_g \) relative to the expected value (e.g., \((R_g - R_g)/R_g\)) in integrations of most-circular orbits. The Jacobi-integral estimator, \( R_g \), is accurate within a fraction of a percent in the vicinity of the Pluto–Charon moons, while the osculating semimajor axis is different from the expected orbital distance by a percent or larger in this same region. The figure also demonstrates that as the free eccentricity increases, the hybrid version of \( R_g \) is preferable when only a single snapshot of an orbit is available. Otherwise, if samples of radial positions are available over many orbits, we strongly recommend the geometric measure, \( a_{\text{geo}} \).

Numerical results of the orbital distance measure derived from Equation (14) with eccentric binaries suggests that errors in \( \tilde{R}_g \) are below 0.2% (95% confidence) if the binary eccentricity is below \( e_{\text{bin}} \approx 0.05 \) for orbits near \( 3a_{\text{bin}} \). For Kepler-16b, the errors are roughly 0.5%. The osculating Keplerian semimajor axis, if used as a surrogate for circumbinary orbital distance, overestimates the guiding-center distance by about 1%.

To summarize this section, Table 2 lists the estimators considered here to characterize circumbinary orbits. Our next step is to apply these estimates to data, both real and simulated.
Figure 6. Estimators of a satellite’s average orbital distance from simulations of orbits around the Pluto–Charon. The left panel shows the error in distance estimates $\tilde{R}_\ell$ (from linearized theory, Equation (14), in purple) and $a_{Kep}$ (the osculating semimajor axis, Equation (7), in green) for most-circular orbits at various orbital distances. The error is given as the percent difference between the estimate and the expected value. The shaded regions show the central 95% of measurements in snapshots from orbit integrations. The right panel shows these estimators along with the “hybrid” $\tilde{R}_g$ described in the text, and the geometric estimator (Equation (10)) for satellites with a range of free eccentricity at the orbital distance of Nix ($\tilde{R}_g = 2.485 \, a_{bin}$; the dotted black line).

| Parameter | Description | Applicability | Reference |
|-----------|-------------|---------------|-----------|
| $a_{Kep}$ | osculating semi-major axis | single snapshot | Equation (7) |
| $\epsilon_{Kep}$ | osculating eccentricity | $R \gg a_{bin}$; $\epsilon_{free} \geq 0.01$ | Equation (7) |
| $a_{geo}$ | orbital distance | many samples | Equation (10) |
| $\epsilon_{geo}$ | free eccentricity | any stable orbit | Equation (11) |

Table 3

| Name      | Linearized | Geometric | FFT | Orbit Fit |
|-----------|------------|-----------|-----|-----------|
| Styx      | 0.00299    | 0.00127   | 0.00110  | 0.00579   |
| Nix       | 0.00213    | 0.00192   | 0.00187  | 0.00204   |
| Kerberos  | 0.00327    | 0.00376   | 0.00320  | 0.00328   |
| Hydra     | 0.00559    | 0.00561   | 0.00551  | 0.00586   |

Note. The linearized-theory result (Equation (12)), is applied to the single-epoch, phase-space data from Brozović et al. (2015, Table 8 therein). The geometric estimate is from Equation (11) and a numerical integration of the same data. The FFT-based estimate is from Woo & Lee (2020), while the last column is from a fit to an ellipsoidal Keplerian trajectory (Showalter & Hamilton 2015).

Table 3 shows strong similarities between the various measures of free eccentricity. The biggest differences arise for Styx, which is at an orbital distance of about 2.2$a_{bin}$. This small distance is a challenge for linearized theory. The value of $\epsilon_{free}$ from the Brozović et al. (2015) state vector is $\epsilon_{free} = 0.00299$; estimates applied to a numerical integration of that same vector yields $\epsilon_{free} = 0.00028$–0.00319 (including 100% of the samples). Measuring $\epsilon_{free}$ from samples of a numerically integrated most-circular orbit at Styx’s location yields values of $\epsilon_{free}$ no higher than 0.00215. Thus, we confirm with full confidence that Styx has some free eccentricity.

The variation of free eccentricity measurements of the other moons in numerical integrations of the Brozović et al. (2015) state vector are significantly smaller (well below $10^{-3}$). The values of $\epsilon_{free}$ for these outer moons in Table 3 are also more consistent with estimates of the free eccentricity from Woo & Lee (2020) and Showalter & Hamilton (2015).

We conclude that the single-epoch estimator of eccentricity in Equation (12) is competitive with other estimators, at the level of measuring small values of $\epsilon_{free} \sim 10^{-3}$. We take advantage of this result next.

4. Application to Observations: A Comparison

In this section, we report on estimation of the eccentricity of the small moons of Pluto–Charon, with the goal of comparing the linearized-theory prescription (Equation (12)) and the geometric measure (Equation (11)) with published results.

The Pluto–Charon system is nearly coplanar, with all members on low-eccentricity orbits. Thus its orbital dynamics lie solidly in the domain of the Lee–Peale linearized theory. Using the single-epoch state vectors provided by Brozović et al. (2015, see Table 8 therein), along with the binary masses, we estimate the instantaneous free eccentricity for each of the small moons from Equation (12), deriving accelerations (e.g., $\dot{R}_{obs}$), from Newton’s law of gravity. To get the geometric free eccentricity estimate $\epsilon_{geo}$ (Equation (11)), we integrate the Brozović et al. (2015) state vectors forward in time, sampling radial locations throughout. Table 3 list the derived values, the FFT-based measures from Woo & Lee (2018, 2020), and results from the orbit fits to a Keplerian ellipsoidal trajectory from Showalter & Hamilton (2015).

5. Application in Numerical Simulations

Here, we apply the linearized-theory estimator $\epsilon_{free}$ in a simulation of eccentricity damping in a circumbinary
Planes or satellites grow from small particles in orbit around a central body because of collisions. Dust grains in protoplanetary disks form into centimeter-size pebbles (e.g., van der Marel et al. 2015; Birnstiel et al. 2016) and then into planetesimals (Youdin & Shu 2002; Youdin & Kenyon 2013; Johansen et al. 2014; Simon et al. 2017, and references therein), which in turn grow by accretion and mergers into protoplanets whose gravity helps to accumulate the smaller solids around them (Goldreich et al. 2004; Kenyon & Bromley 2009; Ormel & Klahr 2010; Bromley & Kenyon 2011; Lambrechts & Johansen 2012; Chambers 2014; Johansen et al. 2015; Levison et al. 2015; Eriksson et al. 2020; Morbidelli 2020). Collisional damping and dynamical friction reduce relative speeds, facilitating mergers and growth. However, the large protoplanets gravitationally stir smaller bodies to high speeds, triggering a collisional cascade of destructive collisions, grinding small solids into dust that is removed by stellar wind or radiation. The balance between stirring and damping, which governs how planets emerge, hinges critically on the outcome of collisions throughout this process.

Collision outcomes depend on the relative speeds between bodies and their bulk strength (e.g., Benz & Asphaug 1999; Leinhardt & Stewart 2009). Material strength makes very small particles hard to break—rocky material is harder to shatter than ice—while self-gravity holds together the very large ones. The weakest bodies are intermediate-sized, with radii of 1–10 km; collision speeds as low as 10–100 m s\(^{-1}\) are sufficient to disrupt them. In simulations of planet or satellite formation, we must be able to track mutual collision speeds at least as slow as these values.

In a swarm of particles round a single central body, the Keplerian eccentricity is an excellent measure of pairwise collision speeds. The idea is that as damping dynamically cools the swarm, they tend toward nested, circular orbits that do not cross. Collisions occur only when particles have random motion relative to these circular paths. Their random speeds are \(v_{\text{rnd}} \sim \sqrt{\epsilon} v_{\text{Kep}} \sim \epsilon_{\text{free}} v_{\text{Kep}}\), where \(\epsilon\) is the eccentricity and \(v_{\text{Kep}}\) is the speed of a particle on a circular orbit. Hence, eccentricity is an indicator of collision outcomes. As an example, for particles at 1 au around the Sun, the minimum disruption speed for the weakest rocky bodies, \(\sim 0.1\) km s\(^{-1}\), corresponds to \(\epsilon \approx 0.003\). When eccentricities dip below this value, all collisions lead to coagulation and growth.

Around a central binary, dynamical cooling through orbital damping operates much the same way, with particles settling onto most-circular orbits. These nested, non-crossing trajectories are the analogs to circular orbits around a single star. In the circumbinary case, random motion is associated with the free eccentricity, as in Equation (1), with \(v_{\text{rnd}} \sim \epsilon_{\text{free}} R_{\text{b}} \Omega_{\text{b}}\). Because the random speeds are important in determining the outcome of interactions between solid particles on orbits that may cross, monitoring \(\epsilon_{\text{free}}\) is critical to tracking the velocity evolution of a circumbinary particle disk. Once interactions have been identified, we may modify random motions to reflect the physics of gravitational stirring, damping, and/or disruptive collisions.

Simulations of planet formation thus follow the eccentricity of solids as their orbits evolve. Larger protoplanets, represented by \(n\)-bodies, are tracked in detail (e.g., Kokubo & Ida 1995; Chambers 2004; Raymond et al. 2004), while smaller bodies that are too numerous to include as individual particles are accounted for statistically (e.g., Spaude et al. 1991; Weidenschilling et al. 1997; Kenyon & Luu 1998) or with representative tracer particles (Levison et al. 2012; Bromley & Kenyon 2020). The Orchestra software package (Kenyon 2002; Bromley & Kenyon 2006, 2011; Kenyon & Bromley 2008, 2016), a parallel hybrid coagulation + \(n\)-body code, enables cross-talk between the \(n\)-bodies, tracers, and a statistical grid representing solids as small as submicron dust. For example, small particles orbitally damp larger ones by dynamical friction, facilitating accretion. The code implements this velocity evolution by shifting the eccentricity of the \(n\)-bodies, underscoring the importance of monitoring and modifying it accurately.

Between the various estimators of eccentricity described in Section 3 and the linearized theory of orbital dynamics around a central binary (see the Appendix), we have the tools to simulate the velocity evolution of a swarm of \(n\)-body particles in a planet/satellite formation code. Our code uses osculating Keplerian orbital elements to track and adjust eccentricities when \(\epsilon_{\text{free}} \gtrsim 0.02\), and linearized theory for smaller eccentricities, where the epicyclic approximation is valid. In this way, we can damp (or excite) the \(n\)-body particles in a hybrid coagulation + \(n\)-body simulation.

Figure 7 provides an illustration. We place 100 tracer particles at random orbital distances from the Pluto–Charon barycenter within the satellite zone between Styx and Hydra. Initially the tracers are on eccentric orbits, drawn from a Rayleigh distribution with an rms value of \(e = 0.1\). As the particles evolve, their eccentricities are damped at a rate \(\frac{de}{dt} \sim -C\epsilon\), where \(C\) is a constant, set to be an identical, arbitrarily chosen value for all members of the swarm. For \(e \gtrsim 0.03\), eccentricities are monitored and modified in the Keplerian approximation (\(\epsilon_{\text{Kep}}\)) with the Pluto–Charon binary treated as a point mass. At smaller eccentricities, linearized
theory is applied. The evolution stops when \( e_{\text{free}} \) drops below the level at which \( e_{\text{free}} \) can resolve a most-circular orbit (see Figure 3). These eccentricities correspond to random speeds \( \lesssim 0.5 \text{ m s}^{-1} \), well below the disruption threshold of weak ice (~4 m s\(^{-1}\) for 5–10 m bodies).

For orbits around stellar binaries, the limitations of this approach for simulating velocity evolution are tied to the code’s ability to resolve low-speed collisions. For example, Kepler-47 has a small binary eccentricity (\( e_{\text{bin}} \approx 0.02 \)) and planets on orbits that are roughly 3.5–12 times the binary separation. At the orbit of the innermost planet, Kepler-47b, the linearized-theory estimator \( e_{\text{free}} \) can resolve \( e_{\text{free}} \approx \frac{1}{2} \times 10^{-4} \), which corresponds to a random speed below 20 m s\(^{-1}\), smaller than the minimum collision speed required for the disruption of rocky bodies. At the orbital distance of the outermost planet, the code can resolve speeds as low as 20 cm s\(^{-1}\). However for Kepler-16b, with its more eccentric host, random speeds are only resolved to roughly 0.2 km s\(^{-1}\), which is above the disruption threshold for rocky bodies (30 m s\(^{-1}\) for 200 m objects). If the code is to distinguish whether random motions lead to growth or fragmentation around Kepler-16, then other strategies for monitoring and adjusting eccentricities would be required.

6. Conclusion

Estimates of orbital elements of circumbinary satellites (e.g., Lee & Peale 2006; Showalter & Hamilton 2015; Woo & Lee 2018, 2020; Sutherland & Kratter 2019) are essential to understanding satellite evolution (Smullen & Kratter 2017) and long-term stability (e.g., Kenyon & Bromley 2019). Here we explore how to characterize orbits using the linearized theory of Lee & Peale (2006) and Leung & Lee (2013). Our goal is to find a fast and efficient way to monitor and modify eccentricities from orbital state vectors so that we can implement velocity evolution in \( n \)-body simulations of circumbinary planet formation.

We achieved this goal, but with some restrictions on the applicability of our method. The main quantitative tool, a measure of free eccentricity based on linearized theory (Equation (12)), gives results that are most reliable when the orbital distance is large, beyond a few times the central binary separation, and when both the binary eccentricity and a satellite’s free eccentricity are below about 0.1. Inclinations also must be similarly small. These restrictions stem from the fact that the linearized theory is based on the epicyclic approximation of the orbits of the central binary and its satellites.

Despite these limitations, we identify systems where our method works well. In the satellite zone of the Pluto–Charon binary, we simulate the eccentricity damping of a dynamically hot swarm of tracer particles (\( e_{\text{free}} \approx 0.1 \)) to a point where relative collision speeds drop below \( \sim 10 \text{ cm s}^{-1} \), roughly the escape speed from the surface of a 100 m icy body. Thus, for the first time, we have simulated conditions in an \( n \)-body code where a swarm of circumbinary material is dynamically cool enough for coagulation to proceed.

Our method is also applicable to the Kepler-47 planetary system. The low binary eccentricity (\( e = 0.0234 \)) and comparatively large orbital distances of its planets suggest that our method can trace orbital damping down to collision speeds below about 10 m s\(^{-1}\), well beneath the disruption threshold of rocky bodies.

Although our approach is reasonable for simulations with many particles, we do not advocate it for characterizing orbits from observational data. More precise measures of orbital elements include a geometric definition of eccentricity (e.g., Sutherland & Kratter 2019), an FFT-based approach (Woo & Lee 2018, 2020), and a fit to a Keplerian trajectory (Showalter & Hamilton 2015). All require either multiple observations or numerical integration of an observed state vector. Because eccentricity, at its essence, describes the shape of an orbital path, we recommend a geometry-based estimator, derived on the basis of radial excursions, so long as it accounts for the driving terms from the central binary’s potential to isolate the free eccentricity (Equation (11)).

Going forward, we plan to apply our method first to the Pluto–Charon system, working with the binary in its present, nearly zero eccentricity configuration. The idea is to simulate the growth of the small satellites if they formed out of the dynamically hot debris from a giant collision between Charon and a trans-Neptunian object (Bromley & Kenyon 2020). In this scenario, the impact occurred after the tidal expansion and circularization of the binary, thus avoiding sweeping resonances that might otherwise eject the small satellites.

We also hope to model planet formation around binary stars with this new method. After all, Tatooine seems quite distant from its stellar hosts compared with the binary separation, which is just the right condition for our approach.

We are grateful to M. Geller for comments on our manuscript. We also thank an anonymous referee for a report that led to improvements in the presentation. This work was support by NASA through Emerging Worlds program grant NNX17AE24G.

Appendix

Linearized Theory Details

Here we provide some mathematical details for deriving circumbinary orbit solutions. Our starting point, the gravitational potential at a satellite’s position around a circular binary with primary and secondary masses \( M_p \) and \( M_s \), respectively, is

\[
\Phi = -\frac{GM_p}{[R^2 + z^2 + R_p^2 + 2RR_p \cos(\phi - \Omega_{\text{bin}}t)]^{1/2}} \quad \text{and} \quad \frac{GM_s}{[R^2 + z^2 + R_s^2 - 2RR \cos(\phi - \Omega_{\text{bin}}t)]^{1/2}}
\]

where \((R, z, \phi)\) is the satellite’s position in cylindrical coordinates with the origin at the center of mass, chosen so that the binary is in the \( z = 0 \) plane. The positions of the primary and the secondary are specified by their radial distance from the origin, \( R_p \) and \( R_s \), along with their angular coordinates, \( \phi_{\text{psi}} = \Omega_{\text{bin}}t + \pi \) and \( \phi_{\text{sec}} = \Omega_{\text{bin}}t \), where \( t \) is time and \( \Omega_{\text{bin}} \) is the mean motion of the binary. We choose \( t = 0 \) to denote when the satellite’s guiding center and the secondary are aligned.

For simplicity we assume that satellites are in the plane of a circular binary, setting cylindrical coordinate \( z = 0 \) and decompose Equation (A1) into harmonics of the angle cosine of the satellite relative to the secondary (Lee & Peale 2006):

\[
\Phi \approx \sum_{k=0}^{\infty} \Phi_k \cos(k(\phi - k\Omega_{\text{bin}}t)) \quad [k = 0, 1, 2, \ldots],
\]
where the coefficients $\Phi_k$ depend on the binary masses, the binary separation $a_{\text{bin}}$, and the orbital radius of the satellite’s guiding center, $R_g$. The form of these coefficients is

$$
\Phi_k = \begin{cases}
-GM \delta_{k0} - G\mu \sum_{j=1}^{k-1} A_{j}^{(k)} \frac{M_{j-1}^{(k)} a_{\text{bin}}^{j}}{R_g^{j}} & (\text{even } k) \\
-G\mu \sum_{j=1}^{k-1} A_{j}^{(k)} \frac{M_{j}^{(k)} a_{\text{bin}}^{j+1}}{R_g^{j+1}} & (\text{odd } k)
\end{cases}
$$

(A3)

where $\delta_{k0}$ is the Kronecker delta function, $M = M_p + M_s$ is the total mass of the binary, $\mu = M_p M_s / M$ is the reduced mass, and the factors $A$ and $M^{(\pm)}$ are

$$
A_{j}^{(k)} = \frac{2(2\ell)! (2k + 2\ell)!}{2^{2\ell} \ell! (k + \ell)! (\ell + 1)!} \text{ and }
$$

$$
M_{j}^{(k)} = M^{(\pm)}_{j} = M_{j}^{(\pm)} + M_{j}^{(\mp)} \quad (\ell \geq 0);
$$

(A4)

if the subscript $\ell < 0$, then both $A_{j}^{(k)}$ and $M_{j}^{(\pm)}$ are set to zero. These terms arise in a series expansion of Laplace coefficients from the spectral decomposition in Equation (A2) (e.g., Murray & Dermott 1999).

The spectral decomposition of the binary potential reveals key aspects of a satellite’s orbit. The mean motion $\Omega$ and epicyclic frequency $\kappa_e$ are derivatives of the non-oscillatory part of the potential $\Phi_0$:

$$
\Omega^2 = \frac{1}{R_g} \frac{d\Phi_0}{dR} = \frac{GM}{R_g^3} \left\{ 1 + \frac{\mu}{M} \left[ \frac{3}{4} \frac{a_{\text{bin}}}{R_g} + \frac{45}{64} \frac{M_{3}^{(\pm)} a_{\text{bin}}^{4}}{M^3 R_g^4} + \frac{175}{256} \frac{M_{3}^{(2\ell+1)} a_{\text{bin}}^{6}}{M^3 R_g^6} + \ldots \right] \right\}
$$

and

$$
\kappa^2 = \frac{R_g}{a_{\text{bin}}} \frac{d^2\Phi_0}{dR^2} = \frac{GM}{R_g^3} \left\{ 1 - \frac{\mu}{M} \left[ \frac{3}{4} \frac{a_{\text{bin}}}{R_g} + \frac{135}{64} \frac{M_{3}^{(\pm)} a_{\text{bin}}^{4}}{M^3 R_g^4} + \frac{875}{256} \frac{M_{3}^{(2\ell+1)} a_{\text{bin}}^{6}}{M^3 R_g^6} + \ldots \right] \right\}.
$$

(A5)

And the expansion of the potential in the $z$-direction similarly yields the vertical excursional frequency, $\kappa_z$:

$$
\kappa_z^2 = \frac{1}{z} \frac{d\Phi}{dz} \Bigg|_{z=0,R_g} = \frac{GM}{R_g^3} \left\{ 1 + \frac{\mu}{M} \left[ \frac{9}{4} \frac{a_{\text{bin}}}{R_g^2} + \frac{225}{64} \frac{M_{3}^{(\pm)} a_{\text{bin}}^{4}}{M^3 R_g^4} + \frac{1225}{256} \frac{M_{3}^{(2\ell+1)} a_{\text{bin}}^{6}}{M^3 R_g^6} + \ldots \right] \right\}.
$$

(A6)

(A7)

From these quantities, we get apsidal and nodal precession rates, which characterize changes in a satellite’s orbit over timescales much longer than a dynamical time (see 3 Our choice of lower limit of $j = 1$ in the summations in Equation (A3) avoids unwanted terms for $k = 0$ and $k = 1$. That limit could otherwise be set higher, for example, to $j = k/2$ in the case of even $k$. For reference, the first few terms of $A_j^{(k)}$ are $[1, 1/4, 9/64, 25/256, 1225/16384]$ for $\ell = [0, 1, 2, 3, 4]$.)

These equations complete the analytical model for nearly coplanar orbits about a circular binary. Leung & Lee (2013) extend the theory to the more general case of an eccentric binary.
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