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Abstract—A novel method for SPECT angle interpolation based on deep learning methodologies is presented. Projection data from software phantoms were used to train the proposed model. For evaluation of the efficacy of the method, phantoms based on Shepp Logan, with various noise levels added were used, and the resulting interpolated sinograms are reconstructed using Ordered Subset Expectation Maximization (OSEM) and compared to the reconstructions of the original sinograms. The proposed method can quadruple the projections, and denoise the original sinogram, in the same process. As the results show, the proposed model significantly improves the reconstruction accuracy. Finally, to demonstrate the efficacy and capability of the proposed method results from real-world DAT-SPECT sinograms are presented.

Index Terms—Convolutional Neural Networks (CNN), Ordered Subset Expectation Maximization (OSEM), Single Photon Emission Computerized Tomography (SPECT), SPECT angle interpolation

I. INTRODUCTION

Emission tomography is leading the medical imaging field, with Positron Emission Tomography (PET) [1], [2] and Single Photon Emission Computerized Tomography (SPECT) [3]–[5] as the primary techniques by detecting the trace concentrations of radioactivity. In all emission tomography methods, and more particularly in SPECT, the quality of the reconstruction is restricted by the background radiation, rate of absorption and re-scattering effects [6]–[8]. One essential solution is to increase the radiopharmaceuticals doses given to the patients. However, the use of these radiopharmaceuticals can have unfavourable consequences on the health of the patients, and it is sought to conserve the doses to a minimum and keep the quality of the image reconstruction. Unfortunately, by reducing the radiopharmaceuticals dose on the patients, the quality of the image reconstructions is limited. In order to address the constraints as mentioned earlier, a novel method has been proposed and developed to perform SPECT angle interpolation based on deep learning methodologies.

The paper is organised as follows: Section II-A presents the data generated and used for training the proposed model, Section II-B presents the proposed model. Section III presents the results and discussions and finally Section IV is conclusions.

II. METHODS AND MATERIALS

A. Training Data

In order to adequately train the proposed model, 200,000 software phantoms were randomly generated of 128 × 128 pixels. Moreover, sets of vectorised projections (sinograms) were generated from the software phantoms by simulating 32 and 128 projections, evenly spaced in 360 degrees. The generated 32 projections obtained from the phantom images were further randomised with a Poisson probability distribution to provide the noisy sets of projections. Samples of the randomly generated phantoms are shown in figure 1.

Fig. 1. Sample software phantoms randomly generated in order to train the proposed model

B. Proposed Model

Deep learning methodologies have been successfully applied in image analysis, and classification [9], [10]. The proposed novel methodology is based on convolutional neural network architecture and more specifically, a U-Net architecture [11]. Initially, the U-Net architecture was developed for biomedical image segmentation and be very powerful for tasks like creating segmentation masks and for image processing and generation such as super-resolution or colourisation. We propose a method that can quadruple the projections and denoise the original sinogram in the same process.

The proposed method is based on standard U-Net architecture. U-Net architecture is based on fully convolutional networks (FCN) [12] and was initially developed for biomedical image segmentation [11]. The advantage of using a U-Net architecture is that it can be successfully trained and operate with less training samples and generate more precise results.

In a U-Net, architectures based on FCN, two key features are observed: (1) U-net architectures are symmetric, and (2)
U-Net architectures have skip connections between the down-sampling and up-sampling layers by applying a concatenation operator. The purpose of the skip connections is to carry local information from the down-sampling stage of the model and combine it with the global information in the up-sampling stage, in order to improve the reconstruction accuracy. Figure 2 shows the proposed model. The proposed architecture is separated into three parts, the contracting or down-sampling path, the bottleneck and the expanding or up-sampling path.

The contracting or down-sampling path consists of four blocks, of two convolutional layers each, with 3x3 kernel and rectified linear activation function (ReLU), followed by an 2x2 average pooling layer. For each block, the number of kernels increases, beginning with 32 kernels for the first block, 64, 128 and 256 for the second, third and fourth blocks respectively. The main objective of the contracting path is to obtain the core context of the input sinogram in order to perform the denoising. The common contextual information of the sinograms will be carried to the upsampling path using skip connections. The bottleneck part of the proposed architecture consists of two convolutional layers, with 3x3 kernel and ReLU as the activation function. The last block is a single convolutional layer of 1x1 kernel. The first four blocks of the expanding path are to allow accurate translation of the core context of the sinograms and to connect the contextual information carried using skip connections from the contracting path. The last three blocks are used to combine the core context and contextual information accurately into a denoised sinogram with quadruple the projections.

The advantage of using the proposed model is the ability to connect contextual information from the up-sampling path with the location information from the down-sampling path, which is essential to perform SPECT angle interpolation. An additional benefit of the proposed model is that no dense layers are used, which allows variable sizes of sinograms. The only parameters that need to be optimised are the kernel in the convolutional layers which are independent of input size.

III. RESULTS AND DISCUSSIONS

The efficiency of the proposed method and comparison with existing methods was performed using the Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE), Structural Similarity (SSIM) Index, and the Peak signal-to-noise ratio (PSNR) were used. The Shepp Logan phantom, as shown in Fig. 3, was used to demonstrate and evaluate the capabilities of the proposed method. Table I shows the results...
of the denoised method for the three different levels of noise compared to the original, noise-free 128 projections sinogram. Table I and Figure 4 shows the reconstruction results based on the standard OSEM method versus the proposed method. As the results show, the proposed method significantly denoises the sinograms and improves the reconstructions, in comparison with the original 32 projections sinogram. Finally, in order to test the efficacy of the proposed model, we used real-world DAT-SPECT sinograms and produced reconstructions based on the standard OSEM and proposed method. The results are presented in Fig. 5. As the results show, the proposed model is capable of being applied and improve real-world problems, where the collection of training data is limited or challenging, by using computationally inexpensive software phantoms.

### Table I

| Noise Level | MAPE | MSE  | SSIM  | PSNR |
|-------------|------|------|-------|------|
| Low         | 2.64%| 0.0006 | 0.977 | 32.51|
| Medium      | 4.13%| 0.0009 | 0.972 | 30.64|
| High        | 6.34%| 0.0018 | 0.948 | 27.51|

### Table II

| Noise Level | Standard Method | Proposed Method |
|-------------|-----------------|-----------------|
| Low         | MSE 0.0071, SSIM 0.84, PSNR 21.49 | MSE 0.0039, SSIM 0.90, PSNR 24.07 |
| Medium      | MSE 0.0076, SSIM 0.82, PSNR 21.20 | MSE 0.0036, SSIM 0.90, PSNR 24.46 |
| High        | MSE 0.0093, SSIM 0.76, PSNR 20.33 | MSE 0.0051, SSIM 0.86, PSNR 22.94 |

In this study, we demonstrate the capability of the convolutional neural networks to perform SPECT angle interpolation in SPECT imaging. The proposed method was trained using software phantoms, and the capabilities of the system were tested using software-generated sinograms as well as real-world DAT-SPECT sinograms. As the results show, the proposed method significantly improves the results and outperforms the standard OSEM method. Although the phantom and the results presented in this paper is appropriate for illustrating the capabilities of the proposed method, further experimentation is needed for evaluating the potential application of the method in clinical studies.

### IV. Conclusions

In this study, we demonstrate the capability of the convolutional neural networks to perform SPECT angle interpolation in SPECT imaging. The proposed method was trained using software phantoms, and the capabilities of the system were tested using software-generated sinograms as well as real-world DAT-SPECT sinograms. As the results show, the proposed method significantly improves the results and outperforms the standard OSEM method. Although the phantom and the results presented in this paper is appropriate for illustrating the capabilities of the proposed method, further experimentation is needed for evaluating the potential application of the method in clinical studies.
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Fig. 3. Shepp Logan Phantom used to evaluate and demonstrate the capabilities of the proposed method.
Fig. 4. Results of the sinogram reconstructions by using OSEM for the proposed method versus the standard method.

Fig. 5. Results of the DAT-SPECT sinogram reconstructions by using OSEM for the proposed method versus the standard method.