Entropy production far from equilibrium in a chiral charged plasma in the presence of external electromagnetic fields
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ABSTRACT: We report on the time evolution of a charged strongly coupled $N = 4$ SYM plasma with an axial anomaly subjected to strong electromagnetic fields. The evolution of this plasma corresponds to a fully backreacted asymptotically AdS$_5$ solution to the Einstein-Maxwell-Chern-Simons theory. We explore the evolution of the axial current and production of axial charges. As an application we show that after a sufficiently long time both the entropy and the holographic entanglement entropy of a strip-like topology (both parallel to and transverse to the flow of axial current) grow linearly in time.
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1 Introduction

It is expected that extremely large magnetic fields are generated during the collisions of heavy ions which produce a QGP [1, 2]. At high energy chiral symmetry is restored in the QCD Lagrangian leading to the presence of a chiral anomaly. This has led to the proposal of possible anomalous effects which might be seen on an event by event basis during the generation of a QGP, such as the chiral magnetic effect (CME) [3, 4]. The CME is due to the asymmetry between the number of particles and antiparticles with right handed and left handed helicity. And it can be shown that when one applies a magnetic field to such a system an electromagnetic current is generated in the direction of the magnetic field [5]. An observable two point correlation sensitive to the CME effect was first proposed in [3, 6]. By studying the azimuthally asymmetric distribution of charged hadron production both the STAR collaboration at RHIC and the ALICE collaboration at the LHC have observed the predicted fluctuation [9–11]. However the measurement may be obscured by the background with the geometry of the collision responsible for the observation. To correct for this, efforts are currently under way at RHIC with a dedicated isobar (nuclei with the same mass numbers and size but different electric charge) run [12, 13]. In condensed matter physics the effect has already been found to exist in

\footnote{Standard lore states that the magnetic fields generated during collisions will not last long enough to produce an observable effect.}

\footnote{Another observable was recently proposed in [7] (see also [8]).}
Dirac semi-metals [14]. As this still remains inconclusive in heavy ion collisions it therefore motivates further study of thermalizing strongly coupled systems with a chiral anomaly.

A powerful method for obtaining information about strongly coupled systems is via holography. There is a vast amount of literature\(^3\) dedicated to thermalization [15–32], often utilizing Vaidya spacetime, and to the study of dynamical holographic systems as analogues for heavy ion collisions [33–42]. These studies simulate the evolution of SYM plasmas via numerical evolution of bulk Einstein equations and are meant to mimic the conditions of heavy ion collisions. The majority of these studies have been devoted to the collision of gravitational shock waves. However they have not included the time dependent magnetic fields which we know to be present during heavy ion collisions [1, 2]. This is in part due to the difficulty of including even static magnetic fields in equilibrium.

Early works with SYM plasma subjected to external magnetic fields were concerned with their thermodynamic properties [43–45] with the first example of perturbative studies in [46]. Recently the importance of including magnetic fields in the study of SYM plasma for application to heavy ion collisions was demonstrated by showing the ratio of the transverse to longitudinal pressure \((P_T/P_L)\) as a function of the \(B/T^2\) agree between QCD and \(N = 4\) SYM plasma [47]. There have been two studies conducted in which the dynamical evolution of the Einstein equations include a fully back reacted magnetic field [48, 49]. However both of these studies do not include a Chern-Simons term in the dual gravitational theory. This term, when included, provides for us an axial anomaly in the dual field theory. Other authors have utilized Vaidya spacetimes to include this term in a linearized analysis [50, 51]. In this work we make use of the techniques developed by [33–42, 48, 49, 52] to extend the analysis of [48, 49] to include the axial anomaly. This provides for us the simplest such setup in which to study the time-dependent relaxation of a far from equilibrium plasma with a chiral anomaly subjected to electromagnetic fields. It should be stressed that the electromagnetic fields created during a heavy ion collision are dynamically generated (i.e. a local gauge field). Our setup includes an external electric and magnetic field aligned along the \(x_3\)-direction (i.e. a global gauge field). In the presence of a chiral anomaly the aligned electric and magnetic field stimulates the production of axial charges. The increasing axial charge density contributes to the current density along the \(x_3\)-direction in which the chiral charges are accelerated by the electric field leading to Joule heating of the plasma.

As an application of our numerical model we study the growth of entropy during the evolution. Entropy has been repeatedly shown to be a meaningful quantity to compare to experiments (some examples [53–55]). An interesting aspect of the CME is that it produces a dissipation-less [56] current and hence does not contribute to thermal entropy production [1]. Despite this lack of thermal or classical entropy production of the current associated with the CME we may expect there is a notion of entropy production due to the anomalous production of axial charges. Our results demonstrate that the production and subsequent acceleration of axial charges by the electric field produces a linear growth in the entropy. In addition we also compute the entanglement entropy in the dual field theory via methods used in [49, 57, 58]. We also find linear growth of the reduced entropy of strip like subsystems extending in directions both transverse to and parallel to the axial current flow.

\(^3\)The references we cite here are only a small sample.
Our work is divided as follows. We begin in section 2.1 by introducing our holographic description of our system. We then discuss the asymptotic analysis and introduce the dual energy-momentum tensor and current for our system. In section 3 we briefly discuss the numerical techniques used to construct solutions to the Einstein equations. In section 4 we display for the first time the energy-momentum tensor of a strongly coupled far from equilibrium charged plasma with chiral anomaly subjected to external electromagnetic fields. We also display for the first time the dynamical evolution of the axial current and axial charge density. Finally we investigate a simple application of our work by investigating the entropy production during the evolution. We compare the evolution of the thermal and entanglement entropy during the evolution with and without the production of axial charges.

2 Setup

2.1 Holographic description

We employ the characteristic formulation of general relativity first formulated in \[59, 60\] and implemented in a myriad of subsequent publications for the study of dynamical systems in asymptotically anti-de-Sitter spacetime (some examples \[33–42, 49, 52\]). The action for a bulk Einstein-Maxwell-Chern-Simons theory in five dimensions can be written as,

\[
S = -\int d^5 x \frac{1}{16\pi G_5} \left[ \sqrt{-g}(R - 2\Lambda - L^2 F_{\mu\nu} F^{\mu\nu}) \right] + \frac{k}{12\pi G_5} \epsilon^{\alpha\beta\gamma\delta\eta} A_\alpha F_{\beta\gamma} F_{\delta\eta},
\]

(2.1)

with \(\epsilon^{\alpha\beta\gamma\delta\eta}\) the five dimensional totally antisymmetric Levi-Civita symbol (\(\epsilon^{01234} = 1\)) and \(A\) is a U(1) gauge field with \(F = dA\). The action also contains \(G_5 = \frac{\pi}{2} L^3 / N_c^2\) the five dimensional Newton’s constant, the cosmological constant \(\Lambda\) which is related to the AdS radius \(L\) via \(\Lambda = -6/L^2\), the number of colors \(N_c\) and the Chern-Simons coupling \(k\) which will be written in a dimensionless form as \(k = 2\pi G_5\). The equations of motion which result from variation of the action are,

\[
R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \Lambda g_{\mu\nu} = 2L^2 \left( F_{\mu\lambda} F_{\nu}^{\lambda} - g_{\mu\nu} \frac{1}{4} F_{\alpha\beta} F^{\alpha\beta} \right),
\]

(2.2)

\[
\nabla_{\mu} F_{\mu\nu} = \frac{k}{\sqrt{-g} L^2} \epsilon^{\nu\alpha\beta\lambda\sigma} F_{\alpha\beta} F_{\lambda\sigma}.
\]

(2.3)

We will work in units where,\(^4\)

\[
L = 1, \quad \frac{1}{16\pi G_5} = 1
\]

(2.4)

for the remainder of this work to simplify the analysis.

Einstein-Maxwell-Chern-Simons equations. To select an ansatz we consider the symmetries of our system. We wish to have aligned electric (\(\vec{E}\)) and magnetic (\(\vec{B}\)) fields in order to see the desired effect of the production of chiral charges. We choose to align

\(^4\)In section A we justify setting \(L = 1\) via a scaling relation.
both these fields along the $x_3$-direction. This breaks the $O(3)$-symmetry to an $O(2)$ in the $x_1 - x_2$ plane. Additionally we expect the presence of a heat current along $x_3$, as a result we break the remaining parity symmetry in $x_3$ requiring a component of the metric $g_{33} = g_3 \neq 0$. With these symmetry considerations in mind the simplest ansatz for our desired setup is as follows,

$$
\text{d}s^2 = \omega \text{d}v + S(v, r)^2 \left( e^{2B(v, r)} \left( \text{d}x_1^2 + \text{d}x_2^2 \right) + e^{-2B(v, r)} \text{d}x_3^2 \right),
$$

(2.5)

with the one form $\omega = (-A(v, r) \text{d}v + F(v, r) \text{d}x_3 + 2 \text{d}r)$. Our gauge field ansatz in radial gauge is of the form,

$$
A_\mu(v, r) = \left( 0, \phi(v, r), \frac{1}{2} x_2 B, -\frac{1}{2} x_1 B, -P(v, r) \right),
$$

(2.6)

with a constant magnetic field $B$.

Inserting our ansatz, eq. (2.5) and eq. (2.6), into eq. (2.3) the Maxwell equations reduce to three equations, the first two of which are displayed in eq. (2.7) and eq. (2.8) in terms of the bulk electric field $E = -\partial_r \phi$,

$$
0 = \frac{e^{2B(v, r)} S(v, r)^4 \left( F(v, r) \left( 2 \partial_t B(v, r) \partial_r P(v, r) + \partial_r \partial_t P(v, r) \right) + \partial_r F(v, r) \partial_t P(v, r) \right)}{S(v, r)^3} + \frac{e^{2B(v, r)} \partial_v S(v, r) S(v, r)^3 F(v, r) \partial_r P(v, r) + 3 \partial_v S(v, r) S(v, r)^5 E(v, r)}{S(v, r)^3} + \gamma \partial_v P(v, r) + \partial_v E(v, r),
$$

(2.7)

$$
0 = -\frac{e^{2B(v, r)} S(v, r)^4 \left( F(v, r) \left( 2 \partial_t B(v, r) \partial_r P(v, r) + \partial_r \partial_t P(v, r) \right) + \partial_r F(v, r) \partial_t P(v, r) \right)}{S(v, r)^3} + \frac{e^{2B(v, r)} \partial_r S(v, r) S(v, r)^3 F(v, r) \partial_t P(v, r) + 3 \partial_r S(v, r) S(v, r)^5 E(v, r)}{S(v, r)^3} - \gamma \partial_r P(v, r) - \partial_r E(v, r).
$$

(2.8)

Despite their appearance these two equations have an analytic solution for the bulk electric field $E$. The solution can be decomposed into a homogeneous ($E_h$) and particular contribution ($E_p$). The homogeneous contribution had been found by previous authors in [48, 49] when the Chern-Simons coupling is set to zero,

$$
E_h(v, r) = \frac{\rho}{S(v, r)^3}.
$$

(2.9)

When the Chern-Simons term is not present the integration constant $\rho$ can be interpreted as the axial charge density (see eq. (2.38)). This contribution to the total axial charge is a constant throughout the evolution and we are free to set this quantity to zero if we choose. The particular solution to eq. (2.7) and eq. (2.8) is given by,

$$
E_p(v, r) = \frac{B \gamma P(v, r) + e^{2B(v, r)} S(v, r) F(v, r) \partial_r P(v, r)}{S(v, r)^3},
$$

(2.10)
and contains the dynamical contribution to the total axial charge as the system evolves. The total solution to eq. (2.7) and eq. (2.8) is the sum of the homogeneous and particular solutions,

$$- \partial_r \phi(v, r) = \mathcal{E}(v, r) = \frac{\rho + B\gamma P(v, r) + e^{2B(v, r)}S(v, r)F(v, r)P'(v, r)}{S(v, r)^3},$$  \hspace{1cm} (2.11)$$

where a prime denotes differentiation with respect to the radial coordinate $r$. The solution given in eq. (2.11) can now be used in the Einstein equations which depend on $\mathcal{E}$.

The final Maxwell equation for $P$ cannot be solved without knowledge of the solutions for the metric components. We are required to include the equation for $P(v, r)$ in the set of Einstein equations to be solved numerically. Conveniently if one expresses the final Maxwell equation using the characteristic derivative the final Maxwell equation can be written as a first order ODE,

$$\dot{P}'(v, r) = f_P(\dot{P}, \dot{\dot{P}}, \dot{\dot{S}}, \dot{S}, F, S, P, B), \quad \dot{h} = \dot{\delta} h + \frac{1}{2} A \partial_r h,$$  \hspace{1cm} (2.12)$$

where here $f_P$ is a source term which depends on the included metric components and their radial or dotted derivatives. Utilizing the characteristic derivative and including the final Maxwell equation into the characteristic Einstein equations we find the equations take the following form,

$$S''(v, r) = f_S(S, P, B),$$  \hspace{1cm} (2.13a)$$

$$F''(v, r) = f_F(F, S, P, B),$$  \hspace{1cm} (2.13b)$$

$$\dot{S}'(v, r) = f_{\dot{S}}(\dot{S}, F, S, P, B),$$  \hspace{1cm} (2.13c)$$

$$\dot{P}'(v, r) = f_P(\dot{P}, \dot{B}, \dot{\dot{S}}, F, S, P, B),$$  \hspace{1cm} (2.13d)$$

$$\dot{B}'(v, r) = f_B(\dot{P}, \dot{B}, \dot{S}, F, S, P, B),$$  \hspace{1cm} (2.13e)$$

$$A''(v, r) = f_A(A, \dot{P}, \dot{B}, \dot{\dot{S}}, F, S, P, B),$$  \hspace{1cm} (2.13f)$$

$$\dot{F}'(v, r) = f_F(\dot{F}, A, \dot{P}, \dot{B}, \dot{\dot{S}}, F, S, P, B),$$  \hspace{1cm} (2.13g)$$

$$\dot{S}'(v, r) = f_{\dot{S}}(\dot{\dot{F}}, A, \dot{\dot{P}}, \dot{\dot{B}}, \dot{\dot{S}}, F, S, P, B).$$  \hspace{1cm} (2.13h)$$

The full equations are included in appendix C. Inspecting these equations one finds that eq. (2.13a) is no longer a linear ODE, the first equation of the nested list structure has developed a non-linearity by the inclusion of the Chern-Simons term and now requires two pieces of initial data, the anisotropy profile at the initial time $v_0$, $B(v_0, r)$, and the bulk electric field profile $P(v_0, r)$. In addition we find the equations for $\dot{P}$ and $\dot{B}$ fail to nest and must be solved simultaneously.

**Entanglement entropy.** We employ Ryu-Takayanagi’s conjecture for the entanglement entropy (EE) [61, 62]. The entanglement entropy $S_A$ for a subsystem $A$ of a CFT in $\mathbb{R}^{3,1}$ is defined as,

$$S_A = \frac{A(\gamma_A)}{4G_5}$$  \hspace{1cm} (2.14)$$
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where $A(\gamma_A)$ is the "area" of a 3 dimensional static minimal surface in AdS$_5$ with boundary $\partial A \subset \mathbb{R}^{3,1}$. The area functional of the codimension 2 surface $\gamma_A$ in AdS$_5$ is,

$$\mathcal{A} = \int d^3\sigma \sqrt{\det \left( g_{\mu\nu} \frac{\partial \chi^\mu}{\partial \sigma^a} \frac{\partial \chi^\nu}{\partial \sigma^b} \right)}, \quad (2.15)$$

where $\chi$ are the embedding coordinates of the surface and $\tilde{g}_{ab} = g_{\mu\nu} \frac{\partial \chi^\mu}{\partial \sigma^a} \frac{\partial \chi^\nu}{\partial \sigma^b}$ is the induced metric on this surface. Following the work of [57] we can specialize eq. (2.15) to the metric given in eq. (2.5) for surfaces bounded by strips in the field theory aligned along the transverse $x_1(x_2)$ and longitudinal (or parallel) $x_3$ directions,

$$S_\perp = \frac{\mathcal{A}_\perp}{V_\perp} = \int d\sigma \sqrt{-\dot{v}^2 A e^{-B} S^4 - \frac{2\dot{v}\dot{z} e^{-B} S^4}{z^2} + \dot{x}_1^2 S^6}, \quad (2.16a)$$

$$S_\parallel = \frac{\mathcal{A}_\parallel}{V_\parallel} = \int d\sigma \sqrt{-A e^{2B} S^4 \dot{v}^2 + 2e^{2B} F S^4 \dot{v} \dot{z} - \frac{2e^{2B} S^4 \dot{v} \dot{z}}{z^2} + S^6 \dot{x}_3^2}. \quad (2.16b)$$

Where $V_\perp = \frac{1}{4\pi} \int dx_2 dx_3$ and $V_\parallel = \frac{1}{4\pi} \int dx_1 dx_2$ are infinite volume contributions with which we measure with respect to. The expressions are essentially identical to those used in the case of colliding gravitational shock waves [58] where we have also suppressed the dependence of the metric components on the time and radial direction and represented $dY(\sigma)/d\sigma = \dot{Y}$.

The areas we compute are divergent quantities which require regularization. To regulate our results for the time evolution we subtract the value for the entanglement entropy of empty AdS spacetime,

$$\mathcal{A} - \mathcal{A}_{\text{vacuum}}, \quad (2.17)$$

as proven to be a valid regularization procedure in [58].

### 2.2 Asymptotic analysis

A near boundary solution is needed to extract field theory information. We seek solutions which asymptotically approach AdS$_5$ as $r \to \infty$. This is the case if $g_{\mu\nu}(x,r) \to \eta_{\mu\nu} = \text{diag}(-1,1,1,1)$ as $r \to \infty$. Schematically this solution can be written as the following expansion provided we are in the appropriate coordinate system [48],

$$g_{\mu\nu} \sim \eta_{\mu\nu} + \left( g^{(4)}_{\mu\nu}(x) + h^{(4)}_{\mu\nu}(x) \log(r/L) \right) \left( \frac{L^2}{r} \right)^4 + \cdots \quad (2.18)$$

$$A_{\mu} \sim A^{(0)}_{\mu}(x) + A^{(2)}_{\mu}(x) \left( \frac{L^2}{r} \right)^2 + \cdots \quad (2.19)$$

where $g_{\mu\nu}$ is the bulk spacetime metric and $A_{\mu}$ is the bulk gauge field. Expanding the metric components in a power series around $r \to \infty$ we simultaneously solve the Einstein
equations of motion) will determine eq. (2.20)–(2.25) the zeroth order coefficient of $A$
see the appearance of an electric field in the dual field theory by investigating the zeroth
have already conveniently chosen to name one of the coefficients as displayed in eq. (2.39). In the near boundary expansion displayed in eq. (2.20)–(2.25) we
cannot be determined by a near boundary solution to the Einstein equations. The coefficients
terms including powers of $a$
all the above expansions the ellipses include higher order terms in $1/r$ and additional $\log(r)$
terms including powers of $\log(r)$. The coefficients $b_4(v), a_4(v), f_4(v), p_2(v), \mu(v)$ typically
cannot be determined by a near boundary solution to the Einstein equations. These
coefficients can only be determined by a full solution to the system. The coefficients $b_4(v),
a_4(v)$ and $f_4(v)$ will appear in the dual energy momentum tensor displayed in eq. (2.31)–(2.34) and are the holographic dual of the pressure anisotropy, the energy density and the
heat current. The coefficient $p_2(v)$ enters in the dual U(1) current displayed in eq. (2.38) and the coefficient $\mu(v)$ can be interpreted as the dual chemical potential and is calculated as displayed in eq. (2.39). In the near boundary expansion displayed in eq. (2.20)–(2.25) we
have already conveniently chosen to name one of the coefficients $E$. We chose to use this
symbol due to the identification of $E$ as the electric field in the dual field theory. We can see the appearance of an electric field in the dual field theory by investigating the zeroth
order coefficient of $A_\mu$ as given in eq. (2.19). Using the near boundary expansion given in
eq. (2.20)–(2.25) the zeroth order coefficient of $A_\mu$ is given as,
\[ A^{(0)}_\mu = (\mu(t), x_2 B/2, -x_1 B/2, -p_0 - E t), \]
and can be identified as the external (global $U(1)$ invariant) gauge field in the dual field theory. Computing the field strength $F^{(0)}_{\mu\nu}$ associated with $A^{(0)}_{\mu}$ we find,

$$F^{(0)}_{12} = -F^{(0)}_{21} = B, \quad F^{(0)}_{03} = -F^{(0)}_{30} = -E,$$

(2.27)

where we now see in the field theory we have aligned electric and magnetic fields along the $x_3$ axis. The electric field has entered as the time dependent source, or $O(r^0)$ term, in the near boundary expansion of $P(v,r)$. The coefficient $p_0$ can be interpreted as a constant or reference momentum per unit charge [63]. Our choice of $P(v,r) \sim p_0 + Et + O(r)$ is analogous to choosing a linearly increasing chemical potential $\mu(t) = \mu_0 + \mu_1 t$. The coefficient $\mu_0$ is a constant background chemical potential or energy per unit charge. Altogether our field theory gauge field/potential is describing a time dependent energy per unit charge (time component), a constant momentum per unit charge in both the $x_1$ and $x_2$ directions and a linearly increasing momentum per unit charge in the $x_3$ direction.

Solving the Einstein equations near the conformal boundary also yields first order ODE’s for the asymptotic coefficients for $f_4$ and $a_4$,

$$f'_4(t) = E((p_0 + Et)B\gamma + \rho) \quad a'_4(t) = \frac{8E}{3} (\xi(t)E + p_2(t)).$$

(2.28)

In our numerical scheme we provide initial values for the coefficients $f_4$ and $a_4$ and use eq. (2.28) to evolve forward in time. The ODE for $f_4$ in eq. (2.28) has an analytic solution given by,

$$f_4(t) = E \left( \left( p_0 + \frac{E}{2}t \right) B\gamma + \rho \right) t + f^{(0)}_4.$$

(2.29)

The solution for $f_4(t)$ in eq. (2.29) reveals our choice of including only an axial gauge field is partially pathological. The solution given in eq. (2.29) for the coefficient $f_4(t)$ will grow without bound. There are two reasons for the unbounded growth of the coefficient $f_4$ in our work. First our system is translationally invariant in the spatial directions. Without any inhomogeneity our plasma is essentially a perfect conductor [64]. By breaking the translational symmetry one can introduce momentum relaxation and hence resistivity to the plasma, examples of the introduction of resistivity include massive gravity [64, 65] and Q-Lattice models [66]. The second reason for the unbounded growth of the coefficient $f_4(t)$ is the chiral anomaly. The anomaly will continuously produce axial charges at a rate proportional to $\vec{E} \cdot \vec{B}$. Hence the anomalous production of axial charges in a system without momentum relaxation leads to unbounded growth of both the current and heat current. We can see the unbounded charge accumulation by calculating the total charge in the system. The expectation value of the time component of the current operator, $(J^0)$, dual to the time component of the bulk gauge field, $A_0$, is encoded in the coefficient $A_0^{(2)}$,

$$A^{(2)}_0 = 2 (\rho + B\gamma(p_0 + Et)).$$

(2.30)

Indeed eq. (2.30) shows our homogeneous system with an axial anomaly leads to a total charge that grows without bound.\(^\text{8}\)

---

\(^7\)The author thanks the referee for pointing the author to the references [64, 66].

\(^8\)The definition of the charge density is a little more subtle in our current choice of Eddington-Finkelstein coordinates, the total charge density with our choice of units in eq. (2.4) is displayed in eq. (2.38).
Unlike the ODE for the coefficient $f_4(t)$, the ODE for $a_4(t)$ cannot be solved without knowledge of the full solution to the Einstein equations. The ODE for $a_4$ in eq. (2.28) has two contributions. The first contribution, $a_4' \propto E \xi$, arises from the location of the apparent horizon changing the effective energy of the system. This contribution can be removed by working in a fixed frame $\xi = 0$. The second contribution, $a_4' \propto E p_2$, is a Joule heating term. One can show that the non-equilibrium contribution to the dual current is $\langle J_3 \rangle \propto p_2(t)$ (see eq. (2.38)) and hence $a_4' \propto \langle \vec{J} \rangle \cdot \vec{E}$.

The field theory energy-momentum tensor can be computed by including the proper counter terms to the action and utilizing the near boundary expansion eq. (2.20) to eq. (2.25). We follow the same conventions set in [48] for the procedure of holographic renormalization (see [44, 48, 67, 68]). In our choice of units, eq. (2.4), this procedure yields the following boundary stress-energy tensor.

\begin{align}
\langle T_{00} \rangle &= -3 a_4(t) - \frac{4E^2}{3} + 2(E^2 + B^2) \log(\mu r), \\
\langle T_{03} \rangle &= \langle T_{30} \rangle = 4f_4(t), \\
\langle T_{11} \rangle &= \langle T_{22} \rangle = -a_4(t) + 4b_4(t) - \frac{E^2}{9} - B^2 + 2(E^2 + B^2) \log(\mu r), \\
\langle T_{33} \rangle &= -a_4(t) - 8b_4(t) + \frac{8E^2}{9} - 2(E^2 + B^2) \log(\mu r). \\
\end{align}

Computing the trace of this energy-momentum tensor gives the expected conformal anomaly,

\begin{align}
\langle T^{\mu}_{\mu} \rangle &= -F_{\mu\nu}F^{\mu\nu} = 2 \left( E^2 - B^2 \right). \\
\end{align}

Following [44] we can also extract the following global current using,

\begin{align}
-4\pi G_5 \langle J^\mu \rangle &= \lim_{r \to \infty} -r^3 L^2 \eta^{\mu\nu} \partial_r A_\nu + \frac{k}{3} \epsilon^{\mu\nu\alpha\beta} A_\nu F_{\alpha\beta}. \\
\end{align}

Given the choice made in eq. (2.4) the one point function of the axial current density is given by,

\begin{align}
\langle J^\mu \rangle &= \lim_{r \to \infty} 4r^3 \eta^{\mu\nu} \partial_r A_\nu - \frac{2}{6} \epsilon^{\mu\nu\alpha\beta} A_\nu F_{\alpha\beta}. \\
\end{align}

Applying equation eq. (2.37) we find the following form of the dual current one point function,

\begin{align}
\langle J^\mu \rangle &= \left( \frac{11}{3}(p_0 + E t) B_\gamma + 4 \rho_\gamma, -\frac{1}{6} E B_\gamma x_1, -\frac{1}{6} E B_\gamma x_2, 8p_2(t) - \frac{1}{3} B_\gamma \mu(t) \right). \\
\end{align}

As expected the external electric field $E$ contributes to the total energy density of the field theory (see eq. (2.31)). Along with the anomalous current flow there is a time dependent 

---

Footnotes:

9. The renormalization point dependence of the energy-momentum tensor was carefully discussed in [48]. Displaying the results of our calculation requires a choice of $\mu_r$. A rather un-physical choice is $\mu_r = 1/L$. A more detailed discussion of this choice in this system will be carried out in future work. Please also see [69] for further discussion of these points in the context of generalized global symmetries in holography.

10. This is the so-called consistent current, it contains the Bardeen-Zumino term.
heat current \( f_4(t) \) (see eq. (2.32)). The system is anisotropic with a transverse and longitudinal pressure (see eq. (2.33)–(2.34)). The external electric field in the \( x_3 \)-direction provides a contribution to the pressure in the \( x_1 - x_2 \) plane and \( x_3 \)-direction. The source of this pressure contribution can be attributed again to the presence of the Chern-Simons coupling. The \( x_3 \) component of the current also contains both an equilibrium (\( \frac{1}{\gamma} B \mu(t) \) see [70]) and a non-equilibrium (\( 8 p_2(t) \)) contribution (see eq. (2.38)). Where the chemical potential \( \mu(t) \) can be calculated as [48],

\[
\mu(t) = \int_{r_h}^{\infty} dr \bar{E}(r, t) . \tag{2.39}
\]

Finally both the \( x_1 \) and \( x_2 \) component of the current eq. (2.38) are non-zero. These components indicate there is a azimuthally symmetric inflow of axial charges. A further pathology can be seen in eq. (2.38), the current is proportional to unbounded coordinates \( x_1 \) and \( x_2 \). This contribution to the current will grow infinite at infinite distance. We might expect that this is in part due to our system being infinite in extent and a more reasonable calculation intended to model the evolution of a plasma in a “box” would alleviate these seemingly infinite contributions.

3 Numerical techniques

The numerical solution to the characteristic Einstein equations have been carefully described in many works [33, 34, 37, 38, 41, 49, 52, 71–74] etc. for particularly nice treatments see [41, 72]. In addition the techniques used to compute the entanglement entropy have also been described in detail in [49, 57, 75] with a particularly nice treatment in [75]. With this in mind we will not describe in depth the methods of construction for these solutions. We will only give a brief statement of the methods used.

Each of our radial differential equations is solved by means of a Chebyshev spectral method (for an introduction see [76]). In order to tame CFL instabilities we employed domain decomposition in the radial grid, typically using 6 sub-domains each with \( N = 24 \) grid points (see [41] for a quick explanation). The number of needed grid points is larger then that found in [41] for instance. This is due to the presence of the logarithmic terms which appear due to the electric and magnetic field. These terms ruin the typical “exponential” convergence of a spectral scheme.

In order to step forward in time we employed a standard 4th order Runge-Kutta scheme with a time step of the order \( dt \approx \frac{1}{N^2} \). Our system contains a thermalizing black brane so we use the residual diffeomorphism symmetry to fix the location of the apparent horizon during the evolution of our system. In our previous work [49] we followed a method provided in [73], calculating an explicit differential equation for \( \xi \). However in this work we have changed this to something similar to what is done in [41], fixing the behavior of the metric function \( A \) on the apparent horizon and extracting \( \partial_t \xi \) from the near boundary behavior of \( A \) via \( \xi'(t) = \frac{1}{2} A_s(t, z) \big|_{z=0} \).

We will outline our solution algorithm since it differs slightly from previous works. In order to construct solutions we do the following.
1. Fix $B(v, r)$ on the initial time step.

2. Solve the linear equation given by eq. (2.13a) in the limit of vanishing Chern-Simons coupling and vanishing bulk electric field $P(v, r)$, for $S_{\text{Linear}}$.

3. Fix $P(v, r)$ on the initial time step and solve the nonlinear system for $S(v, r)$ using Frechet differentiation and Newton iteration. The linear solution $S_{\text{Linear}}$ serves as an initial guess.

4. Solve eq. (2.13b) and eq. (2.13c) in turn as a nested system.

5. Solve eq. (2.13d) and eq. (2.13e) as a coupled system.

6. Solve eq. (2.13f) and eq. (2.13g) in turn as a nested system.

7. Extract time derivatives $\partial_v B(v, r)$ and $\partial_v P(v, r)$ from the definition $\dot{h} = \partial_v h + \frac{1}{2} A(v, r) \partial_r h(v, r)$.

8. On the next time step use the previous solution to eq. (2.13a) as an initial guess for newton iteration of the non-linear system.

9. Repeat steps 4-8 for the duration of the evolution.

In order to begin our time evolution on the initial time step we must repeatedly follow steps 1-4 in order to fix the location of apparent horizon to a numerically convenient location. In our case we fix this location to be at $z_h = 1$.

On each time step we choose to solve for “subtracted” functions $f_s$ rather then the full function $f$ by using the known behavior of the function near the AdS boundary (see section 2.2). When the logarithmic terms are present in the near boundary solution this is a necessary step in order to achieve a stable evolution. As an example, for the function $B$ we write,

$$B(v, z) = z^4 B_s(v, z) + \log \left( \frac{1}{z} \right) \left( -\frac{1}{3} 20 z^7 \xi(v)^3 \left( E^2 + B^2 \right) + \frac{10}{3} z^6 \xi(v)^2 \left( E^2 + B^2 \right) - \frac{4}{3} z^5 \xi(v) \left( E^2 + B^2 \right) + \frac{1}{3} z^4 \left( E^2 + B^2 \right) \right).$$

We do this for all functions, writing them as $f(v, z) = z^8 f_s(v, z) + \Delta f(v, z)$ and substitute the resulting expressions into the Einstein equations before evolution. The use of subtracted functions also provides a simple method of extracting the information needed to construct the one point functions. Considering again the function $B(v, z)$ we need the coefficient $b_4(t)$ to construct the energy-momentum tensor, this enters as the coefficient proportional to $z^4$ in the near boundary expansion, eq. (2.20). With the choice made in eq. (3.1) the coefficient $b_4$ can be computed simply as,

$$b_4(t) = \lim_{z \to 0} B_s(v, z).$$

The coefficient $p_2(t)$ can be extracted in a similar manner from $P_s(v, z)$. Appendix B provides further discussion of extracting the necessary near boundary coefficient of $P(v, r)$. 
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We utilize a relaxation method to compute solutions to the geodesic equation as done in [49, 57] (a basic introduction can be found in [77]). We typically use 350 grid points to approximate the solutions. The method computes the geodesics on a cutoff surface located at $z_{UV} = 0.075$. The method takes empty conformal AdS geodesics as an initial guess on the first time step. Once a solution is found it serves as the guess on the next time step. We have verified that on the range $z_{UV} \in [0.05, 0.1]$ for strip widths of $\ell = 0.8$ the calculated value of the entanglement entropy is cutoff dependent on the order of $10^{-2}$ which is more then sufficient for our purposes.

4 Results

Isotropization. In figure 1 we display the non-zero components of the energy-momentum tensor along side the non-zero components of the axial current. For this evolution we chose to use the following form of the subtracted functions $B_s$ and $P_s$ at the initial time step $t = 0$:\footnote{It should be noted that $v$ and $t$ coincide at the boundary $z = 0$.}

$$B_s(0, z) = e^{-z^2}, \quad P_s(0, z) = -\beta e^{-z^2}, \quad (4.1)$$
displayed here in the $\xi = 0$ frame with $\beta = 1/10$. In figure 1 we fix $B = 1/2$, $\gamma = 1/2$, $\rho = 0.429$, $p_0 = 1/2$ and $E = 2/5$. We begin the evolution with $a_4(v = 0) = -5/4$ and $f_4(v = 0) = 5/100$. Although the initial time evolution is sensitive to the choice of the subtracted functions and the choice of parameters the general behavior of the late time evolution is not (see for example [73]). More complicated initial radial profiles then eq. (4.1) can be considered and the resulting initial time evolution can be highly non-trivial. However when making a more complicated choice of initial data one must then separate the non-trivial initial time dynamics from other effects present during the evolution. In this work we choose not to do this, we consider the initial choice of data described above in order to clearly capture the essential physics.

In figure 1 we see the energy $\langle T_{00} \rangle$ of the solution continues to grow as an increasing number of axial charges are produced by the anomaly and subsequently accelerated by the electric field. As the total number of charges grows so does the $x_3$ component of the dual current $\langle J_3 \rangle = 8p_2(t) - B\gamma\mu(t)/3$ and the heat current at the boundary $\langle T_{03} \rangle = 4f_4(t)$. The transverse $\langle (T_{11} + T_{22}) \rangle/2$ and longitudinal pressures $\langle T_{33} \rangle$ oscillate as they undergo the isotropization process. However the continuous growth of the energy can be seen overtaking the isotropization process. It is interesting to note that while the energy density is increasing the transverse pressure at late times stays roughly constant. It is the longitudinal pressure which grows in order to satisfy the trace condition on the energy-momentum tensor. This may have been expected considering the continued growth of the $x_3$ component of the current density. Our work can be compared to previous work [48, 49] which demonstrates that without the continuous production of axial charges the transverse and longitudinal pressures relax to a final anisotropic state due to the presence of the magnetic field.

In figure 2 we display the evolution of the spatial components $\langle J^i(t) \rangle$ of the dual current. We display this vector field at three different times during the evolution of the
plasma. The left image of figure 2 is taken when the system begins its evolution at $t = 0$. We can see that we have an azimuthally symmetric flow of axial charge directed approximately towards the $x_3$-axis. We can see the beginning of a flow of this current in the $x_3$-direction with the vectors all pointing slightly down along the $x_3$. The middle image of figure 2 displays the current $\langle J^i(t) \rangle$ at approximately half way through the evolution with $t = 1.87445$. In this image we can continue to see the current flowing in towards the $x_3$-axis. However we also see a more significant change in the orientation of the vector field. At this point in the evolution it is clear the flow is directed along the $x_3$-axis. In the right image of figure 2 we are near the end of the simulation window at $t = 3.74976$. At this point in the evolution the flow within the spatial window displayed is almost entirely directed in along the $x_3$-axis. It is interesting to note that if we choose our window to include a larger spatial extent we would see an image similar to the left image of figure 2. Within a spatial range of $(x_1, x_2) \in (-200, 200) \times (-200, 200)$ the current is directed almost entirely along the $x_3$-axis at the late times in our evolution. However outside this range the vectors asymptote to an azimuthally symmetric radially inflowing current. The same three time slices are displayed in figure 3 plotted in the $x_2 - x_3$ plane at $x_1 = 0$.

**Hydrodynamics.** The behavior of the heat current and the charge density can be understood by considering a simple hydrodynamic model. Consider a fluid of axial charges coupled to an external electromagnetic field. The equations of motion are the conservation equations [78],

\[
\partial_\mu T^{\mu\nu} = F^{\nu\lambda} J_\lambda, \quad (4.2)
\]
\[
\partial_\mu J^\mu = -\frac{C}{8} \epsilon^{\alpha\beta\gamma\delta} F_{\alpha\beta} F_{\gamma\delta}. \quad (4.3)
\]

We take an energy momentum tensor of the form,

\[
T^{\mu\nu} = \epsilon \delta^0_0 \delta^0_0 + J_h (\delta^0_3 \delta^0_3 + \delta^0_3 \delta^0_0) + p_t \delta^i_i \delta^j_j + p_l \delta^3_3 \delta^3_3, \quad (4.4)
\]

with $i, j = 1, 2$ and the energy density $\epsilon$, heat current $J_h$, transverse pressure $p_t$ and longitudinal pressure $p_l$ are functions of time only. We take the current to have the form,

\[
J^\mu = (J^0, -Cx_1 BE, -Cx_2 BE, J^3), \quad (4.5)
\]

with $J^0$ the charge density and $J^3$ the current density in the $x_3$ direction to be functions of time only. The conservation of energy-momentum reduces to two equations, taken together with the conservation of current forms a system of first order ODE’s

\[
\partial_t J^0 = CE_3 B_3, \quad (4.6)
\]
\[
\partial_t J_h = E_3 J^0, \quad (4.7)
\]
\[
\partial_t \epsilon = E_3 J^3. \quad (4.8)
\]
Figure 1. Time evolution of a strongly coupled far from equilibrium plasma with an axial anomaly subjected to an aligned external electric and magnetic field. Left: the time evolution of the one point functions of the energy-momentum tensor are displayed at $\mu_r = 1.2$. The blue line is the energy density $\epsilon = \langle T_{00} \rangle$, the green line the longitudinal pressure $P_L = \langle T_{33} \rangle$, the orange line the transverse pressure $P_T = \frac{1}{2}(\langle T_{11} \rangle + \langle T_{22} \rangle)$ and the red line is the heat current $J^3_H = \langle T_{03} \rangle$. Right: the time evolution of the time dependent components of the current density $\langle J^\mu \rangle$ are displayed. The blue line is the axial charge density $\langle J^0(t) \rangle$ and the orange line is the $x_3$ component of the current, $\langle J^3(t) \rangle$.

We first solve eq. (4.6) for $J^0(t)$ whose solution can be substituted into eq. (4.7) to obtain $J_h(t)$ leading to,

$$J^0(t) = CE_3 B_3 t + q_0, \quad (4.9)$$

$$J_h(t) = E_3 \left( CE_3 B_3 \frac{t^2}{2} + q_0 t \right) + J_{h0}. \quad (4.10)$$

We find the solutions given in eq. (4.9) and eq. (4.10) are exactly the relations we found from a near boundary solution to the Einstein equations. As is typical in holographic systems we find hydrodynamics contained within the bulk gravitational evolution. The dynamics of the axial charge density and the heat current for our setup follow exactly as predicted by hydrodynamics. Furthermore the final hydrodynamic equation, eq. (4.8), displays the rate of change of the energy density to be given by the Joule heating term found in section 2.2. It should be noted that, although powerful, hydrodynamics was not able to provide for us the behavior of the current $J^3$. The behavior of this quantity must be obtained from another source. In this work we obtained its behavior from the full evolution of the bulk geometry.

Entropy production. As an application we consider the entropy produced during the process of isotropization. A standard definition of the out of equilibrium thermal entropy is given by the area of the apparent horizon. However this definition is not unique, there are many notions of entropy for spacetimes undergoing dynamical processes along with many area increase laws [62, 79–81].

Keeping in mind eq. (2.4) the entropy density can be calculated via the spatial scale factor [73],

$$s(t) = 4\pi S(t, z_h(t))^3, \quad (4.11)$$
although it should be stated that only near equilibrium can we truly call this quantity the entropy density in the dual theory. In order to put in context the generation of entropy during the production of axial charges we choose to compare our data to the same setup only with the Chern-Simons coupling $\gamma = 0$. In figure 4 we compare the results of evolving our system with and without the Chern-Simons coupling. The dashed lines represent the evolution with $\gamma = 0$. In the left image of figure 4 we can see that without the Chern-Simons coupling we have a decrease in the growth of the energy density. This is due to a decrease in the current density component $\langle J^3 \rangle$ as can be seen in the right image of figure 4. Accompanying this curve we also see that we have a fixed charge density throughout the evolution as without the Chern-Simons coupling there is no anomalous
production of charges. The difference in the evolution of the energy density leads to changes in the evolution of the pressures while the transverse pressure is roughly the same the longitudinal pressure is decreased.

In figure 5 we display both the thermal and entanglement entropy produced during isotropization of the plasma with aligned electric and magnetic fields. We can see in the left image of figure 5 the growth of entropy in the system is a monotonic function of time. After a sufficiently long time the function approaches a linear growth. Displayed in the figure is a fit to this linear growth with a growth rate of $\frac{ds}{dt} = 1.85245$. The linear growth of the thermal entropy in the evolution of SYM plasma is not a new phenomenon it was recently seen and discussed in the context of phenomenological insights gained from holographic heavy ion collisions [42] (see their work for more information). It should be noted that the linear growth of the entropy as displayed in [42] occurs before thermalization and without sourcing.\footnote{Hence the behavior we observe is by definition of different origin as will be discussed further in this section.}

In the right image of figure 5 we display the growth of the entanglement entropy in both the transverse and longitudinal directions. We see that the entanglement entropy oscillates weakly around a linear growth in time. The linear growth of the entanglement entropy is a familiar feature of systems undergoing a global quench [82] (see also [15, 16] for early examples in holography). We also display a fit to this data with the rate of growth of the entanglement entropy in the transverse and longitudinal directions,

$$
\frac{dS_\perp}{dt} = 2.49 \quad \frac{dS_\parallel}{dt} = 2.54.
$$

It is interesting to note that although the entanglement entropy grows at a slightly faster rate in the longitudinal direction they both grow roughly at a roughly equal rate. The rate of growth of the entanglement entropy during the linear regime is proportional to the entanglement velocity. This linear regime is what is referred to as the post-local-equilibration regime in [83]. In this regime $S(t) = A_\mathcal{E} s_{eq} t$ with $A$ the area of the region and $s_{eq}$ the value of the entropy density of the equilibrium state. It is however unclear what equilibrium state we should compare to.

In figure 6 we display the evolution of the entropy and the entanglement entropy with and without the production of chiral charges. We compute this in both the direction parallel and transverse to the aligned electric and magnetic field. In the left image of figure 6 we display the entropy during the production of axial charges as a solid line and without the production of axial charges as a dashed line. We can see in the left image of figure 6 that turning on the Chern-Simons coupling leads to smaller growth rate of the entropy,

$$
\frac{ds}{dt} < \frac{ds_{s=0}}{dt}.
$$

In the right image of figure 6 we display the entanglement entropy during the production of axial charges as solid blue lines and without the production of axial charges as solid black lines. We provide the linear fits to all of these curves in the plot to help guide the eye

\footnote{We thank the referee for pointing this out.}
Figure 4. Time evolution of a strongly coupled far from equilibrium plasma with an axial anomaly. In both images the dashed lines are the evolution with the Chern-Simons coupling $\gamma = 0$. Left: the time evolution of the one point functions of the energy-momentum tensor are displayed at $\mu_r = 1$. The blue line is the energy density $\epsilon = \langle T_{00} \rangle$, the green line the longitudinal pressure $\mathcal{P}_L = \langle T_{33} \rangle$, the orange line the transverse pressure $\mathcal{P}_T = \frac{1}{2}(\langle T_{11} \rangle + \langle T_{22} \rangle)$ and the red line is the heat current $J^H_3 = \langle T_{03} \rangle$. Right: the time evolution of the time dependent components of the current density $\langle J^\mu \rangle$ are displayed. The blue line is the axial charge density $\langle J^0(t) \rangle$ and the orange line is the $x_3$ component of the $\langle J^3(t) \rangle$.

$$\gamma = 0 \quad 2.28 \quad 2.15 \quad 2.28 \quad 2.27$$
$$\gamma = 1/2 \quad 2.49 \quad 1.60 \quad 2.54 \quad 1.64$$

Table 1. We display the parameters found by fitting the late time evolution of the entanglement entropy to a linear curve of the form $S_{\perp,\parallel} = a_{\perp,\parallel} t + b_{\perp,\parallel}$. We fit this data for both $\gamma = 0$ and $\gamma = 1/2$ while holding fixed all other parameters.

Towards the late time linear regime. The colors of the dashed fit lines are in correspondence with colors of the solid lines. We can see in both the transverse and longitudinal direction that although the entanglement entropy is larger at earlier times when the Chern-Simons coupling is turned off, it has a smaller growth rate (see table 1),

$$\frac{dS_{\perp}}{dt} > \frac{dS_{\parallel,\gamma=0}}{dt} \quad \frac{dS_{\parallel}}{dt} > \frac{dS_{\parallel,\gamma=0}}{dt}.$$  \hspace{1cm} (4.14)

Hence we observe an increased entanglement velocity with a non-zero Chern-Simons coupling. We suspect this increase in the entanglement velocity is related to the azimuthally symmetric inflow of current re-aligning itself to a flow along the $x_3$ axis and the increasing number of axial charges. We also suspect the initially larger value of the entanglement entropy without a Chern-Simons coupling is due to an already aligned current flowing along the $x_3$ axis.

In the right image of figure 7 we display the surface we compute with a boundary separation of $\ell = 0.8$ throughout the evolution with a non-zero Chern-Simons coupling in the transverse direction. On the left of this we display various time slices of the figure on the right in the $x_1 - z$ plane. We can see the majority of the minimal surface lays
Figure 5. Left: time evolution of the entropy density $s(t)$ is shown in the figure by the blue line. The dashed black line is a linear fit of this data near late times. One can see slight oscillations of the blue curve around this line. Right: the evolution of the entanglement entropy for a strip like topology with embedding coordinates $(v(\sigma), z(\sigma), x_3(\sigma))$ is displayed in the figure by the blue curve. The dashed black line represents a linear fit to this data near the late times. The inset displays the same information of the evolution of the entanglement entropy for a strip like topology but with embedding coordinates $(v(\sigma), z(\sigma), x_1(\sigma))$. In both cases the entangling region had a width of $\ell = 0.8$.

Figure 6. Left: time evolution of entropy is displayed with solid lines representing $\gamma = 1/2$ and dashed lines representing $\gamma = 0$. The evolution of the entropy density $s(t)$ is shown in the figure by blue curves. While the black lines are linear fits to data near late times. Fit parameters are displayed in the plot. Right: the evolution of the entanglement entropy for a strip like topology with embedding coordinates $(v(\sigma), z(\sigma), x_3(\sigma))$ is displayed in the figure with blue lines representing $\gamma = 1/2$ and black lines representing $\gamma = 0$. Dashed lines represent linear fits to this data near the late times. The inset displays the same information of the evolution of the entanglement entropy for a strip like topology but with embedding coordinates $(v(\sigma), z(\sigma), x_1(\sigma))$. In both cases the entangling region had a width of $\ell = 0.8$. To avoid unnecessary clutter the fit parameters displayed in table 1 are not displayed on the plot.
parallel to the apparent horizon. The method we used for this work to compute the
geometry is intimately tied to using the final grid point of domain as the location of the
apparent horizon. Hence the extent of the domain we evolve ends at the apparent horizon.
However we find that increasing the width of the strip in the field theory eventually leads
to minimal surfaces which cross the apparent horizon. We display this behavior in figure 8
in the original coordinate system which we label as \( z' \). This coordinate system is obtained
by transforming the radial coordinate back to the un-shifted coordinate system. In both
images of figure 8 we display families of minimal surfaces at fixed boundary time for lengths
\( \ell \in [0.4, 1.45] \). In the left image we display a cross section of these surfaces at time \( t = 3.6 \)
in the \( x_1 - z' \) plane. The apparent horizon and bulk cutoff surface are orthogonal to the
field theory direction \( x_1 \) and are displayed as black and blue lines respectively. The area
behind the apparent horizon and the area between the cutoff surface and the conformal
boundary have been shaded in. We can see that as the width of the strip in the field theory
grows we eventually cross the apparent horizon. In the right image of figure 8 we display
three families of minimal surfaces for lengths of \( \ell \in [0.4, 1.45] \) fixed at a boundary time of
\( t = 1.6 \) (blue), \( t = 2.6 \) (green) and \( t = 3.6 \) (red). The location of the apparent horizon is
displayed as an opaque gray surface. The blue surfaces, fixed at the earliest time of the
three, do not cross the horizon. However the green and red families of minimal surfaces
eventually cross the apparent horizon as the width of the strip is increased. We also include
an inset which displays the behavior of the minimal surfaces at \( t = 2.6 \) and \( t = 3.6 \) in the
\( v - z' \) plane with the black curve displaying the apparent horizon.

The situation of bulk minimal surfaces crossing the horizon can be contrasted with the
case of the standard Schwarzschild black brane in equilibrium. If we choose the entangling
region to include the entire spacetime in the dual field theory the resulting entanglement
entropy will be equal to the entropy [84]. In the bulk gravity theory this corresponds to a
minimal surface which coincides with the surface of the horizon. Furthermore in [85] the
author proves that while in equilibrium (static geometries) minimal surfaces used to calcu-
late the entanglement entropy will never cross the horizon.\(^{13}\) While this statement is true
for static geometries it has been shown to be false for dynamically evolving spacetimes [15].

It is interesting to compare this growth of the entropy as defined by the apparent
horizon to the thermodynamical entropy as defined via,

\[ s_{th} = (\epsilon + P)/T. \]  \hspace{1cm} (4.15)

This requires some notion of a temperature and pressure throughout the evolution. How-
ever both of these quantities are only well defined in equilibrium. A standard definition
of the out of equilibrium temperature is given by \( T = a \epsilon^{1/4} \) with \( a \) a constant of propor-
tionality. The energy can be read off from the energy-momentum in eq. (2.31). While
the non-equilibrium pressures can be read off from the spatial components of the energy-
momentum tensor along the diagonal in eq. (2.33) and eq. (2.34). Since our system is
anisotropic we take \( P = (P_L + P_T)/2 \) for the pressure in eq. (4.15). With these considera-

\(^{13}\)In equilibrium the apparent horizon will coincide with the event horizon [33].
Figure 7. Left: cross sections of the minimal surfaces calculated in the geometry dual to the time evolution of a strongly coupled far from equilibrium plasma with an axial anomaly. The surfaces displayed were calculated in the transverse direction with embedding coordinates \((v(\sigma), z(\sigma), x_1(\sigma))\). In the image we display \((x_1(\sigma), z(\sigma))\) at various times during the evolution. We can see the surfaces penetrate progressively deeper into the bulk geometry as time goes on. Right: the bulk minimal surfaces in the transverse direction calculated in the geometry dual to the time evolution of a strongly coupled far from equilibrium plasma with an axial anomaly.

Figure 8. Minimal surfaces calculated in the geometry dual to the time evolution of a strongly coupled far from equilibrium plasma with an axial anomaly. The displayed surfaces were calculated in the transverse direction for strips of width \(\ell \in [0.4, 1.45]\). Left: cross sections of the surfaces in the \(x_1 - z'\) plane where \(z'\) is the original un-shifted \(z\) coordinate at time \(t = 3.6\). We display the current location of the apparent horizon as a solid black line and shade the region behind the horizon. We display the cutoff surface \(z_{uv} = 0.075\) as a blue line and shade the region between the cutoff and the conformal boundary. Right: we display three families of bulk minimal surfaces for \(\ell \in [0.4, 1.45]\) at the times \(t = 1.6\) (blue), \(t = 2.6\) (green) and \(t = 3.6\) (red). The gray surface indicates the location of the apparent horizon. The inset displays a \(v - z'\) cross section of the curves at \(t = 2.6\) (green) and \(3.6\) (red) with a black line indicating the location of the apparent horizon.
The coefficient $a$ should be chosen such that our out of equilibrium temperature matches the standard temperature in equilibrium. However our system never relaxes to an equilibrium configuration. Therefore we must fix the coefficient $a$ in a different way. Plotting eq. (4.16) the resulting thermodynamic entropy is linear at late times with a slope proportional to the coefficient $a$. In order to facilitate a comparison we choose to fix the coefficient $a$ such that the growth rate of the entropy at late times agrees between the thermodynamic and apparent horizon entropy. It is not necessarily the case that two separate measures of entropy should agree during the non-equilibrium evolution of the system. However it is sensible to expect their growth at late times when the system is expected to be a thermal theory would agree.

We display in figure 9 the result of matching the growth rate of the thermodynamic entropy to the growth rate of the horizon as measured by the apparent horizon area. The value of the coefficient required for this matching is $a = 0.437209$. We can now provide an interpretation of the behavior of both of these measures of entropy. The linear growth can be attributed to the energy delivered to the system via the Joule heating of the plasma.

5 Summary and discussion

In this work we compute for the first time the dynamical evolution of a charged strongly coupled far from equilibrium plasma with a chiral anomaly subjected to external electromagnetic fields. We have computed this evolution as a numerical solution to the Einstein-Maxwell-Chern-Simons equations for an asymptotically anti-de-Sitter spacetime in five dimensions. We have (for the first time in asymptotically AdS$_5$ spacetimes to the author’s knowledge) included the dynamical equations for the gauge field into the
characteristic formulation of the Einstein equations and evolved them in time alongside the metric components (see eq. (C.1) to eq. (C.8)). We have computed the one point functions of the field theory energy-momentum tensor dual to the evolving metric and axial current dual to the evolving bulk gauge field (see eq. (2.31) to eq. (2.34) and eq. (2.38)). We have displayed the axial current density in the simplest dynamical setup possible to capture the evolution of the current generated due to the axial anomaly during the isotropization of a plasma. Our setup was chosen to mimic conditions found in heavy ion collisions. We have found that aligning external electric and magnetic fields in a plasma with an axial anomaly leads to an azimuthally symmetric inflow of axial charge towards the $x_3$-axis. (see figure 2). This current inflowing from infinity can be considered the source of the generated axial charges which are accelerated along the direction of the electric field (see figure 1). As the system evolves the current aligns itself as a flow along the $x_3$-axis beginning along the $x_3$-axis itself and moving azimuthally outward along the cylindrical coordinate $r_c = \sqrt{x_1^2 + x_2^2}$ due to the electric field.

At the onset of this work we had hoped to reveal new dynamics associated with a thermalizing charged strongly coupled plasma subjected to electromagnetic fields. The behavior of the current $\langle J^3 \rangle$ in some respects has fulfilled this request. It was not possible to extract this behavior without the full evolution of the system. However we can learn from figure 4 that early time evolution of the dual current with and without an axial anomaly displays essentially the same behavior. Therefore our simple model suggests early time behavior of observables (including energy, pressure and current density) of out of equilibrium plasmas with an axial anomaly does not deviate significantly from the evolution without an axial anomaly. It can be see in figure 4 the effect of the axial anomaly takes time to produce pronounced deviations from its anomaly free counterpart. Furthermore another take away from this work is once again the power of hydrodynamics. Two of our dynamical equations reduce exactly to hydrodynamic predictions. This is perhaps not surprising considering the contribution of the anomaly is exact. In fact the differences in our model with and without a chiral anomaly can be traced back to eq. (4.8)–(4.10). Where we see a determining factor in the size of the rate of change of both the energy density and the heat current depend on the size of the current density. With no anomaly present eq. (4.6) enforces the system to have a constant charge density which leads to a constant growth of the heat current as can be see in figure 4. The constant value of the charge density in turn reduces the growth of the energy and in the late time regime this growth appears linear suggesting a stable equilibrium current is being established.

While the early time dynamics is still out of reach of hydrodynamic predictions, hydrodynamics was able to predict nearly all of our systems late time behavior. In spite of this our work represents a necessary step towards the full dynamic evolution of bulk Einstein-Maxwell-Chern-Simons theory needed to provide a meaningful model of the early time dynamics of heavy ion collisions.

As an application of our solutions we have computed the evolution of the entropy and entanglement entropy. We have found the production and acceleration of axial charges by the electric field leads to the linear growth of both entropy and entanglement entropy in the late time (see figure 5). We have also shown that by utilizing a common measure of out
of equilibrium temperature the thermodynamic entropy as defined in eq. (4.16) displays exactly the same late time behavior as the horizon entropy. As discussed in section 4 we interpret this as further evidence that the late time linear growth in entropy is due to Joule heating during the production of axial charges. We also provided linear fits of the entanglement entropy which encode a notion of entanglement velocity. Turning off the Chern-Simons coupling leads to an increased rate of growth of the thermal entropy. While the thermal entropy growth increases as we turn off the Chern-Simons coupling the rate of growth of the entanglement entropy decreases (see figure 6 and table 1). The minimal surfaces we calculate eventually cross the apparent horizon (see figure 8). Bulk minimal surfaces used to calculate entanglement entropy passing the apparent horizon were first displayed in a AdS$_3$ Vaidya setup [15]. And more recently again in AdS$_3$ in the context of the quantum null energy condition [86].

It would be interesting to study further the minimal surfaces and associated entanglement entropy calculated in this work.

Looking to the future there are many interesting avenues we can now explore however we will mention just three possible directions: we are interested in finding a simple holographic model in which we can further study the production of axial charges and the CME in an analytic setting. Luckily there have been many works targeting the holographic Schwinger effect [87–91]. In [92] the authors consider extending this calculation for the inclusion of magnetic fields both perpendicular and parallel to the electric fields. Continuing their work to study the holographic entanglement entropy in a theory producing axial charges in this setting would be a logical continuation of this work.

Our discussion of the generation of axial currents naturally leads us to the topic of chiral transport. There have been many works interested in chiral transport phenomena (some excellent examples [50, 51, 93, 94]). The author is current engaged in studying these effects far from equilibrium in anisotropic systems.

In the current work we have static electric and magnetic fields. This is not the case in heavy ion collisions where the electromagnetic fields generated during collisions are highly time dependent [2]. Recent works have tried to address the effect of time dependent electromagnetic fields on heavy ion collisions [95–99]. It would be very interesting to extend our current work to include time dependent electromagnetic fields. The Bianchi identity in the Maxwell sector is no longer trivially satisfied when we include time-dependent magnetic fields. This leads to a significantly more complex evolution. However if we want to provide a meaningful comparison to heavy ion collisions this is a necessary step. It will also be necessary to include both a vector and axial gauge field rather then just the axial gauge field displayed in this work. Furthermore as seen in eq. (2.38) the charge density in the system grows without bound. As discussed in section 2.2 this behavior is in part an artifact of the translational invariance of our system. Our homogeneous system is essentially a perfect conductor. To alleviate this issue we could introduce momentum relaxation via massive gravity models [64, 65], Q-Lattice models [66] or through the addition of a mass term to gauge field along with use of the Stückelberg mechanism [100, 101]. In addition to the introduction of finite resistivity of the plasma or realistic time dependence of the gauge fields, the gauge

---

\footnote{We thank the referee for pointing us to this recent work.}
fields should also be dynamic rather then external fields. Recent work has displayed it is possible to include fully dynamic gauge fields in the dual field theory picture \cite{40, 69, 102–105} allowing us to compute, in principle, gauge field correlation functions.\footnote{15The author is currently engaged in studying the various extensions mentioned in this paragraph.}
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A  Scaling relations

It is useful to consider independent scalings of field theory directions spanned by $x$ and $r$ given by,

$$x = \alpha \tilde{x} \quad r = \alpha^{-1} \psi^2 \tilde{r}. \quad (A.1)$$

These rescalings were used in \cite{48} to demonstrate the independence of the field theory from the AdS radius $L$ without the presence of a Chern-Simons term. Due to the omission of this term it is worth our time to verify that with this additional boundary term we again find our field theory to be independent of changes in $L$.

Inspection of line element reveals the scalings eq. (A.1) will produce an overall conformal factor of the line element if the metric components transform as,

$$\tilde{B}(\tilde{x}, \tilde{r}) = B(x(x), r(r)), \quad (A.2)$$

$$\tilde{S}(\tilde{x}, \tilde{r}) = \frac{\alpha}{\psi^2} S(x(x), r(r)), \quad (A.3)$$

$$\tilde{A}(\tilde{x}, \tilde{r}) = \frac{\alpha^2}{\psi^2} A(x(x), r(r)), \quad (A.4)$$

$$\tilde{F}(\tilde{x}, \tilde{r}) = \frac{\alpha^2}{\psi^2} F(x(x), r(r)). \quad (A.5)$$
Along with the metric tensor components the transformation also effects the gauge field $A_\mu$ whose components transform as,

$$\tilde{\phi}(\tilde{x}, \tilde{r}) = \alpha \phi(x(\tilde{x}), r(\tilde{r})),$$

$$\tilde{P}(\tilde{x}, \tilde{r}) = \alpha P(x(\tilde{x}), r(\tilde{r})).$$

Finally we must additionally transform the parameters as follows,

$$\tilde{\rho} = \alpha^3 \rho, \quad \tilde{\beta} = \alpha^2 \beta, \quad \tilde{L} = \psi^{-1} L, \quad \tilde{\gamma} = \gamma.$$

Performing the scaling transformation on the action shows, $\tilde{S} = S$, hence the action is invariant with respect to these scalings. Clearly our scaling transformation has no effect on the equations of motion. We can therefore independently scale the AdS radius without changing the boundary theory by taking $\alpha = 1, \psi \neq 1$ hence justifying our choice of setting $L = 1$.

**B Residual symmetries**

We can ask in this system if the radial shift $r \rightarrow r + \xi(v)$ is still a diffeomorphism of the system when the Chern-Simons term is included. Performing the transformation in the line element we find,

$$ds^2 \rightarrow ds'^2 = \omega' dv + S(v, r' - \xi)^2 \left( e^{B(v, r' - \xi)} \left( dx_1^2 + dx_2^2 \right) + e^{-2B(v, r' - \xi)} dx_3^2 \right),$$

$$\omega' = (-A(v, r' - \xi) dv + F(v, r' - \xi) dx_3 + 2dr' - 2\xi'(v) dv).$$

The line element will be invariant if $\tilde{A}(v, r') = A(v, r' - \xi) + 2\xi'(v)$, exactly as described by the authors in [72]. The form of our gauge field is invariant under the transformation,

$$A\mu(v, r' - \xi)dx'^\mu = \phi(v, r' - \xi) dt + \frac{1}{2} x_2 \beta dx_1 - \frac{1}{2} x_1 \beta dx_2 - P(v, r' - \xi) dx_3.$$

With both the transformation of the metric components and the gauge field one can show explicitly that the action eq. (2.1) is invariant under bulk radial diffeomorphism and hence $r \rightarrow r + \xi$ is still a good symmetry.

Although the action is invariant under bulk radial shifts looking at eq. (2.38) it is not immediately evident that the coefficient $p_2(t)$ is independent of the radial gauge transformation. It cannot be the case that the dual current depends on the bulk radial shift as the action is clearly gauge invariant. The issue is the explicit presence of the Eddington-Finkelstein time $v$ in the expressions. This quantity is a function of the radial coordinate $v(r)$, obscuring the gauge dependence. We can write $v = t - r^* \approx t - 1/r$, keeping only the leading order contribution as we are interested in near boundary behavior, inserting this expression into eq. (2.24) we see,

$$P(t, r) = p_0 + E \left( t - \frac{1}{r} \right) + \frac{E}{r} + \frac{p_2(t)}{r^2} + \cdots,$$

$$= p_0 + Et + \frac{p_2(t)}{r^2} + \cdots.$$
where the dots indicate terms higher order in $1/r$. It is the quantity at order $1/r^2$ in eq. (B.5) which is to be considered dual to $(J^3)$ (asides from contributions from the Chern-Simons action). Performing a radial gauge transformation $r \to r + \xi$ and again expanding the result near the conformal boundary returns exactly the same expression as that given in eq. (B.5) thus leaving the $x_3$ component of the dual current invariant under bulk radial shifts. In practice this quantity can be extracted by subtracting terms up to order $O(1/r^2)$ and working with a field scaled by $1/r^2$,

\[ P(v, r) = p_0 + E \left( v + \frac{1}{r} \right) + \frac{P_s(v, r)}{r^2}. \]  

The function behaves as $P_s = O(r^0)$ near the conformal boundary, $r \to \infty$, leaving us with the ability to extract the necessary coefficient $p_2(t)$ via,

\[ p_2(t) = \lim_{r \to \infty} P_s(v, r), \]  

where we recall again that $v(r \to \infty) = t$.

C Equations of motion

The equations of motion that result from the action can be written as a partially nested list. As described in section 3 we can solve the first three equations in turn. These equations are,

\[ 6SS'' = -3S^2 (B')^2 - 4e^{2B} (P')^2 \]  

(3.3)

\[ 3S^3 F'' = -3S^2 S' \left( 6FB' + F' \right) - 3S^3 \left( 2B'F' + F \left( 2B'' + (B')^2 \right) \right) \]  

(3.4)

\[ 12e^{2B} S^5 S' = -e^{2B} S^4 \left( e^{2B} F^2 (B')^2 + 4e^{2B} FB' F' + e^{2B} (F')^2 + 24S'S' \right) \]  

(3.5)

\[ -4e^{4B} S^3 FS' (FB' + F') - 4e^{2B} \gamma^2 P^2 B^2 \]  

\[ -4S^2 \left( F^2 \left( e^{4B} (S')^2 - e^{6B} (P')^2 \right) + B^2 \right) \]  

\[ -8e^{2B} \gamma P \rho B - 4e^{2B} \rho^2 + 24e^{2B} S^6 \]  

(3.6)

The next set is a coupled system for $\dot{P}$ and $\dot{B}$.

\[ 2e^{2B} S^4 \dot{P}' = -2e^{2B} S^4 \left( \dot{P}B' + \dot{B}P' \right) + e^{2B} S \left( 2\rho FB' + e^{2B} F' P' S' + \rho P' \right) \]  

(3.7)

\[ -e^{4B} S^2 F \left( 4B' P' + P'' + 2P' F' \right) \]  

\[ + \gamma P \rho B \left( e^{2B} S \left( 2FB' + F' \right) - 2e^{2B} FS' + \gamma B \right) \]  

\[ -e^{2B} S^3 \left( \dot{S}P' + \dot{P}S' \right) + \rho \left( \gamma B - 2e^{2B} FS' \right) \]  

(3.8)

\[ 6e^{2B} S^4 \dot{B}' = -e^{2B} S^3 FS' \left( 11FB' + 4F' \right) - 9e^{2B} S^3 \left( \dot{S} B' + \dot{B} S' \right) \]  

(3.9)

\[ -e^{4B} S^2 \left( 2FB' F' + F^2 \left( 3B'' + 2(B')^2 \right) - 8\dot{P} P' - (F')^2 \right) \]  

\[ + 4e^{2B} F^2 \left( e^{2B} (P')^2 + (S')^2 \right) - 4B^2 \]  

(3.10)
The next two equations for $A$ and $\dot{F}$ can be solved as a nested list again.

$$
6e^{2B}S^6A" = -6e^{2B}S^6\left(3\dot{B}B' + 4\right) + 24e^{4B}S^3FS'(2FB' + F') \\
+ e^{2B}S^4\left(12e^{2B}FB'F' + 3e^{2B}F^2\left(4B" + 3(B')^2\right)\right) \\
+ e^{2B}S^4\left(-8e^{2B}\dot{P}P' - 3e^{2B}(F')^2 + 72\dot{S}S'\right) + 28e^{2B}\gamma^2P^2B^2 \\
+ 4S^2\left(e^{4B}F^2\left(e^{2B}(P')^2 - 3(S')^2\right) + 5B^2\right) - 48e^{4B}\rho SF'P' \\
- 8e^{2B}\gamma\rho B\left(6e^{2B}SF'P' - 7\rho\right) + 28e^{2B}\rho^2 \\
(6.6)
$$

$$
6e^{2B}S^6\dot{F}' = -F\left(-6e^{2B}S^6(\dot{A}'B' + 4) + 6e^{2B}S^5(\dot{A}'S' + 3\dot{S}B' - 3\dot{B}S') \\
+ 4e^{2B}\gamma^2P^2B^2 + e^{4B}S^4\left(16\dot{P}P' + 3(F')^2\right) + 8e^{2B}\gamma P\rho B + 4e^{2B}\rho^2 - 4S^2B^2\right) \\
+ 3e^{2B}S^3\left(S^3\left(A'F' - 4\dot{F}B'\right) + 8\dot{P}(\gamma PB + \rho) + S^2\left(4F'S' - 6\dot{S}F'\right)\right) \\
- e^{4B}S^2F^3\left(-18SB'S' - 3S^2\left(2B" + (B')^2\right) + 4\left(e^{2B}(P')^2 + 3(S')^2\right)\right) \\
(6.7)
$$

The final equation is a constraint equation which can be used to monitor the accuracy of the code.

$$
12S^7\dot{S} = F^2\left(6e^{2B}S^5\left(A'S' + 2\dot{S}B' - 2\dot{B}S'\right) - 6e^{2B}S^6\left(\dot{B}B' + 4\right) + 4e^{2B}\gamma^2P^2B^2 \\
+ e^{2B}S^4\left(-8e^{2B}\dot{P}P' + e^{2B}(F')^2 + 24\dot{S}S'\right) + 8e^{2B}\gamma P\rho B + 4e^{2B}\rho^2 + 4S^2B^2\right) \\
- 2S^6\left(-3\dot{S}A' + 4e^{2B}\dot{P}' + 3\dot{B}\dot{S}^2\right) \\
- e^{4B}S^2F^4\left(-S^2(B')^2 - 4S\dot{B}'S' + 4e^{2B}(P')^2 - 4(S')^2\right) \\
+ 4e^{4B}S^2F^4\left(2B'' + 2S'\right) + 12e^{2B}S^3F\left(SF' - \hat{F}S'\right) \\
(6.8)
$$

We can confirm that the maximal violation of the constraint was below $10^{-6}$ throughout the entire evolution of the system. The violation of the constraint on average on each time step was on the order $10^{-15}$ throughout the evolution of the system.
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