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ABSTRACT

The oscillator-based Ising machine (OIM) is a network of coupled CMOS oscillators that solves combinatorial optimization problems. In this paper, the distribution of the injection-locking oscillations throughout the circuit is proposed to accelerate the phase-locking of the OIM. The implications of the proposed technique theoretically investigated and verified by extensive simulations in EDA tools with a 130 nm PTM model. By distributing the injective signal of the super-harmonic oscillator, the speed is increased by 219.8% with negligible increase in the power dissipation and phase-locking error of the device due to the distributed technique.
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1. INTRODUCTION

With the advent of world-wide communications and the availability of massive data, increasing application of neural networks and artificial intelligence and end of Moore’s law, computing becomes a significant obstacle in recent decades [2][3][4][5]. The Ising model has attracted considerable prominence due to its network-based structure and the ability to map many NP-complete problems to Ising model, and various accelerators and machines have been proposed [6][7]. Remarkable endeavors to direct the computational demands of optimization incorporates quantum, optical, and emerging non-Von-Neumann computing paradigms.

Quantum and optical techniques are deemed competent to address projected markets for ever-increasing computational demands. The D-wave technique that proposes optimization by qubits [8] and the optical technique based on the coherent Ising machine (CIM) that performs the light-based computations are some of the state-of-the-art proposed techniques [9]. Notwithstanding the high computational capabilities of these techniques, their practical utilization is quite expensive and ill-suited for commercialization [8][9]. Alternatively, inexpensive CMOS-based techniques, such as the oscillator-based Ising machine (OIM) and the CMOS annealer, have been proposed [10][11][12]. Analog architectures have manifested thousands of times increase in the performance of computation as compared to digital competitors, thanks to their dynamic accuracy [13][14].

Computation with analog architectures is one of the key plans that conform a max-cut problem to an OIM ranging from hundreds to thousands of coupled oscillators, without detailing the method to address the injection-locking. Regrettably, there is no attempt in the literature to investigate the implications of various implementations for injection-locking techniques on the operation of an OIM device. We investigate the implications of centralized and distributed injection-locking techniques on the operation of the OIM circuit and propose the distributed injection-locking signals through the OIM to enhance the speed of phase-locking of the oscillators. We show that by distributed injection-locking technique, the optimization speed is increased by 219.8% with negligible power and phase-locking error overhead as compared to the centralized counterpart.

The rest of the paper is as follows. In section 2, the background for the Ising model and its mapping to the max-cut problem is explained. In section 3, the proposed technique is analyzed and modeled, followed by simulations in section 4. The paper is concluded in section 5. The present paper is in line with the author’s measures to address emerging technologies and concerns in modern integrated circuits [17][18][19][5][20][1].

2. BACKGROUND

The Ising model is to study the phase transition from disorder to order for Hamiltonian of a system. The Ising model is defined for a one-dimensional, two-dimensional, or multi-dimensional networks, such that at every point \(i\), there is a spin \(S_i\) which takes only two values of +1 and −1. The name “spin” originates from the model’s initial application for investigating order in a magnetic material. Hamiltonian of a system is defined as follows,

\[
H = - \sum_{(i,j)} J_{ij} S_i S_j - \sum_i h_i S_i, \tag{1}
\]

where the sum is over the neighboring spins. In the Hamiltonian, \(h_i\) represents an external field, and \(J_{ij}\) represents the spin-spin interaction. For negative \(J_{ij}\), the nearby spins take the opposite direction, and for positive \(J_{ij}\), take the same direction to ground the Hamiltonian to reach its minimum state. According to the second law of
thermodynamics, every system naturally tends to minimize energy. In the absence of an external field, $h_i$ equals zero, and the Ising model is simplified as follows,

$$\min_S \, H = -\sum_{(i,j)} J_{ij} S_i S_j$$

s.t. $S_i \in \{ -1, +1 \}$,

$$\forall \{ i \neq j \} \in \{ 1, 2, \ldots, N \}, \quad J_{ij} = J_{ji}.$$  \hspace{1cm} (2)

The Ising model can be mapped to the equivalent graph model where the vertices in the graph can take two values $\{ \pm 1 \}$, and the weights of the edges are equivalent to the coupling coefficient $J_{ij}$ between the spins. Such a graph is equivalent to the graph of the max-cut optimization problem where the positive and negative spin of the corresponding vertex indicates which side of the cut a particular vertex lies on. By replacing the vertices with CMOS oscillators and the graph edges with proper interconnects, the optimization machine based on the Ising model, as depicted in Fig. 1, is realized. The phase of these oscillators is equivalent to the spin in the Ising model, which is equal to the solution of the max-cut optimization problem $\{10\,12\}$.

3. DISTRIBUTED INJECTION-LOCKING

Without loss of generality, we use the CMOS oscillator that is proposed by [12] to investigate the implications of centralized and distributed injection-locking techniques on the operation of the OIM, as shown in Fig. 2. It is worth mentioning that the injection-locking signal $f_{inj}$ impacts the OIM by Adler equation [16]. The injection-locking signal $f_{inj}$ is applied by $I_2$ to the oscillators of the OIM (Fig. 2). In the centralized technique of injection-locking, despite a large number of oscillators of OIM, i.e., thousands of oscillators, there is a current $I_{2,j}, \forall j$ for each oscillator.

If the $I_2$ of oscillators are coupled to the injection-locking oscillator via a shared routing, as shown in Fig. 3 the centralized injection-locking will follow two behaviors that are as follows. The OIM is composed of many oscillators, where each one oscillates at frequency $\omega_i$. By coupling of the identical oscillators, the interaction between the oscillators $J_{ij}$ (as explained in Section 2), moves the population from a disorder to the new order, called glass oscillator [15]. Consequently, the new order in the oscillator population can be written as [15],

$$\dot{\theta}_i(t) = \omega_i - \sigma \sum_{j=1}^{N} J_{ij} \sin(\theta_i(t) - \theta_j(t)), \hspace{1cm} (3)$$

where $\sigma$ is the frequency of an uncoupled oscillator, $\sigma$ is the strength of coupling, and $J_{ij}$ is the coupling coefficient, as previously explained. By increasing $\sigma$ to a particular threshold $\sigma_c$, the oscillators of the OIM synchronize [15]. As the oscillators are synchronized, the frequency $\omega_i$ of each oscillator converges to the mean-field frequency $\omega_i \rightarrow \Omega, \forall i$, letting the $\omega_i$s be eliminated, which yields the relationship,

$$\dot{\theta}_i(t) = -\sigma \sum_{j=1}^{N} J_{ij} \sin(\theta_i(t) - \theta_j(t)). \hspace{1cm} (4)$$

Fig. 1: The CMOS oscillators are interconnected in the Ising network and take binary phases 0° or 180° under the influence of network-wide coupling coefficients $J_{ij}$. The binary phases are the solution to the problem of max-cut optimization.

Fig. 2: The oscillator of OIM, proposed in [12]. The oscillator has differential input to receive the coupling coefficients of the max-cut problem $J_{ij}$. The current $I_1$ supplies the current of each oscillator, while current $I_2$ is the signal of external injection-locking oscillator.

Fig. 3: In centralized injection-locking, all of the oscillators of the OIM are connected to one global injection-locking signal by a shared routing. The shared routing $\sum_{j=1}^{N} I_{2,j}$ induces interference among the oscillators of OIM, ending in performance degradation of the OIM.
By coupling injection-locking signal $\theta_{inj,j}$, $\forall j$ to each oscillator of the OIM with coupling strength $\kappa_s$, the first behavior emerges as,

$$\dot{\theta}_i(t) = -\sigma \sum_{j=1}^{N} J_{ij} \sin(\theta_i(t) - \theta_j(t)) - \kappa_s \sin(\theta_{inj}(t)), \quad (5)$$

which is desired. However, the oscillators are coupled to injection-locking oscillator by a shared routing $I_{inj} = \sum_{j=1}^{N} I_{2,j}$, driving a different phase dynamics,

$$\dot{\theta}_i(t) = -\sigma \sum_{j=1}^{N} J_{ij} \sin(\theta_i(t) - \theta_j(t)) - \kappa_s \sin(\theta_{inj}(t)). \quad (6)$$

Accordingly, the phase dynamics of the oscillator becomes,

$$\begin{align*}
\dot{\theta}_i(t) &= -\kappa \sum_{j=1}^{N} \sin(\theta_i(t) - \theta_j(t)) - \kappa_s \sin(\theta_{inj}(t)) \\
&\quad - \sigma \sum_{j=1}^{N} J_{ij} \sin(\theta_i(t) - \theta_j(t)) - \kappa_s \sin(\theta_{inj}(t)). \quad (7)
\end{align*}$$

Expression (7) is an ill-suited phase dynamics for an OIM. To solve the problem of dynamics of (7), the technique of distribution of the injection-locking currents, as shown in Fig. 4, is proposed. The proposed technique, as shown in Fig. 4, incorporates distributed current mirrors to reduce inter-oscillator interference. The Kuramoto model for the OIM with distributed injection-locking currents will be,

$$\dot{\theta}_i(t) = -\sigma \sum_{j=1}^{N} J_{ij} \sin(\theta_i(t) - \theta_j(t)) - \kappa_s \sin(\theta_{inj}(t)), \quad (8)$$

that states the phase dynamics for the Kuramoto model in an Ising machine [10].

![Fig. 4: The proposed technique for the distribution of the injection-locking signal to oscillators of the Ising machine to enhance the performance of the OIM. Distributed current mirrors are used to reduce inter-oscillator interference.](image)

### 4. SIMULATIONS

The simulations are performed in EDA tools (Virtuoso Cadence and ADS Keysight) with 130 nm PTM model for bulk CMOS of the predictive technology model [21]. Ten coupled oscillators with the frequency of 50.3 MHz, the inductor 100 nH, and the capacitor 100 pF are implemented and coupled with resistive interconnects. An ideal current source at frequency 100.6 MHz provides the current to the oscillators through centralized (Fig. 3) and distributed (Fig. 4) current mirrors. Order parameter $R$ is defined as [22].

$$R(t) = \frac{1}{N} \sum_{i=1}^{N} e^{2i\phi_i(t)}$$

to define phase-locking order of the $N$ oscillators $\theta_i, \forall i$ to the in-phase and anti-phase synchronizations of $\{0, \pi\}$. As shown in Fig. 5 by increasing the current of the oscillators (increasing $I_1$ of Fig. 2), the order parameter $R$ of the oscillators increases. An interesting result of variations of $R$ is that practically no phase-locking occurs for currents below a certain limit of $I_1$. This means that by increasing the power of the OIM, it is plausible to moderately accelerate the optimization tasks running on the OIM, though after a while the enhancement becomes limited.

![Fig. 5: The variation of the order parameter $R$ of the coupled oscillators for various currents of the oscillators $I_1$ is shown. By increasing the current of the oscillators, the order parameter $R$ of the coupled oscillators increases, and no phase-locking occurs for currents below a certain limit of $I_1$.](image)

In Fig. 6 shows the effect of increasing the power of the injection-locking oscillator $I_2$ to the time required for phase-locking of the OIM. As shown in Fig. 6 with increasing the current $I_2$, for both distributed and centralized injection-locking, the time required for phase-locking is reduced, but this decrease is marginal after a certain amount of current. In Fig. 6 using the distributed current mirrors decreases the phase-lock time of the oscillators from 45.31 $\mu$s for centralized injection, to 14.17 $\mu$s for distributed current mirrors at $\sum_{i=1}^{N} I_{2,i} = 1 m A$, improving the phase-locking speed of the oscillators by 219.8%. But the contrast in the benefits of distributed and centralized current injection-locking is marginal by increasing the current $I_2$ as the competitive situation between the oscillators for the injection-locking current demises. Phase-lock error is defined as,

$$e(t) = \sqrt{\frac{2}{N-1} \sum_{i} ||\theta_i(t) - \bar{\theta}(t)||^2}, \quad (9)$$

where $\bar{\theta}(t) = \frac{1}{N} \sum_{i} \theta_i(t)$ is the mean-field phase of the oscillators. The phase-locking of oscillators with the distributed and centralized injection-locking technique is shown in Fig. 7. As shown in Fig. 7 the phase-locking error of Kuramoto model is reduced by 53.6% around the average phase-locking error for distributed
Phase-locking time (s) vs. Current of coupled oscillators (A) for distributed and centralized injection-locking techniques. Using distributed current mirrors decreases the phase-lock time of the oscillators from 45.31 μs for centralized injection, to 14.17 μs for distributed current mirrors.

Fig. 6: Effect of increasing the power of the oscillator $I_1$ to the time required for phase-locking of the coupled oscillators. Using the distributed current mirrors decreases the phase-lock time of the oscillators from 45.31 μs for centralized injection, to 14.17 μs for distributed current mirrors.

Phase error (rad) vs. Time (s) for distributed and centralized injection-locking techniques. Distributed injection-locking signals are analyzed and verified by extensive simulations. The total power of the OIM with distributed injection-locking technique is increased by only less than 1% as compared to the centralized counterpart, while the phase-locking speed of the oscillators is increased by 219.8%.

Fig. 7: Total phase-locking error for distributed and centralized techniques for injection-locking simulations of Kuramoto model.

Fig. 8: Scaling effect of capacitor value in the LC tank of oscillators of an OIM machine with ten coupled oscillators. Increasing the capacitor value reduces the synchronization time of the oscillators.

With an increasing capacitor size of $C$ (and similarly $L$), as shown in Fig. 8, the phase-locking time reduces. Finally, the total power of the OIM with distributed injection-locking technique is 7.188 mW, which is 34 μW more than the power of the centralized one, implying less than 1% increase in the power consumption of the device due to the distributed technique.

5. CONCLUSION

A distributed injection-locking technique is proposed to expedite the optimization of the combinatorial problems using an OIM circuit. The phase dynamics of the oscillators with centralized and distributed injection-locking signals are analyzed and verified by extensive simulations. The total power of the OIM with distributed injection-locking technique is increased by only less than 1% as compared to the centralized counterpart, while the phase-locking speed of the oscillators is increased by 219.8%.
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