Abstract: In this article, we evaluate the efficiency of two shortcuts to adiabaticity for the STIRAP system, in the presence of Ornstein–Uhlenbeck noise in the energy levels. The shortcuts under consideration preserve the interactions of the original Hamiltonian, without adding extra counterdiabatic terms, which directly connect the initial and target states. The first shortcut is such that the mixing angle is a polynomial function of time, while the second shortcut is derived from Gaussian pulses. Extensive numerical simulations indicate that both shortcuts perform quite well and robustly even in the presence of relatively large noise amplitudes, while their performance is decreased with increasing noise correlation time. For similar pulse amplitudes and durations, the efficiency of classical STIRAP is highly degraded even in the absence of noise. When using pulses with similar areas for the two STIRAP shortcuts, the shortcut derived from Gaussian pulses appears to be more efficient. Since STIRAP is an essential tool for the implementation of emerging quantum technologies, the present work is expected to find application in this broad research field.
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1. Introduction

Stimulated Raman adiabatic passage (STIRAP) is a widely used quantum control method for the efficient transfer of a population in a three-level Λ-type system [1–4], which has also been exploited in multi-level systems [5]. The population is transferred from level $|1\rangle$ to level $|3\rangle$ through the intermediate level $|2\rangle$ by applying two laser pulses in a counterintuitive order, the Stokes pulse connecting levels $|2\rangle - |3\rangle$ and the pump pulse connecting levels $|1\rangle - |2\rangle$. During the application of STIRAP pulses, the intermediate level $|2\rangle$ is hardly populated, while states $|1\rangle$ and $|3\rangle$ form a coherent superposition, which is adiabatically transformed from state $|1\rangle$ at the beginning to state $|3\rangle$ at the end. The method has found a broad spectrum of applications in current quantum technologies, ranging from optical waveguides [6] and matter waves [7] to diamond nitrogen vacancy centers [8] and superconducting quantum circuits [9]; for more details, see the recently published roadmap [4]. The major advantage of STIRAP is its robustness against moderate variations of system parameters. Its drawback is the long time required for the adiabatic transfer, which in general leads to a degraded performance in the presence of undesirable interactions with the environment.

In order to reduce the necessary time and thus improve the efficiency of quantum adiabatic evolution, several methods have been suggested, collectively referred as shortcuts to adiabaticity [10–18]. As their name indicates, the main concept behind them is to bring the system to the same final state in shorter time; some of these methods simply bypass the intermediate adiabatic states, while in others, an extra term is added in the system Hamiltonian, which cancels the diabatic transitions and allows the system to evolve along the adiabatic trajectory of the original Hamiltonian. The latter procedure is usually referred to as the transitionless tracking algorithm or assisted adiabatic passage.
Both techniques have found a wide range of applications across various disciplines of modern quantum science; see the recent review [10]. They have also been exploited to improve the performance of the STIRAP system; see for example [19–23] for the first method and [12,24–31] for the second. We should nevertheless point out that in the transitionless tracking methods, the extra counterdiabatic term usually corresponds to a third laser pulse coupling directly levels $|1\rangle$ and $|3\rangle$, deviating thus from the classical STIRAP framework.

Several works have been devoted to study the effect of noise on STIRAP. In [32], the efficiency of STIRAP in the presence of classical Ornstein–Uhlenbeck noise [33] in the energy levels, leading to dephasing, was evaluated. In [34,35], the dephasing caused by quantum baths was considered. The effect of broadband colored noise to population transfer in superconducting artificial atoms was studied in [36,37]. Aside from these works, which concentrated on classical STIRAP, there were also a few studies that investigated the effect of dephasing in transitionless tracking STIRAP [24,29,38], where extra counterdiabatic terms were introduced in the Hamiltonian. Additionally, in a recent publication, the efficiency of a Floquet-engineered shortcut, which preserved the STIRAP framework, was studied in the presence of colored noise [39].

In the present article, we evaluate the performance under noise for two shortcuts to adiabaticity, which also preserve the interactions of the original STIRAP Hamiltonian, without making use of additional terms. Both STIRAP shortcuts are obtained following the recipe described in [19,40]; the first shortcut is such that the mixing angle is a polynomial function of time, while the second one is derived from Gaussian STIRAP pulses. In both cases, the shortcut pulses are low frequency signals, while the Floquet-engineered pulses have higher frequency content [39]. We use classical Ornstein–Uhlenbeck noise processes with exponential correlation functions [33] in the energy levels, as used in [32] for molecules in a liquid. This type of noise may also be present in the phases of the applied laser fields, which in the rotating wave approximation, appear as a corresponding noise term in the energy levels [24]. From extensive numerical simulations, we conclude that both shortcuts perform quite well and robustly even in the presence of relatively large noise amplitudes, while the efficiency is decreased for increasing noise correlation time. For comparison, we show that for similar pulse amplitudes and durations, the performance of classical STIRAP is highly degraded even in the absence of noise. We also find that, when using pulses with a similar area, the shortcut derived from Gaussian pulses is more efficient. At this point, it is worth mentioning that the sensitivity of shortcuts to adiabaticity to Ornstein–Uhlenbeck noise has also been studied in the context of fast shuttling of a particle using a moving harmonic trap [41].

The structure of the paper is as follows. In the next section, we derive the STIRAP shortcuts under consideration and evaluate their efficiency in the absence of noise. In Section 3, we study the effect of noise in the performance of these shortcuts. Section 4 concludes this work.

2. STIRAP Shortcuts in the Absence of Noise

The derivation of STIRAP shortcuts follows the procedure described in [19,40]. The time evolution of probability amplitudes in the three-level STIRAP system, $c(t) = (c_1(t), c_2(t), c_3(t))^T$ where superscript $T$ denotes the matrix transpose, is governed by the following Schrödinger equation:

$$i\hbar \frac{d}{dt} c(t) = H_0(t)c(t)$$  \hspace{1cm} (1)

with the STIRAP Hamiltonian:

$$H_0(t) = \frac{\hbar}{2} \begin{pmatrix} 0 & \Omega_p(t) & 0 \\ \Omega_p(t) & \Delta & \Omega_s(t) \\ 0 & \Omega_s(t) & \delta \end{pmatrix},$$  \hspace{1cm} (2)
where $\Omega_p(t), \Omega_s(t)$ are the Rabi frequencies for the pump and Stokes lasers, respectively, while $\Delta, \delta$ are the one-photon and two-photon detunings, respectively. The desired shortcuts are derived for the case where both resonances hold,

$$\Delta = \delta = 0. \quad (3)$$

Deviations from this ideal situation are later modeled through the considered noise mechanisms. For this resonant case, the three-level system can be reduced to the following effective two-level system:

$$H'_0 = \frac{\hbar}{2} \begin{pmatrix} \Omega_s / 2 & \Omega_p / 2 \\ \Omega_p / 2 & -\Omega_s / 2 \end{pmatrix} = \frac{\hbar}{2} \Omega_s \sigma_z + \frac{\hbar}{2} \Omega_p \sigma_y. \quad (4)$$

The relation between the three-level probability amplitudes $c(t)$ and the two-level amplitudes $b(t) = (b_1(t), b_2(t))^T$ is:

$$c_1(t) = |b_1(t)|^2 - |b_2(t)|^2, \quad (5a)$$
$$c_2(t) = 2\text{Im}[b_1^*(t)b_2(t)], \quad (5b)$$
$$c_3(t) = -2\text{Re}[b_1^*(t)b_2(t)]. \quad (5c)$$

If we parameterize the pump and stokes Rabi frequencies in terms of a (generally) time-dependent amplitude $\Omega(t)$ and angle $\theta(t)$,

$$\Omega_s(t) = \Omega(t) \cos \theta(t), \quad \Omega_p(t) = \Omega(t) \sin \theta(t), \quad (6)$$

then we find the following instantaneous eigenstates for the effective two-level system:

$$|\phi_+(t)\rangle = \begin{pmatrix} \cos \frac{\theta}{2} \\ \sin \frac{\theta}{2} \end{pmatrix}, \quad (7a)$$
$$|\phi_-(t)\rangle = \begin{pmatrix} \sin \frac{\theta}{2} \\ -\cos \frac{\theta}{2} \end{pmatrix}, \quad (7b)$$

with corresponding eigenvalues:

$$E_{\pm} = \pm \frac{\hbar}{2} \Omega(t) \sin \theta(t). \quad (8)$$

Now, suppose that we vary the angle $\theta$ from the initial value $\theta(0) = 0$ to the final value $\theta(T) = \pi/2$ at the final time $t = T$. If the change is slow enough (adiabatic), then the two-level system moves along the adiabatic state $|\phi_+(t)\rangle$, from the initial state $b(0) = (1,0)^T$ to the final state $b(T) = (0,1)^T$. In this scenario, the three-level system moves from state $|1\rangle$ to state $|3\rangle$ along the dark state $\cos \theta(t)|1\rangle - \sin \theta(t)|3\rangle$, as can be verified from Equation (5).

If the change in the angle $\theta$ is fast, the adiabatic evolution breaks down, and at the final time, there are in general unwanted residual populations, in state $|2\rangle$ for the two-level system or in states $|1\rangle$ and $|2\rangle$ for the three-level system. In order to achieve the desired population transfer in arbitrarily short times, it is necessary to add in Hamiltonian $H'_0$ an extra counter-diabatic Hamiltonian $H'_cd$ to cancel the diabatic terms arising when $H'_0$ is transformed to the time-dependent adiabatic basis,

$$H'_cd(t) = i\hbar \sum_{n=\pm} \left[ |\phi_n(t)\rangle \langle \phi_n(t)| - |\phi_n(t)\rangle \langle \phi_n(t)| \phi_n(t) \rangle \langle \phi_n(t)| \right]$$
$$= i\hbar \sum_{n=\pm} |\phi_n(t)\rangle \langle \phi_n(t)|$$
$$= \frac{\hbar}{2} \sigma_y, \quad (9)$$
where we note that the second term in the first line of Equation (9) is zero. Under the total Hamiltonian $H' = H_0' + H_{cd}'$, the system can track with perfect fidelity and for arbitrarily short times one of the adiabatic states, for example $|\phi_+(t)\rangle$, and this is why this method is called the transitionless tracking algorithm. For an evolution along $|\phi_+(t)\rangle$, the corresponding probability amplitudes are:

$$b'(t) = \begin{pmatrix} b'_1(t) \\ b'_2(t) \end{pmatrix} = e^{-i \frac{1}{4} \int_0^t \Omega(\tau) d\tau} \begin{pmatrix} \cos \frac{\theta}{2} \\ -i \sin \frac{\theta}{2} \end{pmatrix}. \quad (10)$$

The drawback of this technique is that the counter-diabatic Hamiltonian is proportional to $\sigma_y$, while Hamiltonian $H_0'$ contains only terms proportional to $\sigma_x$ and $\sigma_z$. In the case of the original three-level system, the counter-diabatic term becomes:

$$H_{cd}(t) = \hbar \begin{pmatrix} 0 & 0 & i\dot{\theta} \\ 0 & 0 & 0 \\ -i\dot{\theta} & 0 & 0 \end{pmatrix}, \quad (11)$$
i.e., introduces a direct coupling between states $|1\rangle$ and $|3\rangle$, which can be difficult or even impossible to implement. Nevertheless, there is a modification of this method that allows one to implement a shortcut of the desired adiabatic evolution using the original Hamiltonian (2) or (4) \[40\]. According to this technique, in the total Hamiltonian $H' = H_0' + H_{cd}'$, we apply the unitary transformation $|\tilde{\psi}\rangle = U|\psi\rangle$, where:

$$U(t) = e^{-i \frac{\theta}{2} \sigma_z} = \begin{pmatrix} e^{-i\phi(t)/2} & 0 \\ 0 & e^{i\phi(t)/2} \end{pmatrix}, \quad (12)$$

and obtain the modified Hamiltonian:

$$\tilde{H}' = \hbar \left( \frac{\Omega_s}{2} - \frac{\theta}{2} \right) \sigma_z + \hbar \left( \frac{\Omega_p}{2} \cos \theta + \dot{\theta} \sin \phi \right) \sigma_x + \hbar \left( \frac{\Omega_p}{2} \sin \theta - \dot{\theta} \cos \phi \right) \sigma_y. \quad (13)$$

If we set:

$$\tan \phi = \frac{2\dot{\theta}}{\Omega_p} = \frac{2\dot{\theta}}{\Omega \sin \theta}, \quad (14)$$

then the last term in Equation (13), proportional to $\sigma_y$, vanishes, and the modified Hamiltonian becomes:

$$\tilde{H}' = \hbar \left( \frac{\Omega_s}{2} \sigma_z + \frac{\Omega_p}{2} \sigma_x \right), \quad (15)$$

which has the same form as the two-level Hamiltonian $H_0'$ with controls:

$$\tilde{\Omega}_p(t) = \Omega_p \cos \phi + 2\dot{\theta} \sin \phi = \sqrt{\Omega_p^2 + 4\dot{\theta}^2} = \sqrt{\Omega^2 \sin^2 \theta + 4\dot{\theta}^2}, \quad (16a)$$
$$\tilde{\Omega}_s(t) = \Omega_s - 2\phi = \frac{\Omega^2 \sin^2 \theta \cos \phi + 4\dot{\theta} \sin \phi}{\Omega^2 \sin^2 \theta + 4\dot{\theta}^2}. \quad (16b)$$

The modified probability amplitudes are $\tilde{b} = U^d b'$, thus:

$$\tilde{b}(t) = \begin{pmatrix} \tilde{b}_1(t) \\ \tilde{b}_2(t) \end{pmatrix} = \begin{pmatrix} b'_1(t)e^{i\phi(t)/2} \\ b'_2(t)e^{-i\phi(t)/2} \end{pmatrix}. \quad (17)$$

The modified Hamiltonian for the three-level system is:

$$\tilde{H}(t) = \hbar \begin{pmatrix} 0 & \tilde{\Omega}_p(t) & 0 \\ \tilde{\Omega}_p(t) & 0 & \tilde{\Omega}_s(t) \\ 0 & \tilde{\Omega}_s(t) & 0 \end{pmatrix}, \quad (18)$$
the same as $H_0$ in the resonant case $\Delta = \delta = 0$, but with modified controls $\tilde{\Omega}_s, \tilde{\Omega}_p$ instead of $\Omega_s, \Omega_p$. The relation between the three-level and two-level probability amplitudes for evolution under the modified Hamiltonians $\tilde{H}, \tilde{H}'$ is:

\[
\begin{align*}
\tilde{c}_1(t) &= |\tilde{\beta}_1(t)|^2 - |\tilde{\beta}_2(t)|^2 = \cos \theta, \\
\tilde{c}_2(t) &= 2\text{Im}[\tilde{\beta}_1^*(t)\tilde{\beta}_2(t)] = i \sin \theta \sin \phi, \\
\tilde{c}_3(t) &= -2\text{Re}[\tilde{\beta}_1^*(t)\tilde{\beta}_2(t)] = -\sin \theta \cos \phi.
\end{align*}
\]

In order to achieve the population transfer from level $|1\rangle$ to level $|3\rangle$ using the modified Hamiltonian $\tilde{H}$, it is necessary to impose some boundary conditions on angle $\theta$ and its derivatives, since we note from Equation (14) that angle $\phi$ is a function of $\theta, \dot{\theta}$. In order to start from $|\tilde{c}_1(0)|^2 = 1$, we can choose $\theta(0) = 0$. In order to end at $|\tilde{c}_3(T)|^2 = 1$, we can pick $\theta(T) = \pi/2$ and $\phi(T) = 0$. We also require that $\Omega_p(0) = 0, \Omega_s(T) = 0$, so the initial and the desired target states are stationary states of the Schrödinger equation $i\hbar \dot{\psi} = \hat{H}\psi$. From Equation (16a), we see that the first requirement leads to the condition $\dot{\theta}(0) = 0$, while from Equation (16b), the second requirement leads to $\ddot{\theta}(T) = 0$. We additionally impose $\dot{\theta}(T) = 0$ for smoothness. Summarizing, the boundary conditions are:

\[
\begin{align*}
\theta(0) &= 0, & \quad \theta(T) &= \pi/2, & \quad \phi(T) &= 0, & \quad \dot{\theta}(0) &= \dot{\theta}(T) &= \ddot{\theta}(T) &= 0.
\end{align*}
\]

We emphasize that the modified fields $\tilde{\Omega}_s, \tilde{\Omega}_p$ are the actual controls that should be applied in the laboratory setting in order to implement the desired shortcut to adiabaticity.

We now use the above theory to derive two different shortcuts to adiabaticity, which we will compare in the presence of energy level noise in the next section. In the first case, we consider a polynomial time dependence for angle $\theta$. It can be easily verified that the lowest order polynomial to satisfy the boundary conditions (20) is:

\[
\theta(t) = 3\pi s^2 - 4\pi s^3 + \frac{3\pi}{2} s^4, \quad s = \frac{t}{T},
\]

where note from Equation (14) that for $\dot{\theta}(T) = 0$, it is also $\phi(T) = 0$, as long as $\Omega_p(T) \neq 0$. For $\Omega(t)$, we can use a constant value $\Omega(t) = \Omega_0$ or a ramp $\Omega(t) = \Omega_0 t/T$, and for both cases, $\Omega_p(T) = \Omega_0$. In Figure 1, we plot the controls $\tilde{\Omega}_s(t), \tilde{\Omega}_p(t)$ and the corresponding time evolution of populations $p_i(t) = |\tilde{c}_i(t)|^2, i = 1, 2, 3$, for $\Omega_0 = 15T^{-1}$ and arbitrary duration $T$.

The second shortcut that we consider is obtained using Gaussian pulses for the original pump and Stokes fields:

\[
\begin{align*}
\Omega_p(t) &= \Omega_0 e^{-\left(\frac{t-T/2}{\sigma^2}\right)^2}, \\
\Omega_s(t) &= \Omega_0 e^{-\left(\frac{t-T/2}{\sigma^2}\right)^2},
\end{align*}
\]

thus:

\[
\begin{align*}
\tan \theta &= e^{\frac{4\pi}{\sigma^2}(1-T/2)}, \\
\dot{\theta} &= \frac{4\pi}{\sigma^2} \tan \theta \sec^2 \theta, \\
\ddot{\theta} &= \frac{4\pi}{\sigma^2} \tan \theta (1 - \tan^2 \theta) \sec^2 \theta.
\end{align*}
\]

Note that in this case, the boundary conditions (20) are not exact, but can be satisfied to an excellent approximation by the appropriate choice of the pulse parameters. In Figure 2, we display the controls and the corresponding time evolution of populations for $\Omega_0 = 10\pi T^{-1}, \tau = T/8$, and $\sigma = T/6$, values taken from [19]. An almost perfect transfer is obtained for these parameter values.
Figure 1. (a) Pump and Stokes pulses (in units $T^{-1}$) for the shortcut to adiabaticity where the mixing angle is a polynomial function of time and $\Omega(t) = \Omega_0$ is a constant. (b) Corresponding time evolution of the level populations. (c,d) Controls (in units $T^{-1}$) and populations for the case where $\Omega(t) = \Omega_0 t/T$ is a ramp. In both cases, the value $\Omega_0 = 15T^{-1}$ is used.

Figure 2. (a) Pump and Stokes pulses (in units $T^{-1}$) for the shortcut to adiabaticity derived from Gaussian pulses. (b) Corresponding evolution of populations. Gaussian parameters: $\Omega_0 = 10\pi T^{-1}$, $\tau = T/8$, and $\sigma = T/6$.

In Figure 3a, we plot the final population $p_3(T)$ versus parameter $\Omega_0$ (in units of $T^{-1}$), in the absence of noise and for the various shortcuts considered so far: those derived from polynomial $\theta(t)$ with constant (blue solid line) and ramp (orange dashed line) $\Omega(t)$ and the shortcut derived from Gaussian pulses (green dotted line). We also plot the efficiency of the simple STIRAP method with the Gaussian pulses of Equation (22) (solid purple line), which obviously lies well below that of the shortcuts, indicating that STIRAP requires substantially longer times or larger amplitudes in order to achieve comparable efficiency levels. Observe that both the shortcuts with constant $\Omega(t) = \Omega_0$ and ramp $\Omega(t) = \Omega_0 t/T$ achieve perfect population transfer to level $|3\rangle$ even for very small values of $\Omega_0$. 

This is not surprising since the corresponding controls \( \hat{\Omega}_p, \hat{\Omega}_s \) contain the terms \( 4\dot{\theta}^2, 2\phi \), respectively, which do not vanish as \( \Omega_0 \to 0 \). This is clearly demonstrated in Figure 4, where we display the controls and the evolution of populations for the shortcut with constant \( \Omega(t) = \Omega_0 = 0.1T^{-1} \). On the other hand, the shortcut derived from Gaussian pulses has a decreasing efficiency with decreasing \( \Omega_0 \). For this shortcut, the variables \( \theta, \dot{\theta}, \ddot{\theta} \) are independent of \( \Omega_0 \) and depend only on parameters \( \tau, \sigma \); see Equation (23), which have been selected such that the corresponding boundary conditions in Equation (20) are satisfied with high precision. What actually fails for decreasing \( \Omega_0 \) is the boundary condition \( \phi(T) = 0 \), as displayed in Figure 3b. In Figure 5a,b, we plot the controls and corresponding populations obtained for this shortcut when the small value \( \Omega_0 = 0.5T^{-1} \) is used. Observe that the performance (value of \( p_3 \)) degrades when the Stokes pulse \( \hat{\Omega}_s(t) \) acquires negative values. If we truncate the negative final part of the Stokes pulse, a better transfer can be achieved, as demonstrated in Figure 5c,d. The efficiency of this modified shortcut versus \( \Omega_0 \) is also displayed in Figure 3a (red dashed-dotted line).

In the following section, we evaluate the performance of the presented STIRAP shortcuts in the presence of Ornstein–Uhlenbeck noise in the energy levels of the system.
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**Figure 3.** (a) The efficiency (final population \( p_3(T) \) of level \( |3\rangle \)) of the various shortcuts to diabaticity versus parameter \( \Omega_0 \), in the absence of noise. The shortcuts derived from polynomial \( \theta(t) \) with constant (blue solid line) and ramp (orange dashed line) \( \Omega(t) \) have a unit efficiency independent of \( \Omega_0 \), while the efficiency of the shortcut derived from Gaussian pulses (green dotted line) and its modification (red dashed-dotted line) increases gradually to unity with increasing \( \Omega_0 \). We also plot for reference the efficiency of the simple STIRAP method with Gaussian pulses (22) (purple solid line). (b) Final angle \( \phi(T) \) versus \( \Omega_0 \) for the shortcut derived from Gaussian pulses. Obviously, the boundary condition \( \phi(T) = 0 \) is severely violated for smaller \( \Omega_0 \).
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**Figure 4.** (a) Controls (in units \( T^{-1} \)) and (b) time evolution of populations for the shortcut to adiabaticity derived from polynomial \( \theta(t) \) with constant \( \Omega(t) = \Omega_0 = 0.1T^{-1} \).
Figure 5. (a) Pump and Stokes pulses (in units $T^{-1}$) for the shortcut derived from Gaussian pulses with $\Omega_0 = 0.5 T^{-1}$. (b) Corresponding time evolution of the level populations. (c,d) Controls (in units $T^{-1}$) and populations for the modified shortcut where the final negative part of the Stokes pulse is truncated.

3. Performance of the Shortcuts in the Presence of Ornstein–Uhlenbeck Noise in the Level Energies

We consider the system evolution under the total Hamiltonian:

$$ H(t) = \tilde{H}(t) + H_n(t), $$

(24)

where $\tilde{H}(t)$ is given in Equation (18) and the noise term is:

$$ H_n(t) = \frac{\hbar}{2} \begin{pmatrix} n_1(t) & 0 & 0 \\ 0 & n_2(t) & 0 \\ 0 & 0 & n_3(t) \end{pmatrix}, $$

(25)

with $n_i(t), i = 1, 2, 3$, being independent Ornstein–Uhlenbeck noise processes. They are defined through the relations [33]:

$$ \dot{n}_i = -\frac{1}{\tau_c} n_i + \frac{1}{\tau_c} w_i, $$

(26)

where $w_i(t), i = 1, 2, 3$, are independent Gaussian white noises with zero mean and correlations:

$$ \langle w_i(t) w_j(t + \tau) \rangle = 2\sigma_n^2 \tau_c \delta_{ij} \delta(\tau). $$

(27)

The resulting Ornstein–Uhlenbeck processes are also zero mean Gaussian with correlations:

$$ R_{n_i n_j}(\tau) = \langle n_i(t) n_j(t + \tau) \rangle = \sigma_n^2 \delta_{ij} e^{-|\tau|/\tau_c}, $$

(28)
and steady state probability distributions:

\[ P_i(n) = \frac{1}{\sqrt{2\pi\sigma_n^2}} e^{-\frac{n^2}{2\sigma_n^2}}. \]  

(29)

Obviously, parameter \( \tau_c \) is the noise correlation time. For each process, the power spectral density is:

\[ S_{n_i,n_i}(\omega) = \int_{-\infty}^{\infty} R_{n_i,n_i}(\tau) e^{-i\omega \tau} d\tau = \frac{2\sigma_n^2 \tau_c}{1 + (\omega \tau_c)^2} \]  

(30)

and the expectation value of the total power is:

\[ \langle n_i^2(t) \rangle = R_{n_i,n_i}(0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_{nn}(\omega)d\omega = \sigma_n^2. \]  

(31)

In the following simulations, the Ornstein–Uhlenbeck processes were implemented using the algorithm described in [33]. We used a fixed standard deviation \( \sigma_n \), corresponding to fixed noise power, and various correlation times \( \tau_c \). From Equation (30), corresponding to a low-pass filter with cut-off frequency \( \omega_c = 1/\tau_c \), it is obvious that for larger correlation times, the fixed noise power was distributed to lower frequencies \( \omega \). Thus, for larger \( \tau_c \), the noises in the energy levels were low frequency signals, which brought the system out of resonance for larger time intervals, leading to a degraded performance. Note that the noise model considered here, with independent noises of equal strength in each energy level, applies directly to the physical system of molecules in a liquid; see [32]. In atomic systems, usually the second level is more noisy than the others. Obviously, the first model with independent noises present in all levels provided a harder test for the efficiency of STIRAP shortcuts, and for this reason, we used it here.

In Figure 6, we plot the final populations \( p_i(T) = |\tilde{c}_i(T)|^2, i = 1, 2, 3 \) versus parameter \( \Omega_0 \) (in units \( T^{-1} \)) for the shortcuts derived from polynomial \( \theta(t) \), with constant \( \Omega(t) = \Omega_0 \) (first column) and ramp \( \Omega(t) = \Omega_0 t/T \) (second column), in the presence of the aforementioned noise processes in the energy levels. We fixed \( \sigma_n = 5T^{-1} \) and used three different values of the correlation time, \( \tau_c/T = 0.008, 0.08, 0.8 \), corresponding to each of the three rows from top to bottom. The diagrams were produced by averaging over the results of 200 simulations. Observe that for both shortcuts, the efficiency \( p_3(T) \) had a similar robust behavior to this kind of noise, which was degraded as the noise correlation time increased.

In Figure 7, we display similar results for the two shortcuts derived from Gaussian pulses, with the first column corresponding to the usual shortcut and the second column to the modified one obtained by truncating the negative part of the Stokes pulse, while the three rows correspond to different noise correlation times. Observe that the behavior of these shortcuts was more robust than in the previous case. As before, the performance was degraded with increasing correlation time, but here, the reduction was milder. Note that the modified shortcut behaved better for smaller values of \( \Omega_0 \), while for larger values, the two shortcuts had the same efficiency. The reason was that for larger \( \Omega_0 \), the truncated negative part of the Stokes pulse became smaller, and the two shortcuts actually coincided.

Note that, since the two shortcut types used in Figures 6 and 7 had different time dependence, the same value of parameter \( \Omega_0 \) may correspond to different areas of the pump and Stokes pulses. In order to make a more fair comparison between them, we used two different \( \Omega_0 \) resulting in similar pulse areas for the two shortcuts. Specifically, for the shortcut with constant \( \Omega(t) = \Omega_0 \), we used the value \( \Omega_0 = 15T^{-1} \), while for the standard shortcut derived from Gaussian pulses, we used \( \Omega_0 = 10\pi T^{-1} \). The corresponding pulses are displayed in Figures 1a and 2a, respectively. The areas of the pump and Stokes pulses were 11.34, 10.52 in the first case and 10.36, 12.36 in the second case, i.e., they had similar values. In Figure 8, we plot the time evolution of populations \( p_i(t), i = 1, 2, 3 \), in the interval \( 0 \leq t \leq T \). The first column shows results for the pulses of Figure 1a, while the second column for

\[ \langle n_i^2(t) \rangle = R_{n_i,n_i}(0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_{nn}(\omega)d\omega = \sigma_n^2. \]  

(31)
the pulses of Figure 2a. As before, the three rows correspond to different values of correlation time, \( \tau_c / T = 0.008, 0.08, 0.8 \), while we set \( \sigma_n = 5T^{-1} \). Observe that for all cases, the shortcut derived from Gaussian pulses (second column) was more robust to noise than the shortcut derived from polynomial \( \theta(t) \) with constant \( \Omega(t) = \Omega_0 \) (first column). This difference became more pronounced for larger correlation times. A possible explanation of this behavior might be the observation that for the shortcut with constant \( \Omega(t) = \Omega_0 \) (first column), the major changes in the populations took place during longer time intervals than the corresponding changes for the shortcut derived from Gaussian pulses (second column). Consequently, the evolution of populations in the first case was probably affected more by the low frequency noise corresponding to increasing correlation time \( \tau_c \).
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**Figure 6.** Final populations \( p_i(T) \), \( i = 1, 2, 3 \), as functions of parameter \( \Omega_0 \), for the STIRAP shortcuts derived from polynomial \( \theta(t) \) with (a,c,e) constant \( \Omega(t) = \Omega_0 \) and (b,d,f) ramp \( \Omega(t) = \Omega_0 t / T \). The three rows correspond to three different values of the noise correlation time, \( \tau_c / T = 0.008, 0.08, 0.8 \), respectively, while the standard deviation is set to \( \sigma_n = 5T^{-1} \). For the cases corresponding to \( \tau_c / T = 0.8 \) (last row), where the averages still fluctuate, we also display the 98% confidence intervals.
Figure 7. Final populations $p_i(T)$, $i = 1, 2, 3$, as functions of parameter $\Omega_0$, for the STIRAP shortcuts derived from Gaussian pulses. In (a,c,e) standard shortcut has been used and in (b,d,f) the modified shortcut has been used. The three rows correspond to three different values of the noise correlation time, $\tau_c / T = 0.008, 0.08, 0.8$, respectively, while the standard deviation is set to $\sigma_n = 5T^{-1}$. 
Figure 8. Evolution of populations in the interval $0 \leq t \leq T$ for the shortcut pulses displayed in Figure 1a (first column), Figure 2a (second column), and different values of the noise correlation time: (a,b) $\tau_c / T = 0.008$, (c,d) $\tau_c / T = 0.08$, and (e,f) $\tau_c / T = 0.8$. These results are obtained after averaging over many simulation instances. The trajectories do not exhibit a high-frequency “noisy” behavior, since the power of the considered noise processes is concentrated in lower frequencies, affecting only the final efficiency.

This observation can be further exploited to provide a rough explanation about the somehow strange dependence of efficiency versus $\Omega_0$, for the shortcut with constant $\Omega(t) = \Omega_0$ and noise correlation $\tau_c = 0.8T$, displayed in Figure 6e. Observe that the efficiency $p_3(T)$ (green dotted line) initially dropped with increasing $\Omega_0$, but then rose again, as $\Omega_0$ increased further. In order to explain this behavior along the lines of the observation at the end of the previous paragraph, we needed an estimate of the duration during which the major changes in populations took place for a specific $\Omega_0$. A rough such estimate was provided by the time $T_{0.9}$, needed so the population of level $|3\rangle$ rose from $p_3(t_1) = 0.01$ to $p_3(t_1 + T_{0.9}) = 0.9$, for the shortcut under consideration and in the absence of noise. In Figure 9, we plot the quantity $1 - T_{0.9}/T$ as a function of $\Omega_0$. Note the similarity with the efficiency $p_3(T)$ in Figure 6e. In closing, it is worth mentioning that a similar behavior to that displayed in
Figure 6 was observed in [24] for assisted adiabatic passage, when there was exponentially correlated noise in the phases of the applied laser fields.
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**Figure 6.** Quantity $1 - T_{0.9}/T$ versus $\Omega_0$, where $T_{0.9}$ is the time needed so the population of level $|3\rangle$ rises from $p_3(t_1) = 0.01$ to $p_3(t_1 + T_{0.9}) = 0.9$, for the shortcut with constant $\Omega(t) = \Omega_0$ and in the absence of noise.

4. Conclusions

We studied the performance of two shortcuts to adiabaticity for the STIRAP system, in the presence of dephasing by exponentially correlated noise. For the first shortcut the mixing angle was a polynomial function of time, while the second shortcut was derived from Gaussian pulses. From numerical simulations, we found that both shortcuts performed quite well and robustly even in the presence of relatively large noise amplitudes, while their efficiency was degraded when the noise correlation time increased. With similar pulse amplitudes and durations, the efficiency of classical STIRAP was highly degraded even in the absence of noise. We also found that, when using pulses with similar areas for the two STIRAP shortcuts, the shortcut derived from Gaussian pulses appeared to perform better. The current work is expected to have a wide range of applications, since STIRAP plays an important role in the implementation of many modern quantum technologies.
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