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1 Introduction

Is the conductance of a quasi-periodic quantum wire quantized to the universal conductance when the Fermi level lies in the absolutely continuous spectrum? Since a one-dimensional model with an ergodic potential is generally known to show a reflectionless property with probability one on the absolutely continuous spectrum for the scattering problem [1, 2, 3], one can expect a positive answer to this question. However, there is a problem for determining whether or not the conductance is quantized to the universal value as follows: In theoretical approaches which rely on the Landauer formula [4, 5], the standard geometry of quantum wires consists of the one-dimensional sample and two ideal leads [6, 7, 8]. The ideal leads are connected to the two edges of the sample in order to measure the conductance of the sample. However, there appears a contact resistance at the edges of the sample. Thus, the pure conductance of the quasi-periodic wire cannot be detected in this method.

In this paper, in order to avoid this difficulty, we propose an alternative approach as follows: Consider a sufficiently long quasi-periodic quantum wire with the periodic boundary condition. In order to induce a current in the wire, we adiabatically apply a constant voltage which is restricted to a subregion of the wire. We calculate the current through the left edge of the subregion by relying on a linear perturbation theory. As a result, the conductance given by the linear response coefficient is expressed in terms of a certain dynamical current-current correlation function. This is nothing but the Nakano-Kubo formula [9, 10, 11, 12]. Thus, we do not use ideal leads.

Even if starting from the Nakano-Kubo formula, it is a nontrivial problem whether or not the conductance is quantized to the universal value in quasiperiodic wires as follows. One might think that ballistic motions with the desired spectral and diffusion exponents [13, 14] which are a consequence of the absolutely continuous spectrum always yield the quantization of the conductance. However, the value of the conductance is considerably sensitive to the local potential of the wire. Actually, the value of the conductance of the ideal wire with a single impurity strongly depends on the potential of the impurity. Besides, as we will see in the case of a quasi-periodic cosine potential, there appears a deviation from the quantized value of the conductance at the periodic boundary where the quasi-periodicity is slightly broken. As far as we know, there is no proof of the quantization of the conductance, and even no numerical demonstration. Thus, showing the quantization of the conductance in quasi-periodic wires is a nontrivial issue.

As a concrete example of the quasi-periodic quantum wires, we study the Peierls-Harper model [15, 16]. The model first appeared in the work of Peierls [15] in which a tight-binding approximation was used for an electron system in both of a periodic potential and a magnetic field [16]. Our numerical results for this model show the following: (i) When the Fermi energy lies in the absolutely continuous spectrum that is realized in the regime of the weak coupling, the conductance is quantized to the universal conductance. (ii) For the regime of localization that is realized for the strong coupling, the conductance is always vanishing irrespective of the value of the Fermi energy. Unfortunately, we cannot make a definite conclusion about the case with the critical coupling.

We also compute the conductance of the Thue-Morse tight-binding model [17, 18]. Although the potential of the model is not quasi-periodic, the energy spectrum is known
to be a Cantor set with zero Lebesgue measure \cite{17, 18, 19, 20}. The same property appears in the Peierls-Harper model with the critical coupling. Our numerical results for the Thue-Morse model show the quantization of the conductance at many locations of the Fermi energy, except for the trivial localization regime. Besides, for the rest of the values of the Fermi energy, the conductance shows a similar behavior to that of the Peierls-Harper model with the critical coupling, although we cannot make a definite conclusion again.

The present paper is organized as follows: In the next section, we give the precise definition of our model of the quantum wire, and derive the conductance formula by using the linear perturbation theory. Our numerical results are given in Sec. 3.1 and Sec. 3.2 for the Peierls-Harper and Thue-Morse models, respectively. Appendices A-D are devoted to the proofs of some statements and technical estimates.

\section{Model and Conductance Formula}

The outline of this section is as follows: We first describe our model whose Hamiltonian has a time-dependent potential term to induce a current in the quantum wire in Sec. 2.1, and then recall the linear response theory to calculate the conductance in Sec. 2.2. Finally, in Sec. 2.3, we express the conductance in terms of a certain dynamical current-current correlation function.

\subsection{Lattice Electrons Driven by a Voltage Difference}

We consider a one-dimensional tight-binding model. The Hamiltonian $H_0$ acts on the wavefunction $\varphi(n) \in \mathbb{C}$, $n = 1, 2, \ldots, L$, as

\begin{equation}
(H_0 \varphi)(n) = -\varphi(n + 1) - \varphi(n - 1) + v(n) \varphi(n),
\end{equation}

where \( v(n) \) is a real-valued potential at the site \( n \), and \( L \) is the length of the chain. We impose the periodic boundary condition $\varphi(n + L) = \varphi(n)$ for the wavefunctions.

In order to measure the current, we adiabatically apply a voltage difference $\mu$ on an interval $[j, j + \ell] \subset [1, L]$ with $j, \ell \in \mathbb{N}$. The corresponding characteristic function $\chi_{[j,j+\ell]}$ is given by

\begin{equation}
\chi_{[j,j+\ell]}(n) := \begin{cases} 1, & n \in \{j, j + 1, \ldots, j + \ell\}; \\ 0, & \text{otherwise}. \end{cases}
\end{equation}

We also introduce a time-dependent function $W(t)$ as

\begin{equation}
W(t) := -e^{\eta t} \chi_{[j,j+\ell]} \quad \text{for the time } t \in [-T, 0],
\end{equation}

where $\eta > 0$ is an adiabatic parameter, and $T$ is a positive number. We measure the current at the time $t = 0$, after adiabatically applying the perturbation $\mu W(t)$ with the initial time $-T$. The total Hamiltonian $H(t)$ is given by

\begin{equation}
H(t) := H_0 + \mu W(t).
\end{equation}
2.2 Linear Response Theory

The time-dependent Schrödinger equation is given by
\[ \frac{d}{dt} \Psi(t) = H(t) \Psi(t) \] (2.3)

for the wavefunction \( \Psi(t) \). As usual, we introduce the time-evolution operator for the unperturbed Hamiltonian \( H_0 \) as
\[ U_0(t, s) := \exp[-i(t-s)H_0] \quad \text{for } t, s \in \mathbb{R}. \]

By using the linear response theory, one has the wavefunction \( \Psi(0) \) at the time \( t = 0 \) as
\[ \Psi(0) = \Phi - \mu \int_{-T}^{0} ds \ U_0(0, s) W(s) U_0(s, 0) \Phi + O(\mu^2) \] (2.4)

where we have chosen the initial state \( \Psi(-T) \) as [21, 22]
\[ \Psi(-T) = U_0(-T, 0) \Phi \]

with a normalized wavefunction \( \Phi \). The derivation of (2.4) is given in Appendix A.

The current operator \( J_j \) at the site \( j \) is given by [23, 24]
\[ (J_j \varphi)(n) = \begin{cases} -i\varphi(j), & n = j - 1; \\ i\varphi(j - 1), & n = j; \\ 0, & \text{otherwise}, \end{cases} \] (2.5)

for a wavefunction \( \varphi \). Therefore, the expectation value \( I_j[\Phi] \) of the current for a given initial state \( \Phi \) is
\[ I_j[\Phi] := \langle \Psi(0), J_j \Psi(0) \rangle \\
= \langle \Phi, J_j \Phi \rangle - \mu \int_{-T}^{0} ds \ \langle \Phi, J_j U_0(0, s) W(s) U_0(s, 0) \Phi \rangle \\
+ \mu \int_{-T}^{0} ds \ \langle U_0(0, s) W(s) U_0(s, 0) \Phi, J_j \Phi \rangle + O(\mu^2) \] (2.6)

for a small voltage difference \( \mu \). We write
\[ \chi_{[j,j+\ell]}(s) := e^{isH_0} \chi_{[j,j+\ell]} e^{-isH_0}. \]

As a result, the conductance which is derived as the linear response coefficient can be written as
\[ g_j[\Phi] := i \int_{-T}^{0} ds \ e^{is} \langle \Phi, [J_j, \chi_{[j,j+\ell]}(s)] \Phi \rangle, \]

where we have used the expression (2.2) of \( W(t) \) whose support is chosen so that the left edge site \( j \) is the same as the site of the current operator \( J_j \), i.e., we measure the current through the left edge of the support of the applied voltage difference.
The total conductance for all the states below the Fermi level \( E_F \) is written as

\[
g_j(\eta, T, \ell, L) := \sum_{k : E_k \leq E_F} g_j(\Phi_k) = i \sum_{k : E_k \leq E_F} \int_{-T}^{0} ds \ e^{\eta s} \langle \Phi_k, [J_j, \chi(s)] \rangle \Phi_k ,
\]

where \( \Phi_k \) are the eigenstates of the unperturbed Hamiltonian \( H_0 \) with the energy eigenvalue \( E_k \), i.e., they satisfy \( H_0 \Phi_k = E_k \Phi_k \). The conductance in the infinite-length limit \( L \to \infty \) is given by

\[
g_j := \lim_{\eta \to 0} \lim_{T \to \infty} \lim_{\ell \to \infty} \lim_{L \to \infty} g_j(\eta, T, \ell, L).
\]

We remark that the conductance formula (2.7) is closely related to the Landauer-Büttiker formula in the work \cite{25} by Cornean and Jensen. Although their setting is totally different from ours, they justified the Landauer-Büttiker formula for a tight-binding model in a mathematically rigorous manner. See also a related work \cite{26}.

### 2.3 Conductance as a Current-Current Correlation

As is well known, conductance (or conductivity) is often expressed in terms of a current-current correlation function. In this section, we show that the conductance (2.8) can be written also in terms of a current-current correlation function under a certain condition.

We define

\[
\hat{g}_j(\eta, L) := -i \sum_{k : E_k \leq E_F} \int_{-\infty}^{0} ds \ e^{\eta s} \langle \Phi_k, [J_j, J_j(s)] \rangle \Phi_k ,
\]

where

\[
J_j(s) := e^{i s H_0} J_j e^{-i s H_0}.
\]

This is the well-known expression of the conductance in terms of the current-current correlation \cite{9, 10}. We write

\[
g_j(\eta, T) := \lim_{\ell \to \infty} \lim_{L \to \infty} g_j(\eta, T, \ell, L).
\]

**Proposition 2.1** Suppose that the limit \( g_j \) of (2.8) exists and that there exists a positive constant \( C_1 \) which is independent of \( j, \eta \) and \( T \) such that the quantity \( g_j(\eta, T) \) satisfies

\[
|g_j(\eta, T)| \leq C_1
\]

for any \( j, \eta \) and \( T \). Then, the conductance \( g_j \) of (2.8) is equal to the infinite-length limit of the conductance \( \hat{g}_j(\eta, L) \) of (2.9) as

\[
g_j = \lim_{\eta \to 0} \lim_{L \to \infty} \hat{g}_j(\eta, L).
\]

The proof is given in Appendix B.

**Remark:** (i) In Appendix E, the relation (2.12) is justified in the case of periodic potentials without relying on the assumptions of Proposition 2.1.
(ii) The physical meaning of the bound (2.11) is as follows: Even if starting from any initial time $-T$, the conductance observed at the time $t = 0$ is bounded irrespective of the site $j$ and the cutoff $\eta$. Obviously, the value of the conductance fluctuates depending on the initial time $-T$. In order to eliminate such oscillations, we need to take the limit $T \to \infty$ before taking the limit $\eta \searrow 0$.

**Theorem 2.2** Suppose that the potential $v$ of the Hamiltonian $H_0$ of (2.1) is a bounded periodic potential with period $p > 0$, i.e., $v(n) = v(n + p)$ for all sites $n$. Assume that all of the energy bands are separated by nonvanishing energy gaps, and that the Fermi level $E_F$ lies inside a single band with a pair of two Fermi points with nonvanishing Fermi velocities. Then, the conductance $g_j$ in the infinite-length limit is quantized as

$$
g_j = \frac{1}{2\pi}.
$$

(2.13)

In the calculations, if one includes the physical constants, electric charge $e$ and Planck constant $h$, then the result implies that the conductance is quantized to the universal value as $g_j = e^2/h$. The proof is given in Appendix C.

Remark: (i) Because of the translational invariance, the energy eigenvalues of the Hamiltonian $H_0$ are written as a function $E_{m,k}$ of the band index $m$ and the wavenumber $k$. Then, the Fermi velocities $v_F$ are given by

$$
v_F = \left. \frac{d}{dk} E_{m,k} \right|_{E_{m,k} = E_F}
$$

at each Fermi point.

(ii) We can relax the assumption on the energy bands of the Hamiltonian $H_0$. Roughly speaking, the existence of the absolutely continuous spectrum near the Fermi energy with nonvanishing Fermi velocities yields the quantization of the conductance.

Next consider the Peierls-Harper model [15, 16], whose potential is a quasi-periodic cosine potential in Conjecture 2.3 below. Mathematicians often call the Hamiltonian almost Mathieu operator. For a review of the results about the model or the operator, see [27]. For a multifractal analysis of the wavefunctions, see, for example, [28, 29, 30].

**Conjecture 2.3** Suppose that the potential $v$ of the Hamiltonian $H_0$ of (2.1) is the quasi-periodic potential $v(n) = U \cos(2\pi \omega n)$ with $-2 < U < 2$ and an irrational real $\omega$, and assume that the Fermi level lies “inside” the absolutely continuous spectrum of the Hamiltonian $H_0$ in the infinite-length limit. Then, the conductance $g_j$ in the infinite-length limit is quantized as

$$
g_j = \frac{1}{2\pi}.
$$

(2.14)

Remark: Although we cannot define “inside” in a mathematical rigorous manner, we can expect the following: If the spectrum of the quasi-periodic system in Conjecture 2.3 can be obtained from the spectrum of a periodic system in the infinite limit of the period [31], then the conductance of the quasi-periodic system exhibits the same quantization as that of the periodic system. Our numerical results in Sec. 3.1 below strongly support this conjecture.
3 Numerical Results

Before proceeding to the numerical computations of the conductance for the present model with concrete potentials, we prepare a useful expression of the conductance for the computations.

From the expression (2.5) of the current operator $J_j$, one can easily obtain the following expression of the conductance $\hat{g}_j(\eta, L)$ of (2.9):

$$\hat{g}_j(\eta, L) = \sum_{k: E_k \leq E_F} \sum_{k': E_{k'} > E_F} |\Phi_k(j-1)\Phi_{k'}(j) - \Phi_k(j)\Phi_{k'}(j-1)|^2 \frac{4\eta(E_{k'} - E_k)}{([E_{k'} - E_k]^2 + \eta^2)^2},$$  

(3.1)

where $\Phi_k(j)$ is the amplitude of the normalized eigenstate $\Phi_k$ at the site $j$, and we have used the fact that all of the eigenstates $\Phi_k$ of the unperturbed Hamiltonian $H_0$ are taken to be a real-valued function because the Hamiltonian $H_0$ is a real symmetric matrix.

We remark that a similar formula which is based on the $C^*$ algebra framework [11, 12, 14] was applied to a one-dimensional incommensurate bilayer system [32]. Although the authors of Ref. [32] numerically computed the conductivity, their aim was different from ours. More precisely, they did not address the issue of quantization of the conductance when the Fermi level lies in the absolutely continuous spectrum. See also related articles, [33] about a computational method for disordered systems, and [34] about a numerical computation for a current-current correlation.

3.1 Quasi-Periodic Cosine Potential

Consider first the Peierls-Harper model as a concrete example. The potential term in the Hamiltonian $H_0$ of (2.1) is the quasi-periodic cosine potential,

$$v(n) = U \cos(2\pi \omega n),$$  

(3.2)

where $U \in \mathbb{R}$ is the strength of the potential. We choose $\omega = (\sqrt{5} + 1)/2$. Since this $\omega$ is irrational, the potential $v$ is quasi-periodic. As is well known, when varying the strength $U$ of the cosine potential, the spectrum of the Hamiltonian $H_0$ exhibits the following three phases [35, 36, 27]:

1. For $|U| < 2$, the spectrum of the Hamiltonian $H_0$ is purely absolutely continuous.

2. For $|U| > 2$, the spectrum is pure point, i.e., the whole spectrum shows localization of the wavefunctions.

3. For the critical value $U = \pm 2$, the spectrum is purely singular continuous.

To begin with, we define the averaged conductance $\overline{g}$ and the standard deviation $\delta g$ by

$$\overline{g} := \frac{1}{L} \sum_{j=1}^{L} \hat{g}_j(\eta, L) \quad \text{and} \quad \delta g := \sqrt{\frac{1}{L} \sum_{j=1}^{L} [\hat{g}_j(\eta, L) - \overline{g}]^2}.$$  

For $U = 1$, the band spectrum is shown in Fig. 1 and one can see that a typical wavefunction is extended as shown in Fig. 2. Figure 3 shows the cutoff-dependence of the
Figure 1: The spectrum of the Peierls-Harper model with the strength $U = 1$ of the cosine potential.

averaged conductance $\bar{g}$ in the case with $U = 1$. For a fixed small value of the cutoff $\eta$, the averaged conductance $\bar{g}$ converges to unity as the length of the wire increases. Figure 1 shows the site-dependence of the conductance in the case with $U = 1$. The conductance is quantized to unity with the mean value $2\pi \bar{g} = 1.00040$ and the standard deviation $2\pi \delta g = 6.70 \times 10^{-3}$, where we impose the periodic boundary condition. As seen in Fig. 1, the deviations from the quantized value of the conductance at the boundary are larger than those at the bulk region. Clearly, the quasi-periodicity is broken at the boundary due to the periodic boundary condition, although we choose the length $L$ of the wire to be a prime number. Thus, the deviations from the quantized value of the conductance at the boundary can be interpreted as the effect of the periodic boundary condition. In other words, the contact resistance appears at the boundary as mentioned in Introduction. Thus, our numerical results strongly support the validity of Conjecture 2.3.

For $U = 3$, the spectrum of the Hamiltonian is shown in Fig. 5. One can see that a typical wavefunction is localized as in Fig. 6. Clearly, one can expect that the conductance in this case is vanishing because all of the wavefunctions are localized. Actually, for a fixed small value of the cutoff $\eta$, the averaged conductance $\bar{g}$ converges to zero as the length of the wire increases as seen in Fig. 7. Besides, the conductance $\hat{g}_f(\eta, L)$ is almost vanishing at all of the sites for large lengths of the wire as in Fig. 8.

The rest is the case with the critical value $U = \pm 2$ of the strength of the cosine potential. In the following, we will consider the case $U = 2$ only. The spectrum of the Hamiltonian $H_0$ is shown in Fig. 9. The singular continuous character of the spectrum emerges as a sparse structure. The peculiarity also emerges as the fractal character of the wavefunctions as seen in Fig. 10. Figure 11 shows the cutoff-dependence of the averaged conductance $\bar{g}$ in the case with the critical value $U = 2$. Clearly, in contrast to the above two cases, the conductance in this case does not converge to a value for a fixed small value
Figure 2: The site-dependence of the real-valued amplitude of a typical energy eigenfunction $\Phi(j)$ with the energy eigenvalue $E = -2.6717 \times 10^{-5}$ near the Fermi energy $E_F = 0$ in the Peierls-Harper model with the strength $U = 1$ of the cosine potential.

Figure 3: The cutoff-dependence of the averaged conductance $\overline{g}$ for the Peierls-Harper model with the strength $U = 1$ of the cosine potential. The Fermi energy are chosen to be $E_F = 0$. 
Figure 4: The site-dependence of the conductance $\hat{g}_j(\eta, L)$ for the Peierls-Harper model with the strength $U = 1$ of the cosine potential. The Fermi energy and the cutoff are, respectively, chosen to be $E_F = 0$ and $\eta = 1.0 \times 10^{-3}$.

Figure 5: The spectrum of the Peierls-Harper model with the strength $U = 3$ of the cosine potential.
Figure 6: A typical wavefunction $\Phi(j)$ with the energy eigenvalue $E = 2.222697 \times 10^{-5}$ near the Fermi energy $E_F = 0$ in the Peierls-Harper model with the strength $U = 3$ of the cosine potential.

Figure 7: The cutoff-dependence of the averaged conductance $\overline{g}$ for the Peierls-Harper model with the strength $U = 3$ of the cosine potential. The Fermi energy is chosen to be $E_F = 0$. 
of the cutoff $\eta$ as the length of the wire increases. Figure 12 shows the site-dependence of the conductance $\hat{g}_j(\eta, L)$. The value of the cutoff $\eta$ is chosen to be $\eta = 1.17877 \times 10^{-7}$ which gives the maximum value of the averaged conductance $\overline{g}$ in Fig. 11 with the length $L = 65537$ of the wire. The value of the conductance $\hat{g}_j(\eta, L)$ strongly depends on the site $j$ of the wire, and fluctuates throughout the whole region. Since the Lebesgue measure of the singular continuous spectrum is vanishing, one can expect that the contribution of the density of the states to the electrical current is also vanishing. Therefore, the vanishing of the conductance can be expected. But our numerical results are considerably subtle for determining whether or not the conductance is quantized to a value.

We also remark that in this critical case, the conductance is expected to show a power-law decay \cite{37, 38, 39, 40} with the length of the chain. Unfortunately, we have not been able to determine the length-dependence of the conductance by using our approach. Namely, our approach has not been able to give a conclusive answer to this issue. In passing, as to anomalous diffusion exponents in a more general setting, see, e.g., \cite{41, 42}.

Figure 8: The site-dependence of the conductance $\hat{g}_j(\eta, L)$ for the Peierls-Harper model with the strength $U = 3$ of the cosine potential. The Fermi energy and the cutoff are, respectively, chosen to be $E_F = 0$ and $\eta = 1 \times 10^{-5}$. 
Figure 9: The spectrum of the Peierls-Harper model with the strength $U = 2$ of the cosine potential.

Figure 10: A typical wavefunction $\Phi(j)$ with the energy eigenvalue is $E = -1.4593479 \times 10^{-9}$ near the Fermi energy $E_F = 0$ in the Peierls-Harper model with the strength $U = 2$ of the cosine potential.
Figure 11: The cutoff-dependence of the averaged conductance $\bar{g}$ for the Peierls-Harper model with the strength $U = 2$ of the cosine potential. The Fermi energy is chosen to be $E_F = 0$.

Figure 12: The site-dependence of the conductance $\hat{g}_j(\eta, L)$ for the Peierls-Harper model with the strength $U = 2$ of the cosine potential. The Fermi energy and the cutoff are chosen to be $E_F = 0$ and $\eta = 1.17877 \times 10^{-7}$, respectively.
3.2 Thue-Morse Potential

Next we treat the Thue-Morse Potential [17, 18, 8, 43, 44]. In order to define the Thue-Morse potential, let us consider the Thue-Morse substitution \( \varsigma \), which is defined by \( \varsigma(A) = AB \) and \( \varsigma(B) = BA \), where the symbols \( A \) and \( B \) denote \( A \) and \( B \) atoms, respectively. Repeated substitutions give the following sequence:

\[
A \rightarrow AB \rightarrow ABBA \rightarrow ABABAAB \rightarrow ABABAABBAABABBA \rightarrow \cdots
\]

For the \( (N+1) \)-th generation with \( N \geq 1 \), we write

\[
S = S_1 S_2 S_3 \cdots S_{L-1} S_L,
\]

where the length \( L \) of the chain is given by \( L = 2^N \). Then, the Thue-Morse potential is defined by

\[
v(n) := \begin{cases} 
+1, & \text{if } S_n = A; \\
-1, & \text{if } S_n = B.
\end{cases}
\]

(3.3)

Here, we have chosen \( U = 1 \) as the strength of the coupling.

Figure 13 show the spectrum of the Thue-Morse model. This resembles the spectrum of the Peierls-Harper model with the critical coupling \( U = 2 \) in the sparse structure as seen in Fig. 9. This is because the spectrum is a Cantor set with zero Lebesgue measure as mentioned in Introduction. However, depending on the locations of the Fermi energy \( E_F \), there often appear the wavefunctions which exhibit a different character from the critical wavefunctions in the Peierls-Harper model with the critical coupling as seen in Fig. 14. The wavefunction looks more like extended than critical. These extended states were already observed in numerical computations [8, 13, 44], and later their existence was confirmed by [45] in a mathematically rigorous manner. The wavefunctions which look like a critical wavefunction also appear depending on the values of the Fermi energy \( E_F \). Figure 15 shows such a typical wavefunction that closely resembles to the critical wavefunction in Fig. 10.

In the case of the extended-like wavefunctions with the Fermi energy \( E_F = 0.42715 \), the conductance \( g_j(\eta, L) \) is quantized to the universal value with the mean value \( 2\pi \bar{g} = 0.99339 \) and the standard deviation \( 2\pi\delta g = 6.29 \times 10^{-3} \) as seen in Fig. 16. The value of the cutoff \( \eta \) is chosen to be \( \eta = 2.5119 \times 10^{-5} \) which gives the maximum value of the averaged conductance \( \bar{g} \) in Fig. 18 with the length \( L = 2^N \) of the wire with \( N = 16 \). In contrast to the case of the Peierls-Harper model with the strength \( U = 1 \) of the cosine potential, it does not look like there appears a contact resistance at the boundary, which is due to the periodic boundary condition.

The case of the critical-like wavefunctions with the Fermi energy \( E_F = 0.736078 \) does not show the quantization of the conductance as shown in Fig. 17. The value of the cutoff \( \eta \) is chosen to be \( \eta = 3.981 \times 10^{-7} \) which gives the maximum value of the averaged conductance \( \bar{g} \) in Fig. 19 with the length \( L = 2^N \) of the wire with \( N = 16 \). Clearly, one can see that the conductance fluctuates depending on the site \( j \).

The observations in Figs. 16 and 17 are consistent with the cutoff-dependence of the conductance in Figs. 18 and 19. In the former case, the conductance converges to unity for a fixed small value of the cutoff \( \eta \). The latter case shows a similar behavior to that
of the Peierls-Harper model with the critical coupling in Fig. 11. Although the Lebesgue measure of the spectrum is vanishing, the conductance is quantized to the universal value for the extended-like wavefunctions. The reason can be interpreted that the Hausdorff dimension of the spectrum of the Thue-Morse model [46, 45] is much larger than that of the Peierls-Harper model with the critical coupling. In other words, the density of the spectrum of the extended-like states in the Thue-Morse model is large enough compared to that of the critical states in the Peierls-Harper model with the critical coupling, although both of the two models exhibit the spectrum of a Cantor set with zero Lebesgue measure. In consequence, the extended-like states in the Thue-Morse model yield the quantization of the conductance.

Figure 13: The spectrum of the Thue-Morse model.
Figure 14: A typical wavefunction $\Phi(j)$ with the energy eigenvalue $E = 0.42714456$ near the Fermi energy $E_F = 0.42715$ in the Thue-Morse model.

Figure 15: A typical wavefunction $\Phi(j)$ with the energy eigenvalue $E = 0.73607815$ near the Fermi energy $E_F = 0.736078$ in the Thue-Morse model.
Figure 16: The site-dependence of the conductance $\hat{g}_j(\eta, L)$ for the Thue-Morse model. The Fermi energy and the cutoff are chosen to be $E_F = 0.42715$ and $\eta = 2.51188 \times 10^{-5}$, respectively.

Figure 17: The site-dependence of the conductance $\hat{g}_j(\eta, L)$ for the Thue-Morse model. The Fermi energy and the cutoff are chosen to be $E_F = 0.736078$ and $\eta = 3.981 \times 10^{-7}$, respectively.
Figure 18: The cutoff-dependence of the averaged conductance $\bar{g}$ for the Thue-Morse model. The Fermi energy is chosen to be $E_F = 0.42715$.

Figure 19: The cutoff-dependence of the averaged conductance $\bar{g}$ for the Thue-Morse model. The Fermi energy is chosen to be $E_F = 0.736078$. 
A Derivation of Linear Response Formula (2.4)

In this appendix, we recall the derivation of the expansion (2.4) for wavefunctions by following Kato [21].

Let $\Psi(s)$ be a solution of the Schrödinger equation (2.3). Then, one has

$$
\frac{d}{ds} U_0(t, s) \Psi(s) = \left( \frac{d}{ds} U_0(t, s) \right) \Psi(s) + U_0(t, s) \frac{d}{ds} \Psi(s)
= i U_0(t, s) H_0 \Psi(s) - i U_0(t, s) H(s) \Psi(s)
= -i \mu U_0(t, s) W(s) \Psi(s).
$$

Integrating over $s$ from $-T$ to $t$, one obtains

$$
\Psi(t) - U_0(t, -T) \Psi(-T) = -i \mu \int_{-T}^{t} ds U_0(t, s) W(s) \Psi(s).
$$

Therefore, we have

$$
\Psi(t) = U_0(t, -T) \Psi(-T) + \mathcal{O}(\mu) = U_0(t, 0) \Phi + \mathcal{O}(\mu),
$$

where we have used the initial condition, $\Psi(-T) = U_0(-T, 0) \Phi$. Substituting this into the above integrand, we obtain the desired result (2.4).

B Proof of Proposition 2.1

In this appendix, we prove that the conductance $g_j$ of (2.8) is equal to the standard form, which is expressed in terms of the current-current correlation function as in (2.12) with (2.9), under the assumption (2.11).

Consider the summand in the right-hand side of (2.7). By integration by parts, one has

$$
\int_{-T}^{0} ds e^{\eta s} \langle \Phi_k, [J_j, \chi_{[j,j+\ell]}(s)] \Phi_k \rangle
= \left[ se^{\eta s} \langle \Phi_k, [J_j, \chi_{[j,j+\ell]}(s)] \Phi_k \rangle \right]_{-T}^{0} - \int_{-T}^{0} ds \frac{d}{ds} e^{\eta s} \langle \Phi_k, [J_j, \chi_{[j,j+\ell]}(s)] \Phi_k \rangle
= Te^{-\eta T} \langle \Phi_k, [J_j, \chi_{[j,j+\ell]}(-T)] \Phi_k \rangle - \int_{-T}^{0} ds \eta s e^{\eta s} \langle \Phi_k, [J_j, \chi_{[j,j+\ell]}(s)] \Phi_k \rangle
- \int_{-T}^{0} ds s e^{\eta s} \langle \Phi_k, [J_j, \frac{d}{ds} \chi_{[j,j+\ell]}(s)] \Phi_k \rangle.
$$

(B.1)

In the following three subsections, we will estimate the three terms in the right-hand side.

B.1 Estimating the first term in the right-hand side of (B.1)

To begin with, we note that

$$
\frac{d}{ds} \chi_{[j,j+\ell]}(s) = e^{i s H_0} (J_j - J_{j+\ell+1}) e^{-i s H_0} = J_j(s) - J_{j+\ell+1}(s)
$$

(B.2)
which is derived from the definition of the current operator $J_j$. Integrating over $s$, one has

$$
\chi_{[j,j+\ell]}(s) = \chi_{[j,j+\ell]}(0) + \int_0^s d\tau \left[ J_j(\tau) - J_{j+\ell+1}(\tau) \right].
$$

(B.3)

Substituting this into the first term in the right-hand side of (B.1), we have

$$
Te^{-\eta T} \langle \Phi_k, [J_j, \chi_{[j,j+\ell]}(-T)] \Phi_k \rangle
= Te^{-\eta T} \langle \Phi_k, [J_j, \chi_{[j,j+\ell]}(\Phi_k) \rangle + Te^{-\eta T} \int_0^{-T} d\tau \langle \Phi_k, [J_j, J_j(\tau)] \Phi_k \rangle
- Te^{-\eta T} \int_0^{-T} d\tau \langle \Phi_k, [J_j, J_{j+\ell+1}(\tau)] \Phi_k \rangle.
$$

(B.4)

Since the commutator $[J_j, \chi_{[j,j+\ell]}]$ is local, the contribution of the first term in the right-hand side is vanishing in the limit $T \to \infty$. By using Schwarz inequality, one can show that the second and third terms are also vanishing in the limit because the current operator $J_j$ is local. Thus, the contribution of the first term in the right-hand side of (B.1) is vanishing.

**B.2 Estimating the second term in the right-hand side of (B.1)**

To begin with, we write

$$
f_j(s) := \lim_{L \to \infty} \lim_{\ell \to \infty} \sum_{k: E_k \leq E_F} \langle \Phi_k, [J_j, \chi_{[j,j+\ell]}(s)] \Phi_k \rangle.
$$

This limit exists thanks to (B.3). Then, one has

$$
g_j(\eta, T) = \int_{-T}^0 ds \, e^{\eta s} f_j(s)
$$

from (2.7) and (2.10).

Let $\Delta \alpha$ be a real number whose absolute value $|\Delta \alpha|$ is small. Note that

$$
g_j((1 + \Delta \alpha)\eta, T) - g_j(\eta, T) = \int_{-T}^0 ds \left( e^{\Delta \alpha s} - 1 \right) e^{\eta s} f_j(s).
$$

Further, we introduce

$$
\tilde{g}_j(\eta, T) := \int_{-T}^0 ds \, \eta s e^{\eta s} f_j(s),
$$

in order to estimate the second term in the right-hand side of (B.1). This quantity is nothing but the contribution corresponding to the second term. From these two equations, one has

$$
\frac{g_j((1 + \Delta \alpha)\eta, T) - g_j(\eta, T)}{\Delta \alpha} - \tilde{g}_j(\eta, T) = \int_{-T}^0 ds \sum_{n=2}^{\infty} \frac{1}{n!} (\Delta \alpha)^{n-1}(\eta s)^n e^{\eta s} f_j(s).
$$

(B.5)
In order to estimate this right-hand side, we write

\[ F_j(s) := - \int_s^0 d\tau \, e^{\eta/2} f_j(\tau) \]

for short. Clearly, \( F_j(s) = -g_j(\eta/2, -s) \), and hence this is uniformly bounded with respect to \( \eta \) and \( s \) from the assumption (2.11) of Proposition 2.1. By integration by parts, the right-hand side of (B.5) can be calculated as

\[
\sum_{n=2}^{\infty} \frac{1}{n!} \int_{-T}^0 ds \, (\Delta \alpha)^{n-1}(\eta s)^n e^{\eta s} f_j(s) \\
= \sum_{n=2}^{\infty} \frac{1}{n!} \left[ (\Delta \alpha)^{n-1}(\eta s)^n e^{\eta s/2} F_j(s) \right]_{-T}^0 \\
- \sum_{n=2}^{\infty} \frac{1}{n!} \int_{-T}^0 ds \, \left[ (\Delta \alpha)^{n-1} n\eta(\eta s)^{n-1} + (\Delta \alpha)^{n-1}(\eta s)^n \cdot \frac{\eta}{2} \right] e^{\eta s/2} F_j(s).
\]

Since the first sum in the right-hand side is vanishing in the limit \( T \to \infty \), one has

\[
\left| \int_{-\infty}^0 ds \, \sum_{n=2}^{\infty} \frac{1}{n!} (\Delta \alpha)^{n-1}(\eta s)^n e^{\eta s} f_j(s) \right| \\
\leq \int_{-\infty}^0 ds \cdot \eta \left[ \sum_{n=2}^{\infty} \frac{1}{(n-1)!} |\Delta \alpha|^{n-1} |\eta s|^{n-1} + \frac{1}{2} \sum_{n=2}^{\infty} \frac{1}{n!} |\Delta \alpha|^{n-1} |\eta s|^n \right] e^{\eta s/2} |F_j(s)| \\
\leq |\Delta \alpha| \int_{-\infty}^0 ds \cdot \eta \left[ |\eta s| e^{\Delta \alpha s} + \frac{1}{2} |\eta s|^2 e^{\Delta \alpha s} \right] e^{\eta s/2} |F_j(s)| \\
\leq C_1 |\Delta \alpha| \int_{-\infty}^0 ds' \left[ |s'| + \frac{1}{2} |s'|^2 \right] e^{ |\Delta \alpha| |s'| } e^{s'/2} \leq \text{Const.} |\Delta \alpha|,
\]

where we have used the assumption (2.11) with \( F_j(s) = -g_j(\eta/2, -s) \). Combining this with (B.5), we obtain

\[
\left| \lim_{T \to \infty} \left[ \frac{g_j((1 + \Delta \alpha)\eta, T) - g_j(\eta, T)}{\Delta \alpha} - \tilde{g}_j(\eta, T) \right] \right| \leq \text{Const.} |\Delta \alpha|.
\]

We recall one of the two assumptions of Proposition 2.1 which requires the existence of \( \lim_{\eta \to 0} \lim_{T \to \infty} g_j(\eta, T) \). From this assumption, one has

\[
\lim_{\eta \to 0} \lim_{T \to \infty} g_j((1 + \Delta \alpha)\eta, T) = \lim_{\eta \to 0} \lim_{T \to \infty} g_j(\eta, T).
\]

Combining this with the above inequality, we have

\[
\left| \lim_{\eta \to 0} \lim_{T \to \infty} \tilde{g}_j(\eta, T) \right| \leq \text{Const.} |\Delta \alpha|.
\]

Since this holds for any small \( |\Delta \alpha| \), we obtain the desired result,

\[
\lim_{\eta \to 0} \lim_{T \to \infty} \tilde{g}_j(\eta, T) = 0.
\]
B.3 Estimating the third term in the right-hand side of (B.1)

Using the identity (B.2), the third term in the right-hand side of (B.1) is written as

\[- \int_{-T}^{0} ds \, se^{\eta s} \langle \Phi_k, [J_j, d\chi_{j,j}\theta(s)]\Phi_k \rangle = - \int_{-T}^{0} ds \, se^{\eta s} \langle \Phi_k, [J_j, J_j(s)]\Phi_k \rangle + \int_{-T}^{0} ds \, se^{\eta s} \langle \Phi_k, [J_j, J_{j+\ell+1}(s)]\Phi_k \rangle. \tag{B.6}\]

The first term in the right-hand side is nothing but the desired contribution of the current-current correlation. Using Lieb-Robinson bound \[47, 48, 49, 50\], one can show that the contribution of the second term is vanishing in the limit \(\ell \to \infty\).

C Proof of Theorem 2.2

In this appendix, we prove that the conductance is quantized to the universal conductance for the periodic potential \(v\) under the assumptions in Theorem 2.2.

From the assumptions, we can choose the length \(L\) of the chain to be \(L = pM\) with a large positive integer \(M\), where \(p\) is the period of the periodic potential, and we impose the periodic boundary condition for the unperturbed Hamiltonian \(H_0\). Since the validity of the relation (2.12) in the present case is proved in Appendix D, it is enough to calculate the right-hand side of (2.12).

We write \(\Phi_{m,k}\) for the eigenvectors of the unperturbed Hamiltonian \(H_0\) with the energy eigenvalue \(E_{m,k}\), where \(m\) and \(k\) are, respectively, the band index and the wavenumber. Then, one has

\[\hat{g}_j(\eta, L) = \sum_{m,k:E_{m,k} \leq E_F} \sum_{m',k':E_{m',k'} > E_F} \frac{4\eta|E_{m',k'} - E_{m,k}|}{[(E_{m',k'} - E_{m,k})^2 + \eta^2]^2} |\langle \Phi_{m,k}, J_j \Phi_{m',k'} \rangle|^2 \tag{C.1}\]

from the definition (2.9) of \(\hat{g}_j(\eta, L)\).

To begin with, we note that \(|\langle \Phi_{m,k}, J_j \Phi_{m',k'} \rangle| = O(M^{-1})\) because the current operator \(J_j\) is local. Let \(\delta\) be a small positive number. Then, the contributions of the double sums in (C.1) which satisfy \(E_{m',k'} - E_{m,k} \geq \delta\) are vanishing in the double limit \(\eta \searrow 0\) and \(M \nearrow \infty\). Actually, one has

\[\frac{\eta|E_{m',k'} - E_{m,k}|}{[(E_{m',k'} - E_{m,k})^2 + \eta^2]^2} \leq \frac{\eta|E_{m',k'} - E_{m,k}|}{|E_{m',k'} - E_{m,k}|^4} \leq \frac{\eta}{\delta^3}.\]

Combining this with the above \(|\langle \Phi_{m,k}, J_j \Phi_{m',k'} \rangle| = O(M^{-1})\), one can easily show that the corresponding contributions are vanishing. Thus, it is enough to treat the energies near the Fermi energy \(E_F\). Without loss of generality, it is sufficient to deal with the following four cases:

(i) \(k = k_F - \kappa, \quad k' = k_F + \kappa'\)

(ii) \(k = -k_F + \kappa, \quad k' = -k_F - \kappa'\)
(iii) \( k = k_F - \kappa, \quad k' = -k_F - \kappa' \)

(iv) \( k = -k_F + \kappa, \quad k' = k_F + \kappa' \),

where \( k_F \) is the Fermi wavenumber, and \( \kappa \) and \( \kappa' \) are a positive small variable.

Consider first Case (i). The energies near the Fermi energy are given by

\[
E_{m,k} \sim E_F + \frac{d}{dk} E_{m,k}(k_F) \cdot (-\kappa) = E_F - v_F \kappa
\]

and

\[
E_{m,k'} \sim E_F + \frac{d}{dk} E_{m,k}(k_F) \cdot \kappa' = E_F + v_F \kappa'.
\]

Therefore, the difference is

\[
E_{m,k'} - E_{m,k} \sim v_F (\kappa' + \kappa).
\]

Because of the translational invariance, the eigenvectors can be written as

\[
\Phi_{m,k}(n) = \frac{1}{\sqrt{M}} e^{ikr} u_{m,k}(q)
\]

in Bloch form, where we have written \( n = pr + q \) with \( r = 0, 1, 2, \ldots, M - 1 \) and \( q = 1, 2, \ldots, p \). The matrix elements in the right-hand side of (C.1) are estimated as

\[
\langle \Phi_{m,k}, J_j \Phi_{m,k'} \rangle \sim \langle \Phi_{m,k_F}, J_j \Phi_{m,k_F} \rangle
= \frac{1}{M} \sum_{r=0}^{M-1} \langle \Phi_{m,k_F}, J_{j+pr} \Phi_{m,k_F} \rangle

= \frac{1}{M} \langle u_{m,k_F}, \tilde{J}(k_F) u_{m,k_F} \rangle

= \frac{1}{M} \langle u_{m,k_F}, \frac{\partial \tilde{H}_0(k_F)}{\partial k} u_{m,k_F} \rangle

= \frac{1}{M} \frac{dE_{m,k}(k_F)}{dk} = \frac{1}{M} v_F,
\]

where \( \tilde{J} \) and \( \tilde{H}_0 \) are, respectively, the Fourier transform. Substituting these into the right-hand side of (C.1), the corresponding contribution is written

\[
g_+(\eta) := \frac{v_F^2}{\pi^2} \int_0^\delta d\kappa \int_0^\delta d\kappa' \frac{v_F(\kappa + \kappa')\eta}{[v_F^2(\kappa + \kappa')^2 + \eta^2]^2}
\]

in the limit \( M \nrightarrow \infty \). Changing the variables in the integrals as \( \tilde{\kappa} = v_F \kappa / \eta \) and \( \tilde{\kappa}' = v_F \kappa' / \eta \),

one has

\[
g_+(0) = \frac{1}{\pi^2} \int_0^\infty d\tilde{\kappa} \int_0^\infty d\tilde{\kappa}' \frac{\tilde{\kappa} + \tilde{\kappa}'}{[(\tilde{\kappa} + \tilde{\kappa}')^2 + 1]^2}
\]

in the limit \( \eta \nrightarrow 0 \). Further, by setting \( w = \tilde{\kappa} + \tilde{\kappa}' \), we obtain

\[
g_+(0) = \frac{1}{\pi^2} \int_0^\infty dw \frac{w^2}{(w^2 + 1)^2} = \frac{1}{4\pi}.
\]
Although this is only the leading term, all of the higher corrections can be proved to be vanishing in the limit $\eta \to 0$ by relying on the fact that the cutoff $\delta$ can be chosen to be an arbitrary small positive number.

Similarly, one can deal with Case (ii). The resulting contribution for the conductance is given by

$$g_-(0) = \frac{1}{4\pi}.$$ 

In order to treat Cases (iii) and (iv), we note that

$$\langle \Phi_{m,k'}, J_j \Phi_{m,-k'} \rangle = (-i) \left[ \Phi^*_{m,k'} (j-1) \Phi_{m,-k'} (j) - \Phi^*_{m,k'} (j) \Phi_{m,-k'} (j-1) \right],$$

which is obtained from the expression (2.5) of the current operator $J_j$. Since the Hamiltonian $H_0$ is a real symmetric matrix, one has $\Phi^*_{m,k'} (n) = \Phi_{m,-k'} (n)$ for all the sites $n$. Substituting this into the above right-hand side yields the vanishing of the matrix element. Therefore, the corresponding contributions for the conductance is vanishing, too, in the same way.

Adding all the contributions, we obtain the desired result,

$$\lim_{\eta \to 0} \lim_{M \to \infty} \hat{g}_j (\eta, N) = g_+ (0) + g_- (0) = \frac{1}{2\pi}.$$ 

D Proof of (2.12) in the case of the periodic potentials

In this appendix, we prove that the equality (2.12) is valid in the case of the periodic potentials without relying on the assumptions of Proposition 2.1. For this purpose, it is sufficient to show that the contribution of the second term in the right-hand side of (B.1) is vanishing because the contribution of the first term in the right-hand side of (B.1) can be proved to be vanishing without relying on the assumptions of Proposition 2.1, as shown in Appendix B.1.

To begin with, we note that

$$\int_{-T}^0 ds \ e^{isE_{m,k'}} e^{i(E_{m,k'} - E_{m,k})s} = \left[ \frac{iT}{E_{m,k} - E_{m,k'} + i\eta} - \frac{1}{(E_{m,k} - E_{m,k'} + i\eta)^2} \right] \exp[-\eta T - i(E_{m,k'} - E_{m,k})T]$$

$$+ \frac{1}{(E_{m,k} - E_{m,k'} + i\eta)^2}. \quad (D.1)$$

Since the first term in the right-hand side is vanishing in the limit $T \to \infty$, we will treat only the second term in the following. The corresponding contribution is written

$$\sum_{m,k: E_{m,k} \leq E_F} \int_{-\infty}^0 ds \ \eta s e^{isE_{m,k}} \langle \Phi_{m,k}, [J_j, \chi_{j,j+q}(s)] \Phi_{m,k} \rangle$$
\[
\sum_{m,k:E_{m,k} \leq E_F} \sum_{m',k':E_{m',k'} > E_F} \left\{ \langle \Phi_{m,k}, J_j \Phi_{m',k'} \rangle \langle \Phi_{m',k'}, \chi_{[j,j+\ell]} \Phi_{m,k} \rangle \frac{1}{[E_{m,k} - E_{m',k'} + i\eta]^2} \right. \\
- \left. \langle \Phi_{m,k}, \chi_{[j,j+\ell]} \Phi_{m',k'} \rangle \langle \Phi_{m',k'}, J_j \Phi_{m,k} \rangle \frac{1}{[E_{m,k} - E_{m',k'} - i\eta]^2} \right\}.
\]

The matrix element of \( \chi_{[j,j+\ell]} \) in the right-hand side can be calculated as
\[
\langle \Phi_{m',k'}, \chi_{[j,j+\ell]} \Phi_{m,k} \rangle = \frac{1}{M} e^{i\hat{j}(k-k')} \left( e^{i(\hat{j}+1)(\kappa + \kappa')} - 1 \right) \langle u_{m',k'}, u_{m,k} \rangle,
\]
where we have taken \( \hat{j} = p \hat{l} \) with a large positive integer \( \hat{l} \).

In the same way as in Appendix C, it is sufficient to treat Cases (i) and (ii). In the following, we consider only Case (i) because both of Cases can be treated in the same way. In the former case, the above matrix element can be written as
\[
\langle \Phi_{m,k}, \chi_{[j,j+\ell]} \Phi_{m,k} \rangle \sim \frac{i}{M} e^{i(\hat{j}+1)(\kappa + \kappa')} - 1.
\]

Therefore, the corresponding contribution is
\[
\tilde{g}_j(\eta, \hat{l}) = \frac{v_F}{4\pi^2} \int_0^\delta d\kappa \int_0^\delta d\kappa' \frac{\eta}{\kappa + \kappa'} \left\{ \frac{e^{-i(\hat{j}+1)(\kappa + \kappa')}}{[v_F(\kappa + \kappa') - i\eta]^2} + \frac{e^{i(\hat{j}+1)(\kappa + \kappa')}}{[v_F(\kappa + \kappa') + i\eta]^2} \right\}.
\]

In the double limit \( \hat{l} \rightarrow \infty \) and \( \eta \searrow 0 \), we have
\[
\lim_{\eta \searrow 0} \lim_{\hat{l} \rightarrow \infty} \tilde{g}_j(\eta, \hat{l}) = -\frac{1}{4\pi^2} \int_0^\infty dw \left\{ \frac{1}{(w-i)^2} + \frac{1}{(w+i)^2} \right\} = 0,
\]
where we have used Riemann-Lebesgue argument for \( \hat{l} \rightarrow \infty \).

Finally, we remark the following: We can expect that the uniform bound (2.11) in Proposition 2.1 holds in the case of periodic potentials because the oscillatory integrals which appear in the contributions from the first term in the right-hand side of (B.1) and the first term in the right-hand side of (D.1) cancel the factor \( T \) which appears in their contributions for a large \( T \). In fact, one can prove this statement under certain assumptions about the spectrum of the Hamiltonian \( H_0 \) and its Fourier transform.
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