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Abstract
Algorithmic fairness provides novel methods for promoting equitable public policy using machine learning. Yet the narrow formulation of algorithmic fairness often provides cover for algorithms that exacerbate oppression, leading critics to call for a more justice-oriented approach. This article takes up these calls and proposes a method for operationalizing a social justice orientation into algorithmic fairness. First, I argue that algorithmic fairness suffers from a significant methodological limitation: it restricts analysis to isolated decision points. Because algorithmic fairness relies on this narrow scope of analysis, it yields a reform strategy that is fundamentally constrained by the “impossibility of fairness” (an incompatibility between mathematical definitions of fairness). Second, in light of these flaws, I draw on theories of substantive equality from law and philosophy to propose an alternative methodology: “substantive algorithmic fairness.” Because substantive algorithmic fairness takes a more expansive scope to fairness, it suggests reform strategies that escape from the impossibility of fairness. These strategies provide a rigorous guide for employing algorithms to alleviate social injustice. In sum, substantive algorithmic fairness presents a new direction for the field of algorithmic fairness: away from formal mathematical models of “fairness” and toward substantive evaluations of how algorithms can (and cannot) promote justice.

1 INTRODUCTION
1.1 Algorithmic Fairness and Its Discontents
Machine learning algorithms have become central components in many efforts to promote equitable public policy. In the face of widespread concerns about discriminatory institutions and decision-making processes, many policymakers and scholars praise algorithms as critical tools for enabling equality-enhancing reforms [7, 33, 50, 79]. To policymakers, policy advocates, and scholars across multiple fields, algorithms overcome the cognitive limits and social biases of human decision-makers, enabling more objective and fair decisions [7, 50, 56, 69, 86]. Thus, for instance, in light of concerns about the biases of judges, many court systems in the United States have adopted pretrial risk assessments as a central component of criminal justice reform efforts [45, 58, 79].

Undergirding these reform efforts is the burgeoning field of algorithmic fairness. Grounded primarily in computer science, algorithmic fairness applies the tools of algorithm design and analysis—in particular, an emphasis on formal mathematical reasoning [48]—to questions of fairness. The central components of algorithmic fairness are developing mathematical definitions of fair decision-making [11], optimizing algorithms for these definitions [34, 49], and auditing algorithms for violations of these definitions [5, 75, 81]. In the context of reform efforts, algorithmic fairness is often employed to determine whether an algorithm is “fair” and, therefore, appropriate to use for decision-making. For instance, in regulation and in settings such as pretrial decision-making and child welfare, debates about whether and how to employ algorithms often hinge on evaluations of algorithmic fairness [5, 16, 29, 33].

Yet even as algorithmic fairness has risen in prominence, critical scholars have raised doubts about its ability to support desirable policy reforms. Efforts to formulate mathematical definitions of fairness overlook the contextual and philosophical meanings of fairness [13, 47, 53, 85]. As a result, algorithmic fairness fails to provide a reliable standard for promoting fairness in practice.
Algorithmic fairness focuses on bad actors, individual axes of disadvantage, and a limited set of goods, thus “mirroring some of antidiscrimination discourse’s most problematic tendencies” as a mechanism for achieving equality [52]. When deployed in practice, algorithms that satisfy fairness standards often reproduce inequities and legitimize unjust institutions [26, 45, 55, 76, 77, 80]. In turn, some scholars have called for rejecting the frame of “fairness” altogether, proposing alternative frames of “justice” [14, 43], “equity” [24], and “reparation” [26].

This article takes up these calls and proposes a method for operationalizing a social justice orientation into algorithmic fairness. To accomplish this goal, it is necessary to grapple with a fundamental technical limitation in algorithmic fairness: the “impossibility of fairness.” This result reveals that it is impossible for an algorithm to satisfy all desirable mathematical definitions of fair decision-making [17, 57]. An algorithm that is fair along one standard will inevitably be unfair along another standard. Although no mathematical definitions of algorithmic fairness fully encapsulate the philosophical notion of fairness [13, 47, 53, 85], each captures a normatively desirable principle.

The impossibility of fairness presents a significant practical limit on efforts to promote fairness using algorithms: all algorithms will violate at least one normatively appealing fairness definition. As one article about algorithmic fairness concludes, “the tradeoff between […] different kinds of fairness has real bite” and means that “total fairness cannot be achieved” [12]. The impossibility of fairness means that any effort to improve decision-making using algorithms—regardless of whether it adheres to the label of fairness, justice, equity, or reparation—will confront an intractable constraint on the ability to achieve the animating normative ideals. Algorithmic justice cannot be achieved merely by selecting a particular fairness definition at the expense of others or by evaluating the tradeoffs between fairness definitions, as some scholars have proposed [26, 56]. Yet given the impossibility of fairness, these appear to be our best paths forward.

The impossibility of fairness clarifies the task of reorienting algorithmic fairness toward justice and equity. Simply put, any attempt to develop more justice-aligned algorithms must find a way to escape from the impossibility of fairness. Thus, in addition to reforms such as shifting the power structures behind algorithmic fairness [14, 24, 26, 89], it is also necessary to reform the methodology of algorithmic fairness.

With the goal of algorithmic justice in mind, this article makes two primary contributions. First, I demonstrate that the problems of algorithmic fairness result from the dominant methodology of the field, which limits analysis to isolated decision-making procedures. Second, in light of these flaws, I propose a new methodology for algorithmic fairness that enables an escape from the impossibility of fairness and that, in turn, is better equipped to alleviate social injustice.

1.2 Article Overview: Methodological Reform

A methodology is “a body of methods, rules, and postulates employed by a discipline” [68]. A methodology provides a systematic language for comprehending and reasoning about the world, shaping how practitioners formulate problems and develop solutions to those problems. Problem formulation has both practical and normative stakes [78]. As philosopher John Dewey writes, “The way in which [a] problem is conceived decides what specific suggestions are entertained and which are dismissed” [27]. A poorly conceived problem “cause[s] subsequent inquiry to be irrelevant or to go astray;” the remedy is to reformulate the problem [27]. Furthermore, as philosopher Elizabeth Anderson describes, “Sound political theories must be capable of representing normatively relevant political facts. If they can’t represent certain injustices, then they can’t help us identify
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1 I will provide more detail on these fairness definitions and the impossibility of fairness in Section 2.
them. If they can’t represent the causes of certain injustices, then they can’t help us identify solutions” [2]. In sum, if a methodology fails to account for normatively relevant facts and principles, it will generate problem formulations that yield unhelpful or unjust proposals for reform.

In the spirit of Dewey and Anderson, I argue that algorithmic fairness suffers from a significant methodological limitation: it relies on a narrow frame of analysis restricted to specific decision points, in isolation from the context of those decisions.2 I call this method “formal algorithmic fairness,” as it aligns with formal equality (which emphasizes equal treatment for individuals based on their attributes or behavior at a particular decision point). Formal algorithmic fairness represents a systematic approach to problem formulation in which fairness is operationalized in terms of isolated decision-making processes. Because formal algorithmic fairness is conceived so narrowly, it cannot represent many of the injustices associated with algorithmic decision-making. Following this problem formulation, formal algorithmic fairness yields a misguided and techno-centric reform strategy: enhance fairness by optimizing decision-making procedures with algorithms. These algorithmic interventions fail to reduce (and often even exacerbate) oppression and are constrained by the impossibility of fairness. Thus, formal algorithmic fairness leaves reform efforts in a bind: it appears that our only options are to pursue superficially “fair” algorithms or to reject algorithmic reforms, leaving the status quo in place.

In light of these flaws, I propose an alternative approach to algorithmic fairness that enables a more justice-oriented positive agenda for developing and applying algorithms. I call this method “substantive algorithmic fairness,” as it draws on theories of substantive equality from law and philosophy (which emphasize the identification and reduction of social hierarchies). Substantive algorithmic fairness expands the frame of analysis beyond isolated decision points, evaluating fairness in light of the social hierarchies represented by data and the impacts of decisions facilitated by algorithms. My goal is not to incorporate these considerations into a formal mathematical model, a strategy that would fail to provide the necessary methodological shift [48]. Substantive algorithmic fairness is not a method for creating “substantively fair algorithms.” Instead, following an “algorithmic realist” approach [48], my goal is to develop problem formulations that incorporate modes of reasoning from law and philosophy. Substantive algorithmic fairness is a method for rigorously reasoning about how algorithms should (and should not) be used to promote substantive equality.

Following this problem formulation, substantive algorithmic fairness suggests reforms beyond either implementing a superficially “fair” algorithm or leaving the status quo in place. Substantive algorithmic fairness presents a three-step strategy for promoting substantive equality with algorithms: 1) evaluate the substance of the inequalities in question, 2) determine what reforms can remediate the identified inequalities, and 3) analyze how algorithms can enhance the desired reforms. This strategy reveals that the impossibility of fairness is a misnomer: when an algorithm confronts the incompatibility between fairness definitions, it suggests not that fairness is impossible writ large, but that algorithmic reforms are fundamentally limited in the given context. In other words, the impossibility of fairness indicates that it would be fruitful to pursue a reform strategy that involves more than just algorithmic decision-making. In contrast to the formal algorithmic fairness approach of optimizing decision-making procedures with algorithms, substantive algorithmic fairness calls for a) alleviating social hierarchies and b) reducing the scope
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2 By decision points, I refer to the specific moments in which decisions are made about individuals. Examples include decisions about whether to release or detain pretrial defendants and decisions about whether to admit or reject college applicants.
and stakes of decisions that exacerbate social hierarchies. These reforms ameliorate the relational and structural sources of oppression that produce the impossibility of fairness, thus escaping this dilemma. In sum, substantive algorithmic fairness presents concrete steps toward a new method for algorithmic fairness: away from formal mathematical models of “fairness” as an attribute of algorithms and toward substantive evaluations of how algorithms can (and cannot) support justice-enhancing reforms.

2 THE IMPOSSIBILITY OF FAIRNESS

In May 2016, journalists at ProPublica reported that a risk assessment algorithm used to judge pretrial defendants in Broward County, Florida was “biased against blacks” [5]. This algorithm, known as COMPAS, was created by the company Northpointe and is used by many court systems across the United States.³ Like other pretrial risk assessments, COMPAS predicts the likelihood that pretrial defendants will recidivate; these predictions are presented to judges to inform their decisions to release or detain each defendant until their trial [45, 58]. ProPublica found that, among defendants who were not arrested in the two years after being evaluated, Black defendants were 1.9 times more likely than white defendants to be misclassified by COMPAS as “high risk” (i.e., subjected to false positive predictions) [5].

Tech critics responded to ProPublica’s article with outrage about racist algorithms [31, 74]. However, Northpointe and numerous academics defended COMPAS, arguing that ProPublica had focused on the wrong measure of algorithmic fairness [20, 29, 36, 40]. These groups asserted that the proper standard of fairness is not whether false positive (and false negative) rates are the same for each race but whether risk scores imply the same probability of recidivism for each race. COMPAS satisfied this notion of fairness, suggesting that the tool was fair.

This debate about whether COMPAS is fair concerns two distinct definitions of algorithmic fairness. The first is “separation,” which is satisfied if all groups subject to an algorithm’s predictions experience the same false positive rate and the same false negative rate.⁴ Separation expresses the idea that people who exhibit the same outcome should be treated similarly. ProPublica argued that COMPAS is biased because it violates separation: Black non-recidivists are more likely to be labeled “high risk” than white non-recidivists [5].

The second notion of algorithmic fairness is “sufficiency,” which is satisfied if, among those who receive a particular prediction, all groups exhibit the outcome being predicted at the same rate.⁵ Sufficiency expresses the idea that people who are equally likely to exhibit the behavior of interest should be treated similarly. Northpointe and others argued that COMPAS is fair because it satisfies sufficiency: the label of “high risk” signifies a similar probability of recidivism for both Black and white defendants [20, 29, 36, 40]. Sufficiency is the most widely used notion of algorithmic fairness, particularly because machine learning models typically satisfy this principle by default [11].

The COMPAS debate raised a fundamental question for algorithmic fairness: can an algorithm simultaneously satisfy separation and sufficiency? As computer scientists soon discovered, the answer is no: there is an inevitable tension between these definitions of fairness [4, 11, 17, 57]. This result is known as the “impossibility of fairness.” The only exceptions to the impossibility of fairness involve two exceedingly rare scenarios: the algorithm makes predictions with perfect
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³ COMPAS stands for Correctional Offender Management Profiling for Alternative Sanctions. Northpointe has since been renamed Equivant.
⁴ Separation is aligned with fairness criteria such as error rate balance and balance for the positive/negative class.
⁵ Sufficiency is aligned with fairness criteria such as calibration and predictive parity.
accuracy, or all groups exhibit the outcome being predicted at the same “base rate” [57]. Thus, for instance, a pretrial risk assessment will necessarily either misclassify Black and white defendants as recidivists at different rates (violating separation) or yield different predictions for Black and white defendants who are equally likely to recidivate (violating sufficiency).

The impossibility of fairness reflects a harsh and intractable dilemma facing efforts to promote equality using algorithms [12]. Work on algorithmic fairness operates within the constraints posed by this dilemma, accepting that the best we can do is to choose a single fairness definition (at the expense of others) or to rigorously balance the tradeoff between multiple definitions. Yet as I will describe (using pretrial risk assessments as a case study), both of these responses lead to narrow reforms that uphold unjust social conditions and institutions. Developing a positive agenda for algorithmic justice requires finding a way to develop and apply algorithms without confronting the impossibility of fairness.

3 LESSONS FROM EGA LITARIAN THEORY
In order to inform the evolution from the existing method of algorithmic fairness to a more justice-oriented approach, I turn to egalitarian theory. Broadly speaking, “Egalitarian doctrines tend to rest on a background idea that all human persons are equal in fundamental worth or moral status” [6]. Although fairness and equality are complex and contested concepts, both share a central concern with comparing the treatment or conditions across individuals or groups, emphasizing the normative value of some form of parity [6, 42, 71]. Indeed, many definitions of algorithmic fairness make explicit reference to equality [11, 12]. Furthermore, egalitarian thinkers have confronted many questions that overlap with central debates in algorithmic fairness [13]. Egalitarian insights can therefore yield important lessons for algorithmic fairness.

3.1 Formal and Substantive Equality
The first benefit of egalitarianism for algorithmic fairness is that debates between “formal” and “substantive” equality shed light on why the current method of algorithmic fairness leads to injustice and how to develop an alternative approach. Just as algorithmic fairness confronts the limits of narrow formulations of fairness, egalitarian theorists have confronted similar limits of narrow formulations of equality. In response, some egalitarian thinkers have devised more expansive formulations that provide a better guide for ameliorating oppression.

A central tension in egalitarian theory is between “formal” and “substantive” equality. Formal equality asserts, “When two persons have equal status in at least one normatively relevant respect, they must be treated equally with regard in this respect. This is the generally accepted formal equality principle that Aristotle articulated […]: ‘treat like cases as like’” [42]. In practice, formal equality typically refers to a “fair contest” in which everyone is judged according to the same standard, based only on their characteristics at the moment of decision-making [35]. In the United States, disparate treatment law is grounded in notions of formal equality, attempting to ensure that people are not mistreated based on protected attributes such as race or gender.

Despite being widely adopted, formal equality suffers from a methodological limitation. Because formal equality restricts analysis to specific decisions at specific points in time, it cannot account for inequalities in the distribution of attributes across the population. Formal equality is therefore prone to reproducing existing patterns of injustice. For instance, a formal equality approach to college admissions would evaluate all applicants based solely on their academic qualifications (e.g., grades and test scores). As long as applicants with similar qualifications are treated similarly, formal equality would be satisfied, even if these decisions lead to racial
disparities. Thus, although a formal approach may be sufficient in an equitable society, it “would make no sense at all in a society in which identifiable groups had actually been treated differently historically and in which the effects of this difference in treatment continued into the present” [22]. Because of racial inequalities in educational opportunities [32], evaluating all students according to a uniform standard would perpetuate racial hierarchy.

The limits of formal equality have led many scholars to develop an alternative frame: substantive equality. This approach “repudiate[s] the Aristotelian ‘likes alike, unlikes unalike’ approach […] and replaces it with a substantive test of historical disadvantage” [64]. “Its core insight is that inequality, substantively speaking, is always a social relation of rank ordering, typically on a group or categorical basis,” that leads to both material and dignitary inequalities [64]. In other words, “hierarchy identifies the substance of substantive equality” [65]. Following this line of reasoning, substantive equality envisions a world free from social hierarchy [64, 65].

In the United States, disparate impact law is grounded in notions of substantive equality (albeit partially [64, 65]), attempting to ensure that formally neutral rules do not disproportionately burden historically marginalized groups.

Substantive equality provides the methodological capacity to identify and ameliorate social hierarchies. In contrast to formal equality, substantive equality relies on a broad frame of analysis that evaluates decisions in light of social hierarchies. When confronted with instances of inequality, “A substantive equality approach […] begins by asking, what is the substance of this particular inequality, and are these facts an instance of that substance?”, emphasizing that “it is the hierarchy itself that defines the core inequality problem” [64]. For instance, substantive equality recognizes that racial disparities in college admissions reflect a pervasive racial hierarchy in educational and other opportunities. It therefore rejects the formal equality approach to college admissions. Rather than aiming to evaluate all students according to a uniform standard, substantive equality calls for policies that acknowledge this racial hierarchy (such as affirmative action) and that aim to redress this hierarchy (such as improving educational resources in minority school districts).

As Section 4 will describe, the current approach to algorithmic fairness—which I call “formal algorithmic fairness”—is grounded in formal equality and shares many of formal equality’s limits. This analysis suggests the need for an alternative approach grounded in substantive equality—“substantive algorithmic fairness”—which I present in Section 5.

3.2 Substantive Approaches to Escaping Equality Dilemmas

The second benefit of egalitarianism for algorithmic fairness is that substantive equality provides conceptual tools for escaping from the impossibility of fairness. Just as algorithmic fairness confronts the impossibility of fairness, egalitarian theorists have confronted similar seemingly unresolvable dilemmas between notions of equality. In response, some egalitarian thinkers have devised reform strategies that break free from these dilemmas.

In order to glean insights about how algorithmic fairness can escape the impossibility of fairness, I turn to three complementary substantive equality approaches for analyzing and escaping from equality dilemmas:

- In developing her theory of “democratic equality,” philosopher Elizabeth Anderson responds to a “dilemma” that arises in luck egalitarianism [3]. On the one hand, not providing aid to the disadvantaged means blaming individuals for their misfortune. On the
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6 Luck egalitarianism advocates compensating people for inequalities that result from misfortunate but not inequalities that result from choice [3, 6].
other hand, providing special treatment to individuals on account of their inferiority means expressing contempt for the disadvantaged.

- In developing her “social-relations approach” to equality, legal scholar Martha Minow engages with the “dilemma of difference” that arises in legal efforts to deal with differences between individuals [70]. On the one hand, giving similar treatment to everyone regardless of their circumstances can “freeze in place the past consequences of differences.” On the other hand, giving special treatment to those deemed “different” risks further entrenching and stigmatizing that difference.

- In developing his theory of “opportunity pluralism,” legal scholar Joseph Fishkin addresses the “zero-sum struggles” that arise in efforts to promote equal opportunity [35]. On the one hand, judging people for an opportunity based solely on their performance or attributes at a particular moment in time perpetuates inequalities. On the other hand, even approaches that attempt to account for existing inequalities (such as Rawlsian equal opportunity and luck egalitarianism) fail to create a truly level playing field and prompt “extraordinarily contentious” debates.⁷

The equality dilemmas presented by Anderson, Minow, and Fishkin all resemble the impossibility of fairness: efforts to promote equality are impaired by a seemingly inescapable zero-sum tension between compelling-yet-conflicting notions of equality. In the face of these tradeoffs, it appears difficult—if not impossible—to make progress in pursuing equality. As Minow notes, “Dilemmas of difference appear unresolvable” [70]. In turn, “decisionmakers may become paralyzed with inaction” [70]. At best, decision-makers appear to be left with a zero-sum tradeoff between competing notions of equality. Yet as Fishkin notes, “If […] zero-sum tradeoffs are the primary tools of equal opportunity policy, then trench warfare is a certainty, and any successes will be incremental” [35].

What makes Anderson, Minow, and Fishkin particularly insightful for algorithmic fairness is that they provide methodological accounts of how to escape from these dilemmas. Each scholar reveals that their dilemma is not intractable. Instead, each dilemma only appears intractable if one analyzes inequality through a narrow lens, which restricts the range of possible remedies. Expanding the frame of analysis clarifies the problems of inequality and yields two reform strategies that escape these equality dilemmas.

3.2.1 The Relational Response

First, a substantive analysis highlights how social hierarchies lead to equality dilemmas. Noting that the goal of egalitarianism is “to end oppression, which by definition is socially imposed,” Anderson expands the analysis of equality from distributions (of both tangible and intangible goods) to equality of social relations [3]. From this perspective, the problem of inequality is not merely that some people have more of a particular good than others. A broader problem is that society imposes disadvantages on individuals who lack certain attributes or abilities [3, 70].

Following the reorientation toward relationships, the first approach to escaping equality dilemmas is what I call the “relational response”: reform institutions and social norms to reduce social hierarchies. Recognizing social categories as relational (rather than intrinsic to individuals) and social arrangements as political and mutable (rather than neutral and static) introduces reforms that “escape or transcend the dilemmas of difference” [70]. In other words, the primary task of
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⁷ Each of these scholars are aligned with relational egalitarianism, which asserts that “people should relate to one another as equals or should enjoy the same fundamental status” [6]. Although Fishkin is the least explicitly focused on relationships, his analysis has strong overlaps with relational egalitarianism.
reform should not be providing special treatment to “different” individuals but reducing the extent to which superficial differences lead to significant disparities in status and abilities [70]. Without social hierarchies, real or perceived differences between individuals would not lead to different levels of rights or capacities, which in turn would prevent the dilemma between treating everyone the same and providing special treatment.

For instance, the injustice faced by someone who is stigmatized because of their physical appearance is not that they are inherently ugly (indeed, the notion of inherent ugliness should be contested). Instead, “the injustice lies […] in the social fact that people shun others on account of their appearance” [3]. Oppressive social norms turn a superficial difference between people into one marked by severe disparities in status. This feature of social relations creates a dilemma. Treating everyone the same would leave “ugly” individuals in a subordinate position. However, a remedy such as subsidizing plastic surgery for “ugly” individuals would uphold oppressive beauty norms even if it provides aid for some people.

The relational response provides an escape from this dilemma: alter social norms so that no one is shunned or treated as a second-class citizen due to their appearance. If one’s appearance has no relationship to their social status, appearance ceases to be a normatively relevant category, such that there is no dilemma between treating people similarly or differently based on how they look. Such reforms may be difficult to achieve (at least in the immediate term), thus necessitating more individualized remedies. Nonetheless, this approach “lets us see how injustices may be better remedied by changing social norms and the structure of public goods than by redistributing resources” [3].

3.2.2 The Structural Response

Second, a substantive analysis highlights how the structure of decisions exacerbates social hierarchies and raises the stakes of equality dilemmas. Fishkin expands the focus from individual competitions to the broader structure of opportunities. From this perspective, the problem of inequality is not merely that groups face vastly different development opportunities, making it impossible to create fair contests between all individuals. A broader problem is that opportunities are structured around a small number of “zero-sum, high-stakes competitions,” which Fishkin calls “bottlenecks” [35]. These competitions typically hinge on attributes that are unequally distributed across groups, compounding existing disadvantage (i.e., oppressed groups are less qualified to succeed in competitions for beneficial opportunities, such as jobs).

Following this reorientation toward the structure of decisions, the second approach to escaping equality dilemmas is what I call the “structural response”: reduce the scope and stakes of decisions that exacerbate social hierarchies. Fishkin suggests, “Instead of taking the structure of opportunities as essentially given and focusing on questions of how to prepare and select individuals for the slots within that structure in a fair way, [we should] renovate the structure [of opportunities] itself” [35]. In other words, the primary task of reform should not be helping some disadvantaged individuals receive favorable decisions through special treatment but limiting the extent to which high-stakes decisions hinge on attributes that are unevenly distributed across social groups due to oppression. Without these bottlenecks, decisions would not as strongly magnify existing inequalities, which in turn would lower the stakes of the dilemma between treating everyone the same and providing special treatment.

For instance, debates about admission to elite US colleges and universities are contentious not only because of inequities in educational resources, but also because admission provides a rare pathway to high social status and material comfort. The significance of college admissions
decisions makes disparities in primary and secondary education particularly consequential for determining future life outcomes. This feature of decision structures creates a dilemma. Evaluating all students according to the same standard would entrench inequalities in primary and secondary education. However, attempts to promote equality through affirmative action are inevitably zero-sum and leave the bottleneck in place.

The structural response provides an escape from this dilemma: lower the stakes of college admissions decisions. Making college admissions less determinative of future life outcomes would reduce the downstream harms of disparities in early educational opportunities. Achieving this goal requires altering the structure of opportunities to create more paths for people to lead comfortable and fulfilling lives without a college degree. By making inequities in primary and secondary education less consequential, these reforms would reduce the dilemma between treating college applicants similarly or differently based on their academic performance.

The relational and structural responses present two concrete substantive equality approaches for dealing with equality dilemmas. As Section 5 will describe, substantive algorithmic fairness applies these substantive equality strategies to the impossibility of fairness. Following the relational and structural responses enables algorithms to escape the impossibility of fairness and to alleviate social hierarchies.

4 FORMAL ALGORITHMIC FAIRNESS: NAVIGATING THE IMPOSSIBILITY OF FAIRNESS

In this section, I characterize the attributes and limits of the dominant method of algorithmic fairness, which I call “formal algorithmic fairness.” Formal algorithmic fairness provides a computational methodology for responding to concerns about discriminatory decision-making. Akin to formal equality, formal algorithmic fairness limits analysis to the functioning of algorithms at particular decision points. When confronted with concerns about discriminatory decision-making, formal algorithmic fairness formulates the problem in terms only of the inputs and outputs of the decision point in question. All of the major definitions of algorithmic fairness are defined in this manner [11, 12]. As a result, formal algorithmic fairness suffers from many of the same limits as formal equality.

My goal in this section is to demonstrate not just that formal algorithmic fairness suffers from substantive flaws, but also that those flaws are the product of methodological limitations. To elucidate the methodological limits of formal algorithmic fairness, I interrogate its two responses to the impossibility of fairness. These responses reveal how the formulation of formal algorithmic fairness inevitably leads to algorithmic interventions that reproduce injustice and yield a notably constrained reform strategy. Even the best-case scenario within formal algorithmic fairness fails to provide a satisfactory response to the impossibility of fairness. All told, the central problem facing algorithmic fairness is not that we lack the appropriate formal definitions of fairness, that data is often biased, or that we cannot achieve sufficient predictive accuracy. The problem is the method of formal algorithmic fairness itself.

4.1 The Fair Contest Response: Reproducing Inequity

The first formal algorithmic fairness response to the impossibility of fairness is what I call the “fair contest response.” This response defends sufficiency as the proper definition of algorithmic fairness, asserting that fairness entails treating people similarly based solely on each person’s likelihood to exhibit the outcome of interest. On this view, as long as an algorithm satisfies sufficiency, any lack of separation is acceptable—it is the inevitable byproduct of groups
exhibiting the outcome in question at different rates. This response applies the logic of a “fair contest,” aiming to evaluate everyone based only on their characteristics at the moment of decision-making.

Most critiques of ProPublica’s COMPAS report followed the fair contest response, asserting that ProPublica focused on the wrong definition of fairness [20, 29, 36, 40]. These respondents argued that COMPAS is fair because it satisfies sufficiency: each COMPAS score implies a similar likelihood of being arrested for both Black and white defendants. COMPAS produces a higher false positive rate for Black defendants simply because Black defendants are more likely to recidivate, not because COMPAS is racially biased. Most notably, Northpointe emphasized that the violation of separation presented by ProPublica “does not show evidence of bias, but rather is a natural consequence of using unbiased scoring rules for groups that happen to have different distributions of scores” [29].

Through a formal equality lens, the fair contest response seems appropriate. If the goal of a decision-making procedure is to differentiate people based on their likelihood for a given outcome, then it seems fair to make decisions based on those likelihoods. For instance, if a Black and a white defendant are equally likely to be arrested in the future, then they should be given the same risk label. Under this logic, the best way to advance algorithmic fairness is to increase prediction accuracy and thereby ensure that decisions are based on accurate judgments about each individual [51, 56].

However, evaluating the fair contest response through a substantive equality lens demonstrates the limits of this response. First, the fair contest response fails to consider whether group differences in outcome rates reflect social hierarchy. In the case of risk assessments, Black and white defendants do not just “happen to have different distributions of scores,” as adherents of sufficiency assert [29]. Instead, past and present discrimination has created social conditions in the US in which Black people are empirically at higher risk to commit crimes [19, 84]. This disparity results from social oppression rather than from differences in inherent criminality [72]. For instance, discriminatory practices such as segregation [83], racial criminalization [15, 72], and severe underfunding of schools [32] all increase crime [59, 63, 82].

Second, the fair contest response ignores the consequences of the actions that the algorithm informs. When a risk assessment labels a defendant “high risk,” that person is likely to be detained in jail until their trial. This practice of detaining defendants due to their crime risk, known as “preventative detention,” is both controversial and harmful. When the US Supreme Court deemed preventative detention constitutional in 1987, Justice Thurgood Marshall declared the practice “incompatible with the fundamental human rights protected by our Constitution” [88]. Preventative detention has faced continued scrutiny and challenge for undermining the rights of the accused and exacerbating mass incarceration [10, 58]. Pretrial detention imposes severe costs on defendants, including the loss of freedom, an increased likelihood of conviction, and a reduction in future employment [30].

By failing to account for these dimensions of pretrial decision-making, the fair contest response suggests a reform strategy in which even the best-case scenario—a perfectly accurate risk assessment—would perpetuate racial inequity.9 The central injustice of risk assessments is not that flawed data might lead an algorithm to make erroneous predictions of someone’s crime risk, but
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8 This is true above and beyond racial disparities in arrest and enforcement patterns. Measurement bias is typically present in crime datasets but is not the only source of racial disparities in crime rates. For a broader discussion of the relationship between measurement and algorithmic fairness, see [53].

9 Because this risk assessment makes perfect predictions, it would satisfy both sufficiency and separation [57].
that racial stratification makes Black defendants higher risk than white ones and that the consequences of being deemed high risk include the loss of liberty. Because Black defendants recidivate at higher rates than white defendants \[19, 36, 61, 84\], a perfect risk assessment will accurately label a higher proportion of Black defendants as “high risk.”\(^{10}\) To the extent that these predictions direct pretrial decisions, this risk assessment would lead to a higher pretrial detention rate for Black defendants than white defendants, in effect punishing Black communities for having been subjected to criminogenic circumstances. Thus, although a perfect risk assessment may help some Black defendants who are low risk but could be stereotyped as high risk, it would also naturalize the fact that many Black defendants actually are high risk and become incarcerated as a result.

### 4.2 The Formalism Response: Constraining Reform

The second formal algorithmic fairness response to the impossibility of fairness is what I call the “formalism response.” Compared to the fair contest response, the formalism response takes a more measured view of the dilemma. Recognizing that sufficiency reflects a limited notion of fairness, the formalism response does not require strict adherence to this measure. Instead, the formalism response focuses on analyzing the tradeoffs between notions of fairness. In particular, the formalism response suggests using the explicit mathematical formalization required by algorithms to rigorously consider the tradeoffs between separation and sufficiency in any given context.\(^{11}\)

Under the formalism response, the formalism of algorithms provides a reality check by revealing the difficult tradeoffs between notions of fairness that might otherwise remain opaque and unarticulated [11, 12, 62]. Algorithms therefore provide “clarity” to help us identify and manage the unavoidable tradeoffs between competing goals [56, 86]. Proponents of this view argue that algorithms can “be a positive force for social justice” because they “let us precisely quantify tradeoffs among society’s different goals” and “force us to make more explicit judgments about underlying principles” [56].

As with the fair contest response, the formalism response appears appropriate through the lens of formal equality. If our interventions are limited to reforming specific decision-making procedures, then it is desirable to understand the tradeoffs between different fairness metrics. For instance, given an existing population of Black and white defendants, it is beneficial to have clarity on how optimizing a risk assessment for sufficiency will cause the algorithm to violate separation. Under this logic, the best way to advance algorithmic fairness is to precisely balance sufficiency and separation based on the particular context at hand.

However, evaluating the formalism response through a substantive equality lens demonstrates the limits of this response. First, the formalism response leaves us stuck making a zero-sum choice between two highly limited notions of fairness. Although separation may appear to be a desirable alternative to sufficiency, separation also fails to account for subordination. In the case of risk assessments, separation entails having different thresholds for Black and white defendants (e.g., a higher risk threshold for labeling Black defendants “high risk”). This practice would seem to obviate the point of using algorithmic risk predictions at all, as risk scores would have different meanings based on a defendant’s race [36, 66]. Such explicit differential treatment based on race
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\(^{10}\) After all, if data is collected about an unequal society, then an accurate algorithm trained on that data will reflect those unequal conditions.

\(^{11}\) The formalism response is inclusive of the fair contest response: after considering the tradeoffs, one could determine that an algorithm should be optimized for sufficiency. The formalism response can also account for other tradeoffs, such as the tension between fairness and accuracy.
would be illegal to implement in many instances [20, 51]. Furthermore, although a lack of separation demonstrates that different groups face disparate burdens from mistaken judgments [17, 51], separation does not prevent the injustices associated with accurate predictions. As demonstrated by the perfect pretrial risk assessment described in Section 4.1, an algorithm can satisfy separation while still reproducing racial hierarchy.

Second, the formalism response suggests a reform strategy that is incredibly constrained and largely ineffective. Although the formalism response provides “clarity” regarding the tradeoffs involved in promoting fairness, this clarity is limited to the narrow scope of specific decision-making procedures. Everything beyond this scope is treated as static and thus irrelevant to evaluations of fairness. For instance, research on fairness in risk assessments explicitly places structural disadvantage and racial disparities outside the scope of algorithms and the responsibility of developers [17, 20, 56]. Following this logic, the formalism response suggests that implementing an algorithm is the only possible (or, at least, pertinent) alternative to the status quo [12, 56, 69]. This leads to the conclusion that the most appropriate path for reform is to improve specific decision-making processes using algorithms. Despite the prominence of this approach, it is fundamentally limited: egalitarian goals can rarely be achieved by reforming only the mechanisms of specific decision points. Reforms that aim to remedy structural oppression by targeting decision-making procedures often obscure and entrench the sources of oppression [54, 73]. In the context of pretrial decision-making, implementing a risk assessment legitimizes preventative detention and hinders efforts to promote less carceral alternatives [45].

In fact, the narrow purview of the formalism response is what makes the impossibility of fairness appear to be such a troubling and intractable dilemma. Simply put, it is only because analysis is restricted to decision-making procedures that the tension between fairness definitions is interpreted as a fundamental “impossibility of fairness.” Mathematical proofs demonstrate that it is impossible to satisfy all mathematical definitions of fairness when making decisions about individuals in an unequal society. What is strictly “impossible” is simultaneously achieving two different mathematical notions of fair decision-making. By limiting analysis to isolated decision points, however, formal algorithmic fairness magnifies the stakes of this mathematical incompatibility, turning a constraint on fair decision-making into a constraint on fairness writ large. When all other aspects of society are treated as static or irrelevant, an algorithm’s behavior comes to represent “total fairness” [12]. Under this assumption, the zero-sum tradeoff between mathematical definitions of fair decision-making represents an inescapable limitation on “total fairness.”

4.3 Recap: The Methodological Limits of Formal Algorithmic Fairness

The flaws of formal algorithmic fairness are methodological. Akin to formal equality, formal algorithmic fairness formulates fairness within the scope of isolated decision points. As a result, formal algorithmic fairness is unable to account for social hierarchies and the harmful policies that act on those hierarchies. In turn, formal algorithmic fairness suggests reforms that often entrench injustice and that are constrained by the impossibility of fairness. Any approach to algorithmic fairness that restricts analysis to decision-making processes will suffer from these flaws. In Anderson’s terms, formal algorithmic fairness fails to “represent the causes of certain injustices” and therefore “can’t help us identify solutions” that adequately address those injustices [2]. In Dewey’s terms, the issues with “what specific suggestions are entertained and which are dismissed” under formal algorithmic fairness are due to “[t]he way in which the problem is conceived” [27]. Thus, in order to develop a positive agenda for algorithmic justice, it is necessary to develop a new methodology to algorithmic fairness grounded in substantive equality.
5 SUBSTANTIVE ALGORITHMIC FAIRNESS: ESCAPING THE IMPOSSIBILITY OF FAIRNESS

As an alternative to formal algorithmic fairness, I propose a method of “substantive algorithmic fairness.” Drawing on substantive equality, substantive algorithmic fairness is an approach to algorithmic fairness in which the scope of analysis encompasses the social hierarchies and institutional structures that surround particular decision points. The goal is not to incorporate substantive concerns into a formal mathematical model. This approach of “formalist incorporation” may yield some benefits, but would be subject to many of the same limits as formal algorithmic fairness [48]. As with fairness more generally [13, 47, 53, 85], attempting to reduce substantive equality to mathematical definitions is likely to narrow and distort the concept. Substantive algorithmic fairness therefore follows an approach of “algorithmic realism” [48], adopting methods from law and philosophy to reason rigorously about how to promote substantive equality with algorithms.

Substantive equality sheds light on how to escape from the impossibility of fairness. Debates and consternation about the impossibility of fairness are most extreme when making decisions in which a) an oppressed group disproportionately exhibits the attributes deemed “negative” in the given context (e.g., indicators of high crime risk), and b) policy punishes (or restricts benefits to) individuals who exhibit these negative attributes. When these relational and structural factors are present, any attempt to improve decision-making with an algorithm will confront the impossibility of fairness. However, the impossibility of fairness does not mean that it is impossible to enhance equality. Instead, the impossibility of fairness means that algorithms are being used to pursue a misguided reform strategy. The proper response to the impossibility of fairness is not to tinker within the contours of this intractable dilemma, but to reform the relational and structural factors that produce the dilemma. If there were no social hierarchies or if consequential decisions did not exacerbate social hierarchies, then the impossibility of fairness would not arise (or, at the very least, would not be so concerning). Following this logic, substantive algorithmic fairness follows the relational and structural reform strategies described in Section 3.2.

5.1 The Substantive Algorithmic Fairness Approach to Reform

As with formal algorithmic fairness, the starting point for reform in substantive algorithmic fairness is concern about discrimination or inequality within a particular decision-making process. Drawing on the substantive equality approaches introduced in Section 3, substantive algorithmic fairness presents a three-step strategy for promoting equality in such scenarios. Each step can be boiled down to a central question. 1) What is the substance of the inequalities in question? 2) What types of reforms can remediate the identified substantive inequalities? 3) What roles, if any, can algorithms play to enhance or facilitate the identified reforms?

The first step is to consider the substance of the inequalities in question. This entails looking for conditions of hierarchy and questioning how social and institutional arrangements reinforce those conditions [64]. When faced with disparities in data, substantive algorithmic fairness asks: do these disparities reflect social conditions of hierarchy? Similarly, when faced with particular decision points, substantive algorithmic fairness asks: do these decisions (and the interventions that they facilitate) exacerbate social hierarchies? If the answers to these questions are no, then formal algorithmic fairness presents an appropriate path forward. However, if the answers to these
questions are yes—as they often will be when confronting inequalities in high-stakes decisions—then it is necessary to pursue reforms through substantive algorithmic fairness.¹²

The second step is to consider what types of reforms can remediate the identified substantive inequalities. Substantive algorithmic fairness draws on the reforms proposed by Anderson [3], Minow [70], and Fishkin [35] for promoting equality without becoming trapped by intractable dilemmas. The first approach is the relational response: reform the relationships that create and sustain social hierarchies. The second approach is the structural response: reshape the structure of decisions to avoid or lower the stakes of decisions that exacerbate social hierarchies. Because these reforms target the relational and structural factors that produce equality dilemmas, they are not subject to the impossibility of fairness.

Finally, the third step is to analyze whether and how algorithms can enhance or facilitate the reforms identified in the second step. In considering the potential role for algorithms, computer scientists should be wary of technological determinism and the assumption that algorithms can remedy all social problems. Algorithmic interventions should be considered through an “agnostic approach” that prioritizes the reform agenda identified in the second step, without assuming any necessary or particular role for algorithms [48]. This approach requires decentering technology when studying injustice and remaining attentive to the broader structural forces of marginalization [38]. Although these practices will often reveal that algorithms are unnecessary or even detrimental tools for reform, they can also prompt new approaches for developing and applying algorithms to combat oppression. Algorithms can play productive roles in support of broader efforts for social change [1], particularly when deployed in conjunction with policy and governance reforms [44].

5.2 Example: The Substantive Algorithmic Fairness Approach to Pretrial Reform

We can see the benefits of substantive algorithmic fairness by considering how it applies in the context of pretrial reform. Formal algorithmic fairness suggests that the appropriate pretrial reform strategy is to make release/detain decisions using algorithmic predictions of risk. Despite the support for pretrial risk assessments among many engineers and policymakers, this approach upholds racial injustice and leaves decision-making caught within the impossibility of fairness. In contrast, substantive algorithmic fairness suggests paths for pretrial reform that more robustly challenge the injustices associated with pretrial decision-making and that provide an escape from the impossibility of fairness. Although this approach highlights the limits of pretrial risk assessments, it also suggests new paths for reform and new roles for algorithms.

When pursuing pretrial reform through substantive algorithmic fairness, the first step is to consider the substance of inequalities that manifest in pretrial decision-making. As described in Section 4.1, the disparity in recidivism rates across Black and white defendants reflects conditions of racial hierarchy. This disparity cannot be attributed to chance or to natural group differences (nor is it solely the result of measurement bias). Furthermore, preventative detention exacerbates this hierarchy by depriving high-risk defendants of rights and subjecting them to a range of negative outcomes.

The second step is to consider what reforms could appropriately address the substantive inequalities identified in the first step. Here, we can compare risk assessments with the relational and structural responses. The relational response suggests altering the relationships that define “risk” and shape its unequal distribution across the population. By differentiating people based on

---

¹² Of course, even answering these questions represents a political and potentially contested task. Substantive equality provides conceptual tools for making these judgments. Answers should also be informed by broad deliberation that includes the communities in question.
risk levels, risk assessments treat risk as an intrinsic and neutral attribute of individuals, naturalizing group differences in risk that are the product of oppression. Instead, we should interrogate the social arrangements that make a socially salient category. The relational response thus suggests aiming to reduce the crime risk of Black communities by alleviating criminogenic conditions of disadvantage. For instance, public policies that extend access to education [63], welfare [87], and affordable housing [28] all reduce crime, and therefore could reduce the racial disparity in crime risk. The relational response also suggests combatting the association of Blackness with criminality and the effects of this association. This entails not merely challenging stereotypes that link Blackness with crime, but also decriminalizing behaviors that were previously criminalized to subjugate minorities [15, 72].

The structural response suggests altering the structure of decisions to reduce the harmful consequences associated with being high risk to recidivate. By informing preventative detention decisions, risk assessments uphold the notion that the appropriate response to high-risk defendants is incarceration. Instead, we should reform policy to ensure that being high risk no longer prompts such severe punishment. The structural response thus suggests attempting to minimize the scope and harms of decisions that determine one’s freedom and opportunities based on their risk of recidivism. If fewer people were subjected to decisions in which liberty and well-being depend on exhibiting low levels of crime risk, racial disparities in the distribution of risk would be less consequential. Most directly, such an approach could entail abolishing (or drastically reducing the scope of) pretrial detention, such that fewer people would be incarcerated, regardless of their risk level. Reforms could also aim to decrease the downstream damages of pretrial detention; for instance, reducing the effects of pretrial detention on increased conviction and diminished future employment would reduce the harms associated with being high risk. Another reform along these lines would be to shift from responding to risk with punishment to responding with social or material support, such that the consequence of being high risk is to receive aid rather than incarceration.

The third step is to consider the potential role for algorithms in advancing relational and structural reforms. In some cases, this analysis will provide arguments against the use of certain algorithms for reform. For instance, because pretrial risk assessments naturalize racial disparities in risk that are the product of oppression and legitimize preventative detention, these algorithms conflict with the relational and structural responses. In other cases, however, this analysis will reveal new, fruitful roles for algorithms in pretrial reform. Following the relational response, algorithms could be used to reduce the crime risk of disadvantaged groups by improving access to education [60], welfare [25], and affordable housing [91]. Following the structural response, algorithms could be used to reduce the harms of the racial disparity in recidivism risk. For instance, algorithms can be used to target supportive (rather than punitive) responses to risk [9, 66], thus mitigating rather than compounding the injustices behind the high recidivism risk of Black defendants. More broadly, algorithms could be used to audit the design and implementation of risk assessments [5, 46], enable a systemic view of how the criminal justice system exacerbates racial inequalities [23, 39], and empower communities advocating for criminal justice reform [8, 21]—all of which would help to inform and enable structural responses.

In sum, substantive algorithmic fairness demonstrates how an expansive analysis of social conditions and institutions can lead to rigorous theories of social change, and how those theories of change can inform work on algorithms. Because the substantive responses target social relations and the structure of decisions (rather than isolated decision-making procedures), they suggest algorithmic interventions that escape the impossibility of fairness and that ameliorate oppression.
Substantive algorithmic fairness thus presents significant benefits for reforming pretrial decision-making—the policy area in which the impossibility of fairness has produced the most consternation. These benefits could accrue similarly in other areas in which the impossibility of fairness has been interpreted as a significant and intractable barrier on reform, such as child welfare \[18\] and college admissions \[37\].

5.3 The Path Forward
Substantive algorithmic fairness offers a new direction for algorithmic fairness. It shifts the field’s concern away from formal mathematical models of “fair” decision-making and toward substantive evaluations of how algorithms can (and cannot) combat social hierarchies. In doing so, substantive algorithmic fairness brings the field in line with recent calls for algorithmic “justice” \[14, 43\], “equity” \[24\], and “reparation” \[26\]. Although there remains a role for formal evaluations of algorithmic decision-making, the field’s work should also focus on studying how algorithms can be incorporated into broader reform efforts to promote equality. Substantive algorithmic fairness thus requires different modes of research and training. Researchers must engage deeply not only with scholars from outside the computational sciences, but also with communities directly advocating for reform. Similarly, training in algorithmic fairness must move beyond mathematical methods to also provide rigorous training in social change and sociotechnical systems.

Substantive algorithmic fairness does not provide a precise roadmap for reform. It presents a sequence of questions, with conceptual tools for answering those questions in a principled manner, rather than a mandatory checklist. It cannot be reduced to an optimization problem. This lack of explicit prescription is not so much a limit of substantive algorithmic fairness as an inescapable reality of pursuing social and political reform. There is no single or straightforward path for how to achieve change. The hardest political questions often revolve around which reforms to pursue in any specific situation, among many potential paths forward. Making these judgments requires contextual assessments of feasibility and impact as well as engagement with affected communities. In some settings, particularly where substantive concerns about social hierarchy and unjust policies are less severe, this analysis may even suggest reforms that align with formal algorithmic fairness. There similarly is no straightforward mechanism for determining how to best incorporate algorithms into reform efforts. Future work is necessary to better understand the appropriate roles for algorithms in reform efforts, the conditions that facilitate effective algorithmic reforms, and how to allocate authority over algorithmic reforms.

Nonetheless, although it lacks a straightforward prescription for achieving reform, substantive algorithmic fairness provides a compass to help computer scientists and others reason rigorously and practically about the appropriate roles for algorithms in efforts to combat inequity. Debates about algorithmic reforms often feature a binary contest between algorithmic reforms and the status quo, with proponents for algorithms arguing that the only alternative to implementing fallible and biased algorithms is to fall back on even more fallible and biased human decision-makers \[12, 56, 69\]. Substantive algorithmic fairness demonstrates that reformers need not choose between implementing a superficially “fair” algorithm and leaving the status quo in place. Although substantive algorithmic fairness begins with a broad (some might say utopian) vision of substantive equality, it presents multiple strategies for pursuing this goal, which in turn suggest many specific potential algorithmic interventions. The reforms suggested by substantive algorithmic fairness are all incremental: none will create a substantively equal society on their own. Each reform, however, moves society one step closer to substantive equality. In this sense, substantive algorithmic fairness takes after political theories of “non-reformist reforms” \[41\], “real
utopias” [90], and prison abolition [67], all of which present strategies for linking short-term, piecemeal reforms with long-term, radical agendas for social justice.

Of course, efforts to achieve substantive algorithmic fairness in practice face a variety of barriers. Many governments and technology companies benefit from and promote formal algorithmic fairness, as it allows them to embrace “fairness” without making significant political or economic concessions [14, 45, 80]. Efforts to achieve the reforms suggested by substantive algorithmic fairness will often confront these forces opposed to structural change. The exclusion of women and minorities from algorithm development also leads to notions of algorithmic fairness that are inattentive to the lived realities of oppressed groups [89]. Furthermore, institutional barriers and incentives hinder the necessary types of interdisciplinary research and training. Thus, as with all efforts to achieve substantive equality, substantive algorithmic fairness requires ongoing political struggle to achieve the conditions for reform.

6 CONCLUSION
Algorithmic fairness provides an increasingly prominent toolkit for promoting equality. It is therefore essential to consider whether algorithmic fairness possesses suitable conceptual and practical tools to guide reform in public policy and other domains. If algorithmic fairness methodology cannot comprehensively recognize and represent the nature of injustices, it will fail to identify effective paths for remediating those injustices.

The current methodology of formal algorithmic fairness is poorly equipped for enhancing equality. Because it restricts analysis to isolated decision points, formal algorithmic fairness cannot account for social hierarchies and the impacts of decisions informed by algorithms. As a result, formal algorithmic fairness suggests reforms that are impeded by the impossibility of fairness and that uphold social hierarchies. Before algorithmic fairness can productively guide efforts to pursue equality, we must alter its methodology to encompass more comprehensive conceptual and practical tools.

Substantive algorithmic fairness provides an alternative methodology that incorporates social hierarchies and the structure of decisions into the scope of analysis. As a result, substantive algorithmic fairness offers an escape from the impossibility of fairness and suggests new roles for algorithms in combating oppression. In doing so, substantive algorithmic fairness provides a new orientation for algorithmic fairness, demonstrating how to act on recent calls to shift the field’s emphasis from “fairness” to “justice” [14, 43], “equity” [24], and “reparation” [26]. Although this reorientation shifts away from formal mathematical models and interventions such as pretrial risk assessments, it also prompts a new positive agenda for how to develop and apply algorithms for social change.

Although substantive algorithmic fairness does not yield a precise roadmap for reform, it presents a compass for linking incremental algorithmic reforms with visions of substantive equality. Substantive algorithmic fairness reveals that reformers do not face a binary choice between implementing an algorithm and doing nothing. Instead, there are many potential reforms to consider—all of them, in some form, incremental—and many potential roles for algorithms to enable or supplement those reforms. Substantive algorithmic fairness provides a method to elucidate the range of possible reforms, evaluate which reforms can best advance substantive equality, and consider how algorithms can support those reforms.

No single reform—algorithmic or otherwise—can create a utopian society. However, algorithmic fairness researchers need not restrict themselves to a formal algorithmic fairness methodology that constrains opportunities for reform and often reinforces oppression. By starting
from substantive accounts of social hierarchy and social change, the field of algorithmic fairness can stitch together incremental algorithmic reforms that collectively build a more egalitarian society.
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