Many-body quantum circuits for quantum simulation and computing
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Quantum simulators are attractive as a means to study many-body quantum systems that are not amenable to classical numerical treatment. A versatile framework for quantum simulation is offered by superconducting circuits. In this perspective, we discuss how superconducting circuits allow the engineering of a wide variety of interactions, which in turn allows the simulation of a wide variety of model Hamiltonians. In particular we focus on strong photon-photon interactions mediated by nonlinear elements. This includes on-site, nearest-neighbour and four-body interactions in lattice models, allowing the implementation of extended Bose-Hubbard models and the toric code. We discuss not only the present state in analogue quantum simulation, but also future perspectives of superconducting quantum simulation that open up when concatenating quantum gates in emerging quantum computing platforms.

INTRODUCTION

The dimension of the Hilbert space of a quantum system grows exponentially in the number of constituents (e.g. particles, lattice sites) of that system, so that explicitly computing the eigenspectrum or time evolution of a quantum system of even quite modest size quickly becomes intractable on a classical computer. For example, the Hilbert space of a lattice of $N$ spins with spin-1/2 scales as $2^N$, so that while calculations of three or four spins are easy to perform classically, a lattice of 50 spins naively requires over 140 TB of data just to store the state of the system. 50 spins represents the upper limit of what is currently possible on a classical computer; a system of just 60 spins currently presents an insurmountable task. There are many useful approximation techniques [1] one can employ to alleviate this problem, in general computing useful quantities for quantum many-body systems on a classical computer is not possible unless some major simplifying assumptions can be made. In particular, no general-use numerical tools exist for analysing a large many-body quantum system which is highly-entangled or driven far-from-equilibrium.

In 1982, Richard Feynman suggested this problem may be solved by using controllable quantum systems to simulate the dynamics of other quantum systems [2]. In this way, we use the exponential growth of Hilbert space to our advantage – as the amount of information needed to describe the system increases exponentially, so too must the amount of information which the system can describe. This suggestion, along with other preliminary works [3], initiated the research program known as quantum simulation [4].

There are two main flavours of quantum simulation. Analogue quantum simulation (AQS) involves the construction of a controllable, engineered quantum system which mimics the physical behaviour of the system to be simulated. To be more precise, an analogue quantum simulator is a device which is operated in such a way that its dynamics are approximated by an effective Hamiltonian – it is this effective Hamiltonian which is simulated. Digital quantum simulation (DQS) [3], on the other hand, involves designing a sequence of unitary gates to approximate unitary evolution under the Hamiltonian being simulated. This is generally done using the Suzuki-Trotter formula through a process called “Trotterization”.

In the review parts of this article, we will focus mainly on AQS. However, we shall discuss DQS in more detail when we describe the future of quantum simulation – as we expect this concept to become increasingly important due to rapid developments in building digital quantum computers.

SUPERCONDUCTING CIRCUITS

Why are superconducting circuits such a successful platform for quantum simulation? Detailed information of the state or properties of the simulator must be available to the scientist running the simulation (otherwise the simulator would offer little advantage over performing experiments on the system itself). The simulator must furthermore be scalable to sizes exceeding what can be classically simulated, and must exhibit long coherence times – at least of the order of the time needed to enact

---

1Feynman’s suggestion is also the basis of the broader research paradigm of quantum computing. The topic of quantum comput-
FIG. 1. Circuit diagrams for a) an LC-oscillator, b) a capacitively-shunted SQUID and c) a lattice of LC-oscillators connected via SQUIDs. The LC-oscillators (blue) act as microwave resonators, while the SQUIDs (red) provide a nonlinear coupling.

the simulation. These criteria are well met by superconducting qubits [5–8], which have coherence times on the order of 10-100µs and can be individually measured via dispersive shift [9, 10], allowing readout at the level of individual lattice sites.

We shall primarily consider the framework of circuit quantum electrodynamics (CQED), in which superconducting LC circuits act as resonators, hosting microwave photons, as shown in Fig 1 a). Photon-photon interactions can be mediated by nonlinear elements, such as superconducting qubits or SQUIDs, shown in Fig. 1 b). This is analogous to the situation in cavity QED, where atoms mediate interactions between optical photons. Circuit QED has an advantage over its cavity counterpart because in a superconducting circuit the photons have a wavelength on the order of 10 mm, so that building many resonators with a size comparable to the wavelength is well within the capabilities of modern fabrication techniques. Thus constructing of large, coherently coupled arrays with high finesse is much easier than in the optical case.

While there are many different superconducting qubit designs, the most relevant in the context of near-term quantum simulation is the transmon [11]. This consists of a single Josephson junction (or a SQUID loop) shunted by a large capacitance. The junction provides non-linearity, while the shunt capacitance flattens the charge dispersion and thus protects the qubit from charge noise. Transmons are favoured because of their long coherence times [12] and the flexibility of their couplings (as we shall see below). Excitations of a transmon are microwave photons (quantized current-voltage oscillations across the junction), with non-linearity determined by the ratio $E_C/E_J$ between the Josephson energy $E_J$ associated with the coherent tunnelling of Cooper pairs across the junction, and the charging energy $E_C = (2e)^2/2C$ where $C$ is the total capacitance (sum of shunt and junction capacitances). To be well-protected from charge noise, the charging energy must be small and consequently the non-linearity is small – however, as we shall see, the non-linearity is still large enough to produce strong interactions and highly non-trivial physics.

A key feature of superconducting circuits is their flexibility. Superconducting cavities, qubits and transmission lines may be coupled with DC SQUIDS, which allows a wide variety of interactions to be tuned continuously or switched on-and-off via constant or oscillating external magnetic fluxes [13]. Below we shall examine in detail some of the couplings that can be implemented (such as on-site, nearest-neighbour and four-body interactions), and some of the model Hamiltonians this allows us to simulate (such as the Bose-Hubbard model and the toric code). In all of the cases discussed below, the crucial ingredient is a nonlinear coupling element.

ENGINEERING INTERACTIONS AND HAMILTONIANS

Whereas linear couplings between circuits, which enable propagation of excitations, can be realized with linear inductors or capacitances, the simplest way to implement controllable, nonlinear coupling between photon modes is to connect two circuit nodes via a Josephson junction [15–17]. This approach is easily scalable to large lattices, where the nodes of the lattice can be resonators or qubits and the edges are Josephson junctions [1] Despite its simplicity, this method is already sufficient to implement linear and correlated hopping between
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2 An alternative qubit design, the capacitively-shunted flux qubit [13], has much larger non-linearity with similar single-qubit coherence times to transmons. However, presently these flux qubits cannot be coupled with the scalability and flexibility of transmons without introducing additional noise and thus reducing coherence.

3 With one caveat – one must be careful not to create closed superconducting loops, which lead to flux quantization and make the system more sensitive to magnetic flux noise. This can be avoided by introducing a capacitor into the edges, such that the loop is broken.
More generally, for any four-body interaction $\omega$ modulating the flux through the SQUID at a frequency different from the transition frequencies, see Fig. 2 for the circuit.

Cavities, as well as Kerr and cross-Kerr non-linearities \cite{17} (equivalently, on-site and nearest-neighbour interactions in the lattice) in a way that these couplings can be tuned independently. This allows the engineering of the Bose-Hubbard model \cite{18,19}, as well as extended Bose-Hubbard models which exhibit a richer phase diagram \cite{20}.

Superconducting circuits even allow engineering of interactions that do not occur in nature (at least at these energy scales). Among those interactions are many-body interactions as they appear in toric code, which is the prototypical model for fault-tolerant quantum computing \cite{21,22} and an example for a $Z_2$ lattice gauge theory. The challenge in engineering the toric code is that it requires implementing four-body interactions while suppressing two-body interactions. In superconducting circuits this can be done by coupling qubits with a dc-SQUID and driving the SQUID with an oscillating magnetic flux \cite{23}, see Fig. 2 for the circuit.

The four qubits participating in the interaction all have different transition frequencies, $\omega_j$, $j \in \{1, 2, 3, 4\}$. By modulating the flux through the SQUID at a frequency $\omega_d = \omega_1 + \omega_2 + \omega_3 + \omega_4$, we drive the four-body interaction $a_1^\dagger a_2^\dagger a_3^\dagger a_4$, where $a_j^\dagger$ creates an excitation on the $j$th qubit.

More generally, for any four-body interaction $\prod_{j=1}^4 b_j$, $b_j \in \{a_j, a_j^\dagger\}$ can be implemented by some choice of drive frequency $\omega_d = \sum_{j=1}^4 s_j \omega_j$, $s_j = \pm 1$. Thus, by carefully selecting the driving frequency we are able to implement arbitrary four-body interactions, while unwanted two-body interactions arising from the drive can be made negligible by choosing the differences between transition frequencies to be much larger than the relevant coupling strength. Periodic driving of a coupling element at frequencies comparable to qubit transition frequencies has already been demonstrated \cite{25,26}, and realising the minimal toric code on 8 qubits in this setup is within current experimental capabilities.

The idea of periodically driving a system in order to qualitatively alter its long-time dynamics is formalized and generalized in the framework of Floquet engineering \cite{27}. While the CQED architecture allows the construction of near-arbitrary lattices, applying techniques of Floquet engineering in this context allows for the implementation of arbitrary spin-spin interactions \cite{28}. As a demonstration of the power of this method, it was shown that Floquet engineering in superconducting circuits can simulate the Kitaev honeycomb model, and that spin-spin couplings along different axes can be tuned independently so that both the Abelian and the non-Abelian phase can be explored \cite{29}.

Fine control over not only the magnitude, but also the complex phase of photon hopping offers the possibility of engineering synthetic magnetic fields. When simulating quantum lattice models with a magnetic field on a classical computer, one typical uses a technique known as Peierl’s substitution \cite{30}, whereby one adds a complex phase to the hopping terms such that the sum of phases around a plaquette of the lattice is equal to the magnetic flux through that plaquette. In AQS, we can use this same technique by physically controlling the photon tunnelling phase, causing photons to behave like charged particles in a magnetic field \cite{31,32}. Alternatively, magnetic fields can be synthesized by breaking time-reversal symmetry, which can be achieved by on-chip circulators \cite{33,34}. Exactly analogous to the topological phases that have been observed in solid state systems under magnetic fields, synthetic magnetic fields in superconducting circuits allow the engineering of topological photonics \cite{35}, so that topologically non-trivial materials can be simulated by a photonic device.

Superconducting circuits can thus be used to engineer a large variety of effective Hamiltonians. Yet, they differ strongly from other platforms such as ultra-cold atoms \cite{34} in the way they are affected by dissipation. This aspect need not only be an imperfection, but also gives rise to very intriguing scenarios as we discuss next.

**Driven-Dissipative Regimes**

As the elementary excitations in superconducting circuits are photons, quantum simulators using this technology are inevitably affected of photon losses. Photons decay out of their cavities, and need to be continually
re-injected by an external drive. This means that superconducting circuit lattices are naturally studied from the perspective of non-equilibrium driven-dissipative systems. For interactions to be significant their coupling needs to be stronger than the photon decay rates, and equilibration is difficult, if not impossible to achieve. While this may seem a hindrance at first, it has been turned into a strength of photonic approaches to AQS, as it opens up the possibility of exploring the realm of driven-dissipative dynamics and allows us to study quantum phases and phase transitions that are unique to far-from-equilibrium systems \[15\]. Dissipative phase transitions were initially observed in two coupled microwave resonators \[99\], and more recently in a chain of 72 superconducting cavities coupled via transmons \[37\]. However, such far-from-equilibrium systems have only recently begun to be understood, and present many challenges both theoretically and practically. Given that the purpose of quantum simulation is to study systems which are difficult to simulate classically or about which we have limited information experimentally, far-from-equilibrium systems are excellent targets for AQS.

An important early step in establishing this was to demonstrate that photon crystallization can occur even in a driven-dissipative system \[38\]. A more detailed analysis revealed that the phase diagram for a coupled cavity array can be incredibly rich, even for the simple case where cavities are coupled by static transmons, where uniquely nonequilibrium phases appear in between photon crystallization and delocalization \[10\].

We can even design lattices where nearest-neighbour repulsion is stronger than on-site repulsion (i.e., cross-Kerr non-linearity exceeds on-site Kerr non-linearity) \[16, 39\]. This gives rise to a phase which displays both global coherent phase oscillations and checkerboard ordering of photon density, implying a nonequilibrium supersonic \[16\], see Fig. 3. Proof-of-principle experiments have been conducted in two-site systems; \[17\], a circuit of two superconducting resonators coupled by a SQUID, which acts as a nonlinear coupler mediating on-site and cross-Kerr interactions, as well as linear hopping between the two cavities which can be tuned \textit{in situ} via static and oscillating external magnetic fields. In that experiment a crossover between a delocalized and an ordered phase was observed as the linear hopping rate was tuned, see Fig. 4. At small hopping and low drive, the system exhibits anti-bunched photon statistics, which is interpreted as a finite-system equivalent of spontaneous symmetry breaking and photon crystallization. This suggests that phase transitions of light will be observable in larger superconducting circuit lattices.

The versatility of superconducting circuits allows the engineering not only of lattice systems, but also continuous, spatially-extended systems, such as nonlinear waveguides. In CQED, waveguides commonly take the form of superconducting coplanar waveguide resonators (CWR). By taking a CWR and interrupting it periodi-
cally with Josephson junctions, we can engineer strong photon-photon interactions \[^{10}\]. When a single mode is driven with strength \(\Omega\), this system displays novel synchronization behaviour, where all modes are suppressed at low drive \(|\Omega| < \Omega^*\), but there is a sudden synchronized switch-on at some threshold drive \(\Omega^*\) that leads to large occupancies of all modes at once.

An issue arising from the driven-dissipative nature of photonic systems is the difficulty of engineering a chemical potential for photons. Photon number is typically not a conserved quantity in experiments, and furthermore photon trapping times may be similar to or even significantly less than equilibration time. Consequently, there is no well-defined notion of a “chemical potential” in photonic systems. This remains an open question for all forms of AQS based on photons \[^{11}\].

Nonetheless, the driven-dissipative nature of superconducting circuits does not rule out the possibility of using such devices as AQSs of equilibrium phases of matter. In a non-equilibrium setting, dissipation can be used to stabilize phases originally observed in equilibrium systems. For example, a recent experiment has shown a Mott insulating phase in eight coupled transmon qubits that was stabilized by dissipation \[^{22}\].

Having discussed some of the major achievements of superconducting quantum simulation to date, let us now look to what we can expect from the future, and what further avenues of research might prove most fruitful.

Previous experiments in AQS with superconducting circuits have focused on devices with very few lattice sites, or on none-dimensional chains. However, these are systems which can be studied using classical numerical techniques, and can only serve as proof-of-concept experiments. To truly unleash the power of quantum simulation, we need to expand our efforts to larger systems, including two- (and possibly three-) dimensional lattices. This is difficult, partly because experiments are restricted to planar circuits, due to the physical limitations of on-chip design. However, elements such as air-bridges \[^{13, 14}\] or layered devices can allow us to overcome this restriction and implement non-planar designs. Periodic boundary conditions for an effectively 3D array have been realised in linear superconducting circuits \[^{15, 16}\], allowing the simulation of bulk systems in a finite device. Currently lattice design in superconducting circuits is quite flexible, but the implementation of non-planar circuits promises to allow the construction of near-arbitrary lattices.

In fact, the flexibility of superconducting circuits means that it should be possible not only to simulate arbitrary two-dimensional Euclidean geometries, but also curved spaces. This is because, although the circuit is confined to a Euclidean plane, the simulated physics depends only on the geometry implied by the circuit topology and coupling strengths. If a lattice in a curved geometry can be projected onto a Euclidean plane, then that curved geometry can be simulated in a planar circuit. Proof-of-concept experiments have already been performed on small hyperbolic lattices \[^{17}\].

As with all applications involving superconducting qubits, quantum simulators are limited by the quality of the qubits themselves. While circuit fabrication technology has improved greatly over the years, complications such as two level system (TLS) defects in the junctions and unwanted variation in the junction parameters unavoidably introduce decoherence and disorder respectively. As our understanding of the microscopic details of the fabrication process becomes more advanced, it may become possible to remove or at least reduce these problems \[^{48}\].

**DIGITAL QUANTUM SIMULATION**

If the ultimate goal is to produce a product of broad utility, then we had best consider the flexibility of our designs. While AQSs are highly tunable and controllable, in general we expect each circuit to be capable of simulating only a single Hamiltonian or a relatively small class of Hamiltonians (albeit in many different regions of parameter space). To study a different model system, an entirely new circuit would have to be fabricated. DQS, on the other hand, can be made to be programmable, such that a single device can simulate any system. This approach has now become increasingly feasible as the execution of circuits with significant numbers of quantum gates on more than 50 qubits have been demonstrated \[^{49}\].

Important milestones in DQS on superconducting circuits have included showing experimentally that a superconducting circuit can be used to simulate lattices of spins \[^{50}\] and fermions \[^{51}\] – both important models in condensed matter physics and both of potential interest to industry. However, current DQS devices still fall short of the accuracy and scalability that will be necessary for DQS to outcompete classical computational methods \[^{52}\].

DQS also benefits from sharing an architecture with universal quantum computation. Thus improvements in quantum computing technology with the aim of, say, implementing Shor’s factoring algorithm \[^{53}\] or efficiently performing linear algebra subroutines \[^{54}\] will also benefit DQS. General efforts towards scalable, fault-tolerant quantum computing will improve DQS almost as an afterthought.

Additionally, DQS is inherently less platform-dependent than analogue simulation, and therefore there is nothing which fundamentally prevents protocols developed for superconducting qubits from being applied on other quantum simulation architectures such as e.g. trapped ions \[^{55}\].

However, at least at present, the accuracy of DQS is limited by so-called “Trotter errors” \[^{56}\]. To simulate evolution under a Hamiltonian containing many terms, DQS makes use of the Trotter-Suzuki formula to approximately separate the total evolution into a sequence of
evolutions under each term independently. This allows the evolution to be implemented as a series of quantum gates, at the cost of some error – the Trotter error – arising from the Trotter-Suzuki formula \[57, 58\]. The Trotter error can be made smaller by increasing the number of independent evolutions in the sequence, but this increases the number of gates needed to perform the simulation. On current and near-term hardware, gates are inherently noisy and each have some finite error of their own. So that while increasing the number of gates reduces Trotter error, it compounds errors arising from imperfect gates, which quickly leads to unreliable results.

DQS can not only be applied to simulating the time evolution generated by a specific Hamiltonian, but can also be extended to finding gate sequences that prepare the ground state of a target Hamiltonian in a variational quantum algorithm \[52\]. Particularly in the commencing era of “Noisy Intermediate Scale Quantum” (NISQ) computing \[59\], such variational quantum algorithms are promising early applications of quantum computers. These are hybrid algorithms that execute a moderate size gate sequence on a quantum chip and optimize the parameters that this gate sequence depends on via a classical optimizer that runs on a classical computer. These algorithms are robust against the imperfections of current quantum computers as the required gate sequences remain relatively short but are run many times so that errors can be mitigated using statistical techniques.

This concept has already been successfully applied in several platforms, including superconducting circuits \[60-62\]. It remains an open whether quantum variational algorithms are robust against the imperfections of classical optimizer that runs on a classical computer. These experiments that this gate sequence depends on via a classical optimizer that runs on a classical computer. These algorithms are robust against the imperfections of current quantum computers as the required gate sequences remain relatively short but are run many times so that errors can be mitigated using statistical techniques.

In the coming years we expect digital approaches to quantum simulations which can run on near-term quantum hardware to be the most important research direction for superconducting circuit-based devices. This endeavor goes hand in hand with applications of quantum computers in material science and quantum chemistry, which is expected to be the area where the first big impact of quantum computing will be seen. One of the most exciting scientific questions for the coming years is therefore whether digital quantum simulation will allow us to answer a scientific question that we haven’t been able to answer using classical computing architectures.

ACKNOWLEDGEMENTS

This work has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No 828826 “Quromorphic”

[1] Y. Kuramoto, Quantum Many-Body Physics (Springer Japan, 2020).
[2] R. P. Feynman, International Journal of Theoretical Physics 21, 467 (1982).
[3] S. Lloyd, Science 273, 1073 (1996).
[4] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information, 10th ed. (Cambridge University Press, Cambridge, 2010).
[5] G. Wendin, “Quantum information processing with superconducting circuits: A review,” (2017).
[6] J. M. Martinis, M. H. Devoret, and J. Clarke, Nature Physics (2020). 10.1038/s41567-020-0829-5
[7] I. Carusotto, A. A. Houck, A. J. Koll, P. Roushan, D. I. Schuster, J. Simon, A. J. Kollár, P. Roushan, D. I. Schuster, and J. Simon, Nature Physics, 1 (2019).
[8] A. Blais, S. M. Girvin, and W. D. Oliver, Nature Physics (2020). 10.1038/s41567-020-0806-z
[9] M. Kjaergaard, M. E. Schwartz, J. Braumüller, P. Krantz, J. L-J. Wang, S. Gustavsson, and W. D. Oliver, Annual Review of Condensed Matter Physics 11, 369 (2020). arXiv:1905.13641
[10] P. Krantz, M. Kjaergaard, F. Yan, T. P. Orlando, S. Gustavsson, and W. D. Oliver, Applied Physics Reviews 6, 021318 (2019).
[11] J. Koch, T. M. Yu, J. Gambetta, A. H. Houck, D. I. Schuster, J. Majer, A. Blais, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf, Physical Review A 76, 42319 (2007).
[12] A. A. Houck, J. Koch, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf, Quantum Information Processing 8, 105 (2009).
[13] J. E. Mooij, T. P. Orlando, L. Levitov, and L. Tian, Science 285, 1036 (1999).
[14] F. Yan, S. Gustavsson, A. Kamal, J. Birenbaum, A. P. Sears, D. Hover, T. J. Gudmundsen, D. Rosenberg, G. Samach, S. Weber, J. L. Yoder, T. P. Orlando, J. Clarke, A. J. Kerman, and W. D. Oliver, Nature Communications 7, 12964 (2016).
[15] L. Neumeier, M. Leib, and M. J. Hartmann, Physical Review Letters 111, 063601 (2013) arXiv:1211.7215
[16] J. Jin, D. Rossini, R. Fazio, M. Leib, and M. J. Hartmann, Physical Review Letters 110, 163605 (2013).
[17] M. C. Collodo, A. Potočnik, S. Gasparinetti, J. C. Besse, M. Pechal, M. Sameti, M. J. Hartmann, A. Wallraff, and C. Eichler, Physical Review Letters 122, 183601 (2019).
[18] M. P. A. Fisher, P. B. Weichman, G. Grinstein, and D. S. Fisher, Physical Review B 40, 546 (1989).
E. Lucero, A. Megrant, J. Y. Mutus, M. Neeley, C. Neill, C. Quintana, D. Sank, A. Vainsencher, J. Wenner, T. C. White, P. V. Coveney, P. J. Love, H. Neven, A. Aspuru-Guzik, and J. M. Martinis, Physical Review X 6, 031007 (2016).

[61] A. Kandala, A. Mezzacapo, K. Temme, M. Takita, M. Brink, J. M. Chow, and J. M. Gambetta, Nature 549, 242 (2017).

[62] C. Kokail, C. Maier, R. V. Bijnen, T. Brydges, and M. K. Joshi, Nature 569, 355 (2019).