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Abstract. We present inequalities related to generalized matrix function for positive semidefinite block matrices. We introduce partial generalized matrix functions corresponding to partial traces, and then provide a unified extension of the recent inequalities due to Lin [Electron. J. Linear Algebra 27 (2014) 821–826], Zhang et al. [Linear Algebra Appl. 498 (2016) 99–105] and [Electron. J. Linear Algebra 27 (2014) 332–341] and a result of Choi [Linear Algebra Appl. 532 (2017) 1–7]. Moreover, we demonstrate the application of a positive semidefinite 3×3 block matrix, which motivates us to give alternative proofs of Dragomir’s inequality and Krein’s inequality.

1. Introduction

Let $G$ be a subgraph of the symmetric group $S_n$ on $n$ letters and let $\chi$ be an irreducible character of $G$. For any $n \times n$ complex matrix $A = (a_{ij})$, the generalized matrix function of $A$ (also known as immanant) afforded by $G$ and $\chi$ is defined by

$$d^G_\chi(A) := \sum_{\sigma \in G} \chi(\sigma) \prod_{i=1}^{n} a_{\sigma(i)}.$$ 

Some specific subgroups $G$ and characters $\chi$ lead to some well-known functionals on the matrix space. For example, if $G = S_n$ and $\chi$ is the signum function with value $\pm 1$, then the generalized matrix function becomes the usual matrix determinant. Moreover, by setting $\chi(\sigma) \equiv 1$ for each $\sigma \in G = S_n$, we get the permanent of the matrix. In addition, setting $G = \{e\} \subset S_n$ defines the product of the main diagonal entries of the matrix (also known as the Hadamard matrix function).

Let $A$ and $B$ be $n \times n$ positive semidefinite matrices. It is easy to prove by simultaneous diagonalization argument that

$$\det(A + B) \geq \det(A) + \det(B).$$  (1)
There are many extensions and generalizations of (1) in the literature; see, e.g., [2][3][14][19]. For instance, the following remarkable extension is known (see [17] p. 228), it states that
\[
d^G_x(A + B) \geq d^G_x(A) + d^G_x(B). \tag{2}
\]

Recently, Paksoy, Turkmen and Zhang [19] provided a natural generalization of (2) for triple matrices by embedding the vectors of Gram matrices into a “sufficiently large” inner product space and using the properties of tensor products. More precisely, they proved for positive semidefinite matrices \(A, B\) and \(C\) that
\[
d^G_x(A + B + C) + d^G_x(C) \geq d^G_x(A + C) + d^G_x(B + C). \tag{3}
\]

Their approach to establish (3) is algebraic as well as combinatorial. Soon after, Chang, Paksoy and Zhang [4, Theorem 3] (Berndt and Sra [2] independently) presented a further improvement of (3) by considering the tensor products of operators as words on certain alphabets, which states that
\[
d^G_x(A + B + C) + d^G_x(A) + d^G_x(B) + d^G_x(C) \\
\geq d^G_x(A + B) + d^G_x(A + C) + d^G_x(B + C). \tag{4}
\]

Indeed, (4) is an improvement on (3) because
\[
d^G_x(A + B + C) + d^G_x(C) - (d^G_x(A + C) + d^G_x(B + C)) \\
\geq d^G_x(A + B) - d^G_x(A) - d^G_x(B) \geq 0.
\]

Before starting our results, we review briefly the basic definition and notation of tensor product in Multilinear Algebra Theory [17]. The space of \(m \times n\) complex matrices is denoted by \(M_{m \times n}\). If \(m = n\), we use \(M_n\) instead of \(M_{m \times n}\). If \(n = 1\), we use \(\mathbb{C}^m\) instead of \(M_{m \times 1}\). The identity matrix of \(M_n\) is denoted by \(I_n\), or simply by \(I\) if no confusion is possible. We use \(M_m(M_n)\) for the set of \(m \times m\) block matrices with each block in \(M_n\). Let \(X \otimes Y\) denote the Kronecker product of \(X\) and \(Y\). For two Hermitian matrices \(A\) and \(B\) of the same size, \(A \geq B\) means \(A - B \geq 0\).

Let \(V\) be an \(n\)-dimensional Hilbert space and \(\otimes^n V\) be the tensor product space of \(n\) copies of \(V\). Let \(G\) be a subgroup of the symmetric group \(S_n\) and \(\chi\) be an irreducible character of \(G\). The symmetrizer induced by \(\chi\) on the tensor product space \(\otimes^n V\) is defined by its action
\[
S(v_1 \otimes \cdots \otimes v_n) := \frac{1}{|G|} \sum_{\sigma \in G} \chi(\sigma)v_{\sigma^{-1}(1)} \otimes \cdots \otimes v_{\sigma^{-1}(n)}. \tag{5}
\]

All elements of the form (5) span a vector space, denoted by \(V^n_x(G) \subset \otimes^n V\), which is the space of the symmetry class of tensors associated with \(G\) and \(\chi\) (see [17] p. 154, 235]). It is easy to verify that \(V^n_x(G)\) is an invariant subspace of \(\otimes^n V\). For a linear operator \(A\) on \(V\), the induced operator \(K(A)\)
of $A$ with respect to $G$ and $\chi$ is defined to be $K(A) = (\otimes^n A) \big|_{V^n_\chi(G)}$, the restriction of $\otimes^n A$ on $V^n_\chi(G)$.

The induced operator $K(A)$ is closely related to generalized matrix function. Let $e_1, e_2, \ldots, e_n$ be an orthonormal basis of $V$ and $P$ be a matrix representation of the linear operator $A$ on $V$ with respect to the basis $e_1, \ldots, e_n$. Then

$$d_G^\chi(P^T) = \frac{|G|}{\deg(\chi)} \langle K(A)e^*, e^* \rangle,$$

where $\deg(\chi)$ is the degree of $\chi$ and $e^* := e_1 * e_2 * \cdots * e_n$ is the decomposable symmetrized tensor of $e_1, \ldots, e_n$ (see [17, p. 227, 155]).

In this paper, we first extend the above-cited results (2), (3) and (4) to positive semidefinite block matrices in Section 2, and then we obtain some inequalities related to determinant and permanent as byproducts. In Section 3, we investigate the applications of a positive semidefinite $3 \times 3$ block matrix and provide an alternative proof of Dragomir’s inequality. In Section 4, we present a simple proof of Krein’s inequality and other triangle inequalities.

2. Partial Generalized Matrix Functions

Now we introduce the definition of partial traces. Partial trace becomes a popular topic recently and it has various applications in Quantum Information Theory [20, p. 12]. Given $A \in M_m(M_n)$, the first partial trace (map) $A \mapsto \text{tr}_1 A \in M_n$ is defined as the adjoint map of the imbedding map $X \mapsto I_m \otimes X \in M_m \otimes M_n$. Correspondingly, the second partial trace (map) $A \mapsto \text{tr}_2 A \in M_m$ is defined as the adjoint map of the imbedding map $Y \mapsto Y \otimes I_n \in M_m \otimes M_n$. Therefore, we have

$$\langle I_m \otimes X, A \rangle = \langle X, \text{tr}_1 A \rangle, \quad \forall X \in M_n,$$

and

$$\langle Y \otimes I_n, A \rangle = \langle Y, \text{tr}_2 A \rangle, \quad \forall Y \in M_m.$$ 

Assume that $A = [A_{ij}]^{m}_{i,j=1}$ with $A_{ij} \in M_n$, then the visualized forms of the partial traces are actually given in [1] Proposition 4.3.10 as

$$\text{tr}_1 A = \sum_{i=1}^m A_{ii}, \quad \text{tr}_2 A = [\text{tr} A_{ij}]^{m}_{i,j=1}.$$ 

Motivated by the definition of partial traces, we now define the partial generalized matrix function by

$$(d_G^\chi)_2 A = [d_G^\chi(A_{ij})]^{m}_{i,j=1} \in M_m.$$ 

Suppose that $A_{ij} = [a_{rs}]^{n}_{r,s=1}$, we next define $B_{rs} := [a_{rs}]^{m}_{i,j=1}$ and

$$(d_G^\chi)_1 A = [d_G^\chi(B_{rs})]^{n}_{r,s=1} \in M_n.$$ 

Furthermore, we denote by $\bar{A} = [B_{rs}]^{m}_{r,s=1}$, then we can easily see that

$$(d_G^\chi)_1 A = (d_G^\chi)_2 \bar{A} \text{ and } \bar{A} = A.$$ 

Additionally, $\bar{A}$ and $A$ are unitarily similar;
see, e.g., [5, Theorem 7]. We remark here that the motivation of the definition of partial generalized matrix function also grew out of that of the partial determinants [5].

Let \( A = [A_{ij}]_{i,j=1}^m \in \mathbb{M}_m(\mathbb{M}_n) \) be a positive semidefinite block matrix. It is well-known that \( \text{tr}_1A \in \mathbb{M}_m \) is positive semidefinite. Moreover, both \( \text{tr}_2A = [\text{tr}_A A_{ij}]_{i,j=1}^m \) and \( \det_2A = [\det_2 A_{ij}]_{i,j=1}^m \) are also positive semidefinite; see [24, p. 221, 237]. Whereafter, Zhang [25, Theorem 3.1] extends the positivity to generalized matrix function via the generalized Cauchy-Binet formula, i.e., the matrix \( \left[d_x^G(A_{ij})\right]_{i,j=1}^m \) is positive semidefinite.

It is interesting that Lin and Sra [16] proved for \( A, B \geq 0 \),

\[
\det_2(A + B) \geq \det_2A + \det_2B. \tag{7}
\]

In [5, Corollary 9], an analogous result corresponding to the first partial determinant is also proved, it states that

\[
\det_1(A + B) \geq \det_1A + \det_1B. \tag{8}
\]

The following lemma plays an important role in the proof of our extension (Theorem 2.3), and it also can be found as a special case in [4] and [2]. We here provide a proof for the sake of completeness.

**Lemma 2.1.** Let \( A, B, C \) be positive semidefinite matrices of same size. Then for every positive integer \( r \), we have

\[
\otimes^r (A + B + C) + \otimes^r A + \otimes^r B + \otimes^r C \\
\geq \otimes^r (A + B) + \otimes^r (A + C) + \otimes^r (B + C). \tag{9}
\]

**Proof.** The proof is by induction on \( r \). The base case \( r = 1 \) holds with equality, and the case \( r = 2 \) is easy to verify. Assume therefore (9) holds for some \( r = m \geq 2 \), that is

\[
\otimes^m (A + B + C) + \otimes^m A + \otimes^m B + \otimes^m C \\
\geq \otimes^m (A + B) + \otimes^m (A + C) + \otimes^m (B + C).
\]

For \( r = m + 1 \), we have

\[
\otimes^{m+1} (A + B + C) \\
= (\otimes^m (A + B + C)) \otimes (A + B + C) \\
\geq (\otimes^m (A + B) + \otimes^m (A + C) + \otimes^m (B + C) - \otimes^m A - \otimes^m B - \otimes^m C) \\
\otimes (A + B + C) \\
= \otimes^{m+1} (A + B) + \otimes^{m+1} (A + C) + \otimes^{m+1} (B + C) \\
- \otimes^{m+1} A - \otimes^{m+1} B - \otimes^{m+1} C \\
+ (\otimes^m (A + B)) \otimes C + (\otimes^m (A + C)) \otimes B + (\otimes^m (B + C)) \otimes A \\
- (\otimes^m A) \otimes (B + C) - (\otimes^m B) \otimes (A + C) - (\otimes^m C) \otimes (A + B).
\]
Corollary 2.4. The required result (11) follows by combining (6).

Thus, the desired inequality holds. □

Lemma 2.2. (p. 93) Let $A_{ij} \in M_m(M_n)$. Then $[\otimes^r A_{ij}]^m_{i,j=1}$ is a principal submatrix of $\otimes^r A$ for every positive integer $r$.

We now present a unified extension of (4), (7) and (8).

Theorem 2.3. Let $A, B, C \in M_m(M_n)$ be positive semidefinite. Then

\[
\begin{align*}
(d^G_1) (A + B + C) + (d^G_1) A + (d^G_1) B + (d^G_1) C \\
geq (d^G_1) (A + B) + (d^G_1) (A + C) + (d^G_1) (B + C),
\end{align*}
\]

(10)

and

\[
\begin{align*}
(d^G_2) (A + B + C) + (d^G_2) A + (d^G_2) B + (d^G_2) C \\
geq (d^G_2) (A + B) + (d^G_2) (A + C) + (d^G_2) (B + C).
\end{align*}
\]

(11)

Proof. We only prove (11) since (10) can be proved by exchanging the role of $A$ and $B$. By Lemma 2.1, we have

\[
\begin{align*}
\otimes^r (A + B + C) + \otimes^r A + \otimes^r B + \otimes^r C \\
geq \otimes^r (A + B) + \otimes^r (A + C) + \otimes^r (B + C).
\end{align*}
\]

By Lemma 2.2 it follows that

\[
\begin{align*}
[\otimes^r (A_{ij} + B_{ij} + C_{ij})]_{i,j=1}^m + [\otimes^r A_{ij}]_{i,j=1}^m + [\otimes^r B_{ij}]_{i,j=1}^m + [\otimes^r C_{ij}]_{i,j=1}^m \\
geq [\otimes^r (A_{ij} + B_{ij})]_{i,j=1}^m + [\otimes^r (A_{ij} + C_{ij})]_{i,j=1}^m + [\otimes^r (B_{ij} + C_{ij})]_{i,j=1}^m.
\end{align*}
\]

By restricting above inequality to the symmetry class $V^G(V)$, we get

\[
\begin{align*}
[K(A_{ij} + B_{ij} + C_{ij})]_{i,j=1}^m + [K(A_{ij})]_{i,j=1}^m + [K(B_{ij})]_{i,j=1}^m + [K(C_{ij})]_{i,j=1}^m \\
geq [K(A_{ij} + B_{ij})]_{i,j=1}^m + [K(A_{ij} + C_{ij})]_{i,j=1}^m + [K(B_{ij} + C_{ij})]_{i,j=1}^m.
\end{align*}
\]

The required result (11) follows by combining (9). □

Corollary 2.4. Let $A, B, C \in M_m(M_n)$ be positive semidefinite. Then

\[
\begin{align*}
det_1 (A + B + C) + det_1 A + det_1 B + det_1 C \\
geq det_1 (A + B) + det_1 (A + C) + det_1 (B + C),
\end{align*}
\]
and
\[ \det_2(A + B + C) + \det_2 A + \det_2 B + \det_2 C \geq \det_2(A + B) + \det_2(A + C) + \det_2(B + C). \]

Proof. We set \( G = S_n \), the symmetric group and specify \( \chi = \text{sign} \), the signum function, then Theorem 2.3 yields the desired inequalities. \( \square \)

Remark. Corollary 2.4 is a unified extension of a large number of determinantal inequalities. In particular, by setting \( m = 1 \), we can get
\[ \det(A + B + C) + \det A + \det B + \det C \geq \det(A + B) + \det(A + C) + \det(B + C). \]
Therefore, we can obtain
\[ \det(A + B + C) + \det C \geq \det(A + C) + \det(B + C). \]
These two inequalities are well-known, the first one is the main result in [14] and the second can be found in [24, p. 215, Problem 36]. On the other hand, Corollary 2.4 also implies the following result
\[ \det_2(A + B + C) + \det_2 C \geq \det_2(A + C) + \det_2(B + C), \]
and
\[ \det_2(A + B) \geq \det_2 A + \det_2 B, \]
which are generalizations of a recent result in [16].
Similarly, we can get some analogous inequalities for permanent.

Corollary 2.5. Let \( A, B, C \in \mathbb{M}_m(\mathbb{M}_n) \) be positive semidefinite. Then
\[ \text{per}_1(A + B + C) + \text{per}_1 A + \text{per}_1 B + \text{per}_1 C \geq \text{per}_1(A + B) + \text{per}_1(A + C) + \text{per}_1(B + C), \]
and
\[ \text{per}_2(A + B + C) + \text{per}_2 A + \det_2 B + \text{per}_2 C \geq \text{per}_2(A + B) + \text{per}_2(A + C) + \text{per}_2(B + C). \]

Proof. We set \( G = S_n \), the symmetric group and specify \( \chi(g) \equiv 1 \) for all \( g \in S_n \), then applying Theorem 2.3 leads to the required inequalities. \( \square \)

3. Positivity and Dragomir’s inequality

Recently, positive semidefinite \( 3 \times 3 \) block matrices are extensively studied, such a partition leads to versatile and elegant theoretical inequalities; see, e.g., [9, 10, 15] for related results. In particular, assume that \( X, Y, Z \) are matrices with appropriate size, then the block matrix
\[
\begin{bmatrix}
X^*X & X^*Y & X^*Z \\
Y^*X & Y^*Y & Y^*Z \\
Z^*X & Z^*Y & Z^*Z
\end{bmatrix}
\] (12)
is positive semidefinite. As stated in Section 2, it follows that the resulting matrices by taking determinant and trace entrywise are positive semidefinite. Different size of matrices in (12) will yield a large number of interesting
triangle inequalities; see [15, Theorem 2.1]. Particularly, let $X, Y, Z$ be column vectors in $\mathbb{C}^n$, say $u, v, w$. We write $\langle \cdot, \cdot \rangle$ for the standard inner product on $\mathbb{C}^n$, then it follows that

$$
\begin{bmatrix}
\text{Re} \langle u, u \rangle & \text{Re} \langle u, v \rangle & \text{Re} \langle u, w \rangle \\
\text{Re} \langle v, u \rangle & \text{Re} \langle v, v \rangle & \text{Re} \langle v, w \rangle \\
\text{Re} \langle w, u \rangle & \text{Re} \langle w, v \rangle & \text{Re} \langle w, w \rangle 
\end{bmatrix}
$$

is a positive semidefinite matrix. This matrix was widely studied in the literature; see [3, 13] for more details.

In this section, we first present two analogous result of (13) in Corollary 3.2 and Proposition 3.3. By applying Corollary 3.2, we then give a short proof of Dragomir’s inequality (Theorem 3.4). Next, we require the following lemma, which is an exercise in [1, p. 26]. We here provide a detailed proof for the convenience of readers.

**Lemma 3.1.** Let $A = [a_{ij}]$ be a $3 \times 3$ complex matrix and let $|A| = [|a_{ij}|]$ be the matrix obtained from $A$ by taking the absolute values of the entries of $A$. If $A$ is positive semidefinite, then $|A|$ is positive semidefinite.

**Proof.** We first note that the positivity of $A$ implies all diagonal entries of $A$ are nonnegative. If a diagonal entry of $A$ is zero, as $A$ is positive semidefinite, then the entire row entries and column entries of $A$ are zero and it is obvious that the positivity of $\begin{bmatrix} a & c \\ c & b \end{bmatrix}$ implies the positivity of $\begin{bmatrix} |a| & |c| \\ |c| & |b| \end{bmatrix}$.

Without loss of generality, we may assume that $a_{ii} > 0$ for $i = 1, 2, 3$. Let $D = \text{diag}\{a_{11}^{-1/2}, a_{22}^{-1/2}, a_{33}^{-1/2}\}$ and observe that $D^*|A|D = |D^*AD|$. By scaling, we further assume that

$$
A = \begin{bmatrix}
1 & a & b \\
\overline{a} & 1 & c \\
b & \overline{c} & 1
\end{bmatrix}.
$$

Recall that $X \geq 0$ means $X$ is positive semidefinite. Our goal is to prove

$$
\begin{bmatrix}
1 & a & b \\
\overline{a} & 1 & c \\
b & \overline{c} & 1
\end{bmatrix} \geq 0 \Rightarrow \begin{bmatrix}
|a| & |b| \\
|\overline{a}| & 1 & |c| \\
|b| & |\overline{c}| & 1
\end{bmatrix} \geq 0.
$$

Assume that $a = |a|e^{i\alpha}$ and $b = |b|e^{i\beta}$, and denote $Q = \text{diag}\{1, e^{-i\alpha}, e^{-i\beta}\}$. By a direct computation, we obtain

$$
Q^*AQ = \begin{bmatrix}
1 & |a| & |b| \\
|a| & 1 & ce^{i(\alpha-\beta)} \\
|b| & ce^{i(\beta-\alpha)} & 1
\end{bmatrix}.
$$

Since $A \geq 0$, taking the determinant of $Q^*AQ$ gives

$$
1 + |a||b| \left( ce^{i(\alpha-\beta)} + \overline{c}e^{i(\beta-\alpha)} \right) \geq |a|^2 + |b|^2 + |c|^2.
$$
Note that $2|c| \geq 2 \Re \left( c e^{i(\alpha - \beta)} \right) \geq \left( c e^{i(\alpha - \beta)} + ce^{i(\beta - \alpha)} \right)$, then

$$1 + 2|a||b||c| \geq |a|^2 + |b|^2 + |c|^2,$$

which is actually $\det |A| \geq 0$. Combining $1 - |a|^2 \geq 0$, that is, every principal minor of $|A|$ is nonnegative, then

$$\begin{bmatrix} 1 & |a| & |b| \\ |a| & 1 & |c| \\ |b| & |c| & 1 \end{bmatrix} \geq 0.$$

Thus, the desired statement (14) now follows. $\square$

**Remark.** We remark that the converse of Lemma 3.1 is not true and the statement also not hold for $4 \times 4$ case. For example, setting $B = \begin{bmatrix} 1 & -1 & -1 \\ -1 & 1 & -1 \\ -1 & -1 & 1 \end{bmatrix}$, $C = \begin{bmatrix} 10 & 3 & -2 & 1 \\ -3 & 10 & 0 & 9 \\ -2 & 0 & 10 & 4 \\ 1 & 9 & 4 & 10 \end{bmatrix}$.

We can easily check that both $|B|$ and $C$ are positive semidefinite. However, $B$ and $|C|$ are not positive semidefinite because $\det B = -4$ and $\det |C| = -364$.

**Corollary 3.2.** If $u, v$ and $w$ are vectors in an inner product space, then

$$\begin{bmatrix} |\langle u, u \rangle| & |\langle u, v \rangle| & |\langle u, w \rangle| \\ |\langle v, u \rangle| & |\langle v, v \rangle| & |\langle v, w \rangle| \\ |\langle w, u \rangle| & |\langle w, v \rangle| & |\langle w, w \rangle| \end{bmatrix}$$

is a positive semidefinite matrix.

**Proof.** By the positivity of Gram matrix and Lemma 3.1 $\square$

**Proposition 3.3.** If $u, v$ and $w$ are vectors in a Euclidean space such that $u + w = v$, then the following matrix is positive semidefinite.

$$\begin{bmatrix} \langle u, u \rangle & \langle u, v \rangle & -\langle u, w \rangle \\ \langle v, u \rangle & \langle v, v \rangle & \langle v, w \rangle \\ -\langle w, u \rangle & \langle w, v \rangle & \langle w, w \rangle \end{bmatrix}$$

**Proof.** We choose an orthonormal basis of $\text{Span}\{u, v, w\}$, then we may assume that $u, v$ and $w$ are vectors in $\mathbb{R}^3$ and form a triangle on a plane. We denote the angle of $u, v$ by $\alpha$, angle of $-u, w$ by $\beta$ and angle of $-w, -v$ by $\gamma$, respectively. Note that $\alpha + \beta + \gamma = \pi$, we next will prove that

$$\cos^2 \alpha + \cos^2 \beta + \cos^2 \gamma + 2 \cos \alpha \cos \beta \cos \gamma = 1.$$
Invoking the fact \( \cos^2 x = \frac{1 + \cos(2x)}{2} \) and \( \cos x + \cos y = 2 \cos \frac{x+y}{2} \cos \frac{x-y}{2} \), and combining with \( \cos(\alpha + \beta) = \cos(\pi - \gamma) = \cos \gamma \), we can obtain

\[
\cos^2 \alpha + \cos^2 \beta + \cos^2 \gamma = 1 + \frac{1}{2}(\cos 2\alpha + \cos 2\beta) + \cos^2 \gamma \\
= 1 + \cos(\alpha + \beta) \cos(\alpha - \beta) + \cos^2 \gamma \\
= 1 - \cos \gamma (\cos(\alpha - \beta) + \cos(\alpha + \beta)) \\
= 1 - \cos \gamma \cdot 2 \cos \alpha \cos \beta,
\]

By computing the principal minor, it follows that

\[ R := \begin{bmatrix}
1 & \cos \alpha & \cos \beta \\
\cos \alpha & 1 & \cos \gamma \\
\cos \beta & \cos \gamma & 1
\end{bmatrix} \]

is positive semidefinite. Setting \( S = \text{diag}\{\|u\|, \|v\|, \|w\|\} \). Thus \( S^T RS \) is positive semidefinite. This completes the proof. \( \square \)

In 1985, Dragomir [6] established the following remarkable inequality (15) related to inner product of three vectors, and presented some improvements of the celebrated Schwarz inequality in complex inner product spaces and provided numerous application for \( n \)-tuples of complex numbers; see, e.g., [7, p. 38] and [8] for more details. We here give an alternative proof from the perspective of matrix analysis by using Corollary 3.2.

**Theorem 3.4.** Let \( u, v \) and \( w \) be vectors in an inner product space. Then

\[
\left( \|u\|^2 \|w\|^2 - |\langle u, w \rangle|^2 \right) \left( \|w\|^2 \|v\|^2 - |\langle w, v \rangle|^2 \right) \\
\geq \left( |\langle u, w \rangle \langle w, v \rangle| - |\langle u, v \rangle \langle w, w \rangle| \right)^2.
\]

**Proof.** Without loss of generality, we may assume by scaling that \( u, v \) and \( w \) are unit vectors. The required inequality can be written as

\[
\left( 1 - |\langle u, w \rangle|^2 \right) \left( 1 - |\langle w, v \rangle|^2 \right) \geq \left( |\langle u, w \rangle \langle w, v \rangle| - |\langle u, v \rangle \langle w, w \rangle| \right)^2,
\]

which is equivalent to prove

\[
1 + 2 |\langle u, v \rangle| |\langle w, v \rangle| |\langle w, u \rangle| \geq |\langle u, v \rangle|^2 + |\langle v, w \rangle|^2 + |\langle w, u \rangle|^2.
\]

By Corollary 3.2 it follows that

\[
\begin{bmatrix}
1 & |\langle u, v \rangle| & |\langle u, w \rangle| \\
|\langle v, u \rangle| & 1 & |\langle v, w \rangle| \\
|\langle w, u \rangle| & |\langle v, w \rangle| & 1
\end{bmatrix}
\]

is positive semidefinite. Hence, the determinant of this matrix is nonnegative, which yields the required inequality (16). \( \square \)

**Remark.** When the block matrix \( \left[ A_{ij} \right]_{i,j=1}^m \) is positive semidefinite, we know in Section 2 that the \( m \times m \) matrix \( \left[ \det A_{ij} \right]_{i,j=1}^m \) is also positive semidefinite.
Invoking this fact, Zhang [25, Theorem 5.1] proved the following interesting inequality: If \( u, v \) and \( w \) are unit vectors in an inner product space, then
\[
1 + 2 \text{Re} \left( \langle u, v \rangle \langle v, w \rangle \langle w, u \rangle \right) \geq |\langle u, v \rangle|^2 + |\langle v, w \rangle|^2 + |\langle w, u \rangle|^2.
\]
(17)

Inequality (16) is weaker than (17). We remark here that (17) implies the following improvement of Theorem 3.4,
\[
\left( \|u\|^2 \|w\|^2 - |\langle u, w \rangle|^2 \right) \left( \|v\|^2 \|w\|^2 - |\langle w, v \rangle|^2 \right)
\geq |\langle u, w \rangle \langle w, v \rangle - \langle u, v \rangle \langle w, w \rangle|^2.
\]
(18)

This inequality is also proved by Dragomir in [6]. We leave the details for the interested reader. Theorem 3.4 motivates the author to consider the triangle inequalities in next Section 4.

4. SOME TRIANGLE INEQUALITIES

Let \( V \) be an inner product space with the inner product \( \langle \cdot, \cdot \rangle \) over the real number field \( \mathbb{R} \) or the complex number field \( \mathbb{C} \). For any two nonzero vectors \( u, v \) in \( V \), there are two different ways to define the angle between the vectors \( u \) and \( v \) in terms of the inner product. Namely,
\[
\Phi(u, v) = \arccos \frac{\text{Re} \langle u, v \rangle}{\|u\| \|v\|},
\]
and
\[
\Psi(u, v) = \arccos \frac{|\langle u, v \rangle|}{\|u\| \|v\|}.
\]

There are various reasons and advantages that the angles are defined in these ways. Both two definitions are frequently used in the literature; see, e.g., [3, 13, 18] for more recent results.

The angles \( \Phi \) and \( \Psi \) are closely related, but not equal unless \( \langle u, v \rangle \) is a nonnegative number. We can see that \( 0 \leq \Phi \leq \pi \) and \( 0 \leq \Psi \leq \pi/2 \), and \( \Phi(u, v) \geq \Psi(u, v) \) for all \( u, v \in V \), since \( \text{Re} \langle u, v \rangle \leq |\langle u, v \rangle| \) and \( f(x) = \arccos x \) is a decreasing function on \([-1, 1]\). Moreover, it is easy to verify that
\[
\Psi(u, v) = \min_{|p|=1} \Phi(pu, v) = \min_{|q|=1} \Phi(u, qv) = \min_{|p|=|q|=1} \Phi(pu, qv).
\]
(18)

There exist two well-known triangle inequalities for \( \Phi \) and \( \Psi \) in the literature, we will state it as the following Theorem 4.1.

**Theorem 4.1.** Let \( u, v \) and \( w \) be vectors in an inner product space. Then
\[
\Phi(u, v) \leq \Phi(u, w) + \Phi(w, v),
\]
(19)
\[
\Psi(u, v) \leq \Psi(u, w) + \Psi(w, v).
\]
(20)

The first inequality (19) is attributed to Krein who presented briefly the result without proof in [12], and proved first by Rao [21] and then in [11, p. 56], whose proof boils down to the positivity of the matrix (13). We remark that the case on real field for (19) can be seen in [24, p. 31].

For the second one, Lin [13] illustrated that (20) can be deduced from (19) because of the relation (18). Moreover, the positivity of the matrix in Corollary 3.2 also guarantees the triangle inequality (20). It is noteworthy that Theorem 3.4 also implies (20). Indeed, by (15), we have

\[
\left(\|u\|^2\|w\|^2 - |\langle u, w \rangle|^2\right)^{1/2} \geq |\langle u, w \rangle \langle w, v \rangle| - |\langle u, v \rangle \langle w, w \rangle|.
\]

By dividing with \(\|u\|\|v\|\|w\|^2\), we can obtain

\[
\frac{|\langle u, v \rangle|}{\|u\|\|v\|} \geq \frac{|\langle u, w \rangle|}{\|u\|\|w\|} \frac{|\langle w, v \rangle|}{\|w\|\|v\|} - \sqrt{1 - \frac{|\langle u, w \rangle|^2}{\|u\|^2\|w\|^2}} \sqrt{1 - \frac{|\langle w, v \rangle|^2}{\|w\|^2\|v\|^2}}.
\]

which is equivalent to

\[
\cos \Psi(u, v) \geq \cos \Psi(u, w) \cos \Psi(w, v) - \sin \Psi(u, w) \sin \Psi(w, v) = \cos(\Psi(u, w) + \Psi(w, v)).
\]

Thus, (20) follows by the decreasing property of cosine on \([0, \pi]\).

In this section, we present an intuitive proof of inequalities (19) and (20). Our method can be viewed as a further development of that in [24, p. 31], and allows us to provide some other angle inequalities.

**Proof of Theorem 4.1.** We here only prove (20) since (19) can be proved in a similar way. Because the desired inequality involves only three vectors \(u, v\) and \(w\), we may focus on the subspace spanned by \(u, v\) and \(w\), which has dimension at most 3. We may further choose an orthonormal basis (a unit vector in the case of dimension one) of this subspace \(\text{Span}\{u, v, w\}\).

Assume that \(u, v\) and \(w\) have coordinate vectors \(x, y\) and \(z\) under this basis, respectively. Then the desired inequality holds if and only if it holds for complex vectors \(x, y\) and \(z\) with the standard inner product

\[
\langle x, y \rangle = y_1x_1 + y_2x_2 + \cdots + y_nx_n.
\]

That is to say, our main goal is to show the following:

\[
\Psi(x, y) \leq \Psi(x, z) + \Psi(z, y), \quad \forall x, y, z \in \mathbb{C}^3. \tag{21}
\]

We next prove the inequality (21) in two steps. Suppose first that the inner product space is a Euclidean space (i.e., an inner product space over field \(\mathbb{R}\)). Then the problem is reduced to \(\mathbb{R}, \mathbb{R}^2\) or \(\mathbb{R}^3\) depending on whether the dimension of \(\text{Span}\{u, v, w\}\) is 1, 2 or 3, respectively. In this real case, one can draw a simple graph to get the result. If the inner product space is an unitary space (i.e., an inner product space over field \(\mathbb{C}\)), we need to apply some technical tricks. We observe that the desired inequality (21) is not changed if we replace \(x, y\) with \(\omega x, \delta y\) for any complex numbers \(\omega, \delta\) satisfying \(|\omega| = |\delta| = 1\). Therefore, we may assume further that both \(\langle x, z \rangle\)
and \( \langle z, y \rangle \) are real numbers. Let \( x = x_1 + ix_2, y = y_1 + iy_2 \) and \( z = z_1 + iz_2 \) for some vectors \( x_i, y_i, z_i \in \mathbb{R}^3 (i = 1, 2) \) and denote by
\[
X = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}, \quad Y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix}, \quad Z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix}.
\]
Note that \( X, Y, Z \in \mathbb{R}^6 \), then by the previous statement for Euclidean space, we can get
\[
\Psi(X, Y) \leq \Psi(X, Z) + \Psi(Z, Y). \tag{22}
\]
Since \( \langle x, z \rangle \) and \( \langle z, y \rangle \) are real numbers, we have
\[
\langle x, z \rangle = \text{Re} \langle x, z \rangle = z_1^T x_1 + z_2^T x_2 = \langle X, Z \rangle,
\]
\[
\langle z, y \rangle = \text{Re} \langle z, y \rangle = y_1^T z_1 + y_2^T z_2 = \langle Z, Y \rangle,
\]
\[
\langle x, y \rangle = y_1^T x_1 + y_2^T x_2 + i(y_1^T x_2 - y_2^T x_1).
\]
It is easy to see that \( \|x\| = \|X\|, \|y\| = \|Y\| \) and \( \|z\| = \|Z\| \). Thus,
\[
\Psi(x, z) = \Psi(X, Z), \quad \Psi(z, y) = \Psi(Z, Y). \tag{23}
\]
Since \( f(t) = \arccos(t) \) is a decreasing function on \([-1, 1]\), we get
\[
\Psi(x, y) = \arccos \left( \frac{\|x\| \|y\|}{\|x\| \|y\|} \right) \leq \frac{\|y_1^T x_1 + y_2^T x_2\|}{\|X\| \|Y\|} = \Psi(X, Y). \tag{24}
\]
Combining (22), (23) and (24), we can get the desired inequality (21). \( \square \)

Using the same idea and technique of the proof of Theorem 4.1, one could also get the following angle inequalities.

**Proposition 4.2.** Let \( u, v \) and \( w \) be vectors in an inner product space. Then
\[
|\Phi(u, v) - \Phi(v, w)| \leq \Phi(u, w) \leq \Phi(u, v) + \Phi(v, w),
\]
\[
0 \leq \Phi(u, v) + \Phi(v, w) + \Phi(w, u) \leq 2\pi.
\]
Moreover, the above inequalities hold for \( \Psi \).

To end this paper, we give an application of Proposition 4.2. The following elegant inequality is the main result in [22] and also can be found in [21, p. 195] and [13], it was derived as a tool in showing a trace inequality for complex unitary matrices. Of course, the line of proof provided here is different.

**Corollary 4.3.** Let \( u, v \) and \( w \) be vectors in an inner product space over \( \mathbb{C} \). Then
\[
\sqrt{1 - \frac{|\langle u, v \rangle|^2}{\|u\|^2 \|v\|^2}} \leq \sqrt{1 - \frac{|\langle u, w \rangle|^2}{\|u\|^2 \|w\|^2}} + \sqrt{1 - \frac{|\langle w, v \rangle|^2}{\|w\|^2 \|v\|^2}}.
\]
Moreover, the inequality also holds if we replace \(|\cdot|\) with \( \text{Re}(\cdot) \).
Proof. For brevity, we denote $\alpha, \beta, \gamma$ by the angles $\Psi(u, v), \Psi(u, w), \Psi(w, v)$ or $\Phi(u, v), \Phi(u, w), \Phi(w, v)$, respectively. By Proposition 4.2, we have

$$0 \leq \frac{\alpha}{2} \leq \frac{\beta + \gamma}{2} \leq \pi - \frac{\alpha}{2}, \quad 0 \leq \frac{|\beta - \gamma|}{2} \leq \frac{\alpha}{2} \leq \frac{\pi}{2}$$

Then

$$0 \leq \sin \frac{\alpha}{2} \leq \sin \frac{\beta + \gamma}{2}, \quad 0 \leq \cos \frac{\alpha}{2} \leq \cos \frac{\beta - \gamma}{2}.$$

The required inequality can be written

$$\sin \alpha \leq 2 \sin \frac{\beta + \gamma}{2} \cos \frac{\beta - \gamma}{2} = \sin \beta + \sin \gamma.$$

This completes the proof. \qed
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