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Abstract. PID controller is one of the most widely used control elements in the industry. Over history, people have implemented the PID controller mechanically with pneumatical components, electronically in circuits, or digitally using DSP. However, the pure mechanical realization of PID controllers is rarely studied. This paper presents an analog PID controller based on mechanical computation components, including a mechanical integrator, a mechanical differentiator, mechanical constant multipliers, and a mechanical adder. In this work, those parts are studied respectively with CAE modeling and mathematical derivation. A novel design of mechanical differentiator is also introduced to conduct the calculation of the differential part on the PID controller. This work explores the theoretical possibility of a new form of PID controller realization, that is, applying the method of mechanical analog computation to the implementation of a PID controller.
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1. Introduction

1.1 PID controller background:

The proportional-integral-derivative (PID) controller is one of the most important controllers in various industries owing to its simplicity and robustness adequate for most real-world applications. In history, the realization of PID controllers has evolved through the stages of mechanical (or pneumatical), electrical, and digital [1]. Both the mechanical and electrical PID controllers are considered analog controllers, while the digital controllers are discrete controllers. Analog PID controllers are generally realized by constructing physical mechanisms, including pneumatics, thermo-mechanics, electronic circuit, etc., to obtain desired outputs [2]–[4]. In contrast, digital PID controllers are implemented using discrete computer algorithms that calculate the controller output digitally in a microprocessor [5].

1.2 Analog computer background:

Instead of obtaining output from analog mechanisms or calculating output digitally, it is also possible to create an analog PID controller with analog calculation, which can be implemented with an analog computer. The analog computer capable of solving linear differential equations was first introduced by Sir William Thomson (Lord Kelvin) in 1876, followed by his brother Professor James Thomson’s invention of the ball-and-disk integrator [6], [7]. The mechanical analog computer calculates the solution of differential equations by feeding the output from series integrations back to the input. The latter mechanical analog computer follows a similar structure to Lord Kelvin’s design. One of the notable mechanical analog computers is the differential analyzer built by V. Bush at MIT in 1931 [8], [9]. In this design, Gonnella-wheel-and-disk integrators with torque amplifiers were implemented, which improves the accuracy of calculation [8]. The completion of the differential analyzer provides a new mean to solve complex differential equations for scientists and engineers, which stimulates a surge in building mechanical differential analyzer in universities around the world [9]. With the invention of operational amplifiers, electronic analog computers were built in the 1940s in a similar pattern that Lord Kelvin introduced in 1876 [10]. Note that electronic circuits with resistors, capacitors, and inductors (RLC circuits) can also be used to simulate dynamic systems or to solve differential equations via electrical-mechanical analogies [11]. Owing to its better operationality and higher accuracy, the amplifier-based electronic analog computer was the most widely used [12]. One of the earliest applications of electronic analog computers was on the guidance
system of the A-4 rocket during World War II, which was then generalized to a universal analog computer [13].

1.3 Connection with Analog computer:

As mentioned by Lundberg, “the history of control is entwined with the history of analog computing. Many of the tools, technologies, and theories of control were enabled by, or are directly descended from, mechanical and electronic analog computers [14].” The early analog computers were only used for control system simulation and analysis [15], [16]. Regarding the electric analog PID realization, the operational amplifier circuits are very similar to the circuits used in analog computers [4], [10], [17]. Specifically, components such as adders and integrators are generally interchangeable in both applications [4], [10], [17]. The similarity between electrical analog computation and electrical analog PID controller suggests the possibility of mechanical realization of PID controller using components from mechanical analog computers.

1.4 My work:

Borrowing the idea of mechanical analog computation, this work first introduces a mechanical analog PID controller that calculates the controller output mechanically. The calculated output can then be converted to the application-preferred form. The mechanical PID controller is composed of a mechanical integrator, a novel mechanical differentiator, mechanical constant multipliers, and an adder that sums the output from each component.

2. Methods

Each of the major components of the mechanical PID controller is studied using CAE modeling software and is shown in section 3. The mathematical derivation for each component is also provided in this work. An ideal condition is considered in the mathematical model for simplicity: (1) each part is assumed to be rigid; (2) unwanted friction and mass of parts are assumed to be insignificant; and (3) the dynamic effects of each part are ignored. Thus, there is no delay between input and output from assumptions.

3. Results and Discussion

3.1 PID Schematic

The design of a PID controller contains the fabrication of an integrator, differentiator, and constant multiplier as shown in the schematics (Fig. 1). The input f(t) is the set point or the desired value of a variable in the system. From the adder, the error e(t) is calculated by subtracting measured system output x(t) from f(t). The calculated error is then passed to each of the components: integrator, differentiator, and constant multiplier. The values calculated parallelly from each component multiplied with the corresponding gain value are summed by an adder. The sum u(t) is the output from the PID controller, which also represents the calculated value that the actuator in the system needed to exert on a system. The general form of u(t) for a PID controller is

$$u(t) = K_p e(t) + K_i \int_0^t e(\tau) \, d\tau + K_d \frac{de(t)}{dt},$$

(1)

where t is time, while $K_p$, $K_i$, and $K_d$ are the proportional gain, the integral gain, and the derivative gain, respectively [18]. The three terms in the right-hand side of Equation (1) are calculated parallelly by the three mechanical components (integrator, differentiator, and constant multiplier). Therefore, by summing all three terms with an adder, the mechanical PID controller calculates Equation (1) for some given e(t).
3.2 Integrator

As shown in the above discussion, the realization of integral calculation is achieved by the integrator. An Omni-wheel-and-disk integrator is designed to calculate the integration of $e(t)$. The design of the integrator follows V. Bush’s wheel-and-disk design [8]. However, instead of using the Gonnella wheel, an Omni-wheel that bypasses the shaft-wise translation but transfers tangential movement into the shaft rotation is applied. As shown in Fig.2, the integrator integrates $e(t)$ as a distance between the center of the disk and the wheel. It outputs the linear displacement of the rack spar $u_i(t)$ or the accumulated rotations of the main shaft. The disk is rotating at a constant angular velocity $\omega$. Assuming no relative slip, when the Omni-wheel deviates from the center of the disk ($e(t) \neq 0$), the Omni-wheel will rotate at the same linear velocity of a circle with radius $e(t)$ on the rotating disk. Then the gear will be driven by the Omni-wheel through the shaft. As the disk is continuously rotating, any input error $e(t)$ other than zero will be accumulated over time. The output value $u_i(t)$ from the integrator can be derived as follow

$$u_i(t) = \omega \frac{r_2}{r_1} \int_0^t e(\tau) \, d\tau = K_i \int_0^t e(\tau) \, d\tau \quad e(\tau) \in (-R_{\text{disk}}, R_{\text{disk}}),$$

where $K_i$ is a constant gain equal to $\omega \frac{r_2}{r_1}$.

Thus,

$$u_i(t) = K_i \int_0^t e(\tau) \, d\tau \quad \text{for} \ e(\tau) \in (-R_{\text{disk}}, R_{\text{disk}}).$$

Fig. 1: A sample system with PID controller schematic in MATLAB.
3.3 Differentiator

Similarly, the differentiator is aimed to calculate the differentiation of $e(t)$. To order to characterize the effects of the new design of the mechanical differentiator, a physical model is established in this section (Fig. 3, Fig. 4). The differentiator is composed of the conveyor and a rotatable wheel connected to a cylindrical tangent cam. The conveyor operates at a constant linear velocity so that its upper surface moves at a constant speed $v_x$ along the x-axis as shown in Fig. 3. Through the bevel gears, the rotation of the wheel along a vertical axis is converted to the rotation on the cam. The cylindrical tangent cam (Fig. 5) converts the rotation angle to the position of the pointer (pink in Fig. 3 and Fig. 4), which is also the corresponding tangent value. By moving the conveyor back and forth along the y-axis, $e(t)$ can be input to the differentiator. Thus, the rate of change of error $e'(t)$ is the velocity of the conveyor along the y-axis $v_y$. By contacting the wheel with the conveyor, the wheel tends to follow the moving direction of a point on the upper surface of the conveyor $\hat{v}=v_x v_y = v_x e(t)$. Thus, the angle of the wheel apart from the y axis, $\theta$ can be calculated

$$\theta = \tan^{-1} \left( \frac{v_y}{v_x} \right) = \tan^{-1} \left( \frac{e(t)}{v_x} \right), \quad \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right). \tag{4}$$

As mentioned above, the cylindrical cam (as presented in Fig. 5) is designed to calculate the tangent value of the corresponding angle. This is implemented by the slot shape with the function $f_1$ in cylindrical coordinate

$$f_1: (\rho, \phi, z) = (R_{\text{cam}}, 0, k \tan(\theta)), \quad \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right), \tag{5}$$

or in parametric equations

$$f_1: \begin{cases} x = R_{\text{cam}} \sin(\theta) \\ y = R_{\text{cam}} \cos(\theta), \quad \theta \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \\ z = k \tan(\theta) \end{cases} \tag{6}$$

where $\rho$ is the radial distance from the z-axis, $\phi$ is the azimuth referenced from the yz-plane, $z$ is the axial coordinate in z-axis, $R_{\text{cam}}$ is the radius of the cam, $\theta$ is the rotation angle of the cam, and $k$ is a scaling factor for better accuracy in calculation. Note that $\phi$ is equal to $\theta$ in this case because the bevel gears have gear ratio of 1:1.
In the modeling, the scaling factor $k$ is chosen to be 3, which can then be easily canceled out by adding a mechanical constant multiplier (see Section 3.4) with a gain value equal to $1/3$. Since $\tan(\theta)$ diverges to infinity as $\theta$ approaches $\pm \pi/2$, the limit here is set to $(-1.51, 1.51)$, which means the cam can calculate $\tan(\theta)$ correctly for given $\theta$ in the range of $(-86.51^\circ, 86.51^\circ)$. For $\theta$ outside of the range, the output is set to $\pm 3 \tan(1.51)$, slightly smaller than half of the cam length $h$. Thus, in the range of $(-1.51, 1.51)$, the output $u_d(t)$ can be derived as follows

$$u_d(t) = z(\theta) = k \tan(\theta) = k \tan\left(\tan^{-1}\left(\frac{e(t)}{v_x}\right)\right) = \frac{k}{v_x} e(t)$$

(7)

where $e(t) \in (-1.51 \frac{v_x}{k}, 1.51 \frac{v_x}{k})$,

or

$$u_d(t) = K_d e(t), \quad e(t) \in (-1.51/K_d, 1.51/K_d),$$

(8)

where $K_d$ is a constant gain equal to $k/v_x$. This indicates that the differentiator can calculate the derivative of $e(t)$ in the given range!

Therefore, for all possible cases, the output from the differentiator can be described as

$$u_d(t) = \begin{cases} 
K_d \ e'(t), & e'(t) \in (-1.51/K_d, 1.51/K_d) \\
k \ \tan(1.51), & e'(t) \in (1.51/K_d, \infty) \\
-k \ \tan(1.51), & e'(t) \in (-\infty, 1.51/K_d) 
\end{cases} \quad \text{for } e \in \left(-\frac{L}{2}, \frac{L}{2}\right)$$

(9)
Fig. 3: The modeling of a mechanical differentiator. The indication of parts and the variables are also defined here.

Fig. 4: The top view of the differentiator when the rotation angle $\theta$ is zero. In this case, the pointer is centered, and the cam outputs zero. ($\theta=0$, $u_i(t)=0$)

Fig. 5: The cylindrical tangent cam. Note that the $x$-$y$-$z$ coordinate here is defined locally for the slot definition only.

### 3.4 Constant multiplier

The constant multiplier can be considered as a mechanical linear amplifier that multiplies the input value by a constant gain value. The gain $K_p$ as shown in Equation 1 for the controller can be directly
calculated by concentric gears with different radius. \( e(t) \) is input to the device as a linear distance on the pitch circle of the inner gear. The output \( u_p(t) \) is the linear distance on the pitch circle of the outer gear. Note that the two gears are fixed to each other, meaning there is no relative rotation between the two gears. The \( u_p(t) \) can be derived as

\[
 u_p(t) = \frac{r_b}{r_a} e(t) = K_p e(t),
\]

where \( r_a \) and \( r_b \) are radii of the pitch circle of the inner and outer circles and \( K_p \) is the proportional gain, or the gear ratio. Besides calculating the \( K_p \), the constant multiplier can also be applied to the outputs from the integrator and differentiator to implement their gain values \( K_i \) and \( K_d \).

![Image of concentric gears](image.png)

Fig. 6: The modeling of the constant multiplier.

### 3.5 Adder

As shown in the schematic (Fig. 1), adders sum the effect of each term in Equation 1. A mechanical differential is introduced to perform summation and subtraction. For consistency, we call it an adder in the following description. As shown in Fig. 7, the adder has two inputs: rotations on Spur Gear 10 and Spur Gear 7. Note that Spur Gear 9 and Bevel Gear 10 are fixed to each other, and Spur gear 7 and Bevel Gear 8 are fixed to each other. Thus, the input rotation is then transferred to the rotation of Bevel Gear 1 and Bevel Gear 2, which can then be transferred to the rotation of the plus-shape center shaft 3. Except Spur Gear 6, all other gears on the center shaft can freely rotate around the shaft. The radius of Spur Gear 5, \( r \) is designed to have a half radius of other spur gears (Gear 4, 6, 7, and 10), \( R = 2r \).
The rotation of the shaft $\theta_{\text{shaft}}$ can be derived as

$$\theta_{\text{shaft}} = \frac{\theta_1 + \theta_2}{2},$$

where $\theta_1$ and $\theta_2$ have rotated angles of Section A (Gear 9 and 10) and Section B (Gear 7 and 8), respectively. The linear displacement of the pitch circle on Spur Gear 6, $S_6$ is

$$S_6 = S_5 = \theta_{\text{shaft}} R = \frac{\theta_1 + \theta_2}{2} R = \frac{u_1 + u_2}{2},$$

where $S_5$ is the linear displacement of the pitch on Spur Gear 5, $u_1$ and $u_2$ are input linear displacement on Gear 10 and Gear 7 respectively. Then the output of the mechanical differential $u_{\text{out}}$, or the linear displacement on the Spur Gear 4 is

$$u_{\text{out}} = \frac{u_1 + u_2}{2} R \frac{1}{r} = u_1 + u_2 \ (R=2r),$$

where $R$ is the radius of Spur Gears 4, 6, 7, and 10, and $r$ is the radius of Spur Gear 5.

Similarly, the mechanism can calculate three different inputs by connecting two adders as presented in Fig. 8 and Equation 14.

$$u_{\text{out, cascade}} = u_1 + u_2 + u_3$$

Fig. 7: The modeling of a mechanical adder. Components are indicated with serial numbers.
3.6 Synthesis

For the PID controller, the final output can be calculated by summing results from the integrator, differentiator, and linear amplifier using the cascaded adder in the pattern shown in Fig. 9. The output can then be applied back to the system for control purposes. The connection between components can be implemented with gears and spur racks. To ensure the mechanical PID controller functions in reality, additional devices including V. Bush’s torque amplifier may be implemented between components [8].

4. Conclusion

The mechanical PID controller here borrows the idea of a mechanical analog computer. That is, instead of creating a dynamic system to obtain the feedback values $u(t)$, the mechanical PID controller calculates the PID feedback by integration, differentiation, constant multiplication, and summation. From CAE modeling and mathematical derivation, the new form of PID control realization is proven to be functional in theory.
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