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Abstract

Modern spectroscopic surveys of galaxies such as MaNGA consist of millions of diverse spectra covering different regions of thousands of galaxies. We propose and implement a deep unsupervised machine-learning method to summarize the entire diversity of MaNGA spectra onto a $15 \times 15$ map (DESOM-1), where neighboring points on the map represent similar spectra. We demonstrate our method as an alternative to conventional full spectral fitting for deriving physical quantities and full probability distributions much more efficiently than traditional resource-intensive Bayesian methods. Since spectra are grouped by similarity, the distribution of spectra onto the map for a single galaxy, i.e., its “fingerprint,” reveals the presence of distinct stellar populations within the galaxy, indicating smoother or episodic star formation histories. We further map the diversity of galaxy fingerprints onto a second map (DESOM-2). Using galaxy images and independent measures of galaxy morphology, we confirm that galaxies with similar fingerprints have similar morphologies and inclination angles. Since morphological information was not used in the mapping algorithm, relating galaxy morphology to the star formation histories encoded in the fingerprints is one example of how the DESOM maps can be used to make scientific inferences.

Unified Astronomy Thesaurus concepts: Galaxy abundances (574); Galaxies (573); Astronomy data analysis (1858); Neural networks (1933); Astronomy data modeling (1859); Astronomy data visualization (1968)

1. Introduction

Galaxy spectra are undoubtedly crucial for understanding the properties and evolution of galaxies. Apart from redshift, galaxy spectra contain a vast amount of information about the galaxy’s history, including the metallicity content (e.g., Tremonti et al. 2004; Gallazzi et al. 2006; Kewley & Ellison 2008; Teimoorinia et al. 2021a), star formation history (e.g., Kauffmann et al. 2003; Salim et al. 2005; Conroy 2013), stellar and gas kinematics, and gas ionization by star formation and active galactic nuclei (AGNs; e.g., Kewley & Ellison 2008).

Traditionally, a single spectrum is observed for each galaxy, either by long-slit or fiber spectroscopy (e.g., for the Sloan Digital Sky Survey; York et al. 2000; Gunn et al. 2006). The advent of large integral-field-unit (IFU) surveys of nearby galaxies, such as Mapping Nearby Galaxies at the Apache Point Observatory (MaNGA; Bundy et al. 2015; Drory et al. 2015), Calar Alto Legacy Integral Field spectroscopy Area (CALIFA; Sanchez et al. 2012), and Sydney-AAO Multi-object Integral-field spectrograph survey (SAMII; Croom et al. 2012), has allowed a more detailed study of spectrum-derived properties for individual regions within galaxies.

However, the increasingly detailed view of galaxies made possible by IFU surveys has required vastly more computational resources to process. In order to properly sample the line-spread function of a midresolution spectrograph (such as the ones employed for MaNGA) over the entire optical wavelength range, a single spectrum will consist of over 4000 data points for the flux measurements. For the MaNGA data set, each galaxy is usually covered by hundreds to thousands of such spectra, depending on the angular size of the galaxy. The public Data Release 15 of the MaNGA survey currently includes about 4600 galaxies and 10,000 in total are planned (Bundy et al. 2015; Drory et al. 2015). Full spectral analysis of such data sets using conventional tools strains current computational resources.

Machine learning (ML) approaches to data analysis are not only orders of magnitude faster than conventional methods but can also solve complex and challenging problems. There has been an explosion of interest in ML in many fields of astronomy. For example, ML provides an effective tool to rank tabular data sets (e.g., Teimoorinia et al. 2016; Bluck et al. 2020) and classification and clustering of spectral data (e.g., Teimoorinia 2012; Rahmani et al. 2018). Deep learning methods have also proven that they can explore complicated images to find new and rare phenomena (e.g., Pourrhamani et al. 2018; Bottrell et al. 2019; Jacobs et al. 2019; Teimoorinia et al. 2020; Bickley et al. 2021) or to classify large sets of astronomical images in a fully deep unsupervised mode (e.g., Teimoorinia et al. 2021b).

A common application of ML methods is the classification problem (e.g., “what type of spectrum is this?”), which can be solved using supervised and unsupervised methods. In the supervised case, ML requires a training set of spectra with labels (e.g., “AGN,” “star-forming,” “passive,” “poststarburst”) given by human classifiers or by other conventional methods. A clear disadvantage to such supervised methods is that labels must be provided using methods that are usually subject to a host of biases and incompleteness. Finer class divisions that are currently unknown to astronomers could potentially hide important astrophysical understanding.
Unsupervised methods find patterns within the raw data with minimum assumptions in order to determine how to divide the data. Post facto, astronomers may find that the spectral classes found by the unsupervised method correspond to “AGN” or “star-forming” spectra, but providing these categories is unnecessary. The astronomer merely determines beforehand how many classes are desired. One such unsupervised clustering method is the self-organizing map (SOM). The machine-determined classes are organized onto a map where neighboring regions of the map have more similar classes of spectra than non-neighboring regions. The human astronomer decides the dimensionality of the map. Most SOM practitioners use a two-dimensional map, as we use here, but the method could, in principle, be extended to three (or more) dimensions. SOMs are often used as a data visualization method, but as we will show here, when applied to astronomical spectra, the nodes on the map also contain scientific information about the distribution of spectra.

How do these machine-determined spectral classes correspond to known phenomena such as AGNs, or to more continuous labels such as the star formation rate (SFR), stellar age, or metallicity? Independent measurements of these indicators/quantities can be determined by traditional methods such as full spectral fitting (e.g., using the Penalized Pixel Fitting or pPXF code; Cappellari 2017) for individual spectra and averaged within different regions of the SOM. Then, given a spectrum with unknown stellar age, for example, one need only locate the spectrum on the SOM in order to determine the likelihood distribution of the stellar age. Although this method of deriving physical quantities from spectra is subject to the same biases inherent in the traditional methods (e.g., pPXF), it is much faster than said traditional methods. Labeling is a separate step and different labeling methods (e.g., STARLIGHT, Cid Fernandes et al. 2005, instead of pPXF) can be applied on top of this map without needing to retrain.

In this paper, we demonstrate an unsupervised method for organizing the spectra of the MaNGA survey (DR15), and show its potential for answering astrophysical questions. MaNGA is currently the largest IFU survey to date and has produced hundreds of papers since the first observations in 2015. Since traditional SOMs cannot handle high-dimensional data (i.e., the >4000 wavelength points for a single spectrum), we use a Deep Embedded Self-Organizing Map (DESOM; Forest et al. 2019) that first reduces the dimensionality of data before dividing them into an SOM. The DESOM not only successfully groups spectra, but effectively shows the correlations and the link between different groups based only on features in the spectra. We will show how the DESOM can summarize the entirety of the MaNGA-observed universe into a 15 × 15 grid of spectra. For example, one application of this map is to provide high S/N template spectra, which we will show in Section 4.1. We map pPXF-measured quantities onto the DESOM map to demonstrate that well-separated areas of the map correspond to very different values in pPXF-measured quantities. Each node in the grid effectively constitutes a unique spectral template to which an observed spectrum with unknown labels can be compared to in order to determine its likely labels.

The defining characteristic of MaNGA as a spectroscopic survey is of course its spatially resolved nature. We extend the DESOM method to take advantage of this spatial information by noting that the spectra within a single galaxy fall onto our DESOM map in a unique pattern that we call the “fingerprint” for this galaxy. Since the spectra on the DESOM are grouped by similarity, one may immediately discern, for example, the existence of multiple distinct stellar populations, indicating an episodic star formation history. We then demonstrate how the DESOM fingerprints of galaxies can themselves be organized onto a second DESOM. The map produced by the second DESOM completely describes the MaNGA-observed diversity of galaxies according to their spatially resolved spectra.

This paper is organized as follows: we introduce the data used in this paper in Section 2, we describe the deep learning method in Section 3, and we then present three applications of this model in Section 4.

2. Data

Our sample is drawn from Data Release 15 (DR15) of the MaNGA IFU survey (Bundy et al. 2015). This data release contains 4609 unique galaxies that have a redshift in the NASA Sloan Atlas, covered by over 9 million spaxels with varying levels of continuum signal-to-noise ratio (S/N). We used the Voronoi binning code of Cappellari & Copin (2003) to adaptively bin adjacent spaxels in a single galaxy so that the resulting bin of spaxels (called “baxels” following Woo & Ellison 2019) achieved a target S/N of 20. Before binning, we masked foreground stars as well as individual spaxels having S/N < 2. This latter masking improved the contiguity of the binning maps of some galaxies with many spaxels of low S/N, and was recommended by the documentation of the Voronoi binning code.

To account for the covariance of the noise between adjacent spaxels due to MaNGA’s sampling method, Law et al. (2016) computed a correction factor which we multiplied to the quadrature-added noise of a resulting baxel. When the number n of spaxels that are contained in a baxel is less than 100, this correction factor is 1.0 + 1.62 log(n). For n > 100, the correction factor is a constant 4.2.

The binning process resulted in 1,170,539 baxels across 4609 galaxies. The number of baxels per galaxy varies, with the large majority having fewer than 500 baxels. Fifty-six galaxies were observed more than once; most of these were observed twice, but some were observed 3 or 4 times. Thus, the entire data set contains 4682 data cubes. We did not attempt to combine cubes of the same galaxy and each cube was binned separately. Therefore, some areas of a single galaxy may be covered by more than one baxel. This double counting represents 3% of baxels, but does not affect our demonstration of the DESOM method.

MaNGA galaxies cover a redshift range of 0–0.15. In order to sample a uniform rest-frame wavelength range for all galaxies, we trimmed the spectra to a rest-frame wavelength range of 3650–8950 Å, which safely falls within the observed wavelength range for all galaxies. Since convolutional neural networks of the type we implement here can be trained to recognize spectral features regardless of redshift, this redshifting of the spectra is not strictly necessary. However, our purpose here is to demonstrate the power of the simplest DESOM, and therefore defer a demonstration of redshift invariance to a future study.

ML implementations are greatly simplified when the data have uniform dimensions, preferably in a multiple of a high power of 2. We rebinned the baxel spectra to 4544 wavelength bins (within the rest frame 3650–8950 Å) which is a multiple of 2^6. Before rebinning, we masked the regions of the prominent
terrestrial oxygen lines at 5577 and 6300 Å as well as NaD emission at 5895 Å.

Baxel spectra were normalized by the mean flux between 4050 and 4150 Å so that the continuum of each spectrum would be roughly the same level, which aids in network training. The emission line levels can vary widely. Figure 1 shows a sample of normalized baxel spectra.

We removed 2% of the baxels from our final sample for the following reasons. Some spectra had bad flux values in too many wavelength bins, as flagged by the MaNGA data reduction pipeline. We removed all baxels that had fewer than 3900 nonflagged flux values (1.8%). We removed baxels that had strongly negative flux values due to sky residuals in the red part of the spectrum. We chose to remove baxels with negative

![Figure 1. A selection of spectra from the MaNGA data set. These were selected to show the range of a few physical parameters as estimated by full spectrum fitting by pPXF.](image-url)
fluxes in the lowest 0.5 percentile. We also removed baxels with extremely high flux relative to the continuum due to pipeline abnormalities (also in the 0.5 percentile), but only removed the baxel if the high flux values did not correspond to known galaxy emission lines. This high flux cut removed 0.3%.

Lastly, although our target S/N of the Voronoi binning was 20, the target was not reached for many baxels, mostly in the outskirts of galaxies. Therefore we removed baxels with S/N < 10 for our training set which was 5.6% of spectra. We tried training models with less restrictive cuts (SNR < 5) but found that our qualitative results are not significantly changed.

In order to check the smoothness of our DESOM map, we performed full spectral fitting on each baxel using the pPXF code of Cappellari (2017) (v6.7.13) following the procedure of Woo & Ellison (2019). We use the attenuation curve of Fitzpatrick (1999) to correct for foreground extinction. We fit the baxels using the E-MILES templates of Vazdekis et al. (2016) with the Kroupa (2001) IMF and BASTI theoretical isochrones (Pietrinferni et al. 2004). We refer the reader to Woo & Ellison (2019) for further details of the full spectral fitting.

pPXF computes the linear combination of stellar population templates that produces the best-fitting spectrum, while simultaneously fitting the emission lines. The weights of the linear combination of templates can be used to compute the mass-weighted mean of several stellar quantities: age, total metallicity ([M/H]), and mass-to-light ratio in the r band (M/L). In addition, we estimate the reddening of starlight E(B-V)gas from the shape of the continuum (from the best-fit multiplicative polynomial from pPXF) using the Calzetti et al. (2000) reddening law, and assuming that the flux calibration of the spectra is reasonable.

Using the best-fitting emission lines, we computed the nebular reddening E(B-V)gas using the Balmer decrement and the Cardelli et al. (1989) extinction curve which is more appropriate for gas (Steidel et al. 2014). We then computed the specific star formation rate (sSFR) from the dust-corrected Hα flux. Lastly, the diagnostic diagram of Baldwin et al. (1981, BPT), consisting of the line ratios [N II]6583/Hα versus [O III] 5007/Hβ, is often used to distinguish between ionization sources, especially AGNs versus young stars. For each baxel, we computed the perpendicular distance (d_{BPT}) of their line ratios in this diagram from the curve defined by Kauffmann et al. (2003). Star-forming baxels have d_{BPT} ≲ 0, AGNs have d_{BPT} ≳ 0.3, while intermediate values indicate composite spectra.

3. The DESOM Algorithm

Our first goal is to organize the baxels onto a map sorted only by features in their spectra. Since our data contain >4500 wavelength points on a single spectrum and SOMs are more efficient on low-dimensional data, we must reduce the complexity of the data before training the SOM. For this reason, we use the Deep Embedded Self-Organizing Map (DESOM) method, which is explained in detail in Forest et al. (2019), but which we also briefly describe here.

The DESOM method uses an autoencoder to reduce the dimensionality of MaNGA spectra. An autoencoder is a type of unsupervised neural network whose goal is to represent the input data at a desired lower dimension, as determined by the user. The quality of an autoencoder is determined by its ability to reconstruct the spectrum as measured by the mean-squared error (MSE) between the input and output. Wider latent widths decrease the error, but at the cost of our main goal of generating a compact representation. Portillo et al. (2020) compare reconstruction quality of spectra using autoencoders to PCA and find that the autoencoders only perform better when the latent width is ≲ 10. However, the architectures they propose do not utilize convolutional layers, which help summarize spatial features. By incorporating convolutional layers, we find the reconstruction quality of our autoencoder is ~20% better than PCA using a latent width of 256 components. A latent width of 256 (i.e., a 256 dimensional vector) best balances the conflicting demands of dimensionality reduction and reconstruction quality. The encoder part of the autoencoder learns to approximate the otherwise unknown function that converts the spectrum into this 256 dimensional representation. In order to check that the representation truly does describe the original spectrum, a decoder attempts to reconstruct the original spectrum from this representation. A comparison of the output of the decoder to the original spectrum trains the autoencoder to find the encoding function. We use the MSE to evaluate the quality of the reconstruction from the decoder.

Figure 2 shows the architecture of the autoencoder that we use in our DESOM. The encoder consists of four convolutional blocks (or layers) that reduce the dimensionality to the latent width, followed by four convolutional blocks that increase this back to the original dimensions. By stacking these blocks, we can build up more abstract representations, which will be required to compress the input into only 256 dimensions. Convolutional layers allow for translational invariance, which is important for absorption and emission lines since small misalignment errors can still be understood by the DESOM.

The architecture of our autoencoder also includes a “max pooling” layer, which selects the maximum value within a given window size and thus results in a loss of information. The purpose of such an operation is to select the most important features of the input data while reducing its dimensionality.

An important parameter for an autoencoder is the width of its latent layer, which we have chosen to be 256. A wider latent width allows the autoencoder to more accurately reconstruct the output, but accuracy needs to be balanced with the dimensional limitations of the SOM. By measuring the quality of the decoder’s reconstructed spectra as a function of latent width, we can decide how much compression is acceptable. Our choice of the latent width of 256 is informed by the observation that our reconstruction quality increases with latent width, but begins to plateau around this point.

Having reduced each spectrum from 4544 dimensions to 256, this compressed representation can now be passed to a SOM. Since the representation of the spectra impacts the SOM, Forest et al. (2019) argue for training both the autoencoder and SOM simultaneously which we demonstrate below. The dimensions of the output map are a hyperparameter defined outside of training by the user. Since SOMs are useful for discretizing continuous data, it can be difficult to know how many nodes are necessary. We have chosen a 15 × 15 map as output to ensure enough spectra (at least ∼400) fall into each node to allow statistically robust labeling. We could have...
chosen a larger map, but we will argue in Section 4.3 that a smaller SOM is preferable. Each node on the output map can be represented by a vector with the same dimensions as the latent data. In SOM literature, this is called the prototype. During training, the method of updating prototypes results in clustering.

3.1. Training DESOM

While training the autoencoder consists of comparing the decoder output to the input, the SOM is trained by comparing the prototypes to the latent representation. During training, the similarity of each compressed spectrum is compared with each prototype. The most similar prototype is selected as the “winner.” All prototypes are updated to become more similar to the compressed spectrum, but the level of update is weighted by the distance to this winning node with exponential dropoff. The updates to prototypes far from the winning node are effectively zero. Early in training, this neighborhood extends to many nearby nodes, causing broad clustering. This neighborhood shrinks as training continues, allowing finer variation. The rate at which this neighborhood shrinks is a hyperparameter.

Both component parts of the DESOM are trained together. As mentioned above, the autoencoder is trained by comparing the output of the decoder with the input spectrum using MSE. This “loss function” is a function of the parameters of the encoding function \( W_e \), and the parameters of the decoding function \( W_d \); thus, the reconstruction loss is \( L_r(W_e, W_d) \). The SOM loss is the MSE between the winning prototype and the input encoded spectrum. It depends on the encoder weights \( (W_e) \) and the weights of each prototype that determine its shape \( \{m_k\}_{1 \leq k \leq 225} \); thus, \( L_{SOM}(W_e, m_1, ..., m_{225}) \). Each prototype has dimensions equal to the latent width, so our model has 225 prototypes each with 256 dimensions.

Further details of the SOM loss function are described in Forest et al. (2019) and references therein. The total loss function of the DESOM is a combination of the loss function for an autoencoder and a SOM:

\[
L(W_e, W_d, m_1, ..., m_{225}) = L_r(W_e, W_d) + \gamma L_{SOM}(W_e, m_1, ..., m_{225}),
\]

where \( \gamma \) is used to tune the ratio of these two component loss functions. For example, a \( \gamma \) that is too high would mean that the ability of the autoencoder to compress a spectrum into a meaningful latent space is not prioritized enough and meaningless data would be fed into the SOM. A \( \gamma \) that is too low would mean less priority on the SOM’s ability to generate a smooth map. We have chosen \( \gamma \) to be \( 5e^{-4} \). Measuring the smoothness of the map is done using “topological error,” which is the fraction of input spectra in which the “winning” node is not adjacent to the “runner-up” node. A well trained SOM will have a low topological error indicating that the pair of nodes most similar to the embedded input are adjacent.

To train the DESOM model, we randomly split our data into a training set of 782,389 spectra and a test set of 300,000. A test set is important to show the DESOM is robust to new spectra, and not simply memorizing the training data. This test set will be used in the following applications (Section 4.1). After training, the prototypes were decoded into full spectra using the decoder part of the autoencoder. All available codes can be found here.\(^7\)

4. Results and Potential Applications for Galaxy Research

Our trained DESOM model has organized MaNGA spectra into a 15 × 15 map, which is shown in Figure 3. The “spectra” shown in each node are the decoded prototype representing that node. The 225 nodes can be considered an average of the MaNGA baxels that were best matched by that node. These decoded prototypes should be treated as a diagnostic tool showing the diversity of the spectra seen by the model during the training process. As can be seen, for example, the left side of the map shows a cluster of spectra with strong emission lines and continuum shapes that are flat to bluish. In contrast, the swath on the right half of the map shows spectra that do not have significant emission lines, with continua that are red. The spectra in the top right corner show emission lines but red continuum shapes, and so are likely to be strongly reddened.

To illustrate how the model organizes different spectra onto the map, we input the nine spectra shown in Figure 1 through our model. The boxes of Figure 3 shows the nodes to which these spectra have been assigned. As can be seen, they are distributed on the map based on their spectral characteristics.

\(^7\) (pipeline-link).
In the following we demonstrate three ways in which such a map can be used in the analysis of galaxy spectra.

### 4.1. An Efficient Alternative to Full Spectral Fitting

The technique of full spectral fitting consists of comparing a spectrum to a set of template spectra with known properties. These templates are usually simple stellar populations (SSPs), i.e., populations with a single age, metallicity, and alpha enrichment. One of the goals of full spectral fitting is to find the linear combination of SSP spectra that best fits an observed spectrum (see Conroy 2013 for a review), and to use that linear combination to infer the mass- and light-weighted properties of the stellar populations that produced the observed spectrum. Many codes have been designed to do this, a list of public codes including pPXF can be found here. Some fitting codes such as Prospector (Johnson et al. 2021) use Bayesian inference to compute a full probability distribution function for physical properties.

What we demonstrate here is an alternative to full spectral fitting by our DESOM method. The SOM and its 225 decoded prototypes can be treated like templates, but instead of SSPs, each node is a composite of populations. The map of templates spans the range of possible composite spectra in the local universe (as seen by MaNGA). Figure 4 shows a sample of these template spectra.

---

8 http://www.sedfitting.org/Fitting.html

---

| 15 | 14 | 13 | 12 | 11 | 10 | 9 | 8 | S1 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
|----|----|----|----|----|----|---|---|----|---|---|---|---|---|---|---|
|    |    |    |    |    |    |   |   |    |   |   |   |   |   |   |   |
| S7 |    |    |    |    |    |   |   |    |   |   |   |   |   |   |   |
| S2 |    |    |    |    |    |   |   |    |   |   |   |   |   |   |   |
| S8 |    |    |    |    |    |   |   |    |   |   |   |   |   |   |   |
|    |    |    |    |    |    |   |   |    |   |   |   |   |   |   |   |

**Figure 3.** Each node in the SOM has a corresponding prototype. The spectra shown have been generated by sending the low-dimensional prototypes from the SOM through the decoder. The sample spectra from Figure 1 have been assigned to the nodes as indicated by the label above the box.
To determine physical properties for these templates, one could take two possible approaches: use pPXF (or another full spectrum-fitting code) to fit the 225 prototypes, or use pPXF to fit all the individual training spectra that were mapped onto a node. The advantage of the first approach is the much lower number of fits necessary, but produces only point estimates for each physical parameter for each prototype. The second approach compiles point estimates from the cluster of spectra assigned to that node providing a full empirical probability distribution of a property within a single node. We prefer the

Figure 4. Three template spectra for the indicated nodes. Templates were created by co-adding spectra that were assigned to the indicated node. The spectra were first normalized following Section 2 before taking the mean value.

Figure 5. Distribution of a selection of physical parameters from the SOM. Each node displays the median value for that parameter as determined by the baxels that were assigned to that node. Baxels were included in the median if the reduced $\chi^2$ values of their pPXF fits were less than 2. Note the color scale of panel (b) was clipped at 3σ of the full range.

To determine physical properties for these templates, one could take two possible approaches: use pPXF (or another full spectrum-fitting code) to fit the 225 prototypes, or use pPXF to fit all the individual training spectra that were mapped onto a node. The advantage of the first approach is the much lower number of fits necessary, but produces only point estimates for each physical parameter for each prototype. The second approach compiles point estimates from the cluster of spectra assigned to that node providing a full empirical probability distribution of a property within a single node. We prefer the
second approach, and while we have access to this full empirical probability distribution, Figure 5 shows just the median values for several physical parameters (i.e., labels) on the SOM. These values are a combination of the training and test sets. We used the test set to ensure that the model would be robust to new spectra and once seeing that these maps were nearly identical, we combined these two sets.

As an example, consider panel (a) of Figure 5, which shows the map of median stellar mass-to-light ratio log $M_*/L_r$ of the baxels that were assigned into each node during training (showing only baxels whose pPXF fits had a reduced $\chi^2$ of less than 2). It is important to note that the DESOM model never saw these physical properties at any time and only considered the fluxes in wavelength bins. Yet median $M_*/L_r$ varies smoothly over the SOM and in the way we would expect: the lower left corner of the SOM, where the prototypes showed strong emission lines and blue continuum shape have low values of $M_*/L_r$, while the swath of red spectra with no emission lines have high $M_*/L_r$. The spectra in the top right corner, which we surmised were strongly reddened, have intermediate values of $M_*/L_r$. Furthermore, panel (b) of Figure 5, which is a map of E(B–V), shows that the spectra in this region do indeed have high E(B–V). Panel (c) shows the maps of mass-weighted stellar age which also varies over the map as expected given the prototypes. Panel (d) shows the stellar metallicity, which does not vary as smoothly across the SOM as the other quantities. The general trend is that the more passive spectra have higher metallicity, but many active spectra have a range of stellar metallicities.

Panels (e) and (f) of Figure 5 show maps of sSFR and $d_{BPT}$. Since these panels are derived from the emission lines, the sSFR map only includes baxels with H$\alpha$ S/N $>$2, while the map of $d_{BPT}$ includes only those baxels where the minimum S/N between the four lines of the BPT diagram (H$\beta$, [O III] 5007, H$\alpha$ and [N II] 6583) is greater than 2. In general, the baxels with strong emission lines in the lower left of the maps are classified as star forming ($d_{BPT} < 0$) with high sSFR while the nodes in the passive swath have low sSFR and have AGN or LINER-like emission.

Let us now consider the distribution of physical values within nodes. The upper panel of Figure 6 shows the distributions of log $M_*/L_r$ comparing nodes (9, 12) and (2, 5) of the SOM, i.e., nodes that are widely separated on the map. The former is from the passive swath and the latter is from the star-forming corner with strong emission lines. Their distributions of log $M_*/L_r$ are very different, as expected, and have almost no overlap. The lower panel compares the $M_*/L_r$ distributions in nodes (10, 5) and (8, 6) of the SOM, which are nearly adjacent. They are both on the border between the star-forming and passive regions and their prototypes are very similar. Figure 6 shows that these neighboring nodes have large overlap in their $M_*/L_r$ distributions, but the SOM was able to distinguish these as different populations.

The distributions of the physical properties within a node can thus be treated as an empirical probability distribution function.
which can be used to infer the properties of other spectra. When a spectrum with unknown properties is passed into the trained DESOM, the model will assign it to the most similar node, and the full empirical probability distribution of the desired properties are instantly known. Since the DESOM is already trained, determining the node positions of 10,000 spectra took about 150 s on a CPU (about 0.015 seconds per spectrum). Compared to one of the faster codes we are familiar with, pPXF which takes about 30–120 CPU seconds to fit a single spectrum (depending on various configuration choices), but which produces only a best-fit point estimate for each physical parameter rather than a full probability distribution. The Prospector code, which does produce a full probability distribution, takes 24–48 CPU hours to fit a single spectrum (depending on the configuration; S. Tacchella, private communication). Our method is a few thousand times faster on average than pPXF and produces a probability distribution. Furthermore, our method natively runs on GPU, for additional speedup.

The empirical probability distribution of a given physical parameter is the distribution of best-fit values from pPXF for the spectra in a single node, and is not the same as the actual posterior distribution of these parameters given the data. While the Bayesian exploration of the full posterior distribution is beyond the scope of this paper, our method of compiling many point estimates is akin to the Bayesian bootstrap, where we have used a sample of similar spectra as our bootstrap sample. While this method of compiling point estimates is not exactly the same as the Bayesian bootstrap, such methods have been shown to simulate the posterior reasonably well (e.g., Rubin 1981), so we are confident that the empirical probability distributions are close to the actual posteriors, given the quality of the data.

It should be reiterated that the SOM does not operate on raw spectra, but rather on their latent representation from the autoencoder. Therefore, our empirical probability distribution is \( P(\text{physical parameter} | \text{latent representations}) \) rather than \( P(\text{physical parameter} | \text{data}) \). While the autoencoder constitutes a significant nonlinear transformation of our data, similar
spectra should have similar latent representations because we are using an undercomplete autoencoder and the model maintains a low reconstruction error. Therefore, we do not expect the probability $P(\text{physical parameter} | \text{data})$ to be very different from $P(\text{physical parameter} | \text{latent representations})$.

One clear disadvantage of our method as an alternative to full spectral fitting is the need for a training set and the prior fitting of this training set using traditional codes like pPXF. However, once we have a training set, it takes only 4 hours to train the DESOM. From that point onward, new spectra can very quickly be assigned a label. While this setup time may seem significant, given the vastness of past and future spectroscopic surveys involving $10^6-8$ spectra, the need for ML alternatives to full spectral fitting, such as our DESOM method, becomes clear.

### 4.2. Mapping the IFU Spectra from a Single Galaxy

The use of the DESOM map as templates as described above could in principle be applied to any survey of spectra, including stellar libraries, or spectroscopic surveys of galaxies such as the Sloan Digital Sky Survey, where a single spectrum is obtained per object. Here we demonstrate how the DESOM map can be used to study IFU data, where multiple spectra are measured across many positions in a galaxy.

The distribution of baxels taken from a single MaNGA galaxy onto the DESOM map has significant potential for galaxy research. As an example, we input the baxels from a selected galaxy (MaNGA ID: 1-114956) to the model and show their distribution onto the SOM in Figure 7. Numbers above each prototype indicate the number of baxels that are best represented by that node, and the prototypes are color-coded by their galactocentric radius in units of the half-light radius. This galaxy appears to have several significant groupings of baxels. The ones near node (11, 13) are in the center of the galaxy with older spectra and LINER/AGN-like emission lines. The ones near (6, 12) are at intermediate to large radii and are a group with both older and younger spectra. The group of baxels near (9, 2) are at mostly large radii and more strongly star forming. Since these groupings of baxels are widely separated, this suggests an episodic star formation history for this galaxy or recent merger or accretion events.

This use case, namely studying the distribution of the baxels of a galaxy, builds on the above model. By looking at the entire set of spectra from a galaxy at once, rather than one at a time,
we can start to uncover information about the target galaxy as a whole. The DESOM model still does not take spatial information into consideration; we are applying labels only after node assignments have been made.

4.3. DESOM for Large Galaxy IFU Surveys

Clearly, different galaxies will populate the DESOM map differently, forming a unique “fingerprint” of baxels on the map. Spiral galaxies will have many baxels occupying the lower left corner of the map, while elliptical galaxies might primarily occupy the passive swath. Given the 4609 galaxies currently available in MaNGA, how can these fingerprints be summarized in an efficient way so as to extract scientific value? Here we demonstrate a method to use yet another SOM to organize galaxies by their IFU fingerprints on the DESOM map. This is similar to, but distinct from, Sarmiento et al. (2021) who have applied contrastive learning to the MaNGA data set using two-dimensional maps of derived physical parameters to cluster galaxies. The maps they chose extract important features from associated spectra and maintain the two-dimensional spatial information of the galaxy. Our method generates a single map that removes the spatial information, but allows direct reconstruction of the original spectra.

Above, we examined the fingerprint of MaNGA galaxy 1-114956 in Figure 7 color-coded by median galactocentric radius. In the same figure, the numbers above each decoded prototype show the numbers of baxels from this galaxy that are represented by that node. For example, node (9, 2) has 33 “similar” spectra, whereas node (12, 7) has zero members. Note that due to differing IFU sizes used in MaNGA, and due to differing S/N between cubes, our Voronoi binning (described in Section 2) resulted in different numbers of baxels for each galaxy. Regardless of the number of baxels in a galaxy, the map is essentially a 2D histogram of its baxels.

Teimoorinia et al. (2021b) explored using sequential DESOMs to cluster massive complex images. We use a similar technique of sequential DESOMs to cluster galaxies by their spectra (as summarized by DESOM-1). The inputs for DESOM-2 will be the 2D maps of galaxies from DESOM-1. Figure 8 illustrates our pipeline for organizing galaxies using the MaNGA galaxy 1-122088 and is 341 baxels as an example.

Given the dimensionality of these fingerprints, galaxies could be clustered directly using a simple SOM, bypassing the autoencoder. We chose to use a full DESOM for the following reasons: a SOM will work better if the inputs are information dense (the fingerprints are sparse with the majority of nodes unused for any given galaxy), and we are limited to <5000 galaxies, so compressing the fingerprints is a form of regularization. To avoid the curse of dimensionality problem (Bishop 2006), it is important to increase the number of samples or decrease the dimensionality of the data. Since we have a fixed number of galaxies available, we use the autoencoder to further reduce the complexity of our fingerprints.

Figure 9. The number of galaxies assigned to each node of DESOM-2 show the map is well utilized.
With only 4609 galaxies available, we trained on 80%, and tested on 20%. For each node in the training set, the node was clipped to the 99.9th percentile, then scaled from 0 to 1. This normalization weights the nodes by importance given the observed variation. Then each fingerprint was scaled to between 0 and 1 so the ML model has consistently scaled samples which helps in training. We compare the resulting maps from the training and test sets using their distributions on SOM2 and reconstruction errors. From this analysis we conclude there is no significant difference between them. Since they are comparable, our following results use values from the entire set. We trained this model until the MSE of the validation set plateaued during training.

In Figure 9 we show the resulting 10 × 10 map color-coded by the number of galaxies in each node. Node (5, 2) is the least populated node because the adjacent nodes (4, 2) and (6, 2) are irregular and elliptical galaxies. Since a SOM updates the winning node and the immediate neighbors, this node is pulled into a physically meaningless intermediate state. This marks the beginning of a separation boundary where a SOM forgoes using some nodes to split the map into distinct regions.

The resulting map of decoded fingerprint prototypes can be found in Figure 10, which represents the full diversity of galaxy fingerprints within MaNGA. Each prototype is the average fingerprint of galaxies in that node, and is color-coded by the relative number of baxels that fall in that region of the DESOM-1 map, i.e., the “activation” of the nodes in DESOM-1. For example, the prototype fingerprint at node (10, 1) represents galaxies whose baxels occupy the middle right side of DESOM-1. Referring back to Figure 3, this is the region of DESOM-1 where baxels are passive. Since DESOM-1 grouped the spectra by similarity, the smoothness and contiguity of the fingerprint in this node indicates a smoothly varying stellar population over the spatial extent of the galaxies in this node. These galaxies likely experienced a smoothly varying star formation history and/or relatively quiet merger history. Many of the other prototypes such as (7, 10) show multiple activated patches in widely separated regions. Again, since the baxels are grouped onto the fingerprints by similarity, the multiple activated regions indicate multiple stellar populations, suggesting a more episodic star formation history or major merger.

What kinds of galaxies do the fingerprints in the DESOM-2 map represent? We randomly select one galaxy from each node.
Figure 11. Each of the 4609 galaxies is assigned a node on DESOM-2. Here we show one randomly selected galaxy from each node to show the general characteristic of that node. The number of galaxies in each node can be found in Figure 9.

Figure 12. Three nodes have been selected for additional scrutiny. The first three columns are from node (6, 1), the next three columns are from node (3, 1) and finally from (7, 9).
in DESOM-2 and download their images using the MaNGA collaboration’s Marvin API (Cherinka et al. 2019). These images are shown in Figure 11. From this figure we see clear morphological divisions between certain regions of the map, with elliptical galaxies being clustered in the lower right. To show that similar galaxies are assigned to the same node in the DESOM-2 map, we randomly selected 12 galaxies from nodes (6, 1), (3, 1), and (7, 9), which each have at least 40 galaxies assigned to them, and show their images in Figure 12. This figure shows that the galaxies within each node are morphologically similar.

We also divided the galaxies by visual morphological classification (from Hernández-Toledo et al. 2010) and show their maps in Figure 13. This figure shows that certain morphological types occupy different regions of the DESOM-2 map.

Lastly, in Figure 14 we show maps of the median values of two other morphological measurements from the r-band Sérsic
fits of the MaNGA Data Reduction Pipeline (v. 2.4.3; Law et al. 2016): Sérsic n and the r-band axial ratio b/a. Regions of high and low Sérsic n, as well as axial ratio are clearly separated in the DESOM-2 map. Even edge-on galaxies are grouped together on the map, being dominant in a swath from around (7, 10) to (2, 6).

It is important to emphasize that information about the spatial distribution of baxels within a galaxy was not provided to either DESOM model. Only the numbers of baxels of a certain type (i.e., the galaxy fingerprints on DESOM-1) were provided to DESOM-2. Thus, the results of DESOM-2 combined with information that was withheld from the models (in this case, morphology) can be used to make scientific inferences. For example, many of the spiral galaxies, as well as some early-type galaxies, appear to have multiple stellar populations.

5. Summary and Conclusions

We have presented a deep unsupervised machine-learning method (DESMO) for organizing and labeling astronomical spectra and demonstrated its power for scientific discovery. We applied our methods to spectra from the MaNGA IFU galaxy survey, showing that the entire diversity of MaNGA spectra can be organized onto a 15 × 15 map (DESMO-1—Figure 3), where neighboring points on the map represent similar spectra. We demonstrated how this map can be used as an alternative to conventional methods of full spectral fitting to derive physical quantities from the spectra (such as the stellar mass-to-light ratio, stellar age and metallicity, as well as emission line quantities such as the sSFR and BPT diagnostics). We showed how our method can be used to empirically derive full probability distributions for these quantities much more efficiently than traditional methods.

Since we have applied our method to the MaNGA survey, we can take advantage of spatial information to examine the distribution of spectra onto the DESOM map for a single galaxy, i.e., its DESOM “fingerprint.” Since spectra are grouped by similarity, the distribution of spectra onto the map yields information about the stellar (and gas) populations within the galaxy. Contiguous activation regions on the map indicate smoother star formation histories and quieter merger histories, while a galaxy with spectra that are widely separated on the map experienced a more episodic star formation history or major merger events.

Since the latest public data release of MaNGA (DR15) includes 4609 galaxies, we used a second DESOM to map the diversity of galaxy fingerprints (DESMO-2—Figure 10). Examining the images of the galaxies, as well as several independent measures of galaxy morphology, we confirm that galaxies with similar DESOM-1 fingerprints also have similar morphologies. Even edge-on galaxies are grouped together in DESOM-2. Since morphological and spatial information was not provided to either DESOM, linking galaxies with a certain morphology with the star formation histories encoded in their fingerprints is one example of how the DESOM maps can be used to make scientific inferences.

Our analysis has not included positional information of baxels within galaxies. Only the numbers of baxels in different nodes from DESOM-1 were provided as input for DESOM-2. So, while we have demonstrated, for example, how one might detect multiple distinct populations within a galaxy, where they are in the galaxy is not discerned by DESOM-2. One promising line of inquiry for future studies would be to devise a method for weighting the fingerprint regions by galactocentric distance before feeding them to a second DESOM. It is clear that DESOMs have significant potential for aiding galaxy evolution research.
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