Evolving Modular Soft Robots without Explicit Inter-Module Communication using Local Self-Attention

Federico Pigozzi  
DIA - University of Trieste  
Trieste, Italy  
federico.pigozzi@phd.units.it

Yujin Tang  
Google Brain  
Tokyo, Japan  
yujintang@google.com

Eric Medvet  
DIA - University of Trieste  
Trieste, Italy  
emedvet@units.it

David Ha  
Google Brain  
Tokyo, Japan  
hadavid@gmail.com

ABSTRACT

Modularity in robotics holds great potential. In principle, modular robots can be disassembled and reassembled in different robots, and possibly perform new tasks. Nevertheless, actually exploiting modularity is yet an unsolved problem: controllers usually rely on inter-module communication, a practical requirement that makes modules not perfectly interchangeable and thus limits their flexibility. Here, we focus on Voxel-based Soft Robots (VSRs), aggregations of mechanically identical elastic blocks. We use the same neural controller inside each voxel, but without any inter-voxel communication, hence enabling ideal conditions for modularity: modules are all equal and interchangeable. We optimize the parameters of the neural controller—shared among the voxels—by evolutionary computation. Crucially, we use a local self-attention mechanism inside the controller to overcome the absence of inter-module communication channels, thus enabling our robots to truly be driven by the collective intelligence of their modules. We show experimentally that the evolved robots are effective in the task of locomotion: thanks to self-attention, instances of the same controller embodied in the same robot can focus on different inputs. We also find that the evolved controllers generalize to unseen morphologies, after a short fine-tuning, suggesting that an inductive bias related to the task arises from true modularity.1
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Figure 1: Overview of the proposed approach. We use the same neural controller (left picture) inside each voxel, with shared parameters. The middle picture is a biped with the attention matrices of the different voxels. Each controller uses self-attention to compute importance scores (A) among the inputs sensed by its voxel. We also find evolved controllers to generalize to unseen morphologies (right picture; color represents the ratio between the voxel current area and its rest area: red stands for contraction, green for expansion, yellow for no change).
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1Videos of our results are available at https://softrobots.github.io/.
1 INTRODUCTION

Autonomous robotic ecosystems [5, 27] promise to accomplish cooperatives of robots working toward a common, human-aligned goal, ideally for tasks that are either too dangerous (e.g., rescue missions) or unfeasible for humans (e.g., digesting pollutants). In this setting, modularity plays a crucial role: unlike rigid, fully-integrated robots, modular robots rely on a large number of often identical independent modules that collectively complete an objective. As such, they have the flexibility to adapt to a wide range of morphologies and environments [40], possess fault tolerant properties [9], and can even self-assemble into novel morphologies that have not been envisioned by their original designers [54]. Indeed, modularity is a gift of nature to living organisms [20], and a product of evolution.

Modularity is also ubiquitous in the field of artificial intelligence: it appears in Graph Neural Networks (GNNs) [61], Cellular Automata (CA) [51], and multi-agent systems [76]. In evolutionary robotics, Voxel-based Soft Robots (VSRs) [29] are simulated aggregations of mechanically identical elastic blocks: as such, they have emerged as a more relevant formalism to model state-of-the-art robotic systems, e.g., soft robotics [59]. VSRs are appealing for investigating questions related to Artificial Life (AL) [39] and designing living organisms that evolve in vivo [38], bridging the sim-to-real gap [4]. In doing so, researchers mostly rely on Evolutionary Algorithms (EAs) [12], a family of algorithms that successfully married with the field of robotics [52, 64, 71, 72].

Yet, in the path toward autonomous robotic ecosystems, full exploitation of modularity is still a roadblock [78], as the flexibility of modular robots depends on how the modules are “wired” together. Minimizing the need for communication among modules would permit to disassemble robots and to reassemble them differently, to cope with different tasks. Early controllers for VSRs relied on a single centralized neural network [68] or fixed, rigid inter-module communication between voxels [30, 47], effectively making their design closer to a single, large neural controller with shared weights. This rigid Message-Passing (MP) mechanism, while practical, makes the modules not perfectly interchangeable, thus limiting their flexibility. This leads to the question of whether VSRs will work at all if we remove all MP channels between modules. Any communication will thus take place through physical interactions in the environment initiated by each module, while simultaneously performing a task collectively: an outmost instance of morphological computation [28] (i.e., the “brain” offloading computation to the “body”).

In this work, we explore the properties of such modular robots without MP channels. We use the same neural controller inside each voxel, but without any inter-voxel communication, hence realizing the ideal conditions for modularity: modules are all equal and interchangeable, enabling our robots to truly be driven by the collective intelligence of their modules. We leverage EAs to optimize the controller parameters, and experimentally test whether the resulting VSRs are effective in a locomotion task on hilly terrains. We initially find the lack of inter-module communication to be too severe of a handicap for VSRs that rely on traditionally fully-connected neural network controllers. However, we find that a local self-attention mechanism—a form of adaptive weights—achieves superior performance since instances of the same controller embodied in the same robot can focus on different inputs. See Figure 1 for an overview of the proposed approach. Further, we also find that we can generalize to unseen morphologies after a short fine-tuning, suggesting that an inductive bias related to the task arises from true modularity. Through these findings, we envision this work to position itself as a stepping stone in the road toward autonomous robotic ecosystems.

2 RELATED WORK

Modularity allows robotic systems to present various kinematic configurations beyond what a fixed architecture can, and such robots are usually optimal to solve many robotic tasks [16, 63]. Modularity in robotic systems takes the form of fabricating physical parts that are interchangeable for a single robot, or designing independent robots that participate in a common task adaptively [18]. Due to the flexibility, versatility, and robustness to changing environmental conditions [78], we are witnessing an increasing number of works on modular robots [31], including soft ones [67]. For example, Kamimura et al. [36] proposed a method to automatically generate locomotion patterns for an arbitrary configuration, and Groß et al. [23] tackled object manipulation and transportation tasks using self-reconfigurable swarm-bots. The possibilities of such systems are encouraging, but the self-organizing and adaptive properties are even more inspiring. In a life-long gait learning task, Christensen et al. [9] showed that, given a body configuration, a modular system can automatically figure out the best gaits, while presenting morphology independence and fault tolerance. Taking a step further, Pathak et al. [54] demonstrated that a modular robotic system can generalize to unseen morphologies and tasks. Finally, Piggozzi and Medvet [56] partitioned modular robots into independent units on the basis of self-organizing neural controllers.

The concept of modularity appears also in the AL and machine learning communities, most noticeably in the area of neuroevolution and CA [26]. Indeed, we are witnessing a surge in works that incorporate these ideas into modular robots. While most robotic works are controller-focused, AL and ML researchers also explored the co-optimization of configuration and controller [3, 25, 41]. For instance, Cheney et al. [7] evolved soft robots with multiple materials through a generative encoding. Inspired by multi-cellular systems, Joachimczak et al. [33] evolved soft-bodied animals in both aquatic and terrestrial environments, showcasing the concept of metamorphosis in simulation. In another soft robot simulation work, partially damaged robots regenerated their original morphology through local cell interactions in a neural CA system [30]. Moreover, Sudhakaran et al. [66] grew complex functional entities in Minecraft through a neural CA-based morphogenetic process. Finally, there exists a whole body of literature on the evolution of virtual creatures with artificial gene regulatory networks [11].

Intuitively, the performance of a modularized system depends on the communication pattern, one therefore naturally wonders if there exist better MP graphs. Recent work suggests that GNNs possess self-organizing properties and are capable of learning rules for established CA systems [22], which hints at learning novel inter-module communication patterns. On the other hand, the very existence of inter-module MP prevents modular robots from being robust and truly interchangeable. Researchers thus set their eyes on the other end of the spectrum and explored the possibility of
creating modular robots with more localized communication [53] or even without inter-module communications [35, 46, 57]. In this work, we evolve simulated VSRs for locomotion tasks, and demonstrate that it is possible to evolve a shared controller for each voxel that excludes communication with others.

3 METHODS

3.1 Background on Voxel-based Soft Robots

Voxel-based Soft Robots (VSRs) are a kind of modular soft robots composed as aggregations of elastic cubic blocks (voxels). Each voxel contracts or expands its volume; it is the overall symphony of volume changes that allows for the emergence of the high-level behavior of the robot. Hiller and Lipson [29] first formalized VSRs and proposed a fabrication method. In this work, we consider a 2-D variant of simulated (in discrete time and continuous space) VSRs [48], where cubes become squares. While disregarding one dimension certainly makes these simulated VSRs less realistic, it also eases the optimization of VSR design and facilitates research on their control [3], thanks to the smaller search space. However, the representations and the algorithms adopted in this paper are easily portable to the 3-D setting, and so are the considerations on the self-attention controller.

In the following, we outline the characteristics of VSRs relevant to this study, and refer the reader to [48] for more details. A VSR is completely defined by its morphology (i.e., the body) and its controller (i.e., the brain), that we detail in the following two subsections.

3.1.1 VSR morphology. The morphology of a VSR describes how the voxels, i.e., elastic squares, are arranged in a grid topology. Each voxel is modeled as the assembly of spring-damper systems, masses, and distance constraints [48]. Each voxel is rigidly connected to its four adjacent voxels (if present).

Over time, voxels change their area according to (a) external forces acting on the voxel (e.g., other bodies, including other voxels and the ground) and (b) an actuation signal computed by the controller. The latter produces a contraction/expansion force that is modeled in the simulation as an instantaneous change in the resting length of the spring-damper systems of the voxel. The length change is linearly dependent on an actuation value residing in $[-1, +1]$, $-1$ being the greatest possible expansion and $+1$ being the greatest possible contraction.

Each voxel receives, at every time step of the simulation, the readings $s \in \mathbb{R}^4$ of four sensors embedded in the voxels. Area sensors sense the ratio between the current area of the voxel and its resting area. Touch sensors sense whether the voxel is touching another body different from the robot itself (e.g., the ground) or not, and output a value of 1 or 0, respectively. Velocity sensors sense the speed of the center of mass of the voxel along the $x$- and $y$-directions. We normalize all sensor readings into $[0, 1]^4$ by soft normalization. After normalization, to simulate real-world sensor noise, we perturb every sensor reading with additive Gaussian noise with mean 0 and variance $\sigma^2_{\text{noise}}$. We set $\sigma_{\text{noise}} = 0.01$.

3.1.2 Controller. We consider the distributed controller proposed in [47], consisting in a number of fully-connected, feed-forward Artificial Neural Networks (ANNs), one for every voxel. In particular, we adopt the "homogeneous" variant presented in [49], where the ANNs share the same parameters: Medvet et al. [49] proved that such homogeneous representation is comparable to one where parameters are different for every ANN, with the additional benefit of a more compact search space, similarly to what happens in most multi-agent reinforcement learning systems [76]. Moreover, parameter sharing makes the controller agnostic with respect to the morphology, putting ourselves on a vantage point to test generalization to unseen morphologies. With respect to the model of [47, 49], we here drop MP among voxels, as the focus of this work is on minimizing (and, possibly, dispensing with) inter-module communication in soft robots: we hence enable interchangeability of modules and thus the full exploitation of modularity. Moreover, we perform actuation every $k_{\text{act}}$ steps, rather than at every time step as in [47, 49], to prevent VSRs from exploiting the emergence of high-frequency dynamics.

Every ANN takes as input the local sensor readings $s \in \mathbb{R}^4$ and outputs the local actuation value $a \in \mathbb{R}$. We use a one-hot encoding of $s \in \mathbb{R}^4$ to let the voxels know where they are in the body: the actual input of the ANN is hence built as follows. Let $n$ be the number of voxels of a given VSR; for the $i$-th voxel, let $h_i \in \mathbb{R}^n$ be a one-hot vector that is 1 at the $i$-th entry and 0 everywhere else. We encode $s$ for each $i$-th voxel as $X = sh_i^T \in \mathbb{R}^{4 \times n}$. $X$ is then a matrix that is equal to $s$ at the $i$-th column and 0 otherwise. In this way, a voxel can distinguish itself in the morphology. We apply this same pre-processing to every model considered in this paper.

We remark that one-hot encoding does not invalidate the claim that voxels are all identical: in practice, it just requires the "operator" (i.e., the robot assembler) to set the position of each voxel "in" the voxel controller itself, i.e., to do the proper configuration. Regardless of the ANN architecture, there is a unique vector $\theta \in \mathbb{R}^P$ of parameters that specifies every ANN in the VSR. Thus, we optimize a VSR for a given task by optimizing the parameters $\theta$.

3.2 Self-attention

Attention can be seen as an "adaptive weights" [19] mechanism that computes importance scores for the inputs. Attention mechanisms were first introduced in the context of machine translation [2, 45] to capture relationships in temporal sequences of data, and have thus prospered in natural language processing [13, 21]. Attention mechanisms have achieved state-of-the-art performance in domains (e.g., computer vision [37]) where data are not temporal but spatial [14, 77] or even sets [42, 69], also considering robotic settings [8, 70, 79]. There is indeed evidence that the nervous system modulates attention on every sensory channel [15]. As a result, being attention an adaptive weights mechanism, we argue it could supplant inter-module communication by computing importance scores that are tailored to the specific voxel, while being local (i.e., attending only to voxel-specific information) and shared (i.e., same parameters for every voxel).

Let $X \in \mathbb{R}^{r \times u}$ be a sequence of $u$ inputs of dimension $r$. In its general formulation, an attention module computes an attention matrix $A \in \mathbb{R}^{r \times r}$, to get weighted inputs:

$$Y = AX$$

(1)
where $\sigma(\cdot)$ is a non-linear function that constrains $A$ to be in a given range (e.g., tanh), $Q, K \in \mathbb{R}^{r \times d}$ (known as the Query and Key matrices) are the output of linear transformations of the form:

$$Q = XW_q + b_q$$  \hspace{1cm} (3)

$$K = XW_k + b_k$$  \hspace{1cm} (4)

where $W_q \in \mathbb{R}^{r \times d}, W_k \in \mathbb{R}^{r \times d}$ are weight matrices, $b_q \in \mathbb{R}^d, b_k \in \mathbb{R}^d$ are bias vectors, and $+$ denotes the matrix-vector addition (the vector is added to each row of the matrix). We take the dot product between $Q$ and $K$ to compute compatibility between two different representations of the inputs. The division in Equation (2) appears because the dot product grows with the operands dimensions.

### 3.2.1 Self-attention in VSR controller.

We use the one-hot encoded sensor reading as input $X$: then, $r = 4$ and $u = n$. The attention matrix is $A \in \mathbb{R}^{n \times 4}$: the attention is on the sensor readings and $A$ dimension does not depend on the robot morphology. For self-attention to focus only on local information, we set on each $i$-th voxel $W_q = h_i W_q^i$ and $W_k = h_i W_k^i$, with $h_i$ defined as in Section 3.1.2: in this way, we extract the column of $X$ corresponding to the voxel. $w_q, w_k \in \mathbb{R}^d$ are evolvable vectors of parameters and are the same for all the voxels. We summarize the building blocks of our architecture in Figure 2.

After preliminary experiments, we set $\sigma(\cdot)$ to be tanh, $d = 8$, and $f$ to be a Multi Layer Perceptron (MLP) with no hidden layers and tanh activation function (to ensure the output lies in $[-1, +1]$). Moreover, given that we use tanh as non-linearity in Equation (2), the entries of $A$ lie in $[-1, +1]$, $+1$ being the highest compatibility between two inputs, $-1$ the least, and 0 no compatibility. Finally, our model differs from the original formulation of self-attention [74] in that we set Values to be the identity function, since, after preliminary experiments, we found them to be unnecessary.

In a self-attention model of this form, we optimize the parameters $\theta = [\theta_{\text{attn}}, \theta_f]$, where the attention module parameters $\theta_{\text{attn}}$ are the concatenation of $w_q, w_k, b_q, b_k$, and the downstream module parameters $\theta_f$ are the weights and biases of the downstream MLP. Then, $\theta$ is the genotype of our EA, that we detail in the next subsection.

### 3.3 Evolutionary algorithm

We perform optimization by means of Evolutionary Computation (EC); in particular, we resort to a Genetic Algorithm (GA) [12]. Indeed, Risi and Stanley [58] used GAs to effectively evolve complex neural architectures consisting of heterogeneous modules, and Such et al. [65] proved GAs to be competitive with state-of-the-art reinforcement learning algorithms.

Our GA iteratively evolves a fixed-size population of $n_{\text{pop}}$ individuals according to a $\mu + \lambda$ generational model, i.e., with overlapping. We initialize individuals at the very first iteration by uniformly sampling the interval $[-1, +1]^P$. Then, at each iteration, we select parents with tournament selection of size $n_{\text{tour}}$, and extended geometric crossover, with probability $p_{\text{mut}}$, or extended geometric crossover, with probability $1 - p_{\text{mut}}$. For mutation, given a parent $\theta \in \mathbb{R}^P$, we add Gaussian noise to get $\theta' = \theta + \sigma_{\text{mut}} \epsilon$, with $\epsilon \sim \mathcal{N}(0, I)$ and $I$ being the diagonal matrix of size $p \times p$. For extended geometric crossover, given two parents $\theta_1, \theta_2 \in \mathbb{R}^P$, the new individual is born as $\theta' = \theta_1 + a(\theta_2 - \theta_1) + \sigma_{\text{mut}} \epsilon$, where each element $a_i$ of $a$ is chosen randomly with uniform probability in $[0.5, 1.5]$ and $\epsilon \sim \mathcal{N}(0, I)$. Then, we merge offspring and parents and retain only the best half of individuals, that will constitute the population at the next iterations. Evolution terminates after $n_{\text{evals}}$ fitness evaluations have been computed.

After preliminary experiments and exploiting our previous knowledge, we set $n_{\text{pop}} = 100$, $n_{\text{tour}} = 5$, $\sigma_{\text{mut}} = 0.35$, $\sigma_{\text{mut}}' = 0.1$, $p_{\text{mut}} = 0.2$, and, unless otherwise specified, $n_{\text{evals}} = 30,000$.

## 4 EXPERIMENTS

Our goal is to answer the following questions with an experimental analysis:

| RQ1 | Are VSRs evolved with self-attention effective at solving a locomotion task? If so, are they robust to environmental changes? |
| RQ2 | Why does self-attention work? |

We evaluate our method on two different VSR shapes, namely a $4 \times 3$ rectangle with a $2 \times 1$ rectangle of missing voxels at the bottom-center, that we call biped, and a $7 \times 2$ rectangle with empty voxels at the odd x positions in the bottom row, that we call comb.

The dimensions of $X$ is hence $4 \times 10$ for the biped shape and $4 \times 11$ for the comb shape (the second operand in the multiplication being the number of voxels); as a result, the self attention controller has $|\theta| = 73$ parameters for biped ($|\theta_f| = 41$ pertaining to the downstream MLP and $|\theta_{\text{attn}}| = 32$ for the attention module) and $77$ for comb ($|\theta_f| = 45$ and $|\theta_{\text{attn}}| = 32$).

For all the experiments, we considered the task of locomotion. The goal is to travel as fast as possible on a terrain along the positive
x direction, in a fixed amount of simulated time $t_{\text{final}}$. We use as fitness the average velocity $\bar{v}_x$ of the center of mass of the VSR during the simulation. We set $t_{\text{final}} = 30\,\text{s}$. Locomotion is indeed a classic task in evolutionary robotics [52], but usually consists in running along a flat surface. We hereon consider a hilly terrain, consisting of bumps that are randomly procedurally generated with an average height of 1 m and an average distance of 10 m. We randomize the seed for the procedural generation at every fitness evaluation and re-evaluate individuals retained from the previous iteration, so that evolution does not unfairly favor individuals with an “easy” terrain and to make adaptation more challenging.

We implemented the experimental setup in the Java programming language, relying on JGEA\(^2\) for the evolutionary optimization and 2D-VSR-Sim [48] for the simulation of VSRs. For the latter, we set $\Delta t = \frac{1}{60}\,\text{s}$ for the time step, and all other parameters to default values (as a result, all voxels share the same mechanical properties). After preliminary experiments, we set $k_{\text{act}} = 20$ (i.e., one actuation every $= 0.33\,\text{s}$). We made the code publicly available at https://github.com/pigozzif/AttentionVSRs.

For each experiment, we performed 5 evolutionary runs by varying the random seed for the EA. We remark that, for a given VSR and terrain, the simulations are instead deterministic. We carried out all statistical tests with the Mann-Whitney U rank test for independent samples.

4.1 Results

4.1.1 RQ1: effectiveness and robustness with self-attention. In order to verify the effectiveness of evolved VSRs equipped with our self-attention model, we measure their performance in two different cases: in the same conditions they were evaluated during the evolution and in slightly different environmental conditions aimed at testing an individual generalization abilities. In both cases, we use $\bar{v}_x$ as performance index: in the former, it is the value of the fitness function itself, while in the latter it is the average over 10 unseen hilly terrains, obtained with 10 different predefined random seeds.

As baseline, we compare the self-attention model (hereon Attention) with:

(a) a “communication-less” MLP (hereon MLP), that takes the same input as Attention;
(b) a “communication-based” MLP (hereon MLP-Comm), that takes as input the local sensor readings and the 4 values generated by the four adjacent voxels (if any, or zeros, otherwise) at the previous time step. Then, it outputs the local actuation and the 4 values that will be used by the adjacent voxels at the next time step. This model is the same as [47, 49] and, by virtue of the MP mechanism, is an instance of a communication-based controller.

Both models have the same architecture as the self-attention downstream MLP (see Section 3.2): as a result, MLP has 41 parameters for biped and 45 for comb, while MLP-Comm has 405 for biped and 440 for comb. MLP-Comm and MLP differ from Attention in that they do not employ an attention mechanism to obtain importance scores for the inputs. For the optimization, we use the same EA of Section 3.3.

---

\(^2\)https://github.com/ericmedvet/jgea.

---

We summarize the results in Figure 3, which plots $\bar{v}_x$ in terms of median ± standard deviation for the best individuals over the course of evolution. Moreover, Figure 4 shows $\bar{v}_x$ for the best individuals over the re-assessment terrains. For the same shape, it also reports the $p$-value for the statistical test against the null hypothesis of equality between the medians.

From the figures, we find that Attention outperforms both baselines. The curves of Figure 3 also suggest that all models settle on a plateau and that continuing evolution would unlikely bring better results. Attention individuals also perform better in terms of re-assessment: they achieve significantly better $\bar{v}_x$ on unseen terrains. Moreover, MLP-Comm outdoes a poor-performing MLP, as attested by the low $\bar{v}_x$ scores, especially for the biped shape. We visually inspected the evolved behaviors for the best individuals and found them to be highly adapted to a locomotion task on hilly terrain; indeed, bipeds hop on their legs as equines do and combs propagate leg movements from posterior to anterior as millipedes do. We made videos available at https://softrobots.github.io\(^3\). With

\(^3\)Number 1 and number 2.
no communication, a “vanilla” MLP controller fails; it does not enable communication-less VSRs. To reach a decent performance, we must add a MP communication mechanism. Intuitively, the MP mechanism is very important for emerging behavior to arise with an MLP-based controller. Self-attention instead does enable truly communication-less VSRs: it performs better or comparatively to both a communication-less and a communication-based MLP. We believe the reason for this to be that self-attention is a form of adaptive weights, tailoring importance scores to the inputs and, indirectly, to the particular voxel.

In addition to the evolved behaviors, we also visualized the attention matrices. Indeed, interpretability is one of the major strengths of self-attention and allows humans to get an insight into the robot inner decision mechanisms. To illustrate that point, Figure 5 presents a locomotion time lapse for a sample VSR: at each time step, it displays the robot state in the top row and the corresponding attention matrices in the bottom row; as happens with our distributed controller, there is one such attention matrix for every voxel in the morphology. Columns and rows of the attention matrices correspond to sensors, in particular: first for the touch sensor, second and third for the $x$- and $y$-velocity sensors, fourth for the area sensor. The color of each attention score tells the strength of the compatibility between inputs, and provides an interpretation for what is driving the behavior of the VSR.

From the visualization, we realize attention scores are consistent with humans intuition and common sense. From Figure 5a to Figure 5b, attention shifts from the touch sensor of the rear leg to the touch sensor of the front leg. In Figure 5c, the VSR stops at a hole in the terrain, and the attention matrix witnesses a radical shift as a consequence. In Figure 5d and Figure 5e, the VSR starts walking in the terrain, and the attention matrix witnesses a radical shift as a consequence. In Figure 5d and Figure 5e, the VSR starts walking again by first focusing on the front leg, and then on the rear leg, initiating locomotion once again. We found the other individuals to present similar attention patterns.

We conducted an ablation study to assess whether evolution found a trivial solution for self-attention or not. Indeed, AL researchers are all aware of the many uncanny and “creative” convergences that artificial evolution is capable of [43]. In particular, we test whether the attention update over time is needed or not, i.e., if there is a “one attention to rule them all” case. To this end, we conducted the following procedure. Given an evolved VSR with Attention, we take a snapshot of it at every second of the simulation, along with its attention matrix at that time step. For every such snapshot, we simulate it on a fixed unseen hilly terrain for 30 s with the attention matrix frozen (i.e., it is the same as the one of the snapshot). We repeated this procedure for the best individual of every evolutionary run. We summarize the results in Figure 6 in terms of $\sigma$ (median ± standard deviation), with the time (in s) at which we took the corresponding snapshot on the $x$-axis. We see that performance drops dramatically, meaning that self-attention is indeed a fundamental piece in the architecture and that it is non-trivial.

Through that evidence, we can answer positively to RQ1: VSRs evolved with self-attention can solve the task of locomotion and outperform an MLP baseline without relying on inter-module communication, while being fairly able to generalize to unseen terrains.

4.1.2 RQ2: why does self-attention work? We hypothesize the reasons for self-attention effectiveness to be:

(a) self-attention evolves to represent an inductive bias, i.e., what tasks the controller is naturally suited at tackling, and

(b) self-attention evolves to be an instinctive component (akin to reflexes in biology), that complements decision-making with a fast time-scale of adaptation.

We first focus our attention on the inductive bias hypothesis. In the field of machine learning, an “inductive bias” refers to the set of assumptions made by an algorithm in order to generalize to novel and unseen data [50]; in our case, data refer to tasks. If self-attention evolved an inductive bias, as others did point out [79], it would represent features that are general for the task of locomotion, and are thus suitable for generalization.

To test the inductive bias hypothesis, we conduct an experiment of generalization to unseen morphologies. Given the attention module $\theta_{\text{attn}}$ evolved on a specific morphology, we wonder whether we can freeze it and use it as an off-the-shelf “feature extractor" for a different morphology—as mentioned in Section 3.2, $\theta_{\text{attn}}$ dimension is agnostic with respect to the morphology. If self-attention evolved an inductive bias, it would be useful to control the new morphology. In particular, for a frozen self-attention, we fine-tune the downstream module. The goal of fine-tuning is to have a VSR that is effective and converges faster than evolving from scratch. If that were the case, self-attention would be useful to quickly assemble new VSRs for a different task, starting from pre-optimized components. This fine-tuning procedure is of crucial importance, since we expect one-shot generalization to fail as a consequence of the embodied cognition paradigm [55, 62], which posits a deep entanglement between the morphology and the controller of an embodied agent.

For every best individual $\theta^* = \left[ \theta^*_{\text{attn}} \theta^*_f \right]$ of an evolutionary run from the experiments of Section 4.1.1, we freeze its attention module parameters $\theta^*_{\text{attn}}$ and fine-tune its downstream module parameters $\theta^*_f$ using the same GA of Section 3.3 (i.e., mutation and crossover operate on $\theta^*_f$ only), yet starting from a different initial population. In detail, the initial population is composed of $\theta^*$ and $n_{\text{pop}} - 1$ mutations of it, obtained by copying $\theta^*_{\text{attn}}$ and re-initializing $\theta_f$ by sampling uniformly $[-1, +1] |\theta_f|$. We conducted an experimental campaign of 5 evolutionary runs, lasting $n_{\text{evals}} = 20,000$ fitness evaluations each, with one larger version of each of the two shapes used in the previous experiments. We fine-tuned the best individual of every run as explained above, freezing and transferring its attention module to the corresponding smaller or larger morphology, i.e., from biped-small to biped-large from comb-small to comb-large, and from comb-large to comb-small. For fine-tuning, we set $n_{\text{evals}} = 10,000$ fitness evaluations as termination criterion, as our goal is to quickly adapt to a new task starting from pre-optimized components (i.e., the attention module). We summarize the results in Figure 7: for each morphology, we compare $\sigma$ (in terms of median ± standard deviation) for fine-tuning (Fine-tune) and from-scratch optimization (From-scratch). For a fair comparison, we plot the results for From-scratch over 30,000 fitness evaluations, since every Fine-tune run is the outcome of...
Figure 5: Time-lapse showing locomotion for a sample VSR and the corresponding attention matrices. The color of each voxel encodes the ratio between its current area and its rest area: red for $< 1$, yellow $\approx 1$, green $> 1$; the circular sectors drawn at the center of each voxel indicate the current sensor readings. The color of each attention score tells the strength of the compatibility between inputs, and provides an interpretation for what is driving the behavior of the VSR.

Figure 6: Median $\pm$ standard deviation (solid line and shaded area) of the average velocity for the best individuals found during each evolutionary run, with the attention matrix frozen at different time steps of the simulation (on x-axis in s), obtained with the two shapes. Self-attention evolves to be a necessary component of the controller, and ablating it results in abysmal performance.

Figure 7: Median $\pm$ standard deviation (line and shaded area) of the average velocity for the best individuals found during each evolutionary run, with two controller types (color), with optimization from scratch (dashed line) or fine-tuning a pre-optimized attention (solid line) on a different morphology. Attention evolves an inductive bias that, generally, represents invariant features for the locomotion task.

We conclude that it is often possible to re-use an evolved attention module for a smaller or larger morphology, after a fine-tuning stage. That result is hopeful in the context of future autonomous robotic ecosystems: we expect new robots to be assembled from pre-optimized components, so that they are, at the same time, proficient at new tasks and computationally cheaper than optimizing from scratch.

We believe the result is relevant, as, to date, [40] is the only other work addressing generalization to different soft robot morphologies by means of EC. Albeit ground-breaking, Kriegman et al. [40] achieved generalization by computing the fitness function over

---
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three different morphologies at every evaluation, which might not be feasible in a fully autonomous setting. We achieve generalization with no penalty during evolution, at the cost of introducing a fine-tuning stage. Finally, we remark it could be argued that other works, e.g., [32, 54, 75], achieved generalization to unseen morphologies via techniques more sample-efficient than EC, most notably Reinforcement Learning (RL). While those advances are indeed noteworthy, there are reasons to use EC in the first place: empirically, we find that RL algorithms are notoriously more unstable than evolution; indeed, there is a recent body of literature that shows how even simple EAs can achieve performance competitive to state-of-the-art RL systems [58, 60, 65], at the benefit of less complexity and less sensitivity to hyperparameters.

It is worth noting that evolution and learning can complement each other very effectively [17]. For example, in evolutionary robotics, learning augments evolution by allowing newborn controllers to adapt more quickly to their bodies [24, 44]. It is clear that self-attention is not a form of learning: in particular, there is no memory or state, as every attention matrix is computed just from current observations. We argue that self-attention evolves to have an instantaneous time-scale of adaptation; similarly to reflexes, it immediately reacts to sensory perceptions. Under this light, self-attention belongs to the “System 1” mode of thought: as put forward in the seminal work of Kahneman [34], System 1 thinking is fast, instinctive, and emotional. System 1 then exists at the level of the sub-conscious. That hypothesis is in line with the nature of attention in biology [10, 73].

To validate that hypothesis, we perform an experiment by slowing down the dynamics of attention. In particular, given the attention matrix $A$ as defined in Equation (2), that depends only on current input, we define the matrix $A'(k)$ as:

$$A'(k) = \begin{cases} \alpha A + \eta A'(k-1) & \text{if } k > 0 \\ A & \text{if } k = 0 \end{cases}$$

where $\alpha, \eta \in [0, 1]$. $\alpha$ acts as a learning rate, weighting the current attention, while $\eta$ acts as a forget rate, weighting the attention compounded from the previous time steps. In the following, we substitute $A$ with $A'(k)$ in Equation (1), i.e., $A'(k)$ is the effective attention matrix at time step $k$, i.e., at time $t = k \Delta t$. As a side note, if we enforce $\alpha + \eta = 1$, Equation (5) resembles the “associative weights” memory of Ba et al. [1].

In the following, we evolve $\alpha$ and $\eta$ as part of the genotype. To enforce $\alpha, \eta \in [0, 1]$, when mapping a genotype $\theta$ into a robot phenotype, we set both to be the absolute value clipped at 1 of the corresponding genes. In doing so, we let evolution discover what is the fittest value for $\alpha$ and $\eta$ and, as a result, what is the optimal balance between current information and past information in self-attention. In a certain sense, we are “meta-evolving” self-attention.

With those settings, we conducted an experimental campaign of 5 evolutionary runs with the shapes of Section 4.1.1. We found the resulting best individuals to be not significantly different from those of Section 4.1.1, in terms of effectiveness and qualitative analysis of self-attention, so we simply show in Figure 8 the evolution of $\alpha$ and $\eta$. We notice a clear trend: $\alpha$ evolves to be 1, while $\eta$ evolves to approach 0. In other words, self-attention evolves to keep all the present information and retain little from the past. Those results mostly confirm our hypothesis that evolution leads self-attention to have an instantaneous time-scale of adaptation, akin to an instinct.

Through those tests, we can answer to RQ2: self-attention works because it evolves to represent an inductive bias that is useful for generalization; at the same time, self-attention evolves to be an instinctive adaptation mechanism, allowing the controller to react quickly to changes in the inputs.

5 CONCLUSION

In the path toward autonomous robotic ecosystems, full exploitation of modularity remains a roadblock [78]. Minimizing the need for communication among robot modules would greatly facilitate the disassembly of robots in components and their reassembly in different forms, to cope, e.g., with different tasks.

Considering the case of VSRs, that, a priori, enjoy a high degree of modularity (in both bodies and brains), those points is precisely what the paper demonstrates:

(i) we can evolve controllers that dispense with inter-module communication for a locomotion task on hilly terrains;
(ii) we can achieve generalization to unseen morphologies, after a short fine-tuning with evolution.

To do so, we employ a local self-attention mechanism—a form of adaptive weights—to let every voxel adapt to its local perceptions, and optimize the controller parameters (which are the same for all the voxels) with EC. On the other side, an MLP baseline is not proficient in the same task. We also observe that self-attention evolves to be an instinctive adaptation mechanism, allowing the controller to react quickly to input changes.

Yet, it is unclear how our results extend beyond the scope of modular soft robots, including modular rigid robots. Future work will develop on these ideas to investigate how critical the soft body dynamics are in supporting full controller modularity, and how to leverage self-attention to evolve communication patterns tailored to different voxels.
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