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**Abstract**—Large-scale successful integration of microgeneration, together with active loads, energy storage devices, and energy scheduling strategies, requires the extensive adoption of advanced information and communication technologies (ICTs) at the distribution network level; this brings so-called Cyber-Physical Multi-MicroGrid (CPMMG) systems into the picture. However, as such ICTs are not failure-free, their integration affects the system’s operation and adequacy. To quantify how cyber failures influence a CPMMG system, this study proposes an adequacy framework based on sequential Monte Carlo Simulation (MCS). In the proposed framework, the typical structure of a CPMMG is exemplified, and the consequences of various cyber failures in this system are explained. Possible operation modes—normal, island, joint, and shutdown modes—are then explained and modeled. Finally, the adequacy index Expected Energy Not Served (EENS) is computed based on the proposed methodology, and two new adequacy indices are proposed: Interrupted but Gained Compensation (IbGC) and Supplied by Expensive Resources (SbER). A comprehensive case study is conducted to reveal the salient features of the proposed framework.

**Index Terms**—Multi-microgrid, adequacy, information and communication technology, cyber system.

**I. INTRODUCTION**

INTEGRATING Information and Communication Technologies (ICTs) into physical, engineered systems has given rise to cyber-physical systems [1]. A smart grid is one such system, whereby automation of system control and monitoring, peer-to-peer communication, and data gathering and processing take center stage in improving the performance of power systems across various aspects, resulting in so-called Cyber-Physical Power Systems (CPPSs) [2]. The past decade has seen the gradual development of both simulation-based and analytical approaches for studying the adequacy, and thus reliability, of Cyber-Physical Distribution Systems (CPDSs), and there has been a focus on modeling the various existing interdependencies and quantifying the impact of failure of the cyber system’s components on the performance of CPDSs [2]–[4].

It is anticipated that the penetration of Distributed Energy Resources (DERs), Energy Storage Systems (ESSs), electric vehicles, and active loads (through demand-side management) will increase in distribution systems [5]. Microgrids (MGs) are an efficient way to facilitate this transition. Several studies have been carried out to assess the impact of cyber system failures on the adequacy of isolated MGs. Reference [6] developed an MCS-based method to investigate the impact of cyber system failures and disturbances on isolated MGs; references [7], [8] evolved this study by adding optimization-based scheduling strategies to the model; reference [9] further developed these studies by taking the uncertainty of DERs into account. Reference [10] recently developed an analytical framework by integrating an information mapping model into the state transition of a physical MG to quantify the impact of cyber system contingencies on MGs.

MGs have limited energy handling capability. According to IEEE recommendations, the maximum capacity of MGs is normally limited to 10 MVA [11]. In this regard, a distribution network can be partitioned into a number of MGs [5]. In recent years, this has led to the idea of Multi-MicroGrid (MMG) systems, which are formed by connecting adjacent MGs to enhance the operation and control of the system [12]. The inclusion of MGs and MMGs in the distribution networks requires additional control layers that in turn change the required cyber infrastructure; the interdependencies between cyber and power components change accordingly. We recently developed a method based on Monte Carlo Simulation (MCS) to analyze the adequacy of a single grid-connected MG [13]. To the best of our knowledge, there are no reported studies on the impact of ICT failures on the operation and adequacy of CPMMGs. This paper seeks to address this problem, and proposes a methodology based on sequential MCS for acquiring adequacy indices for MMG systems by analyzing the impact of ICT failures on the operation of such systems. The main contributions of the paper are threefold:

- A cyber structure suitable for a CPMMG is exemplified, relevant direct and indirect interdependencies between the cyber and the power components in a CPMMG system are identified, and the consequences are analyzed.
- Based on the contingency states in the system (which are obtained using sequential MCS), operation strategies that are simplified but suitable for acquiring adequacy indices are developed to characterize the normal operation of the MGs, as well as their operation during various events that forces the MGs to operate in island or joint operation modes; a joint operation mode is where some MGs are connected to each other but separated from the upstream grid.
- During joint operation, MGs with cheaper loads might interrupt their loads and sell energy to the other MGs that require it to supply their more expensive loads. Conventional adequacy indices cannot quantify these transactions. Accordingly, two new adequacy indices—Interrupted but Gained Compensation (IbGC) & Supplied by Expensive Resources (SbER)—are proposed that can be beneficial for detailed study of MMG systems.

The remainder of the paper is organized into five sections: Section II exemplifies the structure of a CPMMG, and the consequences of failure of various cyber components are determined. Section III presents three mathematical formulation
problems for the scheduling strategies of an MMG during normal, islanding, and joint operation modes. Section IV explains the proposed methodology for obtaining adequacy indices. Section V provides the results of the case study. Finally, Section VI concludes the paper.

II. SYSTEM AND COMPONENT DESCRIPTION

A. Cyber-Physical Multi-Microgrid Systems

Fig. 1 shows the structure of a sample CPMMG system. This structure includes three control layers: the Distribution Management System (DMS), which is responsible for coordinating MGs to maintain the economy and security of the distribution network; the MG Central Controllers (MGCCs); and the primary controllers. These include Micro Controllers (MCs) for controlling DERs, viz., wind, PV, ESS, and diesel engine units; Load Controllers (LCs); and Circuit Breaker Controllers (CBCs). The LCs are considered to control the bulk load points that, for example, might encompass several residential customers, each of whom are equipped with a Home Energy Management System (HEMS). The controllers at different layers are connected through communication layers, which can be implemented using wired or wireless communication technologies. Note that the physical MGs are connected to each other at the Points of Interconnection (POIs).

B. Availability of the Cyber Links

A cyber link between two cyber components is available if at least one communication route for transferring data between them is available. The structure function in the form of minimal sum-of-products is used to find the availability of the cyber links [13]. The minimal path sets—that include all cyber elements in a communication route—required in this method can be efficiently found using the adjacency matrix of the fully operational cyber system in different programming languages, such as in MATLAB by using the command ‘pathset’.

C. Impact of the Cyber Component Failures

In order to study the impact of failure of cyber components, the first step is to identify possible failure events and their consequences. Unlike for the failure of power components, a general formula is not feasible for identifying the consequences of cyber component failures which depend on the design and logic of the control systems, in addition to the structure of the cyber system. For instance, a centralized control system is prone to a single point failure, and when it is down, the whole system under its control will be down; however, for a distributed control system, this is incorrect. This study, at first, considers centralized controllers at both MMG (DMS) & MG levels (MGCCs). However, a good approximation of the upper boundary of adequacy indices for a distributed control system can be calculated using the proposed methodology, as explained in section V. For a centralized control system at both MG and MG levels, the consequence of failure of cyber components assumed in this study and their type of impact have been listed in Table I.

The necessary cyber links for the operation of power switches (CBCs) differ depending on the design of the protection system used for fault clearing and on the design of the control system required for network reconfiguration. A local protection system requires proper operation of the power switch, and its local controller and measurement units, while differential protection of a zone requires proper operation of the power switches, and their controller and measurement units at both ends of the related zone together with the communication link between the controllers. In a centralized protection system, the commands required for the operation of power switches are calculated and sent by the central control system. In this paper, a centralized protection system is considered. Accordingly, it is assumed that the power switches inside MGs are solely controlled by their associated MGCC, and the power switches at POIs are controlled by either the neighboring MGCCs or the DMS, such that the DMS, MGCC1, and MGCC2 can provide the trip command for the power switch between the first and the second MGs in Fig. 1. The availability of a cyber link between a power switch and any of its associated controllers results in its proper operation, if the associated CBC and controller are working.

D. Renewable Energy Resources, Loads, and Market Prices

To characterize the system behaviour properly, due to the presence of ESS in the model, the temporal correlation of the renewable generation, loads, and market prices should be considered in the model. For simplicity, ten years of historical data on wind speed and solar irradiation, one year of historical data on market prices, and the IEEE-RTS load profile [13] are repeatedly used in this study. Alternatively, a scenario generation method that takes the temporal correlation of these generation units into account can be applied, but is beyond the scope of this paper.
III. System Operation

The operation of an MMG system might change due to the different contingencies in both cyber and power systems. Consequently, different operation modes are required to properly characterize the system behavior as follows:

(i) Normal Operation (NO): The MGs connect to the upstream grid and can trade power both with the upstream grid and with each other.

(ii) Joint Operation (JO): A number of MGs are connected to each other and can trade power among themselves but are separated from the upstream grid.

(iii) Islanding Operation (IO): The islanded MG operates individually and is disconnected from the rest of the network.

(iv) Shutdown Mode (SD): All load points are interrupted and all generation resources are disconnected from the MG.

In some situations, there may be different operation modes for different MGs in an MMG system; for example, some MGs may be in joint operation mode and others may be in islanding mode. This occurs, for example, due to a simultaneous failure in the upstream grid and one of the circuit breakers between the MGs in Fig. 1. This case would result in the joint operation of two of the MGs and islanding operation of the other one. In addition, with the presence of protection devices inside the MGs, a part of an MG might be separated (and shut down) while the rest might be in normal, joint, or island operation modes.

When a failure occurs that causes the separation of the distribution network from the upstream grid or causes the unintentional islanding operation of an MG, the lack of local generation resources causes load interruption. Therefore, it is essential to characterize these modes for acquiring the adequacy indices. In addition, to obtain an accurate result, it is necessary to simulate the normal operation of the system prior to the contingency. This is required to obtain the initial State of Charge (SOC) of the ESS and any other time dependent generation resources or loads at the beginning of the contingency [14]. For the last operation mode, namely shutdown mode, no operation strategy is required, and the ESSs maintain their states of charge.

Following the aforementioned explanation, three mathematical problem formulations are defined as follows: P1: Normal Operation (NO); P2: Islanding Operation (IO); and P3: Joint Operation (JO). This section separately formulates each of these problems. The main symbols used in this section are listed in Table II.

A. Normal Operation Mode (P1)

MGCC–P1: In the NO mode, the objective of each MG is to minimize its operation cost, $c^{GC}_{m}$. The optimization problem for the daily operation of each MG ($m \in \mathcal{M}$) in NO mode is as follows:

1) Objective Function:

$$c^{GC}_{m}(\gamma_{1m}) = \sum_{t\in \mathcal{T}} \left[ P_{mbf}^{mt} \cdot \Delta_{m}^{t} \cdot \lambda_{ch}^{m} \cdot \lambda_{ch}^{m} + P_{sell}^{mt} \cdot \lambda_{ch}^{sold} + P_{m}^{mt} \cdot \lambda_{ch}^{ch} + P_{ch}^{mt} \cdot \lambda_{ch}^{ch} + P_{ess}^{mt} \cdot \lambda_{ch}^{ess} + P_{sg}^{mt} \cdot \lambda_{ch}^{sg} \right] \cdot \Delta_{t},$$ (1)

where $\gamma_{1m}$ is the set of decision variables for MG $m$. For simplicity, during normal operation, it is assumed that MGs are price takers, and there is no service (transmission) cost, which results in the same purchase and sale prices. These assumptions are acceptable, since the normal operation is only required for obtaining the initial state of the ESSs at the beginning of a contingency. The first row in the objective function, according to the aforementioned assumptions, can be replaced by $P^{ess} \cdot \lambda_{ex}^{ess}$, where the sign of $P^{ess}$ is negative for sold energy and positive for purchased energy. The terms in the second row are the cost of charging and discharging of the ESS. The term in the third row is the cost of diesel engines, considering their fuel and emission costs. The fourth row yields the cost of load shedding in the NO mode.
\[
0 \leq P_{ml}^w \leq P_{ml}^w \cdot \phi_{ml}^w : \forall t \in T, \quad (7)
\]
\[
0 \leq P_{ml}^{pv} \leq P_{ml}^{pv} \cdot \phi_{ml}^{pv} : \forall t \in T, \quad (8)
\]
\[
0 \leq P_{mdt}^{de} \leq P_{mdt}^{de} \cdot \phi_{mdt}^{de} : \forall t \in T \& \forall d \in D_m, \quad (9)
\]

where (2) and (3) restrict the charging and discharging, respectively, of the ESS to their maximum amounts. Equation (4) calculates the SOC of ESS. Equation (5) limits the SOC of the ESS to its maximum and minimum allowable amounts.

Equation (6) states that the SOC of ESS at the end of scheduled horizon \(c_{ml,t}^{seg} \) should be equal to its initial amount \(c_{ml,t} \). The availability of the ESS, \(\phi_{ml}^{seg} \), is calculated as follows:

\[
\phi_{ml}^{seg} = \phi_{ml}^{ph-ess} \cdot \phi_{ml}^{mc-ess} \cdot \phi_{ml}^{ch-ess}, \quad (10)
\]

where the first, second, and third terms on the right side of (10) are the availability of physical ESS, its controller (MC), and the cyber link of its MC (obtained using MCS), respectively. Note that \(\phi^* = 1\) yields that component * is working and \(\phi^* = 0\) yields that components * has failed. Equations (7) and (8) limit the power production of the wind and PV units, respectively, to their maximum available generation at each time period. Note that the randomness of these generation resources are considered in \(P_{ml}^{pv} \) and \(P_{ml}^{de} \). The availability of these units, \(\phi_{ml}^{pv} \) and \(\phi_{ml}^{de} \), are calculated akin to the ESS availability, as in (10). Equation (9) denotes the limitations of the diesel engine w.r.t. its maximum and minimum capacity. The availability of these units, \(\phi_{mdt}^{de} \), are obtained akin to the ESS availability, as in (10).

3) Load Shedding Constraints: Due to the presence of load controllers, the loads at each load point can be interrupted partially based on their interruption (load shedding) costs. In this regard, each load point is defined as multiple segments indicating their priority. Let \(\{R_l\}_{l \in L_m} = \{r | 1, \ldots, N_{R_l}\}\) be a family of sets, where \(R_l\) and \(N_{R_l}\) are the set and number of load segments of load point \(l\), respectively. Each segment is then represented by \((\theta_{l,r}, r, \lambda_{ls-lp})\), where \(\theta_{l,r}\) is the proportion of segment \(r\) w.r.t. the total demand of the load point \(l\) (\(\lambda_{ls-lp}\)), and \(\lambda_{ls-lp}\) indicates its associated load shedding cost. To provide a uniform load shedding of the load points in an MG, the load segments of load point \(m, t\)'s availability of its associated cyber link. The load demand of segment \(r\) at MG \(m\) that should be supplied is then \(L_{mrt} = \lambda_{ml,lp} \cdot \phi_{ml}^{seg} \). Fig. 2 shows the aggregated load segments with their associated load shedding costs for an MG with four load segments.
Provided that there is no line limit violation, the DMS submits a confirmation signal to the MGCCs, and the power production of the MGs will be according to their submitted schedule. In the case that a line limit is violated, conflicts might occur between different MGs. This conflict can be illustrated briefly by a case whereby two MGs are aiming to sell power to the upstream grid using the same line, but the aggregated power is more than the line capacity. The question then is: How to assign the line capacity to the MGs? This study deals with this as a bankruptcy problem [15] that handles the division of insufficient resources between the claimants. Various division rules can be implemented based on this concept and the agreements between the MGs, namely Equal Shares (ES), Equal Shares of Deficits (ESoD), and Proportional Shares (PS). Here, PS is used which mathematically, \( \forall i \in T \), and the line \( m \rightarrow n \) is implemented as in (18). Note that since line congestion might occur in both directions, \( \alpha = \text{sgn} \left\{ \sum_{m \in M_{mn}} P_{mn}^\text{ex} \right\} \) is defined to consider the direction of the power flow, where \( \text{sgn} \) is the sign function.

\[
P^\text{ex}_m = \frac{\sum_{m \in M'} |P^\text{ex}_m|}{|P^\text{ex}_m|}, \quad \forall m \in M'_{mn}, \tag{18a}
\]

\[
P^\text{ex}_m = P^\text{ex}_m \cdot \psi, \quad \forall m \in M'_{mn}, \tag{18b}
\]

where \( M'_{mn} = \{ m | m \in M_{mn}, \alpha \cdot P^\text{ex}_m \geq 0 \} \), and \( M''_{mn} \) indicates its complement w.r.t. \( M_{mn} \). Solving (18a) gives \( \psi \), which is then used to obtain \( P^\text{ex}_m \) using (18b). The DMS then submits \( P^\text{ex}_m \) to the MGCCs, whereby each MGCC solves MGCC-P1 by considering a constraint for its power exchange \( P^\text{ex}_m \) with respect to \( P^\text{ex}_m^* \). This process is repeated until there is no violation in line capacities.

### B. Uncertainty of the Contingency Duration

Due to the temporal correlation of ESSs, it is essential to have a strategy in place to deal with the uncertainty associated with time to repair. In this regard, a method is developed that uses the prediction of the contingency duration (that is updated during the contingency) to cope with this uncertainty. As shown in Fig. 3, during a contingency and after the elapse of a certain number of time periods \( T^\text{ini} \), the first prediction of the remaining repair time \( T^\text{pre}_m \) (first prediction) is assumed to be available. A prediction of the remaining time to repair should be provided to the model either by the system operator or with any other predefined logics in the controllers. This prediction can be updated in the course of the contingency. With each update \( i \) of the prediction \( T^\text{pre}_m \), a new optimization problem is solved for the remainder of the contingency. The initial SOC in this new optimization problem is obtained from the preceding optimization problem. Without loss of the generality of the proposed method, it is assumed that the first prediction is accurate for its application in this study. In this regard, two strategies, (A) and (B), are developed for island and joint operation modes for these two sets of time periods.

#### C. Island Operation Mode (P2)

**MGCC-P2(A):** First, an hourly conservative strategy is developed for the operation of the islanded MG until a prediction for the duration of contingency is available. This operation strategy decreases the load shedding at a high possible level and stores the maximum possible energy in its ESS for upcoming hours by slightly compromising the operational cost. This operation strategy for islanded MG \( m \in \mathcal{M} \) at time period \( t \in T^\text{ini} \) is as follows:

1. **I.** If \( \sum_{T^\text{ini}} |P^\text{w}_m - P^\text{w}_m^\text{ch} + P^\text{w}_m^\text{ch} + P^\text{ch}_m| + P^\text{ch}_m + 0, \tag{19} \)

   where \( P^\text{ch}_m \) = \( \min [P^\text{ch}_m, (\frac{P^\text{ess} - P^\text{ess}_{m,t-1}}{P^\text{ess}_{m,t-1}})], \)

   \( P^\text{ess} \)

   and \( L^\text{tot}_m \) is the total load of MG \( m \) by taking the failed transformers into account. In this situation, the diesel generators are set to the minimum possible production, which is zero here, and the ESS will be charged to the maximum possible amount \( P^\text{ch}_m \); the generation of the renewable resources is reduced to meet the power balance constraint \( \zeta_m + P^\text{ch}_m = 0 \), and there is no load shedding \( P^\text{ls}_{m,t} = 0 : \forall t \in \mathcal{R}_m \).

2. **II.** Else if \( \zeta_m + P^\text{ch}_m \leq \sum_{d \in D_m} P^\text{de}_m \cdot \phi^\text{de}_m, \tag{20} \)

   then

   \( P^\text{de}_m = \phi^\text{de}_m \), \( \forall d \in D_m \), \tag{25b}

   \( P^\text{ch}_m = \sum_{d \in D_m} P^\text{de}_m \cdot \phi^\text{de}_m - \zeta_m, \tag{26b} \)

2. **III.** Else if \( \zeta_m \leq \sum_{d \in D_m} P^\text{de}_m \cdot \phi^\text{de}_m, \tag{25c} \)

   then

   \( P^\text{de}_md = P^\text{de}_m \cdot \phi^\text{de}_md, \quad \forall d \in D_m, \tag{26c} \)

   \( P^\text{ch}_m = \sum_{d \in D_m} P^\text{de}_m \cdot \phi^\text{de}_md - \zeta_m, \tag{27c} \)

2. **IV.** Else if \( \zeta_m \leq \sum_{d \in D_m} P^\text{de}_m \cdot \phi^\text{de}_md + P^\text{ch}_m \), \tag{28c} \)

   where \( \sum_{d \in D_m} P^\text{de}_m \cdot \phi^\text{de}_md + P^\text{ch}_m \), \( \forall d \in D_m \), \tag{29c} \)

   then

   \( P^\text{ch}_m = \sum_{d \in D_m} P^\text{de}_m \cdot \phi^\text{de}_md, \quad : \forall d \in D_m \), \tag{30c} \)

2. **V.** Else

   \( P^\text{de}_md = P^\text{de}_m \cdot \phi^\text{de}_md, \quad : \forall d \in D_m, \tag{32c} \)

   \( P^\text{ch}_m = P^\text{ch}_m \), \tag{33c} \)

   \( (P^\text{ls}_{m,t} : \forall t \in \mathcal{R}_m) = \arg \min \sum_{r \in \mathcal{R}_m} \lambda^\text{ls}_{m,t} \cdot P^\text{ls}_{m,t} \), \tag{34c} \)

\[ \text{Fig. 3. Graphic illustration of the different sets of time periods from the occurrence of a failure until its repair. } T^\text{ini} \text{. Set of time periods required for making the initial prediction of the time to repair. } T^\text{pre}_m \text{. Set of i-th prediction of repair time.} \]
the same optimization problem as contingency when the prediction of repair time is available, is updated using (4).

Note that the amount of renewable generation is set to maximum ($P_{mt}^{w} = P_{mt}^{w, \text{max}}$; $P_{mt}^{w} = P_{mt}^{w, \text{max}}$) for 2.II–2.V. Some remarks about this algorithm should be made. If there is only one diesel engine in the MG, the optimization problem (23) is not needed. In this algorithm, the ESS is used to serve the loads with minimum interruption cost. An MG might be interested in using its energy only for loads with higher interruption costs. In this case, the method explained in problem MGCC–P3(A) can be employed, although the algorithm for MGCC–P2(A) can be modified to carry out the same task. Note that after this process, the state of charge of battery $e_{m,t}^{\text{ess}}$ is updated using (4).

MGCC–P2(B): After the first few time periods during a contingency when the prediction of repair time is available, the same optimization problem as MGCC–P1 with $T = T^{\text{pre}}$ and $P_{mt}^{\text{ex}} = 0$ is solved. In addition, constraint (6) is relaxed during the islanding operation. In this operation mode, only the signals regarding the status of the failure and the prediction of the repair time, if required, are exchanged between the MGCC and the DMS.

D. Joint Operation Mode (P3)

Unlike the islanding operation, the MGs in joint operation can exchange energy with each other. The MGs with different owners are self-interested: Each MG owner seeks its own operational and economic goals. This results in a competition among the MGs for the power exchanges and the associated prices. On the one hand, the contingencies occur rarely and constitute a small proportion of the total system operation. On the other hand, this small proportion of time is the major cause of the loss of load in the system. Joint operation of the MGs occurs as a result of some of these contingencies. In this regard, to effectively supply the load demand, one option for the MGs is to cooperate with each other and coordinate their operation by sharing their on-site resources and flexible loads to prevent interruption of critical loads based on predefined agreements. A fully coordinated operation, by forming a grand coalition, can be modeled by a single optimization problem with an objective equal to the sum of the objective functions of all MGs. There are several approaches for sharing the benefit of cooperative operation among the MGs using cooperative game theory solution concepts (such as the Shapley value, the Nucleolus, and equal sharing) [16]. However, these are beyond the scope of this paper. In this study, a fully coordinated operation strategy for the joint operation of the MGs is considered that minimizes the overall load shedding cost. However, two new indices, explained in section IV, are proposed to calculate the impact of transactions on the interrupted loads in each of the MGs. The scheduling is carried out centrally by the EMS, and the dispatch orders are submitted to the MGCCs. The MGCCs then submit the necessary dispatch orders to their assets. In the same manner as section III-C, and following the same logic, two strategies are developed for the mentioned sets of time periods during the joint operation mode.

P3(A): In the first couple of time periods $T^{\text{pre}}$, preceding the receipt of a prediction for the repair time $T^{\text{pre}}$, the system operation is carried out for one time period at a time.

The fully coordinated operation of the MGs during the joint operation, according to the aforementioned explanation, at time period $t$ is obtained by the summation of (1) over $m \in \mathcal{M}^{0}$, as follows:

$$\xi^{\text{JO1}}(\gamma_{3}(A)) = \sum_{m \in \mathcal{M}^{0}} \left[ + P_{mt}^{ch} \cdot \lambda_{t}^{ch} + P_{mt}^{ch} \cdot \lambda_{t}^{ch} + \sum_{d \in \mathcal{D}_{m}} \left( \lambda^{de} + \gamma^{mi} \right) \cdot P_{mdt}^{de} + \sum_{r \in \mathcal{R}_{m}} \lambda_{mrt}^{ls} \cdot P_{mrt}^{ls} \right] \cdot \Delta_{t}. \quad (37)$$

As the problem is solved for only one time period, the ESSs will discharge their energy even if there is no load-shedding in the system. However, it is rational to possibly maintain the energy of ESSs or even charge them with cheaper energy for the upcoming time periods. In this regard, the term $(e_{m,t-1}^{\text{ess}} - e_{m,t}^{\text{ess}})$ with a positive multiplier $\lambda^{hs}$ is added to the objective function. By adding this term, an ESS will be charged if the marginal cost of the corresponding MG is lower than $\lambda^{hs} - \lambda^{ch}$ and will be discharged if the marginal cost of the system is higher than $\lambda^{hs} + \lambda^{ch}$. If, for example, it is desirable to charge the ESS with excess energy in the system and use the energy of ESS only for supplying loads with interruption cost higher than a specific value, different multipliers for charging and discharging powers should be used. In addition, the assumption of neglecting service cost has been relaxed in P–3(A), which results in the addition of the term in the last row in (37). This cost, which can represent either the transmission cost or the cost of energy loss, is required to prevent the situation whereby an MG interrupts its load and sells it to another MG to supply its load with the same interruption cost. The problem is subjected to the following constraints:

$$\text{(2) to (5), (7) to (9), (11), (12) and (14) to (17)} : \forall m \in \mathcal{M}^{0}.$$
Algorithm 1: Calculate IbGC and SbER.

Input: \( P_{\text{buy}}^{\text{sell}}, P_{\text{sell}}^{\text{sell}}, P_{\text{mkt}}^{\text{sell}}, \lambda_{\text{thr}} \) : obtained from P3(A) and P3(B) and \( \lambda_{\text{thr}} \).

Output: IbGC and SbER.

1. for \( t \in T = \{ t \mid \text{system is in joint operation} \} \) do
2. 1. for \( m \in M^{\text{sell}} \) do
3. 1.1. if \( \sum_{r \in R_{m}} P_{\text{mkt}}^{r} \geq 0 \) then
4. 1.1.1. \( d_{1} = P_{\text{mkt}}^{r} \);
5. 1.1.2. for \( r \leftarrow N_{R_{m}} \) to 1 step -1 do
6. 1.1.3. \( \text{IbGC}^{\text{sell}}_{m} \leftarrow \min \left( P_{\text{mkt}}^{r}, d_{1} \right) \);
7. 1.1.4. \( d_{1} = d_{1} - \text{IbGC}^{\text{sell}}_{m} \);
8. 1.1.5. if \( \sum_{m \in M^{\text{sell}}} \sum_{r \in R_{m}} \lambda_{m}^{\text{thr}} \geq \lambda_{m}^{\text{thr}} P_{\text{mkt}}^{r} \geq 0 \) then
9. 1.1.6. for \( m \in M^{\text{buy}} \) do
10. 1.1.6.1. \( d_{2} \leftarrow P_{\text{buy}}^{r} \);
11. 1.1.6.2. for \( k \leftarrow 1 \) to \( N_{R_{m}} \) step +1 do
12. 1.1.6.3. \( \text{SbER}^{\text{sell}}_{mkt} \leftarrow \min \left( P_{\text{mkt}}^{r}, d_{2} \right) \);
13. 1.1.6.4. \( d_{2} = d_{2} - \text{SbER}^{\text{sell}}_{mkt} \);
14. \( M^{\text{sell}} \) and \( M^{\text{buy}} \) are the sets of seller and buyer microgrids.
15. \( d_{1} \) and \( d_{2} \) are auxiliary variables.
16. \( N_{R_{m}} \) is the number of load segments in microgrid \( m \).

with lower interruption cost and sell energy to the other MGs to prevent the interruption of loads with higher interruption cost. Although this will increase the value of the conventional adequacy index EENS for the seller MG, since this MG will be paid at least equal to the interruption cost of curtailed load, this load interruption is even beneficial for the MG. In addition, in some situations, a buyer MG supplies part of its load with an expensive energy resource. These are important for the system design and should be calculated to give the MGs a better basis for their investments and system design. To this end, two indices—IbGC & SbER—are proposed. The IbGC index represents the load demands that are Interrupted But Gained Compensation (IbGC). The SbER index represents the load demands that are Interrupted Compensation (SbER). These indices are calculated based on the following rules:

- If an MG interrupts its load and sells energy simultaneously, it should gain compensation at least equal to the load’s interruption cost.
- If the seller MG have interrupted loads with interruption cost higher than a predefined threshold \( \lambda_{\text{thr}} \), the exchanged energy is considered to be expensive.

Mathematically, after solving the problem formulations P3(A) and P3(B), these indices are calculated as per Algorithm 1. A self-explanatory flowchart illustrating the overall steps for calculating the adequacy indices, including MCS steps, using the proposed method is given in Fig. 4.

V. SIMULATION RESULTS

A. Input Data

Feeder 4 at bus 6 of Roy Billinton Test System (RBTS) [17] has been extended to form a CPMMG by adding DERs and the cyber infrastructure, as shown in Fig. 5. The characteristics of the DERs are shown in Table III. Types and interruption costs of the load points have been indicated in Table IV. The related failure and repair rates of the elements can be found in [13].

B. Impact of Cyber Failures in Various Operation Modes

Table V shows the result of EENS for both ideal and non-ideal cyber systems for different load segments during different operation modes. The failure of the cyber system affects EENS in different operation modes; in this study, the shutdown and island modes are influenced the most. For shutdown mode, this is due, mostly, to the failure of the MGCC. The reason is that a centralized control system is responsible for the operation of the MGs, and its failure results in shutdown mode. For the island mode, this is due to the failure of the centralized
DMS—whose failure shifts all MGs to island mode. It is concluded that the DMS and MGCCs are the most critical cyber components influencing the adequacy of a CPMMG. Consequently, to decrease the overall impact of cyber system failures on the adequacy of a CPMMG, it is absolutely crucial to deal with their failure. Two options are viable for handling this issue: 1) adding backup controllers for both DMS & MGCCs and 2) employing a distributed control system (or a control system that can shift to distributed control when required). Similarly, the failure of each of the components in the cyber system can be analyzed w.r.t. the consequence of its failure.

Regardless of an ideal or non-ideal cyber system, other interesting observations can be made. First, in the presence of load controllers and DERs in the system, a proper operation strategy can efficiently decrease the interruption of the loads with higher interruption cost, which substantially reduces the total interruption cost. Second, through proper design of the system w.r.t. the location and the capacity of the DERs, the expensive loads are only interrupted during the shutdown mode. In addition, during island mode in MG #5, load interruption slightly occurs in segments 5–7, as can be seen in Table V. The reason is the absence of a fully dispatchable generation unit in the mid-section in this MG.

Fig. 6.a presents the convergence of the method w.r.t. the number of sample years for both ideal and non-ideal cyber systems. In addition, instead of the expected values, shown in Table V, it is possible to derive the frequency of the yearly interrupted loads, as depicted in Fig. 6.b and Fig. 6.c, and consequently the distribution of yearly interrupted loads, which is beneficial for further analysis.

C. Internal Protection & Backup Supply

With respect to the failure rates considered in this study, except for the upstream grid, the distribution lines are the most influential factor for load interruption. Therefore, employing more power switches enhances the adequacy indices. The following cases are considered to study the impact of the presence
of protection systems inside the MGs and a backup supply. Note that the backup supply is connected to bus #23 in Fig. 5 by a normally open switch. Its cyber link is assumed to be available if at least one communication route between this switch and either DMS or MGCC is available.

- **Cases I–II (base case):** Only internal protection.
- **Cases III–IV:** Neither internal protection nor backup supply.
- **Cases V–VI:** Both internal protection and backup supply.

Note that Cases II, IV, and VI represent the ideal cyber system. Fig. 7 shows the total EENS for cases I–VI for all MGs. The results indicate that both internal protection and backup supply can improve the adequacy of the entire system. The internal protection, as shown in Fig. 5, solely improves the system’s adequacy by about 12%, and together with a backup supply connected to MG #4 improves the system’s adequacy by 72%. Among the MGs, the least improvement, in the presence of only internal protection, takes place in MG #3 (0.18%) because MG #3 does not include internal protection. In addition, MGs #3 and #4 reap major benefit from the backup supply (about 75%) since they are closer to it.

Increase in the EENS due to failure of the cyber system when there is neither internal protection nor backup supply is 19%, while this value increases to 22% and 52% when adding only the internal protection and both the internal protection and backup supply, respectively. This is due, mostly, to the fact that the power system design has improved by adding additional options while the cyber system remained unchanged, and, therefore, its contribution to the total EENS changes slightly.

**D. Study of Proposed Indices—IbGC & ShER**

For a coherent explanation of the proposed indices, some changes are made in the capacity of DERs and load types by including the MGs with the following properties: an MG that does not include industrial and commercial (expensive) loads but includes both dispatchable and non-dispatchable DERs (MG #1), and MGs with expensive industrial loads that do not include any dispatchable DERs (MGs #2 and #5). In addition, the capacity of the non-dispatchable DERs in MGs #1 and #2 is cut down to half of their capacity compared to the base case. The result for this case, as seen in Table VI, indicates that MG #1, as an MG that only includes residential and agricultural sectors, sells energy to the other MGs with expensive loads; therefore, the index IbGC for this MG is high in several load segments, while it does not supply any of its loads by expensive resources; this is reflected through the ShER index. Accordingly, MGs #2 and #5, with the absence of dispatchable DERs, have the least self-adequacy and purchase expensive energy to supply their expensive loads, while they scarcely ever interrupt their loads and sell energy to the other MGs, as measured by IbGC. These indices, in fact, indicate the imbalances and improper allocation of DERs w.r.t. the load demands and load types for each MG relative to the other MGs. Several factors can impact these two indices, e.g., the overall adequacy of the system, the self-adequacy of the MGs, and the type of loads and DERs. Accordingly, these indices are beneficial for the design and extension of MMG systems.

**E. Discussion on Distributed Control System**

As mentioned earlier, the main drawback associated with the centralized control system is that the system is exposed to a single-point failure [18]; therefore, the system’s adequacy mainly relies on the communication system that is utilized. Using the proposed method, it is viable to derive a good approximation of the upper boundary of the adequacy indices for a distributed control system (or a system that can shift to the distributed control system when required, e.g., as in the case of failure of the main controllers). A perfectly designed distributed control system can achieve the same result as a centralized control system. In this regard, when the DMS controller fails, we can assume that the MGCCs can together carry out the operation of the MMG system in a distributed manner. This is the same for MGCCs w.r.t. the controllers of the DERs and loads. In this way, neglecting the failure of the main controllers—while the other necessary controllers required for a distributed control system are available—results in a close approximation of the upper boundary of the adequacy indices for a distributed control system. The result is an upper boundary, since a perfectly designed distributed control is assumed for both DMS and MGCCs. It is also an approximation because a distributed control is considered to be non-functioning with the simultaneous failure of controllers, whose probability of occurrence is extremely small. The improvement in the EENS by incorporating the mentioned points into the simulation is about 21%, which is about 97% of the impact of cyber failures on the adequacy. Although the failure and repair rates considered for the cyber system require detailed study, the significant impact of the failure of these controllers on the adequacy of CPMMGs is definite. Note that although this is an upper boundary for a distributed control system, w.r.t. the improvements of such systems, it is achievable.
F. Impact of Operation Strategies

In this section, only the impact of one factor, i.e., the duration of initial hours $T^{ini}$ on the adequacy of the system, has been investigated. By increasing the number of time periods required for receiving a prediction of the duration of the contingency considered for the base case (one hour) to five hours, the total EENS of the whole system increases by less than 0.5%, which shows the effectiveness of the conservative strategy. However, this is less than the error of the MCS method and cannot be evaluated accurately except with an extremely large number of sample years.

G. Indirect Impacts: Power Switches & Load Points

The indirect impacts of cyber system failure in this study, viz., power switches in mis-operation mode and inaccessible load points, have been calculated by neglecting them in the simulation results. Comparing this case with the base case indicates a 1% difference. As expected, the indirect impact of a cyber system on the overall adequacy of a CPMMG is generally very low. The reason is that at least the simultaneous failure of a cyber component and a critical power component is required, whose probability of occurrence is very low.

VI. CONCLUDING REMARKS

The focus of this study was on the impact of cyber system failures on the operation and adequacy of a CPMMG. In this regard, after exemplifying such a system and identifying the consequence of the failure of cyber components on a CPMMG, a method based on the sequential MCS together with the operation strategies suitable for investigating the system’s adequacy was proposed. The results show that although the impact of cyber failures on a CPMMG is limited, the most critical elements in the cyber system—impacting the system’s adequacy—are the main controllers, viz., DMS and MGCCs. Therefore, backup controllers, or the capability to shift to distributed control system when required, can significantly decrease the impact of cyber failures on adequacy. Moreover, it has been shown that the proper deployment of the load controller can substantially improve the system’s adequacy by interrupting the loads with lower interruption costs when there is an energy deficit in the system. In addition, the results indicated the impact of internal protection and backup supply on the adequacy. Finally, two new indices—IbGC & SbER—were proposed and analyzed, and their benefits were proven for system design.
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Fig. 7. Impact of internal protection and backup supply on the overall EENS with and without the impact of cyber failures.