ON THE ORDER OF ACCURACY FOR FINITE DIFFERENCE APPROXIMATIONS OF PARTIAL DIFFERENTIAL EQUATIONS USING STENCIL COMPOSITION
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Abstract. Stencil composition uses the idea of function composition, wherein two stencils with arbitrary orders of derivative are composed to obtain a stencil with a derivative order equal to sum of the orders of the composing stencils. In this paper, we show how stencil composition can be applied to form finite difference stencils in order to numerically solve partial differential equations (PDEs). We present various properties of stencil composition and investigate the relationship between the order of accuracy of the composed stencil and that of the composing stencils. We also present comparisons between the stability restrictions of composed higher-order PDEs to their compact versions and numerical experiments wherein we verify the order of accuracy by convergence tests. To demonstrate an application to PDEs, a boundary value problem involving the two-dimensional biharmonic equation is numerically solved using stencil composition and the order of accuracy is verified by performing a convergence test. The method is then applied to the Cahn-Hilliard phase-field model. In addition to sample results in 2D and 3D for this benchmark problem, the scalability, spectral properties, and sparsity is explored.

Key words. stencil, finite-difference, order-of-accuracy, composition, biharmonic, Cahn-Hilliard, static-scaling

1. Introduction. Partial differential equations (PDEs) have a wide variety of applications, ranging from engineering [1] to biology [2], as well as in machine learning applications such as image processing [3]. The first step in numerically solving any such PDE requires a discretization technique which replaces the continuous equation by a discrete algebraic equation [4]. The discretization technique involves approximating the derivative terms in the PDE by a numerical method such as the finite difference [5–7], finite element [8–10], or finite volume method [11–13], calculated at discrete points, or in other words, the grid points.

In this work we focus on the finite difference method, where a linear PDE is discretized at a central point via a linear combination of neighboring points. This combination of neighboring points and their associated weights is called a stencil. For PDEs, stencils at points are coupled to the stencils at neighboring points, which leads to a coupled set of linear equations if the function is unknown. In particular, we are interested in situations where the PDE itself is written as a repeated series of derivatives, such as the biharmonic equation which can be stated as two applications of the Laplace operator, \( \Delta \Delta u \), or where the method chosen to solve a PDE results from the multiple applications of operators. An example of the latter is the Closest Point Method (CPM), which is a technique to solve surface differential equations on embedded surfaces whereby interpolation and derivative stencils are combined [14, 15]. The CPM uses the fact that if the solution on an embedded surface, such as those described by the level-set method [16, 17], is extended into the embedding space such that it is constant in the direction normal to the surface, then standard Cartesian derivatives will correspond to surface derivatives when interpolated back down to the surface. This allows for linear systems to be created that allows for the solution of differential equations on arbitrary surfaces in a systematic manner.

In both cases (biharmonic or CPM) the end result can be written as a series of (typically) sparse matrix-matrix products. For many reasons (numerical stability, linear system solver speed, memory pre-allocation, etc) it is often advantageous to obtain a single matrix representing these types of systems. The naive method would be to use each individual stencil to create individual matrices in memory and perform many matrix-matrix products. For
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very large systems it is necessary to have some information on the sparsity pattern of the resulting matrix, which is difficult to obtain for arbitrary systems. It would be advantageous to have a stencil of the final system before the matrix is formed. This leads to the concept of stencil composition, whereby one stencil is composed with another stencil. Focusing on the composition of derivative stencils, this allows (for example) two stencils with arbitrary derivative orders of \( \tilde{a} \) and \( \tilde{b} \) to be composed to obtain a stencil with a derivative order of \( \tilde{a} + \tilde{b} \). This composed stencil can then be used to create the matrix required for solution of the PDE. In this work we explore the use of stencil composition of lower-order derivative stencils to form a single higher-order derivative stencil. In addition to demonstrating that resultant stencil does approximate the desired derivative, we will also demonstrate that if the order of accuracy of these two stencils are \( p \) and \( q \) then the order of accuracy for the resulting stencil will be \( \min(p, q) \), which demonstrates that stencil composition will not degrade the expected order-of-accuracy. We also explore the stability properties of the resulting matrices and demonstrate that they are not adversely affected and in certain cases the composed matrices are more stable than their compact counterparts.

The remainder of this paper is organized as follows. In section 2.1, we formulate the shorthand notation for the finite difference stencil using the Taylor series, encapsulated as a vector. This notation is demonstrated by deriving the first-order and second-order derivative stencils using this vector. In section 2.2, the concept of stencil composition is introduced. The associativity of stencil composition is shown, as is the order of accuracy and stability. Section 2.3 extends the concept of stencil composition and its order of accuracy to higher-dimensions. Sections 3.1 and 3.2 present numerical examples using some arbitrary functions in one and two dimensions respectively, along with convergence studies. Section 3.3 demonstrates the PDE application of stencil composition by numerically solving a biharmonic boundary value problem, and verifying the order of accuracy by performing a convergence test while in Section 4 a benchmark problem, the Cahn-Hilliard equation, is analyzed. Lastly, in section 5, we draw some conclusions and discuss possible usage and applications of stencil composition.

2. Numerical Discretization.

2.1. Finite Difference Stencils. This section outlines the notation used in the remainder of this work. Let \( f(x) \) be a function defined over a lattice in \( \mathbb{R}^d \). We define the target point \( x_0 \) as the location where we wish to evaluate the function \( f \) or some derivative of the function. Generally the target point does not need to lie on the lattice, but it will for derivative approximations, which is the assumption here. We define a source point \( x_i \neq x_0 \) and can estimate the value of the function at the source point via a Taylor series centered at the target point,

\[
f(x_i) = f(x_0) + (x_i - x_0)^T \{ Df(x_0) \} + \frac{1}{2!} (x_i - x_0)^T \{ D^2 f(x_0) \} (x_i - x_0) + \cdots
\]

where \( Df(x_0) \) is the gradient of \( f(x) \) and \( D^2 f(x_0) \) is the Hessian, both evaluated at \( x_0 \).

Assuming that both target and source points lie on a regular lattice with spacing \( h \), we can represent the difference using the integer vector \( u_i \in \mathbb{Z}^d \), so that

\[
x_i - x_0 = hu_i.
\]

We can then rewrite the series expansion (2.1) using multi-index notation,

\[
f(x_i) = \sum_{|\alpha| \geq 0} h^{|\alpha|} \frac{u_i^\alpha}{\alpha!} f^{(\alpha)}(x_0),
\]
where $u_i^\alpha$ refers to component-wise powers. Let us introduce an integer $\beta$, which represents the shift of derivatives in any given direction,

$$f^{(\beta)}(x_i) = \sum_{|\alpha| \geq 0} h^\alpha \frac{u_i^\alpha}{\alpha!} f^{(\alpha+\beta)}(x_0).$$

(2.4)

Therefore, when $\beta = 0$ we get (2.3) and the Taylor series expansion (2.1). For $\beta > 0$ this results in a Taylor series of the $\beta^{th}$ derivative of $f(x_i)$. We can now compactly write this infinite series using the following notation,

$$f^{(\beta)}(x_i) \rightarrow (S_i, \beta),$$

(2.5)

where $(S_i, \beta)$ denotes the Taylor Series expansion of a single source point centered at the target point, and the infinite vector $S_i$ contains coefficients associated with each $h^\alpha s_{i,\alpha} f^{(\alpha+\beta)}$:

$$\left\{1, 1, \frac{1}{2!}, \frac{1}{3!}, \ldots \right\}, \beta = 0 = f(x_0) + hf'(x_0) + \frac{1}{2!} h^2 f''(x_0) + \frac{1}{3!} h^3 f^{(3)}(x_0) + \cdots$$

(2.6)

while

$$\left\{0, 1, 1, \frac{1}{2!}, \frac{1}{3!}, \ldots \right\}, \beta = 0 = h f'(x_0) + h^2 f''(x_0) + \frac{1}{2!} h^3 f^{(3)}(x_0)$$

(2.7)

for a one-dimensional system with $u = 1$. It must be noted that, if we divide $S_i$ by $h^p$, the coefficients in the infinite vector $S_i$ move $p$ slots to the left, and the $\beta$ increases by $p$. For instance, dividing (2.7) by $h$ shifts the coefficients left one slot and increases $\beta$ by one,

$$\left\{1, 1, \frac{1}{2!}, \frac{1}{3!}, \ldots \right\}, \beta = 1 = f'(x_0) + hf''(x_0) + \frac{1}{2!} h^2 f^{(3)}(x_0) + \frac{1}{3!} h^3 f^{(4)}(x_0) + \cdots$$

(2.8)

The sequences centered at a given target point constitute a vector space, and thus it is possible to take linear combinations of $n$-different source points.

**DEFINITION 2.1.** A finite difference stencil approximating the $p^{th}$-derivative of $f^{(\beta)}(x_0)$ with associated scalar weights $a_i \propto h^{-p}$, can be expressed using the following notation

$$f^{(\beta+p)}(x_0) \approx \sum_i a_i f^{(\beta)}(x_i) = \sum_i a_i \left( \sum_{|\alpha| \geq 0} h^\alpha \frac{u_i^\alpha}{\alpha!} f^{(\alpha+\beta)}(x_0) \right)$$

(2.9)

$$\rightarrow \sum_i a_i (S_i, \beta) = (T, \beta + p) = (T, \hat{\beta}),$$

where, $\hat{\beta}$ indicates the increase in $\beta$ when weights are applied and the overall derivative order approximated.

This can be alternatively written as

$$t_\alpha = \sum_{|\alpha| \geq 0} a_i \frac{u_i^\alpha}{\alpha!} \text{ such that } \sum_{|\alpha| \geq 0} t_\alpha h^\alpha f^{(\alpha+\beta)}(x_0) \rightarrow (T, \hat{\beta}),$$

(2.10)

where $t_\alpha$ denotes the coefficient associated with $h^\alpha$. The remainder of this work assumes that whenever the notation $T$ is used, stencil weights have already been applied. The symbol $\hat{\beta}$ may thus be suppressed and stencil may be expressed using $(T, \hat{\beta})$. 
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DEFINITION 2.2. A finite difference stencil expressed using the notation \((T, \beta + p)\) approximating a \((\beta + p)^{th}\)-order derivative with an order of accuracy \(q\), must satisfy the following:

- all coefficients associated with derivatives of order less than \(\beta + p\) in a weighted sum of the Taylor series must go to zero, and thus,
- the first element in \(T\) must be equal to one, which represents the coefficient of the \((\beta + p)^{th}\) derivative. Therefore,
- the value of \(\beta + p\) indicates what derivative order the stencil approximates. Moreover,
- all coefficients associated with derivatives of order greater than \(\beta + p\) and less than \(\beta + p + q\) must be equal to zero, and
- the coefficient associated with order of derivative \(\beta + p + q\) must be non-zero.

It is important to note that the first non-zero value that follows the first element in \(T\) provides the coefficient associated with the order of accuracy, \(q\), as demonstrated below.

2.1.1. First Derivative Stencil. We will begin with an example in one dimension. The simplest approximation we can make is to use an evaluation to estimate the value of the target point, \(x_0\), itself,

\[
(2.11) \quad f(x_0) \rightarrow \{1, 0, 0, \ldots\}, \beta = 0 = (S_0, \beta = 0).
\]

Next, we could move our source evaluation point \(x\) forward one lattice spacing \(x_1 = x_0 + h\),

\[
(2.12) \quad f(x_1) \rightarrow \{1, 1, \frac{1}{2!}, \frac{1}{3!}, \ldots\}, \beta = 0 = (S_1, \beta = 0),
\]

or one step backward \(x_{-1} = x_0 - h\),

\[
(2.13) \quad f(x_{-1}) \rightarrow \{1, -1, \frac{1}{2!}, \frac{1}{3!}, \ldots\}, \beta = 0 = (S_{-1}, \beta = 0).
\]

Each of these is an \(O(h)\) approximation to \(f(x_0)\) as

\[
(2.14) \quad f(x_0) - f(x_1) \rightarrow \{0, -1, \frac{-1}{2!}, \ldots\}, \beta = 0),
\]

\[
(2.15) \quad f(x_0) - f(x_{-1}) \rightarrow \{0, 1, \frac{1}{2!}, \ldots\}, \beta = 0),
\]

and the first non-vanishing term is proportional to \(hf'(x_0)\).

Applying first derivative weights \(a = \left(\begin{array}{c} \frac{1}{2h} \\ -\frac{1}{2h} \end{array}\right)\) to \(S = (S_1, S_{-1})\) from (2.12) and (2.13) we get

\[
\sum_{i} a_i(S_i, \beta) = \frac{1}{2h}(S_1, \beta = 0) - \frac{1}{2h}(S_{-1}, \beta = 0)
\]

\[
= \frac{1}{2h}(\{1, 1, \frac{1}{2!}, \frac{1}{3!}, \ldots\}, \beta = 0) - \frac{1}{2h}(\{1, -1, \frac{1}{2!}, \frac{1}{3!}, \ldots\}, \beta = 0)
\]

\[
= \frac{1}{2h}(\{0, 2, 0, \frac{2}{3!}, 0, \ldots\}, \beta = 0) = (\{1, 0, \frac{1}{6}, 0, \ldots\}, \beta = 1)
\]

\[
(2.16) \quad \rightarrow (T, \beta = 1).
\]

Since the first element of \(T\) is one, \(\beta = 1\) therefore indicates that the stencil is an approximation of \(f'(x_0)\). As the first non-zero value following the first element in \(T\) in the vector is in the location corresponding to \(h^2\) this approximation is of order \(O(h^2)\).
The numerical approximation can thus be written in the following manner,

\[ f'(x_0) \rightarrow \frac{f(x_1) - f(x_{-1})}{2h} + O(h^2). \] (2.17)

2.1.2. Second DerivativeStencil. The second derivative can be approximated in a similar manner. In this case the stencil must zero out the coefficients associated with \( f(x_0) \) and \( f'(x_0) \), and result in a coefficient of one associated with \( f''(x_0) \). Applying the weights \( a = \left( \frac{1}{h^2}, -\frac{2}{h^2}, \frac{1}{h^2} \right) \) to \( S = (S_1, S_0, S_{-1}) \) we obtain

\[
\sum_i a_i(S_i, \beta) = \frac{1}{h^2}(S_1, \beta = 0) - \frac{2}{h^2}(S_0, \beta = 0) + \frac{1}{h^2}(S_{-1}, \beta = 0)
\]

\[
= \frac{1}{h^2}(\{1, 1, \frac{1}{2}! \}, \beta = 0) - \frac{2}{h^2}(\{1, 0, 0, \ldots\}, \beta = 0)
\]

\[
+ \frac{1}{h^2}(\{1, -1, \frac{1}{2}! \}, \beta = 0)
\]

\[
= \frac{1}{h^2}(\{0, 0, 1, 0, \frac{1}{12} \}, \beta = 0) = (\{1, 0, \frac{1}{12} \}, \beta = 2)
\]

(2.18)

Clearly this is now an \( O(h^2) \) approximation to \( f''(x_0) \).

2.2. Stencil Composition. We now introduce the concept of stencil composition, which makes use of the idea of function compositions. Just like a function composition, stencil composition is an operation which takes two stencils \( A \) and \( B \), with derivative orders of \( \bar{a} \) and \( \bar{b} \) respectively, and generates a stencil \( C \) such that \( C = B(A) \) with a derivative order of \( \bar{a} + \bar{b} \). In this operation, the outer stencil \( B \) is applied to the result obtained by applying the inner stencil \( A \) to any function \( f \). To formally introduce this concept let the two stencils be given as

\[ A = \sum_i a_i f^{(\bar{\beta})}(x_i) = \sum_i a_i \left( \sum_{|\alpha|\geq0} \frac{h^\alpha u^\alpha}{\alpha!} f^{(\alpha+\bar{\beta})}(x_0) \right) \] (2.19)

and

\[ B = \sum_j b_j g^{(\bar{\gamma})}(x_j) = \sum_j b_j \left( \sum_{|\alpha|\geq0} \frac{h^\alpha v^\alpha}{\alpha!} g^{(\alpha+\bar{\gamma})}(x_0) \right), \] (2.20)

where the source points, \( x = x_0 + hu \) and \( x = x_0 + hv \), and the associated weights, \( a \propto h^{-\bar{a}} \) and \( b \propto h^{-\bar{b}} \), could differ between the two stencils. For composition, the outer stencil, \( B \) in this case, is written as working on function values, not derivatives, and therefore \( \gamma = 0 \). The composition can then be written as

\[
C = B(A) = \sum_j b_j \sum_i a_i f^{(\bar{\beta})}(x_i + x_j) = \sum_j \sum_i a_i b_j \left( \sum_{|\alpha|\geq0} \frac{h^\alpha (u_j + v_j)^\alpha}{\alpha!} f^{(\alpha+\bar{\beta})}(x_0) \right)
\]

(2.21)

\[
\rightarrow \sum_j \sum_i a_i b_j (S_{i+j}, \beta) = (T, \bar{\beta} = \beta + \bar{a} + \bar{b}).
\]

As an example, we will derive a second derivative stencil using the composition of two first derivative stencils. As a reminder, the first derivative stencil (2.17) looks like

\[ f'(x_0) \rightarrow \frac{f(x_1) - f(x_{-1})}{2h} + O(h^2), \]
and therefore \( u = \{1, -1\} = v \) is the associated integer vector and \( a = \{1/(2h), -1/(2h)\} = b \) are the stencil weights. Note that as we will be composing a stencil with itself, the integer vectors/weights of both the inner and outer stencil will be the same and \( \beta = 0 \). The composition is then

\[
B(A) = \sum_j \sum_i a_ib_j \left( \sum_{|\alpha|\geq 0} h^\alpha \frac{({u_i + v_j})^\alpha}{\alpha!} f(\alpha)(x_0) \right)
\]

\[
= \sum_j b_j \left[ \frac{1}{2h} \left( \sum_{|\alpha|\geq 0} h^\alpha \frac{(1 + v_j)^\alpha}{\alpha!} f(\alpha)(x_0) \right) \right.
\]

\[
- \frac{1}{2h} \left( \sum_{|\alpha|\geq 0} h^\alpha \frac{(-1 + v_j)^\alpha}{\alpha!} f(\alpha)(x_0) \right)
\]

\[
= \frac{1}{2h} \left[ \frac{1}{2h} \left( \sum_{|\alpha|\geq 0} h^\alpha \frac{2\alpha}{\alpha!} f(\alpha)(x_0) \right) \right.
\]

\[
- \frac{1}{2h} \left( \sum_{|\alpha|\geq 0} h^\alpha \frac{0\alpha}{\alpha!} f(\alpha)(x_0) \right)
\]

\[
- \frac{1}{2h} \left( \sum_{|\alpha|\geq 0} h^\alpha \frac{(-2)^\alpha}{\alpha!} f(\alpha)(x_0) \right)
\]

\[
= \frac{1}{4h^2} \left[ \sum_{|\alpha|\geq 0} \left( h^\alpha \frac{2\alpha}{\alpha!} f(\alpha)(x_0) \right) \right.
\]

\[
- \frac{1}{2h} \left( \sum_{|\alpha|\geq 0} h^\alpha \frac{0\alpha}{\alpha!} f(\alpha)(x_0) \right)
\]

\[
- \frac{1}{2h} \left( \sum_{|\alpha|\geq 0} h^\alpha \frac{(-2)^\alpha}{\alpha!} f(\alpha)(x_0) \right)
\]

\[
= \frac{1}{4h^2} \left( \{0, 0, 4, 0, 4, 3, \ldots\}, \beta = 0 \right) = \{1, 0, 1, 3, \ldots\}, \beta = 2
\]

where \( \theta^0 = 1 \). From this it is clear that this is a \( O(h^2) \) approximation to \( f''(x_0) \).

This can be verified by computing the stencil composition of coefficients given by (2.21). In this case we have

(2.23) \[ B(A) = \sum_j \sum_i a_ib_j f(x_i + y_j) = \frac{1}{4h^2} \left( f(x_2) - 2f(x_0) + f(x_2) \right) \]

where, \( x_2 = x_0 + 2h \) and \( x_2 = x_0 - 2h \). The expansion vectors of \( f(x_2) \) and \( f(x_2) \) can be written as

(2.24) \[ f(x_2) \rightarrow \{1, 2, 2, \frac{4}{3}, \frac{2}{3}, \ldots\}, \beta = 0, \]

(2.25) \[ f(x_2) \rightarrow \{1, -2, 2, -\frac{4}{3}, \frac{2}{3}, \ldots\}, \beta = 0. \]

Inserting the stencil vectors into (2.23) results in

(2.26) \[
B(A) = \frac{1}{4h^2} \left[ \{1, 2, 2, \frac{4}{3}, \frac{2}{3}, \ldots\}, \beta = 0 \right] + \left( \{1, -2, 2, -\frac{4}{3}, \frac{2}{3}, \ldots\}, \beta = 0 \right)
\]

\[
- 2\{1, 0, 0, 0, 0, \ldots\}, \beta = 0 \right]
\]

\[
= \frac{1}{4h^2} \left( \{0, 0, 4, 0, 4, 3, \ldots\}, \beta = 0 \right) \rightarrow \{1, 0, 1, 3, \ldots\}, \beta = 2
\]

which matches the previous result.
2.2.1. Associativity.

**Lemma 2.3.** Stencil composition follows the rule of associativity, i.e., no matter how we compose the two stencils \( A \) and \( B \), with order of derivatives \( \bar{a} \) and \( \bar{b} \) respectively, the composed stencil \( C = A(B) = B(A) \) is equal with a derivative order of \( \bar{a} + \bar{b} \).

**Proof.** Using the stencils \( A \) and \( B \) previously defined in (2.19) and (2.20),

\[
B(A) = \sum_i b_i \sum_j a_i b_j (x_i + x_j) = \sum_j \sum_i a_i b_j f^j(x_i + x_j) = \sum_i \sum_j a_i b_j f^j(x_i + x_j)
\]

\[
= \sum_j b_j \left[ \sum_i a_i f^j(x_i + x_j) \right] = A(B), \tag{2.27}
\]

where any derivative shift simply moved from the \( A \) stencil to the \( B \) stencil. \( \square \)

As a demonstration consider the composition of the first-order accurate forward-finite difference approximations to the first and second derivatives:

\[
f'(x_0) \longrightarrow \frac{f(x_1) - f(x_0)}{h} + O(h), \tag{2.28}
\]

\[
f''(x_0) \longrightarrow \frac{f(x_2) - 2f(x_1) + f(x_0)}{h^2} + O(h), \tag{2.29}
\]

where the \( A \) stencil corresponds to \( f'(x_0) \) and the \( B \) stencil to \( f''(x_0) \). This results in \( u = \{1, 0\} \) and \( v = \{2, 1, 0\} \) as the associated integer vectors with weights \( a = \{1/h, -1/h\} \) and \( b = \{1/h^2, -2/h^2, 1/h^2\} \), respectively. First consider \( B(A) \):

\[
B(A) = \sum_j b_j \sum_i a_i f^j(x_i + x_j) = \sum_j b_j \left[ \frac{1}{h^3} \left( f(x_3) - 2f(x_2) + f(x_1) \right) \right]
\]

\[
= \frac{1}{h} \left[ \frac{1}{h^3} \left( f(x_3) - 2f(x_2) + f(x_1) \right) \right] = \frac{1}{h} \left[ \frac{1}{h^3} \left( f(x_3) - 2f(x_2) + f(x_1) \right) \right]
\]

(2.30)\]

The overall result can then be obtained via the expansions for \( f(x_0) \) to \( f(x_3) \),

\[
B(A) = \frac{1}{h^3} \left[ \{0, 0, 1, \frac{3}{2}, \ldots\}, \beta = 0 \right] + 3 \left( \{1, 1, \frac{1}{2}, \frac{1}{6}, \frac{1}{24}, \ldots\}, \beta = 0 \right)
\]

\[
- 3 \left( \{1, 2, 2, \frac{4}{3}, \frac{2}{3}, \ldots\}, \beta = 0 \right) + \left( \{1, 3, \frac{9}{2}, \frac{9}{2}, \frac{27}{8}, \ldots\}, \beta = 0 \right)
\]

(2.31)

which corresponds to an \( O(h) \) approximation to \( f''(x_0) \). Derivation of this result using the method shown in (2.22) can be found in the appendix.

Associativity can be demonstrated in this example via determining the composition \( A(B) \):

\[
A(B) = \sum_i a_i \sum_j b_j f(x_i + x_j) = \sum_i a_i \left[ \frac{1}{h} \left( f(x_{i+1}) - f(x_{i+0}) \right) \right]
\]

\[
= \frac{1}{h^2} \left[ \frac{1}{h} \left( f(x_3) - f(x_2) \right) \right] - 2 \left[ \frac{1}{h^2} \left( f(x_2) - f(x_1) \right) \right] + \left[ \frac{1}{h} \left( f(x_1) - f(x_0) \right) \right]
\]

(2.32)\]

\[
= \frac{1}{h^3} \left( f(x_0) + 3f(x_1) - 3f(x_2) + f(x_3) \right)
\]
which is the same as (2.30) and will thus have the approximation and order as (2.31).

### 2.2.2. Order of Accuracy.

The rate at which the local truncation error, expressed as a function of $h$, approaches zero as $h$ approaches zero is referred to as the order of accuracy of the method [18]. In order to show the order of accuracy of the composed stencil, we need to introduce the concept of re-targeting. This involves moving a stencil from a target point $y_0 \neq x_0$ to the original target point $x_0$. This can be accomplished by taking the Taylor Series of a linear combination, $(T, \beta)$, and accounting for the additional error terms. Recalling that $t_\alpha$ represents the coefficient multiplying the $h^\alpha f^{(\alpha+\beta)}$ term of the linear combination Taylor Series, the updated series at the original target point $x_0$ can be obtained by replacing the original derivatives $f^{(\alpha+\beta)}$ in the sum by their own Taylor Series expanded about the original target point:

$$
\sum_{|\alpha| \geq 0} t_\alpha h^\alpha \sum_{|\delta| \geq 0} \frac{(y_0 - x_0)^\delta}{\delta!} f^{(\alpha+\beta+\delta)}(x_0) = \sum_{|\alpha| \geq 0} t_\alpha h^\alpha f^{(\alpha+\beta)}(x_0)
$$

\begin{equation}
+ \sum_{|\alpha| \geq 0} t_\alpha h^\alpha \sum_{|\delta| \geq 1} \frac{(y_0 - x_0)^\delta}{\delta!} f^{(\alpha+\beta+\delta)}(x_0) \longrightarrow (T, \beta) + (C_{y_0 \rightarrow x_0}, \beta),
\end{equation}

which demonstrates that re-targeting is simply the addition of the original Taylor series with a correction series given by $(C_{y_0 \rightarrow x_0}, \beta)$. The first non-zero element in $C_{y_0 \rightarrow x_0}$ will be one order higher to the first non-zero element in $T$ due to $\|(y_0 - x_0)^\delta\| \geq h$ when $\delta \geq 1$.

As a demonstration consider re-targeting the one-dimensional, second-order accurate, center-finite-difference stencil of the second derivative at the point $y_0 = x_0 + h$ to the point $x_0$. Recall in this case we have $T = \{1, 0, 1/12, 0, \ldots\}$ and $\beta = 2$. Therefore, the correction can be written as

$$
\sum_{|\alpha| \geq 0} t_\alpha h^\alpha \sum_{|\delta| \geq 1} \frac{(y_0 - x_0)^\delta}{\delta!} f^{(\alpha+2+\delta)}(x_0)
$$

$$
= h f^{(3)}(x_0) + \frac{1}{2} h^2 f^{(4)}(x_0) + \frac{1}{4} h^3 f^{(5)}(x_0) + \cdots
$$

\begin{equation}
\longrightarrow (\{0, 1, \frac{1}{2}, \frac{1}{4}, \ldots\}, \beta = 2).
\end{equation}

Following the previous statements, the first non-zero element in the correction is of one order of $h$ higher than the original expansion, which corresponds to the second location in this case. Adding this to the original series we obtain

\begin{equation}
(\{1, 0, 1/12, 0, \ldots\}, \beta = 2) + (\{0, 1, \frac{1}{2}, \frac{1}{4}, \ldots\}, \beta = 2) = (\{1, 1, \frac{7}{12}, \frac{1}{4}, \ldots\}, \beta = 2),
\end{equation}

which corresponds to the the second-derivative of $f(x)$ approximated at $x_0$ but using the stencil centered at $y_0 = x_0 + h$. From this, re-targeting can be thought of approximating a derivative at a point away from $x_0$ and then calculating how well that is an approximation is of the same derivative at $x_0$.

It is now possible to determine the order of accuracy of stencil composition. Let us take our inner stencil, $A$, as defined earlier in (2.19). Using (2.10), we can write the inner stencil as,

\begin{equation}
\sum_{i} a_i \left( \sum_{|\alpha| \geq 0} h^\alpha \frac{\alpha!}{\alpha!} f^{(\alpha+\beta)}(x_0) \right) = \sum_{|\alpha| \geq 0} t_\alpha h^\alpha f^{(\alpha+\beta)}(x_0),
\end{equation}
where \( t_a \) denotes the coefficient associated with \( h^a \) and takes into account the associated weights \( a_i \).

When applying the outer-stencil, \( B \), the inner stencil is being evaluated away from the target point. Therefore, the inner stencils need to be re-targeted. Using (2.33), the composition can be written as,

\[
B(A) = \sum_j b_j \sum_{|a| \geq 0} t_a h^a f^{(\alpha + \beta)}(x_j) = \sum_j b_j \sum_{|a| \geq 0} t_a h^a \sum_{|\delta| \geq 0} \frac{(x_j - x_0)^\delta}{\delta!} f^{(\alpha + \beta + \delta)}(x_0)
\]

Rearranging the summations on the right hand side we can rewrite the equation above as

\[
B(A) = \sum_{|a| \geq 0} t_a h^a \sum_j b_j \sum_{|\delta| \geq 0} \frac{(x_j - x_0)^\delta}{\delta!} f^{(\alpha + \beta + \delta)}(x_0)
\]

(2.38)

where \( t_\delta \) denotes the coefficient associated with \( h^\delta \) and takes into account the associated weights \( b_j \). We will use this result for proving the resulting order of accuracy of a composed stencil, demonstrated below.

**Lemma 2.4. Stencil composition of two stencils \( A \) and \( B \) with orders of accuracy \( q_a \) and \( q_b \), respectively, results in a composed stencil \( C = B(A) \) with order of accuracy \( q_c = \min(q_a, q_b) \).**

**Proof.** Let the inner stencil \( A \) be an approximation with an order of derivative of \( p_a \) and order of accuracy of \( q_a \). Then, we can write \( A \) as,

\[
A = f^{(p_a)} + \sum_{|a| \geq q_a} t_a h^a f^{(\alpha + p_a)}(x_0) \rightarrow (T_A, \beta = p_a)
\]

(2.39)

\[\rightarrow (\{1, 0, \ldots, 0, t_{q_a}, \ldots\}, \beta = p_a),\]

where \( t_{q_a} \) is the coefficient associated with order of accuracy term \( h^{q_a} \). Similarly, we can write the outer stencil \( B \) approximating an order of derivative of \( p_b \) and order of accuracy \( q_b \) as

\[
B \rightarrow (T_B, \beta = p_b) \rightarrow (\{1, 0, \ldots, 0, t_{q_b}, \ldots\}, \beta = p_b).
\]

(2.40)

From (2.38), we can write the composition \( B(A) \) as,

\[
B(A) = \sum_{|a| \geq 0} t_a h^a \sum_{|\delta| \geq 0} t_\delta h^\delta f^{(\alpha + \beta + \delta)}(x_0).
\]

Using coefficient vectors \( T_A \) and \( T_B \) the same equation can be written as,

\[
B(A) \rightarrow (T_A, \beta = p_a) \circ (T_B, \beta = p_b) \rightarrow (T_A \circ T_B, \beta = p_a + p_b).
\]

(2.41)

Recall that \( T_A \) and \( T_B \) are simply short-hand notation for

\[
T_A \rightarrow \{1 \cdot h^0, 0, h^1, \ldots, 0 \cdot h^{q_a - 1}, t_{q_a} h^{q_a}, \ldots\},
\]

(2.42)

\[
T_B \rightarrow \{1 \cdot h^0, 0, h^1, \ldots, 0 \cdot h^{q_b - 1}, t_{q_b} h^{q_b}, \ldots\}.
\]

(2.43)

Then the list composition can be written as

\[
T_A \circ T_B \rightarrow h^0 (\{1, 0, 0, \ldots, 0, t_{q_b} h^{q_b}, \ldots\}) + h^1 (\{1, 0, 0, \ldots, 0, t_{q_b} h^{q_b}, \ldots\}) + \ldots
\]

(2.44)

\[+ t_{q_a} h^{q_a} (\{1, 0, 0, \ldots, 0, t_{q_b} h^{q_b}, \ldots\}) + \ldots\]
If $q_a < q_b$, the first non-unitary element in $B(A)$ would be, $t_{q_a} h^{q_a}$, implying an order of accuracy of $q_a$. Similarly if $q_b < q_a$, the first non-zero term would be, $t_{q_b} h^{q_b}$, and hence order accuracy being $q_b$. In the case of $q_a = q_b$, the first non-zero term would be $t_{q_a} h^{q_a} + t_{q_b} h^{q_b}$ and since $q_a = q_b$ this implies the order of accuracy is $q_a = q_b$. This proves that when two stencils with orders of accuracy $q_a$ and $q_b$ respectively are composed, the order of accuracy of the composed stencil is $\min(q_a, q_b)$.

Another observation can be made here regarding the coefficient of the leading order error term in the composed stencil, written as a Proposition below.

**Proposition 2.5.** Stencil composition of two stencils $A$ and $B$ with orders of accuracy $q_a$ and $q_b$, respectively, with coefficients of the leading order error terms being $t_{q_a}$ and $t_{q_b}$, respectively, leads to a composed stencil $C = B(A)$ with order of accuracy $q_c = \min(q_a, q_b)$ and a leading-order error coefficient $t_{q_c}$ equal to,

$$t_{q_c} = \begin{cases} t_{q_a}, & \text{if } q_c = q_a, \\ t_{q_b}, & \text{if } q_c = q_b, \\ t_{q_a} + t_{q_b}, & \text{if } q_c = q_a = q_b. \end{cases}$$

As an example, we compose a second-order accurate first derivative stencil with a fourth-order accurate first derivative stencil to obtain a second-derivative stencil. As a reminder, the second-order accurate first derivative stencil (2.17) is

$$f'(x_0) \longrightarrow \frac{f(x_1) - f(x_{-1})}{2h} + O(h^2) \longrightarrow \left(\{1, 0, 1\}, \beta = 1\right),$$

and the fourth-order accurate first derivative stencil can be written as

$$f'(x_0) \longrightarrow \frac{8f(x_1) - f(x_2) + f(x_{-2}) - 8f(x_{-1})}{12h} + O(h^4)
\longrightarrow \left(\{1, 0, 0, 0, -\frac{1}{30}, \ldots\}, \beta = 1\right). \quad (2.45)$$

Let the outer-stencil correspond to second-order accurate approximation to $f'(x_0)$ while the inner-stencil is the fourth-order accurate approximation to $f'(x_0)$. This results in $u = \{1, 2, -2, -1\}$ and $v = \{1, -1\}$ as the associated integer vectors with weights $a = \{8/12h, -1/12h, 1/12h, -8/12h\}$ and $b = \{1/h, -1/h\}$, respectively. Performing the composition we get

$$B(A) = \sum_{j=1}^{4} a_i b_j f(x_i + x_j)
= \sum_{j} b_j \left[ \frac{1}{12h} \left(8f(x_{1+j}) - f(x_{2+j}) + f(x_{-2+j}) - 8f(x_{-1+j})\right) \right]
= \frac{1}{h} \left[ \frac{1}{12h} \left(8f(x_2) - f(x_3) + f(x_{-1}) - 8f(x_0)\right) \right]
- \frac{1}{h} \left[ \frac{1}{12h} \left(8f(x_0) - f(x_1) + f(x_{-3}) - 8f(x_{-2})\right) \right]
\quad (2.46)
= \frac{1}{12h^2} (-f(x_{-3}) + 8f(x_{-2}) + f(x_{-1}) - 16f(x_0) + f(x_1) + 8f(x_2) - f(x_3))$$
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The overall result can then be obtained via the expansions for \( f(x_{-3}) \) to \( f(x_3) \),

\[
B(A) = \frac{1}{12h^2} \left[ - \left( \{1, 9\frac{3}{2}, 27\frac{3}{8}, \ldots \}, \beta = 0 \right) + 8 \left( \{1, -2, 2, -4\frac{2}{3}, \ldots \}, \beta = 0 \right) \\
+ \left( \{1, -1, \frac{1}{2}, -1\frac{1}{6}, \frac{1}{24}, \ldots \}, \beta = 0 \right) - 16 \left( \{1, 0, 0, 0, \ldots \}, \beta = 0 \right) \\
+ \left( \{1, 1, \frac{1}{2}, 1\frac{1}{6}, \frac{1}{24}, \ldots \}, \beta = 0 \right) + 8 \left( \{2, 2, \frac{4}{3}, \frac{2}{3}, \ldots \}, \beta = 0 \right) \\
- \left( \{1, -3, \frac{9}{2}, -9\frac{3}{8}, 27\frac{3}{8}, \ldots \}, \beta = 0 \right) \right] \\
(2.47) = \frac{1}{12h^2} \left( \{0, 0, 12, 0, 2, \ldots \}, \beta = 0 \right) = \left( \{1, 0, \frac{1}{6}, \ldots \}, \beta = 2 \right),
\]

Upon composing a fourth-order accurate stencil with a second order accurate stencil the leading order error term is in the location corresponding to \( h^2 \) and thus the composition order of accuracy is \( \min(2, 4) \), demonstrating Lemma 2.4. This also demonstrates Proposition 2.5, as the coefficient of error term in the composed stencil is \( \frac{1}{6} \) which matches the coefficient of the error term in second-order accurate stencil in (2.17).

### 2.2.3. Stability

The stability of a finite difference approximation to a differential equation is as important as the accuracy. Unlike for accuracy, it is not possible to construct a generalized theorem for the stability of stencil composition from the stability of the inner stencils. Instead, sample cases will be considered and the general stability of stencil composition will be compared to the compact case.

Consider the stability of the heat equation for \( f(x, t), \partial_t f = \partial_{xx} f \). This can be discretized via Eq. (2.23) and a first-order discretization in time about the point \( x_0 \):

\[
\frac{f_{n+1} - f_n}{\Delta t} = \frac{f^n_{n+2} - 2f^n_0 + f^n_{n-2}}{4h^2},
\]

where \( n \) refers to time \( t_n \) and \( n + 1 \) to time \( t_{n+1} = t_n + \Delta t \), \( f_0^n = F(x_0, t_n) \), and \( f^n_{n+2} = f(x_0 + 2h, t_{n+1}) \). Assume that the solution for the \( n \)th time step is \( f^n_0 = \xi^0_k e^{jk} \) where \( k \) is the wave mode and \( \xi_k \) is the growth factor. Using this in the discretization, dividing by \( f^n_0 \) results, and solving for \( \xi_k \) results in

\[
\xi_k = 1 + \frac{\Delta t}{2h^2} (\cos 2hk - 1).
\]

Stability requires that \( |\xi_k| \leq 1 \) and thus

\[
-1 \leq 1 + \frac{\Delta t}{2h^2} (\cos 2hk - 1) \leq 1 \\
-2 \leq \frac{\Delta t}{2h^2} (\cos 2hk - 1) \leq 0 \\
-4 \leq \frac{\Delta t}{h^2} (\cos 2hk - 1) \leq 0.
\]

As \( (\cos 2hk - 1) \in [-2, 0] \) we have

\[
0 \leq \frac{\Delta t}{h^2} \leq 2.
\]
Thus, if $\Delta t \leq 2h^2$ holds the method is considered stable. This compares to a requirement of $\Delta t \leq h^2/2$ for the compact version using locations $x_{-1}$, $x_0$, and $x_{+1}$. This should be expected as the distance between points in the stencil is twice that for the compact stencil.

Common compositions of higher-order derivatives, such as approximating $f_{xxxx}$ using $\partial_{xx}(\partial_{xx}f)$ and center-finite differences, results in the same stencils as compact schemes. To demonstrate this and to explore any changes in stability consider the stability requirement for the fourth-order PDE $\partial_t f = -\partial_x(M\partial_x(\kappa \partial_{xx}f))$, where $M$ is a (potentially varying) mobility and $\kappa$ is a gradient energy coefficient. This equation a simplified version of the Cahn-Hilliard equation explored in Sec. 4, neglecting the chemical free energy. Typically, the gradient energy coefficient is a constant and thus for simplicity $\kappa = 1$ in this example. In the case where $M$ is a constant this can be discretized directly from $\partial_t f = -\partial_{xx}f$. When $M$ is spatially varying, though, it is easier to implement the method through stencil composition whereby $\partial_x(\partial_{xx})$ is composed first, scaled by $M$ at the grid location, and that result is then composed with $\partial_t$. Again, for simplicity let use consider $M = 1$, but compare the stability requirement for a direct discretization versus a composed one, summarized below. Full details of the stability requirement derivation is given in Appendix B.

|                      |  $\alpha$ | Support |
|----------------------|-----------|---------|
| Compact              | 1/8       | $[-2,2]$|
| Composed: $\partial_x (\partial_{xx})$ | 1/8       | $[-2,2]$|
| Composed: $\partial_t (\partial_{xx})$ | 27/32     | $[-3,3]$|

As can be seen the stability requirement for the composed stencil of $\partial_t (\partial_x (\partial_{xx}))$ has a stable time step that is 6.75 times greater than the compact scheme. This should be expected as the support is wider. While this does result in a slightly higher memory footprint when implemented, it does allow for easily incorporating variable mobility as mentioned previously.

### 2.3. Higher-dimensional Stencil Composition

Another benefit of using stencil composition to obtain higher order derivatives is its possibility of extension to higher dimensions. By performing stencil composition in two or three dimensions one can easily obtain higher-order mixed derivatives. When two stencils in different dimensions are composed the resulting stencil is simply the outer product of the two stencils, demonstrated using two-dimensional examples below.

If we have two stencils $T_X$ and $T_Y$ in the $x$ and $y$ directions, respectively, approximating derivative of orders $p_x$ and $p_y$, such that

$$f(x,y) \xrightarrow{(p_x, y)} (T_X, \beta_x = p_x) \text{ and } f(y) \xrightarrow{(p_y)} (T_Y, \beta_y = p_y),$$

then the composition of the two stencils yields a mixed derivative equal to the outer product of the two stencils,

$$f(x,y) \xrightarrow{(p_x, p_y)} (T_X \otimes T_Y, \beta_x = p_x, \beta_y = p_y)$$

As an example, let us compose first derivative stencils in the $x$ and $y$ direction to obtain the mixed derivative $f^{(1,1)}(x,y)$. Let $x_0 = (x_0, y_0)$ be the target point. We can write the stencils
of second-order accurate first derivative stencils in each direction thusly,

\[ f'(x_0) \longrightarrow (\{1, 0, \frac{1}{6}, 0, \ldots\}, \beta_x = 1), \]

\[ f'(y_0) \longrightarrow (\{1, 0, \frac{1}{6}, 0, \ldots\}, \beta_y = 1). \]

Taking the outer product we obtain

\[ (\{1, 0, \frac{1}{6}, 0, \ldots\} \otimes \{1, 0, \frac{1}{6}, 0, \ldots\}, \beta_x = 1, \beta_y = 1) = \]

\[
\begin{pmatrix}
1 & 0 & \frac{1}{6} & 0 & \cdots \\
0 & 0 & 0 & 0 & \cdots \\
\frac{1}{6} & 0 & \frac{1}{36} & 0 & \cdots \\
0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \beta_x = 1, \beta_y = 1,
\]

which can be written in the expanded form as the following,

\[ f^{(1,1)}(x_i, y_j) \longrightarrow f^{(1,1)}(x_0, y_0) + \frac{1}{6} h_x^2 \cdot f^{(3,1)}(x_0, y_0) + \frac{1}{6} h_y^2 \cdot f^{(1,3)}(x_0, y_0) \]

\[ + \frac{1}{36} h_x h_y^2 \cdot f^{(3,3)}(x_0, y_0) + \ldots, \]

where \( h_x \) and \( h_y \) are the spacing in the lattice in \( x \) and \( y \) directions respectively. For simplicity, assume that \( h_x = h_y = h \). We can then rewrite the equation above as following,

\[ f^{(1,1)}(x_i, y_j) \longrightarrow f^{(1,1)}(a, b) + \frac{1}{6} h^2 \cdot f^{(3,1)}(a, b) + \frac{1}{6} h^2 \cdot f^{(1,3)}(a, b) \]

\[ + \frac{1}{36} h^4 \cdot f^{(3,3)}(a, b) + \ldots. \]

Note that the error term is proportional to \( O(h^2) \), therefore the composed stencil is also second-order accurate.

Let us now compose two stencils of different order of accuracies in two dimensions. For instance, composition of a fourth-order accurate stencil in the \( x \)-direction and second-order accurate stencil in the \( y \)-direction,

\[ f'(a) \longrightarrow (\{1, 0, 0, 0, -\frac{1}{30}, 0, \ldots\}, \beta_x = 1), \]

\[ f'(b) \longrightarrow (\{1, 0, \frac{1}{6}, 0, \frac{1}{120}, \ldots\}, \beta_y = 1), \]

will give us the following,

\[ f^{(1,1)}(a, b) \longrightarrow \begin{pmatrix}
1 & 0 & \frac{1}{6} & 0 & \frac{1}{120} & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots \\
-\frac{1}{30} & 0 & -\frac{1}{180} & 0 & -\frac{1}{360} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \beta_x = 1, \beta_y = 1. \]
In this case the highest order error term would be $\frac{1}{6}h^2 \cdot f^{(1,3)} \in O(h^2)$, demonstrating that the composed stencil is second-order accurate. Both of the examples illustrate that Lemma 2.4 still holds true for higher dimensional composition.

3. Numerical Examples. In this section the convergence of one- and two-dimensional examples, in addition to the bi-harmonic equation is presented. In addition to verification of the expected order-of-accuracy, we will also determine the coefficient associated with error.

3.1. One-dimensional Example. Begin by considering the one-dimensional function $f(x) = \sin(x) \cos(x)$. We will approximate the third-derivative of this function, $f^{(3)}(x) = 4\sin^2(x) - 4\cos^2(x)$, via the composition of second-order accurate first-derivative and second derivative stencils given by $u = \{1, -1\}$ and $v = \{1, 0, -1\}$ with weights of $a = \{1/h, -1/h\}$ and $b = \{1/h^2, -2/h^2, 1/h^2\}$, respectively. This results in a series for the first-derivative of

\[
\frac{df}{dx} \rightarrow (\{1, 0, \frac{1}{6}, 0, \frac{1}{120}, \ldots\}, \beta = 1)
\]

while the second-derivative series is

\[
f''(x) \rightarrow (\{1, 0, \frac{1}{12}, 0, \frac{1}{360}, \ldots\}, \beta = 2).
\]

We expect that the composition will result in an $O(h^2)$-accurate stencil with a leading-order error coefficient of $1/6 + 1/12 = 1/4$, or in other words we expect that the error will scale as $\frac{1}{4}h^2$, which can be verified from the Taylor-Series of the composition:

\[
f^{(3)}(x) \rightarrow (\{1, 0, \frac{1}{4}, 0, \frac{1}{40}, \ldots\}, \beta = 3).
\]
The error evaluated at \( x = \pi \) as a function of grid-spacing \( h \) is shown in Fig. 1. As expected, the rate-of-convergence equals that of the prediction. To verify the coefficient associated with this convergence we fit a line in log-log space:

\[
\log \varepsilon = p \log h + \log C,
\]

where \( \varepsilon \) is the error, \( p \) is the calculated order of convergence and \( C \) is the leading-order coefficient. Fitting the data results in \( p = 1.9976 \approx 2 \), which matches the expected order of convergence and \( C \approx 3.9432 \). From the Taylor-Series of the approximation, (3.3), the coefficient of the error should equal \( \frac{1}{4} f^{(5)}(\pi) = 4 \), which is very close to the calculated value.

3.2. Two-dimensional Example. Let us now consider a two-dimensional function, \( f(x, y) = \sin(x)\cos(y) + \cos(x)\sin(y) \) where we are interested approximating \( f^{(4,3)}(x, y) \) with fourth-order accuracy. As before we will verify the order of accuracy and the associated coefficient. To build the overall stencil we will be using multiple compositions. First, a centered, fourth-order accurate discretization of the second-derivative is composed with itself to obtain a fourth-order accurate representation of the fourth-derivative:

\[
f^{(4)}(x) \rightarrow \{1, 0, 0, 0, -\frac{1}{45}, 0, -\frac{1}{504}, \ldots\}, \beta = 4).\]

Second, a centered fourth-order accurate discretization of the first-derivative is composed with the fourth-order accurate second derivative approximation:

\[
f^{(3)}(x) \rightarrow \{1, 0, 0, 0, \frac{2}{45}, 0, -\frac{5}{1008}, \ldots\}, \beta = 3).\]
Fig. 3: Convergence test of biharmonic boundary value problem. Show is the $l_\infty$-norm of the error in the domain versus grid spacing $h$ for $\Delta(\Delta f) = 4\pi^4 \sin(\pi x) \sin(\pi y)$ obtained by composition of second-order accurate stencils evaluated on a unit square domain $\{0 \leq x \leq 1, 0 \leq y \leq 1\}$ with appropriate boundary conditions. The dashed line indicates slope for a second-order accurate solution, matching the expected result.

Composing the fourth-derivative in the $x$-direction with the third-derivative in the $y$-direction results in

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & -\frac{2}{45} & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots \\
-\frac{1}{45} & 0 & 0 & 0 & \frac{2}{2025} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots 
\end{pmatrix}, \quad \beta_x = 4, \ \beta_y = 3
\]

which corresponds to $f^{(4,3)}(x) + h^4 \left( -\frac{1}{45} f^{(8,3)}(x) - \frac{2}{45} f^{(4,7)}(x) \right) + \cdots$.

The error between the exact solution, $f^{(4,3)}(x,y) = \sin(x) \sin(y) - \cos(x) \cos(y)$, and the approximation computed via the composed finite-difference stencil at location $x = (2\pi, \pi/3)$ is shown in Fig. 2. Following (3.4) the calculated convergence rate is 3.9997 while $C = 3.324 \times 10^{-2}$, close to the expected value of $-\left( f^{(8,3)}(x) + 2 f^{(4,7)}(x) \right) / 45 = 1/30$.

3.3. Biharmonic Equation. Next, we consider the solution of a linear system arising from the discretization of a high-order differential equation. Specifically, we consider solutions of the biharmonic equation, which is a fourth-order linear partial differential equation with applications in various areas of mechanics, including the theory of elasticity and flow of viscous fluids [19]. In two-dimensions, the biharmonic of a function $f(x,y)$ can be written as

\[
\Delta(\Delta f) = \frac{\partial^4 f}{\partial x^4} + 2\frac{\partial^4 f}{\partial x^2 \partial y^2} + \frac{\partial^4 f}{\partial y^4} = g(x,y),
\]
with appropriate boundary conditions on a bounded domain [20] and where \( g(x,y) \) is the problem-specific forcing function.

For our numerical experiment we consider a simply supported rectangular plate with sides of unit length \( \{0 \leq x \leq 1, 0 \leq y \leq 1\} \) and a given solution of \( f(x,y) = \sin(\pi x)\sin(\pi y) \). This results in boundary conditions of \( f = 0, \frac{\partial^2 f}{\partial x^2} = 0 \) for \( x = 0 \) and \( x = 1 \), and \( f = 0, \frac{\partial^2 f}{\partial y^2} = 0 \) for \( y = 0 \) and \( y = 1 \)

(3.9a) \[
f = 0, \frac{\partial^2 f}{\partial x^2} = 0 \text{ for } x = 0 \text{ and } x = 1, \text{ and}
\]

(3.9b) \[
f = 0, \frac{\partial^2 f}{\partial y^2} = 0 \text{ for } y = 0 \text{ and } y = 1
\]

and a forcing function of

(3.10) \[
g(x,y) = 4\pi^4 \sin(\pi x)\sin(\pi y).
\]

There are two ways we can make use of composition to obtain the stencil for the biharmonic equation. In the first method we can use composition to discretize the middle equation of (3.8). While this is straight-forward to accomplish, it requires that the spatial dimension of the underlying grid be taken into account as there will be additional terms in the \( z \)-direction if this is a three-dimensional problem instead of a two-dimensional one. An alternative is to create a single Laplacian stencil and compose this stencil with itself, i.e. using stencil composition to compute the left-hand side equation of (3.8) directly. From an implementation point-of-view this second approach is much more attractive as any dimension-dependence will already be taken into account when forming the Laplacian stencil. Additionally, as both methods will result in the same stencil, so the second approach is the one used here.

The error results in the \( l_\infty \)-norm for the given problem are shown in Fig. 3 where the discretization of the Laplacian was achieved using second-order accurate stencils. Based on this, we expect that the discretization of the biharmonic equation will maintain this second-order accuracy, which is verified by calculating the rate-of-convergence of the test.

4. Cahn-Hilliard Phase-Field Model: A Benchmark Problem. In this section we look at a benchmark phase-field problem involving spinodal decomposition in a binary system which uses the Cahn-Hilliard equation for time evolution. This example is inspired from the first benchmark problem in [21]. For more information on spinodal decomposition, Cahn-Hilliard equations, and other relevant benchmark problems please refer to [21, 22].

For this example, various studies and analyses are done, such as temporal convergence test, scaling analysis as well as investigating matrix properties and stability. A two dimensional (2D) and a three-dimensional (3D) computational domain have been used for the simulation, and the initial conditions are chosen accordingly. The following experiment has been conducted using PetscFD, a finite-difference discretization class in PETSc [23]. PETSc is a library of data structures and routines that allows implementation of large-scale application codes on parallel as well as serial computers. For discretization, PETSc primarily uses PetscFE or PetscFV for finite element and finite volume based discretizations respectively. Therefore, PetscFD, which leverages the concept of stencil composition, adds the support for finite difference based discretizations in PETSc for solving PDEs. Since PetscFD is a class in PETSc, a large amount of software complexity is avoided. For more information regarding PetscFD and its usage, refer to [24].

4.1. Computational Domain, Free Energy and Dynamics. For spinodal decomposition in a binary system, a single order parameter, \( c \), is evolved, which describes the atomic fraction of solute [21]. The free energy of the system, \( F \), is expressed as [22]

(4.1) \[
F(c) = \int \left( f_{\text{chem}}(c) + \frac{\kappa}{2} |\nabla c|^2 \right) dV,
\]
where \( f_{\text{chem}} \) is the chemical free energy density and \( \kappa = 2 \) is the gradient energy coefficient. \( f_{\text{chem}} \) has a simple polynomial form,

\[
(4.2) \quad f_{\text{chem}}(c) = \rho (c - c_\alpha)^2 (c - c_\beta)^2,
\]

such that \( f_{\text{chem}} \) is a symmetric double-well with minima at \( c_\alpha = 0.3 \) and \( c_\beta = 0.7 \), while \( \rho = 5 \) controls the height of the double-well barrier.

The evolution of \( c \) is given by the Cahn-Hilliard equation \[22\]

\[
(4.3) \quad \frac{\partial c}{\partial t} = \nabla \cdot \left( M \nabla \left( \frac{\partial f_{\text{chem}}}{\partial c} - \kappa \Delta c \right) \right),
\]

where \( M = 5 \) is the mobility of the solute.

For this problem, we consider a two-dimensional and a three-dimensional computational domain. The two-dimensional domain is of size 200 \( \times \) 200 units, centered at \( x = y = 100 \), and the three-dimensional domain is of size 64 \( \times \) 64 \( \times \) 64 units, centered at \( x = y = z = 32 \). For both 2D and 3D, periodic boundary conditions are assumed on all boundaries. The initial conditions for this problem are chosen such that the average value of \( c \) over the computational domain is approximately 0.5. The initial value of \( c \) for 2D and 3D domains is given by

\[
(4.4) \quad c(x,y) = c_0 + \varepsilon (\cos(0.105x) \cos(0.11y)) \\
+ [\cos(0.13x) \cos(0.087y)]^2 \\
+ \cos(0.025x - 0.15y) \times \cos(0.07x - 0.02y),
\]

\[
(4.5) \quad c(x,y,z) = c_0 + \varepsilon \cos(0.105x) \cos(0.11y) \cos(0.11z) \\
+ [\cos(0.13x) \cos(0.087y) \cos(0.1z)]^2 \\
+ \cos(0.025x - 0.15y - 0.1z) \times \cos(0.07x - 0.02y + 0.01z),
\]

where \( c_0 = 0.5 \) and \( \varepsilon = 0.01 \). The system is discretized by composing the Laplacian with itself. The linear portion, \( \Delta^2 c \), is treated implicitly while the non-linear portion is treated explicitly.

The computational domains and initial conditions of the two-dimensional and three-dimensional problems are shown in Fig. 4.

### 4.2. Micro-structural and Free Energy Evolution

For this benchmark problem, the total free energy of the system and microstructural snapshots are chosen as the metrics to analyze the simulation results. Figure 5 shows the total free energy evolution of the spinodal decomposition problem. The total free energy decreases rapidly and eventually asymptotically approaches the local energy minimum of the system.

Figure 6 presents the microstructure snapshots for spinodal decomposition of the two-dimensional system at \( t = 10^2, 10^3, 10^4 \) and \( 8.7 \times 10^4 \) using at time step of \( \Delta t = 0.05 \). Differences at various times are discernible. Microstructural evolution reaches the lowest energy state beyond \( t = 10^5 \), but it can be clearly seen from the snapshots that the structure is approaching equilibrium.

Figure 7 presents the microstructure snapshots for spinodal decomposition at \( t = 10, 10^2, 10^3 \) and \( 10^4 \) for the three-dimensional system using a time step of \( \Delta t = 0.25 \). Differences at various times are quite discernible, heading towards equilibrium at a faster rate. Microstructural evolution reaches the equilibrium somewhere around \( t = 5000 \), when the total free energy reaches the lowest energy state (seen in Fig. 5).
Fig. 4: The computational domains and initial conditions for the spinodal decomposition benchmark problem in (a) 2D, and (b) 3D.

Fig. 5: The total free energy evolution of the spinodal decomposition benchmark problem in 2D (left), and 3D (right).

4.3. Temporal Convergence. Convergence analysis has been performed for the all the prior examples mentioned in the last section. But those examples were only space dependent problems and hence that type of convergence is classified as spatial convergence. For time and space dependent problem, such as this one, the estimation of error in time and space is often independent, and hence a temporal convergence study is done.

Often times, it is difficult to have an exact solution for time-dependent PDEs. In such cases, one can find the solution for a very low time step, $\Delta t$, and use that as the exact solution.
Fig. 6: Snapshots of the micro-structure evolution for spinodal decomposition at different time steps in 2D.

to calculate error of the solution obtained from various time steps. Plotting the logarithm of this error against the logarithm of time step, $\Delta t$, would produce a line of slope equal to the temporal convergence rate. Several types of time discretization schemes are available, but for this example, implicit-explicit (IMEX) time discretization scheme has been used.

Figure 8 shows the temporal convergence diagram for the spinodal decomposition problem in 2D as well as 3D, with all results compared to the one calculated using $\Delta t = 9.7656 \times 10^{-4}$ in 2D and $\Delta t = 1.953125 \times 10^{-3}$ in 3D. The problem was run multiple times until a final time of $t = 10$, each time with a different time step ($\Delta t$), for a fixed spacial resolution at $h = 1$. IMEX time-stepping schemes of orders one, two and three were used to solve the
problem in two dimensions and of orders one and two in three dimensions.

In 2D (Fig. 8 (a)), for the scheme with order one, the solution initially converges at the expected rate, but a slight deviation can be observed when the time step is very low. For the schemes orders two and three, the solution can be seen converging at the expected rate. In 3D (Fig. 8 (b)), for both the methods, of $\mathcal{O}(\Delta t)$ and $\mathcal{O}(\Delta t^2)$, the solution converges the an expected rate with no deviations or tailing off at any point.

4.4. Static-Scaling. Traditionally, there has always been two kinds of scaling analysis, strong-scaling and weak-scaling. But from both strong-scaling or weak-scaling plots, it is unclear how a given machine or algorithm will handle a variety of workloads [25].
leads to concept of static-scaling [25, 26], where the problem size is increased for a fixed parallelism. For a detailed explanation on static-scaling, please refer to [27].

In this type of scaling analysis, the time to solution is plotted against the total degrees of freedom (DoF) solved per second for a variety of problem sizes. Optimal scaling will be indicated by a horizontal line as the problem size is increased, which is the middle region of the plot. On the left, there might sometimes be delay in reaching optimal scaling which may be due to the fact that problem size is too small for a given number of MPI processes, and hence the large communication to computation ratios (strong-scaling effects). Sometimes, one might also see some tailing off to the right of the static-scaling plot. This may be caused by how the memory is allocated and accessed. Larger problem sizes may see an increase in time to access the main memory. The static-scaling plots are therefore designed to capture both strong-scaling and weak-scaling characteristics on the same plot, and is therefore a very good indicator of the ideal range of problem sizes for a given number of MPI processes [27].

Figure 9 shows the static-scaling plot of the spinodal decomposition problem in 2D. Problem sizes range from 625 degrees of freedom to $1.6 \times 10^6$. The problem was run using 4, 8, 10 and 20 MPI processes ($n$). The scaling plot indicates that method has excellent weak-scaling as the degrees of freedom solved per second remains constant as the problem size increases, given by the solution time. There are no memory effects as the problems get larger. The solution also shows good strong-scaling behaviour, as the performance improves with increasing number of MPI processes. The strong-scaling limit is a little different here. The time is taken to solve a problem with smaller sizes is very similar across all processes. Regardless, $n = 4$ still has the least amount of overhead, and gives an almost-flat line throughout, while for $n = 20$, the static-scaling limit is the most apparent.

Figure 10 shows the static-scaling plot of the spinodal decomposition problem in 3D. Problem sizes range from 64 degrees of freedom to $2.6 \times 10^5$. Similar to 2D, the problem was run using 4, 8, 10 and 20 MPI processes ($n$). The scaling plot shows a slight different
Fig. 9: Static-scaling behavior of the spinodal decomposition problem using Cahn-Hilliard equation in 2D. Performance is compared for varying problem sizes running on different number of MPI processes ($n$).

Fig. 10: Static-scaling behavior of the spinodal decomposition problem using Cahn-Hilliard equation in 3D. Performance is compared for varying problem sizes running on different number of MPI processes ($n$).

behaviour for this problem. Even though the solution is strong-scaling well, since $n = 20$ is outperforming other MPI processes, the problem is yet to achieve optimal scaling as no flat line can be seen in the middle region. Running the problem with increased problem sizes would show better weak-scaling results. However, there are no memory effects as the problems get larger. The strong-scaling limit has the expected behavior with $n = 4$ having the least amount of overhead, and $n = 20$ the most.
Fig. 11: The spectrum of the bi-Laplacian matrix used in the spinodal decomposition problem.

Table 2: Properties of the bi-Laplacian matrix (B: $\Delta(\Delta c)$) and the time-stepping matrix used for Cahn-Hilliard equation in 2D for a domain size of $[0, 200]^2$ ($\rho$: spectral radius).

| $h$ | $\Delta t$ | $\rho(B)$ | $\rho(I + \Delta tB)$ | cond $(I + \Delta tB)$ |
|-----|-----------|------------|------------------------|-----------------------|
| 8   | 2         | 0.0155     | 1.031                  | 1.031                 |
| 4   | 1         | 0.25       | 1.25                   | 1.25                  |
| 2   | 0.5       | 4          | 3                      | 3                     |
| 1   | 0.25      | 64         | 17                     | 17                    |
| 0.5 | 0.125     | 1024       | 129                    | 129                   |

4.5. Eigenvalues, spectral radius and condition number. Next, consider the properties of the bi-Laplacian matrix used to solve the spinodal decomposition problem shown earlier. Figure 11 shows the spectrum, i.e., the distribution of the eigenvalues in the complex plane, of the 2D system. From the plot, it can be observed that the eigenvalues of the matrix only have real negative parts, hence leading to stability.

Table 2 lists the spectral radius, i.e., the absolute value of the largest eigenvalue, of the bi-Laplacian matrix and the corresponding time-stepping matrix, along with its condition number, for various spatial resolutions with $\Delta t = \frac{1}{4}h$. As the time-stepping matrix is normal, the condition number is given by the (absolute) ratio of the largest eigenvalue to the smallest one. As the smallest eigenvalue is almost one in all these cases, the condition number stays approximately equal to the spectral radius of the time-stepping matrices. Note that in the Cahn-Hilliard equation (4.3), the bi-Laplacian matrix on the right hand side of the equation has a negative sign in front of it. Therefore, here the eigenvalues correspond to negative of the bi-Laplacian matrix ($-B$). The time-stepping matrix thus becomes $[I + \Delta tB]$, which is what is used to check the condition number. It should come as no surprise that the spectral radius
Table 3: Sparsity properties of Laplacian matrix and bi-Laplacian matrix used for the spinodal decomposition problem.

| $h$ | size       | non-zero entries | percentage | non-zero entries | percentage |
|-----|------------|------------------|------------|------------------|------------|
| 8   | $625 \times 625$ | 3125             | 0.8        | 8125             | 2.08       |
| 4   | $2500 \times 2500$ | 12500            | 0.2        | 32500            | 0.52       |
| 2   | $10,000 \times 10,000$ | 50,000           | 0.05       | 130,000          | 0.13       |
| 1   | $40,000 \times 40,000$ | 200,000          | 0.0125     | 520,000          | 0.0325     |
| 0.5 | $160,000 \times 160,000$ | 800,000          | 0.003125   | 2,080,000        | 0.008125   |

increases as the resolution decreases, as the matrix is getting bigger. The condition numbers are relatively small when the matrices are small and increase as resolution decreases, but the overall matrices are still well conditioned.

4.6. Sparsity. Table 3 shows the sparsity properties of the bi-Laplacian matrix. The matrix is getting sparser by 75% each time the resolution is reduced by half. Recall that bi-Laplacian matrix is obtained using stencil composition of two Laplacian matrices. In fact, Laplacian is a five-point stencil, which gives a thirteen-point stencil when composed (in 2D) with itself:

Laplacian:
$$
\begin{pmatrix}
1 & 1 & 1 \\
1 & -4 & 1 \\
1 & 1 & 1
\end{pmatrix},
$$

bi-Laplacian:
$$
\begin{pmatrix}
1 & 2 & -8 & 2 \\
2 & -8 & 20 & -8 & 1 \\
1 & 2 & -8 & 2 \\
1 & 1 & 1
\end{pmatrix}.
$$

Note that the ratio between the non-zero entries of Laplacian and bi-Laplacian matrices stays consistent at a ratio of 5 : 13, thus, validating that the correct sparsity pattern is maintained when stencils are composed.

Figure 12 shows the sparsity structure of bi-Laplacian matrices at different resolutions used for the spinodal decomposition problem in 2D. The figure shows that the same sparsity structure is maintained for various resolutions.

5. Concluding Remarks. In this work we make use of composition to form finite difference stencils which can then be used to numerically evaluate derivatives and solve partial differential equations. In stencil composition, two stencils with arbitrary derivative-orders are composed to obtain a stencil with a derivative-order equal to the sum of each individual stencil approximation. We represent stencils for various orders of derivative as stencil vectors, with the elements being the coefficients of the truncation error terms, allowing for the determination of the leading-order error term of the composed stencil. We show that stencil composition is associative and prove that the order-of-accuracy of the composed stencil will never fall below the lowest-order accuracy of the stencils being composed. The stability of stencil composition is also explored using two example PDEs. Numerical examples, both in one and two-dimensions, verify our findings regarding order of accuracy via convergence tests. A
PDE application is also shown, wherein a boundary value problem involving the biharmonic equation is discretized using the composition of two Laplacian stencils, and the convergence rate is verified. A benchmark problem involving the Cahn-Hilliard equation based model was solved using a two-dimensional as well as a three-dimensional computational domain. For this experiment, performance analyses were conducted which included static-scaling analysis and temporal convergence tests, thus validating the discretization method.

There is an important caveat of this work that must also be discussed. The work here only holds if the inner stencils for a composition do not vary from location-to-location in the outer stencil. For example, consider composing two finite difference stencils of the second-derivative in a domain. At the boundary it may be tempting to mix one-sided stencils with center-stencils. This is not advised, as the composition is no longer between a single inner and single outer function, but different functions, which creates unpredictable results. As a demonstration consider the composition of first-derivative approximations to obtain a second-derivative stencil. Let the outer stencil be given by \( u = \{1, -1\} \) with weights \( a = \{1/(2h), -1/(2h)\} \). At location \( x_1 \) the standard stencil is used: \( v_1 = u \) and \( b_1 = a \). At location \( x_{-1} \) a forward-approximation is used: \( v_{-1} = \{1, 0, -1\} \) and \( b_{-1} = \{-1/(2h), 2/h, -3/(2h)\} \). Composition using these results in a series of \( \beta = 2 \), which is clearly not an approximation to the second-derivative. Other combinations may result in the negative...
of the expected result, zero, or something else completely. Note that it is perfectly acceptable to mix approximations at different target locations. For example, at a domain boundary we can use all one-sided approximations for the inner stencil and center-approximations at the interior.

With this in mind, our results demonstrate that it is possible to construct complex differential stencils with guaranteed accuracy via the composition of lower-derivative approximations. This is the first step towards facilitating the formation of large-scale linear systems of arbitrary partial differential equations in a systematic and automatic manner. Future work will include the implementation of these concepts into numerical tools for the wider community, and an investigation of the composition between interpolation and differentiation operations, similar to those in the Closest Point Method.
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Appendix A. Derivation of first-order accurate third derivative stencil using stencil composition.

If stencil $A$ corresponds to $f'(x_0)$,

$$f'(x_0) \rightarrow \frac{f(x_1) - f(x_0)}{h} + \mathcal{O}(h),$$

and, stencil $B$ corresponds to $f''(x_0)$,

$$f''(x_0) \rightarrow \frac{f(x_2) - 2f(x_1) + f(x_0)}{h^2} + \mathcal{O}(h).$$

This results in $u = \{1, 0\}$ and $v = \{2, 1, 0\}$ as the associated integer vectors with weights $a = \{1/h, -1/h\}$ and $b = \{1/h^2, -2/h^2, 1/h^2\}$, respectively.

The composition $B(A)$ can thus be derived in the following way.

$$B(A) = \sum \sum a_i b_j \left( \sum_{|\alpha| \geq 0} \frac{h^\alpha}{\alpha!} f^(\alpha)(x_0) \right)$$

$$= \sum_{j} b_j \left[ \frac{1}{h} \left( \sum_{|\alpha| \geq 0} h^\alpha \frac{(1 + v_j)^\alpha}{\alpha!} f^(\alpha)(x_0) \right) - \frac{1}{h} \left( \sum_{|\alpha| \geq 0} h^\alpha \frac{v_j^\alpha}{\alpha!} f^(\alpha)(x_0) \right) \right]$$

$$= \frac{1}{h^3} \left( \sum_{|\alpha| \geq 0} h^\alpha \frac{2 \alpha}{\alpha!} f^(\alpha)(x_0) \right) - \frac{2}{h^2} \left( \sum_{|\alpha| \geq 0} h^\alpha \frac{2 \alpha}{\alpha!} f^(\alpha)(x_0) \right) + \frac{1}{h^2} \left( \sum_{|\alpha| \geq 0} h^\alpha \frac{1}{\alpha!} f^(\alpha)(x_0) \right)$$

$$= \frac{1}{h^3} \left( \sum_{|\alpha| \geq 0} h^\alpha \frac{2 \alpha - 3 + 3}{\alpha!} f^(\alpha)(x_0) \right) - \frac{1}{h^2} f(x_0)$$

$$\rightarrow \frac{1}{h^3} \left( 0, 0, 0, 1, \frac{3}{2}, \frac{5}{4}, \ldots \right), \beta = 0 = \{1, \frac{3}{2}, \frac{5}{4}, \ldots \}, \beta = 3.$$

Appendix B. Calculation of stability requirement for $\partial_t f = -\partial_x (\partial_x (\partial_x f))$.

Consider the discretization of $\partial_t f = -\partial_x (\partial_x (\partial_x f))$ about a point $x_0$. Composing the inner two derivatives using standard center-finite differences results in

$$\frac{\partial}{\partial x} \left( \frac{\partial f}{\partial xx} \right) = -\frac{f_{-2} + 2f_{-1} - 2f_{+1} + f_{+2}}{2h^3},$$

where $f_i = f(x_0 + ih)$ and is the standard, compact second-order accurate discretization for $\partial_{xxx} f$. Composing this with the first-derivative results in

$$\frac{\partial}{\partial x} \left( \frac{\partial f}{\partial xx} \right) = \frac{f_{-3} - 2f_{-2} - f_{-1} + 4f_0 - f_{+1} - 2f_{+2} + f_{+3}}{4h^4},$$

which has wider support compared to the compact schemes which uses points $[-2, 2]$.

As before assume that the solution for the $n^{th}$ time step is $f^n = \xi_k^n \xi_k e^{kh}$ where $k$ is the wave mode and $\xi_k$ is the growth factor. Using this in the discretization, dividing by $f^n_0$ results, and solving for $\xi_k$ results in

$$\xi_k = 1 + \frac{\Delta t}{2h^4} \left( \cos hk + 2 \cos 2hk - \cos 3hk - 2 \right).$$

This manuscript is for review purposes only.
Stability requires that $|\xi_k| \leq 1$ and thus

$$-1 \leq 1 + \frac{\Delta t}{2h^4} (\cos h k + 2 \cos 2h k - \cos 3h k - 2) \leq 1$$

$$-2 \leq \frac{\Delta t}{2h^4} (\cos h k + 2 \cos 2h k - \cos 3h k - 2) \leq 0$$

$$-4 \leq \frac{\Delta t}{h^4} (\cos h k + 2 \cos 2h k - \cos 3h k - 2) \leq 0.$$  

As $(\cos h k + 2 \cos 2h k - \cos 3h k - 2) \in [-128/27, 0]$ we have

(B.1)  

$$0 \leq \frac{\Delta t}{h^4} \leq \frac{27}{32},$$

which results in a time-step restriction of $\Delta t \leq 27h^4/32$.

Both the compact finite difference approximation and composing $\partial_{xx}(\partial_{xx})$ give a discretization of

$$\frac{\partial f}{\partial xxxx} = \frac{f_{-2} - 4f_{-1} + 6f_0 - 4f_{+1} + f_{+2}}{h^4},$$

which results in a growth factor of

$$\xi_k = 1 + \frac{\Delta t}{h^4} (8 \cos h k - 2 \cos 2h k - 6).$$

Ensuring that $|\xi_k| \leq 1$ requires that $\Delta t \leq h^4/8.$