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Abstract: In the era of big data, machine learning-based data analysis has been integrated into almost all walks of modern life. Before applying machine learning, a machine learning algorithm with its proper hyper-parameters have to be decided, where rich machine learning knowledge and lots of practical manual iterations are required. In order to popularize machine learning and allow non-professionals to use machine learning to solve problems, automatic machine learning model selection is particularly important. Among various existing automatic machine learning model selection methods, Progressive Sampling-based Bayesian Optimization (PSBO) is one of the most efficient and effective ones. However, PSBO adopted the progressive sampling with the traditional random sampling strategy, which does not consider the importance of individual samples. Based on the idea that more important and effective samples will make the model training results better, the paper proposed a Sample Importance Guided Progressive Sampling-based Bayesian Optimization (SIG-PSBO) for automatic machine learning. SIG-PSBO defines the sample importance by the difficulty to distinguish categories in a PCA feature space. Then samples with higher sample importance are more likely to be sampled for the subsequent model training. Extensive experiment results showed that the SIG-PSBO method can significantly shorten the search time and reduce the classification error rates compared to the original PSBO method.
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1. Introduction

With a growing fountain of data in the modern information age, machine learning is increasingly beneficial to intelligent data analysis and has become the mainstream technology of intelligent data analysis. At the same time, machine learning is considered to be a dark art in some sense that can be acquired by only a few people \cite{1}. In particular, algorithms and hyper-parameter selection require a large number of manual iterations to realize, which not only takes time and effort but also requires a large number of professionals. Combined with the growing needs of people in real life, this limits the development of machine learning applications in many fields. Therefore, in order to lower the bar for ma-chine learning and make it available to non-professionals to solve problems, automatic machine learning model selection is particularly important to let non-professionals select proper machine learning algorithms and the corresponding hyper-parameter values in the individual application.

Nowadays, Automated Machine Learning (Auto-ML) has emerged as a new promising sub-field of machine learning. Auto-ML, or a combination of automation and machine learning, is a new line of research that could allow computers to perform more complex tasks independently, freeing human hands. The target of Auto-ML is to realize the automation of machine learning step by step based on the principles of optimization and ma-chine learning itself \cite{1}. It has been paid more and more attention not only in machine learning, but also in computer vision, data mining and natural language processing. Auto-ML promises to make it easier for users to access machine learning for new domains and to reduce the tedious manual work of applying machine learning to existing domains. Auto-ML was originally introduced to automate model hyper-parameter searches. Nowadays, Auto-ML has been developed to include the automation of other tasks in the ma-chine learning workflows, such as model interpretability,
feature engineering [2], data cleaning [3], and model deployment, as part of its goals. The ultimate goal of Auto-ML tools is to make machine learning easier to implement by providing ready-made solutions for users with lower technical backgrounds.

Auto-ML [4] has been successfully applied to many important problems, many automatic machine learning tools [5] were created, such as Auto-WEKA [6], Auto-Sklearn [7], Google's Cloud [8], NNI and Feature Labs [9], and so on. Among the existing Auto-ML tools, Auto-WEKA is one of the most advanced automatic machine learning methods and the first use of Bayesian optimization method. Auto-WEKA only needs to press the button, can automatically instantiated highly parameters of machine learning framework, and make full use of all the learning algorithm of the WEKA [10]. Through Auto-WEKA, non-experts can easily build high-quality classifiers that are suitable for the specific application scenario. Based on the currently popular Scikit-Learn machine learning library [11], Auto-Sklearn can automatically seek out a more appropriate classification model from some existing machine learning tools by searching the appropriate model and optimizing its corresponding super parameters. NNI (Neural Network Intelligence) is an open source automatic machine learning tool of Microsoft. NNI has a very unique value, compared with other current automatic machine learning tools or services. Unlike most existing automatic machine learning services and tools, NNI requires the user to provide the training code and specify the search scope of the hyper-parameter. Google's Cloud Auto-ML uses neural architecture search to free customers from the difficult and time-consuming architectural design process. Feature-Labs is a commercial product that implements automated feature engineering designed to build new and modified feature sets to enhance the performance of machine learning tools. All these powerful tools provide great convenience for non-experts to use machine learning tools in their own re-searches and applications.

However, in the face of large hyper-parametric space, traditional optimization methods can no longer support the efficient selection of automatic machine learning models. Most existing Auto-ML tools are time-consuming, and the fundamental obstacle is that it takes a long time to test the machine learning algorithm and the combination of super-per-parameter values on the entire data set. In order to speed-up the optimization process, we put forward a novel Progressive Sampling based Bayesian Optimization (PSBO) for automatic machine learning in the previous work [12]. Based on the framework of Bayesian optimization, PSBO uses progressive sampling and several optimization methods for automatic selection of machine learning models. The key idea of PSBO is to use the cheap information computed on small sample size to guide the search process to focus on promising areas when training sample expanded. Compared to the existing methods, PSBO significantly improves the computational efficiency without sacrifice the search effectiveness. Although the success of PSBO, one drawback of PSBO is the random sampling is used in the progressive sampling without considering the importance of samples. For complex hyper-parameter combination search space, it is difficult to guarantee the representativeness of samples drawn by random sampling method.

By consideration of the importance of samples, we proposed a Sample Importance Guided Progressive Sampling-based Bayesian Optimization method (SIG-PSBO) for automatic machine learning. In the process of progressive sampling, PCA is first used to reduce sample dimensionality. In the PCA reduced feature space, the sample importance and the corresponding sampling area are measured by the difficulty to distinguish categories. In the subsequent sampling, samples with higher sample importance are more sampled for model training. In other words, the sampling of SIG-PSBO is more focused on the distinguishing hyper-parametric search space. We show that our approach can significantly shorten search time and reduce classification error rates compared to the original PSBO method.

Our contributions are summarized as follows:

1) An effective Sample Importance Guided Progressive Sampling-based Bayesian Optimization method (SIG-PSBO) based on PCA dimension reduction is proposed, whose major sampling strategy is to focus on the distinguishing hyper-parametric search space guided by the sample importance.

2) Extensive experiments have been carried out on several datasets and the results show that the proposed SIG-PSBO model yields more satisfactory results than state of the art methods.

2. Related work

The main work of this paper is to improve the traditional sampling methods such as random sampling by using the importance progressive sampling method based on PCA to improve the efficiency of
automatic machine learning model selection. Therefore, this chapter will briefly review the following two points:

2.1. Progressive Sampling for Automatic Machine Learning Model Selection

Sampling refers to the selection of data from all data for analysis in order to find useful information in a larger data set. During model training, in order to enable the model to better learn the characteristics of the data, we often perform data sampling to achieve better results. Progressive sampling [13] starts with a small sample, and as long as the accuracy of the model is sufficiently improved, small samples are gradually increased until a sufficient volume of samples is obtained. When determining a hyperparameter combination for a machine learning algorithm, faced with a very large hyperparameter space, it would be more appropriate to use Bayesian optimization based on progressive sampling, as shown in Figure 1, the validation sample remains unchanged in each round. The training sample is expanded in each round, and its size is doubled in each round, which will try to avoid searching in the hyperparameter space region containing low-quality combinations.

![Figure 1: Example of progressive sampling used in automatic machine learning model selection method](image)

2.2. Dimension Reduction Using PCA

Principal component analysis (PCA) is a common unsupervised learning method [14], which uses orthogonal transformation to convert a series of linearly related variables into a set of linearly unrelated new variables, which also become principal components, thus using the new variable shows the characteristics of the data in a smaller dimension. The principal component is a linear combination of the original variables, and its number is not more than the original variables. After the combination, we have obtained a batch of new observational data. The meaning of these data is different from the original data, but it contains most of the characteristics of the previous data, and has a lower dimension, which is convenient for further analysis.

In general, the easiest way to obtain a low-dimensional subspace [15] is to apply a linear transformation to the original high-dimensional space, given a sample set \( X = \{x_1, x_2, ..., x_m\} \in \mathbb{R}^{d \times m} \) in a \( d \) dimensional space, and then obtain a sample set \( Z \) in an \( n \) dimensional space, where \( n \ll d \). The specific process is as follows: Firstly, sample feature demeanization (data centralization) is carried out, that is, for each feature of the sample, the value of the current feature is subtracted from the mean value \( \mu_j \) of the modified feature in the sample set, for the \( j \)-th feature of the \( i \)-th sample:

\[
x_i^{(j)} = x_i^{(j)} - \mu_j
\]

Where \( \mu_j = \frac{1}{m} \sum_{k=1}^{m} x_k^{(j)} \), and the mean vector of all features is \( \mu = (\mu_1, \mu_2, ..., \mu_d) \). And then we calculate the covariance matrix for the sample:

\[
\Sigma = XX^T
\]

Then, the covariance matrix \( \Sigma = XX^T \) is decomposed by eigenvalue decomposition, and the eigenvectors \( \{u_1, u_2, ..., u_l\} \) corresponding to the largest first \( l \) eigenvalues are taken to form the transformation matrix \( U \). Finally, generate the dimensionless sample set:

\[
Z = \{z_1, z_2, ..., z_m\}, z_i = U^Tx_i, i = 1, 2, ..., m
\]

The approximation of the original sample set:

\[
\hat{D} = \{Uz_i + \mu\}, i = 1, 2, ..., m
\]

Results output \( Z \in \mathbb{R}^{l \times m} \), \( \hat{D} \in \mathbb{R}^{d \times m} \). \( Z \in \mathbb{R}^{l \times m} \) is the projection of the sample in the new space.
which is the low-dimensional approximation after the reduction of the high dimensional $X$.

3. Method

In this section, we will introduce our proposed SIG-PSBO method in detail. Firstly, we will introduce the PCA based progressive importance sampling method in detail in Section 3.1, and then introduce other main technologies in Section 3.2. Finally, our complete SIG-PSBO method is described in Section 3.3.

3.1. PCA-Based Important Progressive Sampling

The importance sampling method based on PCA [16] is used in each progressive sampling. The key idea of using this method is to define a new basis for the hyper-parametric space $D$ of each progressive sampling ($i$ is the total space of the $i$-th progressive sampling), which can take more hyper-parametric combinations in the difficult area of space $D$, than in the easy area with greater probability to generate a new sample set (considering the whole new basis). If other samples around a sample belong to the same category as the sample, this area is an easy area. On the contrary, if a sample is different from other surrounding samples, it is regarded as a difficult area, samples in difficult areas are important samples. The importance sampling procedure based on principal component analysis is a local method, which is applied to the region of interest in $D$ space. A simple example is shown in figure 2, after PCA dimension reduction area $[\lambda_1, \lambda_1]$ to the region of interest for us, for difficult areas, namely the diagram shows the two types of samples, has mixed in two classes of samples on the border, with a blend of two kinds of samples and cannot accurately identify the category, so many times in the area sampling, less time sampling in other areas.

![Figure 2: Example of PCA for dimensionality reduction](image)

Firstly, given the initial set $S$ of at least $d$ conflict free hyper-parametric combinations ($d$ is the dimension of spatial $D$ space) and the region RS in $D$ space, requiring importance sampling. PCA was used for dimension reduction calculation to obtain the sample volume $V_S$ ($V_S = PCA (S)$) is calculated by principal component analysis. Then $m_{RS}$ combinations are taken from $R_S$ and $m_{VS}$ combinations are taken from $V_S$, the hyper-parametric combinations obtained in $V_S$ should also be in regional $R_S$. Finally, return to the new set $S$ magnified to $m_{RS} + m_{VS}$ combinations. The reason to keep sampling in $R_S$ is to obtain a conflict free configuration that is not in $V_S$, allowing the $V_S$ to be recalculated to better cover the region of interest. Region $V_S$ is more suitable for the difficult region of $D$ space, than $R_S$, therefore, sampling in $V_S$ can increase the probability of finding conflict free hyper-parameter combinations in the low gap difficult region of $D$ space.

3.2. Other Technical Details

To better optimize our method and make it suitable for data sets of any size, we also use other technologies to improve the performance of the method.

We consider using the Hamming distance [17] between each hyper-parameter value combination. The default number of hyper-parametric value combinations we select for testing is $n_c = 10$, and the distance threshold defaults to $\epsilon_d = 2$. The Hamming distance between two hyper-parameter combinations is defined as the number of different hyper-parameter values in the combination. Machine
learning algorithms usually have fewer hyper-parameters, and the number of hyper-parameters determines the maximum possible Hamming distance between two combinations. Therefore, if the Hamming distance between the two combinations is $> 2$, they can be considered far enough from each other. If the number of hyper-parameter combinations with error rate $< 100\%$ used in the last round of test $\leq n_c$, select all these combinations for test, otherwise select $n_c$ of these combinations for test.

To improve the robustness of the generalization error rate estimated for the combination of machine learning algorithm and hyper-parametric values selected for testing. We use a technique similar to multiple cross validation [18] to use multiple folds on a small data set to increase the robustness of the obtained estimates. We use $k$ ($k = 3$) times progressive sampling. In any contraction that is not the last round, we perform $k$ folds. In the $i$-th ($1 \leq i \leq k$) collapse, the $i$-th part of $m$ data instances forms the verification sample. The average of the error rates of all $k$ estimated models is used as the estimated error rate of the wheel combination. In order to prevent over fitting, in the last round, we also added a step to perform $k$-fold cross validation to evaluate the most suitable machine learning algorithm and hyper-parametric value combination currently searched. In the implementation, we set $k = 10$ for a small dataset and $k = 3$ for a large dataset [19]. For each combination, cross validation will produce $k$ error rate estimates. If there are extreme values in these estimation error rates, their average values will be greatly affected. Therefore, when comparing the two combinations, the paired method is used instead of the traditional average method to obtain more stable results. We compare the error rate estimates obtained by the two combinations in each fold cross validation, win the combination with more times, and finally become the best machine learning algorithm and hyper-parametric value combination.

### 3.3. The Complete Algorithm Processes

The automatic machine learning model selection method using PCA-based importance progressive sampling conducts in five rounds. The complete process is shown in Algorithm 1.

Algorithm 1: SIG-PSBO

1: Form the initial training and validation samples,
   // the first round
2: For each machine learning algorithm, test its default value and 20 hyper-parameter value combinations,
3: Identify and delete some unsuitable algorithms,
   // the middle rounds
4: For round two to four {
5:   Increase the training samples,
6:   For each remaining algorithm {
7:     For the combinations of hyper-parameter value used in the previous round, the Hamming
     distance between the combinations is considered to update their error rate estimates,
8:     Conduct Bayesian optimization, use the PCA-based importance progressive sampling
     method to select 10 combinations for testing and modify the regression model,
9:   }
10: Identify and delete some unsuitable algorithms,
11: }
   // the last round
12: Use the cross-validation method to select an algorithm and a final combination of hyper-
    parameter values, use this combination to build a model on the entire data set, and return this model,

In the first round, we test each applicable machine learning algorithm. For each algorithm and technique, test hyper-parametric values and the default combination (if any) of a predetermined number of hyper-parametric values (the default value is 20). First, eliminate the error rate $\geq \mu$ algorithm, where $\mu = 0.5$ is the error rate threshold. After that, if the number of remaining algorithms exceeds 40%, the combination with high error rate will continue to be eliminated until the number of remaining algorithms
reaches 40%. The purpose of selecting $\mu = 0.5$ and 40% is to strike a balance between deleting enough algorithms in the first round to improve search efficiency and not deleting high-quality algorithms too early.

In each round that followed, not the last, we apply $\mu \times 0.8$ to reduce the error rate difference threshold of each round, expand the training samples, increase the feature selection time $L_f$ and model training time $L_m$, test and adjust the promising combination on the extended training set to further narrow the search space. For each remaining machine learning algorithm in the previous round, we will complete it in three steps. The first step is to consider the Hamming distance between the hyper-parametric value combinations, select the hyper-parametric value combination used in the previous round of test, and obtain its error rate estimation in this round. The second step obtains the error rate estimation of the combination used in the previous round but not selected in the first round. The last step is to build a regression model using all combinations of the algorithms tested so far. Then $C$ Bayesian Optimization cycles are performed. In the second round, we set $C = 3$ and reduce $C$ by 1 in each subsequent round. In each cycle of Bayesian optimization, choosing 10 new combinations to test and used to modify the regression model. In order to better cover the new area of the hyper-parametric space and focus on the extraction of hyper-parametric combinations, we use the importance progressive sampling method based on PCA to extract samples. Finally, the first-round method is used to identify and remove invalid algorithm combinations, but at this time, the target percentage of the retention algorithm is increased from 40% to 70%.

In the last round, we use the cross-validation method to select the final combination, and use the final combination to build a model on the whole data set as the final model returned by our automatic selection method.

4. Results

We have conducted extensive experiments on various datasets and compared the results with those of PSBO [12], which shows the effectiveness of SIG-PSBO.

4.1. Experiment Description

In the experiment, we compare the automatic machine learning model selection using PCA based importance progressive sampling method with PSBO automatic selection method. Our purpose is to prove the effectiveness and feasibility of using PCA based importance progressive sampling method for automatic model selection. Considering all 39 classification algorithms in the standard Weka package [20], using 10 well-known benchmark datasets. Divide each data set into a training set and a test set. The training data is used in the search process, and the training data is used when evaluating the error rate of the automatic selection method returning to the final model. The other set-tings in the experiment are basically the same as those in Auto-WEKA [9].

4.2. Overall Results of the Search Process

For each data set, we run the PSBO and SIG-PSBO method for 5 times. Take the mean value and standard deviation of the results of 5 times, as shown in Table 1, and display as mean value ± standard deviation. Three indicators are given in the table, which are the time spent on the search process, the number of tested machine learning algorithms and combinations of different hyper-parametric values, and the error rate of the final model on the test data.

From the experimental results of Table 1, the search process of SIG-PSBO method takes much less time than that of PSBO. The reduced search time is 0.2h on averaged, which greatly improves the search efficiency.

On account of the importance progressive sampling method based on PCA, both the PSBO and SIG-PSBO methods can test different combinations of machine learning algorithms and hyper-parametric values faster and more than the Auto-WEKA method, especially on large datasets. Compare to the PSBO method, SIG-PSBO test less than that required to fully explore the search space without sacrificing the search performance.

On almost all data sets, our sampling Bayesian optimization method based on sample importance guidance achieves lower error rate than the PSBO method. There are only two exceptions. On the Wine Quality datasets, SIG-PSBO is 0.88% worse than PSBO. On the Waveform dataset, SIG-PSBO is 0.91%
worsen than PSBO.

Table 1: Overall results of the search process.

| Data set     | Time spent (hours) | # of distinct combinations tested | Error rate on the test data (%) |
|--------------|--------------------|----------------------------------|---------------------------------|
|              | PSBO       | SIG-PSBO | PSBO       | SIG-PSBO | PSBO   | SIG-PSBO   |
| Yeast        | 1.7±0.4  | 1.5±0.3  | 1.60±23    | 1.40±29  | 38.88±1.20 | 36.20±1.10 |
| German Credit| 1.0±0.3  | 0.8±0.2  | 1.60±29    | 1.42±25  | 27.00±1.11 | 25.00±1.05 |
| Wine Quality | 4.2±0.8  | 4.0±0.8  | 1.63±33    | 1.48±35  | 34.12±0.70 | 35.00±0.70 |
| Waveform     | 3.5±0.6  | 3.6±0.4  | 1.59±21    | 1.60±33  | 14.29±0.12 | 15.20±0.11 |
| Semeion      | 4.7±0.7  | 5.0±0.8  | 1.59±10    | 1.48±15  | 5.03±0.21  | 4.88±0.12  |
| Secom        | 1.1±0.1  | 1.0±0.1  | 1.69±47    | 1.50±30  | 7.83±0.09  | 6.20±0.09  |
| Madelon      | 2.6±0.3  | 2.2±0.3  | 1.76±49    | 1.66±40  | 18.31±1.47 | 16.02±1.20 |
| Convex       | 5.5±0.4  | 5.1±0.4  | 1.76±73    | 1.63±55  | 23.37±0.87 | 22.60±0.87 |
| Dexter       | 4.4±0.6  | 4.3±0.5  | 1.56±28    | 1.55±28  | 5.11±1.20  | 4.90±0.90  |
| Dorothea     | 7.3±0.9  | 6.6±0.7  | 1.625±25   | 1.680±25 | 5.74±0.48  | 5.50±0.52  |
| Averaged     | 3.6±0.5  | 3.4±0.5  | 1.645±34   | 1.541±32 | 17.97±0.75 | 17.15±0.67 |

5. Conclusions

For the task of automatic machine learning model selection, this paper designed an effective Sample Importance Guided Progressive Sampling-based Bayesian Optimization method (SIG-PSBO) based on PCA dimension reduction. Beyond the classical progressive sampling, SIG-PSBO uses the sample importance defined on the PCA reduced feature space to guide the sampling process. As a result, the sampling of SIG-PSBO is more focused on the distinguishing hyper-parametric search space. Extensive experiments on several benchmark datasets show that compared with the current existing automatic selection methods, this method greatly shortens the search time and improves the accuracy of the search results. In the future, we will continue to study other theories and technologies to further improve search efficiency without reducing the quality of search results.
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