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Abstract

We present a neural text-to-speech (TTS) method that models natural vocal effort variation to improve the intelligibility of synthetic speech in the presence of noise. The method consists of first measuring the spectral tilt of unlabeled conventional speech data, and then conditioning a neural TTS model with normalized spectral tilt among other prosodic factors. Changing the spectral tilt parameter and keeping other prosodic factors unchanged enables effective vocal effort control at synthesis time independent of other prosodic factors. By extrapolation of the spectral tilt values beyond what has been seen in the original data, we can generate speech with high vocal effort levels, thus improving the intelligibility of speech in the presence of masking noise. We evaluate the intelligibility and quality of normal speech and speech with increased vocal effort in the presence of various masking noise conditions, and compare these to well-known speech intelligibility-enhancing algorithms. The evaluations show that the proposed method can improve the intelligibility of synthetic speech with little loss in speech quality.
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1. Introduction

The intelligibility of natural and synthetic speech decreases in adverse listening conditions [1, 2, 3]. To improve speech intelligibility in the presence of noise, humans adapt their voice, referred to as the Lombard effect [4, 5], by increasing the intensity of the signal, and therefore the signal-to-noise ratio (SNR), and by modifying voice characteristics as a result of increased vocal effort [6, 7]. Change in the vocal effort can also be triggered by the need to communicate over a distance [8] or a change in emotional expression [9, 10]. Similarly, it is desirable for speech synthesizers to adapt to adverse environments and different contexts for improved intelligibility and more natural delivery of the message. Increasing the signal intensity increases the SNR and intelligibility, but this approach alone is not ideal for either the listener (discomfort) or the output device (power consumption, mechanical limits). Therefore, a preferable approach is to change the speech characteristics to increase the intelligibility, also called near-end listening enhancement [11, 12, 13, 14]. This is especially important for text-to-speech (TTS) where the intelligibility is generally lower than in natural speech [3].

Assuming an equal power constraint, there are two main approaches that have been successfully used to improve the intelligibility of synthetic speech in noise. First, using signal processing techniques, such as spectral shaping and dynamic range compression [15, 14], to shift the signal power to frequencies that are most relevant for intelligibility and to amplify low-energy speech sounds, such as plosives and stops. Second, mimicking human speech production in noise, which can be achieved by training or adapting a TTS synthesizer with specifically recorded Lombard or high vocal effort speech [16, 17, 18].

Both approaches have been shown to improve the intelligibility of speech in noise. The signal processing based methods have the benefit that no additional speech data are required to enhance the intelligibility, and the intelligibility gains can be substantial [1, 2]. On the other hand, modeling vocal effort in speech synthesis not only increases the intelligibility of speech in noise, but also makes the synthetic voice more natural and more suitable for the listening condition [16, 17]. However, specifically recorded Lombard or high vocal effort speech data is usually required for training the TTS system.

To overcome the limitations of requiring specifically recorded and labeled Lombard or high vocal effort speech, we propose a method that automatically estimates the vocal effort level from normal speech data using spectral tilt [19, 20]. The natural variation of vocal effort is then modeled and controlled at synthesis time. Moreover, the model is able to extrapolate vocal effort level from the observed neutrally spoken speech data to reproduce speech with very low (soft) or high (loud) vocal effort. Also, the vocal effort modification at synthesis time has minimal effect on other prosodic factors, such as duration and pitch. Finally, the proposed method provides additional benefits, such as overall control of the prosodic space independently from other prosodic factors [21, 22], and higher naturalness in comparison to signal processing based methods.

2. Background

The ability of speakers to adapt the speech generation process to the environment has been studied thoroughly in the past. We summarize some of the main findings, relevant to this work, in Sec. 2.1. The results of such studies have contributed to developing various techniques for artificially enhancing the intelligibility of natural and synthetic speech signals. To provide the context for evaluating vocal effort adjustment for intelligibility enhancement, we summarize the relevant methods in Sec. 2.2.

2.1. Speech modification for enhanced intelligibility

Changes in vocal effort induced by background noise are referred to as the Lombard effect [4, 23, 5]. Communication over a distance [8], as well as emotional expression [9, 10] also modulate vocal effort as a means of efficient message delivery. The associated effects on naturally-produced speech have been studied, e.g., in [24, 25, 23, 8].

Key speech characteristics affected in the process of modulating vocal effort include pitch, duration, intensity and spectral tilt [4]. Isolating each one of these in turn and probing its impact on intelligibility in background noise has shown that pitch and duration do not have a significant contribution [26, 2]. Such changes are explained in view of physiological constraints in the voice production mechanism. Intensity and spectral tilt, on
the other hand, have a direct and significant impact on human ability to understand speech in noise.

In the case of intensity, intelligibility increases as a result of an overall increase in SNR. Reduction of spectral tilt, on the other hand, boosts the mid and high frequencies at the expense of the low frequencies. This provides an increased amount of intelligibility cues to the listener due to: 1) typical low-pass characteristics of environmental noise, and 2) the higher importance of the mid relative to the low frequency range of the speech signal [27]. Fixing the average intensity and exploring time-variant as well as time-invariant frequency-dependent speech modifications has produced a numbers of methods for intelligibility enhancement. Key methods, from the perspective of TTS, are summarized in the following section.

2.2. Methods for intelligibility enhancement of TTS signals

Intelligibility enhancement of TTS can be performed at synthesis time, e.g., by parametrizing and adjusting properties of the speech generation process as a function of environment, which is the approach explored in this work. Alternatively, it can be achieved by post-processing a pre-synthesized signal. While any existing method for intelligibility enhancement can be applied in the latter case, the quality of synthetic speech must be sufficiently high to prevent signal quality degradation [28]. State-of-the-art neural TTS satisfies the requirement for quality and is suitable for combination with post-processing methods.

One of the more successful post-processing methods combines dynamic range compression (DRC) with high-pass filtering [15]. More recently, spectral shaping and dynamic range compression (SSDRC) similarly exploits the combination of a linear time-invariant (LTI) filter and DRC [14]. A multi-band parametric time-varying DRC model recovering the spectral dynamics of the signal is presented in [29]. A multi-band time-invariant DRC approach tuned to mitigate the combined effect of noise and reverberation is considered in [30].

Large-scale evaluations through headphones indicate that DRC-based techniques outperform alternative methodologies in terms of intelligibility gain [31, 2]. On the other hand, LTI and linear time variant (LTV) systems offer the benefit of lower signal processing distortion and robustness to noise in the input signal. Thus, where DRC would decrease SNR in the input signal, LTI and LTV would preserve it. Among others, some recently-proposed techniques are found in [32, 33, 34].

Intelligibility enhancement at synthesis time in the parametric space of a neural TTS system is a novel paradigm and differs from prior art due to its capability to produce both linear (filtering) and non-linear (DRC) signal modifications by non-linear transformations (neural networks). Existing work in this domain relies on reference training data, which is either created with a pre-existing signal-processing approach [35], or taken from a categorical speaking style such as clear or Lombard speech [16, 17, 36, 18]. The effectiveness of such methods is constrained by the quality and amount of the training data and the capability of the neural network model for adaptation. To our knowledge, this work is the first example of neural TTS providing both: 1) the capability for parametric adaptation of TTS synthesis to environmental conditions, and 2) the possibility of adaptation without dedicated and labeled training data.

3. Modeling of vocal effort in neural TTS

In this section, we describe the measurement of vocal effort using spectral tilt, and how that can be used in the modeling of vocal effort in neural TTS.

To model vocal effort without changing other prosodic aspects of speech, we extract and model the following set of prosodic features, averaged per utterance: pitch, pitch range, duration, speech energy, and spectral tilt. These features are easy to calculate and are robust against background noise or other recordings conditions. These features are also disentangled so that they can be varied independently [21, 22].

The extraction of the acoustic features is described in [22], however, we will describe the extraction of spectral tilt here in detail. First, we resample the speech signal to 16 kHz and use a high-pass filter with a cut-off frequency of 70 Hz to remove any low-frequency fluctuations. Then we calculate the frame-wise spectral tilt of voiced speech using the predictor coefficient of a first order all-pole filter. The spectral tilt values are averaged per utterance and then normalized to $[-1, 1]$ by first calculating the median ($M$) and the standard deviation ($\sigma$) and then projecting the data in the range $[M - 3\sigma, M + 3\sigma]$ into $[-1, 1]$. Finally, we clip values $|x| > 1$ so that all data is in the range $[-1, 1]$.

3.2. Neural TTS architecture

A typical neural text-to-speech (TTS) system consists of two components: a neural front-end [37, 38, 39] that maps from phoneme input to Mel-spectrograms, and a neural back-end [40, 41] that maps from the Mel-spectrogram into a sequence of speech samples. These two networks are trained with a large amount of speech data to generate high-quality speech. Since prosody and vocal effort are mainly modeled by the neural front-end, this paper will focus on the front-end architecture.

Previously, we presented hierarchical prosody modeling and control using Tacotron 2 [21] and non-autoregressive parallel TTS [22], both including spectral tilt modeling. In this work we focus specifically on modeling vocal effort using spectral tilt and its effect on speech intelligibility in noise.

The proposed front-end architecture, shown in Fig. 1, is similar to FastSpeech 2 [39], but we extend the model with a new variance adaptor at the utterance level [22]. We predict the utterance-wise prosodic features from the encoder outputs, namely, pitch, pitch range, duration, energy, and spectral tilt. The architecture of the new utterance-level variance adaptor is...
identical to the phone-level adaptors except that we predict all five features using the same module. We use teacher-forcing of both utterance-wise and phone-wise prosodic features using ground-truth targets to efficiently train the network. At synthesis time, vocal effort control is achieved by adding bias to the spectral tilt predictions while keeping the other prosodic features unchanged to minimize undesired changes in prosody. Factorizing the prosody and only changing intended prosodic aspects is crucial in order to achieve desired changes with high quality. We observed overall lower synthesis quality with models that were conditioned only with spectral tilt due to the high correlation between speaking style and spectral tilt.

4. Experiments

4.1. Data
We use data from two American English speakers, a high-pitched speaker with 36-hour dataset (Voice 1), and a low-pitched speaker with 23-hour dataset (Voice 2). All speech data were sampled at 24 kHz. For evaluating the intelligibility and quality of synthetic speech, we used the 720 phonetically balanced Harvard sentences [42] as the source text for synthesis.

4.2. Model training
We trained the proposed vocal effort control models for both voices. We use phone-wise duration, pitch, and energy as the fine-grained features, and utterance-wise pitch, pitch range, phone duration, speech energy, and spectral tilt as the higher-level prosodic features. 80-dimensional Mel-spectrograms are computed from pre-emphasized speech using STFT with 25 ms frame length and 10 ms shift. The encoder has 4 feed-forward Transformer layers each with a self-attention layer having 2 attention heads and 256 hidden units, and two 1-D convolution layers each having a kernel size of 9 and 1024 filters. The decoder has 2 dilated convolution blocks with six 1-D convolution layers with dilation rates of 1, 2, 4, 8, 16 and 32, respectively, kernel size of 3, and 256 filters. The feature predictors have two 1-D convolution layers each having a kernel size of 3 and 256 filters. The dropout rate of 0.2 and $\epsilon$ for layer normalization of $10^{-6}$ were used. We trained the models for 300k steps using 16 GPUs and a batch size of 512. We use WaveRNN [41, 43] to generate speech from the Mel-spectrograms, trained separately for each speaker. The $[M-3\sigma, M+3\sigma]$ spectral tilt values for Voice 1 and 2 are $[-0.984, -0.926]$ and $[-0.990, -0.931]$, respectively. These are mapped to $[-1,1]$, where a positive value represents flatter spectral tilt and thus higher vocal effort.

4.3. Systems
We use the following systems in our evaluation:

1. Baseline: Synthetic speech without modification [22].
2. Proposed: Synthetic speech with increased vocal effort.
3. SS: Baseline processed with spectral shaping (SS) [14].
4. SSDRC: Baseline processed with spectral shaping and dynamic range compression (SSDRC) [14].

The baseline represents high-quality neural TTS [22] without any adaptation to listening conditions. The proposed system uses an increased vocal effort of +3, which means that the aimed vocal effort is 9$\sigma$ higher than the median of the data. To compare the effectiveness of the proposed method to traditional approaches, we integrated two post-processing intelligibility enhancement modules to the baseline system, SS and SSDRC, which have been shown to provide state-of-the-art results [1, 2].

4.4. Objective measures
We used the 720 Harvard utterances [42] to synthesize speech from each system and voice. In addition, to demonstrate the change in the vocal effort in the proposed system, we generated synthetic speech with various target spectral tilt values from -3 to +3, and then measured the output spectral tilt. The results, illustrated in Fig. 2, show that the (normalized) spectral tilt, and therefore the vocal effort, increases as the target vocal effort is increased. However, the SS and SSDRC systems have higher (flatter) spectral tilt in comparison to the proposed TTS system with adjusted spectral tilt of +3. We also calculated the long-term average spectra (LTAS) over all the speech samples for each system and voice. The LTAS, shown in Fig. 3, illustrate that all methods show a shift of energy from low to mid and high frequencies in comparison to the baseline.

4.5. Speech intelligibility in noise
We generated speech samples for each system and each speaker using the 720 the Harvard utterances [42]. We used two types of masking noises in the test: a fluctuating masker using competing speaker (CS) and a stationary masker using speech shaped noise (SSN). The CS masker was recorded read speech with alternate voice (Voice 2 for evaluating Voice 1, and vice versa) with SNRs of -7, -14, and -21 dB. The SSN masker was con-

![Figure 2: Means and 95% confidence intervals of normalized spectral tilt (vocal effort) measured for all systems, including various target spectral tilt values for the proposed TTS system.](image-url)
We proposed a neural TTS system that models the natural vocal effort variation in the training data without specifically designed or labeled database. We use spectral tilt to measure vocal effort, and condition our models with spectral tilt among other prosodic features to factorize the prosodic space. By altering the input spectral tilt at inference time, we can successfully control the vocal effort of synthetic speech. Our experiments show that the proposed system achieved significantly higher word recognition rate than the baseline, while in the absence of noise, the proposed method achieves higher quality than other intelligibility enhancement methods.
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