Use of semantic description of reference scene for visual navigation solutions
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Abstract. This article is devoted to the description generation of reference scene applying to visual navigation problem. The authors investigate the semantic descriptions that are more resistant to changing conditions of observation, thus being an alternative to existing approaches that use raster, feature, or object descriptions. There are no publications, considering similar approach of utilization for visual navigation problem solution. In the article the original description structure is proposed. The experiments involving descriptions of various scenes under various conditions have been conducted to assess the workability of the proposed approach. It is suggested that semantic descriptions are more resistant to partial occlusion of scene objects or changes in their visual features than other description types and can be used to solve visual navigation problems.

1. Introduction
The problem of visual navigation is currently a topical issue in the light of advances in synthetic vision systems [1]. Visual navigation is a process of comparing descriptions of a current image (CI) received from the onboard observation system with reference descriptions of scenes or objects (landmarks) with known coordinates to identify the current location [2]. The application conditions and the solution quality directly depend on description type and structure.

The modern algorithms, including those that involve neural networks [3], allow identifying the most stable and informative combinations of characteristic features of references to form so-called object descriptions. However, those descriptions are insufficient for solving a number of applied problems.

Semantics is becoming increasingly frequently mentioned in scientific reports related to description generation. However, there are no known issues which provided examples of their applications for visual navigation.

2. Materials and methods
Historically, raster images and correlation comparison algorithms that use them are the basic description type [4]. However, changeable observation conditions (such as occlusions, change of seasons, precipitations and other) result in altered visual characteristics of landmarks, which, in turn, increases numbers of detection errors. At the same time, raster images can be characterized as the most redundant, and, consequently, the most resource-consuming in terms of storage and comparison.

The description types based on identification of characteristic features, e.g., dots, lines, areas, etc [5] are more informative and resistant to altered observation conditions. Using characteristic features considerably reduces memory volumes, compared to pixel-by-pixel image storage, thus speeding up the algorithm operation rate [6]. Most of those algorithms, however, are sensitive to high-frequency noises,
which is why characteristic feature sets and their combinations are used to enhance algorithm stability.

Semiotics is commonly used for the description of scenes received from synthetic vision systems of UAVs. E.g., work [7] proves that the a proposed method for semantic description formulation, involving the PLSA (Probabilistic Latent Semantic Analysis) model is efficient, and can identify, to a high accuracy, the areas of an image, including soil, wooded areas, house roofs, and water surfaces. The work [8] proves that using an algorithm based on deep learning, the average accuracy of recognition of buildings located along a river shore is 90%.

The above mentioned works commonly define semantic descriptions as marking (or classification) of image fragments by using a prepared vocabulary. However, both identification of objects on a scene and creation of a description of a whole scene are essential to solving the research problems. For example, the article [9] discusses a problem of human behavior recognition from an image. The work [10] asserts that image processing involves not only local recognition of objects, but space information also—so-called semantic context that allows linking local features of objects with interactions between them to provide a general idea of a scene.

The overview of modern trends in research suggests that semantic descriptions are commonly used to identify individual objects and to analyze complex scenes in order to provide solutions to various practical problems. It is fair to assert that semantic descriptions that have been proposed so far fail to provide solutions to visual navigation problems. The authors discuss the structure of a semantic description of a scene in order to solve a visual navigation problem.

3. Structure of semantic description of a reference scene

A reference scene (also called a landmark) is an area that contains one or more objects, by unambiguous recognition of which the UAV current coordinates may be identified to an accuracy.

The proposed structure of semantic description is a set of descriptions of individual objects of a scene, which are required for solving a problem, and descriptions of relations between them.

Semantic descriptions are of a hierarchic nature, and consist of descriptions of landmarks (map objects) and relations between them.

The proposed object attributes are as follows: shape class (Square (S), rectangle (R), Parallel Lines (PL)), dimensions (Large (l), Medium (m), Small (s)), and the north turn angle.

Relation description structure contains relation instruction, its value, and a list of bound objects. The used relations are as follows: distance (Very Close (vc), Close (с), Far (f), Very Far (vf)), and orientation (Parallel (pl), Perpendicular (pr), and Diagonal (diag)).

4. Assessment results for semantic description workability

In order to assess the possibility of using descriptions proposed for visual navigation, experiments were conducted to calculate recognition accuracy of a scene being observed (CI).

A base map image (the reference image, RI) was chosen as a test scene (Figure 1). Characteristic scene objects were identified, and a semantic description was built, based on them (Table 1). Further on, CIs of the same scene were considered under various outer conditions (Figure 2). The recognition accuracy coefficient was calculated for each CI.

The normalized coefficient of recognition accuracy of a CI was found from the formula below, similar to the Hamming distance

\[ K_P = \frac{1}{n} \sum_{i=1}^{n} K_{pi} \]

where \( n \) was the number of cells in the semantic description table (Table 1); and \( K_{pi} \) was the coefficient of coincidence of a RI cell with its respective CI cell, its value being 0 when cells did not coincide, or 1 when they coincided.

The similar calculations were done for two other scenes (Figure 3 and Figure 4) for which Figure 2.a and Figure 3.a were chosen as their respective reference images.

Figure 5 shows diagrams of the normalized accuracy coefficients found for altered outer conditions.
Figure 1. Reference image of Scene 1 with characteristic objects highlighted (1 – River; 2, 3, and 4 – Roads; 5 – Waterbody)

Table 1. Semantic description of Scene

| Objects | 1 River | 2 Road 1 | 3 Road 2 | 4 Road 3 | 5 Waterbody |
|---------|---------|----------|----------|----------|-------------|
| 1 River | “River” Large $\alpha=\pi 3/4$ | C diag | F diag | F pr | C diag |
| 2 Road 1 | C diag | “Road” Small $\alpha=\pi$ | Vc pl | Vc pr | Vc pr |
| 3 Road 2 | F diag | Vc pl | “Road” Med $\alpha=\pi$ | Vc pr | C pr |
| 4 Road 3 | F pr | Vc pr | Vc pr | “Road” Med $\alpha=\pi/2$ | Vc pl |
| 5 Waterbody | C diag | Vc pr | C pr | Vc pl | “Waterbody” Large $\alpha=\pi/2$ |
Figure 2. Current images of Scene 1, obtained under various observation conditions: a – season “Summer”, b – season “Winter”, c – season “Fall”, d – season “Spring”.

The authors consider calculation of $K_p$ for CI4, by way of illustration.

Table 2. Semantic description of CI4.

| Object         | 1 River | 2 Road 1 | 3 Road 2 | 4 Road 3 | 5 Waterbody |
|----------------|---------|----------|----------|----------|-------------|
| 1 River        | “River” | C        | F        | F        | Vc diag     |
|                | Large   | diag     | diag     | pr       |             |
|                | $\alpha=\pi$ 3/4 |          |          |          |             |
| 2 Road 1       | C       | Vc       | Vc       | Vc       | Vc diag     |
|                | diag    | pl       | pr       | pr       |             |
| 3 Road 2       | F       | Vc       | “Road”   | Vc       | Vc diag     |
|                | diag    | pl       | Med      | pr       |             |
|                | $\alpha=\pi$ |          |          |          |             |
| 4 Road 3       | F       | Vc       | Vc       | “Road”   | Vc diag     |
|                | pr      | pr       | Med      | pr       |             |
|                | $\alpha=\pi$ 2/3 |          |          |          |             |
| 5 Waterbody    | Vc      | Vc       | Vc       | Vc       | “Field”     |
|                | diag    | pr       | pr       | pl       | Large       |
|                |          |          |          |          | $\alpha=\pi$ 2/3 |

$K_p (CI4) = 20/25 = 0.8$

$K_p (CI1) = 1; K_p (CI2) = 0.9; K_p (CI3) = 0.96$. 

4
Scene 2

Figure 3. Current images of Scene 2, obtained under various observation conditions: a – season “Spring”, b – season “Summer”, c – season “Summer” cloudy, d – season “Fall”. $Kp(CI1)=1$; $Kp(CI2)=0.9$; $Kp(CI3)=0.36$; $Kp=0.64$.

Scene 3

Figure 4. Current images of Scene 3, obtained under various observation conditions: a – season “Spring”, b – season “Winter”, c – season “Fall”, d – season “Summer” cloudy. $Kp(CI1)=1$; $Kp(CI2)=0.64$; $Kp(CI3)=0.92$; $Kp=0.96$.

Figure 5. Normalized coefficients of recognition accuracy against numbers of current images

Reasoning from theoretical premises, the main consequence of nanopowder introduction into the melt terminating a spericity coefficient and an average size for them.

5. Discussion

It can be seen from Figure 5, Scene 1, that the “waterbody” object changes its visual features greatly, including texture, geometrical shape, size, etc, when seasons change. This, however, practically does not affect general scene recognition, as visual features of a number of other characteristic objects (e.g., the river and the roads) and relations between them remain unchanged, and therefore recognizable. As a result, the normalized coefficient of recognition accuracy decreases almost 1.5 of total coincidence, which can be clearly seen on diagram above.

The clouds blocking the view are the main destabilizing factor of Scene 2. For example it is possible to see that on CI3 the clouds are blocking approx 60% of characteristic objects. The RI and EI3 are
obviously hard to compare; however, the above mentioned factor decreases the semantic recognition accuracy three times, while pixel-by-pixel comparison between similar scenes would have resulted in greater losses: e.g., the normalized correlation coefficient would have decreased 77 times.

The precipitations (snow) play an important role in Scene 3, as they heavily affect visual features of all the objects visible. The above diagram suggests that the criterion decreased by 0.36, which was approx 1.5 times.

All in all, the conducted experiments have proved the possibility of using the description structure proposed here for navigation problems within a wide range of application conditions. However, research and comparison with other description types, e.g., raster descriptions, are required to assess quality of the results obtained.

6. Conclusion
The semantic descriptions of objects, attributes, and relations between them have been proposed in this article as an alternative to raster imaging of reference descriptions.

A new version of semantic description structure and a method for its formulation have been proposed. The experiments have proved workability of the approach proposed and its resistance to various destabilizing factors, including blocked view, and altered observation conditions.
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