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In order to solve the problem that it is difficult to find evidence from a large number of legal document statements and the irrelevant statements in a large number of document sample data will cause great interference to the prediction results and further improve the accuracy of evidence prediction, this paper proposes an intelligent evidence criterion prediction method for legal documents based on the comprehensive consideration of legal problems, the nature of statements, and the characteristics of answers. The binary cross-entropy of different statements is used to obtain the interaction information between different statements. Through experiments, it is found that the score of Joint F1 proposed in this paper is 70.07%, which is more accurate than the mainstream model and also verifies the effectiveness of the scheme.

1. Introduction

As a special document type, legal documents are very strict in structure, which not only requires strict logic but also requires complete statements. In recent years, with the rapid growth of the number of legal documents and the rapid development of artificial intelligence technology, machine reading comprehension in the legal field has developed rapidly. With the help of machine learning and legal document reading, we can more clearly express the well-structured legal documents and further improve the efficiency of traditional manual work. However, in terms of practical application, the prediction of evidence needs to find the corresponding answers and relevant evidence from a large number of legal documents, so it is very difficult to achieve. Moreover, a large number of sample data of statements and documents will cause a lot of interference to the final prediction results of evidence. In order to further improve the accuracy of evidence prediction, this paper proposes an intelligent evidence criterion prediction method for legal documents and verifies the effectiveness and feasibility of the method through a series of experiments, as shown in Figure 1.

2. Literature Review

Sentence prediction task plays a great role in automatic sentencing in intelligent justice. At present, there are some researches at home and abroad. Among them, some scholars use their own defined tags as features to assist in sentencing prediction. It is found that the certainty of sentencing can be improved by reducing the ruling range of sentencing circumstances, and additional features play a great role in these studies. In machine learning, in most application scenarios, whether text, image, audio, or their corresponding machine learning methods, the types of data are diverse [1]. For text, features can be divided into multiple levels, such as sentence level features, word level features, and letter level features, and even structural data can be extracted from the problem. With the deepening of research, the scope of application field has become more extensive. It is difficult for a single feature or single model to perfectly complete various complex tasks and achieve ideal results [2]. Therefore, some scholars are labeling some words with vague meanings, accurately defining them, and combining a variety of information at the same time to improve the prediction accuracy. Not only text data but also other structured data are used for fusion, and
then the effect of the model is improved through the attention mechanism. From the text, image, video, and other pieces of information to build a network for multimodal fusion to complete the task, multilevel feature fusion can better reidentify tasks. New progress has been made in unsupervised context discovery by trying heterogeneous feature fusion. It is necessary to balance the weight of features during feature fusion. In the case of multitask feature fusion, the feature balance is better [3].

Evidence prediction is to extract the sentences supporting the answers from the text. The HotpotQA data set was released in 2018, which provides evidence to support the answer. The difficulty of evidence prediction lies in that the problem of reading comprehension itself may not effectively provide clues to find evidence sentences. Some scholars regard the evidence prediction of interpretable multihop QA (question and answer) as a query-centered summary task and use the attention mechanism of RNN to the problem to predict the evidence. Imperfect tags are generated through remote monitoring, and they are used to train and predict evidence. Burris et al. designed a self-training method (STM), which generates evidence tags to supervise the evidence extractor during the iteration process to assist in answer prediction [4].

Many classical models of reading comprehension can be used for evidence prediction, such as BiDAF proposed by foreign scholars and R-Net proposed by Microsoft. These are language models based on learning word embedding, and there are many similar models. Since the BERT model was proposed, the best results have been achieved in tasks in multiple NLP fields, including machine reading comprehension [5].

3. Intelligent Decision Prediction and Recommendation Model for Semantic Matching of Legal Documents

3.1. Rule Recommendation Model of Semantic Matching Tandem Reselection Mechanism

3.1.1. General Framework. In this section, the word vector of the case description and the word vector of the i-th legal provision are, respectively, defined as formulas (1) and (2):

\[
E = [E_1, E_2, E_3, \ldots, E_M, \ldots, E_N], \quad (1)
\]

\[
E_i = [E_{i1}, E_{i2}, E_{i3}, \ldots, E_{im}, \ldots, E_{iM}], \quad (2)
\]

where \( N \) represents the number of words after the case description is cut and \( M \) represents the number of words after the i-th legal provision is cut. Here, the output of the semantic matching model is defined as \( R_i \), and each \( R_i \) is the recommendation index described by the i-th relevant law for the case. At the same time, the input of the reselection mechanism is also defined on this basis; the sentence vector and the probability distribution of the recommendation index are, respectively, \( S \) as shown in formula (3):

\[
R = [R_1, R_2, R_3, \ldots, R_T]. \quad (3)
\]

The output is index \( P \). Based on this definition, a rule recommendation model of semantic matching tandem reselection mechanism is proposed. The model includes a bidirectional transformer convolution network model and reselection mechanism.

The structure of the rule recommendation model of the semantic matching tandem reselection mechanism is the bidirectional transformer convolution network model and the reselection mechanism, which are connected in series. The bidirectional transformer convolution network model is composed of six layers: input layer, BERT layer, convolution layer, pooled activation layer, full connection layer, and output layer [6].

3.1.2. Bidirectional Transformer Convolution Network Model. The bidirectional transformer convolution network model (BCNN) is divided into the following parts.

Input layer: after a series of text preprocessing on the data, the corresponding word vector is obtained, and then according to the fixed format required by BERT, the word vector of the case description and the word vector of the i-th legal provision are spelled into a sentence pair vector matrix, as shown in the following formula:

\[
[E; \bar{E}_i]. \quad (4)
\]

As an input vector, it is input into the model through the interface of the BERT model.

BERT layer: the main function of the BERT layer is to extract the correlation between case description and answer and give greater weight to more relevant words. At the same time, the corresponding text semantic information can be obtained from the sparse long text vector [7], as shown in Figure 2.

BERT’s word embedding method is different from other general word embedding methods. As shown in formula (5),
it is obtained by summing three types of word embedding representations.

\[
E = E_{\text{word}} + E_{\text{seg}} + E_{\text{pos}}. \tag{5}
\]

Convolution layer: the main function of the convolution layer is to focus on extracting local features in semantic representation. Since the BERT layer compresses the semantic relationship, word correlation, and other pieces of information in the long text sequence into the vector matrix \( W \) and sentence vector \( S \), the convolution layer mainly extracts the most important semantic logic relationship from the semantic information contained in these high-dimensional vector representations (vector matrix \( W \)) as the extracted features [8].

In this paper, the convolution layer is used to receive the sequence vector matrix extracted by the BERT layer, which is a two-dimensional tensor. This convolution layer uses a user-defined convolution kernel to convolute the input tensor. In particular, it is generally a convolution kernel whose width is consistent with the length of the word embedding vector. The input tensor of the convolution check moves in parallel from top to bottom. After each translation, each parameter in the convolution kernel will be multiplied by the input of the corresponding position and added as the output. The specific process of using a convolution kernel is shown in Figure 3 [9]. For content \( a, b, c, d \) in the convolution window, the convolution kernel is \( w, x, y, z \), so the primary convolution calculation is shown in the following formula:

\[
[a, b, c, d] \cdot [w, x, y, z] = aw + bx + ey + fz. \tag{6}
\]

Full connection layer: after various important representations with different granularity are extracted through the above method, these features need to be integrated. Because the full connection layer can provide richer nonlinear expression, it will not cause some unnecessary data loss when compressing data, so the full connection layer is used as a bridge between the activation layer and the output layer to provide the output layer with the representation after feature integration [10].

The activation layer generally appears at the same time as the pooling layer and receives the data output from the pooling layer. Because the neurons in the neural network are linear combinations of inputs, in order to make the neural network approach any function, it is necessary to introduce a nonlinear function as the excitation function to enrich the expression of the network. In this paper, the nonlinear function (ReLU) function is introduced into the active layer as the excitation function of the active layer, which is shown in the following formula:

\[
\text{Relu}(x) = \max(0, x). \tag{7}
\]

3.2. Reselection Mechanism. XGBoost is an improved algorithm for the traditional GBDT. Its main improvement is that the complexity of the tree is also taken into account in the objective function, and the Taylor expansion of the objective function is used to solve the second-order approximate solution in the iterative optimization process, which can speed up the iterative process. The definition of the XGBoost objective function is shown in the following formula [11]:

\[
L = \sum_{i=1}^{n} \text{loss}_{\text{XG}}(y_i, \hat{y}_i) + \sum_{k=1}^{K} \Omega(f_k). \tag{8}
\]

The first part of the above formula is used to measure the difference between the predicted score and the real score, and the second part is the regularization term of the tree complexity. Softmax is selected as the loss function in this paper. Further, equation (8) may be rewritten as follows:

\[
L(i) = \sum_{i=1}^{n} \text{loss}_{\text{XG}}(y_i, \hat{y}_i^{-1} + f_i(x_i)) + \Omega(f_i) \tag{9}
\]

where \( g \) is the first derivative and \( h \) is the second derivative, as shown in the following formulas:

\[
g_i = \partial_{\theta^{(i-1)}} \text{loss}_{\text{XG}}(y_i, \hat{y}_i^{-1}), \tag{10}
\]

\[
h_i = \partial_{\theta^{(i-1)}}^2 \text{loss}_{\text{XG}}(y_i, \hat{y}_i^{-1}). \tag{11}
\]

3.3. Experimental Results and Analysis

3.3.1. Data and Preprocessing. In order to objectively describe the effectiveness of the article recommendation model of semantic matching tandem reselection mechanism designed in this section, this section will conduct
experiments on CAIL2018, the largest open legal data set in China. The experimental data comes from the China FA Yan Cup competition data set, and the cases in the judgment document network of the Supreme People’s Court of China are used as data. There are 183 different relevant laws and regulations in the data set. This section extracts all single label samples from them, so there are only 163 relevant laws and regulations, and supplements the corresponding legal provisions for these relevant laws and regulations. In the experiment, the number of training sets is 114824, the number of verification sets is 14293, and the number of test sets is 23593 [12].

First, clean up the text and delete abnormal data, meaningless pause words, specific time, and other pieces of unimportant information [13]. Then use jieba word segmentation to divide a whole case description into many small segments into word units. When the recommendation index of a case description and each relevant law article is obtained, the probability distribution of the recommendation index can be obtained by combining them in order, and, at the same time, the ranking of the top five relevant articles with the largest recommendation index is constructed in order. Among them, $P$ is the recommendation article of this case, and its index is the corresponding output of the reselection mechanism [14].

3.3.2. Experimental Setup and Evaluation Index. First, set the number of words in the case description and relevant provisions to 270 and 30, respectively, and the total number of words in the two text splicing is 300. In the experiment, the Word2Vec word vector used is a 300-dimensional word vector trained by the corpus provided by Baidu Encyclopedia, Chinese Wikipedia, people’s daily, and so on. [15]. For all the experiments, this section uses jieba word segmentation tool to preprocess the text, such as stopping this filtering and the corresponding word segmentation.

For the semantic matching algorithm, the convolution kernel widths of the QACNN model are 2, 3, 4, 5, 7, and 9, respectively, the node dimensions of the first layer of the full connection layer are set to 1024, the adaptive learning rate adjustment algorithm (AdaDelta) is used to update the model training parameters, the learning rate is set to $1e^{-5}$, the decay coefficient of the learning rate is set to 0.95, the constant $\epsilon$ is set to 610, and the sigmoid classifier is used to calculate the recommendation score. In XGBoost, the parameter gamma to control whether to prune is set to 0.1, the max_depth to control the depth of the tree is set to 8, the L2 regularization coefficient is set to 10, the minimum leaf node sample weight and min_child_weight are set to 1, and multi:softmax is used as the loss function.

The experimental environment of this paper is configured as follows: Intel (R) Xeon (R) CPU e5-2650 V4 @ 2.20 GHz; 128 G DDR4 memory; Titan XP model GPU; CUDA version 10.1. The experimental code is implemented by Python of version 3.6, Keras framework, and multiple third-party machine learning libraries and tested and run in Anaconda3 environment [16].

3.3.3. Result Analysis. In order to demonstrate the help of adding legal provisions to the model, this paper compares the case description without legal provisions with that with legal provisions and makes a visual attention test. This shows the feasibility and effectiveness of the problem transformation in this section. In the BERT model, all the contents in the case description are highly dependent on the word “human property,” but this word is obviously not very helpful for the semantic matching task and the theft of the legal provisions corresponding to the case description [17]. The content of the case description is also highly dependent on the words “illegal occupation” and “pickpocketing,” which are very helpful for the semantic matching task and the theft of the legal provisions corresponding to the case description. This can verify the feasibility of problem transformation in this task and the effectiveness of adding legal provisions [18].

When comparing the following traditional semantic matching algorithms QACNN, Seq2Seq, and BERT models with the semantic matching model proposed in this section, this paper uses the accuracy rate as the evaluation index and tests with Top1, Top5, and Top10. This shows that various semantic matching models have achieved good results for this task, but the lack of a reasonable selection mechanism within a certain range has led to a decline in accuracy. The experimental results are shown in Table 1. At the same time, the reselection mechanism proposed in this section is concatenated after each semantic matching model to demonstrate whether the reselection mechanism is effective. The experimental results are shown in Table 2 [19].

As can be seen from Table 2, the reselection mechanism proposed in this paper has significantly improved the algorithm of the semantic matching system. It is 0.267 higher than QACNN on the data set used in this section. For Seq2Seq, it is 0.298 higher. For the BERT model, it is 0.301 higher. For our semantic matching model, it is 0.303 higher. This is because the reselection mechanism implemented by XGBoost in this paper can reselect the recommendation index. After reselection of the original inaccurate prediction,
whether there is a reselection mechanism.

In order to demonstrate the effectiveness of feature fusion, this paper mainly compares the traditional text classification algorithms CNN, TextCNN, LSTM, and GRU with the causal TextCNN proposed in this section after feature fusion and uses score and RMSE as evaluation indicators. The experimental results are shown in Tables 3 and 4 [21].

In order to know which feature is more effective in improving the sentence prediction model based on causality in this section, this paper mainly compares the traditional text classification algorithms CNN, TextCNN, LSTM, and GRU sentence model based on causality with the probability distribution of charges and the recommendation index distribution of legal provisions as features and uses score and RMSE as evaluation indicators. The experimental results are shown in Tables 5 and 6.

It can be seen from Table 6 that, in the case of using feature fusion, using the probability distribution in Section 2 as the feature alone can better improve the sentence prediction model based on causality than using the recommended index distribution in Section 3 as the feature alone [22]. Take score as the evaluation index, using probability distribution as the feature is 0.047, 0.027, 0.019, 0.017, and 0.047 higher than CNN, LSTM, GRU, TextCNN, and the sentence prediction model based on causality on the data set we tested. Take RMSE as the evaluation index, using probability distribution as the feature is 1.12, 2.03, 1.89, and 1.05 higher than CNN, LSTM, GRU, TextCNN, and the sentence prediction model based on causality on the data set we tested 210 [23].

In order to verify the rule recommendation model of semantic matching tandem reselection mechanism proposed in this paper, this section compares the following traditional semantic matching algorithms QACNN, Seq2Seq, and BERT models and classification algorithms CNN, TextCNN, LSTM, and GRU with the rule recommendation model of semantic matching tandem reselection mechanism. In this section, the accuracy is used as the evaluation index, and the experimental results are shown in Figure 4.
Attention layer is added to the interaction between attention statements. The formula is as follows:

$$\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}V\right),$$

(12)

$$\text{head}_i = \text{Attention}(QW_{q,i}, KW_{k,i}, VW_{v,i}),$$

(13)

$$\text{MultiHead} = \text{Concat} (\text{head}_i, \ldots, \text{head}_n)W^0,$$

(14)

where $Q, K, V$ is the linear projection from the labels of different statements [CLS], representing the attention query, key, and value, respectively. The multihead self-attention layer pays attention to the [CLS] tags of different sentences in order to pay attention to the interaction between sentences, let the model learn the relevance between them, and then promote the work of evidence prediction.

### 4.4. Binary Cross-Entropy Loss Function

In the statement selection module, this paper uses the idea of similar threshold to rank different statements $C$ in the data set and sets the score $S$ for each statement. Set the statement $i$ score $S(C_i)$ according to the ranking. The higher the ranking, the higher the score. Set the statement score containing the answer to positive infinity and the lowest score to 0. In order to reduce the amount of calculation, this paper adopts a method similar to calculating the binary cross-entropy loss. First, define the labels of each pair of statements $i$ and $j$ as shown in the following formula:

$$l_{i,j} = \begin{cases} 0, & \text{if } S(C_i) > S(C_j), \\ 1, & \text{others} \end{cases},$$

(15)

In this way, it can ensure that the statements with higher relevance to the questions and answers get higher scores, the statements containing answers get higher scores than other statements, and the control score is between 0 and 1. The binary cross-entropy is calculated as follows:

$$L = -\sum_{i=0}^{1} \sum_{j=0}^{1} l_{i,j} \log P(C_i, C_j) + (1 - l_{i,j}) \log (1 - P(C_i, C_j)).$$

(16)

Among them, $LP(C_i, C_j)$ is the probability that the model predicts that the statement $C_j$ is more relevant than the statement $C_i$. In this paper, the first 10 statements are selected as documents filtered by the statement selection module, which can be better used for evidence speculation.
4.5. Model Training and Testing

4.5.1. Model Training. During training, the sentence selection module, answer prediction module, and evidence prediction module share a basic model. See 4.1–4.4 for details of the basic model. The three modules are trained separately. Next, we will focus on the training of the statement selection module. Here, we will introduce the input and output of the module in detail. The training of answer prediction module and evidence prediction module is similar. Statement selection module: the function of statement selection module is to filter statements, prevent irrelevant statements from distracting attention, reduce training time, increase performance, and minimize irrelevant information transmitted to subsequent tasks. This module is very important for the later prediction support statements.

Answer prediction module: similar to the statement selection module, input Input-A becomes [CLS] + question + [SEP] + document statement + [SEP], and output-b becomes the predicted answer. Although the use of the sentence selection module for evidence prediction has achieved good results, there is still room for improvement. This paper considers adding another factor, that is, the predicted answer, to assist in evidence prediction.

Evidence prediction module: the evidence prediction module is also similar to the statement selection module. The input-a becomes [CLS] + question + [SEP] + document statement + [SEP] + answer + [SEP], which is used for input. The question directly comes from the data set, the document comes from the statement selection module, and the answer is the answer predicted by the answer prediction module. Output-b becomes the predicted evidence.

After using the statement selection module, a large number of invalid statements are eliminated. This paper believes that we can not only deduce the evidence from the question like CogQA but also add new factors to deduce through the answer. Different from the joint training of answer prediction and evidence prediction, the evidence prediction module does not help answer prediction but uses answer prediction to assist in deriving evidence. This is because the accuracy of answer prediction is much higher than that of evidence prediction, and joint training will have a negative impact on the answer prediction task.

4.5.2. Model Test. As shown in Figure 6, the model testing process can be seen as a combination of the above three modules. After the test data passes through the statement selection module and the answer prediction module, the filtered statements and answers are obtained. They are tested together with the questions as the input of the evidence prediction module and predict the evidence.

The experiment is carried out on a Linux server, which is composed of four E5 processors and four TITANX GPUs. Due to the change in the official baseline, the prediction model of this study is RoBERTa-wwm-ext, a Chinese pretraining model based on Whole WordMasking published by PyTorch. The overall structure of the model is exactly the same as the RoBERTa base. Due to the limitation of conditions, this paper sets the batch size to 2, the maximum SEQ length to 512, the step length of the sliding window of the channel to 128, the maximum question length to 64, and the maximum answer length to 55. It trains for 8 hours on the four TITANX GPUs with an initial learning rate of $1e^{-6}$.

In order to accurately evaluate the effect of the model, F1 and EM and Joint F1 and Joint EM are used for the answer prediction and evidence prediction used in the evidence prediction in this paper. It should be noted that the official baseline model is compiled based on Jinshan Spider Net.

In this paper, experiments are conducted in cjrc 2020 data set. The experimental results are shown in Table 7. The results in the table are from the competition list and the experiments conducted in this study, both of which adopt the results of nonintegrated single model. The model in this paper has achieved good results. The baseline model is provided by the official French research cup and is written based on Jinshan Spider Net. It should be noted that spider net has now toppled the HotPotQA list.

Compared with the official baseline model, the model in this paper improves the SupF1 index by 6.53%, which proves that the work done in the part of evidence prediction in this paper is effective. The improvement of AnsF1 is attributed to the work of the answer prediction module, and Joint F1 is the result of the two. Experiments show that, compared with other models, this model can predict evidence more accurately and achieve better results. In the experiment, the use of graph neural network for reasoning is not significantly
better than the use of CapsNet or ResNet2d for classification. After analysis, it is found that the performance of graph neural network is significantly lower than that of the model in the paragraphs where the questions or answers do not contain entities. Because the model in this paper adds a statement selection module, compared with other methods, it reduces the interference of irrelevant statements to the model. In this paper, the evidence prediction module uses the answers to help find evidence, which also improves the performance of this model.

5. Conclusion

For legal documents with clear structure and rigorous expression, it is helpful to improve human work efficiency to let machines understand and read legal documents. The purpose of reading comprehension in the legal field is to train the machine model through legal documents so that it can answer various questions according to the given case description. An excellent reading and understanding system in the legal field can assist judges, lawyers, and other professionals in their work and also make it easy for people to understand the basic situation of each case. It has a wide range of application prospects, such as crime prediction, evidence prediction, legal provisions recommendation, and intelligent court trial. This paper mainly studies the evidence prediction in the legal field. Taking the prediction of reading and understanding evidence in the legal field as the research task, this paper puts forward a prediction method of evidence based on sentence selection for legal documents. A sentence selection module is designed to remove irrelevant sentences, and questions and answers are used to infer evidence, which has achieved good results. Through experiments, it is found that the score of Joint F1 proposed in this paper is 70.07%, which is more accurate than the mainstream model.

In the following research work, we can continue to explore whether other better models have better effects on sentence selection and evidence prediction tasks. This model uses a non-end-to-end multimodule design method, which has some drawbacks. During the first stage of sentence selection, the results will affect the next step, thus affecting the results of the whole training. In the follow-up, when facing the text segment and multihop reading comprehension task with more entities, we start with the graph neural network to improve the accuracy of each stage by exploring the relevance between sentences and the relationship between different entities.
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