Abstract—Consider a multi-source network coding problem with correlated sources. While the fundamental limits are known, achieving them, in general, involves a computational burden due to the complex decoding process. Efficient solutions, on the other hand, are by large based on source and network coding separation, thus imposing strict topological constraints on the networks which can be solved.

In this work, we introduce a novel notion of separation of source and network coding using Gács-Körner Common Information (CI). Unlike existing notions of separation, the sufficient condition for this separation to hold depends on the source structure rather than the network topology. Using the suggested separation scheme, we tackle three important multi-source problems. The first is the multi-source multicast. We construct efficient, zero error source codes, and via properties of the CI completely characterize the resulting rate region. The second is broadcast with side information. We establish a duality between this problem and the classical problem of degraded message set broadcast, and give two code constructions and their associated regions. Finally, we consider the Ahlswede-Korner problem in a network, and give an efficient solution which is tight under the CI constraints.
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I. INTRODUCTION

Content distribution over a network is a topic of great interest in many practical areas, such as content delivery systems, design of proxies and mirror web-sites, cloud services, and so on. For the most part, these problems can be seen through the scope of a general multi-source network coding problem, which, since its inception by Ahlswede et al. [1], has been the subject of both theoretical and practical work. In fact, in many problem instances such as multi-source multicast with independent sources, there exist practical low-complexity schemes to achieve the fundamental limits [2]. However, this is no longer true for more realistic settings, in particular, when the sources are correlated. In fact, while the fundamental limits of many of the problems we study herein are well-known, and usually follow from extensions of the pioneering works of Ahlswede et al. [1] and of Slepian and Wolf [3], no practical encoding and decoding algorithms fully address these problems in a multi-source network environment. Indeed, most present-day practical systems use very naive solutions to avoid redundancy, such as deduplication.

Efficient schemes to solve these multi-source network coding problems have been the subject of some work. In particular, the problem of multi-source multicast. It has been shown that, in general, it is not possible to separate source and network coding [4], [5], meaning that low-complexity implementations of Slepian-Wolf codes matched with low-complexity network-codes do not, in general, achieve the fundamental limits of communication, unless some topological conditions on the network are met. Joint source-network approaches have also been studied in [6], [7], though usually such schemes suffer from either an implementation burden, or strong conditions on the network structure.

In this paper, we propose an alternate point of view on the problem, introducing new approaches based on the structure of the source correlation, and, in particular, on the Gács-Körner Common Information between sources introduced in [8]. This enables us to construct efficient codes for three problems of interest: Multi-source Multicast, Broadcast with Side Information, and Source Coding with Coded Side Information over networks. The proposed constructions have low-complexity and require only zero-error lossless encoding, yielding a very tractable end-to-end solution. As the common information does not capture, in general, the correlation between sources entirely [8], our schemes will be restrictive in terms of the joint distribution of the sources. Nevertheless, we believe this setting is of interest in many practical cases. For example, in cloud storage where servers may hold either identical copies of files or a few versions, differing mainly by insertions, deletions and simple edits. Similarly, in sensor networks, where sensors may share a common state besides the additional data each sensor has. In these examples, the structure of the correlation is such that the common information is non-zero, and, in fact, can be very large.

To compare our scheme with existing literature, we introduce three complexity levels, that range from exponential complexity algorithms such as joint-typicality, to polynomial time algorithms such as usual lossless source coding. We also make a distinction between asymptotically lossless, and zero-error code constructions. Thus, we say a code is high-complexity, if it requires an exponential complexity encoding or decoding as a function of the block length. Joint typicality, minimum entropy, or maximum likelihood algorithms fall into this category. A code has an error-correcting complexity (EC low-complexity), if it is a polynomial complexity code construction which succeeds asymptotically in terms of the block length. Efficient error-correcting codes and Wyner-schemes [9] based on those codes fall into this category. Finally, we say a code a zero-error low-complexity, if it is a polynomial zero-error code. Traditional prefix-free source coding, such as Huffman or Lempel-Ziv codes fall into this category.
A. Main Contribution

Our main results, and a comparison with the existing works are given in Table 1. Specifically, we first suggest a Source-Network separation scheme based on source decomposition. This allows us to effectively use very efficient point-to-point lossless source codes, without the complexity associated with joint typicality decoding or even with simpler distributed source codes, and with a zero-error guarantee. Using source decomposition inequalities, we completely characterize the rate region achievable with the suggested scheme, and discuss a few interesting special cases. Via a generalization of common information, we extend the results to any number of sources. In a sense, the above results replace the topological constraints imposed on the network in order to have efficient separation, with source structure constraint.

We then turn to the related problem of broadcast with side information. While the rate region is completely characterized under high-complexity decoding, in general, efficient distributed source codes cannot be applied without separation. We tackle this problem by proving a duality result, connecting this problem to that of broadcast with a degraded message set, an allegedly unrelated problem which is open in general. Via this duality, we suggest two efficient constructions for the problem. The first is based on Polar codes, and assumes the network can support a degraded message set, while the other requires higher rates to the terminals, yet allows for the much simpler, source decomposition approach.

Finally, we focus on source coding with a helper, a problem unsolved if the helper is located at an arbitrary location in the network. Instead of the strict topological constraints required for tight results in this case, we offer a separation scheme based on source decomposition.

II. BACKGROUND AND NOTATIONS

Throughout, we denote finite random variables with capital letters, e.g., X. We assume takes values in the finite set \( X \). By \( T^n(\mathbb{P}_X) \) we denote the set of \( n \)-strongly typical sequences, with respect to distribution \( \mathbb{P}_X \).

We will represent networks in the following way: let \( G = (V, E, C) \) be an acyclic directed graph with edge set \( E \), vertices \( V \) and an integer valued function on each edge, \( C : E \to \mathbb{N} \). The value \( C(e) \) for \( e \in E \) represents the capacity of the communication link \( e \) in bits per unit of time. In addition, let \( S = \{s_1, s_2, \ldots, s_l\} \subset V \) and \( T = \{t_1, t_2, \ldots, t_m\} \subset V \) be a set of \( l \) senders, and a set of \( m \) terminals respectively; to avoid trivial cases, we also assume that \( S \cap V = \emptyset \). We will denote values of min-cuts in the network by \( \rho(\cdot, \cdot) \). For example, \( \rho(s_1; t_1) \) represents the value of the min-cut from \( s_1 \) to \( t_1 \), and \( \rho(s_1, s_2; t_2) \) the value of the min-cut from both \( s_1 \) and \( s_2 \) to \( t_2 \). Along with the min-cuts, we will also use the capacity function of the network, which is defined as:

\[
\begin{align*}
\rho_G(s_x) & = \min_{t \in T} \rho(s_x; t) \\
\rho_G(s_y) & = \min_{t \in T} \rho(s_x; t) \\
\rho_G(s_x, s_y) & = \min_{t \in T} \rho(s_x, s_y; t).
\end{align*}
\]

We will also consider the \( n \)-delayed network \( G^n = \{V, E, C^n\} \) of \( G \), where \( C^n(e) = nC(e) \) for all \( e \in E \). Gács-Körner

**Common Information:** Before we define the common information, the following will be a useful representation

**Definition 1.** Let \( p_{X,Y} \) be the joint probability distribution of \( X, Y \). Suppose, without loss of generality that the alphabets \( X \) and \( Y \) are disjoint. We denote by the bipartite graph of \( p_{X,Y} \), the bipartite graph \( B_{X,Y} \) with the following properties:

- \(|X| + |Y|\) nodes indexed \( n_a \), with \( a \in X \cup Y \)
- an edge between node \( n_x \) and \( n_y \), if and only if \( p(X = x) > 0 \) and \( P(Y = y|X = i) > 0 \)

**Example:** Let \( P_{X,Y} \) be defined as in joint probability table below with its corresponding 2-partite graph representation.

| \( X \) |  | 1 | 2 | 3 | 4 |
|---|---|---|---|---|---|
| 1 | 0 | 0 | 0 | 1 |
| 2 | 0 | 1 | 1 | 0 |
| 3 | 1 | 1 | 1 | 1 |

**Definition 2.** A set of nodes \( C \) such that there are no outgoing edges from \( C \) is called a connected component of the bipartite graph. We associate with each connected component \( C \) a weight \( p(C) = \sum_{n_x, n_y \in C} p(X = x, Y = y) \). We call the common information decomposition of \( p_{X,Y} \), the decomposition of the bipartite graph into a maximal number of connected components \( C_1, \ldots, C_k \). Moreover, we denote by the common information \( K_{X,Y} \) the random variable representing the index of the connected component generated, with the natural distribution \( \{p(C_1), \ldots, p(C_k)\} \). The entropy of this random variable is:

\[
H(K_{X,Y}) = H(C) = \sum_{i=1}^k p(C_i) \log \left( \frac{1}{p(C_i)} \right).
\]

Definition of 2 is equivalent to the usual definition of common information in the 2 random variables setting given in [8] and [15], that is:

\[
K_{X,Y} = \argmax_{H(U) = H(U|X) = H(U|Y) = 0} H(U)
\]

**Remark 1.** It is easy to see that the connected components define an equivalent class on \( x \in X \) and on \( y \in Y \). More precisely, we say \( x' \in [x]_{X,Y} \) if there is a path between \( x \) and \( x' \) in the bipartite graph \( B_{X,Y} \). Similarly, we can consider the equivalent class \([y]_{X,Y}\).

We also introduce the notion of source decomposition of \( X \) and \( Y \). This corresponds to splitting \( X \) and \( Y \) into three sources \( X', Y', \) and \( K_{X,Y} \), with the constraint that both \( X \) and \( Y \) should agree on the value of \( K_{X,Y} \).

**Definition 3.** Let \( X \) and \( Y \) be two sources and \( K_{X,Y} \) be their common information. We call source decomposition of \( X \) and \( Y \) the bijections \( X \to (X', K_{X,Y}) \) and \( Y \to (Y', K_{X,Y}) \).
This source decomposition is the main component of our separation scheme. Note that if \( K_{X,Y} \neq 0 \), it is always possible to construct non-trivial source decompositions of \( X \) and \( Y \). In fact, there exist a very simple way to construct the random variables \( X' \) and \( Y' \) given the connected component decomposition of \( p_{X,Y} \).

Let us represent \( X \) in two phases, first by expressing in which connected component of the decomposition of \( p_{X,Y} \) it is, and then which value among the possible candidates in the connected component it takes. That is, we express the index of the connected \( K_{X,Y} \) in which \( X \) belong using approximately \( H(K_{X,Y}) \) bits per symbol, then express \( X \) given \( K_{X,Y} \). This can be done by giving once again an index. However, as we know the connected component, the index set is limited to those that are in the connected component \( C_i \). Call this index \( X' \).

It is clear that the transformation \( X \to (X', K_{X,Y}) \) is a bijection and that a similar construction can be done for \( Y \).

The following properties follow from the construction of \( K_{X,Y} \), \( X' \) and \( Y' \).

**Lemma 1. (Source Decomposition Inequalities)**

- \( H(X'| K_{X,Y}) = H(X| K_{X,Y}) \).
- \( H(K_{X,Y}) \leq I(X; Y) \) with equality if and only if \( X \) is independent of \( Y \) given \( K_{X,Y} \).
- \( H(X) \geq H(X| K_{X,Y}) \geq H(X| Y) \quad \text{and} \quad H(Y) \geq H(Y| K_{X,Y}) \geq H(Y| X) \).
- Let \((X^n, Y^n)\) be \( n \) outcomes generated i.i.d. from \( p_{X,Y} \). Then, the common information of \((X^n, Y^n)\) is given by \( K_{X,Y}^n = (K_1, K_2, \ldots, K_n) \) where \( K_i \) is the common information between \( X_i \) and \( Y_i \).

**Proof:** The first property follows from the definition of \( X' \). The second property follows from this simple decomposition:

\[
I(X; Y) = I(X, K_{X,Y}; Y) = I(K_{X,Y}; Y) + I(X; Y| K_{X,Y}) = H(K_{X,Y}) + I(X; Y| K_{X,Y}).
\]

where (3) follows from the fact that \( K_{X,Y} \) is a deterministic function of \( X \), (4) from the chain rule for mutual information, and (5) from the fact that \( K_{X,Y} \) is a deterministic function of \( Y \). The third property is a consequence of:

\[
H(X| Y) = H(X) - I(X; Y) = H(X', K_{X,Y}) - I(X; Y) \leq H(K_{X,Y}) + H(X| K_{X,Y}) - H(K_{X,Y})
\]

where (7) follows from the fact that \( X \to (X', K_{X,Y}) \) is a bijection and (8) from property 1 and 2, and the chain rule. The proof for \( Y' \) is similar.

We also introduce a property for chains of random variables. We will then show that this property results in a data-processing like inequality for common information.

**Lemma 2.** Let \( X \leftrightarrow Y \leftrightarrow Z \). For any \( x \in X \) denote by \([x]_{X,Y} \) and \([x]_{X,Z} \) the equivalent class under \( p_{X,Y} \) and under \( p_{X,Z} \), respectively. Then, for any \( x \) such that \( p_{X,Z}(x, z) > 0 \) for some \( z \in Z \), we have:

\[
[x]_{X,Y} \subseteq [x]_{X,Z}
\]

**Proof:** Recall that the bipartite representation of \( p_{X,Y} \) creates an equivalence class on \( X \). Namely, we say \( x \in [x]_{X,Y} \) if there exist a path in the bipartite graph \( B_{X,Y} \) between \( x \) and \( x' \). Similarly, the bipartite representation of \( p_{X,Z} \) creates an equivalence class \([x]_{X,Z} \). We want to show that for any \( x \in X \) such that \( p(x, z) > 0 \) for some \( z \in Z \), \( x' \in [x]_{X,Y} \) implies that \( x' \in [x]_{X,Z} \). This means that \( [x]_{X,Y} \subseteq [x]_{X,Z} \).

To show this, suppose that there is an \( x' \in [x]_{X,Y} \) such that \( x' \notin [x]_{X,Z} \). Then, it must mean that there is no path between \( x \) and \( x' \) in \( B_{X,Z} \). However, as \( p(x, z) > 0 \) for some \( z \), and using \( p(x, z) = \sum_y p(x)p(y|x)p(z|y) \), there must be a path from \( x \) to \( y \) in \( B_{X,Z} \). In other words there is a path from \( x \) to \( y \) in \( B_{X,Z} \). Adding this to the previous fact implies that there must be a path from \( x' \) to \( y \) in \( B_{X,Z} \). Finally, as \( p(z|y) > 0 \), it means that both \( p(x', z) \) and \( p(x, z) \) are strictly positive. Therefore, there must be a path between \( x \) and \( x' \) in \( B_{X,Z} \), or, equivalently, that \( x' \in [x]_{X,Z} \), which is a contradiction.

The previous lemma has the following immediate corollary:

**Corollary 1.** (Data Processing Inequality for Common Information). Let \( X \leftrightarrow Y \leftrightarrow Z \), and denote by \( K_1 \) and \( K_2 \) the common information between \( X \) and \( Y \), and between \( X \) and \( Z \) respectively. Then, \( H(K_2|K_1) = 0 \), and \( H(K_2) \geq H(K_1) \).

**Remark 2.** The previous results can be trivially extended to longer Markov chains \( X_1 \leftrightarrow X_2 \leftrightarrow \cdots \leftrightarrow X_m \).

**Remark 3.** It is easy to see that we can obtain \([x]_{X,Z} \) by taking the union of possibly more than one set \([x]_{X,Y} \). This gives a distinct nested structure to the equivalence classes, where each alphabet is a result of the unions over the previous ones in the chain.
III. SEPARATION OF SOURCE AND NETWORK CODING

A. Fundamental Limits

Consider a network $G$ with source nodes $s_1, \ldots, s_l$ and destination terminals $T = \{t_1, \ldots, t_m\} \subseteq V$. At the source node $s_i$, i.i.d. copies of $X_i \sim p_{X_i}$ are generated. The multi source multicast network coding problem is generating reliably the sources $X_1, \ldots, X_l$ at $s_1, \ldots, s_l$, respectively, to all terminals $t \in T$. A fundamental theorem in network coding, is the min-cut/max-flow theorem [1], [10], stated here only for two source. A general formulation to the $l$-source case can be found in [10].

**Theorem 1 (Min-cut/max-flow).** It is possible to transmit sources $X$ and $Y$ generated at $s_x$ and $s_y$ to all terminals in $t \in T$, if and only if:

\[
\begin{align*}
H(X) &\leq \rho_G(s_x) \\
H(Y | X) &\leq \rho_G(s_y) \\
H(X, Y) &\leq \rho_G(s_x, s_y).
\end{align*}
\]  

(10)

If the above conditions are satisfied we say that the network coding problem NC($G, p_{X,Y}$) is feasible.

Note that if the sources are independent, the conditions in Thm. 1 simplify to:

\[
\begin{align*}
H(X) &\leq \rho_G(s_x) \\
H(Y) &\leq \rho_G(s_y) \\
H(X, Y) &\leq \rho_G(s_x, s_y).
\end{align*}
\]  

(11)

For independent sources, we use to notation NC($G, p_{X,Y}$) to denote a network coding problem. The generalization of these results to the $m$-source case can be found in [10].

Proofs of Theorem 1 rely on either random linear network coding, along with maximum-likelihood or minimum entropy decoding at the receiver (see [11]), or using traditional random coding and joint typicality ( [10]). These methods are high-complexity, and in general, it is not known how to construct efficient-codes to solve the general multisource multicast problem. In the next section, we propose a scheme whose efficiency depends on the value of the Gács-Körner common information.

B. The case of two sources

The results on Gács-Körner suggest the following coding scheme for the problem with 2 senders:

**Coding Scheme 1.** (Separation by Source Decomposition)

- Let $G^n$ be the $n$-delayed network of $G$.
- Consider a sequence of $n$ source outcomes $(x^n, y^n)$, and let $k_X^n$ be the sequence of common information random variables. If $k^n \notin \mathcal{C}^n(p_{X,Y})$ encode $k^n$ by its binary representation of size $\lceil n \log(|K|) \rceil$.
- Else, if the sequence $k^n$ is typical, express $x_i$ using $H(X | K_{X,Y} = k_i)$ for all $0 \leq i \leq n$. In total to express $x^n$, this necessitates $\sum_{i=1}^n H(X | K_{X,Y} = k_i) = n(H(X|K) + O(\frac{1}{n}))$ bits. Call the encoded sequence $x'$.
- Similarly, express $y^n$ using $n(H(Y|K_{X,Y}) + O(\frac{1}{n}))$ bits. Call this encoded sequence $y'$.
- Express $k^n$ using $n(H(K_{X,Y}) + O(\frac{1}{n}))$ bits. Call the resulting encoded sequence $k'$.
- Construct an expanded graph $G'^n$ where one adds 3 latent sources $X', Y', K_{X,Y}$ generated at nodes $s_X', s_Y', s_K$. Also add infinite capacity egdes connecting $s_X'$ to $s_X$, $s_Y'$ to $s_Y$, and $s_K$ to both $s_X$ and $s_Y$.
- If the rates $(nH(X | K_{X,Y}), nH(Y | K_{X,Y}), nH(K_{X,Y}))$ can be supported by the expanded network $G'^n$ as if they were independent, transmit $x', y'$ and $k'$ using a simple network coding scheme for independent sources.

Let us verify that this scheme indeed yields an achievable solution to the multi source multicast problem. If the rates $(nH(X | K_{X,Y}), nH(Y | K_{X,Y}), nH(K_{X,Y}))$ are supported, then all receivers $t_1, \ldots, t_m$ receive reliably $k'$, $x'$ and $y'$, which they use to recover $x^n$ and $y^n$. Moreover, since at nodes $s_X$ and $s_Y$, it is possible to agree on the value of $K_{X,Y}$, all the operations at nodes $s_Y'$, $s_X'$, and $s_K$ can be simulated at nodes $s_X$ and $s_Y$. Note that this scheme can be implemented with zero-error low complexity codes if one uses low-complexity network codes (say linear codes) for the transmission as encoding of $x'$, $y'$ and $k'$ can be done separately using simple single-source lossless source codes.

The next theorem characterizes as a function of $H(X | K_{X,Y})$ and $H(Y | K_{X,Y})$ networks than can be decomposed by the encoding above.

**Theorem 2.** Let $(G, C, p_{X,Y})$ be a feasible problem. Then for $n$ sufficiently large, $(G^n, p_{X,Y})$ is feasible by source decomposition if and only if:

\[
\begin{align*}
H(X | K_{X,Y}) &\leq \rho_G(s_x) \\
H(Y | K_{X,Y}) &\leq \rho_G(s_y) \\
H(X | K_{X,Y}) + H(Y | K_{X,Y}) + H(K_{X,Y}) &\leq \rho_G(s_x, s_y).
\end{align*}
\]  

(12)

Before we proceed to the proof, let us discuss the sufficient condition of Thm. 2. First of all, since the problem $(G, p_{X,Y})$ is feasible, we have by Thm. 1

\[
\begin{align*}
H(X | Y) &\leq \rho_G(s_x) \\
H(Y | X) &\leq \rho_G(s_y) \\
H(X, Y) &\leq \rho_G(s_x, s_y).
\end{align*}
\]  

(13)

Next, if the conditions:

\[
\begin{align*}
H(X) &\leq \rho_G(s_x) \\
H(Y) &\leq \rho_G(s_y) \\
H(X) + H(Y) &\leq \rho_G(s_x, s_y)
\end{align*}
\]  

(14)

are satisfied, then there is no need for complex distributed source coding, and we can simply compress each source separately, and send them as if they were independent. However,
Since:
\[ H(X|K_{X,Y}) \leq H(X) \]
\[ H(Y|K_{X,Y}) \leq H(Y) \]
\[ H(X|K_{X,Y}) + H(Y|K_{X,Y}) + H(K_{X,Y}) \leq H(X) + H(Y) \]  
(15)

the conditions of Thm. 2 are weaker than (14), allowing us to send independent sources (after decomposition) to a much larger set of networks. They are, however, stronger than (13), meaning that there exist feasible network coding problems that are not separable by the suggested source decomposition, yet are solvable with joint source-network codes.

**Proof:** Consider the expanded network \( \tilde{G} \) where we have added nodes \( s_{X'}, s_{Y'}, \text{ and } s_K \), and a feasible problem \((G, C, p_{X,Y})\). By Theorem 1, we have that:
\[ H(X|Y) \leq \rho_G(s_x) \]
\[ H(Y|X) \leq \rho_G(s_y) \]
\[ H(X,Y) \leq \rho_G(s_x, s_y). \]  
(16)

Further, as the edges between the \( s_X, s_Y \) and the latent-sources have infinite capacity, it is easy to verify that, on the expanded network \( \tilde{G} \), we have:
\[ \rho_{\tilde{G}}(s_{X'}) = \rho_G(s_X) \]
\[ \rho_{\tilde{G}}(s_{Y'}) = \rho_G(s_Y) \]
\[ \rho_{\tilde{G}}(s_K) = \rho_G(s_X, s_Y) \]
\[ \rho_{\tilde{G}}(s_{X', s_K}) = \rho_G(s_X, s_Y) \]
\[ \rho_{\tilde{G}}(s_{Y', s_K}) = \rho_G(s_X, s_Y) \]
\[ \rho_{\tilde{G}}(s_{X', Y', s_K}) = \rho_G(s_X, s_Y). \]  
(17)

Using Lemma 1 and (16) we get:
\[ H(K_{X,Y}) \leq \rho_{\tilde{G}}(s_K) \]
\[ H(X|K_{X,Y}) + H(Y|K_{X,Y}) \leq \rho_{\tilde{G}}(s_{X', s_K}) \]
\[ H(Y|K_{X,Y}) + H(K_{X,Y}) \leq \rho_{\tilde{G}}(s_{Y', s_K}) \]  
(18)

Therefore, \( (\tilde{G}^n, (nH(X|K_{X,Y}), H(Y|K_{X,Y}), H(K_{X,Y}))) \) is feasible if and only if:
\[ H(X|K_{X,Y}) \leq \rho_{\tilde{G}}(s_X) \]
\[ H(Y|K_{X,Y}) \leq \rho_{\tilde{G}}(s_Y) \]
\[ H(X|K_{X,Y}) + H(Y|K_{X,Y}) \leq \rho_{\tilde{G}}(s_{X', s_Y}) \]  
(19)

\[ H(X|K_{X,Y}) + H(Y|K_{X,Y}) + H(K_{X,Y}) \leq \rho_{\tilde{G}}(s_{X', Y', s_K}) \]  
(20)

Finally, it is easy to see that (20) implies (19), so the latter can be dropped. \( \text{□} \)

The following corollary is immediate, and shows that for if the common information is large enough, any feasible multisource multicast problem can be solved by source decomposition.

**Corollary 2.** If \( H(K_{X,Y}) = I(X;Y) \), then any feasible \((G, p_{X,Y})\) is feasible by source decomposition.

**Proof:** If \( H(K_{X,Y}) = I(X;Y) \), then it must be the case that \( H(X') = H(X|Y) \), and \( H(Y') = H(Y|X) \). Using Theorem 2 yield directly the desired result. \( \text{□} \)

**C. From 2 sources to m sources**

Let \( \{X_1, X_2, \ldots, X_i\}_{i=1}^\infty \) be \( l \) random i.i.d. processes in \( X_1 \times X_2 \times \ldots \times X_i \) from joint distribution \( p_{X_1, X_2, \ldots, X_i} \). Suppose without loss of generality that \( X_1 \cap X_2 \cap \ldots \cap X_i = \emptyset \).

Denote by the \( m \)-partite representation of \( p \) the \( m \)-partite graph such that there exist an hyperedge between \( x_1, \ldots, x_m \) if \( p(x_1, \ldots, x_m) > 0 \). Similarly, let \( K \) be the index of the maximum disjoint component decomposition of the \( m \)-partite graph. Then we have the following coding scheme:

**Coding Scheme 2.** (Source Decomposition for \( l \) sources)

- Let \( \{k_1, \ldots, k_n\} \) be sequences of common information variables. Then, we can encode \((k_1, \ldots, k_n)\) using about \( nH(K) \) bits.
- Encode \((x_j, 1, \ldots, x_j, n)\) using about \( nH(X_j|K) \) bits.
- If the network can support \((H(X_1|K), \ldots, H(X_m|K), H(K))\) we have a simple coding scheme (send data as if independent).

The next theorem is a generalization of Theorem 2 and follows from essentially the same steps:

**Theorem 3.** Let \( G \) be a network, and \((G, p_{X_1, \ldots, X_i})\) be a feasible multicast problem. Then, it is feasible by network decomposition if:
\[ H(X_j|U) \leq \rho_G(s_j) \quad j = 1 \ldots m \]
\[ \sum_{j=1}^m H(X_j|U) + H(U) \leq \rho_G(s_1, \ldots, s_j) \]  
(21)

**Remark 4.** Note that \( U \) does not capture entirely the common information in the sources. In particular, it only looks at common information shared by all the sources together, without looking at say pairwise common information. Therefore, the result above is useful if the common information over all variables is large enough. In other cases, one might attempt to improve on Theorem 2 by considering ordered sets of variables and their common information, though such a scheme might have a significant computational burden.

**D. Comparison with other notions of Separation**

Other notions of separations are introduced in [5] and [4]. In both these works, conditions are given in terms of the network topology for the separation to hold— in [4] in terms of polymatroidal conditions of the min-cuts, and in [5] in terms of existence of some flows in the network. Interestingly, these conditions are orthogonal to the conditions for separation by Source Decomposition. Therefore, it is not surprising that you can find instances where Separation by Source Decomposition is possible, while the separation schemes in [5] and [4] fail. We illustrate one such examples next, by considering a simple source correlation. Namely, we let \( X \) and \( Y \) be generated at nodes \( s_x \) and \( s_y \), respectively, and we let \( H(X) = H(Y) = 2, \)
Theorem 4. It is possible the transmit source $X$ generated at $s$ to all terminals $t \in T$, if and only if:

$$H(X|Y_i) \leq \rho(s; t_i), \quad 1 \leq i \leq m$$

If the above conditions are satisfied, we say the broadcast problem $BSI(G,p_{X,Y_1,\ldots,Y_m})$ is feasible.

The proof of Theorem 4 relies on random linear network coding, and joint typicality decoding at the receivers. Indeed, the cut constraints guarantee that sufficiently many degrees of freedom are received at the terminals, which lead to a successful joint typicality decoding. As in network coding with correlated sources, this scheme leads to high complexity. Another approach would consist in using efficient codes at the sources in a separation approach. However, the structure of the code may be broken by the linear operations in the network. Indeed, the cut constraints only guarantee that sufficiently many bits will arrive at the destination. Instead, we will impose stronger conditions on the network to derive efficient code constructions.

B. Degraded Message Set and Low-complexity Coding

To achieve lower complexity, we would like to use structured codes. However, as we pointed out before, the structure of the code may not be preserved by the network operations. Therefore, we relate the problem to the problem of degraded message set broadcast, which we recall below:

Definition 4. Let $G$ be a network, and consider a single source $s \in V$, and destinations $T = \{t_1, \ldots, t_m\}$. The source $s$ generates $m$ independent random variables $\{M_1, \ldots, M_m\}$. We say a degraded message set broadcast problem $DMB(G, (M_1, \ldots, M_m))$ is feasible if there exist linear encoding and decoding functions on edges such that any terminal $t_i$ receives reliably $M_1, \ldots, M_i$.

The problem of degraded message set broadcast has been studied extensively in the literature, see [16]–[18]. In general, the capacity region of the degraded message set broadcast is unknown, however there exist simple instances that are fully solved. For example, when the number of terminals is 2, the problem of degraded message set broadcast can be cast as a simple multicast problem, for which there exist simple linear codes [18]. An interesting relationship between this problem and the problem of low-complexity broadcast with side information is formulated below:

Theorem 5. Consider a network broadcast with side information problem $(G, X, (Y_1, \ldots, Y_m))$, and let $X \to Y_1 \to Y_2 \to \ldots \to Y_m$ form a Markov Chain. If the degraded message set broadcast $(G, (M_1, \ldots, M_m))$ — from the same source and to the same destinations— with $H(M_1, \ldots, M_m) = H(X|Y_1)$ is feasible, then there exist error-correcting efficient codes for the network broadcast with side information problem.

Proof Sketch: The proof relies on so-called successive description codes such as Monotone Chain polar codes [12]. These Slepian-Wolf codes have the property that some subsets of the bits are useful in decoding at both rates $(R_1, R_2)$ and rates $(R_1, R_2)$, for $n$ large enough.

Let $h_i = H(X|Y_i)$, an arbitrary $\epsilon > 0$, and consider a large block-length $n$. In our context, by the data-processing inequality on the Markov chain, we have $h_1 \leq h_2 \leq \ldots \leq h_m$. Denote by $G_i$ the generator matrix of size $n(h_i+\epsilon) \times n$ that encodes $X^n$ into $Z_i^n(h_i+\epsilon)$, i.e. $Z_i = G_iX$. The decoder
i then uses $Z_i$ and $Y_i = Y_i^n$ to recover $X$. The successive description property guarantees that for any $i, j \in \{1, \ldots, n\}$ with $i < j$, there are good encoding matrix $G_{ij}$, such that the rows of $G_i$ are a subset of the rows of $G_j$. By rearranging the rows of $G_j$, this implies that $Z_i$ can be written as $Z_i = [Z_j, Z_{ij}]^T$. The rest of the proof follows directly by using degraded message set broadcasting, to transmit the messages $M_i = Z_i$.

Theorem 5 shows a duality between a low-complexity approach to broadcast with side-information, and the problem of degraded message set broadcast. As in the previous section, we can also use a scheme based on the common information to further simplify the encoding and decoding scheme, at the expense of stronger constraints on the source structure.

Remark 5. The constraint on the strict degradation of the messages can be relaxed by considering other structured codes such as LDPC codes under the Wyner scheme. Indeed, contrary to Monotone-Chain Polar Codes, LDPC do not require a specific set of bits to be sent, as with high probability, any subset of the rows of a randomly generated low density parity check will have good properties.

C. Using the Common-information

Consider the case where there is some common information between the pairs $(X, Y_1)$, and denote it by $K_1$. In this case, we can once again use the structure of the correlation to simplify the coding scheme. The scheme can be explained in few words — send only $H(X|K_1)$ to the terminal $i$, as it can compute $K_1$ with no help from the senders. Using Lemma 3 we can guarantee that the description of the $K_1$ are properly nested, and use this to construct a degraded message set broadcast problem. The overall coding scheme can be roughly described in the following steps:

Coding Scheme 3. (Broadcast with Side-information using Common Information)

- Let $n$ be the blocklength, and consider the $n$-delayed network $G^n$.
- Consider a sequence of $n$ outcomes $(x_1^n, y_1^n, \ldots, y_m^n)$, and let $(k_1^n, \ldots, k_m^n)$ be the sequence of common information.
- Otherwise, express $x^n$ using approximately $n(H(X|K_1) + O(\frac{1}{n}))$ bits by losslessly encoding the sequence of length $n$ of its index in the equivalence set $[x]_{X,Y_1}$. Call this $M_1$.
- Encode using $n(H(K_1|K_2))$ the index of $[x]_{X,Y_1}$ among the equivalent classes that compose $[x]_{X,Y_2}$, c.f. Remark 3 and let this be $M_2$.
- Similarly, express the index of $[x]_{X,Y_i}$ given $[x]_{X,Y_{i-1}}$ for $2 \leq i \leq m$, and let this be $M_i$.
- Send the messages $M_1, \ldots, M_m$ using degraded message set broadcast.

The achievable rates of the above construction are given in the following Theorem:

Theorem 6. Consider a network broadcast with side information problem BSIL$(G, p_{X,Y_1}, \ldots, Y_m)$, and let $X \rightarrow Y_1 \rightarrow Y_2 \rightarrow \ldots \rightarrow Y_m$ form a Markov Chain. If the degraded message set broadcast DMB$(G, (M_1, \ldots, M_m))$, with $H(M_1, M_2, M_1) = H(X|K_1)$ is feasible, then there exist a zero-error low-complexity scheme for the network broadcast with side information problem.

Proof: The proof follows by observing that:

$$H(M_1, \ldots, M_m) = H(X|K_1) + \ldots + H(K_{i-1}|K_i) = H(X|K_1) + \ldots + I(X; K_{i-1}|K_i) = H(X|K_i) = H(X|K_i)$$

where the last step follows by expanding $I(X; K_{j}|K_{j-1}) = H(X|K_j) - H(X|K_{j-1})$ and telescoping.

The results of Theorem 4 and 5 can be seen as three levels of coding complexity for solving the problem of broadcast with side information. By adding a constraint on degradation of the sources and on the degraded message set, we can move from a high-complexity coding, to an error-correcting complexity. Additional structure in the form of Gacs-Korner common information allows for a zero-error efficient encoding.

V. AHLSWEDE-KÖRNER PROBLEM IN A NETWORK

We now move to the general Ahlswede-Körner problem. Again, we consider a network $G$ with two source nodes $s_x$ and $s_y$, and terminals $T = \{t_1, \ldots, t_m\} \subset V$. Sources $s_x$ and $s_y$ generate i.i.d. copies of $X$ and $Y$, respectively, where $(X,Y) \sim p_{X,Y}$. Contrary to the multicast with correlated sources setting, the goal here is to reliably transmit only $X$. The correlation between $X$ and $Y$ allows the source node $s_y$ to act as a helper. This problem of source-coding with coded side-information has been studied in [19, 20], and its fundamental limits are known in simple settings where the network is composed of only the 3 nodes.

The general network setting of the Ahlswede-Körner problem has been studied in [14], where lower and upper bounds were given for the rate region. These bounds have been found to be tight for special networks, namely, networks in which there is no mixing between the source $X$ and the source $Y$. In the sequel, we give a simple zero-error low-complexity construction for this problem for general networks, using, once again, common information. The code construction can be explained below:

Coding Scheme 4. (Ahlswede-Körner using Common Information)

- Let $G^n$ be the $n$-delayed network of $G$.
- Consider a sequence of $n$ source outcomes $(x_1^n, y_1^n)$, and let $k_{X,Y}^n$ be the sequence of common information random variable. If $k^n \notin T^n(p_{K_{X,Y}})$ encode $k^n$ by its binary representation of size $\lceil \log(K_i) \rceil$.
- Else, if the sequence $k^n$ is typical, express $x_i$ using $H(X|K_{X,Y} = k_i)$ for all $0 < i \leq n$. In total to express $x^n$, this necessitates $\sum_{i=1}^{n} H(X|K_{X,Y} = k_i) = n(H(X|K_1) + O(\frac{1}{n}))$ bits. Call the encoded sequence $x'$.
- Express $k^n$ using $n(H(K_{X,Y}) + O(\frac{1}{n}))$ bits. Call the resulting encoded sequence $k'$.
If the rates \( nH(X|K_{X,Y}) \) and \( nH(K_{X,Y}) \) can be supported by the network from \( s_x \) and \( s_y \), respectively, transmit \( x' \) and \( k' \) using linear network codes.

It is clear that the above scheme is a zero-error low-complexity scheme. The rates that this code construction can achieve are given in the following theorem:

**Theorem 7** (Ahlswede-Körner with Common-Information). Let \( K_{X,Y} \) be the common information between \( X \) and \( Y \), and let \( A \sim \text{Ber}(\gamma) \) for some \( 0 \leq \gamma \leq 1 \) be independent of \( X \) and \( Y \). Define \( U = A \times K_{X,Y} \). Then, the following conditions are sufficient for reliable communication of \( X \) at the terminals \( T \), for any \( \gamma > 0 \):

\[
\begin{align*}
\rho_G(s_x; t) &\geq H(X|U) \\
\rho_G(s_y; t) &\geq H(U). 
\end{align*}
\] (27)

In addition, this can be done in low-complexity.

**Proof:** For \( \gamma = 0 \), this clearly holds, as we are sending the complete representation of \( X \) to the terminal. For \( \gamma = 1 \), we obtain precisely the code construction above, which can be analyzed in a similar way as the source decomposition method for multicast. For \( 0 < \gamma < 1 \), this holds by invoking a simple time-sharing argument.

**Remark 6.** Note that the above construction does not, in general, capture the full Ahlswede-Körner region. Indeed, the classical Ahlswede-Körner bound has a similar form as the one given in (27), with the difference that the auxiliary random variable \( U \) is chosen among all random variables that satisfy \( U \leftrightarrow X \leftrightarrow Y \), and that the bound on \( s_y \) is \( I(Y; U) \). To achieve low-complexity, we pick \( U = A \times K_{X,Y} \), which verifies the Markov chain condition above, but is not sufficient to represent all the possible random variables. Note that in this case, the term \( I(Y; U) \) can be expressed as \( H(U) - h(\gamma) \). Nevertheless, it is easy to see that (27) is better than the Slepian-Wolf region, in which we must decode fully \( Y \). Here, we only send at most \( nH(K_{X,Y}) \) bits from the source \( s_y \).

VI. Final Remarks

In this work, we have introduced Gács-Körner common information as a new tool for the design of efficient multisource network problems with correlated sources. Through the study of three problems — multisource multicast, broadcast with side information, and lossless encoding with coded side information — we showed that the structure of the source correlation can help in designing efficient and powerful codes. A simple feature of these schemes is the simple coding which does not necessitate a traditional distributed coding approach as in classical Slepian-Wolf problems. Instead, we avoid redundancy by separating the common core of the sources, and by expressing the sources given this common information. This distributed coding scheme, which may be sub-optimal in terms of rates as defined in the Slepian-Wolf problem, still allows us to reduce complex network problems, to simpler instances where sources are set to be independent. The performance of this separation scheme relies on the existence of a large common information between the variables, in contrast with existing conditions in the literature on the network topology.
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