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Abstract

Assigning qualified, unbiased and interested reviewers to paper submissions is vital for maintaining the integrity and quality of the academic publishing system and providing valuable reviews to authors. However, matching thousands of submissions with thousands of potential reviewers within a limited time is a daunting challenge for a conference program committee. Prior efforts based on topic modeling have suffered from losing the specific context that helps define the topics in a publication or submission abstract. Moreover, in some cases, topics identified are difficult to interpret. We propose an approach that learns from each abstract published by a potential reviewer the topics studied and the explicit context in which the reviewer studied the topics. Furthermore, we contribute a new dataset for evaluating reviewer matching systems. Our experiments show a significant, consistent improvement in precision when compared with the existing methods. We also use examples to demonstrate why our recommendations are more explainable. The new approach has been deployed successfully at top-tier conferences in the last two years.

1 Introduction

The peer-review process, which subjects scholarly papers to the scrutiny of experts in the area, is essential for controlling the quality of scientific publications. A critical step of the process is to identify qualified reviewers for each new submission. However, the traditional manual process of assigning reviewers is under immense strain due to the record-breaking, ever-increasing number of submissions (Caines, 2020, accessed August 30, 2020; acl, accessed November 23, 2020).

For instance, the ISCA 2018 Program Committee reflected, “... there was disparity in how authors chose topic keywords for submissions with many only using a single keyword and others using over half a dozen keywords. As such, relying on the key-words for submissions is difficult. ... So, we chose to hand assign the papers” (Falsafi et al., 2018). And again in 2019, the ACL Program Committee stated, “Our plan was to rely on the Toronto Paper Matching System (TPMS) ... this system did not prove as useful as we had hoped for (it requires more extensive reviewer profiles for optimal performance ... the work had to rely largely on the manual effort...” (ACL, 2019).

Among the prior methods for reviewer recommendation proposed by NLP community, bag-of-words based models have been widely used, mainly Latent Semantic Indexing (LSI) (Deerwester et al., 1990) and Latent Dirichlet Allocation (LDA) (Blei et al., 2003). To learn meaningful representations of a reviewer, both LSI and LDA require a very large corpus to learn hidden relations between words and documents. Since the relations are captured in a global context, the resulting reviewer representation can be too diluted to be meaningfully compared to the main focus of any particular submission.

Some other approaches (Gong et al., 2018; Anjum et al., 2019) use vector embeddings (Mikolov et al., 2013). To capture underlying topics from text, these approaches calculate a low-rank approximation (Klema and Laub, 1980) of the embedding matrix. It can be helpful to overcome the potential vocabulary mismatch between a submission abstract and abstracts of the papers previously published by a reviewer (referred to as reviewer abstracts for the rest of this paper). However, these approaches still do not capture the specific local context from each of individual reviewer abstracts. Also, we have not found strong evidence that such a low-rank approximation necessarily results in a more meaningful topic than the constituent word-embeddings themselves, which diminishes the explainability of the recommendations.

Inspired by conference chairs and journal edi-
tors, graph-based models were proposed (Liu et al., 2014; Rodriguez and Bollen, 2008) that use meta data such as co-authorship and citations to measure the relevance of the reviewer to a submission. We assume that meta-data is complementary to reviewer abstracts and can be used to further improve the outcome of any approach based on abstracts.

Our proposed approach generates a co-occurrence graph for each of the reviewer’s abstract. Each co-occurrence graph has concepts as nodes which are present in reviewer’s abstract and are also relevant to the submission. We will call this co-occurrence graph as a clique and is used to build submission aware reviewer profile. For the purpose of simplicity, we define concept as a quality phrase which identifies an idea, method, or mechanism in the domain of interest. A reviewer abstract is relevant to the submission if the concepts studied by the reviewer were conducted in the same local context as that of the submission. Moreover, the contribution of each concept to a reviewer’s relevance is weighted and filtered based on the importance and role of concepts mentioned in the context of the submission abstract as well as all the reviewer’s abstracts.

While evaluating the proposed approach, we found previously generated datasets inadequate, as explained in Section 4.1. To overcome the limitation, we have worked with the community to create a new dataset, as explained in Section 4.2. In addition, we have incorporated the approach into an end-to-end conference reviewer recommender system that has been adopted by many top-tier conferences. To preserve the anonymity of this paper we will not disclose the name of our system until this paper is published.

Our main contributions are as follows:

• We propose a novel approach based on clique-document matrix to build a submission-aware reviewer profile and produce more precise recommendations than other popular systems.
• Our approach is based on reasoning and evidence that is explainable to program committee chairs who often require justification for reviewer recommendations.
• Our approach has been integrated into a working end-to-end recommender system that has been adopted by multiple top tier conferences.
• Collaborating with a research community we introduce a new evaluation dataset for reviewer recommender systems that addresses the severe shortcomings of previously created datasets.

2 Preliminaries

This section identifies the key intuition and ideas that motivates the design of our approach.

• A1: A reviewer’s expertise can be modeled based on the abstracts they have published in the past, and thus treated as their profile.
• A2: The core ideas or concepts can be extracted from an abstract as (technically meaningful) phrases mentioned in the abstract.
• A3: To avoid dependence on specific usage of vocabulary, the set of concepts extracted from the submission should be extended with concepts similar in meaning for the domain.
• A4: It is important to learn the local context in which a reviewer studied a concept and use it to qualify the relevance between the reviewer and a submission.
• A5: The role of each concept mentioned in the abstract should be determined and used to quantify the importance of the concept.
• A6: A reviewer with more conceptual overlap in individual abstracts is more relevant than one whose overlap spreads across multiple abstracts.
• A7: Evidence to support recommendations is necessary to make the recommendations explainable/accountable to program committees.

3 Model

To explain our model, we will use a running example based on one submission to illustrate the flow and the key steps of our method. We choose to use the computer architecture domain as an example to discuss our method because our curated dataset is from that domain. Noted that our method applies to other domains such as AI, NLP and biology etc.

Extracting concepts and the local context: Our model represents each reviewer abstract as a collection of the important phrases. The group of phrases extracted from the submission not only represent concepts studied in the submission but also the local context for each concept in the group. Phrases also vary in terms of how meaningful they are in calculating the relevance of submission-reviewer pair. Phrases such as “Machine learning” or “Data
Mining” in the AI domain and “Compiler”, “Processor” or “Memory” in the computer architecture domain, can help identify the high-level topics but are not specific enough for differentiating among candidate reviewers in the community. Other examples of frequently occurring, non-differentiating phrases include “accuracy”, “precision” and “loss function” in the AI domain, “power consumption”, “energy efficiency”, and “speed up” in the computer architecture domain or “significant improvement” and “novel approach” in general. We consider these as less effective phrases in finding the reviewer’s relevance to the submission. In comparison, some phrases represent the specific attributes, such as the problems or the methods studied in the paper. These specific phrases are more important for a precise characterization of the abstract. Therefore, phrases are weighted according to their importance (specificity), in line with assumption A5.

The extraction of phrases happens through an automated phrase extraction pipeline. It is part of our end-end system but not in this paper’s scope. In Fig. 1(a), {“dram cell”, “row hammer attack”, “memory access pattern”, “algorithm”, “energy efficiency”} are phrases extracted from the example submission abstract, forming a clique. In Fig1(b)- (c) each concept is represented as a colored circle.

**Replacement of Acronym Pairs:** We replace short-forms of any concept with its long-form using our acronym detection module (ex. graphics processing unit replaces GPU). This reduces both repetition of equivalent phrases within an abstract as well as vocabulary mismatch between abstracts.

**Role Identification of Scientific Phrases:** Using the SciERC dataset (Luan et al., 2018), we trained a named entity recognition (NER) model aimed at classifying scientific phrases into six roles: Method, Task, Metric, Material, Other Scientific Term, and Generic. We use a pretrained language model (Beltagy et al., 2019) to obtain token embeddings, pool contiguous word spans using max pooling, and classify roles using a linear classifier as show in Fig. 2. While previous works (Luan et al., 2018; Eberts and Ulges, 2019; Wadden et al., 2019) have shown slight improvements while training on multitask objectives, we opted to focus solely on NER due to runtime considerations and its relevance to our downstream tasks. The entity labels are used to filter scientific terms and determine which ones are most relevant to the meaning of the abstract. Phrases from irrelevant classes are not considered in further calculations. Figure 3 shows how the classification and filtering of phrases improves the performance of the system.

**Reviewer’s relevance to the submission:** We first calculate the relevance between the submission and each of the individual abstracts published by the reviewer. From each of the reviewer’s abstracts, we find edges shared with the submission co-occurrence graph (clique). The number of common edged between cliques obtained from reviewer and submission abstracts provides us a measure to quantify the degree to which a reviewer studied concepts in the context of each other in line with Assumption...
A4 and which are also relevant to the submission. Some of the partially or fully overlapped cliques with submission clique may appear in multiple reviewer abstracts. Let \( G_i = \{ g_{i,1}, g_{i,2}, \ldots, g_{i,s} \} \) be the set of all the \( l \) unique intersecting cliques we found from the abstracts of the \( i^{th} \) reviewer. For example, Fig 1(b) shows that \( G_1 \), the set of cliques for Candidate Reviewer-1, has two unique cliques, partially overlapped with submission clique. The first clique \( g_{1,1} \) consists of ‘dram cell’ and ‘energy efficiency’ and the second clique \( g_{1,2} \) consists of ‘memory access pattern’, ‘row hammer attack’, and ‘energy efficiency’. Each overlapping clique from reviewer abstract contributes to the reviewer’s profile in the submission context. These are then organized into a clique-document matrix as shown in figure 1(b). With the clique-document matrix we explicitly capture concept specific relationships in an abstract which are missed altogether in the traditional approaches.

Each row in Fig. 1(b) corresponds to one of the unique cliques from all the possible submission/reviewer-abstract pairs. Row 1 in Fig. 1(b) shows that the candidate reviewer-2 studied two of the submission concepts ‘dram cell’ and ‘energy efficiency’ in each others context, while Row 3 shows that the same reviewer studied ‘memory access pattern’ and ‘energy efficiency’ as a single context. Candidate reviewer-1 appears to have studied all the concepts as candidate reviewer-2, but reviewer-2 studied the two subgroups of concepts in isolation where as review-1 studied three of the concepts within the same paper, which makes reviewer-2 less relevant to the submission as compared to reviewer-1. Candidate reviewer-3 has only one abstract but covers four of the submission concepts in a single local context, creating a clique of size 4. Though this reviewer appears to be less experienced, he/she has written the most relevant abstract to the submission. The idea is that the reviewer who has studied the most number of the submission’s concepts together in a paper has done the most similar study as the submission.

We define \( C_{i,j} \) to track the number of reviewer-i’s abstracts in which the clique \( g_{i,j} \) results from the intersection between a reviewer abstract and the submission. For example, in Fig. 1(b), the clique in the second row is the group of intersecting concepts between the submission and two of reviewer-1’s abstracts. Intuitively, if a reviewer has studied the same group of concepts multiple times, they should be more qualified than someone who has studied the group of concepts fewer times. This number will be used to weight the contribution of each clique to the relevance measure of a reviewer.

Let \( N_{i,l} = \{ n_{i,l}^1, n_{i,l}^2, \ldots, n_{i,l}^k \} \) be the concepts in \( g_{i,l} \), and \( W_{i,l} = \{ w_{i,l}^1, w_{i,l}^2, \ldots, w_{i,l}^k \} \) be the set of weights corresponding to the concepts in \( N_{i,l} \). The weights are used to assign importance to individual concepts in line with specificity as discussed earlier. To accomplish this goal, each \( w_{i,l}^j \) is calculated using the tfidf score corresponding to that concept (Jones, 1972). That is, the reviewer abstracts with more specific concepts relevant to the submission receive a higher score as compared to other abstracts with more generic concepts. For example, in Figure 1(c), reviewer-2’s abstract with concepts “row hammer attack” and “memory access pattern” (Row 4) receives higher score than the abstracts with concept groups {“energy efficiency”,”memory access pattern”} (Row 3) or {“energy efficiency”, “dram cell”} (Row 1).

To know the local context in which a concept was studied, there must be a minimum of two elements to find a clique. Thus, a reviewer abstract is not considered if \( |N_{i,l}| < 2 \), where \( |N_{i,l}| \) is the number of nodes in the clique. For example, the size of the clique in Row 2 in Fig. 1(b) is three, whereas the size of the one in row five is four. In the rest of the rows in Fig. 1(b), the size of each clique is two. The value of \( |N_{i,l}| \) is used in the calculation of the relevance score of candidate reviewer-i as explained below. Intuitively, \( |N_{i,l}| \) is the measure of co-occurrence of concepts in our model.

In order to calculate the reviewer’s relevance to the submission, first a score is calculated corresponding to each of the cliques in \( G_i \), as shown in Fig. 1(c). The score for \( g_{i,l} \) depends on the number of elements in \( N_{i,l} \) which is also the number of nodes in a clique and their importance. Let \( s_{i,l} \) be the score corresponding to \( g_{i,l} \in G_i \). It is calculated as

\[
s_{i,l} = |N_{i,l}|^2 \times \sum_{n_{i,l}^j \in N_{i,l}} w_{i,l}^j
\]  

The first term \( |N_{i,l}|^2 \) scales the score according to the number of concepts in \( g_{i,l} \). In other words, a reviewer abstract with larger overlap with the submission is scored much higher. This emphasizes the cohesion of the coverage of concepts by each reviewer. Without this scaling factor, for example, Reviewer-2 in Fig. 1(b) would become more rel-
The final relevance between the reviewer and the submission is calculated as

\[ \text{score}_i = \sum_{l} \ln(1 + c_{i,l} * s_{i,l}) \]  \hspace{1cm} (2)

Equation 2 takes the sum of scores corresponding to all the unique cliques. The logarithm of the term \( c_{i,l} \) de-emphasizes repeated use of the same clique. Otherwise, reviewers with more frequent publications may become more relevant even without any of their abstracts being more relevant to the submission. Thus, in line with preliminary A6, stronger matches are those that match more concepts in a single local context which is an intuitive measure of relevance that reflects human reasoning about reviewer similarity. The final scores for our example are shown in the last row of table in Fig. 1(c). Reviewers are then ranked based on this final score.

4 Dataset

4.1 Existing Evaluation Datasets

Prior evaluation datasets (Mimno and McCallum, 2007; Liu et al., 2014) have some severe limitations. For the dataset used in (Mimno and McCallum, 2007), labels were incomplete and ascertained only for the top recommendations of the proposed system in (Mimno and McCallum, 2007). The dataset consists of 33 NIPS papers accepted in 2006 and abstracts from the publications of 364 potential reviewers. There are only 330 labels in total, less than 10% out of the \( 33 \times 364 \) total possible labels. On a scale from 0-3 the labels were generated by 9 annotators without confirmation by the potential reviewers, (Mimno and McCallum, 2007) which is another limitation and which is to say that labels are not "gold labels", making a fair comparison with new systems difficult. For another dataset, again pseudo-labels are created, which are not generated by the reviewers themselves (Liu et al., 2014). Instead, the dataset creates a 25 dimensional topic vector for each reviewer and submission that is used to infer the pseudo-labels. Each of 25 dimension is a high-level topic. Absence of gold labels from the reviewers themselves and system specific labels limits the trustworthiness of the labels and hinders proper evaluation.

4.2 Proposed Evaluation Dataset

In collaboration with research community, we have assembled a new dataset for evaluation purposes and available at (gol). The dataset treats 10 previously published abstracts from computer architecture domain as submissions. The abstracts were selected by domain experts to cover a representative range of topics. There are 103 reviewers in the dataset who have served on the program committees of top-tier conferences in the domain. With > 1000 labels it is the largest test data for this application to our knowledge. We contacted the reviewers by email and requested them to score their "relevance" and "interest" on a scale from 0-3 for each of the submission abstracts. Score of 0 corresponds to 'not relevant' or 'not interested', while 3 corresponds to 'highly relevant' or 'highly interested'. In this work, we only use labels for relevance. However, for future work, we think that labels for interest will be useful.

5 Experiments and Results

5.1 Evaluation Metric

For performance evaluation, we use precision@k (P@k) which is defined to be the percentage of relevant reviewers in the top-k recommendations. If a reviewer with missing labels happen to be in the top-k, we ignore that recommendation from our precision calculations for any of our baselines and the proposed approach. For our curated dataset, we also evaluate using the average score@k (AS@K) which complements P@K by taking into account the average strength of the recommendations.

5.2 Baselines

We directly compare with other open-source recommender systems including the ones used by top tier NLP conferences. Furthermore, since the proposed approach relies only on the submissions and reviewer abstracts, it can be used as a drop in substitute for any document similarity measure currently employed. As a result, the baselines also include document similarity measures (Doc2Vec, WMD, LDA, Common Topics, BERT) which are widely used in other reviewer matching systems for matching reviewer abstracts to that of the submissions. For example, the popular Toronto Paper Matching System uses LDA to compute document similarity. So while we cannot replicate the full TPMS system, LDA is the isolated portion of their method which is comparable to ours. Moreover, we also include widely adopted deep learning models like BERT (Devlin et al., 2019) that are often used for document representation.
### Table 1: Results on our evaluation dataset. P@K and AS@K corresponds to the precision at K and average of annotated expertise level at K.

| Method                  | P@5 | AS@5 | P@10 | AS@10 |
|-------------------------|-----|------|------|-------|
| Doc2Vec (Le and Mikolov, 2014a) | 0.61 | 1.66 | 0.35 | 1.36  |
| WMD (Kusner et al., 2015)     | 0.64 | 1.74 | 0.63 | 1.71  |
| LDA (Blei et al., 2003)      | 0.52 | 1.48 | 0.50 | 1.30  |
| Common Topics (Anjum et al., 2019) | 0.54 | 1.53 | 0.47 | 1.47  |
| Hidden Topics (Gong et al., 2018) | 0.60 | 1.58 | 0.60 | 1.55  |
| BERT (Devlin et al., 2019)    | 0.54 | 1.53 | 0.47 | 1.47  |
| ACL-Org (Wieting et al., 2019) | 0.54 | 1.53 | 0.47 | 1.47  |
| Proposed Approach          | 0.86 | 2.32 | 0.77 | 2.18  |

5.3 Dataset

We demonstrate the proposed system on our newly collected dataset with gold labels. The results are shown in Table 1. The proposed model improves the precision at 5 and precision at 10 by 16% and 9%, respectively compared to second best model among the baselines. In addition the proposed model achieves the best average score both at 5 and 10, illustrating the strength of the recommendations. We have also added an ablation study to show how phrase in different roles affect the performance, as shown in Fig. 3. Our systems

![Summary of original abstract for a randomly selected test submission (Hong et al., 2018)](image)

Table 2: Summary of Example Abstract

| Phrase Role Filtering Configuration | Score |
|-----------------------------------|-------|
| with_material                      | 0.86  |
| with_metric                        | 0.77  |
| no_generic                         | 0.60  |

Figure 3: Performance of Different Phrase Role Filtering Configurations. "with_material" is the configuration including Methods, Tasks, Other Scientific Term (OST), and Materials. Similarly, "with_metric" is the configuration including Methods, Tasks, OST, and Metric. "no_generic" includes all roles except for Generic.

5.4 Qualitative Analysis

In addition, we perform a qualitative analysis of the results to understand the behavior of our system to guide future directions for research. To add clarity, we sample a random submission from the collected dataset and analyze some of the top recommendations by different approaches. The sample submission abstract is presented in Table 2, and the recommended reviewers for the top 3 performing systems are given in Table 3.

**Proposed Approach:** Out of the top 3 reviewers, 2 of the reviewers our system recommends are relevant. The top recommended reviewer,Reviewer 19, has written several papers in the same area as the submission. They also are an author of the submission. While that reviewer would be ineligible to review the paper, it is very likely they...
are the most qualified reviewer in the dataset, so it provides a good validity check that our model identified them. For the incorrect reviewer, reviewer 47, the system suggests that their most relevant paper to the submission was, “Transparent Offloading and Map-ping (TOM) Enabling Programmer-Transparent Near Data Processing in GPU systems”. The phrases shared between that paper and the submission were: “near data processing”, “stacked memory”, “data”, “graphics processing unit”, and “memory”. In this case, the intersecting phrases were misleading of the topic of the paper; focusing too much on hardware and memory but not capturing that the sample submission only considered memory in the context of neural network training.

**Hidden Topic Model:** Similar to the proposed approach, hidden topic model correctly recommended Reviewer 19, and incorrectly recommended reviewer 47. Note that the order of the two is reversed, compared to the proposed approach, suggesting that by creating the reviewer profile without knowledge of the context of the submission, hidden topics obscured the author’s topics that were most similar to the submission. Contrary to our proposed approach, it is difficult to say what exactly contributed to reviewer 47 being chosen. To gain a better understanding of the reviewer match, we can look at the words with embeddings closest to the identified hidden topics. For the first and second hidden topics closest words were found to be "young", "famous", and "man" and "gpu", "gpus" and "cuda", respectively. There is an apparent lack of reasons why the first topic is relevant. Moreover, second topic with a very specific focus on GPUs is not the prevalent topic. Topics are not representing any information about the local context which other topics may provide but fuzziness in the other learned topics is limiting the performance.

**LDA:** Of the 3 reviewers suggested by LDA, 1 is labeled as relevant. Absent from the recommendations is Reviewer 19, one of the authors of the paper. The reason is the topics learned by LDA are high level topics from the entire domain, missing the more specific context in which a particular reviewer studied those topics. So the topics learned are too diluted to identify the relevance of Reviewer 19 to the submission. Moving to Reviewer 27, the first false positive recommended by LDA, the true research focus for this reviewer is programming languages and programming models

| Proposed Approach | Hidden Topic | LDA |
|-------------------|--------------|-----|
| Rank | ID | Label | Rank | ID | Label | Rank | ID | Label |
| 1 | 19 | 3 | 2 | 47 | 1 | 3 | 47 | 3 | 19 | 3 | 45 | 1 |

Table 3: Results from our randomly sampled abstract (Sampson, accessed August 30, 2020). The reviewer does have papers intersecting approximate computing and computer vision which leverages neural networks so perhaps this similarity is responsible for the latent topic that creates the match. This is one disadvantage of LDA: topics are analyzed only in general contexts and again interpretation of results is difficult. For Reviewer 45, it appears that the topics identified obscured the specific research of the reviewer in a similar fashion.

### 5.5 Semantic Extension

A current weakness in this method of matching is the dependence on specific language. To alleviate this problem, we attempted to use word embeddings to detect cliques with similar semantic meaning. For this work we relied on a relatively simple word2vec model to create domain specific embeddings (Mikolov et al., 2013). The cliques were then extended to consider very similar word vectors as matches.

While extending concepts with similar phrases, we noticed a reduction in precision due to information shift. For example, we found phrases such as "memory access" and "gpu" being extended with "cache access" and "cpu" respectively. However, these are different areas of expertise and top reviewers may end up to be from both the areas. Due to this, the precision at 5 and 10 with the semantic extension dropped to .82 and 0.71 respectively because of this information loss. For this reason, we chose to exclude the use of these embeddings in our final system but defer further exploration to future work.

### 6 Related work

**Keyword Based Models:** These methods rely on automatic keyword extraction using tfidf based scores (Jin et al., 2018; Tang et al., 2010; Nguyen et al., 2018). These methods miss the specific context of the submission.

**Probabilistic Topic Models:** Most commonly used model is Latent Dirichlet Allocation (LDA) (Blei et al., 2003) which represents topics as distribution over the words and document as a distribution over the topics. LDA assumes that the words are generated independently (Xie et al.,
which limits the ability of the topic model to capture the semantic relations between the words. Moreover, the words in a phrase may get associated to different topics leading to an incoherent topic representation (El-Kishky et al., 2014; Kawamae, 2014; He, 2016). LDA requires a very large corpus and generally captures the topics in larger context of the corpus. More specific reviewer expertise is not visible within these topics. The well known Toronto Paper Matching System (TPMS) (Laurent and Zemel, 2013) is also based on LDA for topic modeling.

**Vector Embedding Models:** LSI (Deerwester et al., 1990) is a commonly used model to represent documents as vectors which uses singular value decomposition (SVD) (Klema and Laub, 1980) for low rank approximation. INFOCOM reviewer assignment system (Li and Hou, 2016) presents a comparison between LSI and LDA. LSI is also able to capture the semantic relations between the words. However, similar to LDA, it requires large corpus to effectively capture these relations (Li and Hou, 2016). Thus, vectors from LSI represent a reviewer in a global perspective rather than highlighting the reviewer’s specific expertise relevant to a particular submission.

Another extension to LSI based models is to use word embeddings rather than the words as input to SVD as in (Anjum et al., 2019). SVD can be computed independently for each reviewer where the matrix is constructed using word embeddings for the words appearing in the reviewer’s abstracts. It assumes that the low-rank approximation are representative of the underlying topics in a reviewer profile. It is unclear what relations between hypothetical dimensions of different word embeddings are captured in the low-rank approximation.

**Word’s Mover’s Distance (WMD)** (Kusner et al., 2015) use word embeddings as input and formulates the distance between two documents as an optimal transport problem. It measures the cost of moving words from one document to another in the embedding space.

**Neural Network Models** Neural network models have been used to learn the vector representation of documents (Le and Mikolov, 2014b; Socher et al., 2011; Lin et al., 2015; Lau and Baldwin, 2016; Le and Mikolov, 2014a). The relevance of reviewer to the submission is usually calculated as some measure of similarity between the vectors, the most commonly used measure being cosine similarity.

**Graph Models** These models rely on meta information such as coauthors, venue and citations extracted from the publications. (Liu et al., 2014) use co-author network, with weights of the edges indicating the number of papers in co-authorship. We consider this meta information as complimentary information which can be used in addition to the content of the document. Since our focus in this paper is relevance matching based on the content, we will leave it for the future work.

### 7 Future Work

For future work, we point to new, synergistic research directions that can further improve the results.

- Explore more effective methods to capture concepts which are semantically equivalent without changing the domain of expertise.
- Use meta-data for more informed recommendations

### 8 Conclusion

In summary, we propose an automated approach to reviewer recommendation that relies on a reviewer’s previously published work. This work extracts explicit, interpretable published work instead of ambiguous topic vectors or distributions. By considering these concepts and their co-occurring concept group as a clique and formulating the clique-document matrix, the system can capture the local context in which a reviewer studied a concept. This proposed approach shows an improved precision and explainability of results over the existing methods, illustrating the importance of local contexts. Furthermore, we also explained the procedure we followed to build a new dataset to overcome the limitations of prior datasets.
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