Coalescence of spectral singularities and phase diagrams for one-dimensional \( PT \)
symmetric photonic crystals

Kun Ding, Z. Q. Zhang, and C. T. Chan†

Department of Physics and Institute for Advanced Study, The Hong Kong University
of Science and Technology, Clear Water Bay, Hong Kong

† Corresponding E-mail: phchan@ust.hk

Abstract

Non-Hermitian systems with parity-time (\( PT \)) symmetric complex potentials can exhibit a phase transition when the degree of non-Hermiticity is increased. Two eigenstates coalesce at a transition point, which is known as the exceptional point (EP) for a discrete spectrum and spectral singularity for a continuous spectrum. The existence of an EP is known to give rise to a great variety of novel behaviors in various fields of physics. In this work, we study the complex band structures of one-dimensional photonic crystals with \( PT \) symmetric complex potentials by setting up a Hamiltonian using the Bloch states of the photonic crystal without loss or gain as a basis. As a function of the degree of non-Hermiticity, two types of \( PT \) symmetry transitions are found. One is that a \( PT\)-broken phase can re-enter into a \( PT\)-exact phase at a higher degree of non-Hermiticity. The other is that two spectral singularities, one originating from the Brillouin zone center and the other from the Brillouin zone boundary, can coalesce at some \( k\)-point in the interior of the Brillouin zone and create a singularity of higher order. Furthermore, we can induce a band inversion by tuning the filling ratio of the photonic crystal, and we find that the geometric phases of the bands before and after the inversion are independent of the amount of non-Hermiticity as long as the \( PT\)-exact phase is not broken. The standard concept of topological transition can hence be extended to non-Hermitian systems.

PACS numbers: 42.25.Bs, 11.30.Er, 42.70.Qs
Section I. Introduction

Non-Hermitian systems can exhibit many interesting phenomena [1,2]. The extension of Hermitian Hamiltonians to non-Hermitian ones can be achieved mathematically by various ways, such as by introducing a complex potential or adding asymmetric losses to the system [2,3]. It is also recognized that if the complex potential has parity-time (PT) symmetry, the system will possess real eigenvalues at small non-Hermiticity and when the non-Hermiticity is sufficiently large, the system will experience a phase transition at an exceptional point (EP).

In optics, the dielectric constant often plays the role of potential. If the material possesses the property of $\varepsilon(x) = \varepsilon^*(-x)$, the system is PT-symmetric because the system restore itself after simultaneous parity and time-reversal operations. Such systems have been extensively studied recently and a great variety of interesting phenomena have been discovered, including unusual beam dynamics within paraxial approximations [4-6], lasing effect [7-9], unidirectional transmission [10-12], negative refraction [13], single particle sensors [14] and others [15-20]. Since it is not easy to achieve PT-symmetry experimentally, several ways have been proposed to avoid the use of gain in a system. For example, a system with asymmetric loss is equivalent to a PT-symmetric system with a background of uniform loss, and so no gain is required to achieve an EP [3, 21-24]. In a system with many coupled modes, the emergence of multiple EPs and their interactions can occur under system parameter variation [25-27]. Their interactions and the associated topological properties have been studied in both microwave cavities [25,26] and acoustics systems [27]. For systems with continuous spectra, various PT-symmetric photonic crystals (PCs) have been considered by studying complex band structures. In such periodic systems, an EP normally occurs when a gap is closed at some high symmetry point of the Brillouin zone. Thus, this kind of EP is also called spectral singularities [28-33]. For example, in the PT-symmetric plasmonic waveguides, EPs can close the gap formed by two branches of surface plasmon polariton [28]. EPs can also close band gaps in PT-symmetry honeycomb PCs [29,30]. A ring of EPs can exist near a
Dirac-like cone in 2D PCs [33].

In this paper, we investigate the evolution of complex band structures in a 1D PT-symmetric PC as the amount of non-Hermiticity increases continuously. We found two types of PT phase diagram. In the first type, a PT-broken phase can re-enter into the PT-exact phase when the non-Hermiticity is further increased. In the other type, two EPs (or spectral singularities) coalesce and produce a singularity of higher order. In addition, we tune the filling ratio of the photonic crystal to induce a band inversion. We show that the Zak phases of the bands before and after the inversion are independent of the amount of non-Hermiticity before the PT-exact phase is broken. This generalizes the concept of topological transition from Hermitian systems to non-Hermitian systems. The paper is organized as follows. In Section II, we formulate the model Hamiltonian to study the complex band structures of 1D PT-symmetric PCs. The numerical results of complex band structures together with the two types of phase diagram are presented in Section III. The calculation of Zak phase for non-Hermitian systems are presented in Section IV for both separated and entangled bands. Conclusions are drawn in Section V.

**Section II. Formulation of Model Hamiltonian**

The system studied is a 1D PC with a PT-symmetric complex dielectric constant. Each unit cell of the PC consists of four dielectric layers as shown in Fig. 1(a). The dielectric constants of these layers are \( \varepsilon_b - i\Gamma_b \), \( \varepsilon_a + i\Gamma_a \), \( \varepsilon_a - i\Gamma_a \), and \( \varepsilon_b + i\Gamma_b \), respectively. In the absence of gain or loss, this system is a simple superlattice formed by alternating layers of A and B with dielectric constants \( \varepsilon_a \) and \( \varepsilon_b \), respectively. By taking the middle plane of the A layer as the origin of the system, we see that \( \varepsilon(x) = \varepsilon'(−x) \) and the system is PT-symmetric, i.e., the system restores itself after simultaneous parity and time reversal operations. In this work, we set \( \Gamma_a = \Gamma_b = \Gamma \) for simplicity.

The electric field in the layer satisfies the following Helmholtz equation [34],
\[
\frac{d^2}{dx^2} + \left(\frac{\omega}{c}\right)^2 \varepsilon(x) E(x) = 0. \tag{2.1}
\]

The eigenfrequency and eigenfunction of a Bloch state can be obtained using the transfer matrix method (TMM), which relates the fields between two adjacent unit cells [35], i.e.,

\[
M \cdot \begin{pmatrix} a_i \\ b_i \end{pmatrix} = e^{ik\Lambda} \begin{pmatrix} a_i \\ b_i \end{pmatrix}, \tag{2.2}
\]

where \( M = \prod_{p=1}^{4} M_p \) is total transfer matrix for one unit cell, \( a_i, b_i \) are the field amplitudes of forward-going and backward-going waves in the \( l \)-th layer, \( k \) is Bloch wave vector and \( \Lambda \) is the lattice constant. In the absence of loss or gain in the system \((\Gamma = 0)\), the dispersion relations obtained from Eq. (2.2) are shown by solid lines in Fig. 1(b), which includes 6 lowest bands and 5 lowest gaps. In the calculation, we have chosen \( \varepsilon_a = 3.8, \ \varepsilon_b = 1 \) and \( \mu_a = \mu_b = 1 \). The thicknesses of the A and B layers are \( d_a = 0.42\Lambda \), and \( d_b = 0.58\Lambda \), respectively. To calculate the complex band structures when \( \Gamma \neq 0 \), we construct a model Hamiltonian using the Bloch states obtained at any fixed value of \( k \) with \( \Gamma = 0 \) as a basis for the case when \( \Gamma \neq 0 \). The Bloch states for \( \Gamma = 0 \) can be expressed as \( E_{nk}^{(0)}(x) = u_{nk}(x)e^{ikx} \), where \( n \) denotes the band index and is a positive integer. The periodic function \( u_{nk}(x) \) and the corresponding eigenfrequency \( \omega_n(k) \) can be obtained from Eq. (2.2). Since the system possesses inversion symmetry when \( \Gamma = 0 \), \( u_{nk}(x) \) is either symmetric or anti-symmetric at the Brillouin center or boundaries. In Fig. 1(b), we also show the symmetry of the Bloch states at band edges with the solid red circles representing even modes, i.e., \( u_{nk}(-x) = u_{nk}(x) \) and the solid grey circles representing odd modes, i.e., \( u_{nk}(-x) = -u_{nk}(x) \), where \( k\Lambda/2\pi = 0 \) or \( \pm 0.5 \). To construct the model Hamiltonian for any given \( k \), we express the Bloch wavefunctions of the
\( PT\)-symmetric system as \( E_{nk}^{PT}(x) = \tilde{u}_{nk}(x)e^{ikx} \) with \( \tilde{u}_{nk}(x) = \sum_{m=1}^{\infty} \alpha_{n,mk} u_{mk}(x) \).

Substituting this expansion into Eq. (2.1), we arrive
\[
\sum_{n=1}^{\infty} \alpha_{m,nk} \left[ \left( \frac{\partial_{m}}{c} \right)^2 - \left( \frac{\alpha_{n}(k)}{c} \right)^2 \right] \varepsilon_{r}(x) + \left( \frac{\partial_{m}}{c} \right)^2 i \varepsilon_{i}(x) \right] u_{nk}(x) = 0, \tag{2.3}
\]
where \( \varepsilon_{r} \) and \( \varepsilon_{i} \) are, respectively, the real and imaginary parts of the dielectric constant, and \( \omega_{n}(k) \) and \( \tilde{\omega}_{m} \) are, respectively, the eigenfrequencies when \( \varepsilon_{i}(x) = 0 \) and \( \varepsilon_{i}(x) \neq 0 \). Multiplying Eq. (2.3) by \( u_{nk}^{*}(x) \) and then integrating within a unit cell, we obtain
\[
\sum_{n=1}^{\infty} \left( \frac{\alpha_{n}(k)}{c} \right)^2 \left( \bar{\varepsilon}_{r}(k) \right)_{n,n} \alpha_{m,nk} = \left( \frac{\partial_{m}}{c} \right)^2 \sum_{n=1}^{\infty} \left[ \left( \bar{\varepsilon}_{r}(k) \right)_{n,n} + i \left( \bar{\varepsilon}_{i}(k) \right)_{n,n} \right] \alpha_{m,nk}, \tag{2.4}
\]
in which \( \left( \bar{\varepsilon}_{r,t}(k) \right)_{n,n} = \int dx \, u_{nk}^{*}(x)\varepsilon_{r,t}(x)u_{nk}(x) \). Eq. (2.4) can be rewritten as an eigenvalue problem
\[
H \cdot \bar{p} = H_{1}^{-1} H_{2} \cdot \bar{p} = \left( \frac{\alpha}{c} \right)^2 \bar{p}, \tag{2.5}
\]
where \( \bar{p} = (\alpha_{1}, \cdots, \alpha_{n}, \cdots)^{T} \), \( (H_{1})_{n,n} = \left( \bar{\varepsilon}_{r}(k) \right)_{n,n} + i \left( \bar{\varepsilon}_{i}(k) \right)_{n,n} \), and \( (H_{2})_{n,n} = \left( \frac{\omega_{n}(k)}{c} \right)^2 \left( \bar{\varepsilon}_{r}(k) \right)_{n,n} \). Here \( H \) can be considered as an equivalent non-Hermitian Hamiltonian for the \( PT\)-symmetric PCs and the eigenfrequency \( \omega \) is complex in general. The formation of Hamiltonian (2.5) offers us an easy way to investigate the complex band structures of \( PT\)-symmetric PCs as a function of non-Hermiticity. It also helps us to understand the roles played by various non-Hermitian interactions \( \left( \bar{\varepsilon}_{r,t} \right)_{n,n} \) in determining the complex phase diagrams. Since the gap is the smallest at Brillouin center or boundaries, a spectral singularity will first appear at these high symmetry points due to the presence of the non-Hermitian term \( \left( \bar{\varepsilon}_{r}(k) \right)_{n,n} \) at \( k\Lambda/2\pi = 0 \) or \( \pm 0.5 \). Since \( \varepsilon_{i}(x) \) is an odd function of \( x \), \( \left( \bar{\varepsilon}_{r} \right)_{n,n} \) is nonzero only when the modes \( n' \) and \( n \) have the opposite symmetries. The
existence of a non-zero \((\vec{r}_i(k))_{\nu n}\) represents an attractive interaction between \(n'\) and \(n\). For two adjacent modes, such attractive interaction can give rise to an EP.

**Section III. Complex Band Structures and PT Phase Diagrams**

As we turn on the gain and loss, some gap at the Brillouin center or boundaries will close at a certain critical value of \(\Gamma\), giving rise to a spectral singularity. As the value of \(\Gamma\) is further increased, the spectral singularity moves away from the Brillouin center or boundaries giving rise to a region of \(PT\)-broken phase in \(k\) space. In the meantime, some other gap will close and produces another spectral singularity. This process is shown in Fig. 2 where the complex band structures for four different values of \(\Gamma\) are shown, in which the solid lines are obtained by using Eq. (2.5) including 14 lowest bands in the calculation. For comparison, we also calculate the complex band structures using a Finite Element Method (FEM) [36] as shown by open dots in Fig. 2. Excellent agreements are found for both real and imaginary parts of the eigenfrequencies for the 5 lowest bands we are concerned in this study. This verifies that the truncation of 14 bands in the model Hamiltonian is accurate enough to produce the essential physics.

At \(\Gamma=0.1\), the real and imaginary parts of the eigenfrequencies are shown, respectively, by black and blue lines in Figs. 2(a) and 2(b). We see that at this small value of \(\Gamma\) all four lowest gaps remain open and the eigenfrequencies in all four bands remain real. When the value of \(\Gamma\) is increased to some critical value, a spectral singularity first appears at the Brillouin center or boundaries where the gap is the smallest. With further increase of \(\Gamma\), the spectral singularity moves away from the center or boundaries and form a region of \(PT\)-broken phase. Figs. 2(c) and 2(d) show the band structures at \(\Gamma=0.5\). It shows that the second, third and fourth gaps have already passed their respective critical \(\Gamma\) for gap closing and have entered the regime of \(PT\)-broken phases, which are marked in the figure by green, gray and yellow solid circles, respectively. These spectral singularities are marked by the letters \(M\), \(S\), and \(N\) in Fig. 2(c). Since the complex band structures of our system possess
mirror symmetry in $k$ space, i.e. $\omega(k) = \omega^*(-k)$, the spectral singularities always appear in pairs [37].

If we further increase $\Gamma$ to 1.0, the regions of $PT$-broken phase for the second and third gaps are expanded as shown in Figs. 2(e) and 2(f). On the contrary, we note that the $PT$-broken phase created by the fourth gap disappears and the gap re-opens. The reopening of the gap is due to the attractive interaction between the fourth band and the sixth band, which is much stronger than the interaction between the fourth and fifth bands. To illustrate this, we plot in Fig. 3 the complex frequency trajectories as functions of $\Gamma$ (dotted lines) for the three band edge states of the fourth, fifth and sixth bands at $k\Lambda/2\pi = 0$. From the symmetries of these states shown in Fig. 1(b), we see that the lowest two states mix and merge first at some critical $\Gamma$ due to opposite symmetries as we stated in section II. As $\Gamma$ is further increased, the re-emergence of a $PT$-exact phase at a higher $\Gamma$ suggests a de-mixing mechanism due to the dominant attractive interaction between the lowest frequency state and the highest state, which tends to pull the lowest state out of the broken phase, restoring the $PT$ symmetry of the wavefunction. Such a coalescence and re-bifurcation cannot occur in a 2x2 system. In order to verify that this mechanism is due to multiple state coupling, we construct a reduced 3x3 Hamiltonian including only these three states in Eq. (2.5). The results are shown by solid lines in Fig. 3. The qualitative agreement between the dotted and solid lines confirms that the re-entry behavior comes from interaction with the third state. Further increasing $\Gamma$ to 2.0, as shown in Figs. 2(g) and 2(h), we discover that the spectral singularities labeled as $M$ and $S$ coalesce with each other at some special $k$-point in the Brillouin zone denoted by $R$ in Fig. 2(g) at which the imaginary parts of the eigenfrequencies bifurcate in both directions of $k$ as shown in Fig. 2(h). Like the re-entry behavior, such a coalescence of spectral singularities is also a result of many-state interaction [27].

It should be pointed out that the model Hamiltonian Eq. (2.5) has two independent parameters $\Gamma$ and $k$. The coalescence of two states can be induced by varying either one. The spectral singularity hence resides in a two dimensional space
For the case $\Gamma=1.0$, we plot the trajectories of the spectral singularities $M$, $S$, $R$ in (a) and $N$ in (b) in the $(k, \Gamma)$ space. In Fig. 4(a), the spectral singularities $M$ and $S$ first appear at $k\Lambda/2\pi=0$ and $k\Lambda/2\pi=0.5$ when $\Gamma$ reaches its respective critical value at 0.346 and 0.371. They move towards each other when $\Gamma$ is increased, and coalesce with each other at $\Gamma=1.82$ and wavevector $k\Lambda/2\pi=0.31$, creating a higher order singularity labeled as $R$ in Figs. 2(g) and 4(a). After the coalescence, the singularity $R$ moves continuously towards the Brillouin boundaries, as shown by yellow lines in Fig. 4(a). The trajectories of $M$ and $S$, as shown by blue and red lines in Fig. 4(a), respectively, divide the parameter space $(k, \Gamma)$ into a $PT$-exact phase (white region) and a $PT$-broken phase (gray region). Figure 4(b) shows a different $PT$ phase diagram for the spectral singularity $N$. It firstly appears at the Brillouin center, and then move towards the Brillouin boundaries. However, the trajectories turn around at some $\pm k_{max}$ and move back to the center, forming a closed loop enclosing an island of $PT$-broken phase inside the loop and a $PT$-exact phase outside. Thus, the loop represents a ring of spectral singularities in the $(k, \Gamma)$ plane. These two types of $PT$ phase diagram have distinct topological characteristics as will be discussed below.

To identify the order of singularity for points $S$, $M$, $R$ and $N$, we study the phase rigidity $r_j$ for bands $j=2, 3$ and 4 defined as $r_j(k) = \langle \tilde{u}_j^R | \tilde{u}_j^R \rangle^{-1}$, where $|\tilde{u}_j^R\rangle$ are the normalized right eigenstates [38]. Phase rigidity measures the amount of mixing of two states near an EP. It vanishes at the EP according to a power-law behavior. For a normal EP, it is well known that the exponent of the power of the phase rigidity is $1/2$. To verify this, we plot the phase rigidity of the second, third, and fourth bands for the case $\Gamma=1.0$ in Fig. 5(a). It is found that phase rigidities for the states on the second and on the third bands merge and vanish at the $M$ spectral singularity, whereas the phase rigidity for the states on the third and on fourth bands merge and vanish at the $S$ spectral singularity. In the inset of Fig. 5(b), we show the log-log plot of the phase rigidity function near the $S$ spectral singularity. A slope of $1/2$ is clearly shown, indicating the singular behavior of a normal EP. However, the phase rigidities for the
second, third and fourth bands near the $R$ singularity exhibit a very different behavior, as shown in Fig. 5(b). We see that the phase rigidities for the states on all these three bands merge and vanish at the $R$ point, indicating that there exist two defective states at this point. The log-log plot of the phase rigidity near this point gives a linear line with slope 2/3 as shown in the inset of Fig. 5(b). This is consistent with the prediction of Refs. [26,27].

**Section IV. Band Inversion in 1D $PT$ symmetric PC**

Band inversion in Hermitian systems such as the Su-Schrieffer-Heeger model [39], topological insulators [40], and photonic crystals [41] has played a central role in band topological properties. Band inversion is known to change the band topological invariants such as Chern number in 2D and Zak phase in 1D and give rise to surface or interface states [39-42]. Here we are interested to know whether this concept can be generalized to the case of non-Hermitian systems. To investigate this, we focus on the third gap in Fig. 1(b). A band inversion can be induced by varying the filling ratio $d_a / \Lambda$. In the absence of gain and loss, the third gap closes when a critical filling ratio $(d_a / \Lambda)_c = 0.5064$ is reached as shown in Fig. 6(b). From the calculation of Zak phase for the band below the gap, we find that $\theta_z = \pi$ when $(d_a / \Lambda) < (d_a / \Lambda)_c$ and $\theta_z = 0$ when $(d_a / \Lambda) > (d_a / \Lambda)_c$. Away from the critical filling ratios, the gap increases and can be closed by applying a non-zero $\Gamma$. Two red lines shown in Fig. 6(b) denote the lines of spectral singularities on which the gap is closed. Below these red lines, the system is in a $PT$-exact phase which means that the gap is still open. Above these lines, the gap is closed and the system is in the $PT$-broken phase. We calculate the Zak phase for the two points marked by the two white stars in Fig. 6(b). The corresponding complex band structures are shown in Figs. 6(a) and 6(c), respectively. In general, bands can be entangled and the non-Abelian Zak phase can be calculated by using the following bilinear product [38,43].
\[
\theta_{\text{nz}} = \text{Im} \left[ \log \det \left( \prod_k M^{(k,b)}_{mn} \right) \right],
\]

where \( M^{(k,b)}_{mn} = \langle \tilde{u}_{m,k}^L | \tilde{u}_{n,k+b}^R \rangle \), \( m,n = 1, \ldots, Z \) and \( Z \) is the dimension of \( M^{(k,b)} \) which labels the number of entangled bands. In the case of \( PT \)-exact phase, the bands concerned are separated and we take \( Z = 1 \). The calculated Zak phases for the bands in Figs. 6(a) and 6(c) are indicated on each band. It is interesting to see that all Zak phases are still either 0 or \( \pi \), as in the case of Hermitian systems. And the bands immediately below and above the third gap remain unchanged from the case of \( \Gamma = 0 \). Thus, we can generalize the concept of band inversion from a Hermitian system to a non-Hermitian one as long as the system is in the \( PT \)-exact phase. In the \( PT \)-broken phase when the third gap is closed, the bands below and above become entangled. The total non-Abelian Zak phase calculated by using Eq. (4.1) with \( Z = 2 \) is no longer a topological invariant. Its value changes continuously with \( \Gamma \). Thus, a topological transition (orange arrow line in Fig. 6(b)) can still be defined when the system goes from blue region to dark-gray region even though it has traversed a \( PT \)-broken phase.

**Section V. Conclusions**

In conclusion, we have found two types of \( PT \) phase diagrams in 1D \( PT \)-symmetric PCs. In one type, the \( PT \)-broken phase becomes an island in the \( (k, \Gamma) \) phase space encircled by a ring of spectral singularities, surrounded by a continuous domain of \( PT \)-exact phase. In this type of \( PT \)-symmetry transition, Bloch eigenstates with a fixed \( k \) will first enter from a \( PT \)-exact phase to a \( PT \)-broken phase as the loss/gain parameter is increased but will re-enter into a \( PT \)-exact phase as the loss/gain is further increased. Another type is the coalescence of spectral singularities. In this type of \( PT \)-symmetry transition, increase of loss/gain will induce spectral singularities at the zone center and zone boundary, and the spectral singularities move towards each other and merge to form a line of spectral singularity in the \( (k, \Gamma) \) phase.
space and the spectral singularity is of a higher order singularity than those found in ordinary exceptional points. Finally, it is shown that the concept of topological transition as a band gap closes and re-opens due to band inversion can be generalized to non-Hermitian systems as long as the system is still in the $PT$-exact phase.
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Figure 1. (color online) (a) Schematic picture of the unit cell of a PT-symmetric photonic crystal, and the profile of real/imaginary parts of the dielectric constants \((\text{Re}(\varepsilon)/\text{Im}(\varepsilon))\) in one unit cell. (b) Calculated band structure for the photonic crystal without loss or gain \((\text{Im}(\varepsilon) = 0, \text{solid blue line})\) with system parameters \(d_a = 0.42\Lambda\), \(d_b = 0.58\Lambda\), \(\varepsilon_a = 3.8\), \(\varepsilon_b = 1\) and \(\mu_a = \mu_b = 1\). The solid red circle marks an even mode \((u_{nk}(x) = u_{nk}(-x))\), and the solid grey marks an odd mode \((u_{nk}(x) = -u_{nk}(-x))\). Band numbers are indicated on each band.
Figure 2. (color online) Complex band structures at $\Gamma(=\Gamma_a=\Gamma_b)=0.1$ (a,b), $\Gamma(=\Gamma_a=\Gamma_b)=0.5$ (c,d), $\Gamma(=\Gamma_a=\Gamma_b)=1.0$ (e,f), and $\Gamma(=\Gamma_a=\Gamma_b)=2.0$ (g,h). All the other parameters are the same as shown in Fig. 1(b). The top four panels (a,c,e,g) plot the real parts of the eigenfrequencies, and the bottom four panels (b,d,f,h) plot the imaginary parts of the eigenfrequencies. Solid lines are calculated by Hamiltonian (2.5) and all the dots are calculated by full wave simulations, in which magenta dots label $PT$-exact states, and green/gray/yellow dots label $PT$-broken states. The letters $M$, $S$, $N$, and $R$ denote the spectral singularity points.
Figure 3. (color online) (a) Real parts, and (b) imaginary parts of eigenfrequencies for the states at $k\Lambda/2\pi = 0$ on the fourth, fifth, and sixth bands as functions of $\Gamma$, in which diamond dots are calculated by the full Hamiltonian and solid lines are obtained by using the $3\times3$ reduced Hamiltonian.
Figure 4. (color online) Trajectories of the spectral singularities in $(k, \Gamma)$ space for the parameters given in Fig. 1(b): (a) $M$ (blue line), $S$ (red line), $R$ (yellow line) and (b) $N$ (magenta line). Gray region stands for the PT-broken phases, and white region stands for the PT-exact phases.
Figure 5. (color online) Phase rigidities of the states on the second-band (red dots), third-band (blue dots) and fourth-band (dark-cyan dots) as functions of Bloch $k$ for (a) $\Gamma(=\Gamma_a=\Gamma_b)=1.0$, and (b) $\Gamma(=\Gamma_a=\Gamma_b)=2.0$. The inset shows a log-log plot of phase rigidity versus $|k-k_0|$ for the spectral singularities $S$ (red line) and $R$ (blue line) respectively.
Figure 6. (color online) The central panel (b) shows the trajectory of the spectral singularity $S$ in $(d_a/\Lambda, \Gamma)$ space (red lines) for parameters $\varepsilon_a = 3.8$, $\varepsilon_b = 1$ and $\mu_a = \mu_b = 1$. Light gray region stands for the $PT$-broken phase, and blue/dark-gray regions are the $PT$-exact phases. Typical complex band structures before and after the band inversion are shown in (a) and (c) for two points shown by white stars. The calculated Zak phase for each band is also shown. The yellow regions in (a) and (c) highlight the concerned gap. The orange arrow line in (b) shows the topological transition from blue region to dark-gray region.