Team Channel-SLAM: A Cooperative Mapping Approach to Vehicle Localization
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Abstract—Vehicle positioning is considered a key element in autonomous driving systems. While conventional positioning requires the use of GPS and/or beacon signals from network infrastructure for triangulation, they are sensitive to multi-path and signal obstruction. However, recent proposals like the Channel-SLAM method showed it was possible in principle to in fact leverage multi-path to improve positioning of a single vehicle. In this paper, we derive a cooperative Channel-SLAM framework, which is referred as Team Channel-SLAM. Different from the previous work, Team Channel-SLAM not only exploits the stationary nature of reflecting objects around the receiver to characterize the location of a single vehicle through multi-path signals, but also capitalizes on the multi-vehicle aspects of road traffic to further improve positioning. Specifically, Team Channel-SLAM exploits the correlation between reflectors around multiple neighboring vehicles to achieve high precision multiple vehicle positioning. Our method uses affinity propagation clustering and cooperative particle filter. The new framework is shown to give substantial improvement over the single vehicle positioning situation.

Index Terms—vehicular localization, SLAM, positioning and tracking techniques, radio based localization, 5G

I. INTRODUCTION

Positioning is widely considered to play a key role in vehicular navigation and autonomous driving [1]. However, the typical positioning approaches like GPS, IMU and LiDAR can be limited by obstruction, error accumulation or severe weather conditions [1]. The development of 5G has improved the time resolution and angle resolution greatly [2], which brings new opportunities for radio based localization and navigation.

There are already many interesting contributions to the radio based positioning problems [3]–[6]. However, multi-path propagation has long been regarded as a drawback for radio based localization technologies. Hence many contributions focus on multi-path elimination and LOS path extraction [7], [8]. But recent research found that multi-paths can bring additional information for localization, which makes it possible to turn them from foe to friend in the context of radio based localization [9]. In this context, [10] presents a NLOS identification and localization scheme and [11] presents an algorithm to estimate the position and the size of vehicle by using multipaths when LOS link is obstructed. While the above methods are typically presented in the context of estimation from a single time-slot worth of data, they can easily be extended to multiple time slot processing as some features (like reflecting planes) remain static over multiple time slots, which will further enhance positioning in the presence of noise.

As another powerful alternative, the so-called Channel-SLAM based method was proposed [12]. This technique estimates the user’s position with a simultaneous localization and mapping method. There has been several Channel-SLAM based variants in the literature, but all of them are aiming at single vehicle localization [13]–[16]. However, as a crucial point raised in this paper, in moderately dense traffic or even normal traffic scenario, we can expect groups of 2 or 3 vehicles to closely follow each other, leading to a situation where these vehicles will share at least one or two key reflectors. These reflectors can be multiple observed by vehicles in different positions, so that they can be estimated through multiple observations from both time domain and space domain.

In this paper, a new method referred to as Team Channel-SLAM is proposed to exploit the multi-vehicle nature of typical road traffic and the ability for different vehicles to cooperate with each other so as to improve the localization performance. The key point behind this contribution is the recognition that the existence of several common reflectors provide additional structure to the multiple vehicle localization problem, hence leading to improved estimation performance. In the Channel-SLAM algorithm, the reflectors are associated with the existence of virtual transmitters (VT) from which reflections appear to originate from. In our new framework, the VT corresponding to reflectors that are shared by multiple vehicles are merged together, giving rise to common virtual transmitters (CVT). Affinity propagation based clustering method is used for CVT cluster formation. Then CVT particle filters and vehicle particle filters are used to locate and track the position of vehicles cooperatively, where the former is used for CVT positioning and the latter is used for vehicle localization. Numerical results show that Team Channel-SLAM leads to over 40% improvement over single vehicle situation when traffic density as low as 4 vehicles per 140 meters in an 8-lane road.
LOS signal to the moving vehicle. The mirror symmetry of the scatter point can be seen as a virtual transmitter originating from the observation plane multiplied by speed of light. As mentioned in section II-A, the travel distance of a multi-path can be modeled as a LOS path distance from a VT plus an additional distance.

where \( \tilde{R} (a, b) = (\cos a \sin b, \sin a \sin b, \cos b) \) is the vector of polar angle \( a \) and azimuth angle \( b \). \( d_{VT(m,i,m)}(t_k) \) is zero if there is no scattering, otherwise \( d_{VT(m,i,m)}(t_k) \) is larger than zero.

### II. SYSTEM MODEL

#### A. State Model

We consider a scenario with one base station (BS) and \( M \) vehicles. Each vehicle is equipped with one radio user equipment. The state of \( m \)-th vehicle at time \( t_k \) is denoted as

\[
X_{V_m}(t_k) = \{ r_{V_m}(t_k), \nu_{V_m}(t_k) \}
\]

where \( r_{V_m}(t_k) \in \mathbb{R}^2 \) and \( \nu_{V_m}(t_k) \in \mathbb{R}^2 \) are its position and velocity, respectively.

As shown in Fig. 1 the multi-path at time \( t_k \) for vehicle \( m \) can be modeled as a LOS link signal originating from a VT adding an additional distance, where the position of VT is constant over time [12]. So the state of VTs from vehicle \( m \) can be denoted as

\[
X_{VT(m,i,m)}(t_k) = \{ r_{VT(m,i,m)}(t_k), d_{VT(m,i,m)}(t_k) \}_{i_m=1}^{N_m(t_k)}
\]

where \( N_m(t_k) \) is the number of multi-paths for vehicle \( m \) at time slot \( t_k \), and \( r_{VT(m,i,m)}(t_k), d_{VT(m,i,m)}(t_k) \in \mathbb{R}^3 \) denote the position and additional distance for corresponding VT, respectively.

#### B. Observation Model

The observations from vehicles include Time of Arrival (ToA) and Angle of Arrival (AoA), which can be extracted from the signals received at the base station. The observation for vehicle \( m \) at time \( t_k \) is denoted as

\[
Z_m(t_k) = \{ \alpha_{(m,i,m)}(t_k), \hat{d}_{(m,i,m)}(t_k) \}_{i_m=1}^{N_m(t_k)}
\]

\[
\alpha_{(m,i,m)}(t_k) = (\hat{\theta}_{(m,i,m)}, \hat{\varphi}_{(m,i,m)}),
\]

where \( \hat{\theta}_{(m,i,m)} \) and \( \hat{\varphi}_{(m,i,m)} \) stand for the polar angle and azimuth angle of AoA estimation, and \( \hat{d}_{(m,i,m)}(t_k) \) is the ToA estimation multiplied by speed of light. As mentioned in section II-A, the travel distance of a multi-path can be modeled as a LOS path distance from a VT plus an additional distance.

\[
r_{VT(m,i,m)}(t_k) = r_{V_m}(t_k) + \Delta_{(m,i,m)}(t_k) \cdot \tilde{R} (\alpha_{(m,i,m)}(t_k))
\]

\[
\Delta_{(m,i,m)}(t_k) = \hat{d}_{(m,i,m)}(t_k) - d_{VT(m,i,m)}
\]

where \( \tilde{R} (a, b) = (\cos a \sin b, \sin a \sin b, \cos b) \) is the vector of polar angle \( a \) and azimuth angle \( b \). \( d_{VT(m,i,m)}(t_k) \) is zero if there is no scattering, otherwise \( d_{VT(m,i,m)}(t_k) \) is larger than zero.

### III. CVT CLUSTER FORMATION

As shown in Fig. 2 we denote the number of VTs observed by vehicle \( m \) at time \( t_k \) as \( N_m(t_k) \), so there is totally \( \sum_{m=1}^M N_m(t_k) \) different VTs at time \( t_k \). However, a group of VTs may find themselves in the same location when those VTs are observed by: a) all the LOS links received by different vehicles, b) two or more multi-paths received by different vehicles with the same reflecting plane, c) two or more multi-paths received by different vehicles with the same scattering point. In this case, they can be treated as one common virtual transmitter (CVT). What’s more, for situation b), if the Cartesian equations of two reflecting planes are the same, the VTs observed from multi-paths reflected by the two planes can also be seen as one CVT, for the position of them are also the same in theory.

However, those VTs treated as one CVT are usually not completely identical because the noise corrupts the observations. But they should be close with each other, so most likely there will be clusters of VTs in multiple vehicle scenario, where each cluster constitutes multiple observations for one CVT. This will be the role of the clustering algorithm to link together a group of neighboring VTs.

The key advantage of the above clustering technique is that the position of CVTs can be then estimated on the basis a greater amount of the observations from the different neighboring vehicles.

Affinity propagation [17], [18] can cluster a group of nodes by choosing an exemplar (cluster head) for each node without preknowledge of cluster number and size. The logarithm of the distance between VTs is defined as the similarity value.

\[
s(p, q) = -\ln (\| r_{VT_p} - r_{VT_q} \| + 1), p \neq q
\]

\[
r_{VT_p}, r_{VT_q} \in \{ r_{VT(m,i,m)} | m=M, i=1, i_m=1 \}
\]

where \( s(p, q) \) is the similarity value of VT \( p \) with respect to VT \( q \), which indicates how well VT \( q \) is suited to be the exemplar for VT \( p \) [17].
The affinity propagation algorithm continuously updates and iterates a so-called responsibility value \( r(p,q) \) and availability value \( a(p,q) \), where the former means the accumulated evidence for how well-suited VT \( q \) can serve as the exemplar for VT \( p \) and the latter means the accumulated evidence for how appropriate it would be for VT \( p \) to choose VT \( q \) as its exemplar [17]. Finally, for VT \( p \), the VT \( q \) that maximizes the sum of responsibility value and availability value is selected as an exemplar of VT \( p \) [17]. The iteration of affinity propagation for CVT cluster formation is done as follows:

i) Calculate the responsibility value:
\[
 r(p,q) \leftarrow s(p,q) - \max_{q' \neq p,q} \{ a(p,q') + s(p,q') \} \quad (6)
\]

ii) Damp the responsibility value:
\[
 r(p,q) \leftarrow (1 - \lambda) r(p,q) + r(p,q)_{\text{old}} \quad (7)
\]
where \( \lambda \) is damping factor between 0 and 1, and \( r(p,q)_{\text{old}} \) is the responsibility value at previous iteration.

iii) Calculate the availability value:
\[
 a(p,q) \leftarrow \min \left\{ 0, r(p,q) + \sum_{p' \neq p,q} \max \left\{ 0, r(p',q) \right\} \right\} \quad (8)
\]

iv) Damp the availability value:
\[
 a(p,q) \leftarrow (1 - \lambda) a(p,q) + a(p,q)_{\text{old}} \quad (9)
\]

v) Calculate the self-availability value:
\[
 a(q,q) \leftarrow \sum_{p' \neq q} \max \{ 0, r(p',q) \} \quad (10)
\]

vi) Choose exemplars:
\[
 \begin{align*}
 &\text{if } \text{iter} > N_{\text{iter}} \quad E_p = \arg \max_p \{ a(p,q) + r(p,q) \} \\
 &\text{if } \text{iter} \leq N_{\text{iter}} \quad \text{return 1}
\end{align*}
\]
where \( E_p \) is the exemplar for VT \( p \).

After the above steps, exemplars are chosen for each VT and those VTs with the same exemplar will make up one CVT cluster. Let \( N_C(t_k) \) denote the number of clusters. The state of CVT cluster is denoted as
\[
 X_C(t_k) = \{ X_{C_u}(t_k) \}_{u=1}^{N_C(t_k)} \quad (12)
\]
where \( X_{C_u}(t_k) = \{ \text{CVT}_u(t_k), \text{CVTI}_u(t_k) \} \) is the state of CVT cluster \( u \). \( \text{CVT}_u(t_k) = \{ r_{C_u}(t_k), d_{C_u}(t_k) \} \) is the position and additional distance of CVT cluster \( u \), respectively.
\[
 r_{C_u}(t_k) = \mathbb{E} \{ r_{VT}(i_u(t_k)) \}, \quad i_u = 1, 2, ..., N_u(t_k) \\
 d_{C_u}(t_k) = \mathbb{E} \{ d_{VT}(i_u(t_k)) \}, \quad i_u = 1, 2, ..., N_u(t_k)
\]
\( \mathbb{E}(\cdot) \) is the expectation operator and \( N_u(t_k) \) is the number of VT observations in CVT cluster \( u \).
\[
 \text{CVTI}_u(t_k) = [ \mathbb{I}_{u,1}(t_k), ..., \mathbb{I}_{u,m}(t_k), ..., \mathbb{I}_{u,M}(t_k) ] \quad (14)
\]
\( \text{CVTI}_u(t_k) \) is the common virtual transmitter index that indicates whether vehicle \( m \) observes a VT that belongs to CVT cluster \( u \). If it does, its \( m \)-th element \( \mathbb{I}_{u,m}(t_k) \) equels to the corresponding multi-path index \( i_m \) and otherwise \( \mathbb{I}_{u,m}(t_k) \) is zero.

IV. COOPERATIVE SIMULTANEOUS LOCALIZATION AND MAPPING

A particle filter [19] approach is described for multiple vehicle tracking and CVT positioning. CVT particle filters and vehicle particle filters are introduced to estimate the state of CVTs and vehicles jointly, which is shown in Algorithm 1.

A. CVT Particle Filter

The PDF of the \( u \)-th CVT can be calculated by
\[
 p\left( \text{CVT}_u(t_k) \mid Z_{V(u)}(t_k); \Upsilon_{V(u)} = \Upsilon_{V(u)}(t_k) \right) \\
 \approx \sum_{a=1}^{N_C} w^{(a)}_{\text{CVT}_u} (t_k) \times \delta \left( \text{CVT}_u(t_k) - \text{CVT}^{(a)}_u (t_k) \right) \quad (15)
\]
where \( V(u) \) is the set of the vehicles that observe a VT belonging to CVT cluster \( u \).
\[
 Z_{V(u)}(t_k) \text{ denotes the observation from vehicles in } V(u). \\
 \text{CVT}^{(a)}_u(t_k) \text{ is the } a\text{-th particle of CVT state } \text{CVT}_u(t_k) \text{ and} \\
 \Upsilon_{V(u)}(t_k) \text{ is the vehicle particles in } V(u).
\]
\[
 \Upsilon_{V(u)}(t_k) = \left\{ \{ t_{V,u}(t_k) \}_{j=1}^{N_C} \right\}, m_u \in V(u) \quad (17)
\]
\( w^{(a)}_{\text{CVT}_u} (t_k) \) is the weight of each particle, the weight update equation is denoted as:
\[
 w^{(a)}_{\text{CVT}_u}(t_k) = w^{(a)}_{\text{CVT}_u}(t_{k-1}) \\
 \times p\left( Z_{V(u)}(t_k) \mid \text{CVT}^{(a)}_u(t_k); \Upsilon_{V(u)} = \Upsilon_{V(u)}(t_k) \right) \quad (18)
\]
The CVT particles can be drawn from the following distribution:
\[
 \text{CVT}^{(a)}_u(t_k) \sim p\left( \text{CVT}^{(a)}_u(t_k) \mid \text{CVT}^{(a)}_u(t_{k-1}) \right) \\
 = \delta \left( \text{CVT}^{(a)}_u(t_k) - \text{CVT}^{(a)}_u(t_{k-1}) \right) \quad (19)
\]
B. Vehicle Particle Filter

The PDF of particles corresponding to the \( m \)-th vehicle can be calculated by
\[
 p\left( r_{V_m}(t_k) \mid Z_m(t_k), U_m(t_k); \Upsilon_{C(m)} = \Upsilon_{C(m)}(t_k) \right) \\
 \approx \sum_{j=1}^{N_V} w^{(j)}_{V_m}(t_k) \delta \left( r_{V_m}(t_k) - r^{(j)}_{V_m}(t_k) \right) \quad (20)
\]
where \( Z_m(t_k) \) is the observation from vehicle \( m \) at time \( t_k \), \( U_m(t_k) \) is the motion information for vehicle \( m \) at time \( t_k \), \( C(m) \) is the set of the CVT clusters that contain a VT observed by vehicle \( m \).
\[
 C(m) = \{ u_m \mid \mathbb{I}_{u,m} \neq 0 \} \quad (21)
\]
\[
 \Upsilon_{C(m)}(t_k) \text{ is the CVT particles in } C(m), \\
 \Upsilon_{C(m)}(t_k) = \left\{ \{ \text{CVT}^{(a)}_u(t_k) \}_{a=1}^{N_C} \right\}, m_u \in C(m) \quad (22)
\]
$w^{(j)}_{V_{m}}(t_k)$ is the weight of each vehicle particle, the weight update equation is denoted as:

$$w^{(j)}_{V_{m}}(t_k) = w^{(j)}_{V_{m}}(t_{k-1}) \times p \left( Z_m(t_k) \mid r^{(j)}_{V_{m}}(t_k) ; \mathcal{Y}_{C(m)} = \mathcal{Y}_{C(m)}(t_k) \right)$$

(23)

The vehicle particles can be drawn from the following distribution:

$$r^{(j)}_{V_{m}}(t_k) \sim p \left( r^{(j)}_{V_{m}}(t_k) \right) , U_m(t_k)$$

(24)

### C. Vehicle Motion Update

In the scenario, suppose the error of motion information follows Gaussian distribution. The motion information for vehicle $m$ at time $t_k$ can be denoted as

$$U_m(t_k) = \{v_{V_{m}}(t_k-1), v_{V_{m}}(t_k)\}$$

$$v_{V_{m}}(t_k) = v_{V_{m}}^{\text{real}}(t_k) + n_v \cdot e^{j m_{\omega}}$$

(25)

where $n_v \sim N(0, \sigma^2_v)$ and $n_{\omega} \sim N(0, \sigma^2_{\omega})$ is the noise of speed and speed orientation that both follows a Gaussian distribution. The distribution in (24) can now be described as

$$r^{(j)}_{V_{m}}(t_k) = r^{(j)}_{V_{m}}(t_{k-1}) + (v_{V_{m}}(t_k-1) + v_{V_{m}}(t_k)) \frac{t_k}{2}$$

(26)

### D. Weight update

For CVT particle filter, the observation in (18) can be calculated by:

$$p \left( Z_{V}(u) \mid \text{CVT}^{(a)}_u(t_k) ; \mathcal{Y}_{V(u)} \right) = \prod_{m \in V(u)} \sum_{a=1}^{N_V} p \left( Z_{(m_u, i_u)}(t_k) \mid \text{CVT}^{(a)}_u(t_k), r^{(j)}_{V_{m_u}}(t_k) \right)$$

(27)

where $Z_{(m_u, i_u)}(t_k) = \{\hat{a}_{(m_u, i_u)}(t_k), \hat{d}_{(m_u, i_u)}(t_k)\}$ and $i_{m_u} = i_{m_u, i_u}(t_k)$. Then the estimation for $u$-th CVT based on $j$-th particle in $m_u$-th vehicle particle filter can be denoted as:

$$r^{(m_u, a)}_{C_m}(t_k) = \hat{r}^{(j)}_{V_{m_u}}(t_k) + \Delta^{(a)}_{m_u} \cdot \hat{R} \left( \hat{a}_{(m_u, i_u)}(t_k) \right)$$

$$\Delta^{(a)}_{m_u} = \hat{d}_{(m_u, i_u)}(t_k) - d^{(a)}_{C_m}(t_k)$$

(28)

Suppose the error of CVT follows a zero-mean Gaussian distribution, the PDF in (27) can be denoted as

$$p \left( Z_{(m_u, i_u)}(t_k) \mid \text{CVT}^{(a)}_u(t_k) ; r^{(j)}_{V_{m_u}}(t_k) \right) \propto \exp \left\{ - \left( r^{(a)}_{C_m}(t_k) - r^{(m_u, a)}_{C_m}(t_k) \right)^2 \right\}$$

(29)

For vehicle particle filter, the observation in (23) is given by:

$$p \left( Z_m(t_k) \mid r^{(j)}_{V_{m}}(t_k) ; \mathcal{Y}_{C(m)}(t_k) \right) = \prod_{m \in C(m)} \sum_{a=1}^{N_C} \frac{p \left( Z_{(m, i_m)}(t_k) \mid r^{(j)}_{V_{m}}(t_k) ; \text{CVT}^{(a)}_{m}(t_k) \right)}{N_C}$$

(30)

where $Z_{(m, i_m)}(t_k) = \{\hat{a}_{(m, i_m)}(t_k), \hat{d}_{(m, i_m)}(t_k)\}$ and $i_m = i_{m, i_m}(t_k)$. Then the estimation for $m$-th vehicle based on $a$-th particle in $m$-th CVT particle filter can be denoted as:

$$\hat{r}^{(m_u, a)}_{V_{m_u}}(t_k) = r^{(a)}_{C_m}(t_k) - \Delta^{(m_u)}_{m_u} \cdot \hat{R} \left( \hat{a}_{(m_u, i_u)}(t_k) \right)$$

$$\Delta^{(m_u)}_{m_u} = \hat{d}_{(m_u, i_u)}(t_k) - d^{(a)}_{C_m}(t_k)$$

(31)

Then the PDF in (30) can be denoted as:

$$p \left( Z_{(m, i_m)}(t_k) \mid r^{(j)}_{V_{m_u}}(t_k) ; \text{CVT}^{(a)}_{m}(t_k) \right) \propto \exp \left\{ - \left( r^{(j)}_{V_{m_u}}(t_k) - \hat{r}^{(m_u, a)}_{V_{m_u}}(t_k) \right)^2 \right\}$$

(32)

### E. State Estimation

The state of CVT cluster $u$ can be estimated as:

$$\text{CVT}_u(t_k) \approx \sum_{a=1}^{N_C} w^{(a)}_{C_u}(t_k) \times \text{CVT}^{(a)}_{u}(t_k)$$

(33)

The state of vehicle $m$ can be estimated as:

$$\hat{r}_{V_{m}}(t_k) \approx \sum_{j=1}^{N_V} w^{(j)}_{V_{m}}(t_k) \times r^{(j)}_{V_{m}}(t_k)$$

(34)

### V. Simulation Results

In this section, a simulation experiment is carried out to test the performance of the proposed algorithm. The simulation is done under a single bounce reflection model and we suppose that there is no scattering and multi-paths are well detected and tracked. Note that the information about position of the base station is not required in this paper. Distance measurements and angle measurements in (3) are corrupted with zero-mean Gaussian noise with standard deviation $\sigma_d = 0.2m$ and $\sigma_\alpha = 1$ deg (both for polar angle and azimuth angle) [20].
The initial position of vehicles are obtained from GPS and its error follows a zero-mean Gaussian distribution with standard deviation $\sigma_x = 3m$. The standard deviation of speed and its orientation noise is $\sigma_v = 0.1m/s$ and $\sigma_\omega = 0.1$ deg/s. Notice that the Gaussian distribution mentioned above are cut to $2\sigma$ (P ($-2\sigma \leq X \leq 2\sigma$) = 0.9544) to prevent extremely big errors from Gaussian distribution, which is impossible in practice. The sampling interval $t_s$ is 0.1s. The number of particles are set as 120 ($N_V = N_C = 120$). We track the movement of vehicles for 100 time slots. The results are based on 200 times simulation run.

A. Trajectory tracking

The trajectory and simulation scenario are shown in Fig. [70m, 0, 8m] on the lane separator and the buildings are besides the road (the positions of building are unknown). There are totally 8 lanes on the road and the width of each is 4 meters. The initial position uniformly distribute in $(0, 0.40m)$ for $+x$ running vehicles and $(100m, 140m)$ for $-x$ running vehicles. The speed of vehicles is $10$ m/s. The total trajectory is within $[0, 140m]$ range of $x$-axis and $[-16m, 16m]$ range of $y$-axis on the road. We explore the performance of the algorithm with different number of vehicles. The number of vehicles per unit area is defined as the vehicle density $\rho_V$. So we totally analyze the algorithm when $\rho_V = 1, 2, 4, 6, 8$ vehicles/(140 $\times$ 32m$^2$).

The figure also shows the trajectory of vehicles when $\rho_V = 8$ vehicle/(140 $\times$ 32m$^2$). The estimated trajectory and real trajectory are marked by black lines and blue lanes, respectively. Also the real positions and estimated positions for vehicles and CVTs at the 60-th time slot are shown in the figure. We can see that the estimated vehicle trajectory gets gradually close to the real trajectory along with time, where the tendency can also be shown in Fig. [8] which means that Team Channel-SLAM can track the vehicle well despite the large initial position errors. A more precise quantitative analysis for errors over time and vehicle density is done in the following subsections.

B. Positioning error over time

Fig. [9] shows the positioning error of vehicles over time versus different vehicle densities. The positioning error is high at beginning for the initial positioning error from GPS is large but it converges to a low value over time. This shows that the accumulating observation of CVTs will bring more accurate CVT positioning, which will finally improve the vehicle positioning. But the positioning error doesn’t decrease over time in single vehicle situation. This is because in this situation the CVT estimation is based on the relative distance observation (ToA and AoA) and the initial position of just one vehicle. Thus the error from initial position of that vehicle will completely spread to the CVTs (CVT is demoted to VT in single vehicle situation). So limited by the given information, the best performance for Team channel-SLAM in single vehicle situation is to keep the initial positioning error from increasing by exploring the accumulative observations over time. But Team Channel-SLAM is also useful in this situation, because it will eliminate the accumulative error from motion information and also provide a continuous and stable positioning for vehicles in case that the GPS or other positioning sensors get limited by the weather or other hard conditions. However, when there are multiple vehicles, those CVTs that contain VTs observed by multiple vehicles will get better estimated due to multiple observations, which will improve the positioning of their corresponding vehicles. Also those vehicles will make all of their corresponding CVTs get better estimated in return and then a positive feedback for positioning is spread among all the vehicles and CVTs to converge their particles to real positions, which makes Team Channel-SLAM performs better in multiple vehicle situation.
C. Positioning error over vehicle density

Fig. 5 shows the cumulative distribution function (CDF) of positioning error after 100 time slots versus different vehicle densities. Fig. 6 shows the positioning error of CVTs and vehicles after 100 time slots versus different vehicle densities. We can see from the figures, the positioning accuracy expectedly improves over vehicle density for CVT positioning and vehicle positioning. Especially, when $\rho_V = 4$ vehicle/$(140 \times 32m^2)$, the algorithm leads to more than 40\% improvement over single vehicle situation. This shows that the increasing number of vehicles will lead to spatial accumulating observation of the CVTs, which will improve the positioning for CVTs and vehicles.

VI. CONCLUSION

Team Channel-SLAM models the CVTs based on affinity propagation clustering and then simultaneously estimate the state of CVTs and vehicles through cooperative particle filters. The simulation results show that the algorithm can converge the position of CVTs and vehicles gradually over time and the performance can also be improved when vehicle density increases.
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