Multi-fidelity classification using Gaussian processes: accelerating the prediction of large-scale computational models
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Abstract

Machine learning techniques typically rely on large datasets to create accurate classifiers. However, there are situations when data is scarce and expensive to acquire. This is the case of studies that rely on state-of-the-art computational models which typically take days to run, thus hindering the potential of machine learning tools. In this work, we present a novel classifier that takes advantage of lower fidelity models and inexpensive approximations to predict the binary output of expensive computer simulations. We postulate an autoregressive model between the different levels of fidelity with Gaussian process priors. We adopt a fully Bayesian treatment for the hyper-parameters and use Markov Chain Monte Carlo samplers. We take advantage of the probabilistic nature of the classifier to implement active learning strategies. We also introduce a sparse approximation to enhance the ability of the multi-fidelity classifier to handle large datasets. We test these multi-fidelity classifiers against their single-fidelity counterpart with synthetic data, showing a median computational cost reduction of 23\% for a target accuracy of 90\%. In an application to cardiac electrophysiology, the multi-fidelity classifier achieves an F1 score, the harmonic mean of precision and recall, of 99.6\% compared to 74.1\% of a single-fidelity classifier when both are trained with 50 samples. In general, our results show that the multi-fidelity classifiers outperform their single-fidelity counterpart in terms of accuracy in all cases. We envision that this new tool will enable researchers to study classification problems that would otherwise be prohibitively expensive. Source code is available at https://github.com/fsahli/MFclass.
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1. Motivation

Machine learning is a paradigm-shift field that is transforming many areas of engineering and sciences. Some of the most impressive applications of machine learning rely on the availability of large amounts of data that are used to create accurate classifiers that, for example, could discriminate between the absence or presence of a disease \cite{8}. However, data required to train a classifier may not be available in a sufficient amount, or it can be and expensive and lengthy to acquire, thus hindering the potential of machine learning in many areas of application. This is the case in studies that largely rely on state-of-the-art computational models, which often take several days to run and require a significant amount of resources before one data point is obtained. Despite these restrictions, computational modeling represents an attractive alternative to physical experiments, which can be even more expensive, time consuming, and may pose important restrictions due to ethical considerations. Several areas of the sciences and engineering are already benefiting from computational modeling, including the medical device industry \cite{23} \cite{19}, car and aircraft manufacturing \cite{5}, and public policy design \cite{40}, to name a few. Despite their massive adoption, researchers can often
only afford to perform a few runs of complex models that can have hundreds of parameters \[36\]. This introduces a bottleneck for understanding the parameter influence and the uncertainties associated with the model. Nonetheless, there are usually lower fidelity approximations of the model that are less expensive to compute and can provide valuable information. For example, the finite element method is widely used to solve problems in solid and fluid mechanics. Here, a natural low fidelity model would be a model with a coarser mesh. Although this approximation may not accurately represent the target quantities of interest, it will likely capture how parameters changes are reflected in the output. Another alternative for low-fidelity models is to reduce the dimensionality of the problem, replacing a fully three-dimensional problem with a two- or one-dimensional representation \[35\]. Finally, experimental data can be considered as an additional information source with variable fidelity, either high or low, depending on the application. In recent years, there has been an increased attention in the machine learning community to develop predictive methods that enable the effective fusion of variable fidelity information sources. Some techniques are specially tailored to estimate the uncertainty in the model predictions \[41, 14, 2, 27, 30\] and parameter estimation \[17\]. To predict the model output, Kennedy and O’Hagan \[16\] first proposed to use Gaussian process priors to perform multi-fidelity regression. This approach has been widely used \[26\] and has been extended for efficiency \[18\] and to accommodate large data-sets \[39\]. However, all these techniques have been solely developed in the regression setting, and none of them has yet been extended to classification problems.

There are many problems that would benefit from multi-fidelity tools for classification. Phase diagrams and most types of bifurcations in physical systems can be treated as a classification problem. Here, we will determine which state will be reached under a given set of parameters, initial or boundary conditions. A good example of this type of behavior is present in cardiac tissue dynamics. Due to the nature of excitable cells, under certain conditions, cardiac tissue can achieve arrhythmic states that are self-sustained, such as spiral waves \[7\]. Another example comes from the mechanical analysis of bi-layered systems, such as the white and grey matter in the brain. Here, it is hypothesized that, during development, the tissue can achieve arrhythmic states that are self-sustained, such as spiral waves \[7\].

In the Gaussian process setting, there are some fundamental differences between the classification and regression tasks that make the former harder to implement. Most notably, in the regression setting, a Gaussian likelihood is typically assumed for the data. Combined with a Gaussian process prior over the latent generating function, this allows for deriving an analytic expression for both the marginal likelihood and the predictive posterior of the regression model \[32\]. In the classification setting, the Gaussian likelihood assumption is not appropriate for modeling discrete class labels, and it is not possible to formulate an exact inference scheme for training the model parameters. Therefore, we must resort to approximate inference techniques, such as the widely used Laplace approximation and the expectation propagation algorithm \[32\]. Markov-chain Monte Carlo (MCMC) methods provide a powerful alternative to approximate posterior inference, but standard sampling schemes such as Gibbs and Metropolis-Hastings suffer from slow convergence rates due to strong correlations in the Gaussian process posterior \[33\]. However, recent advances in Hamiltonian Monte Carlo have yielded improved sampling schemes that can perform well in this setting \[24\]. In this work, we leverage recent developments in the machine learning community, such as automatic differentiation and parallelization, to implement a novel efficient multi-fidelity classifier using Gaussian process priors. We will also present a sparse version to enhance the computational expediency of our method for large data-sets. We will demonstrate its superior performance against single-fidelity classifiers with synthetic data, as well as its effectiveness on a realistic large-scale application to cardiac electrophysiology. Since Gaussian process classifiers have an associated variance with their predictions, they naturally enable the design of effective data acquisition policies via active learning \[15, 6\]. In this way, it is possible to optimize the sampling strategy of expensive computer models to maximize accuracy under a constrained computational budget. We will show how this methodology is implemented in our multi-fidelity classifier and how it compares against standard single-fidelity classification models.

This paper is structured as follows: in Section 2 we introduce the multi-fidelity Gaussian process classifier, the sparse approximations and the active learning criteria, in Section 3 we test the classifier with a synthetic example to evaluate its performance, in Section 4 we use the classifier to identify a temporal region where an arrhythmia can be induced in cardiac tissue. We finalize this work discussing these results in Section 5.
2. Multi-fidelity classification with Gaussian process

We start this section by revisiting classification with Gaussian processes to form the base of the proposed multi-fidelity classifier. We later introduce the sparse approximations, the statistical inference technique we employ to train the multi-fidelity model, as well as the active learning approach for adaptive data acquisition.

2.1. Single-fidelity classifier

We start by assuming that we have a dataset comprised of input/output pairs \( D = \{(x_i, y_i)\}_{i=1}^{N} \) = \{(X, y)\}. The inputs \( X \in \mathbb{R}^{N \times D} \) contain \( D \) features for \( N \) training examples and the outputs \( y \) contain the \( N \) discrete class labels for the corresponding inputs. Here, we restrict the scope of this work to binary classification, thus the labels can only take on two values \( y_i = \{0, 1\} \). We note that it is possible to extend this framework to the multi-class classification setting.

The classical formulation of Gaussian process classification defines an intermediate variable which is computed from a latent function \( f(x) \) \[32\]. Throughout this paper, we will assume standardized data-sets and work with zero-mean Gaussian process priors of the form \( f \sim \mathcal{GP}(0, k(x, x'; \theta)) \). Here, \( k(\cdot, \cdot; \theta) \) is a covariance kernel function, which depends on a set of parameters \( \theta \). We adopt a fully Bayesian treatment and prescribe prior distributions over these parameters, which we will specify later \[24\]. To obtain class probability predictions we pass the Gaussian process output \( f \) through a nonlinear warping function \( \sigma(f) \), such that the output is constrained to \([0,1]\), rendering meaningful class probabilities.

We define the conditional class probability as \( \pi(x) = p(y = 1| x) = \sigma(f(x)) \). A common choice for \( \sigma(f) \) is the logistic sigmoid function \( \sigma(f) = (1 + \exp(-f))^{-1} \), which we will use throughout this work. We assume that the class labels are independent according to a Bernoulli likelihood with probability \( \sigma(y) \) \[25\]. Further, we choose an automatic-relevance determination (ARD) squared exponential kernel \[32\], \( k(x, x'; \theta) = \eta \exp \left[-\sum_{m=1}^{M} \left(x_m - x_m'\right)^2/(2\ell_m^2)\right] \), parametrized by \( \theta = [\eta, \ell_1, \ldots, \ell_M] \). We assume the following distributions for the parameters \( \eta \) and \( \ell_m \):

\[
\eta \sim \text{HalfNormal}(\sigma = 5) \tag{1}
\]
\[
\ell_m \sim \text{Gamma}(\alpha = 2, \beta = 2), \quad m = 1, \ldots, M. \tag{2}
\]

The posterior distribution over the model parameters \( \theta \) cannot be described analytically, and thus we resort to approximate-inference techniques to calibrate this model on the available data. To this end, we use the NO-U-Turn sampler (NUTS) \[11\], which is a type of Hamiltonian Monte Carlo algorithm, as implemented in PyMC3 \[39\]. We use two chains, and set the target accept probability between 0.95 to 0.99 depending on the convergence. The first 1000 samples are used to adjust the step size of the sampler, and are later discarded. We use the subsequent 1000 samples to estimate the parameters \( \theta \). Once we have completed the inference, we can make predictions \( y^* \) at new location \( x^* \) in three steps: First we compute the predictive random variable \( f^*(x^*) \sim \mathcal{N}(\mu(x^*), \Sigma(x^*)) \), which by construction follows a multivariate normal distribution, with mean \( \mu \) and covariance \( \Sigma \) obtained by conditioning on the available data \[32\]:

\[
\mu(x^*) = k(x^*, X)K^{-1}f \tag{3}
\]
\[
\Sigma(x^*) = k(x^*, x^*) - k(x^*, X)K^{-1}k(X, x^*), \tag{4}
\]

where the covariance matrix \( K \in \mathbb{R}^{N \times N} \) results from evaluating the kernel function \( k(\cdot, \cdot; \theta) \) at the locations of the input training data \( X \) and \( f = f(X) \). Then we sample \( f^* \) drawing parameters from the estimated posterior distributions. This will result in a number of realizations of \( f^* \) that we finally pass through the logistic sigmoid function \( \sigma \) to obtain a distribution of class probabilities \( y^* \). Finally, we take the mean of this distribution to make a single prediction.

2.2. Multi-fidelity Gaussian process classification

We assume that we have \( s \) information sources, each with a different level of evaluation cost and fidelity, producing a class label \( t_i \), with \( i = \{1, s\} \). Here, level \( s \) represents the highest, most accurate and expensive information source and \( 1 \) represents the most simplified and cheapest model available. We propose to model the cross-correlation structure between different levels using an auto-regressive model for the latent functions \( f_i \) \[16\]:

\[
f_s(x) = \rho_{s-1}f_{s-1}(x) + \delta_s(x), \quad i = 2, \ldots, s, \tag{5}
\]
\[
f_1(x) = f_1(x) \tag{6}
\]
Here, $\rho_i$ is a scalar parameter that needs to be inferred and $\delta_i$ is a function that aims to capture the bias in the predictions of the lower fidelity models. In general, $\rho_i$ can also be a function of $x$ leading to more complex schemes that can capture non-linear correlations [28]. Following [16], we complete our model specification by assuming independent Gaussian process priors for $\delta_i \sim \mathcal{GP}(0, k(x,x'; \theta_i))$ and $f_i \sim \mathcal{GP}(0, k(x,x'; \theta_i))$. To simplify our presentation, and without loss of generality, we will assume $s = 2$ levels of fidelity from now on: a low level, which we will denote with the subscript $L$ and a high level denoted with $H$. Now we have a composed dataset with the low and high fidelity levels: $D = \{(x_L, y_L)_{i=1}^{N_L}, (x_H, y_H)_{i=1}^{N_H}\} = \{(X_L, y_L), (y_L, y_H)\} = \{X, y\}$. As a consequence of the auto-regressive model we have chosen, we can write the joint prior distribution of the latent functions as [16]:

$$f = \begin{bmatrix} f_L \\ f_H \end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} K_{LL} & K_{LH} \\ K_{HL} & K_{HH} \end{bmatrix} \right),$$

with

$$K_{LL} = k_L (X_L, X'_L; \theta_L)$$
$$K_{LH} = \rho \ k_L (X_L, X'_H; \theta_L)$$
$$K_{HH} = \rho^2 k_L (X_H, X'_H; \theta_L) + k_H(X_H, X'_H; \theta_H).$$

Now the entire covariance matrix for the different levels of fidelity $K$ has a block structure, where $K_{HH}$ and $K_{LL}$ model the data in each fidelity level and $K_{LH}$ models the cross-correlation between levels of fidelity, according to the priors specified in equations (5) and (6). We also have kernel parameters for the different levels of fidelity. In principle, we could use different kernels for each level of fidelity, but we decide to use the squared exponential kernel, which results in parameters $(\eta_H, \ell_H, \ldots, \ell_{Hm})$, $(\eta_L, \ell_L, \ldots, \ell_{Lm})$. For these parameters and the scaling factor $\rho$ we set the following priors:

$$\eta_H, \eta_L \sim \text{HalfNormal}(\sigma = 5)$$
$$\ell_{Hm}, \ell_{Lm} \sim \text{Gamma}(\alpha = 2, \beta = 2), \ m = 1, \ldots, M$$
$$\rho \sim \text{Normal}(\mu = 0, \sigma = 10)$$

2.3. Sparse Gaussian process classification

To increase the number of samples our can methodology handle efficiently, we introduce a sparse approximation of the Gaussian process prior. In particular, we replace the prior $f \sim \mathcal{GP}(0, k(x,x'; \theta))$ with another function $u \sim \mathcal{GP}(0, k(x_u, x'_u; \theta))$ [42][31]. Here, we will have $M$ inducing points $x_{ui}$, which we group in a matrix $X_u = \{x_{ui}\}_{i=1}^{M}$. The number of inducing points $M$ needs to be smaller than the number of data points $N$ to gain in computational cost, while their role is to effectively summarize any redundancies in the observed data [42]. We can then compute our original latent variable $f$ with an independent covariance structure:

$$f \sim \mathcal{N}(K_{fu}K_{uu}^{-1}u, \text{diag}(K_{ff} - Q_{ff}) + \sigma^2 I)$$

Here, we introduce the following matrices that evaluate the kernel: $K_{ff} = k(X, X)$ and $K_{uu} = k(X_u, X_u)$, and $Q_{ff} = K_{af}K_{au}^{-1}K_{af}$, where $K_{af} = k(X_u, X)$. The parameter $\sigma$ represents uncorrelated Gaussian noise in the regression setting. In this work, we deal with noise-free computer simulations and we set this parameter $\sigma = 0.1$ to help with the invertibility of the covariance matrix, which may be singular depending on the selected inputs [24]. The main computational advantage comes from the size reduction of the full covariance matrix $K$, which is $N \times N$ to $K_{uu}$, which is $M \times M$. The cost of inverting the full matrix is $O(N^3)$ that we replacing by inverting a smaller matrix with cost $O(M^3)$ and the trivial inversion of the diagonal covariance matrix in equation (12). Now, the dominant operation in time complexity becomes the matrix multiplication needed to compute $K_{fu}K_{uu}^{-1}$, which is $O(NM^2)$. 
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We can make predictions at new locations as described in Section 2.1 with a new conditional mean and covariance:

\[
\begin{align*}
\mu_s(x^*) &= K_{us} \Phi K_{uf} \Lambda^{-1} f \\
\Sigma_s(x^*) &= K_{ss} - Q_{ss} + K_{us} \Phi K_{uf}^T
\end{align*}
\]  

(13) (14)

with \( K_{us} = k(x^*, x_u) \), \( \Phi = \left( K_{uu} + K_{uf} \Lambda^{-1} K_{uf}^T \right)^{-1} \), \( \Lambda = \text{diag}(K_{ff} - Q_{ff}) + \sigma^2 I \), \( K_{ss} = k(x^*, x^*) \), and \( Q_{ss} = K_{u*} K_{uu}^{-1} K_{u*} \).

In the multi-fidelity case, we will have a composite vector of inducing points \( \tilde{X}_u = [X_{ilu}, X_{ihu}] \) and all the \( K \) matrix evaluations are assembled using the structure in equation (8). Since, in general, we will have few high-fidelity points, we decide to place the inducing points \( X_{ihu} \) at the same locations as the training data \( X_H \). For the low-fidelity inducing points, we use the k-means algorithm to select \( M_l \) cluster centroids from the training inputs \( X_L \). Although we can, in principle, optimize the inducing point locations, most current approaches rely on variational inference [43, 10], which we believe is beyond the scope of the present work.

2.4. Active learning

Leveraging the posterior uncertainty estimates of Bayesian models, active learning strategies enable the judicious and cost-effective acquisition of new informative data with the goal of maximally enhancing the accuracy of the predictive model [8, 20]. Both the single- and multi-fidelity classifiers proposed in this work are well suited for active learning. Here, we attempt to estimate the next point to sample our computational model that will increase the accuracy of the classifier the most. In the machine learning community, there are multiple data acquisition policies postulated for this purpose. In the context of Gaussian process classification, we use a simple heuristic that balances exploration and exploitation trade-off, namely the trade-off of sampling at new locations to reduce uncertainty (exploration) versus sampling at regions that are most informative for refining the target classification boundary (exploitation) [15]. This sequential refinement procedure starts by defining a set of candidate locations to sample \( X_{\text{cond}} \). A typical approach is to sample the points that are closest to the classification boundary, where the class probability is 0.5. Considering the sigmoid function that we use, this is equivalent to the point at which the latent function \( f \) is closest to 0. However, this methodology is highly sensitive to the initial set of points used to train the classifier. For example, if there are multiple boundaries and the initial classifier only detected one, this heuristic is very unlikely to detect the additional classification regions. To solve this issue, we take advantage of the predictive posterior uncertainty of \( f \). Specifically, in regions with a lot of training data, the posterior variance will be small, but as we move away from the training samples, the variance will increase. If we include this variance in our active learning scheme, we can also explore the parameter space, rather than exploiting the estimated boundary. Combining these two concepts, we solve the following minimization problem to select the next point to sample:

\[
x^{\text{new}} = \arg \min_{x \in X_{\text{cond}}} \frac{[\hat{\mu}(x)]}{\sqrt{\hat{\Sigma}(x)}},
\]

(15)

where \( \hat{\mu} \) and \( \hat{\Sigma} \) are the Monte Carlo estimates of the mean and variance of \( f(x) \), since we are using the posterior distribution of the parameters to make predictions rather than point estimates. We solve the optimization problem in equation (15) by computing this metric for all candidates and selecting the one with the lowest score. Next, we evaluate the computer code at the parameters \( x^{\text{new}} \) to generate a new class label \( y^{\text{new}} \) and add this input/output pair to the data-set. Finally, we re-train the classifier with the new information and repeat the active learning process until a certain number of iterations has been reached. In the multi-fidelity case, we only perform active learning in the highest level of fidelity and assume that the lower levels are inexpensive enough to be sampled as needed.

3. Application to synthetic data

We test the multi-fidelity classifier with a synthetic example in two dimensions. We define a low and high fidelity boundary with a sine function:
\[ y_H(x) = \begin{cases} 1, & \text{if } 0.5 + \sin(2.5\pi x_1)/3 - x_2 > 0 \\ 0, & \text{otherwise} \end{cases} \] (16)

\[ y_L(x) = \begin{cases} 1, & \text{if } 0.45 + \sin(2.2\pi x_1)/2.5 - x_2 > 0 \\ 0, & \text{otherwise} \end{cases} \] (17)

with \( x \in [0, 1], [0, 1] \). We note that the low fidelity boundary is a perturbed version of the high fidelity function, as can be seen in Figure 1. We set the number of kernel length scales to 1 for this case for all classifiers. We generate a synthetic data set using the following procedure: First, we consider \( N_L = 45 \) low fidelity samples for the multi-fidelity classifier. To reduce the computational cost, we select 30 low fidelity samples that are close to the boundary and obtain the remaining 15 samples using a Latin hypercube sampling strategy \(^{[43]}\) to cover the remaining of the parameter space. For the sparse multi-fidelity classifier, we use the same \( N_L = 45 \) samples combined with \( M_L = 30 \) inducing points, which results in a reduction of computational cost. To select the high fidelity samples, we first obtain 500 low fidelity samples and randomly pick \( N_H/2 \) where \( y_L = 1 \) and \( N_H/2 \) where \( y_L = 0 \). This ensures that the initial samples are balanced between categories. We start the single-fidelity, multi-fidelity, and sparse multi-fidelity classifiers with the same samples to make fair comparisons. We test two cases: (i) We select \( N_H = [10, 20, 30, 40, 50] \) samples as just described and run the classifier for each number 30 times for all three classifiers and (ii) We start with \( N_H = 10 \) and use active learning until we reach \( N_H = 34 \) and repeat this process 30 times for the single- and multi-fidelity classifiers. In both cases we test the accuracy of the classifiers using 1000 locations created with a Latin hypercube design. Finally, we compare whether one classifier is significantly more accurate than the other using non-parametric Wilcoxon signed-rank test \(^{[45]}\). To compare whether the active learning achieves better accuracy, we use the Mann Whitney U test \(^{[21]}\). For both cases, we set the level of significance to 5%.

Figure 2 shows trace plots depicting the evolution of the inferred parameters as the Markov Chain Monte Carlo sampler for all three classifiers trained with \( N_H = 50 \). The kernel parameters \( \eta \) and \( \ell \) exhibit similar behaviors and magnitudes for all classifiers. All parameters show similar patterns for the dense and sparse multi-fidelity classifiers. Remarkably, the high-fidelity length scale parameter \( \ell_H \) is larger than its low-fidelity counterpart \( \ell_L \), indicating that the details of the classification boundary are captured by the low fidelity Gaussian process \( f_L \) and the differences of high and low fidelity are represented in the \( \delta \) Gaussian process.

Figure 1 shows representative examples of the single- and multi-fidelity classifiers trained with active learning. At the beginning, the multi-fidelity classifier inherits the structure of the boundary that was learned from the low fidelity data. The single-fidelity classifier does not have this information and shows a poorer fit. The active learning strategy tends to reduce the error in both cases. However, this error reduction is achieved faster for the multi-fidelity classifier. To quantify the differences in accuracy, we first compare the classifiers without active learning (Figure 3 left). For sample sizes 10, 20, 30, 40 and 50, the multi-fidelity and sparse multi-fidelity classifiers are significantly more accurate than the single fidelity classifier \((p < 0.01)\). The multi-fidelity and sparse multi-fidelity classifiers behave similarly and there is no significant difference in accuracy for any sample size \((p > 0.16)\). The differences in median error range from 5.4% at 10 samples to 1.3% at 50 samples between the single fidelity and multi-fidelity classifiers. As the single-fidelity gains more information, the gap in accuracy is reduced. In the case of active learning, the trend is similar, where we see that the selected strategy reduces the error for both classifiers. Nonetheless, the multi-fidelity classifier has a higher median accuracy than the single-fidelity classifier. We quantify the effect of the the active learning strategy by comparing the accuracy of the case where we use the active learning strategy to achieve \( N_H = 30 \) to the case where we start the classifier with \( N_H = 30 \). The effect for both classifiers is a statistically-significant error reduction \((p < 0.001)\). The median error is decreased 7.1% for the single-fidelity and 5% for the multi-fidelity classifier. This difference can be explained because it is easier to reduce the error when it is higher. Finally, we quantify the differences in computational cost between the classifiers. For a target error of 10%, the multi-fidelity classifier requires significantly less samples \((p < 0.005)\). The median number of samples is 24 for the single-fidelity classifier and 18.5 for the multi-fidelity classifier, representing a 23% decrease in computational cost for this particular example.
4. Application to cardiac electrophysiology

In this section, we use the multi-fidelity classifier to study the formation of arrhythmic conduction in cardiac tissue. Cardiac tissue is susceptible to the formation of spiral waves [7] when a secondary electrical stimulus is applied within certain time and location after a first planar wave passes. This range of time to successfully initiate a spiral wave is known as the vulnerability window [22]. It is hypothesized that, the larger this window, the greater the probability of arrhythmia for a given set of conditions including drugs or diseases. In the past, this quantity has been computed by brute-force in one-dimensional models of cardiac electrophysiology [22]. However, the window computed in one dimension might not be an accurate representation of what happens in two-dimensions or in the whole heart. As we will see in this example, it is possible that the spiral wave extinguishes as it meanders in the domain. Here, we will employ a multi-fidelity classifier to determine the vulnerability window in a two-parameter space, using the one-dimensional approximation as our low fidelity model. We choose a two-dimensional model instead of the full heart [37] to keep the computational cost tractable and maintain the ability to compute a test set for validating the accuracy of the classifier.

To generate a spiral wave, after a primary wave is elicited, we apply a stimulus that results in a secondary wave that propagates in the opposite direction of the primary wave. This is illustrated in Figure 4, top row, for the one-
dimensional model. If we apply the stimulus too early (left), the primary wave will block it. If we apply the stimulus too late (right), a new wave will propagate in both directions. If we apply the stimulus within the vulnerability time-window, we obtain a single new wave that propagates in the opposite direction. In two dimensions, this results in a spiral wave, as can be seen in the bottom row of Figure 4.

Here, we use the monodomain equation with an Aliev-Panfilov cellular model [1] to characterize the electrical behavior of cardiac tissue. We use a domain size of 50 mm for the one-dimensional cable and 50x50 mm for the two-dimensional case. We discretize in time and space with finite differences, using a spatial step of 0.25 mm and a temporal step of 0.01 ms. We set the conductivity to 0.1 mm$^2$/ms. We solve the monodomain equation with an explicit time integrator implemented in FORTRAN [38]. To test spiral wave initiation, we first apply a stimulus on the left boundary to create a planar wave. Then, for 5 ms, we apply a second stimulus at a given time in the central 2 mm of the cable and in the central 2 mm of the bottom half of the two-dimensional tissue patch (Figure 4, bottom left). Finally, in the one-dimensional model, we classify the spiral creation as successful if we detect an activation ($dV/dt > 0$) at the left quarter but not at the right quarter of the cable after applying the second stimulus. We classify a successful spiral wave creation if we detect an activation ($dV/dt > 0$) 300 ms after applying the second stimulus.

Figure 2: Markov Chain Monte Carlo traces of the synthetic example. We show the evolution of the parameter values as the sampler iterates for the single-fidelity, multi-fidelity, and sparse multi-fidelity classifiers. In all cases, the classifiers were trained with $N_H = 50$ and $N_L = 45$. The two chains are shown in red and blue for each parameter.
4.1. Two-dimensional parameter space classification

We begin by exploring two-dimensional parameter space, where we vary the time that we apply the second stimulus and the parameter $b$ of the Aliev-Panfilov model. We choose this particular parameter because we know that, besides controlling the action potential duration [34, 13], it controls how much the spiral wave meanders in the domain. For some values of $b$, the wave will initially form, but it will instantly move to the boundaries of the domain, thus extinguishing itself. In these particular cases, we expect a disagreement in the labels between the low fidelity one-dimensional cable and the high fidelity two-dimensional simulation, causing the classification boundaries for the low and high fidelity data to be different. We set the range of the parameter $b$ to [0.035, 0.06] and the time interval to [120, 150].

In this example, we allow the kernel to have two different length scales $\ell$ with the same priors for both classifiers. To obtain the low fidelity samples for the multi-fidelity classifier, we train a single-fidelity classifier starting with 10 samples until we reach 84 samples with active learning. We then train a single- and a multi-fidelity classifier starting
with $N_H = 10$ samples, where we select five samples from the low-fidelity samples with $y_L = 0$ and five samples with $y_L = 1$. We use active learning until we reach 50 samples and compute the precision, recall, and F1 score using a test set of $N_H = 1000$ created with a Latin hypercube design (Figure 5, top right). In this example, it is not appropriate to use accuracy to assess the performance of the classifiers, since only 13% of the samples on the test belong to the class $y_H = 1$. If we used the accuracy as a metric, a classifier that only predicts $y_H = 0$ would already have an accuracy of 87%. Precision is defined as the number of true positives divided by the sum of true and false positives. In other words, precision quantifies what proportion of the predicted labels $y_H = 1$ were correctly predicted as $y_H = 1$. Recall is defined as the number of true positives divided by the sum of true positives and false negatives. This metric quantifies proportion of the true labels $y_H = 1$ were correctly predicted as $y_H = 1$. Finally, the F1 score is the harmonic mean of precision and recall.

Our results, summarized in Figures 5 and 6 and Table 1, show that the multi-fidelity classifiers outperform the single-fidelity classifier. Qualitatively, we observe that both the multi-fidelity classifier and sparse multi-fidelity (Figure 5, middle and middle right) have placed most of the samples near the boundary, while the single-fidelity classifier (Figure 5, middle left) spend a significant portion of the samples exploring the entire parameter space. Remarkably, the active learning heuristic detected the difference in classification boundaries between the low fidelity (Figure 5, top middle) and the high fidelity data. Quantitatively, both multi-fidelity classifiers have better precision and recall with $N_H = 10$ than the single-fidelity classifier with $N_H = 50$, as seen in Table 1 and Figure 5, bottom row. This trend
Figure 5: **Classifiers of the cardiac electrophysiology example.** Top left, test set used to evaluate the low fidelity classifier, with $N = 1000$. Top middle, single, low fidelity classifier trained with active learning to obtain $N_L = 84$ used in the multi-fidelity classifier. Top right, test set for the high-fidelity data. Middle left, resulting single-fidelity classifier with $N_H = 50$. Middle panel, resulting multi-fidelity classifier with $N_H = 50$. Middle right, sparse multi-fidelity classifier trained with $N_H = 50$. Bottom row, accuracy comparison between single-, multi-fidelity and sparse multi-fidelity classifiers, showing precision, recall, and F1 score.

continues as the number of samples acquired by active learning increase. The multi-fidelity classifier achieves 100% precision and 99.6% F1 score with $N_H = 50$. 
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### Table 1: Accuracy of the cardiac electrophysiology example

|                      | precision [%] | recall [%] | F1 score [%] |
|----------------------|---------------|------------|--------------|
| **# of samples**     | 10            | 50         |              |
| single-fidelity      | 44.4          | 67.5       | 5.6          | 74.1          |
| multi-fidelity       | 77.1          | 100        | 82.1         | 79.9          | 99.6          |
| sparse multi-fidelity| 85.7          | 90.4       | 98.5         | 85.4          | 94.3          |

Figure 6 shows the posterior distribution for the parameters in all three classifiers after trained with 40 iterations of active learning. Similar to the synthetic data example, the low fidelity length scale parameters \( \ell_L \) tend to be smaller than their high fidelity counterparts \( \ell_H \), meaning that the detail of the classification boundary region is characterized by the low fidelity function. For the single-fidelity classifier, the length scale parameters \( \ell \) tend to be larger than \( \ell_L \), which results in a less defined boundary as can be seen in Figure 5, bottom left. Both multi-classifiers display similar distributions for all parameters.

Figure 6: Two-dimensional parameter space of cardiac electrophysiology application. We show the distributions after the 3 classifiers have been trained with 40 rounds of active learning and \( N_H = 50 \).
4.2. Three-dimensional parameter space classification

We study a three-dimensional parameter space by also varying the parameter $a$ of the Aliev-Panfilov model, along with the parameter $b$ and the impulse time. This problem requires a large number of samples to characterize the low-fidelity boundary, therefore we use the sparse multi-fidelity classifier. We vary the parameter $a$ in the interval $[0.1, 0.2]$, $b$ in $[0.035, 0.06]$ and the time to apply the stimulus between 105 and 160 ms. We first compute 1000 low-fidelity samples with a Latin hypercube design to examine the boundary. Due to the small amount of $y_L = 1$ samples, we construct a dataset with all 109 $y_L = 1$ samples along with 400 $y_L = 0$ samples, resulting in $N_L = 509$. We then select $N_H = 30$, where 15 samples came from low-fidelity samples with $y_L = 0$ and 15 samples came from low-fidelity samples with $y_L = 1$. We use $M_L = 50$ inducing points for the low fidelity data. We train the classifier for 100 active learning iterations and compute the vulnerability window. This quantity is approximated by integrating the predicted class probability $y^*$ over the impulse time parameter. We approach this using a uniform grid spaced every 0.5 ms in 21x21 locations. The results are shown in Figure 7 where the low-fidelity points are displayed on the left, and the resulting high-fidelity points after 100 iterations of active learning are shown on the middle panel. Remarkably, most of the points of the high-fidelity model are located near the boundary, expending a small amount of the computational budget exploring the parameter space. Results on the vulnerability window are presented on the right of Figure 7, showing that for certain parameter combinations, this quantity is zero, where it is possible avoid the formation of spiral waves. Some other combination of parameters may provide a larger opportunity to induce a spiral wave.

5. Discussion

In this work, we present a novel multi-fidelity classifier using Gaussian process priors. While the multi-fidelity paradigm has been proposed for regression [16] and uncertainty quantification [41], this work represents one of the first attempts to formulate and implement a fully-Bayesian multi-fidelity classifier. Based on an autoregressive Gaussian process prior that enables the seamless integration of data with different levels of fidelity, our classifier outperforms the single-fidelity classifier both with synthetic data and in an application of cardiac electrophysiology. We adopt a fully Bayesian approach and set priors to the kernel hyper-parameters using efficient implementations of Markov-chain Monte-Carlo samplers [39, 11]. We also introduce a sparse approximation to extend the amount of data that our methodology can handle.

To strike a balance between classification accuracy, data efficiency, and computational cost we propose an active learning approach that takes advantage of the predictive uncertainty in our predictions [15]. This approach significantly reduced the error in both examples shown here, showing a good combination of exploration of the parameter space.
space and exploitation of the boundary. Other authors have proposed sampling points of maximum information entropy [5]; however, it is easy to see that the approach used here is similar. The entropy would be maximum for a uniform distribution, which, in our case, would be equivalent to a prediction of $f$ with zero mean and large variance. Such case would be close to minimize our active learning heuristic in equation (15). The actual minimum is for the case of zero mean and infinite variance, however the variance will be bounded for real applications. At the same time, the entropy will be minimum when all predictions are $y = 1$ or $y = 0$. In our implementation, this would correspond to a mean prediction of $f = \infty$ or $f = -\infty$, which maximizes our heuristic.

Although the multi-fidelity and sparse multi-fidelity classifier work better in all examples presented here, the differences are greater in the cardiac electrophysiology example. This suggests that multi-fidelity classifiers are advantageous when there is class imbalance: only a small region of the parameter space is labelled with a particular class. The multi-fidelity classifiers already have a candidate boundary that is encoded by the low fidelity data and it only needs to infer a simpler function $\delta$ to account for the differences in the low and high fidelity boundaries. In contrast, a single-fidelity classifier would spend most of its computational budget exploring the remaining parameter space. In the two-dimensional parameter space example, the low recall values for the single-fidelity classifier suggest that it is struggling to detect the $\gamma_H = 1$ region, while the multi-fidelity classifiers have this information encoded in the low-fidelity data. The active learning training seems to be more effective in the multi-fidelity classifier than in the sparse version of it. Although the sparse multi-fidelity classifier starts with better accuracy at $N_H = 10$, it progresses at a slower pace than the full multi-fidelity classifier, achieving an F1 score 94.3%. Since our active learning metric depends on the variance of the Gaussian process, this could be related to the independent covariance assumption used to reduce the computational cost in the sparse version. Overall, the cardiac electrophysiology application highlights the potential of this methodology. Combined with more complex electrophysiology models, this tool could assess the effect of drugs on the inducibility of arrhythmias, for example.

Although we have successfully used our multi-fidelity classifiers in the examples presented here, our methodology suffers from some limitations that open new research directions. First, as we mention in Section 2.3 the full classifier scales with $O(N^3)$ and the sparse version with $O(NM^2)$, where $N$ is the number of data points and $M$ is the number of inducing points [12, 44]. Additionally, using Markov-chain Monte-Carlo methods to perform the statistical inference is expensive. Even though the implementation we use here is highly efficient, training our classifiers took in the order of 10 minutes on a laptop for the two-dimensional example at $N = 95$, and up to two hours for the three-dimensional case that considered a sparse classifier with $N = 639$ and $M = 180$. This suggests that the methodology presented here will be useful when the time to compute the high fidelity model is on the order of several hours, which is not unusual. The sparse implementation allow us to drastically increase the number of data points we can handle, but we are still bound to a regime of at most $N = 1000$ to obtain reasonable training times, which is typical for Gaussian processes. A future direction to reduce the cost of training the classifier is to use variational inference [9, 10] instead of Markov chain Monte Carlo. This methodology would allow us to significantly increase the number of samples we can handle at the cost of losing expressiveness and interpretability of the Gaussian processes. Another area to improve our methodology is that currently, we need to retrain the classifier from scratch after each active learning iteration. An alternative could be to use the posterior distributions of the parameters as priors for the next iteration to accelerate the convergence of the Markov-chain Monte-Carlo sampler or to use a sequential Monte-Carlo sampler with online updates [6].

In summary, we propose a multi-fidelity classifier with active learning to efficiently predict the binary output of computer simulations. We envision that our new tool will help researchers to address problems that were prohibitively expensive without this approach.
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