Holographic mixed-reality neuronavigation with a head-mounted device: technical feasibility and clinical application
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OBJECTIVE The authors aimed to evaluate the technical feasibility of a mixed-reality neuronavigation (MRN) system with a wearable head-mounted device (HMD) and to determine its clinical application and accuracy.

METHODS A semiautomatic registration MRN system on HoloLens smart glasses was developed and tested for accuracy and feasibility. Thirty-seven patients with intracranial lesions were prospectively identified. For each patient, multimodal imaging–based holograms of lesions, markers, and surrounding eloquent structures were created and then imported to the MRN HMD. After a point-based registration, the holograms were projected onto the patient’s head and observed through the HMD. The contour of the holograms was compared with standard neuronavigation (SN). The projection of the lesion boundaries perceived by the neurosurgeon on the patient’s scalp was then marked with MRN and SN. The distance between the two contours generated by MRN and SN was measured so that the accuracy of MRN could be assessed.

RESULTS MRN localization was achieved in all patients. The mean additional time required for MRN was 36.3 ± 6.3 minutes, in which the mean registration time was 2.6 ± 0.9 minutes. A trend toward a shorter time required for preparation was observed with the increase of neurosurgeon experience with the MRN system. The overall median deviation was 4.1 mm (IQR 3.0 mm–4.7 mm), and 81.1% of the lesions localized by MRN were found to be highly consistent with SN (deviation < 5.0 mm). There was a significant difference between the supine position and the prone position (3.7 ± 1.1 mm vs 5.4 ± 0.9 mm, p = 0.001). The magnitudes of deviation vectors did not correlate with lesion volume (p = 0.126) or depth (p = 0.128). There was no significant difference in additional operating time between different operators (37.4 ± 4.8 minutes vs 34.6 ± 4.8 minutes, p = 0.237) or in localization deviation (3.7 ± 1.0 mm vs 4.6 ± 1.5 mm, p = 0.070).

CONCLUSIONS This study provided a complete set of a clinically applicable workflow on an easy-to-use MRN system using a wearable HMD, and has shown its technical feasibility and accuracy. Further development is required to improve the accuracy and clinical efficacy of this system.
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Preoperative planning in neurosurgery requires a deep understanding of anatomical relationships to ensure optimal results. However, precise localization of intracranial lesions very much relies on medical imaging due to the lack of natural anatomical landmarks on the head. As the concept of image-guided surgery was introduced, commercial neuronavigation systems have been developed that can accurately determine the location and boundary of lesions during neurosurgical procedures to promote minimally invasive surgery. Preoperative accurate localization of the target lesion on the patient’s scalp is essential with neuronavigation systems. However, as previous literature has described, visual coordination between the surgical field and navigation monitor may distract the surgeon’s attention. It also requires mental transformation of 2D images to 3D physical space. Additionally, a standard neuronavigation (SN) system has bulky hardware, including an infrared camera, a navigation workstation, and...
accessories; with all these expensive components, an SN system usually costs more than $300,000.

Currently, new imaging technologies are emerging that combine real and virtual to create a human-computer interactive environment. In virtual reality, users observe virtual objects in a completely virtual environment. In contrast, in augmented reality, users observe virtual objects in a physical environment. Mixed reality, derived from augmented reality, refers to the input of physical scene information into a virtual environment and enables interactive digital data to be displayed over the physical environment. Commercial head-mounted devices (HMDs), such as HoloLens (Microsoft Corp.), make these imaging technologies more applicable to many fields, including healthcare, education, and psychology. HMDs have three key features: 1) holographic display provides users with depth perception of 3D virtual objects by overlaying holograms to the user’s visual field; 2) spatial mapping allows projected holograms to maintain their physical space position, even if the user moves; and 3) an interactive hands-free interface enables the user to control the device through gestures, gaze, and voice. The application of HMDs in the landscape of neurosurgery has attracted attention. However, so far, there has been only one study that has assessed HMDs for neuronavigation with manual registration methods. Moreover, the registration accuracy reported is seemingly unsatisfactory. Also, the relatively long, time-consuming, and seemingly complex workflow makes surgeons hesitant to use an HMD for navigation. An automatic registration method has potential benefits for improving feasibility and accuracy. We hypothesized that a point-based, semiautomatic registration system programmed on HoloLens might help to improve localizing accuracy and applicability in clinical settings. We conducted this prospective pilot study to develop a low-cost, easy-to-use system on an HMD and determine its clinical feasibility and accuracy.

Methods

Patient Criteria

Thirty-seven patients who had surgery for the resection of intracranial lesions from April 2018 to February 2021 in two clinical hospitals (Chinese PLA General Hospital, Beijing, and Chinese PLA General Hospital Hainan Branch, Sanya) were prospectively identified. Detailed data on patients are shown in Table 1. The IRB and local ethics committee of the Chinese PLA General Hospital approved this study. Written informed consent was obtained from all patients or their appropriate representatives.

The boundary of the lesions was defined as follows: 1) the boundary of homogeneously enhanced lesions (including meningioma, glioblastoma, and metastasis) were determined by the enhanced part of the lesion; 2) the boundary of heterogeneous enhanced lesions (including cavernous malformation and diffusive astrocytoma) were determined by the edge of an abnormal signal on a T2-weighted FLAIR sequence; and 3) the boundaries of intracerebral hematomas were determined by the extent of abnormal hyperdensity on CT. The study excluded patients who had an intracranial lesion with a highly diffuse boundary that was hard to identify.

Imaging Acquisition

The scanning parameters were defined as follows. MRI scans were performed on a 1.5-T scanner (Espree, Siemens) with the following scan parameters: T2-weighted sequence (TR 5500 msec, TE 93 msec, matrix size 512 × 512, FOV 230 mm, and slice thickness 3 mm), and 3D TI-weighted gadolinium-enhanced magnetization prepared rapid acquisition gradient-echo sequence (MPRAGE: TR 1650 msec, TE 3.02 msec, FOV 250 × 250 mm, and slice thickness 1 mm). CT was performed on a 128 multislice CT scanner (SOMATOM, Siemens) with the following scan parameters: tube voltage 120 kVp, window width 120, window level 40, matrix 128 × 128, FOV 251 × 251 mm, and slice thickness 1.25 mm.

More importantly, to perform rigid preoperative registration from the holograms to the patient’s head, 6 to 7 markers were attached to each patient’s scalp around the target area for surgery. The markers were placed in positions where skin shift is minimal. A blue CT marker or a green MRI marker was embedded in the marker sockets before scanning (Fig. 1A). Moreover, after the scanning, marker sockets were replaced by registration sockets at the same positions for later holographic registration.

Data Postprocessing and Holographic Visualization

All preoperative CT or MRI data were accessed in the format of DICOM. The imaging sequence type was chosen based on the radiological characteristics of the lesion and surgical requirements. After importing data to 3D Slicer version 4.8.1 (http://www.slicer.org/, free open-source software), automatic segmentation and 3D modeling of the lesion were performed to calculate the volume (cm³). The depth of the lesion was defined as the distance from the closest boundary to the brain surface. Lesions were categorized by hemisphere (left vs right), lobe (frontal, parietal, temporal, occipital, and basal ganglia), volume (> and < the median), and depth (superficial [distance = 0 mm] and deep [distance > 0 mm]). Modeling was performed for the target lesion, position markers, and natural anatomical landmarks on the patient’s head (including the nose, left ear, or right ear). All virtual models were output in OBJ format and imported into Unity version 3.1 (Unity Technologies) for compatibility with holographic navigation. We developed a Unity module to upload the processed 3D holograms online to a dedicated server to be downloaded later with HoloLens. We also developed a HoloLens-based application (MR Neuron) to download the holograms and perform navigation registration. Wireless access to the data enabled the visualization of high-definition holograms through transparent lenses in front of the neurosurgeon’s eyes. Figure 2 demonstrates a brief view of the entire data postprocessing workflow.

Hologram Registration

The HMD was comfortably and firmly fixed on the operator’s head by adjusting the headband and overhead strap to avoid slipping while moving around. Calibration of the HMD was performed before each registration using a system-provided calibration program. The operator was asked to use their index finger to “air tap” 6 holographic...
targets, so that the device could align the actual finger position with the virtually displayed tap cursor. It took about 1 minute, and the holograms were clear and easy to interact with by setting the correct interpupillary distance. We used a 3D printer to print a positioning tool with a logo sticker (Fig. 1B). Mixed-reality neuronavigation (MRN) recognized the tool and then projected a virtual tool over the real tool in the field of view (Fig. 1C). The virtual tip of the tool was always at the exact location as the physical tip. When positioning the tip at the desired location, a point can be added at the exact position through gesture commands (“air tap”). Each position point was added according to the sequence indicated by the program. After tapping all points, the system would automatically match the point data sets. An overview of the MRN registration process is shown in Fig. 3A–D.

Preoperative Planning and Accuracy Assessment

After anesthesia had been induced, the patient was positioned based on surgical requirements. The operator performed registration to an SN system (Curve, Brainlab; or S7, Medtronic) using the surface matching mode. The

| Patient No. | Sex | Age (yrs) | Lesion Location | Pathology | Lesion Vol (cm³) | Lesion Depth (mm) | Imaging Module | Surgical Position | Additional Time (mins) | Deviation (mm) |
|-------------|-----|-----------|----------------|-----------|-----------------|------------------|---------------|-------------------|---------------------|--------------|
| 1           | F   | 55        | Lt temporal    | DLBCL     | 27.9            | 15.9             | T1+C          | Supine           | 49                  | 5.6           |
| 2           | F   | 42        | Rt frontal     | Meningioma | 12.5            | 0.0              | T1+C          | Supine           | 44                  | 2.8           |
| 3           | M   | 54        | Rt parietal    | Cavernous malformation | 12.3 | 12.0 | T2 | Supine | 45 | 3.0 |
| 4           | F   | 35        | Rt parietal    | Cavernous malformation | 3.2 | 15.4 | T2 | Supine | 36 | 2.9 |
| 5           | F   | 34        | Lt frontal     | Meningioma | 12.6 | 0.0 | T1+C | Supine | 40 | 2.6 |
| 6           | F   | 60        | Lt frontal     | Meningioma | 19.9 | 0.0 | T1+C | Supine | 36 | 2.8 |
| 7           | F   | 54        | Rt parietal    | Meningioma | 14.7 | 0.0 | T1+C | Supine | 37 | 2.7 |
| 8           | F   | 62        | Rt temporal    | Meningioma | 21.5 | 0.0 | T1+C | Supine | 40 | 4.5 |
| 9           | F   | 54        | Lt parietal    | Meningioma | 20.7 | 0.0 | T1+C | Supine | 34 | 2.5 |
| 10          | M   | 76        | Rt parietal    | Metastasis | 13.5 | 14.5 | T1+C | Supine | 36 | 3.5 |
| 11          | M   | 57        | Rt parietal    | Meningioma | 16.6 | 0.0 | T1+C | Supine | 35 | 2.6 |
| 12          | M   | 24        | Lt occipital   | Medulloblastoma | 22.5 | 18.6 | T1+C | Prone | 38 | 4.6 |
| 13          | M   | 70        | Lt parietal    | Metastasis | 15.3 | 15.0 | T1+C | Prone | 41 | 5.7 |
| 14          | M   | 70        | Lt frontal     | Glioblastoma | 17.6 | 24.8 | T1+C | Supine | 39 | 4.3 |
| 15          | M   | 37        | Rt frontal     | Ependymoma | 20.9 | 20.3 | T1+C | Supine | 37 | 3.2 |
| 16          | M   | 53        | Rt basal ganglia | Hematoma | 35.1 | 26.8 | CT | Supine | 33 | 4.2 |
| 17          | M   | 80        | Rt basal ganglia | Hematoma | 40.5 | 27.6 | CT | Supine | 35 | 4.1 |
| 18          | M   | 44        | Rt basal ganglia | Hematoma | 38.4 | 35.4 | CT | Supine | 29 | 3.0 |
| 19          | M   | 40        | Rt basal ganglia | Hematoma | 41.6 | 28.1 | CT | Supine | 28 | 3.8 |
| 20          | F   | 73        | Rt parietal    | Metastasis | 15.5 | 16.8 | T1+C | Supine | 36 | 4.2 |
| 21          | F   | 68        | Rt frontal     | Meningioma | 20.4 | 0.0 | T1+C | Supine | 38 | 4.3 |
| 22          | F   | 57        | Rt occipital   | Meningioma | 15.7 | 0.0 | T1+C | Supine | 37 | 4.9 |
| 23          | M   | 69        | Rt frontal     | Metastasis | 16.4 | 0.0 | T1+C | Supine | 43 | 2.6 |
| 24          | M   | 31        | Rt temporal    | Meningioma | 8.1 | 0.0 | T1+C | Supine | 49 | 3.0 |
| 25          | M   | 16        | Rt temporal    | Cavernous malformation | 20.1 | 0.0 | T1+C | Supine | 45 | 3.0 |
| 26          | M   | 49        | Lt temporal    | Metastasis | 5.0 | 11.0 | T1+C | Supine | 43 | 5.2 |
| 27          | M   | 84        | Rt frontal     | Hematoma | 42.8 | 0.0 | CT | Supine | 31 | 3.3 |
| 28          | M   | 8         | Lt frontal     | Cavernous malformation | 15.4 | 21.3 | T2 | Supine | 29 | 6.6 |
| 29          | M   | 58        | Rt temporal    | Diffuse astrocytoma | 19.8 | 24.5 | T2 | Supine | 33 | 4.5 |
| 30          | M   | 62        | Lt occipital   | Meningioma | 27.7 | 0.0 | T1+C | Prone | 44 | 6.9 |
| 31          | M   | 41        | Lt occipital   | DLBCL | 16.8 | 24.5 | T1+C | Prone | 39 | 4.8 |
| 32          | M   | 63        | Rt basal ganglia | Hematoma | 33.9 | 42.3 | CT | Supine | 28 | 3.6 |
| 33          | M   | 57        | Rt basal ganglia | Hematoma | 34.0 | 37.5 | CT | Supine | 25 | 6.8 |
| 34          | M   | 51        | Lt basal ganglia | Hematoma | 30.0 | 36.0 | CT | Supine | 19 | 3.1 |
| 35          | M   | 51        | Rt occipital   | Metastasis | 61.9 | 0.0 | T1+C | Prone | 27 | 4.7 |
| 36          | F   | 27        | Lt frontal     | Meningioma | 111.2 | 0.0 | T1+C | Supine | 31 | 4.2 |
| 37          | F   | 66        | Rt occipital   | Metastasis | 38.5 | 0.0 | T1+C | Supine | 33 | 6.3 |

DLBCL = diffuse large B-cell lymphoma; T1+C = T1-weighted with contrast.
navigation system calculated the fiducial registration error (FRE) to indicate registration accuracy. Subsequently, the operator wearing the HoloLens HMD performed registration, superimposing the 3D holograms onto the patient's head. The program automatically measures the FRE of the MRN system. Similar to the method used by Incekara et al., the 2D projection of the lesion boundaries perceived by the operator on the patient’s scalp was then marked with MRN and SN. The maximal extension of the perceived holographic lesion boundary was marked as 4 checkpoints in 4 directions: anterior, posterior, medial (upper), and lateral (lower). The exact process was performed with an SN system by the same operator. A vernier caliper measured distance (D) between the corresponding checkpoints (Fig. 3E and F). The following equation calculated the integrated deviation between MRN and SN:

\[ D = \sqrt{\frac{(D_{\text{Anterior}} + D_{\text{Posterior}})^2}{2} + \frac{(D_{\text{Medial}} + D_{\text{Lateral}})^2}{2}} \]

\[ D = \sqrt{\frac{(D_{\text{Anterior}} + D_{\text{Posterior}})^2}{2} + \frac{(D_{\text{Superior}} + D_{\text{Inferior}})^2}{2}} \]

In some cases, we outlined the lesion boundary on the patient’s scalp under guidance with a microscope that was equipped with an augmented-reality navigation function as the gold standard.

Eventually, we performed the skin incision, craniotomy, and surgery according to the SN-localized lesion. All registration and measurements were performed by the corresponding author (X.C., doctor A) and first author (Z.Q., doctor B), who are skilled in HoloLens usage. Patients were not eligible if both authors did not attend the surgery.

To acquire an impression of complete holographic lesion projection alignment, in the case of patient 35, we placed the navigation pointer at 4 checkpoints, keeping the pointer’s direction parallel to the sagittal plane and perpendicular to the head surface (Fig. 3G–J). The SN automatically added the extension line from the pointer tip when using “inline 1” and “inline 2” modes. In the case of patient 37, after exposing the lesion, we qualitatively compared the holographic lesion boundary of metastasis with the actual boundary seen within the surgical field. There was no shift of the patient’s head during the entire process, from navigation registration to lesion exposure.

The neurosurgeon or his assistant recorded the additional time required for the holographic method. The additional time was defined as the duration from system setup to lesion outline on the patient’s head, including marker embedding, data postprocessing, holographic visualization, and holographic registration. Imaging duration was not included in the additional time, in that imaging is a process indispensable for SN paradigms.

**Statistical Analysis**

All statistical analyses were performed using IBM SPSS version 23 software (IBM Corp.). A two-related sample Wilcoxon signed-rank test was used for comparison of FRE of MRN with SN. Differences in deviation among groups of lesion localizations were tested using a one-way ANOVA test. The comparison of deviation between various surgical positions was compared using the Student t-test. Spearman rank correlation was applied to analyze the relationship between the deviation and the lesion volume or depth. The patients were divided into two subgroups based on the operator: doctor A operated on group A (patients 1–22, n = 22) and doctor B operated on group B (patients 23–37, n = 15). The Mann-Whitney U-test was performed to detect significant differences in deviation or additional time between the two subgroups. Quadratic regression analysis of additional time and number of cases was applied to fit the learning curve to test whether the operator became adept at using MRN. The threshold of statistical significance was set at \( p = 0.05 \).

**Results**

The overall study design is demonstrated in Fig. 4. The study included 37 patients with a median age of 35 years (range 8–84 years). The lesions had a median depth...
of 12.0 mm (IQR 0 mm–24.5 mm), and 17 of 37 lesions (45.9%) reached the surface of the brain. The median lesion volume was 20.10 cm$^3$ (IQR 15.35 cm$^3$–33.95 cm$^3$). The supine position was employed in 30 patients (81.1%), and the remaining patients were positioned prone. Table 1 further demonstrates patient characteristics. 3D modeling and hologram registration were achieved in all patients. Overall, the median deviation between MRN and SN was 4.1 mm (IQR 3.0 mm–5.2 mm) compared with the median SN FRE of 2.5 mm (IQR 2.2 mm–3.1 mm) ($p < 0.001$). No significant difference in deviation was detected between the left and right sides (4.4 ± 1.5 mm vs 3.9 ± 1.1 mm, $p = 0.228$). The difference in deviations between the location of the lesion (frontal, parietal, temporal, occipital, and basal ganglia) was statistically significant (3.6 ± 1.2 mm vs 3.4 ± 1.2 mm vs 4.3 ± 1.1 mm vs 5.3 ± 1.0 mm vs 4.0 ± 1.3 mm, $p = 0.040$). The post hoc comparison showed that the difference came from the occipital location with frontal location ($p = 0.005$) and the occipital location with parietal location ($p = 0.006$). There was a significant difference between the supine position and the prone position (3.7 ± 1.1 mm vs 5.4 ± 0.9 mm, $p = 0.001$). The Spearman rank correlation test showed that the magnitudes of deviation vectors did not correlate with lesion volume ($p = 0.126$) or depth ($p = 0.128$) (Fig. 5). The mean time needed for using MRN was 36.3 ± 6.3 minutes, in which the mean registration time was 2.6 ± 0.9 minutes.

As shown in subgroup analysis, there was no significant difference in additional operating time between group A and group B (37.4 ± 4.8 minutes vs 34.6 ± 4.8 minutes, $p = 0.237$), or in localization deviation (3.7 ± 1.0 mm vs 4.6 ± 1.5 mm, $p = 0.070$), and other variables, including lesion volume ($p = 0.076$) and depth ($p = 0.861$), were not significantly different. Furthermore, in both subgroups, the quadratic regression analysis of the additional time and the number of cases showed a steep learning curve (Fig. 6). There was a trend toward shorter time required for the MRN method, which meant that the method was easy to master.

The qualitative assessment showed that in the case of patient 35, the navigation pointer tip’s extension lines drawn at the 4 MRN checkpoints were approximatively tangent to the SN lesion boundary (Fig. 3K–N). In the case of patient 37, the actual boundary was within the holographic lesion projection after exposing the lesion (Fig. 7).
FIG. 3. Holographic lesion localization procedures and comparison with an SN system. A: Axial preoperative MR image obtained in a 51-year-old man with a right occipital lesion. B: Registration markers attached to the patient’s head before scanning. C: Registration sockets attached to the patient’s head at the same locus after scanning and anesthesia. D: Registration procedure by the neurosurgeon with the HMD. E and F: Measurement of the medial (E) and anterior (F) deviation between MRN (the boundary of the green hologram) and SN (black dashes). G and H: After coregistration with the navigation system, the operator points the navigation pointer (Brainlab AG) to the anterior boundary of the lesion. The probe direction is adjusted to be parallel with the sagittal plane and vertical to the midsagittal line. I and J: The operator points the navigation probe to the medial boundary of the lesion. K and L: On the SN monitor, the “inline 1” navigation mode is chosen; the thick green line indicates the navigation probe which is vertical to the head surface. Its extended lines touch the anterior (K) and posterior (L) boundary of the lesion. M and N: The “inline 2” navigation mode is chosen. The extended navigation pointer lines touch the medial (M) and lateral (N) boundary of the lesion.
Discussion

This prospective pilot study suggests that a wearable head-mounted MRN system is technically feasible. We have provided a complete set of a clinically applicable workflow and tested the accuracy in patients with intracranial lesions using quantitative and qualitative methods.

An MRN system may provide advantages in an actual clinical environment; first, it provides the visual experience of a holographic display. To describe the experience, we encourage the reader to view Video 1.

**VIDEO 1.** Video showing holographic MRN after fiducial registration in a 54-year-old woman with a cerebral parafalcine meningioma. Copyright Xiaolei Chen. Published with permission. Click here to view.

Without turning the head to other monitors, the operator can visualize the hologram of the target lesion and the surrounding eloquent structures overlaid on the patient’s head. The holograms are seen via the heads-up display in front of the user’s eyes. In this way, the user can acquire an intuitive understanding of the target lesion’s location and shape. The system has ergonomic advantages and reduces the diversion of attention. Second, the efficiency of the work process is improved. The operator may control the device through gestures or voice without requiring a surgical team member to control the workstation. Third, compared with commercial SN systems, the cost of our system is much lower (exclusive of the computer, approximately $3000). Moreover, the system is easy to set up after our simplification. The user can perform the imaging data
processing and holographic visualization using only an HMD and a computer anytime and anywhere, free from an unwieldy workstation hardware system, as with SN. Compared with standard optic neuronavigation systems, our MRN system is not tethered to an infrared camera. We can achieve lesion localization and simple navigation, holding only a 3D-printed positioning tool. Last but not least, other team members can share the operator’s real-time perspective with another HoloLens device through a local area network, which applies to teaching practice. The 3D Slicer software provides a platform for image segmentation and model creation, facilitating the holographic visualization in this study. The critical step in this holographic localizing method is the hologram’s registration to the patient, for which we designed a semiautomatic coregistration procedure. Compared with manual hologram placement, this fiducial matching–based registration has the potential advantage of reducing visual misinterpretation, so that the operator does not need to adjust the position of the hologram from various perspectives.10,12

Various methods of accuracy measurement have been used in the published literature. Incekara et al.11 measured accuracy by comparing lesion centers on the scalp using both MRN and SN. The median distance between the centers was 4 mm (IQR 0 mm–8 mm). Van Doormaal et al.10 measured FRE using MRN and reported an error of 7.2 ± 1.8 mm on the phantom and error of 4.4 ± 2.5 mm on 3 patients. Li et al.13 performed external ventricular drainage under holographic guidance. The mean target deviation of the holographic-guided group was 4.34 ± 1.63 mm.

**FIG. 5.** The magnitude of deviation vectors. A: Scatterplot illustrating the magnitude of deviation vectors of the 37 patients in the study. The median and the 1st and 3rd quartile (Q1 and Q3) are labeled. B: Scatterplot illustrating the magnitude of deviation vectors on the y-axis and the lesion volumes on the x-axis. C: Scatterplot illustrating the magnitude of deviation vectors on the y-axis and the lesion distance from the surface on the x-axis.

**FIG. 6.** The learning curve of the point-based holographic registration system. Quadratic regression analysis of the additional time and number of cases experienced by doctor A (A) and doctor B (B).
McJunkin et al. measured the target registration error (TRE) on a 3D-printed phantom, and the mean TRE was 5.8 ± 0.5 mm. The median deviation between MRN and SN in our study was 4.1 mm, which is consistent with the accuracy ranges reported in previous literature. It is acceptable for navigated procedures in which extremely high accuracy is not needed. Our MRN system may be helpful for localization of large brain lesions, intracerebral hematoma evacuation, and external ventricular drainage. However, the difference in FRE between MRN and SN suggests that the precision of MRN requires improvement. According to our results, the prone position deviation seems to be greater than the supine position deviation. The main reason for this may be due to stretched suboccipital muscles and skin when positioning the patient. The offset of the registration point due to skin shift may increase the deviation.

We measured the additional time required for the MRN method to assess the feasibility in the clinical setting. The mean additional time before the surgery was 37.2 ± 7.9 minutes, and the efficiency is comparable with using commercial SN systems. Data postprocessing time accounts for most of the total time, which could be shortened with the gradual accumulation of experience. Limitations do exist when using MRN in the study. First, the perceived drift of holograms may affect the system accuracy due to the relatively high error of accessed tracking data and displayed information using HoloLens glasses. The visual effects of holographic drift prevalently occur while walking around the hologram instead of toward it. Theoretically, the perceived drift would be minimal if the operator observes from the perspective where the registration is performed because the hologram is registered from this position. It may imply that the error attributed to perceived drift can be reduced when the operator performs the registration from the perspective of the surgery and at an angle vertical to the head skin. Second, observing holograms may distract the operator from the physical space, in that the hologram may potentially obstruct the view of the surgical area and cause inattentional blindness. The operator may experience discomfort trying to perform technical maneuvers wearing an HMD, such as boundary or incision marking. HoloLens screen brightness and hologram opacity can be easily adjusted with certain buttons on the device, so that the operator can take a clear look at both the hologram and the patient. Third, the time spent on data postprocessing accounts for a significant proportion of the entire workflow. One of the challenges is to provide enough well-trained staff to reconstruct and visualize the holograms. For data postprocessing, 3D Slicer is already used by many clinicians worldwide. With further simplification of the process, this MRN system would become easier to use.

Although our preliminary results are promising, some improvements are still needed. First, any movement of the patient’s head after registration will cause severe deviation of the hologram. A reregistration must be performed in that case to ensure that the hologram is aligned with the matched volume. We have been developing markers to
be placed in the surgical area, which the HMD continuously tracked, to keep the hologram on the patient’s head accurately. Another limitation is that the mean TRE in the holographic scene was not measured. TRE is defined as the offset from a specific selected point (not the registration points) in the virtual space to the physical space. It is often used to verify the accuracy of infrared registration neuronavigation systems. A previous study suggested that FRE is not recommended as an index to indicate the accuracy of a specific registration in that a specific FRE is not related to a specific TRE. The automatically measured FRE in this study was only used as an index to illustrate the precision of MRN rather than the accuracy. However, due to hardware or software limitations, the surface mesh created by HoloLens is too crude to measure the MRN TRE with sufficient precision. Future studies need to focus on automatic MRN TRE measurements for standardized validation.

Conclusions
This study provides a complete set of a clinically applicable workflow on an easy-to-use MRN system using a wearable HMD, and proves its technical feasibility and accuracy. Further development is yet required to improve the accuracy and efficacy of this system.
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