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Abstract— Generative Adversarial Networks (GANs) are formulated as minimax game problems that generative networks attempt to approach real data distributions by adversarial learning against discriminators which learn to distinguish generated samples from real ones, of which the intrinsic problem complexity poses challenges to performance and robustness. In this work, we aim to boost model learning from the perspective of network architectures, by incorporating recent progress on automated architecture search into GANs. Specially we propose a fully differentiable search framework, dubbed alphaGAN, where the searching process is formalized as solving a bi-level minimax optimization problem. The outer-level objective aims for seeking an optimal network architecture towards pure Nash Equilibrium conditioned on the network parameters of generators and discriminators optimized with a traditional adversarial loss within inner level. The entire optimization performs a first-order approach by alternately minimizing the two-level objective in a fully differentiable manner that enables obtaining a suitable architecture efficiently from an enormous search space. Extensive experiments on CIFAR-10 and STL-10 datasets show that our algorithm can obtain high-performing architectures only with 3-GPU hours on a single GPU in the search space comprised of approximate $2 \times 10^{11}$ possible configurations. We further validate the method on the state-of-the-art network StyleGAN2, and push the score of Fréchet Inception Distance (FID) further, i.e., achieving 1.94 on CelebA, 2.86 on LSUN-church and 2.75 on FFHQ, with relative improvements $3\% \sim 26\%$ over the baseline architecture. We also provide a comprehensive analysis of the behavior of the searching process and the properties of searched architectures, which would benefit further research on architectures for generative models. Codes and models are available at https://github.com/yuesongtian/AlphaGAN.

Index Terms— Generative adversarial networks, Neural architecture search, Generative models.

1 INTRODUCTION

Generative Adversarial Networks (GANs) [1] have shown promising performance on a variety of generative tasks (e.g., image generation [2], [3], [4], [5], [6], image translation [7], [9], [11], [12], dialogue generation [13], and image inpainting [14]), which are typically formulated as adversarial learning between a pair of networks, called generator and discriminator [15], [16]. Pursuing high-performance generative networks is non-trivial as challenges may arise from every factor in the training process, from loss functions to network architectures. There is a rich history of research aiming to improve training stabilization and alleviate mode collapse by providing the generator with more meaningful and suitable supervision signals, such as improving generative adversarial losses (e.g., Wasserstein distance [17], Least Squares loss [18], and hinge loss [19]), regularization methods (e.g., gradient penalty [20], [21]), and self-supervised methods [6], [22], [23], [24], [25].

Alongside the direction of modifying supervision signals, enhancing the architecture of generators has also proven to be significant for stabilizing training and improving generalization. [26] exploits deep convolutional networks in both generator and discriminator, and a series of approaches [2], [19], [20], [27] show that residual blocks [28] are capable of facilitating the training of GANs. Recently, StyleGAN family [5], [6] introduces mapping networks for transforming random latent codes, which are consequentially injected into each convolutional layers as style information. The architectures have shown excellent performance on large datasets including CelebA [29], LSUN-church [30], and Flickr-Faces-HQ [5]). However, such a manual architecture design typically requires many efforts and domain-specific knowledge from human experts, which is even challenging for GANs due to the minimax formulation that it intrinsically has [1]. Recent progress of architecture search on a set of supervised learning tasks [31], [32], [33], [34], [35] has shown that remarkable achievements can be reached by automating the architecture search process.

In this paper, we focus on improving GAN from the perspective of neural architecture search (NAS). In most of NAS methods, the search process is typically supervised on a validation set through the evaluation measure which is a good surrogate to the final objective of system performance, e.g., substituting accuracy with cross entropy loss, while it is difficult to inspect the on-the-fly quality of both generators and discriminators (except reaching the point of Nash Equilibrium [35]) for three reasons. First, the training of GANs is a non-trivial nonconvex-nonconvex bi-level optimization problem [36], which is difficult and unstable to optimize and monitor. Second, the loss values of GANs cannot reflect the training status of GANs [2], [37]. Third, the computation of...
commonly adopted metrics IS and FID are time-consuming and not differentiable, impeding the development of efficient NAS methods on GANs.

Inspired from Game theory, which targets at finding pure Nash Equilibrium between pairs of generators and discriminators [16, 37, 38], we propose a fully differentiable architecture search framework for GANs, dubbed alphaGAN, in which a differential evaluation metric is introduced for guiding architecture search towards pure Nash Equilibrium. We formulate the search process of alphaGAN as a bi-level minimax optimization problem, and solve it efficiently via stochastic gradient-type methods. Specifically, the outer-level objective aims to optimize the generator architecture parameters towards pure Nash Equilibrium, whereas the inner-level constraint targets at optimizing the weight parameters conditioned on the architecture currently searched. The formulation of alphaGAN is a generic form, which is task-agnostic and suitable for any generation tasks in a minimax formulation.

The most related work is AdversarialNAS [39], which is the first gradient-based NAS-GAN method, searching the architecture of GANs under the loss of GANs. alphaGAN differs from AdversarialNAS in three main aspects.

- The metrics of search are different. alphaGAN aims to search generator architectures towards Nash Equilibrium which is achieved through the evaluation metric duality gap. AdversarialNAS searches the architectures by directly using the adversarial loss. As pointed out in [2], [37], [40], the values of adversarial loss are intractable to describe “how well GAN has been trained” due to its specific minimax structure. However, duality-gap as a generic evaluation metric for minimax problems, is capable of measuring the distance of current model to pure Nash Equilibrium, thus is more appropriate for guiding the search.
- Search algorithms are also different. The weight parameters and the architecture parameters of alphaGAN are optimized in the inner level and the outer level, respectively. We expect to find the architectures towards pure Nash Equilibrium on the validation set, in which the weight parameters (including both of generators and discriminators) associated with the architecture are learned on the training set. AdversarialNAS follows the algorithm in the original GAN [1], in which the optimization of generators and discriminators performs alternately. Unlike only optimizing weight parameters of generators (or discriminators) at every iteration in the original GAN, AdversarialNAS also optimizes architecture parameters besides weight parameters.
- The performance of alphaGAN is better. On the datasets CIFAR-10, STL-10, CelebA, LSUN-church and FFHQ, alphaGAN outperforms AdversarialNAS with less computational cost. alphaGAN also reaches state-of-the-art performance on STL-10, CelebA, LSUN-church, and FFHQ, compared to both manually designed architectures and automatically searched architectures.

In addition, we conduct extensive empirical studies on both conventional vanilla GANs [19] and state-of-the-art backbone StyleGAN2 [5]. The experiments show that alphaGAN is capable of discovering high-performance architectures while being much faster than modern GAN architecture search methods, i.e., the obtained architectures can achieve superior performance on CIFAR-10 and state-of-the-art results on STL-10, with much smaller parameter sizes. Comprehensive studies are presented to investigate the effect of search configuration on model performance, which we expect to use for understanding the method. The experiments on StyleGAN2 further demonstrate the effectiveness of the method, i.e., the optimized architecture can boost performance to achieve state-of-the-art results on multiple challenging datasets including CelebA [29], LSUN-church [30] and FFHQ [5].

The main contributions of the work are summarized:

1) We propose a novel architecture search framework for generative adversarial networks, which is mathematically formulated as a bi-level minimax problem. In the inner-level problem, a GAN is trained with the searched architecture over the training dataset. In the outer-level problem, a differentiable evaluation metric is utilized to guide the search process towards pure Nash Equilibrium over the validation dataset.

2) We solve the search optimization in a fully differentiable and efficient manner, e.g., the method can obtain an optimal architecture from a larger search space in 3 GPU hours on the CIFAR-10 dataset, 8 times faster than the counterpart method AdversarialNAS [39].

3) The searched architectures are high-performing, which achieve state-of-the-art results on CIFAR-10 and STL-10 over modern GAN search methods. We extend the search space on the StyleGAN2 backbone [6] by incorporating its characteristic. To the best of our knowledge, alphaGAN is the first NAS-GAN framework deploying and working well on large datasets, which demonstrates the effectiveness of alphaGAN is not confined to certain GAN topology or small datasets.

2 RELATED WORK

Generative Adversarial Networks (GANs). GANs are proposed in [1], composed of two networks, generator and discriminator. Discriminator aims to distinguish between generated samples and real ones, while generator aims to generate samples to fool the discriminator. In other words, the two networks are trained in an adversarial manner, leading to instability of training process [18]. A family of methods aim to address the issue by enhancing supervision, from the perspectives of introducing novel generative adversarial functions [17], [18], [19], regularization [20], [21], or self-supervised mechanisms [22], [23], [24], [25], [41].

As another direction of improving GANs, exploring high-performance networks has proven to be useful by many works. DCGAN [26] introduces convolutional neural networks (CNNs) to the generator and discriminator. Inspired from the dominant prosperity of ResNet [28], [19], [42], [42] exploits residual blocks in the architecture of the generator and discriminator, enabling the generation of images with a large resolution (e.g., larger than 64x64) with the representation ability brought by residual blocks. On the basis of the stack of residual blocks, BigGAN [2] further modifies the architecture of the generator via introducing the information input in the side of the generator, which is viewed as the
input of Class Conditional Batch Normalization (CCBN) in BigGAN. StyleGAN \[5\] also enables the information input in the side of the generator, exploiting the information to the side as the input of the internal AdaIN \[43\]. Instead of employing residual blocks, StyleGAN2 \[6\] employs “skip” topology in the generator. However, the above methods require the efforts of human experts. In this paper, we hope to promote the architecture of the generator via AutoML.

**Neural Architecture Search (NAS).** NAS aims to automatically design the architecture of CNN under the given search space in computer vision tasks, such as image classification \[31\] \[33\] \[44\] \[45\] \[46\] and object detection \[47\] \[48\] \[49\]. NAS can be divided into three types according to the search algorithm, Reinforcement learning based (RL-based), evolution-based, and gradient-based. RL-based NAS \[31\] \[33\] exploits accuracy as reward signal and trains a controller to sample the optimal structure. Evolution-based NAS \[40\] exploits evolutionary algorithm to search the architecture. Both RL-based NAS and evolution-based NAS cost more than 2000 GPU-hours. Gradient-based NAS \[32\] relaxes the discrete choice of structure to the continuous search space and obtains the optimal architecture via solving a bilevel optimization problem. Gradient-based NAS can directly search the architecture through gradient descent because it is differentiable. Compared with RL-based NAS and evolution-based NAS, gradient-based NAS is time-efficient, costing less than 100 GPU-hours.

Currently, previous works \[50\] \[51\] \[52\] employ NAS to automatically search the architecture of the generator with a reinforcement learning paradigm, rewarded by Inception Score \[16\] or Fréchet Inception Distance \[59\], which are task-dependent and non-differential metrics. AutoGAN \[50\] exploits Inception score as the reward signal and trains a controller to sample the optimal architecture of the generator. Analogously, AGAN \[51\] searches the architecture of the generator via reinforcement learning under a larger search space. However, RL-based search requires enormous computation resources. E2GAN \[52\] exploits off-policy reinforcement learning to efficiently search the architecture of the generator, rewarded by both IS and FID, of which the computation is also time-consuming. On the other hand, Gao et al. \[39\] proposed the first gradient-based NAS-GAN framework, in which traditional minimax loss functions are exploited to optimize architecture and network parameters both. The recent NAS-GAN methods are summarized in Tab. \[1\].

In particular, AdversarialINAS \[39\] is the most related work to our proposed alphaGAN, which directly exploits the minimax objective function of GANs to optimize both the architecture parameters and the weight parameters. However, many previous works \[2\] \[37\] \[40\] have pointed out that the minimax objective function of GANs cannot reflect the status of GANs. Thus, a more suitable evaluation metric to guide the search of the architecture of the generator is essential.

### 3 Preliminaries

Minimax Games have regained a lot of attraction \[54\] \[55\] since they are popularized in machine learning, such as generative adversarial networks (GAN) \[16\], reinforcement learning \[56\] \[57\], etc. Given the function \( \text{Adv}: \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \), we consider a minimax game and its dual form:

\[
\min_G \max_D \text{Adv}(G, D) = \min_G \left\{ \max_D \text{Adv}(G, D) \right\},
\]

\[
\max_D \min_G \text{Adv}(G, D) = \max_D \left\{ \min_G \text{Adv}(G, D) \right\}.
\]

Nash Equilibrium \[35\] of a minimax game can be used to characterize the best decisions of two players \( G \) and \( D \) for the above minimax game, where no player can benefit by changing strategy while the other players keep unchanged.

**Definition 1.** \((\mathcal{G}, \mathcal{D})\) is called Nash Equilibrium of game \( \min_G \max_D \text{Adv}(G, D) \) if

\[
\text{Adv}(\mathcal{G}, D) \leq \text{Adv}(\mathcal{G}, \mathcal{D}) \leq \text{Adv}(\mathcal{G}, \mathcal{D})
\]

holds for any \((G, D)\) in \( \mathcal{X} \times \mathcal{Y} \), where \( \mathcal{G} = \arg \min_G \text{Adv}(G, D) \) and \( \mathcal{D} = \arg \max_D \text{Adv}(G, D) \). When a minimax game equals to its dual problem, \((\mathcal{G}, \mathcal{D})\) is Nash Equilibrium of the game. Hence, the gap between the minimax problem and its dual form can be used to measure the degree of approaching Nash Equilibrium \[57\].

Generative Adversarial Network (GAN) proposed in \[1\] is mathematically defined as a minimax game problem with a binary cross-entropy loss of competing between the distributions of real and synthetic images generated by the GAN model. Despite remarkable progress achieved by GANs, training high-performance models is still challenging for many generative tasks due to its fragility to almost every factor in the training process. Architectures of GANs have proven useful for stabilizing training and improving generalization \[2\] \[19\] \[20\] \[27\], and we hope to discover architectures by automating the design process with limited computational resource in a principled differentiable manner.
which are typically discrete and task-dependent. Where \( \alpha \) and \( \omega \) denote the optimized variables of architecture and network parameters, respectively. DARTS aims to seek the optimal architecture that performs best on the validation set with the network parameters trained on the training set. The search process is supervised by the cross-entropy loss, a good surrogate for the metric accuracy.

However, deploying such a framework for searching architectures of GANs is non-trivial. The training of GANs corresponds to the optimization of a minimax problem (as shown above), which learns an optimal generator trying to fool the additional discriminator. However, generator evaluation is independent of discriminators but based on some extra metrics (e.g., Inception Score \([16]\) and FID \([38]\)), which are typically discrete and task-dependent.

**Evaluation function.** Using a suitable and differential evaluation metric function to inspect the on-the-fly quality of both the generator and discriminator is necessary for a GAN architecture search framework. Due to the intrinsic minimax property of GANs, the training process of GANs can be viewed as a zero-sum game as in \([1\), \([16]\). The zero-sum game includes two players competing in an adversarial manner. The universal objective of training GANs consequentially can be regarded as reaching the pure equilibrium in Definition \([1\). Hence, we adopt the primal-dual gap function \([37\), \([55]\) for evaluating the generalization of vanilla GANs. Given a pair of \( G \) and \( D \), the duality-gap function is defined as

\[
\mathcal{V}(G, D) = \text{Adv}(G, D) - \text{Adv}(\overline{G}, D) := \max_D \text{Adv}(G, D) - \min_G \text{Adv}(G, D).
\]

The evaluation metric \( \mathcal{V}(G, D) \) is non-negative and \( \mathcal{V}(G, D) = 0 \) only can be achieved when Nash Equilibrium in Definition \([1\) holds. \( \mathcal{V}(G, D) \) consists of solving the global optimum \( \overline{G} \) and \( \overline{D} \). Function \( \mathcal{V} \) provides a quantified measure of describing “how close is the current GAN to the pure equilibrium”, which can be used for assessing the training status.

For neural architecture search, the objective is to find the architecture working best on the validation set, where the associated weight parameters are supposed to be optimal on the training set. From this perspective, the architecture search for GANs can be formulated as a specific bi-level optimization problem:

\[
\min_{\alpha} \left\{ \mathcal{V}(G, D) : (G, D) := \arg\min_G \max_D \text{Adv}(G, D) \right\}, \quad (4)
\]

where \( \mathcal{V}(G, D) \) performs on the validation dataset and supervises seeking the optimal generator architecture as an outer-level problem, and the inner-level optimization on \( \text{Adv}(G, D) \) aims to learn suitable network parameters (including both the generator and discriminator) for GANs based on the current architecture and the training dataset.

In this work, we exploit the hinge loss from \([19\), \([42\] or non-saturating loss form \([1\). \n
**AlphaGAN formulation.** By integrating the generative adversarial function (hinge loss or non-saturating loss) and evaluation function \( \mathcal{V} \) into the bi-level optimization \( \mathcal{V} \), we can obtain the final objective for the framework as follows,

\[
\min_{\alpha} \mathcal{V}_{val}(G, D) = \text{Adv}(G, \overline{D}) - \text{Adv}(\overline{G}, D) \quad (5)
\]

\[s.t. \omega \in \arg\min \max_{\omega_{G}, \omega_{D}} \text{Adv}_{\text{train}}(G, D) \quad (6)\]

where architecture parameters \( \omega \) are optimized on the validation dataset, conditioned on that weight parameters \( \omega \) are optimal on the training dataset. According to the formulation \([3\), \([6]\) of alphaGAN, weight parameters \( \omega \) are optimized in the inner level and architecture parameters \( \alpha \) are optimizing in the outer level, respectively.

Generator \( G \) and discriminator \( D \) are parameterized with variables \( (\alpha_{G}, \omega_{G}) \) and \( (\omega_{D}) \), respectively, \( \overline{D} = \arg\max_{D} \text{Adv}_{\text{val}}(G, D) \), and \( \overline{G} = \arg\min_{G} \text{Adv}_{\text{val}}(G, D) \). The search process contains three parts of parameters, weight parameters \( \omega = (\omega_{G}, \omega_{D}) \), test-weight parameters \( \omega = (\omega_{G}, \omega_{D}) \), and architecture parameters \( \alpha = (\alpha_{G}) \). The architecture of the discriminator can be optimized in this framework, however we are mainly concerned with the architecture of the generator due to two reasons. First, in traditional GAN methods, a discriminator is used to supervise the training of the generator, and will be omitted during inference. Second, we find that the impact of searching discriminator for seeking better generator architectures is marginal and even hampers the process in practice (more details can be found in Section \([5\), \([3\).

### 4.2 Algorithm and Optimization

In this section, we will give a detailed description of the training algorithm and optimization process of alphaGAN. We first describe the entire network structure of the generator and the discriminator, the search space of the generator, and the continuous relaxation of architectural parameters.

**Base Backbone of \( G \) and \( D \).** We deploy alphaGAN on both conventional GANs and StyleGAN2. As for conventional GANs, the illumination of the entire structure is shown...
Algorithm 1 Searching the architecture of alphaGAN

**Parameters:** Initialize weight parameters \((\omega^G_G, \omega^D_D)\). Initialize generator architecture parameters \(\alpha^G\). Initialize base learning rate \(\eta\), momentum parameter \(\beta_1\), and exponential moving average parameter \(\beta_2\) for Adam optimizer.

1. for \(k = 1, 2, \ldots, K\) do
2. \(\text{Set } (\omega_k^G, \omega_k^D) = (\omega^G_G, \omega^D_D)\) and set \(\alpha_k^G = \alpha^G\).
3. \(\text{for } t = 1, 2, \ldots, T \) do # "weight part"
4. Sample real data \(\{x^{(t)}\}_{t=1}^T \sim P_r\) from the training set and noise \(\{z^{(t)}\}_{t=1}^T \sim P_z\); Estimate the gradient of Adv loss in Eq. [6] with \(\{x^{(t)}, z^{(t)}\}\) at \((\omega_{k+1}^G, \omega_{k+1}^D)\), dubbed \(\nabla \text{Adv}(\omega_{k+1}^G, \omega_{k+1}^D)\);
5. \(\omega_{k+1}^G = \text{Adam}(\nabla \omega_{k+1} \text{Adv}(\omega_{k+1}^G, \omega_{k+1}^D), \omega_{k+1}^G, \eta, \beta_1, \beta_2)\);
6. \(\text{end for}\)
7. \(\text{Set } (\omega_{k+1}^G, \omega_{k+1}^D) = (\omega_{k}^G, \omega_{k}^D)\);
8. Receive architecture searching parameter \(\alpha_k^G\) and network weight parameters \((\omega_{k+1}^G, \omega_{k+1}^D)\); Estimate neural architecture parameters \((\omega_{k+1}^G, \omega_{k+1}^D)\) of \((G, D)\) via Algorithm 2 # "arch_part"
9. for \(s = 1, 2, \ldots, S\) do # "test_weight_part"
10. Sample real data \(\{x^{(s)}\}_{s=1}^S \sim P_r\) from the validation set and latent variables \(\{z^{(s)}\}_{s=1}^S \sim P_z\); Estimate the gradient of the \(V\) loss in Eq. [6] with \(\{x^{(s)}, z^{(s)}\}\) at \((\alpha_{k,s}^G)\), dubbed \(\nabla \text{Adv}(\alpha_{k,s}^G)\);
11. \(\alpha_{k+s}^G = \text{Adam}(\nabla \omega_{k,s} \text{Adv}(\alpha_{k,s}^G), \alpha_{k,s}^G, \eta, \beta_1, \beta_2)\);
12. \(\text{end for}\)
13. Set \(\alpha_{k+1}^G = \alpha_{k,s}^G\);
14. \(\text{end for}\)
15. Return \(\alpha^G = \alpha_{k+1}^G\);

Algorithm 2 Solving \(G\) and \(D\)

**Parameters:** Receive architecture searching parameter \(\alpha^G\) and weight parameter \((\omega^G_G, \omega^D_D)\). Initialize weight parameter \((\omega^G_D, \omega^D_D)\) for \((G, D)\). Initialize base learning rate \(\eta\), momentum parameter \(\beta_1\), and EMA parameter \(\beta_2\) for Adam optimizer.

1. for \(r = 1, 2, \ldots, R\) do
2. Sample real data \(\{x^{(r)}\}_{r=1}^R \sim P_r\) from the validation dataset and noise \(\{z^{(r)}\}_{r=1}^R \sim P_z\); Estimate the gradient of the Adv loss in Eq. [5] with \(\{x^{(r)}, z^{(r)}\}\) at \((\omega^G_D, \omega^D_D)\), dubbed \(\nabla \text{Adv}(\omega^G_D, \omega^D_D)\);
3. \(\omega^G_{r+1} = \text{Adam}(\nabla \omega^G_D \text{Adv}(\omega^G_D, \omega^D_D), \omega^G_D, \eta, \beta_1, \beta_2)\);
4. \(\text{end for}\)
5. for \(r = 1, 2, \ldots, R\) do
6. Sample noise \(\{z^{(r)}\}_{r=1}^R \sim P_z\); Estimate the gradient of the Adv loss in Eq. [5] with \(\{z^{(r)}\}\) at point \((\omega^D_D, \omega^D_D)\), dubbed \(\nabla \text{Adv}(\omega^D_D, \omega^D_D)\);
7. \(\omega^D_{r+1} = \text{Adam}(\nabla \omega^D_D \text{Adv}(\omega^G_D, \omega^D_D), \omega^D_D, \eta, \beta_1, \beta_2)\);
8. \(\text{end for}\)
9. Return \((\omega^G_D, \omega^D_D) = (\omega^D_D, \omega^D_D)\).

in Fig. 1. The entire structure is identical to those in AutoGAN [50] and SN-GAN [19], composed of several cells, as shown in Fig. 2. Each cell, regarded as a directed acyclic graph, is comprised of the nodes representing intermediate feature maps and the edges connecting pairs of nodes via different operations.

Regarding StyleGAN2, the illustration of the entire structure of it is shown in Fig. 3. Alongside the operations to be searched, we additionally search the intermediate latent fed into the convolutional layers, elaborated in Sec. 6.2.

We apply a fixed network architecture for the discriminator, based on the conventional design as [19] or the design as StyleGAN2 [6].

Search space of \(G\). The search space is compounded from two types of operations, i.e., normal operations and upsampling operations. As for conventional GANs, the pool of normal operations, denoted as \(O_n\), is comprised of {conv_{1x1}, conv_{3x3}, conv_{5x5}, sep_conv_{3x3}, sep_conv_{5x5}, sep_conv_{7x7}}. The pool of upsampling operations, denoted as \(O_u\), is comprised of {deconv, nearest, bilinear}, where "deconv" denotes the ConvTransposed_{2x2} operation. alphaGAN allows \(6^3 \times 3^2 \times 3^3 \approx 2 \times 10^{11}\) possible configurations for the conventional generator architecture, which is larger than \(\approx 10^5\) of AutoGAN [50].

Regarding StyleGAN2, the pool of normal operations, denoted as \(O_n\), is comprised of {conv_{1x1}, conv_{3x3}, conv_{5x5}}. The pool of upsampling operations, denoted as \(O_u\), is comprised of {deconv, nearest_conv, bilinear_conv}, where "nearest_conv" denotes the nearest interpolation followed by conv_{3x3} and "bilinear_conv" denotes the bilinear interpolation followed by conv_{3x3}, respectively. We will elaborate on why we design that search space for StyleGAN2 in Sec. 5.1. alphaGAN allows up to \(8^{18} \times 3^{17} \approx 2.3 \times 10^{24}\) possible configurations for the generator architecture.

Continuous relaxation. The discrete selection of operations is approximated by using a soft decision with a mutually exclusive function, following [52]. Formally, let \(o \in O_n\) denote some normal operations on node \(i\), and \(\alpha_{i,j}\) represent the architectural parameter with respect to the operation between node \(i\) and its adjacent node \(j\), respectively. Then the node output induced by the input node \(i\) can be calculated by

\[
O_{i,j}(x) = \sum_{o \in O_n} \sum_{o' \in O_n} \exp(\alpha_{i,j}^{o,o'}) \alpha_{i,j}^{o,o'} o(x),
\]

and the final output is summed over all of its preceding nodes, i.e., \(x' = \sum_{i \in \text{pre}(j)} O_{i,j}(x')\). The selection on upsampling operations follows the same procedure.

Solving alphaGAN. We apply an alternating minimization method to solve alphaGAN [5, 6] with respect to variables \(((\omega^G_G, \omega^D_D), (\omega^G_D, \omega^D_D), \omega^G_G)\) in Algorithm 1 which
is fully differentiable. Algorithm 1 is composed of three parts. The first part (line 3-8), called “weight_part”, aims to optimize weight parameters \( \omega \) on the training dataset via Adam optimizer \([59]\). The second part (line 9), called “test-weight_part”, aims to optimize the weight parameters \((\omega_G, \omega_D)\), and the third part (line 10-12), called ‘arch_part’, aims to optimize architecture parameters \(\alpha_G\) by minimizing the duality gap. Both ‘test-weight_part’ and ‘arch_part’ are optimized over the validation dataset via Adam optimizer. Algorithm 2 illistrates the detailed process of computing \( \tilde{G} \) and \( \tilde{D} \) by updating weight parameters \((\omega_G, \omega_D)\) with last searched generator network architecture parameters \(\alpha_G\) and related network weight parameters \((\omega_G, \omega_D)\). In summary, the variables \((\omega_G, \omega_D), (\omega_G, \omega_D), (\omega_G, \omega_D)\) are optimized in an alternating fashion.

5 Evaluation on Conventional GANs

In this section, we conduct extensive experiments on the topology of conventional GANs like \([17]\), \([19]\), \([50]\), comprised of residual blocks, to explore the optimal configurations of alphaGAN. We want to emphasize that some configurations are significant for the effectiveness and the versatility of alphaGAN, e.g., exploiting the discriminator with the fixed architecture, and updating the weight parameters \(\omega_G\) and \(\omega_D\) while approximating \(\tilde{G}\) and \(\tilde{D}\), respectively.

During searching, we use a minibatch size of 64 for both generators and discriminators, and the channel number of 256 for generators and 128 for discriminators. When retraining the network, we exploit the identical discriminator in AutoGAN. We use a minibatch size of 128 for generators and 64 for discriminators. The channel number is set to 256 for generators and 128 for discriminators, respectively. As the architectures of discriminators are not optimized variables, an identical architecture is used for searching and re-training (the configuration is the same as in \([50]\)). These configurations are utilized by default except we state otherwise. When testing, 50,000 images are generated with random noise, and IS \([16]\) and FID \([38]\) are used to evaluate the performance of generators. GPU we use is Tesla P40. More details of the experimental setup and empirical studies about the rest of the proposed method can be found in the appendix.

5.1 Searching on CIFAR-10

We first compare our method with recent automated GAN methods. During the searching process, the entire dataset is randomly split into two sets for training and validation, respectively, each of which contains 25,000 images. For a fair comparison, we report the performance of best run (over 3 runs) for reproduced baselines and ours in Table 1 and provide the performance of several representative works with manually designed architectures for reference. As there is inevitable perturbation on searching optimal architectures due to stochastic initialization and optimization \([63]\), we provide a detailed analysis and discussion about the searching process in Sec. 5.4. And the statistical properties of architectures searched by alphaGAN are in the appendix.

Performances of alphaGAN with two search configurations are shown in Tab. 2 by adjusting step sizes \(T\), \(S\), and \(R\) for updating the “weight_part”, “arch_part”, and “test-weight_part” in Algorithms 1 and 2, respectively, where alphaGAN\((l)\) represents passing through every epoch on the training and validation sets for each loop, i.e., \(T = 390\) and \(R = 390\). Whereas alphaGAN\((s)\) represents using smaller interval steps with \(T = 20\) and \(R = 20\). alphaGAN\((l)\) and alphaGAN\((s)\) share the same step size of “arch_part”, i.e., \(S = 20\).

The results show that our method performs well in the two configurations and achieves superior results, compared with AdversarialNAS \([59]\). Compared to automated baselines, alphaGAN has shown a substantial advantage in searching efficiency. Particularly, alphaGAN\((s)\) can attain the best trade-off between efficiency and performance, and it can achieve comparable results by searching in a large search space (significantly larger than RL-based baselines) in a considerably efficient manner (i.e., only 3 GPU hours compared to the baselines with tens to thousands of GPU hours). Moreover, the architecture obtained by alphaGAN\((s)\) is light-weight and computationally efficient, which reaches a good trade-off between performance and computation complexity. We also conduct the experiments of searching on STL-10 (shown in Tab. 2) and observe consistent phenomena, demonstrating that the effectiveness of our method is not confined to the CIFAR-10 dataset.

5.2 Transferability on STL-10

To validate the transferability of the architectures obtained by alphaGAN, we directly train models by exploiting the obtained architectures on STL-10. The results are shown in Tab. 2. Both alphaGAN\((l)\) and alphaGAN\((s)\) show remarkable superiority in performance over the baselines with either automated or manually designed architectures. It reveals the benefit that the architecture searched by alphaGAN can be effectively exploited across datasets. It is surprising that alphaGAN\((s)\) is best-behaved, which achieves the best performance in both IS and FID scores. It also shows that compared to an increase in the model complexity, appropriate selection and composition of operations can contribute to model performance in a more efficient manner which is consistent with the primary motivation of NAS.

5.3 Ablation Study

We conduct ablation experiments on CIFAR-10 to explore the optimal configurations for alphaGAN, including the studies with the questions: the effect of searching the discriminator architecture, the manner of obtaining the optimal generator \(\tilde{G}\), the effect of the channels in search, and the effect of step sizes \(S\) of “arch_part”.

Search \(D\)’s architecture or not? A problem may arise from alphaGAN: If searching discriminator structures can facilitate the searching and training of generators? The results in Tab. 3 show that searching the discriminator cannot help the search of the optimal generator. We also conduct the trial by training GANs with the obtained architectures by searching \(G\) and \(D\), while the final performance is inferior to the setting of retraining with a given discriminator configuration. Simultaneously searching architectures of both \(G\) and \(D\) potentially increases the effect of inferior discriminators which may hamper the search of optimal generators conditioned on strong discriminators. In this
TABLE 2
Comparison with state-of-the-art GANs on CIFAR-10. † denotes the results reproduced by us, with the structure released by AutoGAN and trained under the same setting as AutoGAN.

| Architecture | Dataset | Search Cost (GPU-hours) | Search space | Search method | Re-train Params (M) | FLOPs (G) | IS (↑ is better) | FID (↓ is better) |
|--------------|---------|-------------------------|-------------|--------------|-------------------|---------|----------------|------------------|
| SN-GAN [19]  | -       | 0.0         | manual      | -            | 8.22 ± 0.05      | 21.7 ± 0.01 | -               | -                |
| Progressive GAN [1] | -       | 0.0         | manual      | -            | 8.80 ± 0.05      | -        | -               | -                |
| WGAN-GP, ResNet [20] | -       | 0.0         | manual      | -            | 7.86 ± 0.07      | -        | -               | -                |
| StyleGAN2 + DiffAugment [25] | -       | 0.0         | manual      | -            | 9.89              | -        | -               | -                |
| ADA [41]     | -       | 0.0         | manual      | -            | 9.83 ± 0.04      | 2.92 ± 0.05 | -               | -                |

TABLE 3
Results on STL-10. The structures of alphaGAN(l) and alphaGAN(s) are searched on CIFAR-10 and re-trained on STL-10. † denotes the reproduced results, with the architectural configurations released by the original papers.

| Architecture | Params (M) | FLOPs (G) | IS | FID |
|--------------|------------|-----------|----|-----|
| SN-GAN [19]  | -          | -         | 9.10 ± 0.04 | 40.1 ± 0.5 |
| ProbGAN [61] | -          | -         | 8.87 ± 0.019 | 46.74 |
| Improving MSD GAN [62] | -          | -         | 9.36 | 36.67 |
| AutoGAN [50] | 5.853      | 3.98      | 9.16 ± 0.12 | 31.01 |
| Auto-GAN [51] | 5.853      | 3.98      | 9.38 ± 0.08 | 27.69 |
| AGAN [52]    | -          | -         | 9.23 ± 0.08 | 52.7 |
| E²GAN [82]   | 13.26      | 6.03      | 9.51 ± 0.09 | 25.35 |
| AdversarialNAS [59] | 9.279      | 6.26      | 9.53 ± 0.12 | 24.52 |
| alphaGAN(l)  | 3.613      | 2.97      | 10.12 ± 0.13 | 22.43 |
| alphaGAN(s)  | 3.613      | 2.97      | 10.12 ± 0.13 | 22.43 |

TABLE 4
Ablation studies on CIFAR-10.

| Type | Search D? | Obtain D? | IS | FID |
|------|-----------|-----------|----|-----|
| alphaGAN(l) | ✓      | ×         | 8.51 ± 0.09 | 18.07 |
|          | ×      | ✓         | 8.88 ± 0.12 | 11.34 |
| alphaGAN(s) | ×      | ✓         | 8.88 ± 0.12 | 11.34 |
|          | ×      | ✓         | 7.06 ± 0.06 | 43.99 |
|          | ✓      | ✓         | 8.43 ± 0.11 | 13.91 |
|          | ×      | ×         | 8.70 ± 0.11 | 15.56 |
|          | ×      | ✓         | 8.98 ± 0.09 | 10.35 |
|          | ✓      | ×         | 8.98 ± 0.09 | 10.35 |
|          | ×      | ✓         | 8.45 ± 0.09 | 15.47 |
|          | ✓      | ✓         | 8.18 ± 0.11 | 18.85 |

regard, solely learning generators’ architectures may be a better choice.

How to obtain \( \hat{G} \)? In the definition of duality gap, \( \hat{G} \) and \( \hat{D} \) denote the optima of \( G \) and \( D \), respectively. As both of the architecture and network parameters are variables for \( \hat{G} \), we do the experiments of investigating the effect of updating \( \omega_G \) and \( \alpha_G \) for attaining \( \hat{G} \). The results in Table 4 show that updating \( \omega_G \) solely achieves the best performance. Approximating \( \hat{G} \) with \( \omega_G \) update solely means that the architectures of \( G \) and \( \hat{G} \) are identical, and hence optimizing architecture parameters \( \alpha_G \) in (5) can be viewed as the compensation for the gap brought by the weight parameters of \( \omega_G \) and \( \omega_G \).

5.4 Analysis
We have seen that alphaGAN can find high-performing architectures, and would like to provide a further analysis of the proposed algorithm in this section.

5.4.1 Architectures on Searching
To understand the search process of alphaGAN, we track the intermediate architectures of alphaGAN(s) and alphaGAN(l) during searching, and re-train them on CIFAR-10 (in Fig. 3). We observe a clear trend that the architectures are learned towards high performance during searching though slight oscillation may happen. Especially, alphaGAN(l) realizes gradual improvement in performance during the process, while alphaGAN(s) displays a faster convergence on the early stage of the process and can achieve comparable results, indicating that solving the inner-level optimization problem by virtue of rough approximations (as using more steps can always achieve a closer approximation to the optimum)
can significantly benefit the efficiency of solving the bi-level problem without a sacrifice in accuracy.

We also plot the curve of duality gap during search, shown in Fig. 4. Both curves show the descent tendency of duality gap. Given the performance trajectory in Fig. 3, the search of alphaGAN discovers better architectures with the descent of duality gap, verifying our motivation to search the architecture of the generator towards Nash Equilibrium under the metric of duality gap. Observing the duality gap curve, we can find that the curve of alphaGAN(i) possesses more spikes, compared with alphaGAN(s), because “arch_part” size  is much smaller than “weight_part” size T and “test_weight_part” size R (i.e., 20 vs 390).

6 Search the architecture of StyleGAN2

To validate the scalability and the versatility of the framework of alphaGAN, we exploit alphaGAN to search the architectures of the generator in state of the art StyleGAN2, according to the searching configurations drawn from the studies on CIFAR-10 in Sec. 5, e.g., exploiting the discriminator with the fixed architecture, and updating the weight parameters  while approximating  and . We want to emphasize that it is non-trivial to automatically search the architectures of GANs with a much deeper and wider network, which possesses the unique structure (e.g., the synthesis network and the mapping network of StyleGAN2).

The difficulty comes from three main aspects. First, searching the architecture of heavy-weight StyleGAN2 on large datasets requires an efficient optimization process, whereas alphaGAN(α) can efficiently obtain the architecture via smaller step sizes, i.e., T, S, R. Second, designing the search space customized for StyleGAN2 needs to take the intrinsic property into account. We design a search space for StyleGAN2, in which not only operations but also the intermediate latent  fed into the convolutional layers is included, elaborated in Sec. 6.2. Third, considering the excellent performance of StyleGAN2, further promoting the performance via optimizing the architecture is non-trivial.

We inherit the structure of the discriminator (e.g., “Residual” structure) in StyleGAN2 during searching and retraining. Moreover, tricks employed in StyleGAN2 are also adopted when re-training the obtained architecture of the generator, such as style mixing regularization and latent truncation. We totally conduct experiments on three datasets, i.e., FFHQ [19] (1024x1024), LSUN-church [30] (256x256), and CelebA [29] (128x128). Experiment details can be found in the supplementary material.

6.1 Macro/Micro Search Space
As illustrated in the previous NAS works [64], the search space of NAS methods can be divided into two types, macro search space and micro search space. Macro search space denotes that the entire network possesses an unique architecture, and micro search space denotes that the entire network is comprised of several cells with the identical architecture. Compared with macro search space, micro search space allows for the architectures with less complexity but better transferability (i.e., not confined to the number of down-sampling operations or up-sampling operations).

Previous NAS-GAN works [39], [50], [51], [52], including alphaGAN for conventional GANs, are conducted under macro search space. Regarding StyleGAN2, to explore the impact of macro search space and micro search space on the performance of the obtained architectures, we experiment with both, elaborated in Sec. 6.3 and Tab. 5.

6.2 Details of the Search Space

The pool of operations. As mentioned in Sec. 4.2, the pool of operations is modified while searching the architecture of StyleGAN2. The pool of normal operations  is comprised of [conv_1x1, conv_3x3, conv_5x5], in which depth-wise separable convolution operations are removed because StyleGAN2 directly modulates the convolution kernels and depth-wise separable convolution indeed contains two convolution operations, i.e., depth-wise convolution and point-wise convolution. It is uncertain to modulate the depth-wise convolution or the point-wise convolution. Thus for simplicity, we remove the depth-wise separable convolution operations from .

As for up-sampling operations, instead of “nearest” and “bilinear”, the pool of up-sampling operations  employs “nearest + conv_3x3” and “bilinear + conv_3x3”. We upgrade common interpolation operations for two reasons. First, with conv_3x3 followed, the style information can be added into “learnable interpolation” operations like “deconv”, thus suitable for StyleGAN2. Second, with a completely equal number of learnable parameters, “learnable interpolation” operations can be comparable with “deconv”, thus treated
TABLE 5
The results of exploiting alphaGAN to search the architecture of StyleGAN2. † denotes the reproduced results based on the official released code.

| Paradigm | Search | Re-train | FID |
|----------|--------|----------|-----|
|          | Dataset | Cost (GPU-hours) | Search space | Dataset | kimg | Model size (M) |
| COCO-GAN† | - | - | - | CelebA | - | 5.74 |
| MSG-StyleGAN† | - | - | - | LSUN-church | 24000 | 5.2 |
| StyleGAN2† | - | - | - | FFHQ | 25000 | 3.86 |
|          | church | 15000 | 25000 | 3.84 |
|          | FFHQ | 20000 | 3.50 |

![Fig. 7. FID curve of the searched architecture and the original architecture during re-training. We present the curves of re-training. “Common architecture” denotes the original architecture exploited by StyleGAN2.](image)

equally during searching. In the following, the two operations are denoted as “nearest_conv” and “bilinear_conv”.

Dynamic \{W_i\}_{i=1,...,n}. In the original implementation of StyleGAN2, all the convolutional layers \{L_j\}_{j=1,...,m} and the skip connection layers \{\text{RGB}_k\}_{k=2,...,m+1} in the synthesis network receive the intermediate latent \(W_n\) of the last fully-connected layer in the mapping network as the source of style information, in which the other internal latent \{\{W_i\}_{i=1,...,n-1} does not correspond to meaningful style information. We try to feed the intermediate latent \{\{W_i\}_{i=1,...,n-1} except for \(W_n\) into the layers of the synthesis network, as shown in Fig.5. Under the identical \(z_\text{const}\) and \(z_\text{var}\), we can find that compared with \(W_n\), the synthesis network cannot exploit the intermediate latent \{\{W_i\}_{i=1,...,n-1} as the style information to precisely fit the distribution of real images, which indicates that the transformation process of the mapping network is not smooth.

Thus, instead of uniformly feeding \(W_n\), we exploit alphaGAN to automatically select the intermediate latent \{\{W_i\}_{i=1,...,n} for each convolutional layer \{\{L_j\}_{j=1,...,m} and skip connection layer \{\text{RGB}_k\}_{k=2,...,m+1} in the synthesis network, as shown in Fig.5 named “dynamic \(\{W_i\}\)”. Our key motivation to search \{\{W_i\}_{i=1,...,n} is to enable each convolutional layer \{\{L_j\}_{j=1,...,m} to select the most suitable intermediate latent \(W_i\) and make the process of mapping the initial latent \(z_\text{var}\) to \(W_n\) smooth and meaningful. “Dynamic \(\{W_i\}\)” can also be viewed as a regularization method, which regularizes the mapping network to make the mapping process from \(z_\text{var}\) to \(W_n\) smooth and meaningful.

6.3 Results
The results of the architecture obtained via alphaGAN and original StyleGAN2 are shown in Tab.5. The generated images of the models with the best FID are presented in Fig.5. As illustrated above, there are totally four paradigms of the search settings, i.e., “micro”, “micro + dynamic \{W_i\}”, “macro”, and “macro + dynamic \{W_i\}”.

We plot the curve of duality gap while searching on CelebA, LSUN-church, and FFHQ, as shown in Fig.5. We can see duality gap is decreasing with search proceeding. Interestingly, with the complexity of the datasets increasing, the trend of declining of duality gap becomes less apparent. That is because when the dataset becomes more complex, the approximation of duality gap becomes more difficult and the optimization of alphaGAN becomes more difficult.

In terms of the computational cost of the searching process, due to the efficient solving algorithm of alphaGAN, the cost of directly searching on large datasets is still very
TABLE 6
The architectures obtained via alphaGAN with the “micro + dynamic \{W_i\}” paradigm. * denotes that the latent \{W_i\} searched for the layer “IRGB_{(m+1)}” in Fig. 1, L_i in the bracket is the according index of the layer in Fig. 1.

| Dataset          | Search operation/ \{W_i\} | Input resolution |
|------------------|---------------------------|------------------|
|                  | 4x4 | 8x8 | 16x16 | 32x32 | 64x64 | 128x128 | 256x256 | 512x512 | 1024x1024 |
| CelebA (normal)  | W_1 \{L_2\} & W_1 \{L_3\} & W_1 \{L_5\} & W_1 \{L_7\} & W_2 \{L_9\} & W_3 \{L_{10}\} & W_4 \{L_{11}\} | * | * |
| CelebA (up-sample) | W_1 \{L_2\} & W_1 \{L_3\} & W_1 \{L_5\} & W_2 \{L_8\} & W_3 \{L_{10}\} & W_4 \{L_{12}\} |
| FFHQ             | W_1 \{L_2\} & W_1 \{L_3\} & W_1 \{L_5\} & W_1 \{L_7\} & W_2 \{L_8\} & W_3 \{L_{10}\} | * | * |

Fig. 8. The curve of duality gap during searching StyleGAN2 on CelebA, LSUN-church, and FFHQ under “micro + dynamic \{W_i\}” paradigm, respectively.

low (e.g., “macro + dynamic \{W_i\}” costs 3 GPU-hours on LSUN-church). Thus, we do not have to search on small datasets (e.g., CIFAR-10) and re-train on large datasets (e.g., FFHQ) like conventional NAS methods, such as DARTS [52]. The consistency of the searching dataset and the re-training dataset can enable us to focus on exploiting NAS to promote the architecture of GANs.

From Tab. 5 we can see that considering the final performance, the architectures obtained via alphaGAN show the superiority over the original architecture of StyleGAN2 on all datasets. In terms of FID, the architectures obtained via alphaGAN are higher than both the released results of StyleGAN2 and the reproduced results on CelebA (1.94 vs. 2.17), LSUN-church (2.86 vs 3.86), and FFHQ (2.75 vs 2.84), demonstrating that the improvements can be achieved via introducing NAS to GANs to promote the architectures of GANs, which is our initial motivation. To be highlighted, it is non-trivial to further boost the performance of StyleGAN2 due to its existing excellent performance. Moreover, to the best of our knowledge, the architectures obtained via alphaGAN reach state-of-the-arts on CelebA, LSUN-church, and FFHQ. However, we admit that the model sizes of the searched architectures are much larger than that of the original architecture due to the utilization of convolution with large kernels (e.g., conv_5x5), which can be a possible reason for the better performance.

Besides searching and re-training on the same dataset, we also validate the transferability of alphaGAN on multiple datasets, shown in Tab. 5. Unfortunately, only “micro” paradigm is not confined to certain datasets, as mentioned in Sec. 6.1. Thus we adopt “micro” paradigm. We search the architecture on CelebA and re-train it on FFHQ. The performance of the architecture searched on CelebA is comparable with the released results of StyleGAN2, with an equal number of parameters.

Besides the final performance, we also want to highlight the faster convergence speed of the architectures obtained via alphaGAN over original StyleGAN2 in re-training, as depicted in Fig. 7. Measured by FID, the convergence speed of the searched architectures is faster than original StyleGAN2 on all datasets, illustrating the superiority of the architectures obtained via alphaGAN. Moreover, it is interesting that the gain of the convergence speed on LSUN-church and FFHQ is higher than that on CelebA, demonstrating that the gain of convergence speed brought by alphaGAN increases with the complexity of the datasets.

Regarding AdversarialNAS, despite that they do not conduct experiments on large datasets, we re-implement AdversarialNAS on StyleGAN2, and show the results in Tab. 7. We select two better paradigms in micro paradigms and macro paradigms, i.e., “micro + dynamic \{W_i\}” paradigm and “macro” paradigm. As for “micro + dynamic \{W_i\}” paradigm, alphaGAN outperforms AdversarialNAS 1.01 on CelebA (1.94 vs 2.95), 1.21 on LSUN-church (2.86 vs 4.07), and 0.72 on FFHQ (2.75 vs 3.47), respectively. As for “macro” paradigm, alphaGAN outperforms AdversarialNAS 1.12 on CelebA (2.12 vs 3.24), 2.98 on LSUN-church (3.05 vs 6.03), and 1.03 on FFHQ (2.95 vs 3.98), respectively. Moreover, most architectures searched via AdversarialNAS are inferior to that of StyleGAN2 baseline. The architectures obtained via AdversarialNAS are shown in the supplementary material.

Among the four searching paradigms, we can find that “micro + dynamic \{W_i\}” obtains the architectures with the best performance on LSUN-church and CelebA, further validating our motivation to search the most suitable intermediate latent \{W_i\} i = 1, ..., n for each convolutional layer \{L_j\}_{j=1,...,m} in the synthesis network. To be highlighted, FID of the architecture obtained via “micro + dynamic
TABLE 7
The results of re-implementing AdversarialNAS on CelebA, LSUN-church, FFHQ. † denotes the reproduced results based on the official released code.

| Paradigm | Search cost (GPU-hours) | Search space | Re-train | Dataset | FID |
|----------|-------------------------|--------------|----------|---------|-----|
| StyleGAN2(6) | - | - | church | 48000 | 30.03 | 3.86 |
| StyleGAN2 | - | - | church | 25000 | 30.37 | 2.84 |
| alphaGAN(s) + micro + dynamic \{W_i\} | CelebA | 2.5 | \(\sim 6.2 \times 10^{11}\) | church | 15000 | 29.33 | 1.94 |
| | church | 3 | \(\sim 4.0 \times 10^{13}\) | church | 15000 | 52.32 | 2.86 |
| | FFHQ | 12 | \(\sim 1.6 \times 10^{17}\) | FFHQ | 20000 | 52.73 | 2.75 |
| AdversarialNAS + micro + dynamic \{W_i\} | CelebA | 2.8 | \(\sim 3.7 \times 10^{10}\) | church | 15000 | 18.32 | 2.95 |
| | church | 4.5 | \(\sim 2.1 \times 10^{19}\) | church | 15000 | 18.89 | 4.07 |
| | FFHQ | 21 | \(\sim 6.9 \times 10^{24}\) | FFHQ | 20000 | 52.73 | 3.47 |
| alphaGAN(s) + macro | CelebA | 1.5 | \(\sim 1.8 \times 10^{5}\) | church | 15000 | 41.39 | 2.12 |
| | church | 1.5 | \(\sim 1.6 \times 10^{6}\) | church | 15000 | 41.44 | 3.05 |
| | FFHQ | 6 | \(\sim 1.3 \times 10^{9}\) | FFHQ | 20000 | 31.68 | 2.95 |
| AdversarialNAS + macro | CelebA | 1.8 | \(\sim 1.1 \times 10^{10}\) | church | 15000 | 18.32 | 3.24 |
| | church | 2.5 | \(\sim 8.5 \times 10^{11}\) | church | 15000 | 23.09 | 6.03 |
| | FFHQ | 6.4 | \(\sim 5.6 \times 10^{16}\) | FFHQ | 20000 | 21.33 | 3.98 |

\(\{W_i\}\)" is higher than the original architecture (1.94 vs 2.17), with completely equal model size (29.33M) and completely identical operation (i.e., conv_3x3), which demonstrates that directly adopting the latent \(\{W_n\}\) of the last fully-connected layer in the mapping network is not optimal. The most suitable intermediate latent \(\{W_i\}\) for each convolutional layer \(\{L_j\}_{j=1,...,n}\) should be selected carefully, and we exploit alphaGAN to select \(\{W_i\}\) towards pure Nash Equilibrium, proven to be effective.

To be noted, not all searching paradigms work and some paradigms fail on certain datasets, e.g., "macro + dynamic \{W_i\}" on church and FFHQ. We conjecture that there are three main reasons for the inferior architecture obtained via "macro + dynamic \{W_i\}". First, large searching space leads to obtaining inferior architectures. Second, the complexity of datasets can also lead to inferior architectures. All searching paradigms succeed on CelebA, but "macro + dynamic \{W_i\}" fails on LSUN-church or FFHQ. The internal distribution in LSUN-church or FFHQ is more difficult to fit and explore than that of CelebA, thus resulting in inferior architectures. Third, the combination of "macro" and "dynamic \{W_i\}" is not the optimal paradigm for alphaGAN. Both "macro" and "micro + dynamic \{W_i\}" work well on LSUN-church and FFHQ, but the combination of them brings inferior architecture. Inferior architectures (i.e., failure cases) are a common problem [67] in the research field of NAS, and we leave the alleviation of failure cases as future work.

6.4 Analysis of the obtained architectures
In this section, we analyze the architectures obtained via alphaGAN, providing some insights into the relationship between the performance and the architecture of StyleGAN2.

6.4.1 "micro + dynamic \{W_i\}"
Interestingly, the architectures obtained via "micro + dynamic \{W_i\}" achieve the best performance over the architectures of other searching paradigms and the original architecture of StyleGAN2, indicating that the details in the architectures of "micro + dynamic \{W_i\}" deserve more attention. Observing and analyzing the architectures shown in Tab. 6 some interesting points can be found.

As for selecting the latent \(\{W_i\}_{i=1,...,n}\) for each convolutional layer \(\{L_j\}_{j=1,...,m}\), the obtained architecture on it shows some tendencies. On LSUN-church, the bottom convolutional layers of the synthesis network tend to take \(W_i\) from both the bottom and the top of the mapping network as the input of the style information, whereas the top convolutional layers tend to take \(W_i\) from the bottom of the mapping network as the input of the style information. And \(W_4\) dominates in \(\{W_i\}\) selected for up-sampling operations.

On CelebA, the obtained architecture shows completely opposite tendencies in selecting \(\{W_i\}_{i=1,...,n}\) compared with the architecture on LSUN-church. The bottom convolutional layers of the synthesis network tend to take \(W_i\) from the bottom of the mapping network, whereas the top convolutional layers in the synthesis network tend to take \(W_i\) from both the top and the bottom of the mapping network. We conjecture that the difference of the tendencies between CelebA and LSUN-church results from the intrinsic distribution difference of the two datasets.

On FFHQ no apparent tendencies in selecting \(\{W_i\}_{i=1,...,n}\) are observed like LSUN-church and CelebA. We observe two phenomena of the architecture on FFHQ. First, \(\{W_i\}_{i=3,4,6}\) are selected most frequently. Second, normal operations tend to take \(W_4\) frequently, and up-sampling operations tend to take \(W_6\) frequently.

As for the operations, the architectures on complex datasets (e.g., LSUN-church and FFHQ) tend to adopt convolution with large kernels (e.g., conv_5x5), the architecture on relatively small datasets (e.g., CelebA) tends to adopt convolution with common kernels (e.g., conv_3x3).
6.4.2 Architectures on FFHQ

As for FFHQ, we have to admit that even with the architectures obtained via alphaGAN, it is difficult to further promote the performance of StyleGAN2. Among the four searching paradigms, only “micro” and “micro + dynamic {\( W_i \)}” achieve superior performance over the original StyleGAN2. Thus, it is necessary to analyze the architectures with comparable performance, and summarize some directions to further improve. The architectures searched on FFHQ are presented in Tab. 3.

As for “micro” and “micro + dynamic {\( W_i \)}”, the architectures tend to adopt convolution with large kernels (e.g., conv_\( 5 \times 5 \)), demonstrating that large receptive field is beneficial to the performance of StyleGAN2 on FFHQ. Moreover, the up-sampling operations tend to adopt “nearest_conv” or “bilinear_conv”, rather than “deconv”.

As for “macro”, the architecture of it achieves comparable performance with the released results of StyleGAN2, with a slightly higher number of parameters (31.68M vs 30.37M). The mixture of three normal operations dominates in the architecture of “macro”, illustrating that the mixture of convolution with different kernels is beneficial to the performance of StyleGAN2. Among up-sampling operations, “nearest_conv” and “bilinear_conv” dominate in the architecture of “macro”, consistent with the phenomenon observed in “micro” and “micro + dynamic {\( W_i \)}”.

### 7 Discussion

In this section, we list several limitations of alphaGAN and we hope researchers will improve these limitations in future.

First, can alphaGAN guarantee reaching Nash Equilibrium during search? we have to admit that despite that alphaGAN exploits duality gap to guide the search towards Nash Equilibrium, it cannot be proven that the search process will converge at exactly Nash Equilibrium. As the optimization of GANs is a non-convex con-concave minimax problem and the generator is with two parts of parameters (i.e., the weight parameters \( \omega_G \) and the architecture parameters \( \alpha_G \)), solving the exactly Nash Equilibrium is highly non-trivial. Empirically, we show that with the descent of duality gap (i.e., near to Nash Equilibrium), the architecture of the generator becomes better, shown in Fig. 4 and Fig. 3.

Second, why simultaneously searching both networks leads to sub-optimal architectures? Intuitively, searching both networks should obtain a better generator, because a discriminator with a specified architecture can provide more effective supervision signals. However, in our experiments, searching both leads to sub-optimal architectures. With the architecture of the discriminator added to the search process, the increasing combinatorial complexity makes the problem more difficult to be solved. Thus, alphaGAN only searches the generator can be viewed as a compromise. Solving NAS-GAN problems more precisely is left as the future work.

Third, can we reduce the parameter size of the obtained generator of StyleGAN2? Regarding conventional GANs, we can obtain the generator with the better performance and the smaller parameter size, e.g., alphaGAN{\( \alpha \)} on CIFAR-10 and STL-10. However, regarding StyleGAN2, it is not easy to obtain a light-weight generator with better performance, the performance increases with the cost the increase of the parameter size, e.g., “alphaGAN{\( \alpha \)} + micro + dynamic {\( W_i \)}” on FFHQ. That indicates that reaching a trade-off on the performance and the parameter size for state-of-the-art GANs (e.g., StyleGAN2) is non-trivial and the architecture of state-of-the-art GANs deserves to be further explored.

### 8 Conclusions

alphaGAN, a fully differentiable architecture search framework for GANs, can boost the performance of GANs via exploring the architectures towards pure Nash Equilibrium. To be highlighted, not confined to conventional GANs, alphaGAN can be directly applied to state-of-the-art StyleGAN2, obtaining the superior architectures efficiently and achieving state-of-the-arts on three datasets, CelebA, LSUN-church, and FFHQ, demonstrating that the introduction of AutoML needs to consider the intrinsic property of GANs. There exist several directions to further explore. First, adding the constraint of the number of parameters in search and obtaining the superior architectures efficiently and achieving state-of-the-arts on three datasets, CelebA, LSUN-church, and STL-10. However, regarding StyleGAN2, it is not easy to obtain a light-weight generator with better performance, the performance increases with the cost the increase of the parameter size, e.g., “alphaGAN{\( \alpha \)} + micro + dynamic {\( W_i \)}” on FFHQ. That indicates that reaching a trade-off on the performance and the parameter size for state-of-the-art GANs (e.g., StyleGAN2) is non-trivial and the architecture of state-of-the-art GANs deserves to be further explored.
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APPENDIX

9 EXPERIMENT DETAILS

9.1 Conventional GANs

9.1.1 Searching on CIFAR-10

The CIFAR-10 dataset is comprised of 50000 images for training. The resolution of the images is 32x32. We randomly split the dataset into two sets during searching: one is used as the training set for optimizing network parameters $\omega_G$ and $\omega_D$ (25000 images), and another is used as the validation set for optimizing architecture parameters $\alpha_G$ (25000 images). The search epochs (i.e., $K$ in Algorithm 1) for alphaGAN$_{(l)}$ and alphaGAN$_{(s)}$ are set to 100. The dimension of the noise vector is 128. For a fair comparison, the discriminator adopted in searching is the same as the discriminator in AutoGAN [50]. Batch sizes of both the generator and the discriminator are set to 64. The learning rates of weight parameters $\omega_G$ and $\omega_D$ are 2e$^{-4}$ and the learning rate of architecture parameter $\alpha_G$ is 3e$^{-4}$. We use Adam as the optimizer. The hyperparameters for optimizing weight parameters $\omega_G$ and $\omega_D$ are set as, 0.0 for $\beta_1$ and 0.999 for $\beta_2$, and 0 for the weight decay. The hyperparameters for optimizing architecture parameters $\alpha_G$ are set as 0.5 for $\beta_1$, 0.999 for $\beta_2$ and 1e$^{-3}$ for weight decay.

We use the entire training set of CIFAR-10 for retraining the network parameters after obtaining architectures. The dimension of the noise vector is 128. Discriminator exploited in the re-training phase is identical to that during searching. The batch size of the generator is set to 128. The batch size of the discriminator is set to 64. The generator is trained for 100000 iterations. The learning rates of the generator and discriminator are set to 2e$^{-4}$. The hyperparameters for the Adam optimizer are set to 0.0 for $\beta_1$, 0.9 for $\beta_2$ and 0 for weight decay.

9.1.2 Transferability

The STL-10 dataset is comprised of $\sim 105k$ training images. We resize the images to the size of 48x48 due to the consideration of memory and computational overhead. The dimension of the noise vector is 128. We train the generator for 80000 iterations. The batch sizes for optimizing the generators and the discriminator are set to 128 and 64, respectively. The channel numbers of the generator and the discriminator are set to 256 and 128, respectively. The learning rates for the generator and the discriminator are both set to 2e$^{-4}$. We also use the Adam as the optimizer, where $\beta_1$ is set to 0.5, $\beta_2$ is set to 0.9 and weight decay is set to 0.

9.2 Search the architecture of StyleGAN2

As for CelebA, it contains 202599 images, the resolution of which in searching and re-training is 128x128 with center cropping. As for LSUN-church, it contains 126227 images, the resolution of which in searching and re-training is 256x256 with resizing. As for FFHQ, it contains totally 70000 images, the resolution of which in searching and re-training is 1024x1024.

In searching, we adopt the searching configuration of alphaGAN$_{(s)}$, with $T = 20$, $S = 20$, and $R = 5$. The datasets are equally split into training set and validation set. The number of searching iterations is 500 for CelebA, LSUN-church, and FFHQ. The batch size of searching is 2, and the searching is on a single Tesla V100 GPU. The channels of the generator and the discriminator is 1/8 of the original channels in StyleGAN2, due to the limited memory.

In re-training, we adopt the config-f configuration in StyleGAN2 except for the loss of the generator, and we abandon the regularization term because the existing of the interpolation layers (“nearest_conv” and “bilinear_conv”). For CelebA and LSUN-church, the mini-batch size is 8 and the number of GPU is 4. For FFHQ, the mini-batch size is 4 and the number GPU is 8.

10 ADDITIONAL RESULTS FOR CONVENTIONAL GANs

10.1 The structure of G searched via alphaGAN

![Fig. 9. The structure of alphaGAN$_{(s)}$.](image)

The structures of alphaGAN$_{(l)}$ and alphaGAN$_{(s)}$ are shown in Fig. 10 and Fig. 9.

10.2 Gumbel-max Trick

Gumbel-max trick [68] can be written as,

$$
\beta' = \frac{\exp\left((\alpha' + g)/\tau\right)}{\sum_{o \in \mathcal{O}_n} \exp\left((\alpha + g_o)/\tau\right)},
$$

where $\beta'$ is the probability of selecting operation $o'$ after Gumbel-max, and $\alpha'$ represents the architecture parameter of operation $o'$, respectively. $\mathcal{O}_n$ represents the operation search space, $g_o$ denotes samples drawn from the Gumbel (0,1) distribution, and $\tau$ represents the temperature to control the sharpness of the distribution. Instead of continuous relaxation, the trick chooses an operation on each edge, enabling discretization during searching. We compare the results by searching with and without Gumbel-max trick. The results in Tab. 9 show that searching with Gumbel-max may
not be the essential factor for obtaining high-performance generator architectures.

10.3 Warm-up protocols

The generator contains two parts of parameters, \((\omega_G, \alpha_G)\). The optimization of \(\alpha_G\) is highly related to network parameters \(\omega_G\). Intuitively, pretraining the network parameters \(\omega_G\) can benefit the search of architectures since a better initialization may facilitate the convergence. To investigate the effect, we fix \(\alpha_G\) and only update \(\omega_G\) at the initial half of the searching schedule, and then \(\alpha_G\) and \(\omega_G\) are optimized alternately. This strategy is denoted as ‘Warm-up’ in Table 9.

The results show that the strategy may not help performance, i.e., IS and FID of ‘Warm-up’ are slightly worse than those of the baseline, while it can benefit the searching efficiency, i.e., it spends \(\sim 15\) GPU-hours for alphaGAN\((i)\) (compared to \(\sim 22\) GPU-hours via the baseline) , and \(\sim 1\) GPU-hour for alphaGAN\((s)\) (compared to \(\sim 3\) GPU-hours via the baseline).

10.4 The effect of Channels on Searching.

As the default settings of alphaGAN, we search and retrain the networks with the same channel dimensions (i.e., \(G_{\text{channels}}=256\) and \(D_{\text{channels}}=128\)), which are predefined. To explore the impact of the channel dimensions during searching on the final performance of the searched architectures, we adjust the channel numbers of the generator and the discriminator during searching based on the searching configuration of alphaGAN\((s)\). The results are shown in Tab. 10. We observe that our method can achieve acceptable performance under a wide range of channel numbers (i.e., \(32 \sim 256\)). We also observe that using consistent channel dimensions during searching and re-training phases is beneficial to the final performance.

When reducing channels during searching, we observe an increasing trend on the operations of depth-wise convolutions with large kernels (e.g. 7x7), indicating that the operation selection induced by such an automated mechanism is adaptive to the need of preserving the entire information flow (i.e., increasing information extraction on the spatial dimensions to compensate for the channel limits).

10.5 Effect of Step Sizes

To analyze the effect of different step sizes on the “arch part”, corresponding to the optimization process of the architecture parameters \(\alpha_G\) in Algorithm 1 (line 10-13). Since alphaGAN\((i)\) has larger step sizes for ‘weight part’ and ‘test-weight part’ compared with alphaGAN\((s)\), the step size of ‘arch part’ can be adjusted in a wider range. We select the alphaGAN\((j)\) to conduct the experiments and the results are shown in Fig. 11. We can observe that the method perform fair robustness among different step sizes on the IS metric, while network performance based on the FID metric may be hampered with a less proper step.

10.6 Failure Cases

As we pointed out in the paper, the searching of alphaGAN will encounter failure cases, analogous to other NAS methods [67]. To better understand the method, we present the comparison between normal cases and failure cases in Tab. 11 and the distributions of operations in the supplementary material. We find that deconvolution operations dominate in these failure cases. To validate this, we conduct the
experiments on the variant by removing deconvolution operations from the search space under the configuration of \( \text{alphaGAN}(s) \). The results (with 6 runs) in Tab. 15 show that the failure cases can be prevented in this scenario.

### TABLE 12

| Name      | Params (M) | FLOPs (G) | IS       | FID        |
|-----------|------------|-----------|----------|------------|
| Repeat_1  | 4.594      | 2.20      | 8.29 ± 0.08 | 15.12      |
| Repeat_2  | 2.035      | 0.51      | 8.34 ± 0.10 | 14.92      |
| Repeat_3  | 1.586      | 0.55      | 8.24 ± 0.09 | 18.07      |
| Repeat_4  | 1.631      | 0.58      | 8.32 ± 0.09 | 15.85      |
| Repeat_5  | 1.631      | 0.60      | 8.43 ± 0.08 | 17.15      |
| Repeat_6  | 2.064      | 1.03      | 8.26 ± 0.11 | 16.00      |

We also test in another setting by integrating conv_1x1 operation with the interpolation operations (i.e., nearest and bilinear) and making them learnable as deconvolution, denoted as “learnable interpolation”. The results (with 6 runs) under the configuration of \( \text{alphaGAN}(s) \) are shown in Tab. 15 suggesting that the failure cases can also be alleviated by the strategy.

10.7 Single-level or bi-level?

The formulation of alphaGAN is a bi-level optimization problem, shown as,

\[
\begin{align*}
&\min_{\alpha_G} V(G(\omega_G', \alpha_G), D(\omega_D')) \\
&\text{s.t. } (\omega_G', \omega_D') := \arg \min_{\omega_G, \omega_D} \max \text{Adv}(G(\omega_G, \alpha_G), D(\omega_D))
\end{align*}
\]

A natural problem arise from the above formulation. Can alphaGAN be formulated as a single-level optimization problem? Inspired from [69], we reformulate the objective via Lagrangian multiplier method, as an additional experiment. The original objective in Eqn. 9 is then reformulated as,

\[
\begin{align*}
&\min_{\omega_G, \omega_D, \lambda} V(G(\omega_G, \alpha_G), D(\omega_D)) + \lambda \cdot \text{Adv}(G(\omega_G, \alpha_G), D(\omega_D))
\end{align*}
\]

Using the alternative to search, we get the results in Tab. 15. We find that the architecture obtained via single-level optimization is inferior to that of bi-level, regarding IS and FID. In single-level optimization, we exploit the combination of adversarial loss \( \text{Adv}(G, D) \) and duality gap \( V(G, D) \) to optimize both the weight parameters \( \omega_G, \omega_D \) and the architecture parameters \( \alpha_G \), whereas in bi-level optimization, we exploit \( \text{Adv}(G, D) \) to optimize the weight parameters \( \omega_G, \omega_D \) and \( V(G, D) \) to optimize the architecture parameters \( \alpha_G \) respectively. We conjecture that the inferior result of single-level optimization is due to the mixture of adversarial loss \( \text{Adv}(G, D) \) and duality gap \( V(G, D) \) in optimizing the weight parameters \( \omega_G, \omega_D \) and the architecture parameters \( \alpha_G \).

To be noted, adding the minimax constraint (i.e., Eqn. 10) as a penalty term into the objective is an open problem, which needs to be further explored. The formulation of Eqn. 11 propose is heuristic and intuitive. Further exploration on single-level optimization of NAS-GAN methods is left as future work.

10.8 Searching on STL-10

We also search \( \text{alphaGAN}(s) \) on STL-10. The channel dimensions in the generator and the discriminator are set to 64 (due to the consideration of GPU memory limit). We use the size of 48x48 as the resolution of images. The rest experimental settings are same as the one of searching on CIFAR-10. The settings remain the same as Section 9.1.2 when retraining the networks.

The results of three runs are shown in Tab. 15. Our method achieves high performance on both STL-10 and CIFAR-10, demonstrating the effectiveness and transferability of alphaGAN are not confined to a certain dataset.
alphaGAN \(_{(s)}\) remains efficient which can obtain the structure reaching the state-of-the-art on STL-10 with only 2 GPU-hours. We also find no failure case exists in the three repeated experiments of alphaGAN \(_{(s)}\) compared to that on CIFAR-10, which may be related to multiple latent factors that datasets intrinsically possess (e.g., resolution, categories) and we leave as a future work.

### 10.9 Relation between performance and structure

We investigate the relation between architectures and performances by analyzing the operation distribution of searched architectures, as shown in Fig. 12 and Fig. 13. For simplicity, we divide the structures into two degrees, ‘superior’ (achieving IS > 8.0, FID < 15.0) and ‘inferior’ (achieving IS < 8.0, FID > 15.0). By the comparison between superior and inferior architectures, we have the following observations. First, for up-sampling operations, superior architectures tend to exploit “nearest” or “bilinear” rather than “deconvolution” operations. Second, “conv_1x1” operations dominate in the cell_1 of superior generators, suggesting that convolutions with large kernel sizes may not be optimal when the spatial dimensions of feature maps are relatively small (i.e., 8x8). Finally, convolutions with large kernels (e.g., conv_5x5, sep_conv_3x3, and sep_conv_5x5) are preferred on higher resolutions (i.e., cell_3 of superior generators), indicating the benefit of integrating information from relatively large receptive fields for low-level representations on high resolutions.

### 11 ADDITIONAL RESULTS FOR StyleGAN2

#### 11.1 The architectures obtained via AdversarialNAS

The architectures obtained via AdversarialNAS under “micro + dynamic \(\{W_t\}\)” paradigm and “macro” paradigm are shown in Tab. 18 and 17.

#### 11.2 Adding separable depth-wise convolutions into the operation pool

We add separable depth-wise convolutions into the operation pool for searching StyleGAN2.

To show the impact of the separable depth-wise convolutions on StyleGAN2, we replace conv_3x3 operation in the generator with sep_conv_3x3. We modulate depth-wise convolution or point-wise convolution, shown in Tab. 21. We find that modulating on depth-wise convolution shows better performance. Thus, we conduct experiments on “macro” paradigm with the normal operation pool \{conv_1x1, conv_3x3, conv_5x5, sep_conv_3x3, sep_conv_5x5, sep_conv_7x7\}, modulating on the depth-wise convolution, based on the results in Tab. 21. We re-train the architecture and show the result in Tab. 19. The architecture of the generator is shown in Tab. 19. The generator searched with separable depth-wise convolutions reaches FID of 3.88 with the parameter size 21.42M. Despite that the parameter size of the generator with separable depth-wise convolutions is smaller than styleGAN2 baseline (21.42M vs 30.37M), the performance of it is inferior to that of StyleGAN2 baseline (3.88 vs 2.84). Moreover, we find that modulating the depth-wise convolution causes the unstable training behavior during re-training. To improve the performance and stabilize the training process of StyleGAN2 with light-weight separable depth-wise convolution, is left as future work.

### 12 ADDITIONAL RESULTS FOR BigGAN

As a general NAS-GAN framework, alphaGAN can be applied to BigGAN with minimax loss function. Due to limited time, we search and re-train BigGAN on CIFAR-10 under “macro” setting with the normal operation pool \{conv_1x1, conv_3x3, conv_5x5, sep_conv_3x3, sep_conv_5x5, sep_conv_7x7\} and the up-sampling operation pool [nearest, bilinear]. We remove the “deconv” operation due to its negative impact on the performance of the generator, as elaborated in Section 10.6. The complexity of searching is $2^6 \times 6^6 = 3.0 \times 10^9$. 

---

### Table 14

Search on STL-10. We search alphaGAN \(_{(s)}\) on STL-10 and re-train the searched structure on STL-10 and CIFAR-10. In our repeated experiments, failure cases are prevented.

| Name         | Search time (GPU-hours) | Dataset of re-training | Params (M) | FLOPs (G) | IS       | FID     |
|--------------|-------------------------|------------------------|------------|-----------|----------|---------|
| Repeat_1     | ∼2                      | STL-10                 | 4.552      | 5.55      | 9.22 ± 0.08 | 25.42   |
| Repeat_2     | ∼2                      | STL-10                 | 2.475      | 2.01      | 9.66 ± 0.10 | 29.28   |
| Repeat_3     | ∼2                      | STL-10                 | 4.013      | 3.67      | 9.47 ± 0.10 | 26.61   |
| Repeat_1     | ∼2                      | CIFAR-10               | 3.891      | 2.47      | 8.29 ± 0.17 | 13.94   |
| Repeat_2     | ∼2                      | CIFAR-10               | 1.815      | 0.90      | 8.20 ± 0.13 | 16.54   |
| Repeat_3     | ∼2                      | CIFAR-10               | 3.352      | 1.63      | 8.62 ± 0.11 | 12.64   |

### Table 15

The ablation study of single-level optimization and bi-level optimization in alphaGAN. We extend alphaGAN \(_{(s)}\) into single-level optimization following Eqn. 11. Single-level alphaGAN \(_{(s)}\) is searched and re-trained on CIFAR-10.

| Name         | IS       | FID     |
|--------------|----------|---------|
| baseline (bi-level) | 8.98 ± 0.09 | 10.35   |
| single-level  | 8.40 ± 0.07 | 23.40   |

### Table 16

The results of applying alphaGAN to BigGAN on CIFAR-10.

| Name         | IS       | FID     |
|--------------|----------|---------|
| BigGAN       | 9.22     | 14.73   |
| BigGAN + alphaGAN | 9.56 ± 0.11 | 10.27   |
### TABLE 17
The architectures obtained via AdversarialNAS with the “macro” paradigm, respectively.

| Dataset | Network | Searched operation/$W_i$ | Input resolution |
|---------|---------|--------------------------|-----------------|
|         |         |                          | 4x4 | 8x8 | 16x16 | 32x32 | 64x64 | 128x128 | 256x256 | 512x512 | 1024x1024 |
| CelebA  | Generator | Normal operation Up-sampling operation | conv_3x3 nearest_conv | conv_1x1 nearest_conv | conv_3x3 nearest_conv | conv_3x3 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv |
|         | Discriminator | Normal operation Down-sampling operation | - | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 |
| church  | Generator | Normal operation Up-sampling operation | nearest_conv | conv_3x3 nearest_conv | conv_3x3 nearest_conv | conv_3x3 nearest_conv | bilinear_conv | bilinear_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv |
|         | Discriminator | Normal operation Down-sampling operation | - | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 |
| FFHQ    | Generator | Normal operation Up-sampling operation | bilinear_conv | nearest_conv | nearest_conv | nearest_conv | nearest_conv | nearest_conv | nearest_conv | nearest_conv | nearest_conv |
|         | Discriminator | Normal operation Down-sampling operation | - | conv_3x3 conv_3x3 | conv_3x3 conv_3x3 | conv_3x3 conv_3x3 | conv_3x3 conv_3x3 | conv_3x3 conv_3x3 | conv_3x3 conv_3x3 | conv_3x3 conv_3x3 | conv_3x3 conv_3x3 |

### TABLE 18
The architectures obtained via AdversarialNAS with the “micro + dynamic {$V_i$}†” paradigm and the “macro” paradigm. * denotes that the latent $V_i$ searched for the layer “tRGB (m+1)” in Fig. [10.9].

| Dataset | Network | Searched operation/$W_i$ | Input resolution |
|---------|---------|--------------------------|-----------------|
|         |         |                          | 4x4 | 8x8 | 16x16 | 32x32 | 64x64 | 128x128 | 256x256 | 512x512 | 1024x1024 |
| CelebA  | Generator | $W_i$ for the normal operation | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ |
|         |         | $W_i$ for the up-sampling operation | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ |
|         | Discriminator | Normal operation Down-sampling operation | - | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 | conv_5x5 conv_1x1 |
| church  | Generator | Normal operation Up-sampling operation | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ |
|         | Discriminator | Normal operation Down-sampling operation | - | conv_1x1 conv_3x3 | conv_1x1 conv_3x3 | conv_1x1 conv_3x3 | conv_1x1 conv_3x3 | conv_1x1 conv_3x3 | conv_1x1 conv_3x3 | conv_1x1 conv_3x3 | conv_1x1 conv_3x3 |
| FFHQ    | Generator | Normal operation Up-sampling operation | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ | $W_i$ |
|         | Discriminator | Normal operation Down-sampling operations | - | conv_1x1 conv_5x5 | conv_1x1 conv_5x5 | conv_1x1 conv_5x5 | conv_1x1 conv_5x5 | conv_1x1 conv_5x5 | conv_1x1 conv_5x5 | conv_1x1 conv_5x5 | conv_1x1 conv_5x5 |

### TABLE 19
The results of exploiting alphaGAN to search the architecture of StyleGAN2, with separable depth-wise convolutions in the operation pool. † denotes the reproduced results based on the official released code.

| Paradigm     | Search          | Re-train | FID   |
|--------------|----------------|----------|-------|
|              | Dataset        | Cost (GPU-hours) | Search space | Dataset | kimg | Model size (M) |
| StyleGAN2[6] | -              | -        | -     | -      | FFHQ 25000 | 30.37 | 2.84 |
| StyleGAN2†   | -              | -        | -     | -      | FFHQ 20000 | 30.37 | 3.50 |
| alphaGAN(+)  | FFHQ           | 6        | ~ 1.3 x 10^9 | FFHQ 20000 | 31.68 | 2.95 |
| macro        | FFHQ           | 6        | ~ 6.6 x 10^{10} | FFHQ 20000 | 21.42 | 3.88 |

### TABLE 20
The architectures obtained via alphaGAN(+) with the “macro” paradigm, searched with separable depth-wise convolutions.

| Dataset | Network | Searched operation/$W_i$ | Input resolution |
|---------|---------|--------------------------|-----------------|
|         |         |                          | 4x4 | 8x8 | 16x16 | 32x32 | 64x64 | 128x128 | 256x256 | 512x512 | 1024x1024 |
| FFHQ    | Generator | Normal operation Up-sampling operation | conv_3x3 nearest_conv | conv_1x1 nearest_conv | conv_3x3 nearest_conv | conv_3x3 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv | conv_1x1 nearest_conv |
|         | Discriminator | Normal operation Down-sampling operation | - | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 | conv_5x5 conv_3x3 |

### TABLE 21
The ablution study of separable depth-wise convolutions on StyleGAN2.

| Modulate | Dataset | kimg | FID |
|----------|---------|------|-----|
| Depth-wise | FFHQ    | 15000 | 8.7738 |
| Point-wise | FFHQ    | 15000 | 8.8708 |

The results of searching BigGAN via alphaGAN are shown in Table [16]. The searched architecture of BigGAN consistently outperforms BigGAN baseline on both IS (9.56 vs 9.22) and FID (10.27 vs 14.73), demonstrating the contribution of alphaGAN is orthogonal to BigGAN. The searched architecture of BigGAN is shown in Fig. [15].
Fig. 12. The distributions of normal operations.
Fig. 13. The distributions of up-sampling operations.
Fig. 14. Searching the operations and the intermediate latent \{W_i\}_{i=1,\ldots,n} of StyleGAN2. “tRGB_2”, “tRGB_4”, and “tRGB_(m+1)” denote the skip connection layers in the original StyleGAN2 [6], which are conv_1x1 operations. The number (e.g., 2) after the underscore in “tRGB_2” denotes that “tRGB_2” receives the latent \hat{W}_i identical to the latent received by the convolutional layer \mathcal{L}_2.
Fig. 15. The searched architecture of BigGAN. For simplicity, we omit the hierarchical architecture of BigGAN and the label information fed into the class conditional batch normalization layer.