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Abstract

A family of subsets of \([n]\) is \textit{intersecting} if every pair of its sets intersects. Determining the structure of large intersecting families is a central problem in extremal combinatorics. Frankl–Kupavskii and Balogh–Das–Liu–Sharifzadeh–Tran showed that for \(n \geq 2k + c\sqrt{k\ln k}\), almost all \(k\)-uniform intersecting families are stars. Improving their result, we show that the same conclusion holds for \(n \geq 2k + 100\ln k\). Our proof uses, among others, the graph container method and the Das–Tran removal lemma.
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1 Introduction

Several problems in extremal combinatorics are about determining the size or the structure of a system or collection of finite objects if it is known to satisfy certain restrictions. Once the answer to this extremal question is known, one can strengthen this result by enumerating such systems and determining their typical structure. Some cornerstone results of this type are theorems of Kleitman [16] who determined the log-asymptotics of the number of antichains in \(\{0,1\}^n\), and of Erdős–Kleitman–Rothschild [7] who proved that almost all triangle-free graphs are bipartite. Motivated by these results, a large number of classical theorems in extremal combinatorics have been extended to enumerative and structural results in the past decades. In particular, the celebrated \textit{container method} of Balogh–Morris–Samotij [4] and Saxton–Thomason [21] has seen particular success with such problems.

The main topic of this paper is the structure of intersecting families. A family \(\mathcal{F} \subseteq 2^{[n]}\) is \textit{intersecting} if every pair of members of \(\mathcal{F}\) has a non-empty intersection. The seminal result of Erdős–Ko–Rado [6] states that if \(\mathcal{F}\) is a \(k\)-uniform intersecting family where \(n \geq 2k\) then \(|\mathcal{F}| \leq \binom{n-1}{k-1}\). The \textit{trivial intersecting family}, or star, the family of all the sets that contain a fixed element, shows that this inequality is the best possible.

Improving a result of Balogh, Das, Delcourt, Liu and Sharifzadeh [1], Frankl and Kupavskii [8] and independently Balogh, Das, Liu, Sharifzadeh and Tran [2] showed that if \(n \geq 2k + 2 + c\sqrt{k\ln k}\), for some positive constant \(c\), then almost all intersecting families are trivial. Let \(I(n,k)\) denote the number of \(k\)-uniform intersecting families in \(2^{[n]}\) and \(I(n,k,\geq 1)\) the number of non-trivial such families.
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**Theorem 1.1** (Balogh–Das–Liu–Sharifzadeh–Tran [2], Frankl–Kupavskii [8]). For \( n \geq 2k + 2 + c\sqrt{k\ln k} \) and \( k \to \infty \) we have
\[
I(n, k) = (n + o(1))2^{(k-1)/2} \quad \text{and} \quad I(n, k, \geq 1) = o\left(2^{(k-1)/2}\right),
\]
where \( c = 2 \) in [8] and \( c \) was a large constant in [2].

A slightly weaker result, that covers the entire range of parameters, was obtained via the basic graph container method in [1].

**Theorem 1.2** (Balogh–Das–Delcourt–Liu–Sharifzadeh [1]). For \( n \geq 2k + 1 \) we have
\[
I(n, k) = 2^{(1+o(1))(k-1)/2},
\]
where the \( o(1) \) term goes to zero as \( k \to \infty \).

Our main result significantly strengthens the bound of Theorem 1.1.

**Theorem 1.3.** For \( n \geq 2k + 100\ln k \), almost all intersecting families in \( \binom{n}{k} \) are trivial. In particular, the number of non-trivial intersecting families \( I(n, k, \geq 1) \) is \( o\left(2^{(k-1)/2}\right) \) as \( k \to \infty \).

Here “almost all” means that the proportion of intersecting families that are not trivial tends to zero as \( k \) increases. We believe the same conclusion holds whenever \( n \geq 2k + 2 \).

**Conjecture 1.4.** For \( n \geq 2k + 2 \) and \( k \to \infty \) we have
\[
I(n, k, \geq 1) = o(I(n, k)).
\]

The other two remaining cases are \( n \in \{2k, 2k + 1\} \). When \( n = 2k \), we can choose at most one set from every complementary pair so that
\[
I(2k, k) = 3^{1/2}2^k.
\]

When \( n = 2k + 1 \), it is not true that almost all intersecting families are trivial, as the following construction from [2] shows. For an intersecting family \( A \subset \binom{[2k]}{k} \), let
\[
\mathcal{F}_A := \left\{ F \in \binom{[2k+1]}{k} : 2k + 1 \in F, \ F \cap A \neq \emptyset \ \forall A \in \mathcal{A} \right\} \cup \mathcal{A}.
\]

Note that if \( \mathcal{F}' \) is a subfamily of some \( \mathcal{F}_A \) such that \( \mathcal{A} \subset \mathcal{F}' \), then we can uniquely recover \( \mathcal{A} \). By considering only families \( \mathcal{A} \subset \binom{[2k]}{k} \) of size \(|\mathcal{A}| = \binom{2k}{k}2^{-k} \), of which almost all are intersecting, a similar calculation as in [3, Example 3.1] shows that there are at least
\[
\sum_{\mathcal{A}} 2^{|E_\lambda| - |N(\mathcal{A})|} \geq \exp \left( \binom{2k}{k}2^{-k} \right) 2^{k\binom{2}{k}2^{-k}} \cdot 2^{(2k-k\binom{2}{k})2^{-k} + \frac{k^2}{2}\binom{2k}{k}2^{-2k} - o(k^{3/2})}
\]
\[
\geq 2^{(2k-1)/2} \exp \left( \binom{2k}{k}2^{-k} + \frac{k^2\ln 2}{2}\binom{2k}{k}2^{-2k} - o(k^{3/2}) \right)
\]
k-uniform intersecting families in \( \binom{[2k+1]}{k} \), where we use the fact that the number of such families \( A \) is \( (1 - o(1)) \exp \left( \binom{2k}{k}2^{-k} \right) 2^{k\binom{2}{k}2^{-k}} \), and that almost all such \( A \) satisfy \(|N(\mathcal{A})| = k\binom{2k}{k}2^{-k} - \frac{k^2}{2}\binom{2k}{k}2^{-2k} + o(k^{3/2}) \).

This is significantly larger than the number \( (2k + 1 - o(1))2^{(k-1)/2} \) of trivial \( k \)-uniform intersecting families.

Let us describe what we believe the typical intersecting family looks like. For a family \( \mathcal{A} \subset \binom{[2k]}{k} \) we can define an auxiliary graph \( G_\mathcal{A} \) with vertex set \( \mathcal{A} \), where for \( X, Y \in \mathcal{A} \) we include the edge \( XY \) if \(|X \cap Y| = k - 1 \). Given a set family \( \mathcal{F} \subset \binom{[2k+1]}{k} \), we say that \( \mathcal{F} \) is *nice*, if there is an index (to simplify notation, assume \( 2k + 1 \)) such that the following holds:

- for \( \mathcal{A} = \{ F : 2k + 1 \notin F \} \) the graph \( G_\mathcal{A} \) has components only of sizes 1 or 2;
• $A \cap B \neq \emptyset$ for all $A \in \mathcal{A}$ and $B \in \mathcal{F} \setminus \mathcal{A}$.

We remark that a nice family is not necessarily intersecting, as such $\mathcal{A}$ might not be intersecting. By constructing the abstract polymer model on connected subsets of $G(\binom{[2k]}{k})$ of sizes only 1 or 2, and calculating its cluster expansion with the weight function $w(S) = 2^{-|N(S)|}$, one can show that the number of nice families is at most

$$n2^{(2k-1)} \exp \left( \frac{2k}{k} 2^{-k} + \frac{k^2 - 1}{2} \left( \frac{2k}{k} \right) 2^{-2k} + o(1) \right).$$

For detailed explanation of the cluster expansion and its application, we refer interested readers to [3, 13].

**Conjecture 1.5.** Almost all intersecting families $\mathcal{F} \subset \binom{[2k+1]}{k}$ are nice. In fact, the number of intersecting families is

$$2^{(2k-1)} \exp \left( \left( \frac{2k}{k} \right) 2^{-k} + \Theta \left( k^{3/2} \right) \right).$$

The paper is structured as follows. In the remaining of this section we introduce some of the notation we use. In Section 2 we associate each non-trivial $k$-uniform intersecting family to an independent set in a fixed biregular graph; we also state the main tools we use, including the graph container lemma we need. The proof of the graph container lemma is deferred to Section 3. We split the proof of Theorem 1.3 into two cases, according to the sizes of the 2-linked components in the associated independent set; Section 3 and Section 4 each corresponds to dealing with one of the cases.

### 1.1 Notation

Let $G = (V, E)$ be a simple graph. The neighborhood of a set $A$ of vertices in $G$, denoted by $N_G(A)$, is the set of vertices adjacent to $A$ in $G$. For a set $S \subseteq V$, the neighborhood of $A$ restricted to $S$, denoted by $N_{S,G}(v)$, is the set of vertices adjacent to $A$, which are contained in $S$. The distance $d_G(u, v)$ between two vertices $u, v$ is the length of the shortest path between $u$ and $v$ in $G$. When the underlying graph is clear, we simply write $N(A)$, $N_S(A)$ and $d(u, v)$ instead.

Let $\Sigma$ be a bipartite graph with classes $X$ and $Y$. For $A \subseteq X$, denote by $[A] := \{v \in X : N(v) \subseteq N(A)\}$ the closure of $A$ and call $A$ closed if $[A] = A$. We say a pair of vertices $u$ and $v$ is $k$-linked in a set $A \subseteq X$, if there exists a sequence $u = v_1, v_2, \ldots, v_{\ell-1}, v_\ell = v$ in $A$ such that for each $i \in [\ell - 1]$, the distance $d(v_i, v_{i+1})$ is at most $k$. A set $A$ is $k$-linked if every pair of vertices in $A$ is $k$-linked in $A$. A $k$-linked component of a set $B \subseteq X$ is a maximal $k$-linked subset of $B$.

All instances of log refer to logarithm of base 2. We ignore all floors and ceilings whenever they are not crucial. We also use the notation $\binom{\binom{[n]}{k}}{r}$ as a shorthand for $\sum_{0 \leq i \leq k} \binom{\binom{[n]}{k}}{i}$.

### 2 Preliminary

Let $n = 2k + r$. By Theorem 1.1 without specification, we may assume from now on that $k$ is sufficiently large and

$$100\ln k \leq r \leq 2 + 2\sqrt{k\ln k}. \quad (1)$$

### 2.1 Relation to independent sets

Let $\mathcal{F}$ be an intersecting family in $\binom{[n]}{k}$. Define $f(\mathcal{F})$ to be the most frequent element in the sets of $\mathcal{F}$; in case there are multiple choices, we always choose the one with the largest label. The star of $\mathcal{F}$, denoted by $\mathcal{S}_\mathcal{F}$, is the set of all $k$-element subsets of $[n]$ that contain $f(\mathcal{F})$.

An intersecting family is said to be maximal, if no additional set can be added without destroying the intersecting property. We fix a linear ordering $\prec$ on the set of intersecting families in $\binom{[n]}{k}$. Let $\mathcal{F}^*$ be the maximal intersecting family that contains $\mathcal{F}$ and minimizes $\left| F^* \Delta \mathcal{S}_{\mathcal{F}^*} \right|$. In case there are multiple such

\footnote{Indeed, the particular choice of maximal family $\mathcal{F}^*$ has no significance; we simply need a way to fix the selection.}
families, we choose the first one under the ordering \( \prec \). For ease of notation, assume that \( f(F^*) = n \). Define

\[
A := \{ [n-1] \setminus A : n \notin A \in F \} \subseteq \binom{n-1}{k+r-1}
\]  

(2)

and

\[
B := \{ B \setminus \{n\} : n \in B \in F \} \subseteq \binom{n-1}{k-1}.
\]  

(3)

It is not hard to check that \( A \) is also an intersecting family in \( \binom{n-1}{k+r-1} \) for every \( r \geq 1 \). Let \( H \) be the bipartite graph defined on

\[
\mathcal{L}_{k-1} := \binom{n-1}{k-1} \quad \text{and} \quad \mathcal{L}_{k+r-1} := \binom{n-1}{k+r-1},
\]

such that two sets are adjacent if and only if one contains the other. Observe that \( A \cup B \) is an independent set in \( H \). Indeed, otherwise, there exist sets \( A, B \in F \), where \( n \in B \) and \( n \notin A \), such that \( B \setminus \{n\} \subseteq [n-1] \setminus A \), which implies that \( A \cap B = \emptyset \), i.e., contradicts that \( F \) is an intersecting family.

Roughly speaking, this indicates that each intersecting family in \( \binom{n}{k} \) is corresponding to a unique independent set \( I \) in \( H \) (but not vice versa, as \( I \cap \binom{n-1}{k+r-1} \) is not necessarily intersecting). More precisely, let \( I(n,k) \) be the family of \( k \)-uniform intersecting families in \( 2^{[n]} \), and \( I(H) \) be the family of independent sets in \( H \). Then we can define an injective map \( \phi : I(n,k) \to [n] \times I(H) \) such that

\[
\phi(F) := (f(F^*), A \cup B),
\]

where \( A \subseteq \mathcal{L}_{k+r-1} \) and \( B \subseteq \mathcal{L}_{k-1} \). Whenever \( f(F^*) \) is not crucial, we simply refer \( \phi(F) \) to \( A \cup B \). Given the close relation between intersecting families and independent sets of \( H \), we can always learn about one object through the properties of the other one.

2.2 Tools

Recall that a composition of an integer \( n \) is an ordered sequence \( \langle a_1, \ldots \rangle \) of positive integers summing to \( n \), the \( a_i \)'s are the parts of the composition.

**Proposition 2.1.** The number of compositions of \( n \) is \( 2^{n-1} \) and the number of compositions with at most \( b \) parts is \( \sum_{i=0}^{b} \binom{n-1}{i} < 2^{b \log(en/b)} \), when \( b < n/2 \).

We also need the following lemma from [11], which bounds the number of connected subsets of a graph.

**Lemma 2.2.** For a graph \( G \) with maximum degree \( \Delta \), the number of \( \ell \)-vertex subsets of \( V(G) \) which contains a fixed vertex and induce a connected subgraph is at most \( (e\Delta)\ell \).

Given an \((r,s)\)-biregular graph \( G \), we can create an auxiliary graph \( G_k \) on the same vertex set by connecting two vertices if their distance is at most \( 2k \). Then \( G_k \) has maximum degree at most \( r^ks^k \). Applying Lemma 2.2 to one part of \( G_k \), we get the following corollary.

**Corollary 2.3.** For \( r, s \geq 2 \), let \( \Sigma \) be an \((r,s)\)-biregular graph with bipartition \( X \cup Y \). Then for every \( m \geq 1 \), the number of \( 2m \)-linked subsets of \( X \) of size \( \ell \) which contain a fixed vertex is at most \( \exp(2\ell m \ln(rs)) \).

Next we will present some useful properties of \( H \). First observe that \( H \) is a \( \left( \binom{k+r-1}{k-1}, \binom{k+r}{r} \right) \)-regular bipartite graph with the bipartition \( \mathcal{L}_{k+r-1} \cup \mathcal{L}_{k-1} \). Define

\[
d := \binom{k+r-1}{k-1}.
\]

Then \( H \) is ‘almost’ \( d \)-regular as \( \binom{k+r}{r} = \frac{k+r}{k} \binom{k+r-1}{k-1} = \frac{k+r}{k} d \) and \( r = o(k) \). Notice that

\[
d = \binom{k+r-1}{k-1} = \binom{k+r-1}{r} \cdot \cdots \cdot \binom{k}{r} \geq \left( \frac{k}{r} \right)^r
\]

(4)
By Theorem 2.4, we have

\[ d = \frac{(k+r-1) \cdots k}{r!} \leq \frac{(2k)^r}{(r/5)^r} = \left(\frac{10k}{r}\right)^r, \quad (5) \]

where the last inequality is obtained using Stirling’s approximation.

We use isoperimetric inequalities on \( H \), which can be easily derived from direct applications of the Lovász version of the Kruskal-Katona Theorem \cite{17,15}.

Theorem 2.4 (Lovász \cite{19}). Let \( \mathcal{A} \) be a family of \( m \)-element subsets of a fixed set \( U \) and \( \mathcal{B} \) be the family of all \((m-q)\)-element subsets of the sets in \( \mathcal{A} \). If \(|\mathcal{A}| = \binom{x}{m}\) for some real number \( x \), then \(|\mathcal{B}| \geq \binom{x}{m-q}\).

Theorem 2.5 (Isoperimetry). Assume that \( 1 \leq r \leq 2 + 2\sqrt{k\ln k} \). Let \( \mathcal{A} \subseteq \mathcal{L}_{k+r-1} \).

(i) If \(|\mathcal{A}| \leq \binom{n-2-r}{k+r-1}\) for some positive integer \( c \), then

\[ |N(\mathcal{A})| \geq |\mathcal{A}| \left(1 + \frac{c}{k+r-c-1}\right) \cdots \left(1 + \frac{c}{k-r-c}\right). \]

(ii) If \(|\mathcal{A}| \leq d^3\), then \(|N(\mathcal{A})| \geq d|\mathcal{A}|/(5e)^r\).

Proof. (i) Let \(|\mathcal{A}| = \binom{x}{k+r-1}\) for some \( x \). Using the upper bound on the size of \( \mathcal{A} \), we have \( x \leq 2k + r - 2 - c \). By Theorem 2.4 we have

\[ |N(\mathcal{A})| \geq \binom{x}{k-1} = \binom{x}{k+r-1} \frac{(k+r-1) \cdots k}{(x-k+1) \cdots (x-k-r+2)} \]

\[ \geq |\mathcal{A}| \frac{(k+r-1) \cdots k}{(k+r-c-1) \cdots (k-c)} = |\mathcal{A}| \left(1 + \frac{c}{k+r-c-1}\right) \cdots \left(1 + \frac{c}{k-r-c}\right). \]

(ii) Let \(|\mathcal{A}| = \binom{x}{k+r-1}\) for some \( x \). First note that \((4r)! \leq 4^{rr}(r!)^4\). By the assumption on the size of \( |\mathcal{A}| \), we have \( x \leq k + 5r - 1 \), as otherwise

\[ \binom{x}{k+r-1} > \binom{k+5r-1}{k+r-1} = \frac{(k+5r-1) \cdots (k+r)}{(4r)!} \]

\[ > \frac{k^r}{4^{rr}r!} \frac{(k+r-1) \cdots k}{r!} \geq \left(\frac{r}{k+r-1}\right)^r = d^3, \]

where the last inequality follows from the upper bound of \( r \). Similarly as in (i), by Theorem 2.4 we have

\[ |N(\mathcal{A})| \geq \binom{x}{k-1} = \binom{x}{k+r-1} \frac{(k+r-1) \cdots k}{(x-k+1) \cdots (x-k-r+2)} \]

\[ \geq |\mathcal{A}| \frac{(k+r-1) \cdots k}{(5r) \cdots (4r+1)} = d|\mathcal{A}|/\left(\frac{5r}{r}\right)^r \geq d|\mathcal{A}|/(5e)^r. \]

\[ \square \]

We state and use a special case of the Das–Tran \cite{5} Theorem 1.2 removal lemma, obtained by setting \( \ell = 1 \) and \( \beta = 0 \), in their notation.

Lemma 2.6 (Das and Tran \cite{5}). There is an absolute constant \( C > 1 \) such that if \( n \) and \( k \) are positive integers satisfying \( n > 2k \), and \( \mathcal{F} \subseteq \binom{[n]}{k} \) is an intersecting family of size \(|\mathcal{F}| = (1-\alpha)\binom{n-1}{k-1}\), where \( 2|\alpha| \leq \frac{n-2k}{20k^2n} \), then there exists a family \( \mathcal{S} \subseteq \binom{[n]}{k} \) that is a star, satisfying

\[ |\mathcal{F}\Delta\mathcal{S}| \leq C\alpha \frac{n}{n-2k}\binom{n-1}{k-1}. \]
2.3 The graph container theorem

The most important tool of this paper is the following graph container theorem, which estimates the number of 2-linked sets in \( \mathcal{H} \). The proof follows from a graph container lemma of Sapozhenko [20] and will be postponed to Section 5.

**Theorem 2.7** (Graph container theorem). Assume that \( 1 \leq r \leq 2 + 2\sqrt{k \ln k} \). Recall that \( \mathcal{H} \) is a \((d, \frac{k+r}{k}d)\)-biregular bipartite graph on \( L_{k+r-1} \cup L_{k-1} \), where \( d = (k+r-1) \). For integers \( a, g \geq 1 \), let

\[
\mathcal{G}(a, g) = \{ A \subseteq L_{k+r-1} : A \text{ is a 2-linked set}, |A| = a, |N(A)| = g \},
\]

and

\[
t := \frac{k + r}{k}gd - ad.
\]

For every \( 1 \leq a \leq \left( \frac{2k + 3r/4}{k+r-1} \right) \) and \( 1 \leq \varphi, \psi \leq d - 1 \), there exists a family of containers \( \mathcal{W}(a, g) \subseteq 2L_{k+r-1} \times 2L_{k-1} \) of size

\[
|\mathcal{W}(a, g)| \leq |L_{k-1}| \exp \left( O \left( \frac{g \ln^2 d}{(d-\varphi)} + O \left( \frac{t \ln^2 d}{(d-\varphi)} \right) \right) \right),
\]

and a function \( f : \mathcal{G}(a, g) \to \mathcal{W}(a, g) \) such that for each \( A \in \mathcal{G}(a, g) \), the pair \((S, F) := f(A)\) satisfies:

(i) \( S \supseteq [A], F \subseteq N(A) \);

(ii) \( |S| \leq \frac{k + r}{k} |F| + \frac{\psi k}{d} \left( \frac{1}{d-\varphi} + \frac{1}{d-\psi} \right) \).

2.4 Outline of the proof of Theorem 1.3

First we will assign to each non-trivial intersecting family \( \mathcal{F} \subset \binom{n}{k} \) an independent set \( \phi(\mathcal{F}) \) in \( \mathcal{H} \) through the process described in Section 2.4. After doing this, we split the counting into cases according to whether \( |\phi(\mathcal{F}) \cap L_{k+r-1}| \geq \left( \frac{2k + 3r/4}{k+r-1} \right) \) or not.

In Section 3, we prove that the number of non-trivial intersecting families with \( |\phi(\mathcal{F}) \cap L_{k+r-1}| \geq \left( \frac{2k + 3r/4}{k+r-1} \right) \) is \( 2^{|\mathcal{H}|} \). The proof, which is similar to that of [2] Theorem 1.6, is based on the Das-Tran [4] Removal Lemma, and an application of the Bollobás set pairs inequality on maximal intersecting families, see [1] Proposition 2.2.

We will dedicate Section 4 to bound the number independent sets \( I \) with \( |I \cap L_{k+r-1}| \leq \left( \frac{2k + 3r/4}{k+r-1} \right) \). Like many of the advances in counting independent sets (for example, see [3] [9] [13] [20]), we will use the graph container method of Sapozhenko [20], together with some isoperimetric properties of \( \mathcal{H} \) (see Theorem 2.5).

Adding up the bounds obtained from Sections 3 and 4 will give an upper bound for the number of non-trivial intersecting families \( \mathcal{F} \subset \binom{n}{k} \), which leads to Theorem 1.3.

3 Intersecting families with large components

In this section, we will prove the following lemma, which helps us to narrow down the family of intersecting families we have to care about. The proof uses an idea from [2] Theorem 1.6.

Recall from Section 2.3 that for each intersecting family \( \mathcal{F} \subset \binom{n}{k} \), there exists a unique set \( \phi(\mathcal{F}) \) such that \( \phi(\mathcal{F}) \) is independent in \( \mathcal{H} \).

**Lemma 3.1.** The number of intersecting families \( \mathcal{F} \subset \binom{n}{k} \) with

\[
|\phi(\mathcal{F}) \cap L_{k+r-1}| \geq \left( \frac{2k + 3r/4}{k+r-1} \right)
\]

is at most \( 2^{(n-1)\frac{1}{k+r-1}} \cdot \exp(\frac{2k}{n}) \).


Proof. Recall that an intersecting family is maximal, if no additional set can be added without destroying the intersecting property. For each \( \ell \in \mathbb{N} \), let \( M_\ell \) be the collection of maximal non-trivial \( k \)-uniform intersecting families of size exactly \( \binom{n-1}{k-1} - \ell \). Hilton and Milner \([12]\) proved that if \( n \geq 2k + 1 \) and \( F \) is a non-trivial \( k \)-uniform intersecting family, then \( |F| \leq \binom{n-1}{k-1} - \binom{k-1}{k-1} + 1 \). Therefore, we can assume that \( \ell \geq \binom{n-k-1}{k-1} - 1 \), as otherwise \( |M_\ell| = 0 \).

Fix an arbitrary intersecting family \( F \) satisfying \([6]\). Let \( F^* \) be the maximal intersecting family defined in Section \([2.1]\) with \( F \subseteq F^* \) and minimum \( |F^* \Delta S_{F^*}| \). We will show that

\[ F^* \in M_\ell \quad \text{for some } \ell > n \binom{2k}{k} \]

Assume for contradiction that \( \ell \leq n \binom{2k}{k} \). Set \( \alpha := \ell \cdot \binom{n-1}{k-1}^{-1} \). Then we have

\[ \alpha \leq n \binom{2k}{k} \binom{n-1}{k-1}^{-1} = \frac{n(k+r)}{k} \frac{(k+r-1) \cdots (k+1)}{(2k+r-1) \cdots (2k+1)} \leq \frac{n(k+r)}{k} \left( \frac{2}{3} \right)^{r-1} \leq \frac{n-2k}{(20C)^2 n} \]

for some constant \( C \), where the last two inequalities follow from the range of \( r \), see \([1]\). Note that the last term in the above inequality is a requirement for Lemma \([2.6]\). Applying Lemma \([2.6]\) on \( F^* \) with \( \alpha \), we obtain that

\[ |F^* \Delta S_{F^*}| \leq C\alpha \frac{n}{n-2k} \binom{n-1}{k-1} \leq Cn\ell \leq Cn^2 \binom{2k}{k}, \]

where \( S_{F^*} \) is the star consisting of all \( k \)-sets of \([n]\) containing the most frequent element of \( F^* \). Note by the definition of \( \phi \) that \( \phi(F) \subseteq \phi(F^*) \), and both of them are independent sets in the \((d, \frac{k+r}{k} \cdot d)\)-regular graph \( \mathcal{H} \). It follows that

\[ ||\phi(F) \cap L_{k+r-1}|| \leq \frac{k+r}{k} ||N(\phi(F) \cap L_{k+r-1})|| \leq \frac{k+r}{k} ||N(\phi(F^*) \cap L_{k+r-1})|| \]

\[ \leq 2 |L_{k-1} - \phi(F^*)| \leq 2 |F^* \Delta S_{F^*}| \leq 2Cn^2 \binom{2k}{k}. \]  

For the lower bound, by the assumption \([6]\), we have

\[ ||\phi(F) \cap L_{k+r-1}|| > \binom{2k+3r/4}{k+r-1} = \binom{2k}{k} \prod_{j=1}^{r-1} \frac{2k+j}{k+j} \frac{k-r+1+j}{2k+j} \]

\[ \geq \binom{2k}{k} \left( \frac{2k+r}{k+r} \right)^{r-1} \left( \frac{k-r/4}{2k+3r/4} \right)^{r/4}. \]

Since \( r \leq 2 + 2\sqrt{k \ln k} \) and \( k \) is sufficiently large, we have \( 1.9 \leq (2k+r)/(k+r) \) and \( 0.4 \leq (k-r/4)/(2k+3r/4) \). Then it follows that

\[ ||\phi(F) \cap L_{k+r-1}|| \geq \binom{2k}{k} 1.9^{r-1} \cdot 0.4^{r/4} > \binom{2k}{k} 1.5^r > \binom{2k}{k} n^3, \]

where the last inequality uses \( r \geq 100 \ln k \). This contradicts \([7]\), and then shows \( \ell > n \binom{2k}{k} \).

Therefore, each intersecting family with property \([6]\) is contained in some \( F^* \in \cup_{\ell > n \binom{2k}{k}} M_\ell \). From \([1]\) Proposition \(2.2\), we know that \( \sum_\ell |M_\ell| \leq 2^{2n \binom{2k}{k}} \). Hence, the number of such intersecting families is at most

\[ \sum_{\ell > n \binom{2k}{k}} |M_\ell| \cdot 2^{(\binom{n-1}{k-1})-\ell} \leq 2^{(\binom{n-1}{k-1})} \sum_{\ell > n \binom{2k}{k}} |M_\ell| 2^{-\ell} \leq 2^{(\binom{n-1}{k-1})} \frac{1}{2^{0 \binom{2k}{k}}}, \]

as desired.

\[ \square \]
4 Independent sets with small components

The next theorem will be used to bound the number of families that remain to be counted by Lemma 3.1. The proof uses ideas from [14] and [20].

**Theorem 4.1.** Let \( I \) be the collection of independent sets \( I \) in \( \mathcal{H} \) with \( I \cap \mathcal{L}_{k+r-1} \neq \emptyset \) and \( |I \cap \mathcal{L}_{k+r-1}| \leq \binom{2k+3r/4}{k+r-1} \). Then \( |I| \leq 2^{\binom{n-r}{2}} - \frac{1}{2^{n-r}} \).

Before we move to the technical proof of Theorem 4.1, we first show how this theorem will be applied to complete the proof of Theorem 1.3.

**Proof of Theorem 1.3.** First by Lemma 3.1 the number of intersecting families with property (6) is \( o\left(2^\binom{n-r}{2}\right) \).

For the rest of the non-trivial intersecting families \( \mathcal{F} \), they all satisfy \( 1 \leq |\phi(\mathcal{F}) \cap \mathcal{L}_{k+r-1}| \leq \binom{2k+3r/4}{k+r-1} \). From here, we instead count the independent sets \( \phi(\mathcal{F}) \), which by Theorem 4.1 is at most \( n \cdot 2^{\binom{n-r}{2}} = o\left(2^\binom{n-r}{2}\right) \), where \( n \) refers to the number of choices of the most frequent element. In sum, we easily have \( I(n,k,r) = o\left(2^\binom{n-r}{2}\right) \). Note that the number of trivial intersecting families is at least \( 2^\binom{n-r}{2} \), and therefore the typical structure naturally follows from the counting result.

**Proof of Theorem 4.1.** Let \( I \) be an independent set in \( \mathcal{I} \). We first define

\[
\begin{align*}
a &:= |I \cap \mathcal{L}_{k+r-1}| \quad \text{and} \quad g := |N(I \cap \mathcal{L}_{k+r-1})| = |N(I \cap \mathcal{L}_{k+r-1})|.
\end{align*}
\]

Let \( \{A_1, A_2, \ldots, A_i, \ldots\} \) be the collection of 2-linked components of \( I \cap \mathcal{L}_{k+r-1} \). By the definition of 2-linked component, all \( N(A_i) \)'s are pairwise disjoint. Note that the set \( I \cap \mathcal{L}_{k+r-1} \) is not necessarily closed; it is closed when the family \( \mathcal{F} \) associated to \( I \) is maximal. We write

\[
\begin{align*}
a_i &:= |A_i| \quad \text{and} \quad g_i := |N(A_i)| = |N(A_i)|.
\end{align*}
\]

Note that for every vertex \( v \) in \( I \cap \mathcal{L}_{k+r-1} \), there must be some unique \( i \) such that \( N(v) \subseteq N(A_i) \), as otherwise, it violates the fact that \( A_i \) is a 2-linked component. Therefore, we have \( a = \sum a_i \) and \( g = \sum g_i \).

Moreover, by the assumption of Theorem 4.1 we have that for every \( i \),

\[
1 \leq a_i \leq \frac{2k+3r/4}{k+r-1}.
\]

Recall that for each independent set \( I \) in \( \mathcal{H} \), we denote by \( \{A_1, A_2, \ldots\} \) the collection of its 2-linked components in \( \mathcal{L}_{k+r-1} \). Given the collection \( \{A_1, A_2, \ldots\} \), define the set \( C \) as

\[
C := \left( \bigcup A_i \right) \cup \left( \mathcal{L}_{k-1} - \bigcup N(A_i) \right).
\]

Notice that \( I \subseteq C \). Instead of counting independent sets directly, we will estimate the number of possible sets \( C \) and bound the number of independent sets assigned to each \( C \). In particular, for a given set \( C \) with 2-linked components \( \{A_1, A_2, \ldots\} \), the number of independent sets assigned to \( C \) is exactly

\[
2^{|\mathcal{L}_{k-1} - \bigcup N(A_i)|} = 2^{\binom{n-r}{2}} - g,
\]

as \( I \cap \mathcal{L}_{k+r-1} \) is fixed by the set \( C \) and all vertices in \( \mathcal{L}_{k-1} \) can appear in \( I \) except for those adjacent to \( A_i \)'s. Let \( C_g \) denote the number of sets \( C \subset V(\mathcal{H}) \) that are associated to an independent set \( I \) with \( |N(I \cap \mathcal{L}_{k+r-1})| = g \). We have that the number of independent sets we would like to count, \( |I| \), is bounded by

\[
|I| \leq \sum_g C_g \cdot 2^{\binom{n-r}{2}} - g.
\]

For a pair of integers \((a_i, g_i)\) with \( 1 \leq a_i < g_i \) and \( a_i \leq \frac{2k+3r/4}{k+r-1} \), let

\[
G(a_i, g_i) := \{A_i \mid A_i \text{ is 2-linked, } |A_i| = a_i \text{ and } |N(A_i)| = g_i\}.
\]
Recall that $\mathcal{H}$ is a $(d, \frac{k+r-1}{k-1})$-regular bipartite graph where $d = \binom{k+r-1}{k-1}$. We may thus assume $g_i \geq d$ as otherwise $|\mathcal{G}(a_i, g_i)|$ is trivially zero. From now on, we fix $a_i$ and $g_i$ and obtain a bound on $|\mathcal{G}(a_i, g_i)|$. For this, we split the proof into two cases.

**Small case.** $g_i \leq d^3$.

By Corollary 2.3, we have at most

$$|\mathcal{L}_{k+r-1}| 2^{2a_i \log(d \cdot d^{k+r})} \leq 2^{n+5a_i \log d}$$

options for $[A_i]$ and with it fixed, $2^{a_i}$ options for $A_i$. We have

$$|\mathcal{G}(a_i, g_i)| \leq 2^{n+5a_i \log d + a_i} \leq 2^{n+6a_i \log d} \leq 2^{n+6(5c)^{r}g_{i} \log d/d} \leq 2g_{i/4+g_{i}/4} = 2^{g_{i/2}},$$

where the second inequality follows from Theorem 2.5(ii), and the last inequality follows from $g_i \geq d$ and $d = \binom{k+r-1}{k} \geq k^2/2$.

**Large case.** $g_i \geq d^3$.

In this case, we will prove that

$$|\mathcal{G}(a_i, g_i)| \leq 2^{g_{i}(1-\frac{r}{\sqrt{A}})}.$$  \hspace{1cm} (12)

Since $a_i \leq \binom{2k+3r/4}{k}$, applying Theorem 2.5(i) with $c = r/4 - 2$, we have

$$g_i \geq a_i \left(1 + \frac{r/4 - 2}{k + 3r/4 + 1}\right) \cdot \cdot \cdot \left(1 + \frac{r/4 - 2}{k - r/4 + 2}\right) \geq a_i \left(1 + \frac{r^2}{8k}\right).$$ \hspace{1cm} (13)

Let $t_i = \frac{k+r}{k}g_id - a_i d$. Then, for large enough $k$, we have

$$\frac{t_i}{g_i} = d \left(\frac{k+r}{k} - \frac{a_i}{g_i}\right) \geq d \left(\frac{k+r}{k} - \frac{1}{1+\frac{r}{8k}}\right) \geq \frac{dr}{k} \geq \frac{\ln^2 d}{d^{1/2}},$$ \hspace{1cm} (14)

where the last inequality follows from $(10k/r)^r \geq d \geq (k/r)^r$ and the range of $r$. Applying Theorem 2.7 with $\varphi = d/2$ and $\psi = \sqrt{d \ln d}$, we find a family $\mathcal{W}(a_i, g_i)$ such that for every $A_i \in \mathcal{G}(a_i, g_i)$, there exists a pair of sets $(S_i, F_i) \in \mathcal{W}(a_i, g_i)$ with

$$S_i \supseteq [A_i], \quad F_i \subseteq N(A_i), \quad |S_i| \leq \frac{k+r}{k} |F_i| + O \left(\frac{t_i \sqrt{n \ln d}}{d^{3/2}}\right) \leq 2g_{i}.$$ \hspace{1cm} (15)

We first fix the set pair $(S_i, F_i)$, the number of options for it is

$$|\mathcal{W}(a_i, g_i)| \leq 2^a \exp \left(O \left(\frac{g_{i} \ln^2 d}{d^2}\right) + O \left(\frac{t_i \sqrt{n \ln d}}{d^{3/2}}\right)\right) \leq \exp \left(O \left(\frac{t_i \sqrt{n \ln d}}{d^{3/2}}\right)\right),$$

where the second inequality follows from $g_i \geq d^3$ and (14). Define $x$ and $y$ real numbers such that

$$g_i = \left(1 + \frac{y}{k}\right) a_i, \quad |S_i| = \left(1 + \frac{x}{k}\right) g_i.$$ \hspace{1cm} (16)

Note that we may assume

$$-ct_i \frac{\sqrt{n \ln d}}{d^{3/2} g_i} \leq x \leq r + c t_i \frac{\sqrt{n \ln d}}{d^{3/2} g_i},$$ \hspace{1cm} (17)

for some sufficiently large constant $c$, where the upper bound directly comes from the upper bound of $|S_i|$ on (14) and $|F_i| \leq g_i$. If the lower bound did not hold, we would have $|S_i| \leq g_i - c t_i \frac{\sqrt{n \ln d}}{d^{3/2} g_i}$, and since $A_i \subseteq S_i$, we then easily have

$$|\mathcal{G}(a_i, g_i)| \leq \sum_{(S_i, F_i) \in \mathcal{W}(a_i, g_i)} |S_i| \leq \exp \left(O \left(\frac{t_i \sqrt{n \ln d}}{d^{3/2}}\right)\right) 2^{g_i - c t_i \frac{\sqrt{n \ln d}}{d^{3/2} g_i}} \leq 2^{g_{i}(1-\frac{r}{\sqrt{A}})},$$

where the second inequality follows from the upper bound of $|S_i|$ on (14) and $|F_i| \leq g_i$. If the lower bound did not hold, we would have $|S_i| \leq g_i - c t_i \frac{\sqrt{n \ln d}}{d^{3/2} g_i}$, and since $A_i \subseteq S_i$, we then easily have

$$|\mathcal{G}(a_i, g_i)| \leq \sum_{(S_i, F_i) \in \mathcal{W}(a_i, g_i)} |S_i| \leq \exp \left(O \left(\frac{t_i \sqrt{n \ln d}}{d^{3/2}}\right)\right) 2^{g_i - c t_i \frac{\sqrt{n \ln d}}{d^{3/2} g_i}} \leq 2^{g_{i}(1-\frac{r}{\sqrt{A}})},$$
where the last inequality follows from (14), which would complete the proof.

Now, take a certificate \((S_i, F_i)\) and a set \(A^*\) with \(||A^*|| = a_i\) and \(|N(A^*)| = g_i\) associated to the certificate. For ease of notation, let \(s_i := |S_i|\) and \(f_i := |F_i|\). For each element in \(G^* \setminus F_i\) where \(G^* = N(A^*)\), choose if it is included in \(G_i\), so the cost of specifying \(G_i \cap G^*\) is \(2^{g_i-f_i}\). Since \(G_i \cap G^* \subset N(A_i \setminus A^*)\), there exists a set \(Y \subseteq A_i \setminus A^*\) that is a minimum cover for \(G_i \cap G^*\) and define \(j := |Y|\). The cover can be chosen from \(S_i \setminus A^*\) in at most \(\sum_{j=0}^{g_i-f_i} \binom{g_i}{j}\) ways. With the vertex cover \(Y\) and \(G_i \cap G^*\) given, we obtain \(G_i\) and with it, \([A_i]\). Now we only have to determine which elements of \([A_i]\ \setminus Y\) belong to \(A_i\). In total, there are at most

\[
N := 2^{g_i-f_i} \sum_{j=0}^{g_i-f_i} \binom{s_i-a_i}{j} 2^{s_i-j}
\]

(18)

ways to determine \(A_i\). We use (16) to get the bound

\[
g_i - f_i = \frac{k}{k+r}s_i - f_i + \frac{r-x}{k+r}g_i \leq \frac{r-x}{k+r}g_i + O\left(\frac{t_i \sqrt{\ln d}}{d^{3/2}}\right),
\]

(19)

where the last inequality follows from (15). For the error term, since \(r < k\), we have \(t_i = \frac{k+r}{k}g_id - a_id \leq 2g_id\), and then

\[
O\left(\frac{t_i \sqrt{\ln d}}{d^{3/2}}\right) < \frac{g_i}{d^{0.1}}.
\]

(20)

We can upper bound \(N\) by ignoring the last \(2^{-j}\) term in (18) and then use (19), to get

\[
N \leq 2^{\frac{r-x}{k+r}g_i + \frac{x}{k+r}g_i + \frac{r-x}{k+r}g_i} \sum_{j=0}^{g_i} \binom{s_i-a_i}{j},
\]

(21)

Using (20) and (17), we have \(x \geq -k/d^{0.1}\). Since (11) gives \(d \geq (k/r)^r\), we have \(r > k/d^{0.1}\) for large enough \(k\). Using these lower bounds for \(x\) and \(r\) and substituting \(a_i = \frac{k+r}{k}g_i\) in (21) gives

\[
N \leq 2^{\frac{r-x}{k+r}g_i + \frac{x}{k+r}g_i + \frac{r-x}{k+r}g_i} \sum_{j=0}^{g_i} \binom{s_i-a_i}{j} \leq 2^{\frac{r-x}{k+r}g_i + \frac{x}{k+r}g_i} \sum_{j=0}^{g_i} \binom{s_i-a_i}{j}.
\]

(22)

Note that from (16) and (13), it follows that

\[
y > \frac{r^2}{10}.
\]

(23)

From (16) it follows that \(s_i - a_i = g_i + \frac{r}{k}g_i - \frac{k}{k+r}g_i\). Now let us look at the binomial sum on the right side of (22). We have

\[
M := \sum_{j=0}^{\frac{r-x}{k+r}g_i} \binom{s_i-a_i}{j} \leq \sum_{j=0}^{\frac{x}{k+r}g_i} \left( g_i \left(1 + \frac{x}{k} - \frac{k}{k+y}\right) \right) \leq \sum_{j=0}^{\frac{r-x}{k+r}g_i} \binom{2g_i}{j},
\]

where in the last inequality we used that \(x < k\) and \(y > 0\). Using the known bound \(\sum_{i=0}^{q} \binom{m}{i} \leq (em/q)^q\) for \(q \leq m/2\), we get

\[
M \leq \left(\frac{2e}{k}\right)^{\frac{r-x}{k}g_i} = 2^{\frac{r-x}{k}g_i} \log(k).
\]

Using (22) then gives

\[
\log N \leq \frac{2r}{k} g_i + \frac{g_i}{1 + \frac{r}{k}} + \frac{2r}{k} \log \frac{k}{g_i} \leq \frac{3r}{k} \log \frac{k}{g_i} + \frac{k}{k+y} g_i.
\]

(24)
Recall from [23] that \( y \geq r^2/10 \). Since \( r \geq 100 \ln k \) and \( \frac{d \leq (10k/r)^r}{} \), we then have \( ky \geq 8(k + y)\log d \), and therefore

\[
\frac{k}{k + y} \leq 1 - \frac{8 \log d}{k}.
\] (25)

On the other hand, as [24] gives \( d \geq (k/r)^r \), we have

\[
\frac{3r \log k}{k} \leq 7 \log d
\] (26)

for large enough \( k \). Therefore summing (25) and (20), from (24) we get

\[
\log N \leq g_i \frac{\log d}{k} \leq g_i \left(1 - \frac{1}{k\sqrt{d}} \right),
\]

as desired.

Once we figure out the bound of each individual \( |G(a_i, g_i)| \), we can bound \( C_g \) with

\[
C_g \leq \sum_{1 \leq a \leq g} \sum_{\frac{a = a_i + a_e}{g = g_i g_e}} \left( \sum_{\frac{a_i \geq \varpi_i \leq d}{} \prod \frac{|G(a_i, g_i)|}{d} \right) \left( \sum_{\frac{g_i \geq \varpi_i \leq d}{} \prod \frac{|G(a_i, g_i)|}{d} \right)
\]

\[
\leq \sum_{1 \leq a \leq g} \sum_{\frac{a = a_i + a_e}{g = g_i g_e}} 2^{\frac{g_i \log (\varpi_i g_e)}{d} 2g_i/2} \cdot 2^{\frac{g_i \log (\varpi_i g_e)}{d} 2g_i(1 - \frac{1}{k\sqrt{d}})}
\]

\[
\leq \sum_{1 \leq a \leq g} \sum_{\frac{a = a_i + a_e}{g = g_i g_e}} 2^g \left(1 - \frac{1}{k\sqrt{d}} \right) \leq 2^n \cdot 2^2n \cdot 2^g \left(1 - \frac{1}{k\sqrt{d}} \right) \leq 2^g - \frac{\varpi_i}{\varpi_i},
\]

where the third inequality follows from Proposition [2,1] and the last inequality follows from \( \frac{a}{k\sqrt{d}} \geq \frac{\varpi_i}{\varpi_i} \geq n \), as \( g \geq d \) and \( r \gg 1 \). Finally, recall from (10) that we have

\[
|T| \leq \sum g C_g 2^{\left(\frac{n-1}{g_i} \right) + g} \leq \sum 2^{\sqrt{\frac{n-1}{g_i}} - 2 \frac{\varpi_i}{\varpi_i}} \leq 2^{\sqrt{\frac{n-1}{g_i}} + 2n} \cdot 2^g 1 - \frac{1}{k\sqrt{d}} \leq 2\sqrt{\frac{n-1}{g_i}} \cdot 2^\sqrt{\frac{\varpi_i}{\varpi_i}},
\]

which completes the proof. 

\[ \square \]

5 Proof of Theorem [2.7]

We will derive Theorem [2.7] as a corollary of the following theorem. For \( 1 \leq 1 \leq s - 1 \), let

\[
m_\varphi := \min \{|N(K)| : y \in Y, K \subseteq N(y), |K| > \varphi \}.
\] (27)

Theorem 5.1. Let \( \Sigma \) be a \((q, s)\)-biregular graph with bipartition \( X \cup Y \). For integers \( a, g \), let

\[
G(a, g) = \{ A \subseteq X : A \text{ is a 2-linked set, } |A| = a, |N(A)| = g \},
\]

and set \( t := gs - ag \). Let \( 1 \leq 1 \leq s - 1, 1 \leq \psi \leq \min \{q, s\} - 1, \) and \( C > 0 \) be an 1\textit{arbitrary number such that} \( C \ln q/(\psi q) < 1 \). Then there exists a family of containers \( W(a, g) \subseteq 2^X \times 2^Y \) of size

\[
|W(a, g)| \leq |Y| \exp \left( \frac{54Cg \ln q \ln(qs)}{\varphi q} + \frac{54g \ln(qs)}{q^{Cm(q, \psi) + (\psi q)}} + \frac{54t \ln s \ln(qs)}{q(s - \varphi)} \right).
\]

\[
\left( \frac{3C \ln q}{\varphi q} \right) \left( \frac{g s}{3 \ln q} \right) \left( \frac{g s}{t/(s - \varphi)} \right) \left( \frac{g s}{t/(q - \psi)} \right),
\]

and a function \( f : G(a, g) \rightarrow W(a, g) \) such that for each \( A \in G(a, g), (S, F) := f(A) \) satisfies:
(i) \( S \supseteq [A], F \subseteq G; \)
(ii) \( d_F(u) \geq q - \psi \) for every \( u \in S; \)
(iii) \( d_{X \setminus S}(v) \geq s - \psi \) for every \( v \in Y \setminus F; \)
(iv) \(|S| \leq \frac{a}{q}|F| + \frac{\psi}{q} \left( \frac{1}{q-\psi} + \frac{1}{s-\psi} \right). \)

Theorem 5.1 is essentially a result of Sapozhenko [20], which is originally written in Russian and now referred to as the Sapozhenko’s graph container lemma. Here we summarize and restate his main result in terms of biregular bipartite graphs. For the sake of completeness and for providing reference for future work, we give an updated result in the Appendix. The proof of Theorem 5.1 is very similar to what is in Galvin’s expository note [10] on Sapozhenko’s proof for regular bipartite graphs. The only difference is that our \( t \) is defined to be \( gs - aq \), i.e. the number of edges from \( N(A) \) to \( X \setminus [A] \), while the Galvin’s proof uses \( t = g - a \), the difference of the set sizes, as he works on regular graphs.

**Proof of Theorem 2.7.** We will apply Theorem 5.1 on the \((q,s)\)-biregular graph \( H \) with bipartition \( L_{k+r-1} \cup L_{k-1} \), where \( q = d \) and \( s = (k + r)d/k \). First, by Theorem 2.5(ii), we have \( m_\varphi \geq C_{iso}\varphi d \) for some number \( C_{iso} \), and so for large enough \( d \) we may take \( C = 10/C_{iso} \).

By Theorem 5.1 we have
\[
|W(a, g)| \leq |L_{k-1}|\exp \left( O \left( \frac{g \ln^2 d}{\varphi d} \right) + O \left( \frac{g \ln d}{d \varphi} \right) + O \left( \frac{t \ln d}{d(1-\varphi)} \right) \right) \exp \left( O \left( \frac{t \ln d}{\varphi d} \ln \frac{gd}{t} \right) \right).
\]

By Theorem 2.5(i), as \( a \leq \left( \frac{2k+3r/4}{k+r} \right) \), we have \( g \geq a \left( 1 + \frac{r/4 - 2}{k(r/4 - 2)} \right) \geq a \left( 1 + \frac{r}{4k} \right) \), and then
\[
\frac{gd}{t} = \frac{g}{k} - a \leq \frac{1}{k} - \frac{1}{1+\frac{r}{4k}} = \frac{1}{k} - (1 - \frac{r}{4k}) \leq \frac{1}{k} \leq O \left( \frac{k}{r} \right) = O \left( d^{1/r} \right).
\]

Therefore, we can further simplify the upper bound of \(|W(a, g)|\) to the following:
\[
|W(a, g)| \leq |L_{k-1}|\exp \left( O \left( \frac{g \ln^2 d}{\varphi d} \right) + O \left( \frac{g \ln d}{d \varphi} \right) + O \left( \frac{t \ln d}{d(1-\varphi)} \right) \right) \exp \left( O \left( \frac{t \ln d}{\varphi d} \right) \right)
\]

which completes the proof.

\[\square\]
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A Graph container lemma for biregular graphs

We will use the following lemma, a special case of a fundamental result of Lovász [18] and Stein [22]. For a bipartite graph $\Sigma$ with bipartition $X \cup Y$, we say that $Y' \subseteq Y$ covers $X$ if each $x \in X$ has a neighbor in $Y'$.

**Lemma A.1.** Let $\Sigma$ be a bipartite graph with bipartition $X \cup Y$, where $|N(x)| \geq a$ for each $x \in X$ and $|N(y)| \leq b$ for each $y \in Y$. Then there exists some $Y' \subseteq Y$ that covers $X$ and satisfies

$$|Y'| \leq \frac{|Y|}{a} \cdot (1 + \ln b).$$

For $q, s \geq 2$, let $\Sigma$ be a $(q, s)$-regular bipartite graph with bipartition $X \cup Y$. From now on, without further specification we always work on the graph $\Sigma$.

**Definition A.2.** A $\varphi$-approximation for $A \subseteq X$ is a set $F' \subseteq Y$ satisfying

$$N(A)^\varphi \subseteq F' \subseteq N(A) \text{ and } N(F') \supseteq [A],$$

where

$$N(A)^\varphi := \{ y \in N(A) : |N_{[A]}(y)| > \varphi \}.$$

**Lemma A.3.** Let $\Sigma$ be a $(q, s)$-regular bipartite graph with bipartition $X \cup Y$. For integers $a, g$, let

$$G = G(a, g) := \{ A \subseteq X : A \text{ is 2-linked, } |[A]| = a, \ |N(A)| = g \}.$$

Let $1 \leq \varphi \leq s - 1$, and $C$ be a positive number such that $C \ln q/(\varphi q) < 1$. Let $t := gs - ag$. Then there exists a family $A_1 \subseteq 2^Y$ of size

$$|A_1| \leq |Y| \exp \left( \frac{54Cg \ln q \ln(qs)}{\varphi q} + \frac{54g \ln(qs)}{qs q^c/(\varphi q)} + \frac{54t \ln s \ln(qs)}{qs (s - \varphi)} \right) \left( \leq \frac{3Cg \ln q}{\varphi q} \right),$$

and a map $\pi_1 : G \rightarrow A_1$ for which $\pi_1(A) := F'$ is a $\varphi$-approximation of $A$.

**Proof.** Fix an arbitrary set $A \in G$, and let $p = \frac{C \ln q}{\varphi q}$.

**Claim 1.** There is a set $T_0 \subseteq N(A)$ such that

$$|T_0| \leq 3gp, \quad (31)$$

$$c(T_0, X \setminus [A]) \leq 3tp, \quad (32)$$

and

$$|N(A)^\varphi \setminus N(N_{[A]}(T_0))| \leq 3g \exp(-pm_\varphi). \quad (33)$$

**Proof.** Construct a random subset $\hat{T} \subseteq N(A)$ by taking each $y \in N(A)$ independently with probability $p$. It is easy to observe that

$$\mathbb{E}(|\hat{T}|) = gp \quad \text{and} \quad \mathbb{E}(c(\hat{T}, X \setminus [A])) = e(N(A), X \setminus [A])p = (gs - ag)p = tp.$$

By the definition of $m_\varphi$ (see (27)), for every $y \in N(A)^\varphi$ we have $|N(N_{[A]}(y))| \geq m_\varphi$. Therefore, we have

$$\mathbb{E}(N(A)^\varphi \setminus N(N_{[A]}(\hat{T}))) = \sum_{y \in N(A)^\varphi} P(y \notin N(N_{[A]}(\hat{T}))) = \sum_{y \in N(A)^\varphi} P(\hat{T} \cap N(N_{[A]}(y)) = \emptyset) \leq g(1 - p)^m_\varphi \leq g \exp(-pm_\varphi).$$

Applying Markov’s inequality, we can find a set $T_0 \subseteq N(A)$ satisfying the desired conditions. \qed
Define
\[ T_0 := N(A)^c \setminus N(N[A](T_0)), \quad L := T_0 \cup N(N[A](T_0)), \quad \Omega := E(T_0, X \setminus [A]). \] (34)

Let \( T_1 \subseteq N(A) \setminus L \) be the minimal set that covers \([A] \setminus N(L)\) in the graph \( \Sigma([A] \setminus N(L), N(A) \setminus L)\). Let \( F' := L \cup T_1 \), by definition, \( F' \) is a \( \varphi \)-approximation of \( A \).

Next, we study the properties of the sets defined in (34). First note that \( L \supseteq N(A)^c \), and then we have
\[
\left| N(A) \setminus L \right| (s - \varphi) \leq e(N(A), X \setminus [A]) = t.
\]

Together with Lemma [A,1] we obtain that
\[
\left| T_1 \right| \leq \frac{\left| N(A) \setminus L \right|}{q} (1 + \ln s) \leq \frac{3t \ln s}{q(s - \varphi)}.
\] (35)

Let \( T := T_0 \cup T'_0 \cup T_1 \). By (31), (33) and (35), we have
\[
\left| T \right| \leq 3gp + 3g \exp(-pm\varphi) + \frac{3t \ln s}{q(s - \varphi)} = \frac{3Cg \ln q}{\varphi q} + \frac{3g}{q^{C\varphi}/(\varphi q)} + \frac{3t \ln s}{q(s - \varphi)} := t_{\text{bound}}.
\] (36)

We also have the following claim.

**Claim 2.** \( T \) is an 8-linked subset of \( Y \).

**Proof.** We start with an easy argument that \([A] \) is 2-linked. First observe that for every two vertices \( u, v \in [A] \), there exists two vertices \( u', v' \in A \) such that \( d(u, u'), d(v, v') \leq 2 \). Since \( A \) is a 2-linked set, hence \( v, v' \) are 2-linked in \( A \), and therefore in \([A] \). Thus, \( u, v \) are 2-linked in \([A] \).

Next we show that \( F' \) is 4-linked. Let \( u, v \) be two distinct vertices in \( F' \). First, as \( F' \subseteq N(A) = N([A]) \), there exists two vertices \( u', v' \in [A] \) such that \( u \sim u' \) and \( v \sim v' \). Moreover, since \([A] \) is a 2-linked set, then \( u' \) and \( v' \) are 2-linked in \([A] \), that is, there exists a sequence \( u' = v'_1, v'_2, \ldots, v'_{\ell - 1}, v'_{\ell} = v' \) in \([A] \) such that \( d(v'_{i}, v'_{i+1}) \leq 2 \) for each \( i \in [\ell - 1] \). Recall that \( N(F') \supseteq [A] \). Then for each \( v'_i \), where \( 2 \leq i \leq \ell - 1 \), there exists a vertex \( v_i \in F' \) such that \( v'_i \sim v_i \). Hence, we obtain a sequence \( u = v_1, v_2, \ldots, v_{\ell - 1}, v_{\ell} = v \) in \( F' \) with \( d(v_i, v_{i+1}) \leq d(v'_i, v'_{i+1}) + 2 \leq 4 \) for each \( i \in [\ell - 1] \), which indicates that \( u, v \) are 4-linked.

Now we are ready to prove the claim. First observe that \( T \subseteq F' \) and for every \( v' \in F \setminus T \), there exists a vertex \( v \in T \) such that \( d(v, v') \leq 2 \). Let \( u, v \) be two distinct vertices in \( T \). Since \( F' \) is 4-linked, then there exists a sequence \( u = v'_1, v'_2, \ldots, v'_{\ell - 1}, v'_{\ell} = v \) in \( F' \) with \( d(v'_i, v'_{i+1}) \leq 4 \) for each \( i \in [\ell - 1] \). Let \( v_i \) be the vertex in \( T \) with \( d(v_i, v'_i) \leq 2 \). Then we obtain a sequence \( u = v_1, v_2, \ldots, v_{\ell - 1}, v_{\ell} = v \) in \( T \) with \( d(v_i, v_{i+1}) \leq d(v'_i, v'_{i+1}) + d(v'_i, v'_{i+1}) + d(v'_{i+1}, v_{i+1}) \leq 2 + 4 + 2 = 8 \) for each \( i \in [\ell - 1] \), which indicates that \( u, v \) are 8-linked.

Observe that \( T_0 \) and \( \Omega \) together determine \( N(N[A](T_0)) \). Therefore the set \( F' \) is uniquely determined by the set tuple \((T_0, T'_0, T_1, \Omega)\). Let \( A_1 \) be the collection of all sets \( F' \), which are produced in such a way from some set \( A \in G \). Hence, to get an upper bound on the size of \( A_1 \), it is sufficient to consider the number of choices for such set tuples.

By Corollary 2.3 and (36), the number of choices for \( T \) is at most
\[
|Y| \cdot \sum_{\ell \leq t_{\text{bound}}} \exp(8\ell \ln(qs)) \leq |Y| \exp(16t_{\text{bound}} \ln(qs)).
\]

For a fixed set \( T \), the number of choices for \( T_0 \) and \( T'_0 \) are both at most \( 2^{t_{\text{bound}}} \), and then \( T_1 \) is uniquely determined. Moreover, by (42), for a fixed \( T_0 \), the number of choices for \( \Omega \) is at most \( \left( \frac{3g}{\varphi q} \right)^{3t_{\text{bound}}} \). Thus, we obtain that
\[
|A_1| \leq |Y| \exp(16t_{\text{bound}} \ln(qs)) \cdot 2^{t_{\text{bound}}} \cdot 2^{4t_{\text{bound}}} \left( \frac{3g}{\varphi q} \right)^{3t_{\text{bound}}} \leq |Y| \exp(18t_{\text{bound}} \ln(qs)) \left( \frac{3g}{\varphi q} \right)^{3t_{\text{bound}}} \leq |Y| \exp \left( \frac{54Cg \ln(qs)}{\varphi q} + \frac{54g \ln(qs)}{q^{C\varphi}/(\varphi q)} + \frac{54t \ln s \ln(qs)}{q(s - \varphi)} \right) \left( \frac{3g}{\varphi q} \right)^{3t_{\text{bound}}} \cdot 3t_{\text{bound}}.\]
\]
Definition A.4. A ψ-approximation for \( A \subseteq X \) is a pair \((S, F) \) in \( 2^X \times 2^Y \) satisfying

\[
F \subseteq N(A), \quad S \supseteq [A],
\]

(37)

and

\[
d_F(u) \geq q - \psi \quad \text{for} \quad u \in S,
\]

(38)

\[
d_X \setminus S(v) \geq s - \psi \quad \text{for} \quad v \in Y \setminus F.
\]

(39)

Proposition A.5. Let \( A \) be a \( \delta \)-linked subset of \( X \) with \(|A| = a, |N(A)| = g \). If \((S, F)\) is a ψ-approximation for \( A \), then

\[
|S| \leq \frac{s}{q} |F| + \frac{\psi(gs - aq)}{q} \left( \frac{1}{q - \psi} + \frac{1}{s - \psi} \right).
\]

(40)

Proof. First, by (38) and (39) we have

\[
q|S| - \psi|S \setminus [A]| = q|A| + (q - \psi)|S \setminus [A]| \leq e(S, N(A)) \leq s|F| + \psi|N(A) \setminus F|,
\]

which gives

\[
|S| \leq \frac{s}{q} |F| + \frac{\psi}{q} \left( |N(A) \setminus F| + |S \setminus [A]| \right)
\]

(41)

Note that each \( v \in N(A) \setminus F \) contributes at least \( s - \psi \) edges to \( E(N(A), X \setminus [A]) \), while each \( v \in S \setminus [A] \) contributes at least \( q - \psi \) edges to \( E(N(A), X \setminus [A]) \). This implies that

\[
|N(A) \setminus F| + |S \setminus [A]| \leq e(N(A), X \setminus [A]) \left( \frac{1}{q - \psi} + \frac{1}{s - \psi} \right) = (gs - aq) \left( \frac{1}{q - \psi} + \frac{1}{s - \psi} \right),
\]

which together with (41) completes the proof. \( \square \)

Lemma A.6. Let \( \Sigma, G, A_1 \) and \( t \) be as in Lemma A.3. For \( 1 \leq \varphi \leq s - 1 \) and a set \( F' \in A_3 \), let

\[
G' = G'(F') := \{ A \in G : F' \text{ is a } \varphi\text{-approximation of } A \}.
\]

Then for every \( 1 \leq \psi \leq \min \{q, s\} - 1 \) there exists a family \( A_2 \subseteq 2^X \times 2^Y \) of size

\[
|A_2| \leq \left( \frac{gs}{t/(s - \varphi) \psi} \right) \left( \frac{gsq}{t/(q - \psi) \psi} \right),
\]

(42)

and a map \( \pi_2 : G' \rightarrow A_2 \) for which \( \pi_2(A) := (S, F) \) is a ψ-approximation of \( A \).

Proof. Fix a set \( A \in G' \). We will construct a ψ-approximation \((S, F)\) for \( A \) via the following two-step algorithm.

Step 1. We start the algorithm with \( F_1 = F' \) and an empty set \( P_1 \). In the \( i \)-th iteration, we pick a vertex \( v_i \in [A] \) with \( d_{N(A) \setminus F_1}(v_i) > \psi \). In case there are multiple choices, we give preference to vertices that come earlier in some arbitrary predefined ordering of \( X \). Then we update \( F_1 \) by \( F_1 \cup N(v_i) \) and \( P_1 \) by \( P_1 \cup \{v_i\} \), and move to the next iteration. We stop the process when \( \{v \in [A] : d_{N(A) \setminus F_1}(v) > \psi \} = \emptyset \). Let \( S_1 = \{v \in X : d_{F_1}(v) \geq q - \psi \} \) and move to Step 2.

Step 2. We start with \( S_2 = S_1 \) and an empty set \( P_2 \). In the \( j \)-th iteration, we pick a vertex \( u_j \in Y \setminus N(A) \) with \( d_{S_2}(u_j) > \psi \) (we break the ties similarly as before). Then we update \( S_2 \) by \( S_2 \setminus N(u_j) \) and \( P_2 \) by \( P_2 \cup \{u_j\} \), and move to the next iteration. We stop the process when \( \{u \in Y \setminus N(A) : d_{S_2}(u) > \psi \} = \emptyset \). In the end, we let \( S = S_2, F_2 = \{u \in Y : d_{S}(u) > \psi \}, \) and \( F = F_1 \cup F_2 \.

Next we verify that such a pair \((S, F)\) is indeed a ψ-approximation of \( A \). Recall that \( F' \subseteq N(A) \), as \( F' \) is a \( \varphi\)-approximation of \( A \). Then the procedures in Step 1 immediately shows that \( F_1 \subseteq N(A) \). Observe that \( F_2 \subseteq N(A) \), as otherwise Step 2 would not stop. Therefore, we have \( F \subseteq N(A) \). Similarly, we observe that \( S_1 \supseteq [A] \), as otherwise Step 1 would not stop. Since in Step 2 only neighbors of \( Y \setminus N(A) \) were deleted
from $S_1$, we still have $S \supseteq [A]$. Conditions (38) and (39) immediately follow from the definitions of $S_1, F_2,$ and $S \subseteq S_1, F \supseteq F_1, F_2$.

Note that the output of the algorithm is completely determined by the sets $P_1$ and $P_2$. Initially, since $F' \supseteq N(A)^g$, we have $|N(A) \setminus F'| \cdot (s - \varphi) \leq e(N(A), X \setminus [A]) = t$, which gives $|N(A) \setminus F'| \leq t/(s - \varphi)$. Each iteration in Step 1 removes at least $\psi$ vertices from $N(A) \setminus F_1$, so there are at most $t/((s - \varphi)\psi)$ iterations. Therefore, we have

$$|P_1| \leq t/((s - \varphi)\psi),$$

and each $v \in P_1$ is an element in $[A]$ and hence $N(S_2) \subseteq N(F_1)$, a set of size at most $gs$.

Similarly, for Step 2 initially we have $|S_1 \setminus [A]| \leq t/(q - \psi)$, as each vertex in $S_1 \setminus [A]$ contributes at least $q - \psi$ edges to $E(N(A), X \setminus [A])$. Each iteration removes at least $\psi$ vertices from the set $S_2 \setminus [A]$ and so there are at most $t/((q - \psi)\psi)$ iterations. Therefore, we have

$$|P_2| \leq t/((q - \psi)\psi),$$

and each $v \in P_2$ is an element in $N(S_1) \subseteq N(N(F_1))$, a set of size at most $gsq$.

Let $A_2$ be the collections of all pairs $(S,F)$ which can be produced from the above algorithm by some set $A \in G'$. From the above discussion, we have

$$|A_2| \leq \frac{|N(F')|}{t/((s - \varphi)\psi)} \cdot \frac{|N(N(F_1))|}{t/((q - \psi)\psi)} \leq \left( \frac{gs}{t/((s - \varphi)\psi)} \right) \left( \frac{gsq}{t/((q - \psi)\psi)} \right).$$

Theorem 5.1 immediately follows from Lemmas A.3, A.6, and Proposition A.5.

**Proof of Theorem 5.1.** By Lemmas A.3, A.6 for each set $A \in G(a,g)$, there exists a set pair $(S,F) \in 2^X \times 2^Y$ such that $(S,F)$ is a $\psi$-approximation of $A$. Let $W(a,g)$ be the collection of all such $(S,F)$ pairs, and then we have

$$|W(a,g)| \leq |A_1||A_2| \leq |Y| \exp \left( \frac{54Cg \ln q \ln(gs)}{q \varphi q} + \frac{54g \ln(gs)}{q \varphi q} + \frac{54t \ln(s \ln(gs))}{q(s - \varphi)} \right) \cdot \left( \frac{3Ct \ln q}{q \varphi q} \right) \left( \frac{gs}{t/((s - \varphi)\psi)} \right) \left( \frac{gsq}{t/((q - \psi)\psi)} \right).$$

Finally, by Definition A.4 and Proposition A.5 such a $(S,F)$ pair satisfies conditions (i)–(iv).