Learning to SLAM on the Fly in Unknown Environments: A Continual Learning Approach for Drones in Visually Ambiguous Scenes
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Abstract—Learning to safely navigate in unknown environments is an important task for autonomous drones used in surveillance and rescue operations. In recent years, a number of learning-based Simultaneous Localisation and Mapping (SLAM) systems relying on deep neural networks (DNNs) have been proposed for applications where conventional feature descriptors do not perform well. However, such learning-based SLAM systems rely on DNN feature encoders trained offline in typical deep learning settings. This makes them less suited for drones deployed in environments unseen during training, where continual adaptation is paramount. In this paper, we present a new method for learning to SLAM on the fly in unknown environments, by modulating a low-complexity Dictionary Learning and Sparse Coding (DLSC) pipeline with a newly proposed Quadratic Bayesian Surprise (QBS) factor. We experimentally validate our approach with data collected by a drone in a challenging warehouse scenario, where the high number of ambiguous scenes makes visual disambiguation hard.

MULTIMEDIA MATERIAL
A video showing our continual learning SLAM pipeline is provided at http://tinyurl.com/ycyc5upc.

I. INTRODUCTION
Simultaneous Localisation and Mapping (SLAM) is a fundamental task for autonomous agents such as surveillance and rescue drones [1]. State-of-the-art SLAM systems either rely on handcrafted feature descriptors [2], [3] or on learning-based representations [4], [5] for template matching and loop closure detection. Compared to handcrafted descriptors, learning-based systems perform better in environments with less features or with high amounts of visual ambiguities (i.e., different scenes that look similar) [5], [6].

Still, most learning-based SLAM systems use traditional deep neural networks (DNNs), where a dataset of the target environment must be available \textit{a priori} for an offline DNN training phase [5]. Hence, those learning-based systems do not always generalize well to environments unseen during training [4]. This has recently motivated the study of continual learning (CL) for SLAM [4].

In the past years, CL has gained much attention and has been mostly investigated in the context of deep learning.
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Fig. 1: Proposed Continual Dictionary Learning approach for performing SLAM in unknown environments (without any offline pre-training). a) The consecutive images captured by a flying drone are fed in their natural order to a surprise-driven dictionary learning and Sparse Coding (DLSC) pipeline. b) The DLSC continuously infers a latent code $\mathbf{c}_k$ corresponding to the current observation $\mathbf{s}_k$. At the same time, DLSC continuously learns a dictionary $\Phi$ when the proposed Quadratic Bayesian Surprise (QBS) factor $S_2$ is positive. c) the latent codes $\mathbf{c}_k$ are fed to a RatSLAM back-end [2] to perform loop closure detection through template matching [5].

Fig. 2: Our multi-sensor drone used for data acquisition (RGB camera data and odometry solely used in this work). A view of the warehouse environment (described in [8]) where data was acquired is also shown. The warehouse is equipped with an Ultra Wide Band (UWB) localisation system for ground truth labelling of the drone’s trajectory [8].
with the aim of training deep neural networks on streams of non-shuffled data which cannot be assumed independent and identically distributed (i.i.d.). This poses significant challenges during training, severely jeopardizing performance [7]. Most notably, research in CL has been mainly devoted to classification tasks, using non-i.i.d versions of popular datasets such as MNIST, CIFAR10 and ImageNet [7].

More recently, Simultaneous Localisation and Mapping (SLAM) has also been proposed as an interesting application for CL [4]. Indeed, when adopting a learning-based SLAM system, a robot trained offline on a dataset acquired beforehand could perform extremely poorly in environments that were not captured by the dataset [4], leading to unreliable and unsafe navigation. Of course, this situation is paramount when considering search and rescue, which requires robust and safe navigation. Thus, this paper proposes a continual Dictionary Learning and Sparse Coding (DLSC), a method for performing SLAM in unseen environments, this paper proposes a continual Dictionary Learning and Sparse Coding (DLSC), a fast and robust SLAM system for SLAM, and a low-complexity yet high-performance alternative to DNN approaches. The contributions of this paper are:

1) We propose a new Quadratic Bayesian Surprise (QBS) for modulating DLSC, enabling continual learning.

2) We experimentally demonstrate our continual learning DLSC-QBS method for performing SLAM in the important context of environments not captured by any dataset beforehand, without any offline pre-training.

This paper is organized as follows. First, related work is reviewed in Section II. Next, necessary background is given in Section III. Our methods are provided in Section IV and results are presented in Section V. Finally, conclusions are provided in Section VI.

II. RELATED WORK

A number of SLAM architectures have been proposed in the past decades, exploring the use of handcrafted features and learned representations [2], [3], [4], [5].

Related to this work, the popular RatSLAM architecture has been proposed as a bio-inspired system modelled following the navigational processes taking place in the rat hippocampus [2]. In contrast to our proposed system, RatSLAM does not use learned representations, but opts for a simple template matching based on raw RGB data in order to detect loop closures. This simple template matching was later shown to be inefficient in environments with lots of ambiguous views (as in the case of our work) [5], [6].

More recently, the LatentSLAM architecture has been proposed in [5], outperforming RatSLAM through the use of a DNN encoder outputting latent codes for template matching, trained offline as a variational autoencoder. In contrast to LatentSLAM, our CL system does not require any offline training phase, enabling its deployment in unseen environments (not captured by a dataset available a priori).

In this work, we also deviate from most learning-based SLAM systems by using a lower-complexity, unsupervised DLSC learning pipeline [10] instead of conventional DNNs. Similar to LatentSLAM [5], we feed the feature descriptors produced by DLSC to the loop closure detection and map correction back-end of the RatSLAM system [2].

In Section III, we benchmark our system against both RatSLAM and LatentSLAM, and against the use of handcrafted ORB feature matching [9], extensively used in state-of-the-art SLAM systems [3].

III. BACKGROUND THEORY

A. Joint Dictionary Learning and Sparse Coding (DLSC)

DLSC is concerned with the problem of jointly learning a dictionary $\Phi$ of size $N \times M$ and inferring output codes $\tilde{c}_k$ of size $M$ from a stream of input data $\tilde{s}_k$ of size $N$ [10]:

$$C, \Phi = \arg \min_{C, \Phi} \sum_{k=1}^{K} \frac{1}{2} \| \Phi \tilde{c}_k - \tilde{s}_k \|_2^2 + \lambda_1 ||\tilde{c}_k||_1$$ (1)

where $C = [\tilde{c}_1, \tilde{c}_2, \ldots, \tilde{c}_K]$ contains all output vectors $\tilde{c}_k$.

The first term in (1) seeks to minimize the re-projection error between the output sparse code $\tilde{c}_k$ and the input $\tilde{s}_k$ through the dictionary $\Phi$. The second term provides $l_1$ regularization, controlling the sparsity of the codes (as in LASSO [10]).

Since our goal is to use the codes $\tilde{c}_k$ as global descriptors for performing template matching in SLAM systems, we consider an under-complete dictionary $\Phi$ with $M < N$ to infer a lower-dimensional latent code for each input $\tilde{s}_k$ [5].

Conventionally, it is assumed that the input sequence $\tilde{s}_k$ originates from a shuffled dataset (i.e., the realizations $\tilde{s}_k$ are assumed i.i.d) and the DLSC problem in (1) is classically solved by alternating between a stochastic gradient descent (SGD) step for the learning of $\Phi$ and a proximal descent step for the inference of $\tilde{c}_k$ [10], [11]. The proximal operator to the $l_1$ norm being defined as [11]:

$$\text{Prox}_{\eta, \lambda_1} ||\cdot||_1(x) = \max(0, x-\eta, \lambda_1) + \min(0, x+\eta, \lambda_1)$$ (2)

The DLSC problem (1) is therefore a good starting point for setting up an unsupervised encoder that can jointly infer latent codes while learning features from the environment. Still, conventional DLSC solving via alternating descent [10] (summarized above) does not cover the continual learning case since it requires a shuffled dataset. This issue will be addressed in Section IV with our proposed Algorithm I.

B. Continual Learning Challenges

As already stated in Section III-A, the input sequence $\tilde{s}_k$ is generally assumed to be i.i.d following the conventional training procedure where a dataset is assumed to be available a priori and shuffled before being fed to the optimisation procedure of Algorithm I. Violating this i.i.d assumption as in this work, by feeding video sequences in their natural order, causes significant problems during learning since the stochastic gradients are not representative of the full loss [7]:

$$\mathbb{E} \left[ \frac{\partial \mathcal{L}(\tilde{s}_k, \Phi)}{\partial \Phi} \right] \neq -\frac{1}{K} \sum_{k=1}^{K} \mathcal{L}(\tilde{s}_k, \Phi)$$ (3)

where $\mathbb{E}$ denotes the expected value, $K$ is the total number of data points and $\mathcal{L}(\tilde{s}_k, \Phi) = \frac{1}{2} ||\Phi \tilde{c}_k - \tilde{s}_k ||_2^2 + \lambda_1 ||\tilde{c}_k||_1$ is the loss associated to the data point $\tilde{s}_k$ (used by SGD).
In this work, our goal is to enable continual DLSC in non-i.i.d data streams such as videos where the consecutive image frames are highly correlated [7] (\(k\) is the time index):

\[
\hat{s}_{k+1} \approx \hat{s}_k
\]  

(4)

Therefore, our goal is to continuously learn \(\Phi\) and infer the latent codes \(\hat{c}_k\) from a video stream without any pre-training and without re-initializing \(\hat{c}\) between each frames (see Fig. 1). As a challenging, real-world use case, we use the drone setup in Fig. 2 to illustrate the applicability of our method for learning to SLAM on the fly in a highly ambiguous warehouse environment (see Fig. 3).

This high redundancy [4] poses a significant challenge for both the continual learning aspect [7] due to the SGD bias [3], and to the loop closure detection, due to the high levels of aliasing in the environment, as shown in [6] (see Fig. 3).

![Fig. 3: Flight data used in this work. Drone location is hard to disambiguate with RGB (e.g., view 1 vs. 4, 2 vs. 3). Data has been acquired during three different flight sequences: the blue path, the red path and a combination of both.](image)

IV. PROPOSED METHOD

In order to cast [1] into the continual learning case, we use the DLSC reprojection error \(|\Phi \hat{c}_k - \hat{s}_k|_2^2\) in [1] to reduce the coding problem (inference of \(\hat{c}_k\) by LASSO proximal descent) into a 2-class likelihood test. Indeed, the DLSC reprojection is linked to the Gaussian likelihood \(p(\hat{s}_k|\Phi)\):

\[
- \log p(\hat{s}_k|\Phi) \sim |\Phi \hat{c}_k - \hat{s}_k|_2^2
\]  

(5)

This likelihood can be used to perform an inlier-outlier test:

\[
\begin{cases} 
  \text{if } p(\hat{s}_k|\Phi) \geq \theta & \text{Then } H_0 \\
  \text{if } p(\hat{s}_k|\Phi) < \theta & \text{Then } H_1 
\end{cases}
\]  

(6)

The test (6) can be seen as a binary classification problem inferring whether the current input \(\hat{s}_k\) corresponds to the model learned in the dictionary \(\Phi\) (\(H_0\)) or not (\(H_1\)). This classification is done by testing \(p(\hat{s}_k|\Phi)\) against a threshold \(\theta\). Therefore, we identify two dual problems: \(A\) the original problem that we are seeking to solve (i.e., learning \(\Phi\) in a continual manner in order to infer \(\hat{c}\) and \(B\)) its associated dual problem as learning \(\Phi\) in a continual manner in order to classify \(\hat{s}\). Hence, by casting the dual problem \(B\) to the continual learning case, we implicitly cast the original problem \(A\) to the continual learning case as well.

In order to transpose \(B\) to the continual case, we must provide robustness to the severe data imbalance caused by the non-stationary stream \(\hat{s}_k\) (due to the fact that \(\hat{s}_k\) does not originate from a shuffled dataset where realisations are assumed to be i.i.d, see Section III-B). Therefore, we propose to solve the binary classification problem \(B\) using the well-known Support Vector Classification (SVC) framework [12]:

\[
\Phi_{k^*} = \arg \min_{\Phi} \sum_{j=1}^{k^*} \xi_j \quad \text{subject to:}
\]

\[
\begin{cases} 
  |\Phi \hat{c}_j - \hat{s}_j|_2^2 \leq \log \theta + \xi_j & \text{if } \hat{s}_j \in H_0 \\
  |\Phi \hat{c}_j - \hat{s}_j|_2^2 \geq \log \theta - \xi_j & \text{if } \hat{s}_j \in H_1 
\end{cases}
\]  

(7)

where \(k^*\) is the index of the current step in the data stream, \(\theta\) is the threshold used in (6), and \(\xi\) are the slack variables defining the margin of the separation hyperplane.

The SVC formulation in [7] is indeed a natural choice when dealing with class imbalance since in an SVC, all data points are not contributing to the synthesis of the decision hyperplane [12] (the contribution is only due to a few support vectors). This prevents SVC over-fitting on the redundant data found in our heavily imbalanced video streams.

We can then cast (7) into its hinge loss formulation [12]:

\[
\Phi_{k^*} = \arg \min_{\Phi} \sum_{j \in H_0} \max(0, |\Phi \hat{c}_j - \hat{s}_j|_2^2 - \log \theta) \\
+ \sum_{j \in H_1} \max(0, \log \theta - |\Phi \hat{c}_j - \hat{s}_j|_2^2)
\]  

(8)

where the hinge loss \(\max(0, x)\) leads to the sparsity property of SVCs, which in turn leads to a large number of input vectors \(\hat{s}_k\) not playing any role in the synthesis of the SVC hyperplane. This provides the robustness to data redundancy.

In our particular case, we seek to continuously maintain a dictionary \(\Phi\) such that all incoming data points are well modelled by this dictionary. Therefore, the generic 2-class formulation in (8) reduces to (9) in our case since all data points must be associated to the \(H_0\) class to be inliers [13]:

\[
\Phi_{k^*} = \arg \min_{\Phi} \sum_{j=1}^{k^*} \max(0, |\Phi \hat{c}_j - \hat{s}_j|_2^2 - \log \theta)
\]  

(9)

Using (9) in a probabilistic context, we can define the Bayesian surprise factor \(S_1\) associated with the incoming data point \(\hat{s}_{k^*+1}\) as the posterior to prior ratio [14]:

\[
S_1(k^*+1) = -\log \frac{p(\Phi_{k^*+1}|\hat{s}_{k^*+1})}{p(\Phi_{k^*})} \sim -\log p(\hat{s}_{k^*+1}|\Phi_{k^*}) \\
\propto \max(0, |\Phi_{k^*}\hat{c}_{k^*+1} - \hat{s}_{k^*+1}|_2^2 - \log \theta)
\]  

(10)

where \(S_1\) is proportional to the negative log-likelihood via the Bayes theorem. In addition, the formulation in (10) assumes that the negative log-likelihood \(-\log p(\hat{s}_{k^*+1}|\Phi_{k^*})\) is proportional to the hinge loss energy term in (8) under the SVC formulation (9). The surprise factor \(S_1\) is null when the hinge loss associated with the incoming data point \(\hat{s}_{k^*+1}\) is zero, denoting that the data point is already well modelled by the dictionary \(\Phi\) and hence, does not lead to any surprise.
Fig. 4: Effect of the QBS on DLSC performance and stability. a) Reprojection error obtained after continual dictionary learning on an RGB video sequence captured with our drone setup (images of size $N = 346 \times 260$). The sequence contains long episodes of ambiguous views (see Fig. 3) and is therefore challenging due to high over-fitting risks. The use of the QBS factor leads to a lower loss during sequence replay, indicating a better learning performance (parameters: $\eta_c = 5 \times 10^{-3}$, $\lambda_1 = 0.5$, $\eta_d = 2 \times 10^{-3}$, $N_c = 10$, $N_d = 1$, $M = 64$ in Algorithm 7). b) Without the use of the surprise factor, severe run-away behaviors can happen during the continual learning process (parameters: $\eta_c = 10^{-2}$, $\lambda_1 = 0.25$, $\eta_d = 4 \times 10^{-3}$, $N_c = 10$, $N_d = 1$, $M = 64$ in Algorithm 7). c) Subset of the dictionaries learned during the CL process.

Still, using $S_1$ in (10) is inconvenient since it requires the knowledge of the likelihood threshold $\theta$. This can be an even greater problem since an optimal choice of $\theta$ could slowly vary over time due to changes in the environment. Under the generic assumption of a high-enough camera frame rate (4), we now show that having an explicit knowledge of $\theta$ can be eliminated by introducing a second-order surprise factor $S_2$:

$$S_2(k^* + 1) \equiv S_1(k^* + 1) - S_1(k^*) = -\log \frac{p(\Phi_{k^*+1} | \tilde{s}_{k^*+1})}{p(\Phi_{k^*})} + \log p(\Phi_{k^*} | \tilde{s}_{k^*}) \quad \sim \frac{\delta^2 - \log p(\Phi_{k^*} | \tilde{s}_{k^*})}{\delta k^2} \quad (11)$$

which is related to the discrete-time second derivative ($\frac{d^2}{dt^2}$) of the posterior density evolution through time. We thus refer to $S_2$ as a Quadratic Bayesian Surprise (QBS) factor. Intuitively, $S_2$ can be understood as the curvature of the posterior density evolution through time, indicating how much a newly received input vector $\tilde{s}_{k^*+1}$ will accelerate or decelerate the change in posterior $p(\Phi_{k^*} | \tilde{s}_{k^*})$.

Dropping proportionality constants and using (10) in (11):

$$S_2(k^* + 1) \equiv \max(0, ||\Phi_{k^*} \tilde{e}_{k^*+1} - \tilde{s}_{k^*+1}||^2 - \log \theta)$$

$$\quad - \max(0, ||\Phi_{k^*+1} \tilde{e}_{k^*+1} - \tilde{s}_{k^*+1}||^2 - \log \theta)$$

$$\quad = \begin{cases} 0 & \text{if } e_{k^*+1} - \log \theta \leq 0, e_{k^*} - \log \theta \leq 0 \quad \text{a)} \\ e_{k^*+1} - \log \theta & \text{if only } e_{k^*} - \log \theta \leq 0 \quad \text{b)} \\ \log \theta - e_{k^*} & \text{if only } e_{k^*+1} - \log \theta \leq 0 \quad \text{c)} \\ e_{k^*+1} - e_{k^*} & \text{else} \quad \text{d)} \end{cases} \quad (12)$$

where $e_{k^*+1}$ and $e_{k^*}$ are the current and past reprojection errors. Four possible outcomes $a,b,c,d$ are identified in (12). Under the high frame rate assumption (4), the probability of outcomes $b$ and $c$ in (12) will be very low since (4) induces that if $e_{k^*} - \log \theta \leq 0$ then $e_{k^*+1} - \log \theta \leq 0$ must likely be the case as well, and vice versa. In addition, outcomes $a$ and $c$ in (12) can be merged under the assumption (4):

a) if $e_{k^*+1} - \log \theta \leq 0, e_{k^*} - \log \theta \leq 0$ then $S_2 = 0 \approx e_{k^*+1} - e_{k^*}$ using $\tilde{s}_{k^*+1} \approx \tilde{s}_{k^*}$ \quad (13)

while still observing the conditions $e_{k^*+1} - \log \theta \leq 0, e_{k^*} - \log \theta \leq 0$ of a) in (12). Therefore, the QBS in (11) can simply be computed as follows:

$$S_2(k^* + 1) \approx ||\Phi_{k^*} \tilde{e}_{k^*+1} - \tilde{s}_{k^*+1}||^2 - ||\Phi_{k^*+1} \tilde{e}_{k^*} - \tilde{s}_{k^*}||^2 \quad (14)$$

In practice, we estimate the QBS (14) by low-pass filtering $S_2$ using a moving average of width 5 to attenuate noise.

We can now use the QBS $S_2$ to modulate SGD learning in an online manner using the following dictionary update procedure (with learning rate $\eta_d$) in Algorithm 1 (lines 6):

$$\begin{cases} \text{if } S_2(k^* + 1) > 0, \Phi_{k^*+1} \leftarrow \Phi_{k^*} - \eta_d \frac{\partial e_{k^*+1}}{\partial \Phi_{k^*+1}} \quad \text{a)} \\ \text{else if } S_2(k^* + 1) \leq 0, \Phi_{k^*+1} \leftarrow \Phi_{k^*} \quad \text{d)} \end{cases} \quad (15)$$

Therefore, by ignoring the effect of redundant data associated to a negative QBS factor, we prevent the over-fitting of the dictionary learning to the local contexts in the video streams. In turn, this leads to the learning of a more diverse set of features in $\Phi$ and consequently, to lower reprojection errors during the replay of the input sequence (see Fig. 4).

In addition, we observed during our experiments a useful stability property induced by the use of the QBS in our continual dictionary learning scenario. Indeed, it is known that DLSC problems can suffer from instability [15] and we have observed run-away behaviors as well for cases where the QBS was not being used. In contrast, we did not observe any instability issue when using our QBS-modulated learning rule (15) in Algorithm 1, suggesting a regularizing effect (see Fig. 4 b, where using the QBS induces stability).

V. EXPERIMENTAL RESULTS

We evaluate the Mean Absolute Error (MAE) of our DLSC-QBS SLAM approach (see Fig. 1) against the ground
Algorithm 1 DLSC-QBS for SLAM (see Fig. 1)

Input: $s_k$, $\forall k$: input vector stream, $\eta$: coding rate, $\eta_d$: learning rate, $\lambda_1$: regularization, $N_c, d$: number of iterations

Init.: $\Phi_{ij} \sim N(0, \sigma_u)$ (zero-mean normal distribution with std. deviation $\sigma_u \sim 0.01$), $\epsilon_i \leftarrow 0$, $S_2 \leftarrow 1$

1: for $k \in \{1, \ldots, T_{end}\}$ (feed data sequence) do
2: for $i = 1, \ldots, N_c$ (local coding iterations) do
3: $\Phi_k \leftarrow \text{Prox}_{\eta \lambda_1 \Phi} ||\{\epsilon_k - \eta \Phi_i^T(\Phi \epsilon_k - \bar{s}_k)\} ||$ see (2)
4: end for
5: for $i = 1, \ldots, N_d$ (local learning iterations) do
6: if $S_2 > 0$ then
7: $\Phi_k \leftarrow \Phi_k - \eta_d(\Phi \epsilon_k - \bar{s}_k) \epsilon_k^T$
8: else
9: $\Phi_k \leftarrow \Phi_k - 1$
10: end if
11: end for
12: Compute $S_2$ following (14)
13: RatSLAM($\epsilon_k$, $\text{odeometry}_k$) // Feed to SLAM
14: end for

Table I quantitatively compares the performance of our approach against i) the original RatSLAM [2]; ii) a VGG-11 pre-trained on ImageNet [16] as feature encoder to RatSLAM; iii) the LatentSLAM, trained specifically for our environment following [5], on a set of 3998 frames acquired independently from flights 1-3; and iv) ORB features for template matching [9] following the Lowe’s Ratio Test [17].

For the ORB features, the similarity between two frames $i, j$ is computed as $s_{ij} = 1 - N_m/\max_m$ where $N_m$ is the number of matches and $\max_m$ the maximum number of possible matches. For VGG-11, LatentSLAM and DLSC-QBS, the similarity is computed as $s_{ij} = \frac{\epsilon_i^T \epsilon_j}{||\epsilon_i||_2 ||\epsilon_j||_2}$ with $\epsilon_{i,j}$ denote the feature descriptor obtained by each method.

The RatSLAM back-end integrates the raw odometry and detects loop closures by sampling latent codes from the data stream each 100ms and by comparing the similarities $s_{ij}$ against a threshold $\mu$ tuned for minimum MAE (see Fig. 1).

| Architecture | Flight 1 | Flight 2 | Flight 3 |
|--------------|----------|----------|----------|
| RatSLAM [2]  | 0.72 | 0.22 | 1.499 | 0.248 | 2.714 | 1.15 |
| VGG-11 [16]  | 3.95 | 0.244 | 2.58 | 1.15 | 1.775 | 0.266 |
| LatentSLAM [5] | 0.54 | 0.21 | 0.438 | 0.239 | 1.266 | 0.274 |
| ORB [9]      | 0.456 | 0.165 | 0.407 | 0.215 | 4.258 | 1.595 |
| DLSC-QBS (Ours) | 0.588 | 0.1572 | 0.742 | 0.329 | 1.596 | 0.244 |

Table I: $\text{MAE}_L$, $\text{MAE}_M$ (the lower the better).

Fig. 5: Flight 1, blue path in Fig. 3.
Latent-SLAM is among the top performers in Table I but requires the offline training of an 11-layer DNN on a dataset from the specific environment where SLAM must be performed. This makes LatentSLAM not suited for navigation in unknown environments that are not captured in datasets available beforehand, which was our goal in this work.

The use of handcrafted ORB features, extensively used for SLAM [3], performs well in between the storage aisles (e.g., view 2 in Fig. 3) but can also perform poorly at the end of the aisles, where lighting conditions suddenly change, leading to unreliable feature matching. Still, the SLAM backend is able to recover the track in most cases (see Fig. 5) but can also fail when, at the same time, the drift in raw odometry becomes too unreliable (see Fig. 7). This leads to large errors during flight 3 in Table I.

On the other hand, our continual learning DLSC-QBS method either outperforms or either reports close MAE performance to both the pre-trained LatentSLAM and the use of ORB features, while (a) having a complexity similar to the use of 1-hidden-layer network; (b) not requiring any pre-training and (c) not suffering from track loss issues encountered with ORB features when lighting conditions suddenly change as the drone exits the aisles (see Fig. 7). Therefore, our approach might be a promising avenue for safety-critical navigation in unknown places where a dataset is not available beforehand.

VI. CONCLUSION

This paper has presented what is, to the best of our knowledge, one of the first continual learning SLAM systems. Our method has been experimentally validated by performing SLAM with a drone in a challenging and visually ambiguous warehouse environment, without any model pre-training, while reporting competitive performance compared to prior systems. We hope that this work will contribute towards safer indoor drones that can adapt to new environments on the fly.
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