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Abstract In big data systems, data are assigned to different processors by the system manager, which has a large amount of work to perform, such as achieving load balances and allocating data to the system processors in a centralized way. To alleviate its load, we claim that load balancing can be conducted in a decentralized way, and thus, the system manager need not be in charge of this task anymore. Two decentralized approaches are proposed for load balancing schemes, namely, a utilization scheme based on a load balance algorithm (UBLB) and a number of layers scheme based on a load balance algorithm (NLBLB). In the UBLB scheme, considering the hierarchy of the processor’s processing abilities, a gossip-based algorithm is proposed to achieve load balance using the jobs’ utilizations as load balance indicators in addition to the number of jobs. The reason for this action is that the processor’s process abilities are different from one another. Thus, the utilization indicator is more reasonable. In the NLBLB scheme, the processors are classified into different layers according to their processing abilities. In each layer, a sub-load balance is conducted, which means that the UBLB is achieved in a sub-region. The efficiencies of the two proposed schemes are validated by simulation, which proves their positive effect.
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1 Introduction

Currently, a large amount of data is produced every minute, which has brought about the big data era. People have already realized the wealth of useful information in big data systems, but they cannot obtain valuable information using traditional data processes or tools; the data format in a big data system involves regularity and could be structured, semi-structured, or unstructured. Thus, a simple big data definition [1] was defined as follows: “The term Big Data applies to information that can’t be processed or analysed using traditional processes or tools”. According to the description in [1–4], there exist three main characteristics in a big data system, namely, volume, velocity, and variety (3V). Volume indicates that the scale of the data is very large. Velocity means that the data should be processed rapidly, timely, and efficiently. Variety stands for the variety of the data. Three more big data characteristics are mentioned in [2, 3], which are variability, veracity, and complexity.

Big data development faces some challenges [5, 6], which are listed as follows:

1. Data representation: how to make raw data be meaningful for computer processing or human interpretation.
2. Redundancy reduction and data compression: how to reduce the data redundancy and compress the data to reduce the cost (e.g., storage space, processing time).
3. Data lifecycle management: numerous data are produced every minute, and the storage space or process ability is limited; thus, how to decide what data should be stored or processed is an important question.
4. Analytical mechanism: traditional data process tools lack scalability and expandability, and how to develop an effective processing architecture is very important.
5. Energy management: a big data system must work all day long; thus, how to make it be green is a vital research area.
6. Expandability and scalability: data are produced continuously, and thus, how to design an analytical algorithm to fit the future data is a working direction.
7. Security and privacy: some confidential and personal information is hidden in the raw data. How to make the information not be leaked is vitally important.

Many companies have proposed big data architectures to describe the characteristics of big data. Oracle has provided a Big Data and Analytics Reference Architecture, shown in Fig. 1 [7]. This system can be divided into the following three aspects (layers): unified Information Management, Real-Time Analytics, and Intelligent Processes.

The unified information management layer addresses the requirement of managing the information entirely rather than maintaining governed silos independently. It is composed of high volume data acquisition, multi-structured data organization and discovery, low latency data processing and a single version of the truth. Real-time analytics allow a business to leverage useful information and analysis as events are actively occurring. It is composed of speed of thought analysis, interactive dashboards, advanced analytics and event processing. The Intelligent Processes make the business process executions more effective and efficient. It is composed of Application-Embedded Analysis, Optimized Rules and Recommendations, Guided User Navigation and Performance and Strategy Management. Based on this architecture, the Oracle big data platform can address many different types of data, including Operational Data, COTS Data, Content, Authoritative Data, System-Generated Data, External Data, Historical Data and Analytical Data.

When raw data arrives, a big data system will process it using a big data platform, which is composed of a large number of processors. Different jobs arrive continuously. Optimal
assignment of these jobs to processors is a vital challenge and an important problem. Traditionally, it can be solved by a centralized scheme. A job assigner in a big data system will monitor all of the processors and assign a newly arrived job to the processor that has the lowest load. However, the job assigner must perform a large amount of work, such as allocating data to the system processors, balancing the load among the processors, maintaining all of the nodes’ states, and so on. Then, in this paper, decentralized algorithms are proposed to alleviate the load of the big data job assigner.

In our opinion, the load balance problem can be solved in a decentralized way. The outcome is that there is no need for the job assigner to monitor the load on every processor. The decentralized gossip algorithm is employed to achieve load balance. Facing the fact that the processors that are used in a big data system could have different process abilities because the system could be upgraded after a period of time. Two algorithms are proposed. The first is a utilization scheme that is based on a load balance algorithm (UBLB). A traditional gossip algorithm exchanges and updates the load information between each pair of neighbours to make the load balance. The utilization is used to instead of the load to copy the hierarchical process abilities of the processors. The second algorithm is a number of layers based load balance algorithm (NLBLB). This algorithm exchanges and updates the load information as in a traditional scheme. However, the processor abilities are classified into different layers. In each layer, the traditional gossip algorithm is applied to achieve the load balance. In the simulation part, some simulations are given to verify the efficiency of our proposed schemes. Firstly, the UBLB is compared with the traditional decentralized load balance schemes. It is proven that the UBLB can work more efficiently than the traditional algorithms. Then, the NLBLB is simulated to demonstrate that it can achieve efficient load balancing.

The remainder of this paper is organized as follows. Section 2 briefly summarizes the related work. Section 3 formally presents the system model. Section 4 describes two load balance algorithms with hierarchical processors. Numerical simulations are given in Sect. 5, and conclusions are provided in Sect. 6.
2 Related Work

In this section, some related work is introduced. Load balancing is very important for multi-processor systems. It can minimize the execution time of jobs running in parallel [8]. A big data system is a multi-processor system. Thus, the load balance problem should be solved properly. However, to the best our knowledge, there is no related work that has researched the hierarchical processors in big data systems until now. Some researchers have conducted work on similar topics, such as [9–15].

In [9], the authors designed a distributed big data infrastructure, which has remote agents control access points. Users in different geographical locations can have access to the multiple big data resources. They used the designed infrastructure to monitor the execution, collect the useful statistical data, and upload the outcomes from a remote HDFS to a certain storage machine. The results showed that this infrastructure could achieve a load balance in an efficient way.

The authors of [10] stated that when making scheduling decisions in the condition of multiple schedulers, load balance techniques can optimize the performance. They proposed a distributed task scheduler for multiple task computing. They used the distributed key-value store to organize and scale the task data-locality, task dependency, and metadata. The simulation results demonstrated that it could achieve an optimized load balance.

The authors in [11] noted that many companies faced a big data processing bottleneck. Then, they moved their data to cloud storage. In this way, other questions were produced, especially security and privacy issues, because the cloud owners could not be trusted continuously. Turning to the ORAM algorithm, the authors deployed privacy-preserving access to a big data system. To solve the load balance problem in this design, they proposed a data placement scheme that could improve the availability and responsiveness. Simulation results showed that the proposed algorithm could find outcomes that were close to the optimal solution in the condition of maintaining the load balance.

The authors in [12] claimed that a distributed storage system faced the data load skewed problem. A commonly used method is assigning data using uniform consistent hashing, which has the loss of data-locality problem. The authors proposed a new approach to achieving a load balance via partitioning the data into small subsets, and these subsets can be relocated independently. They designed a novel distributed key-value store that can make a load balance while retaining flexibility.

The authors in [13] stated that Hadoop is one of the successful applications of big data. In some conditions, the Distributed File System can accomplish the load balancing. However, it cannot address an overload rack. Thus, they proposed a new algorithm to make the system load balance in the overload racks a preferential condition. They classified the balance list into the following two categories: PriorBalancelist and NextForBalanceList. Simulation results demonstrated that the new scheme could balance the overload racks efficiently.

The above-mentioned achievements all solve the load balance of big data from different aspects. However, they did not consider a hierarchy of the processors in the big data system. Thus, the gossip algorithm will be turned to design new load balance schemes. Next, some related work is introduced on the gossip algorithm being used in different applications, such as [16–22].

In [16], the authors studied the load balance problem of networks whose nodes’ speeds are different from one another. The case of finite tasks with different costs was considered. They proposed a gossip-based solution. The main idea was that swaps were executed
randomly between nodes. They examined two different net topologies: fully connected and 
generalized ring topologies. Finally, they also examined the convergence properties of the 
proposed scheme.

The authors of [17] focused on arbitrarily connected graphs and studied the load balance 
optimization problem. They treated the connected network as a homogeneous graph and 
proposed a randomized load balance algorithm that is gossip based. They showed that a 
partial swap was a key issue to ensure good performance of the proposed procedure. Then, 
they proposed a simple sub-optimal heuristic and demonstrated its convergence properties 
within the same bounds of GQG-IPP. Their simulation results demonstrated that the 
achieved consensus was optimal.

The authors of [18] studied the dynamic load balancing problem when scheduling in the 
self-organized desktop Grid environment. The proposed algorithm has the feature of nodes 
joining or leaving the Grid freely at runtime. Turning to the transparent process migration, 
user tasks could be optimally launched. The gossip-based protocol was used to aggregate 
the runtime load information.

The authors of [19] stated that computer networks are heterogeneous, large-scale and 
dynamic. The aggregation of information has become increasingly important. Thus, they 
proposed a gossip-based algorithm in a decentralized way to compute the network 
aggregate values. This scheme worked proactively to track the changes in the network. 
Simulation results showed that the proposed algorithm is efficient and robust.

Overall, there are many outstanding achievements in studying big data and the gossip 
algorithm. In this paper, the gossip algorithm is applied to solve the load balance problem 
in big data systems in a distributed way, which can alleviate the load of a big data system. 
In this way, the performance of the system is improved dramatically.

3 System Model

In a big data system, many different types of data are processed, as shown in Fig. 2. The 
job assigner assigns jobs to the processors. Usually, the job assigner has many jobs to 
conduct, such as allocating data to the system processors, making the load balanced among 
the processors, and maintaining all of the nodes’ states. To alleviate the load of the data 
assigner, a gossip-based strategy is used to achieve load balance in a distributed way, and 
the data assigner must not care about the load balance anymore.

In general, there are two definitions of load balance. The first definition is that if all of 
the processors receive the same number of jobs, we say that load balance is achieved. 
According to this definition, the assigned number of jobs is equal, but the differences from 
job heterogeneity for the big data processor are ignored. The other definition is that if all of 
the processors have the same utilization (which is calculated by dividing the number of 
jobs of a processor by its process ability), we state that it achieves load balance. Because 
the jobs are processed by the processors, this definition is reasonable. In this paper, the 
second definition will be applied to define the load balance.

The reason for the processors’ process abilities being different is that the big data 
system is flexible, and its scale is becoming larger and larger. During the upgrading, the 
processors used could have different process abilities. Then, the load balance problem is 
solved in the condition of hierarchical process abilities. Assuming that there are \( m \) pro-
cessors, the process ability and the load of processor \( i \) can be written as \( A_i \) and \( L_i \). Thus, the 
utilization rate of processor \( i \) can be written as \( P_i = \frac{L_i}{A_i} \). To achieve load balance, the
standard deviation of the utilization rate is optimized, which is the same as the approach proposed in [18] and is shown in formula (1).

\[
\min \sigma = \sqrt{\frac{1}{m} \sum_{i=1}^{m} \left( P_i - \frac{\sum_{i=1}^{m} P_i}{m} \right)^2}
\] (1)

In this formula, \( m \) is the number of processors, \( P_i \) is the utilization rate of processor \( i \), and \( \sigma \) is the standard deviation. If the standard deviation is minimized, then load balance is achieved. In the following section, two schemes will be given to achieve a decentralized load balance.

4 Two Load Balance Algorithms with Hierarchical Processors

In this section, two different load balance algorithms will be introduced to solve the above-mentioned problem. The scenario is that the processors’ process abilities are different and the optimized problem is achieving a similar processor utilization. The first approach is called a utilization-based load balance algorithm, which can achieve load balance in the entire big data system but introduces more communication costs and has a higher convergence time. The second approach is called the number of layers based load balance algorithm, which can achieve load balance in the different layers of a big data system. The
advantage is that it needs less communicating cost and a lower convergence time, while the performance of the load balance is not as good as a utilization-based load balance scheme.

4.1 Utilization-Based Load Balance Algorithm

According to the proposed scenario, the abilities of different processors could be different. Firstly, a definition is presented to introduce the load balance between two processors.

**Definition 1** *(Sub-load balance)* Given that the number of jobs assigned to two processors \( i \) and \( j \) is \( L_i \) and \( L_j \), respectively, and the process abilities of these two processors are \( A_i \) and \( A_j \). We say that the sub-load balance is obtained if formula (2) is achieved.

\[
\frac{L_i}{A_i} = \frac{L_j}{A_j}
\]

To achieve the sub-load balance, processors \( i \) and \( j \) must perform the following steps, and the schematic process is shown in Fig. 3.

**Step 1:** Each processor calculates its own utilization rate;

**Step 2:** Processors share the utilization rate information with each other;

**Step 3:** The processor who has a larger utilization rate (assume that processor \( i \) has the larger utilization rate) gives the other processor some jobs, and the number of jobs is calculated using formula (3)

\[
L_i = \frac{A_i \times (L_i + L_j)}{A_i + A_j}
\]

Using this method, the sub-load balance is achieved. Then, it can be used in each pair of processors to achieve the load balance between the two processors. This procedure can be repeated to achieve load balance in the entire big data system in a distributed way.

The generalized utilization-based load balance algorithm (UBLB) is presented. The mechanism is as follows:

**Fig. 3** Sub-load balance process of using a utilization-based load balance algorithm
Algorithm 1 UBLB Pseudo-code

Initialization

\[ A = \{A_1, A_2, \ldots, A_m\} \]  \hspace{1cm} // process abilities of \( m \) processors

\[ L = \{L_1, L_2, \ldots, L_m\} \]  \hspace{1cm} // numbers of jobs assigned to the \( m \) processors

\( I \)  \hspace{1cm} // indicator, if a processor is performing a sub-load balance, it is set to 1; otherwise, it is set to 0

Do

For each processor whose indicator is 0  // achieve the sub-load balance

Find a neighbour whose indicator is 0

Set the indicators of it and its neighbour to 1

Do sub-load balance between these two processors

End FIND

Set the indicators of it and its neighbour to 0

Return to FOR

End FOR

End DO

According to the UBLB algorithm, the big data system works in the following way. Once the data assigner obtains a task that can be divided into \( n \) jobs, it randomly assigns those jobs to different processors. The UBLB algorithm is running all of the time to make each processor obtain the same share of job utilization. In this way, the data assigner performs the load balance task, which can alleviate its load.

4.2 Number of Layers Based Load Balance Algorithm

Because of upgrading, processors process abilities are different; another way to achieve load balancing in a big data system is to classify the process abilities into different layers.

An example is used to show the layer-forming process. Table 1 lists the eight different processors as well as their corresponding process abilities. The processors are classified into three layers, as shown in Fig. 4. The process ability of the processors in the first layer

| Processor IDs | Process abilities (GB/s) |
|---------------|-------------------------|
| P_1           | 2.1                     |
| P_2           | 1.3                     |
| P_3           | 2.4                     |
| P_4           | 3.2                     |
| P_5           | 1.7                     |
| P_6           | 2.4                     |
| P_7           | 3.6                     |
| P_8           | 3.7                     |
is between 1 and 2, the process ability of the processors in the second layer is between 2 and 3, and the process ability of the processors in the third layer is larger than 3.

Another definition is presented to demonstrate the load balance between two processors in a certain processor zone.

After classifying the processors into a different category, the number of jobs initially assigned to different layers is according to the process abilities of the processors in each layer. Then, the sub-load balancing can be conducted to apply the following definition.

**Definition 2** (Layered sub-load balance) Given that the number of jobs assigned to the processors \( i \) and \( j \) in layer \( k \) are \( L_i^k \) and \( L_j^k \), respectively. We state that they achieve a layered sub-load balance in the condition of \( L_i^k \approx L_j^k \).

To achieve the layered sub-load balance, processors \( i \) and \( j \) in layer \( k \) must perform the following steps, as shown in Fig. 5.

**Step 1:** The processors find each other using their neighbours;

**Step 2:** The processors share the load information with each other;

**Step 3:** The processor that has a larger load (assuming that processor \( i \) has a larger load) gives the other processor some jobs, in the amount of \( \frac{L_i^k - L_j^k}{2} \).

Next, the number of layers based load balance algorithm (NLBLB) is also presented. The mechanism is as follows:
Algorithm 2 NLBLB Pseudo-code

| Initialization |
|----------------|
| \( m \) // the number of processors |
| \( A = \{A_1, A_2, ..., A_m\} \) // the process abilities of the \( m \) processors |
| \( L = \{L_1, L_2, ..., L_m\} \) // the number of jobs assigned to the \( m \) processors |
| \( I \) // indicator, if a processor is performing layered sub-load balancing, it is set to 1; otherwise, it is set to 0 |

Do

Classify the processors into different layers

For each processor whose indicator is 0 // achieve the layered sub-load balance

Find a processor that is in the same layer with its indicator being 0 using a neighbour

Set the its indicators and the selected processor to be 1

Do layered sub-load balancing between these two processors

End FIND

Set its indicators and its neighbour to be 0

Return to FOR

End FOR

End DO

According to the NLBLB algorithm, the big data system works as follows. There are \( k \) layers in the system. Once the data assigner obtains a task that can be divided into \( n \) jobs, it randomly assigns \((g \times 2n)/(1+k)\) jobs to the \( g \)'th layer’s processors. The NLBLB algorithm is running all the time to make each processor obtain the same share of job utilization. In this way, the data assigner also must not perform the load balance task that can alleviate its load. However, it must assign the number of jobs to every layer according to its layer number.

5 Simulation Results

In this section, some simulations are conducted to validate the efficiency of our proposed schemes. In the first simulation, the traditional load balance algorithm is compared with our proposed UBLB algorithm, which is used in a big data system. The scenario is as follows. There are six processors, with the process abilities being \( A = \{1.2 \text{ GB/s}, 3.8 \text{ GB/s}, 1.4 \text{ GB/s}, 3.2 \text{ GB/s}, 1.5 \text{ GB/s}, 3.4 \text{ GB/s}\} \) in the big data system. The amount of data that must be processed is 400 GB. At the beginning, the resources are randomly distributed among the processors.

Figure 6 shows that in the traditional load balance scheme, the indicator of the big data system being load balanced is each processor being assigned approximately the same amount of data. This approach ignores the differences in the process abilities of the
different processors. In Fig. 7, if the utilization is considered to be the load balance indicator, the outcome is that the big data system is not load balanced anymore.

Next, the proposed UBLB scheme is simulated to use the same scenario. The difference is that it treats the utilization as a load balance indicator. From Fig. 8, it achieves load balance after a few steps. It is more reasonable for the processor with the stronger ability to process more data.

Fig. 7 The traditional load balance scheme using the utilization of jobs as the load balance indicator
Then, the second proposed load balance scheme NLBLB is also emulated. The scenario is similar to the above scenario. There are also 8 processors, with the process abilities being $A = \{1.2 \text{ GB/s}, 3.8 \text{ GB/s}, 1.4 \text{ GB/s}, 3.2 \text{ GB/s}, 1.5 \text{ GB/s}, 3.4 \text{ GB/s}, 1.6 \text{ GB/s}, 3.5 \text{ GB/s}\}$.

The amount of data that must be processed is 400 GB. From this statement, the processors should be classified into two categories. The first one’s process ability is approximately 1.5 GB/s, and the second’s is approximately 3.5 GB/s. The processors in
each layer are the same. Therefore, either the number of jobs or the utilization of the jobs is applied as the indicator of the load balance.

Figure 9 shows that the processors in either layer are assigned the same number of jobs, which means that the big data system achieves sub-load balance. Additionally in Fig. 10, the utilization of the jobs is applied as the load balance indicator, and the conclusion is that the NLBLB scheme can also achieve utilization-based load balance.

According to the above simulations, the following conclusions are obtained:

1. Using the utilization of jobs as the load balance indicator is more reasonable.
2. The two proposed load balance schemes work efficiently.
3. If the processor’s abilities in a big data system can be classified into several layers, it would be better to use the NLBLB scheme; if the processor’s abilities are different from each other, then it would be better to use the UBLB scheme.

6 Conclusions

Big data processing has brought a large benefit to people’s daily lives. Today, how to optimize a big data system is a hot research topic. In a traditional big data system, the load balancing is conducted by the job assigner, which has many jobs to complete. If the job assigner is overloaded, then the big data system breaks down. The two decentralized load balancing schemes are proposed that aim to alleviate the load of the job assigner. The first scheme is called UBLB. Considering the hierarchy of the processor’s process abilities, we claimed that the load balance indicator should be the utilization of jobs rather than the number of jobs. The second scheme is called NLBLB. In this scheme, the processors are classified into different layers according to their process abilities. In each layer, a sub-load balance could be performed. In the simulations, some scenarios are built to verify the
efficiency of the proposed schemes. From the outcomes, it is concluded that, indeed, these two schemes have good performance.
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