Abstract: The uncertainty of the engineering system increases with its complexity, therefore, the tolerance to the uncertainty becomes important. Even under large variations of design parameters, the system performance should achieve the design goal in the design phase. Therefore, engineers are interested in how to turn a bad design into a good one with the least effort in the presence of uncertainty. To improve a bad design, we classify design parameters into key parameters and non-key parameters based on engineering knowledge, and then seek the maximum solution hyper-box which already includes non-key parameters of this bad design. The solution hyper-box on which all design points are good, that is, they achieve the design goal, provides target intervals for each parameter. The bad design can be turned into a good one by only moving its key parameters into their target intervals. In this paper, the PSO-Divide-Best method is proposed to seek the maximum solution hyper-box which is in compliance with the constraints. This proposed approach has a considerably high possibility to find the globally maximum solution hyper-box that satisfies the constraints and can be used in complex systems with black-box performance functions. Finally, case studies show that the proposed approach outperforms the EPCP and IA-CES methods in the literature.
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1. Introduction

With the rapid development of technology in recent years, the engineering system has become increasingly complex. The growing complexity of the system provides a new source of uncertainty. Uncertainty arises because some design parameters may be changed over the course of development, or they cannot yet exactly be specified [1–3]. The uncertainty appears as a deviation between the desired and realized parameter settings, which may bring in design failure, therefore it is essential to improve design under the uncertainty for complex systems.

Design points that achieve their design goals are called good, otherwise they are called bad. However, if there is already a bad design point, engineers are interested in how to turn it into a good design with the least effort. It can be fulfilled by modifying as few parameters from the existing bad design as possible.

Traditional optimization [4], sensitivity analysis [5,6], robust design optimization [7–9], and reliability-based design optimization [10–12] are some classical approaches to improve designs. Traditional optimization seeks an optimum design point in the design space, which does not take uncertainty into account. Sensitivity analysis computes the effect of variability of input design parameters on variability of output performance value. Unfortunately, sensitivity analysis does not provide information on how the parameters of a bad design need to be changed in order to turn it into a good design. Robust design optimization seeks a design point in a deterministic neighborhood with small output variation. However, robust design optimization only deals with the case where the variability of design parameters is given. If the variability of the design parameters is not
completely known, it has to be estimated, which is not always possible. Reliability-based design optimization is a method to determine optimal designs which are characterized by a low probability of failure. Unfortunately, it is established under the assumption that the complete information of the design uncertainty is known.

Evolutionary algorithms are often used to solve design optimization problems in the presence of uncertainties [13–16]. The non-dominated sorting genetic algorithm II is combined with reliability-based optimization for handling uncertainty in design parameters in [13]. Six-sigma robust design optimization is solved by the many-objective decomposition-based evolutionary algorithm in [14]. Evolutionary algorithms have some specific advantages, which include the ability to self-adapt the search for optimum solutions on the fly, as well as the flexibility of the procedures.

Besides, swarm intelligence-based algorithms are frequently-used techniques in design optimization problems [17–20]. The uncertainty is directly incorporated into optimization using particle swarm, and a deterministic Pareto front of optimal designs is found in [17]. The ant colony optimization is combined with reliability-based design optimization to achieve the global optimal design of a crane metallic structure under parametric uncertainty in [18]. Against the uncertainty of cost and traffic, a mathematical model is established using robust optimization method, and the corresponding optimal design is obtained by ant colony algorithm in [19]. Swarm intelligence-based algorithms often find an optimal solution when appropriate parameters are determined and sufficient convergence stage is achieved.

The solution hyper-box on which all design points are good is expressed by independent target intervals for each design parameter. The widths of target intervals quantify the robustness to uncertainty. Furthermore, the solution hyper-box can help to improve a bad design. More precisely, a bad design can be turned into a good one by only moving its design parameters into their target intervals. To make it easy to reach the target intervals, the solution hyper-box should be as large as possible.

There are two categories of approaches which seek for a solution hyper-box with the maximum volume in the literature. The first category is based on machine learning and data mining techniques [21–23]. A stochastic method is presented in [21], which combines online learning and query. It probes a candidate solution hyper-box by stochastic sampling, and then readjusts its boundaries in order to remove bad designs and explores more design space that has not been probed before. Because the locations of good and bad designs are estimated by Monte Carlo sampling, the obtained solution hyper-box may not have the maximum size. The second category is based on an analytical technique [24–26]. The algorithm presented in [24] applies interval arithmetic within an iterative optimization scheme to check whether the candidate hyper-box is a solution hyper-box. However, interval arithmetic limits the applicability of the algorithm, as the accuracy of the interval arithmetic depends on the problem. Besides, the interval arithmetic cannot handle the black-box performance function. The algorithm proposed in [26] combines the DIRECT algorithm [27] with evolutionary algorithms, where the former is a checking technique to guarantee that the obtained hyper-box is indeed a solution hyper-box and the latter is to seek the maximum size of hyper-box. Unfortunately, the DIRECT algorithm requires very high computational effort for its work.

This paper aims to turn a bad design into a good one with comparatively little effort in the presence of uncertainty. To this end, instead of focusing on an optimal design point, an approach based on the optimization of the solution hyper-box is proposed in this paper. Specifically, design parameters are classified into key parameters and non-key ones based on engineering knowledge firstly. Secondly, by adding proper constraints on non-key parameters, we seek the maximum solution hyper-box which already includes non-key parameters of the bad design. The maximum solution hyper-box provides the target intervals for each design parameter. Finally, the bad design is turned into a good one by only moving its key parameters to their target intervals. Obviously, the wider the target interval is, the stronger the robustness is against unintended variations.
Therefore, we focus on seeking for the maximum solution hyper-box which is in compliance with constraints. Fender et al. [28] extended the algorithm in [21] to account for constraints. However, the algorithm in [28] produces a hyper-box that may not have the largest size and may contain some bad designs, because the locations of good and bad designs are estimated by the Monte Carlo sampling. In this paper, the proposed PSO-Divide-Best method combines particle swarm optimization (PSO) [29] with the Divide-the-Best algorithm in [30], where the former is to evolve the solution hyper-box towards larger volume and the latter is to guarantee that the obtained solution hyper-box only includes good designs. The PSO-Divide-Best method is established based on black-box performance functions, so it is appropriate for most engineering problems.

The paper is organized as follows. The next section explains the motivation of this paper and gives a mathematical problem statement for optimizing the solution hyper-box with constraints. Section 3 introduces the Divide-the-Best algorithm and particle swarm optimization. Section 4 presents the proposed approach in detail. In Section 5, we apply the proposed approach to complex systems. In Section 6, we provide some concluding remarks.

2. Motivation and Problem Statement

2.1. Motivation

A voltage divider shown in Figure 1 is considered. The terminal voltage $V_{ab}$ is expressed as $V_{ab} = 10R/(R + R_a)$ and the resistance as $R_{in} = R + R_a$.

![Figure 1. Voltage divider example.](image)

Good designs fulfilling the design goals should satisfy:

$$4.5 \, \text{V} \leq V_{ab} \leq 5.5 \, \text{V}, \quad (1a)$$
$$80 \, \text{Ω} \leq R_{in} \leq 120 \, \text{Ω}. \quad (1b)$$

The complete solution space defined by Expression (1) is shown in Figure 2 as a grey region.

Now, a design with $R = 43 \, \text{Ω}$ and $R_a = 60 \, \text{Ω}$ is considered. It violates Equation (1a) and therefore is a bad design. To improve this bad design with the least effort, three scenarios are considered:

(a) Figure 2a shows a solution hyper-box with the maximum volume. Both $R$ and $R_a$ are changed so as to achieve the design goals.

(b) Figure 2b shows a solution hyper-box that includes $R_a = 60 \, \text{Ω}$. To achieve the design goals, only $R$ needs to be modified. The solution hyper-box is obtained by requiring a minimum safety margin of $\pm 2 \, \text{Ω}$ for $R_a$. This is essential, because $R_a$ is subject to uncertainty and cannot be controlled exactly. The realized lower safety margin is larger than the required minimum safety margin, thus more tolerance to uncertainty is provided.

(c) Figure 2c shows a solution hyper-box that includes $R = 43 \, \text{Ω}$. To realize the design goals, only $R_a$ needs to be modified. The same minimum safety margin as in Scenario (b) is required.
The solution hyper-box of Scenario (a) is much larger than those of Scenarios (b) and (c). In this sense, the solution hyper-box of Scenario (a) is the most robust one. However, Scenario (a) requires redesigning two design parameters, while Scenarios (b) and (c) only require redesigning one design parameter. If there is already a bad design, Scenarios (b) and (c) are recommended, because they only change one parameter. Otherwise, Scenario (a) is more appropriate, because it provides more tolerance to the uncertainty. To choose among Scenarios (b) and (c), two different strategies are possible. If there is no information on which design parameter is easier to redesign, the scenario with the maximum solution hyper-box is chosen, because it provides a larger target region and is easier to reach. This would be Scenario (a) with \( R \) as the key parameter. As an alternative approach, engineers can take advantage of their engineering knowledge and choose Scenario (b) where \( R_a \) is regarded as the key parameter, if they know that design parameter \( R_a \) is easier to redesign than \( R \).

This procedure can be described by seeking the maximum solution hyper-boxes under the constraint that certain parameters should be included with a specified safety margin.

![Figure 2](image_url)

**Figure 2.** Changes necessary to achieve the design goals: (a) \( R \) and \( R_a \); (b) only \( R \); and (c) only \( R_x \).

### 2.2. Problem Statement

Let \( x = (x_1, x_2, \ldots, x_m) \) represent the design point or design, which is composed of \( m \) design parameters. The output performance at \( x \) is given by

\[
y = f(x),
\]

where \( f(x) \) is the performance function. The performance is sufficient by satisfying the performance criterion

\[
f(x) \geq f^c,
\]

where \( f^c \) is a predefined threshold value.

Designs or design points are called *good* if their performance satisfies (3), otherwise they are called *bad*. The lower and upper bounds of the design parameters, \( x^l \) and \( x^u \), define the continuous design space. The region consisting of all good design points is the complete solution space.

To obtain interval boundaries of each parameter that are independent of other parameters, hyper-boxes are considered. The hyper-box \( D = D(x^{\text{low}}, x^{\text{up}}) \) is expressed by

\[
D(x^{\text{low}}, x^{\text{up}}) \overset{\text{def}}{=} [x^{\text{low}}, x^{\text{up}}] = \{ x : x_i^{\text{low}} \leq x_i \leq x_i^{\text{up}}, i = 1, \ldots, m \},
\]

where \( x^{up} = (x_1^{up}, \ldots, x_m^{up}) \) and \( x^{low} = (x_1^{low}, \ldots, x_m^{low}) \) are the upper bound and lower bound of the hyper-box, respectively. Furthermore, let \( x^{\text{bound}} = (x_1^{\text{bound}}, \ldots, x_m^{\text{bound}}) \) denote the bounds of the hyper-box, that is,
where $D$ is the number value that corresponds to the dimension of a non-key parameter, $(x^\text{low}, x^\text{up}) = (x_1^\text{low}, \ldots, x_m^\text{low}, x_1^\text{up}, \ldots, x_m^\text{up})$. (5)

We see that the first $m$ components of $x^\text{bound}$ are the lower bound $x^\text{low}$ and the last $m$ ones are the upper bound $x^\text{up}$. The volume of the hyper-box $D(x^\text{low}, x^\text{up})$ is thus given by

$$u(x^\text{low}, x^\text{up}) = \prod_{i=1}^{m} (x_i^\text{up} - x_i^\text{low}).$$ (6)

A hyper-box which only includes good design points is called a solution hyper-box.

The design parameter which can be modified easily with low modification cost is called the key parameter. The design parameter which is hard to be modified is called the non-key parameter.

As mentioned in Section 2.1, to turn a bad design into a good one with the least effort, a solution hyper-box which already includes non-key parameters of the bad design is sought. Formally, the problem we focus on is formulated as the following constrained optimization problem:

$$\begin{align*}
\max_{x^\text{low}, x^\text{up}} & \quad u(x^\text{low}, x^\text{up}) \\
\text{subject to} & \quad \min_{x \in D(x^\text{low}, x^\text{up})} f(x) \geq f^c, \\
& \quad x^\text{low} \leq x^\text{up}, \quad x^\text{low}, x^\text{up} \subseteq \mathbb{R},
\end{align*}$$ (7)

where $k$ is the number value that corresponds to the dimension of a non-key parameter, $K$ is the set of the indices of non-key parameters, and $x^\text{low}$ and $x^\text{up}$ are the lower and upper limit values, respectively. The constraint $x^\text{low} \leq x^\text{up}$ and $x^\text{low} \geq x^\text{up}$ ensure that the non-key parameter is included in the obtained hyper-box with a specified safety margin.

It can be seen from (7) that the aim of this paper is to seek for the largest solution hyper-box satisfying the constraints. The proposed problem is fundamentally different from robust design optimization in that it is to seek the intervals of a permissible design range, and interval boundaries are used as degrees of freedom rather than design parameters.

If the explicit expressions of $f(x)$ and $\min_{x \in D(x^\text{low}, x^\text{up})} f(x)$ are analytically known, the problem (7) can be solved by classical optimization methods. However, the performance function $f(x)$ is not analytically known in most engineering problems, thus $\min_{x \in D(x^\text{low}, x^\text{up})} f(x)$ cannot be explicitly expressed by $x^\text{low}$ and $x^\text{up}$. Therefore, it is necessary to propose an approach which aims at black-box performance function.

3. Preliminaries

3.1. Divide-the-Best Algorithm

The problem (7) in Section 2.2 involves the following box-constrained global optimization sub-problem:

$$\min_{x \in D(x^\text{low}, x^\text{up})} f(x),$$ (8)

where $D(x^\text{low}, x^\text{up}) = \{ x = (x_1, \ldots, x_m) : x_i^\text{low} \leq x_i \leq x_i^\text{up}, i = 1, \ldots, m \}$ is an $m$-dimensional hyper-box (hyper-rectangle) and $f(x)$ is a performance function.

Numerous algorithms have been proposed (see, e.g., [27,30–39]) for solving the problem (8), under the assumption that the performance function $f(x)$ satisfies the Lipschitz condition over the hyper-box with an unknown Lipschitz constant. The Divide-the-Best approach is the most well-known partitioning-based one. Particularly, the Divide-the-Best method in [30] has very promising performance, which uses the multiple estimates of the Lipschitz constant and an efficient diagonal partition. Therefore, the Divide-the-Best method in [30] is adopted in this paper to solve the problem (8). Figure 3 shows the flow
chart of the Divide-the-Best algorithm in [30]. Given a vector $q^k$ of the method parameters, at each iteration $k$, the admissible region $D(x_{\text{low}}, x_{\text{up}})$ is adaptively partitioned into a collection $\{D^k_i\}$ of the finite number of robust subsets $D^k_i$.
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$K_{\max}$: maximal allowed iteration number
$f_{\min}$: minimum function value, initially, $f_{\min} = \min(f(x_{\text{low}}), f(x_{\text{up}}))$

Output

$f_{\min}$: minimum function value

Data

$k$: current iteration number
$\{D^k_i\}$: current partition of $D$
$X^k$: current set of trial points
$Z^k$: current set of results of trials
$q^k$: current vector of parameters
$n^k$: number of subsets $D^k_i$ in collection $\{D^k_i\}$
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The Promising Hyper-box and New Trials
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$f_{\min} = \min(f_{\min}, f(x_{\text{new}}^k))$
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Figure 3. Flow chart of Divide-the-Best algorithm in [30].

More precisely, in Step 1, several possible Lipschitz constants are chosen from a set of values varying from zero to infinity, denoted by $\hat{L}$. Then, the “merit” (called characteristic) $C_i$ of each hyper-box $D^k_i(x_{\text{low}}, x_{\text{up}})$ is calculated by the following formula

$C_i = C_i(\hat{L}) = \frac{1}{2}(f(x_{\text{low}}^i) + f(x_{\text{up}}^i)) - \hat{L}|x_{\text{up}}^i - x_{\text{low}}^i|$

(see Step 2 in Figure 3). The hyper-box over which characteristic is the minimum is called the “promising hyper-box”. It has higher possibility to find the global minimizer within the “promising hyper-box” $D^k_t$ (see Step 3). Subsequently, the new sample points are obtained from the old ones by adding and subtracting the two-thirds-side length of the longest edge of the “promising hyper-box”. Then, the evaluation of performance function at the new sample point is performed. Finally, in Step 4, the “promising hyper-box” is subdivided by an efficient diagonal partition strategy for performing the next iteration (see [30] for more details). Naturally, more than one “promising hyper-box” can be partitioned at every iteration. The stopping criterion is that the number of iteration reaches the pre-defined maximal allowed number. The evaluation of the performance function at a point is referred to as a trial.

To better demonstrate how the Divide-the-Best algorithm performs, its first three iterations on a two-dimensional function in [30] are shown in Figure 4.
Step 3: The Promising Hyper-box and New Trials

Step 4: Diagonal Partition

(a) The first iteration

(b) The second iteration

(c) The third iteration

Figure 4. An example of subdivisions by an efficient partition strategy in [30]. The top, middle, and bottom rows are the first, second, and third iterations, respectively. The grey hyper-boxes are the promising ones. They are selected in Step 3 of the current iteration and divided in Step 4. The trial points where the performance function is evaluated are red points.

The Divide-the-Best algorithm in [30] balances global and local search in a more sophisticated way and provides a faster convergence to the global minimizers of difficult multi-extremal black-box performance functions.

3.2. Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a population-based meta-heuristics technique [29,40]. The population consists of potential solutions, called particles, which are a metaphor of birds in bird flocking. The particles are randomly initialized and then freely fly across the multidimensional search space. In social science context, a PSO system combines a social-only model and a cognition-only model [41]. The social-only component suggests that
particles ignore their own experience and adjust their behavior according to the successful beliefs of particles in the neighborhood. On the other hand, the cognition-only component treats individuals as isolated beings. One advantage of PSO is that it often locates near optimal solutions significantly more quickly than evolutionary optimization [42].

Each particle is equivalent to a candidate solution of the problem (7). The particle moves according to an adjusted velocity, which is based on the corresponding particle’s experience and the experience of its companions. The velocity of the \( i \)th particle is modified under the following equation in the PSO algorithm:

\[
v^{t+1}_i = \omega^t v^t_i + c_1 r_1 (p_{\text{best}}^t_i - x^{\text{bound},t}_i) + c_2 r_2 (g_{\text{best}}^t - x^{\text{bound},t}_i),
\]

where \( t \) is the current iteration number, \( v^t_i \) is the velocity of the \( i \)th particle at iteration \( t \), \( x^{\text{bound},t}_i \) is the position of the \( i \)th particle at iteration \( t \), \( p_{\text{best}}^t_i \) is the best position of the particle \( i \) until iteration \( t \), \( g_{\text{best}}^t \) is the best position among all particles until iteration \( t \), \( \omega^t \) is the inertia weight at iteration \( t \), \( \text{Iter}_{\text{max}} \) is the allowed maximum iteration number, \( c_1 \) and \( c_2 \) are weight factors, and \( r_1 \) and \( r_2 \) are random numbers between 0 and 1. Naturally, according to Equation (5), \( x^{\text{bound},t}_i \) represents the bounds of the \( i \)th hyper-box at iteration \( t \).

It is worth mentioning that the second term of Equation (9) represents the cognitive part of PSO where the particle changes its velocity based on its own thinking and memory. The third term represents the social part of PSO where the particle changes its velocity based on the social-psychological adaptation of knowledge.

Each particle moves from the current position to the next one by the modified velocity in (9) using the following equation:

\[
x^{\text{bound},t+1}_i = x^{\text{bound},t}_i + v^{t+1}_i.
\]

4. The Proposed Particle Swarm Optimization Divide-the-Best Algorithm

The particle swarm optimization algorithm does not rely on mathematical properties for application. The Divide-the-Best algorithm in [30] is an efficient algorithm to calculate the global minimum of a black-box performance function over a hyper-box. Therefore, an innovative approach which combines the particle swarm optimization algorithm with the Divide-the-Best algorithm is proposed to solve the problem (7), referred to as the particle swarm optimization divide-the-best algorithm (PSO-Divide-Best).

Specifically, particle swarm optimization drives the evolution toward increasing the volume of hyper-box. The Divide-the-Best algorithm solves the optimization sub-problem (8), and thus ensures that the obtained hyper-box only includes good designs.

The PSO-Divide-Best algorithm is illustrated in Algorithm 1. Initially, it generates randomly a group of particles satisfying constraints. During the process of optimization, at iteration \( t \), firstly, the velocity \( v^{t+1}_i \) and position \( x^{\text{bound},t+1}_i \) of the \( i \)th particle are updated according to Equations (9) and (10), respectively. Then, if the conditions \( x^{\text{low},i}_{\text{low}} \geq x^{\text{low},i}_{\text{up}}, x^{\text{up},i}_{\text{up}} \leq x^{\text{up},i}_{\text{low}}, \) and \( \forall k \in K \) are not satisfied, the re-updating is performed. Otherwise, the value of \( \min_{x \in D(x^{\text{low},1}_{i}, x^{\text{up},i}_{i})} f(x) \) is evaluated by the Divide-the-Best algorithm in Figure 3 and denoted by \( f^{t+1}_{\text{min},i} \). If the constraint \( f^{t+1}_{\text{min},i} \geq f^c \) is met, we calculate the corresponding volume according to Equation (6), otherwise the particle is re-updated. Next, \( p_{\text{best}}^{i+1} \) and \( g_{\text{best}}^{t+1} \) are updated.
Algorithm 1 The particle swarm optimization divide-the-best algorithm (PSO-Divide-Best)

Input: The allowed maximum iteration number, $\text{Iter}_{\text{max}}$; The weight factors, $c_1$ and $c_2$; The initial and final weight parameters, $\omega_{\text{max}}$ and $\omega_{\text{min}}$; The number of particles, $N$; The current iteration number, $t = 1$;

Output: The lower and upper bounds of the maximum solution hyper-box, $x^{\text{low}}$ and $x^{\text{up}}$;

1: Initialization: 
   Initialize $N$ particles randomly while satisfying constraints.

2: Optimization:
   2.1 Velocity and position updates while satisfying constraints: 
   \begin{itemize}
   \item for all $i = 1, \ldots, N$ do
   \item 2.1.1 The $i$th particle velocity $v_i^{t+1}$ is updated according to Equation (9). If a particle violates the velocity limits, set its velocity equal to the limit.
   \item 2.1.2 The position of each particle $x_i^{\text{bound},t+1}$ is modified by Equation (10). If a particle violates its position limits in any dimension, set its position equal to the limit.
   \item 2.1.3 Set $x_k^{\text{low,t}+1} = \min(x_k^{\text{low},t+1}, x_k^{\text{bound},t+1})$, $x_k^{\text{up,t}+1} = \max(x_k^{\text{up},t+1}, x_k^{\text{bound},t+1})$, $k = 1, \ldots, m$; Set $x_i^{\text{low,t}+1} = (x_i^{\text{low},t+1}, \ldots, x_i^{\text{bound},t+1})$, $x_i^{\text{up,t}+1} = (x_i^{\text{up},t+1}, \ldots, x_i^{\text{bound},t+1})$.
   \item 2.1.4 If the constraints $x_i^{\text{low,t}+1} \leq x_i^{\text{low,t}+1} \leq x_i^{\text{up,t}+1}$, $\forall k \in K$, are not satisfied, go to Step 2.1.1.
   \item 2.1.5 Calculate the value of $\min_{x \in D(x_i^{\text{low,t}+1}, x_i^{\text{up,t}+1})} f(x)$ by algorithm in Figure 3 with parameter setting $K_{\text{max}} = \lfloor 100 \ln 2 \text{m} \rfloor$, denoted by $f_{\text{min}}^{t+1}$.
   \item 2.1.6 If the constraint $f_{\text{min}}^{t+1} \geq f^c$ is met, then calculate the corresponding volume by Equation (6), namely $u_i^{t+1} = u(x_i^{\text{low,t}+1}, x_i^{\text{up,t}+1})$. Otherwise go to Step 2.1.1.
   \end{itemize}
   \end{itemize}

   end for

2.2 Update $\text{pbest}_i^{t+1}$ and $\text{gbest}^{t+1}$:
   \begin{itemize}
   \item 2.2.1 For all $i = 1, \ldots, N$, if $u_i^{t+1} > u_i^{t}$, set $\text{pbest}_i^{t+1} = x_i^{\text{bound},t+1}$ and $\text{ubest}_i = u_i^{t}$.
   \item 2.2.2 Update $\text{gbest}^{t+1}$ as the one with the maximum volume among all $\text{pbest}_i^{t+1}$, $i = 1, \ldots, N$.
   \end{itemize}

2.3 Stopping criteria: 
   If $t < \text{Iter}_{\text{max}}$, set $t = t + 1$ and go to Step 2.1.

3: Verification:
   \begin{itemize}
   \item 3.1 Set $x_k^{\text{low}} = \min(\text{gbest}_k^{t+1}, \text{gbest}_{k+m}^{t+1})$, $x_k^{\text{up}} = \max(\text{gbest}_k^{t+1}, \text{gbest}_{k+m}^{t+1})$, $k = 1, \ldots, m$; Set $x^{\text{low}} = (x_1^{\text{low}}, \ldots, x_m^{\text{low}})$, $x^{\text{up}} = (x_1^{\text{up}}, \ldots, x_m^{\text{up}})$.
   \item 3.2 Calculate the value of $\min_{x \in D(x^{\text{low}}, x^{\text{up}})} f(x)$ by algorithm in Figure 3 with parameter setting $K_{\text{max}} = \lfloor 1000 \ln 2 \text{m} \rfloor$, denoted by $f_{\text{min}}^{*}$.
   \item 3.3 If $f_{\text{min}}^{*} \geq f^c$, output $x^{\text{low}}$ and $x^{\text{up}}$; Otherwise go to Step 2.
   \end{itemize}

Finally, to verify whether the best particle satisfies the constraints, the Divide-the-Best algorithm with more iterative times is performed. If the constraints are satisfied, PSO-Divide-Best outputs the best particle. Otherwise, it goes back to Step 2.

PSO is derivative-free and global search [43]. The Divide-the-Best algorithm in [30] can converge to the global minimum with any degree of accuracy provided there are enough iterations. Therefore, the proposed PSO-Divide-Best method in this paper has the following advantages:

1. PSO-Divide-Best has great possibility to reach the globally maximum solution hyper-box satisfying the constraints.
Due to the discrete nature of the trial points in the Divide-the-Best algorithm, the PSO-Divide-Best method can be applied to both analytically known and black-box performance functions.

PSO-Divide-Best guarantees that any point selected within the obtained hyper-box is a good design provided that the performance function is continuous.

In most engineering problems, the performance function is continuous whether it is analytically known or black-box. Therefore, the PSO-Divide-Best approach has strong applicability in engineering problems.

5. Case Studies

A stochastic approach based on Monte Carlo sample is discussed in [28]. This approach consists of two phases: exploration phase and consolidation phase. The purpose of the exploration phase is to identify a solution box as large as possible. The consolidation phase includes an algorithm which shrinks the hyper-box such that it contains only good designs. Therefore, we denote this method by “EPCP” hereafter (an abbreviation for “exploration phase and consolidation phase”). Besides, a method in [24] which combines interval arithmetic with cellular evolutionary strategies is denoted by “IA-CES” hereafter.

To compare the proposed PSO-Divide-Best method with the EPCP and IA-CES ones, two cases are considered. The first case is the vehicle structure design problem which has been studied by Fender et al. in [28]. The second case is the power-shift steering transmission control system (PSSTCS) with a price of approximately 500,000 USD.

In the proposed PSO-Divide-Best method, the weight factors $c_1$ and $c_2$ are set to 2, the maximum number of iterations is 2000, $\omega_{\text{max}} = 0.9$, $\omega_{\text{min}} = 0.4$, and the number of particles $N$ is set to 160.

All experiments were performed in MATLAB R2016b on a Windows platform with Intel Core i7-4790 CPU 3.60 GHz, 16 GB RAM.

5.1. Vehicle Structure Design Problem

The vehicle structure design problem in [28] consists of two structural components. The design parameters are the two deformation forces $x_1$ and $x_2$. The performance functions are as follows:

\[
\begin{align*}
    f_1(x) &= x_2 - x_1, \quad (11a) \\
    f_2(x) &= \frac{a_c - x_2/m}{a_c}, \quad (11b) \\
    f_3(x) &= x_1\mu_1c + x_2\mu_2c - \frac{1}{2}mv_0^2, \quad (11c)
\end{align*}
\]

where $x = (x_1, x_2)$, $m = 2000$ kg is the mass, $a_c = 32$ g is a critical threshold level, $v_0 = 15.6$ m/s is the speed, and $\mu_1c = \mu_2c = 0.3$ m are the limits of the deformation measures. The design goals are achieved if $f_i(x) \geq 0$ for all $i = 1, 2, 3$.

A design with $x_1 = 275$ kN and $x_2 = 450$ kN is considered in [28]. It violates Equation (11a) and therefore is a bad design. To improve this bad design with the least effort, three scenarios are performed. In Scenario (a), both $x_1$ and $x_2$ are key parameters, that is, both $F_1$ and $F_2$ need to be modified. In Scenario (b), only $x_1$ is the key parameter. More precisely, $x_2$ is included in the solution hyper-box that is obtained by requiring a minimum safety margin of $\pm 25$ kN. In Scenario (c), only $x_2$ is the key parameter.

Since each performance function in Equation (11) is monotone, the exact solution is obtained by the penalty method [44], as shown in Table 1. The results in [28] obtained by the EPCP method are listed in Table 1. Due to the stochastic nature of the PSO, as adopted in [24], we ran the PSO-Divide-Best algorithm 20 times for each scenario, and the best solutions among the 20 runs are shown in Table 1. The results obtained by the IA-CES method are also shown in Table 1. The deviations between the lower boundaries computed numerically $x_i^{\text{low}}$ and the exact solutions $x_{ij}^{\text{low}}$ are given by $\Delta x_i^{\text{low}} = |x_i^{\text{low}} - x_{ij}^{\text{low}}|$. The
relative error is given by $\phi_i^{\text{low}} = \Delta x_i^{\text{low}} / x_{0,i}^{\text{low}}$. Besides, the relative error for the upper boundaries of the hyper-box are defined in a similar way. The row entitled “volume” is the volume of hyper-box, and the row entitled “error” is the relative error between the volume of hyper-box computed numerically and the exact one.

Table 1. The hyper-boxes obtained by the exact, EPCP, IA-CES and PSO-Divide-Best methods in Scenarios (a), (b), and (c) for vehicle structure design problem.

| (a) Both $x_1$ and $x_2$ Are Key Parameters | (b) Only $x_1$ Is Key Parameter | (c) Only $x_2$ Is Key Parameter |
|------------------------------------------|---------------------------------|---------------------------------|
| $x_1^{\text{low}}$ (kN)                  | 294.80                          | 290.74                          | 284.08                          | 296.15                          | 386.20                          | 384.30                          | 392.53                          | 386.20                          | 250.00                          | 249.14                          | 245.05                          | 250.00                          |
| $x_1^{\text{up}}$ (kN)                   | 516.40                          | 516.31                          | 515.06                          | 425.00                          | 422.47                          | 422.78                          | 425.00                          | 561.20                          | 556.32                          | 552.28                          | 561.20                          | 563.67                          | 575.21                          | 561.47                          |
| $x_2^{\text{low}}$ (kN)                  | 516.40                          | 515.81                          | 535.46                          | 425.00                          | 422.06                          | 422.78                          | 425.00                          | 561.20                          | 563.67                          | 575.21                          | 561.47                          | 623.69                          | 622.78                          | 625.00                          |
| $x_2^{\text{up}}$ (kN)                   | 627.20                          | 622.59                          | 626.95                          | 627.20                          | 627.20                          | 627.20                          | 627.20                          | 627.20                          | 627.20                          | 627.20                          | 627.20                          | 627.20                          | 627.20                          | 627.19                          |
| volume $(10^4 \text{kN}^4)$              | 2.4553                          | 2.4086                          | 2.2253                          | 2.4548                          | 0.7845                          | 0.7696                          | 0.5756                          | 0.7844                          | 2.0539                          | 1.9601                          | 1.5721                          | 2.0537                          | 0.7845                          | 0.7696                          |
| $\phi_1^{\text{low}}$ (%)               | 1.38                            | 3.64                            | 0.46                            | 0.49                            | 1.64                            | 0.00                            | 0.34                            | 1.59                            | 0.00                            | 1.98                            | 0.05                            | 2.50                            | 0.05                            |
| $\phi_1^{\text{up}}$ (%)                | 0.02                            | 2.11                            | 0.26                            | 0.60                            | 0.75                            | 0.00                            | 0.87                            | 1.98                            | 0.05                            | 2.50                            | 0.05                            | 2.50                            | 0.05                            |
| $\phi_2^{\text{low}}$ (%)               | 0.11                            | 3.69                            | 0.26                            | 0.69                            | 1.25                            | 0.00                            | 0.44                            | 2.50                            | 0.05                            | 2.50                            | 0.05                            | 2.50                            | 0.05                            |
| $\phi_2^{\text{up}}$ (%)                | 0.74                            | 0.04                            | 0.00                            | 0.56                            | 0.52                            | 0.01                            | 0.04                            | 0.13                            | 0.00                            | 2.50                            | 0.05                            | 2.50                            | 0.05                            |
| error (%)                                | 1.90                            | 9.29                            | 0.02                            | 1.90                            | 26.63                           | 0.01                            | 4.57                            | 23.46                           | 0.01                            |

Table 1 shows that the hyper-boxes obtained by the PSO-Divide-Best method are nearly identical to the exact ones, while the hyper-boxes obtained by the EPCP and IA-CES approaches have a high deviation from the exact ones. Besides, the hyper-boxes obtained by the PSO-Divide-Best method are significantly larger than those obtained by the EPCP and IA-CES methods.

Furthermore, a visualization of the results of the EPCP, IA-CES, and PSO-Divide-Best methods in Table 1 is shown in Figures 5–7, respectively, where the grey region is the complete solution space. Figures 5–7 also give some examples of how to turn the bad design into a good one.

In Scenarios (a) and (b), the blue hyper-boxes exceed the grey region. This implies that the hyper-boxes obtained by the EPCP method contain some bad designs. Based on the hyper-box obtained by the EPCP method, a bad design may fail to be turned into a good one (see Figure 5a). Consequently, the EPCP method should be used with great caution.

Figure 5. The hyper-boxes (blue) obtained by the EPCP method: (a) $x_1$ and $x_2$ are key parameters; (b) only $x_1$; and (c) only $x_2$. 
The yellow hyper-boxes obtained by the IA-CES method all lie within the grey region; however, they are not the largest ones. This implies that target intervals for each parameter determined by the IA-CES method are relatively shorter. Therefore, the good design point which is determined by the IA-CES method has relatively poor robustness against unintended variations.

Figure 6. The hyper-boxes (yellow) obtained by the IA-CES method: (a) $x_1$ and $x_2$ are key parameters; (b) only $x_1$; and (c) only $x_2$.

The green hyper-boxes obtained by the PSO-Divide-Best method all locate within grey region, therefore they only include good designs. Actually, as long as the key parameters of the bad design are moved into their target intervals defined by our method, the bad design is turned into a good one. Taking Scenario (b) as an example, according to the solution hyper-box obtained by the PSO-Divide-Best method shown in Table 1, the bad design is turned into a good one by changing $x_1$ into any value within [386.20, 425.00].

Figure 7. The hyper-boxes (green) obtained by the PSO-Divide-Best method: (a) $x_1$ and $x_2$ are key parameters; (b) only $x_1$; and (c) only $x_2$.

5.2. The Power-Shift Steering Transmission Control System (PSSTCS)

Figures 8 and 9 show the structure principle drawing and the function constitutes of PSSTCS, respectively.
FIGURE 8. Structure principle drawing of PSSTCS.

FIGURE 9. Function constitutes of PSSTCS.

The PSSTCS is a non-monotonic coherent system which consists of 86 components. The design goal is that the system reliability should be higher than 0.9900. However, the system reliability function is not analytically known, so it is evaluated by the goal-oriented (GO) reliability assessment method in [45]. Now, we consider a design shown in Table A1 in Appendix A. Its system reliability is 0.9856; therefore, it is insufficient. To improve this bad design with the least effort, firstly, the engineers classify design parameters into
key parameters and non-key ones according to modification difficulty degree. The key parameters (components) are marked with red color in Table A1. Secondly, we search the maximum solution hyper-box which already includes non-key parameters of this bad design. More precisely, in this PSSTCS case, the optimization problem (7) is formulated as follows:

\[
\max_{R^{\text{up}}, R^{\text{low}}} \sum_{i=1}^{86} \log(R_{i}^{\text{up}} - R_{i}^{\text{low}}) \\
\text{subject to} \quad \min_{R \in D(R^{\text{low}}, R^{\text{up}})} f(R) \geq f^c,
\]

(12)

where \( R^{\text{low}} = (R_{1, l}^{\text{low}}, \ldots, R_{86, l}^{\text{low}}) \), \( R^{\text{up}} = (R_{1, u}^{\text{up}}, \ldots, R_{86, u}^{\text{up}}) \), \( R_{i}^{\text{low}} \) and \( R_{i}^{\text{up}} \) are the lower and upper bounds of reliability for the \( i \)th component, \( R = (R_1, \ldots, R_{86}) \), \( R_i \) is the reliability for the \( i \)th component, \( R^l = (0.9990, \ldots, 0.9990) \), \( R^u = (1.0000, \ldots, 1.0000) \), \( R_{ck}^{\text{low}} = 0.9995 \), \( R_{ck}^{\text{up}} = 0.9997 \), \( K = \{2, 3, 4, 5, 10, 11, 12, 13, 15, 16, 17, 18, 22, 23, 26, 28, 30, 31, 32, 35, 36, 37, 38, 39, 42, 43, 45, 51, 55, 56, 57, 59, 63, 65, 66, 68, 69, 71, 72, 73, 82, 83\} \), \( f^c = 0.9900 \) is the reliability threshold, and \( f(R) \) is the system reliability function which is evaluated by the GO method in [45]. Note that the volume here is replaced by the log-volume (logarithmic transformation of the volume) in order to calculate conveniently.

The IA-CES method is established based on analytically known function; therefore, it is not applicable to this complex system with black-box reliability function. The obtained hyper-boxes of the problem (12) by the EPCP and PSO-Divide-Best methods are listed in Table A3 in Appendix A. We see that the lower bounds obtained by the PSO-Divide-Best method are almost always smaller than those obtained by the EPCP method, and the upper bounds obtained by the PSO-Divide-Best method are almost always larger than those obtained by the EPCP method. This implies that the PSO-Divide-Best method provides much wider target intervals for most design parameters. Therefore, the PSO-Divide-Best method has stronger robustness against uncertainty.

Besides, the log-volume of the obtained hyper-box is listed in Table 2. We see that the log-volume of hyper-box obtained by the PSO-Divide-Best method is much larger than that by the EPCP method. This is further reflected that the PSO-Divide-Best method is more robust against variations.

The hyper-box provides target intervals for each design parameter; therefore, the bad design can be turned into a good design by only moving its key parameters into their target intervals. Particularly, the good design for which the key parameters are located at the midpoints of their target intervals may be the most representative one. It provides the maximum robustness if the variation of design parameter is the same on both sides of a nominal value. These representative good designs obtained by the EPCP and PSO-Divide-Best methods are listed in Table A1. To verify whether these good designs satisfy the design goal, their system reliabilities were evaluated by the GO method, as also shown in Table A1. We can see these two good designs indeed achieve the design goal. Therefore, the system reliability for the PSSTCS can change from insufficient to sufficient by only modifying the reliabilities for key components according to Table A1.

To illustrate whether the obtained hyper-boxes meet the design goal, we use the Latin hypercube sampling to choose \( n \) designs from each hyper-box, and then calculate the rate of good designs as follows:

\[
\text{rate} = \frac{1}{n} \sum_{i=1}^{n} \#(f(R_i) \geq f^c),
\]

(13)

where \( \#(\cdot) \) is the indicator function, i.e., \( \#(f(R_i) \geq f^c) = 1 \) if \( f(R_i) \geq f^c \) and \( \#(f(R_i) \geq f^c) = 0 \) otherwise.
Figure 10 shows the rates of good designs under different sample sizes. We see that the rates of good designs of the PSO-Divide-Best method are all 1, while those of the EPCP method are all below 1. This implies that the hyper-box obtained by the PSO-Divide-Best method only includes good designs, while those obtained by the EPCP method includes some bad designs. Therefore, the EPCP method should be used cautiously, because it may fail to turn a bad design into a good one. However, the PSO-Divide-Best method is valid as it ensures any design within the obtained hyper-box is good.

![Figure 10. The rate of good designs of the obtained hyper-boxes.](image)

**Table 2.** The log-volume of the EPCP and PSO-Divide-Best hyper-boxes.

| Method            | EPCP       | PSO-Divide-Best |
|-------------------|------------|-----------------|
| Log-volume        | $-698.6824$ | $-656.9503$     |

6. Conclusions

To improve a bad design with comparatively little effort in the presence of uncertainty, rather than changing all design parameters of this bad design, this paper only modifies its key parameters. To this end, the maximum solution hyper-box which already includes non-key parameters of a current bad design is sought. The solution hyper-box provides target intervals for each design parameter. A current bad design can be turned into a good one by only moving its key parameters into their target intervals. The volume of the solution hyper-box should be as large as possible for providing stronger robustness against unintended variations.

The PSO-Divide-Best algorithm combines the PSO and the Divide-the-Best algorithms [30] to seek a solution hyper-box which has the maximum volume and satisfies all the constraints. The case studies show the solution hyper-boxes obtained by the PSO-Divide-Best method only include good designs, and they are much larger than those obtained by the EPCP and IA-CES methods. This implies that a good design determined by the EPCP method may have stronger robustness against uncertainty. Therefore, our method is better than the EPCP and IA-CES methods.

Since the Divide-the-Best algorithm only evaluates the performance function at trial points, the PSO-Divide-Best method has strong application and can be applied to complex systems with black-box performance functions. As long as the performance function is continuous, our method can provide a solution hyper-box that is guaranteed to include only good designs. Therefore, a bad design can be turned into a good one provided that its key parameters are moved into the target intervals obtained by our method. This implies that our method is valid. Our method converges to the globally maximum solution hyper-box with very great probability. However, its convergence speed becomes slow as the number of design parameters increases. Therefore, the scalability of our method is relatively poor.
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The following abbreviations are used in this manuscript:

PSO: Particle Swarm Optimization
PSSTCS: Power-Shift Steering Transmission Control System
PSO-Divide-Best: Particle Swarm Optimization Divide-the-Best algorithm
EPCP: Approach in [28] including exploration phase and consolidation phase
IA-CES: Method in [24] which combines interval arithmetic with cellular evolutionary strategies

Appendix A

Table A1. The bad designs and the representative good designs.

| Bad Design | Good Design | Bad Design | Good Design |
|------------|-------------|------------|-------------|
|            | EPCP        | PSO-Divide-Best | EPCP        | PSO-Divide-Best |
| R_1        | 0.9996      | 0.9996      | R_2         | 0.9996      |
| R_3        | 0.9996      | 0.9996      | R_4         | 0.9996      |
| R_5        | 0.9996      | 0.9996      | R_6         | 0.9996      |
| R_7        | 0.9996      | 0.9996      | R_8         | 0.9996      |
| R_9        | 0.9996      | 0.9997      | R_10        | 0.9996      |
| R_11       | 0.9996      | 0.9996      | R_12        | 0.9996      |
| R_13       | 0.9996      | 0.9996      | R_14        | 0.9996      |
| R_15       | 0.9996      | 0.9996      | R_16        | 0.9996      |
| R_17       | 0.9996      | 0.9996      | R_18        | 0.9996      |
| R_19       | 0.9996      | 0.9997      | R_20        | 0.9996      |
| R_21       | 0.9996      | 0.9998      | R_22        | 0.9996      |
| R_23       | 0.9996      | 0.9996      | R_24        | 0.9996      |
| R_25       | 0.9996      | 0.9997      | R_26        | 0.9996      |
| R_27       | 0.9996      | 0.9997      | R_28        | 0.9996      |
| R_29       | 0.9996      | 0.9997      | R_30        | 0.9996      |
| R_31       | 0.9996      | 0.9996      | R_32        | 0.9996      |
| R_33       | 0.9996      | 0.9997      | R_34        | 0.9996      |
| R_35       | 0.9996      | 0.9996      | R_36        | 0.9996      |
| R_37       | 0.9996      | 0.9996      | R_38        | 0.9996      |
| R_39       | 0.9996      | 0.9996      | R_40        | 0.9996      |
| R_41       | 0.9996      | 0.9998      | R_42        | 0.9996      |
| R_43       | 0.9996      | 0.9996      | R_44        | 0.9996      |
| R_45       | 0.9996      | 0.9996      | R_46        | 0.9996      |
| R_47       | 0.9996      | 0.9997      | R_48        | 0.9996      |
| R_49       | 0.9996      | 0.9998      | R_50        | 0.9996      |

R_1, R_3, R_5, R_7, R_9, R_11, R_13, R_15, R_17, R_19, R_21, R_23, R_25, R_27, R_29, R_31, R_33, R_35, R_37, R_39, R_41, R_43, R_45, R_47, R_49.
### Table A1. Cont.

| Bad Design | Good Design | Bad Design | Good Design |
|------------|-------------|------------|-------------|
| $R_{51}$   | 0.9996      | 0.9996     | 0.9996      | 0.9996      |
| $R_{53}$   | 0.9996      | 0.9998     | 0.9997      | $R_{54}$    |
| $R_{55}$   | 0.9996      | 0.9996     | $R_{56}$    | 0.9996      |
| $R_{57}$   | 0.9996      | 0.9996     | 0.9996      | 0.9996      |
| $R_{59}$   | 0.9996      | 0.9996     | $R_{60}$    | 0.9996      |
| $R_{61}$   | 0.9996      | 0.9997     | 0.9999      | $R_{62}$    |
| $R_{63}$   | 0.9996      | 0.9997     | $R_{64}$    | 0.9996      |
| $R_{65}$   | 0.9996      | 0.9996     | 0.9996      | 0.9996      |
| $R_{67}$   | 0.9996      | 0.9997     | 0.9997      | 0.9996      |
| $R_{69}$   | 0.9996      | 0.9996     | 0.9996      | 0.9996      |
| $R_{71}$   | 0.9996      | 0.9996     | $R_{72}$    | 0.9996      |
| $R_{73}$   | 0.9996      | 0.9996     | $R_{74}$    | 0.9996      |
| $R_{75}$   | 0.9996      | 0.9997     | 0.9997      | 0.9996      |
| $R_{77}$   | 0.9996      | 0.9997     | $R_{78}$    | 0.9996      |
| $R_{79}$   | 0.9996      | 0.9997     | 0.9998      | 0.9996      |
| $R_{81}$   | 0.9996      | 0.9997     | 0.9997      | 0.9996      |
| $R_{83}$   | 0.9996      | 0.9996     | 0.9996      | 0.9996      |
| $R_{85}$   | 0.9996      | 0.9996     | 0.9995      | $R_{86}$    |
| $f(R)$     | 0.9856      | 0.9912     | 0.9940      |             |

### Table A2. The lower and upper boundaries of hyper-boxes.

| Lower Bound | EPCP   | PSO-Divide-Best | Upper Bound | EPCP   | PSO-Divide-Best |
|-------------|--------|-----------------|-------------|--------|-----------------|
| $R_{1}^{\text{low}}$ | 0.9997 | 0.9997          | $R_{1}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{2}^{\text{low}}$ | 0.9995 | 0.9994          | $R_{2}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{3}^{\text{low}}$ | 0.9996 | 0.9991          | $R_{3}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{4}^{\text{low}}$ | 0.9995 | 0.9993          | $R_{4}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{5}^{\text{low}}$ | 0.9995 | 0.9995          | $R_{5}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{6}^{\text{low}}$ | 0.9997 | 0.9997          | $R_{6}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{7}^{\text{low}}$ | 0.9995 | 0.9995          | $R_{7}^{\text{up}}$ | 0.9997 | 1.0000          |
| $R_{8}^{\text{low}}$ | 0.9995 | 0.9992          | $R_{8}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{9}^{\text{low}}$ | 0.9996 | 0.9994          | $R_{9}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{10}^{\text{low}}$ | 0.9995 | 0.9999          | $R_{10}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{1}^{\text{low}}$ | 0.9990 | 0.9990          | $R_{11}^{\text{up}}$ | 1.0000 | 1.0000          |
| $R_{12}^{\text{low}}$ | 0.9990 | 0.9990          | $R_{12}^{\text{up}}$ | 1.0000 | 1.0000          |
| $R_{13}^{\text{low}}$ | 0.9991 | 0.9990          | $R_{13}^{\text{up}}$ | 1.0000 | 1.0000          |
| $R_{14}^{\text{low}}$ | 0.9997 | 0.9998          | $R_{14}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{15}^{\text{low}}$ | 0.9995 | 0.9992          | $R_{15}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{16}^{\text{low}}$ | 0.9996 | 0.9994          | $R_{16}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{17}^{\text{low}}$ | 0.9997 | 0.9994          | $R_{17}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{18}^{\text{low}}$ | 0.9995 | 0.9995          | $R_{18}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{19}^{\text{low}}$ | 0.9995 | 0.9996          | $R_{19}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{20}^{\text{low}}$ | 0.9997 | 0.9998          | $R_{20}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{21}^{\text{low}}$ | 0.9997 | 0.9997          | $R_{21}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{22}^{\text{low}}$ | 0.9997 | 0.9998          | $R_{22}^{\text{up}}$ | 0.9999 | 1.0000          |
| $R_{23}^{\text{low}}$ | 0.9990 | 0.9990          | $R_{23}^{\text{up}}$ | 1.0000 | 1.0000          |
| $R_{24}^{\text{low}}$ | 0.9995 | 0.9999          | $R_{24}^{\text{up}}$ | 0.9998 | 1.0000          |
| $R_{25}^{\text{low}}$ | 0.9995 | 0.9995          | $R_{25}^{\text{up}}$ | 0.9999 | 1.0000          |

---

**Legend:**
- EPCP: External Point Cloud Prediction
- PSO-Divide-Best: PSO (Particle Swarm Optimization) with Divide-Best strategy

*Note: The values indicate the lower and upper boundaries of the hyper-boxes.*
| Lower Bound | EPCP  | PSO-Divide-Best | Upper Bound | EPCP  | PSO-Divide-Best |
|-------------|-------|----------------|-------------|-------|----------------|
| $R^{low}_{26}$ | 0.9997 | 0.9998 | $R^{up}_{26}$ | 0.9999 | 1.0000 |
| $R^{low}_{27}$ | 0.9995 | 0.9998 | $R^{up}_{27}$ | 0.9999 | 1.0000 |
| $R^{low}_{28}$ | 0.9990 | 0.9990 | $R^{up}_{28}$ | 1.0000 | 1.0000 |
| $R^{low}_{29}$ | 0.9995 | 0.9995 | $R^{up}_{29}$ | 0.9999 | 1.0000 |
| $R^{low}_{30}$ | 0.9997 | 0.9995 | $R^{up}_{30}$ | 0.9999 | 1.0000 |
| $R^{low}_{31}$ | 0.9990 | 0.9990 | $R^{up}_{31}$ | 1.0000 | 1.0000 |
| $R^{low}_{32}$ | 0.9990 | 0.9990 | $R^{up}_{32}$ | 1.0000 | 1.0000 |
| $R^{low}_{33}$ | 0.9995 | 0.9997 | $R^{up}_{33}$ | 0.9999 | 1.0000 |
| $R^{low}_{34}$ | 0.9997 | 0.9999 | $R^{up}_{34}$ | 0.9999 | 1.0000 |
| $R^{low}_{35}$ | 0.9990 | 0.9990 | $R^{up}_{35}$ | 1.0000 | 1.0000 |
| $R^{low}_{36}$ | 0.9991 | 0.9990 | $R^{up}_{36}$ | 1.0000 | 1.0000 |
| $R^{low}_{37}$ | 0.9991 | 0.9990 | $R^{up}_{37}$ | 1.0000 | 1.0000 |
| $R^{low}_{38}$ | 0.9992 | 0.9990 | $R^{up}_{38}$ | 1.0000 | 1.0000 |
| $R^{low}_{39}$ | 0.9990 | 0.9990 | $R^{up}_{39}$ | 1.0000 | 1.0000 |
| $R^{low}_{40}$ | 0.9997 | 0.9995 | $R^{up}_{40}$ | 0.9999 | 1.0000 |
| $R^{low}_{41}$ | 0.9997 | 0.9997 | $R^{up}_{41}$ | 0.9999 | 1.0000 |
| $R^{low}_{42}$ | 0.9995 | 0.9995 | $R^{up}_{42}$ | 0.9999 | 1.0000 |
| $R^{low}_{43}$ | 0.9997 | 0.9997 | $R^{up}_{43}$ | 0.9999 | 1.0000 |
| $R^{low}_{44}$ | 0.9997 | 0.9999 | $R^{up}_{44}$ | 0.9999 | 1.0000 |
| $R^{low}_{45}$ | 0.9998 | 0.9998 | $R^{up}_{45}$ | 0.9999 | 1.0000 |
| $R^{low}_{46}$ | 0.9997 | 0.9995 | $R^{up}_{46}$ | 0.9999 | 1.0000 |
| $R^{low}_{47}$ | 0.9995 | 0.9998 | $R^{up}_{47}$ | 0.9999 | 1.0000 |
| $R^{low}_{48}$ | 0.9997 | 0.9995 | $R^{up}_{48}$ | 0.9999 | 1.0000 |
| $R^{low}_{49}$ | 0.9997 | 0.9999 | $R^{up}_{49}$ | 0.9999 | 1.0000 |
| $R^{low}_{50}$ | 0.9995 | 0.9998 | $R^{up}_{50}$ | 0.9999 | 1.0000 |
| $R^{low}_{51}$ | 0.9996 | 0.9995 | $R^{up}_{51}$ | 0.9998 | 1.0000 |
| $R^{low}_{52}$ | 0.9995 | 0.9995 | $R^{up}_{52}$ | 0.9998 | 1.0000 |
| $R^{low}_{53}$ | 0.9997 | 0.9995 | $R^{up}_{53}$ | 0.9999 | 1.0000 |
| $R^{low}_{54}$ | 0.9997 | 0.9998 | $R^{up}_{54}$ | 0.9999 | 1.0000 |
| $R^{low}_{55}$ | 0.9997 | 0.9995 | $R^{up}_{55}$ | 0.9999 | 1.0000 |
| $R^{low}_{56}$ | 0.9997 | 0.9995 | $R^{up}_{56}$ | 0.9999 | 1.0000 |
| $R^{low}_{57}$ | 0.9996 | 0.9992 | $R^{up}_{57}$ | 0.9998 | 1.0000 |
| $R^{low}_{58}$ | 0.9995 | 0.9994 | $R^{up}_{58}$ | 0.9998 | 1.0000 |
| $R^{low}_{59}$ | 0.9996 | 0.9994 | $R^{up}_{59}$ | 0.9998 | 1.0000 |
| $R^{low}_{60}$ | 0.9996 | 0.9997 | $R^{up}_{60}$ | 0.9998 | 1.0000 |
| $R^{low}_{61}$ | 0.9996 | 0.9996 | $R^{up}_{61}$ | 0.9998 | 1.0000 |
| $R^{low}_{62}$ | 0.9995 | 0.9990 | $R^{up}_{62}$ | 0.9998 | 1.0000 |
| $R^{low}_{63}$ | 0.9995 | 0.9990 | $R^{up}_{63}$ | 0.9998 | 1.0000 |
| $R^{low}_{64}$ | 0.9995 | 0.9995 | $R^{up}_{64}$ | 0.9998 | 1.0000 |
| $R^{low}_{65}$ | 0.9996 | 0.9995 | $R^{up}_{65}$ | 0.9998 | 1.0000 |
| $R^{low}_{66}$ | 0.9995 | 0.9995 | $R^{up}_{66}$ | 0.9998 | 1.0000 |
| $R^{low}_{67}$ | 0.9995 | 0.9994 | $R^{up}_{67}$ | 0.9998 | 1.0000 |
| $R^{low}_{68}$ | 0.9996 | 0.9994 | $R^{up}_{68}$ | 0.9998 | 1.0000 |
| $R^{low}_{69}$ | 0.9996 | 0.9990 | $R^{up}_{69}$ | 0.9998 | 1.0000 |
| $R^{low}_{70}$ | 0.9995 | 0.9990 | $R^{up}_{70}$ | 0.9998 | 1.0000 |
| $R^{low}_{71}$ | 0.9995 | 0.9990 | $R^{up}_{71}$ | 0.9998 | 1.0000 |
| $R^{low}_{72}$ | 0.9995 | 0.9995 | $R^{up}_{72}$ | 0.9998 | 1.0000 |
| $R^{low}_{73}$ | 0.9996 | 0.9992 | $R^{up}_{73}$ | 0.9998 | 1.0000 |
Table A3. Cont.

| Lower Bound (EPCP) | PSO-Divide-Best (EPCP) | Upper Bound (EPCP) | PSO-Divide-Best (EPCP) |
|--------------------|------------------------|--------------------|------------------------|
| $R_{74}^{low}$     | 0.9995                 | $R_{74}^{up}$      | 0.9998                 |
| $R_{75}^{low}$     | 0.9995                 | $R_{75}^{up}$      | 0.9998                 |
| $R_{76}^{low}$     | 0.9995                 | $R_{76}^{up}$      | 0.9998                 |
| $R_{77}^{low}$     | 0.9995                 | $R_{77}^{up}$      | 0.9998                 |
| $R_{78}^{low}$     | 0.9995                 | $R_{78}^{up}$      | 0.9998                 |
| $R_{79}^{low}$     | 0.9996                 | $R_{79}^{up}$      | 0.9998                 |
| $R_{80}^{low}$     | 0.9996                 | $R_{80}^{up}$      | 0.9998                 |
| $R_{81}^{low}$     | 0.9996                 | $R_{81}^{up}$      | 0.9998                 |
| $R_{82}^{low}$     | 0.9996                 | $R_{82}^{up}$      | 0.9998                 |
| $R_{83}^{low}$     | 0.9996                 | $R_{83}^{up}$      | 0.9998                 |
| $R_{84}^{low}$     | 0.9995                 | $R_{84}^{up}$      | 0.9998                 |
| $R_{85}^{low}$     | 0.9995                 | $R_{85}^{up}$      | 0.9998                 |
| $R_{86}^{low}$     | 0.9997                 | $R_{86}^{up}$      | 0.9999                 |
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