Economic Model Predictive Control for Post-Combustion CO₂ Capture System Based on MEA
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Abstract: For the post-combustion CO₂ capture (PCC) system, the time variability of the economic performance is key to the production process of such an actual industrial process. However, the performance index used by the conventional model predictive control (MPC) does not reflect the economy of the production process, so the economic cost function is used instead of the traditional performance index to measure the economy of the production process. In this paper, a complete dynamic model of the PCC system is constructed in Aspen Plus Dynamics. The effectiveness of the model is verified by dynamic testing; subspace identification is carried out using experimental data, a state-space equation between flue gas flow and lean solvent flow; the CO₂ capture rate is obtained; and dynamic models and control algorithm models of accused objects are established in Matlab/Simulink. Under the background of the environmental protection policy, an economic model predictive control (EMPC) strategy is proposed to manipulate the PCC system through seeking the optimal function of the economic performance, and the system is guaranteed to operate under the economic optimal and excellent quality of the MPC control strategy. The simulation results verify the effectiveness of the proposed method.
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1. Introduction
As one of the highest concentrations of greenhouse gases in the atmosphere, carbon dioxide (CO₂) has caused global climate change, which has become one of the major environmental problems that humanity faces at present. This trend is foreseeable and will not change in the future; thus, carbon capture, utilization and storage (CCUS) [1] technology must be implemented to transport and utilize the captured CO₂ and store it in deep-sea geological wells in a supercritical state. The post-combustion capture technology based on the chemical absorption of monoethanolamine (MEA) solvent is the most effective option to solve the problem of CO₂ emissions from fossil fuel power plants [2]. Among them, China is the world’s largest CO₂ emitter and one of the most vulnerable countries to combat climate change. At the first G20 Summit in November 2020, China made a solemn commitment to reduce their CO₂ emission intensity from 60% to 65% by 2030, compared with 2005, and to achieve carbon neutrality, which means having a balance between emitting carbon and absorbing carbon from the atmosphere in carbon sinks by 2060 [3].

In the actual industrial production, the enterprise should not only ensure the control performances of the PCC process, but should strictly guarantee the economics of the production [4]. The main load (flue gas flow) of the PCC is determined in the open and closed loops, and a framework combined scheduling with control is designed to determine
the optimal operating strategy under a given operation condition of flue gas flow [5].
The results obtained from this framework are compared with the traditional control and
scheduling methods, and the goal of minimizing the economic cost of the system can be
achieved. By analyzing the energy consumption of the system and the water consumption
of the power plant separately, the economic connection between the CO\textsubscript{2} capture system
and the power plant is established, and the results show that the energy consumption of
the regulated capture system can affect the water consumption of the power plant to some
extent, and can obtain different economic trends [6]. The simulation results of the CO\textsubscript{2}
capture process in a natural gas combined cycle power plant are verified by an on-site
industrial test. At the same time, based on the verified process parameters, the economic
benefits of the CO\textsubscript{2} capture process of the power plant were evaluated. The results show
that the CO\textsubscript{2} capture system of power plants with an MEA absorbent has the lowest
economic cost of increasing the electricity at one time. By constructing a model of the
post-combustion CO\textsubscript{2} capture system in Aspen Plus software, the simulation study of the
capture system under different absorbents, absorption towers and de-absorption towers
is carried out; the economic performance under the optimal process parameters selected
is analyzed; and the design scheme is obtained in order to make the carbon capture rate
the lowest it can be [7,8]. By optimizing the stable operating parameters of each process of
CO\textsubscript{2} capture, [9,10] achieves the goal of minimizing the overall energy loss and economic
operation of the system. By establishing different control objectives and adopting different
control algorithms, ref. [11] uses the adaptive control of the system, enhances the robustness
of the system and reduces the operating cost of the system.

The further MPC controller is used for the integrated PCC process through the MPC
toolbox of Matlab [12]. The first nonlinear model predictive control (NMPC) is proposed
for the PCC process [13]. Two NMPCs were designed therein to control the CO\textsubscript{2} capture
efficiency, and results showed the feasibility of NMPC in process control.

Based on the MPC, some works focus on the economic performance function of
the PCC system: the method of economic model predictive control (EMPC) [14–16] is
incorporated, the impact of the system carbon emission index and the poor liquid energy
consumption index on the system are taken into account and the economic index is
introduced to measure the economic performance, realizing the economic optimization
control of the PCC system. The EMPC of CO\textsubscript{2} capture is studied in [17]. It shows that
EMPC can drive the processes to run in the most cost-effective way. Dynamic simulations
show that EMPC can reduce the cost of carbon dioxide recovery, and that it possesses
advantages in selecting optimal economic operation conditions, enabling pre-emptive
economic decisions on post-carbon use costs.

Compared with previous studies, the novelty and contribution of this work lies in the
application of the EMPC strategy, combined with the economic optimal function, to the
PCC process, which ensures that the system runs under the economically optimal control
strategy. In this paper, a state space model based on the subspace identification method
is implemented to obtain the predictive model and the control of a post-combustion CO\textsubscript{2}
capture process based on MEA, consisting of an absorber, a stripper, a heat exchanger
and a reboiler. The EMPC approach, similar to the one applied in [18] to PCC, permits
tackling this energy cost problem, consisting of both the energy economy cost and dynamic
control performance. The main contribution of this research work is the extension of
EMPC approaches-mostly studied in the context of PCC systems-to identify the state space
model using a subspace identification method on the Aspen Plus platform. The proposed
method for optimizing the carbon emissions and the capture rate, considering the terminal
constraints, is another novel contribution of this work.

The main structure of this paper is as follows: Section 2 gives the mathematical kinetics
description of the carbon capture system and constructs a complete carbon capture process
based on the chemical process and reaction kinetic analysis. Section 3 derives the principle
of the EMPC algorithm and sets related control parameters. Section 4 performs dynamic
tests based on dynamic models to identify actual system models. Section 5 uses three
sets of simulations to study the impact of economic indicators on the system. Concluding remarks are presented at the end of this paper.

2. Carbon Capture Technology and Main Unit Models

As shown in Figure 1, the desulfurized furnace gas in the absorption unit is pressurized by the fan into the absorption unit; then, it chemically reacts with the MEA flowing into the top of the tower to remove CO$_2$ from the furnace gas. The rich solvent absorbing CO$_2$ flows from the bottom of the absorption unit and heats up after the solvent-rich pump is pressurized into the stripper unit [19]. In the desorption unit, a CO$_2$ de-absorption effect is produced by the solvent-rich pump making contact with the steam in the reboiler, and the de-absorbed CO$_2$ is purified to obtain a high-pressure CO$_2$ gas. In order to ensure the stable operation of the system, water is replenished in the mixer to guarantee the system balance [18,20]. The phase equilibrium and kinetic reactions that occur in the CO$_2$-MEA-H$_2$O system are highly complex [21]. MEA and CO$_2$ in the system mainly undergo water-phase reactions with each other, as shown in Table 1.

![Figure 1. A general schematic diagram of the post-combustion CO$_2$ capture process based on MEA.](image)

**Table 1. Chemical equation.**

| Reaction Type                        | Reaction Equation                   |
|--------------------------------------|-------------------------------------|
| Carbamate reversion to bicarbonate:  | MEACOO$^-$ + H$_2$O $\leftrightarrow$ MEA + HCO$_3^-$ |
| MEA deprotonation:                   | MEAH$^+$ + H$_2$O $\leftrightarrow$ MEA + H$_3$O$^+$ |
| Bicarbonate formation:               | CO$_2$ + 2H$_2$O $\leftrightarrow$ H$_2$O$^+$ + CO$_3^{2-}$ |
| Carbonate formation:                 | HCO$_3^-$ + H$_2$O $\leftrightarrow$ H$_2$O$^+$ + CO$_3^{2-}$ |
| Dissociation of water:               | 2H$_2$O $\leftrightarrow$ H$_3$O$^+$ + OH$^-$ |
| Kinetic reversible reaction          | CO$_2$+OH$^- \leftrightarrow$ HCO$_3^-$ |
|                                      | MEA + CO$_2$ + H$_2$O $\leftrightarrow$ MEACOO$^-$ + H$_3$O$^+$ |

The chemical kinetic behavior that occurs in PCC is shown in Figure 1 and can be described by following Equations (1)–(3) [22]. Among them, component $i$ is CO$_2$, N$_2$, H$_2$O, MEA, respectively.

**Absorber and Stripper Models**

$$\frac{dC_i}{dt} = \frac{4F_i}{\pi D_i} \frac{\partial C_i}{\partial l} + (N_i a l)$$
$$\frac{dC_g}{dt} = -\frac{4F_g}{\pi D_g} \frac{\partial C_g}{\partial l} - (N_i a l)$$
$$\frac{dT_L}{dt} = \frac{4F_i}{\pi D_i} \frac{\partial T_L}{\partial l} + \left(\frac{Q_{li}}{C_p L}\right) \sum_{i=1}^{n} C_i^l C_{pi}$$
$$\frac{dT_G}{dt} = -\frac{4F_g}{\pi D_g} \frac{\partial T_G}{\partial l} + \left(\frac{Q_{gi}}{C_p G}\right) \sum_{i=1}^{n} C_i^g C_{pi}$$

(1)
Heat Exchanger

\[
\frac{dT_{\text{tube}}}{dt} = \frac{V_{\text{tube}}}{V_{\text{tube}}} (T_{\text{tube,in}} - T_{\text{tube,out}}) + \dot{Q}_{\text{in}} \frac{1}{C_{\text{P,tube}} \rho_{\text{tube}} V_{\text{tube}}} \\
\frac{dT_{\text{shell}}}{dt} = \frac{V_{\text{shell}}}{V_{\text{shell}}} (T_{\text{shell,in}} - T_{\text{shell,out}}) + \dot{Q}_{\text{in}} \frac{1}{C_{\text{P,shell}} \rho_{\text{shell}} V_{\text{shell}}}
\]  

Reboiler

\[
\frac{dM_{i}}{dt} = F_{\text{in}} x_{i,\text{in}} - V y_{i,\text{out}} - L x_{i,\text{out}} - \dot{Q}_{\text{reb}} \\
\rho C_{p} V \frac{dT_{\text{reb}}}{dt} = F_{\text{in}} x_{\text{in}} - V H y_{\text{out}} - L H L_{\text{out}} + \dot{Q}_{\text{reb}}
\]

The meanings of the main symbol parameters in the above Formulas (1)–(3) are shown in Table 2:

| Notation | Description | Notation | Description |
|----------|-------------|----------|-------------|
| $C_{Li}/C_{Gi}$ (kmol/m$^3$) | Liquid/gas phase concentration of component $i$ | $\dot{C}_{p}$ (kJ/mol) | Average molar liquid heat capacity |
| $F_{L}/F_{G}$ (m$^3$/s) | Liquid/gas volume flow | $T$ (K) | Temperature |
| $D_c$ (m) | Column inner diameter | $V$ (m$^3$) | Volume |
| $l$ (m) | Column height | $\dot{V}$ (m$^3$/s) | Volume flow rate |
| $\dot{Q}$ (kJ/s) | Heat transfer rate | $N_i$ (kmol/m$^2$s) | Mass transfer rate |
| $C_p$ (kJ/mol) | Heat capacity | $\rho$ (kmol/m$^3$) | Average molar density |
| $Q$ (kJ/m$^2$s) | Heat transfer rate | $H$ (kJ) | Enthalpy |
| $a^i$ (m$^2$/m$^3$) | Specific packing area | $Q_{\text{reb}}$ (kJ/s) | Heat input |

3. Algorithm of Economic Model Predictive Control

This section details the mathematical description of the EMPC algorithm and describes its optimization design problems [23–25].

Suppose that the system characteristics can be represented by a constrained discrete time system, as shown in Equation (4):

\[
x_{k+1} = f(x_k, u_k) \\
g(u_k, x_k) \leq 0
\]  

Set the economic target function to $E(x, u)$ and design the feedback rate $u_k = u(x_k)$ to control the PCC, which means that the EMPC controller stabilizes the PCC system and approximates the PCC to its minimum average economic performance cost:

\[
\lim_{N_p \to \infty} \frac{1}{N} \sum_{k=0}^{\infty} E(x_k, u_k)
\]

Defining steady-state optimization issues, this section builds a description of the predictive control of economic models based on terminal inequality constraints, as shown in Equations (6) and (7).

\[
\min_{x,u} E(x, u) \\
s.t. \quad x_k = F(x_k, u_k)
\]

Assuming that the solutions $(x_s, u_s)$ of Equations (6) and (7) are unique, the EMPC control algorithm can find a solution function $E(x, u)$. In addition, we assume that another point, except the unique solution, can be found; this point is defined as $(x, u)$. In the case of constraint $g(x, u) \leq 0$, make $E(x, u) < E(x_s, u_s)$; this means that the state does not meets the constraint $x = f(x, u)$.  

Differently from MPC, the economic performance function in EMPC is not necessarily positive for the optimal steady state. In EMPC, an economic real-time optimization performance objective in dynamic processes is used, other than the tracking target of steady-state points in MPC. The restriction of the steady-state constraints on the economic performance function is broken, and the economic function is directly used as the objective function of EMPC; the objective function and the constraints are shown in Equations (8) and (9). An EMPC problem is constituted based on terminal inequality constraints, which are written as \( \mathbb{R}(x) \) [26].

\[
\begin{align*}
\min (E(\hat{x}_k, u_k)) &= \min_{x_0 \ldots x_{Np}} \sum_{k=0}^{Np-1} E_{DOB}(\hat{x}_k, u_k) + V(x_{Np}) \tag{8} \\
\text{s.t.} & \begin{cases}
\dot{x}_{k+1} - f(\hat{x}_k, u_k) = 0, k = 0,1, \ldots N_p - 1 \\
g(\hat{x}_k, u_k) \leq 0, k = 0,1, \ldots N_p - 1 \\
(\hat{x}_k, u_k) \in \mathcal{Z} \\
x_k = x_k \\
x_{Np} \in \Omega
\end{cases} \tag{9}
\end{align*}
\]

In Equation (8), \( E_{DOB}(\hat{x}_k, u_k) \) is the economic target function appointed in EMPC; \( V(x_{Np}) \) is the terminal inequality constraint; \( N_p \) is the time domain step of the EMPC prediction; \( \Omega \) is the set of terminal steady-state constraints; \( \Omega \subseteq \mathbb{N} \) represents the tight terminal domain containing the steady-state point; \( \hat{x}_k \) is the state initial value of the EMPC at each rolling moment; and \( \hat{x}_k = x_k \) is the state initial value of the state variable \( x_k \) of the \( k \)-moment state.

Supposing that the optimal solution to the optimization question \( \mathbb{R}(x) \) is Equation (10):

\[
u^0(x) = \left\{ u^0(0; x), u^0(1; x), \ldots, u^0(N_p - 1; x) \right\} \tag{10} \]

The first element of the optimal solution set is used on the controlled plant to obtain the implicit control rate controlled by the forecast of the economic model, as shown in Equation (11).

\[
\gamma(x) = u^0(0; x) \tag{11}
\]

The corresponding economic model predicts the control of the closed-loop system, as shown in Equation (12).

\[
\hat{x}_{k+1} = F(\hat{x}_k, \gamma(\cdot)) \tag{12}
\]

In order to ensure the stability of EMPC, Equation (12) should tend toward stabilizing gradually; hence the feasibility and stability should be analyzed [27].

**Definition 1.** (Strict dissipation system): System \( \hat{x}_{k+1} = F(\hat{x}_k, u_k) \) is strictly dissipated relative to the supply rate \( s \), if there are storage functions \( \lambda \) and positive function \( \rho \) , so that all \( (x, u) \in \mathcal{Z} \) Equation (13) set up; then, the system is a high open system.

\[
\lambda(F(x, u)) - \lambda(x) \leq -\rho(x - x_s) + s(x, u) \tag{13}
\]

**Assumption 1.** (Constraint set nature): The collection \( \mathcal{Z} \) is tight.

**Assumption 2.** (Continuity of cost functions and systems): Functions \( E_{DOB}, F(\cdot) \) are continuous on set \( \mathcal{Z} \), and terminal cost functions \( V(\cdot) \) are continuous on set \( \Omega \).

**Assumption 3.** (Dissipative): System \( \hat{x}_{k+1} = F(\hat{x}_k, u_k) \) has an Equation (14) strict dissipation relative to the supply rate \( s(x, u) \).

\[
s(x, u) = E_{DOB}(x, u) - E_{DOB}(x_s, u_s) \tag{14}
\]
Assumption 4. (Continuity of storage functions): Storage function $\lambda(\cdot)$ is continuous on set $\mathbb{Z}$.

Assumption 5. (Stability hypothesis): There is a tight terminal domain $\Omega \in \mathbb{N}$, which contains a steady-state point $x_s$ and a control rate of $\gamma$, making Equation (15) valid.

$$V(F(x, \gamma(x)) \leq V(x) - E_{DOB}(x, \gamma(x)) + E_{DOB}(x_s, u_s) \quad \forall x \in \Omega$$

(15)

Assumption 6. For System (4), the supply function represented by Equation (16) is highly open.

$$s(x, u) = E_{DOB}(x, u) - E_{DOB}(x_s, u_s)$$

(16)

Assumption 7. Defines a given $V(\cdot)$ on collection $X$. If $V(\cdot)$ is continuous at the origin and $V(0) = 0$, there is a $K$ function, as $\alpha(\cdot)$, which makes Equation (17) valid.

$$V(x) \leq \alpha(|x|) \quad \forall x \in X$$

(17)

Theorem 1. If the above assumptions are true, the closed-loop system (12) tends to stabilize gradually at the ideal steady-state value.

Thus, the rolling optimization problem of EMPC is transformed into the traditional MPC rolling optimization problem, because the two optimization problems have the same optimal solutions. According to the traditional MPC stability proof ideas, Theorem 1 is proven [28], and thus the closed loop stability of the closed-loop system (12) is proven.

4. EMPC for Post-Combustion CO$_2$ Capture System Based on MEA

In order to study the application of the EMPC approach in the CO$_2$ capture system, Aspen Plus software is used for a dynamic behavior simulation and modelling. First, the steady-state model established is shown in Figure A1, in Appendix A. The result of the stable condition simulation is used as an initial value of the operation. Once the steady-state convergence of the system has been guaranteed, pump and valve modules are added, the relevant pressure drop is set and the pressure is exported as the driving type into Aspen Plus Dynamics for the dynamic simulation. The parameters of the main valves and pumps are shown in Table 3 and an established dynamic PCC model is shown in Figure A2, in Appendix A. A proportional controller is appended to manipulate the flue gas flow rate and the lean solvent flow rate, and is then connected in series with the CO$_2$ composition controller of the pure gas outlet. The purpose is to control the CO$_2$ concentration in the pure gas by adjusting the lean solvent flow rate.

Table 3. Valve and pump parameters in PCC process.

| Valve/Pump | V1   | V2   | V3 | V4 | V5 |
|------------|------|------|----|----|----|
| Outlet pressure (Mpa) | 2.014 | 2    | 2.09 | 10 | 10 | 10 |
| Controller action | Reverse | Reverse | Reverse | Direct | Direct | Reverse |
| Valid phases     | Vapor-only | Liquid-only | Liquid-only | Liquid-only | Vapor-only | Vapor-only |

In order to verify the effectiveness of the dynamic model, an open-loop step response experiment is designed; that is, a $\pm 20\%$ step is performed and implemented when the flue gas flow rate is 468 kg/h, and the dynamic changes in the system under different flue gas flow rates are analyzed. The dynamic test results are shown in Figure 2.
Figure 2. Dynamic test: (a) flue gas flow rate; (b) lean solvent flow rate; (c) pure gas $\text{CO}_2$ mass fraction; (d) pure $\text{CO}_2$-out $\text{CO}_2$ mass fraction; (e) reboiler extracted steam flow rate; (f) reboiler temperature.

From Figure 2, we can see that, when the flue gas flow rate increases by 20 percent (+20%), the $\text{CO}_2$ concentration in the purified gas rapidly increases to an instant peak value. Hence, due to the presence of the composition controller, the ratio of the flue gas flow rate and the lean solvent flow rate increase in time to make the $\text{CO}_2$ concentration return to the setpoint value. Due to the increase in the lean solvent flow rate, the outlet concentration of pure $\text{CO}_2$ reduces slightly, and, at the same time, the temperature of the reboiler will also reduce, but will eventually stabilize at the setpoint value. When the flue gas flow rate is reduced by 20 percent (−20%), this situation is similar to those analyzed above.

The modeling data are generated by the Aspen Plus Dynamics simulation platform. The excitation signals shown in Figures 3 and 4 are appended to the flue gas flow and lean solvent flow input ports, and the real output curve of the PCC system is shown in Figure 5.

Figure 3. Inlet flue gas flow rate excitation signal.

Figure 4. Inlet lean solvent flow rate excitation signal.
Figure 5. The actual output of the CO$_2$ capture system.

Next, the subspace identification approach is used, the state-space model of the PCC system is estimated directly using the obtained input and output data above and the sampling time is set to 36 s according to the sampling period of the actual system. The fitting curve between the real output and predicted output of the system is obtained, as shown in Figure 6. It can be known from the identification data that the system achieves a degree of fit of 96.42%, and a satisfactory fitting effect is obtained.

Figure 6. Comparison of subspace identification results.

Through the open-loop disturbance experiment, it is no longer necessary to establish a complex mechanism model, as such a trade-off model is beneficial to increase the simulation speed and facilitate the establishment of a control strategy model. The state space equation system matrix $[A_1, B_1, C_1, D_1]$ of the flue gas flow and CO$_2$ capture rate obtained by the System Identification toolbox in Matlab [29] are shown in Equation (18).

$$
A_1 = \begin{bmatrix}
-0.002324 & -0.0001103 \\
0.0001221 & 0
\end{bmatrix},\quad B_1 = \begin{bmatrix} 0.125 \\ 0 \end{bmatrix}^T,\quad C_1 = \begin{bmatrix}
-0.1065 \\
-0.01201
\end{bmatrix},\quad D_1 = -1.716
$$

(18)

The system state space matrix $[A_2, B_2, C_2, D_2]$ between the lean solution flow rate and capture rate are shown in Equation (19).

$$
A_2 = \begin{bmatrix}
-2192 & -48.91 & -0.3356 & -0.001478 \\
32 & 0 & 0 & 0 \\
0 & 0.25 & 0 & 0 \\
0 & 0 & 0.001953 & 0
\end{bmatrix},\quad B_2 = \begin{bmatrix} 16 \\ 0 \\ 0 \\ 0 \end{bmatrix}^T,\quad C_2 = \begin{bmatrix}
10.49 & 0.49 & 0.02748 & 0.0004766
\end{bmatrix},\quad D_2 = 0.04991
$$

(19)

Economic Performance Function Construction

Figure 7 is the schematic diagram of the economic predictive control of the PCC system.
According to the mathematical description of EMPC, the first step is to construct the economic performance index function in the schematic diagram. As shown in Equations (20)–(22) [30], the proportion of carbon emissions and lean solvent flow is comprehensively considered and combined with the capture rate. The difference between the actual capture rate of the system and the terminal constraint is taken as the third consideration factor. Hence, when the actual capture rate of the system is greater than the terminal constraint value, the value is not taken into consideration [31].

\[
\min E_{DOB} = \sum_{k=1}^{N_p} \left( N_t^T c_1 N_t + N_m^T c_2 N_m \right) + p c_3 p \tag{20}
\]

\[
s.t. \begin{cases} 
N_{m,\text{min}} \leq N_m \leq N_{m,\text{max}} \\
\Delta N_{m,\text{min}} \leq \Delta N_m \leq \Delta N_{m,\text{max}} \\
N_c < N_{c,\text{set}}, \quad p = N_{c,\text{set}} - N_c \\
N_c > N_{c,\text{set}}, \quad p = 0 
\end{cases} \tag{21}
\]

\[
N_t = Q_{\text{fluegas}} \times m_{\text{CO}_2} \times (1 - N_c) \tag{22}
\]

In the equation above, \( E_{DOB} \) presents the performance index function of economic energy efficiency; \( N_m \) is the lean solvent flow rate of the CO\(_2\) capture system after combustion; \( N_c \) is the capture rate of the CO\(_2\) capture system after combustion; \( N_{c,\text{set}} \) is the terminal constraint value of the system capture rate after \( N_p \) steps are predicted; \( N_t \) is the amount of CO\(_2\) emitted. The specific calculation equation of \( N_t \) is shown in Equation (22). \( \Delta N_m \) is the change rate corresponding to the system lean solvent flow; \( c_1, c_2 \) and \( c_3 \) are the amount of CO\(_2\) emitted by the system, lean solvent flow and the corresponding terminal constraint weight. \( p \) is calculated by comparing the system terminal constraint value with the actual catch rate of the system, as shown in Equation (21). \( m_{\text{CO}_2} \) is the mass fraction of CO\(_2\) in the inlet flue gas.

**5. Simulation and Analysis**

In this section, three simulation scenarios are considered. Namely, the first scenario is that the PCC system needs a higher carbon capture rate to meet the policy requirements of environmental protection and sustainable development, or, it means that the current carbon price is high and that the enterprise needs to obtain higher economic benefits; then, the proportion of carbon emissions needs to reduce relatively. The second scenario is, considering the actual situation, after coal or fossil fuel combusts, the CO\(_2\) capture system may be affected by flue gas flow fluctuations from upstream power plants, which will have a certain effect on the alleged output. The third scenario is, assuming that the system capture rate runs up to 90% and that the flue gas flow is 0.130 kg/s and remains unchanged, respectively, in the initial state, both the model prediction control and the economic model prediction control are applied to the system to guarantee the dynamic behavior and economic performance of the PCC system.
Simulation scenario 1: Suppose the system needs a higher carbon capture rate in order to meet the policy requirements of environmental protection and sustainable development, or in the case that the current carbon price is high and the factory needs to obtain higher economic benefits, then the proportion of carbon emissions needs to increase relatively. Take $c_1 = 40$, $c_2 = 3$, $c_3 = 7$.

Assuming that, in the initial state, the system capture rate is 90% and the flue gas flow remains unchanged; the system runs stably under this condition, and the EMPC is carried out on the PCC system. The control parameters of the economic model prediction controller are: $T_s = 36$, $N_p = 30$, $N_m = 5$; the range and rate of variation of the variables are shown in Table 4.

Table 4. Simulation 1: The range and rate of change in EMPC variables.

| Type                   | The Range of Changes | The Rate of Change |
|------------------------|----------------------|--------------------|
| Lean solvent flue gas  | 0.1–0.8 kg/s         | $\leq 0.00015$ kg/s |
| CO$_2$ capture rate    | 50–98%               | 0.00015 kg/s       |

Based on the selection of the controller parameters above, the simulation results are shown in Figure 8.

![Figure 8. Economic model predictive control of post-combustion CO$_2$ capture system.](image)

From Figure 8, it can be seen that, when the carbon emission restraint weight in the economic performance index is large, in order to obtain a higher capture rate to meet the actual requirements, the controller stabilizes the system capture rate at 93% of the high capture rate level after three stages of small variety, and does not exceed the upper limit of the system capture rate change set by the controller to meet the terminal constraint requirements.

Simulation scenario 2: Considering the true situation in the actual production, after coal combustion, the CO$_2$ capture system may be affected by flue gas flow fluctuations from upstream power plants, which will have a certain effect on the alleged output. Figure 9 simulates the small fluctuation trend of flue gas flow upstream of power plants. Assuming that, in the initial state, the system catch rate remains stable at 90%. The MPC control strategy and EMPC control strategy are applied to the system under flue disturbance. EMPC weights take $c_1 = 50$, $c_2 = 2.8$, $c_3 = 7$; the variation range and rate of the PCC system variables are shown in Table 3.
In Figure 10, the simulation results show that, when the flue gas flow changes in real time, the MPC controller constantly adjusts the control signals \( u(k + i|i), i = 0, 1, 2, \ldots, N - 1 \) to maintain the original set value, so the MPC obtains the control increment adjustment signals \( \Delta u(k + i|i), i = 0, 1, 2, \ldots, N - 1 \), which are relatively frequent, and the control signal \( u(k + i|i), i = 1 \) obtained by EMPC is basically maintained at 90% of the setpoint value. It can be seen that the EMPC in the system encountered the smoke real-time disturbance, and that it can still better control near its setpoint value.

Simulation scenario 3: Assuming that all states are their initial states \( x_0 \), the system capture rate is 90%, the flue gas flow rate is 0.130 kg/s and that they remain unchanged, the MPC and the EMPC are applied to the system, respectively.

For the MPC control strategy, at the initial moment, the MPC controller operates the PCC system steadily at a capture rate at percentage of 90 and a flue gas flow rate of 0.130 kg/s. When the system is running steadily at 1000 s, the setpoint value is increased from 90% to 95%. The parameters of MPC are: \( \Gamma_u = 0.56, \Gamma_y = 20, T_s = 36, N_p = 20, N_m = 25 \). For the EMPC control strategy, at the initial moment, the capture rate is set at 90% and the flue gas flow rate is 0.130 kg/s. The economic model prediction control is applied to the system when running at 1000 s. The terminal constraint is set to 95%, the control parameters selected by the economic model prediction controller are: \( T_s = 36, N_p = 30, N_m = 5 \) and the variation range and rate of the variables are shown in Table 5.

| Type                  | The Range of Changes | The Rate of Change |
|-----------------------|----------------------|--------------------|
| Lean solvent flue gas | 0.1–0.8 kg/s         | \( \leq 0.00015 \) kg/s |
| CO₂ capture rate      | 70–95%               | \( \leq 0.00015 \) kg/s |
In order to clearly compare the influence of MPC and EMPC on the economy of the PCC system, an index that reflects the economic performance is added, as shown in Equation (23).

\[ E_{DOB}(x, u) = c_1 N_t + c_2 N_m \]  

Equation (23) brings two important indicators, including carbon emissions \( N_t \) and the lean solvent flowrate \( N_m \), shown together in this equation, and the price factors correspond to the carbon emissions \( c_1 \) and the lean solvent flowrate \( c_2 \), respectively. The greater the value \( c_1 \) and \( c_2 \), the higher the price to pay, which means a poor economic performance. The weight is selected with simulation 2, and the simulation results are shown in Figures 11 and 12.

![Figure 11. The change curve of the catch rate of the CO\textsubscript{2} capture system after combustion.](image)

![Figure 12. Comparison of economic indicator values.](image)

The results of simulation scenario 3 show that the EMPC does not exceed 95% when running to 15,000 s, which meets the terminal constraints. Under the control of MPC and EMPC, the system can achieve the same steady state value. Compared with MPC, the process of EMPC's controlled variables reaching the steady-state value is more smooth, and, from the analysis of economic indicators in Figure 12, the EMPC's economic indicator value at each sampling point is less than MPC's value, which achieves the combination of a satisfactory control effect and economic benefit.

6. Conclusions

Based on the concept of environmental protection, regarding the economic benefit and control effect of the enterprise, an EMPC algorithm is implemented to control a PCC system in this paper. The purpose is to compensate for the shortcomings of the traditional MPC algorithm, which cannot take the economy into account and cannot realize the economic optimality of the PCC system in dynamics. The main conclusions are as follows.
1. The carbon emission index of the system and the energy consumption index of lean solvent are taken into account in the PCC system, and the economic optimization control of the carbon capture system can be realized under the condition of terminal constraints; thus, the employed EMPC controller can dynamically and flexibly adjust the relationship between its own carbon emission reduction function and lean solvent energy consumption. Through three simulation experiment scenarios, the economic performance of the proposed EMPC is verified, and the economic optimization control of the carbon capture system is realized;

2. Based on the subspace identification method, the state space model of a PCC process based on MEA is identified on the Aspen Plus platform, which produces the identification data. The effectiveness of the identified model is verified by designing an open-loop step response experiment. The satisfactory fitting effect and dynamic test results validate the effectiveness of the identified model. Then, the identified model is used as a predictive model in both MPC and EMPC;

3. Three simulation scenarios are considered in the validation. The simulation results show that, when the constraint weight of carbon emissions in the economic performance index is larger, in order to obtain a higher value of the capture rate to meet the actual requirements, the controller manipulates the PCC system though a small drop–rise–drop stage. The capture rate of the system is stable at the high capture rate level of 93%, and does not exceed the system capture rate set by the controller; then, it reaches the upper limit value in order to meet the terminal constraint requirements;

4. The simulation results show that, when the flue gas flow rate changes slightly in real time, the MPC constantly adjusts the controlled variable to maintain it at its original value, so the MPC-controlled variable is adjusted relatively frequently. While the EMPC-controlled variable is basically at 90%, it can be seen that the EMPC has better results when the PCC system encounters a real-time disturbance of flue gas; the EMPC controller runs near the setpoint value in order to maintain the required capture rate;

5. The result of simulation 3 shows that, when the EMPC runs to 15,000 s, it does not exceed 95%, which satisfies the terminal constraint. Under the action of the MPC and EMPC control, the PCC system can reach the same steady-state value. Compared with MPC, the controlled variable manipulated under the EMPC controller reaches the steady state value more gently. From the economic index analysis of Figure 12, at each sampling point, the PCC system under EMPC can obtain a larger economic index value, and a better control effect and economic benefit are realized.

Author Contributions: Conceptualization, C.M., A.A. and W.Z.; methodology, C.M. and W.Z.; validation, Y.Z., A.A. and W.Z.; formal analysis, investigation, C.M.; resources, Y.Z.; data curation, W.Z.; writing—original draft preparation, Y.Z.; writing—review and editing, C.M.; visualization, W.Z.; supervision, A.A.; project administration, A.A.; and funding acquisition, A.A. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Science Foundation of China (61563032, 61963025); Project (18J3RA133) supported by Gansu Basic Research Innovation Group, China; Open Fund Project of Industrial Process Advanced Control of Gansu Province (2019KFJ02).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the corresponding author. The data are not publicly available due to the large amount of data from commercially available simulation software.

Conflicts of Interest: The authors declare no conflict of interest.
Abbreviations

The following abbreviations are used in this manuscript:

- **CO₂**: Carbon dioxide
- **CCUS**: Carbon capture, utilization and storage
- **EMPC**: Economic model predictive control
- **NMPC**: Nonlinear model predictive control
- **MEA**: Monoethanolamine
- **MPC**: Model predictive control
- **PCC**: Post-combustion CO₂ capture

Appendix A

Figure A1. Schematic diagram of steady-state PCC process developed on the Aspen Plus platform.

Figure A2. Schematic diagram of dynamic PCC process developed on the Aspen Plus Dynamics platform.
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