SPECTRAL ALGORITHMS OPTIMALLY RECOVER (CENSORED) PLANTED DENSE SUBGRAPHS
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Abstract. We study spectral algorithms for the planted dense subgraph problem (PDS), as well as for a censored variant (CPDS) of PDS, where the edge statuses are missing at random. More precisely, in the PDS model, we consider \( n \) vertices and a random subset of vertices \( S^* \) of size \( \Omega(n) \), such that two vertices share an edge with probability \( p \) if both of them are in \( S^* \), and all other edges are present with probability \( q \), independently. The goal is to recover \( S^* \) from one observation of the network. In the CPDS model, edge statuses are revealed with probability \( t \log n / n \). For the PDS model, we show that a simple spectral algorithm based on the top two eigenvectors of the adjacency matrix can recover \( S^* \) up to the information theoretic threshold. Prior work by Hajek, Wu and Xu required a less efficient SDP based algorithm to recover \( S^* \) up to the information theoretic threshold. For the CDPS model, we obtain the information theoretic limit for the recovery problem, and further show that a spectral algorithm based on a special matrix called the signed adjacency matrix recovers \( S^* \) up to the information theoretic threshold.

1. Introduction

The problem of finding densely connected clusters in a large network is an important machine learning task on network data. A canonical probabilistic formulation of this problem is made by “planting?? a dense substructure on a special subset of nodes \( S^* \) inside a random graph. Specifically, in the planted dense subgraph problem (PDS), two vertices in \( S^* \) share an edge with probability \( p \), and all other connections are present independently with probability \( q \). Often, the goal is to recover \( S^* \) based on an unlabeled observation of the network. If \( p = 1 \), the problem reduces to the well-known planted clique problem [4, 14]. The central questions in these areas are: (1) designing efficient algorithms for recovering the planted substructure, (2) finding parameter regimes when the recovery would be information theoretically impossible, as well as (3) showing parameter regimes where the recovery would be information theoretically possible, but known algorithms would fail (i.e. there is a computational versus statistical gap). We refer the reader to the survey of Wu and Xu [16] for a detailed account on the recent developments on this topic and further references.

If the size of the planted dense subgraph is \( |S^*| = \Theta(n) \), then there is no computational versus statistical gap in the PDS model, as shown by Hajek, Wu, and Xu [9]. We will focus on this regime throughout the paper. In this regime, Hajek, Wu, and Xu [10] considered the planted dense subgraph problem when there is no missing data, \( p, q = \Theta(\log n / n) \) (\( n \) being the number of nodes). They show that a semidefinite program (SDP) relaxation of the Maximum-Likelihood estimator recovers the hidden subgraph, up to the information theoretic threshold.

Our main interest in this paper is in studying the following two aspects of the planted dense subgraph problem.
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We consider a censored version of the planted dense subgraph problem. Here the statuses of some edges are unknown as is often the case in real network inference problems.

We are interested in the power of a weaker class of algorithms than SDPs, i.e., spectral algorithms. While spectral algorithms are considered to be weaker, they are usually more efficient as compared to SDP based algorithms. For example, to solve SDP’s such as the one in [10], even faster versions of the Interior Point Method are known to take $\Omega(n^{2\omega+1/2})$ time [12], where $\omega$ is the exponent of matrix multiplication (currently the best known value is $\omega = 2.37286$ [3]). On the other hand, spectral decomposition can be computed in $O(n^\omega)$ time [5], and in fact, finding only the top eigenvectors using power-iteration on sparse random matrices takes only $O(n \log^2 n)$ time, see Remark 2.1.

This gives rise to the following main questions that we address in this paper:

Are there simple spectral algorithms that are optimal for recovering planted dense subgraphs? If so, can we design optimal algorithms when additionally there is missing data?

**Our Contributions.**

1. We first study spectral algorithms for the PDS model in the set up of Hajek, Wu and Xu [10]. Our result shows that a simple spectral algorithm based on a linear combination of the top two eigenvectors of the adjacency matrix succeeds in exact recovery up to the information theoretic threshold (see Theorem 2.1).

2. Next we consider the recovery problem in the censored version when the information about the edge statuses are missing at random (see Definition 1.1). To the best of our knowledge, the PDS model with missing data had not been studied in the literature. We obtain the information theoretic threshold in the censored set up (see Theorem 1.3). To design an efficient algorithm, we consider an operator called the signed adjacency matrix (see (2.1)), and show that a linear combination of the top two eigenvectors of this signed adjacency matrix can recover the PDS up to the information theoretic threshold (see Theorem 2.2). Our results focus on the parameter regimes where there are no computational versus statistical gaps.

**1.1. Model description and objective.** We start by describing the model for the planted subgraph recovery problem, and a version of the model with missing data.

**Definition 1.1 (PDS and Censored PDS model).** In the Planted Dense Subgraph Problem, there are $n$ vertices, labeled $\{1, 2, \ldots, n\}$ and $S^* \subset [n]$, a random subset of size $K$. A pair of vertices $\{i, j\}$ is connected with probability $p$ if $i, j \in S^*$. Otherwise, the pair is connected with probability $q$. We refer to this as the PDS model, denoted by PDS$(p, q, K)$.

In the Censored Planted Dense Subgraph Problem, we additionally have each edge status being revealed to us independently with probability $\alpha$. The output is a graph with edge statuses given by $\{\text{present}, \text{absent}, \text{censored}\}$. We denote this model by CPDS$(p, q, \alpha, K)$.

**Objective.** We are given an observation of the graph $G$ from either the PDS$(p, q, K)$ model or the CPDS$(p, q, \alpha, K)$ model (with edge statuses given by $\{\text{present}, \text{absent}, \text{censored}\}$), and the vertex labels removed. We want to recover $S^*$ exactly, i.e., we want to find an estimator $\hat{S}_n \subset [n]$ such that

$$\lim_{n \to \infty} \mathbb{P}(\hat{S}_n = S^*) = 1. \quad (1.1)$$

Throughout, we will assume that $K, p, q$ are known.

**1.2. Main results.** We will first consider spectral recovery on the PDS model for the regime when

$$p = \frac{a \log n}{n}, \quad q = \frac{b \log n}{n}, \quad K = \lfloor \rho n \rfloor,$$

$a, b, \rho$ are fixed constants. \quad (1.2)
To state the result, define
\[
 f(a, b) := a - \left( \frac{a - b}{\log a - \log b} \right) \log \left( \frac{ea(\log a - \log b)}{a - b} \right),
\]
(1.3)
for \( a, b > 0 \) such that \( a \neq b \). Additionally, (for \( a, b \geq 0 \)) define \( f(a, 0) = a, f(0, b) = b, \) and \( f(a, a) = 0 \). The function \( f(a, b) \) is symmetric in its arguments. Our first main result is the following.

**Theorem 1.1.** Consider the PDS model with parameters given by (1.2), and assume \( \rho f(a, b) > 1 \), then there is a spectral algorithm that outputs \( \hat{S}_n \) such that
\[
 \lim_{n \to \infty} P(\hat{S}_n = S^*) = 1.
\]

Hajek et al. [10] showed that the recovery of \( S^* \) is information theoretically impossible if \( \rho f(a, b) < 1 \). Therefore, Theorem 2.1 shows that a spectral algorithm works up to the information theoretic threshold. The spectral algorithm is described in Algorithm 2. The achievability and impossibility parameter regimes in the PDS model are summarized by Figure 1.

![Figure 1. Phase diagram for the PDS model, for \( \rho = \frac{1}{4} \). In the green region, estimation of \( S^* \) is possible by a spectral algorithm, while in the blue region, it is information-theoretically impossible.](image)

The results for the CPDS model will be stated in terms of a Chernoff–Hellinger divergence, introduced by Abbe and Sandon [2].

**Definition 1.2** (Chernoff–Hellinger Divergence). Given two vectors \( \mu, \nu \in (\mathbb{R}_+ \setminus \{0\})^k \), define
\[
 D_x(\mu, \nu) = \sum_{i \in [k]} [x\mu_i + (1 - x)\nu_i - \mu_i^x \nu_i^{1-x}] \quad \text{for } x \in [0, 1].
\]
The Chernoff–Hellinger divergence of \( \mu \) and \( \nu \) is defined as
\[
 \Delta_+(\mu, \nu) = \max_{x \in [0,1]} D_x(\mu, \nu).
\]
(1.4)
Given \( p, q \in [0, 1] \), we simply write \( \Delta_+(p, q) \) for \( \Delta_+((p, 1 - p), (q, 1 - q)) \). We also define \( \Delta_+(p, q) \) when \( |\{p, q\} \cap \{0, 1\}| \geq 1 \) by taking the continuous extension, which yields \( \Delta_+(p, q) = |p - q| \) in these cases.

The main result for the CPDS model is the following.

**Theorem 1.2.** Consider the CPDS(\( p, q, \alpha, K_n \)) model from Definition 1.1 with \( K_n = \lfloor \rho n \rfloor \) for some fixed \( \rho, p, q \in (0, 1) \). Then the following hold for the CPDS model. Let \( \alpha_n = t \log n / n \). Suppose that \( tp\Delta_+(p, q) > 1 \). Then there is a spectral algorithm whose output \( \hat{S}_1 \) satisfies \( \lim_{n \to \infty} P(\hat{S}_1 = S^*) = 1 \).

The next result finds the information theoretic threshold for the CPDS model.
Figure 2. Phase diagram for the CPDS model, for $\rho = \frac{1}{4}$ and $t = 100$. In the green region, estimation of $S^*$ is possible by a spectral algorithm, while in the blue region, it is information-theoretically impossible.

**Theorem 1.3.** Consider the CPDS($p, q, \alpha, K_n$) model from Definition 1.1 with $K_n = \lfloor \rho n \rfloor$ for some fixed $\rho \in (0, 1)$. Suppose that $\min(p_n, q_n, 1-p_n, 1-q_n) = n^{-o(1)}$, and
\[
\limsup_{n \to \infty} \frac{\alpha_n n}{\log n} \times \rho \Delta_+(p_n, q_n) < 1.
\] (1.5)

Given the unlabeled observation $G$ from CPDS($p, q, K, \alpha$), we have that any estimator $\hat{S}_n$ satisfies
\[
\lim_{n \to \infty} \mathbb{P}(\hat{S}_n = S^*) = 0.
\]

The achievability and impossibility parameter regimes in the CPDS model are summarized by Figure 2, in the case where $p, q, t, \rho$ are constants. Next, we relate the achievability conditions for the PDS and the CPDS problems. In particular, we prove the following.

**Lemma 1.4.** Let $a, b > 0$ be constants. Suppose $\alpha_n \equiv \frac{t_n \log n}{n}$, $\lim_{n \to \infty} p_n t_n = a$, and $\lim_{n \to \infty} q_n t_n = b$, where $p_n, q_n = o(1)$. Then $\lim_{n \to \infty} t_n \Delta_+(p_n, q_n) = f(a, b)$.

In light of this lemma, we now have the following result for the CPDS problem that exhibits identical impossibility and recovery regimes when $p_n, q_n = o(1)$ as compared to the PDS problem in Theorem 1.1.

**Corollary 1.5.** Consider the CPDS($p_n, q_n, \alpha_n, K_n$) model from Definition 1.1 with $K_n = \lfloor \rho n \rfloor$, where $\rho \in (0, 1)$ is fixed. Let $a, b > 0$ be constants satisfying $\alpha_n p_n = \frac{a \log n}{n}$, $\alpha_n q_n = \frac{b \log n}{n}$. Moreover, let $p_n, q_n = o(1)$. Then the following hold:

1. If $\rho f(a, b) > 1$, then there is a spectral algorithm that recovers $S^*$ with probability $1 - o(1)$.
2. If $\rho f(a, b) < 1$, then every algorithm fails to recover $S^*$ with probability $1 - o(1)$.

**Proof.** To prove the first statement, let $A'$ be the matrix where $A'_{ij} = 1$ if the edge $\{i, j\}$ is present and $A'_{ij} = 0$ otherwise. That is, we encode both the censored and absent edges by 0. Observe that $A'$ is distributed as the adjacency matrix of PDS($\frac{a \log n}{n}, \frac{b \log n}{n}, K_n$). The first statement then follows from Theorem 1.1.

The second statement follows from Theorem 1.3 and Lemma 1.4. $\square$

The next result highlights the optimality of spectral algorithms under a more general parameter regime.

**Theorem 1.6.** Consider the CPDS($p_n, q_n, \alpha_n, K_n$) model from Definition 1.1 with $K_n = \lfloor \rho n \rfloor$, where $\rho \in (0, 1)$ is fixed. Let $a, b > 0$ be constants satisfying $\alpha_n p_n = \frac{a \log n}{n}$, $\alpha_n q_n = \frac{b \log n}{n}$. Then the following hold:
(1) If  \( \liminf_{n \to \infty} \frac{\alpha_n}{\log n} \times p \Delta_+(p_n, q_n) > 1 \), then there is a spectral algorithm that recovers \( S^* \) with probability \( 1 - o(1) \).

(2) If  \( \limsup_{n \to \infty} \frac{\alpha_n}{\log n} \times p \Delta_+(p_n, q_n) < 1 \) and \( \min(1 - p_n, 1 - q_n) = n^{-o(1)} \), then every algorithm fails to recover \( S^* \) with probability \( 1 - o(1) \).

Note that Corollary 1.5 also follows directly from Theorem 1.6.

1.3. Proof ideas. We first give some intuition behind the success of spectral algorithms for estimating \( S^* \). Let \( A^* = \mathbb{E}[A] \) be the expected value of the adjacency matrix. Then \( A^* \) is a rank-2 matrix with two non-zero eigenpairs \((\lambda_1^*, u_1^*)\) and \((\lambda_2^*, u_2^*)\), where \( \lambda_1^* \geq \lambda_2^* \). Both eigenvectors are block eigenvectors, taking on one value on entries corresponding to \( S^* \), and another value on entries corresponding to \([n] \setminus S^*\). Given the matrix \( A \), we can compute its eigenpairs \((\lambda_1, u_1), (\lambda_2, u_2), \ldots\), where \( \lambda_1 \geq \lambda_2 \geq \ldots \). Drawing on eigenvector perturbation theory, one might expect \( u_1, u_2 \) to qualitatively behave like \( u_1^*, u_2^* \). However, for the exact recovery problem, one needs a strong bound on the \( \ell_\infty \) norm, referred to as an entrywise perturbation bound. That is, if it were the case that \( \|u_1 - u_1^*\|_\infty \) and \( \|u_2 - u_2^*\|_\infty \) are small, then we could threshold the values of \( u_1 \) or \( u_2 \) in order to accurately estimate \( S^* \).

Unfortunately, \( u_1 \) and \( u_2 \) are not well enough approximated by \( u_1^* \) and \( u_2^* \) in an entrywise sense. On the other hand, work by Abbe, Fan, Wang and Zhong [1] identifies conditions under which an eigenvector \( u_i \) of a random matrix \( A \) is well-approximated by a different vector, namely the ratio \( Au_i/\lambda_i \). Such a ratio is often straightforward to analyze; in community detection scenarios, each entry of \( Au_i/\lambda_i \) is a weighted summation of independent Bernoulli random variables. Abbe et al. [1] applied their entrywise eigenvector analysis technique in order to show optimality of a simple spectral algorithm for community detection in the SBM (see [1, Theorem 3.2]), in addition to other estimation problems involving matrices (\( \mathbb{Z}_p \)-synchronization and noisy matrix completion). Recently, the authors applied the entrywise eigenvector analysis technique to show that a spectral algorithm is optimal for the community detection problem in a censored SBM [7].

One important distinction in our work compared to the community detection literature is that in community detection, we seek to determine the communities up to a global flip of the community labels. On the other hand, in the PDS model, we need to specifically identify the vertices within the planted dense subgraph. The entrywise eigenvector analysis technique allows us to bound

\[
\min_{s \in \{-1,1\}} \left\| su_i - \frac{Au_i^*}{\lambda_i^*}\right\|_\infty.
\]

That is, we can show that \( u_i \) or \( -u_i \) is close to \( Au_i/\lambda_i \) in an entrywise sense, but the technique gives us no way to disambiguate the two options. Moreover, we use a weighted combination \( u_1 \) and \( u_2 \) in the PDS algorithm, with weights \( c_1^* \) and \( c_2^* \). We are able to show that

\[
\min_{s_1, s_2 \in \{-1,1\}} \left\| s_1 c_1^* u_1 + s_2 c_2^* u_2 - A \left( \frac{c_1^* u_1^*}{\lambda_1^*} + \frac{c_2^* u_2^*}{\lambda_2^*} \right) \right\|_\infty
\]

is small, so that the recovery performance of \( s_1 c_1^* u_1 + s_2 c_2^* u_2 \) matches the recovery performance of \( A \left( \frac{c_1^* u_1^*}{\lambda_1^*} + \frac{c_2^* u_2^*}{\lambda_2^*} \right) \), for those \( s_1, s_2 \) which minimize the above expression. It remains to determine \( s_1 \) and \( s_2 \), which amounts to determining the orientations of \( u_1 \) and \( u_2 \). Given two choices for \( s_1 \) and \( s_2 \), we obtain four candidate linear combinations, and therefore four candidates estimates of \( S^* \). In order to determine which one is correct, we choose the one that maximizes the likelihood of the observed adjacency matrix \( A \). Since choosing the correct orientation amounts to maximizing the likelihood over a restricted number of candidates, we determine the regime where the Maximum Likelihood estimator succeeds in recovering the communities. In this regime, it suffices to show that \( S^* \) is one of the four candidates, with high probability.

The weights \( c_1^* \) and \( c_2^* \) cannot be arbitrary, but must be chosen correctly in order to achieve our optimal results. Using the insight that \( c_1^* u_1 + c_2^* u_2 \) (in the correct orientation) behaves like
\[ v := A \left( \frac{c_1 u_1}{\lambda_1} + \frac{c_2 u_2}{\lambda_2} \right), \]

we choose the weights so that the vector \( v \) optimally recovers the planted dense subgraph. In particular, we choose the weights so that

\[ v_i = \frac{1}{\sqrt{K}} \sum_{j \in S^*} A_{ij}. \]

The spectral algorithm for the CPDS model is similar in spirit to the spectral algorithm for the PDS model. The key difference is that unlike in the PDS model, where each pair of vertices is associated with one of two possible observations (present, absent), each pair of vertices is associated with one of three possible observations (present, absent, censored). Therefore, the adjacency must be encoded using three numeric values. The choice of encoding matrix in (2.1) is such that it balances the relative information contributed by revealed edges and non-edges. Recently, [7] studied spectral algorithms using such signed adjacency matrices for community detection on a censored version of the stochastic block model. It was shown that while the spectral algorithms using signed adjacency matrices are optimal when within community edge probabilities are same, it may be the case that these spectral algorithms are sub-optimal when within community edge probabilities are different (cf. [7, Theorem 2.6]). Note that the CPDS model would correspond to a censored stochastic block model, where the within community edge probabilities are different, and moreover, the community sizes are asymptotically unequal. The results in this paper show that these spectral algorithms are still optimal for the recovery problem in CPDS and in particular are in contrast with the counterexamples provided in [7, Theorem 2.6]. Finally, our analysis of the spectral algorithm in the censored case requires us to additionally show that the Maximum Likelihood Estimator (MLE) achieves exact recovery up to the information-theoretic threshold (see Lemma 4.1).

The proof for the impossibility of recovery follows by showing that the Maximum a Posteriori (MAP) estimator, which is an optimal estimator, would fail in recovering \( S^* \). The idea is closely related to the analysis of the Censored SBM in [7]. We first show that the MAP and MLE are equivalent, and then identify a condition under which the MLE fails to determine \( S^* \). The condition requires several pairs of vertices, such that if we swap their assignments, the likelihood of the observed graph does not change. If there are enough such pairs, then the MLE is likely to fail in determining \( S^* \).

1.4. Discussion and future work. Our work leaves several directions for future work.

(1) We focus on the case where \( K = \Theta(n) \). While the entrywise eigenvector analysis method of [1] allows us to handle slightly sublinear \( K \), it does not allow us to match existing results for SDPs. When \( K = \omega \left( \frac{n}{\log n} \right) \), the SDP threshold matches the information-theoretic threshold with sharp constants [11]. On the other hand, when \( K = o \left( \frac{n}{\log n} \right) \), then the SDP is order-wise suboptimal [11]. Finally, if \( K = \Theta \left( \frac{n}{\log n} \right) \), then the SDP is suboptimal by a constant factor, though order-wise optimal [11]. It was conjectured that a spectral algorithm would require a stronger signal than the SDP algorithm. Comparing the performance of SDPs and spectral algorithms for sublinear \( K \) is an interesting avenue for future work.

(2) Can the optimality of spectral algorithms be generalized to related problems, such as submatrix localization? In the CPDS model, can we consider a more general censoring distribution that can model the case where the edges statuses are not missing at random?

(3) Since the degree distribution of nodes inside \( S^* \) and outside \( S^* \) are different, it is natural to ask how Belief-Propagation or approximate message passing perform. This is of special interest when \( K = o(n) \). Some related work for the hidden-clique problem and for the block model includes [6, 15].

Organization. The remainder of the paper is structured as follows. We start by setting up some preliminary notation below. In Section 2 we provide the main algorithms and state the main algorithmic results. The analyses of the spectral algorithms for PDS and CPDS are provided respectively in Sections 3 and 4. We finally prove the impossibility result for CPDS in Section 5, in addition to demonstrating the tightness of our results under a more general parameter regime.
Notation. For a vector \( x \in \mathbb{R}^n \), we define \( \|x\|_2 = (\sum_{i=1}^n x_i^2)^{1/2} \) and \( \|x\|_\infty = \max_i |x_i| \). For a matrix \( M \in \mathbb{R}^{n \times d} \), we use \( M_i \) to refer to its \( i \)-th row, represented as a row vector. Given a matrix \( M \), \( \|M\|_2 = \max_{\|x\|_2=1} \|Mx\|_2 \) is the spectral norm, and \( \|M\|_2 \to \infty = \max_i \|M_i\|_2 \) is the matrix 2 \( \to \infty \) norm. We use the convention that logs denote natural logarithm, and write \( \log^k(n) \) to mean \((\log(n))^k\). Finally, given two sequences \( \{s_n\}_{n=1}^\infty \) and \( \{r_n\}_{n=1}^\infty \), we write \( s_n \asymp r_n \) when \( \lim_{n \to \infty} \frac{s_n}{r_n} = 1 \).

### 2. Main Algorithms

2.1. Spectral recovery of PDS. We will first consider spectral recovery on the PDS model for the regime when the parameters are given by (1.2). The algorithm uses a linear combination of the top two eigenvectors of the adjacency matrix. Let us start by describing how to calculate the coefficients of this linear combination:

**Algorithm 1** Calculation of weights

**Input:** An \( n \times n \) matrix \( B \) of rank 2, and a \( K \in \mathbb{N} \).

**Output:** A pair of weights.

1. Find the top two eigenpairs of \( B \), denoting them \((\gamma_1, w_1)\) and \((\gamma_2, w_2)\), where \( \gamma_1 \geq \gamma_2 \).
2. Letting \( v_{s^*} \) be the vector whose first \( K \) entries are \( 1/\sqrt{K} \) and whose other entries are 0, let \( c_1^* \) and \( c_2^* \) be such that \( \frac{c_1^* \log(n)}{\gamma_1} w_1 + \frac{c_2^* \log(n)}{\gamma_2} w_2 = v_{s^*} \).
3. Return \((c_1^*, c_2^*)\).

Based on the weights above, we now describe the spectral algorithm:

**Algorithm 2** Spectral recovery in the PDS model

**Input:** Parameters \( a, b \), and \( K \); an adjacency matrix \( A \) of PDS model with parameters in (1.2).

**Output:** An estimate of the planted dense subgraph vertices.

1. Let \( B \) be the matrix where \( B_{ij} = \frac{a \log n}{n} \) when \( i,j \leq K \), and \( B_{ij} = \frac{b \log n}{n} \) otherwise.
2. Apply Algorithm 1 to \((B, K)\), obtaining the weights \((c_1^*, c_2^*)\).
3. Compute the top two eigenpairs of \( A \), denoting them \((\lambda_1, u_1)\) and \((\lambda_2, u_2)\), where \( \lambda_1 \geq \lambda_2 \geq \cdots \).
4. Let \( U = \{s_1 c_1^* u_1 + s_2 c_2^* u_2 : s_1, s_2 \in \{-1, 1\}\} \).
5. For each \( u \in U \) identify \( \hat{S}(u) \) as the set of vertices with the \( K \) largest entries in the vector \( u \).
6. Return \( \hat{S}(u) \) which maximizes the likelihood \( P(A|S^* = \hat{S}(u)) \), over \( u \in U \).

To state the result, recall the definition of \( f \) from (1.3). The following result implies Theorem 1.1.

**Theorem 2.1.** Consider the PDS model with parameters given by (1.2), and let \( \hat{S}_n \) be the output of Algorithm 2. If \( \rho f(a, b) > 1 \), then \( \lim_{n \to \infty} \mathbb{P}(\hat{S}_n = S^*) = 1 \).

As remarked earlier, the recovery of \( S^* \) is information theoretically impossible if \( \rho f(a, b) < 1 \) as shown in [10]. Hence, Theorem 2.1 proves optimality of Algorithm 2.

**Remark 2.1.** To analyze the runtime of Algorithm 2, note that Steps 1 and 2 are not data-dependent, and can therefore be precomputed. The runtime then depends on Steps 3, 5, and 6. In order to compute the eigenpairs in Step 3, one can use the power method on the matrix \( A^T A \). Letting \( \lambda_1^* \) and \( \lambda_2^* \) be the eigenvalues of \( E[A] \), Weyl’s inequality states that \( |\lambda_1 - \lambda_1^*|, |\lambda_2 - \lambda_2^*| \leq \|A - E[A]\|_2 \).

In Lemma 3.3, we show that \( \|A - E[A]\|_2 = O(\sqrt{\log n}) \) with high probability. On the other hand,
we will show that \( \lambda_1^*, \lambda_2^* = \Theta(\log n) \). Therefore, the spectral gap of \( A^TA \), which is \( \delta = \frac{\lambda_2^* - \lambda_1^*}{\lambda_1^*} \), is \( \Theta(1) \). Since the power method converges in \( O(\log(n)/\delta) \) iterations (see e.g. [8]), and each iteration requires \( O(n \log n) \) time for multiplication of \( A^TA \) by a vector, the overall runtime of computing the top eigenvector of \( A \) is \( O(n \log^2(n)) \). To obtain the second eigenvector, we can deflate \( A \) by substracting \( \lambda_1 u_1 u_1^T \). By similar analysis, the power method will require \( O(n \log^2(n)) \) time to obtain the second eigenvector. Next, Step 5 requires sorting four vectors of length \( n \), which can be done in \( O(n \log n) \) time. Step 6 requires counting the number of edges within each of the four estimated dense subgraphs. Given a sparse representation of \( A \), this can be done in time \( O(n \log n) \). Therefore, the overall runtime of Algorithm 2 is \( O(n \log^2(n)) \), significantly faster than what would be possible with standard SDP algorithms.

2.2. Spectral recovery for CPDS. We next describe a simple spectral algorithm that can recover the planted dense subgraph in the censored model up to the information theoretic boundary. Our spectral algorithm uses a \textit{signed adjacency matrix} representation, denoted by \( A \). We define

\[
A_{ij} = \begin{cases} 
1 & \text{if } \{i, j\} \text{ is present} \\
-y & \text{if } \{i, j\} \text{ is absent} \\
0 & \text{if } \{i, j\} \text{ is censored}
\end{cases}
\]  

(2.1)

where

\[
y(p, q) = \log \frac{1-q}{1-p} \cdot \log \frac{p}{q}.
\]

(2.2)

for \( 0 < p, q < 1 \). Recently the authors studied spectral algorithms on such signed adjacency matrices, to perform community detection on a censored version of the Stochastic Block Model [7]. Note that the CPDS model would correspond to a stochastic block model, where the edge probabilities inside community 1 is \( p \), and the edge probabilities inside community 2 and between two communities are \( q \). While [7] had shown that spectral algorithms based on the top two eigenvectors of a signed adjacency matrix may not work up to the information theoretic threshold (cf. [7, Theorem 2.6]), we will show that these algorithms are optimal for the planted dense subgraph recovery problem.

Let us now describe the spectral algorithm for recovery in CPDS:

\begin{algorithm}
\textbf{Algorithm 3 Spectral recovery in the CPDS model} \\
\textbf{Input:} Parameters \( p, q, \alpha, \) and \( K \); a signed adjacency matrix \( A \) computed from an unlabeled observation of CPDS(\( p, q, \alpha, K \))
\textbf{Output:} An estimate of the planted dense subgraph vertices
1. Let \( B \) be the matrix where \( B_{ij} = \alpha (p - y(p, q)(1 - p)) \) for \( i, j \leq K \), and \( B_{ij} = \alpha (q - y(p, q)(1 - q)) \) otherwise.
2. Apply Algorithm 1 to \( B \), obtaining the weights \( (c_1^*, c_2^*) \).
3. Compute the top two eigenpairs of \( A \), denoting them \( (\lambda_1, u_1) \) and \( (\lambda_2, u_2) \), where \( \lambda_1 \geq \lambda_2 \geq \cdots \).
4. Let \( U = \{ s_1 c_1^* u_1 + s_2 c_2^* u_2 : s_1, s_2 \in \{-1, 1\} \} \).
5. For each \( u \in U \) identify \( \hat{S}(u) \) as the set of vertices with the \( K \) largest entries in the vector \( u \).
6. Return \( \hat{S}(u) \) which maximizes the likelihood \( \mathbb{P}(A|S^* = \hat{S}(u)) \), over \( u \in U \).
\end{algorithm}

One can show that the runtime of Algorithm 3 is \( O(n \log^2(n)) \), by a similar analysis to that of Algorithm 2.

The following result implies Theorem 1.2.
Theorem 2.2. Let $K = [pn]$, where $\rho \in (0, 1)$ is fixed. Suppose $p, q$ are constants such that $p, q \in (0, 1)$ and $\alpha = t \log n / n$. Let $S_1$ be the output of Algorithm 3. If $t \rho > 1 / \Delta_p(p, q)$, then $\lim_{n \to \infty} P(S_1 = S^*) = 1$.

Note that the second result in Theorem 2.2 allows for sparsity in the underlying random graph. However, for sparse $p$, we need more of the network to be uncensored. Notice also that the spectral algorithm in the second part uses the usual adjacency matrix, rather than the signed adjacency matrix.

3. Analyzing spectral algorithms for PDS

In this section, we analyze Algorithm 2 and complete the proof of Theorem 2.1. We apply the method of entrywise perturbation analysis of eigenvectors developed recently by Abbe, Fan, Wang, and Zhong [1]. We will show the following:

**Lemma 3.1.** Let $c_1, c_2$ be constants. Then with probability $1 - O(n^{-3})$,

$$
\min_{s_1, s_2 \in \{-1, 1\}} \left\| s_1 c_1 u_1 + s_2 c_2 u_2 - \left( \frac{A u_1^*}{\lambda_1} + c_2 \frac{A u_2^*}{\lambda_2} \right) \right\|_\infty \leq \frac{C}{\log \log(n) \sqrt{n}},
$$

where $C = C(a, b, \rho, c_1, c_2)$ is a constant depending on $a, b, \rho, c_1$, and $c_2$.

Given Lemma 3.1, we can analyze the output of Algorithm 2 by analyzing the vector $A v_{S^*}$, where $A v_{S^*}$ is described in Algorithm 1.

**Proof of Theorem 2.1.** Since we are in the achievable regime of the PDS model (due to [10]), the Maximum A Posteriori (MAP) estimator also recovers $S^*$ with high probability. Since $S^*$ is chosen uniformly at random from all size-$K$ subsets of $[n]$, then also the Maximum Likelihood estimator (MLE) recovers $S^*$ with high probability. The success of the MLE implies that with high probability,

$$
P(A|S^*) > \max_{S \neq S^*} P(A|S^* = S).
$$

Recall that Algorithm 2 forms the set $U = \{s_1 c_1 u_1 + s_2 c_2 u_2 : s_1, s_2 \in \{-1, 1\}\}$, and chooses the element $u \in U$ which maximizes the likelihood $P(A|S^* = S(u))$. In light of (3.2), it suffices to show that $S^* \in \{S(u) : u \in U\}$.

Note that $c_1^*, c_2^*$ are constants due to the scaling of $(\lambda_1^*, u_1^*), (\lambda_2^*, u_2^*)$ (cf. Lemma 3.2). Let $s_1, s_2 \in \{-1, 1\}$ be such that

$$
\left\| s_1 c_1^* u_1 + s_2 c_2^* u_2 - A \left( \frac{c_1^* u_1^*}{\lambda_1^*} + c_2^* u_2^* \right) \right\|_\infty \leq \frac{C}{\log \log(n) \sqrt{n}}
$$

This is possible by Lemma 3.1, with probability $1 - O(n^{-3})$, where $C$ depends on $a, b$, and $\rho$. Multiplying through by $\log(n)$, we also obtain

$$
\| \log(n) (s_1 c_1^* u_1 + s_2 c_2^* u_2) - A v_{S^*} \|_\infty \leq \frac{C \log(n)}{\log \log(n) \sqrt{n}}
$$

We first consider the case $a > b > 0$. As shown in the proof of [10, Theorem 3] along with [10, Lemma 2], we have that for all $C' > 0$,

$$
\sqrt{K} \min_{i \in S^*} (A v_{S^*})_i \geq \rho \left( \frac{a - b}{\log(a) - \log(b)} \right) \log(n) + \frac{C' \log(n)}{\log \log(n)}
$$

$$
\sqrt{K} \max_{i \in [n] \setminus S^*} (A v_{S^*})_i \leq \rho \left( \frac{a - b}{\log(a) - \log(b)} \right) \log(n)
$$

with probability at least $1 - n^{-\Omega(1)}$. Therefore, we have

$$
\log(n) \sqrt{K} \min_{i \in S^*} (s_1 c_1^* u_1 + s_2 c_2^* u_2)_i \geq \rho \left( \frac{a - b}{\log(a) - \log(b)} \right) \log(n) + \frac{C' \log(n)}{\log \log(n)} - C \log(n) \sqrt{K}/\log \log(n) \sqrt{n}
$$
\[
\log(n) \sqrt{K} \max_{i \in [n]\setminus S^*} (s_1c_1^* u_1 + s_2c_2^* u_2)_i \leq \rho \left( \frac{a - b}{\log(a) - \log(b)} \right) \log n + C \log(n) \sqrt{K} \frac{\log(n)}{\log(n) \sqrt{n}}
\]
with probability \(1 - n^{-\Omega(1)}\). Thus, we obtain
\[
\min_{i \in S^*} (s_1c_1^* u_1 + s_2c_2^* u_2)_i > \max_{i \in [n]\setminus S^*} (s_1c_1^* u_1 + s_2c_2^* u_2)_i
\]
with probability \(1 - n^{-\Omega(1)}\). Therefore, with probability \(1 - n^{-\Omega(1)}\), the \(K\) largest entries of \(s_1c_1^* u_1 + s_2c_2^* u_2\) correspond to the planted dense subgraph \(S^*\).

If \(a > b = 0\), then \(\max_{i \in [n]\setminus S^*} (Av_{S^*})_i = 0\). Again applying [10, Lemma 2], we have that for all \(C' > 0\),
\[
\sqrt{K} \min_{i \in S^*} (Av_{S^*})_i \geq C' \log n \frac{1}{\log \log(n)}
\]
with probability at least \(1 - n^{1-\rho a + o(1)} = 1 - n^{1-\rho f(a,0) + o(1)} = 1 - n^{-\Omega(1)}\).

If \(a < b\), then the analysis of the entries of \(Av_{S^*}\) again appeals to [10, Lemma 2]. We then obtain
\[
\max_{i \in S^*} (s_1c_1^* u_1 + s_2c_2^* u_2)_i < \min_{i \in [n]\setminus S^*} (s_1c_1^* u_1 + s_2c_2^* u_2)_i
\]
with probability \(1 - n^{-\Omega(1)}\). Therefore, with probability \(1 - n^{-\Omega(1)}\), the \(K\) smallest entries of \(s_1c_1^* u_1 + s_2c_2^* u_2\) correspond to the planted dense subgraph \(S^*\).

To prove Lemma 3.1, we need the following two results.

**Lemma 3.2.** Let \(A\) be the adjacency matrix of a PDS with parameters satisfying (1.2), and let \(A^* = E[A]\). The eigenvalues of \(A^*\) satisfy \(\lambda_1^* = (1 + o(1))\theta_1 \log(n)\) and \(\lambda_2^* = (1 + o(1))\theta_2 \log(n)\) for some constants \(\theta_1, \theta_2\) depending on \(a, b,\) and \(\rho\).

The following result is a special case of [10, Theorem 5].

**Lemma 3.3.** Let \(A\) be the adjacency matrix of a PDS with parameters satisfying (1.2). There exists \(c_1(a, b, \rho)\) such that
\[
\mathbb{P} \left( \|A - A^*\|_2 \geq c_1 \sqrt{\log(n)} \right) \leq n^{-3}.
\]

**Proof of Lemma 3.1.** The result will follow by establishing
\[
\min_{s \in \{-1, 1\}} \left\| su_1 - \frac{Au_1^s}{\lambda_1^s} \right\|_\infty \leq \frac{C_1(a, b, \rho)}{\log \log(n) \sqrt{n}}, \tag{3.3}
\]
and
\[
\min_{s \in \{-1, 1\}} \left\| su_2 - \frac{Au_2^s}{\lambda_2^s} \right\|_\infty \leq \frac{C_2(a, b, \rho)}{\log \log(n) \sqrt{n}}. \tag{3.4}
\]
In order to establish (3.3) and (3.4), it suffices to verify Assumptions 1-4 of [1, Theorem 2.1]. We have
\[
\|A^*\|_{2 \rightarrow \infty} = \sqrt{\rho n \left( \frac{a \log(n)}{n} \right)^2 + (1 - \rho) n \left( \frac{b \log(n)}{n} \right)^2} \leq \frac{a \log(n)}{\sqrt{n}}.
\]
By Lemma 3.2, we have that
\[
\Delta^* \triangleq \min \{ (\lambda_1^* - \lambda_2^*), |\lambda_1^*|, |\lambda_2^*| \} = c \log(n),
\]
for some \(c = c(a, b, \rho)\). Let
\[
\gamma = \frac{c_1 \sqrt{\log(n)}}{\Delta^*},
\]
where \(c_1 = c_1(a, b, \rho)\) is the value from Lemma 3.3. Then \(\gamma \Delta^* = c_1 \sqrt{\log(n)}\), which dominates \(\frac{a \log(n)}{\sqrt{n}}\) for \(n\) large enough. Therefore, Assumption 1 of [1, Theorem 2.1] holds.
The second assumption holds since the edges are independent, conditioned on the memberships of the vertices.

By Lemma 3.3,
\[ P(\|A - A^*\|_2 \leq \gamma \Delta^*) \geq 1 - n^{-3}. \]

Additionally,
\[ \kappa \triangleq \max \left\{ |\lambda_1|, |\lambda_2| \right\} / \Delta^* \]
is a constant by Lemma 3.2, and \( \gamma \to 0 \) as \( n \to \infty \). Therefore, the third assumption is verified.

To verify the fourth assumption, let \( \tau = \max\{a, b\} \) and choose
\[ \varphi(x) = \frac{(2\tau + 4) \log(n)}{\Delta^* \max\{1, \log(\frac{1}{x})\}} \]
Applying [1, Lemma 7], with \( p = \frac{\tau \log n}{n} \) and \( \alpha = \frac{4}{\tau} \), we obtain that for a fixed vector \( w \in \mathbb{R}^n \) and \( m \in [n] \),
\[ P\left( |(A - A^*)_{m,w}| \leq \frac{(2\tau + 4) \log(n)}{\max\{1, \log(\sqrt{n} \|w\|_\infty)\}} \|w\|_\infty \right) \geq 1 - 2n^{-4} \]
\[ P\left( |(A - A^*)_{m,w}| \leq \Delta^* \|w\|_\infty \varphi\left( \frac{\|w\|_2}{\sqrt{n} \|w\|_\infty} \right) \right) \geq 1 - 2n^{-4}, \]
so that Assumption 4 is verified with \( \delta_1 = 2n^{-3} \).

**Proof of Lemma 3.2.** Fix \( \epsilon > 0 \), and find \( \rho' \in [0, 1] \) such that \( \rho' \) is rational and \( |\rho - \rho'| < \epsilon \). Let \( s, t \) be the integers such that \( \rho' = \frac{s}{t} \) is the minimal representation of \( \rho' \) (i.e., \( s \) and \( t \) have no common factors). Let \( B \) be the adjacency matrix of a PDS with parameters satisfying (1.2) but with \( \rho \) replaced by \( \rho' \), and let \( B^* = \mathbb{E}[B] \). Then \( B^* \) has two eigenvectors that correspond to non-zero eigenvalues. The first eigenvector \( v_1^* \) of \( B^* \) has entries that take on two possible values, one on the first \( s \) entries, and one on the remaining \( t \) entries. Suppose \( \beta_1 \) and \( \beta_2 \) are the values, and note that these are both nonzero.

Let \( u_1^* \) be the first eigenvector of \( A^* \), with distinct entries \( \alpha_1 \) and \( \alpha_2 \). If \( \rho \) were itself rational, then we could let \( \rho' = \rho \). If additionally \( n \) were such that \( \rho n = |\rho n| \), then \( A^* \) would be a scaled version of \( B^* \). In that case, we would obtain \( \frac{\alpha_2}{\alpha_1} = \frac{\beta_2}{\beta_1} \). For general \( \rho \) and fixed \( n \), we note that both \( \alpha_1 \) and \( \alpha_2 \) are continuous functions of \( \frac{K}{n} \), and therefore
\[ \left| \frac{\alpha_2}{\alpha_1} - \frac{\beta_2}{\beta_1} \right| \leq f_n(\epsilon), \]
where \( \lim_{\epsilon \to 0} f_n(\epsilon) = 0 \).

Using \( A^* u_1^* = \lambda_1^* u_1^* \), we obtain that for fixed \( n \),
\[ \lambda_1^* \alpha_1 = mn \cdot \frac{\log n}{n} \cdot \alpha_1 + (1 - \rho)n \cdot \frac{\log n}{n} \cdot \alpha_2, \quad \lambda_1^* = \log(n) \left( \rho a + (1 - \rho)b \frac{\alpha_2}{\alpha_1} \right) \]
\[ \log(n) \left( \rho a + (1 - \rho)b \frac{\beta_2}{\beta_1} - f_n(\epsilon) \right) \leq \lambda_1^* \leq \log(n) \left( \rho a + (1 - \rho)b \frac{\beta_2}{\beta_1} + f_n(\epsilon) \right). \]
Choosing a sequence \( \{\epsilon_n\}_{n=1}^\infty \) such that \( \epsilon_n \to 0 \), we obtain \( \lambda_1^* = (1 + o(1))\theta_1(a, b, \rho) \log(n) \). A similar argument applies to \( \lambda_2^* \).
4. Analyzing spectral algorithms for censored PDS

We first provide the proof of Lemma 1.4.

Proof of Lemma 1.4. There exists $N_0$ such that for all $n > N_0$,  
\[ t_n p_n \geq \frac{a}{2}, \quad t_n q_n \geq \frac{b}{2}, \quad \text{and} \quad |t_n p_n - t_n q_n| \geq \frac{1}{2} |a - b|. \]

We may therefore assume without loss of generality that $p_n, q_n > 0$ and furthermore that $p_n \neq q_n$ when $a \neq b$, since these statements are true for $n$ sufficiently large. Under the assumptions of the statement,  
\[ \Delta_+(p, q) = \max_{x \in [0, 1]} xp + (1 - x)q - pxq^{1-x} + x(1 - p) + (1 - x)(1 - q) - (1 - p)x(1 - q)^{1-x} \]
\[ \times \max_{x \in [0, 1]} xp + (1 - x)q - pxq^{1-x} \]
\[ = \max_{x \in [0, 1]} q + (p - q)x - q \left( \frac{p}{q} \right)^x, \]

where the second step uses $p, q = o(1)$.

We first consider the case $a = b > 0$. Then  
\[ \lim_{n \to \infty} t_n \Delta_+(p, q) = \lim_{n \to \infty} q_n t_n + (p_n t_n - q_n t_n) x - q_n t_n \left( \frac{p_n t_n}{q_n t_n} \right)^x = 0 = f(a, a). \]

Next, suppose $a \neq b$. Letting $g(x) = q + (p - q)x - q \left( \frac{p}{q} \right)^x$, we obtain  
\[ g'(x) = p - q - q \left( \frac{p}{q} \right)^x \log \left( \frac{p}{q} \right). \]

Setting $g'(x^*) = 0$, we obtain the relations  
\[ \left( \frac{p}{q} \right)^{x^*} = \frac{p - q}{q \log \left( \frac{p}{q} \right)} \]
\[ x^* = \frac{1}{\log \left( \frac{p}{q} \right)} \log \left( \frac{p - q}{q \log \left( \frac{p}{q} \right)} \right). \]

Substituting, we obtain  
\[ \Delta_+(p, q) \propto q + \frac{(p - q)}{\log \left( \frac{p}{q} \right)} \log \left( \frac{p - q}{q \log \left( \frac{p}{q} \right)} \right) - \frac{p - q}{\log \left( \frac{p}{q} \right)}. \] (4.1)

Multiplying through by $t = t_n$ and using the fact that $\lim_{n \to \infty} p_n t_n = a, \lim_{n \to \infty} q_n t_n = b$, we obtain  
\[ t \Delta_+(p, q) \propto b + \frac{a - b}{\log \left( \frac{p}{q} \right)} \log \left( \frac{a - b}{b \log \left( \frac{p}{q} \right)} \right) - \frac{a - b}{\log \left( \frac{p}{q} \right)} \]
\[ = b + \frac{a - b}{\log a - \log b} \left( \log \left( \frac{a - b}{b \log \left( \frac{p}{q} \right)} \right) - 1 \right) \]
\[ = b + \frac{a - b}{\log a - \log b} \log \left( \frac{a - b}{eb(\log a - \log b)} \right) \]
\[ = b - \frac{a - b}{\log a - \log b} \log \left( \frac{eb(\log a - \log b)}{a - b} \right) \]
where variables, where

Similarly, let

\[
\alpha \leq \frac{C}{\log(\log(n))n^{\frac{1}{2}}},
\]

In the remainder of this section, we analyze Algorithm 3 and complete the proof of Theorem 2.2. The idea again is to apply the method of entrywise perturbation analysis of eigenvectors from [1]. The following results will be used to prove Theorem 2.2, Part (1).

**Lemma 4.1.** Suppose the conditions identical to Theorem 2.2 hold. Then the MLE recovers the planted dense subgraph, with probability \(1-o(1)\).

**Lemma 4.2.** Let \(c_1, c_2\) be constants. Then with probability \(1-O(n^{-3})\),

\[
\min_{s_1, s_2 \in \{-1, 1\}} \left\| s_1 c_1 u_1 + s_2 c_2 u_2 - \left( c_1 \frac{A u_1^*}{\lambda_1} + c_2 \frac{A u_2^*}{\lambda_2} \right) \right\|_\infty \leq \frac{C}{\log(\log(n))n^{\frac{1}{2}}},
\]

where \(C = C(p, q, t, \rho, c_1, c_2)\).

**Lemma 4.3.** Fix \(0 < q < p < 1\) and let \(y = y(p, q)\) be as in (2.2). Let \(\{X_i\}_{i=1}^m\) be i.i.d. random variables, where \(X_i = 1\) with probability \(\alpha p\), \(X_i = -y\) with probability \(\alpha(1-p)\), and \(X_i = 0\) with probability \(1-\alpha\). Then for all \(\epsilon > 0\),

\[
\log \left( \mathbb{P} \left( \sum_{i=1}^m X_i \leq \epsilon \log n \right) \right) \leq -\alpha m \log(p, q) + \epsilon \log \left( \frac{p}{q} \right) \log(n). \tag{4.3}
\]

Similarly, let \(\{Y_i\}_{i=1}^m\) be i.i.d. random variables, where \(Y_i = 1\) with probability \(\alpha q\), \(Y_i = -y\) with probability \(\alpha(1-q)\), and \(Y_i = 0\) with probability \(1-\alpha\). Then

\[
\log \left( \mathbb{P} \left( \sum_{i=1}^m Y_i \geq -\epsilon \log n \right) \right) \leq -\alpha m \log(p, q) + \epsilon \log \left( \frac{p}{q} \right) \log(n). \tag{4.4}
\]

We now prove the first statement of Theorem 2.2.

**Proof of Theorem 2.2.** We first give the proof in the case \(p > q\). Lemma 4.1 shows that (3.2) holds in this parameter regime. Therefore, as in the proof of Theorem 2.1, it suffices to show that there exist \(s_1, s_2 \in \{-1, 1\}\) such that the vector \(s_1 c_1 u_1 + s_2 c_2 u_2\) recovers the planted dense subgraph.

Let \(c_1^*, c_2^*\) be such that

\[
\left\| s_1 c_1^* u_1 + s_2 c_2^* u_2 - \frac{A c_1^* u_1^*}{\lambda_1} - \frac{A c_2^* u_2^*}{\lambda_2} \right\|_\infty \leq \frac{C}{\log(\log(n))n^{\frac{1}{2}}}.
\]

This is possible by Lemma 4.2 with probability \(1-O(n^{-3})\), where \(C\) depends on \(p, q, t, \rho\). Multiplying through by \(\log(n)\), we also obtain

\[
\left\| \log(n) \left( s_1 c_1^* u_1 + s_2 c_2^* u_2 - \frac{A c_1^* u_1^*}{\lambda_1} - \frac{A c_2^* u_2^*}{\lambda_2} \right) \right\|_\infty \leq \frac{C\log(n)}{\log(\log(n))n^{\frac{1}{2}}}.
\]

We now apply Lemma 4.3 with \(m = \rho n\). In particular, if \(i \in S^*\), then (4.3) applies and if \(i \notin S^*\) then (4.4) applies. Then

\[
\alpha m \log(p, q) = \log(p, q) \log(n).
\]

Since \(t \rho \log(p, q) > 1\), there exists \(\epsilon > 0\) such that

\[
\sqrt{K} \min_{i \in S^*} (A v_{S^*})_i \geq \epsilon \log(n), \quad \sqrt{K} \max_{i \notin S^*} (A v_{S^*})_i \leq -\epsilon \log(n).
\]
with probability $1 - n^{-\Omega(1)}$. Therefore,
\[
\log(n) \sqrt{K} \min_{i \in S^*} (s_1 c_i u_1 + s_2 c_i u_2)_i \geq \epsilon \log(n) - \frac{C \log(n) \sqrt{K}}{\log \log(n) \sqrt{n}}
\]
\[
\log(n) \sqrt{K} \max_{i \in [n] \setminus S^*} (s_1 c_i u_1 + s_2 c_i u_2)_i \leq -\epsilon \log(n) + \frac{C \log(n) \sqrt{K}}{\log \log(n) \sqrt{n}}
\]
with probability $1 - n^{-\Omega(1)}$. We conclude that with probability $1 - n^{-\Omega(1)}$,
\[
\min_{i \in S^*} (s_1 c_i u_1 + s_2 c_i u_2)_i > \max_{i \in [n] \setminus S^*} (s_1 c_i u_1 + s_2 c_i u_2)_i.
\]

Next, consider the case $p < q$ (the equality case is ruled out since $\Delta_+(p, p) = 1$). The only change is in the application of Lemma 4.3; if $i \in S^*$, then (4.4) applies and if $i \notin S^*$ then (4.3) applies. We then conclude that with probability $1 - n^{-\Omega(1)}$,
\[
\max_{i \in S^*} (s_1 c_i u_1 + s_2 c_i u_2)_i < \min_{i \in [n] \setminus S^*} (s_1 c_i u_1 + s_2 c_i u_2)_i.
\]

\[\square\]

**Proof of Lemma 4.1.** As noted in the proof of Theorem 2.2 Part (1), it suffices to consider the case $p > q$. We first characterize the MLE. Given a signed adjacency matrix $A$ and a set $S \subseteq [n]$, let
\[
E^+_1(A, S) = |\{i,j \mid A_{ij} = 1, i,j \in S\}|, \quad E^-_1(A, S) = |\{i,j \mid A_{ij} = 1, i \notin S \text{ or } j \notin S\}| \\
E^+_y(A, S) = |\{i,j \mid A_{ij} = -y, i,j \in S\}|, \quad E^-_y(A, S) = |\{i,j \mid A_{ij} = -y, i \notin S \text{ or } j \notin S\}|.
\]

Given this notation, we can write the log-likelihood as
\[
\log \mathbb{P}(A|S^*) = \log(\alpha p) E^+_1(A, S^*) + \log(\alpha(1-p)) E^+_y(A, S^*) + \log(\alpha q) E^-_1(A, S^*) + \log(\alpha(1-q)) E^-_y(A, S^*) + \log(1-\alpha) \left( \binom{n}{2} - E^+_1(A, S^*) - E^+_y(A, S^*) - E^-_1(A, S^*) - E^-_y(A, S^*) \right).
\]

When taking the difference of log likelihoods below, the final term does not contribute. We obtain
\[
\log \mathbb{P}(A|S^*) - \log \mathbb{P}(A|S^* = S)
\]
\[
= \log(\alpha p) (E^+_1(A, S^*) - E^+_1(A, S)) + \log(\alpha(1-p)) (E^+_y(A, S^*) - E^+_y(A, S)) + \log(\alpha q) (E^-_1(A, S^*) - E^-_1(A, S)) + \log(\alpha(1-q)) (E^-_y(A, S^*) - E^-_y(A, S)) + \log(1-\alpha) \left( \binom{n}{2} - E^+_1(A, S^*) - E^+_y(A, S^*) - E^-_1(A, S^*) - E^-_y(A, S^*) \right).
\]

It follows that the MLE maximizes $\log(\frac{p}{q}) E^+_1(A, S) + \log(\frac{1-p}{1-q}) E^+_y(A, S)$ over $S \subseteq [n]$, where $|S| = \lfloor rn \rfloor$. Let $F = \{S \subseteq [n] : |S| = \lfloor rn \rfloor\}$ denote the set of feasible sets. By rearranging, we find that the MLE computes
\[
\arg\max_{S \in F} \{ E^+_1(A, S) - y E^+_y(A, S) \}.
\]

Since $t\rho \Delta_+(p, q) > 1$, it is possible to choose $\epsilon$ satisfying
\[
0 < \epsilon < \frac{t\rho \Delta_+(p, q) - 1}{\log \left( \frac{p}{q} \right)}.
\]
First we will show that with high probability, the MLE will not select any \( S \in F \) such that \( 0 < |S \setminus S^*| < \frac{\epsilon}{t} \frac{n}{(1 + y)} n \). To this end, we will leverage the concentration of partial row sums of \( A \). Let \( X_i = \sum_{j \in S^*} A_{ij} \). Lemma 4.3 along with a union bound implies that

\[
P\left( \bigg\{ \min_{i \in S^*} X_i \leq \epsilon \log n \bigg\} \cup \bigg\{ \max_{i \in S^*} X_i \geq -\epsilon \log n \bigg\} \right) \leq n^{1+\epsilon \log \left( \frac{2}{\epsilon} \right)} = n^{-\Theta(1)}. \tag{4.5}
\]

Comparing \( S^* \) with \( S \in F \),

\[
E_1^+(A, S) - yE_y^+(A, S) - (E_1^+(A, S^*) - yE_y^+(A, S^*))
= \sum_{i \in S^* \setminus S, j \in S^* \cap S} A_{ij} + \sum_{i \in S^* \setminus S, j \in S^* \cap S : i < j} A_{ij} - \sum_{i \in S^* \setminus S, j \in S^* \cap S} A_{ij} - \sum_{i \in S^* \setminus S, j \in S^* \setminus S} A_{ij}.
\tag{4.6}
\]

We can rewrite the first term of (4.6) as follows:

\[
\sum_{i \in S^* \setminus S, j \in S^* \cap S} A_{ij} = \sum_{i \in S^* \setminus S} A_{ij} - \sum_{i \in S^* \setminus S, j \in S^* \cap S} A_{ij}.
\tag{4.7}
\]

Under the high probability event in (4.5), we have \( \sum_{i \in S^* \setminus S, j \in S^* \cap S} A_{ij} < -\epsilon \log n |S \setminus S^*| \). In order to bound the second term of (4.7), we bound the number of non-zero entries in the summation. Let \( H \) be the graph on \( n \) vertices which contains an edge between \( i \) and \( j \) whenever the edge status is revealed. Then \( H \) is distributed as an Erdős-Rényi random graph with parameters \( n \) and \( t \log n \). For two sets \( U, W \subseteq [n] \), let \( r(U, W) \) denote the number of edges between \( U \) and \( W \) in \( H \) (where we double-count any edge connecting two vertices in the intersection \( U \cap W \)). By [13, Corollary 2.3],

\[
\left| r(U, W) - \frac{t \log n}{n} |U| \cdot |W| \right| = O \left( \sqrt{|U| \cdot |W| t \log(n)} \right), \tag{4.8}
\]

for all \( U, W \) with high probability. Therefore, the number of revealed edge statuses between \( S \setminus S^* \) and \( S^* \setminus S \) is at most

\[
\frac{t \log n}{n} (|S \setminus S^*|)^2 + O \left( |S \setminus S^*| \sqrt{\log(n)} \right).
\]

In the worst case, all of the revealed statuses are nonedges, contributing \(-y\). Combining these observations,

\[
\sum_{i \in S^* \setminus S, j \in S^* \setminus S} A_{ij} \geq -y \left( \frac{t \log n}{n} (|S \setminus S^*|)^2 + O \left( |S \setminus S^*| \sqrt{\log(n)} \right) \right).
\]

under the high probability event (4.8). Therefore, we can bound (4.7) by

\[
\sum_{i \in S^* \setminus S, j \in S^* \cap S} A_{ij} \leq -\epsilon \log n |S \setminus S^*| + y \left( \frac{t \log n}{n} (|S \setminus S^*|)^2 + O \left( |S \setminus S^*| \sqrt{\log(n)} \right) \right),
\]

under the high probability events (4.5) and (4.8). We can similarly analyze the third term in (4.6):

\[
- \sum_{i \in S^* \setminus S, j \in S^* \setminus S} A_{ij} \leq -\epsilon \log n + \frac{t \log n}{n} (|S \setminus S^*|)^2 + O \left( |S \setminus S^*| \sqrt{\log(n)} \right).
\]

Finally, we bound the second and fourth terms in (4.6):

\[
\sum_{i,j \in S^*; i < j} A_{ij} - \sum_{i,j \in S^*; i < j} A_{ij} \leq \frac{1}{2} (1 + y) \left( \frac{t \log n}{n} (|S \setminus S^*|)^2 + O \left( |S \setminus S^*| \sqrt{\log(n)} \right) \right).
\]

Putting everything together, we bound (4.6):

\[
E_1^+(A, S) - yE_y^+(A, S) - (E_1^+(A, S^*) - yE_y^+(A, S^*))
\]
We conclude that with high probability, the MLE will not select any \( S \) satisfying
\[|S \setminus S'| \geq \epsilon n \], which also implies that
\[|S \setminus S'| \leq \epsilon n\].

It remains to show that with high probability, the MLE will not select any \( S \in F \) such that
\[|S \setminus S'| > \frac{\epsilon n}{(1+y)}\]. Fix \( \frac{\epsilon n}{(1+y)} < m \leq n\), and let \( S \in F \) be such that \( |S \setminus S'| = m\). Let
\[N(m) = \binom{m}{2} + m(K - m)\]. Let \( \{X_i\}_{i=1}^{N(m)} \) be i.i.d. random variables, where \( X_i = 1 \) with probability \( \alpha p\), \( X_i = -y \) with probability \( \alpha(1 - p)\), and \( X_i = 0 \) with probability \( 1 - \alpha\). Also let \( \{Y_i\}_{i=1}^{N(m)} \) be i.i.d. random variables independent of the \( X_i \)'s, where \( Y_i = 1 \) with probability \( \alpha q\), \( Y_i = -y \) with probability \( \alpha(1 - p)\), and \( Y_i = 0 \) with probability \( 1 - \alpha\). Examining (4.6), we see that the difference
\[E_1^+(A, S) - yE_y^+(A, S) - (E_1^+(A, S^*) - yE_y^+(A, S^*))\]
has the same distribution as
\[\sum_{i=1}^{N(m)} Y_i - \sum_{i=1}^{N(m)} X_i\]. By Lemma 4.3,
\[\log \left( \Pr \left( \sum_{i=1}^{N(m)} X_i \leq \delta \log n \right) \right) \leq -\alpha N(m) \Delta_+(p, q) + \delta \log \left( \frac{p}{q} \right) \log(n)\]
and
\[\log \left( \Pr \left( \sum_{i=1}^{N(m)} Y_i \geq -\delta \log n \right) \right) \leq -\alpha N(m) \Delta_+(p, q) + \delta \log \left( \frac{p}{q} \right) \log(n)\]
for any \( \delta > 0\). Simplifying the bounds using \( N(m) = \binom{m}{2} + m(K - m)\), we obtain
\[\delta \log \left( \frac{p}{q} \right) \log(n) + \alpha N(m) \Delta_+(p, q) = -\Theta(n \log n)\].

It follows that
\[\Pr \left( \sum_{i=1}^{N(m)} Y_i - \sum_{i=1}^{N(m)} X_i \geq 0 \right) \leq e^{-\Theta(n \log n)}\]
which also implies that
\[E_1^+(A, S) - yE_y^+(A, S) - (E_1^+(A, S^*) - yE_y^+(A, S^*)) < 0\]
with probability at least \( 1 - e^{-\Theta(n \log n)}\).

On the other hand, \(|F| \leq 2^n\). By a union bound, the probability that the MLE selects some \( S \) satisfying \(|S \setminus S'| > \frac{\epsilon n}{(1+y)}\) is at most \(2^n e^{-\Theta(n \log n)} = o(1)\).

We conclude that with high probability, the MLE selects \( S^*\). \(\Box\)

**Proof of Lemma 4.2.** The result will follow by establishing
\[\min_{s \in \{-1, 1\}} \left\| su_1 - \frac{Au_1^*}{\lambda_1^*} \right\|_{\infty} \leq C_1(p, q, t, \rho) \log \log(n) \sqrt{n}\] (4.9)
and
\[\min_{s \in \{-1, 1\}} \left\| su_2 - \frac{Au_2^*}{\lambda_2^*} \right\|_{\infty} \leq C_2(p, q, t, \rho) \log \log(n) \sqrt{n}\] (4.10)
In order to establish (4.9) and (4.10), it suffices to verify Assumptions 1-4 of [1, Theorem 2.1].
By a similar argument as the proof of Lemma 3.2, we have $\Delta^* = c_1 \log(n)$, for some $c_1 = c_1(p, q, \rho, t)$. It follows from [10, Theorem 5] that

$$\mathbb{P}\left(\|A - A^*\|_2 \leq c_2 \sqrt{\log n}\right) \geq 1 - n^{-3}$$

for some $c_2 = c_2(p, q, \rho, t)$. We have

$$\|A^*\|_{2\to\infty} = \sqrt{\rho n \left(\alpha p - \alpha (1 - p) y\right)^2 + (1 - \rho)n \left(\alpha q - \alpha (1 - q)y\right)^2} = \Theta\left(\frac{\log n}{\sqrt{n}}\right).$$

Let $\gamma = \frac{c_2 \sqrt{\log(n)}}{\Delta^*}$. Then $\gamma \Delta^*$ dominates $\|A^*\|_{2\to\infty}$ for $n$ large enough, verifying Assumption 1.

The second and third assumptions hold by the same reasoning as the proof of Lemma 3.1. The fourth assumption is verified identically as in the proof of [7, Proposition 5.1].

Proof of Lemma 4.3. Let $\lambda > 0$. Exponentiating and applying the Markov inequality,

$$\mathbb{P}\left(\sum_{i=1}^{m} X_i \leq \epsilon \log n\right) = \mathbb{P}\left(-\lambda \sum_{i=1}^{m} X_i \geq -\lambda \epsilon \log n\right)
= \mathbb{P}\left(\exp\left(-\lambda \sum_{i=1}^{m} X_i\right) \geq \exp\left(-\lambda \epsilon \log n\right)\right)
\leq n^\lambda \mathbb{E}\left[\exp\left(-\lambda \sum_{i=1}^{m} X_i\right)\right] = n^\lambda \left(\mathbb{E}[e^{-\lambda X_1}]\right)^m.$$

Using $\log(1 + x) \leq x$ for $x > -1$,

$$\log\left(\mathbb{E}[e^{-\lambda X_1}]\right) = \log\left(e^{-\lambda \alpha p} + e^{\lambda y \alpha (1 - p)} + 1 - \alpha\right)
\leq \alpha \left(e^{-\lambda p} + e^{\lambda y (1 - p)} - 1\right).$$

Therefore,

$$\log\left(\mathbb{P}\left(\sum_{i=1}^{m} X_i \leq \epsilon \log n\right)\right) \leq \lambda \epsilon \log(n) + m \alpha \left(e^{-\lambda p} + e^{\lambda y (1 - p)} - 1\right)$$

Set $\lambda = (1 - x^*) \log\left(\frac{p}{q}\right)$, where $x^*$ is the minimizer of

$$p^x q^{1-x} + (1 - p)^x (1 - q)^{1-x}$$

over $x \in [0, 1]$. We claim that $0 < x^* < 1$. Indeed, taking $x \in \{0, 1\}$ yields a value of 1, while $x = \frac{1}{2}$ yields $\sqrt{pq} + \sqrt{(1 - p)(1 - q)}$, which is strictly less than 1 when $p \neq q$. Using continuity of $p^x q^{1-x} + (1 - p)^x (1 - q)^{1-x}$ with respect to $x$, we conclude that $x^* \in (0, 1)$. Next, using that $e^{-\lambda p} + e^{\lambda y (1 - p)} = p^x q^{1-x^*} + (1 - p)^x (1 - q)^{1-x^*} = -\Delta_+(p, q) + 1$.

we obtain

$$\log\left(\mathbb{P}\left(\sum_{i=1}^{m} X_i \leq \epsilon \log n\right)\right) \leq -m \Delta_+(p, q) + (1 - x^*) \epsilon \log\left(\frac{p}{q}\right) \log(n)$$

$$\leq -m \Delta_+(p, q) + \epsilon \log\left(\frac{p}{q}\right) \log(n).$$

Similarly,

$$\mathbb{P}\left(\sum_{i=1}^{m} Y_i \geq -\epsilon \log n\right) = \mathbb{P}\left(\lambda \sum_{i=1}^{m} Y_i \geq -\lambda \epsilon \log n\right)$$
we obtain the following condition for failure of the

\[ \log \left( \mathbb{E}[e^{\lambda y_i}] \right) = \log \left( e^{\lambda q} + e^{-\lambda y}(1 - q) + 1 - \alpha \right) \]

Set \( \lambda = x^* \log \left( \frac{p}{q} \right) \). Then

\[ e^{\lambda q} + e^{-\lambda y}(1 - q) = p^{x^*}q^{1-x^*} + (1 - p)^{x^*}(1 - q)^{1-x^*} = -\Delta_+(p,q) + 1, \]

and we obtain

\[
\log \left( \mathbb{P} \left( \sum_{i=1}^{m} Y_i \geq -\epsilon \log n \right) \right) \leq -\alpha m \Delta_+(p,q) + x^* \epsilon \log \left( \frac{p}{q} \right) \log(n)
\]

\[
\leq -\alpha m \Delta_+(p,q) + \epsilon \log \left( \frac{p}{q} \right) \log(n).
\]

The proof of Lemma 4.3 is now complete. \( \square \)

5. Impossibility of recovery for the CPDS model

5.1. Proof of Theorem 1.3. We start by identifying a sufficient condition for impossibility of recovering the planted dense subgraph. Let \( S \) be the space of possible assignments of vertices to the dense subgraph, i.e., all possible subsets \( S \) of size \( K \). Recall that \( S^* \in S \) is the true underlying dense subgraph, which is a uniform subset of size \( K \). We write \( g \) as a generic notation to denote the observed value of the edge-labeled graph \( G \) consisting of present, absent and censored edges. Also, let \( G \) be the space of all possible values of \( G \).

The optimal estimator of \( S^* \) is the Maximum A Posteriori (MAP) estimator. Given a realization \( g \in G \), the MAP estimator outputs \( \hat{S}_{\text{MAP}} \in \arg\max_{S} \mathbb{P}(S_0 = S|G = g) \), choosing uniformly at random from the argmax set. Since \( S^* \) is uniformly distributed on \( S \), we have the following equality between sets:

\[ \arg\max_{S} \mathbb{P}(S^* = S|G = g) = \arg\max_{S} \mathbb{P}(G = g|S^* = S); \]

i.e. the MAP estimator coincides with the Maximum Likelihood estimator. Due to the equivalence, we obtain the following condition for failure of the MAP estimator.

Proposition 5.1. Fix \( \delta > 0 \). Suppose that there is \( G' \subset G \) with \( \mathbb{P}(G \in G'|S^*) \geq \delta \) such that the following holds for any \( g \in G' \): There are \( k \) pairs of vertices \( \{(u_i, v_i) : i \in [k]\} \) with \( u_i \in S^* \) and \( v_i \notin S^* \) such that if \( \hat{S}^* := (S^* \cup \{v_i\}) \setminus \{u_i\} \), then \( \mathbb{P}(G = g | S^*) = \mathbb{P}(G = g | \hat{S}^*) \). Then, conditionally on \( S^* \), the MAP estimator \( \hat{S}_{\text{MAP}} \) fails in exact recovery with probability at least \( \delta \left( 1 - \frac{1}{k} \right) \).

Proof. By our underlying condition, whenever \( g \in G' \), the true assignment is such that swapping \( u_i \) and \( v_i \) from \( S^* \) results in an equiprobable assignment. In that case, the algorithm is incorrect with probability at least \( 1 - \frac{1}{k} \). Therefore,

\[ \mathbb{P}(\hat{S}_{\text{MAP}} \neq S^* | S^*) \geq \mathbb{P}(\hat{S}_{\text{MAP}} \neq S^* | G \in G', S^*) \mathbb{P}(G \in G' | S^*) \geq \delta \left( 1 - \frac{1}{k} \right), \]

(5.1)

and the proof follows. \( \square \)
Next we complete the proof of the impossibility result. We will use the following Poisson approximation result:

**Lemma 5.2.** Let \( \{W_i\}_{i=1}^{\infty} \) be i.i.d. from a distribution taking three values \( a, b, c \) and \( P(W_i = a) = \alpha \psi \), \( P(W_i = b) = \alpha (1 - \psi) \), and \( P(W_i = c) = 1 - \alpha \). Let \( N_x := \# \{ i : W_i = x \} \) for \( x = a, b, c \). If \( \alpha = m^{o(1)} \) then the probability distribution of \( (N_a, N_b) \) is within a total variation distance of \( m^{o(1)} \) of the product of a Poisson distribution of mean \( \alpha \psi m \) and a Poisson distribution of mean \( \alpha (1 - \psi) m \).

**Proof.** For each \( i \), let \( \overline{W}_i \) be \( (1, 0) \) if \( W_i = a \), \( (0, 1) \) if \( W_i = b \), and \( (0, 0) \) if \( W_i = c \). Also, for each \( i \) let \( \hat{W}_i \) be drawn from \( P(\alpha \psi) \times P(\alpha (1 - \psi)) \) where \( P(\lambda) \) is the Poisson distribution with mean \( \lambda \). The probability distributions of \( \overline{W}_i \) and \( \hat{W}_i \) are within a total variation distance of \( O(\alpha^2) = m^{o(1)} \) of each other. Furthermore, all of the \( \overline{W}_i \) and \( \hat{W}_i \) are mutually independent. So, the probability distribution of \( (N_a, N_b) \) is within a total variation distance of \( O(\alpha^2 m) = m^{o(1)} \) of the probability distribution of \( \sum \hat{W}_i \), which is \( P(\alpha \psi m) \times P(\alpha (1 - \psi) m) \). \( \square \)

This allows us to finally prove Theorem 1.3.

**Proof of Theorem 1.3.** We will show that with high probability, there exist \( k = \omega(1) \) pairs of vertices \( \{(u_i, v_i) : i \in [k], u_i \in S^*, v_i \notin S^* \} \) such that swapping their labels results in an equiprobable graph instance. By Proposition 5.1, this would show that exact recovery fails with probability \( 1 - o(1) \) for any algorithm. First, due to (1.5), there exists a sufficiently small enough constant \( \delta > 0 \) such that \( tp\Delta_+(p, q) < 1 - 2\delta \) for all sufficiently large values of \( n \).

For \( j = 1, 2 \), let \( V_j \) be sets of \( 2n^{1-\delta} \) randomly selected vertices from \( S^* \) and \( (S^*)^c \), respectively. Let \( V = V_1 \cup V_2 \). Next, let \( V' \) be the set of all vertices in \( V \) whose connections to all other vertices in \( V \) are censored. We claim that \( |V'| > 3n^{1-\delta} \) with probability \( 1 - o(1) \). To see this, observe that the expected number of revealed connections between vertices in \( V \) is at most \( \alpha (4n^{1-\delta}/2) \times 8n^{1-2\delta} t \log n \), so with high probability there are fewer than \( n^{1-\delta}/2 \) such connections. Therefore with high probability there are fewer than \( n^{1-\delta} \) vertices in \( V \) with at least one neighbor in \( V' \), from which the claim follows. Let

\[
x^* = \arg\max_{x \in [0, 1]} (1 - p^x q^{1-x} - (1 - p)^x (1 - q)^{1-x})
\]

so that \( \Delta_+(p, q) = 1 - p^{x^*} q^{1-x^*} - (1 - p)^{x^*} (1 - q)^{1-x^*} \). For a vertex \( v \), we call \((d_1, d_2)\) its **degree profile**, where \( d_1 \) (respectively \( d_2 \)) is the number of present edges (respectively absent edges) \( v \) has to the planted dense subgraph \( S^* \). Consider the degree profile

\[
d = ([p^{x^*} q^{1-x^*} t \rho \log(n)], [(1 - p)^{x^*} (1 - q)^{1-x^*} t \rho \log(n)]) =: (d_1, d_2).
\]  

(5.2)

We will show that there are vertices in \( S^* \) and \( (S^*)^c \) with the degree profile given by (5.2). For \( v \in S^* \) (respectively \( v \notin S^* \)), let \( \overline{p}_1 \) (respectively \( \overline{p}_2 \)) be the probability that \( v \) has degree profile \( d \), conditioned on \( v \in V' \). By Lemma 5.2, we have that \( \overline{p}_1 \) is within \( m^{o(1)} \) of the probability of drawing \( d \) from a multidimensional Poisson distribution with mean \( (\alpha p(K - |V_1|), \alpha (1 - p)(K - |V_1|)) \) and \( \overline{p}_2 \) is within \( m^{o(1)} \) of the probability of drawing \( d \) from a multidimensional Poisson distribution with mean \( (\alpha q(K - |V_1|), \alpha (1 - q)(K - |V_1|)) \). So,
Thus, (5.3) reduces to

\[ \min \{ p_1, p_2 \} \sim \min \left\{ \frac{e^{-\rho \log n} \left( \frac{tpq \log n}{d_1} \right)^{d_1} \left( \frac{tp(1 - p) \log n}{d_2} \right)^{d_2}}{d_1! d_2!}, \frac{e^{-\rho \log n} \left( \frac{tp(1 - q) \log n}{d_2} \right)^{d_2}}{d_2!} \right\} \pm n^{o(1)} - 1 \]

\[ \sim e^{-\rho \log n} \min \left\{ \left( \frac{tpq \log n}{d_1} \right)^{d_1} \left( \frac{tp(1 - p) \log n}{d_2} \right)^{d_2}, \left( \frac{tpq \log n}{d_1} \right)^{d_1} \left( \frac{tp(1 - q) \log n}{d_2} \right)^{d_2} \right\} \pm n^{o(1)} - 1 \]

\[ = \frac{e^{-\rho \log n + d_1 + d_2}}{2 \pi \sqrt{d_1 d_2}} \min \left\{ \left( \frac{tpq \log n}{d_1} \right)^{d_1} \left( \frac{tp(1 - p) \log n}{d_2} \right)^{d_2}, \left( \frac{tpq \log n}{d_1} \right)^{d_1} \left( \frac{tp(1 - q) \log n}{d_2} \right)^{d_2} \right\} \pm n^{o(1)} - 1 \]

\[ \sim e^{-\rho \log n + d_1 + d_2} \sim e^{-\rho \log n [1 - p^* x^{1-x^*} - (1-p)^x(1-q)^{1-x^*}]} = n^{-\rho x \Delta(p, q)}. \]

Next, let \( f(x) = p^* x^{1-x} + (1-p)^x (1-q)^{1-x} \). Since \( f \) attains its minimum at \( x^* \), we have \( f'(x^*) = 0 \) and therefore

\[ p^* x^{1-x^*} \log \frac{p}{q} + (1-p)^x (1-q)^{1-x^*} \log \frac{1-p}{1-q} = 0. \]

Thus,

\[ \left( \frac{p}{q} \right)^{(1-x^*)d_1} \left( \frac{1-p}{1-q} \right)^{(1-x^*)d_2} \]

\[ = \exp \left( (1-x^*) \rho \log n \left[ p^* x^{1-x^*} \log \frac{p}{q} + (1-p)^x (1-q)^{1-x^*} \log \frac{1-p}{1-q} \right] \pm o(\log(n)) \right) = n^{o(1)} \]

and similarly,

\[ \left( \frac{q}{p} \right)^{x^*d_1} \left( \frac{1-q}{1-p} \right)^{x^*d_2} \]

\[ = \exp \left( -x^* \rho \log n \left[ p^* x^{1-x^*} \log \frac{p}{q} + (1-p)^x (1-q)^{1-x^*} \log \frac{1-p}{1-q} \right] \pm o(\log(n)) \right) = n^{o(1)} \]

Thus, (5.3) reduces to

\[ \min \{ p_1, p_2 \} \sim \frac{n^{-\Delta_+ - o(1)}}{2 \pi \sqrt{d_1 d_2}} + n^{o(1) - 1} \geq n^{2\delta - 1 + o(1)}, \]

where the last step uses \( \rho \Delta_+ (p, q) \leq 1 - 2\delta \) for large \( n \).

For \( v \in V' \), let \( Y(v) \) be the indicator that \( v \) has exactly \( d_1 \) present edges and \( d_2 \) absent edges to \( S \). Note that the random variables in the set \( \{ Y(v) \}_{v \in V'} \) are mutually independent conditionally on \( V' \). Finally, observe that if \( u \in V' \cap V_1 \) and \( v \in V' \cap V_2 \) satisfy \( Y(u) = Y(v) = 1 \), then switching the labels of \( u \) and \( v \) results in an equiprobable outcome.

Let

\[ Y_1 = \sum_{v \in V \cap V_1} Y(v) \text{ and } Y_2 = \sum_{v \in V \cap V_2} Y(v). \]

It suffices to show that there is a function \( f(n) = \omega(1) \) such that \( Y_1, Y_2 \geq f(n) \) with probability \( 1 - o(1) \).
Similarly to the proof of [7, Theorem 2.1], we can show
\[
P(Y_1 \leq (1 - \varepsilon)|V' \cap V_1| : p_1 \mid |V' \cap V_1| = s) \leq \frac{1}{\varepsilon^2 \varepsilon_1}. \tag{5.4}
\]
Recall that \(|V'| > \frac{3}{4}|V_1 \cup V_2|\) with probability \(1 - o(1)\). \(|V_1| = |V_2| = |V_1 \cup V_2|/2\), so with high probability \(|V_1 \cap V'| > n^{1-\delta}\) and \(|V_2 \cap V'| > n^{1-\delta}\). Along with (5.4), this implies
\[
P(Y_1 \leq (1 - \varepsilon)n^{1-\delta}p_1) \leq \frac{n^{\delta-1}}{\varepsilon^2 \varepsilon_1} + o(1).
\]
Since \(\varepsilon_1 n^{2\delta-1} + o(1)\), we have shown that there is a function \(f(n) = \omega(1)\) such that \(P(Y_1 \leq f(n)) = o(1)\). By a similar argument, it holds that \(P(Y_2 \leq f(n)) = o(1)\). Applying Proposition 5.1 with \(\delta = 1 - o(1)\) and \(k = (f(n))^2\) completes the proof. □

5.2. Sharpness in a general parameter regime: Proof of Theorem 1.6. We start by setting up a coupling argument that will be used in the proof.

**Definition 5.1** (Reduced CPDS model). Given an instance of \(\text{CPDS}(p, q, \alpha, K)\) and \(\alpha' \geq \alpha\), suppose we independently add an absent edge between each pair of vertices whose connection was previously censored with probability \(\frac{\alpha - \alpha}{1 - \alpha}\). We call this model a reduced CPDS model and denote it by \(\text{CPDS}'(p, q, \alpha, \alpha', K)\).

We observe the following:

**Lemma 5.3.** The distribution of \(\text{CPDS}'(p, q, \alpha, \alpha', K)\) is equal to that of \(\text{CPDS}(p\alpha/\alpha', q\alpha/\alpha', \alpha', K)\).

**Proof.** Clearly, the probability of present edges and censored edges are equal in both the models, and therefore, the probabilities of absent edges are also equal. □

Since \(\text{CPDS}(p, q, \alpha, \alpha', K)\) is distributed as \(\text{CPDS}(p\alpha/\alpha', q\alpha/\alpha', \alpha', K)\), any algorithm on the latter model would result in an algorithm in the former model via the reduction. In particular, the following gives a spectral algorithm for \(\text{CPDS}(p, q, \alpha, K)\) via reduction:

**Algorithm 4** Reduced spectral recovery in the CPDS model

**Input:** Parameters \(p, q, \alpha, \alpha' (\alpha' \geq \alpha)\) and \(K\); an unlabeled observation \(A \sim \text{CPDS}(p, q, \alpha, K)\).

**Output:** An estimate of the planted dense subgraph vertices.

1. Create a reduced CPDS instance \(A' \sim \text{CPDS}'(p, q, \alpha, \alpha', K)\) according to Definition 5.1.
2. If \(\alpha' = 1\), then apply Algorithm 2 to \(A'\), obtaining an estimate \(\hat{S}\). Otherwise, apply Algorithm 3 to \(A'\).
3. Return \(\hat{S}\).

**Proof of Theorem 1.6.** Recall (1.4). Using \(\alpha np_n = \frac{a \log n}{n}, \alpha nq_n = \frac{b \log n}{n}\), and \(\alpha_n = \frac{t_n \log n}{n}\) we can simplify
\[
\frac{\alpha n}{\log n} \Delta_+(p_n, q_n) = t_n \max_{x \in [0, 1]} \left(1 - p_n x^{1-x} - (1 - p_n)x(1 - q_n)^{1-x}\right)
\]
\[
= \max_{x \in [0, 1]} t_n \left(1 - \left(\frac{a}{t_n}\right)^x \left(\frac{b}{t_n}\right)^{1-x} - \left(1 - \frac{a}{t_n}\right)^x \left(1 - \frac{b}{t_n}\right)^{1-x}\right)
\]
\[
= \max_{x \in [0, 1]} (t_n - a^x b^{1-x} - (t_n - a)^x (t_n - b)^{1-x})
\]
\[
:= \max_{x \in [0, 1]} g(t_n, x),
\]
where
where we have denoted the expression inside the max as $g(t_n, x)$. Considering $g$ as a function of $t$, note that \( \frac{dg(t,x)}{dt} = 1 - x(t^{-b} - 1 - x)(t^{-a} - 1 - x) \leq 0 \), by the weighted AM-GM inequality. Thus, $g(t, x)$ is nonincreasing in $t$, and therefore, \( \max_{x \in [0,1]} g(t, x) \) is also nonincreasing in $t$. Also, for $t, t' > \max \{a, b\}$,

\[
|g(t, x) - g(t', x)| \leq |t - t'| + (t - a)^x(t - b)^{1-x} + (t' - b)^{1-x} - (t' - a)^x.
\]

Thus, for any $t_n \to t > \max \{a, b\}$, we have \( \max_{x \in [0,1]} g(t_n, x) \to \max_{x \in [0,1]} g(t, x) \), and therefore, \( \max_{x \in [0,1]} g(t, x) \) is continuous in $t$ on the interval $[\max \{a, b\}, \infty)$. To see that \( \max_{x \in [0,1]} g(t, x) \) is also continuous at $t = \max \{a, b\}$, let us assume without loss of generality that $a > b$. We will show that the \( \limsup_{t \to \infty} \max_{x \in [0,1]} g(t, x) \) and \( \liminf_{t \to \infty} \max_{x \in [0,1]} g(t, x) \) are equal. For any $t \geq a$

\[
\max_{x \in [0,1]} g(t, x) \leq \max_{x \in [0,1]} (t - a^b)^{1-x} = t - b \min_{x \in [0,1]} \left( \frac{a}{b} \right)^x = t - b.
\]

Therefore, \( \limsup_{t \to \infty} \max_{x \in [0,1]} g(t, x) \leq a - b. \) Also, for any fixed $\varepsilon > 0$,

\[
\max_{x \in [0,1]} g(t, x) \geq t - a^\varepsilon b^{1-\varepsilon} - (t - a)^\varepsilon (t - b)^{1-\varepsilon},
\]

and therefore \( \liminf_{t \to \infty} \max_{x \in [0,1]} g(t, x) \geq a - b\left(\frac{a}{b}\right)^\varepsilon. \) Taking $\varepsilon \to 0$, we can conclude that \( \liminf_{t \to \infty} \max_{x \in [0,1]} g(t, x) \geq a - b \), which proves the continuity of \( \max_{x \in [0,1]} g(t, x) \) at $t = a$.

Next, by Lemma 1.4,

\[
\lim_{t \to \infty} \max_{x \in [0,1]} g(t, x) = f(a, b).
\]

To prove the first statement in Theorem 1.6, let \( \liminf_{n \to \infty} \frac{\alpha_n n}{\log n} \times \rho \Delta_+(p_n, q_n) > 1 \). We consider the cases where $\rho f(a, b) > 1$ and $\rho f(a, b) \leq 1$ separately.

If $\rho f(a, b) > 1$ then by Theorem 1.1 there is a spectral algorithm that recovers the dense subgraph of $\text{CPDS}(a \log(n)/n, b \log(n)/n, 1, K_n)$ with probability $1 - o(1)$. By Lemma 5.3, the reduced spectral algorithm in Algorithm 4 recovers the dense subgraph of $\text{CPDS}(a \log(n)/(\alpha_n n), b \log(n)/(\alpha_n n), \alpha_n, K_n) = \text{CPDS}(p_n, q_n, \alpha_n, K_n)$.

If $\rho f(a, b) \leq 1$ but \( \liminf_{n \to \infty} \frac{\alpha_n n}{\log n} \times \rho \Delta_+(p_n, q_n) > 1 \), then we claim that there must exist some fixed $t_0 > \max \{a, b\}$ such that

\[
t_0 \times \rho \Delta_+ \left( \frac{a}{t_0}, \frac{b}{t_0} \right) > 1, \quad \text{and} \quad \alpha_n \leq \frac{t_0 \log(n)}{n} \text{ for all sufficiently large } n.
\]

To prove (5.7), recall $t_n = \alpha_n n / \log n$ and let $t'_0 = \limsup_{n \to \infty} t_n$. Let us first show that $t'_0 < \infty$. Indeed, if $t_n = \alpha_n n / \log n$ and $t_{n_k} \to \infty$ along some subsequence $(n_k)_{k \geq 1}$, then by (5.5) and (5.6), we must have that

\[
\lim_{k \to \infty} \frac{\alpha_{n_k} n_k}{\log n_k} \times \rho \Delta_+(p_{n_k}, q_{n_k}) = \rho f(a, b).
\]

This would yield a contradiction. To prove the first assertion in (5.7), let $(n'_k)_{k \geq 1}$ be a subsequence such that $t_{n'_k} \to t'_0$. We have shown above that $\Delta_+ \left( \frac{a}{t'_0}, \frac{b}{t'_0} \right) = \max_{x \in [0,1]} g(t, x)$ is continuous for $t \geq \max \{a, b\}$. Thus

\[
1 < \lim_{k \to \infty} \frac{\alpha_{n'_k} n'_k}{\log n'_k} \times \rho \Delta_+(p_{n'_k}, q_{n'_k}) = t'_0 \times \rho \Delta_+ \left( \frac{a}{t'_0}, \frac{b}{t'_0} \right).
\]

Using the continuity of $\Delta_+ \left( \frac{a}{t'_0}, \frac{b}{t'_0} \right)$ again, we can pick $t_0 > t'_0$ such that both the conditions in (5.7) are ensured. Thus, we assume (5.7) holds. Due to the first condition in (5.7), there is a spectral algorithm that recovers the dense subgraph of $\text{CPDS}(a/t_0, b/t_0, t_0 \log(n)/n, K_n)$ by Theorem 1.2. The reduction in Definition 5.1, together with the second condition of (5.7) and Lemma 5.3, implies that there is also a reduced spectral algorithm (Algorithm 4) that recovers the dense subgraph of $\text{CPDS}(a \log(n)/(\alpha_n n), b \log(n)/(\alpha_n n), \alpha_n, K_n) = \text{CPDS}(p_n, q_n, \alpha_n, K_n)$.
To prove the second statement in Theorem 1.6, let \( \limsup_{n \to \infty} \frac{\alpha n^2}{\log n} \leq \frac{\rho \Delta_+(p_n, q_n)}{\alpha_n} < 1 \). We can set \( \alpha'_n = \min(\alpha_n, \log^2(n)/n) \). In that case,

\[
\lim_{n \to \infty} \left| \frac{\alpha n^2}{\log n} \times \rho \Delta_+(p_n, q_n) - \frac{\alpha'_n n}{\log n} \times \rho \Delta_+(p_n/\alpha_n', q_n/\alpha_n') \right| = 0. \tag{5.8}
\]

To see this, let \( t'_n = \frac{\alpha'_n n}{\log n} \). We will use the elementary analysis fact that a sequence \( (y_n)_{n \geq 1} \) converges to \( y \) if and only if for any subsequence there is a further subsequence that converges to \( y \). Fix any subsequence \((n_k)_{k \geq 1}\). If \( \limsup_{k \to \infty} t_{n_k} < \infty \), then \( t_{n_k} = t'_{n_k} \) and the limit in (5.8) holds trivially along \( (n_k)_{k \geq 1} \). If \( \limsup_{k \to \infty} t_{n_k} = \infty \), there is a further subsequence \((m_k)_{k \geq 1} \subset (n_k)_{k \geq 1} \) such that \( \lim_{k \to \infty} t_{m_k} = \infty \). In this case, \( t'_{m_k} < t_{m_k} \) and also \( \lim_{k \to \infty} t'_{m_k} = \infty \). Since we have shown below (5.5) that \( t \Delta_+(a/t, b/t) \) is non-increasing in \( t \), we have

\[
\lim_{k \to \infty} \left| t_{m_k} \times \rho \Delta_+(a/t_{m_k}, b/t_{m_k}) - t'_{m_k} \times \rho \Delta_+(a/t'_{m_k}, b/t'_{m_k}) \right| = 0,
\]

and (5.8) holds along \((m_k)_{k \geq 1}\). This proves (5.8). Thus, by Theorem 1.3 there is no algorithm that recovers the dense subgraph of \( \text{CPDS}(a/\log(n)/(\alpha'_n n), b/\log(n)/(\alpha'_n n), \alpha'_n, K_n) \) with nonvanishing probability. By the reduction in Definition 5.1 and Lemma 5.3, there is no algorithm that recovers the dense subgraph of \( \text{CPDS}(p_n, q_n, \alpha_n, K_n) \) with nonvanishing probability.

\[\square\]
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