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Abstract—In cellular networks, resource allocation is performed in a centralized way, which brings huge computation complexity to the base station (BS) and high transmission overhead. This paper investigates the distributed resource allocation scheme for cellular networks to maximize the energy efficiency of the system in the uplink transmission, while guaranteeing the quality of service (QoS) for cellular users. Particularly, to cope the fast varying channels in wireless communication environment, we propose a robust federated reinforcement learning (FRL) framework to enable local users perform distributed resource allocation in terms of transmit power and channel assignment by the guidance of the local neural network trained at each user. Analysis and numerical results show that the proposed FRL framework can lower the transmission overhead and offload the computation from the central server to the local users, while outperforming the conventional multi-agent reinforcement learning algorithm in terms of EE, and is more robust to channel variations.

I. INTRODUCTION

The 3rd Generation Partnership Project (3GPP) has designed the access technique standard and physical channel model for fifth generation new radio (5G NR) network [1], [2]. Unlike the fixed subcarrier spacing in Long-Term Evolution (LTE), 5G NR supports multiple subcarrier spacing, and the bandwidth part (BWP) technique in 5G NR enables the user equipment (UE) to switch between different resource blocks (RBs) with different bandwidths dynamically. Such new techniques put forward higher requirements on the resource allocation in 5G and beyond network, and how to assign the RBs to improve the overall quality of service (QoS) of systems becomes an issue that needs to be resolved urgently. Specifically, most cellular UEs are battery-powered, and the rate maximization-oriented algorithms may lead to unnecessary energy consumption, which is adverse to the development of the massive capacity and connectivity trend for 5G and beyond communications.

A. Energy-Efficient Resource Allocation for Cellular Networks

The literature on energy-efficient resource allocation mainly focuses on transmit power and channel assignment optimization [4], [5]. Robat Mili et al. [4] maximize energy efficiency (EE) for device-to-device communications. Although there have been a rich body of works investigating the resource allocation in the wireless communication system, most of works are centralized based, which are considered to be complex and not easily scalable [5]. For the scope of resource allocation, the center acquires the global CSI to assign the channel to UEs, leading to huge communication overhead and high communication latency. Therefore, distributed algorithms are preferred than centralized ones.

Game theory has been adopted for the distributed resource allocation [5]–[7]. However, it usually requires several iterations for UEs to converge to the Nash Equilibrium (NE) point, thus requiring the radio environment to be static. In practical environment, the fast-varying channel will affect the performance of game theory based algorithms. Yang et al. [6] and Dominic et al. [7] combine the game theory and stochastic learning algorithm (SLA) to enable local users learn from the previous experience and cope the channel variations. However, the game theory based algorithms fail to explore the benefits of collaboration and communication between users, which may affect the system level performance.

B. Machine Learning Algorithms for Resource Allocation

Based on the discussion above, a promising solution is to establish a decentralized resource allocation framework and extend the intelligent algorithm to a cooperative large-scale network. The multi-agent reinforcement learning (MARL) algorithm shows the opportunity to cope the complexity challenge and enhance the intelligence of the local nodes. MARL algorithms only relay on the real-time local UEs information and observations, thereby reducing the communication overhead and the latency significantly. MARL approaches have been widely applied in wireless communications [8], [9]. Wang et al. [9] have verified that such decentralized optimization approach can achieve near-optimal performance. The main challenge of MARL algorithms is the unstable and unpredictable actions of other UEs lead to an unstable environment, which makes MARL hard to convergence [10]. To overcome the non-stationary challenge, some essential information sharing between UEs needs to be guaranteed, which could be supported by federated learning (FL) [11]. FL enables the local users, to collectively train a global model using their raw data while keeping these data locally stored on the mobile devices [12], and has been successful applied in the next-word prediction [13] and the system level design [14]. Particularly, federated reinforcement learning (FRL) enables UEs explore the environment individually, and benefit from others’ experience by training a global model collaboratively.
Compared with MARL approaches, the FRL method enables the UEs to transfer the experience with each other thus improves the convergence performance [15]. Inspired by this, Zhang et al. [16] and Zhong et al. [17] have applied FRL for enhancing WiFi multiple access performance and optimizing the location of reconfigurable intelligent surface.

All of such valuable works encourage us to apply the FRL to the channel assignment and power optimization problems to offload the computation to local UEs, to reduce the transmission overhead, and to enable collaboration among UEs. In this paper, we apply a FRL based framework to solve the channel assignment and power optimization problem distributedly. To the best of our knowledge, this is the first work to apply the FRL framework for the resource allocation problem. The contribution of this paper is concluded as follows:

1) A FRL framework, named FRL_suc, is proposed to jointly optimize the channel assignment and transmit power. The optimization is performed distributed at local UEs to lower the computational cost at the BS and the transmission overhead.

2) To explore the collaboration among cellular users, we propose to adopt a global reward for all UEs and apply the FRL framework for experience sharing among UEs.

3) To improve the success rate of the resource allocation, a novel averaging algorithm is proposed for the local model averaging process. The models are averaged according to the success rate of the channel allocation to improve the performance of the proposed FRL_suc framework.

The remainder of the paper is organized as follows. In Section II, the system model is presented and an EE maximization problem is formulated. The proposed FRL framework is presented and the communication cost of it is analyzed in Section III. The numerical results are illustrated in Section IV. The conclusion is drawn in Section V.

II. SYSTEM MODEL

In this paper, we consider a system model with orthogonal frequency-division multiple access (OFDMA). It is assumed that the set of UEs is denoted as $\mathcal{UE} = \{UE_1, \ldots, UE_I\}$, where $I$ is the total number of UEs. For $UE_i$, the binary channel assignment vector is given by $\rho_i = [\rho_{i,1}, \ldots, \rho_{i,n}, \ldots, \rho_{i,N}]$, $i \in I$, $n \in N$, where $N$ is the number of sub-channels, $\rho_{i,n} = 1$ indicates that the $n$-th sub-channel is allocated to $UE_i$, otherwise $\rho_{i,n} = 0$. Each UE is limited to access only one channel, i.e., $\sum_{n=1}^{N} \rho_{i,n} = 1$, $\forall i \in I$. Meanwhile, a channel can be accessed by at most one UE with in a cluster, i.e., $\sum_{i=1}^{I} \rho_{i,n} \in \{0,1\}$, $\forall n \in N$. For each UE, if it access one sub-channel and there are no other UEs access this sub-channel within a cluster, then it can transmit data with the BS successfully. If each UE is assigned with a channel without conflict with any other UE within the same cluster, then the assignment is defined as a successful channel assignment. The success rate for the channel assignment can be defined as $\eta_i = \xi_i/T$, where $\xi_i$ represents the successful assignment counts for $UE_i$ in the past, and $T$ represents the number of resource allocation counts since the initialization of the system.

The pathloss model between $UE_i$ and the BS can be denoted by

$$PL_{i,n} = 32.4 + 20 \log_{10}(f_n) + 30 \log_{10}(d_{i,n}) \text{ (dB)},$$

where $f_n$ represents the carrier frequency for $n$-th sub-channel, $d_{i,n}$ represents the 3D distance between $UE_i$ and the BS. The overall channel gain can be thereby denoted by

$$h_{i,n} = \frac{1}{10^{(PL_{i,n}/10)}} \psi m_n,$$

where $\psi$ is the shadowing parameter, which is log-normally distributed. We assume that there is no line of sight link between UEs and the BS, and $m_n$ represents the Rayleigh fading power component of the $n$-th sub-channel.

The signal-to-noise ratio (SNR) between the BS and $UE_i$ transmitting over the $n$-th sub-channel is represented as

$$\gamma_{i,n} = \frac{\rho_{i,n} h_{i,n} P_i}{N_n},$$

where $N_n = \sigma_n^2$ represents the Gaussian noise power on the $n$-th sub-channel. The uplink EE for a successful channel assignment of $UE_i$ on the $n$-th sub-channel is given by

$$u_{i,n} = \begin{cases} \frac{BW_n}{p_i} \log_2 (1 + \gamma_{i,n}), & \text{if } \sum_{i=1}^{I} \rho_{i,n} = 1; \\ 0, & \text{else.} \end{cases}$$

where $BW_n = k \times b_n$ is the bandwidth of the $n$-th sub-channel, $k$ represents the number of subcarriers in each sub-channel, and $b_n$ denotes the subcarriers spacing for $n$-th sub-channel. Meanwhile, for the unsuccessful assignment, i.e., there are more than one UE access one sub-channel at the same time, the uplink rate is set to 0 since it is unacceptable for the OFDMA system.

The problem is formulated as

$$\text{P0: maximize} \quad \sum_{i=0}^{I} \sum_{n=0}^{N} u_{i,n},$$

subject to

$$p_i \leq P_{\text{max}}, \forall i \in I, \quad (5a)$$

$$\gamma_{i,n} > \gamma_{\text{min}}, \forall i \in I, \quad (5b)$$

$$\sum_{n=1}^{N} \rho_{i,n} = 1, \forall i \in I, \quad (5c)$$

$$\sum_{i=1}^{I} \rho_{i,n} = 0, \forall n \in N, \quad (5d)$$

$$\rho_{i,n} \in \{0,1\}, \forall n \in N. \quad (5e)$$

where $p = \{p_1, \ldots, p_I\}$ denotes the transmit power vector of UEs, $\gamma_{\text{min}}$ represents the minimum SNR requirement to guarantee the QoS for UEs. Constraint (5d) and (5e) makes the EE maximization problem a non-convex optimization problem and cannot be solved by mathematical convex optimization tools. In the previous work, the channel allocation problems are usually formed as a linear sum assignment programming (LSAP) problem. To solve this problem, local CSI or the UE related information, e.g., location and velocity need to
be uploaded to the BS, then the centralized Hungarian algorithm [13] can be invoked to solve the problem with computational complexity \( O(n^2) \), which means high transmission overhead and lead to high computational pressure to the BS. Furthermore, the mobility of UEs causes the unstable CSI, which means the optimized resource allocation scheme by the BS may not be optimal for current UEs any more. To overcome these challenges, a distributed resource allocation approach is more than desired.

III. PROPOSED FEDERATED REINFORCEMENT LEARNING FOR RESOURCE ALLOCATION

In this section, we will first introduce the basis of RL and then propose a FRL framework to enable the distributed resource allocation for solving (P0).

A. Preliminaries of Multi-Agent Reinforcement Learning and Deep Q-network

MARL enables local UEs to interact with the environment individually and learn the optimal strategy by trial-and-error interaction with the fast-varying environment. Mathematically, the MARL can be modeled as an markov decision process (MDP), and at each training step, the training agents observe the environment state and determine an action based on the current policy. The corresponding reward is received by agents which evaluates the immediate effect of the given state and action pair. Then policy updates based on the received reward and the specific state and action pair. Finally, the environment turns to a new state.

However, the local UEs cannot directly acquire the global environment state, and if the UEs are not aware of the policy of other UEs, they may choose a channel that has been occupied by another UE, which leads to transmission failure in the OFDMA scheme. As a consequence, a partly collaborative MARL structure with communication among UEs is required. Specifically, each agent can share its reward, RL model parameters, action, and state with other agents. For different collaborative RL algorithms, they may share different RL information. For example, some collaborative MARL algorithms require the agents to share their state and action information, and some require the agents to share their rewards. The training complexity and performance of a collaborative MARL algorithm depend on the data size that each agent needs to share.

The issue becomes severer when we combine the neural network (NN) with reinforcement learning. Traditional centralized deep Q-network (DQN) stores the environment interactive experience, i.e., transition, to the replay memory and uses these data to train the DQN model. However, in the multi-agent DQN, the local observation cannot represent the global environment state, thus reducing the effectiveness of the replay memory significantly. Although some works have been proposed to enable replay memory for MARL, the solution lacks scalability and cannot make the good tradeoff between the communication cost and performance.

B. Proposed Federated Reinforcement Learning Framework

All of these challenges motivate us to design an architecture, where local models can be trained using a local database, i.e., local CSI, and the local models can be united as a global model so that the UEs could learn the knowledge from other UEs experiences and improve the success rate. One popular way is to average the distributed models and form a global model, which is called federated learning (FL) [11]. As illustrated in Fig. 1 a success rate based federated reinforcement learning (FRL succeed) framework is designed to optimize the channel assignment and transmit power of UEs, and to improve the success rate and the EE of the system. Compared with supervised learning which requires sufficient data set and pre-knowledge of the system, the (FRL succeed) framework can train the local model with the local CSI data which is required by interacting with the environment, thus not only offloading the computational pressure to the UEs, but also lower the transmission overhead significantly.

1) MARL components: In this paper, we define the observation state at training step \( t \) for the UEs, which are considered as the agents in the FRL succeed framework, as \( o_{t,i} = \{h_{i,n}\}_{n \in N}, ep_{t}, \epsilon \) with dimension \( |o_t| \), where \( ep_{t} \) represents the number of the training epochs and the parameter \( \epsilon \in [0, 1] \) denotes the probability to explore the new action. The variables \( t \) and \( \epsilon \) can be treat as a low-dimensional fingerprint information to contain the policy of other agents [10], thus enhance the stationary and the convergence performance of the MARL algorithm.

The action \( a_{t,i} \) for the UE \( i \), including the sub-channel and the transmit power choice with dimension \( |a| = 2 \). Assuming that the UE can choose the transmit power from a set consists of \( N_p \) multiple discrete levels, and the dimension of the action space for each UE can be there by expressed by \( |A| = N_p \times \).
The joint action $a_t = \{a_{t,1}, \ldots, a_{t,I}\}$ includes the action choice of all UEs. Note that for the centralized RL algorithm, the dimension of the action space is enlarged to $|A^{\text{ent}}| = (N_p \times N)^I$. Since we aim to maximize the sum EE of the cellular network, here we design a global reward $r_t$, according to the joint action $a_t$ such that encouraging collaboration of UEs. The global reward at training step $t$ can be defined as
\[
 r_t = \begin{cases} 
 \rho \sum_{i=0}^I \sum_{n=0}^N v_{i,n}(t), & \text{if } (5\text{a}) \text{ and } (5\text{c}) \text{ are satisfied}; \\
 0, & \text{Otherwise,} 
\end{cases}
\]  
where $\rho$ is a constant coefficient. The objective of the proposed FRL framework is to enable UEs to learn a strategy that maximize the expected discount reward, which can be expressed by
\[
 R_t = \sum_{\tau=0}^{\infty} \gamma^\tau r_{t+\tau},
\]  
where $r_{t+\tau}$ is the immediate reward at $(t + \tau)$-th training step, $\gamma \in (0, 1)$ represents the discount rate, which denotes the impact of the future reward to the current action.

2) Training process for the local model: The local models are trained using the data in local data set, which is called the replay memory in FRL. At each training step $t$, the experience $e_{t,i} = (o_{t,i}, a_{t,i}, r_t, o_{t+1,i})$ acquired by $UE_i$ is stored in $i$-th local replay memory $\mathcal{RM}_i$. The optimal policy can be expressed by $\pi^*_i = \arg \max_{\pi} q^\pi (o_{t,i})$, where the policy $\pi$ is defined as a mapping from the observation $o_t$ to the probability of choosing each action, and $q^\pi (o_{t,i}) = \mathbb{E}_{\pi}[R_t | o_{t,i} = o_t, a_{t,i} = a_i]$ represents the expectation discount reward for a state-action pair $(o_{t,i}, a_{t,i})$. By learning from the optimal policy $\pi^*_i$, we can find the maximized Q-value [19]
\[
 q^\pi^*_i (o_{t,i}, a_{t,i}) = \mathbb{E} \left[ r_t + \gamma \max_{a'_{t,i} \in |A|} q^\pi^*_i (o_{t+1,i}, a'_{t,i}) | o_{t,i}, a_{t,i} \right],
\]  
where $a'_{t,i}$ represents the action that can achieve maximized expectation discount reward for the observation $o_{t+1,i}$. In fact, the UEs can approach to the optimal policy, i.e., $q(o_{t,i}, a_{t,i}) \rightarrow q^\pi^*_i (o_{t,i}, a_{t,i})$ as $t \rightarrow \infty$ [20], but it is impractical since learning steps are discrete. The idea of DQN is to estimate the action-value function by applying the NNs, i.e., $q(o_{t,i}, a_{t,i}; W) \approx q^\pi^*_i (o_{t,i}, a_{t,i})$, where $W$ represents the weights of the NN in DQN [19]. Particularly, DQN can deal with large state and action space, which is the main challenge for conventional RL as it need to store and maintain each state-action pair in the large Q-table. At each training step, a minibatch $e_{s,i} = (o_{s,i}, a_{s,i}, r_s, o_{s+1,i})$ is sampled from the replay memory, for which the target Q-value is defined as
\[
 q_{\text{target}} = r_s + \gamma q \left( o_{s,i}, \arg \max_{a'_{s,i} \in |A|} q (o_{s+1,i}, a'_{s,i}; W); W^- \right),
\]  
where $W$ and $W^-$ denote the parameters of the evaluation network and the target network, respectively. The weights in the evaluation network are updated to the target network periodically. The training loss for the $i$-th local model is denoted by the mean-square error of the target Q-value and the evaluate Q-value, which is expressed by
\[
 L(W_i) = \mathbb{E} \left[ (q_{\text{target}} - q(o_{s,i}, a_{s,i}; W_i))^2 \right].
\]

Then weights of the local model are optimized by the gradient descent method [19].

3) Averaging of local models: The individual models at each UE can be united by federated learning. The local model is averaged to a global model, then the global model is broadcast to UE and the UEs will continue to train the new global model locally. By averaging the models, each UE is able to benefit from the experience of other UEs, since the weights is the direct corresponding to the experience and memory. Mathematically, the model averaging process at the central BS can be denoted as
\[
 W = \frac{\sum_{i=1}^I |\mathcal{RM}_i| W_i}{\sum_{i=1}^I |\mathcal{RM}_i|},
\]  
where $|\mathcal{RM}_i|$ represents the number of number of elements in $\mathcal{RM}_i$. The average algorithm shows that the averaged model will learn more from the model with more training cases. However, in the proposed FRL framework, we assume that UEs share the a team stage reward, which means the replay memory of each UE has equivalent size. To ensure that the averaged model can benefit from the model that satisfy the QoS requirement, we further revised the averaging algorithm that consider the success rate, which is denoted by
\[
 \overline{W} = \frac{\sum_{i=1}^I \eta_i W_i}{\sum_{i=1}^I \eta_i}.
\]

C. Communication Cost Analysis

In the centralized RL algorithm, UEs upload their local observations information to the BS, and execute the action obtained from the BS. The uplink communication cost is given by
\[
 C_{\text{CRL}} = K \times T \times \sum_{i=0}^I |o_i|,
\]
where $K$ and $T$ represents the number of maximum training epochs and the number of training steps in each training epoch. The fast fading channel and large scale fading channel are renewed in each training step and epoch, respectively. Assuming that the fast fading is updated every 1ms, while the pathloss and shadowing are updated every 100ms, which means we also set $T = 100$ training steps in each training epoch. While in the proposed FRL framework, UEs only receive the global reward at each training step. The main communication cost comes from the model averaging stage\[1\] Corresponding uplink communication cost can be given by
\[
 C_{\text{FRL}} = M \times \sum_{i=0}^I (|W_i| + 1),
\]
\[1\] In this paper, we assume that the model can be perfectly uploaded and broadcast, and the failure of transmission of NN models is beyond the scope of this article.
Where $M$ represents the model averaging times, $|W_i|$ represents the size of the $i$-th local model. Note that the model averaging is less frequent for the $\text{FRL}_{\text{suc}}$ algorithm than the traditional FL algorithm since the target Q network also needs to be updated periodically. Moreover, the model average period should be an integer multiple of the model update period. We can see that the communication cost for $\text{FRL}_{\text{suc}}$ is much lower than a centralized algorithm when the model averaging frequency is low.

IV. Numerical Results

We consider a communication scenario underlying a single cellular network. The UEs are distributed in a 100m×100m square with a random starting location, and the BS is fixed at the center of the square. We adopt the simulation assumptions in [2] to model the channels. The number of UEs and sub-channels are set to $I = 4$ and $N = 4$, respectively. The subcarrier spacing of the four sub-channels are set to 15kHz, 30kHz, 60kHz, and 120kHz, respectively. Each sub-channel contains $k = 12$ subcarriers. To enable the mobility of UEs, we assume that the UEs can move with the speed from 0 meters per second (m/s) to 5 m/s within the square. We suppose that UEs can choose the discrete transmit power from 0 dBm to 24 dBm with the interval of 3dBm. The noise power is set to $\sigma_n^2 = -100$dBm, $\forall n \in N$.

The local model for each UE is made up of an input layer, 3 fully connected hidden layers, and an output layer, containing $|\theta_k|$, 512, 256, 128, and $|A|$ neurons, respectively. The learning rate for the multi-agent RL models are set to 0.0001, while the $\epsilon$-greedy algorithm is adopted to strike a tradeoff between the exploit and explore. The explore rate $\epsilon$ is set to linearly annealed from 1 to 0.02 over the beginning 4000 epoch and reminds constant afterwards to guarantee the convergence of models.

Fig. 2 illustrates the reward comparison of the proposed $\text{FRL}_{\text{suc}}$ algorithm, the FRL algorithm, and the traditional MARL algorithm [8]. Due to the punishment, the reward for all schemes is low at the beginning of the training period. With the decrements of the exploration rate $\epsilon$, the proposed $\text{FRL}_{\text{suc}}$ and the conventional FRL algorithm can achieve faster convergence and stable training reward, while the conventional multi-agent RL algorithm needs more iterations to find the actions with higher reward and converge. Fig. 3 shows the testing performance for 6 random user distributions. To verify the robustness of the proposed schemes, we test the models under different noise power. We adopt the same scenario with a lower noise power scenario (LN) where the noise power is set to $-110$dBm. The proposed $\text{FRL}_{\text{suc}}$ algorithm outperforms other reinforcement learning benchmarks in terms of averaged system EE. On the other hand, the MARL algorithm behaves worst in majority of situations, while can achieve near-optimal performance in some particular testing epochs. The reason for the poor performance of the MARL lies in the isolation of the local models. Although MARL can achieve almost the same reward with other benchmarks, the local models keep the personality and cannot be robust to the different testing environments.

Fig. 4 shows the training loss over the model averaging times. We can see that the MARL algorithm has high training loss even after enough training epochs. As discussed above, the MARL suffers from non-stationary and lacks communication between local models. It is clear that model averaging can decrease the training loss of the local models, representing that local models can benefit from the communication with each other.

Fig. 5 shows the EE testing performance over the model averaging times. The testing system EE for the proposed $\text{FRL}_{\text{suc}}$ algorithm increases with the number of model averaging times grow, and outperforms the MARL scheme when the number of model averaging times is greater than 2. Note that the model averaging at the first several periods may leads the the decrease of the system EE. This is because the averaged model not only loses the personality of the
local model, but also neglects the paradigm of the high-performance models. Hence, a well-performed, effective and robust global model requires a few model averaging times. On the other hand, the communication cost also increases linearly with the model averaging times. In practice, it is worth determining the model averaging times according to the requirement in a specific scenario, to strike a tradeoff between the communication cost and the system EE performance.

V. CONCLUSION

In this paper, a distributed energy-efficient resource allocation scheme has been investigated. The system energy efficiency has been maximized by jointly optimize the channel assignment and the transmit power of the user equipments. The formed non-convex problem has been solved by the proposed success rate based federated reinforcement learning framework to overcome the challenge of the computational complexity at the base station and the transmission cost by the local data. Quantity analysis and numerical results have shown that the proposed outperforms other decentralized benchmarks, while lowering the communication cost and offloading the computational complexity from the BS compared to the centralized algorithm. Additionally, the effectiveness of the proposed framework has been verified by illustrating the loss and performance over model averaging times.
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