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ABSTRACT

Embedded systems are deployed in many fields, from industrial applications to personal products. However, there are growing concerns regarding the security of these embedded systems as the number of attacks targeting them has increased. Control flow integrity (CFI) is a well-known security solution against these attacks. However, according to our analysis, existing CFI methods cannot be widely used in embedded systems one or more of the following reasons. (1) They require special hardware features that are not available in embedded systems, (2) they require that the developer recompile the source code with their compiler toolchain and (3) they incur considerable performance overhead to ensure CFI at runtime. In this paper, we propose CEST, a new scheme to ensure CFI on embedded systems using ARM TrustZone-M, a security extension for embedded ARM processors. For better compatibility, we designed CEST to be binary compatible. The evaluation results show that CEST can effectively enforce CFI compared to the existing studies using SVC.
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I. INTRODUCTION

In the era of the Internet of things (IoT), embedded systems have been used in various fields such as smart homes [1], [2], [3] and smart factories [4], [5], [6], [7]. The software on these systems is typically developed with C/C++ because these languages offer high performance and direct control over the hardware resources. However, much software, especially written in C/C++, is known for including many software vulnerabilities such as buffer overflows [8], [9]. Thus, attackers can launch software attacks on the system by exploiting such vulnerabilities. Among software attacks, control hijacking attack (CHA) is notorious for manipulating the target system’s control flow and executing the attacker’s payload or code gadgets.

Numerous studies have been conducted to deal with CHA and they can be categorized into two approaches; (1) code diversification approach and (2) control flow integrity (CFI) approach. In code diversification approach [10], [11], [12], [13], [14], they randomize the layout of the address space or shuffle the order of code regions to hide the exact memory address of the payload or code gadgets. However, as embedded systems usually have small physical memory and do not support virtual memory, this approach cannot diversify the code memory layout sufficiently to prevent CHA in embedded systems. On the other hand, in CFI approach [15], they instrument the program to insert checking instructions before control transfer instructions at compile time. By doing this, at runtime, they check the legitimacy of the target address of every control transfer instruction (e.g., return, indirect jumps), and they can detect CHA. Consequently, in contrast to the code diversification approach, CFI can thwart CHA in a deterministic way regardless of the memory size.

Indeed, many researchers [8], [15], [16], [17], [18], [19], [20], [21], [22] have defended CHA through CFI-based solutions. However, we found the following challenges exist when it comes to designing the CFI solution for embedded systems. First, many security hardware features in
Our approach is designed to be implemented without adding new hardware and modifying the compiler considering the characteristics of embedded systems that can be difficult to access hardware or source code.

- Ensure efficient operation compared to the existing work when entering the control flow verification routine. Our design does not occur unnecessary context switching.

This paper consists of 8 sections including an introduction section. Section II explains the research gap and comparison with our research and related existing research. Section III introduces the backgrounds, and the following section IV explains the threat model and assumptions. Section V presents our design goals (section V-A) and explains our implementation divided into three parts. Section VI analyzes the efficiency of our research based on run-time overhead and binary size. Section VII discusses the limitation of our research and future research direction. Section VIII is the last section of this paper that contains the conclusion of this research.

II. RELATED WORK

Over the past decades, CFI has been considered an effective approach to defend CHA. According to the type of control transfer instructions, there are many schemes, such as shadow stack [15] and branch regulation [25]. The shadow stack places a separate stack for storing the return address in the memory space and is a method to ensure the integrity of the backward edge using the return located in the shadow stack. In branch regulation, the integrity of the forward and backward edge is guaranteed by regulating possible operations according to the type of each branch.

To implement these CFI schemes, many researcher have proposed CFI solutions for embedded systems. These solutions can be categorized into code instrumentation and hardware-based approaches. CEST belongs to the former one since CEST also patch the binary program to enforce CFI. Table 1 summarizes those studies in the code instrumentation approach and compares them with CEST. Silhouette [8] and Kage [17] design CFI solutions for forward and backward edges. Especially, by utilizing special hardware features, i.e., unprivileged load and store instructions, they can efficiently implement CFI solutions for embedded systems. \( \mu \)RAI [16] proposes an efficient CFI solution for backward edges by reserving one general-purpose register to encode the current control flow information. TZmCFL [18] enforces the backward CFI for the embedded system by using ARM TrustZone-M similar to CEST. All of these works [8], [16], [17], [18] require the source code of the target program because they are implemented by modifying the compiler.
However, since most embedded systems do not provide source code and use customized build environments or compilers, it is difficult actually to apply these solutions. Unlike them, RECFISH [19] and CFI CaRe [20] are implemented by using binary patches without the need for source code. Specifically, they insert supervisor calls (SVCs) in the target binary to safely switch to the CFI verification code while the target program is running. However, these SVCs incur a considerable performance overhead whenever they are executed, so they cannot enforce CFI efficiently. CEST is also a CFI solution based on binary patch like RECFISH and CFI CaRe. However, CEST does not utilize SVCs, so CEST can enforce forward and backward CFI in an efficient way.

On the other hand, many studies are also being conducted to attach the special hardware module to embedded systems to ensure CFI, efficiently. The HCIC [22] implements the hardware-based CFI based on encrypted hamming distance (EHD) by attaching newly designed extra hardware such as a physical unclonable function (PUF), XOR operation hardware and an encrypted hamming distance calculation circuit (EHDC). FI-CFI [21] pointed out that the EHD used in HCIC is still course-grained cause the EHD is not a unique methodology. FI-CFI implemented more fine-grained CFI by implementing CFI based on HMAC instead of EHD. Both papers take advantage of being able to defend against both jump-oriented programming (JOP) and return-oriented programming (ROP) attacks and do not need to modify the compiler or ISA. The CRAAlert [26] detect real-time detection of code reuse attacks by adding a system consisting of a two-dimensional index table called branch instruction index (BID) and a component called double-linked wait list (DWL) between CPU core and memory. Although all three papers mentioned above show low runtime overhead, they can be applied only to embedded systems where developers can change hardware. However, without additional hardware, CEST can implement CFI schemes in an efficient way VI.

III. BACKGROUND

A. ARMv8-M

In ARMv8-M, the memory protection unit (MPU) manages access privileges to memory areas. Unlike the Memory Management Unit (MMU) used in high-end processors, the MPU does not support virtual memory; it only divides the physical memory address area into a limited number of areas to manage access privileges for each area.

Some manufacturers’ chipsets provide hardware-based MPU locks to prevent the MPU from being attacked. In STM32L552ZE used for the implementation of CEST proposed in this paper, the function is managed in the SYSCFG CPU Non-secure Lock Register (SYSCFG_CNSLCKR). The MPU Registers Lock bit of SYSCFG_CNSLCKR can be set at any point during execution, but once established, it is not unset until the processor is reset. In our approach, it is assumed that the non-secure kernel is safely operated through these functions.

ARMv8-M can use 16 core registers. Among them, R13 is used as a Stack Pointer (SP), R14 as a link register (LR), and R15 as a Program Counter (PC). Except for these three registers, the others are general-purpose registers. However, in AAPCS (procedure call standard for ARM architecture), the R12 register is used as an intra-procedure call scratch register. ARMv8-M has only two modes, privileged mode and unprivileged mode.

B. TrustZone-M

ARM TrustZone-M (TZ-M) is TrustZone [27] for ARM Cortex-M processors and a kind of physical security technology made by ARM. TZ-M is divided into two different memory spaces: secure and non-secure.

Memory and peripherals such as flash memory and SRAM are divided into secure and non-secure. Secure memory is divided into secure and non-secure callbable (NSC). The NSC is an area through which a user can enter the secure area from the non-secure area using the secure gateway (SG) instruction in the NSC.

Memory region attribution is determined by the security attribution unit (SAU) and Implementation Defined Attribution Unit (IDAU) [28]. IDAU is fixed to the manufacturer’s initial setting value and cannot be modified by the programmer, and the authority of a specific area can be designated through SAU. IDAU divides memory area into non-secure and NSC, whereas SAU divides it into non-secure and secure area. When SAU is enabled, the memory defaults to the secure attribute. It can be switched to the non-secure attribute by configuration. The final security attribution of memory is set to the attribute having the higher value among the values specified in SAU and IDAU [29], [30].

C. MEMORY LAYOUT

Figure 1 shows the memory security attributes predefined by IDAU on the STM32L552ZE. It indicates that the non-secure flash area ranges from 0x08000000 to 0x08080000, and the NSC flash area starts at 0x0C000000. However, in the ARMv8-M instruction set, the maximum memory address that can be moved by the B and BL instruction corresponding to the direct jump is $\pm 0x00FFFFFF$ [29]. Therefore, it is impossible to move from the non-secure area to the code located in the NSC area using the direct jump instruction. In order to overcome this in CEST, it safely moves to the NSC area using indirect jump instruction such as LDR PC, [PC + 4], where the destination address is stored in the code area that the attacker cannot modify.

D. CONTROL TRANSFER INSTRUCTIONS

ARMv8-M supports several types of control transfer instructions. These can be divided into direct and indirect depending on whether the instruction contains the destination address or not, and are classified into a jump (branch) and call (branch and link) depending on whether the return address is stored in the link register. ARMv8-M does not have dedicated instructions for return. However, following instructions are used for return in a function; BX LR and MOV PC, LR.
Therefore, in this paper, instructions are classified into five types: direct jump, direct call, indirect jump, indirect call, and return. Among them, the instruction that can be utilized for control hijacking attacks and the main protection target of our system are indirect call/jump and return. A direct call instruction is not used to control hijacking attacks, but CEST also processes the corresponding instruction to save the return address. Therefore, the instruction types patched by CEST are four types that exclude direct jump.

IV. THREAT MODEL AND ASSUMPTION

A. ASSUMPTION

• A1. All code memory are not writable
• A2. All data area are non-executable
• A3. Secure memory is isolated from non-secure memory

In a state-of-the-art embedded system, memory security policies such as W⊕X can be enforced using the MPU. The target system of our study is a system in which such a security policy exists. It is assumed that an attacker cannot modify the memory of the code area and that code execution in the data area is impossible. In addition, by using ARM TrustZone-M, the non-secure and secure areas are guaranteed to be completely separated, and it is assumed that unauthorized access to the secure area in the non-secure area is impossible. We presume that kernel and MPU are operating safely through settings such as (SYSCFG_CNSLCKR).

Therefore, we aim to run the program safely when the user application is vulnerable to adversaries.

B. THREAT MODEL

• T1. Arbitrary read access to non-secure code memory
• T2. Arbitrary write access to non-secure data memory

We assume that the attacker can write access to arbitrary data areas through vulnerabilities in embedded systems written in languages vulnerable to memory corruption, such as C or C++, and hijack the control flow of normal processes. Moreover, as the attacker has read access to the code area, an attacker can collect gadgets to be used for the attack.

V. DESIGN

A. DESIGN GOALS

When we design CEST, we consider the following design goals.

• G1. Leveraging with TZ-M
  
  The first goal is to implement CEST on low-end embedded ARM processors without state-of-the-art technology such as BTI. Therefore, it offers the security features optimized on ARM TZ-M not the various security enforcement methodology on a high-end ARM processor. CEST guarantees reliability by locating it in a separate area from untrusted code using TZ-M.

• G2. Binary instrumentation
  
  In embedded systems, the source code is often not disclosed [24]. A variety of toolchains are utilized according to device vendors [19]. Hence, we designed CEST to be applied to the target software through binary instrumentation.

• G3. Low performance overhead
  
  Many embedded systems operate with strict real-time constraints where the task should be finished by the deadline. Thus, if CEST imposes a significant performance overhead on the system, several tasks in the system cannot be protected due to the real-time constraint. Therefore, it is crucial to minimize the performance overhead to make CEST a practical technique.

B. DESIGN OVERVIEW

CEST enforces control flow integrity using ARM TrustZone-M to prevent control hijacking attacks in an embedded environment. CEST changes the control transfer instructions in which control flow hijacking can occur, such as indirect call, indirect jump, and return, to the instruction that can safely execute through a control deliverer and binary patch. When the changed instruction enters the edge regulator of the secure memory through the control deliverer, the edge regulator checks the control flow’s legality so it can be safely changed.

In the following sections, we describe CEST by dividing it into three parts. Part ① in Figure 2 indicates the control deliverer in the non-secure region. It allows all control transfer instructions in the binary to move through the corresponding area to the edge regulator of the secure area. This is covered in Section V-D and deals with the process of creating space by adding sections and the role of control deliverer.
deliverer region. Part ② deals with the binary patch that places the control transfer instruction in the non-secure binary into the instructions that can be safely executed. This is covered in Section V-C. Finally, part ③ represents the routines verifying forward and backward edges through edge regulator in run-time. This is covered in Section V-E.

C. BINARY PATCH

In the binary patch phase, all control transfer instructions except direct jump in the non-secure image are replaced with instructions to branch to the control deliverer through static analysis. The target instructions are direct call, indirect call/jump, and return instructions. A direct call is a function call with a fixed destination and does not belong to the control transfer instructions; it is processed to store the return address in the shadow stack for a return instruction to be executed later.

Function call instructions such as BL and BLX must store the return address in the shadow stack. Therefore, it is patched to enter the control deliverer using the direct call instruction BL. The return address is stored in the LR register when entering the control deliverer in runtime. As described earlier, the direct call instruction is not included in the control transfer instructions, so using the BL instruction to enter the control deliverer does not cause security problems.

Indirect jump instructions such as BX, TBH, and LDR PC, R0 are also converted to BL, where the address at which the instruction is located (to be precise, the address of the following instruction) is contained in LR register so that it can be utilized in the edge regulator. The LR register is no longer used when returning a function within the non-secure region, so this method does not affect the operation of the program. The address of the following instruction is required to operate in the edge regulator, which will be described in detail in Section V-E. For the return instruction, neither the address of the instruction nor a return address is required. Therefore, it is patched to enter the control deliverer area using a direct jump.

For indirect call/jump and return, most of the instruction is 2 bytes in thumb mode. However, some instructions require 4 bytes of space after the patch. To solve this, CEST used the previous and current instructions to secure 4 to 6 bytes of space and proceed with the patch. After that, the previous instructions are executed in the control deliverer.

In return, there is only a 2 bytes return instruction in the basic block occasionally. Figure 3 shows an example of a case where only a 2 bytes return instruction is in the basic block. In this case, the previous instruction is located in another basic block (e.g., the instruction located at 0x0804BF14 in Figure 3). In other words, when the patch is performed in conjunction with the previous instruction, some instructions branch to the middle of the newly generated 4 bytes instruction, causing abnormal execution. This can be solved by moving both the previous basic block and the basic block that consists of the return instruction to the control deliverer area. This approach will allow a little more bytes to go into the control deliverer area, but CEST will still work as before without issues. If there is a PC-relative instruction in the basic block to be moved, the processing of this instruction is also performed simultaneously. For example, in Figure 3, the instruction located at 0 × 0804BF14 in (a) is modified with appropriate offset at 0 × 080515EC in (b).

D. CONTROL DELIVERER

The control deliverer is split into two; gateway that exists for safe entry into the secure area, and trampoline that exists to set the argument to be passed to edge regulator. The gateway always has a fixed size of 32 bytes regardless of binary, and trampoline increases in size according to the number and type of instructions to be patched in the binary. Figure 4 shows how trampoline and gateway operate in a system to which CEST is applied through an example of indirect call. In Figure 4,
BL of func1 is a result of patching an indirect call instruction, showing that the control flow is moved to trampoline. Then, in trampoline, set the argument to be passed to edge regulator, move to the area corresponding to the indirect call of gateway, and enter the secure area.

1) TRAMPOLINE
Unlike previous studies [19], [20] that used the immediate field of SVC to distinguish the control transfer instruction after binary patching, CEST uses BL and B to carry out the same feature. Since no field can be used as a comment in these instructions, the original instruction cannot be distinguished by the method used in the previous paper. To mitigate this problem, CEST secures enough space for binary patching through the trampoline area, and adds instructions to identify the original instruction to trampoline. Therefore, the original instruction in the binary is fetched to move to a specific position within trampoline (e.g., trampoline+offset). After that, instructions containing information about the original instruction to be transferred to edge regulator are added to the corresponding location (trampoline+offset).

The original instruction type to be patched and the instruction set added to the trampoline are described in Table 2. In the case of direct call instructions, the destination can be specified through static analysis. Therefore, in the binary patch step, the absolute address of the function to be called is calculated, and then the address is put in the R12 register. In the direct jump/call instruction, the operation’s destination is contained in the register, an operand of the instruction. However, the destination is unknown with static analysis, and the destination can only be specified at runtime. The operand is calculated within the trampoline, moved to the R12 register, and entered into the edge regulator to process this.

The size of the trampoline increases linearly according to the number of control transfer instructions to be patched theoretically. However, while patching, if there are identical instructions in the non-secure area, the previously created instructions in trampoline are reused without adding new instructions. Therefore, the size of the finally created trampoline can be reduced. For example, the same function is called in different places in a non-secure area. In this case, the instructions corresponding to the function call are added in trampoline only once. The same function call instruction jumps to the instructions previously created in trampoline.

2) GATEWAY
The gateway refers to the first 32 bytes of the control deliverer. In the gateway, four LDR PC, [PC, 0x0C] instructions for entering from non-secure to secure and edge regulator address that is distinguished by the types of original control transfer instruction are stored. LDR PC, [PC, 0x0C] instruction corresponds to an indirect jump but it works as same with a direct jump. The PC+0x0C points to the 4 bytes address included in the code area, so attackers cannot modify it since the W⊕X policy. Therefore, the instruction can be safely used according to the previously set assumption. The reason for entering secure mode through this method is that a direct jump cannot be performed immediately due to physical limitations on the STM32L552ZE memory layout covered in Section III. In ARM, direct jump instruction has 2 or 4 bytes in length. As a result, the maximum range in which a direct jump can be performed is base address ±0x00000000, LDR PC, [PC+N] instructions are used as a solution.

Previous studies entered secure mode through the SVC handler, but CEST uses the control deliverer in the user code area to enter secure mode. This implementation method provides two main advantages. First, context switching does not occur because it is unnecessary to switch from user mode to supervisor mode. Therefore, it is possible to enter the secure area more efficiently and faster than in existing studies. This makes it possible to satisfy our goal G3, mentioned in Section V-A. Second, space for binary patching can be secured without affecting the layout of the existing code area. This enables us to satisfy our design goal G2 of implementing CEST using only binary without the need to recompile the source code.

| Type          | Original Instruction | Instructions added into control deliverer |
|---------------|----------------------|------------------------------------------|
| Direct Call   | BL func              | LDR r12, [ PC, 4]                        |
|               |                      | B Gateway                                 |
| Indirect Call | BLX rN               | MOV r12, rN                              |
|               |                      | B Gateway + 4                            |
| Indirect jump | BX rN                | MOV r12, rN                              |
|               |                      | B Gateway + 8                            |
|               | LDR pc, [ rA, rB, #0N] | LDR r12, [ rA, rB, #0N]                        |
|               |                      | B Gateway + 8                            |
|               | TBB [ rA, rB ]       | LDRB r12, [ rA, rB ]                     |
|               |                      | ADD r12, LR, r12, LSL#1                  |
|               |                      | B Gateway + 8                            |
|               | TBBH [ rA, rB, LSL#1] | LDRBH r12, [ rA, rB, LSL#1]               |
|               |                      | ADD r12, LR, r12, LSL#1                  |
|               |                      | B Gateway + 8                            |
| Return        | BX lr                | MOV pc, lr                               |
|               |                      | B Gateway + 12                           |
|               | POP { rA-rB, pc }    | POP { rA-rB, r12 }                       |
|               |                      | B Gateway +12                           |

3) SECURITY CONSIDERATION
The R12 register transfers an argument to the edge regulator on implementing the CEST. According to the ARM architecture procedure call standard (AAPCS), the R12 register is a scratch register for intra-procedure calls, especially for long branch veneers. The R12 register is a register that does not need to be backed up in call [31]. Even if the R12 register is used in the intra-procedure call, those instructions will be replaced by another instruction in the binary patch stage because intra-procedure call instruction is a control transfer instruction that can be exploited to control hijacking attacks. Therefore, if the original binary is a binary following AAPCS, booking the R12 register in CEST does not affect the operation of the basic program.

Using the control deliverer and R12 registers do not affect the security level of CEST. In the binary patch phase of
CEST, all instructions using the R12 register in the binary are changed. Even if an attacker uses an instruction that modulates the R12 register in the trampoline, the attacker cannot change the control flow with manipulated R12 register. This is because CEST enters the edge regulator immediately after changing the R12 register value in the trampoline. To be specific, even if an attacker manipulates the R12 register by using instructions in trampoline generated from indirect call/jump as a gadget, edge regulator can verify whether the R12 register contains an appropriate value. A detailed description of this verification method is provided in Section V-E.

In addition, CEST entered edge regulator directly without going through the supervisor mode. However, the operation mechanism of CEST does not have a significant adverse effect on security compared to the supervisor mode. In order to enter the NSC area from the non-secure area, the instruction must go through the SG (secure gateway), so it is impossible to switch from the non-secure area to an arbitrary secure area. Therefore, the attacker can only access a limited area even if the attacker enters the secure area by manipulating the data in a non-secure area. Before entering the secure area, security can be further strengthened by adding argument sanitizing in the NSC area if required.

E. EDGE REGULATOR

The edge regulator consists of four types, depending on the instruction type to be processed: direct call, indirect call, indirect jump, and return. A function info table is required for the edge regulator’s operation. This table stores the entry address of functions in the non-secure user code area and the size of the function. This information is obtained from information analyzing the symbol in the binary patch step.

There is no need to verify the forward edge for the direct call because it is a function call with a fixed destination. Therefore, it is implemented only for saving the return address in the shadow stack and jumping to the function to be called. As explained in Section V-D, In control deliverer, CEST stores the function address into R12 register and edge regulator branches to the destination using R12 register. This process corresponds to $\textcircled{1} \rightarrow \textcircled{2} \rightarrow \textcircled{3}$ in Figure 5.

For indirect calls, CEST firstly checks whether the destination address is in NSC area. This is because the existing NSC call existing in the binary of the non-secure area also enters the NSC area through the BLX instruction. Since an NSC call can only move to the SG instruction, it fetches 4 bytes of the memory address and verifies whether it matches the SG instruction. If the destination is located in a non-secure zone, CEST must handle both the backward edge and forward edge. The backward edge is handled by storing the return address in the shadow stack same as a direct call. The forward edge is verified whether the destination is in the function info table because the destination must be the entry of the functions. CEST terminates the program if the target address is not in the function info table.

An indirect jump is mainly used to process switch-case statements and goto statements inside the function. It means that the range that can be moved through the indirect jump must be within the scope of the corresponding function. Therefore, the edge regulator processes the forward edge by identifying the function where the instruction is located and then examining whether the destination is within the boundaries of that function. When entering the control deliverer, this instruction is patched to the BL instruction, so that the edge regulator can know the address of the instruction through the LR register. The edge regulator searches the function info table to identify the function where this instruction is located and verify the destination stored in the R12 register is within the boundaries of the function.

As return instruction is not for the forward edge, the edge regulator does not process it for the forward edge. Instead, the return address is recovered from the shadow stack that is saved at the time of the function call and returned there. This operation corresponds to $\textcircled{4} \rightarrow \textcircled{5} \rightarrow \textcircled{6}$ in Figure 5.

VI. EVALUATION
A. ENVIRONMENT SETUP

The environment setting for the testing is carried out on the STMicroelectronics Nucleo-L552ZE-Q [32] board.
with the ARM Cortex-M33 processor supporting the ARM TrustZone-M technology and using the instruction set architecture of the ARMv8-M [29]. Zephyr OS [33] is installed on the target board to implement the CEST. Radare2 [34] is used as a library for the binary patch. A python library, pyelftools [35], is used to analyze the ELF and add a new area control deliverer. We evaluate the performance of CEST using BEEBS [36] the open-source benchmark software.

B. MICRO-OPERATION
The most significant difference in our implementation compared to previous papers is that we enter the edge regulator directly in the secure area from the non-secure user without going through the supervisor mode. In other words, assuming that the overhead of the routine verifying the integrity of each edge is similar, the part showing the most significant difference in execution time will be the time required to enter the part verifying the integrity of the edge. Therefore, before measuring the overhead of the entire system, we measured overhead by implementing the cases of entering the secure area from supervisor mode through SVC instruction and entering the secure area through the control deliverer in the non-secure user area. Entering the integrity verification routine via SVC (previous works) shows 145 cycles overhead while entering the integrity verification routine using the control deliverer (our implementation) requires only 44 cycles. This proves that the SVC-based method requires approximately 3.29 times more cycles than the trampoline-based method. This is an overhead that occurs when the SVC handler is not implemented, and a larger overhead will appear if the SVC handler is being used to implement functions such as system calls. When we assume this situation, 361 cycles in the existing implementation whereas there are only 44 cycles in our implementation, resulting in about 8.2 times more overhead in the current works.

C. RUN-TIME OVERHEAD
Two types of implementation were carried out in figure 7 to evaluate the run-time overhead. The first implementation is an implementation that checks both the integrity of the backward and forward edge which is fully functional of CEST. The second is implemented for comparison with the previous paper [19], [20], checking the run-time overhead when entering the branch verification routine using SVC. The baseline is a run-time of non-modified benchmark source implementation. Based on the micro-operation testing results, the existing approach that used the SVC has 100 cycles of overhead compared with ours. So we compare the overhead on run-time by adding dummy instructions to our implementation. Figure 7 shows the run-time overhead for 19 benchmarks included in BEEBS. The maximum execution time overhead for our implementation is observed as 652.27% compared to the baseline, and the minimum is observed as 0.20% tested with bubble sort benchmark. For the 19 benchmarks used in our evaluation, an average execution time overhead of 159.30% was observed compared to the baseline.

As can be seen from the trend shown in the graph, the 19 benchmark results can be analyzed by dividing them into three parts. In the case of the two benchmarks at the right end (duffcopy and cover), a substantial overhead appears compared to other benchmarks, It can be seen that the run-time overhead of the implementation using SVC and the implementation using CEST is relatively small. The cover benchmark is an artificially created program to test the indirect jump, and significantly more indirect jump instructions are executed compared to the general program. In these two benchmarks, many table searches occur to safely process indirect control transfer instructions, which is the reason for the high execution overhead of these benchmarks. Similarly, since the table search overhead occupies a large proportion compared to other overheads, this test case shows relatively few advantages of our implementation using control deliverer instead of SVC.

Next, the picojpeg, hashtable, prime, tarai, and recursion benchmarks also present large overheads. These benchmarks are cases where the overhead is large because there are many control transfer instructions compared to the program size, or the number of indirect jump and indirect calls is large. This is a typical result due to the nature of the implementation that validates the control transfer instruction and shows how efficiently our implementation using the control deliverer can reduce the execution time compared to the SVC implementation in this situation. For all the benchmarks performed, the average execution time overhead for processing one control transfer instruction is 87.25 cycles.

In the experiment conducted in this study, only the time difference between the method using SVC and the control deliverer is measured based on the results of micro-operation. Our implementation can be more effective in the real-world scenario than in experiment. This is because CEST does not take table searching time to process direct call instructions. In CEST, all necessary parameters are set before entering the edge regulator using the control deliverer; hence, there is no need for table searching to identify the destination.
TABLE 3. Binary size overhead. The ratio is the size of the binary that is increased compared to the size of the non-secure area. Edge regulator has a constant size regardless of benchmark binary.

|               | Bytes | Ratio |
|---------------|-------|-------|
| Control Deliverer | 207.37 | 1.09% |
| Function Info Table | 1376.84 | 7.36% |
| Edge regulator | 608   |       |

address of a direct call. Considering that the table searching overhead for processing indirect call/jump is exceptionally large in the experimental result, it can be predicted that the implementation of CEST is more efficient than that shown in the experiment.

D. BINARY SIZE

The most significant part of the memory size that increases due to the implementation of CEST is the branch table that contains the entry and size of all functions located in a non-secure area. This is 1376.84 bytes on average for 19 benchmarks, accounting for 7.36% of the size of the non-secure area. In the case of the control deliverer, it increases according to the number of control transfer instructions. However, memory waste can be reduced by reusing the previously created set of instructions when using the same instruction. Therefore, the memory size occupied by the control deliverer compared to the entire non-secure image is only 1.09% on average. It is impossible to compare the binary size overhead described directly numerically in the implementation in CFI CaRE [20] with the overhead of our study. However, in the case of the branch table, as it is used to process the forward edge in the implementation of the existing research, the binary size of our study will generate a similar level of overhead. In addition, in CFI CaRE [20] and RECFISH [19], an additional table is used to specify the return address of a direct call. This value increases linearly as much as the number of control transfer instructions. Therefore, it is expected to have a similar overhead to the control deliverer in this study.

VII. DISCUSSION

In this study, patching is carried out and evaluated only for the non-secure user area. However, codes in the kernel area can also enter the secure area more quickly using the control deliverer. For complete protection of this kernel area, as implemented in other papers, it is necessary to implement the exception shadow stack to perform exception return safely. We implemented a solution to prevent control flow hijacking using shadow stack and branch regulation. However, this is an example of the implementation presented in this paper. Existing CFI solutions monitor all indirect branches in the binary, and our implementation also monitors all indirect branches in the same way, so it is theoretically possible to apply a solution other than branch regulation. It is also possible to extend this technique to other methodologies through the same approach. It is also possible to check the legitimacy of memory access by fetching further instructions (e.g., memory load/store) and modifying the edge regulator in the secure area instead of fetching control transfer instructions.

VIII. CONCLUSION

This paper presents CEST that enforces the CFI with low overhead utilizing the ARM TZ-M and the control deliverer. CEST secures the shadow stack and function info table by locating the assets of CEST in the ARM TZ-M. Moreover, CEST provides binary compatibility considering the characteristic of the embedded system environments that use various compile environments and tools. CEST used the control deliverer instead of SVC used in existing studies to reduce the execution time. Through efficient design, the performance improvement is approximately 40.76% compared to the implementation through SVC. In the CFI implementation, table search is required for CFI enforcement of direct call instructions, but in CEST, CFI can be enforced without table search using control deliverer. Therefore, the performance improvement in the actual program is expected to be higher than benchmarks in this study.
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