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Abstract—Although Trajectory Optimization (TO) is one of the most powerful motion planning tools, it suffers from expensive computational complexity as a time horizon increases in cluttered environments. It can also fail to converge to a globally optimal solution. In this paper, we present Lazy Trajectory Optimization (LTO) that unifies local short-horizon TO and global Graph-Search Planning (GSP) to generate a long-horizon global optimal trajectory. LTO solves TO with the same constraints as the original long-horizon TO with improved time complexity. We also propose a TO-aware cost function that can balance both solution cost and planning time. Since LTO solves many nearly identical TO in a roadmap, it can provide an informed warm-start for TO to accelerate the planning process. We also present proofs of the computational complexity and optimality of LTO. Finally, we demonstrate LTO’s performance on motion planning problems for a 2 DOF free-flying robot and a 21 DOF legged robot, showing that LTO outperforms existing algorithms in terms of its runtime and reliability.

I. INTRODUCTION

Trajectory Optimization (TO), such as the ones based on Mixed-Integer Convex Programming (MICP), solves a motion planning problem to generate an optimal trajectory while satisfying constraints. One of the advantages TO has compared with other planners, such as Sampling-Based Planning (SBP) (e.g., Rapidly-exploring Random Tree) and Graph-Search Planning (GSP) (e.g., A*), is to easily formulate a wide variety of constraints, including equality constraints. Conversely, GSP and SBP take considerable time in a narrow passage because it is difficult to place a sufficient number of grids or samples to represent the states present [1].

However, TO has two main drawbacks: expensive computational complexity with a long horizon and convergence to local optima [2], [17]. Long-horizon TO is indispensable for generating feasible global trajectories, but the computation time grows exponentially as the number of horizons increases. Model Predictive Control (MPC) can spend less planning time than the long-horizon TO [18]-[22]. However, since it solves relatively short-horizon TO, it has a greater probability of getting stuck at local optima.

To this end, we address Lazy Trajectory Optimization (LTO) unifying the local short-horizon TO and the global long-horizon GSP. LTO reasons the same constraints as the original large-horizon but with the improved time complexity. We also propose a cost function that considers the computation time of TO to balance the optimality of the trajectory and the planning time. Next, based on Lazy Weighted A* (LWA*) [23], we improve LWA* by making the vertex generation "lazy". In this work, "lazy" means that LTO runs TO only when it intends to evaluate the configuration and trajectories. Because LTO solves many similar TOs, it employs a warm-start to solve TO, resulting in less planning time. By employing MICP as a short-horizon TO, we can analyze the computational complexity of LTO in addition to the bounded solution cost. Our contributions can be summarized as follows:

1) We propose LTO, a framework incorporating GSP as a high-layer planner and TO as a low-layer planner, that efficiently generates long-horizon global trajectories.
2) We present the cost function balancing the planning time of TO and the optimality of the trajectory.
3) We present the theoretic properties of LTO.
4) We demonstrate LTO’s efficiency on motion planning problems of a 2 DOF free-flying robot and a 21 DOF legged robot.

II. RELATED WORK

TO finds an optimal trajectory that satisfies constraints [2]-[16]. We focus on using MICP as a short-horizon TO for the following reasons. First, MICP can deal with nonlinear constraints with approximations and constraints involving discrete variables [12]. Another reason is that the solving...
time for MICP based on Branch and Bound (B&B) [31]-[34] is bounded theoretically.

Several GSPs have been studied to decrease the planning time [23]-[28]. LW A* [23] evaluates edges only when the planner uses them. At the start of planning, LW A* does know the true edge cost and gives an optimistic value. During the planning process, when the state is selected for expansion, LW A* evaluates the true edge cost, resulting in the decreased planning time [23]-[28]. LW A* [23] evaluates edges only when the state is selected for expansion. Several works have been proposed to have good warm-starts [35]-[37]. Compared with them, LTO utilizes past trajectories in graph to enhance the quality of warm-starts.

III. PROBLEM FORMULATION

A. Notation

LTO solve TO with GSP as shown in Fig. 2 Let \( G = (V,E) \) be a priori unknown graph consisting of vertices \( V = (v_1, v_2, \ldots) \) and edges \( E = (e(v_i \leftrightarrow v_j) \forall i, \forall j) \). Each vertex represents the state of a robot and each edge represents the trajectory of the robot between the vertices. We make voxels in the continuous domain, such that each vertex is in each voxel shown in Fig. 3. At the start of planning, we connect every two vertices if their \( \ell_\infty \) norm is less than or equal to \( r \). Let \( K \) be the number of intervals along each axis. Let \( i \) be the number of voxels along each axis to produce a hypercube region where LTO solves the edge (see Fig. 3).

B. Graph Structure

We solve TO within associated voxels and only use the constraints within voxels as shown in Fig. 3. It means we remove several domain-specific constraints, such as obstacle-avoidance constraints, if they are outside the voxels, resulting in the decreased solving time. Because we keep each vertex and edge within the voxels, the constraints outside the voxels do not influence the generated vertex and edge in voxels.

We describe how we build our graph. In the beginning, we make voxels in the continuous domain and place a vertex in each voxel. If we place a vertex to represent the robot’s state without considering the feasibility of the state, the probability of the state associated with the vertex being infeasible would be high. If we use TO to place a vertex, TO considers constraints so that LTO can place the vertex in a feasible region. Thus, it uses TO to get the true configuration associated with the vertex and update \( G \). To execute TO, it associates each grid voxel with a continuous state of the robot. For edge generation, it uses TO to get the true trajectory associated with the edge and update \( G \). LTO solves TO in the hypercube, consisting of corner points of the voxels where the target vertices are located.

C. Mixed-Integer Convex Programs

The MICP to generate edges in \( G \) is given by:

\[
\begin{align*}
\text{minimize} & \quad c_T(x_N,z) + \sum_{t=0}^{N-1} c_i(x_t,z) \\
\text{subject to} & \quad f_i(x_t,z) \leq 0, \quad t = 0, \ldots, N - 1 \\
& \quad x_{\min} \leq x_t \leq x_{\max}, \quad t = 0, \ldots, N \\
& \quad x_0 = x_s, \quad x_N = x_g \\
& \quad x_t \in \mathcal{X}, \quad t = 0, \ldots, N \\
& \quad z \in \{0, 1\}^{n_z}
\end{align*}
\]

where \( x_t \) are the states of the robot at time \( t \), \( z \) are binary decision variables, \( c_T, c_i, f_i \) are convex functions, and \( \mathcal{X} \) is the convex set. When finding the edge in \( G \), we solve (1), where \( x_s, x_g \) are the state of the start vertex and the state of the goal vertex, respectively. When finding the vertex in \( G \), we solve (1) with \( N = 0 \) without \( \sum_{t=0}^{N-1} c_i(x_t,z) \).

D. Warm-Start Strategy

Let \( v_p \) and \( v_c \) be the start and goal state in the trajectory LTO tries to generate in \( G \). LTO searches the most similar trajectory in \( G \) based on the deviation cost as follows:

\[
d_{\text{cost}} = ||v_p - v_i|| + ||v_c - v_j||
\]
where \( v_i \) and \( v_j \) are the start and goal of other trajectories in \( \mathcal{G} \). We assume that a trajectory in \( \mathcal{G} \) with a close start and goal designs a similar trajectory, enabling the robot to be aware of constraints. Hence, when LTO tries to generate an edge not investigated by TO yet, it uses the edges already generated by TO as initial guesses if \( \delta_{\text{cost}} \) is lower than the threshold. As time passes, it solves more edges and this information enhances the quality of the warm-start for the current trajectory generation.

IV. Lazy Trajectory Optimization

We present LTO that unifies TO and GSP. We employ LWA* as GSP of LTO and improve LWA* by proposing a new cost function that considers the difficulty of TO with the guaranteed suboptimality bound. We also delay vertex validation using TO until the planner intends to expand the vertex since executing TO for all the voxels to validate the vertices is demanding. The high-level process of LTO is shown in Fig.2. Given a uniform grid graph where LTO does not know the true vertex and edge, LTO performs either an expansion, a vertex validation, or an edge generation.

We use the notation \( X \leftarrow \{x\} \) and \( X \leftarrow x \) to show the compounding operations \( X \leftarrow X \cup x \) and \( X \leftarrow X \setminus x \), respectively. \( Q_o, Q_e \) are priority queues to maintain the states discovered but not expanded and the expanded states. \( \hat{g}(v) \), \( h(v) \), and \( f(v) \) are estimates of cost-to-come, cost-to-go, and cost from the start to goal through \( v \), respectively. \( v = \min_{v \in Q_o} (f(v)) \) if there exists the state. \( v_{\text{goal}} \) is the inflated cost considering the time complexity of TO. \( n_i \) is the number of discrete decision variables associated with edge generation and we count \( n_i \) within the associated voxels. \( \omega \) is a user-defined inflation factor.

\( c_{\text{TO}} \) can be very large so that LTO may not enthusiastically investigate the edge in the voxels with many discrete variables. In other words, \( \omega \) is a tuning knob that balances the optimality of a trajectory and the planning time. We use \( c_{\text{TO}} \) as the cost of the edge if it is not investigated by TO and use \( c \) if it is investigated by TO.

While many works try to minimize the number of edge evaluations [24], only a few papers discuss the "difficulty" of the edge evaluation. Recognizing that the running time of the edge generation by TO grows exponentially as the number of discrete variables increases [12], [38], we propose \( c_{\text{TO}} \).

A. TO-Aware Cost

We propose the TO-aware cost as follows:

\[
c(v_1, v_2) = \|v_1 - v_2\|_2, c_{\text{TO}}(v_1, v_2) = (1 + \omega n_i)c(v_1, v_2)
\]

where \( c \) is the cost of the edge using the Euclidean distance and \( c_{\text{TO}} \) is the inflated cost considering the time complexity of TO. \( n_i \) is the number of discrete decision variables associated with edge generation and we count \( n_i \) within the associated voxels. \( \omega \) is a user-defined inflation factor.

The while loop. Lines 10-16 are new. TrueVertex\((v)\) and TrueEdge\((v)\) check if the expanded state \( v \) has the true configuration and the true edge cost, respectively.

C. Expansion (Alg. 2)

In Alg. 2 the expanded state has both the true vertex and the true edge cost so that LTO puts all successors of \( v \) in \( Q_o \). GetSuccessors generates a copy of each neighboring state to maintain the states from different parents (line 1). The same vertex that originated from other parent states might have already figured out the true configuration of the vertex by already running TO. Hence, LTO checks if other versions of the successor state \( v' \) have the true configuration in \( Q_o, Q_e \) (line 4). If true, we update \( \hat{g}(v') \) with \( c_{\text{TO}} \). Thus, \( \hat{g} \) has an expensive cost for edges with many integer variables. We also set TrueVertex\((v')\) to true (line 6). If another version of the successor state \( v' \) does not have the true configuration, we use a distance from \( v \) to the voxel’s edge where \( v' \) belongs as a cost of the edge to guarantee the bounded suboptimality (line 8). LTO checks if this version of \( v' \) should be considered for maintaining in \( Q_o \) (line 9). If there exists the state \( v'' \) that represents the same configuration of \( v' \) with the true edge cost and the lower \( \hat{g} \) value, we do not maintain \( v' \).

D. Edge generation (Alg. 3)

In Alg. 3 the state has the true vertex but does not obtain the true edge cost yet. Let \( v''_o \) and \( v''_e \) be the vertices repre-
senting the same configuration but originated from different parents $x$, $z$. Here, $e(v_i^0 \leftrightarrow v_j^0) = e(v_i^0 \leftrightarrow v_j^0)$. Hence, we do not want to run expensive TO again to get $e(v_i^0 \leftrightarrow v_j^0)$ if we already obtain $e(v_i^0 \leftrightarrow v_j^0)$. On line 3, CheckSamePair checks if we already obtain the same configuration pair from different parents. If true, we get the same configuration pair (line 4). Line 6 checks if the obtained edge is feasible. If true, we set TrueEdge(v) to true, get the cost (line 7) and use it to update the $\hat{g}(v)$ (line 9). We use $e$ instead of $E_{TO}$ because LTO already figures out the true edge cost, and it does not make sense for the edge cost to be expensive due to $\omega^\alpha$. On lines 10 like line 3 in Alg. 2 we insert $v$ into $Q_0$ if no states exist satisfying the if condition. If false on line 10 LTO runs TO (line 3) and perform the same action between lines 7-10. On line 2 GetWarmStart computes the initial guesses $w_{opt}$ of each decision variable.

E. Vertex Validation (Alg. 7)

Since the state does not have the true vertex, LTO runs TO and gets the true configuration of $v$. The structure of Alg. 4 and Alg. 3 is essentially the same, but in Alg. 4 we use $E_{TO}$ as the cost to avoid the expensive edge generation (line 7).

V. FORMAL ANALYSIS

A. Complexity

We identify line 3 in Alg. 3 and line 2 in Alg. 4 as the main sources of planning time. For planning with expensive edge generation, it makes more sense to discuss the time complexity based on TOs.

Theorem V.1. Let $X$ be the configuration space normalized to $[0, 1]^d$, where $d \in \mathbb{N}$. Let $K, r$ be the number of intervals along each axis and the normalized distance calculated as $\ell_\infty$ (see Fig. 3). Then, the TO-aware time complexity is $O((2i + 1)^d K^d)$ where $i = 0, 1, \ldots, K, r = (1/K)i$.

Proof. Fig. 3 shows the case where $d = 2, K = 4, r = 1/4, i = 1$. The total number of vertices is $K^d$ so TO for finding a vertex is called at most $K^d$ times. For the edge generation, LTO connects the vertices if the $\ell_\infty$ between the center of the voxel to which one vertex belongs and the center of the voxel to which the other vertex belongs to is less than or equal to $r$. The total number of edges per vertex is $(2i + 1)^d - 1$ (the vertices inside the green rectangle in Fig. 3 except for the vertex (d)). Thus, the total number of TO to find the edge is $((2i + 1)^d - 1) K^d$.

We can even bound $K$ when TO uses MICP.

Corollary 1. $K$ is bounded as: $T_o(2^B K^d + 2^{NB(i+1)^d}((2i + 1)^d - 1)) \leq T_i$ where $B$ is the maximum number of integer variables in a voxel. $T_o$ is the average solving time of convex programming on a problem domain with no integer variables and $N = 0$, and $T_i$ is the acceptable running time.

Proof. When finding a true vertex, the MICP solver using B&B searches at most $2^B$ solutions and solves the regular convex programming for each solution. In the worst-case, it solves convex programs for all voxels and the solving time is $2^B K^d T_o$. Regarding the edge generation, the solver investigates $(i + 1)^d$ voxels at most for every single edge. When finding edges, we consider $N$ steps planning problem so that the total number of integer variables when finding an edge is $NB(i + 1)^d$. Because the solver runs at most $(2i + 1)^d - 1$ per a voxel to find an edge, the worst-case solving time for edge generation is $2^{NB(i+1)^d}((2i + 1)^d - 1)$.

B. Optimality

We can bound the cost of the solution as follows:

Theorem V.2. Let $\xi^*$ be an optimal path. LTO return a path $\xi$ with cost $c(\xi) \leq \alpha \xi^*(\xi^*)$ with $\alpha = (1 + \omega^M)$ where $M = NB(i + 1)^d$.

Proof. We need to show $\hat{g}(v) \leq \alpha g^*(v)$. We use induction. At the start of planning, $\hat{g}(v_{start}) = g^*(v_{start}) \leq \alpha g^*(v_{start})$ so the base case holds. Next, after some iteration of Alg. 1 and assume that $\hat{g}(v) \leq \alpha g^*(v)$ holds for all $v \in \xi$ so far. Let $v_p \in \xi$ with $\hat{g}(v_p) > \alpha g^*(v_p)$, resulting in $f(v_p) > \alpha (g^*(v_p) + \hat{h}(v_p))$. $\hat{g}(v) \leq \alpha g^*(v)$ holds if no such $v_p$ exists. Here, we show that LTO will not choose such $v_p$ on line 5 in Alg. 1 even if $v_p$ exists.

Case 1: A vertex has been expanded before $v_p$ along $\xi$. In this case, we must have a $v_{a-1} \in \xi$ before $v_p$ along $\xi$ with successor $v_a$ on $Q_0$. If TrueEdge$(v_a)$ is true:

$\hat{g}(v_a) \leq \hat{g}(v_{a-1}) + c(v_{a-1}, v_a) \leq \alpha g^*(v_{a-1}) + c(v_{a-1}, v_a) \leq \alpha g^*(v_a)$

If TrueEdge$(v_a)$ is false:

$\hat{g}(v_a) \leq \hat{g}(v_{a-1}) + E_{TO}(v_{a-1}, v_a) \leq \omega^\alpha(\hat{g}(v_{a-1}) + c(v_{a-1}, v_a)) \leq \omega^\alpha g^*(v_{a-1}) + c(v_{a-1}, v_a) = \alpha g^*(v_a)$

Hence, the assumption $\hat{g}(v) \leq \alpha g^*(v)$ holds true for
all iterations. Since for every vertex $\alpha g^*(v_i) + \hat{h}(v_i) \leq \alpha g^*(v_{i+1}) + \hat{h}(v_{i+1})$ is true due to the consistency of $\hat{h}$, $f(v_{i+1}) = \hat{g}(v_{i+1}) + \hat{h}(v_{i+1}) \leq \alpha(g^*(v_{i+1}) + \hat{h}(v_{i+1})) < \hat{f}(v_p)$ which means that $v_p$ will not be chosen.

Case 2: No expanded vertex before $v_p$ along $\xi$. In this case, $Q_o$ must contain the start vertex, where we can apply the same discussion above, resulting in $\hat{f}(v_{\text{start}}) < \hat{f}(v_p)$.

Finally, $c(\xi) = \hat{g}(v_{\text{goal}}) \leq \alpha g^*(v_{\text{goal}}) \leq \alpha \hat{c}(\xi^*)$.

VI. NUMERICAL EXPERIMENTS

We validate LTO on two motion planning problems: free-flying robots in $\mathbb{R}^2$ and legged robots in $\mathbb{R}^2$ [21]. We test algorithms with ten trials.

We evaluate LTO of the different numbers of voxels with/without the warm-start. We set $r$ such that a vertex has 15 edges per vertex for the free-flying robot experiments and 20 edges for the legged robot experiments. With warm-start options, LTO uses already investigated trajectories by TO if $d_{\text{cost}}$ in configuration space is less than 0.1. We also run the regular TO (i.e., no GSP is embedded), other GSP (i.e., weighted $A^*$, LWA*), and SBP (i.e., PRM [39], lazyPRM [40], RRT [41], RG-RRT [42]). To have a fair comparison, we incorporate TO into GSPs and SBPs. When they find a node and connect nodes, they use TO to check if the sampled configuration and the edge is feasible.

We use Gurobi [43] to solve MICP on Intel Core i7-8750H machine and implement all planning codes in Python.

A. Free-Flying Robots

We consider a free-flying robot in $\mathbb{R}^2$ with multi obstacles. We define $p_t \in \mathbb{R}^2$ as the position and $v_t \in \mathbb{R}^2$ as the velocity. The state $x_t = (p_t, v_t)$ is controlled by $u_t \in \mathbb{R}^2$. Thus, the robot solves the following MICP from $x_s$ to $x_g$ while remaining in the safe region $\mathcal{X}_{\text{safe}}$ [44]:

\[
\begin{align*}
\text{minimize} & \quad \sum_{t=0}^{N-1} (x_t - x_g)^\top Q (x_t - x_g) + u_t^\top u_t \\
\text{s.t.} & \quad x_{t+1} = A x_t + B u_t, t = 0, \ldots, N - 1 \\
& \quad \|u_t\|_2 \leq v_{\text{max}}, t = 0, \ldots, N - 1 \\
& \quad x_{\text{min}} \leq x_t \leq x_{\text{max}}, t = 0, \ldots, N \\
& \quad x_0 = x_s, \quad x_N = x_g \\
& \quad x_t \in \mathcal{X}_{\text{safe}}, t = 0, \ldots, N
\end{align*}
\]

\[(4)\]

Fig. 4: The results of Section VI-A. Error bars represent a 95% confidence interval for a Gaussian distribution. Note that for some algorithms, the confidence intervals are very small and are not visible. Compared with TO, LTO prioritizing optimality (i.e., $\omega = 0$) finds the optimal solution about nine times faster without sacrificing the solution cost much (1.2 % worse).

The constraints $x_t \in \mathcal{X}_{\text{safe}}$ are represented using a big-M formulation with binary variables $z$ [44]. We consider axis-aligned rectangular obstacles. We run LTO under 1000 and 2000 voxels with $\omega = 0, 100$ and with/without a warm-start.

We set $N = 7$ for TO inside LTO. For TO, we use $N = 70$, which is the minimum number of $N$ for us to find a solution.

The number of continuous variables, binary variables, and constraints is 168, 3360, 4230, respectively. We run SBP and GSP at most 5000 samples with different grid sizes and show the results for the grid size showing the optimal cost.

The solution cost versus planning time is plotted in Fig. 5. LTO finds as good solutions as TO finds with decreased planning time. The generated trajectories are shown in Fig. 1. By navigating the robot to a region with fewer integer variables (i.e., fewer obstacles), LTO can generate robot trajectories quickly. We also observe that the lower the inflation factor $\omega$, the more optimal trajectory LTO generates. It takes more time to design the trajectory since LTO does not guide the robot to avoid the computationally expensive regions, but it still quickly generates the trajectory without sacrificing the solution cost so much compared with the long-horizon TO.

Here, we compare the results of LTO with TOs. While the best planner among LTOs (the warm-start, 2000 voxels, $\omega = 0$) designs the trajectory that cost is 1.2 % worse than TO with a cost function, it decreases the computation time by about 93 %. TO with $N = 70$ is the simplest TO we get the feasible global trajectories. We manually increase $N$ until we get the feasible trajectory. In contrast, since LTO iteratively solves the short-horizon TO, we do not need to spend time tuning $N$ until we get global feasible trajectories, resulting in less offline user time consumption. Also, the variance of the planning time is smaller than that of TO. Recognizing that the solver’s behavior in terms of solving time is more uncertain for the large scale optimization problem [45], LTO uses the small scale problem (i.e., short-horizon TO) to have the small variance of the planning time.

We also evaluate our algorithms in terms of parameters. Fig. 4 shows that $\omega$ provides a tuning knob to trade off between the solution cost and the planning time. Fig. 5 shows the individual time cost on Alg. 2-Alg. 4 within LTO with different $\omega$ for 2000 voxels. It shows that TO for generating an edge spends a large amount of time. It also indicates that by increasing $\omega$, LTO spends less time to generate edge by navigating the robot to the region with fewer discrete variables, resulting in less total planning time. As for the number of vertices, LTO with 1000 voxels and $\omega = 0$ designs the trajectory, resulting in 72 % decreased planning time with the 0.4 % worse solution cost compared with LTO with 2000 voxels and $\omega = 0$. As a result, we may use the solution from
LTO with 1000 voxels and ω = 0.

All algorithms in SBP and GSP but RG-RRT spends a large amount of time. While LTO and TO have the success rate of 100 %, SBP and GSP have the success rate of 20 % except for RG-RRT, which has that of 40 %. This is because the regular SBPs and GSPs do not consider dynamics.

B. Legged Robots

We consider a $M$-legged robot motion planning problem. We denote the body position as $q_i \in \mathbb{R}^3$, its orientation as $\theta_i \in \mathbb{R}^3$, and toe $i$ position as $p_{it} \in \mathbb{R}^3$. To realize a stable locomotion, we consider the reaction force $f_{it} \in \mathbb{R}^3$ at foot $i$. Thus, the robot solves the following MICP [12]:

$$\begin{align*}
\text{minimize} & \quad \sum_{t=0}^{N-1} (x_t - x_g)^\top Q (x_t - x_g) \\
\text{s.t.} & \quad x_{\text{min}} \leq x_t \leq x_{\text{max}}, \quad t = 0, \ldots, N \\
& \quad |\Delta x_t| \leq \Delta x, \quad t = 1, \ldots, N \\
& \quad p_{it} \in \mathcal{R}_i(q_t, \theta_t), \quad t = 0, \ldots, N \\
& \quad x_0 = x_g, \quad x_N = x_g \\
& \quad x_t \in \mathcal{X}_{\text{safe}}, \quad t = 0, \ldots, N \\
& \quad \sum_{t=1}^{M} f_{it} + F_{\text{tot}} = 0 \\
& \quad \sum_{t=1}^{M} (p_{it} \times f_{it}) + M_{\text{tot}} = 0
\end{align*}$$

(5)

where $x_t$ contains kinematics-related decision variables $q_t, \theta_t, p_{1it}, \ldots, p_{Mit}$. Here, $p_{it} \in \mathcal{R}_i(q_t, \theta_t)$ shows kinematics constraints. $\sum_{t=1}^{M} f_{it} + F_{\text{tot}} = 0$ and $\sum_{t=1}^{M} (p_{it} \times f_{it}) + M_{\text{tot}} = 0$ represent the static equilibrium of force and moment constraints, respectively. For kinematics constraints, we approximate them as linear constraints [6]. The bilinear terms of the static equilibrium of moment can be represented as piecewise McCormick envelopes with binary variables $z$ [12]. In this work, we just consider $q_t, p_{1it}$ for planning. To consider orientation, we may utilize [46]-[47]. We consider a six-legged robot with 3 DOF per leg, resulting in 21 DOF planning. We run LTO under 3000 and 6000 voxels with $\omega = 0, 10$ and with/without a warm-start. We set $N = 7$ for TO inside LTO. For TO, we use $N = 56, 63, 70$ from the left to the right environment in Fig. 6, respectively, which are the minimum number of $N$ for us to find a solution. The number of continuous variables is 20220, 23106, 25674, the number of binary variables is 32400, 14190, 6754, and the number of constraints is 74680, 55827, 48532, from the left to the right environments, respectively.

The generated trajectories and the solution cost versus planning time are shown in Fig. 6. In the left and middle environments, LTO shows better performance compared with TO. In Fig. 6, TO feasible planning finds the trajectory most quickly, but Fig. 6 shows that it spends more time to just find a feasible solution if the planning problem is more difficult. In the right environment, TO optimal and LTO show similar results. Since the right environment has fewer discrete variables, we do not observe the advantage of using LTO. Therefore, LTO works well in environments with many discrete decision variables like the left and the middle environments.

VII. CONCLUSION

We presented LTO for high DOF robots in cluttered environments. Because LTO deeply unifies TO and GSP algorithms, it can consider the original long-horizon TO problem with a decreased planning time. We proposed a TO-aware cost function that considers the difficulty of TO. Furthermore, LTO employs other edges in the graph as a warm-start to accelerate the planning process. We also presented proofs of the complexity and optimality. Finally, we performed planning experiments of a free-flying robot and a legged robot motion planning problems, showing that LTO is faster with a small variance of the planning time.

Since LTO has a small variance in planning time, we argue that it would be useful for safety-critical applications such as autonomous driving. Additionally, it consists of TO and GSP so that users can use other planning algorithms for each subcomponent according to their specifications.
