ABSTRACT. We study the asymptotic behavior, as $\lambda \to 0^+$, of the state-constraint Hamilton–Jacobi equation
\[
\begin{cases}
\phi(\lambda)u_\lambda(x) + H(x, Du_\lambda(x)) \leq 0 & \text{in } (1 + r(\lambda))\Omega, \\
\phi(\lambda)u_\lambda(x) + H(x, Du_\lambda(x)) \geq 0 & \text{on } (1 + r(\lambda))\overline{\Omega}.
\end{cases}
\] (S$\lambda$)
and the corresponding additive eigenvalues, or ergodic constant
\[
\begin{cases}
H(x, Dv(x)) \leq c(\lambda) & \text{in } (1 + r(\lambda))\Omega, \\
H(x, Dv(x)) \geq c(\lambda) & \text{on } (1 + r(\lambda))\overline{\Omega}.
\end{cases}
\] (E$\lambda$)
Here, $\Omega$ is a bounded domain of $\mathbb{R}^n$, $\phi(\lambda), r(\lambda): [0, \infty) \to \mathbb{R}$ are continuous functions such that $\phi$ is nonnegative and $\lim_{\lambda \to 0^+} \phi(\lambda) = \lim_{\lambda \to 0^+} r(\lambda) = 0$. We obtain both convergence and non-convergence results in the convex setting. Moreover, we provide a very first result on the asymptotic expansion of the additive eigenvalue $c(\lambda)$ as $\lambda \to 0^+$. The main tool we use is a duality representation of solution with viscosity Mather measures.
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1. Introduction

Let $\phi(\lambda) : (0, \infty) \to (0, \infty)$ be continuous nondecreasing and $r(\lambda) : (0, \infty) \to \mathbb{R}$ be continuous such that $\lim_{\lambda \to 0^+} \phi(\lambda) = \lim_{\lambda \to 0^+} r(\lambda) = 0$. We study the asymptotic behavior, as the discount factor $\phi(\lambda)$ goes to 0, of the viscosity solutions to the following state-constraint Hamilton–Jacobi equation

$$
\begin{aligned}
&\phi(\lambda) u_\lambda(x) + H(x, Du_\lambda(x)) \leq 0 \quad \text{in} \quad (1 + r(\lambda))\Omega, \\
&\phi(\lambda) u_\lambda(x) + H(x, Du_\lambda(x)) \geq 0 \quad \text{on} \quad (1 + r(\lambda))\overline{\Omega}.
\end{aligned}
$$

(S$_\lambda$)

Here, $\Omega$ is a bounded domain of $\mathbb{R}^n$. For simplicity, we will write $\Omega_\lambda = (1 + r(\lambda))\Omega$ for $\lambda > 0$. Roughly speaking, along some subsequence $\lambda_j \to 0^+$, we obtain the limiting equation as a state-constraint ergodic problem:

$$
\begin{aligned}
&H(x, Du(x)) \leq c(0) \quad \text{in} \quad \Omega, \\
&H(x, Du(x)) \geq c(0) \quad \text{on} \quad \overline{\Omega}.
\end{aligned}
$$

(S$_0$

Here $c(0)$ is the so-called critical value (additive eigenvalue) defined as

$$
c(0) = \inf \left\{ c \in \mathbb{R} : H(x, Du(x)) \leq c \quad \text{in} \quad \Omega \text{ has a solution} \right\}.
$$

This quantity is finite and indeed the infimum in (1.1) can be replaced by minimum under our assumptions. We want to study the convergence of $u_\lambda$, solution to (S$_\lambda$), under some normalization, to solution of (S$_0$). It turns out this problem is interesting and challenging as it concerns both the vanishing discount and the rate of changing domains at the same time.

The selection problem for the vanishing discount problems on fixed domains was studied extensively in the literature recently. The first-order equations on the torus was obtained in [10], and the second-order equations on the torus were studied in [15, 21]. The problems in bounded domains with boundary conditions were proved in [1, 16]. The problem in $\mathbb{R}^n$ under additional assumptions that lead to the compactness of the Aubry set was studied in [17]. For the selection problems with state-constraint boundary conditions, so far, there is only [16] that deals with a fixed domain, and there is not yet any result studying the situation of the changing domains. It turns out that the problem is much more subtle as we have to take into account the changing domain factor appropriately. Surprisingly, we can obtain both convergence results and non-convergence results in this setting.

This result is an extension of the selection principle in the setting of changing domains. Generally speaking, known results assert that in the convex setting the whole family of solutions of the discounted problems, which are uniquely solved if the ambient space is compact, converges to a distinguished solution of the ergodic limit equation

$$
H(x, Du(x)) = c(0).
$$

We emphasize that (1.2) has multiple solutions, therefore it is a non-trivial problem to characterize the limiting solution.

We show the convergence for some natural normalization of solutions to (S$_\lambda$) together with characterizing their limits, related characterizations are done in [17].
for the case the domain is $\mathbb{R}^n$ and in [10, 15, 25] for the case the domain is torus $\mathbb{T}^n = \mathbb{R}^n/\mathbb{Z}^n$. We also discuss other related results concerning the asymptotic behavior of the additive eigenvalue of $H$ in $\Omega_\lambda$ as $\lambda \to 0^+$.

1.1. Assumptions. In this paper, by a domain, we mean an open, bounded, connected subset of $\mathbb{R}^n$. Without loss of generality, we will always assume $0 \in \Omega$. To have well-posedness for $(S_\lambda)$, one needs to have a comparison principle. For simplicity, we will use the following structural assumptions on $\Omega$, which was introduced in [8].

(A1) $\Omega$ a bounded star-shaped (with respect to the origin) open subset of $\mathbb{R}^n$ and there exists some $\kappa > 0$ such that
\[
\text{dist}(x, \overline{\Omega}) \geq \kappa r \quad \text{for all } x \in (1+r)\partial \Omega, \text{ for all } r > 0.
\] (1.3)
It is worth noting that the first condition under which the comparison principle holds is the following, first introduced in [23].

(A2) There exists a universal pair of positive numbers $(r, h)$ and $\eta \in \text{BUC}(\overline{\Omega}; \mathbb{R}^n)$ such that $B(x + t\eta(x), rt) \subset \Omega$ for all $x \in \overline{\Omega}$ and $t \in (0, h]$.

Remark 1. The assumption $\Omega$ is star-shaped can be removed in (A1), that is any bounded, open subset of $\mathbb{R}^n$ containing the origin that satisfies (1.3) for some $\kappa > 0$ is star-shaped, and (A2) is a consequence of (A1) (see Lemma 5.4 in Appendix). Also (A2) can be generalized to a weaker interior cone condition instead, that is there exists $\sigma \in (0, 1)$ such that $B(x + t\eta(x), rt^\sigma) \subset \Omega$ for all $x \in \overline{\Omega}$ and $t \in (0, h]$.

We consider the following case in our paper about the vanishing and changing domain rates:
\[
\lim_{\lambda \to 0^+} \left( \frac{r(\lambda)}{\phi(\lambda)} \right) = \gamma \in [-\infty, +\infty].
\] (1.4)

Remark 2. Under the assumption (1.4), there are only three possible cases:

1. (Inner approximation) $r(\lambda)$ is negative for $\lambda \ll 1$, consequently $\gamma \leq 0$.
2. (Outer approximation) $r(\lambda)$ is positive for $\lambda \ll 1$, consequently $\gamma \geq 0$.
3. $r(\lambda)$ is oscillating around 0 when $\lambda \to 0^+$, consequently $\gamma = 0$. An example for this case is $r(\lambda) = \lambda \sin (\lambda^{-1})$.

We note that assumption (1.4) does not cover the case where $r(\lambda)/\phi(\lambda)$ is bounded but the limit at $\lambda \to 0^+$ does not exist, for example $r(\lambda) = \lambda \sin (\lambda^{-1})$ and $\phi(\lambda) = \lambda$. Nevertheless, when the limit (1.4) exists and $r(\lambda)$ is oscillating near 0, the limit must be $\gamma = 0$ and it turns out that the case $\gamma = 0$ is substantially simpler to analyze, as solutions of (2.7) converge to the maximal solution of $(S_0)$ (Theorem 1.1).

Throughout the paper, we will assume that $H : \overline{U} \times \mathbb{R}^n \to \mathbb{R}$ is a continuous Hamiltonian where $U = B(0, R_0)$ such that $2\Omega \subseteq U$. We list the main assumptions that will be used throughout the paper.

(H1) For each $R > 0$ there exists a constant $C_R$ such that
\[
\begin{align*}
|H(x, p) - H(y, p)| &\leq C_R|x - y|, \\
|H(x, p) - H(x, q)| &\leq C_R|p - q|,
\end{align*}
\] (H1)
for $x, y \in \overline{U}$ and $p, q \in \mathbb{R}^n$ with $|p|, |q| \leq R$.

(H2) $H$ satisfies the coercivity assumption

$$\lim_{|p| \to \infty} \left( \min_{x \in \overline{U}} H(x, p) \right) = +\infty.$$  (H2)

(H3) $p \mapsto H(x, p)$ is convex for each $x \in \overline{U}$.

(H4) For $v \in \mathbb{R}^n$, $x \mapsto L(x, v)$ is continuously differentiable on $\overline{U}$, where the Lagrangian $L$ of $H$ is defined as

$$L(x, v) = \sup_{p \in \mathbb{R}^n} \left( p \cdot v - H(x, p) \right), \quad (x, v) \in \overline{U} \times \mathbb{R}^n.$$  

The regularity assumption (H4) is needed for technical reason when we deal with changing domains, it satisfies for a vast class of Hamiltonians, for example $H(x, p) = H(p) + V(x)$ or $H(x, p) = V(x)H(p)$ with $V \in C^1$.

Remark 3. In fact we only need that $\lambda \mapsto L((1 + \lambda)x, v)$ is continuously differentiable at $\lambda = 0$ but we assume (H4) for simplicity.

1.2. **Literature on state-constraint and vanishing discount problems.** There is a vast amount of works in the literature on the well-posedness of state-constraint Hamilton-Jacobi equations and fully nonlinear elliptic equations. The state-constraint problem for first-order convex Hamilton-Jacobi equations using optimal control frameworks was first studied in [23, 24]. The general nonconvex, coercive first-order equations were then discussed in [8]. For the nested domain setting, a rate of convergence for the discount problem is studied in [19]. We also refer to the classical books [2, 3], and the references therein.

There are also many works in the spirit of looking at a general framework of the vanishing discount problem. The convergence of solutions to the vanishing discount problems is proved in [16]. A problem with a similar spirit to ours is considered in [9], in which the authors study the asymptotic behavior of solution on compact domain with respect to the Hamiltonian. In this work we take advantage of the clear from and structure of $(S_\lambda)$ to obtain more explicit properties on solutions and furthermore the asymptotic expansion of the additive eigenvalues. We also remark that the continuity of the additive eigenvalue for general increasing domains for second-order equation is concerned in [4]. See [14] for a recent work on vanishing discount for weakly coupled system and [22] for second-order equation with Neumann boundary condition.

1.3. **Main results.** There are two natural normalizations for solutions of $(S_\lambda)$. The first one is similar to what has been considered in [16, 17, 25] as

$$\left\{ u_\lambda + \frac{c(0)}{\phi(\lambda)} \right\}_{\lambda > 0},$$  (1.5)

and the second one is given by

$$\left\{ u_\lambda + \frac{c(\lambda)}{\phi(\lambda)} \right\}_{\lambda > 0},$$  (1.6)
where $c(\lambda)$ is the additive eigenvalues of $H$ in $\Omega$, as defined in equation (2.8). Let $u^0$ be the limiting solution of the vanishing discount problem on fixed bounded domain (see [10, 15, 16, 25] and Theorem 2.14), our first result is as follows.

**Theorem 1.1.** Assume (H1), (H2), (H3) and (A1). If $\gamma = 0$ then both families (1.5) and (1.6) converge to $u^0$ locally uniformly as $\lambda \to 0^+$.

We note that Theorem 1.1 includes the case where $r(\lambda)$ is oscillating, as long as the limit (1.4) exists. For example $r(\lambda) = \lambda \sin(\lambda^{-1})$ and $\phi(\lambda) = \lambda^p$ with $p \in (0, 1)$.

If $\gamma$ is finite then (1.5) is bounded and convergent. Its limit can be characterized in terms of probability minimizing measures $\mathcal{M}_0$ (or viscosity Mather measures, see Section 2). For a ball $\overline{B}_h \subset \mathbb{R}^n$ and a measure $\mu$ defined on $\overline{\Omega} \times \overline{B}_h$, we define

$$
\langle \mu, f \rangle := \int_{\overline{\Omega} \times \overline{B}_h} f(x, v) \, d\mu(x, v), \quad \text{for } f \in C(\overline{\Omega} \times \overline{B}_h). 
$$

(1.7)

**Theorem 1.2.** Assume (H1), (H2), (H3), (H4) and (A1). If $\gamma \in \mathbb{R}$ then the family (1.5) converge to $u^\gamma$ locally uniformly in $\Omega$ as $\lambda \to 0^+$. Furthermore

$$
u^\gamma = \sup_{w \in \mathcal{E}^\gamma} w,
$$

where $\mathcal{E}^\gamma$ denotes the family of subsolutions $w$ to the ergodic problem $(S_0)$ such that

$$
\gamma \langle \mu, (-x) \cdot D_x L(x, v) \rangle + \langle \mu, w \rangle \leq 0 \quad \text{for all } \mu \in \mathcal{M}_0.
$$

**Remark 4.** The factor $\gamma \langle \mu, (-x) \cdot D_x L(x, v) \rangle$ here captures the scaling property of the problem, which is where $u^\gamma$ and $u^0$ are different from each other. Also, if $\gamma = \infty$ then the family (1.5) could be unbounded (Example 3.1). We note that Theorem 1.2 includes the conclusion of Theorem 1.1 for the family (1.5) but we do not need the technical assumption (H4) for Theorem 1.1.

**Corollary 1.3.** The mapping $\gamma \mapsto u^\gamma(\cdot)$ from $\mathbb{R}$ to $C(\overline{\Omega})$ is concave and decreasing. Precisely, if $\alpha, \beta \in \mathbb{R}$ with $\alpha \leq \beta$ then $u^\beta \leq u^\alpha$ and

$$
(1 - \lambda)u^\alpha + \lambda u^\beta \leq u^{(1 - \lambda)\alpha + \lambda \beta} \quad \text{for every } \lambda \in [0, 1].
$$

For the second family (1.6), we observe that it is bounded even if $\gamma = \infty$, and the difference between the two normalization (1.6) and (1.5) is given by

$$
\left\{ \frac{c(\lambda) - c(0)}{\phi(\lambda)} \right\}_{\lambda > 0}.
$$

(1.9)

If $\gamma < \infty$ then the two families (1.5) and (1.6) are convergent if and only if the limit of (1.9) as $\lambda \to 0^+$ exists. In that case we have

$$
\lim_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{\phi(\lambda)} \right) = \gamma \lim_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{r(\lambda)} \right).
$$

(1.10)

The limit on the right-hand side should be understood as taking along sequences where $r(\lambda) \neq 0$. In other words we only concern those functions $r(\cdot)$ that are not identically zero near 0, since otherwise $c(\lambda) = c(0)$ for $\lambda \ll 1$ and the problem is not
interesting. It leads naturally to the question of the asymptotic expansion of the

c(\lambda) = c(0) + c^{(1)}r(\lambda) + o(r(\lambda)) \quad \text{as } \lambda \to 0^+.

(1.11)

To our knowledge, this kind of question is new in the literature. We prove that
the limit in (1.10) always exists if \(r(\lambda)\) does not oscillate its sign near \(0\), and as
a consequence it provides a necessary and sufficient condition under which the
limit (1.10) exists for a general oscillating \(r(\lambda)\). Of course this oscillating behavior
is excluded when we only concern about the convergence of (1.5) and (1.6) (since
\(\gamma = 0\)). We also give a characterization for the limit in (1.10) in terms of \(M_0\).

**Theorem 1.4.** Assume (H1), (H2), (H3), (H4), (A1), we have

\[
\lim_{\lambda \to 0^+} \frac{c(\lambda) - c(0)}{r(\lambda)} = \max_{\mu \in M_0} \langle \mu, (-x) \cdot D_x L(x, v) \rangle,
\]

\[
\lim_{\lambda \to 0^+} \frac{c(\lambda) - c(0)}{r(\lambda)} = \min_{\mu \in M_0} \langle \mu, (-x) \cdot D_x L(x, v) \rangle.
\]

Thus \((c(\lambda) - c(0))/r(\lambda)\) converges as \(\lambda \to 0^+\) if and only if the following invariant holds

\[\langle \mu, (-x) \cdot D_x L(x, v) \rangle = c^{(1)} \quad \text{for all } \mu \in M_0\]

where \(c^{(1)}\) is a positive constant.

**Corollary 1.5.** If \(\langle \mu, (-x) \cdot D_x L(x, v) \rangle = c^{(1)}\) for all \(\mu \in M_0\) then \(u^\gamma(\cdot) + \gamma c^{(1)} = u^0(\cdot)\).

**Corollary 1.6.** If \(u^0(z) = u^\gamma(z)\) for some \(z \in \Omega\) and \(\gamma > 0\) then \(c^{(1)} = 0\).

Theorem 1.4 gives us the convergence of the second normalization (1.6) for finite
\(\gamma\). We recall that the case \(\gamma = 0\) is already considered in Theorems 1.1 and 1.2.

**Corollary 1.7.** Assume (H1), (H2), (H3), (H4), (A1) and \(\gamma \in \mathbb{R} \backslash \{0\}\), then

\[
\lim_{\lambda \to 0^+} \left( u_\lambda(x) + \frac{c(\lambda)}{\phi(\lambda)} \right) = u^\gamma(x) + \gamma \lim_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{r(\lambda)} \right)
\]

locally uniformly in \(\Omega\).

Even though the second normalization (1.6) remains uniformly bounded when
\(\gamma = \pm \infty\), it is rather surprising that we have a divergent result in this convex setting. Using tools from weak KAM theory, we can construct an example where divergence happens when approximating from the inside. To our knowledge, this kind of example is new in the literature.

**Theorem 1.8.** There exists a Hamiltonian where given any \(r(\lambda) \leq 0\) we can construct \(\phi(\lambda)\)
such that along a subsequence \(\lambda_j \to 0^+\) we have \(r(\lambda_j)/\phi(\lambda_j) \to -\infty\) and (1.6) diverges.
1.4. **Organization of the paper.** The paper is organized in the following way. In Section 2, we provide the background results on state-constraint Hamilton–Jacobi equations, the duality representation, and some weak KAM theory backgrounds that will be needed throughout the paper. We also review the selection principle for vanishing discount on a fixed bounded domain and its characterization of the limit, as well as set up the problems of vanishing discount on changing domains. Section 3 is devoted to proving the main results (Theorems 1.2) on the convergence of the first normalization, together with some examples. In Section 4 we provide the proof for Theorem 1.4 which addresses the question of asymptotic expansion of the eigenvalue, which relates the limits of different normalization in vanishing discount and proof for Corollaries 1.5 and 1.6. In Section 5 we restate the convergence of the second normalization as a consequence from Sections 3 and 4, and provide a new counterexample where divergence happens (Theorem 1.8). The proofs of some Theorems and Lemmas are provided in the Appendix.

2. **Preliminaries**

2.1. **State-constraint solutions.** For an open subset $\Omega \subset \mathbb{U} \subset \mathbb{R}^n$, we denote the space of bounded uniformly continuous functions defined in $\Omega$ by $\text{BUC}(\Omega; \mathbb{R})$. Assume that $H: \overline{\mathbb{U}} \times \mathbb{R}^n \to \mathbb{R}$ is a Hamiltonian such that $H \in \text{BUC}(\overline{\mathbb{U}} \times \mathbb{R}^n)$ satisfying (H1), (H2). We consider the following equation with $\delta \geq 0$:

$$\delta u(x) + H(x, Du(x)) = 0 \quad \text{in} \ \Omega.$$  \hfill (HJ)

**Definition 2.1.** We say that

(i) $v \in \text{BUC}(\Omega; \mathbb{R})$ is a viscosity subsolution of (HJ) in $\Omega$ if, for every $x \in \Omega$ and $\varphi \in C^1(\Omega)$ such that $v - \varphi$ has a local maximum over $\Omega$ at $x$, $\delta v(x) + H(x, D\varphi(x)) \leq 0$ holds.

(ii) $v \in \text{BUC}(\overline{\Omega}; \mathbb{R})$ is a viscosity supersolution of (HJ) on $\overline{\Omega}$ if, for every $x \in \overline{\Omega}$ and $\varphi \in C^1(\overline{\Omega})$ such that $v - \varphi$ has a local minimum over $\overline{\Omega}$ at $x$, $\delta v(x) + H(x, D\varphi(x)) \geq 0$ holds.

If $v$ is a viscosity subsolution to (HJ) in $\Omega$, and is a viscosity supersolution to (HJ) on $\overline{\Omega}$, that is, $v$ is a viscosity solution to

$$\begin{cases} 
\delta v(x) + H(x, Dv(x)) \leq 0 & \text{in} \ \Omega, \\
\delta v(x) + H(x, Dv(x)) \geq 0 & \text{on} \ \overline{\Omega},
\end{cases}$$

then we say that $v$ is a state-constraint viscosity solution of (HJ).

**Definition 2.2.** For a real valued function $w(x)$ define for $x \in \Omega$, we define the super-differential and sub-differential of $w$ at $x$ as

$$D^+ w(x) = \left\{ p \in \mathbb{R}^n : \limsup_{y \to x} \frac{w(y) - w(x) - p \cdot (y - x)}{|y - x|} \leq 0 \right\},$$

$$D^- w(x) = \left\{ p \in \mathbb{R}^n : \liminf_{y \to x} \frac{w(y) - w(x) - p \cdot (y - x)}{|y - x|} \geq 0 \right\}.$$
We refer the readers to [8, 19, 23] for the existence and wellposedness, as well as the Lipschitz bound on solutions $u_\delta$ of (S) and a description on state-constraint boundary condition. See also [2, 3, 25] for the equivalent definition of viscosity solution using super-differential and sub-differential.

**Theorem 2.3.** Assume (H2) and $\delta > 0$. Then, there exists a state-constrained viscosity solution $u \in C(\overline{\Omega}) \cap W^{1,\infty}(\Omega)$ to (HJ) with $\delta|u(x)| + |Du(x)| \leq C_H$ for $x \in \Omega$ where $C_H$ only depends on $H$.

**Corollary 2.4.** Let $u \in C(\overline{\Omega})$ be a viscosity subsolution to (HJ) in $\Omega$ with $\delta > 0$. If $v \leq u$ on $\overline{\Omega}$ for all viscosity subsolutions $v \in C(\overline{\Omega})$ of (HJ) in $\Omega$ then $u$ is a viscosity supersolution to (HJ) on $\overline{\Omega}$.

**Theorem 2.5.** Assume (H1), (A2) and $\delta > 0$. If $v_1 \in BUC(\overline{\Omega}; \mathbb{R})$ is a Lipschitz viscosity subsolution of (HJ) in $\Omega$, and $v_2 \in BUC(\overline{\Omega}; \mathbb{R})$ is a viscosity supersolution of (HJ) on $\overline{\Omega}$ then $v_1(x) \leq v_2(x)$ for all $x \in \overline{\Omega}$.

When the uniqueness of (HJ) is guaranteed, the unique viscosity solution to (HJ) is the maximal viscosity subsolution of (HJ).

2.2. **Duality representation of solutions.** The duality representation is well-known in the literature (see [16] or [25, Theorem 5.3]). We present here a variation of that result. For $\delta > 0$, let $u_\delta$ be the unique solution to (HJ), we have the following bound:

$$\delta|u_\delta(x)| + |Du_\delta(x)| \leq C_H \quad \text{for all } x \in \Omega. \quad (2.1)$$

That means the value of $H(x, p)$ for large $|p|$ is irrelevant, therefore without loss of generality we can assume that there exists $h > 0$ such that, the Legendre’s transform $L$ of $H$ will satisfy:

$$
\begin{align*}
H(x, p) &= \sup_{|v| \leq h} \left( p \cdot v - L(x, v) \right), \quad (x, p) \in \overline{\Omega} \times \mathbb{R}^n \\
L(x, v) &= \sup_{p \in \mathbb{R}^n} \left( p \cdot v - H(x, p) \right), \quad (x, v) \in \overline{\Omega} \times \overline{B}_h.
\end{align*}
$$

(2.2)

This simplification allows us to work with the compact subset $\overline{\Omega} \times \overline{B}_h$ rather than $\overline{\Omega} \times \mathbb{R}^n$, as will be utilized to obtain the duality representation. Let us define for each $f \in C(\overline{\Omega} \times \overline{B}_h)$ the function

$$H_f(x, p) = \max_{|v| \leq h} \left( p \cdot v - f(x, v) \right), \quad (x, p) \in \overline{\Omega} \times \overline{B}_h.$$

Recall the definition of the action $\langle \cdot, \cdot \rangle$. The underlying domain of the integral will be implicitly understood. Let $\mathcal{R}(\overline{\Omega} \times \overline{B}_h)$ be the space of Radon measures on $\overline{\Omega} \times \overline{B}_h$. For $\delta > 0$, $z \in \overline{\Omega}$ we define

$$
\begin{align*}
\mathcal{F}_{\delta, \Omega} &= \left\{ (f, u) \in C(\overline{\Omega} \times \overline{B}_h) \times C(\overline{\Omega}) : \delta u + H_f(x, Du) \leq 0 \text{ in } \Omega \right\} \\
G_{z, \delta, \Omega} &= \left\{ f - \delta u(z) : (f, u) \in \mathcal{F}_{\delta, \Omega} \right\} \\
G_{z, \delta, \Omega}' &= \left\{ \mu \in \mathcal{R}(\overline{\Omega} \times \overline{B}_h) : \langle \mu, f \rangle \geq 0 \text{ for all } f \in G_{z, \delta, \Omega} \right\}.
\end{align*}
$$
Here \( \mathcal{G}_{z,\delta, \Omega} \subset C(\overline{\Omega} \times \overline{B}_h) \) is the evaluation cone of \( \mathcal{F}_{\delta, \Omega} \), and its dual cone consists of Radon measures with non-negative actions against elements in \( \mathcal{G}_{z,\delta, \Omega} \). Note that \( \mathcal{R}(\overline{\Omega} \times \overline{B}_h) \) is the dual space of \( C(\overline{\Omega} \times \overline{B}_h) \). We also denote \( \mathcal{P} \) the set of probability measures.

**Lemma 2.6.** \( \mathcal{F}_{\delta, \Omega} \) is a convex set, \( \mathcal{G}_{z,\delta, \Omega} \) is a convex cone with vertex at the origin, and \( \mathcal{G}_{\delta, \Omega}' \) consists of only non-negative measures.

**Theorem 2.7.** For \((z, \delta) \in \overline{\Omega} \times (0, \infty)\) and \(u\) is the viscosity solution to \((HJ)_\delta\), we have

\[
\delta u(z) = \min_{\mu \in \mathcal{P} \cap \mathcal{G}_{z,\delta, \Omega}} \langle \mu, L \rangle = \min_{\mu \in \mathcal{P} \cap \mathcal{G}_{\delta, \Omega}'} \int_{\overline{\Omega} \times \overline{B}_h} L(x, v) \, d\mu(x, v).
\]

As \( \delta \to 0^+ \), we also have a representation for the ergodic problem \((S_0)\) in the same manner. Let us define

\[
\mathcal{F}_{0, \Omega} = \left\{ (f, u) \in C(\overline{\Omega} \times \overline{B}_h) \times C(\overline{\Omega}) : H_f(x, Du(x)) \leq 0 \text{ in } \Omega \right\}
\]
\[
\mathcal{G}_{0, \Omega} = \left\{ f : (f, u) \in \mathcal{F}_{0, \Omega} \text{ for some } u \in C(\overline{\Omega}) \right\}
\]
\[
\mathcal{G}_{0, \Omega}' = \left\{ \mu \in \mathcal{R}(\overline{\Omega} \times \overline{B}_h) : \langle \mu, f \rangle \geq 0 \text{ for all } f \in \mathcal{G}_{0, \Omega} \right\}.
\]

Here the notion of viscosity subsolution is equivalent to a.e. subsolution in \( \Omega \), thanks to \((H4)\). We also have \( \mathcal{G}_{0, \Omega} \subset C(\overline{\Omega} \times \overline{B}_h) \) is the evaluation cone of \( \mathcal{F}_{0, \Omega} \) and \( \mathcal{G}_{0, \Omega}' \) is the dual cone of \( \mathcal{G}_{0, \Omega} \) in \( \mathcal{R}(\overline{\Omega} \times \overline{B}_h) \).

**Definition 2.8.** A measure \( \mu \) defined on \( \overline{\Omega} \times \overline{B}_h \) is called a **holonomic measures** if

\[
\langle \mu, v \cdot D\psi(x) \rangle = 0 \quad \text{for all } \psi \in C^1(\overline{\Omega}).
\]

**Lemma 2.9.** Measures in \( \mathcal{G}_{0, \Omega}' \) are holonomic.

**Proof.** If \( \psi \in C^1(\Omega) \) then \( \pm(v \cdot D\psi(x), \psi) \in \mathcal{F}_{0, \Omega} \), therefore \( \pm v \cdot D\psi(x) \in \mathcal{G}_{0, \Omega} \) and thus \( \langle \mu, v \cdot D\psi(x) \rangle = 0 \).

**Lemma 2.10.** Fix \( z \in \overline{\Omega} \) and \( \delta_j \to 0 \). Assume \( u_j \in \mathcal{G}_{z,\delta_j, \Omega} \) and \( \mu_j \rightharpoonup \mu \) weakly in the sense of measures, then \( \mu \in \mathcal{G}_{0, \Omega} \).

**Lemma 2.11.** \( \mathcal{F}_{0, \Omega} \) is a convex set, \( \mathcal{G}_{0, \Omega} \) is a convex cone with vertex at the origin, and \( \mathcal{G}_{0, \Omega}' \) consists of only nonnegative measures.

**Theorem 2.12.** We have

\[
-c(0) = \min_{\mu \in \mathcal{P} \cap \mathcal{G}_{0, \Omega}} \langle \mu, L \rangle = \min_{\mu \in \mathcal{P} \cap \mathcal{G}_{0, \Omega}'} \int_{\overline{\Omega} \times \overline{B}_h} L(x, v) \, d\mu(x, v).
\]  

The set of all measures in \( \mathcal{P} \cap \mathcal{G}_{0, \Omega} \) that minimizing \((2.3)\) is denoted \( \mathcal{M}_0 \). We call them viscosity Mather measures \((16)\). We omit the proofs of Lemmas 2.6, 2.10, 2.11 and Theorems 2.7, 2.12 as they are slight modifications of those in the periodic setting, which we refer the interested readers to \([16, 25]\).
2.3. **Vanishing discount for fixed bounded domains.** In this section we use the representation formulas in Theorem 2.7 and Theorem 2.12 to show the convergence of solution of \((S_\lambda)\) to solution of \((S_0)\). See also [16, 25] where the similar technique is used.

**Theorem 2.13.** Assume \((H_1), (H_2)\) and \((A_2)\). Let \(u_\delta \in \text{C} (\overline{\Omega}) \cap \text{Lip}(\Omega)\) be the unique solution to \((\text{HJ}_\delta)\). Then \(\delta u_\delta (\cdot) \to -c(0)\) uniformly on \(\overline{\Omega}\) as \(\delta \to 0\). Indeed, there exists \(C > 0\) depends on \(H\) and \(\text{diam}(\Omega)\) such that for all \(x \in \overline{\Omega}\) there holds

\[
|\delta u_\delta(x) + c(0)| \leq C\delta. \tag{2.4}
\]

Also, for each \(x_0 \in \overline{\Omega}\) there exist a subsequence \(\lambda_j\) and \(u \in \text{C} (\overline{\Omega})\) solving \((S_0)\) such that:

\[
\begin{align*}
\lim_{\delta_j \to 0} u_{\delta_j}(x) - u_{\delta_j}(x_0) &= u(x) \\
\lim_{\delta_j \to 0} u_{\delta_j}(x) + c(0)/\delta_j &= w(x)
\end{align*}
\]

uniformly on \(\overline{\Omega}\) as \(\delta_j \to 0\) and the difference between the two limits are \(w(x) - u(x) = w(x_0)\).

**Theorem 2.14.** Assume \((H_1), (H_2), (H_3)\) and \((A_2)\). Let \(u_\delta \in \text{C} (\overline{\Omega}) \cap \text{Lip}(\Omega)\) be the unique solution to \((\text{HJ}_\delta)\). Then, \(u_\delta + \delta^{-1}c(0) \to u^0\) uniformly on \(\text{C}(\overline{\Omega})\) as \(\delta \to 0^+\) and \(u^0\) solves \((S_0)\). Furthermore, the limiting solution can be characterized as

\[
u^0 = \sup_{v \in \mathcal{E}} v \tag{2.5}
\]

where \(\mathcal{E}\) is the set of all subsolutions \(v \in \text{C} (\overline{\Omega})\) to \(H(x, Dv(x)) \leq c(0)\) in \(\Omega\) such that \(\langle \mu, v \rangle \leq 0\) for all \(\mu \in M_0\), the set of all minimizing measures \(\mu \in \mathcal{P} \cap \mathcal{G}'_0\) such that \(-c(0) = \langle \mu, L \rangle\).

We provide the proof of Theorem 2.13 in the Appendix. The proof of Theorem 2.14 is omitted as it is a slight modification of the one in [25]. The characterization (2.5) also appears in [10, 15, 17] under different settings.

2.4. **Maximal subsolutions and the Aubry set.** For any domain (with nice boundary) \(\Omega \subset \mathcal{U}\), we recall that the additive eigenvalue of \(H\) in \(\Omega\) is defined as

\[
c_\Omega = \inf \left\{ c \in \mathbb{R} : H(x, Dv(x)) \leq c \text{ has a viscosity subsolution in } \Omega \right\}.
\]

We consider the following equation

\[
H(x, Dv(x)) \leq c_\Omega \quad \text{in } \Omega. \tag{S_\Omega}
\]

We note that viscosity subsolutions of \((S_\Omega)\) in \(\mathcal{U}\) are Lipschitz, and therefore they are equivalent to a.e. subsolutions (see [5, 25]). Also it is clear that \(c_\Omega \leq c_{\mathcal{U}}\), where \(c_{\mathcal{U}}\) is the additive eigenvalue of \(H\) in \(\mathcal{U}\).

**Definition 2.15.** For a fixed \(z \in \Omega\) as a vertex, we define

\[
S_\Omega(x, z) = \sup \left\{ v(x) - v(z) : v \text{ solves } (S_\Omega) \right\}, \quad x \in \Omega.
\]

There is a unique (continuous) extension \(S_\Omega : \overline{\Omega} \times \overline{\Omega} \to \mathbb{R}\), we call \(x \mapsto S_\Omega(x, z)\) the maximal subsolution to \((S_\Omega)\) with vertex \(z\).
Theorem 2.16. 

(i) For each fixed \( z \in \overline{\Omega} \) then \( x \mapsto S_\Omega(x, z) \) solves

\[
\begin{cases}
H(x, Du(x)) \leq c_\Omega & \text{in } \Omega, \\
H(x, Du(x)) \geq c_\Omega & \text{on } \overline{\Omega} \setminus \{z\}.
\end{cases}
\] (2.6)

(ii) We have the triangle inequality \( S_\Omega(x, z) \leq S_\Omega(x, y) + S_\Omega(y, z) \) for all \( x, y, z \in \overline{\Omega} \). We call \( S_\Omega : \overline{\Omega} \times \overline{\Omega} \to \mathbb{R} \) an intrinsic semi-distance on \( \Omega \) (see also [2, 3, 13]).

In the sense of Definition 2.1, inequality (2.6) means \( x \mapsto u(x) \) is a subsolution to 
\( H(x, Du(x)) = c_\Omega \) in \( \Omega \), and \( x \mapsto u(x) \) is a supersolution to 
\( H(x, Du(x)) = c_\Omega \) in \( \overline{\Omega} \setminus \{z\} \). We omit the proof of Theorems 2.16 as it is a simple variation of Perron’s method.

Definition 2.17. Let us define the ergodic problem in \( \Omega \) as

\[
\begin{cases}
H(x, Du(x)) \leq c_\Omega & \text{in } \Omega, \\
H(x, Du(x)) \geq c_\Omega & \text{on } \overline{\Omega}.
\end{cases}
\] (E)

The Aubry set \( A \) in \( \Omega \) is defined as

\[ A_\Omega = \left\{ z \in \overline{\Omega} : x \mapsto S_\Omega(x, z) \text{ is a solution to (E)} \right\}. \]

Theorem 2.18. Assuming \( H(x, p) = |p| - V(x) \) where \( V \in C(\overline{\Omega}) \) is nonnegative.

(i) The additive eigenvalue of \( H \) in \( \Omega \) is \( c_\Omega = -\min_{\overline{\Omega}} V \).

(ii) The Aubry set of \( H \) in \( \Omega \) is \( A_\Omega = \{ z \in \overline{\Omega} : V(z) = -c_\Omega = \min_{\overline{\Omega}} V \} \).

Theorem 2.19. Given \( z \in \Omega \), then \( z \notin A_\Omega \) if and only if there is a subsolution of
\( H(x, Du(x)) \leq c_\Omega \) in \( \Omega \) which is strict in some neighborhood of \( z \). Here we say \( u \in C(\overline{\Omega}) \) is a strict subsolution to \( H(x, Du(x)) = c_\Omega \) \( u \in B(x_0, r) \subset \Omega \) if there exists some \( \epsilon > 0 \) such that
\( H(x, p) \leq c_\Omega - \epsilon \) for all \( p \in D^x u(x), x \in B(x_0, r) \).

Theorem 2.20. If \( A_\Omega \subset \subset \Omega \subset \Omega \) then the additive eigenvalue of \( H \) in \( \Omega \) is \( c_\Omega = c_\Omega \).

We give proofs for 2.18 and 2.20 in Appendix. A proof of Theorem 2.18 for the case \( \Omega = \mathbb{R}^n \) can be found in [25]. Theorem 2.20 is taken from [17, Proposition 5.1]. Proof of Theorem 2.19 can be found in [17].

The maximal solution \( S_\Omega(x, y) \) also has an optimal control formulation (minimal exists time) as follows (see [11, 17]).

Theorem 2.21 (Optimal control formula). Let us define for \( \beta \geq \alpha \geq 0 \) the following set:

\[ F_\Omega(x, y; \alpha, \beta) = \left\{ \xi \in AC([0, T], \overline{\Omega}) ; T > 0, \xi(\alpha) = y, \xi(\beta) = x \right\} \]

Then

\[ S_\Omega(x, y) = \inf \left\{ \int_0^T \left( c(s) + L(\xi(s), \dot{\xi}(s)) \right) ds : \xi \in F_\Omega(x, y; 0, T) \right\} \]
2.5. The vanishing discount problem on changing domains. Let \( \Omega_\lambda = (1+r(\lambda))\Omega \). For each \( \lambda \in (0,1) \) let \( u_\lambda \in \text{BUC}(\overline{\Omega}_\lambda) \cap \text{Lip}(\Omega_\lambda) \) be the unique viscosity state-constraint solutions to

\[
\begin{cases}
\phi(\lambda)u_\lambda(x) + H(x, Du_\lambda(x)) \leq 0 & \text{in } \Omega_\lambda, \\
\phi(\lambda)u_\lambda(x) + H(x, Du_\lambda(x)) \geq 0 & \text{on } \overline{\Omega}_\lambda.
\end{cases}
\] (2.7)

The additive eigenvalue \( c(\lambda) \) of \( H \) in \( \Omega_\lambda \) is the unique constant such that the following ergodic problem can be solved

\[
\begin{cases}
H(x, Du(x)) \leq c(\lambda) & \text{in } \Omega_\lambda \\
H(x, Du(x)) \geq c(\lambda) & \text{on } \overline{\Omega}_\lambda.
\end{cases}
\] (2.8)

By comparison principle, it is clear that if \( r(\lambda) \geq 0 \) then \( c(0) \leq c(\lambda) \) and if \( \lambda \to r(\lambda) \) is increasing (decreasing) then \( \lambda \to c(\lambda) \) increasing (decreasing) as well.

**Theorem 2.22.** Considering the problem (2.7) with (H1), (H2) and (A1).

(i) We have the priori estimate \( \phi(\lambda)|u_\lambda(x)| + |Du_\lambda(x)| \leq C_H \) for \( x \in \Omega_\lambda \).

(ii) We have \( \phi(\lambda)u_\lambda(\cdot) \to -c(0) \) locally uniformly as \( \lambda \to 0^+ \). Furthermore for all \( x \in \overline{\Omega}_\lambda \) and \( \lambda > 0 \) we have

\[
\begin{cases}
|\phi(\lambda)u_\lambda(x) + c(0)| \leq C(\phi(\lambda) + |r(\lambda)|) \\
|\phi(\lambda)u_\lambda(x) + c(\lambda)| \leq C\phi(\lambda).
\end{cases}
\] (2.9)

As a consequence, whenever \( r(\lambda) \neq 0 \) there holds

\[
\left| \frac{c(\lambda) - c(0)}{r(\lambda)} \right| \leq C.
\] (2.10)

(iii) For \( x_0 \in \overline{\Omega} \) there exists a subsequence \( \lambda_j \) and \( u, w \in \text{BUC}(\overline{\Omega}) \cap \text{Lip}(\Omega) \) such that \( u_{\lambda_j}(\cdot) - u_{\lambda_j}(x_0) \to u(\cdot) \) and \( u_{\lambda_j}(\cdot) + \phi(\lambda_j)^{-1}c(0) \to w(\cdot) \) locally uniformly as \( \lambda_j \to 0^+ \). The case for \( w(\cdot) \) can be done in the same manner as well as the relation between \( u \) and \( w \). It follows that \( u \in \text{BUC}(\overline{\Omega}) \) and by stability of viscosity solution we have \( H(x, Du(x)) = c \) in \( \Omega \). Since \( u_{\lambda}(\cdot) \) is Lipschitz, we deduce also that \( \phi(\lambda_j)u_{\lambda_j}(x) \to -c \) for any \( x \in \overline{\Omega} \).

We show that \( H(x, Du(x)) \geq c \) on \( \overline{\Omega} \). Let \( \varphi \in \mathcal{C}^1(\overline{\Omega}) \) such that \( u \in \mathcal{C}^1(\overline{\Omega}) \) such that \( u - \varphi \) has a strict minimum over \( \overline{\Omega} \) at \( \tilde{x} \in \partial \Omega \), we aim to show that \( H(\tilde{x}, D\varphi(\tilde{x})) \geq c \). Let us define

\[
\tilde{u}_\lambda(x) = (1 + r(\lambda))^{-1}u_\lambda((1 + r(\lambda))x), \quad x \in \overline{\Omega}
\] (2.11)

then

\[
\begin{cases}
\phi(\lambda)(1 + r(\lambda))\tilde{u}_\lambda(x) + H((1 + r(\lambda))x, D\tilde{u}_\lambda(x)) \leq 0 & \text{in } \Omega, \\
\phi(\lambda)(1 + r(\lambda))\tilde{u}_\lambda(x) + H((1 + r(\lambda))x, D\tilde{u}_\lambda(x)) \geq 0 & \text{on } \overline{\Omega}.
\end{cases}
\] (2.12)
Let us define
\[ \varphi_\lambda(x) = (1 + |r(\lambda)|) \varphi \left( \frac{x}{1 + |r(\lambda)|} \right), \quad x \in (1 + |r(\lambda)|)\Omega. \]

Note that \( D\varphi_\lambda(x) = D\varphi \left( (1 + |r(\lambda)|)^{-1}x \right) \) for \( x \in (1 + |r(\lambda)|)\Omega \). We use define
\[ \Phi^\lambda(x, y) = \varphi_\lambda(x) - \bar{u}_\lambda(y) - \frac{|x - y|^2}{2r(\lambda)^2}, \quad (x, y) \in (1 + |r(\lambda)|)\Omega \times \Omega. \]

Assume \( \Phi^\lambda(x, y) \) has a maximum over \((1 + |r(\lambda)|)\Omega \times \Omega \) at \((x_\lambda, y_\lambda)\). By definition we have \( \Phi^\lambda(x_\lambda, y_\lambda) \geq \Phi^\lambda(y_\lambda, y_\lambda) \), therefore
\[ \varphi_\lambda(x_\lambda) - \frac{|x_\lambda - y_\lambda|^2}{2r(\lambda)^2} \geq \varphi_\lambda(y_\lambda) \]
and thus
\[ |x_\lambda - y_\lambda| \leq 2r(\lambda)\|\varphi\|_{L_\infty(\Omega)}^{1/2}. \]

From that we can assume that \( (x_\lambda, y_\lambda) \to (\bar{x}, \bar{x}) \) for some \( \bar{x} \in \Omega \) as \( \lambda \to 0^+ \), then
\[ \limsup_{\lambda \to 0^+} \left( \frac{|x_\lambda - y_\lambda|^2}{2r(\lambda)^2} \right) \leq \limsup_{\lambda \to 0^+} (\varphi_\lambda(x_\lambda) - \varphi_\lambda(y_\lambda)) = 0. \quad (2.13) \]

In other words, \( |x_\lambda - y_\lambda| = o(|r(\lambda)|) \). Now \( \Phi^\lambda(x_\lambda, y_\lambda) \geq \Phi^\lambda(\bar{x}, \bar{x}) \) gives us
\[ \varphi_\lambda(x_\lambda) - \bar{u}_\lambda(y_\lambda) - \frac{|x_\lambda - y_\lambda|^2}{2r(\lambda)^2} \geq \varphi_\lambda(\bar{x}) - \bar{u}_\lambda(\bar{x}). \]

Take \( \lambda \to 0^+ \), by (2.13) we obtain that \( u(\bar{x}) - \varphi(\bar{x}) \geq u(\bar{x}) - \varphi(\bar{x}) \), which implies that \( \bar{x} = \bar{x} \) as \( u - \varphi \) has a strict minimum over \( \Omega \). From (A1) and \( |x_\lambda - y_\lambda| = o(|r(\lambda)|) \), we deduce that \( x_\lambda \in (1 + |r(\lambda)|)\Omega \). As \( y \mapsto \Phi^\lambda(x_\lambda, y) \) has a max at \( y_\lambda \), we deduce that
\[ \bar{u}_\lambda(y) - \left( -\frac{|x_\lambda - y|^2}{2r(\lambda)^2} \right) \]
has a minimum at \( y_\lambda \), therefore as \( \bar{u}_\lambda \) is Lipschitz with constant \( C_H \) we deduce that
\[ \left| \frac{x_\lambda - y_\lambda}{r(\lambda)^2} \right| \leq C_H, \quad (2.14) \]
and we can apply the supersolution test for (2.12) to obtain
\[ \phi(\lambda)(1 + r(\lambda))\bar{u}_\lambda(y_\lambda) + H \left( (1 + r(\lambda))y_\lambda, \frac{x_\lambda - y_\lambda}{r(\lambda)^2} \right) \geq 0. \quad (2.15) \]

On the other hand, since \( x_\lambda \in (1 + |r(\lambda)|)\Omega \) as an interior point and \( x \mapsto \Phi^\lambda(x, y_\lambda) \) has a max at \( x_\lambda \), we deduce that
\[ D\varphi_\lambda(x_\lambda) = \frac{x_\lambda - y_\lambda}{r(\lambda)^2} \implies D\varphi \left( \frac{x_\lambda}{1 + r(\lambda)} \right) = \frac{x_\lambda - y_\lambda}{r(\lambda)^2}. \quad (2.16) \]

From (2.11), (2.15) and (2.16) we obtain
\[ \phi(\lambda)u_\lambda \left( (1 + r(\lambda))y_\lambda \right) + H \left( (1 + r(\lambda))y_\lambda, D\varphi_\lambda(x_\lambda) \right) \geq 0. \quad (2.17) \]
Recall that $\phi(\lambda_j)u_{\lambda_j}(x) \to -c$ uniformly as $\lambda_j \to 0^+$ for any $x \in \Omega$, we observe that

$$|\phi(\lambda)u_\lambda((1+r(\lambda))y_\lambda) + c| \leq |\phi(\lambda)u_\lambda(\bar{x}) + c| + \phi(\lambda)|u_\lambda((1+r(\lambda))y_\lambda) - u_\lambda(\bar{x})|$$

$$\leq |\phi(\lambda)u_\lambda(\bar{x}) + c| + \phi(\lambda)C_H |(y_\lambda - \bar{x}) + r(\lambda)y_\lambda|$$

$$\leq |\phi(\lambda)u_\lambda(\bar{x}) + c| + \phi(\lambda)C_H |y_\lambda - \bar{x}| + C_H \phi(\lambda)|r(\lambda)| \text{diam}\Omega.$$

Let $\lambda \to 0^+$ along $\lambda_j$ we obtain

$$\lim_{\lambda_j \to 0^+} \phi(\lambda_j)u_{\lambda_j}((1+r(\lambda_j))y_{\lambda_j}) = c. \quad (2.18)$$

From $(2.14)$ and $(H1)$ we have (up to subsequences)

$$\lim_{\lambda_j \to 0^+} H\left((1+r(\lambda_j))y_{\lambda_j}, D\phi_{\lambda_j}(x_{\lambda_j})\right) = H(\bar{x}, D\phi(\bar{x})). \quad (2.19)$$

From $(2.17)$, $(2.18)$ and $(2.19)$ we deduce that $H(\bar{x}, D\phi(\bar{x})) \geq c$. The comparison principle for state-constraint problem gives us the uniqueness of $c$ and furthermore that $c = c(0)$.

The estimate $(2.9)$ can be established using comparison principle. We see that $u(x) - \phi(\lambda)^{-1}c(0) - C$, $u(x) - \phi(\lambda)^{-1}c(0) + C$ are subsolution and supersolution, respectively, to

$$\begin{cases} 
\phi(\lambda)w(x) + H(x, Dw(x)) \leq 0 & \text{in } \Omega, \\
\phi(\lambda)w(x) + H(x, Dw(x)) \geq 0 & \text{on } \Omega. 
\end{cases} \quad (2.20)$$

On the other hand, from $(2.12)$, the priori estimate $|\phi(\lambda)u_\lambda| \leq C$ and $(H1)$ we have $\bar{u}_\lambda(x) - C\phi(\lambda)^{-1}|r(\lambda)|$, $\bar{u}_\lambda(x) + C\phi(\lambda)^{-1}|r(\lambda)|$ are subsolution and supersolution, respectively, to $(2.20)$. Therefore by comparison principle for $(2.20)$ we have

$$\begin{cases} 
u(x) - \phi(\lambda)^{-1}c(0) - C \leq \bar{u}_\lambda(x) + C|\phi(\lambda)^{-1}c(0), \\
u(x) - \phi(\lambda)^{-1}c(0) + C \geq \bar{u}_\lambda(x) - C|\phi(\lambda)^{-1}c(0). 
\end{cases}$$

Therefore $|\phi(\lambda)\bar{u}_\lambda(x) + c(0)| \leq C (\phi(\lambda) + |r(\lambda)|)$. The other estimate in $(2.9)$ is a direct consequence of $(2.4)$.

\[ \square \]

\textbf{Remark 5.} We note that $\bar{u}_\lambda$ defined as in $(2.11)$ is not necessarily close to $u_\lambda$. In fact, for $x \in \Omega$ we have

$$\bar{u}_\lambda(x) - u_\lambda(x) = \frac{u_\lambda((1+r(\lambda))x) - u_\lambda(x)}{1+r(\lambda)} = \frac{r(\lambda)}{1+r(\lambda)} \left( u_\lambda(x) + \frac{c(0)}{\phi(\lambda)} + \frac{r(\lambda)c(0)}{\phi(\lambda)(1+r(\lambda))}. \right.$$}

Using $(2.9)$ and $u_\lambda$ is Lipschitz, we obtain that

$$|\bar{u}_\lambda(x) - u_\lambda(x)| \leq 2C(|r(\lambda)||x|) + 2C|r(\lambda)| \left( 1 + \frac{r(\lambda)}{\phi(\lambda)} \right). \quad (2.21)$$

Therefore $\bar{u}_\lambda$ and $u_\lambda$ are close if $\gamma = 0$, and $\{\bar{u}_\lambda + \phi(\lambda)^{-1}c(0)\}_{\lambda > 0}$ is uniformly bounded in $\lambda > 0$ if $\gamma$ is finite (or more generally if $|r(\lambda)/\phi(\lambda)|$) is bounded, in which case

$$\lim_{\lambda \to 0^+} (\bar{u}_\lambda(x) - u_\lambda(x)) = \gamma c(0). \quad (2.22)$$
As we are working with domains that are smaller or bigger than $\Omega$, we introduce the scaling of measures for convenience.

**Definition 2.23.** For a measure $\sigma$ defined on $(1 + r)\overline{\Omega} \times \overline{B}_h$, we define its scaling $\tilde{\sigma}$ as a measure on $\overline{\Omega} \times \overline{B}_h$ by

$$\int_{\overline{\Omega} \times \overline{B}_h} f(x, v) \, d\tilde{\sigma}(x, v) = \int_{(1 + r)\overline{\Omega} \times \overline{B}_h} f\left(\frac{x}{1 + r}, v\right) \, d\sigma(x, v). \quad (2.23)$$

We introduce the following definition for simplicity, as we will deal with mainly approximation from the inside and outside of $\Omega$.

**Definition 2.24.** For $r(\lambda) \geq 0$, we define $\Omega^\pm_\lambda = (1 \pm r(\lambda))\Omega$. We denote by $c(\lambda)^\pm$ and $u^\pm_\lambda$, respectively, the additive eigenvalues of $H$ in $(1 \pm r(\lambda))\Omega$ and the solutions to the discounted problem $(\text{HJ}_\delta)$ on $(1 \pm r(\lambda))\Omega$ with discount factor $\delta = \phi(\lambda)$. We let $u^-_\lambda$ and $u^+_\lambda$ be solutions to

$$\begin{cases}
\phi(\lambda)v(x) + H(x, Dv(x)) \leq 0 & \text{in } \Omega_\lambda, \\
\phi(\lambda)v(x) + H(x, Dv(x)) \geq 0 & \text{on } \overline{\Omega}_\lambda;
\end{cases}$$

with $\Omega_\lambda$ being replaced by $(1 - r(\lambda))\Omega$ and $(1 + r(\lambda))\Omega$, respectively.

### 3. The first normalization: convergence and a counter example

In view of Theorems 2.22, it is natural to ask the question if the convergence of $u_\lambda(x) - u_\lambda(x_0)$ holds for the whole sequence as $\lambda \to 0^+$. The two natural normalizations one can study are

$$\begin{cases}
u_\lambda(x) + \frac{c(0)}{\phi(\lambda)} & \lambda > 0 \\
u_\lambda(x) + \frac{c(\lambda)}{\phi(\lambda)} & \lambda > 0.
\end{cases} \quad (3.1)$$

We observe that from Theorem 2.22 we have

$$\left|u_\lambda(x) + \frac{c(0)}{\phi(\lambda)}\right| \leq C \left(1 + \frac{r(\lambda)}{\phi(\lambda)}\right) \quad \text{and} \quad \left|u_\lambda(x) + \frac{c(\lambda)}{\phi(\lambda)}\right| \leq C. \quad (3.2)$$

We observe that $u_\lambda(x) + \phi(\lambda)^{-1}c(0)$ is bounded if $\gamma$ defined in (1.4) is finite, or more generally if $|r(\lambda)| = O(\phi(\lambda))$ as $\lambda \to 0^+$, while $u_\lambda(x) + \phi(\lambda)^{-1}c(\lambda)$ is bounded even if $\gamma$ is infinite. The following example show a divergence for $u_\lambda(x) + \phi(\lambda)^{-1}c(0)$ when $\gamma = \infty$.

**Example 3.1.** Let us consider $H(x, p) = |p| + x$, $\Omega = (-1, 1)$, $\phi(\lambda) = \lambda$ and $r(\lambda) = \lambda^m$ for $\lambda > 0$. Using the optimal control formula we obtain

$$u_\lambda(x) = \inf_{\alpha(\cdot)} \left(-\int_0^\infty e^{-\lambda s}y(s) \, ds\right) \quad \text{where} \quad \begin{cases}
y(s) = \alpha(s) \in [-1, 1] \\
y(0) = x.
\end{cases}$$

Regarding Definition 2.24, we have $c(0) = 1$, $c(\lambda)^\pm = 1 \pm \lambda^m$ and

$$u_\lambda(x)^\pm + \frac{c(0)}{\lambda} = \frac{1 - x}{\lambda} + \frac{e^{-\lambda(1 \pm \lambda^m - x)} - 1}{\lambda^2} = \mp \lambda^m - \frac{(1 - x \pm \lambda^m)^2}{2} + O(\lambda)$$
as $\lambda \to 0^+$, which are convergent only if $m \geq 1$. On the other hand, we have
\[ u_\lambda(x)^\pm + \frac{c(\lambda)^\pm}{\lambda} = \frac{(1-x \pm \lambda^m)^2}{2} + o(\lambda) \]
as $\lambda \to 0^+$, which converge to the same limit for all $m \geq 0$. In this example the family $\{u_\lambda + \phi(\lambda)^{-1}c(\lambda)\}_{\lambda > 0}$ still converges even if $\gamma = \infty$. However it is not true in general, as we will prove an example in Section 5.

We give a simple proof for the convergence of both families in (3.1) when $\gamma = 0$.

**Proof of Theorem 1.1.** Let $v_\lambda \in C(\overline{\Omega}) \cap \text{Lip}(\Omega)$ solving
\[
\begin{cases}
\phi(\lambda)v_\lambda(x) + H(x, Dv_\lambda(x)) \leq 0 & \text{in } \Omega, \\
\phi(\lambda)v_\lambda(x) + H(x, Dv_\lambda(x)) \geq 0 & \text{on } \partial \Omega.
\end{cases}
\]
(3.3)

By Theorem 2.14, there exists $u^0$ solves $(S_0)$ such that $v_\lambda(x) + \phi(\lambda)^{-1}c(0) \to u^0(x)$ uniformly on $\partial \Omega$ as $\lambda \to 0^+$. Define $\tilde{u}_\lambda(x)$ as in (2.11) then $\tilde{u}_\lambda$ solves (2.12). Similarly to Theorem 2.22 we obtain that $\tilde{u}_\lambda(x) - C\phi(\lambda)^{-1}|r(\lambda)|, \tilde{u}_\lambda(x) + C\phi(\lambda)^{-1}|r(\lambda)|$ are subsolution and supersolution, respectively, to (3.3), therefore
\[
\left| \left( \tilde{u}_\lambda(x) + \frac{c(0)}{\phi(\lambda)} \right) - \left( v_\lambda(x) + \frac{c(0)}{\phi(\lambda)} \right) \right| \leq C|\tau(\lambda)|.
\]

Recall (2.21), as $\gamma = 0$ we have $|\tilde{u}_\lambda - u_\lambda| \to 0$ as $\lambda \to 0^+$, therefore we deduce that $u_\lambda(x) + \phi(\lambda)^{-1}c(0) \to u^0(x)$ locally uniformly as $\lambda \to 0^+$. From (2.10) in Theorem 2.22 and $\gamma = 0$ we obtain
\[
\lim_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{\phi(\lambda)} \right) = 0.
\]
and thus $u_\lambda(x) + \phi(\lambda)^{-1}c(\lambda) \to u^0(x)$ locally uniformly as $\lambda \to 0^+$. \hfill \Box

**Remark 6.** If $\gamma \neq 0$ then in general the solution $v_\lambda$ to (3.3) and the solution $u_\lambda$ to (2.7) are not close to each other, as we will see in example 3.2.

**Example 3.2.** Let $H(x,p) = |p| - e^{-|x|}$ on $\Omega = (-1, 1)$ and $\phi(\lambda) = \tau(\lambda) = \lambda$. Using the optimal control formula, solutions to (2.7) (regarding Definition 2.24) are
\[
\begin{align*}
u_\lambda(x) &= \frac{e^{-|x|}}{1 + \lambda} + \frac{e^{-(1-\lambda^2 + \lambda|x|)}}{\lambda(1 + \lambda)}, & x & \in [-1 - \lambda, 1 - \lambda], \\
u_\lambda(x) &= \frac{e^{-|x|}}{1 + \lambda} + \frac{e^{-(-1 + \lambda^2 + \lambda|x|)}}{\lambda(1 + \lambda)}, & x & \in [-1 + \lambda, 1 + \lambda].
\end{align*}
\]
On fixed bounded domain, the solution $v_\lambda$ to (3.3) is given by
\[
\begin{align*}
u_\lambda(x) &= \frac{e^{-|x|}}{1 + \lambda} + \frac{e^{-(1-\lambda + \lambda|x|)}}{\lambda(1 + \lambda)}, & x & \in [-1, 1].
\end{align*}
\]
We have $c(0) = -e^{-1}$ and $c(\lambda)^\pm = -e^{-1+\lambda}$, thus $c_\pm(1) = c_\pm(1) = -e^{-1}$ and
\[
\lim_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{-\lambda} \right) = \lim_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{\lambda} \right) = -e^{-1}.
\]
The maximal solution (in the sense of Theorem 2.14) on \( \Omega \) is given by
\[
u(x) = \lim_{\lambda \to 0^+} \left( v(x) + \frac{c(0)}{\lambda} \right) = e^{-|x|} + e^{-1}|x| - e^{-1}, \quad x \in [-1, 1].
\]

On the other hand, using notation as in Theorem 1.2 with \( \gamma = 1 \) we have
\[
u^{-} = \lim_{\lambda \to 0^+} \left( \nu^{-}(x) + \frac{c(0)}{\lambda} \right) = e^{-|x|} + e^{-1}|x|, \quad x \in [-1, 1],
\]
\[
u^{+} = \lim_{\lambda \to 0^+} \left( \nu^{+}(x) + \frac{c(0)}{\lambda} \right) = e^{-|x|} + e^{-1}|x| - 2e^{-1}, \quad x \in [-1, 1]
\]
and
\[
\lim_{\lambda \to 0^+} \left( \nu(x) + \frac{c(0)}{\lambda} \right) = \nu(0), \quad x \in [-1, 1].
\]

In this example \( v^{+}(x) + v^{-}(x) = 2u(0) \) and \( v_\lambda \) and \( v_\lambda \) are not close to each other.

Using the representation formula as in Theorem 2.14, we show the convergence of \( \{u_\lambda + \phi(\lambda)^{-1}c(0)\}_{\lambda > 0} \) when \( \gamma \) is finite. This method also recovers the result of Theorem 1.1. The following technical lemma is a consequence from (H4), we give a proof for it in Appendix.

**Lemma 3.3.** Assume \( L \) satisfies (H4) then
\[
\frac{L(x, v) - L((1 + \delta)x, v)}{\delta} \to (\mp x) \cdot D_x L(x, v) \quad \text{uniformly on } \Omega \times \overline{\Omega} \text{ as } \delta \to 0^+
\]

**Proof of Theorem 1.2.** By the reduction step earlier, we may assume that \( H \) satisfies (2.2) for some \( h > 0 \) and \( L \in C(\overline{\Omega} \times \overline{B}_h) \). By (3.2) and \( \gamma < \infty \) we have the boundedness of \( \{u_\lambda + \phi(\lambda)^{-1}c(0)\}_{\lambda > 0} \).

Recall Remark 5, let \( \tilde{\nu}_\lambda \) be defined as in (2.11) and \( \tilde{\nu} \) be the set of accumulation points of \( \{ \tilde{\nu}_\lambda + \phi(\lambda)^{-1}c(0) \}_{\lambda > 0} \) in \( C(\overline{\Omega}) \) as \( \lambda \to 0^+ \). By Theorem 2.2 we have \( \tilde{\nu} \) is nonempty. To show that \( \tilde{\nu} \) is singleton, we show that if \( u, v \in \tilde{\nu} \) then \( u \equiv v \).

Assume that there exist \( \lambda_j \to 0 \) and \( \delta_j \to 0 \) such that \( \tilde{\nu}_{\lambda_j} + \phi(\lambda_j)^{-1}c(0) \to u \) and \( \tilde{\nu}_{\delta_j} + \phi(\delta_j)^{-1}c(0) \to v \) locally uniformly as \( j \to \infty \). Let us fix \( z \in \Omega \), by Theorem 2.7 there exists \( \mu_\lambda \in \mathcal{P} \cap G'_{z, \phi(\lambda), \Omega} \) such that
\[
\phi(\lambda) u_\lambda(z) = \int_{\overline{\Omega} \times \overline{B}_h} L(x, v) \, d\mu_\lambda(x, v) = \min_{\mu \in \mathcal{M} \cap G'_{z, \phi(\lambda), \Omega}} \int_{\overline{\Omega} \times \overline{B}_h} L(x, v) \, d\mu(x, v). \tag{3.4}
\]

Let \( \mu_\lambda \) be the measure obtained from \( \mu_\lambda \) defined as in Definition 2.23, it is clear that \( \mu_\lambda \) is a probability measures on \( \overline{\Omega} \), therefore the set
\[
\mathcal{U}_\lambda = \{ \mu \in \mathcal{P}(\overline{\Omega} \times \overline{B}_h) : \mu_\lambda \to \mu \text{ in measure along some subsequences} \} \tag{3.5}
\]
is nonempty. By Lemma 3.6 we can assume that (up to subsequence) there exists \( \mu_0 \in \mathcal{M}_0 \) such that \( \mu_\lambda \to \mu_0 \) in measure. We have \( H(x, D\nu(x)) \leq c(0) \) in \( \Omega \), let \( w_\lambda(x) = (1 + r(\lambda)) w((1 + r(\lambda)^{-1}) x) \) in \( x \in (1 + r(\lambda)) \overline{\Omega} \) then \( w_\lambda(x) \to w(x) \) pointwise s \( \lambda \to 0^+ \) and
\[
\phi(\lambda) w_\lambda(x) + H\left( \frac{x}{1 + r(\lambda)^{-1}} \right)(\phi(\lambda) w_\lambda(x) + c(0) \right) \leq 0 \quad \text{in } (1 + r(\lambda)) \Omega.
\]
By definition we obtain
\[ \left( L \left( \frac{x}{1 + r(\lambda)}, v \right) + \phi(\lambda) w_\lambda(x) + c(0), w_\lambda(x) \right) \in \mathcal{F}_{\phi(\lambda), \Omega_\lambda} \]
and therefore
\[ \left\langle \mu_\lambda, L \left( \frac{x}{1 + r(\lambda)}, v \right) + \phi(\lambda) w_\lambda(x) - \phi(\lambda) w_\lambda(z) + c(0) \right\rangle \geq 0. \]
In other words, we have
\[ \left\langle \mu_\lambda, L \left( \frac{x}{1 + r(\lambda)}, v \right) \right\rangle + \phi(\lambda)(1 + r(\lambda)) \left\langle \mu_\lambda, w \left( \frac{x}{1 + r(\lambda)} \right) \right\rangle + c(0) \geq \phi(\lambda) w_\lambda(z). \]
Combine with \(-\left\langle \mu_\lambda, L(x, v) \right\rangle + \phi(\lambda) u_\lambda(z) = 0\) from (3.4) we obtain
\[ \left\langle \mu_\lambda, L \left( \frac{x}{1 + r(\lambda)}, v \right) - L(x, v) \right\rangle + \phi(\lambda)(1 + r(\lambda)) \left\langle \tilde{\mu}_\lambda, w(x) \right\rangle \]
\[ + \phi(\lambda) u_\lambda(z) + c(0) \geq \phi(\lambda) w_\lambda(z). \]
Dividing both sides by \(\phi(\lambda)\) we deduce that
\[ \frac{r(\lambda)}{\phi(\lambda)} \left\langle \tilde{\mu}_\lambda, \frac{L(x, v) - L((1 + r(\lambda))x, v)}{r(\lambda)} \right\rangle + (1 + r(\lambda)) \left\langle \tilde{\mu}_\lambda, w \right\rangle + \left( u_\lambda(z) + \frac{c(0)}{\phi(\lambda)} \right) \geq w_\lambda(z). \]
Since \(\tilde{\mu}_\lambda \to \mu_0\) in measure, using Lemma 3.3 we deduce that
\[ \gamma \langle \mu_0, (z - x) \cdot D_x L(x, v) \rangle + \langle u_0, w \rangle + (u(z) - \gamma c(0)) \geq w(z), \tag{3.6} \]
where \(u_\lambda(z) + \phi(\lambda_\lambda)^{-1} c(0) \to (u(z) - \gamma c(0))\) comes from \(\tilde{u}_\lambda(z) + \phi(\lambda_\lambda)^{-1} c(0) \to u(z)\) and (2.22) in Remark 5. On the other hand, from (2.12) we have
\[ \phi(\lambda) \tilde{u}_\lambda(x) + H((1 + r(\lambda))x, D\tilde{u}_\lambda(x)) \leq 0 \quad \text{in } \Omega \]
In other words, we have
\[ L((1 + r(\lambda))x, v) - \phi(\lambda)(1 + r(\lambda)) \tilde{u}_\lambda(x) \in \mathcal{F}_{\phi(\lambda), \Omega} \]
and thus
\[ \left\langle \mu, L((1 + r(\lambda))x, v) - \phi(\lambda)(1 + r(\lambda)) \tilde{u}_\lambda(x) \right\rangle \geq 0 \quad \text{for all } \mu \in M_\Omega. \]
Recall that \(-\left\langle \mu, L(x, v) \right\rangle = c(0)\) for all \(\mu \in M_\Omega\), we have
\[ \frac{r(\lambda)}{\phi(\lambda)} \left\langle \mu, \frac{L((1 + r(\lambda))x, v) - L(x, v)}{r(\lambda)} \right\rangle \geq (1 + r(\lambda)) \left\langle \mu, \tilde{u}_\lambda(x) + \frac{c(0)}{\phi(\lambda)} \right\rangle - \frac{r(\lambda)}{\phi(\lambda)} c(0) \]
for all \(\mu \in M_\Omega\). Let \(\lambda = \delta_j\) then as \(j \to \infty\) we have \(\gamma \langle \mu, x \cdot D_x L(x, v) \rangle \geq \langle u, w \rangle - \gamma c(0)\), i.e.,
\[ \gamma \langle \mu, (z - x) \cdot D_x L(x, v) \rangle + \langle u, w \rangle - \gamma c(0) \leq 0, \quad \text{for all } \mu \in M_\Omega. \tag{3.7} \]
From (3.6) and (3.7) we deduce that \(u(z) \geq w(z)\). Since \(z \in \Omega\) arbitrarily we have \(u \geq w\) and similarly \(u \leq w\), thus \(u \equiv w\) and we have the uniform convergence for the full sequence
\[ \lim_{\lambda \to 0} \left( \tilde{u}_\lambda(x) + \frac{c(0)}{\phi(\lambda)} \right) \]
Denote this limit as $\tilde{u}^\gamma$, then from Remark 5 we have $u_\lambda + \phi(\lambda)^{-1}c(0) \to u^\gamma = \tilde{u}^\gamma - \gamma c(0)$ locally uniformly in $\Omega$ as $\lambda \to 0^+$. Clearly $u^\gamma \in \mathcal{E}^\gamma$ thanks to (3.7). If $\nu \in \mathcal{E}^\gamma$ then since $\mu_0 \in \mathcal{M}_0$, we can establish (3.6) with $w$ being replaced by $\nu$ to obtain $u^\gamma \geq \nu$, hence $u^\gamma = \sup \mathcal{E}^\gamma$.

\[\text{□}\]

**Corollary 3.4.** For any $\mu \in \mathcal{U}_+(z)$ there holds $\gamma \langle \mu, (-x) \cdot D_xL(x, \nu) \rangle + \langle \mu, u^\gamma \rangle = 0$.

**Lemma 3.5.** For any $\mu \in \mathcal{M}_0$ there holds $\langle \mu, (-x) \cdot D_xL(x, \nu) \rangle \geq 0$.

**Proof of Lemma 3.5.** For $\mu \in \mathcal{M}_0$ and $0 < \lambda \ll 1$ we define $\mu_\lambda$ by

$\langle \mu_\lambda, f(x, \nu) \rangle := \langle \mu, f((1 - \lambda)x, \nu) \rangle$, for $f \in C(\overline{\Omega} \times \overline{\mathbb{B}}_R)$.

It is easy to see that $\mu_\lambda$ is a probability measure on $\overline{\Omega} \times \overline{\mathbb{B}}_R$. Furthermore $\mu_\lambda \in \mathcal{G}_{0, \Omega}'$ as well. In fact, if $f \in \mathcal{G}_{0, \Omega}$ then there exists $u \in C(\overline{\Omega})$ such that $H_f(x, Du(x)) \leq 0$ in $\Omega$. It is clear that $H_f((1-\lambda)x, Du(x)) \leq 0$ in $\Omega$ as well where $\tilde{u}(x) = (1-\lambda)^{-1}u((1-\lambda)x)$, therefore $f((1-\lambda)x, \nu) \in \mathcal{G}_{0, \Omega}$, hence

$\langle \mu_\lambda, f(x, \nu) \rangle = \langle \mu, f((1-\lambda)x, \nu) \rangle \geq 0$.

As $\mu_\lambda \in \mathcal{P} \cap \mathcal{G}_{0, \Omega}'$, we deduce that

$\langle \mu, L((1-\lambda)x, \nu) \rangle = \langle \mu_\lambda, L(x, \nu) \rangle \geq \langle \mu, L(x, \nu) \rangle$.

Let $\lambda \to 0^+$ we deduce that $\langle \mu, (-x) \cdot D_xL(x, \nu) \rangle \geq 0$. \[\text{□}\]

**Remark 7.** If the domain is periodic then by translation invariant, we can get an invariant for Mather measures as

$\langle \mu, (-x) \cdot D_xL(x, \nu) \rangle = 0$ for all $\mu \in \mathcal{M}_0$.

We refer the reader’s to [6] for more properties like this in the case of periodic domain. In our setting, it is natural to expect a similar invariant holds. Indeed, it is interesting that

$\begin{cases}
\langle \mu, (-x) \cdot D_xL(x, \nu) \rangle = \text{constant} \\
\text{for all } \mu \in \mathcal{M}_0
\end{cases}
\iff \lambda \mapsto c(\lambda) \text{ is differentiable at } \lambda = 0
$

and if that is the case, the constant in the above is $c'(0)$, the derivative of the map $\lambda \to c(\lambda)$ at $\lambda = 0$. For instance, in Example 3.2 we have $c'(0) = e^{-1}$.

**Lemma 3.6.** We have $\mathcal{U}_+(z) \subseteq \mathcal{M}_0$ where $\mathcal{U}_+(z)$ is defined as in (3.5).

**Proof.** Assume $\mu_\lambda_j \to \mu_0$. From (3.4) it is clear that $-c(0) = \langle \mu_0, L \rangle$. For $f \in \mathcal{G}_{0, \Omega}$ there exists $u \in C(\overline{\Omega})$ such that $H_f(x, Du(x)) \leq 0$ in $\Omega$. Let us define $\tilde{u}$ as in (2.11), we have

$\phi(\lambda)\tilde{u}(x) + H_f\left(\frac{x}{1+r(\lambda)}, \nu\right) + \phi(\lambda)\tilde{u}(x) \leq 0 \quad \text{in } (1 + r(\lambda))\Omega$

By definition we deduce that

$\langle \tilde{u}_\lambda, f(x, \nu) + \phi(\lambda)[1 + r(\lambda)](u - u(z)) \rangle = \langle \mu_\lambda, f\left(\frac{x}{1+r(\lambda)}, \nu\right) + \phi(\lambda)(\tilde{u} - \tilde{u}(z)) \rangle \geq 0$

Let $\lambda \to 0^+$ along $\lambda_j$ we deduce that $\langle \mu_0, f \rangle \geq 0$, hence $\mu_0 \in \mathcal{M}_0$. \[\text{□}\]
Proof of Corollary 1.3. From (3.7) we have
\[
\begin{align*}
\alpha \langle \mu, (-x) \cdot D_x L(x, v) \rangle + \langle \mu, u^\alpha \rangle & \leq 0 \\
\beta \langle \mu, (-x) \cdot D_x L(x, v) \rangle + \langle \mu, u^\beta \rangle & \leq 0
\end{align*}
\]
for all $\mu \in M_0$. If $\theta = \beta - \alpha \geq 0$ then
\[
\theta \langle \mu, (-x) \cdot D_x L(x, v) \rangle + \alpha \langle \mu, (-x) \cdot D_x L(x, v) \rangle + \langle \mu, u^\beta \rangle \leq 0
\]
for all $\mu \in M_0$. Since $\theta \langle \mu, (-x) \cdot D_x L(x, v) \rangle \geq 0$, we have $u^\beta \in \mathcal{E}_\alpha$, therefore $u^\beta \leq u^\alpha$. Denote $\gamma = (1 - \lambda)\alpha + \lambda \beta$ for $\lambda \in (0, 1)$, we have
\[
\gamma \langle \mu, (-x) \cdot D_x L(x, v) \rangle + \langle \mu, (1 - \lambda)u^\alpha + \lambda u^\beta \rangle \leq 0, \quad \text{for all } \mu \in M_0.
\]
By the convexity of $H$ we see that $u = (1 - \lambda)u^\alpha + \lambda u^\beta$ belongs to $\mathcal{E}^{(1-\lambda)\alpha+\lambda\beta}$, therefore $(1 - \lambda)u^\alpha + \lambda u^\beta \leq u^{(1-\lambda)\alpha+\lambda\beta}$. \qed

4. The asymptotic expansion of the eigenvalue

4.1. The expansion at zero. In this section, we want to study the asymptotic expansion of $c(\lambda)$ as $\lambda \to 0^+$. If the following limit exist
\[
c^{(1)} = \lim_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{r(\lambda)} \right) \tag{4.1}
\]
then heuristically we have $c(\lambda) = c(0) + c^{(1)} r(\lambda) + o(r(\lambda))$ as $\lambda \to 0^+$.

Remark 8. The dependence of $\lambda$ and the eigenvalue should be $c(r(\lambda))$ but in fact $c^{(1)}$ is independent of $r(\lambda)$ if it exists. Indeed, assume $\lambda \mapsto c(\lambda) = c(r(\lambda))$ is differentiable at $\lambda = 0$, for any $\mu \in M_0$ by scaling into a measure $\mu_\lambda$ on $(1 + r(\lambda))\Omega$, we can show that $-c(r(\lambda)) \leq \langle \mu_\lambda, L \rangle$, hence
\[
\langle \mu, L((1 + r(\lambda))x, v) \rangle + c(r(\lambda)) \geq 0
\]
for all $\lambda$ with an equality at $\lambda = r(\lambda) = 0$, therefore
\[
c^{(1)} = c'(0) = \langle \mu, (-x) \cdot D_x L \rangle.
\]
Thus we can simply write $c(\lambda)$ for simplicity and we can simply choose $r(\lambda) = \pm \lambda$.

We will show that (4.1) holds when $\lambda \mapsto r(\lambda)$ does not change its sign around 0, provided that (H1) is satisfied. Example 4.1 shows that it can be divergent if (H1) is violated and Example 3.2 shows that in general it is not zero.

Example 4.1. Let $H(x, p) = |p| - \sqrt{1 - |x|}$ for $(x, p) \in [-1, 1] \times \mathbb{R}$. Let $r(\lambda) = \lambda \in (0, 1)$, the $c(\lambda) = -\sqrt{\lambda}$ and the limit (4.1) does not exist.

Let $\nu_\lambda$ be measures in $\mathcal{P} \cap \mathcal{G}_{0, \Omega, \lambda}'$ such that
\[
-c(\lambda) = \int_{\Omega_\lambda \times \mathbb{R}} L(x, v) \, d\nu_\lambda(x, v) = \min_{v \in \mathcal{P} \cap \mathcal{G}_{0, \Omega, \lambda}'} \int_{\Omega_\lambda \times \mathbb{R}} L(x, v) \, d\nu(x, v). \tag{4.2}
\]
Let $\tilde{\nu}_\lambda$ be the corresponding measures on $\overline{\Omega}$ after scaling from $\nu_\lambda$ as in Definitions 2.23, it is easy to see that $\tilde{\nu}_\lambda$ is still a probability measure on $\overline{\Omega}$, thus by compactness the set of weak limit points $\mathcal{V}_*$ of $\{\tilde{\nu}_\lambda\}_{\lambda > 0}$ is nonempty.
Lemma 4.2. We have $\mathcal{V}_* \subseteq \mathcal{M}_0$.

Proof of Lemma 4.2. From (4.2) we have

$$-c(\lambda) = \int_{\Omega \times \overline{B}_h} L((1 + r(\lambda))x, v) \, d\tilde{\nu}(x, v).$$

Assume $\tilde{\nu}_\lambda \rightharpoonup \nu_0$, then since $L((1 + r(\lambda))x, v) \to L(x, v)$ uniformly as $\lambda \to 0^+$, we deduce that $-c(0) = \langle \nu_0, L \rangle$. Let $f \in \mathcal{S}_0\mathcal{O}$, there exists $u \in C(\overline{\Omega})$ such that $H_f(x, Du(x)) \leq 0$ in $\Omega$. Let us define $\tilde{u}$ as in (2.11), then

$$H_{f\lambda}(x, D\tilde{u}(x)) \leq 0 \quad \text{in } \Omega_{\lambda}$$

where $f_\lambda(x, v) = f \left( \frac{x}{1 + r(\lambda)}, v \right)$. By definition of $\nu_\lambda$ we have

$$\langle \tilde{\nu}_\lambda, f(x, v) \rangle = \langle \nu_\lambda, f_\lambda(x, v) \rangle \geq 0.$$

Let $\lambda_j \to 0^+$ we deduce that $\langle \nu_0, f \rangle \geq 0$, thus $\nu_0 \in \mathcal{M}_0$.

Proof of Theorem 1.4. Let us consider the case $r(\lambda) \geq 0$. Let $w_\lambda$ be a solution to (2.8) and $\tilde{w}_\lambda$ be its scaling as in (2.11), then

$$H_L((1 + r(\lambda))x, v) + c(\lambda) \in \mathcal{F}_{0, \Omega},$$

therefore

$$L((1 + r(\lambda))x, v) + c(\lambda) \in \mathcal{F}_{0, \Omega},$$

thus

$$\langle \mu, L((1 + r(\lambda))x, v) + c(\lambda) \rangle \geq 0 \quad (4.3)$$

for any $\mu \in \mathcal{M}_0$. Using the fact that $-\langle \mu, L(x, v) \rangle = c_0$ we deduce that

$$\langle \mu, L((1 + r(\lambda))x, v) - L(x, v) \rangle + (c(\lambda) - c(0)) \geq 0.$$

Thus if $r(\lambda) > 0$ then for all $\mu \in \mathcal{M}_0$ we have

$$\langle \mu, \frac{L((1 + r(\lambda))x, v) - L(x, v)}{r(\lambda)} \rangle + \left( \frac{c(\lambda) - c(0)}{r(\lambda)} \right) \geq 0.$$

Using (2.10) and the fact that $r(\lambda)$ is not identically zero near 0, as $\lambda \to 0^+$ we have

$$\langle \mu, x \cdot D_x L(x, v) \rangle + \liminf_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{r(\lambda)} \right) \geq 0 \quad \text{for all } \mu \in \mathcal{M}_0. \quad (4.4)$$

Let $\lambda_j \to 0^+$ be the subsequence such that

$$\limsup_{\lambda \to 0^+} \left( \frac{c(\lambda) - c(0)}{r(\lambda)} \right) = \lim_{j \to \infty} \left( \frac{c(\lambda_j) - c(0)}{r(\lambda_j)} \right).$$

For simplicity we can assume that (up to subsequence) $\tilde{\nu}_{\lambda_j} \rightharpoonup \nu_0$ and $\nu_0 \in \mathcal{M}_0$. Let $w$ be a solution to (S0), then $\tilde{w}(x) = (1 + r(\lambda))w (1 + r(\lambda)^{-1}x)$ solves

$$H_L \left( \frac{x}{1 + r(\lambda)}, v \right) \leq 0 \quad \text{in } (1 + r(\lambda))\Omega.$$

As $\nu_\lambda \in \mathcal{P} \cap \mathcal{S}_{0, \Omega}$ and $\langle \nu_\lambda, L \rangle = -c(\lambda)$, we obtain that

$$\langle \nu_\lambda, L \left( \frac{x}{1 + r(\lambda)}, v \right) - L(x, v) \rangle - c(\lambda) + c(0) \geq 0.$$
By definition of $\tilde{v}_\lambda$, it is equivalent to
\[ \langle \tilde{v}_\lambda, L(x, v) - L((1 + r(\lambda))x, v) \rangle \geq c(\lambda) - c(0). \] (4.5)

As $r(\lambda_j) \geq 0$, let $\lambda_j \to 0^+$ we obtain
\[ \langle v_0, (-x) \cdot D_x L(x, v) \rangle \geq \limsup_{\lambda \to 0^+} \frac{c(\lambda) - c(0)}{r(\lambda)}. \] (4.6)

In (4.4), take $\mu = v_0 \in M_0$ and together with (4.6) we conclude that
\[ \lim_{\lambda \to 0^+} \frac{c(\lambda) - c(0)}{r(\lambda)} = \langle v_0, (-x) \cdot D_x L(x, v) \rangle = \sup_{\mu \in M_0} \langle \mu, (-x) \cdot D_x L(x, v) \rangle. \]

Similarly, if $r(\lambda) \leq 0$ as $\lambda \to 0^+$ then
\[ \lim_{\lambda \to 0^+} \frac{c(\lambda) - c(0)}{r(\lambda)} = \min_{\mu \in M_0} \langle \mu, (-x) \cdot D_x L(x, v) \rangle. \]

For an oscillating $r(\lambda)$ such that neither $r^-(\lambda) = \min(0, r(\lambda))$ nor $r^+(\lambda) = \max(0, r(\lambda))$ is identical to zero as $\lambda \to 0^+$, by applying the previous results we have (we consider the limit $(c(\lambda) - c(0))/r(\lambda)$ along subsequences where $r(\lambda) \neq 0$)
\[ \lim_{\lambda \to 0^+} \frac{c(\lambda) - c(0)}{r(\lambda)} = \max_{\mu \in M_0} \langle \mu, (-x) \cdot D_x L(x, v) \rangle = c^{(1)}_+, \]
\[ \lim_{\lambda \to 0^+} \frac{c(\lambda) - c(0)}{r(\lambda)} = \min_{\mu \in M_0} \langle \mu, (-x) \cdot D_x L(x, v) \rangle = c^{(1)}_. \]

For any given subsequence $\lambda_j \to 0^+$ along which $(c(\lambda_j) - c(0))/r(\lambda_j)$ converges, by decomposing $\lambda_j$ into subsequences where $r(\lambda_j) > 0$ and $r(\lambda_j) < 0$ respectively, we see that $(c(\lambda_j) - c(0))/r(\lambda_j)$ can only converge either to $c^{(1)}_+$ or $c^{(1)}_-$, and therefore we obtain the conclusion of the theorem. \qed

**Proof of Corollary 1.5.** If $\langle \mu, (-x) \cdot D_x L(x, v) \rangle = c^{(1)}$ for all $\mu \in M_0$ then from Theorem 1.2 with $\gamma \in \mathbb{R}$ we have $\langle \mu, u^\gamma + c^{(1)} \rangle \leq 0$ for all $\mu \in M_0$, thus $u^\gamma + c^{(1)} \in E$ and hence $u^\gamma + c^{(1)} \leq u^0$. On the other hand, $\langle \mu, u^0 \rangle = \gamma c^{(1)} + \langle \mu, u^0 - c^{(1)} \rangle \leq 0$ for all $\mu \in M_0$, therefore
\[ \gamma \langle \mu, (-x) \cdot D_x L(x, v) \rangle + \langle \mu, u^0 - c^{(1)} \rangle \leq 0 \quad \text{for all } \mu \in M_0. \]

Thus $u^0 - c^{(1)} \in E^\gamma$, hence $u^0 - c^{(1)} \leq u^\gamma$. \qed

**Remark 9.** Here are some examples where $c^{(1)}_- = c^{(1)}_+ = c^{(1)}$.

(i) If $H(x, p) = H(p) + V(x)$ with $x \cdot \nabla V(x) \leq 0$ for all $x \in \Omega$. Indeed, Lemma 3.5 says that $\langle \mu, x \cdot \nabla V(x) \rangle \geq 0$ for all $\mu \in M_0$, thus in this case we have $\langle \mu, (-x) \cdot D_x L(x, v) \rangle = 0$ for all $\mu \in M_0$, hence $c^{(1)}_- = c^{(1)}_+ = 0$.

(ii) If the Aubry set $A$ of $H$ is compactly supported in $\Omega$, then by Theorem 2.20 we have $c(\lambda) = c(0)$ for all $\lambda > 0$ small enough, therefore $c^{(1)} = 0$. 
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(iii) Recall from Example 3.2 that if \( H(x, p) = |p| e^{-|x|} \) and \( \Omega = (-1, 1) \) then \( c_+^{(1)} = c_-^{(1)} = c^{(1)} = e^{-1} \).

We state the following lemma concerning properties of limits of minimizing measures on \( \Omega \), which will be used to prove Corollary 1.6.

**Lemma 4.3.** Let \( \nu_\lambda \in C(\overline{\Omega}) \) be the solution to (3.3). For \( z \in \Omega \), let \( \sigma_\lambda \in \mathcal{P} \cap \mathcal{G}'_{z, \phi(\lambda) \Omega} \) be the minimizing measure such that \( \phi(\lambda) \nu_\lambda(z) = \langle \sigma_\lambda, L \rangle \). Let us define
\[
\mathcal{U}_0(z) = \{ \mu \in \mathcal{P}(\overline{\Omega} \times \overline{B}_h) : \sigma_\lambda \rightharpoonup \mu \text{ in measures along some subsequences} \}
\]
then
\[
(\text{i}) \quad \langle \sigma_0, u^0 \rangle = 0 \text{ for all } \sigma_0 \in \mathcal{U}_0(z).
\]
\[
(\text{ii}) \quad u^0(z) \geq u^\gamma(z) + \gamma \langle \sigma_0, (\lambda - \sigma) \cdot D_x L(x, v) \rangle \text{ for all } \sigma_0 \in \mathcal{U}_0(z) \text{ and } \gamma \in \mathbb{R}.
\]

**Proof of Lemma 4.3.** It is clear that \( \mathcal{U}_0(z) \subset \mathcal{M}_0 \).

(\text{i}) For any \( w \) solves (\( S_0 \)) we have
\[
\langle \sigma_\lambda, L(x, v) + c(0) + \phi(\lambda) w(x) - \phi(\lambda) w(z) \rangle \geq 0. \tag{4.7}
\]
Since \( \nu_\lambda + \phi(\lambda)^{-1} c(0) \to u^0 \) by Theorem 2.14, from (4.7) we deduce that
\[
u^0(z) + \langle \sigma_0, w \rangle \geq w(z) \tag{4.8}
\]
for some \( \sigma_0 \in \mathcal{U}_0(z) \). Let \( w = u^0 \) we obtain \( \langle \sigma_0, u^0 \rangle \geq 0, \) thus \( \langle \sigma_0, u^0 \rangle = 0 \) since \( \langle \mu, u^0 \rangle \leq 0 \) for all \( \mu \in \mathcal{M}_0 \).

(\text{ii}) To connect \( u^0 \) with \( u^\gamma \), we use the approximation \( u_\lambda \) on \( (1 + \lambda) \Omega \). Recall that after scaling \( \tilde{u}_\lambda(x) = (1 + \lambda)^{-1} u_\lambda((1 + \lambda)x) \) for \( x \in \overline{\Omega} \) we have
\[
L((1 + \lambda)x, v) - \phi(\lambda) (\tilde{u}_\lambda(x) - \tilde{u}_\lambda(z)) \in \mathcal{F}_{z, \phi(\lambda) \Omega}.
\]
Recall the definition of \( \sigma_\lambda \in \mathcal{P} \cap \mathcal{G}'_{z, \phi(\lambda) \Omega} \) from Lemma 4.3, we have
\[
\langle \sigma_\lambda, L((1 + \lambda)x, v) - L(x, v) \rangle + \nu_\lambda(z) - r(\lambda) \langle \sigma_\lambda, \tilde{u}_\lambda \rangle \geq \tilde{u}_\lambda(z).
\]
Using \( -\langle \sigma_\lambda, L(x, v) \rangle + \phi(\lambda) \nu_\lambda(z) = 0 \) where \( \nu_\lambda \) solves (3.3) we obtain
\[
\frac{r(\lambda)}{\phi(\lambda)} \langle \sigma_\lambda, L((1 + \lambda)x, v) - L(x, v) \rangle + \nu_\lambda(z) - r(\lambda) \langle \sigma_\lambda, \tilde{u}_\lambda \rangle \geq \tilde{u}_\lambda(z).
\]
Taking into account the normalization, we deduce that
\[
\frac{r(\lambda)}{\phi(\lambda)} \langle \sigma_\lambda, L((1 + \lambda)x, v) - L(x, v) \rangle + \left( \nu_\lambda(z) + \frac{c(0)}{\phi(\lambda)} \right) - r(\lambda) \frac{c(0)}{\phi(\lambda)} \geq \tilde{u}_\lambda(z).
\]
Assume \( \sigma_\lambda \to \sigma_0 \) for some \( \sigma_0 \in \mathcal{U}_0(z) \), then as \( \lambda \to 0 \) we have
\[
\gamma \langle \sigma_0, (\lambda - \sigma) \cdot D_x L(x, v) \rangle + \nu^0(z) \geq u^\gamma(z)
\]
and thus the conclusion \( u^0(z) \geq u^\gamma(z) + \gamma \langle \sigma_0, (\lambda - \sigma) \cdot D_x L(x, v) \rangle \) follows. \( \square \)
Proof of Corollary 1.6. If $\gamma > 0$ then from Lemma 4.3 there exists $\sigma_0 \in U_0(z)$ such that

$$0 = u^0(z) - u^\gamma(z) \geqslant \gamma\langle\sigma_0, (-x) \cdot D_xL(x,v)\rangle \geqslant \gamma c^{(1)} \geqslant 0$$

and thus $c^{(1)} = 0$. \qed

4.2. The additive eigenvalues as a function. A natural question that comes from Theorem 1.4 is when do we have the invariant

$$\langle \mu, (-x) \cdot D_xL(x,v)\rangle = c^{(1)}$$

for all $\mu \in M_0$? In other words, when is the map $\lambda \mapsto c(\lambda)$ is differentiable at $\lambda = 0$? We can indeed study the map $\lambda \mapsto c(\lambda)$ on an open interval $I$ including zero, and ask the question at what point $\lambda$ where $c'(\lambda)$ exists. It is clear that $\lambda \mapsto c(\lambda)$ is Lipschitz, thus it is differentiable almost everywhere. We will show a stronger claim that indeed the set of points where $c'(\lambda)$ does not exists is almost countable. Without loss of generality (from Theorem 1.4) We can assume $r(\lambda) = \lambda$ for $\lambda \in (-\varepsilon, \varepsilon)$ for some $\varepsilon > 0$ in this section.

**Theorem 4.4.** Assume (H1), (H2), (H3), (H4), (A1) and $\lambda \in (-\varepsilon, \varepsilon)$.

(a) The map $\lambda \mapsto c(\lambda)$ is left-differentiable and right-differentiable everywhere on its domain.

(b) The left derivative $\lambda \mapsto c'_-(\lambda)$ is left continuous and the right derivative $\lambda \mapsto c'_+(\lambda)$ is right continuous on their domains.

(c) The map $\lambda \mapsto c(\lambda)$ is differentiable except countably many points on its domain.

**Proof.** For (a), by the same argument as in the proof of Theorem 1.4 we see that $\lambda \mapsto c(\lambda)$ is left and right differentiable with

$$c'_-(\lambda) = \max_{\mu \in M_\lambda} \int_{\Omega \times \mathbb{B}_h} (-x) \cdot D_xL(x,v) d\mu(x,v)$$

$$c'_+(\lambda) = \min_{\mu \in M_\lambda} \int_{\Omega \times \mathbb{B}_h} (-x) \cdot D_xL(x,v) d\mu(x,v)$$

where $M_\lambda$ is the set of minimizing Mather measures on $\Omega_\lambda$.

For $\lambda \in (-\varepsilon, \varepsilon)$ and $\nu_\lambda$ be any measure in $M_\lambda$ then by the usual scaling as in Lemma 4.2 we have $-c(\lambda) = \langle \nu_\lambda, L(1 + \lambda x, v) \rangle$ and any subsequential weak limit $\tilde{\nu}_\lambda \rightharpoonup \nu_0$ in $P(\Omega \times \mathbb{B}_h)$ satisfies $\nu_0 \in M_0$. We claim further that

$$\int_{\Omega \times \mathbb{B}_h} (-x) \cdot D_xL(x,v) d\nu_0(x,v) = \begin{cases} c'_-(0) & \text{if } \lambda \to 0^-, \\ c'_+(0) & \text{if } \lambda \to 0^+. \end{cases}$$

It is rather clear from (4.3) and (4.5), since, for instance if $\lambda \to 0^-$ then

$$\langle \mu, \frac{L((1 + \lambda)x,v) - L(x,v)}{\lambda} \rangle + \frac{c(\lambda) - c(0)}{\lambda} \leqslant 0 \quad \text{for all } \mu \in M_0$$

$$\langle \tilde{\nu}_\lambda, \frac{L(x,v) - L((1 + \lambda)x,v)}{\lambda} \rangle \leqslant \frac{c(\lambda) - c(0)}{\lambda}.$$
Therefore, together with Theorem 1.4 we deduce that 
\[ c'_\lambda(0) \leq \langle \mu, (-x) \cdot D_x L(x, v) \rangle \quad \text{for all } \mu \in M_0 \]
\[ \langle v_0, (-x) \cdot D_x L(x, v) \rangle \leq c'_\lambda(0). \]

We conclude that 
\[ \langle v_0, (-x) \cdot D_x L(x, v) \rangle = c'_\lambda(0). \]

Now (b) follows easily. To see that \( \lambda \mapsto c'_\lambda(\lambda) \) is left continuous, it suffices to show it is left continuous at 0. If \( \lambda \to 0^- \), let \( v_\lambda \in \mathcal{M}_\lambda \) that realizes \( c'_\lambda(\lambda) \), i.e.,
\[ c'_\lambda(\lambda) = \int_{\Omega \times \mathbb{B}_r} (-x) \cdot D_x L(x, v) d\nu_\lambda(x, v) = (1 + \lambda) \int_{\Omega \times \mathbb{B}_r} (-x) \cdot D_x L((1 + \lambda)x, v) d\tilde{\nu}_\lambda(x, v). \]

From (H4) we have that \( (-x) \cdot D_x L((1 + \lambda)x, v) \to (-x) \cdot D_x L(x, v) \) uniformly on \( \overline{\Omega} \times \mathbb{B}_r \), and since the limit of the right hand side is \( c'_\lambda(0) \) independent of subsequence, we deduce that
\[ \lim_{\lambda \to 0^-} c'_\lambda(\lambda) = c'_\lambda(0). \]

The case \( \lambda \to 0^+ \) can be done in the same manner. Finally the fact that \( \lambda \mapsto c(\lambda) \) is differentiable except countably many points is standard, since \( \lambda \mapsto c'(\lambda) \) is defined almost everywhere and is non-decreasing, or one can argue as in [12, Theorem 17.9] or [7, Theorem 4.2]. \( \square \)

With some additional information about the Hamiltonian, we can say something more about the map \( \lambda \mapsto c(\lambda) \).

**Lemma 4.5.** Assume (H1), (H2), (H3), (H4), (A1) and further that \( (x, p) \mapsto H(x, p) \) is jointly convex, then \( \lambda \mapsto c(\lambda) \) is convex.

We omit the proof of this lemma as it is a simple modification of Corollary 1.3.

5. The second normalization: convergence and a counter example

From Theorems 1.2 and 1.4 we obtain the convergence of the second normalization (1.6) when \( \gamma \) is finite as in Corollary 1.7. In this section we provide an example where given any \( r(\lambda) \), we can construct \( \phi(\lambda) \) such that \( \gamma = \infty \) and \( \{u_\lambda + \phi(\lambda)^{-1}c(\lambda)\}_{\lambda > 0} \) is divergent along some subsequence. To simplify notations, we will consider \( r(\lambda) = 0 \) and denote \( c(\lambda) \) to be the eigenvalue of \( H \) in \( \Omega_\lambda = (1 - r(\lambda)) \Omega \). Let us consider the following Hamiltonian
\[ H(x, p) = |p| - V(x), \quad (x, p) \in \overline{\Omega} \times \mathbb{R}^n, \quad (5.1) \]
where \( V : \overline{\Omega} \to \mathbb{R} \) is uniformly bounded continuous and is nonnegative. For a given \( r(\lambda) \), we will construct \( \phi(\lambda) \) so that \( \{u_\lambda + \phi(\lambda)^{-1}c(\lambda)\}_{\lambda > 0} \) is divergent as \( \lambda \to 0^+ \). The example is constructed based on an instability of the Aubry set \( \mathcal{A}_{\Omega_\lambda} \) of \( H \) on \( \Omega_\lambda \), when \( \lambda \to 0^+ \). We recall from Theorem 2.18 that
\[ -c(0) = \min_{\overline{\Omega}} V \quad \text{and} \quad \mathcal{A}_\Omega = \left\{ x \in \overline{\Omega} : V(x) = \min_{\overline{\Omega}} V \right\}. \]
Also, the Lagrangian is nonnegative in this case, since
\[
L(x, v) = \begin{cases} 
V(x) & \text{if } |v| \leq 1, \\
+\infty & \text{if } |v| > 1.
\end{cases}
\] (5.2)

**Lemma 5.1.** Assume \((H_1), (H_2), (H_3)\) and \((A2)\). Let
\[
S_\Omega(x, y) = \sup \{ u(x) - u(y) : u \text{ is a subsolution } H(x, Du(x)) \leq c(0) \text{ in } \Omega \}.
\]

We can extend \(S_\Omega\) uniquely to \(\overline{\Omega} \times \overline{\Omega}\). If \(A_\Omega = \{z_0\}\) is a singleton then \(u^0(x) \equiv S_\Omega(x, z_0)\) where \(u^0\) is the maximal solution on \(\Omega\) defined in Theorem 2.14.

**Proof of Lemma 5.1.** One can show that \(A_\Omega\) is a uniqueness set for \((S_0)\) (see [11, 17, 18, 20]). From Lemma 4.3 there exists \(\sigma_0 \in M_0\) such that \(\langle \sigma_0, u^0 \rangle = 0\). If \(A_\Omega = \{z_0\}\) then we can show that \(\text{supp } \langle \sigma_0 \rangle \subset \{z_0\}\) and thus \(\sigma_0 \equiv \delta_{z_0}\), hence
\[
u^0(z_0) = \langle \sigma_0, u^0 \rangle = 0 = S_\Omega(z_0, z_0).
\]

Therefore \(u^0(x) \equiv S_\Omega(x, z_0)\). \(\square\)

**Definition 5.2** (Definition of the potential \(V(x)\)). We will construct a potential \(V\) to use for the proof of Theorem 1.8 on \(\Omega = (-1, 1)\). We start with the first step, the building block will be as follows.

![Figure 1](image1.png)

**Figure 1.** The first step.

Next, we apply the same construction but with a smaller scale, which gives us Figure 2.

![Figure 2](image2.png)

**Figure 2.** The second step.

Keep switching the small box with this construction and with an appropriate initial length to start with, the graph of \(V\) is given as in Figure 3.
Lemma 5.3. Let $V(x)$ defined as in Definition 5.2 and $\Omega_\lambda = (-1 + r(\lambda), 1 - r(\lambda))$. Then the maximal solution on $\Omega_\lambda$ (as in Theorem 2.14), denoted by $u^0_\lambda(x)$, does not converge as $\lambda \to 0^+$. 

Proof of Lemma 5.3. By Theorem 2.18 the additive eigenvalue of $H$ on $\Omega_\lambda$, denoted by $c(\lambda)$, is given by $-c(\lambda) = \min_{x \in \Omega_\lambda} V(x)$. By the construction of $V$, there are exactly two points, denoted by $z^+_{\lambda}$ and $z^-_{\lambda}$ such that

$$\left\{ z \in \overline{\Omega}_\lambda : V(z) = \min_{x \in \overline{\Omega}_\lambda} V(x) = -c(\lambda) \right\} = \{z^+_{\lambda}, z^-_{\lambda}\}. \quad (5.3)$$

We can find two subsequence of $\lambda_j \to 0^+$ and $\delta_j \to 0^+$ such that $\lim_{\lambda_j \to 0^+} z_{\lambda_j} = -1$ and $\lim_{\delta_j \to 0^+} z_{\delta_j} = 1$. We claim that

$$\lim_{\lambda_j \to 0^+} u^0_{\lambda_j}(x) = S_\Omega(x, -1) \quad \text{and} \quad \lim_{\delta_j \to 0^+} u^0_{\delta_j}(x) = S_\Omega(x, 1). \quad (5.4)$$

For those $z_{\lambda}$ satisfying (5.3) we have $u^0_{\lambda}(x) \equiv S_{\Omega_\lambda}(x, z_{\lambda})$ for $x \in \overline{\Omega}_\lambda$. We show that

$$\lim_{\lambda_j \to 0} S_{\Omega_{\lambda_j}}(x, z_{\lambda_j}) = S_\Omega(x, z_0) \quad \text{for} \ x \in \Omega \quad (5.5)$$

where $z_0 = -1$. The other case is similar. If $x \in \Omega$ then for all $\lambda$ small enough we have $x \in \Omega_\lambda$, by Theorem 2.21 we have

$$S_{\Omega_\lambda}(x, z_{\lambda}) = \inf \left\{ \int_0^T \left( c(\lambda) + L(\xi(s), \dot{\xi}(s)) \right) ds : \xi \in \text{AC} \left( [0, T]; \overline{\Omega}_\lambda \right), \xi(0) = z_{\lambda}, \xi(T) = x \right\},$$

$$S_\Omega(x, z_{\lambda}) = \inf \left\{ \int_0^T \left( c(0) + L(\xi(s), \dot{\xi}(s)) \right) ds : \xi \in \text{AC} \left( [0, T]; \overline{\Omega} \right), \xi(0) = z_{\lambda}, \xi(T) = x \right\}. \quad (5.6)$$

We show that $S_{\Omega_\lambda}(x, z_{\lambda}) \leq S_\Omega(x, z_0)$. Take any $\xi \in \mathcal{F}_\Omega(x, z_0; 0, T)$ (defined in Theorem 2.21) and define $t_{\lambda} = \inf \{ s > 0 : \xi(s) = z_{\lambda} \} \in (0, T)$, then

$$\eta(s) = \begin{cases} z_{\lambda} & \text{if} \ s \in [0, t_{\lambda}], \\ \xi(s) & \text{if} \ s \in [t_{\lambda}, T], \end{cases}$$

![Figure 3. Graph of the function V.](image-url)
belongs to $\mathcal{F}_{\lambda}(x, z_\lambda; 0, T)$, therefore together with (5.2) we have
\[
\int_0^T \left( c(0) + L(\dot{\xi}(s), \dot{\xi}(s)) \right) ds = \int_0^T \left( c(0) + L(\xi(s), \dot{\xi}(s)) \right) ds + \int_0^T \left( c(\lambda) + L(\eta(s), \dot{\eta}(s)) \right) ds \\
\geq \int_0^T \left( c(0) + L(\dot{\xi}(s), \dot{\xi}(s)) \right) ds + \int_0^T \left( c(\lambda) + L(\eta(s), \dot{\eta}(s)) \right) ds \\
\geq \max \left\{ S_\Omega(z_\lambda, z_0), 0 \right\} + S_\Omega(x, z_\lambda).
\]
Therefore taking the infimum over all possible $\xi$, we deduce that
\[
S_\Omega(x, z_0) \geq \max \left\{ S_\Omega(z_\lambda, z_0), 0 \right\} + S_\Omega(x, z_\lambda)
\]
and thus
\[
\limsup_{\lambda \to 0^+} S_\Omega(x, z_\lambda) \leq S_\Omega(x, z_0). \tag{5.6}
\]
Now let us start with $\xi_n \in \mathcal{F}_{\lambda_n}(x, z_\lambda; 0, T_n)$ such that
\[
\int_0^{T_n} \left( L(\dot{\xi}(s), \dot{\xi}(s)) + c(\lambda) \right) ds < S_\Omega(x, z_\lambda) + \frac{1}{n}. \tag{5.7}
\]
Let us connect $z_0$ and $z_\lambda$ by the straight line $\zeta(s) = (1 - s)z_0 + sz_\lambda$ for $s \in [0, 1]$. Since $|\dot{\zeta}(s)| = |z_0 - z_\lambda| \ll 1$, therefore from (5.2) we have
\[
\int_0^1 L(\zeta(s), \dot{\zeta}(s)) \, ds = \int_0^1 V(\zeta(s)) \, ds \leq \max_{x \in [z_0, z_\lambda]} V(x) = -c(\lambda).
\]
Therefore
\[
\int_0^1 \left( L(\zeta(s), \dot{\zeta}(s)) + c(\lambda) \right) ds \leq 0. \tag{5.8}
\]
Let us define
\[
\eta_n(s) = \begin{cases} 
\zeta(s) & \text{for } s \in [0, 1], \\
\dot{\xi}(s - 1) & \text{for } s \in [1, T_n + 1]
\end{cases}
\]
then $\eta_n \in \mathcal{F}_{\Omega}(x, z_0; 0, T_{n+1})$. From (5.7) and (5.8) we have
\[
S_{\Omega_n}(x, z_\lambda) + \frac{1}{n} > \int_0^1 \left( L(\zeta(s), \dot{\zeta}(s)) + c(\lambda) \right) ds + \int_0^{T_n} \left( L(\dot{\xi}(s), \dot{\xi}(s)) + c(\lambda) \right) ds \\
= \int_0^{T_{n+1}} \left( L(\eta_n(s), \dot{\eta}_n(s)) + c(\lambda) \right) ds \geq S_\Omega(x, z_0)
\]
since $\eta_n \in \mathcal{F}_{\Omega}(x, z_0; 0, T_{n+1})$. Let $\lambda \to 0^+$ and then $n \to \infty$ we have
\[
\liminf_{\lambda \to 0^+} S_{\Omega_n}(x, z_\lambda) \geq S_\Omega(x, z_0). \tag{5.9}
\]
From (5.6) and (5.9) we obtain (5.5) and (5.4) follows. We finally observe that $S_\Omega(x, -1) \neq S_\Omega(x, 1)$, since otherwise $S_\Omega(-1, 1) = S_\Omega(1, -1) = 0$, which is impossible. Indeed, if $\xi \in \mathcal{F}_{\Omega}(1, -1; 0, T)$ then, as (5.2) implies that $|\dot{\xi}(s)| \leq 1$ a.e., we deduce from (5.2) that
\[
\int_0^T L(\dot{\xi}(s), \dot{\xi}(s)) ds = \int_0^T V(\dot{\xi}(s)) ds \geq \int_0^T V(\dot{\xi}(s)) \, ds = \int_{-1}^1 V(x) \, dx = \|V\|_{L^1(\Omega)} > 0.
\]
Therefore $S_{\Omega}(-1,1) > 0$. □

**Proof of Theorem 1.8.** Let $H$ be defined as in (5.1), we consider the following discounted problems:

$$
\begin{cases}
\delta u_\delta(x) + H(x, Du_\delta(x)) \leq 0 & \text{in } \Omega_\lambda, \\
\delta u_\delta(x) + H(x, Du_\delta(x)) \geq 0 & \text{on } \overline{\Omega}_\lambda.
\end{cases}
$$

(5.10)

Let $c(\lambda)$ be the eigenvalue of $H$ over $\Omega_\lambda$. By Theorem 2.14 we know that

$$
\lim_{\delta \to 0^+} \left( u_\delta(x) + \frac{c(\lambda)}{\delta} \right) \to u_\lambda^0(x)
$$

uniformly on $\overline{\Omega}$, where $u_\lambda^0(x)$ is a maximal solution on $\Omega_\lambda$. For each $\lambda > 0$, we can find $\tau(\lambda) > 0$ such that

$$
\sup_{x \in \Omega_\lambda} \left| \left( u_\delta(x) + \frac{c(\lambda)}{\delta} \right) - u_\lambda^0(x) \right| \leq r(\lambda) \quad \text{for all } \delta \leq \tau(\lambda).
$$

(5.11)

Set $\phi(\lambda) = \tau(\lambda)r(\lambda)^2$, then $\phi(\lambda) \to 0$ as $\lambda \to 0^+$ and $\gamma = \infty$. The function $\phi(\lambda)$ can be modified to be decreasing. Now by (5.11) and Lemma 5.3, along two subsequences $\lambda_j$ and $\delta_j$ we have

$$
\lim_{\lambda_j \to 0^+} \left( u_{\lambda_j}(x) + \frac{c(\lambda_j)}{\phi(\lambda_j)} \right) = S_{\Omega}(x,-1) \neq S_{\Omega}(x,1) = \lim_{\delta_j \to 0^+} \left( u_{\delta_j}(x) + \frac{c(\delta_j)}{\phi(\delta_j)} \right).
$$

Thus we have the divergence of $\{u_\lambda + \phi(\lambda)^{-1}c(\lambda)\}_{\lambda > 0}$ in this case. □

**Remark 10.** Note that the parametrization here $u_\lambda$ means $u_{\phi(\lambda)}$, which is the same as in the original definition (2.7). In (2.7) we should have used $u_{\phi(\lambda)}$ instead of $u_\lambda$ but we simplify the notation for clarity.

**APPENDIX**

**Lemma 5.4.** Assume that $\Omega$ is bounded, open and $0 \in \Omega$. Assume further that (1.3) holds for some $\kappa > 0$, then $\Omega$ is star-shaped and (A2) holds.

**Proof of Lemma 5.4.** Suppose that $\Omega$ is not star-shaped, there exists $x \in \overline{\Omega}$ and $0 < \theta < 1$ such that $\theta x \notin \Omega$. Since $\partial$ is an interior point of $\Omega$, there exists $0 < \delta < \theta$ such that $\tau x \in \Omega$ for all $0 < \sigma \leq \delta$. Let us define $\eta = \sup \{ \tau > 0 : \tau x \in \Omega \}$ then $0 < \delta \leq \eta \leq \theta$ and $\eta x \in \partial \Omega$. Set $y = \eta x \in \partial \Omega$, we see that

$$
x = \eta^{-1}y = (1+r)y \in (1+r)\partial \Omega
$$

where $\eta^{-1} = 1 + r$. Now (1.3) gives us that $0 = \text{dist}(x, \Omega) \geq \kappa r$ which is a contradiction and thus $\Omega$ is star-shaped.

For $0 < r < 1$, as $\Omega$ is star-shaped, $(1-r)\overline{\Omega} \subset (1+r)^{-1}\Omega$ and $B(0, \frac{\kappa r}{1+r}) \subset B(0, \frac{\kappa r}{2})$. From (1.3) we have $\Omega + B(0, \kappa r) \cap (1+r)\partial \Omega = \emptyset$ for all $r \in (0,1)$, therefore

$$
(1+r)^{-1}\Omega + B \left( 0, \frac{\kappa r}{1+r} \right) \cap \partial \Omega = \emptyset \quad \Rightarrow \quad (1-r)\overline{\Omega} + B \left( 0, \frac{\kappa r}{2} \right) \cap \partial \Omega = \emptyset.
$$
From (1.3) we deduce that \((1-r)\Omega + B\left(0, \frac{Kr}{2}\right) \subset \Omega\). We observe that
\[
B\left(x - rx, \frac{Kr}{2}\right) = (1-r)x + B\left(0, \frac{Kr}{2}\right) \subset (1-r)\Omega + B\left(0, \frac{Kr}{2}\right) \subset \Omega.
\]
This implies (A2) with \(\eta(x) = -x, r = \frac{x}{2}\) and \(h = \frac{1}{2}\).

**Proof of Theorem 2.13.** By the priori estimate \(\delta |u_\delta(x)| + |Du_\delta(x)| \leq C\delta\) for \(x \in \Omega\). Fix \(x_0 \in \Omega\), then by Azezela-Ascoli theorem there exists a subsequence \(\delta_j\) and \(u \in C(\overline{\Omega})\) such that \(u_{\delta_j}(\cdot) - u_{\delta_j}(x_0) \to u(\cdot)\) uniformly on \(\overline{\Omega}\) for some \(u \in C(\overline{\Omega})\). By Bolzano-Weierstrass theorem there exists \(c \in \mathbb{R}\) such that (upto subsequence) \(\delta_j u_{\delta_j}(x_0) \to -c\).

By stability of viscosity solution we have \(H(x, Du(x)) = c\) in \(\Omega\). We will show \(H(x, Du(x)) \geq c\) in \(\Omega\). Let \(\tilde{x} \in \partial \Omega\) and \(\varphi \in C^1(\overline{\Omega})\) such that \(u - \varphi\) has a strict minimum over \(\overline{\Omega}\) at \(\tilde{x}\), we show that \(H(\tilde{x}, D\varphi(\tilde{x})) \geq c\). Without loss of generality we can assume that \((u - \varphi)(\cdot) \geq (u - \varphi)(\tilde{x}) = 0\) for \(x \in \overline{\Omega}\).

Define \(\varphi_\delta(x) = (1 + \delta)\varphi\left(\frac{x}{1 + \delta}\right)\) for \(x \in (1 + \delta)\overline{\Omega}\). Let us define
\[
\Phi(x, y) = \varphi_\delta(x) - u_\delta(y) - \frac{|x - y|^2}{2\delta^2}, \quad (x, y) \in (1 + \delta)\overline{\Omega} \times \overline{\Omega}.
\]
Assume \(\Phi\) has maximum over \((1 + \delta)\overline{\Omega} \times \overline{\Omega}\) at \((x_\delta, y_\delta)\). As \(\Phi(x_\delta, y_\delta) \geq \Phi(y_\delta, y_\delta)\), we obtain \(|x_\delta - y_\delta| \leq C\delta\). By compactness we deduce that \((x_\delta, y_\delta) \to (\tilde{x}, \tilde{x})\) for \(\tilde{x} \in \overline{\Omega}\) as \(\delta \to 0^+\). We deduce further that
\[
\limsup_{\delta \to 0} \frac{|x_\delta - y_\delta|^2}{2\delta^2} \leq \limsup_{\delta \to 0} \left(\varphi(x_\delta) - \varphi(y_\delta)\right) = 0 \implies |x_\delta - y_\delta| = o(\delta).
\]
Also \(\Phi(x_\delta, y_\delta) \geq \Phi(\tilde{x}, \tilde{x})\), let \(\delta \to 0\) we have \(\Phi(\tilde{x}, \tilde{x}) \geq \Phi(\tilde{x}, \tilde{x})\) which implies that \(\tilde{x} = \tilde{x}\).

By (A2) we deduce that \(x_\delta \in (1 + \delta)\Omega\). Now by supersolution test as \(y \mapsto \Phi_\delta(x_\delta, y)\) has a max at \(y_\delta\), we obtain
\[
\delta u_\delta(y_\delta) + H\left(y_\delta, \delta^{-2}(x_\delta - y_\delta)\right) \geq 0.
\]
As \(x \mapsto \Phi(x, y_\delta)\) has a max at \(x_\delta \in (1 + \delta)\Omega\) as an interior point of \((1 + \delta)\Omega\), we deduce that \(D\varphi_\delta(x_\delta) = \delta^{-2}(x_\delta - y_\delta)\). Therefore
\[
\delta u_\delta(y_\delta) + H\left(y_\delta, D\varphi_\delta(x_\delta)\right) \geq 0.
\]
As \(u_\delta(\cdot)\) is Lipschitz with constant \(C\Omega\), we have \(u_\delta(y_\delta) \to u(\tilde{x})\) along the subsequence \(\delta_j\). Therefore as \(\delta_j \to 0\) we have \(H(\tilde{x}, D\varphi(\tilde{x})) \geq c\).

Now with the help of comparison principle, we obtain the uniqueness of \(c = c(0)\) and thus the convergence of the full sequence \(\delta u_\delta(x_0) \to -c(0)\) follows. If we use the following normalization
\[
\lim_{j \to \infty} \left( u_{\delta_j}(x) + \frac{c(0)}{\delta_j} \right) = w(x)
\]
then by a similar argument we can show \(w\) solves \((S_\delta)\) as well, and
\[
u(x) = \lim_{j \to \infty} \left( u_{\delta_j}(x) - u_{\delta_j}(x_0) \right)
= \lim_{j \to \infty} \left( u_{\delta_j}(x) + \frac{c(0)}{\delta_j} \right) - \lim_{j \to \infty} \left( u_{\delta_j}(x_0) + \frac{c(0)}{\delta_j} \right) = w(x) - w(x_0).
\]
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We have left to show (2.4). Let \( u \) be defined as the limit of \( u_{\delta_j}(\cdot) - u_{\delta_j}(x_0) \), we have
\[
|u(x)| + |Du(x)| \leq C \quad \text{for } x \in \Omega \text{ where } C \text{ depends on } C_H \text{ and } \text{diam}(\Omega).
\]
It is clear that \( u(x) - \delta^{-1}c(0) \pm C \) are, respectively, subsolution and supersolution to \((H_{ij})\), therefore by comparison principle we obtain (2.4). \( \square \)

**Proof of Theorem 2.18.** If \( v \in C(\overline{\Omega}) \) is a solution to \((E)\) then for a.e. \( x \in \overline{\Omega} \) we have
\[
-V(x) \leq |Dv(x)| - V(x) = c_{\Omega},
\]
therefore \( c_{\Omega} \geq \max_{\overline{\Omega}}(-V) = -\min_{\overline{\Omega}}V \). Assume \( V \)
attains its minimum over \( \overline{\Omega} \) at \( x_0 \) then by supersolution test at that point we have
\[
0 \geq -V(x_0) \geq c_{\Omega},
\]
therefore \( c_{\Omega} = -\min_{\overline{\Omega}}V \).

Let \( z \in \overline{\Omega} \) such that \( V(z) = -c_{\Omega} \), we check that \( x \mapsto S_{\Omega}(x, z) \) is a supersolution at \( x = z \). Let \( \omega(\cdot) \) be the modulus of continuity of \( V \) on \( \overline{\Omega} \), we have \( |V(x) + c_{\Omega}| \leq \omega(r) \)
for all \( x \in B(z, r) \cap \overline{\Omega} \). From \((E)\) as \( x \mapsto u(x) = S_{\Omega}(x, z) \) is a subsolution in \( \Omega \), we have
\[
|Du(x)| - V(x) \leq c_{\Omega} \quad \Longrightarrow \quad |Du(x)| \leq V(x) + c_{\Omega} \leq \omega(r)
\]
for a.e. \( x \in B(z, r) \cap \overline{\Omega} \) and for all \( r > 0 \), thus
\[
|u(x)| = |u(x) - u(z)| \leq \int_0^1 |Du(sx + (1-s)z) \cdot (x-z)| \, ds \leq \omega(r) r
\]
for \( x \in B(z, r) \cap \overline{\Omega} \). That means \( x \mapsto u(x) \) is differentiable at \( x = z \) and \( Du(z) = 0 \), thus
\( x \mapsto u(x) = S_{\Omega}(x, z) \) is a solution to \((E)\).

Conversely, if \( V(z) = -c_{\Omega} + \varepsilon \) for some \( \varepsilon > 0 \), then at \( x = z \) we have \( 0 \in D^-u(z) \)
where \( u(x) = S_{\Omega}(x, z) \), therefore if the supersolution test holds then we must have
\[
-V(z) \geq c_{\Omega},
\]
hence \( \varepsilon < 0 \) which is a contradiction, thus \( x \mapsto S_{\Omega}(x, z) \) fails to be a supersolution at \( x = z \). \( \square \)

**Proof of Theorem 2.20.** Without loss of generality we assume \( c_H = 0 \). Let \( z \in A_U \subset \Omega \)
and \( w(x) = S_{U}(x, z) \) solves \((E)\), we have \( H(x, Dw(x)) = 0 \) in \( \Omega \). We have
\[
c_{\Omega} = \inf \{ c \in \mathbb{R} : H(x, Du(x)) = c \text{ admits a viscosity subsolution in } \Omega \} \leq 0.
\]
Assume the contrary that \( c_{\Omega} < 0 \) then there exists \( u \in C(\overline{\Omega}) \cap W^{1,\infty}(\Omega) \) solves \( H(x, Du(x)) \leq c(0) < 0 \) in \( \Omega \). Let us consider \( g(x) = w(x) \) defined for \( x \in \partial \Omega \) and the boundary value problem
\[
\begin{cases}
H(x, Dv(x)) = 0 & \text{in } \Omega, \\
v = g & \text{on } \partial \Omega.
\end{cases}
\]
(5.12)
As there exists a solution \( u \) such that \( H(x, Du(x)) < 0 \) in \( \Omega \), by Theorem 5.5 the
problem (5.12) cannot have more than one solution. On the other hand, the following function is a solution to (5.12)
\[
\mathcal{V}(x) = \min_{y \in \partial \Omega} \left\{ g(y) + S_{U}(x, y) \right\}.
\]
Indeed, for each \( y \in \partial \Omega, x \mapsto g(y) + S_{U}(x, y) \) is a Lipschitz viscosity solution to \( H(x, Dv(x)) = 0 \) in \( \Omega \), therefore by the convexity of \( H \) is obtain \( \mathcal{V} \) is a viscosity solution to \( H(x, D\mathcal{V}(x)) = 0 \) in \( \Omega \) as well. On the boundary we see that \( \mathcal{V}(x) \leq g(x) \),
and also for any \( y \in \partial \Omega \) then
\[
g(y) + S_{U}(x, y) = S_{U}(y, z) + S_{U}(x, y) \geq S_{U}(x, z) = g(x),
\]
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which implies that \( V(x) = g(x) \) on \( \partial \Omega \). Therefore we must have \( V(x) = S_U(x,z) \) for all \( x \in \overline{\Omega} \), hence \( V(z) = S_U(z,z) = 0 \) and as a consequence there exists \( y \in \partial \Omega \) such that

\[
S_U(y,z) + S_U(z,y) = 0.
\]

This implies that \( y \in A_U \) (see [11, 17]), which is a contradiction since \( A_U \) is supported inside \( \Omega \), therefore we must have \( c_\Omega = 0 \).

**Proof of Lemma 3.3.** From (H4) for each \( R > 0 \) there is a nondecreasing function \( \omega_R : [0, \infty) \to [0, \infty) \) with \( \omega_R(0) = 0 \) such that \( |D_x L(x,v) - D_x L(y,v)| \leq \omega_R(|x-y|) \)
if \( |x|,|v| \leq R \). Fix \( (x,v) \in \overline{\Omega} \times \overline{B}_h \), we can assume \( h \) is large so that \( \overline{\Omega} \subset \overline{B}_h \). Let \( f(\delta) = L((1-\delta)x,v) \) then \( \delta \mapsto f(\delta) \) is continuously differentiable and

\[
\left| \frac{f(\delta) - f(0)}{\delta} - f'(0) \right| \leq \sup_{s \in [0,\delta]} |f'(s) - f'(0)|
= \sup_{s \in [0,\delta]} |x|, |D_x L((1-s)x,v) - D_x L(x,v)| \leq (\text{diam } \Omega) \omega_h(\delta|x|).
\]

Therefore

\[
\lim_{\delta \to 0^+} \left( \sup_{(x,v) \in \overline{\Omega} \times \overline{B}_h} \left| L((1-\delta)x,v) - L(x,v) \right| - (-x) \cdot D_x L(x,v) \right) = 0.
\]

The conclusions follow from here.

**Theorem 5.5** (Comparison principle for Dirichlet problem, [2]). Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^n \). Assume \( u_1,u_2 \in C(\overline{\Omega}) \) are, respectively viscosity subsolution and supersolution of \( H(x,Du(x)) = 0 \) in \( \Omega \) with \( u_1 \leq u_2 \) on \( \partial \Omega \). Assume further that

- \( |H(x,p) - H(y,p)| \leq \omega((1 + |p|)|x-y|) \) for all \( x,y \in \Omega \) and \( p \in \mathbb{R}^n \).
- \( p \mapsto H(x,p) \) is convex for each \( x \in \Omega \).
- There exists \( \phi \in C(\overline{\Omega}) \) such that \( \phi \leq u_2 \) in \( \overline{\Omega} \), and \( H(x,D\phi(x)) < 0 \) in \( \Omega \).

Then \( u_1 \leq u_2 \) in \( \Omega \).
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