Realization of the anomalous refraction effects predicted by Huygens’ metasurfaces (HMS) have required tedious and time-consuming trial-and-error numerical full-wave computations. It is shown herein that these requirements can be alleviated for transverse magnetic (TM) propagation by a periodic dielectric-based HMS consisting of an electrically thick array of cascaded Fabry-Pérot etalons. This “Fabry-Pérot HMS” (FP-HMS) is easily designed to mimic the local scattering coefficients of a standard zero-thickness HMS (ZT-HMS) which, according to homogenization theory, should result in the desired anomalous refraction. To probe the characteristics of this practical FP-HMS, a method based on Floquet-Bloch (FB) analysis is derived for predicting the fields scattered from it for arbitrary angles of incidence. This method produces simple closed-form solutions for the FB wave amplitudes and the resulting fields are shown to agree well with full-wave simulations. These predictions and full-wave simulations verify the applicability of homogenization and scattering properties of zero-thickness HMS’s to thick structures. They also verify the proposed semi-analytical microscopic design procedure for such structures, offering an effective alternative path to implementation of theoretically envisioned intricate field manipulating devices.

I. INTRODUCTION

Anomalous refraction effects have been predicted for scattering of electromagnetic waves across Huygens’ metasurfaces (HMS) [1]-[3]. These are virtual zero-thickness surfaces that are characterized by their surface electric impedance \( Z_{se} \) and surface magnetic admittance \( Y_{sm} \), while the relationship between these surface properties and the fields along the surface are encompassed in generalized sheet transition conditions (GSTCs) [4]-[11]. The “microscopic design” of actual devices with these wave manipulation properties has necessitated characterization of subwavelength elements (“meta-atoms”) exhibiting the required wave responses, with these responses determined by full-wave scattering simulations [10]. The responses as a function of the element characteristics (size, shape, material), and their relationship to the metasurface properties \( Z_{se} \) and \( Y_{sm} \), would then be tabulated in a look-up table which would often require refinement through optimization [12]-[20]. Finally, entries in this table would be chosen which provided the closest value of the required \( Z_{se} \) and \( Y_{sm} \) for each meta-atom along the HMS; this could often result in a tedious and less-than-precise design procedure.

In contrast to the virtual zero-thickness surfaces, and in contrast to the actual devices that require tedious design procedures, we propose in this paper a simple, realistic, straightforward, semi-analytical “microscopic” design for the HMS, which eliminates the need for full-wave computations and look-up tables. It employs dielectric slabs within parallel-plate waveguides which serve as meta-atoms, making it conceptually simple both in its geometry and in the material of which it is composed, and suitable for fabrication with the aid, say, of additive manufacturing (3D printing) techniques. The electrically thick structure will be referred to as a Fabry-Pérot HMS (FP-HMS) since it consists of an array of cascaded etalons with two reflecting boundaries which are tuned to provide the desired transmission amplitude and phase [21].

Not only is the design of the proposed FP-HMS conceptually simple, but it is this simplicity that permits its macroscopic characteristics to be expressed in closed-form. These closed-form expressions not only include those for propagated fields due to the incident wave for which the structure was designed, but include expressions for all fields, both propagated and evanescent, both within and outside the structure, and for all angles of incidence. The ability to obtain such solutions in closed form for practical physical geometries is somewhat unique.

It should be noted that other studies dealing with scattering from planar formations for various functionalities at optical frequencies have used geometries with some similarities to the one considered here, but have had to resort to full-wave solutions for field calculations. These include high contrast diffraction gratings [22], dielectric metasurfaces based on geometric phase [23]-[26], and resonant meta-atoms [27]-[30], to name a few. In contrast to these other studies which did not aim at a Huygens response, the goal in this paper is to provide a general inhomogeneous configuration, and an accompanying analytical framework, that is capable of beam deflection and radiation molding not accessible with simple periodic structures. In particular, the meta-atom synthesis generally requires optimization in full-wave solvers; this is avoided herein by harnessing conducting walls to separate adjacent unit cells, which is more realistic in the microwave regime, enabling the rigorous microscopic design. Such a separation has previously been utilized in producing “extraordinary transmission” phenomena [31]-[33], and for controlling reflected modes, from the early microwave reflectarray antennas [34] to concurrent anomalous reflection acoustic metasurfaces [35], wherein the phase variation is attained by varying the parallel-plate waveguide
length. For transmit-mode applications, however, a different approach, such as the one introduced here, is required, as mere variation of the waveguide length cannot effectively modulate the phase of the transmission coefficient.

The “canonical” HMS problem for anomalous refraction that will be studied herein involves a plane wave that is incident on the upper face of the HMS at one angle, and is transmitted across the HMS as a plane wave at another angle with little specular reflection. Section II describes the basis and design for a simple, straightforward, realistic HMS based on Fabry-Pérot principles, while Section III provides closed-form expressions for the fields from this FP-HMS which are used for analyzing the scattering characteristics of the FP-HMS. In particular, the well-known functional forms of $Z_{se}$ and $Y_{sm}$ of an abstract zero-thickness HMS (ZT-HMS) that produces this anomalous refraction effect are reviewed in Section II, along with relations between these $Z_{se}$ and $Y_{sm}$ functions and local transmission and reflection coefficients along the ZT-HMS [3],[36]. It is these coefficients that will be mimicked in an actual design of the FP-HMS that will also be described in Section II and which, according to homogenization theory, should reproduce the scattering predicted by the ZT-HMS.

Section III, which is dedicated to analysis of the fields scattered from the FP-HMS, employs Floquet-Bloch formalism to formulate these fields in terms of an infinite system of linear equations which is then solved in closed form. Results are provided in Section IV, where full agreement is demonstrated for scattering from the proposed FP-HMS predicted by the closed-form solution, full-wave solutions, and, for incident angles of interest, solutions reported previously for the ZT-HMS [37]. Besides validating homogenization for electrically thick devices such as the proposed FP-HMS, the presented systematic synthesis and analysis schemes are expected to open an efficient and reliable alternative path for practical realization of advanced beam-manipulating HMSs.

II. SYNTHESIS

In this section, the expressions for the ZT_HMS characteristics $Z_{se}$ and $Y_{sm}$ are reviewed which produce anomalous refraction, and the corresponding (continuous) distribution of the local transmission and reflections coefficients $T$ and $R$ along its surface are found. A simple, straightforward method based on Fabry-Perot principles is then described for designing a discretely-varying structure which approximates these $T$ and $R$ distributions.

1. ZT-HMS and FP-HMS Transmission Coefficients

Consider a ZT-HMS that coincides with the $x$-$z$ plane and is illuminated by a transverse magnetic (TM) polarized plane wave ($H_z=H_x=E_z=0$) at an incidence angle $\theta_{inc}$ relative to the normal to the surface, as shown in Fig. 1.

FIG 1. A zero-thickness Huygens’ metasurface illuminated by a plane wave. The surface with periodic properties produces a discontinuity in the field components that are tangent to the surface. The $H$-field values above and below the surface are $H_{z+}$ and $H_{z-}$, respectively, and the $x$-components of the $E$-field above and below the surface are $E_{x+}$ and $E_{x-}$, respectively. For the $Z_{se}$ and $Y_{sm}$ given in Eqs. (3) and (4), and for an incidence angle equal to the “designated” incidence angle (see below), only a specularly reflected wave and a single transmitted wave will be produced as shown.

The ZT-HMS is characterized by the periodic electric surface impedance $Z_{se}(x)$ and the periodic magnetic surface admittance $Y_{sm}(x)$ which define the GSTCs [1], [4], [10],

$$Z_{se}(x)[H_{z-}^-(x)−H_{z+}^+(x)]=\frac{1}{2}[E_{x-}^−(x)+E_{x+}^+(x)], \quad (1)$$

$$Y_{sm}(x)[E_{z-}^−(x)−E_{z+}^+(x)]=\frac{1}{2}[H_{z-}^−(x)+H_{z+}^+(x)], \quad (2)$$

where the fields $H_{z+}$, $H_{z-}$, $E_{x+}$, $E_{x-}$ are the field components tangential to the upper surface (+ superscript) and the lower surface (− superscript).

It is desired to design the ZT-HMS to refract a wave from an incident direction $\theta_{inc}$ to a transmission direction $\theta_{trans}$. This functionality was addressed rigorously in [3] and [36], harnessing the HMS design rules to analytically resolve the passive lossless surface constituents required to implement it. For a period $d$, these were found to require

$$Z_{se}(x)=\frac{i}{2}Z\cos\theta_{trans}\cot\frac{k\Delta_{sin}}{2}, \quad 0\leq x\leq d, \quad (3)$$

$$Y_{sm}(x)=\frac{i}{2}Z\cos\theta_{trans}\cot\frac{k\Delta_{sin}}{2}, \quad 0\leq x\leq d, \quad (4)$$

where

$$\Delta_{sin} = \sin\theta_{trans}−\sin\theta_{inc}, \quad d = \frac{\lambda}{|\Delta_{sin}|} \quad (5)$$

an $e^{j\omega t}$ time dependence is implied, $k=\omega(\varepsilon_0\mu_0)^{1/2}=2\pi\lambda$ is the wave number in free space, $\lambda$ is the wavelength, $\varepsilon_0$, $\mu_0$ are the permittivity and permeability of free space, $\omega=2\pi f$ is the
angular velocity of the wave, \( f \) is the frequency, and \( Z = (\mu_0/\varepsilon_0)^{1/2} \) is the free space impedance. It is desired to design the FP-HMS to emulate this same anomalous refraction functionality. To facilitate such a passive lossless design, some (generally minor) specular reflection is required in addition to the desired transmitted mode, stemming from the need for local impedance equalization [36].

The procedure for approximating the abstract boundary conditions in Eqs. (3) and (4) by a physical structure (i.e. the FP-HMS) involves expressing the \( Z_m(x) \) and \( Y_m(x) \) functions in terms of local transmission and reflection coefficients \( T(x) \) and \( R(x) \) along the ZT-HMS for a normally incident plane wave [38]. This is accomplished by discretizing the sheet along \( x \), and for each particular value \( x=x_p \), considering a surface characterized entirely by \( Z_m(x_p) \), \( Y_m(x_p) \) (i.e. assuming local homogeneity about \( x=x_p \)) [10]. Although this procedure can be applied for \( Z_m(x) \) and \( Y_m(x) \) obtained using any design angles \( \theta_{\text{inc}} \) and \( \theta_{\text{trans}} \), a particularly simple result would contribute to the field \((i.e. the\ ZT-HMS)\) is obtained when \( \theta_{\text{trans}}=0 \) in (3) to (5):

\[
R_p \equiv R(x_p) = 0, \quad T_p \equiv T(x_p) = e^{i\Delta_k} = e^{-i\frac{k_0\Delta}{d}}. \quad (6)
\]

In this manuscript, we will therefore restrict ourselves to cases for which \( \theta_{\text{trans}}=0 \). (We envision future study of other values for \( \theta_{\text{trans}} \) for which the expressions for \( T \) and \( R \) would be more general.) Thus, from Eq. (6), when the FP-HMS is illuminated by a normally incident wave, each of its discretized intervals should have a vanishing reflection coefficient, and a transmission coefficient with unit magnitude and constant phase gradient. Since the parameter \( x_p \) can be any value of \( x \) between 0 and \( d \), the phase of the transmission coefficient will take on a corresponding value between 0 and \(-2\pi\). It is these reflection and transmission coefficients that will be emulated in the practical FP-HMS considered below.

2. FP-HMS Design

In order to emulate the ZT-HMS of Eqs. (3) and (4), the periodic transmission and reflection coefficients in Eq. (6) will now be implemented in a finite thickness slab-shaped body located between \( y=0 \) and \( y=-h \), with discrete divisions of small width \( \Delta \ll \lambda \) along the \( x \)-direction as shown in Fig. 2. If there are \( N_{\text{avg}} \) such divisions within a period \( d \), then the desired transmission coefficient of the \( p \)th division would be given by

\[
T_p = T(x_p) = e^{-i\frac{2\pi x_p}{d}}, \quad x_p = \left(p - \frac{1}{2}\right)\Delta, \quad p = 1, 2, ..., N_{\text{avg}}. \quad (7)
\]

\( T_p \) should characterize the wave propagation in the \( p \)th division without being affected by the propagation in adjacent divisions. This can be attained by isolating each division, which is accomplished by enclosing it within perfectly (electrically) conducting plates parallel to the \( y-z \) plane as shown in Fig. 2. The entire FP-HMS therefore consists of an array of parallel plate waveguides. Each “waveguide” \( p \) must now be filled in a manner which would produce transmission coefficients \( T_p \) which satisfy Eq. (7) for \( y \)-directed propagation from one end of the waveguide to the other.

In conformance with the method used to derive Eq. (6), the material distribution which will result in the proper \( T_p \) within waveguide \( p \) is determined below for waves that propagate normal to layers of homogeneous slabs (Fig. 3). For the assumed TM polarization, the \( E \)-field is normal to the conducting plates so that these plates have no effect on the propagation and can be ignored. (This is, in effect, the rationale for employing TM polarization.) The possibility of applying impenetrable impedance surfaces (e.g., as in [39]) to support both TM and TE polarizations will be explored in the future. Finally, since the waveguides are narrow, the propagation direction can be assumed to be normal to the layers even when the incident wave impinges obliquely on the waveguide array since within the waveguide only the zeroth order waveguide mode – which propagates in the \( y \)-direction – will contribute to the field [40].

a. \( T \) and \( R \) for a Three-Layer Medium

The fields in a medium consisting of \( N \) layers will now be found for a plane wave normally incident on it from above, as shown in Fig. 3. Each layer is characterized by its wave number \( k=\sqrt{k_0(c_\omega)^{1/2}} \) and its lower boundary \( y=y_i \), where the 0 subscript refers to the incidence region, \( k_0 \) is the free space wave number, \( \varepsilon_i \) is the relative permittivity of layer \( i \), and the relative permeability of each layer is unity. For this case, both the \( H \) and the \( E \) fields will be tangent to the boundaries, so that in layer \( i \), \( H_i=H \hat{z} \), \( E_i=E \hat{x} \). The fields in each region satisfy the Helmholtz equation.

\[
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FIG. 2. A slab formed by a periodic array (period \( d \)) of narrow waveguides of width \( \Delta \). The slab boundaries are at \( y=0 \) and \( y=-h \). Each waveguide \( p \) contains material which provides it with a transmission coefficient \( T_p \) for propagation in the \( y \)-direction.
\[
\frac{\partial^2 H_i}{\partial y^2} + k_i^2 H_i = 0, y_{i-1} \leq y \leq y_i.
\]

the general solution of which is [41]

\[
H_i(y) = A_i e^{-k_i y} + B_i e^{k_i y}, 0 \leq i \leq N + 1
\]

so that

\[
E_i(y) = Z_i \left( A_i e^{-k_i y} - B_i e^{k_i y} \right), 0 \leq i \leq N + 1
\]

where \( i = N+1 \) indicates the bottom (transmission) layer, and \( Z=\frac{1}{2}\varepsilon_{0.12} \) is the wave impedance in layer \( i \). In the incidence region, \( A_0 \) is assumed known since it characterizes the incident wave. In the transmission region, \( B_{N+1}=0 \) to satisfy the radiation condition. All the other \( A_i, B_i \) are \( 2(N+1) \) unknowns which can be readily determined in terms of \( A_0 \), by solving the linear system of equations formed from the \( 2N+2 \) boundary conditions \( H_{i+1}(y_{i+1})=H_i(y_i), \quad E_{i+1}(y_{i+1})=E_i(y_i) \), \( 1 \leq i \leq N+1 \).
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FIG. 3. Layered configuration for determining the amplitudes of the transmitted and reflected waves.

For the case shown in Fig. 3, \( N=3 \), \( y_1=y_0-w_{1p}, y_2=y_0-(w_{1p}+w_{2p}), y_3=y_0-(w_{1p}+w_{2p}+w_{3p}) \), \( \varepsilon_r=\varepsilon_{0.12}, \quad \varepsilon_{0.12}=\varepsilon_r, \quad \varepsilon_{12}=\varepsilon_0=1, \quad Z_0=Z_2=Z, \quad Z_1=Z_1=Z^{1/2} \), \( k_0=k_2=k_3^*, \quad k_1=k_3 \). The reflection and transmission coefficients are defined as

\[
R_p = \frac{B_{1p} A_0}{B_0 A_0}, \quad T_p = \frac{A_{N+1} A_0}{A_0 A_0}
\]

where \( B_0 \) and \( A_0 \) can be easily obtained as solutions of the above linear system. We are generally limited to specific materials, so that \( \varepsilon_r \) can be assumed given and the only variables are \( w_{1p}, w_{2p} \) and \( w_{3p} \). Thus, for any combination of these variables, the value of the complex transmission coefficient \( T_p \) can be found. But it is known that HMS meta-atoms possess two degrees of freedom, and that they can be represented by a symmetric arrangement [2],[42]. To conform with this geometry, we will impose \( w_{1p}=w_{3p} \), so that

\[
T_p = T_p(w_{1p}, w_{2p})
\]

where \( 0 \leq T_p \leq 1 \) for passive media, and the two degrees of freedom are manifested by the two unknowns \( w_{1p} \) and \( w_{2p} \).

**b. Solutions for Layer Thicknesses**

We solve the nonlinear equation in Eq. (12) using the Matlab function lsqnonlin to retrieve the values of \( w_{1p} \) and \( w_{2p} \) for the desired \( T_p \) of Eq. (7) for all values of \( x_p \) [43]. Dielectric material characterized by \( \varepsilon_r=16 \) (index of refraction = 4) was chosen for use in all the waveguides of our design, and thus for use in Eq. (12). Results for the desired thicknesses \( w_1 \) and \( w_2 \) are shown in Fig. 4 as a function of \( \phi_p \). The \( w_1 \) and \( w_2 \) functions of course are periodic, but not continuous. Since any \( 2\pi \) region of \( \phi_p \) could have been chosen to display \( w_1 \) and \( w_2 \), the discontinuity at \( \phi_p=60^\circ \) could have been placed at either end of the period. It was purposely left unaltered to emphasize its existence.
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FIG. 4. The widths \( w_1 \) of layer 1 and layer 3 (thick curve), and \( w_2 \) of layer 2 (thin curve), as a function of phase angle \( \phi_p \) for \( |T_p| \leq 1 \) as obtained from the solution of Eq. (12).

When solving Eq. (12), singular behavior of the air-gap function \( w_2 \) was observed in the region \( \phi_p=180^\circ \). Fig. 4 reflects the \( w_2 \) values after having been smoothed in that region. This smoothing was found to have only a negligible effect on the transmission coefficient.

Fig. 5 illustrates three periods of the entire array for the case of \( \theta_{inc}=80^\circ, \theta_{targ}=0 \) when the material is placed symmetrically within the waveguides about \( y=\pm h/2 \). All the conducting plates are the same height \( h \) to maintain the semblance of a slab with boundaries at \( y=0 \) and \( y=\pm h \), so that
Referring to Fig. 2, the fields will have different expressions above, below and within the FP-HMS:

\[ H(x, y) = \begin{cases} 
H_{\text{inc}}(x, y) + H_{\text{ref}}(x, y), & y > 0, \\
H_{\text{inc}}(x, y), & -h \leq y \leq 0, \\
H_{\text{trans}}(x, y), & y < -h, 
\end{cases} \]

where the incident wave of unit amplitude is given by

\[ H_{\text{inc}}(x, y) = \hat{z}e^{i\sin \psi_{\text{inc}} - k_d y \cos \psi_{\text{inc}}} . \]

The reflected field \( H_{\text{ref}} \) and the transmitted field \( H_{\text{trans}} \) are defined in accordance with Floquet-Bloch (FB) theory as super-positions of reflected plane waves and transmitted plane waves, respectively:

\[ H_{\text{ref}} = \sum_{n=0}^{\infty} \rho_n e^{i\alpha_n x + i\beta_n y}, \quad H_{\text{trans}} = \sum_{n=0}^{\infty} \tau_n e^{i\alpha_n x + i\beta_n(y-h)}, \]

where

\[ \alpha_n = k \sin \psi_{\text{inc}} + \frac{2n\pi}{d}, \quad \beta_n = \sqrt{k^2 - \alpha_n^2}, \]

\( \rho_n \) and \( \tau_n \) are the initially unknown amplitudes of the reflected and transmitted waves, respectively, and the branch of \( \beta_n \) is chosen to satisfy the radiation condition for \( |y| \to \infty \).

To allow homogenization, we require that the width \( \Delta \) of each parallel plate waveguide be small, \( \Delta \ll \lambda \). As a result, only the zeroth order waveguide mode will propagate within it. The field \( H_2 \) within the FP-HMS must be written separately for each of the \( N_{\text{wg}} \) waveguides within the period \( d \). If waveguide \( p \) were empty, the field within it could be written as the sum of an upward wave and a downward wave:

\[ H_{wp} = \sigma_{pa} e^{ik_d y} + \sigma_{pb} e^{-ik_d y}, \]

where \( \sigma_{pa} \) and \( \sigma_{pb} \) are the respective wave amplitudes. Although it is not empty, the transmission coefficient \( T_p \) has already been found in Eq. (12). Although \( T_p \) characterizes the field only at the opposite end of the waveguide relative to the incident wave, this field is sufficient for formulating boundary conditions which only require the field values at the waveguide extrema. The field within waveguide \( p \) may therefore be written using separate expressions near its top and bottom:

\[ H_2(x, y) = H_{2p}(y) = \begin{cases} 
\sigma_{pa} e^{-ik_d y} + T_p \sigma_{pb} e^{ik_d y}, & y \to 0^+, \\
T_p \sigma_{pa} e^{ik_d y} + \sigma_{pb} e^{-ik_d y}, & y \to -h^+, 
\end{cases} \]

where \( 1 \leq p \leq N_{\text{wg}} \), and the amplitudes \( \sigma_{pa} \) and \( \sigma_{pb} \) are to be determined. \( H_{2p}(y) \) depends on \( x \) through \( p \) which is a discrete function of \( x; p=1+\text{int}(x/\Delta) \). To understand the right side of Eq. (18), consider the field near the top of the waveguide (\( y \to 0^+ \)). The "incident" downward wave there, \( \sigma_{pb} e^{ik_d y} \), will have the same form as that for an empty waveguide. The upward wave there started as an "incident" wave \( \sigma_{pa} e^{-ik_d y} \) at the bottom, and reached the top after propagating through the dielectric loading for which the

\[ h \geq \max \left( 2w_{1p} + w_{2p} \right) . \]

We stress that although the unit cells feature five layers, the two outermost air regions do not contribute to the local transmission coefficient; hence, the three-layer model discussed and analyzed in Section II.2.a is valid here as well. Just as in the ZT-HMS case, the period \( d \) of the FP-HMS shown in Fig. 5 is determined by the designated incidence and transmission angles \( \theta_{\text{inc}} \) and \( \theta_{\text{trans}} \) in accordance with Eq. (5).

III. ANALYSIS

In the previous section, Eq. (7) was used as the basis for detailed design of the FP-HMS. In this section, it will be used as the basis for an analytical model composed of the parallel-plate waveguides in Fig. 2 within which the field is characterized only by \( T(x) \). This model will allow us to explore the response of the FP-HMS when excited by a plane wave at angles of incidence \( \psi_{\text{inc}} \) that differ from the incidence angle \( \theta_{\text{inc}} \) for which the FP-HMS was designed [37]. For such cases, since the "grating momentum" is fixed, the angle \( \psi_{\text{trans}} \) of the resulting transmitted wave would generally differ from the design value \( \theta_{\text{trans}} \). Comparison of these predictions with those in [37] for the ZT-HMS will allow us to evaluate the performance of the FP-HMS as a homogenized metasurface, an interesting concept considering the large electrical thickness of the physical structure.

1. Formulation

Assuming TM propagation and no field or geometry variation in the \( z \) direction, the magnetic field can be written \( \mathbf{H}(x, y) = H(x, y) \hat{z} \), where \( H(x, y) \) satisfies the Helmholtz equation

\[ \frac{\partial^2 H(x, y)}{\partial x^2} + \frac{\partial^2 H(x, y)}{\partial y^2} + k^2 H(x, y) = 0 . \]

The material widths shown in Fig. 4 arranged with vertical symmetry, and distributed discretely over three period-lengths for \( d=1.015\lambda \), (i.e. \( \theta_{\text{inc}}=80^\circ, \theta_{\text{trans}}=0^\circ \)), \( h=1.3\lambda \), \( \Delta=d/18 \). The material portion of each waveguide is colored, the air portion is white.
transmission coefficient is $T_p$. The amplitude of the upward wave at the top is therefore $T_p \sigma_{pu} e^{ik_y}$, as given in the $y\rightarrow 0^+$ expression in Eq. (18). The $y\rightarrow -h^+$ expression can be understood in the same manner.

It should be emphasized that the fact that Eq. (18) is based on perfect transmission within each waveguide does not imply perfect transmission through the entire FP-HMS, even for a normally incident plane wave. This is because of an impedance mismatch introduced as a result of the lateral inhomogeneity of the HMS design [10], [11], [36], [37], [38], [42], [44].

The field definitions in Eqs. (14) to (18) are used in Appendix A to determine the boundary conditions which must be satisfied. These lead to (A9) and (A10):

$$-\sum_{n=-\infty}^{\infty} \rho_n C_n e^{\frac{2\pi n x}{L}} + e^{-ik_y d} \sum_{n=-\infty}^{\infty} \tau_n S_n e^{\frac{2\pi n x}{L}} = S_0,$$  \hspace{1cm} (19)

$$-\sum_{n=-\infty}^{\infty} \rho_n S_n e^{\frac{2\pi n x}{L}} + e^{ik_y d} \sum_{n=-\infty}^{\infty} \tau_n C_n e^{\frac{2\pi n x}{L}} = C_0,$$  \hspace{1cm} (20)

where

$$S_n = \frac{1}{2} \left(1 - \gamma_n\right), \quad C_n = \frac{1}{2} \left(1 + \gamma_n\right), \quad \gamma_n = \frac{\beta_n}{k}.$$  \hspace{1cm} (21)

It is worth noting that $\gamma_n$ is the wave impedance ratio between the $n$th FB mode and a normally incident plane wave, while the ratio $\Gamma_n = S_n/C_n$ corresponds to the associated Fresnel reflection coefficient [37]. From Eqs. (21) and (17), the following identities are useful:

$$C_n + S_n = 1, \quad C_n^2 - S_n^2 = C_n - S_n = \gamma_n,$$  \hspace{1cm} (22)

$$\gamma_0 = \cos \psi_{inc}, \quad C_0 = \cos^2 \left(\psi_{inc}/2\right), \quad S_0 = \sin^2 \left(\psi_{inc}/2\right),$$  \hspace{1cm} (23)

$$\gamma_- = \cos \psi_{trans}, \quad C_- = \cos^2 \left(\psi_{trans}/2\right), \quad S_- = \sin^2 \left(\psi_{trans}/2\right).$$  \hspace{1cm} (24)

For later use, when $\psi_{inc}=\theta_{inc}$, then $\psi_{trans}=\theta_{trans}$, and $\gamma_-=\cos \theta_{trans}$. When $\psi_{trans}=\theta_{trans}=0$, then

$$\gamma_- = C_- = 1, \quad S_- = 0.$$  \hspace{1cm} (25)

Once Eqs. (19) and (20) are solved for the $\rho_n$ and $\tau_n$, these may be used in Eqs. (A5) and (A6) to yield the wave coefficients within the FP-HMS:

$$\sigma_{pu} = \sigma_u(x) = C_0 e^{ik_y x} + \sum_{n=-\infty}^{\infty} S_n \rho_n e^{i\omega x},$$  \hspace{1cm} (26)

$$\sigma_{ph} = \sigma_p(x) = e^{ik_y x} + \sum_{n=-\infty}^{\infty} S_n \tau_n e^{i\omega x}.$$  \hspace{1cm} (27)

Although Eq. (18) sufficed for describing the fields within the FP-HMS for purposes of formulating boundary conditions, it does not prescribe the fields within each waveguide $p$. However, consistent with the uniqueness theorem [45], such fields can be found by realizing from the form of Eq. (18) that $\sigma_{pu} e^{-ik_y}$ plays the role of a downward incident wave from above the FP-HMS, and $\sigma_{ph} e^{ik_y}$ plays the role of an upward incident wave from below. These waves propagate through the dielectric layers which produced the transmission coefficient $T_p$ appearing in Eq. (18). The $\sigma_{pu}$ found in Eq. (26) therefore represents the amplitude $A_0$ of the wave incident on the three-layer medium of Fig. 3 from above. The field due to this wave in medium $i$ is given in Eq. (9) as

$$H_{2pu}(y) = A_i(A_0 = \sigma_{pu}) e^{-ik_y} + B_i(A_0 = \sigma_{pu}) e^{ik_y},$$  \hspace{1cm} (28)

with the coefficients $A_i, B_i$ obtained by solving the linear system represented by Eqs. (9) and (10) and discussed in Section II.2. This provides the contribution of $\sigma_{pu}$ to the fields in each layer $i$ throughout waveguide $p$. The contribution to these fields of the upward wave characterized by $\sigma_{ph}$ is found in the same manner: $\sigma_{ph}$, as determined in Eq. (27), also represents the incident amplitude $A_0$, and since the geometry is symmetric about $y=-h/2$, the solution for the fields will be the same except for a factor related to the ratio of $\sigma_{ph}$ to $\sigma_{pu}$.

$$H_{2ph}(y) = A_i(A_0 = \sigma_{ph}) e^{-ik_y} + B_i(A_0 = \sigma_{ph}) e^{ik_y},$$  \hspace{1cm} (29)

When adding the “$\sigma_{ph}$-fields” to the “$\sigma_{pu}$-fields”, care should be taken to account for the difference in direction of the propagation:

$$H_{2pu}(y) = H_{2pu}(y) + H_{2ph,N+1-i}(-h+y).$$  \hspace{1cm} (30)

Eq. (30), which prescribes the fields inside each waveguide, supplements the solution of Eqs. (19) and (20) which prescribes the fields above and below the waveguides, thereby providing a complete formulation of the scattering problem everywhere in space.

2. Solution

Eqs. (19) and (20) represent two equations in the two sets of unknowns $\rho_n, \tau_n$. They are generally solved by projecting each term in both equations into the Rayleigh basis $e^{2\pi imxd}$ [46]. This would provide two equations for each integer index $m$. The number of such $m$-values employed would be such as to provide the same number of equations as the number of unknowns.

Equating coefficients of $e^{2\pi imxd}$ for the same value of $n$ in Eqs. (19) and (20) leads to

$$-C_n \rho_m + e^{ik_y} S_{m+1} \tau_{m+1} = S_0 \delta_{m,0}, \quad -\infty < m < \infty,$$  \hspace{1cm} (31)

$$-S_n \rho_m + e^{-ik_y} C_{m-1} \tau_{m-1} = C_0 \delta_{m,0}, \quad -\infty < m < \infty.$$  \hspace{1cm} (32)
\{(31),(32)\} represents an infinite system of linear equations in the unknowns \( \tau_n, \rho_n, -\infty < m < \infty \). It will be noticed that each of these equations provides a relationship between FB reflection and transmission amplitudes, the orders \( m \) of which differ by unity. For example, when \( m=0 \), Eq. (32) provides a relationship between the two main amplitudes of interest \( \rho_0 \) and \( \tau_1 \). This fortunate “one-off” occurrence can be traced to the fact that the transmission coefficient \( T(x) \) employed in Eqs. (19) and (20) has the functional form of a Fourier function \( e^{2\pi n x} \) with \( n=1 \) (see Eq. (7)). This can be utilized, together with the \( \delta_{m,0} \) factor on the right-hand sides of (31) and (32), to halve the number of unknowns and the number of equations which must be solved. This can be seen by noting that (31) and (32) will be satisfied by \( \tau_{m+1}=\rho_{m}=0 \) for all odd values of \( m \), leaving only the \( m \)-even equations to be solved. These \( m \)-even equations of (31) and (32) may be written using both odd and even values of the integer \( m \):

\[
-C_{2m}\rho_{2m} + e^{i\theta} S_{2m+1}\tau_{2m+1} = S_0\delta_{m,0}, -\infty < m < \infty, \quad (33)
\]

\[
-S_{2m}\rho_{2m} + e^{-i\theta} C_{2m+1}\tau_{2m+1} = C_0\delta_{m,0}, -\infty < m < \infty. \quad (34)
\]

A particular solution to \{(33),(34)\} alone is not necessarily a valid solution of the entire problem since it might not satisfy the global conservation of power. An “additional” solution must then be sought to supplement the already-found solution so that their sum would produce power conservation. This may be understood by realizing that the system \{(33),(34)\} is an “inhomogeneous” system of equations in that the free vector (the excitation-dependent right-hand-side of the system) is non-zero. In principle, the solution of this system should be the sum of a particular solution to the inhomogeneous system and the general solution to the homogeneous form of this system (i.e. the system \{(33),(34)\} with the free vector set to null) [47]. Since solutions to a homogeneous system involve an arbitrary factor, this factor can be adjusted to assure conservation of power. In what follows, the solutions to the inhomogeneous system \{(33),(34)\} will be denoted \( \bar{\tau}_m \) and \( \bar{\rho}_m \), and the solutions to the homogeneous form of these equations will be denoted \( \bar{\tau}_m \) and \( \bar{\rho}_m \), so that the total solution may be written

\[
\rho_m = \bar{\rho}_m + \bar{\rho}_m, \quad \tau_m = \bar{\tau}_m + \bar{\tau}_m. \quad (35)
\]

### a. Solution of Inhomogeneous Equations

An accepted practice for solving the infinite linear system \{(33),(34)\} might be to truncate it so that \(-N \leq m < N\) and to utilize standard methods for solving finite systems. The infinite system, however, is characterized by a bi-diagonal matrix the truncation of which can produce completely misleading results. For example, the truncation of Eq. (33) when \( m=N \) would “truncate” the \( \tau_{2N+1} \) term leaving \( C_{2N}\rho_{2N}=0 \) which has the immediate solution \( \rho_{2N}=0 \). Using this solution in Eq. (34) when \( m=N \) will lead to \( \tau_{2N+1}=0 \). Therefore, with successive substitutions, an erroneous solution for all unknowns can be found that is based solely on the truncation! An alternative method of solution must therefore be employed. The one presented below presumably would be applicable to any problem involving an infinite bi-diagonal system of linear equations.

To solve the inhomogeneous system \{(33),(34)\}, it is sufficient to arbitrarily set a “base” value of, say \( \bar{\tau}_{2m+1} \) for some particular value \( m' \). Then, Eqs. (33) and (34) may be used successively to determine \( \bar{\tau}_{2m+1}, \bar{\rho}_{2m} \) for every other value of \( m \). We will choose a base value which will lead to a solution with special properties. We know from Eqs. (3) and (4) on which our model is based, that when the actual incidence angle \( \psi_{inc} \) is the same as the designated incidence angle \( \theta_{inc} \), the actual transmission angle \( \psi_{trans} \) will be the same as the designated transmission angle \( \theta_{trans} \). Furthermore, it was shown that under these conditions, there will be only two scattered waves \[3,10,36,37\]: a specularly reflected wave (corresponding to the \( \rho_0 \) term in Eq. (16)) and an anomalously refracted wave (corresponding to the \( \tau_1 \) term in Eq. (16)). The solution of \{(33),(34)\} that will provide this special two-wave property when \( \psi_{trans}=0 \) may be obtained by choosing the base value \( \bar{\tau}_1=0 \). Successive substitution in Eqs. (33) and (34) reveals that this would result in

\[
\bar{\rho}_{2m} = \bar{\tau}_{2m+1} = 0, m>1. \quad (36)
\]

Table 1 indicates the values of \( \bar{\tau}_m \) and \( \bar{\rho}_m \) for several other values of the index \( m \). Their values for more negative values of \( m \) than those in the table may again be obtained by successive application of Eqs. (33) and (34). The result is

\[
\bar{\tau}_{2m+1} = e^{i\theta} \frac{S_{2m}}{C_{2m-1}} \bar{\rho}_{2m}, \quad \bar{\rho}_{2m} = e^{-i\theta} \frac{S_{2m+1}}{C_{2m+1}} \bar{\tau}_{2m+1}, m \leq -1. \quad (37)
\]

It may be seen from Table 1 and Eq. (37) that all \( \bar{\tau}_{2m+1}, \bar{\rho}_{2m}, m \leq -1 \), contain the factor \( S_{-1} \). But from (25) \( S_{-1} = 0 \) when \( \psi_{inc} = \theta_{inc} \) (which occurs when \( \psi_{inc} = \theta_{inc} \)), so that in this case, \( \bar{\tau}_{2m+1} = \bar{\rho}_{2m} = 0 \) for \( m \leq -1 \). Combining this with Eq. (36) and Table 1 it may be concluded that when \( \psi_{inc} = \theta_{inc} \), all the \( \bar{\tau}_m \), \( \bar{\rho}_m \) vanish except for \( \bar{\tau}_1 \) and \( \bar{\rho}_0 \). Using \( \bar{\rho}_0 = \bar{\tau}_1 = 0 \) (which will be justified presently) in (35) along with the Table 1 expressions for \( \bar{\tau}_1 \) and \( \bar{\rho}_0 \) yields

\[
\rho_0 = \bar{\rho}_0 = -S_0 / C_0, \quad \tau_1 = \bar{\tau}_1 = \frac{\gamma_0}{C_0}, \quad \psi_{inc} = \theta_{inc}. \quad (38)
\]
Inhomogeneous solution | Homogeneous solution
---|---
\( \tau_2 = 0 \) | \( \rho_2 = \frac{1}{e^{2i\theta}} \frac{C_0}{S_2S_1} \tilde{\rho}_0 \)
\( \tau_1 = 0 \) | \( \tilde{\tau}_1 = \frac{1}{e^{i\theta}} \frac{C_0}{S_1} \tilde{\rho}_0 \)
\( \rho_0 = 0 \) | \( \tilde{\rho}_0 \)
\( \tau_1 = e^{i\theta} \frac{S_0}{C_0} \) | \( \tilde{\tau}_1 = e^{i\theta} \frac{S_0}{C_1} \tilde{\rho}_0 \approx 0 \)
\( \rho_2 = e^{-2i\theta} \frac{S_1\gamma_0}{C_2C_1C_0} \) | \( \tilde{\rho}_2 = e^{-2i\theta} \frac{S_1\gamma_0}{C_2C_1C_0} \tilde{\rho}_0 \approx 0 \)

Consistent with [3], [37] it will now be shown that the twowave solution in Eq. (38) satisfies the power conservation equation which may be expressed as

\[ \sum_n (\eta_n^\rho + \eta_n^\tau) = 1, \quad (39) \]

where the sum is over all propagating FB wave components, and the \( n \)th mode power coupling coefficients for transmission and reflection are respectively

\[ \eta_n^\tau = \tau_n e^{i\gamma_n} / \gamma_0, \quad \eta_n^\rho = \rho_n e^{i\gamma_n} / \gamma_0. \quad (40) \]

Equation (39) expresses the fact that the energy emanating from the FP-HMS into the lower region \( \gamma < -\hbar \) is the same as that entering the FP-HMS from the upper region \( \gamma > 0 \). Using Eqs. (38) and (40), Eq. (39) reduces to

\[ | -S_0 / C_0 |^2 \gamma_n + \left| \frac{\gamma_0}{C_1C_0} \right|^2 \gamma_{-1} = \gamma_0, \quad (41) \]

which is an identity under the assumed \( \psi_{nc} = 0 \) conditions \( C_{-1} = \gamma_{-1} = 1 \) given in Eq. (25). The two-wave solution in Eq. (38) therefore satisfies power conservation, thereby justifying the assumption \( \tilde{\rho}_0 = \tilde{\tau}_{-1} = 0 \) for this \( \psi_{nc} = 0 \) case.

Thus, the (inhomogeneous) solution for the \( \tilde{\tau}_{2m+1}, \tilde{\rho}_{2m} \) given in Eqs. (36), (37) and Table 1 – which is valid for all values of \( \psi_{nc} \) – has been shown to reduce to a two-wave power-conserving solution of (33),(34) for the designated angle of incidence \( \psi_{nc} = 0 \).

b. Solution of Homogeneous Equations (Non-Designated Angle of Incidence)

When power is not conserved by the solutions \( \tilde{\tau}_{2m+1}, \tilde{\rho}_{2m} \) of the inhomogeneous system \( \{33),(34)\) these must be supplemented by solutions \( \tilde{\tau}_{2m+1}, \tilde{\rho}_{2m} \) of the homogeneous form of Eqs. (33) and (34) (i.e. the same equations but with right-hand-side zero). That is, the total solution for the FB amplitudes will be given by Eq. (35). Just as in the case of the inhomogeneous system of equations, all amplitudes \( \tilde{\tau}_{2m+1} \) and \( \tilde{\rho}_{2m} \) can be expressed in terms of a “base” value which will be chosen as \( \tilde{\rho}_0 \). Then

\[ \tilde{\tau}_1 = \frac{1}{e^{i\theta}} \frac{C_0}{S_1} \tilde{\rho}_0, \quad (42) \]

and successive application of Eqs. (33) and (34) with larger values of \( m \) will lead to all the \( \tilde{\tau}_{2m+1}, \tilde{\rho}_{2m} \), \( m > 0 \), being expressed in terms of \( \tilde{\rho}_0 \). Similarly,

\[ \tilde{\tau}_1 = e^{i\theta} \frac{S_0}{C_1} \tilde{\rho}_0, \quad (43) \]

and successive application Eqs. (33) and (34) with smaller values of \( m \) will lead to all the \( \tilde{\tau}_{2m-1}, \tilde{\rho}_{2m} \), \( m < 0 \), being expressed in terms of \( \tilde{\rho}_0 \). It is therefore seen that once an expression is available for \( \tilde{\rho}_0 \), expressions can be found for all the other \( \tilde{\rho}_{2m} \) and \( \tilde{\tau}_{2m+1} \). These are provided explicitly in Table 1.

c. Solution for \( \tilde{\rho}_0 \)

The parameter \( \tilde{\rho}_0 \) will be chosen to satisfy the power conservation equation Eq. (39). Consider the total solution for \( \rho_m \) and \( \tau_m \) given in Table 1 by adding the solution of the homogeneous system to the solution of the inhomogeneous system. Using this in Eq. (40) and the result in Eq. (39) will produce an equation which can be solved for \( |\tilde{\rho}_0| \). This is implemented in Appendix B for cases in which FB modes 0 and -1 are propagating for all values of \( \psi_{nc} \) and mode 1 is propagating for small values of \( \psi_{nc} \) (see Appendix C). It can, of course, be implemented in an entirely similar manner when other modes are propagating. Then

\[ \tilde{\rho}_0 = |\rho_0| e^{i\theta}, \quad (44) \]

\[ |\tilde{\rho}_0| = \begin{cases} \frac{S_1}{C_1}, & \text{mode 1 not propagating} \\ \frac{S_1S_0}{C_1C_0}, & \text{mode 1 propagating} \end{cases} \quad (45) \]
where Eq. (45) was obtained from Appendix B, and it was assumed that the $m=0$ and $m=-1$ FB modes are always propagating.

Although the magnitude of $\rho_0$ is provided by the power conservation condition, its phase $\phi$ is not. However, as discussed in Appendix B, the values of the power coupling coefficients $\eta_{rb}$ and $\eta_{ba}$ are barely sensitive to $\phi$.

### IV. RESULTS AND DISCUSSION

The closed form expressions given in Table 1 will now be tested by comparing them with full-wave computations of plane wave scattering from the FP-HMS, and with results for scattering from the ZT-HMS obtained using the methods of [37]. These comparisons will include both FB transmission / reflection amplitudes, and H-fields.

#### 1. Two-Wave Solution

It was shown that when a plane wave is incident on the FP-HMS at an angle $\psi_{inc}=\theta_{inc}$, all the $\rho_{m}$ and $\tau_{m}$ in Eq. (16) will vanish except for $\rho_0$ and $\tau_1$ which are given by Eq. (38). Using Eqs. (15), (16) and (38) in Eq. (14) will produce expressions for the z-directed $H$-fields above and below the FP-HMS that are consistent with standard HMS design theorems [3],[37],[36]:

$$H_{\perp}(x, y) = e^{i\alpha_{x}+i\beta_{z}} \frac{S_{0}}{C_{0}} e^{i\alpha_{x}+i\beta_{z}} M_{\perp}(x, y)$$

(46)

where all elements are to be evaluated using $\psi_{inc}=\theta_{inc}$. The fields within the FP-HMS may be obtained from Eqs. (28) to (30), with $\sigma_{pu}$ and $\sigma_{pb}$ obtained from Eqs. (26) and (27):

$$\sigma_{pu} = C_{0} e^{i\alpha_{x}+i\beta_{z}} S_{u}, \sigma_{pb} = C_{0} e^{i\alpha_{x}+i\beta_{z}} P_{b}$$

(47)

These “closed-form” fields are displayed in Fig. 6(a) for $\theta_{inc}=80^\circ$. Full-wave results computed by the CST program [48] applied to the structure of Fig. 5 appear in Fig. 6(b). In order to compare these FP-HMS fields with those of the abstract structure which it is meant to emulate, Fig. 6(c) displays the $H$-fields for the ZT-HMS [37]. Although significant specular reflection is apparent in this case (as expected from HMS theory [3],[10],[36],[37]), this extreme angle serves as a good case study for demonstrating our model.

It is clear that for both types of HMS in Fig. 6, the same interference pattern is apparent in the upper region, and the sole transmitted wave is consistent with the design parameter $\theta_{trans}=0^\circ$ in the lower region. It should be noted, too, that the excellent agreement between the closed form solution and the full wave (CST) solution includes the region of the FP-HMS itself! Furthermore, there is no evidence in Figs. 6(a) and 6(b) of the discrete nature of the FP-HMS, thereby demonstrating the homogenization capability of even electrically thick surfaces.

The conformity of Figs. 6(a) and 6(b) with Fig. 6(c) is also particularly noteworthy in that it contradicts the popular belief that a thin surface is required to produce metasurface phenomena. It demonstrates the non-intuitive result that, despite its electrically large thickness, the proposed FP-HMS device is able to meticulously and accurately emulate the abstract zero-thickness HMS response.

![Color image of |Re(H)| for the closed-form solution for the FP-HMS, and the ZT-HMS](image)

**FIG. 6.** Color image of $|\text{Re}(H)|$ (a) for the closed-form solution for the FP-HMS given in Eqs. (30) and (46), (b) for the FP-HMS as computed by CST, and (c) for the ZT-HMS as computed by Matlab [37], for an incident field $H_{inc}=1$ A/m. In each case, $\psi_{inc}=\theta_{inc}=80^\circ$, $\theta_{trans}=0^\circ$. The region extends $2d$ in the $x$-direction, and $3\lambda$ above the upper surface and below the lower surface. The arrows in (c) indicate the incidence, reflection and transmission directions. The images in (a) and (b) are longer than that in (c) because of the finite thickness $h=1.3\lambda$ of the FP-HMS.

#### 2. General FP-HMS Solution: Compatibility with Full-Wave Solution

The results in the previous sub-section were obtained for incidence angle $\psi_{inc}=\theta_{inc}$. Results will now be considered for other values of $\psi_{inc}$. Full-wave solutions obtained by applying the CST computer program to the FP-HMS structure in Fig. 5 will be compared with the closed-form solutions given in Table 1 supplemented by Eqs. (44) and (45).

For design parameters $\theta_{inc}=80^\circ$, $\theta_{trans}=0^\circ$, Fig. 7 provides the values of the specular reflection power-coupling efficiency $\eta_{rb}$ and the anomalous transmission power coupling efficiency $\eta_{ba}$ as functions of the incidence angle $\psi_{inc}$ for both the closed-form formulas and the full-wave
CST-calculated solution. The agreement between these two solutions is excellent over the entire range of $\psi_{\text{inc}}$ including the small values of $\psi_{\text{inc}}$ near which the slope of the $\eta_0^\rho$ curve is discontinuous.

Fig. 7 also includes results based on the Reference [37] solution to the ZT-HMS which indicate good agreement with the FP-HMS results for $\eta_1^\iota$ over the entire range of $\psi_{\text{inc}},$ and good agreement for $\eta_0^\rho$ for larger values of $\psi_{\text{inc}}$. However, this good agreement ceases for smaller values of $\psi_{\text{inc}}$. This discrepancy can be traced to the fact that in [37] the existence of a solution to the “homogeneous” form of $(33),(34))$ was overlooked, which is tantamount to $\rho_0=0$. Since from Table 1 this does not affect the expression for $\tau_1$ (since $\tau_1\approx 0$ anyway), the Ref. [37] ZT-HMS results for the dominant anomalous refraction efficiency $\eta_1^\iota$ are seen in Fig. 7 to agree with the other results.

Fig. 7 considers power coupling efficiencies for a single designated incidence angle $\theta_{\text{inc}}=80^\circ$ over a domain of actual incidence angles $0<\psi_{\text{inc}}<80^\circ$. Fig. 8 provides such comparisons for other designs (other values of $\theta_{\text{inc}}$) over a domain of $\psi_{\text{inc}}$ within which the results can be easily distinguished from each other. The power coupling efficiencies $\eta_1^\iota$, $\eta_0^\rho$, and $\eta_1^\iota$ are provided in Figs. 8(a), 8(b) and 8(c), respectively. It should be noted that the $\tau_1$ FB wave only propagates for small values of $\psi_{\text{inc}}$. The maximum value of $\psi_{\text{inc}}$ for which FB mode 1 propagates depends on $\theta_{\text{inc}}$ as given in Table C-1 in Appendix C. This is the reason that the $\psi_{\text{inc}}$-extents of the $\eta_1^\iota$ curves in Fig. 8(c) differ. These values of $\psi_{\text{inc}}$ are also the crossover points between the positive and negative slopes of the curves in Fig. 8(b). The excellent agreement between the closed-form and full-wave solutions in all parts of Fig. 8 is indicative of the success of the closed-form solution for predicting the fields scattered from the FP-HMS, and of the design of Fig. 5 for producing desired HMS scattering effects.

The results above related to the amplitudes of the propagating FB field components. Fields near the boundaries of the FP-HMS are affected by the evanescent FB components as well. The closed-form amplitudes of $\rho_n, \tau_n, -N\leq n\leq N, N=15$ – which include both propagating waves (light-colored bars) and evanescent waves (dark-colored bars) – are presented in the first column of Fig. 9 for several values of $\psi_{\text{inc}}$ for the case $\theta_{\text{inc}}=80^\circ$ as in Fig. 7. It may be seen that $|\rho_{2m}|, |\tau_{2m+1}|$ decrease with $|m|$.

Also shown in Fig. 9 are images for the fields based on the closed-form amplitudes, and for the full-wave fields computed by CST (Fig. 6 contains such a comparison of field images for $\psi_{\text{inc}}=80^\circ$). Unlike the power coupling efficiencies, the “closed-form” fields are dependent on the phase of $\rho_0$ which has not been determined by the formulation, but which can be empirically deduced from the FB amplitude magnitudes and the CST field snapshots.

The excellent agreement between the closed-form predictions and the full-wave solutions validates the FP-HMS design for producing the desired anomalous refraction, and demonstrates the consistancy of the closed-form expressions for predicting field effects. The capability for obtaining excellent agreement for the fields shown in Fig. 9 for the designated incidence angle $\theta_{\text{inc}}=80^\circ$ was observed as well for smaller values of $\theta_{\text{inc}}$. While it is irksome that the mathematical derivation did not inherently provide the phase $\phi$ of the added homogeneous solution (Eq. (44)), it is also interesting if not fascinating, and a matter for further investigation.

Furthermore, frequency-response results displayed in Appendix E indicate that for common commercially available low-loss microwave substrates, the coupling efficiency of the inhomogeneous metasurface is only slightly affected, remaining above 80% for a fractional bandwidth of ~4%. This is comparable to previously reported HMS designs for anomalous refraction [1], indicating the practical viability of the proposed FP-HMS configuration.

Before concluding, we would like to stress that the availability of the solution in closed form provides the possibility of performing analyses which would otherwise be quite tedious. For example, the angle of incidence $\psi_{\text{inc}}$ can easily be found for which the power coupling efficiency $\eta_1^\iota$ is optimum for anomalous refraction. This “optimum” $\psi_{\text{inc}}$ will generally differ from the designated incidence angle $\theta_{\text{inc}}$, since the latter was defined to provide a two-wave solution, not to optimize the transmission efficiency.
FIG. 8. Power coupling efficiency comparisons between CST full-wave solutions applied to the FP-HMS shown in Fig. 5 and closed-form solutions. The FP-HMS height $h=1.3\lambda$, the design transmission angle $\theta_{\text{trans}}=0$, and the design incidence angles $\theta_{\text{inc}}=40^\circ$, 60$^\circ$, 70$^\circ$, and 80$^\circ$. (a) $\eta_1^1$; (b) $\eta_0^0$; (c) $\eta_1^1$. In each case, closed-form expressions were obtained from Table 1 with the aid of Eqs. (44) and (45).

FIG. 9. Magnitudes of closed-form FB amplitudes, $|\text{Re}(H)|$ based on these amplitudes, and $|\text{Re}(H)|$ based on full-wave CST-computed fields for the FP-HMS designed using $\theta_{\text{inc}}=80^\circ$, $\theta_{\text{trans}}=0$, $h=1.3\lambda$ for incidence angles $\Psi_{\text{inc}}=0$, 9, 30 and 60$^\circ$, and incident field $|H_{\text{inc}}|=1$ A/m. Distances are normalized to wavelength. Light-colored bars in column 1 represent propagating waves, dark colored bars represent evanescent waves.
From Table 1, the FB amplitude of interest is given by
\[
\tau_{-1} = e^{ik(y - y_0/C_0 + C_{-1})},
\]
so that the power coupling efficiency is
\[
\eta_{-1} = |\tau_{-1}|^2 = \frac{\gamma_0}{C_0 C_{-1}},
\]
where, from (23) and (24), \(C_0\) depends only on \(\psi_{\text{inc}}\) and \(C_{1}\)
depends only on \(\psi_{\text{trans}}\) (which also depends implicitly on \(\psi_{\text{inc}}\)).
The value of \(\psi_{\text{inc}}\) for which \(\eta_{-1}\) is extremum is determined by solving
\[
d\eta_{-1}/d\psi_{\text{inc}}=0,
\]
and is found to satisfy
\[
\tan^2 \left( \frac{\psi_{\text{trans}}}{2} \right) \sin \psi_{\text{trans}} \cos^2 \psi_{\text{trans}} = -
\tan^2 \left( \frac{\psi_{\text{inc}}}{2} \right) \sin \psi_{\text{inc}} \cos^2 \psi_{\text{inc}}.
\]
This implies that the incidence angle \(\psi_{\text{inc}}\) at which \(\eta_{-1}\) is
largest for a given FP-HMS design is that for which the transmission
angle \(\psi_{\text{trans}}\) is the negative of \(\psi_{\text{inc}}\) (where the
impedance mismatch between incident and refracted waves vanishes).
For \(\theta_{\text{inc}}=-80^\circ\), \(\theta_{\text{trans}}=0\), this corresponds to
\(\psi_{\text{inc}}=-\psi_{\text{trans}}=30^\circ\), consistent with the closed-form results
shown in Fig. 7. The fields image for this case is shown in the
\(\psi_{\text{inc}}=30^\circ\) results of Fig. 9, where it is clear that
\(\psi_{\text{trans}}=-\psi_{\text{inc}}\).

**V. CONCLUSION**

The design of a Fabry-Pérot Huygens’ metasurface has been
proposed for implementation of Huygens’ metasurfaces. It was shown
to produce the same type of anomalous refraction as that provided by an “abstract” zero-thickness HMS characterized by a
surface impedance and admittance. An analytical method has been
derived to provide closed-form solutions for the FB spectrum of waves
scattered from this FP-HMS, offering phenomenological insights into
the propagation processes that were heretofore unavailable. Full agreement has been shown between this
closed-form solution and the full-wave solution provided by 
CST. Agreement was also found between these FP-HMS solutions and solutions to the ZT-HMS provided in [37] for
incident angles of greatest interest, and the reasons for
discrepancies at other incidence angles are well-understood.
This validates the proposed FP-HMS design as a
homogenized metasurface, and the validity of the surface-
homogenization approximation for appropriately designed
electrically thick structures. In addition, the newly proposed structure, which can be designed semi-analytically up to the
detailed physical layout, could assist in practical realizations
of HMS-based devices, a nontrivial task to date. Finally, since the Fabry-Pérot mechanism is universal and only
requires media with differing wave velocity, the FP-HMS

**APPENDIX**

**A. Boundary Conditions**

With the aid of Eqs. (14) to (18), the conditions for the
continuity of the E and H field components tangent to the
upper \((y=0)\) and lower \((y=-h)\) boundaries may be written:
\[
H_{\text{inc}}(x,y) + H_{\text{ref}}(x,y) = \sigma_{\text{ps}} e^{-iky} + T_p \sigma_{\text{ph}} e^{iky},
\]
(1A)
\[
\frac{\partial H_{\text{inc}}(x,y)}{\partial y} + \frac{\partial H_{\text{ref}}(x,y)}{\partial y} = -ik \sigma_{\text{ps}} e^{-iky} + ik T_p \sigma_{\text{ph}} e^{iky},
\]
(1B)
\[
H_{\text{trans}}(x,y) = T_p \sigma_{\text{ps}} e^{-iky} + \sigma_{\text{ph}} e^{iky}
\]
(1C)
\[
\frac{\partial H_{\text{trans}}(x,y)}{\partial y} = -ik T_p \sigma_{\text{ps}} e^{-iky} + i k \sigma_{\text{ph}} e^{iky}
\]
(1D)

These four equations can be appreciably simplified by
solving for \(\sigma_{\text{ps}}\) and \(\sigma_{\text{ph}}\). From Eqs. (1A) and (1B), it is easily
found that
\[
\sigma_{\text{ps}} = \frac{1}{2} \left[ H_{\text{inc}}(x,y) + H_{\text{ref}}(x,y) \right]
\]
(1E)
\[
\frac{1}{ik} \frac{\partial H_{\text{inc}}(x,y)}{\partial y} - \frac{1}{ik} \frac{\partial H_{\text{ref}}(x,y)}{\partial y}
\]
(1F)

Similarly, from Eqs. (1C) and (1D),
\[
\sigma_{\text{ph}} = \frac{e^{ikh}}{2} \left[ H_{\text{trans}}(x,y) + \frac{1}{ik} \frac{\partial H_{\text{trans}}(x,y)}{\partial y} \right],
\]
(1G)

Substituting Eqs. (1E) and (1F) in Eqs. (1A) and (1C)
produces
\[
\frac{1}{2} \left[ H_{\text{ref}}(x,y) + \frac{1}{ik} \frac{\partial H_{\text{ref}}(x,y)}{\partial y} \right]_{y=0}
+ T_p \frac{e^{ikh}}{2} \left[ H_{\text{trans}}(x,y) + \frac{1}{ik} \frac{\partial H_{\text{trans}}(x,y)}{\partial y} \right]_{y=-h}
= \frac{1}{2} \left[ H_{\text{inc}}(x,y) + \frac{1}{ik} \frac{\partial H_{\text{inc}}(x,y)}{\partial y} \right]_{y=0},
\]
(1H)
\[ T_p e^{iky} \left( \frac{1}{2} \frac{\partial H_{\text{eff}}(x,y)}{\partial y} \right) + \frac{1}{2} \frac{\partial H_{\text{nom}}(x,y)}{\partial y} - \left[ \frac{1}{2} \frac{\partial H_{\text{nom}}(x,y)}{\partial y} \right]_{y=h} = -T_p e^{iky} \left( \frac{1}{2} \frac{\partial H_{\text{nom}}(x,y)}{\partial y} \right) \quad \text{(A8)} \]

Finally, utilizing Eqs. (15) and (16), carrying out the differentiations, and approximating \( T_p e^{2\pi i \theta_{\text{eff}}} \), Eqs. (A7) and (A8) can be written

\[
-\sum_{n=-\infty}^{\infty} \rho_n S_n e^{\frac{2\pi i}{d} x} + e^{2\pi i \theta_{\text{eff}}} e^{ikx} \sum_{n=-\infty}^{\infty} \tau_n S_n e^{\frac{2\pi i}{d} x} = S_0 \quad \text{(A9)}
\]

\[
-\sum_{n=-\infty}^{\infty} \rho_n S_n e^{\frac{2\pi i}{d} x} + e^{2\pi i \theta_{\text{eff}}} e^{ikx} \sum_{n=-\infty}^{\infty} \tau_n C_n e^{\frac{2\pi i}{d} x} = C_0 \quad \text{(A10)}
\]

where

\[
S_n = \frac{1}{2} (1 - \gamma_n), \quad C_n = \frac{1}{2} (1 + \gamma_n), \quad \gamma_n = \frac{\beta_n}{k}.
\quad \text{(A11)}
\]

**B. Determination of \( \tilde{\rho}_0 \)**

The expression for \( |\tilde{\rho}_0| \) is not known, but may be found from the conservation of power as expressed in Eq. (39), and expanded as

\[
|\tilde{\rho}_0| = |\gamma_0| + |\tau_{-1}| \gamma_{-1} + |\tau_1| \gamma_1 = |\gamma_0|.
\quad \text{(B12)}
\]

This equation involves the moduli of \( \tau_{2n+1} \) and \( \rho_{2n} \) terms appearing in Table 1. For any term that is proportional to \( \rho_0 \) (as is the case for \( \tau_1 \) in Table 1), the modulus of that term is not dependent on the phase of \( \tilde{\rho}_0 \). On the other hand, any term that is not proportional to \( \tilde{\rho}_0 \) (as in \( \rho_0 \) and \( \gamma_1 \) in Table 1), its modulus would be dependent on the phase of \( \tilde{\rho}_0 \). For example, \( |\tau_{-1}| = |C_0| / S_1 \) which does not depend on the phase of \( \tilde{\rho}_0 \); but \( |\tau_1| = |C_0 + \tilde{\rho}_0 S_0 + S_0 \tilde{\rho}_0| / C_1 \) which does depend on the phase of \( \tilde{\rho}_0 \). From Table 1, the only cases in which \( \tau_n \) and \( \rho_0 \) are not proportional to \( \tilde{\rho}_0 \) are \( \rho_0 \) and \( \gamma_{-1} \), and both involve \( \tilde{\rho}_0 \). It may therefore be concluded that the solution of Eq. (B12) for \( |\tilde{\rho}_0| \) would depend on the phase of \( \tilde{\rho}_0 \). It is shown below that this dependence of \( |\tilde{\rho}_0| \) on the phase of \( \tilde{\rho}_0 \) is very weak and can be ignored.

Substituting the expressions of Table 1 in Eq. (B12),

\[
-\frac{S_0}{C_0} + \tilde{\rho}_0 \left| \gamma_0 \right|^2 + \frac{\gamma_0}{C_0 C_{-1}} + \frac{S_0}{C_{-1}} \left| \tau_{-1} \right|^2 + \left| \frac{C_0}{S_1} \tilde{\rho}_0 \right|^2 = \gamma_0 = \gamma_0.
\quad \text{(B13)}
\]

where \( |e^{ik\theta}| = 1 \) was used. As explained in Appendix C, the last term on the left (containing the factor \( \gamma_1 \)) will only be present if \( \rho_1, \tau_1 \) FB components are propagating (i.e. \( \gamma_1 \) is real).

In order to account for the phase of \( \tilde{\rho}_0 \), substitute

\[
\tilde{\rho}_0 = |\tilde{\rho}_0| e^{i\phi} = |\tilde{\rho}_0| \cos \phi + i |\tilde{\rho}_0| \sin \phi,
\quad \text{(B14)}
\]

where \( \phi \) is real, and collect terms:

\[
\left( \begin{array}{c}
\gamma_0 + \beta_0 S_0^2 + \gamma_1 C_0^2
\end{array} \right) + \frac{S_0}{C_0} \gamma_0 \cos \phi \left( \frac{\gamma_0}{C_{-1}} - 1 \right) \left| \tilde{\rho}_0 \right| = 0
\quad \text{(B15)}
\]

Finally, using the identities of Eq. (22),

\[
\left( 1 + \frac{\gamma_0 S_0^2}{\gamma_0 C_0^2} + \frac{\gamma_1 C_0^2}{\gamma_1 S_1^2} \right) \left| \tilde{\rho}_0 \right|^2 - 2 \cos \phi \left( \frac{S_0 S_1^2}{C_0 C_{-1}} \right) \left| \tilde{\rho}_0 \right| - \frac{\gamma_0 S_0^2}{C_0 C_{-1}} = 0.
\quad \text{(B16)}
\]

which can be solved for \( |\tilde{\rho}_0| \) using the quadratic equation formula. Since \( S_0 S_1 < 1 \) (see Appendix D), the first order term can be ignored, and the solution can be approximated as

\[
|\tilde{\rho}_0|^2 \approx \frac{\gamma_0 S_0^2}{C_0 C_{-1}^2} \approx \frac{\gamma_0 S_0^2}{C_0 C_{-1}^2} \frac{S_1^2}{S_0^2} \frac{1}{C_{-1}^2} \frac{1}{C_1^2}.
\quad \text{(B17)}
\]

or

\[
|\tilde{\rho}_0| \approx \frac{S_0}{C_0} \left( \frac{\gamma_0}{S_1^2 + 1} \right)^{1/2} = \frac{S_0}{C_0} \frac{S_1}{C_{-1} C_1}
\quad \text{(B18)}
\]

which does not depend on the phase \( \phi \). Therefore, the magnitude of \( \tilde{\rho}_0 \) is only weakly dependent on its phase. If mode 1 is not propagating, this reduces to

\[
|\tilde{\rho}_0| \approx \frac{S_0}{C_0} 
\quad \text{(B19)}
\]

where the identities in Eq. (22) were utilized along with Eq. (D1).

Not only is the modulus of \( \tilde{\rho}_0 \) not sensitive to the phase \( \phi \), but also the values of the power coupling coefficients \( \eta_{\rho} \) and \( \eta_{\tau} \) are not sensitive to \( \phi \). This may be seen from their definition in (40) which implies, as mentioned above, that if \( \rho_0 \) (or \( \tau_0 \)) can be written as only a single term \( \tilde{\rho}_n \) or \( \tilde{\rho}_n \) (or \( \tau_n \) or \( \tau_n \)), then \( |\rho_0|^2 \) (or \( |\tau_0|^2 \)) would be independent of the
Referring to Table 1, this is seen to be the case for all FB amplitudes except $\rho_0$ which is composed of the sum of two terms, $\bar{\rho}_0$ and $\tilde{\rho}_0$. However, for large values of $\psi_{\text{inc}}$ $\bar{\rho}_0$ is dominant and for small values of $\psi_{\text{inc}}$ $\tilde{\rho}_0$ is dominant; in either case $|\rho_0|^2$ is not sensitive to the phase of $\rho_0$. Moreover, for large values of $\theta_{\text{inc}}$, $\bar{\rho}_0$ is dominant and for small values of $\theta_{\text{inc}}$, $\tilde{\rho}_0$ is dominant; in either case $|\rho_0|^2$ is not sensitive to the phase of $\rho_0$.

### C. Maximum $\psi_{\text{inc}}$ for Mode 1 Propagation

The HMS field consists of a sum of FB plane waves, but only several of these waves are propagating; the remainder are evanescent. The $n$th mode is propagating if $\beta_n$ in Eq. (17) is real; otherwise it is evanescent. Therefore, from Eqs. (17) and (5), mode $n$ will propagate if

$$1 > |\sin \psi_{\text{inc}} + n | \sin \theta_{\text{trans}} - \sin \theta_{\text{inc}}|.$$  \hspace{1cm} (C1)

Since we are generally interested in a design for which $\theta_{\text{trans}}=0$, the condition for mode 1 to propagate is

$$\sin \psi_{\text{inc}} < 1 - \sin \theta_{\text{inc}}.$$  \hspace{1cm} (C2)

The maximum values of $\psi_{\text{inc}}$ for which the $n=1$ mode will propagate are given in Table C-1 for several values of $\theta_{\text{inc}}$.

Table C-1. Maximum values of $\psi_{\text{inc}}$ as a function of $\theta_{\text{inc}}$ for propagation of mode 1.

| $\theta_{\text{inc}}$ (°) | $\psi_{\text{inc}}$ (°) |
|--------------------------|--------------------------|
| 80                       | 0.87                     |
| 70                       | 3.46                     |
| 60                       | 7.70                     |
| 50                       | 13.53                    |
| 40                       | 20.93                    |

### D. The small quantity $S_0 S_{-1}$

Although the expressions for the FB amplitudes are given in closed form, many of them can be simplified further by noting that the quantity $S_0 S_{-1}$ is extremely small,

$$S_0 S_{-1} \ll 1,$$  \hspace{1cm} (D1)

so that terms in which it appears as a factor can be ignored relative to other terms of order unity. Fig. D1 displays its magnitude as a function of the incidence angle $\psi_{\text{inc}}$ for several values of designated incidence angle $\theta_{\text{inc}}$ when the designated transmission angle is $\theta_{\text{trans}}=0$.

**FIG. D1.** The smallness of $S_0 S_{-1}$ as a function of incidence angle $\psi_{\text{inc}}$ for different values of designated incidence angle $\theta_{\text{inc}}$ ($\theta_{\text{trans}}=0$).

**FIG. E1.** Power coupling efficiency for anomalous refraction from the FP-HMS in Fig. 5 as a function of frequency $f$ relative to the frequency $f_{\text{cen}}$ for which the structure was designed. (a) $\theta_{\text{inc}}=80^\circ$, $\theta_{\text{trans}}=0$, $\psi_{\text{inc}}=30^\circ$; (b) $\theta_{\text{inc}}=60^\circ$, $\theta_{\text{trans}}=0$, $\psi_{\text{inc}}=60^\circ$. Results are shown for loss tangents 0, 0.001 and 0.003.
E. Frequency Response Examples

The full-wave-simulated frequency response for two arbitrarily-chosen sets of $\theta_{\text{inc}}$ and $\psi_{\text{inc}}$ are shown in Fig. E1 for several realistic loss tangents. It can be observed that for the two different cases, with practical dielectric losses, high efficiency above 80% is retained for a moderate bandwidth of 4%, thereby indicating the practical applicability of the proposed concept.
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