ConSTR: A Contextual Search Term Recommender
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in arXiv documents. Hence, we decided to enrich the arXiv index with keywords that we extracted using YAKE [8] - an unsupervised automatic keyword extraction method. We used the abstract of the arXiv documents to extract a maximum of 5 keywords per document with an n-gram size of two.

C. Search application

The search application is implemented using JHipster and Searchkit.

1) Interaction context: The interaction context consists of queries and keywords. Users can assess past search interactions and remove items from the interaction context with one click. The following interactions are stored in a user’s interaction context: 1) each issued query, 2) click on result (keywords of the document) and 3) click on a recommendation (query terms expanded by the recommendations).

2) Model settings: Users can choose the model (arXiv or Wikipedia+Gigaword5) used to determine the recommended terms. Users can also specify the similarity threshold (i.e. the minimum similarity score between a seed and a recommended term) to be applied when requesting for the nearest terms to the query, and the number of recommendation.

3) Recommendation pane: Recommendations are updated when a user issues a search and retrieved for both the current query and the interaction context. They are displayed on the upper (query based) or lower part (interaction context based) of the recommendation pane (see Figure 1). A click on a recommendation will expand the current query and results update automatically.

IV. FUTURE WORK

Currently, recommendations are retrieved for each term of a query. We intend to enable support for recommendations based on phrase queries as well as post-processing (e.g. stemming) before presenting recommendations. The interactions persisted in the interaction context will be extended and include other user actions, such as mouse position or the selection of search facets. Items in the interaction context are ranked and have a timestamp. As the interaction context grows over time, we will implement algorithms taking into account the interaction history and use only selected queries and keywords instead of the entire interaction context. As part of future work, ConSTR will be evaluated with real users.

V. DEMO ACCESS

The demo is available at constr.memotaxis.org. Further information can be found in the ConSTR demo video.
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