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Abstract—As an effective learning paradigm against insufficient training samples, Multi-Task Learning (MTL) encourages knowledge sharing across multiple related tasks so as to improve the overall performance. In MTL, a major challenge springs from the phenomenon that sharing the knowledge with dissimilar and hard tasks, known as negative transfer, often results in a worsened performance. Though a substantial amount of studies have been carried out against the negative transfer, most of the existing methods only model the transfer relationship as task correlations, with the transfer across features and tasks left unconsidered. Different from the existing methods, our goal is to alleviate negative transfer collaboratively across features and tasks. To this end, we propose a novel multi-task learning method called Task-Feature Collaborative Learning (TFCL). Specifically, we first propose a base model with a heterogeneous block-diagonal structure regularizer to leverage the collaborative grouping of features and tasks and suppressing inter-group knowledge sharing. We then propose an optimization method for the model. Extensive theoretical analysis shows that our proposed method has the following benefits: (a) it enjoys the global convergence property and (b) it provides a block-diagonal structure recovery guarantee. As a practical extension, we extend the base model by allowing overlapping features and differentiating the hard tasks. We further apply it to the personalized attribute prediction problem with fine-grained modeling of user behaviors. Finally, experimental results on both simulated dataset and real-world datasets demonstrate the effectiveness of our proposed method.
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1 INTRODUCTION

It is well-known that the success of machine learning methods rests on a large amount of training data. However, when training samples are hard to collect, how to improve model performance with small datasets then becomes a great challenge. When facing multiple related tasks together, Multi-Task Learning (MTL) [13] is well-known as a good solution against such a challenge. In a general sense, MTL refers to the learning paradigm where multiple tasks are trained jointly under certain constraints leveraging knowledge transfer across some/all of the tasks. As typical evidence for the wisdom behind MTL, an early study [24] shows that training a large number of similar tasks together could significantly improve the generalization performance when the data annotations of each individual task are insufficient. Nowadays, such wisdom has been widely adopted by the machine learning community, which makes MTL a crucial building block for a plethora of applications ranging from scene parsing [65], attribute learning [12], text classification [39], sequence labeling [56], to travel time estimation [38], etc.

The fundamental belief of MTL lies in that sharing knowledge among multiple tasks often results in an improvement in generalization performance. Based on the belief, a great number of studies have been carried out to explore the problem of how to share valuable knowledge across different tasks. The early studies on this topic argue that knowledge should be shared across all the tasks. For example, in the work of [3], knowledge is transferred by sharing common and sparse features across all the tasks. However, [26] later points out that if not all the tasks are indeed related, sharing common features with dissimilar and hard tasks often results in performance degradation, which is termed as negative transfer. To address this issue, recent studies in the odyssey against negative transfer usually fall into two branches.

One line of studies casts the tasks grouping problem as...
a clustering method. At the very beginning, [56] proposes an MTL algorithm which first constructs the task clusters and then learns the model parameters separately. Seeing that this stage-wise method could not guarantee the optimality of the learned clusters and parameters, a significant number of studies start to explore how to integrate clustering and multi-task learning into a unified framework. Generally speaking, such work could be classified into two categories. The first class of methods adopts a Bayesian learning framework, which assumes that the task-specific parameters subject to cluster-leveraging priors such as mixtures of Gaussian prior [7] and Dirichlet process prior [47], [53], [67]. The second class of methods formulates the clustering problem as regularization terms. More specifically, such terms are developed to: (a) penalize small-between-cluster variance and large within-cluster variance, (b) relax mix-integer programings [26], [30], (c) encourage structural sparsity [22], [44], [77], or (d) encourage latent task representation [31], [43].

The other line of studies realizes that knowledge transfer should not be treated symmetrically. In fact, transferring knowledge from easy to hard tasks is generally safe, while transferring knowledge along the opposite direction is the major source of negative transfer and should be suppressed. Motivated by this, [33] proposes the first MTL method to leverage asymmetry. In this work, the task parameters are assumed to lie in the column space spanned by themselves, and the asymmetry is then realized by leveraging sparse representation coefficients coming from each task. Since then, some improvements have been made on this framework via (a) making the penalty adaptive to the correlation between predictors [61]; (b) latent task representation [21], [40]; (c) grouping constraint [51] and d) robust constraints [70].

For the majority of existing methods, the negative transfer issue is only modeled as task correlation/grouping. With the following motivating examples, it could be seen that, even when the tasks are reasonably grouped, sharing redundant features across different task groups still bears the risk for over-fitting. This suggests that negative transfer might as well take place across features and tasks.

Example 1. Consider the personalized learning problem, where the prediction of the decision results coming from a given user is regarded as a task, and the features capture different concepts of the given object that a user might be interested in. When making decisions toward an object, users often form disentangled groups in terms of their points-of-interests (color/shape/texture, etc.). Consequently, blindly sharing irrelevant features across groups is dangerous.

Example 2. In bioinformatics, seeking out connections between genetic markers and phenotypes is often regarded as a crucial problem. MTL could be applied to this problem, for example, when we expect to simultaneously predict a set of different diseases from genetic clues. Here every specific disease prediction is regarded as a task, and features come from the expressions of different markers. Under this scenario, since different groups of diseases involve different biological functions, it is natural to observe them correlated with different sets of genes. Sharing common genes across disease groups is then not reasonable, and might lead to negative transfer even when we have a good grouping of the diseases.

Example 3. Another example comes from the natural language processing tasks. For instance, consider the topic classification problem where identifying a specific topic is regarded as a task and the embeddings of words in a document are regarded as features. It is often observed that different groups of topics are relevant to different subsets of words. The Sport-related topics often involve keywords such as athletics, soccer, gymnastics, while the Politics related keywords often include governance, election, parliaments. Then sharing common words across these two topic groups then bears a high risk of over-fitting.

Motivated by these examples, our goal in this paper is to seek out solutions for negative transfer in a more general manner such that the features could come into play for the grouping process. To realize our goal, we need to include the co-partition of tasks and features as an important component of MTL. To this end, we formulate a new learning framework named Task-Feature Collaborative Learning (TFCL). Specifically, we construct our framework with three steps.

Step 1. In the first step, we propose a base model that achieves the co-grouping target with a novel regularizer based on block-diagonal structure learning of a bipartite graph with features and tasks being its nodes.

Step 2. Since the resulting optimization problem of the base model, denoted in short as (P), is non-smooth and non-convex, we propose a surrogate problem (P∗) as an approximation. Through developing an optimization algorithm for (P∗), we prove that it can simultaneously achieve the global convergence for (P) and (P∗) under certain assumptions. Besides the convergence analysis, it is also noteworthy that the intermediate solution produced by the optimization method implicitly provides an embedding for each feature and task. With these embeddings, we further show that the optimization algorithm could leverage the expected block-diagonal structure if the parameters are carefully chosen. This naturally leverages a grouping effect across task/feature, where transferring across groups is suppressed.

Step 3. With the base model elaborated, we then turn our focus to a more comprehensive model and target at an application problem called personalized attribute prediction, where the personalized attribute annotation prediction for a given user is regarded as a task. To obtain a flexible model, we simultaneously consider (a) the consensus factor that captures the popular interests shared by the users, which allows group overlapping (b) the co-grouping factor in our base model (c) the abnormal factor that excludes outlier users (tasks) from grouping. We also prove that this method inherits all the theoretical properties of TFCL.

In a nutshell, the main contributions of this paper are three-fold:

(C1) In the core of the base model of TFCL framework lies a novel block-diagonal regularizer leveraging the task-feature co-partition. This allows us to explore a more general negative transfer effect simultaneously at the task- and feature-level.

(C2) An optimization algorithm is designed for the base model with a theoretical guarantee for the global convergence property. Moreover, we provide a theoretical guarantee for leveraging the expected block-diagonal structure.

(C3) Finally, we propose a more practical extension for the
personalized attribute prediction problem based on TFCL with enhanced flexibility.

2 Related Work

In this section, we briefly review the recent advances in block-diagonal structural learning, multi-task learning and personalized attribute prediction that are closely related to our study.

Block-Diagonal Structural Learning. The idea to learn block-diagonal structures could be traced back to the clustering problem. For the clustering problem, a set of data points are required to be grouped into several clusters in an unsupervised manner. As a representative type of method, graph-based clustering methods (e.g., spectral clustering [8], [46] and subspace clustering [15], [37]) solve this problem in a two-stage way: (a) a proper sample-sample affinity matrix is first obtained to capture the correlations among different sample points; (b) Given the affinity matrix, the clustering problem is formulated as a graph partitioning problem via minimizing some spectral relaxations of the normalized cut. Under this framework, if the affinity matrix has a clear block-diagonal structure, then each of the block components naturally forms a cluster. Consequently, leveraging the block-diagonal structure of the affinity matrix could significantly improve the performance of such graph-based clustering methods. Motivated by this intuition, researchers start to find implicit regularization terms to preserve the block-diagonal structural properties of the affinity matrix [17], [34], [42], [60], [62], [64], [72]. However, as suggested by [41], the implicit regularizers could not deal with the off-diagonal noises from the null spaces of the feature inputs. Then [49], [50] present the first trial to develop explicit block-diagonal regularizers in the graph-based clustering framework as a better solution against this issue. Most recently, this framework has been successfully extended to subspace clustering frameworks to embrace self-expression [41], [63], [69]. Along this line of research, the most related studies to our work come from the explicit block-diagonal regularizations. However, they differ significantly with our work from two dimensions. First, they target at homogeneous sample grouping, where the block-diagonal property is merely limited to square matrices with the i-th column and i-th row representing the same sample point. In this paper, the task-feature co-grouping pursuit calls for a more generalized definition of block-diagonality. To this end, we propose a generalized block-diagonal structural learning framework which is available for arbitrary size matrices where the i-th column/row refers to heterogeneous type of nodes (task/feature in our case). Second, concerning the optimization method, they only provide a subsequence convergence guarantee, leaving the global convergence property an open problem. By contrast, we will show that our proposed method could guarantee the global convergence property with a specific construction of an auxiliary surrogate problem. We will have a closer look at the connection between the related work and our method in Sec.4.3.

Multi-task Learning. In the introduction, we have provided a brief review of the majority of methods attacking negative transfer issue in MTL. Here, we further discuss MTL methods that are closely related to our work. Firstly, from the structural learning perspective, the asymmetric MTL methods mentioned in the introduction section [33], [40], [51], [70] also leverage block-diagonal structures. Just as mentioned in the last paragraph, they only consider homogeneous block-diagonal structures at the task-level, which does not meet our requirement of heterogeneous block-diagonal structures across tasks and features. From the task-feature collaborative learning perspective, to the best of our knowledge, there are only two MTL studies that also explicitly learn the task-feature co-grouping structures. As a beginning trial, [76] explores how different features play a role in multi-task relationships. Specifically, it designed a novel multi-task model via leveraging feature-specific task clusters. However, the features in [76] are considered separately, with the complicated feature correlations left unconsidered. [66] turns to learn the feature-task correlations based on a co-clustering guided regularization. However, there is no direct guarantee to ensure that the regularization scheme could explicitly leverage the block-diagonal structure. More importantly, it does not provide an explicit connection between the feature-task co-clustering and the negative transfer across tasks and features.

Personalized Attribute Predictions. Attribute learning has long been playing a central role in many machine learning and computer vision problems. While most attribute learning methods adopt consensus annotations, recently, with the rise of the crowdsourcing platform, there is an emerging wave to study how to train user-specific models for personalized annotations. An early trial presented in [27] learns user-specific attributes with an adaption process. More precisely, a general model is first trained based on a large pool of data. Then a small user-specific dataset is employed to adapt the trained model to user-specific predictors. [28] argues that one attribute might have different interpretations for different groups of persons. Correspondingly, a shade discovery method is proposed therein to leverage group-wise user-specific attributes. The common issue of these methods is that they only adopt a stage-wise training scheme. Most recently, the work presented in [68] starts an early trial to jointly learn personalized annotations across multiple attributes. In this paper, we will have a closer look at the negative transfer issue in this application with a fine-grained modeling of the user-feature correlations based on the proposed task-feature collaborative learning method.

3 Task-Feature Collaborative Learning: The General Framework

In this section, we propose the base model for Task-Feature Collaborative Learning (TFCL), which suppresses negative transfer across tasks and features. In a nutshell, a summary of our method is illustrated in Fig.1. In this section, our main assumption is that tasks and features could be simultaneously clustered into different groups. Nonetheless, our work does not restrict to the co-grouping assumption. In section 5, we will extend TFCL to include outlier tasks and consensus features.

Notations. The notations adopted in this paper are enumerated as follows. $S_m$ denotes the set of all symmetric matrices
in \( \mathbb{R}^{m \times m} \). Given \( A \in \mathbb{S}_n \), we number the \( N \) eigenvalues \( A \) in an ascending order as \( \lambda_1(A) \leq \lambda_2(A) \leq \cdots \leq \lambda_N(A) \). \(( \cdot, \cdot \rangle \) denotes the inner product for two matrices or two vectors. Given two matrices \( A \) and \( B \), \( A \oplus B \) denotes the direct sum of two matrices, and we say \( A \succeq B \), if \( A - B \) is positive semi-definite. For distributions, \( U(a, b) \) denotes the uniform distribution and \( N(\mu, \sigma^2) \) denotes the normal distribution. For a given matrix \( A \in \mathbb{R}^{m \times n} \), the null space is defined as \( \mathcal{N}(A) = \{ x \in \mathbb{R}^n : Ax = 0 \} \). Given \( A \in \mathbb{S}_n \), if \( \lambda \) is an eigenvalue of \( A \), \( \mathcal{E}(A, \lambda) = \{ A - \lambda I \} \) is the subspace spanned by the eigenvectors associated with \( \lambda \). Given a matrix \( A = [a_1, \ldots, a_n] \), we denote \( \mathcal{N}(a_{m:n}) = [a_m, \ldots, a_n] \). We have \( \tau(A)(x) = 0 \), if \( x \in A \), and \( \tau(A)(x) = +\infty \), otherwise.

**Standard multi-task learning paradigm.** Given \( T \) tasks to be learned simultaneously, we denote the training data as:

\[
S = \left\{ (X^{(1)}, y^{(1)}), \cdots, (X^{(T)}, y^{(T)}) \right\}.
\]

For \( S \), \( X^{(i)} \in \mathbb{R}^{n_i \times d} \) is the input feature matrix for the \( i \)-th task, where \( n_i \) denotes the number of instances and \( d \) represents the feature dimension. Each row of \( X^{(i)} \) represents the feature vector for a corresponding instance in the task. \( y^{(i)} \) is the corresponding response or output variable for the \( i \)-th task. We train a linear model \( g^{(i)}(x) = W^{(i)\top} x \) for each involved task. The parameter matrix \( W \in \mathbb{R}^{d \times T} \) as the concatenation of task coefficients in the form \( W = [W^{(1)}, \cdots, W^{(T)}] \). Following the standard MTL learning paradigm, \( W \) could be solved from a regularized problem \( \arg\min_{W} \mathcal{J}(W) + \alpha \cdot \Omega(W) \), where \( \mathcal{J}(W) = \sum_{i=1}^{T} \ell_i \) denotes the empirical risk for the \( i \)-th task, \( \Omega(W) = \sum_{i} \ell_i \) denotes a proper regularizer. In the rest of this section, we derive a proper regularizer that suppresses the negative transfer collaboratively from both the task- and feature-level.

Under the linear model, for the \( i \)-th task, the prediction of the response could be written as \( \hat{y} = W^{(i)\top} x = \sum_{j=1}^{d} W_{ij} x_j \). Accordingly, if \( W_{ij} = 0 \), \( \hat{y} \) becomes irrelevant to the \( j \)-th feature. While for those nonzero \( W_{ij}s \), \( \hat{y} \) tends to have a stronger dependence on the features with a greater value of \( |W_{ij}| \). In this way, \( |W_{ij}| \) provides a proper expression of the correlation between feature \( i \) and task \( j \). To alleviate negative transfer from both dissimilar tasks and dissimilar features, our basic setting in TFCL is to automatically separate the tasks and features into a given number of groups, where each group only contains similar tasks and features. In this scenario, negative transfer comes when \( W_{ij} \neq 0 \) if feature \( i \) and task \( j \) are not in the same group. Inspired by this, our goal is to search for a simultaneous partition of tasks and features into \( k \) groups, where we expect \( |W_{ij}| \) to vanish when feature \( i \) and task \( j \) are not in the same group. At first glance, formulating this constraint as a regularizer is difficult. However, if we turn to define this constraint on an auxiliary bipartite graph, then a simple regularization term realizing this constraint could be constructed. Specifically, we define a bipartite graph \( G_{BI} = (V_{BI}, E_{BI}, A_{BI}) \). The vertices of \( G_{BI} \) include all the tasks and features. Denote \( V_T \) as the set of all tasks and \( V_F \) as the set of all features, the vertex set \( V_{BI} \) is defined as \( V_{BI} = V_T \cup V_F \). The affinity matrix \( A_{BI} \) is in the form \( A_{BI} = \begin{bmatrix} 0 & |W| \end{bmatrix} \), then the edge set naturally becomes \( E_{BI} = \{(i, j) | A_{BI,ij} > 0 \} \). Besides the graph itself, we also employ the graph Laplacian matrix defined as \( \mathcal{L}_{G_{BI}} = \text{diag}(A_{BI}1) - A_{BI} \).

With \( G_{BI} \) defined, we could then find insight from spectral graph theory. In fact, to guarantee a simultaneous grouping of the tasks and features, it suffices to guarantee that the induced bipartite graph \( G_{BI} \) has \( k \) connected components. Then the following theorem states that this is equivalent to restrict the dimension of the null space of \( \mathcal{L}_{G_{BI}} \).

**Theorem 1.** \[ \text{[14]} \text{ If } \dim(\mathcal{N}(\mathcal{L}_{G_{BI}})) = k, \text{ i.e., } 0 \text{ is an eigenvalue of } \mathcal{L}_{G_{BI}} \text{ has multiplicity of } k \text{ if and only if the bipartite graph } G_{BI} \text{ has } k \text{ connected components. Moreover, denote } G(i) \text{ as the set of tasks and features belonging to the } i \text{-th component, we then have } \mathcal{L}_{G_{BI}}|_{G(i)} = \text{span}(\mathcal{L}_{G_{BI}}(1), \mathcal{L}_{G_{BI}}(2), \cdots, \mathcal{L}_{G_{BI}}(N)) \text{, where } \mathcal{L}_{G(i)} \in \mathbb{R}^{(d+T) \times (d+T)} \text{, } |\mathcal{L}_{G(i)}|_2 = 1 \text{ if } j \in G(i), \text{ otherwise } |\mathcal{L}_{G(i)}|_2 = 0. \]
The theorem above implies a way to realize our goal: adopting a regularizer to force the smallest $k$ eigenvalues to be zero. Let $N = d + T$ denote the total number of nodes in $G_{bl}$. We have that the regularizer is equivalent to force $\text{rank}(L_{G_{bl}}) = N - k$, which is known to be an NP-hard problem. In this case, we turn to minimize the sum of the bottom $k$ eigenvalues $\sum_{i=1}^{k} \lambda_i(L_{G_{bl}})$ as a tractable relaxation. According to the well-known extremal property of eigenvalues suggested by Fan [16], the sum of the $k$ smallest eigenvalues of $L_{G_{bl}}$ could be formulated as a minimization problem:

$$
\sum_{i=1}^{k} \lambda_i(L_{G_{bl}}) = \min_{E} \text{tr}(EL_{G_{bl}}E^T), \text{s.t. } E^T E = I_k.
$$

At first glance, the above problem is not convex due to the non-convex constraint $E^T E = I_k$. Recently a convex formulation of the problem starts drawing attention from machine learning and computer vision community [41]. The nature behind this new formulation attributes to the following theorem.

**Theorem 2.** Let $\Gamma = \{U : U \in \mathbb{S}_N, I \succeq U \succeq 0, \text{tr}(U) = k\}$, then $\forall A \in \mathbb{S}_N$:

$$
\sum_{i=1}^{k} \lambda_i(A) = \min_{U \in \Gamma} \langle A, U \rangle,
$$

with an optimal value reached at $U = V_k V_k^T$, where $V_k$ represents the eigenvectors of the smallest $k$ eigenvalues of $A$.

**Proof.** In this proof, we denote the eigenvalue decomposition of $A$ as

$$
A = QAQ^T, \quad \Lambda = \text{diag}(\lambda_1(A), \ldots, \lambda_N(A)).
$$

For any element $U$ in the feasible set $\Gamma$, we have: $\langle A, U \rangle = \sum_i C_{ii} \lambda_i(A)$, where $C = Q^T U Q$. Since $C$ has the same eigenvalues as $U$, we have $C \in \Gamma$ if and only if $U \in \Gamma$. Then we have:

$$
\min_{U \in \Gamma} \langle A, U \rangle \iff \min_{C \in \Gamma} \sum_i C_{ii} \lambda_i(A).
$$

Define $e^i \in \mathbb{R}^{N+1}$, $e^i = 1$ and $e^i_s = 0$, if $s \neq i$, then we reach the fact that:

$$
C_{ii} = e_i^T C e_i.
$$

We could then attain the following inequality based on the extremal property of the top/bottom eigenvalue of $C$:

$$
0 \leq \lambda_1(C) = \min_{x \neq 0} \frac{x^T C x}{x^T x} \leq C_{ii} \leq \max_{x \neq 0} \frac{x^T C x}{x^T x} = \lambda_N(C) \leq 1.
$$

The minimum of (2) is reached at $\sum_{i=1}^{k} \lambda_i(A)$ when $C_{ii} = 0, i > k$, $C_{ii} = 1, i \leq k$. This directly shows that $\sum_{i=1}^{k} \lambda_i(A) = \min_{U \in \Gamma} \langle A, U \rangle$.

Now it only remains to prove that $U = V_k V_k^T$ is an optimal solution by showing $\sum_{i=1}^{k} \lambda_i(A) = \langle A, U \rangle$. Since $V_k$ is the eigenvectors associated with the smallest $k$ eigenvalues of $A$, we have $Q = [V_k, V_k]$, where $V_k^T$ denotes the eigenvectors associated with the largest $N - k$ eigenvalues, and we have $V_k^T V_k = 0$ and $V_k V_k^T = 0$. In this sense, we obtain:

$$
C = Q^T U Q = \begin{bmatrix} V_k^T & V_k \\ V_k & V_k \end{bmatrix} \begin{bmatrix} V_k \ V_k \end{bmatrix} = \begin{bmatrix} I_k & 0 \\ 0 & 0 \end{bmatrix}.
$$

Then the proof follows that $\sum_i C_{ii} \lambda_i(A) = \sum_{i=1}^{k} \lambda_i(A)$.

Combining the multi-task empirical loss $J(W)$, the regularization term proposed above, and an $\ell_2$ penalty on $W$, we reach our proposed optimization problem (P):

$$(P) \min_{W, \Gamma} J(W) + \alpha_1 \cdot (L_{G_{bl}}, U) + \frac{\alpha_2}{2} \cdot \|W\|^2_F.$$
closed-form solution. More interestingly, we show that this is also a solution for \( \alpha_3 = 0 \), which is illustrated as Fig.2.

**Theorem 3.** Let \( \lambda_0(\mathcal{L}_{\mathcal{G}^1}) = 0, \lambda_{N+1}(\mathcal{L}_{\mathcal{G}^1}) = +\infty \). Let \( V = [v_1, v_2, \ldots, v_N] \) be the associated eigenvectors for \( \lambda_1(\mathcal{L}_{\mathcal{G}^1}), \ldots, \lambda_N(\mathcal{L}_{\mathcal{G}^1}) \). Furthermore, set
\[
  p = \max\{i : \lambda_i(\mathcal{L}_{\mathcal{G}^1}) < \lambda_{i+1}(\mathcal{L}_{\mathcal{G}^1}), 0 \leq i < k\},
\]
\[
  q = \min\{i : \lambda_i(\mathcal{L}_{\mathcal{G}^1}) < \lambda_{i+1}(\mathcal{L}_{\mathcal{G}^1}), i \geq k\},
\]
\[
  \Delta p = \lambda_{p+1}(\mathcal{L}_{\mathcal{G}^1}) - \lambda_p(\mathcal{L}_{\mathcal{G}^1}),
\]
\[
  \Delta q = \lambda_{q+1}(\mathcal{L}_{\mathcal{G}^1}) - \lambda_q(\mathcal{L}_{\mathcal{G}^1}).
\]
\[
  \delta(\mathcal{L}_{\mathcal{G}^1}) = \min\{\Delta p, \Delta q\}
\]
For all \( \mathcal{L}_{\mathcal{G}^1} \neq 0 \) and \( 0 \leq \frac{\alpha_3}{\rho} < \delta(\mathcal{L}_{\mathcal{G}^1}) \), the optimal solution of (5) is:
\[
  U^* = \tilde{V} \tilde{\Lambda} V^T, \quad \tilde{\Lambda} = \text{diag}(e), \quad c_i = \begin{cases} 1 - \frac{p - q}{q - p} & i \leq p, \\ \frac{q - p}{q - p} & q \geq i > p, \\ 0 & \text{otherwise}. \end{cases}
\]

**Remark 3.** Here we define \( V_{a,b} \) as the eigenvectors associated with \( \lambda_a(\mathcal{L}_{\mathcal{G}^1}), \ldots, \lambda_b(\mathcal{L}_{\mathcal{G}^1}) \). As shown in Fig.2, our algorithm can work even when the eigengap \( \lambda_{k+1}(\mathcal{L}_{\mathcal{G}^1}) - \lambda_k(\mathcal{L}_{\mathcal{G}^1}) \) vanishes. Note that, whenever \( \lambda_k(\mathcal{L}_{\mathcal{G}^1}) = \lambda_{k+1}(\mathcal{L}_{\mathcal{G}^1}) \), the solution of Thm. 2 is not well-defined. In this case, \( \lambda_k(\mathcal{L}_{\mathcal{G}^1}) \) must have a multiplicity greater than 1. Without loss of generality, we assume that \( \mathcal{L}_{\mathcal{G}^1} \) has \( s \) distinct eigenvalues \( \{\lambda_1, \ldots, \lambda_s\} \) in its first \( k \) smallest eigenvalues \( \{\lambda_1, \ldots, \lambda_s(\mathcal{L}_{\mathcal{G}^1})\} \), where \( 1 \leq s < k \). In fact, \( V_{1:k} \) could not span the whole subspace \( \bigoplus_{i=1}^s \text{EIG}_{\mathcal{L}_{\mathcal{G}^1}}(\lambda_i) \) in this case (it only contains \( k \) out of \( q \) bases of this subspace). In this sense, the solution is not identifiable since \( V_{1:k}V_{1:k}^T \) is not unique toward changes (either through rotations or different ways to select \( k \) bases out of the \( q \) bases) of the eigenvectors. This means that we can observe completely different results when the subset of eigenvectors is chosen differently. As for a practical example, we construct a bipartite graph with an affinity matrix:

\[
  A = \begin{bmatrix} 0 & W \end{bmatrix}^T, \quad \text{and} \quad W = \begin{bmatrix} 1 & 1 & 2 & 2 \\ 1 & 1 & 2 & 3 \end{bmatrix}.
\]

Obviously, the multiplicity of zero eigenvalue for the corresponding Graph Laplacian matrix is 3. We denote the eigenvectors as \( v_1, v_2, v_3 \). Let \( k = 2 \), next, we now show that the outer product \( VV^T \) is not unique. To do this, picking \( V_{1:2} = [v_1, v_2] \) and \( V_{2:3} = [v_2, v_3] \), we calculate the corresponding outer products \( V_{1:2}V_{1:2}^T \) and \( V_{2:3}V_{2:3}^T \) and visualize them in Fig.3. We see that the matrices are completely different, making the preceding subproblem ill-defined since it leads to completely different solutions.

It is interesting to remark here that this issue will not take place if we employ Thm.3 instead. In this case, we have \( U^* = V_{1:p-1}V_{1:p-1}^T + \frac{k - p}{q - p} V_{p:q}V_{p:q}^T \). Moreover, by the definition of \( q \) and \( p \), we know that \( V_{p:q} \) spans \( E_1 = \bigoplus_{i=1}^q \text{EIG}_{\mathcal{L}_{\mathcal{G}^1}}(\lambda_i) \). Here, we claim that \( V_{1:p-1} \) forms the orthogonal projector onto \( E_1 \) and \( V_{p:q}V_{p:q}^T \) forms the orthogonal projector onto \( E_2 \). According to the basic properties of orthogonal projectors, we know \( U^* \) is well-defined and invariant. To sum up, the advantage of Thm.3 against traditional variational formulations of \( \sum_{i=1}^k \lambda_i(\mathcal{L}_{\mathcal{G}^1}) \) is shown in Tab.1. Note that all three formulations therein yield the same optimal value. However, they have different optimal solutions with different degrees of stability.

![Fig. 2: Illustration of the Solution in Thm. 3.](image)

In this way, we see that \( f_i \) has a strong discriminative power indicating which group the underlying task/feature belongs to. In Sec.4.2.2, we will revisit this property with a detailed theoretical analysis with more practical considerations.

**Remark 2.** Different from the original result in Thm. 2 that only considers the case when \( \alpha_3 = 0 \), Thm. 3 allows \( \alpha_3 > 0 \) which provides strong convexity to the \( U \)-subproblem. This makes global convergence property available to the algorithm. More interestingly, we could also prove that the final algorithm converges globally to the critical points for both \( (P^*) \) itself and the original problem \( (P) \). The readers will soon see this in the next subsection.

**Proposition 1.** The optimal solution of \( W \) subproblem of \( (\text{Prox}) \) is:
\[
  W^* = \text{sgn}(\tilde{W}) \left( \frac{\tilde{W}}{1 + \frac{\alpha_1}{C}} - \frac{\alpha_1}{C + \alpha_2} D \right),
\]
where \( D_{ij} = ||f_i - f_{d+j}||^2 \).
where we could reformulate the problem as:

\[ \text{argmin}_W \langle D, |W| \rangle \text{ s.t. } W \in B_{c(\alpha)}(W, \tilde{W})^{t}, \] 

which shows that \( \mathcal{P}_{\delta} \) is easy to see that the optimal solution is unique. Then the proof follows the proximal mapping of the \( \ell_2 \) non-smooth cost function.

Table 2: Different formulations of \( \sum_{i=1}^{k} \lambda_i \mathcal{L}_{\mathcal{G}_{bij}} \), where Ident. represents the identification of \( U = W^T \) when the eigengap \( \lambda_{k+1}(\mathcal{L}_{\mathcal{G}_{bij}}) - \lambda_k(\mathcal{L}_{\mathcal{G}_{bij}}) \) vanishes.

| Convex | Strongly Convex | Ident. |
|--------|----------------|--------|
| \( \min_{U} \text{tr}(V \mathcal{L}_{\mathcal{G}_{bij}} V^T) \) s.t. \( V V^T = I_k \) | \( \times \) | \( \times \) | \( \times \) |
| \( \min_{U} \langle \mathcal{L}_{\mathcal{G}_{bij}}, U \rangle \) s.t. \( U \in \mathcal{T} \) | \( \checkmark \) | \( \times \) | \( \times \) |
| \( \min_{U} \langle \mathcal{L}_{\mathcal{G}_{bij}}, U \rangle + \lambda \cdot \|U\|^2_F \) s.t. \( U \in \mathcal{T} \) \( 0 \leq \lambda \leq \lambda(\mathcal{L}_{\mathcal{G}_{bij}}) \) (Ours) | \( \checkmark \) | \( \checkmark \) | \( \checkmark \) |

Proof. With the fact that

\[
\langle \mathcal{L}_{\mathcal{G}_{bij}}, U \rangle = \langle \text{diag}(U) 1^T - U, \left[ \begin{array}{c|c}
0 & |W| \\
\hline
|W| & 0
\end{array} \right] \rangle,
\]

we could reformulate the problem as:

\[
\min_{W} \left\{ \frac{1}{2} \|W - \tilde{W}\|_F^2 + \frac{\alpha_1}{C} \cdot \langle \Delta^{(1)} + \Delta^{(2)} \rangle, \|W\|_F \right\},
\]

where

\[
\Delta = \text{diag}(U) 1^T - U,
\]

\[
\Delta^{(1)} = \Delta(1: d, (d+1) : end),
\]

\[
\Delta^{(2)} = \Delta((d+1) : end, 1 : d).
\]

Furthermore, we have

\[
\Delta^{(1)} + \Delta^{(2)} = U_{i:i} + U_{d+1:d+1} - U_{i:i} - U_{d+1:d+1} = \|f_i - f_{d+1:d+1}\|_2.
\]

Since the objective function is \( (1 + \frac{\alpha_2}{2C}) \) strongly convex, it is easy to see that the optimal solution is unique. Then the proof follows the proximal mapping of the \( \ell_1 \) norm [8].

With the embedding vectors fixed, the algorithm turns to learn \( W \) with a sparsity-inducing strategy, where \( W_{ij} \) is activated if the magnitude of \( W_{ij} \) dominates the embedding distance between feature \( i \) and task \( j \). Moreover, the following remark reveals how transfer takes place across features and tasks.

Remark 4. (5) enjoys an alternative formulation in the following:

\[
\min_{W} \langle D, |W| \rangle \text{ s.t. } W \in \mathcal{B}_{c(\alpha)}(W, \tilde{W}),
\]

where \( \mathcal{B}_{c(\alpha)} \) is the ball centered at \( W \) with radius \( c(\alpha) \).

4.2 Theoretical Analysis

4.2.1 Convergence Analysis

With the subroutines clarified, we now turn to discuss the optimization method in a global view. To reach a critical point of \((P)\), we have to alternatively optimize \( U \) and \( W \) until convergence before changing the reference point \( \tilde{W} \). This induces a bi-level looping: an outer loop is responsible for changing the reference point and an inner loop is responsible for solving \( W^{k} \) and \( U^{k} \) given the reference point, which significantly increases the computational burden. However, we find practically that one round of the inner loop is sufficient to leverage convergence property. We summarize this method in Alg. 1. Now we can prove the global convergence property for Alg. 1. And more importantly, this property holds for both the surrogate loss and the original loss.

Theorem 4 (Global Convergence Property for Alg. 1 with respect to \((P^*)\)). Let \( \{W^t, U^t\} \) be the sequence generated by Alg. 1. Furthermore, assume that \( \mathcal{F}(\cdot) \) is a definable function with \( \mathcal{F}(W) \) lower bounded away from 0, and with \( \rho \) Lipschitz continuous gradient. Then pick \( C > \rho \) and \( 0 < \alpha_3 < 2C \min_{\mathcal{T}} \phi(\mathcal{L}_{\mathcal{G}_{bij}}) \), for all finite and feasible initialization, the following facts hold:

(1) The parameter sequence \( \{W^t, U^t\} \) converges to a critical point \((W^*, U^*)\) of the problem \((P^*)\).

(2) The loss sequence converges to the loss of critical point \((W^*, U^*)\) of the problem \((P^*)\).

(3) For all \( t \in \mathbb{N} \), there exists a subgradient \( g_t \), such that when \( T \to +\infty \), 

\[
\frac{1}{T} \left( \sum_{t=1}^{T} \|g_t\|^2 \right) \to 0 \text{ with rate } O(\frac{1}{T}).
\]

Theorem 5. (Global Convergence Property for Alg. 1 with respect to \((P)\)). Under the same condition as Thm. 4, the sequence \( \{W^t, U^t\} \) generated by Alg. 1 also satisfies (1)-(3) with respect to the original problem \((P)\).

Remark 5. With the help of Thm. 3, we can reach the global convergence property for the original problem in Thm. 5. Unfortunately, this will not always hold if we adopt Thm. 2 directly.
Algorithm 1: TFCL for (P)

Input: Dataset $S$, $\alpha_1$, $\alpha_2$, $k$, $C(C > \theta)$.
Output: Solution $W$, $U$.
Initialize $W^0, U^0 \in \Gamma$, $t = 1$.

repeat

U SUBROUTINE:

Calculate $L_{\mathcal{G}_{BI}}$ with $W^{t-1}$.
$V^t \leftarrow$ the eigenvectors of $L_{\mathcal{G}_{BI}}$.
$U^t \leftarrow V^t \tilde{A} V^t \top$, according to Thm. 3.

W SUBROUTINE:

Calculate $R^t$ with $U^t$.

$\tilde{W}^t \leftarrow W^{t-1} - \left(1/C \right) \cdot \nabla_w J(W^{t-1})$.
$W^t \leftarrow \text{sgn}(W^t) \left( \frac{\tilde{W}^t}{1 + \frac{\alpha_2}{C + \alpha_2} D^t} \right)$.

$t \leftarrow t + 1$.

until Convergence

$W = W^{t-1}$, $U = U^{t-1}$.

One reason is that it is hard to guarantee the identifiability discussed in Rem. 3 of the $U^t$ sequence even if $W^t$ converges to a critical point. Another reason is that, without Thm. 3 it is hard to meet the sufficient descent condition which is required in the global convergence property (see our appendix). By contrast, our algorithm, though developed to solve (P*), could also convergence to a critical point of (P). This shows that optimizing the surrogate loss does not affect the quality of the solution. Moreover, since the choice of $\alpha_3$ is irrelevant to the algorithm as long as it lies in $[0,2C \min_i \delta(\mathcal{L}_{\mathcal{G}_{BI}}))$, we do not need to tune this hyperparameter explicitly.

4.2.2 Task-Feature Grouping Effect

In this subsection we show how the proposed algorithm differentiates task-feature groups in the model weights. Specifically, we have the following theorem.

Under an ideal case, if $\sum_{i=1}^k \lambda_i(\mathcal{L}_{\mathcal{G}_{BI}}) = 0$, then according to Thm. 1, we know that $\mathcal{G}_{BI}$ must be $k$-connected and $W_{ij} \neq 0$ if and only if feature $i$ and task $j$ are in the same component of this bipartite graph.

More practically, we often observe $\sum_{i=1}^k \lambda_i(\mathcal{L}_{\mathcal{G}_{BI}}) \neq 0$, which makes the arguments above unavailable. Instead of assuming $\sum_{i=1}^k \lambda_i(\mathcal{L}_{\mathcal{G}_{BI}}) = 0$, for a well-trained model, it is reasonable to assume that the final objective function is small at the very end of the algorithm. Motivated by this, the following theorem shows that we can still recover the grouping structure when this much weaker assumption holds.

Theorem 6. (Grouping Effect) Assume that Alg. 1 terminates at the $T$-th iteration with $F(W^{T-1}, U^{T-1}) \leq \epsilon_{T-1}$. Denote $\text{Supp}(A) = \{(i,j) : A_{ij} \neq 0\}$, $\mathcal{H}_K = \{W : \|W\|_F \leq K\}$, $C_0 = \left(\frac{2}{\alpha_2} \cdot \epsilon_{T-1} \right)^{1/2}$. We further assume that for all $\infty > \kappa > 0$, $\sup_{\|W\|_F \leq K} \|\nabla W J(W)\|_\infty \leq \varpi(\kappa) < \infty$ and that there is a matrix $W^* \in \mathcal{H}_{\mathcal{C}_{\theta}}$ where the corresponding bipartite graph $\mathcal{G}^*$ has $k$ connected components with a Graph Laplacian matrix $L_{\mathcal{G}^*}$ giving the ground-truth grouping. Moreover, denote $n_i$ as the number of nodes in the $i$-th group of the graph, and $n_1 = \max_i n_i$, $n_2 = \max_j n_j \leq n_1$. With the following notations:

$$\kappa_0 = C_0 + \frac{\varpi(\kappa)}{C}, \delta_1 = \frac{C}{\alpha_1}, \delta_2 = \frac{C}{\alpha_1}, \beta = \frac{1}{n_1} + \frac{1}{n_2}, \theta = \frac{C_0}{\lambda_{k+1}(L_{\mathcal{G}^*_T})}, \xi = \rho \cdot (\sqrt{d + T} + \sqrt{2}),$$

we have:

(a) (no-false-positive-grouping) If $\lambda_{k+1}(L_{\mathcal{G}_{BI}}^T) > \lambda_k(L_{\mathcal{G}_{BI}}^T) > 0$, $\frac{\sqrt{2}}{\xi} \cdot \beta > \xi$, and $8\sqrt{2}\xi < \delta_1 < \beta - 8\sqrt{2}\xi$, we have:

$$\text{Supp}(W^T) \subseteq \{(i,j) : G(i) = G(j)\} = \text{Supp}(W^*),$$

where $G(i)$ is the corresponding connected component in the bipartite graph $\mathcal{G}^*$ that $i$ belongs to.

(b) (correct-grouping) If we further assume that $\min_{(i,j)} |W^T_{ij}| \geq \delta_0 > 0$,

$$8\sqrt{2}\xi < \min \{\delta_1, \delta_2\} \leq \max \{\delta_1, \delta_2\} < \beta - 8\sqrt{2}\xi,$$

we get that:

$$\text{Supp}(W^T) = \text{Supp}(W^*).$$

Remark 6. We have the following remarks for the theorem:

(a) The assumption that one can find a $W^* \in \mathcal{H}_{\mathcal{C}_{\theta}}$ consistent with the GT structure is always achievable, since if $W^* \notin \mathcal{H}_{\mathcal{C}_{\theta}}$, one can pick $W^T = C_0 \cdot \|\tilde{W}^t\|_\infty$ instead that locates within the $F$-norm ball with the same support set.

(b) Thm. 6 states that if the $k$-th eigengap of $L_{\mathcal{G}_{BI}}$ exists, the hyperparameters are chosen as $\alpha_2 = o \left( \frac{(d+T) + \epsilon_{T-1}}{\beta^2 \lambda_{k+1}(L_{\mathcal{G}_{BI}}^T)^2} \right)$, $\alpha_1 = O(C n_0)$ and the inequality of $\xi, \delta_1$ and $\delta_0$, we can reach the no-false-positive grouping, where $|W^T_{ij}|$ is activated as nonzero only if feature $i$ and task $j$ belong to the same group in GT. Moreover, when we have extra assumptions on the intermediate variable $|W^T_{ij}|$, with $\alpha_1 = O(C \cdot (\delta_0 \vee \kappa_0))$, $\alpha_2 = o \left( \frac{(d+T) + \epsilon_{T-1}}{\beta^2 \lambda_{k+1}(L_{\mathcal{G}_{BI}}^T)^2} \right)$, we can hopefully reach a correct grouping, where $|W^T_{ij}|$ is activated as nonzero if and only if feature $i$ and task $j$ belong to the same group in GT.

4.3 Discussion

To end this section, we provide a discussion on the relationship between our base model and the work of [41] and [66]. Similar to [66], we adopt the major assumption that features and tasks should be grouped into different clusters. However, our model differs significantly from this work. In [66], co-clustering is realized by the k-means assumption, without an explicit guarantee for leveraging the block-diagonal structure. Inspired by [41], we provide an explicit regularizer from the spectral graph theory for the clustering problem. In our
work, we generalize the regularization in [41] to a bipartite graph and apply it to the MTL problem. More importantly, we also provide a generalized closed-form solution for the variational form of truncated eigenvalue sum problem as shown in Thm.3. As an important property, it finds a specific global solution of the original problem (which is not strongly convex) as the unique solution for the strongly convex problem (5). This not only makes $V_k V_k^T$ identifiable but also leads to the global convergence result which is missing in [41] and [66]. Last but not least, compared with [41], we also adopt a different optimization method. This could make the optimization procedure simpler. Moreover, it offers us a chance to figure out a close connection with the optimal transport problem (OT), which suggests that the $W$ subproblem approximates the OT problem with the distances between spectral embeddings as the transportation cost. Moreover, this also leads to our analysis of the grouping effect with practical considerations as shown in Thm.6 and Thm.8, which is also new compared with the existing studies.

5 PERSONALIZED ATTRIBUTE PREDICTION

So far, we have developed a novel multi-task learning method based on the desire of task-feature collaborative learning. In this section, we extend this method to a specific application problem which we call personalized attribute prediction. In this problem, we are given a set of personal annotations on visual attributes (e.g., smile for human faces, comfortable for shoes) for a variety of images, which are collected on the crowdsourcing platforms. Our goal here is to predict the user-specific annotations for unknown images, so that the results cater for personalized demands which often span a wide spectrum. This is a problem that greatly matches the multi-task learning scenario, since each user typically annotates only a limited amount of images.

5.1 Extended Model

To model the personalized annotation process, we regard each user’s annotation prediction as a single task. For a given attribute, we assume that there are $T$ users who take part in the annotation. Further, we assume that the $i$-th user labeled $n_i$ images with $n_{+,i}$ positive labels and $n_{-,i}$ negative labels. In this setting $X^{(i)} \in \mathbb{R}^{n_i \times d}$ becomes the input features for images that the $i$-th user labeled, whereas $y^{(i)} \in \{1, -1\}^{n_i}$ becomes the corresponding label vector. If $y_{k}^{(i)} = 1$, then the user thinks that the given attribute presents in the $s$-th image, otherwise we have $y_{k}^{(i)} = -1$. Moreover, we denote $S_{+,i} = \{k | y_{k}^{(i)} = 1\}$ and $S_{-,i} = \{k | y_{k}^{(i)} = -1\}$. The diversity in personalized annotations allows us to employ different models for different users. In the spirit of this, we adopt a linear learner $g^{(i)}(x) = W^{(i)} x$ for each task (user) $i$.

A naive way to solve this problem is to learn user-specific models separately. However, adopting completely independent models might lead to disastrous over-fitting due to the limited amount of annotations from each user. To prevent this issue, we apply a coarse-to-fine decomposition for $W$:

$$W^{(i)} = \Theta_c + \Theta_g^{(i)} + \Theta_p^{(i)}.$$  \hspace{1cm} (14)

Here, the coarse-grained component $\Theta_c$ captures the consensus pattern shared across all users. This pattern typically consists of common sense and the superficial semantic information that are easy to be accepted by almost all the users. The finer-grained component $\Theta_g = [\Theta_g^{(1)}, \ldots, \Theta_g^{(T)}]$ captures the grouping pattern where our TFCL method works. Specifically, it interprets the majority of the diversity in the results, where different groups of users (tasks) tend to favor different results based on different priorities of the features. Considering the negative transfer issue, sharing information across dissimilar users and features clearly lead to over-fitting. Our block-diagonal regularizer then come into play to restrict the structure of $\Theta_g$ against negative transfer. The finest-grained component $\Theta_p = [\Theta_p^{(1)}, \ldots, \Theta_p^{(T)}]$ captures the personalized patterns that are completely user-specific. $\Theta_p$ is not available for all users. Rather, it is only activated for the hard tasks corresponding to the extremely personalized users and malicious users. In this way, $\Theta_p$ offers us a chance to separate the abnormal tasks from the co-grouping factor, which keeps the model away from negative transfer from hard tasks. To sum up, we have a concluding remark on how this decomposition scheme increases the flexibility of our base model.

Remark 7. In the extended model, there are two extra terms: $\Theta_p$ and $\Theta_c$. As a task-wise sparse parameter, $\Theta_p$ serves as a detector for hard tasks. This is beneficial to suppress negative transfer. In fact, the negative effect might come from transfer knowledge from hard tasks (with poor performance) to easy tasks (with good performance), and having non-zero $\Theta_p$ helps to remove the hard task from grouping with easy tasks. Meanwhile, $\Theta_c$ is a common factor that allows different groups to share overlapping features. With these two extra components, we then reach a comprehensive model with sharing, grouping and the effect of hard task considered.

With the decomposition scheme, we then provide an objective function for the proposed model. To realize the functionality of the three components, we provide different regularization based on their characterizations. For the common factor $\Theta_c$, we simply adopt the most widely-used $\ell_2$ regularization. For $\Theta_p$, we employ our task-feature collaborative learning framework. To do this, we reformulate $\mathcal{G}_{BI}$ with the users, features and $\Theta_g$. Moreover, the graph Laplacian is defined as $\Theta_g$ which is obtained by replacing $W$ in the original $\mathcal{L}_{\mathcal{G}_{BI}}$ with $\Theta_g$. For $\Theta_p$, we adopt the $\ell_{1,2}$ norm to induce column-wise (user-wise) sparsity. Finally, the empirical loss for task $i$ is denoted as $\ell_i$. As the standard preference learning paradigm, for a given user, we expect that the positive labeled instances could always have a higher rank than negative ones, so that the instances having the top predicted score always hit the user’s comprehension about the attribute. This motivates us to optimize the Area Under roc Curve (AUC) metric in our model. Specifically, we adopt the squared surrogate loss for AUC [19]:

$$J(\Theta_c, \Theta_g, \Theta_p) = \frac{T}{\sum_{i=1}^{T} \ell_i},$$

$$\ell_i = \sum_{x_p \in S_{+,i}} \sum_{x_q \in S_{-,i}} \frac{s\left(g^{(i)}(x_p) - g^{(i)}(x_q)\right)}{n_{+,i} n_{-,i}},$$

where $s(t) = (1-t)^2$. Note that the reasons for choosing
the squared surrogate loss are two-fold. Theoretically, it is proved in the previous literature \cite{1} that square loss results in a Bayesian optimal classifier that is consistent with the true 0-1 AUC loss
\[
\sum_i \sum_{x_p \in X^i} \sum_{x_q \in X^-} \frac{1}{n_i + n_-} \cdot I\left[g^{(i)}(x_p) > g^{(i)}(x_q)\right],
\]
in an asymptotic sense. Practically, as discussed in the next subsection, we can easily accelerate the calculation of AUC loss. With all the above-mentioned settings, our objective function could be written in the form:
\[
(Q) \min_{\Theta \in \mathcal{U}} \left\{ J(\Theta_c, \Theta_g, \Theta_p) + \frac{\alpha_1}{2} \|\Theta_r\|_F^2 + \alpha_2 \Theta_g, U \right\} + \frac{\alpha_3}{2} ||\Theta_g||_F^2 + \alpha_4 \Theta_p, 1, 2 + \alpha (U).
\]

5.2 Extended Optimization

In this subsection, we will provide a fast extended algorithm to optimize (Q). We first define the AUC comparison graph. Then we provide acceleration methods to speed-up loss and gradient evaluation. Finally, we provide an extended optimization method to solve problem (Q).

**AUC comparison graph.** To begin with, we provide an AUC comparison graph to represent the sparse comparisons to calculate AUC. For each user $i$, the graph is defined as $G^i_{AUC} = (\mathcal{V}^i, \mathcal{E}^i, W^i)$. Here $\mathcal{V}^i$ denotes the set of vertices consist of all the samples that user $i$ labeled. Similarly, $\mathcal{E}^i$ represents the edge set $\{(j, k) : y^i_j \neq y^i_k\}$. Moreover, for all edges $(j, k) \in \mathcal{E}^i$, we have a weight matrix $W^i_{j,k}$ such that $W^i_{j,k} = \frac{1}{n_i + n_-}$. Given $W^i$, the Laplacian matrix $L^i_{AUC}$ of $G^i_{AUC}$ could be expressed as:
\[
L^i_{AUC} = diag(W^i) - W^i.
\]

**Loss Evaluation.** With the definition of $L^i_{AUC}$, we could reformulate the empirical loss $J$ as:
\[
\ell_i = \sum_{x_p \in D^i, x_q \in D^-} \sum_{n_i, n_-} \frac{1}{n_i + n_-} \cdot I\left[g^{(i)}(x_p) > g^{(i)}(x_q)\right] = \frac{1}{2} (\tilde{y}^{(i)} - \tilde{y}^{(i)})^T L^i_{AUC} (\tilde{y}^{(i)} - \tilde{y}^{(i)})
\]
where $\tilde{y}^{(i)} = \frac{1 + y^{(i)}}{2}$, $\tilde{y}^{(i)} = X^{(i)}(\Theta_c + \Theta_g + \Theta_p)^T$.

**Gradient Computation:** According to the Quadratic formulation of the AUC loss, we can calculate the gradients $\nabla_{\Theta_c} J$, $\nabla_{\Theta_g} J$, $\nabla_{\Theta_p} J$, as follows:
\[
\nabla \Theta_c J = \sum_i X^{(i)^T} L^i_{AUC} (X^{(i)} W^{(i)} - Y^{(i)}),
\]
\[
\nabla \Theta_g J = X^{(i)^T} L^i_{AUC} (X^{(i)} W^{(i)} - Y^{(i)}),
\]
\[
\nabla \Theta_p J = X^{(i)^T} L^i_{AUC} (X^{(i)} W^{(i)} - Y^{(i)}).
\]

**Efficient Computation.** According to the definition of $G^i_{AUC}$ and $\mathcal{E}^i$, the affinity matrix of $G^i_{AUC}$ could be written as:
\[
W^{(i)} = \frac{1}{n_i + n_-} [\tilde{y}^{(i)}(1 - \tilde{y}^{(i)})^T + (1 - \tilde{y}^{(i)})(\tilde{y}^{(i)})^T].
\]

Correspondingly, $L^i_{AUC}$ could be simplified as:
\[
L^i_{AUC} = diag \left( \frac{\tilde{y}^{(i)}}{n_i + n_-} \right) - W^{(i)}
\]
Denote $R^{(i)} = X^{(i)} W^{(i)} - Y^{(i)}$ now we are ready to speed-up the loss evaluation $\sum_i R^{(i)^T} L^i_{AUC} R^{(i)}$. We have:
\[
R^{(i)^T} L^i_{AUC} R^{(i)} = R^{(i)^T} \left( diag \left( \frac{\tilde{y}^{(i)}}{n_i + n_-} \right) - R^{(i)^T} - R^{(i)} \right),
\]
where
\[
R^+ = \frac{1}{n_i + n_-} R^{(i)^T} \frac{\tilde{y}^{(i)}}{n_i + n_-}, \quad R_- = \frac{1}{n_i + n_-} R^{(i)^T} (1 - \tilde{y}^{(i)}).
\]
Similarly, we have the following simplification for the gradients:
\[
X^{(i)^T} L^i_{AUC} R^{(i)} = X^{(i)^T} \left( diag \left( \frac{\tilde{y}^{(i)}}{n_i + n_-} \right) - X^{(i)^T} R^{(i)} - X^{(i)} R^{(i)^T} \right),
\]
From Eq.(16) and Eq.(17), we know that the complexity for computing loss and gradient could be reduced from at most $O(\sum_i n_i^2)$ and $O(\sum_i n_i \cdot d)$ respectively to $O(\sum_i n_i \cdot d)$ and $O(n_i \cdot d)$ respectively. Applying this rule, we can compute the loss function and its gradients with a linear time w.r.t. the sample size.

Next, we extend the optimization method proposed in the last section to solve the problem.

**Optimization.** It could be proved that the empirical loss $J = \sum_{i=1}^{T} \ell_i$ has Lipschitz continuous gradients with respect to $\Theta = [\Theta_c, vec(\Theta_g), vec(\Theta_p)]$ with bounded input $X$. We denote the Lipschitz constant as $\varrho_\Theta$ (see our appendix). Picking $C > \varrho_\Theta$ at each iteration of $t$, we could solve the parameters with the following subproblems:

**Prox $g$**
\[
(Prox_g) \min_{\Theta, U} \left\{ \frac{1}{2} \|\Theta - \tilde{\Theta}_g\|_F^2 + \frac{\alpha_1}{C} (\Theta_g, U) \right\},
\]

**Prox $c$**
\[
(Prox_c) \min_{\Theta_c} \frac{1}{2} \|\Theta_c - \tilde{\Theta}_c\|_2^2 + \frac{\alpha_3}{C} \|\Theta_c\|_2^2,
\]

**Prox $p$**
\[
(Prox_p) \min_{\Theta_p} \frac{1}{2} \|\Theta_p - \tilde{\Theta}_p\|_2^2 + \frac{\alpha_4}{C} \|\Theta_p\|_1, 2,
\]
where
\[
\tilde{\Theta}_g = \Theta_g^{t-1} - \frac{1}{C} \nabla \Theta_g J(\Theta^{t-1}),
\]
\[
\tilde{\Theta}_c = \Theta_c^{t-1} - \frac{1}{C} \nabla \Theta_c J(\Theta^{t-1}),
\]
\[
\tilde{\Theta}_p = \Theta_p^{t-1} - \frac{1}{C} \nabla \Theta_p J(\Theta^{t-1}),
\]
The loss sequence

$$\hat{\Theta}_g = \Theta_p^{t-1} - \frac{1}{C} \nabla_{\Theta_g} J(\Theta^{t-1}).$$

Similar to Alg.1, we adopt Alg.2 to optimize the parameters.

In the end of this section, we show that Alg. 2 inherits the theoretical merits of Alg. 1.

**Theorem 7.** Denote by

$$\hat{F} = \begin{cases} J(\Theta_c, \Theta_g, \Theta_p) + \alpha_1 \langle \Theta_g, U \rangle + \frac{\alpha_2}{2} \|\Theta_g\|^2_F^2 \\ + \frac{\alpha_3}{2} \|\Theta_g\|_{1, 2} + \alpha_4 \|\Theta_p\|_{1, 2} + \iota_1(U) \end{cases}$$

the loss function and denote by $(\Theta^t_c, \Theta^t_g, \Theta^t_p, U^t)$ the parameter obtained at iteration $t$. If the data is bounded in the sense that: \(\forall i, \|X(i)\|_2 = \vartheta_X < \infty, \ n_{i, +} \geq 1, \ n_{i, -} \geq 1\), then pick $C > g_\Theta$, where $g_\Theta = 3T \sqrt{2(T+1)} \max_i \left\{ \frac{n_{i, +} \vartheta_X^2}{n_{i, +} + n_{i, -}} \right\}$, the following properties hold for Alg. 2:

1. The parameter sequence $(\Theta^t_c, \Theta^t_g, \Theta^t_p, U^t)$ converges to a critical point $(\Theta^*_{\cdot}, \Theta^*_{g}, \Theta^*_{p}, U^*)$ of the problem $Q.

2. The loss sequence $(\hat{F}_t)$ converges to a critical point $\hat{F}^*$ of the problem $Q.

3. For all $t \in \mathbb{N}$, there exists a subgradient $g_t$, such that when $T \to +\infty, \frac{1}{T} \sum_{t=1}^T g_t \to 0$ with rate $O\left(\frac{1}{T}\right)$.

**Theorem 8.** Assume that Alg. 2 terminates at the $T$-th iteration with $\frac{1}{T} \sum_{t=1}^T F_T - F_{T-1} \leq \mathcal{O}_{T-1}$, where $\hat{F}_T$ is the objective function at the $T - 1$ iteration. Furthermore, assume that there is a matrix $\Theta^*_{g} \in \mathcal{H}_{C,A}$, where the corresponding bipartite graph $G^*$ has $k$ connected components with a Graph Laplacian matrix $\Theta^*_g$ giving the ground-truth grouping. Moreover, denote $n_i$ as the number of nodes in the $i$-th group of the graph, and $n^+_i = \max_i \{n_i, n_i^+, \max_{j \neq i} n_j\}$. With the following notations:

$$C^A_0 = \left(2 \cdot \frac{c^A_0 - 1}{\alpha_2}\right)^{1/2}, \ k^A_0 = C^A_0 \frac{\kappa^2}{\alpha_1}, \ \delta^A_1 = \frac{C^A_0}{\alpha_1 \kappa^2_0}, \ \delta^A_2 = \frac{C}{\alpha_1 \kappa^2_0}, \ \xi^A = \sqrt{\vartheta X + \sqrt{2}} \cdot \frac{C^A_0}{\lambda_{k+1}(\Theta^*_g)},$$

$$\xi_c = \left(2 \cdot \frac{c^A_0 - 1}{\alpha_3}\right)^{1/2}, \ \xi_g = C^A_0, \ \xi_p = \frac{c^A_0 - 1}{\alpha_4}, \ \beta_0 = \frac{1}{n_0} + \frac{1}{n_2},$$

$$\chi(\xi_c, \xi_g, \xi_p) = \frac{n_i \vartheta_X}{n_{i, +} n_{i, -}} \sum_{t=1}^T \left(\frac{\vartheta_X}{n_{i, +} + n_{i, -}} + 1\right),$$

the following holds for the grouping effect of $\Theta_g$ in Alg. 2:

(a) **(no-false-positive-grouping)** If $\lambda_{k+1}(\Theta^*_g) > \lambda_k(\Theta^*_g) \geq 0, \ \frac{\alpha_2}{2} \cdot \beta_0 > \xi^A, \ \text{and} \ 8\sqrt{2} \xi^A < \delta^A_1 < \delta^A_2 < \beta^A - 8\sqrt{2} \xi^A$, we have:

$$\supp(\Theta^*_g) \subseteq \{(i, j) : G(i) = G(j)\} = \supp(\Theta^*_g),$$

where $G(i)$ is the corresponding connected component in the bipartite graph $G^*$ that $i$ belongs to.

(b) **(correct-grouping)** If we further assume that $\min_{(i, j)} |\hat{\Theta}^T_g| \geq \delta^A_0 > 0$, and $8\sqrt{2} \xi^A < \min \{\delta^A_1, \delta^A_2\} \leq \max \{\delta^A_1, \delta^A_2\} < \beta^A - 8\sqrt{2} \xi^A$, we get that:

$$\supp(\hat{\Theta}^T_g) = \supp(\Theta^*_g).$$

**Algorithm 2: TFC for (Q)**

**Input:** Dataset $S$, $\alpha_1, \alpha_2, \alpha_3, \alpha_4$, $k$, $C > g_\Theta$.

**Output:** Solution $\Theta_c, \Theta_g, \Theta_p, U$.

Initialize $\Theta^0_c, \Theta^0_g, \Theta^0_p, U^0 \in \mathcal{C}$, $t = 1$.

repeat

- Calculate $\hat{\Theta}^t_c, \hat{\Theta}^t_g, \hat{\Theta}^t_p$, respectively from Eq.(22)-Eq.(23).
- Solve $\Theta^t_c$ from (19).
- Solve $\Theta^t_g$ from (20).
- Invoke Alg.1 with $S$, $\alpha_1 = \alpha_2, \alpha_2 = \alpha_3, k, C$, return $\Theta^t_g, U^t$.
- $t = t + 1$.

until Convergence $\Theta_c = \Theta_c^{t-1}, \Theta_g = \Theta_g^{t-1}, \Theta_p = \Theta_p^{t-1}, U = U^{t-1}$.

## 6 Experiments

In this section, we explore the performance of our algorithm on both synthetic and real data. In Section 6.1 - Section 6.2, we first elaborate the settings and competitors adopted in our experiments. Then, in Section 6.3, we investigate the performance of our proposed algorithm on a simulated dataset. Subsequently, in Section 6.4 - Section 6.5, we present experimental results showing how our method performs on real-world personalized annotation datasets.

### 6.1 Experimental Settings

We adopt the average of user-wise AUC score as our evaluation method. For all the experiments, hyper-parameters are tuned based on the training and validation set (account for 85% of the total instances), and the results on the test set are recorded. The experiments are done with 15 repetitions for each involved algorithm. For the competitors, given the prediction $[\hat{y}^{(1)}, \cdots, \hat{y}^{(T)}]$, we adopt the instance-wise squared loss:

$$\sum_i \frac{1}{2} \cdot ||\hat{y}^{(i)} - \tilde{y}^{(i)}||^2$$

as the loss function. For our proposed algorithm, we adopt the squared AUC loss as the final loss function to improve the performance. Meanwhile, we also record how our proposed method works with instance-wise squared loss function as an intermediate result for fairness.

### 6.2 Competitors

Now we briefly introduce competitors adopted in this paper:

- **LASSO** [57] where each task learner is regularized with an $\ell_1$-norm constraint.
- **rMTFL** [20] assumes that the model $W$ can be decomposed into two components: a consensus component and a group-sparse component.
- **RAMUSA** [23] adopts a capped trace norm regularizer to minimize only the singular values smaller than an adaptively tuned threshold.
- **CoCMTL** [66] realizes the task-specific co-clustering via minimizing the truncated sum-of-squares of the singular values of the task matrix.
- **NC-CMTL** [48] explores shared information among different tasks with a non-convex low-rank spectral regularizer and a robust re-weighting scheme.
- **VSTGMTL** [25] implements simultaneous variable selection and learning with a low-rank decomposition.
- **AMTL** [33] provides asymmetric transfer between tasks with a sparse selection on the asymmetric transfer matrix.

Fig. 4: AUC (↑) comparison on the Simulated Dataset

Fig. 5: Convergence curves for (a) loss function, (b) parameter $W^t - W^{t-1}$, (c) $U^t - U^{t-1}$.

**TABLE 2: Ablation Study for simulated dataset**

| Algorithm   | TFCL ours | TFCL w/o AUC loss |
|-------------|-----------|-------------------|
| AUC         | 93.66     | 92.46             |

6.3 Simulated Dataset

To test the effectiveness of the basic TFCL framework, we generate a simple simulated annotation dataset with 100 simulated users, where the features and AUC scores are produced according to linear models with a block-diagonal task matrix. For each user, the 200 samples are generated as $X^{(i)} \in \mathbb{R}^{200 \times 80}$ and $z_k^{(i)} \sim N(0, I_{80})$. We generate a block-diagonal task matrix $W$ in a manner as the following. Specifically, we create 5 blocks for $W$, in a way that $W = \bigoplus_{i=1}^{5} W_i$ where $W_1 \in \mathbb{R}^{20 \times 20}$, $W_2 \in \mathbb{R}^{20 \times 20}$, $W_3 \in \mathbb{R}^{10 \times 20}$, $W_4 \in \mathbb{R}^{20 \times 20}$, $W_5 \in \mathbb{R}^{10 \times 20}$. For each of the block, the elements are generated from the distribution $N(C_i, 2.5^2)$ (generated via element-wise sampling) where $C_i \sim \bigcup (0, K_i)$ is the centroid for the corresponding cluster, $K_1 = 5$, $K_2 = 5$, $K_3 = 10$, $K_4 = 15$, $K_5 = 20$. For each user, the scoring functions are generated as $s^{(i)} = X^{(i)}(W^{(i)} + \epsilon^{(i)})$, where $\epsilon^{(i)} \in \mathbb{R}^{200 \times 1}$, and $\epsilon^{(i)} \sim N(0, 0.1^2 I_{200})$. To generate the labels $Y^{(i)}$ for each $i$, the top 50 instances with the highest...
Performance Comparison. The performance of all the involved algorithms on the simulated dataset is recorded in Fig. 4. The corresponding results show that our proposed algorithm consistently outperforms other competitors. In particular, over the average results for 15 repetitions, our method achieves an AUC score of 93.66, while the second-best method obtains a score of 91.07. This leads to a 2.59 AUC improvement with respect to the second-best algorithm.

Ablation Study. Next, we carry out an ablation study to see how the single effect of AUC loss and the grouping factor work. Specifically, the corresponding results are shown in Tab. 2, where we compare our original performance with a baseline where the AUC loss is replaced with the instance-wise weighted squared loss. The results show that: (1)
Fig. 9: Ablation Results (I) The y-axis represents the average AUC score on the test set, and the x-axis represents different algorithms: **Org** shows the performance of our original TFCL algorithm; **w/o AUC** shows the performance of our algorithm when the AUC loss is replaced with the squared loss; **w/o G** shows the performance when our proposed co-grouping factor is removed from the model.

Fig. 10: Ablation Results (II) The y-axis represents the average AUC score on the test set, and the x-axis represents different algorithms: **TFCL(Coc)** shows the performance of TFCL algorithm with our co-grouping regularizer replaced by the corresponding regularizer in CocMTL; **TFCL(ours)** shows the performance of our original algorithm.

Fig. 11: Fine-grained comparison based on User AUC Score Distributions. In this figure, we plot the user-specific performance distribution produced by all the involved algorithms for (a) the Brown attribute of shoes Dataset and (b) the Open Area attribute for Sun Dataset. In this figure, we investigate whether TFCL could benefit the performance distribution over users. The results show that TFCL tends to leverage more compact performance distribution.
are optimized along with $V$ in one of our subproblem, it thus contributes to the reduction of the loss function. Practically, this could be validated by Fig.5 and Fig.6. In Fig.5, we see that the loss reduces fast and reaches convergence after 5 iterations. In Fig.6, one can see that the embeddings also converge to their corresponding clusters within 5 iterations. **Structure Recovery.** Besides generalized performance, we could also empirically verify the ability of our algorithm to recover the expected structures on parameters $W$. With the same simulated dataset, we compare the parameters $W$ learned from the involved algorithms and the Ground Truth in Fig.7. The results show that our proposed method could recover a much clearer structure than other competitors. Meanwhile, we see that all the competitors could roughly recover a block-diagonal outline. However, different methods suffer from different degrees of off-diagonal noises. This could be understood from an algebraic analysis. For linear models, the predictive function is defined as $\hat{y}(X) = XW$. Moreover, we note that the true parameters are generated by a linear function $XW^*$. If $X$ is not fully ranked, we have $XW = XW^* + w'$ whenever $W = W^* + W'$ and $w' \in \text{Null}(X)$. Generally, $W'$ has off-diagonal elements and naturally leads to the observed noise in Fig.7. Obviously, without a block-diagonal regularizer, it is hard to avoid $W'$ even for a global optimal solution. Moreover, since $W'$ is only related to the observed data $X$, there is a risk of over-fitting, especially in our case when off-diagonal noise is not compatible with the simulated dataset. By eliminating the off-diagonal noise, our model shows a significant performance improvement shown in Fig.4.

### 6.4 Shoes Dataset

**Dataset Description.** The Shoes Dataset [28] is a popular attribute prediction benchmark, which consists of 14,658 online shopping shoe images with 7 attributes (BR: brown, CM: comfortable, FA: fashionable, FM: formal, OP: open, ON: ornate, PT: pointy). In this dataset, annotators with various knowledge are invited to judge whether a specific attribute is present in an image. Specifically, each user is randomly assigned with 50 images, and there are at least 190 users for each attribute who take part in the process, which results in a total volume of 90,000 annotations.

**Pre-processing.** For input features, we adopt the GIST and color histogram provided in [29] as input features. Then we perform PCA to reduce the redundancy of these features before training. Meanwhile, we notice that users who extremely prefer to provide merely one class of labels may lead to large biases. To eliminate such effect, we manually remove users who give less than 8 annotations for the minority class.

**Performance comparison.** The average performances of 15 repetitions for Shoes dataset are shown in the left side of Fig.8 where the scatters show the 15 observations over different dataset splits and the bar plots show the average performance over 15 repetitions. Then we could make the following observations: 1) Our proposed algorithm consistently outperforms all the competitors significantly for all the attributes on Shoes dataset. It is worth mentioning that, for Shoes dataset, our method outperforms the second best method by the AUC score of 6.22, 1.88, 2.34, 2.38, 3.66, 3.27, 2.85 in terms of BR, CM, FA, FM, OP, OR, PT, respectively. 2) The models using low-rank constraints achieve much higher scores than those using sparsity constraints (LASSO and rMTFL). This is because there exist obvious correlations among users’ annotations and the low-rank assumption could model these task (user) correlations much better. 3) AMTL outperforms the other low-rank constrained methods on all the datasets, as it explicitly models and reduces the influence of negative transfer via asymmetric learning. 4) The superiority of our method over the other feature-task correlation learning approaches (CoCMTL and VSTGMTL) justifies the TFCL framework. 5) Our proposed method outperforms AMTL over most attributes on both datasets. One possible reason is that our framework reasonably models the user annotation behaviors and thus is more suitable to the personalized attribute prediction problem. Moreover, our method provides extra effort to prevent the negative transfer across features and tasks.

**Ablation Study.** (I) Our proposed algorithm has two major components: one is the grouping factor with its regularizer and the other is the surrogate AUC loss. Now we see how these two components contribute to the improvements respectively. Specifically, we remove these two parts respectively from our original model, and show the corresponding results in Fig.9(a)-Fig.9(g). In these figures, \textit{Org} shows the performance of our original TFCL algorithm, \textit{w/o AUC} shows the performance when the AUC loss is replaced with the instance-wise squared loss, and \textit{w/o G} shows the performance when our proposed co-grouping factor is removed from the model. From the experimental results, we have the following observations: 1) Our original algorithm outperforms both competitors, which shows that the joint effect of the two components is better than the single effects. 2) In most cases, we find that removing the grouping factor shows a more significant performance reduction than replacing the AUC loss. This implies that the grouping effect tends to have a more effective impact on performance. (II) Note the CoCMTL algorithm also developed a co-grouping regularizer, we further record the performance when our regularizer is replaced with the corresponding term in CoCMTL. This is shown in Fig.10(a)-Fig.10(g). The results suggest that our proposed regularizer could outperform the co-grouping regularizer in CoCMTL.

**Fine-grained comparison.** After showing the effectiveness of our proposed method in coarse-grained comparison, we then visualize the personalized predictions to investigate fine-grained conclusions at user level. Take the brown attribute on Shoes dataset as an example, we visualize the testing AUC score distributions over users for all the methods in Fig.11(a). As shown in this figure, our model achieves a higher mean and lower performance variance than the competitors. On the contrary, traditional approaches suffer from an obvious long-tail problem. The reason for such long-tail effect might be two-fold: 1) The traditional methods are more sensitive toward hard tasks, 2) the negative transfer issue is not sufficiently addressed. It is thus indicated that our method indeed promotes the collaborative learning to improve the performance of those hard tasks.
6.5 Sun Dataset

Dataset Description. The Sun Dataset [28] contains 14,340 scene images from SUN Attribute Database [32], with personalized annotations over 5 attributes (CL: Cluttered, MO: Modern, OP: Opening Area, RU: Rustic, SO: Soothe). With a similar annotating procedure, 64,900 annotations are obtained in this dataset.

Pre-processing. For input features, we deploy the 2048-dim feature vectors extracted by the Inception-V3 [55] network for Sun’s data. The reason leading us to different feature extraction strategies lies in that the images in Shoes dataset are photographed on a white background, while images in Sun dataset usually suffer from much more complicated backgrounds. The rest of the pre-processing follows that for the Shoes dataset.

Performance comparison. The average performances of 15 repetitions for Sun dataset are shown in the left side of Fig.8 where the scatters show the 15 observations over different dataset splits and the bar plots show the average performance over 15 repetitions. Similar to the Shoes dataset, we could make the following observations: 1) Our proposed algorithm consistently outperforms all the competitors significantly for all the attributes. Our method outperforms the second best method by the AUC score of 1.95, 2.95, 0.44, 2.37, 1.29 in terms of CL, MO, OA, RU, and SO, respectively. 2) Moreover, we have a similar observation to the 2)-5) for the shoes dataset.

Ablation Study. Similar to the Shoes Dataset, we show the corresponding ablation results for Sun Dataset in Fig.9(h)-Fig.9(i) and Fig.10(h)-Fig.10(i). From the experimental results, we have the following observations: 1) Our original algorithm outperforms both competitors for all attributes except Soothing. 2) Removing the grouping factor shows a relatively significant effect on performance reduction than replacing the square AUC loss. 3) Our proposed regularizer could outperform the co-grouping regularizer in CoCMTL.

Fine-grained comparison. We then visualize the user-specific performance distribution for the sun dataset. Take the Open Area attribute as an example, we visualize the testing AUC score distributions over users for all the methods in Fig.11(b). As shown in this figure, our model achieves a more compact distribution than other competitors. This again shows our method could alleviate the negative transfer issue.

7 Conclusion

In this paper, we develop a novel multi-task learning method called TFCL, which prevents negative transfer simultaneously at the feature and task level via a co-grouping regularization. An optimization method is then proposed to solve the model parameters, which iteratively solves convex subproblems. Moreover, we provide a novel closed-form solution for one of the subproblems, which paves the way to our proof of the global convergence property. Meanwhile, the solution produced by the optimization method shows a close connection between our method and the optimal transport problem, which brings new insight into how negative transfer could be prevented across features and tasks. We further extend the TFCL method to the problem of personalized attribute learning via a hierarchical model decomposition scheme. In order to validate the proposed methods, we perform systematic experiments on a simulated dataset and two real-world datasets. Results on the simulated dataset show that TFCL could indeed recover the correct co-grouping structure with good performance, and results on the real-world datasets further verify the effectiveness of our proposed model on the problem of personalized attribute prediction.
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Supplementary Materials

Appendix A
Proof of Theorem 3

Proof.
Denote $\alpha = \frac{\alpha}{2C}$, we have:

1) $\delta (L_{\mathcal{G}^{B_1}}) > \alpha > 0$.

According to Sec. 5.9.2 in [11], let $\Omega_1, \Omega_2 \in \mathbb{R}^{(d+T) \times (d+T)}$ be the Lagrangian multipliers for constraints $-U \preceq 0$, $U - I \preceq 0$, respectively. Moreover, denote $\beta$ as the Lagrangian multiplier for $tr(U) = k$. We come to the KKT condition:

\begin{align}
\mathcal{L}_{\mathcal{G}^{B_1}} + \alpha U - \Omega_1 + \Omega_2 + \beta I = 0 \\
\langle -U, \Omega_1 \rangle = 0, \langle U - I, \Omega_2 \rangle = 0, \\
\Omega_1 \succeq 0, \Omega_2 \succeq 0, U \succeq 0, I - U \succeq 0.
\end{align}

\(\delta\) be the eigenvalues of $\Omega_1, \Omega_2$ and $U$, respectively. According to Lem. 2 of [2], one can then reach:

\begin{align}
- \mathcal{L}_{\mathcal{G}^{B_1}} = V_U (\alpha \lambda + \omega_2 - \omega_1 + \beta I) V_U^T, \\
\omega_{1i} \cdot \lambda_i = 0, \forall i \in [N], \\
\omega_{2i} \cdot (\lambda_i - 1) = 0, \forall i \in [N], \\
\gamma_i \geq 0, \omega_{1i} \geq 0, \omega_{2i} \geq 0, \forall i \in [N], \\
1 \geq \lambda_i \geq 0, \forall i \in [N], \\
tr(U) = k.
\end{align}

where $V_U$ contains the eigenvectors of $U$. We then prove from the following cases.

case(1): $p = k - 1, q = k$ : This implies that the desired eigengap is not null. Then the solutions for primal and dual variables are:

\begin{align}
\omega_{1i} &= (\lambda_i (L_{\mathcal{G}^{B_1}}) - \lambda_k (L_{\mathcal{G}^{B_1}}) - \alpha) \cdot 1 [i > k], \\
\omega_{2i} &= (\lambda_k (L_{\mathcal{G}^{B_1}}) - \lambda_i (L_{\mathcal{G}^{B_1}})) \cdot 1 [i \leq k], \\
\beta_i &= -\lambda_k (L_{\mathcal{G}^{B_1}}) - \alpha, \\
U^* &= \sum_{i=1}^{k} v_i v_i^T.
\end{align}

\(\omega_{1i}\) contains the eigenvectors of $U$. We then prove from the following cases.

case(2). We continue to show that the result holds when $p \neq k - 1, q \neq k$. Specifically, we show from the following four cases.

case (2a): $p \neq 0, q \neq N$ . The following primal and dual variables satisfy the KKT condition:

\begin{align}
\omega_{1i} &= \left( \lambda_i (L_{\mathcal{G}^{B_1}}) - \lambda_{p+1} (L_{\mathcal{G}^{B_1}}) - \frac{k - p}{q} \alpha \right) \cdot 1 [i > q], \\
\omega_{2i} &= \left( \lambda_{p+1} (L_{\mathcal{G}^{B_1}}) - \lambda_i (L_{\mathcal{G}^{B_1}}) - \frac{q - k}{q} \alpha \right) \cdot 1 [i \leq p], \\
\beta_i &= -\lambda_{p+1} (L_{\mathcal{G}^{B_1}}) - \frac{k - p}{q - p} \alpha, \\
U^* &= \sum_{i=1}^{p} v_i v_i^T + \frac{k-p}{q-p} \sum_{j=p+1}^{q} v_j v_j^T.
\end{align}

case (2b): $p = 0, q \neq N$. According to the spectral properties of graph Laplacian matrix, we must have

\begin{align}
0 &= \lambda_1 (L_{\mathcal{G}^{B_1}}) = \cdots = \lambda_k (L_{\mathcal{G}^{B_1}}) = \cdots = \lambda_q (L_{\mathcal{G}^{B_1}}) \leq \lambda_{q+1} (L_{\mathcal{G}^{B_1}}) \leq \lambda_N (L_{\mathcal{G}^{B_1}}).
\end{align}

We have the following primal and dual variables satisfy the KKT condition:

\begin{align}
\omega_{1i} &= \left( \lambda_i (L_{\mathcal{G}^{B_1}}) - \frac{k}{q} \alpha \right) \cdot 1 [i > q], \\
\omega_{2i} &= 0, \\
\beta_i &= -\frac{k}{q} \alpha, \\
U^* &= \frac{k}{q} \sum_{j=1}^{q} v_j v_j^T.
\end{align}

1. We ignore the constraint $U = U^T$, since the optimal solution without this constraint is feasible.
case (2c): $p \neq 0, q = N$. Since $\mathcal{L}_{\mathcal{G}_{B1}} \neq 0$, we have:

$$
\lambda_1(\mathcal{L}_{\mathcal{G}_{B1}}) \leq \cdots \leq \lambda_p(\mathcal{L}_{\mathcal{G}_{B1}}) < \lambda_{p+1}(\mathcal{L}_{\mathcal{G}_{B1}}) = \cdots = \lambda_N(\mathcal{L}_{\mathcal{G}_{B1}}).
$$

(46)

The following primal and dual solutions satisfy the KKT condition:

$$
\omega_1 = 0, \quad \omega_2 = \left( \lambda_{p+1}(\mathcal{L}_{\mathcal{G}_{B1}}) - \lambda_i(\mathcal{L}_{\mathcal{G}_{B1}}) - \frac{N - k}{N - p} \alpha \right) \cdot \mathbb{1} [i \leq p],
$$

(47)

$$
\beta_i = -\lambda_{p+1}(\mathcal{L}_{\mathcal{G}_{B1}}) - \frac{k - p}{N - p} \alpha,
$$

(48)

$$
U^* = \sum_{i=1}^{p} v_i v_i^\top + \frac{k - p}{N - p} \sum_{j=p+1}^{N} v_j v_j^\top.
$$

(49)

(50)

case(2d): $p = 0, q = N$. This case is impossible due to the fact that $\mathcal{L}_{\mathcal{G}_{B1}} \neq 0$.

The proof is now complete for $\alpha > 0$, since in all possible cases, we have $U^* = V \tilde{\Lambda} V^\top$.

2) $\alpha = 0$. Since $U^*$ is a feasible solution, it suffices to show that Eq.(6) is an optimal solution of the original problem. According to Thm. 2, we have:

$$
U^* \in \arg\min_{U \in \Gamma} \langle \mathcal{L}_{\mathcal{G}_{B1}}, U \rangle \text{ if } \langle \mathcal{L}_{\mathcal{G}_{B1}}, U^* \rangle = \sum_{i=1}^{k} \lambda_i(\mathcal{L}_{\mathcal{G}_{B1}}).
$$

(51)

Furthermore, we have:

$$
\langle \mathcal{L}_{\mathcal{G}_{B1}}, U^* \rangle = \text{tr} \left( \tilde{\Lambda} V^\top \mathcal{L}_{\mathcal{G}_{B1}} V \right) = \text{tr} \left( \tilde{\Lambda} V^\top \Lambda V^\top \right) = \text{tr} \left( \tilde{\Lambda} \Lambda \right) = \sum_{i=1}^{p} \lambda_i(\mathcal{L}_{\mathcal{G}_{B1}}) + \frac{k - p}{q - p} \sum_{i=p+1}^{q} \lambda_{i+1}(\mathcal{L}_{\mathcal{G}_{B1}}) = \sum_{i=1}^{k} \lambda_i(\mathcal{L}_{\mathcal{G}_{B1}}).
$$

(52)

Then we end the proof of 2).

\[\square\]

**APPENDIX B**

**PRELIMINARY OF NONCONVEX-NONSMOOTH OPTIMIZATION**

**B.1 Sub-Differential**

Now we introduce the generalized sub-differential for proper and lower semi-continues functions (but not necessarily convex) [54], which underpins the convergence analysis in this paper.

**Definition 1.** Consider a function $f : \mathbb{R}^n \to \mathbb{R}$ and a point $\bar{x}$ with $f(\bar{x})$ finite. For a vector $v \in \mathbb{R}^n$, we have:

1. $v$ is a regular subgradient of $f$ at $\bar{x}$, written $v \in \partial f(\bar{x})$, if

$$
f(x) \geq f(\bar{x}) + \langle v, x - \bar{x} \rangle + o(|x - \bar{x}|); \quad (53)
$$

2. $v$ is a (general) subgradient of $f$ at $\bar{x}$, written as $v \in \partial f(\bar{x})$, if there are sequences $x^\nu \to \bar{x}$, with $f(x^\nu) \to f(\bar{x})$, and $v^\nu \in \partial f(x^\nu)$ with $v^\nu \to v$.

Note that notation $o$ in a), stands for a short-hand for a one-sided limit condition:

$$
\liminf_{x \to \bar{x}, x \neq \bar{x}} \frac{f(x) - f(\bar{x}) - \langle v, x - \bar{x} \rangle}{|x - \bar{x}|} \geq 0. \quad (54)
$$

Specifically, the generalized subgradient has the following properties.

**Property 1** (existence of the subgradient). (Corollary 8.10 of [54]) If the function $f : \mathbb{R}^n \to \mathbb{R}$ is finite and lower semi-continuous at $\bar{x}$, then we have $\partial f(\bar{x})$ is not empty.

With Property 1, we see that generalized subgradient always exists for finite and lower semi-continuous functions.

**Property 2** (Generalized Fermat rule for local minimums). (Thm. 10.1 of [54]) If a proper function $f : \mathbb{R}^n \to \mathbb{R}$ has a local minimum at $\bar{x}$, then we have $0 \in \partial f(\bar{x})$.

With Property 2, we define $\bar{x}$ as a critical point of $f$, if $0 \in \partial f$. 
Property 3 (General subgradient for convex functions). (Prop. 8.12 of [54]) If a proper function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is convex, then we have:
\[
\partial f(x) = \{ v : f(y) \geq f(x) + \langle v, y - x \rangle, y \in \mathbb{R}^n \} = \hat{\partial} f(x).
\]

The property above shows that this subgradient definition is compatible with the definition for convex function.

B.2 KL Functions

Definition 2 (Kurdyka-Łojasiewicz (KL) property). [4, 74] The function \( G : \mathbb{R}^n \rightarrow \mathbb{R} \cup (+\infty) \) is said to have the KL property at \( x \in \text{dom}(\partial G) \) if there exists a \( \eta \in (0, +\infty) \), and an open ball \( B(x, \rho) \) centered at \( x \) with radius \( \rho \) and a concave function \( \phi(t) \) that (1) is continuous at 0 and (2) satisfies \( \phi(0) = 0 \), (3) \( \phi \in C^1 ((0, \eta)) \), (4) \( \phi'(x) > 0, \forall x \in (0, \eta) \), such that for all \( y \in B(x, \rho) \cap [G(x) < G(y) < G(x) + \eta] \), the following KL inequality holds:
\[
\phi'(G(y) - G(x)) \cdot \text{dist}(0, \partial G(y)) \geq 1,
\]
where for a set \( S \subset \mathbb{R}^n \), \( \text{dist}(x, S) = \inf_{y \in S} ||x - y|| \).

Definition 3 (KL functions). [4, 74] Proper lower semicontinuous functions which satisfy the Kurdyka-Łojasiewicz inequality at each point of \( \text{dom}(\partial G) \) are called KL functions.

In this paper, we use two subclasses of the KL functions: semi-algebraic functions, and definable functions. First we provide the definition for semi-algebraic functions and semi-algebraic sets.

Definition 4 (Semi-algebraic function [9], [18], [74]). Semi-algebraic sets and semi-algebraic functions could be defined as follows:

1. A set \( A \subset \mathbb{R}^n \) is called semi-algebraic if it can be represented as:
\[
A = \bigcup_{i=1}^{m} \bigcap_{j=1}^{n} \{ x \in \mathbb{R}^n : p_{ij}(x) = 0, q_{ij}(x) > 0 \},
\]
where \( p_{ij}, q_{ij} \) are real polynomial functions for \( i \in [m], j \in [n] \).

2. A function \( h \) is called semi-algebraic if its graph
\[
\text{Gr}(h) = \{ (x, h(x)) : x \in \text{dom}(h) \}
\]
is a semi-algebraic set.

Before introducing the definable functions, we need an extension of semi-algebraic sets, called the o-minimal structure [10], which is defined as follows:

Definition 5 (o-minimal structure). An o-minimal structure on \( (\mathbb{R}, +, \cdot) \) is a sequence of boolean algebras \( O_n \) of definable subsets of \( \mathbb{R}^n \), such that for each \( n \in \mathbb{N} \):

1. if \( A \) belongs to \( O_n \), then \( A \times \mathbb{R} \) and \( \mathbb{R} \times A \) belong to \( O_{n+1} \);
2. if \( \Pi : \mathbb{R}_{n+1} \rightarrow \mathbb{R}_n \) is the canonical projection onto \( \mathbb{R}_n \), then for any \( A \in O_{n+1} \), the set \( \Pi(A) \) belongs to \( O_n \);
3. \( O_n \) contains the family of algebraic subsets of \( \mathbb{R}_n \), that is, every set is in the form:
\[
\{ x \in \mathbb{R}_n : p(x) = 0 \},
\]
where \( p : \mathbb{R}_n \rightarrow \mathbb{R} \) is a polynomial function.

4. The elements of \( O_1 \) are exactly finite unions of intervals and points.

Based on the definition of o-minimal structure, we can show the definition of the definable function.

Definition 6 (Definable function). Given an o-minimal structure \( O \) (over \( (\mathbb{R}, +, \cdot) \)), a function \( f : \mathbb{R}_n \rightarrow \mathbb{R} \) is said to be definable in \( O \) if its graph belongs to \( O_{n+1} \).

Remark 8. According to [10], [58], there are some important facts of the o-minimal structure, shown as follows.

1. The collection of semialgebraic sets is an o-minimal structure. Recall the semi-algebraic sets are Boolean combinations of sets in the form
\[
\{ x \in \mathbb{R}_n : p(x) = 0, q_1(x) < 0 \ldots q_m(x) < 0 \},
\]
where \( p \) and \( q_i \)'s are polynomial functions in \( \mathbb{R}_n \).

2. The o-minimal structure is stable under the sum, composition, the inf-convolution and several other classical operations of analysis.

The following properties about semi-algebraic sets, semi-algebraic functions and definable functions are necessary for our analysis:

Proposition 2. The following facts hold:

1. Indicator functions of semi-algebraic sets are semi-algebraic. [32]
2. Finite sums and products of semi-algebraic functions are semi-algebraic. [32]
Intersection and finite union of semi-algebraic sets are semi-algebraic sets. [32]
Polynomial functions are semi-algebraic functions.
Semi-algebraic functions are definable functions.
Definable functions are KL functions. [10]

Proof. proof of (4) For any polynomial functions $y = h(x) = p_n(x)$, we could reformulate its graph as:

$$Gr(h) = \{(x, y) : y - p_n(x) = 0, y - p_n(x) + 1 > 0\}.$$ (57)

Obviously both $y - p_n(x)$ and $y - p_n(x) + 1$ are real polynomials, and thus we complete the proof.

proof of (5) follows Rem. 8-(1). □

APPENDIX C
PROOF OF THE CONVERGENCE PROPERTY FOR TFCL
In this section, we will provide a proof for Thm. 4 and Thm. 5, based on the preliminaries mentioned in the last section. In this section, we denote $\mathcal{F}(W, U)$ by the overall objective function for the surrogate problem $(P^*)$, and denote $\tilde{\mathcal{F}}(W, U)$ by corresponding function for the original problem $(P)$.

We first analyze the $(P^*)$ problem.

Lemma 1. Let $\mathcal{F}(W, U) = J(W) + \alpha \cdot \langle \mathcal{L}_{\varphi_{i+1}} (U), U \rangle + \iota_U (U)$, where $\iota_U (\cdot)$ is the indicator function for the set $\Gamma$, and let $W^t, U^t$ be the parameters obtained at iteration $t$. The following properties hold for Alg. 1 if $\mathcal{F}(W)$ is a definable function, $\nabla_W \mathcal{F}(W)$ is $\varphi$-Lipschitz continuous, and $W_t \neq 0, \forall t$.

1. (Sufficient Decrease Condition): If $C > \varrho$, the sequence $\{\mathcal{F}(W^t, U^t)\}$ is non-increasing in the sense that:

$$\mathcal{F}(W^{t+1}, U^{t+1}) \leq \mathcal{F}(W^t, U^t) - \min\left\{\frac{C - \varrho}{2}, \frac{\alpha_3}{2}\right\} \|\Delta(\Theta^t)\|^2.$$

2. (Square Summable): $\sum_{t=1}^{\infty} \|\Delta(\Theta^t)\|^2 < \infty$. Furthermore, we have $\lim_{t \to \infty} \|\Delta(U^t)\| = 0, \lim_{t \to \infty} \|\Delta(W^t)\| = 0$.

3. (Continuity Condition): There is a subsequence of $\{W^j, U^j\}_{\text{with a limit point}} \{W^*, U^*\}$, such that $W^j \to W^*$, $U^j \to U^*$.

4. (KL Property): $\mathcal{F}(\cdot, \cdot)$ is a KL function.

5. (Relative Error Condition): There holds:

$$\text{dist}(0, \partial_{\Theta^t} \mathcal{F}(W^{t+1}, U^{t+1})) \leq \left[ C + \varrho + \alpha_1(\sqrt{d} + \sqrt{T} + 2) \right] \|\Theta^{t+1} - \Theta^t\|_F, \text{ for } t \in \mathbb{N}.$$ (58)

C.1 Proof of Lemma 1
Proof.

proof of (1):
Since $\mathcal{J}(\cdot)$ is $\varphi$-Lipschitz continuous, for every iteration $t + 1$:

$$\mathcal{J}(W^{t+1}) \leq \mathcal{J}(W^t) + \langle \nabla_W \mathcal{J}(W^t), \Delta(W^t) \rangle + \frac{\varrho}{2} \|\Delta(W^t)\|_F^2.$$ (59)

With $W$ fixed as $W^t$, $U$ subproblem reaches the unique solution $U^{t+1}$. Since the subproblem is $\alpha_3$-strongly convex, we have:

$$\alpha_3 \cdot \langle D^{t+1}, W^t \rangle + \iota_U (U^{t+1}) + \frac{\alpha_3}{2} \|U^{t+1}\|_F^2 \leq \alpha_1 \cdot \langle D^t, W^t \rangle + \iota_U (U^t) + \frac{\alpha_3}{2} \|U^t\|_F^2 - \frac{\alpha_3}{2} \|\Delta U^t\|_F^2.$$ (60)

For the $W$ subproblem:

$$\arg\min_W \frac{1}{2} \left\| W - \tilde{W}^t \right\|_F^2 + \frac{\alpha_1}{C} \cdot \left\| D^{t+1}, W \right\| + \frac{\alpha_2}{2C} \|W\|_F^2,$$ (61)

we know it is strongly convex. This implies that the solution $W^{k+1}$ is the minimizer of this subproblem. In this sense, we have:

$$\langle \nabla_W \mathcal{J}(W^t), \Delta(W^t) \rangle + \frac{C}{2} \|\Delta W^t\|_F^2 \leq \alpha_1 \cdot \langle D^{t+1}, W^{t+1} \rangle + \frac{\alpha_2}{2} \|W^{t+1}\|_F^2 \leq \alpha_1 \cdot \langle D^{t+1}, W^t \rangle + \frac{\alpha_2}{2} \|W^t\|_F^2.$$ (62)

Combining (59), (60), (62), we have:

$$\mathcal{F}(W^{t+1}, U^{t+1}) \leq \mathcal{F}(W^t, U^t) - \min\left\{\frac{C - \varrho}{2}, \frac{\alpha_3}{2}\right\} \|\Delta(\Theta^t)\|^2,$$ (63)
Then we complete the proof for 1).

**proof of (2):**

By adding up (63) for \( k = 1, 2, \cdots \), and the fact that \( F(\cdot, \cdot) \geq 0 \), we have

\[
\sum_{i=1}^{\infty} \min\{ \frac{C - \theta}{2}, \frac{\alpha_3}{2} \} \cdot \| \Delta(\Theta^i) \|^2_F \leq F(W^0, U^0).
\]

(64)

Since by assumption \( F(W^0, U^0) < \infty \), this immediately implies that \( \Delta(W^k) \rightarrow 0 \) and \( \Delta(U^t) \rightarrow 0 \).

**proof of (3):**

Next, we prove that there exists at least a limit point for the sequence \( \{ W^t, U^t \}_t \). Since, for all \( t \in \mathbb{N} \), \( U_t \in \Gamma \), we have \( \{ U^t \} \) is bounded. Similarly, since the loss sequence \( \{ F(W^t, U^t) \} \) is non-increasing, we have \( \| W_t \| \leq \sqrt{\frac{2F(W^0, U^0)}{\alpha_2}} \), then the sequence \( \{ W^t \} \) is bounded. According to the Bolzano-Weierstrass theorem, any bounded sequence must have convergent subsequence, which immediately suggests the existence of at least one limit point for \( \{ W^t, U^t \}_t \).

Now we proceed to prove that the continuous condition. Picking an arbitrary convergent subsequence \( \{ W^{t_j}, U^{t_j} \}_j \) with a limit point \( W^*, U^* \). By the assumption that \( \exists j \) is continuous, we know that \( F(W, U) - \iota(U) \) is continuous, we must have \( \lim_{j \to \infty} F(W^{t_j}, U^{t_j}) - \iota(U^{t_j}) = F(W^*, U^*) - \iota(U^*) \). It only remains to prove that \( \lim_{j \to \infty} \iota(U^{t_j}) = \iota(U^*) \). Since \( \iota(\cdot) \) is lower semi-continuous, we have \( \liminf_{j \to \infty} \iota(U^{t_j}) \geq \iota(U^*) \). It only remain to prove that \( \limsup_{j \to \infty} \iota(U^{t_j}) \leq \iota(U^*) \). Given any \( t_j \), we known that \( U^{t_j} \) reaches the optimum of the \( \Upsilon \)-subproblem with fixed \( W^{t_j - 1} \). We then have:

\[
\alpha_1 \cdot \left( D^{t_j} \quad |W^{t_j-1}| \right) + \iota(U^{t_j}) + \frac{\alpha_3}{2} \| U^{t_j} \|^2_F \leq \alpha_1 \cdot \left( D^*, |W^{t_j-1}| \right) + \iota(U^*) + \frac{\alpha_3}{2} \| U^* \|^2_F.
\]

(65)

Taking \( j \to \infty \) on both sides of the above inequality, we have

\[
\iota(U^{t_j}) \leq \iota(U^*), \quad j \to \infty.
\]

(66)

This suggests that \( \limsup_{j \to \infty} \iota(U^{t_j}) \leq \iota(U^*) \).

**proof of (4):**

According to Prop. 2, polynomials functions are semi-algebraic functions, it then follows that the regularization terms \( \frac{\alpha_2}{2} \| W \|^2_F, \frac{\alpha_3}{2} \| U \|^2_F \) are semi-algebraic functions. Now we show that \( \langle \mathcal{L}_{\mathcal{G}_{B1}}, U \rangle \) is a semi-algebraic function. Since

\[
\langle \mathcal{L}_{\mathcal{G}_{B1}}, U \rangle = \sum_{i=1}^{T} \sum_{j=d}^{d+T} \mathcal{L}_{\mathcal{G}_{B1}} u_{ij} + \sum_{i=d}^{d+T} \sum_{j=1}^{d} \mathcal{L}_{\mathcal{G}_{B1}} u_{ij},
\]

and

\[
\mathcal{L}_{\mathcal{G}_{B1}} u_{ij} = \begin{cases} 1 \quad &i = j \land \sum_{k=1}^{T} |W|_{ik} \in \mathbb{N} \geq d, \quad i \leq d, \quad j \geq d, \\ 1 \quad &i = j \land \sum_{k=1}^{d} |W|_{kj} \in \mathbb{N} \geq d, \quad i \geq d, \quad j \leq d, \\ 0 \quad &\text{otherwise,} 
\end{cases}
\]

we know that \( \langle \mathcal{L}_{\mathcal{G}_{B1}}, U \rangle \) is a sum of functions having the form \( y = |x_1| \cdot x_2 \). Together with Prop. 2, \( \langle \mathcal{L}_{\mathcal{G}_{B1}}, U \rangle \) is semi-algebraic if \( y = |x_1| \cdot x_2 \) is semi-algebraic. The graph of this function could be formulated as

\[
\{(x_1, x_2, y) : y + x_1 \cdot x_2 = 0, x_1 < 0 \} \cup \{(x_1, x_2, y) : y - x_1 \cdot x_2 = 0, x_1 > 0 \},
\]

which is obviously semi-algebraic. Hence \( \langle \mathcal{L}_{\mathcal{G}_{B1}}, U \rangle \) is a semi-algebraic function. Now we show that the indicator function \( \iota(U) \) is semi-algebraic. According to Prop. 2, we only need to show that \( \Gamma \) is a semi-algebraic set. It is easy to reformulate \( \Gamma \) as:

\[
\Gamma = \{ U : U = U^T, U \succeq 0, I - U \succeq 0, tr(U) = k \}.
\]

(67)

Obviously

\[
\Gamma_1 = \{ U : U = U^T \} = \cap_{1 \leq i \neq j \leq n} \{ U_{ij} : U_{ij} = U_{ji} \} = \cap_{1 \leq i \neq j \leq n} \{ U_{ij} : U_{ij} = U_{ji}, U_{ij} - U_{ji} + 1 > 0 \}.
\]

(68)

Then we have \( \Gamma_1 \) is semi-algebraic.

For \( \Gamma_2 \), we have

\[
\Gamma_2 = \{ U : tr(U) = k \} = \{ U : tr(U) = k, tr(U) - k + 1 > 0 \},
\]

(69)
which suggests that $\Gamma_3$ is semi-algebraic.

Now we prove that $\Gamma_3 = \{ U \in \mathbb{R}^{N \times N} : U \succeq 0 \}$ is semi-algebraic. From the basic properties of positive semi-definite matrices, we know that $U \succeq 0$ if and only if all its principal minors are non-negative. More precisely, given $U$ and $1 \leq l \leq N$, and $k_1, k_2, \cdots, k_l \in \{ 1, 2, \cdots, l \}$, we say $U_{k_1, k_2, \cdots, k_l}$ forms an $l \times l$ principal submatrix of $U$ by choosing the $k_1$-th, $k_2$-th, $\cdots$, $k_l$-th elements on each of the $k_1$-th, $k_2$-th, $\cdots$, $k_l$-th row. Moreover, the determinant of $U_{k_1, k_2, \cdots, k_l}$ is defined as a principal minor of $U$. In this way $U \succeq 0$ is equivalent to $-\text{Det}(U_{k_1, k_2, \cdots, k_l}) \leq 0$ for all $l$ and all choices of $k_1, k_2, \cdots, k_l$, which could be written as:

$$U \in \bigcap_{1 \leq l \leq N} \bigcap_{k_1, k_2, \cdots, k_l} \{ U : -\text{Det}(U_{k_1, k_2, \cdots, k_l}) \leq 0 \}.$$

By the definition of determinant, $\text{Det}(U_l)$ could be represented as a polynomial function of the elements in $U_l$, thus we have that $\Gamma_3$ is semi-algebraic ($0$ is a real polynomial). The proof for $\Gamma_4 = \{ U \in \mathbb{R}^{N \times N} : I - U \succeq 0 \}$ follows that for $\Gamma_3$. According to Prop. 2, $\Gamma = \Gamma_1 \cap \Gamma_2 \cap \Gamma_3 \cap \Gamma_4$ is semi-algebraic and so should be $t_1(\cdot)$.

Since semi-algebraic functions are definable, we know that all the summands in $\mathcal{F}$ are definable, which suggests that $\mathcal{F}(W, U)$ is a KL function.

**proof of (5):**

From the optimality of $U^{t+1}$ w.r.t the $U$ subproblem at iteration $t + 1$,

$$0 \in \alpha_1 \cdot \mathcal{L}_{U,U}^t(U^t) + \partial_U \mathcal{J}(U^{t+1}) + \alpha_2 U^{t+1} = \partial_U \mathcal{F}(W^{t+1}, U^{t+1}) + \alpha_1 \cdot (\mathcal{L}_{\partial_u}^t(U^t) - \mathcal{L}_{\partial_u}^t(U^{t+1})).$$

Accordingly, we have $\exists g_U \in \partial_U \mathcal{F}(W^{t+1}, U^{t+1}),$ such that

$$\|g_U\| = \alpha_1 \cdot \|\mathcal{L}_{\partial_u}^{t+1}(U^{t+1}) - \mathcal{L}_{\partial_u}^{t}(U^t)\|$$

$$\leq \alpha_1 \left( \left\| \text{diag}(W^t) - \text{diag}(W^{t+1}) \right\| \right) + \| \text{diag}(W^{t+1}) - \text{diag}(W^t) \| + 2 \cdot \| W^t - W^{t+1} \|$$

Thus

$$\text{dist}(0, \partial_U \mathcal{F}(W^{t+1}, U^{t+1})) \leq \alpha_1 (\sqrt{d} + \sqrt{T} + 2) \cdot \| W^t - W^{t+1} \|.$$

From the optimality of $W^{t+1}$ w.r.t the $W$ subproblem at iteration $t + 1$:

$$0 \in \partial_W \mathcal{J}(W^t) + C \cdot (W^{t+1} - W^t) + \alpha_1 \cdot \partial_W \mathcal{F}(W^{t+1}, U^{t+1}) + \alpha_2 \cdot W^{t+1} = \partial_W \mathcal{F}(W^{t+1}, U^{t+1}) + C \cdot (W^{t+1} - W^t) + \partial_W \mathcal{J}(W^t) - \partial_W \mathcal{J}(W^{t+1}).$$

Accordingly, we have $\exists g_W \in \partial_W \mathcal{F}(W^{t+1}, U^{t+1}),$ such that

$$\|g_W\| = \| C \cdot (W^{t+1} - W^t) + \partial_W \mathcal{J}(W^t) - \partial_W \mathcal{J}(W^{t+1}) \|.$$

Since $\mathcal{J}$ is $\rho$-Lipschitz continuous, we have:

$$\|g_W\| \leq (C + \rho) \cdot \| W^{t+1} - W^t \|.$$

Thus

$$\text{dist}(0, \partial_W \mathcal{F}(W^{t+1}, U^{t+1})) \leq (C + \rho) \cdot \| W^{t+1} - W^t \|.$$

According to Eq.(75) and Eq.(77), we have:

$$\text{dist}(0, \partial_{\Theta}(\mathcal{F}(W^{t+1}, U^{t+1}))) \leq \left[ C + \rho + \alpha_1 (\sqrt{d} + \sqrt{T} + 2) \right] \cdot \| W^{t+1} - W^t \|_F,$$

$$\leq \left[ C + \rho + \alpha_1 (\sqrt{d} + \sqrt{T} + 2) \right] \cdot \| \Theta^{t+1} - \Theta^t \|_F.$$
C.2 Proof of Theorem 4

Proof of Theorem 4. Following Lem. 2.6 in [5], (1) holds according to the Sufficient Decrease Condition, Continuity Condition, KL property and Relative Error Condition (See Lem. 1).

According to Lem. 1-(1), the loss function $F$ is non-increasing with a lower bound 0, which implies that $\{F(W^t, U^t)\}_t$ converges. Moreover, since $(W^t, U^t) \overset{t \to \infty}{\longrightarrow} (W^*, U^*)$, $(W^*, U^*)$ is the unique limit point of the parameter sequence. According to 1-(3), we have $F(W^t, U^t) \overset{t \to \infty}{\longrightarrow} F(W^*, U^*)$. This immediately suggests 2).

According to Lem. 1-(5), we have:

$$\sum_{i=1}^{T} \text{dist}(0, \partial_{\theta_j}F(W^t, U^t))^2 \leq +\infty,$$

which implies (3).

Finally, based on Thm. 2 and Thm. 4, we can show the convergence property with respect to the original problem $(P)$.

C.3 Proof of Theorem 5

Proof of Theorem 5.

proof of (1)

According to Thm. 4, we know that $(W^t, U^t) \overset{t \to \infty}{\longrightarrow} (W^*, U^*)$, $F(W^t, U^t) \overset{t \to \infty}{\longrightarrow} F(W^*, U^*)$. It suffices to prove that $(W^*, U^*)$ is a critical point of $\tilde{F}$.

From Lem.1-(5), we know that $\text{dist}(0, \partial_{\theta_j}F(W^t, U^t)) \rightarrow 0$ and $\text{dist}(0, \partial_{U_j}F(W^t, U^t)) \rightarrow 0$. This implies that

$$0 \in \partial_{\theta_j}F(W^t, U^t), \ t \to \infty,$$

and

$$0 \in \partial_{U_j}F(W^t, U^t), \ t \to \infty.$$

$F(W, U)$ is convex w.r.t to $W$ with $U$ fixed. Meanwhile, $F(W, U)$ is convex w.r.t to $U$ with $W$ fixed. Considering Property 3, Eq.(79) and Eq.(80) imply:

$$\lim_{t \to \infty} F(W^t, U^t) - F(W^*, U^t) \geq 0$$

and

$$\lim_{t \to \infty} F(W^t, U) - F(W^t, U^t) \geq 0$$

Since $F$ is continuous w.r.t. $W$, we have $\lim_{t \to \infty} F(W^t, U) = F(W^*, U)$. Moreover, since $\lim_{t \to \infty} F(W^t, U^t) - t_1(U^t) = F(W^*, U^t) - t_1(U^*)$ and $\lim_{t \to \infty} t_1(U^t) = t_1(U^*)$ (we used the fact that $U^*$ is unique limit point and the proof in Lem.1-(3)), we have $\lim_{t \to \infty} F(W^t, U^t) = F(W^*, U^*)$. Together with the fact that $F(W^t, U^t) \overset{t \to \infty}{\longrightarrow} F(W^*, U^*)$, we have:

$$0 \in \partial_{\theta_j}F(W^*, U^*),$$

and

$$0 \in \partial_{U_j}F(W^*, U^*).$$

Obviously, we have $\partial_{\theta_j}F(W^*, U^*) = \partial_{\theta_j}\tilde{F}(W^*, U^*)$, which implies that $0 \in \partial_{\theta_j}\tilde{F}(W^*, U^*)$. Since $0 < \alpha_3 < 2\min_i \delta_i(L_i^{(p)}_t)$, $U^*$ is the unique optimal solution of the $U$-subproblem. This show that $U^*$ must follow thm.3, which is also a solution for $\min_U \tilde{F}(W^*, U)$. This means that $0 \in \partial_U\tilde{F}(W^*, U^*)$. Taking all together, we then have:

$$0 \in \partial_U\tilde{F}(W^*, U^*).$$

proof of (2) and (3)

Following a similar logic as in the proof of (1), we have

$$0 \in \partial_{\theta_j}F(W^t, U^t), \text{ and } 0 \in \partial_{U_j}F(W^t, U^t) \text{ implies that } 0 \in \partial_{\theta_j}\tilde{F}(W^t, U^t), \text{ and } 0 \in \partial_{U_j}\tilde{F}(W^t, U^t)$$

Then (2) and (3) could be proved in a similar way with Thm. 4 and Lem. 1.
APPENDIX D
PROOF OF THE GROUPING EFFECT

Lemma 2. (a) Assume that for all $\infty > \kappa > 0$, $\sup_{\|W\|_F \leq \kappa} \|\nabla W J(W)\|_\infty \leq \omega(\kappa) < \infty$. If Alg. 1 terminates at the $T$-th iteration, we have:

$$\text{Supp}(W^T) \subseteq \{(i, j) : \|f_i^T - f_{d+j}^T\|^2 < \delta_1\}$$  \hspace{1cm} (85)

where

$$\delta_1 = \frac{C}{\alpha_1} \cdot \left(C_0 + \frac{\omega(C_0)}{C}\right) = \frac{C}{\alpha_1} \kappa_0, \quad C_0 = \left(\frac{2}{\alpha_2} \cdot \epsilon_T - 1\right)^{1/2}.$$

(b) If $\min_{(i,j)} |\hat{W}_{i,j}^T| \geq \delta_0 > 0$, we have:

$$\{(i, j) : \|f_i^T - f_{d+j}^T\|^2 < \delta_2\} \subseteq \text{Supp}(W^T)$$  \hspace{1cm} (86)

where $\delta_2 = \frac{C}{\alpha_1} \cdot \delta_0$.

Proof of (a):

Since $\hat{W}_{i,j}^T = W_{i,j}^T - \left(\frac{\nabla W J(W_{i,j}^{T-1})}{C}\right)_{i,j}$, and by assumption $\sup_{\|W\|_F \leq \kappa} \|\nabla W J(W)\|_\infty \leq \omega(\kappa) < \infty$, we have:

$$|\hat{W}_{i,j}^T| \leq \left(\max_{(i,j)} |W_{i,j}^{T-1}| + \frac{\omega(C_0)}{C}\right).$$

Moreover, we have:

$$\max_{(i,j)} |W_{i,j}^{T-1}| \leq \sqrt{\frac{2}{\alpha_2}} \cdot \epsilon_T = C_0, \quad \max_{(i,j)} |\hat{W}_{i,j}^T| \leq \kappa_0.$$

Since $W^T \leftarrow \text{sgn}(\hat{W}^T) \left(\left|\hat{W}^T\right| - \frac{\alpha_1}{C+\alpha_2} D^T\right)$, when $(i, j) \in \text{Supp}(W^T)$, we have:

$$\|f_i^T - f_{d+j}^T\|^2 = D_{i,j}^T \leq \frac{C}{\alpha_1} \cdot |\hat{W}_{i,j}^T| \leq \frac{C}{\alpha_1} \cdot \left(\max_{(i,j)} |W_{i,j}^{T-1}| + \frac{\omega(C_0)}{C}\right) \leq \frac{C}{\alpha_1} \cdot \left(C_0 + \frac{\omega(C_0)}{C}\right) = \delta_1.$$

Proof of (b):

By assumption of (b), when $\frac{C}{\alpha_1} \delta_0 > D_{i,j}^T$, we have $|\hat{W}_{i,j}^T| > \frac{\alpha_1}{C+\alpha_2} D_{i,j}^T$, which suggests that $|W_{i,j}^T| > 0$ according to Alg.1.

Lemma 3. [71, Lem.1] Let $X$ and $Y$ be two orthogonal matrices of $\mathbb{R}^{n \times n}$. Let $X = [X_0, X_1]$ and $Y = [Y_0, Y_1]$, where $X_0$ and $Y_0$ are the first $K$ columns of $X$ and $Y$, respectively. Then, we have:

$$\|X_0 X_0^T - Y_0 Y_0^T\|_F \leq \sqrt{2} \|X_0^T Y_1\|_F.$$

(87)

Lemma 4 (sine $\Theta$). [73, Thm.1] Let $\Sigma, \Sigma$ be symmetric with eigenvalues $\lambda_1 \geq \cdots \geq \lambda_p$ and $\tilde{\lambda}_1 \cdots \tilde{\lambda}_p$, respectively. Fix $1 \leq K \leq p$, and let $X_0 = [v_1, v_2, \cdots, v_K] \in \mathbb{R}^{p \times K}$ and $Y_0 = [v_1, v_2, \cdots, v_K]$ and let $X_1 = [v_{K+1}, \cdots, v_p]$ and $Y_1 = [v_{K+1}, \cdots, v_p]$. For $1 \leq j \leq p$, we have $\Sigma v_j = \lambda_j v_j$ and $\Sigma v_j = \tilde{\lambda}_j v_j$. If $\delta = |\lambda_{K+1} - \lambda_K| > 0$, we have:

$$\|X_0 Y_1\|_F \leq \|\Sigma - \tilde{\Sigma}\|_F.$$  \hspace{1cm} (88)

Proof of Theorem 6.

Let $L_{G_{b1}}^T$ and $L_{G_{b1}}^*$ be the corresponding graph Laplacian matrices for bipartite graphs $G^T$ and $G^*$. Let $v_1^T \cdots v_k^T$, and $v_1^* \cdots v_k^*$ be the bottom $k$ eigenvectors of $L_{G_{b1}}^T$ and $L_{G_{b1}}^*$, and let $V_k^T = [v_1^T \cdots v_k^T]$, $V_k^* = [v_1^* \cdots v_k^*]$, $U^T = V_k^T V_k^T$ and $U^* = V_k^* V_k^*$. According to Lem.3 and Lem.4, we have:

$$\max_{(i,j)} |U^T_{i,j} - U^*_{i,j}| \leq \|U^T - U^*\|_F \leq \frac{\sqrt{2} \|L_{G_{b1}}^T - L_{G_{b1}}^*\|_F}{\lambda_{K+1}(\lambda_{K+1})}.$$  \hspace{1cm} (89)

Since $W^T \in H_C$ and $W^* \in H_C$, we have:

$$\|L_{G_{b1}}^T - L_{G_{b1}}^*\|_F \leq (\sqrt{d+T} + \sqrt{2}) \cdot \|W^T - W^*\|_F \leq 2 \cdot (\sqrt{d+T} + \sqrt{2}) \cdot C_0.$$  \hspace{1cm} (90)
According to the definition of the spectral embeddings, we have:

\[
\max_{(i,j)} |D_{i,j}^T - D_{i,j}^*| \leq 4 \max_{(i,j)} |U_{i,j}^T - U_{i,j}^*| \leq 8 \sqrt{2} \cdot (\sqrt{d + T} + \sqrt{2}) \cdot \frac{C_0}{\lambda_{k+1}(L_{\text{cut}})} = 8 \sqrt{2} \xi. \tag{91}
\]

Equivalently, we have:

\[
D_{i,j}^* \in [D_{i,j}^* - 8 \sqrt{2} \xi, D_{i,j}^* + 8 \sqrt{2} \xi] \tag{92}
\]

Since \(G_{B1}^*\) has \(k\) connected components, we have

\[
D_{i,j}^* = \begin{cases} 
\frac{1}{n_\varphi (i)} + \frac{1}{n_\varphi (j)} \geq \frac{1}{n_1} + \frac{1}{n_2} = \beta, & \text{if } G^* (i) \neq G^* (j) \\
0, & \text{otherwise.}
\end{cases}
\]

By assumption, we have:

\[
\min_{(i,j):G (i) = G (j)} D_{i,j}^T \geq \beta - 8 \sqrt{2} \xi > 8 \sqrt{2} \xi \geq \max_{(i,j):G (i) = G (j)} D_{i,j}^T. \tag{93}
\]

For (a), since \(8 \sqrt{2} \xi < \delta_1 < \beta - 8 \sqrt{2} \xi\), we have:

\[
\{(i,j) : \|f_i^T - f_{d_{i,j}}^T\|_2^2 < \delta_1 \} = \{(i,j) : G (i) = G (j)\}
\]

For (b), since \(8 \sqrt{2} \xi < \min \{\delta_1, \delta_2\} \leq \max \{\delta_1, \delta_2\} < \beta - 8 \sqrt{2} \xi\), we have:

\[
\{(i,j) : \|f_i^T - f_{d_{i,j}}^T\|_2^2 < \delta_1 \} = \{(i,j) : \|f_i^T - f_{d_{i,j}}^T\|_2^2 < \delta_2 \} = \{(i,j) : G (i) = G (j)\}.
\]

The proof is then complete following Lem.2.

\[\Box\]

**APPENDIX E**

**THE OPTIMIZATION METHOD FOR THE PERSONALIZED ATTRIBUTE PREDICTION MODEL**

**E.1 Convergence analysis**

Now we prove that \(J = \sum_{i} \ell_i\) defined in Sec.5.1 of the main paper has Lipschitz continuous gradients. Note that in the following we will alternatively use three equivalent notations for the empirical loss: \(J, J(\Theta)\) and \(J(\Theta_c, \Theta_g, \Theta_p)\), with \(\Theta = [\Theta_c; \text{vec}(\Theta_g); \text{vec}(\Theta_p)]\). Now we prove that \(J\) has Lipschitz continuous gradients and a bound on the partial gradient w.r.t \(\Theta_g\) holds.

**Lemma 5.** If the data is bounded in the sense that:

\[\forall i, \|X (i)\|_2 = \vartheta_{X_i} < \infty, \ n_{+,i} \geq 1, \ n_{-,i} \geq 1.\]

(1) Given two arbitrary distinct parameters \(W, W'\), we have:

\[\|\nabla J(\Theta) - \nabla J(\Theta')\|_F \leq \vartheta_\Theta \Delta \Theta\]

(2) For all \(\infty > \xi_c > 0, \infty > \xi_g > 0, \infty > \xi_p > 0\), we have:

\[\sup_{\|\Theta_c\|_2 \leq \xi_c, \|\Theta_g\|_F \leq \xi_g, \|\Theta_p\|_F \leq \xi_p} \|\nabla_\Theta J\|_F \leq \kappa(\xi_c, \xi_g, \xi_p) \tag{94}\]

where \(\vartheta_\Theta = 3T \sqrt{2T + 1} \max_i \left\{ n_i \vartheta_{X_i} \left( \frac{n_i \vartheta_{X_i}}{n_{+,i} n_{-,i}} \right), \kappa(\xi_c, \xi_g, \xi_p) = \frac{n_i \vartheta_{X_i}}{\sqrt{n_{+,i} n_{-,i}}} \sum_{i=1}^{T} \left( \frac{\xi_c + \xi_g + \xi_p}{\sqrt{n_{+,i}} + 1} \right) \right\}, \Theta = [\Theta_c; \text{vec}(\Theta_g); \text{vec}(\Theta_p)], \Theta' = [\Theta'; \text{vec}(\Theta'_g); \text{vec}(\Theta'_p)], \Delta \Theta = \|\Theta - \Theta'\|.

**Proof.**

**proof of (1)**

Denote

\[dL_i = X (i)^T L_{\text{AVC}}^{(i)} X (i) (W (i) - W'^{(i)}), \ d_c = \nabla_{\Theta_c} J(\Theta) - \nabla_{\Theta_c} J(\Theta'), \ d_g^{(i)} = \nabla_{\Theta_g^{(i)}} J(\Theta) - \nabla_{\Theta_g^{(i)}} J(\Theta'), \ d_p^{(i)} = \nabla_{\Theta_p^{(i)}} J(\Theta) - \nabla_{\Theta_p^{(i)}} J(\Theta').\]

Note that:

\[W^{(i)} = \Theta_c + \Theta_g^{(i)} + \Theta_p^{(i)}, \ W'^{(i)} = \Theta_c' + \Theta_g'^{(i)} + \Theta_p'^{(i)}\]
It thus follows that
\[
\|\nabla J(\Theta) - \nabla J(\Theta')\| = \left(\|d_c\|^2 + \sum_i \|d_g^{(i)}\|^2 + \sum_i \|d_p^{(i)}\|^2\right)^{1/2} \\
\leq \|d_c\| + \sum_i \|d_g^{(i)}\| + \sum_i \|d_p^{(i)}\| \\
= \|\sum_{i=1}^T dL_i\| + 2\sum_{i=1}^T |dL_i| \\
\leq 3C_{\text{max}} \sum_{i=1}^T \|W^{(i)} - W^{(i)}\| \\
\leq 3C_{\text{max}} T \left(\|\Theta_c - \Theta'_c\| + \sum_{i=1}^T \|\Theta_g^{(i)} - \Theta'_g^{(i)}\| + \sum_{i=1}^T \|\Theta_p^{(i)} - \Theta'_p^{(i)}\|\right) \\
\leq 3C_{\text{max}} T \sqrt{2T + 1} \|\Theta - \Theta'\| \\
\tag{95}
\]
where
\[C_{\text{max}} = \max_i \left(\|X^{(i)}\| \mathcal{L}_{\text{AUC}}^{(i)} X^{(i)}\|_2\right).
\]
To prove the last inequality, we have:
\[\forall i, \|X^{(i)}\| \mathcal{L}_{\text{AUC}}^{(i)} X^{(i)}\|_2 \leq \|X^{(i)}\|_2 \mathcal{L}_{\text{AUC}}^{(i)}\|_2. \tag{96}\]
and according to Thm. 3.3 of [75], we have:
\[\|\mathcal{L}_{\text{AUC}}^{(i)}\|_2 = \frac{n_i}{n_{+i}n_{-i}}. \tag{97}\]
Combining (96) and (97), the last inequality holds, thus we complete the proof of (1).

\textbf{proof of (2)}

Omitting the subscript in the supremum, we have :
\[
\sup_{\Theta} \|\nabla_{\Theta} J\|_F \leq \sum_{i=1}^T \sup_{\Theta} \|\nabla_{\Theta^{(i)}} J\|_2 \\
\leq \sum_{i=1}^T \sup_{\Theta} \|X^{(i)}\| \mathcal{L}_{\text{AUC}}^{(i)} X^{(i)}\|_2 \cdot \|W^{(i)}\|_2 + \|X^{(i)}\| \mathcal{L}_{\text{AUC}}^{(i)}\|_2 \cdot \|\gamma^{(i)}\|_2 \\
\leq \frac{n_i \theta_{\text{X}}}{{n_{+i}n_{-i}}} \sum_{i=1}^T \left(\xi_c + \xi_g + \xi_p\right) + 1 = \alpha(x_c, x_g, x_p).
\tag{98}\]

Similar to the (P) problem, here we define a surrogate problem for (Q), which is named as (Q*)
\[
\left(\text{Q}^*\right) \min_{\Theta, U \in \Theta} J(\Theta_c, \Theta_g, \Theta_p) + \frac{\alpha_1}{2} \|\Theta_c\|_2^2 + \alpha_2 \|\Theta_g\|_2^2 + \alpha_3 \|\Theta_p\|_F^2 + \alpha_4 \|\Theta_p\|_1.2 + \frac{\alpha_5}{2} \|U\|_F^2.
\tag{99}\]
Moreover, we denote the surrogate objective function:
\[F(\Theta_c, \Theta_g, \Theta_p, U) = \tilde{F}(\Theta_c, \Theta_g, \Theta_p, U) + \frac{\alpha_5}{2} \|U\|_F^2.
\]
Obviously, we could use an algorithm similar to Alg. 2 to solve this problem, which enjoys the following properties.

\textbf{Lemma 6.} Denote by $F_t = F(\Theta_c^t, \Theta_g^t, \Theta_p^t, U^t)$ and denote by $(\Theta_c^t, \Theta_g^t, \Theta_p^t, U^t)$ the parameter obtained at iteration $t$, picking $C \geq \rho_0, 0 < \alpha_5 < 2C \min_t \tilde{\delta}(C_{\text{max}}) < +\infty$, the following properties holds:

(1) the sequence \{F_t\} is non-increasing in the sense that:
\[
F_{t+1} \leq F_t - \min \left\{ \left\{ \frac{C - \rho_0}{2}, \alpha_5 \right\} \cdot \left(\|\Delta(\Theta_c^t)\|_2^2 + \|\Delta(\Theta_g^t)\|_2^2 + \|\Delta(\Theta_p^t)\|_F^2 + \|\Delta(U^t)\|_F^2\right)\right\}, \\
\text{where } \Delta(\Theta_c^t) = \Theta_c^{t+1} - \Theta_c^t, \Delta(\Theta_g^t) = \Theta_g^{t+1} - \Theta_g^t, \Delta(\Theta_p^t) = \Theta_p^{t+1} - \Theta_p^t, \Delta(U^t) = U^{t+1} - U^t.
\]
There exist a subsequence of \( \{ \Theta_c^{k_i}, \Theta_g^{k_j}, \Theta_p^{k_j}, U^{k_j} \} \) with a limit point \( \{ \Theta_c^*, \Theta_g^*, \Theta_p^*, U^* \} \), such that
\[
\{ \Theta_c^{k_i}, \Theta_g^{k_j}, \Theta_p^{k_j}, U^{k_j} \} \rightarrow \{ \Theta_c^*, \Theta_g^*, \Theta_p^*, U^* \}, \quad \text{and} \quad F(\Theta_c^{k_i}, \Theta_g^{k_j}, \Theta_p^{k_j}, U^{k_j}) \rightarrow F(\Theta_c^*, \Theta_g^*, \Theta_p^*, U^*). 
\]
(4) \( F(\cdot, \cdot, \cdot, \cdot) \) is a KL function.
(5) The subgradient satisfies:
\[
\text{dist}(0, \partial_\Theta F(\Theta_c^t, \Theta_g^t, \Theta_p^t, U^t)) \leq \left[ 3 \cdot (C + \varrho_\Theta) + \alpha_1 (\sqrt{d} + \sqrt{T} + 2) \right] \cdot \| \Theta^t - \Theta^{t-1} \|^2.
\] (100)

**Proof.** Notice that, since \( \nabla J \) is \( \varrho_\Theta \)-Lipschitz continuous, the following relation holds:
\[
J_{t+1} \leq J_t + \langle \nabla \Theta_c J_t, \Delta(\Theta_c^t) \rangle + \langle \nabla \Theta_g J_t, \Delta(\Theta_g^t) \rangle + \langle \nabla \Theta_p J_t, \Delta(\Theta_p^t) \rangle + \frac{\varrho_\Theta}{2} \cdot \left[ \| \Delta(\Theta_c^t) \|^2_F + \| \Delta(\Theta_g^t) \|^2_F + \| \Delta(\Theta_p^t) \|^2_F \right].
\] (101)
The proof of (1) is similar to that of Lem. 1 with Eq.(101) and the strong convexity of the subproblems. The proof of (2) is similar with the proof of (2) in Lem. 1, with the optimality condition for each subproblem. The proof of (3) is similar as the proof of (3) of Lem. 1 with the Bolzano-Weierstrass theorem, the optimality condition for each subproblem and fact that the chosen loss is continuous and lower bounded away from 0.

Since the loss function \( J \) is a polynomial function with respect to \( \Theta_c, \Theta_g, \Theta_p \), we have \( J \) is definable. Similarly, we have \( \| \Theta_c \|^2 \) is definable. According to [32], we know that \( \| \Theta_g \|_{1,2} \) is also definable. Combining with the proof in Lem. 1, we know \( F(\cdot, \cdot, \cdot, \cdot) \) is definable and thus a KL function, which ends the proof of (4).

**Proof of Theorem 7.** The proof follows Lem. 6, and the proof of Thm. 4 and Thm. 5.

Finally, one can easily extend the proof of Thm. 6 to proof Thm. 8.

**Proof of Theorem 8.** The proof follows Lem. 5-(2) and the proof of Thm. 6. One only need to notice that, since \( \tilde{F}_1 \) is non-increasing, we have:
\[
\| \Theta_c^t \|_F \leq \sqrt{\frac{F_0}{\alpha_3}}, \quad \| \Theta_g^t \|_F \leq \sqrt{\frac{F_0}{\alpha_2}}, \quad \| \Theta_p^t \|_F \leq \| \Theta_p^t \|_{1,2} \leq 2 \cdot \sqrt{\frac{\tilde{F}_0}{\alpha_4}}.
\] (102)