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Abstract

By treating generators of the reflection equation algebra corresponding to a Hecke symmetry as quantum analogs of vector fields, we exhibit the corresponding Leibniz rule via the so-called quantum doubles. The role of the function algebra in such a double is attributed to another copy of the reflection equation algebra. We consider two types of quantum doubles: these giving rise to the quantum analogs of left vector fields acting on the function algebra and those giving rise to quantum analogs of the adjoint vector fields acting on the same algebra. Also, we introduce quantum partial derivatives in the generators of the reflection equation algebra and then at the limit \( q \to 1 \) we get quantum partial derivatives on the enveloping algebra \( U(gl_N) \) as well as on a certain its extension.

1 Introduction

The central problem of any attempt to generalize the notion of a vector field on a manifold is the definition of the corresponding generalized Leibniz rule. Thus, the Leibniz rule for super-fields acting on a super-variety should take into account the parity of all elements involved. Such super-fields generate super-Lie algebras. In the late 80’s one of the authors introduced analogs of Lie algebras, associated with involutive symmetries, that is braidings \( R : V \otimes 2 \to V \otimes 2 \), such that \( R^2 = I \otimes I \) (see [G] and references therein). Hereafter, \( V \) is a vector space of dimension \( N \)
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Recall that by a braiding we mean a linear operator \( R : V \otimes 2 \to V \otimes 2 \) subject to the so-called braid relation

\[
(R \otimes I)(I \otimes R)(R \otimes I) = (I \otimes R)(R \otimes I)(I \otimes R).
\]

1
over the field $\mathbb{C}$ and $I$ is the identity operator in $V$ or the $N \times N$ unit matrix. The Leibniz rule for the corresponding vector fields was also introduced via such symmetries.

Latter it became clear that many aspects of this approach can be formulated in terms of the so-called reflection equation (RE) algebras, associated with Hecke symmetries, that is braidings $R$ such that

$$R^2 = I \otimes I + (q - q^{-1})R, \quad q \in \mathbb{C} \setminus \{\pm 1, 0\}. \quad (1.1)$$

With a given Hecke symmetry $R$ we associate two forms of the RE algebra: the non-modified $L(R)$ and modified $\hat{L}(R)$ ones. They are respectively generated by entries of the matrices

$$L = (l^I_i)_{1 \leq i,j \leq N} \text{ and } \hat{L} = (\hat{l}^I_i)_{1 \leq i,j \leq N},$$

which are subject to the systems of relations

$$R_{12} L_{12} L_1 - L_1 R_{12} L_1 R_{12} = 0, \quad (1.2)$$

$$R_{12} \hat{L}_{12} \hat{L}_1 - \hat{L}_1 R_{12} \hat{L}_1 R_{12} = R_{12} \hat{L}_1 - \hat{L}_1 R_{12}, \quad (1.3)$$

where $L_1 = L \otimes I$ and similarly for all other matrices.

Note that these algebras are isomorphic to each other. Their isomorphism can be established by the following relation on the generating matrices $L$ and $\hat{L}$:

$$L = I - (q - q^{-1}) \hat{L}. \quad (1.4)$$

Thus, in fact, we are dealing with one algebra realized in two different sets of generators: $\{l^I_i\}$ and $\{\hat{l}^I_i\}$. Observe that the isomorphism (1.4) fails at $q = \pm 1$. If a Hecke symmetry $R$ is a deformation of the usual flip $P$, then at the limit $q \to 1$ the algebra $L(R)$ tends to $\text{Sym}(gl_N)$, whereas $\hat{L}(R)$ tends to the algebra $U(gl_N)$.

The generators of the RE algebra (modified or not) are usually considered as quantum (or braided) analogs of the classical vector fields. Habitually, the role of the function algebra is played by the corresponding RTT algebra (see [IP] and references therein). In [GPS2, GPS3] we suggested a different version of the quantum calculus, in which the role of the function algebra was played by another copy of the RE algebra or by an algebra, generated by the space $V$ or its dual $V^*$.

All these examples can be included into the family of the so-called quantum doubles. By a quantum double we mean a couple of associative algebras $(A, B)$ endowed with a permutation map $\sigma : A \otimes B \to B \otimes A$, satisfying a set of certain axioms (see the next section). On the base of this map one can introduce the structure of a unital associative algebra on the linear space $B \otimes A$. If the algebra $A$ is endowed with an algebra homomorphism $\varepsilon_A : A \to \mathbb{C}$, then it is possible to define an action of the algebra $A$ onto $B$ (see formula (2.2) below) and this action will be compatible with the algebraic structures of both components.

The objective of this article is two-folded. First, we compare two quantum doubles, giving rise to quantum analogs of the left vector fields and to quantum analogs of the adjoint vector fields. These quantum vector fields act on the RE algebra, which plays the role of the function algebra $\text{Sym}(gl_N)$. This construction is exhibited in Section 2 in terms of quantum doubles.

Second, we discuss some applications of these two classes of quantum vector fields. Namely, in Section 3 we consider invariant differential operators, corresponding to the central elements of the RE algebra and represented by the quantum left vector fields, and formulate a conjecture on their spectrum.

In Section 4 we establish a series of matrix Capelli identities which are quantum generalizations of results by A.Okounkov (see [Ok1, Ok2]). These generalizations are based on the quantum analogs of the partial derivatives in the generators of an RE algebra, defined in Section 2. Moreover, in Section 6 we get analogs of the partial derivatives on the enveloping algebra $U(gl_N)$ by passing to the limit $q \to 1$ in the corresponding structures of the RE algebra. As for the quantum adjoint vector fields, we show that they can be reduced to the so-called “quantum orbits”, which are some quotients of the RE algebras. This is done in Section 5.
2 Quantum doubles and partial derivatives

Definition 1 A couple \((A, B)\) of unital associative algebras \(A\) and \(B\) is called an associative double if it is equipped with a linear invertible permutation map

\[ \sigma : A \otimes B \to B \otimes A, \]

which meets the following requirements:

\[
\begin{align*}
\sigma \circ (\mu_A \otimes \text{id}_B) &= (\text{id}_B \otimes \mu_A) \circ \sigma_{12} \circ \sigma_{23} \quad \text{on} \quad A \otimes A \otimes B, \\
\sigma \circ (\text{id}_A \otimes \mu_B) &= (\mu_B \otimes \text{id}_A) \circ \sigma_{23} \circ \sigma_{12} \quad \text{on} \quad A \otimes B \otimes B, \\
\sigma(1_A \otimes b) &= b \otimes 1_A, \quad \sigma(a \otimes 1_B) = 1_B \otimes a \quad \forall a \in A, \forall b \in B.
\end{align*}
\]

Here \(\mu_A : A \otimes A \to A\) is the multiplication in the algebra \(A\), \(1_A\) is its unit element, and similarly for \(B\).

In general, if the algebras \(A\) and \(B\) are introduced via relations on their generators, the verification of the above properties reduces to checking that the map \(\sigma\) preserves the ideals defining these algebras. In this sense we say that the defining relations of both algebras are compatible with the permutation map \(\sigma\).

Note, that an obvious and well-known example of such a permutation map is the flip \(\sigma = P\):

\[ P(a \otimes b) = b \otimes a \quad \forall a \in A, b \in B. \]

If the permutation map \(\sigma\) is not a flip (or a super flip), we call the corresponding double a quantum double (QD).

By means of the permutation map \(\sigma\) we can introduce a unital associative algebra which is isomorphic as a vector space to the tensor product \(B \otimes A\). For this we consider a free tensor algebra \(T(A \oplus B)\) and take its quotient over an ideal generated by the multiplication rules in \(A\), \(B\) and by elements \(a \otimes b - \sigma(a \otimes b)\), \(\forall a \in A, \forall b \in B\). So, in the quotient algebra the following relations take place:

\[ a \otimes b = \sigma(a \otimes b). \tag{2.1} \]

Below the equalities (2.1) will be referred to as the permutation relations.

Moreover, if the algebra \(A\) is equipped with an algebra homomorphism \(\varepsilon_A : A \to \mathbb{C}\), then it becomes possible to define a linear action \(\triangleright : A \otimes B \to B\) of the algebra \(A\) onto \(B\):

\[ a \triangleright b := (\text{id}_B \otimes \varepsilon_A)\sigma(a \otimes b), \quad \forall a \in A, b \in B. \tag{2.2} \]

Note, that due to requirements imposed on the map \(\sigma\) this action defines a representation of the algebra \(A\) in the algebra \(B\).

Consider now two examples of the QD which are of the main interest for us. As the first example we consider the QD \((A, B)\) of two RE algebras \(A = \hat{L}(R)\) and \(B = M(R)\) equipped with the following permutation map

\[ \sigma : R_{12} \hat{L}_1 R_{12} \otimes M_1 \to M_1 \otimes R_{12} \hat{L}_1 R_{12}^{-1} + R_{12} M_1 \otimes 1_A. \tag{2.3} \]

Consequently, the corresponding permutation relations are (from now on we omit the tensor product signs and the unit elements):

\[ R_{12} \hat{L}_1 R_{12} M_1 = M_1 R_{12} \hat{L}_1 R_{12}^{-1} + R_{12} M_1. \tag{2.4} \]
This QD was introduced in [GPS2, GPS3]. The modified RE algebra \( A = \hat{\mathcal{L}}(R) \) admits a homomorphism \( \varepsilon: \hat{\mathcal{L}}(R) \to \mathbb{C} \) which on generators of \( \hat{\mathcal{L}}(R) \) is defined as \( \varepsilon(\hat{L}) = 0, \varepsilon(1_A) = 1 \). Then, in accordance with (2.2) we get the action of the algebra \( \hat{\mathcal{L}}(R) \) onto \( \mathcal{M}(R) \):

\[
\hat{L}_1R_{12} \triangleright M_1 = M_1.
\]

Note, that if we replace the Hecke symmetry \( R \) to the flip \( P \) in the permutation map (2.3), then the above action acquires the meaning of the left action of the enveloping algebra \( U(gl_N) \) onto the commutative algebra \( \text{Sym}(gl_N) \).

Using the change (1.4) of the generating matrices, we can pass from the QD \( (\hat{\mathcal{L}}(R), \mathcal{M}(R)) \) to that \( (\mathcal{L}(R), \mathcal{M}(R)) \). The permutation relations in the latter QD take the form

\[
R_{12}L_1R_{12}M_1 = M_1R_{12}L_1R_{12}^{-1}.
\]

Since \( \varepsilon(L) = I \) we get the action

\[
L_1R_{12} \triangleright M_1 = R_{12}^{-1}M_1.
\]

From the technical point of view this form of the QD is easier to deal with, so we use it below for a study of invariant operators.

As the second example consider the QD \( (\hat{\mathcal{L}}(R), \mathcal{M}(R)) \) composed of the same algebras but equipped with another permutation map \( \hat{\sigma} \) leading to the following permutation relations:

\[
R_{12}\hat{L}_1R_{12}M_1 - M_1R_{12}\hat{L}_1R_{12} = R_{12}M_1 - M_1R_{12}.
\]

With the homomorphism \( \varepsilon(\hat{L}) = 0 \) we get the action of the form:

\[
\hat{L}_1R_{12} \triangleright M_1 = M_1 - R_{12}^{-1}M_1R_{12}.
\]

Now, if we pass to the classical limit, assuming that \( R \) tends to \( P \), the above action again turns into the action of the enveloping algebra \( U(gl_N) \) onto commutative algebra \( \text{Sym}(gl_N) \) but the generators of enveloping algebra should be realized as the adjoint vector fields.

Here, we can also express \( \hat{L} \) via \( L \) by means of the relation (1.4). Then we get a QD \( (\mathcal{L}(R), \mathcal{M}(R)) \), equipped with the permutation relations of the form:

\[
R_{12}L_1R_{12}M_1 = M_1R_{12}L_1R_{12}.
\]

As for the homomorphism \( \varepsilon \), we always put \( \varepsilon(L) = I \) for the generating matrix of the RE algebra \( \mathcal{L}(R) \) and \( \varepsilon(\hat{L}) = 0 \) for that of the modified RE algebra \( \hat{\mathcal{L}}(R) \).

Now, we go back to the QD \( (\hat{\mathcal{L}}(R), \mathcal{M}(R)) \) equipped with the permutation relations (2.4). As was shown in [GPS3], the matrix \( D = \|\partial_i^\beta\| \), defined by \( D = M^{-1}\hat{L} \) satisfies the matrix relations:

\[
R_{12}^{-1}D_1R_{12}^{-1}D_1 = D_1R_{12}^{-1}D_1R_{12}^{-1}
\]

and

\[
D_1R_{12}M_1R_{12} = R_{12}M_1R_{12}^{-1}D_1 + R_{12}.
\]

The entries of the matrix \( D \) generate an RE algebra \( D(R^{-1}) \) which forms a QD with the algebra \( \mathcal{M}(R) \), equipped with the permutation relations (2.9). To define the action of \( D(R^{-1}) \) onto \( \mathcal{M}(R) \) we put \( \varepsilon(D) = 0 \).

\footnote{We assume the realization of \( U(gl_N) \) as an algebra of right invariant differential operators on \( \text{Sym}(gl_N) \).}

\footnote{Observe that \( R^{-1} \) is a braiding, subject to the Hecke condition with \( q \) replaced by \( q^{-1} \).}
We treat the entries of the matrix $D$ as quantum analogs of the usual partial derivatives and call them quantum partial derivatives (QPD). This treatment is motivated by the fact that if $R = P$ the generators $m_i^j$ become commutative and the entries of the matrix $D$ become the partial derivatives $\partial_i^j = \partial/\partial m_i^j$ while the permutation relations (2.9) turn into the classical Leibniz rules. The QD $(\mathcal{D}(R^{-1}), \mathcal{M}(R))$ becomes the Heisenberg-Weyl algebra with the coordinates $(m_i^j)_{1 \leq i,j \leq N}$ and the corresponding partial derivatives $(\partial_i^j)_{1 \leq i,j \leq N}$.

In the last section the QD $(\mathcal{D}(R^{-1}), \mathcal{M}(R))$ will be used for a definition of analogs of the partial derivatives on the enveloping algebra $U(gl_N)$.

We complete this section with one more example of a QD. Let us take $A = \mathcal{L}(R)$ again. As the algebra $B$ we choose the free tensor algebra $T(V)$ of the space $V$. Define the permutation relations as follows:

$$R_{12}L_1R_{12} x_1 = x_1L_2. \quad (2.10)$$

On taking $\varepsilon(L) = I$, we get the action $L_1R_{12} \triangleright x_1 = R_{12}^{-1} x_1$. Note that the permutation relations (2.10) can be reduced to the $R$-symmetric and $R$-skew-symmetric algebras of $V$ defined respectively by

$$\text{Sym}_R(V) = T(V)/\langle \text{Im}(qI - R) \rangle, \quad \Lambda_R(V) = T(V)/\langle \text{Im}(q^{-1}I + R) \rangle.$$

3 Quantum left vector fields and the invariant operators

Let $\hat{L}$ be the generating matrix of the enveloping algebra $U(gl_N)$, that is the matrix $\hat{L}$ meets the relation (1.3) with $R = P$. It is well known that for all integers $k \geq 1$ the power sums $\text{Tr} \hat{L}^k$ belong to the center of $U(gl_N)$. Therefore, by the Schur lemma in any irreducible finite dimensional $U(gl_N)$-module $V$ the images of $\text{Tr} \hat{L}^k$ are scalar operators. Note that any such a module $V_\lambda$ is labelled by a partition $\lambda = (\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N)$. The eigenvalues of the mentioned scalar operators were computed in [PP].

Let us recall a way of constructing the $U(gl_N)$-modules $V_\lambda$. We start from the finite dimensional complex vector space $V$, $\dim C V = N$. In this space the standard irreducible fundamental vector representation is realized.

Then for any integer $k \geq 1$ we consider the tensor power $V^{\otimes k}$. This space is decomposed into the direct sum of irreducible $U(gl_N)$-modules:

$$V^{\otimes k} = \bigoplus_{\lambda \vdash k} P_{\lambda} V^{\otimes k}.$$

Here $T_\lambda$ denotes a standard Young table of the Young diagram, corresponding to a partition $\lambda \vdash k$. The orthonormal projection operators $P_{\lambda}$ are images of primitive idempotents $E_{T_\lambda}$ of the group algebra $\mathbb{C}[S_k]$ of the symmetric group $S_k$ under the representation of $S_k$ in $V^{\otimes k}$ where elements of the group $S_k$ act by permutations of factors of the tensor product $V^{\otimes k}$.

The subspaces $V_{T_\lambda} = P_{T_\lambda} V^{\otimes k}$ are irreducible $U(gl_N)$-modules. For different tables $T_\lambda$ and $T'_\lambda$ of the same diagram $\lambda$ these modules are isomorphic to each other and can be treated as different embbedings of the module $V_\lambda$ into the space $V^{\otimes k}$:

$$V_{T_\lambda} \simeq V_{T'_\lambda} \simeq V_\lambda.$$

In what follows we assume the Hecke symmetry $R$ to be a deformation of the usual flip. In this case the corresponding modified RE algebra $\hat{\mathcal{L}}(R)$ is a deformation of the enveloping algebra $U(gl_N)$. Moreover, the category of finite dimensional $U(gl_N)$-modules can be also deformed into that of $\hat{\mathcal{L}}(R)$-modules. Irreducible objects of this category can be constructed in the same way with the use of the Hecke algebras $H_k(q)$ instead of $\mathbb{C}[S_k]$. Namely, for a generic $q$ in
the Hecke algebra $H_k(q)$ there are analogous idempotents $E_{T\lambda}$ (we keep the same notation for them) such that $P_{T\lambda}(R)V^{\otimes k}$ are irreducible $\hat{L}(R)$-modules. Here $P_{T\lambda}(R) = \rho_R(E_{T\lambda})$ and $\rho_R : H_k(q) \to \text{End}(V^{\otimes k})$ is an $R$-matrix representation of the Hecke algebra in the space $V^{\otimes k}$. This representation sends an Artin generator $\tau_i$ of the Hecke algebra to $R_i = I^{\otimes(i-1)} \otimes R \otimes I^{\otimes(k-i+1)}$. We refer the reader to ([GPS1]) for detail and to [OP] for an explicit construction of the primitive idempotents $E_{T\lambda}$ in the Hecke algebra.

An important role in the theory of the Hecke algebras belongs to the so-called Jusys-Murphy elements which generates the maximal commutative subagebra in the Hecke algebra $H_k(q)$. In the $R$-matrix representation they form a set of mutually commutative linear operators $J_i$, $1 \leq i \leq k$, in the space $V^{\otimes k}$:

$$J_1 = \text{Id}_{V^{\otimes k}}, \quad J_i = R_{i-1} J_{i-1} R_{i-1}, \quad 2 \leq i \leq k.$$ 

Introduce also the notation for some “matrix copies” of the generating matrix $L$:

$$L_T = L_{\lambda} = L_1, \quad L_{\kappa} = R_{k-1} L_{k-1}^{-1} R_{k-1}, \quad L_k = R_{k-1} L_{k-1} R_{k-1}.$$ 

With the above notation we can write the action (2.6) in the form:

$$L_2 \triangleright M_1 = J_2^{-1} M_1. \quad (3.1)$$ 

On applying the permutation relations (2.5) one can generalize this formula on arbitrary “monomials” in generators of $\mathcal{M}(R)$:

$$L_{k+1} \triangleright M_1 \ldots M_k = J_{k+1}^{-1} M_1 \ldots M_k. \quad (3.2)$$ 

Calculating the $R$-trace at the $(k + 1)$-th space and taking into account the formula

$$\text{Tr}_{R(k+1)} X_{k+1} = \text{Tr}_{R(k+1)} X_{k+1} = I_{1 \ldots k} \text{Tr}_R X, \quad (3.3)$$

where $X$ is an arbitrary $N \times N$ matrix, we get the following claim (see [S]).

**Proposition 2** Let $\lambda \vdash k$ be a partition and $T_{\lambda}$ be a standard Young table corresponding to the Young diagram of the partition $\lambda$. Then the following relation holds

$$\text{Tr}_R L \triangleright P_{T_{\lambda}}(R) M_1 M_2 \ldots M_k = \chi_{\lambda}(\text{Tr}_R L) P_{T_{\lambda}}(R) M_1 M_2 \ldots M_k,$$ 

where

$$\chi_{\lambda}(\text{Tr}_R L) = \frac{N q}{q^{2N}} - \nu \sum_{i=1}^{k} q^{-c(i)}, \quad \nu = q - q^{-1}, \quad (3.5)$$

and the sum is taken over all boxes of the table $T_{\lambda}$. Here $c(i) = n - m$ is the content of the box in which the integer $i$ is located, that is $n$ (respectively $m$) is the number of the corresponding column (row).

Note that the symbol of the table $T$ in the notation $\chi_{\lambda}$ would be irrelevant since the right hand side of (3.5) actually depends only on the diagram $\lambda$ but not on the table.

**Remark 3** Let us point out that formula (3.2) is the matrix form of the action of the left quantum vector fields on the algebra $\mathcal{M}(R)$. In fact, it is similar to the action of the algebra $L(R)$ onto the free tensor algebra $T(V)$ considered at the end of the previous section. Namely, using the permutation relations (2.10) and the homomorphism $\varepsilon(L) = I$ we can get the action

$$L_{k+1} \triangleright x_1 \otimes \ldots \otimes x_k = J_{k+1}^{-1} x_1 \otimes \ldots \otimes x_k. \quad (3.6)$$

Evidently, a formula similar to (3.4) is also valid in this case.
We are interested in the spectral analysis of the invariant operators, that is these corresponding to the central elements of the algebra \( \mathcal{L}(R) \) acting onto \( \mathcal{M}(R) \). The proposition \(^2\) describes the spectrum of the operator \( \text{Tr}_R L \), corresponding to the lowest power sum.

Below, we consider some other examples of central elements and describe the spectrum of the corresponding operators in invariant subspaces \( \text{Im}(P_{\lambda_i}) \) extracted by the projection operators \( P_{\lambda_i}(R) \). Besides the higher power sums \( \text{Tr}_R L^k, k \geq 2 \), we are interested in the so-called quantum elementary symmetric polynomials \( e_k(L) \), which are defined by the formula:

\[
e_k(L) = \text{Tr}_{R(1\ldots k)}(A^{(k)}_1 L_1 L_2 \ldots L_k), \quad k \geq 1.
\]

Here \( A^{(k)} \) are the \( R \)-skew-symmetrizers introduced by the following recursion formula:

\[
A^{(1)} = I, \quad A^{(k)} = \frac{1}{k_q} A^{(k-1)} \left( q^{k-1} I - (k-1)_q R_{k-1} \right) A^{(k-1)}, \quad k \geq 2,
\]

where \( k_q = (q^k - q^{-k})/(q - q^{-1}) \) is a \( q \)-integer. Below we assume \( q^{2k} \neq 1 \) for all integer \( 2 \leq k \leq N \), and, therefore, \( k_q \neq 0 \). Any \( R \)-skew-symmetrizer \( A^{(k)}(R) \) is a particular case of the above idempotents \( P_{\lambda_i}(R) \), corresponding to one-column diagram \( \lambda = (1^k) \).

The elementary symmetric polynomials possess a natural and convenient parameterization in terms of the quantum eigenvalues \( \{\mu_i\}_{1 \leq i \leq N} \) of the generating matrix \( L \). These eigenvalues belong to an algebraic extension of the center of the RE algebra \( \mathcal{L}(R) \). They are defined via the quantum Cayley-Hamilton identity on the matrix \( L \):

\[
L^N - q e_1(L) L^{N-1} + q^2 e_2(L) L^{N-2} + \ldots + (-q)^N e_N(L) I = 0. \tag{3.7}
\]

Let us introduce \( N \) elements \( \mu_i, 1 \leq i \leq N \), which satisfy a system of \( N \) polynomial equations with central elements on the left hand side:

\[
q^k e_k(L) = \sum_{1 \leq i_1 < \ldots < i_k \leq N} \mu_{i_1} \ldots \mu_{i_k}, \quad 1 \leq k \leq N. \tag{3.8}
\]

The elements \( \mu_i \) are also assumed to be central. They are interpreted as quantum analogs of eigenvalues of the matrix \( L \) since in virtue of \((3.8)\) the Cayley-Hamilton identity \((3.7)\) can be rewritten in the following factorized form:

\[
\prod_{i=1}^{N} (L - \mu_i I) = 0. \tag{3.9}
\]

In terms of the quantum eigenvalues \( \mu_i \) one can express all central symmetric polynomials of the RE algebra — the power sums, the quantum Schur functions and so on (see \[GPS1\] \[GPS4\] for more detail). For example, the power sums in terms of quantum spectrum read:

\[
\text{Tr}_R L^k = \sum \mu_i^k d_i, \quad d_i = q^{-1} \prod_{j \neq i}^{N} \frac{\mu_i - q^{-2} \mu_j}{\mu_i - \mu_j}. \tag{3.10}
\]

Since the elements \( \mu_i \) are central, then in any irreducible \( \mathcal{L}(R) \)-module they are represented by scalar operators. These operators must be compatible with relations \((3.8)\). In the paper \[GPeS1\] we suggested the following conjecture\(^4\).

\(^4\)In the cited paper the conjecture was formulated for a wider class of Hecke symmetries, namely those of the bi-rank \((m|0)\). (For the notion of the bi-rank the reader is referred to \[GPS1\]) The Hecke symmetries we are dealing with in the present paper is of the bi-rank \((N|0)\).
Conjecture 4 In \( \mathcal{L}(R) \)-invariant subspaces \( V_{\lambda i} = \text{Im}P_{\lambda_i}(R) \) the central elements \( \mu_i \) \( 1 \leq i \leq N \) are represented (after a proper ordering) by the following scalar operators:

\[
\mu_i \mapsto \chi_{\lambda}(\mu_i) \text{Id}_{V_{\lambda i}}, \quad \chi_{\lambda}(\mu_i) = q^{-2(\lambda_i + N - i)},
\]

(3.11)

where \( \lambda_i \) are elements of a partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_N) \).

The representation (3.11) is compatible with the scalar operators corresponding to the quantum elementary symmetric polynomials \( e_k(L) \mapsto \chi_{\lambda}(e_k) \text{Id}_{V_{\lambda i}} \), that is:

\[
q^k \chi_{\lambda}(e_k) = \sum_{1 \leq i_1 < \ldots < i_k \leq N} \chi_{\lambda}(\mu_{i_1}) \ldots \chi_{\lambda}(\mu_{i_k}).
\]

For the lowest elementary symmetric polynomial \( e_1(L) = \text{Tr}_R(L) = q^{-1} \sum_i \mu_i \) this conjecture is easily verified with the use of (3.5). We have also checked it for \( e_2(L) \) by a direct computation.

Turn now to the modified RE algebra \( \hat{\mathcal{L}}(R) \) whose generators \( \hat{l}_i^j \) are treated as quantum analogs of the right-invariant vector fields. The corresponding Casimir operators are \( \text{Tr}_R \hat{l}_k^k \). The most convenient way to perform their spectral analysis is to introduce the quantum eigenvalues \( \hat{\mu}_i \) of the generating matrix \( \hat{L} \). Taking into account relation (1.4), we can rewrite the factorized Cayley-Hamilton identity (3.9) in the form of the matrix identity for \( \hat{L} \):

\[
\prod_{i=1}^N (L - \mu_i I) = 0 \quad \Rightarrow \quad \prod_{i=1}^N (\hat{L} - \hat{\mu}_i I) = 0,
\]

where the quantum eigenvalues \( \hat{\mu}_i \) of the generating matrix \( \hat{L} \) are connected with those of \( L \) by a linear shift:

\[
\mu_i = 1 - \nu \hat{\mu}_i, \quad \nu = q - q^{-1}.
\]

(3.12)

Here the symbol 1 stands for the unit element of the RE algebra.

As a direct consequence of (3.12) we obtain:

\[
\chi_{\lambda}(\hat{\mu}_k) = \frac{1 - q^{-2(\lambda_k + N - k)}}{q - q^{-1}} = q^{-(\lambda_k + N - k)}(\lambda_k + N - k), \quad 1 \leq k \leq N.
\]

By taking the limit \( q \to 1 \), we get the spectral values of \( U(gl_N) \) generating matrix \( \hat{L} \) in the irreducible module \( V_{\lambda} \):

\[
\chi_{\lambda}(\hat{\mu}_k) = \lambda_k + N - k, \quad 1 \leq k \leq N.
\]

Note that this is in the full agreement with the results of [PP].

4 Different forms of the Capelli identity

Consider the QD \( (\mathcal{D}(R^{-1}), \mathcal{M}(R)) \) of two RE algebras generated by the entries of matrices \( D \) and \( M \) and equipped with the permutation relations (2.9). Introduce the matrix \( \hat{L} = MD \). As was argued in Section 2, its entries generate the modified RE algebra \( \hat{\mathcal{L}}(R) \) and the permutation relations with entries of the matrix \( M \) are given by (2.1).

One of the remarkable properties of the QD under consideration are the following quantum matrix Capelli identities\(^5\).

Theorem 5 ([GPSS2]) For \( \forall k \geq 1 \) the following matrix identity takes place:

\[
A^{(k)} \hat{L}_T (\hat{L}_T + q I) \ldots (\hat{L}_T + q^{k-1}(k - 1)q I) A^{(k)} = q^{k(k-1)} A^{(k)} M_T \ldots M_T D_T \ldots D_T.
\]

(4.1)

\(^5\)If \( R \) is a deformation of the flip \( P \) then at the classical limit \( q \to 1 \) these identities transform into those presented in [Ok2].
Let us point out that identities (4.1) are valid for a wide class of the Hecke symmetries: to prove (4.1) one needs only the braid relation and the Hecke condition (1.1) on \( R \). If we impose some additional restrictions on \( R \) we can obtain further consequences of (4.1), namely, the quantum version of the determinant Capelli identity.

Thus, assume \( R \) to be a deformation of the usual flip \( P \), then the \( R \)-skew-symmetrizer \( A^{(N)}(R) \) is a unit rank projector

\[
\dim \text{Im} A^{(N)}(R) = 1 \tag{4.2}
\]

and \( A^{(N+1)}(R) \equiv 0 \) (recall that \( N = \dim V \)). A direct consequence of (4.2) is the existence of two tensors \( |u\rangle = \| u_{i_1i_2...i_N} \| \) and \( \langle v | = \| v^{i_1i_2...i_N} \| \) such that

\[
A^{(N)} = |u\rangle \otimes \langle v |, \quad \langle v | u\rangle = \sum_{\{i\}} v^{i_1i_2...i_N} u_{i_1i_2...i_N} = 1.
\]

The structure tensors \( |u\rangle \) and \( \langle v | \) allow one to define a quantum analog of the determinant for the generating matrix of the \( \hat{R} \) algebra. Namely, we set

\[
\det_R M = \langle v | M_1 M_2 \ldots M_N | u\rangle, \quad \det_{R^{-1}} D = \langle v | D_N \ldots D_2 D_1 | u\rangle.
\]

With these definitions we can formulate the following corollary of Theorem 5.

**Corollary 6** If \( R \) is a deformation of the flip \( P \), then the following quantum Capelli identity takes place:

\[
\text{Tr}_{R(1...N)} A^{(N)}(R) \hat{L}_{(R)} (\hat{L}_{(R)} + qI) \ldots (\hat{L}_{(R)} + q^{N-1}(N-1)qI) = q^{-N} \det_R M \det_{R^{-1}} D. \tag{4.3}
\]

**Remark 7** Note that this corollary remains valid mutatis mutandis if the initial Hecke symmetry \( R \) is of bi-rank \((m|0)\), \( m \leq N \), the corresponding examples were constructed in \([G]\). This condition means that rank \( A^{(m)} \) = 1 and \( A^{(m+1)} \) = 0. In this case we only have to replace \( N \) by \( m \) in formula (4.3), while the structure tensors \( |u\rangle \) and \( \langle v | \) should be extracted from the projector \( A^{(m)} \).

In conclusion of the section we note that another version of the quantum Capelli identity was suggested in \([NUW]\). This version is related to the RTT algebra and is valid for \( R \) coming from the \( \text{QG} \) \( U_q(sl_N) \).

## 5 Quantum adjoint vector fields and quantum orbits

In this section we deal with the \( \text{QD} \) \((\hat{L}(R), M(R))\), endowed with the permutation relations (2.7). Our main objective here is to show that the action of the modified \( \hat{R} \) algebra \( \hat{L}(R) \) on \( M(R) \) can be reduced onto some quotients of the algebra \( \hat{M}(R) \). These quotient algebras are treated as quantum analogs of the coordinate rings of the \( GL(N) \)-orbits in \( \text{gl}_N^* \). Observe that we employ the term “orbit” in a loose sense since even in the classical case these quotients are “orbits” for generic matrices \( \hat{L} \) generating the orbit. The question which quantum orbits can be considered as “generic” is discussed below. The generators \( \hat{L}_i \) are treated as quantum adjoint vector fields.

**Proposition 8** In the \( \text{QD} \) \((\hat{L}(R), M(R))\) the following relations hold for any integer \( k \geq 1 \)

\[
\hat{L} \text{Tr}_R(M^k) = \text{Tr}_R(M^k)\hat{L}
\]

and consequently

\[
\hat{L} \triangleright \text{Tr}_R M^k = 0. \tag{5.1}
\]

---

\(^6\)This means that the eigenvalues of the matrix are pairwise distinct.
Proof. Successively multiplying the both sides of matrix equality (2.7) by the matrix $M_1$ from the right and transforming the term $M_1R_{12} \hat{L}_1 R_{12} M_1$ with the use of (2.7) we come to the result:

$$R_{12} \hat{L}_1 R_{12} M_1^k - M_1^k R_{12} \hat{L}_1 R_{12} = R_{12} M_1^k - M_1^k R_{12}.$$

Then we multiply this equality by $R_{12}^{-1}$ from the left and right and apply the $R$-trace in the second space. These operations lead to the desired result in virtue of (3.3):

$$\hat{L}_1 \text{Tr}_R M^k - \text{Tr}_R M^k \hat{L}_1 = 0.$$

To get the action (5.1) we apply the homomorphism $\varepsilon(\hat{L}) = 0$ to the second term.

So, the quantum adjoint vector fields kill all elements $\text{Tr}_R M^k$. Note that these elements are central in the RE algebra $\cal M(R)$.

Now, consider the following quotient algebra:

$$\cal O(\alpha_1, \ldots, \alpha_N) = \cal M(R)/\langle \text{Tr}_R M - \alpha_1, \text{Tr}_R M^2 - \alpha_2, \ldots, \text{Tr}_R M^N - \alpha_N \rangle,$$

where $\alpha_1, \ldots, \alpha_N$ are some complex constants and the notation $\langle J \rangle$ stands for the ideal, generated by a subset $J$ of a given algebra. We call these quotients the “quantum orbits”.

The quantities $\alpha_i$ can be expressed in terms of the eigenvalues $\mu_i$ of the matrix $M$ since for this matrix formula (3.10) is also valid. In the paper [GS1] we showed (up to a conjecture on the quantum de Rham complex) that the quantum orbits are generic if

$$\mu_i \neq q^2 \mu_j, \quad \forall i, j.$$

Observe that by definition a quantum orbit is generic if its cotangent module is projective. Thus, as was shown in [GS1], under the condition (5.2) and under the assumption that the mentioned conjecture is true the cotangent module on the quantum orbit $\cal O(\alpha_1, \ldots, \alpha_N)$ is projective.

6 Quantum partial derivatives on $U(gl_N)$ background

In this section we consider one more application of the quantum left vector fields. Namely, we show how to get analogs of the partial derivatives on the enveloping algebra $U(gl_N)$ via the QD introduced at the end of Section 2.

To this purpose we return to the QD $(\cal D(R^{-1}), \cal M(R))$, endowed with the permutation relations (2.9). Let us introduce a new generating matrix $N$ of the RE algebra $\cal M(R)$ by the shift analogous to (1.4):

$$M = h I - (q - q^{-1}) N, \quad h \in \mathbb{C}.$$

The full list of the relations in the QD $(\cal D(R^{-1}), \cal N_h(R))$, generated by the entries of matrices $D$ and $N$, is as follows

$$R_{12} N_1 R_{12} N_1 - N_1 R_{12} N_1 R_{12} = h (R_{12} N_1 - N_1 R_{12}),$$

$$R_{12}^{-1} D_1 R_{12}^{-1} D_1 = D_1 R_{12}^{-1} D_1 R_{12}^{-1},$$

$$D_1 R_{12} N_1 R_{12} - R_{12} N_1 R_{12} D_1 = R_{12} + h D_1 R_{12}.$$

(6.1)

We introduce the deformation parameter $h$ in order to present the modified RE algebra $\cal N_h(R)$ as a deformation of the RE algebra $\cal M(R)$, which corresponds to the value $h = 0$. 
The entries of the matrix $D = \|\partial^i_j\|_{i,j \leq N}$ can be treated as analogs of partial derivatives in $n^j_i$ and we call them the quantum partial derivatives (QPD). Using the homomorphism $\varepsilon(D) = 0$, we get the action of the QPD on the generators of $\mathcal{N}_h(R)$:

$$D_1 \triangleright N_{\mathcal{T}} = R_{12}^{-1}.$$  

(6.2)

The relation (6.1) is a substitution of the Leibniz rule allowing one to extend the action of QPD (6.2) from generators onto the whole algebra $\hat{\mathcal{N}}_h(R)$.

If $R$ is a deformation of the flip $P$ then at the limit $q \to 1$ relations (6.2) turn into the classical action of the partial derivatives on the generators of the commutative algebra:

$$\partial^i_j \triangleright n^k_i = \delta^i_k \delta_j^i.$$  

This is the reason for treating the QPD $\partial^i_j$ as “derivatives” in generators $n^j_i$.

In general, if the symmetry $R$ is involutive, it is useful to introduce the matrix $\hat{D} = D + h^{-1} I$. In terms of this matrix the permutation relations (6.1) take the form:

$$\hat{D}_1 R_{12} N_1 R_{12} - R_{12} N_1 R_{12} \hat{D}_1 = h \hat{D}_1 R_{12}$$

We call the entries of the matrix $\hat{D} = \|\hat{\partial}^i_j\|$ the shifted QPD\textsuperscript{7}.

From now on we assume that $R = P$. In this case the permutation relations for the generators of $\mathcal{N}_h(R)$ turn into those of the universal enveloping algebra $U(gl(N)_h)$:

$$N_2 N_1 - N_1 N_2 = h(P_{12} N_1 - N_1 P_{12}).$$

The permutation relations (6.1) give rise to the Leibnitz rule for the QPD, expressed via the coproduct defined on the shifted QPD

$$\Delta(\hat{\partial}^i_j) = \hat{\partial}^i_k \otimes \hat{\partial}^k_i,$$

and completed with $\varepsilon(\hat{\partial}^i_j) = h^{-1} \delta^i_j$.

Let us consider the example $N = 2$ in more detail. It is convenient to pass to the compact form $u(2)_h$ of the algebra $gl(2)_h$. The Lie algebra $u(2)_h$ is generated by 4 elements $x, y, z$ and $t$ with the following Lie brackets:

$$[x, y] = hz, \quad [y, z] = hx, \quad [z, x] = hy, \quad [t, x] = [t, y] = [t, z] = 0.$$  

The corresponding QPD $\partial_x, \partial_y, \partial_z$ and $\partial_t$ (we use the “shifted” derivative in $t$: $\hat{\partial}_t = \partial_t + 2/h$) commute with each other, while the permutation relations with the $u(2)_h$ generators read:

$$\begin{align*}
\hat{\partial}_t t - t \hat{\partial}_t &= \frac{h}{2} \hat{\partial}_t \quad \hat{\partial}_t x - x \hat{\partial}_t = -\frac{h}{2} \hat{\partial}_x \quad \hat{\partial}_t y - y \hat{\partial}_t = -\frac{h}{2} \hat{\partial}_y \quad \hat{\partial}_t z - z \hat{\partial}_t = -\frac{h}{2} \hat{\partial}_z \\
\partial_x t - t \partial_x &= \frac{h}{2} \partial_x \quad \partial_x x - x \partial_x = \frac{h}{2} \partial_t \quad \partial_x y - y \partial_x = \frac{h}{2} \partial_z \quad \partial_x z - z \partial_x = -\frac{h}{2} \partial_y \\
\partial_y t - t \partial_y &= \frac{h}{2} \partial_y \quad \partial_y x - x \partial_y = -\frac{h}{2} \partial_z \quad \partial_y y - y \partial_y = \frac{h}{2} \partial_t \quad \partial_y z - z \partial_y = \frac{h}{2} \partial_x \\
\partial_z t - t \partial_z &= \frac{h}{2} \partial_z \quad \partial_z x - x \partial_z = \frac{h}{2} \partial_y \quad \partial_z y - y \partial_z = -\frac{h}{2} \partial_x \quad \partial_z z - z \partial_z = \frac{h}{2} \partial_t.
\end{align*}$$  

(6.3)

\textsuperscript{7}However, the action of the QPD on higher polynomials in $n^j_i$ differs from the classical formulae and contains corrections depending on $h$. The full classical picture restores after specializing $h = 0$.

\textsuperscript{8}In fact, only the diagonal elements of the matrix $D$ are shifted.
Introduce the matrix $\hat{\Theta}$, composed of the partial derivatives:

$$\hat{\Theta} = i\hbar \begin{pmatrix}
\frac{\partial}{\partial t} & \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
-\frac{\partial}{\partial x} & \frac{\partial}{\partial t} & -\frac{\partial}{\partial z} & -\frac{\partial}{\partial y} \\
-\frac{\partial}{\partial y} & \frac{\partial}{\partial z} & \frac{\partial}{\partial t} & -\frac{\partial}{\partial x} \\
-\frac{\partial}{\partial z} & -\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & \frac{\partial}{\partial t}
\end{pmatrix},$$

(6.4)

where $\hbar = h/2i$.

By $\hat{\Theta}(a)$ we denote the matrix whose entries result from applying the corresponding partial derivatives to an element $a \in U(u(2)_h)$. Thus, we get a linear map of associative algebras:

$$U(u(2)_h) \rightarrow \text{Mat}_4(U(u(2)_h)) = \text{End}(\mathbb{C}^4) \otimes U(u(2)_h)$$

which will be also denoted by the symbol $\hat{\Theta}$:

$$\hat{\Theta} : a \mapsto \hat{\Theta}(a) \quad \forall a \in U(u(2)_h).$$

(6.5)

We state (see [GS3]) that the map $\hat{\Theta}$ is actually a homomorphism of associative algebras, that is

$$\hat{\Theta}(ab) = \hat{\Theta}(a) \cdot \hat{\Theta}(b), \quad \forall a, b \in U(u(2)_h).$$

(6.6)

Consequently, the map $\hat{\Theta}$ defines a representation of the algebra $U(u(2)_h)$:

$$\hat{\Theta}(x) \cdot \hat{\Theta}(y) - \hat{\Theta}(y) \cdot \hat{\Theta}(x) = h\hat{\Theta}(z)$$

and so on. In virtue of the above properties the map $\hat{\Theta}$ is treated as the Leibniz rule for the QPD on the algebra $U(u(2)_h)$.

We want to stress the usefulness of this form of the Leibniz rule. So far, the QPD were defined on the algebra of polynomials in noncommutative generators. Our next aim is to extend their action onto some elements of a central extension of this algebra. Namely, consider the so-called quantum radius $r_h$:

$$r_h^2 = x^2 + y^2 + z^2 + h^2,$$

which is an element of a central extension of the algebra $U(u(2)_h)$. We want to extend the action of the QPD onto $r_h$. As a reasonable criterium of such an extension we require that the property (6.6) would be preserved on the extended algebra. Namely, we require the relation

$$\hat{\Theta}(r_h)^2 = \hat{\Theta}(r_h^2) = \hat{\Theta}(x^2 + y^2 + z^2 + h^2)$$

to be fulfilled.

As follows from computation of [GS3], the result of applying the map $\hat{\Theta}$ to the quantum radius $r_h$ is

$$\hat{\Theta}(r_h) = \frac{r_h^2 + h^2}{r_h} I + \frac{i\hbar}{r_h} M,$$

where the matrix $M$ is of the form:

$$M = \begin{pmatrix} 0 & x & y & z \\ -x & 0 & -z & y \\ -y & z & 0 & -x \\ -z & -y & x & 0 \end{pmatrix}.$$  

Now we are able to compute the action of the QPD on the quantum radius:

$$\frac{\partial}{\partial t} r_h = -\frac{i\hbar}{r_h}, \quad \frac{\partial}{\partial x} r_h = \frac{x}{r_h}, \quad \frac{\partial}{\partial y} r_h = \frac{y}{r_h}, \quad \frac{\partial}{\partial z} r_h = \frac{z}{r_h}.$$
Observe that these formulae possess the usual classical limit as \( \hbar \to 0 \) and, consequently, \( r_\hbar \to r \).

Also, in [GS4] the following problem was discussed: how to extend the action of the QPD on the skew-field \( B[B^{-1}] \), where \( B \) is a central extension of the algebra \( U(u(2)_\hbar) \). Assuming that the above Leibniz rule is still valid on this skew-field, we have:

\[
\hat{\Theta}(a)\hat{\Theta}(a^{-1}) = \hat{\Theta}(e) = I.
\]

Thus, in order to extend the action of the partial derivatives on the skew-field \( B[B^{-1}] \) it suffices to invert the matrix \( \hat{\Theta}(a) \). In [GS4] we exhibited an example, in which such inverting was performed with the use of the Cayley-Hamilton identity for the matrix \( \hat{\Theta}(a) \).

In conclusion, we note that defining QPD on the extended algebra \( U(u(2)_\hbar) \) enables us to introduce some dynamical models on this algebra. Certain of them were considered in [GS2] GS3.
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