The relativistic Cowling approximation, where the metric perturbations are neglected during the fluid oscillations, is often adopted for considering the gravitational waves from the protoneutron stars (PNSs) provided via core-collapse supernova explosions. In this study, we evaluate how the Cowling approximation works well by comparing the frequencies with the Cowling approximation to those without the approximation. Then, we find that the behavior of the frequencies with the approximation is qualitatively the same way as that without the approximation, where the frequencies with the approximation can totally be determined within $\sim 20\%$ accuracy. In particular, the fundamental mode with the Cowling approximation is overestimated. In addition, we also discuss the damping time of various eigenmodes in gravitational waves from the PNSs, where the damping time for the PNSs before the avoided crossing between the $f$- and $g_1$-modes, is quite different from that for cold neutron stars, but it is more or less similar to that for cold neutron stars in the later phase. The damping time is long enough compared to the typical time interval of short-Fourier transformation that often used in the analysis, and that ideally guarantees the validity of the transformation.

### I. INTRODUCTION

Gravitational waves detected from the compact binary mergers have opened a multi-messenger era, where the gravitational waves become a new tool to see the universe together with the electromagnetic waves and neutrino signals. In fact, at the event of GW170817, which is considered as a binary neutron star merger, not only the gravitational waves but also the electromagnetic counterparts have been detected [1, 2]. In addition to the current gravitational wave detectors, such as the advanced LIGO (Large Interferometer Gravitational-wave Observatory) and advanced Virgo, the Japanese detector, i.e., KAGRA [3] will join the network of gravitational wave detectors soon. Moreover, the third-generation gravitational wave detectors, such as the Einstein Telescope and Cosmic Explorer [4, 5], have also been discussed as the next step. These attempts may enable us to detect the gravitational waves from the core-collapse supernova, which is the last moment of a massive star, together with the compact binary mergers.

The gravitational waves from the supernova explosions have mainly been studied via numerical simulations performed under different assumptions about symmetries with various progenitor models and equations of state (EOSs) (e.g., [6–18]). Through these studies, an understanding of a characteristic supernova gravitational wave signal in numerical simulations is beginning to emerge, where the frequency increases with time after core-bounce from several hundred hertz up to around a few kilohertz. This ramp up signal is initially considered to correspond to the Brunt-Väisälä frequency at the protoneutron star (PNS) surface [7, 9], where it is sometimes called the surface gravity ($g$-) mode. Nevertheless, since the Brunt-Väisälä frequency is locally determined with the PNS properties, which strongly depend on the definition of the PNS surface, and generally not associated with the global oscillation frequency of the system, the ramp up gravitational wave signal shown in the numerical simulations should come from a kind of global oscillations of the system, such as the core region of the progenitor or the PNS itself. In fact, it is shown that the ramp up signals qualitatively correspond to the fundamental ($f$-) mode oscillation of the PNS [19–21] or the $g_2$-mode oscillation (with different classification) of the region between the stellar center and the shock radius [22–24]. Meanwhile, recently it is reported that the dominant source of the gravitational waves comes from Ledoux convection rather than the $f$- or $g$-modes, investigating a three-dimensional simulation with neutrino and hydrodynamics code CHIMERA [25]. Definitely, further study is necessary to identify the origin.

Anyway, in order to find the correspondence between the gravitational wave signals shown in the numerical simulations and the PNS properties, the perturbative approach, the so-called asteroseismology, is also one of the crucial ways especially for the case of core-collapse supernovae, because the supernova explosions are more or less similar to spherically symmetric objects, compared to the compact binary mergers, which lead to the less energetic gravitational wave radiations. Asteroseismology
is a similar way to seismology for the Earth and helioseismology for the Sun, where one can extract the properties of the objects via their oscillation frequency as an inverse problem. For compact objects, not only the electromagnetic waves but also the gravitational waves become important information for adopting asteroseismology [26]. So far, asteroseismology for cold neutron stars has been studied well, where one examines the specific frequencies on the background neutron star models. For instance, it is suggested that the crust properties of neutron stars are constrained by identifying the quasi-periodic oscillations observed in the giant flares with the crustal torsional oscillations (e.g., [27–29]). In addition, the direct observations of the gravitational waves from compact objects may tell us their mass, radius, and EOS (e.g., [30–37]).

Compared to the extensive studies for cold neutron stars, the PNS asteroseismology is relatively poor. This may partially come from the difficulty for preparing the background PNS models, on which the linear analysis is done. That is, in order to construct the PNS models, one has to know the radial distributions of the entropy and electron fraction together with the pressure and energy density, but these properties can be determined via the numerical simulations of the core-collapse supernova with an appropriate progenitor model. Owing to the development of the numerical simulations, the number of the studies about PNS asteroseismology gradually increases [19–24, 38–46].

These studies about the PNS asteroseismology are broadly separated into two groups by the difference of the background models adopted for the linear analysis. One is that the PNS surface is determined at the specific density [19–21, 38–44, 46], where the boundary condition imposed at the PNS surface is the same as in the standard asteroseismology, i.e., the Lagrangian perturbation of pressure should be zero. For the PNS asteroseismology, since the matter density beyond the surface of the PNS is nonzero, contrary to the assumptions usually employed in asteroseismology, this boundary condition is totally an assumption, but one can basically classify the eigenmodes according to the standard asteroseismology. As a disadvantage of this approach, the eigenmodes may depend on the surface density, but it is found that at least the \( f \)-and \( g_1 \)-modes are almost independent on the surface density in the later phase after core-bounce, e.g., after \( \sim 500 \) ms [19, 21]. Another is that the region inside the shock radius is considered as a background for linear analysis [22–24, 45], where the boundary condition imposed at the shock radius is that the radial Lagrangian displacement should be zero. In this case, since the boundary condition is completely different from that for the standard asteroseismology, i.e., the problem to solve is mathematically different, one has to reclassify the eigenmodes. Through these attempts, the ramp up signal shown in the numerical simulations is found to correspond to the \( f \)-mode oscillation of the PNS [19–21] or the \( g_2 \)-mode oscillation (with a new classification) of the region inside the shock radius [22–24]. We remark that the \( f \)- and \( g \)-modes are mainly discussed in these studies, but the pressure \((p)\) modes, which are also acoustic waves and overtone of the \( f \)-mode, must play an important role in gravitational wave asteroseismology if observed [26].

In most of these studies about PNS asteroseismology, the relativistic Cowling approximation has been adopted for simplicity, where the metric perturbations are neglected during the fluid oscillations, even though the metric perturbations are generally coupled with the fluid perturbations in a relativistic framework. For cold neutron stars, the study for checking the accuracy of the approximation has been done, where it is shown that the frequencies with the approximation are overestimated by less than \( \sim 20\% \) for typical neutron stars [47]. On the other hand, for PNSs there are only a few studies, where some terms (not all terms) of the metric perturbations are taken into account, and the resultant frequencies are compared to those with the Cowling approximation [19, 23]. In Ref. [19] the perturbation of the lapse function is taken into account with the PNS model determined by the specific density, where it is shown that at least the \( f \)-mode frequency with the approximation is underestimated, while in Ref. [23] the perturbations of the lapse function and conformal factor are taken into account for the region inside the shock radius, where it is shown that the \( g_2 \)-mode frequency (corresponding to the ramp up signal) with the approximation is overestimated. So, both results seem not to be consistent. In addition, in Refs. [38, 39, 42] all terms of metric perturbations are taken into account for the PNS models whose baryonic mass is fixed during the evolution, i.e., the infalling accretion matter is neglected, but the comparison to the frequencies with Cowling approximation has not been made. So, in this paper, we will calculate the gravitational wave frequencies without the Cowling approximation, where we take into account all terms of metric perturbations, and examine how accurate the approximation works. In addition, we also discuss the damping time of each mode, which is the advantage without the Cowling approximation.

This paper is organized as follows. In Sec. II, we describe the PNS models considered in this study. In Sec. III, we show the eigenfrequencies of gravitational waves from the PNS without the Cowling approximation, compare them to those with the Cowling approximation, and show the accuracy of the Cowling approximation. In this section, we also discuss the damping time for the eigenmodes of gravitational waves. Then, we make a conclusion in Sec. IV. Unless otherwise mentioned, we adopt geometric units in the following, \( c = G = 1 \), where \( c \) denotes the speed of light, and the metric signature is \((- , + , + , + )\).

II. PNS MODELS

In order to make a linear analysis, first, one has to prepare a background PNS model. In this study, we adopt the same PNS models discussed in our previous study [21]. That is, we adopt the \( 2.9 M_\odot \) helium star (He2.9) as a progenitor model [48] together with LS220 [49] as the EOS in a high density region. LS220 is constructed with the incompressibility \( K_0 = 220 \) MeV and the slope parameter of the nuclear symmetry energy \( L = 75.8 \) MeV, with which the expected maximum mass for a
cold neutron star is $2.0M_\odot$. Then, two-dimensional hydrodynamical simulation has been done, adopting 3DnuSNe code, where the neutrino transport is solved by isotropic diffusion source approximation \cite{2007PhRvC..75b5801G,2008PhRvC..78l5801G}. We remark that with the same numerical code, one-, two-, and three-dimensional hydrodynamic equations for core-collapse supernovae have also been solved \cite{2011ApJ...740L..25W,2012ApJ...757...18S,2014ApJ...791...45S,2018ApJ...854...11S,2019ApJ...877..160S}. In practice, we employ the resolution in the spherical polar grid of $512 \times 128$, with which the radial grid covers from the stellar center up to 5000 km and the polar grid covers in the range between 0 and $\pi$. With respect to the set of neutrino reactions, we adopt the same procedure adopted in Ref. \cite{2014ApJ...783...22K}. Once the two-dimensional numerical simulation has been done, the PNS models are prepared by averaging the physical properties in the angular ($\theta$) direction \cite{2012NuPhA.884..103K}. The PNS surface is determined at the surface density $\rho_s = 10^{11}$ g/cm$^3$. In this study, we especially consider the PNS models for the calculation of the gravitational wave frequencies without the Cowling approximation (with full perturbations) at each 0.1 sec after core-bounce, i.e., $T_{pb} = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, \text{and } 0.9$ sec, where $T_{pb}$ denotes the time after core-bounce.

### III. GRAVITATIONAL WAVE FREQUENCIES FROM PNS

Before going to our result, we briefly mention about our model. The oscillations on a spherically symmetric background can be decomposed, using the spherical harmonics, $Y_{\ell k}(\theta, \phi)$, with the azimuthal quantum number $\ell$ and the magnetic quantum number $k$, where the oscillations can be classified into two families by its parity, i.e., axial and polar. In this study, we focus on the polar-type oscillations with $\ell = 2$ and $k = 0$, because $\ell = 2$ mode is dominant in the gravitational wave radiation, unlike the axial-type oscillations the polar-type oscillations involve the density variation (see Appendix A for the tangible expression of the oscillations with polar parity), and the dependence on $k$ degenerates into $k = 0$ due to the nature of spherically symmetric background.

Without the Cowling approximation, i.e., taking into account the metric perturbations together with the fluid perturbations, the perturbation equations can be derived by linearizing the the equations of general relativistic hydrodynamics (Einstein equations and conservation of stress-energy). The concrete equation system, the boundary conditions, and how to determine the gravitational wave frequency are basically the same procedure as in Ref. \cite{2012NuPhA.884..103K}. That is, we just adopt the PNS models as a background in this study, instead of cold neutron star models with density discontinuity in Ref. \cite{2012NuPhA.884..103K}. The perturbation equations inside and outside the PNSs are briefly shown in Appendix A and B, respectively, while the boundary conditions and how to determine the QNMs are shown in Appendix C and D, in which the equations are completely the same as in Ref. \cite{2012NuPhA.884..103K}. Eventually, the problem to solve becomes an eigenvalue problem with respect to the eigenvalue $\omega$.

The calculated eigenvalue, $\omega$, is a complex value because the gravitational waves would carry out the oscillation energy. So, the eigenmodes are called quasi-normal modes (QNMs). The real and imaginary parts of $\omega$ are associated with the oscillation frequency, $f$, via $\text{Re}(\omega) = 2\pi f$ and the damping time, $\tau$, via $\text{Im}(\omega) = 1/\tau$, respectively. As an example, for the PNS model at $T_{pb} = 0.4$ sec, the frequency and damping rate ($1/\tau$) for several QNMs are shown in Fig. 1, where the circle, diamonds, and squares denote the $f_{-}$, $p_{1-}$, and $g_{1-}$-modes for $i = 1$ and 2, respectively. In general, there are an infinite number of $p_{i-}$ and $g_{i-}$-modes, where the positive frequency of $p_{1-}$-mode ($g_{1-}$-mode) increases (decreases) as $i$ increases. So, the $p_{1-}$-modes for $i \geq 3$ appear on the right side of the $p_{2-}$-mode, while the $g_{1-}$-modes for $i \geq 3$ appear on the left side of the $g_{2-}$-mode (and are more than 0) in this figure, although we do not consider in this study. In this study, we adopt the standard mode classification, i.e., the $f$-mode has no node in the eigenfunction, while the $p_{1-}$- and $g_{1-}$-modes have $i$ nodes in the corresponding eigenfunction. We remark that the QNMs associated with the oscillations of spacetime itself, i.e., the so-called $w$-modes, which are almost independent of the fluid oscillations, exist in the relativistic framework, in addition to the fluid modes considered in this study, such as the $f_{-}$, $p_{1-}$, and $g_{1-}$-modes. Unlike the fluid modes, the damping rate of $w$-mode is comparable to the oscillation frequency. Anyway, since the $w$-mode damping rate is comparable to its frequency \cite{1986ApJ...305..462P,1992ApJ...384..454C}, the extraction of the $w$-modes from the gravitational wave signal may be more difficult.

On the other hand, the perturbation equations with the Cowling approximation are derived by linearizing the energymomentum conservation law. The concrete equations and the boundary conditions imposed at the stellar center and at the PNS surface are completely the same as in Ref. \cite{2007PhRvC..75b5801G}. With the same PNS models considered in this study, the gravitational wave frequencies with Cowling approximation have already been determined in Ref. \cite{2012PhRvL.109j1102S}. In Fig. 2, we show the time evolution of the frequency for several QNMs calculated without and with the Cowling approximation, where the filled marks with dashed lines (the open marks with dotted lines) are the results without (with) the Cowling approximation. From this figure, one can observe that the behavior of the frequencies obtained with the Cowling approximation is qualitatively the same way as in that without the Cowling approximation. In practice, the phenomena of avoided crossing can be seen in both of the time evolutions with and without the Cowling approximation, i.e., between the $f_{-}$ and $p_{1-}$-modes at $T_{pb} \simeq 0.2$ sec and between the $f_{-}$ and $g_{1-}$-modes at $T_{pb} \simeq 0.35$ sec.

In order to clearly see the accuracy of the Cowling approximation, we calculate the relative deviation between the frequencies obtained with and without the Cowling approximation as

$$\Delta = \frac{f_{\text{full}} - f_{\text{Cowling}}}{f_{\text{full}}},$$

(1)
FIG. 1: The eigenvalue of the oscillation mode in non-Cowling treatment has complex value. For the PNS model at $T_{pb} \simeq 0.4$ sec, several quasi-normal modes are shown. The real part is the frequency ($f$), while the imaginary part is the damping rate ($1/\tau$).

where $f_{\text{full}}$ and $f_{\text{Cowling}}$ denote the frequencies determined without and with the Cowling approximation, respectively. In Fig. 3, we show the value of $\Delta$ as a function of $T_{pb}$, where the circle, filled-diamond, open-diamond, filled-square, and open-square correspond to the results for the $f$-, $p_1$-, $p_2$-, $g_1$-, and $g_2$-modes, respectively. From this figure, we find that the frequencies with the Cowling approximation can totally be determined within $\sim 20\%$ accuracy. In particular, the $p_i$-modes except for $p_2$-mode at $T_{pb} = 0.1$ sec are within $\sim 7\%$ accuracy, the $g_i$-modes are determined within $\sim 13\%$ accuracy, while the $f$-mode in early phase ($T_{pb} < 0.4$ sec) are determined within $\sim 5\%$ accuracy. We also find that the $f$- and $p_1$-modes ($g_1$-modes) frequencies are basically overestimated (underestimated) with the Cowling approximation. Furthermore, in Fig. 3 one can observe that the deviation in the $f$-mode frequency increases with time. Unfortunately, we cannot identify the reason of this result, but at least this result may be independent from the increase of the PNS compactness, $M_{\text{PNS}}/R_{\text{PNS}}$, because the accuracy of the Cowling approximation for cold neutron stars becomes better as the stellar compactness increases [47].

Now, we try to compare our results with that in the previous studies [19, 23], where some terms of the metric perturbations are taken into account. In Ref. [19], only the perturbation of the lapse function ($\delta \alpha$) is taken into account, and the $f$-mode frequency becomes higher than that with the Cowling approximation. On the other hand, in Ref. [23], the perturbations of the lapse function and conformal factor ($\delta \psi$) are taken into account, and the resultant frequency becomes lower than that with the Cowling approximation. In order to confirm the results of the previous study, we also calculate the frequencies by taking into account only $\delta \alpha$ or $\delta \alpha$ and $\delta \psi$. For this calculation, we adopt the open code, GREAT, provided in Ref. [23] by appropriately transforming the coordinate, because the metric in our formalism shown in Appendix A is given by

$$ds^2 = -e^{2\Phi} dt^2 + e^{2\Lambda} dr^2 + r^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right),$$

where $\Phi$ and $\Lambda$ are metric functions with respect to only the circumference radius $r$, while GREAT is prepared with the isotropic coordinate as

$$ds^2 = -\alpha^2 dt^2 + \psi^2 \left[ dr_{\text{iso}}^2 + r_{\text{iso}}^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right) \right],$$
where $\alpha$, $\psi$, and $r_{\text{iso}}$ are the lapse function, conformal factor, and isotropic radial coordinate, respectively. So, as in Appendix B of Ref. [59] the transformation should be done through

\begin{align}
\alpha(r_{\text{iso}}) &= e^{\Phi(r)}, \\
r_{\text{iso}}^2(r_{\text{iso}}) &= r,
\end{align}

\begin{equation}
\frac{d \ln r_{\text{iso}}}{dr} = \frac{1}{r} \left( 1 - \frac{2m(r)}{r} \right)^{-1/2},
\end{equation}

where $\Phi$ and $m$ is phenomenological general relativistic potential and gravitational mass used in the simulation, respectively. We remark that since $\psi$ is set to be 1 in the models with phenomenological general relativistic potential in the previous studies [19, 23], we also show the result for the case with $\psi = 1$ in Appendix E. In addition, the boundary condition at the PNS surface should be changed to that the Lagrangian perturbation of the pressure should be zero as in Ref. [19], because the outer boundary condition in GREAT is imposed that the Lagrangian perturbation of radial coordinate of $r_{\text{iso}}$ should be zero by default. Namely, we impose the boundary condition of

\begin{equation}
\rho h \alpha^{-2} \psi^{4} \sigma_{\perp}^{2} \eta_{\perp} + \rho h \left( \frac{\delta \psi}{\psi} - \frac{\delta \alpha}{\alpha} \right) + \eta_{r} \partial_{r} p = 0
\end{equation}

at the PNS surface with the notation in GREAT, where $\sigma$ is the eigenvalue, i.e., $\omega$ in our notation, $\eta_{r}$ and $\eta_{\perp}$ are variables associated with the Lagrangian displacement in the radial and angular directions, and $\rho, p, h$ are the density, pressure, and specific enthalpy, respectively (See Ref. [23] for the meaning of the variables in detail).

First, in order to check whether we can felicitously reproduce the same physical results with GREAT, even though the choice of coordinates and boundary conditions differ, we compare the frequencies in the Cowling approximation calculated with our code and with GREAT. This is because the outer boundary condition is set to be $\eta_{r} = 0$ as default in GREAT, while that in our problem should be Eq. (7), and the coordinate system in GREAT is also different from ours. The results are shown in Fig. 4, where the top panel shows the $f$, $p_{1}$, and $g_{1}$-mode frequencies calculated with our code (filled marks) and with GREAT (open marks), while in the bottom panel we show the relative deviation in both frequencies. From this figure, we conclude that we can felicitously handle GREAT even in our problem. We remark that the difference in Fig. 4 comes from the coordinate transformation. That is, to adopt GREAT, we have to transform our radial coordinate ($r$) to that in GREAT ($r_{\text{iso}}$) with discretized background data. Then, we compare the frequencies with $\delta \alpha$ (allowing for perturbations to $\alpha$) and with $\delta \psi$ (allowing for perturbations to $\alpha$ and $\psi$) to that without the Cowling approximation (with full metric perturbations). In Fig. 5 we show the corresponding frequencies in the top panels (the left panel with $\delta \alpha$ and the right panel with $\delta \alpha$ and $\delta \psi$), where the open and filled marks denote the frequencies calculated with GREAT and with the full metric perturbations, respectively. In the bottom panels in Fig. 5, we show the relative deviation of the frequencies with $\delta \alpha$ (left panel) and with $\delta \alpha$ and $\delta \psi$ (right panel) from the frequencies with the full metric perturbations, which is calculated in a similar way to Eq. (1), but $f_{\text{Cowling}}$ in the equation should be replaced to the frequencies with $\delta \alpha$ or with $\delta \alpha$ and $\delta \psi$. From this figure together with Fig. 3, we find that the $f$-mode frequencies calculated with $\delta \alpha$ or with $\delta \alpha$ and $\delta \psi$ become more accurate than that with the Cowling approximation, but the $g$-mode frequencies are not so improved by taking into account some of the metric perturbations. In Fig. 6, we show the $f$, $p_{1}$, and $g_{1}$-mode frequencies calculated with the Cowling approximation, with $\delta \alpha$, with $\delta \alpha$ and $\delta \psi$, and with full perturbations on the gravitational wave spectrogram obtained in Ref. [21]. Anyway, our results, where the $f$-mode frequencies with the Cowling approximation (e.g.,
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\caption{Relative deviation of the frequency with the Cowling approximation from that without the Cowling approximation, calculated with Eq. (1).}
\end{figure}
FIG. 4: Comparison between the frequencies with Cowling approximation calculated by us and with GREAT. In the top panel, the filled and open marks correspond to the results by us and with GREAT, respectively, where the circles, diamonds, and squares denote the $f$-, $p_1$-, and $g_1$-mode frequencies. In the bottom panel, we show the relative deviation in both frequencies.

FIG. 5: The frequencies obtained with GREAT (open marks) are compared to those calculated without the Cowling approximation (filled marks) in the top panels, where the left panel correspond to the case with $\delta \alpha$, while the right panel is with $\delta \alpha$ and $\delta \psi$. The bottom panels denote the relative deviation, $\Delta$, from the frequencies without the Cowling approximation, where $\Delta$ is calculated in a similar way to Eq. (1) but $f_{\text{Cowling}}$ in the equation is replaced the frequencies with $\delta \alpha$ or with $\delta \alpha$ and $\delta \psi$. 
657, 1229, 1605 Hz at \( T_{pb} = 0.1, 0.5, \) and \( 0.9 \) sec.) become larger than those with \( \delta \alpha \) (e.g., 653, 1204, 1486 Hz at \( T_{pb} = 0.1, 0.5, \) and \( 0.9 \) sec.) are a similar tendency to the results shown in Ref. [23] (see also Fig. 8 in Appendix E).

Though the aim of this study is to show the systematic difference between the Cowling approximation and the full perturbation (see Fig. 3) and not to provide a better fit of the frequency with the numerical simulation, we briefly comment on a gap of the frequency of the ramp up signals between the linear analysis and the numerical simulation. As shown in Ref. [21], the signals in the numerical simulation are a little higher than the \( f \)-mode frequency calculated with the Cowling approximation. In addition, we show in this study that the \( f \)-mode frequency with the Cowling approximation is overestimated, which leads to the result that the difference between the \( f \)-mode frequency without the Cowling approximation and the ramp up signals in the numerical simulation, becomes larger (see Fig. 6). This difference could come from the treatment of gravity in the numerical simulations, i.e., the numerical simulations in Refs. [21] has employed gravity with the phenomenological general relativistic effect, while the linear theory is done in the framework of full general relativity. In order to validate this hypothesis, further study using models of full general relativity is necessary somewhere in future. To summarize the current status, we demonstrate how the treatment of gravity in the linear analysis, affects the frequency in Appendix E.

Finally, as an advantage by taking into account the metric perturbations without the Cowling approximation, now we can also discuss the damping time (or damping rate) of QNMs. In Fig. 7, we show the resultant damping time is shown as a function of \( T_{pb} \), where the meaning of the different marks is the same as in Fig. 3. These behaviors seem to be qualitatively similar to that shown in Ref. [38, 42], even though the PNS models in Ref. [38, 42] are assumed that the baryonic mass is constant during PNS evolution for \( T_{pb} \geq 0.2 \) sec, i.e., the mass accretion effect is neglected, which leads to that the gravitational mass of PNS monotonically decreases as time.

As shown in Fig. 7, we find that the damping time of each mode is longer than 1 sec, which is long enough compared to the time interval in a short-time Fourier transform for data analysis (e.g., Ref. [6]), which is usually set to be \( \sim 0.02 \) sec. During the interval, we can safely assume that the waveform is a plane wave like \( \sin(\omega t) \) or \( \cos(\omega t) \), where the damping factor of \( \exp(-t/\tau) \) can be ignored. The actual limit on the assumption would come from the timescale in which the background changes or too many seed perturbations that are imposed on the PNS.

In Fig. 7, we also find that unlike the oscillation frequency, the damping time can cross between different modes. As a result, we also find that the damping time of \( g_1 \)- and \( p_{1/2} \)-modes can be smaller than that of the \( f \)-mode before the avoided crossing in the frequency between the \( f \)- and \( g_1 \)-modes, i.e., before \( T_{pb} \simeq 0.35 \), while the damping time for QNMs after \( T_{pb} \simeq 0.35 \) is more or less similar to that in cold neutron stars. In particular, we find that the damping time for \( g_2 \)-mode is quite long, i.e., this mode hardly damps out, with almost constant frequency as shown in Fig. 2 (and in Fig. 2 in Ref. [21]). So, the \( g_2 \)-mode in the PNSs could effectively excite the gravitational waves, although it strongly depends on the oscillation energy in such a mode, which is still unknown. In fact, in a similar way to Refs. [30, 31], the effective amplitude, \( h_{eff} \), for the oscillation mode with the frequency \( f \), damping time \( \tau \), the released energy \( E \), and the distance between the source and the Earth \( D \), is estimated as

\[
h_{eff} \simeq h \sqrt{f \tau} \simeq \frac{1}{2\pi D} \sqrt{\frac{E}{f}}.
\]
which leads to the effective amplitude of the $f$- and $g_2$-modes as

$$h_{\text{eff}}^{(f)} \simeq 1.54 \times 10^{-21} \left( \frac{E_f}{10^{-8} M_\odot} \right)^{1/2} \left( \frac{1 \, \text{kHz}}{f_f} \right)^{1/2} \left( \frac{10 \, \text{kpc}}{D} \right),$$

(9)

$$h_{\text{eff}}^{(g_2)} \simeq 2.43 \times 10^{-22} \left( \frac{E_{g_2}}{10^{-10} M_\odot} \right)^{1/2} \left( \frac{0.4 \, \text{kHz}}{f_{g_2}} \right)^{1/2} \left( \frac{10 \, \text{kpc}}{D} \right),$$

(10)

where $E_i$ and $f_i$ (for $i = f$ or $g_2$) denote the energy released by each mode and the oscillation frequency, respectively. Here, we assume the typical values of $E_f$ and $E_{g_2}$ so that the effective amplitude becomes $h_{\text{eff}}^{(f)} \sim 10^{-21}$ and $h_{\text{eff}}^{(g_2)} \sim 10^{-22}$ as Fig. 6. But, if one considers the case with $E_f = E_{g_2}$, $h_{\text{eff}}^{(g_2)}$ becomes comparable to $h_{\text{eff}}^{(f)}$.

IV. CONCLUSION

In order to check the accuracy of the relativistic Cowling approximation for the gravitational waves from the PNSs provided just after the supernova explosions, we calculated the frequencies with and without the Cowling approximation for the PNS models constructed with the 2D numerical simulation of core-collapse supernova. Then, we found that the behavior of the frequency evolution calculated with the Cowling approximation is qualitatively the same way as in that without the Cowling approximation, where one can observe the avoided crossing in the frequency evolution after core-bounce even without the Cowling approximation at the same time as that with the Cowling approximation. Thus, even with the Cowling approximation, one can discuss the behavior of the gravitational wave frequencies from the PNSs. We also showed that the frequencies with the Cowling approximation can be determined within $\sim 20\%$ accuracy, where the $p_i$-modes are basically determined well with $\sim 7\%$ accuracy. Note that the $f$- and $p_i$-mode frequencies with the Cowling approximation are typically overestimated. In addition, as an advantage by taking into account the metric perturbations, we showed the time evolution of the damping time for the several quasi-normal modes. The damping time is long enough compared to the typical time interval of short-Fourier transformation that often used in the analysis. This finding ideally guarantees the validity of the method unless the background changes rapidly or too many seed perturbations are imposed. In particular, we found that the damping time of the $g_2$-mode is quite long, while its frequency is almost constant in time. So, this mode may efficiently be excited in the gravitational waves in the PNSs.
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Appendix A: Perturbation equations inside the PNS

The metric for spherically symmetric background is expressed by Eq. (2). Additionally, $\Lambda$ is directly associated with the mass function, $m(r)$, as $e^{-2\Lambda} = 1 - 2m/r$. Then, for the case of the polar-type oscillations, the metric perturbations, $h_{\mu\nu}$, are given by

$$h_{\mu\nu} = \begin{pmatrix} r^2 e^{2\phi} H & i\omega r^\ell H_1 & 0 & 0 \\ i\omega r^\ell H_1 & r^2 e^{2\Lambda} H & 0 & 0 \\ 0 & 0 & r^\ell e^{2\Lambda} K & 0 \\ 0 & 0 & 0 & r^\ell e^{2\Lambda} K \sin^2 \theta \end{pmatrix} e^{i\omega t} Y_{\ell k}, \quad (A1)$$

where $H$, $H_1$, and $K$ are functions of $r$ [32, 60], while the Lagrangian displacement, $\xi^i$, of the fluid element is given by

$$\xi^i(t, r, \theta, \phi) = r^{\ell - 1} e^{\Lambda} W e^{i\omega t} Y_{\ell k}, \quad (A2)$$

$$\xi^\theta(t, r, \theta, \phi) = -r^{\ell - 2} e^{\Lambda} V e^{i\omega t} \partial_\theta Y_{\ell k}, \quad (A3)$$

$$\xi^\phi(t, r, \theta, \phi) = -r^{\ell - 2} e^{\Lambda} V e^{i\omega t} \sin^2 \theta \partial_\phi Y_{\ell k}, \quad (A4)$$

where $W$ and $V$ are functions of $r$. We remark that since the $(i, 2)$- and $(i, 3)$-components with $i = 0, 1$ in Eq. (A1) correspond to the axial-type oscillations, we omit these terms in this study. Here, $\omega$ corresponds to a complex eigenvalue. In addition to the perturbation variables, $H$, $H_1$, $K$, $W$, and $V$, we introduce an auxiliary variable, $X$, defined as

$$X \equiv \omega^2 (p + \varepsilon) e^{-\Phi} V - e^{\Phi - \Lambda} dP - \frac{1}{r} \frac{dP}{dr} W - \frac{1}{2} (p + \varepsilon) e^{\Phi} H. \quad (A5)$$

This is because the Lagrangian perturbation of pressure, $\Delta p$, is given by $\Delta p = -r^\ell e^{-\Phi} X Y_{\ell k}$, which make the boundary condition at the PNS surface easy (see Appendix C). With these variables, the perturbation equations obtained from the linearized Einstein equations are expressed as

$$\frac{dH_1}{dr} = -\frac{1}{r} \left[ \ell + 1 + \frac{2m}{r} e^{2\Lambda} + 4\pi r^2 (p - \varepsilon) e^{2\Lambda} \right] H_1 + \frac{1}{r} e^{2\Lambda} [H + K + 16\pi (p + \varepsilon) V], \quad (A6)$$

$$\frac{dK}{dr} = \frac{\ell (\ell + 1)}{2r} H_1 + \frac{H}{r} - \left[ \frac{\ell + 1}{r} - \frac{d\Phi}{dr} \right] K + \frac{8\pi}{r} (p + \varepsilon) e^{\Lambda} W, \quad (A7)$$

$$\frac{dW}{dr} = -\frac{\ell + 1}{2r} W + re^{\Lambda} \left[ \frac{1}{16} e^{-\Phi} X - \frac{\ell (\ell + 1)}{2r} V - \frac{H}{2} - K \right], \quad (A8)$$

$$\frac{dX}{dr} = -\frac{\ell}{r} X + (p + \varepsilon) e^{\Phi} \left[ \frac{1}{2} \left( \frac{d\Phi}{dr} - \frac{1}{r} \right) H - \frac{1}{2} \left( \omega^2 e^{-2\Phi} + \frac{\ell (\ell + 1)}{2r} \right) H_1 + \left( \frac{1}{2r} - \frac{3}{2} \frac{d\Phi}{dr} \right) K \right]$$

$$-\frac{\ell (\ell + 1)}{2r} \frac{d\Phi}{dr} \left[ V - \frac{1}{r} \left( \omega^2 e^{-2\Phi + \Lambda} + 4\pi (p + \varepsilon) e^{\Lambda} - r^2 \left\{ \frac{d}{dr} \left( \frac{1}{2r} e^{-\Lambda} \frac{d\Phi}{dr} \right) \right\} \right) W \right], \quad (A9)$$

together with two algebraic equations for $H$ and $V$ such as

$$\left[ 1 - \frac{3m}{r} - \frac{\ell (\ell + 1)}{2} - 4\pi r^2 p \right] H = -8\pi r^2 e^{-\Phi} X + r^2 e^{-2\Lambda} \left[ \omega^2 e^{-2\Phi} - \frac{\ell (\ell + 1)}{2r} \frac{d\Phi}{dr} \right] H_1$$

$$- \left[ 1 + \omega^2 r^2 e^{-2\Phi} - \frac{\ell (\ell + 1)}{2} - (r - 3m - 4\pi r^3 p) \frac{d\Phi}{dr} \right] K = 0, \quad (A10)$$

$$V = \frac{e^{2\Phi}}{\omega^2 (p + \varepsilon)} \left[ e^{-\Phi} X + \frac{1}{r} \frac{dP}{dr} e^{-\Lambda} W + \frac{1}{2} (p + \varepsilon) H \right]. \quad (A11)$$

In Eq. (A8), $\Gamma$ denotes the adiabatic index for the background stellar model, which is associated with the sound velocity, $c_s$, as

$$\Gamma = \frac{p + \varepsilon}{p} c_s^2. \quad (A12)$$

So, inside the PNS, one has to integrate four 1st order differential equations, i.e., Eqs. (A6) - (A9), together with two constraint equations, i.e., Eqs. (A10) and (A11). We remark that Eq. (A10) comes from the linearized Einstein equations, while Eq. (A11) just corresponds to Eq. (A5).
Appendix B: Perturbation equations outside the PNS

The matter density beyond the surface of the PNS is nonzero, where the PNS is considered as the region inside the specific surface density in this study. Even so, since the density outside the PNS is much smaller than that inside the PNS, for simplicity we assume that the exterior region of the PNS would be vacuum, where we neglect the gravitational waves generated in the exterior region of the PNS. Then, the perturbation equations become the so-called Zerilli equations. In practice, by setting \( m = M_{PNS} \) and \( X = W = V = 0 \), and by replacing \( H_1 \) and \( K \) with new variables, \( Z \) and \( dZ/dr_* \), defined as

\[
\begin{align*}
\ell K &= \frac{\lambda(\lambda + 1)r^2 + 3\lambda rM_{PNS} + 6M_{PNS}^2 Z + dZ}{r^2(\lambda r + 3M_{PNS})}, \\
\ell + 1 H_1 &= \frac{\lambda r^2 - 3\lambda rM_{PNS} - 3M_{PNS}^2}{(r - 2M_{PNS})(\lambda r + 3M_{PNS})} Z + \frac{r^2}{r - 2M_{PNS}} \frac{dZ}{dr_*},
\end{align*}
\]

one can reduce the Zerilli equations, where \( Z \) is the Zerilli function, \( r_* \) is the tortoise coordinate defined by

\[
r_* = r + 2M_{PNS} \ln \left( \frac{r}{2M_{PNS}} - 1 \right),
\]

and \( \lambda \equiv \ell(\ell + 1)/2 - 1 \). That is, \( \partial r = e^{\Lambda - \Phi} \partial r_* \).

Appendix C: Boundary conditions

To solve the perturbation equations given in Appendix B and C, one has to impose appropriate boundary conditions at the stellar center, the stellar surface, and the spatial infinity. The boundary condition at the stellar center is the regularity condition for all the perturbation variables, which reduces to the following relations at the stellar center [32, 60]:

\[
\begin{align*}
H_1 &= \frac{1}{\ell(\ell + 1)} [2\ell K - 16\pi(p + \varepsilon)W], \\
X &= (p + \varepsilon)e^\Phi \left[ -\frac{1}{2} K + \left( \frac{4\pi}{3} \varepsilon + 4\pi(p - \frac{\omega^2}{\ell} e^{-2\Phi}) \right) W \right], \\
H &= K, \\
V &= -\frac{1}{\ell} W.
\end{align*}
\]

The boundary condition imposed at the stellar surface is that the Lagrangian perturbation of pressure should be zero, which corresponds to \( X = 0 \) at the stellar surface, while the metric perturbations should be continuous. The boundary condition at the spatial infinity is that only the outgoing gravitational waves exist.

Appendix D: How to determine the quasi-normal modes

In order to determine the quasi-normal modes (or in order to deal with the outer boundary condition at the spatial infinity), we follow the method developed in Ref. [61]. First, the Zerilli function \( (Z) \) is changed to the Regge-Wheeler function \( (Q) \), because the effective potential in the Regge-Wheeler equation is simpler than that in the Zerilli equation. According to Ref. [62], this transformation can be done via

\[
\begin{align*}
(\kappa + 2i\omega\beta)Z &= (\kappa + 2\beta^2 f(r))Q + 2\beta \frac{dQ}{dr_*}, \\
(\kappa - 2i\omega\beta)Q &= (\kappa + 2\beta^2 f(r))Z - 2\beta \frac{dZ}{dr_*},
\end{align*}
\]

where \( \beta \equiv 6M_{PNS}, \kappa \equiv 4\lambda(\lambda + 1) \), and

\[
f(r) = \frac{r - 2M_{PNS}}{2r^2(\lambda r + 3M_{PNS})}.
\]
Then, by expanding the variable $Q$ at a finite radius, $r = r_a$, as

$$Q(r) = \left(\frac{r}{2M \text{PNS}} - 1\right)^{-2i\omega M \text{PNS}} e^{-i\omega r} \sum_{n=0}^{\infty} a_n \left(1 - \frac{r}{r_a}\right)^n,$$

(D4)

where any terms proportional to $\exp(i\omega r)$, i.e., ingoing wave, are removed far from the PNS, and by substituting this expression into the Regge-Wheeler equation, one can obtain a four-term recurrence relation with respect to $a_n$ for $n \geq 2$, such as

$$\alpha_n a_{n+1} + \beta_n a_n + \gamma_n a_{n-1} + \delta_n a_{n-2} = 0,$$

(D5)

where the coefficients are given by

$$\alpha_n = \left(1 - \frac{2M \text{PNS}}{r_a}\right)n(n + 1),$$

(D6)

$$\beta_n = -2 \left[i\omega r_a + \left(1 - \frac{3M \text{PNS}}{r_a}\right)n\right],$$

(D7)

$$\gamma_n = \left(1 - \frac{6M \text{PNS}}{r_a}\right)n(n - 1) + \frac{6M \text{PNS}}{r_a} - \ell(\ell + 1),$$

(D8)

$$\delta_n = \frac{2M \text{PNS}}{r_a}(n - 3)(n + 1).$$

(D9)

In particular, the values of $a_{-1}$, $a_0$, and $a_1$ are determined with the values of $Q$ and $dQ/dr$ at $r = r_a$ as

$$a_{-1} = 0, \quad a_0 = \frac{Q(r_a)}{\chi(r_a)}.$$

(D10)

$$a_1 = \frac{r_a}{\chi(r_a)} \left[\frac{dQ}{dr}\bigg|_{r_a} + \frac{i\omega r_a}{r_a - 2M \text{PNS}} Q(r_a)\right],$$

(D11)

where

$$\chi(r) \equiv \left(\frac{r}{2M \text{PNS}} - 1\right)^{-2i\omega M \text{PNS}} e^{-i\omega r}.$$

(D12)

Moreover, by defining new coefficients, $\hat{\alpha}_n$, $\hat{\beta}_n$, and $\hat{\gamma}_n$, with Eqs. (D6) – (D9) as $\hat{\alpha}_1 = \alpha_1$, $\hat{\beta}_1 = \beta_1$, $\hat{\gamma}_1 = \gamma_1$, and for $n \geq 2$

$$\hat{\alpha}_n = \alpha_n,$$

(D13)

$$\hat{\beta}_n = \beta_n - \frac{\hat{\alpha}_{n-1} \delta_n}{\gamma_{n-1}},$$

(D14)

$$\hat{\gamma}_n = \gamma_n - \frac{\hat{\beta}_{n-1} \delta_n}{\hat{\gamma}_{n-1}},$$

(D15)

the four-term recurrence relation given by Eq. (D5) is reduced to a three-term recurrence relation as

$$\hat{\alpha}_n a_{n+1} + \hat{\beta}_n a_n + \hat{\gamma}_n a_{n-1} = 0.$$

(D16)

With this recurrence relation, one can derive the form of continued fraction composed of $\hat{\alpha}_n$, $\hat{\beta}_n$, and $\hat{\gamma}_n$, such as

$$\frac{a_1}{a_0} = -\frac{\hat{\gamma}_1 \hat{\alpha}_1 \hat{\gamma}_2 \hat{\alpha}_2 \hat{\gamma}_3 \cdots}{\beta_1 - \beta_2 - \beta_3 - \cdots},$$

(D17)

or

$$0 = \hat{\beta}_0 - \frac{\hat{\alpha}_0 \hat{\gamma}_1 \hat{\alpha}_1 \hat{\gamma}_2 \hat{\alpha}_2 \hat{\gamma}_3 \cdots}{\beta_1 - \beta_2 - \beta_3 - \cdots} \equiv \mathcal{F}(\omega),$$

(D18)

where $\hat{\beta}_0 = a_1/a_0$ and $\hat{\alpha}_0 = -1$. Finally, the eigenvalue, $\omega$, can be determined by solving the equation of $\mathcal{F}(\omega) = 0$, where we adopt $n_{\text{max}} = 200000$ which is the maximum value of $n$. 
We show the results for full perturbations. The open, filled, and double marks denote the frequencies calculated with the Cowling approximation, with $\delta \alpha$, and with $\delta \alpha$ and $\delta \psi$, respectively.

### Appendix E: For the case with $\psi = 1$

In this study, to adopt the open code, GREAT, consistently with our coordinate system, we transform the metric function together with the radial coordinate via Eqs. (4) - (6). On the other hand, in the previous studies [19, 23], the frequencies are calculated by setting $\psi = 1$, where $r_{iso}$ becomes equivalent to $r$. So, in this appendix, we compare the frequencies with $\psi = 1$ to those with $\psi$ calculated with Eq. (5) just for reference. In Fig. 8 we show the $f_-$, $p_1$, and $g_1$-mode frequencies with $\psi = 1$ in the left panel and those with $\psi$ calculated with Eq. (5) in the right panel, where the background on each panel denotes the gravitational wave spectrogram obtained from the data of the corresponding numerical simulation. In the figure, open, filled, and double marks denote the frequencies with the Cowling approximation, with $\delta \alpha$, and with $\delta \alpha$ and $\delta \psi$, respectively.

From this figure, one can see that the frequencies calculated with $\psi = 1$ are estimated larger than those with $\psi$ calculated with Eq. (5). In addition, in both cases with $\psi = 1$ and $\psi \neq 1$, the frequencies with $\delta \alpha$ become smaller than those with the Cowling approximation, and the frequencies with $\delta \alpha$ and $\delta \psi$ become smaller than those with $\delta \alpha$. This tendency is consistent with the results shown in Ref. [23]. Among the models, the estimate with lapse perturbation in $\psi = 1$ provides the best fit for the numerical simulation. We remark that this setting is closer to what has been done in the numerical simulation, i.e., the Newtonian simulation ($\psi = 1$) with phenomenological gravitational potential ($\delta \alpha \neq 0$).

Additionally, we try to compare our models with the models in the market. Table I summarizes the setting and the corresponding results with the linear analysis in literature and ours. All the background models in the table are performed in the phenomenological general relativistic potential as in Ref. [59]. We summarize the setup of linear analysis in the columns of the “Setup of linear analysis”. The detail is shown in the caption. In a private communication to the authors of Ref. [23], we know the settings of $\alpha = 1 + \Phi$ and $\psi = 1$ is used in T19m20. Since $1 + \Phi$ should be identical to $\exp(\Phi)$ if $|\Phi| \ll 1$, we do not focus on the difference in the treatment of the lapse function. In the right half of the table is dedicated to describing the results in the specific settings, where “high”, “just”, and “low” in each column respectively correspond to the case when the $f$-mode frequency obtained with the linear analysis is larger than, comparable to, and lower than the ramp up signals in the numerical simulation, where the judgment of “just” is simply by eye. Note that Ref. [23] has used a different classification method. We call their $m^2g_1$-mode as $f$-mode.

Basically, it is not easy to investigate the consistency of our results to the previous works, since the coordinate system, the boundary condition, the setup for background metric differ each other. However, we can find some features. The models with $\psi \neq 1$ or $\exp(\Lambda) \neq 1$, i.e., m2.9SGR and m2.9IGR, predict systematically lower frequency compared to that in the numerical simulations. That indicates the treatment of the background metric is important. On the other hand, among the models with $\psi = 1$, the setups of M18m10 and m2.9INW are similar, but the results are not consistent: M18m10 predicts lower frequencies compared to the simulation, while m2.9IGR predicts higher frequencies than that. We need further investigation on this issue in the future. Despite that the boundary condition is different, T19m20 and m2.9INW show similar trends. The effect of the boundary condition on this issue may not be so large.

---

[1] B. P. Abbott et al. (LIGO Scientific and Virgo Collaboration), Phys. Rev. Lett. 119, 161101 (2017).
[2] B. P. Abbott et al. (LIGO Scientific and Virgo Collaboration), Astrophys. J. 848, L12 (2017).
TABLE I: Summary of the setting and the results of the linear analysis in literature and ours. In the columns of the “Setup of linear analysis”, we summarize the setup. The “coordinates” column refers to the coordinate system of the linear analysis: isotropic or Schwarzschild coordinates (spherical coordinates) are used. The “boundary” column shows the choice of the boundary condition: “PNS, \( \Delta P = 0 \)” means that the Lagrangian perturbation of the pressure should be zero at the PNS surface, while “shock, \( \eta_P = 0 \)” means that the Lagrangian perturbation of radial coordinate should be zero at the shock radius. The “\( \psi = 1 \)” and “\( \exp(\Lambda) \)” columns denote how to set the background \( \alpha \) and \( \psi \) or \( \Lambda \) in Eq. (2) and Eq. (3). In the columns, \( \exp(\Lambda) \neq 1 \) or \( \psi \neq 1 \) means the employment of the general relativistic effect. In the right half of the table is dedicated to describing the results in the specific settings. The relative frequency of the \( f \)-mode in the linear analysis with respect to that in the numerical simulation is written in each column.

| Models | Setup of linear analysis | \( f \)-mode frequency relative to the simulation |
|--------|--------------------------|-------------------------------------------------|
|        | coordinates | boundary | lapse | conformal factor | Cowling | \( \delta \phi \neq 0 \), \( \delta \psi \neq 0 \) | full |
| M18m10\({}^{a}\) | isotropic | PNS, \( \Delta P = 0 \) | exp(\( \phi \)) | \( \psi = 1 \) | low | just | - |
| T19m20\({}^{b}\) | isotropic | shock, \( \eta_P = 0 \) | 1 + \( \phi \) | \( \psi = 1 \) | high | high | just | - |
| m2.9INW\({}^{c}\) | isotropic | PNS, \( \Delta P = 0 \) | exp(\( \phi \)) | \( \psi = 1 \) | high | just | low | - |
| m2.9IGR\({}^{d}\) | isotropic | PNS, \( \Delta P = 0 \) | exp(\( \phi \)) | \( \psi \neq 1 \) | low | low | low | - |
| m2.9SGR\({}^{e}\) | spherical | PNS, \( \Delta P = 0 \) | exp(\( \phi \)) | \( \exp(\Lambda) \neq 1 \) | low | - | low | - |

\(^{a}\) Fig. 5 in Ref. [19], 10 \( M_\odot \) progenitor with SFHo EOS.

\(^{b}\) Left panel of Fig. 12 in Ref. [23], 20 \( M_\odot \) progenitor with SFHo EOS. Their \( g_1 \)-mode is called \( f \)-mode in this study.

\(^{c}\) Left panel of Fig. 8, 2.9 \( M_\odot \) He star with LS EOS.

\(^{d}\) Right panel of Fig. 8, 2.9 \( M_\odot \) He star with LS EOS.

\(^{e}\) Fig. 2, 2.9 \( M_\odot \) He star with LS EOS.
In this study, we adopt the numerical simulation data with non-rotating progenitor model. So, we consider that even one-dimensional (spherically symmetric) PNS models by averaging in the angular direction are sufficient as the background models for the linear perturbations. But, if one would consider the situation by adopting the numerical simulation with the rotating progenitor and the rotational effect would become crucial in the PNS evolution, one must make a linear analysis on the two-dimensional background.