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Figure 1: Shared and collaborative augmented reality experience on mobile devices, powered by high-precision localisation in city-scale 3D maps.

ABSTRACT
In this paper we present the first published end-to-end production computer-vision system for powering city-scale shared augmented reality experiences on mobile devices. In doing so we propose a new formulation for an experience-based mapping framework as an effective solution to the key issues of city-scale SLAM scalability, robustness, map updates and all-time all-weather performance required by a production system. Furthermore, we propose an effective way of synchronising SLAM systems to deliver seamless real-time localisation of multiple edge devices at the same time. The resulting system is deployed and tested at scale in San Francisco where it delivers AR experiences in a mapped area of several hundred kilometers. To foster further development of this area we offer the data set to the public, constituting the largest of this kind to date.
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1 INTRODUCTION
Most of the currently available production Augmented Reality (AR) today are single-user experiences running at a small scale. For example, in games such as Pokemon Go, a user can see AR content on their edge device (e.g. smartphone or AR glasses), but a second user cannot see the same content in the same place on their own device. This fundamental limitation is due to the each device’s pose being estimated in its own coordinate systems different to each other, by the simultaneous localisation and mapping (SLAM) system running on-board. Additionally, these are often limited to small scale (i.e. one room), constant visual conditions, and do not support large-scale applications such as outdoor AR navigation.

The properties of SLAM systems are well known [11,32,34], but building production-grade, city-size, and multi-agent solutions poses unique challenges due to the high requirements for system robustness, scalability, multi-weather and time-of-the day performance, and map updates combination of which was never explored together.

In this work we present the first published end-to-end production system that allows city-scale robust localisation of multiple devices in the same shared coordinate system for building shared and collaborative augmented reality experiences (as shown in Figure 1 and the accompanying video). In doing so we propose and exploit a new experience-based mapping framework for constructing large-scale all-time all-weather maps, keeping them perpetually updated and supporting localisation of edge devices over a mobile network. In particular, the contributions of this paper are five-fold:

1. The end-to-end design of a production-grade system for augmented reality at scale.
2. An experience-based mapping framework, which is an effective solution to the key issues of all-time all-weather city-scale SLAM scalability.
3. A novel way of localising multiple edge devices in the same coordinate space, in real time over a mobile network with latency and limited bandwidth.
4. A comprehensive evaluation of map-building and AR localisation performance on a city-scale dataset.
5. A new city-scale dataset.\(^\text{3}\)

\(^{3}\)Video of the deployed system is at https://youtu.be/tXwVg2S9wul.

\(^{2}\)To request access to the dataset please visit www.bluevisionlabs.org.
2 Related work

Some previous work tackles global localisation without using a map of the environment, for example by combining GPS and inertial sensors (e.g. [33]), or GPS and visual odometry (e.g., in [15]). However, in our tests neither of these options met the accuracy requirements for providing immersive real-time AR experiences due to large GPS location error, particularly in urban settings with tall buildings (urban canyons). To obtain the required accuracy, we have used a visual mapping and localisation approach providing a more accurate localisation signal than GPS. This approach requires constructing a large-scale global map of the environment before the AR experiences can happen.

Much work has been done on building mapping and localisation algorithms. Many of the classical systems [7,8,25] have been achieving impressive results with single-agent real-time systems performing mapping and localisation at the same time (SLAM). There are also several impressive solutions that specifically provide the ability to build a map first and then use it to localise allowing also for multi-agent solutions [10,20,31]. These systems, however, typically operate in a limited geographic area due to the memory constraints and algorithmic complexity of the underlying structure-from-motion (SFM) problem. Their map-building part is often limited to a single machine and cannot be directly used with the amounts of data processed by the solution proposed in this paper.

Building visual maps at a scale needed for the described use cases has been addressed in [2,14,39]. Compared to these approaches, our method is designed to optimally exploit the multi-experience nature of the data collection leading to approximately linear complexity of map-building process, fast map updates, and extreme robustness to outliers and SFM failures arising from difficult visual conditions. Unlike the previous solutions, the proposed system is significantly more robust to the variances in quality of the input data, allowing for crowd-sourced approach for data collection. Moreover, we do not stop at the map-building stage and provide a large-scale multi-agent localization framework as well.

Image-based location retrieval is a topic with a lot of interest and it was explored, for example, in [6,9,12,13,16,15,27,28,33,37]. Many of the approaches focus on limited geographic areas or a limited set of lighting conditions. Several impressive works focusing on providing localisation of mobile devices presented in [21,15,36] suffer from similar vices, allowing for experiences only in significantly limited areas and we show several orders of magnitude improvement in the size of the area supported in our experiments. We present a multi-agent system where many devices continuously interact and localise within a single, unbounded map under varying visual conditions.

Vision systems degrade in changing visual conditions due to increasing perceptual difference (i.e. day vs night) between the map and localisation images. Robust, all-time-time, all-weather performance is key for production systems and was considered in [31,17,29] by building robust localisation feature representations. In contrast, we take inspiration from experience-based navigation framework [5] where robust multi-weather performance is achieved by repeatedly collecting data along a route in varied conditions and building one multi-weather map. By doing so the map covers all possible visual conditions resulting into robust performance. This setup is uniquely beneficial for building productions systems, where more data can be collected as required to achieve the desired performance of the system. In particular, in this work we focus on the ability to combine these experiences, collected at scale by a fleet of vehicles, robustly fuse them to form a single map, and efficiently update the map when more data are available.

Finally, unlike all previous works that addressed only parts of the technical problem, this is the first work that ties all the components together and at scale into one production-grade AR system. We acknowledge imperfections in the current algorithms and our collected data, and rather than attempting to find a silver bullet for each part of the system, we acknowledge the imperfections and build a redundant and robust solution around it.

We are also releasing a new large-scale mapping and localisation dataset from San Francisco, comprising millions of frames and videos. It is the largest publicly-available dataset of this kind, 5x larger than the next largest similar dataset [6].

Main difference - many orders of magnitude more. Focus is not on solving each individual part perfectly. We accept imperfect nature of algorithms and design the whole end-to-end approach with redundancy and solution focused on manipulating several orders of magnitude larger data than the previous known approaches.

3 System overview

We propose a computer vision system that enables collaborative augmented reality experiences. At its core lies a map-based localisation system outlined in Figure 2 that can track the global pose of an edge device (e.g. smartphone or AR glasses) \( p_{i}^{gps} \) over time in the shared coordinate space of the 3D map \( M \) of the environment. This leverages the approximate location \( p_{i}^{approx} \) given by the device GPS, and the image history of what it sees through its camera \( I_{i,j} \).

The map is constructed from a large set of individual data collection logs called experiences \( \{s^1, \ldots, s^N\} \). Each experience comprises a set of images \( s^i = \{I^{t_1}_i, \ldots, I^{t_2}_i\} \) and GPS points collected during a single session at particular time of day / weather condition by a vehicle equipped with multiple cameras and an INS system. It can range in length from several meters to up to a few kilometers. The ability to build maps from very large number of experiences is the key to achieving high performance and robustness (see Sec. 4). We use a fleet of cars to collect experiences that are used in map building to efficiently control and improve the performance of the resulting system.

![Figure 2: The system diagram for the proposed system. A large-scale 3D map is computed from a vehicle-based image collection and used to localise camera-equipped edge devices for AR experiences over a mobile network.](image-url)
Figure 3: The city-scale map built for supporting AR experiences. The subset of the map we evaluated AR performance (middle) consists of 4249 submaps and was computed on a cluster of 500 CPUs over period of 91 hours.

The map contains billions of landmarks, and due to its size cannot be stored on the edge device. Instead, the device runs a visual-inertial odometry (VIO) system locally. This system is aligned with the map through the local-to-global coordinate transform $T_{vo\rightarrow M}$, recovered by estimating the pose with respect to the map of a subset of the individual images captured by the device. Due to map size and the need to keep it perpetual updates, this takes place in the cloud. In Section 5 we describe how we dealt with network latency and limited network bandwidth.

This localisation system is then augmented with persistent content storage and real-time pose sharing, enabling powerful collaborative AR experiences. We describe details of these in Section 6. In what follows we present the core architecture of the system, while we discuss smaller implementations details in 6.

4 LARGE SCALE EXPERIENCE-BASED MAPPING

In this section we present our system for building a large scale map $M$ from the set of collected experiences $I_1 \ldots I_N$. It is designed to achieve three key goals:

1. **Localisation performance**: reliable all-time, all-weather localisation
2. **Map robustness**: ensure map quality over a large geographic area in the face of SfM failures
3. **Map freshness**: efficient map updates by adding more data when needed.

The algorithm consists of four components: (1) data splitting, (2) submap building, (3) submap verification, and (4) submap fusion with map update. We now provide an overview before presenting each component in detail.

The algorithm starts with an empty map $M$ and then iteratively adds new experiences to it. For each experience, we group all its images into smaller overlapping subsets (data splitting), and then run SfM on each subset independently, producing submaps (submap building). This is the most expensive part of the algorithm, but we parallelise it on a cluster of CPUs. Therefore, there is no limit to the size of input experiences. Next, SfM failures are identified, and these ‘broken’ submaps are discarded. The remaining submaps are fused into a single, global map. The entire map can be built from scratch in approximately linear time complexity with the amount of data, or alternatively, experiences can be added one-by-one. The resulting map $M$ comprises $K$ geo-aligned submaps $M_1 \ldots M_K$, each containing the camera poses $p$ of the input images, and a set of 3D localisation landmarks $x$ such that $M_i = \{p_1 \ldots p_M, x_1 \ldots x_L\}$.

1. **Data splitting.** We bound the computational complexity of submap building (step 2) by grouping the images in an experience (which can be potentially numerous) into consistently-sized subsets of images. The first image in the experience is assigned to a subset, which is grown in size until it contains 1,000 images (we enforce subsets to have a circular shape, with a minimum radius of 20m). This is done using a greedy line-sweep algorithm over the 2D GPS positions of each image (see Figure 4). In areas with large image density, we randomly sub-sample images, to fit into the 1,000 limit. These values were chosen empirically to allow submaps to cover enough geographical area (making the grouping robust to GPS errors, which are severe in urban canyons), yet be small enough for efficient submap building. Lastly, for each submap in an experience we add images randomly chosen from neighbouring submaps, which is key for submap fusion (step 3). To enable the fusion of submaps across experiences, we also add randomly-selected images from the same geographic location but different experiences. While this increases the computation required in step 2 (most images are in multiple submaps), this greatly simplifies the fusion step.

Figure 4: The line-sweep algorithm that splits data collected during one mapping session into submaps of size up to 1,000 frames.
2. Submap building. Next, incremental SFM [23] is run on each subset independently, relying on a standard pipeline of feature extraction, matching, track creation and bundle adjustment. This recovers the poses of the images and the 3D positions of landmarks, by minimising the re-projection error:

$$
\mathcal{E}(x, p) = \sum_{i,j} (z_{i,j} - \pi(x_i, p_j))^2 + \lambda \sum_i (p_i - p_i^{gps})^2
$$

where $z_{i,j}$ is the position of the $i$-th feature in the $j$-th image, and $\pi(x_i, p_j)$ is re-projection of landmark $x_i$ using pose $p_j$. The last term is a GPS prior, weighted by $\lambda$. Thanks to the small size of the subsets, each submap can be built on a single CPU. Examples of submaps are shown in Figure 5.

3. Submap verification. Due to challenging conditions such as occlusions, moving objects, or camera failures, SFM can output incorrect or warped 3D maps as shown in Figure 5. To detect this we check whether the reconstructed poses agree with the relative vehicle motion model. Discarded submaps are not used for map fusion or update.

4. Submap fusion & map update. Lastly, new submaps and existing submaps in $\mathcal{M}$ are fused together rigidly. For each of $K$ submaps, we compute a 7DoF transformation $T_k$ that minimises the displacement between images that occur in multiple submaps (i.e., in the coordinate system of the fused map, the positions of the same image in different submaps must coincide):

$$
\mathcal{E}(T) = \sum_{i,k} \sum_{j,l} (T_k p_i^k - T_l p_i^l)^2 + \lambda \sum_{i,k} (T_k p_i^k - p_i^{gps})^2
$$

where $p_i^k$ is the pose of image $I_i$ in submap $\mathcal{M}_k$ and $k, l$ iterate over pairs of submaps containing $I_i$.

The result is a geo-aligned map (Fig. 3). Figure 6 shows the map’s alignment with geo-coordinates due to the combination of geometric and GPS terms.

Despite its simplicity, the overall mapping framework is remarkably robust. As further discussed in Section 6, it robustly builds highly accurate 3D maps even if the SFM has only a 89% success rate at the individual submap level (step 2). Moreover, both map completeness and localisation performance improve as new experiences are fused with the map, filling any low-density regions.

Removing data from the map, which might be desirable in the case of environmental change or manually detected map errors, is equally simple. The affected submaps are simply removed and we rerun the fusion steps on the remaining submaps. Note that we do not perform any global bundle-adjustment to refine positions of landmark after step 4, unlike [40]. We found that this only marginally improves map accuracy, and thus does not warrant the additional computational cost for the AR use case.

5 Real-time SLAM synchronisation

In this section we describe how to continuously localise an edge device in the large-scale multi-experience map we described in the previous section.

Given the map is stored in the cloud direct image-based localisation impossible. Instead, each device runs a visual-inertial odometry system that continuously tracks its own pose $p_0^{vo}$ over time in a local coordinate frame and simultaneously estimates a global-to-local coordinate transform $T_{vo\rightarrow M}$. This is achieved by (1) sending recently captured keyframes over the mobile network to the cloud service containing the map, (2) the cloud service determining the edge device’s global pose by performing image-based localisation, and (3) sending the global localisation result back to the edge device, as shown in Figure 7. The optimal transform $T_{vo\rightarrow M}$ is given by
minimising
\[ C(T) = \sum_{t} \tau^{-1} ||p_{\mathcal{M}}(I_t) - T p_{\mathcal{M}}^{\text{vo}}||_{\delta}, \]

over the history of transmitted images \( I_t \), where \( p_{\mathcal{M}}(I_t) \) is the result of the localisation of image \( I_t \) in map \( \mathcal{M} \), \( p_{\mathcal{M}}^{\text{vo}} \) is the local pose of the image and \( \tau \) is a time decay factor that favours recent measurements. We use robust Huber loss to mitigate outlier localisation. The current real-time pose is then given as
\[ p_{\mathcal{M}}^{\text{vo}} = T_{\text{vo} \rightarrow \mathcal{M}}^* p_{\text{vo}}. \]

Recall that the map is composed of submaps \( \mathcal{M}_{1..K} \). In order to handle a very large map, the submaps are stored together based on GPS proximity, and the image is queried against all submaps within a GPS radius. The query result with the largest number of inlier feature matches is then used. This process typically takes approximately one second per image, and is independent of the size of the map.

The accuracy of visual localisation performance depends on a number of factors and the localisation error is approximately given by
\[ \varepsilon = \varepsilon_{\text{map}} + \varepsilon_{\text{loc}} + \varepsilon_{\text{vo}} \Delta t_{\text{loc}} \]

where \( \varepsilon_{\text{map}}, \varepsilon_{\text{loc}}, \varepsilon_{\text{vo}} \) is respectively the error of the map, localisation and odometry drift over localisation request time interval \( \Delta t_{\text{loc}} \) and \( r_{\text{loc}} \) is the localisation success rate %.

### 6 Experiments

In this section we evaluate the proposed system and outline how it can be used to AR usecases. In particular, we are interested in (a) the experience-based mapping system’s ability to produce large-scale maps, and (b) the edge-device localisation performance for multi-user, production AR.

#### 6.1 Dataset

We have collected two datasets to build a map and evaluate the system. We report the performance of the system on the subset of the data where these two datasets overlap, and release it to the public as a part of this work. The used dataset is several orders of magnitude larger than data used for experimentation by similar end-to-end multi-agent mapping and localisation systems (e.g., [31]), rendering any state-of-the-art comparisons infeasible.

**Map-building dataset.** To build the map of the environment we collected 27M images in San Francisco using a fleet of vehicles carrying camera and GPS-equipped devices over a period of around 3 months. Subset of 7M (equivalent of roughly 1,000 miles driven) is being released and used for evaluation.

Each vehicle used for the 7M dataset was equipped by 8 rolling-shutter cameras in rosette configuration as shown in Figure 9. Each camera has a 70° Field of View (FOV) providing a 360° view around the vehicle with approximately 25° overlap between neighbouring cameras. The vehicles traversed the city, covering each street multiple times and thus creating several experiences per street.

![Figure 9: Samples from the dataset. Top: a view from 8 cameras mounted on the vehicle. Bottom: data seen by a mobile phone held by pedestrian during localisation.](image)

| Stage                 | # CPUs | Per submap | Total |
|-----------------------|--------|------------|-------|
| Data splitting        | 1      | -          | 1 hour|
| Feature detection     | 300    | 1 hour     | 18 hours|
| Feature matching      | 300    | 1.5 hours  | 27 hours|
| SfM                   | 500    | 4 hours    | 44 hours|
| Submap fusion         | 1      | -          | 1 hour|

**Table 1:** The map-building compute time broken down by each stage, for a map consisting of 7 million frames split into 4249 submaps.
Table 2: Map yield by number of passes. Map yield is defined as a percentage of the streets where we have successfully reconstructed batches against where we attempted to construct the map.

| Area             | Attempted | Reconstructed | Yield |
|------------------|-----------|---------------|-------|
| 1+ passes        | 3000 miles| 1950 miles    | 66%   |
| 4+ passes        | 1517 miles| 1384 miles    | 91%   |

Figure 10: Map coverage as a function of more experiences from the area. Left: top-down view of a challenging area of the city after a single data collection, right: the same area after adding more data to the map.

The computation took more than 35,000 hours distributed over 500 CPUs and produced a 700 GB map. For run-time and parallelisation of the different steps, see Table 1. Most of the time is spent in the feature matching and bundle adjustment steps, which run in quadratic and cubic time in the number of images in a submap respectively. A map update on this map consisting of building one or multiple additional submaps and fusing them in takes approximately 6 hours.

The impact of experiences on map coverage. Figure 10 qualitatively shows improvement of map coverage as we add experiences. With an average of only one mapping experience per location, the map displays missing areas and would be unfit for localisation on those streets. As seen in Table 2, this significantly improves as more experiences are added, despite high failure rate of individual submaps.

6.3 Localisation performance

We measured the performance of edge device localisation in the map. Figure 13 shows typical localisation performance for a pedestrian’s smartphone as they walk down the road, as compared with GPS. The visual localisation system is significantly more accurate than GPS localisation. We used 1,099 recordings from the AR localisation dataset described above. The key localisation metric used is localisation rate, defined as the fraction of images able to localise. We complement it with two accuracy metrics: localisation consistency and localisation accuracy.

Implementation details. For the server-side localization of single images we used SIFT features [19] and the localization tool from OpenMVG [24]. We modified the approximate nearest neighbour lookup implementation to reduce the size of the data and speed of loading it into memory to fit our submap size. This was necessary to guarantee server responses within around 1 second at a stable 4G connection. For odometry, we experimented with VINS [26] and ORBSLAM [25], but we ended up using a commercial version (ARKit [1]), as it performed best for our handheld AR use case and provided the most robust experience on the tested smartphones.
Localisation rate. We evaluated 37,727 localisation requests that originated from the challenging AR dataset recordings simulating a real use of the system across the city. Out of those, 73% were successfully localised. As these poses can be computed from erroneous matches we have also calculated that after further filtering of outlier localizations in the system, 61% of the requests produce a coherent result when combined with the visual-inertial odometry running on the client. This rate is enough to provide a smooth user experience.

Localisation consistency. We measured the positional discrepancy of the server-side localisation service against the visual odometry running on the device before fusing them to be 30cm. We have tuned the system to bias heavily towards false positives in server-side localizations. The synchronisation algorithm running on the device can pick out the correct relocalisations and discard the high-variance noise.

Localisation accuracy. To evaluate positional accuracy against a ground truth we collected a separate dataset comprising 2h of data. It was obtained by attaching an edge device to a self-driving-capable vehicle with high-performance odometry, and driving it around the city. We repeatedly computed the difference between raw localised poses after the device traveled distance of 20m and compared it against the groundtruth odometry. Figure 11 shows result of this relative error comparison. The mean error is 42cm (2%) and median error is 18cm (1%). This accuracy is sufficient for most AR usecases.

The impact of experiences on localisation performance. Similarly to [5], in Table 3 we observe increased localisation performance as data collected from varying times of day and weather are combined. To measure the impact on localisation performance we collected mapping data and corresponding edge device localisation recordings in one area of the map at different times of day. We evaluate the localisation rate as a function of the amount of data used for map-building.

Computation time in Figure 4 summarises timing of individual stages of a single localisation request. On average the localisation requests take 970ms on 4G network and 1700ms on 3G network.

6.4 AR system

Our system can be run in parallel on multiple edge devices jointly localising in the same coordinate space of the map $M$. In order to
We observed the system works robustly under usual lightning conditions. We observed in practice is the requirement of a stable mobile data connection during its use. We observed common sudden drops in mobile bandwidth when testing in crowded areas of the city. This is important for interaction and allows you to, say, show an avatar on top of players’ current locations, or play collaborative games. Figure 12 and the accompanied video showcase example AR experiences we built using these methods. Thanks to the shared coordinate system, all users see content at exactly the same place and can interact with each other.

### 6.5 Limitations and failure cases

We observed the system works robustly under usual lightning conditions. Here we summarise the most significant causes we observed to be limiting its performance:

**Persistent content storage** allows users to create and store the coordinates of AR content in a shared database, making it immediately visible to other users.

**Real-time pose sharing** exchanges current poses between active devices. This is important for interaction and allows you to, for example, show an avatar on top of players’ current locations, or play collaborative games.

Figure 14 displays some of the failure cases mentioned above, such as obstructed sidewalks, user pointing the phone upwards, repetitive structures and reflections.

**Multiple passes required for mapping.** Our system achieve robustness by exploiting redundancies in the data - this was a deliberate decision. We embraced the stochastic nature of the individual methods in the overall system (each step can fail on subsets of the data), but redundancy in data allows us to handle local algorithmic failures (e.g. while building a submap from an experience with SfM can fail due poor illumination, occlusions, etc., a successful submap from another experience in the same area can fill the gap).

**Mobile network connection.** One of the biggest limitations we observed in practice is the requirement of a stable mobile data connection during its use. We observed common sudden drops in mobile bandwidth when testing in crowded areas of the city. This has a large noticeable impact on initialisation of the system and also on the positional error accumulated due to dead-reckoning drift of odometry. This can be solved by doing the map relocalisation on the edge device. While possible, it would require optimising the algorithm’s runtime, using quicker (most likely binary rather than float) feature descriptors, and simplification of the map to reduce its size to serve it to the device, which will also need to cache parts of the map. This optimisation is left as future work for the next versions of the system.

**Viewpoint change too large.** While the system is resilient to localization from some novel viewpoints, the second most common issue comes from inability of the system to match images due to occlusion, or when there is a large difference in viewpoint. The latter is mostly noticeable in areas where there is a large gap between the sidewalk (where the edge device is held) and the street (where the mapping collections happens). Thanks to the submap implementation and focus on data redundancy, one way to tackle this is to also use data collected from the sidewalks with a smaller hand-held camera rig for mapping (additional to our current car mapping collect). This works well, however, pedestrian data collection can become a bottleneck when scaling to larger areas. An alternative is to explore methods like ASIFT known to increase the robustness to viewpoint changes.

**Other failure cases.** Figure 14 displays some of the failure cases mentioned above, such as obstructed sidewalks, and a few more failures due to excessive vertical tilting, reflections, and repetitive textures. These can prevent or slow down an initial localisation in some areas (e.g. where recent changes happened due to constructions, or the user is pointing their phone towards the sky), but we observed that their impact on the overall experience is mitigated by the VIO system.

### 7 CONCLUSIONS

We have presented the first published end-to-end production system for building collaborative augmented reality experiences at city-scale. The presented system can be extended in many ways, for example, by automatically updating the map when detecting changes in the environment, potentially with data transmitted by the edge devices. We believe that, together with the released dataset, this work will enable the community to address these and other challenges, and accelerate the development of AR systems towards seamless and ubiquitous experiences.
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