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ABSTRACT. We study the average value of the divisor function \( \tau(n) \) for \( n \leq x \) with \( n \equiv a \mod q \). The divisor function is known to be evenly distributed over arithmetic progressions for all \( q \) that are a little smaller than \( x^{2/3} \). We show how to go past this barrier when \( q = p^k \) for odd primes \( p \) and any fixed integer \( k \geq 7 \).

1. Introduction

The study of arithmetic functions along arithmetic progressions has a long and extensive history in number theory. Perhaps the most famous example of this problem is counting the number of primes up to \( x \) that are congruent to \( a \mod q \) for some \((a, q) = 1\). The classical Siegel-Walfisz theorem [20] gives the expected asymptotic for this number when \( q \leq (\log x)^N \) for any fixed \( N \). Counting primes in arithmetic progressions for larger moduli is connected to deep unsolved problems on the zeros of Dirichlet \( L \)-functions (see [6, Chapter 22]). One lesson to take away is that such problems are very sensitive to the relative sizes of \( x \) and \( q \).

The average value of the divisor function \( \tau(n) \) in arithmetic progressions is another well known classical problem on which many important applications hinge. For example, as M. Young explains in [21, page 4], this problem is central to the fourth moment of Dirichlet \( L \)-functions. Let \((a, q) = 1\) and \( x > q^{\theta} \). It is conjectured that if \( \theta > 1 \), then

\[
\sum_{n \leq x, n \equiv a \mod q} \tau(n) - \frac{1}{\phi(q)} \sum_{n \leq x} \tau(n) \ll \frac{x^{1-\delta}}{q}
\]

for some \( \delta > 0 \) depending only on \( \theta \), where \( \phi(q) \) is the Euler totient function. In other words, if the modulus \( q \) is not too large, it is expected that the divisor function is evenly distributed over residue classes \( \mod q \). Consider the left hand side of (1.1). As we will see below, if one picks out the residue class \( \mod q \) using additive characters and applies Poisson summation, then one arrives at a certain sum of Kloosterman sums. At this point, applying Weil’s bound for each individual Kloosterman sum yields an admissible error term for \( \theta > \frac{2}{3} \). In fact a smaller error term is possible; see [13]. To do better, one must seek cancellation between Kloosterman sums instead of bounding them absolutely. This seems to be a very difficult problem and the conjecture (1.1) remains unsolved for every value of \( \theta \leq \frac{2}{3} \).

Several authors have provided evidence for (1.1) beyond the barrier of \( \theta = \frac{2}{3} \) by showing that it holds in an average sense, where the averaging is performed over \( q \) or \( a \). See [3, 1, 8, 7]. Of these, in [8], Fouvry and Iwaniec work only with moduli having a special factorization. In a recent paper, Irving [12] was the first to consider some individual moduli beyond the range given by Weil’s bound. He showed that (1.1) holds for \( x > q^{1-\eta} \), provided that \( q \) is square-free and has only small prime factors. On page 6679 of his paper, Irving stressed the importance to his method of having \( q \) square-free.
In this paper we consider prime power moduli. While this covers an important case which Irving could not treat, the real motivation for this choice of special moduli is its historical significance. A long line of papers [16, 4, 5, 17, 11, 9, 13, 10, 2, 19] concerning Dirichlet characters, $L$-functions, and primes in arithmetic progressions are specialized to, or build upon work specialized to, prime power moduli. We prove the following result.

**Theorem 1.1.** Let $q = p^k$ for an odd prime $p$ and a fixed integer $k \geq 7$. There exist some constants $\eta > 0$ and $\delta > 0$, depending on $k$, such that \( (1.1) \) holds for $x > q^{k-\eta}$. The implied constant in \( (1.1) \) depends on $k$.

Thus the main purpose of this paper is show how the barrier of $\theta = \frac{1}{2}$ may be broken for sufficiently powerful moduli $p^k$ as $p \to \infty$. The idea of our method is completely different from that of Irving. As alluded to above, we must obtain cancellation in a sum of Kloosterman sums. To do this we will use the fact that Kloosterman sums to prime power moduli have a special explicit evaluation. As alluded to above, we must obtain cancellation in a sum of Kloosterman sums. To do this we will use the theory of exponential sums (more specifically, Weyl differencing) to obtain the required cancellation. As an application, it would interesting to try to use our result to prove asymptotic with a power saving error term for the fourth moment of Dirichlet $L$-functions to prime power moduli. This would be an alternate method to the one in [5]. In an effort to keep the argument transparent we have not computed the values for $\eta$ and $\delta$ in terms of $k$, which would have been minimal (about as small as $2^{-k}$, due to the exponent from Weyl differencing; see (2.5)).

Theorem [11] will be proven from the following result, which beats Weil’s bound for arbitrarily short averages of Kloosterman sums to sufficiently powerful moduli.

**Theorem 1.2.** Let $\lambda > 0$ be fixed. If $k > \min\{\frac{3}{2}, \frac{1}{2}\lambda, 4\}$ is a fixed integer, $q = p^k$ for an odd prime $p$, $N \geq q^\lambda$ and $(\beta, p) = 1$, then there exists $\delta > 0$, depending on $\lambda$ and $k$, such that

\[
(1.2) \quad \sum_{1 \leq n \leq N} S(n, \beta; q) \ll Nq^{\frac{1}{2} - \delta},
\]

where $S(n, \beta; q)$ denotes the Kloosterman sum. The implied constant depends on $\lambda$ and $k$.

This result with $N$ about size $q^{\frac{1}{4}}$ is needed for Theorem 1.1.

2. **Proof of Theorem 1.2**

For the terms on the left hand side of (1.2) with $p | n$ we have, using Weil’s bound $S(n, \beta; q) \ll q^{\frac{1}{2}}$, that

\[
\sum_{1 \leq n \leq N \atop p | n} S(n, \beta; q) \ll Nq^{\frac{1}{2} - \frac{1}{4}},
\]

since $q^{\frac{1}{4}} = p$. For the terms with $(n, p) = 1$, we have the following evaluation of the Kloosterman sums, which can be found in [13] (12.39):

\[
(2.1) \quad S(n, \beta; q) = \begin{cases} 2 \left(\frac{\ell}{p}\right)^k q^{\frac{1}{2}} \Re \varepsilon_q e\left(\frac{2\ell}{q}\right) & \text{if } \left(\frac{n\beta}{p}\right) = 1, \\ 0 & \text{if } \left(\frac{n\beta}{p}\right) = -1, \end{cases}
\]

where $\ell^2 \equiv n\beta \mod q$, $\left(\frac{\cdot}{p}\right)$ is the Legendre symbol, and $\varepsilon_q$ equals 1 if $q \equiv 1 \mod 4$ and $i$ if $q \equiv 3 \mod 4$. Note that in the first case of (2.1), the existence of $\ell$ is guaranteed because $n\beta$ is a quadratic residue mod $q$ if and only if it is a quadratic residue mod $p$. Also note that the formula does not depend on the choice of $\ell$. Thus

\[
(2.2) \quad \sum_{1 \leq n \leq N} S(n, \beta; q) = q^{\frac{1}{2}} \sum_{1 \leq \alpha \leq p \atop \left(\frac{\alpha}{q}\right) = 1} \sum_{1 \leq n \leq N} \sum_{\ell^2 \equiv n\beta \mod q} \left(\frac{\ell}{p}\right)^k \Re \varepsilon_q e\left(\frac{2\ell}{q}\right) + O(Nq^{\frac{1}{2} - \frac{1}{4}}).
\]
We will obtain cancellation in only the $n$-sum. Thus to establish (1.2), it suffices to prove
\[
\sum_{1 \leq n \leq N} \sum_{\ell^2 \equiv n \beta \mod q} \left( \frac{\ell}{p} \right)^k \operatorname{Re} \varepsilon_q(e \left( \frac{2\ell}{q} \right)) \ll Nq^{-\frac{1}{2} - \delta}
\]
for some $\delta > 0$, uniformly for any integer $1 \leq \alpha < p$ with $\left( \frac{\alpha}{p} \right) = 1$.

Let $1 \leq \gamma \leq p$ and $1 \leq \xi, \omega \leq q$ be integers satisfying
\[
\begin{align*}
\gamma &\equiv 3\alpha \mod p, \\
\xi &\equiv \gamma \mod q, \\
\omega^2 &\equiv \beta \gamma \mod q,
\end{align*}
\]
where overline denotes the multiplicative inverse. The existence of $\omega$ is guaranteed because $\beta \gamma \equiv \alpha \mod p$ is a quadratic residue mod $p$. Since $n \beta \equiv \alpha \mod p$, we may write
\[
n = \gamma + tp
\]
for some integer $t$. Recall from [15, Chapter IV.1] that the power series
\[
\sum_{j \geq 0} \left( \frac{1}{j} \right) x^j
\]
in $\mathbb{Z}_p[[x]]$ converges in the $p$-adic norm for $x \in p\mathbb{Z}_p$ to a square root of $1 + x$. Using this we see that the solutions of the congruence
\[
\ell^2 \equiv n \beta \equiv \beta \gamma (1 + \xi pt) \mod q
\]
are given by
\[
\ell \equiv \pm \omega (1 + c_1 pt + c_2 p^2 t^2 + \ldots + c_{k-1} p^{k-1} t^{k-1}) \mod q
\]
for some integers $1 \leq c_j \leq q$ which, for $p$ large enough in terms of $k$, satisfy $(c_j, p) = 1$. This also implies $\left( \frac{\ell}{p} \right) = \left( \frac{\omega}{p} \right)$. Thus to prove (2.3), it suffices to prove
\[
\sum_{-\infty \leq t \leq \infty} E(t) \ll Nq^{-\frac{1}{2} - \delta},
\]
where
\[
E(t) = e \left( 2\omega \left( \frac{1}{p^k} + \frac{c_1}{p^{k-1}} t + \frac{c_2}{p^{k-2}} t^2 + \ldots + \frac{c_{k-1}}{p} t^{k-1} \right) \right).
\]
We have
\[
\sum_{-\infty \leq t \leq \infty} E(t) = \sum_{1 \leq t \leq \frac{N}{p}} E(t) + O(1).
\]
By assumption, $k > \frac{1}{2}$. Suppose also that $\delta \leq \lambda k - 1$, so that $Nq^{-\frac{1}{2} - \delta} \geq 1$. Then it suffices to prove
\[
\sum_{1 \leq t \leq \frac{N}{p}} E(t) \ll Nq^{-\frac{1}{2} - \delta}.
\]
Now by Weyl’s differencing method, as presented in [14, Proposition 8.2], we have that
\[
\sum_{1 \leq t \leq \frac{N}{p}} E(t) \leq \frac{2N}{p} \left( \left( \frac{2N}{p} \right)^{-k+1} \sum_{-\frac{N}{p} < j_1, j_2, \ldots, j_{k-2} < \frac{N}{p}} \min \left\{ N, \frac{2\omega c_{k-1} (k-1)! j_1 j_2 \ldots j_{k-2}}{p} \right\} \right)^{2-k},
\]
where \(|y|\) is the distance from \(y\) to the nearest integer. Recall that \((\omega_c k-1, p) = 1\). If also \((p, j_2 \cdots j_{k-2}) = 1\) and \(p\) is large enough so that \((p, (k-1)!)) = 1\), then we have
\[
\sum_{\substack{j_1, j_2, \ldots, j_{k-2} < \frac{N}{p} \\
\text{such that } p|j_1, j_2, \ldots, j_{k-2} \text{ and } p \not| j_1, j_2, \ldots, j_{k-2}} } \frac{2\omega_c k-1(k-1)!j_1j_2 \cdots j_{k-2}}{p} \ll \left(1 + \frac{N}{p^3}\right)p \log p.
\]
Thus the contribution to (2.5) of the terms with \((p, j_1, j_2 \cdots j_{k-2}) = 1\) is less than a constant multiple of
\[
\frac{N}{p} \left(\frac{N}{p}\right)^{-k+1} \sum_{\frac{N}{p} < j_1, j_2, \ldots, j_{k-2} < \frac{N}{p}} (p + \frac{N}{p}) \log p \left(p^2 - k\right) \ll \left(\frac{N}{p}\right) \left(\frac{N^2}{p^2 \log p}\right) \left(\frac{N}{p}\right)^{-2} \left(\log p\right)^{2-k}.
\]
For the right hand side to be \(O(N q^{-\frac{1}{2}})\) for some \(\delta > 0\) as required in (2.4), we need \(\frac{N^2}{p^2} > \frac{p}{\epsilon}\) for some \(\epsilon > 0\). This is guaranteed by the assumption \(k > \frac{3}{2}\delta\) made in the statement of the theorem. Note that the estimate (2.6) is the very reason for the assumption.

As noted above we have \(\frac{N^2}{p^2} > \frac{p}{\epsilon}\), whence \((\frac{N}{p})^{k-2} \ll p^{\frac{\epsilon}{k}}\). Thus since by assumption \(k \geq 4\), we have \((\frac{N}{p})^{k-2} > p\) and so
\[
\sum_{\frac{N}{p} < j_1, j_2, \ldots, j_{k-2} < \frac{N}{p}} 1 \ll \left(\frac{N}{p}\right)^{k-2}.
\]
Using this, we see that the contribution to (2.5) of the terms with \(p|j_1, j_2 \cdots j_{k-2}\) is less than or equal to
\[
\frac{2N}{p} \left(\frac{N}{p}\right)^{-k+1} \sum_{\frac{N}{p} < j_1, j_2, \ldots, j_{k-2} < \frac{N}{p}} \left(\frac{N}{p}\right)^{2-k} \ll Np^{-1}x^{2-k},
\]
as required in (2.4).

3. Proof of Theorem 1.1

We may assume throughout the rest of the paper that \(q^{\frac{1}{2}-\eta} < x < q^{\frac{1}{2}+\eta}\), since Theorem 1.1 is already known for \(x \geq q^{\frac{1}{2}+\eta}\). We first reduce Theorem 1.1 to a problem on estimating a certain sum of Kloosterman sums. This reduction, which is standard, is carried out over the next two lemmas.

Lemma 3.1 (Separation of variables). Theorem 1.1 follows from proving that there exist some fixed positive constants \(\eta\) and \(\delta\) such that
\[
\sum_{uv \equiv a \mod q} f\left(\frac{u}{U}\right)g\left(\frac{v}{V}\right) - \frac{1}{\phi(q)} \sum_{(u,p)=1} \sum_{(v,p)=1} f\left(\frac{u}{U}\right)g\left(\frac{v}{V}\right) \ll \frac{x^{1-5\delta}}{q}
\]
for any real numbers \(U \geq 1\) and \(V \geq 1\) with \(1 \leq UV \leq x\) and any smooth functions \(f\) and \(g\) compactly supported on \([1,1+x^{-5\delta}]\) with derivatives satisfying
\[
\|f^{(j)}\|_\infty \ll_j x^{5\delta j}, \quad \|g^{(j)}\|_\infty \ll_j x^{5\delta j}.
\]
Proof. We follow [2]. Opening the divisor function, the left hand side of (1.1) equals
\[
\sum_{uv \equiv a \mod q} 1 - \frac{1}{\phi(q)} \sum_{uv \equiv a \mod q} 1.
\]
We cover the range of summation by the shorter, almost dyadic, intervals
\[
U_i \leq u \leq (1 + x^{-\frac{5}{2}})U_i, \quad V_j \leq v \leq (1 + x^{-\frac{5}{2}})V_j
\]
for $1 \leq i \leq x^{2\delta}$ and $1 \leq j \leq x^{2\delta}$, where $U_i = (1 + x^{-\frac{3\delta}{2}})^{i-1}$ and $V_j = (1 + x^{-\frac{3\delta}{2}})^{j-1}$. Thus Theorem 1.1 follows from showing

$$
\sum_{1 \leq i \leq x^{2\delta}} \left( \sum_{1 \leq j \leq x^{2\delta}} \phi(q) \sum_{uv \equiv a \mod q} \frac{1}{\phi(q)} \sum_{U_i \leq u \leq U_i + x^{3/2}U_i} \frac{1}{\phi(q)} \sum_{V_j \leq v \leq V_j + x^{3/2}V_j} 1 \right) \ll \frac{x^{1-\delta}}{q}.
$$

Next we would like to relax the condition $uv \leq x$. Note that for any $U_i, V_j \leq x$, we have that

$$(U_i + x^{-\frac{3\delta}{2}} U_i)(V_j + x^{-\frac{3\delta}{2}} V_j) < x + 3x^{1-\frac{3\delta}{2}}.$$
for any real numbers $U \geq 1$ and $V \geq 1$ with $1 \leq UV \leq x$ and any smooth functions $f$ and $g$ compactly supported on $[1, 1 + x^{-5\delta}]$ with derivatives satisfying (7).

**Remark.** Weil’s bound $S(a, nm; q) \ll q^{1/2}$ and the rapid decay of $\hat{f}$ give an estimate for (3.7) which is barely insufficient.

**Proof.** It is enough to show that (3.7) implies (3.1). Using additive characters to pick out the residue class $a \mod q$, we see that we need to prove that

$$
\frac{1}{q} \sum_{u} \sum_{v} f\left(\frac{u}{V}\right) g\left(\frac{v}{V}\right) \sum_{1 \leq h \leq q} e\left(\frac{h(uv - a)}{q}\right) - \frac{1}{\phi(q)} \sum_{(u, p) = 1} \sum_{(v, p) = 1} f\left(\frac{u}{V}\right) g\left(\frac{v}{V}\right) \ll \frac{x^{1-5\delta}}{q}.
$$

Reordering the $h$-sum above by the greatest common divisor of $h$ and $q$, we write

$$
\sum_{1 \leq h \leq q} e\left(\frac{h(uv - a)}{q}\right) = \sum_{0 \leq r < k} \sum_{1 \leq h \leq q} e\left(\frac{h(uv - a)}{q}\right) = \sum_{0 \leq r < k} \sum_{b \mod pk-r} e\left(\frac{b(uv - a)}{pk-r}\right),
$$

where $\sum^*$ means that summation is restricted to the primitive residue classes and $p^{r}\|h$ means that $p^{r+1} \nmid h$. Substituting (3.9) into (3.8) and writing the term corresponding to $r = k$ separately, we have that the left hand side of (3.8) equals

$$
\frac{1}{q} \sum_{u} \sum_{v} f\left(\frac{u}{V}\right) g\left(\frac{v}{V}\right) \sum_{0 \leq r < k} \sum_{b \mod pk-r} e\left(\frac{b(uv - a)}{pk-r}\right)
$$

$$
+ \frac{1}{q} \sum_{u} \sum_{v} f\left(\frac{u}{V}\right) g\left(\frac{v}{V}\right) - \frac{1}{\phi(q)} \sum_{(u, p) = 1} \sum_{(v, p) = 1} f\left(\frac{u}{V}\right) g\left(\frac{v}{V}\right).
$$

Writing $\phi(q) = pk-1(p - 1)$, we have that (3.11) equals

$$
\frac{1}{pk} \left(\sum_{u} \sum_{v} - \frac{1}{1-p} \left(\sum_{u \mod pk-r} \left(\sum_{v \mod pk-r} \right) \right) \right) \sum_{(u, p) = 1} \sum_{(v, p) = 1} f\left(\frac{u}{V}\right) g\left(\frac{v}{V}\right) \ll \frac{UV}{pk+1} \ll \frac{x}{q^{1+1/k}}.
$$

If $\delta$ is small enough then we have that (3.12) is $O(x^{1-5\delta}/q)$. Thus to establish (3.1), it suffices to show that (3.10) is $O(x^{1-5\delta}/q)$.

By separating $u$ and $v$ into residue classes modulo $pk-r$ and applying Poisson summation, we have for $(b, p) = 1$ that

$$
\frac{1}{pk} \sum_{u} \sum_{v} f\left(\frac{u}{V}\right) g\left(\frac{v}{V}\right) e\left(\frac{buv}{pk-r}\right)
$$

$$
= \frac{UV}{pk^2(k-r)} \sum_{s, t \mod pk-r} e\left(\frac{bst}{pk-r}\right) \sum_{-\infty < n, m < \infty} e\left(\frac{sn + tm}{pk-r}\right) f\left(\frac{nU}{pk-r}\right) g\left(\frac{mV}{pk-r}\right).
$$

By (3.2) and integration by parts in (3.6), we have that the right hand side of (3.13) can be restricted, up to an error of $O(q^{100})$ say, to

$$
|n| < \frac{q^{1+6\delta}}{p'r} U, \quad |m| < \frac{q^{1+6\delta}}{p'r} V.
$$

By evaluating the $s$-sum on the right hand side of (3.13), we have that

$$
\sum_{u} \sum_{v} f\left(\frac{u}{V}\right) g\left(\frac{v}{V}\right) e\left(\frac{buv}{pk-r}\right) = \frac{UV}{pk-r} \sum_{-\infty < n, m < \infty} e\left(\frac{-nm\tilde{b}}{pk-r}\right) f\left(\frac{nU}{pk-r}\right) g\left(\frac{mV}{pk-r}\right).
$$

Thus (3.10) equals

$$
\sum_{0 \leq r < k} \frac{UV}{pk-r} \sum_{-\infty < n, m < \infty} \tilde{f}\left(\frac{nU}{pk-r}\right) \tilde{g}\left(\frac{mV}{pk-r}\right) S(a, nm; pk-r).
$$
By Weil’s bound and (3.14), we have that the contribution to (3.15) of the terms with \( r > 0 \) is less than a constant multiple of
\[
(3.16) \quad \sum_{0 < r < k} \frac{UV}{p^{2k-r}} \sum_{|n| < \frac{1+4\delta}{1-\delta}} \sum_{|m| < \frac{1+4\delta}{1-\delta}} p^{\frac{k-r}{2}} \ll \sum_{0 < r < k} p^{\frac{k-r}{2}+12\delta k} \ll p^{\frac{k}{2}+12\delta k}.
\]
This is \( O(x^{1-5\delta}/q) \) if \( \eta \) and \( \delta \) are taken to be small enough. Thus it suffices to prove the bound \( O(x^{1-5\delta}/q) \) for only the term with \( r = 0 \) on the right hand side of (3.15). This is precisely what was needed to be proved. \( \square \)

We now use Theorem 1.2 to prove Theorem 1.1. The goal is to establish (3.7). Since \( UV \leq x \), we suppose by symmetry that \( U \leq x^{\frac{1}{2}} \). First observe by Weil’s bound, \( \| \hat{f} \|_\infty < 1 \) and (3.14), with \( r = 0 \), that
\[
(3.17) \quad \frac{UV}{q^2} \sum_{-\infty < n, m < \infty} \left| \hat{f} \left( \frac{nU}{q} \right) \hat{g} \left( \frac{mV}{q} \right) S(a, nm; q) \right| \ll \frac{UV}{q^2} \sum_{|nm| < \frac{2+12\delta}{1-\delta}} q^\frac{k}{2} \ll p^{\frac{k}{2}+1+12\delta k} \log p.
\]
The last bound above uses that \( UV \leq x < q^{\frac{3}{2}+\eta} \) and \( p \leq q^\frac{5}{4} \), so that if \( \delta \) and \( \eta \) are small enough we have \( \frac{2+12\delta}{1-\delta} \gg p \). Thus if \( \delta \) and \( \eta \) are taken to be small enough, we have that (3.17) is \( O(x^{1-5\delta}/q) \). We thus have that the left hand side of (3.7) is
\[
\frac{UV}{q^2} \sum_{-\infty < n, m < \infty} \hat{f} \left( \frac{nU}{q} \right) \hat{g} \left( \frac{mV}{q} \right) S(a, nm; q)
= \frac{UV}{q^2} \sum_{-\infty < m < \infty} \hat{g} \left( \frac{mV}{q} \right) \sum_{n \geq 1} \hat{f} \left( \frac{nU}{q} \right) S(n, pm; q) + O \left( \frac{x^{1-5\delta}}{q} \right).
\]
We will obtain cancellation in only the \( n \)-sum. Bounding the \( m \)-sum absolutely and using (3.14) again, we see that to establish (3.7), it suffices to prove
\[
(3.18) \quad \frac{U}{q^{1-6\delta}} \sum_{n \geq 1} \hat{f} \left( \frac{nU}{q} \right) S(n, \beta; q) \ll \frac{x^{1-5\delta}}{q}
\]
uniformly for any integer \( 1 \leq \beta < q \) with \( (\beta, p) = 1 \). By partial summation and the rapid decay of \( \hat{f} \), we have that (3.18) is bounded by
\[
(3.19) \quad \frac{U}{q^{1-6\delta}} \sum_{1 \leq n < \frac{q^{1-7\delta}}{U}} \left| \hat{f} \left( \frac{(N+1)U}{q} \right) - \hat{f} \left( \frac{NU}{q} \right) \right| \sum_{1 \leq n \leq N} S(n, \beta; q).
\]
Since \( \| (\hat{f})' \|_{\infty} < 1 \), the difference of \( \hat{f} \) values above is less than \( \frac{U}{q} \). Using this and Weil’s bound, the contribution of the terms in (3.19) with \( N < \frac{q^{1-7\delta}}{U} \) is \( O(x^{1-5\delta}/q) \) if \( \eta \) is taken to be small enough. Now consider the terms with \( N \geq \frac{q^{1-7\delta}}{U} \). For \( \delta \) and \( \eta \) small enough this implies \( N \geq q^{\frac{5}{4}-\frac{1}{U}} \), say. By Theorem 1.2 then, we have for \( k \geq 7 \) that
\[
\sum_{1 \leq n \leq N} S(n, \beta; q) \ll N q^{\frac{5}{4}-30\delta}
\]
for some \( \delta > 0 \) small enough. Note that Theorem 1.2 is where this lower bound on \( k \) comes from.

We have shown that for \( k \geq 7 \), the part of the sum (3.19) with \( N \geq \frac{q^{1-7\delta}}{U} \) is bounded by
\[
\frac{U^2}{q^{2-6\delta}} \sum_{\frac{q^{1-7\delta}}{U} \leq N \leq \frac{q^{1+7\delta}}{U}} \left| \sum_{1 \leq n \leq N} S(n, \beta; q) \right| \ll \frac{U^2}{q^{2-6\delta}} \frac{q^{2+14\delta}}{U^2} q^{\frac{5}{4}-30\delta} \ll q^{\frac{1}{4}-10\delta}.
\]
This is \( O(x^{1-5\delta}/q) \) if \( \delta \) and \( \eta \) are small enough.
Acknowledgement. The author thanks D. Milićević and the anonymous referee for some valuable comments.

REFERENCES

1. W. Banks, R. Heath-Brown, and I. Shparlinski, On the average value of divisor sums in arithmetic progressions, Int. Math. Res. Not. (2005), no. 1, 1–25.
2. M. Barban, Yu. Linnik, and N. Tshudakov, On prime numbers in an arithmetic progression with a prime-power difference, Acta Arith. 9 (1964), 375–390.
3. V. Blomer, The average value of divisor sums in arithmetic progressions, Q. J. Math. 59 (2008), no. 3, 275–286.
4. V. Blomer and D. Milićević, p-adic analytic twists and strong subconvexity, Ann. Sci. Éc. Norm. Supér. (4), to appear.
5. The second moment of twisted modular L-functions, Geom. Funct. Anal. 25 (2015), no. 2, 453–516.
6. H. Davenport, Multiplicative number theory, third ed., Graduate Texts in Mathematics, vol. 74, Springer-Verlag, New York, 2000, Revised and with a preface by Hugh L. Montgomery.
7. É. Fouvry, Sur le problème des diviseurs de Titchmarsh, J. Reine Angew. Math. 357 (1985), 51–76.
8. É. Fouvry and H. Iwaniec, The divisor function over arithmetic progressions, Acta Arith. 61 (1992), no. 3, 271–287, With an appendix by Nicholas Katz.
9. A. Fujii, P. Gallagher, and H. Montgomery, Some hybrid bounds for character sums and Dirichlet L-series, Topics in number theory (Proc. Colloq., Debrecen, 1974), North-Holland, Amsterdam, 1976, pp. 41–57. Colloq. Math. Soc. János Bolyai, Vol. 13.
10. P. Gallagher, Primes in progressions to prime-power modulus, Invent. Math. 16 (1972), 191–201.
11. R. Heath-Brown, Hybrid bounds for Dirichlet L-functions, Invent. Math. 47 (1978), no. 2, 149–170.
12. A. Irving, The Divisor Function in Arithmetic Progressions to Smooth Moduli, Int. Math. Res. Not. IMRN (2015), no. 15, 6675–6698.
13. H. Iwaniec, On zeros of Dirichlet’s L-series, Invent. Math. 23 (1974), 97–104.
14. H. Iwaniec and E. Kowalski, Analytic number theory, American Mathematical Society Colloquium Publications, vol. 53, American Mathematical Society, Providence, RI, 2004.
15. N. Koblitz, p-adic numbers, p-adic analysis, and zeta-functions, Springer-Verlag, New York-Heidelberg, 1977, Graduate Texts in Mathematics, Vol. 58.
16. D. Milićević, Sub-Weyl subconvexity for Dirichlet L-functions to powerful moduli, Compos. Math., to appear.
17. Ritabrata Munshi, Bounds for twisted symmetric square L-functions, J. Reine Angew. Math. 682 (2013), 65–88.
18. Prapanpong Pongsriiam and Robert C. Vaughan, The divisor function on residue classes I, Acta Arith. 168 (2015), no. 4, 369–382.
19. A. Postnikov, On the sum of characters with respect to a modulus equal to a power of a prime number, Izv. Akad. Nauk SSSR, Ser. Mat. 19 (1955), 11–16.
20. A. Wallisser, Zer additiven Zahlentheorie. II, Math. Z. 40 (1936), no. 1, 592–607.
21. M. Young, The fourth moment of Dirichlet L-functions, Ann. of Math. (2) 173 (2011), no. 1, 1–50.

Science Program, Texas A&M University at Qatar, Doha, Qatar
E-mail address: rizwanur.khan@qatar.tamu.edu