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Abstract: Machine Translation is a task of translating from one language to another language. For the languages with less linguistic resources like Kannada and Telugu Dictionary based approach is the best approach. This paper mainly focuses on Dictionary based machine translation for Kannada to Telugu. The proposed methodology uses dictionary for translating word by word without much correlation of semantics between them. The dictionary based machine translation process has the following sub process: Morph analyzer, dictionary, transliteration, transfer grammar and the morph generator.

As a part of this work bilingual dictionary with 8000 entries is developed and the suffix mapping table at the tag level is built. This system is tested for the children stories. In near future this system can be further improved by defining transfer grammar rules.
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1. Introduction

Machine Translation (MT) is the oldest problem of research in artificial intelligence and computer science. During 1980’s on invention of personal computers changed MT researchers view in handling the languages. On the arrival web during 1990s resulted in increased data on the internet. This rapid growth of data on web was inspiration for the MT researchers to develop more commercial MT systems to provide a global communication. The practical objective of the MT is to develop the systems which are available to the common people at the nominal cost to reduce the language barrier. Machine translation can be considered as an area of applied research that draws ideas and techniques from linguistics, computer science, artificial intelligence, translation theory, and statistics [2].
MT systems can be designed either specifically for two languages called a bilingual system or from one language to many languages called multilingual systems. Usually multilingual systems are bidirectional, but most bilingual systems are unidirectional.

Even though machine translation was envisioned as a computer application in the 1950’s and research has been made for 60 years, machine translation is still considered to be an open problem. However, up to now despite considerable efforts fully automatic high-quality translation is not a realistic goal for the foreseeable future. There are many approaches for developing the MT systems, each system has their own advantages and disadvantages. Out of these approaches Statistical Machine Translation is widely used [2]. Statistical Machine Translation (SMT) system derives the rules from a bilingual parallel corpus which contains large number of high quality aligned sentences. The biggest challenge is to get the high quality corpus because of insufficient sources of the data. Example Based Machine Translation (EBMT) approach is used when less number of linguistic resources is available for the languages. In the example based translation, a system is defined which contains set of source language sentences and corresponding target language sentences. During the run time, example based translation use bilingual corpus as its database. This database is stored in the translation memory. When the system encounters the same sentence the system need not to translate again system directly retrieves from the translation memory.

The advantage of the example based translation is the translation memory saves the user effort of re translating the sentence and this saves the processor time and also the user time. The disadvantage of example based translation is the wastage of memory to store the database. Rule Based Machine Translation (RBMT) approach is used for the languages which are grammatical rich. Rule Based Machine Translation system is built using large number of the grammatical rules and the high quality of the bilingual dictionary with large number of entries. The RBMT system parses text and creates a morphological representation of the text and from the morphological information of the source language the target language is generated. This process requires extensive bilingual dictionaries with syntactic, and semantic information, and large sets of grammatical rules. The system uses the transfer grammatical rules for translating the source language into the target language. Rule-based Machine Translation systems give high quality translation when it uses large dictionaries and extensive grammar rules.

For Indian languages like Kannada and Telugu there is no predefined computational grammar, dictionaries and large amount of corpus. Hence in this paper Dictionary Based approach is used for translating from Kannada to Telugu.

2. Dictionary Based Machine Translation

From analysis of the current state of the research in machine translation it is proved that the bilingual dictionary with large number of entries is the basic requirement for the MT [5]. As of now the translation systems uses many guesses instead of the exact knowledge during translating from source language to the target language because of no adequate information for handling all the situations. The degree in which the above statement is true varies of course between different MT systems. For example it works well for the statistical machine translation because the translation model makes the guesses on the available corpus but the quality of the
translation is limited. The quality can be improved by increasing the bilingual corpus which covers all the aspects of the language model [4].

The idea behind the approach discussed here is that the bilingual dictionaries used for mapping the individual words of the source language to target language. Dictionary mapping alone cannot give the appropriate translation because the dictionaries alone can’t give the exact output in all the cases. To improve the quality of machine translation output transfer grammar rules are used along with the dictionary to produce the meaningful output. Transfer grammar rules are developed at the POS (parts of speech) tag level and a suffix mapping table is used for generating a target word.

Currently dictionaries, corpus and computational grammar are the source of problems with the translation engines, but (even with data-oriented approaches) when system has to give the accurate translation the above properties play a great role. These properties can be handled by defining the rule set based on the properties of the individual word [6]. This system can be improved based on the improvement of the quality of the bilingual dictionary and transfer grammar rule-set. Dictionary based approach involves Morph analyzer, bilingual dictionary, suffix mapping table and morph generator as shown in fig: 1. These modules are explained in the following section.

![Fig : 1 : Dictionary based machine translation](image)

**2.1 Morph Analyzer**

Morphological analyzer takes input as a word and produces output as the analysis of the word. Output holds the morphological information of the word. Kannada Saara system developed by Kavi Narayana Murthy at central university Hyderabad is used as morphological analyzer [1].

The output of morphological analyzer gives the morphological information of the given word. The morphological structure of Kannada verbs inflects for tense, person, gender, and number. The nouns inflect for plural, oblique, case and postpositions. The structure of verb is complex and capturing this complexity in a machine analyzable and generatable format is a challenging task [2]. Inflections of the Kannada verbs include finite, infinite, adjectival, adverbial and conditional markers.
Morph analyzer output:
raamanu || raama || N-PRP-PER-M.SL-NOM oLLeya || oLLeya ADJ-ABS huDuga || huDuga ||
N-COM-COU-M.SL-NOM

2.2 Bilingual Dictionary

Bilingual dictionary play a crucial part in machine translation. In machine translation system there are ideally three different types of dictionaries: source language dictionary, bilingual dictionary and a target language dictionary. In this paper bilingual dictionary is used. In a machine translation system building a dictionary is very costly in terms of time and data compared to building a grammar. Machine translation system gives good accuracy if the bilingual dictionary has more number of entries.

For most of the Indian languages translation systems don’t have the bilingual dictionaries in the electronic form. Hence the user should add the entries either manually or through automated way. For the automated way of building the dictionary large amount of the parallel corpus is required if the corpus is not available the only way is to add the entries in to the dictionary. If the machine translation system is developed for any domain then the user can only concentrate on adding the domain entries only. For domain independent system the user should add all the entries.

2.3 Morph Generator

The aim in morphological generation is to generate the inflected form of a word by using the morphological features obtained from the morphological analyzer. Defining or collecting any kind of linguistic resources is the time consuming process. Hence in order to save the developer time the linguistic resources that are already defined for analyzer can be reused. From experimental point of view, morphological generation is the reverse process of morphological analysis [8]. It is the process of converting the internal representation of a word to its surface form. Morph generator uses the suffix adding method. The morphological generation is the process of adding the corresponding suffixes to the root word to generate a target word.

Target word = root word + suffix
Example: raamuDu = raamu +Du

Input for the morphological generator would be the root word and this root word is inflected by the corresponding suffix to derive the target form of a word. The Morphological structure of Kannada verb is complex it inflects for the person, gender, and number markings and also it considers the auxiliaries which indicate aspect, mood etc. While generating the verb, the features should include all the inflections of the verb to select the appropriate suffix to generate the exact word [3].

Morph Generator output: Raamu + Du manchi bala +Du

2.4 Algorithm for Morphological Generator

This section describes the algorithm used to develop the morphological generator.
Algorithm

Step 1: Get the morphological information from the morph analyzer
Step 2: Check the bilingual dictionary for the entered word.
Step 3: If the entered word in the bilingual dictionary get the equivalent else transliterate the word.
Step 4: Extract the suffix and find the equivalent suffix in the suffix mapping table.
Step 6: Add suffix to the replaced root word to generate the target word
Step 7: Exit

3. Results

Machine Translation system uses 0 to 5 matrix system to evaluate the performance. Here 0&1 indicates not acceptable, 2 indicates acceptable with lot of corrections, 3 is acceptable with few corrections and 4 & 5 are acceptable. The system is tested on 100 sentences taken from Vijaya Karnataka children stories section. Out of which 10 sentences have got the score of 0, 12 sentences have got the score of 1, 24 sentences have got the score of 2, 44 sentences have got the score of 3 and 10 sentences have got the score of 4. The output pattern is shown below.

Input sentence: raamanu oLLeya huDuga

Morphological analysed output: raamanu || raama || N-PRP-PER-M.SL-NOM oLLeya || oLLeya ADJ-ABS huDuga || huDuga || N-COM-COU-M.SL-NOM

Morphological generated Output: Raamu(-Du) manchi bala (-Du)

Fig 2: Output of MT system
4. Conclusion

Machine Translation is one of the most focused areas of research in the field of Natural Language Processing. Machine Translation plays a very important role in breaking the language barrier and promoting the Interlingua communication in a multilingual country like India. In this paper, dictionary based approach is used for developing the MT system for Kannada and Telugu. The dictionary based approach is well suited for the languages which have the minimal linguistic resources and for the languages with the similar structure. For dictionary based approach bilingual dictionary is the crucial resource. Here bilingual dictionary with 8000 entries is developed. Morph generator uses the suffix adding method to generate the target word. Dictionary based approach can be further improved by developing the transfer grammar for both the languages.
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