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Introduction

This thesis studies arithmetic of linear algebraic groups. It involves studying the properties of linear algebraic groups defined over global fields, local fields and finite fields, or more generally the study of the linear algebraic groups defined over the fields which admit arbitrary cyclic extensions.

We cover the basic material about linear algebraic groups in the first chapter. After defining a linear algebraic group in the first section, we introduce the notions of tori, reductive groups, semisimple groups and the simple algebraic groups. Since a reductive algebraic group admits an almost direct decomposition into simple algebraic groups and a torus, it is necessary to study simple groups and tori to understand the structure of reductive algebraic groups. We describe the classification of split simple algebraic groups using root systems. The description of non-split simple groups can be given using Galois cohomology, which is the main topic of the second chapter of this thesis.

One of the main applications of the Galois cohomology in the theory of the algebraic groups is to describe the forms of algebraic groups. Let $G$ be an algebraic group defined over a field $k$. The $k$-groups $H$ such that $H \otimes_k \overline{k}$ is isomorphic to $G \otimes_k \overline{k}$, where $\overline{k}$ denotes the algebraic closure of $k$, are called as the $k$-forms of $G$. It is known that the set of the $k$-isomorphism classes of the $k$-forms of a group $G$ is in bijection with the set $H^1(k, \text{Aut}_k(G))$ (Corollary II.3(1)). As a special case, we give the description of the $k$-isomorphism classes of $n$-dimensional tori defined over a field $k$. We also describe the $k$-conjugacy classes of maximal $k$-tori in a reductive group defined over a field $k$. After covering the preliminaries in the first two chapters, we report on author’s research work in the next three chapters.

0.A. Maximal tori determining the algebraic group. We define an arithmetic field to be a number field, a local non-archimedean field or a finite field.

It is a natural question to ask if a connected reductive algebraic group defined over a field $k$ is determined by the set of $k$-isomorphism classes of maximal tori contained in it. We study this question for split, semisimple groups defined over arithmetic fields, i.e, over number fields, local non-archimedean fields and finite fields. We prove that the Weyl group of a split, connected, semisimple $k$-group $H$, where $k$ is an arithmetic field, is determined by the $k$-isomorphism classes of
the maximal tori in \( H \). Since a split simple \( k \)-group is determined by its Weyl group, up to isogeny except for the groups of the type \( B_n \) and \( C_n \), we get that the group \( H \) is determined up to isogeny except that we are not able to distinguish between the simple direct factors of \( H \) of the type \( B_n \) and \( C_n \).

From the explicit description of maximal \( k \)-tori in \( SO_{2n+1} \) and \( Sp_{2n} \), see for instance [21, Proposition 2], one finds that the groups \( SO_{2n+1} \) and \( Sp_{2n} \) contain the same set of \( k \)-isomorphism classes of maximal \( k \)-tori. We also show by an example that the existence of split tori in the group \( H \) is necessary.

We now give a brief description of the proof. Fix an arithmetic field \( k \). The set of \( k \)-isomorphism classes of maximal tori in a reductive group \( H/k \) is in bijection with the equivalence classes of the integral Galois representations, \( \rho : \text{Gal}(\overline{k}/k) \rightarrow W(H) \), where \( W(H) \) is the Weyl group of \( H \). Now, let \( H_1, H_2 \) be reductive \( k \)-groups sharing the same set of maximal tori up to \( k \)-isomorphism. For a maximal torus \( T_1 \subset H_1 \), let \( T_2 \subset H_2 \) be a torus which is \( k \)-isomorphic to \( T_1 \). Then the integral Galois representations associated to the tori \( T_i \), say \( \rho_i \), are equivalent (Lemma II.6). Hence the images \( \rho_i(\text{Gal}(\overline{k}/k)) \subset W(H_i) \) are conjugate in \( GL_n(\mathbb{Z}) \). Next we prove that every cyclic subgroup of \( W(H) \) appears as the image of a Galois representation associated to some maximal torus in \( H \). Hence it follows that the Weyl groups \( W(H_1) \) and \( W(H_2) \) share the same set of elements up to conjugacy in \( GL_n(\mathbb{Z}) \). Then the proof boils down to proving the following result:

*If the Weyl groups of two split, connected, semisimple algebraic groups, \( W(H_1) \) and \( W(H_2) \), embedded in \( GL_n(\mathbb{Z}) \) in the natural way, i.e., by their action on the character group of a fixed split maximal torus, have the property that every element of \( W(H_1) \) is \( GL_n(\mathbb{Z}) \)-conjugate to one in \( W(H_2) \), and vice versa, then the Weyl groups are isomorphic.*

We prove this result by induction on the rank of the groups \( H_i \). Our proof uses the knowledge of characteristic polynomials of elements in the Weyl groups considered as subgroups of \( GL_n(\mathbb{Z}) \).

This study seems relevant for the study of Mumford-Tate groups over algebraic number fields.

**0.B. Orders of finite semisimple groups.** It is a theorem of Artin ([2, 3]) and Tits ([41, 42, 43, 46, 47, 48]) that if \( H_1 \) and \( H_2 \) are two finite simple groups of the same order then they are isomorphic except for the pairs

\[
(\text{PSL}_4(\mathbb{F}_2), \text{PSL}_3(\mathbb{F}_4)) \text{ and } (\text{PSO}_{2n+1}(\mathbb{F}_q), \text{PSp}_{2n}(\mathbb{F}_q)) \text{ for } n \geq 3, \ q \text{ odd}.
\]

We investigate the situation for the finite semisimple groups in [13]. These are the groups of \( \mathbb{F}_q \)-rational points of semisimple algebraic groups defined over the field \( \mathbb{F}_q \).
We concentrate only on the simply connected groups, as the order of $H(\mathbb{F}_q)$ is the same as the order of $H_1(\mathbb{F}_q)$ if $H_1$ is isogenous to $H$ (Lemma II.10). It is easy to see that the order of $H(\mathbb{F}_q)$ does not determine the group $H$ up to isogeny, for instance

$$|A_1A_3(\mathbb{F}_q)| = |A_2B_2(\mathbb{F}_q)|.$$ 

However, we prove that the field $F_q$ can be determined under some mild conditions. Since $|A_1(\mathbb{F}_q)| = |B_2(\mathbb{F}_2)|$, the field $\mathbb{F}_q$ can not be determined in general. We feel that this is the only counter example where the field $\mathbb{F}_q$ is not determined by the order of $H(\mathbb{F}_q)$, but we have not been able to prove it. We also observe that for two split, connected, semisimple algebraic groups $H_1, H_2$ defined over $\mathbb{F}_q$, $H_i(\mathbb{F}_q)$ have the same order for $i = 1, 2$, then so do the groups $H_i(\mathbb{F}_{q^r})$ for any $r \geq 1$.

The question now boils down to describing the pairs of order coincidence, i.e., the pairs of split, semisimple, simply connected $\mathbb{F}_q$-groups $(H_1, H_2)$ such that the order of the group $H_1(\mathbb{F}_q)$ is the same as the order of the group $H_2(\mathbb{F}_q)$. We want to understand the reason behind the coincidence of these orders and to characterize all possible pairs of order coincidence $(H_1, H_2)$. We note (Theorem IV.8) that for such a pair $(H_1, H_2)$, the fundamental degrees of the corresponding Weyl groups, $W(H_1)$ and $W(H_2)$, must be the same with the same multiplicities. Then the following easy observations follow from the basic theory of the Weyl groups ([19]).

**Remark** (Remark IV.10). Let $H_1$ and $H_2$ be two split semisimple simply connected algebraic groups over a finite field $\mathbb{F}_q$ such that the groups $H_1(\mathbb{F}_q)$ and $H_2(\mathbb{F}_q)$ have the same order. Then we have:

1. The rank of the group $H_1$ is the same as the rank of $H_2$.
2. The number of direct simple factors of the groups $H_1$ and $H_2$ is the same.
3. If one of the groups, say $H_1$, is simple, then so is $H_2$ and in that case $H_1$ is isomorphic to $H_2$ or $\{H_1, H_2\} = \{B_n, C_n\}$.

Next natural step would be to look at the pairs of order coincidence in the case of groups each having two simple factors. We characterize such pairs in the theorem (IV.11). There are three infinite families of such pairs,

$$\begin{align*}
(A_{2n-2}B_n, A_{2n-1}B_{n-1}), & \quad n \geq 2, \\
(A_{n-2}D_n, A_{n-1}B_{n-1}), & \quad n \geq 4, \\
(B_{n-1}D_{2n}, B_{2n-1}B_n), & \quad n \geq 2;
\end{align*}$$

and five pairs containing the exceptional group $G_2$,

$$\begin{align*}
(A_1A_5, A_4G_2), & \quad (A_1B_3, B_2G_2), \\
(A_1D_6, B_5G_2), & \quad (A_2B_3, A_3G_2) \text{ and } (B_3^2, D_4G_2).
\end{align*}$$

Observe that if we define $(H_1, H_2) \circ (H_3, H_4)$ to be the pair obtained by removing the common simple direct factors from the pair $(H_1H_3, H_2H_4)$, then the above
list is generated by the following pairs:

\[(A_{2n-2}B_n, A_{2n-1}B_{n-1})_{n \geq 2}, \ (A_{n-2}D_n, A_{n-1}B_{n-1})_{n \geq 4} \text{ and } (A_2B_3, A_3G_2).\]

These three pairs admit a geometric reasoning for the order coincidence, we elaborate on it at the end of this subsection.

If we do not restrict ourselves to the groups having exactly two simple factors, then we find the following pairs involving other exceptional groups:

\[(A_1B_4B_6, B_2B_5F_4), \ (A_4G_2A_8B_6, A_3A_6B_5E_6), \ (A_1B_7B_9, B_2B_8E_7),\]

and \[(A_1B_4B_7B_10B_{12}B_{15}, B_3B_5B_8B_{11}B_{14}E_8).\]

One now asks a natural question whether these four pairs, together with the above three pairs, generate all possible pairs of order coincidence. Observe that the binary relation \(\circ\), described above, puts the structure of an abelian group on the set of pairs of order coincidence over \(\mathbb{F}_q\),

\[\{(H_1, H_2) : |H_1(\mathbb{F}_q)| = |H_2(\mathbb{F}_q)|\},\]

where \(H_1\) and \(H_2\) have no common simple direct factor. We prove that (Theorem IV.14) that this group is generated by the following pairs:

\[(A_{2n-2}B_n, A_{2n-1}B_{n-1})_{n \geq 2}, \ (A_{n-2}D_n, A_{n-1}B_{n-1})_{n \geq 4}, \ (A_2B_3, A_3G_2),\]

\[(A_1B_4B_6, B_2B_5F_4), \ (A_4G_2A_8B_6, A_3A_6B_5E_6), \ (A_1B_7B_9, B_2B_8E_7)\]

and \[(A_1B_4B_7B_10B_{12}B_{15}, B_3B_5B_8B_{11}B_{14}E_8).\]

Now we describe the geometric reasoning for the order coincidence behind the first three pairs in the above list. The groups \(O_n, U_n\) and \(Sp_n\) act on the spaces \(\mathbb{R}^n, \mathbb{C}^n\) and \(\mathbb{H}^n\), respectively, in a natural way. By restricting this action to the corresponding spheres, we get that the groups \(O_n, U_n\) and \(Sp_n\) act transitively on the spheres \(S^{n-1}, S^{2n-1}\) and \(S^{4n-1}\), respectively. By fixing a point in each of the spheres, we get the corresponding stabilizers as \(O_{n-1} \subset O_n, U_{n-1} \subset U_n\) and \(Sp_{n-1} \subset Sp_n\).

By treating the space \(\mathbb{C}^n = \mathbb{R}^{2n}\), we see that the groups \(U_n \subset O_{2n}\) act transitively on \(S^{2n-1}\). Since \(S^{2n-1}\) is connected, the actions of \(SU_n \subset U_n\) and \(SO_{2n} \subset O_{2n}\) on \(S^{2n-1}\) remain transitive. Thus, we get that the action of \(SO_{2n}\) is transitive on \(S^{2n-1}\) and after restricting to \(SU_n\) the action remains transitive. The stabilizer of a point \(a \in S^{2n-1}\) in \(SO_{2n}\) is \(SO_{2n-1}\) and that in \(SU_n\) is \(SU_{n-1}\). Then, by a theorem of Onishchik ([30]), we get that the fundamental degrees of the Weyl groups of the compact Lie groups \(SO_{2n} \cdot SU_{n-1}\) and \(SO_{2n-1} \cdot SU_n\) are the same. Then it is clear that the orders of the finite semisimple groups \(D_nA_{n-2}\) and \(A_{n-1}B_{n-1}\) are the same over any finite field \(\mathbb{F}_q\).

Similarly, by treating \(\mathbb{H}^n\) as \(\mathbb{C}^{2n}\) and repeating the above arguments, we get the inclusion of transitive actions \(Sp_n \subset SU_{2n}\), acting on the sphere \(S^{4n-1}\), with \(Sp_{n-1} \subset SU_{2n-1}\) as the corresponding stabilizers. This gives us the pair of order
coincidence \((A_{2n-1}B_{n-1}, B_nA_{2n-2})\). The pair \((A_1B_3, B_2G_2)\) can be obtained in a similar way by considering the natural action of \(G_2 \subset SO_7\) on \(S^6\).

It would be interesting to know if the pairs \((4)\) to \((7)\) of theorem (IV.14) involving exceptional groups are also obtained in this geometric way.

**0.C. Excellence properties of \(F_4\).** Let \(G\) be an algebraic group defined over a field \(k\). We define the anisotropic kernel of \(G\) to be the derived group of the centralizer of any maximal split \(k\)-torus in \(G\). It is determined up to isomorphism and we denote it by \(G_{an}\).

We say that \(G\) is an excellent group if for any extension \(L\) of \(k\) there exists an algebraic group \(H\) defined over \(k\) such that \(H \otimes_k L\) is isomorphic to the anisotropic kernel of the group \(G \otimes_k L\).

This notion was introduced by Kersten and Rehmann ([22]) in analogy with the notion of excellence of quadratic forms introduced and studied by Knebusch ([24, 25]). The excellence properties of some groups of classical type have been studied in [20, 22]. It can be seen that a group of type \(G_2\) is excellent over a field \(k\). Since a simple group of type \(G_2\) is either anisotropic or split, therefore the anisotropic kernel of this group over any extension is either the whole group or it is trivial, and hence it is always defined over the base field. We prove in [14] that a group of type \(F_4\) is also excellent over any field of characteristic other than 2 and 3.

Fix a field \(k\) of characteristic other than 2 and 3, let \(G\) be a group of type \(F_4\) defined over \(k\) and let \(L\) be an extension of \(k\). It is known that \(G\), a group of type \(F_4\), defined over a field \(k\) can be described as the group of automorphisms of an Albert algebra, \(A\), defined over \(k\) ([17]). If the split rank of the group \(G \otimes_k L\) is 0 or 4, then the respective anisotropic kernels, being either the whole group \(G \otimes_k L\) or the trivial subgroup, are defined over \(k\). If the group \(G \otimes_k L\) has split rank 1, for an extension \(L/k\), then the corresponding Albert algebra over \(L\) can be described as the algebra of \(3 \times 3\) hermitian matrices over an octonion algebra, say \(C\), defined over \(L\). We prove that the anisotropic kernel of the group \(G \otimes_k L\) is defined in terms of the norm form of the octonion algebra \(C\). Since the octonion algebra \(C\) is defined over \(k\) ([32, Theorem 1.8]), it follows that the anisotropic kernel of \(G \otimes_k L\) is defined over \(k\). Thus the group \(G\) is an excellent group over \(k\).

**0.D. General layout of the thesis.** A conscious effort is made to make this thesis self-contained and reader-friendly. Almost all basic results about linear algebraic groups and Galois cohomology, that are used in this thesis, are recalled in the first two chapters. Then while using these results we refer to the first two chapters instead of referring to the original papers, which we have anyway referred to in the introductory chapters. For example, Lang’s theorem is recalled
in chapter 2 (Theorem II.4) and while using it in the proof of lemma (III.2) we refer to (II.4) instead of [29].

The sections are numbered cumulatively and independent of the chapters whereas the numbering of the results is done according to the chapters. We have notes at the end of the last three chapters. The notes at the end of chapters 3 and 4 merely contain some remarks, but those at the end of chapter 5 contain a proof communicated by an anonymous referee.
Main results proved in this thesis

**Theorem 1** (Theorem III.6). Let $k$ be a number field, a local non-archimedean field or a finite field. Let $H_1$ and $H_2$ be two split, semisimple linear algebraic groups defined over $k$ sharing the same set of maximal tori up to $k$-isomorphism. Then the Weyl groups $W(H_1)$ and $W(H_2)$ are isomorphic. Moreover, if we write the Weyl groups $W(H_1)$ and $W(H_2)$ as a direct product of simple Weyl groups,

$$W(H_1) = \prod_{\Lambda_1} W_{1,\alpha}, \quad \text{and} \quad W(H_2) = \prod_{\Lambda_2} W_{2,\beta},$$

then there exists a bijection $i : \Lambda_1 \to \Lambda_2$ such that $W_{1,\alpha}$ is isomorphic to $W_{2,i(\alpha)}$ for every $\alpha \in \Lambda_1$.

**Theorem 2** (Theorem III.7). Let $k, H_1, H_2$ be as in the above theorem and assume further that the groups $H_1$ and $H_2$ are adjoint. Write $H_i$ as a direct product of simple (adjoint) groups,

$$H_1 = \prod_{\Lambda_1} H_{1,\alpha}, \quad \text{and} \quad H_2 = \prod_{\Lambda_2} H_{2,\beta}.$$ 

There is a bijection $i : \Lambda_1 \to \Lambda_2$ such that $H_{1,\alpha}$ is isomorphic to $H_{2,i(\alpha)}$, except for the case when $H_{1,\alpha}$ is a simple group of type $B_n$ or $C_n$, in which case $H_{2,i(\alpha)}$ could be of type $C_n$ or $B_n$.

**Theorem 3** (Theorem IV.6). Let $H_1$ and $H_2$ be two split, semisimple, simply connected algebraic groups defined over finite fields $\mathbb{F}_{q_1}$ and $\mathbb{F}_{q_2}$ respectively. Let $X$ denote the set $\{8, 9, 2^r, p\}$ where $2^r + 1$ is a Fermat prime and $p$ is a prime of the type $2^s \pm 1$. Suppose that for $i = 1, 2$, $A_1$ is not one of the direct factors of $H_i$ whenever $q_i \in X$ and $B_2$ is not a direct factor of $H_i$ whenever $q_i = 3$. Then, if $|H_1(\mathbb{F}_{q_1})| = |H_2(\mathbb{F}_{q_2})|$, the characteristics of $\mathbb{F}_{q_1}$ and $\mathbb{F}_{q_2}$ are the same.

**Theorem 4** (Theorem IV.8). Let $H_1$ and $H_2$ be two split, semisimple, simply connected algebraic groups defined over finite fields $\mathbb{F}_{q_1}$ and $\mathbb{F}_{q_2}$ of the same characteristic. Suppose that the order of the finite groups $H_1(\mathbb{F}_{q_1})$ and $H_2(\mathbb{F}_{q_2})$ are the same, then $q_1 = q_2$. Moreover the fundamental degrees (and the multiplicities) of the Weyl groups $W(H_1)$ and $W(H_2)$ are the same.
Theorem 5 (Theorem IV.9). Let $H_1$ and $H_2$ be two split, semisimple, simply connected algebraic groups defined over a finite field $\mathbb{F}_q$. If the orders of the finite groups $H_1(\mathbb{F}_q)$ and $H_2(\mathbb{F}_q)$ are same then the orders of $H_1(\mathbb{F}_{q'})$ and $H_2(\mathbb{F}_{q'})$ are the same for any finite extension $\mathbb{F}_{q'}$ of $\mathbb{F}_q$.

Theorem 6 (Theorem IV.14). Fix a finite field $\mathbb{F}_q$ and let $G$ denote the set of pairs $(H_1, H_2)$ of split, semisimple, simply connected algebraic groups defined over $\mathbb{F}_q$ such that $H_1, H_2$ have no common direct simple factor and $|H_1(\mathbb{F}_q)| = |H_2(\mathbb{F}_q)|$. The set $G$ admits a structure of an abelian group and it is generated by the following pairs of order coincidences:

1. $(A_{2n-2}B_n, A_{2n-1}B_{n-1})$ for $n \geq 2$ with the convention that $B_1 = A_1$,
2. $(A_{n-2}D_n, A_{n-1}B_{n-1})$ for $n \geq 4$,
3. $(A_2B_3, A_3G_2)$,
4. $(A_1B_4B_6, B_2B_5F_4)$,
5. $(A_4G_2A_8B_6, A_3A_6B_5E_6)$,
6. $(A_1B_7B_9, B_2B_8E_7)$,
7. $(A_1B_4B_7B_{10}B_{12}B_{15}, B_3B_5B_8B_{11}B_{14}E_8)$.

Theorem 7 (Theorem V.3). Let $k$ be a field of characteristic other than 2 and 3 and let $G$ be a group of type $F_4$ defined over $k$. Then for any extension $L/k$, there exists a linear algebraic group $H$ such that $H \otimes_k L$ is isomorphic to the anisotropic kernel of $G \otimes_k L$. 
CHAPTER I

Linear algebraic groups

This chapter is the most basic and at the same time the most essential part of this thesis. Here we define all the required terms and review the basic results that are needed later in this thesis. The theory of linear algebraic groups is a well-developed topic and at least three excellent books are available on it, written by Borel [4], Humphreys [18] and Springer [39]. In addition to these, several expository articles are written by many leading mathematicians working in this area. We refer to them as we use them.

The exposition in this chapter is mostly based on the book by Springer [39]. The first section covers the definition of a linear algebraic group and some very basic properties of linear algebraic groups. In the second section, we introduce the notion of a reductive group. Then in §3, we introduce the notion of a torus to study the reductive groups. The fourth section describes the classification of split simple linear algebraic groups and the last section describes the groups of type $G_2$ and $F_4$.

We fix a perfect field $k$ for this chapter and $\overline{k}$ denotes the algebraic closure of $k$.

§1. Definition and basic properties.

A linear algebraic group $G$ defined over $k$ is a group as well as an affine algebraic variety defined over $k$ such that the maps $\mu : G \times G \to G$ and $i : G \to G$, given by $(g_1, g_2) \mapsto g_1 g_2$ and $g \mapsto g^{-1}$, are morphisms of varieties and the identity element, $e$, is a $k$-rational point of $G$.

We sometimes use the word $k$-group to denote a linear algebraic group defined over the field $k$. If $L/k$ is a field extension and $G$ is a $k$-group, then the underlying variety of $G$ is also defined over $L$. The $L$-group thus obtained is denoted by $G \otimes_k L$.

A homomorphism of $k$-groups $\phi : G \to H$ is a group homomorphism as well as a morphism of varieties. A surjective homomorphism $\psi : G \to H$ with a finite kernel is called an isogeny. A subgroup $H$ of a linear algebraic group $G$ is assumed to be a closed subset of $G$ (in the Zariski topology). Thus, a subgroup $H$ of a linear algebraic group $G$ is also a linear algebraic group in its own right and the injection $H \hookrightarrow G$ is a homomorphism of algebraic groups.
For $k$-groups, the notions of connectedness and irreducibility coincide. The maximal irreducible subset in a $k$-group $G$ containing the identity element is a normal connected subgroup of $G$ of finite index. We call it the connected component of $G$ and denote it by $G^o$.

An example of a linear algebraic group is the group of $n \times n$ invertible matrices, $\text{GL}_n$. Indeed, we have

$$\text{GL}_n = \left\{ \begin{pmatrix} X & 0 \\ 0 & x_{n+1} \end{pmatrix} : \det(X) \cdot x_{n+1} = 1 \right\},$$

and for $X, Y \in \text{GL}_n$, the entries of the product $XY$ are polynomial functions in the entries of $X$ and $Y$. This group is also known as the *general linear group*.

Observe that there is a difference between $\text{GL}_n$ and $\text{GL}_n(k)$. Here, $\text{GL}_n$ is an affine algebraic variety defined over $k$ whereas $\text{GL}_n(k)$ is the set of $k$-rational points of this variety. Similarly, if $G$ is a linear algebraic group defined over $k$ and if $L$ is a field extension of $k$, then we use the symbol $G(L)$ to denote the set of $L$-rational points of $G$.

It is customary to denote the group $\text{GL}_1$ by $\mathbb{G}_m$. There is another important $k$-group which is denoted by $\mathbb{G}_a$ for which $\mathbb{G}_a(L) = L$ for every extension $L/k$. Once we have that $\text{GL}_n$ is a $k$-group, we get plenty of examples of $k$-groups by looking at the closed subgroups of $\text{GL}_n$. We list some of them below:

1. The group of invertible diagonal matrices, $D_n$, (observe that $D_n \cong \mathbb{G}_m^n$).
2. The group of upper triangular matrices, $T_n$.
3. The group of unipotent upper triangular matrices, $U_n$, (observe that $\mathbb{G}_a \cong U_2$).
4. The *special linear group*, $\text{SL}_n = \{ X \in \text{GL}_n : \det(X) = 1 \}$.
5. The *orthogonal group*, $\text{O}_n = \{ X \in \text{GL}_n : \text{tr}(X) = 1_n \}$, where $\text{tr}(X)$ denotes the transpose of the matrix $X$ and $1_n$ is the identity matrix in $\text{GL}_n$.
6. The *symplectic group*, $\text{Sp}_n = \{ X \in \text{GL}_{2n} : \text{tr}(XJX) = J \}$, where $J \in \text{GL}_{2n}$ is the matrix

$$
\begin{pmatrix}
0 & 1_n \\
-1_n & 0
\end{pmatrix}.
$$

In fact, every linear algebraic group is a closed subgroup of $\text{GL}_n$.

**Theorem (39, Theorem 2.3.7)**. Let $G$ be a linear algebraic group defined over $k$. There exists an isomorphism (defined over $k$) of $G$ onto a closed subgroup of $\text{GL}_n$ for some $n$.

This theorem implies that no matter what group structure we put on an affine algebraic variety, if it becomes an algebraic group then this group structure can always be seen as multiplication of matrices. It also explains why we use the word *linear* for the affine algebraic groups.
§2. Structural properties of linear algebraic groups.

Now that a linear algebraic group is a matrix group, we can use all the linear algebraic tools like eigenvalues, diagonalization and semisimplicity to study the linear algebraic groups. Recall that a matrix in $\text{GL}_n(k)$ is called semisimple (respectively, unipotent) if it is diagonalizable over the algebraic closure of $k$ (respectively, if all its eigenvalues are equal to 1). Recall also that a matrix $X \in \text{GL}_n(k)$ can be written as $X = X_s X_u = X_u X_s$ in a unique way, where $X_s \in \text{GL}_n(k)$ is a semisimple matrix and $X_u \in \text{GL}_n(k)$ is a unipotent matrix. This is called the Jordan decomposition of matrices. We have the following analog of the Jordan decomposition in linear algebraic groups.

(I.2) Theorem ([39, Theorem 2.4.8]). Let $G$ be a linear algebraic group defined over $k$ and let $g \in G$.

1. There exist unique elements $g_s, g_u \in G$ such that $g = g_s g_u = g_u g_s$, where the image of $g_s$ (respectively, the image of $g_u$) under any injection $\rho : G \hookrightarrow \text{GL}_n$ is a semisimple (respectively, a unipotent) matrix.

2. If $\phi : G \rightarrow G'$ is a homomorphism of linear algebraic groups, then $\phi(g_s) = \phi(g)_s$ and $\phi(g_u) = \phi(g)_u$.

The elements $g_s$ and $g_u$ in (1) are called the semisimple part and the unipotent part of $g \in G$ respectively. We call an element $g \in G$ to be semisimple (respectively, unipotent) if $g = g_s$ (respectively, if $g = g_u$).

A $k$-group $G$ is said to be unipotent if all its elements are unipotent. It can be shown that a unipotent $k$-group is always isomorphic (over $k$) to some (closed) subgroup of $U_n$. For a $k$-group $G$, $(G, G)$ denotes the subgroup of $G$ generated by all elements of the type $g_1 g_2 g_1^{-1} g_2^{-1}$. If the group $G$ is connected, then $(G, G)$ is a closed subgroup of $G$ and is called the derived group of $G$. We say that a $k$-group $G$ is solvable if it is so as an abstract group.

The radical of a $k$-group $G$ is defined to be the maximal closed, connected, normal, solvable $k$-subgroup of $G$. It exists and is denoted by $R(G)$. Similarly the maximal closed, connected, normal, unipotent $k$-subgroup of $G$ is called the unipotent radical of $G$ and we denote it by $R_u(G)$. Clearly, $R_u(G)$ is a subgroup of $R(G)$. Moreover, $R_u(G)$ is precisely the subset consisting of all unipotent elements in $R(G)$.

A linear algebraic group $G$ defined over the field $k$, is called reductive if the unipotent radical of $G$ is trivial. If the radical of $G$ is trivial, then we call $G$ to be a semisimple algebraic group. If a $k$-group $G$ has no connected, closed, normal $k$-subgroup then we say that $G$ is a simple algebraic group.

As an example, we see that the group $\text{GL}_n \times \text{GL}_m$ is reductive, the group $\text{SL}_n \times \text{SL}_m$ is semisimple and the group $\text{SL}_n$ is a simple algebraic group. A simple
algebraic group is always semisimple and a semisimple algebraic group is always a reductive group.

A reductive $k$-group $G$ can be decomposed as an almost direct decomposition, i.e., a decomposition where the components are allowed to have finite intersections, of simple $k$-groups and the radical of $G$.

(I.3) Theorem ([39, Theorem 8.1.5 and Corollary 8.1.6]). If $G$ is a connected reductive algebraic group defined over $k$, then we can write $G$ as an almost direct decomposition

$$G = G_1 \cdots G_r \cdot R(G),$$

where $G_i$ are simple algebraic groups defined over $k$ and $R(G)$ is the radical of the group $G$.

We call the simple groups $G_i$ that appear in the above decomposition of $G$ the simple direct factors of the group $G$. From the above theorem, it is clear that we have to understand the structure of simple $k$-groups to understand the structure of reductive $k$-groups. It turns out that the simple $k$-groups can be classified explicitly up to (central) isogeny. A central isogeny is an isogeny $: G \to H$ whose (finite) kernel is contained in the center of $G$.

A connected $k$-group $G$ is said to be simply connected if, for any connected group $H$, any central isogeny $: H \to G$ is an isomorphism. A connected $k$-group $G$ is said to be adjoint if, for any connected group $H$, any central isogeny $: G \to H$ is an isomorphism. The simply connected and adjoint groups are sort of end objects for semisimple algebraic groups, as the following theorem suggests.

(I.4) Theorem ([34, Proposition 2.10]).

1. Let $G$ be a semisimple $k$-group. There exist a simply connected group $\tilde{G}$, an adjoint group $\overline{G}$ and central isogenies

   $$\tilde{G} \xrightarrow{\pi} G \xrightarrow{\phi} \overline{G}.$$

2. Any simply connected (respectively, adjoint) semisimple $k$-group is a direct product of simple $k$-groups which, moreover, are simply connected (respectively, adjoint).

§3. Tori in reductive groups.

We introduce the notion of a torus to study the semisimple elements. Throughout this section, $G$ denotes a reductive $k$-group.

A torus (or a $k$-torus) is a $k$-group which is $\overline{k}$-isomorphic to $\mathbb{G}_m^n$ for some $n$. If a $k$-torus $T$ is $k$-isomorphic to some $\mathbb{G}_m^n$, then we say that it is a $k$-split torus
or simply a split torus if there is no confusion about the base field. Note that a $k$-torus need not be $k$-split. For instance,

$$T = \left\{ \begin{pmatrix} a & b \\ -b & a \end{pmatrix} \in \text{GL}_2 : a^2 + b^2 = 1 \right\}$$

is a torus defined over $\mathbb{Q}$, but it is not split over $\mathbb{Q}$.

### 3.A. Maximal tori.

A torus in $G$ is called maximal if it is not properly contained in any other torus in $G$. Such tori exist because of the dimension argument. It is clear that all elements in a $k$-torus are semisimple. Moreover, every semisimple element $g \in G(k)$ is contained in some maximal $k$-torus in $G$ and, in fact, any $k$-torus in $G$ is contained in some maximal $k$-torus in $G$.

As we have seen above, a maximal torus in $G$ need not be split over $k$. However, there may be tori in $G$ which are maximal with respect to being split over $k$. We call such tori maximal $k$-split tori in $G$. If $T_1$ and $T_2$ are two maximal $k$-split tori in $G$ then there exists an element $g \in G(k)$ such that $T_1 = gT_2g^{-1}$ ([34, 2.1.14]). Hence the dimension of a maximal $k$-split torus is independent of any fixed maximal $k$-split torus and we call it the $k$-rank of the group $G$ or the split rank of $G$ over $k$.

Since any $k$-torus is split over $k$, we have that any two maximal $k$-tori in $G$ can be conjugated by an element of $G(\overline{k})$. The $\overline{k}$-rank of $G$ is called simply the rank of the group $G$. If the $\overline{k}$-rank of $G$ is the same as its $k$-rank, in other words, if the group $G$ has a maximal $k$-torus which is split over $k$, then $G$ is said to be a split reductive $k$-group. We call $G$ to be isotropic if it contains a (not necessarily maximal) $k$-split torus and it is called anisotropic if it contains no split torus.

### 3.B. Weyl group.

The maximal tori in $G$ are special in the sense that the connected component of the centralizer of a maximal torus in the group $G$ is the torus itself, i.e., $Z_G(T)^o = T$ for a maximal torus $T$ in $G$. Moreover, the torus $T$ is a finite index normal subgroup of its normalizer in $G$, $N_G(T)$. The finite quotient $N_G(T)/T$ is defined to be the Weyl group of $G$ with respect to the torus $T$ and it is denoted by $W(G, T)$. If the group $G$ is split over $k$, then we can choose $T$ to be a split maximal torus and we denote the corresponding Weyl group by $W(G)$.

If we decompose the reductive $k$-group $G$ as an almost direct decomposition of simple $k$-groups and the radical of $G$, say, $G = G_1 \cdots G_r \cdot R(G)$, then the Weyl group of $G$ is a direct product of the Weyl groups of simple direct factors of $G$,

$$W(G) = W(G_1) \cdots W(G_r).$$

If there is a central isogeny $\phi : G \to H$, then the Weyl group of $H$ is isomorphic to the Weyl group of $G$. 
3.C. Anisotropic kernel. The split semisimple $k$-groups are well understood. They are determined, up to an isogeny, by their direct simple factors. It is desirable to determine the isotropic groups and the anisotropic ones by some data. We now introduce the notion of anisotropic kernel which helps us in understanding the structure of isotropic groups. This notion is motivated by the notion of the anisotropic kernel in the theory of quadratic forms.

Let $S$ be a maximal $k$-split torus in $G$. The derived group of $Z_G(S)$, the centralizer of the torus $S$ in $G$, is called the anisotropic kernel of the group $G$ with respect to the torus $S$. Since any two maximal $k$-split tori, say $S_1$ and $S_2$, are conjugate over $k$, the anisotropic kernels of $G$ with respect to $S_i$ are $k$-isomorphic. Hence the anisotropic kernel is determined up to $k$-isomorphism and we denote it by $G_{an}$.

It is clear that if $G$ is anisotropic then $G_{an} = (G,G)$ whereas in the other extreme if $G$ is $k$-split then $G_{an}$ is trivial. The general theory of isotropic and anisotropic groups does not appear in this thesis until the last chapter.

§4. Classification of simple algebraic groups.

The split simple $k$-groups are easier to handle than the general simple $k$-groups, therefore we first classify the split simple algebraic groups defined over the field $k$. For that, we introduce the notion of a root system. The root system can be defined in an axiomatic way, but we avoid doing it here. Instead, we compute the root system of a split semisimple $k$-group explicitly.

4.A. Root system. Let $G$ be a split semisimple $k$-group and fix a split maximal $k$-torus $T$ in $G$. A character of the torus $T$ is a homomorphism (of $k$-groups) $\chi : T \to \mathbb{G}_m$ and a cocharacter of $T$ is a homomorphism $\lambda : \mathbb{G}_m \to T$. The characters as well as cocharacters admit the natural structure of a free abelian group and we denote them respectively by $X^*(T)$ and $X_*(T)$. Thus,

$$X^*(T) := \{ \chi : T \to \mathbb{G}_m \}, \quad X_*(T) := \{ \lambda : \mathbb{G}_m \to T \}.$$ 

For $\chi \in X^*(T)$ and $\lambda \in X_*(T)$, we define the character of $\mathbb{G}_m$ given by $a \mapsto \chi(\lambda(a))$. Hence there is an integer, which we denote by $\langle \chi, \lambda \rangle$, such that $\chi(\lambda(a)) = a^{\langle \chi, \lambda \rangle}$. We thus have a bilinear map $\langle \cdot, \cdot \rangle : X^*(T) \times X_*(T) \to \mathbb{Z}$.

The group $G$ acts on its Lie algebra by the adjoint action. We can then decompose the Lie algebra into $T$-invariant subspaces corresponding to the characters of $T$. The nonzero characters that correspond to the non-trivial $T$-invariant subspaces are called roots of $G$ with respect to $T$. We denote the set of all roots of $G$ with respect to $T$ by $\Phi(G,T)$.

Since the group $G$ is $k$-split, it can be shown that $X^*(T), X_*(T)$ and $\Phi(G,T)$ are independent of the chosen split maximal torus $T$, so we denote them respectively by $X(G), X^\vee(G)$ and $\Phi(G)$ (or simply by $X, X^\vee$ and $\Phi$). The set $\Phi$
generates the group $X$. Define $V := \mathbb{R} \otimes X$. It is clear that the finite set $\Phi$ generates $V$ over $\mathbb{R}$ and we call it a root system in $V$. An isomorphism between two root systems $\Phi_i$ in $V_i$, for $i = 1, 2$, is an isomorphism of vector spaces $\phi : V_1 \to V_2$ such that $\phi(\Phi_1) = \Phi_2$.

There exists a basis of $X$ in $\Phi$, denoted by $\Pi$, such that any element in $\Phi$ is a linear combination of elements of $\Pi$ with all coefficients of the same sign. The elements of $\Pi$ are called simple roots. For each $\alpha \in \Phi$, we can choose an element $\alpha^\vee \in X^\vee$ in a canonical way such that $\langle \alpha, \alpha^\vee \rangle = 2$. We denote the set of all $\alpha^\vee$ by $\Phi^\vee$.

It can be shown that the root system $\Phi$ is reduced, i.e., if $\alpha, c\alpha \in \Phi$ for $c \in \mathbb{R}^\times$, then $c = \pm 1$. For any two linearly independent roots $\alpha, \beta \in \Phi$, we have that $\langle \alpha, \beta^\vee \rangle$ is $0, \pm 1, \pm 2$ or $\pm 3$ and $0 < \langle \alpha, \beta^\vee \rangle \langle \beta, \alpha^\vee \rangle \leq 3$.

We now define the Dynkin diagram of the group $G$, denoted by $D(G)$, to be the graph whose vertex set is $\Pi(G)$, the set of simple roots of $G$, and two vertices $\alpha, \beta \in \Pi(G)$ are joined by $\langle \alpha, \beta^\vee \rangle \langle \beta, \alpha^\vee \rangle$ edges, with an arrow pointing towards the shorter root if $\alpha$ and $\beta$ have different lengths.

We call a root system to be reducible if it can be obtained by taking direct sum of two root systems and irreducible otherwise. The Dynkin diagram of an irreducible root system is a connected graph and it does not contain a circuit (though it can have multiple edges). The irreducible root systems can be explicitly classified and they exactly correspond to the split simple $k$-groups.

(I.5) Theorem ([39, §9.6]). A connected, split, semisimple $k$-group $G$ is determined up to central isogeny by the isomorphism class of its root system, $\Phi(G)$.

(I.6) Theorem ([28, Proposition 25.8]). Let $G$ be a connected, split semisimple $k$-group.

1. The group $G$ is simple if and only if the root system $\Phi(G)$ is irreducible if and only if the Dynkin diagram $D(G)$ is connected.

2. If $G_i$ are the simple direct factors of the group $G$, then $\Phi(G) \xrightarrow{\sim} \bigoplus_i \Phi(G_i)$ and the Dynkin diagram of $G$, $D(G)$, is the disjoint union of $D(G_i)$.

We now list the split simple $k$-groups. There are four infinite families of split simple $k$-groups, which are also called classical simple groups, $A_n$, $B_n$, $C_n$ and $D_n$. In addition to these, there are five exceptional groups, $G_2$, $F_4$, $E_6$, $E_7$ and $E_8$.

4.B. Classical split simple $k$-groups. We first describe the classical split simple $k$-groups. For each such group $G$, we describe the root system $\Phi(G)$, simple roots $\Pi(G)$ and the Weyl group $W(G)$. 
4.B.1. Type $A_n$, $(n \geq 1)$. This is the first infinite family of classical split simple groups. It corresponds to the special linear groups $SL_{n+1}$ described in §1. The group $SL_{n+1}$ is simply connected whereas the corresponding adjoint group is denoted by $PSL_{n+1}$.

We now describe the root system of $SL_{n+1}$. Let $V_1 = \mathbb{R}^{n+1}$ and let $V$ be the quotient vector space of $V_1$ by the 1-dimensional subspace generated by the vector $e_1 + e_2 + \cdots + e_{n+1}$ where $\{e_1, \ldots, e_{n+1}\}$ is the canonical basis of $V_1$. We denote by $\overline{e}_i$ the class of $e_i$ in $V$. The roots and simple roots of $SL_{n+1}$ are given by:

$$\{\overline{e}_i - \overline{e}_j : i \neq j\},$$

$$\{\alpha_1 = \overline{e}_1 - \overline{e}_2, \ldots, \alpha_n = \overline{e}_n - \overline{e}_{n+1}\},$$

and the Dynkin diagram of $SL_{n+1}$ is given by:

\[\alpha_1 \sim \alpha_2 \sim \cdots \sim \alpha_n\]

The Weyl group of $SL_{n+1}$ is $S_{n+1}$, the symmetric group acting on $n + 1$ symbols.

4.B.2. Type $B_n$, $(n \geq 2)$. This family of split simple $k$-groups corresponds to the special orthogonal groups $SO_{2n+1} = SL_{2n+1} \cap O_{2n+1}$. This group is adjoint and the corresponding simply connected group is denoted by $Spin_{2n+1}$.

The root system for $B_n$ is given as follows. Let $V = \mathbb{R}^n$ with canonical basis $\{e_i\}$. Then the set of roots and the set of simple roots of $SO_{2n+1}$ are given by:

$$\{\pm e_i, \pm e_i \pm e_j : i \neq j\},$$

$$\{\alpha_1 = e_1 - e_2, \ldots, \alpha_{n-1} = e_{n-1} - e_n, \alpha_n = e_n\},$$

and the corresponding Dynkin diagram is

\[\alpha_1 \sim \alpha_2 \sim \cdots \sim \alpha_n\]

The Weyl group of $SO_{2n+1}$ is isomorphic to $S_n \ltimes (\mathbb{Z}/2\mathbb{Z})^n$. The semidirect product is given by the natural permutation action of $S_n$ on $(\mathbb{Z}/2\mathbb{Z})^n$.

4.B.3. Type $C_n$, $(n \geq 3)$. This family of classical split simple $k$-groups corresponds to the symplectic groups $Sp_n$, as described in §1. The group $Sp_n$ is simply connected and the corresponding adjoint group is denoted by $PGSp_n$.

Let $V = \mathbb{R}^n$ with the canonical basis $\{e_i\}$. Then the root system and the set of simple roots of $Sp_n$ are given by:

$$\{\pm 2e_i, \pm e_i \pm e_j : i \neq j\},$$

$$\{\alpha_1 = e_1 - e_2, \ldots, \alpha_{n-1} = e_{n-1} - e_n, \alpha_n = 2e_n\},$$

and the corresponding Dynkin diagram is

\[\alpha_1 \sim \alpha_2 \sim \cdots \sim \alpha_n\]

The Weyl group of $Sp_n$ is the same as $W(B_n)$, $S_n \ltimes (\mathbb{Z}/2\mathbb{Z})^n$. 

\[\alpha_1 \sim \alpha_2 \sim \cdots \sim \alpha_n\]

The Weyl group of $Sp_n$ is the same as $W(B_n)$, $S_n \ltimes (\mathbb{Z}/2\mathbb{Z})^n$. 

\[\alpha_1 \sim \alpha_2 \sim \cdots \sim \alpha_n\]

The Weyl group of $Sp_n$ is the same as $W(B_n)$, $S_n \ltimes (\mathbb{Z}/2\mathbb{Z})^n$. 

\[\alpha_1 \sim \alpha_2 \sim \cdots \sim \alpha_n\]
4.B.4. Type $D_n$, ($n \geq 4$). This family of split simple $k$-groups corresponds to the special orthogonal groups $SO_{2n} = SL_{2n} \cap O_{2n}$. The corresponding simply connected and adjoint groups are denoted respectively by Spin$_{2n}$ and PGSO$_{2n}$.

Let $V = \mathbb{R}^n$ with canonical basis $\{e_i\}$. Then the root system and the set of simple roots of $SO_{2n}$ are given by:

$$\{ \pm e_i \pm e_j : i \neq j \}$$

$$\{ \alpha_1 = e_1 - e_2, \ldots, \alpha_{n-1} = e_{n-1} - e_n, \alpha_n = e_{n-1} + e_n \}$$

and the corresponding Dynkin diagram is $\alpha_1 \ldots \alpha_{n-2} \alpha_{n-1} \alpha_n$.

The Weyl group of $SO_{2n}$ is isomorphic to $S_n \rtimes \langle (\mathbb{Z}/2\mathbb{Z})^n \rangle$. This is the subgroup of $S_n \rtimes (\mathbb{Z}/2\mathbb{Z})^n$ consisting of elements $(\sigma, (x_1, \ldots, x_n)), \sigma \in S_n, x_i \in \mathbb{Z}/2\mathbb{Z}$, such that $\sum_i x_i = 0$.

4.C. Exceptional split simple $k$-groups. We now come to the five exceptional types of split simple $k$-groups. These groups are not as easy as the classical groups to handle. The models of these types are described by the non-associative algebras. We study the octonion algebras and the Albert algebras in the next section and describe the groups of type $G_2$ and $F_4$. We are not going to say anything else for other three types, namely $E_6$, $E_7$, and $E_8$. For now, we just give the Dynkin diagrams for these five exceptional split simple $k$-groups.

$G_2$: $\alpha_1 \alpha_2 \alpha_{n-2} \alpha_{n-1}$

$F_4$: $\alpha_1 \alpha_2 \alpha_3 \alpha_4$

$E_6$: $\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6$

$E_7$: $\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6 \alpha_7$

$E_8$: $\alpha_1 \alpha_2 \alpha_3 \alpha_4 \alpha_5 \alpha_6 \alpha_7 \alpha_8$

We summarise the information about the split simple $k$-groups in the following table.
I. LINEAR ALGEBRAIC GROUPS

Table 1

| Type of $G$ | order of $\Phi(G)$ | order of $\Pi(G) = \text{rank of } G$ | order of $W(G)$ |
|-------------|---------------------|--------------------------------------|-----------------|
| $A_n$       | $n(n+1)$            | $n$                                  | $(n+1)!$        |
| $B_n$       | $2n^2$              | $n$                                  | $2^n \cdot n!$  |
| $C_n$       | $2n^2$              | $n$                                  | $2^n \cdot n!$  |
| $D_n$       | $2n(n-1)$           | $n$                                  | $2^{n-1} \cdot n!$ |
| $G_2$       | 12                  | 2                                    | 12              |
| $F_4$       | 48                  | 4                                    | $2^7 \cdot 3^2$ |
| $E_6$       | 72                  | 6                                    | $2^7 \cdot 3^4 \cdot 5$ |
| $E_7$       | 126                 | 7                                    | $2^{10} \cdot 3^4 \cdot 5 \cdot 7$ |
| $E_8$       | 240                 | 8                                    | $2^{14} \cdot 3^5 \cdot 5^2 \cdot 7$ |

4.D. Non-split simple $k$-groups. Observe that any simple $k$-group is split by a finite Galois extension of $k$. Further, we observe that the list of the split simple $k$-groups does not depend on the field $k$. That is to say that the list is the same for any two fields. Therefore, if we consider an extension $L/k$ and suppose that $G$ is a split simple $L$-group, then we can find a split simple $k$-group $H$ such that $H \otimes_k L$ is $L$-isogenous to $G$. This group $H$ can be taken to be the $k$-group corresponding to the root system of $G$. So the question now boils down to describe the simple $k$-groups which are isomorphic to a fixed split simple $k$-group over some extension $L/k$. This is done using Galois cohomology and we describe it in the next chapter.

§5. Groups of type $G_2$ and $F_4$.

We first review the theory of octonion algebras and the Albert algebras. An excellent reference for this is the book by Springer and Veldkamp [40]. For simplicity, we assume in this section that the characteristic of the field $k$ is other than 2 and 3.

5.A. Octonion algebras and groups of type $G_2$. A composition algebra $C$ over $k$ is a finite dimensional (not necessarily associative) $k$-algebra with identity element together with a non-degenerate quadratic form $N$, called the norm form, such that

$$N(x)N(y) = N(xy) \quad \forall \ x, y \in C.$$  

It turns out that the possibilities for the dimensions of a composition algebra over $k$ are 1, 2, 4 or 8. A composition algebra comes equipped with an involution $\bar{\cdot} : C \to C$ such that $x\bar{x} = \bar{x}x = N(x)$. The norm form of a composition algebra is a Pfister form, therefore it is either anisotropic, i.e., it has no nontrivial zero, or it achieves the maximum possible Witt index.
An octonion algebra over \( k \) is a composition algebra over \( k \) of dimension 8. It is a non-associative algebra. An octonion algebra is said to be split (respectively, anisotropic) if its norm form is isotropic (respectively, anisotropic). An octonion algebra is determined by its norm form, hence there is a unique split octonion algebra over \( k \). We now describe the split octonion algebra over \( k \).

Let \( \mathbb{M}_2 \) denote the \( 2 \times 2 \) matrix algebra and define \( \mathcal{C} = \mathbb{M}_2 \oplus \mathbb{M}_2 \). For \( x \in \mathbb{M}_2 \), let \( x^\ast \) be the adjoint matrix of \( x \), i.e.,

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix} = \begin{pmatrix}
d & -b \\
-c & a
\end{pmatrix}.
\]

We now define the multiplication in \( \mathcal{C} \) and the norm form over \( \mathcal{C} \) as

\[
(x, y)(u, v) = (xu + \overline{vy}, vx + y\overline{u}) \quad \text{and} \quad N((x, y)) = \det(x) - \det(y).
\]

It can be easily checked that the form \( N \) is a non-degenerate quadratic form and that it is multiplicative on \( \mathcal{C} \). Thus, \( \mathcal{C} \) is an octonion algebra. Further, the norm form \( N \) clearly has non-trivial zeros, therefore the octonion algebra \( \mathcal{C} \) is split.

The octonion algebras over the field \( k \) describe the \( k \)-groups of type \( G_2 \).

**Theorem (I.7)** ([Hijikata [17, page 163]]) Let \( G \) be a simple algebraic group of type \( G_2 \) defined over the field \( k \). Then there exists an octonion algebra \( \mathcal{C} \), unique up to isomorphism, defined over \( k \) such that \( G \) is \( k \)-isomorphic to the group of \( k \)-automorphisms of \( \mathcal{C} \), \( \text{Aut}_k(\mathcal{C}) \).

5.B. **Albert algebras and groups of type \( F_4 \).** Let \( \mathcal{C} \) denote an octonion algebra over the field \( k \) and let \( N \) denote the norm form of \( \mathcal{C} \). Consider \( \mathbb{M}_3(\mathcal{C}) \), the (non-associative) algebra of \( 3 \times 3 \) matrices with entries from \( \mathcal{C} \). Let \( \Gamma \in \mathbb{M}_3(k) \) be the diagonal matrix with \( \gamma_1, \gamma_2, \gamma_3 \) on the diagonal. Consider the involution of \( \mathbb{M}_3(\mathcal{C}) \) given by \( X \mapsto X^* = \Gamma^{-1}(\overline{X})\Gamma \), where \( \overline{X} \) is the matrix \( \{X_{ij}\} \). We define \( \mathcal{H}(\mathcal{C}; \gamma_1, \gamma_2, \gamma_3) \), which is also denoted by \( \mathcal{H}(\mathcal{C}, \Gamma) \), to be the subset of \( \mathbb{M}_3(\mathcal{C}) \) consisting of the fixed points of the involution \( X \mapsto X^* \). We have

\[
\mathcal{H}(\mathcal{C}; \Gamma) := \left\{ \begin{pmatrix}
x_1 & c_3 & \gamma_1^{-1}\gamma_3c_2 \\
x_2 & c_1 & \gamma_1^{-1}\gamma_2c_3 \\
x_3 & c_2 & \gamma_2^{-1}\gamma_1c_3
\end{pmatrix} : x_i \in k, c_i \in \mathcal{C} \right\}.
\]

This is a 27 dimensional vector space over \( k \). We define the multiplication on \( \mathcal{H}(\mathcal{C}, \Gamma) \) by

\[
X \times Y = \frac{1}{2}(XY + YX).
\]
This multiplication makes $\mathcal{H}(\mathfrak{C}; \Gamma)$ into a non-associative $k$-algebra. We also have a quadratic form on it defined by

$$Q(X) = \frac{1}{2} \text{tr}(X^2)$$

$$= \frac{1}{2}(x_1^2 + x_2^2 + x_3^2) + \gamma_2 \gamma_3^{-1} N(c_1) + \gamma_3 \gamma_1^{-1} N(c_2) + \gamma_1 \gamma_2^{-1} N(c_3).$$

We define the split Albert algebra over $k$ to be the algebra $\mathcal{H}(\mathfrak{C}; \Gamma)$ where $\mathfrak{C}$ is the split octonion algebra over $k$. An Albert algebra over $k$ is a (non-associative) algebra $A/k$ such that $A \otimes_k L$ is isomorphic to the split Albert algebra over $L$ for some extension $L/k$. A split Albert algebra over $k$ is unique up to isomorphism.

Albert algebras over the field $k$ describe the $k$-groups of type $F_4$.

**Theorem** (Hijikata [17, page 164]). Let $G$ be a simple algebraic group of type $F_4$ defined over the field $k$. Then there exists an Albert algebra $A$, unique up to isomorphism, defined over $k$ such that $G$ is $k$-isomorphic to the group of $k$-automorphisms of $A$, $\text{Aut}_k(A)$. 

(I.8) Theorem (Hijikata [17, page 164]). Let $G$ be a simple algebraic group of type $F_4$ defined over the field $k$. Then there exists an Albert algebra $A$, unique up to isomorphism, defined over $k$ such that $G$ is $k$-isomorphic to the group of $k$-automorphisms of $A$, $\text{Aut}_k(A)$. 


CHAPTER II

Galois Cohomology

This is another basic chapter of this thesis. In this chapter, we mainly deal with the Galois cohomology of linear algebraic groups. There are several excellent references for this topic, Platonov-Rapinchuk [34, §2.2 and Ch. 6], Serre [36] and the expository article by Springer [37], to mention a few.

In §6, we define the Galois cohomology sets \( H^0 \) and \( H^1 \). The next section deals with the classification of \( k \)-forms using Galois cohomology. We also give the results regarding \( H^1(k, G) \) for some special fields \( k \). Then in §8, we use Galois cohomology to describe the \( k \)-isomorphism classes of \( k \)-tori and the conjugacy classes of maximal tori in a split reductive \( k \)-group. The last section is in a different direction. We introduce the Herbrand quotient there and prove that the order of a finite semisimple group is an invariant of its isogeny class.

§6. Basic definitions.

Galois cohomology is basically the cohomology of the Galois groups. Let \( G \) be a group and let \( A \) be an abelian group admitting an action of \( G \) such that \( g(ab) = g(a)g(b) \) for all \( g \in G, a, b \in A \). The group \( A \) can be treated as a module over \( \mathbb{Z}[G] \) in the natural way, so we also call \( A \) to be a \( G \)-module. We define \( A^G \) to be the largest subgroup of \( A \) on which \( G \) acts trivially. The cohomology groups, denoted by \( H^i(G, A) \) for \( i \geq 0 \), are the right derived functors of the left exact functor \( A \mapsto A^G \) from the category of \( G \)-modules to the category of abelian groups. The cohomology groups \( H^i(G, A) \) can be computed using the standard cochain complex ([11]). We are interested in the first two cohomology groups, \( H^0(G, A) \) and \( H^1(G, A) \), and we define them as follows:

\[
H^0(G, A) = A^G := \{ a \in A : g(a) = a \ \forall g \in G \},
\]

\[
H^1(G, A) := \left\{ \phi : G \to A : \phi(g_1g_2) = \phi(g_1)g_1(\phi(g_2)) \bigg| \phi_a(g) = a^{-1}g(a) : a \in A \right\}.
\]

If the group \( A \) is not abelian, then usually only \( H^0 \) and \( H^1 \) are defined. The group \( H^0(G, A) \) is again defined to be \( A^G \) whereas \( H^1(G, A) \) is defined to be the set of equivalence classes of the set

\[
Z^1(G, A) := \{ \phi : G \to A : \phi(g_1g_2) = \phi(g_1)g_1(\phi(g_2)) \},
\]
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where \( \phi_1 \sim \phi_2 \) if there exists \( a \in A \) such that \( \phi_1(g) = a^{-1} \phi_2(g)g(a) \) for all \( g \in G \). An element of \( Z^1(G, A) \) is called a 1-cocycle. The set \( H^1(G, A) \) is a pointed set, i.e., it has a distinguished element called the neutral element, namely, the equivalence class of the trivial map \( g \mapsto 1 \). If \( A \) is abelian then these definitions of \( H^0 \) and \( H^1 \) agree with the above definitions. Observe that if the group \( G \) acts trivially on \( A \), then the set \( Z^1(G, A) \) is the set of all homomorphisms from \( G \) to \( A \). If

\[
0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0
\]

is an exact sequence of groups admitting \( G \)-action, then

\[
0 \rightarrow H^0(G, A) \rightarrow H^0(G, B) \rightarrow H^0(G, C) \\
\rightarrow H^1(G, A) \rightarrow H^1(G, B) \rightarrow H^1(G, C)
\]

is an exact sequence of pointed sets, i.e., the inverse image of the neutral element under any map is the image of the previous map.

Let \( k \) be a field and let \( K/k \) be a finite Galois extension. If \( G \) is an algebraic group defined over the field \( k \), then the Galois group \( \text{Gal}(K/k) \) acts naturally on \( G(K) \), the group of \( K \)-rational points of \( G \). It is customary to denote \( H^i(\text{Gal}(K/k), G(K)) \) by \( H^i(K/k, G) \). We define

\[
H^i(k, G) := \lim_\rightarrow H^i(K/k, G),
\]

the direct limit taken over all finite Galois extensions of \( k \). Let us see some examples now.

1. \( H^0(k, G) = G(k) \). In particular, \( H^0(k, \mathbb{G}_m) = k^\times \) and \( H^0(k, \mathbb{G}_a) = k \).
2. \( H^1(k, \mathbb{G}_m) = 0 \), the Hilbert’s theorem 90.
3. \( H^1(k, \mathbb{G}_a) = 0 \).
4. \( H^i(k, \mathbb{G}_a) = 0 \) for all \( i \geq 1 \), the normal basis theorem.

§7. Galois cohomology of linear algebraic groups.

In this section, we recall some basic results about the Galois cohomology of linear algebraic groups.

7.A. Classification of \( k \)-forms. Fix a field \( k \) and let \( G \) be a linear algebraic group defined over \( k \). A principal homogeneous space of \( G \) over \( k \) is an algebraic variety \( P \), defined over \( k \), which admits a simple transitive \( G \)-action, i.e., there is a morphism of algebraic varieties \( \phi : G \times P \rightarrow P \) such that the map

\[
(\phi, \pi_2) : G \times P \rightarrow P \times P, \quad (g, p) \mapsto (gp, p)
\]

is an isomorphism of varieties. An example of a principal homogeneous space of \( G \) is \( P = G \) and the map \( \phi : G \times G \rightarrow G \) is the multiplication in \( G \). Two principal homogeneous spaces \( P_1, P_2 \) of \( G \) over \( k \) are said to be isomorphic if they are isomorphic under a map which is compatible with the \( G \)-action. It is clear
that a principal homogeneous space of $G$ over $k$ is $k$-isomorphic to $G$ if and only if $P(k) \neq \emptyset$. The following theorem gives a way to describe the set of $k$-isomorphism classes of the principal homogeneous spaces of $G$ over $k$.

(II.1) Theorem ([36, §I.5.2]). Let $k$ be a field and let $G$ be a linear algebraic group defined over $k$. The set of $k$-isomorphism classes of principal homogeneous spaces of $G$ over $k$ is in bijection with the set $H^1(k,G)$.

Now we come to the classification of $k$-forms of a $k$-group, which was promised in the first chapter. We state the result in a general form.

Let $X$ be an “algebraic object” defined over the field $k$. Here an algebraic object could mean a linear algebraic group, an algebraic variety, a division algebra or more generally an associative or a non-associative algebra defined over $k$. A $k$-form of $X$ is another algebraic object $Y$, of the same type as that of $X$, defined over $k$ which is isomorphic to $X$ over $k_s$, the separable closure of $k$. The following theorem gives us a description of $k$-forms of $X$.

(II.2) Theorem ([36, §III.1.3]). Let $k,X$ be as above and let $A := \text{Aut}_k(X)$ denote the group of algebraic $k$-automorphisms of $X$. Then $H^1(k,A)$ is in bijection with the set of $k$-isomorphism classes of the $k$-forms of $X$.

As a corollary, we have:

(II.3) Corollary. Let $k$ be a field.

1. For a $k$-group $G$, the set of $k$-isomorphism classes of $k$-groups $H$ which are $k_s$-isomorphic to $G$ is in bijection with the set $H^1(k,\text{Aut}_k(G))$.

2. Let $X$ be one of the split simple $k$-groups described in §4, then the simple $k$-groups which are $k_s$-isomorphic to $X$ can be described by the set $H^1(k,\text{Aut}_k(X))$.

(These groups are called the simple $k$-groups of type $X$.)

It should be pointed out that the above theorem gives only an interpretation of the $k$-forms of $X$. It is usually not easy to calculate $H^1(k,\text{Aut}_k(X))$. However, this rephrasing does help in seeing the $k$-forms in a new perspective. We illustrate this by means of an example.

The group $\text{Aut}_k(\text{SL}_2)$ is isomorphic to $\text{PGL}_2$ which also happens to be the group of $k$-automorphisms of $\mathbb{M}_2$ as a central simple algebra over $k$. Hence $H^1(k,\text{PGL}_2)$ on one hand describes the $k$-forms of $\text{SL}_2$ and on the other hand it describes the $k$-forms of $\mathbb{M}_2$, i.e., the quaternion algebras defined over $k$. Thus, one deduces that there is a bijective correspondence between the quaternion algebras over $k$ and the $k$-forms of $\text{SL}_2$. Indeed, there is one such correspondence sending a quaternion algebra $H$ to the group of norm 1 elements in $H$, which is a group of type $\text{SL}_2$. 
7.B. $H^1(k, G)$ for some special fields $k$. As we saw in (§7.A), the set $H^1(k, G)$ is important by several aspects. Here we give the results concerning the computations of $H^1(k, G)$ over some special ground fields $k$ and for some special types of groups $G$ defined over them. The first such theorem that comes to mind is the following fundamental theorem proved by Lang in 1958.

(II.4) Theorem (Lang [29, Corollary to Theorem 1]). Let $k$ be a finite field and let $G$ be a connected algebraic group defined over $k$. Then $H^1(k, G) = 0$.

Observe that in the above theorem, the group $G$ need not be linear. We have following weaker version of the above theorem for linear algebraic groups defined over local fields.

(II.5) Theorem (Kneser [26, 27], Bruhat-Tits [7, 8, 9, 10]). Let $k$ be a local field of characteristic 0 and let $G$ be a connected, semisimple, simply connected, linear algebraic group defined over $k$. Then $H^1(k, G) = 0$.

§8. Galois cohomology and tori.

Fix a field $k$ and let $T_0 = \mathbb{G}_m^n$ be the split $n$-dimensional torus defined over $k$. The special version of the theorem (II.2), where we replace the algebraic object $X$ by the $k$-torus $T_0$, is given by:

(II.6) Lemma. Let $k$ be a field. The $k$-isomorphism classes of $n$-dimensional tori defined over $k$ are in bijection with the isomorphism classes of $n$-dimensional integral representations of the Galois group $\text{Gal}(\overline{k}/k)$.

Proof: Let $T_1$ be an $n$-dimensional torus defined over $k$ and let $L_1$ denote a splitting field of $T_1$. We assume that the field $L_1$ is Galois over $k$. Since the torus $T_1$ is split over $L_1$, we have an $L_1$-isomorphism $f : T_0 \to T_1$. The Galois action on $T_0$ and $T_1$ gives us another isomorphism, $f^\sigma := \sigma f \sigma^{-1} : T_0 \to T_1$ for $\sigma \in \text{Gal}(L_1/k)$. One checks that the map $\text{Gal}(L_1/k) \to \text{Aut}_{L_1}(T_0)$ given by $\sigma \mapsto f^{-1}f^\sigma$, is a 1-cocycle. Indeed,

$$f^{-1}f^\sigma \tau = (f^{-1}\sigma f \sigma^{-1})\sigma(f^{-1}\tau f \tau^{-1})\sigma^{-1} = (f^{-1}f^\sigma)(f^{-1}f^\tau)^\sigma.$$ 

By composing the natural map from $\text{Gal}(\overline{k}/k)$ to $\text{Gal}(L_1/k)$ with this map we get a 1-cocycle $\varphi_f : \text{Gal}(\overline{k}/k) \to \text{Aut}_{L_1}(T_0)$.

Since the torus $T_0$ is already split over $k$, we have $\text{Aut}_{L_1}(T_0) \cong \text{Aut}_k(T_0)$, and hence the Galois group $\text{Gal}(\overline{k}/k)$ acts trivially on $\text{Aut}_{L_1}(T_0)$, which is isomorphic to $\text{GL}_n(\mathbb{Z})$. Therefore, $\varphi_f$ is actually a homomorphism from $\text{Gal}(\overline{k}/k)$ to $\text{GL}_n(\mathbb{Z})$. This is an $n$-dimensional integral representation of $\text{Gal}(\overline{k}/k)$. By changing the isomorphism $f$ to any other $L_1$-isomorphism from $T_0$ to $T_1$, we get an equivalent 1-cocyle to $\varphi_f$. Thus the element $[\varphi_f]$ in $H^1(k, \text{GL}_n(\mathbb{Z}))$ is determined by $T_1$ and we denote it by $\varphi(T_1)$. Thus a $k$-isomorphism class of an $n$-dimensional
torus gives us an equivalence class of $n$-dimensional integral representations of the Galois group, $\text{Gal}(\overline{k}/k)$.

In the other direction, if $\rho : \text{Gal}(\overline{k}/k) \to \text{GL}_n(\mathbb{Z})$ is an integral Galois representation then $\rho$ is a 1-cocycle as the Galois action on $\text{GL}_n(\mathbb{Z})$ is trivial. Then the torus obtained by twisting the split torus $T_0$ by the 1-cocycle $\rho$ is the required torus ([36, §III 1.3]).

We now describe the conjugacy classes of a maximal torus in a reductive $k$-group using Galois cohomology. We state the result for split reductive $k$-groups, but it nevertheless holds for all reductive $k$-groups.

\textbf{(II.7) Lemma.} Let $H$ be a split, connected, semisimple algebraic group defined over a field $k$. Fix a split maximal torus $T_0$ in $H$ and let $N(T_0)$ denote the normaliser of the torus $T_0$ in $H$. The natural embedding $N(T_0) \rightarrow H$ induces a map $\Psi : H^1(k, N(T_0)) \rightarrow H^1(k, H)$. The set of $k$-conjugacy classes of maximal tori in $H$ are in one-one correspondence with the subset of $H^1(k, N(T_0))$ which is mapped to the neutral element in $H^1(k, H)$ under the map $\Psi$.

\textbf{Proof:} Let $T$ be a maximal $k$-torus in $H$ and let $L$ be a splitting field of $T$, i.e., assume that the torus $T$ splits as a product of $\mathbb{G}_m$'s over $L$. We assume that the field $L$ is Galois over $k$. By the uniqueness of maximal split tori up to conjugacy, there exists an element $a \in H(L)$ such that $aT_0a^{-1} = T$, where $T_0$ is the split maximal torus in $H$ fixed before. Then for any $\sigma \in \text{Gal}(L/k)$, we have $\sigma(a)T_0\sigma(a)^{-1} = T$, as both $T_0$ and $T$ are defined over $k$. This implies that

$$ (a^{-1}\sigma(a)) \cdot T_0 \cdot (a^{-1}\sigma(a))^{-1} = T_0. $$

Therefore $a^{-1}\sigma(a) \in N(T_0)$. This enables us to define a map $\phi : \text{Gal}(L/k) \rightarrow N(T_0)$ which sends $\sigma$ to $a^{-1}\sigma(a)$. By composing this map with the natural map $\text{Gal}(\overline{k}/k) \rightarrow \text{Gal}(L/k)$, we get a map $\phi_a : \text{Gal}(\overline{k}/k) \rightarrow N(T_0)$. One checks that

$$ \phi_a(\sigma\tau) = \phi_a(\sigma)\sigma\phi_a(\tau) \quad \forall \sigma, \tau \in \text{Gal}(\overline{k}/k), $$

i.e., the map $\phi_a$ is a 1-cocycle. If $b \in H(L)$ is another element such that $bT_0b^{-1} = T$, we see that

$$ \phi_a(\sigma) = (b^{-1}a)^{-1}\phi_b(\sigma)(b^{-1}a). $$

Thus the element $[\phi_a] \in H^1(k, N(T_0))$ is determined by the maximal torus $T$. We denote it by $\phi(T)$. It is clear that $\phi(T)$ is determined by the $k$-conjugacy class of $T$. Moreover, if $\phi(T) = \phi(S)$ for two maximal tori $T$ and $S$ in $H$, then one can check that these two tori are conjugate over $k$. Indeed, if $T = aT_0a^{-1}$ and $S = bT_0b^{-1}$ for $a, b \in H(\overline{k})$, then for any $\sigma \in \text{Gal}(\overline{k}/k)$,

$$ a^{-1}\sigma(a) = c^{-1}(b^{-1}\sigma(b))\sigma(c) $$
for some \( c \in N(T_0) \). Then, \( \sigma(bca^{-1}) = bca^{-1} \) for all \( \sigma \in \text{Gal}(\overline{k}/k) \), hence \( bca^{-1} \) is an element of \( H(k) \) and \( (bca^{-1})T(bca^{-1})^{-1} = S \). Further, it is clear that the image of \( \phi \) in \( H^1(k, N(T_0)) \) is mapped to the neutral element in \( H^1(k, H) \) under the map \( \Psi \).

Moreover, if a 1-cocycle \( \phi_1 : \text{Gal}(\overline{k}/k) \to N(T_0) \) is such that \( \Psi(\phi_1) \) is neutral in \( H^1(k, H) \), then \( \phi_1(\sigma) = a^{-1}\sigma(a) \) for some \( a \in H(\overline{k}) \). Then the cohomology class \( [\phi_1] \in H^1(k, N(T_0)) \) corresponds to the maximal torus \( S_1 = aT_0a^{-1} \) in \( H \). Since \( a^{-1}\sigma(a) = \phi_1(\sigma) \in N(T_0) \), the torus \( S_1 \) is invariant under the Galois action, therefore we conclude that it is defined over \( k \). Thus the image of \( \phi \) is the inverse image of the neutral element in \( H^1(k, H) \) under the map \( \Psi \). This is the complete description of the \( k \)-conjugacy classes of maximal \( k \)-tori in the group \( H \).

Finally, we observe that the detailed proof we have given above amounts to looking at the exact sequence \( 1 \to N(T_0) \to H \to H/N(T_0) \to 1 \) which gives an exact sequence of pointed sets:

\[
H/N(T_0)(k) \to H^1(k, N(T_0)) \to H^1(k, H).
\]

Therefore \( H/N(T_0)(k) \), which is the variety of conjugacy classes of \( k \)-tori in \( H \), is identified to elements in \( H^1(k, N(T_0)) \) which become trivial in \( H^1(k, H) \). \( \Box \)

§9. Herbrand quotient.

If \( G \) is a finite cyclic group then the cohomology groups \( H^i(G, A) \) for any \( G \)-module \( A \) depend only on the parity of \( i \). Let \( N_G = \sum_{g \in G} g \). Then the Tate’s cohomology group \( \widehat{H}^0(G, A) \) is defined to be the quotient \( A^G/N_GA \). We define the Herbrand quotient

\[
h(A) = \frac{\widehat{H}^0(G, A)}{H^1(G, A)}
\]

whenever it is defined.

(II.8) Lemma ([35, Proposition VIII.8]). If \( G \) is a cyclic group and \( A \) is a finite \( G \)-module, then \( h(A) = 1 \).

(II.9) Lemma. Let \( \mathbb{F}_q \) be the finite field of \( q \) elements and let \( A \) be a finite \( \text{Gal}(\overline{\mathbb{F}_q}/\mathbb{F}_q) \)-module, then

\[
|\widehat{H}^0(\mathbb{F}_q, A)| = |H^1(\mathbb{F}_q, A)|.
\]

Proof: We fix the finite field \( \mathbb{F}_q \) and let \( G \) denote the absolute Galois group of \( \mathbb{F}_q \), \( \text{Gal}(\overline{\mathbb{F}_q}/\mathbb{F}_q) \). Let \( A \) be a finite \( G \)-module. By the above lemma, it is enough to prove that the sets \( \widehat{H}^0(\mathbb{F}_q, A) \) and \( H^0(\mathbb{F}_q, A) \) are the same.
Let $G_n$ be the Galois group of the extension $\mathbb{F}_{q^n}$ over $\mathbb{F}_q$ and $H_n$ be the Galois group of $\overline{\mathbb{F}}_q$ over $\mathbb{F}_{q^n}$, so that $G_n = G/H_n \xrightarrow{\sim} \mathbb{Z}/n\mathbb{Z}$. We have
\[
H^0(\mathbb{F}_q, A) = \lim\to H^0(G_n, A^{H_n}) = \lim\to (A^{H_n})^{G_n} = A^G
\]
and
\[
\hat{H}^0(\mathbb{F}_q, A) = \lim\to \hat{H}^0(G_n, A^{H_n}) = \lim\to (A^{H_n})^{G_n}/N_{G_n}A^{H_n} = \lim\to A^G/N_{G_n}A^{H_n}.
\]

Every element of $g \in G_n$ has order $n$ therefore the image of $g$ under the natural map $A^G/N_{G_n}A^{H_n} \to A^G/N_{G_n}A^{H_n}$ is zero. This holds for every $G_n$ therefore we get the direct limit as
\[
\lim\to A^G/N_{G_n}A^{H_n} = A^G.
\]
This proves the lemma. \(\square\)

(II.10) Lemma. Let $H$ be a connected semisimple algebraic group defined over a finite field $\mathbb{F}_q$. If $H_1$ is a connected semisimple algebraic group defined over $\mathbb{F}_q$ which is isogenous to $H$, then $|H(\mathbb{F}_q)| = |H_1(\mathbb{F}_q)|$.

Proof: It is enough to prove that if $\widetilde{H}$ is a simply connected group in the isogeny class of $H$ then the order of $\widetilde{H}(\mathbb{F}_q)$ is the same as the order of $H(\mathbb{F}_q)$.

Let $\widetilde{H}$ be the simply connected group isogenous to $H$. We have an exact sequence
\[
0 \to A \to \widetilde{H} \to H \to 1
\]
where $A$ is a finite abelian group. We get the following exact sequence of Galois cohomology sets
\[
0 \to H^0(\mathbb{F}_q, A) \to H^0(\mathbb{F}_q, \widetilde{H}) \to H^0(\mathbb{F}_q, H) \to H^1(\mathbb{F}_q, A) \to H^1(\mathbb{F}_q, \widetilde{H}).
\]
By Lang’s theorem, (II.4), $H^1(\mathbb{F}_q, \widetilde{H}) = 0$. Since all the sets in the above sequence are finite, we have
\[
|H^0(\mathbb{F}_q, A)| \cdot |H^0(\mathbb{F}_q, H)| = |H^0(\mathbb{F}_q, \widetilde{H})| \cdot |H^1(\mathbb{F}_q, A)|.
\]
Then it follows from the above lemma that
\[
|H^0(\mathbb{F}_q, H)| = |H^0(\mathbb{F}_q, \widetilde{H})|, \ \text{i.e.,} \ |\widetilde{H}(\mathbb{F}_q)| = |H(\mathbb{F}_q)|.
\] \(\square\)
CHAPTER III

Maximal tori determining the algebraic group

From now on, we start reporting on the research done by the author. This chapter reports the work done in [12]. The main theorem proved here is that the Weyl group of a connected, split, semisimple $k$-group $H$, where $k$ is a number field, a local non-archimedean field or a finite field, is determined by the $k$-isomorphism classes of the maximal $k$-tori in $H$. Now onwards, we just say arithmetic field for a number field, a local non-archimedean field or a finite field.

In §10, we give the background of the main question and describe the proof in brief. The sections §11, 12 cover the basic material that is needed in the proof and the remaining sections of this chapter deal with the proof of the main theorem. We also present an easier proof of the theorem III.5 which was communicated to the author by Prof. T. A. Springer.

§10. Introduction.

It is a natural question to ask if a linear algebraic group is determined by the set of maximal tori in it. We study this question for connected, split, semisimple groups defined over arithmetic fields, i.e, over number fields, local non-archimedean fields and finite fields.

We prove (Theorem III.6) that the Weyl group of a split, connected, semisimple $k$-group $H$, where $k$ is an arithmetic field, is determined by the $k$-isomorphism classes of the maximal tori in $H$. If we write the Weyl group, $W(H)$, as a direct product of the Weyl groups of simple direct factors of $H$, then these factors of $W(H)$ are also determined with their multiplicities. Since a split simple $k$-group is determined by its Weyl group, up to isogeny except for the groups of the type $B_n$ and $C_n$, we get that the group $H$ is determined up to isogeny except that we are not able to distinguish between the simple direct factors of $H$ of the type $B_n$ and $C_n$.

This result is the best possible result in some sense. From the explicit description of maximal $k$-tori in $SO_{2n+1}$ and $Sp_{2n}$, see for instance [21, Proposition 2], one finds that the groups $SO_{2n+1}$ and $Sp_{2n}$ contain the same set of $k$-isomorphism classes of maximal $k$-tori.

We also show by an example that the existence of split tori in the group $H$ is necessary. We know that the Brauer group of $\mathbb{Q}_p$ is $\mathbb{Q}/\mathbb{Z}$. Consider the central
division algebras of degree five, say $D_1$ and $D_2$, corresponding to $1/5$ and $2/5$ in $\mathbb{Q}/\mathbb{Z}$ respectively. We now define two semisimple $\mathbb{Q}_p$-groups $H_1 = \text{SL}_1(D_1)$ and $H_2 = \text{SL}_1(D_2)$. The maximal tori in $H_i$ correspond to the maximal commutative subfields in respective $D_i$. But over $\mathbb{Q}_p$, every division algebra of a fixed degree contains every field extension of that fixed degree ([33, Proposition 17.10 and Corollary 13.3]). Therefore, the groups $H_1$ and $H_2$ share the same set of maximal tori over $k$. But they are not isomorphic, since $\text{SL}_1(D) \cong \text{SL}_1(D')$ if and only if $D \cong D'$ or $D \cong (D')^\text{op}$ ([28, 26.11]).

We now give a brief information on how the proof goes. We have seen in the previous chapter, lemma (II.6) and lemma (II.7), that the $k$-isomorphism classes of $n$-dimensional $k$-tori and the $k$-conjugacy classes of maximal tori in a split reductive $k$-group can be computed using Galois cohomology. Using these two descriptions, we obtain a Galois cohomological description for the $k$-isomorphism classes of maximal tori in a split reductive $k$-group. We further prove that if the split, connected, semisimple algebraic groups of rank $n$, $H_1$ and $H_2$, share the same set of maximal $k$-tori up to $k$-isomorphism, then the Weyl groups $W(H_1)$ and $W(H_2)$, considered as subgroups of $GL_n(\mathbb{Z})$, share the same set of elements up to conjugacy in $GL_n(\mathbb{Z})$. Then the proof boils down to proving the following result:

If the Weyl groups of two split, connected, semisimple algebraic groups, $W_1$ and $W_2$, embedded in $GL_n(\mathbb{Z})$ in the natural way, i.e., by their action on the character group of a fixed split maximal torus, have the property that every element of $W_1$ is $GL_n(\mathbb{Z})$-conjugate to one in $W_2$, and vice versa, then the Weyl groups are isomorphic.

Our analysis finally depends on the knowledge of characteristic polynomials of elements in the Weyl groups considered as subgroups of $GL_n(\mathbb{Z})$. We would like to emphasize that if we were proving the result for simple algebraic groups, then our proof is relatively very simple. However, for semisimple groups, we have to make a somewhat complicated inductive argument on the maximal rank among the simple factors of the semisimple groups $H_i$.

We use the term simple Weyl group of rank $r$ for the Weyl group of a simple algebraic group of rank $r$. Any Weyl group is a product of simple Weyl groups in a unique way (up to permutation). We say that two Weyl groups are isomorphic if and only if the simple factors and their multiplicities are the same.

This study seems relevant for the study of Mumford-Tate groups over algebraic number fields.

§11. Galois cohomological lemmas.

Let $k$ denote an arbitrary field and let $\text{Gal}(\overline{k}/k)$ be the Galois group of $\overline{k}$, the algebraic closure of $k$, over $k$. Let $H$ denote a split, connected, semisimple
algebraic group defined over $k$ and let $T_0$ be a fixed split maximal torus in $H$. Suppose that the dimension of $T_0$ is $n$. Let $W$ be the Weyl group of $H$ with respect to $T_0$. Then we have an exact sequence of algebraic groups defined over $k$,

\[ 0 \longrightarrow T_0 \longrightarrow N(T_0) \longrightarrow W \longrightarrow 1 \]

where $N(T_0)$ denotes the normalizer of $T_0$ in $H$. This exact sequence induces a map $\psi : H^1(k, N(T_0)) \rightarrow H^1(k, W)$.

We have seen in lemma (II.7) that a certain subset of $H^1(k, N(T_0))$ classifies $k$-conjugacy classes of maximal tori in $H$. Since the group $H$ is $k$-split, the Weyl group $W$ is defined over $k$, and $W(\overline{k}) = W(k)$. Therefore $\text{Gal}(\overline{k}/k)$ acts trivially on $W$, and hence the elements of $H^1(k, W)$ correspond to the isomorphism classes of Galois representations with values in $W$. Since $W$ acts faithfully on the character group of $T_0$, we get that $W \hookrightarrow \text{GL}_n(\mathbb{Z})$ and this induces a map $i : H^1(k, W) \rightarrow H^1(k, \text{GL}_n(\mathbb{Z}))$.

Let $T$ be an arbitrary maximal $k$-torus in $H$. This torus determines a unique element $\phi(T) \in H^1(k, N(T_0))$, guaranteed by lemma (II.7). The image of this element $\phi(T)$ under the map $i \circ \psi$ in $H^1(k, \text{GL}_n(\mathbb{Z}))$ associates an integral Galois representation to the torus $T$. But, we already have another integral Galois representation associated to the torus $T$, given by $\varphi(T) \in H^1(k, \text{GL}_n(\mathbb{Z}))$ (Lemma II.6). We prove that these two representations are equivalent.

(III.1) Lemma. Let the notations be as above. For every maximal $k$-torus $T$ in $H$, the integral representations given by $i \circ \psi \circ \phi(T)$ and $\varphi(T)$ are equivalent.

Proof: The proof follows by carefully examining the definitions of the elements $i \circ \psi \circ \phi(T)$ and $\varphi(T)$.

If $L$ is a splitting field of $T$, then an element $a \in H(L)$ such that $aT_0a^{-1} = T$ gives rise to a 1-cocycle $\phi_a : \text{Gal}(\overline{k}/k) \rightarrow N(T_0), \sigma \mapsto a^{-1}\sigma(a)$ and $\phi(T)$ is precisely the element $[\phi_a] \in H^1(k, N(T_0))$. Further, we treat the conjugation by $a$ as an $L$-isomorphism $f : T_0 \rightarrow T$, and then it can be checked that the map $f^\sigma := \sigma f \sigma^{-1}$ is the conjugation by $\sigma(a)$. The element $\varphi(T) \in H^1(k, \text{GL}_n(\mathbb{Z}))$ is equal to $[\varphi_f]$, where $\varphi_f(\sigma) = f^{-1}f^{\sigma}$.

Now, the map $\psi_1 : N(T_0) \rightarrow W$ is the natural map which takes $a \in N(T_0)$ to $\overline{a} := a \cdot T_0 \in W = N(T_0)/T_0$. Hence we have

\[ \psi_1(\phi_a(\sigma)) = \overline{a^{-1}\sigma(a)} = f^{-1}f^{\sigma} = \varphi_f(\sigma) \quad \forall \sigma \in \text{Gal}(\overline{k}/k). \]

Since the action of $W$ on $T_0$ is given by conjugation, it is clear that the integral representations of the Galois group, $\text{Gal}(\overline{k}/k)$, given by $\psi_1(\phi(T))$ and $\varphi(T)$ are equivalent.

Thus, a $k$-isomorphism class of a maximal torus in $H$ gives an integral Galois representation taking values in the Weyl group $W$. If all subgroups of the Weyl
group $W$ could appear as the images of some integral Galois representation, then the Weyl group itself would be one such. Then it would be quite easy to determine the Weyl group as the largest subgroup of $\text{GL}_n(\mathbb{Z})$ that appears as the image of some integral Galois representation associated to the maximal torus in $H$. Unfortunately, this is not the case. For instance, over finite fields the only finite images of the absolute Galois group are cyclic groups. However, we have following weaker result for finite fields and local non-archimedean fields.

(III.2) Lemma. Let $k$ be a finite field or a local non-archimedean field and let $H, T_0, W$ be as above. An element in $H^1(k, W)$ which corresponds to a homomorphism $\rho : \text{Gal}(\overline{k}/k) \to W$ with cyclic image, corresponds to the $k$-isomorphism class of some maximal $k$-torus in $H$ under the mapping $\psi : H^1(k, N(T_0)) \to H^1(k, W)$.

Proof: Consider the map $\Psi : H^1(k, N(T_0)) \to H^1(k, H)$ induced by the inclusion $N(T_0) \hookrightarrow H$. If we denote the neutral element in $H^1(k, H)$ by $\iota$, then by lemma (II.7) the set

$$X := \{ f \in H^1(k, N(T_0)) : \Psi(f) = \iota \}$$

is in one-one correspondence with the $k$-conjugacy classes of maximal tori in $H$. By the previous lemma, it is enough to show that $[\rho] \in \psi(X)$, where $\psi : H^1(k, N(T_0)) \to H^1(k, W)$ is induced by the natural map from $N(T_0)$ to $W$.

By Tits’ theorem ([45, 4.6]), there exists a subgroup $\overline{W}$ of $N(T_0)(k)$ such that the sequence

$$0 \longrightarrow \mu_n^2 \longrightarrow \overline{W} \longrightarrow W \longrightarrow 1$$

is exact, where $n$ is the dimension of the split torus $T_0 \subset H$. Let $N$ denote the image of $\rho$ in $W$. We know that $N$ is a cyclic subgroup of $W$. Let $w$ be a generator of $N$ and let $\overline{w}$ be a lifting of $w$ to $\overline{W}$. Since the base field $k$ admits cyclic extensions of any given degree, there exists a map $\rho_1$ from $\text{Gal}(\overline{k}/k)$ to $\overline{W}$ whose image is the cyclic subgroup generated by $\overline{w}$. Since the Galois action on $\overline{W}$ is trivial, as $\overline{W}$ is a subgroup of $N(T_0)(k)$, the map $\rho_1$ could be treated as a 1-cocycle from $\text{Gal}(\overline{k}/k)$ to $N(T_0)$. Consider $[\rho_1]$ as an element in $H^1(k, N(T_0))$, then $\psi([\rho_1]) = [\rho] \in H^1(k, W)$. We have yet to show that $[\rho_1]$ is an element of $X$. We make two cases depending on the base field.

Case 1: $k$ is a finite field. By Lang’s theorem (II.4), $H^1(k, H)$ is trivial and hence the set $X$ coincides with $H^1(k, N(T_0))$. Therefore the element $[\rho_1] \in H^1(k, N(T_0))$ corresponds to a $k$-conjugacy class of maximal $k$-torus in $H$. Then, by previous lemma, $[\rho] = \psi([\rho_1])$ corresponds to a $k$-isomorphism class of maximal $k$-tori in $H$.

Case 2: $k$ is a local non-archimedean field. By theorem (I.4), there exists a semisimple simply connected algebraic group $\tilde{H}$, which is defined over $k$, together
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with a $k$-isogeny $\pi : \tilde{H} \to H$. We have already fixed a split maximal torus $T_0$ in $H$, let $\tilde{T}_0$ be the split maximal torus in $\tilde{H}$ which gets mapped to $T_0$ by the covering map $\pi$. It can be seen that, by restriction we get a surjective map $\pi : N(\tilde{T}_0) \to N(T_0)$, where the normalizers are taken in appropriate groups. Moreover, the induced map $\pi_1 : \tilde{W} \to W$ is an isomorphism.

We define the maps

$$\tilde{\psi} : H^1(k, N(\tilde{T}_0)) \to H^1(k, \tilde{W}) \quad \text{and} \quad \tilde{\Psi} : H^1(k, N(\tilde{T}_0)) \to H^1(k, \tilde{H})$$

in the same way as the maps $\psi$ and $\Psi$ are defined for the group $H$.

Consider the following diagrams,

$$\begin{array}{ccc}
\tilde{H} & \xleftarrow{\pi} & N(\tilde{T}_0) \xrightarrow{\pi} \tilde{W} \\
\downarrow & & \downarrow \pi_1 \\
H & \xleftarrow{\pi} & N(T_0) \xrightarrow{\pi} W,
\end{array}$$

$$\begin{array}{ccc}
H^1(k, \tilde{H}) & \xleftarrow{\tilde{\Psi}} & H^1(k, N(\tilde{T}_0)) \xrightarrow{\tilde{\psi}} H^1(k, \tilde{W}) \\
\downarrow \pi^* & & \downarrow \pi_1^* \\
H^1(k, H) & \xleftarrow{\Psi} & H^1(k, N(T_0)) \xrightarrow{\psi} H^1(k, W).
\end{array}$$

The first diagram is clearly commutative and so is the other. Since $\pi_1$ is an isomorphism, the map $\pi_1^*$ is a bijection. Now, consider an element $[\rho] \in H^1(k, W)$, such that the image of the 1-cocycle $\rho$ is a cyclic subgroup of $W$, and let $[\tilde{\rho}]$ be its inverse image in $H^1(k, \tilde{W})$ under the bijection $\pi_1^*$. Using Tits’ theorem ([45]) as above, we lift $[\tilde{\rho}]$ to an element $[\tilde{\rho}_1]$ in $H^1(k, N(\tilde{T}_0))$. Since $\tilde{H}$ is simply connected and $k$ is a non-archimedean local field, $H^1(k, \tilde{H})$ is trivial by Kneser’s theorem (II.5). Therefore, $\tilde{\Psi}([\tilde{\rho}_1])$ is neutral in $H^1(k, \tilde{H})$ and so is $\pi^*(\tilde{\Psi}([\tilde{\rho}_1]))$ in $H^1(k, H)$. By commutativity of the diagram, we have that the element $[\rho] \in H^1(k, W)$ has a lift $\pi^*([\tilde{\rho}_1])$ in $H^1(k, N(T_0))$ such that $\Psi(\pi^*([\tilde{\rho}_1]))$ is neutral in $H^1(k, H)$. Thus the element $[\rho]$ corresponds to a $k$-isomorphism class of a maximal torus in $H$.

This proves the lemma. 

§12. Reflection groups and characteristic polynomials.

This section is devoted to the study of the characteristic polynomials of the elements of Weyl groups, seen as subgroups of $\text{GL}_n(\mathbb{Z})$.

We define a complex reflection group $W$ to be a finite group generated by reflections, i.e., diagonalizable invertible matrices having all but one eigenvalues equal to 1, in some $\text{GL}_n(\mathbb{C})$. The group $W$ then acts in a natural way on the
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ring of polynomial functions on \( V = \mathbb{C}^n \). It is a fact that the subring of invariant polynomial functions, under the \( W \)-action, is generated by \( n \) homogeneous polynomials whose degrees depend only on the group \( W \) ([19, Theorem 3.5 and Proposition 3.7]). We call these degrees the fundamental degrees of the group \( W \). A lot of information about the group \( W \) is hidden in these degrees. We quote a theorem by T. A. Springer, which will be used in the later sections of this chapter.

(III.3) Theorem (Springer [38]). Let \( W \) be a complex reflection group and let \( d_1, \ldots, d_m \) be the fundamental degrees of \( W \). An \( r \)-th root of unity occurs as an eigenvalue for some element of \( W \) if and only if \( r \) divides one of the fundamental degrees \( d_i \) of \( W \).

For a finite subgroup \( W \) of \( \text{GL}_n(\mathbb{Z}) \), we define \( ch(W) \) to be the set of characteristic polynomials of elements of \( W \) and \( ch^*(W) \) to be the set of irreducible factors of elements of \( ch(W) \). Since all the elements of \( W \) are of finite order, the irreducible factors (over \( \mathbb{Z} \)) of the characteristic polynomials \( ch(x) \) are cyclotomic polynomials. We denote by \( \phi_r \), the \( r \)-th cyclotomic polynomial, i.e., the irreducible monic polynomial over \( \mathbb{Z} \) satisfied by a primitive \( r \)-th root of unity.

Then \( ch(W) = \{ ch(x) : x \in W \subset \text{GL}_n(\mathbb{Z}) \} \),

\( ch^*(W) = \{ \phi_r : \phi_r \text{ divides some } f \in ch(W) \} \).

We now restate the above mentioned theorem of Springer for Weyl groups:

(III.4) Theorem (Springer [38]). Let \( W \) be a Weyl group embedded in some \( \text{GL}_n(\mathbb{Z}) \) in the natural way and let \( d_1, \ldots, d_m \) denote the fundamental degrees of \( W \). Then \( \phi_r \in ch^*(W) \) if and only if \( r \) divides one of the fundamental degrees \( d_i \) of the reflection group \( W \).

We define

\[
\begin{align*}
m_i(W) & = \max \left\{ t : \phi_i^t \text{ divides some } f \in ch(W) \right\}, \\
m_i'(W) & = \min \left\{ t : \phi_i^t \cdot \phi_i^{m_i(W)} \text{ divides some } f \in ch(W) \right\}, \text{ and} \\
m_{i,j}(W) & = \max \left\{ t + s : \phi_i^t \cdot \phi_j^s \text{ divides some } f \in ch(W) \right\}.
\end{align*}
\]

If \( U_1 \) is a subgroup of \( \text{GL}_n(\mathbb{Z}) \) and \( U_2 \) is a subgroup of \( \text{GL}_m(\mathbb{Z}) \), then \( U_1 \times U_2 \) can be treated as a subgroup of \( \text{GL}_{m+n}(\mathbb{Z}) \). Then

\[
ch(U_1 \times U_2) = \{ f_1 \cdot f_2 : f_1 \in ch(U_1), f_2 \in ch(U_2) \}.
\]

Moreover, one can easily check that

\[
\begin{align*}
m_i(U_1 \times U_2) & = m_i(U_1) + m_i(U_2) \quad \forall \ i, \\
m_i'(U_1 \times U_2) & = m_i'(U_1) + m_i'(U_2) \quad \forall \ i, \\
m_{i,j}(U_1 \times U_2) & = m_{i,j}(U_1) + m_{i,j}(U_2) \quad \forall \ i, j.
\end{align*}
\]
Therefore to obtain the sets \( ch(W) \) and \( ch^*(W) \) for all Weyl groups \( W \), it is enough to obtain these sets for simple Weyl groups. A simple Weyl group \( W \) of rank \( n \) has a natural embedding in \( \text{GL}_n(\mathbb{Z}) \). We now list the fundamental degrees and the divisors of degrees for the simple Weyl groups, cf. [19, 3.7]:

\[
\begin{array}{|c|c|c|}
\hline
&W \text{ is simple Weyl group of the highest rank in } n\text{.} & \\
\hline
A_n & 2, 3, \ldots, n+1 & 1, 2, \ldots, n+1 \\
\hline
B_n & 2, 4, \ldots, 2n & 1, 2, \ldots, n, n+2, n+4, \ldots, 2n \\
\hline
C_n & 2, 4, \ldots, 2n & 1, 2, \ldots, n, n+1, n+3, \ldots, 2n \\
\hline
D_n & 2, 4, \ldots, 2n-2, n & 1, 2, \ldots, n, n+2, n+4, \ldots, 2n-2 \\
\hline
G_2 & 2, 6 & 1, 2, 3, 6 \\
\hline
F_4 & 2, 6, 8, 12 & 1, 2, 3, 4, 6, 8, 12 \\
\hline
E_6 & 2, 5, 6, 8, 9, 12 & 1, 2, 3, 4, 5, 6, 8, 9, 12 \\
\hline
E_7 & 2, 6, 8, 10, 12, 14, 18 & 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 18 \\
\hline
E_8 & 2, 8, 12, 14, 18, 20, 24, 30 & 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 14, 15, 18, 20, 24, 30 \\
\hline
\end{array}
\]

Using Springer’s theorem (III.4) and the above table, we get the sets \( ch^*(W) \) for all simple Weyl groups \( W \). We do not distinguish between the Weyl groups \( W(B_n) \) and \( W(C_n) \) as they are isomorphic.

\begin{align*}
(1) & \quad ch^*(W(A_n)) = \{\phi_1, \phi_2, \ldots, \phi_{n+1}\} \\
(2) & \quad ch^*(W(B_n)) = \{\phi_i : i = 1, 2, \ldots, n\} \\
(3) & \quad ch^*(W(D_n)) = \{\phi_i, \phi_{ij} : i = 1, 2, \ldots, n, j = 1, 2, \ldots, n-1\} \\
(4) & \quad ch^*(W(G_2)) = \{\phi_1, \phi_2, \phi_3, \phi_6\} \\
(5) & \quad ch^*(W(F_4)) = \{\phi_1, \phi_2, \phi_3, \phi_4, \phi_6, \phi_8, \phi_{12}\} \\
(6) & \quad ch^*(W(E_6)) = \{\phi_1, \phi_2, \phi_3, \phi_4, \phi_5, \phi_6, \phi_8, \phi_{9}, \phi_{12}\} \\
(7) & \quad ch^*(W(E_7)) = \{\phi_1, \phi_2, \ldots, \phi_{10}, \phi_{12}, \phi_{14}, \phi_{18}\} \\
(8) & \quad ch^*(W(E_8)) = \{\phi_1, \phi_2, \ldots, \phi_{10}, \phi_{12}, \phi_{14}, \phi_{15}, \phi_{18}, \phi_{20}, \phi_{24}, \phi_{30}\}
\end{align*}

\section*{§13. Determining the Weyl groups.}

In this section, we take an important step towards proving that the integers \( m_i(W) \), \( m'_i(W) \) and \( m_{i,j}(W) \) determine the Weyl group \( W \) up to isomorphism. This result is the heart of this chapter. Here we prove that the product of the simple Weyl groups of the highest rank in \( W \) is determined by the integers \( m_i(W) \), \( m'_i(W) \) and \( m_{i,j}(W) \).
(III.5) Theorem. Let $H_1$ and $H_2$ be split, connected, semisimple algebraic groups of the same rank, say $n$, defined over a field $k$. Let $W_1$ and $W_2$ denote the respective Weyl groups of the groups $H_1$ and $H_2$. Assume that

$$m_i(W_1) = m_i(W_2), \quad m'_i(W_1) = m'_i(W_2), \quad m_{i,j}(W_1) = m_{i,j}(W_2) \quad \forall \ i, j.$$ 

Let $m$ be the maximum possible rank among the simple factors of $H_1$ and $H_2$. Let $W'_i$ denote the product of the Weyl groups of simple factors of $H_i$ of rank $m$ for $i = 1, 2$. Then the groups $W'_1$ and $W'_2$ are isomorphic.

The proof of this theorem occupies the rest of this section. We distribute the proof over several subsections.

We prove this result by proving that if a simple Weyl group of rank $m$ appears as a factor of $W_1$ with multiplicity $p$, then it appears as a factor of $W_2$, with the same multiplicity. We use case by case analysis depending on the type of rank $m$ simple factors of $H_i$.

The main idea here is to compare the sets $ch^*(W)$ for the simple Weyl groups of rank $m$. We observe from Table 2, that if we put the simple Weyl groups of rank $m$ in the decreasing order according to their maximal fundamental degrees we get that the simple Weyl group of exceptional type, if any, comes first, then comes $W(B_m)$, the next one is $W(D_m)$ and finally the Weyl group $W(A_m)$ has the smallest maximal degree. So, we begin the proof with the case of exceptional groups of rank $m$, prove that it occurs with the same multiplicity for $i = 1, 2$. Once that is done, we prove the result for $B_m$, then for $D_m$ and finally we prove the result for the group $A_m$.

13.A. Exceptional group of rank $m$. In this case, we assume that there exists a simple Weyl group of exceptional type of rank $m$, i.e., we assume that $m \in \{2, 4, 6, 7, 8\}$.

We first treat the case of the simple group $E_8$, i.e., we assume that 8 is the maximum possible rank of the simple factors of the groups $H_i$. We know that $m_{30}(W(E_8)) = 1$. Observe that $\phi_{30}$ is an irreducible polynomial of degree 8, hence it cannot occur in $ch^*(W)$ for any simple Weyl group of rank $\leq 7$. Moreover, from theorem (III.4) and the Table 2, it is clear that

$$m_{30}(W(A_8)) = m_{30}(W(B_8)) = m_{30}(W(D_8)) = 0.$$ 

Hence the multiplicity of $E_8$ in $H_i$ is given by $m_{30}(W_i)$ which is the same for $i = 1, 2$.

Similarly for the simple algebraic group $E_7$, we observe that $m_{18}(W(E_7)) = 1$ and $m_{18}(W) = 0$ for any simple Weyl group $W$ of rank $\leq 7$. Then the multiplicity of $E_7$ in $H_i$ is given by $m_{18}(W_i)$ which is the same for $i = 1, 2$.

The case of $E_6$ is done by using $m_9$. It is clear that $m_9(W) = 0$ for any simple Weyl group $W$ of rank $\leq 6$.
The cases of $F_4$ and $G_2$ are done similarly by using $m_{12}$ and $m_6$ respectively.

13.B. The groups $B_m$ and $C_m$. Since $W(B_m) \cong W(C_m)$, we treat the case of $B_m$ only. By §13.A, we can assume that the exceptional group of rank $m$, if any, occurs with the same multiplicities in both $H_1$ and $H_2$, and hence while counting the multiplicities $m_i, m'_i$ and $m_{i,j}$, we can (and will) ignore the exceptional groups of rank $m$.

Observe that $m_{2m}(W(B_m)) = 1$ and $m_{2m}(W) = 0$ for any other simple Weyl group $W$ of classical type of rank $\leq m$. However, it is possible that $m_{2m}(W) \neq 0$ for a simple Weyl group $W$ of exceptional type of rank strictly less than $m$. If $m \geq 16$, then this problem does not arise, therefore the multiplicity of $B_m$ in $H_i$ for $m \geq 16$ is given by $m_{2m}(W_i)$, which is the same for $i = 1, 2$. We do the cases of $B_m$ for $m \leq 15$ separately.

For the group $B_2$, we observe that $m_4(W(B_2)) = 1$ and $m_4(W) = 0$ for any other simple Weyl group $W$ of rank $\leq 2$. Thus, the case of $B_2$ is done using $m_4(W_1) = m_4(W_2)$.

For the group $B_3$, we have $m_6(W(B_3)) = 1$, but then $m_6(W(G_2))$ is also 1. Observe that $m_4(W(B_3)) = 1$ and $m_4(W(G_2)) = 0$. Now, let the multiplicities of $B_3, G_2$ and $B_2$ in the groups $H_i$ be $p_i, q_i$ and $r_i$, for $i = 1, 2$ respectively. Since, here we concentrate on $m_4, m_6$ and $m_{4,6}$, we do not have to worry about the simple Weyl groups $W$ of rank $\leq 3$ for which the multiplicities $m_4(W)$ and $m_6(W)$ are both zero. Then we get

\[ p_1 + q_1 = m_6(W_1) = m_6(W_2) = p_2 + q_2, \]
\[ p_1 + r_1 = m_4(W_1) = m_4(W_2) = p_2 + r_2 \]

and

\[ p_1 + q_1 + r_1 = m_{4,6}(W_1) = m_{4,6}(W_2) = p_2 + q_2 + r_2. \]

Combining these equalities, we get that $p_1 = p_2$, i.e., the group $B_3$ appears in both the groups $H_i$ with the same multiplicity.

For the group $B_4$, we observe that $m_6(W(B_4)) = 1$. Since $\phi_8$ has degree 4, it cannot occur in $ch(W)$ for any simple Weyl group of rank $\leq 3$ and $m_6(W(A_4)) = m_6(W(D_4)) = 0$. Since we are assuming by §13.A that the group $F_4$ occurs in both $H_i$ with the same multiplicity, we are done in this case also.

For the group $B_5$, we have $m_{10}(W(B_5)) = 1$ and $m_{10}(W) = 0$ for any other simple Weyl group of classical type of rank $\leq 5$. Since 5 does not divide the order of $W(G_2)$ or $W(F_4)$, $m_{10}(W(G_2)) = m_{10}(W(F_4)) = 0$ and so we are done.

The group $B_6$ is another group where the exceptional groups give problems. We have $m_{12}(W(B_6)) = 1$, but $m_{12}(W(F_4))$ is also 1. We observe that $m_{10}(W(B_6)) = 1$, but $m_{10}(W(F_4)) = 0$. Now, let the multiplicities of $B_6, D_6, B_5$ and $F_4$ in $H_i$ be $p_i, q_i, r_i$ and $s_i$ respectively. Then,

\[ p_1 + s_1 = m_{12}(W_1) = m_{12}(W_2) = p_2 + s_2. \]
Similarly comparing \( m_{10} \), we get that
\[ p_1 + q_1 + r_1 = p_2 + q_2 + r_2. \]

Then, we compare \( m_{10,12} \) of the groups \( W_1 \) and \( W_2 \), to get that
\[ p_1 + q_1 + r_1 + s_1 = p_2 + q_2 + r_2 + s_2. \]

Combining this equality with the one obtained by \( m_{10} \), we get that \( s_1 = s_2 \) and hence \( p_1 = p_2 \). Thus the group \( B_6 \) occurs in both \( H_1 \) and \( H_2 \) with the same multiplicity.

We have that \( m_{14}(W(E_6)) = 0 \), therefore the group \( B_7 \) is characterized by \( \phi_{14} \) and hence it occurs in both \( H_i \) with the same multiplicity.

For the group \( B_8 \), \( m_{16}(W(B_8)) = 1 \). Since \( \phi_{16} \) has degree 8, it cannot occur in \( \text{ch}^*(W) \) for any of the Weyl groups of \( G_2, F_4, E_6 \) or \( E_7 \). Thus, the group \( B_8 \) is characterized by \( \phi_{16} \) and hence it occurs in both \( H_i \) with the same multiplicity.

The group \( B_9 \) has the property that \( m_{18}(W(B_9)) = 1 \). But we also have that \( m_{18}(W(E_7)) = m_{18}(W(E_8)) = 1 \). We conclude that the multiplicity of \( E_8 \) is the same for both \( W_1 \) and \( W_2 \) using \( m_{30} \). Then we compare the multiplicities \( m_{18}, m_{16} \) and \( m_{16,18} \) to prove that the group \( B_9 \) occurs in both the groups \( H_i \) with the same multiplicity.

Now, we do the case of \( B_{10} \). Here \( m_{20}(W(B_{10})) = 1 \). Observe that \( m_{20}(W) = 0 \), for any other simple Weyl group \( W \) of rank \( \leq 10 \), except for \( E_8 \). Then the multiplicity of \( B_{10} \) in \( H_i \) is \( m_{20}(W_i) - m_{30}(W_i) \) and hence it is the same for \( i = 1, 2 \).

The same method works for \( B_{12} \) also, i.e. the multiplicity of \( B_{12} \) in \( H_i \) is \( m_{24}(W_i) - m_{30}(W_i) \).

The multiplicities of \( B_{11}, B_{13} \) and \( B_{14} \) in \( H_i \) are given by \( m_{22}(W_i), m_{26}(W_i) \) and \( m_{28}(W_i) \) and hence they are the same for \( i = 1, 2 \). Now we are left with the case of \( B_{15} \) only.

For \( B_{15} \), we have \( m_{30}(W(B_{15})) = m_{30}(W(E_8)) = 1 \) and it is 0 for any other simple Weyl group of rank \( \leq 15 \). Observe that \( m_{28}(W(B_{15})) = m_{28}(W(B_{14})) = 1 \) and it is 0 for any other simple Weyl group of rank \( \leq 15 \). Then by comparing \( m_{30}, m_{28} \) and \( m_{28,30} \) we get the desired result that \( B_{15} \) occurs in both \( H_i \) with the same multiplicity.

13.C. The group \( D_m \). While doing the case of \( D_m \), we assume that the exceptional group of rank \( m \), if any, and the group \( B_m \) occur in both \( H_i \) with the same multiplicities.

We observe that \( 2m - 2 \) is the largest integer \( r \) such that \( \phi_r \in \text{ch}^*(W(D_m)) \), but \( m_{2m-2}(W(B_{m-1})) = 1 \). Hence we always have to compare the group \( D_m \) with the group \( B_{m-1} \).

Let us assume that \( m \geq 17 \), so that \( \phi_{2m-2} \notin \text{ch}^*(W) \) for any simple Weyl group of exceptional type of rank \( < m \).
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We know that $m_{2m-2}(W(D_m)) = m_{2m-2}(W(B_{m-1})) = 1$ and for any other simple Weyl group $W$ of classical type of rank $\leq m$, $m_{2m-2}(W) = 0$. Further, $(X+1)(X^{m-1}+1)$ is the only element in $ch(W(D_m))$ which has $\phi_{2m-2}$ as a factor. Similarly $X^{m-1}+1$ is the only element in $ch(W(B_{m-1}))$ which has $\phi_{2m-2}$ as a factor. Observe that

$$m'_{2m-2}(W(D_m)) = m'_{2m-2}(W(B_{m-1})) + 1$$

and $m'_{2m-2}(W) = 0$ for any other simple Weyl group $W$ of rank $\leq m$. Now, let $p_i$ and $q_i$ be the multiplicities of the groups $D_m$ and $B_{m-1}$ in $H_i$ for $i = 1, 2$ respectively. Then by considering $m_{2m-2}$, we have

$$p_1 + q_1 = p_2 + q_2.$$}

Further if $m$ is even, then by considering $m'_{2m-2}$ we have

$$2p_1 + q_1 = 2p_2 + q_2.$$}

This equality, combined with the previous equality, implies that $p_1 = p_2$. If $m$ is odd then $m_{2m-2}$ itself gives that $p_1 = p_2$. Thus, we get the result that the group $D_m$ appears in both $H_i$ with the same multiplicity for $i = 1, 2$.

Now we do the cases of $D_m$, for $m \leq 16$.

For the group $D_4$, we have to consider the simple algebraic groups $B_3$ and $G_2$. Comparing the multiplicities $m_6$, $m_4$ and $m_{4,6}$ we get that $G_2$ occurs in both $H_i$ with the same multiplicity, and then we proceed as above to prove that $D_4$ also occurs with the same multiplicity in both the groups $H_i$.

For the group $D_5$, we first prove that the multiplicity of $F_4$ is the same for both $H_i$ using $m_{12}$ and then prove the required result by considering $m_5$, $m_8$ and $m_{5,8}$. Now, while dealing the case of $D_6$, we observe that $m_{10}(W(G_2)) = m_{10}(W(F_4)) = 0$, and so we do this case as done above for $m \geq 17$. The case of $D_7$ is done by considering $m_7$, $m_{12}$ and $m_{7,12}$.

While doing the case of $D_8$, we first prove that the group $E_7$ occurs in both the $H_i$ with the same multiplicity by considering $m_{18}$ and then proceed as above. For the group $D_9$, we prove that $E_8$ occurs in both $H_i$ with the same multiplicity by considering $m_{30}$ and the same can be proved for $E_7$ by considering $m_{18}$, $m_{16}$ and $m_{16,18}$. Then we do this case as done above.

For the groups $D_m$, $m \geq 11$, the only simple Weyl group $W$ of exceptional type such that $\phi_{2m-2} \in ch(W)$ is $W(E_8)$, but for $D_m$, $m \leq 15$, we can assume that $E_8$ occurs in both the $H_i$ with the same multiplicity by considering $m_{30}$ and hence we are through. For the group $D_{16}$, we take care of $E_8$ by considering $m_{30}$, $m_{28}$ and $m_{28,30}$. Other arguments are the same as done in the case $m \geq 17$. 




13.D. The group $A_m$. Now we do the last case, the case of simple algebraic group of type $A_m$. Here, as usual, we assume that all other simple algebraic groups of rank $m$ occur with the same multiplicities in both $H_i$.

If $m$ is even, then $m + 1$ is odd and hence $m_{m+1}(W) = 0$, for any simple Weyl group $W$ of classical type of rank $< m$. If $m \geq 30$, then we do not have to bother about the exceptional simple groups of rank $< m$. If $m$ is odd and $m \geq 31$, then $\phi_{m+1}$ occurs in $ch^r(W(B_r))$ and $ch^r(W(D_{r+1}))$ for $r \geq (m + 1)/2$. Then we compare the multiplicities $m_m$, $m_{m+1}$ and $m_{m,m+1}$ and get the result that the group $A_m$ occurs in $H_i$ with the same multiplicity. So, we have to do the case of $A_m$ for $m \leq 29$, separately.

The cases of $A_1$, $A_2$ are easy since there are no exceptional groups of rank 1. For $A_3$, we use $m_3$, $m_4$ and $m_{3,4}$ to get the result. Similarly $A_4$ is done by using $m_6$.

The problem comes for $A_5$, since $m_6(W(B_3)) \neq 0$, $m_6(W(G_2)) \neq 0$ and $m_6(W(F_4)) \neq 0$. But, this is handled by first proving that $F_4$ appears with the same multiplicity using $m_{12}$ and then using the multiplicities $m_5$, $m_6$ and $m_{5,6}$. The case of $A_6$ is done by using $m_7$. For $A_7$, we use $m_7$, $m_8$ and $m_{7,8}$.

While doing the case of $A_8$, we can first assume that the multiplicity of $E_7$ is the same for both $H_i$, by using $m_{18}$. Then we use $m_7$, $m_9$ and $m_{7,9}$ to get the result. For the group $A_9$, we can again get rid of $E_7$ and $E_8$ using the multiplicities $m_{18}$ and $m_{30}$. Then we are left with the groups $B_5$ and $E_6$, so here we work with $m_7$, $m_{10}$ and $m_{7,10}$ to get the result.

Further, we observe that for $m \in \{10, 12, \ldots, 28\}$ such that $m \neq 14$, we have that $m_{m+1}(W) = 0$ for any simple Weyl group of rank $< m$. Thus, the multiplicities of the groups $A_m$, where $m \in \{10, 12, \ldots, 28\}$ and $m \neq 14$, in $H_i$ are characterized by considering $m_{m+1}(W_i)$ and hence they are same for $i = 1, 2$.

The case of $A_{14}$ is done by using $m_{13}$, $m_{15}$ and $m_{13,15}$.

Thus, the only remaining cases are $A_m$ where $m$ is odd and $11 \leq m \leq 29$. We observe that for $m \in \{11, 13, \ldots, 29\}$ such that $m \neq 15$, we have that the only simple Weyl group $W$ of rank less than $m$ such that $m_m(W) \neq 0$ is $A_{m-1}$. Moreover, $m_{m+1}(W(A_{m-1})) = 0$, so the cases of the groups $A_m$ for $m \in \{11, 13, \ldots, 29\}$, $m \neq 15$ is done by considering $m_m$, $m_{m+1}$ and $m_{m,m+1}$. Thus, the only remaining case is that of $A_{15}$ which can be done by considering $m_{13}$, $m_{16}$ and $m_{13,16}$.

This proves the required result.

§14. Main result.

Notations: We fix some notations for this section. Let $k$ denote an arithmetic field, i.e., a number field, a local non-archimedean field or a finite field. We fix two split, connected, semisimple algebraic groups $H_1$ and $H_2$ defined over the
field $k$ which share the same set of maximal $k$-tori up to $k$-isomorphism, i.e., for every maximal $k$-torus $T_1 \subset H_2$ there exists a maximal $k$-torus $T_2 \subset H_2$ such that the torus $T_2$ is $k$-isomorphic to $T_1$ and vice versa. We let $W_1 := W(H_1)$ and $W_2 := W(H_2)$.

We now state the main theorem.

(III.6) Theorem. Let $k, H_1, H_2, W_1, W_2$ be as above. Then the Weyl groups $W_1$ and $W_2$ are isomorphic. Moreover, if we write the Weyl groups $W_1$ and $W_2$ as a direct product of simple Weyl groups,

$$W_1 = \prod_{\Lambda_1} W_{1,\alpha}, \quad \text{and} \quad W_2 = \prod_{\Lambda_2} W_{2,\beta},$$

then there exists a bijection $i : \Lambda_1 \to \Lambda_2$ such that $W_{1,\alpha}$ is isomorphic to $W_{2,i(\alpha)}$ for every $\alpha \in \Lambda_1$.

Since a split simple algebraic group with trivial center is determined by its Weyl group, except for the groups of the type $B_n$ and $C_n$, we have following theorem.

(III.7) Theorem. Let $k, H_1, H_2$ be as above and assume further that the groups $H_1$ and $H_2$ are adjoint. Write $H_i$ as a direct product of simple (adjoint) groups,

$$H_1 = \prod_{\Lambda_1} H_{1,\alpha}, \quad \text{and} \quad H_2 = \prod_{\Lambda_2} H_{2,\beta}.$$

There is a bijection $i : \Lambda_1 \to \Lambda_2$ such that $H_{1,\alpha}$ is isomorphic to $H_{2,i(\alpha)}$, except for the case when $H_{1,\alpha}$ is a simple group of type $B_n$ or $C_n$, in which case $H_{2,i(\alpha)}$ could be of type $C_n$ or $B_n$.

Clearly, the above mentioned groups $H_1$ and $H_2$ are of the same rank, say $n$. We therefore treat the Weyl groups $W_1$ and $W_2$ as subgroups of $\text{GL}_n(\mathbb{Z})$. We first transfer the information about the $k$-isomorphism classes of maximal tori in $H_i$ to the one about the $\text{GL}_n(\mathbb{Z})$-conjugacy classes of elements of the Weyl groups.

(III.8) Lemma. Let $W_1$ and $W_2$ be as above. Then for every element $w_1 \in W_1$ there exists an element $w_2 \in W_2$ such that $w_2$ is conjugate to $w_1$ in $\text{GL}_n(\mathbb{Z})$ and vice versa.

Proof: Let $w_1 \in W_1$ and let $N_1$ denote the subgroup of $W_1$ generated by $w_1$. Since the base field $k$ admits any cyclic group as a Galois group, there is a map $\rho_1 : \text{Gal}(\overline{k}/k) \to W_1$ such that $\rho_1(\text{Gal}(\overline{k}/k)) = N_1$.

We first consider the case when $k$ is a finite field or a local non-archimedean field. By lemma (III.2), the element $[\rho_1] \in H^1(k, W_1)$ corresponds to a maximal $k$-torus in $H_1$, say $T_1$. Since the groups $H_1$ and $H_2$ share the same set of $k$-tori up to $k$-isomorphism, there exists a torus $T_2 \subset H_2$ which is $k$-isomorphic to $T_1$. Then
lemma (III.1) gives us an integral Galois representation \( \rho_2 : \text{Gal}(\overline{k}/k) \to \text{GL}_n(\mathbb{Z}) \) corresponding to the \( k \)-isomorphism class of \( T_2 \) which factors through \( W_2 \). Let \( N_2 := \rho_2(\text{Gal}(\overline{k}/k)) \subseteq W_2 \). Since \( T_1 \) and \( T_2 \) are \( k \)-isomorphic tori, the corresponding Galois representations, \( \rho_1 \) and \( \rho_2 \), are equivalent. This implies that there exists \( g \in \text{GL}_n(\mathbb{Z}) \) such that \( N_2 = gN_1g^{-1} \). Then \( w_2 := gw_1g^{-1} \in N_2 \subseteq W_2 \) is a conjugate of \( w_1 \) in \( \text{GL}_n(\mathbb{Z}) \). We can start with an element \( w_2 \in W_2 \) and obtain its \( \text{GL}_n(\mathbb{Z}) \)-conjugate in \( W_1 \) in the same way.

Now we consider the case when \( k \) is a number field. Let \( v \) be a non-archimedean valuation of \( k \) and let \( k_v \) be the completion of \( k \) with respect to \( v \). Clearly the groups \( H_1 \) and \( H_2 \) are defined over \( k_v \). Let \( T_{1,v} \) be a maximal \( k_v \)-torus in \( H_1 \). Then by Grothendieck’s theorem ([5, 7.9 and 7.11]) and weak approximation property ([34, Proposition 7.3]), there exists a \( k \)-torus in \( H \), say \( T_1 \), such that \( T_{1,v} \) is obtained from \( T_1 \) by the base change. By hypothesis, we have a \( k \)-torus \( T_2 \) in \( H_2 \) which is \( k \)-isomorphic to \( T_1 \). Then the torus \( T_{2,v} \), obtained from \( T_2 \) by the base change, is \( k_v \)-isomorphic to \( T_{1,v} \). Thus, every maximal \( k_v \)-torus in \( H_1 \) has a \( k_v \)-isomorphic torus in \( H_2 \). Similarly, we can show that every maximal \( k_v \)-torus in \( H_2 \) has a \( k_v \)-isomorphic torus in \( H_1 \). Then, the proof follows by previous case. \( \square \)

(III.9) Corollary. Let \( W_1 \) and \( W_2 \) be as above. Then \( \text{ch}(W_1) = \text{ch}(W_2) \) and \( \text{ch}^*(W_1) = \text{ch}^*(W_2) \). In particular, \( m_i(W_1) = m_i(W_2) \), \( m'_i(W_1) = m'_i(W_2) \) and \( m_{i,j}(W_1) = m_{i,j}(W_2) \) for all \( i, j \).

Proof: Since the Weyl groups \( W_1 \) and \( W_2 \) share the same set of elements up to conjugacy in \( \text{GL}_n(\mathbb{Z}) \), the sets \( \text{ch}(W_i) \) are the same for \( i = 1, 2 \), and hence the sets \( \text{ch}^*(W_i) \) are also the same for \( i = 1, 2 \).

Further, for a fixed integer \( i \), \( \phi_i^{m_i(W_1)} \) divides an element \( f_1 \in \text{ch}(W_1) \). But since \( \text{ch}(W_1) = \text{ch}(W_2) \), the polynomial \( \phi_i^{m_i(W_1)} \) divides some \( f_2 \in \text{ch}(W_2) \) as well. Therefore \( m_i(W_1) \leq m_i(W_2) \). We obtain the inequality in the other direction in the same way and hence \( m_i(W_1) = m_i(W_2) \). Similarly, we can prove that \( m'_i(W_1) = m'_i(W_2) \) and for integers \( i, j \), \( m_{i,j}(W_1) = m_{i,j}(W_2) \). \( \square \)

We now prove theorem (III.6), the main theorem.

Proof of theorem III.6: We recall that \( W_1 \) and \( W_2 \) denote the Weyl groups of \( H_1 \) and \( H_2 \), respectively. It is clear from the corollary (III.9) that \( m_i(W_1) = m_i(W_2) \), \( m'_i(W_1) = m'_i(W_2) \) and \( m_{i,j}(W_1) = m_{i,j}(W_2) \) for any \( i, j \). Let \( m_0 \) be the maximum possible among the ranks of simple factors of the groups \( H_i \). We apply the theorem (III.5) to conclude that the product of rank \( m_0 \) simple factors in \( W_i \) is isomorphic for \( i = 1, 2 \).

Let \( m \) be a positive integer less than \( m_0 \). For \( i = 1, 2 \), let \( W'_i \) be the subgroup of \( W_i \) which is the product of the Weyl groups of simple factors of \( H_i \) of rank \( > m \). We assume that the groups \( W'_1 \) and \( W'_2 \) are isomorphic and then we prove that
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Let $U_i$ be the direct product of the Weyl groups of simple direct factors of $H_i$ of rank $\leq m$ so that $W_i = U_i \times W'_i$. Then, since $m_j(W'_1) = m_j(W'_2)$ and $m'_j(W'_1) = m'_j(W'_2)$, we have

$$m_j(U_1) = m_j(W'_1) - m_j(W'_2) = m_j(W_2) = m_j(U_2),$$
$$m'_j(U_1) = m'_j(W'_1) - m'_j(W'_2) = m'_j(W_2) = m'_j(U_2)$$

and similarly

$$m_{i,j}(U_1) = m_{i,j}(U_2).$$

Then we apply theorem (III.5) for $U_i$ to conclude that the subgroups of $W_i$ which are products of the Weyl groups of simple factors of $H_i$ of rank $m$ are isomorphic for $i = 1, 2$.

The proof of the theorem can now be completed by the downward induction on $m$.

It also follows from the proof of the theorem (III.5), that the Weyl groups of simple factors of $H_i$ are pairwise isomorphic. \(\square\)

§15. Another proof of Theorem III.5.

We now give another proof of the theorem (III.5) communicated to the author by Prof. T. A. Springer. This proof is much simpler than the one given in §13. The author thanks him for his permission to write the proof here.

The notations are as in [6].

1. Let $W$ be a Weyl group, acting in the $n$-dimensional vector space $V$ over $\mathbb{C}$ (it is convenient to extend coefficients to $\mathbb{C}$). For each conjugacy class $\gamma$ in $G$ let $f_\gamma$ be the characteristic polynomial of an element of $\gamma$ (viewed as a linear map of $V$). Let $\mathcal{F}$ be the family of polynomials $(f_\gamma)$, $\gamma$ running through the conjugacy classes of $W$. The following result is proved in [12].

**Proposition.** $W$ is determined up to a linear isomorphism by $\mathcal{F}$.

The proof given in [loc. cit.] uses explicit results about conjugacy classes in Weyl groups. Below is another proof, exploiting the properties of Coxeter elements.

2. First some recollections. Denote by $d_1, \ldots, d_n$ the characteristic degrees of $W$. Let $\zeta$ be a primitive root of unity of order $d$. For $w \in W$ let $V(w, \zeta)$ be the $\zeta$-eigenspace of $w$. We have the following result (see [38, 3.4]).

**Lemma 1.** (i) $a(d) = \max_{w \in W} \dim V(w, \zeta)$ equals the number of $d_i$ divisible by $d$;
(ii) The spaces $V(w, \zeta)$ of dimension $a(d)$ form one $W$-orbit.
This has the following consequence.

**Lemma 2.** $\mathcal{F}$ determines the degrees of $W$.

*Proof.* It follows from the previous lemma that the integers $a(d)$ are determined by $\mathcal{F}$. But these integers determine the degrees (as is easily seen).

Assume $W$ to be irreducible. Denote by $h$ the maximum of the degrees $d_i$ and let $\zeta_h = e^{2\pi i h}$.

**Lemma 3.** (i) $h$ occurs only once among the $d_i$; (ii) The elements $c \in W$ with eigenvalue $\zeta_h$ form one conjugacy class; (iii) The eigenvalues of $c$ as in (ii) are $(\zeta_h^{d_i-1})_{1 \leq i \leq n}$. In particular: $c$ has no eigenvalue 1.

For (i) and (iii) see [6, Ch. V, 6.2] and for (ii) [38, 4.2].

Now let again $W$ be arbitrary. Then $W$ is a direct product $W = W_1 \times \ldots \times W_a$ of irreducible Weyl groups. There is a direct sum decomposition

$$V = V_1 \oplus \ldots \oplus V_a$$

such that $W_i$ acts trivially in the $V_j$ with $j \neq i$ and acts as an irreducible Weyl group in $V_i$.

Let now $h$ be the maximum of the Coxeter numbers of the $W_i$. It follows from Lemmas 1 and 3 that $h$ is the maximal degree of $W$. By Lemma 2 $h$ is determined by $\mathcal{F}$. Assume that $W_1, \ldots, W_b$ are the $W_i$ with Coxeter number $h$. Put $W' = W_1 \times \ldots \times W_b$, $W'' = W_{b+1} \times \ldots \times W_a$. Then $W = W' \times W''$ and we have a corresponding decomposition $V = V' \oplus V''$.

**Lemma 4.** Assume that all $W_i$ have the same Coxeter number $h$ (i.e. $W = W'$). Then $W$ is determined up to linear isomorphism by its degrees.

*Proof.* We use a number of explicit results contained in [6], in particular the description of the degrees for the various types.

If $h = 2$ the all $W_i$ are of type $A_1$ and the Lemma is obvious. So assume $h > 2$. A Coxeter number $h$ occurs in the following classical types: $A_{h-1}$, (if $h$ is even) $B_{\frac{h}{2}}$ and $D_{\frac{h}{2}+1}$ (notice that the Weyl groups of types $B_i$ and $C_i$ are isomorphic).

In the exceptional types $E_6, E_7, E_8, F_4, G_2$ the Coxeter numbers are, respectively, 12, 18, 30, 12, 6.

Inspection of the lists of degrees for the various irreducible Weyl groups shows that the number of $W_i$ of type $A_{h-1}$ equals the multiplicity $m$ of 3 in the set of degrees of $W$. Write $W \simeq (S_h)^m \times W_1$, where $W_1$ has no factor of type $A$. The degrees of $W_1$ can be read off from the degrees of $W$. If $m > 0$ an induction shows that $W_1$ is unique up to isomorphism.
So we may assume that $W$ has no factors of type $A$. Then $h$ is even and the number of factors of type $B_{\frac{1}{2}h}$ or $D_{\frac{1}{2}h+1}$ equals the multiplicity of 4 in the set of degrees. We can then reduce the proof to the two cases that the factors of $W$ are either of exceptional type or are of type $B$ and $D$.

In the first case the number of factors of type $E_6$ equals the multiplicity of 5 in the set of degrees. Discarding those factors we are left with the case that all factors are of one of the types $E_7, E_8, F_4, G_2$. These cases are distinguished by the value of the Coxeter number $h$.

Finally, if only types $B$ and $D$ occur the degrees are $2, 4, \ldots, h$, each with the same multiplicity and $\frac{1}{2}h + 1$ with multiplicity equal to the number of factors of type $D$. The number of factors of type $B$ is then also determined.

This finishes the proof of Lemma 4.

We return to the general case. For $1 \leq i \leq b$ let $c_i$ be a Coxeter element of $W_i$ (of order $h$). Define $c \in W'$ by $c = (c_1, \ldots, c_b)$ and let $f$ be its characteristic polynomial, as a linear map of $V'$. Let $\mathcal{F}'$ be the set of characteristic polynomials for the Weyl group $W'$, acting in $V'$.

**Lemma 5.** The characteristic polynomials of the elements $w \in W$ such that $\dim V(w, \zeta_h) = a(h)$ are the polynomials of the form $fg$ where $g \in \mathcal{F}'$.

**Proof.** Let $w'' \in W''$. Using part (iii) of Lemma 3 one sees that $\dim V((c, w''), \zeta_h) = b = a(h)$.

Now let $w = (w', w'')$ be such that $\dim V(w, \zeta_h) = b$. It follows from part (i) of Lemma 1 that $w''$ cannot have an eigenvalue $\zeta_h$. Hence $w'$ has an eigenvalue $\zeta_h$ with multiplicity $b$. Write $w' = (c_1', \ldots, c_b')$, where $c_i' \in W_i$. Then $c_i'$ must have an eigenvalue $\zeta_h$ in $V_i$, hence is conjugate to $c_i$ in $W_i$. So $w'$ is conjugate to $c$ in $W'$. It follows that the characteristic polynomial of $w$ is asserted.

We can now prove the proposition. By Lemma 5 there is a unique polynomial in $\mathcal{F}$ which has a root $\zeta_h$ with multiplicity $b$ and a maximal number of eigenvalues 1, viz. $f(t)(t - 1)^{\dim V''}$. By part (iii) of Lemma 3 $f$ determines the degrees of $W'$. Lemma 4 then shows the uniqueness of $W'$. Lemma 5 describes the set $\mathcal{F}''$. By an induction on the order of $W$ we may assume that the uniqueness of $W''$ has been established. The Proposition follows.

---

**Notes.**

We remark here that theorem (III.5) holds even if we assume that the Weyl groups $W(H_1)$ and $W(H_2)$ share the same set of elements up to conjugacy in $\text{GL}_n(\mathbb{C})$, not just in $\text{GL}_n(\mathbb{Z})$. Thus theorem (III.6) is true under the weaker
assumption that the groups $H_1$ and $H_2$ share the same set of maximal $k$-tori up to $k$-isogeny, not just up to $k$-isomorphism.

Philippe Gille has recently proved ([15]) that the map $\psi$, described in lemma (III.1), is surjective for any quasisplit semisimple group $H$. Therefore our main theorem, Theorem (III.6), now holds for all fields $k$ which admit cyclic extensions of arbitrary degree.
CHAPTER IV

Orders of finite semisimple groups

This chapter reports the work done in [13]. Here we investigate the extent to which a simply connected algebraic group $H$ defined over a finite field $\mathbb{F}_q$ is determined by the order of the finite group $H(\mathbb{F}_q)$. We describe the background of this study in §16, cover the basic material in §17 and the other sections describe the main work.

§16. Finite semisimple groups.

The theory of finite simple groups has enjoyed the attention of several mathematicians over decades. Emil Artin investigated if a finite simple group is determined by its order. He proved in [2, 3] that if $H_1$ and $H_2$ are two finite simple groups of the same order then they are isomorphic except for the pairs

$$(\text{PSL}_4(\mathbb{F}_2), \text{PSL}_3(\mathbb{F}_4)) \text{ and } (\text{PSO}_{2n+1}(\mathbb{F}_q), \text{PSp}_{2n}(\mathbb{F}_q)) \text{ for } n \geq 3, q \text{ odd}.$$ 

Artin proved this result for the finite simple groups that were known then. As new finite simple groups were discovered, Tits ([41, 42, 43, 46, 47, 48]) verified that the above examples are the only examples of order coincidence. One may also look in [23] for an exposition of these proofs.

The aim of this chapter is to investigate the situation for the finite semisimple groups. A finite semisimple group is defined to be the group of $\mathbb{F}_q$-rational points of a simply connected, split, semisimple algebraic group defined over $\mathbb{F}_q$. By lemma (II.10), the orders of the groups $H(\mathbb{F}_q)$ and $H'(\mathbb{F}_q)$ are the same if $H$ and $H'$ are isogenous, and since the simply connected group is unique in an isogeny class, we concentrate only on the simply connected groups. It is easy to see by simple examples that the order of $H(\mathbb{F}_q)$, for a semisimple simply connected algebraic group $H$ defined over $\mathbb{F}_q$, does not determine the group $H$. Then one wonders if all examples of the order coincidence in finite semisimple groups can be explicitly described. We prove that it can be done under some mild conditions. We feel that our list of examples of order coincidence in finite semisimple groups is complete, i.e., the mild conditions can be removed, but we have not been to prove it. We also give a geometric reasoning for the order coincidence.

Fix a finite field $\mathbb{F}_q$ and let $H$ be a simply connected, split, semisimple algebraic group defined over $\mathbb{F}_q$. Let $W$ be the Weyl group of $H$ and let $d_1, \ldots, d_m$
be the fundamental degrees of $W$ counted with multiplicities. Let $N$ denote half the number of the roots of $H$. Then the order of the finite group $H(\mathbb{F}_q)$ is given by the following formula:

$$|H(\mathbb{F}_q)| = q^N(q^{d_1} - 1)(q^{d_2} - 1) \cdots (q^{d_m} - 1).$$

We now compute the orders of $H(\mathbb{F}_q)$ for all split, simple, simply connected $\mathbb{F}_q$-groups. We refer to tables 1 and 2 for the information regarding the order of $\Phi(H)$ and the fundamental degrees of $W(H)$.

$$|A_n(\mathbb{F}_q)| = q^{n(n+1)/2}(q^2 - 1)(q^3 - 1) \cdots (q^{n+1} - 1), \quad n \geq 1,$$

$$|B_n(\mathbb{F}_q)| = q^{n^2}(q^2 - 1)(q^4 - 1) \cdots (q^{2n} - 1), \quad n \geq 2,$$

$$|C_n(\mathbb{F}_q)| = q^{n^2}(q^2 - 1)(q^4 - 1) \cdots (q^{2n} - 1), \quad n \geq 3,$$

$$|D_n(\mathbb{F}_q)| = q^{n(n-1)}(q^2 - 1)(q^4 - 1) \cdots (q^{2n-2} - 1)(q^n - 1), \quad n \geq 4,$$

$$|G_2(\mathbb{F}_q)| = q^6(q^2 - 1)(q^6 - 1),$$

$$|F_4(\mathbb{F}_q)| = q^{24}(q^2 - 1)(q^6 - 1)(q^8 - 1)(q^{12} - 1),$$

$$|E_6(\mathbb{F}_q)| = q^{36}(q^2 - 1)(q^5 - 1)(q^6 - 1)(q^8 - 1)(q^9 - 1)(q^{12} - 1),$$

$$|E_7(\mathbb{F}_q)| = q^{63}(q^2 - 1)(q^6 - 1)(q^8 - 1)(q^{10} - 1)(q^{12} - 1)(q^{14} - 1)(q^{18} - 1),$$

$$|E_8(\mathbb{F}_q)| = q^{120}(q^2 - 1)(q^8 - 1)(q^{12} - 1)(q^{14} - 1)(q^{18} - 1)(q^{20} - 1)(q^{30} - 1).$$

The order of the group $C_n(\mathbb{F}_q)$ is the same as that of $B_n(\mathbb{F}_q)$ for all $n \geq 3$ and for all $q$, so we do not distinguish between these groups in this chapter. Note that the groups $B_n(\mathbb{F}_q)$ and $C_n(\mathbb{F}_q)$ are isomorphic if and only if $q$ is even ([23, Lemma 2.5]).

§17. Some preliminary lemmas.

Artin in [2, 3] obtained some estimates on the power of a prime that can divide $(q^m - 1)$. We recall these results here.

Let $\phi_n(x)$ be the $n$-th cyclotomic polynomial and

$$\Phi_n(x, y) = y^{\phi(n)}\phi_n(x/y)$$

be the corresponding homogeneous form. Let $a, b$ be integers which are relatively prime and which satisfy the inequality

$$|a| \geq |b| + 1 \geq 2.$$

Fix a prime $p$ which divides $a^n - b^n$ for some $n$. Then it is clear that $p$ does not divide any of $a$ and $b$. Let $f$ be the order of $a/b$ modulo $p$. For a natural number $m$, we put $\text{ord}_p m = \alpha$ where $p^\alpha$ is the largest power of $p$ dividing $m$. We call $p^{\text{ord}_p m}$ the $p$-contribution to $m$. Since $f \mid p - 1$, we have $\text{ord}_p f = 0$. 
(IV.1) Lemma (Artin [2, Lemma 1]). With above notations, we have the following rules:

1. If \( p \) is odd:
   \[
   \text{ord}_p \Phi_f(a, b) > 0, \quad \text{ord}_p \Phi_{fp^i}(a, b) = 1 \quad \text{for} \ i \geq 1
   \]
   and in all other cases \( \text{ord}_p \Phi_n(a, b) = 0 \).

   Therefore, we have
   \[
   \text{ord}_p(a^n - b^n) = \begin{cases} 
   0 & \text{if} \ f \nmid n, \\
   \text{ord}_p(a^f - b^f) + \text{ord}_p n & \text{otherwise}.
   \end{cases}
   \]

2. If \( p = 2 \), then \( f = 1 \):
   (a) If \( \Phi_1(a, b) = a - b \equiv 0 \pmod{4} \), then \( \text{ord}_2 \Phi_{2^i}(a, b) = 1 \quad \text{for} \ i \geq 1 \).
   (b) If \( \Phi_2(a, b) = a + b \equiv 0 \pmod{4} \), then \( \text{ord}_2 \Phi_{2^i}(a, b) = 1 \quad \text{for} \ i = 0, 2, 3, \ldots \)

   In all other cases \( \text{ord}_2 \Phi_n(a, b) = 0 \).

(IV.2) Lemma (Artin [3, page 464]). Let \( \alpha = (a-1)(a^2-1) \cdots (a^l-1) \) for some integer \( a \neq 0 \) and let \( p_1 \) be a prime dividing \( \alpha \), i.e., let \( P_1 \) be the highest power of \( p_1 \) dividing \( \alpha \) and let \( q \) be a prime power. We have:

1. If \( a = \pm q \), then \( P_1 \leq 2^l(q+1)^l \).
2. If \( a = q^2 \), then \( P_1 \leq 4^l(q+1)^l \).

(IV.3) Lemma (Artin [2, Corollary to Lemma 2]). If \( a > 1 \) is an integer and \( n > 2 \) then there is a prime \( p \) which divides \( \phi_n(a) \) but no \( \phi_i(a) \) with \( i < n \) unless \( n = 6 \) and \( a = 2 \).

The following lemma is easy to prove.

(IV.4) Lemma. If the inequality \( q^n \geq \alpha(q+1) \), where \( \alpha \) is a fixed positive real number, holds for a pair of positive integers \( (q_1, n_1) \), then it holds for all \( (q_2, n_2) \) satisfying \( q_2 \geq q_1 \) and \( n_2 \geq n_1 \).

§18. Determining the finite field.

The first natural step in determining the field \( \mathbb{F}_q \) is to determine its characteristic. Observe that if we have two semisimple groups \( H_1 \) and \( H_2 \) defined over finite fields \( \mathbb{F}_{p_1} \) and \( \mathbb{F}_{p_2} \) respectively, such that \( |H_1(\mathbb{F}_{p_1})| = |H_2(\mathbb{F}_{p_2})| \) and \( p_1 \neq p_2 \), then either \( p_1 \) fails to give the largest contribution to the order of \( H_1(\mathbb{F}_{p_1}) \) or \( p_2 \) fails to give the largest contribution to the order of \( H_2(\mathbb{F}_{p_2}) \). Therefore we first obtain the description of the split semisimple algebraic groups \( H \) defined over \( \mathbb{F}_{p^r} \) such that the \( p \)-contribution to the order of the group \( H(\mathbb{F}_{p^r}) \) is not the largest. These groups are the only possible obstructions for determining the
characteristic of the base field. Since we consider simply connected groups only, every semisimple group considered in this paper is a direct product of (simply connected) simple algebraic groups. Hence we need to describe simple algebraic groups $H$ defined over $\mathbb{F}_{q^r}$ with the property that $p$ does not contribute the largest to the order of $H(\mathbb{F}_{q^r})$. We describe such groups in proposition (IV.5) and then prove that under some mild conditions the characteristic of $\mathbb{F}_q$ can be determined by the order of $H(\mathbb{F}_q)$. Once the characteristic is determined, we prove that the field is determined in theorem (IV.8).

18.A. Determining the characteristic of the finite field. We remark that the main tool in the proof of the following proposition is lemma (IV.1) which is proved by Artin in [2]. Our proof of the following proposition is very much on the lines of Artin’s proof of Theorem 1 in [3]. However, our result is for $H(\mathbb{F}_q)$, the groups of $\mathbb{F}_q$-rational points of a simple algebraic group $H$ defined over $\mathbb{F}_q$ whereas Artin proved the result for finite simple groups. The groups $H(\mathbb{F}_q)$ that we consider here, are not always simple, because of the presence of (finite) center. Therefore, we encounter slightly different groups than Artin did, and so we have to sometime use different methods in our proof. Moreover, our list of groups where the characteristic fails to contribute the largest to the order is different than the list described by Artin in [3, Theorem 1].

(IV.5) Proposition. Let $H$ be a split simple algebraic group defined over a finite field $\mathbb{F}_q$ of characteristic $p$. If the $p$-contribution to the order of the finite group $H(\mathbb{F}_q)$ is not the largest prime power dividing the order, then the group $H(\mathbb{F}_q)$ is:

1. $A_1(\mathbb{F}_q)$ for $q \in \{8, 9, 2^r, p\}$ where $2^r + 1$ is a Fermat prime and $p$ is a prime of the type $2^n \pm 1$ or
2. $B_2(\mathbb{F}_3)$.

Moreover in all these cases, the $p$-contribution is the second largest prime power dividing the order of the group $H(\mathbb{F}_q)$.

Proof: We refer to §16 for the orders of the finite groups $H(\mathbb{F}_q)$ where $H$ is a split simple group defined over $\mathbb{F}_q$. Now, let $H$ be one of the finite simple $\mathbb{F}_q$-groups and let $p_1$ be a prime dividing the order of the finite group $H(\mathbb{F}_q)$ such that $p_1 \nmid q$. We use lemma (IV.2) to estimate $P_1$, the $p_1$-contribution to the order of $H(\mathbb{F}_q)$. Depending on the type of $H$, we put the following values of $a$ and $l$ in lemma (IV.2).

| $H$ | $A_n$ | $B_n, D_n$ | $G_2$ | $F_4$ | $E_6$ | $E_7$ | $E_8$ |
|-----|-------|-----------|-------|-------|-------|-------|-------|
| $a$ | $q$   | $q^2$     | $q^2$ | $q^2$ | $q^2$ | $q^2$ | $q^2$ |
| $l$ | $n+1$| $n$       | 3     | 6     | 12    | 9     | 15    |

Now, suppose that the $p$-contribution to the order of the group $H(\mathbb{F}_q)$ is not the largest, i.e., the power of $q$ that appears in the formula for $|H(\mathbb{F}_q)|$ is smaller
than \( P_1 \) for some prime \( p_1 \nmid q \). Then, depending on the type of the group, we get following inequalities from lemma (IV.2):

\[
\begin{align*}
A_n &: P_1 \leq 2^{n+1}(q+1)^{n+1} \implies q^{n/2} < 2(q+1), \\
B_n &: P_1 \leq 4^n(q+1)^n \implies q^n < 4(q+1), \\
D_n &: P_1 \leq 4^n(q+1)^n \implies q^{n-1} < 4(q+1), \\
G_2 &: P_1 \leq 4^3(q+1)^3 \implies q^3 < 4(q+1), \\
F_4 &: P_1 \leq 4^6(q+1)^6 \implies q^4 < 4(q+1), \\
E_6 &: P_1 \leq 2^{12}(q+1)^{12} \implies q^3 < 2(q+1), \\
E_7 &: P_1 \leq 4^9(q+1)^9 \implies q^7 < 4(q+1), \\
E_8 &: P_1 \leq 4^{15}(q+1)^{15} \implies q^8 < 4(q+1).
\end{align*}
\]

In all the cases where the above inequalities of the type \( q^m < \alpha(q+1) \) do not hold, we get that \( p \) contributes the largest to the order of \( H(\mathbb{F}_q) \). Observe that the last four inequalities, i.e., the inequalities corresponding to the groups \( F_4, E_6, E_7 \) and \( E_8 \) do not hold for \( q = 2 \) and hence by lemma (IV.4) they do not hold for any \( q \geq 2 \). Thus, for \( H = F_4, E_6, E_7 \) and \( E_8 \), the \( p \)-contribution to \( |H(\mathbb{F}_q)| \) is always the largest prime power dividing \( |H(\mathbb{F}_q)| \).

Similarly we obtain following table of the pairs of positive integers \((q, n)\) where the remaining inequalities fail. Then using lemma (IV.4), we know that for all \((q', n')\) with \( q' \geq q \) and \( n' \geq n \), the contribution of the characteristic to the order of the finite group \( H(\mathbb{F}_q) \) is the largest. Therefore, we are left with the cases for \((q', n')\) such that \( q' < q \) or \( n' < n \), which are to be checked. The adjoining table shows the groups \( H(\mathbb{F}_q) \) which are to be checked.

| \( A_n \) | \( q = 2 \) | \( n \geq 6 \) | \( A_3(\mathbb{F}_2), A_3(\mathbb{F}_3), A_3(\mathbb{F}_4), A_3(\mathbb{F}_5) \) |
| \( q = 3, 4, 5 \) | \( n \geq 4 \) | \( A_4(\mathbb{F}_2), A_5(\mathbb{F}_2) \) |
| \( q \geq 7 \) | \( n \geq 3 \) | \( A_1(\mathbb{F}_q), A_2(\mathbb{F}_q) \forall q \) |
| \( B_n \) | \( q = 2 \) | \( n \geq 4 \) | \( B_2(\mathbb{F}_2), B_2(\mathbb{F}_3), B_2(\mathbb{F}_4) \) |
| \( q = 3, 4 \) | \( n \geq 3 \) | \( B_3(\mathbb{F}_2) \) |
| \( q \geq 5 \) | \( n \geq 2 \) | \( D_4(\mathbb{F}_2) \) |
| \( G_2 \) | \( q = 2 \) | \( n \geq 5 \) | \( G_2(\mathbb{F}_2), G_2(\mathbb{F}_3), G_2(\mathbb{F}_4) \) |
| \( q \geq 3 \) | \( n \geq 4 \) |

In all the cases other than \( A_1(\mathbb{F}_q) \) and \( A_2(\mathbb{F}_q) \), we can do straightforward calculations and check that \( p \) contributes the largest to the order of every group except for \( B_3(\mathbb{F}_3) \). In the case of \( B_3(\mathbb{F}_3) \), since \( |B_3(\mathbb{F}_3)| = 2^7 \cdot 3^4 \cdot 5 \), the prime 3 indeed fails to give the largest contribution, however it gives the second largest contribution to the order of the group. The cases of \( A_1 \) and \( A_2 \) over a general finite field \( \mathbb{F}_q \) are done in a different way.
We first deal with the case of the group $A_2(\mathbb{F}_q)$. Recall that

$$|A_2(\mathbb{F}_q)| = q^3(q^2 - 1)(q^3 - 1) = q^3(q^2 + q + 1)(q + 1)(q - 1)^2.$$  

Let $p_1 \nmid q$ be a prime dividing the order of $A_2(\mathbb{F}_q)$ and let $P_1$ be the contribution of $p_1$ to $|A_2(\mathbb{F}_q)|$. Let $f$ denote the order of $q$ modulo $p_1$. If $f \neq 1, 2$ or $3$, then the $p_1$-contribution to $(q^2 - 1)(q^3 - 1)$ is 1. If $f = 3$ then $p_1$ contributes only to $(q^3 - 1)$, whereas if $f = 2$ then $p_1$ contributes only to $(q^2 - 1)$. Thus, it is clear that in these cases, i.e., when $f \neq 1$, that the $p_1$-contribution to the order of $A_2(\mathbb{F}_q)$ is not more than $q^3$.

Now we consider the case when $f = 1$. If $p_1 \neq 2$ or $3$, then by lemma (IV.1), $P_1$ divides $(q - 1)^2$ which is less than $q^3$. Thus we only have to check the cases when $p_1 = 2$ or $p_1 = 3$. If $f = 1$ and $p_1 = 2$ or $3$, then $P_1$ divides either $3(q - 1)^2$, $2(q - 1)^2$ or $4(q + 1)$. Thus, if $q^3$ is not the largest prime power dividing $|A_2(\mathbb{F}_q)|$, then $q^3 < P_1$ for some prime $p_1 \neq p$ and hence we have

$$q^3 < 3(q - 1)^2, 2(q - 1)^2 \text{ or } 4(q + 1).$$

Again as above, we observe that none of the above inequalities is satisfied by $q \geq 3$, and then we check that the 2-contribution to the order of $A_2(\mathbb{F}_2)$ is the largest one.

Now, for the group $A_1(\mathbb{F}_q)$, we observe that for any prime $p_1 \nmid q$, the $p_1$-contribution to the order of $A_1(\mathbb{F}_q)$ divides $q^2 - 1 = (q + 1)(q - 1)$. We make two cases here.

Case (1), $2 \nmid q$: In this case, both $q + 1$ and $q - 1$ are even. The 2-contribution to one of the numbers $q + 1$ and $q - 1$ is 2, and the other number then must be a power of 2 if $q$ is not the largest prime power dividing $|A_1(\mathbb{F}_q)|$.

If $q + 1$ is a power of 2 then we have $q + 1 = p^r + 1 = 2^s$ where $p$ is the characteristic of the group $A_1(\mathbb{F}_q)$. If $r$ is even, $p^r$ would be a square and hence $s = 1$. If $r$ is odd, then $p + 1$ divides $p^r + 1$ and

$$\frac{p^r + 1}{p + 1} = p^{r-1} - p^{r-2} + \cdots - p + 1$$

is an odd divisor of $p^r + 1 = 2^s$, hence we have $r = 1$ and $q = p = 2^s - 1$, a Mersenne prime.

If $q - 1$ is a power of 2 then we have $q - 1 = p^r - 1 = 2^s$. It is clear that $p - 1$ divides $p^r - 1 = 2^s$ and hence $p = 2^m + 1$ is a Fermat prime. If $r = 1$, then $q = p$. If $r = 2$, then $(p^2 - 1)/(p - 1) = p + 1$ is a power of 2. Thus $p + 1$ and $p - 1$ are both powers of 2, but their difference is 2. Hence $p + 1 = 4$, $p - 1 = 2$, i.e., $p = 3$, $q = 9$ and $s = 3$. If $r > 2$, then by lemma (IV.3), there is a prime divisor of $p^r - 1$ which does not divide $p - 1$, a contradiction.
Case (2), $2 \mid q$: In this case, $q - 1$ and $q + 1$ are both odd and hence they do not have any common prime factor. If $q$ is not the largest prime power dividing $|A_1(F_q)|$, then the largest prime power dividing $|A_1(F_q)|$ must be $q + 1$. Let $q = 2^r$ and $P_1 = p_1^s = 2^r + 1$. Here $p_1$ is odd, and hence by lemma (IV.3), if $s > 2$, there is a prime divisor of $p_1^s - 1$ which does not divide $p_1 - 1$, a contradiction. If $s = 2$, $2^r = p_1^2 - 1$. Then both $p_1 + 1$ are powers of two and hence we obtain that $p_1 = 3$ and $q = 2^3 = 8$. If $s = 1$, $p_1 = 2^r + 1$, a Fermat prime.

Thus, we have the result that if the $p$-contribution to the order of the group $H(F_{p^s})$, where $H$ is a split simple algebraic group defined over the field $F_{p^s}$, is not the largest then the possibilities of $H(F_{p^s})$ are: $A_1(F_q)$ where $q \in \{8, 9, 2^r, p\}$ where $2^r + 1$ is a Fermat prime and $p$ is a prime of the type $2^r \pm 1$, or the group $B_2(F_3)$.

In these cases, it can be checked that the contribution of the characteristic to the order of the group $H(F_q)$ is the second largest prime power dividing the order.

If $H(F_q)$ is not one of the groups described in the above proposition, then the characteristic of $F_q$ contributes the largest to the order of $H(F_q)$. Since every (simply connected) semisimple algebraic group is a direct product of (simply connected) simple algebraic groups, we get that whenever a finite semisimple group $H(F_q)$ does not have any of the above groups as direct factors, then the characteristic of $F_q$ contributes the largest to the order of $H(F_q)$.

(IV.6) Theorem. Let $H_1$ and $H_2$ be two split semisimple simply connected algebraic groups defined over finite fields $F_{q_1}$ and $F_{q_2}$ respectively. Let $X$ denote the set $\{8, 9, 2^r, p\}$ where $2^r + 1$ is a Fermat prime and $p$ is a prime of the type $2^r \pm 1$. Suppose that for $i = 1, 2$, $A_1$ is not one of the direct factors of $H_i$ whenever $q_i \in X$ and $B_2$ is not a direct factor of $H_i$ whenever $q_i = 3$. Then, if $|H_1(F_{q_1})| = |H_2(F_{q_2})|$, the characteristics of $F_{q_1}$ and $F_{q_2}$ are the same.

Proof: Let $p_1$ and $p_2$ be the respective characteristics of the fields $F_{q_1}$ and $F_{q_2}$. For $i = 1, 2$ and any integer $m$, we denote the $p_i$-contribution to $m$ by $P_i(m)$.

Since the groups mentioned in proposition (IV.5) do not occur as direct factors of the semisimple groups $H_i$, we have

$$P_1(|H_1(F_{q_1})|) \geq P_2(|H_1(F_{q_1})|) \quad \text{and} \quad P_2(|H_2(F_{q_2})|) \geq P_1(|H_2(F_{q_2})|).$$

Since $|H_1(F_{q_1})| = |H_2(F_{q_2})|$, we have

$$P_1(|H_1(F_{q_1})|) = P_1(|H_2(F_{q_2})|) \quad \text{and} \quad P_2(|H_1(F_{q_1})|) = P_2(|H_2(F_{q_2})|).$$

This gives us that $P_1(|H_1(F_{q_1})|) = P_2(|H_1(F_{q_1})|)$. Since $P_1$ and $P_2$ are powers of the primes $p_1$ and $p_2$ respectively, this implies that $p_1 = p_2$. \qed
(IV.7) Remark. Since \(|A_1(\mathbb{F}_9)| = |B_2(\mathbb{F}_2)|\), the above theorem is not true in general. We feel that this is the only counter example, i.e., the conclusion of the theorem (IV.6) is true without the hypothesis imposed there except that we must exclude the case of \(H_1 = A_1\) over \(\mathbb{F}_9\) and \(H_2 = B_2\) over \(\mathbb{F}_2\), but we have not been able to prove it.

18.B. Determining the finite field. Now, we come to the main result of this section. Recall that if \(H\) is a split semisimple algebraic group of rank \(n\) defined over a finite field \(\mathbb{F}_q\), then the order of \(H(\mathbb{F}_q)\) is given by the formula,

\[
|H(\mathbb{F}_q)| = q^N (q^{d_1} - 1)(q^{d_2} - 1) \cdots (q^{d_m} - 1)
\]

where \(d_1, d_2, \ldots, d_m\) are the fundamental degrees of \(W(H)\), the Weyl group of \(H\) and \(N\) is half the number of the roots of \(H\). Incidentally, we also have

\[
N = \sum d_i - 1.
\]

(IV.8) Theorem. Let \(H_1\) and \(H_2\) be two split semisimple simply connected algebraic groups defined over finite fields \(\mathbb{F}_{q_1}\) and \(\mathbb{F}_{q_2}\) of the same characteristic. Suppose that the order of the finite groups \(H_1(\mathbb{F}_{q_1})\) and \(H_2(\mathbb{F}_{q_2})\) are the same, then \(q_1 = q_2\). Moreover the fundamental degrees (and the multiplicities) of the Weyl groups \(W(H_1)\) and \(W(H_2)\) are the same.

Proof: Let \(p\) be the characteristic of the fields \(\mathbb{F}_{q_1}\) and \(\mathbb{F}_{q_2}\), and let \(q_1 = p^{t_1}, q_2 = p^{t_2}\). Let the orders of the finite groups \(H_1(\mathbb{F}_{q_1})\) and \(H_2(\mathbb{F}_{q_2})\) be given by,

\[
|H_1(\mathbb{F}_{q_1})| = (q_1^{r_1}) (q_1^{r_1} - 1) (q_1^{r_2} - 1) \cdots (q_1^{r_n} - 1) = (p^{t_1}) (p^{t_1} - 1) (p^{t_1} - 1) \cdots (p^{t_1} - 1)
\]

\[
|H_2(\mathbb{F}_{q_2})| = (q_2^{s_1}) (q_2^{s_1} - 1) (q_2^{s_2} - 1) \cdots (q_2^{s_m} - 1) = (p^{t_2}) (p^{t_2} - 1) (p^{t_2} - 1) \cdots (p^{t_2} - 1)
\]

As remarked above, the integers \(r_i\) and \(s_j\) are the respective fundamental degrees of the Weyl groups \(W(H_1)\) and \(W(H_2)\). Moreover the rank of the group \(H_1\) is \(n\) and that of \(H_2\) is \(m\). Further, we have

\[
r = \sum_{i=1}^{n} (r_i - 1) \quad \text{and} \quad s = \sum_{j=1}^{m} (s_j - 1).
\]

Since \(|H_1(\mathbb{F}_{q_1})| = |H_2(\mathbb{F}_{q_2})|\), we have that

\[
t_1 r = t_2 s
\]

and

\[
\prod_{i=1}^{n} (p^{t_1})^{r_i} - 1 = \prod_{j=1}^{m} (p^{t_2})^{s_j} - 1.
\]
Assume that \( r_1 \leq r_2 \leq \cdots \leq r_n \) and \( s_1 \leq s_2 \leq \cdots \leq s_m \). We treat both the products in the equation (9) as polynomials in \( p \) and factor them into the cyclotomic polynomials in \( p \).

Let us assume for the time being that \( p \neq 2 \), so that we can apply lemma (IV.3) to conclude that the cyclotomic polynomials appearing on both the sides of the equation (9) are the same with the same multiplicities. Observe that on the left hand side (LHS) the highest order cyclotomic polynomial is \( \phi_{r_1 r_n}(p) \) whereas such a polynomial on the right hand side (RHS) is \( \phi_{s_2 s_m}(p) \). Since the cyclotomic polynomials appearing on both the sides are the same, we have that \( t_1 r_n = t_2 s_m \). Thus, the polynomial \( p^{t_1 r_n} - 1 \), which is the same as the polynomial \( p^{t_2 s_m} - 1 \), can be canceled from both the sides of the equation (9). Continuing in this way we get that \( t_1 r_{n-k} = t_2 s_{m-k} \) for all \( k \). This implies in particular that \( m = n \).

Further

\[
t_1 r = t_2 s \implies \sum_i t_1(r_i - n) = \sum_j t_2(s_j - n).
\]

But, by above observation, this gives us that \( t_1 n = t_2 n \) and hence \( t_1 = t_2 \), i.e., \( q_1 = q_2 \). Thus, the fields \( \mathbb{F}_{q_1} \) and \( \mathbb{F}_{q_2} \) are isomorphic.

Now, it also follows that \( r_i = s_i \) for all \( i \), i.e., the fundamental degrees of the corresponding Weyl groups are the same.

Now, let \( p = 2 \). So, we have the equation

\[
(2^{t_1}) \prod_{i=1}^{n} ((2^{r_i}) - 1) = (2^{t_2})^s \prod_{j=1}^{m} ((2^{s_j}) - 1). \tag{10}
\]

The only possible obstruction to the desired result in this case comes from the equations

\[
\phi_6(2) = 2^2 - 2 + 1 = 3 \quad \text{and} \quad \phi_2(2) = 2 + 1 = 3.
\]

So, we can assume that the cyclotomic polynomials of order \( l \neq 1, 2, 3, 6 \) occur on both the sides of above equation with the same multiplicities.

Let now \( \phi_6(2) \) divide the LHS of the equation and assume that it does not divide the RHS. Since the polynomial \( \phi_6(2) \) divides the LHS, the polynomial \( 2^6 - 1 \) appears on the LHS. Since \( \phi_6(2) \) does not divide the RHS the prime factors of \( 2^6 - 1 = 3^2 \cdot 7 \) must be adjusted by the polynomial \( (2^3 - 1)(2^3 - 1)^2 \) in the RHS, i.e., in the formula for \( |H_2(\mathbb{F}_{2^2})| \). Thus, a power of \( (2^6 - 1) \) in the LHS and the same power of \( (2^3 - 1)(2^3 - 1)^2 \) is the only obstruction. Other than these polynomials, all the factors of type \( 2^l - 1 \) occur in both the sides with the same multiplicities.

Being a fundamental degree of a Weyl group, \( s_1 > 1 \), so \( t_2 = 1 \), \( q_2 = 2 \). Similarly since \( t_1 \) divides 6, the possible values for \( q_1 \) are 2, 2^2 and 2^3. We make three cases depending on \( q_1 \).
Case (1). If \( q_1 = 2 \), the equation (10) becomes
\[
2^r \prod_{i=1}^{n} (2^{r_i} - 1) = 2^{s} \prod_{j=1}^{m} (2^{s_j} - 1).
\]
But then \( r = s \) and hence \( \sum_i (r_i - 1) = \sum_j (s_j - 1) \). Now, the term \((2^6 - 1) \) contributes 5 to \( r \) whereas the term \((2^3 - 1)(2^2 - 1)^2 \) contributes only 4 to \( s \). As other factors are the same on both the sides, this is a contradiction. Hence the factor \((2^6 - 1) \) in LHS of the equation (10) must be adjusted by the same factor in the RHS. Then we get that \( m = n \) and \( r_i = s_i \) for all \( i \).

Case (2). If \( q_1 = 2^2 \), the equation (10) becomes
\[
4^r \prod_{i=1}^{n} (4^{r_i} - 1) = 2^{s} \prod_{j=1}^{m} (2^{s_j} - 1).
\]
Then, we get that \( 2r = s \) and hence \( \sum_i 2(r_i - 1) = \sum_j (s_j - 1) \). Now, the term \((2^6 - 1) \) contributes 2 to \( r \), i.e., 4 to \( 2r \) and the term \((2^3 - 1)(2^2 - 1)^2 \) contributes 4 to \( s \). Since, other factors of type \( 2^k - 1 \) are the same on both sides, the contribution of each \( s_j = 2r_{i_j} \) is \( 2r_{i_j} - 1 \) to \( s \) whereas \( r_i \) contributes \( 2r_i - 2 \) to \( 2r \). This is a contradiction, unless there are no other factors. But since \( 2 \) is always a fundamental degree for \( W(H) \) for any split simple group \( H \), we have \((4^2 - 1) \) in the LHS. Thus, we again get that the factor \( 2^6 - 1 \) is adjusted by the same factor in the RHS also.

Case (3). If \( q_1 = 2^3 \), the equation (10) becomes
\[
8^r \prod_{i=1}^{n} (8^{r_i} - 1) = 2^{s} \prod_{j=1}^{m} (2^{s_j} - 1).
\]
As above we have \( 3r = s \) and therefore \( \sum_i 3(r_i - 1) = \sum_j (s_j - 1) \). Now, the term \((2^6 - 1) \) contributes 1 to \( r \), i.e., 3 to \( 3r \), whereas the term \((2^3 - 1)(2^2 - 1)^2 \) contributes 4 to \( s \). Since, other factors of type \( 2^k - 1 \) are the same on both sides, the contribution of each \( s_j = 3r_{i_j} \) is \( 3r_{i_j} - 1 \) to \( s \) whereas \( r_i \) contributes \( 3r_i - 3 \) to \( 3r \). Thus \( 3r < s \) and this is a contradiction. Hence the factors \( \phi_n(2) \) must be the same on both the sides of the equation (10).

This completes the proof. \( \square \)

(**IV.9** Theorem). Let \( H_1 \) and \( H_2 \) be two split semisimple simply connected algebraic groups defined over a finite field \( \mathbb{F}_q \). If the orders of the finite groups \( H_1(\mathbb{F}_q) \) and \( H_2(\mathbb{F}_q) \) are the same then the orders of \( H_1(\mathbb{F}_{q'}) \) and \( H_2(\mathbb{F}_{q'}) \) are the same for any finite extension \( \mathbb{F}_{q'} \) of \( \mathbb{F}_q \).

**Proof**: Let \( H_1, \ H_2 \) be split semisimple algebraic groups defined over \( \mathbb{F}_q \). By theorem (IV.8), we have that if \( |H_1(\mathbb{F}_q)| = |H_2(\mathbb{F}_q)| \) then the fundamental degrees
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of the Weyl groups $W(H_1)$ and $W(H_2)$ are the same with the same multiplicities. Then the formulae for the orders of the groups $H_1(\mathbb{F}_q)$ and $H_2(\mathbb{F}_q)$ are the same as polynomials in $q$. Hence the orders of the groups $H_1(\mathbb{F}_q')$ and $H_2(\mathbb{F}_q')$ are the same for any finite extension $\mathbb{F}_q'$ of $\mathbb{F}_q$. □

§19. Pairs of order coincidence.

We fix a finite field $\mathbb{F}_q$ and all the algebraic groups considered in this section are assumed to be defined over $\mathbb{F}_q$. In this section, we concentrate on the pairs of order coincidence. We define a pair of order coincidence to be a pair of split semisimple groups $(H_1, H_2)$, such that the orders of the groups $H_1(\mathbb{F}_q)$ and $H_2(\mathbb{F}_q)$ are the same. We want to understand the reason behind the coincidence of these orders and to characterize all possible pairs of order coincidence $(H_1, H_2)$. We know by theorem (IV.8), that for such a pair $(H_1, H_2)$, the fundamental degrees of the corresponding Weyl groups, $W(H_1)$ and $W(H_2)$, must be the same with the same multiplicities. We now make following easy observations which follow from the basic theory of the Weyl groups ([19]).

(IV.10) Remark. Let $H_1$ and $H_2$ be two split semisimple simply connected algebraic groups over a finite field $\mathbb{F}_q$ such that the groups $H_1(\mathbb{F}_q)$ and $H_2(\mathbb{F}_q)$ have the same order. Then we have:

1. The rank of the group $H_1$ is the same as the rank of $H_2$.
2. The number of direct simple factors of the groups $H_1$ and $H_2$ is the same.
3. If one of the groups, say $H_1$, is simple, then so is $H_2$ and either $H_1$ is isomorphic to $H_2$.

(We remind the reader once again that we do not distinguish between the groups of type $B_n$ and $C_n$.)

Next natural step would be to look at the pairs of order coincidence in the case of groups each having two simple factors. We characterize such pairs in the following theorem. For a Weyl group $W$, we denote the collection of fundamental degrees of $W$ by $d(W)$.

(IV.11) Theorem. Let $H_1$ and $H_2$ be split semisimple simply connected algebraic groups each being a direct product of exactly two simple algebraic groups. Assume that $H_1$ and $H_2$ do not have any common simple direct factor. Then the pairs $(H_1, H_2)$ such that $|H_1(\mathbb{F}_q)| = |H_2(\mathbb{F}_q)|$ are exhausted by the following list:

1. $(A_{2n-2}B_n, A_{2n-1}B_{n-1})$ for $n \geq 2$, with the convention that $B_1 = A_1$,
2. $(A_{n-2}D_n, A_{n-1}B_{n-1})$ for $n \geq 4$,
3. $(B_{n-1}D_{2n}, B_{2n-1}B_n)$ for $n \geq 2$, with the convention that $B_1 = A_1$,
4. $(A_1A_5, A_4G_2)$,
5. $(A_1B_3, B_2G_2)$,
Proof: Let $H_1 = H_{1,1} \times H_{1,2}$ and $H_2 = H_{2,1} \times H_{2,2}$ where $H_{i,j}$ are split simple algebraic groups. We denote $W(H_i)$ by $W_i$ and $W(H_{i,j})$ by $W_{i,j}$.

Since the orders of the groups $|H_1(\mathbb{F}_q)|$ and $|H_2(\mathbb{F}_q)|$ are the same, by theorem (IV.8), the fundamental degrees of the Weyl groups $W_1$ and $W_2$ are the same with the same multiplicities. Moreover for $i = 1, 2$, we have $W_i = W_{i,1} \times W_{i,2}$.

The general philosophy of the method is as follows. Let the largest fundamental degree of $W_{i,1}$ be greater than or equal to the largest fundamental degree of $W_{i,2}$. Once we fix a positive integer $n$ to be the largest fundamental degree of $W_1$ (which is the same as the largest fundamental degree of $W_2$), we have a finite set of choices for $H_{1,1}$ and $H_{2,1}$. Then we fix one choice each for $H_{1,1}$ and $H_{2,1}$, and compare the fundamental degrees of $W_{1,1}$ and $W_{2,1}$. Since $H_{1,1} \neq H_{2,1}$ the collections $d(W_{1,1})$ and $d(W_{2,1})$ are different. The fundamental degrees of $W_{1,1}$ that do not occur in $d(W_{2,1})$ must occur in the collection $d(W_{2,2})$ and similarly the fundamental degrees of $W_{2,1}$ that do not occur in $d(W_{1,1})$ must occur in the collection $d(W_{1,2})$. Moreover the fundamental degrees of $W_{1,2}$ and $W_{2,2}$ are bounded above by $n$. This gives us further finitely many choices for the groups $H_{1,2}$ and $H_{2,2}$. Then we simply verify the equality of the collections $d(W_1)$ and $d(W_2)$. If the collections are equal, we get a coincidence of orders ($H_1$, $H_2$).

Let $n$ be the maximum of the fundamental degrees of $W_i$. Suppose that $n$ is the maximum fundamental degree of $W_{1,1}$. Then depending on $n$, we have following choices for the group $H_{1,1}$:

| $n$   | $A_1, B_2$,          |
|------|----------------------|
| 4    |                      |
| 6    | $A_3, B_2$,          |
| 12   | $A_5, B_3, D_4, G_2$ |
| 18   | $A_{11}, B_6, D_7, F_4, E_6$ |
| 30   | $A_{17}, B_9, D_{10}, E_7$ |
| $2m$ | $A_{29}, B_{15}, D_{16}, E_8$ |
| odd  | $A_{n-1}$, $A_{2m-1}, B_m, D_{m+1}$ |

Let $n = 4$. Let us assume that $H_{1,1} = A_3$. Since the groups $H_1$ and $H_2$ do not have any common simple direct factor, $A_3$ is not a factor of $H_2$. Therefore, one of the $H_{2,j}$, say $H_{2,1}$ is $B_2$. Then we have

$$d(W_{1,1}) = \{2, 3, 4\} \quad \text{and} \quad d(W_{2,1}) = \{2, 4\}.$$ 

Thus, 3 is a fundamental degree of $W_{2,2}$ and the maximum of the fundamental degrees of $W_{2,2}$ is less than or equal to 4, hence $H_{2,2} = A_2$. Then, since $d(W_1) = d(W_2)$, the only possibility for the collection $d(W_{1,2})$ is $\{2\}$ and we get that
$H_{1,2} = A_2$. This gives us the order coincidence

$$(A_1A_3, \ A_2B_2).$$

Let $n = 6$. We make several cases depending on the choice of $H_{1,1}$.

Case (1): Let $H_{1,1} = G_2$. Since $H_1$ and $H_2$ do not have any common direct simple factor, $G_2$ is not a direct factor of $H_2$. Then one of the factors of $H_2$, say $H_{2,1}$ is one of the groups $A_5, B_3$ and $D_4$.

Suppose $H_{2,1} = D_4$. Then we have

$$d(W_{1,1}) = \{2, 6\} \quad \text{and} \quad d(W_{2,1}) = \{2, 4, 6\}.$$  

Since the collections $d(W_1)$ and $d(W_2)$ are the same, we have that $\{4, 4\}$ must be a subcollection of $d(W_{1,2})$. But then $H_{1,2} = D_4$ since the collection $d(W_{1,2})$ is bounded above by 6. But this is a contradiction, as $H_1$ and $H_2$ do not have any common simple direct factor.

Suppose $H_{2,1} = B_3$. Then we have

$$d(W_{1,1}) = \{2, 6\} \quad \text{and} \quad d(W_{2,1}) = \{2, 4, 6\}.$$  

Therefore $4 \in d(W_{1,2})$ and the collection $d(W_{1,2}) - \{4\}$ is also a valid collection of fundamental degrees, in fact, it is the collection $d(W_{2,2})$. Moreover the maximum of the collection $d(W_{1,2})$ is less than or equal to 6. This gives us the possible choices for $H_{1,2}$ as $D_4, B_2, A_3$ and the corresponding pairs of order coincidence are

$$(G_2D_4, \ B_3^2), \ (G_2B_2, \ B_3A_1) \quad \text{and} \quad (G_2A_3, \ B_3A_2).$$

Finally suppose $H_{2,1} = A_5$. Then we have

$$d(W_{1,1}) = \{2, 6\} \quad \text{and} \quad d(W_{2,1}) = \{2, 3, 4, 5, 6\}.$$  

Therefore $\{3, 4, 5\}$ is a subcollection of $d(W_{1,2})$, thus implying that $H_{1,2} = A_4$ since the maximum of fundamental degrees of $W_{1,2}$ is less than or equal to 6. This gives us another order coincidence

$$(G_2A_4, \ A_5A_1).$$  

Case (2): Now we let $H_{1,1} = D_4$. We can assume that $G_2$ is not one of the simple factors of $H_2$, thanks to the case above, therefore we have $B_3$ and $A_5$ as the only possible choices for $H_{2,1}$.

Suppose $H_{2,1} = A_5$. Then we have

$$d(W_{1,1}) = \{2, 4, 6\} \quad \text{and} \quad d(W_{2,1}) = \{2, 3, 4, 5, 6\}.$$  

Then $5 \in d(W_{1,2})$ and therefore $4 \in d(W_{1,2})$. Thus, we have that $4$ occurs with multiplicity $3$ in $d(W_1) = d(W_2)$. Since the multiplicity of $4$ in $d(W_{2,1})$ is $1$, the same in $d(W_{2,2})$ is $2$. But then $H_{2,2}$ is $D_4$, since the set $d(W_2)$ is bounded above by 6. This is a contradiction since $H_1$ and $H_2$ do not have any common factor.
Suppose $H_{2,1} = B_3$. Then we have
\[ d(W_{1,1}) = \{2, 4, 4, 6\} \quad \text{and} \quad d(W_{2,1}) = \{2, 4, 6\}. \]
Therefore $4 \in d(W_{2,2})$ such that $d(W_{2,2}) - \{4\} = d(W_{1,2})$. This gives us possible choices of $H_{2,2}$ as $B_2, A_3$ and we get following pairs of order coincidence:
\[ (D_4A_1, B_3B_2) \quad \text{and} \quad (D_4A_2, B_3A_3). \]

Case (3): Finally we let $H_{1,1} = B_3$. We now assume that $G_2$ and $D_4$ do not appear as factors, therefore $H_{2,1} = A_5$. Then we have
\[ d(W_{1,1}) = \{2, 4, 6\} \quad \text{and} \quad d(W_{2,1}) = \{2, 3, 4, 5, 6\}. \]
Therefore $\{3, 5\} \subseteq d(W_{1,2})$ and $d(W_{1,2}) - \{3, 5\} = d(W_{2,2})$. This implies that $H_{1,2} = A_4$ and $H_{2,2} = B_2$, and the order coincidence we get is
\[ (B_3A_4, A_5B_2). \]
This completes the case for $n = 6$.

We follow the same method for other cases and get the required result. \(\square\)

Observe that in the above theorem, we have three infinite families of pairs,
\[ (A_{2n-2}B_n, A_{2n-1}B_{n-1}), (A_{n-2}D_n, A_{n-1}B_{n-1}) \quad \text{and} \quad (B_{n-1}D_{2n}, B_{2n-1}B_n). \]
If we consider the following pairs given by the first two infinite families:
\[ (H_1, H_2) = (A_{2n-2}B_n, A_{2n-1}B_{n-1}) \quad \text{and} \quad (H_3, H_4) = (A_{2n-2}D_{2n}, A_{2n-1}B_{2n-1}) \]
then
\[ (H_1H_4, H_2H_3) = (A_{2n-2}A_{2n-1}B_nB_{2n-1}, A_{2n-1}A_{2n-2}B_{n-1}D_{2n}). \]
This implies that $(B_{2n-1}B_n, B_{n-1}D_{2n})$ is also a pair of order coincidence and this is precisely our third infinite family! Thus, the third infinite family of pairs of order coincidence can be obtained from the first two infinite families.

Similarly if we consider
\[ (H_1, H_2) = (A_2D_4, A_3B_3) \quad \text{and} \quad (H_3, H_4) = (A_2B_3, A_3G_2), \]
then we get the pair $(B_3^2, D_4G_2)$ from the pair $(H_2H_3, H_1H_4)$.

Similarly we observe that
\[ (A_1B_3, B_3G_2) \text{ can be obtained from } (A_1A_3, A_2B_3) \text{ and } (A_2B_3, A_3G_2), \]
\[ (A_1A_5, A_4G_2) \text{ can be obtained from } (A_4B_3, A_5B_2) \text{ and } (A_1B_3, B_5G_2), \]
\[ (A_1D_6, B_5G_2) \text{ can be obtained from } (A_1D_6, A_5B_5) \text{ and } (A_1A_5, A_4G_2). \]

We record our observation as a remark below.

**(IV.12) Remark.** All pairs of order coincidence described in theorem (IV.11) can be obtained from the following pairs:

1. $(A_{2n-2}B_n, A_{2n-1}B_{n-1})$ for $n \geq 2$, with the convention that $B_1 = A_1$, 

$\S 20$. On a group structure on pairs of order coincidence.

Fix a finite field $\mathbb{F}_q$. Let $\mathcal{A}$ be the set of ordered pairs $(H_1, H_2)$ of order coincidence of split semisimple algebraic groups defined over the field $\mathbb{F}_q$. We define an equivalence relation on $\mathcal{A}$ by saying that an element $(H_1, H_2) \in \mathcal{A}$ is related to $(H'_1, H'_2) \in \mathcal{A}$, denoted by $(H_1, H_2) \sim (H'_1, H'_2)$, if and only if there exist two split semisimple algebraic groups $H$ and $K$ defined over $\mathbb{F}_q$ such that

$$H'_1 \times K = H_1 \times H \quad \text{and} \quad H'_2 \times K = H_2 \times H.$$ 

It can be checked that $\sim$ is an equivalence relation. We denote the set of equivalence classes, $\mathcal{A}/\sim$, by $\mathcal{G}$ and the equivalence class of an element $(H_1, H_2) \in \mathcal{A}$ is denoted by $[(H_1, H_2)]$. This set $\mathcal{G}$ describes all pairs of order coincidence $(H_1, H_2)$ where the split semisimple (simply connected) groups $H_i$ do not have any common direct simple factor.

We put a binary operation on $\mathcal{G}$ given by

$$[(H_1, H_2)] \circ [(H'_1, H'_2)] = [(H_1 \times H'_1, H_2 \times H'_2)].$$

It is easy to see that the above operation is well defined modulo the equivalence that we have introduced. The set $\mathcal{G}$ is obviously closed under $\circ$ which is an associative operation. The equivalence class $[(H, H)]$ acts as the identity and $[(H_1, H_2)]^{-1} = [(H_2, H_1)]$. Thus $\mathcal{G}$ is an abelian torsion-free group. Since the first two infinite families described in the remark (IV.12) are independent, the group $\mathcal{G}$ is not finitely generated.

Let $\mathcal{G}'$ be the subgroup of $\mathcal{G}$ generated by following elements.

1. $B_n = [(A_{2n-2}B_n, A_{2n-1}B_{n-1})]$ for $n \geq 2$, with the convention that $B_1 = A_1$,
2. $D_n = [(A_{n-2}D_n, A_{n-1}B_{n-1})]$ for $n \geq 4$,
(3) \(G_2 = [(A_2B_3, A_3G_2)]\),
(4) \(F_4 = [(A_1B_4B_6, B_2B_5F_4)]\),
(5) \(E_6 = (A_4G_2A_8B_6, A_3A_6B_5E_6)]\),
(6) \(E_7 = (A_1B_7B_9, B_2B_5E_7)]\),
(7) \(E_8 = (A_1B_4B_7B_10B_{12}B_{15}, B_3B_5B_8B_{11}B_{14}E_8)]\).

(For a group such as \(B_n\), we use \(B_n\) to denote a pair \((H_1, H_2)\) in which \(B_n\) appears with the largest fundamental degree.)

(IV.13) Lemma. Let \(n\) be a positive integer. Let \(H_1\) and \(H_2\) be split, simply connected, simple algebraic groups such that the Weyl groups \(W(H_1)\) and \(W(H_2)\) have the same highest fundamental degree and it is equal to \(n\). Then there is an element in \(G'\) which can be represented as the equivalence class of a pair \((K_1, K_2)\) of order coincidence such that for \(i = 1, 2, H_i\) is one of the simple factors of \(K_i\) and for any other simple factor \(H'_i\) of \(K_i\) the highest fundamental degree of \(W(H'_i)\) is less than \(n\).

Proof: We prove this lemma by explicit calculations. If \(n\) is odd or \(n = 2\), there is nothing to prove as there is only one group, \(A_{n-1}\), with \(n\) as the highest fundamental degree. Further, the groups \(A_3\) and \(B_2\) are the only groups with 4 as the highest fundamental degree and \(B_2 = [(A_2B_2, A_3B_1)]\) is an element of the group \(G'\) where \(A_3\) and \(B_2\) appear as factors on either sides and all other simple groups that appear have highest fundamental degree less than 4.

If \(n = 2m\) for \(m > 2\) and \(m \not\in \{3, 6, 9, 15\}\), then \(A_{2m-1}, B_m\) and \(D_{m+1}\) are the only groups with \(n\) as the highest fundamental degree. Consider following elements of \(G'\):

\[
B_m = [(A_{2m-2}B_m, A_{2m-1}B_{m-1})], \quad D_{m+1} = [(A_{m-1}D_{m+1}, A_mB_m)]
\]

and

\[
D_{m+1} \circ B_m = [(A_{m-1}A_{2m-2}D_{m+1}, A_mA_{2m-1}B_{m-1})].
\]

The element \(B_m\) contains the simple groups \(A_{2m-1}\) and \(B_m\) on its either sides and other simple groups appearing in \(B_m\) have highest fundamental degree less than \(2m\). Similarly, the elements \(D_{m+1}\) and \(D_{m+1}B_m\) are the required elements of \(G'\) for the pairs \(\{D_{m+1}, B_m\}\) and \(\{A_{2m-1}, D_{m+1}\}\).

Now, we consider the cases when \(n = 6, 12, 18, 30\). These cases involve exceptional groups. We have following elements of \(G'\) for the corresponding pairs:

\[
B_3 = [(A_4B_3, A_5B_2)] \text{ for the pair } \{B_3, A_5\},
\]

\[
D_4 = [(A_2D_4, A_3B_3)] \text{ for the pair } \{D_4, B_3\},
\]

\[
G_2 = [(A_2B_3, A_3G_2)] \text{ for the pair } \{B_3, G_2\},
\]

\[
D_4 \circ G_2 = [(A_2^2D_4, A_3^2G_2)] \text{ for the pair } \{D_4, G_2\},
\]

\[
B_3 \circ D_4 = [(A_2A_4D_4, A_3A_5B_2)] \text{ for the pair } \{D_4, A_5\},
\]

\[
G_2 \circ B_3^{-1} = [(A_2A_5B_2, A_3A_4G_2)] \text{ for the pair } \{A_5, G_2\}.
\]
In the same way, we give following elements of the group $\mathcal{G}'$ for all possible simple groups having highest fundamental degree 12, 18 and 30.

\[ n = 12 \]

\[
\begin{array}{|c|c|}
\hline
\text{pair} & \text{element of } \mathcal{G}' \\
\hline
\{B_6, D_7\} & D_7 = [(A_5D_7, A_6B_6)] \\
\{B_6, A_{11}\} & B_6 = [(A_{10}B_6, A_{11}B_5)] \\
\{B_6, F_4\} & F_4 = [(A_1B_1B_6, B_2B_5F_4)] \\
\{B_6, E_6\} & E_6 = [(A_4G_2A_8B_6, A_3A_6B_5E_6)] \\
\{D_7, A_{11}\} & B_6 \circ D_7 \\
\{D_7, F_4\} & D_7 \circ F_4 \\
\{D_7, E_6\} & D_7 \circ E_6 \\
\{A_{11}, F_4\} & B_6^{-1} \circ F_4 \\
\{A_{11}, E_6\} & B_6^{-1} \circ E_6 \\
\{F_4, E_6\} & F_4^{-1} \circ E_6 \\
\hline
\end{array}
\]

\[ n = 18 \]

\[
\begin{array}{|c|c|}
\hline
\text{pair} & \text{element of } \mathcal{G}' \\
\hline
\{B_9, D_{10}\} & D_{10} = [(A_9D_{10}, A_9B_9)] \\
\{B_9, A_{17}\} & B_9 = [(A_{16}B_9, A_{17}B_8)] \\
\{B_9, E_7\} & E_7 = [(A_1B_7B_9, B_2B_8E_7)] \\
\{D_{10}, A_{17}\} & B_9 \circ D_{10} \\
\{D_{10}, E_7\} & D_{10} \circ E_7 \\
\{A_{17}, E_7\} & B_9^{-1} \circ E_7 \\
\hline
\end{array}
\]

\[ n = 30 \]

\[
\begin{array}{|c|c|}
\hline
\text{pair} & \text{element of } \mathcal{G}' \\
\hline
\{B_{15}, A_{29}\} & B_{15} = [(A_{28}B_{15}, A_{29}B_{14})] \\
\{B_{15}, D_{16}\} & D_{16} = [(A_{14}D_{16}, A_{15}B_{15})] \\
\{B_{15}, E_8\} & E_8 = [(A_1B_1B_7B_{10}B_{12}B_{15}, B_3B_5B_6B_{11}B_{14}E_8)] \\
\{D_{16}, A_{29}\} & B_{15} \circ D_{16} \\
\{D_{16}, E_8\} & D_{16} \circ E_8 \\
\{A_{29}, E_8\} & B_{15}^{-1} \circ E_8 \\
\hline
\end{array}
\]

This completes the proof of the lemma. \(\square\)

**IV.14 Theorem.** The groups $\mathcal{G}$ and $\mathcal{G}'$ are the same.

In other words, the group $\mathcal{G}$ is generated by the following elements:

1. $[(A_{2n-2}B_n, A_{2n-1}B_{n-1})]$ for $n \geq 2$ with the convention that $B_1 = A_1$,
2. $[(A_{2n-2}D_n, A_{n-1}B_{n-1})]$ for $n \geq 4$,
3. $[(A_2B_3, A_3G_2)]$, 
4. $[(A_1B_1B_6, B_2B_5F_4)]$, 
5. $[(A_4G_2A_8B_6, A_3A_6B_5E_6)]$, 
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(6) \([A_1B_7B_9, B_2B_8E_7]\),
(7) \([A_1B_3B_7B_{10}B_{12}B_{15}, B_3B_5B_8B_{11}B_{14}E_8]\).

**Proof:** Let \([\!(H_1, H_2)\!] \in G\). By theorem (IV.8), the fundamental degrees of the Weyl groups \(W(H_1)\) and \(W(H_2)\) are the same with the same multiplicities. Let \(n\) be the highest fundamental degree of \(W(H_1)\) which is the same as the highest fundamental degree of \(W(H_2)\). For \(i = 1, 2\), let \(K_i\) be one of the simple factors of \(H_i\) such that \(n\) is the highest fundamental degree of \(W(K_i)\). Then by previous lemma, there exists an element \([\!(H'_1, H'_2)\!] \in G'\) such that \(K_i\) are the simple factors of \(H'_i\) and the other simple factors of \(H'_i\) have highest fundamental degree less than \(n\). Thus, the element \([\!(H_1'H_2, H_2H'_1)\!]\) is an element of the group \(G\) and the multiplicity of \(K_i\) in either sides of this element is now reduced by 1. This way, we cancel all the simple factors having \(n\) as the highest fundamental degree and then the result is obtained by induction. \(\square\)

§21. A geometric reasoning.

Here we explain how a transitive action of compact Lie groups is related to the coincidence of orders. The exposition is based on [16, Chapter 2, page 121].

Suppose \(H\) is a compact simply connected Lie group acting transitively on a compact connected Lie subgroup \(X = H/H_1\) with \(H_1\) connected. Suppose that \(H_2\) is a closed connected Lie subgroup of \(H\) and that the action of \(H\) on \(X\) when restricted to \(H_2\) remains transitive. Then \(X = H/H_1 = H_2/(H_1 \cap H_2)\). By looking at the homotopy exact sequence for the fibration \(1 \to H' \to H \to H/H' \to 1\) for any closed subgroup \(H'\) of \(H\),

\[
\pi_1(H') \longrightarrow \pi_1(H) \longrightarrow \pi_1(H/H') \longrightarrow \pi_0(H'),
\]

we find that \(H/H'\) is simply connected if and only if \(H'\) is connected. Therefore \(X = H/H_1\) is simply connected and hence if \(X = H_2/(H_1 \cap H_2)\) with \(H_2\) simply connected, \(H_1 \cap H_2\) is connected.

We now assume that there is an analogue of the action of \(H\) on \(X\) over finite fields, which we now take to be all defined over \(\mathbb{F}_q\). By Lang’s theorem (II.4) if \(H_1\) is connected then

\[
|(H/H_1)(\mathbb{F}_q)| = \frac{|H(\mathbb{F}_q)|}{|H_1(\mathbb{F}_q)|}.
\]

Therefore for the equality of spaces \(H/H_1\) and \(H_2/(H_1 \cap H_2)\), with \(H_1, H_2, H_1 \cap H_2\) connected, we find that

\[
|H(\mathbb{F}_q)| \cdot |(H_1 \cap H_2)(\mathbb{F}_q)| = |H_1(\mathbb{F}_q)| \cdot |H_2(\mathbb{F}_q)|.
\]

Thus transitive action of compact Lie groups gives rise to coincidence of orders of finite semisimple groups.
We call an ordered 3-tuple \((H, H_1, H_2)\), as discussed above, a triple of \textit{inclusion of transitive actions}. We first classify all such triples of inclusion of transitive actions and explain the geometric reasoning behind the order coincidence for the first three pairs described in theorem (IV.14). We note some observations.

\textbf{(IV.15) Remark.} Let \((H, H_1, H_2)\) be a triple of inclusion of transitive actions, where \(H, H_1\) and \(H_2\) are compact Lie groups such that \(H_1\) is a subgroup of \(H\) and the natural action of \(H_1\) on \(H/H_2\) is transitive. Then

1. \(H = H_1 H_2\) \cite[Lemma 4.1, page 138]{16} and
2. either \(H_1\) or \(H_2\) has the same maximal exponent as the maximal exponent of the group \(H\) \cite[Corollary 2, page 143]{16}.

(We recall that a natural number \(a\) is an exponent of a compact Lie group \(H\) if and only if \(a + 1\) is a fundamental degree of the Weyl group of \(H\).)

Therefore to classify the inclusions among the transitive actions, equivalently to determine the triples \((H, H_1, H_2)\) of inclusion of transitive actions, it would be desirable to classify the subgroups of a given Lie group of the maximal exponent. We restrict ourselves to the case when \(H\) is a simple Lie group.

\textbf{(IV.16) Theorem \cite{30}.} Let \(H\) be a connected simple compact Lie group and \(H_1\) be a compact Lie subgroup of \(H\) having the same maximal exponent as that of \(H\). Then, the pairs \(H_1 \subseteq H\) are exhausted by the following list:

\[
\begin{align*}
\text{Sp}_n &\subset \text{SU}_{2n} \ (n > 1), & G_2 &\subset \text{SO}_7, & \text{SO}_{2n-1} &\subset \text{SO}_{2n} \ (n > 3), \\
\text{Spin}_7 &\subset \text{SO}_8, & G_2 &\subset \text{SO}_8, & F_4 &\subset E_6.
\end{align*}
\]

Now, we classify the triples \((H, H_1, H_2)\), of inclusion of transitive actions, where \(H\) is a simple Lie group.

\textbf{(IV.17) Theorem \cite{30}.} The triples \((H, H_1, H_2)\) of inclusion of transitive actions where the group \(H\) is simple are the following ones:

| \(H\) | \(H_1\) | \(H_2\) | \(H_1 \cap H_2\) |
|------|------|------|----------------|
| \(\text{SU}_{2n}\) \((n \geq 2)\) | \(\text{Sp}_n\) | \(\text{SU}_{2n-1}\) | \(\text{Sp}_{n-1}\) |
| \(\text{SO}_{2n}\) \((n \geq 4)\) | \(\text{SO}_{2n-1}\) | \(\text{SU}_n\) | \(\text{SU}_{n-1}\) |
| \(\text{SO}_{4n}\) \((n \geq 2)\) | \(\text{SO}_{4n-1}\) | \(\text{Sp}_n\) | \(\text{Sp}_{n-1}\) |
| \(\text{SO}_7\) | \(\text{G}_2\) | \(\text{SO}_6\) | \(\text{SU}_3\) |
| \(\text{SO}_7\) | \(\text{G}_2\) | \(\text{SO}_5\) | \(\text{SU}_2\) |
| \(\text{SO}_8\) | \(\text{Spin}_7\) | \(\text{SO}_7\) | \(\text{G}_2\) |
| \(\text{SO}_8\) | \(\text{Spin}_7\) | \(\text{SO}_6\) | \(\text{SU}_3\) |
| \(\text{SO}_{16}\) | \(\text{SO}_{15}\) | \(\text{Spin}_9\) | \(\text{Spin}_7\) |
Observe that the exponents of the groups $H \times (H_1 \cap H_2)$ and $H_1 \times H_2$ are the same in all above cases. Hence $(H \times (H_1 \cap H_2), H_1 \times H_2)$ is a pair of order coincidence for us. The pairs described in the remark (IV.12) occur in the above descriptions. We can, in fact, give an explicit description of the inclusion among the transitive actions corresponding to the pairs given in the remark (IV.12).

The groups $O_n$, $U_n$ and $Sp_n$ act on the spaces $\mathbb{R}^n$, $\mathbb{C}^n$ and $\mathbb{H}^n$, respectively, in a natural way. By restricting this action to the corresponding spheres, we get that the groups $O_n$, $U_n$ and $Sp_n$ act transitively on the spheres $S^{n-1}$, $S^{2n-1}$ and $S^{4n-1}$, respectively. By fixing a point in each of the spheres, we get the corresponding stabilisers as $O_{n-1} \subset O_n$, $U_{n-1} \subset U_n$ and $Sp_{n-1} \subset Sp_n$.

By treating the space $\mathbb{C}^n = \mathbb{R}^{2n}$, we obtain an inclusion of transitive actions $U_n \subset O_{2n}$, with both the groups acting transitively on $S^{2n-1}$. Since $S^{2n-1}$ is connected, the actions of $SU_n \subset U_n$ and $SO_{2n} \subset O_{2n}$ on $S^{2n-1}$ remain transitive. Thus we get an inclusion of actions $SU_n \subset SO_{2n}$ and the corresponding stabilisers are $SU_{n-1} \subset SO_{2n-1}$. Thus, we get a triple $(SO_{2n}, SU_n, SO_{2n-1})$ or equivalently we get a pair of order coincidence as $(A_{n-2}B_n, A_{n-1}B_n)$. Similarly, by treating $\mathbb{H}^n$ as $\mathbb{C}^{2n}$ and repeating the above arguments, we get the inclusion of transitive actions $Sp_n \subset SU_{2n}$, acting on the sphere $S^{4n-1}$, with $Sp_{n-1} \subset SU_{2n-1}$ as the corresponding stabilisers. This gives us the triple $(SU_{2n}, Sp_n, SU_{2n-1})$ and the pair of order coincidence $(A_{2n-1}B_{n-1}, B_n A_{2n-2})$.

Thus, we get the two infinite families described in the remark (IV.12). The remaining pair of order coincidence, $(A_1 B_3, B_2 G_2)$, can be obtained in a similar way by considering the natural inclusion $G_2 \subset SO_7$. These groups act transitively on the sphere $S^6$ and the corresponding stabilisers are $SU_3$ and $SO_6$. We observe that $SO_6$ is isomorphic to $SL_4$, therefore the triple $(SO_7, G_2, SO_6)$ gives us $(A_2 B_3, A_3 G_2)$ as the corresponding pair of order coincidence.

**Notes.**

It would be interesting to know if the pairs (4) to (7) of theorem (IV.14) involving exceptional groups are also obtained in this geometric way.
CHAPTER V

Excellence properties of $F_4$

This is the last chapter of this thesis. Here we report the work done in [14]. The sections §22, 23 cover the basic material and the last section contains the proof of the main theorem. We also give an easier proof of the main theorem, given by an anonymous referee.

§22. Excellence of linear algebraic groups.

Let $G$ be an algebraic group defined over a field $k$. We say that $G$ is an excellent group if for any extension $L$ of $k$ there exists an algebraic group $H$ defined over $k$ such that $H \otimes_k L$ is isomorphic to the anisotropic kernel of the group $G \otimes_k L$. This notion was introduced by Kersten and Rehmann ([22]) in analogy with the notion of excellence of quadratic forms introduced and studied by Knebusch ([24, 25]). The excellence properties of some groups of classical type have been studied in [20, 22].

It can be seen that a group of type $G_2$ is excellent over a field $k$. Indeed, the group of type $G_2$ is either anisotropic or it is split ([40, Proposition 17.4.2]). Therefore the anisotropic kernel of this group over any extension is either the whole group or it is trivial, and hence it is always defined over the base field. We prove in this chapter that a group of type $F_4$ is also excellent over any field of characteristic other than 2 and 3.

Let $k$ be a field of characteristic other than 2 and 3. Let $G$ be a group of type $F_4$ defined over $k$ and let $L$ be an extension of $k$. It is known that $G$ can be described as the group of automorphisms of an Albert algebra, $A$, defined over $k$ (Theorem I.8). If the split rank of the group $G \otimes_k L$ is 0 or 4, then the respective anisotropic kernels, being either the whole group $G \otimes_k L$ or the trivial subgroup, are defined over $k$. If the group $G \otimes_k L$ has split rank 1 for an extension $L/k$, then the corresponding Albert algebra over $L$ can be described as the algebra of $3 \times 3$ hermitian matrices over an octonion algebra, say $C$, defined over $L$. We prove that the anisotropic kernel of the group $G \otimes_k L$ is defined in terms of the norm form of the octonion algebra $C$. Since the octonion algebra $C$ is defined over $k$ (cf. [32, Theorem 1.8]), it follows that the anisotropic kernel of $G \otimes_k L$ is defined over $k$. Thus the group $G$ is an excellent group over $k$. 67
§23. Albert algebras and groups of type $F_4$.

We fix a field $k$ of characteristic other than 2 and 3 for this section. An Albert algebra defined over $k$ is a (non-associative) $k$-algebra $A$ such that $A \otimes_k k$ is isomorphic to the split Albert algebra $\mathcal{H}(\mathcal{C}; \Gamma)$ for the split octonion algebra $\mathcal{C}$ defined over $\overline{k}$ and for some diagonal $\Gamma \in M_3(\overline{k})$. These algebras are important because they describe the simple groups of type $F_4$ and $E_6$.

By Tits’ classification ([44]), we know that the possibilities for the split ranks of a group of type $F_4$ are 0, 1 or 4. The anisotropic kernel in each type is the anisotropic group of the type described by the Dynkin diagram obtained by removing the special vertices denoted by $\bullet$. A group of type $F_4$ of split rank $i$ is denoted by $F_{4,i}$, for $i = 0, 1, 4$.

The group $F_{4,0}$: 

This group is anisotropic and hence the anisotropic kernel of this group is the group $F_{4,0}$ itself.

The group $F_{4,4}$: 

This group is split, therefore the anisotropic kernel of this group is trivial.

The group $F_{4,1}$: 

This group has a split torus of dimension 1. Once we remove the special vertex from the above Dynkin diagram, we get the Dynkin diagram of type $B_3$. Hence the anisotropic kernel of $F_{4,1}$ is an anisotropic group of type $B_3$.

We now compute the anisotropic kernel of the group $F_{4,1}$ explicitly. It is known that if the split rank of the $k$-group $\text{Aut}_k(A)$ is nonzero, then the Albert algebra $A$ is reduced, i.e., it has an idempotent $\neq 0, 1$. Further, a reduced Albert algebra $A$ defined over $k$ is $k$-isomorphic to $\mathcal{H}(\mathcal{C}; \Gamma)$ for some octonion algebra $\mathcal{C}$ defined over $k$ and for some diagonal matrix $\Gamma \in \text{GL}_3(k)$ ([40, Theorem 17.6.7]). More precisely, we have

(V.1) Proposition ([1, Theorem 6]). Let $k$ be a field of characteristic other than 2 and 3, and let $G$ be a group of type $F_4$ defined over $k$ whose $k$-rank is 1. Then the group $G$ can be described as the automorphism group of an Albert algebra $A = \mathcal{H}(\mathcal{C}; 1, -1, 1)$ where $\mathcal{C}$ is a division octonion algebra defined over $k$.

We fix an Albert algebra $A = \mathcal{H}(\mathcal{C}; 1, -1, 1)$ for a division octonion algebra $\mathcal{C}$ defined over $k$. Let $Q$ denote the norm form on $A$ and let $\langle \cdot, \cdot \rangle$ be the associated bilinear form. We denote the group $\text{Aut}_k(A)$ by $G$, which is a group of type $F_4$ whose $k$-rank is 1. To compute $G_{an}$, we need the description of a maximal torus in $G$ which has a rank 1 split subtorus.

Observe that there is a map $\phi : \text{SO}(1, -1, 1) \to G$ which sends $X \in \text{SO}(1, -1, 1)$ to the automorphism of $A$ given by $\theta \mapsto X\theta X^{-1}$ ([31, Lemma 5.1]). The group $\text{SO}(1, -1, 1)$ is a $k$-split group. Indeed, it contains the following 1-dimensional
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split torus,

$$T = \left\{ \begin{pmatrix} a & b & 0 \\ b & a & 0 \\ 0 & 0 & 1 \end{pmatrix} \in \text{GL}_3 : a^2 - b^2 = 1 \right\}.$$  

The kernel of the map $\phi$ is finite, hence the image of the torus $T$ under the map $\phi$ is a 1-dimensional split torus in $G$. We prove that this torus $\phi(T)$ can be embedded in a certain subgroup of $G$ of type $B_4$ and so the anisotropic kernel, $G_{an}$ can be described as the anisotropic kernel of the same subgroup.

(V.2) Lemma. There exists a primitive idempotent $u \in A$ such that $G_{an}$, the anisotropic kernel of the group $G$, is the same as the anisotropic kernel of the subgroup $G_u$ of $G$, consisting of those automorphisms of $A$ that fix $u$.

Proof: Define $u$ to be the idempotent

$$\begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \in A.$$  

Since $Q(u) := \text{tr}(u^2)/2 = 1/2$, $u$ is a primitive idempotent. Let $G_u$ denote the subgroup of $G$ consisting of the automorphisms of $A$ which fix $u$. This subgroup $G_u$ is isomorphic to the group $\text{Spin}(Q,E_0)$ ([40, Proposition 7.1.6]), where

$$E_0 := \{x \in A : \langle x, 1 \rangle = \langle x, u \rangle = 0, ux = 0 \}.$$  

It can be easily seen that the space $E_0$ is given by:

$$E_0 = \left\{ \begin{pmatrix} x & c & 0 \\ -c & -x & 0 \\ 0 & 0 & 0 \end{pmatrix} \in A \right\} \sim \mathbb{k} \oplus \mathbb{C}.$$  

Thus, the space $E_0$ is a 9-dimensional vector space over $k$ and hence the group $\text{Spin}(Q,E_0)$ is a group of type $B_4$. The quadratic form on $E_0$ is given by

$$(x,c) \mapsto x^2 - \overline{c} = x^2 - N(c),$$

where $N$ denotes the norm form of $\mathbb{C}$. It can be seen that the torus $\phi(T)$ fixes the idempotent $u$, therefore $\phi(T)$ is contained in $G_u$. It is a group of $k$-rank 1, as it contains the torus $\phi(T)$. By Tits classification ([44, page 55, 56]), we know that the anisotropic kernel of $G_u$ is a group of type $B_3$. Moreover, $G_{an}$ is also a group of type $B_3$ and it contains $(G_u)_{an}$, therefore it is clear that the anisotropic kernels of the groups $G$ and $G_u$ are the same. □
§24. The main theorem.

This section is devoted to the proof of the following main theorem.

(V.3) Theorem. Let $k$ be a field of characteristic other than 2 and 3 and let $G$ be a group of type $F_4$ defined over $k$. Then $G$ is an excellent group.

Proof: Let $k$ be a field of characteristic other than 2 and 3 and fix a simple group $G$ of type $F_4$ defined over $k$. Let $\mathcal{A}$ be the Albert algebra such that $G = \text{Aut}_k(\mathcal{A})$. We want to show that for any extension $L/k$, there exists a group $H$ defined over $k$ such that $H \otimes_k L$ is isomorphic to $(G \otimes_k L)_{an}$. Fix an extension $L/k$.

If the $L$-rank of the group $G \otimes_k L$ is 0, we define $H$ to be the group $G$ itself and if the $L$-rank of $G \otimes_k L$ is 4, then we define $H$ to be the trivial subgroup of $G$.

Now, let the $L$-rank of the group $G \otimes_k L$ be 1. Then the group $G \otimes_k L$ can be described as the group of $L$-automorphisms of the Albert algebra $\mathcal{H}(\mathcal{C}; 1, -1, 1)$ for some division octonion algebra $\mathcal{C}/L$. By the uniqueness of the Albert algebra, we have $\mathcal{A} \otimes_k L \sim \mathcal{H}(\mathcal{C}; 1, -1, 1)$. By lemma (V.2), the anisotropic kernel of the group $G \otimes_k L$ is the same as that of a subgroup of type $B_4$ which is isomorphic to $\text{Spin}(Q, L \oplus \mathcal{C})$, where the form $Q$ is given by

$$(l, c) \mapsto l^2 - N(c)$$

where $N$ is the norm form of the division octonion algebra $\mathcal{C}$.

It is a theorem of Serre and Rost that for an Albert algebra defined over $k$ and for a reducing field extension $L/k$, the co-ordinate octonion algebra is defined over $k$ ([32, Theorem 1.8]).

Therefore, the algebra $\mathcal{C}$ is defined over $k$ and so is the norm form $N$. Hence the quadratic form $Q$ is also defined over $k$. We define $H$ to be the anisotropic kernel of the $k$-group $\text{Spin}(Q, k \oplus \mathcal{C})$, then it is clear that $H \otimes_k L$ is isomorphic to the anisotropic kernel of $G \otimes_k L$.

Thus the group $G$ is an excellent group. $\square$

Notes.

In §23, we compute the anisotropic kernel of any group of type $F_4$ defined over $k$. These computations are important for the proof presented in the last section. Now, we give a proof which does not require these computations.

Another proof of Theorem (V.3). Let $k$ be a field of characteristic other than 2 and 3, and let $G$ be a group of type $F_4$ defined over $k$. Let $G$ be isomorphic to $\text{Aut}_k(\mathcal{A})$ for an Albert algebra $\mathcal{A}/k$. Let $L$ be an extension of $k$. 
If the split rank of the group $G \otimes_k L$ is 0 or 4, then the anisotropic kernel of the group $G \otimes_k L$ is clearly defined over $k$.

If the split rank of the group $G \otimes_k L$ is 1, then $G \otimes_k L \sim \text{Aut}_L(A \otimes_k L)$ where $A \otimes_k L$ is a reduced Albert algebra defined over $L$. Then there exists an octonion algebra $\mathfrak{C}$ defined over $L$ such that $A \otimes_k L \sim H(\mathfrak{C}; 1, -1, 1)$. By the theorem of Serre and Rost ([32, Theorem 1.8]), the octonion algebra $\mathfrak{C}$ is defined over $k$. Define $G'$ to be the $k$-automorphism group of the $k$-algebra $H(\mathfrak{C}; 1, -1, 1)$. Then $G'$ is a group of type $F_4$ and its $k$-rank is 1. Clearly, the anisotropic kernel of the group $G'$ is isomorphic to $(G \otimes_k L)_{an}$ over $L$ and hence the anisotropic kernel of the group $G \otimes_k L$ is defined over $k$.

This proves that the group $G$ is excellent. □
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