High Accuracy, 6-DoF Simultaneous Localization and Calibration Using Visible Light Positioning

Junye Chen, Dinghao Zeng, Chen Yang, and Weipeng Guan

Abstract—Benefiting from the development of image sensors and the popularity of light-emitting diode (LED) lighting technology, visible light positioning (VLP) technology based on image sensors has ushered in vigorous development and broad prospects, which can provide low-cost and high-accuracy position service. However, the existing approaches require dense LEDs or sensors such as gyroscopes to assist positioning, which limits the area and lower the accuracy of positioning because of the errors from imperfect sensors. In this article, we propose a simultaneous localization and calibration VLP method based on double coplanar circular LED lights aiming to get rid of the dependence on additional sensors and dense LED transmitters. By the pinhole camera model and the perspective projection of circle, our proposed method extends the available position area and relaxes the required quantity of LED to two. The experiment result showed that our system has a mean 3D positioning accuracy of 7.91cm, a mean angle error of less than 1.6°, and an average latency of 182ms on mobile devices.

Index Terms—6 Degrees of freedom (6-DoF), circular projection features, high accuracy, visible light positioning (VLP).

I. INTRODUCTION

For years, positioning technologies have played an important role in many fields, such as transportation, production, navigation, and commercial service. When considering outdoor scenarios, wireless signals can travel in open spaces, so the problem is usually solved by technologies such as Global Positioning System (GPS). However, due to the obstruction of signal transmission, the performance of GPS decreases significantly when used indoors. Indoor positioning is widely used in shopping malls, museums, warehouses, parking lots, and other indoor spaces, making the demand for low-cost and high-accuracy positioning technology increase rapidly. However, most indoor positioning approaches, such as wireless fidelity (Wi-Fi), Zigbee, Bluetooth, Ultra-Wideband (UWB), Infrared Radiation (IR), ultrasonic and Radio-frequency Identification (RFID), are limited by either high cost when considering a large-scale deployment, or low accuracy typically in some scenarios.

For example, the deployment costs of Wi-Fi and Bluetooth technologies are inexpensive, but their positioning accuracy can only achieve the meter level. On the contrary, IR and UWB technologies can achieve centimeter-level positioning accuracy with expensive deployment costs. Considering the drawbacks of indoor positioning technologies mentioned above, moreover, benefiting from the popularity of LED lighting in recent years, visible light positioning has become an emerging and promising technology. Since the LED lighting can be reused with the transmitter of the positioning system, VLP simultaneously meets low deployment cost, high accuracy, energy efficiency, and long lifetime [1]. In addition, a typical VLP system will not generate any radio frequency (RF) signals, which has no interference in RF-sensitive devices and shows good anti-interference for RF signals when in peak time.

Mainstream VLP can be classified into two major categories according to the detector type of receiver, photodiode (PD)-based VLP and image sensor-based VLP. The former is realized with different technologies, including the received signal strength (RSS) (including white light [2] and colors [3]), the angle of arrival (AOA) [4], the time of arrival (TOA) [5], the time difference of arrival (TDOA) [3], [6], the phase difference of arrival (PDOA) [7], and the database-dependent localization [8]. Nevertheless, the RSS based on the optical channel model is susceptible to environmental conditions and the influence of multipath effects cannot be ignored, which degrades the positioning accuracy. In [3], Pergoloni et al. used colored lights to achieve decimeter-level positioning accuracy and compared the performance of schemes based on RSS and TDOA, respectively. Since the angular measurements, the measuring of received signal strength, varying intensities of light, and the solving of quadratic equations jointly determine the result of positioning [9], they usually cause a large error. Besides, high-precision devices are required to estimate the position of the terminal when using the phase difference of arrival (PDAO) or phase of arrival (POA), the time difference of arrival (TDOA) or time of arrival (TOA) [10]. In practical application, three or more LED transmitters are required to realize positioning jointly. Meanwhile, the field of view (FOV) of the PD is smaller than that of the image sensor, and the PD-based VLP system is not suitable for fast moving objects.

Due to the disadvantages mentioned above and the rapid development of high-resolution complementary metal-oxide-semiconductor (CMOS) image sensors, VLP based on CMOS image sensors as an alternative has attracted more and more attention. Fortunately, most commercial smartphones are
equipped with high-resolution CMOS image sensors now, which can be applied in most VLP position schemes. For these VLP systems, multiple lights are captured simultaneously by the image sensor to obtain the geometric features or centers and calculate the location of the receiver. By the rolling shutter effect of CMOS, the on-off state of the LED lights can be captured in the form of stripes and recognized, so that the actual positions of the modulated LEDs can be transmitted. At the same time, the data rate can be raised to a level that is much higher than the capture rate of the image sensor, which is 30 frames per second in general [11]. Moreover, image sensor-based VLP can reach a higher accuracy compared to PD-based positioning schemes because it is less subjected to multipath effects and the diffuse reflection of the light.

A. Motivation

So far, many image sensor-based VLP methods have been proposed, but they commonly have some issues in practical application. For example, in [12], [13], [14], [15], [16], the position methods rely on the assistance of additional device sensors like the gyroscope or IMU to obtain orientations, because the image is needed to combine with the outputs of the additional sensors for positioning or compensation for positioning errors. This is usually a main source of positioning and navigation errors because of the inaccuracy of the azimuth angle shown in previous researches [17], [18]. Then, there is a requirement for the number of transmitters — no less than 3 lights in various schemes [19], [20], [21], [22], [23], [24]. In [25], [26], the authors put forward position methods based on a single LED light with a beacon or a mark. In fact, the beacon or mark here functions as the second light, so they are quasi-double light schemes. If the beacon detection fails, then the positioning will also fail. In addition, the effective positioning area shown in the experiment is too small [26], which is not suitable for large indoor areas with sparse lights. Numerous methods concentrate on the translation between the camera and the anchor light, but few approaches notice the rotation and the intrinsic matrix which is an intrinsic property of the camera in the pinhole camera model. It is usually assumed that the focal length of the camera is already known in many image sensor-based VLP schemes, which plays a critical part in calculating the Z coordinate of the receiver or forming the intrinsic parameter matrix [12], [15], [16], [27], [28], [29], [30], [31]. However, the zoom lens is extensively used to obtain a clear image in most scenarios, thus it’s not reasonable to assume the focal length as a constant. Furthermore, some methods only allow a slight tilt when the compensation for angles from an angular sensor [12].

In this paper, we propose a simultaneous localization and calibration VLP method based on double coplanar circular LED lights that can obtain six degrees of freedom (6-DoF), position (x, y, z) and posture (pitch, roll, azimuth), of the camera accurately without additional sensors and calibrate the intrinsic matrix by the focal length. Here, we regarded the focal length as a variable and obtained it by solving an optimization problem of the lamp plane. In the experiment, the ranges of pitch and roll angle of the receiver are from about -45° to +45° respectively, which is closer to practical application.

B. Contribution

The main contributions of our research are as follows.
1) We relaxed the minimum quantity of LEDs required to two without any beacons or marks and extended the available positioning area of each group of LEDs to 9m².
2) The camera receiver can gain 6-DoF in one image and get rid of the dependence on additional sensors.
3) The algorithm can dynamically estimate the undetermined focal length, which is applicable in forming the intrinsic matrix when the focal length changes with position.

C. Organization

The rest of the paper is organized as follows. The second section provides a brief description of the system. Then, the third section introduces the model of the positioning algorithm and summarizes the problems to be solved. Next, the fourth section introduces the designed experiment and analyzes the performance of the experiment results quantitatively and qualitatively. Finally, the fifth section draws a conclusion and summarizes the thesis.

II. SYSTEM OVERVIEW

The system of VLP schematically shown in Fig. 1 consists of modulated LED transmitters mounted on the ceiling parallel to the ground and the smartphone receiver. Each LED is assigned a unique identity (ID) that is associated with the actual location. The relations are stored in an ID location database. The coordinate systems of the lamp (denoted by {L}) and camera (denoted by {C}) are defined as follows, respectively. The XOY plane of the lamp coordinate system is parallel to the lamp plane, and the Z-axis is defined by the unit normal vector as a reference direction. Similarly, the Xc,Yc plane of the camera coordinate...
system is parallel to the image plane, and the Z-axis is defined by the direction of the optical axis, whose corresponding image axis u and v are also parallel to X_c and Y_c, respectively. Two coordinate systems share the same origin which is the optical center of the camera.

The perspective projection of a spatial circle is generally an ellipse. Considering the projection of two coplanar circular LED lights, we can obtain two ellipses on the image sensor plane. When the smartphone and the LED plane are parallel, it is a special case where two ellipses change into two circles. The positioning problem is to estimate the position and the posture of the camera from a perspective image of two ellipses. The posture can be gained from elliptical features and the position can be derived from the reference between the reference lamp and the smartphone. Chen et al. [32] gave a solution to extrinsic parameters in research on camera calibration. In this paper, we extend the method, apply it to VLP, and give a description of the proposed method as follows.

III. PRINCIPLE AND MODEL

In this paper, we simplify the complex nonlinear model of the camera lens system into a simple pinhole camera model in order to analyze the model.

A. The Posture of Camera

The perspective projection of a typical pinhole camera model can be expressed in the below form,

\[
Z_c = \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} f/dx & 0 & u_0 & 0 \\ 0 & f/dy & v_0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} X_w \\ Y_w \\ Z_w \end{bmatrix},
\]

where \( Z_c \) represents the z-coordinate of the point with respect to \{C\}, \([X_w, Y_w, Z_w]^T\) is the actual position of the point, and \( u, v \) is the coordinate of the point on the image. \( f \) (focal length), \( dx, dy \) (physical size of the pixels) and \( u_0, v_0 \) (the center of the image) constitute the intrinsic matrix, which connects the pixel coordinate system to \{C\}. Similarly, \( T \) (the translation vector), and \( R \) (the rotation matrix) constitute the extrinsic matrix, which connects \{C\} to the world coordinate system. To position the camera with a zoom lens and calibration, the extrinsic matrix and the focal length of the intrinsic matrix need to be figured out.

We consider one circle at first. For any one of the LEDs, it can be expressed in the below form,

\[
(x_l - x_0)^2 + (y_l - y_0)^2 = r^2,
\]

where \((x_0, y_0)\) is the center, \((x_l, y_l, z_l)\) are the coordinates of the points on the circle, \(z_0\) is the Z-coordinate of points on the plane and the radius is known as \(r\). The equations describe an intersection of an oblique circular cone and the plane \(z_l = z_0\). Combining the two expressions above, we can derive the oblique circular cone in the following quadratic form,

\[
L_P^T M C^T L_P^C = 0,
\]

where

\[
M_C = \begin{bmatrix} 1 & 0 & -z_0 \\ 0 & 1 & -\frac{z_0}{y_0} \\ -\frac{x_0}{z_0} & -\frac{y_0}{z_0} & \frac{x_0^2 + y_0^2 - r^2}{z_0^2} \end{bmatrix},
\]

and \(L_P = [x_l y_l z_0]^T\) is a vector from origin to a point of the circle. In order not to lose generality, we focus on the tilt situation. For a common ellipse in the image, it can be described by the follow expression,

\[
A_u^2 + 2B_u v + C_v^2 + 2D_u + 2E_v + F = 0.
\]

Let the focal length of the camera be denoted by \(f\), by the perspective projection of pinhole camera model,

\[
\begin{bmatrix} u \\ v \end{bmatrix} = -\frac{f x_c}{x_c} \begin{bmatrix} u \\ v \end{bmatrix}.
\]

Substituting it into (4), we derive the cone in \{C\}.

\[
Ax_c^2 + 2B x_c y_c + Cy_c^2 - 2D_u x_c z_c - 2E_v y_c z_c + F z_c^2 = 0,
\]

where \([x_c, y_c, z_c]^T\) is the coordinates of the points of the ellipse in \{C\}, then the above equation can be simplified as,

\[
C^T P^T M C^T P = 0,
\]

where

\[
M = \begin{bmatrix} A & B & -\frac{D}{f} \\ B & C & -\frac{E}{f} \\ -\frac{D}{f} & -\frac{E}{f} & \frac{F}{f^2} \end{bmatrix},
\]

and \(C^T P = [x_c, y_c, z_c]^T\) is also a vector from origin to a point of the ellipse, \(k > 1\) is a scale factor that describes the scale transformation between the two vectors. Since \(M\) is a real symmetric matrix, it can be diagonalized by an orthonormal matrix \(U\) subjected to \(U^T U = I\),

\[
M = U \Lambda U^T,
\]

where \(\Lambda = Diag\{m_1, m_2, m_3\}\) are the eigen-values and \(U = [u_1, u_2, u_3]\) are the normalized eigen-vectors. Since \{L\} and \{C\} have the same origin, there exists a rotation matrix \(C_L R\) that transforms \(L_P\) to \(C P\) as following,

\[
CP = C_L R^T L_P C.
\]

Substituting (6) and (7) into (5) and combining (3) can derive the following relation,

\[
k_L^T R^T U \Lambda U^T C_L R = M_C.
\]

We define \(R_U = U^T C_L R\), which is also a rotation matrix. So, we have

\[
k_L^T U^T \Lambda R_U = M_C,
\]

where \(R_U = \begin{bmatrix} r_{1x} \\ r_{1y} \\ r_{1z} \end{bmatrix}\). Noticing the \(I_{2x2}\) in the upper left corner of \(M_C\), we have constraints from (9),

\[
\begin{bmatrix} m_1 r_{1x}^2 + m_2 r_{1y}^2 + m_3 r_{1z}^2 = m_1 r_{2x}^2 + m_2 r_{2y}^2 + m_3 r_{2z}^2 \\ m_1 r_{1x} r_{2x} + m_2 r_{1y} r_{2y} + m_3 r_{1z} r_{2z} = 0 \end{bmatrix},
\]

(10)

When using the similarity and substituting (6) into (5), another constraint of the cone is that,

\[
m_1 x_u^2 + m_2 y_u^2 + m_3 z_u^2 = 0,
\]
where \( UT \) \( CP = [x_u, y_u, z_u]^T \), compared with the standard equation of the quadratic cone, without loss of generality,
\[
\begin{cases}
  m_1 m_2 > 0 \\
  m_2 m_3 < 0 \\
  m_1 \geq |m_2| > 0
\end{cases}.
\]

(11)

Considering (10) and unitizing the vectors of \( RU, RU \) also has the constraints as follows,
\[
\begin{align}
  r_1^2 + r_2^2 + r_3^2 &= 1 \\
  r_2^2 + r_2^2 + r_2^2 &= 1 \\
  r_3^2 + r_3^2 + r_3^2 &= 1
\end{align}
\]

(12)

so the parameters corresponding to the circle on the right side of (9) can be derived,
\[
\begin{align}
  \frac{x_0}{z_0} &= -k (m_1 r_{x1} r_{x3} + m_2 r_{y1} r_{y3} + m_3 r_{z1} r_{z3}) \\
  \frac{y_0}{z_0} &= -k (m_1 r_{x2} r_{x3} + m_2 r_{y2} r_{y3} + m_3 r_{z2} r_{z3}) \\
  \frac{z_0^2}{z_0^2} &= k (m_1 r_{x2} r_{x3} + m_2 r_{y2} r_{y3} + m_3 r_{z2} r_{z3})
\end{align}
\]

(13)

By simplifying (13), we can get the following results,
\[
\begin{align}
  k &= m_2 \\
  \frac{x_0}{z_0} &= -t_2 \frac{\sqrt{(m_1 - m_2)(m_2 - m_3)\cos \theta}}{m_2} \\
  \frac{y_0}{z_0} &= -t_1 t_2 \frac{\sqrt{(m_1 - m_2)(m_2 - m_3)\sin \theta}}{m_2} \\
  \frac{z_0^2}{z_0^2} &= -\frac{r_2 m_2}{m_1 m_3}
\end{align}
\]

(14)

where \( \theta \) is an auxiliary variable without practical significance, with undetermined signs \( t_1, t_2 \). The unit normal vector of the light plane in \( \{C\} \), denoted by \( N \), is parallel to the Z-axis of \( \{L\} \) and the center of the light in \( \{L\} \) is denoted by \( C \), so we can derive them from what they are in \( \{L\} \),
\[
\begin{align}
  C &= C \begin{bmatrix}
  x_0 \\
  y_0 \\
  z_0
\end{bmatrix} = U RU \begin{bmatrix}
  x_0 \\
  y_0 \\
  z_0
\end{bmatrix} = z_0 U \begin{bmatrix}
  t_2 m_2 L \\
  0 \\
  -t_1 m_2 J
\end{bmatrix}, \\
  N &= C \begin{bmatrix}
  0 \\
  0 \\
  1
\end{bmatrix} = U RU \begin{bmatrix}
  0 \\
  0 \\
  1
\end{bmatrix} = U \begin{bmatrix}
  t_2 L \\
  0 \\
  -t_1 J
\end{bmatrix}
\end{align}
\]

(15)

where \( z_0 = \frac{r m_2}{\sqrt{m_1 m_3}} \) and \( J = \begin{bmatrix} m_2 \end{bmatrix}, L = \begin{bmatrix} m_1 m_3 \end{bmatrix} \).

To determine the signs in (15), we denote the direction coming out of the light plane as the positive direction of the normal vector \( N \), and the circle faces to the camera. Then, we have the following inequality constraints,
\[
\begin{align}
  C \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T &> 0 \\
  N \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T &< 0
\end{align}
\]

(16)

So, there is no more than two sets of possible solutions of \( N \) and \( C \), and only one solution whose \( C \) in front of the camera is acceptable in our research. To figure out the \( N \) is to find a plane whose intersection with the above conical surface is a circle. Since the focal length \( f \) is unknown, it is retained in all expressions. Because the two LEDs are coplanar, the unit normal vectors of the LEDs, denoted by \( N_1(f) \) and \( N_2(f) \), would be parallel,
\[
N_1(f) = N_2(f).
\]

Therefore, the solution to \( f \) can be transformed into the following optimization problem,
\[
\min f = (N_1(f) \cdot N_2(f) - 1)^2,
\]

(17)

from which we can get the \( f \) and figure out the \( N \) and \( C \).

Here, we select the center \( C_1 \) of reference light as the origin to establish the positioning coordinate system, denoted by \( \{P\} \), which can be defined by the vectors in \( \{C\} \) as follows,
\[
\begin{bmatrix}
  i \\
  j \\
  k
\end{bmatrix} = \begin{bmatrix}
  C_2 - C_1 \\
  k = N \end{bmatrix},
\]

(18)

where \( i, j, k \) are the bases of \( \{P\} \), and \( C_2 \) is the center of the other light. Thus, the orientation of \( \{P\} \) described in \( \{C\} \) can be given by
\[
C prw = [i j k]
\]

(19)

where \( \alpha, \beta, \gamma \) represent pitch, roll and azimuth angle, respectively.

B. The Position of Camera

If we know a vector \( P A \) described with respect to \( \{P\} \), it is easy to compute its with respect to \( \{C\} \) by the following expression,
\[
C PA = \begin{bmatrix} C prw \\ 1 \end{bmatrix} \begin{bmatrix}
  C T \end{bmatrix} \begin{bmatrix} P ORG \\ 1 \end{bmatrix},
\]

(20)

where \( C T \) \( P ORG \) locates the origin of \( \{P\} \) relative to \( \{C\} \). Hence, the position of camera with respect to \( \{P\} \) can be computed by
\[
P P_{camera} = -\frac{\varepsilon}{\varepsilon} prw C PC1 = -\frac{\varepsilon}{\varepsilon} prw C PC1,
\]

(21)

where \( C PC1 \) is the coordinate of reference light \( C_1 \) with respect to \( \{C\} \). Then the actual position of the camera can be obtained by referring to the actual position of the reference light.

C. The Focal Length and Intrinsic Matrix

To solve the optimization problem in (17), a sensible approach is to find the range of solution. Before positioning, we estimate the range of focal length firstly. If the camera is parallel to the lamp plane, by the similarity property of triangles, we have
\[
\frac{D}{f_0} = \frac{D}{\varepsilon},
\]

(22)

where \( D \) is the distance between two centers of lights, \( H \) is the height between the optical center and the lights, \( d \) is the distance between two centers of circles on the image, and \( f_0 \) is the approximate focal length. Hence, we can obtain the solution range \([1 - t] f_0, (1 + t) f_0] \) by a scale \( t \), \( 0 < t \leq 1 \), and the
solution to focal length \( f \) in (17) can be computed by iteration. The other intrinsic parameters in (1) that are constants can be measured in advance, so we can form the intrinsic matrix by this solution and achieve the calibration.

IV. EXPERIMENT AND ANALYSIS

A. Static Experiment Settings

We evaluated the accuracy and effectiveness of the proposed method through experiments in the following. The whole experiment area is \(3m \times 3m\), divided into \(0.5m \times 0.5m\) grid size, and 49 test points are selected at the height of approximately \(2m\). The LED transmitter consists of the control module and the LED light. As is shown in Fig. 2, two coplanar circular LEDs are mounted parallel to the ground and the distance between the two centers of LEDs is \(600mm\). In order to be scalable, the control circuit unit is made up of several off-the-shelf modules. The AC to DC power supply converts AC 220V to DC 72V, providing a power supply for the LED driver module and the Microcontroller Unit (MCU) buck module. Then, the MCU driven by the MCU buck module generates the control signal to control the amplification module to drive the LED transmitter. Next, the ID information of each light is downloaded into the memory of the MCU in advance, converted into high and low levels, and generates the control signal to modulate the LEDs by adopting on-off keying (OOK) modulation scheme, which achieves the signal transmission.

The receiver is an IQOO smartphone with a 12-Megapixel front camera. Before positioning, we calibrated the intrinsic parameters of the camera except focal length. Then, we set the camera horizontal to estimate the range of focal length mentioned in Section III C. Here, we took \( t = 0.5 \) initially. Given that the actual experimental environment is not ideal, we considered that the focal length is effective if \( i \cdot k < 0.2 \) in (19). To avoid accidental errors, if we cannot find a satisfactory result in this interval that \( t = 0.5 \) for five consecutive times, we increase the value of \( t \), \( t = t + 0.1 \), until an effective solution can be found. If an effective solution still cannot be obtained when \( t = 1 \), it indicates that the camera needs to be recalibrated at another height to estimate the approximate focal length and the solution interval. To reduce the effect of light saturation, we minimized the ISO and the exposure time of the camera. By the rolling shutter effect, the transmitted signal is obtained in the form of light and dark image stripes. We used Gaussian blur and erosion operations to eliminate the blooming and smear on the image. Next, the image is processed by RGB to grayscale, binarization, and closed operation to eliminate the influence of stripes, so we gained ROI of the LED images by LED-ID detected method from the source image, based on which the ID is identified by an efficient decoding scheme. Hence, referring to the established ID location database that is stored in the receiver, different LEDs can be easily distinguished and the actual locations of the LEDs can also be obtained. Meanwhile, after image processing, we used the least square method to fit the contours of LEDs extracted in ROI and gained the parameters of two ellipses that are input to the positioning algorithm in Section III. We solved it by simulated annealing method. After solving the optimization problem, we can get the focal length to calculate the LED centers and the normal vectors of the lamp plane, and then the rotation matrix and translation vector are obtained. Thus, we can obtain the relative position of the receiver with respect to the reference LED (specified according to the ID), and combining the actual location of the reference LED mentioned above can finally obtain the actual position of the receiver. If the estimated ID did not match the ID in the database, the positioning result will not update. In this case, when limiting the usage of ID codes, there is only a small probability that an incorrect ID matches another correct ID in the database. By this means, we can ensure the accuracy of positioning. When multiple lights appear in the image, we choose the two LEDs that are nearest to us to position. If we are at the same distance from the two lights, we choose one of them as the reference LED according to the numerical value of the ID code. The algorithm diagram of the positioning system and the captured image of LEDs can be seen in Fig. 3. The specific processes of the efficient decoding scheme are mentioned in [33], and the details of the equipment are shown in Table I.

B. Static Performance

In this section, we focus on the static performance of our positioning algorithm. In order to prove the effectiveness and
Fig. 4. The errors of position results. (a) The 3D absolute errors of each position point. (b) The cumulative density function (CDF) of 3D absolute errors. (c) The horizontal position results (red star) ignoring the Z-axis direction and the actual point (blue star).

Fig. 5. (a) The mean angle errors of the same pitch and roll at different points and (b) the corresponding cumulative density function (CDF).

Fig. 6. The azimuth mean errors (a) and the CDF (b) (pitch = 10.0°, roll = 10.0°).

Fig. 7. The experiment environment and the map of indoor dynamic experiment.

give a quantitative evaluation of our method, we analyzed the accuracy of the position and posture results.

1) Position Accuracy: To avoid accidental errors, we adopted the average positioning results calculated from ten images with three different angles at each point as position results, based on which we calculated the positioning errors. The corresponding

Fig. 8. The positioning track (red line) and the actual track (blue line) of the experiment.

Fig. 9. The computing time and the average (red line) of our VLP method.

| Parameters of VLP System |
|--------------------------|
| Working Voltage of LED/V  | 36-72 DC |
| Power of LED/w            | 18      |
| Diameter of LED/mm        | 175     |
| MCU                      | ATMEL ATMEGA328P-AU |
| Coordinate of LED1/mm     | (0, 0, 2500) |
| Coordinate of LED2/mm     | (600, 0, 2500) |

| Receiver specifications |
|-------------------------|
| Module                  | IQOO front camera |
| Processor               | Qualcomm® Snapdragon 855 |
| Resolution              | 4032×3024, 12 Megapixel |
| Format of image          | JPG |
| Time of Exposure         | 1/12000s |
The accuracy of ID decoded. (a) The accuracy of different vertical height (pitch=0°, roll=0°). (b) The accuracy of different pitch angles (vertical height=1.75m). (c) The accuracy of different roll angles (vertical height=1.75m).

### TABLE II
**ERRORS OF ORIENTATIONS**

| Orientation | Mean (°) | Min (°) | Max (°) | Standard deviation (°) |
|-------------|---------|---------|---------|------------------------|
| Pitch       | 1.58    | 0.04    | 3.29    | 0.70                   |
| Roll        | 0.89    | 0.07    | 4.16    | 0.78                   |
| Azimuth     | 0.67    | 0.03    | 1.70    | 0.52                   |

absolute errors for each point are shown in Fig. 4(a). The error cumulative density function is shown in Fig. 4(b). These data suggest that the 3D positioning error ranges from 2.86cm to 16.08cm, with a mean error of 7.91cm and a standard deviation of 3.16cm when the vertical height is about 2m. Generally, we noticed that the largest 3D positioning errors occurred near the center of the experiment area, which mainly concentrated on the Z-axis direction. It is because the ellipses tend to circles when the receiver is near the center and the orientation also tends to be horizontal, the solution to the lamp plane becomes divergent, resulting in the decline of precision of the normal vector. Hence, when the errors in the Z-axis direction were ignored, the horizontal positioning results are shown in Fig. 4(c).

Overall, the positions estimated by this method matched well with the actual positions.

2) **Posture Accuracy:** The errors and the cumulative density function (CDF) of each orientation (pitch, roll, and azimuth) are shown in Figs. 5 and 6. Fig. 5 shows the mean angle errors of the same pitch and roll at different points from about \(-45°\) to \(+45°\), which is close to reality. The angle error is not significantly related to the value itself. The CDF suggests that most of the results are close to the real value, except for a few outliers. Differently from the former, the mean azimuth errors were calculated from 10 points at different positions in the same orientation. The error of the azimuth angle is relatively small, which is often the main source of positioning error in the methods relying on the angular sensors. The specific numerical description of errors is shown in Table II.

2) **Posture Accuracy:** The errors and the cumulative density function (CDF) of each orientation (pitch, roll, and azimuth) are shown in Figs. 5 and 6. Fig. 5 shows the mean angle errors of the same pitch and roll at different points from about \(-45°\) to \(+45°\), which is close to reality. The angle error is not significantly related to the value itself. The CDF suggests that most of the results are close to the real value, except for a few outliers. Differently from the former, the mean azimuth errors were calculated from 10 points at different positions in the same orientation. The error of the azimuth angle is relatively small, which is often the main source of positioning error in the methods relying on the angular sensors. The specific numerical description of errors is shown in Table II.

D. **Dynamic Performance**

In this section, we compared the results of the positioning track with the actual track and discussed the real-time performance of the system.

The method is an online method, so we can monitor the output of positioning in real-time. As we can see in Fig. 8, the positioning error increases as the position away from the reference light and the tilt increases. When switching to the next group of lights, the offset was corrected and the error was eliminated.

1.[Online]. Available: https://www.bilibili.com/video/BV1wb4y1E7Kd?spm_id_from=333.999.0.0
which prevented positioning errors from accumulating. In this
demonstration, the positioning track is roughly close to the actual track.

Real-time performance is also a key factor for positioning systems, especially for low-power mobile devices. On the one hand, the positioning results need to respond quickly to the changes in the actual position of the receiver. On the other hand, the performance of low-power mobile devices is insufficient, so a too complex algorithm will consume a large amount of computing time, resulting in high latency. In our experiment, we continuously measured the computing time of our method 200 times to calculate the average time consumption, which is shown in Fig. 9. The computing time ranges from 157ms to 220ms, with an average of 182ms. To reduce the burden of the smartphone, we updated the position result every 500ms in the demonstration.

It is worth mentioning that the changes in angle and height will not affect the decoding accuracy, which ensures the good running of the VLP system. Only two lights of a group decoded correctly can keep the system running correctly. As is shown in Fig. 10(a), when the height ranges from 1m to 2m, the decoding accuracy continuously measured over 500 times at each height was not less than 95%. Also, in Fig. 10(b) and 10(c), the decoding accuracy measured over 500 times at each angle was almost above 95%, when the pitch and roll ranged from about -40° to 40° and the vertical height was 1.75m. Therefore, our proposed method also has good stability in most cases.

E. Discussion

Here, we compared the performance of our simultaneous localization and calibration VLP method with the state-of-the-art (SOTA) works in the field in Table III. Our method gave the 6-DOF of the receiver and intrinsic parameter calibration without the assistance of additional sensors, which was not achieved by other works in Table III. Compared with another 6-DOF positioning method [16], our approach achieved higher position and posture accuracy, especially the high-precision azimuth angle, and the density of LEDs per unit area was lower. Actually, our density was only higher than a few methods [15], [25], [29]. Furthermore, we uniquely gave the computing time that covers both the ID decoding and positioning processes on the smartphone receiver to show the real-time performance. And we carried out the dynamic experiment to demonstrate the actual performance. In [27], [34], the authors also gave comparisons of the positioning trajectory and actual trajectory, but the positioning area of our experiment was larger. Meanwhile, our study that only requires a camera as a receiver and several modulated LED transmitters to achieve precision positioning reduces the deployment cost and the expense of precision additional sensors of VLP, which makes it possible for large-scale application. In the demonstration, the instability of the receiver brought by moving will not affect the accuracy greatly. In summary, the delivered performance satisfies the needs of a number of practical applications.

V. Conclusion

In this paper, we proposed a simultaneous localization and calibration VLP method based on double coplanar circular LED lights, and discuss the accuracy of position and posture and real-time performance. We made full use of the geometric features of two LED projections to get rid of the dependence on additional sensors and solved localization and calibration problems. Our research will help extend VLP applied to mobile devices without angular sensors, reducing the cost and threshold of the technology application. The experiment result showed that our method had high 3D accuracy (7.91cm), high angle accuracy (<1.6°), and low latency (182ms), which can satisfy the requirements of mobile positioning. In the future, we will combine the inertial measurement unit to further extend the positioning area and improve the positioning accuracy by Extended Kalman Filter.
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