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Abstract. We consider the gradient flow of a Ginzburg-Landau functional of the type

\[ F_{\text{extr}}(u) := \frac{1}{2} \int_M |D u|^2 + |\nabla u|^2 + \frac{1}{2 \varepsilon^2} (|u|^2 - 1)^2 \text{ vol}_g \]

which is defined for tangent vector fields (here \( D \) stands for the covariant derivative) on a closed surface \( M \subseteq \mathbb{R}^3 \) and includes extrinsic effects via the shape operator \( \nabla \) induced by the Euclidean embedding of \( M \). The functional depends on the small parameter \( \varepsilon > 0 \). When \( \varepsilon \) is small it is clear from the structure of the Ginzburg-Landau functional that \( |u| \) “prefers” to be close to 1. However, due to the incompatibility for vector fields on \( M \) between the Sobolev regularity and the unit norm constraint, when \( \varepsilon \) is close to 0, it is expected that a finite number of singular points (called vortices) having non-zero index emerges (when the Euler characteristic is non-zero). This intuitive picture has been made precise in the recent work by R. Ignat & R. Jerrard [7]. In this paper we are interested the dynamics of vortices generated by \( F_{\text{extr}} \). To this end we study the behavior when \( \varepsilon \to 0 \) of the solutions of the (properly rescaled) gradient flow of \( F_{\text{extr}} \). In the limit \( \varepsilon \to 0 \) we obtain the effective dynamics of the vortices. The dynamics, as expected, is influenced by both the intrinsic and extrinsic properties of the surface \( M \subseteq \mathbb{R}^3 \).
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1. Introduction and main results

In this paper we continue the analysis of the dynamics of Ginzburg-Landau vortices on a two-dimensional Riemannian manifold started in [3] by considering the effects of the extrinsic
geometry of the manifold. More precisely, let \( M \) be a closed, oriented two-dimensional Riemannian manifold isometrically embedded in \( \mathbb{R}^3 \), with genus \( g = \frac{2 - \chi(M)}{2} \geq 0 \), \( \chi(M) \) being the Euler Characteristic of \( M \). We denote with \( g \) the metric induced by the embedding and with \( D \) the Levi Civita connection of the metric \( g \) on \( M \). Let us denote with \( N \) the unit normal to \( M \) chosen accordingly with the orientation. The role of the extrinsic geometry, which is related to the fact that the manifold \( M \) is embedded in \( \mathbb{R}^3 \), is played by the so-called shape operator of \( M \). The shape operator is the self-adjoint operator

\[
\mathcal{S} : TM \to TM, \quad \mathcal{S} u := -\nabla_v N,
\]

where \( \nabla \) is the connection with respect to the standard metric in \( \mathbb{R}^3 \). Being self-adjoint, we can define the operator

\[
\mathcal{S}^2 : TM \to TM, \quad (\mathcal{S}^2 u, v)_g := (\mathcal{S} u, \mathcal{S} v)_g \quad \text{for any} \; u, v \in TM.
\]

For any \( \varepsilon > 0 \) we consider the following evolution for the vector field \( u_\varepsilon : M \times [0, +\infty) \to TM \)

\[
\begin{aligned}
\frac{1}{|\log \varepsilon|} \partial_t u_\varepsilon &- \Delta_g u_\varepsilon + \mathcal{S}^2 u_\varepsilon + \frac{1}{\varepsilon^2} \left( |u_\varepsilon|^2 - 1 \right) u_\varepsilon = 0, \quad \text{a.e. in} \; M \times (0, T), \\
u_\varepsilon(x, 0) &= u_0 \quad \text{a.e. in} \; M.
\end{aligned}
\]

The operator \( \Delta_g := -D^* D \) is the so-called rough Laplacian (\( D^* \) is the adjoint of the covariant derivative, see [3] Section 2 for the definition). The evolution (2) is the gradient flow of the following functional (called the extrinsic Ginzburg-Landau functional, see [10])

\[
F^\text{extr}_\varepsilon(u) := \frac{1}{2} \int_M |Du_g|^2 + |\mathcal{S} u_g|^2 \left( |u_g|^2 - 1 \right)^2 \text{vol}_g.
\]

Given a smooth vector field \( u \), we smoothly extend it to a vector field on \( \mathbb{R}^3 \) and we call this extension \( \tilde{u} \). For \( p \in M \), we define the surface gradient of \( u \) as

\[
\nabla_s u(p) := \nabla \tilde{u}(p) P(p),
\]

where \( P(p) := (\text{Id} - N(p) \otimes N(p)) \) is the orthogonal projection on \( T_p M \). This differential operator is well defined and does not depend on the chosen extension \( \tilde{u} \). Moreover, in general, \( \nabla_s u \neq Du = Pu \nabla \tilde{u} \). Finally, thanks to the Gauss Formula

\[
\nabla_s u = D_\varepsilon u + (\mathcal{S} u, v)_g N \quad \text{for any} \; v \in T_p M, \; p \in M,
\]

we readily get

\[
\nabla_s u[v] = \nabla \varepsilon u = D_\varepsilon u + (\mathcal{S} u, v)_g N \quad \text{for any} \; v \in T_p M, \; p \in M.
\]

Thus, since the above decomposition is orthogonal, we deduce

\[
|\nabla_s u|^2 = |Du|^2 + |\mathcal{S} u|^2
\]

at any point of \( M \). Therefore, the extrinsic Ginzburg-Landau energy (3) rewrites as

\[
F^\text{extr}_\varepsilon(u) := \frac{1}{2} \int_M |\nabla_s u|^2 + \frac{1}{\varepsilon^2} \left( |u_g|^2 - 1 \right)^2 \text{vol}_g.
\]

This type of energy enters in the modeling of the so-called Nematic Shells. A Nematic Shell is a thin film of nematic liquid crystal coating a rigid and curved substrate \( M \), typically modeled as a two-dimensional closed and oriented surface (see, e.g., [9], [12], [17]). In this framework, the preferred direction of the molecular alignment is usually described by a unit-norm vector.
field tangent to $M$ and the energy $F_0^{\text{extr}}$ is a relaxation (relaxing in particular the unit-norm constraint) of the elastic energy (see [11, 10, 15, 16])

$$F_0^{\text{extr}}(u) := \begin{cases} \frac{1}{2} \int_M |\nabla_s u|^2 \text{vol}_g & \text{if } |u| = 1 \text{ a.e. in } M \\ +\infty & \text{otherwise} \end{cases}$$

(7)

A feature of the functional $F_0^{\text{extr}}$ is to incorporate, via the surface gradient $\nabla_s$, the extrinsic geometry of $M$ in the local distorsion element. From the analysis standpoint, due to the incompatibility between the unit-norm constraint and the Sobolev regularity, this energy is well-defined and not identically equal to $+\infty$ only if $\chi(M) = 0$ (see [16] and [1]). When $\chi(M) = 0$ one can prove (see e.g. [3]) that $F_0^{\text{extr}} \mathrel{\varepsilon \rightarrow 0} F_0^{\text{extr}}$ in the sense of $\Gamma$-convergence. When $\chi(M) \neq 0$ the analysis is more involved as one has to deal with the emergence of vortices. In this case, Ignat & Jerrard obtained (see [7]) a $\Gamma$-convergence result for $F_0^{\text{extr}}$. After a proper scaling, what emerges in the limit $\varepsilon \to 0$ is a renormalized energy that takes into account the interactions between the vortices and between the vortices and the geometry of the surface, both intrinsic and extrinsic. This energy is given by the sum of the renormalized energy obtained in the intrinsic case and of a new, purely extrinsic, term.

As in the analysis of the intrinsic case, a central role is played by the so-called vorticity. We recall that that the vorticity $\omega(u)$ of a smooth vector field $u$ is defined as the 2-form

$$\omega(u) := d\iota j(u) + \kappa \text{vol}_g,$$

where $\kappa$ is the Gauss curvature of $M$ and $j(u)$ is the 1-form

$$j(u) := (Du, iu)_g.$$

(9)

The symbol $i$ denotes an almost complex structure on $M$, that is, an operator $TM \to TM$ which restricts to a linear map on each tangent plane $T_pM$ and satisfies $i^2 + 1 = 0$ (where $1$ denotes the identity on $T(M)$). In the Euclidean setting, when $u: \mathbb{R}^2 \to \mathbb{R}^2$, the vorticity $\omega(u)$ essentially reduces to the Jacobian determinant of $u$, i.e. $\omega(u) = 2(\det \nabla u) dx$.

Let $W^{1,p}_{\text{tan}}(M)$ be the set of maps $u \in W^{1,p}(M, \mathbb{R}^3)$ such that $u \cdot N = 0$ a.e. (see e.g. [16], [2] and [3] for the details). Since $F_0^{\text{extr}}(u) \geq F_0(v) := \frac{1}{2} \int_M |Du|_g^2 + \frac{1}{2\varepsilon^2} \left( |u|^2 - 1 \right)^2 \text{vol}_g$ for any $u \in W^{1,2}_{\text{tan}}(M)$, sequences $u_\varepsilon$ satisfying a energy bound such as $F_0^{\text{extr}}(u_\varepsilon) \leq n\pi |\log \varepsilon| + C$ (for some constants $n$ and $C$ that do not depend on $\varepsilon$) have compact vorticities. More precisely (see [2]), there exist distinct points $a_1$, $\ldots$, $a_n$ in $M$, integers $d_1$, $\ldots$, $d_n$, a form $\xi \in \text{Harm}^1(M)$ and a (non-relabelled) subsequence such that, denoting with $\mathbb{P}_H$ the $L^2$-projection onto the space $\text{Harm}^1(M)$ of harmonic 1-forms,

$$\omega(u_\varepsilon) \mathrel{\varepsilon \rightarrow 0} 2\pi \sum_{j=1}^n d_j \delta_{a_j} \quad \text{in } W^{-1,p}(M) \quad \text{for any } p \in (1, 2)$$

$$\mathbb{P}_H j(u_\varepsilon) \mathrel{\varepsilon \rightarrow 0} \xi$$

The integers $d_j$ represent the charges of topological singularities which arise at the points $a_j$. They satisfy

$$\sum_{j=1}^n d_j = \chi(M),$$

where $\chi(M)$ represents the charges of topological singularities which arise at the points $a_j$. They satisfy
in accordance with the Poincaré-Hopf theorem. The harmonic 1-form \( \xi \in \text{Harm}^1(M) \), which emerges when the genus \( g \neq 0 \), depends non-trivially on \( a := (a_1, \ldots, a_n) \) and \( d := (d_1, \ldots, d_n) \), as it must satisfy the constraint \( \xi \in \mathcal{L}(a, d) \) where \( \mathcal{L}(a, d) \) is a suitable subset of \( \text{Harm}^1(M) \) (see [7] Section 2.1 and [3] Section 3 for the definition of \( \mathcal{L}(a, d) \)).

In case the \( u_\varepsilon \)'s are minimizers of \( F^\text{extr}_\varepsilon \), the results of [7] provide a more detailed description of the asymptotic behaviour as \( \varepsilon \to 0 \). First, the number of the singular points \( a_1, \ldots, a_n \), that arise in the limit is exactly equal to \( n = |\chi(M)| \), and each singularity has degree \( d_j = \text{sign}(\chi(M)) \).

Second, not only the vorticities \( \omega(u_\varepsilon) \) but also the minimisers \( u_\varepsilon \) themselves converge, strongly in \( W^{1,p}(M) \) for any \( p < 2 \), up to extraction of a subsequence. The limit field \( u_0 \) belongs to \( W^{1,p}(M) \) for any \( p < 2 \), is smooth in \( M \setminus \{a_1, \ldots, a_n\} \), and satisfies \( |u_0| = 1 \) a.e. Moreover, \( u_0 \) can be written in the form

\[
(10) \quad u_0 = e^{i\theta}u^* := (\cos \theta)u^* + (\sin \theta)i u^*
\]

The vector field \( u^* \) in the right-hand side of Equation (10) is the so-called canonical harmonic field associated with \( (a, d, \xi) \). That means, \( u^* \) is a \( W^{1,1} \)-vector field on \( M \) that satisfies \( |u^*| = 1 \) a.e. and \( j(u^*) = d^* \Psi + \xi \), where the 2-form \( \Psi = \Psi[a, d] \) is uniquely determined (up to an additive constant) as a solution of

\[
-\Delta \Psi = 2\pi \sum_{j=1}^{n} d_j \delta_{a_j} - \kappa \text{vol}_g.
\]

Such a vector field \( u^* \) exists if and only if \( \xi \) satisfies the constraint \( \xi \in \mathcal{L}(a, d) \); if it exists, \( u^* \) is essentially unique (i.e., it is unique up to a constant rotation; see [7] Theorem 2.1). The limit field \( u_0 \) differs from the canonical harmonic vector field \( u^* \) by a rotation \( e^{i\theta} \). The rotation angle \( \theta \in H^1(M) \) in (10) must be chosen so as to minimize the functional

\[
(11) \quad \mathcal{G}(a, d, \xi, \theta) := \frac{1}{2} \int_M |d\theta|^2_g + \left| \mathcal{G}(e^{i\theta}u^*) \right|^2_g \text{vol}_g
\]

and \( u^* = u^*[a, d, \xi] \) is as above. The functional \( \mathcal{G} \) accounts for the “extrinsic” contributions to the energy, i.e., the effects of the shape operator. Finally, the results of [7] provide an energy expansion (by \( \Gamma \)-convergence); in particular, minimizers \( u_\varepsilon \) of \( F^\text{extr}_\varepsilon \) satisfy

\[
(12) \quad F^\text{extr}_\varepsilon(u_\varepsilon) = \pi n |\log \varepsilon| + \tilde{W}(a, d, \xi) + n \gamma + o(1) \quad \text{as } \varepsilon \to 0.
\]

The constant \( \gamma > 0 \), analogously to the intrinsic case, is the so-called core energy and accounts for the energy in a suitably small neighbourhood of each singular point \( a_j \). The energy \( \tilde{W} \) is the so-called renormalized energy, that accounts for the interactions among the singularities. The renormalised energy accounts for both intrinsic and extrinsic contributions. It is given by

\[
(13) \quad \tilde{W}(a, d, \xi) := W^\text{intr}(a, d, \xi) + \inf_{\theta \in H^1(M)} \mathcal{G}(a, d, \xi, \theta)
\]

The intrinsic component \( W^\text{intr} \) is defined as

\[
(14) \quad W^\text{intr}(a, d, \xi) := \lim_{\rho \to 0} \left( \frac{1}{2} \int_{M \setminus \cup_{j=1}^{n} B_{\rho}(a_j)} |Du^*|^2 \text{vol}_g - \pi \sum_{j=1}^{n} d_j^2 |\log \rho| \right)
\]

where \( u^* = u^*[a, d, \xi] \) is the (essentially unique) canonical harmonic field for \( (a, d, \xi) \). The extrinsic contributions are accounted for by the functional \( \mathcal{G} \), as defined in (11). While it is known that \( W^\text{intr} \) is well-defined and smooth (see e.g. [7] Proposition 2.4]), it is unclear whether \( \tilde{W} \) is smooth, for the functional \( \mathcal{G}(a, d, \xi, \cdot) \) is not convex and it might have several minimizers.
When dealing with the analysis of the solutions of (2) as \( \varepsilon \to 0 \), it is key (see \[13\], \[3\]) to obtain an estimate of the type
\[
\liminf_{\varepsilon \to 0} \frac{\log \varepsilon}{2} \int_M -\Delta_g u_\varepsilon(t) + \frac{1}{\varepsilon^2} (u_\varepsilon(t)^2 - 1) u_\varepsilon(t)^2 \right|_g^2 \geq \frac{1}{2\pi} \sum_{j=1}^n \left| \nabla_{a_j} \widetilde{W}(a(t), d, \xi(t)) \right|_g^2
\]
Unfortunately, for the moment, such an estimate is not available. The reason is twofold. The first reason, as we have seen, is that the minimization of \( \mathcal{G} \) introduces a source of non-smoothness in the energy \( \tilde{W} \) and makes it difficult to characterize the gradient of \( \tilde{W} \). The second reason is the following. Given a sequence of solutions \( u_\varepsilon \) of (2) that satisfy suitable energy estimates, we can prove, as in the intrinsic case (see \[3\]), that the sequence \( (u_\varepsilon(t))_{\varepsilon > 0} \) is compact for a.e. \( t \) in a suitable subinterval \([0, T^*]\). More precisely, for a.e. \( t \in [0, T^*] \) there exists a subsequence \( \varepsilon_h(t) \to 0 \), possibly depending on \( t \), such that \( u_{\varepsilon_h(t)} \) converges (strongly in \( W^{1, p}_g(M) \) for \( p < 2 \)) to a vector field of the form
\[
u(t) = e^{i\theta(t)} u^*(t)
\]
As in \[11\], \( u^*(t) \) is a canonical harmonic field with singularities at \( a(t) = (a_1(t), \ldots, a_n(t)) \) of degrees \( d = (d_1, \ldots, d_n) \) and harmonic component \( \xi(t) \in \mathcal{L}(a(t), d) \), while \( \theta(t) \in C^1(M) \) is a critical point of the functional \( \mathcal{G}(a(t), \xi(t)) = \theta \), and the constraint \( \mathcal{G}(a(t), \xi(t)) \) is not a critical point only. For these reasons, we work with the renormalized energy
\[
W(a, d, \xi, \theta) := W^{\text{int}}(a, d, \xi) + \mathcal{G}(a, d, \xi, \theta),
\]
where \( (a, d) \in \mathcal{A}^n, \xi \in \text{Harm}^1(M), \theta \in H^1(M) \). In Section 2 we prove that such an energy is smooth in \( a \) for any \( \theta \in H^1(M) \) and we characterize its gradient with respect to \( a \) when \( \theta \) is a critical point of \( \mathcal{G} \). Defining the gradient of \( W \) with respect to the variable \( a \) requires some care, for \( a, d \) and \( \xi \) are not independent variables — they are related to each other by the constraint \( \xi \in (a, d) \); see \[79\] for more details. As it turns out, once we prescribe an initial condition \( \xi(0) = \xi^0 \), then the evolution of the component \( \xi(t) \) is completely determined by the equation for \( a(t) \) and the constraint \( \xi(t) \in \mathcal{L}(a(t), d) \).

As in \[3\], we consider solutions of (2) with well-prepared initial conditions. We say that the initial condition \( u^0 \) is well-prepared if satisfies the following set of hypothesis. Given \( n \in \mathbb{Z}, n \geq 1 \), we consider a \( n \)-uple of distinct points \( a^0 = (a_1^0, \ldots, a_n^0) \in M \) and a \( n \)-uple of integers \( d = (d_1, \ldots, d_n) \) such that
\[
\sum_{j=1}^n d_j = \chi(M), \quad |d_j| = 1 \quad \text{for any } j.
\]
Moreover, we fix a harmonic 1-form \( \xi^0 \) such that \( \xi^0 \in \mathcal{L}(a^0, d) \) and \( \theta^0 \in H^1(M) \). We consider vector fields \( u^0 \in H^1(M) \) such that
\[
\omega(u^0) \xrightarrow{\varepsilon \to 0} \frac{2\pi}{\varepsilon^2} \sum_{j=1}^n d_j \delta_{a_j^0} \quad \text{in } W^{-1, p}(M)
\]

The main result of the paper is the following

**Theorem 1.** Let \( (M, g) \) be a closed oriented two-dimensional Riemannian manifold isometrically embedded in \( \mathbb{R}^3 \). Let \( u_\varepsilon \) be a sequence of solutions of (2) with \( u^0 \in H^1(M) \) a sequence of well-prepared initial conditions. Then there exists a time \( T^* \in (0, T) \) and a non increasing function
\( \varphi : [0, T^*) \to \mathbb{R} \) such that for any \( t \in (0, T^*) \)

\[
\omega(u_{\epsilon}(t)) \xrightarrow{\epsilon \to 0} 2\pi \sum_{j=1}^{n} d_j \delta_{a_j(t)} \quad \text{in } W^{-1,p}(M) \quad \text{for any } p \in (1, 2)
\]

\[
\mathbb{P}_H(j(u_{\epsilon}(t))) \xrightarrow{\epsilon \to 0} \xi(t)
\]

\[
F_e^{\text{extr}}(u_{\epsilon}(t)) - n\pi |\log \epsilon| - n\gamma \xrightarrow{\epsilon \to 0} \varphi(t)
\]

where \( a(t) := (a_1(t), \ldots, a_n(t)) \) is an \( n \)-uple of distinct points such that \( a \in H^1(0, T^*; \mathbb{M}) \), \( a(0) = a^0 \), and \( \xi \in H^1(0, T^*; \text{Harm}^1(M)) \) with

\[
\xi(t) \in \mathcal{L}(a(t), d) \quad \text{for any } t \in (0, T^*), \quad \xi(0) = \xi^0.
\]

Moreover, there exists a measurable function \( \theta : (0, T^*) \to C^1(M) \) such that

\[
\partial_\theta \mathcal{G}(a(t), d, \xi(t), \theta(t)) = 0 \quad \text{for a.e. } t \in (0, T^*)
\]

Finally, for a.e. \( s, t \) with \( 0 \leq s < t < T^* \), there holds

\[
\begin{aligned}
-\frac{d}{dt} \varphi(t) &\geq \frac{\pi}{2} |a'(t)|^2_g + \frac{1}{2\pi} |\nabla_a W(a(t), d, \xi(t), \theta(t))|^2_g, \\
\varphi(t) &\geq W(a(0), d, \xi(0), \theta(0))
\end{aligned}
\]

Note that (21) is indeed a weak formulation of the gradient flow for \( W \), with respect to the variable \( a \). Indeed, assume \( \theta \) is absolutely continuous with respect to time. As

\[
\partial_\theta W(a(t), d, \xi(t), \theta(t)) = \partial_\theta \mathcal{G}(a(t), d, \xi(t), \theta(t)) = 0
\]

for almost any time \( t \), we have

\[
\begin{aligned}
-\frac{d}{dt} W(a(t), d, \xi(t), \theta(t)) = &\left( \nabla_a W(a(t), d, \xi(t), \theta(t)), -\frac{d}{dt} a(t) \right)_g \\
&\leq \frac{\pi}{2} |a'(t)|^2_g + \frac{1}{2\pi} |\nabla_a W(a(t), d, \xi(t), \theta(t))|^2_g,
\end{aligned}
\]

(The dependence of \( W \) on \( \xi \) is accounted for in \( \nabla_a W \); see (29) for more details.) Therefore, it turns out that

\[
\frac{d}{dt} \varphi(t) \leq \frac{d}{dt} W(a(t), d, \xi(t), \theta(t))
\]

for almost any \( t \in (0, T^*) \), and thus

\[
W(a(t), d, \xi(t), \theta(t)) = \varphi(t)
\]

for any \( t \in [0, T^*) \). As a result we have that \( a \) is indeed a curve of maximal slope and in particular we obtain the evolution

\[
\begin{cases}
\frac{d}{dt} a(t) = -\frac{1}{\pi} \nabla_a W(a(t), d, \xi(t), \theta(t)) & \text{for any } t \in (0, T^*), \\
\xi(t) \in \mathcal{L}(a(t), d) & \text{for any } t \in (0, T^*) \\
\partial_\theta \mathcal{G}(a(t), d, \xi(t), \theta(t)) = 0 & \text{for any } t \in (0, T^*) \\
a(0) = a^0, \quad \xi(0) = \xi^0.
\end{cases}
\]

The system above has some interesting features as it couples an ODE for the evolution of \( a \)-i.e. the gradient flow of \( W \)-with the nonlinear elliptic equation \( \partial_\theta \mathcal{G}(a, d, \xi, \theta) = 0 \). In this sense (23)
is a quasi stationary system. In particular, it seems difficult and challenging to obtain some regularity with respect to time for $\theta$ as no control on $\partial_\theta \theta$ is available from the equations.

The paper is organized as follows. In the next section, we study in detail the differentiability properties of the renormalized energy $W$ and characterize its gradient with respect to the position of vortices. Then, in Section 3 we study the asymptotic behavior when $\varepsilon \to 0$ of the solutions of the Ginzburg-Landau equation (2) and prove Theorem 1.

2. The renormalized energy and its gradient

2.1. The functional $\mathcal{G}$ and its gradient. In this section, we consider the functional $\mathcal{G} = \mathcal{G}(a, \mathbf{d}, \xi, \theta)$ defined in [1]. Our goal is to compute the gradient of $\mathcal{G}$ with respect to the variable $a$. From now on, we abuse of notation and regard $\mathcal{G}$ as a functional of a vector field $u$ and a function $\theta$ — that is, we define $\mathcal{G} : L^2_{\tan}(M) \times H^1(M) \to \mathbb{R}$ as

$$
\mathcal{G}(u, \theta) := \frac{1}{2} \int_M \left( |d\theta|^2_g + |e^{i\theta} u|^2_g \right) \text{vol}_g.
$$

(24)

Here, $\mathcal{S} : TM \to TM$ is the shape operator of $M$, as given by [1]. With the notation used in Section 1 we have $\mathcal{G}(a, \mathbf{d}, \xi, \theta) = \mathcal{G}(u^*|a, \mathbf{d}, \xi, \theta)$ where $u^*|a, \mathbf{d}, \xi$ denotes a suitably chosen canonical harmonic field for $a, \mathbf{d}, \xi$ — see [29] below. For any $u \in L^2_{\tan}(M)$, the functional $\mathcal{G}(u, \cdot)$ is Fréchet-differentiable. Moreover, the definition of $\mathcal{G}$ immediately implies that

$$
\mathcal{G}(e^{i\kappa} u, \theta - \kappa) = \mathcal{G}(u, \theta)
$$

(25)

for any $(u, \theta) \in L^2_{\tan}(M) \times H^1(M)$ and any constant $\kappa \in \mathbb{R}$.

We recall some notation from [7, 3]. We recall the definition of the admissible class

$$
\mathcal{A}^n := \left\{ (a, \mathbf{d}) \in M^n \times \mathbb{Z}^n : a_j \neq a_k \text{ for any } j \neq k \text{ and } \sum_{j=1}^n d_j = \chi(M) \right\}.
$$

(26)

For any $(a, \mathbf{d}) \in \mathcal{A}^n$, let $\Psi = \Psi[a, \mathbf{d}]$ be the unique 2-form that satisfies

$$
\begin{cases}
-\Delta \Psi = 2\pi \sum_{k=1}^n d_k \delta_{a_k} - \kappa \text{vol}_g \\
\int_M \Psi = 0
\end{cases}
$$

(27)

where $\kappa$ is the Gauss curvature of $M$. Given $(a, \mathbf{d}) \in \mathcal{A}^n$ and $\xi \in \text{Harm}^1(M)$, a canonical harmonic field for $(a, \mathbf{d}, \xi)$ is a vector field $u^* \in W^{1,1}_{\tan}(M)$ such that $|u^*(x)| = 1$ for a.e. $x \in M$ and

$$
j(u^*) = d^*\Psi[a, \mathbf{d}] + \xi
$$

(28)

where $\Psi[a, \mathbf{d}]$ is given by (27). Such a vector field $u^*$ may or may not exist; we call $\mathcal{L}[a, \mathbf{d}]$ the set of harmonic 1-forms $\xi$ such that a canonical harmonic field for $(a, \mathbf{d}, \xi)$ exists. (The set $\mathcal{L}[a, \mathbf{d}]$ is non-empty; a characterisation is given in [7] Theorem 2.1.1.) However, if a canonical harmonic field for $(a, \mathbf{d}, \xi)$ exists, then it is unique up to a global rotation: if $u^*, w^*$ are canonical harmonic vector fields for the same set of parameters $(a, \mathbf{d}, \xi)$, then there exists a constant $\kappa \in \mathbb{R}$ such that $w^* = e^{i\kappa} u^*$. [7] Theorem 2.1.1.

In order to restore uniqueness, we select a reference canonical harmonic field by working locally in $a$ and imposing a renormalization condition. Let $a^0 = (a^0_1, \ldots, a^0_n) \in M^n$ and $\mathbf{d} = (d_1, \ldots, d_n) \in \mathbb{Z}^n$ be fixed, such that $(a^0, \mathbf{d}) \in \mathcal{A}^n$. Let $\mathcal{W} \subseteq M^n$ be an open neighbourhood of $a^0$. By assumption, all the points $a^0_j$ are distinct. Therefore, by taking $\mathcal{W}$ small enough we
may also assume without loss of generality that \( a_k \neq a_j \) for any \( a = (a_1, \ldots, a_n) \in \mathcal{U} \) and any indices \( k, j \) with \( k \neq j \). Let \( b^0 \in M \) be a point such that \( b^0 \neq a_k \) for any \( a = (a_1, \ldots, a_n) \in \mathcal{U} \) and any index \( k \). Let \( w^0 \in T_{b^0}M \). For any \( a \in \mathcal{U} \) and any \( \xi \in \mathcal{L}(a, d) \), we define \( u^*[a, d, \xi] \) as the unique canonical harmonic vector field for \( (a, d, \xi) \) that satisfies
\[
(29) \quad u^*[a, d, \xi](b^0) = w^0
\]
The condition (29) makes sense, because \( u^*[a, d, \xi] \) is smooth in \( M \setminus \{a_1, \ldots, a_n\} \) (see \[2\] Theorem 2.1).

The constraint \( \xi \in \mathcal{L}(a, d) \) allows us to write \( \xi \) as a function of \( a \), in the following way. Let us fix \( \xi^0 \in \mathcal{L}(a^0, d) \). If we take \( \mathcal{U} \) small enough, then there exists a unique smooth map \( \Xi: \mathcal{U} \to \text{Harm}^1(M) \) such that
\[
(30) \quad \Xi(a) \in \mathcal{L}(a, d) \quad \text{for any} \ a \in \mathcal{U}, \quad \Xi(a^0) = \xi^0
\]
(see \[3\] Lemma 3.3]). For ease of notation, we write \( u^*[a] := u^*[a, d, \Xi(a)] \).

**Proposition 1.** For any \( \theta \in H^1(M) \), the function
\[
\mathcal{U} \to \mathbb{R}, \quad a \mapsto \mathcal{I}(u^*[a], \theta)
\]
is differentiable. Moreover, if \( a \in \mathcal{U} \) and \( \theta \in H^1(M) \) is a critical point of \( \mathcal{I}(u^*[a], \cdot) \), then
\[
\nabla_{a_k} \mathcal{I}(u^*[a], \cdot) = 2\pi d_k \imath \nabla \theta(a_k)
\]
for any \( k \in \{1, \ldots, n\} \).

The aim of this section is to prove Proposition 1.

**Lemma 2.** The map \( a \mapsto j(u^*[a]) \) is continuous as a map \( \mathcal{U} \to L^p(M, T^*M) \) and differentiable as a map \( \mathcal{U} \to W^{-1,p}(M, T^*M) \), for any \( p \in [1, 2) \).

**Proof.** The map
\[
F: a \in \mathcal{U} \mapsto 2\pi \sum_{k=1}^n d_k \delta_{a_k}
\]
is continuous as a map \( \mathcal{U} \to (C^0(M))' \) and differentiable as a map \( \mathcal{U} \to (C^{1,\alpha}(M))' \), for any \( \alpha \in (0, 1) \). By Sobolev embedding, it follows that \( F \) is continuous as a map \( \mathcal{U} \to W^{-1,p}(M) \) and differentiable as a map \( \mathcal{U} \to W^{-2,p}(M) \). Elliptic regularity theory (see, e.g., \[6\]) implies that the map \( a \mapsto \Psi[a, d] \), defined as in \[22\], is continuous as a map \( \mathcal{U} \to W^{1,p}(M) \) and differentiable as a map \( \mathcal{U} \to L^p(M) \). As \( \Xi \) is a smooth map (with values in the finite-dimensional space \( \text{Harm}^1(M) \)), the lemma follows. \( \square \)

We can express the differential of \( j(u^*[\cdot]) \) in a convenient way. We denote as \( D_{a_k}j(u^*[a]) \) the differential of the map \( j(u^*[\cdot]) \) with respect to the variable \( a_k \) only, evaluated at the point \( a \). By definition, \( D_{a_k}j(u^*[a]) \) is a linear operator \( T_{a_k}M \to LP^0(M, T^*M) \). We denote as \( \nu \) the unit vector field that is orthogonal to all geodesic circles centered at \( a_k \) and points outward. \( \nu \) is well-defined and smooth in a neighbourhood of \( a_k \), except at the point \( a_k \) itself.

**Lemma 3.** For any \( k \in \{1, \ldots, n\} \), \( a \in \mathcal{U} \) and \( v \in T_{a_k}M \), there exists a unique smooth function \( f(\cdot, a_k, v): M \setminus \{a_k\} \to \mathbb{R} \) that belongs to \( LP^0(M) \) for any \( p \in [1, 2) \) and satisfies
\[
(31) \quad D_{a_k}j(u^*[a])[v] = 2\pi d_k \imath v f(\cdot, a_k, v)
\]
\[
(32) \quad f(b^0, a_k, v) = 0
\]
ever, similar arguments apply when $w$ is a smooth vector field, defined in a neighbourhood of $a_k$, such that $w(a_k) = v$, then

\begin{align}
\tag{33}
    f(\cdot, a_k, v) &= \frac{1}{2\pi \text{dist}_g(\cdot, a_k)} (iv, w)_a + O(\log \text{dist}_g(\cdot, a_k)) \\
\tag{34}
    df(\cdot, a_k, v) &= \frac{1}{2\pi \text{dist}_g(\cdot, a_k)} \left( (iv, w) v^\delta + (v, w) \nu^\delta \right) + O(\text{dist}_g(\cdot, a_k)^{-1})
\end{align}

as $x \to a_k$.

Before we give the proof of Lemma 3, we introduce some notation. Let $G: \{ (x, y) \in M \times M : x \neq y \} \to \mathbb{R}$ be the Green function for the Laplace-Beltrami operator $-\Delta$ on $M$, defined as

\[ -\Delta G(\cdot, y) = \delta_y - \frac{1}{\text{Vol}(M)} \text{ in } \mathcal{D}'(M) \]

\[ \int_M G(x, y) \text{vol}_y(x) = 0 \]

for any $y \in M$. (Here $\text{Vol}(M)$ denotes the area of $M$, that is $\text{Vol}(M) := \int_M \text{vol}_y$.) For any $a \in M$ and any $v \in T_a M$, we define the function $\sigma(\cdot, a, v) : M \setminus \{ a \} \to \mathbb{R}$ as

\begin{equation}
\tag{36}
    \sigma(x, a, v) := (\nabla_a G(x, a), v) \quad \text{for } x \in M \setminus \{ a \}
\end{equation}

Here $\nabla_a G$ denotes the gradient of the Green function with respect to its second argument. The function $\sigma(\cdot, a, v)$ is harmonic, and hence smooth, in $M \setminus \{ a \}$ and it belongs to $L^p(M)$ for any $p \in [1, 2]$ (see e.g. Equation (3.3) and Lemma 3.10 in [3]).

**Proof of Lemma 3.** We can write Equation (28) in terms of the Green function $G$, as

\[ j(u^*[a]) = -2\pi \sum_{k=1}^n d_k * dG(\cdot, a_k) + \star d \int_M \kappa(y) G(\cdot, y) \text{vol}_y(y) + \Xi(a) \]

We take $k \in \{ 1, \ldots, n \}$, $a \in \mathcal{W}$ and $v \in T_{a_k} M$. By differentiating both sides of this equation with respect to $a_k$, and recalling (36), we obtain

\[ D_{a_k} j(u^*[a])|v = [-2\pi d_k * d\sigma(\cdot, a_k, v) + D_{a_k} \Xi(a)|g] \]

In [3] Lemma 3.11, Step 1] (see in particular Equation (3.60)), we proved that there exists a smooth function $f(\cdot, a_k, v) : M \setminus \{ a_k \} \to \mathbb{R}$ such that

\[ \tag{37}
    D_{a_k} \Xi(a)|v = 2\pi d_k * d\sigma(\cdot, a_k, v) + 2\pi d_k df(\cdot, a_k, v)
\]

The function $f(\cdot, a_k, v)$ is uniquely identified by (38), up to an additive constant. We select a unique $f(\cdot, a_k, v)$ by imposing the constraint (32). Equation (31) now follows from (37) and (38).

By taking the codifferential in both sides of (38), we obtain

\[ -2\pi d_k \Delta f(\cdot, a_k, v) = 2\pi d_k \star df(\cdot, a_k, v) = d^* (D_{a_k} \Xi(a)|v) = 0 \]

in $M \setminus \{ a_k \}$, that is, $f(\cdot, a_k, v)$ is harmonic in $M \setminus \{ a_k \}$.

The proof of (32) was given already in [3] (see Lemma 3.10 and Equation (3.69)). Therefore, it only remains to prove (33) (which, in particular, implies $f(\cdot, a_k, v) \in L^p(M)$ for any $p < 2$).

For simplicity of notation, we write $f$ instead of $f(\cdot, a_k, v)$. We work in normal geodesic coordinates

\[^1\text{Strictly speaking, the arguments of [3] Lemma 3.11, Step 1 only apply when } M \text{ is not simply connected. However, similar arguments apply when } M \text{ is simply connected: since } \sigma(\cdot, a_k, v) \text{ is harmonic in } M \setminus \{ a_k \}, \text{ it follows that } \star d\sigma(\cdot, a_k, v) \text{ is smooth and closed in } M \setminus \{ a_k \}. \text{ If } M \text{ is a simply connected closed surface, then it is diffeomorphic to the sphere, so } M \setminus \{ a_k \} \text{ is simply connected. Therefore, there exists a smooth function } f(\cdot, a_k, v) : M \setminus \{ a_k \} \to \mathbb{R} \text{ that satisfies (33), with } \Xi = 0.\]
centred at \(a_k\) and we identify a geodesic ball \(B_\delta(a_k) \subseteq M\) with a Euclidean ball \(B_\delta(0) \subseteq \mathbb{R}^2\). (In particular, \(a_k \in M\) is identified with the origin \(0 \in \mathbb{R}^2\).) By Gauss’ lemma, geodesic circles (centred at \(a_k\)) in \(M\) are mapped to Euclidean circles centered at the origin, geodesic rays from \(a_k\) are mapped to Euclidean rays from the origin, and \(\text{dist}_g(x, a_k) = |x|\) for any \(x \in B_\delta(a_k) \simeq B_\delta(0)\). If \(w, \tilde{w}\) are two smooth vector fields on \(B_\delta(0)\) such that \(w(0) = \tilde{w}(0) = v\), then

\[
\frac{1}{2\pi |x|}(iv(x), \tilde{w}(x))_g = \frac{1}{2\pi |x|}(iv(x), w(x))_g + O(1)
\]

As a consequence, it suffices to prove (33) in case \(w\) is represented in coordinates by a constant map, \(w(x) = (v^1, v^2)\) for any \(x \in B_\delta(0)\).

We fix a reference point \(x_0 := (\rho_0, 0) \in B_\delta(0)\). For any \(x = (\rho \cos \phi, \rho \sin \phi)\) with \(0 < \rho < \rho_0\) and \(0 \leq \phi < 2\pi\), let \(\gamma_{x,1}\) be the straight line segment of endpoints \(x_0\) and \((\rho, 0)\), oriented from \(x_0\) to \((\rho, 0)\). Let \(\gamma_{x,2}\) be the circular arc, centred at the origin, from \((\rho, 0)\) to \(x\), oriented in the anticlockwise direction. Recalling that the metric tensor in geodesic coordinates satisfies \(g_{ij}(x) = \delta_{ij} + O(|x|^2)\), we obtain

\[
f(x) = \int_{\gamma_{x,1}} df + \int_{\gamma_{x,2}} df + f(x_0)
\]

\[
= \int_0^{\rho_0} \left( \frac{v^2}{2\pi r^2} + O(r^{-1}) \right) dr + \frac{1}{2\pi \rho} \int_0^\phi \left( v^1 \cos t + v^2 \sin t \right) dt + O(1) + f(x_0)
\]

\[
= \frac{1}{2\pi \rho} \left( v^1 \sin \phi - v^2 \sin \phi \right) + O(|\log \rho|) = \frac{1}{2\pi |x|}(iv(x), v)_g + O(|\log |x||),
\]

which completes the proof. \(\square\)

**Lemma 4.** Let \(p_1, \ldots, p_n\) be distinct points in \(M\). Let \(q > 2\), \(h \in L^q(M)\) such that \(\int_M h \, \text{vol}_g = 0\). Then, there exists a 1-form \(\tau \in W^{1,q}(M, T^*M)\) such that

\[
d^*\tau = h
\]

\[
\tau(p_k) = 0 \quad \text{for any } k \in \{1, \ldots, n\}
\]

\[
\|\tau\|_{W^{1,q}(M)} \leq C \|h\|_{L^q(M)}
\]

for some constant \(C\) that depends only on \(M, q\) and the points \(p_k\).

**Proof.** Since \(h\) has zero average by assumption, there exists a unique function \(\alpha \in H^1(M)\) such that

\[-\Delta \alpha = h, \quad \int_M \alpha \, \text{vol}_g = 0\]

By the Calderon-Zygmund theory (see [2]), \(\alpha \in W^{2,q}(M)\) and

\[
\|\alpha\|_{W^{2,q}(M)} \lesssim \|g\|_{L^q(M)}
\]

Let \(B_1, \ldots, B_n\) be pairwise disjoint open balls, centred at the points \(p_1, \ldots, p_n\), with radii strictly smaller than the injectivity radius of \(M\). For each \(k\), let \(\eta_k \in C^\infty_c(B_k)\) be a cut-off function, such that \(\eta_k = 1\) in a neighbourhood of \(a_k\). We define the function \(\varphi_k : B_k \to \mathbb{R}\) as

\[
\varphi_k(x) := -\eta_k(x)(i\nabla \alpha(p_k), \text{Exp}^{-1}_{p_k}(x))_g
\]

where \(\text{Exp}_{p_k} : T_{p_k}M \to M\) is the exponential map at \(p_k\). We have

\[
\ast d\varphi_k(p_k) \equiv (i\nabla \varphi_k(p_k))^\flat = (\nabla \alpha(p_k))^\flat = d\alpha(p_k)
\]

Moreover, the Sobolev embedding \(W^{2,q}(M) \hookrightarrow C^1(M)\) implies

\[
\|d\varphi_k\|_{W^{1,q}(B_k)} \lesssim \|\nabla \alpha(p_k)\| \lesssim \|\alpha\|_{W^{2,q}(M)} \lesssim \|h\|_{L^q(M)}
\]
In this inequality, the multiplicative constants implied by the notation \( \lesssim \) depend on the cut-off \( \eta_k \) and hence, on the radii of \( B_k \). However, the points \( p_k \) are fixed once and for all, and so are the balls \( B_k \). Therefore, the form

\[
\tau := \text{d}\alpha - \sum_{k=1}^{n} \ast \text{d} \varphi_k
\]
satisfies all the desired properties. \( \square \)

Lemma 5. Let \( U \subseteq M \) be an open connected set. Let \( p \in U \). Let \( u, v \) be smooth fields on \( U \) such that

\[
|u| = |v| = 1, \quad j(u) = j(v) \quad \text{in } U, \quad u(p) = v(p)
\]

Then, \( u = v \) in \( U \).

Proof. The lemma follows from [7, Lemma 6.4]; we reproduce the argument, for convenience of the reader. Take an arbitrary point \( x \in U \). As \( U \) is open and connected, there exists a smooth curve \( \gamma : [0, 1] \to M \) such that \( \gamma(0) = p, \gamma(1) = x \). Let \( j := j(u) = j(v) \). We consider the following Cauchy problem: find a differentiable map \( w : [0, 1] \to TM \) such that

\[
\begin{cases}
  w(s) \in T_{\gamma(s)}M & \text{for any } s \in [0, 1] \\
  D_{\gamma(s)}w(s) = j(\gamma(s))iw(\gamma(s)) & \text{for any } s \in [0, 1] \\
  w(0) = u(p) = v(p)
\end{cases}
\]

(44)

Since \( j \) is smooth, the problem (44) has a unique solution. By differentiating the constraint \( |u|^2 = |v|^2 = 1 \), we deduce that \( D_{\gamma(t)}u(\gamma(t)) \) is parallel to \( iu(\gamma(t)) \) and \( D_{\gamma(t)}v(\gamma(t)) \) is parallel to \( iv(\gamma(t)) \). Using the definition of \( j(u), j(v) \), we check that both \( t \mapsto u(\gamma(t)) \) and \( t \mapsto v(\gamma(t)) \) are solutions to (44). Therefore, \( u(\gamma(t)) = v(\gamma(t)) \) for any \( t \in [0, 1] \), and the lemma follows. \( \square \)

Lemma 6. For any \( p \in [1, 2) \), the map \( \mathcal{U} \to L^p_{\text{loc}}(M), \ a \mapsto u^*[a] \) is differentiable. For any \( k \in \{1, \ldots, n\} \), any \( a \in \mathcal{U} \) and any \( v \in T_{a_k}M \), there holds

\[
D_{a_k}(u^*[a])[v] = 2\pi d_k f(\cdot, a_k, v) iu^*[a],
\]

where \( f(\cdot, a_k, v) \) is the function given by Lemma 5.

Proof. We fix a reference point \( a^0 = (a_1^0, \ldots, a_n^0) \in \mathcal{U} \). We split the proof into several steps.

Step 1. First, we recall briefly the definition of \( a \mapsto \Xi(a) \). (We refer to [7, Section 5], [3, Section 3.2] for more details.) Let \( g \) denote the genus of \( M \); suppose for the moment that \( g > 0 \). We take smooth, closed, simple curves \( \gamma_1, \ldots, \gamma_{2g} \) in \( M \) whose homology classes generate the first homology group \( H_1(M; \mathbb{Z}) \). (Such curves exist; see e.g. [7, Lemma 5.2].) Up to a perturbation of the curves \( \gamma_h \), we may assume without loss of generality that \( a_0^k \) does not belong to the image of \( \gamma_h \), for any \( k \) and \( h \). For any \( h \), we choose an orthogonal tangent frame \( \{ \tau_{1,h}, \tau_{2,h} \} \) defined in a neighbourhood of \( \gamma_h \), and consider the connection 1-form \( A_k \) induced by \( \{ \tau_{1,k}, \tau_{2,k} \} \) (see [7, Section 5.2]. Now, let \( a = (a_1, \ldots, a_n) \). We assume that each \( a_k \) is close enough to \( a_k^0 \), so that \( a_k \) does not belong to the image of any of the curves \( \gamma_h \), either. The map \( \Xi \) is defined in such a way that

\[
\int_{\gamma_h} (\Xi(a) + d^* \Phi(a, d) + A_k) \in 2\pi \mathbb{Z} \quad \text{for any } h \in \{1, \ldots, 2g\}.
\]

(see [3, Lemma 3.3] — in particular, Equation (3.35)). As \( a \to a^0 \), we have \( \Xi(a) \to \Xi(a^0) \) (in any norm, since \( \Xi \) takes its values in the finite-dimensional space \( \text{Harm}^1(M) \)) and, by elliptic
regularity, \( \Phi(a, d) \to \Phi(a^0, d) \) locally uniformly with all its derivatives, away from the points \( a_1^0, \ldots, a_n^0 \). Therefore, the left-hand side of (46) is continuous as \( a \to a^0 \). It follows that
\[
\int_{\gamma_h} (\Xi(a) + d^*\Phi(a, d) + A_h) = \int_{\gamma_h} (\Xi(a^0) + d^*\Phi(a^0, d) + A_h)
\]
for any \( h \in \{1, \ldots, 2g\} \) and any \( a \) close enough to \( a^0 \). Equation (46), together with (28), implies
\[
\int_{\gamma_h} j(u_*[a]) = \int_{\gamma_h} j(u_*[a^0])
\]
for any \( h \in \{1, \ldots, 2g\} \). In case \( g = 0 \), the condition (17) is empty.

**Step 2.** We fix \( a = (a_1, \ldots, a_n) \in \mathbb{R} \) with \( a \neq a^0 \). We define \( t := (t_1, \ldots, t_n) \in \mathbb{R}^n \) as \( t_k := \text{dist}_g(a_k, a_k^0) \) for any \( k \in \{1, \ldots, n\} \), and
\[
M_a := M \setminus \bigcup_{k=1}^n \bar{B}_{2t_k}(a_k^0)
\]
By construction, \( a_k \notin M_a \), for any \( k \). Equation (28) implies
\[
dj(u_*[a]) - dj(u_*[a^0]) = 2\pi \sum_{k=1}^n d_k (\delta_{a_k} - \delta_{a_k^0})
\]
and hence, \( dj(u_*[a]) - dj(u_*[a^0]) = 0 \) in \( M_a \). If \( a \) is close enough to \( a^0 \), we have
\[
\int_{\partial B_{2t_k}(a_k^0)} (j(u_*[a]) - j(u[a])) = 2\pi \text{ind}(u_*[a], \partial B_{2t_k}(a_k^0)) - 2\pi \text{ind}(u_*[a^0], \partial B_{2t_k}(a_k^0)) = 2\pi d_k - 2\pi d_k = 0
\]
Moreover, \( j(u_*[a]) - j(u_*[a^0]) \) integrates to zero on each of the curves \( \gamma_h \) considered above — see Equation (17). As the homology classes of \( \gamma_h \) generate \( H_1(M; \mathbb{Z}) \), from (17) and (18) we deduce that \( j(u_*[a]) - j(u_*[a^0]) \) is not only closed, but also exact in \( M_a \). In other words, there exists a smooth function \( \beta_*[a]: M_a \to \mathbb{R} \) such that
\[
j(u_*[a]) - j(u_*[a^0]) = d\beta_*[a] \quad \text{in } M_a
\]
(Equation (19) remains satisfied when \( M \) is simply connected, thanks to (18).) The function \( \beta_*[a] \) is uniquely identified by (19) up to an additive constant, and we select a unique \( \beta_*[a] \) by imposing
\[
\beta_*[a](b^0) = 0
\]
where \( b^0 \) is the same point as in (29). The function \( \beta_*[a] \) is harmonic in \( M_a \); indeed, by taking the codifferential of (19), we obtain
\[
-\Delta \beta_*[a] = d^*d\beta_*[a] = d^*j(u_*[a]) - d^*j(u_*[a^0]) = 0 \quad \text{in } M_a.
\]
**Step 3.** For any \( p \in [1, 2] \), \( a \to j(u_*[a]) \) is continuous as an \( L^p \)-valued map, by Lemma (2). Therefore, the \( L^p \)-norm of \( d\beta_*[a] \) in \( M_a \) is bounded independently of \( a \), due to (19). We extend \( \beta_*[a] \) to a smooth function \( \beta: M \to \mathbb{R} \), in such a way that
\[
\|d\beta[a]\|_{W^{1,p}(M)} \leq C_p \quad \text{for any } p \in [1, 2]
\]
For instance, we may construct the extension inside \( B_{2t_k}(a_k^0) \) in the following way: first, we define \( \beta_*[a] \) in \( B_{2t_k}(a_k^0) \setminus B_{t_k}(a_k^0) \) by reflection about the boundary of \( B_{2t_k}(a_k^0) \). Then, we take
a cut-off function \( \eta \in C_\infty^*(B_{2k}(a_k^0)) \) that is equal to 1 in a neighbourhood of \( B_{1k}(a_k^0) \) and we define

\[
\beta[a] := (1 - \eta)\beta_s[a] + \beta_k \eta, \quad \text{where} \quad \beta_k := \int_{B_{2k}(a_k^0) \backslash B_{1k}(a_k^0)} \beta_s[a] \, \text{vol}_g
\]

The Poincaré inequality implies

\[
||d\beta[a]||_{L^p(B_{2k}(a_k^0))} \lesssim ||d\beta_s[a]||_{L^p(B_{2k}(a_k^0) \backslash B_{1k}(a_k^0))} + \epsilon_k^{-1} ||\beta_s[a] - \beta_k||_{L^p(B_{2k}(a_k^0) \backslash B_{1k}(a_k^0))}
\]

\[
\lesssim ||d\beta_s[a]||_{L^p(B_{2k}(a_k^0) \backslash B_{1k}(a_k^0))} \lesssim ||d\beta_s[a]||_{L^p(B_{2k}(a_k^0) \backslash B_{1k}(a_k^0))}
\]

and (52) follows. We claim that

\[
(53) \quad ||\beta(a)||_{L^q(M)} \leq C_q \quad \text{for any } q \in [1, +\infty)
\]

Indeed, let \( K \subseteq M \) be a closed neighbourhood of \( \theta^0 \) that does not contain any of the points \( a_1^0, \ldots, a_n^0 \). For \( a \) close enough to \( a^0 \), we have \( K \cap M_0 = \emptyset \) — in particular, \( a_k \notin K \) for any \( k \). Then, by ellipticity, \( j(u^*a) \) is bounded in \( L^\infty(K) \) by a constant that does not depend on \( a \).

Taking (53) and (54) into account, we deduce that

\[
(54) \quad ||\beta[a]||_{L^\infty(K)} = ||\beta_s[a]||_{L^\infty(K)} \leq C
\]

for some constant \( C \) that does not depend on \( a \). Equation (53) now follows from (52) and (54), via an ‘ad-hoc’ Sobolev-Poincaré inequality.

**Step 4.** Let \( \text{Exp}_g : T_a M \to M \) denote the exponential map at a point \( a \in M \). If \( a \) is close enough to \( a^0 \), then for any \( k \in \{1, \ldots, n\} \) there exists a unique \( v_k \in T_{a_k^0} M \) such that \( \text{Exp}_{a_k^0}(t|v_k) = a_k \). Let

\[
Q[a] := \frac{\beta[a]}{|t|} - 2\pi \sum_{k=1}^n d_k f(\cdot, a_k^0, v_k)
\]

where \( f(\cdot, a_k^0, v_k) \) is the function given by Lemma 3. We claim that

\[
(55) \quad ||Q[a]||_{L^p(M)} \to 0 \quad \text{as} \quad a \to a^0, \quad \text{for any} \quad p \in [1, 2).
\]

Once (55) is proved, observing that \( \beta[a^0] = 0 \), we will deduce that the map \( \mathcal{Y} \to L^p(M) \), \( a \mapsto \beta[a] \) is differentiable at \( a^0 \), with

\[
(56) \quad D_{a_k}(\beta[a^0])[v] = 2\pi d_k f(\cdot, a_k^0, v)
\]

for any \( k \in \{1, \ldots, n\} \) and any \( v \in T_{a_k^0} M \).

We proceed to the proof of (55). There is no loss of generality in assuming \( p > 1 \), so we take \( p \in (1, 2) \). Let \( q \in (2, +\infty) \) be such that \( 1/p + 1/q = 1 \). Let \( h \in L^q(M) \) be any function such that \( ||h||_{L^q(M)} \leq 1 \), \( \int_M h \text{vol}_g = 0 \). By Lemma 3 there exists a 1-form \( \tau \in W^{1,q}(M, T^*M) \) such that

\[
(57) \quad d^*\tau = h
\]

\[
(58) \quad \tau(a_k^0) = 0 \quad \text{for any} \quad k \in \{1, \ldots, n\}
\]

\[
(59) \quad ||\tau||_{W^{1,q}(M)} \leq C
\]

for some constant \( C \) that depends on \( M, q \) and \( a^0 \), but *not* on \( a \). Finally, let

\[
(60) \quad R[a] := j(u^*[a]) - j(u^*[a^0]) - d\beta[a]
\]

Since \( h \) has zero average, we have

\[
\int_M \left( Q[a] - \int_M Q[a] \text{vol}_g \right) h \text{vol}_g = \int_M Q[a] h \text{vol}_g = \int_M Q[a] d^*\tau \text{vol}_g
\]
and hence, by integrating by parts,
\begin{equation}
\int_M \left( Q[a] - \int_M Q[a] \, \text{vol}_g \right) h \, \text{vol}_g = \int_M (dQ[a], \tau)_g \, \text{vol}_g \\
\equiv \int_M \left( j(u^*[a]) - j(u^*[a_0]) \right) \frac{1}{|t|} - 2\pi \sum_{k=1}^n d_k \, d f(\cdot, a_k, v_k) \, \tau \right)_g \, \text{vol}_g \\
= I_1 + I_2
\end{equation}

The map $a \mapsto j(u^*[a])$ is differentiable as a $W^{-1,p}$-valued map, and its differential is given in terms of $f(\cdot, a_k^0, v)$ by Lemma 3. Therefore, keeping (59) into account, we deduce
\begin{equation}
I_1 \lesssim \left\| \frac{j(u^*[a]) - j(u^*[a_0])}{|t|} - 2\pi \sum_{k=1}^n d_k \, d f(\cdot, a_k^0, v_k) \right\|_{W^{-1,p}(M)} \to 0 \quad \text{as } a \to a^0.
\end{equation}

It remains to estimate the other term, $I_2$. As $q > 2$, the 1-form $\tau$ is Hölder continuous of exponent $1 - 2/q$, by Sobolev embedding. Then, Equation (58) implies
\begin{equation}
\|\tau\|_{L^q(M, M_a)} \lesssim \|\tau\|_{W^{1,q}(M)} \sum_{k=1}^n t_k^{1-2/q} \Vol(B_{2t_k}(a_k^0))^{1/q} \lesssim \|\tau\|_{W^{1,q}(M)} \sum_{k=1}^n t_k \lesssim |t|
\end{equation}

On the other hand, the 1-form $R[a]$ is supported in $M \setminus M_a$ and belongs to $L^s(M)$ for any $s < 2$, due to (49) and (52). In fact, the $L^s$-norm of $R[a]$ is bounded independently of $a$, thanks to Lemma 2 and (52). Therefore,
\begin{equation}
I_2 \lesssim \frac{1}{|t|} \|R[a]\|_{L^p(M, M_a)} \|\tau\|_{L^q(M, M_a)} \lesssim \|R[a]\|_{L^p(M, M_a)} \lesssim C_s \|t\|^{2/p-2/s}
\end{equation}

for any $s$ such that $p < s < 2$. Combining (61), (62) and (63), and taking the supremum over all admissible functions $h$, we deduce
\begin{equation}
\left\| Q[a] - \int_M Q[a] \, \text{vol}_g \right\|_{L^p(M)} \to 0 \quad \text{as } a \to a^0.
\end{equation}

Let $V \subseteq M$ be an open neighbourhood of the point $b^0$, such that $a_k^0 \notin V$ for any $k$. For $a$ is close enough to $a^0$, we have $V \subseteq M_a$. Then, the function $Q[a]$ is harmonic in $V$, because both $\beta[a]$ and $f(\cdot, a_k, v_k)$ are harmonic in $M_a$ — by Equation (51) and Lemma 9 respectively. Equation (64) and the Calderon-Zygmund theory imply that $Q[a] - \int_M Q[a] \, \text{vol}_g \to 0$ in $W^{2,p}_{\text{loc}}(V)$ as $a \to a^0$. By Sobolev embedding, it follows that $Q[a] - \int_M Q[a] \, \text{vol}_g \to 0$ locally uniformly in $V$ as $a \to a^0$. However, we have
\begin{equation}
Q[a](b^0) \equiv 0
\end{equation}

which implies
\begin{equation}
\int_M Q[a] \, \text{vol}_g \to 0 \quad \text{as } a \to a^0.
\end{equation}

Combining (64) with (65), we obtain (65).

**Step 5.** We consider the vector field $w_+[a] := e_{ij}[a] u^*[a^0]$. Due to (65) and (66), the map $W \to L^p_{\text{tan}}(M)$, $a \mapsto w_+[a]$ is differentiable at $a^0$, with
\begin{equation}
D_{a_k}(w_+[a^0])[v] = 2\pi d_k f(\cdot, a_k^0, v) iu^*[a^0]
\end{equation}
for any \( k \in \{1, \ldots, n\} \) and any \( v \in T_{a_k^0} M \). By an explicit computation, we see

\[
(67) \quad j(w_*[a]) = d\beta[a] + j(u^*[a^0]) \quad \text{in } M_a
\]

and

\[
(68) \quad w_*[a](b^0) = u^*[a](b^0)
\]

By Lemma 6, we deduce that \( w_*[a] = u^*[a] \) in \( M_a \). For any \( p \in [1, 2] \), it follows that

\[
(69) \quad \frac{\|w_*[a] - u^*[a]\|_{L^p(M)}}{|t|} = \frac{\|w_*[a] - u^*[a]\|_{L^p(M \setminus M_a)}}{|t|} \leq \frac{2\text{Vol}(M \setminus M_a)^{1/p}}{|t|} \lesssim |t|^{2/p-1} \to 0
\]
as \( a \to 0 \). The lemma follows from (66) and (69).

\[ \square \]

**Proof of Proposition 1** Let \( \theta \in H^1(M) \). Let \( a_0 = (a_1^0, \ldots, a_n^0) \in \mathcal{U} \), \( a = (a_1, \ldots, a_n) \in \mathcal{U} \). As in the proof of Lemma 6, we define \( t := (t_1, \ldots, t_k) \in \mathbb{R}^n \) by \( t_k := \text{dist}_g(a_k, a_k^0) \). For any index \( k \), let \( v_k \) be the unique element of \( T_{a_k^0} M \) such that \( \text{Exp}_{a_k^0}(t \cdot v_k) = a_k \). Let \( p \in (1, 2) \). By Lemma 6, we can write

\[
u^*[a] = u^*[a^0] + |t| \cdot |z[a]| + |t| \cdot |r[a]},
\]

where

\[
(70) \quad z[a] := 2\pi \sum_{k=1}^n d_k f(\cdot, a_k^0, v_k) iu^*[a^0]
\]

\[
(71) \quad \|r[a]\|_{L^p(M)} \to 0 \quad \text{as } a \to a^0
\]

From the definition of the functional \( \mathcal{G} \), Equation (24) we deduce

\[
\mathcal{G}(u^*[a], \theta) - \mathcal{G}(u^*[a^0], \theta) = \frac{1}{2} \int_M \left( |(e^{i\theta} u^*[a])|^2 - |(e^{i\theta} u^*[a^0])|^2 \right) g \text{vol}_g
\]

\[
= |t| \int_M \left( \mathcal{I}(e^{i\theta} u^*[a^0]), \mathcal{I}(e^{i\theta} z[a] + e^{i\theta} r[a]) \right)_g \text{vol}_g + \frac{|t|^2}{2} \int_M \left| (e^{i\theta} z[a] + e^{i\theta} r[a]) \right|_g^2 \text{vol}_g
\]

\[
= |t| \int_M \left( \mathcal{I}(e^{i\theta} u^*[a^0]), \mathcal{I}(e^{i\theta} z[a] + e^{i\theta} r[a]) \right)_g \text{vol}_g
\]

\[
+ \frac{|t|^2}{2} \int_M \left( \mathcal{I}(e^{i\theta} u^*[a^0]), \mathcal{I}(e^{i\theta} z[a] + e^{i\theta} r[a]) \right)_g \text{vol}_g
\]

Therefore, in order to prove that \( a \mapsto \mathcal{G}(u^*[a], \theta) \) is differentiable at \( a^0 \), it suffices to show that

\[
(72) \quad \int_M \left( \mathcal{I}(e^{i\theta} u^*[a^0]), \mathcal{I}(e^{i\theta} r[a]) \right)_g \text{vol}_g \to 0,
\]

\[
(73) \quad \int_M \left( \mathcal{I}(e^{i\theta} u^*[a^0]), \mathcal{I}(e^{i\theta} z[a] + e^{i\theta} r[a]) \right)_g \text{vol}_g \to 0
\]
as \( a \to a^0 \). Equation (72) follows immediately from (71), taking into account that \( u^*[a^0] \) is bounded. Lemma 6 implies that \( u^*[a] \to u^*[a^0] \) strongly in \( L^q_{\text{loc}}(M) \) for any \( q < 2 \), as \( a \to a^0 \). Moreover, \( \|u^*[a]\|_{L^\infty(M)} = 1 \) for any \( a \) and hence, by interpolation, \( u^*[a] \to u^*[a^0] \) in \( L^q_{\text{loc}}(M) \) for any \( q < +\infty \). Choosing \( q \) in such a way that \( 1/p + 1/q = 1 \), we deduce (73) from the Hölder inequality. This proves that \( a \mapsto \mathcal{G}(u^*[a], \theta) \) is differentiable at \( a^0 \).

As a byproduct of the argument above, we obtain a characterisation of the differential of \( \mathcal{G} \):

\[
(74) \quad D_{a_k} \mathcal{G}(u^*[a^0], \theta)[v] = 2\pi d_k \int_M f(\cdot, a_k^0, v) \left( \mathcal{I}(e^{i\theta} u^*[a^0]), \mathcal{I}(e^{i\theta} u^*[a^0]) \right)_g \text{vol}_g
\]
for any index \( k \) and any \( v \in T_{a_k^0} M \). We work at fixed \( k \) and \( v \) from now on. To simplify the notation, we write \( f \) instead of \( f(\cdot, a_k^0, v) \). We assume that \( \theta \) is a critical point for \( \mathcal{F}(u^* [a^0], \cdot) \) — that is, \( \theta \) satisfies the Euler-Lagrange equation

\[
- \Delta \theta + \mathcal{F}(e^{i\theta} u^* [a^0]), \mathcal{F}(e^{i\theta} i u^* [a^0]) \right|_g = 0
\]

Equation (75) implies that \( \Delta \theta \in L^\infty(M) \). By elliptic regularity, it follows that \( \theta \in W^{2, q}(M) \) for any \( q < +\infty \) and, by Sobolev embedding, \( \theta \in C^{1, \alpha}(M) \) for any \( \alpha \in (0, 1) \). Equation (74) may be written equivalently as

\[
D_{a_k} \mathcal{F}(u^* [a^0], \theta)[v] = 2\pi d_k \int_M f \Delta \theta \operatorname{vol}_g
\]

We integrate by parts (and recall that \( -\Delta f = 0 \) in \( M \setminus \{ a_k^0 \} \)), by Lemma 5:

\[
\frac{D_{a_k} \mathcal{F}(u^* [a^0], \theta)[v]}{2\pi d_k} = \lim_{\eta \to 0} \int_{M \setminus B_\eta(a_k^0)} f \Delta (\theta - \theta(a_k^0)) \operatorname{vol}_g
\]

\[
= \lim_{\eta \to 0} \int_{\partial B_\eta(a_k^0)} \left( -f \frac{\partial \theta}{\partial \nu} + (\theta - \theta(a_k^0)) \frac{\partial f}{\partial \nu} \right) d\mathcal{H}_1
\]

where \( \nu \) is the outward unit normal to \( \partial B_\eta(a_k^0) \). Let \( w \) be a smooth field, defined in a neighborhood of \( a_k^0 \), such that \( w(a_k^0) = w \). By applying Lemma 3 we obtain

\[
\frac{D_{a_k} \mathcal{F}(u^* [a^0], \theta)[v]}{2\pi d_k} = \lim_{\eta \to 0} \frac{1}{2\pi \eta} \int_{\partial B_\eta(a_k^0)} (i \nu, w)_g \left( \frac{\partial \theta}{\partial \nu} + \frac{\theta - \theta(a_k^0)}{\eta} \right) d\mathcal{H}_1
\]

As we have already seen, elliptic regularity implies that \( \theta \in C^1(M) \). Therefore,

\[
\frac{D_{a_k} \mathcal{F}(u^* [a^0], \theta)[v]}{2\pi d_k} = \lim_{\eta \to 0} \frac{1}{2\pi \eta} \int_{\partial B_\eta(a_k^0)} (i \nu, w)_g \frac{\partial \theta}{\partial \nu} d\mathcal{H}_1
\]

To evaluate the integral at the right-hand side of (77), we work in geodesic coordinates centred at \( a_k^0 \), and identify points in \( B_\eta(a_k^0) \subset M \) with points in \( B_\eta(0) \subset \mathbb{R}^2 \), with \( a_k^0 = 0 \). We choose as \( w \) the vector field that is represented in coordinates by a constant map, \( w = v \). The geodesic coordinates map the geodesic circle \( \partial B_\eta(a_k^0) \subset M \) to \( \partial B_\eta(0) \subset \mathbb{R}^2 \), and the metric tensor in geodesic coordinates satisfies \( g_{ij}(x) = \delta_{ij} + O(|x|^2) \). Therefore, we obtain

\[
\frac{D_{a_k} \mathcal{F}(u^* [a^0], \theta)[v]}{2\pi d_k} = \lim_{\eta \to 0} \frac{1}{2\pi \eta} \int_0^{2\pi} \left( -v^1 \sin \phi + v^2 \cos \phi \right) \left( \partial_1 \theta(\eta e^{i\phi}) \cos \phi + \partial_2 \theta(\eta e^{i\phi}) \sin \phi \right) d\phi
\]

\[
= v^2 \partial_1 \theta(0) - v^1 \partial_2 \theta(0) = (i \nabla \theta(0), v)_g
\]

and the proposition follows. \( \square \)

2.2. The gradient of the renormalized energy \( W \). We turn our attention to the renormalised energy \( W \), defined in (10). We recall the definition here. Let \( \mathcal{W} \subseteq M^n \) be as in Section 2.1. For any \( a \in \mathcal{W} \), any \( d \in \mathbb{Z}^n \) with \( (a, d) \in \mathcal{A}^n \) and any \( \xi \in L(a, d) \), we consider the unique “reference” canonical harmonic field \( u^*[a, d, \xi] \), defined by the conditions (28) and (29). The renormalized energy is given as

\[
W(a, d, \xi, \theta) := W^{\text{intr}}(a, d, \xi) + \mathcal{F}(u^*[a, d, \xi], \theta),
\]

where \( W^{\text{intr}} \) is the intrinsic component, defined in (14), and \( \mathcal{F} \) is as in (24). We define the gradient of \( W \) with respect to the variable \( a \) as in (3): for any \( (a, d) \in \mathcal{A}^n \) and \( \xi \in L(a, d) \), there exists a unique smooth map \( b \in M^n \mapsto \Xi(b) \in \text{Harm}^1(M) \), locally defined for \( b \) in a
neighbourhood of \( \mathbf{a} \), such that \( \Xi(\mathbf{b}) \in \mathcal{L}(\mathbf{a}, \mathbf{d}) \) for any \( \mathbf{b} \) and \( \Xi(\mathbf{a}) = \xi \) [3 Lemma 3.3]. Then, we define

\[
\nabla_{\mathbf{a}} W(\mathbf{a}, \mathbf{d}, \xi, \theta) := \nabla_{\mathbf{b}} W(\mathbf{b}, \mathbf{d}, \Xi(\mathbf{b}), \theta)|_{\mathbf{b}=\mathbf{a}}
\]

The right-hand side of (79) is well-defined, because \( W^{\text{intr}} \) is smooth [2 Proposition 2.4] and \( G \) is differentiable (by Proposition 1). Moreover, if \( \theta \) is a critical point for \( G(u^*[\mathbf{a}, \mathbf{d}, \xi], \cdot) \), then the gradient \( \nabla_{\mathbf{a}} W \) can be further characterized as

\[
\nabla_{\mathbf{a}} W(\mathbf{a}, \mathbf{d}, \xi, \theta) = \nabla_{\mathbf{a}} W^{\text{intr}}(\mathbf{a}, \mathbf{d}, \xi) + 2\pi \sum_{j=1}^{n} d_j i \nabla \theta(a_j)
\]

For further properties of \( \nabla_{\mathbf{a}} W^{\text{intr}} \), see [3 Section 3].

The next Proposition is the analogue of [3 Proposition 3.4] (see also [2 Theorem VII.4, Theorem VIII.3] and [3 Theorem 5.1] for the Euclidean versions) in the extrinsic framework and characterize \( \nabla_{\mathbf{a}} W \) in terms of the extrinsic analogue of the harmonic canonical vector field, \( u_0 = e^{i\theta} u^* \). Given \( \mathbf{a}, \mathbf{d} \) we consider geodesic balls \( B_{\eta}(a_j) \) centered in \( a_j \) and with radius \( \eta \) such that their closures are pairwise disjoint. In what follows we denote with \( \nu \) the exterior unit normal to \( \partial B_{\eta}(a_j) \).

**Proposition 7.** Let \( \mathbf{a}, \mathbf{d} \in \mathbb{S}^n \), with \( \mathbf{a} \in \mathcal{U} \), and \( \xi \in \mathcal{L}(\mathbf{a}, \mathbf{d}) \). Let \( u^* = u^*[\mathbf{a}, \mathbf{d}, \xi] \) be the “reference” canonical harmonic field defined in [28], [29]. Let \( u_0 := e^{i\theta} u^* \) with \( \theta \in C^1(M) \) a critical point of \( G(u^*, \cdot) \). Let \( j \in \{1, \ldots, n\} \) be fixed, and let \( e \) be a smooth vector field defined in a neighbourhood \( U \) of \( a_j \), such that

\[
\text{div} \, e = 0 \quad \text{in} \, U.
\]

Then, we have

\[
\lim_{\eta \to 0} \int_{\partial B_{\eta}(a_j)} \left( (D_c u_0, D_c u_0)_g - \frac{1}{2} |D u_0|_g^2 (\nu, e)_g \right) d\mathcal{H}^1 = \left( \nabla_{a_j} W(\mathbf{a}, \mathbf{d}, \xi, \theta), e(a_j) \right)_g
\]

**Proof.** Let us set

\[
I_\eta(u_0) := \int_{\partial B_{\eta}(a_j)} \left( (D_c u_0, D_c u_0)_g - \frac{1}{2} |D u_0|_g^2 (\nu, e)_g \right) d\mathcal{H}^1.
\]

We define \( I_\eta(u^*) \) in a completely analogous way. A standard computation (see [3]) shows that

\[
I_\eta(u_0) = \int_{\partial B_{\eta}(a_j)} \left( j(u_0)[e] j(u_0)[\nu] - \frac{1}{2} |j(u_0)|_g^2 (\nu, e)_g \right) d\mathcal{H}^1,
\]

with (recall that \( u_0 = e^{i\theta} u^* \))

\[
j(u_0) = d\theta + d\Psi + \xi,
\]

where \( \Psi \) is given in [27] and \( \xi \in \mathcal{L}(\mathbf{a}, \mathbf{d}) \). In [3 Proposition 3.4] we proved that

\[
\lim_{\eta \to 0} I_\eta(u^*) = \left( \nabla_{a_j} W^{\text{intr}}(\mathbf{a}, \mathbf{d}, \xi), e \right),
\]

and that (see [3 Formula 3.71])

\[
j(u^*) = d^* \Psi + \xi = \frac{d_j}{\eta}(i\nu)^b + O(1),
\]

where we used that \( \xi \) is smooth. Now, we write \( I_\eta(u_0) \) in terms of \( I_\eta(u^*) \). There holds

\[
I_\eta(u_0) = I_\eta(u^*) + \int_{\partial B_{\eta}(a_j)} \left( (j(u^*)[\nu] d\theta[e] + d\theta[\nu] d\theta[e] - (j(u^*), d\theta) (\nu, e)) d\mathcal{H}^1 + O(\eta).
\]
Therefore, since (82) implies that \( j(u^*)[\nu] = O_{\eta \to 0}(1) \), we obtain

\[
I_\eta(u_0) = I_\eta(u^*) + \frac{d_j}{\eta} \int_{\partial B_\eta(a_j)} (\partial_r \theta(\nu, \epsilon)_g - (i\nu, \nabla \theta)_g(\nu, \epsilon)_g) \, d\mathcal{H}^1 + O(\eta)
\]

\[
= I_\eta(u^*) + 2\pi d_j \int_{\partial B_\eta(a_j)} (\nabla \theta, \epsilon)_g \, d\mathcal{H}^1 + O(\eta)
\]

(83)

\[
= I_\eta(u^*) - 2\pi d_j \int_{\partial B_\eta(a_j)} (\nabla \theta, \epsilon)_g \, d\mathcal{H}^1 + O(\eta)
\]

\[
= I_\eta(u^*) + 2\pi d_j \int_{\partial B_\eta(a_j)} (i\nabla \theta, \epsilon)_g \, d\mathcal{H}^1 + O(\eta).
\]

Recalling (81) and Proposition 1, we conclude that

\[
\lim_{\eta \to 0} I_\eta(u_0) = (\nabla_{a_j} W^{\text{intr}}(a, d, \xi) + 2\pi d_j i\nabla \theta(a_j), \epsilon)_g = (\nabla_{a_j} W(a, d, \xi, \epsilon(a_j))_g)
\]

\[
\square
\]

3. Vortex dynamics

3.1. Analysis of a non-homogeneous stationary Ginzburg-Landau equation. In this section, we consider solutions \( u_\epsilon \in H^1_{\text{tan}}(M) \) of the non-homogeneous equation

(84)

\[
- \Delta_g u_\epsilon + \frac{1}{\epsilon^2}\left( |u_\epsilon|^2 - 1 \right) u_\epsilon + \nabla^2 u_\epsilon = f_\epsilon,
\]

where \((f_\epsilon)_{\epsilon > 0}\) is a given sequence of vector fields on \( M \), which we assume to be bounded in \( L^2_{\text{tan}}(M) \) (at least). For the time being, there is still no dependence on time in equation (84). However, later in this Section we will apply these results to the parabolic Ginzburg-Landau equation (2), by working at fixed time \( t \) and taking \( f_\epsilon = -\partial_t u_\epsilon(t)/|\log \epsilon| \).

We assume that \( u_\epsilon \) satisfies

(85)

\[
\omega(u_\epsilon) \to 2\pi \sum_{j=1}^n d_j \delta_{a_j} \quad \text{in } W^{-1,1}(M) \quad \text{as } \epsilon \to 0,
\]

where \( a_1, \ldots, a_n \) are distinct points in \( M \) and \( d_1, \ldots, d_n \) are non-zero integers with \( \sum_{j=1}^n d_j = \chi(M) \). As usual, we denote \( a := (a_1, \ldots, a_n) \) and \( d := (d_1, \ldots, d_n) \). We further assume that

(86)

\[
\|u_\epsilon\|_{L^\infty(M)} \leq C_0
\]

(87)

\[
F_{\epsilon}^{\text{extr}}(u_\epsilon) = \int_M \left( \frac{1}{2} |Du_\epsilon|_g^2 + \frac{1}{4\epsilon^2}(1 - |u_\epsilon|_g^2)^2 + |\nabla u_\epsilon|^2 \right) \, \text{vol}_g \leq \pi n |\log \epsilon| + C_0
\]

for some \( \epsilon \)-independent constant \( C_0 \). Since

\[
F_{\epsilon}^{\text{intr}}(u_\epsilon) \leq F_{\epsilon}^{\text{extr}}(u_\epsilon),
\]

we may apply [2] Lemma 4.3, Corollary 4.5, Lemma 4.9] and find a limit field \( u_0 \) such that \( |u_0|_g = 1 \) a.e. in \( M \) and

(88)

\[
u \epsilon \to u_0 \quad \text{strongly in } W^{1,\varphi}(M) \text{ and in } H^1_{\text{loc}}(M \setminus \{a_1, \ldots, a_n\})
\]

up to extraction of a subsequence. Note that (80) and (88) imply \( u_\epsilon \to u_0 \) strongly in \( L^q(M) \) for any \( q < +\infty \).

Proposition 8. Let \( u_\epsilon \in H^1_{\text{tan}}(M) \) be a sequence of solutions of (84) that satisfies (80), (85), (87). Assume that the sequence \((f_\epsilon)_{\epsilon > 0}\) converges to 0 in \( L^2_{\text{tan}}(M) \). Then there exists \( \xi \in \text{Harm}^1(M) \) with \( \xi \in L(a, d) \) and \( \theta \in C^1(M) \) such that

(89)

\[
\hat{j}(u_0) = d\theta + d^\ast \Psi + \xi,
\]
where \( \Psi \) is defined in [27]. Moreover, \( u_0 \) can be written as \( u_0 = e^{i\theta}u^*[a, d, \xi] \), where \( u^*[a, d, \xi] \) is the “reference” canonical harmonic field defined in [28]–[29], and \( \theta \) is a critical point of the functional \( \mathcal{G}(u^*[a, d, \xi], \cdot) \). Finally,

\[
\liminf_{\varepsilon \to 0} \left( F^\text{extr}_\varepsilon(u_\varepsilon) - n\pi|\log \varepsilon| - n\gamma \right) \geq W(a, d, \xi, \theta).
\]

Before we proceed to the proof of Proposition 3 we state an auxiliary result. For any \( \varepsilon > 0 \), we consider the Hodge decomposition of the 1-form \( j(u_\varepsilon) \) — that is, we write

\[
j(u_\varepsilon) = d\theta_\varepsilon + d^*\beta_\varepsilon + \xi_\varepsilon.
\]

where \( \theta_\varepsilon \) is a smooth function, \( \beta_\varepsilon \) is a 2-form and \( \xi_\varepsilon := \mathcal{P}_H(j(u_\varepsilon)) \) is a harmonic 1-form. The function \( \theta_\varepsilon \) is uniquely determined up to an additive constant. We impose the renormalisation condition

\[
\int_M \theta_\varepsilon \text{vol}_g = 0
\]

We denote by \( \Lambda \) the set of cluster points of \( (\theta_\varepsilon)_{\varepsilon>0} \) in \( H^1(M) \). By definition, a function \( \theta \in H^1(M) \) belongs to \( \Lambda \) if and only if there exists a subsequence \( (\theta_{\varepsilon_j})_{j \in \mathbb{N}} \) such that \( \theta_{\varepsilon_j} \xrightarrow{\varepsilon \to \infty} \theta \) in \( H^1(M) \).

**Lemma 9.** Let \( u_\varepsilon \in H^1_{\text{tan}}(M) \) be a sequence of solutions of [34] that satisfies [35], [36], [37]. Assume that \( f_\varepsilon \xrightarrow{\varepsilon \to 0} 0 \) in \( L^2_{\text{tan}}(M) \). Then, the following statements hold:

(i) the sequence \( (\theta_\varepsilon)_{\varepsilon>0} \) defined by [38] [39] is relatively compact in \( H^1(M) \) (in particular, \( \Lambda \) is nonempty);

(ii) \( \Lambda \) is a closed subset of \( C^1(M) \);

(iii) there exists a compact set \( K_\varepsilon \subseteq C^1(M) \) (depending only on \( M \) and the constant \( C_0 \) in [37]) such that \( \Lambda \subseteq K_\varepsilon \).

**Proof.** We claim that \( \theta_\varepsilon \) satisfies an elliptic equation; the lemma will follow by elliptic regularity theory. Let \( \psi : M \to \mathbb{R} \) be a smooth test function. We test Equation [34] against \( iu_\varepsilon \psi \):

\[
\int_M (-\Delta_g u_\varepsilon, iu_\varepsilon)_g \psi \text{vol}_g + \int_M (\mathcal{F}^2 u_\varepsilon, iu_\varepsilon)_g \psi \text{vol}_g = \int_M (f_\varepsilon, iu_\varepsilon)_g \psi \text{vol}_g
\]

and thus, thanks to [31] Lemma A.1],

\[
\int_M \psi d^* j(u_\varepsilon) = \int_M (f_\varepsilon, iu_\varepsilon)_g \psi \text{vol}_g - \int_M (\mathcal{F}^2 u_\varepsilon, iu_\varepsilon)_g \psi \text{vol}_g.
\]

Since \( d^* j(u_\varepsilon) = d^* d\theta_\varepsilon = -\Delta \theta_\varepsilon \), we deduce that \( \theta_\varepsilon \) solves

\[
-\Delta \theta_\varepsilon = (f_\varepsilon - \mathcal{F}^2 u_\varepsilon, iu_\varepsilon)_g
\]

As \( f_\varepsilon \) is bounded in \( L^2(M) \) and \( u_\varepsilon \) is bounded in \( L^\infty(M) \), by assumption, the right hand side of [40] is bounded in \( L^2(M) \). Therefore, elliptic regularity implies that \( \theta_\varepsilon \) is bounded in \( H^2(M) \) and hence, (i) follows, by compact Sobolev embedding. Let \( \theta \in \Lambda \) be a cluster point for the sequence \( \theta_\varepsilon \) in \( H^1(M) \). By passing to the limit in [40] recalling that \( f_\varepsilon \xrightarrow{\varepsilon \to 0} 0 \) strongly in \( L^2(M) \), we obtain

\[
-\Delta \theta = -\left( \mathcal{F}^2 u_0, iu_0 \right)_g
\]

where \( u_0 \) is a cluster point for the \( u_\varepsilon \) in \( W^{1,p}(M) \) (see [41]). The right-hand side of Equation [44] belongs to \( L^\infty(M) \), and its \( L^\infty(M) \)-norm is bounded in terms of \( M, C_0 \) only. By elliptic regularity, we deduce that \( \theta \in W^{2,q}(M) \) for any \( q < +\infty \) (with uniform bounds on the \( W^{2,q}(M) \)-norm). The property (iii) follows from the compact Sobolev embedding \( W^{2,q}(M) \hookrightarrow C^1(M) \),
for $2 < q < +\infty$. To complete the proof of the lemma, it only remains to show that $\Lambda$ is closed in $C^1(M)$. A diagonal argument shows that the set of cluster points $\Lambda$ is closed in $H^1(M)$; as $C^1(M)$ embeds continuously in $H^1(M)$ it follows that $\Lambda$ is closed in $C^1(M)$. □

**Remark 1.** Equation (93) implies that $(\theta_\varepsilon)_{\varepsilon>0}$ is bounded in $H^2(M)$ and hence, relatively compact not only in $H^1(M)$, but also in $W^1,q(M)$ for any $q < +\infty$.

**Proof of Proposition 8.** We extract a (non-relabelled) subsequence such that $u_\varepsilon$ converges to a limit vector field $u_0$, as in (88). Let $\theta_\varepsilon$ be defined as in (91)–92).

**Step 1 (Proof of (89)).** The convergence of $u_\varepsilon$, Equation (88), together with (86) implies that

$$j(u_\varepsilon) \to j(u_0) \quad \text{strongly in } L^p(M).$$

Moreover, since the the projection $\mathbb{P}_H$ on the harmonic 1-forms is linear and bounded from $L^1(M; T'M)$ to Harm$^1(M)$, we get that

$$\xi_\varepsilon := \mathbb{P}_H j(u_\varepsilon) \to \mathbb{P}_H j(u_0) =: \xi$$

On the other hand, since the projection $\mathbb{P}_d$ on the exact forms is linear and bounded as an operator

$$\mathbb{P}_d: L^p(M; T'M) \to L^p(M), \quad \mathbb{P}_d(j(u_\varepsilon)) := d\theta_\varepsilon,$$

for $p \in (1, +\infty)$ (see [14]), we obtain

$$d\theta_\varepsilon = \mathbb{P}_d j(u_\varepsilon) \to \mathbb{P}_d j(u_0) = d\theta,$$

strongly in $L^p(M)$. Finally, the convergence of $j(u_\varepsilon)$ and of the vorticity $\omega(u_\varepsilon) = d(j(u_\varepsilon) + \kappa \text{vol}_g$ (see [89]) allows to identify

$$d(j(u_\varepsilon)) = 2\pi \sum_{j=1}^{n} d_j \delta_{a_j} - \kappa \text{vol}_g.$$  

Equation (89) now follows from (95), (96) and (97). Indeed, the Hodge decomposition for $j(u_0)$ reads, thanks to (94) and (96),

$$j(u_0) = d\theta + d^* \beta + \xi,$$

for some 2-form $\beta$. Due to (92), the 2-form $\beta$ (which can be taken with zero mean) has to satisfy

$$dd^* \beta = -\Delta \beta = 2\pi \sum_{j=1}^{n} d_j \delta_{a_j} - \kappa \text{vol}_g,$$

and thus $\beta = \Psi$.

**Step 2 (Proof that $\xi \in \mathcal{L}(\mathbf{a}, \mathbf{d})$ and that $\theta$ is a critical point of $\mathcal{G}$).** For any $\varepsilon > 0$ we introduce the following sequence of smooth vector fields

$$u_\varepsilon^* := e^{-i \theta_\varepsilon} u_\varepsilon.$$

Since (see [7, Section 10.2])

$$|Du_\varepsilon^*|^2_g = |Du_\varepsilon|^2_g + |u_\varepsilon|^2_g |d\theta_\varepsilon|^2_g - 2(j(u_\varepsilon), d\theta_\varepsilon)_g$$

$$= |Du_\varepsilon|^2_g + \left( |u_\varepsilon|^2 - 2 \right) |d\theta_\varepsilon|^2_g,$$

and $\|\theta_\varepsilon\|_{H^1(M)} \leq C$, we conclude that

$$F_\varepsilon^{\text{int}}(u_\varepsilon^*) = F_\varepsilon^{\text{ext}}(u_\varepsilon) + \int_M \left( |u_\varepsilon|^2 - 2 \right) |d\theta_\varepsilon|^2_g \text{vol}_g$$

$$\leq n\pi |\log \varepsilon| + C.$$
By applying compactness results for the intrinsic Ginzburg-Landau energy (see, e.g., [3, Lemma 4.3, Corollary 4.5, Lemma 4.9]), we find a vector field \( u^* \in W^{1,p}_\text{tan}(M) \) with \( |u^*|_g = 1 \) a.e. in \( M \) and a (non-relabelled) subsequence such that

\[
u^*_\varepsilon \to u^* \quad \text{strongly in } W^{1,p}_\text{tan}(M) \quad \text{and in } L^q_\text{tan}(M)
\]

for any \( p \in (1, 2) \), \( q \in (1, +\infty) \). This implies

\[
j(u^*_\varepsilon) \to j(u^*) \quad \text{in } L^p(M)
\]

for any \( p \in (1, 2) \). Since \( u_\varepsilon \to u_0 \) in \( W^{1,p}_\text{tan}(M) \) and in \( H^1_\text{loc}(M \setminus \{a_1, \ldots, a_n\}) \) and \( \theta_\varepsilon \to \theta \) in \( H^1(M) \) we obtain

\[
u^*_\varepsilon \to e^{-i\theta}u_0 \quad \text{weakly in } W^{1,p}_\text{tan}(M) \quad \text{and in } H^1_\text{loc}(M \setminus \{a_1, \ldots, a_n\}),
\]

and therefore \( u^* = e^{-i\theta}u_0 \). By direct computation,

\[
j(u^*) = j(u_0) - d\theta.
\]

Therefore,

\[
\omega(u^*_\varepsilon) \xrightarrow{\varepsilon \to 0} dj(u^*) + \kappa \text{vol}_g = 2\pi \sum_{j=1}^n d_j \delta_{a_j} \quad \text{in } W^{-1,1}(M).
\]

The vector field \( u^* \) satisfies \( |u^*| = 1 \) a.e. in \( M \),

\[
dj(u^*) = 2\pi \sum_{j=1}^n d_j \delta_{a_j} - \kappa \text{vol}_g,
\]

\[
d^* j(u^*) = 0.
\]

Therefore, \( u^* \) is a canonical harmonic vector field for \( (a, d, \xi) \). This implies \( \xi \in \mathcal{L}(a, d) \) (see [7, Theorem 2.1]). Moreover, as \( u_0 = e^{i\theta}u^* \), the equation \((91)\) is indeed the Euler-Lagrange equation for the energy \( \mathcal{G}(u^*, \cdot) \) defined in [21]. In other words, Equation \((91)\) may be rewritten as

\[
\partial_\theta \mathcal{G}(u^*, \theta) = 0.
\]

and hence, \( \theta \) is a critical point (albeit not necessarily a minimiser) of \( \mathcal{G}(u^*, \cdot) \). As the canonical harmonic field for \( (a, d, \xi) \) is unique up to a global rotation [7, Theorem 2.1], there exists a constant \( \kappa \in \mathbb{R} \) such that \( u^* = e^{i\theta}u^*[a, d, \xi] \) (where \( u^*[a, d, \xi] \) is identified by \([28], [29]\)). Upon replacing \( \theta \) with \( \theta + \kappa \), we may even assume without loss of generality that \( u^* = u^*[a, d, \xi] \), for rotating \( u^* \) by a constant angle is equivalent to shifting \( \theta \) by an additive constant (by \([25]\)).

\textbf{Step 3} (Proof of \((90)\)). We have

\[
F^\text{extr}_\varepsilon(u_\varepsilon) = F^\text{intr}_\varepsilon(u_\varepsilon^*) + \frac{1}{2} \int_M |u_\varepsilon^*|^2_g |d\theta_\varepsilon|^2_g \text{vol}_g + \frac{1}{2} \int_M |\mathcal{S}_g(e^{i\theta} u_\varepsilon^*)|^2 \text{vol}_g + \int_M (j(u_\varepsilon^*), d\theta_\varepsilon)_g \text{vol}_g.
\]

First of all, we observe that \( u^*_\varepsilon \) satisfies the hypothesis of \([7, \text{Theorem 2.5}]\), which gives

\[
\liminf_{\varepsilon \to 0} (F^\text{intr}_\varepsilon(u_\varepsilon^*) - n\pi |\log \varepsilon|) \geq W^\text{intr}(a, d, \xi) + n\gamma.
\]

Moreover, the energy estimate \((98)\) implies

\[
\int_M (|u^*_\varepsilon|^2 - 1)^2 \text{vol}_g \leq C \varepsilon |\log \varepsilon|
\]
and hence,
\[ |u^*_\varepsilon|^2 \xrightarrow{\varepsilon \to 0} 1 \quad \text{strongly in } L^2(M) \]
Keeping in mind that \( \theta_\varepsilon \xrightarrow{\varepsilon \to 0} \theta \) strongly in \( H^1(M) \), we can pass to the limit in the second term in (103) and obtain
\[ \lim_{\varepsilon \to 0} \frac{1}{2} \int_M |u^*_\varepsilon|^2 \, |d\theta_\varepsilon|^2 \, \text{vol}_g = \frac{1}{2} \int_M |d\theta|^2 \, \text{vol}_g. \]  
(105) 

The strong \( L^2_{\text{tan}}(M) \)-convergence of \( u^*_\varepsilon = e^{i\theta_\varepsilon} u^*_\varepsilon \) to \( u_0 = e^{i\theta} u^* \) implies that
\[ \lim_{\varepsilon \to 0} \int_M \left| \mathcal{F} \left( e^{i\theta_\varepsilon} u^*_\varepsilon \right) \right|^2 \, \text{vol}_g = \int_M \left| \mathcal{F} \left( e^{i\theta} u^* \right) \right|^2 \, \text{vol}_g. \]
(106) 
Finally, since \( d\theta_\varepsilon \) converges strongly in \( L^q(M) \) for any \( q \in [1, +\infty) \) (see Remark 1), we have
\[ \lim_{\varepsilon \to 0} \int_M (j(u^*_\varepsilon), d\theta_\varepsilon)_g \, \text{vol}_g = \int_M (j(u^*), d\theta)_g \, \text{vol}_g, \]
thanks to the continuity of the product of a weakly and a strongly convergent sequence in \( L^p \). Therefore, thanks to (28) and (32) we have that
\[ \int_M (j(u^*), d\theta)_g \, \text{vol}_g = \int_M (j(u_0), d\theta)_g \, \text{vol}_g - \int_M |d\theta|^2 \, \text{vol}_g = 0. \]
Thus, taking the \( \liminf_{\varepsilon \to 0} \) in (103) we readily get (33). 

**Proposition 10.** Let \( u_\varepsilon \in H^1_{\text{tan}}(M) \) be a sequence of solutions of (54) that satisfies (55), (57). Assume that \( f_\varepsilon \xrightarrow{\varepsilon \to 0} 0 \) in \( L^2_{\text{tan}}(M) \). Assume moreover that \( \varepsilon \xi : = P_{HJ}(u_\varepsilon) \xrightarrow{\varepsilon \to 0} \xi \) and, upon extraction of a subsequence, that \( u_\varepsilon \xrightarrow{\varepsilon \to 0} u_0 := e^{i\theta} u^*[a, d, \xi] \in W^{1,p}(M) \), where \( u^*[a, d, \xi] \) is given by (28)–(29) and \( \theta \in H^1(M) \) is a critical point of \( \mathcal{G}(u^*[a, d, \xi], \cdot) \). Then, we have
\[ \lim_{\varepsilon \to 0} \frac{\log \varepsilon}{2} \int_M \left| -\Delta_g u_\varepsilon + \frac{1}{\varepsilon^2} (|u_\varepsilon|^2 - 1) u_\varepsilon \right|^2 \, \text{vol}_g \geq \frac{1}{2\pi} \sum_{j=1}^n \left| \nabla_{\xi_j} W(a, d, \xi, \theta) \right|^2 \]
\[ \geq \frac{1}{2\pi} \left( \int_{\partial B_{\eta}(a_j)} |Du_0|_g^2 d\mathcal{H}^1 - \int_{\partial B_{\eta}(a_j)} (D_{e_k} u_0, D_{e_k} u_0)_g \, d\mathcal{H}^1 \right) \]
\[ + \int_{B_{\eta}(a_j)} (Du_0, R(\cdot, e_k) u_0)_g \, \text{vol}_g + \int_{B_{\eta}(a_j)} (\mathcal{F}^2 u_0, Du_0)_g \, \text{vol}_g \right|^2, \]
where \( R \) denotes the Riemannian curvature tensor (see [3, Lemma A.3]). Therefore, since the vector field \( u_0 \in W^{1,p}_{\text{tan}}(M) \cap L^\infty_{\text{tan}}(M) \) for \( p \in [1, 2) \) and the curvature tensor and the shape operator are smooth, we readily have that
\[ \lim_{\eta \to 0} \left( \int_{B_{\eta}(a_j)} (Du_0, R(\cdot, e_k) u_0)_g \, \text{vol}_g + \int_{B_{\eta}(a_j)} (\mathcal{F}^2 u_0, Du_0)_g \, \text{vol}_g \right) = 0. \]
Thanks to Proposition 7 we have

\[ L_j \geq \frac{1}{2\pi} \left| \left( \nabla_{a_j} W(a, d, \xi, \theta), \hat{e}_k \right)_g \right|^2 + o_{\eta \to 0}(1) \]

As \{ \hat{e}_1, \hat{e}_2 \} is an arbitrary orthonormal basis for \( T_{a_j}(M) \), we also deduce

\[ L_j \geq \frac{1}{2\pi} \left| \left( \nabla_{a_j} W(a, d, \xi, \theta), \hat{e} \right)_g \right|^2 + o_{\eta \to 0}(1) \]

for any unit vector \( \hat{e} \in T_{a_j}(M) \). By taking the supremum over \( \hat{e} \), we obtain

\[ L_j \geq \frac{1}{2\pi} \left| \nabla_{a_j} W(a, d, \xi, \theta) \right|_g^2 + o_{\eta \to 0}(1) \]

By taking the sum over \( j \), and letting \( \eta \to 0 \), the proposition follows. \( \square \)

3.2. Vortex Dynamics: Proof of Theorem 1. We consider well-prepared initial conditions. To ease the reading, we recall the definition. Given \( n \in \mathbb{Z}, n \geq 1 \), we consider \( (a^0, d) \in \mathcal{A}^n \) such that \( d_j = \pm 1 \) for any \( j = 1, \ldots, n \) and \( \xi^0 \in L(a^0, d) \). Finally, we let \( \theta^0 \in H^1(M) \). We assume that the initial conditions \( u^0_\varepsilon \in H^1_{\text{can}}(M) \) satisfy

\[
\omega(u^0_\varepsilon) - \log \varepsilon \to 0 \quad \text{in } W^{-1,p}(M) \quad \text{for any } p \in (1, 2) \tag{109}
\]

\[
F^\text{extr}(u^0_\varepsilon) = \pi n |\log \varepsilon| + W(a^0, d, \xi^0, \theta^0) + n\gamma + o_{\varepsilon \to 0}(1) \tag{110}
\]

\[
\|u^0_\varepsilon\|_{L^\infty(M)} \leq 1 \tag{111}
\]

As we did in Section 2.1, we fix a sufficiently small neighbourhood \( \mathcal{U} \) of \( a^0 \) in \( M^n \), a point \( b_0 \in M \) such that \( b^0 \neq a_k \) for any \( a = (a_1, \ldots, a_n) \in \mathcal{U} \) and any index \( k \), and a tangent vector \( w^0 \in T_{b_0}M \). For any \( a \in \mathcal{U} \) and any \( \xi \in L(a, d) \) we consider the reference canonical harmonic vector field \( u^*[a, d, \xi] \) that satisfies \( u^*[a, d, \xi](b^0) = w^0 \).

The existence of a smooth solution \( u_\varepsilon \) of (2), for any \( \varepsilon > 0 \), is a consequence of standard parabolic theory. Moreover, \( u_\varepsilon \) satisfies the following a priori estimates (see e.g. [3] Lemma 5.6 for the proof).

**Lemma 11.** Let \( u_\varepsilon \) be a solution of (2) with \( u^0_\varepsilon \) satisfying (109) and (111). Then,

\[
\|u_\varepsilon\|_{L^\infty(M \times (0,T))} \leq 1 \tag{112}
\]

\[
F^\text{extr}(u_\varepsilon(t)) \leq \pi n |\log \varepsilon| + C \quad \text{for a.a. } t \in [0,T] \tag{113}
\]

\[
\int_0^T \int_M |\partial_t u_\varepsilon|_g^2 \text{vol}_g \, dt \leq C |\log \varepsilon| \tag{114}
\]

for some constant \( C > 0 \) independent of \( \varepsilon \).

**Proposition 12.** Let \( u_\varepsilon \) be a solution of (2) with \( u^0_\varepsilon \) satisfying (109), (110) and (111). Then, there exist \( T^* \in (0,T) \), a curve \( a = (a_1, \ldots, a_n) \in H^1(0,T^*; M^n) \) with \( a(t) \in \mathcal{U} \) for any \( t \in [0,T^*) \), integers \( d = (d_1, \ldots, d_n) \in \mathbb{Z}^n \) with \( a(t), d) \in \mathcal{A}^n \) for any \( t \in [0,T^*) \), a curve \( \xi \in H^1(0,T^*; \text{Harm}^1(M)) \), a non-increasing function \( \varphi : [0,T) \to \mathbb{R} \) and a non-relabelled subsequence...
\( \varepsilon \to 0 \) such that, for any \( t \in [0, T^\ast) \),

\[
\omega(u_\varepsilon(t)) \to 2\pi \sum_{j=1}^{n} d_j \delta_{a_j(t)} \quad \text{in } W^{-1,p}(M) \quad \text{for any } p \in (1, 2),
\]

\[
\mathbb{P}_{HJ}(u_\varepsilon(t)) \xrightarrow{\varepsilon \to 0} \xi(t), \quad \text{with } \xi(t) \in \mathcal{L}(a(t), d),
\]

\[
\liminf_{\varepsilon \to 0} \frac{1}{|\log \varepsilon|} \int_{0}^{t} \int_{M} |\partial_t u_\varepsilon|^2 \text{vol}_g dt \geq \pi \int_{0}^{t} |a'(s)|^2 ds,
\]

\[
\lim_{\varepsilon \to 0} (F^{\text{extr}}(u_\varepsilon(t)) - \pi |\log \varepsilon| - n\gamma) = \varphi(t).
\]

Moreover, there exists a measurable map \( \theta : (0, T^\ast) \to C^1(M) \) and, for a.e. \( t \in (0, T^\ast) \), a subsequence \( \varepsilon_h(t) \to 0 \) (possibly depending on \( t \)) such that

\[
u_{\varepsilon_h(t)}(t) \to u_0(t) := e^{i\theta(t)} u^*\mathcal{L}(a(t), d, \xi(t))
\]

strongly in \( W^{1,p}_\text{loc}(M) \) for any \( p \in [1, 2) \). The function \( \theta(t) \) satisfies

\[
- \Delta \theta(t) = - (\mathscr{J}(u_0(t)), \mathscr{J}(iu_0(t))) \quad \text{a.e. in } M
\]

for a.e. \( t \in (0, T^\ast) \). Finally, for almost any \( t \in [0, T^\ast) \) we have

\[
\varphi(t) \geq W(a(t), d, \xi(t), \theta(t))
\]

\[
\liminf_{\varepsilon \to 0} \frac{|\log \varepsilon|}{2} \int_{M} \left| -\Delta_g u_\varepsilon(t) + \frac{1}{\varepsilon^2} (|u_\varepsilon(t)|^2 - 1) u_\varepsilon(t) \right|^2_g \text{vol}_g
\]

\[
\geq \frac{1}{2\pi} \sum_{j=1}^{n} |\nabla_{a_j} W(a(t), d, \xi(t), \theta(t))|^2_g
\]

The inferior limit in (122) is taken not only with respect to the subsequence \( \varepsilon_h(t) \to 0 \), but also with respect to the sequence \( \varepsilon \to 0 \) (that does not depend on \( t \)).

**Proof.** We split the proof into steps.

**Step 1.** Since \( F_\varepsilon(u) \leq F^{\text{extr}}_\varepsilon(u) \) for any \( u \in H^1_{\text{loc}}(M) \), the sequence \( u_\varepsilon \) satisfies the hypothesis of [3] Proposition 5.7. Therefore, there exist a time \( T^\ast \in (0, T] \), a curve \( a = (a_1, \ldots, a_n) \in H^1(0, T^\ast; M^\ast) \), integers \( d = (d_1, \ldots, d_n) \in \mathbb{Z}^n \) and a curve \( \xi \in H^1(0, T^\ast; \text{Harm}^1(M)) \) satisfying (115)-(117). The map \( t \mapsto a(t) \) is continuous, by Sobolev embedding. Therefore, by taking \( T^\ast \) small enough, we may assume without loss of generality that \( a(t) \in \mathcal{U} \) for any \( t \in [0, T^\ast) \). Moreover, since \( \mathcal{U} \) is a gradient flow, the function

\[
t \mapsto F^{\text{extr}}_\varepsilon(u_\varepsilon(t)) - \pi |\log \varepsilon| - n\gamma \quad t \in [0, T^\ast)
\]

is non increasing, for any \( \varepsilon > 0 \). Therefore, thanks to Helly’s selection Theorem (see [11] Lemma 3.3.3)) there exists a subsequence of \( \varepsilon \) and a non increasing function \( \varphi : [0, T^\ast) \to \mathbb{R} \) such that

\[
\lim_{\varepsilon \to 0} (F^{\text{extr}}_\varepsilon(u_\varepsilon(t)) - \pi |\log \varepsilon| - n\gamma) = \varphi(t) \quad \text{for any } t \in [0, T^\ast)
\]

Moreover, since the initial conditions are well-prepared we have that

\[
\varphi(0) = W(a^0, d, \xi^0, \theta^0)
\]

**Step 2.** We have

\[
\int_{0}^{T} \int_{M} \left| \Delta_g u_\varepsilon + \frac{1}{\varepsilon^2} (|u_\varepsilon|^2) u_\varepsilon + \mathcal{J}^2 u_\varepsilon \right|^2_g \text{vol}_g dt = \frac{1}{|\log \varepsilon|^2} \int_{0}^{T} \int_{M} |\partial_t u_\varepsilon|^2_g \text{vol}_g dt,
\]
Step 3. We consider the $L^2$-orthogonal projection of $j(u_\varepsilon(t))$ onto the subspace of exact 1-forms, i.e. $\mathbb{P}_1(j(u_\varepsilon(t)) = d\theta_\varepsilon(t)$. We select a unique primitive $\theta_\varepsilon(t)$ by imposing that $\theta_\varepsilon(t)$ integrates to zero over $M$. We define a multi-valued map $\Lambda: [0, T^*) \to 2^{C^1(M)}$ as follows: for any $t \in (0, T^*)$ and any $\theta \in C^1(M)$, we will say that $\theta \in \Lambda(t)$ if and only if there exists a subsequence $\varepsilon_h(t) \to 0$ such that $\theta_{\varepsilon_h(t)} \to \theta$ strongly in $H^1(M)$. Lemma 9 implies that $\Lambda(t)$ is a non-empty, compact subset of $C^1(M)$ for any $t \in C$.

We claim that the multi-valued map $\Lambda$ is measurable — that is, for any closed set $K \subseteq C^1(M)$, the ‘inverse image’

$$\Lambda^{-1}(K) := \{ t \in [0, T^*) : \Lambda(t) \cap K \neq \emptyset \}$$

is measurable. By Lemma 8, there exists a compact subset $K_* \subseteq C^1(M)$ such that $\Lambda(t) \subseteq K_*$ for any $t \in C$. Therefore, if we show that $\Lambda^{-1}(K)$ is measurable for any compact subset $K \subseteq C^1(M)$, then it will follow that $\Lambda^{-1}(K)$ is measurable for any closed subset $K \subseteq C^1(M)$. Let $K$ be a compact subset of $C^1(M)$. The set $K$ is compact in $H^1(M)$ too; in particular, $K$ is closed in $H^1(M)$. For any $\theta \in C^1(M)$, let

$$\text{dist}_K(\theta) := \inf_{u \in K} \| \theta - u \|_{H^1(M)}$$

If $\Lambda(t) \cap K \neq \emptyset$ then $\liminf_{\varepsilon \to 0} \text{dist}_K(\theta_\varepsilon(t)) = 0$, by definition of $\Lambda(t)$. Conversely, assume that $t \in C$ and $\liminf_{\varepsilon \to 0} \text{dist}_K(\theta_\varepsilon(t)) = 0$. As the sequence $\theta_\varepsilon(t)$ is relatively compact in $H^1(M)$ when $t \in C$ (by Lemma 8), it follows that there exists a subsequence $\theta_{\varepsilon_h(t)}(t)$ that converges $H^1(M)$-strongly to an element of $K$. As a consequence, the set $\Lambda^{-1}(K)$ coincides with $\{ t \in [0, T^*) : \liminf_{\varepsilon \to 0} \text{dist}_K(\theta_\varepsilon(t)) = 0 \}$, up to Lebesgue-negligible sets. As $\theta_\varepsilon: [0, T^*) \to C^1(M)$ is continuous for any $\varepsilon$, it follows that $\Lambda^{-1}(K)$ is measurable.

Step 4. Let $U: [0, T^*) \times C^1(M) \to \mathbb{R}$ be the function defined by

$$U(t, \psi) := |\nabla_a W(a(t), \theta(t), \psi)| = |\nabla_a W^{\text{intr}}(a(t), \theta(t), \psi)| + 2\pi \sum_{j=1}^{n} d_j i\nabla \psi(a_j(t))$$

for any $(t, \psi) \in [0, T^*) \times C^1(M)$. The function $U$ is continuous, because $a \in H^1(0, T^*; \mathbb{M}^n)$ is continuous (by Sobolev embedding). We know (by Lemma 8) that the set $\Lambda(t)$ is compact and non-empty, for any $t \in C$. Therefore, for any $t \in C$, there exists $\theta(t) \in \Lambda(t)$ such that

$$U(t, \theta(t)) = \min \{ U(t, \psi) : \psi \in \Lambda(t) \}$$

As $\Lambda$ is measurable, we can choose $\theta(t)$ in such a way that the map $\theta: [0, T^*) \to C^1(M)$ is measurable (see e.g. [13, Theorem 9.1.(iii)]).

We fix $t \in C$. As $\theta(t) \in \Lambda(t)$, there exists a subsequence $\varepsilon_h(t) \xrightarrow{h \to +\infty} 0$, which may depend on $t$, such that $\theta_{\varepsilon_h(t)}(t) \to \theta(t)$ strongly in $H^1(M)$ as $h \to +\infty$. By [3, Lemma 4.9], we may
extract a further subsequence (still denoted \( \varepsilon_h(t) \)) and find a vector field \( u_0(t) \in W_{\text{tan}}^{1,p}(M) \) such that
\[
u_{\varepsilon_h(t)}(t) \to u_0(t) \quad \text{strongly in } W_{\text{tan}}^{1,p}(M)
\]
for any \( p \in [1, 2) \). By Proposition 8 \( u_0(t) \) must have the form \( u_0(t) = e^{i\theta(t)}u^*(t) \) where \( u^*(t) \) is a canonical harmonic field for \((a(t), d, \xi(t))\). Up to modifying \( \theta(t) \) by an additive constant, we may further assume that \( u^*(t) = u^*[a(t), d, \xi(t)] \) where \( u^*[a(t), d, \xi(t)] \) satisfies the equation (23)–(29)\footnote{By applying Kuratowski and Ryll-Nardzewski’s selection theorem (see e.g. [13] Theorem 4.1), along the lines of Step 8 we can make sure that the function \( t \mapsto u_0(t, \theta^0) \) is measurable (where \( \theta^0 \in M \) is the same reference point as in (29)). It follows that \( u^*(t) = e^{i\theta^0(t)}u^*[a(t), d, \xi(t)] \) where the function \( \kappa : [0, T^*) \to \mathbb{R} \) is measurable, because it is completely determined by the values of \( u^*(t) \) and \( u^*[a(t), d, \xi(t)] \) at the point \( \theta^0 \). Therefore, the map \( t \mapsto \theta(t) := \theta(t) + \kappa(t) \) is still measurable.}. The proposition follows, by taking into account the results of Section 3.1 — in particular, (121) follows from Proposition 8 while (122) follows from Proposition 10 and (126).

3.2.1. Proof of Theorem 1. We can finally prove our main result, Theorem 1, which is a consequence of Propositions 8, 10 and 12.

First of all, we recall that equation (2) is the \( L^2 \)-gradient flow of the extrinsic Ginzburg-Landau energy \( E_{\text{extr}} \). More precisely, for any \( \varepsilon > 0 \) and for any \( v \in H_{\text{tan}}^1(M) \) we let
\[
epsilon(v) := \frac{1}{2} \left( |Dv|^2 + |\mathcal{J}v|^2 + \frac{1}{2\varepsilon^2} (1 - |v|^2)^2 \right),
\]
and we define
\[
E_{\varepsilon}(v) := \begin{cases} 
E_{\text{extr}}(v) - \pi n \log \varepsilon - n \gamma & \text{if } e_{\varepsilon}(v) \in L^1(M) \\
+\infty & \text{otherwise in } L_{\text{tan}}^2(M).
\end{cases}
\]
Then we set \( X_{\varepsilon} := L_{\text{tan}}^2(M) \) endowed with the norm \( \|v\|_{X_{\varepsilon}} := \frac{1}{|\log \varepsilon|^{1/2}} \|v\|_{L^2(M)} \). It is easy to check that the subdifferential of \( E_{\varepsilon} \) (with respect to the scalar product in \( X_{\varepsilon} \)) is singlevalued and is given by
\[
\partial_{X_{\varepsilon}} E_{\varepsilon}(v) = |\log \varepsilon| \left( -\Delta v + \frac{1}{\varepsilon^2} (|v|^2 - 1)v + \mathcal{J}^2 v \right).
\]
Therefore the evolution (2) rewrites as the gradient flow
\[
\begin{align*}
\partial_t u_{\varepsilon}(t) + \partial_{X_{\varepsilon}} E_{\varepsilon}(u_{\varepsilon}) &= 0 \\
u_{\varepsilon}(0) &= u_{\varepsilon}^0.
\end{align*}
\]
Equivalently, \( u_{\varepsilon} \) is a curve of maximal slope for the energy \( E_{\varepsilon} \) with respect to the slope \( \|\partial_{X_{\varepsilon}} E_{\varepsilon}\|_{X_{\varepsilon}} \) and thus it satisfies, for any \( 0 \leq s \leq t < T^* \)
\[
\frac{1}{2} \int_s^t \|\partial_t u_{\varepsilon}(\tau)\|_{X_{\varepsilon}}^2 d\tau + \frac{1}{2} \int_s^t \|\partial_{X_{\varepsilon}} E_{\varepsilon}(u_{\varepsilon}(\tau))\|_{X_{\varepsilon}}^2 d\tau + E_{\varepsilon}(u_{\varepsilon}(t)) = E_{\varepsilon}(u_{\varepsilon}(s)).
\]
The solution \( u_{\varepsilon} \) verifies the hypothesis of Proposition 8 at any fixed \( t \). Therefore, there exists a non increasing function \( \varphi \) such that for any \( t \in (0, T^*) \) (see (118)),
\[
\lim_{\varepsilon \to 0} E_{\varepsilon}(u_{\varepsilon}(t)) = \varphi(t),
\]
and (see (119))
\[
\varphi(0) = W(a^0, d, \xi^0, \theta^0).
\]
Moreover for almost any \( t \in (0, T^*) \), Equation (122) reads
\[
\varphi(t) \geq W(a(t), d, \xi(t), \theta(t)).
\]
where the function $\theta(t) \in C^4(M)$ is such that
$$\partial_t \mathcal{G}(u^s[a(t), d, \xi(t)], \theta(t)) = 0$$
(see (120)). Then, Proposition 10 and Fatou’s Lemma imply that for any $s, t \in [0, T^*)$ with $s \leq t$ there holds
$$\liminf_{\varepsilon \to 0} \int_s^t \|\partial_t u_\varepsilon(s)\|^2_{X_s} \, ds \geq \frac{1}{2\pi} \int_s^t |\nabla W(a(\tau), d, \xi(\tau), \theta(\tau))|^2_g \, d\tau$$
Moreover, recalling Proposition 12 (see in particular (117)), we have
$$\liminf_{\varepsilon \to 0} \frac{1}{2} \int_s^t \|\partial_t u_\varepsilon(\tau)\|^2_{X_\varepsilon} \, d\tau \geq \frac{\pi}{2} \int_s^t |a'(\tau)|^2_g \, d\tau.$$
Therefore, from (127) we deduce that for almost any $t, s \in [0, T^*)$ with $s \leq t$ there holds
$$\frac{\pi}{2} \int_s^t |a'(\tau)|^2_g \, d\tau + \frac{1}{2\pi} \int_s^t |\nabla W(a(\tau), d, \xi(\tau), \theta(\tau))|^2_g \, d\tau + \varphi(t) \leq \varphi(s),$$
$$\varphi(t) \geq W(a(t), d, \xi(t), \theta(t)), \quad \varphi(0) = W(a_0, d, \xi_0, \theta_0)$$
that is (21). Note that the function $\varphi$ is a BV function by construction. Moreover, thanks to the above inequality it satisfies, for almost any $t \in (0, T^*)$,
$$-\frac{d}{dt} \varphi(t) \geq \frac{\pi}{2} |a'(t)|^2_g + \frac{1}{2\pi} |\nabla W(a(t), d, \xi(t), \theta(t))|^2_g$$
This completes the proof of Theorem 1.
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