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Abstract

Many methods for Model-based Reinforcement learning (MBRL) provide guarantees for both the accuracy of the Markov decision process (MDP) model they can deliver and the learning efficiency. At the same time, state abstraction techniques allow for a reduction of the size of an MDP while maintaining a bounded loss with respect to the original problem. It may come as a surprise, therefore, that no such guarantees are available when combining both techniques, i.e., where MBRL merely observes abstract states. Our theoretical analysis shows that abstraction can introduce a dependence between samples collected online (e.g., in the real world), which means that most results for MBRL can not be directly extended to this setting. The new results in this work show that concentration inequalities for martingales can be used to overcome this problem and allows for extending the results of algorithms such as R-MAX to the setting with abstraction. Thus producing the first performance guarantees for ‘Abstracted RL’: model-based reinforcement learning with an abstracted model.

1 Introduction

Figure 1: Abstracted RL, the agent observes $\bar{s} = \phi(s)$ instead of $s$. Image based on Abel et al. [2].

Tabular Model-based Reinforcement Learning (MBRL) methods provide guarantees that show they can learn efficiently in Markov decision processes (MDPs) [7, 37, 17]. They do this by finding solutions to a fundamental problem for Reinforcement Learning (RL), the exploration-exploitation dilemma: when to take actions to obtain more information, and when to take actions that maximize reward based on the current knowledge. However, MDPs can be very large, which can be problematic for tabular methods. One way to deal with this is by using abstractions, such as temporal abstractions [38] or state abstractions [23, 1]. State abstractions can also be seen as a special case of function approximation, where every state maps to its abstract state [25]. Here we analyze the case where the abstraction function $\phi$ is an approximate model similarity abstraction [1] that maps states to abstract states. In our setting we assume that the environment returns states $s$, but the agent only observes abstract states $\phi(s)$ (see Figure 1). This setting, which was considered before [29, 2], is what we call Abstracted RL.

1We refer to Section 4 for a comparison with the related work.

Preprint. Under Review.
Abstracted RL corresponds to RL in a Partially Observable MDP (POMDP) [19], as previously described [5]. It is well known that policies for POMDPs that only base their action on the last observation \( \phi(s) \) could be arbitrarily bad [35]. However, when \( \phi \) is an exact model similarity abstraction [23], \(^2\) an abstraction that maps states to the same abstract state only when their reward and transition functions in the abstract space are the same, the resulting problem can be considered an MDP and this worst-case does not apply [24]. Therefore, intuitively, one may expect that when \( \phi \) is an approximate model similarity abstraction this worst-case also does not apply, since this abstraction maps states to the same abstract state only when their reward and transition functions in the abstract space are close. However, to proof efficient learning, MBRL methods typically (e.g., [37, 17]) use results that rely on the assumption of independent and identically distributed (i.i.d.) samples, such as Theorem 2 from Weissman et al. [40]. We analyze collecting samples in Abstracted RL, using a generic state abstraction function, and show that the abstraction can cause the samples to become dependent, which means that most guarantees of existing MBRL methods do not hold in the online Abstracted RL setting.\(^3\)

The primary technical results in this work show that concentration inequalities that rely on independent samples can be replaced with a concentration inequality for martingales to guarantee than an accurate model can be learned in Abstracted RL. With an approximate model similarity abstraction, this allows for extending results of MBRL methods to Abstracted RL, showing efficient learning.

The outline is as follows. First Sections 2.1 and 2.2 introduce MBRL and state abstraction, respectively. Section 3.1 analyzes sample collection in Abstracted RL and shows that in this setting samples cannot be assumed to be independent. Section 3.2 gives the main results that inequalities for martingales can be used to guarantee accurate model learning in Abstracted RL, and that this allows to extend the results of MBRL methods to Abstracted RL. Section 4 covers related work and finally Section 5 closes with conclusions.

2 Preliminaries

As is common for RL problems, we assume the environment the agent is acting in can be represented by an infinite horizon MDP \( M := (S, A, T, R) \) [34]. Where \( S \) is a finite set of states \( s \in S \), \( A \) a finite set of actions \( a \in A \), \( T \) a transition function \( T(s'|s, a) = \Pr(s'|s, a) \), and \( R \) a reward function \( R(s, a) \) which gives the reward received when the agent executes action \( a \) in state \( s \).

In RL the goal of the agent is to find an optimal policy \( \pi^*: S \rightarrow A \) which maximizes the expectation of the cumulative reward. \( V^\pi(s) \) denotes the expected value of the cumulative reward under policy \( \pi \) starting from state \( s \). Similarly, \( Q^\pi(s, a) \) denotes the expected value of the cumulative reward when first taking action \( a \) from state \( s \) and then following policy \( \pi \).

2.1 Model-Based RL

MBRL methods learn a model from the experience that is gained by the agent acting in the MDP. For a fixed state-action pair \((s, a)\) let \( \tau_1, \tau_2, \cdots, \tau_{N(s, a)} \) be the first \( N(s, a) \) time steps at which action \( a \) has been chosen in state \( s \), then the obtained experience for \((s, a)\) can be written as the sequence \( Y_{s, a} := \{s(\tau_1+1), s(\tau_2+1), \cdots, s(\tau_{N(s, a)}+1)\} \). \( Y_{s, a} \) stores the next-states \( s' \) reached after taking action \( a \) from state \( s \), where \( N(s, a) \) is the number of times we have taken action \( a \) from state \( s \). We use \( Y \) to refer to the collection of all \( Y_{s, a} \). The obtained experience can be used to construct the empirical model \( T_Y \), often used in MBRL [7, 37, 17]. The empirical model is constructed simply by counting the number of times a particular next-state has been observed and normalizing the obtained quantity by the total count:

\[
\forall s' \in S: T_Y(s'|s, a) \equiv \frac{1}{N(s, a)} \sum_{i=1}^{N(s, a)} \mathbb{1}\{Y_{s,a}^{\tau_i+1} = s'\}.
\]  

\(^2\)Also known as stochastic bisimulation [12].

\(^3\)The reader might be puzzled by this statement, since certain guarantees on the combination of abstraction and RL are known. This can be explained by the generality of Abstracted RL: in this setting there is a non-stationarity caused by the clustering of states with different dynamics. There is a lot of related work in other abstraction settings (e.g., abstraction selection) where this complication does not occur due to the particularities of their setting [33, 13, 26, 27, 31, 10]. In Section 4 we give details to back up our claim for individual papers.
With accurate we mean that the distance between $T$ when the reward function and the transitions to abstract states are close. The transition probability to an abstract state, meaning that the abstract state space is at most the size of the original state space, abstract states. Note that we do assume that the given state abstraction deterministically maps states to an abstract state, this is in contrast to some related work on problems with block structure [10], where a part of theorem 2.1 from Weissman et al. [40] then gives a guarantee of accuracy for the empirical model $T_Y$. However, these inequalities typically make use of the fact that samples are i.i.d. In most MBRL settings this is not a problem under some assumptions, e.g. when the MDP is communicating \(^4\). In this case, due to the Markov property, the obtained samples are i.i.d.

In general, of course the hope is that with enough samples the empirical model $T_Y$ becomes accurate. With accurate we mean that the distance between $T_Y(\cdot|s,a)$ and $T(\cdot|s,a)$ will be small, this distance can, for instance, be measured using the $L_1$ norm, defined as:

$$||T_Y(\cdot|s,a) - T(\cdot|s,a)||_1 \triangleq \sum_{s' \in S} |T_Y(s'|s,a) - T(s'|s,a)|. \quad (2)$$

Part of theorem 2.1 from Weissman et al. [40] then gives a guarantee of accuracy for the empirical model:

**Lemma 1** ($L_1$ inequality [40]). Let $Y_{s,a} = Y^{(\tau_1)}(s,a), \ldots, Y^{(\tau_N(s,a))+1}(s,a)$ be i.i.d. random variables distributed according to $T(\cdot|s,a)$. Then, for all $\epsilon > 0$,

$$\Pr(||T_Y(\cdot|s,a) - T(\cdot|s,a)||_1 \geq \epsilon) \leq (2|S| - 2)e^{-\frac{1}{4}N(s,a)\epsilon^2}. \quad (3)$$

In this way, MBRL can upper bound the probability that, given enough samples, the empirical model $T_Y(\cdot|s,a)$ will be far away ($\geq \epsilon$) from the true model $T(\cdot|s,a)$.

### 2.2 State abstraction for Known Models

In the planning setting, where the model is known a priori, a state abstraction can be formulated as an aggregation or mapping from states to abstract states [24]. This is done with an abstraction function $\phi$, a surjective function that maps from states, $s \in S$, to abstract states $\bar{s} \in \bar{S}$: $\phi(s) : S \rightarrow \bar{S}$. We use the $\bar{\cdot}$ notation to refer to the abstract space, and define $\bar{S}$ as $\bar{S} = \{\phi(s)|s \in S\}$. We slightly overload notation and also let $\bar{s}$ denote the set of states that map to $\bar{s}$, i.e., $\bar{s} = \{s \in S | \phi(s) = \bar{s}\}$. The use should be clear from the context.

This is a general form of state abstraction, that clusters together states with different dynamics into abstract states. Note that we do assume that the given state abstraction deterministically maps states to an abstract state, meaning that the abstract state space is at most the size of the original state space, $|\bar{S}| \leq |S|$. This is in contrast to some related work on problems with block structure [10], where a Markov state can lead to multiple observations (abstract states in our terminology) that need to be aggregated appropriately to result in a small MDP [4, 10].

Many different methods of state abstraction exist [23, 1], here we focus on approximate model similarity abstraction [1], also known as approximate stochastic bisimulation [8, 12]. In this abstraction, two states can map to the same abstract state if their behavior is similar in the abstract space, i.e., when the reward function and the transitions to abstract states are close. The transition probability to an abstract state $P(\bar{s}'|s,a)$ can be determined as:

$$\Pr(\bar{s}'|s,a) = \sum_{s' \in \bar{S}} T(s'|s,a). \quad (4)$$

Then, approximate model similarity is defined as:

**Definition 1.** An approximate model similarity abstraction, $\phi_{\text{model.$\eta_R,$}$\eta_T$}, for fixed $\eta_R, \eta_T$, satisfies

$$\phi_{\text{model.$\eta$}}(s_1) = \phi_{\text{model.$\eta$}}(s_2) \implies \forall a \in A : |R(s_1,a) - R(s_2,a)| \leq \eta_R,$n

$$\forall s' \in \bar{S}, a \in A : |\Pr(s'|s_1,a) - \Pr(s'|s_2,a)| \leq \eta_T. \quad (5)$$

\(^4\)An MDP is communicating if for all $s_1, s_2 \in S$ there exists a deterministic policy that eventually leads from $s_1$ to $s_2$ [34].
We note that the abstraction we consider is still quite generic. It can cluster together states that have different transition and reward functions. However, in the online Abstracted RL setting, the differences in dynamics can cause a dependence between the samples, as we will show in detail in Section 3. E.g. looking at \((s,a)\), the probability that we reach a state \(s'\) depends both on the probability that we reach a particular state \(s \in s\) and then state \(s'\) from \(s\).

In the planning setting, when the model is known, the abstraction function \(\phi\) can be used to construct an abstract MDP, which can be useful because the abstract MDP is smaller, making it easier to find a solution and such a solution can work well in the original MDP [24, 1]. An abstract MDP \(\bar{M}\) is constructed from the model of an MDP \(M\), an abstraction function \(\phi\), and an action-specific weighting function \(\omega\), \(^5\) with \(\forall s \in S, a \in A : 0 \leq \omega(s,a) \leq 1\), and the weights of the states associated with an abstract state \(\bar{s}\) sum up to 1: \(\sum_{s' \in \phi(s)} \omega(s',a) = 1\). The weighting function can be used to create abstract transition and reward functions, which are a weighted average of the original transition and reward functions. In this way, from \(M, \phi\) and any \(\omega\) we can construct an abstract MDP \(\bar{M}\):

**Definition 2.** Given an MDP \(M, \phi, \omega\), \(\bar{M} = (\bar{S}, A, \bar{T}, \bar{R})\) is constructed as: \(\bar{S} = \{\phi(s) | s \in S\}\), \(A = A\),

\[
\forall \bar{s} \in \bar{S}, a \in A : \bar{R}(\bar{s}, a) = \sum_{s \in \bar{s}} \omega(s,a) R(s,a),
\]

\[
\forall \bar{s}, \bar{s}' \in \bar{S}, a \in A : \bar{T}(\bar{s} | \bar{s}', a) = \sum_{s \in \bar{s}} \sum_{s' \in \bar{s}'} \omega(s,a) T(s' | s, a).
\]

Note that the abstract MDP \(\bar{M}\) itself is an MDP, this means we can use any planning method we like to find an optimal policy \(\bar{\pi}^*\) for \(\bar{M}\). A desirable property of the approximate model similarity abstraction is that we can upper bound the loss in value due to using an optimal policy for \(\bar{M}\), \(\bar{\pi}^*\) in \(\bar{M}\) instead of using the optimal solution for \(M\) [9, 1, 39]. For example, for the discounted infinite horizon we have:

**Lemma 2 (Lemma 4 [39]).** An approximate model similarity abstraction (Definition 1), has sub-optimality bounded in \(\eta\): \(\forall s \in S : V^*(s) - V^{\bar{\pi}^*}(s) \leq \frac{2\gamma + 2\gamma |S|-1}{1-\gamma} \eta\).

Here \(\eta_R = \eta_T\), and \(\gamma\) is the discount factor [34]. Note that any policy on the abstract space \(\bar{\pi}\) can be used in \(M\) as follows: \(\bar{\pi}(s) := \bar{\pi}(\phi(s))\).

### 3 Abstracted MBRL

As explained, we are interested in Abstracted RL, where we have an approximate model similarity abstraction function \(\phi\) and an MDP \(M\), but do not know the transition and reward functions of \(M\). To illustrate the impact of our results most clearly, we analyze the R-MAX algorithm [7], a well-known and relatively straightforward method that guarantees sample efficient learning, in the Abstracted RL setting. The procedure is shown in Algorithm 1. We make the following assumptions, that stem from the original analysis: we assume that the MDP is ergodic [34], \(^6\) that we know \(S\) and \(A\), that the reward function is deterministic, and that we know the minimum and maximum reward. W.l.o.g. we assume the rewards are between 0 and 1. We add the assumption that the agent has access to an approximate model similarity abstraction \(\phi\).

As in the original, the input to the algorithm is \(\delta\) the allowed failure probability, \(\epsilon\) the error bound, and \(T\), the \(\epsilon\)-return mixing time of an optimal policy [20]. The \(\epsilon\)-return mixing time for a policy \(\pi\) is the minimum amount of steps it takes for a policy to guarantee that the expected return is equal to \(V^\pi - \epsilon\). New is that the algorithm also receives as input the abstraction function \(\phi\) (and thus knows \(\bar{S}\)), the agent acts in \(\bar{M}\) but only observes \(\phi(s)\), as in Figure 1, and builds an empirical (abstracted) model from the observations it obtains. Because of the abstraction, we will not be able to guarantee

\(^5\) The action-specific weighting function is a more general weighting function than is typically used, e.g. by Li et al. [24], which is not action-specific, i.e., it only depends on the state \(s\). More formally it is the case where \(\forall a, a' \in A, s \in S : \omega(s,a) = \omega(s,a')\).

\(^6\) An ergodic, or recurrent, MDP is an MDP where, under every stationary policy, every state is recurrent (i.e., asymptotically every state will be visited infinitely often) [34].
We want to be able to guarantee an error bound that is a function of \( \epsilon \) and the error of the abstraction \( \eta \). This means that if the abstraction is a close approximation, the algorithm will still be able to obtain near-optimal performance in a number of steps polynomial in \( S, A, T, \epsilon, \eta \), and \( \frac{1}{\delta} \).

The agent collects data for every abstract state-action pair \( (\bar{s}, a) \), which is stored as sequences \( \bar{Y}_{\bar{s},a} \):
\[
\bar{Y}_{\bar{s},a} : \{ \bar{y}^{(\tau_1+1)}, \bar{y}^{(\tau_2+1)}, \ldots, \bar{y}^{(\tau_N(s,a)+1)} \}. \tag{8}
\]
Similar to before in (1), we construct an empirical model \( \bar{T}_Y \), now looking at the abstract next-states that were reached:
\[
\bar{T}_Y (\bar{s}'|\bar{s}, a) \triangleq \frac{1}{N(\bar{s}, a)} \sum_{i=1}^{N(\bar{s}, a)} \mathbb{1}\{\bar{Y}_{\bar{s},a}^{(\tau_i+1)} = \bar{s}'\}. \tag{9}
\]
If the empirical model \( \bar{T}_Y \) would be equal, or close, to the transition function \( \bar{T}_\omega \) of an abstract MDP \( \bar{M}_\omega \), constructed from the true MDP with \( \phi \) and a valid \( \omega \), we could upper bound the loss in performance due to applying learned policy \( \bar{\pi}^* \) to \( \bar{M} \) instead of the optimal policy \( \pi^* \) [1, 39].

Our main question is: do the finite-sample model learning guarantees of MBRL algorithms still hold in the Abstracted RL setting?

**Algorithm 1** Procedure: Abstracted R-MAX

```plaintext
Input: \( \phi, \delta, \epsilon, T_c \)
for all \( (\bar{s}, a) \in \bar{S} \times A \) do
    \( \bar{T}_Y (\bar{s}|\bar{s}, a) = 1 \)
    \( \bar{R}_Y (\bar{s}, a) = 1 \)
    \( \bar{Y}_{\bar{s},a} = [\ ] \)
end for
\( \bar{M}_Y = (\bar{S}, A, \bar{T}_Y, \bar{R}_Y) \)
Select \( m \), the number of samples required per state-action pair.
while \( \min_{(\bar{s},a)} |\bar{Y}_{\bar{s},a}| < m \) do
    Compute optimal \( T_\epsilon \)-step policy \( \bar{\pi} \) in \( \bar{M}_Y \) for the current abstract state.
    for \( T \) timesteps do
        \( \bar{s} = \phi(\bar{s}) \)
        \( a = \bar{\pi}(\bar{s}) \)
        \( \bar{s}', r = \text{Step}(s, a) \)
        \( s = s' \)
        if \( |\bar{Y}_{\bar{s},a}| < m \) then
            \( \bar{Y}_{\bar{s},a}.\text{append}(\phi(s')) \)
        end if
        if \( |\bar{Y}_{\bar{s},a}| = m \) then
            \( \bar{R}_Y (\bar{s}, a) = r \)
        end if
    end if
end for
Compute optimal policy \( \bar{\pi}^* \) for \( \bar{M} \) and run indefinitely.
```

### 3.1 Abstracted RL Can Lead to Dependent Samples

We want to be able to guarantee that the empirical model \( \bar{T}_Y \) will be close to the transition model of an abstract MDP \( \bar{M}_\omega \). To define this transition model, we first look at how the data is collected. In the online data collection, a sample in \( \bar{Y}_{\bar{s},a} \) is drawn when the agent takes action \( a \) when it is in a state \( \bar{s} \in \bar{s} \). Specifically the \( i \)-th abstract \( \bar{Y}_{\bar{s},a}^{(\tau_i+1)} = \bar{s}' \) is drawn from state \( X_{\bar{s},a}^{(\tau_i)} = s \in \bar{s} \):
\[
\bar{Y}_{\bar{s},a}^{(\tau_i+1)} \sim \Pr(\cdot|X_{\bar{s},a}^{(\tau_i)} = s, a). \tag{10}
\]
Let \( X_{s,a} = (X_{s,a}^{(\tau_i)})_{i=1}^{N(s,a)} \) denote the sequence of states \( s \in \bar{s} \) from which the agent took action \( a \). Each state \( s \) gets a weight according to how often it was sampled from, which we formalize with the weighting function \( \omega_X \): \( \forall (\bar{s},a), s \in \bar{s} : \omega_X(s,a) \triangleq \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} \mathbb{1}\{X_{\bar{s},a}^{(\tau_i)} = s\} \). We use \( \omega_X \) to define \( \bar{T}_X \) analogous to (7):

\[
\forall (\bar{s},a), \bar{s}': \bar{T}_X(s'|s,a) \triangleq \sum_{s \in \bar{s}} \omega_X(s,a) \sum_{s' \in s'} T(s'|s,a). \tag{11}
\]

We want to have a concentration inequality to provide bounds on the deviation of the empirical model \( \bar{T}_Y \) from \( \bar{T}_X \), we refer to this inequality as the abstract L1 inequality, similar in form to (3):

\[
P(\|\bar{T}_Y(\cdot|s,a) - \bar{T}_X(\cdot|s,a)\|_1 \geq \epsilon) \leq \delta, \tag{12}
\]

where \( \bar{T}_Y(\cdot|s,a) \) is defined according to (9) and \( \bar{T}_X \) according to (11).

If we could directly obtain i.i.d. samples from \( \bar{T}_X \) and base our empirical model \( \bar{T}_Y \) on the obtained samples, then we would be able to show that the abstract L1 inequality holds by applying Lemma 1. Since in this case, we could have \( N(\bar{s},a) \) i.i.d. samples per abstract state-action pair, distributed according to \( \bar{T}_X(\cdot|\bar{s},a) \). However, the samples are not guaranteed to be i.i.d. when the agent follows Algorithm 1 to collect the samples. First, every sample \( \bar{Y}^{(i)} \) was obtained after taking action \( a \) from state \( X_{\bar{s},a}^{(i)} = s \in \bar{s} \), as in (10), and these can have different distributions if \( X_{\bar{s},a}^{(i)} \neq X_{\bar{s},a}^{(j)} \). Second, they are not guaranteed to be independent as we will now discuss.

**Independence**

We may be tempted to assume the samples are independent, i.e.,

\[
\forall \bar{s}_1', \ldots, \bar{s}_m' \in (\bar{S})^m : \Pr(\bar{Y}_{\bar{s},a}^{(\tau_1+1)} = \bar{s}_1', \ldots, \bar{Y}_{\bar{s},a}^{(\tau_m+1)} = \bar{s}_m') = \Pr(\bar{Y}_{\bar{s},a}^{(\tau_1+1)} = \bar{s}_1') \cdots \Pr(\bar{Y}_{\bar{s},a}^{(\tau_m+1)} = \bar{s}_m') \tag{13}
\]

however, this may not be the case:

**Observation 1.** When collecting samples online while using an abstraction function, i.e., based on Algorithm 1, the samples cannot be assumed to be independent.

The observation that samples may not be independent occurs in the situation where we 1) collect samples online in the real environment, of which we do not know the transitions, and 2) when the samples are not observed. The following counterexample illustrates Observation 1.

**Counterexample**

To show that the samples may not be independent, we will give a counterexample. We use the example MDP and abstraction in Figure 2, where we have 4 states, 3 abstract states and only 1 action. We look at the transition probability from abstract state \( A \), \( \bar{T}_Y(\cdot|A) \), where we omit the action from the notation since the example MDP has only one action.

We will consider two samples, the first two entries in \( \bar{Y}_A \), and show that for at least one combination of \( \bar{s}_1' \) and \( \bar{s}_2' \) the samples are not independent. Consider \( \bar{s}_1' = \bar{s}_2' = B \). That is, the first two times that we experience a transition from the abstract state \( A \), we end up in \( B \). We denote the \( i \)-th experienced transition to an abstract next state from abstract state \( A \) (after we landed back there from either \( B \) or \( C \)) as \( \bar{Y}_A^{(\tau_i+1)} \). Let state 1 be the starting state. Then we have \( \Pr(\bar{Y}_A^{(\tau_1+1)} = B) = \Pr(B|1) = 0.6 \), for the first sample. The

\[\text{Figure 2: Simple MDP, with only 1 action, and abstraction. The small circles are states (1,2,3,4). A, B and C are the abstract states. The arrows show the transition probabilities, e.g. } P(3|1) = 0.6.\]

\[\text{By itself this is not an issue, as the proof of Lemma 1 can be adapted to show that it also holds for random variables are independent but not (necessarily) identically distributed, which we show in the Appendix.}\]
second sample is more complex, we have

\[
\Pr(\bar{Y}_{A}^{(\tau_1+1)} = B) = \sum_{\bar{s} \in \mathcal{S}} \Pr(\bar{Y}_{A}^{(\tau_1+1)} = B | \bar{Y}_{A}^{(\tau_1+1)} = \bar{s}) \Pr(\bar{Y}_{A}^{(\tau_1+1)} = \bar{s})
\]

(14)

\[
= \Pr(\bar{Y}_{A}^{(\tau_2+1)} = B | \bar{Y}_{A}^{(\tau_1+1)} = A) \Pr(\bar{Y}_{A}^{(\tau_1+1)} = A) + \Pr(\bar{Y}_{A}^{(\tau_2+1)} = B | \bar{Y}_{A}^{(\tau_1+1)} = B) \Pr(\bar{Y}_{A}^{(\tau_1+1)} = B) + \Pr(\bar{Y}_{A}^{(\tau_2+1)} = B | \bar{Y}_{A}^{(\tau_1+1)} = C) \Pr(\bar{Y}_{A}^{(\tau_1+1)} = C).
\]

(15)

\[
= \Pr(\bar{Y}_{A}^{(\tau_2+1)} = 3 | \bar{Y}_{A}^{(\tau_1+1)} = 1) \Pr(\bar{Y}_{A}^{(\tau_1+1)} = 1) + \Pr(\bar{Y}_{A}^{(\tau_2+1)} = 3 | \bar{Y}_{A}^{(\tau_1+1)} = 2) \Pr(\bar{Y}_{A}^{(\tau_1+1)} = 2) + \Pr(\bar{Y}_{A}^{(\tau_2+1)} = 3 | \bar{Y}_{A}^{(\tau_1+1)} = 3) \Pr(\bar{Y}_{A}^{(\tau_1+1)} = 3) + \Pr(\bar{Y}_{A}^{(\tau_2+1)} = 3 | \bar{Y}_{A}^{(\tau_1+1)} = 4) \Pr(\bar{Y}_{A}^{(\tau_1+1)} = 4)
\]

(16)

\[
= 0 + 0.6 \cdot 0.6 + 0.4 \cdot 0.4 = 0.52.
\]

Here we use that \(\Pr(\bar{Y}_{A}^{(\tau_2+1)} = 3 | \bar{Y}_{A}^{(\tau_1+1)} = 1) = \Pr(\bar{Y}_{A}^{(\tau_1+1)} = 1) = 0.6\). For the final step, note that \(\Pr(\bar{Y}_{A}^{(\tau_1+1)} = 1) = \Pr(\bar{Y}_{A}^{(\tau_1+1)} = 2) = 0\), since there is no transition from a state in \(A\) to a state in \(A\), so we can remove the first term.

So we end up with: \(\Pr(\bar{Y}_{A}^{(\tau_1+1)} = B) = 0.6 \cdot 0.52 = 0.321\). And for the joint probability: \(\Pr(\bar{Y}_{A}^{(\tau_1+1)} = B, \bar{Y}_{A}^{(\tau_2+1)} = B) = \Pr(\bar{Y}_{A}^{(\tau_1+1)} = B) \Pr(\bar{Y}_{A}^{(\tau_2+1)} = B) = 0.6 \cdot 0.6 = 0.36\). Here \(\Pr(\bar{Y}_{A}^{(\tau_1+1)} = B, \bar{Y}_{A}^{(\tau_1+1)} = B) = 0.6\) because given that the first transition from state \(A\) ended in state \(B\) and that \(P(1|B) = 1\), the second transition from state \(A\) will start in state 1 and \(P(1|B) = 0.6\). Thus we have that

\[
\Pr(\bar{Y}_{A}^{(\tau_1+1)} = B, \bar{Y}_{A}^{(\tau_1+1)} = B) \neq \Pr(\bar{Y}_{A}^{(\tau_1+1)} = B) \Pr(\bar{Y}_{A}^{(\tau_2+1)} = B),
\]

(18)

the samples are not independent. Leading us to the second observation:

**Observation 2.** As independence cannot be guaranteed, Lemmas 1 and 6 cannot be readily applied to show that the abstract L1 inequality holds.

### 3.2 Guarantees for Abstract Model Learning Using Martingales

Here we also want to give a guarantee in the form of the abstract L1 inequality from (12). While in the previous section we found this was not possible with concentration inequalities such as Hoeffding’s inequality, because the samples are not guaranteed to be independent, here we look at a related bound for samples that are weakly dependent, i.e., Azuma-Hoeffding’s inequality. This inequality makes use of the properties of a martingale difference sequence, which are slightly weaker than independence:

**Definition 3** (Martingale difference sequence [37]). The sequence \(Z_1, Z_2, \ldots\) is a martingale difference sequence if, \(\forall i\), it satisfies the following conditions:

\[
E[Z_i | Z_1, Z_2, \ldots, Z_{i-1}] = 0,
\]

\[
|Z_i| < \infty.
\]

The properties of the martingale difference sequence can be used to obtain the following concentration inequality:

**Lemma 3** (Azuma’s Lemma [37]). If the random variables \(Z_1, Z_2, \ldots\) form a martingale difference sequence (Def. 3), with \(|Z_i| \leq b\), then

\[
\Pr\left(\sum_{i=1}^{n} Z_i > \epsilon\right) \leq e^{-\frac{\epsilon^2}{2bn}}.
\]

(19)

After defining a suitable \(Z_i\) (done in the proof of Proposition 1) and using the definitions of \(\bar{T}_Y(\cdot | \bar{s}, a)\) (9) and \(\tilde{T}_{\omega_X}(\cdot | \bar{s}, a)\) (11), we can show that with high probability the empirical abstract transition function \(\bar{T}_Y\) will be close to the abstract transition function \(\tilde{T}_{\omega_X}\):

**Proposition 1** (Abstract L1 inequality). For a fixed value of \(N(\bar{s}, a)\), we have that with probability \(1 - \delta\) the following holds:

\[
||\bar{T}_Y(\cdot | \bar{s}, a) - \tilde{T}_{\omega_X}(\cdot | \bar{s}, a)||_1 \leq \epsilon,
\]

(20)

where \(\delta = 2 |S| e^{-\frac{1}{8} N(\bar{s}, a) \epsilon^2}\).
Thus we can show that the empirical abstract transition function \( \bar{T}_Y \) gets close to the abstract transition function \( T_{\omega_X} \). This shows that in RL with state abstraction, where the samples are not independent, we can replace the use of Hoeffding’s inequality with Lemma 3 to show that we learn an accurate abstract transition function.

Finally, we show how Proposition 1 can be used to give guarantees for MBRL methods in Abstracted RL with an approximate model similarity abstraction. We illustrate this using the R-MAX algorithm [7], thus providing the first finite-sample guarantees for Abstracted RL:

**Theorem 1.** Given an MDP \( M \), an approximate model similarity abstraction \( \phi \), with \( \eta_R \) and \( \eta_T \), and inputs \(|S|, |A|, \epsilon, \delta, T_e\). With probability of at least \( 1 - \delta \) the R-MAX algorithm adapted to abstraction (Algorithm 1) will attain an expected return of \( \text{Opt}(\prod_M(\epsilon, T_e)) - 3g(\eta_T, \eta_R) - 2\epsilon \) within a number of steps polynomial in \(|S|, |A|, \frac{1}{\epsilon}, T_e\). Where \( T_e \) is the \( \epsilon \)-return mixing time of the optimal policy, the policies for \( M \) whose \( \epsilon \)-return mixing time is \( T_e \) are denoted by \( \prod_M(\epsilon, T_e) \), the optimal expected return achievable by such policies are denoted by \( \text{Opt}(\prod_M(\epsilon, T_e)) \), and

\[
g(\eta_T, \eta_R) = T_e \eta_R + \frac{(T_e - 1)T_e}{2} \eta_T |S|.
\]

The proof can be found in the Appendix and follows the line of the original R-MAX proof, using the assumptions mentioned at the start of Section 3. In the proof, we use the Abstract L1 inequality to show the empirical abstract model is accurate with high probability, and an upper bound that we establish on the difference in the expected (finite horizon) value between the original MDP and an abstract MDP under any abstract policy \( \bar{\pi} \). This upper bound is similar to the results of Lemma 2.

As is typical with abstraction there is a trade-off in the performance, but the required number of steps is reduced. Without abstraction the performance guarantee is \( \text{Opt}(\prod_M(\epsilon, T_e)) - 2\epsilon \), while with the abstraction the additional penalty of \( 3g(\eta_T, \eta_R) \) appears because we use an approximate model similarity abstraction. The advantage is that the number of steps that is required is polynomial in the size of the abstract space \(|S|\) rather than \(|S|\).

4 Related Work

Many studies have considered the combination of abstraction with either planning or RL. In most of these studies, the dependence of samples that arises in Abstracted RL is not an issue due to various reasons, such as the assumption that the collected samples are independent [33, 30, 18], looking at convergence in the limit [36, 16, 27], or because access to an MDP model is assumed [13, 26, 31]. A more extensive discussion of the related work is available in the Appendix.

In the Abstracted RL setting a negative result has been provided, showing that R-MAX [7] no longer maintains its guarantees when paired with any type of state abstraction function [2]. This is shown with an example that uses approximate Q-function abstractions [1]. Our counterexample is more powerful: indicating problems with the normal analysis even for approximate model similarity abstractions. Yet, our second result shows that for R-MAX-like algorithms it is still possible to give guarantees in Abstracted RL when an approximate model similarity abstraction is used and we take into account the \( \eta_R \) and \( \eta_T \) inaccuracies in the error.

Another study considered a setting related to abstraction, where the transition and reward functions may change over time, either abruptly or gradually [32]. The reward and transition probabilities depend on the timestep \( t \), so \( T(s'|s, a, t) \) instead of \( T(s'|s, a) \). To give results they bound the variation in the reward and transition functions over time. They adapt the confidence intervals for the state-action pairs to take the variation into account. In their setting the MDP is fixed given the timestep, but in the abstraction setting this is not fixed, each time we run the MDP the transition function at a timestep \( t \) could be different.

Some of the studies in the abstraction selection setting do not assume that the set of abstraction functions contains a Markov model [21, 29]. One of these assumes the agent has access to a set of environments, including the true environment, rather than a set of representations [21]. Because they have access to environments rather than an abstraction, they do not need to learn a transition model, making it different from our setting. The other study uses Theorem 2.1 from Weissman et al. [40] that requires i.i.d. samples [29], we have shown that independent samples cannot be guaranteed in Abstracted RL.
Other related work is in the area of MDPs with rich observations or block structure [4, 10]. However, in that setting each observation can be generated only from a single hidden state, which means that the issue of non-i.i.d. data due to abstraction does not arise. In contrast, each observation can be generated from multiple hidden states in Abstracted RL. The rich observation setting can be seen as an aggregation problem, where the observations can be aggregated to form a small (latent) MDP [4]. But in our case, we do not try to learn the MDP (as it is not small). Their setting is also related to exact model similarity (or bisimulation) [10], but we focus on approximate model similarity which is what introduces the problems as described here.

For planning in abstract MDPs, there are results for exact state abstractions [24] and for approximate state abstractions [1]. The results for approximate state abstractions allow for quantifying an upper bound on performance for the optimal policy of an abstract MDP, as in Section 2.2. This has been build on by giving a result for performing RL interacting with an explicitly constructed abstract MDP [39], which is different from Abstract RL since the abstract MDP is still an MDP.

Even without abstraction, in certain cases a dependence can arise for RL in MDPs. For instance, it has been shown that dependence can appear if the MDP is not communicating [37]. The non-communicating property can be realistic, as there could be problems where there are states to which we cannot return. They show that this specific case of dependence in non-communicating MDPs is not a problem because it is still possible to use a concentration inequality for independent samples, e.g., Hoeffding’s inequality, as an upper bound. However, their proof uses the fact that the transition and rewards are identically distributed, which is not guaranteed in Abstracted RL.

5 Conclusions

We analyzed Abstracted RL: the combination of MBRL and state abstraction when the model of the MDP is not available. Via a counterexample, we have shown that in Abstracted RL samples obtained online cannot be guaranteed to be independent. Many current guarantees from MBRL methods make use of concentration results that assume i.i.d. samples, e.g., Theorem 2.1 from Weissman et al. [40], the empirical Bernstein inequality [3, 28] or the Chernoff bound. Because they use these concentration inequalities, their guarantees do not hold in the Abstracted RL setting. In fact, none of the existing analyses of MBRL is applicable to Abstracted RL. We showed that the samples in Abstracted RL are only weakly dependent and that concentration inequalities for (weakly) dependent variables, such as Lemma 3, are a viable alternative through which we can come to guarantees on the empirical model. We used this result to present the first sample efficient learning results for the Abstracted RL setting, thus showing it is possible to combine the benefits of small abstracted state spaces and performance guarantees.

The assumptions on the reward that we made here, i.e., that the reward is deterministic and that each state in an abstract state has the same reward function, can also be relaxed. To show that we can accurately learn an abstract reward function again a suitable martingale difference sequence has to be defined, then Lemma 3 can be used. The assumption that the agent receives the $\epsilon$-mixing time of the optimal policy can also be lifted [7].

We considered a specific type of abstraction, the approximate model similarity abstraction. It may be possible to extend our results to other types of abstraction, for this it is important that an upper bound can be established on the difference in value between the original MDP and an abstract MDP under a sub-optimal abstract policy.

Extending the results to more recent algorithms, e.g., MBIE [37] and UCRL2 [17], requires adapting to the different assumptions. For instance, R-MAX [7] assumes the MDP is ergodic, while UCRL2 and MBIE make the slightly weaker assumptions that the MDP is communicating and non-communicating, respectively. For extending the results of algorithms that use the empirical Bernstein inequality, Bernstein-type inequalities for martingales [11] could be used.
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A Well Known Results

We restate some well-known results that we use in the proofs in the other sections.

A.1 Hoeffding’s Inequality

Hoeffding’s inequality can tell us what the probability is that the average of \( m \) random independent (but not necessarily identically distributed) samples deviates more than \( \epsilon \) from its expectation.

Let \( Z^{(1)}, Z^{(2)}, \ldots, Z^{(m)} \) be bounded independent random variables and let \( \bar{Z} \) and \( \mu \) be defined as:

\[
\bar{Z} \triangleq \frac{Z^{(1)} + \cdots + Z^{(m)}}{m},
\]

\[
\mu \triangleq E[\bar{Z}] = \frac{E[Z^{(1)} + \cdots + Z^{(m)}]}{m}.
\]

Then Hoeffding’s inequality states:

**Lemma 4 (Hoeffding’s inequality [14]).** If \( Z^{(1)}, Z^{(2)}, \ldots, Z^{(m)} \) are independent and \( 0 \leq Z^{(i)} \leq 1 \) for \( i = 1, \ldots, m \), then for \( 0 < \epsilon < 1 - \mu \) we have the following inequalities

\[
\Pr(\bar{Z} - \mu \geq \epsilon) \leq e^{-2m\epsilon^2},
\]

\[
\Pr(|\bar{Z} - \mu| \geq \epsilon) \leq 2e^{-2m\epsilon^2},
\]

\[
\Pr(\sum_{i=1}^{m} (Z^{(i)} - \mu) \geq \epsilon) \leq e^{-2\epsilon^2/m},
\]

\[
\Pr(|\sum_{i=1}^{m} (Z^{(i)} - \mu)| \geq \epsilon) \leq 2e^{-2\epsilon^2/m}.
\]

A.2 Union Bound

Given that we have a set of events, the union bound allows us to upper bound the probability that at least one of the events happens, even when these events are not independent.

**Lemma 5 (Union Bound [6]).** For a countable set of events \( A_1, A_2, A_3, \ldots \), we have

\[
\Pr(\bigcup_i A_i) \leq \sum_i \Pr(A_i).
\]

I.e., the probability that at least one of the events happens is at most the sum of the probabilities of the individual events.

B L1 Inequality for Independent but not Identically Distributed Variables

We show that for independent, but not identically, distributed samples we can adapt the proof of Weissman et al. [40] to obtain the following result:

**Lemma 6.** Let \( X_{s,a} = s_1, \ldots, s_m \) be a sequence of states \( s \in \bar{s} \) and let \( Y_{s,a} = Y^{(1)}, Y^{(2)}, \ldots, Y^{(m)} \) be independent random variables distributed according to \( \Pr(\cdot|s_1, a), \ldots, \Pr(\cdot|s_m, a). \) Then, \( \forall \epsilon > 0, \)

\[
\Pr(||\bar{Y}_{\cdot\cdot} - \bar{T}_{\omega X}(\cdot|\bar{s}, a)||_1 \geq \epsilon) \leq (2|\bar{s}| - 2)e^{-\frac{1}{2}m\epsilon^2}.
\]

**Proof.** The proof mostly follows the steps by Weissman et al. [40].

To shorten notation we define \( P_Y \triangleq \bar{Y}_{\cdot\cdot}(\cdot|\bar{s}, a) \) and \( P_{\omega X} \triangleq \bar{T}_{\omega X}(\cdot|\bar{s}, a). \)

We will make use of the following result (Proposition 4.2 in [22]), that for any distribution \( Q \) on \( \bar{S} \)

\[
||Q - P_{\omega X}||_1 = 2\max_{\bar{S} \subseteq \bar{S}}(Q(\bar{S}) - P_{\omega X}(\bar{S})),
\]
where \( \bar{S} \) is a subset of \( \bar{S} \) and \( P_{\omega x} (\bar{S}) = \sum_{s' \in \bar{S}} P_{\omega x} (s') \). Thus we have that
\[
||P_Y - P_{\omega x}||_1 = 2 \max_{\bar{S} \subseteq S} (P_Y (\bar{S}) - P_{\omega x} (\bar{S})).
\] (30)

Using this we can write
\[
\Pr(||P_Y - P_{\omega x}||_1 \geq \epsilon) = \Pr \left[ 2 \max_{\bar{S} \subseteq S} \left[ P_Y (\bar{S}) - P_{\omega x} (\bar{S}) \right] \geq \epsilon \right]
\] (31)
\[
= \Pr \left[ \max_{\bar{S} \subseteq S} \left[ P_Y (\bar{S}) - P_{\omega x} (\bar{S}) \right] \geq \frac{\epsilon}{2} \right]
\] (32)
\[
= \Pr \left[ \bigcup_{\bar{S} \subseteq S} \left[ P_Y (\bar{S}) - P_{\omega x} (\bar{S}) \geq \frac{\epsilon}{2} \right] \right]
\] (33)
\[
\leq \sum_{\bar{S} \subseteq S} \Pr \left[ P_Y (\bar{S}) - P_{\omega x} (\bar{S}) \geq \frac{\epsilon}{2} \right],
\] (34)
where the last step follows from the union bound (Lemma 5).

Assuming \( \epsilon > 0 \), we have for \( \bar{S} = \bar{S} \) and for \( \bar{S} = \emptyset \) that \( \Pr(P_Y (\bar{S}) - P_{\omega x} (\bar{S}) \geq \frac{\epsilon}{2}) = 0 \).

For every other subset \( \bar{S} \), we can define a random binary variable that is 1 when \( Y^{(i)} \in \bar{S} \) and 0 otherwise. We have that \( P_{\omega x} (\bar{S}) \) acts as \( \mu \) (22) from Lemma 4 and \( P_Y (\bar{S}) \) as \( \bar{Z} \) (21). Thus applying Lemma 4 to this random variable we have:
\[
\Pr(P_Y (\bar{S}) - P_{\omega x} (\bar{S}) \geq \frac{\epsilon}{2}) \leq e^{-2m^2 \epsilon^2} = e^{-\frac{1}{2} m \epsilon^2}.
\] (35)

Then it follows that
\[
\Pr(||P_Y - P_{\omega x}||_1 \geq \epsilon) \leq \sum_{\bar{S} \subseteq S} \Pr(P_Y (\bar{S}) - P_{\omega x} (\bar{S}) \geq \frac{\epsilon}{2})
\] (36)
\[
\leq \sum_{\bar{S} \subseteq S : \bar{S} \neq \emptyset} \Pr(P_Y (\bar{S}) - P_{\omega x} (\bar{S}) \geq \frac{\epsilon}{2})
\] (37)
\[
\leq (2|\bar{S}| - 2)e^{-\frac{1}{2} m \epsilon^2},
\] (38)
where \( \bar{S} \subseteq S : \bar{S} \neq \bar{S}, \emptyset \) denotes that the empty set \( \emptyset \) and the full set \( \bar{S} \) are excluded.

\[\blacksquare\]

### C Proofs

Before getting to the proof of Theorem 1, in Appendix C.3, we first give additional Lemmas that will be used in the proof. First, we show in Appendix C.1 how in Abstracted RL we can use a concentration inequality for martingales to learn an accurate transition model, with high probability. Then, in Appendix C.2 we give upper bounds on the difference in value between the real MDP and an abstract MDP, under various policies. Finally, in Appendix C.3 we use the first two results to show that we can provide efficient learning guarantees for R-MAX in Abstracted RL.

#### C.1 Concentration Inequality on The L1 Norm for Martingales in Abstracted RL

The following results show that, with a high probability, the empirical abstract transition function \( \bar{T}_Y \) will be close to the abstract transition function \( T_{\omega x} \). In the proof, we define a suitable martingale difference sequence for the transition function, and use this to obtain the following result for learning a transition function in Abstracted RL:

**Proposition 1** (Abstract L1 inequality). For a fixed value of \( N(\bar{s}, a) \), we have that with probability \( 1 - \delta \) the following holds:
\[
||\bar{T}_Y (\cdot | \bar{s}, a) - T_{\omega x} (\cdot | \bar{s}, a)||_1 \leq \epsilon,
\] (39)
where \( \delta = 2|\bar{S}|e^{-\frac{1}{2} N(\bar{s}, a) \epsilon^2} \).
Proof of Proposition 1. The proof follows the general approach of [32]. We find it useful to first define an abstract transition function based on $X_{\bar{s},a}$ as

$$\forall (\bar{s},a), s' : \tilde{T}_{\omega X}(s'|\bar{s},a) \triangleq \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} T(s'|X_{\bar{s},a}^{(\tau_i)}, a), \quad (40)$$

where $T(s'|X_{\bar{s},a}^{(\tau_i)}, a) \triangleq \sum_{s'' \in S} T(s'|X_{\bar{s},a}^{(\tau_i)}, a, s'')$. We write $\tilde{T}_{\omega X}$ because this definition is equivalent to using a weighting function as in (Eq. 11):

$$\forall (\bar{s},a), s' : \tilde{T}_{\omega X}(s'|\bar{s},a) \triangleq \sum_{s \in \bar{s}} \omega_X(s,a) \sum_{s' \in \bar{s}} T(s'|s,a) \quad \text{(Eq. 11)} \quad (41)$$

$$= \sum_{s \in \bar{s}} \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} \mathbb{1}\{X_{\bar{s},a}^{(\tau_i)} = s\} \sum_{s' \in \bar{s}} T(s'|s,a) \quad (42)$$

$$= \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} \sum_{s \in \bar{s}} \mathbb{1}\{X_{\bar{s},a}^{(\tau_i)} = s\} \sum_{s' \in \bar{s}} T(s'|s,a) \quad (43)$$

$$= \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} \sum_{s' \in \bar{s}} T(s'|X_{\bar{s},a}^{(\tau_i)}, a) \quad (44)$$

$$= \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} T(s'|X_{\bar{s},a}^{(\tau_i)}, a) \quad (45)$$

Then we have

$$||\tilde{T}_Y(\cdot|\bar{s},a) - \tilde{T}_{\omega X}(\cdot|\bar{s},a)||_1 = \sum_{s'} ||\tilde{T}_Y(s'|\bar{s},a) - \tilde{T}_{\omega X}(s'|\bar{s},a)||_1 \quad (46)$$

$$= \max_{\bar{s} \in \{-1,1\}^S} \sum_{s' \in \bar{s}} \left( \tilde{T}_Y(s'|\bar{s},a) - \tilde{T}_{\omega X}(s'|\bar{s},a) \right) z(s') \quad (47)$$

$$= \max_{\bar{s} \in \{-1,1\}^S} \sum_{s' \in \bar{s}} \left( \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} \mathbb{1}\{Y_{\bar{s},a}^{(\tau_i)} = s'\} - \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} T(s'|X_{\bar{s},a}^{(\tau_i)}, a) \right) z(s') \quad (48)$$

$$= \max_{\bar{s} \in \{-1,1\}^S} \sum_{s' \in \bar{s}} \left( \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} z(Y_{\bar{s},a}^{(\tau_i+1)}) - \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} T(s'|X_{\bar{s},a}^{(\tau_i)}, a) z(s') \right) \quad (49)$$

$$= \max_{\bar{s} \in \{-1,1\}^S} \sum_{s' \in \bar{s}} \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} z(Y_{\bar{s},a}^{(\tau_i+1)}) - \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} T(s'|X_{\bar{s},a}^{(\tau_i)}, a) z(s') \quad (50)$$

$$= \max_{\bar{s} \in \{-1,1\}^S} \sum_{s' \in \bar{s}} \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} z(Y_{\bar{s},a}^{(\tau_i+1)}) - \sum_{s''} T(s'|X_{\bar{s},a}^{(\tau_i)}, a) z(s'') \quad (51)$$

$$= \max_{\bar{s} \in \{-1,1\}^S} \sum_{s' \in \bar{s}} \frac{1}{N(\bar{s},a)} \sum_{i=1}^{N(\bar{s},a)} Z_{\tau_i}(z, X_{\bar{s},a}^{(\tau_i)}, a_{\tau_i}, Y_{\bar{s},a}^{(\tau_i+1)}) \quad (52)$$

where we set

$$Z_{\tau_i}(z, X_{\bar{s},a}^{(\tau_i)}, a_{\tau_i}, Y_{\bar{s},a}^{(\tau_i+1)}) : = z(Y_{\bar{s},a}^{(\tau_i+1)}) - \sum_{s''} T(s'|X_{\bar{s},a}^{(\tau_i)}, a_{\tau_i}) z(s''),$$

with $z$ a vector of size $|\bar{S}|$ with entries $\pm 1$, we write $z(\bar{s})$ for the entry in $z$ with index $\bar{s}$. To show that $\sum_{i}^N z(\bar{s})$ is a martingale difference sequence, we should follow Definition
3 and show that \( \forall i : E[Z_{\tau_i}(z, X_{\bar{s},a}^{(r)})] = 0 \) and \( |Z_i| < \infty \). For the second part, we have that \( \forall i : [Z_{\tau_i}(z, X_{\bar{s},a}^{(r)}, a_{\tau_i}, \bar{Y}_{\bar{s},a}^{(r+1)})] \leq 2 \), since \( |z(\bar{Y}_{\bar{s},a}^{(r+1)})| \leq 1 \) and \( |\sum_{i'=s}^T T(i') X_{\bar{s},a}^{(r)}| \leq 1 \).

For the first part, we use the following Lemma, the proof of which follows after the current proof:

**Lemma 7.** Let \( \pi \) be a policy, and suppose the sequence \( s_1, a_1, \cdots, s_{t-1}, a_{t-1}, s_t \) is to be generated by \( \pi \). If \( 1 \leq \tau_1 < \tau_2 < \cdots < \tau_{t-1} < \tau_t \leq t \), then \( E[Z_{\tau_i}(z, X_{\bar{s},a}^{(r)}, a_{\tau_i}, \bar{Y}_{\bar{s},a}^{(r+1)})] = 0 \).

Lemma 7 shows that \( \sum_i^{N(s,a)} Z_{\tau_i}(z, X_{\bar{s},a}^{(r)}, a_{\tau_i}, \bar{Y}_{\bar{s},a}^{(r+1)}) \) is a martingale difference sequence with \( \forall i : E[Z_{\tau_i}(z, X_{\bar{s},a}^{(r)}, a_{\tau_i}, \bar{Y}_{\bar{s},a}^{(r+1)})] \leq 2 \) for any fixed \( z \) and fixed \( N(s,a) = n \) so that by Azuma-Hoeffding (Lemma 3):

\[
\Pr\left( \sum_{i=1}^{N(s,a)} Z_{\tau_i} > \epsilon \right) \leq e^{-\frac{\epsilon^2}{8N(s,a)}}.
\] (53)

Similarly, \( \sum_i^{N(s,a)} \frac{1}{N(s,a)} Z_{\tau_i}(z, X_{\bar{s},a}^{(r)}, a_{\tau_i}, \bar{Y}_{\bar{s},a}^{(r+1)}) \) is a martingale difference sequence with \( \forall i : E[Z_{\tau_i}(z, X_{\bar{s},a}^{(r)}, a_{\tau_i}, \bar{Y}_{\bar{s},a}^{(r+1)})] \leq 2 \) for any fixed \( z \) and fixed \( N(s,a) = n \) so that by Azuma-Hoeffding (Lemma 3):

\[
\Pr\left( \frac{1}{N(s,a)} \sum_{i=1}^{N(s,a)} Z_{\tau_i} > \epsilon \right) \leq e^{-\frac{\epsilon^2}{2N(s,a)}}.
\] (54)

From (46) and (52) we then obtain

\[
\Pr\left( |\bar{Y}_Y(\cdot|\bar{s},a) - \bar{w}_X(\cdot|\bar{s},a)| > \epsilon \right) = \Pr\left( \max_{z \in \{-1,1\}^S} \frac{1}{N(s,a)} \sum_{i=1}^{N(s,a)} Z_{\tau_i} > \epsilon \right).
\] (57)

A union bound (Lemma 5) over all \( 2^{|S|} \) vectors \( z \) for a fixed value of \( N(s,a) \) shows

\[
\Pr\left( \max_{z \in \{-1,1\}^S} \frac{1}{N(s,a)} \sum_{i=1}^{N(s,a)} Z_{\tau_i} > \epsilon \right) \leq \sum_{z \in \{-1,1\}^S} \Pr\left( \frac{1}{N(s,a)} \sum_{i=1}^{N(s,a)} Z_{\tau_i} > \epsilon \right),
\] (58)

so that using (56) with probability \( 1 - 2^{|S|} e^{-\frac{\epsilon^2}{8N(s,a)}} \)

\[
|\bar{Y}_Y(\cdot|\bar{s},a) - \bar{w}_X(\cdot|\bar{s},a)| \leq \epsilon.
\] (59)

Now the proof of Lemma 7:

**Proof of Lemma 7.** We follow the general structure of the proof of Lemma 8 in [37]. We have

\[
E[Z_{\tau_1}(z, X_{\bar{s},a}^{(r)})] = \sum_{c_{\tau_1+1}} \Pr(c_{\tau_1+1}) Z_{\tau_1}(z, X_{\bar{s},a}^{(r)}, a_{\tau_1}, \bar{Y}_{\bar{s},a}^{(r+1)})
\] (60)

\[
= \sum_{c_{\tau_1}} \Pr(c_{\tau_1}) \sum_{\bar{Y}_{\bar{s},a}^{(r+1)} \in C_{\tau_1}} \Pr(\bar{Y}_{\bar{s},a}^{(r+1)}|c_{\tau_1}, a_{\tau_1}) Z_{\tau_1}(z, X_{\bar{s},a}^{(r)}, a_{\tau_1}, \bar{Y}_{\bar{s},a}^{(r+1)})
\] (61)

\[
= \sum_{c_{\tau_1}} \Pr(c_{\tau_1}) \sum_{\bar{Y}_{\bar{s},a}^{(r+1)} \in C_{\tau_1}} \Pr(\bar{Y}_{\bar{s},a}^{(r+1)}|X_{\bar{s},a}^{(r)}, a_{\tau_1}) Z_{\tau_1}(z, X_{\bar{s},a}^{(r)}, a_{\tau_1}, \bar{Y}_{\bar{s},a}^{(r+1)}).
\] (62)
The sum \( \sum c_{\tau_i+1} \) is over all possible sequences \( c_{\tau_i+1} \) that end in a state \( \bar{s}_{\tau_i+1} \), resulting from \( \tau_i \) actions chosen by an agent following policy \( \pi \). Conditioning on the sequence of random variables \( Z_{\tau_1}, Z_{\tau_2}, \ldots, Z_{\tau_{i-1}} \) can make some sequences \( c_{\tau_i} \) more likely and others less likely, that is

\[
E[Z_{\tau_i}(z, X^{(\tau_i)}_{s,a}, a_{\tau_i}, \bar{Y}^{(\tau_i+1)}_{s,a}) | Z_{\tau_1}, Z_{\tau_2}, \ldots, Z_{\tau_{i-1}}] = \sum_{c_{\tau_i}} \Pr(c_{\tau_i} | Z_{\tau_1}, Z_{\tau_2}, \ldots, Z_{\tau_{i-1}}) \sum_{s,a} \Pr(\bar{Y}^{(\tau_i+1)}_{s,a} | X^{(\tau_i)}_{s,a}, a_{\tau_i}) Z_{\tau_i}(z, X^{(\tau_i)}_{s,a}, a_{\tau_i}, \bar{Y}^{(\tau_i+1)}_{s,a}).
\]

Importantly, since \( P(\bar{Y}^{(\tau_i+1)}_{s,a} | s_{\tau_i}, a_{\tau_i}, Z_{\tau_1}, Z_{\tau_2}, \ldots, Z_{\tau_{i-1}}) = P(\bar{Y}^{(\tau_i+1)}_{s,a} | s_{\tau_i}, a_{\tau_i}) \), fixed values of \( Z_{\tau_1}, Z_{\tau_2}, \ldots, Z_{\tau_{i-1}} \) do not influence the innermost sum of (64). For this innermost sum we have

\[
\sum_{s,a} \Pr(\bar{Y}^{(\tau_i+1)}_{s,a} | X^{(\tau_i)}_{s,a}, a_{\tau_i}) Z_{\tau_i}(z, X^{(\tau_i)}_{s,a}, a_{\tau_i}, \bar{Y}^{(\tau_i+1)}_{s,a}) = 0.
\]

So we conclude

\[
E[Z_{\tau_i}(z, X^{(\tau_i)}_{s,a}, a_{\tau_i}, \bar{Y}^{(\tau_i+1)}_{s,a}) | Z_{\tau_1}, Z_{\tau_2}, \ldots, Z_{\tau_{i-1}}] = \sum_{c_{\tau_i}} \Pr(c_{\tau_i} | Z_{\tau_1}, Z_{\tau_2}, \ldots, Z_{\tau_{i-1}}) \sum_{s,a} \Pr(\bar{Y}^{(\tau_i+1)}_{s,a} | X^{(\tau_i)}_{s,a}, a_{\tau_i}) Z_{\tau_i}(z, X^{(\tau_i)}_{s,a}, a_{\tau_i}, \bar{Y}^{(\tau_i+1)}_{s,a}) = 0.
\]

Finally, we can use Proposition 1 to determine the number of samples required to guarantee that with probability \( 1 - \delta \) the distance \( \| \bar{T}_Y(\cdot|\bar{s}, a) - \bar{T}_{\omega_x}(\cdot|\bar{s}, a) \|_1 \) will be smaller than \( \epsilon \):

**Lemma 8.** For inputs \( \kappa \) and \( \epsilon \) (0 < \( \kappa \) < 1, 0 < \( \epsilon \) < 2), we have that for a number of samples \( m \geq 2\ln(2^{S^2} - 2)^{-\ln(\kappa)} \), the following holds:

\[
\Pr(\| \bar{T}_Y(\cdot|\bar{s}, a) - \bar{T}_{\omega_x}(\cdot|\bar{s}, a) \|_1 \geq \epsilon) \leq \kappa.
\]  

**Proof.** To shorten notation we again use the definitions \( P_y \triangleq \bar{T}_Y(\cdot|\bar{s}, a) \) and \( P_{\omega_x} \triangleq \bar{T}_{\omega_x}(\cdot|\bar{s}, a) \). It follows from Proposition 1 that

\[
\Pr(\| P_y - P_{\omega_x} \|_1 \geq \epsilon) \leq 2|\bar{S}|e^{-\frac{\epsilon^2}{2m}}.
\]
We need to select \( m \) such that \( \kappa \geq 2^{|\bar{S}|} e^{-\frac{1}{8} m \epsilon^2} \):

\[
\kappa \geq 2^{|\bar{S}|} e^{-\frac{1}{8} m \epsilon^2} \quad (76)
\]

\[
\frac{\kappa}{2^{|\bar{S}|}} \geq e^{-\frac{1}{8} m \epsilon^2} \quad (77)
\]

\[
\ln(\kappa) - \ln(2^{|\bar{S}|}) \geq -\frac{m \epsilon^2}{8} \quad (78)
\]

\[
\frac{m \epsilon^2}{8} \geq \ln(2^{|\bar{S}|}) - \ln(\kappa) \quad (79)
\]

\[
m \geq \frac{8[\ln(2^{|\bar{S}|}) - \ln(\kappa)]}{\epsilon^2}. \quad (80)
\]

Thus if \( m \geq \frac{8[\ln(2^{|\bar{S}|}) - \ln(\kappa)]}{\epsilon^2} \) we have

\[
\Pr(||P_Y - P_{\omega_x}||_1 \geq \epsilon) \leq \kappa. \quad \square
\]

### C.2 Upper Bounds on Value Differences Under Different Policies

Let \( L^\pi \) be the Bellman operator for the policy \( \pi \) [15], we define \( \forall s \in S \):

\[
V^{\pi,n}_{M}(s) = R(s, \pi(s)) + \sum_{s' \in S} T(s'|s, \pi(s))V^{\pi,n-1}_{M}(s), \quad (81)
\]

\[
V^{\pi,1}_{M}(s) = R(s, \pi(s)). \quad (82)
\]

Before going into the differences with abstract spaces, we first give a simulation Lemma for two MDP on the same state-action space:

**Lemma 9.** Let \( M \) and \( M' \) be two MDP on the same state-action space, with

\[
\forall s, a \in S \times A : |R_M(s, a) - R_{M'}(s, a)| \leq \epsilon_R, \quad (83)
\]

\[
\forall s, a, s' \in S \times A \times S : |T_M(s'|s, a) - T_{M'}(s'|s, a)| \leq \epsilon_T. \quad (84)
\]

Then, for every policy \( \pi \) and for every state \( s \in S \) we have:

\[
|V^{\pi,n}_{M}(s) - V^{\pi,n}_{M'}(s)| \leq n \epsilon_R + \frac{(n - 1)n}{2} \epsilon_T |S|. \quad (85)
\]

**Proof.** By induction we will show that for \( n \geq 1 \)

\[
\forall s \in S : |V^{\pi,n}_{M}(s) - V^{\pi,n}_{M'}(s)| \leq n \epsilon_R + \frac{(n - 1)n}{2} \epsilon_T |S|. \quad (86)
\]

For \( n = 1 \) we have

\[
|V^{\pi,1}_{M}(s) - V^{\pi,1}_{M'}(s)| = |R_M(s, \pi(s)) - R_{M'}(s, \pi(s))| \leq \epsilon_R. \quad (87)
\]
Now assume that the induction hypothesis, (86), holds for \( n - 1 \), then
\[
|V^{\pi,n}_M(s) - V^{\pi,n}_{M'}(s)| = |R_M(s, \pi(\bar{s})) - R_{M'}(s, \pi(s)) + \sum_{s' \in S} T_M(s'|s, \pi(s))V^{\pi,n-1}_M(s') - \sum_{s' \in S} T_{M'}(s'|s, \pi(s))V^{\pi,n-1}_{M'}(s')| \leq |R_M(s, \pi(s)) - R_{M'}(s, \pi(s))| + \sum_{s' \in S} T_M(s'|s, \pi(s))V^{\pi,n-1}_M(s') - \sum_{s' \in S} T_{M'}(s'|s, \pi(s))V^{\pi,n-1}_{M'}(s')|
\]
(88)
\[
\leq \epsilon_R + \frac{n - 1}{2} \epsilon_T|S| + \epsilon_T(n - 1)|S|
\]
(89)
\[
\leq \epsilon_R + \frac{n - 1}{2} \epsilon_T|S| + \epsilon_T(n - 1)|S|
\]
(90)
\[
\leq \epsilon_R + \frac{n - 1}{2} \epsilon_T|S|.
\]
(91)
\[
\leq \epsilon_R + \frac{(n - 1)(n - 1)}{2} \epsilon_T|S| + \epsilon_T(n - 1)|S|
\]
(92)
\[
= n \epsilon_R + \frac{(n - 1)(n - 1)}{2} \epsilon_T|S| + \epsilon_T(n - 1)|S|
\]
(93)
\[
= n \epsilon_R + \frac{(n - 1)(n - 1)}{2} \epsilon_T|S|
\]
(94)
\[
= n \epsilon_R + \frac{(n - 1)}{2} \epsilon_T|S|.
\]
(95)

For the step from (89) to (90) we add and subtract \( \sum_{s' \in S} T_M(s'|s, \pi(s))V^{\pi,n-1}_{M'}(s') \), and from (91) to (92) we use the inductive hypothesis and the fact that we can upperbound \( V^{\pi,n-1}_{M'}(s') \) by \( (n - 1) \), since the maximum reward per timestep is 1.

This shows that for similar MDPs the values under any policy are also similar. In a sense, with an approximate model-similarity model, the abstract MDP \( M \) can also be close to the MDP \( \hat{M} \) when
\[
\forall \bar{s}, a \in \tilde{S} \times A, s \in \bar{s} : |R(s, a) - \bar{R}(\bar{s}, a)| \leq \eta_R, \quad (96)
\]
\[
\forall \bar{s}, a, \bar{s}' \in \tilde{S} \times A \times \tilde{S}, s \in \bar{s} : \sum_{\bar{s}' \in S} T(s'|s, a) - \bar{T}(\bar{s}'|\bar{s}, a)| \leq \eta_T. \quad (97)
\]

By \( V^{\pi,n} \) we denote the value in \( M \) under policy \( \pi \) and by \( \bar{V}^{\pi,n} \) the value in \( \bar{M} \) under policy \( \bar{\pi} \).

The following Lemma shows that for any abstract policy \( \bar{\pi} \) we can upper bound the difference in value between \( V^{\pi,n} \) and \( \bar{V}^{\pi,n} \). This shows that the value obtained in the abstract MDP \( \bar{M} \) will be close to the value obtained in the real MDP \( M \).

**Lemma 10.** For every abstract policy \( \bar{\pi} \) and for every state \( s \in \bar{s} \)
\[
|V^{\pi,n}(s) - \bar{V}^{\pi,n}(s)| \leq n \epsilon_R + \frac{(n - 1)}{2} \epsilon_T|\bar{S}|. \quad (98)
\]

**Proof.** By induction we will show that for \( n \geq 1 \)
\[
\forall \bar{s} \in \bar{S}, s \in \bar{s} : |V^{\pi,n}(s) - \bar{V}^{\pi,n}(s)| \leq n \epsilon_R + \frac{(n - 1)}{2} \epsilon_T|\bar{S}|. \quad (99)
\]
For \( n = 1 \) we have
\[
|V^{\pi,1}(s) - \bar{V}^{\pi,1}(s)| = |R(s, \pi(\bar{s})) - \bar{R}(\bar{s}, \bar{\pi}(\bar{s}))| \leq \epsilon_R. \quad (100)
\]
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Now assume that the induction hypothesis, (99), holds for \( n - 1 \), then

\[
|V^{\pi,n}(s) - \tilde{V}^{\pi,n}(s)| = |R(s, \pi(\tilde{s})) - \tilde{R}(\tilde{s}, \pi(\tilde{s})) + \sum_{s' \in S} T(s'|s, \pi(s))V^{\pi,n-1}(s') - \sum_{s' \in S} \tilde{T}(s'|\tilde{s}, \pi(\tilde{s})))\tilde{V}^{\pi,n-1}(s')|
\]

\[
\leq |R(s, \pi(\tilde{s})) - \tilde{R}(\tilde{s}, \pi(\tilde{s}))| + \sum_{s' \in S} \sum_{s'' \in S'} T(s'|s, \pi(s))V^{\pi,n-1}(s') - \sum_{s' \in S} \tilde{T}(s'|\tilde{s}, \pi(\tilde{s})))\tilde{V}^{\pi,n-1}(s')|
\]

\[
\leq \epsilon_R + \frac{1}{2} \epsilon_R + \frac{(n-1)(n-1)}{2} \epsilon_T |\tilde{S}| + \epsilon_T(n-1)|\tilde{S}|
\]

For the step from (102) to (103) we add and subtract \( \sum_{s' \in S} \sum_{s'' \in S'} T(s'|s, \pi(s))\tilde{V}^{\pi,n-1}(s') \), and from (104) to (105) we use the inductive hypothesis and the fact that we can upperbound \( \tilde{V}^{\pi,n-1}(s') \) by \( (n-1) \), since the maximum reward per timestep is 1.

Similarly, the following Lemma shows that we can upper bound the difference in value between the optimal value in \( M \) and the optimal value in \( \bar{M} \).

**Lemma 11.** With an \( \phi \)

\[
\forall \bar{s} \in \bar{S}, s \in \bar{s} : |V^{\pi,n}(s) - \bar{V}^{\pi,n}(\bar{s})| \leq n\epsilon_R + \frac{(n-1)n}{2} \epsilon_T |\bar{S}|.
\]

**Proof.** First we define

\[
\forall \bar{s} \in \bar{S}, s \in S : V^{\pi,n}(s) = \max_{a \in A} \left[ R(s, a) + \sum_{s' \in S} T(s'|s, a)V^{\pi,n-1}(s') \right],
\]

\[
\bar{V}^{\pi,n}(\bar{s}) = \max_{a \in A} \left[ \bar{R}(\bar{s}, a) + \sum_{\bar{s'} \in \bar{S}} \bar{T}(\bar{s}'|\bar{s}, a)\bar{V}^{\pi,n-1}(\bar{s'}) \right].
\]

By induction we will show that for \( n \geq 1 \)

\[
\forall \bar{s} \in \bar{S}, s \in S : |V^{\pi,n}(s) - \bar{V}^{\pi,n}(\bar{s})| \leq n\epsilon_R + \frac{(n-1)n}{2} \epsilon_T |\bar{S}|.
\]

Making use of the fact that \( \max f - \max g \leq \max |f - g| \), we have for \( n = 1 \)

\[
|V^{*,1}(s) - \bar{V}^{*,1}(\bar{s})| = \max_{a \in A} R(s, a) - \max_{a \in A} \bar{R}(\bar{s}, a) \leq \epsilon_R.
\]
Now assume that the induction hypothesis, (111), holds for \( n - 1 \), then

\[
|V^{*,n}(s) - \hat{V}^{*,n}(s)| = \max_{a \in A} |R(s, a) - \hat{R}(s, a) + \sum_{s' \in S} T(s'|s, a)V^{*,n-1}(s') - \sum_{s' \in S} \bar{T}(s'|\hat{s}, a)\hat{V}^{*,n-1}(s')| 
\]

\[
\leq \max_{a \in A} |R(s, a) - \hat{R}(s, a)| + \max_{a \in A} \sum_{s' \in S} \sum_{s' \in S'} T(s'|s, a)V^{*,n-1}(s') - \sum_{s' \in S} \bar{T}(s'|\hat{s}, a)\hat{V}^{*,n-1}(s')| 
\]

\[
\leq \epsilon_R + \max_{a \in A} \sum_{s' \in S} \sum_{s' \in S'} T(s'|s, a)V^{*,n-1}(s') - \sum_{s' \in S} \bar{T}(s'|\hat{s}, a)\hat{V}^{*,n-1}(s')| 
\]

By the triangular inequality we have, \( \forall s \in \bar{S} \):

\[
V^{*,n}(s) - V^{\hat{\phi},n}(s) \leq |\hat{T}(s'|\hat{s}, a) - \bar{T}(s'|\hat{s}, a)| \leq \epsilon_T. 
\]

\[
|\hat{T}(s'|\hat{s}, a) - \bar{T}(s'|\hat{s}, a)| \leq \epsilon_T. 
\]

Finally, we want to give results for an empirical abstract model \( \hat{M} \), whose transition probabilities and rewards are within \( \epsilon_T \) and \( \epsilon_R \), respectively, from those of an abstract MDP \( M \). The following Lemma shows that we can upper bound the loss in value when using the n-step optimal policy \( \hat{V}^{*,n}(s) \) for \( \hat{M} \) and apply it to \( M \):

**Lemma 12.** Let \( M \) be an MDP, \( \hat{M} \) and abstract MDP constructed using an approximate-model-similarity abstraction \( \phi \), with \( \eta_R \) and \( \eta_T \), \( \hat{M} \) an MDP in the abstract space from \( \phi \) with

\[
|\hat{T}(s'|\hat{s}, a) - \bar{T}(s'|\hat{s}, a)| \leq \epsilon_T, |\hat{R}(s, a) - \bar{R}(s, a)| \leq \epsilon_R. 
\]

Then

\[
V^{*,n}(s) - V^{\hat{\phi},n}(s) \leq 2n\epsilon_R + (n - 1)n\epsilon_T|\bar{S}|. 
\]

**Proof.** Note that we have

\[
\forall s, a \in \bar{S} \times A, s \in \bar{s}: |R(s, a) - \bar{R}(s, a)| \leq \eta_R + \epsilon_R, 
\]

\[
\forall s, a, s' \in \bar{S} \times A \times \bar{S}, s \in \bar{s}: \sum_{s' \in \bar{s}'} T(s'|s, a) - \bar{T}(s'|\bar{s}, a) \leq \eta_T + \epsilon. 
\]

By the triangular inequality we have, \( \forall s \in \bar{s}, \bar{s} \in \bar{S} \):

\[
V^{*,n}(s) - V^{\hat{\phi},n}(s) \leq |V^{*,n}(s) - \hat{V}^{*,n}(s)| + |\hat{V}^{\hat{\phi},n}(s) - V^{\hat{\phi},n}(s)| 
\]

\[
\leq n(\eta_R + \epsilon_R) + \frac{(n - 1)n}{2}(\eta_T + \epsilon_T)|\bar{S}| + n(\eta_R + \epsilon_R) + \frac{(n - 1)n}{2}(\eta_T + \epsilon_T)|\bar{S}| 
\]

\[
= 2n(\eta_R + \epsilon_R) + (n - 1)n(\eta_T + \epsilon_T)|\bar{S}|. 
\]

This follows from Lemmas 11 and 10.
C.3 R-MAX Adapted to Abstracted RL

Let \( L \) be the set of unknown abstract state-action pairs. \( M \) is an MDP. \( M_L \) is an MDP that is the same as \( M \) on the known state-action pairs \( (s, a), (\phi(s), a) \notin L \), and different on the states in the abstract states in \( L \). For \( M_L \) every state-action pair in \( L \) the transition results in a self-loop and gives the maximum reward \( 1 \), i.e., \( \forall (s, a) \in L \times A : T_{M_L}(s, a) = 1, R_{M_L}(s, a) = 1 \).

First, we restate an Implicit Explore or Exploit Lemma. For two MDP that have different dynamics only in the unknown state-action pairs, the probability \( Pr(A_M) \) that we encounter an unknown state-action pair in an \( n \)-step trial is small if the difference in the \( n \)-step value between the two MDP is also small:

**Lemma 13** (Implicit Explore or Exploit). Let \( M \) be an MDP, and \( L \) and \( M_L \) as above. Let \( s \) be some state, and \( A_M \) the event that an abstract state-action pair in \( L \) \((\phi(s), a) \in L \) is encountered in a trial generated by starting from state \( s_1 \in s_1 \) and following \( \pi \) for \( n \) steps in \( M \). Then,

\[
V^{\pi,n}_{M_L}(s_1) \geq V^{\pi,n}_{M_L}(s_1) - n Pr(A_M).
\]

**Proof.** This proof follows the steps of Lemma 3 from Strehl and Littman [37].

For a fixed path \( p_t = s_1, a_1, r_1, \ldots, s_t, a_t, r_t \), we define \( Pr^t_M(p_t) \) as the probability that \( p_t \) occurs when running policy \( \pi \) in \( M \) starting from state \( s_1 \). We let \( L_t \) be the set of paths \( p_t \) such that there is at least one unknown state \( s_i \) in \( p_t (\phi(s_i) \in L) \). We further let \( r_M(t) \) be the reward received at time \( t \) and \( r_M(p_t, t) \) the reward at time \( t \) in the path \( p_t \). We have the following:

\[
E[r_{M_L}(t)] - E[r_M(t)] = \sum_{p_t \notin L_T} \left( \frac{t}{M_L} Pr^t_M(p_t) r_{M_L}(p_t, t) - \frac{t}{M} Pr^t_M(p_t) r_M(p_t, t) \right)
\]

\[
+ \sum_{p_t \in L_T} \left( \frac{t}{M_L} Pr^t_M(p_t) r_{M_L}(p_t, t) - \frac{t}{M} Pr^t_M(p_t) r_M(p_t, t) \right)
\]

\[
= \sum_{p_t \in L_T} \left( \frac{t}{M_L} Pr^t_M(p_t) r_{M_L}(p_t, t) - \frac{t}{M} Pr^t_M(p_t) r_M(p_t, t) \right)
\]

\[
\leq \sum_{p_t \in L_T} \frac{t}{M_L} Pr^t_M(p_t) r_{M_L}(p_t, t) \leq Pr(A_M).
\]

Here \( \sum_{p_t \notin L_T} \left( Pr^t_M(p_t) r_{M_L}(p_t, t) - Pr^t_M(p_t) r_M(p_t, t) \right) = 0 \) because by definition \( M \) and \( M_L \) behave identically on the known state-action pairs, and \( \sum_{p_t \in L_T} Pr^t_M(p_t) r_{M_L}(p_t, t) \leq Pr(A_M) \) is true because \( r_{M_L}(p_t, t) \) is at most 1. Finally we can write

\[
V^{\pi,n}_{M_L}(s_1) - V^{\pi,n}_{M}(s_1) = \sum_{t=0}^{n} \left( E[r_{M_L}(t)] - E[r_M(t)] \right)
\]

\[
\leq n Pr(A_M).
\]

Thus \( V^{\pi,n}_{M}(s_1) \geq V^{\pi,n}_{M_L}(s_1) - n Pr(A_M) \).

Now we are ready to prove the main theorem.

**Theorem 1.** Given an MDP \( M \), an approximate model similarity abstraction \( \phi \), with \( \eta_R \) and \( \eta_T \), and inputs \( |S|, |A|, \epsilon, \delta, T_c \). With probability of at least \( 1 - \delta \) the R-MAX algorithm adapted to abstraction (Algorithm 1) will attain an expected return of

\[
Opt(\prod_M(\epsilon, T_c)) - \frac{2(\eta_R \cdot \eta_T)}{T_c} - 2\epsilon
\]

within a number of steps polynomial in \( |S|, |A|, \epsilon, \frac{1}{\epsilon}, T_c \). Where \( T_c \) is the \( \epsilon \)-return mixing time of the optimal policy, the policies for \( M \) whose \( \epsilon \)-return mixing time is \( T_c \) are denoted by \( \prod_M(\epsilon, T_c) \), the optimal expected return achievable by such policies are denoted by \( Opt(\prod_M(\epsilon, T_c)) \), and

\[
g(\eta_R, \eta_T) = T_c \eta_R + \frac{(T_c - 1)T_c}{2} \eta_T |S|.
\]

**Proof of Theorem 1.** The proof uses elements of the Theorem from Brafman and Tennenholtz [7]. The proof follows the following steps:
1. We show that the expected average reward of the algorithm is at least as stated, if the algorithm does not fail.

2. The probability to fail is at most \( \delta \), this can be decomposed into three elements.

   (a) Probability that the transition function estimates are not within the desired bounds.

   (b) The probability that we do not attain the number of required visits in polynomial time.

   (c) The probability that the actual return is lower than the expected return.

Now we first assume the algorithm does not fail. We define \( \bar{M}_{\omega_X} \) an abstract MDP constructed from \( \phi \) with \( \eta_T \) and \( \eta_R \). Similar to \( M_L \), we define \( M_{\omega_X,L} \) to be the same as \( M_{\omega_X} \) on the known abstraction state-action pairs, and with a self-loop and the maximum reward on the unknown state-action pairs. We also define an empirical abstract MDP \( M_Y \), of which the transition probabilities \( T_Y(\bar{s} | \bar{s}, a) \) are within some \( \epsilon_2 \) (defined later) of those in \( M_{\omega_X} \) and with \( R_{\omega_X}(\bar{s}, a) = R_Y(\bar{s}, a) \), because of the assumption that the rewards are deterministic. Then, \( M_{Y,L} \) is the abstract MDP that is the same as \( M_Y \) on the known abstract state-action pairs and the same as \( M_{\omega_X,L} \) on the unknown abstract state-action pairs. We denote the R-MAX policy with \( \bar{\pi} \).

Let \( A_M \) be the event that following \( \bar{\pi} \) we encounter a state-action pair \((\phi(s), a) \in L \) in \( T_\epsilon \) steps. From Lemma 13 we have that for all \( s \)

\[
V_{\bar{\pi},n}^\pi(s) \geq V_{\bar{\pi},n}^{\bar{\pi},n}(s) - T_\epsilon \Pr(A_M). \tag{133}
\]

Now suppose that \( \Pr(A_M) < \epsilon_1 \), for some \( \epsilon_1 \) (defined later), then we have

\[
V_{\bar{\pi},T_\epsilon}^\pi(s) \geq V_{\bar{\pi},T_\epsilon}^{\bar{\pi},n}(s) - T_\epsilon \Pr(A_M) \geq V_{\bar{\pi},T_\epsilon}^{\bar{\pi},n}(s) - T_\epsilon \epsilon_1 \geq V_{\bar{\pi},T_\epsilon}^{\bar{\pi},n}(s) - T_\epsilon \epsilon_1 - g(\eta_T, \eta_R) \geq V_{\bar{\pi},T_\epsilon}^{\bar{\pi},n}(s) - T_\epsilon \epsilon_1 - g(\epsilon_2) - g(\eta_T, \eta_R) \geq V_{\bar{\pi},T_\epsilon}^{\bar{\pi},n}(s) - T_\epsilon \epsilon_1 - g(\epsilon_2) - g(\eta_T, \eta_R) \geq V_{\bar{\pi},T_\epsilon}^{\bar{\pi},n}(s) - T_\epsilon \epsilon_1 - g(\epsilon_2) - g(\eta_T, \eta_R) - 2g(\eta_T + \epsilon_2, \eta_R). \tag{139}
\]

Here the step from (134) to (135) follows from the assumption that \( \Pr(A_M) < \epsilon_1 \). The step from (135) to (136) follows from Lemma 10, where \( g(\eta_T, \eta_R) = T_\epsilon \eta_R + \frac{(T_\epsilon - 1)T_\epsilon}{2} \eta_T |S| \). The step from (136) to (137) follows from Lemma 9, where \( g(\epsilon_2) = \frac{(T_\epsilon - 1)T_\epsilon}{2} \epsilon_2 |S| \). The step from (137) to (138) follows because the R-MAX policy \( \bar{\pi} \) is the optimal policy for \( M_{Y,L} \) and \( M_{Y,L} \) is the same as \( M_Y \) on the known state-action pairs and overestimates the value that can be obtained on the unknown state-action pairs (to the maximum value). Finally, the step from (138) to (139) follows from Lemma 12.
To obtain the result for the average reward we have to divide (139) by $T_e$, we get

$$
\text{Opt}(\prod_M (e, T_e)) = \frac{T_e \epsilon_1}{T_e} - g(\epsilon_2)/T_e - g(\eta_T, \eta_R)/T_e - 2g(\eta_T + \epsilon_2, \eta_R)/T_e
$$

(140)

$$
= \text{Opt}(\prod_M (e, T_e)) - \epsilon_1 - \frac{(T_e - 1)T_e}{2} \epsilon_2|\bar{S}|/T_e - (T_e \eta_R + \frac{(T_e - 1)T_e}{2} \eta_T|\bar{S}|)/T_e - 2(T_e \eta_R + \frac{(T_e - 1)T_e}{2} (\eta_T + \epsilon_2)|\bar{S}|)/T_e
$$

(141)

$$
= \text{Opt}(\prod_M (e, T_e)) - \epsilon_1 - \frac{(T_e - 1)T_e}{2} \epsilon_2|\bar{S}| - \eta_R - \frac{(T_e - 1)T_e}{2} \eta_T|\bar{S}| - 2\eta_R - (T_e - 1)(\eta_T + \epsilon_2)|\bar{S}|
$$

(142)

$$
= \text{Opt}(\prod_M (e, T_e)) - \epsilon_1 - \frac{(T_e - 1)T_e}{2} \epsilon_2|\bar{S}| - 3\eta_R - \frac{(T_e - 1)T_e}{2} \eta_T|\bar{S}| - (T_e - 1)\epsilon_2|\bar{S}| - (T_e - 1)\eta_T|\bar{S}|
$$

(143)

$$
= \text{Opt}(\prod_M (e, T_e)) - \epsilon_1 - \frac{(T_e - 1)T_e}{2} \epsilon_2|\bar{S}| - 3\eta_R - \frac{(T_e - 1)T_e}{2} \eta_T|\bar{S}|
$$

(144)

$$
= \text{Opt}(\prod_M (e, T_e)) - \epsilon_1 - \frac{(T_e - 1)T_e}{2} \epsilon_2|\bar{S}| - 3\eta_R - 3\frac{(T_e - 1)T_e}{2} \eta_T|\bar{S}|
$$

(145)

$$
= \text{Opt}(\prod_M (e, T_e)) - \frac{3}{2} \epsilon - \frac{3g(\eta_T, \eta_R)}{T_e}.
$$

(146)

In the last step we chose $\epsilon_1 = \frac{3}{8} \epsilon$, and $\epsilon_2 = \frac{3\epsilon}{4|\bar{S}|(T_e - 1)}$.

The above assumed that the algorithm did not fail, but this cannot be guaranteed with probability 1 within a number of steps that is polynomial in the input. Now we will show that the probability of failure can be bounded to $\delta$, there are three reasons why the algorithm could fail.

1. First, we need to show that the transition probabilities of $\bar{M}_Y$ are within $\epsilon_2$ of $M$. This is to ensure that, once all the abstract state-action pairs are known, the loss of value because of an inaccurate transition model, $V^*_{\bar{M}_Y} - V^{*\epsilon}_{M}$, is within $2g(\eta_T + \epsilon_2, \eta_R) = 2T_e \eta_R + 2((T_e + \epsilon_2) - 1)(T_e + \epsilon_2)\eta_T|\bar{S}|$ by Lemma 12. We use the martingale concentration inequality to show that we can guarantee that we can choose $K_1$ such that if we sample each $(s, a) K_1$ times then the probability that our transition estimate is outside of the desired bound is less than $\frac{\delta}{3|\bar{S}|A}$ for every abstract state-action pair and then apply the Union Bound so that the total probability is less than $\delta/3$. We can guarantee this by using

$$
K_1 = 2\frac{2[\ln(2|\bar{S}| - 2) - \ln(\delta/3|\bar{S}|A)]}{(\epsilon_T/|\bar{S}|T_e)^3} = 32|\bar{S}|^2(T_e - 1)^2[\ln(2|\bar{S}| - 2) - \ln(\delta/3|\bar{S}|A)]^{1/3}
$$

by Lemma 8.

2. Before we assumed that $Pr(A_M)$, the probability to encounter an unknown abstract state-action pair in an $T_e$-step trial, was smaller than $\frac{\delta}{8}$. Here we can use Hoeffding’s Inequality to show that after $K_2 T_e$-step trials where $Pr(A_M) \geq \frac{\delta}{8}$ all the abstract state-action pairs become known with probability at least $1 - \delta/3$, i.e., that every abstract state-action pair is visited at least $K_1$ times. Let $X_i$ be the indicator variable that is 1 if we visit an unknown abstract state-action pair in a trial, and 0 otherwise. For the trials where $Pr(X_i = 1) \geq \frac{\delta}{8}$ we can use Hoeffding’s Inequality as an upperbound, so that we have

$$
Pr((\sum_{i = 1}^{K_2} X_i - \frac{3\epsilon}{8} K_2) \geq K_2^{2/3}) \leq 2e^{-\frac{2K_2^{2/3}}{\delta}} = 2e^{-2K_2^{1/3}}.
$$

(147)

We can now choose $K_2$, s.t. $\frac{2}{3} K_2^2 + \frac{2\epsilon}{3} K_2 > K_1|\bar{S}|A$ and $2e^{-2K_2^{1/3}} < \frac{\delta}{3|\bar{S}|A}$, to guarantee that the probability that we will fail to explore enough is at most $\delta/3$.

3. Finally, the actual return may be lower than the expected return when we perform a $T_e$-step trial where we do not explore. We can again use Hoeffding’s Inequality to determine the number of steps $K_3$ needed to ensure that the actual average return is within $\epsilon/2$ of
Opt(\(\prod_M(\epsilon, T_e)\)) - \(\frac{3}{2}\epsilon - 3\frac{\eta_T}{T_e}\), so that the probability that the actual return obtained is not at least the desired Opt(\(\prod_M(\epsilon, T_e)\)) - \(2\epsilon - 3\frac{\eta_T}{T_e}\) within \(K_3 = Z|\bar{S}|T_e\) exploitation steps, with some number \(Z > 0\), is at most \(\delta/3\). Let \(X_i\) denote the average return in the \(i\)-th exploitation step, and \(\mu\) the average expected return in an exploitation step, so that \(\mu\) is at least Opt(\(\prod_M(\epsilon, T_e)\)) - \(\frac{3}{2}\epsilon - 3\frac{\eta_T}{T_e}\). Then

\[
\Pr\left(\sum_{i=1}^{K_3}(\mu - X_i) \geq K_3^{2/3}\right) \leq e^{-2\left(\frac{K_3^{2/3}}{K_3}\right)} = e^{-2K_3^{1/3}}. \tag{148}
\]

This means that the average return for \(K_3\) exploitation steps is \(K_3^{2/3}/K_3 = \frac{1}{K_3}\), or more, lower than \(\mu\) with probability of at most \(e^{-2K_3^{1/3}}\). We can now choose \(Z\), so that \(\epsilon/2 > \frac{1}{K_3}\) and \(e^{-2K_3^{1/3}} < \delta/3\), to get the desired result: with probability at most \(\delta/3\) the obtained value will be more than \(\epsilon/2\) lower than the expected value.

The probability of failure is thus at most \(3*\delta/3 = \delta\), and an average return that is at most \(2\epsilon + 3\frac{\eta_T}{T_e}\) lower than Opt(\(\prod_M(\epsilon, T_e)\)) will be obtained with probability at least \(1 - \delta\). \(\square\)

### D Related work - Extensive

Many studies have considered the combination of abstraction with either planning or RL. In most of these studies, the dependence of samples that arises in Abstracted RL is not an issue due to various reasons, such as the assumption that the collected samples are independent [33, 30, 18], looking at convergence in the limit [36, 16, 27], or because access to an MDP model is assumed [13, 26, 31].

In the Abstracted RL setting a negative result has been provided, showing that R-MAX [7] no longer maintains its guarantees when paired with any type of state abstraction function [2]. This is shown with an example that uses approximate Q-function abstractions [1]. Our counterexample is more powerful: indicating problems with the normal analysis even for approximate model similarity abstractions. Yet, our second result shows that for R-MAX-like algorithms it is still possible to give guarantees in Abstracted RL when an approximate model similarity abstraction is used and we take into account the \(\eta_T\) inaccuracies in the error.

Another study considered a setting related to abstraction, where the transition and reward functions may change over time, either abruptly or gradually [32]. The reward and transition probabilities depend on the timestep \(t\), so \(T(s'|s,a,t)\) instead of \(T(s'|s,a)\). To give results they bound the variation in the reward and transition functions over time. They adapt the confidence intervals for the state-action pairs to take the variation into account. In their setting the MDP is fixed given the timestep, but in the abstraction setting this is not fixed, each time we run the MDP the transition function at a timestep \(t\) could be different.

Some of the studies in the abstraction selection setting do not assume that the set of abstraction functions contains a Markov model [21, 29]. One of these assumes the agent has access to a set of environments, including the true environment, rather than a set of representations [21]. Because they have access to environments rather than an abstraction, they do not need to learn a transition model, making it different from our setting. The other study uses Theorem 2.1 from Weissman et al. [40] that requires i.i.d. samples [29], we have shown that independent samples cannot be guaranteed in Abstracted RL.

Other related work is in the area of MDPs with rich observations or block structure [4, 10]. However, in that setting each observation can be generated only from a single hidden state, which means that the issue of non-i.i.d. data due to abstraction does not arise. In contrast, each observation can be generated from multiple hidden states in Abstracted RL. The rich observation setting can be seen as an aggregation problem, where the observations can be aggregated to form a small (latent) MDP [4]. But in our case, we do not try to learn the MDP (as it is not small). Their setting is also related to exact model similarity (or bisimulation) [10], but we focus on approximate model similarity which is what introduces the problems as described here.
One way to avoid the issue of dependent samples is by making the assumption that samples are obtained independently [33, 30, 18]. One study considers the setting with a continuous domain where we are given a dataset, with i.i.d. samples [33]. Then discretization is used to aggregate states into abstract states. They give the probability that the model will be $\epsilon$-accurate given a fixed dataset. While they assume that the data has been gathered i.i.d., our results show that Martingale concentration inequalities could be used to extend their results to the online data collection in Abstracted RL setting. Another study operates in the abstraction selection setting, where the agent is provided with a set of abstraction functions (state representations) [18]. They do not assume that any of the abstraction functions results in a Markov model, but they do assume a given dataset, with data that was collected i.i.d. They give a bound directly on how accurate the Q-values based on the (implicitly) learned model will be, rather than on the accuracy of the model itself. As we showed, the assumption that the data is i.i.d. is not a trivial assumption, since it means the data cannot just have been collected online. Another study’s main focus is on bandits but also gives results MDPs with a coloring function [30]. State aggregation can be seen as a special case of this coloring, and they extend the results from UCRL2 [17] to the setting with a coloring function. However, they assume that the samples are independent. They use the Azuma-Hoeffding inequality for the transition function, which also holds for weakly dependent samples. But, since they assume the samples are independent, they do not show the martingale difference sequence property for the (actually dependent) samples.

Quite a few studies in the abstraction selection setting make the assumption that the given set of state representations contains a Markov model [13, 26, 31]. One study gives asymptotic guarantees for selecting the correct model and for building an exact MDP model [13]. The assumption that there is an MDP model in the given set of representations is crucial in their analysis since for this ‘true model’ the samples are i.i.d. Similarly, other studies also assume that the given set of state representations contains a Markov model [26, 31]. They create an algorithm for which they obtain regret bounds, their analysis also makes use of the Markov representation.

Another way to deal with the issue of dependence is by looking at convergence in the limit [36, 16, 27]. One study gives an asymptotic result for the convergence of Q-learning and TD(0) in MDPs with soft state aggregation [36]. Soft state aggregation means that a state $s$ belongs to a cluster $x$ with some probability $P(x|s)$, this means a state $s$ can belong to several clusters. Their result relies on having a stationary policy that assigns a non-zero probability to every action in every state and the assumption that the MDP is ergodic. Together these imply there is a limiting state distribution, and using this they show convergence asymptotically. Another study gives a variety of results focusing on both approximate and exact abstractions in environments without MDP assumptions [16]. Several of these are in the planning setting, similar to other results [1]. Most relevant for us is their Theorem 12, which for online RL shows convergence in the limit of the empirical transition function under weak conditions, e.g. if the abstract process itself is an MDP. Under this condition however the problem reduces to RL in an (abstract) MDP, rather than Abstracted RL. Follow-up work builds on some of these results and focuses on the combination of model-free RL and exact abstraction [27]. They show that, under the condition of state uniformity, q-learning can be shown to converge in the limit to the optimal solution. State uniformity means that histories that are aggregated together have the same optimal q-values. In contrast to our setting, they look at an exact abstraction, extending it to approximate aggregation was left as an open question.

For planning in abstract MDPs, there are results for exact state abstractions [24] and for approximate state abstractions [1]. The results for approximate state abstractions allow for quantifying an upper bound on performance for the optimal policy of an abstract MDP, as in Section 2.2. This has been built on by giving a result for performing RL interacting with an explicitly constructed abstract MDP [39], which is different from Abstract RL since the abstract MDP is still an MDP.

Even without abstraction, in certain cases a dependence can arise for RL in MDPs. For instance, it has been shown that dependence can appear if the MDP is not communicating [37]. The non-communicating property can be realistic, as there could be problems where there are states to which we cannot return. They show that this specific case of dependence in non-communicating MDPs is not a problem because it is still possible to use a concentration inequality for independent samples, e.g., Hoeffding’s inequality, as an upper bound. However, their proof uses the fact that the transition and rewards are identically distributed, which is not guaranteed in Abstracted RL.