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ABSTRACT

Ambiguities represent uncertainty but also a fundamental item of discussion for who is interested in the interpretation of languages and it is actually functional for communicative purposes both in human–human communication and in human–machine interaction. This paper faces the need to address ambiguity issues in human–machine interaction. It deals with the identification of the meaningful features of multimodal ambiguities and proposes a dynamic classification method that characterizes them by learning, and progressively adapting with the evolution of the interaction language, by refining the existing classes, or by identifying new ones. A new class of ambiguities can be added by identifying and validating the meaningful features that characterize and distinguish it compared to the existing ones. The experimental results demonstrate improvement in the classification rate over considering new ambiguity classes.
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1. INTRODUCTION

In human–human interaction, the multiple interpretations of messages consisting of words, gestures, gazes and, generally input of other combined modalities, offer to the imagination a wide variety of topics for reflection and interpretation. However, multiple interpretations produce ambiguities. At the same time, ambiguities represent uncertainty but also a fundamental item of discussion for philosophers, lexicographers, linguists, cognitive scientists, literary theorists and critics, authors, poets, orators, computer scientists and for everyone who is interested in the interpretations of languages. Plantadosi et al. [1] underlined that ambiguity is actually functional for communicative purposes, rather than dysfunctional, and “any efficient communication system will necessarily be ambiguous.” Similarly, Negroponte considers ambiguity at the basis of approaches to overcome the limitation of the “sensory deprived and physically limited” interaction systems. But ambiguities also imply the need to be identified, managed and, then, solved. Identifying a specific class of ambiguities is an important step, as it means detecting the features to be managed, facilitating the ambiguity solution and, therefore, supporting the interpretation process. Indeed, when classes of ambiguities are detected, information characterizing them can be computed simplifying the solution process.

The concept of ambiguity has been widely discussed in the literature both from the point of view of human–human communication [2–4] and of human–machine interaction [5–8]. Many studies on Natural Language Processing, studies on human–machine interaction and multimodal systems (i.e., systems that use “two or more combined user input modes — e.g., speech, pen, touch, manual gesture, gaze and head and body movements — in a coordinated manner with multimedia system output” [9]) aim to replicate powerfulness, flexibility and naturalness of human–human communication process. The paradigm shift to multimodal systems reflects the evolution of more expressively powerful computer input that adapts to human cognition and performance. Discussions on ambiguities in multimodal systems, provided in [10–12], proposed static rule-based approaches for classifying multimodal ambiguities. However, as the interaction language evolves [13], the ambiguities can evolve, and the need to refine the identification of the existing classes, but also to define a new one, can appear. This requires a dynamic classification of multimodal ambiguities.

The main contributions of this paper can be summarized as follows:

• The method is proposed to dynamically classify multimodal ambiguities representing them as sequences composed of several modal information using a linguistic approach;

• The method classifies the multimodal ambiguities by modelling each ambiguity as a Hidden Markov Model (HMM). The proposed method is able to capture the evolving nature of the interaction language by learning the evolution of the interaction language, refining the existing classes, or identifying new ones. The experimental results demonstrate improvement in the classification rate over considering new ambiguity classes.

The current paper is structured as follows. Section 2 describes the problem statement that has driven this work. Section 3 gives an overview of the literature works on classification methods. Section 4 presents some preliminary notions needed to describe the principles of the method defined in this paper. Section 5 presents the addressed problem of multimodal ambiguity classification. Section 6 describes the multimodal ambiguities classifier.
Section 7 shows the results of the evaluation test of the accuracy of the proposed method. Finally, Section 8 concludes the paper and discusses future works.

2. PROBLEM STATEMENT

An ambiguity results when the same structural form of a language has more than one meaning [14]. “The structural form contains the word, the phrase, the sentence, the discourse and the utterance, while the meaning not only refers to conceptual meaning, connotative meaning, social meaning, affective meaning, reflected meaning, collocative meaning and thematic meaning, but also the meaning in use” [15]. In addition, considering the complexity of the multimodal human language but also the humans’ ability to be ironic, sarcastic or lie (for citing some examples), we understand how human behavior and human language can be complex and ambiguous to be interpreted by other humans or by a multimodal interaction system. The human language is inherently ambiguous and it implies the need to acquire knowledge about the ambiguity before the recognition process of human–machine interaction. Indeed, the ambiguity issue turns out to be relevant in different application domains such as e.g., security and surveillance, but also human–machine interaction, assistance systems, or infotainment systems for in-car interaction. As an example, if the selection of an object (e.g., window) or a function in the car environment is ambiguous, the system needs to ask driver until the object and function selection is well-defined. In addition, the human language evolves [16]. The capacity of the language to evolve implies changes that were initially caused by cultural changes and were subsequently defined through the evolutionary capacity to adaptively respond to new communicative conventions [17]. Cultural changes and new communicative conventions mainly influence ambiguities connected on how the meaning of a sentence depends on its function in everyday life, i.e., the larger context of the conversation. These changes mainly affect ambiguities connected to the user intention, sentiment, pragmatic knowledge (i.e., how sentences are used in different situations and how use affects the interpretation of the sentence), discourse knowledge (i.e., how preceding sentences identify the meaning of a sentence) and world knowledge (i.e., users’ beliefs and goals in a conversation). The pragmatic ambiguity belongs to this type of ambiguity because it “refers to a situation where the context of a sentence gives it multiple interpretations” [18]. An example of pragmatic ambiguity is given with the following sentence uttered by two people; Jenny and John that are talking in the kitchen during the dinner [19]. Jenny says:

``Put this on the plate and eat it''

Jenny indicates the carrot on the plate, which already contains other vegetables, while she is saying:

``This.''

“It” can refer both to the carrot and the plate, which is intended as all the vegetables it contains, and the sentence has two meanings in the context in which it is uttered [18]. This is a pragmatic ambiguity; as stated in [20] a “pragmatic ambiguity arises when the statement is not specific, and the context does not provide the information needed to clarify the statement.” The process of ambiguity management implies the need to model the knowledge about the ambiguity to acquire the features of evolving of the interaction languages.

This paper deals with the identification of the meaningful features of multimodal ambiguities classes and their dynamic identification. The role of ambiguity classification process for human–machine interaction has been explained in [10] as the first step of a systemic approach to the solution process of any ambiguous multimodal sentence (i.e., the linguistic unit structuring the different multimodal inputs) [21]. The introduction of a classificatory step before the ambiguity solution allows adopting a systemic and modular approach. We start from the idea that an incorrect (i.e., ambiguous) interpretation implies the identification of the meaningful features to be managed for solving the ambiguity [22]. This paper goes beyond the static classification process proposed in [10] and provides a dynamic approach modeling knowledge about multimodal ambiguities. It keeps up with the evolution of language and the ability to refine the identification of existing classes but also defining new ones.

Ambiguity classes may evolve considering that: i) features, which characterize classes, may change; and ii) new classes may be created when ambiguities, which are produced by the language evolution, are intercepted and they cannot be included in the existing classes. That is, features and constraints can evolve as: i) new constraints can be defined to match an ambiguous sentence in an existing class, and ii) new features and constraints can be defined to identify new classes of ambiguities. In particular, considering multimodal interaction, a multimodal ambiguity may be inherited from a modal ambiguity when an incorrect interpretation of an input belonging to a modality affects the correct interpretation of the multimodal input that contains the modal input with an incorrect interpretation (propagation from modal to multimodal level) [23]. An example of multimodal inherited from a modal ambiguity is given by a user that says by speech:

``Show this near school''

While she/he's selecting both the icon of a hotel and the icon of a restaurant by sketch (modal ambiguity) [10]. In this case, the multimodal ambiguity is generated by the modal (sketch) ambiguity that is due to the inability to establish if the user is selecting the icon of a hotel or the icon of a restaurant while she/he is uttering “this.” In addition, the multimodal ambiguity may be a consequence of the combination of the modal inputs that are correctly recognized at modal level but, that is not coherent at multimodal level. In fact, information coming from each separate modality in input can be correctly and univocally interpreted by the multimodal system, while the interpretation can become ambiguous by considering combined information [12]. An example of this kind of ambiguity is represented by a user that says by speech:

``This is a river''

While she/he's drawing a lake by sketch; in this case, the combination of river and lake generates incoherence between the concepts connected with the two modal inputs, producing a multimodal ambiguity [10].

For this reason, a multimodal input inherits a modal ambiguity but it can be also affected by new ones. A detailed discussion on multimodal ambiguities is provided in [10,11]; this paper enriches the debate investigating how to address the potential evolution of the ambiguities produced by the evolution of the way to interact and communicate as well as of interaction languages [13]. Motivated by the need to automatically detecting new ambiguity classes,
this paper investigates and proposes a method for modeling the dynamic nature of the interaction process.

3. RELATED WORKS

Since managing ambiguity is a complex process, the identification of a specific type of ambiguities enables supporting the interpretation process by detecting the features to be managed and, therefore, optimizing the solution process [21]. In particular, the management of ambiguities can be divided into two sub problems: the first one deals with the identification of the features to be managed through the ambiguity classification step, and once identified, these features may be appropriately managed through the ambiguity solution step (second sub problem). Dividing the problem into sub problems allows managing more efficiently complex processes. Several works were performed on ambiguity detection and solution process [18,24]. Some of the works aimed at identifying typical ambiguous terms and constructions of terms [25,18]; while other works were focused on the solution process using the natural language understanding methodologies [26] and artificial intelligence and statistical techniques [12,27]. Note that several studies focused on the definition of the ambiguity classes for Visual Languages [6,8], other for Natural Language [5] and finally for Multimodal Language [10]. Some studies were related to ambiguities in a legal text [28] and in the context of visual surveillance [29].

Since this paper focuses on the classification process, the purpose of this section is providing an overview of the most relevant classification methods. In this direction, several research efforts have been undertaken by machine learning and statistics communities [30]; they usually aim at providing classification methods for organizing a collection of objects. A classification method can serve as an explanatory tool both to distinguish among objects of different classes and to predict the value (or the class) of a user specified goal attribute, based on the values of predicting attributes [31].

In detail, classification methods are built from an input data set by classification techniques that can be divided in [32]: i) methods based on generation of models with separate model components, each one explaining part of a given dataset, e.g., decision tree induction [10,33], the lattice machine [34] and rule-based classifiers [35]; ii) and, paradigms that do not build models with separate parts, i.e., Bayesian Network (BN) [36], Support Vector Machines (SVMs) [37], Neural Networks (NNs) [38] and HMMs [39].

The decision tree is a natural and intuitive paradigm that allows classifying patterns through a sequence of questions. In this paradigm, trees classify instances by sorting them based on feature values; it is a widely used practical method based on inductive inference [40]. This paradigm is usually used for classification because the leaves of the tree represent classifications and the branches represent feature-based splits that lead to the classifications. Similarly, in lattice machine-based method, data are structured by relations and are represented by a subset of the elements in the lattice through a partition of the datasets into classes [38].

Rule induction is a special kind of machine learning technique reasoning from specific to general principles (expressible as if-then rules) [41,42].

Differently from the decision trees, BNs [36] represent the structural relationships among their features taking into account prior information about a given problem (e.g., if a node is direct cause or effect of another node or if two nodes are independent). Indeed, BNs are represented by direct acyclic graphs with one parent and several children associated with a set of variables, the features. Among child nodes and their parents, there are probability relationships; arcs represent casual influences. The lack of arcs indicates conditionally independencies. A disadvantage of BNs is that they are not suitable for datasets with many features [43] because of the complexity for a very large network in terms of time and space. For example, in [44], BNs are used to classify ambiguities from face, body and speech data; a separate Bayesian classifier is used for each modality, i.e., face, gesture and speech.

Differently from BNs, SVMs [37] are well suited to deal with a large number of features of the training dataset, because the SVMs is unaffected by this number of features. However, SVMs need a large sample size to achieve their maximum prediction accuracy [45].

Similarly, to SVMs, NNs [38] tend to perform much better when dealing with multi dimensions and continuous features [45]. The advantage of NNs consists in the fact that they can approximate any function with arbitrary accuracy as they are able to adapt themselves to the data without any explicit specification of functional or distributional form for the underlying model and they are flexible in modeling complex relationships because they are a nonlinear model. As example, in [46] a NN-based approach was applied to merge and combine decisions made disjointly by the audio unit and the visual unit of a multimodal system.

HMMs [39] allow modeling the dynamics (i.e., the process) of the modeled issue, and to efficiently estimate parameters by maximizing the likelihood of data given the model. HMMs have been widely used for temporal pattern recognition, i.e., for classifying speech recognition [47], gesture classification [48] and for semantic analysis in the case of handwriting recognition [49], part-of-speech detection [39], audio-visual speech recognition [50] and classification of different types of videos [51].

Comparing approaches, SVMs [37] and NNs [38] can achieve a good accuracy on classification tasks; however, if the set of classes’ changes, generative probabilistic models for learning classes’ conditional distribution are more appropriate. Among generative probabilistic models, we decided to use HMMs [39] as they allow modeling sequences of structured data.

By using HMMs, we are able to represent differences in the whole structure of multimodal sentences. They have been applied to model and classify dialogue pattern [52–55], and to classify multimodal events adopting multimodal features and incorporating temporal frequent pattern analysis for baseball event classification [56].

Therefore, we use HMMs because they enable dynamically modelling complex data and, therefore, they are well suited for our purposes: i) to build a method aiming to automatically classify any ambiguity; ii) to identify any new multimodal ambiguity class and, therefore, iii) to progressively learn the evolution features of the language. In fact, HMMs enable dynamically modelling of the multimodal ambiguities classification process.

The description of DAMA (a Dynamic clAssification of Multi-modal Ambiguities) needs of some background fundamental notions provided in the following section.
4. FEATURES EXTRACTION

Since the proposed method is based on the representation of each multimodal sentence as a string of symbols of the used language, some concepts and notions need to be introduced. Fundamental is the concept of **multimodal sentence** [21], which is composed of a set of **terminal elements** that are the elementary parts of a multimodal language [57]. As defined in [21], each terminal element \( E^i \) is identified by a set of distinctive attributes that we refer as features. These features are: \( E^i_{\text{mod}} \), that identifies the modality used by the element (meaning the speech, sketch, etc.); \( E^i_{\text{repr}} \), i.e., the representation of the element; \( E^i_{\text{time}} \), i.e., the temporal interval (given by the start and end time values) connected to the element \( E^i \); \( E^i_{\text{role}} \) that specifies the syntactic role that the element \( E^i \) plays in the multimodal sentence according to the Penn Treebank Tag set [58] (e.g., a noun, a verb, an adjective, an adverb, a pronoun, a preposition, etc.) and \( E^i_{\text{concept}} \) that specifies the concept associated with the element, providing its semantics (i.e., the application domain).

Any information about the interaction modalities, the temporal intervals and the elements representations are extracted during the user’s interaction with the system. This information is extracted by technologies for the gesture, facial expression, speech and handwriting recognition (see Figure 1). On the other hand, information about the concepts connected to the input is given using an ontology defined according to the interaction context. The explanation of how this information is extracted is beyond the scope of this paper.

To clarify the introduced concepts, we consider the example cited in Section 2, in which two people, Jenny and John, are talking in the kitchen during the dinner. Jenny says to John:

```
"Put this on the plate and eat it"
```

While she is indicating the plate, which contains the carrot and other vegetables.

Figure 2 shows the sentence with its timeline.

All the elements defined through the interaction modalities (in the example speech and gesture) are combined in the multimodal sentence. The verbal (speech) and not verbal (gesture) elements are combined when they are synchronized.

As described in [59], synchronized elements can be identified comparing the temporal intervals when they are created (i.e., \( E^i_{\text{time}} \)) and combining them when they are in CloseBy relation [23] (i.e., by computing temporal differences between the beginning and ending of each interval).

Figure 3 shows the terminal elements that compose the multimodal sentence in Figure 2 and their features (i.e., \( E^i_{\text{mod}} \), \( E^i_{\text{repr}} \), \( E^i_{\text{time}} \), \( E^i_{\text{role}} \), \( E^i_{\text{concept}} \)).

Note that, the resulting multimodal sentence consists of eight elements by the speech, one by the gesture and one null element as Figure 3 shows. The syntactic roles and the syntactic dependencies between the elements of a multimodal sentence are extracted using the Stanford Parser (nlp.stanford.edu/nlp/javadoc/javanlp/edu/stanford/nlp/parser/lexparser/LexicalizedParser.html), which parses the natural language sentence associated with the multimodal sentence by a linearization process [21]. The knowledge about the syntactic roles and the syntactic dependencies allows building the syntax-tree that represents the syntactic structure of the sentence. When a multimodal sentence is ambiguous, it can be associated with more than one syntax-tree, one for each interpretation of the sentence in Natural Language.

All the syntax-trees are combined in a direct acyclic graph to which we refer, hereafter, by the term **syntax-graph** [21]. This graph collapses common structures of the different syntax-trees associated...
with the multimodal sentence. In addition, each terminal node of the syntax-graph is a terminal element of the multimodal language, and each terminal node includes information about the specific element (i.e., \( E_{\text{mod}} \), \( E_{\text{repr}} \), \( E_{\text{concept}} \)).

In order to introduce the concept of syntax-graph, the formalism, which was defined in [21], is here mentioned.

**Definition 1.** A syntax-graph is a direct acyclic graph that combines all the syntax-trees of the multimodal sentence, collapsing each common sub-tree of the different trees into one sub-tree only, and adding all noncommon nodes and arcs belonging to trees. It has the terminal elements of the grammar as terminal nodes.

Figure 4 shows the syntax-graph of the multimodal sentence in Figure 2. According to the definitions of complementarity [23], the speech element “this” and the gesture element “(carrot)” are complementary, while the speech element “it” (\( E_9 \)) is a pronoun that does not clearly specify the object (in this case can be referred to the carrot (\( E_9' \)) or to the plate (\( E_9'' \))) of the action “eat.” Therefore, in the corresponding syntax-graph, there is an element (\( E_{10} \)) that may be referred either to the carrot (\( E_{10}' \)) or to the plate (\( E_{10}'' \)), but that is not defined by modalities (speech or gesture in the example). In this case, the features, associated to the modality and the representation, assume the value null. Note that the multimodal sentence of Figure 2 is ambiguous because the pronoun corresponding to the speech element “it” can be referred both, to the concept carrot or plate (see Figure 4). This is an example of pragmatic ambiguity and, in particular, a co-reference ambiguity. This pragmatic ambiguity arises because the statement “eat it” is not specific, and the information about the object referred to the pronoun “it” by the action “eat” is missing, and must be inferred. In order to have an unambiguous interpretation of the multimodal sentence, the pronoun “it” should refer to one concept only. In this case, however, the pronoun “it” refers to two different concepts (i.e., carrot and plate) and the syntax-graph (see Figure 4) has two elements that have the same syntactic role, but refer to two different concepts. The syntax-graph highlights that the multimodal sentence has two possible interpretations (i.e., “put this carrot on the plate and eat the carrot” and “put this carrot on the plate and eat the plate”).

In summary, each multimodal sentence is modeled as a sequence of \( m \) elements ordered according to the linearization process described in [56]. Each element (\( E_i \)) is characterized by a set of features that are: its modality (\( E_{i\text{mod}} \)), its representation (\( E_{i\text{repr}} \)), its temporal information (\( E_{i\text{time}} \)), its syntactic role (\( E_{i\text{role}} \)) and its concept (\( E_{i\text{concept}} \)).

For our purpose, we consider the sequence of features that characterize the elements, which compose the ambiguous sentence, as the features vector \( f_t \) at time \( t \) related to the multimodal sentence composed of \( m \) elements. In detail,

\[
f_t = \left[ \frac{E_1}{E_2} \right], \quad \forall v \in M \text{ and } M = \{1..m\}
\]

\( r \in R \) and \( R = \{\text{mod, repr, time, role, concept}\} \)

In the example of Figure 2, the features vector \( f_t \) of the multimodal sentence consists of a sequence of \( m = 10 \) elements as Figure 3 shows.

The concepts and notions, introduced in this section, are used in the following sections to describe the classification method for multimodal ambiguities.

### 5. THE CLASSIFICATION PROBLEM

Before discussing the classification problem, it may be useful to clarify its role in the interpretation process of the multimodal input. The multimodal inputs are processed by unimodal recognition modules (speech, handwriting, sketch, etc.), and the recognized signals for the various modalities are integrated and interpreted according to a multimodal grammar [57]. The interpretation of the multimodal input could not be unique (i.e., it produces more than one interpretation of the user’s input), than an ambiguity needs to be faced. If the interpretation process produces more than one interpretation of the user’s input, then the classification process manages the ambiguous input interpretation providing its classification.

![Figure 4](image-url) | Syntax-graph of the multimodal sentence in Figure 2.
Then, information about the classified ambiguous input and the set of candidate interpretations are used to solve ambiguities [21], which selects only one interpretation, and, therefore, the ambiguity is solved.

In this paper, we address the classification step of ambiguities, and, therefore, we start from the assumption that only ambiguous sentences should be processed by the framework proposed in this paper. To allow understanding the method described in this paper, it is useful to briefly mention the different classes of multimodal ambiguities that have been widely discussed in [10], since we start our dissertation on the basis of the classification of ambiguities that authors proposed in [10].

Ambiguities can arise at the syntactic or at the semantic level.

The syntactic ambiguities are connected with the structure of the multimodal sentence. They appear when alternative syntactic structures (syntax-trees) for the multimodal sentence are generated during the interpretation process. In particular, these ambiguities occur when the role, which an element of the sentence plays during the interaction, is not univocally defined, and the elements of a multimodal sentence can be syntactically combined in more than one way. The syntactic ambiguities are classified as:

- **Gap ambiguity:** arising when an element of the multimodal sentence is omitted; therefore, when there is a terminal node in the syntax-graph that corresponds to a terminal element that has some features instantiated with the value null.

- **Analytic ambiguity:** arising when the syntactic categorization of the element is itself not univocally defined; therefore, when there are two different edges in the syntax-graph that can reach the same element in the syntax-graph.

- **Attachment ambiguity:** arising when a subset of the elements belonging to the sentence can be syntactically attached to two different parts of the sentence; therefore, when there are two different syntactic paths in the syntax-graph that can reach the same sub-tree in the syntax-graph.

The semantic ambiguities involve the meaning of the whole sentence or of a single element, and they are classified as follows:

- **Lexical ambiguity:** arising when one element has more than one generally accepted meaning; therefore, when there are two elements in the syntax-graph that have the same syntactic role, the same representation defined in the same modality, but they refer to different concepts;

- **Temporal-semantic ambiguity:** arising when two different elements of a multimodal sentence have the same syntactic role but they refer to two different concepts through different modalities. Since the other ambiguity classes are based on established definitions of ambiguities in Natural Language and Visual Language, this type of ambiguity needs further clarification. This ambiguity is produced by a combination of the modal inputs that are correctly recognized (not ambiguous) at modal level but, the interpretation of the combined modalities, which are in CloseBy relation, is not coherent (ambiguous) at multimodal level. This means that information coming from each separate modality in input can be correctly and univocally interpreted, while the interpretation becomes ambiguous by considering combined information [12]. In this case, there are two elements in the syntax-graph that have the same syntactic role, two different representations defined by two different modalities, and they refer to different concepts.

  - **Target ambiguity:** arising when the user's focus is not clear; therefore, when there are two elements in the syntax-graph that have the same syntactic role, have two different representations defined in the same modality, but refer to different concepts.

This classification allows detecting the meaningful features of the multimodal ambiguous sentence that characterize the ambiguity class. In particular, it appears that it is possible to distinguish the ambiguities classes by introducing variables that allow distinguishing the introduced classes. The identified distinctive variables are:

- **N:** is a variable that identifies if there is an element ($E_i$) that has some features ($E_i^v$) that are not specified and that assume the value null ($E_i^v$ = null). In this case the variable assumes the value $N_1$, otherwise $N_0$ (see the example in Figure 3).

- **CBR:** is a variable that identifies if two elements ($E_i^v$ and $E_i^w$) of the sentence are in the CloseBy relation ($E_i^v$ and $E_i^w$ are CloseBy as defined in [23]). In this case, the variable assumes the value CBR1, otherwise CBR0.

- **ESG:** is a variable that identifies if there are two different edges ($E_i^v$ and $E_i^w$) in the syntax-graph that can reach the same element ($E_i$) in the syntax-graph. In this case the variable assumes the value ESG1, otherwise ESG0.

- **PSG:** is a variable that identifies if there are two different syntactic paths in the syntax-graph that can reach the same sub-tree (a set of different elements $E_i...E_i$ with $E_i^v$ role$_{role}$ $\neq$ $E_i^w$ role$_{role}$) in the syntax-graph. In this case the variable assumes the value PSG1, otherwise PSG0.

- **SR:** is a variable that identifies if there are two different elements ($E_i^v$ and $E_i^w$) in the syntax-graph that have the same syntactic role ($E_i^v$ role$_{role}$ = $E_i^w$ role$_{role}$). In this case the variable assumes the value SR1, otherwise SR0.

- **C:** is a variable that identifies if there are two elements ($E_i^v$ and $E_i^w$) in the syntax-graph that refer to same concepts ($E_i^{conc}$ = $E_i^{conc}$). In this case the variable assumes the value C1, otherwise C0.

- **R:** is a variable that identifies if there are two elements ($E_i^v$ and $E_i^w$) in the syntax-graph that have the same representation ($E_i^{repr}$ = $E_i^{repr}$). In this case the variable assumes the value R1, otherwise R0.

- **M:** is a variable that identifies if there are two elements ($E_i^v$ and $E_i^w$) in the syntax-graph that are defined in the same modality ($E_i^{mod}$ = $E_i^{mod}$). In this case the variable assumes the value M1, otherwise M0.

The following section presents how the described variables allow distinguishing the different ambiguity classes by capturing differences and modeling the variations among them.
6. DAMA: A DYNAMIC CLASSIFICATION OF MULTIMODAL AMBIGUITIES

The purpose of this paper is to address the classification step of ambiguities, and, therefore, we start from the assumption that only ambiguous sentences should be processed by the method proposed in this paper. Therefore, the paper addresses the needs: to intercept ambiguities by identifying their features, and to address the evolution of the interaction language. To address those needs, this paper presents a method that is able to identify and define the different classes of multimodal ambiguity in a dynamic way and, to intercept a new one by applying an HMM-based method. Starting from a static set of multimodal ambiguity classes [10], DAMA can dynamically identify classes of ambiguity and, when an ambiguity does not belong to any one of the existing classes, it allows creating a new one according to the evolution of the language, or refining the identification of an already existing class (see Figure 5).

The classification process starts from the acquisition of the multimodal sentences and, then, from the extraction of their meaningful features. These features are used to build the knowledge (i.e., the observation sequences of the method for classifying the multimodal ambiguities). The associations between the observation sequences and the ambiguity classes are used to train the HMM-based method. Once trained, the HMM-based method enables the extraction of the ambiguity class from the ambiguous multimodal sentences. When it is not possible to associate an ambiguous sentence with a specific class, then, the method defines a new ambiguity class and a dialogue with experts starts in order to validate the new class. During the dialogue, the role of the experts is to discern if the new ambiguity class and the connected meaningful features are correctly defined or if the ambiguous sentence can be assigned to an already existing class. In the latter case, the system does not correctly associate the ambiguity to the connected class; therefore, the knowledge about the ambiguity class needs to be updated through the features contained in the sentence, as Figure 5 describes. The following section describes the meaningful extracted features that characterize classes.

6.1. The Observation Sequences

The information contained in the features vector \(f_t\) (defined in Section 4) of the multimodal sentence is used to create the observation sequence \(x_t\) as the ordered sequence of the pairs of features of the consecutive elements that compose the multimodal sentence:

\[
x_t = \left[ (E^v_r, E^{v+1}_r) \right]
\]

with \(v \in M\) and \(M = \{1..m\}\) re and \(R = \{\text{mod, repr, time, role, concept}\}\)

We use pairs of features \((E^v_r, E^{v+1}_r)\) extracted from consecutive elements that compose the multimodal sentence, since these pairs of features can be associated to the values of variables (described in Section 5) that allow discriminating among the introduced ambiguity classes.

Considering the multimodal sentence of Figure 2, it consists of ten elements (i.e., \(E^1, E^2, E^3, E^4, E^5, E^6, E^7, E^8, E^9, E^{10}\)); the observation sequence \(x_t\) at time \(t\) is composed of pairs of the ten elements of the features vector, as Figure 6 shows.

As for the features vectors, the \(i^{th}\) observation symbol \(x^i_t\) of the observation sequence at time \(t\) may take all the values of the features of the elements included in the multimodal grammar [56]. All the values of these features compose the set \(O_k\) of values of the observation sequences \(x_t\) that are fed to the classifier.

As example, the observation sequence for the multimodal sentence of Figure 2 is:

\[
x_t = [(\text{speech, speech}), (\text{“put”, “this”}), (1, 2), (3, 5), (\text{vb1, dt1, (put, this)} \ldots (\text{null, null}), (\text{null, null}), (\text{nn1, nn2}), (\text{carrot, plate})]
\]

The following section presents how to identify ambiguity classes by the ambiguity classifier.

![Figure 5](image-url)  | Classifier flow chart.

![Figure 6](image-url)  | Pairs of elements that compose the observation sequence of the multimodal sentence of Figure 2.
6.2. The Classifier

The classifier addresses the problem to dynamically classify ambiguous multimodal sentences. Therefore, DAMA takes in input ambiguous multimodal sentences and gives as output the ambiguity class associated to the ambiguous multimodal sentence. In particular, the input domain is composed by the set of pairs of features (described in Section 4) that characterize the ambiguous multimodal sentences. In particular, the input domain is composed by the set of ambiguity classes defined in Section 5.

Since we handles pairs of features of the consecutive elements \((E^r, E^{r+1})\) as observation sequences for our classifier, we need to use a model able to dynamically model sequences of complex data, and HMMs best fit this purpose. In addition, since these pairs of features of the consecutive elements \((E^r, E^{r+1})\) can be associated to the values of variables (described in Section 5), we model the set of hidden states as the set of values assumed by those variables:

\[ Q_k = \{N_1, CBR_1, EGS_1, PSG_1, SR_1, C_1, R_1, M_1, N_0, CBR_0, EGS_0, PSG_0, SR_0, C_0, R_0, M_0\}. \]

Each hidden state produces a pairs of features \((E^r, E^{r+1})\); therefore, the sequence of hidden states and the sequence of pairs of features (observation sequences) have the same length (see Figure 7). Each ambiguity class can be characterized by sequences of these variables. For example, lexical ambiguity is characterized by two consecutive elements that have the same syntactic role (SR1), the same representation (R1) defined in the same modality (M1), but they refer to different concepts (Co). While, target ambiguity is characterized by two consecutive elements that have the same syntactic role (SR1), have two different representations (R0) defined in the same modality (M1), but they refer to different concepts (Co). Therefore, the values of the transition probabilities among the hidden states \(Q_k\) characterize the different ambiguities classes. Therefore, for each ambiguity class, the hidden states need to be modelled as a single variable-value state, and the transition probabilities among these hidden states describe the specific peculiarities of the class.

In the proposed method each ambiguity class is described by its own model that corresponds to one specific HMM, as yet provided in other contexts such as for images classification [60,61]. The overall method includes the six different HMMs concerning the previously described classes, i.e., gap (ga), analytic (an), attachment (at), lexical (le), temporal-semantic (te), target (ta) and it also allows modelling new classes in the case that new ambiguity classes are intercepted, i.e., ambiguity_ga, . . . new_mn, as Figure 8 shows.

For, each HMM_k \((k=\text{gap, an, at, le, te, ta, n}_1, \ldots, \text{n}_n)\), the hidden states \((Q_k)\) and the observation sequence \(O_k\) are represented by a dependency graph of the HMM that models the observation sequence \(O_k\) as shaded nodes and the hidden states \(Q_k\) as empty nodes (see Figure 7).

The sequence of these states variables allows discriminating the ambiguity class that appears in the multimodal sentence.

In order to clarify this topic, we again consider the example in Figure 2. Figure 7 shows the HMM dependency graph related only to the pairs of features of elements of the observation sequence \((E^g, E^p)\) that generates the ambiguity (i.e., the pronoun defined by the speech element “it” that may refer to both, the “carrot” or to the “plate” concept). Therefore, Figure 7 shows the connection between the hidden states \((i.e., M_1, R_1, CBR_1, SR_1, C_0)\) and the pairs of features of the elements \((E^g, E^p)\) (shaded nodes).

After describing the hidden states, the observation sequence and the connections among them, we continue to describe the general model giving the definitions of transition probability matrix, output probability matrix and initial distribution vector.

For, each HMM_k, the transition probability matrix \(A_k\) contains the probability to have transitions from the hidden state \(q_i\) to \(q_j\) that

![Figure 7](image-url) Hidden Markov Model (HMM) related only to the pairs of features of the elements \(E^g\) and \(E^p\): empty nodes are hidden and shaded nodes are observed.

![Figure 8](image-url) The Hidden Markov Model (HMM)-based classifier for multimodal ambiguities.
belong to the set of hidden states $Q_k$ of the model, as defined in the following formula.

$$A_k = \left[a_{ij}\right]_k$$

(3)

$$a_{ij} = p\left(q_{i+1} = s_j / q_i = s_i\right) \forall s_i, s_j \in Q_k$$

Moreover, the output probability matrix $B_k$ defines the probability that each state $s_i \in Q_k$ will produce the observation sequence $x_t$ from the set of observation sequences $O_k$.

$$B_k = \left[b_i (j)\right]_k \ with \ b_i (j) = p\left(x_t = a_o / q_i = s_i\right)$$

(4)

$$\forall s_i \in Q_k, \forall o_j \in O_k$$

Finally, $\pi_k$ represents the initial distribution vector giving the probability that the state $s_i \in Q_k$ is the initial state of the sequence:

$$\pi_k = \left[\pi_i\right]_k \ with \ \pi_i = p\left(q_1 = s_i\right) \ \forall s_i \in Q_k$$

(5)

The parameters $A_k, B_k, \pi_k$ allow specifying the HMM$_k$ model $\lambda_k$ of the ambiguity class $k$:

$$\lambda_k = (A_k, B_k, \pi_k)$$

(6)

The overall model is therefore composed by several HMMs, as Figure 8 shows, and the internal model of each HMM$_k$ follows the structure of Figure 7. In particular, Figure 8 shows the HMM-based classifier. It is divided into two parts: the upper part represents the current state of knowledge in classifying ambiguities as described in Section 5; while the shaded part depicts the part of the model that allows adding new HMMs for a new intercepted ambiguity class. In this figure, different observation sequences $O_k$ (defined as in Section 6.1), each one belonging to one of the possible classes, are used to train the specific HMM $\lambda_k = (A_k, B_k, \pi_k)$. When all the models are trained, a new observation sequence $(x_t)$ can be classified. In order to associate the observation sequence $(x_t)$ to one ambiguity class, the method computes the probability value $p(x_t/\lambda_k)$ for each model $\lambda_k$ and returns the most probable class (associated with $\lambda_j$) by finding the local maximum of the likelihood function for the probabilistic function:

$$C_i = \arg \max_{j \in \text{gap...ambiguity}_{in}} p(x_t/\lambda_j)$$

(7)

The following section has the purpose of explaining more in detail the model training process, which has the purpose to learn the parameters vector of $\lambda_k$ for each class $k$, and how the model works.

### 6.2.1. Training phase and operating principle

Since the purpose of the proposed model is to classify multimodal ambiguous multimodal sentence in one of the $k$ ambiguity classes, we train $k$ HMMs, one for each class, with the observation sequences (see the Section 6.1) corresponding to that class.

Each ambiguity class $k$ has multiple observation sequences that are known to be generated by the same $\lambda_k$. Therefore, the training process of one $\lambda_k$, associated with the ambiguity class $k$, has the purpose to determine the $\lambda_k$ parameters (i.e., transition probability matrix, output probability matrix, initial distribution vector) that fit the highest probability of generating the observed sequences, associated with the one connected ambiguity class.

The training process of each $\lambda_k$ is defined by the following steps:

1. In the first step, the dataset is separated into $n$ datasets (one data set for each multimodal ambiguity class);
2. In the second step, each $\lambda_k$ is separately trained by the Baum-Welch algorithm [54,62] using the connected data set.

The training method is supervised since the ambiguities class label for each multimodal sentence is considered as known and used during the training phase.

When all the HMMs are trained, the overall model is able to identify the ambiguity class $C_i$ to associate with the multimodal sentence. The class is associated by computing the likelihood probability $p(x_t/\lambda_j)$ by using the Forward–Backward algorithm [38,39]. The Forward–Backward algorithm computes the likelihood probabilities observation sequence $x_t$ of the multimodal sentence respect to each $\lambda_k$. The comparison of the likelihood probabilities allows identifying the $\lambda_j$, associated with the highest likelihood probability. Considering a set of multimodal sentences and the class of ambiguities described in Section 5, the trained system allowed identifying a threshold likelihood probability value equal to 0.8 to associate any ambiguous multimodal sentence with the correct class of ambiguity. The threshold has been chosen performing the Receiver Operating Characteristic (ROC) curve analysis [63] on testing samples described in Section 7. Therefore, the likelihood probability must be higher than 0.8 (i.e., the threshold value) to be considered for assigning the multimodal sentence to the $C_i$.

When the probability value $p(x_t/\lambda_j)$ is lower than 0.8, it is not possible to associate an ambiguous sentence with a specific class, and then a new class needs to be evaluated. The following section describes how to perform the process for modeling a new class of multimodal ambiguity.

#### 6.2.2. Case of new intercepted class

The need to have a dynamic method, able to classify new ambiguity, arises from the continuous evolution of the interaction language and from the purpose to extend the classification provided in [10] in order to treat the pragmatic ambiguity. For describing how the method manages new intercepted classes, we consider as starting state DAMA trained for classifying the six ambiguities (i.e., gap, analytic, attachment, lexical, temporal-semantic and target ambiguity) described in Section 5. In particular, our purpose is to explain how DAMA works with the pragmatic ambiguity as the new ambiguity class to be defined.

The example of pragmatic ambiguity described in Section 6 (i.e., “put this on the plate and eat it” provided by speech and “the carrot” indicated by gesture) is given as input to DAMA trained for classifying gap, analytic, attachment, lexical, temporal-semantic and target ambiguity. DAMA processes the observation sequence $x_t$ connected to the multimodal sentence (see Figure 6). Figure 9 shows that DAMA returns as output the probabilities that associate the observation sequence to each ambiguity class.

The highest probability is assigned to the target ambiguity, and its value is $p(x_t/\lambda_{target}) = 0.75$, and it is lower than the threshold value, which is 0.8. The obtained probability values reflect the similarity between the new one and the existing ambiguity classes. The ambiguity derives from a pronoun that is not directly referred to a
In the example of Figure 2, the multimodal sentence has two possible interpretations as the syntax-graph of the multimodal sentence in Figure 4 shows. Considering the Natural Language Processing (NLP) roles, the syntactic role *np* implies the *prp* syntactic role, connected to the pronoun “it,” and the *np* role connected to an element that have some features ($E_{10}^{mod}$, $E_{10}^{repr}$, $E_{10}^{time}$) that assumes the value null. This element can be associated to both the elements referred to “carrot” and the element referred to “plate.” Therefore, there is an element that is omitted ($N_1$). Differently from the gap ambiguity the element, referred by the pronoun, may be connected (ESG$_1$) two different concepts (C$_0$) related to two different elements of the multimodal sentence (i.e., “carrot” defined by gesture and “plate” defined by speech).

- Therefore, there is one element of the multimodal sentence (SR$_1$, R$_1$, M$_1$) that has some features omitted ($N_1$) but may be referred (ESG$_1$) to two different concepts (C$_0$).

This approach implements a very flexible model since it allows adding extra HMMs without affecting the already trained models. In fact, each model for each ambiguities class is independently (from the models connected to the other classes) trained on its own training set, and it has no knowledge of any other models of other ambiguities classes and their training sets.

### 6.3. DAMA Implementation

The goal of this research was to develop a dynamic classification of multimodal ambiguities. In order to achieve this purpose, we applied an HMM-based approach implemented using JAHMM (code.google.com/archive/p/jahmm/downloads), that is a Java implementation of HMMs. In order to model the information needed for the classification, the following java libraries have been used:

- **JGraphX** (github.com/jgraph/jgraphx): this library is used in order to visualize the syntax-graph of the multimodal sentence;
- **jdsl** (cs.brown.edu/cgc/jdsl/): this library is used to create and manage complex data such as list, queue, tree, graph and priority queues; it is used in order to manage all structures that implies managing graphs;
- **Stanford CoreNLP** (stanfordnlp.github.io/CoreNLP/): this is the java implementation of the Stanford Parser; it is applied for obtaining the syntactic tree connected with the sentence in natural language that represents the candidate interpretation of the multimodal sentence.

The following section provides the evaluation performance of the implemented model.

### 7. EVALUATION OF DAMA PERFORMANCE

The evaluation process consisted of two phases: the training phase and the test phase. The training phase has been performed as described in the section “Training phase and operating principle,”
and, subsequently, the trained model has been evaluated. The experiments, related with the evaluation process, were performed with training data and test data, and the size is chosen in order to have representative data [64]. The used data are extracted from 480 multimodal sentences containing the samples of ambiguities classes described [10] (i.e., gap, analytic, attachment, lexical, temporal-semantic and target) as well as samples of pragmatic ambiguities. These sentences were labeled to match them into the appropriate classes of ambiguities. We decide to equally split the entire data set for training and testing the model in order to have a significant number of samples for each class of ambiguities. In particular, the entire data were divided into two data sets, one for the training phase and the other for the test phase and both involved 240 multimodal sentences selected, as introduced in the section “Training phase and operating principle.” The test phase involved ambiguous multimodal sentences that were not used for training. This choice has been supported by the accuracy reached in the testing phase because the accuracy from 168 and 240 ambiguous multimodal sentences few grown, as Figure 13 shows. Therefore, improving the training set does not produce significant advantages. As a first step, we perform the test on DAMA trained for the six ambiguity classes (gap, analytic, attachment, lexical, temporal-semantic and target).

The Table 1 shows the generated confusion matrix of the ambiguity classification models based on multimodal sentences. The rows represent the number of true classifications made by model as gap, analytic, attachment, lexical, temporal-semantic and target. The columns represent the predicted classifications in the test data.

The testing phase consisted of providing three performance evaluation measures for each one of the trained ambiguity models:

- precision ($P_i$): that measures the fraction of the relevant instance (multimodal sentences that are correctly classified in the considered ambiguity class) among the retrieved instances (multimodal sentences that are classified in the considered class);
- recall ($R_i$): that measures the fraction of the relevant instance (multimodal sentences that are correctly classified in the considered ambiguity class) among all the total amount of the relevant instances (multimodal sentences that are associated to the considered class);
- specificity ($S_i$): that measures the proportion of no true classes that are correctly identified as such.

Precision, recall and specificity are all measures of relevance for the classification model. High precision means that the model returns most relevant instances than irrelevant ones, while high recall means that the model returns most of the relevant instances. Specificity quantifies the avoiding of no true classes that are classified as true, therefore, high specificity means a low type I error rate.

For each HMM, trained for classify the ambiguity class $i$ with $i \in I$ and $I = \{\text{Gap, Analytic, Attachment, Lexical, Temporal-semantic, Target}\}$

Those measures are defined as follows [65]:

$$P_i = \frac{\sum_{j \in \text{Gap}} X_{ij}}{\sum_{j \in \text{Gap}} \sum_{j' \in \text{Gap}} X_{ij'}}$$

with $j \in J$ and $J = \{\text{Gap, Analytic, Attachment, Lexical, Temporal-semantic, Target}\}$

$$R_i = \frac{\sum_{i \in \text{Gap}} X_{ij}}{\sum_{i \in \text{Gap}} \sum_{j' \in \text{Gap}} X_{ij'}}$$

with $j \in J$ and $J = \{\text{Gap, Analytic, Attachment, Lexical, Temporal-semantic, Target}\}$

$$S_i = \frac{\sum_{i \in \text{Gap}} \sum_{j \in \text{Gap}} \sum_{k \in K} X_{ijk}}{\sum_{i \in \text{Gap}} \sum_{j' \in \text{Gap}} \sum_{k' \in K} X_{ij'k'}}$$

with $j \in J$ and $J = \{\text{Gap, Analytic, Attachment, Lexical, Temporal-semantic, Target}\}$

Table 1 presents the summary of the experiments and, in particular, provides the normalized multi-class confusion matrix of the ambiguity classification model performed on the 240 multimodal sentences associated to the 6 ambiguity classes (40 multimodal sentences for each ambiguity class). Table 1 displays the results of the evaluation parameters for all the ambiguity classification models and Figure 10 displays the rate of specificity, recall and precision for comparative analysis of all the different models. Main classification confusion was between analytic and attachment, and temporal-semantic and lexical and target due to the similarity between the features that characterize the ambiguity classes.
The classification performance of the overall method has been evaluated in terms of accuracy rate. We evaluate the overall accuracy of all the six models because it directly reflects the certainty of classification of outputs. In particular, accuracy is quantitatively measured as:

$$\text{OverallAccuracy} = \frac{\prod_{j \in J} \sum_{j \in \text{Gap}} x_{ij}}{N}$$

with $j \in J$ and $J = \{\text{Gap, Analytic, Attachment, Lexical, Temporal-semantic, Target}\}$ and $N$ is the total number of samples

$$\text{(11)}$$

The bigger is the accuracy the better is the result.

Figure 11 shows that the learning rate for six ambiguity classes improves when improving the amount of data in the training set. It shows that the accuracy rate grows from 62.5%, for the first 24 to 89.6%, for all the 240 ambiguous multimodal sentences of the training set.

This improvement is due to the fact that DAMA learns the connections among meaningful features of the multimodal sentences and the ambiguity classes by increasing the number of examples.

At a later time, the multimodal ambiguities, which are incorrectly classified by DAMA, have been validated by the experts and a new HMM (in that case the model for the co-reference ambiguity class) has been added to DAMA (Figure 12).

Figure 13 shows the comparison of the accuracy rate values obtained respectively for 6 (Figure 11) and 7 (Figure 12) classes of multimodal ambiguities.

Figure 13 shows that the accuracy of the classification process is improved by a greater number of multimodal ambiguous sentences in the training set and by increasing the number of the HMMs connected to the ambiguity classes from 6 to 7, because in this example a new class has been needed.

We tested the proposed approach by focusing on a single new ambiguity type as the used data were extracted from multimodal sentences containing the samples of gap, analytic, attachment, lexical, temporal-semantic and target as well as samples of pragmatic ambiguities. The generalization capabilities of the method need an extension of the used dataset. This implies a wider multimodal corpus that we will build and validate. For these reasons, we will prove the generalization capabilities of our approach in a future work.
8. CONCLUSIONS

Since ambiguity issues are relevant in several disciplines (such as for writing, linguistics, philosophy, law, security and surveillance and human–machine interaction), the identification of the specific type of ambiguity has been addressed in this paper. In addition, the evolution of the interaction language and, so, the evolution of the language ambiguities is the need that had driven this work in order to define a classification method, which is able to learn and fit. This HMM-based method models ambiguous multimodal sentences according to a linguistic approach and starting from the classification method proposed in [10]. Moreover, DAMA has the ability to capture characteristics that are needed to distinguish ambiguity classes. As well as to distinguish between the classes, DAMA allows assessing whether if the ambiguity class is correctly identified or if a new ambiguity class needs to be defined. The proposed method allows introducing new classes by defining a specific set of observation sequences that are used to train the new class and refining the existing ones.

The values of the classification accuracy increased from 94.6% for the semantic ambiguities and 92.1% for the syntactic ambiguities for the static classification in [10], to 96.3% for the proposed method. This improvement is due to the use of a probabilistic model combined with a threshold. The flexibility is an important advantage for DAMA because extra classes can be added when the users need without affecting the trained HMMs. However, if too many classes are added, then the complexity is increased.

In future works, the classification process will be improved by testing if more information in the feature vectors during the training process allows improving the classification accuracy. This information will consider knowledge about the user model, the users’ behavior, and the interaction history. This information will be investigated in order to analyze how it can be useful to refine the ambiguities classification for the different users. In addition, we will prove the generalization capabilities of our method extending the used dataset.
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