Abstract—In this paper, a method based on neighborhood information is proposed, which adjusts the parameters by using a method of chi square with Gauss weighted distance and the self-adaptability of shared neighbor weighting. And by integrating the nearest neighbor weighted adaptive method, each pixel is automatically given a scale parameter to reduce the need to adjust the parameters. Gauss weighted local neighborhood information is introduced in this paper, to construct the similarity matrix directly on the original image. At the same time, based on the existing graph-cut image segmentation method it is necessary to construct a better network graph by using the maximum flow minimum cut. So, NJW algorithm is replaced by a improved Graph cut which combines the multi-scale analysis method, to improve the efficiency of the original segmentation method and enhance the clinical usability.
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I. INTRODUCTION

Medical image processing is based on the results of medical image segmentation, such as bone segmentation and angiography system reconstruction. And according to the bone segmentation method, the characteristics of spine MRI and CTA images were analyzed by 2D image and 3D body data, then different segmentation methods can be proposed. Two contents are included in this paper. Firstly, a new fast segmentation technique for spine images is presented, and, it solves the disadvantage that the segmentation result is less ideal when the method is used to segment the spine image, and the problem of manually adjusting the parameters is Shl; secondly, the neighborhood information in graph cut is introduced, to be used to replace the NJW algorithm in the literature [2], and synthesize the Multi-scale analysis method, improve the speed of the document [2] segmentation method and enhance the clinical usability.

II. THE PRESENT SITUATION AND PROBLEMS OF IMAGE SEGMENTATION BASED ON GRAPH THEORY AND MULTI-SCALE SEGMENTATION

Multi-scale segmentation method means, after sampling the original image at different scales, processing it on the basis of sampling, and then mapping back to the original image, in order to achieve the purpose of increasing speed.

After studying the multi-scale image segmentation algorithm of Shi et al [1], we found that, although it can improve the segmentation speed, more parameters need to be adjusted manually, and it is not easy to operate. Only the gray level information and the interference contour are used as the classification feature, and the segmentation information is not taken into account. But the segmentation effect of the spinal MR image is not ideal, so it is improved in this paper.
III. METHODS OF IMPROVEMENT

Inspired by the last section of Shi et al.’s multi-scale segmentation algorithm, the speed of segmentation can be improved. The neighborhood information of the pixel is introduced, and the similarity algorithm in the Graph cut method [2] is improved. The NJW algorithm [3] in Reference [2] is replaced, and the multi-scale analysis method is integrated to improve the efficiency of the method in order to enhance the clinical usability.

The pixel similarity algorithm in Reference [2] is shown in Equation (1).

$$W_{ij} = e^{-\chi^2(v_i,v_j) / \sigma_i \sigma_j}$$  \hspace{1cm} (1)

In Equation (1), $\sigma_i = d(v_i,v_k)$ and $\sigma_j = d(v_j,v_k)$.

A local scale parameter $\sigma_j$ is calculated for each data point $v_j$, where $v_k$ represents the kth nearest neighbor of point $v_j$, so $\sigma_j$ represents the Euclidean distance of the point $v_j$ to its kth nearest neighbor.

Let each point $v_j$ specify a specific scale parameter $\sigma_j$, which allows automatic adjustment of the similarity between two points based on the local statistics information of the surrounding points $v_j$ and $v_j$.

The gray value of all the pixels in the neighborhood is used instead of the gray value of a single pixel, [3] weighted by the Gaussian function. Thus, the chi-square distance [2] between two nodes (pixels) $v_j$ and $v_j$ in the image is expressed as Equation (2).

$$d^2(v_i,v_j) = \frac{1}{2} \sum_{k=1}^{n} W_k \frac{(v_i(k) - v_j(k))^2}{v_i(k) + v_j(k)}$$  \hspace{1cm} (2)

$$\sum_{k=1}^{n} W_k = 1, W_k \geq 0$$

$v_{i(k)}$ represents the gray value of the kth pixel in the 5 × 5 neighborhood of a node, and $w_k$ is the feature weight.

The graph similarity algorithm in Graph cut algorithm is shown in Equation (3).

$$b_{(p,q)} = e^{-\frac{(f_{p} - f_{q})^2}{2\sigma^2}} \frac{1}{\text{dist}(p,q)}$$  \hspace{1cm} (3)

Edge $\{p,q\}$, i.e., the similarity algorithm of the pixels $p$ and $q$ is the simple 4 or 8 neighborhood [4], so the literature [2] is more comprehensive for the use of neighborhood information.

There are two types of edges for each pixel $P$ in the Graph cut: neighboring links (N-links) and terminal links (t-links). Any point $p$ each has two t-links, which are expressed as $\{p, St\}$, and $\{p, T\}$ and connect it to the terminal node. In this section, the pixel similarity algorithm which is used by the method in Reference [2] replaces the calculation of the $\{p,q\}$ weight of the edge n-links in the graph cut.

That is to say, the pixel similarity algorithm in the Graph cut algorithm is replaced by Equation (4).

$$W_{ij} = e^{-\chi^2(v_i,v_j) / \sigma_i \sigma_j}$$  \hspace{1cm} (4)

IV. EXPERIMENTS

The experimental data presented in this chapter are provided by Guangzhou Southern Hospital, which uses 3.0T magnetic resonance and collects 100 MR images. The parameters are resolution 0.5859mm, layer thickness 4mm, size is 512 × 512 pixels, layer spacing 0.4mm. MRI is divided into four categories, including T1-weighted healthy human spine images and patient spine images, T2-weighted healthy human spine images and patient spine images. In this paper, the algorithm is compared with the more classical algorithm, including NJW algorithm, Gamio algorithm, Shi algorithm. Analysis shows the advantages of the proposed algorithm. The results of the manual division of the experts can be a measure of the standard, and then its accuracy can be quantitatively analyzed.

The hardware environment used in the experiment is as follows: processor Intel Core Duo (2.53 GHz), machine memory size 2G. The software environment is Windows 7 system. Processing software: Matlab 2008a and Visual Studio 2008.

(Experiment 1): T1-weighted images of patients with natural vertebral body

The parameters are set as in the NJW algorithm, $\sigma=0.2$, $C=35$; in the Gamio algorithm, $\sigma=0.45$, $C=35$.

Figure 1. Gold Standard: the left side of the vertebral body contoured manually by the expert and the vertebral body on the right

Figure 2. The left side of the vertebral body contoured manually by the expert and the vertebral body on the right

From Figure 1 and Figure 2, the first line is the edge of the vertebral body, the second line is the resulting vertebral body, and the third line is compared with the manual segmentation
edge.

(Experiment 2): T1-weighted images of the patient's vertebral lesions

The parameters are set as in the NJW algorithm, $\sigma=0.05$, $C=65$; in the Gamio algorithm, $\sigma=0.15$, $C=40$.

Figure 3. Gold Standard: the left side of the vertebral body contoured manually by the expert and the vertebral body on the right

Figure 4. The left side of the vertebral body contoured manually by the expert and the vertebral body on the right

From Figure 3 and Figure 4, the first line is the edge of the vertebral body, the second line is the resulting vertebral body, and the third line is compared with the manual segmentation edge.

(Experiment 3): T2-weighted images of patients with natural vertebral body

The parameters are set as in the NJW algorithm, $\sigma=0.1$, $C=38$; in the Gamio algorithm, $\sigma=0.12$, $C=40$.

Figure 5. Gold Standard: the left side of the vertebral body contoured manually by the expert and the vertebral body on the right

Figure 6. The left side of the vertebral body contoured manually by the expert and the vertebral body on the right

Figure 7. Gold Standard: the left side of the vertebral body contoured manually by the expert and the vertebral body on the right

Figure 8. The left side of the vertebral body contoured manually by the expert and the vertebral body on the right

From Figure 5 and Figure 6, the first line is the edge of the vertebral body, the second line is the resulting vertebral body, and the third line is compared with the manual segmentation edge.

(Experiment 3): T2-weighted images of patients with natural vertebral body

The parameters are set as in the NJW algorithm, $\sigma=0.18$, $C=40$; in the Gamio algorithm, $\sigma=0.35$, $C=35$.

Figure 7. Gold Standard: the left side of the vertebral body contoured manually by the expert and the vertebral body on the right

Figure 8. The left side of the vertebral body contoured manually by the expert and the vertebral body on the right

From Figure 7 and Figure 8, the first line is the edge of the vertebral body, the second line is the resulting vertebral body, and the third line is compared with the manual segmentation edge.

(Experiment 4): T2-weighted images of patients with vertebral lesions, vertebral degeneration, intervertebral disc herniation

The parameters are set as in the NJW algorithm, $\sigma=0.1$, $C=50$; in the Gamio algorithm, $\sigma=0.1$, $C=40$. 
From Figure 9 and Figure 10, the first line is the edge of the vertebral body, the second line is the resulting vertebral body, and the third line is compared with the manual segmentation edge.

Through the above experiments, we can see that the improved algorithm proposed in this chapter can accurately segment the vertebral body, smoothly and clearly. The results are close to those in Reference [2], and satisfactory results can be achieved. And the segmentation of vertebral body contour and vertebral body shape are closer to the manual segmentation results.

1) Analysis of Four Algorithm Results

Experimental comparison of four kinds of segmentation algorithms is shown in Table 1.

| method               | image | Dice   | ME    | HD   |
|----------------------|-------|--------|-------|------|
| NJW algorithm        | 12    | 0.901617 | 0.008217 | 3.3  |
|                      | 14    | 0.912605 | 0.006710 | 4.5  |
|                      | 16    | 0.947509 | 0.004051 | 1.7  |
|                      | 18    | 0.886505 | 0.008152 | 4.2  |
|                      | 20    | 0.957979 | 0.004467 | 1.7  |
| Gamio algorithm      | 12    | 0.92693  | 0.006344 | 2    |
|                      | 14    | 0.894051 | 0.007881 | 2    |
|                      | 16    | 0.891325 | 0.007866 | 1.7  |
|                      | 18    | 0.860596 | 0.010296 | 2.8  |
|                      | 20    | 0.902853 | 0.010391 | 2.2  |
| Algorithm of literature [2] | 12    | 0.964549 | 0.003132 | 2    |
|                      | 14    | 0.94315  | 0.002842 | 1.7  |
|                      | 16    | 0.969118 | 0.002293 | 1.4  |
|                      | 18    | 0.962901 | 0.002724 | 1.7  |
|                      | 20    | 0.950673 | 0.003147 | 1.7  |
| Improved Method      | 12    | 0.954549 | 0.003342 | 1.8  |
|                      | 14    | 0.94315  | 0.002643 | 1.5  |
|                      | 16    | 0.969118 | 0.002643 | 1.5  |
|                      | 18    | 0.952901 | 0.00276  | 1.6  |
|                      | 20    | 0.950673 | 0.003147 | 1.7  |

2) Four algorithm variable settings and time analysis

| method                | Gray-scale information | Location Information | Interference contours | Weights | Num-ber of clusters | time /s |
|-----------------------|------------------------|----------------------|-----------------------|---------|---------------------|--------|
| NJW                   | Yes                    | No                   | No                    | No      | Yes (C)             | 51.47  |
| Gamio                 | Yes                    | No                   | No                    | No      | Yes (C)             | 53.29  |
| Reference [2]         | No                     | No                   | No                    | No      | Yes (C)             | 57.01  |
| This chapter          | No                     | No                   | Yes (λ)               | No      |                     | 13.25  |

※ "Yes" means that the parameters need to be set manually, "no" means that you do not need to manually press the setting.

The improved method not only manually adjusts the parameters less than NJW and Gamio, but also the execution time is minimal. In the case where the NJW and Gamio methods are less efficient, the results are close to those of the algorithm in Reference [2], and satisfactory results can be achieved.
V. CONCLUSIONS

In this paper, the Gauss weighted local spatial neighborhood information is improved to the Graph cut, which is used to replace the NJW algorithm in Reference [2] and to synthesize the multi-scale analysis method to improve the speed of the method in Reference [2], which increases clinical availability. But the information collection is not comprehensive enough, which led to the increase of speed, nevertheless the effect has declined slightly. Further study of sampling methods needs to better utilize the original image information.
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