Cavity Control of Excitons in Two-Dimensional Materials
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ABSTRACT: We propose a robust and efficient way of controlling the optical spectra of two-dimensional materials and van der Waals heterostructures by quantum cavity embedding. The cavity light-matter coupling leads to the formation of exciton–polaritons, a superposition of photons and excitons. Our first-principles study demonstrates a reordering and mixing of bright and dark excitons spectral features and in the case of a type II van-der-Waals heterostructure an inversion of intra- and interlayer excitonic resonances. We further show that the cavity light-matter coupling strongly depends on the dielectric environment and can be controlled by encapsulating the active two-dimensional (2D) crystal in another dielectric material. Our theoretical calculations are based on a newly developed nonperturbative many-body framework to solve the coupled electron–photon Schrödinger equation in a quantum-electrodymanical extension of the Bethe-Salpeter approach. This approach enables the ab initio simulations of exciton–polariton states and their dispersion from weak to strong cavity light-matter coupling regimes. Our method is then extended to treat van der Waals heterostructures and encapsulated 2D materials using a simplified Mott-Wannier description of the excitons that can be applied to very large systems beyond reach for fully ab initio approaches.
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Excitons dominate the optical properties of two-dimensional semiconductors. Single layers of transition metal dichalcogenides (TMDs) have been under intense investigation for their excitonic properties.1–3 Their weak electronic screening,4,5 a consequence of the reduced dimensionality, leads to the formation of strongly bound and dark excitons which play a fundamental role in a large variety of optoelectronic, spintronic, and valleytronic properties.6 Furthermore, single layers of TMDs can be stacked in multilayer heterostructures allowing for device engineering with a high degree of freedom.7–9 Among other designs, bilayers of TMDs with a type II band alignment enables the creation of interlayer excitons, bound electron–hole pairs where the charges are physically confined in two different layers, which show a great potential in photovoltaic applications.10,11

Because of their strong coupling to electromagnetic radiation, TMD excitons represent ideal candidates to study strong light-matter coupling in optical cavities.12–16 In an optical resonator, excitons interact with the quanta of light, generated by the spatial confinement of the cavity, resulting in the formation of new hybrid states with partial matter and partial light character, the “exciton–polaritons”.17–19 These states are inherently different from the bare excitonic states in the material and therefore a variety of novel phenomena can be expected. Envisioned examples comprise new topological phases,20 light-induced superconductivity,21 exciton–polariton condensates,22 and superradiance from exciton insulators.23

Here, we present a first-principles theoretical framework, referred to as quantum-electrodymanical Bethe-Salpeter equation (QED-BSE), designed to describe the coupling of excitonic states in crystals embedded in a quantum optical cavity. Our approach goes beyond a simple model Hamiltonian description of exciton polariton by providing a quantitative description of exciton–polariton directly comparable to the experiments. The method requires the exact diagonalization of the exciton–photon equation obtained by extending the widely used many-body Bethe-Salpeter (BSE) formalism24 to QED, under the approximation that the electron–photon interaction is not affected by the photon dressing. This method
represents an alternative to the recently proposed quantum-electrodynamical density functional theory,\textsuperscript{17–19,28–33} the latter describing the cavity mediated electron–photon interaction through effective exchange-correlation functionals of the electron and photon densities and currents. Our current method can be used as a starting point to determine such functionals as done in the past for describing the many-body excitonic properties within time-dependent (current) density functional theory.\textsuperscript{27} In this work, we demonstrate that by embedding a two-dimensional crystal in a cavity as sketched in Figure 1, excitonic optical activity and energetic ordering can be controlled through cavity size, light-matter coupling strength, and encapsulation in a dielectric material. While the reordering of excitonic resonances has been qualitatively demonstrated in the case of molecular systems by means of model Hamiltonians consisting of coupled oscillators for the photonic and excitonic fields,\textsuperscript{5–6} here we aim to quantitatively demonstrate similar effects in the context of extended systems.

Within dipolar selection rules there are bright excitons (BE), i.e., accessible as direct transition from the groundstate upon photon absorption, and dark excitons (DE) which are instead not accessible in linear optical spectroscopy.\textsuperscript{36} The difficulty to access DE with standard optical spectroscopy poses a challenge for their detection and recent experimental and theoretical works have proposed sophisticated techniques to access them in TMDs.\textsuperscript{37,38} Here we address and control the activity of symmetry-forbidden DE through the coupling of the TMD crystal with a quantum cavity which allows direct transitions from the groundstate. More complex types of excitons can be obtained if different monolayers of TMDs with a type II band alignment are stacked together in a van der Waals heterostructure (vdWH).\textsuperscript{39} In particular, these type II heterostructures can host excitons where the electron and the hole are localized in different layers, “interlayer excitons”, in addition to excitons localized on a single layer, the “intralayer” ones. Here we show how the coupling to an optical cavity can be used to tune the order of the spectral resonances of the different types of excitons, providing a further knob for the design of optical devices based on vdWHs. We also show that the ab initio QED-BSE results can be described by an alternative approach based on the Mott-Wannier model, which we refer to as MW-QED, that represents a computationally inexpensive method able to simplify the QED-BSE approach by simplifying the description of excitons.\textsuperscript{40–42} The MW-QED accurately reproduces the results of the QED-BSE opening the way to the modeling of more complex systems, such as two-dimensional (2D) heterostructures, Moiré patterned twisted bilayer systems, and others, in optical cavities. Finally, we use the MW-QED to characterize the effect produced by a dielectric on the polaritonic spectrum of a single layer of TMD.

**Theoretical Framework.** The electronic structure of a strongly coupled light-matter system in a cavity requires a nonperturbative treatment of the electron–photon interaction. Fundamentally, light-matter coupling is described by quantum-electrodynamics where the many-body electronic and photonic state is described by a combined Hamiltonian. Specializing this Hamiltonian to the case of a single cavity mode of frequency Ω and long-wavelength (dipolar) electron–photon coupling, we obtain the first-principles Hamiltonian for perfect loss-less cavity in velocity gauge

\[
\hat{H}_{\text{QED}} = \hat{H}_d + \Omega \hat{a}^\dagger \hat{a} + N_d \frac{A_c^2}{2} (\hat{a}^\dagger + \hat{a})^2 + A_p \sum_{\mathbf{k} \mathbf{k'}} \langle \phi_{\mathbf{k}} | \mathcal{E} \cdot \mathcal{P} | \phi_{\mathbf{k'}} \rangle \hat{d}_{\mathbf{k}}^\dagger \hat{d}_\mathbf{k} + \text{h.c.}
\]

(1)

where \(a^\dagger\) and \(a\) are the photon creation and annihilation operators respectively, \(\hat{H}_d\) is the many-body electronic Hamiltonian, \(\hat{d}_{\mathbf{k}}^\dagger\) and \(\hat{d}_\mathbf{k}\) are the electronic creation and annihilation operators (with \(i\) and \(j\) band indices and \(k\) wavevectors in the first Brillouin zone), \(\hat{P}\) is the single particle momentum operator, \(N_d\) is the number of electrons, \(\mathcal{E}\) is the polarization of the photon, and \(A_p\) is the vector potential amplitude. As the coupling of photons to the electronic structure occurs via the creation/annihilation of neutral electron–hole pairs, it is natural to approximate the eigenstates of the many-body electronic Hamiltonian by its excitonic eigenstates, i.e., \(|\Psi_n^{\text{exc}}\rangle \approx \epsilon_n^{\text{exc}} |\Psi_n^{\text{exc}}\rangle\). Within this assumption we can accurately describe a regime where the concentration of excitons is low enough to neglect exciton–exciton interaction, which is the case for nonpumped cavities. Under the approximation that the electron–hole Coulomb interaction that binds the exciton is not affected by the photons in the cavity, i.e., the screened Coulomb interaction is not dressed by the cavity photons, the QED Hamiltonian can be expanded in the excitonic basis as follows

\[
\langle \Psi_n^{\text{exc}} | \hat{H}_{\text{QED}} | \Psi_m^{\text{exc}} \rangle = \left[ \epsilon_n^{\text{exc}} + \Omega \delta^\dagger \delta + N_d \frac{A_c^2}{2} (\delta^\dagger + \delta) \right] \delta_{nm} + A_p \langle M_n^{\text{exc}} | A_m^{\text{exc}} \rangle + \text{h.c.}
\]

(2)

where \(M_n^{\text{exc}} = \sum_{\mathbf{k} \mathbf{k'}} \langle \phi_{\mathbf{k}} | \mathcal{E} \cdot \mathcal{P} | \phi_{\mathbf{k'}} \rangle \langle \Psi_n^{\text{exc}} | \hat{d}_{\mathbf{k}}^\dagger \hat{d}_{\mathbf{k'}} \rangle\) are excitonic matrix elements of the bilinear dipole electron–photon coupling and \(\phi_{\mathbf{k}}\) are single particle Bloch functions. In this framework, the excitonic states can be expressed as a linear combination of singly excited electronic determinants, where the coefficients of the linear combination are given by the solution of the BSE,\textsuperscript{25–27} 

\[
| \Psi_n^{\text{exc}} \rangle = \sum_{\mathbf{k} \mathbf{k'}} A_{\mathbf{k} \mathbf{k'}}^{\text{exc}} | \Psi_n^{\text{exc}} \rangle (\mathbf{k}) \psi_{\mathbf{k}}
\]

with \(A_{\mathbf{k} \mathbf{k'}}^{\text{exc}}\) being the BSE coefficients, or envelope functions and \(\mathcal{E}\) and \(\mathcal{P}\) indices running over conduction and valence bands, respectively. The electronic groundstate \(|\Psi_0\rangle\) instead is assumed to be a single determinant of only valence states and we define \(|\Psi_{n=0}^{\text{exc}}\rangle = |\Psi_0\rangle\).

In this work, we consider the non-dispersive (momentum independent) excitonic states localized around the K-points of the Brillouin zone of the TMD, which are the most relevant for

![Figure 1. Schematic representation of an encapsulated monolayer TMD in an optical resonator (cavity) including the dielectric media that embeds the 2D material.](image-url)
the optoelectronic properties of TMDs. These excitonic states occur in two spin-orthogonal non-hydrogenic series, each of which is accurately described by a spin-independent two-band BSE, where only a single valence and a single conduction band are taken into account. With this simplification, the matrix elements appearing in eq 2 have one of the two following structures:

\[
\sum_{\phi \phi} = \langle \phi \mid \hat{\mathbf{v}} \cdot \hat{\mathbf{v}} \rangle \frac{4}{\pi e} c_n \text{exc}
\]

\[
\sum_{\phi \phi} = [\langle \phi \mid \hat{\mathbf{v}} \cdot \hat{\mathbf{v}} \rangle - \langle \phi \mid \hat{\mathbf{v}} \cdot \hat{\mathbf{v}} \rangle]^* \frac{4}{\pi e} c_{nm} \text{pol}
\]

The matrix elements in eq 3 are those that dictate the dark/bright nature of the excitonic states. Those in eq 4, instead, are mixing the character of the excitonic states so that bright to dark or dark to bright transitions can occur.

Below we show first-principles results for MoS2 obtained by first solving the BSE with the GPAW code (see Supporting Information for calculation details) and subsequently diagonalizing the QED Hamiltonian of eq 2 in a mixed exciton–photon product state basis \( | \Psi \rangle \otimes | \gamma \rangle \), where \( | \gamma \rangle \) are the eigenfunctions of the photonic harmonic oscillator. We then extract energies \( E^{\text{pol}}(\Omega) \) and corresponding eigenfunctions \( | \Psi^{\text{pol}}(\Omega) \rangle = \sum_{m} c_{m} | \Psi_{m}^{\text{exc}} \rangle \otimes | \gamma \rangle \) for the exciton–polariton eigenstates. As for the photonic part, we consider the first nonzero photon mode \( (\Omega = \pi c/L_{\perp}) \) with out-of-plane wavevector and in-plane electric field which is able to couple to the MoS2 in-plane excitonic dipole. For our quasi-2D cavity configuration, the vector potential amplitude \( A_{0} \) is frequency independent, unlike in the 3D case, indeed \( A_{0} = 1/\sqrt{SL_{\perp}} \Omega = 1/\sqrt{2\pi cS} \), where \( S \) is the in-plane area of the cavity. Furthermore, we stress that the single mode approximation is valid for polaritons with energies lower than the energy of the second photon mode \( (\Omega = 2\pi c/L_{\perp}) \).

Results. In order to visualize the experimentally measurable exciton–polariton dispersion, we calculate the matter component of the full optical response \( \chi(\omega, \Omega) \) applying linear response theory on the polaritonic states \[5,53\]

\[
\chi(\omega, \Omega) = \sum_{\Omega} \omega - E^{\text{pol}}(\Omega) + E^{\text{pol}}(\Omega) + i\eta
\]

where \( M_{\text{pol}}^{\text{pol}}(\Omega) \) and \( M_{\text{pol}}^{\text{pol}}(\Omega) \) are small artificial imaginary broadening. Such a quantity represents the independent particle polarizability of the polariton to a weak external field coupling with the matter component. An equivalent quantity can be also formulated to investigate the photonic counterpart of the polariton.
Comparison between the matter and photon spectral functions is presented in Figure S3 of the Supporting Information.

The formation of exciton–polaritons results in a richer optical response as compared to the bare excitonic response. In Figure 2 we show the cavity polariton spectrum of MoS2, as a function of mode energy and for different coupling strength $A_0 = A_0/N_\text{ph}$. Here the coupling strength arises from a microscopical definition whereas in practice it can be controlled by the cavity geometry and manufacturing parameters.45

Without any electron–photon coupling ($A_0 = 0$), the spectrum features only the bare BEs as shown in Figure 2a, characterized by the common spin–orbit split A and B exciton series (see Supporting Information).36 Bound excitons in TMDs have atom-like spherical symmetries, following the usual pattern of s, p, d angular momentum quantum numbers and consequently are subject to atomic like selection rules.37

Only excitons with s-type symmetry are accessible from the ground state through direct absorption of photons. The p and d-type excitons instead can be classified as DEs and are indicated with lines in Figure 2a for reference.

In the weaker coupling regime (c.f. Figure 2b) the formation of an exciton–polariton is accompanied by the characteristic appearance of avoided crossing in the energy dispersion, which results from the hybridization between the linear dispersing photon branch and the nondispersive exciton branches. For a given cavity frequency within the hybridization region, this is detectable as a splitting of the exciton peak into two separate peaks, the Rabi splitting. The formation of lower and upper polariton branches results in a reordering of the energy of bright and dark excitonic resonances which can be of technological relevance for stabilizing long-lived dark excitonic states.

For the stronger coupling (c.f. Figure 2c), the interaction between the cavity photon and the DE results in the appearance of new spectral features marked by circles in the figure. Specifically, we can identify additional splittings (I)/(II) signature of a cavity-induced optical modulation. It is important to mention that the mixing between bright and dark excitons discussed here is possible only for DE forbidden by symmetry of the wave function.37

Different kinds of dark excitons like the ones originating from spin-selection rules or beyond dipole selection rules are not discussed in this work.47 In this stronger coupling regime ($A_0 = 0.08$), we performed calculations also for different TMDs (MoSe2, WS2, and WSe2, see Supporting Information) observing qualitatively equivalent features. It is worth noting that for the most bound exciton of WS2 we obtain a Rabi splitting of $\sim 22$ meV in line with experimental values measured by Flattan et al. ($\sim 20–70$ meV).12 Although it is hard to assess the exact coupling conditions under which the experiment has been performed, this comparison shows that the coupling values used here are on the lower end of the experimentally accessible values. The coupling values used in the results are also in line with the typical sizes of the cavity used in the experiments, which are in the micrometer to nanometer range. In particular, using the $A_0$ definition presented above, a coupling value of $\sim 0.08$ a.u. and an electron density of $0.114 \, \text{el/Å}^2$, like in the case of MoS2, corresponds to a cavity area of about $0.25 \, \mu \text{m}^2$.

Further insight into the structure of these dark polaritons is provided by the analysis shown in Figure 3. The panels quantify the contribution of the different excitonic states to the optically active polariton states at specific cavity energy along the dispersion branches shown in Figure 2. The decomposition of the polariton in Figure 3a, which is a zoom-in of the circle (I) in Figure 2c, shows that it is predominantly the 3d DE that is creating the polaritonic eigenstate. However, it is only because of the photon mediated coupling to the 2s BE that the 3d DE acquires a finite optical cross section. More specifically, the coupling between the two states happens within the $\gamma = 0$ photon sector meaning that there is not an actual absorption or emission of photons in the mixing process but rather both an absorption and subsequent emission (or vice versa) to and from a virtual p-like state in the $\gamma = 1$ photon sector. Because of the hydrogenic-like selection rules, there is no possible excitation/relaxation path between a bright s-like state and dark p-like, i.e., “d”-like states cannot function as virtual states, therefore one does not get a finite oscillator strength. As demonstrated by the insets in Figure 3a, both the lower and upper branch of the DE polariton have a similar composition.

Although Figure 3a illustrates how the cavity coupling reveals hidden (dark) states of a material, we observe another peculiarity in the polariton dispersion in Figure 3b, which corresponds to the circle (II) in Figure 2c. Through the cavity we can induce a quench of the optical activity within the polariton branch connecting two BEs, i.e., the spectral response vanishes completely between two consecutive BE lines. In this case, such a dimming of the polariton branch is not originating from the contribution of DE states but instead is the result of an interesting destructive interference between the optical transition amplitudes from the exciton lines connected by the photon branch. The destructive interference is demonstrated in the inset of Figure 3b which reports the real and imaginary parts of the matrix elements contributing to this feature (see text).
equation, hence considerably reducing the computational cost and more importantly giving access to exciton–polariton physics in more complex materials such as encapsulated 2D crystals and van der Waals heterostructures. In this approach the bound excitons are described by an hydrogen-like Schrödinger equation that provides the exciton envelope functions and hence allows the evaluation of the exciton–dipole matrix elements $M_{\text{exc}}^{\text{ex}}$ of the QED-BSE approach as explained in the Supporting Information.

We apply the MW-QED to calculate the optical response of a vdWH consisting of MoS$_2$ and WS$_2$ bilayer. MoS$_2$ and WS$_2$ form a type-II heterostructure where the band edges of the two materials are aligned in a staggered fashion and which can host interlayer excitons along with intralayer ones in each of the two layers.$^{39,48}$ For this particular bilayer choice, because of quasi-commensurability of the lattice of MoS$_2$ and WS$_2$ the QED-BSE has been used to further confirm the validity of the QED-MW presented in the following. However, for more general noncommensurate vdWHs the only feasible approach for simulating exciton–polariton properties is the QED-MW one. The cavity frequency-dependent optical response of such a structure for the most highly bound 1s intra- and interlayer excitons is reported in Figure 4. Including higher lying excitons does not affect the results presented here because the corresponding spectral features would appear in a higher energy window. The use of norm-conserving PAW-setups is needed to obtain the correct energy level alignment. Details on the method used to calculate the uncoupled excitonic resonances are discussed in the Supporting Information. Figure 4a shows the optical spectrum of the vdWH without coupling with the cavity mode. Here, as indicated by the cartoons, the lower energy nondispersive spectral line represents the optical transitions to the interlayer exciton whereas the higher energy ones are the transition to the intralayer excitons. The oscillator strength of the former is 2 orders of magnitude lower than the one of the intralayer excitons, a direct consequence of the spatial separation of the bound electron–hole pair, justifying the weaker brightness observed in the spectrum. In Figure 4, the coupling with the cavity mode is switched on and the typical polaritonic branches appear with a sizable Rabi splitting for the intralayer and barely noticeable one for the interlayer one. The difference in Rabi splitting is, once again, a consequence of the weak interlayer exciton-light coupling. Similar to the case of monolayer MoS$_2$ shown in Figure 3b, the interference between the transition to the two intralayer excitons results in a vanishing polariton branch. In the calculations, such an interference arises from the fact that the exciton wave functions of the two intralayer excitons have the same phase. While it is unsure whether this can be directly observed in experiment because any possible mechanism of dephasing would destroy the effect, one could potentially realize the interference by using external lasers to fix the relative phase of the different intralayer excitons. Finally, in the stronger coupling regime, shown in Figure 4c, the optical

![Figure 4.](image-url)

**Figure 4.** Exciton–polariton spectra of the MoS$_2$–WS$_2$ bilayer type-II vdWH as a function of cavity mode frequency $\Omega$ and for three different coupling strength $A_0$ in a.u. Only the lowest bound inter- and intralayer excitons are considered. (a) Without coupling to the cavity mode, the optical spectrum consists of nondispersive optical spectral lines with interlayer exciton lying at lower transition energy than the intralayer exciton ones. (b) For the weaker coupling, both intra and interlayer exciton lines undergo a Rabi splitting, however, due to the lower coupling with the cavity mode, the splitting for the interlayer excitons is much smaller (barely noticeable in the figure) than for the intralayer ones. (c) For the stronger coupling value, the Rabi splitting for the interlayer excitons becomes sizable and the overall spectrum is drastically different from the uncoupled one. We stress that through the cavity mode we are able to invert the order of the intra- and interlayer spectral lines. The broadening parameter used for the plots is $\eta = 1.4$ meV.
response is drastically modified and even the Rabi splitting of the interlayer exciton line is now appreciable. More interestingly, a similar analysis of the polaritonic wave functions as the one discussed for Figure 3c shows that the energetic ordering of the transitions to intra and interlayer excitons is modified, as indicated in the panel. In particular, the lower polariton branch at transition energies lower than the interlayer exciton resonance has now a non-negligible intra-layer exciton composition. We stress that the reordering of the excitonic resonances is possible because of the different light-exciton coupling strength for the different types of excitons. From a practical point of view, the relative light-matter coupling strength for inter- and intralayer excitons can be controlled by (i) building active vdW-bilayers out of monolayers with different thicknesses and dielectric properties and (ii) choosing a different embedding material to change the dielectric environment of the cavity. For example, a higher coupling strength for the interlayer excitons can be achieved in a vdW-bilayer made of crystals with a lower thickness and lower dielectric screening, whereas a lower coupling strength can be obtained choosing an embedding material with a higher dielectric function. These calculations show the potential of cavity engineering for the optical design of functional devices where either intralayer or interlayer excitons can be excited on demand.

The MW-QED also provides a computationally inexpensive way of assessing the effect of embedding an active 2D materials in a bulk dielectric \(^{42}\) (as sketched in Figure 1). The effect of the dielectric environment is accounted for in the MW description through its bulk dielectric constant \(\kappa\), c.f. refs 42 and 49 and Supporting Information for a detailed description of the method. The effect of environmental screening is threefold: (i) extra-screening of the electron–hole Coulomb interaction, (ii) renormalization of photon dispersion \((\omega = \omega_0 / \sqrt{\kappa})\) which now propagates in dielectric medium, and (iii) renormalization of the effective vector potential amplitude of the cavity \(A_0(\kappa) = A_0/\kappa^{\frac{1}{3}}\).

In Figure 5a, we show the polariton dispersion of MoS\(_2\) for fixed coupling strength \(A_0\) and for various values of dielectric constants \(\kappa\) for the substrate material. The most striking feature is the change in the slope of the photon line due to the propagation in the cavity dielectric. This shifts the position of the polariton resonances. Furthermore, due to the change of the screened Coulomb interaction, the higher lying excitons are squeezed in energy toward the first excitonic state (c.f. Supporting Information). Figure 5c shows the dependence of the Rabi-splitting of the first three BEs \((1s, 2s, 3s\) of the A series) as a function of the dielectric constant of the encapsulating material. We compare the splitting of the calculated dispersion with the Rabi splitting of the corresponding Jaynes-Cummings model where only two levels at a time (the groundstate and one of the excitons) are taken into account. Notably, only for small dielectric constants there are deviations from Jaynes-Cummings splitting indicating that for larger effective couplings \(A_0\) the two level approximation breaks down.

**Conclusion.** The QED-BSE formalism we presented here is a first-principles approach to the properties of polaritons in optical cavities. We demonstrate how it gives rise to complex polaritons dispersions, where hybridizations of polaritons manifest in features originating from DE. We also show how polaritonic interference could result in transparency and could be possibly achieved through laser control. We illustrate how the Mott-Wannier model for bound excitons can be used to obtain the relevant dipole matrix elements that enter the QED equations and thus provide a readily applicable method to compute such polariton properties. This method can be extended to account for the dielectric screening of materials inside the cavity which gives access to a large variety of van der Waals layered systems. In particular, in the case of a type II vdWH we demonstrate the possibility of engineering cavity-matter coupling and change the relative energy ordering of intra- and interlayer excitons. The QED-BSE and QED-MW model presented here are the first ab initio methods aimed at the design, understanding, and control of the optoelectronic properties of materials embedded in quantum cavities.
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