REGULARIZED RECOVERY BY MULTI-ORDER PARTIAL HYPERGRAPH TOTAL VARIATION
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ABSTRACT
Capturing complex high-order interactions among data is an important task in many scenarios. A common way to model high-order interactions is to use hypergraphs whose topology can be mathematically represented by tensors. Existing methods use a fixed-order tensor to describe the topology of the whole hypergraph, which ignores the divergence of different-order interactions. In this work, we take this divergence into consideration, and propose a multi-order hypergraph Laplacian and the corresponding total variation. Taking this total variation as a regularization term, we can utilize the topology information contained by it to smooth the hypergraph signal. This can help distinguish different-order interactions and represent high-order interactions accurately.

Index Terms— Hypergraph, tensor, total variation

1. INTRODUCTION
Graphs are a useful tool to model pairwise interactions in structured datasets [1-3]. For an \( N \)-instance dataset, the interaction between any two instances can be modeled as the edge weight in a graph, while data can be modeled as a graph signal.

A high-order interaction is about influence or similarity among a group, which does not imply that there is a direct pairwise interaction between any two members of the group. In many scenarios, we need to deal with high-order interactions; for instance, interactions among strangers who buy the same product online. Due to the limit that graphs can only describe pairwise interactions, we need another tool to characterize complex high-order data structures appropriately.

As a generalization of graphs, hypergraphs can connect multiple vertices by an edge called hyperedge. Hypergraphs have been well applicable in signal processing to model high-order interactions [4-5].

Regularized signal recovery is a handy tool to reconstruct signals over both graphs and hypergraphs [6-8]. Since we model data based on the similarity among them, we assume that signals evolve smoothly over the topology, which means signals are similar among neighboring vertices. Therefore, the smoothness measure of signals can be utilized as a regularization term in signal recovery.

To represent the topology of hypergraphs, various tensor forms have been proposed in [9-11] which represent a hypergraph by a fixed-order tensor. Specifically, all hyperedges in an unweighted hypergraph can be represented by nonzero elements in a fixed-order tensor whose indices denote vertices in each hyperedge.

However, it is tough to choose a suitable-order tensor to represent the topology of a hypergraph containing varying-cardinality hyperedges. Existing work chooses the maximum cardinality of hyperedges denoted by \( M \) as the tensor order by adding vertices into hyperedges whose cardinalities are less than \( M \) in [10]. This will introduce higher-order nonlinear relationships to our work, which may ignore the divergence of different-order interactions, and may bring difficulty to subsequent computations especially when cardinalities vary greatly. Moreover, choosing \( M \) as the tensor order can not ensure the positive semidefiniteness of the Laplacian tensor, thus we can not propose a corresponding total variation form to measure the smoothness of the hypergraph signal.

Instead, we obtain a new hypergraph Laplacian by decomposing a general hypergraph into a set of uniform partial hypergraphs and representing each of them by a Laplacian tensor. Based on the positive semidefiniteness of even order Laplacian tensors, we propose a total variation form to measure the smoothness of hypergraph signals, and recover hypergraph signals by means of the Laplacian regularization. In this way, we may distinguish the effect of different-order interactions and obtain a quite direct mathematical form of high-order interactions.

2. MULTI-ORDER PARTIAL DECOMPOSITION OF HYPERGRAPH

2.1. Tensors of Hypergraph
A hypergraph is a pair \( \mathcal{H} = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{v_1, \ldots, v_N\} \) is a vertex set, and \( \mathcal{E} = \{e_1, \ldots, e_K\} \) is a hyperedge set. Each element of \( \mathcal{E} \) is a nonempty multi-element subset of \( \mathcal{V} \) called hyperedge. The cardinality of each hyperedge \( e_k \) is
denoted by $|e_k|$ which is the number of vertices in it.

To distinguish different-order interactions in a hypergraph, we first decompose hypergraph $\mathcal{H}$ into a partial hypergraph set $\mathcal{P}\mathcal{H} := \{\mathcal{H}(c), c \in \mathcal{C}\}$, where $\mathcal{C}$ is the hyperedge cardinality set of a hypergraph, and each partial hypergraph $\mathcal{H}(c) = (\mathcal{V}, \mathcal{E}(c))$ consists of all vertices and all $c$-cardinality hyperedges in hypergraph $\mathcal{H}$.

**Example 1.** For hypergraph $\mathcal{H}$ in Fig. 1 there are 4 hyperedges $e_1, e_2, e_3, e_4$ with cardinalities 3, 4, 2, 2 respectively. We can obtain 3 partial hypergraphs $\mathcal{H}(2)$ containing $e_3, e_4$, $\mathcal{H}(3)$ containing $e_1$ and $\mathcal{H}(4)$ containing $e_2$, and all those partial hypergraphs consist of the whole vertex set $\mathcal{V}$.

Tensors are a natural tool to describe high-order interactions mathematically due to the flexibility of the tensor order. To represent hypergraph $\mathcal{H}$, we define a new hypergraph Laplacian as a Laplacian tensor set $\mathcal{L} := \{\mathbf{L}(c), c \in \mathcal{C}\}$ whose element $\mathbf{L}(c)$ contains the topology information of the $c$-uniform partial hypergraph $\mathcal{H}(c)$. For $\forall c \in \mathcal{C}$, the adjacency tensor $\mathbf{A}(c)$ and Laplacian tensor $\mathbf{L}(c)$ of the partial hypergraph $\mathcal{H}(c)$ are formulated as follow according to [9,10].

**Definition 1** (Adjacency tensor). An $N$-vertex partial hypergraph $\mathcal{H}(c) = (\mathcal{V}, \mathcal{E}(c))$ can be represented by a $c$th-order $N$-dimension adjacency tensor defined as

$$\mathbf{A}(c) = (a_{i_1, \ldots, i_c}), 1 \leq i_1, \ldots, i_c \leq N. \quad (1)$$

For each hyperedge $e = \{v_{i_1}, v_{i_2}, \ldots, v_{i_c}\} \in \mathcal{E}(c)$, element

$$a_{i_1, \ldots, i_c} = \frac{1}{(c-1)!}, \quad (2)$$

where $i_1, \ldots, i_c$ are all permutations of $1, \ldots, c$. The other elements of $\mathbf{A}(c)$ are zero.

**Definition 2** (Laplacian tensor). The Laplacian tensor of an $N$-vertex partial hypergraph $\mathcal{H}(c) = (\mathcal{V}, \mathcal{E}(c))$ is defined as

$$\mathbf{L}(c) = \mathbf{D}(c) - \mathbf{A}(c),$$

where the degree tensor $\mathbf{D}(c)$ is a $c$th-order $N$-dimension diagonal tensor with entries $d_{i_1, \ldots, i_c} = \sum_{i_{c+1}}^N a_{i_1, \ldots, i_c}$ denoting the number of hyperedges in $\mathcal{E}(c)$ containing vertex $v_1$ and the others equal to zero.

### 2.2. Positive Semidefinite Tensor

**Proposition 1.** An even order Laplacian tensor $\mathbf{L}$ with $M$ orders and $N$ dimensions is positive semidefinite, i.e. for $\forall f \in \mathbb{R}^N$,

$$\mathbf{L}f^M := \mathbf{L} \times_1 f^T \times_2 \cdots \times_M f^T$$

$$= \sum_{i_1, i_2, \ldots, i_M=1}^{N} l_{i_1, i_2, \ldots, i_M} f_{i_1} f_{i_2} \cdots f_{i_M} \geq 0, \quad (3)$$

where $\times_a$ is the $a$-mode product [12] of the tensor $\mathbf{L}$ with the vector $f^T$.

**Proof.** According to Definition 2 as the degree of each vertex in partial hypergraph $\mathcal{H}(c)$, each diagonal entry of $\mathbf{L}(c)$ equals the sum of the absolute values of all off-diagonal entries in the corresponding slice of $\mathbf{L}(c)$ given by

$$l_{i_1, \ldots, i_c} = d_{i_1, \ldots, i_c} = \sum_{i_{c+1}}^N a_{i_1, i_2, \ldots, i_M}$$

$$= \sum_{i_2, \ldots, i_M=1}^{N} |l_{i_1, i_2, \ldots, i_M}|, \quad \forall \{i_2, \ldots, i_M\} \neq \{i, i, \ldots, i\}. \quad (4)$$

Therefore, a Laplacian tensor is diagonally dominated [13]. By Theorem 3 in [13], as a diagonally dominated real symmetric tensor, an even order Laplacian tensor is positive semidefinite.

### 3. THE LAPLACIAN REGULARIZATION ESTIMATION

#### 3.1. Problem Formulation

Consider an $N$-vertex hypergraph $\mathcal{H} = (\mathcal{V}, \mathcal{E})$ with a real-valued hypergraph signal defined on $\mathcal{V}$ which can be represented as a vector $f \in \mathbb{R}^N$. The $i$th element of the hypergraph signal $f_i$ represents the signal at the $i$th vertex in $\mathcal{V}$.

Suppose that $S$ observations and the corresponding sampled vertex set $\mathcal{S} = \{s, s = 1, \ldots, S\}$ are available. Then the observation model can be summarized as

$$y = \Psi f + \omega, \quad (5)$$

where $y = [y_1, \ldots, y_S]^T \in \mathbb{R}^S$ is the observation vector, $\Psi \in \mathbb{R}^{S \times N}$ is the sampling operator with entries $\psi_{i, s} = 1, s = 1, \ldots, S$ and the others equal to zero, and $\omega = [\omega_1, \ldots, \omega_S]^T$ is the noise vector. Given observations $y$ and $\Psi$, and the topology of hypergraph $\mathcal{H}$, our goal is to estimate signals at both observed and unobserved vertices.
The hypergraph signal estimator can be obtained by the multi-order Laplacian regularization estimation (LRE) which solves a functional minimization problem formulated as
\[
\hat{f} = \arg \min_{f \in \mathbb{R}^N} \ell(\Psi, f, y) + \lambda \text{TV}(f),
\]
where the loss function \(\ell\) measures the error between estimators and observations, the regularization term \(\text{TV}\) is used to smooth the signal estimator and avoid overfitting based on the hypergraph topology, and the nonnegative parameter \(\lambda\) determines preference between the loss and the smoothness. The detailed form of the regularization term \(\text{TV}\) will be given in subsection 3.2.

### 3.2. Multi-order Total Variation over a Hypergraph

We measure signal differences among all vertices in each hyperedge by using high-order interactions directly rather than utilizing pairwise interactions extracted from hypergraphs \([7,14,16]\). We define the initial form of the total variation as
\[
\text{TV}(f) := \sum_{c \in C} \text{TV}_c(f) = \sum_{c \in C} L_c(f)^c,
\]
where \(\text{TV}_c\) denotes the total variation of signals among all \(c\)th-order interactions. However, to ensure the nonnegative property of the smoothness measure, we need to use only even order Laplacian tensors to represent the topology of the hypergraph. We first pretreat all odd-cardinality hyperedges by adding a vertex to each of them respectively to make their cardinalities even. Instead of choosing an existing vertex from the hyperedge as in \([10]\), we add an auxiliary vertex that \(\mathcal{V}\) does not consist of to the hyperedge and define its signal as the arithmetic mean of signals at all vertices belonging to \(\mathcal{V}\) in this hyperedge.

**Example 2.** As the only odd-cardinality hyperedge in hypergraph \(\mathcal{H}\) in Example 1 \(e_1\) needs to be added a vertex \(v_{aux}\) into to make its cardinality even as shown in Fig. 2. The signal at \(v_{aux}\) is denoted by \(f(v_{aux}) = \frac{f_1 + f_2 + f_3}{3}\).

By pretreating the hypergraph, we can obtain an even cardinality set \(\mathcal{C}\), a hypergraph Laplacian \(\mathcal{L} = \{L_c, c \in \mathcal{C}\}\) containing only even order tensors, and a transformation matrix \(\mathbf{T}\) to pretreat the hypergraph and its signal.

Thus, the total variation \([7]\) can be rewritten as
\[
\text{TV}(f) = \sum_{c \in \mathcal{C}} L_c(\mathbf{T}f)^c = \sum_{c \in \mathcal{C}} L_c(\tilde{f}^c).
\]

Suppose the number of auxiliary vertices is \(t\). The new hypergraph signal \(\tilde{f} = \mathbf{T}f = [f^T, f_{aux}^T]^T \in \mathbb{R}^{N+t}\) consists of signals at both vertices in \(\mathcal{V}\) and auxiliary vertices. The transformation matrix \(\mathbf{T} = [t_1, \cdots, t_{N+t}]^T = [I_N, \mathbf{T}_{aux}]^T \in \mathbb{R}^{(N+t) \times N}\) where \(t_i^T \in \mathbb{R}^{1 \times N}\) is the \(i\)th row of \(\mathbf{T}\), and \(I_N\) is an \(N \times N\) identity matrix. For \(N + 1 \leq i \leq N + t\), suppose that auxiliary vertex \(v_i\) belongs to a \(c\)-cardinality hyperedge \(e = \{v_{i1}, v_{i2}, \cdots, v_{ic-1}\} \subseteq \mathcal{V}\). We have \((t_i)_{nc} = \frac{1}{c-1}\) for \(j = 1, \cdots, c-1\) and the remaining entries of \(t_i\) equal to 0 to make signal \(\tilde{f}\) equal to the arithmetic mean of signals at the other \(c-1\) vertices.

**Example 3.** As shown in Fig. 2 the total variation \([8]\) over hypergraph \(\mathcal{H}\) in Example 1 and Example 2 is
\[
\text{TV}(f) = \text{TV}(2)(f) + \text{TV}(4)(f) = L_{(2)}(\mathbf{T}f)^2 + L_{(4)}(\mathbf{T}f)^4,
\]
where \(f \in \mathbb{R}^7\), \(\mathbf{T} = \begin{bmatrix} \frac{1}{3} & 1 & \frac{1}{3} & 0 & 0 & \frac{1}{3} & 0 \\ \frac{1}{3} & 1 & \frac{1}{3} & 0 & 0 & \frac{1}{3} & 0 \end{bmatrix} \in \mathbb{R}^{8 \times 7}\), and \(L_{(2)}\) and \(L_{(4)}\) are 8-dimension. This form only changes the odd cardinality in a small range by adding 1 to make it even. Specifically, the polynomial form of \(\text{TV}(4)\) is
\[
\text{TV}(4) = (f_1^4 + f_2^4 + f_3^4 + \left(\frac{f_1 + f_2 + f_3}{3}\right)^4 - 4f_1f_2f_3f_4f_5) + (f_2^4 + f_3^4 + f_4^4 + f_5^4 - 4f_2f_3f_4f_5) +
\]

Another total variation form of this hypergraph based on a fixed-order Laplacian in \([10]\) is given by
\[
\mathbf{L}f^4 = f_1^4 + f_2^4 + f_3^4 + f_4^4 - \frac{2}{7}(2f_3f_6^3 + 3f_2f_5^2 + 2f_3f_6) +
\]
\[
f_4^4 + f_1^4 - \frac{2}{7}(2f_6f_7^3 + 3f_2f_5^2 + 2f_6f_7) +
\]
\[
f_3^3 + f_2^3 + f_3^3 - (f_1^3f_2f_5 + f_1^3f_2f_5 + f_1f_2f_3^3) +
\]
\[
f_4^3 + f_3^3 + f_4^3 + f_5^3 - 4f_2f_3f_4f_5.
\]

This form represents a hyperedge whose cardinality is less than the maximum cardinality of all hyperedges \(M\) by an \(M\)-th order tensor. The cardinality of the hyperedge \(e\) needs to change to \(M\) by choosing \(M - c\) vertices in all possible
ways from $e$ and adding them into $e$. If $M$ is much greater than $c$, the cardinality of the hyperedge changes too much, and the number of all choosing ways grows quite fast.

When signals at each vertex and all its neighbors are equal, the total variation (8) is zero. If there exist multiple signal amplitudes differing greatly in a hyperedge, the total variation will be large, which indicates that the hypergraph signal is not smooth. Especially for a nonnegative hypergraph signal, taking this total variation as a regularization term can smooth the hypergraph signal by strongly penalizing signals which change greatly among multiple neighboring vertices.

Using this total variation over a hypergraph can help capture high-order interactions, because we take the divergence of signal smoothness caused by different-cardinality hyperedges into consideration. Moreover, we retain the property that the auxiliary vertices only change the signal transmission within a hyperedge and have no influence on the way of signal transmission among different hyperedges.

3.3. A Gradient Descent Algorithm
We can get the estimator $\hat{f}$ by using gradient descent method to solve (6) formulated as

$$
\hat{f}_{k+1} = \hat{f}_k - \eta \frac{\partial (\ell(\Psi, f, y) + \lambda \text{TV}(f))}{\partial f} |_{f=\hat{f}_k}, (9)
$$

where parameter $\eta > 0$ is the stepsize, and the gradient of $\text{TV}(f)$ taking the form (8) can be calculated as in (17) applying the $n$-mode products (12) to the tensor $L_c$ with the vector $(Tf)^T$ among the last $c - 1$ modes given by

$$
\frac{\partial \text{TV}(f)}{\partial f} = \sum_{c \in C} cT^T \left( L_c (Tf)^{c-1} \right). (10)
$$

4. NUMERICAL RESULTS
We provide a simulation example for $\lambda = 0.001$ over the zoo dataset [18] which consists of 101 instances and 17 features for each instance.

We can generate an $N$-vertex hypergraph by choosing $N$ instances randomly from the dataset. We choose feature whether animals have feathers as the hypergraph signal by setting signal value 0.95 for true and 0.05 for false, and suppose that all observations are noiseless. The other 16 features are used to generate the hypergraph topology. If instances contain the attribute for a Boolean feature or behave the same in a multiple-value feature, we will put the corresponding vertices in a hyperedge. We then sample vertices randomly from the $N$ vertices according to the fraction of observations.

Given the hypergraph topology and observations, we can use LRE by choosing the cross entropy function as the loss $\ell$ to estimate the signal. After obtaining the estimator $\hat{f}$, we recover the signal by setting a threshold 0.5 and classifying vertices into two parts. We compare this recovery accuracy of unobserved signals with the results of LP-GSP [3,19] and LP-HGSP [5]. LP-GSP represents data structure by a graph and propagates labels over the graph based on the proximity of vertices. LP-HGSP uses fixed-order adjacency tensors to represent hypergraphs and processes signals by utilizing CP-ORTHO decomposition [20] which aims to decompose a tensor into rank-one tensors as orthogonal as possible.

We set $N = 30$ and fractions of observations from 0.4 to 0.7. By taking the average of 10000-trial results, we obtain the accuracy of unobserved signal recovery. As shown in Fig. 3 LRE outperforms LP-GSP and LP-HGSP, which indicates the total variation (8) contains more appropriate high-order interaction information than both matrix representations of graphs and fixed-order tensor representations of hypergraphs in this situation. LP-HGSP performs worse than LP-GSP probably because of the uncertainty of CP-ORTHO decomposition. So by multi-order decomposition of hypergraph, LRE can utilize topology information better in some ways.

5. CONCLUSION
In this work, we propose a hypergraph Laplacian in the form of a multi-order Laplacian tensor set and define the corresponding total variation over a hypergraph, which can help distinguish different-order interactions and capture high-order interactions in some ways. We use LRE to recover the hypergraph signal by taking the total variation as a regularization term. We also provide a numerical example to illustrate the advantages of LRE. All these facts indicate that LRE is a useful and feasible method in hypergraph signal recovery.
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