DENSITY OF RATIONAL POINTS NEAR/ON COMPACT MANIFOLDS WITH CERTAIN CURVATURE CONDITIONS

DAMARIS SCHINDLER AND SHUNTARO YAMAGISHI

Abstract. In this article we establish an asymptotic formula for the number of rational points, with bounded denominators, within a given distance to a compact submanifold $\mathcal{M}$ of $\mathbb{R}^M$ with a certain curvature condition. Our result generalises earlier work of Huang for hypersurfaces [J.-J. Huang, The density of rational points near hypersurfaces, Duke Math. J. 169 (2020), 2045–2077.], as our curvature condition reduces to Gaussian curvature being bounded away from 0 when $M - \dim \mathcal{M} = 1$. An interesting feature of our result is that the asymptotic formula holds beyond the conjectured range of the distance to $\mathcal{M}$. Furthermore, we obtain an upper bound for the number of rational points on $\mathcal{M}$ with additional power saving to the bound in the analogue of Serre’s dimension growth conjecture for compact submanifolds of $\mathbb{R}^M$ when $M - \dim \mathcal{M} > 1$.
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1. Introduction

In this article we study the density of rational points ‘close’ to smooth manifolds. Let $\mathcal{M}$ be a compact (immersed) submanifold of $\mathbb{R}^M$ and let $R = M - \dim \mathcal{M}$ be the codimension of $\mathcal{M}$. Given $Q \in \mathbb{N}$ and $\delta \geq 0$, we let

$$N(\mathcal{M}; Q, \delta) := \#\{(a, q) \in \mathbb{Z}^M \times \mathbb{N} : 1 \leq q \leq Q, \text{dist}(a/q, \mathcal{M}) \leq \delta/q\},$$
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where \(\text{dist}(\cdot, \cdot)\) denotes the \(L^\infty\)-distance on \(\mathbb{R}^M\). The study of \(\mathcal{N}(\mathcal{M}; Q, \delta)\) is an active area of research which has seen significant progress recently. It is an interesting problem in its own right, but it also relates to other areas of mathematics such as Diophantine approximation. There is also a connection to an interesting question raised by Mazur in [21, pp.331] “given a smooth curve in the plane, how near to it can a point with rational coordinates get and still miss?”

A trivial estimate for \(\mathcal{N}(\mathcal{M}; Q, \delta)\) is given by

\[ \mathcal{N}(\mathcal{M}; Q, \delta) \ll Q^{\dim \mathcal{M} + 1}, \]

while a probabilistic heuristic suggests

\[ \delta^R Q^{\dim \mathcal{M} + 1} \ll \mathcal{N}(\mathcal{M}; Q, \delta) \ll \delta^R Q^{\dim \mathcal{M} + 1}. \]

We know that this heuristic estimate does not hold in complete generality. For example, if \(\mathcal{M}\) is a rational hyperplane in \(\mathbb{R}^M\) and \(\delta \leq 1\), then we have

\[ Q^{\dim \mathcal{M} + 1} \ll \mathcal{N}(\mathcal{M}; Q, \delta) \ll Q^{\dim \mathcal{M} + 1}. \]

In one of the spectacular achievements in the field [2], Beresnevich established the following sharp lower bound

\[ \mathcal{N}(\mathcal{M}; Q, \delta) \gg \delta^R Q^{\dim \mathcal{M} + 1} \quad \text{for any} \quad \delta \gg Q^{-\frac{1}{M}}, \quad (1.1) \]

assuming \(\mathcal{M}\) is an analytic submanifold of \(\mathbb{R}^M\) which contains at least one nondegenerate (see [2] for the definition) point. In his groundbreaking work [18], Huang proposed the following conjecture.

**Conjecture 1.** [18, Conjecture 1] Let \(\mathcal{M}\) be a bounded immersed submanifold of \(\mathbb{R}^M\) with boundary. Let \(R = M - \dim \mathcal{M}\). Suppose \(\mathcal{M}\) satisfies ‘proper’ curvature conditions. Then there exists a constant \(c_{\mathcal{M}} > 0\) depending only on \(\mathcal{M}\) such that

\[ \mathcal{N}(\mathcal{M}; Q, \delta) \sim c_{\mathcal{M}} \delta^R Q^{\dim \mathcal{M} + 1} \]

when \(\delta \gg Q^{-\frac{1}{M} + \epsilon}\) for some \(\epsilon > 0\) and \(Q \to \infty\).

It is not formulated precisely in [18] what ‘proper’ curvature conditions mean in this context. In the same article Huang established Conjecture 1 for the case when \(\mathcal{M}\) is a hypersurface with Gaussian curvature bounded away from zero. Previously, the conjecture was only known to hold for planar curves [17]. For earlier results towards Conjecture 1 see for example [3], [19], [31] for the case of planar curves, and [2], [4] for the more general case. We refer the reader to [18] for a more detailed development of the field.

In light of (1.1) and Conjecture 1 it is natural to ask whether one can obtain estimates for \(\mathcal{N}(\mathcal{M}; Q, \delta)\) beyond the range \(\delta \gg Q^{-\frac{1}{M} + \epsilon}\) under certain

---

\[1\] The statement \(\mathcal{N}(\mathcal{M}; Q, \delta) \sim c_{\mathcal{M}} \delta^R Q^{\dim \mathcal{M} + 1}\) means \(\lim_{Q \to \infty} N(\mathcal{M}; Q, \delta) = 1\).
curvature conditions. Investigating this problem, along with constructing a
class of manifolds of arbitrary codimension that satisfies Conjecture is the
primary goal of this article.

We now state our main result in detail. Let \( \mathcal{M} \) be as in Conjecture 1. We
will work with \( \mathcal{M} \) locally. Thus, in view of the implicit function theorem, we
may assume without loss of generality that

\[
\mathcal{M} := \{ (x, f_1(x), \ldots, f_R(x)) \in \mathbb{R}^M : x = (x_1, \ldots, x_n) \in \overline{B_{\varepsilon_0}(x_0)} \},
\]

where \( x_0 \in \mathbb{R}^n \), \( \varepsilon_0 > 0 \) and \( f_r \in C^\ell(\mathbb{R}^n) \) (1 \( \leq r \leq R \)) for some \( \ell \geq 2 \).

In particular, \( \dim \mathcal{M} = n \). We note that for a general compact submanifold \( \mathcal{M} \subseteq \mathbb{R}^M \), estimating \( N(\mathcal{M}; Q, \delta) \) reduces to that for a finite number of subsets
of \( \mathcal{M} \) of the form (1.2).

Let \( w \in C^\infty_0(\mathbb{R}^n) \) be a non-negative weight function with \( \text{supp } w \)
contained in a sufficiently small (with respect to \( \mathcal{M} \)) open neighbourhood of \( x_0 \). For \( Q \in \mathbb{N} \) and \( 0 \leq \delta \leq \frac{1}{2} \), we define

\[
N_w(Q, \delta) = \sum_{\substack{a \in \mathbb{Z}^n \\cap \mathbb{Z}^n \\cap Q \leq Q \\ \|q f_1(a/q)\| \leq \delta \\ \|q f_r(a/q)\| \leq \delta \}} w\left( \frac{a}{q} \right),
\]

where \( \| \cdot \| \) denotes the distance to the nearest integer. Since \( \|x\| \leq 1/2 \)
(\( x \in \mathbb{R} \)), we only consider \( 0 \leq \delta \leq 1/2 \). Let

\[
N_0 := \sum_{\substack{a \in \mathbb{Z}^n \\cap \mathbb{Z}^n \\cap Q \leq Q \\text{ and } 0 \leq \delta \leq 1/2 \\text{ for } w \in C^\infty_0(\mathbb{R}^n) \\text{ with } \text{supp } w \text{ contained in a sufficiently small open neighbourhood of } x_0}} w\left( \frac{a}{q} \right).
\]

Given any \( f \in C^2(\mathbb{R}^n) \) we denote by \( H_f(x) \) the Hessian matrix of \( f \) evaluated
at \( x \in \mathbb{R}^n \), i.e. the \( n \times n \) matrix whose \((i,j)\)-th entry is \( \frac{\partial^2 f}{\partial x_i \partial x_j}(x) \) (1 \( \leq i, j \leq n \)). The following is the curvature condition we require in this article.

**Condition 1.1.** Given any \((t_1, \ldots, t_R) \in \mathbb{R}^R \setminus \{0\},
\[
\det H_{t_1 f_1 + \cdots + t_R f_R}(x_0) \neq 0.
\]

We remark that when \( R = 1 \), Condition 1.1 reduces to \( \det H_{f_1}(x_0) \neq 0 \).

With these notations we have the following result, which contains [13, Theorem 2] as a special case when \( R = 1 \).

**Theorem 1.2.** Let \( n \geq 2 \) and \( \ell > \max\{n + 1, \frac{n}{2} + 4\} \). Suppose Condition 1.1 holds and that \( \varepsilon_0 > 0 \) is sufficiently small. Then we have

\[
|\mathcal{N}_w(Q, \delta) - (2\delta)^R N_0| \ll \begin{cases} 
\delta (R - 1)(n - 2) \frac{n^2}{n + 2} \mathcal{E}_n(Q) & \text{if } \delta \geq Q - \frac{n^2}{n + 2} \frac{1}{R - 1} \\
\frac{n^2}{n + 2} \frac{1}{R - 1} \mathcal{E}_n(Q) & \text{if } \delta < Q \end{cases}
\]

if \( \delta \geq Q - \frac{n^2}{n + 2} \frac{1}{R - 1} \),
where
\[ E_n(Q) = \begin{cases} \exp(c_1 \sqrt{\log Q}) & \text{if } n = 2 \\ (\log Q)^{c_2} & \text{if } n \geq 3 \end{cases} \]
for some positive constants \( c_1 \) and \( c_2 \). Here the constants \( c_1 \) and \( c_2 \) and the implicit constants depend only on \( M \) and \( w \).

We defer making a technical remark (Remark 6.4) regarding this theorem to the end of Section 6.

By the Poisson summation formula we have that
\[ N_0 = \sigma Q^{rac{n}{2}} + O(Q^n) \]
for some positive constant \( \sigma \) depending only on \( w \) and \( n \) (see [18, (6.2)]).

Therefore, it follows immediately from Theorem 1.2 that
\[ N_w(M; Q, \delta) = \left(2\delta\right)^R \sigma Q^{n+1} + O\left(\delta^{\frac{(R-1)(n-2)}{n}} Q^n E_n(Q)\right) \]
holds when \( \delta \geq Q^{-\frac{n}{n+2(R-1)+\epsilon}} \) for any \( \epsilon > 0 \) sufficiently small. Then by approximating the characteristic function of the set \( \mathcal{B}_{\varepsilon_0}(x_0) \) by smooth weight functions as in [18, Section 7], we establish Conjecture 1 via (1.4). In fact, since
\[ Q^{\frac{n}{R}} \geq Q^{-\frac{n}{n+2(R-1)}} \]
we obtain the asymptotic formula for \( N(\mathcal{M}; Q, \delta) \) beyond the range of \( \delta \) in the conjecture.

**Corollary 1.3.** Let \( \mathcal{M} \) be as in (1.2), \( n \geq 2 \) and \( \ell > \max\{n + 1, \frac{n}{2} + 4\} \).
Suppose Condition 1.1 holds and that \( \varepsilon_0 > 0 \) is sufficiently small. Then there exists a constant \( c_{\mathcal{M}} > 0 \) depending only on \( \mathcal{M} \) such that
\[ N(\mathcal{M}; Q, \delta) \sim c_{\mathcal{M}} \delta^R Q^{\dim \mathcal{M} + 1} \]
when \( \delta \geq Q^{-\frac{n}{n+2(R-1)+\epsilon}} \) for any \( \epsilon > 0 \) sufficiently small and \( Q \to \infty \). In particular, Conjecture 1 holds in this case.

Although Condition 1.1 reduces to Gaussian curvature being bounded away from 0 when \( R = 1 \), for larger values of \( R \) it makes sense to first question whether such functions satisfying Condition 1.1 even exist. As we shall see in Section 7, we can construct functions \( f_r \) (\( 1 \leq r \leq R \)) satisfying Condition 1.1 with \( n = 2^{R-1} \) for every \( R \geq 2 \). Thus, by taking larger values of \( R \), we establish the existence of a class of manifolds where the asymptotic in Conjecture 1 holds with \( \delta \) arbitrarily close to \( Q^{-1} \).

Furthermore, work of Huang [18] played an important role in the first author’s work [29] generalising Bourgain’s result [5] on Diophantine inequalities involving quadratic ternary diagonal forms to higher degrees. Thus it is plausible that Theorem 1.2 will be found useful in similar, and other, applications as well.
If we consider the case \( \delta = 0 \), then \( \mathcal{N}_0(Q, 0) \) counts the (weighted) number of rational points on the manifold \( \mathcal{M} \) with bounded denominators. As explained in [18, pp. 2047] Conjecture 1 implies

\[
N(\mathcal{M}; Q, 0) \ll Q^{\dim \mathcal{M} + \varepsilon}
\]

for any \( \varepsilon > 0 \) sufficiently small. One may view this as an analogue of Serre’s dimension growth conjecture, which is stated below, for smooth submanifolds of \( \mathbb{R}^M \). In general, the upper bound (1.5) is sharp.

**Conjecture 2** (The dimension growth conjecture). Let \( X \subseteq \mathbb{P}^{M-1}_Q \) be an irreducible projective variety of degree at least two defined over \( \mathbb{Q} \). Let \( N_X(B) \) be the number of rational points on \( X \) of naive height bounded by \( B \). Then

\[
N_X(B) \ll B^{\dim X} (\log B)^c
\]

for some constant \( c > 0 \).

There is a large body of work regarding the dimension growth conjecture, which (a version with \( B^\varepsilon \) in place of \( (\log B)^c \)) is now a theorem due to Salberger [27]. We refer the reader to [12] for an introduction to the topic and also to other work related to this conjecture, for example [3], [7], [8], [9], [10], [11], [12], [16], [20], [25], [26], [28], [32]. In general, the upper bound in Conjecture 2 is sharp. For example, if \( X \) contains a rational linear divisor, then this subvariety already contains \( B^{\dim X} \) points of naive height bounded by \( B \). However, it is possible to obtain a better upper bound by excluding divisors of small degree and imposing stronger conditions, e.g. on the degree of the variety. For hypersurfaces of degree at least four such a result has been established by Marmon [20]. In the setting of smooth submanifolds of \( \mathbb{R}^M \), as an immediate consequence of Theorem 1.2 we obtain the following estimate breaking the \( Q^{\dim \mathcal{M}} \) barrier in (1.5).

**Corollary 1.4.** Let \( \mathcal{M} \) be as in (1.2), \( n \geq 3 \) and \( \ell > \max\{n + 1, \frac{n}{2} + 4\} \). Suppose Condition 1.1 holds and that \( \varepsilon_0 > 0 \) is sufficiently small. Then

\[
N(\mathcal{M}; Q, 0) \ll Q^{\frac{n}{n+2} (\frac{n-2}{n+2}) (\log Q)^c}
\]

for some constant \( c > 0 \).

We prove Theorem 1.2 by a combination of the method developed by Huang in [18] and fibration arguments. More precisely, Huang develops a procedure to relate the counting problem for a function to that for its Legendre transform, and this allows him to iteratively improve the upper bound where about \( \log \log Q \) iterations yield the optimal bound. In our situation we show that a similar, but more complicated, procedure can be made to work for a ‘nice’ family (this essentially means Condition 1.1 holds) of functions of the form \( f_1 + t_2 f_2 + \cdots + t_R f_R \); however, we apply this procedure twice instead of once.
as in [18], at which point we are able to reduce the problem to that for one function where we can invoke the main result of [18]. After providing some auxiliary lemmata in Section 3 we prove Theorem 1.2 in Section 4–6. In Section 7 we construct examples of real symmetric $n \times n$ matrices $A_1, \ldots, A_R$ with the property that
\[ \det(t_1A_1 + \ldots + t_RA_R) \neq 0 \] (1.6)
for all $(t_1, \ldots, t_R) \in \mathbb{R}^R \setminus \{0\}$. We can easily come up with functions $f_r \in C^\ell(\mathbb{R}^n)$ with $H_{f_r}(x_0) = A_r$ $(1 \leq r \leq R)$, which in particular satisfy Condition 1.1. For example, let
\[
 f_r(x) = \frac{1}{2} \sum_{1 \leq i,j \leq n} A_{r,i,j}x_ix_j + g_r(x) \quad (1 \leq r \leq R),
\]
where $A_{r,i,j}$ is the $(i, j)$-th entry of $A_r$ and $g_r \in C^\ell(\mathbb{R}^n)$ is any function such that $H_{g_r}(x_0) = [0]$ $(1 \leq r \leq R)$.

As pointed out to us by Mike Roth, finding $n \times n$ (not necessarily symmetric) matrices $A_1, \ldots, A_R$ satisfying (1.6) is closely related to a well-known problem in homotopy theory and in the theory of fibre bundles concerning the number of linearly independent vector fields on spheres (We refer the reader to [1] for more information on this topic.). In fact, such an $R$-tuple of symmetric matrices gives rise to a system of $(R - 1)$ linearly independent vector fields on the $(n - 1)$-sphere $S^{n-1} \subseteq \mathbb{R}^n$. In particular, it follows by work of Adams [1] that $R \leq \rho(n)$ where $\rho(n)$ is the Radon-Hurwitz function.
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2. Notation

In this article $| \cdot |$ denotes the $L^\infty$-norm, i.e. $|z| = \max_{1 \leq i \leq n} |z_i|$ where $z = (z_1, \ldots, z_n) \in \mathbb{R}^n$. Given an open set $\mathcal{D} \subseteq \mathbb{R}^n$ we denote by $C^\ell(\mathcal{D})$ the set of $\ell$-times continuously differentiable functions defined on $\mathcal{D}$, $C^\infty(\mathcal{D})$ the set of smooth functions defined on $\mathcal{D}$, and $C^\infty_0(\mathcal{D})$ the set of smooth functions defined on $\mathcal{D}$ with compact support (i.e. given $g \in C^\infty_0(\mathcal{D})$ the closure of its support $\text{supp } g = \{x \in \mathcal{D} : g(x) \neq 0\}$ is compact). Given any $f \in C^1(\mathbb{R}^n)$ we let $\nabla f = (\partial f/\partial x_1, \ldots, \partial f/\partial x_n)$. Given $\varepsilon > 0$ and $x_0 = (x_{0,1}, \ldots, x_{0,n}) \in \mathbb{R}^n$ we let
\[
 B_\varepsilon(x_0) = (x_{0,1} - \varepsilon, x_{0,1} + \varepsilon) \times \cdots \times (x_{0,n} - \varepsilon, x_{0,n} + \varepsilon).
\]
Given $\mathcal{X} \subseteq \mathbb{R}^n$ we denote the boundary of $\mathcal{X}$ by $\partial \mathcal{X} = \overline{\mathcal{X}} \setminus \mathcal{X}^\circ$, where $\overline{\mathcal{X}}$ is the closure of $\mathcal{X}$ and $\mathcal{X}^\circ$ is the interior of $\mathcal{X}$. For any $z \in \mathbb{R}$ we let $e(z) = e^{2\pi iz}$. By the notation $f(x) \ll g(x)$ or $f(x) = O(g(x))$ we mean that there exists a constant $C > 0$ such that $|f(x)| < Cg(x)$ for all $x$ in consideration.

3. Preliminaries

In this section we collect few facts about Legendre transform and oscillatory integrals, and some compactness results that we use later.

Given $F \in C^\ell(\mathbb{R}^n)$ let $U \subseteq \mathbb{R}^n$ be an open set such that $\nabla F$ is invertible on $U$. We define the Legendre transform $F^* : \nabla F(U) \to \mathbb{R}$ of $F$ by

$$F^*(y) = y \cdot (\nabla F)^{-1}(y) - (F \circ (\nabla F)^{-1})(y).$$

It can be verified that $F^*$ is $\ell$-times continuously differentiable, $F^{**} = F$ and $\nabla F^* = (\nabla F)^{-1}$. Also when $y = \nabla F(x)$ we have

$$F^*(y) = x \cdot y - F(x) \quad (3.1)$$

and

$$H_{F^*}(y) = H_F(x)^{-1}. \quad (3.2)$$

For the following results we refer the reader to see for example [15, Theorem 7.7.1 and Theorem 7.7.5].

Lemma 3.1. (Non-stationary phase) Let $\ell \in \mathbb{N}$ and $U_+ \subseteq \mathbb{R}^d$ a bounded open set. Let $\omega \in C^{\ell-1}_0(\mathbb{R}^d)$ with $\text{supp} \omega \subseteq U_+$ and $\varphi \in C^\ell(U_+)$ with $\nabla \varphi(x) \neq 0$ for all $x \in \text{supp} \omega$. Then for any $\lambda > 0$

$$\left| \int_{\mathbb{R}^d} \omega(x)e(\lambda \varphi(x))dx \right| \leq c_\ell \lambda^{-\ell+1}.$$  

Furthermore, $c_\ell$ depends only on $\ell$, $d$, upper bounds for (the absolute values of) finitely many derivatives\footnote{This includes the zeroth partial derivative, i.e. the function itself, as well.} of $\omega$ and $\varphi$ on $U_+$, and a lower bound for $|\nabla \varphi|$ on $\text{supp} \omega$.

Recall given a symmetric matrix we define its signature to be the number of positive eigenvalues minus the number of negative eigenvalues.

Lemma 3.2. (Stationary phase) Let $\ell > \frac{d}{2} + 4$ and $\mathcal{D}, \mathcal{D}_+ \subseteq \mathbb{R}^d$ bounded open sets such that $\mathcal{D} \subseteq \mathcal{D}_+$. Let $\omega \in C^{\ell-1}_0(\mathbb{R}^d)$ with $\text{supp} \omega \subseteq \mathcal{D}$ and $\varphi \in C^\ell(\mathcal{D}_+)$. Suppose $\nabla \varphi(v_0) = 0$ and $\det H_{\varphi}(v_0) \neq 0$ for some $v_0 \in \mathcal{D}$. Let $\sigma$ be the
signature of $H_\varphi(v_0)$ and $\Delta = |\det H_\varphi(v_0)|$. Suppose further that $\nabla \varphi(x) \neq 0$ for all $x \in \mathcal{D} \setminus \{v_0\}$. Then
\[
\int_{\mathbb{R}^d} \omega(x)e(\lambda \varphi(x))dx = e\left(\lambda \varphi(v_0) + \frac{\sigma}{8}\right) \Delta^{-\frac{1}{2}}\lambda^{-\frac{d}{2}}(u(v_0) + O(\lambda^{-1}))
\]
where the implicit constant depends only on $\ell$, $d$, upper bounds for (the absolute values of) finitely many derivatives of $\omega$ and $\varphi$ on $\mathcal{D}_+$, an upper bound for $|x - v_0|/|\nabla \varphi(x)|$ on $\mathcal{D}_+$, and a lower bound for $\Delta$.

We remark that this is a simplified version of [15, Theorem 7.7.5]. The assumption on $\ell$ in Lemma 3.2 can be deduced from [15, pp. 222, Remark].

3.1. Compactness results. Let $m \in \mathbb{Z}_{\geq 0}$ and $\mathcal{F} = \mathcal{F}_1 \times \mathcal{F}_2 \subseteq \mathbb{R}^{n+m}$, where $\mathcal{F}_1 \subseteq \mathbb{R}^n$ and $\mathcal{F}_2 \subseteq \mathbb{R}^m$ are bounded connected open sets. Let $G \in C^\ell(\mathcal{F})$ for some $\ell \geq 2$. For a fixed vector $t \in \mathcal{F}_2$ we write $G_t : \mathcal{F}_1 \to \mathbb{R}$ for the function $x \mapsto G(x, t)$.

Let $x_0 \in \mathcal{F}_1$ be a fixed point.

**Assumption 3.3.** We have $\det H_{G_t}(x_0) \neq 0$ for every $t \in \mathcal{F}_2$.

**Lemma 3.4.** Let $G \in C^\ell(\mathcal{F})$, $\ell \geq 2$, and assume that $G$ satisfies Assumption 3.3. Let $\mathcal{F}_2$ be a compact set contained in $\mathcal{F}_2$. Then there exist a real number $\tau > 0$ and constants $c_{\mathcal{F}_2,1}, c_{\mathcal{F}_2,2} > 0$ such that
\[
c_{\mathcal{F}_2,1} \leq |\det H_{G_t}(x)| \leq c_{\mathcal{F}_2,2}
\]
for all $x \in B_\tau(x_0)$ and $t \in \mathcal{F}_2$. Moreover, the map $x \mapsto \nabla G_t(x)$ is a $C^{\ell-1}$-diffeomorphism on $B_\tau(x_0)$ for all $t \in \mathcal{F}_2$.

**Proof.** We define a function $\psi : \mathbb{R}^{n+m} \to \mathbb{R}^{n+m}$ by
\[
\psi(x, t) = (\nabla G_t(x), t) = \left(\frac{\partial G_t}{\partial x_1}(x), \ldots, \frac{\partial G_t}{\partial x_n}(x), t\right).
\]
Clearly the determinant of the Jacobian matrix of $\psi$ at $(x, t)$ is $\det H_{G_t}(x)$. Let $t \in \mathcal{F}_2$. Then by the inverse function theorem we can find $\varepsilon_t > 0$ such that $|\det H_{G_t}(x)| > 0 \ ((x, t) \in B_{\varepsilon_t}(x_0) \times B_{\varepsilon_t}(t))$ and $\psi$ is a $C^{\ell-1}$-diffeomorphism on $B_{\varepsilon_t}(x_0) \times B_{\varepsilon_t}(t)$. Since $\mathcal{F}_2$ is compact we can find points $t_1, \ldots, t_v \in \mathcal{F}_2$ such that
\[
\mathcal{F}_2 \subseteq \bigcup_{1 \leq i \leq v} B_{\varepsilon_{t_i}}(t_i).
\]
Let
\[
0 < \tau < \min_{1 \leq i \leq v} \varepsilon_{t_i}/2.
\]
It is easy to see that the first part of the lemma follows with this choice of $\tau$. Given any $t \in \mathcal{F}_2$ there exists $1 \leq i \leq v$ such that $t \in B_{\varepsilon_{t_i}}(t_i)$ and $\psi$ is
a $C^{\ell-1}$-diffeomorphism on $B_{\epsilon t_i}(x_0) \times B_{\epsilon t_i}(t_i)$. It follows by the shape of the map $\psi$ that $\psi(\cdot, t)$ is a $C^{\ell-1}$-diffeomorphism on $\overline{B_t(x_0)}$.

**Lemma 3.5.** Let $G \in C^\ell(G)$, $\ell \geq 2$, and assume that $G$ satisfies Assumption 3.3. Let $\mathcal{F}_2$ and $\tau$ be as in Lemma 3.4. Then for any $0 < \kappa < \tau$ sufficiently small, there exists $\rho > 0$ such that

$$\text{dist}(\partial (\nabla G_t(B_\tau(x_0))), \partial (\nabla G_t(B_\kappa(x_0)))) \geq 2\rho$$

for all $t \in \mathcal{F}_2$.

**Proof.** Let $t \in \mathcal{F}_2$ and $0 < \varepsilon < \tau$. Since $\nabla G_t$ is a diffeomorphism on $B_\tau(x_0)$, we have $\partial(\nabla G_t(B_\tau(x_0))) = \nabla G_t(\partial B_\tau(x_0))$ and $\partial(\nabla G_t(B_2(x_0))) = \nabla G_t(\partial B_2(x_0))$ for any $z \in [0, \varepsilon)$. Let

$$L(z) = \min_{t \in \mathcal{F}_2} \text{dist}(\nabla G_t(\partial B_\tau(x_0)), \nabla G_t(\partial B_2(x_0))),$$

where $\partial B_\rho(x_0) = \{x_0\}$.

First we justify that $L : [0, \varepsilon) \rightarrow [0, \infty)$ is a well-defined function. For each fixed $z \in (0, \varepsilon)$ we have that

$$\text{dist}(\nabla G_t(\partial B_\tau(x_0)), \nabla G_t(\partial B_2(x_0))) = \min_{x \in \partial B_\tau(x_0)} |\nabla G_t(x) - \nabla G_t(x')|$$

is a continuous function in $t$, because $|\nabla G_t(x) - \nabla G_t(x')|$ is a continuous function in $(x, x', t)$ and $\partial B_\tau(x_0) \times \partial B_2(x_0)$ is compact. Therefore, since $\mathcal{F}_2$ is compact it follows that $\min_{t \in \mathcal{F}_2}$ exists in the definition of $L(z)$.

It is clear that $L(0) > 0$. If there exists $z \in (0, \varepsilon)$ such that $L(z) > 0$ then we are done. Thus let us suppose otherwise, i.e. $L(z) = 0$ for all $z \in (0, \varepsilon)$. Then there exist $t \in \mathcal{F}_2$ and $z \in (0, \varepsilon)$ such that

$$\nabla G_t(\partial B_\tau(x_0)) \cap \nabla G_t(\partial B_2(x_0)) = \emptyset,$$

but this is not possible because $\overline{B_2(x_0)} \subseteq B_\tau(x_0)$ and $\nabla G_t$ is a diffeomorphism on $\overline{B_\tau(x_0)}$. \hfill \square

4. Setting up the proof of Theorem 1.2

Given $0 < \delta < 1/2$ we let

$$\chi_\delta(\theta) = \begin{cases} 1 & \text{if } \|\theta\| \leq \delta \\ 0 & \text{otherwise.} \end{cases} \quad (4.1)$$

We consider the Selberg magic functions (see 22) for the interval $[-\delta, \delta] \subseteq \mathbb{R}/\mathbb{Z}$ and denote them by

$$S_j^\pm(x) = \sum_{|j| \leq J} \hat{S}_j^\pm(j)e(jx),$$
where \( J \in \mathbb{N} \) is a parameter to be chosen in due course. They have the properties that
\[
S_J^-(\theta) \leq \chi_\delta(\theta) \leq S_J^+(\theta) \quad (\theta \in \mathbb{R}/\mathbb{Z}) \quad \text{and} \quad \hat{S}_J^+(0) = 2\delta + \frac{1}{J+1},
\]
and obey the bound
\[
|\hat{S}_J^+(j)| \leq b_j := \frac{1}{J+1} + \min\left(2\delta, \frac{1}{\pi |j|}\right)
\]
for all \( 0 \leq |j| \leq J \).

We rewrite our counting function \( N_w(Q, \delta) \) as
\[
N_w(Q, \delta) = \sum_{a \in \mathbb{Z}^n \atop q \leq Q} w\left(\frac{a}{q}\right) \prod_{r=1}^R \chi_\delta\left(qf_r\left(\frac{a}{q}\right)\right).
\]
By using the Selberg magic functions as an upper bound for each of the characteristic functions, we obtain
\[
\begin{align*}
N_w(Q, \delta) &= \sum_{a \in \mathbb{Z}^n \atop q \leq Q} w\left(\frac{a}{q}\right) \prod_{r=1}^R \chi_\delta\left(qf_r\left(\frac{a}{q}\right)\right) \\
&\leq \sum_{a \in \mathbb{Z}^n \atop q \leq Q} w\left(\frac{a}{q}\right) \prod_{r=1}^R S_J^+(\chi_\delta\left(qf_r\left(\frac{a}{q}\right)\right)) \\
&= \sum_{a \in \mathbb{Z}^n \atop q \leq Q} w\left(\frac{a}{q}\right) \prod_{r=1}^R \left(\sum_{j_r=-J}^J \hat{S}_J^+(j_r)e\left(\sum_{r=1}^R j_rqf_r\left(\frac{a}{q}\right)\right)\right) \\
&= \sum_{a \in \mathbb{Z}^n \atop q \leq Q} w\left(\frac{a}{q}\right) \sum_{0 \leq |j_1| \leq J} \prod_{r=1}^R \hat{S}_J^+(j_r) e\left(\sum_{r=1}^R j_rqf_r\left(\frac{a}{q}\right)\right) \\
&\quad \vdots \\
&= \sum_{0 \leq |j_1| \leq J} \prod_{r=1}^R \hat{S}_J^+(j_r) \sum_{a \in \mathbb{Z}^n \atop q \leq Q} w\left(\frac{a}{q}\right) e\left(\sum_{r=1}^R j_rqf_r\left(\frac{a}{q}\right)\right).
\end{align*}
\]
The contribution from the terms with \( j_1 = \cdots = j_R = 0 \) is
\[
\left(2\delta + \frac{1}{J+1}\right)^R N_0 = (2\delta)^R N_0 + O\left(\delta^{R-1} \frac{1}{J} Q^{n+1} + \frac{1}{J^R Q^{n+1}}\right),
\]
where the implicit constant may depend on $R$ and an upper bound for the diameter of $\text{supp} \, w$. We can obtain a lower bound for $N_w(Q, \delta)$ in a similar manner. Therefore, we obtain

$$|N_w(Q, \delta) - (2\delta)^R N_0| \ll \delta^{R-1} \frac{1}{J} Q^{n+1} + \frac{1}{J^R} Q^{n+1}$$  \hspace{1cm} (4.4)$$

$$+ \sum_{0 \leq |j| \leq J} \left| \prod_{r=1}^R b_{j_r} \right| \left| \sum_{\mathbf{a} \in \mathbb{Z}^n} w \left( \frac{\mathbf{a}}{q} \right) e \left( \sum_{r=1}^R j_r q f_r \left( \frac{\mathbf{a}}{q} \right) \right) \right|.$$  \hspace{1cm} (4.4)

By the $n$-dimensional Poisson summation formula we obtain

$$\sum_{\mathbf{a} \in \mathbb{Z}^n} w \left( \frac{\mathbf{a}}{q} \right) e \left( \sum_{r=1}^R j_r q f_r \left( \frac{\mathbf{a}}{q} \right) \right) = \sum_{k \in \mathbb{Z}^n} \int_{\mathbb{R}^n} w \left( \frac{z}{q} \right) e \left( \sum_{r=1}^R j_r q f_r \left( \frac{z}{q} \right) - k \cdot z \right) dz$$

$$= q^n \sum_{k \in \mathbb{Z}^n} I(q; j; k),$$

where

$$I(q; j; k) = \int_{\mathbb{R}^n} w(x) e \left( \sum_{r=1}^R q j_r f_r(x) - q k \cdot x \right) dx.$$  \hspace{1cm} (4.5)

Therefore, in order to bound the last term in (4.4) it suffices to obtain an upper bound for

$$N^{(r; \epsilon)}(Q, \delta) = \sum_{\substack{1 \leq j_r \leq J \\ \mathbf{0} \leq \mathbf{j} \leq \mathbf{j}_r \\ (s \neq r)}} \left| \prod_{r=1}^R b_{j_r} \right| \left| \sum_{q \leq Q} q^n \sum_{k \in \mathbb{Z}^n} I(q; \epsilon_1 j_1, \ldots, \epsilon_R j_R; k) \right|$$  \hspace{1cm} (4.6)

for each $1 \leq r \leq R$ and $\mathbf{\epsilon} \in \{-1, 1\}^R$. Since the arguments are identical after relabeling, we only present the details for bounding $N^{(1; (1, \ldots, 1))}(Q, \delta)$ in this article; this is achieved in Section 5. We note that the same upper bound obtained for $N^{(1; (1, \ldots, 1))}(Q, \delta)$ holds for $N^{(r; \epsilon)}(Q, \delta) (1 \leq r \leq R, \mathbf{\epsilon} \in \{-1, 1\}^R)$ as well.
5. **Proof of Theorem 1.2**

In this section we obtain an upper bound for $N^{(1; (1, \ldots, 1))} (Q, \delta)$. Let us write

$$I(q; j; k) = \int_{\mathbb{R}^n} w(x) e \left( q j_1 \left( F_j(x) - \frac{k \cdot x}{j_1} \right) \right) dx,$$

where $j_1 \neq 0$ and

$$F_j = f_1 + \frac{j_2}{j_1} f_2 + \cdots + \frac{j_R}{j_1} f_R.$$

Let $t = (t_2, \ldots, t_R)$ and

$$G(x, t) = f_1(x) + \sum_{r=2}^R t_r f_r(x).$$

We apply Lemma 3.4 and 3.5 to the function $G(x, t)$ and the compact set $[0, 1]^{R-1}$. We deduce that there are constants $\tau(1; (1, \ldots, 1)) > 0$ and $c_1, c_2 > 0$ such that

$$c_1 \leq | \det \left( H_{f_1 + \sum_{r=2}^R t_r f_r} \right) | \leq c_2$$

for all $x \in B_{2\tau(1, (1, \ldots, 1))}(x_0)$ and $t \in [0, 1]^{R-1}$. Moreover, the map

$$x \mapsto \nabla \left( f_1 + \sum_{r=2}^R t_r f_r \right)(x)$$

is a $C^{\ell-1}$-diffeomorphism on $B_{2\tau(1, (1, \ldots, 1))}(x_0)$ for all $t \in [0, 1]^{R-1}$. Let us define $\tau(r, \epsilon)$ analogously for each case $(r; \epsilon) \ (1 \leq r \leq R, \epsilon \in \{\pm 1\}^R)$ and let

$$0 < \tau \leq \min_{1 \leq r \leq R, \epsilon \in \{\pm 1\}^R} \tau(r, \epsilon).$$

We let $\tau$ be sufficiently small such that Lemma 5.2 is applicable, and choose $\epsilon_0 > 0$ in the statement of Theorem 1.2 to be smaller than $2\tau$. By Lemma 3.5 it follows that there exist constants $0 < \kappa < \tau$ and $\rho > 0$ such that

$$\text{dist} \left( \partial \left( \nabla (f_1 + \sum_{r=2}^R t_r f_r)(B_\tau(x_0)) \right), \partial \left( \nabla (f_1 + \sum_{r=2}^R t_r f_r)(B_\kappa(x_0)) \right) \right) \geq 2\rho$$

for all $t \in [0, 1]^{R-1}$.

Let $D = B_\tau(x_0)$ and let $w \in C_0^\infty(\mathbb{R}^n)$ be a non-negative weight function such that

$$U := \text{supp } w = \{ x \in \mathbb{R}^n : w(x) \neq 0 \} \subseteq B_\kappa(x_0).$$

We define

$$V_j = \nabla F_j(U) \quad \text{and} \quad R_j = \nabla F_j(D).$$
Since \(0 \leq j_r / j_1 \leq 1\) \((2 \leq r \leq R)\), we know that \(\nabla F_j\) is a diffeomorphism on \(U\) and \(\mathcal{D}\). Let \(L \in \mathbb{N}\) be such that

\[
V_j \subseteq [-L, L]^n
\]

for all \(1 \leq j_1 \leq J\), \(0 \leq j_2, \ldots, j_R \leq j_1\). Note that we can choose \(L\) independently of \(J\).

We split the set of \(k \in \mathbb{Z}^n\) into three disjoint subsets. Let

\[
\mathcal{K}_{j;1} = \{ k \in \mathbb{Z}^n : \frac{k}{j_1} \in V_j \},
\]

\[
\mathcal{K}_{j;2} = \{ k \in \mathbb{Z}^n : \text{dist} \left( \frac{k}{j_1}, V_j \right) \geq \rho \}
\]

and

\[
\mathcal{K}_{j;3} = \mathbb{Z}^n \setminus (\mathcal{K}_{j;1} \cup \mathcal{K}_{j;2}).
\]

For each \(1 \leq i \leq 3\), we let

\[
N_i = \sum_{\substack{1 \leq j_1 \leq J \\text{ and} \\ 0 \leq j_2, \ldots, j_R \leq j_1}} \left( \prod_{r=1}^{R} b_j \right) \left| \sum_{q \leq Q} q^n \sum_{k \in \mathcal{K}_{j;i}} I(q; j; k) \right|
\]

so that

\[
N^{(1; (1, \ldots, 1))}(Q, \delta) \ll N_1 + N_2 + N_3.
\]

We now bound each \(N_i\) separately.

5.1. Case \(k \in \mathcal{K}_{j;2}\). In this case we let

\[
\varphi_1(x) = \frac{j_1 f_1(x) + \cdots + j_R f_R(x) - k \cdot x}{\text{dist}(k, j_1 V_j)},
\]

where \(k \cdot x = k_1 x_1 + \cdots + k_n x_n\), and

\[
\lambda_1 = q \cdot \text{dist}(k, j_1 V_j).
\]

Then it follows from the definition of \(V_j\) that

\[
|\nabla \varphi_1(x)| = \left| \frac{j_1 \nabla f_1(x) + \cdots + j_R \nabla f_R(x) - k}{\text{dist}(k, j_1 V_j)} \right| \geq 1 \quad (x \in U).
\]

Let \(U_+ \subseteq \mathbb{R}^n\) be an open set such that \(\overline{U} \subseteq U_+ \subseteq B_r(x_0)\),

\[
V_{j+} = \nabla F_j(U_+) \subseteq [-2L, 2L]^n \quad (1 \leq j_1 \leq J, 0 \leq j_2, \ldots, j_R \leq j_1),
\]

\[
\min_{y \in \overline{U}} |x - y| < \frac{\text{dist}(\partial \mathcal{D}, \partial U)}{4} \quad (x \in U_+),
\]
and
\[
\min_{y \in U} \max_{t \in [0, 1]^{R-1}} \left| \nabla (f_1 + \sum_{r=2}^{R} t_r f_r)(x) - \nabla (f_1 + \sum_{r=2}^{R} t_r f_r)(y) \right| < \frac{\rho}{2} \quad (x \in U_+).
\]
Thus we obtain
\[
|\nabla \varphi_1(x)| \geq \frac{1}{2} \quad (x \in U_+).
\]

Next we need upper bounds for the derivatives of \(\varphi_1\).

**Lemma 5.1.** Given \(i_1, \ldots, i_n \in \mathbb{Z}_{\geq 0}\) with \(\sum_{m=1}^{n} i_m \leq \ell\) we have
\[
\left| \frac{\partial^{n_1 + \cdots + n_i} \varphi_1}{\partial x_{i_1}^{n_1} \cdots \partial x_{i_n}^{n_i}}(x) \right| \ll 1 \quad (x \in U_+),
\]
where the implicit constant depends only on \((i_1, \ldots, i_n), \rho\) and upper bounds for (the absolute values of) finitely many derivatives of \(f_r (1 \leq r \leq R)\) on \(U_+\).
In particular, it is independent of \(j\) and \(k\).

**Proof.** First we show that \(|\varphi_1(x)|\) is bounded independently of the choice of \(j\) and \(k\). To see this we let \(C > 0\) be such that
\[
\frac{1}{C} \max_{x \in U} |\nabla (f_1 + t_2 f_2 + \cdots + t_R f_R)(x)| < \frac{1}{2}.
\]
Suppose \(|k| \geq Cj_1\). Then we have
\[
\left| \frac{k}{|k|} - \frac{j_1 y}{|k|} \right| = 1 - \left| \frac{j_1 y}{|k|} \right| > \frac{1}{2} \quad (y \in V_j),
\]
and hence,
\[
\text{dist} \left( \frac{k}{|k|}, \frac{j_1 V_j}{|k|} \right) \geq \frac{1}{2}.
\]
Therefore, it follows that
\[
|\varphi_1(x)| = \left| \frac{j_1 f_1(x) + \cdots + j_R f_R(x) - \frac{k x}{|k|}}{\text{dist}(\frac{k}{|k|}, \frac{j_1 V_j}{|k|})} \right| \ll 1 \quad (x \in U_+),
\]
where the implicit constant is independent of \(j\) (since \(j_1 \geq 1\) and \(0 \leq j_2, \ldots, j_R \leq j_1\)) and \(k\). On the other hand, suppose \(|k| < Cj_1\). Then by the definition of \(\mathcal{H}_{j_1}^2\) we have
\[
|\varphi_1(x)| \leq \left| \frac{f_1(x) + \frac{j_2}{j_1} f_2(x) + \cdots + \frac{j_R}{j_1} f_R(x) - \frac{k x}{j_1}}{\rho} \right| \ll 1 \quad (x \in U_+),
\]
where the implicit constant is independent of \(j\) and \(k\). For the first partial derivatives, we can obtain the same conclusion by a similar argument. For
higher partial derivatives, the term \( k \cdot x \) of \( \varphi_1(x) \) vanishes and the desired conclusion can be deduced easily.

Therefore, it follows from Lemma 3.1 (with \( \varphi_1 \) and \( \lambda_1 \)) that

\[
I(q; j; k) \ll \lambda_1^{-\ell+1} = (q \cdot \text{dist}(k, j_1 V_j))^{-\ell+1},
\]

where the implicit constant is independent of \( j \) and \( k \). As a result, since \( \ell - 1 - n \geq 1 \) we obtain

\[
\sum_{k \in K_{j_1}^j} I(q; j; k) \ll q^{-\ell+1} \sum_{k \in K_{j_1}^j} \text{dist}(k, j_1 V_j)^{-\ell+1}
\]

\[
\ll q^{-\ell+1} \sum_{d=0}^{\infty} \sum_{k \in \mathbb{Z}^n \atop 2^d_{j_1 \rho} \leq \text{dist}(k, j_1 V_j) < 2^{d+1}_{j_1 \rho}} \frac{1}{(2^d_{j_1 \rho})^{\ell-1}}
\]

\[
\ll q^{-\ell+1} \sum_{d=0}^{\infty} \frac{(L_{j_1} + 2^{d+1}_{j_1 \rho})^{n}}{(2^d_{j_1 \rho})^{\ell-1}}
\]

\[
\ll q^{-\ell+1}.
\]

Here the implicit constants depend only on \( L, \rho, n, \ell \) and upper bounds for (the absolute values of) finitely many derivatives of \( w \) and \( f_r \) (\( 1 \leq r \leq R \)) on \( U_+ \), but it does not depend on \( j_1 \). Therefore, it follows that

\[
N_2 \ll \sum_{0 \leq j_2, \ldots, j_R \leq j_1} \left( \prod_{r=1}^{R} \left( \frac{1}{j} + \min \left( \frac{\delta}{j_r}, 1 \right) \right) \right) \sum_{q \leq Q} q^{n-\ell+1} \quad (5.8)
\]

\[
\ll \log Q \left( \sum_{0 \leq j \leq J} \left( \frac{1}{j} + \min \left( \frac{\delta}{j}, 1 \right) \right) \right)^R
\]

\[
\ll \log Q (1 + \log J)^R.
\]

5.2. Case \( k \in K_{j_1^j}^j \). Let \( \lambda = q j_1 \) and

\[
\varphi(x) = F_j(x) - \frac{k}{j_1} \cdot x.
\]

Since \( \nabla F_j \) is a diffeomorphism on \( \mathcal{D} \), it follows that for each fixed \( j \) we have that each \( k \in j_1 \mathcal{R}_j \) determines a unique critical point \( x_{j_1; k} \) of \( \varphi \), i.e.

\[
0 = \nabla \varphi(x_{j_1; k}) = \nabla F_j(x_{j_1; k}) - \frac{k}{j_1}.
\]

Then by (3.1) we have

\[
\varphi(x_{j_1; k}) = F_j(x_{j_1; k}) - \frac{k}{j_1} \cdot x_{j_1; k} = -F_j^* \left( \frac{k}{j_1} \right),
\]

\[
(5.9)
\]
which we will make use of in the next section. It also follows from the definition of $\mathcal{R}_j$ that

$$x_{j,k} = (\nabla F_j)^{-1}(k/j_1) \in \mathcal{D}.$$ 

Let $\mathcal{D}_+$ be an open set such that $\overline{\mathcal{D}} \subseteq \mathcal{D}_+ \subseteq B_{3\tau/2}(x_0)$. Recall we have set $\tau > 0$ to be sufficiently small.

**Lemma 5.2.** We have

$$\left| \frac{x - x_{j,k}}{|\nabla \varphi(x)|} \right| \ll 1 \quad (x, x \neq x_{j,k}),$$

where the implicit constant is independent of $j$ and $k$.

**Proof.** Since

$$\left| \frac{x - x_{j,k}}{|\nabla \varphi(x)|} \right| = \left| \frac{x - (\nabla F_j)^{-1}(k/j_1)}{|\nabla F_j(x) - \frac{k}{j_1}|} \right|$$

and $k/j_1 \in \mathcal{R}_j$, it suffices to prove

$$1 \ll \left| \frac{x - y}{|\nabla F_j(x) - \nabla F_j(y)|} \right| \ll 1 \quad (x, y, x \neq y), \quad (5.10)$$

where the implicit constant is independent of $j$; the lower bound is not necessary here, but it will be needed in Section 6. By Taylor’s theorem we have

$$\nabla F_j(x) - \nabla F_j(y) = H_{F_j}(y) \cdot (x - y) + O(|x - y|^2), \quad (5.11)$$

where the implicit constant is independent of $j$. Recall that given an invertible real symmetric $n \times n$ matrix $A$ we have

$$\lambda_{\min} |z| \ll |A \cdot z| \quad (z \in \mathbb{R}^n),$$

where $\lambda_{\min}$ is the minimum of the absolute values of the eigenvalues of $A$. Thus from (5.11), (5.1) and the fact that the eigenvalues of a matrix are continuous in the coefficients of the matrix, it follows that there exist constants $C_1, \lambda_1 > 0$, which are independent of $j$, such that

$$|x - y| \leq C_1 |\nabla F_j(x) - \nabla F_j(y)| \quad (5.12)$$

for all $|x - y| \leq \lambda_1$. The lower bound in (5.10) follows directly from (5.11). \qed

Since $\nabla F_j(x_{j,k}) = k/j_1 \not\in V_j$ we have $x_{j,k} \not\in U = \text{supp} w$, i.e. $w(x_{j,k}) = 0$. The cardinality of $\mathcal{K}_{j,3}$ can be bounded as follows

$$\# \mathcal{K}_{j,3} \leq \sum_{k \in \mathbb{Z}^n \atop \text{dist}(k/j_1, V_j) < \rho} 1 \leq \sum_{k \in \mathbb{Z}^n \atop k/j_1 \in [-L - \rho, L + \rho]^n} 1 \ll L \cdot j_1^n. \quad (5.13)$$

Given $i_1, \ldots, i_n \in \mathbb{Z}_{\geq 0}$ with $\sum_{m=1}^n i_m \leq \ell$ we have

$$\left| \frac{\partial^{i_1 + \cdots + i_n} \varphi}{\partial x_1^{i_1} \cdots \partial x_n^{i_n}} (x) \right| \ll 1 \quad (x \in \mathcal{D}_+), \quad (5.14)$$
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where the implicit constant depends only on \((i_1, \ldots, i_n), \rho\) and upper bounds for (the absolute values of) finitely many derivatives of \(f_r (1 \leq r \leq R)\) on \(D_+\).

In particular, it is independent of \(j\) and \(k\). We also have \(H_{\varphi} = H_{F_j}\). Therefore, it follows from Lemma 3.2, (5.1) and (5.13) that

\[
\sum_{k \in X_{j,3}} I(q; j; k) \ll j_1^n \lambda^{- \frac{n}{2} - 1} = q^{- \frac{n}{2} - 1} j_1^{\frac{n}{2} - 1}.
\]

(5.15)

Note that here we used \(\ell > \frac{n}{2} + 4\). Consequently, by a similar calculation as in (5.8) we obtain

\[
N_3 \ll J^{\frac{n}{2} - 1} Q^n (1 + \log J)^R.
\]

(5.16)

5.3. Case \(k \in X_{j,1}\). Let \(\varphi\) and \(\lambda\) be as in Section 5.2. In particular, we have (5.9) and Lemma 5.2. It can be verified that \(\varphi\) and its partial derivatives satisfy (5.14). The signature of \(H_{\varphi}(x_{j,k}) = H_{F_j}(x_{j,k})\) is constant for all choices of \(j\) and \(k\) in consideration; this follows from (5.1) and the fact that the eigenvalues of a matrix are continuous in the coefficients of the matrix. Let us denote by \(\sigma\) the signature of \(H_{\varphi}(x_{j,k})\). Then it follows from Lemma 3.2 and (5.1) that

\[
I(q; j; k) = \frac{w(x_{j,k})}{\sqrt{|\det H_{F_j}(x_{j,k})|}} (qj_1)^{- \frac{n}{2} e \left(-qj_1 F^*_j \left(\frac{k}{j_1}\right) + \frac{\sigma}{8}\right)} + O \left((qj_1)^{- \frac{n}{2} - 1}\right),
\]

(5.17)

where the implicit constant is independent of \(j\) and \(k\). Let \(w^*_j = w \circ (\nabla F_j)^{-1}\).

Hence, for \(k \in X_{j,1}\) we have by partial summation

\[
\sum_{q \leq Q} q^n I(q; j; k) \ll \frac{w^*_j \left(\frac{k}{j_1}\right)}{\sqrt{|\det H_{F_j}(x_{j,k})|}} j_1^{- \frac{n}{2}} Q^n \min(\|j_1 F^*_j(k/j_1)\|^{-1}, Q) + j_1^{- \frac{n}{2} - 1} Q^n.
\]

Consequently, we obtain

\[
N_1 \ll Q^n \sum_{1 \leq j_1 \leq J} \prod_{0 \leq j_2, \ldots, j_R \leq j_1} b_{j_r} \sum_{k \in X_{j,1}} \frac{w^*_j \left(\frac{k}{j_1}\right)}{\sqrt{|\det H_{F_j}(x_{j,k})|}} j_1^{- \frac{n}{2}} \min(\|j_1 F^*_j(k/j_1)\|^{-1}, Q)
\]

+ \[Q^n \sum_{1 \leq j_1 \leq J} \prod_{0 \leq j_2, \ldots, j_R \leq j_1} \left(\frac{1}{J} + \min \left(\delta, \frac{1}{j_1}\right)\right) \sum_{k \in X_{j,1}} j_1^{- \frac{n}{2} - 1}.
\]

(5.18)

(5.19)
By a similar argument as in (5.13) we have
\[ \# \mathcal{K}_{j;1} \ll L J^n. \]
Thus the second term in (5.19) can be bounded by
\[ \ll Q^{\frac{n}{2}} J^{\frac{R}{2} - 1} (1 + \log J)^R. \]
Recall that by definition \( k \in \mathcal{K}_{j;1} \) means \( k \in j_1 V_j \). Therefore, by simplifying the first term in (5.19) we obtain
\[
N_1 \ll Q^{\frac{n}{2} + 1} \sum_{1 \leq j_1 \leq J} \sum_{0 \leq j_2, \ldots, j_R \leq j_1}^{R} b_{j_r} \sum_{k \in j_1 V_j, \|j_1 F_j^*(k/j_1)\| \ll Q^{-1}} w_j^*(k/j_1) J_n^{\frac{n}{2}} \]
\[ + Q^{\frac{n}{2}} \sum_{1 \leq j_1 \leq J} \sum_{0 \leq j_2, \ldots, j_R \leq j_1}^{R} b_{j_r} \sum_{k \in j_1 V_j, \|j_1 F_j^*(k/j_1)\| \gg Q^{-1}} w_j^*(k/j_1) J_n^{\frac{n}{2}} \|j_1 F_j^*(k/j_1)\|^{-1} \]
\[ + Q^{\frac{n}{2}} J^{\frac{R}{2} - 1} (1 + \log J)^R. \]

We present the proof of the following result in Section 6.

**Proposition 5.3.** Let \( T > 0 \) and \( J_2, \ldots, J_R \in [1, J] \). Then with the notations from this section, we have
\[
\sum_{1 \leq j_1 \leq J} \sum_{0 \leq j_r \leq \min \{J_r, j_1\}, \|j_1 F_j^*(k/j_1)\| \ll T^{-1}} w_j^*(k/j_1) \ll T^{-1} J_n^{n + 1} \left( \prod_{r=2}^{R} J_r \right) + \left( \prod_{r=2}^{R} J_r \right) J^n \mathcal{E}_n(J),
\]
where
\[
\mathcal{E}_n(J) = \mathcal{E}_n(c'_1; c'_2)(J) = \begin{cases} 
\exp(c'_1 \sqrt{\log J}) & \text{if } n = 2 \\
(\log J)^{c'_2} & \text{if } n \geq 3 
\end{cases}
\]
for some positive constants \( c'_1 \) and \( c'_2 \). Here the constants \( c'_1 \) and \( c'_2 \) and the implicit constants depend only on \( n, R, c_1 \) and \( c_2 \) in (5.7), \( \rho \) in (5.8), \( \rho' \) in (6.18) and upper bounds for (the absolute values of) finitely many derivatives of \( w \) and \( f_r \) \( (2 \leq r \leq R) \) on \( \mathcal{D}_+ \). In particular, the implicit constant is independent of \( T \) and \( J_2, \ldots, J_R \).
Recall that $b_j \ll \frac{1}{j} (1 \leq j \leq J)$. Let $\mathcal{J}_0 = \{0\}$ and $\mathcal{J}_s = [2^{s-1}, 2^s] (s \in \mathbb{N})$. Then it follows from Proposition 5.3 and partial summation that

$$\sum_{1 \leq j_1 \leq J} \left( \prod_{r=1}^{R} b_{j_r} \right) j_1^{\frac{w}{2}} \sum_{k \in \mathcal{J}_1 V_j \mid \|j_1 F_j^*(k/j_1)\| < T^{-1}} w_j^* \left( \frac{k}{j_1} \right)$$

$$\ll \sum_{0 \leq j_2, \ldots, j_R \leq j_1} \left( \prod_{r=2}^{R} 2^{-s_r} \right) j_1^{-\frac{w}{2} - 1} \sum_{k \in \mathcal{J}_1 V_j \mid \|j_1 F_j^*(k/j_1)\| < T^{-1}} w_j^* \left( \frac{k}{j_1} \right)$$

$$\ll J^{-\frac{w}{2} - 1}(1 + \log J)^{R}(T^{-1} J^{n+1} + J^n \mathcal{E}_n(J)).$$

For the first sum in (5.20), we set $T = Q$ in (5.21). For the second sum in (5.20), we split the interval $[Q^{-1}, 1/2]$ into dyadic intervals. Since the sum is a trivial sum if $Q^{-1} > 1/2$, we assume $Q^{-1} \leq 1/2$. Then by (5.21) we have

$$\sum_{1 \leq j_1 \leq J} \left( \prod_{r=1}^{R} b_{j_r} \right) \sum_{k \in \mathcal{J}_1 V_j \mid \|j_1 F_j^*(k/j_1)\| \geq Q^{-1}} w_j^* \left( \frac{k}{j_1} \right) j_1^{\frac{w}{2}}$$

$$\ll \sum_{1 \leq i \leq \log \frac{Q}{2} + 1} \sum_{1 \leq j_1 \leq J} \left( \prod_{r=1}^{R} b_{j_r} \right) \sum_{k \in \mathcal{J}_1 V_j \mid \|j_1 F_j^*(k/j_1)\| \leq \frac{2^i - 1}{Q}} w_j^* \left( \frac{k}{j_1} \right) j_1^{\frac{w}{2} - \frac{1}{2}}$$

$$\ll (\log Q)^{\frac{w}{2}} + QJ^{\frac{w}{2} - 1} \mathcal{E}_n(J) (1 + \log J)^{R}.$$

Therefore, we obtain from (5.20), (5.21) and (5.22) that

$$N_1 \ll Q^{\frac{w}{2} + 1} J^{-\frac{w}{2} - 1}(Q^{-1} J^{n+1} + J^n \mathcal{E}_n(J))(1 + \log J)^{R}$$

$$+ Q^{\frac{w}{2}} ((\log Q)^{\frac{w}{2}} + Q^{\frac{w}{2} - 1} \mathcal{E}_n(J)) (1 + \log J)^{R}$$

$$+ Q^{\frac{w}{2}} J^{\frac{w}{2} - 1}(1 + \log J)^{R}$$

$$\ll ((\log Q)^{\frac{w}{2}} + Q^{\frac{w}{2} - 1} \mathcal{E}_n(J)) (1 + \log J)^{R}.$$
With this bound in hand, it follows from (4.4) and (4.6) (recall the remark made after (4.6)) that

\[ |\mathcal{N}_w(Q, \delta) - (2\delta)^RN_0| \leq \delta^{R-1} \frac{1}{J} Q^{n+1} + \frac{1}{J R} Q^{n+1} + (\log Q) (1 + \log J)^R Q^{\frac{n}{2} + \frac{R}{2}} \]

\[ + (1 + \log J)^R Q^{\frac{n}{2} + 1} J^{\frac{R}{2} - 1} \epsilon_n(J). \]

We are still free to choose the parameter $J \geq 1$. For $R \geq 1$ we have

\[ Q^{\frac{n}{2} + \frac{R}{2}} < Q^{\frac{n}{2} + 1} J^{\frac{R}{2} - 1} \iff J < Q^{(\log J)^R} \]

\[ \frac{1}{J R} Q^{n+1} \leq Q^{\frac{n}{2} + 1} J^{\frac{R}{2} - 1} \iff Q^{n+2(R-1)} \leq J \]

\[ \delta^{R-1} J^{-1} Q^{n+1} < \frac{1}{J R} Q^{n+1} \iff J < \delta^{-1} \]

\[ \delta^{R-1} J^{-1} Q^{n+1} \leq Q^{\frac{n}{2} + 1} J^{\frac{R}{2} - 1} \iff Q^{\delta n^{2(R-1)}} \leq J. \]

We now make a case distinction. We assume $Q \geq 2$ as Theorem 1.2 when $Q = 1$ follows immediately from (4.4). If $\delta^{-1} > Q^{\frac{n+2(R-1)}{n+2(R-1)}}$ then we set $J = Q^{\frac{2(R-1)}{n+2(R-1)}}$, and we obtain from the term $(1 + \log J)^R Q^{\frac{n}{2} + 1} J^{\frac{R}{2} - 1} \epsilon_n(J)$ (see the first three equivalences in (5.25)) that

\[ |\mathcal{N}_w(Q, \delta) - (2\delta)^RN_0| \leq Q^{n+1 - \frac{n+2(R-1)}{n+2(R-1)}} (\log Q)^R \epsilon_n(Q) \]

\[ = Q^{n - \frac{(n-2)(R-1)}{n+2(R-1)}} (\log Q)^R \epsilon_n(Q). \]

If $\delta^{-1} \leq Q^{\frac{n+2(R-1)}{n+2(R-1)}}$, then we set $J = Q^{\delta n^{2(R-1)}}$, and we obtain from the term $(1 + \log J)^R Q^{\frac{n}{2} + 1} J^{\frac{R}{2} - 1} \epsilon_n(J)$ (see the first and the last two equivalences in (5.24)) that

\[ |\mathcal{N}_w(Q, \delta) - (2\delta)^RN_0| \leq \delta^{\frac{(R-1)(n-2)}{n}} (\log Q)^R Q^n \epsilon_n(Q). \]

Finally, we note that

\[ \epsilon_n(Q) = \epsilon_n^{(c_1,c_2)}(Q) \ll \epsilon_n^{(c_1+c_0R,c_2+R)}(Q) \]

for some absolute constant $c_0 > 0$. Therefore, we let $c_1 = c_1' + c_0 R$ and $c_2 = c_2' + R$, and this completes the proof of Theorem 1.2

6. Proof of Proposition 5.3

Recall the definitions $F_j = f_1 + \frac{R}{j} f_2 + \cdots + \frac{R}{j} f_R$, $w^*_j = w \circ (\nabla F_j)^{-1}$, $U = \text{supp } w$ and $V_j = \nabla F_j(U)$. It is clear that the result when $0 < T < 2$
follows from the case \( T = 2 \). Let \( T \geq 2 \) and \( D = \lfloor T/2 \rfloor \). We define

\[
\mathcal{M}(J, T^{-1}) = \sum_{1 \leq j_1 \leq J} \sum_{\substack{a \in j_1 V_j \cap \mathbb{Z}^n \atop 0 \leq j_r \leq \min\{J, j_1 \} \atop 2 \leq r \leq R}} w_j^*(\frac{a}{j_1}) \tag{6.1}
\]

Next we consider the Fejér kernel \( \mathcal{F}_D \). By the trigonometric identity \( 1 - 2 \sin^2(x) = \cos(2x) \) \((x \in \mathbb{R})\) it follows that

\[
\mathcal{F}_D(\theta) = D^{-2} \left| \sum_{d=1}^{D} e(d\theta) \right|^2 = \left( \frac{\sin(\pi D\theta)}{D \sin(\pi \theta)} \right)^2 = \sum_{d=-D}^{D} \frac{D - |d|}{D^2} e(d\theta). \tag{6.2}
\]

Since the sine function is concave on \([0, \pi/2]\), we have

\[
\sin(x) \geq 2\pi^{-1}x
\]

for \( x \in [0, \pi/2] \). Thus it can be verified easily that

\[
\left( \frac{\sin(\pi D\theta)}{D \sin(\pi \theta)} \right)^2 \geq \left( \frac{2\pi^{-1}\pi D \left\| \theta \right\|}{D \pi \left\| \theta \right\|} \right)^2 \geq \frac{4}{\pi^2}
\]

when \( 0 < \left\| \theta \right\| \leq T^{-1} \); therefore, recalling the definition of \( \chi_{T^{-1}} \) in (4.1) it follows that

\[
\chi_{T^{-1}}(\theta) \leq \frac{\pi^2}{4} \mathcal{F}_D(\theta) = \frac{\pi^2}{4} \sum_{d=-D}^{D} \frac{D - |d|}{D^2} e(d\theta) \quad (\theta \in \mathbb{R}). \tag{6.3}
\]

By inserting (6.3) into (6.1), we obtain

\[
\mathcal{M}(J, T^{-1}) \leq \frac{\pi^2}{4} \sum_{\substack{a \in \mathbb{Z}^n \atop 1 \leq j_1 \leq J \atop 0 \leq j_r \leq \min\{J, j_1 \} \atop 2 \leq r \leq R}} \sum_{d=-D}^{D} \frac{D - |d|}{D^2} w_j^*(\frac{a}{j_1}) e\left( d j_1 F_j^* \left( \frac{a}{j_1} \right) \right). \tag{6.4}
\]

Since \( \text{supp } w = U \) it follows that

\[
\text{supp } w_j^* = V_j \subseteq [-L, L]^n.
\]
where $L$ is defined in (5.3). Recall $J_r \geq 1$ ($2 \leq r \leq R$). Therefore, the contribution from the terms with $d = 0$ in (6.4) is
\[
\frac{\pi^2}{4D} \sum_{a \in \mathbb{Z}^n} w_j^a \left( \frac{a}{j_1} \right) \ll \left( \prod_{r=2}^{R} J_r \right) \frac{1}{D} \sum_{1 \leq j_1 \leq J} j_1^n \ll \left( \prod_{r=2}^{R} J_r \right) \frac{J^{n+1}}{D},
\]
where the implicit constants depend only on $n$ and $L$.

By the $n$-dimensional Poisson summation formula we obtain
\[
\sum_{a \in \mathbb{Z}^n} w_j^a \left( \frac{a}{j_1} \right) e \left( d_{j_1} F_j^* \left( \frac{a}{j_1} \right) \right) = \sum_{k \in \mathbb{Z}^n} \int_{\mathbb{R}^n} w_j^a \left( \frac{z}{j_1} \right) e \left( d_{j_1} F_j^* \left( \frac{z}{j_1} \right) - k \cdot z \right) dz = j_1^n \sum_{k \in \mathbb{Z}^n} I_0(d; j; k),
\]
where
\[
I_0(d; j; k) = \int_{\mathbb{R}^n} w_j^a(x) e(j_1 d F_j^*(x) - j_1 k \cdot x) dx.
\]
Therefore, in order to establish Proposition 5.3 it suffices to obtain a bound for
\[
\left| \sum_{1 \leq j_1 \leq J} \sum_{1 \leq |d| \leq D} \frac{D - |d|}{D^2} j_1^n \sum_{k \in \mathbb{Z}^n} I_0(d; j; k) \right| \leq 2 \left| \sum_{1 \leq j_1 \leq J} \sum_{d=1}^{D} \frac{D - d}{D^2} j_1^n \sum_{k \in \mathbb{Z}^n} I_0(d; j; k) \right|,
\]
where the inequality is obtained via complex conjugation.

Recall $\nabla F_j$ is a diffeomorphism on $\mathcal{D}$, $\nabla F_j(\mathcal{D}) = \mathcal{B}_j$, $\nabla F_j(U_+) = V_j$ and $\nabla F_j^* = (\nabla F_j)^{-1}$. Let
\[
\rho' = \frac{1}{2} \text{dist}(\partial \mathcal{D}, \partial U).
\]
As in Section 5 we split the set of $k \in \mathbb{Z}^n$ into three disjoint subsets. We let
\[
\mathcal{K}_1 = \{ k \in \mathbb{Z}^n : \frac{k}{d} \in U \},
\]
\[ \mathcal{K}_2 = \{ \mathbf{k} \in \mathbb{Z}^n : \text{dist} \left( \frac{\mathbf{k}}{d}, U \right) \geq \rho' \} \]

and

\[ \mathcal{K}_3 = \mathbb{Z}^n \setminus (\mathcal{K}_1 \cup \mathcal{K}_2). \]

For each \( 1 \leq i \leq 3 \), we define

\[ M_i = \sum_{d=1}^{D} \frac{D - d}{D^2} \left| \sum_{1 \leq j_1 \leq J} \sum_{0 \leq j_r \leq \min\{J_r, j_1\}} \sum_{k \in \mathcal{K}_i} I_0(d; j; k) \right| \]

so that

\[ M(J, T^{-1}) \ll \left( \prod_{r=2}^{R} J_r \right) \frac{J^{n+1}}{D} + M_1 + M_2 + M_3. \quad (6.9) \]

We now bound each \( M_i \) separately.

6.1. **Case** \( \mathbf{k} \in \mathcal{K}_2 \). In this case we let

\[ \varphi_1(x) = \frac{dF^*_j(x) - \mathbf{k} \cdot x}{\text{dist}(\mathbf{k}, dU)} \]

and

\[ \lambda_1 = j_1 \cdot \text{dist}(\mathbf{k}, dU). \]

Then it follows that

\[ |\nabla \varphi_1(x)| = \frac{|dF_j^*(x) - \mathbf{k}|}{\text{dist}(\mathbf{k}, dU)} \geq 1 \quad (x \in V_j), \]

and furthermore by (5.6) that

\[ |\nabla \varphi_1(x)| \geq \frac{1}{2} \quad (x \in V_{j+}). \]

Next we need upper bounds for the derivatives of \( \varphi_1 \).

**Lemma 6.1.** Given \( i_1, \ldots, i_n \in \mathbb{Z}_{\geq 0} \) with \( \sum_{m=1}^{n} i_m \leq \ell \) we have

\[ \left| \frac{\partial^{i_1 + \cdots + i_n} \varphi_1}{\partial x_1^{i_1} \cdots \partial x_n^{i_n}} (x) \right| \ll 1 \quad (x \in V_{j+}), \]

where the implicit constant is independent of \( d, j \) and \( \mathbf{k} \) (In fact, it depends only on \( (i_1, \ldots, i_n) \), upper bounds for (the absolute values of) finitely many derivatives of \( f_r \) \( (1 \leq r \leq R) \) on \( U_+ \), and the constants \( c_1 \) and \( c_2 \) in (5.1).) Moreover, the same statement holds with \( \varphi_1 \) and \( \ell \) replaced by \( w_j^* \) and \( (\ell - 1) \) respectively.
Proof. We prove the statement for $F_j^*$; the desired result for $\varphi_1$ can then be proved in a similar manner as in the proof of Lemma 6.1. The statement for $w_j^*$ also follows on recalling $w_j^* = w \circ \nabla F_j^*$. We omit the latter details.

Since

$$|x \cdot y| + |F_j(y)| \ll 1 \quad (x \in V_j^+, y \in U_+),$$

it follows from (3.1) that $|F_j^*(x)| \ll 1 \quad (x \in V_j^+)$. 

Next we recall that $\nabla F_j^* = (\nabla F_j)^{-1}$. Since $(\nabla F_j)^{-1}(V_j^+) = U_+$ we see that $|\nabla F_j^*(x)| \ll 1 \quad (x \in V_j^+)$. By the chain rule we know that for $x = \nabla F_j(y)$ with $y \in U_+$, we have

$$\text{Jac}_{\nabla F_j}(x) = \text{Jac}_{(\nabla F_j)^{-1}}(x) = (\text{Jac}_{\nabla F_j}(y))^{-1}; \quad (6.10)$$

therefore, every second partial derivative of $F_j^*$ is of the shape

$$P \frac{1}{\text{det}(\text{Jac}_{\nabla F_j}(y))}, \quad (6.11)$$

where $P$ is a degree $(n - 1)$ real polynomial expression (each coefficient is either $\pm 1$ or $0$) in terms of the entries of $\text{Jac}_{\nabla F_j}(y)$. It is clear that given any $i_1, \ldots, i_n \in \mathbb{Z}_{\geq 0}$ with $\sum_{m=1}^{n} i_m \leq \ell$ we have

$$\left| \frac{\partial^{i_1 + \cdots + i_n} F_j}{\partial y_1^{i_1} \cdots \partial y_n^{i_n}}(y) \right| \ll 1 \quad (y \in U_+).$$

We also have $\text{Jac}_{\nabla F_j} = H_{F_j}$. Therefore, from (5.1) and (6.11) it follows that the absolute values of second partial derivatives of $F_j^*$ are bounded by $\ll 1$.

Let $k \in \mathbb{N}$. For higher partial derivatives, we note that by (6.10) and (6.11) any $k$-th partial derivative with respect to the $x$-variables of an entry in $\text{Jac}_{\nabla F_j}(x)$ is a degree $(n + kn + k)$ real polynomial expression (the coefficients are independent of $j$, but may depend on $k$) in terms of:

1) (at most $(k + 1)$-th) powers of $1 / \text{det}(\text{Jac}_{\nabla F_j}(y))$;
2) entries in $\text{Jac}_{\nabla F_j}(y)$;
3) (at most $k$-th) partial derivatives with respect to the $y$-variables of entries in $\text{Jac}_{\nabla F_j}(y)$;
4) (at most $k$-th) partial derivatives with respect to the $x$-variables of entries in $\nabla F_j^*(x) = (\nabla F_j)^{-1}(x)$.

Therefore, the desired result follows from (5.1) and induction. \hfill \Box

Therefore, it follows from Lemma 3.1 (with $\varphi_1$ and $\lambda_1$) that

$$I_0(d; j; k) \ll \lambda_1^{-\ell+1} = (j_1 \cdot \text{dist}(k, dU))^{-\ell+1},$$
where the implicit constant is independent of \( j \) and \( k \). As a result, since \( \ell - 1 - n \geq 1 \) it follows by a similar argument as in (5.7) that

\[
\sum_{k \in K_2} I_0(d; j; k) \ll j_1^{-\ell+1} \sum_{k \in K_2} \text{dist}(k, dU)^{-\ell+1} \ll j_1^{-\ell+1},
\]

where the implicit constant is independent of \( d \). Thus we obtain

\[
M_2 \leq \sum_{1 \leq j_1 \leq J} \sum_{0 \leq j_r \leq \min\{J, j_1\}} \left| \sum_{d=1}^{D} \frac{D - d}{D^2} j_1^n \sum_{k \in K_2} I_0(d; j; k) \right| \ll \left( \prod_{r=2}^{R} J_r \right) \log J.
\]

6.2. Case \( k \in K_3 \). Let \( \lambda = j_1 d \) and

\[ \varphi(x) = F_j^*(x) - \frac{k}{d} \cdot x. \]

By our hypotheses, for each fixed \( d \) we have that each \( k \in d \mathcal{D} \) determines a unique critical point \( x_{d,j;k} \) of \( \varphi \), i.e.

\[ 0 = \nabla \varphi(x_{d,j;k}) = \nabla F_j^*(x_{d,j;k}) - \frac{k}{d}, \]

Then by (6.11) we have

\[ \varphi(x_{d,j;k}) = F_j^*(x_{d,j;k}) - \frac{k}{d} \cdot x_{d,j;k} = -F_j \left( \frac{k}{d} \right), \quad (6.13) \]

which we will make use of in the next section. It also follows from the definition of \( \mathcal{R}_j \) that

\[ x_{d,j;k} = (\nabla F_j^*)^{-1}(k/d) = \nabla F_j(k/d) \in \mathcal{R}_j. \]

**Lemma 6.2.** We have

\[ \frac{|x - x_{d,j;k}|}{|\nabla \varphi(x)|} \ll 1 \quad (x \in \nabla F_j(\mathcal{D}_+), x \neq x_{d,j;k}), \]

where the implicit constant is independent of \( d, j \) and \( k \).

**Proof.** Since

\[ \frac{|x - x_{d,j;k}|}{|\nabla \varphi(x)|} = \frac{|x - (\nabla F_j^*)^{-1}(k/d)|}{|\nabla F_j^*(x) - \frac{k}{d}|} \]
and \( k/d \in \mathcal{D} \), it suffices to prove
\[
\frac{|x - y|}{|\nabla F^*_j(x) - \nabla F^*_j(y)|} \ll 1 \quad (x, y \in \nabla F^*_j(\mathcal{D}_+), x \neq y);
\]
this inequality is equivalent to
\[
\frac{|\nabla F^*_j(x') - \nabla F^*_j(y')|}{|x' - y'|} \ll 1 \quad (x', y' \in \mathcal{D}_+, x' \neq y'),
\]
which is equivalent to the lower bound in (5.10). \( \square \)

Since \((\nabla F^*_j)^{-1}(x_{d,j,k}) = k/d \not\in U\) we have \( x_{d,j,k} \not\in \nabla F^*_j(U) = \text{supp} \ w^*_j\), i.e. \( w^*_j(x_{d,j,k}) = 0 \). The cardinality of \( \mathcal{K}_3 \) can be bounded as follows
\[
\# \mathcal{K}_3 \leq \sum_{k \in \mathbb{Z}^n} 1 \ll_{U,d} d^n. \tag{6.14}
\]

Given \( i_1, \ldots, i_n \in \mathbb{Z}_{\geq 0} \) with \( \sum_{m=1}^n i_m \leq \ell \) we have
\[
\left| \frac{\partial^{i_1} \cdots \partial^{i_n} \varphi}{\partial x_1^{i_1} \cdots \partial x_n^{i_n}}(x) \right| \ll 1 \quad (x \in V^*_j), \tag{6.15}
\]
where the implicit constant is independent of the choice of \( d, j \) and \( k \) in consideration; this can be deduced from what we have shown in the proof of Lemma 6.1. We also have \( \mathcal{H}_\phi = \mathcal{H}_F^* \). Therefore, it follows from Lemma 3.2 (3.2) and (5.1) that
\[
\sum_{k \in \mathcal{K}_3} I_0(d; j; k) \ll d^n \lambda^{-\frac{n}{2}-1} = j_1^{-\frac{n}{2}-1} d^{2-1}. \tag{6.16}
\]

Consequently, we obtain
\[
M_3 = \sum_{d=1}^D \frac{D - d}{D^2} \left| \sum_{\substack{1 \leq j_1 \leq J \ni j_1 \leq j \ni 0 \leq j_r \leq \min\{J_r, j_1\} \ni 2 \leq r \leq R}} j_1^n \sum_{k \in \mathcal{K}_3} I_0(d; j; k) \right| \ll \frac{1}{D} \sum_{\substack{1 \leq j_1 \leq J \ni 0 \leq j_r \leq \min\{J_r, j_1\} \ni 2 \leq r \leq R}} j_1^{\frac{n}{2}-1} \sum_{d=1}^D d^{\frac{n}{2}-1} \ll \left( \prod_{r=2}^R J_r \right) J^{\frac{n}{2}} D^{\frac{n}{2}-1}.
\]
6.3. **Case** $k \in \mathcal{N}_1$. Let $\lambda$ and $\varphi$ be as in Section 6.2. In particular, we have (6.13) and Lemma 6.2. It can be verified that $\varphi$ and its partial derivatives satisfy (6.15). By (3.2) we have

$$H_{F_j}(x_{d,j;k}) = H_{F_j}(k/d)^{-1},$$

and it follows that

$$\frac{1}{\sqrt{|\det H_{F_j}(x_{d,j;k})|}} = \sqrt{|\det H_{F_j}(k/d)|}. \quad (6.18)$$

Since $\det(H_{f_1 + t_2 f_2 + \ldots + t_R f_R}(y)) \neq 0$ for all $t \in [0, 1]^{R-1}$ and $y \in U$, and the eigenvalues of a matrix are continuous with respect to the coefficients of the matrix, it follows that the signature of $H_{f_1 + t_2 f_2 + t_3 f_3 + \ldots + t_R f_R}(y)$ does not change for $t \in [0, 1]^{R-1}$ and $y \in U$. Thus we let $\sigma_0$ be the signature of $H_{\varphi}(x_{d,j;k}) = H_{F_j}(x_{d,j;k})$, which is constant for all $d$, $j$ and $k$ in consideration. Therefore, it follows from Lemma 3.2, (5.1) and (6.13) that

$$I_0(d; j; k) = w_{j}^*(x_{d,j;k}) \left( j_1d \right)^{-\frac{n}{2}} e \left( -j_1d \sigma \frac{j}{d} + \frac{\sigma j}{8} \right) + O \left( (j_1d)^{-\frac{n}{2} - 1} \right)$$

$$w \left( \frac{k}{d} \right) \sqrt{|\det H_{F_j}(k/d)|} (j_1d)^{-\frac{n}{2}} e \left( -d(j_1f_1 + \cdots + j_R f_R) \frac{k}{d} + \frac{\sigma j}{8} \right) + O \left( (j_1d)^{-\frac{n}{2} - 1} \right),$$

where the implicit constant is independent of $d$, $j$ and $k$.

For $(u_1, \ldots, u_R) \in \mathbb{R}_{\geq 0} \times \mathbb{R}_{\geq 0}^{R-1}$ we define the function

$$\Psi_{k,d}(u_1, u_2, \ldots, u_R) = u_1^{\frac{n}{2}} \sqrt{|\det H_{f_1 + \frac{u_2}{u_1} f_2 + \cdots + \frac{u_R}{u_1} f_R}(k/d)|}.$$
First we have
\[
\sum_{\substack{1 \leq j_1 \leq J \\ 0 \leq j_r \leq \min\{J_r, j_1\} \\ (2 \leq r \leq R)}} j_1^n I_0(d; j_1; k) \quad (6.20)
\]
\[
\ll \left( \frac{k}{d} \right)^{\frac{n}{2}} \sum_{0 \leq j_r \leq J_r} \left( \prod_{r=2}^{R} J_r \right) d^{-\frac{n}{2}} \Psi_{k,d}(j_1, \ldots, j_R) \ll u_1^{\frac{n}{2}}.
\]
\[
+ O \left( \left( \prod_{r=2}^{R} J_r \right) J_{\frac{R}{2}} d^{-\frac{n}{2}} \right).
\]

We need the following lemma to estimate the above sum.

**Lemma 6.3.** Let \( u_1, \ldots, u_R \in \mathbb{R} \) be such that \( u_1 > 0 \) and \( 0 \leq u_2, \ldots, u_R \leq u_1 \). Then for any \( k \in \mathcal{K}_1 \) we have
\[
|\Psi_{k,d}(u_1, \ldots, u_R)| \ll u_1^{\frac{n}{2}}
\]
and
\[
|\Psi^{(1)}_{k,d}(u_1, \ldots, u_R)| \ll u_1^{\frac{n}{2} - 1},
\]
where the implicit constants are independent of \( d \) and \( k \).

**Proof.** The first estimate follows trivially from (6.1). Let
\[
\det H_{f_1 + x_2 f_2 + \cdots + x_R f_R} (k/d) = \sum_{0 \leq \ell_2 + \cdots + \ell_R \leq n} A_{\ell_2, \ldots, \ell_R} x_2^{\ell_2} \cdots x_R^{\ell_R}.
\]

Since \( k/d \in U \) it follows that \( |A_{\ell_2, \ldots, \ell_R}| \ll 1 \), where the implicit constant is independent of \( d \) and \( k \). For \( u_1 > 0 \) and \( 0 \leq u_2, \ldots, u_R \leq u_1 \), we have
\[
\ll \frac{n}{2} u_1^{\frac{n}{2} - 1} \sqrt{|\det H_{f_1 + x_2 f_2 + \cdots + x_R f_R} (k/d)|}
\]
\[
+ \frac{u_1^{\frac{n}{2}}}{2 \sqrt{|\det H_{f_1 + x_2 f_2 + \cdots + x_R f_R} (k/d)|}} \sum_{0 \leq \ell_2 + \cdots + \ell_R \leq n} |A_{\ell_2, \ldots, \ell_R}| \frac{u_2^{\ell_2} \cdots u_R^{\ell_R}}{u_1^{\ell_2 + \cdots + \ell_R + 1}}
\]
\[
\ll u_1^{\frac{n}{2} - 1}.
\]

\( \square \)
With these estimates in hand, it follows by partial summation

\[
\sum_{\max\{1,j_2,\ldots,j_R\} \leq j_1 \leq J} \Psi_{k,d}(j_1, \ldots, j_R)e(-d_{j_1}f_1(k/d)) \ll J^{\frac{n}{2}} \min\{J, \frac{1}{\|df_1(k/d)\|}\}.
\]

Therefore, we obtain

\[
M_1 \ll \frac{1}{D} \sum_{d=1}^{D} \sum_{k \in \mathcal{K}_1} w\left(\frac{k}{d}\right) d^{-\frac{n}{2}} \left(\prod_{r=2}^{R} J_r\right) J^{\frac{n}{2}} \min\{J, \frac{1}{\|df_1(k/d)\|}\} \quad (6.21)
\]

\[
+ \frac{1}{D} \sum_{d=1}^{D} \sum_{k \in \mathcal{K}_1} \left(\prod_{r=2}^{R} J_r\right) J^{\frac{n}{2}} d^{-\frac{n}{2}}.
\]

By a similar argument as in (6.14) we have

\[
\#\mathcal{K}_1 \ll d^n.
\]

Thus the second term in (6.21) can be bounded by

\[
\left(\prod_{r=2}^{R} J_r\right) J^{\frac{n}{2}} \sum_{d=1}^{D} \sum_{k \in \mathcal{K}_1} d^{-\frac{n}{2}} \ll \left(\prod_{r=2}^{R} J_r\right) J^{\frac{n}{2}} \sum_{d=1}^{D} d^{-\frac{n}{2} - 1} \quad (6.22)
\]

\[
\ll \left(\prod_{r=2}^{R} J_r\right) J^{\frac{n}{2}} D^{-\frac{n}{2} - 1}.
\]

In order to estimate the first sum in (6.21), we use the following result [18, Theorem 2]: For any $X > 0$ we have

\[
\sum_{d=1}^{D} \sum_{\|df_1(\frac{k}{d})\| \leq X^{-1}} w\left(\frac{k}{d}\right) \ll X^{-1}D^{n+1} + D^n \mathcal{E}_n(D), \quad (6.23)
\]

where

\[
\mathcal{E}_n(D) = \begin{cases} 
\exp(c_3 \sqrt{\log D}) & \text{if } n = 2 \\
(\log D)^{c_4} & \text{if } n \geq 3 
\end{cases}
\]

for some positive constants $c_3$ and $c_4$. Here the constants $c_3$ and $c_4$ and the implicit constants depend only on $n$, $c_1$ and $c_2$ in (5.1), $ho$ in (5.2), $ho'$ in (6.8), and upper bounds for (the absolute values of) finitely many derivatives of $w$ and $f_1$ on $\mathcal{D}_+$. By partial summation we have

\[
\sum_{1 \leq d \leq D} \sum_{\|df_1(\frac{k}{d})\| \leq X^{-1}} w\left(\frac{k}{d}\right) d^{-\frac{n}{2}} \ll D^{-\frac{n}{2}} (X^{-1}D^{n+1} + D^n \mathcal{E}_n(D)). \quad (6.24)
\]
Therefore, it follows that

\[
\left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2}{D} \sum_{1 \leq d < D} \sum_{k \in \mathbb{Z}^n} w\left( \frac{k}{d} \right) d^{-\frac{n}{2}} \min\{J_n, \frac{1}{\|df_1(\frac{k}{d})\|} \} \quad (6.25)
\]

\[
\ll \left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2 + 1}{D} D^{-\frac{n}{2}} (J^{-1} D^{n+1} + D^n \mathcal{E}_n(D))
\]

\[
+ \left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2}{D} \sum_{1 \leq d < D} \sum_{k \in \mathbb{Z}^n} w\left( \frac{k}{d} \right) d^{-\frac{n}{2}} \frac{1}{\|df_1(\frac{k}{d})\|}.
\]

In order to estimate the final term in (6.25), we split the interval \([J^{-1}, 1/2]\) into dyadic intervals. Since the sum is an empty sum if \(J^{-1} > 1/2\), we assume \(J^{-1} \leq 1/2\). Then by (6.24) we have

\[
\left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2}{D} \sum_{1 \leq d < \frac{2^i}{J_n}} \sum_{k \in \mathbb{Z}^n} w\left( \frac{k}{d} \right) d^{-\frac{n}{2}} \left\| df_1\left( \frac{k}{d} \right) \right\|^{-1} \quad (6.26)
\]

\[
\ll \left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2}{D} \sum_{1 \leq i \leq \frac{\log J}{2} + 1} J 2^{1-i} \sum_{1 \leq d < \frac{2^i}{J_n}} d^{-\frac{n}{2}} \sum_{\frac{2^{i-1}}{J_n} < \|df_1(\frac{k}{d})\| \leq \frac{2^i}{J_n}} w\left( \frac{k}{d} \right)
\]

\[
\ll \left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2}{D} \sum_{1 \leq i \leq \frac{\log J}{2} + 1} J 2^{1-i} D^{-\frac{n}{2}} (2^i J^{-1} D^{n+1} + D^n \mathcal{E}_n(D))
\]

\[
\ll \left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2}{D} ( (\log J) D^{\frac{n}{2} + 1} + JD^{\frac{n}{2}} \mathcal{E}_n(D) ) .
\]

Therefore, by combining (6.21), (6.22), (6.25) and (6.26) we obtain

\[
M_1 \ll \left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2 + 1}{D} D^{-\frac{n}{2}} (J^{-1} D^{n+1} + D^n \mathcal{E}_n(D)) \quad (6.27)
\]

\[
+ \left( \prod_{r=2}^{R} J_r \right) \frac{J_n^2}{D} ( (\log J) D^{\frac{n}{2} + 1} + JD^{\frac{n}{2}} \mathcal{E}_n(D) ) + \left( \prod_{r=2}^{R} J_r \right) J_n^2 D^{\frac{n}{2} - 1}
\]

\[
\ll \left( \prod_{r=2}^{R} J_r \right) ( (\log J) J_n^2 D^{\frac{n}{2}} + J_n^{\frac{n}{2} + 1} D^{\frac{n}{2} - 1} \mathcal{E}_n(D) ) .
\]
6.4. **Final estimate.** Recall $D = \lfloor T/2 \rfloor$ and $T \geq 2$. Combining (6.5), (6.12), (6.17) and (6.27) yields

$$M(J, T^{-1}) \ll \left( \prod_{r=2}^{R} J_r \right) \frac{J^{n+1}}{T} + \left( \prod_{r=2}^{R} J_r \right) (\log J) J^\frac{\ell}{2} T^\frac{\ell}{2}$$

$$+ \left( \prod_{r=2}^{R} J_r \right) J^{\frac{\ell}{2}+1} T^\frac{\ell}{2} - 1 \mathcal{E}_n(T).$$

Suppose $T^{-1} \leq J^{-1}$. Then we have

$$M(J, T^{-1}) \leq M(J, J^{-1}) \ll \left( \prod_{r=2}^{R} J_r \right) J^n (\mathcal{E}_n(J) + \log J). \quad (6.28)$$

On the other hand, if $T^{-1} > J^{-1}$, i.e. $J > T$, then

$$M(J, T^{-1}) \ll \left( \prod_{r=2}^{R} J_r \right) \frac{J^{n+1}}{T} + \left( \prod_{r=2}^{R} J_r \right) J^n (\mathcal{E}_n(J) + \log J). \quad (6.29)$$

Finally, Proposition 5.3 follows from (6.28) and (6.29).

**Remark 6.4.** The positive constants $c_1$ and $c_2$ and the implicit constants in the statement of Theorem 1.2 depend only on $n$, $R$, $c_1$ and $c_2$ in (5.1), $\rho$ in (5.2), $\rho'$ in (6.8) for each $(r; \epsilon)$ $(1 \leq r \leq R, \epsilon \in \{\pm 1\}^R)$ (Recall the remark made after (4.6) and that the references given here for $c_1$, $c_2$, $\rho$ and $\rho'$ are for the case $(r; \epsilon) = (1; (1, \ldots, 1))$.) and upper bounds for (the absolute values of) finitely many derivatives of $w$ and $f_r$ $(2 \leq r \leq R)$ on $B_{3\sqrt{2}/2} (x_0)$. Also we may replace the assumption that $f_r \in C^\epsilon (\mathbb{R}^n)$ with $f_r \in C^\epsilon (B_\eta (x_0))$ $(1 \leq r \leq R)$ for any $\eta > 0$.

7. **Examples**

Our first example is based on the construction of certain matrices by A. A. Suslin in his work [30] on stably free modules. For a similar construction we refer the reader to see [14, Section 14.2.3].

**Example 1:** Let $A_2(t_1, t_2) = \begin{pmatrix} t_2 & t_1 \\ t_1 & -t_2 \end{pmatrix}$, and for $R \geq 3$ we let

$$A_R(t_1, \ldots, t_R) = \begin{pmatrix} t_R I_{2^{R-2}} & A_{R-1}(t_1, \ldots, t_{R-1}) \\ -t_R I_{2^{R-2}} & -A_{R-1}(t_1, \ldots, t_{R-1}) \end{pmatrix},$$

where $I_m$ denotes the $m \times m$ identity matrix. Then

$$A_R(t_1, \ldots, t_R) = t_1 A_R(1, 0, \ldots, 0) + t_2 A_R(0, 1, 0, \ldots, 0) + \cdots + t_R A_R(0, \ldots, 0, 1),$$

where $I_m$ denotes the $m \times m$ identity matrix.
and $A_R(1,0,\ldots,0)$, $A_R(0,1,0,\ldots,0)$, $\ldots, A_R(0,\ldots,0,1)$ are real symmetric matrices.

Claim: For each $R \geq 2$, $\det A_R(t_1,\ldots,t_R) \neq 0$ for all $(t_1,\ldots,t_R) \in \mathbb{R}^R \setminus \{0\}$.

Proof. We prove by induction that

$$A_R(t_1,\ldots,t_R)^2 = (t_1^2 + \cdots + t_R^2)I_{2R-1}.$$ 

Then it follows that

$$(\det A_R(t_1,\ldots,t_R))^2 = (t_1^2 + \cdots + t_R^2)^{2R-1},$$

and the result is immediate. For the base case $R = 2$ we have

$$A_2(t_1,t_2)^2 = \begin{pmatrix} t_2 & t_1 \\ t_1 & -t_2 \end{pmatrix}^2 = \begin{pmatrix} t_1^2 + t_2^2 & 0 \\ 0 & t_1^2 + t_2^2 \end{pmatrix}.$$ 

Suppose the statement holds for some $R \geq 2$. Then it follows that

$$A_{R+1}(t_1,\ldots,t_{R+1})^2 = \begin{pmatrix} t_{R+1}^2 I_{2R-1} + A_R(t_1,\ldots,t_R)^2 & 0 \\ 0 & t_{R+1}^2 I_{2R-1} + A_R(t_1,\ldots,t_R)^2 \end{pmatrix} = (t_1^2 + \cdots + t_{R+1}^2)I_{2R}.$$ 

□

The next construction stems from the field of determinantal representation (see for example [13, 23, 24]), where given a polynomial $g(x_1,\ldots,x_R) \in \mathbb{R}[x_1,\ldots,x_R]$ one seeks to find $n \times n$ real matrices $H_0,\ldots,H_R$ such that

$$g(x_1,\ldots,x_R) = \det \left( H_0 + \sum_{i=1}^R x_i H_i \right).$$

Even though we have an additional restriction that $H_0$ is the zero matrix, we can nevertheless make use of the techniques developed in this area to find further examples.

Example 2: Let $R \geq 2$ and $n = 2^{|R/2|-1}$. It follows from [23, Theorem 5.3] (note the assumption on [23, pp.1580]) that there exist $2n \times 2n$ Hermitian matrices $M_1,\ldots,M_R$ such that

$$\det(I_{2n} + x_1 M_1 + \cdots + x_R M_R) = (1 - (x_1^2 + \cdots + x_R^2))^n.$$ 

We refer the reader to [23, Example 4.5] for an explicit example of such $M_1,\ldots,M_R$. Let $\epsilon > 0$. Then by replacing $x_i$ with $\frac{\epsilon}{\epsilon}$, and multiplying both sides by $\epsilon^{2n}$, the above equation becomes

$$\det(\epsilon I_{2n} + x_1 M_1 + \cdots + x_R M_R) = (\epsilon^2 - (x_1^2 + \cdots + x_R^2))^n.$$
Noting that both sides are polynomials in \( \epsilon, x_1, \ldots, x_R \), by taking the limit \( \epsilon \to 0 \) we obtain
\[
\det(x_1 M_1 + \cdots + x_R M_R) = (-1)^n (x_1^2 + \cdots + x_R^2)^n.
\]
Finally, by \cite{23} Lemma 2.14 we obtain \( 4n \times 4n \) real symmetric matrices \( H_1, \ldots, H_R \) such that
\[
\det(x_1 H_1 + \cdots + x_R H_R) = (x_1^2 + \cdots + x_R^2)^{2n}.
\]
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