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1. Introduction

We are concerned with the numerical solution of the large scaled consistent system of linear equations of the form

$$Ax = b,$$  \hspace{1cm} (1.1)

where $A \in \mathbb{R}^{m\times n}$ and $b \in \mathbb{R}^m$ are known and $x \in \mathbb{R}^n$ is unknown to be determined.

The Kaczmarz method in [1], which was revised to be applied to image reconstruction in [2] and is called as an algebraic reconstruction technique (ART), is a simple and of high performance for solving
the large scaled system of linear Eq (1.1), and has many applications such as image reconstruction in computerized tomography [2–5] and parallel computing [4,6].

The block Kaczmarz methods (BK) have received much attention for its high efficiency for solving (1.1). Elfving [7] and Eggermont et al. [8] first presented block iterative methods to solve (1.1). Needell et al. in [9] proposed a randomized block Kaczmarz (RBK) algorithm to solve the linear least-squares problem by choosing a subsystem from the pre-determined partitions at random, which converges to the least-norm solution of (1.1) with an expected linear rate of convergence. Needell et al. in [10] further presented a randomized double block Kaczmarz (RDBK) to solve an inconsistent linear system (1.1). Chen and Huang [11] improved the error estimate in expectation and obtained a much better upper bound of the error estimate than that in [10]. Gower and Richtárik in [12] presented a Gaussian Kaczmarz (GK) method for (1.1). Necoara in [13] developed a unified framework of randomized average block Kaczmarz (RABK) algorithms with the iteration of the form

$$x_{k+1} = x_k + \alpha_k \sum_{i \in J_k} \omega_k^i \frac{b^{(i)} - A^{(i)}x_k}{\|A^{(i)}\|_2^2} (A^{(i)})^T$$

(1.2)

for the consistent system (1.1), where $A^{(i)}$ denotes the $i$th row of the matrix $A$ and $b^{(i)}$ denotes the $i$th entry of the vector $b$. $\omega_k^i$ presents the weight of the $i$th row of the matrix $A$ at $k$ step iteration. Niu and Zheng in [14] simplified the greed strategy in [15] to produce a greedy probability criterion

$$\mathcal{J}_k = \{i \mid \|b^{(i)} - A^{(i)}x_k\| \geq \varepsilon_k \|A^{(i)}\|_2 \}$$

(1.3)

where

$$\varepsilon_k = \eta \max_{1 \leq j \leq m} \left\{ \frac{\|b^{(i)} - A^{(i)}x_k\|_2}{\|A^{(i)}\|_2} \right\}$$

(1.4)

with $\eta \in (0,1)$, and proposed a greedy block Kaczmarz algorithm (GBK) with the iteration

$$x_{k+1} = x_k + A_{\mathcal{J}_k}^\perp (b_{\mathcal{J}_k} - A_{\mathcal{J}_k}x_k).$$

(1.5)

It is proved that the GBK method converges linearly to the unique minimum norm least-squares solution of (1.1). We refer [15–18] more recent work on block Kaczmarz methods. The GBK algorithm in [14] needs to compute the Moore-Penrose inverse $A_{\mathcal{J}_k}^\dagger$ of $A_{\mathcal{J}_k}$ at each step and may be expensive when $\mathcal{J}_k$ is large enough.

In this paper, we improve the GBK method in [14] by introducing the strategy of extrapolation process proposed in [13] to avoid the computing of $A_{\mathcal{J}_k}^\dagger$ in (1.5). The proposed method is called a greedy average block Kaczmarz algorithm, which is abbreviated as GABK. Numerical examples in Section 3 shows the GABK method has the best efficiency by the running time and the number of iterations and the best effectiveness by the convergence of the relative solution error among all methods compared.

The rest of this paper is organized as follows. Section 2 presents a greedy average block Kaczmarz algorithm and proves its convergence. Several examples are shown in Section 3 and some conclusions are drawn in Section 4.
2. A greedy average block Kaczmarz algorithm

We introduce the strategy of extrapolation process proposed in [13] for the GBK algorithm in (1.5) to avoid the computing of $A_{J_k}^\dagger$ in (1.5) and propose a greedy average block Kaczmarz (GABK) method. Algorithm 1 summarizes the GABK algorithm. Steps 4 and 5 determine the control index set. Step 6 computes the stepsize which is used to determine the stepsize adaptively and Step 7 presents the iteration process which avoids the computing of $A_{J_k}^\dagger$ in (1.5), where the weight $\omega^k_i$ in (2.1) is chosen such that $0 < \omega^k_i < 1$ and $\sum_{i \in J_k} \omega^k_i = 1$. We set $\omega^k = 1/|J_k|$ in Section 3.

We consider the convergence of the GABK algorithm 1. We first need the following results presented in [17] to prove the convergence of Algorithm 1.

**Algorithm 1:** The greedy average block Kaczmarz algorithm (GABK).

**Input:** $A, b, x_0, \xi \in (0,1], \delta \in (0,1]$.

**Output:** the approximation solution $x_{k+1}$ of the consistent system (1.1).

**for** $k = 0, 1, \ldots$ **until** converge **do**

Compute $\varepsilon_k = \xi \max\{\gamma_k(i)\}$, where $\gamma_k(i) = \frac{|b(i) - A(i) x_0|^2}{\|A(i)\|^2}$.

Determine the control index set $J_k = \{i \mid \gamma_k(i) \geq \varepsilon_k\}$.

Compute

$$\alpha_k = (2 - \delta) \frac{\sum_{i \in J_k} \omega^k_i |b(i) - A(i) x_k|^2}{\|A(i)\|^2}.$$

(2.1)

Update $x_{k+1} = x_k + \alpha_k \sum_{i \in J_k} \omega^k_i (b(i) - A(i) x_k)(A(i))^T$.

end

**Lemma 2.1.** If $A \in \mathbb{R}^{m \times n}$ is a nonzero real matrix, then it holds that

$$\sigma^2_{\min}(A)\|x\|^2 \leq \|Ax\|^2 \leq \sigma^2_{\max}(A)\|x\|^2$$

for any $x \in \text{range}(A^T)$, where $\sigma^2_{\min}(A)$ and $\sigma^2_{\max}(A)$ denote the minimum and maximum singular value of $A$, respectively.

**Theorem 2.1.** Assume the system of linear Eq (1.1) is consistent and let $x^*$ be a solution of (1.1). Let $\{x_k\}_{k\geq 0}$ be generated by Algorithm 1 with $x_0 \in \text{range}(A^T)$. Assume that the weights fulfill $\omega^k_i \in (0,1)$ for all $i \in J_k$ and $k$. Denote by $\omega_{\min} = \min_{i \in J_k, k \geq 0} \{\omega^k_i\}$ and $\omega_{\max} = \max_{i \in J_k, k \geq 0} \{\omega^k_i\}$. Then it holds that

$$\|x_{k+1} - x^*\|^2 \leq (1 - \frac{\delta(2 - \delta)\xi |J_k| \omega_{\min}\sigma^2_{\min}(A)}{\omega_{\max}\lambda_{\max}^\text{block}\|A\|^2})\|x_k - x^*\|^2,$$

(2.2)

where $\lambda_{\max}^\text{block} = \max_{J_k}\{\lambda_{\max}(D)\}$ with $D = A_{J_k}^T \text{diag}(1/\|A(i)\|^2), i \in J_k)A_{J_k}$.

**Proof.** With the consistency assumption of the system of linear Eq (1.1), we have $Ax^* = b$, and

$$\langle x_k - x^*, (A(i) x_k - b(i))(A(i))^T \rangle = (A(i) x_k - b(i))^2.$$
According to the update rule of GABK and using the notation of \( \bar{\omega}_i^k = \frac{\omega_i^k}{\|A\|^2} \), where \( \alpha_k \) is defined in (2.1), we have

\[
\|x_{k+1} - x^*\|_2^2 = \|x_k - \alpha_k \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)}) (A^{(i)})^T - x^*\|_2^2
\]

\[
= \|x_k - x^*\|_2^2 - 2\alpha_k \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)})^2 + \alpha_k^2 \| \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)}) (A^{(i)})^T \|_2^2
\]

\[
= \|x_k - x^*\|_2^2 - 2(2 - \delta) \frac{\left( \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)})^2 \right)}{\| \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)}) (A^{(i)})^T \|_2^2} + (2 - \delta)^2 \frac{\left( \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)})^2 \right)}{\| \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)}) (A^{(i)})^T \|_2^2}
\]

\[
= \|x_k - x^*\|_2^2 - \delta(2 - \delta)L_k \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)})^2,
\]

in which

\[
L_k = \frac{\sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)})^2}{\| \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)}) (A^{(i)})^T \|_2^2}.
\]

Now we consider the bound of \( L_k \). According to (2.1), we have

\[
L_k = \frac{\| \text{diag}(\sqrt{\bar{\omega}_i^k}, i \in J_k) (A_{J_k} x_k - b_{J_k}) \|_2^2}{\| A_{J_k}^T \text{diag}(\sqrt{\bar{\omega}_i^k}, i \in J_k) (A_{J_k} x_k - b_{J_k}) \|_2^2}
\]

\[
\geq \frac{1}{\lambda_{\text{max}}(\text{diag}(\sqrt{\bar{\omega}_i^k}, i \in J_k) A_{J_k} A_{J_k}^T \text{diag}(\sqrt{\bar{\omega}_i^k}, i \in J_k))}
\]

\[
= \frac{1}{\lambda_{\text{max}}(A_{J_k}^T \text{diag}(\sqrt{\bar{\omega}_i^k}, i \in J_k) A_{J_k})}
\]

\[
\geq \frac{1}{\lambda_{\text{max}} A_{J_k}^T \text{diag}(\frac{1}{\|A\|^2}, i \in J_k) A_{J_k}}
\]

\[
\geq \frac{1}{\omega_{\text{max}} \lambda_{\text{max}}},
\]

(2.4)

Substituting the bound (2.4) into (2.3) results in

\[
\|x_{k+1} - x^*\|_2^2 \leq \|x_k - x^*\|_2^2 - \delta(2 - \delta) \frac{1}{\omega_{\text{max}} \lambda_{\text{max}}} \sum_{i \in J_k} \bar{\omega}_i^k (A^{(i)} x_k - b^{(i)})^2
\]

\[
\|A^{(i)}\|_2^2
\]
\[ \leq \|x_k - x^*\|^2_2 - \delta(2 - \delta) \frac{\omega_{\min} \epsilon_k |J_k|}{\omega_{\max} \lambda_{\max}^{\text{block}}}, \quad (2.5) \]

where the last inequality holds because of the choice of the index in Step 5 of Algorithm 1, i.e.,
\[ \gamma_k(i) = \frac{(A^{(i)}x_k - b^{(i)})^2}{\|A^{(i)}\|^2_2} \geq \epsilon_k \text{ for } i \in J_k. \]
For \( k = 1, 2, \ldots, \) since
\[
\|b - Ax_k\|^2_2 = \sum_{i \in [m]} |b^{(i)} - A^{(i)}x_k|^2 = \sum_{i \in [m]} \frac{|b^{(i)} - A^{(i)}x_k|^2}{\|A^{(i)}\|^2_2} \|A^{(i)}\|^2_2
\]
\[ \leq \max_{1 \leq i \leq m} \gamma_k(i) \|A\|^2_F, \]
where \([m] = \{1, 2, \ldots, m\},\) then
\[
\epsilon_k = \zeta \max_{1 \leq i \leq m} \gamma_k(i) \geq \zeta \frac{\|b - Ax_k\|^2_2}{\|A\|^2_F} \geq \zeta \frac{\sigma_{\min}^2(A) \|x_k - x^*\|^2_2}{\|A\|^2_F}, \quad (2.6)
\]
where the last inequality holds by the lemma 2.1. Thus, substituting (2.6) into (2.5) results in (2.2). This completes the proof. \( \Box \)

We remark that under the conditions of Theorem 2.1, if the matrix \( A \) is a normalized matrix, i.e., \( \|A^{(i)}\|^2_2 = 1 \) for all \( i \in [m] \), then the convergence rate of GABK, which is determined by \( \rho_{\text{GABK}} = \|x_{k+1} - x^*\|_2/\|x_k - x^*\|_2 \), is subject to \( 0 < \rho_{\text{GABK}} < 1 \). In fact,
\[
1 - \frac{(2 - \delta) |J_k| \omega_{\min} \sigma_{\min}^2(A)}{\omega_{\max} \lambda_{\max}^{\text{block}} \|A\|^2_F} = 1 - \delta(2 - \delta) \frac{\omega_{\min} |A_{J_k}|^2_F \sigma_{\min}^2(A)}{\omega_{\max} \lambda_{\max}^{\text{block}} \|A\|^2_F}
\]
\[ \leq 1 - \delta(2 - \delta) \frac{\omega_{\min} \sigma_{\min}^2(A)}{\omega_{\max} \|A\|^2_F}, \]
the inequality holds because of the fact \( \frac{|A_{J_k}|^2_F}{\sigma_{\min}^2(A_{J_k})} \geq 1 \). Moreover, \( 0 < \delta(2 - \delta) \leq 1 \) since \( \delta \in (0, 1] \), and \( 0 < \frac{\sigma_{\min}^2(A)}{\|A\|^2_F} \leq 1 \). Then it holds that
\[
0 < \frac{(2 - \delta) \omega_{\min} \sigma_{\min}^2(A)}{\omega_{\max} \|A\|^2_F} < 1,
\]
Thus \( 0 < \rho_{\text{GABK}} < 1 \), which means that Algorithm 1 has a linear convergence.

We give a special selection of the parameters in Theorem 2.1 as follows, which will be used in Section 3.

**Corollary 2.1**. If \( \delta = 1, \omega_k = \frac{1}{|J_k|} \) and \( \|A^{(i)}\|^2_2 = 1 \) for all \( k \) and \( i \), then it holds that
\[
\|x_{k+1} - x^*\|^2_2 \leq (1 - \zeta |J_k| \lambda_{\min}(A^T A)/m \lambda_{\max}(A_{J_k}^T A_{J_k}))\|x_k - x^*\|^2_2.
\]

**Proof**. Since \( \|A^{(i)}\|^2_2 = 1 \), then \( \|A\|^2_F = m \) and \( \lambda_{\max}^{\text{block}} = \lambda_{\max}(A_{J_k}^T A_{J_k}) \), substituting these results and the assumption that \( \delta = 1 \) and \( \omega_k = \frac{1}{|J_k|} \) into the right-hand side of (2.2) results in
\[
1 - \frac{(2 - \delta) |J_k| \omega_{\min} \sigma_{\min}^2(A)}{\omega_{\max} \lambda_{\max}^{\text{block}} \|A\|^2_F} = 1 - \zeta |J_k| \lambda_{\min}(A^T A)/m \lambda_{\max}(A_{J_k}^T A_{J_k}),
\]
which implies (2.2). This completes the proof. \( \Box \)
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We complete this section by analyzing the arithmetic complexity of Algorithm 1. It needs about \((\text{nnz}(A)+\text{nnz}(A_J)+m+2n+2)\) complex flops at the kth iteration of the GABK method, where \(\text{nnz}(A)\) and \(\text{nnz}(A_J)\) denote the number of nonzero elements of \(A\) and the submatrix \(A_{J_k}\) respectively. Moreover, the approximate computing cost of the k-step iteration of the GBK method is \((2\text{nnz}(A_{J_k})+3n+2|J_k|)K+n+2n|J_k|\) complex flops, where \(|J_k|\) is the cardinality of the set \(J_k\), and in GBK method the computation of the pseudoinverse is approximated by performing \(K\) number of iterations using conjugate gradients CGLS.

3. Numerical experiments

In this section, several different kinds of examples are given to show the efficiency and effectiveness of Algorithm 1 (GABK) for solving the consistent system of linear Eq (1.1). The GABK method is compared with the RABK method in [13], the GBK method in [14] and the fast deterministic block Kaczmarz (FDBK) in [16]. We run all examples by the soft of Matlab with the R2019b version on a personal computer with 2.0 GHz Inte(R) Core(TM) i7-8565U CPU processing unit, 8 GB memory, and 64 bit Windows 10 operating system.

For the RABK method, we consider two cases used in [13], and use the same sampling methods and choices of blocks, stepsizes and weights, which is listed in Table 1.

**Table 1.** The sampling methods and parameters of two cases of the RABK method in [13].

| Method       | Sampling method | Block size \(\tau\) | Stepsize \(\alpha_k\) | Weights \(\omega_j^k\) |
|--------------|-----------------|---------------------|-----------------------|------------------------|
| RABK\_a      | Uniform sampling| 10                  | \(L_k\)               | \(1/|J_i|\)             |
| RABK\_a-paved| Partition sampling| \([\frac{m}{|J_i|}]\) | \(L_k\)               | \(1/|J_i|\)             |

The partition sampling in Table 1 means that selects randomly from the row partition \(P_s = \sigma_1, \sigma_2, \ldots, \sigma_s\) at \((k+1)\)th iteration, where \(s = [[\|A\|_2^2]], \sigma_i = \{[(i-1)\frac{m}{s}]+1, [(i-1)\frac{m}{s}]+2, \ldots, [i\frac{m}{s}]\}, i = 1, 2, \ldots, s\), and \(|J_k|\) is the size of the block control set \(J_k\) at the kth iteration.

For the GBK method, we use the parameter \(\eta = \frac{1}{2}(\max_{i\in[m]}|\epsilon_i(i)| + \|b-Ax^*\|_2)/\|A^*\|_2\) in (1.4), and the block control set in [16] for the FDBK method. The CGLS algorithm is used to calculate the Moore-Penrose inverse \(A_{J_k}^+\) at each iteration of both algorithms. For the GABK method, we set \(\zeta = 0.2\) in (1.3) to grasp more rows from the matrix \(A\), \(\delta = 1\) and the weights \(\omega_j^k = 1/|J_k|\) in (2.1).

Three types of coefficient matrices \(A\) are considered to construct the consistent systems (1.1), i.e., overdetermined or underdetermined dense matrices with normally distribution produced by the Matlab function \(\text{randn}(m,n)\), large full rank sparse matrices and rank-deficient sparse matrices from the suitesparse matrix collection in [19]. We let \(b \in \mathbb{R}^m\) in (1.1) be generated by \(A^*x^*\), where \(x^* \in \mathbb{R}^n\) represents the exact solution produced by the Matlab function \(\text{randn}\). The performance of the GABK and other methods are evaluated in terms of efficiency and effectiveness. The efficiency is defined by the iteration number denoted by 'IT' and the CPU time in seconds by 'CPU'. The effectiveness is determined by the relative solution error (RSE) defined by

\[
RSE = \frac{\|x_k - x_0\|_2^2}{\|x_0\|_2^2}.
\]

The initial solution \(x_0\) is set as 0 in all experiments, and all algorithms do not stop until the RSE
satisfies \( RSE < 10^{-6} \). All numerical results reported as follows are arithmetical average quantities with respect to 50 repeated trials of each method. The \textit{speed-up} of \textit{GABK} against other methods is defined by

\[
\text{speed-up}_{\text{method}} = \frac{\text{CPU of a method}}{\text{CPU of GABK}}.
\]

3.1. Example 1. consistent overdetermined systems

Table 2. \textit{IT}, \textit{CPU} and the speed-up of Algorithm 1 (GABK) compared with RABK [13], GBK [14] and FDBK [16] for solving the consistent system of linear Eq (1.1) with a dense overdetermined matrix \( A \).

| \( m \) | \( n=100 \) | \( n=500 \) |
|---|---|---|
| \( \text{RABK}_a \) | IT | 155.4 | 2644.8 |
| | CPU | 0.0044 | 0.1335 |
| \( \text{RABK}_a \) | IT | 32.8 | 180.4 |
| | CPU | 0.0014 | 0.0512 |
| \( \text{GBK} \) | IT | 24 | 270 |
| | CPU | 0.0013 | 0.0632 |
| \( \text{FDBK} \) | IT | 22 | 273 |
| | CPU | 0.0012 | 0.0526 |
| \( \text{GABK} \) | IT | 9 | 72 |
| | CPU | 5.98e-04 | 0.0201 |
| speed-up_{\text{RABK}_a} | | 7.36 | 6.64 |
| speed-up_{\text{RABK}_a \text{paved}} | | 2.34 | 6.64 |
| speed-up_{\text{GBK}} | | 2.20 | 6.64 |
| speed-up_{\text{FDBK}} | | 2.07 | 6.64 |

In this example, we consider the solution of the consistent overdetermined system of linear Eq (1.1) with a dense overdetermined \((m \geq n)\) matrix \( A \in \mathbb{R}^{m \times n} \), which has normal distribution. The coefficient matrix \( A \in \mathbb{R}^{m \times n} \) with different size combined with \( m = i \times 10^3 \) (\( i = 1, 2, \ldots, 5 \)) and \( n = j \times 10^2 \) (\( j = 1, 5 \)) is produced by the Matlab function \texttt{randn(m,n)}. Table 2 shows \textit{IT} and \textit{CPU} together with the speed-up for Algorithm 1 for solving (1.1), and those compared with the RABK method in [13], the GBK method in [14] and the FDBK method in [16]. Figure 1 plots RSE versus IT (left) and CPU (right) of
different method for solving (1.1) with the matrix $A = \text{randn}(4000, 500)$.

![Figure 1](image1.png)

**Figure 1.** RSE versus IT (left) and CPU (right) of different method for solving (1.1) with the matrix $A = \text{randn}(4000, 500)$.

We can see from Table 2 that the GABK method needs the least number of iterations and least CPU time among all methods. This result benefits from the greater block control set and an extrapolated stepsize in each iteration in Algorithm 1. Figure 1 shows that GABK has the fastest convergence of RSE both on IT and CPU among all methods.

3.2. Example 2. consistent underdetermined systems

![Figure 2](image2.png)

**Figure 2.** RSE versus IT (left) and CPU (right) of different method for solving (1.1) with the matrix $A = \text{randn}(500, 4000)$.

We use Algorithm 1 for solving the consistent underdetermined system of linear Eq (1.1) with different underdetermined ($m < n$) dense matrices $A \in \mathbb{R}^{m \times n}$, and compare it with RABK [13], GBK [14] and FDBK [16]. Table 3 lists different size of $A \in \mathbb{R}^{m \times n}$ combined with $m = i \times 10^2$ ($i = 1, 5$) and $n = j \times 10^3$ ($j = 1, 2, ..., 5$) and IT, CPU and speed-up of different methods. Figure 2 plots RSE versus IT (left) and CPU (right) of different method for solving (1.1) with the matrix $A = \text{randn}(500, 4000)$. 
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Similiar results on \( IT, CPU \) and the speed-up to Table 2 in Example 1 are derived for Algorithm 1 from Table 3. It is observed from Figure 2 that the GABK method has the fastest convergence among all methods.

**Table 3.** \( IT, CPU \) and the speed-up of Algorithm 1 compared with RABK [13], GBK [14] and FDBK [16] for solving the consistent system of linear Eq (1.1) with a dense underdetermined matrix \( A \).

| \( m=100 \) | \( n \) | \( 1 \times 10^3 \) | \( 2 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4 \times 10^3 \) | \( 5 \times 10^3 \) |
|--------|--------|--------|--------|--------|--------|--------|
| \( \text{RABK}_a \) | IT     | 129.7  | 109    | 106.5  | 97.3   | 95.5   |
|        | CPU    | 0.0106 | 0.0145 | 0.0207 | 0.0253 | 0.0310 |
| \( \text{RABK}_a \_\text{paved} \) | IT     | 17.4   | 11.9   | 10.6   | 9.2    | 8.6    |
|        | CPU    | 0.0029 | 0.0081 | 0.0115 | 0.0142 | 0.0156 |
| GBK    | IT     | 37     | 30     | 27     | 25     | 26     |
|        | CPU    | 0.0049 | 0.0062 | 0.0081 | 0.0093 | 0.0120 |
| FDBK   | IT     | 38     | 31     | 28     | 25     | 25     |
|        | CPU    | 0.0031 | 0.0038 | 0.0049 | 0.0054 | 0.0067 |
| GABK   | IT     | 14     | 11     | 10     | 10     | 11     |
|        | CPU    | 0.0016 | 0.0019 | 0.0026 | 0.0032 | 0.0055 |
| speed-up \( \text{RABK}_a \) | IT     | 6.63   | 7.63   | 7.96   | 7.91   | 5.64   |
|        | CPU    | 1.81   | 4.26   | 4.42   | 4.44   | 2.84   |
| speed-up \( \text{RABK}_a \_\text{paved} \) | IT     | 3.04   | 3.25   | 3.12   | 2.91   | 2.18   |
| speed-up GBK | IT     | 1.93   | 1.98   | 1.89   | 1.69   | 1.22   |
| speed-up FDBK | IT     | 0.0016 | 0.0019 | 0.0026 | 0.0032 | 0.0055 |

| \( m=500 \) | \( n \) | \( 1 \times 10^3 \) | \( 2 \times 10^3 \) | \( 3 \times 10^3 \) | \( 4 \times 10^3 \) | \( 5 \times 10^3 \) |
|--------|--------|--------|--------|--------|--------|--------|
| \( \text{RABK}_a \) | IT     | 2145   | 796.8  | 819.5  | 748.7  | 703.5  |
|        | CPU    | 0.2560 | 0.3704 | 0.6150 | 0.8577 | 1.0738 |
| \( \text{RABK}_a \_\text{paved} \) | IT     | 109.8  | 39.6   | 26.9   | 21.6   | 19.1   |
|        | CPU    | 0.1018 | 0.0998 | 0.1152 | 0.1279 | 0.1468 |
| GBK    | IT     | 307    | 98     | 69     | 51     | 50     |
|        | CPU    | 0.0984 | 0.0994 | 0.1574 | 0.1525 | 0.2041 |
| FDBK   | IT     | 305    | 95     | 68     | 55     | 49     |
|        | CPU    | 0.0681 | 0.0716 | 0.1165 | 0.1249 | 0.1596 |
| GABK   | IT     | 76     | 27     | 20     | 17     | 16     |
|        | CPU    | 0.0305 | 0.0399 | 0.0468 | 0.0523 | 0.0659 |
| speed-up \( \text{RABK}_a \) | IT     | 8.39   | 9.28   | 13.14  | 16.40  | 16.29  |
|        | CPU    | 3.34   | 2.94   | 2.46   | 2.45   | 2.23   |
| speed-up \( \text{RABK}_a \_\text{paved} \) | IT     | 3.23   | 2.49   | 3.37   | 2.91   | 3.10   |
| speed-up GBK | IT     | 2.23   | 1.80   | 2.49   | 2.39   | 2.42   |
| speed-up FDBK | IT     | 0.0016 | 0.0019 | 0.0026 | 0.0032 | 0.0055 |

3.3. **Example 3. Linear systems with sparse full rank matrices**

This example shows the application of Algorithm 1 to solve the consistent linear systems (1.1) with full rank sparse overdetermined or underdetermined matrices \( A \in \mathbb{R}^{m \times n} \) from the Suite Sparse Matrix Collection in [19].

Tables 4 and 5 display the size, the sparsity \( (\text{density}) \) and the Euclidean condition number \( (\text{cond}(A)) \) of \( A \in \mathbb{R}^{m \times n} \), where \( \text{density} \) of \( A \) is defined by the ratio of the number of nozeros of \( A \) to the total number of \( A \).
**Table 4.** *IT, CPU and the speed-up of Algorithm 1 (GABK) compared with RABK [13], GBK [14] and FDBK [16] for solving the consistent system of linear Eq (1.1) with a sparse overdetermined matrix $A$ with full rank.*

| different $A$ | ash219 | ash608 | ash958 | Trefethen_700 | ch7-8-b1 |
|--------------|--------|--------|--------|--------------|---------|
| $m \times n$ | 219 x 85 | 608 x 188 | 958 x 292 | 700 x 700 | 1176 x 56 |
| Density | 2.35% | 1.06% | 0.86% | 2.58% | 3.57% |
| cond(A) | 3.02 | 3.37 | 3.20 | 563.7 | 3444 |
| RABK_a | IT 185.2 | 374.2 | 563.7 | 4710.39 | 4.79e+14 |
| CPU | 0.0018 | 0.0046 | 0.0092 | 0.1585 | 0.0012 |
| RABK_a_paved | IT 55.9 | 52.9 | 63.1 | 47 | 20.4 |
| CPU | 7.26e-04 | 0.0012 | 0.0019 | 0.0079 | 3.73e-04 |
| GBK | IT 41 | 50 | 59 | 107 | 15 |
| CPU | 5.18e-04 | 9.15e-04 | 0.0014 | 0.0089 | 3.90e-04 |
| FDBK | IT 48 | 48 | 57 | 104 | 17 |
| CPU | 4.26e-04 | 5.76e-04 | 8.61e-04 | 0.0065 | 3.44e-04 |
| GABK | IT 23 | 23 | 25 | 50 | 5 |
| CPU | 2.76e-04 | 3.91e-04 | 5.68e-04 | 0.0028 | 1.57e-04 |
| speed-up_RABK_a | 6.53 | 11.76 | 16.19 | 56.61 | 7.63 |
| speed-up_RABK_a_paved | 2.63 | 3.07 | 3.34 | 2.82 | 2.37 |
| speed-up_GBK | 1.88 | 2.34 | 2.51 | 3.21 | 2.48 |
| speed-up_FDBK | 1.54 | 1.47 | 1.52 | 2.33 | 2.19 |

**Table 4.** *IT and CPU together with the speed-up of Algorithm 1 for solving (1.1) with different sparse overdetermined full rank matrix $A \in \mathbb{R}^{m \times n}$ and with different sparse underdetermined full rank matrix $A \in \mathbb{R}^{n \times m}$ are listed in Tables 4 and 5, respectively.

Tables 4 and 5 show very similar results to Table 2 in Example 1 for the GABK method. It can be seen from Figures 3 and 4 that the GABK method converges fastest among all methods for both overdetermined and underdetermined cases.

GABK is compared with the RABK [13], GBK [14] and FDBK [16] methods. Figures 3 and 4 show RSE versus IT (left) and CPU (right) of different method for solving (1.1) with $df2177$ and $df2177^T$, respectively.
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Table 5. \textit{IT}, \textit{CPU} and the \textit{speed-up} of Algorithm 1 (GABK) compared with RABK [13], GBK [14] and FDBK [16] for solving the consistent system of linear Eq (1.1) with a sparse underdetermined matrix $A$ with full rank.

| different $A$ | df2177 | cari | ch7-6-b1' | model1 | nemsafm |
|--------------|--------|------|-----------|--------|---------|
| $m \times n$ | 630 x 10358 | 400 x 1200 | 42 x 630 | 362 x 798 | 334 x 2348 |
| Density      | 0.34%  | 31.83% | 0.98%     | 1.05%  | 0.36%   |
| cond(A)      | 2.01   | 3.13   | 1.16e+15  | 17.57  | 4.77    |
| RABK \_a IT | 783.4  | 468.3  | 33.5      | 1594.7 | 541.8   |
| RABK \_a CPU | 0.2359 | 0.0836 | 7.35e-04  | 0.0390 | 0.0205  |
| RABK \_a paved | 29.5   | 105.5  | 6.4       | 112.7  | 35.6    |
| GBK \_a CPU | 0.0199 | 0.0583 | 3.17e-04  | 0.0074 | 0.0023  |
| FDBK \_a CPU | 0.0256 | 0.0448 | 5.35e-04  | 0.0106 | 0.0034  |
| GABK \_a CPU | 0.0130 | 0.0411 | 3.09e-04  | 0.0058 | 0.0018  |
| speed-up RABK \_a | 40.67 | 5.39  | 4.54      | 15.00  | 25.26   |
| speed-up RABK \_a paved | 3.43 | 3.76  | 1.96      | 2.85   | 2.83    |
| speed-up GBK | 4.44   | 2.89   | 3.31      | 4.02   | 4.19    |
| speed-up FDBK | 2.25   | 2.64   | 1.91      | 2.120  | 2.20    |

| Name \_ crew1 | GL7d25 | abtaha1' | ash958' | Franz10' |
|---------------|--------|----------|---------|----------|
| $m \times n$ | 135 x 6469 | 2798 x 21074 | 200 x 14596 | 292 x 958 | 4164 x 19588 |
| Density      | 5.38%  | 1.14e-05 | 1.01e-04 | 0.68%   | 6.23e-06 |
| cond(A)      | 18.20  | 1.42e+19 | 12.23   | 3.20    | 1.27e+16 |
| RABK \_a IT | 1171.8 | 3575.2  | 1940.5  | 396.7   | 4949.1   |
| RABK \_a CPU | 0.3156 | 3.6454  | 1.1722  | 0.0089  | 4.2183   |
| RABK \_a paved | 667.1 | 23.5   | 195.6   | 23.1    | 39.9     |
| GBK \_ a CPU | 0.2039 | 0.0509  | 0.2216  | 0.0011  | 0.0067   |
| FDBK \_ a CPU | 0.4992 | 0.1169  | 0.3853  | 0.0021  | 0.1014   |
| GABK \_ a CPU | 0.2602 | 0.0678  | 0.1862  | 9.38e-04 | 0.0487   |
| speed-up RABK \_ a | 3.09 | 94.44  | 14.67   | 19.26   | 184.04   |
| speed-up RABK \_ a paved | 0.01021 | 0.0386 | 0.0799  | 4.62e-04 | 0.0233   |
| speed-up GBK | 4.89   | 3.03    | 4.82    | 4.56    | 4.35     |
| speed-up FDBK | 2.55   | 1.76    | 2.33    | 2.03    | 2.09     |
3.4. Example 4. linear systems with sparse rank-deficient matrices

We test the consistent system of linear Eq (1.1) with the sparse rank-deficient matrices from [19], which originate from different field of application such as directed graph and combinatorial problem. We remove zero rows of the matrices relat6, GD00.a and GL7d26 before running all methods. Table 6 shows IT, CPU and speed-up of Algorithm 1 for solving (1.1) compared with those of the RABK [13], GBK [14] and FDBK [16] methods. Figure 5 plots RSE versus IT (left) and CPU (right) of different methods for solving (1.1) with a sparse rank-deficient matrix relat6.
Table 6. IT, CPU and the speed-up of Algorithm 1 compared with RABK [13], GBK [14] and FDBK [16] for solving the consistent system of linear Eq (1.1) with a sparse matrix $A$ with deficient rank.

| Name            | relat6 | GD00_a | Sandi_authors | us04 | GL7D26 | flower5_1 |
|-----------------|--------|--------|---------------|------|--------|-----------|
| $m \times n$    | 2340×157 | 352×352 | 86×86         | 163×28016 | 305×2798 | 211×201   |
| Density         | 0.34%  | 31.83% | 1.05%         | 1.18e-04 | 4.83e-04 | 1.42%     |
| cond(A)         | 2.01   | 3.13   | 1.79e+18      | inf   | 6.02e+18 | inf       |
| RABK_a          | IT     | 860.1  | 1423.6        | 3393.4 | 1980.4  | 365.1     | 2225.5    |
| RABK_a_paved    | CPU    | 0.0245 | 0.0162        | 0.0298 | 4.7449  | 0.0286    | 0.0248    |
| RABK_a_paved    | IT     | 248.6  | 1437.8        | 2745.5 | 1480.2  | 20.1      | 238       |
| RABK_a_paved    | CPU    | 0.0085 | 0.0170        | 0.0237 | 3.7283  | 0.0036    | 0.0045    |
| GBK             | IT     | 184    | 387           | 1702   | 626     | 37        | 545       |
| GBK             | CPU    | 0.0103 | 0.0070        | 0.0201 | 1.9183  | 0.0051    | 0.0088    |
| FDBK            | IT     | 173    | 310           | 1582   | 556     | 37        | 488       |
| FDBK            | CPU    | 0.0079 | 0.0035        | 0.0124 | 1.1454  | 0.0026    | 0.0052    |
| GABK            | IT     | 91     | 133           | 906    | 278     | 17        | 132       |
| GABK            | CPU    | 0.0049 | 0.0018        | 0.0074 | 0.7613  | 0.0018    | 0.0021    |
| speed-up_RABK_a | IT     | 5.00   | 9.00          | 4.03   | 6.23    | 15.89     | 11.81     |
| speed-up_RABK_a | CPU    | 1.74   | 9.44          | 3.20   | 4.97    | 2.00      | 2.14      |
| speed-up_GBK    | IT     | 2.09   | 3.88          | 2.73   | 2.52    | 2.88      | 4.14      |
| speed-up_GBK    | CPU    | 1.60   | 1.95          | 1.69   | 1.51    | 1.44      | 2.44      |

Table 6 illustrates that Algorithm 1 needs the least CPU time and the least number of iterations among all methods. Figure 5 shows that the GABK method converges fastest among all methods for solving (1.1) with the sparse rank-deficient matrix $relat6$.

![Figure 5. RSE versus IT (left) and CPU (right) of different method for solving (1.1) with the sparse rank-deficient matrix relat6.](image)

4. Conclusions

We propose a greedy average block Kaczmarz (GABK) approach to solve the large scaled consistent system of linear equations. We consider both dense and sparse systems. The tested systems are over-determined and under-determined with full rank or rank-deficient matrix. The GABK method is proved to converge linearly to the least-norm solution of the underlying linear system. Numerical examples show that the GABK method has the best efficiency and effectiveness among all the methods compared.
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