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Abstract

Background and objective: Sharing of medical data is required to enable the cross-agency flow of healthcare information and construct high-accuracy computer-aided diagnosis systems. However, the large sizes of medical datasets, the massive amount of memory of saved deep convolutional neural network (DCNN) models, and patients’ privacy protection are problems that can lead to inefficient medical data sharing. Therefore, this study proposes a novel soft-label dataset distillation method for medical data sharing.

Methods: The proposed method distills valid information of medical image data and generates several compressed images with different data distributions for anonymous medical data sharing. Furthermore, our method can extract essential weights of DCNN models to reduce the memory required to save trained models for efficient medical data sharing.

Results: The proposed method can compress tens of thousands of images into several soft-label images and reduce the size of a trained model to a few hundredths of its original size. The compressed images obtained after distillation have been visually anonymized; therefore, they do not contain the private information of the patients. Furthermore, we can realize high-detection performance with a small number of compressed images.

Conclusions: The experimental results show that the proposed method can improve the efficiency and security of medical data sharing.
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1. Introduction

Healthcare refers to practical measures for maintaining and promoting of physical and mental health, including standards for preventing mental illnesses and physical diseases caused by work, life, environment, and psychological factors \cite{1}. Generally, quality healthcare services are provided by identifying health problems, introducing innovative solutions, and allocating health resources \cite{2}. Thus, these medical services focus on properly collecting, managing, and using healthcare information \cite{3} \cite{4} \cite{5}. Although a large medical facility may provide adequate healthcare information, a single small medical facility does not have the capacity. Considering the insufficient amount of healthcare information in a single small medical facility, it is necessary to obtain adequate healthcare information through transmission between multiple medical facilities \cite{6} \cite{7}. The sharing of medical data plays an essential role in enabling the cross-agency flow of healthcare information; thus, improving the quality of medical services \cite{8}.

With the development of deep convolutional neural networks (DCNNs) \cite{9} \cite{10}, DCNN-based computer-aided diagnosis (CAD) systems \cite{11} \cite{12} have made significant progress in the healthcare field. Since obtaining high-quality medical image data and annotating it by experienced physicians is time-consuming and expensive, the amount of data from a small medical facility is insufficient to train high-accuracy DCNNs \cite{13}. Therefore, sharing medical data from different medical facilities, including image data and trained DCNN models, is essential. However, the large size of medical datasets, the massive amount of memory of saved DCNN models, and patients’ privacy protection are significant obstacles in medical data sharing. With the increase in high-resolution medical image data, the sizes of medical datasets have increased exponentially \cite{14}. Since there are many parameters in DCNN models, a massive amount of memory is required to save the trained DCNN models \cite{15}. Furthermore, medical images often contain private information of patients, and the use of these medical data remains controversial \cite{16}. Therefore, it is necessary to improve the efficiency and security of medical data sharing.

Many methods for reducing the sizes of datasets and saved DCNN models have been proposed. Conventional dataset re-
duction methods aim to select a subset and achieve performance comparable to the original dataset [17, 18]. Additionally, many researchers have proposed approaches to prune networks to solve the problem of a large amount of memory required for saved DCNN models. Network pruning methods aim to prune redundant weights and only keep essential weights. A typical procedure for network pruning consists of training a large model, pruning the trained model, and fine-tuning the pruned model [19].

Although dataset reduction and network pruning methods can be used to address inefficiencies in medical data sharing, they still have limitations. First, dataset reduction methods can be used to reduce the sizes of medical datasets and improve the efficiency of medical data sharing. Meanwhile, these methods can only reduce the size of a dataset to a certain extent since they use actual data from the original dataset, especially in the case of high-resolution and complex medical datasets. Second, we can use model pruning methods to reduce the sizes of trained DCNNs in medical datasets, which can also improve the efficiency of medical data sharing. However, all pruning methods require deleting the network architecture (i.e., channels or layers) or the use of dedicated hardware/libraries, which are not flexible and not sufficiently straightforward [19].

The issue of privacy protection is also a significant barrier to medical data sharing [20]. Privacy information in medical image data causes many medical facilities to be reluctant to share medical data, which has hindered research on CAD systems [21, 22]. The ground truth of medical image datasets is often associated with personal information, e.g., the patient’s name, gender, age, and ID number. Some methods for removing or encrypting the patient’s personal information have been proposed to protect the privacy of patients [23, 24, 25]. However, medical images still contain patient’s information, such as physical characteristics and condition of the patient, which is challenging to share with different medical facilities or taken out of hospitals. To the best of our knowledge, there is currently no way to achieve adequate anonymization of medical images.

Gastric X-ray image data has the above-described problems in medical data sharing. Furthermore, gastric cancer is the third leading cause of cancer-related death worldwide, with half of the total global gastric cancer cases occurring in Eastern Asia [26]. It has been revealed that gastritis is the leading risk factor for the onset of gastric cancer and can be diagnosed by gastric X-ray images in an X-ray examination [27, 28]. Since gastric X-ray image data sharing is crucial for effectively constructing CAD systems, and we have previously proposed methods for automatic detection of gastritis [29, 30], we focused on gastric X-ray images in this study. Although our study focused on gastric X-ray image data, we believe the findings and methodology could also be applied to other medical images, such as endoscopic and Computed Tomography (CT) images.

In this paper, we propose a compressed gastric image generation method based on the soft-label dataset distillation for efficient anonymous medical data sharing. Using the proposed method, we can distill valid information of the entire gastric X-ray image dataset into several soft-label compressed images and effectively compress the sizes of saved models. Since compressed images are not generated from the actual distribution of the original dataset, the generation of compressed images provides a possibility for the visual anonymization of medical images. Figure 1 shows an overview of the proposed method. Although the dataset distillation [31] method has been proposed for distilling information of simple datasets (i.e., MNIST and CIFAR10), its use for large-size and high-resolution medical datasets has not yet been explored. Unlike conventional dataset reduction methods, our method aims to distill information from a large dataset into several soft-label compressed anonymous images with different data distributions. Thus, a smaller amount of data is required to learn the same amount of information as traditional dataset reduction methods. Furthermore, our method can reduce the memory required to save trained models by extracting essential weights straightforwardly.

The main contributions of this study are summarized as follows:

- The proposed method can compress tens of thousands of images into several soft-label images and reduce the size of a trained model to a few hundredths of its original size.
- The compressed images obtained after distillation have been visually anonymized; therefore, they do not contain private information of the patients.
- High-detection performance can be realized with a small number of compressed images.

Note that some preliminary results of this work have been presented in our previous study [32], where we showed the feasibility of dataset distillation for gastric X-ray image data with three compressed images (one image per category). In this paper, we extend our previous work as follows. First, we show the feasibility of distilling information of the entire gastric X-ray image dataset into only one compressed anonymous soft-label patch image for the maximum compression rate. Second, we demonstrate how to reduce the memory required to save trained
models with batch normalization layers. Third, we evaluate the performance of different DCNN models to verify the robustness of our method. Finally, we discuss the relationships between the minimum number of compressed images of different DCNN models and their parameters.

The remainder of this paper is organized as follows. In Section 2, we introduce related works. In Section 3, we describe the algorithm of the proposed method. Then, we present the experiments, discussion, and conclusion in Sections 4, 5, and 6, respectively.

2. Related works

This section presents some dataset reduction methods in 2.1. Then, we review some network pruning methods in 2.2. Finally, we show some privacy protection methods in 2.3.

2.1. Dataset reduction

Many methods have been proposed for making a model trained on a reduced small dataset perform as well as a model trained on the full dataset. Some methods create a core- or prune the original full dataset by using valuable data for model training, a process called core-set construction [33, 34, 18, 35] or instance selection [36, 37, 17, 38]. Additionally, some methods based on active learning aim to reduce the data volume that needs to be labeled by only annotating data that are difficult to recognize [39, 40, 41].

Unlike these dataset reduction methods that use actual data from the original dataset, the dataset distillation method aims to distill information from a large dataset and generate several compressed images with different distributions. Therefore, the dataset distillation method requires a smaller amount of data to learn the same amount of information than the amount of data required by traditional dataset reduction methods. However, the efficacy of the proposed dataset distillation method has only been tentatively validated for simple datasets such as MNIST and CIFAR10. Considering the inefficiencies associated with the sharing of large-scale medical datasets, we propose the soft-label dataset distillation method for medical images and provide the first demonstration of its effectiveness for a complex gastric X-ray image dataset.

2.2. Network pruning

Over-parameterization is a universally recognized characteristic of DCNNs, and it leads to high computational costs of inference and large storage footprints for trained models [42, 43]. Recently, many network pruning methods have been proposed for pruning redundant weights and only keeping essential weights, which can reduce the computational costs and memory required to save the trained models [19]. For example, Han et al. proposed the deep compression pipeline: pruning, trained quantization, and Huffman coding to obtain highly compressed models without affecting their accuracy [44, 45, 46]. Hinton et al. proposed a model compression method by distilling information from large networks to a single compact network [47].

Other network pruning methods that prune at the level of layers or channels have also been proposed [48, 49, 50]. Although these methods have good results in network pruning, they require the use of dedicated hardware/libraries or deleting the original network architecture (i.e., channels or layers) [19]. However, we found that the dataset distillation method can reduce the sizes of datasets and compress the sizes of trained models with no additional operation being required. This paper also presents new findings on the compression of the sizes of trained models.

2.3. Privacy protection

Privacy protection issues have been hindering the development of medical data sharing [21, 22]. Several researchers have addressed some of the issues with anonymization. For example, some methods for removing or encrypting the patient’s personal information have been proposed to protect the privacy of patients [23, 24, 25]. Additionally, some methods based on blockchain [51, 52, 53, 54, 55] and cloud computing [56, 57, 58, 59, 60] platforms have been recently proposed to secure sharing of medical data.

Since the task of effectively anonymizing medical images is challenging, to the best of our knowledge, there is currently no way to achieve adequate anonymization of medical images. In our method, since compressed images are not generated from the actual distribution of the original dataset, the generation of compressed images provides a possibility for visual anonymization of medical images. A recent study has also theoretically demonstrated the role of dataset distillation in privacy protection [61].

3. Proposed method

This section presents the proposed method for generating compressed gastric images. First, we explain the training data preprocessing procedure in Subsection 3.1. Then, we discuss the details of the compressed gastric image generation algorithm in Subsection 3.2. Finally, we show how to perform gastritis detection with patches in Subsection 3.3.
3.1. Training data preprocessing

In this subsection, we present a method to preprocess the training data considering clinical settings. Figure 2 shows the full gastric X-ray images used in this study: (a) is an example without gastritis (hereafter called non-gastritis), and (b) is an example with gastritis. As shown in Figure 2, a stomach without out gastritis has straight folds and uniform mucosal surface patterns. However, a stomach with gastritis has non-straight folds and coarse mucosal surface patterns. The gastric images have high resolutions (i.e., 2,048 × 2,048 pixels). In practical medical applications, high-resolution images could lead to expensive computational costs. Since patch-based detection methods can efficiently use information about pathological regions and locations and reduce the computational cost, we follow our previous approaches to divide each image into patches for compressed gastric image generation [32][32].

First, we divide each gastric X-ray image into multiple patches. Let \(X_{\text{train}} \in \mathbb{R}^{H \times W} \) represent a gastric image in training data. The label of \(X_{\text{train}} \) is defined as \(Y_{\text{train}} \in \{0, 1\} \), where \(Y_{\text{train}} = 0 \) and \(Y_{\text{train}} = 1 \) represent non-gastritis and gastritis, respectively. Specifically, the full gastric images are divided into \(H \times W \) patches (\(H \) and \(W \) are the numbers of patches in the vertical and horizontal directions, respectively). We define the divided patches as \((x, y) = (x_{p}, y_{p})_{p=1}^{G}\) where \(G\) represents the number of patch images, \(x_{p} \in \mathbb{R}^{H \times W}\) represents the image and \(y_{p}\) represents its label. Next, we annotate the patch images into the following three categories (i.e., \(y_{p} \in \{I, N, P\}\)):

- **I**: patches extracted from the outside of the stomach (irrelevant) in gastritis and non-gastritis X-ray images,
- **N**: patches extracted from the inside of the stomach in non-gastritis (negative) X-ray images,
- **P**: patches extracted from the inside of the stomach in gastritis (positive) X-ray images.

A radiological technologist manually processed the stomach region annotation in this research. Figure 3 shows some examples of patch images. We used the divided patches for the following compressed gastric image generation.

3.2. Compressed gastric image generation

This section explains how to generate compressed gastric images based on soft-label dataset distillation. Since the training and test phases of dataset distillation differ from the standard neural network training and testing, we first briefly introduce the framework of the proposed method. In the training phase, we distill the information of a large dataset into several compressed anonymous images through a twice-differentiable loss and keep updating as the gradient descent. In the test phase, we use the optimal distilled images to reproduce the accuracy of the training phase.

Algorithm 1 shows the training phase of the proposed method. First, we explain the settings of the training phase. Here, \(\theta\) represents the random initial weights of a random DCNN model; \(\alpha\), \(K\), and \(T\) represent the learning rate, batch size, and training steps, respectively. \(M\) represents the number of compressed images. \(\tilde{y}_{0}\) is the initial value of distilled labels, \(\tilde{\alpha}_{0}\) is the initial value of optimized learning rate \(\tilde{\alpha}\). We can obtain the compressed images \(\tilde{x}\), distilled labels \(\tilde{y}\), optimized learning rate \(\tilde{\alpha}\) and batch normalization parameters \(\theta_{\text{bn}}\) for the test phase.

Next, we show the details of the compressed gastric image generation algorithm. For the training set of patches \((x, y) = \)
where \( r \) is the number of training images, and \( x_i \) and \( y_i \) represent the image and its label, respectively. We define the weights of a random DCNN model as \( \theta \). Let \( \ell(x, y, \theta) \) be the loss of the DCNN model on the entire training set \((x, y)\). In our compressed gastric image generation method, we distill valid information of \((x, y)\) to a very small distilled dataset \((\tilde{x}, \tilde{y})\) \(= \{\tilde{x}_m, \tilde{y}_m\}_{m=1}^M\). Here, \( M \) represents the number of compressed images and \( M \ll G \), \( \tilde{x}_m \) and \( \tilde{y}_m \) represent the distilled image and its distilled label, respectively.

Since different categories of gastric images can have common features, we let the compressed images \( \tilde{x} \) have soft labels \( \tilde{y} \), which can be represented with probability labels of \( g \). Unlike the training goal of general DCNNs to find the optimal parameters \( \theta \) to minimize the empirical error over the entire training set \((x, y)\), \( \theta \) represents the optimized learning rate.

Generally, the training of DCNNs is to find the minimizer of the empirical error over the entire training set \((x, y)\) as follows:

\[
\theta^* = \arg \min \ell(x, y, \theta),
\]

Unlike the training goal of general DCNNs to find the optimal parameters \( \theta^* \), our goal is to find the best-compressed images \( \tilde{x}^* \), distilled labels \( \tilde{y}^* \), and optimized learning rate \( \tilde{a}^* \). With the newly derived weights \( \theta^* \) of the DCNN model, we can find the minimizer of the empirical error over the entire training set \((x, y)\). The objective function can be defined as follows:

\[
\tilde{x}^*, \tilde{y}^*, \tilde{a}^* = \arg \min \mathcal{L}(\tilde{x}, \tilde{y}, \tilde{a}; \theta),
\]

where \( \mathcal{L} \) is differentiable and \( \ell \) is twice-differentiable.

To get the best compressed images, distilled labels, and optimized learning rate, we update the distilled data \( \tilde{x}, \tilde{y}, \) and \( \tilde{a} \) at each distilling step using a gradient descent method as follows:

\[
\tilde{x} \leftarrow \tilde{x} - \tilde{a} \nabla_{\tilde{x}} \mathcal{L},
\tilde{y} \leftarrow \tilde{y} - \alpha \nabla_{\tilde{y}} \mathcal{L},
\tilde{a} \leftarrow \tilde{a} - \alpha \nabla_{\tilde{a}} \mathcal{L},
\]

where \( \nabla_{\tilde{x}} \mathcal{L}, \nabla_{\tilde{y}} \mathcal{L}, \) and \( \nabla_{\tilde{a}} \mathcal{L} \) represent the gradients of \( \mathcal{L} \) based on \( \tilde{x}, \tilde{y}, \) and \( \tilde{a} \), respectively, and \( \alpha \) represents the learning rate.

Then we explain the training process of the proposed algorithm. First, we randomly initialize the compressed images \( \tilde{x} \). We set the parameters of the DCNN model on the entire training set \((x, y)\) with \( \theta^{\text{opt}} \). If the DCNN model has batch normalization layers, we can set the mean and variance information of batches as \( \theta_{\text{bn}} \) if the DCNN model has batch normalization layers in its architecture.
normalization parameters as follows:
\[ \theta_{\text{opt}} = \theta - \alpha \nabla_{\theta} \ell(\hat{x}, \hat{y}, \theta_{\text{in}}, \theta). \]  
(7)

Finally, we can predict the labels on the test data \((x_{\text{test}}, y_{\text{test}})\) with the obtained optimized weights \(\theta_{\text{opt}}\) as follows:
\[ \text{Pred} = \text{model}(x_{\text{test}}, y_{\text{test}}, \theta_{\text{opt}}). \]  
(8)

where \text{Pred} is the predicted labels of the test data and can be used for the final gastritis detection.

### 3.3. Gastritis detection

This subsection demonstrates how to perform gastritis detection with patches. First, given a test gastric image \(X_{\text{test}} \in \mathbb{R}^{H \times W}\), it can be divided into \(H \times W\) patches in the same manner as that for training data. We can obtain the predicted labels (i.e., Pred) of these patches by inputting the divided patches into a DCNN model with the optimized weights \(\theta_{\text{opt}}\). Then, we calculate the numbers of patches whose predicted labels are \(N\) and \(P\) as \(\text{Num}(N)\) and \(\text{Num}(P)\), respectively. Since patches \(I\) were extracted from outside the stomach and are not related to image-level ground truth, we do not use them for gastritis detection. Finally, we perform gastritis detection as follows:
\[ Y_{\text{test}} = \begin{cases} 1 & \text{if} \quad \frac{\text{Num}(P)}{\text{Num}(N) + \text{Num}(P)} \geq \delta, \\ 0 & \text{otherwise} \end{cases} \]  
(9)

where \(\delta\) is a threshold. Note that when \(Y_{\text{test}} = 1\), the predicted result is gastritis, and the predicted result is non-gastritis when \(Y_{\text{test}} = 0\).

### 4. Experiments

In this section, we conduct three experiments to verify the effectiveness of the proposed method. Subsection 4.1 presents the experimental settings. The effectiveness of the dataset reduction and model compression of our method are presented in Subsections 4.2 and 4.3, respectively. Finally, we demonstrate the minimum number of compressed images of different DCNN models in Subsection 4.4. In all experiments, we implemented the algorithm using PyTorch [64] framework with an NVIDIA Tesla P100 GPU.

#### 4.1. Experimental settings

The medical dataset used in our research contains gastric X-ray images for 815 patients (240 gastritis and 575 non-gastritis images). The ground truth of each image was determined from patient diagnosis results of endoscopic and X-ray examinations. Gastric X-ray images were \(2,048 \times 2,048\) pixels and gray-scale (8-bit). The training data contained images for 200 patients (100 gastritis and 100 non-gastritis images). We used images for the remaining patients (140 gastritis and 475 non-gastritis images) as test data.

In the data preprocessing stage, we divided all of these images into multiple patches (\(299 \times 299\) pixels) with a sliding interval of 50 pixels (i.e., \(H = W = 35\)) because we demonstrated in our previous study that good gastritis detection performance can be obtained in this case [29]. For training data, a radiological technologist annotated the obtained patches as \(I, N,\) and \(P\). If the area within the stomach is less than 1% in a patch, it is marked as \(I\). Additionally, if the area within the stomach exceeds 85% in a patch, it is marked as \(N\) or \(P\). We discarded the rest patches. Consequently, we obtained training data \(I, N,\) and \(P\) for which the numbers of patches were 48,385, 42,785, and 45,127, respectively. These patches were used to train DCNN models and for compressed gastric image generation. For the test data, each of the remaining 615 gastric X-ray images was divided into 1,225 patches in the same manner as that of training data. In the test phase, the detection result of a gastric image was determined using Eq. (9).

Then, we conducted three experiments to evaluate the effectiveness of the proposed method. We used the compressed images with the best detection performance in our experiments. We evaluated the detection performance of full gastric images in all three experiments. In all experiments, we set the threshold \(\delta\) to 0.4, which tended to have better detection performance. The random initial weights \(\theta\) of all DCNN models used in our experiments were initialized with the default Xavier initializer. The loss \(\ell\) was a cross-entropy loss. As in our previous study [30], we used sensitivity (Sen), specificity (Spe), and their harmonic mean (HM) as evaluation metrics, given as follows:
\[ \text{Sen} = \frac{TP}{TP + FN}, \]  
(10)\[ \text{Spe} = \frac{TN}{TN + FP}, \]  
(11)\[ \text{HM} = \frac{2 \times \text{Sen} \times \text{Spe}}{\text{Sen} + \text{Spe}}, \]  
(12)

where TP, TN, FP, and FN represent the numbers of true positive, true negative, false positive, and false negative, respectively. Since Sen and Spe have a tradeoff relationship, we took the HM as the final evaluation metric.

#### 4.2. Demonstration of the effectiveness of dataset reduction

This subsection demonstrates the dataset reduction effectiveness of the proposed method through a comparison of dataset distillation and general network training. We used ResNet18 [65] and VGG16 [66]. First, we set the number of compressed images to 3 (one image per category) for the soft-label dataset and original dataset distillations [31] as SLDD (3) and DD (3), respectively. Since the original dataset distillation method cannot distill the knowledge of the entire dataset into one compressed image, we only set the number of distilled images to 1 for soft-label dataset distillation as SLDD (1). Then we initialized the soft labels with one-hot values of the original labels (i.e., \(I, N,\) and \(P\)) in SLDD (3). We also initialized the soft label with label \(N\) in SLDD (1), which tends to have better detection performance. The distill epochs and steps were set to 3 (a total of nine distill steps). DD (3) had the same settings as SLDD (3), except for the labels being fixed. Conse-
Table 1: Test results of dataset distillation (ResNet18) and ResNet18.

| Method       | Sen     | Spe     | HM     |
|--------------|---------|---------|--------|
| SLDD (3)     | 0.886   | 0.869   | 0.877  |
| DD (3)       | 0.829   | 0.884   | 0.856  |
| ResNet18 (9000) | 0.814   | 0.832   | 0.823  |
| ResNet18 (6000) | 0.907   | 0.760   | 0.827  |
| ResNet18 (3000) | 0.914   | 0.669   | 0.773  |
| SLDD (1)     | 0.793   | 0.895   | 0.841  |

Table 2: Test results of dataset distillation (VGG16) and CMs.

| Method       | Sen     | Spe     | HM     |
|--------------|---------|---------|--------|
| SLDD (2)     | 0.921   | 0.926   | 0.923  |
| CM1          | 0.950   | 0.886   | 0.917  |
| CM2          | 0.907   | 0.891   | 0.899  |
| CM3          | 0.829   | 0.813   | 0.821  |
| CM4          | 0.700   | 0.705   | 0.703  |
| CM5          | 0.964   | 0.945   | 0.955  |

Subsequently, we distilled all the training data into three images (one image per category) or one image. It saved the compressed images, distilled labels, and optimized the learning rate. In the training phase, we performed 400 epochs in SLDD (3), DD (3), and SLDD (1) and saved the distilled results for testing and evaluation. We randomly selected 1,000, 2,000, and 3,000 images per category and trained three ResNet18 models. Furthermore, we use the following comparative methods (CMs) to prove the high-detection performance achieved using the proposed method.

CM1. We trained the VGG16 from scratch by considering the stomach regions (using all patches).
CM2. We fine-tuned the pre-trained VGG16 without considering the regions of the stomach (using only patches N and P).
CM3. We trained the VGG16 from scratch without considering the regions of the stomach (using only patches N and P).
CM4. We fine-tuned the VGG16 with the full gastric X-ray images, whose resolution is scaled down.
CM5 [29]. We fine-tuned the pre-trained VGG16 by considering the stomach regions (using all patches).

The test results are presented in Tables 1 and 2. Table 1 presents the gastritis detection performance of the proposed method and ResNet18. The ResNet18 model trained with 9,000 images (3,000 images per category) has an HM score of 0.823. However, SLDD (1), which distilled all training data into one compressed soft-label patch image for training, has an HM score of 0.841. Furthermore, SLDD (3), which distilled all training data into three compressed soft-label images for training, has a higher HM score (0.877) than that DD (3). We can see that a high-detection performance with several compressed gastric X-ray images, indicating the dataset reduction effectiveness of the proposed method. The experimental results show that we can distill information of the entire gastric X-ray image dataset into only one compressed soft-label patch image for the maximum compression rate compared to our previous work [32]. Table 2 presents the gastritis detection performance of the proposed method and CMs trained on the full dataset. SLDD (2), which distilled all training data into two compressed soft-label images for training, achieved comparable detection performance with CMs trained on the full dataset. Figures 4, 5, and 6 show examples of compressed images used in our experiments. As shown in Figures 4, 5, and 6, the gastric images are anonymized visually. Thus, the compressed patch images have no private information of patients and help privacy protection of medical data sharing.

4.3. Demonstration of the effectiveness of model compression

This section demonstrates the model compression effectiveness of the proposed method through a comparison of different DCNN models with batch normalization layers or not. Generally, when a DCNN model has batch normalization layers in its architecture, the information of a batch will be saved in the parameters. In the training phase, the mean and variance of batches will be treated as constant and assumed not to change during the gradient steps, and hence the batches’ information cannot be distilled into compressed images. However, only the batch normalization parameters need to be saved to reproduce the detection performance of the training phase. Therefore, we can use this feature to compress the model’s size to be saved.

We used different models (e.g., GoogLeNet [67], ResNet18, AlexNet [9], and VGG16) with and without batch normalization layers. First, we set the number of compressed images to 3 (one image per category). Then, we initialized the soft labels with one-hot values of the original labels. The distill epochs and steps were set to 1. In the training phase, we performed 400 epochs for GoogLeNet, ResNet18, and AlexNet, and 200 epochs for VGG16. We saved the distilled results and the batch
normalization parameters after every epoch for training and evaluation.

The test results are presented in Table 4. Table 4 shows that the models with batch normalization layers have better detection performance. We also conducted experiments on multiple models, and the maximum compression rates of different models are presented in Table 5. Memory represents the memory required to save all of the parameters of a model. Memory* denotes saving batch normalization parameters and distilled results.

| Model      | Memory  | Memory* | Compression rate |
|------------|---------|---------|------------------|
| GoogLeNet  | 22.83MB | 289.14KB| 0.01266          |
| ResNet18   | 42.64MB | 250.23KB| 0.00587          |
| ResNet34   | 81.20MB | 287.99KB| 0.00354          |
| AlexNet    | 217.44MB| 201.29KB| 0.00093          |
| VGG16      | 512.21MB| 402.01KB| 0.00078          |
| VGG19      | 532.46MB| 402.01KB| 0.00076          |

Table 5: The minimum number of compressed images of different models.

| Model      | Sen   | Spe   | HM   |
|------------|-------|-------|------|
| GoogLeNet  | 0.764 | 0.853 | 0.806|
| GoogLeNet  | 0.850 | 0.916 | 0.882|
| ResNet18   | 0.800 | 0.855 | 0.827|
| ResNet34   | 0.836 | 0.905 | 0.869|
| ResNet34   | 0.893 | 0.899 | 0.896|
| AlexNet    | 0.671 | 0.895 | 0.767|
| AlexNet    | 0.793 | 0.884 | 0.836|
| VGG16      | 0.643 | 0.524 | 0.577|
| VGG16      | 0.921 | 0.926 | 0.923|
| VGG16      | 0.936 | 0.897 | 0.916|
| VGG19      | 0.614 | 0.891 | 0.727|
| VGG19      | 0.921 | 0.909 | 0.915|
| VGG19      | 0.921 | 0.933 | 0.927|

4.4. Minimum number of compressed images

This subsection presents the minimum number of compressed images of different DCNN models. We found that the minimum number of compressed images that different models can achieve varies. For example, when we set the number of compressed images to 1 with VGG16, the test accuracy was far lower than when the number of compressed images was set to 3 (one image per category). In other words, VGG16 cannot effectively distill the valid information from the training data into one compressed image.

We used different models, including GoogLeNet, ResNet18, ResNet34, AlexNet, VGG16, and VGG19. First, we set the numbers of compressed images to the minimum number of compressed images that the models can achieve, e.g., GoogLeNet (1) and VGG16 (2). For comparison, we set the numbers of compressed images to 3 (one image per category), e.g., GoogLeNet (3). The distill epochs and steps were set to 1. In the training phase, we performed 400 epochs for GoogLeNet, ResNet18, and AlexNet, and 200 epochs for ResNet34, VGG16, and VGG19. We saved the distilled results and the batch normalization parameters after every epoch for testing and evaluation.

The test results are presented in Tables 5 and 6. Table 5 shows that the models with batch normalization layers have better detection performance. We also conducted experiments on multiple models, and the maximum compression rates of different models are presented in Table 6. Memory represents the memory required to save all of the parameters of a model. Memory* denotes saving batch normalization parameters and distilled results.

| Model      | Sen   | Spe   | HM   |
|------------|-------|-------|------|
| GoogLeNet  | 0.764 | 0.853 | 0.806|
| GoogLeNet  | 0.850 | 0.916 | 0.882|
| ResNet18   | 0.800 | 0.855 | 0.827|
| ResNet34   | 0.836 | 0.905 | 0.869|
| ResNet34   | 0.893 | 0.899 | 0.896|
| AlexNet    | 0.671 | 0.895 | 0.767|
| AlexNet    | 0.793 | 0.884 | 0.836|
| VGG16      | 0.643 | 0.524 | 0.577|
| VGG16      | 0.921 | 0.926 | 0.923|
| VGG16      | 0.936 | 0.897 | 0.916|
| VGG19      | 0.614 | 0.891 | 0.727|
| VGG19      | 0.921 | 0.909 | 0.915|
| VGG19      | 0.921 | 0.933 | 0.927|

Table 6: Memory footprints of different models. Memory denotes saving all of the parameters of a model. Memory* denotes saving batch normalization parameters and distilled results.

| Model      | Memory  | Memory* | Compression rate |
|------------|---------|---------|------------------|
| GoogLeNet  | 22.83MB | 289.14KB| 0.01266          |
| ResNet18   | 42.64MB | 250.23KB| 0.00587          |
| ResNet34   | 81.20MB | 287.99KB| 0.00354          |
| AlexNet    | 217.44MB| 201.29KB| 0.00093          |
| VGG16      | 512.21MB| 402.01KB| 0.00078          |
| VGG19      | 532.46MB| 402.01KB| 0.00076          |
the number of parameters of different models, and the image indicates the minimum number of compressed images that different models can achieve. As presented in Table 6, the minimum number of compressed images relates to the number of parameters. Additionally, the minimum number of compressed images increases as the number of parameters of a DCNN model increases.

5. Discussion

In Subsection 4.2, we showed that we could distill information of the entire gastric X-ray image dataset into only one compressed soft-label patch image for the maximum compression rate. We achieved a high-detection performance with three compressed soft-label images for training the model. Moreover, the visualization of the compressed soft-label images showed that they had been visually anonymized. Subsection 4.3 presents the results of evaluating the performances of different DCNN models to verify the robustness of the proposed method. We also showed the effectiveness of the batch normalization layers of the proposed method and how to reduce the memory required to save trained models. Furthermore, Subsection 4.4 presents the relationships between the minimum number of compressed images of different DCNN models and their parameters.

The experimental results showed that our method has limitations. The theoretical proof of the minimum number of compressed images and the number of parameters is complex, and there is no work in this area. Therefore, we only make reasonable inferences and heuristics based on observed phenomena in this paper and leave it for future work. We obtained that the minimum number of compressed images increases as the number of parameters of a DCNN model increases. Additionally, the complexity of distillation significantly increases since our distillation process includes a large number of secondary gradient calculations. Recently, more efficient alternatives to dataset distillation algorithms have emerged to condense small datasets. These algorithms can also be extended for effective anonymous medical data sharing, which will be one of our future works. Moreover, our recent studies on self-supervised learning can learn discriminative representations from different images without manually annotated labels, which fits well with dataset distillation algorithms.

6. Conclusion

This paper proposes a compressed gastric image generation method based on the soft-label dataset distillation for efficient anonymous medical data sharing. The proposed method compresses the entire medical dataset into only one compressed soft-label patch image and reduces the size of a trained model to a few hundredths of its original size. The compressed images obtained after distillation have been visually anonymized; therefore, they do not contain private information of the patients. Furthermore, the proposed method achieves high-detection performance with only a small number of compressed images. The experimental results show that the proposed method can improve the efficiency and security of medical data sharing, which is helpful for future research at the intersection of computer science and biomedicine. Although our study only tested on gastric X-ray image data, we expect the findings and methodology to be applied to other medical images.
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