Classification of Rice Varieties Using Artificial Intelligence Methods

Ilkay CINAR¹, Murat KOKLU²

Abstract: Rice being one of the most widely produced and consumed cereal crops in the world, is also the one of the main sustenance in our country because of its economical and nutritious nature. Rice, starting from farm to our table, goes through some manufacturing steps such as a cleaning process, color sorting and classification. If these stages are to be mentioned briefly, cleaning is the process of separating rice from foreign substances, classification is the process of separating broken ones with sturdy ones; color extraction is the process of separating the stained and striped ones except the whiteness on the rice surface. In this study, a computerized vision system was developed in order to distinguish between two proprietary rice species. A total of 3810 rice grain's images were taken for the two species, processed and feature inferences were made. 7 morphological features were obtained for each grain of rice. With these features, models were created using LR, MLP, SVM, DT, RF, NB and k-NN machine learning techniques and performance measurement values were obtained. Success rates in the classification were obtained 93.02% (LR), 92.86% (MLP), 92.83% (SVM), 92.49% (DT), 92.39% (RF), 91.71% (NB), 88.58% (k-NN). When we look at the results of the success rate of obtain, it is possible to say that the study achieved success.
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1. Introduction

When we look at the production of grain products throughout the world, rice is the most important product following wheat and corn. Rice is quite rich in carbohydrates and starch. Rice has great importance in human nutrition in our country as well as in the world in terms of being nutritious and economical. It is also widely used in industry [1].

Various quality criteria for rice production in our country is made available. These are physical appearance, cooking characteristics, aroma, taste and smell are issues such as efficiency next to the properties. From the perspective of the end consumer’s, it is the first feature physical appearance that comes to mind from the criteria that stand out in the rice varieties that are sold packaged on market shelves [2]. After production, it is seen that the need for technological methods increases because the calibration of rice, determination of its types, and separation of various quality elements are inefficient and time-consuming, especially in terms of those with high production volume.

Therefore, when we look at the recent studies on cereal products using machine vision systems and image processing techniques, it is seen that the products are examined in terms of many physical properties such as color, texture, quality and size. In their work, Yadav and Jindal have calculated quantifications on ground rice by subtracting the perimeter, length, and shape features of the rice grain by means of digital image analysis [3].

Visen et al. in their study using artificial neural network with image processing techniques barley, rye, oats, wheat and durum wheat including images of the grain of five types variety have developed algorithms to analyze. Using the resulting images, over 150 color and textural features, they have achieved a success rate of over 90% for all grain types with the classifier they developed in the identification of grains [4].

Baykan et al. in their studies using wheat grains, they obtained a grey level average of the grain with 9 morphological features for the images they have obtained. They have achieved 72.62% success in the classification for the 5 different species used. However, when they removed a species that was difficult to identify in terms of classification, the success has been 82.65% [5].

Dubey et al. in their studies, they have used three different types of bread wheat. They have obtained about 88% accuracy as a result of their classification by subtracting 45 morphological features for the artificial neural network classification [6].

Zapotoczny et al. they have inferred 74 pieces morphological features using an image analysis technique for the classification of five different barley species. They have used basic component analysis, linear and nonlinear discriminant analysis as a method of classification. As a result, they stated that LDA is the best method in classification methods [7].

Chen et al. in their work, they have obtained 13 shapes, 17 geometric and 28 color features from the images obtained from 5 pieces corn varieties. As a result of their classification, they have detected that the accuracy rate among corn varieties was 90% on average [8].

Babalik et al. in their study, they have used multi-class support vector machines and binary particle swarm optimization algorithms to classify 9 geometric and 3 color properties from 5 pieces wheat species. They have achieved an average classification accuracy of 91.5% with M-SVM and 92.02% with BPSO algorithm [9].

Ouyang et al. using the image processing technique, they have designed an automated image capture band system to distinguish 5 different rice seeds. As the seeds passed through the tape system, their pictures have been taken with the help of a CCD camera. They
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have used Visual C++ 6.0 for image analysis. They have achieved an average success rate of 86.65% for 5 different rice varieties using back propagation classification [10].

In his study, Farahani has used five clusters of features for linear discrimination analysis by subtracting morphological features of 5 pieces Durum wheat variety with image processing technique. In the analysis conducted, 11 morphological features used and achieved a classification accuracy of 67.66%, which was the best result [11].

Silva and Sonnadara classified rice varieties using artificial neural network in their work. In total, they developed algorithms to extract 13 morphological features, 6 Color features and 15 texture features by taking images from 9 different rice varieties. They have made different classifications for these features, both separately and together. When the classification was done separately, it was observed that tissue features had higher success compared to morphological and color features. A 92% success rate was achieved as a result of the classification with all features together [12].

In their study, Kaur and Singh studied rice classification using multi-class support vector machines. By separating the rice in which they extracted their geometric features, they calculated their percentages for each one and determined their features. They achieved a higher success rate than 86% as a result of the classification [13].

Abirami et al. in their study, they have made use of image processing and neural network pattern recognition techniques for the basmati rice species and carried out classification. They removed various morphological features of rice grains through pretreatment such as filtering, thresholding, edge detection, and classified them by neural network pattern recognition. As a result, they achieved a 98.7% success rate [14].

Pazoki et al. using ANN and Neuro-Fuzzy machine learning techniques, they classified five different rice varieties using 24 color, 11 morphological and 4 shape factor features and achieved 99.46% success as a result [15].

Szczypiński et al. in their studies, they have evaluated the effectiveness of Cultivar determination on barley varieties based on their shape, color and texture features. They have made use of linear distinctive analysis and artificial neural networks for classification. As a result, they have achieved varying success rates between 67% and 86% [16].

When the studies were examined, product features have been extracted using shape and color features besides morphological features by utilizing various image processing techniques on the resulting images. These features have been classified with different methods and it is observed that success rates are higher than 90% especially in studies where color, shape and morphological features are evaluated together.

In the second part of our study, the process of obtaining the image in the material and method section, the operations performed on the resulting images, feature extraction from processed images, data set, performance measurements and about cross-validation has been provided. In the third part, the creation of LR, MLP, SVM, DT, RF, NB and k-NN models and information about these models are given. In the fourth part, the results of our study are given. In the fifth chapter, which is the last chapter, the study has been evaluated, discussed and suggestions are given.

2. Materials And Methods

In our study, images of rice samples were obtained first and images were processed using various image processing techniques. The resulting images are first converted to grayscale image, then converted to binary image and removed from the noise on the image. In the next phase, various morphological feature inference processes were applied on the obtained images. The classification phase of rice is given in Figure 1. During the modeling phase, the rice classification process was carried out using seven pieces machine learning techniques. In the last step, the performance of the models used was evaluated.

Fig. 1. Rice classification phases

2.1. Image Acquisition

In order to obtain images of the rice used in the study, a mechanism similar to the system given in Figure 2 was established. The camera used to take images in the system is placed on a box with a lighting mechanism. The box is designed so that it does not receive light from the outside and is intended to prevent shadow formation on the image to be obtained in this way. The box floor is selected in black for easy processing of the image. The captured rice samples were transferred to the computer system and recorded.

Fig. 2. Computer vision system

Both types of rice used in the study were set to 50 gr. A total of 3810 images of rice grains were obtained for the two species. Examples of rice images obtained in Figure 3 are given.
2.2. Image Processing

In this section, preliminary operations on images are explained in order to obtain feature extraction and classification processes in the most accurate way. Image processing is critical as it directly affects the outcome of feature inference and classification. For this reason, these were taken into consideration when designing the image processing phase. The processing of the image was carried out with the help of MATLAB application. The images taken from the camera have been converted to grayscale and binary images in order to prepare for morphological feature inference and then stripped of their noise. In Figure 4, the preliminary process stages on the rice image are given.

![Image processing stages](image)

(a) Original image (b) Grayscale image (c) Binary image

2.3. Morphological Feature Extraction

After the processing phase of the image, the rice grains on each image were treated separately and a number of features were inferred. Feature extractions have been studied from morphological point of view. In total, 7 morphological features were inferred for each grain. Morphological feature extraction is a wide range of image processing processes that process based on the shapes found on the image. In this process, each pixel in the image is adjusted according to the value of the other pixels around it [17]. The most effective morphological features and explanations used in feature extraction for both types of rice are given in Table 1.

| No | Name              | Explanation                                                                 |
|----|-------------------|-----------------------------------------------------------------------------|
| 1  | Area              | Returns the number of pixels within the boundaries of the rice grain.       |
| 2  | Perimeter         | Calculates the circumference by calculating the distance between pixels around the boundaries of the rice grain. |
| 3  | MajorAxisLength   | The longest line that can be drawn on the rice grain, i.e. the main axis distance, gives. |
| 4  | MinorAxisLength   | The shortest line that can be drawn on the rice grain, i.e. the small axis distance, gives. |
| 5  | Eccentricity      | It measures how round the ellipse, which has the same moments as the rice grain, is. |
| 6  | ConvexArea        | Returns the pixel count of the smallest convex shell of the region formed by the rice grain. |
| 7  | Extent            | Returns the ratio of the region formed by the rice grain to the bounding box pixels. |

2.4. Rice Features Dataset

Among the certified rice grown in our country, the Osmancik species, which has a large planting area since 1997, and the Cammeo species grown since 2014 have been selected for the study. When looking at the general characteristics of Osmancik species, they have a wide, long, glassy and dull appearance. One thousand pieces of grain weight is 23–25 gr [18]. When looking at the general characteristics of the Cammeo species, they have wide and long, glassy and dull in appearance. One thousand pieces of grain weight is 29–32 gr. In this study, the distribution of 3810 rice grain obtained as a result of processing images of both species is given in Table 2.

| No | Name | Piece | Grain Weight (mean) |
|----|------|-------|---------------------|
| 1  | Osmancik | 2180  | 0.023 gr            |
| 2  | Cammeo  | 1630  | 0.031 gr            |
|    | Total  | 3810  | 0.027 gr            |

The minimum, average, maximum, standard deviation, skewness and kurtosis data for both types of rice samples are given in Table 3.

| No | Features   | Min  | Mean     | Max    | Std. Dev. | Skewness | Kurtosis |
|----|------------|------|----------|--------|-----------|----------|----------|
| 1  | Area       | 7551 | 12667.73 | 18913  | 1732.37   | 0.3252   | -0.4311  |
| 2  | Perimeter  | 359,1| 454,2392 | 548,446| 35,5971   | 0.2214   | -0.8402  |
| 3  | MajorAxisLength | 145,2645 | 188,7762 | 239,0105 | 17,4487 | 0.2602 | -0.9518 |
| 4  | MinorAxisLength | 59,5324 | 86,3138 | 107,5424 | 5,7298 | -0.1349 | 0.5621 |
| 5  | Eccentricity | 0,7772 | 0,8869 | 0,948 | 0,0208 | -0,4492 | 0,0711 |
| 6  | ConvexArea | 7723 | 12952,50 | 19099 | 1776,97 | 0,3198 | -0,4658 |
| 7  | Extent     | 0,4974 | 0,6619 | 0,861 | 0,0772 | 0,3438 | -1,0301 |
2.5. Performance Measures

The creation of a new model required for classification problems, or the use of existing models and achieving success on that model are calculated by means of the number of accurate estimates. This is effective on the accuracy of the classification rather than the estimation of whether the model is good or not. This is why the complexity matrix is used to explain the predictive evaluations of classification. The matrix that provides information about the real classes with the estimated classes performed via a classification model on the Test data is the complexity matrix [19]. In Table 4, the complexity matrix used in rice classification is given.

Table 4. Complexity matrix used in the classification of rice

| Actual Rice | Predicted Rice |
|-------------|----------------|
| Cammeo      | tp             |
|             | fp             |
| Osmancik    | fn             |
|             | tn             |

The complexity Matrix has four parameters, as seen in Table 4. These are:
- tp: true positive
- fp: false positive
- fn: false negative
- tn: true negative

For two-class classification performance measurements, success criteria such as Accuracy, Sensitivity, Specificity, Precision, F1-Score, Negative Predictive Value, False Positive Rate, False Discovery Rate, False Negative Rate are calculated using Table 4. Calculation formulas are given in Table 5 [20].

Table 5. Performance measurements and calculation formulas for two-class classification

| No | Performance Measure   | Formula                        |
|----|-----------------------|--------------------------------|
| 1  | Accuracy              | \[ ACC = \frac{tp + tn}{tp + fp + tn + fn} \times 100 \] |
| 2  | Sensitivity           | \[ TPR = \frac{tp}{tp + fn} \times 100 \] |
| 3  | Specificity           | \[ SPC = \frac{tn}{tn + fp} \times 100 \] |
| 4  | Precision             | \[ PPV = \frac{tp}{tp + fp} \times 100 \] |
| 5  | F1-Score              | \[ F1 = \frac{2tp}{2tp + fp + fn} \times 100 \] |
| 6  | Negative Predictive Value | \[ NPV = \frac{tn}{tn + fn} \times 100 \] |
| 7  | False Positive Rate   | \[ FPR = \frac{fp}{tn + fp} \times 100 \] |
| 8  | False Discovery Rate  | \[ FDR = \frac{fp}{tp + fp} \times 100 \] |
| 9  | False Negative Rate   | \[ FNR = \frac{fn}{tp + fn} \times 100 \] |

2.6. Cross Validation

Cross-validation is a method of error prediction developed with the aim of improving the security of classification. Cross-validation divides the dataset such that it is random to a determined number of subsets for training and testing. It accepts one of the subsets as a test set, and the system is trained with the remaining sets. This process is repeated up to the number of dataset and the system is tested [21]. Figure 5 shows how cross-validation works.

In the example given in Figure 5, the number of repeats (k) has been selected as 4, 25% of the dataset is divided for testing and 75% for training. The process is repeated for all data sets and the system test is completed.

3. Development of Modelling

Classification models are a method of high importance used in various fields. In class determination, classification models are used to determine which class the data belongs to. The classification model is a model that works by making predictions. The purpose of the classification is to make use of the common characteristics of the data to parse the data in question [23]. In our study, models were created using LR (Logistic Regression), MLP (Multilayer Perceptron), SVM (Support Vector Machine), DT (Decision Tree), RF (Random Forest), NB (Naive Bayes) and k-NN (K Nearest Neighbor) systems in order to classify rice grains according to their characteristics.

3.1. Logistic Regression (LR)

Logistic regression (LR) is one of the most widely used statistical models. Dependent variable in the LR is estimated from one or more variables. LR clarifies the relationship between dependent variables and independent variables. If LR there is no need for variables to require a normal distribution [24, 25]. Because the predicted values in LR are probabilities, LR is bounded by 0 and 1. The reason for this is that LR predicts probability rather than itself in the results [26].

3.2. Multiplayer Perceptron (MLP)

Today, many artificial neural network models have been developed for specific purposes. MLP is also one of the most widely used between these models. In MLP, neuron sequencing is in the form of layers. There are two main layers, as well as a hidden layer between them. MLP can contain multiple hidden layers. The input layer, the first of the main layers, contains information about the problem that needs to be solved. The second main layer, the output layer, gives out printouts of information processed within
the network [27]. In Figure 6, MLP general structure is given.

![MLP general structure](image)

**Fig. 6. MLP general structure**

### 3.3. Support Vector Machine (SVM)

Support vector machine (SVM) is a core-based method that forms a hyper plane for classification and regression. By means of separation mechanisms, SVM can classify data as linear in two-dimensional space, planar in three-dimensional space and hyper plane in multidimensional space [28, 29]. SVM performs the classification process by finding the best hyper plane that separates the data from each other. The best hyper plane for an SVM is the one with the largest margin between the two classes, as shown in the Figure 7 [30].

![SVM hyper plane](image)

**Fig. 7. SVM hyper plane**

SVMs carry features similar to other machine learning algorithms. It is particularly similar to neural networks but bears more resemblance to the k-NN algorithm. Like the k-NN algorithm, SVM determines its neighbors based on the sample data presented to the algorithm and assumes that predictions are made for the new data [31].

### 3.4. Decision Tree (DT)

Decision trees (DT) is one of the first classification methods that came to mind along with neural networks in data mining. If DT is generally thought of as a tree diagram, it is branched out with a classification query in each of its branches and nodes [32, 33]. Figure 8 shows the general structure of DT.

![DT general structure](image)

**Fig. 8. DT general structure [34]**

In DT, the root node represents the attribute. The inner node indicates the test or evaluation of a property. The branch represents the quality and shows the result of the evaluation in the internal node. The result node or leaf node are represents the classes and shows the final decision.

The properties of DT's in dealing with complex problems and their inferences in logical classification rules are seen as advantages [35]. It also makes DT stand out among other classification models due to its convenient installation, easy integration into databases and high reliability.

### 3.5. Random Forest (RF)

Random forest (RF) is a classifier consisting of many DT's. To make a new classification, each DT provides a classification for the inputs. Then RF evaluates the classifications and selects the estimate which has the most votes [36]. RF is capable of managing a large number of variables in a data set. It is also very good at estimating missing data. The biggest disadvantage of RF is the lack of reproducibility. In addition, it is also difficult to interpret the final model and its subsequent results. This is due to the fact that it contains many independent decision trees [37]. Figure 9 shows the general structure of RF.

![RF general structure](image)

**Fig. 9. RF general structure [38]**

### 3.6. Naive Bayes (NB)

Naive Bayes (NB) is a classical probability classifier based on the Bayes theorem. The process of training NB can be carried out efficiently in a supervised learning environment, depending on the structure of the probability model. NB stands out as the most accurate classifier that can be used in situations where there is no adherence between a particular feature present in the system and other features [36]. In NB the learning module uses this model to predict the classification of a new sample by creating an estimated model of existing features [39].

### 3.7. K-Nearest Neighbor (k-NN)

K-Nearest Neighbors (k-NN) is an expanded standard machine learning method for large-scale training kits. In the k-NN algorithm, each point is conceptually plotted in a wide-dimensional space, where each axis in space corresponds to a different variable. Given that there is a certain amount of data to Test, the test data is processed one by one with all of the available data. The Test data will have many neighbors that are close to itself in terms of all the characteristics measured. For this reason, the closest k piece data to the test data is selected. As a result, from the selected data is looked at which class has more data and the data tested is said to belong to that class [40, 41]. In our study, the k value was chosen as 1.

The algorithm has some advantages and disadvantages. One of the
most important advantages of the K-NN algorithm is efficiency and the other is flexibility. The algorithm is efficient in terms of simplicity, speed and scalability. The flexibility of the algorithm makes it easier to manage data sets that cannot be explained by linear or nonlinear relationships by the complexity of the relationships. The most important disadvantage of the k-NN algorithm is that, unlike other data mining algorithms, it does not give an idea of which variables are important in new predictions [31, 42].

4. Results

In order to classify the rice varieties used in our study, preliminary processing was applied to the pictures obtained with CVS and a total of 3810 rice grains were obtained. Furthermore, 7 morphological features have been inferred for each grain. A data set has been created for the properties obtained. Models have been created and performances have been achieved with LR, MLP, SVM, DT, RF, NB and K-NN machine learning techniques for classification. Cross validation k value is selected 10 on all models used. In Table 6, the complexity matrix values for all the algorithms used are given.

Table 7. Measurement results of classification performance

| Measure                  | LR   | MLP  | SVM  | DT   | RF   | NB   | k-NN  |
|--------------------------|------|------|------|------|------|------|-------|
| Accuracy                 | 93.02| 92.86| 92.83| 92.49| 92.39| 91.71| 88.58 |
| Sensitivity              | 92.26| 92.17| 91.70| 91.18| 91.36| 90.86| 86.37 |
| Specificity              | 93.58| 93.36| 93.68| 93.48| 93.15| 92.33| 90.26 |
| Precision                | 91.35| 91.04| 91.53| 91.29| 90.80| 89.63| 87.06 |
| F1-Score                 | 91.80| 91.60| 91.62| 91.23| 91.08| 90.24| 86.71 |
| Negative Predictive Value| 94.27| 94.22| 93.81| 93.39| 93.58| 93.26| 89.72 |
| False Positive Rate      | 6.42 | 6.64 | 6.32 | 6.52 | 6.85 | 7.67 | 9.74  |
| False Discovery Rate     | 8.65 | 8.96 | 8.47 | 8.71 | 9.20 | 10.37| 12.94 |
| False Negative Rate      | 7.74 | 7.83 | 8.30 | 8.82 | 8.64 | 9.14 | 13.63 |

As shown in Table 7, all models except k-NN have been achieved a classification success of over 90%. The 93.02% accuracy achieved in the LR model has the highest value among other models.

5. Discussion

Osmancik-97 and Cammeo rice species used in the study are patented rice grown in our country. By using the models and image processing techniques created for this study, dataset can be created about the species by making feature inferences for other patented species produced in our country. In this way, research can be carried out on the issues affecting the production result by obtaining information about the same type of rice cultivated in different regions.

In addition, automatic systems can be designed for many processes such as calibration of rice types and the separation of species from unwanted substances that may be present. In order to increase the success rate in classification, more images can be obtained from species and it is thought that success rates can be increased by using morphological features as well as color and shape features.
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