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Abstract

A key challenge in science and engineering is to design experiments to learn about some unknown quantity of interest. Classical experimental design optimally allocates the experimental budget into measurements to maximize a notion of utility (e.g., reduction in uncertainty about the unknown quantity). We consider a rich setting, where the experiments are associated with states in a Markov chain, and we can only choose them by selecting a policy controlling the state transitions. This problem captures important applications, from exploration in reinforcement learning to spatial monitoring tasks. We propose an algorithm – MARKOV-DESIGN – that efficiently selects policies whose measurement allocation provably converges to the optimal one. The algorithm is sequential in nature, adapting its choice of policies (experiments) using past measurements. In addition to our theoretical analysis, we demonstrate our framework on applications in ecological surveillance and pharmacology.

1 INTRODUCTION

The optimal design of experiments (Pukelsheim, 2006; Chaloner and Verdinelli, 1995) is a ubiquitous challenge in science and engineering. The key goal is to utilize the limited budget (time, resources) to gain as much information about some unknown quantity of interest. Classical experiment design assumes that an experiment measures a single value with specific conditions. Motivated by applications illustrated in more detail below, we assume that experiments are associated with policies executed in a known Markov chain. We seek to find the best selection of policies that allow us to extract as much information from the environment as our budget allows. There are three major challenges in finding the set of best policies. Firstly, the space of policies can be combinatorial in the size of the state-action space, and searching over it directly would lead to intractable optimization problems with classical methods. Secondly, the feedback from a policy is stochastic, due to the randomness of the Markov chain, which needs to be taken into account. Lastly, it is unclear how classical experimental design objectives can be formulated as a function of the policies. We address all these challenges with convex optimization techniques and utilize the structure of Markov decision processes.

Quantity of interest We want to estimate some aspects of an unknown quantity \( f \). Here, we assume \( f \) is a function of states and actions of a Markov chain \( f : \mathcal{X} \times \mathcal{A} \to \mathbb{R} \). We further assume \( f \) possess certain regularity, in particular, belongs to a reproducing kernel Hilbert space (RKHS) \( (f \in \mathcal{H}_k) \) with a known kernel \( k((x, a), (x', a')) = \Phi(x, a)\Phi(x', a') \), where \( x, x' \in \mathcal{X} \) and \( a, a' \in \mathcal{A} \), and a known bound \( \|f\|_{\mathcal{H}_k} \leq \frac{1}{\epsilon} \). As a concrete example, the function \( f \) can model the distribution of species over a certain geographical location, where the kernel incorporates spatial features such as access to water, soil salinity, etc., and \( x \) corresponds to the spatial location. While \( f \) is unknown altogether, we are often interested in estimating only a linear functional of it \( C f \), where \( C : \mathcal{H}_k \to \mathbb{R}^p \). In the context of biological surveillance, this can be, e.g., a spatial average over certain locations. Another example are values at specific locations, where the rows of \( C_i = \Phi(x_i, \cdot) \), with \( \{x_i\} \) being the locations of interest. For simpler models (finite-dimensional \( f \), \( C \) may even be the identity (i.e., the goal is to estimate \( f \) completely). We observe \( f \) via noisy evaluations at specific states \( x \) while performing an action \( a \),

\[
y = f^\top \Phi(x, a) + \epsilon
\]

where \( \epsilon \) is random noise realization such that \( \mathbb{E}[\epsilon] = 0 \).

Exploration Consider an example, where we want to deploy an agent (e.g., a drone) that explores the environment efficiently to learn \( C f \) from observations at \((x, a)\). Due to the kernel regularity assumption (RKHS), we know that similar \((x, a)\) lead to similar values of \( f \), and to understand \( C f \), intuitively, we should explore diverse landscape features instead of evaluating similar \((x, a)\). In the species distribution example, these are illustrated via the pictograms in Fig. 1a and 1b.
Figure 1: a) Optimal state-action visitation distribution that maximizes the information about species distribution as a function of state features (indicated via pictograms). Different pictograms represent sectors where the unknown function $f$ has different values. Note that some sectors are not visited by the optimal policy, as the information about the function $f$ in these sectors is already extracted from different states with the same pictogram. In essence, showing that the correlation of the model is utilized. b) Displayed are three trajectories from three different policies in three episodes using three different colors. The average of the visitations is converging to the optimal state-action distribution depicted in a). Note that the trajectories move from the initial (lower left) to the terminal state (upper right) and overlap in the purple-colored states. c) This figure provides a diagram of the relation between the sets we work with. Given a policy $\pi$, we can calculate state-action visitations and probabilities over trajectories it generates. Also, state-action visitations $d$ and probability over trajectories $\eta$ are related via a linear conversion map $Z$. A single executed trajectory defines a Dirac delta on the probability space $\mathcal{P}$, $\delta_\tau$. Fig. 1b. We would like to pick a small subset of states covering all pictograms there, however, we cannot choose states arbitrarily: the only way we can choose them is by following the Markov transition rule, which then generates trajectories as in Fig. 1b. In fact, to learn $Cf$ optimally, we need to visit the states in proportion to the heat map in Fig. 1a - optimal visitation of the states. In this work, we develop a method that picks policies sequentially such that their trajectories (as in Fig. 1b) converge to the optimal visitation distribution over states and actions as in Fig. 1a, detailed below.

**Contribution** We design a novel algorithm: MARKOV-DESIGN for adaptive experiment design, where we collect data by deploying policies in a known Markov chain for a fixed horizon. We notice that classical experimental design objectives can be reformulated such that they depend on state-action visitations and show how they can be efficiently optimized using convex reward reinforcement learning which reduces to a sequence of classical planning problems. The resulting algorithm relies on convex optimization techniques and is simple to implement. We prove that our algorithm converges to the optimal allocation over trajectories generated by selected policies and propose several variants of the algorithm with varying levels of approximation and analyze their performance. Additionally, we demonstrate our algorithm on two real-world experimental design problems with Markov chain structure.

## 2 Background and Related Work

### Environment

We assume a known set of environment states $\mathcal{X}$ and actions $\mathcal{A}$, and a known Markov transition model $p(x'|x, a): \mathcal{X} \times \mathcal{A} \rightarrow \mathcal{X}$. We interact with the environment by executing a policy, where actions are sampled $a_h \sim \pi_h(a|x_h)$, for horizon $H$, resulting in trajectories $\tau = \{x_0, a_0, x_1, a_1, \ldots x_{H-1}, a_{H-1}\}$, where $\tau \in \mathcal{T}$ is the set of all possible trajectories with horizon $H$. The space of all policies is denoted $\Pi$. A policy induces a probability distribution over trajectories $\eta$, belonging to the feasible distribution set $\mathcal{P} \subseteq \Delta_\mathcal{P}$, a subset of all possible distributions over trajectories. A distribution supported only on one trajectory $\tau$ is denoted $\delta_\tau$. As in Fig. 1c, note that a policy $\pi$ is related to a specific $\eta \in \mathcal{P}$, but it is generally challenging if at all possible to associate an arbitrary distribution over trajectories to a policy.

### 2.1 Related Work

**Experiment Design** Sequential design of experiments has a very rich history spanning back to Fisher (1926) and Kiefer (1959). In this work, we focus on a specific case where the unknown elements are members of a Hilbert space, usually referred to as optimal experimental design (OED) (Pukelsheim, 2006). Modern applications of OED range from protein design (Romero et al., 2013), Poisson sensing (Mutný and Krause, 2022b) to machine calibration Kirschner et al. (2019) among many others. It is closely related to active learning (Settles, 2009) and bandit optimization (Szepesvari and Lattimore, 2020). It can be studied with the frequentist assumption as done in this work, or within a Bayesian framework (cf., Chaloner and Verdinelli, 1995). Traditionally, in OED, the action (experiment) can be chosen deterministically, and the space of actions is not large – a scenario which we cover when the Markov chain

**DESIGN** for adaptive experiment design, where we collect data by deploying policies in a known Markov chain for a fixed horizon. We notice that classical experimental design objectives can be reformulated such that they depend on state-action visitations and show how they can be efficiently optimized using convex reward reinforcement learning which reduces to a sequence of classical planning problems. The resulting algorithm relies on convex optimization techniques and is simple to implement. We prove that our algorithm converges to the optimal allocation over trajectories generated by selected policies and propose several variants of the algorithm with varying levels of approximation and analyze their performance. Additionally, we demonstrate our algorithm on two real-world experimental design problems with Markov chain structure.
is trivial. Scaling to many actions has been addressed in the bandit literature in the context of combinatorial bandits (Zou et al., 2014; Talebi et al., 2013; Jourdan et al., 2021), where the action structures are, e.g., paths in a graph, or spanning trees. While the goal is optimization in their line of work (i.e., finding \( \arg \max_x f(x) \)), the techniques used in these works are similar in spirit to the ones used here. They circumvent the large action set problem by having an efficient oracle that incrementally increases the allocation, e.g., the Dijkstra algorithm. This incremental increase slowly converges to the optimal allocation. Similarly, our problem – experiment design over policies – also spans a large set of actions. We utilize the Markov chain structure to design a sequence of Markov policies to incrementally change the visitations of states and actions. The oracle we rely upon is the Bellman optimality solver – planning.

**Convex RL**  Our approach utilizes the recent framework of reinforcement learning with convex reward functions due to Hazan et al. (2019) and Zahavy et al. (2021). These works propose a way to find a stationary policy \( \pi^* \) which minimizes a certain convex reward function, which, to light of our work, can be certainty about \( f \). Similarly to this work, exploration with convex rewards in the context of MDPs is investigated by Tarbouriech and Lazari (2019) in a non-episodic context with ergodicity assumption. Different from their work, we consider more complex objectives which incorporate the structure of RKHS – similarity between states, exploiting a connection with the field of experiment design. In addition, we do not need to assume ergodicity. Note that a large body of works, addresses exploration in Markov chains in order to learn the parameters of the Markov chain (cf. Sato et al., 1981; Duff, 2002). However, this is not the topic of this work as we assume the Markov chain is known.

Shortly after the publication of the first version of this work, Wagenmaker and Jamieson (2022) introduced a similar experiment design problem on Markov chains with the aim of developing instance-optimal RL algorithms. Unlike their work, we focus also on how the optimal policy \( \pi^* \) should be executed. Replicating the policy \( \pi^* \) for multiple episodes leads to potentially the same states being visited and a sub-optimal convergence to the optimal choice of states and actions as we show. Instead, we incrementally construct a sequence of policies that take the history of executed trajectories into account such that convergence of the empirical visitation distribution to the optimal visitation distribution of policy \( \pi^* \) is faster than resampling.

If \( f \) is interpreted as a reward function, our work can be seen as a reward learning problem similar to Lindner et al. (2021). The difference here is that our exploration is planned for an entire episode instead of assuming an access to arbitrary state-action oracle (simulator) as in their work, which makes our approach more widely applicable. Episodic planning for reward learning with different assumptions on \( f \) and methods is considered by Belogolovsky et al. (2021).

### 2.2 Estimation

We estimate \( C_f \) using a regularized least squares estimator, where the estimated \( \hat{f}_t \) after \( t \) episodes is the solution to

\[
\hat{f}_t = \arg\min_{f \in \mathcal{H}_k} \sum_{i=1}^t (f(x,a) - y_{a,x,i})^2 + \lambda \| f \|^2_{\mathcal{H}_k}.
\]

In order to estimate the functional \( C_f \), we simply use \( C_{\hat{f}} \). This estimator is motivated by the famed Gauss-Markov theorem, as it minimizes the second moment of residuals (see Mutný and Krause, 2022a, for details). Due to the representaion theorem (cf., Schölkopf et al., 2001), the above problem can be solved even if the RKHS is infinite-dimensional.

We aim to understand the uncertainty of the estimate \( C_{\hat{f}} \) as a function of trajectories taken. To do so, as common in optimal experiment design, we consider the second moment of the residuals \( C(\hat{f} - f) \) denoted as \( E_T = \mathbb{E}_{\mathcal{C}}[C(f - \hat{f})(f - \hat{f})^\top C^\top] \), where the expectation is understood over the noise realization \( \epsilon \) (see Eq. (1)). Evaluating it, we can see its dependence on the executed trajectories \( \tau, i \in [T] \):

\[
E_T \preceq C \left( \sum_{i=1}^T I(\tau_i) + \lambda I \right)^{-1} C^\top
\]

where we call \( I(\tau) : \mathcal{H}_k \rightarrow \mathcal{H}_k \times \mathcal{H}_k \) the information matrix for a trajectory \( \tau \),

\[
I(\tau) = \sum_{(a,x) \in \tau} \frac{1}{\sigma_{a,x}^2} \Phi(x,a)\Phi(x,a)^\top.
\]

and \( \sigma_{a,x} \) denotes the variance of random variable \( \epsilon \). The derivation follows a straightforward application of optimality conditions, representor theorem, and use of bounded norm assumption \( \| f \|_{\mathcal{H}_k} \leq \frac{1}{\lambda} \). A very detailed derivation is given by Mutný and Krause (2022a).

By appropriate choice of trajectories \( \tau_i \), we can minimize the second moment of residuals in Eq. (2). As alluded to in the beginning, unless the system is completely deterministic, we cannot directly choose trajectories \( \tau_i \). Even if we could, this space of trajectories may grow exponentially in \( |S| \) and \( |A| \). Instead, we first reformulate the objective via a fractional allocation over trajectories \( \eta \in \Delta_p \), essentially by inserting \( 1/T \) into Eq. (2),

\[
E_T(\eta_T) \preceq \frac{1}{T} C \left( \sum_{\tau \in T} I(\tau)\eta_T(\tau) + \frac{\lambda}{T} I \right)^{-1} C^\top
\]

where we identified \( \eta_T = \frac{1}{T} \sum_{i=1}^T \delta_{\tau_i} \). Now the goal of the experiment design is to invest the \( T \) samples (trajectories) in such a way that the matrix in Eq. (4) is as small as possible.

Since the RHS is matrix-valued, a classical approach is to scalarize the objective by one of the well-known scalarization functions (see 1). A scalarization function \( s : \mathbb{R}^{p \times p} \rightarrow \mathbb{R} \) is interpreted as a reward function, our work can be seen as a reward learning problem similar to Lindner et al. (2021).
Table 1: Selected design objectives with their interpretations and name (Fedorov and Hackl, 1997).

| Design | Represents | \( s(\Sigma) \) |
|--------|-----------|-------------|
| D      | information | \(- \log \det (\Sigma^{-1})\) |
| A      | parameter error \(^2\) | \( \text{Tr}[\Sigma] \) |
| E      | worst projection error \(^2\) | \( \lambda_{\text{max}}[\Sigma] \) |

\( \mathbb{R} \) acts on the space of PSD matrices, and is convex. These objectives usually correspond to a specific type of uncertainty, such as squared error, entropy, or predictive error. Upon scalarization we have \( F(\eta) = \frac{1}{2} s(\Sigma(\eta)) \), which upper bounds \( s(\mathcal{E}_T) \). The constant \( s(\Sigma(\eta)) \) represents the optimality with which the budget of \( T \) policies is invested - the smaller it is the more information we extract. With experiment design, we seek to have the lowest possible constant with \( \eta^* = \arg \min_{\eta \in \Delta_P} F(\eta) \).

3 EXPERIMENT DESIGN PROBLEM

Our goal is to design and execute a sequence of \( T \) policies \( \pi_i, i \in [T] \), each one for a single episode, for a fixed number of steps \( H \) (episode length), such that we reduce the uncertainty of \( C_T \) efficiently. Directly optimizing probability distributions over trajectories in \( F(\eta) \) is intractable as their description size is \( (|\mathcal{X}| |A|)^H \) in the worst case. Instead, we focus on the building blocks of trajectories: states and actions, and their visitations. We design policies that visit the states and actions such that uncertainty is maximally reduced as measured by the function \( F \) and show that for experiment design objectives the complexity of the problem can be reduced to optimization over distributions with size \( |\mathcal{X}| |A| H \).

3.1 State-action polytope

To optimize the choice of policies (and hence trajectories), we work with an object that accumulates the information about state visitations: the state-action visitation distribution. For ease of exposition, assume that \( \mathcal{X} \) and \( A \) are discrete sets. The space of all possible state-action visitation distributions with a known initial distribution \( d_0 \) is the state-action visitation polytope,

\[
\mathcal{D}_h := \left\{ d_h \mid d(x, a) \geq 0, \sum_{a,x} d_h(a, x) = 1, \sum_a d_h(x', a) = \sum_{x,a} d_h(a, x)p(x'|x, a) \right\}.
\]

For reference see Puterman (2014) or Neu and Pike-Burke (2020). The average state-action visitation polytope over a time horizon \( H \) is the central constraint set used in this work, which we denote by \( \mathcal{D} := \{ d = \frac{1}{H} \sum_{h=1}^{H} d_h \mid d_h \in \mathcal{D}_h \forall h \in [H] \} \). Notice that for the fixed horizon, the state-action visitation distribution \( d_h \) for each timestep \( h \) is different. A useful approximation is to let \( H \) be very large. In that case, a reasonable approximation to this polytope is the average-case polytope, where \( \mathcal{D} = \{ d \mid d(x, a) \geq 0, \sum_{a,x} d(a, x) = 1, \sum_a d(x', a) = \sum_{x,a} d(x', a)p(x'|x, a) \}, \) and the distribution \( d \) for each \( h \) is the same. The distributions \( d_h \) can be generated via transition operator \( P_{\pi_h} \) and a (Markov) policy \( \pi \),

\[
P_{\pi_h}(x, x') := \sum_a p(x'|a, x)\pi_h(a|x),
\]

to get \( d_h(x, a) = \left( \prod_{i=1}^{h-1} P_{\pi_i} d_0(x) \right) \pi_h(x|a) \). Conversely, to match the state-action visitation by executing a policy, we can obtain a policy by marginalization:

\[
\pi_h(a|x) = \frac{d_h(a, x)}{\sum_a d_h(a, x)} \quad \text{and} \quad \bar{\pi}(a|x) = \frac{d(a, x)}{\sum_a d(a, x)},
\]

where the second case corresponds to the average case. In the latter case, the induced policy \( \bar{\pi} \) is stationary, while the former is non-stationary. We will drop the subscript \( h \) from \( d \) and \( \pi \), and instead refer to them as \( d_\pi \) and \( \pi_\pi \), as the treatment for average and fixed horizon polytopes is essentially the same – they differ only in the form of marginalization.

Visitations and Trajectories Executing a policy \( \pi \) for \( H \) steps leads to a trajectory \( \tau = \{x_0, a_0, \ldots , x_{H-1}, a_{H-1}\} \).

Since both the policy and/or the environment can be stochastic, \( \pi \) induces a distribution over trajectories of length \( H \), which we denote by \( \eta_\pi \in \mathcal{P} \). We see that \( \pi \) induces both \( \eta_\pi \) and \( d_\pi \), and in turn, \( d_\pi \) can be matched by a Markov policy \( \pi \). The distributions \( d_\pi \) and \( \eta_\pi \) can be related using a linear map \( Z \) that we refer to as a conversion map (see Fig. 1c) as follows,

\[
d_\pi(a, x) = \frac{1}{H} \sum_{\tau \in \mathcal{F}} \eta_\pi(\tau) \sum_{a', x' \in \tau} \delta_{a=a', x=x'} \sum_{\tau' \in \mathcal{F}} \#(a, x, \tau) \bar{\eta}_\pi(\tau') = Z_{a,x} \eta_\pi,
\]

where \( \#(a, x, \tau) \) refers to the number of times a state combination \( (x, a) \) appears in \( \tau \), and the normalized sum with \( H \) is empirical visitation of a trajectory \( \tau \). The relation in connection to additivity of the information matrix allows us to directly optimize the distribution over trajectories (and hence policies) by optimizing state-action visitations \( d_\pi \).

3.2 Loss Function

Using the conversion map \( Z \), we can relate the objectives \( F \) which is in terms of the distribution of trajectories \( q \in \mathcal{P} \) with objective \( U \) depending only on state-action visitations:

\[
\min_{\eta_\pi \in \mathcal{P}} F(\eta_\pi) := \min_{\eta_\pi \in \mathcal{P}} U(Z\eta_\pi) = \min_{d_\pi \in \mathcal{D}} U(d_\pi), \quad (8)
\]

where \( d_\pi \) corresponds to the state-action visitation of the policy \( \pi \) (which needs to be neither Markovian nor stationary). However, there exists a Markovian policy achieving this due to the considerations. Functions \( U \) and \( F \) are essentially the same; the only difference is in terms of the decision variables involved. This simplification of the objective \( F \) to \( U \), is possible due to the definition of
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Hence, bounding the performance of the algorithm to the expected performance of the optimal set of policies \{π t \}_{t=1}^T for T episodes can be done by bounding the performance with respect to the F(η ∗) induced by a fixed policy π ∗:

F(η T ) − E r,π t \sim π t [F(η T )] ≤ F(η T ) − F(η ∗).

By bounding this performance, we get a bound on the other, perhaps more intuitive, objective. This is true regardless whether analyzing expected loss E r,π t \sim π t [F(η T )] or high probability error for F(η T ) as in Sec 6.

4 CONVEX RL: NON-ADAPTIVE DESIGN

Given a convex objective U(d) (related to F(η) = U(Zη)) over polytope d \in D (either the average or fixed horizon average polytope), we can solve for a policy π ∗ which achieves the optimum of d ∗ easily due to seminal works of Hazan et al. (2019) and Zahavy et al. (2021). We refer to it as convex Reinforcement Learning (RL). It proceeds by solving a sequence of classical RL problems with a linear reward function that corresponds to the gradient of U(d). We use it as a subroutine in our adaptive algorithm that we explain in Section 5. Using this method, we can find a fixed policy π ∗ that matches the optimum value U(d ∗) = F(η ∗). It does so by constructing a convex combination of base policies.

Mixture Policy We refer to a convex combination of policies as mixture policy. It is a tuple consisting of a set n base policies, and set of n positive weights \( \alpha_i \) that sum to one, \( \pi_{\text{mix},n} = (\alpha_i, \pi_i)_{i=1}^{n} \). Such a mixture can be executed by first sampling an index \( j \in [n] \) with probability equal to \( \alpha_j \), and then evaluating policy \( \pi_j \) for H rounds. A property of mixture policies is that the state-action probabilities follow the convex combination of the policies such as \( d_{\text{mix},n} = \sum_{i=1}^{n} \alpha_i d_{\pi_i} \). Note that like any other policy, a mixture policy can be summarized by a single policy via marginalization as in Eq. (6).

4.1 Convex RL as Frank-Wolfe

Convex RL can be solved via the Frank-Wolfe algorithm – it incrementally constructs a mixture policy whose state-action distribution \( d_{\text{mix},n} \) converges to \( d^∗ \) as the number of mixture components n increases. There are two distinct steps. The first is called density estimation, corresponding to the evaluation of the gradient in Frank-Wolfe, and the second is policy search, corresponding to the linear minimization oracle in Frank-Wolfe.

Density Estimation Given a mixture policy, the density estimation oracle needs to estimate \( d_{\text{mix}} \). For discrete Markov chains (i.e., tabular MDPs), this amounts to a straightforward application of the operator \( P_{\pi}(x', x) \) to \( d_0 \) as in (5) for every component of the mixture policy. In particular for the fixed horizon setting \( d_n(x, a) = \frac{1}{T} \sum_{t=1}^{T} Z_t(x, a) \), where subscript \( j \) denotes the iteration within the episode as \( \pi \) is non-stationary for a fixed horizon. The overall mixture state-visitacion is the convex combination of all mixture components. Beyond discrete Markov chains, any state-visitiation density can be estimated via sampling. As we know the transition operator \( P \), this means simulating the policy \( \pi \), we do not require interaction with the real environment.

Policy Search Having estimated \( d_{\pi_{\text{mix},n}} \) with n elements, we can now add an element \( \pi_{n+1} \) such that the objective \( U \) decreases. We linearize the objective \( \nabla U(d) \) and solve the linear minimization oracle:

This is a classical reinforcement learning problem, where \( \nabla U(d_{\text{mix}}) \) plays the role of the reward function (Puterman, 2014). Hence, it can be solved by any RL solver such as value/policy iteration or linear programming with a Markov policy. The newly found \( d_{\pi_{n+1}} \) defines \( \pi_{n+1} \) or vice versa depending on the RL solver used. The weight of new policy \( \pi_{n+1}, \alpha_{n+1} \), is found via a line search as in Alg. 1 or any other convergent step-size scheme for the Frank-Wolfe algorithm (Jaggi, 2013). The new mixture policy is then
\[ \pi_{\text{mix},n+1} = \{(1 - \alpha_{n+1})\pi_i, \pi_i)\}_{i=1}^{\eta} \cup \{\alpha_{n+1}, \pi_{n+1}\}. \]

This algorithm is summarized in Alg. 1 as Convex RL. Hazan et al. (2019) prove that in order to converge to \( \epsilon \) optimality in terms of \( U \), under the regularity conditions as in Assumption 1 (see Sec. 6), one needs \( n \geq O(\frac{L}{\epsilon} \log(1/\epsilon)) \) steps with step size \( \alpha_n = \frac{1}{T} \) for all \( n \).

5 Markov-Design: Adaptive Design

In the previous section, we discussed how to find a single policy such that its state-action visitation probability minimizes a certain convex functional \( U \). However, ultimately our objective depends on the empirical distribution \( n_T = \frac{1}{T} \sum_{t=1}^{T} \delta_{r_t} \) of the executed trajectories. We now consider ways to generate trajectories: first, the straightforward non-adaptive methods that execute a single policy multiple times, and then we describe the adaptive methods, which lie at the core of the contribution.

5.1 Resampling from mixture \( \pi^* \)

Variant: Non-adaptive As our final density is in the form of a mixture policy, we can either sample a component for each episode or summarize the policy by marginalization and execute it multiple times resulting in empirical \( \eta_T \). The value \( F(\eta_T) \to F(\eta^*) \) with probability \( 1 - \epsilon \) depending on the gradient norm \( B = \|\nabla F(\eta_T)\|_{\infty} \), as \( O(B \log(1/\delta)/\sqrt{T}) \). In general, this strategy suffers from the coupon collector problem, where the same trajectories are resampled with non-zero probability. Namely, this manifests itself in the number of \( T \) needed such that \( B \) is well-behaved. One can construct instances of the problem where the coupon collector problem is clearly manifested where \( T \approx O(p \log(p)) \) before \( B \) is not \( T \) dependent. While for the adaptive variant, that we are about to present in the next subsection, it is \( T \approx O(p) \); for more details and formal statements, see Appendix B.2 and B.3.

Variant: Tracking The non-adaptive variant is wasteful in that there exists a non-zero probability that the same base policy is executed multiple times, leading to similar trajectories (and hence redundant experiments). This can be avoided via tracking - closely following the empirical distribution of executed policies to the mixture found by convex RL. Namely, we choose the base policy \( \pi_j \) such that \( j = \arg \max_i (\alpha_i - \hat{\alpha}_j) \), where \( \hat{\alpha}_i \) corresponds to the empirical distribution of executed policies. This, however, can be wasteful, as it depends on how the mixture policy is decomposed. If the mixture contains a lot of dissimilar policies, then this method can be very competitive. On the other hand, if the components are all very similar, then this is as wasteful as the non-adaptive variant.

5.2 Adaptive Optimization on \( \mathcal{P} \)

A more elegant way to avoid resampling is to inform the choice of the next policy with the information about the executed trajectories from previous steps. To do this, we incrementally estimate the empirical distribution of the visited states from past trajectory distributions as \( Z_{t}\theta_t \), where \( \theta_t = \frac{1}{T} \sum_{i=1}^{t} \delta_{r_i} \). We then seek an addition to this empirical measure \( d = Z_{\theta_t} \) as \( \frac{1}{1+\epsilon} d + \frac{\epsilon}{1+\epsilon} Z_{\theta_t} \) which minimizes the objective \( G_\epsilon(d) = U(\frac{1}{1+\epsilon} d + \frac{\epsilon}{1+\epsilon} Z_{\theta_t}) \). Notice that the weighting \( \frac{1}{1+\epsilon} \) is chosen such that the new empirical distribution over trajectories \( \theta_t+1 = \frac{1}{1+\epsilon} \delta_t + \frac{\epsilon}{1+\epsilon} \theta_t \) where \( \delta_t \sim q_t \) remains still the average allocation over the executed trajectories. It is in a sense a greedy one-step change in the allocation that brings us closer to the optimal allocation.

Variants: Exact and One-Step Depending on how we identify the distribution over trajectories \( q_t \) (and the associated \( d \)), we distinguish two variants. The exact variant finds the exact element such that \( q_t = \arg \min_{q \in \mathcal{P}} U(\frac{1}{1+\epsilon} Z_{q_t} + \frac{\epsilon}{1+\epsilon} Z_{\theta_t}) \). The one-step variant simply runs the convex MDP framework for one step and plays the first component in the mixture policy \( \pi_{\text{mix}} \) as summarized in Alg. 1. The one-step variant can be seen as a computationally frugal version of exact, although there seem to be empirical benefits for the former with deterministic environments as we will see.

5.3 Uncertain Objectives

In some cases, the objective \( F \) depends on an unknown quantity \( \gamma \in \Gamma \) such as unknown variance \( \sigma_{\pi,a}^2 \), we denote such objective \( F_\gamma \). The set \( \Gamma \) can be also time-dependent. To deal with this complication, there are two approaches one can take:

- Robust design: take a supremum over the set \( \Gamma \), and have a design that takes into account any possible values of \( \gamma \). If \( F \) is convex then so is the supremum over the compact set.

- Sequential design: amend the objective \( F \) with the new value of the supremum if by executing an episode one can reduce the size of the set \( \Gamma_t \). In the context of the example with unknown variance, we can estimate the variance from repeated samples, and the confidence sets, coincides with \( \Gamma_t \). The confidence set shrinks over time as more information is gathered eventually containing only values very close to the true \( \gamma \).

We give examples for both of these design approaches in the experimental Section 7. Further details along with theoretical convergence guarantees are given in Appendix C.

6 Convergence Theory

The one-step variant is closely related to the Frank-Wolfe algorithm on the space of trajectory distributions and the theory we develop for its convergence is largely based on it. The convergence cannot be linear unless step sizes are adjusted (Lacoste-Julien and Jaggi, 2015), however, our \( \frac{1}{1+\epsilon} \) step sizes are determined by the one-step update specific to this setting, and cannot be changed.
We utilize the same convergence proof for the Assumption 1 and Theorem 1 (Wagenmaker and Jamieson, 2022). However, the usual behavior Assumption 1, with the smoothed objective using \( \mu \) gives optimal convergence rate with high probability. Applying our algorithm on objective \( \mu \) close to \( \mu^* \), but with smoothness \( L_{\eta,1,k} \leq \frac{1}{k} \). Applying our algorithm on objective \( \mu \) gives order \( T \) optimal convergence rate with high probability.

**Theorem 1** (Convergence exact and one-step). Under Assumption 1, with the smoothed objective using \( \mu = \sqrt{\log T/T} \), the exact and one-step variants satisfy,

\[
F(\eta_T) - F(\eta^*) \leq O\left( \frac{1}{T} \sum_{t=1}^{T} \|\nabla F(\eta_t)\|_{\infty}^2 \log(T/\delta) \right)
\]

with \( 1 - \delta \) probability over the transition model and policy. 

Proofs are postponed to Appendix B.4, and Nesterov (2005) smoothing technique is reviewed in Appendix A.2 for completeness. With a reasonable upper bound on the gradient of \( F \), the convergence is as \( O(\frac{1}{\sqrt{T}}) \) even for non-smooth objectives.

However, smoothing is not necessary as our experimental results point out. Particularly its use hampers the potentially fast convergence in expectation, which is the driving term in practice, especially for deterministic Markov chains. Therefore, we state the next result in terms of the local Lipschitz constant \( L_{\eta,1,k} \), which we conjecture, depend only logarithmically on \( T \), leading to convergence \( O(\log T) \).

**Theorem 2** (Convergence exact and one-step). Under Assumption 1, the exact and one-step variants satisfy

\[
\mathbb{E}[F(\eta_t)] - F(\eta^*) \leq O\left( \frac{1}{T} \sum_{k=1}^{T} \frac{L_{\eta,1,k}}{1+k} \right)
\]

for \( t \leq T \) with expectation over transition model and policy.
We plot the suboptimality gap $F$. We present three applications of the proposed framework. Wolfe (Carderera et al., 2021).

Analog statements hold in expectation albeit with $10\%$. Note that the second moment of residuals in scalarization (see Eq. 4), $\mathbb{E}(E_k) \leq F(\eta^*) + \mathcal{O}(T^{-3/2})$, where the leading term in terms of $T$ depends on the optimal constant as wanted. Analog statements hold in expectation albeit with $\mathcal{O}(T^{-2})$.

7 APPLICATIONS & EXPERIMENTS

We present three applications of the proposed framework. We plot the suboptimality gap $F(\eta_t) - F(\eta_0)$. Further details of the experiments can be found in Appendix E.

Overall, empirical convergence tends to have two phases. First slow, but then quickly, the rate of convergence is of order $\mathcal{O}(\frac{1}{T})$ to $\mathcal{O}(\frac{1}{T^2})$. In limited cases, the EXACT variant exhibits linear convergence (see Figs. 2 and 3). Note that for statistical estimation the suboptimality in the whole trajectory depends on the optimal constant as wanted. Nevertheless, to investigate our theoretical convergence results, we plot the whole trajectory $t \in [0, T]$.

Synthetic Gridworlds Consider a grid of a fixed height and width as in Fig. 1, where possible actions are to move up, down, left, and right by one cell. We consider three levels of increasing stochasticity. We assume that with probability $1-p$, the action we take is executed as expected, and with probability $p$ an arbitrary valid action (up, down, left, right) is played instead. The unknown target $f$ corresponds to a linear function and the features $\Phi(x,a)$ correspond to a unit vector in a different direction for each state type (cf., pictogram). Thus, the states of the same type are completely correlated while different ones are not at all correlated. Fig. 2 shows that the convergence of our algorithm is of order $\mathcal{O}(1/T^2)$ faster than our theory predicts, and $\mathcal{O}(1/\sqrt{T})$ for the NON-ADAPTIVE variant as we expect. With increasing stochasticity, the performance of the TRACKING variant reduces as it cannot adapt to executed trajectories from prior steps, while our adaptive methods can.

Species monitoring: path planning Suppose we want to estimate the rate of occurrence of a particular species. To model this application, we use occurrence data of Beilschmiedia, a tree genus native to Africa, from Baddeley et al. (2015). We model the occurrence rate $f$ as a positive valued RKHS function that determines the rate of the spatio-temporal Poisson point process. The states in this case are sectors $X$ which are sensed. (See the map Fig. 4a in Appendix E). We adopt the approach from Mutný and Krause (2021), where $f$ is estimated with a penalized least squares estimator from count observations. The number of counts in the region $X$ is distributed according to $y|X \sim \text{Poisson}(\int_{x \in X} f(x) dx)$. A peculiar property of the Poisson distribution is that its variance and mean are the same. Hence, the values of $\sigma^2_{x,a} = \int_{x \in X} f(x) dx$, are unknown due to the unknown $f$, and this makes $F$ unknown.

To model $f$, we use a squared exponential kernel that takes the slope $s_{x,y}$ and height $h_{x,y}$ of a point $(x,y)$ as inputs, as these are predictive of the habitat of Beilschmiedia. We assume that a drone can cover a certain trajectory of length $H$ before it has to return to the starting position. We use the D-design objective to maximize the information about $f$ everywhere in the domain. As $\sigma_{x,a}$ is unknown, we either run our algorithm with a known absolute upper bound on $\sigma_{x,a}$ (due to norm bound on $||f||_{H^1}$) as in Fig. 3a) or, alternatively, use confidence sets from Mutný and Krause.
Group pharmacokinetics  The goal of pharmacokinetics is to identify the rate of drug transport between the digestion system and other organ systems such as the circulatory system (blood). Such studies are designed for any new drug candidates to understand their absorption rates. The experiments are performed by drawing blood at specific time intervals and inferring the medication concentrations over time. From this, the experimenters find the corresponding parameters $\gamma$ for the differential equation, which generates these concentration trajectories. We assume that the more accurately we can estimate the drug concentration trajectory over time for each patient, the more accurately we can estimate the parameters of the differential equation that generated these drug concentrations – and hence focus our design on estimating the trajectories. More realistically, we also assume that the concentration in the blood has two components $f_i(t) = c_b(t) + g_i(t) + \epsilon$ where $\epsilon \sim \mathcal{N}(0, \sigma^2)$ and $t$ is time. Hereby, $c_b(t)$ is the blood concentration of interest following a differential equation with parameters $\gamma$, and $g_i(t)$ is a patient-specific random variation that contaminates our measurements and we are not interested in inferring it per se.

The differential equation is linear and hence forms a linear constraint on the estimation as $L_\gamma(c_b) = 0$, where $L_\gamma$ is the linear differential operator. Note that this means that $c_b$ is in the null space of operator $L_\gamma$, which we denote $C_\gamma$ and the uncertainty of $c_b$ for a fixed $\gamma$ is then due to initial conditions only. Paradoxically, while we set the initial concentration in our experiment by specifying dosage, we will model the initial conditions as unknown with very little uncertainty, and then design an objective that reduces this uncertainty for a fixed $\gamma$. This type of reasoning is only a means to an end to achieve an efficient design. Since $\gamma$ is unknown, we will use a robust designs of the experimental design objective, considering the supremum (resp. infimum if negative) over reasonable values of $\gamma \in \Gamma$ as $F(\eta) = \sup_{\gamma \in \Gamma} \text{Tr} \left[ C_\gamma \left( \sum_{\tau \in \mathcal{T}} \eta(\tau) I(\tau) + \frac{1}{\lambda/T} \right)^{-1} C_\gamma^\top \right]$ to define $F$. The policy, in this case, is a medical plan when to draw blood with a constraint that blood can be drawn only 5 times per patient (episode) with reasonable separations (three time steps). Each patient corresponds to an episode. We report the results in Fig. 3c). The patient-specific variation enters as heteroscedastic noise inside the definition of $I(\tau)$.

8 CONCLUSION  We introduced a novel algorithm MARKOV-DESIGN for experiment design in Markov chains, capable of finding a set of exploratory policies that converge to an optimal allocation over trajectories to learn an unknown function of the states and actions in a known Markov chain. The algorithm solves a sequence of convex RL problems, which are informed by the previous trajectories of the agent. We proved the convergence rate of the method and compared it to other non-adaptive approaches. We demonstrated its superior empirical performance in real-world problems and hope that this work will open a new avenue to study controlled Markov chains from an experimental design perspective.
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A Additional Results

A.1 Relating state-visitations and trajectories

We constructively prove that $F(\eta)$ and $U(d)$ can be related easily for scalarized information matrix objectives.

**Lemma 1** (Conversion Mapping). Let $F(\eta) = s(S(\eta))$, where $S(\eta) \in S_+$, positive semi-definite cone of operators $H_k \to H_k$, $s$ is scalarization, $s: S_+ \to \mathbb{R}$, and the matrix is s.t.

$$S(\eta) = \sum_{\tau \in T} \eta(\tau)I(\tau) + \lambda I,$$

then there exists $U(d) = U(Z\eta) = F(\eta)$ equal to

$$U(d) = s \left( \sum_{a,x \in A \times \mathcal{X}} d(a,x) \frac{H}{\sigma_{a,x}^2} \Phi(x,a)\Phi(x,a)^T + \lambda I \right).$$

**Proof.** The proof goes by construction, where we first construct $U$ and then verify it satisfies the desired property. The whole proof relies only on the additive property of information operator $I(\tau)$. 

$$U(d) = s \left( \sum_{a,x \in A \times \mathcal{X}} d(a,x) \frac{H}{\sigma_{a,x}^2} \Phi(x,a)\Phi(x,a)^T + \lambda I \right)$$

(10)

$$= s \left( \sum_{a,x \in A \times \mathcal{X}} \sum_{\tau \in T} Z(a,s,\tau) \eta(\tau) \frac{H}{\sigma_{a,x}^2} \Phi(x,a)\Phi(x,a)^T + \lambda I \right)$$

(11)

$$= s \left( \sum_{a,x \in A \times \mathcal{X}} \sum_{\tau \in T} \frac{1}{H} \#(a,x \in \tau) \eta(\tau) \frac{H}{\sigma_{a,x}^2} \Phi(x,a)\Phi(x,a)^T + \lambda I \right)$$

(12)

$$= s \left( \sum_{\tau \in T} \eta(\tau) \sum_{a,x \in A \times \mathcal{X}} \#(a,x \in \tau) \frac{\sigma_{a,x}^2}{ \sigma_{a,x}^2} \Phi(x,a)\Phi(x,a)^T + \lambda I \right)$$

(13)

$$= s \left( \sum_{\tau \in T} \eta(\tau) I(\tau) + \lambda I \right) = F(\eta)$$

(14)

A.2 Smoothing Technique for Convex Optimization

In this section, we will briefly review, by now, the classical technique of convex optimization for non-smooth functions by Nesterov (2005). The development outlined here is inspired by Beck and Teboulle (2012). Suppose the function $F(\eta)$ is either smooth with a large constant $L$ or non-smooth. In what follows, the non-smooth case is recovered by letting $L \to \infty$.

A central object component in defining the smoothing is the convex conjugate of $F$, $F^*$.

$$F^*(\zeta) := \max_{\eta \in P} \eta^T \zeta - F(\eta)$$

In order to define a smoothed function $F_\mu(\eta)$, we perform the reverse operation with added regularization

$$F_\mu(\eta) := \max_{\zeta} \zeta^T \eta - F^*(\zeta) - \frac{\mu}{2} \|\zeta\|^2,$$

(15)
where the domain of $\zeta$ is everywhere where $F^*$ is finite. Equivalently it can be represented via dual reformulation as

$$F_\mu(\eta) = \inf_{\zeta \in \mathcal{B}} F(\zeta) + \frac{1}{2\mu} \|\zeta - \eta\|_2,$$  \hspace{1cm} (16)

which is sometimes referred to as Moreau proximal smoothing (Beck and Teboulle, 2012). Due to the above definition it is clear that $F_\mu(\eta) \leq F(\eta) \leq F_\mu(\eta) + \mu \max_{x,y \in \mathcal{P}} \|x - y\|_2 \leq F_\mu(\eta) + 2\mu$. Hence by choosing sufficiently small $\mu$, we can ensure that minimizing $F_\mu$ will closely minimize $F$. In addition, $F_\mu$ is smooth, differentiable, and smooth as summarized in the following lemma.

**Lemma 2** (Bounded smoothness). Let $F_\mu$ be smoothing of $F$ as in Eq. (16). The function $F_\mu$ is $\frac{L}{1+\mu L}$-smooth.

**Proof.** In order to show this we will use the definition in Eq. (15) and the fact that convex conjugate has the property that a conjugate of $s$-strongly convex function is $1/s$-smooth and vice versa (Borwein and Zhu, 2005).

Notice that $F^*$ is $1/L$ strongly-convex, then $F^* + \mu/2 \|\cdot\|$ is $1/L + \mu$ strongly-convex. Conjugating these cause the function to be $\frac{L}{1+\mu L} = \frac{L}{1+\mu L}$ smooth. As $L \to \infty$, the smoothness constant is $1/\mu$. \hfill \Box

As a corollary of the above definition, we also have a bound on the gradient that we will utilize later.

**Lemma 3** (Bounded gradient\(^3\)). Let $F_\mu$ be smoothing of $F$ as in Eq. (16), then

$$\|\nabla F_\mu(\eta)\|_p \leq \|\nabla F(\eta)\|_p$$  \hspace{1cm} (17)

for any $\eta \in \mathcal{P}$, and $p \in [1, \infty]$.

**Proof.** To prove this relation, we use representation in Eq. (16). Note that $\nabla F_\mu(\eta) = \frac{1}{\mu} (\eta - \zeta^*)$, where $\zeta^*$ is where the infimum is realized. In particular, it holds that $\nabla F(\zeta^*) + \frac{1}{\mu} (\zeta^* - \eta) = 0$, i.e. $\zeta^* = (I + \mu \nabla F)^{-1}(\eta)$. The $I$ designates the identity operator.

Now,

$$\|\nabla F_\mu(\eta)\|_p = \frac{1}{\mu} \|\eta - \zeta^*\|_p$$

$$= \frac{1}{\mu} \|\eta - (I + \mu \nabla F)^{-1}\eta\|_p$$

$$= \frac{1}{\mu} \|(I + \mu \nabla F)^{-1}((I + \mu \nabla F)\eta - \eta)\|_p$$

$$\leq \frac{1}{\mu} \|(I + \mu \nabla F)\eta - \eta\|_p$$

$$= \|\nabla F(\eta)\|_p,$$

where in the fourth line we use that resolvent is non-expansive. \hfill \Box

### A.3 A-design and D-design regularity

The Assumption 1 is satisfied for the objectives in Table 1 with the exception of E-design which is non-smooth. Using the smoothing technique above one can make sure the conditions are satisfied for the optimization algorithm used in this work.

The proofs of the smoothness and convexity of A and V-design can be found in Appendix, Lemma 8 of Borsos et al. (2020). The convexity of D-design is clear from Pukelsheim (2006), the objective is also smooth in the regularized form, however, the constant has poor scaling. The following following lemma demonstrates it.

**Lemma 4.** The objective $-\log \det \left( \sum_{x \in X} xx^\top \eta(x) + \lambda \mathbf{I} \right)$ is $L$-smooth in terms of $\eta \in \Delta_{|X|}$, with $L = \frac{1}{\lambda} \lambda_{\max}((\mathbf{X X}^\top) \circ (\mathbf{X X}^\top))$, and additionally the $\lambda_{\max}(\mathbf{H}(\eta)) \leq \|\nabla F(\eta)\|_{2}^{2}$, where $\mathbf{H}$ is the Hessian.

\(^3\)Special thanks to Ya-Ping Hsieh for the proof of this lemma.
Proof. The Hessian of the above objective is $H = (XV^{-1}X^\top) \circ (XV^{-1}X^\top)$, where $V = X^\top D(\eta)X + \lambda I$ and $\circ$ refers to the Hadamard product. This can be shown by taking the derivative, linearity of trace, and $\partial A^{-1} = A^{-1}(\partial A)A^{-1}$ for symmetric matrix.

The last part is by noting that all elements of $H_{ij}$ are positive, and strictly smaller than $\nabla_i F \nabla_j F$. The result follows by using Theorem 5.22 from (Zhang, 2011).

## B Formal Results and Proofs

### B.1 Concentration Results

First, we show that empirical measures constructed via sampling from a probability distribution can closely track its probability distributions using Azuma inequality. We will use this result in the convergence proofs later in Appendix B.4.

**Lemma 5 (Empirical measure concentration (linear)).** Let $\{\eta_t\}_{t=1}^T$ be an adapted sequence of probability distributions on $\mathcal{X}$, $\mathcal{P}(\mathcal{X})$ with respect to filtration $\mathcal{F}_{t-1}$. Likewise let $\{f_t\}_{t=1}^T$ be an adapted sequence of linear functionals $f_t : \mathcal{P}(\mathcal{X}) \to \mathbb{R}$ s.t. $\|f_t\|_\infty \leq B_t$. Also, let $x_t \sim \eta_t$, and $\delta_t(x) = 1_{x_t = x}$, then

$$P \left( \sum_{t=1}^T f_t(\delta_t - \eta_t) \right) \geq \sqrt{2 \sum_{t=1}^T B_t^2 \log \left( \frac{2}{\delta} \right)} \leq \delta \tag{18}$$

**Proof.** Let $Q_t = f_t(\delta_t - \eta_t)$. In other words $Q_t = \int_{x \in \mathcal{X}} f_t(x)(\delta_t(x) - \eta_t(x))dx$. Since,

$$E[Q_t | \mathcal{F}_{t-1}] = E[f_t(\delta_t(x) - \eta_t(x)) | \mathcal{F}_{t-1}] \overset{\text{lin}}{=} \int_{\mathcal{X}} f_t(\delta_t(x) - \eta_t(x)) | \mathcal{F}_{t-1}) = f_t(\eta_t(x) - \eta_t(x)) = f_t(0) = 0.$$

and each $Q_t$ is bounded as $|Q_t| \leq \|f_t\|_\infty \|\delta_t - \eta_t\|_1 \leq \|f_t\| \leq B_t$, $Q_t$ is a martingale difference sequence. Consequently, we can use the generalized Azuma-Hoefding (Wainwright, 2019, Corr. 2.20) inequality to control the sum,

$$P(\sum_{t=1}^T Q_t \geq \epsilon) \leq 2 \exp \left( -\frac{\epsilon^2}{4 \sum_{t=1}^T B_t^2} \right),$$

Setting $\delta/2 = \exp \left( -\frac{2\epsilon^2}{4 \sum_{t=1}^T B_t^2} \right)$, gives $\epsilon^2 = 2 \log(2/\delta) \sum_{t=1}^T B_t^2$. \qed

**Lemma 6 (Hoeffding on Hilbert space (Lugosi, 2009)).** Let $X_t \in L_2$ be zero mean s.t. $\|X_t\|_2 \leq s$, then for any $t \geq \sqrt{Ns^2}$

$$P(\|S_N\| \geq t) \leq \exp(-t - \sqrt{2Ns^2}/(2(Ns^2)))$$

Pick $t = 2\sqrt{Ns^2 \log(1/\delta)}$, then $P(\|S_N\| \geq \sqrt{2Ns^2 \log(1/\delta)}) \leq \exp(- \log(1/\delta)) = \delta$.

### B.2 Resampling convergence: Proofs

First, we prove the saturation of the resampling, **NON-ADAPTIVE**, algorithm. Namely, given a policy $\pi^*$ which induces the optimal $d^*$ and hence optimal $\eta^*$, how quickly does the empirical $\eta_T = \frac{1}{T} \sum_{t=1}^T \delta_{t^\star}$ converge to $\eta^*$? The proof trivially uses Lemma 5 and 6, to show concentration.

**Proposition 1.** Under Assumption 1, for resampling oracle with $T$ resamplings, and $\eta_T = \frac{1}{T} \sum_{t=1}^T \delta_{t^\star}$,

$$F(\eta_T) - F(\eta^*) \leq \|\nabla F(\eta_T)\|_\infty \sqrt{\frac{2 \log(2/\delta)}{T}},$$

with probability $1 - \delta$. For D-design, we can show that

$$E[F(\eta_T)] - F(\eta^*) \leq \frac{4\|\nabla F(\eta_T)\|^2_\infty}{T} \log(T) + 2$$

where the expectation is over the sampling process.
Proof.

\[
F(\eta_T) - F(\eta^*) \overset{\text{convexity}}{\leq} \nabla F(\eta_T)^\top (\eta^* - \eta_T) = \frac{1}{T} \sum_{t=1}^{T} \nabla F(\eta_T)^\top (\eta^* - \delta_{\tau_t})
\]

Using \(\|\nabla F(\eta_T)\|_\infty = B\), and Lemma 5, with \(B_t = B/T\), we get

\[
F \left( \frac{1}{T} \sum_{t=1}^{T} \delta_t \right) - F(\eta^*) \leq \sqrt{4 \sum_{t=1}^{T} \frac{B^2}{T^2} \log(2/\delta)}
\]

To show the bound in expectation,

\[
F(\eta_T) - F(\eta^*) \leq \nabla F(\eta^*)^\top (\eta_T - \eta^*) + \frac{L_t}{2} \left\| \left( \frac{1}{T} \sum_{t=1}^{T} \delta_t \right) - \eta^* \right\|^2
\]

\[
\leq \left\| \nabla F(\eta^*)^\top (\eta_T - \eta^*) \right\| + \frac{\|\nabla F(z)\|_2^2}{2} \left\| \left( \frac{1}{T} \sum_{t=1}^{T} \delta_t \right) - \eta^* \right\| ^2
\]

\[
\mathbb{E}[F(\eta_T)] - F(\eta^*) \leq \frac{B^2}{T^2} \mathbb{E} \left[ \left\| \sum_{t=1}^{T} (\delta_t - \eta^*) \right\|^2 \right]
\]

\[
\leq \frac{B^2 T^2 (2 \sqrt{T \log(1/\delta)})^2 (1 - \delta) + \delta 2 T}{T} \leq \frac{4B^2}{T} \log(T) + 2
\]

where in the last step we used \(\delta = 1/T\), and in the second to last we used that \(\mathbb{E}[\eta_T] = \eta^*\).

Note that the value depends on the constant \(\|\nabla F(\eta_T)\|_\infty\). We cannot globally control the value of the gradient, at least with a satisfactory constant, but for sufficiently large \(T\), this value will be well-behaved. The following section B.3 provides intuition when this number becomes well-behaved.

### B.3 Discussion on the regularity of the objective

The convergence rates in Theorems 1 and 2 depend on the norm of the gradient \(\|\nabla F(\eta_t)\|_\infty\) and local smoothness parameter \(L_t\). Likewise, after \(t\) resamplings the suboptimality of \(\eta_t\) depends on it as in Proposition 1. In this section, we would like to provide some intuition about these quantities.

To explore these quantities, we will use a completely degenerate example, where the Markov chain has \(d\) states and \(d\) action, where playing \(i\)th action leads to \(i\)th state, and the agent has to stay there as \(H = 1\). This corresponds to the classical experimental design problem where the Markov chain is trivial. On top of this, we assume that each \(\Phi(x_i, a_i) = e_i\) where \(e_i\) is unit vector in \(\mathbb{R}^d\), and we focus on D-design objective.

In this case, the optimal policy \(\eta^*\) puts equal mass on all trajectories, i.e. \(P(\tau = \tau_i) = 1/d\) for all \(i \in [d]\).

### Resampling

The gradient in this case is equal to:

\[
\|\nabla F(\eta_t)\|_\infty = \max_{i \in [d]} e_i^\top \left( \sum_{j=1}^{t} e_j e_j^\top + \frac{\lambda}{T} I \right)^{-1} e_i.
\]

In this case, since the feature of each state-action is orthogonal to each other, the above is proportional linearly to \(T\) only if \(\{\tau_j\}_{j=1}^{T}\) does not span the whole basis. In order to do so, we need to sample each trajectory at least once. However, since the sampling is with replacement, we know due to classical coupon collector problem we need to perform in expectation \(d \log(d)\) resamplings in order to have each of them single. One can also express this using a high-probability event. Namely, let \(T_{\text{all}}\) be the time after all are sampled at least once. The probability \(P(T_{\text{all}} \leq d \log(d) + d \log(1/\delta)) \geq 1 - \delta\). Notice that \(d \log(d)\) appears regardless of confidence score \(\delta \in (0, 1)\).
**Adaptive method** Notice in contrast that e.g. ONE-STEP or EXACT algorithm would always sample a different $e_j$ than previously collected in their next episode since they would always pick $\tau_j$ which maximizes the gradient (or any of them). Hence, already with $d$ steps, deterministically, in this example, would lead to a bound on the gradient as $\frac{d}{T+\sqrt{dT}} \leq d$. In subsequent steps, the value of the gradient can grow, however, it does not grow linearly with $T$. Notice that since the smoothness constant of the D-objective is related to the gradient squared due to Lemma 4, after $d$ steps even the local smoothness constant is bounded by $d^2$ in this example.

This reveals that while the resampling and adaptive optimization have the same convergence in terms of $T$, in expectation or with high probability, their actual performance depends significantly on the auxiliary constants such as gradient norm or local Lipschitz constant.

Generalizing this procedure to more complicated feature spaces and Markov chain structure is a challenging problem. The above simplification suggests that adaptive methods perform some form of efficient initialization scheme. The closest in literature is the work of Todd (2016) which provides an initialization scheme for D-design such that the gradient is bounded. They consider only objectives without regularization. Extending this technique to a kernelized setting is non-trivial and perhaps not as practically appealing as the methods suggested here, especially in the regularized scenario that we consider. Detailed analysis and bounding of these constants in more general settings is an open problem for future work.

**B.4 Adaptive Method: Proofs**

In this section, we give proof of our adaptive methods. The proofs are related and essentially the same as those of Berthet and Jaggi, 2015). We present ONE-STEP and EXACT variant in the following two theorems.

**Theorem 3** (Convergence high probability). Under Assumption 1, using Nesterov (2005) smoothing technique as in Appendix A.2 with $\mu = \sqrt{\log T / T}$, the suboptimality of ONE-STEP and EXACT variant can be bounded as,

$$F(\eta_T) - F(\eta^*) \leq \frac{1}{T} (F(\eta_1) - F(\eta^*)) + 2 \sqrt{\frac{\log T}{T^3}} + \frac{1}{T} \left[ 2 \sum_{t=1}^{T} ||\nabla F(\eta_t)||^2 \log \left( \frac{2}{\delta} \right) + 3 \sqrt{\frac{\log T}{T}} + \frac{1}{T} \sum_{t=1}^{T} \Delta_t \right]$$

with probability $(1 - \delta)$ over the stochasticity of policies and the Markov chain. For ONE-STEP variant $\Delta_t = 0$ for all $t$, and for EXACT variant each subproblem is solved to near-optimal s.t. $v_t$ approximates

$$v_t = \arg\min_{q \in P} F_\mu \left( \eta_t + \frac{1}{t+1} (q - \eta_t) \right), \text{ and } F_\mu(v_t) - F_\mu(v_t) \leq \Delta_t.$$

**Proof.** Let us refresh the definition of the following terms,

$$q_t = \arg\min_{q \in P} \nabla F_\mu(\eta_t)^\top q$$

$$\eta^*_\mu = \arg\min_{q \in P} F_\mu(q), \text{ and } \eta^* = \arg\min_{q \in P} F(q). \quad (21)$$

We will first show the proof of ONE-STEP variant and later show how EXACT can be reduced such that the same analysis applies.

$$\begin{align*}
F_\mu(\eta_{t+1}) & = F_\mu \left( \eta_t + \frac{1}{t+1} (\delta_t - \eta_t) \right) \\
& \leq L_\mu \text{-smooth} \quad F_\mu(\eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (\delta_t - \eta_t) + \frac{L_\mu}{2(1+t)^2} \|\delta_t - \eta_t\|_2^2 \\
& \leq F_\mu(\eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (\delta_t - \eta_t) + \frac{L_\mu}{(1+t)^2} \\
& = F_\mu(\eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (q_t - \eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (-q_t + \delta_t) + \frac{L_\mu}{(1+t)^2} \\
& \leq F_\mu(\eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (\eta^*_\mu - \eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (-q_t + \delta_t) + \frac{L_\mu}{(1+t)^2} \quad (21) \\
\end{align*}$$

$$\begin{align*}
F_\mu(\eta_{t+1}) & = F_\mu \left( \eta_t + \frac{1}{t+1} (\delta_t - \eta_t) \right) \\
& \leq L_\mu \text{-smooth} \quad F_\mu(\eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (\delta_t - \eta_t) + \frac{L_\mu}{2(1+t)^2} \|\delta_t - \eta_t\|_2^2 \\
& \leq F_\mu(\eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (\delta_t - \eta_t) + \frac{L_\mu}{(1+t)^2} \\
& = F_\mu(\eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (\eta^*_\mu - \eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (-q_t + \delta_t) + \frac{L_\mu}{(1+t)^2} \\
& \leq F_\mu(\eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (\eta^*_\mu - \eta_t) + \frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (-q_t + \delta_t) + \frac{L_\mu}{(1+t)^2} \quad (21) \\
\end{align*}$$
where we used the shorthand $\epsilon_t = \nabla F_\mu(\eta_t)^\top (-q_t + \delta_t)$. Using shorthand $\rho_{t+1} = F_\mu(\eta_{t+1}) - F_\mu(\eta_{\ast})$:

\[
(F_\mu(\eta_{t+1}) - F_\mu(\eta_{\ast}))(t + 1) \leq t (F_\mu(\eta_t) - F_\mu(\eta_{\ast})) + \nabla F_\mu(\eta_t)^\top (-q_t + \delta_t) + \frac{L_\mu}{1 + t}
\]

\[
\rho_{t+1}(t + 1) \leq \left( t\rho_t + \epsilon_t + \frac{L_\mu}{1 + t} \right)
\]

\[
\rho_{t+1}(t + 1) - \rho_t \leq \epsilon_t + \frac{L_\mu}{1 + t}
\]

\[
\sum_{t=1}^{T-1} \rho_{t+1}(t + 1) - \rho_t \leq \sum_{t=1}^{T-1} \epsilon_t + L_\mu \log T
\]

\[
T \rho_T - \rho_1 \leq \sum_{t=1}^{T-1} \epsilon_t + L \log T
\]

\[
\rho_T \leq \frac{1}{T} \rho_1 + \frac{1}{T} \sum_{t=1}^{T-1} \epsilon_t + \frac{L_\mu \log T}{T}
\]

Lastly, we are interested in suboptimality of the actual function $q_{t+1} = F(\eta_{t+1}) - F(\eta_{\ast})$, which can be bound as

\[
q_T \leq \rho_T + 2\mu \leq 2\mu + \frac{1}{T} \rho_1 + \frac{1}{T} \sum_{t=1}^{T-1} \epsilon_t + \frac{L_\mu \log T}{T}
\]

\[
\text{Lemma 2} \leq \frac{1}{T} \rho_1 + \frac{1}{T} \sum_{t=1}^{T-1} \epsilon_t + \frac{\log T}{T} \frac{1}{\mu} + 2\mu
\]

\[
\mu = \sqrt{\log T / T} \leq \frac{1}{T} \rho_1 + \frac{1}{T} \sqrt{\sum_{t=1}^{T} ||\nabla F_\mu(\eta_t)||_2 \log \left( \frac{2}{\delta} \right)} + \frac{\log T}{T} \frac{1}{\mu} + 2\mu
\]

\[
\text{Lemma 5} \leq \frac{1}{T} \rho_1 + \frac{1}{T} \sqrt{\sum_{t=1}^{T} ||\nabla F(\eta_t)||_2 \log \left( \frac{2}{\delta} \right)} + 3 \sqrt{\frac{\log T}{T}}
\]

\[
\text{Lemma 3} \leq \frac{1}{T} \rho_1 + \frac{1}{T} \sqrt{\sum_{t=1}^{T} ||\nabla F(\eta_t)||_2 \log \left( \frac{2}{\delta} \right)} + 3 \sqrt{\frac{\log T}{T}}
\]

This proves the theorem for one-step variant. Now we will focus on the exact variant. The exact variant uses

\[
v_t = \arg \min_{q \in \mathcal{P}} G_t(q) := \arg \min_{q \in \mathcal{P}} F_\mu \left( \eta_t + \frac{1}{t+1}(q - \eta_t) \right).
\]

First, notice that due to the convexity of $F_\mu$, $G_t$ is convex as well. Also, note that $\frac{1}{t+1} \nabla F_\mu(\eta_t) = \nabla G_t(\eta_t)$. Using convexity,

\[
\frac{1}{t+1} \nabla F_\mu(\eta_t)^\top (v_t - \eta_t) = \nabla G_t(\eta_t)^\top (v_t - \eta_t) \leq G_t(v_t) - G_t(\eta_t) = G_t(v_t) - F_\mu(\eta_t)
\]
The consequence of this theorem is that if the gradient $||\nabla \rho||_\infty \approx O(1)$ and $\Delta_k \propto O(t^{-1/2})$, or zero, the overall complexity is of order $O\left(\sqrt{\frac{\log T}{t}}\right)$ limited by the concentration event. Now, in order not to be limited by the concentration event, we will look at the convergence in expectation.

**Theorem 4** (Convergence expectation). Under Assumption 1, the convergence of one-step and exact variant satisfies

$$E[F(\eta_t)|F_{t-1}] - F(\eta^*) \leq \frac{1}{t}(F(\eta_1) - F(\eta^*)) + \frac{1}{t} \sum_{k=1}^{t-1} \frac{L_{\eta,1/k}}{(1+k)}$$

for $t \leq T$, where the expectation over stochasticity of policies $\{\pi_k\}_{k=1}^t$, and the Markov chain, and, where $F_{t-1}$ designates filtration up to time $t-1$. For one-step variant $\Delta_k = 0$ for all $k$, and for exact variant each subproblem is solved to near-optimality s.t. $\tilde{v}_k$ approximates

$$v_k = \arg\min_{q \in \mathcal{P}} F\left(\eta_k + \frac{1}{k+1}(q - \eta_k)\right), \text{ and } F(\tilde{v}_k) - F(v_k) \leq \Delta_k.$$

**Proof.** Following the proof of Theorem 3, we note that by taking expectation over $E[\epsilon_k] = \nabla F(\eta_k)^\top (-q_k + E[\delta_k]) = 0$. Notice that we apply the smoothness under Assumption 2 not due to Nesterov (2005) smoothing technique.

$$F(\eta_{k+1}) = F\left(\eta_k + \frac{1}{k+1}(\delta_k - \eta_k)\right)$$

\begin{align*}
\leq & F(\eta_k) + \frac{1}{k+1} \nabla F(\eta_k)^\top (\delta_k - \eta_k) + \frac{L_{\eta,1/k}}{2(1+k)} \|\delta_k - \eta_k\|_2^2 \\
\leq & F(\eta_k) + \frac{1}{k+1} \nabla F(\eta_k)^\top (\delta_k - \eta_k) + \frac{1}{k+1} \nabla F(\eta_k)^\top (-q_k + \delta_k) + \frac{L_{\eta,1/k}}{(1+k)^2} \\
\Rightarrow E[F(\eta_{k+1})] \leq & F(\eta_k) + \frac{1}{k+1} \nabla F(\eta_k)^\top (q_k - \eta_k) + \frac{L_{\eta,1/k}}{(1+k)^2} \\
\leq & F(\eta_k) + \frac{1}{k+1} \nabla F(\eta_k)^\top (\eta^* - \eta_k) + \frac{L_{\eta,1/k}}{(1+k)^2} \\
\leq & F(\eta_k) - \frac{1}{k+1}(F(\eta_k) - F(\eta^*)) + \frac{L_{\eta,1/k}}{(1+k)^2} \\
\Rightarrow E[F(\eta_{k+1})] - F(\eta^*) \leq & F(\eta_k) - F(\eta^*) - \frac{1}{k+1}(F(\eta_k) - F(\eta^*)) + \frac{L_{\eta,1/k}}{(1+k)^2}
\end{align*}

Using shorthand $\rho_{k+1} = E[F(\eta_{k+1})] - F(\eta^*)$, we have

$$\rho_{k+1}(k+1) \leq k \rho_k + \frac{L_{\eta,1/k}}{(1+k)}$$
\[ \sum_{k=1}^{t-1} \rho_{k+1}(k+1) - k \rho_k \leq \sum_{k=1}^{t-1} L_{n_k,1/k} (1+k) \]
\[ \rho_t \leq \frac{1}{t} \rho_1 + \frac{1}{t} \sum_{k=1}^{t-1} L_{n_k,1/k} (1+k) \]

The proof for the exact variant follows analogically as in the proof of Theorem 3.

Notice that if \( L_{n_k,1/k} \) could be globally bounded the suboptimality decreases as \( \mathcal{O}(\log T/T) \).

C Robust and Uncertain objectives

C.1 Robust and Uncertain Objectives: Motivation

The functional \( C \) studied in the paper can itself depend on an unknown quantity, which we designate as \( \gamma \) as \( C_\gamma \), where \( \gamma \in \Gamma_t \) and \( t \in [T] \). For example, the value of \( \sigma_{a,x} \) as in Eq. (4) might not be known in advance. To deal with this complication, there are two approaches one can take:

- **Robust design**: take a supremum over the set \( \Gamma \), and have a design that takes into account any possible values of \( \gamma \). If \( F \) is convex then so is the supremum over the compact set.
- **Sequential design**: amend the objective \( F \) with the new value of the supremum if by executing a trajectory we can reduce the size of the set \( \Gamma_t \). In the context of the example (4), we can learn the variance from repeated samples and update over confidence set over them \( \Gamma_t \).

We give examples for both of these design approaches in the experimental Section 7.

C.2 Sequential Design and Uncertain Objectives: Proofs

It turns out that we can be competitive to the true value of \( \gamma^* \in \Gamma_t \) in the set \( \Gamma_t \) if the set decreases with time \( t \). Its decrease influences the rate and the convergence can be guaranteed if it decreases at least as \( 1/\sqrt{t} \) if the size of \( \Gamma_t \) is measured as Euclidean diameter and the set \( \Gamma_t \subset \mathbb{R}^m \) as we show in the following assumption. We do not directly show that \( \Gamma_t \) decreases as this are different for each application and it might not be true in general.

**Assumption 2** (Regularity with respect to the unknown). Under Assumption 1 suppose further that either

1. \( F_\gamma(\eta) \) is Lipschitz in \( \gamma \) for exact variant:
   \[ |F_\gamma(\eta) - F_{\gamma'}(\eta)| \leq U \|\gamma - \gamma'\|_2 \]  
   where \( U \) is independent of \( \eta \).

2. \( \nabla F_\gamma(\eta) \) is Lipschitz in \( \gamma \) for one-step variant:
   \[ \|\nabla F_\gamma(\eta) - \nabla F_{\gamma'}(\eta)\|_2 \leq U \|\gamma - \gamma'\|_2 \]  
   where \( U \) is independent of \( \eta \).

The proof of the following theorem is very much inspired by Berthet and Perchet (2017), where this is essentially a Frank-Wolfe UCB algorithm. Note also that for the example of Poisson sensing from Sec. 7 we know that the set \( \|\gamma^* - \gamma_t\|_2 \) decreases at least as \( 1/\sqrt{t} \) since the objective is exactly designed to reduce the uncertainty of the \( f \) and hence \( \gamma \) and \( f \) are the same this must be true.

**Theorem 5** (Convergence for unknown). Under Assumptions 1 and 2 suppose there exists \( F_{\gamma^*} \), where \( \gamma^* \in \Gamma_t \) for all \( t \in [T] \) is unknown, then using smoothed target of \( F_t(\eta) = \sup_{\gamma \in \Gamma_t} F_\gamma(\eta) \), denoted as \( F_{t,\mu} \), with iteration varying smoothing parameter \( \mu = \sqrt{\log T/T} \) in each round \( t \in [T] \) of exact algorithm we can show

\[ F_{\gamma^*}(\eta_T) - F_{\gamma^*}(\eta^*) \leq \mathcal{O} \left( (U + B) \sqrt{\log \left( \frac{1}{\mu} \right) + \log T} \right) \]  

(32)
Using oracle \( \min_{q \in \mathcal{P}} \inf_{\gamma \in \Gamma_t} \nabla F_{\gamma, \mu} (\eta_t)^\top q \), where \( F_{\gamma, \mu} \) is the smoothed objective with \( \mu = \sqrt{\log T / T} \) in one-step algorithm we can show,

\[
F_{\gamma^*} (\eta_{t+1}) \leq F_{\gamma^*} (\eta_t) + \frac{1}{1+t} (v_t - \eta_t) + \frac{1}{t+1} \nabla F_{\gamma^*} (\eta_t) \nabla (v_t - \bar{\eta}_t) + \frac{1}{\mu} \left( \frac{3}{1+t} \right) \\
\text{due to sup}_{\gamma_t}
\leq \sum_{i=1}^{T} \| \nabla F_{\gamma^*} (\eta_t) \|_{2} + U \| \bar{\gamma}_t - \gamma^* \|_{2} + \frac{1}{t+1} \nabla F_{\gamma^*} (\eta_t) \nabla (v_t - \bar{\eta}_t) + \frac{1}{\mu} \left( \frac{3}{1+t} \right) \\
\leq F_{\gamma^*} (\eta_t) + \frac{1}{1+t} \nabla F_{\gamma^*} (\eta_t) \nabla (v_t - \eta_t) + U \| \bar{\gamma}_t - \gamma^* \|_{2} + \frac{1}{t+1} \nabla F_{\gamma^*} (\eta_t) \nabla (v_t - \bar{\eta}_t) + \frac{2}{\mu} \left( \frac{3}{1+t} \right) \\
\leq F_{\gamma^*} (\eta_t) - \frac{1}{1+t} (F_{\gamma^*} (\eta_t) - F_{\gamma^*} (\eta^*)) + U (1 + (1 + t)^{-1}) \| \bar{\gamma}_t - \gamma^* \|_{2} + \frac{1}{t+1} \nabla F_{\gamma^*} (\eta_t) \nabla (v_t - \bar{\eta}_t) + \frac{2}{\mu} \left( \frac{3}{1+t} \right) \\
\leq 4 U \| \bar{\gamma}_t - \gamma^* \|_{2} + \frac{1}{t+1} \nabla F_{\gamma^*} (\eta_t) \nabla (v_t - \bar{\eta}_t) + \frac{2}{\mu} \left( \frac{3}{1+t} \right)
\end{align}

The rest of the proof is similar to Thm. 3, where \( \rho_t = F_{\gamma^*} (\eta_t) - F_{\gamma^*} (\eta^*) \), \( \epsilon_t = \nabla F_{\gamma^*} (\eta_t) \nabla (v_t - \bar{\eta}_t) \),

\[
\rho_{t+1}(t+1) \leq t \rho_t + 4 U \| \bar{\gamma}_t - \gamma^* \|_{2} + \epsilon_t + \frac{2}{\mu} \left( \frac{3}{1+t} \right)
\]

Summing both sides on \( t = 1 \) to \( T - 1 \),

\[
T \rho_T - \rho_1 \leq \sum_{t=1}^{T-1} 4 U \| \bar{\gamma}_t - \gamma^* \|_{2} + \epsilon_t + \frac{1}{\sqrt{T}} \log T
\]

\[
\rho_T \leq \frac{1}{T} \rho_1 + 4 U \sqrt{T} B \sqrt{2 \log \left( \frac{2}{\delta} \right) \frac{T}{T}} + \sqrt{\log T} \frac{T}{T}
\]

where in the last step we used the fact that the distance \( \| \bar{\gamma}_t - \gamma^* \| \leq 1/\sqrt{T} \), and the Lemma 5 to bound the deviation of \( \sum_{t=1}^{T} \epsilon_t \). Again, notice that due to to the smoothing the value is off by \( \sqrt{\log T} T \) which does correspond to the leading term.
We provide a specific way to calculate the density for recently introduced class of Markov chains called via sampling which converges at a rate to different way of handling regularization. If the system is not tabular, the formula given in Sec.4.1 to calculate appears now is reduced to the proof of Theorem 3, as all terms feature only γ*, and the only additional factor is \( \sum_{t=1}^{T-1} \| \gamma^* - \gamma_t \|_2 \| q_t - \eta_t \|_2 \leq 2U/\sqrt{T} \) upon summing as in Theorem 3, which is \( O(U/\sqrt{T}) \) due to the assumption in the theorem, which finished the proof.

D Further Considerations

D.1 Linear MDPs: Density Oracle

If the system is not tabular, the formula given in Sec.4.1 to calculate \( d \) cannot be used. However, one can always estimate \( d \) via sampling which converges at a rate \( N^{-1/2} \) with a number of trajectory samples \( N \) given that we know the simulator - i.e. the transition matrix \( P \).

We provide a specific way to calculate the density for recently introduced class of Markov chains called linear MDPs (Jin et al., 2020), which stipulate that \( P(x'|x, a) = \mu(x') \psi(x, a) \), where \( \cdot \top \) designates an inner product in an Euclidean space, and \( \psi(x, a) \in \mathbb{R}^m \), where \( m \) is the dimension of the feature space.

Linear MDPs provide a way to improve the scalability when \( \lambda \) is larger or even infinite. In this case, the transition matrix \( P_\pi \) with policy \( \pi \) is equal to \( P_\pi(x', x) = \sum_a \mu(x') \psi(x, a)\pi(a|x) = \mu(x')^\top z_\pi(x) \), where \( z_\pi(x) \in \mathbb{R}^m \) is the mean embedding of \( \psi(x, a) \) with probability distribution \( \pi(a|x) \). Let's define an operator \( \mathbf{U} : \mathcal{X} \to \mathbb{R}^m \) and \( \mathbf{V}_h : \mathcal{X} \to \mathbb{R}^m \), then the equation in previous line can be written as \( P_{(h,i)} = \mathbf{UV}_h^\top \). Using that \( d_{\pi} = \delta_{x_0} \) and the definition from above \( d_{\pi}(x) = \frac{1}{\mu} \sum_{h=1}^H \Pi_{i=1}^h P_{(\pi,i)}d_0(x) = \frac{1}{\mu} \sum_{h=1}^H \mu(x) \left( \prod_{i=2}^h \mathbf{V}_{h,i}^\top \mathbf{U} \right) z(x_0) = \frac{1}{\mu} \sum_{h=1}^H \mu(x)\mathbf{M}_{h,i}z(x_0) \), where \( \mathbf{M} \in \mathbb{R}^{m \times m} \). Hence in order to estimate \( d_{\pi}(x) \) we only need to multiply \( m \times m \) matrices despite \( |\mathcal{X}| \) infinite. This allows us to operate in lazy-regime of evaluating \( d(x) \) at \( x \) we only need in efficiently. Alternatively one could use the algorithm of Jin et al. (2020) directly to solve the sub-problem which can be implemented as an efficient algorithm.

D.2 Relationship to Submodular optimization

The objective \( F \) can be reformulated as set function \( H(S) : 2^T \to \mathbb{R} \) defined on subsets \( S = \{\tau_1, \ldots, \tau_t\} \) of the set of all possible trajectories. In addition, if \( H \) is submodular, as is the case with log det objective (Krause and Guestrin, 2005), we can benefit from the \( (1 - e^{-1}) \) approximation guarantee for the greedy algorithm discovered by Nemhauser et al. (1978) when solving cardinality constrained maximization \( \max_{|S| \leq T} H(S) \). The objective \( H \) upon reformulation can be related to the objective studied in this work as \( H(S) = \log \det(\sum_{\tau \in S} I(\tau) + \lambda I) = d\log(|S|) - F(\frac{1}{|S|} \sum_{i=1}^{|S|} \delta_{\tau_i}) \), where \( F(\eta) = -\log \det(\sum_{\tau \in T} \eta(\tau)I(\tau) + \lambda I/|S|) \). The objective values are only are directly relatable only when \( |S| = T \) due to different way of handling regularization.
Nevertheless, we can show that greedy selection from the ground formed by the power set of $\mathcal{T}$, $2^\mathcal{T}$ defines as:

$$\tau_t = \arg\max_{\tau \in \mathcal{T}} H(S \cup \{\tau\})$$

leads to the same update as if we optimized the convex-relaxation used within our framework,

$$\arg\min_{\tau \in \mathcal{T}} F\left(\frac{1}{|S| + 1} \left( \sum_{i=1}^{|S|} \delta_{\tau_i} + \delta_{\tau} \right) \right),$$

with the specially chosen $\frac{1}{1+t}$ step-size (as used in this work). The objectives cannot be easily compared, and hence greedy or convex optimization guarantees are different with the two viewpoints, but both frameworks lead to the same solutions, i.e. same selection of trajectories, in the end when convex-RL is run with the varying regularization constant $\lambda_t = \lambda/t$; a minor technicality.

**Stochastic set cover** However, in our case, we cannot pick trajectories exactly (unless the system is deterministic). We pick distributions over $\mathcal{T}$, $q \in \mathcal{P}$. In particular a trajectory $\tau \sim q$ is generated from $q$ (or likewise associated $\pi$), and hence the objective we study is $\hat{H}(\{\tau_1, \ldots\}) = \mathbb{E}_{\tau_1 \sim \pi_1} [H(\{\tau_1, \ldots, \tau_T\})]$ where the ground set changes to the set of all policies. Submodularity is preserved upon nonnegative linear combinations (see Krause and Golovin (2014)), hence the objective $\hat{H}$ as a function of policies is still submodular. In fact, this formulation exactly coincides with the stochastic set cover problem (Golovin and Krause, 2011). However the parallel to convex allocation used in this work is more complicated now. Notice that the greedy step of choosing a policy $\pi_{t+1}$ (equivalently $q_t$) to sample as an addition to already chosen trajectories $\{\tau_1, \ldots, \tau_t\}$ due to $\{q_1, \ldots, q_t\}$ is solving the following objective

$$q_{t+1} = \arg\max_{q \in \mathcal{P}} \mathbb{E}_{\tau_{t+1} \sim q} [H(\{\tau_1, \ldots\} \cup \{\tau_{t+1}\})].$$

If we were to look at the corresponding greedy update rule, where the convex measures are augmented by a single step (with the step size $1/(1+t)$) leading to the same update in terms of elements we would arrive at:

$$q_{t+1} = \arg\min_{q \in \mathcal{P}} \mathbb{E}_{\tau_{t+1} \sim q} \left[ F \left( \frac{1}{t+1} \left( \sum_{i=1}^t \delta_{\tau_i} + \delta_{\tau_{t+1}} \right) \right) \right].$$

Again the objective values are different but the sequence of elements chosen is the same. This objective is, however, different to the oracle we are using in Alg. 1 step 2. Notice that our oracle looks for the best $q$ that minimizes

$$F \left( \frac{t}{t+1} \eta_t + \frac{1}{1+t} q \right) = F \left( \frac{1}{1+t} \left( \sum_{i=1}^t \delta_{\tau_i} + q \right) \right) = F \left( \frac{1}{1+t} \left( \sum_{i=1}^t \delta_{\tau_i} + \mathbb{E}_{\tau_{t+1} \sim q} [\delta_{\tau_{t+1}}] \right) \right),$$

which is related to the above greedy marginal gain via Jensen inequality. Unfortunately, the gap between these two can be large, and hence our method can be seen as a heuristic approximation to the greedy algorithm without an explicit guarantee on the greedy oracle. Only in the case when $q \in \mathcal{P}$ where $\mathcal{P}$ is restricted to trajectory probabilities due to the deterministic policies, do the two methods coincide (as in the previous paragraph). This is because the expectation contains only one term and the Jensen gap is zero. This suggests that greedy formulation as in Eq. (34) is more powerful.

**D.3 Relationship to multi-agent systems**

If we had $T$ agents that we were to release jointly at the same time, or equivalently we would like to plan jointly for $T$ episodes in one optimization step, we could increase the state-action space by assuming the new action space be $(\mathcal{X} \times \mathcal{A}) \times (\mathcal{X} \times \mathcal{A}) \ldots$, where we do the product $T$ times. This increases the action-space exponentially in $T$, and we denote it $\tilde{\mathcal{X}} \times \tilde{\mathcal{A}}$. Visiting the state $x_i^{(t)}, a_i^{(t)}$ in episode $t$ does not provide any different information and hence the observations for $\Phi(x_i^{(t)}, a_i^{(t)}) = \Phi(x_i^{(t)}, a_i^{(t)})$ for all $t, i \in [T]$. Hence, we are allowed to drop the time superscript.

Thus, if we were to consider the information matrix due to observing a states $\{(x_i^{(t)}, a_i^{(t)})\}_{t=1}^T$ as a function of state-action visitation over $\tilde{d}$ over $\tilde{\mathcal{X}} \times \tilde{\mathcal{A}}$, i.e., $\tilde{d} \in \mathcal{D}$

$$U(\tilde{d}) = s \left( \sum_{x_i, a_i \in \mathcal{X} \times \mathcal{A}} \Phi(x_i, a_i) \Phi(x_i, a_i)^\top \left( \sum_{t=1}^T \tilde{d}(x_i^{(t)}, a_i^{(t)}) \right) + \lambda I \right)$$
where \(s\) is the scalarization and \(\tilde{D}\) is the average state-action polytope on \(\tilde{X} \times \tilde{A}\). Upon this formulation, we can see the relation to the objective in Sec. 4.1. In fact, an solution that minimizes is such that \(d(x_i^{(t)}, a_i^{(t)}) = d(x_i, a_i)\) fixed for all \(t\). Hence optimizing for multiple runs jointly has two disadvantages a) blows up the state-action space combinatorially and b) does not adapt to the prior executed trajectories, and leads to a fixed policy that we know empirically converges slower.

### E Experiments: Further Information

In this section, we provide details of the experiments that we introduced in Sec. 7. Before we do so we a couple of general comments. When optimizing over the polytope \(D\), we either use the exact polytope for small \(H\) as with the synthetic grid, but average-case polytope for large \(H\) due to faster implementation. This, from our experience, does not reduce the performance but provides a significant simplification in the code, and is a commonly made simplification found in other works such as Hazan et al. (2019). Secondly, we never use Nesterov (2005) smoothing technique, which is strictly not necessary since all our objectives are smooth only with globally large smoothness constants. Despite this, the algorithm performs very well suggesting the analysis is pessimistic in nature.

To run the experiments we used a smaller server-class machine with 28 CPU cores that we utilized for no more than 20 hours of active time. In general, this is a methodological paper and does not rely on any heavy calculation.

#### Synthetic grid

In this experiment we use \(H = 20\). The exact location of different unit vectors as described in Sec. 7 is visualized in Fig.1 with different pictograms. The optimization is run with \textsc{exact}-method such that when the duality gap is below \(\epsilon = 0.05\) the optimization terminates. We used the exact line search with bisections to solve the line search problem. We always marginalize the policy before execution; except for \textsc{tracking} variant. The initial state is in the lower-left corner while the final is in the upper-right corner as in Fig. 1.

#### E.1 Beilschmieda

First of all this dataset comes from the seminal work of Baddeley et al. (2015) and their R package. We closely follow the Beilschmieda and Krause (2021) to design the sensing problem. We assume a collection of Borel sets \(A\), s.t. each set \(A \in A\). They are all subsets of \([-1, 1]^2\) in this case and are generated via hierarchical splitting of the domain. You can see all the sets in Fig. 4a, There are \(16^2\) of these sensing actions. The Poisson process we model has an associated intensity function \(\lambda(x)\) (plotted in Fig. 4b), where the number of events sensed during the unit time in \(A\) is distributed as,

\[
N(A) \sim \text{Poisson} \left( \int_A \lambda(x) dx \right). \tag{35}
\]

We assume that \(f \in \mathcal{H}_k\), and that \(f \geq 0\). Given number of events in \(A\), \(n(A)\) for the duration period \(\Delta\) in \(t\) sessions we have \(\{(n(A_i), A_i)\}\) we use the heteroscedasdict least-squares estimator given the data which is defined via:

\[
\hat{f}_t = \arg\min_{f \in \mathcal{H}_k, f \geq 0} \sum_{i=1}^t \frac{(\int_{A_i} f(x) dx - n(A_i))^2}{\sigma_i^2} + \frac{\gamma}{2} \|f\|^2_k. \tag{36}
\]

where \(\sigma_i^2 = \int_{A_i} \tilde{f}_{i-1}(x) dx\) is the upper confidence bound in the \(i\)th iteration. The bar denotes the element in the confidence set which maximizes the value of \(\sigma_i^2\) over all plausible \(f\). For the construction of the confidence set please refer to the Mutný and Krause (2021).

Alternatively, we could use an absolute bound on \(\sigma_i^2\) as, \(\sigma_i \leq \int_{A_i} \tilde{f}_{i-1}(x) dx \leq \max_k (\lambda(x)) \|f\|_{\mathcal{H}_k} \leq \vol(A_i) \max_k (\lambda(x)) \|f\|_{\mathcal{H}_k} \leq \vol(A_i) B \kappa\|\nabla \lambda\|_{\mathcal{H}_k}\). The value of \(B = 840\) for this experiment. See \(\kappa\) below. Notice that this is a modeling parameter that depends on the volumes of the sets \(A\) and these are scaled to be \([-1, 1]\) which makes this value seem large, but if integrated over such small sets the rate will be of order \(O(1)\). We use both approaches with known upper bound and with estimated \(\sigma_i^2\) in Fig. 3.

To model the \(\mathcal{H}_k\), we use the squared exponential kernel that takes the slope \(s_{x,y}\) and height \(h_{x,y}\) of a point \((x, y)\) as inputs, as these are predictive of the habitat of Beilschmieda, as \(k((x, y), (x', y')) = \kappa \exp(-\frac{(s_{x,y} - s_{x',y'})^2 + (h_{x,y} - h_{x',y'})^2}{2\gamma})\) where \(\gamma = 0.1\), and \(\kappa = 1000\) to match the scaling of the domain to \([-1, 1]\). To relate this experiment to the grid-world example as in Figure 1 we can cluster the sectors in the \((x, y)\) map due to the similarity, and close to ‘orthogonal’ regions in space.
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(a) Beilschmiedia sectors via kernelized clustering in the color scheme.
(b) The rate function \( f \) with observations in blue for the Beilschmiedia experiment.

Figure 4: Beilschmiedia details: In a) we report kernelized clustering due to the kernel \( k \) of map sensed sectors. The same color corresponds to the same group overlayed with the rate function \( f \). This map connects this example to the motivating example of Fig. 1. b) Estimated rate function with the ground truth points.

will belong to a different cluster. We report this clustering in Fig. 4a with 12 clusters. These clusters are not used in the algorithm; this is just for visualization purposes and to relate it to the toy experiment. The action space is the same as for the grid-world example with the difference that the initial and final states are in the lower-left corner.

Notice also that due to RKHS assumption,
\[
\int_{A_i} f(x) dx = \int_{A_i} f^T \Phi(x) dx = f^T \phi(A),
\]
where the new kernel due to evaluation function \( \phi(\cdot) \) is defined on Borel sets \( A \in \mathcal{A} \). We approximate the kernel using the triangle basis (with 400 basis functions) as in (Mutný and Krause, 2021) to make sure that the positivity constraint can be implemented. We use their publicly available code for the fitting.

**Parameters of MARKOV-DESIGN**

The episode lengths is set to \( H = 64, T = 128, |\mathcal{X}| = 16^2 \). We use D-design objective on the approximated \( f(x) = \Phi(x)^T f \) on the 400-dim vector \( f \), with \( \lambda = 1 \). The algorithm is run with line search and accuracy \( 0.05 \) for the convex-RL part. We used the sequential variant of the algorithm as in Appendix C.2 for the case when variances are estimated after each episode.

**E.2 Pharmacokinetics**

This dataset is synthetic, however, requires only 3 numbers which are choice reasonably with accordance to the prior works on this subject as in Mutný and Krause (2022a). A similar problem occurs in Foster et al. (2021). One can study the details in the exhaustive book of Gabrielsson and Weiner (1995). The explicit treatment of patient specific-contamination is novel to the best of our knowledge. The grand goal of this experiment is to estimate the parameters of the linear differential equation which we do by first estimating the concentration levels of individual patients. We obtain data by sampling (drawing blood) at specific time intervals and estimating the concentration of medication in the blood.

For each patient \( i \in [T] \) we have the following oracle,
\[
f_i(t) = c_b(t) + g_i(t) + \epsilon \quad \text{where} \quad \epsilon \sim \mathcal{N}(0, \sigma^2) \quad \text{and} \quad t \text{ is time},
\]
where \( g_i \sim \text{GP}(0, k) \), patient-specific random contamination, where \( k \), is non-stationary variant of squared exponential kernel as \( k(t, t') = \kappa \exp(-3t) \exp(-3t') k_{SE, \gamma}(t, t') \) with \( \gamma = 0.1 \), where \( k_{SE} \) is the classical squared exponential kernel, and \( \kappa = 0.05 \). The small \( \kappa \) models the fact that the variation is small and the non-stationary ensures that the variation decreases with increasing time. The value of \( \sigma = 0.05 \) is used as noise standard deviation.

The \( c_b \) denotes the concentration of a medication in the blood, which is shared among all patients. The \( c_s \) denotes the concentration of the medication in the stomach. You can see in Figure 5a that the green curve decreases over time while \( c_b \)
We model the initial conditions of blood to be known \( \gamma \). We stack the coefficients \( \Phi \) where \( g \) was not any contamination due to \( \tau \) and we can absorb it into noise as correlated noise, \( \epsilon \). We know that \( \gamma \) should yield a data collection scheme which is good for any \( \gamma \). So given \( \gamma \) as a tool to get an informative data collection scheme. Thus the only unknown of the trajectory is the \( C_{\gamma} \) which corresponds to unknown initial conditions given a fixed \( \gamma \).

We stack the coefficients \( \gamma = (a, b, c) \), and denote the above operator as \( L_{\gamma} \) acting on \( (c_s(t), c_b(t)) \). We do not know the values of \( \gamma \) as we want to estimate them, however we know that they varying in a box constraint \( \Gamma \) which for this experiment is \( \Gamma = [4, 6] \times [9, 11] \times [9, 11] \).

Now, note that as \( L_{\gamma}(c_s(t), c_b(t)) = 0 \), we see that the real solutions lie in the kernel of \( L_{\gamma} \). If we discretize the operator over a time-horizon \( t \in [t_0, t_1] \) and enforce this constraint and apply it to \( c_b(t) = \Phi(t)^{\top} u_b \) (likewise \( c_s(t) = \Phi(t)^{\top} u_s \)), where \( \Phi(t) \) is the evaluation functional of a kernel \( k \), in this example corresponding to sufficiently rich kernel to reproduce any trajectory (in this case squared exponential as it is an universal kernel). We know that \( c_b \) is such that it has to be in the kernel of the operator of discretized operator \( L_{\gamma} \). We can stack the orthogonal rows of the kernel of discretized operator \( L_{\gamma} \) to get \( C_{\gamma} \). Thus \( (u_b, u_s) = C_{\gamma}^{\top} v \), where \( v \in \mathcal{H}_k \setminus \text{span}(L_{\gamma}) \). Thus the only unknown of the trajectory is the \( C_{\gamma} \) which corresponds to unknown initial conditions given a fixed \( \gamma \).

We model the initial conditions of blood to be known \( c_b(0) = 0 \), and to be slightly unknown for stomach in order to have a well-defined problem \( (c_s(0) - c_{\text{dose}})^2 \leq \epsilon \). For a fixed \( \gamma \) we can design an experiment that reduces the uncertainty in the initial condition the most. Despite the initial condition not being the core unknown problem here we use them as a tool to get an informative data collection scheme. So given \( \gamma \), the objective would be A-design as minimization of \( \text{Tr} \left[ \left( C_{\gamma} \left( \sum_{\tau \in T} \eta(\tau)I(\tau) + (1/T)V_0 \right)^{-1} C_{\gamma}^{\top} \right) \right] \), where \( V_0 = I + [\Phi(0), 0][\Phi(0), 0]^{\top} \), where the second term corresponds to prior on initial conditions of \( c_s \). As \( \gamma \) is unknown we take inf\( \gamma \) over the above objective to get the overall objective which should yield a data collection scheme which is good for any \( \gamma \in \Gamma \). The scheme we just explained were complete if there was not any contamination due to \( g_i \). As this one is present, we can absorb it into noise as correlated noise,

\[
f_i(t) = (\Phi(t))^{\top} (u_b) + \epsilon + \Phi_N(t)^{\top} g_i
\]

where \( \Phi_N(t) \) is the evaluating functional of random element \( g_i \). Stacking all the problem vectors together we have \( f_i = (u_s, u_b) \) and features \( \Phi(t) = (\Phi(t), \Phi(t)) \). In order to implement \( \Phi(t) \) for convenience of implementation we use high fidelity approximation squared-exponential kernel from Mutný and Krause (2018) known as Quadrature Fourier Features.
(QFF) with $\gamma = 0.05$ with $m = 150$. The $\Phi(x)_N$ correspond to the non-stationary kernel we explained for patient-specific contamination.

We absorb the noise $g_i$ into the information matrix by scaling the features properly. First, consider all times $t$ (i.e. all states), corresponding to matrix $\Sigma(t, t') = \Phi_N(t)^\top \Phi_N(t')$, then we define, new features $\Psi(t) = \sum_{t'} \Sigma^{-1/2}(t, t') \tilde{\Phi}(t')$, which are in turn define the information matrix $I(\tau) = \sum_{t \in \tau} \frac{1}{\sigma_t^2} \Psi(t) \Psi(t)^\top$ used in for this experiment. This makes sure that features are properly scaled to reflect the heteroscedastic noise due to $g_i$. A more detailed treatment of heteroscedastic noise is provided in Kirschner and Krause (2018), which inspired the definition of the information matrix in this work.

We show the smoothed distribution of measurement location in Fig. 5b and we see that the locations are distributed in the initial phases of the experiment as we would expect from the pharmacological perspective (Gabrielsson and Weiner, 1995). In this time frame the signal-to-noise ratio is higher than later when the concentration drops below a noise level. Having the trajectories estimated we can then run maximum likelihood estimation to identify the parameter gamma from the inferred trajectories given $\gamma$ similarly as done in Mutný and Krause (2022a) or by Foster et al. (2021).

**Parameters of MARKOV-DESIGN** The episode lengths are set to $H = 128$, $T = 128$, $|X| = 128 \times 5 \times 3$, where we allow 5 draws of blood in the experiment over the whole time duration, and the spacing between blood draws needs to be at least 3; in other words, we have to wait for 3 time-steps before we draw blood again. We use the A-design objective on the values approximated with linear functional $C_\gamma$ as $\gamma$ is not known we take the robust version as explained in App.C, we use $\lambda = 0.5$. The algorithm is run with line search and accuracy $10^{-8}$ due to different scaling of the objective ($C_\gamma$ is small as it contains normalized rows). The domain $t \in [0, 1]$ for defining $C_\gamma$ is discretized with 128 points.