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Abstract

Stochastic human motion prediction aims to forecast multiple plausible future motions given a single pose sequence from the past. Most previous works focus on designing elaborate losses to improve the accuracy, while the diversity is typically characterized by randomly sampling a set of latent variables from the latent prior, which is then decoded into possible motions. This joint training of sampling and decoding, however, suffers from posterior collapse as the learned latent variables tend to be ignored by a strong decoder, leading to limited diversity. Alternatively, inspired by the diffusion process in nonequilibrium thermodynamics, we propose MotionDiff, a diffusion probabilistic model to treat the kinematics of human joints as heated particles, which will diffuse from original states to a noise distribution. This process not only offers a natural way to obtain the “whitened” latents without any trainable parameters, but also introduces a new noise in each diffusion step, both of which facilitate more diverse motions. Human motion prediction is then regarded as the reverse diffusion process that converts the noise distribution into realistic future motions conditioned on the observed sequence. Specifically, MotionDiff consists of two parts: a spatial-temporal transformer-based diffusion network to generate diverse yet plausible motions, and a flexible refinement network to further enable geometric losses and align with the ground truth. Experimental results on two datasets demonstrate that our model yields the competitive performance in terms of both diversity and accuracy.

Introduction

Human Motion Prediction (HMP) has received increasing attention due to its broad applications such as human-robot interaction (Bajcsy et al. 2021), autonomous driving (Paden et al. 2016) and animation production (Park et al. 2019). The ability to perform such predictions allows robots to understand the future plans of human beings, which is critical to cooperate safely and reasonably with people. While encouraging results have been achieved in previous works (Aksan, Kaufmann, and Hilliges 2019; Mao et al. 2019; Zhong et al. 2022), they neglect the fact that uncertainty and stochasticity are intrinsic properties of human motions. Given a single past observation, predicting multiple possible future se-
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human motion prediction (Aliakbarian et al. 2020; Yuan and Kitani 2020; Zhang, Black, and Tang 2021; Ma et al. 2022) add constraints such as stochastic conditioning schemes or new losses, to force the model to take the noise into account. While these methods indeed yield high diversity, they still suffer from the above inherent limitation. An ideal solution would be directly starting from the latents without training to circumvent this problem, and using appropriate constraints to explore more plausible motions.

In this paper, we propose such a solution named MotionDiff based on Denoising Diffusion Probabilistic Models (DDPM). As a future human pose sequence is composed of a set of 3D joint locations that satisfy the kinematic constraints, we regard these locations as particles in a thermodynamics system in contact with a heat bath. In this light, the particles evolve stochastically in the way that they progressively diffuse from the original states (i.e., kinematics of human joints) to a noise distribution (i.e., chaotic positions). This offers an alternative way to obtain the “whitened” latents without any training process, which naturally avoids posterior collapse. Meanwhile, contrary to previous methods that require extra sampling encoders to obtain diversity, a unique strength of MotionDiff is that it is inherently diverse because the diffusion process is implemented by incorporating a new noise to human motion at each time step. Our high-level idea is to learn the reverse diffusion process, which recovers the target realistic pose sequences from the noisy distribution conditioned on the observed past motion (see Figure 1). This process can be formulated as a Markov chain, and allows us to use a simple mean squared error loss function to optimize the variational lower bound. Nonetheless, directly extending the diffusion model to stochastic human motion prediction results in two key challenges that arise from the following observations: First, since the kinematic information between local joint coordinates has been completely destroyed in the diffusion process, and a certain number of steps in the reverse diffusion process is required, it is necessary to devise an expressive yet efficient decoder to construct such relations; Second, as we do not explicitly guide the future motion generation with any loss, MotionDiff produces realistic predictions that are totally different from the ground truth, which makes the quantitative evaluation challenging (Lugmayr et al. 2022).

To this end, we elaborately design a transformer-based architecture as the core decoder of MotionDiff to tackle the first problem. Instead of performing simple pose embedding (Bouazizi et al. 2022), we devise a spatial transformer module to encode joint embedding, in which local relationships between the 3D joints in each frame can be better investigated. Following, we capture the global dependencies across frames by a temporal transformer module. This separable architecture differs from the autoregressive model (Aksan et al. 2021) that interleaves spatial and temporal modeling with tremendous computations. For the second issue, we further employ a deterministic feed-forward HMP model to refine multiple pose sequences generated from our diffusion network with the help of the observed sequence. Our diffusion-refinement paradigm enables explicit geometric losses, and enjoys a significant approximation to the ground truth while still keeping diverse and realistic. The contributions of our work are summarized as follows:

- We propose a novel stochastic human motion prediction framework with human joint kinematics diffusion-refinement, which incorporates a new noise at each diffusion step to get inherent diversity.
- We design a spatial-temporal transformer-based architecture for the proposed framework to encode local kinematic information in each frame as well as global temporal dependencies across frames.
- Extensive experiments show that our model achieves state-of-the-art performance on both Human3.6M and HumanEva-I datasets.

### Related Work

#### Deterministic Human Motion Prediction

Given the observed past motion, deterministic HMP aims at producing only one output, and thus can be regarded as a regression task. Most existing methods (Fragkiadaki et al. 2015a; Martinez, Black, and Romero 2017; Liu et al. 2022) exploit Recurrent Neural Networks (RNN) to address this problem due to its superiority in modeling sequential data. However, these methods usually suffer from limitations of first-frame discontinuity and error accumulation, especially for long-term prediction. Recent works (Mao et al. 2019; Li et al. 2020; Dang et al. 2021; Sun et al. 2022) propose Graph Convolutional Networks (GCN) to model the joint dependencies of human motion. Motivated by the significant success of Transformer (Vaswani et al. 2017), (Cai et al. 2020) adapt it on the discrete cosine transform coefficients extracted from the observed motion. To learn more desired representations, (Aksan et al. 2021) propose to aggregate spatial and temporal information directly from the data by leveraging the recursive nature of human motion. However, this autoregressive and computationally heavy design is not appropriate for the decoder of MotionDiff because diffusion model is non-autoregressive and requires a certain number of reverse diffusion steps (i.e., decoding), which are valuable to generate high quality predictions. Therefore, we present an efficient architecture that separates spatial and temporal information like (Sofianos et al. 2021; Zheng et al. 2021).

#### Stochastic Human Motion Prediction

Due to the diversity of human behaviors, many stochastic HMP methods are proposed to model the multi-modal data distribution. These methods are mainly based on deep generative models (Walker et al. 2017; Kundu, Gor, and Babu 2019; Mao, Liu, and Salzmann 2021; Ma et al. 2022), such as GAN (Goodfellow et al. 2014) and VAE (Kingma and Welling 2013). For GAN-based methods, (Barsoum, Kender, and Liu 2018) develop a HP-GAN framework that models the diversity by combining a random vector with the embedding state at the test time; (Kundu, Gor, and Babu 2019) exploit the discriminator to regress the random vector for diversity. However, these methods involve complex adversarial learning between the generator and discriminator, resulting in unstable training. For VAE-based methods,
Figure 2: Overview of MotionDiff for stochastic human motion prediction. Left: the architecture of the diffusion network. The model \( f_\phi \) is fed a state embedding of historical information \( f_\phi(D) \), diffusion step \( k \), and a motion sequence \( \mathcal{X}^k \) in a noising step \( k \). Right: the diffusion-refinement paradigm. It gradually removes Gaussian noise through the diffusion network (\( K \) steps) to get clean future motions, and then refines the predictions to align with the ground truth. Arrows indicate different stages: blue dotted for diffusion, black solid for training, red solid for sampling, and red dotted for refinement.

although such likelihood methods can have a good estimation of the data, they require additional networks to sample a set of latent variables and fail to sample some minor modes. To alleviate this problem, (Aliakbarian et al. 2020) take the noise into account with a mix-and-match perturbation strategy, while (Yuan and Kitani 2020) propose Diversifying Latent Flows (DLow) with new losses to produce diverse samples from a pretrained VAE model, both of which still suffer from the inherent limitation of posterior collapse, and thus limited diversity of predictions. In contrast, we adopt a more powerful diffusion model, and investigate the diversity by adding a new noise to human motion at each diffusion step.

**Denoising Diffusion Probabilistic Models**

Denoising Diffusion Probabilistic Models (DDPM) (Sohl-Dickstein et al. 2015; Ho, Jain, and Abbeel 2020) have achieved significant success recently in various applications, such as image generation (Dhariwal and Nichol 2021; Lugmayr et al. 2022), audio synthesis (Chen et al. 2021; Kong et al. 2021) and trajectory prediction (Gu et al. 2022). The diffusion models leverage a Markov chain to progressively convert the noise distribution into the data distribution. In this paper, we draw inspiration from diffusion and its reverse process, to naturally avoid posterior collapse and therefore generate truly diverse and plausible future motions. As far as we know, this is the first work to introduce the diffusion model into stochastic human motion prediction. Instead of UNet backbone (Ronneberger, Fischer, and Brox 2015) for conventional diffusion models, we design a spatial-temporal transformer-based architecture as the core decoder, and further refine the generated samples from our diffusion network, enlightened by DLow and (Lyu et al. 2022).

**Proposed Approach**

In this section, we formulate stochastic human motion prediction as the reverse diffusion process. We then introduce the objective function to train the model using variational inference and sampling process. Finally, we describe the detailed network architecture shown in Figure 2.

**Formulation**

We represent the observed historical sequence as \( D = \{x_1, x_2, \cdots, x_T\} \) with \( T \) frames, and the predicted sequence as \( \mathcal{X} = \{x_{T+1}, x_{T+2}, \cdots, x_{T+f}\} \) with \( f \) frames, where \( x_t \in \mathbb{R}^{3 \times J} \) is the 3D coordinates at timestamp \( t \) and \( J \) is the number of body joints. Our goal is to employ diffusion model to predict possible and realistic future motions. Intuitively, the diffusion process progressively incorporates Gaussian noise to the clean motion until it is totally transformed into a whitened latent state, while the reverse process starts from this state and gradually recovers the desired future motions conditioned on the historical sequence.

**Diffusion Process.** As illustrated in Figure 1, with time going by, the target future motion \( \mathcal{X}^0 \) with kinematic constraints will progressively diffuse into the next chaotic positions \( \mathcal{X}^k \), and finally converge into a whitened noise \( \mathcal{X}^K \), where \( K \) is the maximum number of diffusion steps. Unlike conventional stochastic HMP methods that require additional sampling encoder to obtain diversity, our key observation is that the inherent diversity of the proposed model relies on the diffusion process \( (\mathcal{X}^0, \mathcal{X}^1, \cdots, \mathcal{X}^K) \) that is defined as a fixed (rather than trainable) posterior distribution \( q(\mathcal{X}^{1:K}|\mathcal{X}^0) \). More precisely, we formulate this process as:

\[
q(\mathcal{X}^{1:K}|\mathcal{X}^0) = \prod_{k=1}^{K} q(\mathcal{X}^k|\mathcal{X}^{k-1}),
\]

\[
q(\mathcal{X}^{k}|\mathcal{X}^{k-1}) = \mathcal{N}(\mathcal{X}^k; \sqrt{1-\beta_k}\mathcal{X}^{k-1}, \beta_k \mathbf{I}),
\]

where \( \beta_1, \beta_2, \cdots, \beta_K \) are pre-determined variance schedulers. Let \( \alpha_k = 1 - \beta_k \) and \( \bar{\alpha}_k = \prod_{s=1}^{k} \alpha_s \), the diffusion process can be represented for any step \( k \) in a closed form:

\[
q(\mathcal{X}^{k}|\mathcal{X}^0) = \mathcal{N}(\mathcal{X}^k; \sqrt{\bar{\alpha}_k}\mathcal{X}^0, (1-\bar{\alpha}_k)\mathbf{I}).
\]
This great property indicates that $X^0$ will be converted into isotropic Gaussian $X^K \sim \mathcal{N}(0, I)$ when gradually adding a new noise with sufficiently large $K$.

**Reverse Diffusion Process.** In the opposite direction, given the historical sequence, the future motion generation procedure can be considered as a reverse dynamics of the above diffusion process ($X^K, X^{K-1}, \ldots, X^0$) with a parameterized Markov chain, starting from the white noise $X^K \sim p(X^K)$. Assume that the state embedding $C$ is derived by using neural networks to encode the historical sequence $D$, i.e., $C = f_{\psi}(D)$, we then formulate the reverse diffusion process as a conditional Markov chain as follows:

$$p_{\theta}(X^{0:K-1}|X^K, C) = \prod_{k=1}^{K} p_{\theta}(X^{k-1}|X^k, C),$$

$$p_{\theta}(X^{k-1}|X^k, C) = \mathcal{N}(X^{k-1}; \mu_{\theta}(X^k, k), \Sigma_{\theta}(X^k, k)).$$

(3)

$p(X^K)$ is an initial noise distribution, $\mu_{\theta}(X^k, k)$ is the estimated mean parameterized by $\theta$, and $\Sigma_{\theta}(X^k, k) = \sigma^2 I$ is the variance term of Gaussian transition that empirically set as $\sigma^2 = \frac{1}{1-\alpha_k} \beta_k$ like (Ho, Jain, and Abbeel 2020).

**Training Objective**

We train the diffusion model via variational inference. To be particular, we consider the variational lower bound of log-likelihood (ELBO) to learn the marginal likelihood:

$$\mathbb{E} \left[ -\log p_{\theta}(X^0) \right] \leq \mathbb{E}_{q} \left[ -\log p_{\theta}(X^{0:K}|C) \right]$$

$$= \mathbb{E}_{q} \left[ -\log p(X^K) - \sum_{k=1}^{K} \log \frac{p_{\theta}(X^{k-1}|X^k, C)}{q(X^{k-1}|X^0)} \right].$$

(4)

This loss can be further reduced to:

$$L(\psi, \theta) = \mathbb{E}_{q} \left[ \sum_{k=1}^{K} D_{KL}(q(X^{k-1}|X^k, C)||p_{\theta}(X^{k-1}|X^k, C)) + D_{KL}(q(X^K|X^0)||p_{\theta}(X^0|X^1, C)) \right] - \log p_{\theta}(X^0|X^1, C).$$

(5)

where the first term iteratively performs one reverse diffusion step, and the second term can be ignored due to no learnable parameters. Then, the simplified training objective becomes:

$$L(\psi, \theta) = \mathbb{E}_{X^0, X^K, \epsilon} \left[ ||\epsilon - \epsilon_{\theta}(X^k, k, f_{\psi}(D))||^2 \right],$$

(6)

where the dimension of $\epsilon \sim \mathcal{N}(0, I)$ corresponds to that of the future sequence $X^0$. The neural network $\epsilon_{\theta}$ learns to predict the noise $\epsilon$, which can be used to denoise the noisy future motions $X^k = \sqrt{\alpha_k} X^0 + \sqrt{1 - \alpha_k} \epsilon$.

Remarkably, Average Pairwise Distance (APD) loss or Average Displacement Error (ADE) loss in traditional stochastic human motion prediction methods (Yuan and Kitani 2020; Ma et al. 2022) is not present in (6) because DDPM naturally defines a one-to-one joint mapping between two consecutive motions in the diffusion process as shown in (1).

**Sampling**

Given a learned reverse diffusion network $\epsilon_{\theta}$, a historical sequence $D$ and its corresponding encoder $f_{\psi}$, we first sample chaotic states $X^K$ from $\mathcal{N}(0, I)$, and then progressively generate realistic future motions from $X^K$ to $X^0$ by the following equation:

$$X^{k-1} = \frac{1}{\sqrt{\alpha_k}} (X^k - \beta_k \epsilon_{\theta}(X^k, k, f_{\psi}(D))) + \sqrt{\beta_k} \epsilon,$$

where $\epsilon$ is a random variable from standard Gaussian.

**Network Architecture**

Different from the UNet backbone for conventional diffusion models (Dhariwal and Nichol 2021) in image generation, we design a spatial-temporal transformer-based architecture for stochastic human motion prediction. An overview of the proposed MotionDiff framework is illustrated in Figure 2. The detailed diffusion network (Left) consists of two key parts: an encoder network $f_{\psi}$ which learns the state embedding from the historical sequence, and a decoder network $\epsilon_{\theta}$ which implements the reverse diffusion process.

Given an observed sequence $D \in \mathbb{R}^{T \times J \times 3}$ and its corresponding future sequence $X^k = \sqrt{\alpha_k} X^0 + \sqrt{1 - \alpha_k} \epsilon \in \mathbb{R}^{T \times J \times 3}$ in a noising step $k$, we perform joint embedding that maps 3D coordinates to the hidden dimension $c$ for each frame $x \in \mathbb{R}^{3 \times J}$, i.e., $y = W x + b \in \mathbb{R}^{c \times J}$, where $W \in \mathbb{R}^{c \times 3}$ and $b \in \mathbb{R}^c$ are weights of the layer. The obtained outputs of observed sequence and noisy predicted one $X^k$ are then fed into spatial transformer module $S$ and PoseFormer, respectively. Note that PoseFormer also contains a spatial transformer module, which shares the same parameters with previous $S$. We directly equip with PoseFormer introduced in (Zheng et al. 2021) for its strong representation ability. In this way, the kinematics between local joints can be sufficiently explored, and $X^k$ can learn useful geometrical information from the observed one. This differs from traditional HMP methods (Bouazizi et al. 2022) which flatten $x$ into a vector $x$ and then perform simple pose embedding $y = W x + b \in \mathbb{R}^{c \times 1}$. Following, the encodings of historical sequence are fed into Gated Recurrent Units (GRU) as the condition of the decoder $\epsilon_{\theta}$. Finally, combined with diffusion step $k$, historical information $f_{\psi}(D)$ and noisy future sequence $X^k$, the fused feature is fed into temporal transformer module to capture the global dependencies across frames. Compared to (Aksan et al. 2021), another benefit of this separable spatial-temporal design is that it can accelerate the speed of reverse diffusion process.

**Refinement**

As discussed in (Lugmayr et al. 2022), the diffusion model are free to predict any motions that semantically align with the training sets because we do not directly involve any loss to supervise the motion prediction. Although these predicted motions are realistic, they might be very different from the ground truth, making the quantitative evaluation challenging. To address this problem, inspired by (Lyu et al. 2022), we use another structure to further refine the predictions as...
shown in Figure 2 (right). Notably, this structure only serves as refinement, and can be flexibly substituted with different deterministic feed-forward HMP methods (Mao et al. 2019; Mao, Liu, and Salzmann 2020; Dang et al. 2021). For simplicity, we employ simple yet effective LTD-GCN (Mao et al. 2019) to construct our refinement network.

Different from (Mao et al. 2019) padding the input sequence with replicates of the last observed pose, the inputs of the refinement network are $N$ future motions $\mathcal{Y} = \{Y_i\}_{i=1,2,\ldots,N}$ generated by our pretrained diffusion model. With skip connection, the predicted displacement are added to $\mathcal{Y}$ to derive $N$ refined possible future motions: $Z_i = Y_i + \gamma \epsilon_o \mathcal{Q}_i \mathcal{C}_i$, $i = 1, 2, \ldots, N$, where $\epsilon_o$ is the refinement network, and $\gamma$ is used to measure the difference $\sum_{i=1}^{N} \|Z_i - Y_i\|^2$. We redefine the reconstruction loss between multiple refined sequences $\mathcal{Z}$ and ground truth sequence $\mathcal{X}$ to supervise the network $\epsilon_o$:

$$L_{rec} = \min \|Z_i - \mathcal{X}\|^2.$$  (8)

We further use the diversity-promoting loss like (Yuan and Kitani 2020) to explicitly encourage diversity across the generated sequences:

$$L_{div} = \frac{1}{N(N-1)} \sum_{i=1}^{N} \sum_{j \neq i} \exp(-\frac{d^2(Z_i, Z_j)}{\sigma}),$$  (9)

where $d(\cdot, \cdot)$ is Euclidean distance between two motions.

Altogether, our final refined loss is expressed as:

$$L_{rfin} = \lambda_1 L_{rec} + \lambda_2 L_{div},$$  (10)

where $\lambda_1$ and $\lambda_2$ are hyper-parameters that control the influence of different terms. This refinement design facilitates the use of established geometric losses on motion characteristics, encouraging natural pose sequences.

Experiments

In this section, we first introduce two datasets, evaluation metrics and implementation details. Then, we assess the proposed model for stochastic human motion prediction in terms of diversity and accuracy. Finally, we carry out ablation study to show the influence of the different components.

Experimental Setup

Datasets. Following (Yuan and Kitani 2020; Ma et al. 2022), we evaluate our model on two public benchmark datasets including Human3.6M (Ionescu et al. 2013) and HumanEva-I (Sigal, Balan, and Black 2010).

Human3.6M contains 3.6 million video frames performed by 11 subjects (7 with ground truth). Each subject performs 15 actions and the human motion is recorded at 50Hz. We use 5 subjects (S1, S5, S6, S7, S8) to train the model, and the rest (S9, S11) for evaluation. We consider a 17-joint skeleton for each frame and remove the global translation. We predict 100 future frames (2s) using 25 observed frames (0.5s).

HumanEva-I is a relatively small dataset that consists of 3 subjects recorded at 60Hz. Each subject performs 5 actions and is represented by a 15-joint skeleton. We predict 60 future frames (1s) given 15 observed frames (0.25s).

Evaluation Metrics. Following (Yuan and Kitani 2020), we measure diversity and accuracy in terms of five metrics.

1. **APD**: Average Pairwise Distance between all pairs of motion samples defined as $\frac{1}{N(N-1)} \sum_{i=1}^{N} \sum_{j \neq i} \|Z_i - Z_j\|^2$.
2. **ADE**: Average Displacement Error over the whole sequence between the ground truth and the closest generated motion defined as $\frac{1}{T} \min_i \|Z_i - \mathcal{X}\|^2$. 
3. **FDE**: Final Displacement Error between the last frame of the ground truth and the closest motion’s last frame defined as $\min_i \|Z_1 - \mathcal{X}(f)\|^2$.
4. **MMADE**: the multi-modal version of ADE.
5. **MMFDE**: the multi-modal version of FDE. Note that APD is used for diversity while the others are used for accuracy.

Implementation Details. For the diffusion network, we use joint embedding layer to upsample the 3D coordinate of human joints from 3 to 32, and then feed it into transformer where the hidden dimension is set to 512. We employ three fully-connected layers with Leaky ReLU to gradually downsample the temporal transformer output to the predicted future motions, such that 512d-256d-128d-3d. For the refinement network, we use a 12-layers graph convolution network and set the hidden size to 256 in each layer. Following the protocol of (Yuan and Kitani 2020), our diffusion network generates 50 diverse future motions ($N = 50$) given a past motion. We set the variance schedules to be $\beta_1 = 0.0001$ and $\beta_K = 0.05$, where $\beta_k$ are linearly interpolated $(1 < k < K)$. Our code is in Pytorch (Passzke et al. 2017) and we use ADAM (Kingma and Ba 2015) optimizer. We train our diffusion model for 1,000 epochs with a batch size of 64 for both datasets. All the experiments are implemented on an NVIDIA RTX 3080 GPU.

Comparison with State-of-the-art

We compare our method with two types of baselines. (1) Deterministic motion prediction methods, including ERD (Fragkiadaki et al. 2015b) and acLSTM (Li et al. 2018); (2) Stochastic motion prediction methods, including GAN based methods HP-GAN (Barsoum, Kender, and Liu 2018), DeLiGAN (Gurumurthy, Kiran Sarvadevabhatla, and Venkatesh Babu 2017) as well as VAE based methods Pose-Knows (Walker et al. 2017) and MT-VAE (Yan et al. 2018), BoM (Bhattacharyya, Schiele, and Fritz 2018), GMVAE (Dilokthanakul et al. 2016), DSF (Yuan and Kitani 2019), DLow (Yuan and Kitani 2020), MOJO (Zhang, Black, and Tang 2021) and MOVAE (Ma et al. 2022).

The comparison results on Human3.6M and HumanEva-I datasets are summarized in Table 1. For all stochastic motion prediction baselines, we provide 50 samplings for each historical motion. Overall, our diffusion-refinement model effectively improves on the state-of-the-art. We can observe that our model outperforms other methods with a large margin in terms of the diversity. The reason is that each diffusion step in our model is inherently diverse since it incorporates a new noise from Gaussian distribution. We also achieve comparable performance in terms of the prediction accuracies. In general, stochastic motion prediction methods (e.g., BoM, GMVAE) can achieve better diversity and accuracy compared to deterministic ones (e.g., ERD, acLSTM). Deterministic prediction models tend to generate poor future
Table 1: Quantitative results by predicting 50 future motions for each historical motion. The best results are marked in bold.

| Type        | Method         | Human3.6M | HumanEva-I |
|-------------|----------------|-----------|------------|
|             | APD ↑ | ADE ↓ | FDE ↓ | MMADE ↓ | MMFDE ↓ | APD ↑ | ADE ↓ | FDE ↓ | MMADE ↓ | MMFDE ↓ |
| Deterministic |     |       |       |         |         |       |       |       |         |         |
| Pose-Known (ICCV’17) | 0.300 | 0.108 | 0.059 | 0.296 | 0.300 | 0.608 |
| HP-GAN (ICLR’18) | 0.382 | 0.541 | 0.530 |         |         | 0.595 |
| BoM (CVPR’18)      | 0.403 | 0.595 | 0.716 | 0.833 |         | 0.435 |
| GMVAE (arXiv’16)   | 0.524 | 0.566 | 0.545 |         |         | 0.488 |
| DeLiGAN (CVPR’17)  | 0.545 | 0.520 | 0.545 | 0.545 | 0.410 |
| DSF (ICLR’19)      | 0.599 | 0.550 | 0.599 |         |         | 0.364 |
| DLow (ECCV’20)     | 0.518 | 0.318 | 0.531 | 0.531 | 0.339 |
| MOJO (CVPR’21)     | 0.538 | 0.497 | 0.538 |         |         | 0.347 |
| MOVIE (CVPR’22)    | 0.516 |         |         |         |         | 0.347 |
| Ours               | 0.536 |         |         |         |         | 0.347 |

Figure 3: Qualitative comparison between DLow and ours. Given the observed motion, we show the end poses of ten future predictions. Left: Our model yields motions with more diversity. Right: Red boxes in DLow indicate unreasonable predictions.
Figure 4: Left: The diversity and prediction error of our model trained with different maximum diffusion step numbers $K$. Right: The trend of diversity and prediction error at the $k$-th reverse diffusion step within $K$ when $K = 100$.

Figure 5: Visualization of predicted time sequences from our diffusion and diffusion-refinement networks. Diffusion without refinement yields results far from the ground truth, but are still plausible.

Table 2: Comparison results on two datasets in terms of training the diffusion network and the refinement network.

Table 3: Comparison with different network architecture designs on Human3.6M dataset. Trans is abbreviation of Transformer.

**Conclusion**

In this paper, we propose a new probabilistic model for stochastic human motion prediction. Our method marries denoising diffusion models with human joint kinematics, and derives the diversity by incorporating noises in diffusion process. By learning a parameterized Markov chain conditioned on the historical sequence to progressively remove noise from the noise distribution, we can generate diverse yet realistic future motions. Besides, we design a spatial-temporal transformer-based architecture to encode local relationships in each frame and global dependencies across frames, which is then fed into the refinement network to further improve the accuracy. Experimental results show that our method is competitive with the state-of-the-art.
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