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ABSTRACT: We establish the precise relation between the Nekrasov-Shatashvili (NS) quantization scheme and Grassi-Hatsuda-Mariño conjecture for the mirror curve of arbitrary toric Calabi-Yau threefold. For a mirror curve of genus $g$, the NS quantization scheme leads to $g$ quantization conditions for the corresponding integrable system. The exact NS quantization conditions enjoy a self S-duality with respect to Planck constant $\bar{h}$ and can be derived from the Lockhart-Vafa partition function of non-perturbative topological string. Based on a recent observation on the correspondence between spectral theory and topological string, another quantization scheme was proposed by Grassi-Hatsuda-Mariño, in which there is a single quantization condition and the spectra are encoded in the vanishing of a quantum Riemann theta function. We demonstrate that there actually exist at least $g$ nonequivalent quantum Riemann theta functions and the intersections of their theta divisors coincide with the spectra determined by the exact NS quantization conditions. This highly nontrivial coincidence between the two quantization schemes requires infinite constraints among the refined Gopakumar-Vafa invariants. The equivalence for mirror curves of genus one has been verified for some local del Pezzo surfaces. In this paper, we generalize the correspondence to higher genus, and analyze in detail the resolved $\mathbb{C}^3/\mathbb{Z}_5$ orbifold and several $SU(N)$ geometries. We also give a proof for some models at $\bar{h} = 2\pi/k$. 
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1 Introduction

The non-perturbative completion of topological string theory has drawn much attention in recent years. Due to its various dual facets, topological strings may have many different non-perturbative definitions. For example, based on the localization calculation in superconformal field theories, Lockhart and Vafa proposed a non-perturbative partition function of refined topological string which makes the $SL(3,\mathbb{Z})$ modular invariance manifest [1]. The closed B-model amplitudes can be described as matrix model partition functions [2], which makes the non-perturbative techniques in matrix model available to study the non-perturbative features of topological string [3]. The ABJM theory on three-sphere is known dual to the topological string theory on local $\mathbb{P}^1 \times \mathbb{P}^1$ Calabi-Yau threefold [4]. This duality with the knowledge of exact ABJM partition function from localization [5] provides significant insights on the non-perturbative topological string [6]. Other relations with Chern-Simons theory [7][8][9], supersymmetric gauge theories [10][11], string/M theory [12][13][14], quantum integrable systems [15][16], conformal blocks [17], OSV formula for black holes [18][19], and techniques like resurgence [20][21][22] and Mellin-Branes representation [23] all shed some light on this issue. Each of these descriptions captures an aspect of non-perturbative topological string.

The quantization of the mirror curve of local Calabi-Yau threefold has turned out to be an excellent testing ground to study the non-perturbative effects of topological string. Due to the various correspondences, the mirror curve is equivalent to the Seiberg-Witten curve in $N = 2$ supersymmetric gauge theories [10], the spectral curve in matrix model [2] and in integrable system [15]. With appropriate parameterization, the mirror curve itself can also be promoted to some quantum mechanics satisfying the traditional Heisenberg relation [15][16]. Because the dual theories are more familiar and often equipped with known techniques, and different perspectives usually open different avenues to quantize a curve, they may well result in non-trivial observations for the Calabi-Yau and topological string. Besides, the quantization of mirror curves is closely related to the quantization of A-polynomials of knots [24][25] and the mathematical theory of $\mathcal{D}$-modules [26]. See also a recent paper [27] for an elegant relation between the Hofstadter’s Butterfly and the quantum mirror curve of local $\mathbb{P}^1 \times \mathbb{P}^1$ Calabi-Yau.

In general, there exist two quantization schemes for the mirror curve of local Calabi-Yau. One originates from the Bethe/gauge correspondence proposed by Nekrasov-Shatashvili, which says the NS limit of Nekrasov partition function of $N = 2$ gauge theories is the Yang-Yang function of some quantum integrable systems while the supersymmetric vacua become the eigenstates and the supersymmetric vacua equations become the thermodynamic Bethe ansatz [28]. Via geometric engineering, this correspondence can be rephrased as a direct relation between the phase volumes of mirror curve and the Nekrasov-Shatashvili free energy of topological string. Now the Bethe ansatz is just the traditional Bohr-Sommerfeld or Einstein-Brillouin-Keller quantization conditions for the phase volumes of mirror-curve quantum mechanics [16]. We call this approach as Nekrasov-Shatashvili quantization scheme.

However, the original Nekrasov-Shatashvili proposal could not be the whole story. In fact, it is easy to show the phase volumes derived from NS free energy contain poles at rational Planck constant $\hbar = 2\pi p/q$. This indicates the original NS quantization conditions must receive non-perturbative contributions to be well-defined. The first non-perturbative completion of NS quantization was proposed in [29] for toric Calabi-Yau with genus-one mirror curves, and soon be generalized to $SU(N)$ geometries with Chern-Simons number $m = 0$ which correspond
to Toda systems [30], and to arbitrary toric cases in [31] using the elegant Goncharov-Kenyon construction which associates an integrable system to an arbitrary toric CY [32]. It turns out the non-perturbative terms in phase volumes are quite simple, and resemble the BPS part of NS free energy merely with a transformation on Kähler parameters and Planck constant. In fact, the total phase volumes including both the perturbative and non-perturbative contributions enjoys a self-S duality with respect to Planck constant [33]. We call the quantization of total phase volumes as exact Nekrasov-Shatashvili quantization conditions. These exact NS quantization conditions are actually directly ascribed to the Lockhart-Vafa partition function of non-perturbative strings, as suggested in [33] and will be fully proved in this paper. In [34], it is also argued the exact NS quantization condition arises upon imposing single-valued conditions on open topological string partition in the NS limit, combined with the requirement of smoothness in Planck constant. See also [35] for the discussion on the Stokes phenomena of the quantum periods from NS quantization conditions.

On the other hand, Grassi-Hatsuda-Mariño proposed an entirely different approach from Nekrasov-Shatashvili quantization in [36]. Their approach takes deep root in the study on the non-perturbative effects in ABJM theories. ABJM theory is a three dimensional $\mathcal{N} = 6$ superconformal Chern-Simons matter theory describing the M2 branes [37]. In [5], the exact ABJM partition function on three-sphere was obtained by localization method. As we have mentioned, ABJM theory on three sphere is dual to topological string on local Hirzebruch surface $F_0 = \mathbb{P}^1 \times \mathbb{P}^1$ [4]. Therefore the known form of exact partition function of ABJM is extremely helpful to understand the non-perturbative topological string on local $\mathbb{P}^1 \times \mathbb{P}^1$. After a series of quest on the non-perturbative effects in ABJM theory [38][39][40][41][42][43][44], a general form of non-perturbative topological string free energy for an arbitrary local CY was proposed in [6] as an analogy from local $\mathbb{P}^1 \times \mathbb{P}^1$ model, and also shown to be roughly consistent with the Lockhart-Vafa partition function. In the spirit of this non-perturbative completion of topological string, a non-perturbative quantization condition for spectral curve was proposed in [45]. However, it was later found in [46] and [47] that the non-perturbative quantization conditions in [45] are not accurate and submit to some higher order corrections. Finally, in [36] Grassi-Hatsuda-Mariño proposed the complete form of what we now call the GHM conjecture. In that paper, they established an elegant relation between the spectral determinant (Fredholm determinant) $\Xi$ of the quantum mirror curve and the modified grand potential $J$ defined from the topological string partition function and NS free energy,

$$
\Xi(\mu, \xi, \hbar) = \exp(J(\mu + 2\pi in, \xi, \hbar)),
$$

where $\mu$ is the true moduli and $\xi$ are the mass parameters of a local del Pezzo. In particular, the quantization condition is given by the vanishing of the quantum (generalized) Riemann theta function $\Theta$ defined by

$$
\Xi(\mu, \xi, \hbar) = \exp(J(\mu, \xi, \hbar))\Theta(\mu, \xi, \hbar).
$$

With this relation, they successfully reproduced all the corrections obtained in [46]. The different points in the moduli space lead to different expansions for the spectral determinant, which all contain rich information of the topological string and pass nontrivial tests, for a review see [48]. The theory proposed in [36] was only for the genus-one mirror curve and only checked for local $\mathbb{P}^2$, $F_0$ and $F_1$, it was soon be generalized to higher genus in [49] and checked for more local del Pezzo surfaces in [50]. The spectral determinant (spectral zeta function) was also used to
study the non-perturbative effects in ABJM Fermi-gas [51]. For the discussion on the trace class property of some relevant operators, see [52]. For the relation of GHM quantization scheme with matrix models, see [53][54]. Due to complicated expression of the modified grand potential, so far it still out of reach to grasp a rigorous proof on the GHM conjecture for any specific Calabi-Yau. Nevertheless, using the $\tau$ function of Painlevé III equation, it was proved in [55] that under some limit, the GHM conjecture holds for local $\mathbb{P}_0$. See also a recent paper [56] on the symplectic properties of the spectral determinants around the maximal supersymmetric point $\hbar = 2\pi$.

Albeit both the two quantization schemes are well-defined and have passed numerous non-trivial tests, their relation is still waiting to be unraveled. The main purpose of this paper is to establish the precise relation between them for arbitrary toric Calabi-Yau threefold. Our starting point is the observation that the Kähler parameters in the Grassi-Hatsuda-Mariño conjecture are not the same with the Kähler parameters in NS quantization conditions, but with a shift of a constant integral vector, which we call the $r$ field. In some sense, $r$ field reflects the sign-changing of complex moduli in mirror curve like the $B$ field, but with subtler meaning. The $r$ field of a toric Calabi-Yau is not arbitrarily chosen but indeed with quite some freedom. The primary condition for $r$ field is that it must be a $B$ field, which means they share the same parity. Besides this, we define the $r$ fields as equivalent if they result in the same quantum Riemann theta function or generalized spectral determinant, and non-equivalent if they do not. Surprisingly, we find there always are only finite non-equivalent $r$ fields for a toric Calabi-Yau, and the number is no less than the genus of the mirror curve. In the single quantization condition of the original GHM conjecture, one choose one modulus of the mirror curve to be quantized and leave others arbitrarily chosen. The quantization condition draw a divisor in the moduli space, which is just the theta divisor of the quantum Riemann theta function. This viewpoint actually regards the mirror curve as a normal quantum mechanics but not a quantum integrable system, therefore doubtlessly losses much information of the integrability. We will show in this paper that in the GHM quantization scheme, we can as well exhaust the full quantum integrability of mirror curve and determine the discrete spectra merely from the quantum Riemann theta function they have defined. The non-equivalent $r$ fields will be the crucial ingredient to achieve this goal.

The main result of this paper is as follows: For the mirror curve $\Sigma$ of an arbitrary toric Calabi-Yau threefold $X$ with Kähler moduli $t$, suppose the non-perturbative phase volumes of quantum mirror curve in Nekrasov-Shatashvili quantization are denoted as $\text{Vol}_i(t, \hbar)$, $i = 1, \ldots, g_\Sigma$, and the quantum Riemann theta function defined by Grassi-Hatsuda-Mariño is denoted as $\Theta(t, \hbar)$, then there exist a set of constant integral vectors $r^a$, $a = 1, \ldots, w_\Sigma$, where $w_\Sigma \geq g_\Sigma$, such that the intersections of the theta divisors of all $w_\Sigma$ quantum Riemann theta functions $\Theta(t + i\pi r^a, \hbar)$ coincide with the spectra determined by the exact Nekrasov-Shatashvili quantization conditions.\footnote{Strictly speaking, to make the coincidence precise, one need to take account of the imaginary periodicity of Kähler moduli $t \rightarrow t + 2\pi i \mathbb{N} \cdot C$, which is manifest in the GHM approach but obscure in the NS approach. We will address this issue in Section 5.3.}

\[
\left\{ \Theta(t + i\pi r^a, \hbar) = 0, \quad a = 1, \cdots, w_\Sigma \right\} \Leftrightarrow \left\{ \text{Vol}_i(t, \hbar) = 2\pi \hbar \left( n_i + \frac{1}{2} \right), \quad i = 1, \cdots, g_\Sigma \right\}
\]

In addition, all the vector $r^a$ are the representatives of the $B$ field of $X$, which means for all triples of degree $d$, spin $j_L$ and $j_R$ such that the refined BPS invariants $N^{d}_{j_L,j_R}(X)$ is non-vanishing, they must satisfy

\[
(-1)^{2j_L + 2j_R - 1} = (-1)^{r^a \cdot d}, \quad a = 1, \cdots, w_\Sigma.
\]

\[
(1.4)
\]
In fact, we find a set of novel identities which guarantee the above equivalence,

$$
\sum_{n \in \mathbb{Z}^g} \exp \left( \sum_{i=1}^g n_i \pi i + F_{\text{unref}} \left( t + i\hbar \mathbf{n} \cdot \mathbf{C} + \frac{1}{2} i\hbar r^a, \hbar \right) - in_i C_{ij} \frac{\partial}{\partial t_j} F_{\text{NS}} \left( t, \hbar \right) \right) \equiv 0, \quad (1.5)
$$

in which $F_{\text{unref}}$ is the traditional topological string partition function, $F_{\text{NS}}$ is the Nekrasov-Shatashvili free energy, $C$ is the charge matrix of toric Calabi-Yau and $a = 1, \cdots, w_\Sigma$. These identities impose infinite constraints among the refined BPS invariants.

Besides the main result, we also close some gaps in the previous study on quantum curves. For example, the existence of $\mathcal{B}$ field was only established for the toric Calabi-Yau with genus-one mirror curve [6]. In this paper, we will prove its existence for arbitrary toric Calabi-Yau and propose an effective method to determine its value merely based on the toric data. By modifying the existing techniques, we also provide two derivations of the exact Nekrasov-Shatashvili quantization conditions from Lockhart-Vafa partition function of non-perturbative topological string.

This paper is organized as follows. In section 2, we review some basics on local Calabi-Yau and refined topological string theory. In section 3, we analyze the exact NS quantization conditions and provide two derivations from Lockhart-Vafa partition function and from Mellin-Branes representation. We also give an effective method to determine the $\mathcal{B}$ field for an arbitrary toric Calabi-Yau. In section 4, we introduce the concept of $\mathfrak{r}$ field, extend the GHM conjecture and construct the nonequivalent quantum Riemann theta functions. In section 5, we propose the precise relation between the two quantization schemes and provide a general proof for some geometries at $\hbar = 2\pi/k$. In section 6, we test our conjecture for the resolved $\mathbb{C}^3/\mathbb{Z}_5$ orbifold and several geometries engineering $SU(N)$ gauge theories and obtain remarkable coincidences. In section 7, we conclude with some interesting questions for the future study. The Appendix provides some properties of Riemann theta function, the refined topological vertex of $SU(N)$ geometries, some relevant mirror maps and the table of the refined BPS invariants of the Calabi-Yau threefolds we consider in the paper.

2 Basics of Toric Calabi-Yau and Topological String

Toric (non-compact) Calabi-Yau threefold is the local model of compact Calabi-Yau. Its construction and mirror symmetry was first studied in [57]. In this section, we review some well-known facts about toric Calabi-Yau and local mirror symmetry and set up the conventions. Similar reviews can be found in [49][53][58].

2.1 Toric Calabi-Yau and Local Mirror Symmetry

A toric Calabi-Yau threefold is a toric variety given by the quotient,

$$
M = (\mathbb{C}^{k+3} \setminus \mathcal{SR})/G, \quad (2.1)
$$

where $G = (\mathbb{C}^*)^k$ and $\mathcal{SR}$ is the Stanley-Reisner ideal of $G$. The quotient is specified by a matrix of charges $Q^a_i$, $i = 0, \cdots, k+2$, $a = 1, \cdots, k$. The group $G$ acts on the homogeneous coordinates $x_i$ as

$$
\lambda^\alpha_i x_i \rightarrow \lambda^\alpha_i x_i, \quad i = 0, \cdots, k+2, \quad (2.2)
$$

where $\alpha = 1, \cdots, k$, $\lambda^\alpha_i \in \mathbb{C}^*$ and $Q^a_i \in \mathbb{Z}$. 
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The toric variety \( M \) is the vacuum configuration of a two-dimensional abelian \((2,2)\) gauged linear sigma model. Then \( G \) is gauge group \( U(1)^k \). The vacuum configuration is constraint by

\[
\sum_{i=1}^{k+3} Q^\alpha_i |x_i|^2 = r^\alpha, \quad \alpha = 1, \ldots, k, \tag{2.3}
\]

where \( r^\alpha \) is the Kähler class. In general, the Kähler class is complexified by adding a theta angel \( t^\alpha = r^\alpha + i\theta^\alpha \). In order to avoid R symmetry anomaly, one has to put condition

\[
\sum_{i=1}^{k+3} Q^\alpha_i = 0, \quad \alpha = 1, \ldots, k. \tag{2.4}
\]

This is the Calabi-Yau condition in the geometry side.

The mirror to toric Calabi-Yau was constructed in [57]. We define the Batyrev coordinates

\[
z_\alpha = \prod_{i=1}^{k+3} x_i^{Q^\alpha_i}, \quad \alpha = 1, \ldots, k, \tag{2.5}
\]

and

\[
H = \sum_{i=1}^{k+3} x_i. \tag{2.6}
\]

The homogeneity allows us to set one of \( x_i \) to be one. Eliminate all the \( x_i \) in (2.6) by using (2.5), and choose other two as \( e^x \) and \( e^p \), then the mirror geometry is described by

\[
wp = H(e^x, e^p; z_\alpha), \quad \alpha = 1, \ldots, k, \tag{2.7}
\]

where \( x, p, u, v \in \mathbb{C} \). Now we see that all the information of mirror geometry is encoded in the function \( H \). The equation

\[
H(e^x, e^p; z_\alpha) = 0 \tag{2.8}
\]

defines a Riemann surface \( \Sigma \), which is called the mirror curve to a toric Calabi-Yau.

The form of mirror curve can be written down specifically with the vectors in the toric diagram. Given the matrix of charges \( Q^\alpha_i \), we introduce the vectors,

\[
\nu^{(i)} = \left(1, \nu_1^{(i)}, \nu_2^{(i)}\right), \quad i = 0, \ldots, k + 2, \tag{2.9}
\]

satisfying the relations

\[
\sum_{i=0}^{k+2} Q^\alpha_i \nu^{(i)} = 0. \tag{2.10}
\]

In terms of these vectors, the mirror curve can be written as

\[
H(e^x, e^p) = \sum_{i=0}^{k+2} x_i \exp \left(\nu_1^{(i)} x + \nu_2^{(i)} p\right). \tag{2.11}
\]
The holomorphic 3-form for mirror Calabi-Yau is
\[ \Omega = \frac{du}{u} \wedge dx \wedge dp \] (2.12)

At classical level, the periods of the holomorphic 3-form are
\[ t_i = \oint_{A_i} \Omega, \quad F_i = \oint_{B_i} \Omega. \] (2.13)

If we integrate out the non-compact directions, the holomorphic 3-forms become meromorphic 1-form on the mirror curve [10][57]:
\[ \lambda = p \, dx. \] (2.14)

The mirror maps and the genus zero free energy \( F_0(t) \) are determined by making an appropriate choice of cycles on the curve, \( \alpha_i, \beta_i, i = 1, \cdots, s \), then we have
\[ t_i = \oint_{\alpha_i} \lambda, \quad \frac{\partial F_0}{\partial t_i} = \oint_{\beta_i} \lambda, \quad i = 1, \cdots, s. \] (2.15)

In general, \( s \geq g_\Sigma \), where \( g_\Sigma \) is the genus of the mirror curve. The \( s \) complex moduli can be divided into two classes, which are \( g_\Sigma \) true moduli, \( \kappa_i, i = 1, \cdots, g_\Sigma \), and \( r_\Sigma \) mass parameters, \( \xi_j, j = 1, \cdots, r_\Sigma \). The true moduli can be also be expressed with the chemical potentials \( \mu_i \),
\[ \kappa_i = e^{\mu_i}, \quad i = 1, \cdots, g_\Sigma. \] (2.16)

Among the Kähler parameters, there are \( g_\Sigma \) of them which correspond to the true moduli, and their mirror map at large \( \mu_i \) is of the form
\[ t_i \approx \sum_{j=1}^{g_\Sigma} C_{ji} \mu_j + \sum_{j=1}^{r_\Sigma} \alpha_{ij} t_j \xi_j, \quad i = 1, \cdots, g_\Sigma, \] (2.17)
where \( t_{\xi_j} \) is the flat coordinate associated to the mass parameter \( \xi_j \) by an algebraic mirror map.

The \( g_\Sigma \times s \) matrix \( C_{ij} \) can be read off from the toric data of \( X \). It was shown in [16] that the classical mirror maps can be promoted to quantum mirror maps. Note only the mirror maps for the true moduli have quantum deformation, while the mirror maps for mass parameters remain the same.

2.2 Topological String
Here we briefly review some well-known definitions in (refined) topological string theory. We follow the notion in [49]. The Gromov-Witten invariants of Calabi-Yau are encoded in the genus \( g \) free energies \( F_g(t) \), \( g \geq 0 \). At genus zero,
\[ F_0(t) = \frac{1}{6} a_{ijk} t_i t_j t_k + P_2(t) + \sum_d N_d^0 e^{-d \cdot t}, \] (2.18)
where \( a_{ijk} \) denotes the classical intersection and \( P_2(t) \) is ambiguous.\(^2\) At genus one, one has
\[
F_1(t) = b_i t_i + \sum_d N^d_1 e^{-d \cdot t},
\]
(2.19)

At higher genus, one has
\[
F_g(t) = C_g + \sum_d N^d_g e^{-d \cdot t}, \quad g \geq 2,
\]
(2.20)

where \( C_g \) is the constant map contribution to the free energy. The total free energy of the topological string is formally defined as the sum,
\[
F_{WS}(t, g_s) = \sum_{g \geq 0} g^2 e^{-2g-2} F_g(t) = F^{(p)}(t, g_s) + \sum_{g \geq 2} \sum_d N^d_g e^{-d \cdot t} g_s^{2g-2},
\]
(2.21)

where
\[
F^{(p)}(t, g_s) = \frac{1}{6g_s^2} a_{ijk} t_i t_j t_k + b_i t_i + \sum_{g \geq 2} C_g g_s^{2g-2}.
\]
(2.22)

The BPS part of partition function (2.21) can be resummed with a new set of enumerative invariants, called Gopakumar-Vafa (GV) invariants \( n^d_g \), as [12]
\[
F^{GV}(t, g_s) = \sum_{g \geq 0} \sum_d \sum_{w=1}^{\infty} \frac{1}{w} n^d_g \left( 2 \sin \frac{w g_s}{2} \right)^{2g-2} e^{-w d \cdot t}.
\]
(2.23)

Then,
\[
F^{WS}(t, g_s) = F^{(p)}(t, g_s) + F^{GV}(t, g_s).
\]
(2.24)

For local Calabi-Yau threefold, topological string have a refinement correspond to the supersymmetric gauge theory in the omega background. In refined topological string, the Gopakumar-Vafa invariants can be generalized to the refined BPS invariants \( N^d_{JL, JR} \) which depend on the degrees \( d \) and spins, \( JL, JR \) [59][60][61]. Refined BPS invariants are also integers and are closely related with the Gopakumar-Vafa invariants,
\[
\sum_{JL, JR} \chi_{JL}(q)(2j + 1) N^d_{JL, JR} = \sum_{g \geq 0} n^d_g \left( q^{1/2} - q^{-1/2} \right)^{2g},
\]
(2.25)

where \( q \) is a formal variable and
\[
\chi_j(q) = \frac{q^{2j+1} - q^{-2j-1}}{q - q^{-1}}
\]
(2.26)

\(^2\)For compact Calabi-Yau, this term has the structure of \( \frac{\chi(3)}{2} - 4\pi^2 b_i t_i + A_{ij} t_i t_j \). But in most circumstances, this term can be omitted. We will show in Section 3.4 that if we include this term with a special choice for local Calabi-Yau, then the formulas for GHM conjecture and the identities (1.5) can be written in a compact and elegant way.
is the \( SU(2) \) character for the spin \( j \). Using these refined BPS invariants, one can define the NS free energy as

\[
F^{\text{NS}}(\mathbf{t}, \mathbf{h}) = \frac{1}{6\hbar} a_{ij,k} t_i t_j t_k + b_i^{\text{NS}} t_i + \sum_{jLjR} \sum_{w,d} N_{JLJR}^d \sum_{j=0}^{\infty} \frac{\sin \left( \frac{\hbar_1}{2}(2jL + 1) \right) \sin \left( \frac{\hbar_2}{2}(2jR + 1) \right)}{2\hbar^2 \sin^3 \left( \frac{\hbar_1}{2} \right)} e^{-w d \cdot t}. \tag{2.27}
\]

in which \( b_i^{\text{NS}} \) can be obtained by using mirror symmetry as in \cite{62}. By expanding (2.27) in powers of \( \hbar \), we find the NS free energies at order \( n \),

\[
F^{\text{NS}}(\mathbf{t}, \mathbf{h}) = \sum_{n=0}^{\infty} F_n^{\text{NS}}(\mathbf{t}) \hbar^{2n-1}. \tag{2.28}
\]

The BPS part of free energy of refined topological string is defined by refined BPS invariants as

\[
F^{\text{BPS}}_{\text{rel}}(\mathbf{t}, \epsilon_1, \epsilon_2) = \sum_{jLjR} \sum_{w,d} \frac{1}{w} N_{JLJR}^d \sum_{j=1}^{\infty} \frac{\chi_{jL}(q^{w}_L) \chi_{jR}(q^{w}_R)}{(q^{w}_1 - q^{w-1}_1)(q^{w}_2 - q^{w-1}_2)} e^{-w d \cdot t}, \tag{2.29}
\]

where

\[
\epsilon_j = 2\pi \tau_j, \quad q_j = e^{2\pi i \tau_j}, \quad (j = 1, 2), \quad q_L = e^{i(\tau_1 - \tau_2)}, \quad q_R = e^{i(\tau_1 + \tau_2)}. \tag{2.30}
\]

The refined topological string free energy can also be defined by refined Gopakumar-Vafa invariants as

\[
F^{\text{BPS}}_{\text{rel}}(\mathbf{t}, \epsilon_1, \epsilon_2) = \sum_{gLgR} \sum_{w,d} \frac{1}{w} N_{gLgR}^d \left( \frac{q^{w+1/2}_L - q^{w-1/2}_L}{q^{w+1/2}_R - q^{w-1/2}_R} \right)^{2gL} \left( \frac{q^{w+1/2}_R - q^{w-1/2}_R}{q^{w+1/2}_L - q^{w-1/2}_L} \right)^{2gR} e^{-w d \cdot t}, \tag{2.31}
\]

where

\[
q = e^{i\epsilon_1}, \quad t = e^{-i\epsilon_2}. \tag{2.32}
\]

The refined Gopakumar-Vafa invariants are related with refined BPS invariants,

\[
\sum_{jLjR \geq 0} N_{JLJR}^d \chi_{jL}(q_L) \chi_{jR}(q_R) = \sum_{gLgR \geq 0} N_{gLgR}^d \left( \frac{q^{1/2}_L - q^{-1/2}_L}{q^{1/2}_R - q^{-1/2}_R} \right)^{2gL} \left( \frac{q^{1/2}_R - q^{-1/2}_R}{q^{1/2}_L - q^{-1/2}_L} \right)^{2gR}. \tag{2.33}
\]

The refined topological string free energy can be expand as

\[
F(\mathbf{t}, \epsilon_1, \epsilon_2) = \sum_{n,g=0}^{\infty} (\epsilon_1 + \epsilon_2)^{2n} (\epsilon_1 \epsilon_2)^{g-1} \mathcal{F}^{(n,g)}(\mathbf{t}) \tag{2.34}
\]

where \( \mathcal{F}^{(n,g)}(\mathbf{t}) \) can be determined recursively using the refined holomorphic anomaly equations.

With the refined free energy, the traditional topological string free energy can be obtained by taking the unrefined limit,

\[
\epsilon_1 = -\epsilon_2 = g_s. \tag{2.35}
\]

Therefore,

\[
F_{\text{GV}}(t, g_s) = F(\mathbf{t}, g_s, -g_s). \tag{2.36}
\]
The NS free energy can be obtained by taking the NS limit in refined topological string,

$$F^{\text{NS}}(t, \bar{h}) = \lim_{\epsilon_1 \to 0} \epsilon_1 F(t, \epsilon_1, \bar{h}). \quad (2.37)$$

The full refined topological string refined energy of toric Calabi-Yau can be obtained using the refined topological vertex in the A-model side [59][63][64], or equivalently, using the topological recursion in the B-model side [65][66]. See the detailed calculations on various toric Calabi-Yau threefolds in [62][67][58].

3 Nekrasov-Shatashvili Quantization Scheme

In this section, we focus on the Nekrasov-Shatashvili quantization scheme. First, we review the original conjecture of Nekrasov and Shatashvili and its physical meaning. Second, we introduce the exact NS quantization conditions which involves the non-perturbative effects. This is first proposed in [29] for the mirror curve of genus one, and soon be generalized to higher genus in [31]. Then we show the pole cancellation in the exact quantization conditions. By modifying the existing techniques, we provide two derivations of the exact NS quantization conditions from Lockhart-Vafa partition function and Mellin-Barnes representation. Finally, we establish the existence of the B field for arbitrary toric Calabi-Yau and propose an effective method to determine its value.

3.1 Bethe/Gauge Correspondence

The correspondence between $N = 2$ supersymmetric gauge theories and integrable systems dates back to 1990s. It was first observed on the classical level in [68] for $SU(N)$ Seiberg-Witten theories and soon be generalized to arbitrary Lie algebras in [69]. See [70] for an excellent review. The simplest example is the correspondence between pure $SU(2)$ Seiberg-Witten theory and sine-Gordon model, where the Seiberg-Witten differential serves as the Bohr-Sommerfeld periods. More general, the pure $SU(N)$ Seiberg-Witten theories correspond to periodic Toda system with $N$ particles.

In 2009, Nekrasov and Shatashvili promoted this correspondence between $N = 2$ supersymmetric gauge theories and integrable systems to the quantum level [28], see also [71][72]. The correspondence is usually called Bethe/Gauge correspondence. As it is not proved in full generality yet, we also refer the correspondence on quantum level as Nekrasov-Shatashvili conjecture. The $SU(2)$ and $SU(N)$ cases are soon checked for the first few orders in [73][74]. For a proof of the conjecture for $SU(N)$ cases, see [75][76]. This conjecture as a 4D/1D correspondence is also closely related to the AGT conjecture [77], which is a 4D/2D correspondence. In fact, the duality web among $N = 2$ gauge theories, matrix model, topological string and integrable systems (CFT) can be formulated in generic Nekrasov deformation [78], not just in NS limit. See [79] for a proof of Nekrasov-Shatashvili conjecture for $SU(N)$ quiver theories based on AGT correspondence.

It is well-known the prepotential of Seiberg-Witten theory can be obtained from the Nekrasov partition function [80],

$$\mathcal{F}(\vec{a}) = \lim_{\epsilon_1, \epsilon_2 \to 0} \epsilon_1 \epsilon_2 \log Z_{\text{Nek}}(\vec{a}; \epsilon_1, \epsilon_2), \quad (3.1)$$

where $\vec{a}$ denotes the collection of all Coulomb parameters. In [28], Nekrasov and Shatashvili made an interesting observation that in the limit where one of the deformation parameters is sent to zero while the other is kept fixed ($\epsilon_1 \to 0$, $\epsilon_2 = \bar{h}$), the partition function is closely related to certain quantum integrable systems. The limit is usually called Nekrasov-Shatashvili limit in
the context of refined topological string, or classical limit in the context of AGT correspondence. To be specific, the Nekrasov-Shatashvili conjecture says that the supersymmetric vacua equation
\[ \exp (\partial_{a_I} W(\vec{a}; \bar{h})) = 1, \] (3.2)
of the Nekrasov-Shatashvili free energy
\[ W(\vec{a}; \bar{h}) = \lim_{\epsilon_1 \to 0} \epsilon_1 \log Z_{Nek}(\vec{a}; \epsilon_1, \epsilon_2 = \bar{h}) \] (3.3)
gives the Bethe ansatz equations for the corresponding integrable system. The Nekrasov-Shatashvili free energy (3.3) is also called effective twisted superpotential in the context of super gauge theory. According to the NS conjecture, it serves as the Yang-Yang function of the integrable system. The quantized/deformed Seiberg-Witten curve becomes the quantized spectral curve and the twisted chiral operators become the quantum Hamiltonians. Since it is usually difficult to written down the Bethe ansatz for general integrable systems, this observation provide a brand new perspective to study quantum integrable systems.

The physical explanations of Bethe/Gauge correspondence was given in \[81\][16]. Let us briefly review the approach in [16], which is closely related to topological string. In the context of geometric engineering, the NS free energy of supersymmetric gauge theory is just the NS limit of the partition function of topological string \[10\],
\[ W(\vec{a}; h) = F^{NS}(t, h). \] (3.4)
See \[82\] for the detailed study on the relation between gauge theory and topological string in Nekrasov-Shatashvili limit.

Consider the branes in unrefined topological string theory, it is well known \[15\] that for B-model on a local Calabi-Yau given by
\[ uv + H(x, p) = 0 \] (3.5)
the wave-function \[\Psi(x)\] of a brane whose position is labeled by a point \(x\) on the Riemann surface \(H(x, p) = 0\) classically, satisfies an operator equation
\[ H(x, p)\Psi = 0, \] (3.6)
with the Heisenberg relation\(^3\)
\[ [x, p] = i g_s. \] (3.7)
In the refined topological string theory, the brane wave equation is generalized to a multi-time dependent Schrödinger equation,
\[ H(x, p)\Psi = \epsilon_1 \epsilon_2 \sum f_i(t) \frac{\partial \Psi}{\partial t_i}, \] (3.8)
where \(f_i(t)\) are some functions of the Kähler moduli \(t_i\) and the momentum operator is given by either \(p = i \epsilon_1 \partial_x\) or \(p = i \epsilon_2 \partial_x\), depending on the type of brane under consideration.

In the NS limit \(\epsilon_1 \to 0, \epsilon_2 = \bar{h}\), the time dependence vanishes, and we simply obtain the
\[3\]In general, this relation only holds up to order \(g_s\) correction.
time-independent Schrödinger equation

\[ H(x, p)\Psi = 0, \quad (3.9) \]

with

\[ [x, p] = i\hbar. \quad (3.10) \]

To have a well-defined wave function we need the wave function to be single-valued under monodromy. In unrefined topological string, the monodromy is characterized by taking branes around the cycles of a Calabi-Yau shifts the dual periods in units of \( g_s \). While in the NS limit, the shifts becomes derivatives. Therefore, the single-valued conditions now are just the supersymmetric vacua equation (3.2). In the context of topological string, we have

\[ C_{ij} \frac{\partial F^{NS}(t, \bar{\hbar})}{\partial t_j} = 2\pi \left( n_i + \frac{1}{2} \right), \quad i = 1, \cdots, g. \quad (3.11) \]

In fact these conditions are just the concrete form of Einstein-Brillouin-Keller (EBK) quantization, which is the generalization of Bohr-Sommerfeld quantization for high-dimensional integrable systems. Therefore, we can also regard the left side of (3.11) as phase volumes corresponding to each periods of the mirror curve,

\[ \text{Vol}_i(t, \bar{\hbar}) = \hbar C_{ij} \frac{F^{NS}(t, \hbar)}{\partial t_j}, \quad i = 1, \cdots, g. \quad (3.12) \]

Now the NS quantization conditions for the mirror curve are just the EBK quantization conditions,

\[ \text{Vol}_i(t, \hbar) = 2\pi \hbar \left( n_i + \frac{1}{2} \right), \quad i = 1, \cdots, g. \quad (3.13) \]

However, the story does not end here. It is easy to see from the definition of NS free energy (2.27) that the phase volumes (3.12) contains poles at rational Planck constants \( \bar{\hbar} = 2\pi p/q \). The existence of poles in volumes indicates that one must add the non-perturbative effect to obtain the exact quantization conditions. This is not unusually in quantum mechanics. For example, it is long known that even including all-order WKB expansion it is not enough to characterize the energy spectrum of quantum mechanics double-well potential. One must consider the instanton effect as well, see [83]. For another fascinating recent developments on the non-perturbative effects in quantum theories, in particular the resurgence theory, see [84][85]. In a series of papers [35, 86, 87], Krefl used the NS quantization condition for defining a non-perturbative completion, in the cases of topological strings dual to matrix models and 4d gauge theory. The NS quantization conditions are also related with the exact WKB analysis of \( N = 2 \) gauge theory, see [88][89][90]. For the Bethe/gauge correspondence on squashed \( S^5 \) and \( S^3 \) and the relation with open topological string, see [91].

\[ ^4\text{Here the definition of } F^{NS}(t, \hbar) \text{ is slightly different from the one in Equation (3.4) by some linear } t \text{ terms. This modification is made to be consistent with the quantum zero point energy of vacuum. In fact, the zero point energy for quantum mirror curves emerges exactly in the same way as the quantum harmonic oscillator. See the analysis in [34] for example.} \]
3.2 Exact Nekrasov-Shatashvili Quantization Conditions

The non-perturbative completion of the NS quantization conditions (3.13) was first proposed in [29] for the mirror curve of genus one, and soon be generalized to higher genus in [31]. In this section, we review the exact NS quantization conditions in the notations similar with [29], but essentially the same with [31].

First, let us introduce a modified version of the instanton part of the NS free energy,

\[ F_{\text{inst}}^{\text{NS}}(t, \bar{h}) = \sum_{j_L, j_R} N_{j_L, j_R}^{d} \left( \frac{h_w}{2} (2 j_L + 1) \sin \frac{h_w}{2} (2 j_R + 1) e^{-w d \cdot t} \right), \]

where we add a crucial sign determined by \( B \cdot d \). The \( B \) field is a constant integral vector, defined up to an even lattice. It was introduced in [6] and satisfies the following important property: for all triples of degree \( d \), spin \( j_L \) and \( j_R \) such that the refined BPS invariants \( N_{j_L, j_R}^{d}(X) \) is non-vanishing, they must satisfy

\[ (-1)^{2j_L+2j_R-1} = (-1)^{B \cdot d}. \]

This \( B \) field is crucial for the pole cancellation in both NS and GHM quantization schemes. We shall establish its existence for arbitrary toric Calabi-Yau in Section 3.6.

Then we introduce the following notations:

\[ f_i(t, \bar{h}) = \frac{\partial F_{\text{inst}}^{\text{NS}}(t, \bar{h})}{\partial t_i} \]

\[ \hat{f}_i(t, \bar{h}) = f_i(t + i\pi B, \bar{h}). \]

A hat on a function means the operation of adding the first variable with \( i\pi B \). For example,

\[ \hat{f}_i(\frac{2\pi t}{\bar{h}}, \frac{4\pi^2}{\bar{h}}) = f_i(\frac{2\pi t}{\bar{h}} + i\pi B, \frac{4\pi^2}{\bar{h}}). \]

We also introduce the hat operation for variables,

\[ \hat{t} = t + i\pi B. \]

Note the following property:

\[ \hat{f}_i(\hat{t}, \bar{h}) = f_i(t, \bar{h}). \]

For polynomial part of NS free energy, we have

\[ f_i^{\text{poly}}(t, \bar{h}) = \frac{\partial F_{\text{NS}}^{\text{poly}}(t, \bar{h})}{\partial t_i} = \frac{1}{2\bar{h}} a_{ijk} t^j t^k + b_{i}^{\text{NS}} \bar{h}. \]

Then, we define the \( g \) phase volumes as follows:

\[ \text{Vol}_j/\bar{h} = C_{ji} \left( f_i^{\text{poly}}(\hat{t}, \bar{h}) + \hat{f}_i(\hat{t}, \bar{h}) + \hat{f}_i(\frac{2\pi \hat{t}}{\bar{h}}, \frac{4\pi^2}{\bar{h}}) + \text{const} \right). \]

Since there is \( \hat{t} \) in every term, we simply drop the hat on \( t \) for the writing convenience from now on.
on. Then we have the non-perturbative volumes as
\[
\text{Vol}_j / \hbar = C_{ji} \left( f_i^{\text{poly}}(t, \hbar) + \hat{f}_i(t, \hbar) + \hat{f}_i(\frac{2\pi t}{\hbar}, \frac{4\pi^2}{\hbar}) + \text{const} \right).
\] (3.23)

One should keep in mind that every \( t \) from now on is actually \( \hat{t} \). This notation turns out to be convenient for the GHM conjecture as well. Besides, the Kähler moduli with or without the hat do not affect the identity (1.5) or our statement for the equivalence either. In fact, we believe the genuine physical Kähler moduli should always be attached with a \( B \) field, which is 
\[ t_i = \pi B_i + \log z_i + \ldots, \]
rather than the traditional definition \( t_i = \log z_i + \ldots \). When calculating the quantum spectra of the mirror curve and comparing it with the numerical methods, one should be careful that only the quantization of volumes (3.22) result in the correct spectra of the mirror curve, if one use the traditional definition of the Kähler moduli. Or equivalently, one can stick to the volumes in (3.23) and solve the spectra, but this spectra will be the mirror curve with the complex moduli having the following transformations,
\[
z_i \rightarrow (-)^B_i z_i, \quad i = 1, 2, \ldots, s.
\] (3.24)

The key structure of (3.23) is
\[
\hat{f}_i(t, \hbar) + \hat{f}_i(\frac{2\pi t}{\hbar}, \frac{4\pi^2}{\hbar}),
\] (3.25)
which can be proved to contains no pole for arbitrary \( \hbar \). Besides, this structure naturally appears from the NS limit of non-perturbative completion of topological string free energy proposed by Lockhart and Vafa.

The constant in (3.12) is proportional to \( \pi^2 / \hbar \) and can be determined analytically by the semiclassical analysis\(^5\). For the self-S duality of the polynomial part of volumes\(^6\), it is conjectured to have the following value
\[
\text{const} = \frac{4\pi^2 B_{\text{NS}}}{\hbar}.
\] (3.26)

We have checked this is true for all models which have been studied, including local \( \mathbb{P}^2, \mathbb{F}_0, \mathbb{F}_1, \mathbb{F}_2, \mathbb{B}_2, E_8 \) del Pezzo, \( \mathbb{C}^3 / \mathbb{Z}_5 \) orbifold and \( SU(N) \) geometries. We will give a physical explanation on this value in section 3.4.

### 3.3 Pole Cancellation

It is obvious that either \( F_{\text{inst}}^{\text{NS}}(t, \hbar) \) or \( F_{\text{inst}}^{\text{NS}}(2\pi t / \hbar, 4\pi^2 / \hbar) \) itself has poles for rational Planck constant. In this subsection, we show that for \( \hbar = 2\pi p / q \) the summation (3.25)
\[
\hat{f}_i(t, \hbar) + \hat{f}_i(\frac{2\pi t}{\hbar}, \frac{4\pi^2}{\hbar}).
\] (3.27)

\(^5\)For most geometries, the constant terms can be most easily determined by numerical method.

\(^6\)This was first noticed in [33]
contains no pole. This structure was first proposed in [29]. It was soon realized in [30] that this structure is in fact a self-S duality,

\[
t \to \frac{2\pi t}{\hbar} \to t, \quad \hbar \to \frac{4\pi^2}{\hbar} \to \hbar.
\] (3.28)

The pole cancellation is easy to show for general cases using the property of \(B\) field, see [30][31][34]. The key point is that both perturbative part and non-perturbative part contain \(B\) field. Here we present the complete calculations for each term in the quantization conditions at rational Planck constant for future use in the proof of the equivalence with GHM conjecture.

First, assume \(\hbar = 2\pi \frac{p}{q} + \zeta\), then

\[
\hat{F}_{\text{inst}}^{\text{NS}}(t, \hbar) = \sum_{jL,jR,d} N_{jL,jR}^d (-)^{wB_d} \frac{\sin \frac{\hbar w}{2} (2jL + 1) \sin \frac{\hbar w}{2} (2jR + 1)}{2w^2 \sin^3 \frac{\hbar w}{2}} e^{-wq \cdot d} t \bigg|_{\hbar = 2\pi \frac{p}{q}}

+ \sum_{jL,jR,d} N_{jL,jR}^d \left( - \frac{nqB_d}{2n^2 q^2} \right) e^{-nq \cdot d} t \left( \frac{2mLM_R}{w\zeta} + \frac{mLM_R(3 - m_L^2 - m_R^2)w\zeta}{12} + o(\zeta^2) \right),
\] (3.29)

in which \(m_{L/R} = 2j_{L/R} + 1\). The dual NS free energy is

\[
\hat{F}_{\text{inst}}^{\text{NS}}\left( \frac{2\pi t}{\hbar}, \frac{4\pi^2}{\hbar} \right) = \sum_{jL,jR,d} N_{jL,jR}^d (-)^{wB_d} \frac{\sin \frac{\hbar w}{2} (2jL + 1) \sin \frac{\hbar w}{2} (2jR + 1)}{2w^2 \sin^3 \frac{\hbar w}{2}} e^{-wq \cdot d} t \bigg|_{\hbar = 2\pi \frac{p}{q}}

+ \sum_{jL,jR,d} N_{jL,jR}^d \left( - \frac{nqB_d}{2n^2 p^2} \right) e^{-nq \cdot d} t \left( - \frac{2mLM_R}{\zeta} - \frac{mLM_R(1 + nq \cdot d \cdot t)}{n\pi q} \right).
\] (3.30)

Then the perturbative BPS part becomes

\[
\hat{f}_i(t, \hbar) = \sum_{jL,jR,d} N_{jL,jR}^d (-)^{wB_d} \frac{\sin \frac{\hbar w}{2} (2jL + 1) \sin \frac{\hbar w}{2} (2jR + 1)}{2w^2 \sin^3 \frac{\hbar w}{2}} e^{-wq \cdot d} (-wq \cdot d_i) + \sum_{jL,jR,d} N_{jL,jR}^d \left( - \frac{nqB_d}{2n^2 q^2} \right) e^{-nq \cdot d} t \left( -d_i \right) \left( \frac{2mLM_R}{\zeta} + \frac{mLM_R(3 - m_L^2 - m_R^2)w^2 \zeta}{12} + o(\zeta^2) \right)
\] (3.31)

The non-perturbative part becomes

\[
\hat{f}_i\left( \frac{2\pi t}{\hbar}, \frac{4\pi^2}{\hbar} \right) = \sum_{jL,jR,d} N_{jL,jR}^d (-)^{wB_d} \frac{\sin \frac{\hbar w}{2} (2jL + 1) \sin \frac{\hbar w}{2} (2jR + 1)}{2w^2 \sin^3 \frac{\hbar w}{2}} e^{-wq \cdot d} (-q \cdot d_i)

+ \sum_{jL,jR,d} N_{jL,jR}^d \left( - \frac{nqB_d}{2n^2 p^2} \right) e^{-nq \cdot d} t \left( -d_i \right) \left( - \frac{2mLM_R}{\zeta} - \frac{mLM_R(1 + nq \cdot d \cdot t)}{\pi p} \right).
\] (3.32)

Using the fact that

\[
(-)^{2jL+2jR-1} = (-)^{B_d},
\] (3.33)
It is easy to see that the terms proportional to $\zeta^{-1}$ in $\hat{f}_i(t, h)$ and $\hat{f}_i\left(\frac{2\pi t}{\kappa}, \frac{4\pi^2}{\kappa}\right)$ cancel with each other perfectly. Therefore, the total volumes (3.12) contain no pole for rational Planck constant. Note the proof does not rely on the choice of variable $t$, thus under any shift $t \rightarrow t + i\pi r$, the total volumes contain no pole either. We shall use this fact in the future.

### 3.4 Derivation from Lockhart-Vafa Partition Function

Based on the localization calculation on the partition function of superconformal theories on squashed $S^5$, a non-perturbative definition of refined topological string was proposed by Lockhart and Vafa in [1]. Roughly speaking, the proposal for the non-perturbative topological string partition function take the form

$$Z_{LV}(t, m, \tau_1, \tau_2) = \frac{Z_{ref}(t, m; \tau_1, \tau_2)}{Z_{ref}(t/\tau_1, m/\tau_1; -1/\tau_1, \tau_2/\tau_1) \cdot Z_{ref}(t/\tau_2, m/\tau_2; \tau_1/\tau_2, -1/\tau_2)}$$  (3.34)

where $t$, $m$ are normalizable and non-normalizable Kähler classes, and $\tau_1$, $\tau_2$ are the two couplings of the refined topological strings with relation $\epsilon_{1,2} = 2\pi t \tau_{1,2}$. By carefully considering the spin structure in gauge precise and making the Kähler parameters suitable for the current context, the precise form of Lockhart-Vafa partition function should be

$$Z_{LV}(t, \tau_1, \tau_2) = \frac{Z_{ref}(t, \tau_1 + 1, \tau_2)}{Z_{ref}(t/\tau_1, -1/\tau_1, \tau_2/\tau_1 + 1) \cdot Z_{ref}(t/\tau_2, \tau_1/\tau_2 + 1, -1/\tau_2)}$$  (3.35)

Here we do not bother to distinguish the mass parameters from the true Kähler moduli. Then the non-perturbative free energy of refined topological string is given by

$$F_{LV}(t, \tau_1, \tau_2) = F_{ref}(t, \tau_1 + 1, \tau_2) - F_{ref}\left(\frac{t}{\tau_1}, \frac{1}{\tau_1} \cdot \frac{\tau_2}{\tau_1} + 1\right) - F_{ref}\left(\frac{t}{\tau_2}, \frac{\tau_1}{\tau_2} + 1, -\frac{1}{\tau_2}\right).$$  (3.36)

In [33], it was shown for local $\mathbb{P}^2$ and $F_0$ that the non-perturbative volume is roughly the derivative of non-perturbative NS free energy. However, the shift of $\tau$ in the proposal of Lockhart-Vafa was omitted there, and the $B$ field effect in the perturbative instanton part and non-perturbative part of quantum volumes was added by hands. Here we show that the instanton part of the volume (3.12) is in fact exactly the derivative of the NS limit of Lockhart-Vafa proposal for the refined partition function.

The NS limit is defined as

$$F^{NS}_{ref}(t, h) := \lim_{\tau_2 \rightarrow 0} (-2\pi \tau_2) F_{ref}\left(t, \tau_1 = \frac{h}{2\pi}, \tau_2\right).$$  (3.37)

After some simple calculations, we observe the following elegant relations:

$$F_{ref}(t, \tau_1 + 1, \tau_2) = F_{ref}(t + i\pi B, \tau_1, \tau_2)$$

$$F_{ref}\left(\frac{t}{\tau_1}, -\frac{1}{\tau_1} \cdot \frac{\tau_2}{\tau_1} + 1\right) = F_{ref}\left(\frac{t}{\tau_1} + i\pi B, -\frac{1}{\tau_1} \cdot \frac{\tau_2}{\tau_1}\right)$$

$$F_{ref}\left(\frac{t}{\tau_2}, \frac{\tau_1}{\tau_2} + 1, -\frac{1}{\tau_2}\right) = F_{ref}\left(\frac{t}{\tau_2} + i\pi B, \frac{\tau_1}{\tau_2}, -\frac{1}{\tau_2}\right).$$  (3.38)

When we take NS limit $\tau_2 \rightarrow +0$ and keep $t$ finite, the third term on the right hand side in (3.36) vanishes because $t/\tau_2 \rightarrow \infty$. Remembering the hat operation defined in section 3.2, then the
second term becomes
\[
\lim_{\tau_2 \to 0} (-2\pi \tau_2) F_{\text{ref}} \left( \frac{t}{\tau}, -\frac{1}{\tau}, \frac{\tau_2}{\tau} + 1 \right)
\]
\[
= -\tau \sum_{J_L, J_R \; w, d} \frac{1}{2\omega^2} N^d_{J_L, J_R} (-)^w d^B \frac{\sin \frac{\pi w}{\tau} (2j_L + 1) \sin \frac{\pi w}{\tau} (2j_R + 1)}{\sin^3 \frac{\pi w}{\tau}} e^{-w d t / \phi}.
\]
(3.39)

Therefore the non-perturbative NS free energy can be written as
\[
F_{\text{NS}}^{\text{np}} (t, \bar{h}) := \lim_{\tau_2 \to 0} (-2\pi \tau_2) F_{\text{ref}}^{\text{np}} (t, \tau, \tau_2)
\]
\[
= \hat{F}_{\text{NS}} (t, \tau) - \tau \hat{F}_{\text{NS}} \left( \frac{t}{\tau}, -\frac{1}{\tau} \right)
\]
(3.40)

In the last step, we assumed the analytic continuation.

Note \( \tau = \bar{h} / (2\pi) \), it is easy to see that
\[
\hat{f}_i (t, \bar{h}) = \frac{\partial}{\partial t_i} \hat{F}_{\text{NS}} (t, \tau),
\]
\[
\hat{f}_i \left( \frac{2\pi t}{h}, \frac{4\pi^2}{h} \right) = \tau \frac{\partial}{\partial t_i} \hat{F}_{\text{NS}} \left( \frac{t}{\tau}, \frac{1}{\tau} \right).
\]
(3.41)

In summary, we have proved the BPS part of non-perturbative volumes naturally appears in the spirit of NS quantization by simply replacing the standard NS free energy with the non-perturbative completion proposed in [1].

Now let us look at the polynomial part of the non-perturbative volumes (3.12), which is
\[
\frac{\partial F_{\text{NS}}^{\text{poly}} (t, \bar{h})}{\partial t_i} + \text{const} = \frac{1}{2\tau} \alpha_{ijk} t^i t^j t^k + b_{ij}^{\text{NS}} \bar{h} + \frac{4\pi^2 b_{ij}^{\text{NS}}}{h}.
\]
(3.42)

We will show that this value of constant term can also be ascribed to a refinement of the polynomial part of topological string partition function. In the unrefined cases, it is long known that the polynomial part of topological string partition function for compact Calabi-Yau threefold can be written as
\[
F^{(p)}_{\text{unref}} = \frac{1}{6g_s^2} \int_{\text{CY}} J \wedge J \wedge J + \frac{1}{24} \left( \frac{1}{g_s^2} - 1 \right) \int_{\text{CY}} J \wedge c_2,
\]
(3.43)

where \( J \) denotes the Kähler form on the CY and \( c_2 \) is the second Chern class. In the refined case where \( \tau_1 + \tau_2 \neq 0 \), Lockhart-Vafa proposed the following refinement [1]:
\[
F^{(p)}_{\text{ref}} = \frac{1}{6\tau_1 \tau_2} \int_{\text{CY}} J \wedge J \wedge J - \frac{1}{24} \left( \frac{\tau_1}{\tau_2} + \frac{\tau_2}{\tau_1} + \frac{1}{\tau_1 \tau_2} + 3 \right) \int_{\text{CY}} J \wedge c_2.
\]
(3.44)

Note this formula is only formal, since for compact Calabi-Yau manifolds which make the integral well-defined, the refinement is not well understood. While for the local Calabi-Yau manifolds,
the refinement is well established, but the integrals in (3.44) are not well-defined due to the non-compactness. Nevertheless, we still want to make some observation from this proposal. To write (3.44) with components, we have

\[ F_{\text{ref}}(p)_{\epsilon_1, \epsilon_2} = -\frac{a_{ijk} t_i t_j t_k}{6(2\pi)^2 \tau_1 \tau_2} + b_i t_i \left( \frac{\tau_1}{\tau_2} + \frac{\tau_2}{\tau_1} + \frac{1}{\tau_1 \tau_2} + 3 \right). \]  

(3.45)

In the unrefined limit \( \epsilon_1 = -\epsilon_2 = g_s \), this becomes

\[ F_{\text{unref}}(t, g_s) = \frac{a_{ijk} t_i t_j t_k}{6g_s^2} + b_i t_i \left( 1 - \frac{4\pi^2}{g_s^2} \right), \]  

(3.46)

which is just the known form of traditional topological string partition function.

In the NS limit, this becomes

\[ F_{\text{NS}}(t, h) = \lim_{\tau_2 \to 0} (-2\pi \tau_2) F_{\text{ref}} \left( t, \tau_1 = \frac{h}{2\pi}, \tau_2 \right) = \frac{a_{ijk} t_i t_j t_k}{6h} - b_i t_i (h + \frac{4\pi^2}{h}). \]  

(3.47)

Although this formula may be merely formal, the self-S dual structure like \( h + 4\pi^2/h \) already appears. Compare (3.47) with the definition of NS free energy, we request

\[ b_i^{\text{NS}} = -b_i. \]  

(3.48)

We conjecture this is true for all toric Calabi-Yau threefolds which can engineer to gauge theories. We have verified this for all known examples including local \( F_0, F_1, F_2, SU(3) \) geometries with \( m = 0, 1, 2 \) and \( SU(4), SU(5) \) geometries with \( m = 0 \).

Submit the above relation (3.48) to equation (3.47), we have

\[ F_{\text{NS}}(t, h)_{\text{unref}} = \frac{a_{ijk} t_i t_j t_k}{6h} + b_i^{\text{NS}} t_i (h + \frac{4\pi^2}{h}). \]  

(3.49)

The derivatives of this polynomial part result in exactly the expression we need in (3.42). This explain the origin of the constant term in the exact NS quantization condition.

Here we emphasis that the relation (3.48) may not be true for those toric Calabi-Yau threefolds which cannot engineer to gauge theories. However, final expression \( F_{\text{NS}}(t, h) \) (3.49) is expected to be correct for all toric Calabi-Yau. The above argument allows us to propose the following polynomial part of unrefined topological string on local Calabi-Yau,

\[ F_{\text{unref}}(t, h) = \frac{1}{6h^2} a_{ijk} t_i t_j t_k + b_i t_i + \frac{4\pi^2}{h^2} b_i^{\text{NS}} t_i. \]  

(3.50)

The linear terms in this proposal which belong to genus zero free energy \( F_0 \) are sometimes different from the normal expectation in the compact cases (3.46). This is not so peculiar, since the linear terms in \( F_0 \) are usually omitted in most circumstances. But if we accept this definition, we will benefit a lot for the conciseness in the expression of GHM conjecture, where we typically encounter \( b_i^{\text{NS}} \) combined with the unrefined free energy. We will show this in Section 4.2 and 5.1.

Besides, the new definition (3.50) is naturally identical with the traditional definition (3.46) for the geometries which can engineer to gauge theories.
3.5 Derivation from Mellin-Barnes Representation

In [23], Krefl introduced the Mellin-Barnes representation of topological string, which serves as a non-perturbative completion of refined topological string. However, the form derived there is inconsistent with the exact NS quantization conditions for generic Planck constant. In this subsection, we will show that after some modification of topological string, the Mellin-Barnes representation can be used to derive the right non-perturbative NS quantization conditions.

First, let us introduce the following integral representation of logarithm,

$$\log(1 + z) = \frac{1}{2\pi i} \int_{C_+} dx \frac{\Gamma^2(1 + x)\Gamma(-x)}{\Gamma(2 + x)} z^{1+x}$$  (3.51)

where $C_+$ runs from $-i\infty$ to $i\infty$ in the usual definition. For our later purpose to compare it with the Faddeev’s quantum dilogarithm, we define $C_+$ run from $-i\infty - 1^+$ to $i\infty - 1^+$, where $1^+$ stands for infinitely closing to $-1$ from the right hand side of real axis.

The quantum dilogarithm function is defined as

$$\prod_{n=0}^{\infty} (1 + zq^{n+1/2}), \quad |q| < 1,$$  (3.52)

where $q = e^{2\pi i(\tau + i\epsilon)}, \epsilon \to 0^+$. Using (3.51), the logarithm of quantum dilogarithm function can be represented as

$$\sum_{n=0}^{\infty} \log(1 + zq^{n+1/2}) \sim \frac{1}{2\pi i} \int_{C_+} dx \frac{\Gamma^2(1 + x)\Gamma(-x)}{2i\Gamma(2 + x)\sin((1 + x)\pi\tau)} z^{1+x}.$$  (3.53)

Using the identity

$$\Gamma(1 - z)\Gamma(z) = \frac{\pi}{\sin(\pi z)},$$  (3.54)

we have

$$\frac{\Gamma^2(1 + x)\Gamma(-x)}{2i\Gamma(2 + x)\sin((1 + x)\pi\tau)} z^{1+x} = \frac{\pi}{2i(1 + x)\sin((1 + x)\pi\tau)\sin((1 + x)\pi\tau)} z^{1+x}.$$  (3.55)

Thus there are two sorts of poles contributing to the integral, including perturbative poles $x_p$,

$$1 + x_p^* = n_p, \quad n_p = 1, 2, \ldots$$  (3.56)

and non-perturbative poles $x_{np}$

$$1 + x_{np}^* = \frac{n_{np}}{\tau}, \quad n_{np} = 1, 2, \ldots$$  (3.57)

The integral over non-perturbative poles gives non-perturbative expansion of quantum dilogarithm. Finally, the non-perturbative generalization of quantum dilogarithm function is

$$\prod_{n=0}^{\infty} (1 + z e^{2\pi i(n+1/2)}) \to \prod_{n=0}^{\infty} (1 + z e^{2\pi i(n+1/2)}\prod_{n=0}^{\infty} (1 + z^{1/2} e^{2\pi i(n+1/2)})$$  (3.58)
On the other hand, the Faddeev’s quantum dilogarithm is defined as
\[
\Phi_b(z) = \exp \left( -\frac{1}{4} \int_{C_+} \frac{e^{2xz}}{\sin(xb) \sin(x/b)} \frac{dx}{x} \right),
\]
(3.59)

It is easy to show that the Mellin-Barnes representation of quantum dilogarithm function gives the same function as Faddeev’s quantum dilogarithm.

In the Lockhart-Vafa proposal on non-perturbative topological string (3.35)(3.36), they redefine the traditional topological string partition function by inserting a \((-1)^F\). This is equivalent to shifting \(\tau_1\) (or \(\tau_2\)) by 1 or adding \(\pi B\) to the Kähler class parameters.

With this modification, the refined topological string partition can be written as
\[
Z_{\text{ref}}(t, \tau_1, \tau_2) = \prod_{d,j_L,j_R} \prod_{m_L=-j_L}^{j_L} \prod_{m_R=-j_R}^{j_R} \prod_{n_1,n_2=0}^{\infty} \left(1 + e^{2\pi i(\tau_1+1)(m_L+m_R)} e^{2\pi i\tau_2(m_L-m_R)} e^{2\pi i(\tau_1+1/2)} e^{2\pi i(\tau_2+1/2)} Q^d \right)^{N^d_{j_L,j_R}}
\]
(3.60)

Transform into Gopakumar-Vafa expansion, we have
\[
F_{\text{ref}} = \sum_{d} \sum_{g_L,g_R=0}^{\infty} \sum_{n=1}^{\infty} n_d^{(g_L,g_R)} \frac{\sin \left( \frac{\pi m (\tau_+ + 1)}{2} \right)^2 g_L \sin \left( \frac{\pi m (\tau_+ + 1)}{2} \right)^2 g_R}{4m \sin(\pi m \tau_1) \sin(\pi m \tau_2)} (-Q^d)^m
\]
(3.61)

where \(\tau_{\pm} = \tau_1 \pm \tau_2\). After this modification, the Mellin-Barnes representation of refined topological string [23] becomes
\[
Z_{\text{ref}} = \prod_d \prod_{g_L,g_R=0}^{\infty} \left( L_{\tau_1,\tau_2}^{(g_L,g_R)}(Q^d) \right)^{(-2)^{d+g_L+g_R} n_d^{(g_L,g_R)}}
\]
(3.62)

where
\[
L_{\tau_1,\tau_2}^{(g_L,g_R)}(Q^d) = -\frac{(-1)^{g_L+g_R}}{8\pi i (2g_L)! (2g_R)!} \int_{C_+} \frac{dx}{\sin (\pi \tau_1(1+x)) \sin (\pi \tau_2(1+x))} \frac{\sin^{2g_L} \left( \frac{\pi (\tau_+ + 1)(1+x)}{2} \right) \sin^{2g_R} \left( \frac{\pi (\tau_+ + 1)(1+x)}{2} \right) \Gamma^2(1+x) \Gamma(-x)}{\Gamma^2(2+x)} (Q^d)^{1+x}
\]
(3.63)

Using the identity \(\Gamma(1-z)\Gamma(z) = \pi/\sin(\pi z)\), it is easy to see that the integral (3.63) has poles at
\[
x_p^* = n, \quad x_{np}^* = -1 + \frac{n}{\tau_1, \tau_2},
\]
(3.64)

where \(n\) are positive integers. If \(\tau_1/\tau_2\) is an irrational number, then the all the poles of the integral are order one\(^7\). For special choices of \(\tau_1, \tau_2\) such that there exist high order poles, they can be viewed as the limit of the cases with only order-one poles. In the following, we simply assume that all the poles of the integral are order one poles. In this case, for perturbative poles \(x_p^*\), we have
\[
F_{\text{ref}} = \tilde{F}_{\text{ref}}(t, \tau_1 + 1, \tau_2),
\]
(3.65)

where the tilde means usual definition of refined topological string. For the poles at \(x_{np}^* =
\]

\(^7\)Also requires \(x_p^* \neq x_{np}^*\)
\(-1 + n/\tau_1\), one can check

\[
F_{\text{ref}}^{\text{mpl}} = \tilde{F}_{\text{ref}} \left( \frac{t}{\tau_1}, \frac{1}{\tau_1} + 1, \frac{\tau_2}{\tau_1} \right) = \tilde{F}_{\text{ref}} \left( \frac{t}{\tau_1}, \frac{1}{\tau_1} \frac{\tau_2}{\tau_1} + 1 \right). \tag{3.66}
\]

While for the poles at \(x_{np}^* = -1 + n/\tau_2\), one can not express the residue with usual topological string free energy. In fact, we have,

\[
F_{\text{ref}}^{\text{mpl}} = \sum_{d} \sum_{g_{\text{L}},g_{\text{R}}=0}^{\infty} \sum_{m=1}^{\infty} n_d^{(g_{\text{L}},g_{\text{R}})} \sin \left( \frac{\pi m(\tau_1/\tau_2 - 1 + 1/\tau_2)}{2} \right) \frac{2g_L}{4m \sin(\pi m/\tau_2)} \sin \left( \frac{\pi m(\tau_1/\tau_2 + 1 + 1/\tau_2)}{2} \right) \frac{2g_R}{4m \sin(\pi m/\tau_2)} (-Q^{d/\tau_2})^m \tag{3.67}
\]

Note if \(\tau_2 < 0\), these poles should be \(x_{np}^* + 1 = -\frac{n}{\tau_2}\), then

\[
F_{\text{ref}}^{\text{mpl}} = \sum_{d} \sum_{g_{\text{L}},g_{\text{R}}=0}^{\infty} \sum_{m=1}^{\infty} n_d^{(g_{\text{L}},g_{\text{R}})} \sin \left( \frac{\pi m(\tau_1/\tau_2 - 1 + 1/\tau_2)}{2} \right) \frac{2g_L}{4m \sin(\pi m/\tau_2)} \sin \left( \frac{\pi m(\tau_1/\tau_2 + 1 + 1/\tau_2)}{2} \right) \frac{2g_R}{4m \sin(\pi m/\tau_2)} (-Q^{-d/\tau_2})^m \tag{3.68}
\]

Finally, we obtain the non-perturbative refined topological sting free energy as

\[
F_{\text{ref}}^{\text{mpl}} = F_{\text{ref}}^{\text{p}} + F_{\text{ref}}^{\text{mpl}} + F_{\text{ref}}^{\text{mpl}} \tag{3.69}
\]

This formula is different from the Lockhart Vafa partition function of refined topological string (3.36)! However, in the NS limit \((2\pi \tau_1 \to \hbar, \tau_2 \to 0)\), it is easy to see the refined free energy becomes

\[
F_{\text{NS}}^{\text{mpl}}(t, \hbar) = F_{\text{NS}}(t + i\pi B, \hbar) + \frac{\hbar}{2\pi} F_{\text{NS}} \left( \frac{2\pi}{\hbar} t + i\pi B, \frac{4\pi^2}{\hbar} \right). \tag{3.70}
\]

Note this exactly the same non-perturbative NS free energy we need to derived the exact NS quantization conditions in the last section, see equation (3.40).

The exact NS quantization conditions can also be derived directly via the Faddeev’s quantum dilogarithm function [93][94]. To see this, since

\[
\frac{\partial}{\partial t_i} F_{\text{NS}}^{\text{inst}}(t + i\pi B, \hbar) = \frac{1}{2} \sum_{n=0}^{\infty} \sum_{d_{L},d_{R}} (-1)^{2(j_L+j_R)} d_{L}^{N_{d_{R}}} \frac{d_{d_{L}j_{L}j_{R}}^{N_{d_{R}}}}{n} \sin \left( \frac{\alpha h}{2} (2j_R + 1) \right) \sin \left( \frac{\alpha h}{2} (2j_L + 1) \right) e^{ndt+i\pi ndB} \tag{3.71}
\]

\[
= \log \left( \prod_{m_{L}=-j_{L}}^{j_{L}} \prod_{m_{R}=-j_{R}}^{j_{R}} \prod_{m=0}^{\infty} \left( 1 + q^{m+1/2} e^{i(h+2\pi)(m_{L}+m_{R})} e^{d_B} (-1)^{d_{L}+j_{R}} d_{L}^{N_{d_{R}}-1} \right) \right),
\]

where \(q = e^{ih}\). Comparing it with (3.58), \(\tau = h/2\pi\), \(z = -e^{i(h+2\pi)(m_{L}+m_{R})} e^{d_B}\), we have the non-perturbative completion

\[
(1+q^{m+1/2} e^{i(h+2\pi)(m_{L}+m_{R})} e^{d_B}) \to (1+q^{m+1/2} e^{i(h+2\pi)(m_{L}+m_{R})} e^{d_B})(1+e^{4\pi^2(m+1/2)} e^{i(2\pi+4\pi^2)(m_{L}+m_{R})} e^{d_B}) \tag{3.72}
\]

Again we obtain the same non-perturbative completion as in (3.40) and (3.70),

\[
\frac{\partial}{\partial t_i} F_{\text{NS}}^{\text{inst}}(t + i\pi B, \hbar) = \frac{\partial}{\partial t_i} F_{\text{NS}}^{\text{inst}}(t + i\pi B, \hbar) + \frac{\partial}{\partial t_i} F_{\text{NS}}^{\text{inst}} \left( \frac{2\pi}{\hbar} t + i\pi B, \frac{4\pi^2}{\hbar} \right). \tag{3.73}
\]
3.6 Remarks on B Field

B field is the key of the pole cancellation in both exact NS quantization conditions [29] and HMO mechanism [43][44]. Mathematically, B field can be defined as a constant vector satisfying the following requirement: for all $d, j_L$ and $j_R$ such that the refined BPS invariant $N_{d,j_L,j_R}^d$ is non-vanishing, it must have

$$(-1)^{2j_L+2j_R-1} = (-1)^B d.$$  (3.74)

Note B field is only defined up to an even lattice. For local del Pezzo CY threefolds, the existence of such a vector was established in [6]. Here we give a physical explanation on the existence of B field and an effective way to calculate B field for arbitrary toric Calabi-Yau threefold.

Let us go back to the general form of mirror curve

$$H(e^x, e^p) = \sum_{i=0}^{k+2} x_i \exp \left( \nu_1^{(i)} x + \nu_2^{(i)} p \right) = 0.$$  (3.75)

When we promote it to quantum mechanics, $x, p$ become operators. Let us introduce the function

$$V_n(x) = \frac{\psi(x + n\hbar)}{\psi(x)},$$  (3.76)

where $\psi(x)$ is a wave function in the $x$-representation. Now the mirror curve (3.75) becomes

$$\sum_{i=0}^{k+2} x_i \exp \left( \nu_1^{(i)} x + \nu_2^{(i)} p \right) |\psi\rangle = 0.$$  (3.77)

Note

$$e^{nx}|\psi\rangle = e^{nx} |\psi\rangle, \\
e^{np}|\psi\rangle = |\psi(x + n\hbar)\rangle.$$  (3.78)

For mixed terms with both $x$ and $p$, one should be careful because the Heisenberg relation

$$[x, p] = i\hbar.$$  (3.79)

To obtain the right operator equation, we need to consider the Baker-Campbell-Hausdorff formula

$$\log(e^X e^Y) = X + Y + \frac{1}{2}[X, Y] + \cdots.$$  (3.80)

Therefore,

$$e^{mx + np}|\psi\rangle = e^{mx} q^{mn} |\psi(x + n\hbar)\rangle,$$  (3.81)

where

$$q = e^{i\hbar}.$$  (3.82)

Let us denote

$$X = e^x,$$  (3.83)

then the quantum mirror curve (3.77) can be written as quantum operator equation

$$\sum_{i=0}^{k+2} x_i q^{\nu_1^{(i)} \nu_2^{(i)}} X^{\nu_1^{(i)}} V^{\nu_2^{(i)}}(X) = 0.$$  (3.84)
The quantum A-periods can be solved from this difference equation [16][46], which means the form of equation (3.84) uniquely determines the quantum A-periods.

When one changes the Planck constant $\hbar$ to $\hbar + 2\pi$, parameter $q$ becomes $-q$. Apparently, it is always possible to change the signs of complex moduli $x_i$ to keep the form of mirror curve (3.84) unchanged. In fact, these sign-changing of complex moduli, translating to the sign-changing of Batyrev coordinates, are exactly the effect of $B$ field.

As we know, the information of a toric Calabi-Yau threefold are totally encoded in its mirror curve. Therefore, if we shift Planck constant $\hbar$ by $2\pi$ and appropriately change the signs of complex moduli simultaneously to keep the form of quantum mirror curve, which are defined to be a $B$ field adding to Kähler parameters, then all quantities including A-periods and B-periods should remain the same. To see why this definition of $B$ field is exactly the same definition with (3.74), let us look at the expression of B-periods. B-periods are the linear combinations of the derivatives of NS free energy (2.27). The polynomial part does not concern us now, let us only pay attention to the BPS part,

$$\sum_{j_L,j_R} N^d_{j_L,j_R} \frac{\sin \frac{\hbar w}{2} (2j_L + 1) \sin \frac{\hbar w}{2} (2j_R + 1)}{2w^2 \sin^3 \frac{\hbar w}{2}} e^{-wdt}.$$ (3.85)

If we shift Planck constant $\hbar$ from zero to $2\pi$, obviously we add a factor to the above expression,

$$(-1)^{w(2j_L + 2j_R - 1)}$$ (3.86)

To keep the mirror curve unchanged, we also shift the Kähler parameters with $B$ field, which add the other factor to the above expression,

$$(-1)^w B^d.$$ (3.87)

As the B-periods should not change under these two operations simultaneously, it is only possible to require that for all non-vanishing refined BPS invariant $N^d_{j_L,j_R}$, they must have

$$(-1)^{2j_L + 2j_R + 1} = (-1)^{B^d}.$$ (3.88)

This is not only the physical explanation of $B$ field, but also an effective method to determine the $B$ field for arbitrary toric Calabi-Yau.

Let us look at one example. The mirror curve of $\mathbb{C}^3/\mathbb{Z}_5$ geometry can be written as [49][58]

$$e^x + ep + z_1 z_2^3 e^{-3x-p} + z_2 e^{-x} + 1 = 0.$$ (3.89)

Using the notation above, the equation

$$(e^x + ep + z_1 z_2^3 e^{-3x-p} + z_2 e^{-x} + 1) \psi = 0$$ (3.90)

becomes

$$X + z_2 X^{-1} + 1 + V_1(X) + z_1 z_2^3 X^{-3} V_{-1}(X) = 0,$$ (3.91)

where

$$q = e^{i\hbar/2}, \quad X = e^x.$$ (3.92)
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When one shifts $\hbar$ by $2\pi$, parameter $q$ becomes $-q$. To keep the form of quantum mirror curve, obviously one must have the following phase change for the Batyrev coordinates:

$$z_1 \rightarrow -z_1, \quad z_2 \rightarrow z_2. \quad (3.93)$$

This means for the current base choice,

$$B = (1,0), \quad (3.94)$$

which is exactly the value conjectured in [49].

4 Grassi-Hatsuda-Mariño Quantization Scheme

In this section, we focus on the GHM quantization scheme for the mirror curve of arbitrary toric Calabi-Yau threefold. It should be noted that Grassi-Hatsuda-Mariño proposed the first precise form of the conjecture for the genus one cases in [36], while for the cases with arbitrary genus, the generalization was done by Codesido-Grassi-Mariño in [49]. Here we stick the GHM for brevity, and always refer it to the full conjecture for arbitrary toric Calabi-Yau threefold. In the following subsection, We review the GHM quantization scheme, for more details see [53][49]. In the second subsection, we explicitly present the calculation of the generalized grand potential and quantum Riemann theta at rational Planck constant, which will be useful to our proof in next section. In subsection three, we consider a set of generalizations of the GHM conjecture, which is crucial to establish the equivalence with Nekrasov-Shatashvili quantization scheme.

4.1 Review on GHM Conjecture

In this section, we briefly review the GHM conjecture. The GHM conjecture contains rich information about the mirror curve. Here we focus on the quantization conditions which is relevant with this paper. Our convention is the same with [48][49].

For a mirror curve $\Sigma$ with genus $g_\Sigma$, there are $g_\Sigma$ different canonical forms for the curve,

$$O_i(x,y) + \kappa_i = 0, \quad i = 1, \cdots, g_\Sigma. \quad (4.1)$$

Here, $\kappa_i$ is normally a true modulus $x_i$ of $\Sigma$. The different canonical forms of the curves are related by reparametrizations and overall factors,

$$O_i + \kappa_i = P_{ij} (O_j + \kappa_j), \quad i, j = 1, \cdots, g_\Sigma, \quad (4.2)$$

where $P_{ij}$ is of form $e^{\lambda x + \mu y}$. Equivalently, we can write

$$O_i = O_i^{(0)} + \sum_{j \neq i} \kappa_j P_{ij}. \quad (4.3)$$

Perform the Weyl quantization of the operators $O_i(x,y)$, we obtain $g_\Sigma$ different Hermitian operators $O_i, i = 1, \cdots, g_\Sigma$,

$$O_i = O_i^{(0)} + \sum_{j \neq i} \kappa_j P_{ij}. \quad (4.4)$$

The operator $O_i^{(0)}$ is the unperturbed operator, while the moduli $\kappa_j$ encode different perturbations. It turns out that the most interesting operator was not $O$, but its inverse $\rho$. This is
because $\rho$ is expected to be of trace class and positive-definite, therefore it has a discrete, positive spectrum, and its Fredholm (or spectral) determinant is well-defined. We have

$$\rho_i = O_i^{-1}, \quad i = 1, \cdots, g_{\Sigma},$$

(4.5)

and

$$\rho_i^{(0)} = (O_i^{(0)})^{-1}, \quad i = 1, \cdots, g_{\Sigma}.$$  

(4.6)

For the discussion on the eigenfunctions of $\rho$, see a recent paper [95]. In order to construct the generalized spectral determinant, we need to introduce the following operators,

$$\mathcal{A}_j = \rho_j^{(0)} P_j, \quad j = 1, \cdots, g_{\Sigma}.$$  

(4.7)

Now the generalized spectral determinant is defined as

$$\Xi_X(\kappa; \bar{\hbar}) = \det (1 + \kappa_1 A_{11} + \cdots + \kappa_{g_{\Sigma}} A_{1g_{\Sigma}}).$$

(4.8)

It is easy to prove this definition does not depend on the index $j$.

This function is an entire function on the complex moduli space, and can be expanded as follows,

$$\Xi_X(\kappa; \bar{\hbar}) = \sum_{N_1 \geq 0} \cdots \sum_{N_{g_{\Sigma}} \geq 0} Z_X(N_1, \cdots, N_{g_{\Sigma}}; \bar{\hbar}),$$

(4.9)

with the convention that

$$Z_X(0, \cdots, 0; \bar{\hbar}) = 1.$$  

(4.10)

$Z_X(N_1, \cdots, N_{g_{\Sigma}}; \bar{\hbar})$ are called fermionic spectral traces.

Using Fredholm-Plemelj’s formula, we can also obtain the following expansion,

$$J_X(\kappa; \bar{\hbar}) = \log \Xi_X(\kappa; \bar{\hbar}) = -\sum_{\ell_1 \geq 0} \cdots \sum_{\ell_{g_{\Sigma}} \geq 0} \frac{1}{\ell_1 + \cdots + \ell_{g_{\Sigma}}} (-\kappa_1)^{\ell_1} \cdots (-\kappa_{g_{\Sigma}})^{\ell_{g_{\Sigma}}} \sum_{W \in W_\ell} \text{Tr}(W),$$

(4.11)

where

$$\ell = (\ell_1, \cdots, \ell_{g_{\Sigma}})$$  

(4.12)

and $W_\ell$ is the set of all possible “words” made of $\ell_i$ copies of the letters $A_{1i}$ defined in (4.7).

This completes the definitions on quantum mirror curve from the quantum-mechanics side. Let us now turn to the topological string side. The total modified grand potential for CY with arbitrary-genus mirror curve is defined as

$$J_X(\mu, \xi; \bar{\hbar}) = J_X^{WKB}(\mu, \xi; \bar{\hbar}) + J_X^{WS}(\mu, \xi; \bar{\hbar}),$$

(4.13)

where

$$J_X^{WKB}(\mu, \xi; \bar{\hbar}) = \frac{t_i(\bar{\hbar})}{2\pi} \frac{\partial F_{NS}(t(\bar{\hbar}), \bar{\hbar})}{\partial t_i} + \frac{\hbar^2}{2\pi} \frac{\partial}{\partial \hbar} \left( \frac{F_{NS}(t(\bar{\hbar}), \bar{\hbar})}{\hbar} \right) + \frac{2\pi}{\hbar} b_i t_i(\bar{\hbar}) + A(\xi, \bar{\hbar}).$$

(4.14)
and

\[ J^{WS}_X(\mu, \xi, \hbar) = F^{GV} \left( \frac{2\pi}{\hbar} t(h) + \pi i B, \frac{4\pi^2}{\hbar} \right). \]  

(4.15)

The modified grand potential has the following structure,

\[
J_X(\mu, \xi, \hbar) = \frac{1}{12\pi \hbar} \alpha_{ijk} t_i(h) t_j(h) t_k(h) + \left( \frac{2\pi b_i}{\hbar} + \frac{\hbar b^\text{NS}_i}{2\pi} \right) t_i(h) + O \left( e^{-t_i(h)} + e^{-2\pi t_i(h)/\hbar} \right). \quad (4.16)
\]

\(A(\xi, \hbar)\) is some unknown function, which is relevant to the spectral determinant but does not affect the quantum Riemann theta function, therefore does not appear in the quantization conditions.

GHM conjecture says that the generalized spectral determinant (4.8) is given by

\[ \Xi_X(\kappa; \hbar) = \sum_{n \in \mathbb{Z}^{\rho \gamma}} \exp \left( J_X(\mu + 2\pi i n, \xi, \hbar) \right). \quad (4.17) \]

As a corollary, we have, the quantization condition for the mirror curve is given by

\[ \Xi_X(\kappa; \hbar) = 0. \quad (4.18) \]

We can also define the quantum Riemann theta function from

\[ \Xi_X(\kappa; \hbar) = \exp (J_X(\mu, \xi, \hbar)) \Theta_X(\kappa; \hbar). \quad (4.19) \]

Equivalently, the quantization condition for the mirror curve can be written as

\[ \Theta_X(\kappa; \hbar) = 0. \quad (4.20) \]

### 4.2 GHM Conjecture at Rational Planck Constant

In this section, we present detailed calculation of GHM with rational Planck constants. Let \( \hbar = 2\pi p/q \). It was proved for genus one cases in [36] that the poles cancel with each other in the total modified grand potential, albeit either \( J^{WKB}_X \) or \( J^{WS}_X \) itself has poles at rational Planck constant. The proof can be easily generalized to higher genus cases, therefore the total modified grand potential (4.13) contains no poles. In the following, we only show the non-singular part in \( J^{WKB}_X \) and \( J^{WS}_X \).

The non-singular part of \( J^{WS}_X \) is

\[
J^{WS}_X(\mu, \xi, \hbar) = F^{GV} \left( \frac{2\pi}{\hbar} t(h) + \pi i B, \frac{4\pi^2}{\hbar} \right) \\
\quad = \sum_{d|w} d_w \left( \frac{2\pi p}{q} \right) (-)^w B \cdot d e^{-\frac{w t}{2}} \\
\quad + \sum_{g=0} d \sum_{w=np} (-)^{np} B \cdot d e^{-np t} \left[ \sum_{n=0}^{d} \left( \frac{6 + 2n^2 \pi^2 q^2 + 6nq d \cdot t + 3n^2 q^2 (d \cdot t)^2}{24n^2 q^2 \pi^2} \right) + n_1 \right].
\]  

(4.21)
where
\[
d_w(h) = \sum_{j_L, j_R, d} N_{j_L, j_R}^{d} \frac{2j_R + 1}{w} \sin \left( \frac{4\pi^2 w (2j_L + 1)}{n} \right) \frac{\sin \left( \frac{4\pi^2 w}{n} \right)}{\sin \frac{4\pi^2 w}{n}}.
\] (4.22)

We define the following analogies of standard free energy:
\[
\tilde{G}_0^{\text{inst}} = \sum_{g, d, w = nq} \frac{(-npB_d \text{e}^{-w d \cdot t}}{w^3} n_0^d,
\] (4.23)
\[
\tilde{G}_1^{\text{inst}} = \sum_{g, d, w = nq} \frac{(-npB_d \text{e}^{-w d \cdot t}}{w} \left( \frac{n_0^d}{12} + n_1^d \right).
\] (4.24)

Note when \( h = 2\pi \), i.e. \( p = q = 1 \), \( \tilde{G}_0^{\text{inst}} \) and \( \tilde{G}_1^{\text{inst}} \) are just \( \tilde{F}_0^{\text{inst}} \) and \( \tilde{F}_1^{\text{inst}} \).

Now the second part of (4.21) can be written as
\[
\sum_{g=0}^{1} \sum_{d} \sum_{w = nq} \frac{(-npB_d}{w} \text{e}^{-w d \cdot t} \left[ n_0^d \left( \frac{6 + 2n^2q^2 + 6nq \cdot t + 3n^2q^2(\text{d} \cdot \text{t})^2}{24n^2q^2}\right) + n_1^d \right] = \frac{1}{2\pi h} \left( \tilde{G}_0^{\text{inst}} - t_i \frac{\partial}{\partial t_i} \tilde{G}_0^{\text{inst}} + \frac{t_i t_j}{2} \frac{\partial^2}{\partial t_i \partial t_j} \tilde{G}_0^{\text{inst}} \right) + \frac{2\pi}{h} \tilde{G}_1^{\text{inst}} \right).
\] (4.25)

Now we turn to the calculation of \( J_{\text{WKB}} \). The nonsingular part of \( \frac{t_i(h) \partial E_{\text{NS, inst}}(k, h)}{m} \) is
\[
\frac{1}{2\pi} \sum_{j_L, j_R, d} \sum_{q, w} N_{j_L, j_R}^{d} \frac{\sin \frac{\hbar}{2}(2j_L + 1) \sin \frac{\hbar}{2}(2j_R + 1)}{2u^2 \sin^3 \frac{\hbar}{2}} \text{e}^{-w \text{d} \cdot \text{t}} \left. \right|_{h = 2\pi \frac{p}{q}}.
\] (4.26)

The nonsingular part of \( \frac{\hbar^2}{2\pi} \frac{\partial}{\partial \hbar} \left( \frac{E_{\text{NS, inst}}(k, h)}{h} \right) \) is
\[
\frac{1}{2\pi} \sum_{j_L, j_R, d} \sum_{q, w} N_{j_L, j_R}^{d} \frac{e^{-w \text{d} \cdot \text{t}}}{2u^2} \left[ h^2 \frac{\partial}{\partial \hbar} \left( \sin \frac{\hbar}{2}(2j_L + 1) \sin \frac{\hbar}{2}(2j_R + 1) \right) \right] \right|_{h = 2\pi \frac{p}{q}}
+ \frac{1}{2\pi} \sum_{j_L, j_R, d} \sum_{w = nq} N_{j_L, j_R}^{d} \frac{(-nB_d \text{e}^{-w \text{d} \cdot \text{t}}}{w^3} \left( \frac{2\pi p}{q} \right) \left( \frac{1}{12} m_L m_R (3 - m_L^2 - m_R^2) \right).
\] (4.27)

We define the following analogy from \( F_1^{\text{NS, inst}} \):
\[
\tilde{G}_1^{\text{NS, inst}} = \sum_{j_L, j_R, d} \sum_{w = nq} N_{j_L, j_R}^{d} \frac{(-nB_d \text{e}^{-w \text{d} \cdot \text{t}}}{24w} m_L m_R (3 - m_L^2 - m_R^2).
\] (4.28)

Note when \( h = 2\pi \), i.e. \( p = q = 1 \), \( \tilde{G}_1^{\text{NS, inst}} \) is just \( \tilde{F}_1^{\text{NS, inst}} \). Then the second term in (4.27) can be written as
\[
\frac{h}{2\pi} \tilde{G}_1^{\text{NS, inst}}.
\] (4.29)
Therefore, the total modified grand potential is

\[
J(\mu, \xi, h) = \frac{1}{12\pi h^3} \left( \alpha_{ijk} \mu_i \mu_j \mu_k \right) + \left( \frac{2\pi b_i}{h} + \frac{\hbar b_i^{\text{NS}}}{2\pi} \right) t_i(h) \\
+ \frac{1}{2\pi h} \left( \hat{G}_0 - t_i \frac{\partial}{\partial t_i} \hat{G}_0 + \frac{t_j t_j}{2} \frac{\partial^2}{\partial t_i \partial t_j} \hat{G}_0 \right) + \frac{2\pi}{h} \hat{G}_1 + \frac{\hbar}{2\pi} \hat{G}_1^{\text{NS, inst}} \\
+ \frac{1}{2\pi} \sum_{jL, J_R, d \neq w} N_{jL, J_R}^{d} \sin \frac{h w}{2} (2j_L + 1) \sin \frac{h w}{2} (2j_R + 1) \left| \frac{\hbar}{2w^2} \sin^3 \frac{h w}{2} \right| \left| \frac{\hbar}{2} \right| e^{-w \mathbf{d} \cdot \mathbf{t}} (-w \mathbf{d} \cdot \mathbf{t}) \\
+ \frac{1}{2\pi} \sum_{jL, J_R, d \neq w} N_{jL, J_R}^{d} \left| \frac{\hbar}{2w^2} \sin^3 \frac{h w}{2} \right| \left| \frac{\hbar}{2} \right| e^{-w \mathbf{d} \cdot \mathbf{t}} (-w \mathbf{d} \cdot \mathbf{t}) \\
+ \sum_{d \neq w} d_w \left( -\frac{2\pi b_i}{q} \right) (\text{a}) e^{-w \mathbf{d} \cdot \mathbf{t}} + A(\xi, h).
\]

A more compact expression can be obtained if we introduce the following analogies:

\[
\hat{G}_0 = \frac{1}{6} \alpha_{ijk} t_i t_j t_k + \hat{G}_0^{\text{inst}}, \\
\hat{G}_1 = b t_i + \hat{G}_1^{\text{inst}}, \\
\hat{G}_1^{\text{NS}} = b^{\text{NS}} t_i + \hat{G}_1^{\text{NS, inst}},
\]

Then the total modified grand potential becomes

\[
J(\mu, \xi, h) = \frac{1}{2\pi h} \left( \hat{G}_0 - t_i \frac{\partial}{\partial t_i} \hat{G}_0 + \frac{t_j t_j}{2} \frac{\partial^2}{\partial t_i \partial t_j} \hat{G}_0 \right) + \frac{2\pi}{h} \hat{G}_1 + \frac{\hbar}{2\pi} \hat{G}_1^{\text{NS, inst}} \\
+ \frac{1}{2\pi} \sum_{jL, J_R, d \neq w} N_{jL, J_R}^{d} \sin \frac{h w}{2} (2j_L + 1) \sin \frac{h w}{2} (2j_R + 1) \left| \frac{\hbar}{2w^2} \sin^3 \frac{h w}{2} \right| \left| \frac{\hbar}{2} \right| e^{-w \mathbf{d} \cdot \mathbf{t}} (-w \mathbf{d} \cdot \mathbf{t}) \\
+ \frac{1}{2\pi} \sum_{jL, J_R, d \neq w} N_{jL, J_R}^{d} \left| \frac{\hbar}{2w^2} \sin^3 \frac{h w}{2} \right| \left| \frac{\hbar}{2} \right| e^{-w \mathbf{d} \cdot \mathbf{t}} (-w \mathbf{d} \cdot \mathbf{t}) \\
+ \sum_{d \neq w} d_w \left( -\frac{2\pi b_i}{q} \right) (\text{a}) e^{-w \mathbf{d} \cdot \mathbf{t}} + A(\xi, h).
\]

We give some comments on (4.34). The third line does not appear in the generalized Riemann theta function, therefore it never affects the quantization condition or energy spectrum. Neither does \( A(\xi, h) \) affect the quantization condition.

The first term in the fourth line is the only obstruction for \( \Theta(\kappa; h) \) to be a genuine Riemann theta function. In fact, this term is also the main obstacle to establish the equivalence with our quantization condition for general rational Planck constant. Note for \( p = 1 \), which is \( h = 2\pi/k \), this term disappears. In these special values, the quantum Riemann theta function is indeed a Riemann theta function and we can establish an equivalence between GHM conjecture and NS quantization conditions.
Now we can write down the generalized theta function for $\bar{\hbar} = 2\pi/k$, i.e. $p = 1, q = k$.

$$
\Theta(\kappa; \bar{\hbar} = 2\pi/k) = \sum_{n \in \mathbb{Z}^{g}} \exp \left[ \pi i n \tau + 2\pi i \cdot \nu - \frac{2\pi i}{3\bar{\hbar}} a_{ijk} C_{li} C_{mj} C_{pk} n_in_jn_k \right].
$$

(4.35)

In this equation, $\tau$ is a $g_{\Sigma} \times g_{\Sigma}$ matrix given by

$$
\tau_{lm} = i C_{lj} C_{mk} \frac{\partial^2 \hat{G}_0}{\partial t_j \partial t_k}, \quad l, m = 1, \ldots, g_{\Sigma}.
$$

(4.36)

This is a generalization of the $\tau$ matrix of the mirror curve. It is a symmetric matrix satisfying

$$
\text{Im}(\tau) > 0.
$$

(4.37)

In addition, the vector $\nu$ appearing in (4.35) has components

$$
v_m = C_{mj} \left\{ \frac{\partial^2 \hat{G}_0}{\partial t_j \partial t_k} - \frac{\partial \hat{G}_0}{\partial t_j} \right\} + C_{mj} \left( \frac{2\pi i}{\bar{\hbar}} b_j + \frac{\hbar}{2\pi} b_{NS} \right)
$$

$$
+ \frac{C_{mj}}{2\pi} \sum_{jL,jR,d} \sum_{k} N_{jL,jR}^{d} \frac{\sin \frac{\hbar w}{2} (2j_L + 1) \sin \frac{\hbar w}{2} (2j_R + 1)}{2w^2 \sin^2 \frac{\hbar w}{2}} e^{-w d \cdot t} (-wd_j),
$$

(4.38)

where $m = 1, \ldots, g_{\Sigma}$. Surprisingly $v_m$ has a direct relation with $g_{\Sigma}$ non-perturbative volumes which we will give in the following section.

4.3 Generalized GHM Conjecture

It is not clear before how the GHM conjecture and NS quantization scheme are related. The most significant difference lies in the number of the quantization conditions. In GHM quantization, there is one single quantization condition for the mirror curve of arbitrary Calabi-Yau threefold, the spectra of the quantum system lie on the divisor determined by the single quantization condition. While in NS quantization, there are $g$ quantization conditions for a mirror curve of genus $g$, and the spectra can be directly solved from the $g$ quantization conditions. An explanation of this difference was given in [49], in which the quantum spectral curve is not regarded as a quantum integrable system but a normal one-dimensional quantum mechanics with a potential. This undoubtedly loses much information of the integrability of the quantum spectral curve. After all, it is proved that for every toric Calabi-Yau, its mirror curve corresponds to an integrable system [32][31].

In this subsection, we propose a simple method to exhaust the integrability of the quantum mirror curve by introduce a set of constant integral $r$ fields in GHM conjecture. The $r$ fields characterize the phase-changing of complex moduli, which results in the equivalent mirror curve but nonequivalent spectral determinants. In general, we find that there exist usually more than one non-equivalent $r$ fields for a local toric Calabi-Yau to make the discrete spectra satisfy the vanishing of spectral determinants. The existence of more than one non-equivalent $r$ field should not be very surprising. This in fact has been indicated in the previous study on the quantization of the mirror curve of resolved $\mathbb{C}^3/\mathbb{Z}_5$ orbifold. In [31], it was noticed when promoting the mirror curve to quantum mechanics, they obtained two different Baxter equations and two generalized spectral determinants,

$$
\Xi(H_2, -H_1) = 0,
$$

(4.39)
and
\[ \Xi(e^{\frac{6\pi i}{5}} H_2, e^{\frac{3\pi i}{5}} H_1) = 0, \tag{4.40} \]
where \( H_1, H_2 \) are the Hamiltonians (Batyrev coordinates). This in fact shows that there exist at least two non-equivalent \( r \) fields for resolved \( \mathbb{C}^3/\mathbb{Z}_5 \) orbifold. We will have a detailed study on this model in the next section, where we will see that up to complex conjugation, there are indeed two non-equivalent \( r \) fields, each of which result in one of the above generalized spectral determinants.

Now we state the details of \( r \) field. The \( r \) field characterizes the phase-changing of complex moduli in the way that when one makes a transformation for the Batyrev coordinates
\[ (z_1, \ldots, z_n) \rightarrow (z_1 e^{ri\pi i}, \ldots, z_n e^{rin\pi i}), \tag{4.41} \]
equivalently, we have the following translation on the Kähler parameters:
\[ t \rightarrow t + \pi i r. \tag{4.42} \]
This makes the effect of \( r \) field just like \( B \) field. For some specific choices of \( r \) fields, we have the generalized GHM conjecture as
\[ \Xi(t + \pi i r, \bar{h}) = 0. \tag{4.43} \]
Or equivalently,
\[ \Theta(t + \pi i r, \bar{h}) = 0. \tag{4.44} \]
Because the definition of the generalized spectral determinant and quantum Riemann theta function involves infinite sum, it is easy to see that different choices of \( r \) fields may result in the same functions. We define non-equivalent \( r \) fields as those which produce non-equivalent quantum Riemann theta functions (generalized spectral determinant).

For a mirror curve \( \Sigma \), we denote the number of non-equivalent \( r \) fields as \( w_\Sigma \). Then we have the following conjecture:

The spectra of quantum mirror curve are solved by the simultaneous equations:
\[ \set{\Theta(t + i\pi r^a, \bar{h}) = 0, \ a = 1, \cdots, w_\Sigma}. \tag{4.45} \]
One can view these equations as the quantization conditions of the quantum mirror curve. We believe these quantization conditions, though quite different the exact Nekrasov-Shatashvili quantization conditions, also exhaust the integrability of the mirror curve. Besides, these quantization conditions also have clear geometric meaning. Considering the solution of each equation is actually the divisor of each quantum Riemann theta function, we can also say

The spectra of quantum mirror curve are the intersections of the divisors of all non-equivalent quantum Riemann theta functions.

Here we should clarify some facts on the theta divisors in GHM quantization scheme. Naively, one may suspect the generalized spectral determinant and quantum Riemann Theta function may vanish not only at the physical divisors, but also at some unphysical divisors which contain no physical spectra. But this is not the case. Because if the generalized spectral determinant defined from topological string contain more zeros than the one defined directly from quantum
mechanics, the two sides of GHM conjecture will be different functions. As we mentioned before, the GHM conjecture contains more information than just the spectra. There are plenty of independent evidences showing the two sides are indeed the same function. For example, see the checks on the large $N$ limit of spectral trace in [36][49].

For all known examples, we always have $w_\Sigma \geq g_\Sigma$. This of course raises the issue such as why more than $g_\Sigma$ divisors should intersect in the same points or whether part of all non-equivalent quantum Riemann theta functions can already determine the full spectra. These questions are still not perfectly clear because we are still in lack of a proof of the original GHM conjecture. At current stage, however, we still hope to address these issues with specific examples in the next section.

We also provide a physical explanation on our generalization. The standard integrable system, especially in the literature of NS quantization conditions, describe a relativistic quantum system with $g$ particles. For a stable system, each particle must have specific energy. For a quantum system, their energy spectrum is discrete, then there are $g$ quantization conditions. In the original version of GHM quantization scheme for higher-genus mirror curves [49], when quantizing one complex modulus, they in fact are studying the one-particle energy spectrum, and fix the energy of all other particles, which means all other particles are set as background.

However, for a $g$ particle system, there may be some symmetry, and the $r^a$ field here characterizes the symmetry. Different $r^a$ fields here is only differed by some transformation in the symmetry. To calculate the physical quantities, in particular, the energy spectrum we have studied here, we should solve all the nonequivalent spectral determinants with nonequivalent $r$ fields. Then we can obtain the physical energy spectrum, which is equivalent to the exact NS spectrum.

5 Equivalence between the Two Quantization Schemes

In this section, we study the relation between the exact Nekrasov-Shatashvili quantization conditions and generalized GHM conjecture. First, we propose a method to check the equivalence for generic Planck constant $\hbar$. To be specific, we want to test if the spectra solved by the exact NS quantization conditions lie on the divisors of each quantum theta function. This can be ascribed to a set of novel identities for the topological string partition function and NS free energy. As long as one has the refined BPS invariants, one can check the identities to arbitrary high orders and therefore verify the equivalence to arbitrary orders. Although the refined BPS invariants of toric Calabi-Yau can be calculated by the topological vertex technique to arbitrary orders, we did not find a simple way to prove the identities directly. In fact, these identities require infinite constrains among refined BPS invariants.

Albeit the difficulty to prove the equivalence at generic Planck constant for arbitrary toric Calabi-Yau, it is possible to prove it at $\hbar = 2\pi/k$ for some cases. As we mentioned before, at $\hbar = 2\pi/k$ the quantum Riemann theta functions become true Riemann theta functions (with characteristic). So it is possible to directly prove the identities using the properties of Riemann theta functions.

5.1 Generic Planck Constant $\hbar$

In the original GHM conjecture, there is only one quantization condition, realizing by the vanishing of quantum Riemann theta function. Since GHM conjecture and NS quantization conditions are two quantization schemes for the same mirror curve and both should be consistent

\footnote{We thank Marcos Mariño for clarifying this to us.}
with the numerical method, naturally one expect the discrete spectra solved by the exact NS quantization conditions should lie on the theta divisor of GHM quantum Riemann theta function. That is to say the GHM conjecture has solutions at the spectra determined by the NS quantization conditions,

\[ \text{Vol}_i = 2\pi \hbar \left( n_i + \frac{1}{2} \right), \quad i = 1, \ldots, g, \] (5.1)

where the phase volume is defined as the derivatives of non-perturbative NS free energy with respect to the true Kähler moduli

\[ \text{Vol}_j = \hbar C_{ji} \left( \frac{1}{2\hbar} a_{ilm} t_l t_m + b_{iNS}^4 \pi^2 + \frac{\partial}{\partial t_i} F_{\text{NS}}^{\text{inst}}(t + i\pi B, \hbar) + \hbar \frac{\partial}{\partial t_i} F_{\text{NS}}^{\text{inst}} \left( \frac{2\pi}{h} t + i\pi B, \frac{4\pi^2}{h} \right) \right). \] (5.2)

However, as we have mentioned, the Kähler parameters in the GHM conjecture are not the same with the Kähler parameters in NS quantization, but with a shift of a constant integral vector, which we call the \( \mathbf{r} \) field. To make the GHM quantization scheme consistent with the spectrum of the quantum mirror curve, this shift \( \mathbf{r} \) should be chosen carefully. In this subsection, we shall systematically study what kind of \( \mathbf{r} \) fields are admissible and how to classify these \( \mathbf{r} \) fields.

In the examples studied in \cite{36} \cite{31}, they always transform the mirror curve to a canonical form for some \( x_i \), make others as arbitrary parameters and then quantize that \( x_i \). This somehow makes the question difficult to study in general. Here we stick the form of quantum Riemann theta function of GHM, and focus on the shift of \( t \). Since the Kähler moduli \( t \) in NS quantization scheme are fixed, all we need to do is to study the shift of \( t \) between GHM and NS quantization scheme.

The primary condition for \( \mathbf{r} \) field is that it must be a \( B \) field, which means they share the same parity,

\[ \mathbf{r} \equiv B \pmod{2\mathbb{Z}^n}. \] (5.3)

This is requested by the reality of the energy of quantum mirror curve and the consistence between the two quantization scheme as we will see later.

The modified grand potential in GHM conjecture is given in Section 4.1, with a shift of \( \mathbf{r} \) field, it becomes

\[ J(t + i\pi r, \hbar) = \frac{1}{12\pi \hbar} a_{ijk}(t_i + i\pi r_j)(t_j + i\pi r_k)(t_k + i\pi r_k) + \left( \frac{2\pi}{h} b_i + \frac{h b_{iNS}}{2\pi} \right) (t_i + i\pi r_i) + A(\hbar) \]
\[ + \frac{t_i + i\pi r_i}{2\pi} \frac{\partial F_{\text{NS}}^{\text{inst}}(t + i\pi r, \hbar)}{\partial t_i} + \frac{h^2}{2\pi} \frac{\partial}{\partial h} \left( F_{\text{NS}}^{\text{inst}}(t + i\pi r, \hbar) \right) + F_{\text{GV}}^{\text{inst}} \left( \frac{2\pi}{h} (t + i\pi r) + \pi B, \frac{4\pi^2}{h} \right). \] (5.4)

Then the quantization condition is encoded in the vanishing loci:

\[ \sum_{n \in \mathbb{Z}^g} \exp \left( J(t_i + 2\pi i n_j C_{ji} + i\pi r_i, \hbar) \right) = 0. \] (5.5)

Since \( B \) and \( \mathbf{r} \) share the same parity, we have the same perturbative instanton part

\[ \frac{\partial}{\partial t_i} F_{\text{NS}}^{\text{inst}}(t + i\pi B, \hbar), \] (5.6)
Finally, we have \( J^{eff}(t_i + 2\pi i n_j C_{ji} + i\pi r_i, h) \).

Let's substitute the NS quantization condition (5.1) into the modified grand potential (5.4) and cancel out the above perturbative instanton part, we have

\[
J^{eff}(t_i + 2\pi i n_j C_{ji} + i\pi r_i, h) = J^P(t_i + 2\pi i n_j C_{ji} + i\pi r_i, h) + F_{inst}^{inst} \left( \frac{2\pi}{h} (t + i\pi r) + \pi iB, \frac{4\pi^2}{h} \right) \\
+ i\pi - i\pi J_{C_{ji}} \left( \frac{1}{2\hbar} \dot{a}_{ilm} t_l t_m + b_{iNS}^{NS} \frac{4\pi^2}{h} + \frac{\hbar}{2\pi} \partial t_i F_{NS}^{inst} \left( \frac{2\pi}{h} t + i\pi B, \frac{4\pi^2}{h} \right) \right),
\]

where

\[
J^P(t, h) = \frac{1}{12\pi h} a_{ijk} t_l t_j t_k + \left( \frac{2\pi}{h} b_i + \frac{h b_{iNS}^{NS}}{2\pi} \right) t_i. \tag{5.8}
\]

The superscript \( eff \) means we have dropped those terms irrelevant to the quantum Riemann theta function. Now the quantization condition of GHM becomes

\[
\sum_{n \in \mathbb{Z}^g} \exp \left( J^{eff}(t_i + 2\pi i n_j C_{ji} + i\pi r_i, h) \right) = 0. \tag{5.9}
\]

The terms \( \frac{1}{2\pi} \dot{a}_{ilm} t_l t_m \) and \( b_{iNS}^{NS} \hbar \) in the volumes cancel with the same terms in \( J^P \), thus \( J^{eff} \) does not contain any \( t \) square term. This is a well-defined expression and we can expand equation (5.9) as a series of \( \exp \frac{2\pi}{h} t_i \) and check this equation to arbitrary orders. We find that for appropriately chosen \( \mathbf{r} \) field, equation (5.9) is an identity, regardless of the Kähler parameters. Note this identity is far stronger than the requirement that the spectra of exact NS quantization conditions lie on the theta divisor of GHM.

Now we want to give a close form of (5.9). We define the unrefined topological string free energy as

\[
F_{unref}(t, h) = \frac{1}{6\hbar^2} a_{ijk} t_l t_j t_k + b_i t_i + \frac{4\pi^2}{h} b_{iNS}^{NS} t_i + F_{inst}^{inst} \left( t + i\pi B, \hbar \right). \tag{5.10}
\]

Then

\[
F_{unref} \left( \frac{2\pi}{h} t, \frac{4\pi^2}{h} \right) = \frac{1}{12\pi h} a_{ijk} t_l t_j t_k + \frac{2\pi}{h} b_i t_i + \frac{h b_{iNS}^{NS}}{2\pi} t_i + F_{inst}^{inst} \left( \frac{2\pi}{h} t + i\pi B, \frac{4\pi^2}{h} \right). \tag{5.11}
\]

Finally, we have

\[
J^{eff}_X(t_i + 2\pi i n_j C_{ji} + i\pi r_i, h) = \sum_{i=1}^g n_i \pi i F_{unref} \left( \frac{2\pi}{h} (t + 2\pi i n \cdot C + i\pi r), \frac{4\pi^2}{h} \right) - i\pi J_{C_{ji}} \frac{h}{2\pi} \partial t_i F_{NS} \left( \frac{2\pi}{h} t, \frac{4\pi^2}{h} \right), \tag{5.12}
\]

and (5.9) indicates a remarkable relation between unrefined and NS free energy of topological

---

\[9\] Here we modified the definition of the instanton part of the unrefined free energy by adding a \( \mathbf{B} \) field to the Kähler parameters \( t_i \), or equivalently add a 1 to one of \( \tau_1, \tau_2 \) in the refined topological string. We also add a factor \( 4\pi^2 b_{iNS}^{NS} t_i \) in the genus zero part \( F_0 \) of the free energy. This make senses since we add this factor to both NS and unrefined topological string.
string

\[
\sum_{n \in \mathbb{Z}^g} \exp \left( i \sum_{i=1}^g \frac{\partial}{\partial \theta_i} \right) = 0,
\]

or equivalently, via S-duality \( t \rightarrow 2\pi t/\hbar, \hbar \rightarrow 4\pi^2/\hbar \), we have

\[
\sum_{n \in \mathbb{Z}^g} \exp \left( i \sum_{i=1}^g \frac{\partial}{\partial \theta_i} \right) = 0.
\]

In the last step, we transform the non-perturbative to the perturbative. This is the most convenient form to check its validity. It is also noteworthy that to check this identity, we need not the knowledge of mirror map, since we directly expand this formula with respect to \( Q_i = \exp t_i \).

The coefficients are normally some complicated expression of \( \bar{h} \) and refined BPS invariants. The identity holds for generic \( \bar{h} \) owing to infinite series of constraints among the refined BPS invariants.

After establishing the above identity, we now consider the properties of \( r \) field. The primary requirement for \( r \) field is that it must be a representative of the \( B \) field. However, not arbitrary representative of the \( B \) field can make the identity (5.14) hold. We want to find out all possible \( r \) fields which make the identity (5.14) hold. Apparently, because of the summation on \( \mathbb{Z}^g \) in the definition of the quantum Riemann theta function, different values of \( r \) field could result in the same quantum Riemann theta function. We define the \( r \) fields as equivalent if they result in the same quantum Riemann theta function or generalized spectral determinant, and non-equivalent if they do not.

In general, we find that there always are only finite non-equivalent \( r \) fields for an arbitrary local toric Calabi-Yau threefold. Denote the number of non-equivalent \( r \) fields for mirror curve \( \Sigma \) as \( w_\Sigma \), we find \( w_\Sigma \) is always no less than the genus of the mirror curve. There is no preference on the nonequivalent \( r \) fields. For every \( r^a \), the identity (5.14) guarantees that the discrete spectra solved by the exact NS quantization conditions lie on the theta divisor of quantum Riemann theta function \( \Theta(t + i\pi r^a, \hbar) \). This leads to the following equivalence between GHM and NS quantization schemes:

For the mirror curve \( \Sigma \) of an arbitrary toric Calabi-Yau threefold \( X \) with Kähler moduli \( t \), suppose the non-perturbative phase volumes of quantum mirror curve in Nekrasov-Shatashvili quantization are denoted as \( \text{Vol}_i(t, \hbar), i = 1, \ldots, g_\Sigma \), and the quantum Riemann theta function defined by Grassi-Hatsuda-Marino is denoted as \( \Theta(t, \hbar) \), then there exist a set of constant integral vectors \( r^a \), \( a = 1, \ldots, w_\Sigma \), such that the intersections of the theta divisors of all \( w_\Sigma \) quantum Riemann theta functions \( \Theta(t + i\pi r^a, \hbar) \) coincide with the spectra determined by the exact Nekrasov-Shatashvili quantization conditions.

\[
\left\{ \Theta(t + i\pi r^a, \hbar) = 0, a = 1, \ldots, w_\Sigma \right\} \Leftrightarrow \left\{ \text{Vol}_i(t, \hbar) = 2\pi \hbar \left( n_i + \frac{1}{2} \right), i = 1, \ldots, g_\Sigma \right\}
\]

This indicates the quantum Riemann theta function equipped with all non-equivalent \( r^a \) fields can exhaust the full quantum integrability of mirror curve just like the exact NS quantization conditions.
Let us say a few more things on the non-equivalent $r$ fields. As we will see in the next section with specific examples, the number of non-equivalent $r$ fields $w_\Sigma$ are normally larger than the genus of mirror curve $g$. Since the theta divisors are in moduli space $C^g$, it is quite nontrivial that more than $g$ different theta should intersect on the same discrete points. Actually, this is just as nontrivial as the identity (5.14) holds for all non-equivalent $r$ fields. One may suspect whether the $w_\Sigma$ non-equivalent $r$ fields are indeed non-equivalent, as we will show in the next section with some examples, the identities with non-equivalent $r$ fields indeed may result in different constraints for the refined BPS invariants.

5.2 Proof at $\bar{\hbar} = 2\pi/k$

The identity (5.14) seems rather difficult to prove for generic Planck constants. However, at $\bar{\hbar} = 2\pi/k$, the problems will be significantly simplified. As we have seen in equation (4.35), the quantum Riemann theta function becomes a genuine Riemann theta function at $\bar{\hbar} = 2\pi/k$. In this section, as a main step to prove the identity (5.14) at $\bar{\hbar} = 2\pi/k$, we establish the following relation between the non-perturbative volumes in NS quantization and the elliptic parameters in the Riemann theta function (4.35),

\[ v_m \sim \frac{\text{Vol}}{2\pi \bar{\hbar}}. \tag{5.16} \]

$\sim$ means roughly, which we will amplify later. Read from equation (4.38), we have

\[ v_m = C_{mj} \left( \frac{\partial^2 \hat{G}_0}{\partial t_j \partial t_k} - \frac{\partial \hat{G}_0}{\partial t_j} \right) + C_{mj} \left( \frac{2\pi}{\hbar} b_j + \frac{\hbar}{2\pi} b_j^{\text{NS}} \right) \]

\[ + \frac{C_{mj}}{2\pi} \sum_{jL,jR,d,k|w} N_{jL,jR}^d \frac{\sin \frac{\hbar w}{2}(2j_L + 1) \sin \frac{\hbar w}{2}(2j_R + 1)}{2w^2 \sin^3 \frac{\hbar w}{2}} e^{-wdt(-wd_j)}, \tag{5.17} \]

where $m = 1, \ldots, g_\Sigma$. Note $v_m$ contains $b_j$ while the volumes do not.

As we have emphasized in the last subsection, there is a shift between the Kähler parameters in $v_m$ and those in volumes. Denote the Kähler parameters in $v_m$ as $t_i$, then the Kähler parameters in volumes becomes $t_i - i\pi r_i$. From (3.31), we can see after pole cancellation, the remaining part of $\hat{f}_i(t, \hbar)$ becomes

\[ \sum_{jL,jR,d,k|w} N_{jL,jR}^d \sin \frac{\hbar w}{2}(2j_L + 1) \sin \frac{\hbar w}{2}(2j_R + 1) e^{-wdt(-wd_j)} \]

\[ = \sum_{jL,jR,d,k|w} N_{jL,jR}^d \frac{\sin \frac{\hbar w}{2}(2j_L + 1) \sin \frac{\hbar w}{2}(2j_R + 1)}{2w^2 \sin^3 \frac{\hbar w}{2}} e^{-wdt(-wd_i)}, \tag{5.18} \]

in which we have used the property

\[ (-1)^{2j_L + 2j_R} = (-1)^{r^d}, \quad a = 1, \ldots, w_\Sigma. \tag{5.19} \]

From (3.32), we can see the first line disappears for $p = 1$. Thus the remaining part of $\hat{f}_i(\frac{2\pi^2}{\hbar}, \frac{4\pi^2}{\hbar})$ becomes

\[ \sum_{jL,jR,d,w=np} N_{jL,jR}^d \frac{(-)^{np}B^d}{2n^2p^2} e^{-nqd\cdot t(-d_i)} \left( -\frac{m_Lm_R(1 + nqd \cdot (t - i\pi r))}{\frac{n_q}{r}} \right) \]
Remind our previous definition (4.31), then (5.22) can be written as

\[
\Vol_m / \hbar = C_m \left( - \frac{a_{ijk} \pi \partial_j \partial_k}{2 \hbar} + b_i^{NS} \hbar + b_i^{NS} \frac{4 \pi^2}{\hbar} + \frac{1}{\hbar} \left( t_j \frac{\partial^2}{\partial t_j \partial t_i} \hat{G}_0 - \frac{\partial}{\partial t_i} \hat{G}_0 - i \pi r_j \frac{\partial^2}{\partial t_j \partial t_i} \hat{G}_0 \right) \right)
\]

\[
+ \sum_{jL,jR,d} N_{jL,jR}^d \frac{\sin \frac{hw}{2}(2jL + 1) \sin \frac{hw}{2}(2jR + 1)}{2w^2 \sin^3 \frac{hw}{2}} e^{-w^2 t \cdot (\omega d_i)} .
\]

(5.23)

Now we can see the most terms in the above volumes have correspondences in (5.17). Compare (5.23) with (5.17), using also the NS quantization conditions

\[
\Vol_m = (N_m + \frac{1}{2}) 2\pi \hbar,
\]

we have the following relation

\[
v_m = N_m + \frac{1}{2} + C_m \left( \frac{2\pi}{\hbar} (b_i - b_i^{NS}) + \frac{\pi}{4\hbar} a_{ijk} r_j r_k + \frac{i \pi r_j}{2\hbar} \frac{\partial^2}{\partial t_j \partial t_i} \hat{G}_0 \right).
\]

(5.25)

Now to prove the equivalence between the two quantization scheme at \( \hbar = 2\pi / k \), is just to prove the theta function

\[
\Theta(t; \hbar = 2\pi / k) = \sum_{n \in Z_N^\Sigma} \exp \left[ \pi i n \cdot \tau + 2\pi i n \cdot \tau \cdot v - \frac{2\pi^2 i}{3\hbar} a_{ijk} C_l C_m j C_p n_l n_m n_p \right]
\]

(5.26)

vanishes with \( v \) defined in (5.25) and \( \tau \) defined as

\[
\tau_{lm} = \frac{i}{\hbar} C_l C_{mk} \frac{\partial^2 \hat{G}_0}{\partial t_j \partial t_k}, \quad l, m = 1, \ldots, g_S.
\]

(5.27)

For all known examples, the cubic terms in (5.26) can reduce to quadratic or linear term. Let us assume this is true for general local toric Calabi-Yau. Then expression (5.26) becomes a Riemann theta function with characteristics. In general, Riemann theta function with characteristics \( \alpha \),
\[ \vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (z, \Omega) = \sum_{n \in \mathbb{Z}} e^{\pi i (n+\alpha) \Omega (n+\alpha) + 2\pi i (n+\alpha) \cdot (z+\beta)}. \] (5.28)

\( \beta \) is defined by

\[ \vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (z, \Omega) = \sum_{n \in \mathbb{Z}} e^{\pi i (n+\alpha) \Omega (n+\alpha) + 2\pi i (n+\alpha) \cdot (z+\beta)}. \] (5.28)

See more details of Riemann theta function in Appendix A. The Riemann theta functions with half-period characteristics \( (2\alpha \in \mathbb{Z}^g, 2\beta \in \mathbb{Z}^g) \) have the following property: if

\[ 4\alpha \cdot \beta = 1 \text{ (Mod 2)}, \] (5.29)

then \( z = 0 \) is its zero point. With this fine property, we make the following statement: If the function (5.26) can be written as the following Riemann theta function with characteristics,

\[ \vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (0, \tau + S) = \sum_{n \in \mathbb{Z}} e^{\pi i (n+\alpha) (\tau+S) (n+\alpha) + 2\pi i (n+\alpha) \cdot \beta} \] (5.30)

such that \( 2\alpha \in \mathbb{Z}^g, 2\beta \in \mathbb{Z}^g \) and

\[ 4\alpha \cdot \beta = 1 \text{ (Mod 2)}, \] (5.31)

then the quantum Riemann theta function (5.26) vanishes at the spectra determined by the exact NS quantization conditions. This is a sufficient condition to prove the equivalence between the two quantization schemes at \( \hbar = 2\pi/k \).

Let us now examine when the function (5.26) can be written as the above Riemann theta function with characteristics. Compare the exponential, we have

\[
\begin{align*}
\pi n \tau n + 2\pi i n_m & \left( \frac{1}{2} + C_{mi} \left( k(b_i - b_i^{NS}) + \frac{k}{8} a_{ijk} r_j r_k + \frac{i k r_j}{4\pi} \frac{\partial^2}{\partial t_j \partial t_i} \hat{G}_0 \right) \right) - \frac{2\pi^2 i}{3\hbar} a_{ijk} C_{mi} C_{mj} C_{pk} n_m n_p \\
& \simeq \pi i (n + \alpha) \cdot (\tau + S) \cdot (n + \alpha) + 2\pi i (n + \alpha) \cdot \beta \\
& \simeq \pi i n \cdot \tau \cdot n + \pi i n \cdot S \cdot n + 2\pi i n \cdot ((\tau + S) \cdot \alpha + \beta).
\end{align*}
\] (5.32)

where \( \simeq \) means up to \( 2\pi i \). Let us look at the terms that are not constants. The quadratic term \( n \tau n \) cancels out. Remind the definition of \( \tau \), we observe that only when

\[ r = 2C \cdot \alpha, \] (5.33)

then term \( n \cdot \tau \cdot \alpha \) can exactly cancels with the term

\[ \frac{i k r_j}{4\pi} \frac{\partial^2}{\partial t_j \partial t_i} \hat{G}_0. \] (5.34)

The remaining terms are just constants. \( S \) usually comes from the reduction of the cubic terms in quantum Riemann theta functions.

With the above discussion, we sketch a possible proof for the equivalence at \( \hbar = 2\pi/k \) for a general toric Calabi-Yau. Suppose we have known a \( r \) field for a toric Calabi-Yau \( X \), we first check if there exists an \( \alpha \), \( (2\alpha \in \mathbb{Z}^g) \) such that the criterion (5.33) is satisfied. Then we need to check if the cubic terms in quantum Riemann theta function (5.26) can reduce to quadratic or linear terms. Third, we should use the equation (5.32) to identify the \( \beta \). If \( 2\beta \in \mathbb{Z}^g \), and condition (5.31) is satisfied, then we rigorously proved for this \( r \) field, the identity (5.14) holds. This may look quite cumbersome, but in the next section, following this approach we will prove
that for resolved $\mathbb{C}^3/\mathbb{Z}_5$ orbifold, identity (5.14) indeed holds for $r = (1, -2)$ at $\hbar = 2\pi/k$.

The proof here does not need the knowledge of refined BPS invariants. We call these cases $(X, r)$ as trivial cases. One should be warned that the $r$ fields satisfying the criterion $r = 2C \cdot \alpha$ are in fact not common. And the trivial cases are even rare. Normally, at $\hbar = 2\pi/k$, even though the quantum Riemann theta function becomes a genuine Riemann theta function and only genus zero BPS invariants are relevant, the identity (5.14) is still nontrivial, and one can obtain some constraints on the genus-zero BPS invariants of the Calabi-Yau.

Let us say a few more things on the cubic $n$ terms in (5.26). We conjecture these terms can always reduce to some quadratic or linear terms. But so far we do not have a proof on this. For local toric Calabi-Yau threefolds, the coefficients $a_{ijk}C_iC_mC_{pk}$ can be interpreted as intersection numbers for appropriate divisors, therefore are integers by geometric meaning.\(^\text{10}\)

This is a necessary condition for the cubic terms reducing to quadratic or linear terms. Then for all known examples, we can always use the fact that for an integer $n$,

$$n^3 \equiv n \pmod{6}, \quad (5.35)$$

and

$$n^2 \equiv n \pmod{2}, \quad (5.36)$$

to reduce the cubic terms like $n^3$ to $n_i$ and $n^2$ to $n_i n_j$. However, in general, there may be cubic terms like $n_i n_j n_k$ with $i \neq j \neq k$ for mirror curves with high genus and a large number of mass parameters. There seems no simple way to reduce such terms to quadratic or linear terms. We conjecture that by appropriately choosing basis for the moduli space, such terms will not appear and thus (5.26) can still be equivalent to a genuine Riemann theta function. Indeed, we find this is true for all $SU(N)$ geometries with $m = 0$. See our proof in Section 6.3.

5.3 Remarks on the Equivalence

In this section, we give some further clarification to make the equivalence (5.15) precise. From the definitions of generalization spectral determinant and quantum Riemann theta function in Section 4.1, it is obvious that they have a manifest symmetry $t \to t + 2\pi i n \cdot C$. However, this symmetry is missing in the NS quantization scheme. One consequence of this difference is that the theta divisors are bi-periodic while the NS spectra are only singly periodic. Let us look at a simple example which is local $\mathbb{P}^2$ at $\hbar = 2\pi$.\(^\text{11}\) In this case, the quantum theta function has been calculated in [36],

$$\Theta_{\mathbb{P}^2}(\mu, 2\pi) = \vartheta_3 \left( v, \frac{9\tau}{4} \right), \quad (5.37)$$

with

$$\tau = \frac{2i}{\pi} \partial_t^2 \hat{F}_0(t), \quad (5.38)$$

$$\xi = \frac{3}{4\pi^2} \left( t \partial_t^2 \hat{F}_0(t) - \partial_t \hat{F}_0(t) \right), \quad (5.39)$$

and

$$v = \xi - \frac{3}{8}, \quad (5.40)$$

\(^\text{10}\)Note however $a_{ijk}$ themselves are normally not integers, see for example [58].

\(^\text{11}\)We thank the referee for pointing out this example.
Since this is a standard Jacobi theta function, the zeros can be written as
\[ \xi - \frac{3}{8} = n + \frac{1}{2} + \left( m + \frac{1}{2} \right) \frac{9\tau}{4}, \quad n, m \in \mathbb{Z}. \] (5.41)

On the other hand, the NS quantization condition in this case can be read from our previous calculation (5.23), which is
\[ \xi - \frac{3}{8} = n + \frac{1}{2} + \frac{9\tau}{8}. \] (5.42)

Apparently, the former equation has more solutions than the latter one. To conciliate this seeming disagreement, we need to consider the meaning of symmetry \( t \to t + 2\pi n \cdot C \) in the NS quantization approach. The mirror curve remains the same under this translation, since the complex moduli only have a phase change of multiple \( 2\pi i \). For example, for local \( \mathbb{P}^2, r = 3 \). Then under the translation \( t \to t + 6\pi i \), we have \( z \to ze^{-6\pi i} \) and \( E \to E + 2\pi i \). Obviously, the mirror curve
\[ e^x + e^p + e^{-x-p} + z^{-1/3} = 0 \] (5.43)
or quantum mechanics
\[ e^x + e^p + e^{-x-p} = e^E \] (5.44)
remains the same. Therefore, it is natural to expect this symmetry should be kept in some way in the NS quantization scheme. In fact, we find that combining with this symmetry, the missing \( \tau \) periodicity will emerge in the NS quantization conditions and Equation (5.42) will become exactly the same with Equation (5.41). To see this, let
\[ t' = t + 6\pi im, \quad m \in \mathbb{Z}. \] (5.45)

Using the formulas in Equation (5.38) and (5.39), we have
\[ \tau(t') = \tau(t) - 4m, \quad m \in \mathbb{Z}, \] (5.46)
and
\[ \xi(t') = \xi(t) + \frac{9}{4}m\tau(t') + \frac{9m^2}{2}. \] (5.47)

Suppose \( t \) satisfy the NS quantization condition (5.42),
\[ \xi(t) - \frac{3}{8} = n + \frac{1}{2} + \frac{9\tau(t)}{8}, \] (5.48)
then
\[ \xi(t') - \frac{3}{8} = n + \frac{1}{2} + \left( m + \frac{1}{2} \right) \frac{9\tau(t')}{4} + \frac{9m(m+1)}{2}. \] (5.49)

Since \( m, n \) run over all integers, \( 9m(m+1)/2 \) are integers and can be absorbed into \( n \). Now we can see the NS quantization condition with symmetry \( t \to t + 6\pi i \) becomes exactly the same with the zeros of Jacobi theta function (5.41).

For arbitrary local toric Calabi-Yau and generic Planck constant, we expect the similar phenomenon. The hidden symmetry \( t \to t + 2\pi n \cdot C \) in the NS quantization conditions is also a request to keep the identity (5.13) invariant under integral shift of \( n \). Therefore, to make the equivalence (5.15) precise, one can either reduce the symmetry in the GHM side or enlarge the symmetry in the NS side. Practically, since the physical quantity – energy should be real,
we usually reduce some symmetry in the quantum Riemann theta function, which is just the \( \tau \) periodicity when it becomes a genuine Riemann theta function. In other word, the symmetry \( E \to E + 2\pi i \) is gauged.

Let us make a further remark on the Equation (5.42). Note there is a half period of \( \tau \) on the right side. It is easy to make it disappear and restore the original form of Bohr-Sommerfeld quantization condition by using the variable \( \hat{t} \) or equivalently the notation \( E_{\text{eff}} \) in [36]. In this case,

\[
\hat{t} = t + 3\pi i,
\]

and

\[
\hat{t} = 3E_{\text{eff}}.
\]

Then from Equation (5.42) we have

\[
\frac{1}{2}\hat{t}^2 - \pi^2 - 3\partial \hat{F}_0^{\text{inst}}(\hat{t}) + 3\hat{t}\partial^2 \hat{F}_0^{\text{inst}}(\hat{t}) = 4\pi^2 \left(n + \frac{1}{2}\right), \quad n = 0, 1, 2, \cdots
\]

and

\[
\frac{9}{2}E_{\text{eff}}^2 - \pi^2 - 3\partial \hat{F}_0^{\text{inst}}(\hat{t}) + 9E_{\text{eff}}\partial^2 \hat{F}_0^{\text{inst}}(\hat{t}) = 4\pi^2 \left(n + \frac{1}{2}\right), \quad n = 0, 1, 2, \cdots
\]

The latter is just the quantization condition given in [36].

One may also be concerned whether the exact NS quantization conditions such as Equation (5.53) have non-real solutions for energy. Although we don’t have a rigorous proof for general cases yet, we expect the NS quantization conditions should have only real energy solutions. For local \( \mathbb{P}^2 \) at \( \hbar = 2\pi \), there are strong evidences to support this. Let us assume the quantization condition (5.42) has non-real solutions, then these solutions also belong to the solutions of theta function (5.41), therefore are the roots of spectral determinant

\[
\Xi(\mu, 2\pi) = e^{J(\mu, 2\pi)}\Theta(\mu, 2\pi).
\]

On the other hand, the GHM conjecture says this expression exactly equals the spectral determinant of local \( \mathbb{P}^2 \) quantum mechanics

\[
\Xi(\mu, 2\pi) = \prod_{n=0}^{\infty} \left(1 + e^{\mu-E_n}\right).
\]

Since we have a Hermitian Hamiltonian, the energy eigenvalues \( E_n \) must be real. Therefore, if quantization condition (5.42) has more solutions other than the real spectrum \( E_n \), then the GHM conjecture and the equality would fail. However, there already are plenty of independent checks and partial proofs to show that the equality should indeed holds, such as in the orbifold expansion and conifold expansion, see [48] for example. Thus the correctness of the GHM conjecture would guarantee the NS quantization condition (5.42) only has real solutions.\(^{12}\) This argument is easy to extend to \( \hbar = 2\pi/k, \ k = 1, 2, 3, \cdots \)

\(^{12}\)We thank Marcos Marino for this argument.
6 Examples

In this section, we elaborate our theory with some examples. For local del Pezzo surfaces, the equivalence between the two quantization scheme has been clarified in [29] with local $\mathbb{P}^2$, $F_0$, $F_1$ and $F_2$. The method there are not very useful for the higher genus cases. Here we will look at the equivalence in a more unified perspective. For the higher genus cases, the most simple example is resolved $\mathbb{C}^3/\mathbb{Z}_5$ orbifold, which has mirror curve of genus two and can be reduced from the $SU(3)$ CY with Chern-Simons number $m = 2$. We will have a detailed study on this model in subsection two. This model is quite typical in that for one among the three $r$ fields, the equivalence can be rigorously proved at $\hbar = 2\pi/k$, which means no specific data of invariants are needed, while the other two $r$ fields are conjugate and result in nontrivial constraints among the refined BPS invariants even at $\hbar = 2\pi/k$. After this, we study the $SU(N)$ geometries in general and propose an effective method to generate all non-equivalent $r$ fields for these models. Then we will have a detailed study on the equivalence for $SU(3)$ geometries with $m = 0, 1, 2$ and $SU(4), SU(5)$ geometries with $m = 0$.

6.1 Local Del Pezzo Surfaces

Toric almost del Pezzo surfaces are given by reflexive polyhedra in two dimensions [96], see all sixteen reflexive polyhedra in Figure 1. The first four surfaces are just $\mathbb{P}^2$, $F_0$, $F_1$ and $F_2$. The fifth and sixth are blown-up surfaces $\mathcal{B}_2(\mathbb{P}^2)$ and $\mathcal{B}_1(F_2)$. The anti-canonical class is only semi-positive if there is a point on one edge of the toric diagram, otherwise positive and ample. In particular the polyhedra 1,2,3,5,6 correspond to toric del Pezzo surfaces. See [67][97] for more details of the quantum geometry of local del Pezzo surfaces. Note also polyhedra 2,3,4 can engineer to $SU(2) N = 2$ gauge theories with Chern-Simons number $m = 0, 1, 2$.

![Figure 1](image_url)

**Figure 1:** These are the 16 reflexive polyhedra $\Delta$ in two dimensions. Polyhedron $k$ is dual to polyhedron $17 - k$ for $k = 1, \ldots, 6$. The polyhedra $7, \ldots, 10$ are self-dual.

The genus of the mirror curve of a local toric Calabi-Yau is just the number of inferior integral points of its toric diagram. Therefore, it is clear that all local almost del Pezzo surfaces has mirror curve of genus one. This makes the question easier in many occasions, especially in GHM quantization scheme. Note in genus one cases, the numbers of quantization conditions are the same between NS quantization and the original version of GHM conjecture. This make is
possible to directly compare two quantization scheme.

Now we review the method in [29] to check to the equivalence between quantization schemes. The key is to written down a non-perturbative volume from GHM conjecture and compare it with the non-perturbative volume from exact NS quantization conditions. Note for genus higher than one, it is not clear how to written down the non-perturbative volumes from GHM conjecture, therefore this method is only valid in genus one. we focus on the local $\mathbb{P}^2$ here. For more details and the local $\mathbb{F}_0$, $\mathbb{F}_1$ and $\mathbb{F}_2$, see [29].

The quantum mirror curve of local $\mathbb{P}^2$ is described as the quantum mechanics with the following Hamiltonian,

$$\exp (\hat{H}) = \exp (\hat{x}) + \exp (\hat{p}) + \exp (-\hat{x} - \hat{p}),$$

(6.1)

where the $\hat{x}, \hat{p}$ operators satisfy the canonical commutation relation $[\hat{x}, \hat{p}] = i\hbar$. In Nekrasov-Shatashvili quantization scheme, the discrete energy spectrum satisfies the following exact quantization condition,

$$\text{vol}_p(E, \hbar) + \text{vol}_{np}(E, \hbar) = 2\pi \hbar (n + \frac{1}{2}),$$

(6.2)

where $n = 0, 1, 2, \cdots$ is the discrete energy level, and the formulas for perturbative and non-perturbative parts $\text{vol}_p(E, \hbar)$ and $\text{vol}_{np}(E, \hbar)$ are

$$\text{vol}_p(E, \hbar) = \frac{t^2 - \pi^2}{2} - \frac{\hbar^2}{8} + \hbar f_{NS}(t, \hbar),$$

$$\text{vol}_{np}(E, \hbar) = \hbar f_{NS}(\frac{2\pi t}{\hbar}, \frac{4\pi^2}{\hbar}).$$

(6.3)

Here the quantum A-period $t$ is $t(E, \hbar) \sim -rE$ for large $E$ and can be expressed as a power series of $e^{-rE}$. For the local $\mathbb{P}^2$ model we have $r = 3$, and the first few terms are

$$t(E, \hbar) = -3E + 3\left(\frac{q + 1}{q}\right) e^{-3E} + 3\left(\frac{q^2 + 1}{q^2} + \frac{7}{2} \left(\frac{q + 1}{q}\right) + 6\right) e^{-6E} + \mathcal{O}(e^{-9E}),$$

(6.4)

in which $q = e^{i\hbar}$. The function $f_{NS}(t, \hbar)$ denotes the derivative of world-sheet instanton part of the topological string amplitude in the Nekrasov-Shatashvili limit with respect to the quantum A-period $t$, and can be expressed in terms of the refined Gopakumar-Vafa $n^d_{L,R}$ as

$$f_{NS}(t, \hbar) = -\frac{r}{2} \sum_{L,R} \sum_{w,d=1}^{\infty} (-1)^{2jl+2jR+rwd} n^d_{L,R} e^{wdt} \cdot \frac{d}{w} \cdot \frac{\sin \frac{wh(2jR+1)}{2} \sin \frac{wh(2jL+1)}{2}}{\sin^3 \left(\frac{\pi h}{2}\right)}. $$

(6.5)

To compare the above quantization condition with GHM quantization from the quantum Rie-
mann theta function, we follow [36] and define some functions as

\[ f := \frac{n^d}{4^w} (-1)^{2j_L + 2j_R + rwd} Q^{wd} \cdot \frac{(2j_R + 1) \sin[4xw(2j_L + 1)]}{\sin^2(2xw) \sin(4xw)}, \]

\[ f_c(n) := \sum_{j_L, j_R} \sum_{w, d=1}^\infty [\cos(2r(2n + 1)xwd) - \cos(2rxwd)] \cdot f, \]

\[ f_s(n) := \sum_{j_L, j_R} \sum_{w, d=1}^\infty [\sin(2r(2n + 1)xwd) - (2n + 1) \sin(2rxwd)] \cdot f, \]

(6.6)

where we denote \( x = \pi^2/h \) and \( Q = \exp(2\pi t/h) \). Besides the same perturbative volume, it was shown in [36] that the GHM quantization condition gives the following non-perturbative phase volume

\[ \text{vol}^{\text{GHM}}_{\text{np}}(E, \hbar) = -2\hbar \sum_{j_L, j_R} \sum_{w, d=1}^\infty f \cdot \sin(2rxwd) + \lambda, \]

(6.7)

where \( \lambda := \sum_{k=1}^\infty c_k(x)Q^k \) is the correction term and is determined by the following equation

\[ \sum_{n=0}^\infty \sin \left[ 3n(n + 1)(2n + 1)x + f_s(n) + (n + \frac{1}{2})\lambda \right] \cdot Q^{\frac{3n(n+1)}{2}} (-1)^n e^{I(n)} = 0. \]

(6.8)

The correction terms can be solved perturbatively by expansion of the equation in powers of \( Q \). Using the data of refined Gopakumar-Vafa invariants, we can easily check that the formula for non-perturbative phase volume \( \text{vol}^{\text{np}}(E, \hbar) \) in (6.3) is equal to the GHM formula (6.7) for the first few order coefficients. We can check the equality in the convenient variables \( x \) and \( Q \) here, and shall not need the formula for quantum A-period (6.4). The checks are performed successfully up to order \( Q^7 \) in [29]. We can also show the equality \( \text{vol}^{\text{np}} = \text{vol}^{\text{GHM}}_{\text{np}} \) for the special cases when \( \hbar = 2\pi/k \). For these special cases, one can check \( f_s(n) = 0 \), so the correction term \( \lambda \) vanishes.

It should be emphasized that the check on \( \text{vol}^{\text{np}} = \text{vol}^{\text{GHM}}_{\text{np}} \) here is in fact the same check on the identity (1.5) specializing to local \( \mathbb{P}^2 \) with only one non-equivalent \( r \) field as 3. In fact, it is easy to see all equivalent \( r \) fields for local \( \mathbb{P}^2 \) are \( 6k - 3, k \in \mathbb{Z} \). However, to check the identity (1.5) is more convenient and more general, while the method here is difficult to apply to the higher-genus cases. The main reason is that the concept of phase volumes are obscure in the GHM quantization scheme for the mirror curve of higher genus. Moreover, the correction term \( \lambda \) in (6.7) can be generalized to the higher-genus cases, which will be crucial for us to check whether there are extra solutions besides the NS spectra for all quantum Riemann theta functions. We will see this in the following subsections.

Now let us look at all del Pezzo cases in an unified way. For an arbitrary local del Pezzo surface, there is one true modulus \( \tilde{u} \) and possibly several mass parameters \( \xi_i \). In section 3.6, we have proposed a method to determine the \( B \) field. Our statement on the equivalence for all genus-one cases is as follows: For an arbitrary local del Pezzo surface, there exist one and only one non-equivalent \( r \) field such that the identity (1.5) holds. The unique \( r \) field is determined by the following conditions:

The true modulus \( \tilde{u} \) becomes its opposite, while the phases of mass parameters keep zero.
First, we need to show why the \( r \) field determined in this way is a \( B \) field, after all, the \( B \) field is defined in a rather different way in Section 3.6. Let us look at the mirror curve of an arbitrary local del Pezzo surface, suppose the origin in the fan is corresponding to \( x_0 \), then we have

\[
H(e^x, e^p) = \sum_{i=1}^{k+3} x_i \exp \left( \nu_1^{(i)} x + \nu_2^{(i)} p \right) + x_0 = 0,
\]

where \( k \) is the number of the mass parameters. For all but the eighth and thirteenth polyhedra in Fig 1, there are terms \( e^x \) and \( e^p \) in the mirror curve. To absorb the \( x_0 \) into the other terms, one can introduce the shifts \( x \rightarrow x - \log x_0 \) and \( p \rightarrow p - \log x_0 \) to fix the relative sign between \( e^x \) and \( e^p \) and 1. Suppose the terms \( e^x \) and \( e^p \) correspond to \( x_1 \) and \( x_2 \), then the mirror curve becomes

\[
H(e^x, e^p) = 1 + e^x + e^p + \sum_{i=3}^{k+3} x_i x_0^{\nu_1^{(i)} + \nu_2^{(i)} - 1} \exp \left( \nu_1^{(i)} x + \nu_2^{(i)} p \right) = 0.
\]

(6.10)

Remember our procedure to obtain the \( B \) field in Section 3.6, after promoting the above curve to operator equation and change \( \bar{h} \) from zero to \( 2\pi \), one need to add a factor of

\[
(-1)^{\nu_1^{(i)} \nu_2^{(i)}}
\]

(6.11)

to each term in the mirror curve. On the other hand, to obtain the \( r \) field, we change the sign of \( x_0 \) and keep the others the same. Then we add a factor of

\[
(-1)^{\nu_1^{(i)} + \nu_2^{(i)} - 1}
\]

(6.12)

to each term. Since in the fan of arbitrary del Pezzo surface, all vectors but the origin have at least one coordinate as \( \pm 1 \), then obviously

\[
(-1)^{\nu_1^{(i)} \nu_2^{(i)}} = (-1)^{\nu_1^{(i)} + \nu_2^{(i)} - 1}.
\]

(6.13)

This concludes that our rule here to determine the \( r \) field is consistent with our general definition of the \( B \) field.

For the remaining eighth and thirteenth fans which do not contain both vector \((1, 0)\) and \((0, 1)\), one can choose to fix the coefficients of terms \( e^{-x} \) and \( e^{-p} \) in the mirror curve and introduce the shifts \( x \rightarrow x + \log x_0 \) and \( p \rightarrow p + \log x_0 \) to absorb the \( x_0 \). The consistent check follows almost the same procedure.

Now let us amplify the above rule for local \( F_0 \). All toric data and vector choice follows [46]. The Mori cone is depicted in Fig. 2

![Figure 2: Polyhedron 2 depicting the toric geometry \( F_0 \)](image)
From the toric data we find the Batyrev coordinates,

$$z_1 = \frac{m}{\tilde{u}^2}, \quad z_2 = \frac{1}{\tilde{u}^2}.$$  \hfill (6.15)

After setting $u = \frac{1}{\tilde{u}}$ the mirror curve is given by

$$-1 + e^x + e^p + mu e^{-x} + u e^{-p} = 0.$$  \hfill (6.16)

Since there is no mixed term with both $x$ and $p$, obviously from the method in section 3.6, the $B$ field of local $F_0$ should be $(0, 0)$. From the above rule one, the phase of $\tilde{u}$ should minus $\pi i$, while the phase of $m$ keep unchanged. Therefore, the phases of both $z_1$ and $z_2$ should add $2\pi i$, which means the $r$ field should be $(2, 2)$. In the notation of [29], this is in fact just

$$r = rc,$$  \hfill (6.17)

where $r = 2, c = (1, 1)$. This formula is also true for local $F_1$ and $F_2$ listed there. Besides, it is easy to see that all $r$ fields equivalent with $(2, 2)$, which can be obtained by the $2\pi i$ shift of $\tilde{u}$, are generated by $(2, 2) + k(4, 4), k \in \mathbb{Z}$. The procedure here should be able to apply to all del Pezzo surfaces.

### 6.2 Resolved $\mathbb{C}^3/\mathbb{Z}_5$ Orbifold

The resolved $\mathbb{C}^3/\mathbb{Z}_5$ orbifold is the simplest local toric Calabi-Yau with genus-two mirror curve. It has two true complex moduli and no mass parameter. This model has been extensively studied in [58][49][31]. In this subsection, we amplify our theory with this example, determine all the $r$ fields and check the identities (5.14). We find for resolved $\mathbb{C}^3/\mathbb{Z}_5$, there are three non-equivalent $r$ fields. For the $r$ field $(-1, 2)$, which is a trivial case, we give a rigorous proof on the identity at $h = 2\pi/k$. For the other two $r$ fields which are conjugate, we show the identities give nontrivial constraints among the refined BPS invariants. We also study whether two of the three non-equivalent $r$ fields can already determine the full NS spectra.

Resolved $\mathbb{C}^3/\mathbb{Z}_5$ can be obtained by taking the limit $x_5 = 0$ in the $SU(3)$ geometry with $m = 2$. The toric data of this model is listed in (6.18)$^{13}$. The fan diagram is illustrated in Figure

\hfill (6.18)

---

$^{13}$One should not mix the charges $Q_i$ here and exponential of Kähler parameter $Q_i = e^{-t_i}$. 

---
3. From the toric data, we can see there are two Batyrev coordinates,
\[ z_1 = \frac{x_1 x_3 x_4}{x_0^3}, \quad z_2 = \frac{x_0 x_2}{x_1^2}. \] (6.19)

The true moduli of this model are \( x_0, x_1 \) and the \( C \) matrix is
\[ C = \begin{pmatrix} -3 & 1 \\ 1 & -2 \end{pmatrix}. \] (6.20)

The genus zero free energy of this geometry is\(^{14}\)
\[ F_0 = \frac{1}{15} t_1^3 + \frac{1}{10} t_1^2 t_2 + \frac{3}{10} t_1 t_2^2 + \frac{3}{10} t_2^3 + 3Q_1 - 2Q_2 - \frac{45}{8} Q_1^2 + 4Q_1 Q_2 - \frac{Q_2^2}{4} + \mathcal{O}(Q_i^3). \] (6.21)

The genus one free energy in NS limit is
\[ F_1^{NS} = -\frac{1}{12} t_1 - \frac{1}{8} t_2 - \frac{7Q_1}{8} + \frac{Q_2}{6} + \frac{129Q_1^2}{16} - \frac{5Q_1 Q_2}{6} + \frac{Q_2^2}{12} + \mathcal{O}(Q_i^3), \] (6.22)
and the genus one unrefined free energy is
\[ F_1^{GV} = \frac{2}{15} t_1 + \frac{3}{20} t_2 + \frac{Q_1}{4} - \frac{Q_2}{6} - \frac{3Q_1^2}{8} + \frac{Q_1 Q_2}{3} - \frac{Q_2^2}{12} + \mathcal{O}(Q_i^3). \] (6.23)

To check the identities (5.14), we need to find the correct \( r \) fields. The most direct method is that we could set some special value of \( t_i, h \) in (5.14), and scan all the integral vectors \( r (= B \mod 2) \) in a region to see if the identity (5.14) holds. For the current case, we scan from \(-5\) to \(5\), and the following \( r \) fields make the identity (5.14) holds,
\[ (-5, -4), (-5, 0), (-5, 4), (-3, -4), (-3, 0), (-3, 2), (-1, -4), (-1, -2), \]
\[ (-1, 2), (1, -2), (1, 2), (1, 4), (3, -2), (3, 0), (3, 4), (5, -4), (5, 0), (5, 4). \] (6.24)

Many of the above \( r \) fields may result in the same spectral determinant, which are defined to be

---

\(^{14}\)In this and the following subsections, we use the notation \( Q_i = e^{t_i} \) for our convenience.
equivalent. In fact, all equivalent \( r \) fields are generated by the shift,
\[
r \rightarrow r + 2n \cdot C, \quad n \in \mathbb{Z}^3.
\]
(6.25)
Under this symmetry, we obtain three classes of non-equivalent \( r \) fields. \( r = (-3, 2) \) is equivalent to
\[
(-5, -4), (-3, 2), (-1, -2), (1, 4), (3, 0), (5, -4), \ldots.
\]
\( r = (-3, 0) \) is equivalent to
\[
(-5, 4), (-3, 0), (-1, -4), (1, 2), (3, -2), (5, 4), \ldots.
\]
\( r = (1, 2) \) is equivalent to
\[
(-5, 0), (-3, -4), (-1, 2), (1, -2), (3, 4), (5, 0), \ldots.
\]
The list (6.24) are exactly the union of these three classes of \( r \) fields. Our conjecture for the equivalence between GHM quantization scheme and NS quantization scheme states, choosing arbitrarily one \( r \) field from each of the above three classes, suppose they are denoted as \( r_1, r_2, r_3 \), then the intersection points of the theta divisors of all three quantum Riemann theta function
\[
\Theta(t + i \pi r^a), \quad a = 1, 2, 3
\]
coincide with the spectra determined by the exact NS quantization conditions. This in guaranteed by the identities (5.14).

Note the first two classes are complex conjugated, while the third class is self-conjugated. In fact, the third \( r \) field \( (1, -2) \) is very special in that it can be expressed as
\[
r_i = 2\alpha_j C_{ij},
\]
(6.26)
where
\[
\alpha = \left(0, \frac{1}{2}\right).
\]
(6.27)
This fact is crucial for us to prove the identity (5.14) for \( r = (1, -2) \) at \( \hbar = 2\pi/k \).

To verify our conjecture, it is easy to expand the (5.14) as a series of \( e^{it} \), and then check it order by order. For all three nonequivalent \( r \) fields, we have check the three identities up to degree \( 2d_1 + d_2 < 14 \). So we conclude that all the solution solved from the exact NS quantization conditions lie on the divisor of each of the three nonequivalent spectral determinants.

Now we follow the approach in Section 5.2 to prove for \( r = (1, -2) \), the identity (5.14) holds at \( \hbar = 2\pi/k \). The cubic terms in (5.26) for resolved \( \mathbb{C}^3/\mathbb{Z}_5 \) is
\[
-2k\pi i \left(\frac{3n_1^3}{2} - \frac{3n_1^2n_2}{2} + \frac{n_1n_2^2}{2} + \frac{4n_2^3}{3}\right).
\]
(6.28)
Using the fact that for an integer \( n \),
\[
n^3 \equiv n \pmod{6},
\]
(6.29)
and
\[
n^2 \equiv n \pmod{2},
\]
(6.30)
we can reduce the above cubic terms as linear and quadratic terms,

\[-2k\pi i \left( \frac{3n_1}{2} - n_1 n_2 + \frac{4n_2}{3} \right).\]

After carefully checking every term, we find that the quantum Riemann theta function at \( \bar{\hbar} = \frac{2\pi}{k} \) \((5.26)\) for resolved \( \mathbb{C}^3/\mathbb{Z}_5 \) can be written as a Riemann theta function with characteristics,

\[\vartheta \begin{bmatrix} \alpha \\ \beta \end{bmatrix} (0, \tau + S),\]

in which

\[\alpha = \left( 0, \frac{1}{2} \right), \quad \beta = \left( \frac{1}{2} - \frac{3k}{2}, \frac{1}{2} \right),\]

and

\[S = \begin{pmatrix} 0 & k \\ k & 0 \end{pmatrix}.\]

Since

\[4\alpha \cdot \beta = 1,\]

the last criterion \((5.33)\) is satisfied. Therefore, zero lies on the divisor of the quantum Riemann theta function at \( \bar{\hbar} = \frac{2\pi}{k} \) \((5.26)\). This concludes the proof that for \( r = (1, -2) \) the identity \((5.14)\) holds at \( \bar{\hbar} = \frac{2\pi}{k} \).

The equivalence between the two quantization schemes and the identities \((5.14)\) are highly nontrivial. In the following we explicitly show how the identities \((5.14)\) result in constraints among refined BPS invariants. To see this, let us suppose we know the degrees \( d \) and spin contents \((j_L, j_R)\) of all non-zero BPS invariants but do not know the BPS numbers \( N_{d,j_L,j_R} \), the identities will require a series of constraints on the BPS numbers, or even fix some of the invariants at the first few orders.

Now suppose we do not know the exact nonzero BPS numbers, and try to expand \((5.14)\) with respect to \( e^{2\pi/\bar{\hbar}t} \). Then for \( r = (1, -2) \), we have

\[0 = e^{-\frac{2\pi^2}{k}} \left( -1 + e^{\frac{2\pi^2}{k}} \right) e^{2\pi/\bar{\hbar}t_1} (N_{0,1}^{(0,1)} + 1) + \cdots.\]

Thus we have \( N_{0,1}^{(0,1)} = -1 \). Continue to expand to higher orders, we obtain\(^{15}\)

\[N_{0,\frac{1}{2}}^{(0,2)} = 1; N_{0,\frac{1}{2}}^{(0,3)} = -1; N_{\frac{1}{2},\frac{1}{2}}^{(0,3)} = -1; N_{0,1}^{(1,1)} = -1; N_{0,1}^{(1,1)} = -1; N_{0,\frac{1}{2}}^{(1,0)} = 0 \text{ or } 1, \cdots.\]

For \( r = (1, 2) \) and \( r = (-1, -2) \), since they are complex conjugate, they have the same constraints on the refined BPS invariants. For the first few order we have expanded, the two

\(^{15}\)For convenience, we absorb the \((-1)^{j_L + j_R} \) term into \( N_{d,j_L,j_R}^{d} \).
identities result in different constraints on the invariants from the \( r = (1, -2) \) case.

\[
\begin{align*}
N^{(1,0)}_{0,2} &= 1; N^{(1,1)}_{0,2} = -1; N^{(0,3)}_{\frac{1}{2}, \frac{1}{2}} = -1; N^{(0,3)}_{0,3} = -1; N^{(2,1)}_{0,\frac{1}{2}} = -1; N^{(1,2)}_{0,\frac{1}{2}} = \frac{4}{15} (N^{(0,1)}_{0,1})^2 - \frac{2}{5} N^{(0,1)}_{0,1} + \frac{1}{3}; \\
N^{(1,2)}_{0,\frac{1}{2}} &= \frac{1}{10} (N^{(0,1)}_{0,1})^2 - \frac{9}{10} N^{(0,1)}_{0,1}; N^{(0,1)}_{0,1} = 0 \text{ or } -1; \cdots.
\end{align*}
\]

Note if we requires \( N^d_{L,R} \) to be integer, then we can fix \( N^{(0,1)}_{0,1} = -1 \).

From the constraints on the BPS invariants, we can see the that the equivalence between the two quantization schemes are highly nontrivial. As there are infinity number of constraints and infinity number of BPS invariants, it is not clear whether we can solve all the BPS invariants from the identities.

Finally, we want to check whether all three nonequivalent theta divisors have extra intersection points besides the spectra determined by the exact NS quantization conditions, and whether part of the three nonequivalent theta divisors can already determine the full NS spectra and without extra intersections. To study these questions, let us go back to the original picture of GHM quantization, where the divisors of quantum Riemann theta function are hypersurfaces in the moduli space and the discrete spectra of exact NS quantization conditions lie on the divisors. Consider those points on the divisors but do not coincide with the NS spectra, apparently their Kähler parameters \( t \) still satisfy the vanishing of spectral determinant and quantum Riemann theta function, but may result in some corrections to \((n_i + 1/2)2\pi h \) when submitted to the non-perturbative volumes,

\[
\text{Vol}_i = 2\pi h \left(n_i + \frac{1}{2} + \lambda_i \left(e^{\frac{2\pi}{\bar{t}} t}\right)\right), \quad \text{(6.37)}
\]

where

\[
\lambda_i \left(e^{\frac{2\pi}{\bar{t}} t}\right) = c^0_i + \sum_{n=1}^{\infty} \sum_j c^n_{i,j} e^{n \frac{2\pi}{\bar{t}} t_j}, \quad \text{(6.38)}
\]

with unknown complex coefficients \( c^0_i = c^0_i(h), c^n_{i,j} = c^n_{i,j}(h) \). This is in fact the higher dimensional generalization of the \( \lambda \) correction for genus one cases considered in [36][29] and our Section 6.1. Every point on the quantum theta is attached with a set of correction functions \( \{\lambda_i(\exp \frac{2\pi}{\bar{t}} t)\}, i = 1, \cdots, g \) which characterize its deviation from the NS spectra. Substitute equation (6.37) to the exponential of the spectral determinant just like what we did in (5.7) and cancel out the perturbative part, one can regard the vanishing of the resulting expression as the constraint equation for the corrections. Then the corrections \( \lambda_i \) can be solved order by order with respect to \( \exp \frac{2\pi}{\bar{t}} t \) (at least to some constraints). In general, for a theta divisor with one \( r \) field and dimension larger than zero, the coefficients in \( \lambda_i \) can vary smoothly within the constraints while the corresponding points run all through the divisor. If one want to study the intersection loci of two theta divisors with two nonequivalent \( r \) fields, one should solve the constraint equations simultaneously. For some theta divisors with some nonequivalent \( r \) fields, if the simultaneous constraint equations require all corrections \( \lambda_i \) to be zero, then their intersection points coincide with the NS spectra without extra points. Practically, one should solve the simultaneous constraints among the coefficients in \( \lambda_i \) order by order.

For illustration, here we list the coefficients up to order two for resolved \( \mathbb{C}^3/\mathbb{Z}_5 \) orbifold. For \( r = (-1, 2) \) the coefficients for the first few orders are
$c_0^0 \in \mathbb{Z}$,
\[ c_{2,1}^1 = \frac{2}{\pi} \cos[\pi(2\pi/h - c_0^0)] \sin(\pi c_1^0), \]
$c_{1,1}^1 = 0,
$c_{2,2}^2 = 0,$
\[ c_{1,1}^2 = \frac{1}{2\pi} \left[ 4\pi c_{1,1}^1 \cos(\frac{2\pi(\pi - c_0^0 h)}{h}) - 6 \sin(\frac{4\pi^2}{h} - 2\pi c_1^0) - 4 \sin(\frac{8\pi^2}{h} - 2\pi c_1^0) \right. \]
\[ - \sin(\frac{4\pi(\pi - c_1^0 h)}{h}) + 6 \sin(2\pi c_1^0) + 7 \sin(\frac{4\pi^2}{h}) + 4 \sin(\frac{8\pi^2}{h}) \],
\[ c_{1,2}^1 = \frac{1}{\pi} \cos[\pi(2\pi/h - c_0^0)] \sin(\pi c_1^0) \sec(4\pi^2/2h - 2\pi c_1^0), \]
\[ \vdots \]

For $r = (1, 2)$ the coefficients for the first few orders are
\[ c_0^0 \in \mathbb{Z}, \]
\[ c_{2,1}^1 = \frac{2i}{\pi} \cos(2\pi^2/h) \left( 1 - e^{2i\pi c_2^0} \right), \]
$c_{1,1}^1 = 0,$
$c_{2,2}^2 = 0,$
\[ c_{1,2}^1 = \frac{1}{\pi} \sin(\pi c_1^0) e^{-i\pi c_2^0}, \]
\[ c_{1,2}^2 = \frac{1}{2\pi} \left( \sin(2\pi c_1^0) + 2\pi c_{2,2}^1 \right) e^{2i\pi c_2^0}, \]
\[ \vdots \]

For $r = (-1, -2)$, the coefficients for the first few orders are
\[ c_0^0 \in \mathbb{Z}, \]
\[ c_{2,1}^1 = -\frac{2i}{\pi} \cos(2\pi^2/h) \left( 1 - e^{-2i\pi c_2^0} \right), \]
$c_{1,1}^1 = 0,$
$c_{2,2}^2 = 0,$
\[ c_{1,2}^1 = \frac{1}{\pi} \sin(\pi c_1^0) e^{i\pi c_2^0}, \]
\[ c_{1,2}^2 = \frac{1}{2\pi} \left( \sin(2\pi c_1^0) + 2\pi c_{2,2}^1 \right) e^{-2i\pi c_2^0}, \]
\[ \vdots \]
Let all the three $\lambda_i \left(\exp \frac{2\pi i}{N} t\right)$ equal to each other, we find that all the coefficients are requested to vanish to any high orders. We have checked this up to order $d = d_1 + d_2 \leq 6$.

Note that even though all the three theta divisors intersect at the NS spectra, it does not rule out the possibility that only two of the three theta divisors can already determine the full NS spectra. In fact, we can choose two divisors as $r = (-1, 2), (1, 2)$ or $r = (-1, 2), (-1, -2)$. From the above method, we can show that order by order that these pairs of $r$ can already solve all the coefficients to be zero. One may wonder about the pair $r = (1, 2), (-1, -2)$, which are complex conjugated to each other. However, these two $r$ fields do not fix all the coefficients $c_{i,j}^n$. Since the number of equations is infinite, we do not have a proper way to state whether this two $r$ field is enough to fix all the non-perturbative corrections to be zero.

### 6.3 SU(N) Geometries

In this subsection, we consider the general features of toric CY geometries $SU(N)$ with arbitrary Chern-Simons number $m$ and leave the detailed study on $SU(3)$, $SU(4)$ and $SU(5)$ geometries in the following subsections. We give the unified description on charge vectors, fans and mirror curves, and determine the $B$ field from the curve. We also propose a general method to generate all $(N-1)^2$ non-equivalent $r$ fields. Although we do not prove our method of generating $r$ fields, we amass considerable evidence.

$SU(N)$ geometries are also called $X_{N-1}$ geometries. They are of physical interest because they can engineer to $SU(N)$ supersymmetric gauge theories [11]. In mathematics, they can be realized as $A_{N-1}$ fibration over $\mathbb{P}^1$, or resolutions of cone over the Sasaki-Einstein manifold $Y^{p,q}$ [98]. The mirror of $SU(N)$ CY is a Riemann surface with genus $N - 1$. Besides the rank of corresponding gauge group, there is the other parameter $m = 0, \ldots, N - 1$, which labels the Chern-Simons number of the gauge theories from geometric engineering. For example, $SU(N)$ geometries with $m = 0$ are related to periodic Toda system of $N$ particles [30]. $SU(N)$ geometries with $m = N$ can be realized as $\mathbb{C}^3/2N$ orbifold [58][99].

Now we introduce the following set of charge vectors in $\mathbb{C}^{N+3}$ for $SU(N)$ Calabi-Yau with Chern-Simons number $m$,

$$
Q_1 = (0, 0, 1, -2, 1, 0, 0, 0, 0, 0, \cdots, 0, 0, 0, 0, 0, 0, 0, 0)
$$

$$
Q_2 = (0, 0, 0, 1, -2, 1, 0, 0, 0, 0, \cdots, 0, 0, 0, 0, 0, 0, 0, 0)
$$

$$
Q_3 = (0, 0, 0, 0, 1, -2, 1, 0, 0, 0, \cdots, 0, 0, 0, 0, 0, 0, 0, 0)
$$

$$
\vdots
$$

$$
Q_{N-1} = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, \cdots, 0, 0, 0, 1, -2, 1)
$$

$$
Q_N = (1, 1, 0, 0, \cdots, 0, 0, -1, 0, \cdots, 0, -1, 0)
$$

\downarrow

(\text{$(m+4)$th component of $Q_N$ is $-1$})

for $m = N$, $Q_N = (1, 1, 0, 0, \cdots, 0, 0, -2)$. 
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The corresponding fan is
\[ v_0 = (0, -1, 1), \]
\[ v_1 = (m - N + 2, 1, 1), \]
\[ v_{i+2} = (i - N + 1, 0, 1), \quad i = 0, \cdots, N. \] (6.43)

This determines the mirror curve to be
\[ x_0 e^{-p} + x_1 e^{(m-N+2)x+p} + \sum_{i=0}^{N} x_{i+2} e^{(-N+i+1)x} = 0. \] (6.44)

The genus of mirror curve can be read from the number of inner points of fan diagram, which is \( N - 1 \) for \( SU(N) \) geometries. The corresponding Batyrev coordinates for the moduli space are
\[ z_i = \frac{x_{i+1}x_{i+3}}{x_{i+2}^2}, \quad i = 1, \cdots, N - 1, \]
\[ z_N = \frac{x_0x_1}{x_{m+3}x_{N+1}}. \] (6.45)

When we quantize the mirror curve (6.44), it is easy to see that after changing \( \hbar \) from zero to \( 2\pi \), only \( x_1 \) need a phase change of \( 2\pi i(m - N + 2) \) to keep the form of the curve. Combining the Batyrev coordinates relations (6.45), we can immediately write down the \( B \) field,
\[ B = (0, 0, \ldots, 0, N - m). \] (6.46)

Note the value of \( B \) field relies on the choice of bases and is only defined up to a even lattice.

Now we turn to the discussion of \( r \) field. From the very beginning, \( r \) fields are only representatives of \( B \) field, which means
\[ r = B \pmod{2\mathbb{Z}^N}. \] (6.47)

There is no known method to determine the values of all non-equivalent \( r \) fields for an general toric Calabi-Yau threefold. Practically, one can assume the identity (5.14) and obtain \( r \) fields from the first few orders, then perform the check to higher order. This is of course not an ideal method and can only be done one by one Calabi-Yau. However, for \( SU(N) \) CY, we introduce the following rule to generate all \( (N-1)^2 \) non-equivalent \( r \) fields. Although this is not rigorously proved, it successfully produces the right \( r \) fields for all \( SU(N) \) geometries we have studied, including \( SU(3) \) geometries with \( m = 0, 1, 2 \) and \( SU(4), SU(5) \) geometry with \( m = 0 \). Besides, as a large quantity of toric CY can be realized as the reduction of \( SU(N) \) geometries, such as resolved \( \mathbb{C}^3/\mathbb{Z}_5 \) orbifold, this method turns out to be quite useful.

In \( SU(N) \) geometries, the complex parameters \( x_i, \ i = 0, \cdots, N + 2 \), give a redundant parametrization of the moduli space, and some of them can be set to one. Here we always set
\[ x_0 = 1, \]
\[ x_1 = 1. \] (6.48)

\[ \text{Here we focus on the } m < N \text{ cases. The } m = N \text{ cases are slightly different due to the charge choice, but they are essentially the same and can analyzed in a similar way.} \]
Now the $N$ Batyrev coordinates can be written as
\begin{align}
z_i &= \frac{x_{i+1}x_{i+3}}{x_{i+2}}, \quad i = 1, \ldots, N - 1, \\
z_N &= \frac{1}{x_{m+3xN+1}}.
\end{align}
(6.49)

Among these $N$ parameters, there are only $g_\Sigma = N - 1$ true moduli of the geometry, which are $z_i, \ i = 1, \ldots, N - 1$, and in addition a mass parameter $z_N$.

The $r$ fields characterize the phase of Batyrev coordinates $z_i$, which may be translated to the phase of $x_i$. In the cases of $SU(N)$ geometry, it is indeed much clearer to study $r$ fields from the aspect of moduli $x_i$. As we discussed before, $r$ fields are also equivalence classes like $B$ fields, but more obscure. The value of two $r$ fields can be different, but may still produce the same quantum Riemann theta function, and therefore are equivalent by definition. For $SU(N)$ geometries with Chern-Simons number $m$, we have the following claim:

1. All equivalent $r$ fields are generated by the $2\pi i$ phase change of $x_i, i = 3, \ldots, N + 1$;
2. All non-equivalent $r$ fields are generated by $g^2$ pairs of phases of $(x_2, x_{N+2})$, which are determined by the Diamond rule, where $g = N - 1$.

Now we explain the Diamond rule. On the two-dimensional lattice $\mathbb{Z}^2$, draw a square with $(g, 0), (-g, 0), (0, g)$ and $(0, -g)$ as its four vertexes. Then divide this square as $g^2$ squares in the obvious way. Denote the coordinates of the center of each small squares as $(a_i, b_i), i = 1, 2, \ldots, g^2$. Here $(a_i, b_i)$ are the integer pairs such that $|a_i| + |b_i| \leq g - 1$ and $a_i + b_i \equiv g - 1 \text{ (Mod 2)}$. Then we obtain the $g^2$ pairs of the phase of $(x_2, x_{N+2})$ as
\[(a_i, b_i) \pi i, \quad i = 1, 2, \ldots, g^2.
\]
(6.50)

Note the fact
\[a_i + b_i \equiv N \text{ (Mod 2)}, \quad i = 1, \ldots, g^2.
\]
(6.51)

Now we turn to the phases of $x_i, i = 3, \ldots, N + 1$. Albeit the freedom of phase changing $2\pi i$, the relative phases between $x_i, i = 3, \ldots, N + 1$ are fixed. We find that there are only two possible fundamental choices for the phases of $x_i, i = 3, \ldots, N + 1$ which can make the identities (5.14) hold: either
\[(1, 0, 1, 0, 1, 0, \ldots) \pi i
\]
(6.52)
or
\[(0, 1, 0, 1, 0, 1, \ldots) \pi i.
\]
(6.53)

From the relation (6.49), it is easy to see both choices are consistent with the $B$ field (6.46) components $B_i = 0$ for $i = 2, \ldots, N - 2$. We leave the discussion on $B_1, B_{N-1}$ and $B_N$ later. Note there are two other phase choices, $(0, 0, 0, \ldots) \pi i$ and $(1, 1, 1, \ldots) \pi i$, also consistent with these $B$-field components, but they do not result in the correct $r$ fields. For example, the choice $(0, 0, 0, \ldots) \pi i$, which means no sign-changing for the any true modulus, can be ruled out by the fact that Riemann theta function with characteristics $\alpha = \beta = 0$ in general does not have real constant roots. The phase choice $(1, 1, 1, \ldots) \pi i$ can be ruled out by similar arguments.

To determine which is consistent with a specific pair of the phase of $(x_2, x_{N+2})$, one should keep in mind the Mod two equivalence between $r$ field and $B$ field. As the $B$ field for $SU(N)$
CY with arbitrary $m$ are obtained in (6.46), for Batyrev coordinate $z_{N-1}$, we require

$$ r_{N-1} = 0 \text{(Mod 2)}. \quad (6.54) $$

On the other hand, from equation (6.49), we know

$$ r_{N-1} = \theta_N + b_i \text{(Mod 2)}, \quad (6.55) $$

where $\theta_i$ is the phase of $x_i$, $i = 3, \ldots, N+1$. This determines the odd-even property of $x_N$ and therefore which of two fundamental choices is consistent with the phase pair of $(x_2, x_{N+2})$. Since $z_1$ and $z_N$ are related to $x_2$ and $x_{N+2}$, we still need to show the above rules are consistent with the $B$-field components for $z_1$ and $z_N$. The Batyrev relation for $z_1$ is

$$ z_1 = \frac{x_2 x_4}{x_3}. \quad (6.56) $$

Using the fact (6.51) and the property that for either fundamental choice,

$$ \theta_i \equiv \theta_N + (4 - N) \text{(Mod 2)}, \quad i = 3, \ldots, N+1, \quad (6.57) $$

we have

$$ B_1 \equiv a_i + \theta_4 \text{(Mod 2)} $$
$$ \equiv a_i + \theta_N + (4 - N) \text{(Mod 2)} $$
$$ \equiv r_N \text{(Mod 2)} $$
$$ \equiv 0 \text{(Mod 2)} \quad (6.58) $$

This show that for all phase pairs $(a_i, b_i)$ with the corresponding fundamental choice, $B_1$ is consistent with the prerequisite on the $B$ field (6.46). Now let us perform the similar check on $B_N$. Using the Batyrev relation for $z_N$ in (6.49), we have

$$ B_N \equiv \theta_{m+3} + \theta_{N+1} \text{(Mod 2)} $$
$$ \equiv \theta_N + (m + 3 - N) + \theta_N + 1 \text{(Mod 2)} $$
$$ \equiv N - m \text{(Mod 2)}, \quad (6.59) $$

which is exactly the $B_N$ in (6.46). Note this consistent check applies to all pairs $(a_i, b_i)$.

Let us say a few more things about the diamond rule. Apparently, from (6.55) we can see the fundamental choice of any two adjacent small squares should be different. Besides, it is easy to prove that a pair of conjugate $r$ fields are central symmetric with respect to the original point in the square. It should be noted this elegant rule is closely related to the charge and vector choice in (6.42, 6.43). If one constructs a toric Calabi-Yau with a random fan, which is acceptable, there may not be such a clear rule on the nonequivalent $r$ fields. We also emphasize that the diamond itself is only relevant to the fan vectors, or equivalently complex moduli $x_i$, while the value of $B$ field and $r$ fields also rely on the charge choices. Different charge choices may result in different Batyrev relations, and therefore different values of $B$ field and $r$ fields. Another important thing is that once we know all nonequivalent $r$ fields of $SU(N)$ geometries with arbitrary $m$, we can easily written down all nonequivalent $r$ fields for the toric Calabi-Yau which are the reduction of
$SU(N)$ geometries. These already includes a large number of interesting toric Calabi-Yau, such as resolved $\mathbb{C}^3/Z_5$ orbifold.

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{diamond_rule.png}
\caption{Diamond rule for $SU(2)$ geometries}
\end{figure}

In the following subsections, we will amplify the diamond rule in $SU(3)$, $SU(4)$ and $SU(5)$ geometries. But first, let us see why the diamond rule in genus one is consistent with the rule to determine the $r$ field for the del Pezzo surfaces in Section 6.1. For local $F_0$, $F_1$ and $F_2$, which are $SU(2)$ geometries with $m = 0, 1, 2$, the diamond is just a square (Fig 4), and the phase change $(\theta_2 \pi i, \theta_4 \pi i)$ of the two moduli $x_2, x_4$ is characterized by the origin, which means the phases of $(x_2, x_4)$ do not change. The true modulus here is $x_3$. To make the $r$ field consistent with the $B$ field, the fundamental choice of the phase of $x_3$ is $\pi i$, which means the true moduli $x_i$ should become its opposite. Remember we have assumed $x_0, x_1$ are constants in the first place, to summary we have, for $SU(2)$ geometries the true modulus $x_3$ becomes its opposite and other moduli $x_0, x_1, x_2, x_4$ remain the same. This is exactly the rule we has proposed for local del Pezzo in Section 6.1.

Now let us turn to another issue. As we have mentioned in Section 4.2, it is not obvious the quantum Riemann theta function at $\hbar = 2\pi/k$ must be a genuine Riemann theta function, due to the cubic term in (4.35). However, here we can prove for all $SU(N)$ geometries with $m = 0$, the quantum Riemann theta function at $\hbar = 2\pi/k$ is indeed a genuine Riemann theta function. This is owing to the nice structure of the coefficients of cubic terms in partition function and the $C$ matrix of $SU(N)$ geometries. The perturbative part of the NS free energy can be obtained in many approaches, see for example [11][59][46]. Here only the cubic terms concern us, which are

$$h F^{NS}(t, \hbar) = \frac{1}{6} \sum_{1 \leq l < n \leq N-1} (t_l + \cdots + t_n)^3 + \frac{t_N}{2N} \sum_{1 \leq l < n \leq N-1} (t_l + \cdots + t_n)^2 + \cdots$$

And the $C$ matrix is

$$C = \begin{pmatrix}
-2 & 1 & 0 \\
1 & -2 & 1 \\
1 & -2 & 0 \\
& & \ddots \\
-2 & 1 & 0 \\
1 & -2 & 0
\end{pmatrix}_{(N-1) \times N}$$

(6.61)
The relevant cubic term in (4.35) is
\[ \frac{2\pi^2 i}{3\hbar} a_{ijk} C_{il} C_{jm} C_{kp} n_l n_m n_p. \]  
(6.62)

At \( \hbar = 2\pi/k \), this becomes
\[ \frac{\pi i k}{3} a_{ijk} C_{il} C_{jm} C_{kp} n_l n_m n_p. \]  
(6.63)

We need to prove this cubic term is effectively only quadratic. The \( a_{ijk} \) coming from the second term in (6.60) only produces quadratic terms of \( n \), therefore we just need to deal with the \( a_{ijk} \) coming from the first term in (6.60). Noticing the structure of \( a_{ijk} \) and \( C \) matrix in (6.61), we introduce the following variables,
\[ b_0 = -n_1, \]
\[ b_i = n_i - n_{i+1}, \quad i = 1, \ldots, N - 1, \]
\[ b_N = n_N. \]  
(6.64)

Then for the \( a_{ijk} \) coming from the first term in (6.60), we have
\[ a_{ijk} C_{il} C_{jm} C_{kp} n_l n_m n_p = \sum_{i=0}^{N-2} \sum_{j=i+2}^{N} (b_i - b_j)^3. \]  
(6.65)

Since \( b_i \) and \( k \) are integers, and
\[ n^3 \equiv n \pmod{6}, \]  
(6.66)

then
\[ \frac{\pi i k}{3} a_{ijk} C_{il} C_{jm} C_{kp} n_l n_m n_p \]
\[ = \frac{\pi i k}{3} \sum_{i=0}^{N-2} \sum_{j=i+2}^{N} (b_i - b_j)^3 \]
\[ \equiv \frac{\pi i k}{3} \sum_{i=0}^{N-2} \sum_{j=i+2}^{N} (b_i - b_j), \quad \text{(Mod } 2\pi i). \]  
(6.67)

Since in theta function, the terms on the exponent are only defined up to \( 2\pi i \). Therefore, these cubic term are effectively linear terms. This concludes the proof that for all \( SU(N) \) geometries with \( m = 0 \), the quantum Riemann theta function at \( \hbar = 2\pi/k \) is indeed a genuine Riemann theta function. Using the perturbative part of topological string partition function of \( SU(N) \) geometries with other \( m \) [99][11], it should also be easy to extend the proof here to those cases.
### 6.4 SU(3) Geometries with $m = 0, 1, 2$

#### 6.4.1 SU(3) Geometries with $m = 0$

The toric data for $SU(3)$ geometry with $m = 0$ is as follows,$^{17}$

| $v_i$  | $Q_1$ | $Q_2$ | $Q_3$ |
|-------|------|------|------|
| $x_0$ | 1    | -1   | 0    |
| $x_1$ | 1    | 1    | -1   |
| $x_2$ | 1    | 0    | -2   |
| $x_3$ | 1    | 0    | -1   |
| $x_4$ | 1    | 0    | 0    |
| $x_5$ | 1    | 0    | 1    |

The fan diagram of this geometry is illustrated in Figure 5. Read from the data, the mirror curve is

$$z_1 e^{2x} + e^x + z_2 e^{-x} + e^p + z_1 z_2 z_3 e^{x-p} + 1 = 0.$$  \hspace{1cm} (6.69)

This curve corresponds to set $x_4 = 1, x_3 = e^x, x_1 = e^p$ in the Batyrev’s method. Here,

$$z_1 = \frac{x_2 x_4}{x_3^2}, \quad z_2 = \frac{x_3 x_5}{x_4^2}, \quad z_3 = \frac{x_0 x_1}{x_2 x_5}.$$  \hspace{1cm} (6.70)

For $x, p$ as complex variables, this is a Riemann surface of genus two. The true moduli here are $x_3, x_4$, therefore the $C$ matrix is

$$C = \begin{pmatrix} -2 & 1 & 0 \\ 1 & -2 & 0 \end{pmatrix}.$$  \hspace{1cm} (6.71)

Using the general result in (6.46) or read from the refined BPS invariants, the $B$ field is

$$B = (0, 0, 1).$$  \hspace{1cm} (6.72)

We can express the Riemann surface (6.69) in standard form by changing the variables,

$$y^2 = \frac{1}{4}(z_1 x^3 + x^2 + x + z_2)^2 - z_1 z_2 z_3 x^3.$$  \hspace{1cm} (6.73)

---

$^{17}$The charge choice here is not the same with the general choice in the last subsection. In fact the $Q_3$ here is $Q_1 + Q_2 + Q_3$ there. As we have mentioned, the different charge choices only affect the values of $B$ field and $r$ fields, but not the diamond rule.
The discriminant (6.73) is
\[
\Delta = 1 - 8(z_1 + z_2) + 16z_1^2 + 68z_2z_1 + 16z_2^2 - 144z_2z_1^2 - 144z_2^2z_1 - z_2z_3z_1 + 270z_2^2z_1^2 + 36z_2z_3z_1^2 + 36z_1^2z_3z_1 + 216z_2^2z_3^2 + 216z_3^2z_1^2 - 513z_2^2z_3z_1^2 - 972z_2^3z_3z_1^2 + 540z_2^2z_3^3 + 540z_3^2z_1^3 - 27z_2^2z_3^2z_1^2 - 243z_3^2z_1^3 - 27z_2^2z_3^2z_1^2 + 729z_1^4z_2^2 + 1215z_1^2z_3^2z_2 - 2187z_1^2z_2z_3 + 2187z_1^2z_3^2 - 729z_1^4z_2^3.
\]

(6.74)

The discriminant is very important for computing the genus one free energy.

We define \( \theta_i = z_i \frac{\partial}{\partial z_i} \). The classical periods are the solutions of the Picard-Fuchs system. The solutions to such a systems can be obtained from the derivatives of a fundamental period \( \omega_0 \). A-periods are the first order derivatives of the fundamental period \( \partial_0 \omega_0 \), while B-periods are the linear combinations of the second order derivatives \( \omega_{ij} = \partial_i \partial_j \omega_0 \), where the coefficients of the linear combination can be fixed by the Picard-Fuchs functions. The Picard-Fuchs operators for \( SU(3) \) geometry with \( m = 0 \) are

\[
\begin{align*}
L_1 &= (\theta_1 - \theta_3)(\theta_1 - 2\theta_2) - z_1(-2\theta_1 + \theta_2 - 1)(-2\theta_1 + \theta_2), \\
L_2 &= (\theta_2 - \theta_3)(\theta_2 - 2\theta_1) - z_2(-2\theta_2 + \theta_1 - 1)(-2\theta_2 + \theta_1), \\
L_3 &= \theta_2^2 - z_3(\theta_1 - \theta_3)(\theta_2 - \theta_3), \\
L_4 &= \theta_2^2 - z_2z_3(\theta_1 - 2\theta_2)(\theta_2 - 2\theta_1).
\end{align*}
\]

(6.75)

Using Picard-Fuchs operators and the known refined BPS invariants, we have\(^\text{18}\)

\[
\begin{align*}
\frac{\partial}{\partial \theta_1} F_0 &= \omega_{11} + \frac{1}{2} \omega_{22} + \omega_{12} + \frac{2}{3} \omega_{13} + \frac{1}{3} \omega_{23}, \\
\frac{\partial}{\partial \theta_2} F_0 &= \frac{1}{2} \omega_{11} + \omega_{22} + \omega_{12} + \frac{1}{3} \omega_{13} + \frac{2}{3} \omega_{23}.
\end{align*}
\]

(6.76)

Define \( Q_i = e^{\lambda_i} \), the genus zero free energy is

\[
F_0 = \frac{1}{3} t_1^3 + \frac{1}{3} t_2^3 + \frac{1}{2} (t_1 t_2 + t_2 t_1) + \frac{1}{3} t_3 (t_1^2 + t_2^2 + t_1 t_2) + F_0^{\text{inst}}(t_i),
\]

(6.77)

where

\[
F_0^{\text{inst}}(t_i) = 2Q_1 + 2Q_2 + 2Q_3 + \frac{1}{4} Q_1^2 + \frac{1}{4} Q_2^2 + \frac{1}{4} Q_3^2 + 2Q_1Q_2 + 2Q_1Q_3 + 4Q_2Q_3 + \mathcal{O}(Q_i^3).
\]

(6.78)

The genus one free energy can be obtained as

\[
\begin{align*}
F_1^{\text{NS}} &= \frac{1}{24} \log(\Delta z_1^{-4} z_2^{-4}) = -\frac{1}{6} t_1 - \frac{1}{6} t_2 - \frac{1}{6} Q_1 - \frac{1}{6} Q_2 - \frac{1}{12} Q_1^2 - \frac{1}{12} Q_2^2 - \frac{1}{6} Q_1Q_2 + \mathcal{O}(Q_i^3), \\
F_1^{\text{GV}} &= \frac{1}{12} \log(|G_{ij}|) = \frac{1}{6} t_1 + \frac{1}{6} t_2 + \frac{1}{6} Q_1 + \frac{1}{6} Q_2 + \frac{1}{12} Q_1^2 + \frac{1}{12} Q_2^2 + \frac{1}{6} Q_1Q_2 + \mathcal{O}(Q_i^3),
\end{align*}
\]

(6.79)

(6.80)

\(^\text{18}\)The terms \( b_m^{\text{NS, GV}} \log(m) \) in the genus one expansion of free energy could not be fixed by the known refined BPS invariants, where \( m \) represents the mass parameters. This is because these terms do not contribute to the BPS part of the free energy. Fortunately, these terms do not contribute to the zeros of spectral determinant, because these terms decouple with \( n_i \). They do not contribute to the phase volumes in NS quantization either, since after the derivatives with respect to the true moduli, these terms vanish. Therefore we can simply set \( b_m^{\text{NS, GV}} = 0 \).
where $G_{ij}$ is defined in [58] as

$$G_{ij} = \frac{\partial t_i}{\partial z_j}. \quad (6.81)$$

Using the above ingredients and the refined BPS invariants in the Appendix, we can now check the identities (1.5). Scan all possible $r$ fields with every components ranging from $-10$ to 10, we finally obtain four non-equivalent $r$ fields,

$$r = (-2, 2, -1), (0, -2, 1), (2, -2, -1), (-2, 0, 1).$$

These four $r$ fields can be divided as two groups $(-2, 2, -1), (2, -2, -1), (0, -2, 1)$ via complex conjugation, which means if $t_i \in \mathbb{R}$, then the spectral determinant determined by $(-2, 2, -1)$ and $(0, -2, 1)$ can transform to each other by complex conjugation. After obtaining the $r$ fields, we can check the identity (5.14) analytically, order by order. Indeed we have verified the identities for these three $r$ fields up to order $d = d_1 + d_2 + d_B \leq 6$.

Now let us see how these four $r$ fields can are generated by the Diamond rule. The Diamond for $SU(3)$ geometry is depicted in Fig 6. The coordinates of the four points in the centers of four small squares represent the phase of $x_2$ and $x_5$. Based on the diamond rule in Section 6.3 and the Batyrev relation (6.70) the four $r$ fields can be generated by the following phases $\theta_i$ of $x_i$,

$$\begin{array}{|c|c|c|c|}
\hline
r & \theta_2 & \theta_3 & \theta_4 \\
\hline
(-2, 2, -1) & 0 & 1 & 0 & 1 \\
(0, -2, 1) & -1 & 0 & 1 & 0 \\
(2, -2, -1) & 1 & 0 & 1 & 0 \\
(-2, 0, 1) & 0 & 1 & 0 & -1 \\
\hline
\end{array} \quad (6.82)$$

The two small squares with shadow correspond to the fundamental choice of the phases of $(x_3, x_4)$ as $(0, 1)\pi$, while the blank small squares correspond to the fundamental choice of the phases as $(1, 0)\pi$.

The identities for these four non-equivalent $r$ fields are all non-trivial. For example, suppose we know the degrees $d$ and spin contents $(j_L, j_R)$ of all non-zero refined BPS invariants but do not know the exact BPS numbers $N_{J_L, J_R}^d$, the identities (1.5) can result in a series of constraints
on the BPS numbers. For $\mathbf{r} = (-2, 2, -1), (-2, 0, 1)$, we obtain the following constraints from the first few orders of the identity (1.5),

$$
N^0_{0, 1/2} = 1; N^0_{0, 0} = -1; N^0_{1, 1/2} = N^0_{0, 1} = N^0_{0, 1/2} = -N^0_{0, 1}; N^0_{0, 0} = -N^0_{0, 1};
$$

$$
N^0_{2, 1} = -1; N^0_{0, 1} = -1; N^0_{0, 1/2} = 0 \text{ or } 1; \cdots.
$$

(6.83)

For $\mathbf{r} = (2, -2, -1), (0, -2, 1)$, we have

$$
N^0_{0, 0} = 1; N^0_{0, 0} = -1; N^0_{1, 1/2} = N^0_{0, 0} = N^0_{1, 1/2} = -N^0_{0, 1}; N^0_{0, 1} = -N^0_{1, 2} = -N^0_{0, 1};
$$

$$
N^0_{1, 1/2} = -N^0_{0, 1/2}; N^0_{0, 1} = 0 \text{ or } 1; \cdots.
$$

(6.84)

Finally, we can also check whether par of the four spectral determinants with the four different $\mathbf{r}$ fields can already result in the spectra determined by the exact NS quantization conditions. Following the method in resolved $\mathbb{C}^3/\mathbb{Z}_5$ model, we find that, for any two $\mathbf{r}$ fields selecting from the two groups respectively, solve their non-perturbative corrections $\lambda$ simultaneously, then the resulting coefficients of $\lambda$ are always zero to any order. We have check this for $d_1 + d_2 + d_3 \leq 6$. To illustrate this phenomenon explicitly, we list the coefficients $c^n_{i,j}$ of $\lambda_i$ computed up to degree $d = d_1 + d_2 + d_3 \leq 2$.

For $\mathbf{r} = (0, -2, 1)$,

$$
c^0_2 \in \mathbb{Z},
$$

$$
c^1_{2,3} = 0,
$$

$$
c^1_{1,2} = 0,
$$

$$
c^1_{2,1} = -\frac{i}{2\pi} e^{-2i\pi c^0_1} (-1 + e^{2i\pi c^0_1}),
$$

$$
c^2_{2,3} = 0,
$$

$$
c^2_{2,2} = 0,
$$

$$
c^1_{1,3} = 0,
$$

$$
c^1_{1,2} = -\frac{i}{2\pi} (-1 + e^{2i\pi c^0_1}),
$$

$$
c^2_{2,1} = \frac{1}{4\pi} e^{-4i\pi c^0_1} (i - ie^{4i\pi c^0_1} + 4e^{2i\pi c^0_1} \pi c^1_{1,1}),
$$

(6.85)

with all other $c^1_{i,j}, c^2_{i,j}$ arbitrary (up to $d = 2$).

For $\mathbf{r} = (2, -2, -1)$ which is complex conjugated with $(0, -2, 1)$, the $c^n_{i,j}$ is obviously complex conjugate to the $c^0_{i,j}$ of $\mathbf{r} = (0, -2, 1)$ (in form). For simplicity, we do not list them here.
For \( r = (−2, 2, −1) \),
\[
\begin{align*}
c_1^0 & \in \mathbb{Z}, \\
c_{1,3}^1 & = 1, \\
c_{1,2}^1 & = -\frac{i}{2\pi}(-1 + e^{2i\pi c_0^3}), \\
c_{1,1}^1 & = 0, \\
c_{1,3}^2 & = 0, \\
c_{2,3}^1 & = 0, \\
c_{1,2}^2 & = \frac{1}{4\pi} (i - i e^{4i\pi c_0^3} + 4e^{2i\pi c_0^3}) c_{2,2}^1, \\
c_{2,1}^2 & = -\frac{i}{2\pi} e^{-2i\pi c_0^3} (-1 + e^{2i\pi c_0^3}), \\
c_{1,1}^2 & = 0,
\end{align*}
\]
(6.86)

with (6.85) and (6.86), we can see that all \( c_{i,j}^1, c_{i,j}^2 \) are zero (except that the constant term which is an arbitrary integer can be absorbed to be zero).

### 6.4.2 SU(3) Geometries with \( m = 1 \)

The toric data for SU(3) geometry with \( m = 1 \) is as follows,
\[
\begin{array}{c|ccc|ccc|}
  v_i & Q_1 & Q_2 & Q_3 \\
  \hline
  x_0 & 1 & -1 & 0 & 0 & 0 & 1 \\
  x_1 & 1 & 1 & 0 & 0 & 1 \\
  x_2 & 1 & 0 & -2 & 1 & 0 & 0 \\
  x_3 & 1 & 0 & -1 & -2 & 1 & 0 \\
  x_4 & 1 & 0 & 0 & 1 & -2 & -2 \\
  x_5 & 1 & 0 & 1 & 0 & 1 & 0
\end{array}
\]
(6.87)

The fan diagram of this geometry is illustrated in Figure 7. Read from the toric data, the mirror

![Figure 7: Fan diagram of SU(3) Geometry with m = 1](image-url)
Using the Picard-Fuchs operators and the known refined BPS invariants, we have
\[ z_1 e^{2x} + e^x + z_2 e^{-x} + e^p + z_3 e^{-p} + 1 = 0. \] (6.88)

This curve corresponds to setting \( x_4 = 1, x_3 = e^x, x_1 = e^p \) in the Batyrev’s method. Here,
\[ z_1 = \frac{x_2 x_4}{x_3^2}, \quad z_2 = \frac{x_3 x_5}{x_4}, \quad z_3 = \frac{x_0 x_1}{x_3^3}. \] (6.89)

The true moduli here are \( x_3, x_4 \), therefore the \( C \) matrix are
\[ C = \begin{pmatrix} -2 & 1 & 0 \\ 1 & -2 & -2 \end{pmatrix}. \] (6.90)

From the refined BPS invariants, or the general formula (6.46), we see the \( B \) field is
\[ B = (0, 0, 0). \] (6.91)

Write the mirror curve into the standard form of a Riemann surface, we have
\[ y^2 = \frac{1}{4}(z_1 x^3 + x^2 + x + z_2)^2 - z_3 x^2. \] (6.92)

The discriminant is
\[ \Delta = 1 - 8(z_1 + z_2 + z_3) + 16z_1^2 + 68z_2 z_1 + 64z_3 z_1 + 16z_2^2 + 16z_3^2 - 32z_2 z_3 - 144z_2 z_1^2 
- 192z_3 z_1^2 - 144z_2 z_1 - 128z_3^2 z_1 + 240z_2 z_3 z_1 + 270z_1^2 z_2 + 768z_1^2 z_3^2 + 216z_2 z_1^3 + 216z_3 z_1^2 
- 1024z_3^2 z_1^2 + 2304z_2 z_3^2 z_1^2 - 1512z_2^2 z_3 z_1^2 + 2592z_1^3 z_2^2 z_3 - 972z_1^3 z_2^3 + 0 + 729z_1^4 z_2^4. \] (6.93)

The Picard-Fuchs operators which determine the classical periods of the geometry are
\[ \mathcal{L}_1 = \theta_1(\theta_1 - 2\theta_2 - 2\theta_3) - z_1(-2\theta_1 + \theta_2 - 1)(-2\theta_1 + \theta_2), \]
\[ \mathcal{L}_2 = \theta_2(-2\theta_1 + \theta_2) - z_2(\theta_1 - 2\theta_2 - 2\theta_3 - 1)(\theta_1 - 2\theta_2 - 2\theta_3), \]
\[ \mathcal{L}_3 = \theta_3^2 - z_3(\theta_1 - 2\theta_2 - 2\theta_3 - 1)(\theta_1 - 2\theta_2 - 2\theta_3), \]
\[ \mathcal{L}_4 = \theta_1 \theta_2 \theta_3 - z_1 z_2 z_3(-2\theta_1 + \theta_2)(\theta_1 - 2\theta_2 - 2\theta_3 - 2)(\theta_1 - 2\theta_2 - 2\theta_3 - 1)(\theta_1 - 2\theta_2 - 2\theta_3). \] (6.94)

Using the Picard-Fuchs operators and the known refined BPS invariants, we have
\[ \frac{\partial}{\partial \theta_1} F_0 = \frac{4}{9} \omega_{11} - \frac{2}{9} \omega_{22} - \frac{2}{9} \omega_{12} + \frac{2}{3} \omega_{13} + \frac{1}{3} \omega_{23}, \]
\[ \frac{\partial}{\partial \theta_2} F_0 = -\frac{1}{9} \omega_{11} - \frac{4}{9} \omega_{22} - \frac{4}{9} \omega_{12} + \frac{1}{3} \omega_{13} + \frac{2}{3} \omega_{23}, \] (6.95)
\[ \frac{\partial}{\partial \theta_3} F_0 = -\frac{1}{3} \omega_{11} + \frac{1}{3} \omega_{22} + \frac{1}{3} \omega_{12}. \]

Then the genus zero free energy is
\[ F_0 = \frac{4}{27}(t_1^3 - t_2^2) + \frac{1}{3} t_3(t_1^2 + t_2^2 + t_1 t_2) - \frac{1}{9} t_1 t_2(t_1 + 2t_2) + F_0^{inst}(t_i), \] (6.96)
where
\[
F_{0}^{\text{inst}}(t_i) = 2Q_1 + 2Q_2 + 2Q_3 + \frac{1}{4}Q_1^2 + \frac{1}{4}Q_2^2 + \frac{1}{4}Q_3^2 + 2Q_1Q_2 + 2Q_1Q_3 + 4Q_2Q_3 + \mathcal{O}(Q_i^3). \tag{6.97}
\]

The genus one free energy is
\[
F_1^{\text{NS}} = \frac{1}{24} \log(\Delta z_2^4 z_3^{-6}) = \frac{1}{6}t_2 - \frac{1}{4}t_3 - \frac{1}{6}Q_1 - \frac{1}{6}Q_2 - \frac{1}{6}Q_3 - \frac{1}{12}Q_1^2 - \frac{1}{12}Q_2^2 - \frac{1}{12}Q_3^2
- \frac{1}{6}Q_1Q_2 - \frac{1}{6}Q_1Q_3 - \frac{7}{3}Q_2Q_3 + \mathcal{O}(Q_i^3), \tag{6.98}
\]

and
\[
F_1^{\text{GV}} = \frac{1}{12} \log(\Delta z_2^6 z_3^4 z_4^2) + \frac{1}{2} \log(|G_{ij}|) = -\frac{1}{6}t_2 + \frac{1}{4}t_3 + \frac{1}{6}Q_1 + \frac{1}{6}Q_2 + \frac{1}{6}Q_3 + \frac{1}{12}Q_1^2
+ \frac{1}{12}Q_2^2 + \frac{1}{12}Q_3^2 + \frac{1}{6}Q_1Q_2 + \frac{1}{6}Q_1Q_3 + \frac{1}{3}Q_2Q_3 + \mathcal{O}(Q_i^3). \tag{6.99}
\]

With all the ingredients, we now want to check our identities. For this model, we find there are four non-equivalent \(r\) fields
\[
r = (-2, 2, 0), (-2, 0, 0), (0, -2, -2), (2, -2, -2).
\]

Combining the Batyrev relations (6.89), these \(r\) fields can be generated by the Diamond 6 as follows,
\[
\begin{array}{c|cccc}
\text{r} & \theta_2 & \theta_3 & \theta_4 & \theta_5 \\
\hline
(-2, 2, 0) & 0 & 1 & 0 & 1 \\
(-2, 0, 0) & 0 & 1 & 0 & -1 \\
(0, -2, -2) & -1 & 0 & 1 & 0 \\
(2, -2, -2) & 1 & 0 & 1 & 0 \\
\end{array} \tag{6.100}
\]

The two small squares with shadow correspond to the fundamental choice of the phases of \((x_3, x_4)\) as \((0, 1)\pi\), while the two blank small squares correspond to the fundamental choice of the phases as \((1, 0)\pi\). This is the same with \(m = 0\) case.

We have checked the identities (5.14) for these \(r\) fields up to \(d = d_1 + d_2 + d_3 \leq 6\). The \(r\) fields in this model can be divided into two groups \((-2, 2, 0), (-2, 0, 0)\) and \((0, -2, -2), (2, -2, -2)\) via complex conjugation. Selecting one \(r\) field from each group, the vanishing of their corresponding quantum Riemann theta functions solves the non-perturbative corrections \(\lambda\) to be zero, which means the intersection points are identical to the spectra determined by the exact NS quantization conditions and do not have extra points. The vanishing of all four quantum Riemann theta function with all four \(r\) fields of course also is equivalent to the spectra from the exact NS quantization conditions.
6.4.3  \textit{SU(3)} Geometries with $m = 2$

The toric data for \textit{SU(3)} geometry with $m = 2$ is as follows,

\[
\begin{array}{c|ccc}
  & v_i & Q_1 & Q_2 \\
  x_0 & 1 & -1 & 0 \\
  x_1 & 1 & 1 & 1 \\
  x_2 & 1 & 0 & -2 \\
  x_3 & 1 & 0 & -1 \\
  x_4 & 1 & 0 & 0 \\
  x_5 & 1 & 0 & 1 \\
\end{array}
\]

The fan diagram of this geometry is illustrated in Figure 8.

\[
\begin{array}{c}
 x_0 \\
 x_1 \\
 x_2 \\
 x_3 \\
 x_4 \\
 x_5 \\
\end{array}
\]

\textbf{Figure 8:} Fan diagram \textit{SU(3)} Geometry with $m = 2$

Read from the toric data, the mirror curve is

\[
z_1 e^{2x} + e^x + z_2 e^{-x} + e^p + z_2 z_3 e^{-x-p} + 1 = 0. \tag{6.102}
\]

This curve correspond to setting $x_4 = 1$, $x_3 = e^x$, $x_1 = e^p$ in the Batyrev’s method. Here,

\[
z_1 = \frac{x_2 x_4}{x_3^2}, \quad z_2 = \frac{x_3 x_5}{x_4^2}, \quad z_3 = \frac{x_0 x_1}{x_4 x_5}. \tag{6.103}
\]

The true moduli here are $x_3, x_4$, therefore the $C$ matrix are

\[
C = \begin{pmatrix} -2 & 1 & 0 \\ 1 & -2 & -1 \end{pmatrix}.
\]

From the refined BPS invariants, or general formula (6.46), we can see the B field is

\[
B = (0, 0, 1).
\]

The standard form of the mirror curve is

\[
y^2 = \frac{1}{4} (z_1 x^3 + x^2 + x + z_2)^2 - z_2 z_3 x. \tag{6.104}
\]
We immediately get the discriminant as

$$\Delta = 1 - 8z_1 - 8z_2 - z_3 + 16z_1^2 + 68z_2z_1 + 8z_4z_1 + 16z_2^2 + 36z_2z_3 - 144z_2z_1^2$$

$$- 16z_2z_1^2 - 144z_2z_1 - 301z_2z_3z_1 - 27z_2z_1^2 + 270z_2z_1^2 + 660z_2z_3z_1^2 + 225z_2z_1^2 + 972z_2z_1^3 + 216z_2z_3z_1 + 216z_2z_3z_1^2 - 500z_2z_3z_1^2 + 405z_2z_3z_1^3 - 2700z_2z_3z_1^2 - 375z_2z_3z_1^2 + 2025z_2z_3z_1^3 + 729z_1^2z_3^2 - 3125z_1^2z_2z_3^2.$$  (6.105)

The Picard-Fuchs operators read from the charges are

$$L_1 = \theta_1(\theta_1 - 2\theta_2 - \theta_3) - z_1(-2\theta_1 + \theta_2 - 1)(-2\theta_1 + \theta_2),$$

$$L_2 = (\theta_2 - \theta_3)(-2\theta_1 + \theta_2) - z_2(\theta_1 - 2\theta_2 - \theta_3 - 1)(\theta_1 - 2\theta_2 - \theta_3),$$

$$L_3 = \theta_3^2 - z_3(\theta_1 - 2\theta_2 - \theta_3)(\theta_2 - \theta_3),$$

$$L_4 = \theta_1\theta_3^2 - z_1z_2z_3(\theta_1 - 2\theta_2 - \theta_3 - 1)(\theta_1 - 2\theta_2 - \theta_3)(-2\theta_1 + \theta_2).$$  (6.106)

Using the Picard-Fuchs operators and the known refined BPS invariants, we have

$$\frac{\partial}{\partial t_1}F_0 = \frac{8}{9} \omega_{11} + \frac{1}{18} \omega_{22} + \frac{5}{9} \omega_{12} + \frac{2}{3} \omega_{13} + \frac{1}{3} \omega_{23},$$

$$\frac{\partial}{\partial t_2}F_0 = \frac{5}{18} \omega_{11} + \frac{1}{9} \omega_{22} + \frac{1}{9} \omega_{12} + \frac{2}{3} \omega_{13} + \frac{2}{3} \omega_{23},$$

$$\frac{\partial}{\partial t_3}F_0 = \frac{1}{3} \omega_{11} + \frac{1}{3} \omega_{22} + \frac{1}{3} \omega_{12}.\quad (6.107)$$

Then the genus zero free energy is

$$F_0 = \frac{1}{27}(8t_1^2 + t_2^2) + \frac{1}{3} t_3(t_1^2 + t_2^2 + t_1t_2) + \frac{1}{18} t_1t_2(5t_1 + t_2) + F_0^{\text{inst}}(t_i),$$

where

$$F_0^{\text{inst}}(t_i) = 2Q_1 + 2Q_2 - Q_3 + \frac{1}{4} Q_1^2 + \frac{1}{4} Q_2^2 - \frac{1}{8} Q_3^2 + 2Q_1Q_2 - 3Q_2Q_3 + \mathcal{O}(Q_i^3).$$  (6.109)

The genus one free energy is

$$F_1^{\text{NS}} = \frac{1}{24} \log(\Delta z_2^4z_3^{-12}) = \frac{1}{6} t_2 - \frac{1}{2} t_3 - \frac{1}{6} Q_1 - \frac{1}{6} Q_2 - \frac{1}{24} Q_3 - \frac{1}{12} Q_1^2 - \frac{1}{12} Q_2^2 - \frac{1}{48} Q_3^2$$

$$- \frac{1}{6} Q_1Q_2 + \frac{7}{8} Q_2Q_3 + \mathcal{O}(Q_i^3).$$  (6.110)

$$F_1^{\text{GV}} = \frac{1}{12} \log(\Delta z_1^6z_2^4z_3^9) + \frac{1}{2} \log(|G_{ij}|) = -\frac{1}{6} t_2 + \frac{1}{2} t_3 + \frac{1}{6} Q_1 + \frac{1}{6} Q_2 - \frac{1}{12} Q_3 + \frac{1}{12} Q_1^2$$

$$+ \frac{1}{12} Q_2^2 - \frac{1}{24} Q_3^2 + \frac{1}{6} Q_1Q_2 - \frac{1}{4} Q_2Q_3 + \mathcal{O}(Q_i^3).$$  (6.111)

We find there are four non-equivalent $r$ fields for this model

$$r = (-2, 2, -1), (-2, 0, 1), (2, -2, -1), (0, -2, -1).$$
Combining the Batyrev relations (6.103), these \( r \) fields can be generated by the Diamond (6) as follows,

\[
\begin{array}{|c|c|c|c|c|}
\hline
r & \theta_2 & \theta_3 & \theta_4 & \theta_5 \\
\hline
(-2, 2, -1) & 0 & 1 & 0 & 1 \\
(-2, 0, 1) & 0 & 1 & 0 & -1 \\
(0, -2, -1) & 1 & 0 & 1 & 0 \\
(2, -2, -1) & -1 & 0 & 1 & 0 \\
\hline
\end{array}
\]  

(6.112)

The two small squares with shadow correspond to the fundamental choice of the phases of \((x_3, x_4)\) as \((0, 1)\pi\), while the two blank small squares correspond to the fundamental choice of the phases as \((1, 0)\pi\). This is the same with \(m = 0, 1\) cases.

These four non-equivalent \( r \) fields are divided into two groups \((-2, 2, -1), (-2, 0, 1)\) and \((2, -2, -1), (0, -2, -1)\) via complex conjugation. The identities (5.14) for these \( r \) fields are also check analytically up to \(d = d_1 + d_2 + d_3 \leq 6\). Selecting one \( r \) field from each group, the vanishing of their corresponding quantum Riemann theta functions solves the non-perturbative corrections \(\lambda\) to be zero, which means the intersection points are identical to the spectra determined by the exact NS quantization conditions and do not have extra points.

As we have mentioned, the resolved \(\mathbb{C}^3/\mathbb{Z}_5\) orbifold can be obtained from the \(SU(3)\) geometry with \(m = 0\) by taking the limit \(x_5 = 0\). Compare the fan diagram, it is easy to see the Batyrev coordinates \((z_1, z_2)\) of \(\mathbb{C}^3/\mathbb{Z}_5\) are \(z_2 z_3, z_1\) with the Batyrev coordinates of \(SU(3)\) geometry with \(m = 0\). Here we show how the three \( r \) fields of \(\mathbb{C}^3/\mathbb{Z}_5\) are obtained from the four \( r \) fields of this \(SU(3)\) geometry under the reduction. As the \( r \) field are actually the phases of the Batyrev coordinates, the transformation of Batyrev coordinates should translate to the transformation of \( r \) field. Therefore, we have

\[
\begin{align*}
(-2, 2, -1) & \rightarrow (1, -2), \\
(-2, 0, 1) & \rightarrow (1, -2), \\
(0, -2, -1) & \rightarrow (-3, 0), \\
(2, -2, -1) & \rightarrow (-3, 2),
\end{align*}
\]  

(6.113)

which are just the three nonequivalent \( r \) fields of \(\mathbb{C}^3/\mathbb{Z}_5\) obtained in Section 6.2. In fact, this is a general phenomenon. Under the reduction of toric Calabi-Yau which means to take some mass parameters to be zero, the \( r \) fields of the reduced CY can be obtained from the \( r \) fields of the original CY. This is consistent with taking the reduction in the identities (5.14).

### 6.5 \(SU(4)\) Geometries with \(m = 0\)

The toric data for \(SU(4)\) geometry with \(m = 0\) is as follows,

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
x_i & v_i & Q_1 & Q_2 & Q_3 & Q_4 \\
\hline
x_0 & 1 & -1 & 0 & 0 & 0 & 1 \\
x_1 & 1 & 1 & -2 & 0 & 0 & 0 \\
x_2 & 1 & 0 & -3 & 1 & 0 & -1 \\
x_3 & 1 & 0 & -2 & -2 & 1 & 0 \\
x_4 & 1 & 0 & -1 & 1 & -2 & 1 \\
x_5 & 1 & 0 & 0 & 0 & 1 & -2 \\
x_6 & 1 & 0 & 1 & 0 & 0 & 1 \\
\hline
\end{array}
\]  

(6.114)

The fan diagram of this geometry is illustrated in Figure 9.
The standard form of the mirror curve (6.5) is
\[
\Delta = 1 - 8 (z_1 + z_2 + z_3) + 16 z_1^2 + 68 z_2 z_1 + 64 z_3 z_1 + 16 z_1^2 + 16 z_2^2 + 68 z_2 z_3 - 144 z_2 z_1^2 - 128 z_3 z_1^2 - 144 z_3 z_1^2 \\
- 128 z_3^2 z_1 - 576 z_2 z_3 z_1 - 144 z_2^2 z_3 + 144 z_2^2 z_1 - 270 z_2^2 z_1^2 + 256 z_3^2 z_1^2 + 1216 z_2 z_3 z_1^2 + 1216 z_2 z_3 z_1^2 \\
+ 1276 z_2^2 z_3 z_1 + 270 z_2^2 z_1^2 + 216 z_2^3 z_1^2 + 216 z_2^3 z_1^2 - 2560 z_2 z_3 z_1^2 - 2328 z_2 z_3 z_1^2 - 2328 z_2 z_3 z_1^2 \\
+ 48 z_2 z_3 z_1 - 8 z_2 z_3 z_1 - 12 z_2 z_3 z_1 - 216 z_2^2 z_3 z_1 - 216 z_2^2 z_3 z_1 - 972 z_2 z_3 z_1 - 2016 z_2 z_3 z_1^3 + 3648 z_2 z_3 z_1^3 \\
- 2340 z_2 z_3 z_1^3 + 64 z_2^2 z_3 z_1 - 2302 z_2^2 z_3 z_1 - 32 z_2 z_3 z_1 - 972 z_2 z_3 z_1 - 5632 z_2 z_3 z_1^2 \\
+ 9504 z_2 z_3 z_1^3 - 192 z_2 z_3 z_1^3 + 5632 z_2 z_3 z_1^3 + 11968 z_2 z_3 z_1^3 - 512 z_2 z_3 z_1^3 + 240 z_2 z_3 z_1^3 \\
+ 9504 z_2 z_3 z_1^3 - 192 z_2 z_3 z_1^3 + 240 z_2 z_3 z_1^3 + 729 z_2 z_3 z_1^3 + 729 z_2 z_3 z_1^3 + 324 z_2 z_3 z_1^3 + 3030 z_2 z_3 z_1^3 \\
+ 324 z_2 z_3 z_1^3 - 26112 z_2 z_3 z_1^3 - 26112 z_2 z_3 z_1^3 - 1792 z_2 z_3 z_1^3 - 4096 z_2 z_3 z_1^3 + 1536 z_2 z_3 z_1^3 + \ldots.
\]

(6.116)
The genus one free energy is

\[ \mathcal{L}_1 = (\theta_1 - 2\theta_2 + \theta_3)(\theta_1 - \theta_4) - z_1(-2\theta_1 + \theta_2 - 1)(\theta_2 - 2\theta_1), \]

\[ \mathcal{L}_2 = (-2\theta_1 + \theta_2)(\theta_2 - 2\theta_3) - z_2(-1 + \theta_1 - 2\theta_2 + \theta_3)(\theta_1 - 2\theta_2 + \theta_3), \]

\[ \mathcal{L}_3 = (\theta_1 - 2\theta_2 + \theta_3)(\theta_3 - \theta_4) - z_3(-1 + \theta_2 - 2\theta_3)(\theta_2 - 2\theta_3), \]

\[ \mathcal{L}_4 = \theta_2^2 - z_3(\theta_1 - \theta_4)(\theta_3 - \theta_4), \]

\[ \mathcal{L}_5 = \theta_2^2 - z_1z_2z_3z_4(-2\theta_1 + \theta_2)(\theta_2 - 2\theta_3). \]

Solving from these operators, we have the following A-periods,

\[ \frac{\partial}{\partial t_1} F_0 = \frac{3\omega_{11}}{2} + 2\omega_{12} + \omega_{13} + \frac{3\omega_{14}}{4} + \omega_{22} + \omega_{23} + \frac{\omega_{24}}{2} + \frac{\omega_{33}}{2} + \frac{\omega_{34}}{4}, \]

\[ \frac{\partial}{\partial t_2} F_0 = \omega_{11} + 2\omega_{12} + \omega_{13} + \frac{\omega_{14}}{2} + 2\omega_{22} + 2\omega_{23} + \omega_{24} + \omega_{33} + \frac{\omega_{34}}{2}, \]

\[ \frac{\partial}{\partial t_3} F_0 = \omega_{11} + \omega_{12} + \omega_{13} + \frac{\omega_{14}}{4} + \omega_{22} + 2\omega_{23} + \frac{\omega_{24}}{2} + \frac{3\omega_{33}}{2} + \frac{3\omega_{34}}{4}. \]

Using the known BPS invariants from refined topological vertex, we obtain the genus zero free energy of the refined topological string as

\[ F_0 = t_1^3 + t_2t_1^2 + \frac{1}{2}t_3t_1^2 + \frac{3}{8}t_4t_1^2 + t_2^2t_1 + \frac{1}{2}t_3t_2t_1 + \frac{1}{2}t_3t_3t_1 + \frac{1}{2}t_2t_3t_1 + \frac{1}{4}t_3t_4t_1 + \frac{2t_2^3}{3} + \frac{t_3^3}{3} + 2t_2^2t_3 + t_2t_3^2 \]

\[ + \frac{1}{2}t_2^2t_4 + \frac{3}{8}t_3t_4 + \frac{1}{2}t_2t_3t_4 + 2Q_1 + 2Q_2 + 2Q_3 + \frac{Q_4^2}{4} + 2Q_2Q_1 + \frac{Q_2^2}{4} + 2Q_2Q_3 + O(Q^3). \]

(6.119)

The genus one free energy is

\[ F_1^{GV} = \frac{t_1}{4} + \frac{t_2}{3} + \frac{t_3}{4} + \frac{Q_1}{6} + \frac{Q_2}{6} + \frac{Q_3}{6} + \frac{Q_4^2}{12} + \frac{Q_2Q_1}{6} + \frac{Q_2^2}{12} + \frac{Q_2Q_3}{6} + O(Q^3), \]

(6.120)

and

\[ F_1^{NS} = \frac{t_1}{4} - \frac{t_2}{3} - \frac{t_3}{4} - \frac{Q_1}{6} - \frac{Q_2}{6} - \frac{Q_3}{6} - \frac{Q_4^2}{12} - \frac{Q_2Q_1}{6} - \frac{Q_2^2}{12} - \frac{Q_2Q_3}{6} + O(Q^3). \]

(6.121)

From the refined BPS invariants, or general formula (6.46), we can see the B field is

\[ \mathbf{B} = (0, 0, 0, 0). \]

For this model, we find there are nine classes of non-equivalent r fields for which the identities (5.14) holds,

\[ r^1 : (-2, 2, 0, -2), \ r^2 : (-2, 2, 0, 0), \ r^3 : (0, -2, 2, 2), \ r^4 : (0, 2, 0, -2), \ r^5 : (-2, 0, 2, 0), \]

\[ r^6 : (0, -2, 0, 2), \ r^7 : (0, 0, 2, -2), \ r^8 : (0, 2, -2, 0), \ r^9 : (-2, 0, 0, 2). \]

(6.122)

The Diamond for SU(4) geometry is depicted in Fig 10. We do not bother to present the exact phases of each \( x_i \) for every r field here, since this has been shown many times in the SU(3) geometries in the last subsection. Here we simply point out that the each r field with sequence
number $n$ comes from the point with index $n$ in the Diamond. The four small squares with shadow correspond to the fundamental choice of the phases of $(x_3, x_4, x_5)$ as $(0, 1, 0)\pi$, while the five blank small squares correspond to the fundamental choice of the phases as $(1, 0, 1)\pi$.

We have checked analytically that all the nine $r$ fields together can determine the non-perturbative correction $\lambda_i$ to be 0 for $d = d_1 + d_2 + d_3 + d_5 \leq 6$. From the Diamond rule, the $r$ fields on the edge can be divided into 3 groups $\{r^1, r^9\}$, $\{r^3, r^7\}$ and $\{r^2, r^4, r^6, r^8\}$. We can check that by selecting one $r$ field from each group, the three $r$ fields can already determine the non-perturbative correction $\lambda_i$ to be zero. The diamond in the middle $r^5$ has many free parameters in its non-perturbative correction and is less constraining.

6.6 **SU(5) Geometries with $m = 0$**

The toric data for SU(5) geometry with $m = 1$ is as follows,

| $v_i$ | $Q_1$ | $Q_2$ | $Q_3$ | $Q_4$ | $Q_5$ |
|-------|-------|-------|-------|-------|-------|
| $x_0$ | 1     | -1    | 0     | 0     | 0     | 1     |
| $x_1$ | 1     | 1     | -3    | 0     | 0     | 0     | 1     |
| $x_2$ | 1     | 0     | -4    | 1     | 0     | 0     | 0     | -1 |
| $x_3$ | 1     | 0     | -3    | -2    | 1     | 0     | 0     |
| $x_4$ | 1     | 0     | -2    | 1     | -2    | 1     | 0     | 0     |
| $x_5$ | 1     | 0     | -1    | 0     | 1     | -2    | 1     | 0     |
| $x_6$ | 1     | 0     | 0     | 0     | 0     | 1     | -2    | 0     |
| $x_7$ | 1     | 0     | 1     | 0     | 0     | 0     | 1     | -1    |

The fan diagram of this geometry is illustrated in Figure 11.

Read from the toric data, the mirror curve is

$$1 + e^x + e^p + z_3 e^{-x} + z_4 e^{2x} + z_2 z_3^2 e^{-2x} + z_1 z_2^2 z_3^3 e^{-3x} + 3 e^2 z_1^2 z_3^3 z_4 z_5 e^{-x-p} = 0.$$
**Figure 11:** Fan diagram of $SU(5)$ Geometry with $m = 0$. There is a $\mathbb{F}_1$ inside this geometry (blue Fan). We choose the base of this $\mathbb{F}_1$ corresponding to $t_B$ in the refined BPS invariants in (D). The charge of the fiber Kähler parameter $t_B$ of corresponding to $(v_1 - v_5) + (v_0 - v_5) - (v_4 - v_5) = 0$. Then $z_B = \frac{x_0 x_1}{x_4 x_5} = z_1 z_2^2 z_3^3 z_4 z_5$, so that $t_B = t_1 + 2t_2 + 2t_3 + t_4 + t_5$.

The Batyrev coordinates are

$$z_1 = \frac{x_2 x_4}{x_3^2}, \quad z_2 = \frac{x_3 x_5}{x_4^2}, \quad z_3 = \frac{x_4 x_6}{x_5^2}, \quad z_4 = \frac{x_5 x_7}{x_6^2}, \quad z_5 = \frac{x_6 x_1}{x_2 x_7}. \quad (6.124)$$

The true moduli here are $x_3, x_4, x_5, x_6$, therefore the $C$ matrix is

$$C = \begin{pmatrix}
-2 & 1 & 0 & 0 & 0 \\
1 & -2 & 1 & 0 & 0 \\
0 & 1 & -2 & 1 & 0 \\
0 & 0 & 1 & -2 & 0
\end{pmatrix}$$

The standard form of the mirror curve $(6.5)$ is

$$y^2 = \frac{1}{4}\left(z_1^2 + z_1^{-2} + z_2 z_3 z_4 z_5^4\right)^2 - z_1^2 z_2^2 z_3 z_4^2 x_7^4.$$  

The discriminant is

$$\Delta = 1 - 8(z_1^2 + z_2^2 + z_3^2 + z_4^2 + 16z_1^4 + 68z_2 z_1 + 64z_3 z_1 + 64z_4 z_1 + 16z_2^2 + 16z_3^2 + 16z_4^2 + 68z_2 z_3$$

$$+ 64z_2 z_4 + 68z_3 z_4 + 144z_2 z_5^2 - 128z_3 z_5^2 - 128z_4 z_5^2 - 144z_2 z_1 - 128z_3 z_1 - 128z_4 z_1 - 576z_2 z_3 z_4$$

$$- 544z_2 z_4 z_5 - 544z_3 z_4 z_5 + 144z_2 z_2^2 - 128z_3 z_2^2 - 144z_3 z_3^2 - 144z_4 z_3^2 - 128z_4 z_4^2 - 144z_2 z_5^2$$

$$- 570 z_2 z_3 z_4 + 270 z_2 z_3 z_5^2 + 560 z_2 z_4 z_5^2 + 256 z_3^3 z_3^3 + 1216 z_2 z_3 z_5^2 + 1152 z_2 z_4 z_5^2 + 1088 z_3 z_4 z_5^2 + 1216 z_3 z_5 z_5^2$$

$$+ 1088 z_2 z_5 z_5 z_5 + 1152 z_2 z_5 z_5 z_5 + 1276 z_3 z_3 z_5^2 + 1152 z_3 z_3 z_5^2 + 1152 z_3 z_5 z_5^2 + 1480 z_2 z_3 z_4 z_5 + 270 z_3^2 z_5^2$$

$$+ 256 z_2^2 z_5^2 + 270 z_2^2 z_5^2 + 1216 z_2 z_3 z_5^2 + 1276 z_2 z_3 z_5^2 + 1216 z_2 z_3 z_5^2 + 216 z_3^2 z_5^2 + 216 z_3^2 z_5^2 - 2560 z_2 z_5 z_5 z_5$$

$$- 2304 z_2 z_5 z_5 z_5 - 2304 z_3 z_3 z_5^2 - 2304 z_3 z_3 z_5^2 - 2304 z_3 z_3 z_5^2 - 2304 z_3 z_3 z_5^2 - 2304 z_3 z_3 z_5^2 - 2304 z_3 z_3 z_5^2 - 2304 z_3 z_3 z_5^2$$

$$- 2304 z_3 z_5 z_5^2 - 2304 z_3 z_5 z_5^2 - 2304 z_3 z_5 z_5^2 - 2304 z_3 z_5 z_5^2 - 2304 z_3 z_5 z_5^2 - 2304 z_3 z_5 z_5^2 - 2304 z_3 z_5 z_5^2 - 2304 z_3 z_5 z_5^2$$

$$+ 216 z_5^2 z_5^2 + 216 z_3^2 z_5^2 + 216 z_3^2 z_5^2 + 216 z_3^2 z_5^2 - 2328 z_2 z_3 z_5^2 - 2560 z_2 z_3 z_5^2 + 48 z_2 z_3 z_5^2 - 2328 z_2 z_5 z_5 z_5 + \cdots.$$  

(6.125)
The Picard-Fuchs operators that cancels the A,B-periods are

\[
\begin{align*}
\mathcal{L}_1 &= (\theta_1 - 2\theta_2 + \theta_3) (\theta_1 - \theta_5) - z_1 (-1 - 2\theta_1 + \theta_2) (-2\theta_1 + \theta_2), \\
\mathcal{L}_2 &= (-2\theta_1 + \theta_2) (\theta_2 - 2\theta_3 + \theta_4) - z_2 (-1 + \theta_1 - 2\theta_2 + \theta_3) (\theta_1 - 2\theta_2 + \theta_3), \\
\mathcal{L}_3 &= (\theta_1 - 2\theta_2 + \theta_3) (\theta_3 - 2\theta_4) - z_3 (-1 + \theta_2 - 2\theta_3 + \theta_4) (\theta_2 - 2\theta_3 + \theta_4), \\
\mathcal{L}_4 &= (\theta_2 - 2\theta_3 + \theta_4) (\theta_4 - \theta_5) - z_4 (-1 + \theta_3 - 2\theta_4) (\theta_3 - 2\theta_4), \\
\mathcal{L}_5 &= \theta_5^2 - z_5 (\theta_1 - \theta_5) (\theta_4 - \theta_5), \\
\mathcal{L}_6 &= \theta_5^2 - z_1 z_2 z_3 z_4 z_5 (-2\theta_1 + \theta_2) (\theta_3 - 2\theta_4).
\end{align*}
\tag{6.126}
\]

Solving from these Picard-Fuchs operators, we have the following relations with the fundamental energy of the refined topological string.

\[
\frac{\partial}{\partial t_1} F_0 = 2\omega_{11} + 3\omega_{12} + 2\omega_{13} + \omega_{14} + \frac{4\omega_{15}}{5} + \frac{3\omega_{22}}{2} + 2\omega_{23} + \omega_{24} + \frac{3\omega_{25}}{5} + \omega_{33} + \omega_{34} + \frac{2\omega_{35}}{5} + \omega_{44} + \frac{\omega_{45}}{5},
\]

\[
\frac{\partial}{\partial t_2} F_0 = \frac{3\omega_{11}}{2} + 3\omega_{12} + 2\omega_{13} + \omega_{14} + \frac{3\omega_{15}}{5} + 3\omega_{22} + 4\omega_{23} + 2\omega_{24} + \frac{6\omega_{25}}{5} + 2\omega_{33} + 2\omega_{34} + \frac{4\omega_{35}}{5} + \omega_{44} + \frac{2\omega_{45}}{5},
\]

\[
\frac{\partial}{\partial t_3} F_0 = \omega_{11} + 2\omega_{12} + 2\omega_{13} + \omega_{14} + \frac{2\omega_{15}}{5} + 2\omega_{22} + 4\omega_{23} + 2\omega_{24} + \frac{4\omega_{25}}{5} + 3\omega_{33} + 3\omega_{34} + \frac{6\omega_{35}}{5} + \frac{3\omega_{44}}{2} + \frac{3\omega_{45}}{5},
\]

\[
\frac{\partial}{\partial t_4} F_0 = \frac{\omega_{11}}{2} + \omega_{12} + \omega_{13} + \omega_{14} + \frac{\omega_{15}}{5} + \omega_{22} + 2\omega_{23} + 2\omega_{24} + \frac{2\omega_{25}}{5} + \frac{3\omega_{33}}{2} + 3\omega_{34} + \frac{3\omega_{35}}{5} + \omega_{44} + \frac{4\omega_{45}}{5},
\tag{6.127}
\]

Using the known BPS invariants from refined topological vertex, we have the following genus zero free energy of the refined topological string.

\[
F_0 = \frac{2t_1^3}{3} + \frac{3}{2} t_2 t_3^2 + t_3 t_4^2 + \frac{1}{2} t_4 t_1^2 + \frac{2}{5} t_5 t_1^2 + \frac{3}{2} t_6 t_1^2 + t_7 t_1 + \frac{1}{2} t_7^2 t_1 + 2t_8 t_9 t_1 + t_9 t_1
\tag{6.128}
\]

\[
+ t_3 t_4 t_1 + \frac{3}{5} t_5 t_5 t_1 + 2 \frac{t_5}{t_6} t_5 t_1 + \frac{1}{5} t_6 t_5 t_1 + t_7 + \frac{t_7}{3} + \frac{2 t_1}{3} + 2t_2 t_3 + t_3 + \frac{3}{2} t_3 t_3 + 2 t_3 t_3
\]

\[
+ t_2 t_4 + \frac{3}{2} t_3 t_4 + 2t_2 t_3 t_4 + \frac{3}{5} t_4 t_5 + \frac{3}{5} t_5 t_5 + \frac{2}{5} t_6 t_5 + 4 \frac{t_6}{t_7} t_5 + \frac{2}{5} t_7 t_5 + \frac{2}{5} t_8 t_5 + \frac{2}{5} t_9 t_5 + 2 Q_1
\]

\[
+ 2 Q_2 + 2 Q_3 + 2 Q_4 + \frac{Q_1^2}{4} + 2 Q_2 Q_1 + \frac{Q_3^2}{4} + \frac{Q_4^2}{4} + 2 Q_2 Q_3 + 2 Q_3 Q_4 + \mathcal{O}(Q_4^3).
\]

The genus one free energy is

\[
F_1^{GV} = \frac{t_1}{3} + \frac{t_2}{2} + \frac{t_3}{2} + \frac{t_4}{3} + \frac{Q_1}{6} + \frac{Q_2}{6} + \frac{Q_3}{6} + \frac{Q_4}{6} + \frac{Q_1^2}{12} + \frac{Q_2 Q_1}{6} + \frac{Q_3}{12} + \frac{Q_4}{12} + \mathcal{O}(Q_4^3),
\tag{6.129}
\]

and

\[
F_1^{NS} = \frac{t_1}{3} + \frac{t_2}{2} + \frac{t_3}{2} + \frac{t_4}{3} + \frac{Q_1}{6} - \frac{Q_2}{6} - \frac{Q_3}{6} - \frac{Q_4}{6} - \frac{Q_1^2}{12} - \frac{Q_2 Q_1}{6} - \frac{Q_3}{12} - \frac{Q_4}{12} + \mathcal{O}(Q_4^3).
\tag{6.130}
\]

From the refined BPS invariants, or general formula (6.46), we can see the B field is

\[
B = (0, 0, 0, 0, 1).
\]
For this model, we find there are sixteen classes of non-equivalent $r$ fields for which the identities (5.14) hold,

$$
\begin{align*}
  r^1 &: (0,0,2,-3), \\
  r^2 &: (0,0,2,-2,-1), \\
  r^3 &: (0,2,-2,0,1), \\
  r^4 &: (2,-2,0,0,3), \\
  r^5 &: (0,2,0,-3), \\
  r^6 &: (0,2,-2,2,-1), \\
  r^7 &: (2,0,-2,0,1), \\
  r^8 &: (0,-2,0,0,3), \\
  r^9 &: (0,2,0,0,-3), \\
  r^{10} &: (2,-2,2,0,-1), \\
  r^{11} &: (0,-2,0,2,1), \\
  r^{12} &: (0,0,-2,0,3), \\
  r^{13} &: (2,0,0,0,-3), \\
  r^{14} &: (-2,2,0,0,-1), \\
  r^{15} &: (0,-2,2,0,1), \\
  r^{16} &: (0,0,-2,2,3).
\end{align*}
$$

(6.131)

The Diamond for $SU(4)$ geometry is depicted in Fig 12. Each of the sixteen $r$ fields with sequence number $a$ comes from the point with index $a$ in the Diamond. The eight small squares with shadow correspond to the fundamental choice of the phases of $(x_3, x_4, x_5, x_6)$ as $(0,1,0,1)\pi$, while the five blank small squares correspond to the fundamental choice of the phases as $(1,0,1,0)\pi$.

We have checked analytically that all the sixteen $r$ fields together can solve the non-perturbative corrections $\lambda_i$ to be zero for $d = d_1 + d_2 + d_3 + d_4 + d_B \leq 6$. From the Diamond rule, the $r$ fields on the edge can be divided into four groups $\{r^1, r^{16}\}$, $\{r^4, r^{13}\}$, $\{r^5, r^9, r^{14}\}$ and $\{r^2, r^7, r^{12}, r^{15}\}$. We can check that by selecting one $r$ field from each group, the four $r$ fields can already solve the non-perturbative corrections $\lambda_i$ to be zero.

We propose the following empirical rule to classify the $r$ fields for $SU(N)$ geometries. We divide the $r$ fields corresponding to the outermost layer of small squares into $g$ groups in a central symmetric way:

![Figure 12: Diamond rule for SU(5) geometries. The number in each box stands for the sequence number $a$ of the each $r^a$ field.](image)
Each group contains the following center points of the small squares,

Group 1 : \((0, g - 1), (0, 1 - g)\);
Group 2 : \((1, g - 2), (-1, g - 2), (1, 2 - g), (-1, 2 - g)\);
\[\ldots\]
Group \(n\) : \((n - 1, g - n), (1 - n, g - n), (n - 1, n - g), (1 - n, n - g)\);
\[\ldots\]
Group \(g - 1\) : \((g - 2, 1), (2 - g, 1), (g - 2, -1), (2 - g, -1)\);
Group \(g\) : \((g - 1, 0), (1 - g, 0)\).

We conjecture that choosing one \(r\) field from each group, then the resulting \(g\) quantum Riemann theta functions can already determine the full Nekrasov-Shatashvili spectra without extra intersection points.

7 Outlook

In this paper, by introducing the concept of \(r\) fields, we establish the precise relation between Nekrasov-Shatashvili quantization scheme and Grassi-Hatsuda-Mariño quantization scheme for the mirror curve of arbitrary toric Calabi-Yau threefold. We find a set of novel identities which guarantee the equivalence. We provide a physical explanation and an effective way to determine the previously mysterious \(B\) fields for arbitrary toric Calabi-Yau threefold. By improving the existing methods, we give two derivations of exact NS quantization conditions from Lockhart-Vafa partition function. We extend the GHM conjectures and check their equivalence with exact NS quantization for plenty of local Calabi-Yau and rigorously prove the equivalence for some models at special Planck constants. We also propose a general method to written down all non-equivalent \(r\) fields for \(SU(\mathcal{N})\) geometries.

Although abundant with physical arguments and nontrivial tests, it should be remembered that both exact NS quantization conditions and GHM quantization conditions are still conjectures which are well-defined in mathematics, and in lack of proofs for even the simplest model like local \(P^2\) at generic Planck constant. We regard our equivalence-check in this paper as strong support to both of them. As we can see in the paper, the equivalence between two quantization schemes are highly nontrivial and requires infinite constraints among the refined Gopakumar-Vafa invariants. Therefore, it is plausible that the rigorous proof of the equivalence should emerge after we have a deeper understanding on non-perturbative topological string. Although we do not seek a general proof in the current paper, we point out that both NS and GHM conjecture are directly related to the Lockhart-Vafa partition function of non-perturbative topological string, one in its NS limit, the other in its unrefined limit. It is shown in [15] that when one considers the branes in refined topological string theory, their wave-functions satisfy a multi-time version of the Schrödinger equation. In NS limit, the time dependence vanishes and time-independent Schrödinger equation is exactly the equation of quantum mirror curve. Therefore, one would like to engage the possibility that there exists a more general conjecture concerning the full refined topological string and the Schrödinger equation depending on multiple times. And the different limits of this unknown grand conjecture may lead to NS and GHM conjectures. We expect the structure of infinite sum of exponential will remain in the grand conjecture, since this actually indicates the inclusion of branes [100, 101]. Besides, the form of Nekrasov-Okounkov partition function defined in [102] should also give some hints on the subject. We hope to address this generalization in the future.

Let us say a few more things on the quantization of mirror curve. The different quantization schemes are in fact the results of different non-perturbative completions of topological string. It is quite natural that one perturbative theory, either field theory or string theory, may have many different non-perturbative completions. For example, it was considered in [103] to use Borel resummation to study the asymptotic series of topological string partition function. However it turns out that in many cases like \(P^2\) the result is different from the completion defined in GHM conjectures. Therefore, it should be worthwhile to quest for a more general non-perturbative completion of refined topological string which includes the various features of current approaches, such as modular invariance, branes and resummation.
Although we have established the relation between NS and GHM quantization schemes, many questions remain. The most important one is to find an effective method to determine all non-equivalent $r$ fields merely with the knowledge of the toric data. We have achieved this for $SU(N)$ geometries and their reductions. Another direction is to complete our proof at $\bar{\hbar} = 2\pi/k$ for all toric Calabi-Yau. As we have shown, at $\hbar = 2\pi/k$ only genus zero invariants remain, which are easy to calculate in B model. Our proof in the text only apply to more restricted cases with $r = 2C \cdot \alpha$ and other conditions. It would be valuable to give a proof of the equivalence for all local toric Calabi-Yau at $\hbar = 2\pi/k$. This will involves the issue like whether the quantum Riemann theta functions are always genuine Riemann theta functions at Planck constant $\hbar = 2\pi/k$. We conjecture this to be true but it is not very obvious for general toric Calabi-Yau with higher genus mirror curve and a large number of mass parameters. One obstacle is that unlike the compact cases there is no instinctive definition of the coefficients of cubics in the local cases. Nevertheless, this is indeed true for all known examples and all $SU(N)$ geometries with $m = 0$. Besides, as we have noticed in the local del Pezzo cases and all $SU(N)$ geometries, the $b_i$ and $b_{NS}^i$ in free energy are closed related. Although this is only one nontrivial constrain from the infinite list determined by the identity (1.5), it would be nice to single out an elegant relation for $b_i$ and $b_{NS}^i$, as our conjecture $b_i + b_{NS}^i = 0$ for those $SU(N)$ geometries.

All through this paper, we study the local toric Calabi-Yau, which is noncompact. It is commonly believed that only on local Calabi-Yau, topological string can have a well-defined refinement. However, it was recently indicated in [104] that compact Calabi-Yau, in particular elliptic $\mathbb{P}^2$ may also have the refinement. It would be intriguing to see whether there exist identities like (1.5) for compact Calabi-Yau. If so, the identities may give us more constraints among the enumerative invariants.

Another intriguing issue is that because the number of non-equivalent $r$ fields are typically larger than the genus of mirror curve, one need to explain why more than $g$ divisors of quantum theta function should intersect at the same discrete points. Although part of the coincidence results from the complex conjugation, the complete explanation is still lacking. Physically, the divisors for non-equivalent $r$ fields describe the same mirror curve, but they indeed have different loci. Besides, one may also ask whether part of the $w_\Sigma$ divisors can already determine all the spectra. We have studied this for every model in the paper but only obtain partial answer. It seems to be a general phenomenon that with appropriate choose, only $g_\Sigma$ nonequivalent divisors can already determine the full spectra and have no extra intersection point. The methods there should be useful to study this question for arbitrary toric Calabi-Yau in the future.
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A Riemann Theta Function

In this section, we collect some basic properties of Riemann theta function. Our notation follows [105, 106]. See also the chapter VI of [107].

Siegel upper half-space is the multi-dimensional analog of the Poincare upper half-plane and is defined as

$$\mathbb{H}_n = \{ F \in M(g, \mathbb{C}) | F = F^T \text{ and } \text{Im}F > 0 \},$$

which is the set of symmetric matrices whose imaginary part is positive definite.

Let $z \in \mathbb{C}^g$, and $\Omega \in \mathbb{H}_g$, Riemann theta function is defined by

$$\vartheta(z, \Omega) = \sum_{n \in \mathbb{Z}^g} e^{i \pi \Omega n + 2\pi i z}.$$

Riemann theta function is the multi-dimensional generalization of Jacobi theta function and shares many fine properties. For example, it is easy to prove the following transformation property, for all vector
\( n, m \in \mathbb{Z}^g, \)
\[
\vartheta (z + n + m\Omega, \Omega) = e^{2\pi i(-mz - \frac{1}{2}m\cdot m\cdot m)}\vartheta (z, \Omega).
\] (A.3)

Also, Riemann theta function is an even function,
\[
\vartheta (z, \Omega) = \vartheta (-z, \Omega).
\] (A.4)

Let \( \alpha, \beta \in \mathbb{R}^g \), Riemann theta function with characteristics \( \alpha, \beta \) is defined by
\[
\vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (z, \Omega) = \sum_{n \in \mathbb{Z}^g} e^{\pi i(n + \alpha)\Omega(n + \alpha) + 2\pi i(n + \alpha) \cdot (z + \beta)}. \] (A.5)

It is a translation of the standard Riemann theta function multiplied by an exponential factor:
\[
\vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (z, \Omega) = e^{\pi i\alpha \cdot \Omega \cdot \alpha + 2\pi i\alpha \cdot (z + \beta)}\vartheta (z + \Omega\alpha + \beta, \Omega). \] (A.6)

Characteristics whose elements are either 0 or 1/2 are called half-period characteristics. For given \( \Omega \), there are \( 2^g \) \( g \)-dimensional Riemann theta functions with half-period characteristics.

At genus one, the four one dimensional Riemann theta functions are just the well-known four Jacobi theta functions,
\[
\theta_1(z, \tau) = -\vartheta \left[ \begin{array}{c} \frac{1}{2} \\ \frac{1}{2} \end{array} \right] (z, \tau), \\
\theta_2(z, \tau) = \vartheta \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] (z, \tau), \\
\theta_3(z, \tau) = \vartheta \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] (z, \tau), \\
\theta_4(z, \tau) = \vartheta \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] (z, \tau). \] (A.7)

Another useful transformation law is
\[
\vartheta \left[ \begin{array}{c} \alpha + n \\ \beta + m \end{array} \right] (z, \Omega) = e^{2\pi i\alpha \cdot m}\vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (z, \Omega). \] (A.8)

Because this property, the elements of \( \alpha \) and \( \beta \) are usually restricted to \([0, 1)\), without loss of generality. It is also easy to prove for Riemann theta functions with half-period characteristics,
\[
\vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (-z, \Omega) = (-1)^{4\alpha \cdot \beta}\vartheta \left[ \begin{array}{c} \alpha \\ \beta \end{array} \right] (z, \Omega). \] (A.9)

Immediately we obtain the following corollary: if
\[
4\alpha \cdot \beta = 1 \pmod{2}, \] (A.10)
then \( z = 0 \) is a zero point of the Riemann theta functions with half-period characteristics. This fact is crucial for us to prove the equivalence at \( \hbar = 2\pi/k \).

B  Refined Topological Vertex

In this section, we introduce some basic facts of \( SU(N) \) geometry for self-consistence and fix the conventions. This kind of geometries have been studied in many papers, e.g. [11].

The fan diagram for \( SU(N) \) geometries with Chern-Simons number \( m \) is depicted in Fig 13. This geometry is \( A_{N-1} \) fibration over \( \mathbb{P}^1 \) (with another canonical line bundle added). There are \( N + 1 \) types
of the fibration, which lead to $N + 1$ different geometries labelled by $m$, ($m = 0, 1, \cdots, N$). The vectors of the fan diagram are

\begin{align*}
v_1 &= (1, -1, 0), \\
v_2 &= (1, 1, m + 2 - N), \\
v_{i+3} &= (1, 0, -N + 1 + i), \ i = 0, 1, \cdots, N. \tag{B.1}
\end{align*}

The charges for $m = 0, \cdots, N - 1$ are

\begin{align*}
Q_1 &= (0, 0, 1, -2, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), \\
Q_2 &= (0, 0, 0, 1, -2, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0), \\
Q_3 &= (0, 0, 0, 0, 1, -2, 1, 0, 0, 0, 0, 0, 0, 0, 0), \\
&\vdots \\
Q_{N-1} &= (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -2, 0), \\
Q_N &= (1, 1, 0, 0, \cdots, 0, -1, 0, \cdots, 0, 0, 0, \cdots, 0, -1, 0).
\end{align*}

$(m + 4)$th component of $Q_N$ have another $-1$.

For $m = N$, $Q_N = (1, 1, 0, 0, \cdots, 0, -2)$. The rank of all charges is $N + 3$.\footnote{The charges $Q_1, \cdots, Q_{N-1}$ are related to the fiber $t_{F_i}$ and $Q_N$ is related to one of the $t_{B_i}$. We will fix the notation in the specific models.}

As shown in \cite{11}, the base of the $SU(N)$ geometries is a combination of many Hirzebruch surfaces, and we can easily write down the Kahler parameters of each edge of the web diagram, which is dual to the fan diagram. The web diagram is illustrated in Fig. 14.

From Fig. 14, we can see the Kahler parameters $t_{b_i}$ are related with the Kahler parameters of base $t_B$ and fiber $t_{F_i}$ by

![Figure 13: Fan diagram](image)
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for $N + m = 2r + 1$,

$$t_{b_{r+1}} = t_B,$$

$$t_{b_{r+1-i}} = t_B + \sum_{j=1}^{i} (2j-1)t_{F_{r+1-j}}, \quad i = 1, \cdots, r,$$

$$t_{b_{r+1+i}} = t_B + \sum_{j=1}^{i} (2j-1)t_{F_{r+j}}, \quad i = 1, \cdots, N - r - 1,$$

and for $N + m = 2r$,

$$t_{b_{r}} = t_{b_{r+1}} = t_B,$$

$$t_{b_{r-i}} = t_B + \sum_{j=1}^{i} 2jt_{F_{r-j}}, \quad i = 1, \cdots, r - 1,$$

$$t_{b_{r+1+i}} = t_B + \sum_{j=1}^{i} 2jt_{F_{r+j}}, \quad i = 1, \cdots, N - r - 1,$$

The partition function of topological string on toric Calabi-Yau can be computed via refined topological vertex [59]. For $SU(N)$ geometries, the refined partition function has been computed in [63].

$$Z^{SU(N),m} = \sum_{\mu_1, \cdots, \mu_N} \prod_{a=1}^{N} \left[ \left(-Q_{b,a}\right)^{\mu_a} \left| f_{\mu_a}(t,q)^{n_a} \right] \right] K_{\mu_1 \cdots \mu_N}(Q_{F,a},t,q)K_{\mu_N' \cdots \mu_1'}(Q_{F,a},q,t),$$

One can also refer to [108] for a good introduction on refined topological vertex.
where the framing factor are given by \( n_a = -(N + m - 2a + 1) \), \( \mu \) is the partitions of a number, and

\[
K_{\mu_1, \ldots, \mu_N}(Q_{F,a}, t, q) = \prod_{a=1}^{N} \left[ q^{\frac{|\mu_a|}{4}} \hat{Z}_{\mu_a}(t, q) \right] \times \prod_{1 \leq a < b \leq N} \prod_{i,j=1}^{\infty} \frac{1}{1 - Q_{ab} t^{-\mu_a,i+j} q^{-\mu_b,i+j-1}}, \tag{B.5}
\]

\[
\hat{Z}_{\mu}(t, q) = \prod_{(i,j) \in \mu} (1 - t^{\mu_i - i + 1} q^{\mu_i - j})^{-1}, \tag{B.6}
\]

\[
Q_{ab} = \prod_{i=a}^{b-1} Q_i, \tag{B.7}
\]

\[
|\mu_a| = \sum_{i \in \mu_a} \mu_{a,i}, \quad ||\mu_a|| = \sum_{i \in \mu_a} \mu_{a,i}^2. \tag{B.8}
\]

Using the notation (B.2) (B.3), the product term with \( Q_{b,a} \) can be write as

\[
\prod_{i=1}^{N} Q^{\mu_a} = \begin{cases} 
Q_B^{\sum_{i=1}^{N} l_i} \prod_{i=1}^{N} Q_{F_i}^{(N+m-2i)(l_1+\cdots+l_i)} \prod_{i=1}^{N-1} Q_{F_i}^{(2i-N-m)(l_{i+1}+\cdots+l_N)} & , \text{N + m = odd} \\
\prod_{i=1}^{N} Q_{F_i}^{(N+m-2i)(l_1+\cdots+l_i)} \prod_{i=1}^{N-1} Q_{F_i}^{(2i-N-m)(l_{i+1}+\cdots+l_N)} & , \text{N + m = even}
\end{cases},
\]

where \( l_a = |\mu_a| \).

With the knowledge of refine free energy, we can extract the refined BPS invariants by comparing (B.4) with the form of Gopakumar-Vafa formula. A standard symbolic computation will cost a lot of computing time. However, we can extract the invariants by setting some arbitrary numbers to \( q, t \) and regarding the invariants as a unknown number. Then the problem becomes to solve a linear system, which will be much easier and saves a lot of computing time. This method was used in [47] to extract the BPS invariants of local \( \mathbb{P}^1 \times \mathbb{P}^1 \) up to degree \( d = d_1 + d_2 \) to 18. The refined BPS invariants of each geometry we have studied have been listed in the appendix for the first few degrees.

### C Mirror Maps

For completeness, we list the classical mirror maps of the \( SU(N) \) geometries studied in this paper. Here we follow the traditional definition of mirror map without an imaginary phase attached. The \( A, B \)-periods satisfy the Picard-Fuchs operators, which are defined as

\[
\mathcal{L}_a = \prod_{Q_i^a > 0} \left( \frac{\partial}{\partial x_i} \right)^{Q_i^a} - \prod_{Q_i^a < 0} \left( \frac{\partial}{\partial x_i} \right)^{Q_i^a}. \tag{C.1}
\]

In the models we have computed, we choose \( Q_i^a \) to be the charge vectors of each model, and the summation of each charges vectors \( Q_i^{N+1} = Q_1 + Q_2 + \cdots + Q_N \) as an additional charge.

Then the fundamental period is

\[
\omega_0(z, \mu) = \sum_{i_1, \ldots, i_N=1}^{\infty} \frac{\Gamma(1 + \sum_{a=1}^{N} Q_i^a \rho_a)}{\Gamma(1 + \sum_{a=1}^{N} Q_i^a \rho_a + i_1)} \prod_{a=1}^{N} \frac{\prod_{k=1}^{N+3} \Gamma(1 + \sum_{a=1}^{N} Q_i^a \rho_a + i_a)}{\prod_{a=1}^{N} \mu_a^{i_a} z_a^{\rho_a + i_a}}, \tag{C.2}
\]

where \( \Gamma(x) \) is gamma function. Then the notations in the Section 6 are

\[
t_i = \omega_i = \frac{\partial}{\partial \rho_i} \omega_0(z, \mu)|_{\rho \to 0}, \tag{C.3}
\]

\[
\omega_{ij} = \frac{\partial^2}{\partial \rho_i \partial \rho_j} \omega_0(z, \mu)|_{\rho \to 0}. \tag{C.4}
\]
SU(3) geometry with $m = 0$

$$t_1 = \log(z_1) + 2z_1 - z_2 + 3z_1^2 - \frac{3z_1^2}{2} + \frac{20z_1^3}{3} - 2z_2z_1 + z_2^2z_1 - \frac{10z_2^3}{3} + \frac{35z_2^4}{2} - 8z_2z_1^3 - 4z_2z_3z_1^2 + 4z_2^3z_1 + 2z_2^2z_3z_1 - \frac{126z_2^5}{5},$$

$$t_2 = \log(z_2) + 2z_2 - z_1 + 3z_2^2 - \frac{3z_2^2}{2} - \frac{10z_2^3}{3} + z_2z_1^2 - 2z_2z_1 + \frac{20z_2^3}{3} - \frac{35z_2^4}{4} + 4z_2z_3^3 + 2z_2z_3^2z_1 + 8z_2z_3^2z_1^2.$$

$$t_3 = \log(z_3).$$

SU(3) geometry with $m = 1$

$$t_1 = \log(z_1) + 2z_1 - z_2 - z_3 + 3z_1^2 - \frac{3z_1^2}{2} - \frac{3z_1^3}{2} - 6z_2z_3 + \frac{20z_1^3}{3} - 2z_2z_1^2 + 6z_1z_2^2 + z_2z_1 +$$

$$- \frac{10z_3^3}{3} - \frac{10z_3^3}{3} - 30z_2z_3^2 - 30z_2z_3^3 + \frac{35z_3^4}{2} - 8z_2z_3^3 + 40z_2z_3^4 + 4z_2^3z_3 + 12z_3z_3^3z_1,$$

$$- \frac{35z_3^4}{4} - \frac{35z_3^4}{4} - 140z_2z_3^2 - 315z_2z_3^2z_1 + 140z_2z_3^3z_1 + \frac{126z_5^5}{5} - 30z_2z_3^4 + 210z_3z_3^4 + 15z_2^3z_3,$$

$$+ 90z_2z_3^2z_1 - 120z_2z_3z_3^2 - \frac{126z_3^4}{5} - 126z_3^4z_3 - 630z_2z_3^4 + 2520z_2^2z_3^4 - 2520z_2z_3^3 - 630z_2^3z_3^4.$$

$$t_2 = \log(z_2) - z_1 + 2z_2 + 2z_3 - \frac{3z_2^2}{2} + 3z_2^2 + 3z_3^2 + 12z_2z_3 - \frac{10z_1^3}{3} + z_2z_1^2 - 2z_2^2z_1 +$$

$$+ \frac{20z_3^3}{3} + \frac{20z_3^3}{3} + 60z_2z_3^3 + 60z_2z_3^3z_1 - \frac{35z_3^4}{2} + 40z_2z_3^4 - 8z_2z_3^3z_1 - 24z_2z_3z_1 +$$

$$+ \frac{35z_3^4}{2} + \frac{35z_3^4}{2} + 280z_2z_3^3z_1 + 630z_2z_3^3z_1 + 280z_3^3z_3z_1 + \frac{126z_5^5}{5} + 15z_2z_3^4 - 105z_3z_3^4 - 30z_2^3z_3,$$

$$- 180z_2z_3^2z_1 - 240z_2z_3z_3^2 - \frac{252z_5^5}{5} + \frac{252z_5^5}{5} + 1260z_2z_3^4 + 5040z_2^2z_3^4 + 5040z_2z_3^3 + 1260z_2z_3^4z_3,$$

$$t_3 = \log(z_3) + 2z_2 + 2z_3 + 3z_2^2 + 12z_3z_2 + 3z_3^2 + \frac{20z_3^3}{3} - 2z_1z_2^2 + 60z_3z_2^2 + 60z_2z_2^2 + \frac{20z_3^3}{3}$$

$$+ \frac{35z_3^4}{2} - 8z_1z_3^3 + 280z_3z_3^3 + 630z_3z_3^3z_2 - 24z_1z_3z_3^3z_2 + 280z_3z_3^3z_2 + \frac{35z_3^4}{2} + \frac{252z_5^5}{5} - 30z_1z_3^4$$

$$+ 1260z_3z_3^4z_2 + 5040z_3z_3^4z_2 - 240z_1z_3z_3^4z_2 + 5040z_3z_3^4z_2 - 180z_1z_3z_3^4z_2 + 1260z_3z_3^4z_2 + \frac{252z_3^5}{5},$$

with

$$2t_1 + 4t_2 - 3t_3 = 2 \log(z_1) + 4 \log(z_2) - 3 \log(z_3).$$

SU(3) geometry with $m = 2$

$$t_1 = \log(z_1) + 2z_1 - z_2 + 3z_1^2 - \frac{3z_1^2}{2} + 2z_2z_3 + \frac{20z_1^3}{3} - 2z_2z_1^2 + z_2^2z_1 - \frac{10z_2^3}{3} + 12z_2z_3,$$

$$+ \frac{35z_3^4}{2} - 8z_2z_3^4 + 4z_2^3z_3 - 6z_2z_3z_3^2 - \frac{35z_3^4}{2} - 15z_2z_3^4 + 60z_2z_3^3z_3 + \frac{252z_5^5}{5} - 30z_2z_3^4$$

$$- 8z_2z_3z_3^4 + 15z_2z_3 + 6z_2z_3z_3^2 - 60z_2z_3z_3 - \frac{126z_3^5}{5} - 210z_2z_3z_3 + 280z_3z_3,$$
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\[ t_2 = \log(z_2) + 2z_2 - z_1 - \frac{3z_2^3}{2} + 3z_2^2 - 4z_2z_3 - \frac{10z_3^3}{3} + z_2z_3^2 - 2z_2z_1 + \frac{20z_3^4}{3} - 24z_2^3z_3 \]
\[ - \frac{35z_2^4}{4} + 4z_2z_3^3 - 8z_2^3z_1 + 12z_2^2z_3z_1 + \frac{35z_2^4}{2} + 30z_2^3z_3 - 120z_2^3z_1 - \frac{126z_2^5}{5} + 15z_2z_3^4 \]
\[ + 4z_2z_3z_1^2 - 30z_2^3z_1 - 12z_2^2z_3^2 + 120z_2^3z_3z_1 + \frac{252z_5^5}{5} + 420z_2^3z_3^2 - 560z_2^4z_3, \]
\[ t_3 = \log(z_3) + z_2 + \frac{3z_2^2}{2} - 2z_2z_3 + \frac{10z_3^3}{3} - z_1z_2^2 - 12z_3z_2^3 + \frac{35z_2^4}{4} - 4z_1z_2^3 - 60z_3z_2^3 \]
\[ + 15z_2^3z_2^2 + 6z_1z_3z_2^2 + \frac{126z_2^5}{5} - 15z_1z_2^2 - 280z_2^3z_3^2 + 210z_2^3z_3^2 + 60z_1z_3z_2^2 - 6z_1z_3^2z_2^2, \]

with

\[ t_1 + 2t_2 - 3t_3 = \log(z_1) + 2\log(z_2) - 3\log(z_3). \]

**SU(4) geometry with** \( m = 0 \)

\[ t_1 = \log(z_1) + 2z_1 - z_2 + 3z_1^2 - \frac{3z_2^2}{2} + \frac{20z_1^3}{3} - 2z_2z_1^2 + z_2z_1 - \frac{10z_1^3}{3} + z_2^2z_1 + \frac{35z_1^4}{2} - 8z_2z_1 + 4z_2^3z_1 \]
\[ - \frac{35z_2^4}{4} + 4z_2z_1^3 - 8z_2^3z_1 + 12z_2^2z_1z_1 + \frac{35z_2^4}{2} + 30z_2^3z_1 - 120z_2^3z_1 - \frac{126z_2^5}{5} + 15z_2z_1^4, \]
\[ t_2 = \log(z_2) - z_1 + 2z_2 - z_3 - \frac{3z_2^2}{2} + 3z_2^2 - \frac{3z_2^3}{2} - \frac{10z_2^3}{3} + z_2z_3^2 - 2z_2z_1 + \frac{20z_2^4}{3} - 10z_2^3 \]
\[ + z_2^2z_3 + 3z_2^2z_3 - \frac{35z_2^4}{4} + 4z_2z_1^3 - 8z_2^3z_1 + 12z_2^2z_1z_1 + \frac{35z_2^4}{2} - \frac{35z_1^4}{4} + 4z_2z_1^3 - 8z_2z_1 \]
\[ - \frac{126z_2^5}{5} + 15z_2^4z_1 - 30z_2^3z_1 + 12z_2^2z_3z_1 + 2z_2^2z_3z_1 + \frac{252z_5^5}{5} - \frac{126z_2^5}{5} + 15z_2z_1^4 - 30z_2^3z_1, \]
\[ t_3 = \log(z_3) + z_2 - z_3 + 3z_2^2 - \frac{3z_2^2}{2} - 10z_2^3 - z_1z_2^2 + z_3z_2^2 - 2z_3z_2^2 + \frac{20z_2^4}{3} - \frac{35z_2^4}{4} + 4z_1z_2^3 + 4z_3z_2^3 \]
\[ - z_1z_3z_2^2 - 8z_3z_2^2 + \frac{35z_2^4}{2} - \frac{126z_2^5}{5} + 15z_1z_2^4 + 15z_3z_2^4 - 6z_1z_3z_2^2 - z_1z_3z_4z_2^2 - 30z_3^3z_2 + 252z_5^5, \]
\[ t_4 = \log(z_4). \]

**SU(5) geometry with** \( m = 0 \)

\[ t_1 = \log(z_1) + 2z_1 - z_2 + 3z_1^2 - \frac{3z_2^2}{2} + \frac{20z_1^3}{3} - 2z_2z_1^2 + z_2z_1 - \frac{10z_1^3}{3} + z_2^2z_1 + \frac{35z_1^4}{2} - 8z_2z_1 \]
\[ + 4z_2z_1^3 - z_2^2z_3z_1 - \frac{35z_2^4}{4} + 4z_2z_1^3 - 8z_2^3z_1 + 12z_2^2z_1z_1 + \frac{35z_2^4}{2} - \frac{35z_2^4}{4} + 4z_2z_1^3 - 8z_2z_1 \]
\[ - \frac{126z_2^5}{5} + 15z_2z_1^4 - 30z_2^3z_1 + 12z_2^2z_3z_1 + \frac{252z_5^5}{5} - \frac{126z_2^5}{5} + 15z_2z_1^4 - 30z_2^3z_1, \]
\[ t_2 = \log(z_2) - z_1 + 2z_2 - z_3 - \frac{3z_2^2}{2} + 3z_2^2 - \frac{3z_2^3}{2} - \frac{10z_2^3}{3} + z_2z_3^2 - 2z_2z_1 + \frac{20z_2^4}{3} - \frac{10z_2^3}{3} + z_2z_3^2 - 2z_2^2z_3 \]
\[ + z_2^2z_4 - \frac{35z_2^4}{4} + 4z_2z_1^3 - 8z_2^3z_1 + 12z_2^2z_1z_1 + \frac{35z_2^4}{2} - \frac{35z_2^4}{4} + 4z_2z_1^3 - 8z_2z_1 \]
\[ - \frac{126z_2^5}{5} + 15z_2z_1^4 - 30z_2^3z_1 + 12z_2^2z_3z_1 + \frac{252z_5^5}{5} - \frac{126z_2^5}{5} + 15z_2z_1^4 - 30z_2^3z_1, \]
\[ t_3 = \log(z_3) - z_2 + 2z_3 - z_4 - \frac{3z_2^2}{2} + 3z_3^2 - \frac{3z_2^3}{2} - \frac{10z_2^3}{3} + z_1z_2^2 + z_3z_2^2 - 2z_3^2z_2 + \frac{20z_2^4}{3} - \frac{10z_2^3}{3} + \frac{35z_2^4}{4} + z_2z_4 \]
\[ - \frac{35z_2^4}{4} + 4z_2z_1^3 - 8z_2^3z_1 + 12z_2^2z_1z_1 + \frac{35z_2^4}{2} - \frac{35z_2^4}{4} + 4z_2z_1^3 - 8z_2z_1 \]
\[ - \frac{126z_2^5}{5} + 15z_2z_1^4 - 30z_2^3z_1 + 12z_2^2z_3z_1 + \frac{252z_5^5}{5} - \frac{126z_2^5}{5} + 15z_2z_1^4 - 30z_2^3z_1, \]

\[ - 80 - \]
\[ t_4 = \log(z_4) + 2z_4 - z_3 + 3z_4^2 - \frac{3z_3^2}{2} - \frac{10z_3^3}{3} + z_2z_3 + z_4z_3^2 - 2z_4^2z_3 + \frac{20z_4^3}{3} - \frac{35z_4^4}{4} + 4z_2z_4^2 \]
\[ + 4z_4^2z_3 - z_2z_4z_3^2 - 8z_4z_3^3 + \frac{35z_4^4}{2} - \frac{126z_3^5}{5} + 15z_2z_3^4 + 15z_4z_3^4 - 6z_2z_4z_3^3 - 30z_4^2z_3 + \frac{252z_4^5}{5}, \]
\[ t_5 = \log(z_5). \]
### D Refined Gopakumar-Vafa Invariants

We list the refined BPS invariants from refined topological vertex in this section. The refined BPS invariants $N^{d}_{J_L,J_R}$ defined in this paper differ by a factor $(-1)^{d_L + d_R + 1}$ with the conventional refined BPS invariants which are always positive. Here we list the data with the later definition.

#### Resolved $\mathbb{C}^3/\mathbb{Z}_5$ Orbifold

| $d$ | $\sum_{d_1 + d_2 = d} \sum_{J_L,J_R} N^{d}_{J_L,J_R} (j_L,j_R)_{d_1,d_2}$ |
|-----|---------------------------------------------------|
| 1   | $(0, \frac{1}{2})_{0,1} \oplus (0, 1)_{1,0}$       |
| 2   | $(0, 0)_{1,1} \oplus (0, 1)_{1,1} \oplus (0, \frac{2}{3})_{2,0}$ |
| 3   | $(0, 1)_{1,2} \oplus (0, \frac{3}{2})_{2,1} \oplus (0, \frac{5}{3})_{2,1} \oplus (0, 3)_{3,0} \oplus (\frac{1}{2}, \frac{9}{2})_{3,0}$ |
| 4   | $(0, 2)_{1,3} \oplus (0, \frac{3}{2})_{2,2} \oplus (0, \frac{5}{3})_{2,2} \oplus (0, 3)_{3,1} \oplus (0, 4)_{3,1} \oplus (\frac{1}{2}, \frac{7}{2})_{3,1} \oplus (\frac{3}{2}, \frac{9}{2})_{3,1} \oplus (0, \frac{5}{2})_{4,0} \oplus (0, \frac{9}{2})_{4,0} \oplus (0, \frac{11}{2})_{4,0} \oplus (\frac{1}{2}, \frac{5}{2})_{4,0} \oplus (\frac{3}{2}, \frac{7}{2})_{4,0}$ |
| 5   | $(0, 3)_{1,4} \oplus (0, \frac{5}{2})_{2,3} \oplus (0, \frac{5}{2})_{2,3} \oplus (0, 1)_{3,2} \oplus (0, 2)_{3,2} \oplus (0, 3)_{3,2} \oplus (0, 4)_{4,2} \oplus (\frac{1}{2}, \frac{7}{2})_{3,2} \oplus (\frac{3}{2}, \frac{9}{2})_{3,2} \oplus (\frac{1}{2}, \frac{9}{2})_{3,2} \oplus (0, \frac{3}{2})_{4,1} \oplus (0, \frac{7}{2})_{4,1} \oplus (0, \frac{11}{2})_{4,1} \oplus (\frac{1}{2}, \frac{3}{2})_{4,1} \oplus (\frac{3}{2}, \frac{5}{2})_{4,1}$ |

#### Table 1: The refined BPS invariants of resolved $\mathbb{C}^3/\mathbb{Z}_5$ model. We list the invariants up to degree $d = d_1 + d_2 = 6$. This invariant is achieved by the relation with $SU(3)$, $m = 2$ model by $(N^{d_1}_{J_L,J_R})_{\mathbb{C}^3/\mathbb{Z}_5} = (N^{d_2}_{J_L,J_R})_{SU(3),m=2}$
| $d$ | $\sum_{d_1+d_2+d_B=d} \sum_{j_L,j_R} N_{j_L,j_R}^{d_1,d_2,d_B}$ |
|-----|-----------------------------------------------|
| 1   | $(0, 0)_{0,0,1} \oplus (0, \frac{1}{2})_{0,1,0} \oplus (0, \frac{1}{2})_{1,0,0}$ |
| 2   | $(0, 1)_{0,1,1} \oplus (0, 1)_{1,0,1} \oplus (0, \frac{1}{2})_{1,1,0}$ |
| 3   | $(0, 2)_{0,2,1} \oplus (0, 1)_{1,1,1} \oplus (0, 0)_{1,1,1} \oplus (0, 2)_{2,0,1}$ |
| 4   | $(\frac{1}{2}, 0)_{0,2,2} \oplus (0, 3)_{0,3,1} \oplus (0, 2)_{1,2,1} \oplus (0, 1)_{1,2,1} \oplus (0, \frac{1}{2})_{2,0,1} \oplus (0, 2)_{2,1,1} \oplus (0, 1)_{2,1,1} \oplus (0, 3)_{3,0,1}$ |
| 5   | $(\frac{1}{2}, 0)_{0,3,2} \oplus (0, \frac{1}{2})_{0,3,2} \oplus (0, \frac{1}{2})_{0,3,2} \oplus (0, 4)_{0,4,1} \oplus (0, \frac{1}{2})_{1,2,2} \oplus (0, \frac{1}{2})_{1,2,2} \oplus (0, 2)_{3,0,2} \oplus (0, 2)_{3,0,2} \oplus (0, 3)_{3,1,1} \oplus (0, 2)_{3,1,1}$ |
| 6   | $(\frac{1}{2}, 0)_{0,3,3} \oplus (0, 3)_{0,3,3} \oplus (1, \frac{1}{2})_{0,4,2} \oplus (\frac{3}{2}, 0)_{0,4,2} \oplus (\frac{3}{2}, 0)_{0,4,2} \oplus (0, \frac{5}{2})_{0,4,2} \oplus (0, \frac{5}{2})_{0,4,2} \oplus (0, 5)_{0,5,1} \oplus (\frac{3}{2}, 0)_{1,2,1} \oplus (\frac{3}{2}, 0)_{1,2,1} \oplus (0, 4)_{1,4,1} \oplus (0, 4)_{1,4,1} \oplus (0, 5)_{1,5,1} \oplus (0, 3)_{2,3,1} \oplus (0, 2)_{2,3,1} \oplus (0, 1)_{2,3,1} \oplus (0, 2)_{3,1,2} \oplus (0, 3)_{3,1,2} \oplus (0, 2)_{3,1,2} \oplus (0, 1)_{3,1,2} \oplus (1, \frac{1}{2})_{4,0,2} \oplus (1, \frac{1}{2})_{4,0,2} \oplus (0, 4)_{1,1,1} \oplus (0, 5)_{5,0,1}$ |
| 7   | $(\frac{1}{2}, \frac{1}{2})_{0,4,3} \oplus (0, 4,4) \oplus (0, 0,0) \oplus (0, 0,0) \oplus (0, 0,0) \oplus (0, 0,0) \oplus (0, 0,0) \oplus (0, 0,0)$ |

Table 2: The refined BPS invariants of $SU(3)$, $m = 0$ model. We list the invariants up to degree $d = d_1 + d_2 + d_B = 7$. From the charge, we can see the symmetry $N_{j_L,j_R}^{d_1,d_2,d_B} = N_{j_L,j_R}^{d_2,d_1,d_B}$.
\[ \sum_{d_1 + d_2 + d_3 = d} \sum_{j_L, j_R} N_{j_L, j_R}^d (j_L, j_R)_{d_1, d_2, d_3} \]

| \(d\) | \(N_{j_L, j_R}^d (j_L, j_R)_{d_1, d_2, d_3}\) |
|-----|------------------------------------------------|
| 1   | \((0, \frac{1}{2})_{0,0,0} \oplus (0, \frac{1}{2})_{0,1,0} \oplus (0, \frac{1}{2})_{1,0,0}\) |
| 2   | \((0, \frac{3}{2})_{0,1,1} \oplus (0, \frac{3}{2})_{1,0,1} \oplus (0, \frac{3}{2})_{1,1,0}\) |
| 3   | \((0, \frac{1}{2})_{1,1,1} \oplus (0, \frac{3}{2})_{2,1,1} \oplus (0, \frac{3}{2})_{3,0,1}\) |
| 4   | \((0, \frac{5}{2})_{0,1,1} \oplus (\frac{3}{2}, 4)_{0,2,2} \oplus (0, \frac{3}{2})_{0,2,2} \oplus (0, \frac{3}{2})_{0,3,1} \oplus (0, \frac{3}{2})_{1,1,2} \oplus (0, \frac{3}{2})_{1,2,1} \oplus (0, \frac{3}{2})_{1,2,1} \oplus (0, \frac{3}{2})_{2,1,1} \oplus (0, \frac{3}{2})_{2,1,1} \oplus (0, \frac{3}{2})_{3,0,1}\) |
| 5   | \((0, \frac{5}{2})_{1,1,1} \oplus (\frac{3}{2}, 4)_{0,2,2} \oplus (\frac{3}{2}, 4)_{0,3,1} \oplus (\frac{3}{2}, 4)_{0,3,1} \oplus (0, \frac{3}{2})_{0,2,2} \oplus (0, \frac{3}{2})_{0,3,1} \oplus (0, \frac{3}{2})_{1,1,2} \oplus (0, \frac{3}{2})_{1,2,1} \oplus (0, \frac{3}{2})_{1,2,1} \oplus (0, \frac{3}{2})_{2,1,1} \oplus (0, \frac{3}{2})_{2,1,1} \oplus (0, \frac{3}{2})_{3,0,1}\) |
| 6   | \((0, \frac{5}{2})_{1,1,1} \oplus (\frac{3}{2}, 4)_{0,2,2} \oplus (\frac{3}{2}, 4)_{0,3,1} \oplus (\frac{3}{2}, 4)_{0,3,1} \oplus (0, \frac{3}{2})_{0,2,2} \oplus (0, \frac{3}{2})_{0,3,1} \oplus (0, \frac{3}{2})_{1,1,2} \oplus (0, \frac{3}{2})_{1,2,1} \oplus (0, \frac{3}{2})_{1,2,1} \oplus (0, \frac{3}{2})_{2,1,1} \oplus (0, \frac{3}{2})_{2,1,1} \oplus (0, \frac{3}{2})_{3,0,1}\) |

\(SU(3)\) Geometry with \(m = 1\)
Table 3: The refined BPS invariants of SU(3), m = 1 model. We list the invariants up to degree $d = d_1 + d_2 + d_3 = 7$. From the charge, we can see the symmetry $N^{0, d_1, d_2}_{J^c, J^R} = N^{0, d_3, d_2}_{J^c, J^R}$. 
SU(3) Geometry with m = 2

| d | \( \sum_{d_1+d_2+d_3=d} \sum_{j_L,j_R} N^d_{j_L,j_R}(j_L,j_R) d_1 d_2 d_3 \) |
|---|---|
| 1 | \((0,0)\oplus (0,1)\oplus (0,1,1)\oplus (0,1,1,1)\) |
| 2 | \((0,1)\oplus (0,1,1)\oplus (0,1,1,1)\oplus (0,1,1,1,1)\) |
| 3 | \((0,2)\oplus (0,3)\oplus (0,3,1)\oplus (0,1,1,2)\oplus (0,1,2,1)\oplus (0,2)\oplus (0,2,1)\oplus (0,2,2,1)\oplus (0,1,1,2)\oplus (0,2,2,1)\) |
| 4 | \((0,1,1)\oplus (0,1,2,1)\oplus (0,2,1)\oplus (0,2,2,1)\oplus (0,1,1,2)\oplus (0,2,2,1)\) |
| 5 | \((0,2)\oplus (0,2,1)\oplus (0,2,2)\oplus (0,2,3)\oplus (0,2,3,1)\oplus (0,1,2,1)\oplus (0,1,2,1,1)\oplus (0,1,2,1,1,1)\) |
| 6 | \((0,3)\oplus (0,3,1)\oplus (0,3,2)\oplus (0,3,2,1)\oplus (0,3,2,1,1)\oplus (0,1,2,2,1)\oplus (0,1,2,2,1,1)\oplus (0,1,2,2,1,1,1)\) |
| 7 | \((0,4)\oplus (0,4,1)\oplus (0,4,1,1)\oplus (0,4,1,1,1)\oplus (0,4,1,2)\oplus (0,4,1,2,1)\oplus (0,4,1,2,1,1)\oplus (0,4,1,2,1,1,1)\) |
| 8 | \((0,5)\oplus (0,5,1)\oplus (0,5,1,1)\oplus (0,5,1,1,1)\oplus (0,5,2)\oplus (0,5,2,1)\oplus (0,5,2,1,1)\oplus (0,5,2,1,1,1)\) |

Table 4: The refined BPS invariants of SU(3), m = 2 model. We compute the invariants up to degree \( d = d_1 + d_2 + d_3 = 13 \). We list this invariants up to degree \( d = 8 \).
SU(4) Geometry with \( m = 0 \)

| \( d \) | \( \sum_{d_1+d_2+d_3+d_B=d}G_{JL,JN}^d \) |
|---|---|
| 1 | \((0, \frac{1}{2}, 0, 0, 0, 1) \oplus (0, \frac{1}{2}, 0, 1, 0, 0) \oplus (0, \frac{3}{2}, 0, 1, 0, 0) \oplus (0, \frac{1}{2}, 1, 1, 0, 0)\) |
| 2 | \((0, \frac{1}{2}, 0, 0, 1, 1) \oplus (0, \frac{1}{2}, 0, 1, 1, 0) \oplus (0, \frac{3}{2}, 0, 1, 1, 0) \oplus (0, \frac{1}{2}, 1, 1, 0, 0)\) |
| 3 | \((0, \frac{3}{2}, 0, 0, 2, 1) \oplus (0, \frac{3}{2}, 0, 1, 2, 0) \oplus (0, \frac{5}{2}, 0, 1, 1, 1) \oplus (0, \frac{3}{2}, 0, 1, 1, 0) \oplus (0, \frac{5}{2}, 0, 0, 1, 0)\) |
| 4 | \((0, \frac{5}{2}, 0, 0, 3, 1) \oplus (0, \frac{3}{2}, 0, 1, 0, 3) \oplus (0, \frac{3}{2}, 0, 1, 1, 2) \oplus (0, \frac{3}{2}, 0, 1, 1, 0) \oplus (0, \frac{3}{2}, 0, 1, 0, 1) \oplus (0, \frac{3}{2}, 0, 1, 0, 0) \oplus (0, \frac{3}{2}, 0, 1, 0, 0)\) |
| 5 | \((0, \frac{5}{2}, 0, 0, 3, 2) \oplus (0, \frac{3}{2}, 0, 1, 0, 4) \oplus (0, \frac{3}{2}, 0, 1, 1, 3) \oplus (0, \frac{3}{2}, 0, 1, 1, 0) \oplus (0, \frac{3}{2}, 0, 1, 0, 2) \oplus (0, \frac{3}{2}, 0, 1, 0, 0)\) |

Table 5: The refined BPS invariants of SU(4), \( m = 0 \) model. We list the invariants up to degree \( d = d_1 + d_2 + d_3 + d_B = 6 \). From the charge, we can see the symmetry \( N_{JL,JN}^{d_1,d_2,d_3,d_B} = N_{JL,JN}^{d_3,d_2,d_1,d_B} \).
The refined BPS invariants of $SU(5)$, $m = 0$ model. We list the invariants up to degree $d = d_1 + d_2 + d_3 + d_4 + d_B = 6$. From the charge, we can see the symmetry $N_{j_L,j_R}^{d_1,d_2,d_3,d_4,d_B} = N_{j_L,j_R}^{d_4,d_3,d_2,d_1,d_B}$. 

| $d$ | $\sum_{d_1+d_2+d_3+d_4+d_B=d} \sum_{j_L,j_R} N_{j_L,j_R}^{d_1,d_2,d_3,d_4,d_B}$ |
|-----|------------------------------------------------|
| 1   | $(0, 0)_{0,0,0,0,0} \oplus (0, \frac{1}{2})_{0,0,1,0,0} \oplus (0, \frac{1}{2})_{0,0,0,0,0} \oplus (0, \frac{1}{2})_{0,1,0,0,0} \oplus (0, \frac{1}{2})_{1,0,0,0,0}$ |
| 2   | $(0, 1)_{0,0,1,0,0} \oplus (0, \frac{1}{2})_{0,1,1,0,0} \oplus (0, \frac{1}{2})_{0,1,0,0,0} \oplus (0, \frac{1}{2})_{1,1,0,0,0}$ |
| 3   | $(0, 1)_{0,0,1,1,1} \oplus (0, 0)_{0,0,1,1,1} \oplus (0, 2)_{0,0,2,0,1} \oplus (0, 1)_{0,1,1,1,1} \oplus (0, 0)_{0,1,1,1,1} \oplus (0, 2)_{0,2,0,0,1} \oplus (0, 1)_{1,1,0,0,1} \oplus (0, 1)_{0,1,1,0,1} \oplus (0, 1)_{0,0,1,1,0}$ |
| 4   | $(0, 1)_{0,0,1,2,1} \oplus (0, \frac{1}{2})_{0,0,2,0,2} \oplus (0, 2)_{0,0,2,1,1} \oplus (0, 1)_{0,0,2,2,1} \oplus (0, 0)_{0,0,2,2,1} \oplus (0, \frac{1}{2})_{0,0,2,2,1} \oplus (0, \frac{1}{2})_{0,0,2,1,2} \oplus (0, \frac{1}{2})_{0,0,2,1,2}$ |
| 5   | $(0, 2)_{0,0,1,3,1} \oplus (0, \frac{1}{2})_{0,0,2,1,2} \oplus (0, \frac{1}{2})_{0,0,2,1,2} \oplus (0, 2)_{0,0,2,1,1} \oplus (0, 1)_{0,0,2,2,1} \oplus (0, 0)_{0,0,2,2,1} \oplus (0, \frac{1}{2})_{0,0,2,2,1} \oplus (0, \frac{1}{2})_{0,0,2,2,1}$ |
| 6   | $(0, 3)_{0,0,1,4,1} \oplus (0, \frac{1}{2})_{0,0,2,2,2} \oplus (0, \frac{1}{2})_{0,0,2,2,2} \oplus (0, \frac{1}{2})_{0,0,2,2,2} \oplus (0, \frac{1}{2})_{0,0,2,2,2} \oplus (0, \frac{1}{2})_{0,0,2,2,2} \oplus (0, \frac{1}{2})_{0,0,2,2,2} \oplus (0, \frac{1}{2})_{0,0,2,2,2}$ |

Table 6: The refined BPS invariants of $SU(5)$, $m = 0$ model.
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