Digital twin predicting diet response before and after long-term fasting
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Abstract

Today, there is great interest in diets proposing new combinations of macronutrient compositions and fasting schedules. Unfortunately, there is little consensus regarding the impact of these different diets, since available studies measure different sets of variables in different populations, thus only providing partial, non-connected insights. We lack an approach for integrating all such partial insights into a useful and interconnected big picture. Herein, we present such an integrating tool. The tool uses a novel mathematical model that describes mechanisms regulating diet response and fasting metabolic fluxes, both for organ-organ crosstalk, and inside the liver. The tool can mechanistically explain and integrate data from several clinical studies, and correctly predict new independent data, including data from a new study. Using this model, we can predict non-measured variables, e.g. hepatic glycogen and gluconeogenesis, in response to fasting and different diets. Furthermore, we exemplify how such metabolic responses can be successfully adapted to a specific individual’s sex, weight, height, as well as to the individual’s historical data on metabolite dynamics. This tool enables an offline digital twin technology.

Author summary

Fasting and diet are central components of prevention against cardiovascular disease. Unfortunately, there is little consensus regarding which diet schemes are optimal. This is partially because different clinical studies contribute with different non-connected pieces of knowledge, which have not been fully integrated into a useful and interconnected big picture. In principle, mathematical models describing meal responses could be used for such an integration. However, today’s models still lack critical mechanisms, such as protein metabolism and a dynamic glycogen regulation. Herein, we present a) a new expanded model structure including these mechanisms; b) a set of parameters which can simultaneously describe a wide array of complementary estimation data, in both healthy and diabetic populations; c) a personalisation-script, which allows these generic
parameters to be tuned to an individual/sub-population, using demographics (age, weight, height, diabetes status) and historic metabolic data. We exemplify how this personalisation can be used to predict new independent data, including a new clinical study, where a qualitatively new prediction is validated: that an oral protein tolerance test gives a clear response in plasma glucose, after, but not before, a 48h fasting period. Our combined model, parameters, and fitting script lay the foundation for an offline digital twin.

Introduction

Metabolic dysregulation and obesity lead to many of our most serious diseases: type 2 diabetes, non-alcoholic steatohepatitis (NASH), and cardiovascular diseases. Prevention of these diseases involves proper diet and exercise. Proper dieting involves two central steps: i) figuring out which diet scheme is the best for each person, and ii) making people follow these schemes. Unfortunately, we have still not succeeded with either of these two steps. There is no consensus regarding which of the many proposed diet and fasting schemes is optimal for each person: some restrict fat while allowing for high carbohydrates (HCLF); some do the opposite, i.e. restrict carbohydrates and allow fat (LCHF); some advocate fasting two days a week (5:2); some 16 hours each day (intermediate fasting, IF); and some suggest small, frequent meals (SFM) [1–8]. The reason for this lack of consensus from long-term studies may partially be due to a variety of confounding factors that are hard to monitor in large-scale long-term studies. Well-designed short-term studies show clearer effects. However, in these short-term studies, different studies measure different sets of variables, in different conditions, and in different populations. Such disparate datasets cannot naturally be integrated using traditional methods for data analysis. Finally, there are also many problems regarding compliance to these diets: patients may not believe that the prescribed diet works for them, and/or have problems with motivation and long-term adherence [9–11].

Lately, a new technology has been advocated that potentially can solve both these problems: digital twins (Fig 1A) [12–14]. Digital twins come in different categories, e.g. online twins, which are updated in real time by connecting with a sensor, and offline twins, which are only occasionally updated using new data [15]. Another distinction is between black box twins, utilising machine learning and statistical models, and physiologically based twins. A physiologically based digital twin is a personalised computer model that describes the underlying physiology in a specific person or patient (Fig 1B). An important potential with physiologically based twins is that you can give them a meal or a fasting schedule, and see how they respond, both acutely to each meal, and etiologically over longer periods of time. The physiological nature of such twins implies that they can deal with the first problem mentioned above: lack of consensus. Specific aspects of each study can be incorporated into the appropriate parts of the digital twin (Fig 1C) [16]. For instance, a study that measures the interplay between glucose, insulin, and glycogen, will inform and update those aspects of the twin. Another study that measures other variables will update other aspects of the same twin technology. Finally, a digital twin technology can potentially also help with the second problem: lack of compliance. It is likely that seeing your own digital twin (Fig 1D) improve, maintain, or lose its metabolic function by following different diets, will increase the motivation to follow the right diet [12].

There are some well-established physiological models in use for specific types of clinical applications, but no available model can deal with changes between different diet compositions and fasting schemes (Fig 1E). While mathematical modelling of meal responses already started in the 1970s [17–20], a big breakthrough came with the so-called 'Dalla Man model' in 2007.
This model is based on data from a triple-tracer experiment, where different glucose and insulin fluxes in the body were measured. A version of this model was approved by the Food and Drug Administration (FDA) in the US, as a replacement for animal experiments when certifying insulin pumps used to treat type 1 diabetes [22]. However, while there has been much work improving such models, there is still no model available that: i) can describe the physiological response to different diet compositions, e.g. containing different amounts of proteins and carbohydrates, or ii) can correctly predict the response to fasting. For these reasons, the potential of a digital twin mentioned above cannot yet be realised. In this paper, we address both of these shortcomings (Fig 2). Using four different clinical studies (Fig 3), we develop and train a new and significantly extended model. The model can predict new situations and variables, personalised responses (Figs 4–6) from both previous studies, and from a new study involving fasting and oral protein tolerance tests (OPTT) before and after 48 h fasting (Fig 6). Finally, we illustrate that the combined knowledge extracted from all of these studies can be used to predict the patient-specific impact of a variety of dietary compositions and fasting schedules (Fig 7).

**Results**

We have substantially improved and expanded the capabilities of the previous meal models

We have extended our most recent improved version of the original ‘Dalla Man model’ [23] to include a series of new features: i) intracellular metabolism in the liver, ii) long-term energy regulation via the new states for liver and kidney glycogen, iii) protein metabolism, and iv) hepatic interconversion between glucose and amino acids. Because of these changes, the new model can incorporate data and insights from a wide variety of studies, measuring e.g. fasting, glycogen, gluconeogenesis, and both hepatic and kidney endogenous glucose production. The new model has been iteratively developed and modified (Fig 1C) to be able to describe the variety of studies used in the estimation data (Fig 3). The resulting model is fully described in detail (see S1 Text), and all model files are available on GitHub (see Material and Method). The reliability of the model has been tested both quantitatively and qualitatively using new data that has not been used for parameter estimation (Figs 4–6). Both estimation and validation data include various aspects of a new protein metabolism and fasting oriented study which has been designed to generate new responses not present in any of the other data: the estimation data include responses to large meals (Fig 3D), and the validation data include OPTT responses before and after 48h fasting (Fig 6). Finally, because of these new model improvements, the model can simulate physiologically-based predictions of diet responses (Fig 7), which both constitutes an additional qualitative validation, and which illustrates how the model could eventually be used in clinical applications to serve as a digital twin that provides personalised diet related metabolic insights, and thus could be used as a tool to help with metabolic dysregulation and obesity.

The new digital twin tool can describe all original data used to develop the original ‘Dalla Man model’, while adding several qualitatively new features

The first and arguably most striking qualitative improvement in the new digital twin tool is illustrated in Fig 2A and 2B, and it concerns the ability to simulate OPTTs before and after
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Fig 2. Model features compared to previous model. (A) Overview of the qualitative predictions and improvements in new model, compared to previous models. Previous models can only either i) ignore protein ingestion in glucose simulations, or ii) have a static formula for a phenomenological conversion between protein and plasma glucose, which incorrectly increases the hepatic glucose uptake. In contrast, iii) in the new model, we can have a protein-induced increase in gluconeogenesis and hepatic glucose production, which is much larger after fasting than in a fed state. The arrows and their sizes represent the qualitative relationships between the fluxes between plasma glucose and plasma liver during the second OPTT response, for the three model alternatives. (B) Experimental data (error bars) validating another key difference between the new (blue line) and old model simulations (orange line): the decrease of plasma liver during the second OPTT response, for the three model alternatives. (C) New model (blue line) can describe all of the mechanistic flux data (error bars) that led to the 'Dalla Man model' [21], equally as well as that model and its subsequent improvements (orange line). The data shows responses to a mixed meal at 0.5 h (black bar). (D) Examples of predictions of key mechanistic variables that new model can produce, which the original Dalla Man model and its subsequent improvements (including [23]) cannot produce. (E) Qualitative aspects of metabolism compared to simulations, where predictions (blue filled bars) are compared to data (grey filled bars) for organ-specific glucose uptake (i, [32]), organ-specific endogenous glucose production (EGP) (ii,[35]), and insulin clearance (iii, [33]). Model uncertainty is represented as error bars on blue filled bars, and error bars on grey filled bars are qualitative reasonable intervals of each respective metabolic flow or reaction.

https://doi.org/10.1371/journal.pcbi.1010469.g002

Fasting. Previous models are glucose-centric, and can only interpret OPTTs as either no input (Fig 2Ai), or using a static conversion, where the new glucose is assumed to enter directly into the bloodstream (Fig 2Aii). The new digital twin tool instead includes the biochemical description, conversion in the liver followed by endogenous glucose production (EGP), and has a negligible glucose response in fed conditions, but a clear response in fasting conditions. This changing OPTT response is a qualitatively new type of response, not seen in any of the training data, and it is quantitatively confirmed in our new clinical study (Fig 6).

Second, the new digital twin tool has not lost any critical ability compared to its predecessors. To check this, the new model was fitted to the original data used to develop the 'Dalla Man model' [21] (Fig 2C). In that study, healthy subjects were subjected to a meal response at t = 0.5 h (black line), and a triple-tracer protocol was used to measure a variety of variables: plasma glucose, plasma insulin, EGP, glucose rate of appearance, glucose utilisation, and insulin secretion. Compared to the previous model (orange line), the new simulations (blue line) agree at least as well with the data (error bars). The exact parameters used in the original model publication of the previous 'Dalla Man model' are not publicly available, and the parameters used to simulate the 'Dalla Man model' is estimated to fit the data in the same figure, similarly done as in the previous 'Dalla man model' publications [23, 24]. Finally, that the agreement between data and simulation is acceptable and supported by both visual assessment and by a χ²-test (cost = 13 < 153 = Tρ = Fcdf−inv(0.95, 126), Material and Method).

A third important improvement to qualitative behavior to take under consideration when comparing the new model with the older 'Dalla man model', is the underlying mechanisms for some of the simulated dynamics, e.g. EGP. In the original 'Dalla Man model', the drop in EGP following a meal is explained by a phenomenological expression, which simply subtracts the rate of appearance flux from a constant value. When simulating the new model, simulations show the same drop in EGP, but instead via mechanistic mechanistic processes, e.g. involving insulin inhibition of gluconeogenesis and glycogenolysis (Fig 1D).

Finally, because of our new improved model structure and estimation procedure, the model can predict a variety of new physiological variables, not present in previous models. These newly supported physiological variables, include hepatic glycogen levels (Fig 2Di), hepatic gluconeogenesis (Fig 2Di), and renal EGP (Fig 2Diii). None of these variables existed in either the previous 'Dalla Man model' or in its later developed extensions. Note that these new predictions are determined from qualitative constraints in the cost function (see Material and Method - Qualitative constraints in the cost function), and that predictions of glycogen have a smaller uncertainty after the training to the estimation data has been done (e.g. Fig 4).
Fig 3. Model simulations of the four clinical studies used for parameter estimations. In all plots, data points are represented as the centre of error bars (SEM) or crosses. Simulations with uncertainty are represented by areas, and the best agreeing simulation is the line, for both healthy populations (blue) and T2D population (red). Quantitative details regarding all studies are summarised in Table D in S1 Text. All of these data are mean responses, and simulations are made for a 175 cm, 75 kg male person. (A) Krssak data [26], which describes a mixed meal response (87 g carbohydrates and 23 g protein) happening at 1 h (black bar), whereafter plasma glucose, insulin, and EGP and hepatic glycogen are measured. (B) Magnusson data [27], which describes a fasting response,
The new digital twin tool can describe estimation data for short and intermediate-term dynamics in glucose, insulin, EGP, glycogen, and gluconeogenesis, in both healthy and T2D populations.

The model parameters were estimated in order to fit model simulations to data from four different clinical studies (Fig 3), three already published [25–27] (Fig 3A–3C) and a meal from our new study (Fig 3D). These studies include various variables measured in both healthy and diabetic populations, and the model can successfully describe all these studies. The data from the four different clinical studies is of four different populations and hence have a natural variance in metabolic variables such as insulin response, clearance, and resistance. These natural variances are taken into consideration in the model parameter estimation, see "Model Development" in Material and Method for details regarding parameter estimation. The agreement between data (error bars) and simulations (lines) are acceptable according to both visual assessment and a $\chi^2$-test, for both healthy data (cost = 175 < 223 = $T_{\chi^2}^2 = \frac{\chi^2}{\text{cdf}^{-1}(0.95, 190)}$) and for diabetes data (cost = 61 < 105 = $T_{\chi^2}^2 = \frac{\chi^2}{\text{cdf}^{-1}(0.95, 83)}$, Material and Method). This means that the model provides an acceptable mechanistic explanation for all estimation data [28].

The first study [26] (Fig 3A) shows mixed-meal responses for hepatic glycogen, glucose, EGP, and insulin, in a healthy (blue) and a diabetic (red) population. The meal is given at $t = 1$ h, represented with a black bar along the x-axis. Glucose and insulin reach a peak around 1 h, and return back to a baseline within 5 h. In contrast, the dynamics of glycogen was slower, with a peak around 2.5 h, and the concentration is still declining after 9 h. As can be seen, the model simulations (areas) replicate these qualitative features, and in general lie close to experimental data (error bars) for all variables, which is also supported by the $\chi^2$-test.

The second study [27] (Fig 3B) looks at two things—the role of gluconeogenesis and the amount of hepatic glycogen—in both healthy and diabetic populations. The subjects ate a standardised meal 4 h before the first sampling point, after which they fasted for 23 h. The contribution of gluconeogenesis to the EGP was then obtained by subtracting measured EGP from the decrease in glycogen concentration. Due to the glucose production assumption made in the study, the calculated contribution of gluconeogenesis in the model is the sum of gluconeogenesis in both the liver and kidneys divided by the total EGP. As can be seen, the contribution of gluconeogenesis is around 70% in healthy individuals, and around 88% in diabetic individuals, in both the data and model. Additionally, the glycogen levels are lower in diabetic individuals, which most likely are due to insulin resistance and a reduced insulin production. All these differences are seen both in the data and in the model.

The third study [25] (Fig 3C) again considers a fasting intervention, this time 48 h, following an overnight fast. Both the model (area) and data (error bars) displayed a drop in glucose during these 48 h (Fig 3C). During this time, the plasma insulin concentration dropped from around 30 to around 10 pM in the model. While this drop in plasma insulin lies within the experimental uncertainty, the drop as such is not as apparent in the data. This possible discrepancy has to do with the insulin production part of the model, which is partly dependent on the current glucose concentrations in plasma. This part of the model dates back to the original ‘Dalla Man model’ [21]. After this fasting period, an oral glucose tolerance test (OGTT) of 300
kcal was performed. The OGTT was ingested at 3.5 h (Fig 3Ciii), and gave rise to a plasma glucose peak of around 10 mM, which is higher than normal in a healthy population because of the prior long fasting period. As can be seen, the model describes this unusually large OGTT response for both glucose (Fig 3Ciii) and insulin (Fig 3Civ).

The fourth and final study concerns data on a meal response, taken from a new clinical study conducted by us (Fig 3D). The reason for this addition is that all other estimation data concern a relatively small meal size (<450 kcal). Since we want the model to be able to describe meal responses during normal life, which often goes up to ~1000 kcal, we included one of the meals from the first five days in our clinical validation study (Fig 6) also in the estimation data. This additional training data describes glucose dynamics in a mixed meal of ~940 kcal. As can be seen, the plasma glucose peak is around 8 mM in both the data and model.

In summary, all of these simulation results show that the model has the ability to find a mechanistic explanation for both short- and intermediate-term dynamics in glucose, insulin, EGP, glycogen, and gluconeogenesis, in both healthy (blue) and T2D populations (red).

The new digital twin tool can correctly predict validation data for subject-specific hepatic glycogen levels and gluconeogenesis contribution to endogenous glucose production

The first validation test done with the trained model was with the Rothman data [29] (Fig 4). In this study, they investigated hepatic glycogen (Fig 4A) and gluconeogenesis contribution to the EGP (Fig 4B) during a 68 h fast in a healthy population. The method of estimating the gluconeogenesis contribution to EGP was performed in accordance with the Magnusson study (Fig 3B). However, in the Magnusson study, the fast only lasted 23 h, while in the Rothman study the fast lasted more than twice as long. Furthermore, in the Rothman study, individual hepatic glycogen responses were reported for the seven individual subjects (Fig 4B). As can be seen, the model (area) agrees well with the experimental data (error bars) for all these observations. Here, the personalisation of each digital twin was done in two ways: i) the covariates age, weight, height, sex, and diabetes status were set to reported values, ii) the meals during the days leading up to the start of the study were optimised to agree with the initial data points, marked with an X (Material and Method). This visual assessment of the acceptable agreement was formally supported by a $\chi^2$-test (cost = 16 < 24 = $T_{\chi^2}^{24} = F_{\chi^2}^{24}(0.95, 14)$).

The new digital twin tool can correctly predict validation data including plasma glucose, insulin, and EGP from independent studies

The second validation test was conducted in order to test the model’s ability to predict meal responses (Fig 5) [30,31]. The data represented in Fig 5 includes two different studies: one mixed meal (Fig 5A) and one OGTT (Fig 5B). These two studies were chosen because they measure not only plasma glucose and insulin, but also one additional variable that has to do with the new additions to the model: hepatic glycogen (Fig 5A) and EGP (Fig 5B). Considering that the size and meal content are different in both studies, the response in glucose and insulin is qualitatively similar in both studies. EGP declines in response to the OGTT and then slowly goes back to normal, on a timescale that is comparable to the glucose and insulin meal responses. In contrast, the hepatic glycogen increases in response to the meal with a peak after about 5–7 h, and hence works on a slower timescale than the other variables. All these observations are correctly predicted by the model, both qualitatively and quantitatively. As before, this visual assessment is supported by a $\chi^2$-test, both for the mixed meal (cost = 47 < 50 = $T_{\chi^2}^{24} = F_{\chi^2}^{24}(0.95, 35)$) (Fig 5A) and for the OGTT (cost = 39 < 60 =
Fig 4. The first validation test done with the model, using the Rothman data [29]. In all plots, data values are depicted with a dot, SEM uncertainty by the error bar, simulation uncertainties are depicted by the areas, and a simulation using the model parameters that best agree with the data is depicted with the line. The first data point (also depicted with an X) is used for personalising the model, and the rest are used for validation. The study monitors the response of hepatic glycogen, and of the contribution of glycogenolysis to EGP, during a 68 h fast. (A) Prediction of hepatic glycogen levels and gluconeogenesis contribution to the endogenous glucose production on the full population. (B) Prediction of hepatic glycogen levels on an individual level.

https://doi.org/10.1371/journal.pcbi.1010469.g004
The new digital twin tool can predict fasting interventions and protein metabolism both in a fed and unfed state as validated by a new study

To further test the capabilities of the model, a new dataset was collected that tested a new type of prediction, not present in any of the other datasets. More specifically, the new study examined the response to an OPTT before and after a 48-h fasting (Material and Method). These combined OPTT and fasting responses are highly central predictions for the new additions to the digital twin model. The reason for this centrality is that these predictions concern the interplay between glucose and protein metabolism and how this interplay is impacted by glycogen and fasting. These interplays and regulations were not present in previous models (Figs 1E and 2A).
Three different predictions were central to the design of the clinical study (Fig 6A). Firstly, plasma glucose will decrease during the 48-h fasting (Fig 2Aiii). This prediction is different compared to the corresponding prediction of the prior meal response models (Fig 2Ai and 2Aii), and it is supported by data (Fig 6C) for both subjects. In contrast, the second and third predictions concern the OPTT responses before and after this fasting period, and these predictions have not been seen in any training data. The second prediction is that the first OPTT response, before the fasting, will not give rise to any noticeable response in plasma glucose concentration, and this is what is seen in the data (Fig 6B). In contrast, the third and final prediction is that the same OPTT will give rise to at least 1 mM increase in plasma glucose after the fasting, and that this rise will remain above the glucose values before the OPTT for at least 2 h (Fig 6D). As can be seen, these observations are clearly fulfilled by the data. Since we are now in a digital twin setting, with subject-specific responses, each data point comes without an associated uncertainty, and a direct $\chi^2$-test is not possible.

To exemplify the model’s ability to predict non-measured variables, four different person-specific predictions were made concerning the following: the percentage of released amino acids from the digestive system that are metabolised into tricarboxylic acid cycle (TCA) cycle components or pyruvate (Fig 6Ei), total release of amino acids from ingested protein (Fig 6Eii), the rate of appearance of pyruvate from internal sources (Fig 6Eiii), and gluconeogenesis (Fig 6Eiv). The model predicts an increasing ratio of amino acids used for energy regulation as the fasting intervention continues and a decreasing ratio when consuming the OPTT in a fed state. Furthermore, the model predicts a slow release of amino acids from the stomach in order to balance the need for energy over time. During the fasting intervention, the internal supply of pyruvate from the body increases, which is mechanistically explained by muscle degradation, and a decrease of the internal supply of pyruvate when consuming protein in a fasting state (t = 2). Most importantly, the model predicts differences in protein metabolism in a fed state and a fasting state, where the spikes of gluconeogenesis in fasting and fed states (t = 0 and t = 2, Fig 6Eiv) have significantly different magnitudes.

In summary, our new clinical study validates a dynamic and qualitatively novel prediction made by the model.

The new digital twin tool illustrates physiological accurate behaviour of the human metabolism including insulin degradation from the liver and plasma, organ-specific glucose uptake, and renal glucose production

Unlike the original ‘Dalla Man model’, the new model can produce organ-specific predictions (Fig 2E), such as organ-specific glucose uptake; contribution of renal and liver glucose production to EGP; and the ratio of how much insulin is cleared by the liver compared to clearance by the rest of the body. The model is able to simulate reasonable organ-specific glucose uptake both in a post-adsorptive state and a postprandial state. In a post-adsorptive state, such as overnight fasting, organ-specific glucose uptake ratios have been measured to be approximately 40–50% in the brain, 15–20% in muscle, 10–15% in the liver, and 5–10% in the kidneys [32]. These data are in good alignment with the model simulations, which lie within these uncertainty regions for all organs (Fig 2Ei). The model can also describe renal glucose production (RGP) in qualitatively accurate proportions compared to hepatic glucose production (HGP). RGP produces approximately 5–10% of all endogenous glucose in a post-adsorptive state and 10–15% in a postprandial state [32], which is well described by the model (Fig 2Eii). Finally, the model is also able to simulate a realistic insulin rate of disappearance produced by the liver, compared to the rest of the body (Fig 2Eiii). Note that these experimental data have a high degree of variation, with values ranging from 80% [33] to 50% [34]. Also note that all organ
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The new digital twin tool predicts short and long-term responses to common diet schemes

To illustrate the potential of our digital twin tool, we simulated the impact of changing the meal frequencies (Fig 7A and 7C), meal compositions (Fig 7B and 7C), ingestion speed (Fig 7D), and body weight (Fig 7E). The change in diet was performed using a three-week simulation protocol. The first week is used to reach a steady state using a standardised diet. In the second week, a new diet is introduced, which eventually reaches a new steady state behaviour. The third week is the week plotted and analysed in Fig 7C. The plots in Fig 7A and 7B depict three days during this third week, to illustrate the daily variations. Note that one of the diets, the 5:2 diet, has different numbers of meals and different meal sizes during the five normal days (2560 kcal/day), compared to the two restricted days (600 kcal/day). Note also that all diets in Fig 7A are isocaloric, consuming an average of 2000 kcal/day. This is to some extent also the case in Fig 7B, comparing LCHF and HCLF (see Limitations in Discussion). In all simulated isocaloric diets, i.e. i) intermittent fasting, ii) 5:2, and iii) SFM, macronutrient profiles were 45% carbohydrates, 27% protein, and 27% lipids of the total energy intake. The HCLF diet was simulated with its energy content derived from 60% carbohydrates, 25% protein and 15% fat, while the LCHF diet was simulated with half the amount of carbohydrates in comparison. In the comparison of all diets, five key variables were compared (Fig 7C). In all simulations of Fig 7 the macronutrients were chosen to emulate popular diets while simulating meals close to the individual meals in the estimation data, and close to the situations validated in Figs 4–6.

Finally, variables such as meal consumption speed (Fig 7D) and different anthropometry (Fig 7E) were changed in between simulations and then compared with each other. The model predicts that a high ingestion speed will lead to a faster response, but there was no noticeable impact on amplitude of the key variables. In the simulations, a lower body weight implies a higher insulin response, because the meal size is higher per body weight. This change in insulin dynamics implies higher glycogen levels, and lower EGP, which in turn inhibits gluconeogenesis. Note that our new model does not have an insulin resistance term that depends on body weight, and that all other model parameters are kept the same in Fig 7E. In a real weight-loss study, it is likely that there will be an impact on insulin resistance. However, our simulations illustrate how one can isolate the function of the different components in a way that is not possible in vivo.

Discussion

We present a novel offline digital twin technology that integrates many different studies—which all contain different, non-connected, and complementary information about human metabolism—into a single, quantitative, robust, and coherent picture. The foundation for this new twin technology is a multi-timescale, mechanistic, mathematical model (Fig 1A and 1D, and Fig A in S1 Text), which describes the diet response of both the intracellular liver metabolism and the organ-organ crosstalk, and which can be personalised and updated when new data becomes available. The newly added and improved features in the model are centred on proportion data referred to come from a variety of different studies, most of which differ to the model simulations considered herein.
protein dynamics, intracellular liver metabolism, and the long-term regulations involving glycogen (Fig 1C, blue; Fig A in S1 Text, blue). Two qualitative improvements (Fig 2A) illustrate the functionality of the new model mechanisms, and they were quantitatively tested in our new clinical study (Fig 6). The improvements are: i) glucose decreases over long-term fasting, since EGP comes from finite intracellular sources (Figs 2Aiii, 2B, and 6A), and ii) protein metabolism differs between a fed and a fasting state, since the energy status in the body regulates whether protein should be used for gluconeogenesis or anabolic processes (Figs 2A, 6B and 6C). The quantitative performance of the model is shown by \( \chi^2 \) -test, which the model passes both for the training data (Fig 3), and the independent validation data (Figs 4–6). Finally, we demonstrated the potential future usefulness of our new digital twin, by simulating the impact that a variety of different diets is expected to have on key variables, such as mean plasma glucose, plasma insulin, hepatic glycogen, gluconeogenesis, and EGP. This demonstration provides a basis for understanding the consequences of these different diets (Fig 7). Many of these data and predictions (Figs 3D, 4B, 6 and 7) are subject-specific while others are

Fig 7. Simulations of five common diet schemes and varying different personalized variables. (A) The model considers diets with different meal frequencies, ranging from Intermediate Fasting (IF) with two meals (depicted as black bars), to 5:2 with 2–3 meals, and even SFM (with three smaller meals). These three diets are isocaloric. (B) The model can also to some extent simulate different compositions, such as LCHF (low carbohydrate, high fat diet), and HCLF (high carbohydrate, low fat diet). (C) Mean values of key variables during the second week after the diet has started. (D) Impact of changing the rate of consumption. E) Impact of changing the body weight by 30 kg, while keeping all other variables constant. All simulations in A–D were done using a male who was 180 cm, 80 kg, and in E that male either weighed 110 or 80 kg.

https://doi.org/10.1371/journal.pcbi.1010469.g007
population-specific (Figs 3A–3C, 4A, and 5). We believe that this twin could become useful, not only for personalised diet design, but also to improve patient understanding, motivation, compliance, and outcome [12].

**The new model may be used to estimate non-measured variables in existing and future studies, and thereby deepen our understanding of physiological processes and regulations**

The new novel digital twin model can predict the response of both measured and non-measured variables. Measured variables correspond to known data and can be used to assess the model’s descriptive (Fig 3) or predictive (Figs 4–6) ability, depending on whether the data is used for training (Fig 3) or testing (Figs 4–6) the model, respectively. Non-measured variables in a specific study setting show the behaviour of the model in variables for which we have no data. In other words, non-measured variables are predictions with the model. Examples of such non-measured variables are shown in Fig 2D, where we see gluconeogenesis, hepatic glycogen, and renal EGP dynamics; in Fig 2E, where we see the relative contributions of the different organs to glucose and insulin clearance and production; in Fig 6E, where we predict the release and usage of amino acids from the digestive system, the rate of appearance of pyruvate from internal sources and gluconeogenesis; and in Fig 7, where we predict the response to different diets. Such predictions are possible and interesting to consider because the new model has already demonstrated its ability to predict new variables (Figs 4–6), and because it utilises information from other similar studies, where these variables have been measured. Finally, the model structure as such also provides valuable information, since it includes a sufficient set of mechanisms that can describe all these studied dynamics. For instance, in this model, the only long-term regulation variable is glycogen, which together with the short-term insulin regulation, provides all the regulations included in the model. This means that, at least for these meal responses, the high complexity in metabolic regulation seen using gene expression, bioinformatics, and other omics technologies, in the end, boils down to one major short-term and one major long-term regulation, which correlate with insulin and glycogen levels, respectively.

**The predictive ability of the new model has been tested both quantitatively and qualitatively in a variety of ways**

The quantitative assessments of the model predictions are shown in Figs 4–6, where the data (error bars) and simulations (lines and areas) are plotted together. Fig 4 shows such comparisons on an individual level, in a study where the subjects fasted 60+ h. This is impressive because the model has only been trained on up to 23 h fasting, and only on average population data. Fig 5 shows validation tests using a mixed-meal and a OGTT study, which examines plasma glucose, plasma insulin, hepatic glycogen, and EGP dynamics [30,31]. Fig 6 shows the new clinical study, which validates the qualitatively new prediction (Fig 2A) that an OPTT gives a negligible response in plasma glucose levels before fasting, but a 1–2 mM response after 48 h of fasting. This last prediction is important because this combination of OPTT and fasting is a fundamentally new type of observation, not present in any of the existing data used for either training or validation. The prediction is also reasonable, given basic biochemical knowledge: when you have fasted long enough, the liver metabolism switches to produce glucose from proteins, and when new proteins become available, hepatic glucose production goes up. However, while this strengthens the intuition behind why the prediction is reasonable, a quantitative model is needed to be able to predict how long one must wait, and how big the OPTT must be to produce a plasma glucose response of a certain magnitude. Note also that the organ proportions for glucose uptake in fasting conditions (Fig 2Ei), EGP production (Fig 2Eii), and
insulin degradation (Fig 2Eiii) are all in good agreement with the data [32,33,35]. Finally, all the quantitative assessments above are clear both from a visual comparison between simulations and data, as well as from formal and statistical analysis using a $\chi^2$-test.

**The new model quantitatively predicts short- and intermediate-term responses to different diets**

To illustrate an additional usage of our new digital twin model, and also to provide additional validations of model predictions, we simulated short- (hours) and intermediate-term (up to three weeks) responses to various dietary and fasting strategies (Fig 7). To isolate the impact of the dietary strategy as such, all compared options are isocaloric, seen over a week, to the extent that the model can obtain this. Using the mathematical model, we could for example compare the effect of diets with higher (SFM) and lower (Intermittent fasting and 5:2) meal frequencies (Fig 7A). We found that higher meal frequencies led to clear reductions in mean plasma insulin levels, but to small changes in mean plasma glucose, which is in agreement with several previous studies [36–38]. Note that this and the other diet-change comparisons with literature are only qualitative, *i.e.* not quantitative. We can also predict additional impacts, not measured in those previous studies, for example that higher meal frequency diets give higher mean hepatic glycogen levels, and that less of the ingested protein is converted into glucose. This prediction is reasonable, since less frequent meals lead to more extended periods of fasting when glycogen is depleted, and gluconeogenesis is turned on. Similarly, diets containing high carbohydrates and lower protein (HCLF) resulted in higher hepatic glycogen, plasma insulin, and plasma glucose levels, which agrees with existing clinical studies [39, 40]. Given our results, one can also argue that diets such as LCHF, which lowers both average insulin and glucose levels, may be beneficial for treating diabetes and cardiovascular diseases, and short-term clinical studies indicate that LCHF does indeed lower fat levels in both the liver and blood [41]. However, such clinical predictions should be made with great care, since several critical factors are still missing from the model. One such important missing factor is crosstalk between lipid and glucose/protein metabolism, which is currently not available in the proposed digital twin, or in any other similar data-driven model. Furthermore, the model does not consider important long-term effects of prescribing the diets described here in clinical practice, since real clinical effects also involve impact on adherence and relapse risk, impact on appetite, etc., which are not included in the model. It may be because of such complicating factors, that long-term studies of different diets show few clear results regarding which diet is best, and that the effects of more well-controlled shorter studies show clearer effects. In any case, to be able to simulate the short- and intermediate-term impact of following a diet may be useful to explain to a patient why we believe that the prescribed diet may be beneficial, and such simulations could increase patient understanding, and motivation to adhere to the diet.

**Limitations, strengths, and key assumptions in the new model compared to other available meal simulations models**

Meal simulation models have been developed since the 1970s [17,20], but even though many developments have taken place since then, there does not exist a previous model that can incorporate and predict/describe the data in the studies we have utilised herein (Fig 1E). An important step forward was the ‘Dalla Man model’ [21], which made use of triple-tracer data to construct a more physiological model, based on measurements estimating fluxes such as EGP, glucose uptake, and rate of appearance from the intestines. The new model can describe all of those data (Fig 2C, grey). Later models by us [23,42] and others [43,44] have produced more refined versions, which also describe glucose uptake subdivided into the different organs.
Our model maintains this capacity and describes organ-specific insulin clearance and EGP contributions (Fig 2E). Some other related previous models have instead focused on the detailed metabolism of the liver [45–47], but such models have had no realistic meal response part. There are also various detailed models which have had little to no quantitative agreement with data, especially independent validation data [44,48]. Also, neither of these meal response models has described more long-term changes, such as the build-up or breakdown of glycogen over days. There are more long-term models involving glycogen [49], but these models do not describe meal responses.

There are many shortcomings and assumptions in the model, many of which are due to a lack of the needed clinical data. For instance, the model does not include metabolism and crosstalk with lipids. This is a shortcoming in the context of simulation of LCHF, since the ingested fat is just assumed to be consumed, with no consequence for other dynamics. This shortcoming also means that an extension of these dynamics to more long-term dynamics, involving factors such as weight change, is not yet possible. There is currently no other model that describes such a crosstalk, and to develop such a glucose-protein-fat metabolism model is an important next step for the field, and it will bring many of the benefits hinted at herein to an even more realised potential. Also, many of the intracellular metabolic reactions are highly simplified. To add more detailed intracellular models, which also incorporate in vitro experimental data, is another important future research direction. We have previously carried out such multi-level expansions for insulin signalling in the adipose tissue [23, 50], and those more detailed adipose tissue models can also be included in this model. Furthermore, the meals in the clinical studies used as estimation data are small (< 1000 kcal) and we have experienced that the model has problems scaling between meal size used in the estimation data and larger meals (> 1000 kcal). Non-physiological behaviours such as oscillations have been observed when simulating non-supported situations that are not a part of the estimation data. Herein, we advise users to simulate situations close to estimation data. In future work we will aim to further expand these supported situations. Finally, the personalisation of the digital twin model has only been demonstrated on a small number of individuals (Figs 4B and 6) and on a limited number of different sub-populations (Figs 4A and 5). These data thus only cover a small subset of the total variation seen in an entire population. It is likely that there are individuals and sub-populations with behaviours that our current model cannot correctly predict.

Despite these and other shortcomings with the presented model, it shows the way towards a more all-encompassing meal simulation paradigm that goes beyond glucose-insulin dynamics, towards more complex meal responses and long-term dynamics, and which lays the basis for a new type of physiological digital twin technology. Such digital twin technologies have previously been developed for other processes, such as blood pressure and flow [13,14]. For complex meal responses involving a variety of metabolites, only machine learning models have previously been available [12]. Using our new type of physiological models, we can go beyond such ‘black box’ machine learning models to explainable artificial intelligence. This opens the door to conveying physiologically based metabolic insights, which in turn could lead to increased patient motivation and compliance with dietary prescriptions, which in turn could help prevent metabolic and cardiovascular diseases.

Material and method

Ethics statement

The study was conducted with the approval of the Swedish Ethical Review Authority (Etikprövningsmyndigheten), DNR-2021-02668.
Mathematical modelling

The general mathematical modelling methodology used is similar to many of our previous papers [51, 52], and below a short method summary is outlined. The mathematical analysis, model simulation, numerical optimisation of model parameters, was carried out using MATLAB 2019b and the IQM toolbox [53]. All code is available at our GitHub repository, see: https://github.com/OscarSilfvergren/Digital-twin-predicting-diet-response-before-and-after-long-term-fasting.git.

The model is based on ordinary differential equations (ODEs) with the general form:

$$\frac{dX}{dt} = f(X, t, q, u),$$  \hspace{1cm} (1A)

$$X(t_0) = X_0(q)$$  \hspace{1cm} (1B)

$$\hat{y} = g(X, t, q, u),$$  \hspace{1cm} (Eq1C)

where $X$ denotes a vector of state variables usually corresponding to concentrations of given system components; the functions $f$ and $g$ are non-linear smooth functions; $q$ is a vector of model parameters (rate constants, scaling constants, etc.); $u$ is the input signal corresponding to the meals ingested, as specified in the experimental data; $X(t_0)$ denotes the initial condition value $X_0(q)$, which are dependent on the model parameters $q$; and $\hat{y}$ is the simulated model output. Parameter estimation was done by quantifying the model performance, using the model output $\hat{y}$ to calculate the traditional weighed least squares cost function written as

$$V(q) = \sum_{ij} \left( \frac{y_i(t_j) - \hat{y}(t_j, q)}{SEM(t_j)} \right)^2$$  \hspace{1cm} (2A)

$$SEM = \frac{\sigma_i(t_j)}{\sqrt{n_i(t_j)}}$$  \hspace{1cm} (2B)

where $y_i(t_j)$ denotes the measured datapoint, for a specific experimental setup and variable $i$, at time point $j$; where $\hat{y}(t_j, q)$ denotes the corresponding simulation value; and $SEM$ is the standard error of the mean, which is the sample standard deviation, $\sigma_i(t_j)$, divided by the square root of the number of repeats, $n_i(t_j)$ at each time point. The value of the cost function, $V(q)$, is then minimised by tuning the values of the parameters, typically referred to as parameter estimation. The parameter estimation was done using the particle swarm optimisation algorithm from the MATLAB global optimisation toolbox. The global optimisation was done using an initial swarm size of 2000 and the stopping criteria of the optimisation was determined through a combination of maximum stall iterations [20] and a tolerance limit ($10^{-6}$). The global optimisation search was done several times to increase parameter variability (Table E in S1 Text).

In order to evaluate the new model, we performed a $\chi^2$-test for the size of the residuals, with the null hypothesis that the experimental data had been generated by the model, and that the experimental noise was additive, independent, and normally distributed [28]. We did not explicitly test these assumptions regarding distribution and nature of the noise. In practice, the cost function value was compared to a $\chi^2$ test statistic, $T_{\chi^2}$. The test statistic value is given by the inverse $\chi^2$ cumulative density function,

$$T_{\chi^2} = \chi_{\chi^2}^{-\text{inv}}(1 - \alpha, v)$$  \hspace{1cm} (3)
where $F_{cdf - w}^{inv}$ is the inverse density function; $\alpha$ is the significance level ($\alpha = 0.05$, was used); and $\nu$ is the degrees of freedom, which was equal to the number of data points in the training dataset (273 in total, all time points over all experiments). In practice, the model is rejected if the model cost is larger than the $\chi^2$-threshold ($T_{\alpha, \nu}$).

**Qualitative constraints to the optimisation**

To avoid non-physiological behaviours, we also added several *ad hoc* requirements to the optimisation. These requirements, if not fully filled, would increase the cost function (Eq 2A) with a constant term, which is present during the optimisation, but not during the $\chi^2$-test. These *ad hoc* requirements were based on prior knowledge represented in Fig 2E:

- No negative reaction flows, state values, or variables.
- No plasma insulin above 3000 pmol/L.
- Renal glucose production is not permitted to exceed 40% of the total glucose production [35].
- Insulin degradation in the liver is not permitted to decrease below 40% the total degradation [33].
- Glucose uptake ratios to the different organs, both during postprandial and overnight fasting, should be reasonably proportionate (Fig 2Ei) [32].
- Gluconeogenesis contribution to the EGP is not allowed to exceed 100%.
- A population in a fed state has hepatic glycogen between 200 and 350 mmol/L.
- A population in an unfed state has hepatic glycogen below 100 mmol/L.

**Seven existing clinical studies used for estimation and validation**

A total of seven existing clinical studies [21, 25–27, 29–31] were collected to train (Fig 3) and validate (Figs 4 and 5) the model. The studies used are presented in Fig 1C. The basic features of these studies are described in the legends to Figs 3–5, and more details are summarised in Table C in S1 Text. For a full description of the methodologies used, we refer to the individual papers. Most of the data used was available in the supplementary material of [45], and the remaining data were extracted from the figures in the papers. In the data of Lerche et al. (2009) [25] the SEM of insulin in two data points was particularly small and to avoid too high a weight being given to those data points, their SEM was thus replaced with the mean SEM during the fasting intervention.

**New study: OPTT before and after two days of fasting**

While there are many highly informative studies available in the literature, we found a critical lack of data for certain combinations of diets, meal sizes, and fasting schedules. Therefore, a new study was conducted (Fig 6A), to provide some critical information needed to train the model, and to allow for a completely independent validation of critical predictions with the model (Figs 2i, and 6). Since our model is a digital twin technology, with individual models for each subject, it is more important that $N$ is high for the number of data points, and an $N = 1$ study is in principle sufficient regarding the number of subjects. For this reason, we performed a study with only three non-diabetic subjects ($N = 3$, ages = [24,29,42] years, weights =
[80.87.85] kg, heights = [1.78, 1.79, 1.85] m). To remedy the need for a high time-resolution, we combined a wearable continuous glucose monitor (CGM) (Abbott, FreeStyle Libre 2), with a regular sampling of blood glucose values using the associated Abbott kit, to allow for calibration of the CGM values. The CGM sampled every 15 minutes throughout the entire 14-day study, and during the critical OPTT response, we collected blood samples every two to four minutes. During the first three days of the study, a normal non-controlled diet was followed, but some meals were carefully measured, to allow for calibrations of the digital twins. Importantly, at least one of these meals was large, ~1000 kcal, since such large meal responses are lacking from all other clinical studies included in the analysed data. For this reason, one such large meal response was included in the estimation data (Fig 3D). At the end of day three, a regular dinner was ingested at 19.00, and the first OPTT was taken at 23.00 (132.5 kcal, 25.55 g proteins, 2.6 g carbohydrates). After this, a 48 h fast followed (only water and black tea allowed), and at 23.00 on day five, a new OPTT was taken, using the same protocol. After this second OPTT, CGM values were collected for another nine days, until the sensor expired.

Model development

Our new model is physiologically based, and thus the process of developing and training the model to data differs from that used in machine learning applications. For instance, the digital twin model equations are structured to describe physiologically based meal responses. These descriptions include flows between organs, metabolic reactions, and how these two are regulated in humans. In order to describe these flows and reactions, the digital twin model has three different types of parameters: i) general parameters (57 parameters), which do not vary from individual to individual, or population to population, but which are different between diabetics and non-diabetics; ii) person-specific parameters (5 parameters), which are fitted specifically to the specific population or individual; and iii) model inputs, which are not optimised, but are given by the experimental setting (when specific meals are given, and what their content is) or by known demographics (sex, weight, height, diabetes status).

These three sets of parameters are treated and optimised in different ways. i) The general parameters are set through a global optimisation algorithm, used to fit the model to the estimation data (Fig 3). The parameter values obtained from the optimisation algorithm are restricted within pre-declared bounds (Table D in S1 Text) to avoid extreme values and thus reduce non-physiological model dynamics. ii) The person-specific parameters allow for variations between the populations and individuals, and describe differences in insulin production, insulin clearance, and insulin resistance. These variations are introduced as modifications to the corresponding general parameters derived from fitting to estimation data. Further details regarding the personalisation parameters are given below. iii) The model inputs are not optimised.

When the optimisation algorithm searches for model parameters that provides simulations close to data, the agreement to data was calculated in relation to the corresponding SEM and all parameters with an agreement with data below the previously explained \( \chi^2 \)-threshold were saved. Parameter values derived from fitting simulation to the diabetic population of the estimation data (red, Fig 3) were saved separately from the healthy population (Fig 3, blue). The saved parameters will predict slightly different metabolism in response to the same diets or individual meals due to the difference in the parameter values. The corresponding differences between model simulations result in the estimated model uncertainty. The parameter estimation was done multiple times, from different starting points, to find as many different parameters as possible. This approach corresponds to Step 1 of the core prediction approach presented in [54].
Model personalisation

The model can be personalised, from predicting the entire population of the estimation data (Fig 3) into population-specific prediction (Figs 4A and 5) or into individual specific predictions (Figs 4B and 6). The personalisation is done through a calibration that will improve prediction precision to a population or an individual. Hence, the calibration is optional with respect to simulating general metabolism (Fig 7), but usable when making predictions of specific populations or individuals. The calibrations used to personalise the predictions may be separated into three categories: i) declaration of anthropometry (gender, weight, length), and diabetes status, ii) calibration to basal values (which creates a plausible diet five days prior to the simulation start), and iii) calibration based on data (insulin production, insulin clearance and insulin resistance).

In the first category, declaration of anthropometry, the model will scale blood volumes based on the declared information (gender, weight, length). The total blood volume is estimated to be within ±30% of equations published in [55] and the blood in the liver is assumed to be 13% of the total blood volume [56]. Furthermore, in this user declaration, the user declares whether the prediction should be of a diabetic or a healthy user, where the parameters used for the prediction will either be using the parameters derived from the diabetic population in the estimation data (red, Fig 3), or the parameters derived from the healthy population in the estimation data (blue, Fig 3).

In the second category, calibration to basal values, the user may declare a specific start of the human metabolism simulation. The information provided is used partly to fit two person-specific parameters describing basal glucose and insulin levels, and partly to create a diet simulated prior to the model simulation start. The created diet will therefore provide values close to the experimentally observed initial values, before the first meal is taken (the initial data point marked as “X” in Figs 4–6).

In the third category, calibration based on data, three model parameters that allows for variation between populations are fitted to the supplied calibration data (marked as “X” in all figures). The third calibration is important because even though the model will use parameters based on the declaration of either “healthy” or “diabetic”, there are still fundamental differences between populations and individuals within that group. The model can thus be calibrated where we allow variation in insulin production, insulin clearance and insulin resistance to make better personified predictions on an individual or population-specific level.

When making model predictions, the values of the 57 general parameters that describe flows, regulation and rate of change are the same as the parameter values derived from the estimation data. The five person-specific parameters obtained from parameter fitting to estimation data (Fig 3) may be kept as they are, to provide general metabolic insights (Fig 7), or may be calibrated to a specific person’s calibration data (marked with an X), to make person-specific predictions (Figs 4–6).

Supporting information

S1 Text. Fig A in S1 Text. Illustration of the complete model. Rectangles represent states, text with no squares are model reactions, and flows into Ø are flows leading out of model. Red colour represents the old model and blue the new. Dotted lines represent positive dependency regulations and dotted lines ending with a perpendicular head represent inhibitions. Table A in S1 Text. List of model states, its corresponding units, and a short description of what it represents. Initial value of simulations is represented as θ₀. Table B in S1 Text. List of parameters and the starting guess, θ₀, of each parameter in the parameter estimation. θ₀_Healthy is the parameter starting guess for healthy populations and θ₀_T2DM is for diabetic populations.
The categorisation observed in Table B in S1 Text is based on the location of corresponding physiological mechanism, and parameters of flows between categories are specified by the category of the start of the flow, e.g. the parameter representing glucose diffusion between blood and tissue, $k_1$, is specified in the blood category. Table C in S1 Text. Summary of clinical studies used to evaluate model. Table D in S1 Text. List of restriction bounds for optimisation. $\Theta_{\text{low, Healthy}}$ is the lowest bound and $\Theta_{\text{high, Healthy}}$ is the highest bound when optimising parameters for the healthy population. $\Theta_{\text{low, T2DM}}$ is the lowest bound and $\Theta_{\text{high, T2DM}}$ is the highest bound when optimising parameters for the diabetic population. Table E in S1 Text. Uncertainty of model parameters $\Theta_{\text{min, Healthy}}$ is the lowest parameter value obtained in the fitting to healthy population and $\Theta_{\text{max, Healthy}}$ is the highest. $\Theta_{\text{min, T2DM}}$ is the lowest parameter value obtained in the fitting to diabetic population and $\Theta_{\text{max, Healthy}}$ is the highest.
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