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Meson and hadron photoproduction at Jefferson Lab
The photoproduction of $\omega$ mesons off the proton has been studied in the reaction $\gamma p \rightarrow p\omega$ using the CEBAF Large Acceptance Spectrometer (CLAS) and the frozen-spin target (FROST) in Hall B at the Thomas Jefferson National Accelerator Facility. For the first time, the target asymmetry, $T$, has been measured in photoproduction from the decay $\omega \rightarrow \pi^+\pi^-\pi^0$, using a transversely-polarized target with energies ranging from just above the reaction threshold up to 2.8 GeV. Significant non-zero values are observed for these asymmetries, reaching about 30-40% in the third-resonance region. New measurements for the photon-beam asymmetry, $\Sigma$, are also presented, which agree well with previous CLAS results and extend the world database up to 2.1 GeV. These data and additional $\omega$ photoproduction observables from CLAS were included in a partial-wave analysis within the Bonn-Gatchina framework. Significant contributions from $s$-channel resonance production were found in addition to $t$-channel exchange processes.

PACS numbers: 13.60.Le, 13.60.-r, 14.20.Gk, 25.20.Lj

I. INTRODUCTION

The internal structure of the nucleon gives rise to an excitation spectrum, which is still poorly understood within quantum chromodynamics (QCD). Attempts at understanding the spectrum in terms of the basic QCD constituents in lattice-QCD have made significant progress in recent years [1]. However, quark models based on effective quark degrees of freedom still provide important guidance in our searches for baryon resonances. Known as the so-called missing baryon resonances, many more states have been predicted by phenomenological models such as the Constituent Quark Models (CQMs) (see e.g. Refs. [2, 3]) and approaches based on a chiral Langrangian [4] than have been observed experimentally. The situation is particularly puzzling in the center-of-mass region above 1.7 GeV and the recent lattice-QCD calculations are even consistent with the level counting based on $SU(6) \otimes O(3)$ symmetry [1]. Much of our knowledge on nucleon resonances was extracted in pion-nucleon scattering experiments [5], but CQMs have suggested that many higher-mass states could decouple from the $\pi N$ channel. For this reason, photoproduction has long been considered an important approach in studying the systematics of the spectrum. A summary of the progress toward understanding the baryon spectrum is given in Refs. [6, 7].

It is essential to study nucleon resonances in all their possible decay modes to firmly establish their existence and to extract their properties. The production of vector mesons is particularly interesting since these mesons ($\rho$, $\omega$, $\phi$) carry the same quantum numbers, $J^{PC} = 1^{--}$, as the photon and therefore, they are expected to play an important role in photoproduction. The Review of Particle Physics [5] clearly shows that the vector-meson decay modes have remained under-explored in recent years. However, many hitherto unobserved higher-mass $N^*$ resonances might strongly couple to these decay modes. The study of $\omega$-meson photoproduction is especially interesting. The reaction has an additional advantage over $I = 1$ vector-meson production since it serves as an isospin filter. The $\omega$ meson is an isoscalar particle and therefore, the reaction is sensitive only to $I = 1/2$ (nucleon) resonances. This reduces the complexity of the contributing intermediate states and facilitates the search for new resonances. Moreover, the reaction threshold at $E_\gamma = 1109.1$ MeV lies in the third-resonance region around $W \approx 1700$ MeV and thus, provides access to higher-mass resonances.

In photoproduction, the cross section for $\omega$ production is represented by $3 \times 2 \times 2 = 24$ complex numbers, representing the three spin states of the $\omega$, the two
spin states of the initial real photon, as well as the two spin states of the initial and the recoiling proton, respectively. By virtue of parity invariance, 12 relations among these amplitudes exist and consequently, only 12 independent complex helicity amplitudes or 24 real numbers remain at each energy and angle. In the ideal case of no experimental uncertainties, this will require 23 independent measurements (allowing for an overall arbitrary phase) at each energy and angle for a complete description. Identifying a set of 23 carefully chosen observables for vector mesons and measuring all of them in order to achieve a “complete experiment” [8] remains a challenging task. However, it is possible to extract useful dynamical information from the phenomenologically-accessible polarization observables. These observables impose constraints on phenomenological models, thereby aiding in reducing the ambiguity in the extraction of the resonance contributions to this reaction.

The present database of \( \omega \) photoproduction observables includes cross-section measurements from various collaborations [9–12], spin-density matrix elements (SDMEs) [10, 11], the beam asymmetry \( \Sigma \) [13–16], and the double-polarization observables \( E \) [17, 18] (helicity asymmetry) and \( G \) [17] (correlation between linear-photon and longitudinal-target polarization). The importance of polarization observables for our understanding of this reaction has frequently been discussed in the literature, e.g. Refs. [6, 7].

Since the \( \omega \) meson has the same quantum numbers as the incoming photon, a dominant \( t \)-channel background contribution is expected. The inclusion of polarized SDMEs and the polarization observables \( \Sigma, E \) and \( G \) from the CBELSA/TAPS Collaboration played a crucial role in a recent BuGa partial-wave analysis [19] toward understanding the nature of the \( t \)-channel amplitudes and disentangling them from the \( s \)-channel contributions. For example, a data description with only \( t \)-channel amplitudes predicted the beam asymmetry to be close to zero, whereas experimentally this asymmetry was observed to be significantly bigger and to exceed values of 0.5 across the entire incident-photon energy range below 2 GeV. Linear beam polarization allowed the study of the production process in more detail and helped separate natural and unnatural parity-exchange contributions (e.g. pomeron and \( \pi \) exchange, respectively). A summary of all published results in \( \omega \) photoproduction can be found in our preceding paper [18].

In this paper, first-time measurements are presented for the target asymmetry, \( T \), as well as results for the beam-asymmetry, \( \Sigma \), in the photoproduction reaction:

\[
\gamma p \rightarrow p\omega, \quad \text{where} \quad \omega \rightarrow \pi^+\pi^-\pi^0
\]

from the CLAS-FROST experiment. These new measurements cover a broad range in photon energies, \( E_\gamma \in [1.1, 2.1] \) GeV for \( \Sigma \) and \( E_\gamma \in [1.2, 2.8] \) GeV for \( T \). The presented results on \( \Sigma \) allow a comparison with previously published results and serve as a validation for the new measurements of the target asymmetry. Moreover, these \( \Sigma \) results also represent first-time measurements for the energy range \( E_\gamma \in [1.9, 2.1] \) GeV.

This paper has the following structure. Section II describes the CLAS (FROST) experimental setup. The data reconstruction and event selection are discussed in Section III and the technique for extracting the polarization observables is described in Section IV. Experimental results and a discussion of observed resonance contributions are presented in Sections V and VI, respectively. The paper ends with a brief summary and an outlook.

### II. THE FROST EXPERIMENTAL SETUP

The FROzen Spin Target (FROST) [20] experiment was conducted at the Thomas Jefferson National Accelerator Facility (Jefferson Lab) in Newport News, Virginia, using the CEBAF Large Acceptance Spectrometer (CLAS) [21] in Hall B at Jefferson Lab. FROST covered a variety of individual experiments with all possible combinations of linear and circular beam polarization, as well as longitudinal and transverse target polarization, thus providing access to single- and double-polarization observables in a large number of reactions [18, 22, 23]. For these measurements of the \( \omega \) beam and target asymmetries, the target was transversely polarized and the beam was linearly as well as circularly polarized, respectively. Figure 1 shows a schematic that illustrates the more complex kinematic situation of linear-beam polar-
ization in combination with transverse-target polarization in the two coordinate systems relevant for this analysis: the laboratory frame and the event frame. The z-axis was chosen to be along the direction of the incoming photon beam in both frames. The y-axis in the laboratory frame, \( \hat{y}_{\text{lab}} \), was chosen along the vertical direction pointing away from the floor, and \( \hat{x}_{\text{lab}} \) was given by \( \hat{x}_{\text{lab}} = \hat{y}_{\text{lab}} \times \hat{z}_{\text{lab}} \). The x- and y-axes in the event frame were chosen as follows: \( \hat{y}_{\text{event}} \) was perpendicular to the center-of-mass production plane. Mathematically, \( \hat{y}_{\text{event}} = (\hat{p}_p \times \hat{z}_{\text{event}}) / |\hat{p}_p \times \hat{z}_{\text{event}}| \), where \( \hat{p}_p \) is a unit vector along the momentum of the recoiling proton in the center-of-mass frame. Then, \( \hat{x}_{\text{event}} \) was given by \( \hat{x}_{\text{event}} = \hat{y}_{\text{event}} \times \hat{z}_{\text{event}} \).

The beam of linearly-polarized tagged photons was created by employing a coherent bremsstrahlung technique [24, 25] whereby unpolarized electrons were scattered from a 50 \( \mu \)m thick diamond radiator. The electrons were initially accelerated using the Continuous Electron Beam Accelerator Facility (CEBAF) at Jefferson Lab with energies reaching up to 5.5 GeV. After passing the radiator, the electrons were deflected into a tagging detector system [26], which provided the information to tag the time and the energy of the corresponding bremsstrahlung photons with a resolution of \( \Delta t \sim 100 \) ps and \( \Delta E/E \approx 0.1\% \), respectively. The orientation of the linear polarization plane could be set to either parallel (denoted as ||) or to perpendicular (denoted as \( \perp \)) relative to the floor of the experimental hall by adjusting the azimuthal angle of the crystal lattice of the diamond radiator [27]. The corresponding azimuthal angle of the beam polarization in the laboratory frame was \( \phi_0 = 0^\circ \) or \( 90^\circ \), respectively (see Figure 1). The angle between a selected diamond plane and the incident electron beam determined the leading-edge of an enhancement in the photon energy spectrum known as the “coherent edge.” The incident photons reached their maximum polarization within a roughly 200 MeV window below the coherent edge. In this experiment using linear beam polarization, coherent-edge settings from 0.9 GeV to 2.1 GeV in intervals of 0.2 GeV were used. The average degree of polarization of the linearly-polarized beam was measured via a fit of the photon energy spectrum using a coherent bremsstrahlung calculation [28] and was found to vary between 40 - 60\% depending on energy.

For the measurement of the target asymmetry, a circularly-polarized, tagged, bremsstrahlung photon beam was used, which results from a polarization transfer when the incident electron beam itself is longitudinally polarized. Since the electron beam helicity state flipped rapidly, integrating over the initial helicity states resulted effectively in an unpolarized incident photon beam.

The target nucleons were free protons inside a 5 cm long frozen-spin butanol (\( \text{C}_6\text{H}_{12}\text{OH} \)) target system [20]. The target was transversely polarized using a Dynamic Nuclear Polarization (DNP) technique [29] outside the CLAS detector in a 5.0 T homogeneous magnetic field and at a temperature of \( T = 200 - 300 \) mK. To maintain the transverse polarization of the target inside the detector system, the target was cooled down to about 60 mK and a 0.5 T holding field was applied using a dipole magnet. An average transverse polarization of about 81\% was achieved. The polarization values were determined from regular NMR measurements taken for both target polarizations: pointing away from the floor (denoted as ‘+’) and pointing towards the floor (denoted as ‘−’). The target polarization was inclined at an angle \( \phi_{\text{offset}} = 116.1^\circ \pm 0.4^\circ \) (referred to as the target offset angle) from the \( x \)-axis in the laboratory frame for the ‘+’ setting and at \( \phi_{\text{offset}} = -63.9^\circ \pm 0.4^\circ \) for the ‘−’ setting, as shown in Fig. 1. These offsets were necessary to prevent photoproduced \( e^+e^- \) background from being directed into the CLAS acceptance region by the target holding field.

In addition to the butanol target, two unpolarized targets were placed in the target cryostat, including carbon and polyethylene (\( \text{CH}_2 \)) targets for background subtraction and systematic studies. They were placed further downstream than the butanol target at approximately \( \Delta z = 9 \) cm and 16 cm, respectively, and were well-separated from each other, as is evident from the \( z \)-vertex distribution shown in Fig. 2. The thickness of the additional targets was chosen such that the hadronic rate from each was about 10\% the rate of butanol.

The charged final-state particles were detected using the CLAS spectrometer [21], which was based on a non-homogeneous toroidal magnetic field, primarily pointing in the \( \phi \) direction, with a maximum magnitude of 1.8 T.
generated by a six-coil torus magnet. The design of the magnet provided a field-free region around the polarized target. The CLAS detector system had many components, each with a six-fold symmetry about the beam axis, covering a solid angle of about 80% of $4\pi$. For an event to be recorded, the trigger configuration required the detection of at least one charged track.

III. EVENT SELECTION

The $\omega$ mesons were reconstructed from their $\pi^+\pi^-\pi^0$ decay. This decay mode has the highest branching fraction of $(89.2 \pm 0.7)\%$ [5]. Events were selected when exactly one final-state proton as well as one $\pi^+$ and one $\pi^-$ track were detected. A one-constraint kinematic fit imposing a missing $\pi^0$ was used to reconstruct the four-vector of the neutral pion.

Prior to kinematic fitting, the following cuts and event corrections were applied. Initial photon selection cuts were required since the photons arrived at the target in 2 ns bunches. To select the correct photon out of several potential candidates, a cut of $\pm 1$ ns on the coincidence time (time difference between the event vertex time and the time the photon arrived at the vertex) was applied. This reduced the initial situation from approximately five candidate photons per event to only about 8-10% of all events having more than one candidate photon. These events were discarded. To further minimize the ambiguity in identifying the correct photon, only those events were considered in which the vertex-timing cut identified the same photon for all tracks.

For final-state particle identification, the $\beta$ value of each track was determined from two separate sources: (1) $\beta_{DC} = p/\sqrt{p^2 + m^2}$ was measured using the momentum information from the drift chambers and the PDG mass [5] for the particle, and (2) $\beta_{TOF} = \frac{v}{c}$ used the velocity information from the time-of-flight (TOF) system [21, 30]. Events were selected based on $\Delta \beta = |\beta_{DC} - \beta_{TOF}| \leq 3\sigma$, where $\sigma$ was the width of the Gaussian $\Delta \beta$ distributions, which were centered at zero for pions and protons. This led to a significant improvement in the identification of good final-state tracks and clear bands for protons and charged pions could be identified in the $\beta_{TOF}$ versus momentum distributions (Fig. 3). In addition, vertex cuts of $x^2 + y^2 < 9 \text{ cm}^2$ and $-3.0 < z < 3.0 \text{ cm}$ were applied to select events originating from the butanol target.

The four-vectors of the selected charged final-state particles were corrected for the energy loss due to the interaction with materials while traveling through the CLAS volume. Small momentum corrections of a few MeV were also required to correct for factors such as variations in the magnetic field of the torus magnet and/or misalignments of the drift chambers. The corrections of the $\pi^+$ and proton four-vectors were initially determined such that the mass distributions of $X$ in $\gamma p \rightarrow pX$ and $\gamma p \rightarrow p\pi^+X$ did not have any azimuthal dependence. By using kinematic fitting, these corrections were further fine-tuned and momentum-dependent corrections for the $\pi^-$ were also found.

In a final step, a kinematic fit on these corrected four-vectors imposed energy and momentum conservation implying a missing $\pi^0$. An example of our confidence-level (CL) distributions is shown in Fig. 4. After applying energy-loss corrections, the slope of the distribution improved significantly, approaching the ideal value of zero.

FIG. 3. Typical example of a $\beta_{TOF}$ versus particle momentum distribution after the $3\sigma$ cuts on $\Delta \beta$.

FIG. 4. Examples of confidence-level (CL) distributions for the topology $\gamma p \rightarrow p\pi^+\pi^-(\pi^0)$ from the 1.5-GeV coherent-edge data set for the butanol target. The black dotted line shows the distribution before energy-loss and momentum corrections, the red line before momentum corrections, and the blue line represents the final distribution.
toward CL = 1. The application of momentum corrections led to a further improvement in the distribution. However the improvement was small since the momentum corrections were much smaller in magnitude than the energy-loss corrections. A very small CL cut of p > 0.001 was finally applied to simply require fit convergence. This removed most of the γp → pπ±π− background.

**Event-based signal-background separation**

The remaining background, consisting of mostly pω events originating from bound nucleons of the butanol target as well as other non-pω events resulting in a pπ±π−π0 final state, was separated from signal events using a probabilistic event-based method. This multivariate analysis technique is described in detail in Ref. [31] and its application in previous CLAS analyses on the measurement of the ω photoproduction cross sections and the ω double-spin asymmetry is detailed in Refs. [10, 18]. The method determines a weight for each event, denoted as the event Q value, which denotes the probability for the event being a signal event. These Q values were then used as event weights to provide any signal distribution, such as angular or mass distributions, and also facilitated the application of event-based likelihood fits (see Section IV A). For this method, the data were divided into data subsets based on their photon energy (binned in 100-MeV wide bins) and on their beam and/or target polarization orientations. To determine the Q value for each event in any given data subset, the 300 kinematically-nearest neighbors were selected using a distance metric in the phase space of all relevant kinematic variables, with the exception of the 3π invariant mass. In this analysis, these variables were:

\[ \cos \Theta_{\text{c.m.}}, \cos \theta_{\text{HEL}}, \phi_{\text{HEL}}, \phi_{\text{lab}}^\omega, \lambda, \]

where \( \cos \Theta_{\text{c.m.}} \) denotes the cosine of the polar angle of the ω meson in the center-of-mass frame, \( \cos \theta_{\text{HEL}} \) and \( \phi_{\text{HEL}} \) denote the two angles of the ω meson in the helicity frame, \( \phi_{\text{lab}}^\omega \) is the azimuthal angle of the ω meson in the lab frame, and \( \lambda \) is a quantity that is proportional to the \( \omega \rightarrow \pi^+\pi^-\pi^0 \) decay amplitude [10]. It was calculated in terms of the pion momenta in the rest frame of the ω:

\[ \lambda = \left| \vec{p}_{\pi^+} \times \vec{p}_{\pi^-} \right|^2 \lambda_{\text{max}}, \]

with a maximum value of

\[ \lambda_{\text{max}} = T^2 \left( \frac{T^2}{108} + \frac{mT}{9} + \frac{m^2}{3} \right) \]

for a totally symmetric decay, where \( T = T_1 + T_2 + T_3 \) is the sum of the \( \pi^{\pm, 0} \) kinetic energies and \( m \) is the π± mass. The parameter \( \lambda \) varies between 0 and 1 and shows a linear increase as expected for a vector meson.

This method guaranteed the selection of the 300 nearest neighbors in a very small region of the multidimensional phase space around the candidate event. Therefore, it was assumed that the signal and background distributions did not vary rapidly in the selected region and that the 3π invariant mass distribution of these 300 events determined the Q value of the event. Due to the small sample size of the selected nearest neighbors, an event-based unbinned maximum likelihood method was implemented to fit the mass distributions. The fit function was defined as:

\[ f(x) = N \left[ f_s \cdot S(x) + (1 - f_s) \cdot B(x) \right], \]

where \( S(x) \) denoted the signal and \( B(x) \) the background probability density function (pdf). \( N \) was a normalization constant and \( f_s \) was the signal fraction with a value between 0 and 1. The Q value itself was then given by:

\[ Q = \frac{s(x)}{s(x) + b(x)}, \]

where \( x \) was the 3π invariant mass of the candidate event, \( s(x) = f_s \cdot S(x) \) and \( b(x) = (1 - f_s) \cdot B(x) \).

A Voigtian function, which is a convolution of a Gaussian (to describe the resolution) and a Breit-Wigner (to describe the natural line shape of the resonance), was chosen to describe the signal pdf. A third-order Chebychev polynomial was selected to describe the background pdf. Since the unbinned maximum-likelihood fitting technique did not provide any goodness-of-fit measure to check the fit quality, the output of each likelihood fit was used to perform a least-squares fit of the 3π mass distribution of the same 300 events. The corresponding \( \chi^2 \) value provided the goodness of fit. An example of such a least-squares fit is shown in Figure 5. The figure also demonstrates how the Q value was calculated for a candidate event. The choice of a Voigtian for the signal pdf
FIG. 6. Examples of invariant \( \pi^+\pi^-\pi^0 \) distributions for \( E_\gamma \in [1100, 1200] \text{ MeV} \) (left) and \( E_\gamma \in [1500, 1600] \text{ MeV} \) (right), summed over all angles and all polarization states. The black solid line denotes the full mass distribution, the red line shows the signal mass distribution obtained after weighting each event with \( Q \) and the blue line represents the background mass distribution obtained after weighting each event with \( (1-Q) \).

and a third-order Chebychev for the background pdf gave the overall best distribution for the reduced-\( \chi^2 \). For the energy bins close to the \( \omega \) production threshold, a product of an Argus function and a second-order Chebychev polynomial was used for the background pdf in order to better describe the edge of the phase space, which had a fairly sharp cut-off on the right-hand side of the \( \omega \) signal peak.

Figure 6 shows two examples of invariant \( 3\pi \) mass distributions for all linearly-polarized events in the energy bin \( E_\gamma \in [1.1, 1.2] \) GeV (left) and \( E_\gamma \in [1.5, 1.6] \) GeV (right), summed over all angles and polarization states. The figure demonstrates the quality of the applied background-subtraction procedure: the total-mass distribution (black line) was nicely separated into a Voigtian mass distribution for the signal (red line), obtained by weighting each event with \( Q \), and a smooth polynomial background (blue line), obtained by weighting each event with \( (1-Q) \). At threshold, the choice for the background pdf did not always sufficiently constrain the likelihood fits. This occasionally manifested itself as small dip-like structures in the background mass distribution. Such effects were taken into account in determining the systematic uncertainties associated with this method (see Section V C).

After applying all selection cuts and the event-based signal-background separation method, a total of 98,910 \( p\omega \) events were retained from the entire data set using the combination of linear-beam polarization and transverse-target polarization, over the full photon energy range of 1100–2100 MeV. From the corresponding data set using circular-beam polarization, 122,679 events were retained over the full incident-photon energy range of 1200–2800 MeV.

IV. DATA ANALYSIS

The total cross section, \( \sigma \), for \( \omega \) photoproduction using a transversely-polarized target can be expressed in terms of the unpolarized cross section, \( \sigma_0 \), and a number of polarization observables as:

\[
\sigma = \sigma_0 \left[ 1 - \bar{\delta}_l \Sigma \cos 2\phi + \bar{\Lambda}_t \sin \alpha \right]
- \bar{\delta}_l \bar{\Lambda}_t \cos \alpha \sin 2\phi
- \bar{\delta}_l \bar{\Lambda}_t \sin \alpha \cos 2\phi \tag{5}
\]

where \( \bar{\delta}_l \) denotes the average degree of linear-beam polarization (which was observed to be the same for '+' and '-' target polarizations), \( \bar{\Lambda}_t \) denotes the average target polarization (which was also observed to be the same for '||' and '⊥' beam polarizations) and the azimuthal angle \( \phi \) (\( \alpha \)) is defined as the angle between the photon beam (target) polarization and the \( \hat{x} \) event-axis in the event frame, as shown in Fig. 1. Mathematically,

\[
\phi = \phi_{\text{lab}}^P - \pi - \phi_0, \quad \alpha = \pi - \phi_{\text{lab}}^P + \phi_{\text{offset}}, \tag{6}
\]

which is also evident from the figure. Here, \( \phi_{\text{lab}}^P \) denotes the lab azimuthal angle of the recoiling proton and \( \phi_0 \) (\( \phi_{\text{offset}} \)) refers to the orientation of the photon-beam (transversely-polarized target) polarization with respect to the \( \hat{x}_{\text{lab}} \)-axis in the laboratory frame. The definition of the angles and the polarization observables is analogous to the corresponding definition for the photoproduction of a single-pseudoscalar meson. When the beam polarization was set to '||' (or '⊥'), then \( \phi_0 = 0 \) (or \( \pi/2 \)) rad. Similarly, \( \phi_{\text{offset}} = 2.025 \) (or \( 2.025 - \pi \)) rad when the target polarization was set to '+' (or '−'). These values in radians correspond to \( \phi_{\text{offset}} = 116.1^\circ \) and \(-63.9^\circ\), respectively, as discussed in Section II.
The total number of experimentally observed events is related to $\sigma$ as:

$$N_{\text{data}} = \Phi C \epsilon \sigma,$$

(7)

where $\Phi$ is the incident photon flux, $C$ denotes the target cross-sectional area, and $\epsilon$ refers to the CLAS detector acceptance. The parameter $\epsilon$ was observed to be independent of the relative orientation of the beam polarization with respect to the detector. Furthermore, the acceptance for the two target-polarization orientations was assumed to be very similar since the magnetic field of the holding magnet was fairly small. Small corrections of about 0.5 degrees or less were applied to the azimuthal angle of the recoil proton ($\phi^\omega$) due to the effects of the magnetic field. More details on these corrections are available in Ref. [32].

For the extraction of asymmetries, the absolute value of the photon flux was not required. Rather, the ratios of fluxes between data sets with different beam-target polarizations were needed to effectively unpolarize the target in order to extract the beam asymmetry, $\Sigma$. The flux ratios were determined by using the information on the total number of reconstructed events from the polyethylene target, which was directly proportional to the photon flux. This target was chosen since the effects of the magnetic field were negligible at the target location. Events were also counted irrespective of topology so that the ratios were independent of the physics dynamics involved in the reaction specific to this analysis.

### A. Extraction of the photon-beam asymmetry, $\Sigma$

Three independent kinematic variables were required to completely describe the event kinematics in $\omega$ photoproduction, as shown in Fig. 7. The following variables were chosen: the photon energy ($E_\gamma$), the polar angle of the $\omega$ meson in the center-of-mass frame ($\Theta^\omega_{c.m.}$), and the azimuthal angle of the recoil proton ($\phi^\omega_{lab}$) in the laboratory frame (not shown in the figure). The observed modulation in the $\phi^\omega_{lab}$ distribution was then used to extract the beam asymmetry at various ($E_\gamma$, $\Theta^\omega_{c.m.}$) bins. An event-based maximum-likelihood fitting technique was implemented to fit the angular modulations and extract $\Sigma$. This technique is considered more powerful than the conventional binning technique when the data suffer from low statistics since it uses information from every event, thereby preventing any loss of information due to binning. The method was based on the principles outlined in Ref. [33], which showed its application in a previous CLAS measurement. In this analysis, the likelihood (or the joint probability density) of obtaining the experimentally observed $\phi^\omega_{lab}$ angular distribution was expressed in terms of $\Sigma$ as the only fit parameter (see Eq. 12-15). To extract $\Sigma$ from the FROST data, the target polarization had to be removed (as detailed below). Maximizing the likelihood function then gave the most likely value for $\Sigma$.

To nullify the effect of the target polarization to measure $\Sigma$, event samples with opposite target polarization but the same beam polarization were combined using appropriate scale (or normalization) factors. The number of $\parallel$ events, $N_\parallel$, after combining data sets with $\parallel$ beam polarization and different target polarizations (‘+’ or ‘−’), was given by:

$$N_\parallel = N^+_{\parallel} + N^-_{\parallel},$$

(8)

where $N_1$ was a normalization factor that depended on the photon flux, $\Phi^+_{\parallel}$ and $\Phi^-_{\parallel}$, and the average degrees of target polarization, $\bar{\Lambda}^+_{\parallel}$ and $\bar{\Lambda}^-_{\parallel}$, of the two data sets:

$$N_1 = \frac{\Phi^+_{\parallel} \bar{\Lambda}^+_{\parallel}}{\Phi^-_{\parallel} \bar{\Lambda}^-_{\parallel}}.$$

(9)

Substituting Eq. 5 and 7 into Eq. 8 gave:

$$N_\parallel = \Phi^+_{\parallel} C \epsilon \sigma_0 \{1 + \bar{\Lambda} \} \{1 - \delta_\parallel \Sigma \cos 2\phi^\omega_{lab}\}$$

$$= \Phi^+_{\parallel} \epsilon \sigma_0,$$

(10)

where $\bar{\Lambda}$ was defined as $\bar{\Lambda} = \bar{\Lambda}^+_{\parallel} / \bar{\Lambda}^-_{\parallel}$.

Similarly, the number of $\perp$ events, $N_\perp$, after combining data sets with $\perp$ beam polarization and different target polarizations was given by:

$$N_\perp = \Phi^+_{\perp} C \epsilon \sigma_0 \{1 + \bar{\Lambda} \} \{1 + \delta_\perp \Sigma \cos 2\phi^\omega_{lab}\}$$

$$= \Phi^+_{\perp} \epsilon \sigma_\perp.$$

(11)

The asymmetry between $\parallel$ and $\perp$ data could then be expressed as:

$$A = \frac{N_\parallel - N_\perp}{N_\parallel + N_\perp} = \frac{\Delta A'}{1 + A' \Delta \Phi},$$

(12)
where

\[
A' = \left( \frac{\sigma_\parallel - \sigma_\perp}{\sigma_\parallel + \sigma_\perp} \right) = \frac{-\delta_t \Sigma \cos 2\phi_{\text{lab}}^p}{1 - \delta_t \Delta \delta_t \Sigma \cos 2\phi_{\text{lab}}^p},
\]

\[
\Delta \Phi = \frac{\Phi_+^t - \Phi_+^t}{\Phi_+^t + \Phi_+^t} \quad \text{and} \quad \delta_t = \frac{\delta_\parallel + \delta_\perp}{2},
\]

\[
\Delta \delta_t = \frac{\delta_\parallel - \delta_\perp}{\delta_\parallel + \delta_\perp}.
\]

The likelihood of obtaining the observed angular distribution in \( \phi_{\text{lab}}^p \) in any kinematic bin, using \( A \) from Eq. 12-13, was given by:

\[
-\ln L = - \sum_{i=1}^{N_{\text{total}}} w_i \ln (P(\text{event}_i)),
\]

where

\[
P(\text{event}_i) = \begin{cases} 
\frac{1}{2} (1 + A) & \text{for } \parallel \text{ events}, \\
\frac{1}{2} (1 - A) & \text{for } \perp \text{ events},
\end{cases}
\]

and \( N_{\text{total}} \) denotes the sum of events over all four beam-target polarization settings used in that kinematic bin. The weight for each event depended on its \( Q_{\text{event}} \) and the normalization factor for the corresponding data set. From the above discussion, the weight of the \( i^{th} \) event was given by:

\[
w_i = \begin{cases} 
Q_i & \text{for } (\parallel, +) \text{ or } (\perp, +) \text{ events}, \\
Q_i \frac{\Phi_+^t \Lambda_+^t}{\Phi_+^t \Lambda_+^t} & \text{for } (\parallel, -) \text{ events}, \\
Q_i \frac{\Phi_-^t \Lambda_-^t}{\Phi_-^t \Lambda_-^t} & \text{for } (\perp, -) \text{ events}.
\end{cases}
\]

Minimizing \(-\ln L\) yielded the value and the statistical uncertainty of the polarization observable \( \Sigma \). This was performed at every \( (E_\gamma, \Theta_{z_m}) \) bin. The MINUIT software package [34] was used for the minimization.

B. Extraction of the target asymmetry, \( T \)

The target asymmetry \( T \) was extracted from data using a transversely-polarized target and an incident circularly-polarized photon beam. The same likelihood technique described in subsection IV A was used to determine this polarization observable. Since the incident photons were polarized, this beam polarization had to be nullified.

The number of events with target polarization ‘+’, \( N^+ \), after combining events with different helicity states, was given by:

\[
N^+ = N^\to_+ + C^\to_+ N^\to_+, \quad (16)
\]

where the normalization factor was \( C^\to_+ = 1 \) since the helicity state flipped rapidly and the events were not separated into different data sets. By substituting the value of \( C^\to_+ \) into Eq. 16 and using Eq. 5 and 7, the number \( N^+ \) was given by:

\[
N^+ = 2 \Phi^t \epsilon \sigma_0 \{ 1 + \bar{\Lambda}_t^\to T \sin (\pi - \phi_{\text{lab}}^p + 2.025) \}
\]

\[
= \Phi^t \epsilon \sigma^+, \quad (17)
\]

where \( \Phi^t \) was the flux for the data set with target polarization ‘+’.

Similarly, the number of events with target polarization ‘-’, \( N^- \), after combining events with different helicity states, was given by:

\[
N^- = 2 \Phi^- \epsilon \sigma_0 \{ 1 - \bar{\Lambda}_t^\to T \sin (\pi - \phi_{\text{lab}}^p + 2.025) \}
\]

\[
= \Phi^- \epsilon \sigma^- , \quad (18)
\]

where \( \Phi^- \) was the flux for the data set with target polarization ‘-’.

The asymmetry between target ‘+’ and ‘-’ data could then be expressed as:

\[
A = \frac{A' + \Delta \Phi}{1 + A' \Delta \Phi} , \quad (19)
\]

where

\[
A' = \left( \frac{\sigma^+ - \sigma^-}{\sigma^+ + \sigma^-} \right) \quad (20) = \frac{\bar{\Lambda}_t^\to T \sin (\pi - \phi_{\text{lab}}^p + 2.025)}{1 + \bar{\Lambda}_t^\to \Delta \Lambda_t^\to T \sin (\pi - \phi_{\text{lab}}^p + 2.025)} ,
\]

\[
\Delta \Phi = \frac{\Phi^+ - \Phi^-}{\Phi^+ + \Phi^-} \quad \text{and}
\]

\[
\bar{\Lambda}_t^\to = \frac{\bar{\Lambda}_t^\to + \bar{\Lambda}_t^\to}{2}, \quad \Delta \Lambda_t^\to = \frac{\bar{\Lambda}_t^\to - \bar{\Lambda}_t^\to}{\bar{\Lambda}_t^\to + \bar{\Lambda}_t^\to}.
\]

The likelihood of obtaining the observed angular distribution in \( \phi_{\text{lab}}^p \) in any kinematic bin, using \( A \) from Eq. 19, was given by:

\[
-\ln L = - \sum_{i=1}^{N_{\text{total}}} w_i \ln (P(\text{event}_i)) , \quad (21)
\]

where

\[
P(\text{event}_i) = \begin{cases} 
\frac{1}{2} (1 + A) & \text{for } (+) \text{ events}, \\
\frac{1}{2} (1 - A) & \text{for } (-) \text{ events},
\end{cases}
\]

and \( N_{\text{total}} \) denotes the sum of events over the two target-polarization settings used in that kinematic bin. The weight of the \( i^{th} \) event was \( Q_i \) for all events. The observable \( T \) was then extracted by minimizing \(-\ln L\).
V. RESULTS

This section presents the experimental results for the beam asymmetry, $\Sigma$, and the target asymmetry, $T$, in the photoproduction of a single $\omega$ meson off the proton. The $\Sigma$ observable can be compared with published results from various experiments and excellent agreement is observed, in particular with recent CLAS measurements using a liquid-hydrogen target. Since extracting single-spin observables from double-polarization data is challenging, this good agreement for $\Sigma$ provides confidence in the quality of the first-time measurements of the associated target asymmetries.

Figure 8 shows the results for $\Sigma_\omega$ in the photoproduction reaction $\gamma p \rightarrow p \omega$ (Eq. 1) including the statistical uncertainties for each data point from FROST (shown as red circles) as a function of $\Theta_{c.m.}$. The data points are given for 10 energy bins in the incident-photon energy range [1.1, 2.1] GeV; Each energy bin is 0.1-GeV wide. The numerical values for the data presented in Fig. 8 including the statistical and systematic uncertainties are available in Ref. [35]. The very forward and backward $\Theta_{c.m.}$ angles had low statistics owing to poor CLAS acceptance. Therefore, a variable binning scheme for this
angle range was chosen such that the bins at the very forward and backward regions are wider than the bins in the central region.

The FROST data points above 1.9 GeV in incident photon energy represent first-time measurements. Also shown in the figure are published results from other experiments: two sets of results from the GRAAL Collaboration [13] (2006 data - magenta open circles) and [15] (2015 data - blue inverted triangles). The GRAAL-2006 data cover the energy range from the reaction threshold up to 1.5 GeV and were extracted from the $\omega \rightarrow \pi^+\pi^-\pi^0$ decay mode. The GRAAL-2006 data cover the same energy range but represent a statistics-weighted average of results obtained from the $\pi^+\pi^-\pi^0$ and the radiative $\pi^0\gamma$ decay modes, with the exception of the 1.45 GeV photon energy bin where the results were obtained from the radiative decay mode only. The CBELSA/TAPS Collaboration published results from the $\omega \rightarrow \pi^0\gamma$ decay mode in 2008 for energies up to 1.7 GeV [14] (gray squares). Also shown are recent results from the CLAS Collaboration [16] from a liquid-hydrogen experiment (green stars).

These latter data from CLAS are in excellent agreement with the new data from this analysis and serve as a validation for the first-time measurements of the $\omega$ target asymmetry presented in the following section.

The overall agreement of the angular distributions from all experiments ranges from fair to good with some more serious discrepancies in certain $\Theta_{\text{c.m.}}$ bins. For example, the CBELSA/TAPS data points tend to be bigger in magnitude than the GRAAL 2006 results, particularly for the center angles, $\Theta_{\text{c.m.}} \in [80, 120]^{\circ}$, of the first two energy bins. The GRAAL Collaboration aimed at resolving this issue with additional measurements but the results published in 2015 exhibited even greater inconsistencies with the previous measurements, especially between the two GRAAL measurements themselves. The more recent results appear to be significantly smaller in magnitude in the central region around $\Theta_{\text{c.m.}} = 90^{\circ}$.

In the lower-energy range below 1.5 GeV, the CLAS results can be compared with the previously published data. They are in very good agreement with the GRAAL 2006 and in fair agreement with the GRAAL 2015 re-
results close to the threshold. The CBELSA/TAPS data points suffer from significantly larger statistical uncertainties but the agreement with the CLAS results is fair and mostly within uncertainties. All of this provides confidence in the new CLAS-FROST data and also resolves the inconsistency between the two GRAAL measurements in favor of the 2006 results.

Figure 9 shows the beam asymmetry as a function of the incident-photon energy for different $\Theta^\omega_{c.m.}$ bins. The first angle bin, $\Theta^\omega_{c.m.} \in [0, 30]^\circ$, suffered from low statistics at all energies. However, the results in the subsequent angle bins clearly show that the overall shape of the beam asymmetry with respect to energy changes noticeably upon moving from forward to backward angles. The asymmetry is small and almost consistent with zero across the entire energy range for $[30, 50]^\circ$, whereas it grows bigger in the successive angle bins, reaching a value of about 0.55 in the $[80, 100]^\circ$ angle bin.

### B. The Target Asymmetry $T$

Figure 10 shows the results for the target asymmetry in the photoproduction reaction $\gamma p \rightarrow p\omega$ (Eq. 1) including the statistical uncertainties for each data point from FROST as a function of $\cos \Theta^\omega_{c.m.}$. The data points are given for 16 energy bins in the incident-photon energy range $[1200, 2800]$ MeV; Each energy bin is 100-MeV wide. The numerical values for the data presented in Fig. 10 including the statistical and systematic uncertainties are available in Ref. [35]. The observable exhibits rich structures and acquires large values of about 0.3 - 0.4 around $\cos \Theta^\omega_{c.m.} = 0$ over a large energy range.

### C. Systematic uncertainties

The individual contributions to the overall systematic uncertainty for each observable that were studied in this analysis are listed in Table I. The absolute systematic uncertainty due to the background subtraction is shown as an error band at the bottom of each distribution in Figs. 8 - 10. The fractional uncertainties were added in quadrature and the totals are given in Table I.

A major contribution came from the event-based background-subtraction technique. To estimate this contribution to the overall systematic uncertainty, the $Q$ value of each event was increased by $\sigma_Q$ and the beam asymmetry was re-extracted. Here, $\sigma_Q$ denotes the fit uncertainty in the $Q$ value of the $i^{th}$ event. The change in the observable in each kinematic bin provided an absolute uncertainty in the observable due to this method. For the beam asymmetry, it was observed to be 8% on average above 1300 MeV in the incident photon energy. This procedure was based on the assumption that the chosen signal and background pdfs properly described the data. However, as mentioned in Section III, the description was not always satisfactorily close to the $\omega$-photoproduction threshold. In such situations, a dip-like structure in the background distribution under the $\omega$ peak was observed. To estimate the systematics associated with this effect, the background distribution was fitted with a second-order polynomial in the range $\omega_{peak} \pm 5\sigma$, where $\sigma$ was the width of the peak. The fractional difference between the original background and the fit in the range $\omega_{peak} \pm 2\sigma$ was determined to be about 5 - 7% on average. To quantify the effect of this fractional difference on the final observables, the following strategy was employed: Since the background was under-estimated in the region $\omega_{peak} \pm 2\sigma$, equivalent to the signal being over-estimated, the $Q$ values of the events belonging to this mass range were changed by $\sigma_Q - 0.07Q$. The observable was then re-determined and the fractional difference between the original observable and the modified observable was quoted as the systematic uncertainty. It was determined to be 4.5% on average in the energy range $E_\gamma \in [1.1, 1.3]$ GeV.

The systematic uncertainty in the linear-beam polarization was evaluated to be $\sim 5\%$, a value which was also used in other CLAS analyses [33, 36]. The systematic uncertainty associated with the target polarization was determined to be $\sim 2\%$ [20]. To estimate the systematic uncertainty in the observable due to the target-offset angle, this angle was varied by its uncertainty of $\pm 0.4^\circ$ and the change in the re-extracted observable was examined. It was found to be 2% on average.

For the measurement of the beam asymmetry, three factors were required to normalize the four linearly-polarized data sets, as can be seen from Eqs. 9-13 (Section IV A):

$$ N_1 = \frac{\Phi^+}{\Phi^-} \bar{\Lambda}_R, \quad N_2 = \frac{\Phi^+}{\Phi^-} \bar{\Lambda}_R, \quad N_3 = \frac{\Phi^+}{\Phi^-}. \quad (22) $$

The first two normalization factors were needed to unpolarize the target in the $\parallel$ and $\perp$ data sets, respectively.

### Table I. List of systematic uncertainties.

| Source                     | Systematic Uncertainty          |
|---------------------------|---------------------------------|
| Background subtraction    | given as gray band for each    |
|                           | distribution in Figs 8, 9, 10    |
| Beam-polarization          | 5%                             |
| Target-polarization        | 2%                             |
| Target-offset angle        | 2%                             |
| Normalization              |                                 |
| beam asymmetry             | 5%                             |
| target asymmetry           | 2%                             |
| $\sigma_{total}$ (fractional only) | $\sim 7.5\%$                |
| Target asymmetry           |                                 |
| $\sigma_{total}$ (fractional only) | $\sim 3.5\%$                |
The third normalization factor was then required to normalize the corresponding ‘∥’ and ‘⊥’ data sets (after the target was rendered unpolarized). The uncertainties in the normalization factors depended on the uncertainties in the flux ratios, which were obtained from the ratios of the numbers of reconstructed events originating from the polyethylene target. One way to estimate the systematic uncertainty in these ratios was to compare them with the ratios obtained from the carbon target. The results were found to differ by 2% or less at all energies. Another way to check the systematics of this method was to use the direct information on the photon flux from the photon tagging system. Although this information was not available for the FROST data used in this analysis, it was available for FROST-g9a data, which utilized a circularly-polarized beam and a longitudinally-polarized target. The results differed again by only ~2% from those determined for the polyethylene target. The applied uncertainties of 2% in the flux ratios as well as the uncertainty in the target polarization were used to evaluate the overall uncertainties in the normalization factors using standard error propagation. Since each normalization factor could be varied by ±σ, all permutations were performed and the observable re-extracted. The change in the beam asymmetry was observed to be 5% on average across all energies.

For the measurement of the target asymmetry using circularly-polarized data, only one factor was required
to normalize data sets with opposite target polarization (Section IV.B) and thus, the systematic uncertainty in the overall normalization was smaller than for the linearly-polarized data. Following the same procedure as for the beam asymmetry, the normalization factor was changed by 2% and the observable re-extracted. An effect of < 2% was observed in the target asymmetry due to the normalization.

VI. PARTIAL WAVE ANALYSIS

The data presented here were included in a partial-wave analysis within the Bonn-Gatchina (BnGa) PWA framework. The scattering amplitudes in the BnGa analysis for the production and the decay of baryon resonances are constructed in the framework of the spin-momentum operator expansion method. The details of this approach are discussed in Ref. [37]. The approach is relativistically invariant and allows for the combined analyses of different reactions imposing analyticity and unitarity directly. The BnGa database takes into account almost all important data sets of photo- and pion-induced reactions, including three-body final states [38]. A full description of the experimental database [39] goes beyond the scope of this paper.

The BnGa group has recently reported on a PWA [19] of $\omega$ photoproduction data that was based on results from the CBELSA/TAPS Collaboration alone. The data sets and the relevant observables ($d\sigma/d\Omega$, SDMEs, $\Sigma$, $E$, and $G$), which were used in the PWA, are discussed in Refs. [11, 19]. The new BnGa-PWA solution, which includes data from the CLAS Collaboration, is shown in Figs. 8-10 as a solid line. The CLAS data include the polarization observables $\Sigma$ and $T$ (presented here), $F$, $P$, $H$, and $E$. More details on the PWA framework and branching ratios for $N^*$ decays into $N\omega$ will be discussed in a subsequent publication [40].

In the FROST $\gamma p \rightarrow p\omega$ data presented here, large beam asymmetries, as well as smaller but significantly non-zero target asymmetries are observed, which indicate significant s-channel contributions, in agreement with the expectation from the BnGa PWA. Close to the reaction threshold, the leading partial waves are the $3/2^+$ and $5/2^+$ waves, which are identified with the $N(1720)3/2^+$ and the sub-threshold $N(1680)5/2^+$ nucleon resonances. Recent calculations that used an effective chiral Lagrangian approach [41] also found these two resonances to play a major role in $\omega$ photoproduction. In particular, the $N(1720)3/2^+$ was analyzed in the beam polarization asymmetries. The $3/2^+$ partial wave is complex and multiple $3/2^+$ nucleon resonances likely contribute to our data around $W = 1.7 - 2.1$ GeV. The importance of the $3/2^+$ wave was also discussed in an earlier event-based PWA based on CLAS $\omega$ cross section data and unpolarized spin-density matrix elements alone [42]. The BnGa PWA finds indications for at least one more $3/2^+$ resonance around $W = 1.9$ GeV.

Toward higher energies, the $t$-channel contributions increase in strength and in the case of $\Sigma$, the linear-beam polarization allows for the separation of natural- from unnatural-parity exchange processes. The BnGa group has found that pomeron-exchange dominates over the smaller $\pi$-exchange across the presented energy range. Further $N^*$-resonance contributions are required to describe the data at and above center-of-mass energies of $W = 2$ GeV. The $1/2^-$, $3/2^-$, and $5/2^+$ partial waves play a significant role in the PWA solution. In addition to the $N(1680)$ $5/2^+$ close to the threshold, a further structure around $W = 2$ GeV is observed, which is identified with the $N(2000)$ $5/2^+$ state. The latter is listed as a one-star state in the RPP [5] and considered a missing baryon resonance.

A full discussion of the contributing resonances can be found in a forthcoming paper on the details of the PWA [40].

VII. SUMMARY

The photon-beam asymmetry $\Sigma$ for the photoproduction reaction $\gamma p \rightarrow p \omega$ has been measured at Jefferson Laboratory using the CLAS spectrometer and the frozen-spin FROST target, covering the energy range from 1.1 to 2.1 GeV. The $\omega$ meson has been studied via its $\omega \rightarrow \pi^+\pi^-\pi^0$ decay. The high-quality FROST results are in overall fair agreement with previously published data (including CLAS) and help shed some light on earlier-observed discrepancies among the known data sets. Moreover, first-time measurements of the target asymmetry $T$ have been presented covering a large incident-photon energy range from 1.2 to 2.8 GeV. These data are rich in structures. The angular distributions change from an almost linear behavior close to the reaction threshold to a more oscillatory behavior at higher energies. The asymmetries acquire significant values of up to 0.4, mostly around $\cos \Theta_{e.m.}^\omega = 0$.
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