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After the introduction of online learning mechanism, the traditional target tracking algorithm in football game video based on TLD has good tracking ability, but it will lose the target when the target is seriously obscured. Therefore, a soccer game video target tracking algorithm based on deep learning is proposed. The target detection algorithm of GoogLeNet-LSTM is used for folding to obtain the feature mapping array. After processing, a high reliability candidate box for training and matching is obtained, and the feature maps of the detection results are collected to obtain the depth features required for tracking. Scale space discriminant tracking algorithm and Markov Monte Carlo algorithm are used to track single target or multi-target, respectively. Experimental results show that the average frame rate of the algorithm is maintained above 35 Hz, and the tracking time is about 12.5 s. The average center position deviation index is 39, the average coverage index is 40, and the resource utilization is low. The algorithm can track the target in the football game video well.

1. Introduction

In modern life, sports video is the important video that is popular among the majority of viewers. It has a large proportion in existing TV programs and the Internet [1, 2]. With the continuous improvement of people’s quality of life and the rapid advancement of technology, people’s demands for sports video are also rising. In terms of sports competition viewing, passive and flat viewing methods will gradually fail to meet the requirements of TV viewers [3–5]. The broadcasters need to add various visual effects to meet the visual requirements of the audience. In terms of game analysis, the team coach needs to extract relevant data from the football game video to assist the coach in researching the tactics. In terms of commercial applications, the broadcasters also need to more fully explore the commercial value of the football game broadcast. These need to analyze the video data of the game and process the game images for different requirements in order to meet the requirements of the game video [6–8]. Among the many sports competitions, football matches have the largest number of viewers and the highest level of attention. Therefore, the detection, extraction, location, and tracking of moving targets in the video have high practical and practical significance.

The extraction and tracking of targets in the football game video are hot spots in the current sports field image and video processing. The technology required covers many areas of image processing analysis and computer vision. In general, football match video scene consists of background and goal, where the goal is the important part of the video, which contains important information. Therefore, quickly and efficiently segmenting objects in video and tracking the target of interest are the bases for subsequent image analysis [9].

Although the research of target tracking has made great progress and breakthrough to some extent, the robust target tracking algorithm has been full of challenges due to the complexity of the environment and the influence of target deformation. The core problem of target tracking is feature representation. The early features are manually selected, and the appropriate features are selected according to the different application scenarios, but the effect is far from meeting the actual needs. Since the advent of deep learning technology, the field of computer vision has developed...
rapidly, and deep learning techniques were first used for image classification problems [10–12]. In recent years, the multi-target tracking algorithm based on deep learning has also made some breakthroughs. Multi-target tracking is the very challenging research direction in the field of computer vision and has a wide range of practical applications, for example, intelligent video monitoring control, abnormal behavior analysis, and mobile robot research. Traditional multi-target tracking algorithms tend to have poor tracking performance due to poor target detection. Depth-based learning detectors can achieve better results, which in turn improves tracking accuracy. Therefore, how to achieve effective combination of target tracking and deep learning has become the focus of researchers.

Traditional target tracking algorithms have many problems. For example, the block-based scale-adaptive CSK rigid body target tracking algorithm proposed in Document 4 does not consider the confidence of the candidate box, and the tracking result has low precision. The KCF (kernelized correlation filter)-based tracking algorithm in Document 5 is only applicable to single-target tracking and has limited limitations. The TLD tracking algorithm proposed in the literature 6 causes the target to be lost when the target is severely occluded. The new target tracking algorithm that combines SIFT (scale-invariant features) and compression features is proposed in Document 7. This algorithm has poor effect on feature extraction, which results in lower center position error and coverage, and higher resource occupancy rate of the algorithm. Deep learning is a new research direction in the field of machine learning. It is introduced into machine learning to make it closer to the original goal—artificial intelligence (AI). Deep learning is the internal law and representation level of learning sample data. The information obtained in the learning process is very helpful to the interpretation of data such as text, image, and sound. Its ultimate goal is to make the machine have the ability of analysis and learning like human beings, and can recognize characters, images, sounds, and other data. Deep learning is a complex machine learning algorithm, which has achieved far more results in speech and image recognition than previous related technologies.

In response to the above problems, the target tracking algorithm in the football match video based on deep learning is proposed in this paper. GoogLeNet is used to perform convolution to obtain the feature map array through target detection algorithm-based GoogLeNet + LSTM. After processing, candidate boxes of high confidence used to perform training and matching are obtained to achieve target detection. The feature map of the detection result is pooled to obtain the depth feature required for tracking. According to this feature, the discriminant scale space tracking algorithm and the Markov Monte Carlo algorithm are used to achieve single-target or multi-target tracking.

2. Materials and Methods

2.1. Target Detection-Based GoogLeNet + LSTM. Target detection is the basis of the multi-target tracking algorithm based on data association. The GoogLeNet + LSTM framework is used for target detection for problems such as small targets and occlusions in football video. First use GoogLeNet for convolution. In the last layer, the $1 \times 1024 \times 15 \times 20$ feature map array is obtained and transposed into $300 \times 1024$ feature map array. Each 1024-dimensional vector corresponds to the area of $139 \times 139$ in the original picture.

The $300 \times 1024$ feature map array is obtained by GoogLeNet convolution, and then, each 1024-dimensional vector is processed in parallel by the LSTM sub-module. The hidden state of each output goes through two different fully connected layers: the position and width of direct output box, and the confidence of this box through the softmax layer. The LSTM sub-module has a total of five such units; that is, each input can predict 5 boxes and confidences. In the training, the frame is concentrated at the $64 \times 64$ position in the center of the sensing area, and the confidence is ranked from high to low.

After processing, five detection frames corresponding to $64 \times 64$ small blocks in the original image and confidence levels can be obtained. The processing of the sub-module needs to filter all the detection frames of the video frame and then remove the frame with low confidence by the given thresholds. Finally, detection result can be obtained [13–17].

The specific process is as follows: if the candidate box intersects with the determined frame, the candidate box is removed. A determined box removes at most one candidate box. In the above matching, the cost is expressed as $(m, d)$, $m$ means whether the two intersect, the value is $[0, 1]$, and $d$ is the Manhattan distance between the two boxes. The importance of $m$ is greater than that of $d$; that is, the result obtained by the two matching schemes is first compared with the size of $m$. If the conclusion cannot be reached, the size of $d$ is compared. The Hungarian algorithm is used to find the least costly match [18–20]. Assume that the filter’s confidence threshold is 0.5, then those boxes with the confidence below 0.5 are removed.

In order to effectively train the target detection model, the following training method is adopted: more candidate boxes are obtained in the LSTM sub-module [21, 22], but there are detection errors.

There are three types of errors [23, 24]:

(1) Point out the place that is not the tip of the person.
(2) The difference between the predicted and the true value frame positions.
(3) Multiple prediction frames are generated for the same target.

The lower confidence level is assigned to the candidate box to prevent the occurrence of Case 1. The error is corrected to avoid the occurrence of Case 2; the lower confidence is given to the prediction boxes generated by the same target to eliminate the problem of Case 3.

The loss function of the model training is

$$L(G, C, f) = \alpha \sum_{i=1}^{k} l_{pos}(b_{pos}^{i}) + \beta \sum_{j=1}^{C} l_{pos}(b_{pos}^{j}, f^{-1}(j)), \quad (1)$$
where \( G \) is the true value of the box, \( C \) is the candidate box, \( f \) is the matching algorithm, \( b_{ij}^{\text{pos}} \) means the \( i \) \( \text{th} \) box in the truth box, \( \tilde{b}_{ij}^{\text{pos}} \) means the \( i \) \( \text{th} \) box in the to-be-selected box, \( l_{ij} \) is the Manhattan distance between the two, and \( l_{ij} \) is the cross-entropy loss, which is the softmax loss in the corresponding network [25–27]. The first term of this loss function represents the position error of the candidate box and the matching truth box, the latter represents the confidence of the candidate box, and \( \alpha \) adjusts the balance between the two losses.

The matching algorithm is the Hungarian algorithm, and the comparison function used is

\[
\Delta(b_i, \tilde{b}_j) = (o_{ij}, r_{ij}, d_{ij}),
\]

(2)

where \( o_{ij} \in \{0, 1\} \). If the center of the to-be-selected box falls in the true value box, it is 0; otherwise it is 1. \( r_{ij} \) is the sequence number generated for the candidate box. The goal is to have high confidence frame first generated when matching [28–30]. Therefore, when matching the same target, the lower the ranking is, the lower the cost is [31,32]. \( d_{ij} \) is the distance between the two boxes, that is, the distance error.

The target detection results in the football match video are obtained by the detection algorithm-based GoogLeNet + LSTM. Based on this, deep learning is used to extract depth features.

### 2.2. Extraction of Depth Features

The corresponding box position obtained in the upper section is the position of the human head in the video, which is enlarged by a certain scale to cover the whole body [33]. After obtaining the position and size of the target frame, the feature map array obtained by the last layer convolution of GoogleNet is used to extract features. The depth features of each target detected can be obtained by pooling the feature map, because each feature is highly abstract and can well characterize the appearance characteristics of the target in the football match video.

The feature of the proposed algorithm is that the feature map is used for pooling to obtain the depth features required for target tracking without re-training. Therefore, under the premise that the real-time performance of the target tracking algorithm is unchanged, the accuracy of target tracking in the football game video is improved.

### 2.3. Single-Target Detection-Based DSST

The discriminant scale spatial tracking algorithm is simply referred to as DSST tracking algorithm. After obtaining the depth features, the DSST algorithm is used to track the single target in the video. DSST combines the two-dimensional positional filter with one-dimensional scaled filter. The candidate position is first determined by using the two-dimensional position correlation filter, and this area is used as reference area for the one-dimensional scale filter calculation. In this way, candidate blocks of different scales are obtained, and the scale with high matching degree is searched. The principle of scale selection is as follows:

\[
a^n P \times a^n R, n \in \left\{ \left[ \begin{array}{c} \frac{S - 1}{2} \\ \cdots \\ \frac{S - 1}{2} \end{array} \right] \right\}.
\]

(3)

where \( P \) and \( R \) are the width and height of the target in the previous frame; \( a \) is the setting factor, and its value is set as 1.02; and \( S \) indicates the number of scales, with the setting of 33. The scale in the formula is not linear relationship, but only the detection process from fine to coarse and from inside to outside.

In extracting image features and generating filters, MOSSE correlation filters are employed [34]. In this way, a series of image blocks are extracted from the target as training samples, which are, respectively, recorded as \( y_1, y_2, y_3, \cdots, y_n \). The corresponding filter response values are Gaussian functions, which are, respectively, recorded as \( g_1, g_2, g_3, \cdots, g_n \). The peak is at the center, and the end result is to find a filter that meets the minimum mean square error.

The MOSSE optimal correlation filter formula is

\[
\varepsilon = \sum_{j=1}^{t} \| h_t * y_j - g \|^2 = \frac{1}{M N} \| H_t Y_j - G \|^2
\]

(4)

where \( G \) is Gaussian function, \( * \) represents complex conjugate, and \( H_t \) means the minimum value of the filter. The right equal sign is derived from the Parseval theorem. The right side of the equal sign is the frequency domain equation, and the left side is the airspace equation. This calculation can be used to transform the problem from spatial domain solution to frequency domain solution. In the frequency domain, the minimum value of the filter is as follows:

\[
H_t = \frac{\sum_{j=1}^{t} G_j}{\sum_{j=1}^{t} Y_j}
\]

(5)

After the correlation filter is obtained, the determination of the target position of the next frame is determined by the functional response of the correlation score [35]. The area with high response value is the new target position, and the response formula is

\[
x = Y^{-1}(H_t Z).
\]

(6)

In this algorithm, (4) uses the extracted depth feature and Gaussian function \( G \) to obtain the correlation filter \( H_t \). \( t \) indicates the response time. When a new frame is input, the feature \( Z \) extracted by the image block is used as an input to calculate with the correlation filter \( H \) using (5), and the response score \( x \) is obtained to get the candidate target [36].

DSST designs the input \( y \) of the image into the feature vector of the \( d \) dimension. The input signal \( y \) represents a certain image block of the input image. The optimal correlation filter \( H \) is established by the MOSSE idea. The formula is as follows:

\[
\varepsilon = \sum_{t=1}^{d} \| h_t * y_t - g \|^2 + \lambda \sum_{t=1}^{d} \| h_t \|^2
\]

(7)

where \( l \) is one dimension of the feature and \( \lambda \) is regular coefficient, and the solution of the obtained minimum value is as follows:
2.4. Multi-Target Tracking Based on HDDMCMC Algorithm

2.4.1. MCMC Algorithm in the Segment. In the multi-target tracking algorithm, considering the stability and continuity of motion (the same target in the front and rear frame video data), the appearance characteristics will not change drastically. Consider the stability and continuity of the motion (the same target in the front and rear frame video tracking algorithm, considering the stability and continuity of motion). When tracking multiple targets, the occlusion of the target will inevitably reduce the accuracy of the tracking, and the interference discrimination of similar targets is not strong. Therefore, the Markov Monte Carlo (HDDMCMC) algorithm is adopted when tracking multiple targets in the football match video.

The DSST algorithm uses the dual correlation filter to track the single target in football match video. The algorithm is more portable and efficient, but the problem still exists. When tracking multiple targets, the occlusion of the target will inevitably reduce the accuracy of the tracking, and the interference discrimination of similar targets is not strong. Therefore, the Markov Monte Carlo (HDDMCMC) algorithm is adopted when tracking multiple targets in the football match video.

2.4.2. Inter-Segment MCMC Algorithm. The data used are mainly the target trajectory generated by the MCMC algorithm in the segment. The main actions taken by the algorithm include fusion, splitting, and switching operations. After passing the intra-segment MCMC algorithm, many more reliable target trajectories are generated. At this time, if there is a case where the same target trajectory is broken, it is caused by unstable detection data. Therefore, the purpose of the inter-segment MCMC is to further combine the target trajectory data of the two time periods. In the current state, the posterior probability is updated as follows:

\[
P(w | D) = P\left(\{\tau_1, \tau_2, \tau_3, \ldots, \tau_K\} | D\right) = \left(\prod_{k=1}^{K} \prod_{n=1}^{N_k-1} P( N^{n+1}_k | N^n_k) \right) \times \left(\prod_{k=1}^{K} e^{-\frac{1}{\lambda k}} \right),
\]

where false alarm factors are no longer considered because they are mainly used to divide the target trajectory [37]. For fusion operations, the allowed time interval is set as \(t_{\text{gap}} = 10\) and the frame difference at the junction between the track segments of the two targets cannot exceed 6. The standard deviation of the probability is set to \(3\sigma = \text{size}(d_i)\). In this way, the unit that can be transferred between different states is a relatively complete target trajectory segment that has been generated previously [38–40].

The inter-segment MCMC algorithm moves the target that has gone out of the video scene out of the current data set. The current data set is assumed to be \(\tau_t\). After the MCMC gets the trajectory in the next segment, it is matched by the inter-segment MCMC algorithm. That is to continue to build on the previous target data, combined with the current target data, to further data integration to optimize. The entire algorithm is continuously performed in such a sliding manner.

3. Results

In order to verify the superiority of each aspect of the proposed algorithm, it is compared with some traditional algorithms such as CTK, KCF, Struck, CT, and TLD. The experimental object is the video of football match. The threshold set by the accuracy is 20 pixels, and the threshold of the success rate is set as \(t_0 = 0.5\). The results are shown in Tables 1 and 2.

By comparison, the accuracy of the algorithm is up to 0.88, and the success rate is up to 0.81. Although the effect of this algorithm is not optimal for some video sequences, the algorithm is robust to the overall performance. When the
target is partially occluded, the algorithm can still accurately track the target.

The center position error refers to the center deviation of the tracking frame from the real target frame, and the coverage ratio is the proportion of the intersection of the tracking frame and the real target frame in the merged portion. In order to evaluate the tracking performance of different algorithms on the entire video series, the experiment will use the average center position deviation and average coverage as indicators to test, and the results are shown in Tables 3 and 4.

It can be seen from Tables 3 and 4 that among the eight tracking video sequences, the average center position deviation index of the algorithm has three groups of best and two groups of second; the average coverage has two groups of best and four groups of second. The experiment used the scoring method to evaluate the two indicators separately. The rule is to sort the two indicators according to their

| Video sequence | CSK algorithm | KCF algorithm | Struck algorithm | CT algorithm | TLD algorithm | Algorithm in this paper |
|----------------|---------------|---------------|------------------|--------------|---------------|------------------------|
| 1              | 121.6         | 18            | —                | 103.8        | 62.1          | 12.0                   |
| 2              | 9.9           | 276.7         | —                | 7.0          | 40.3          | 10.9                   |
| 3              | 86.7          | 165.4         | —                | 82.4         | 3.0           | 3.5                    |
| 4              | 27.8          | 75.6          | —                | 30.5         | 5.5           | 3.6                    |
| 5              | 18.9          | 18.8          | 10.4             | 19.4         | 14.2          | 13.0                   |
| 6              | 134.6         | 104.3         | 14.3             | 125.3        | 20.4          | 11.6                   |
| 7              | 75.1          | 181.6         | —                | 90.3         | 12.8          | 16.0                   |
| 8              | 212.3         | 154.8         | —                | 212.7        | 7.0           | 9.7                    |

| Video sequence | CSK algorithm | KCF algorithm | Struck algorithm | CT algorithm | TLD algorithm | Algorithm in this paper |
|----------------|---------------|---------------|------------------|--------------|---------------|------------------------|
| 1              | 20.8          | 60.3          | —                | 20.8         | 35.4          | 50.9                   |
| 2              | 62.2          | 1.0           | —                | 69.1         | 37.2          | 49.6                   |
| 3              | 22.5          | 7.5           | —                | 20.5         | 76.3          | 77.3                   |
| 4              | 41.2          | 41.2          | —                | 34.2         | 72.3          | 85.3                   |
| 5              | 32.4          | 35.5          | 72.0             | 32.1         | 52.7          | 60.8                   |
| 6              | 4.1           | 10.7          | 41.6             | 2.5          | 48.0          | 39.6                   |
| 7              | 24.1          | 10.2          | —                | 30.5         | 74.6          | 71.5                   |
| 8              | 13.5          | 29.4          | —                | 12.1         | 73.7          | 60.4                   |
performance from high to low, and then score them in 6, 5, 4, 3, 2, and 1. Each video sequence is scored in turn, and finally, they are summed and used as their final result, as shown in Figure 1.

Analysis of Figure 1 shows that the algorithm scores 39 points on the average center position deviation and 40 points on the average coverage rate, which are better than other algorithms. This shows that the algorithm is better in the listed tracking algorithms.

The video frame rate is a measure used to measure the number of displayed frames and reflects the smoothness of the tracking results. The average frame rate of the eight video sequences is compared using different algorithms, and the results are shown in Table 5.

Analysis Table 5 can be obtained that the average frame rate of the algorithm in this paper is higher than other algorithms, both above 35 Hz. This shows that the tracking results using the algorithm of this paper are more fluent.

Table 5: Average frame rate comparison results of different algorithms (Hz).

| Video sequence | CSK algorithm/ Hz | KCF algorithm/ Hz | Struck algorithm/ Hz | CT algorithm/ Hz | TLD algorithm/ Hz | Algorithm in this paper/ Hz |
|----------------|-------------------|------------------|----------------------|-----------------|------------------|---------------------------|
| 1              | 25.3              | 27.6             | —                    | 27.3            | 24.6             | 38.2                      |
| 2              | 20.8              | 25.3             | —                    | 26.9            | 28.4             | 37.9                      |
| 3              | 24.6              | 21.7             | —                    | 29.2            | 24.8             | 37.6                      |
| 4              | 22.7              | 22.4             | —                    | 30.6            | 29.3             | 40.4                      |
| 5              | 26.8              | 20.8             | 19.9                 | 31.4            | 27.2             | 39.3                      |
| 6              | 24.5              | 23.2             | 22.7                 | 28.4            | 30.6             | 38.6                      |
| 7              | 23.9              | 24.5             | —                    | 29              | 33.7             | 40.2                      |
| 8              | 21.2              | 23.6             | —                    | 30.1            | 25.5             | 37.5                      |

In order to verify the efficiency of the algorithm, the iterations and time consumption of different algorithms are compared, respectively, and the results are described in Figure 2.

It can be seen from Figure 2 that the iteration number of the algorithm is similar to the number of CT algorithms, with an average of 1–2 times, which is significantly lower than the CSK algorithm. In the comparison of time consumption, the time consumed by the algorithm is similar to the CSK algorithm, with an average of 12.5 s, which is significantly lower than the CT algorithm. The comparison results show that the tracking efficiency of the algorithm is higher.

To verify the stability of the proposed algorithm, three algorithms are used to track the target in the same experimental environment. The average outage probability of different algorithms is compared, and the results are shown in Table 6.
In order to more clearly show the stability of the algorithms, the data in Table 6 are described by the implementation of the line graph, as shown in Figure 3.

Analysis of Table 6 and Figure 3 shows that the average outage probability of the algorithm is 0.2371, which is lower than the other two algorithms. The experimental results show that the proposed algorithm has better stability when tracking the target in the football match video.

In order to test the resource occupancy rate of the proposed algorithm, it compares and analyzes the target detection, feature extraction, single-target tracking, and multi-target tracking. The results are shown in Table 7.

It can be seen from Table 7 that the CPU and memory usage of the proposed algorithm are 26%–34% and 7%–17%, respectively. The usages of the CSK algorithm are 64%–72% and 29%–39%, respectively. The experimental results show that compared with the other two algorithms, the algorithm of this paper tracks the resource occupancy rate of the target in the football match video which is low.
4. Discussion

The accuracy and success rate of the algorithm are as high as 0.88 and 0.81, respectively; the average center position deviation index and the average coverage index are 39 and 40 points, respectively; the average frame rate is maintained above 35 Hz, and the tracking time is about 12.5 s. These data show that the proposed algorithm outperforms other algorithms in performing target tracking. The reason is the use of deep learning techniques in this paper. Deep learning is artificial neural network that simulates the human brain’s analysis of things. By simulating the human brain to acquire data and parse it, this structure can better learn the essential characteristics of objects. The main ideas of deep learning target tracking are as follows: first, construct a deep learning model to train standard data sets and obtain more accurate target feature information. Then, use this model for target matching and positioning to achieve efficient target tracking. Depth features can more accurately reflect the appearance characteristics of moving objects than traditional features such as scale-invariant features (SIFT). Therefore, the algorithm of this paper greatly improves the accuracy of target tracking. At the same time, it combines the discriminant scale space algorithm and the Markov Monte Carlo algorithm to track the targets in the football video to ensure efficient tracking of single targets while achieving accurate tracking of multiple targets.

5. Conclusions

With the rapid development of computer technology, deep learning has become a big weapon for video target tracking. Deep learning technology has the advantages of high precision, wide application range, and strong stability. Aiming at the traditional target tracking algorithm in the football match video, there is the defect that the target will be lost when the target is severely occluded. A target tracking algorithm based on deep learning football game video is proposed. Combined with deep learning and target tracking technology to track the target, the experimental results show that the tracking success rate, required time, and average frame rate of the proposed algorithm are 0.81, 12.5 s, and 35 Hz, respectively. The average center position deviation index and the average coverage index are 39 and 40 points, respectively, and the resource occupancy rate is low. This shows that the algorithm can well track the targets in the football match video. In the future research, the information technology model is used to further improve the accuracy of football game video target tracking and reduce the defect of losing the target when the target is seriously blocked [41–45].
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