EXPONENTIAL SYNCHRONIZATION OF KURAMOTO OSCILLATORS WITH TIME DELAYED COUPLING

YOUNG-PIL CHOI AND CRISTINA PIGNOTTI

Abstract. We discuss the asymptotic frequency synchronization for the non-identical Kuramoto oscillators with time delayed interactions. We provide explicit lower bound on the coupling strength and upper bound on the time delay in terms of initial configurations ensuring exponential synchronization. This generalizes not only the frequency synchronization estimate by Choi et al. [Physica D, 241, (2012), 735–754] for the non-identical Kuramoto oscillators without time delays but also improves previous result by Schmidt et al. [Automatica, 48, (2012), 3008–3017] in the case of homogeneous time delays where the initial phase diameter is assumed to be less than $\pi/2$. The proof relies on a Lyapunov functional approach.

1. Introduction

Complex dynamical systems have recently received immense research interest. These systems extensively appear in many disciplines such as biology, applied mathematics, control theory, and statistical physics [1, 3, 16, 18]. In the current work, we are interested in the synchronization phenomena of large weakly coupled Kuramoto oscillators [13]. More precisely, we consider the effects of time delay on the dynamics of the Kuramoto model. Let $\theta_i = \theta_i(t)$ be the phase of $i$-th Kuramoto oscillators at time $t > 0$. Then, our main system reads

$$\frac{d}{dt}\theta_i(t) = \Omega_i + \frac{\kappa}{N} \sum_{k \neq i} \sin(\theta_k(t - \tau) - \theta_i(t)), \quad i = 1, \ldots, N, \quad t > 0, \quad (1.1)$$

subject to the initial data:

$$\theta_i(s) = \theta^0_i(s) \quad \text{for} \quad s \in [0, -\tau], \quad (1.2)$$

where $\tau > 0$ is the time delay and $\theta^0_i \in C^1[-\tau, 0]$, $i = 1, \ldots, N$. Here $\kappa > 0$ denotes the uniform coupling strength between oscillators, and $\Omega_i$ is the natural frequency of $i$-th oscillator, which is assumed to be a random variable extracted from a given distribution $g = g(\Omega)$.

For the system (1.1), we study an exponential frequency synchronization, which refers to the phenomenon where all oscillators have the same frequency exponentially fast as time goes on. We provide sufficient conditions for the coupling strength and the time delay in order to deduce the synchronization result. An explicit lower bound for the coupling strength, which only depends on the diameters of natural frequencies and initial phase configurations, is given in (H2), and upper bound on the size of the time delay is presented in (H3) below. Papers most closely related to our work are that of Schmidt et al [17] and Choi et al [5]. In [17], the frequency synchronization phenomenon in networks of non-identical Kuramoto oscillators with heterogeneous delayed coupling is discussed. Although we do not take into account networks in the system (1.1), the stability regime we obtain here is larger than that of [17]. To be more
precise, the stability regime for the frequency synchronization in [17] is a subset of
\[ \left\{ (\theta_1, \ldots, \theta_N) : \max_{1 \leq i, j \leq N} |\theta_i - \theta_j| < \frac{\pi}{2} \right\}, \]
while our result can cover the case \( \max_{1 \leq i, j \leq N} |\theta_i - \theta_j| > \pi/2 \), see (H1) below. In order to have a larger stability regime, we take a similar strategy used in [5], where the classical Kuramoto model without time delayed coupling, i.e., the system (1.1) with \( \tau = 0 \), is considered. We first show that the diameter of phase configurations is uniformly bounded in time by its initial one, which is greater than \( \pi/2 \). Then we show that the phases will be confined inside an arc with geodesic length strictly less than \( \pi/2 \) in a finite time. The main difficulties in analyzing the system (1.1) are the nonlinearity of the interaction term and the lack of conservation of mass. In this respect, we extend the result [5] to the time delayed coupling case, see Remark 1.4 for more detailed discussion. Compared to the work [17], we employ a Lyapunov functional approach that gives the information about the convergence rate, which is exponential. Moreover, our estimates are uniform with respect to the number of oscillators \( N \). This enables us to extend results at the particle level to the continuum model, see [2, 4, 7, 8, 9]. We also refer to [14, 15, 19] for the study of effects of time delays in multi-agent dynamical system.

For the complete frequency synchronization estimate, we introduce several notations to be used throughout the paper:
\[ D(\theta(t)) := \max_{1 \leq i, j \leq N} |\theta_i(t) - \theta_j(t)|, \quad D(\omega(t)) := \max_{1 \leq i, j \leq N} |\omega_i(t) - \omega_j(t)|, \]
where \( \omega_i(t) := \dot{\theta}_i(t) := \frac{d\theta_i(t)}{dt} \), and
\[ D(\Omega) := \max_{1 \leq i, j \leq N} |\Omega_i - \Omega_j|. \]
Let us denote
\[ R_{\omega} := \max_{t \geq \tau} \max_{1 \leq i \leq N} |\omega_i(t)|. \quad (1.3) \]
Note that we can easily find
\[ |\omega_i(t)| \leq |\Omega_i| + \kappa \leq \max_{1 \leq i \leq N} |\Omega_i| + \kappa, \]
for all \( i = 1, \ldots, N \). Before stating our main result, we introduce a definition of complete frequency synchronization.

**Definition 1.1.** Let \( \theta(t) := (\theta_1(t), \ldots, \theta_N(t)) \) be a global classical solution to the system (1.1)-(1.2). Then the system exhibits the complete frequency synchronization if and only if the relative frequency differences go to zero:
\[ \lim_{t \to \infty} \max_{1 \leq i, j \leq N} |\omega_i(t) - \omega_j(t)| = 0. \]

We restrict our analysis to the case of more than 2 oscillators, i.e. \( N > 2 \); for the case \( N = 2 \) see Remark 2.2 below. We also list our main assumptions for our result as follows.

**H1** The diameter of the initial phases satisfies
\[ D_{\theta_0} := D(\theta(0)) \in \left( \frac{\pi}{2}, \pi - \delta \right) \quad \text{with} \quad \delta \in \left( 0, \frac{\pi}{2} \right), \]

**H2** The coupling strength \( \kappa > 0 \) is large enough such that
\[ \kappa > \frac{N}{N - 2} \frac{D(\Omega)}{2 \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0} + \delta}{2} \right)}, \]
(H3) The time delay $\tau \geq 0$ is small enough such that
\[
\tau < \bar{\tau} := \min \left\{ \frac{\delta}{2R_\Omega}, \frac{1}{R_\omega} \left( \frac{\pi}{2} - D_\star \right) \right\},
\]
where $R_\omega$ is the constant defined in (1.3) and $D_\star$ is the dual angle of the initial phase diameter $D_{\theta_0}$ given by
\[
D_\star := \arcsin \left( \sin(D_{\theta_0}) \right) \in \left( 0, \frac{\pi}{2} \right).
\]
Note that (H2) and (H3) imply
\[
\kappa > \left( \frac{N}{N-2} \right) \frac{D(\Omega)}{2 \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0}}{2} + R_\omega \bar{\tau} \right)}.
\]

We now present our main result of this paper.

**Theorem 1.1.** Let $N > 2$ and $\theta = \theta(t)$ be a global classical solution to the system (1.1)-(1.2) satisfying (H1)-(H3). If the time delay $\tau \geq 0$ satisfies the additional smallness assumption:
\[
\tau < \ln \left( 1 + \frac{\cos(D_\star + R_\omega \bar{\tau})}{\kappa(2 + \cos(D_\star + R_\omega \bar{\tau}))} \right),
\]
then the time delayed Kuramoto oscillators achieve the asymptotic complete frequency synchronization in the sense of Definition 1.1 exponentially fast. More precisely, we have
\[
D(\omega(t)) \leq Ce^{-\gamma t}, \quad t \geq t_*,
\]
for some $t_* > 0$ and positive constants $\gamma$ and $C$ independent of $t$.

**Remark 1.1.** For the case of identical oscillators, i.e., the distribution function $g$ for the natural frequencies is the form of the Dirac measure on $\mathbb{R}$ given unit mass to the point $\Omega_0 \in \mathbb{R}$, $g(\Omega) = \delta_{\Omega_0}(\Omega)$, it is clear the corresponding diameter $D(\Omega) = 0$. This implies that the assumption (H2) is not required for the complete frequency synchronization estimate in Theorem 1.1.

**Remark 1.2.** Differentiating the system (1.1) with respect to $t$, we obtain
\[
\frac{d}{dt} \omega_i(t) = \frac{\kappa}{N} \sum_{k \neq i} \cos(\theta_k(t - \tau) - \theta_i(t))(\omega_k(t - \tau) - \omega_i(t)), \quad i = 1, \ldots, N.
\]
Under our main assumptions (H1)-(H3), we also find there exists $t_* > 0$ such that
\[
|\theta_k(t - \tau) - \theta_i(t)| \leq D_\star + R_\omega \bar{\tau} < D_\star + R_\omega \bar{\tau} \leq \frac{\pi}{2}.
\]
for $t > t_*$, see (3.2). Then one can apply [17, Lemma 3.5] to conclude the complete frequency synchronization estimate without further assuming (1.6). However, in this way, we cannot obtain the exponential decay of the frequency diameter $D(\omega(t))$.

**Remark 1.3.** If $D_{\theta_0} \in (0, \pi/2)$, then $D_\star = D_{\theta_0}$ and thus Theorem 1.1 holds replacing $D_\star$ by $D_{\theta_0}$. On the other hand, if $D_{\theta_0} = \pi/2$, then we can show that there exist $\eta$ and $t_{**} > 0$ such that
\[
D(\omega(t)) < D_\star = \frac{\pi}{2} \quad \text{for} \quad t \geq t_{**},
\]
see Remark 2.3 for details. In this case, we can also show the exponential decay of $D(\omega(t))$ under smallness assumptions on the time delay $\tau$; however, it is not clear to express the explicit bound for $\tau$. This is the reason why we restrict the diameter of the initial phases to the interval $(\pi/2, \pi - \delta)$, not including $\pi/2$. 
Remark 1.4. If there is no effects of time delay, i.e., \( \tau = 0 \), then the assumptions \((H3)\) and \((1.6)\) can be removed, and the constant \(\delta\) appeared in \((H1)\) and \((H2)\) can be zero. Furthermore the constant \(N/(N - 2)\) can be the unity. Then we have the following reduced assumptions:

\((H1)'\) The diameter of the initial phases satisfies

\[
D_{\theta_0} \in \left( \frac{\pi}{2}, \pi \right),
\]

\((H2)'\) The coupling strength \(\kappa > 0\) satisfies

\[
\kappa > \frac{D(\Omega)}{2 \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0}}{2} \right)} = \frac{D(\Omega)}{\sin D_{\theta_0}}.
\]

In view of Remark 1.3, the assumption \((H1)'\) can be relaxed as \(D_{\theta_0} \in (0, \pi)\). This gives exactly the same assumptions for the complete frequency synchronization estimate in \([5]\). We refer to \([2, 6, 10, 11, 12]\) for the complete frequency synchronization estimate in the case of non time delayed interactions.

The rest of this paper is organized as follows. In Section 2 we estimate the diameter of phase configurations. Under the assumptions \((H1)-(H3)\), we show that the phase diameter becomes less than \(\pi/2\) in a finite time. Finally, in Section 3 by constructing a Lyapunov functional we provide the details of proof of Theorem 1.1 showing the exponential frequency synchronization.

2. Uniform bound estimate of the diameter of phase configurations

In this section, we present the uniform-in-time bound estimate of the phase diameter \(D(\theta(t))\) for the time delayed Kuramoto oscillators \([1,1]\). Note that \(D(\theta(t))\) is not \(C^1\) in general, and thus we use the upper Dini derivative defined by

\[
D^+ F(t) := \limsup_{h \to 0^+} \frac{F(t + h) - F(t)}{h}
\]

for a given function \(F(t)\)

to take into account the time derivative of the phase diameter function.

Lemma 2.1. Let \(N > 2\) and \(\theta = \theta(t)\) be a global classical solution to the system \([1.1]-[1.2]\) satisfying \((H1)-(H3)\). Then we obtain

\[
D(\theta(t)) \leq D_{\theta_0} \quad \text{for} \quad t \geq 0.
\]

Moreover, we have

\[
D^+ D(\theta(t)) \leq D(\Omega) - 2\kappa \left( \frac{N - 2}{N} \right) \sin \left( \frac{D(\theta(t))}{2} \right) \cos \left( \frac{D(\theta(t))}{2} + R_{\omega}\tau \right)
\]

for almost everywhere \(t \geq 0\) for which \(D(\theta(t)) > \delta/2\).

Proof. \(\bullet\) (Step A) Due to the continuity of the phase trajectories \(\theta_i(t)\), there is an at most countable system of open, mutually disjoint intervals \(\{I_{\sigma}\}_{\sigma \in \mathbb{N}}\) such that

\[
\bigcup_{\sigma \in \mathbb{N}} I_{\sigma} = [0, \infty)
\]

and for each \(\sigma \in \mathbb{N}\) there exist indices \(i = i(\sigma)\) and \(j = j(\sigma)\) such that

\[
D(\theta(t)) = \theta_i(t) - \theta_j(t) \quad \text{for} \quad t \in I_{\sigma}.
\]
A straightforward computation gives
\[ D^+ D(\theta(t)) \big|_{t=0} = D^+ (\theta_i(t) - \theta_j(t)) \big|_{t=0} \]
\[ = \Omega_i - \Omega_j + \frac{\kappa}{N} \sum_{k \neq i} \sin(\theta_k(-\tau) - \theta_i(0)) - \sum_{k \neq j} \sin(\theta_k(-\tau) - \theta_j(0)) \]
\[ = \Omega_i - \Omega_j + \frac{\kappa}{N} \sum_{k \neq i,j} (\sin(\theta_k(-\tau) - \theta_i(0)) - \sin(\theta_k(-\tau) - \theta_j(0))) \]
\[ + \frac{\kappa}{N} (\sin(\theta_j(-\tau) - \theta_i(0)) - \sin(\theta_i(-\tau) - \theta_j(0))) \]  \hspace{1cm} \text{(2.2)}

Thus we get
\[ \Omega_i - \Omega_j - \frac{2\kappa}{N} \sum_{k \neq i,j} \cos \left( \theta_k(-\tau) - \frac{\theta_i(0) + \theta_j(0)}{2} \right) \sin \left( \frac{D\theta_0}{2} \right) \]
\[ + \frac{\kappa}{N} (\sin(\theta_j(-\tau) - \theta_i(0)) - \sin(\theta_i(-\tau) - \theta_j(0))) . \]

On the other hand, we find
\[ \theta_k(-\tau) = \theta_k(0) - \int_{-\tau}^{0} \frac{d}{ds} \theta_k(s) \, ds \quad \text{and} \quad \left| \int_{-\tau}^{0} \frac{d}{ds} \theta_k(s) \, ds \right| \leq R_\omega \tau, \]
\hspace{1cm} \text{(2.3)}
due to (1.3). Thus we obtain
\[ \left| \theta_k(-\tau) - \frac{\theta_i(0) + \theta_j(0)}{2} \right| \leq \frac{D\theta_0}{2} + R_\omega \tau \quad \text{for all} \quad k \in \{1, \ldots, N\} . \]

It follows from (H1) and (H2) that
\[ \frac{D\theta_0}{2} + R_\omega \tau < \frac{\pi - \delta}{2} + R_\omega \tau < \frac{\pi}{2} , \]
and this asserts
\[ \cos \left( \theta_k(-\tau) - \frac{\theta_i(0) + \theta_j(0)}{2} \right) \geq \cos \left( \frac{D\theta_0}{2} + R_\omega \tau \right) . \]
\hspace{1cm} \text{(2.4)}

Thus we get
\[ -\frac{2\kappa}{N} \sum_{k \neq i,j} \cos \left( \theta_k(-\tau) - \frac{\theta_i(0) + \theta_j(0)}{2} \right) \sin \left( \frac{D\theta_0}{2} \right) \]
\[ \leq -2\kappa \left( \frac{N-2}{N} \right) \sin \left( \frac{D\theta_0}{2} \right) \cos \left( \frac{D\theta_0}{2} + R_\omega \tau \right) . \]

Moreover, we observe that
\[ \sin(\theta_j(-\tau) - \theta_i(0)) - \sin(\theta_i(-\tau) - \theta_j(0)) \]
\[ = -2 \cos \left( \frac{\theta_i(-\tau) - \theta_j(0)}{2} \right) \frac{\theta_i(0) - \theta_j(0)}{2} \]
\[ \sin \left( \frac{\theta_i(-\tau) - \theta_j(0)}{2} \right) + \frac{\theta_i(0) - \theta_j(0)}{2} \]  \hspace{1cm} \text{(2.5)}

Now, we get from (2.3) that
\[ \left| \theta_i(-\tau) - \frac{\theta_i(0) + \theta_j(0)}{2} \right| \leq \frac{R_\omega \tau}{2} + \frac{R_\omega \tau}{2} = R_\omega \tau < \frac{\delta}{2} , \]
which implies
\[ \cos \left( \frac{\theta_i(-\tau) - \theta_i(0)}{2} + \frac{\theta_j(-\tau) - \theta_j(0)}{2} \right) > 0 . \]
\hspace{1cm} \text{(2.6)}
Also, we have
\[
\frac{\theta_i(-\tau) - \theta_j(-\tau)}{2} = \frac{D_\theta_0}{2} + \frac{1}{2} \int_0^{-\tau} \frac{d}{ds}(\theta_i(s) - \theta_j(s)) \, ds,
\]
which gives
\[
\frac{\theta_i(-\tau) - \theta_j(-\tau)}{2} + \frac{\theta_i(0) - \theta_j(0)}{2} = \frac{D_\theta_0}{2} + \frac{1}{2} \int_0^{-\tau} \frac{d}{ds}(\theta_i(s) - \theta_j(s)) \, ds.
\]
On the other hand, we find
\[
\left| \frac{1}{2} \int_0^{-\tau} \frac{d}{ds}(\theta_i(s) - \theta_j(s)) \, ds \right| \leq R_\omega \tau < \frac{\delta}{2} \quad \text{and} \quad \frac{\pi}{2} < D_\theta_0 < \pi - \delta.
\]
This yields
\[
0 < \frac{\pi}{2} - \frac{\delta}{2} < \frac{\theta_i(-\tau) - \theta_j(-\tau)}{2} + \frac{\theta_i(0) - \theta_j(0)}{2} < \pi - \frac{\delta}{2}.
\]
Thus, we obtain
\[
\sin \left( \frac{\theta_i(-\tau) - \theta_j(-\tau)}{2} + \frac{\theta_i(0) - \theta_j(0)}{2} \right) > 0. \tag{2.7}
\]
By using (2.6) and (2.7) in (2.5), we deduce
\[
\sin(\theta_j(-\tau) - \theta_i(0)) - \sin(\theta_i(-\tau) - \theta_j(0)) < 0.
\]
This and (2.4), used in (2.2), yield
\[
\mathcal{D}^+ D(\theta(t))|_{t=0} \leq D(\Omega) - 2\kappa \left( \frac{N-2}{N} \right) \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0}}{2} + R_\omega \tau \right) < 0,
\]
where for the last inequality we used (1.5).

- **(Step B)** From (Step A), we have that the \(D(\theta(t))\) strictly starts to decrease at \(t = 0^+\).

If there is a \(t_0 > 0\) such that
\[
D(\theta(t_0)) = D_{\theta_0} \quad \text{and} \quad D(\theta(t)) < D_{\theta_0} \quad \text{for} \quad t < t_0,
\]
then the following must hold
\[
\mathcal{D}^+ D(\theta(t))|_{t=t_0} \geq 0.
\]
On the other hand, in a similar fashion as the above, at that time, we get
\[
0 \leq \mathcal{D}^+ D(\theta(t))|_{t=t_0} \leq D(\Omega) - 2\kappa \left( \frac{N-2}{N} \right) \sin \left( \frac{D(\theta(t_0))}{2} \right) \cos \left( \frac{D(\theta(t_0))}{2} + R_\omega \tau \right)
\]
\[
= D(\Omega) - 2\kappa \left( \frac{N-2}{N} \right) \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0}}{2} + R_\omega \tau \right) < 0.
\]
This leads a contradiction. Hence we have
\[
D(\theta(t)) \leq D_{\theta_0} \quad \text{for} \quad t \geq 0.
\]
The differential inequality (2.11) just follows from the above computations until \(D(\theta(t))\) remains greater than \(\delta/2\). Indeed, being \(D(\theta(t)) < \pi - \delta, \quad t > 0\), one can obtain the analogous of (2.4) and (2.6) for each fixed \(t > 0\) instead of \(t = 0\). Moreover, until \(D(\theta(t)) > \delta/2\) one can also deduce the analogous of (2.7), namely
\[
\sin \left( \frac{\theta_i(t-\tau) - \theta_j(t-\tau)}{2} + \frac{\theta_i(t) - \theta_j(t)}{2} \right) > 0.
\]
In fact, this follows from
\[
\frac{\theta_j(t - \tau) - \theta_j(t - \tau)}{2} + \frac{\theta_i(t) - \theta_j(t)}{2} = D(\theta(t)) + \frac{1}{2} \int_t^{t-\tau} \frac{d}{ds}(\theta_i(s) - \theta_j(s)) ds,
\]
which allows to deduce
\[
0 = \frac{\delta}{2} - \frac{\delta}{2} = \frac{\theta_j(t - \tau) - \theta_j(t - \tau)}{2} + \frac{\theta_i(t) - \theta_j(t)}{2} < \pi - \frac{\delta}{2}.
\]

In the following proposition, we show that any phase configurations satisfying the assumptions (H1)-(H3) will be shrink to a smaller set whose diameter is in the range (0, \pi/2) in a finite time. Note that this observation is crucial to apply [17, Lemma 3.5] to have the complete frequency synchronization estimate.

**Proposition 2.1.** Let \( N > 2 \) and \( \theta = \theta(t) \) be a global classical solution to the system (1.1)-(1.2) satisfying (H1)-(H3). Then there exists \( t_* \geq 0 \) such that
\[
D(\theta(t)) < D_\ast \quad \text{for all} \quad t > t_*,
\]
where \( D_\ast \) is the dual angle of the initial phase diameter \( D_{\theta_0} \) defined in (1.4).

**Proof.** Note that \( D_\ast > \delta \) due to (H1). If \( D(\theta(t)) \in [D_\ast, D_{\theta_0}] \) for \( t \geq 0 \), then it follows from Lemma 2.1 that
\[
\mathcal{D}^+ D(\theta(t)) \leq D(\Omega) - 2\kappa \left( \frac{N - 2}{N} \right) \sin \left( \frac{D(\theta(t))}{2} \right) \cos \left( \frac{D(\theta(t))}{2} + R_\omega \tau \right).
\]

On the other hand, we get
\[
2 \sin \left( \frac{D(\theta(t))}{2} \right) \cos \left( \frac{D(\theta(t))}{2} + R_\omega \tau \right)
= 2 \sin \left( \frac{D(\theta(t))}{2} \right) \left( \cos \left( \frac{D(\theta(t))}{2} \right) \cos(R_\omega \tau) - \sin \left( \frac{D(\theta(t))}{2} \right) \sin(R_\omega \tau) \right)
= \sin D(\theta(t)) \cos(R_\omega \tau) - 2 \sin^2 \left( \frac{D(\theta(t))}{2} \right) \sin(R_\omega \tau)
\geq \sin D_{\theta_0} \cos(R_\omega \tau) - 2 \sin^2 \left( \frac{D_{\theta_0}}{2} \right) \sin(R_\omega \tau)
= 2 \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0}}{2} + R_\omega \tau \right),
\]
where we used the fact that
\[
\sin D(\theta(t)) \geq \sin D_\ast = \sin D_{\theta_0} \quad \text{and} \quad \sin \left( \frac{D(\theta(t))}{2} \right) \leq \sin \left( \frac{D_{\theta_0}}{2} \right)
\]
for \( D(\theta(t)) \in [D_\ast, D_{\theta_0}] \). This together with (2.8) yields
\[
\mathcal{D}^+ D(\theta(t)) \leq D(\Omega) - 2\kappa \left( \frac{N - 2}{N} \right) \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0}}{2} + R_\omega \tau \right) < 0,
\]
due to (1.5). In particular, the above differential inequality provides
\[
D(\theta(t)) \leq D_{\theta_0} + \left( D(\Omega) - 2\kappa \left( \frac{N - 2}{N} \right) \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0}}{2} + R_\omega \tau \right) \right) t.
\]
Since the right hand side of the above inequality goes to $-\infty$ as $t \to \infty$, there should be a $t_*>0$ such that $D(\theta(t))$ leaves the interval $[D_*,D_{\theta_0}]$ after that time $t_*$. Without loss of generality we assume that $D(\theta(t_*)) < D_*$. We next show that

$$D(\theta(t)) < D_* < \frac{\pi}{2} \quad \text{for all} \quad t \geq t_*.$$ 

For this, we use the standard continuity argument. Let us define a set $\mathcal{S}$ by

$$\mathcal{S} := \{T > t_* : D(\theta(t)) < D_* \quad \text{for} \quad t \in [t_*,T)\}.$$ 

Since $\mathcal{S} \neq \emptyset$, by continuity of $D(\theta(t))$, we can consider $T^* := \sup \mathcal{S} > 0$, and it holds $D(\theta(t)) < D_*$ for $t \in [t_*,T^*)$. We then show that $T^* = +\infty$. Suppose that $T^* < \infty$, then we find

$$\lim_{t \to T^*-} D(\theta(t)) = D_*.$$

In particular, there exists $t_{1*} \geq t_*$ such that

$$D(\theta(t)) > \frac{\delta}{2} \quad \text{for all} \quad t \in [t_{1*},T^*),$$ 

due to the fact $D_* > \delta > \delta/2$. Note that

$$\frac{\sin D_*}{D_*} < \frac{\sin D(\theta(t))}{D(\theta(t))} \quad \text{for all} \quad t \in [t_*,T^*).$$ 

Combining this, (2.8) and (2.9), we obtain for $t \in [t_{1*},T^*)$,

$$\begin{align*}
D^+ D(\theta(t)) & \leq D(\Omega) - \kappa \left( \frac{N-2}{N} \right) \left( \sin D(\theta(t)) \cos(R_\omega \tau) - 2 \sin^2 \left( \frac{D(\theta(t))}{2} \right) \sin(R_\omega \tau) \right) \\
& \leq D(\Omega) - \kappa \left( \frac{N-2}{N} \right) \left( \frac{\sin D_*}{D_*} \cos(R_\omega \tau) D(\theta(t)) - 2 \sin^2 \left( \frac{D_{\theta_0}}{2} \right) \sin(R_\omega \tau) \right) .
\end{align*}$$

We now apply Grönwall’s lemma to previous estimate to get, for every $t \in [t_{1*},T^*)$,

$$\begin{align*}
D(\theta(t)) & \leq D(\theta(t_{1*})) \exp \left( -\kappa \left( \frac{N-2}{N} \right) \frac{\sin D_*}{D_*} \cos(R_\omega \tau) (t - t_{1*}) \right) \\
+ \frac{D(\Omega) + 2\kappa \left( \frac{N-2}{N} \right) \sin^2 \left( \frac{D_{\theta_0}}{2} \right) \sin(R_\omega \tau)}{\kappa \left( \frac{N-2}{N} \right) \frac{\sin D_*}{D_*} \cos(R_\omega \tau)} \\
& \quad \times \left( 1 - \exp \left( -\kappa \left( \frac{N-2}{N} \right) \frac{\sin D_*}{D_*} \cos(R_\omega \tau) (t - t_{1*}) \right) \right) .
\end{align*}$$
Note that
\[
\kappa > \left( \frac{N}{N-2} \right) \frac{D(\Omega)}{2 \sin \left( \frac{D_{\theta_0}}{2} \right) \cos \left( \frac{D_{\theta_0}}{2} + R_\omega \tau \right)}
\]

\[ \iff D(\Omega) > \kappa \left( \frac{N-2}{N} \right) \left( \sin D_{\theta_0} \cos (R_\omega \tau) - 2 \sin^2 \left( \frac{D_{\theta_0}}{2} \right) \sin (R_\omega \tau) \right) \]

\[ \iff D(\Omega) + 2\kappa \left( \frac{N-2}{N} \right) \sin^2 \left( \frac{D_{\theta_0}}{2} \right) \sin (R_\omega \tau) < \kappa \left( \frac{N-2}{N} \right) \sin D_* \cos (R_\omega \tau) \]

\[ \iff \frac{D(\Omega) + 2\kappa \left( \frac{N-2}{N} \right) \sin^2 \left( \frac{D_{\theta_0}}{2} \right) \sin (R_\omega \tau)}{\kappa \left( \frac{N-2}{N} \right) \sin D_* \cos (R_\omega \tau)} < D_* , \]

where we used \( \sin D_{\theta_0} = \sin D_* \). Thus we have

\[
D(\theta(t)) < D(\theta(t^1_*)) \exp \left( -\kappa \left( \frac{N-2}{N} \right) \left( \frac{\sin D_*}{D_*} \right) \cos (R_\omega \tau)(t - t^1_*) \right) 
+ D_* \left( 1 - \exp \left( -\kappa \left( \frac{N-2}{N} \right) \left( \frac{\sin D_*}{D_*} \right) \cos (R_\omega \tau)(t - t^1_*) \right) \right) 
= D_* - (D_* - D(\theta(t^1_*))) \exp \left( -\kappa \left( \frac{N-2}{N} \right) \left( \frac{\sin D_*}{D_*} \right) \cos (R_\omega \tau)(t - t^1_*) \right) .
\]

We now let \( t \to T^* \) to the above inequality to find

\[
D_* = \lim_{t \to T^*} D(\theta(t)) 
\leq D_* - (D_* - D(\theta(t^1_*))) \exp \left( -\kappa \left( \frac{N-2}{N} \right) \left( \frac{\sin D_*}{D_*} \right) \cos (R_\omega \tau)(T^* - t^1_*) \right) < D_* .
\]

This is a contradiction, and thus \( T^* = +\infty \). Then, we conclude that

\[ D(\theta(t)) < D_* < \frac{\pi}{2} \text{ for all } t \geq t_* , \]

for some \( t_* > 0 \). This completes the proof. \( \square \)

**Remark 2.1.** For the case \( D_{\theta_0} = \pi/2 \), assume (H2) with a constant \( \delta \in (0, \pi/2) \) and let us take

\[ \tau < \tilde{\tau} := \frac{\delta}{2R_\omega} . \]

Then, it results

\[ \kappa > \left( \frac{N}{N-2} \right) \frac{D(\Omega)}{\cos (R_\omega \tau) - \sin (R_\omega \tau)} . \]

We can show that there exist \( \eta > 0 \) and \( t_{**} > 0 \) such that

\[ D(\theta(t)) \leq \eta < \frac{\pi}{2} \text{ for all } t \geq t_{**} . \]

More precisely, by using the same argument as in the proof of Lemma 2.1, we find

\[ \mathcal{D}^+ D(\theta(t)) |_{t=0} < 0 . \]

This means that there exists a \( 0 < t_{**} < 1 \) such that

\[ D(\theta(t_{**})) < \frac{\pi}{2} . \]
Note that we can choose $\eta \in (D(\theta(t^*))$, $\pi/2)$ such that
\[ \tan(R_\omega \tau) > \frac{1 - \sin \eta}{\cos \eta} \]
since
\[ \lim_{\eta \to \pi/2} \frac{1 - \sin \eta}{\cos \eta} = 0. \]
On the other hand, the above inequality is equivalent to
\[ \sin(R_\omega \tau) \left( 1 - 2 \sin^2 \frac{\eta}{2} \right) > \cos(R_\omega \tau)(1 - \sin \eta), \]
i.e.,
\[ \sin \eta \cos(R_\omega \tau) - 2 \sin^2 \frac{\eta}{2} \sin(R_\omega \tau) > \cos(R_\omega \tau) - \sin(R_\omega \tau). \]
This again implies
\[ \kappa > \left( \frac{N}{N - 2} \right) \frac{D(\Omega)}{\cos(R_\omega \tau) - \sin(R_\omega \tau)} \]
\[ > \left( \frac{N}{N - 2} \right) \frac{D(\Omega)}{\sin \eta \cos(R_\omega \tau) - 2 \sin^2 \left( \frac{\eta}{2} \right) \sin(R_\omega \tau)} \]
\[ = \left( \frac{N}{N - 2} \right) \frac{D(\Omega)}{2 \sin \left( \frac{\eta}{2} \right) \cos \left( \frac{\eta}{2} + R_\omega \tau \right)}. \]
We finally use the same argument as in Lemma 2.1 to conclude
\[ D(\theta(t)) \leq \eta < \frac{\pi}{2} \quad \text{for all} \quad t \geq t^*. \]

**Remark 2.2.** In the case of only 2 oscillators, instead of (H2) one can assume
\[ \kappa > \frac{D(\Omega)}{\cos(R_\omega \tau) \sin(D_{\theta_0} + R_\omega \tau)}. \]
Without loss of generality, let us suppose $D_{\theta_0} = \theta_1(0) - \theta_2(0)$. Then, we have
\[ \mathcal{D}^+ D(\theta(t))|_{t=0} = D(\Omega) + \frac{\kappa}{2} (\sin(\theta_2(-\tau) - \theta_1(0)) - \sin(\theta_1(-\tau) - \theta_2(0))). \]
Now, observe that
\[ \sin(\theta_2(-\tau) - \theta_1(0)) - \sin(\theta_1(-\tau) - \theta_2(0)) \]
\[ = -2 \cos \left( \frac{\theta_1(-\tau) - \theta_1(0)}{2} + \frac{\theta_2(-\tau) - \theta_2(0)}{2} \right) \sin \left( \frac{\theta_1(-\tau) - \theta_2(-\tau)}{2} + \frac{\theta_1(0) - \theta_2(0)}{2} \right). \]
It is easy to see that
\[ \cos \left( \frac{\theta_1(-\tau) - \theta_1(0)}{2} + \frac{\theta_2(-\tau) - \theta_2(0)}{2} \right) > \cos(R_\omega \tau). \]
Moreover, we obtain
\[ \sin \left( \frac{\theta_1(-\tau) - \theta_2(-\tau)}{2} + \frac{\theta_1(0) - \theta_2(0)}{2} \right) > \sin(D_{\theta_0} + R_\omega \tau). \]
Indeed, we find
\[ \frac{\theta_1(-\tau) - \theta_2(-\tau)}{2} = \frac{D_{\theta_0}}{2} + \frac{1}{2} \int_0^{-\tau} \frac{d}{ds} (\theta_1(s) - \theta_2(s)) ds, \]
and then
\[
\frac{\theta_1(-\tau) - \theta_2(-\tau)}{2} + \frac{\theta_1(0) - \theta_2(0)}{2} = D_{\theta_0} + \frac{1}{2} \int_{0}^{-\tau} \frac{d}{ds}(\theta_1(s) - \theta_2(s))
\]

On the other hand, we use (1.3) to obtain
\[
\left| \frac{1}{2} \int_{0}^{-\tau} \frac{d}{ds}(\theta_1(s) - \theta_2(s))
\right| \leq R_{\omega}\tau < \frac{\delta}{2} \quad \text{and} \quad \frac{\pi}{2} < D_{\theta_0} < \pi - \delta.
\]

This yields
\[
0 < D_{\theta_0} - R_{\omega}\tau < \frac{\theta_1(-\tau) - \theta_2(-\tau)}{2} + \frac{\theta_1(0) - \theta_2(0)}{2} < D_{\theta_0} + R_{\omega}\tau < \pi.
\]  

Since, by (H3), \(R_{\omega}\tau < \frac{\pi}{2} - D_\ast\), it then holds
\[
D_{\theta_0} - R_{\omega}\tau > D_{\theta_0} - \frac{\pi}{2} + D_\ast > D_\ast,
\]

which, together with (2.15) gives (2.14). Therefore, using inequalities (2.13) and (2.14) in (2.12), we have
\[
\sin(\theta_2(-\tau) - \theta_1(0)) - \sin(\theta_1(-\tau) - \theta_2(0)) \leq -2 \cos(R_{\omega}\tau) \sin(D_{\theta_0} + R_{\omega}\tau),
\]

that allows to deduce, from (2.11),
\[
D^+D(\theta(t)|_{t=0} \leq D(\Omega) - \kappa \cos(R_{\omega}\tau) \sin(D_{\theta_0} + R_{\omega}\tau).
\]

So, thanks to (2.10), one can argue similarly to the case of \(N > 2\) oscillators proving that
\[
D(\theta(t)) < D_\ast \quad \text{for} \quad t > t_\ast,
\]

for a suitable time \(t_\ast > 0\).

3. Asymptotic frequency synchronization estimate: Proof of Theorem 1.1

In this section, we provide the details of the proof of Theorem 1.1. We estimate the frequency diameter function \(D(\omega(t))\) to show the exponential frequency synchronization. For this, we differentiate the system (1.1) with respect to time \(t\) to find
\[
\frac{d}{dt} \omega_i(t) = \frac{\kappa}{N} \sum_{k \neq i} \cos(\theta_k(t - \tau) - \theta_i(t))(\omega_k(t - \tau) - \omega_i(t)), \quad i = 1, \ldots, N, \quad t > 0.
\]  

It follows from Proposition 2.1 that there exists \(t_\ast > 0\) such that \(D(\theta(t)) \leq D_\ast\) for \(t \geq t_\ast\), where \(D_\ast \in (0, \pi/2)\) is given by \(\sin D_\ast = \sin D_{\theta_0}\). This implies
\[
|\theta_k(t - \tau) - \theta_i(t)| = |\theta_k(t) - \theta_i(t) - \int_{t-\tau}^{t} \frac{d}{ds} \theta_k(s) ds| \leq D(\theta(t)) + R_{\omega}\tau \leq D_\ast + R_{\omega}\tau
\]

for \(t \geq t_\ast\) and any \(1 \leq i, k \leq N\). On the other hand, by (H3), we get
\[
|\theta_k(t - \tau) - \theta_i(t)| \leq D_\ast + R_{\omega}\tau < D_\ast + R_{\omega}\tau \leq \frac{\pi}{2}, \quad t \geq t_\ast > 0.
\]  

Thus, by writing \(\zeta_\ast = \cos(D_\ast + R_{\omega}\tau) > 0\), we have
\[
\cos(\theta_k(t - \tau) - \theta_i(t)) > \zeta_\ast > 0, \quad t \geq t_\ast > 0
\]

for \(1 \leq i, k \leq N\). With the above observation, we provide the Grönwall-type inequality for \(D(\omega(t))\) in the lemma below.
Lemma 3.1. Let $N > 2$ and $\theta = \theta(t)$ be a global classical solution to (1.1)-(1.2). If

$$\sigma_\tau(t) := \int_{t-\tau}^{t} \max_{1 \leq k \leq N} |\dot{\omega}_k(s)| \, ds,$$

then the velocity diameter $D(\omega(\cdot))$ satisfies

$$D^+ D(\omega(t)) \leq 2\kappa \sigma_\tau(t) - \kappa \zeta_\ast D(\omega(t)) \quad \text{for all} \quad t \geq t_\ast,$$

where $\zeta_\ast, t_\ast$ are the positive constants in (3.3).

Proof. As in the proof of Lemma 2.1 due to the continuity of the trajectories $\omega_i(t), i = 1, \ldots, N,$ there is an at most countable system of open disjoint intervals $\{I_\sigma\}_{\sigma \in \mathbb{N}}$ such that

$$\bigcup_{\sigma \in \mathbb{N}} I_\sigma = [0, \infty),$$

and for each $\sigma \in \mathbb{N}$ there exist indices $i(\sigma), j(\sigma)$ such that

$$D(\omega(t)) = \omega_{i(\sigma)}(t) - \omega_{j(\sigma)}(t), \quad t \in I_\sigma.$$  (3.4)

For simplicity of notation we can put $i := i(\sigma), j := j(\sigma)$. Of course, we can assume $i \neq j$. For $t \in I_\sigma$, we have

$$\frac{1}{2} D^+ D(\omega(t))^2$$

$$= (\omega_i(t) - \omega_j(t)) \left( \frac{\kappa}{N} \sum_{k \neq i} (\cos(\theta_k(t - \tau) - \theta_i(t)) (\omega_k(t - \tau) - \omega_i(t)) - \frac{\kappa}{N} \sum_{k \neq j} (\cos(\theta_k(t - \tau) - \theta_j(t)) (\omega_k(t - \tau) - \omega_j(t)) \right)$$

$$= \frac{\kappa}{N} \sum_{k \neq i} \cos(\theta_k(t - \tau) - \theta_i(t)) (\omega_i(t) - \omega_j(t)) (\omega_k(t - \tau) - \omega_i(t))$$

$$- \frac{\kappa}{N} \sum_{k \neq j} \cos(\theta_k(t - \tau) - \theta_j(t)) (\omega_i(t) - \omega_j(t)) (\omega_k(t - \tau) - \omega_j(t))$$

$$= I_1 + I_2.$$ (3.5)

Now, we can rewrite

$$I_1 = \frac{\kappa}{N} \sum_{k \neq i} \cos(\theta_k(t - \tau) - \theta_i(t)) (\omega_i(t) - \omega_j(t)) (\omega_k(t - \tau) - \omega_k(t))$$

$$+ \frac{\kappa}{N} \sum_{k \neq i} \cos(\theta_k(t - \tau) - \theta_i(t)) (\omega_i(t) - \omega_j(t)) (\omega_k(t) - \omega_i(t)),$$ (3.6)

$$I_2 = -\frac{\kappa}{N} \sum_{k \neq j} \cos(\theta_k(t - \tau) - \theta_j(t)) (\omega_i(t) - \omega_j(t)) (\omega_k(t - \tau) - \omega_k(t))$$

$$- \frac{\kappa}{N} \sum_{k \neq j} \cos(\theta_k(t - \tau) - \theta_j(t)) (\omega_i(t) - \omega_j(t)) (\omega_k(t) - \omega_j(t)).$$

We observe that

$$\omega_k(t) \leq \omega_i(t) \quad \text{and} \quad \omega_k(t) \geq \omega_j(t) \quad \text{for all} \quad k = 1, \ldots, N,$$
due to (3.4). Hence, using (3.3) in (3.6), we obtain

\[ I_1 \leq \frac{\kappa}{N} D(\omega(t)) \sum_{k=1}^{N} |\omega_k(t - \tau) - \omega_k(t)| + \frac{\kappa}{N} \zeta_s \sum_{k \neq i} (\omega_i(t) - \omega_j(t))(\omega_k(t) - \omega_i(t)). \]  

(3.7)

Similarly, we also estimate

\[ I_2 \leq \frac{\kappa}{N} D(\omega(t)) \sum_{k=1}^{N} |\omega_k(t - \tau) - \omega_k(t)| - \frac{\kappa}{N} \zeta_s \sum_{k \neq j} (\omega_i(t) - \omega_j(t))(\omega_k(t) - \omega_i(t)). \]  

(3.8)

Hence, using (3.7) and (3.8) in (3.5), we obtain

\[ \frac{1}{2} D^+ D(\omega(t))^2 \leq 2 \frac{\kappa}{N} D(\omega(t)) \sum_{k=1}^{N} |\omega_k(t - \tau) - \omega_k(t)| - \kappa \zeta_s D(\omega(t))^2, \]

and thus

\[ D^+ D(\omega(t)) \leq 2 \frac{\kappa}{N} \sum_{k=1}^{N} |\omega_k(t - \tau) - \omega_k(t)| - \kappa \zeta_s D(\omega(t)). \]  

(3.9)

One can estimate

\[ \sum_{k=1}^{N} |\omega_k(t - \tau) - \omega_k(t)| \leq \sum_{k=1}^{N} \int_{t-\tau}^{t} |\dot{\omega}_k(s)| \, ds \leq N \sigma_\tau(t), \]

and so from (3.9) we obtain

\[ D^+ D(\omega(t)) \leq 2 \kappa \sigma_\tau(t) - \kappa \zeta_s D(\omega(t)), \]

which completes the proof. \(\square\)

We then show that the time derivative of \(\omega_i\) can be bounded from above by the sum of \(\sigma_\tau\) and \(D(\omega(t))\), which allows us to construct an appropriate Lyapunov functional for the complete frequency synchronization.

**Lemma 3.2.** Let \(N > 2\) and \(\theta = \theta(t)\) be a global classical solution to (1.1)–(1.2). Then we have

\[ \max_{1 \leq i \leq N} |\dot{\omega}_i(t)| \leq \kappa \sigma_\tau(t) + \kappa D(\omega(t)) \quad \text{for all} \quad t \geq t_+. \]  

(3.10)

**Proof.** It follows from (3.1) that

\[ |\dot{\omega}_i(t)| = \left| \frac{\kappa}{N} \sum_{k \neq i} \cos(\theta_k(t - \tau) - \theta_k(t))(\omega_k(t - \tau) - \omega_k(t)) + \frac{\kappa}{N} \sum_{k \neq i} \cos(\theta_k(t - \tau) - \theta_k(t))(\omega_k(t) - \omega_i(t)) \right| \]

\[ \leq \frac{\kappa}{N} \sum_{k=1}^{N} |\omega_k(t - \tau) - \omega_k(t)| + \frac{\kappa}{N} \sum_{k=1}^{N} |\omega_k(t) - \omega_i(t)| \]

\[ \leq \frac{\kappa}{N} \sum_{k=1}^{N} \int_{t-\tau}^{t} |\dot{\omega}_k(s)| \, ds + \kappa D(\omega(t)) \]

\[ \leq \kappa \sigma_\tau(t) + \kappa D(\omega(t)). \]

Taking the maximum for \(i \in \{1, \ldots, N\}\), we conclude (3.10). \(\square\)
We now provide the details of our main result on the exponential complete frequency synchronization estimate.

Proof of Theorem 1.1. Let us define the Lyapunov functional

\[ L(t) = D(\omega(t)) + \eta \int_{t-\tau}^{t} e^{-(t-s)} \int_{s}^{t} \max_{1 \leq j \leq N} |\dot{\omega}_j(\sigma)| \, d\sigma \, ds. \]

Then, from Lemma 3.1 and Lemma 3.2 we have

\[ D^+ L(t) = D^+ D(\omega(t)) - \eta e^{-\tau} \int_{t-\tau}^{t} \max_{1 \leq j \leq N} |\dot{\omega}_j(\sigma)| \, d\sigma \]
\[ + \eta \int_{t-\tau}^{t} e^{-(t-s)} \max_{1 \leq j \leq N} |\dot{\omega}_j(t)| \, ds - \eta \int_{t-\tau}^{t} e^{-(t-s)} \int_{t}^{\sigma} \max_{1 \leq j \leq N} |\dot{\omega}_j(s)| \, d\sigma \, ds \]
\[ \leq (-\kappa \zeta_* + \kappa \eta (1 - e^{-\tau})) D(\omega(t)) + (2\kappa - \eta e^{-\tau} + \kappa \eta (1 - e^{-\tau})) \sigma(t) \]
\[ - \eta \int_{t-\tau}^{t} e^{-(t-s)} \int_{s}^{t} \max_{1 \leq j \leq N} |\dot{\omega}_j(s)| \, d\sigma \, ds, \quad t \geq t_*. \]

Now, we want to show that if \( \tau \) is sufficiently small one can choose the positive parameter \( \eta \) in the definition of the Lyapunov functional \( L(\cdot) \) such that previous estimate implies

\[ D^+ L(t) \leq -\gamma L(t) \quad \text{for all} \quad t \geq t_*, \tag{3.11} \]

for a suitable positive constant \( \gamma \). In order to obtain (3.11), the parameters \( \kappa, \eta, \) and \( \tau \) have to satisfy

\[ 2\kappa - \eta e^{-\tau} + \kappa \eta (1 - e^{-\tau}) \leq 0 \tag{3.12} \]

and

\[ -\kappa \zeta_* + \kappa \eta (1 - e^{-\tau}) < 0. \tag{3.13} \]

The inequality (3.12) holds if and only if

\[ \eta \geq \frac{2\kappa}{e^{-\tau} - \kappa (1 - e^{-\tau})}. \tag{3.14} \]

This implies a first restriction on the time delay size, namely

\[ \tau < \ln \left( 1 + \frac{1}{\kappa} \right). \tag{3.15} \]

Condition (3.13) instead implies

\[ \eta < \frac{\zeta_*}{1 - e^{-\tau}}. \tag{3.16} \]

Then, in order to choose a parameter \( \eta \) in the definition of \( L(\cdot) \) satisfying both (3.14) and (3.16), we need

\[ \frac{2\kappa}{e^{-\tau} - \kappa (1 - e^{-\tau})} < \frac{\zeta_*}{1 - e^{-\tau}}, \]

and this gives a further condition on \( \tau \), namely

\[ \tau < \ln \left( 1 + \frac{\zeta_*}{\kappa (2 + \zeta_*)} \right), \]

which is stronger than (3.15). Thus, the theorem is proved.

\[ \square \]
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