New Method to Detect the Transport Scattering Mechanisms of Graphene Carriers
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ABSTRACT: Detecting the carrier scattering mechanisms in a materials system is important for transport related science and engineering. The approaches of fast laser process and electrical conductivity matching were used in previous literature, which do not give accurate information on scattering relaxation time as a function of carrier energy for intrinsic photon-free transport. Graphene is considered as a model system in materials science studying for its simple atomic and electronic structures. Here we have developed a new methodology to detect the scattering relaxation time as a function of carrier energy, which can be used to infer the carrier scattering mechanisms at different temperatures. Our method utilizes the measured values of optimal Seebeck coefficient, for both P-type and N-type materials. This new approach can eliminate the influence from photon-carrier scattering in the fast-laser method, and avoid the over-fitting issue in the electrical conductivity matching method. We have then applied the new approach in the SiO$_2$ substrated graphene system, and discovered that the Dirac carriers are mainly scattered by short-range interactions at 40 K. The scatter strength of long-range Coulomb interaction increases with temperature. At 300 K, the long-range and short-range interactions scatter the Dirac carriers with almost comparable strengths.
Graphene has attracted much research attention since its experimental discovery \(^1\). Most important properties of graphene are associated with its special band structure of Dirac cones \(^2\) at the \(K\)- and \(K'\)-points in the Brillouin zone. The unusual scattering mechanisms of Dirac carriers result in many novel physical phenomena, including the Klein paradox \(^3\)-\(^6\), the finite minimum conductivity \(^7\)-\(^13\), etc. Thus, researchers have been very interested in exploring specific carrier scattering mechanisms of Dirac electrons and Dirac holes at different temperatures in various graphene samples\(^11\),\(^14\)-\(^26\). So far, various photonic methods have been used by researchers to detect the relaxation time of the graphene carriers \(^27\)-\(^32\), the results of which can be further used to analyze the carrier scattering mechanisms. However, most reports on carrier scattering relaxation time are fitted values mainly from electrical conductivity measurements \(^25\), which are actually not sufficient to infer the scattering mechanism, especially, when many scattering mechanisms coexist. Further, most reports involve only discussions of the average carrier scattering relaxation time \(^11\),\(^14\)-\(^24\). There are barely any reports on detecting the carrier scattering relaxation time as a function of carrier energy or scattering mechanism in transport property studies in the absence of photon interactions. Photon-interaction-free carrier scattering, however, is very important, since the application potential of graphene extends widely beyond only photonic devices \(^33\). Our present work aims to provide a methodology to study the carrier scattering relaxation time (in the low field regime) by conductivity and Seebeck coefficient measurements, and use this methodology to analyze the scattering mechanisms of carriers at different temperatures. Since the band structure near the Dirac cone of graphene is very simple, it can be used as a model system. The methodology we developed here can be applicable for beyond graphene to general materials systems,
especially to materials systems with a simple band structure, including single layer MoS$_2$ and WS$_2$ $^{34}$, black phosphorus $^{35}$, surface states of topological insulators $^{36,37}$, etc.

In this paper, we first point out that the popularly used Mott relation for Seebeck coefficient calculations cannot capture the values of the optimal Seebeck coefficient of a system. Then we rationalize the "power law" approximation for the carrier scattering relaxation time as well as for the transport distribution function, and provide an approach to treat the cases where many scattering mechanisms coexist. Next, we show that the values of the optimal Seebeck coefficient of a system with both P-type and N-type carriers are primarily determined by the "exponent" in the "power law" approximation of the transport distribution function, and hence, the carrier scattering mechanism is identified only within the limits of this approximation, where both numerical and analytical approaches are discussed. Finally, we use this method to detect the carrier scattering relaxation time and scattering mechanism of graphene on a SiO$_2$ substrate.

**Limitation of the Mott Relation**

It is well known that the low field transport of a materials system can be well described by the Boltzmann equation $^{38}$ in terms of:

\[ \sigma = q^2 I_{[r=0]} , \quad (1) \]

\[ S = \frac{k_B}{q} \frac{I_{[r=1]}}{I_{[r=0]}}, \quad (2) \]

\[ \kappa_e = \kappa_0 - T \sigma S^2 , \quad (3) \]
and

\[ \kappa_0 = T k_B^2 I_{[r-2]}, \]  

(4)

where

\[ I_{[r]} = \int \left( -\frac{\partial f_0}{\partial E} \right) \Xi(E) \left( \frac{E - E_f}{k_B T} \right)^r dE \]  

(5)

and

\[ \Xi(E) = \sum_k \tau(k) \delta(E - E_k) \nu \nu , \]  

(6)

where \( \sigma \) is the electrical conductivity, \( S \) is the Seebeck coefficient, \( \kappa_e \) is the electronic thermal conductivity, \( T \) is the temperature, \( E_f \) is the Fermi level, \( f_0 \) is the Fermi distribution function, \( \tau \) is the relaxation time, and \( \nu \) is the carrier group velocity. Here \( r \) is the order of integration of equation (5), which can be 0, 1 or 2. The function \( \Xi \) is called the transport distribution function that is often modeled using an exponential form of \( \Xi(E) = \Xi_0 (E/k_B T)^
u \), which is well known as a "power law" dependence \(^{38-44}\). The transport of graphene, however involves both a chirality and a phase factor shift \(^{25}\), but these qualities of transport can still be described by the Boltzmann equation using an effective transport distribution function \(^{16, 25}\).

The Mott relation is widely used in calculations of Seebeck coefficient from the measured electrical conductivity \(^{45-47}\). We here point out that the Mott relation only captures the Seebeck coefficient corresponding to a Fermi level that is far away from the energy range where the Seebeck coefficient is optimized; it fails to capture the optimal Seebeck coefficient, as shown in Fig. 1 (a). Consider a more general semiconducting system, where the conduction band valley has a transport distribution function of
\( \Xi_c(E) = \Xi_{c,0}(T)(E/k_B T)^{n(T)} \), and the valence band has a transport distribution function of \( \Xi_v(E) = \Xi_{v,0}(T)(E/k_B T)^{n(T)} \). For the purpose of a general illustration, we consider the conduction band and the valence band not to be symmetric to one another, i.e. \( \Xi_{c,0} \neq \Xi_{v,0} \).

For example, let us consider \( 5\Xi_{c,0} = \Xi_{v,0} \), and assume that the band gap is \( 10 k_B T \). The discrepancy between the Seebeck coefficient from the Boltzmann equation and the Seebeck coefficient from the Mott relation, as shown in Fig. 1 (a), can be explained by the difference between the Mott relation and equation (2). From the Boltzmann equation given by equation (2), we have the real Seebeck coefficient for a single valley as,

\[
S = \frac{k_B}{e} \int \left( -\frac{\partial f_0}{\partial E} \right) \Xi(E) \left( \frac{E - E_f}{k_B T} \right) dE,
\]

while the Mott relation \(^{45-47}\), i.e.

\[
S_{\text{Mott}}(E_f) = -\frac{\pi^2 k_B^2 T}{3e\sigma} \left( \frac{\partial \sigma}{\partial E} \right)_{E_f},
\]

gives the approximated Seebeck coefficient \( S_{\text{Mott}} \) as

\[
S_{\text{Mott}} = \frac{k_B}{e} \int \left( -\frac{\partial f_0}{\partial E} \right) \Xi(E) \frac{\pi^2}{3} \tanh \left( \frac{E - E_f}{2k_B T} \right) dE.
\]

In essence, the Mott relation is using the hyperbolic tangent relation \((\pi^2/3) \tanh[(E - E_f)/2k_B T]\) to approximate the linear relation \((E - E_f)/k_B T\), which can make a significant difference with Seebeck coefficient determined over the Fermi level range where the optimal Seebeck coefficient occurs. Hence, we see that the Mott relation used widely in the thermoelectrics literature is only valid to model the Seebeck
coefficient far away from the conditions where the optimal Seebeck coefficient occurs. However, the real values of optimal Seebeck coefficient for a materials system can provide us with a tool to detect the carrier scattering mechanism, as will be exhibited in the following discussion.

**The Power Law Theorem for Multiple Scattering Mechanisms**

Before developing the tool for detecting the carrier scattering mechanism, we rationalize the "power law" approximation for the carrier scattering relaxation time as well as the transport distribution function, and provide an approach to treat the cases where multiple scattering mechanisms coexist. Under the relaxation time approximation, the functional form of the relaxation time $\tau(E)$ is fundamentally determined by the micro-mechanisms of the electron and hole scattering. For example, in graphene, the acoustic phonon scattering relaxation time can be written as

$$\tau_{AP}(E)^{-1} = \left(4v^2\hbar^3 \rho v_s^2 \right)^{-1} \left( U_A^2 k_n T \right) E,$$

where $U_A$ is the acoustic deformation potential, $\rho$ is the mass density, $v$ is the group velocity of Dirac fermions, and $v_s$ is the velocity of sound. For short-range disorder scattering, $\tau_{SD}(E)^{-1} = \left(4\hbar^3 v^2 \right)^{-1} \left( n_d U_d^2 \right) E$, where $U_0$ is the short-range disorder interaction potential, $n_d$ is the short-range disorder density. For long-range Coulomb interaction scattering, $\tau_c(E)^{-1} = \left( u_0^2 / \hbar \right) E^{-1}$, where $u_0$ is an effective charge parameter, which takes into consideration the Coulomb interaction and the screening effect. For the vacancy scattering mechanism,

$$\tau_v(E)^{-1} = \left(4\hbar^3 \delta^2 v^2 n_v \right)^{-1} E,$$

where $n_v$ is the vacancy density and $\delta$ is the phase factor shift.
For electron-electron scattering, the form of $\tau$ is more complicated, but $\tau$ can be in general captured by a polynomial of the carrier energy \(^{48}\). The overall relaxation time follows the Matthiessen’s rule \(^{49}\) $\tau^{-1} = \sum_i \tau_i^{-1}$, where $i$ stands for different carrier scattering mechanisms. Thus, we can see that $\tau$ can be modeled as a polynomial of carrier energy too, as $\tau = \sum_N c_N (E/k_B T)^{s_N}$, where $N$ is used as a label for the different scattering mechanisms, $s_N$ can be positive, negative or zero, and $c_N$ are functions of temperature. A further simplification can be made as

$$\tau(E) = \tau_0(T) \left( \frac{E}{k_B T} \right)^{n(T)}, \quad (10)$$

where $s(T)$ is a certain average of $s_N$, e.g. without loss of generality, we can take the form of $s(T)$ to be $s(T) = \langle s_N \rangle_T = \sum_N s_N e^{s_N} / \sum_N e^{s_N}$. This explanation is consistent with the original literature proposing the "power law" approximation of $\tau$. \(^{38-44}\) Here $\tau_0(T)$ is a function of temperature, which does not matter in evaluating Seebeck coefficient, and can be determined by the electrical conductivity measurement. We know that \(^{50}\)

$$\Xi(E) = \tau(E) D(E) \langle v^2 \rangle_E, \quad \text{where} \quad \langle v^2 \rangle_E \text{ stands for the mean value on the constant energy surface.} \quad \text{Here} \quad \langle v^2 \rangle_E \propto E^j \text{ and} \quad j=0 \ (j=1) \text{ for a linear (parabolic) band. Thus, we can write}$$

$$\Xi(E) = \Xi_0(T) \left( \frac{E}{k_B T} \right)^{n(T)} \quad \text{,} \quad (11)$$

by putting $\tau(E)$, $D(E)$ and $\langle v^2 \rangle_E$ together with $n=s+l+j$, where the temperature dependence of $\Xi_0$ and $n$ both come from the relaxation time $\tau(E)$.
Relate the Optimal Seebeck Coefficient to Scattering Mechanisms

Next, we show that the values of the optimal Seebeck coefficient for any P-type or N-type system are primarily determined by the "exponent" in the "power law" approximation of the transport distribution function, i.e. by \( n \) in equation (11), and hence, by the carrier scattering mechanism, which is reflected by \( s \) in equation (10). From equation (2) and (5) we obtain the Seebeck coefficient for a single band valley as,

\[
S(\mathcal{E}_f) = \frac{1}{qT} \left( \int_0^\infty \left( \frac{E}{k_B T} \right)^{n(T) + 1} \left( -\frac{\partial f}{\partial E} \right)_{E_f} dE \right) - \mathcal{E}_f. \tag{12}
\]

In order to obtain the relation between the Seebeck coefficient and \( n(T) \), we first introduce the hypothesis that \( n(T) \) for a specific band valley can be tuned artificially through a certain manner, i.e. the exponent \( s \) in equation (10) can be tuned by artificially changing the scattering mechanism. Thus, we can take the derivative of \( S(\mathcal{E}_f) \) in equation (1) as,

\[
\frac{dS(\mathcal{E}_f)}{dn(T)} = \frac{1}{qT} \left[ n(T) + 1 - n(T) \right] \left( \int_0^\infty \left( E^{n(T) + 1} \right) \left( -\frac{\partial f}{\partial E} \right)_{E_f} dE \right) \approx \frac{1}{qT}. \tag{13}
\]

Therefore, we have the Seebeck coefficient to be a linear function of \( n(T) \) to lowest order,

\[
S(\mathcal{E}_f) \approx \frac{n(T)}{qT} + S_{n=0}(\mathcal{E}_f), \tag{14}
\]

where the next order is not as important compared to this linear relation, as discussed below.
We consider again the system in Fig. 1(a), where the optimal Seebeck coefficient for different $n(T)$ in Fig. 1(a) is exhibited in Fig. 1(b) for both P-type and N-type thermoelectric materials. The results of Fig. 1(b) clearly demonstrate that the optimal Seebeck coefficient for both P-type and N-type materials changes linearly with $n(T)$. On the one hand, these results imply that if the exponent $n(T)$ in equation (11) or the exponent $s(T)$ in equation (10) is improperly chosen, the optimal Seebeck coefficient will be mis-evaluated, no matter how well the improperly chosen equation (11) or equation (10) can be used to fit the electrical conductivity. One the other hand, the results also imply that we can take advantage of the fact that the values of the optimal Seebeck coefficient are monotonically determined by the carrier scattering mechanism, which is reflected by the exponent $s$ in equation (10). This tells us how we can measure the optimal values of the Seebeck coefficient and then use this information to detect the carrier scattering mechanism of a system at different temperatures.

**Application to Graphene on a SiO$_2$ Substrate**

Finally, we use the above-derived methodology to obtain the Dirac carrier scattering relaxation time for different carrier energies in graphene at different temperatures, and analyze the implied scattering mechanisms. The measurements of the Seebeck coefficient of graphite were made many decades ago$^{51, 52}$. With the help of nanotechnology in device fabrication, the measurement of the Seebeck coefficient as a function of Fermi level is now available$^{53}$, which provides us with a convenient system for the application
of our approach for studying the transport process and scattering mechanisms. The graphene system has two isotropic Dirac cones with their apexes at around the Fermi level in the Brillouin zone. The transport distribution for such a two-dimensional linear band valley is \[ \Xi(E) = 2\left( E/2\pi\hbar^2 \right) \tau(E). \] Thus, if we can get \( n(T) \) from experimental measurements at different temperatures, we can find the specific form of \( \tau = \tau_0(T)(E/k_BT)^{n(T)} \) from equation (11). The Seebeck coefficient from the Dirac cones can be calculated as,

\[
S = \frac{k_B}{e} \frac{1}{\tau_C^{\text{Conduction Band}}} \left( \frac{\partial f_0}{\partial E} \Xi_c(E) \left( \frac{E - E_f}{k_BT} \right) dE - \int_{\text{Valence Band}} \left( \frac{\partial f_0}{\partial E} \Xi_v(E) \left( \frac{E - E_f}{k_BT} \right) dE \right) \right) + \int_{\text{Conduction Band}} \left( \frac{\partial f_0}{\partial E} \Xi_c(E) dE + \int_{\text{Valence Band}} \left( \frac{\partial f_0}{\partial E} \Xi_v(E) dE \right) \right),
\]

\[ (15) \]

where \( \Xi_c(E) = \Xi_{C,0}(T)(E/k_BT)^{n(T)} \) and \( \Xi_v(E) = \Xi_{V,0}(T)(E/k_BT)^{n(T)} \). The ratio \( \Xi_{V,0}/\Xi_{C,0} \) characterizes the asymmetry between the conduction band and the valence band at different temperatures. We also see that the asymmetry ratio of the transport distribution functions \( \Xi_{V,0}/\Xi_{C,0} \) is equal to the asymmetry ratio of the relaxation time \( \tau_{V,0}/\tau_{C,0} \) for the carriers associated with the Dirac cones of graphene. Based on our results above from equation (14) and Fig. 1 (b), we see that the optimal Seebeck coefficient for each single band depends only on \( n(T) \). However, we have to consider both the conduction band and the valence band here, so the optimal Seebeck coefficient also depends on \( \tau_{V,0}/\tau_{C,0} \). We can first calculate a map of the optimal Seebeck coefficient as a function of \( n(T) \) and the asymmetry ratio \( \tau_{V,0}/\tau_{C,0} \) for both the P- and the N-type, as shown in Fig. 2 (a)-(c). Then by matching the measured optimal Seebeck coefficient to this map, we can obtain a
single solution corresponding to the measured \( n(T) \) and \( \tau_{v,0}/\tau_{e,0} \) at each different temperature. The optimal Seebeck coefficient at different temperatures for the SiO\(_2\) substrate graphene has been measured by Ref. Zuev et al. \(^{53}\) through a gated thermoelectric device by changing the Fermi level, and their results are summarized in Table I. Based on Table I, we have calculated \( n(T) \) and \( \tau_{e,0}/\tau_{v,0} \) at each different temperature, as shown Fig. 2 (d).

From Fig. 2 (d), we see that the "exponent" \( n(T) \) changes significantly with temperature, which implies that the carrier scattering mechanism is very temperature sensitive. At the low temperature end, the exponent \( n(T) \rightarrow 0 \) and the exponent \( s(T) \rightarrow -1 \), which implies that \( \tau^{-1} \propto D(E) \). At the high temperature end, \( n(T) \rightarrow 1 \) and \( s(T) \rightarrow 0 \), which implies that \( \tau^{-1} \) is a constant over a different range of carrier energies. The measured \( s \) values then give us important information about the important carrier scattering mechanisms, at the various temperatures, since the \( E \)-dependence of \( \tau^{-1} \) in equation (10) varies with scattering mechanisms.

For the low temperature range, \( \tau \propto 1/D(E) \propto E^{-1} \), which implies that the dominant scattering mechanisms should be acoustic phonon scattering, short-range disorder scattering, and vacancy scattering. We know that in the cryogenic temperature range, the acoustic phonon modes are frozen and could not contribute significantly to the carrier scattering. Thus, we know that in the cryogenic temperature range, for the device configuration utilized in Ref. \(^{53}\), where the graphene is sitting on a SiO\(_2\) substrate, the scattering of the Dirac carriers, comes mainly from the short-range interaction of point
defects and vacancies that are intrinsically formed within the graphene sheet \(^{54}\). This result is consistent with the intuition that the minimum resistance of a material comes from the intrinsic defects formed within the material system itself.

For the temperature range up to 300 K, \( \tau^{-1} \) becomes almost independent of carrier energy, which implies that there is (are) a (some) scattering mechanism (mechanisms) that has (have) a larger \( n \) in equation (10) that becomes more and more important as the temperature increases. In the system where graphene is on a SiO\(_2\) substrate, the most important scattering mechanism, which has a value of \( n \) that is larger than 1, is the long-range Coulomb interaction scattering, where \( \tau \propto E \). This gives us important information that the interaction between the graphene sheet and the charged impurities embedded in the surface of the SiO\(_2\) substrate will increase with temperature. This temperature dependence may be due to many causes. The strength of the long-range Coulomb interaction depends exponentially on the distance between the graphene sheet and the surface of the SiO\(_2\) substrate. Increasing the temperature leads to an increased amplitude and strength of vibrations of the graphene sheet in the direction perpendicular to the SiO\(_2\) substrate, which reduces the average effective interaction distance between the graphene and the substrate surface \(^{55}\). Further, the increased temperature will cause dipole vibrations in the optical phonon modes of SiO\(_2\), which will further stimulate the long-range Coulomb interaction \(^{33, 56, 57}\). Based on the above results, we can predict that increasing the strength of the long-range Coulomb interaction from charged impurities will increase the optimal Seebeck coefficient for both P-type and N-type graphene.
Another important trend we see from Fig. 2 (d) is that the asymmetry ratio \( \tau_{V,0}/\tau_{C,0} \) increases with temperature, where the conduction band and the valence band are close to being symmetric with one another at a temperature as low as 40 K. This is consistent with the report that electrons and holes are asymmetric in the transport in graphene related systems \(^{58}\), though they are symmetric in the dispersion relation. Furthermore, based on the results of Fig. 2 (d), we have calculated the electrical conductivity at \( T=300 \) K, which are compared with the experimentally measured values \(^{53}\) in Fig. 3. The relaxation times for the conduction and the valence band are calculated to be \( \tau_{V,0} = 3.8 \times 10^{-14} \) sec and \( \tau_{C,0} = 2.0 \times 10^{-14} \) sec, respectively. Our calculated electrical conductivity curve is in good agreement with the experiment. We also calculated the electronic thermal conductivity for the Dirac fermions in graphene, as shown in Fig. 3, which is consistent with previously estimated values.

**Discussion**

We have pointed out drawbacks to two popular presently used models for the Seebeck coefficient, including Mott relation and the simple constant relaxation time approximation. By taking advantage of the property that we have shown, namely that the values of the optimal Seebeck coefficient are monotonically determined by the carrier scattering mechanism, we have developed a method for detecting the carrier scattering relaxation time corresponding to different carrier energy ranges for the graphene Dirac fermions for electrons and holes, by measuring the optimal values of the Seebeck coefficient.
We have found that at cryogenic temperatures, the Dirac carriers in graphene sitting on a SiO$_2$ substrate are mainly scattered by short-range interactions with the point defects and the vacancies that are formed intrinsically within the graphene sheet. As the temperature increases, the long-range Coulomb interaction, coming from the charged impurities and optical phonon modes on the surface of the SiO$_2$ substrate, become more and more important. At room temperature, the long-range interaction and the short-range interaction both scatter the Dirac carriers with almost comparable strengths. Based on these results, we have also predicted that the optimal Seebeck coefficient for both P-type and N-type graphene can be increased by increasing the strength of the long-range Coulomb interaction coming from charged impurities.

Our method for analyzing the carrier scattering mechanism uses not only measurements of the electrical conductivity, but also of the Seebeck coefficient to deduce the carrier scattering mechanism. This methodology has provided an approach to detect the carrier scattering relaxation time as a function of carrier energy, and not only the average relaxation time for all carriers. The methodology has also provided an approach to infer the relaxation time when multiple scattering mechanisms coexist. By taking the optimal values of the Seebeck coefficient into consideration, we can avoid over-fitting the data, as can be found in some cases in the literature, where there is not a single clear solution for the carrier scattering relaxation time, due to the over-fitting. Our method can be also applicable to more general materials systems, as discussed in the present work.
especially to materials systems with a simple band structure, including single-layered 
MoS$_2$ and WS$_2$, black phosphorous, and surface states of topological insulators.
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**Figures Legends**
Figure 1: (a) Solid lines show the Seebeck coefficient as a function of Fermi Level for a simple system with $\xi_{c,0} = \xi_{v,0}$ and $E_g = 10 \ k_B T$, when different values of $n$ are taken. The circle lines are the Seebeck coefficient as approximated by the Mott relation (equation (9)), which fails to capture the optimal values of the Seebeck coefficient. (b) The absolute value of the optimal Seebeck coefficient is clearly shown to increases with $n$ in a linear manner in the ranges of Fermi level and temperature we discussed in the present work.
Figure 2: Relation of the transport distribution function, relaxation time and thermoelectric properties of the Dirac cone in graphene. (a) The plots for the optimal Seebeck coefficient of a graphene Dirac cone are presented for both N-type and P-type, as a function of $n(T)$ and also for the asymmetry ratio of scattering relaxation times.
$\tau_{T,0}/\tau_{C,0}$. To further clarify the two maps of the optimal Seebeck coefficient in (a), we show maps of the optimal Seebeck coefficient vs. the exponent $r$ and the asymmetry ratio $\tau_{v,0}/\tau_{c,0}$ for N-type and P-type carriers in (b) and (c), respectively. (d) The calculated $n(T)$ (blue), $s(T)$ (green) and asymmetry ratio $\tau_{v,0}/\tau_{c,0}$ (red) of carrier relaxation times for the Dirac cone in graphene.
Figure 3: The calculated electrical conductivity (blue solid line) for graphene associated with two isotropic Dirac cones at 300 K is compared with the experimentally measured values (red circles). The associated electronic contribution to the thermal conductivity is also calculated (green dashed line). The asymmetry ratio in the scattering time, namely $\tau_{\nu,0}/\tau_{c,0} = 1.8$, can be seen from the electrical and thermal conductivity plots.
Table I: Measured Optimal Seebeck Coefficient \(^{53}\) for the Dirac Cone in Graphene on a SiO\(_2\) substrate

| Temperature (K) | 300     | 150     | 80      | 40      |
|----------------|---------|---------|---------|---------|
| Optimal P-type Seebeck coefficient \(^{53}\) (μV/K) | 92.52   | 57.94   | 33.64   | 14.95   |
| Optimal N-type Seebeck coefficient \(^{53}\) (μV/K) | -59.81  | -39.25  | -24.30  | -10.28  |
References

1. Novoselov, K. S.; Geim, A. K.; Morozov, S.; Jiang, D.; Zhang, Y.; Dubonos, S.; Grigorieva, I.; Firsov, A. Science 2004, 306, (5696), 666-669.

2. Neto, A. C.; Guinea, F.; Peres, N.; Novoselov, K. S.; Geim, A. K. Reviews of modern physics 2009, 81, (1), 109.

3. Katsnelson, M.; Novoselov, K.; Geim, A. Nature physics 2006, 2, (9), 620-625.

4. Huard, B.; Sulpizio, J.; Stander, N.; Todd, K.; Yang, B.; Goldhaber-Gordon, D. Physical Review Letters 2007, 98, (23), 236803.

5. Williams, J.; DiCarlo, L.; Marcus, C. science 2007, 317, (5838), 638-641.

6. Özyilmaz, B.; Jarillo-Herrero, P.; Efetov, D.; Abanin, D. A.; Levitov, L. S.; Kim, P. Physical Review Letters 2007, 99, (16), 166804.

7. Aleiner, I.; Efetov, K. Physical Review Letters 2006, 97, (23), 236801.

8. Altland, A. Physical Review Letters 2006, 97, (23), 236802.

9. Tworzydło, J.; Trauzettel, B.; Titov, M.; Rycerz, A.; Beenakker, C. W. Physical Review Letters 2006, 96, (24), 246802.

10. Bardarson, J. H.; Tworzydlo, J.; Brouwer, P.; Beenakker, C. Physical Review Letters 2007, 99, (10), 106801.

11. Tan, Y.-W.; Zhang, Y.; Bolotin, K.; Zhao, Y.; Adam, S.; Hwang, E.; Sarma, S. D.; Stormer, H.; Kim, P. Physical Review Letters 2007, 99, (24), 246803.

12. Charlïer, J.-C.; Issi, J.-P. Applied Physics A: Materials Science & Processing 1998, 67, (1), 79-87.

13. Dubois, S.-M.; Zanolli, Z.; Declerck, X.; Charlïer, J.-C. The European Physical Journal B 2009, 72, (1), 1-24.

14. Cheianov, V. V.; Fal’ko, V. I. Physical Review Letters 2006, 97, (22), 226801.

15. Nomura, K.; MacDonald, A. H. Physical Review Letters 2006, 96, (25), 256602.
16. Stauber, T.; Peres, N.; Guinea, F. *Physical Review B* **2007**, 76, (20), 205423.

17. Hwang, E.; Adam, S.; Sarma, S. D. *Physical Review Letters* **2007**, 98, (18), 186806.

18. Chen, J.-H.; Jang, C.; Adam, S.; Fuhrer, M.; Williams, E.; Ishigami, M. *Nature physics* **2008**, 4, (5), 377-381.

19. Jang, C.; Adam, S.; Chen, J.-H.; Williams, E.; Sarma, S. D.; Fuhrer, M. *Physical Review Letters* **2008**, 101, (14), 146805.

20. Bolotin, K.; Sikes, K.; Hone, J.; Stormer, H.; Kim, P. *Physical Review Letters* **2008**, 101, (9), 096802.

21. Du, X.; Skachko, I.; Barker, A.; Andrei, E. Y. *Nature Nanotechnology* **2008**, 3, (8), 491-495.

22. Hwang, E.; Sarma, S. D. *Physical Review B* **2008**, 77, (11), 115449.

23. Katsnelson, M.; Guinea, F.; Geim, A. *Physical Review B* **2009**, 79, (19), 195426.

24. Chen, F.; Xia, J.; Tao, N. *Nano Letters* **2009**, 9, (4), 1621-1625.

25. Sarma, S. D.; Adam, S.; Hwang, E.; Rossi, E. *Reviews of Modern Physics* **2011**, 83, (2), 407.

26. Young, A.; Sanchez-Yamagishi, J.; Hunt, B.; Choi, S.; Watanabe, K.; Taniguchi, T.; Ashoori, R.; Jarillo-Herrero, P. *Nature* **2013**.

27. Dawlaty, J. M.; Shivaraman, S.; Chandrashekhkar, M.; Rana, F.; Spencer, M. G. *Applied Physics Letters* **2008**, 92, (4), 042116.

28. George, P. A.; Strait, J.; Dawlaty, J.; Shivaraman, S.; Chandrashekhkar, M.; Rana, F.; Spencer, M. G. *Nano Letters* **2008**, 8, (12), 4248-4251.

29. Sun, D.; Wu, Z.-K.; Divin, C.; Li, X.; Berger, C.; de Heer, W. A.; First, P. N.; Norris, T. B. *Physical Review Letters* **2008**, 101, (15), 157402.

30. Lui, C. H.; Mak, K. F.; Shan, J.; Heinz, T. F. *Physical Review Letters* **2010**, 105, (12), 127404.
31. Winnerl, S.; Orlita, M.; Plochocka, P.; Kossacki, P.; Potemski, M.; Winzer, T.; Malic, E.; Knorr, A.; Sprinkle, M.; Berger, C. *Physical Review Letters* **2011**, *107*, (23), 237401.

32. Gabor, N. M.; Song, J. C.; Ma, Q.; Nair, N. L.; Taychatanapat, T.; Watanabe, K.; Taniguchi, T.; Levitov, L. S.; Jarillo-Herrero, P. *science* **2011**, *334*, (6056), 648-652.

33. Chen, J.-H.; Jang, C.; Xiao, S.; Ishigami, M.; Fuhrer, M. S. *Nature Nanotechnology* **2008**, 3, (4), 206-209.

34. Ramakrishna Matte, H.; Gomathi, A.; Manna, A. K.; Late, D. J.; Datta, R.; Pati, S. K.; Rao, C. *Angewandte Chemie* **2010**, *122*, (24), 4153-4156.

35. Li, L.; Yu, Y.; Ye, G. J.; Ge, Q.; Ou, X.; Wu, H.; Feng, D.; Chen, X. H.; Zhang, Y. *Nature Nanotechnology* **2014**.

36. Fu, L.; Kane, C. L.; Mele, E. J. *Physical Review Letters* **2007**, *98*, (10), 106803.

37. Hsieh, D.; Qian, D.; Wray, L.; Xia, Y.; Hor, Y. S.; Cava, R.; Hasan, M. Z. *Nature* **2008**, *452*, (7190), 970-974.

38. Goldsmid, H. J., *Introduction to thermoelectricity*. Springer: 2009; Vol. 121.

39. Chasmar, R.; Stratton, R. *International journal of electronics* **1959**, *7*, (1), 52-72.

40. Vining, C. B. *Journal of Applied Physics* **1991**, *69*, (1), 331-341.

41. Sofo, J.; Mahan, G. *Physical Review B* **1994**, *49*, (7), 4565.

42. Ohta, S.; Nomura, T.; Ohta, H.; Koumoto, K. *Journal of Applied Physics* **2005**, *97*, (3), 034106-034106-4.

43. Teramoto, T.; Komine, T.; Kuraishi, M.; Sugita, R.; Hasegawa, Y.; Nakamura, H. *Journal of Applied Physics* **2008**, *103*, (4), 043717.

44. Lundstrom, M., *Fundamentals of carrier transport*. Cambridge University Press: 2009.

45. Ono, Y.; Taylor, P. *Physical Review B* **1980**, *22*, (2), 1109.

46. Wei, P.; Bao, W.; Pu, Y.; Lau, C. N.; Shi, J. *Physical Review Letters* **2009**, *102*, (16), 166808.

47. Paul, B.; Kumar, A.; Banerji, P. *Journal of Applied Physics* **2010**, *108*, (6), 064322.
48. Singh, J., *Physics of Semiconductors and their Heterostructures*. McGraw-Hill New York: 1993; Vol. 64.

49. Minnich, A.; Lee, H.; Wang, X.; Joshi, G.; Dresselhaus, M.; Ren, Z.; Chen, G.; Vashaee, D. *Physical Review B* **2009**, 80, (15), 155327.

50. Tang, S.; Dresselhaus, M. S. *Applied Physics Letters* **2014**.

51. Kinany-Alaoui, M.; Piraux, L.; Issi, J.; Pernot, P.; Vangelisti, R. *Solid state communications* **1988**, 68, (12), 1065-1068.

52. Piraux, L.; Amine, K.; Bayot, V.; Issi, J.-P.; Tressaud, A.; Fujimoto, H. *Solid state communications* **1992**, 82, (5), 371-375.

53. Zuev, Y. M.; Chang, W.; Kim, P. *Physical Review Letters* **2009**, 102, (9), 096807.

54. Charlier, J.-C. *Accounts of chemical research* **2002**, 35, (12), 1063-1069.

55. Mariani, E.; von Oppen, F. *Physical Review Letters* **2008**, 100, (7), 076801.

56. Fratini, S.; Guinea, F. *Physical Review B* **2008**, 77, (19), 195415.

57. DaSilva, A. M.; Zou, K.; Jain, J.; Zhu, J. *Physical Review Letters* **2010**, 104, (23), 236601.

58. Dubois, S. M.-M.; Lopez-Bezanilla, A.; Cresti, A.; Triozon, F.; Biel, B.; Charlier, J.-C.; Roche, S. *ACS nano* **2010**, 4, (4), 1971-1976.