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In this paper, we have extended the operational matrix method for approximating the solution of the fractional-order two-dimensional elliptic partial differential equations (FPDEs) under nonlocal boundary conditions. We use a general Legendre polynomials basis and construct some new operational matrices of fractional order operations. These matrices are used to convert a sample nonlocal heat conduction phenomenon of fractional order to a structure of easily solvable algebraic equations. The solution of the algebraic structure is then used to approximate a solution of the heat conduction phenomena. The proposed method is applied to some test problems. The obtained results are compared with the available data in the literature and are found in good agreement.

Dedicated to my father Mr. Sher Mumtaz, (1955-2021), who gave me the basic knowledge of mathematics.

1. Introduction

The first approach to study a physical experiment is to derive a mathematical expression, which formulates the dynamics of the experiment under certain assumption. Most of the physical phenomena are formulated in terms of ordinary differential equations. Some problems in which the quantity of interest also changes with respect to both space and time result in partial differential equations. A wide range of scientists devoted their very precise time to investigate various important aspects of partial differential equations. In [1], thermoelastic damping of in-plane vibration of a functionally graded material has been studied based on the Eringen nonlocal theory. In [2], a fractional sideways heat flow problem is investigated, in which the interior measurements at two interior points are given by continuous data with deterministic noises. The work in [3] deals with the exothermic reactions model having a constant heat source in the porous media with strong memory effects. This article explains the behavior of heat profile under the effect of different definitions of the derivative. In [4], the Newtonian liquid flow porous stretching/shrinking sheet utilizing a Brinkman mode is investigated.

Nonlocal partial differential equations (PDEs) arise in the mathematical modeling of various problems in physics, engineering, ecology, and biological sciences [5–7]. The term nonlocal problems means that the solution of PDEs on the boundary is connected with the solution on some interior points of the domain. The case arises when the solution at the boundary is not known. Such formulation is placed in a separate class known as nonlocal boundary value problems. Some of the numerical investigations regarding PDEs with nonlocal boundary conditions reported in the literature can be found in [8–15]. Among others, some of the well-known methods that can be effectively applied to BVPs are finite difference methods, mesh-free methods, finite element
methods, etc. For instance, the one-dimensional heat equation with nonlocal boundary conditions has been studied in [12, 16–18]. Two-dimensional diffusion problems with nonlocal boundary conditions have been discussed in [13, 19]. The numerical solution of the Laplace equation with integral boundary condition is explored in [8]. Similarly, the numerical solution of multidimensional linear elliptic equations with integral boundary conditions is explored in [20].

To be specific, the fundamental problem of interest in this article is to find an approximate solution of the fractional-order two-dimensional Poisson equation, given as follows:

$$\frac{\partial^{\alpha} u}{\partial x^\alpha} + \frac{\partial^{\beta} u}{\partial y^\beta} = -f(x, y).$$ (1)

The above model is subject to two-point nonlocal boundary conditions:

$$u(x, 0) = \mu_1(x),$$
$$u(x, 1) = \mu_3(x), \quad 0 \leq x \leq 1,$$
$$u(0, y) = \mu_4(y),$$
$$u(1, y) = \gamma u(\xi, y) + \mu_2(y), \quad 0 \leq y \leq 1, 0 \leq \xi < 1.$$ (2)

The functions $f(x, y), \mu_1(y), \mu_3(y), \mu_4(x)$ and $\mu_2(x)$ are given smooth functions. The parameters $\xi$ and $\gamma$ are two positive constants. The parameter $\alpha$ ($1 < \alpha \leq 2$) represents the order of derivative defined in Caputo sense.

Recently, many authors devoted their studies to the approximate solution of integer order version of the above problem. In [21], Yang et al. approximated the solution of fractional order partial differential subjected to the simple initial condition of the form:

$$u(x, 0) = g(x)u(0, t) = h(t).$$ (3)

The approach presented in [21], is interesting. However, it cannot be utilized directly to the approximate solution of fractional order PDEs subject to nonlocal boundary condition (2). Islam et al. [22] presented a comprehensive text on the solution to the above problem. They implemented two different methods for the solution of integer order counterpart of (1). Their first approach is based on Haar wavelets. In the same paper, they also implemented a modified form of the mesh-less method to solve the integer order problem. Sajavicius [23] implemented the radial basis function approach to integer order problems and studied some computational aspects of the proposed approach. The results presented in [22, 23] are the motivating factor of our interest to study the approximate solution of the fractional-order Poisson equation subject to nonlocal boundary conditions.

Our approach is based on shifted Legendre polynomials and their operational matrices. We derived some new operational matrices to handle the problem. The new operational matrices can handle the nonlocal boundary conditions. The interesting readers may find useful results and some new strategies of this method in [24–27].

Application of orthogonal polynomials combined with Tau and Collection method can be found in [28–31].

The rest of the paper is organized as follows: in Section 2, we recall some primary results from the fractional calculus and approximation theory. In Section 3, we recall some previously derived operational matrices and develop some new operational matrices. In Section 4, a theoretical base is developed for the conversion of the nonlocal FPDDEs to the matrix equation. Convergence analysis and error estimation are also developed in the same section. In Section 5, the proposed method is applied to some benchmark problems. In the same section, the obtained results are demonstrated and compared with other methods in the literature. Section 6 is devoted to the conclusions.

2. Preliminaries

In this section, we present some useful results and notations which are of primary importance in our further investigation.

Definition 1 (see [32–34]). Given an interval $[a, b] \subset \mathbb{R}$, the Riemann–Liouville fractional order integral of a function $\phi \in (L^1[a, b], \mathbb{R})$ of order $\alpha \in \mathbb{R}_+$ is defined by the following:

$$J^\alpha_{a, b} \phi(t) = \frac{1}{\Gamma(\alpha)} \int_a^t (t-s)^{\alpha-1} \phi(s) ds,$$ (4)

provided that the integral on the right-hand side exists.

Definition 2 (Caputo derivative). For a given function $\phi(x) \in C^n[a, b]$, the Caputo fractional order derivative is defined as follows:

$$D^\alpha \phi(x) = \frac{1}{\Gamma(n-\alpha)} \int_a^x (x-t)^{n-1-\alpha} \phi^{(n)}(t) dt,$$ (5)

$$n-1 \leq \alpha < n, n \in \mathbb{N},$$

where $n = [\alpha] + 1$.

Hence, it follows that

$$D^\alpha x^k = \frac{\Gamma(1+k)}{\Gamma(1+k-\alpha)} x^{k-\alpha},$$
$$D^\alpha C = 0,$$ (6)

for a constant C.

2.1. The Shifted Legendre Polynomials. The shifted Legendre polynomials [35] defined on $[0, 1]$ are given by the following relation:

$$P_i(x) = \sum_{k=0}^i \Delta_{i,k} x^k,$$
where $\Delta_{i,k} = (-1)^i k! (i+k)! (i-k)! (k!)$. (7)
These polynomials are bounded by 1, and we have the following relation:
\[
\max_{x \in [0,1]} |P_i(x)| = 1. \tag{8}
\]
These polynomials are orthogonal on the domain [0, 1], and the orthogonality condition is given as follows:
\[
\int_0^1 P_i(x)P_j(x)dx = \begin{cases}
\frac{1}{2i+1} & \text{if } i = j, \\
0 & \text{if } i \neq j.
\end{cases} \tag{9}
\]
which implies that any \( f(x) \in C[0,1] \) can be approximated by Legendre polynomials as follows:
\[
f(x) = \sum_{a=0}^m C_aP_a(x), \text{ where } C_a
\]
\[
= (2a+1)\int_0^1 f(x)P_a(x)dx. \tag{10}
\]
In vector notation, we write the following:
\[
f(x) \approx K_M^T \bar{P}_M(x), \tag{11}
\]
where \( M = m + 1 \) is the scale level of approximation. \( K \) is the coefficient vector and \( \bar{P}_M(x) \) is \( M \) terms function vector. These notions can be easily extended to two-dimensional space [35] and two-dimensional Legendre polynomials of the order \( M \) are defined as a product function of two Legendre polynomials
\[
P_a(x, y) = P_n(x)P_m(y),
\]
\[
n = Ma + b + 1, \quad a = 0, 1, 2, \ldots, m, \quad b = 0, 1, 2, \ldots, m. \tag{12}
\]

\[\Psi(x, y) = \begin{bmatrix}
\psi_{11}(x, y), & \ldots, & \psi_{1M}(x, y) \\
\vdots & \ddots & \vdots \\
\psi_{M1}(x, y), & \ldots, & \psi_{MM}(x, y)
\end{bmatrix}^T, \tag{16}
\]

\[
I_y^\sigma (\Psi(x, y)) = G_{M^2 \times M^2}^{\sigma,y} \Psi(x, y), \tag{17}
\]
where \( G_{M^2 \times M^2}^{\sigma,y} \) is the operational matrix of the fractional integration of order \( \sigma \) and is defined as follows:
\[
\Delta_{\sigma}^r = \begin{bmatrix}
\Delta^r_{\sigma,0} & \cdots & \Delta^r_{\sigma, M^2-1}
\end{bmatrix}, \tag{18}
\]
where \( q = Mt + j + 1, \quad r = Ma + b + 1, \quad \text{for } i, j, a, b = 0, 1, 2, \ldots, m \) and
\[
\Delta^r_{\sigma,k} = \sum_{k=0}^a \delta_{la}(2j + 1)
\]
\[
\times \sum_{l=0}^i \frac{(-1)^{l+j+b+k}(j+l)!(b+k)!}{(l)!^2(k+l+\sigma+1)(b-k)!k!l!(k+\sigma+1)}. \tag{19}
\]

3. New Operational Matrices

The operational matrices of the fractional derivatives and integrals play a vital role in converting the FPDEs to the system of algebraic equations. The operational matrices of all derivatives are explicitly derived in our previous report [35]. We will need operational matrices in integration. The operational matrices of integration w.r.t \( x \) or \( y \) is not a difficult task and can be easily derived using the same procedure as in [35]. To make this study a self-contained material and for the ease and interest of our readers, we have provided detailed proof of deriving operational matrices of integration.

Lemma 1. Let \( \Psi(x, y) \) be the function vector as defined in (16), then the fractional integral of order \( \sigma \) of \( \Psi(x, y) \) w.r.t \( y \) is given by the following:

Proof. Taking the element \( P_n(x, y) \) defined by (12), then the fractional-order integration of \( P_n(x, y) \) w.r.t \( y \) follows:
\[ I_x^a (P_a(x,y)) = P_a(x) \sum_{k=0}^b (-1)^{b+k} \frac{(b+k)!}{(b-k)!(k!)^2} I_x^a P_k(y) \]

\[ = \sum_{k=0}^b (-1)^{b+k} \frac{(b+k)!}{(b-k)!(k!)^2} P_a(x) I_x^a P_k(y). \]  

(20)

Using the definition of fractional integration, we obtain the following:

\[ I_x^a P_a(x) P_b(y) = \sum_{k=0}^b (-1)^{b+k} \frac{(b+k)!}{(b-k)!(k!)^2} \Gamma (k+\sigma+1) \sum_{i=0}^m \sum_{j=0}^m C_{ij,a} P_i(x) P_j(y) \]

\[ = \sum_{i=0}^m \sum_{j=0}^m \sum_{k=0}^b (-1)^{b+k} \frac{(b+k)!}{(b-k)!(k!)^2} C_{ij,a} P_i(x) P_j(y) \]

\[ = \sum_{i=0}^m \sum_{j=0}^m C_{ij,a,b,k} P_i(x) P_j(y), \]

\[ b = 0, 1, \ldots, M, \]

where

\[ C_{ij,a,b,k} = \delta_{ia} (2j+1) \sum_{l=0}^j \frac{(-1)^{j+l+b+k}(j+l)!}{(j-l)!(l!)^2(k+l+\sigma+1)} \frac{(b+k)!}{(b-k)!(k!)^2 \Gamma (k+\sigma+1)}. \]

(25)

Using the notations, \( q = Mi + j + 1, r = Ma + b + 1 \) and \( \Delta_q,r = C_{i,j,b,a,k} \) for \( i, j, a, b = 0, 1, 2, \ldots, M, \) we get the desired result.

Lemma 2. Let \( \Psi(x, y) \) be as defined in (16), then the integration of order \( \sigma \) of \( \Psi(x, y) \) w.r.t \( x \) is given by the following:

\[ I_x^a (\Psi(x,y)) = G_{MxM}^{a,x} \Psi(x,y), \]

\[ S_{i,j,b,a,k} = \delta_{ia} (2i+1) \sum_{l=0}^i \frac{(-1)^{i+l+a+b+k}(i+l)!}{(i-l)!(l!)^2(k+l+\sigma+1)} \frac{(a+k)!}{(a-k)!(a-k)k!(k+\sigma+1)} \]  

(27)

(26)

where \( G_{MxM}^{a,x} \) is the operational matrix of derivative of order \( \sigma \) and is defined as follows:

\[ G_{MxM}^{a,x} = [\Theta_{q,r}'], \]

(28)

and \( r = Mi + j + 1, \ q = Ma + b + 1, \) \( \Theta_{q,r} = S_{i,j,b,a,k} \) for \( i, j, a, b = 0, 1, 2, \ldots, M \) and

\[ S_{i,j,b,a,k} = \delta_{ia} (2i+1) \sum_{l=0}^i \frac{(-1)^{i+l+a+b+k}(i+l)!}{(i-l)!(l!)^2(k+l+\sigma+1)} \frac{(a+k)!}{(a-k)!(a-k)k!(k+\sigma+1)}. \]

(29)
Proof. The proof of this lemma is similar to the above lemma.

The operational matrices derived in the above two lemmas are essential for our further analysis. However, these matrices are not enough to fulfill our requirements. In our analysis, we will face terms like \( c y^n (1/\Gamma (\sigma)) \int_0^\xi (\xi - s)^{\sigma-1} u(s, y) ds \) and \( c y^n (1/\Gamma (\sigma)) \int_0^\xi (\xi - s)^{\sigma-1} u(x, s) ds \), where \( c \) and \( n \) are some positive constants and \( 0 < \xi \leq 1 \). Therefore to replace such terms with their equivalent matrix form, we need to derive two more operational matrices. The operational matrices used to replace such term by their equivalent matrix form are derived in the following lemmas.

**Lemma 3.** Let \( u(x, y) = K_{M^2} \Psi(x, y) \), then for some constants \( c \) and \( n \), the following relation holds:

\[
 cy^n \frac{1}{\Gamma (\sigma)} \int_0^\xi (\xi - s)^{\sigma-1} u(s, y) ds = K_{M^2} P^{(\kappa, \sigma, \xi, y)}_{M^2 \times M^2} \Psi(x, y), \tag{30}
\]

where

\[
P^{(\kappa, \sigma, \xi, y)}_{M^2 \times M^2} = \begin{bmatrix}
\Delta_{1,1} & \Delta_{1,2} & \cdots & \Delta_{1,M^2} \\
\Delta_{1,2} & \Delta_{2,2} & \cdots & \Delta_{2,M^2} \\
\vdots & \vdots & \ddots & \vdots \\
\Delta_{M^2,1} & \Delta_{M^2,2} & \cdots & \Delta_{M^2,M^2}
\end{bmatrix}, \tag{31}
\]

\( \Delta_{r,l} = \delta_{a,b,i,j} \) where \( r = Mi + j + 1 \) and \( q = Ma + b + 1 \) and

\[
d^{(\kappa, \sigma, \xi, y)}_{a,b,i,j} = \delta_{a,c} (2b + 1) \sum_{l=0}^{b} \sum_{k=0}^{b-l} \Delta_{(j,k)} (\xi - s)^{\sigma-1} \tag{32}
\]

\[
\cdot \frac{(-1)^{b+l} (b + l)! \Gamma (k + 1)\xi^{\sigma+k}}{(b - l)! (l!)^2 (n + l + 1) \Gamma (\sigma + k)}.
\]

Proof. Let

\[
u(x, y) = K_{M^2} \Psi(x, y). \tag{33}
\]

For some constant \( c \) and \( n \), we can write the following expression:

\[
 cy^n \frac{1}{\Gamma (\sigma)} \int_0^\xi (\xi - s)^{\sigma-1} u(s, y) ds = K_{M^2} cy^n \frac{1}{\Gamma (\sigma)} \int_0^\xi (\xi - s)^{\sigma-1} \Psi(x, s) ds. \tag{34}
\]

Now, considering the general term of \( \Psi(x, s) \), we can write the following:

\[
 cy^n \frac{1}{\Gamma (\sigma)} \int_0^\xi (\xi - s)^{\sigma-1} P_r(x, s) ds = cy^n P_i(x) \frac{1}{\Gamma (\sigma)} \int_0^\xi (\xi - s)^{\sigma-1} P_j(s) ds, \tag{35}
\]

where we use the notation \( r = Mi + j + 1 \). By using the definition of Legendre polynomials, we can write the following:

\[
 cy^n \frac{1}{\Gamma (\sigma)} \int_0^\xi (\xi - s)^{\sigma-1} P_r(x, s) ds = \sum_{k=0}^{j} \gamma (k+1)\xi^{\sigma+k} \Gamma (\sigma + k) P_i(x). \tag{36}
\]

Approximating \( P_i(x) \) by Legendre polynomials in two variables yields

\[
P_i(x) y^n = \sum_{a=0}^{m} \sum_{b=0}^{m} d_{ab} P_a(x) P_b(y), \tag{37}
\]

where \( d_{ab} = \delta_{a,c} (2b + 1) \sum_{l=0}^{b} \sum_{k=0}^{b-l} \Delta_{(j,k)} (\xi - s)^{\sigma-1} \tag{32} \)

\[
\cdot \frac{(-1)^{b+l} (b + l)! \Gamma (k + 1)\xi^{\sigma+k}}{(b - l)! (l!)^2 (n + l + 1) \Gamma (\sigma + k)}.
\]

Hence, it follows that

\[
 cy^n \frac{1}{\Gamma (\sigma)} \int_0^\xi (\xi - s)^{\sigma-1} P_r(x, s) ds = \sum_{k=0}^{j} \gamma (k+1)\xi^{\sigma+k} \Gamma (\sigma + k) P_i(x). \tag{36}
\]

\[
= \sum_{a=0}^{m} \sum_{b=0}^{m} d_{ab} P_a(x) P_b(y), \tag{37}
\]

where

\[
d_{ab} = \delta_{a,c} (2b + 1) \sum_{l=0}^{b} \sum_{k=0}^{b-l} \Delta_{(j,k)} (\xi - s)^{\sigma-1} \tag{32} \]

\[
\cdot \frac{(-1)^{b+l} (b + l)! \Gamma (k + 1)\xi^{\sigma+k}}{(b - l)! (l!)^2 (n + l + 1) \Gamma (\sigma + k)}. \tag{36}
\]

Using the notations, \( r = Mi + j + 1 \), \( q = Ma + b + 1 \) and \( \Delta_{r,l} = \delta_{a,b,i,j} \) for \( i, j, a, b = 0, 1, 2, 3, \ldots, m \), we get the desired result.

**Lemma 4.** Let \( u(x, y) = K_{M^2} \Psi(x, y) \), then for some constants \( c \) and \( n \), the following relation holds:
Using the initial conditions at \( x = 0 \) we can easily calculate the value of \( d_0 = \mu_1 (y) \); however, the second constant is not known. We can use the two-point boundary conditions:

\[
\begin{align*}
\mu (1, y) &= -K_{M^r} G_{M^r \times M^r}^{\sigma, x} \Psi (1, y) + \mu_1 (y) + d_1, \\
\chi (1, y) &= -K_{M^r} G_{M^r \times M^r}^{\sigma, x} \Psi (1, y) + \mu_1 (y) + d_1\chi.
\end{align*}
\]

Using the equality \( u(1, y) = \gamma u (\xi, y) + \mu_2 (y) \), we get the following:

\[
\begin{align*}
\frac{\partial^r u}{\partial y^r} &= K_{M^r} \Psi (x, y), \\
\frac{\partial^r u}{\partial y^r} &= -K_{M^r} G_{M^r \times M^r}^{\sigma, x} \Psi (x, y) + \mu_0 (x) + c_1 y.
\end{align*}
\]
where \( r_1 = (1/1 - y \xi) \neq 0 \). Using the value of \( d_0 \) and \( d_1 \) in (53), we can write the following:

\[
\begin{align*}
    u(x, y) &= -K_M G_{M \times M} \Psi(x, y) - F_M G_{M \times M} \Psi(x, y) + \mu_1(y) + r_1 x K_M G_{M \times M} \Psi(1, y) - r_1 x K_M G_{M \times M} \Psi(\xi, y) + r_1 x F_M G_{M \times M} \Psi(1, y) - r_1 x F_M G_{M \times M} \Psi(\xi, y) + \left((y - 1)r_1 \mu_1(y) + r_1 \mu_2(y)\right) x,
\end{align*}
\]

which in view of Lemma 4, can be written as follows:

\[
\begin{align*}
    u(x, y) &= K_M \left( p_{(r_1, 1, \sigma, 1, x)} - G_{M \times M} - p_{(r_1, 1, \sigma, 1, x)} \right) \Psi(x, y) + F_M \left( p_{(r_1, 1, \sigma, 1, x)} - G_{M \times M} - p_{(r_1, 1, \sigma, 1, x)} \right) \Psi(x, y) + F_2 M \Psi(x, y).
\end{align*}
\]

On comparing equation (51) and (59), we can write the following:

\[
\begin{align*}
    K_M \left( G_{M \times M}^y + p_{(-1, 1, 1, 1, y)} \right) \Psi(x, y) &= K_M \left( p_{(r_1, 1, \sigma, 1, x)} - G_{M \times M} - p_{(r_1, 1, \sigma, 1, x)} \right) \Psi(x, y) + F_M \left( p_{(r_1, 1, \sigma, 1, x)} - G_{M \times M} - p_{(r_1, 1, \sigma, 1, x)} \right) \Psi(x, y) + F_2 M \Psi(x, y).
\end{align*}
\]

Canceling out the common term, we can write the following:

\[
\begin{align*}
    K_M \left( G_{M \times M}^y + p_{(-1, 1, 1, 1, y)} \right) &= K_M \left( p_{(r_1, 1, \sigma, 1, x)} - G_{M \times M} - p_{(r_1, 1, \sigma, 1, x)} \right) + F_M \left( p_{(r_1, 1, \sigma, 1, x)} - G_{M \times M} - p_{(r_1, 1, \sigma, 1, x)} \right) + F_2 M - F_1 M.
\end{align*}
\]

which is a linear system of equations and can be easily solved for the unknown vector \( K_{M \times M} \), which can be used in (51) or (59) to get an approximate solution to the problem.

4.1. Error Bound. Considering a sufficiently smooth function \( g(x, y) \) on \( \Delta = [0, \eta] \times [0, \eta] \), let \( \prod_{M, M} (x, y) \) is the space span by \( m \) term Legendre polynomials. We assume that \( g_{(M, M)} (x, y) \) is its best approximation in \( \prod_{M, M} (x, y) \). For this purpose, consider a polynomial \( \hat{P}_{(M, M)} (x, y) \) is any polynomial of degree \( \leq M \) in variable \( x \) and \( y \), respectively. Then, from the definition of best approximation,

\[
\begin{align*}
    \| g(x, y) - g_{(M, M)} (x, y) \|_2 \leq \| g(x, y) - P_{(M, M)} (x, y) \|_2.
\end{align*}
\]

The inequality in (62) also holds if \( P_{(M, M)} (x, y) \) is interpolating polynomial at point \( (x_0, y_0) \); then by similar arguments as in [36], the error of the approximation is given by the following:

\[
\begin{align*}
    \| g(x, y) - P_{(M, M)} (x, y) \|_2 \leq \left( C_1 + C_2 + C_3 \frac{1}{M^{M+1}} \right) \frac{1}{M^{M+1}}.
\end{align*}
\]

where
5. Test Problems

We solve the fractional order generalization of some benchmark problems from [22, 23].

Test Problem 1 (see [22, 23]). Consider (45) with the following functions:

\[ f(x, y) = -2e^{x+y}, \]
\[ \mu_1(y) = e^y, \]
\[ \mu_2(y) = e^{(1+y)} - ye^{(1+y)}, \]
\[ \mu_3(x) = e^x, \]
\[ \mu_4(x) = e^{(x+1)}. \]

The exact solution of the problem for fix \( \sigma = 2 \) is \( e^{(x+y)}. \)

Test Problem 2 (see [22, 23]). Consider (45) with the following functions:

\[ f(x, y) = -2\pi^2 \sin(\pi x)\sin(\pi y), \]
\[ \mu_1(y) = 0, \]
\[ \mu_2(y) = -\sin(\pi x)\sin(\pi y), \]
\[ \mu_3(x) = 0, \]
\[ \mu_4(x) = 0. \]

The exact solution of the problem for the fix \( \sigma = 2 \) is \( \sin(\pi x)\sin(\pi y). \)

Test Problem 3 (see [22, 23]). Consider (45) with the following functions:

\[ f(x, y) = \frac{\Gamma(5)}{\Gamma(5-\sigma)}(x^{(4-\sigma)}y - y^{(4-\sigma)}) \]
\[ -\frac{\Gamma(4)}{\Gamma(4-\sigma)}(x^{(3-\sigma)}(3y - 1) - 4y^{(3-\sigma)}) \]
\[ +\frac{\Gamma(3)}{\Gamma(3-\sigma)}(x^{(2-\sigma)}y - y^{(2-\sigma)}), \]
\[ \mu_1(y) = y^3 - y(y - 1)^3, \]
\[ \mu_2(y) = \frac{y}{16} + \frac{7}{8}, \]
\[ \mu_3(x) = x^3, \]
\[ \mu_4(x) = x(x - 1)^3 + x^3 + 1. \]

The exact solution of the problem for \( 1 < \sigma \leq 2 \) is \( x^3 - y(y - 1)^3 + y^3 + xy(x - 1)^3. \)

6. Results and Discussion

We solve the above problems with the proposed method. The first two problems are selected from [22, 23], while the third problem is a constructed problem. In [22, 23], these problems are studied and solved with two different methods, Haar wavelets and a family of the mesh-less method based on the radial base functions. We solved these problems with the operational matrices and compared our results with the results reported in these references. To measure accuracy, we calculate the following parameters:

\[ L_{\infty} = \max_{j=1,2,\ldots,M} |u(x_j, y_j) - \bar{u}(x_j, y_j)| \frac{\Delta y}{\Delta x}, \]
\[ L_{\text{rms}} = \frac{1}{M} \sum_{j=0}^{M} \left( u(x_j, y_j) - \bar{u}(x_j, y_j) \right)^2. \]

If \( \sigma \neq 2 \), then the exact solution of the first two problems is not known. We use the residual error norms to measure the accuracy of the proposed method for the fractional values of \( \sigma \). These residual norms are defined as follows:

\[ R_{\infty} = \max_{j=1,2,\ldots,M} |r(x_j, y_j)|, \]
\[ R_{\text{rms}} = \frac{1}{M} \sum_{j=0}^{M} r(x_j, y_j)^2, \]

where \( r(x, y) \) is defined as follows:
proximatesolution of Test Problem 1 for different values of scale variables. We solve the system, while the proposed method solves the system in 53.78 seconds, and MCTSMQ takes 51.72 seconds to solve the system, while the proposed method solves the system in 0.09516 seconds. The condition number of the proposed method is much less than MCTMQ and MCTSMQ. It means that the proposed method converts the system to a system of algebraic equations, which is more stable as compared to MCTMQ and MCTSMQ. The comparison of CPU time and conditions number of the proposed method with MCTQM and MCTSMQ at different scale levels is shown in Table 3.

The accuracy of the present method is analyzed at different values of $y$. We chose $y = -8, 2, 8$ and calculate $L_{\infty}$ and $L_{\text{rms}}$ for scale levels. We observed that the accuracy of the proposed method does not depend on the values of $y$. The values of $L_{\infty}$ and $L_{\text{rms}}$ obtained with the proposed method at different values of $y$ using scale level $M = 10$ are compared with the $L_{\infty}$ and $L_{\text{rms}}$ obtained with the HWCM at $M = 32$ in Table 4. One can see that the accuracy obtained with the proposed method is very high as compared to HWCM. The error norms at different values of $y$ are also compared with MCTMQ and the results are displayed in Figure 1. One can note that the accuracy remains the same for all values of $y$, also at $M = 8$ and $M = 9$, the error norms are much less than the error norms obtained using MCTSMQ at $N = 64$. The CPU time at different values of $y$ and $M = 10$ are shown in Figure 2(a). While the condition number of the resulting matrix equation at different values of $y$ is shown
Here we fix $\gamma \mid c = 10^{17}$, which guarantees the robustness and stability of the condition number of the proposed method is approximately $10^{19}$, while the condition number for MCTSMQ is approximately equal to $10^{19}$, which guarantees the robustness and stability of the proposed method as compared to MCTSMQ. From the above observations, we see that the proposed method provides a very accurate estimate of the solution of the problem.

HWCM, MCTMQ, and MCTSMQ can only handle integer order Poisson equations. Besides high accuracy, one
of the significant advantages of the proposed method is that it can also solve the fractional order Poisson equation (the case when $1 < \sigma \leq 2$). Note that if $\sigma \neq 2$ then the exact solution of the first two problems is not known. Therefore, to check the accuracy of the approximate solution, we use two parameters $R_{\text{rms}}$ and $R_{\infty}$. We approximate solution for some fractional values of $\sigma$; i.e., $\sigma = 1.5, 0.1, 2$, for each value of $\sigma$ we calculate the residual norms $R_{\text{rms}}$ and $R_{\infty}$ at scale level.

Figure 2: (a) CPU time of Test Problem 1 consumed by proposed method at different values of $\gamma$ and different scale levels. (b) Condition number of proposed method at different scale level and different values of $\gamma$, and its comparison with condition number obtained with MCTSMQ (black dots).

Figure 3: (a) Residual norm $R_{\text{rms}}$ of Test Problem 1 at different scale levels for different values of $\sigma$. (b) Residual norm $R_{\infty}$ of Test Problem 1 at different scale levels for different values of $\sigma$. 
Figure 4: (a) CPU time of Test Problem 1 at different scale levels for different values of $\sigma$. (b) Condition number $\kappa$ of Problem 5.1 at different scale levels for different values of $\sigma$.

Table 5: $L_{\infty}$ of Test Problem 2 obtained with the proposed method and its comparison with HWCM, MCTMQ, and MCTSMQ [22].

| HWCM   | $L_{\infty}$ | MCTMQ | $L_{\infty}$ | MCTSMQ | $L_{\infty}$ | Proposed method | $L_{\infty}$ |
|--------|--------------|-------|--------------|--------|--------------|-----------------|--------------|
| $M(n)$ | $L_{\infty}$ | $N$   | $L_{\infty}$ | $M(n)$ | $L_{\infty}$ | $M(n)$         | $L_{\infty}$ |
| 1(12)  | 8.4547 × 10^{-2} | 4    | 5.3642 × 10^{-3} | 5.3050 × 10^{-3} | 5(25) | 2.7635 × 10^{-3} |
| 2(32)  | 2.9680 × 10^{-2} | 8    | 3.1607 × 10^{-3} | 1.0564 × 10^{-4} | 6(36) | 3.2254 × 10^{-3} |
| 4(98)  | 8.0890 × 10^{-3} | 16   | 1.1891 × 10^{-4} | 6.2451 × 10^{-6} | 7(49) | 7.6056 × 10^{-5} |
| 8(320) | 2.0735 × 10^{-3} | 32   | 1.4152 × 10^{-2} | 3.5764 × 10^{-6} | 8(64) | 1.1291 × 10^{-4} |
| 16(1152)| 5.2168 × 10^{-4} | 64   | 5.8808 × 10^{-3} | 1.1688 × 10^{-6} | 9(81) | 2.26363 × 10^{-7} |
| 32(4325)| 1.3062 × 10^{-4} | Not available |                 |                 | 10(100) | 1.9237 × 10^{-7} |

These results are obtained using $\xi = 0.5$ and $\gamma = 1$.

Table 6: $L_{\text{rms}}$ of Test Problem 2 obtained with the proposed method and its comparison with HWCM, MCTMQ, and MCTSMQ [22].

| HWCM   | $L_{\text{rms}}$ | MCTMQ | $L_{\text{rms}}$ | MCTSMQ | $L_{\text{rms}}$ | Proposed method | $L_{\text{rms}}$ |
|--------|-----------------|-------|-----------------|--------|-----------------|-----------------|-----------------|
| $M(n)$ | $L_{\text{rms}}$ | $N$   | $L_{\text{rms}}$ | $M(n)$ | $L_{\text{rms}}$ | $M(n)$         | $L_{\text{rms}}$ |
| 1(12)  | 9.5549 × 10^{-2} | 4    | 2.8660 × 10^{-3} | 2.8212 × 10^{-3} | 5(25) | 1.0591 × 10^{-3} |
| 2(32)  | 3.7649 × 10^{-2} | 8    | 1.6169 × 10^{-3} | 5.5406 × 10^{-5} | 6(36) | 1.1128 × 10^{-3} |
| 4(98)  | 1.3624 × 10^{-2} | 16   | 6.2722 × 10^{-3} | 3.3011 × 10^{-6} | 7(49) | 1.0155 × 10^{-5} |
| 8(320) | 4.8439 × 10^{-3} | 32   | 3.6982 × 10^{-3} | 1.6629 × 10^{-6} | 8(64) | 3.0552 × 10^{-5} |
| 16(1152)| 1.7150 × 10^{-3} | 64   | 1.7118 × 10^{-3} | 5.2915 × 10^{-7} | 9(81) | 9.0136 × 10^{-8} |
| 32(4325)| 6.0655 × 10^{-4} | Not available |                 |                 | 10(100) | 8.5282 × 10^{-8} |

These results are obtained using $\xi = 0.5$ and $\gamma = 1$.

Table 7: $L_{\infty}$ and $L_{\text{rms}}$ of Test Problem 3 for different values of $\gamma$ at $M = 10$ and its comparison with HWCM [22] ($M = 32$).

| $\gamma$ | HWCM [22] | $L_{\infty}$ | $L_{\text{rms}}$ | $L_{\infty}$ | $L_{\text{rms}}$ | Proposed method | $L_{\infty}$ | $L_{\text{rms}}$ |
|----------|------------|--------------|-----------------|--------------|-----------------|-----------------|--------------|-----------------|
| -8       | 1.5165 × 10^{-4} | 3.5243 × 10^{-4} | 2.6752 × 10^{-6} | 5.5132 × 10^{-7} |
| -6       | 1.4002 × 10^{-4} | 3.4396 × 10^{-4} | 1.3673 × 10^{-6} | 2.7300 × 10^{-7} |
| -4       | 1.2134 × 10^{-4} | 3.3437 × 10^{-4} | 8.6599 × 10^{-7} | 2.1811 × 10^{-8} |
| -2       | 8.6389 × 10^{-5} | 3.3085 × 10^{-4} | 2.1177 × 10^{-7} | 6.0997 × 10^{-8} |
| 0        | 1.0031 × 10^{-4} | 4.0150 × 10^{-4} | 1.3658 × 10^{-7} | 5.7502 × 10^{-8} |
| 2        | 6.8989 × 10^{-4} | 1.8333 × 10^{-3} | 2.2636 × 10^{-7} | 9.0136 × 10^{-8} |
| 4        | 5.7799 × 10^{-4} | 1.1488 × 10^{-3} | 2.2760 × 10^{-6} | 5.1555 × 10^{-5} |
| 6        | 3.5700 × 10^{-4} | 6.7976 × 10^{-4} | 3.5376 × 10^{-5} | 7.4677 × 10^{-5} |
| 8        | 2.9952 × 10^{-4} | 5.6825 × 10^{-4} | 4.1572 × 10^{-6} | 7.4056 × 10^{-7} |
ranges from 5 to 25. We observe that the solution is not too accurate for low values of $\sigma$. As the value of $\sigma$ increases, the solution becomes more and more accurate. Also, as the value of $M$ increases, the residual norms decreases, which guarantees the convergence of approximate solution for the fractional values of $\sigma$. The $R_{\text{rms}}$ and $R_{\infty}$ for Test problem 1 are shown in Figure 3. From the simulation of fractional values of $\sigma$, we observe that the CPU time and condition number $\kappa$ remain the same as for $\sigma = 2$. These results, for some typical values of $\sigma$, are shown in Figure 4.

![Figure 5](image1)

**Figure 5:** (a) $L_{\infty}$ of Test Problem 2 obtained with the proposed method at different values of $\gamma$ and its comparison with MCTSMQ (black dots). (b) $L_{\text{rms}}$ of Test Problem 2 obtained with the proposed method at different values of $\gamma$ and its comparison with MCTSMQ (blue dots). Here we fix $\xi = 0.5$ and obtain results at different scale levels.
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**Figure 6:** (a) CPU time of Test Problem 2 consumed by the proposed method at different values of $\gamma$ and different scale levels. (b) Condition number of the proposed method at different scale level and different values of $\gamma$, and its comparison with condition number obtained with MCTSMQ (red dots).
Figure 7: (a) $L_\infty$ of Test Problem 3 obtained with the proposed method at different values of $\sigma$ and using different scale levels. (b) $L_{\text{rms}}$ of Test Problem 3 obtained with the proposed method at different values of $\sigma$ and using different scale levels. Here, we fix $\xi = 0.5$ and obtain results at different scale levels.

Figure 8: (a) CPU time of Test Problem 3 obtained with the proposed method at different values of $\sigma$ and using different scale levels. (b) Condition number $\kappa$ of Test Problem 3 obtained with the proposed method at different values of $\sigma$ and using different scale levels. Here, we fix $\xi = 0.5$ and obtain results at different scale levels.
Test Problem 2 is also analyzed, and the same conclusion is made. We fix $\xi = 0.5$ and $\sigma = 2$ and solve Test Problem 2 with the proposed method using different values of $M$. We observe that the proposed method yields a more accurate solution as compared to HWCM, MCTMQ, and MCTSMQ. The error norm $L_{\infty}$ of the proposed method obtained using
M = 9 is 2.26363 × 10^{-7}, while $L_{\text{rms}}$ for HWCM is 5.2168 × 10^{-4}, and for MCTMQ and MCTSMQ, the error norm is found to be 5.8808 × 10^{-3} and 1.1688 × 10^{-6}, respectively. The detailed results of the comparison of $L_{\text{rms}}$ of the proposed method and other methods are displayed in Table 5. One can easily see that the proposed method yields better results than other methods.

Similarly, the error norm $L_{\text{rms}}$ is also compared with HWCM, MCTMQ, and MCTSMQ. The proposed method yields $L_{\text{rms}} = 9.0136 × 10^{-9}$ at $M = 9$, while the value of $L_{\text{rms}}$ obtained with HWCM is 1.7150 × 10^{-3} and that for MCTMQ and MCTSMQ is 1.7118 × 10^{-3} and 5.2915 × 10^{-7}, respectively. It is a clear indication of the superiority of the proposed method over these methods. The detailed results of the comparison of $L_{\text{rms}}$ are displayed in Table 6.

We fixed $\sigma = 2$ and $M = 10$, and simulated the algorithm using different choices of parameter $\gamma$ ranges from −8 to 8. For every value of $\gamma$, we record the value of $L_{\infty}$ and $L_{\text{rms}}$. It is found that maximum values of $L_{\infty}$ and $L_{\text{rms}}$ are 4.1572 × 10^{-6} and 7.4056 × 10^{-7}, which are obtained at $\gamma = 8$. We compared $L_{\infty}$ and $L_{\text{rms}}$ for every value of $\gamma$, with HWCM, and it is observed that for every value of $\gamma$, the proposed method yields a correct solution. A detailed comparison is presented in Table 7. $L_{\infty}$ and $L_{\text{rms}}$ for different values of $\gamma$ of the proposed method are also compared with MCTSMQ. The results are displayed in Figure 5. The CPU time and condition number $\kappa$ of the proposed method for this problem are shown in Figure 6. In the same figure, the condition number is compared with the condition number obtained using MCTSMQ, and it is shown that the proposed method is more stable for the current problem.

Test Problem 3 is analyzed using the proposed method. We simulate the algorithm using different scale levels and record the value of $L_{\infty}$ and $L_{\text{rms}}$ at fractional values of $\sigma$ ranges from 1.5 to 1.9. The results are displayed in Figure 7. It can be easily seen that the error norm decreases with the increase of scale level $M$ and the rate of convergence is approximately the same for all values of $\sigma$. It is also observed that the error norm at low values of $\sigma$ is relatively high as compared to the high value of $\sigma$. The CPU time and condition number $\kappa$ for the fractional values of $\sigma$ are shown in Figure 8. It can be easily noted that the condition number is approximately equal to $10^{17}$. Also, an increase of CPU time with an increase of scale level is observed.

The error norms are also calculated at different values of the parameter $\gamma$ and the fractional value of $\sigma$. We observed that the error norm for this problem is low at a low absolute value of $\gamma$; as the absolute value of $\gamma$ increases, the error norms increases. These results are displayed in Figure 9. However, the CPU time and condition number do not show any considerable change with changing values of $\gamma$. These results are displayed in Figure 10.

7. Conclusion and Future Work

The main advantage of the proposed method is its applicability to the fractional order Poisson equations. The method can easily handle fractional order problems with two-point boundary conditions. The method converts the heat flow phenomena to an algebraic structure, whose condition number is independent of the order of derivative. The proposed method yields a very accurate approximation when applied to fractional order Poisson equations. The comparison of results of the proposed method with some recent methods, such as, HWCM, MCTMQ, and MCTSMQ, shows that the proposed method is more appropriate for integer order problems. One of the significant advantages of this method is the computational cost. The computational time is compared to the other mentioned methods, and it is observed that the proposed method solves the problem in a very short time. By measuring the condition number of the algebraic system, the proposed method shows that the condition number of the structure is very small compared to the other mentioned methods. The proposed method also solves the fractional order partial differential equations with two-point nonlocal boundary conditions. The convergence of the proposed method is shown with test problems. One of the main targets of our plan is to study the convergence and stability of the proposed method. The extension of this method to other applied problems also lies in the domain of our future work.
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