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Abstract This paper presents a hybrid classical-quantum program for density estimation and supervised classification. The program is implemented as a quantum circuit in a high-dimensional quantum computer simulator. We show that the proposed quantum protocols allow to estimate probability density functions and to make predictions in a supervised learning manner. This model can be generalized to find expected values of density matrices in high-dimensional quantum computers. Experiments on various data sets are presented. Results show that the proposed method is a viable strategy to implement supervised classification and density estimation in a high-dimensional quantum computer.
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1 Introduction

Quantum computing has gained a lot of attention in recent years due to its potential to solve complex problems which would take exponential time in classical computers. Most of the research efforts have been focused on constructing quantum computers based on qubits [1]. However, there has been a growing interest in building quantum computers based on qudits, i.e., machines that simulate and operate d-dimensional quantum states, with $d > 2$. Various physical implementations of high-dimensional quantum states have been proposed, such as photonic states integrated in chips [2, 3], photonic modes encoded in the orbital angular momentum (OAM) [4], ion traps [5], ququarts implemented on a quadrupolar nuclear magnetic resonance (NMR) [6], and molecular quantum magnets [7]. Two of the main advantages of high-dimensional quantum computers compared to their qubit-based counterparts are their larger information storage [8], and their higher resilience to noise [9].

One closely related field of quantum computing is quantum machine learning (QML). This field aims to develop novel quantum-inspired machine learning (ML) methods that may run on classical or quantum computers and to implement the existing ML algorithms on quantum computers. For instance, some classical machine learning algorithms like support vector machines and restricted Boltzmann machines can be implemented on qubit-based quantum computers [10, 11], and many of the ML methods have been reformulated in the language of quantum physics like quantum decision trees [12], quantum neural networks [13, 14], and quantum generative adversarial networks [15]. In contrast with QML methods built on qubits, less research has been done on QML based on qudits, i.e., algorithms that run in high-dimensional quantum computers. Some of these methods include protocols with qudits for reinforcement learning [16], and for training quantum neural networks [17, 18, 19].

In addition to the aforementioned methods, Gonzalez et. al. [20], proposed two quantum-inspired machine learning methods, the Density Matrix Kernel Density Estimation (DMKDE), which is a non-parametric density estimation method, and the Density Matrix Kernel Density Classification (DMKDC), a supervised machine learning algorithm based on density matrices and kernel density estimation. In this article, we propose two quantum protocols to implement the prediction phase of the DMKDE and the DMKDC in a high-dimensional quantum computer, the simulations were performed using the high-dimensional quantum simulator QuantumSkynet [21].

This article is organized as follows: In Section 2, we present the background with the descriptions of the DMKDE, the DMKDC, and the quantum simulator QuantumSkynet with some of its quantum gates, in Section 3, we describe the proposed high-dimensional quantum circuits, in Section 4, we show some results of the method on some toy data sets, and finally, we present the conclusions of the work in Section 5.
2 Background

In this section, we present a review of the Density Matrix Kernel Density Estimation (DMKDE), and the Density Matrix Kernel Density Classification (DMKDC) methods proposed by Gonzalez et. al. [20], which are the basis of this article. In addition, we describe the high-dimensional quantum computer simulator, QuantumSkynet, with some qudit-based quantum gates which were applied in this work.

2.1 Density Matrix Kernel Density Estimation (DMKDE)

The Density Matrix Kernel Density Estimation [20] method starts by computing a quantum feature map \( x_i \rightarrow |\psi_i\rangle \) based on random Fourier features (RFF) [22], over a training data set \( X = \{x_i\}_{i=1}^{N} \), where \(|\psi_i\rangle\) is a normalized vector. Then a training density matrix \( \rho \) is constructed as a maximally mixed state of all the \( N \) training samples,

\[
\rho = \frac{1}{N} \sum_{i=1}^{N} |\psi_i\rangle \langle \psi_i|.
\]

To predict the density of a testing sample \( x \rightarrow |\psi\rangle \), the expected value of the sample with the training density matrix is computed,

\[
\langle \psi | \rho | \psi \rangle.
\]

The DMKDE in conjunction with RFF works as a non-parametric density estimator, which can approximate probability density functions.

2.2 Density Matrix Kernel Density Classification (DMKDC)

The DMKDE can be used for classification as in the Density Matrix Kernel Density Classification method (DMKDC) [20]. This algorithm creates a quantum feature map of the training and testing samples \( x_i \rightarrow |\psi_i\rangle \), some possible quantum feature maps are based on RFF, and soft-max encoding, as presented in [23]. Then for each class \( j \in \{0, \cdots, D-1\} \), it computes a training density matrix \( \rho_j \). The relative frequency, also called prior, of the training samples per class is computed, \( \pi_j = N_j/N \), with \( N \) the total number of training data points, and \( N_j \) the number of training samples of class \( j \). The probability \( P_j \) of a testing sample \( x \rightarrow |\psi\rangle \) to belong to class \( j \), would be given by,

\[
P_j = \frac{\pi_j \langle \psi | \rho_j | \psi \rangle}{\sum_{k=0}^{D-1} \pi_k \langle \psi | \rho_k | \psi \rangle}.
\]

These density matrices \( \rho_j \) can be trained as an average mixed state of the training samples of each class (see equation [1]), or by stochastic gradient descent, which looks for the optimal parameters of the spectral decomposition.
of the density matrices, \( \rho_j = U_j \Lambda_j U_j^\dagger \) with the training data points, using a
categorical cross-entropy loss function, see more details in [20].

2.3 QuantumSkynet and high-dimensional quantum gates

QuantumSkynet [21] is a high dimensional quantum computing simulator, that
allows to implement high-dimensional quantum algorithms in a cloud-based
environment. To simulate the quantum circuits related to this project, the
following gates were simulated using QuantumSkynet:

1. The single-qudit gate \( X^m \) (see Fig. 1a), which is a generalized version
   of the qubit-based \( X \) gate for \( d \) dimensions and raised to any \( m \) exponent.
   A particular case of this gate \( X \) is when the exponent \( m \) is equal to \( -1 \) (see
   Fig. 1b).

   \[
   X^m \sum_{k=0}^{d-1} k^{\oplus m} \langle k | \langle k | X^{-1} \sum_{k=0}^{d-1} k \oplus 1 \langle k |
   \]

   (a) \hspace{1cm} (b)

   Fig. 1: a High-dimensional gate \( X^m \). b High-dimensional gate \( X^{-1} \).

In Fig. 1, \( \oplus \) and \( \ominus \) stand for summation and subtraction modulo \( d \), respectively.

The result of applying the \( X^m \) to the canonical basis is \( X^m | i \rangle = | i^m \rangle \).
In particular, \( X^{-1} | i \rangle = | i - 1 \rangle \).

2. The control gate \( CU \) (See Fig. 2). This control gate applies an arbitrary
   unitary matrix \( U \) only when the control qudit takes the value \( | 1 \rangle \).

   \[
   U P_1 \otimes U + \sum_{k \neq 1} P_k \otimes I
   \]

   Fig. 2: High-dimensional control gate \( CU \).

Here, \( P_k \) is considered as the projection operator equals to \( | k \rangle \langle k | \). For an
arbitrary state which results from the tensor product of two qudits, the \( CU \) gate
does the following transformation,

\[
CU( \sum_{i=0}^{d-1} a_i | i \rangle \otimes \sum_{j=0}^{d-1} b_j | j \rangle ) = \sum_{i: i \neq 1} a_i | i \rangle \otimes \sum_{j=0}^{d-1} b_j | j \rangle + a_1 | 1 \rangle \otimes U( \sum_{j=0}^{d-1} b_j | j \rangle ),
\]
with the first qudit as the control and the second qudit as the target.

3. The generalized controlled gate $CU^k$ (See Fig. 3). This gate applies the gate $U^k$ to the target qudit, when the control qudit is in state $|k\rangle$, for each possible state of the canonical basis.

$$\sum_{k=0}^{d-1} P_k \otimes U^k$$

Fig. 3: High-dimensional generalized control gate $CU^k$.

One case of interest is when $U$ is equal to $X^{-1}$. In this case, the gate $C(X^{-1})^k$ does the following transformation to an arbitrary two qudit state,

$$C(X^{-1})^k \left( \sum_{(i,j)} a_{ij} |ij\rangle \right) = \sum_{(i,j)} a_{ij} |i(j - i)\rangle,$$

where the control is the first qudit and the target is the second qudit.

The $CU^k$ gate can be obtained by a series of $CU$ and $X^m$ gates, by the same way as the multiplexer gate [24].
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The implementation of the algorithms DMKDE and DMKDC requires three phases: (i) Quantum State Preparation, (ii) Training Phase, and (iii) Prediction Phase. The first two steps were computed in a classical computer, with the Tensorflow implementations of the algorithms [20], while the prediction phase was simulated in the high dimensional quantum computer simulator QuantumSkynet [21].

The steps of the DMKDE and DMKDC implementations are:

1. Quantum State Preparation: Apply a suitable quantum feature map to the train and test data sets.
2. Training Phase: Construct the matrices $\rho_j$, one for each class, as a mixed state of the training quantum states, see equation \[ \Pi \] compute the priors $\pi_j$ of each class, and, calculate the spectral decomposition of these density matrices $\rho_j = U_j \Lambda_j U_j^\dagger$ (in the DMKDE method there is only one class).
3. Prediction Phase: Apply the proposed quantum circuit to make the prediction on each quantum state of the test data set, see equations \[ \Pi \] \[ \Pi \].
The main contribution of this article is to show a concrete implementation of the prediction phase of DMKDE and DMKDC as quantum circuits that can be run in a high-dimensional quantum computer. Next, we will present the details of these quantum protocols.

3.1 Initial comments of the DMKDE and DMKDC quantum circuits

To implement the prediction phase of DMKDE in a quantum computer with qudits, we should notice that it is equivalent to finding the expected value of a quantum state $|\psi\rangle \in \mathbb{C}^d$ with a training hermitian matrix $\rho$, see equation 2, therefore, we can apply a spectral decomposition of $\rho$,

$$\langle \psi | \rho | \psi \rangle = \langle \psi | U \Lambda U^\dagger | \psi \rangle,$$

(5)

with $A$ a diagonal matrix with $\text{Tr}(A) = 1$, and $U$ a unitary matrix. But, $A = \sum_{i=0}^{d-1} \lambda_i |i\rangle \langle i|$, then,

$$\langle \psi | \rho | \psi \rangle = \langle \psi | U \left( \sum_{i=0}^{d-1} \lambda_i |i\rangle \langle i| \right) U^\dagger | \psi \rangle = \sum_{i=0}^{d-1} \lambda_i \| \langle i | U^\dagger | \psi \rangle \|^2.$$

(6)

This form of the DMKDE can be implemented in a high-dimensional quantum computer.

In addition, it is worth mentioning that the DMKDE quantum circuit starts by assuming we have a suitable quantum feature map of the testing sample $x \rightarrow |\psi\rangle$. The quantum feature map might be based on random Fourier features or soft-max encoding, as presented in [23]. Also, we should have a training density matrix $\rho$ and the resulting matrices of its spectral decomposition $U$ and $A$. In addition, based on the matrix of eigenvalues $A$, we require the unitary transformation $U_\lambda$, which satisfies that $U_\lambda |0\rangle = |\lambda\rangle$, where,
\[ |\lambda \rangle = \sum_{i=0}^{d-1} \sqrt{\lambda_i} |i \rangle . \] (7)

That is the state \( |\lambda \rangle \) is a quantum state which encodes the eigenvalues of the spectral decomposition of \( \rho \).

The same previous arguments can be extended to the DMKDC method, but instead of having only one training density matrix \( \rho \), in the DMKDC we should have a density matrix \( \rho_j \) for each class of the data set.

These previous steps, i.e., the quantum feature map, the calculation of the training density matrices \( \rho_j \), and their spectral decompositions, were done in a classical computer, following the tensorflow implementation of the method [20].

3.2 The DMKDE quantum circuit

The diagram of the DMKDE quantum circuit is presented in figure 5. It requires two qudits each of dimension \( d \). From the classical computer, we obtain the quantum feature map of the input sample \( |\psi \rangle \in \mathbb{C}^d \), the matrix \( U \) of eigenvectors of the spectral decomposition of \( \rho \), and the unitary matrix \( U_\lambda \), which satisfies that, \( U_\lambda |0 \rangle = |\lambda \rangle \), see equation 7.

Fig. 5: DMDKE high-dimensional quantum circuit.

The circuit is initialized with \( |\psi \rangle \) in the first qudit, and \( |0 \rangle \), in the second qudit,

\[ |\psi \rangle \otimes |0 \rangle , \] (8)

being the first qudit the leftmost in the equation 8.

Then, we apply the unitary transformation \( U^\dagger \) to the first qudit and \( U_\lambda \) to the second qudit,

\[ U^\dagger |\psi \rangle \otimes U_\lambda |0 \rangle = U^\dagger |\psi \rangle \otimes \sum_{j=0}^{d-1} \sqrt{\lambda_j} |j \rangle . \] (9)

We can write \( U^\dagger |\psi \rangle = \sum_{i=0}^{d-1} a_i |i \rangle \), where \( \|a_i\|^2 = \| \langle i | U^\dagger |\psi \rangle \|^2 \). Hence, the coefficients \( \|a_i\|^2 \) are the probabilities to measure \( U^\dagger |\psi \rangle \) in the canonical basis. Then we can write,
\[ U^\dagger |\psi\rangle \otimes U_\lambda |0\rangle = \sum_{i=0}^{d-1} a_i |i\rangle \otimes \sum_{j=0}^{d-1} \sqrt{\lambda_j} |j\rangle = \sum_{i=0}^{d-1} a_i \sqrt{\lambda_i} |ii\rangle + \sum_{\{(i,j):i\neq j\}} a_i \sqrt{\lambda_j} |ij\rangle. \]

We can then apply the generalized control gate \( C(X^{-1})^k \) with control the second qudit and target the first qudit. Which based on equation \(4\) results in,

\[ C(X^{-1})^k (U^\dagger |\psi\rangle \otimes U_\lambda |0\rangle) = \sum_{i=0}^{d-1} a_i \sqrt{\lambda_i} |0i\rangle + \sum_{\{(i,j):i\neq j\}} a_i \sqrt{\lambda_j} |(i-j)j\rangle. \tag{10} \]

Finally, by measuring the first qudit the probability of the state |0\rangle is,

\[ P_0 = \sum_{i=0}^{d-1} \|a_i\|^2 \lambda_i = \sum_{i=0}^{d-1} \lambda_i \|\langle i| U^\dagger |\psi\rangle\|^2 = \langle \psi| \rho |\psi\rangle, \tag{11} \]

see equation \(6\).

### 3.3 The DMKDC quantum circuit

The proposed high-dimensional quantum circuit of the DMKDC is presented in figure 6. As mentioned in section 2.2, the DMKDC algorithm requires \(D\) density matrices \(\rho_j\), one for each class, whose spectral decompositions are given by \(\rho_j = U_j \Lambda_j U_j^\dagger\). These training density matrices are computed by equation \(1\) in a classical computer.

Fig. 6: DMKDC high-dimensional quantum circuit.

The method requires three qudits in \(\mathbb{C}^d\), assuming \(d \geq D\). The first qudit encodes each of the \(D\) classification classes, and the relative frequencies of the training data per class \(\pi_j\) (priors). The second qudit serves for two purposes, the input sample to be classified \(x \rightarrow |\psi\rangle\) in \(\mathbb{C}^d\), at which a suitable quantum
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The feature map has been applied in advance, and for the matrices of eigenvectors $U_j$, each class has a unitary matrix of eigenvectors. In addition, the third qudit is responsible for the eigenvalues of each of the trained density matrices, this can be achieved by the rotation matrices $U_{\lambda j}$, which have the property that $U_{\lambda j} |0\rangle = |\lambda_j\rangle = \sum_{i=0}^{d-1} \sqrt{\lambda_{ij}} |i\rangle$, where $\lambda_{ij}$ is the $i$th eigenvalue of the density matrix $\rho_j$.

The circuit is initialized by $|\pi\rangle = \sum_{j=0}^{D-1} \sqrt{\pi_j} |j\rangle$ in the first qudit, by $|\psi\rangle$ in the second qudit, and by $|0\rangle$ in the third qudit,

$$|\pi\rangle \otimes |\psi\rangle \otimes |0\rangle = \left( \sum_{j=0}^{D-1} \sqrt{\pi_j} |j\rangle \right) \otimes |\psi\rangle \otimes |0\rangle ,$$

(12)

Since the first qudit encodes the classes of the algorithm, the circuit works by changing the control class of the $D$ classes with $X^n$ gates and applying control $CU$ gates for the eigenvalues and eigenvectors of each of the classes. Hence, we first apply a $X$ gate to the first qudit, to change the control class from class 1 to class 0, the result is,

$$X(|\pi\rangle) \otimes |\psi\rangle \otimes |0\rangle = \left( \sum_{j=0}^{D-1} \sqrt{\pi_j} |j+1\rangle \right) \otimes |\psi\rangle \otimes |0\rangle .$$

(13)

We then apply the $CU_0^\dagger$ gate with control qudit the first qudit and target the second qudit, and the $CU_{\lambda_0}$ with control qudit the first qubit and target the third qudit, see figure 6,

$$\sqrt{\pi_0} |1\rangle \otimes U_0^\dagger |\psi\rangle \otimes |\lambda_0\rangle + \left( \sum_{j=1}^{D-1} \sqrt{\pi_j} |j+1\rangle \right) \otimes |\psi\rangle \otimes |0\rangle .$$

(14)

To replicate the process for class 1, we change the control class from class 0 to class 1, by applying the gate $X^{-1}$ to the first qudit, the result is,

$$\sqrt{\pi_0} |0\rangle \otimes U_0^\dagger |\psi\rangle \otimes |\lambda_0\rangle + \left( \sum_{j=1}^{D-1} \sqrt{\pi_j} |j\rangle \right) \otimes |\psi\rangle \otimes |0\rangle .$$

(15)

We apply the $CU_1^\dagger$ gate with control qudit the first qudit and target the second qudit, and the $CU_{\lambda_1}$ with control qudit the first qubit and target the third qudit,

$$\sqrt{\pi_0} |0\rangle \otimes U_0^\dagger |\psi\rangle \otimes |\lambda_0\rangle + \sqrt{\pi_1} |1\rangle \otimes U_1^\dagger |\psi\rangle \otimes |\lambda_1\rangle + \left( \sum_{j=2}^{D-1} \sqrt{\pi_j} |j\rangle \right) \otimes |\psi\rangle \otimes |0\rangle .$$

(16)

We then extend the same block of the class 1 to the restating $D-2$ classes, leaving the class $D-1$ as the control class at the end. Hence, we would have that,
$$\sum_{j=0}^{D-1} \left( \sqrt{\pi_j} |j - (D - 2)| \otimes U_j^\dagger |\psi\rangle \otimes |\lambda_j\rangle \right).$$  \hfill (17)

To restore the class \(j\) to the corresponding \(|j\rangle\), we apply the gate \(X^{D-2}\) to the first qudit,

$$\sum_{j=0}^{D-1} \left( \sqrt{\pi_j} |j\rangle \otimes U_j^\dagger |\psi\rangle \otimes |\lambda_j\rangle \right).$$  \hfill (18)

As with the DMKDE, we can write,

$$U_j^\dagger |\psi\rangle \otimes |\lambda_j\rangle = \sum_{l=0}^{d-1} a_{lj} |l\rangle \otimes \sum_{m=0}^{d-1} \sqrt{\lambda_{lj}} |m\rangle$$

$$= \sum_{l=0}^{d-1} a_{lj} \sqrt{\lambda_{lj}} |l\rangle + \sum_{\{l,m\}:l \neq m} a_{lj} \sqrt{\lambda_{lj}} |lm\rangle,$$  \hfill (19)

where \(\|a_{lj}\|^2 = \|\langle l | U_j^\dagger |\psi\rangle\|^2\).

Finally, by the same argument of the DMKDE, we would have that by applying the generalized \(C(X^{-1})^k\) with control qudit the third qudit and target the second qudit, the circuit leads,

$$\sum_{j=0}^{D-1} \left( \sqrt{\pi_j} |j\rangle \otimes \left( \sum_{l=0}^{d-1} a_{lj} \sqrt{\lambda_{lj}} |l\rangle \right) + \sum_{\{l,m\}:l \neq m} a_{lj} \sqrt{\lambda_{lj}} |lm\rangle \right).$$  \hfill (20)

The desired result is achieved by measuring the amplitudes of the first two qudits. We would have that,

$$P_{j0} = \pi_j \sum_{l=0}^{d-1} \lambda_{lj} \left\| \langle l | U_j^\dagger |\psi\rangle \right\|^2 = \pi_j \langle \psi | \rho_j |\psi\rangle,$$  \hfill (21)

see equation 6. The sample \(|\psi\rangle\) will be classified based on,

$$\max_j (\pi_j \langle \psi | \rho_j |\psi\rangle).$$  \hfill (22)

4 Results

We applied the DMKDE and DMKDC circuits to two data sets. We found that the results of the quantum circuits simulated in the high-dimensional quantum simulator QuantumSkyNet mimic the results obtained in the Tensorflow implementation of the DMKDE and DMKDC by Gonzalez et. al. [20].
For the DMKDE method, we used a 1-D synthetic data set, The training data set corresponded to 1000 points sampled from the linear combination of two Gaussian functions, and there were 1000 equally spaced data points for testing as in [20]. In this article, they show that DMKDE in combination with random Fourier features (RFF) can approximate any probability density function (pdf).

Fig. 7: Predictions of the DMKDE quantum circuit with 18-dits of RFF. The DMKDE can approximate probability density functions with high enough RFF.

For the implementation of the DMKDE in the high-dimensional quantum computer simulator, we applied a quantum feature map based on RFF to the raw data with 18 components. Figure 7 shows the results of the predictions of the DMKDE quantum circuit. Even though more RFF components would create a better approximation of the pdf, we were restricted by the maximum number of qudit components allowed by the quantum computer simulator.

Furthermore, we classified two two-dimensional binary data sets of moons and circles to test the DMKDC quantum circuit, see Figure 8. There were 1340 samples for training and 660 for testing in each data set. A quantum feature map based on the softmax encoding [23] was applied to each data set, resulting in quantum features of 9 dimensions. Therefore, the quantum circuit was constructed with qudits of 9 components. In Figure 8 we show the classification boundaries, and the regions with higher probabilities to be classified as either class. We obtained an accuracy of 86.66% on the test data set of moons, and of 83.63% on the test data set of circles. The results of the predictions with the high-dimensional quantum circuit are consistent with the Tensorflow implementation of the DMKDC.

Higher accuracies in the DMKDC quantum circuit would have been obtained, if we had used a quantum feature map based on RFF with a higher number of components, and if we had implemented a quantum circuit learning,
in which the weights of the trained density matrices are learned by methods like back-propagation.

5 Conclusions

In the present article, we showed how to implement in a high-dimensional quantum computer the prediction phase of the quantum-inspired machine learning methods Density Matrix Kernel Density Estimation (DMKDE), and Density Matrix Kernel Density Classification (DMKDC) proposed by González et al. [20]. The DMKDE and DMKDC quantum circuits were simulated in the qudit-based quantum computer simulator QuantumSkynet [21]. The DMKDE quantum protocol can be extended to compute the expected value of a density matrix with qudits.

Much work is to be done on reducing the complexity of the quantum computer simulator to apply the DMKDC method to more realistic machine learning problems like MNIST, and to improve the capability of the DMKDE to approximate probability density functions by increasing the number of random Fourier features. Furthermore, this framework opens up the possibility to implement the DMKDE and DMKDC algorithms with stochastic-gradient descent in which the weights of the trained density matrices are learned by some optimization procedure, improving the performance of the density estimation and classification.
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