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Abstract—This paper establishes that N-player stochastic games with singular controls, either of bounded velocity or of finite variation, can both be approximated by mean field games (MFGs) with singular controls of bounded velocity. More specifically, it shows i) the optimal control to an MFG with singular controls of a bounded velocity $\theta$ is shown to be an $\epsilon_N$-NE to an N-player game with singular controls of the bounded velocity, with $\epsilon_N = O(\frac{1}{\sqrt{N}})$, and (ii) the optimal control to this MFG is an $(\epsilon_N + \epsilon_\theta)$-NE to an N-player game with singular controls of finite variation, where $\epsilon_\theta$ is an error term that depends on $\theta$.

This work generalizes the classical result on approximation N-player games by MFGs, by allowing for discontinuous controls.

I. INTRODUCTION

N-player non-zero-sum stochastic games are notoriously hard to analyze. Recently, the theory of Mean Field Games (MFGs), pioneered by [26] and [23], presents a powerful approach to study stochastic games of a large population with small interactions. (See the lecture notes and books [4], [8], [10], [20], and the references therein for more details on MFGs). The key idea behind MFGs is to avoid directly analyzing the difficult N-player stochastic games, and instead to approximate the dynamics and the objective function via the notion of population’s probability distribution flows, a.k.a., mean information processes. This idea is feasible if an MFG can approximate the corresponding N-player game, under proper criteria. The seminal work of [23] demonstrated that this is indeed the case, and showed that the value function of an N-player game under NE can be approximated by the value function of an associated MFG with an error of order $\frac{1}{\sqrt{N}}$. There are more recent progress on higher order error analysis including the central limit theorem and the large deviation principle for MFGs. For instance, [13] and [12] studied diffusion-based models with common noise via the coupling approach, and [2] and [11] analyzed finite state space models without common noise using master equations. As such, MFGs provide an elegant and analytically feasible framework to approximate N-player stochastic games.

All existing works on approximation of N-player stochastic games by MFGs are established within the framework of regular controls where controls are absolutely continuous. However, most control problems from engineering and economics are not absolutely continu-
ous, or even continuous. A natural question is, will this relation between the MFG and the $N$-player game hold when controls may not be continuous?

The focus of this paper is to establish, within the singular control framework, the approximation of $N$-player stochastic games by their corresponding MFGs.

a) MFGs and stochastic games with singular controls: Compared with regular controls, singular controls provide a more general and natural mathematical framework where both the controls and the state space may be discontinuous. However, it is well documented that analysis for singular controls is much harder than for regular controls. From a PDE perspective, the associated fully nonlinear PDE is coupled with possibly state and time dependent gradient constraints. From a control perspective, the Hamiltonian for singular controls of finite variation diverges [29] and the standard stochastic maximal principle fails; even in the case of bounded velocity, the Hamiltonian is discontinuous. In contrast, the existence of solutions to MFGs relies on the assumption that the Hamiltonian $H(x,p)$ has sufficient regularity, especially with respect to $p$. For instance, [26] assumed that $H$ is of class $C^1$ in $p$, and [6] assumed that $H$ is of class $C^2$ and that the second-order derivative with respect to $p$ is Lipschitz continuous. The exception is [25], which established in a general framework the existence of Markovian equilibrium solutions when controls are continuous but may not be Lipschitz. [18] adopted the notion of relaxed controls for the existence of solution to MFGs with singular controls and established its approximation by MFGs with regular controls.

Nevertheless, the question remains as to whether $N$-player games can be approximated by MFGs, when controls may not be absolutely continuous.

b) Our work: There are two types of singular controls, namely, singular controls of finite variation and singular controls of bounded velocity. This paper establishes that $N$-player stochastic games with singular controls, both of finite variation and of bounded velocity, can be approximated under the NE criterion by MFGs with singular controls of bounded velocity. This result suggests that one may completely circumvent the more difficult MFGs of singular controls of finite variation, when analyzing stochastic games of singular type, and instead focus on singular controls games of bounded velocity.

Indeed, singular controls of bounded velocity share some nice properties with regular controls and are easier to analyze than singular controls of finite variation. This conviction underlines the main idea in our analysis of the relation between MFGs and the associated $N$-player stochastic games. The analysis starts with two basic components. First is the relationship between the underlying singular control problems, bounded velocity vs finite variation. Theorem 1 shows that under proper assumptions, the value function of the former converges to that of the latter. Second is on the existence, the uniqueness, and the regularity for the solution to the MFG with singular controls of bounded velocity, established in Theorem 2. These two ingredients lead to the main theorem on approximation of MFGs to the corresponding $N$-player games. Specifically, (i) given a bounded velocity $\theta$, the optimal control to the MFG with singular controls of bounded velocity is an $\epsilon_N$-NE to an $N$-player game with singular controls of bounded velocity with $\epsilon_N = O(\frac{1}{\sqrt{N}})$, and (ii) the optimal control to the MFG is an $(\epsilon_N + \epsilon_\theta)$-NE to an $N$-player game with singular controls of finite variation, where $\epsilon_\theta$ is an error term that depends on $\theta$.

c) Other related work: There are earlier works relating singular controls with bounded velocity and with finite variation. For instance, exploiting this relation enables [28] to establish the existence of the optimal singular control of finite variation for a controlled Brow-
nian motion. This relation is also analyzed in [22] for a monotone follower type of singular controls. None of these works is in a game setting. Moreover, to establish the relation between MFGs and $N$-player games in a singular control framework, one needs more explicit construction for the optimal control policies.

Recently, [3] proposed a Markov chain based approximation approach for numerically solving MFGs with reflecting barriers and showed its convergence. More recently, [14] showed that, under the notion of weak (distributional) NE, $N$-player stochastic games with singular controls of finite variation can be approximated by that of bounded velocity, if the set of NEs for the latter is relatively compact under an appropriate topology. The focus and approach of these works are different from ours.

Finally, the existence of Markovian NE solution for MFGs in Theorem 2 was established in [25] in a more general class of MFGs. His approach is sophisticated and consists of two main steps. The first step is the existence of a weak solution under the convexity assumption, and the second step is to go through a measurable selection argument to show that this weak solution is in fact the desirable one. Our approach is to directly construct the Markov NE using the fixed point approach, based on the special structure of the game. This yields more explicit solution structure with additional regularity properties, which are necessary for the subsequent analysis to connect MFGs and the associated $N$-player games.

II. Problem formulations and main results

We start with $(\Omega, \mathcal{F}, \mathbb{P} = (\mathcal{F}_t)_{0 \leq t \leq \infty}, P)$ a probability space in which $W^i = \{W^i_t\}_{0 \leq t \leq \infty}$ are i.i.d. standard Brownian motion with $i = 1, \ldots, N < \infty$. Let $\mathcal{P}(\mathbb{R})$ be the set of all probability measures on $\mathbb{R}$, and $\mathcal{P}_p(\mathbb{R})$ be the set of all probability measures of $p$th order on $\mathbb{R}$. That is

$$\mathcal{P}_p(\mathbb{R}) = \left\{ \mu \in \mathcal{P}(\mathbb{R}) \mid \left( \int_{\mathbb{R}} |x|^p \mu(dx) \right)^{\frac{1}{p}} < \infty \right\}.$$  

To define the flow of probability measures $\{\mu_t\}_{t \geq 0}$, let us recall the $p$th order Wasserstein metric on $\mathcal{P}_p(\mathbb{R})$ defined as

$$D^p(\mu, \mu') = \inf_{\bar{\mu} \in \Gamma(\mu, \mu')} \left( \int_{\mathbb{R} \times \mathbb{R}} |y - y'|^p \bar{\mu}(dy, dy') \right)^{\frac{1}{p}},$$

where $\Gamma(\mu, \mu')$ is the set of all coupling of $\mu$ and $\mu'$. Denote $C([0, T], \mathcal{P}_2(\mathbb{R}))$ for all continuous mappings from $[0, T]$ to $\mathcal{P}_2(\mathbb{R})$. Then $\mathcal{M}_{[0, T]} \subset C([0, T], \mathcal{P}_2(\mathbb{R}))$ is a class of flows of probability measures such that there exists a positive constant $c$ so that

$$\mathcal{M}_{[0, T]} = \left\{ \{\mu_t\}_{0 \leq t \leq T} \left| \sup_{s \neq t} \frac{D^1(\mu_s, \mu_t)}{|t - s|^{\frac{1}{2}}} \leq c, \sup_{t \in [0, T]} \int \left| x \right|^2 \mu_t(dx) \leq c \right\}.$$  

Throughout, we will use $\text{Lip}(\psi)$ as a Lipschitz coefficient of $\psi$ for any given Lipschitz function $\psi$. That is, $|\psi(x) - \psi(y)| \leq \text{Lip}(\psi)|x - y|$ for any $x, y \in \mathbb{R}$, we will use

$$\mathcal{L}\psi(x) = b(x)\partial_x\psi(x) + \frac{1}{2}\sigma^2(x)\partial_{xx}\psi(x),$$

for the infinitesimal generator for any stochastic process

$$dx_t = b(x_t)dt + \sigma(x_t)dW_t,$$

and any $\psi(x) \in C^2$. And we say that a function $f$ is of a polynomial growth if $|f(x)| \leq c(|x|^k + 1)$ for some constants $c$ and $k$, for all $x$.

A. Problems of $N$-player stochastic games

a) $N$-player game with singular controls of finite variation: Fix a time $T < \infty$ and suppose that there are $N$ identical players in the game. Denote $\{x^i_t\}_{s \leq t \leq \infty}$ as the state process in $\mathbb{R}$ for player $i$ ($i = 1, \ldots, N$), with
subject to
\[
\sum_{j=1}^{N} b_0(x^j_i, x^j_i) dt + \sigma dW^j_i + \dot{\xi}^j_i dt - \dot{\xi}^j_i dt, \quad x^j_s = x^j_i.
\]

Here the admissible set is given by
\[
\mathcal{U}^N_0 = \\left\{ (\xi^+, \xi^-) \mid (\xi^+, \xi^-) \in \mathcal{U}^N, \xi^+_i \in [0, \theta], \forall t \in [s, T] \right\}. 
\]

There are several criteria to analyze stochastic games. Two standard ones are the pareto optimality and the Nash equilibrium (NE). In this paper we will focus on NE. Depending on the problem setting and in particular the admissible controls, there are several forms of NEs, including the open loop NE, the closed loop NE, and the closed loop in feedback form NE (a.k.a., the Markovian NE). Throughout the paper, we will consider the Markovian NE, meaning that the controls are deterministic functions of time $t$, current state $x_t$, and a fixed measure $\mu_t$. More precisely,

**Definition 1** (Markovian $\epsilon$-Nash equilibrium to (N-FV)).

A Markovian control $(\xi^{s+i}, \xi^{s-i}) \in \mathcal{U}^N_0$ for $i = 1, \ldots, N$ is a Markovian $\epsilon$-Nash equilibrium to (N-FV) if for any $i \in \{1, \ldots, N\}$, any $(s, x) \in [0, T] \times \mathbb{R}$ and any Markovian $(\xi^+, \xi^-) \in \mathcal{U}^N,
\[
E_{x^s_{-\theta}} \left[ J^{s+i} N (s, x^s_{-\theta}, \xi^+, \xi^-; \xi^{s-i}) \right] - \epsilon. 
\]

**Definition 2** (Markovian $\epsilon$-Nash equilibrium to (N-BD)).

A Markovian control $(\xi^{s+i}, \xi^{s-i}) \in \mathcal{U}^N_0$ for $i = 1, \ldots, N$ is a Markovian $\epsilon$-Nash equilibrium to (N-BD) if for any $i \in \{1, \ldots, N\}$, any $(s, x) \in [0, T] \times \mathbb{R}$ and any Markovian $(\xi^+, \xi^-) \in \mathcal{U}^N_0,
\[
E_{x^s_{-\theta}} \left[ J^{s+i} N (s, x^s_{-\theta}, \xi^+, \xi^-; \xi^{s-i}) \right] - \epsilon.
\]

We will show that both game (N-BD) and game (N-FV) can be approximated by MFGs with singular controls of bounded velocity, as introduced below.
c) MFGs with singular controls of bounded velocity. Assume that all $N$ players are identical. That is, for each time $t \in [0, T]$, all $x^*_t$ have the same probability distribution. Define $\mu_t = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \delta_{x^*_i}$ as a limit of the empirical distributions of $x^*_t$. Then, according to Strong Law of Large Numbers (SLLN), as $N \to \infty$,

\[
\frac{1}{N} \sum_{j=1}^{N} b_0(x_t, x^*_t) \to \int_{\mathbb{R}} b_0(x_t, y) \mu_t(dy) = b(x_t, \mu_t),
\]

subject to appropriate technical conditions. Here $b, f : \mathbb{R} \times \mathcal{P}_1(\mathbb{R}) \to \mathbb{R}$ are functions satisfying assumptions to be specified later. That is, instead of game (N-BD), one can solve for a pair of control \{\xi^*_t\}$_{t \in [0, T]}$ = \{((\xi^*_t)^+, (\xi^*_t)^-)\}$_{t \in [0, T]}$ with the mean information \{\mu^*_t\}$_{t \in [0, T]}$ such that

1) Under \{\mu^*_t\}$_{t \in [0, T]}$, \{(\xi^*_t)^+, (\xi^*_t)^-\}$_{t \in [0, T]}$ is an optimal strategy for

\[
\nu_\theta(s, x | \{\mu^*_t\}) := \inf_{(\xi^+, \xi^-) \in \mathcal{U}_\theta} J_\theta(s, x, \xi^+, \xi^- | \{\mu^*_t\}) := \inf_{(\xi^+, \xi^-) \in \mathcal{U}_\theta} \mathbb{E}_{\mu^*_T} \left[ \int_s^T \left( f(x_t, \mu_t) + \gamma_1 \dot{\xi}^+_t + \gamma_2 \dot{\xi}^-_t \right) dt | x_s = x \right],
\]

subject to

\[
dx_t = \left( b(x_t, \mu^*_t) + \dot{\xi}^+_t - \dot{\xi}^-_t \right) dt + \sigma dW_t, 
\]

where

\[
\mathcal{U}_\theta = \left\{ (\xi^+, \xi^-) | (\xi^+_\theta, \xi^-_\theta) \text{ are } \mathcal{F}^{(x_t-)}_t\text{-adapted, càdlàg, nondecreasing, } \xi^+_\theta = 0, \dot{\xi}^+_\theta, \dot{\xi}^-_\theta \in [0, \theta], \mathbb{E} \left[ \int_s^T d\xi^+_t \right] < \infty, \forall t \in [s, T] \right\},
\]

with \{\mathcal{F}^{(x_t-)}_t\}$_{s \leq t \leq T}$ the filtration of \{(x_t-)\}$_{s \leq t \leq T}$.

When $\theta \to \infty$, we simply write $\mathcal{U}$ instead of $\mathcal{U}_\infty$ for notational simplicity.

2) $\mu^*_t$ is the probability distribution of $x^*_t$ which is given by

\[
dx^*_t = \left( b(x^*_t, \mu^*_t) + \dot{\xi}^+_t - \dot{\xi}^-_t \right) dt + \sigma dW_t,
\]

$s \leq t \leq T, \ x^*_s \sim \mu^*_s$.

Such a pair $(\xi^*_+, \xi^*_-)$ $\in \mathcal{U}_\theta$ and \{\mu^*_t\} $\in \mathcal{M}_{[0, T]}$ constitute a solution of (MFG-BD).

**Remark 1.** Note here the game value $\nu_\theta(s, x | \{\mu^*_t\}) = \inf_{(\xi^+, \xi^-) \in \mathcal{U}_\theta} J_\theta(s, x, \xi^+, \xi^- | \{\mu^*_t\})$ with $x^*_s = x$ being a sample from $\mu^*_s$. An alternative definition of the game is to solve $\nu_\theta(s, \mu^*_s)$ with $\nu_\theta(s, \mu^*_s) = \mathbb{E}_{\mu^*_T} \left[ \nu_\theta(s, x_s) \right]$. This game value can be easily recovered from $\nu_\theta(s, x)$. (See also [21] and [24, Section 2.2.2] for a similar set up.)

For ease of exposition, we will use the following notion of control function, for a fixed $\mu$.

**Definition 3** (Control function). A control of bounded velocity $\xi_t$ is called Markovian if $d\xi_t = \dot{\xi}_t dt = \varphi(t, x_t | \{\mu_t\}) dt$ for some function $\varphi : [0, T] \times \mathbb{R} \to \mathbb{R}$. $\varphi(t, x_t | \{\mu_t\})$ is called the control function for the fixed $\{\mu_t\}$. A control of a finite variation $\xi_t$ is called Markovian if $d\xi_t = d\varphi(t, x_t | \{\mu_t\})$ for some function $\varphi$. $\varphi$ is called the control function for the fixed $\{\mu_t\}$.

**B. Main results**

1) **Technical Assumptions.** The main results are derived based on the following assumptions. Unless specified otherwise, $c$ denotes some constant whose value may vary under different contexts.

(A1). There exists some constant $c$ such that $|b_0(x, y)| \leq c$, and $b_0(x, y)$ and $f_0(x, y)$ are Lipschitz continuous in both $x$ and $y$ in the sense that $|b_0(x_1, y_1) - b_0(x_2, y_2)| \leq \text{Lip}(b_0)(|x_1 - x_2| + |y_1 - y_2|)$ and $|f_0(x_1, y_1) - f_0(x_2, y_2)| \leq \text{Lip}(f_0)(|x_1 - x_2| + |y_1 - y_2|)$ for some $\text{Lip}(b_0), \text{Lip}(f_0) > 0$. In addition, $|b(x, \mu)| \leq c$, and $b(x, \mu)$ and $f(x, \mu)$ are Lipschitz.
continous in $x$ and $\mu$ in the sense that $|b(x_1, \mu_1) - b(x_2, \mu_2)| \leq Lip(b)(|x_1 - x_2| + D^1(\mu_1, \mu_2))$ and $|f(x_1, \mu_1) - f(x_2, \mu_2)| \leq Lip(f)(|x_1 - x_2| + D^1(\mu_1, \mu_2))$, for some $Lip(b)$, $Lip(f) > 0$.

(A2). $f(x, \mu)$ has a first-order derivative in $x$ with $f(x, \mu)$ and $\partial_x f(x, \mu)$ satisfying the polynomial growth condition. Moreover, for any fixed $\mu \in P_2(\mathbb{R})$, $f(x, \mu)$ is convex and nonlinear in $x$. Moreover, there exists some constant $c$ satisfying $|f(x, \mu)| \leq c(1 + |x|^2 + \int_{\mathbb{R}} |y|^2 \mu(dy))$ for any $x \in \mathbb{R}, \mu \in P_2(\mathbb{R})$. Note that this assumption is well-posed: by definition of $\mathcal{M}_{[0,T]}$, $\mu \in P_2$.

(A3). $b(x, \mu)$ has first- and second-order derivatives with respect to $x$ with uniformly continuous and bounded derivatives in $x$.

(A4). $-\gamma_1 < \gamma_2$. This ensures the finiteness of the value function. Indeed, take game (N-FV) with $-\gamma_1 > \gamma_2$. Then, letting $dt^i = dt^i - M$ and $M \to \infty$, we will have $J^{i,N} \to -\infty$.

(A5). (Monotonicity of the cost function) Either

(i). $\int_{\mathbb{R}} (f(x, \mu_1) - f(x, \mu_2))(\mu_1 - \mu_2)(dx) \geq 0,$

for any $\mu_1, \mu_2 \in P_2(\mathbb{R})$, and $H(x, p) = \inf_{\xi^+ \in [0,\theta]} \{(\xi^+ - \xi^-)p + \gamma_1 \xi^+ + \gamma_2 \xi^-\}$ satisfies the following condition for any $x, p, q \in \mathbb{R}$

if $H(x, p + q) - H(x, p) - \partial_p H(x, p)q = 0,$

then $\partial_p H(x, p + q) = \partial_p H(x, p)$, or

(ii). $\int_{\mathbb{R}} (f(x, \mu_1) - f(x, \mu_2))(\mu_1 - \mu_2)(dx) > 0,$

for any $\mu_1 \neq \mu_2 \in P_2(\mathbb{R})$.

As in [26], Assumption (A5) is critical to ensure the uniqueness for the solution of (MFG-BD), as will be clear from the proof of Proposition 5 for the uniqueness of the fixed point.

(Rationality of players) For any control function $\varphi$, any $t \in [0, T]$, any fixed $\{\mu_t\}$, and any $x, y \in \mathbb{R},

$(x - y)(\varphi(t, x|\{\mu_t\}) - \varphi(t, y|\{\mu_t\})) \leq 0.$

Intuitively, this assumption says that the better off the state of an individual player, the less likely the player exercises controls, in order to minimize her cost. This assumption first appeared in [15] in the analysis of BSDEs.

Main Theorem. Assume (A1)–(A6). Then,

a). For any fixed $\theta$, the optimal control to (MFG-BD) is an $\epsilon_N$-NE to (N-BD), given that the distribution of $x_{s,\theta}$ at any given initial time $s \in [0, T]$ among $N$ players are permutation invariant. Here $\epsilon_N = O\left(\frac{1}{\sqrt{N}}\right)$;

b). The optimal control to (MFG-BD) is an $(\epsilon_N + \epsilon_\theta)$-NE to (N-FV), given that the distribution of $x_{s}^N$ at any given initial time $s \in [0, T]$ among $N$ players are permutation invariant. Here $\epsilon_N = O\left(\frac{1}{\sqrt{N}}\right)$, and $\epsilon_\theta \to 0$ as $\theta \to \infty$.

### III. DERIVATION OF THE MAIN THEOREM

The relationship between the stochastic games (N-FV), (N-BD), and (MFG-BD) is built in three steps. The first step concerns the analysis of the associated stochastic control problem for (MFG-BD).

#### A. Control problems

To start, we introduce the underlying stochastic control problems.

1) Control Problem of Bounded Velocity: Let $\{\mu_t\} \in \mathcal{M}_{[0,T]}$ be a fixed exogenous flow of probability measures, and consider the following control problem,

$v_\theta(s, x|\{\mu_t\}) \triangleq \inf_{(\xi^+, \xi^-) \in U_\theta} J_\theta(s, x, \xi^+, \xi^-|\{\mu_t\})$

$= \inf_{(\xi^+, \xi^-) \in U_\theta} \mathbb{E} \left[ \int_s^T \left( f(x_t, \mu_t) + \gamma_1 \xi^+_t + \gamma_2 \xi^-_t \right) dt \right]$

(Control-BD)
subject to \( dx_t = b(x_t, \mu_t)dt + \sigma dW_t, x_s = x. \)

If controls are of finite variation, that is, \( \theta = \infty \), then we have

2) Control Problem of Finite Variation:

\[
\inf_{(\xi^+, \xi^-) \in U} \mathbb{E} \left[ \int_s^T f(x_t, \mu_t)dt + \gamma_1 d\xi^+_t + \gamma_2 d\xi^-_t \right]
\]  
(Control-FV)

subject to

\[
dx_t = b(x_t, \mu_t)dt + \sigma dW_t + d\xi^+_t - d\xi^-_t, \quad x_s = x.
\]

Note that problem (Control-BD) is a classical stochastic control problem. The associated HJB equation with the terminal condition \( v_\theta(T, x; \{\mu_t\}) = 0 \) is given by

\[
-\partial_t v_\theta = \inf_{\xi^+, \xi^- \in [0, \theta]} \left\{ \left( b(x, \mu) + (\dot{\xi}^+ - \dot{\xi}^-) \right) \partial_x v_\theta 
+ \left( f(x, \mu) + \gamma_1 \dot{\xi}^+ + \gamma_2 \dot{\xi}^- \right) \right\} + \frac{\sigma^2}{2} \partial^2_x v_\theta 
= \min \left\{ \left( \partial_x v_\theta + \gamma_1 \right) \theta, \left( -\partial_x v_\theta + \gamma_2 \right) \theta, 0 \right\} 
+ b(x, \mu) \partial_x v_\theta + f(x, \mu) + \frac{\sigma^2}{2} \partial^2_x v_\theta. 
\]  
(4)

**Proposition 1.** Assume (A1)–(A4). The HJB Eqn. (4) has a unique solution \( v \in C^{1,2}([0, T] \times \mathbb{R}) \) with a polynomial growth. Furthermore, this solution is the value function to problem (Control-BD), and the corresponding optimal control function is

\[
\varphi_\theta(t, x; \{\mu_t\}) = \begin{cases} 
\theta, & \partial_x v_\theta(t, x; \{\mu_t\}) \leq -\gamma_1, \\
0, & -\gamma_1 < \partial_x v_\theta(t, x; \{\mu_t\}) < \gamma_2, \\
-\theta, & \gamma_2 \leq \partial_x v_\theta(t, x; \{\mu_t\}). 
\end{cases} 
\]  
(5)

Moreover, the optimal control function \( \varphi_\theta(t, x; \{\mu_t\}) \) is unique and so is the optimally controlled state process \( x_{t, \theta} \) with

\[
dx_{t, \theta} = \left( b(x_{t, \theta}, \mu_t) + \varphi_\theta(t, x_{t, \theta}; \{\mu_t\}) \right) dt + \sigma dW_t, \quad x_{s, \theta} = x.
\]

**Proof.** By [17, Theorem 6.2, Chapter VI], the HJB Eqn. (4) has a unique solution \( w \) in \( C^{1,2}([0, T] \times \mathbb{R}) \) with a polynomial growth. Standard verification argument will show that it is the value function to problem (Control-BD). Moreover, the optimal control function is

\[
\varphi_\theta(t, x; \{\mu_t\}) = \begin{cases} 
\theta, & \partial_x v_\theta(t, x; \{\mu_t\}) \leq -\gamma_1, \\
0, & -\gamma_1 < \partial_x v_\theta(t, x; \{\mu_t\}) < \gamma_2, \\
-\theta, & \gamma_2 \leq \partial_x v_\theta(t, x; \{\mu_t\}). 
\end{cases} 
\]

Now, by Proposition 1, there exists a unique value function \( v_\theta(t, x; \{\mu_t\}) \) to problem (Control-BD). Furthermore, by (5), the optimal control function \( \varphi_\theta(t, x; \{\mu_t\}) \) is uniquely determined. Let us prove that the optimally controlled state process \( x_{t, \theta} \) exists and is unique.

For any given fixed \( x_{t, \theta}^n \), consider a mapping \( \Phi \) such that \( \Phi(x_{t, \theta}^n) = x_{t, \theta}^{n+1} \) where \( x_{t, \theta}^{n+1} \) is a solution to the following SDE:

\[
dx_{t, \theta}^{n+1} = \left( b(x_{t, \theta}^n, \mu_t) + \varphi_\theta(t, x_{t, \theta}^{n+1}; \{\mu_t\}) \right) dt + \sigma dW_t, \quad x_{s, \theta} = x.
\]  
(6)

By [33], for any given \( x_{t, \theta}^n \), the SDE (6) has a unique solution \( x_{t, \theta}^{n+1} \), so the mapping \( \Phi \) is well defined. Then, for any \( n \in \mathbb{N} \),

\[
d(x_{t, \theta}^{n+1} - x_{t, \theta}^n)^2 = \left( b(x_{t, \theta}^n, \mu_t) - b(x_{t, \theta}^{n+1}, \mu_t) + \varphi_\theta(t, x_{t, \theta}^{n+1}; \{\mu_t\}) - \varphi_\theta(t, x_{t, \theta}^{n+2}; \{\mu_t\}) \right) dt.
\]

Because \( \varphi_\theta(t, x; \{\mu_t\}) \) is nonincreasing in \( x \),

\[
\begin{align*}
&d(x_{t, \theta}^{n+1} - x_{t, \theta}^{n+2})^2 \\
&= 2(x_{t, \theta}^{n+1} - x_{t, \theta}^n) \left( b(x_{t, \theta}^n, \mu_t) - b(x_{t, \theta}^{n+1}, \mu_t) \\
&+ \varphi_\theta(t, x_{t, \theta}^{n+1}; \{\mu_t\}) - \varphi_\theta(t, x_{t, \theta}^{n+2}; \{\mu_t\}) \right) dt \\
&\leq 2Lip(b)(x_{t, \theta}^{n+1} - x_{t, \theta}^n)^2 \|x_{t, \theta}^n - x_{t, \theta}^{n+1}\|dt \\
&\leq Lip(b)(x_{t, \theta}^{n+1} - x_{t, \theta}^{n+2})^2 + |x_{t, \theta}^n - x_{t, \theta}^{n+1}|^2 dt.
\end{align*}
\]

By Gronwall’s inequality, for any \( t \in [0, T] \),

\[
|x_{t, \theta}^{n+1} - x_{t, \theta}^{n+2}|^2 \\
\leq Lip(b) \exp \left( Lip(b) t \right) \int_0^t |x_{s, \theta}^n - x_{s, \theta}^{n+1}|^2 ds.
\]
\[
\frac{\left(\text{Lip}(b)t\right)^n}{n!} \exp\left(n\text{Lip}(b)t\right) |x_{t,\theta}^1 - x_{t,\theta}^2|^2.
\]
As \(n \to \infty\), \(\Phi\) is a contraction mapping, and the SDE (6) has a unique fixed point solution. Therefore, there exists a unique optimally controlled state process \(x_{t,\theta}\) to problem (Control-BD). Furthermore, the optimal Markovian control \((\xi_{\theta}^+, \xi_{\theta}^-)\) to (Control-BD) also uniquely exists.

Next, we establish the regularity of the value function to problem (Control-BD).

**Proposition 2.** Assume (A1)–(A4). For any fixed \(t \in [0,T]\), the value function \(v_\theta(t, x; \{\mu_t\})\) for problem (Control-BD) is strictly convex in \(x\).

**Proof.** Fix any \(x_1, x_2 \in \mathbb{R}\) and any \(\lambda \in [0,1]\). For any \((\xi_{1,\theta}^+, \xi_{1,\theta}^-) \in U_\theta\) and \((\xi_{2,\theta}^+, \xi_{2,\theta}^-) \in U_\theta\), by the convexity of \(f\),

\[
\begin{align*}
\lambda J_\theta(s, x_1, \xi_{1,\theta}^+, \xi_{1,\theta}^-; \{\mu_t\}) &+ (1 - \lambda)J_T,\theta(s, x_2, \xi_{2,\theta}^+, \xi_{2,\theta}^-; \{\mu_t\}) \\
\geq & J_\theta\left(s, \lambda x_1 + (1 - \lambda)x_2, \lambda \xi_{1,\theta}^+ + (1 - \lambda)\xi_{2,\theta}^+, \lambda \xi_{1,\theta}^- + (1 - \lambda)\xi_{2,\theta}^-; \{\mu_t\}\right) \\
&\geq v_\theta(s, \lambda x_1 + (1 - \lambda)x_2; \{\mu_t\}).
\end{align*}
\]
Since this holds for any \((\xi_{1,\theta}^+, \xi_{1,\theta}^-) \in U_\theta\) and \((\xi_{2,\theta}^+, \xi_{2,\theta}^-) \in U_\theta\),

\[
\begin{align*}
\lambda v_\theta(s, x_1; \{\mu_t\}) + (1 - \lambda)J_\theta(s, x_2, \xi_{2,\theta}^+, \xi_{2,\theta}^-; \{\mu_t\}) \\
\geq & v_\theta(s, \lambda x_1 + (1 - \lambda)x_2; \{\mu_t\}) \\
&\geq v_\theta(s, \lambda x_1 + (1 - \lambda)x_2; \{\mu_t\}).
\end{align*}
\]
Hence, \(v_\theta(s, x; \{\mu_t\})\) is convex in \(x\). By Proposition 1, \(v_\theta(s, x; \{\mu_t\})\) is a \(C^{1,2}(0, T)\times \mathbb{R}\) solution to the equation

\[
-\partial_t v_\theta = \min\left\{ \left(\partial_x v_\theta + \gamma_1\right)\theta, \left(-\partial_x v_\theta + \gamma_2\right)\theta, 0 \right\} + b(x, \mu)a(v_\theta) + f(x, \mu) + \frac{\sigma^2}{2} \partial_{xx} v_\theta.
\]

Since \(f(x, \mu)\) is not linear in \(x\), the solution to this equation is also nonlinear in \(x\). Hence, \(v_\theta(s, x; \{\mu_t\})\) is strictly convex.

With this convexity, we have

**Theorem 1.** Assume (A1)–(A4). Then for any \((s, x) \in [0, T]\times \mathbb{R}\), as \(\theta \to \infty\), the value function \(v_\theta(s, x; \{\mu_t\})\) of (Control-BD) converges to the value function \(v(s, x; \{\mu_t\})\) of (Control-FV). Moreover, there exists an optimal control of a feedback form for (Control-FV).

**Proof.** Fix \(\{\mu_t\} \in \mathcal{M}_{[0,T]}\). For any \((\zeta_{\theta}^+, \zeta_{\theta}^-) \in \mathcal{U}\), since each path of a finite variation process is almost everywhere differentiable, there exists a sequence of bounded velocity functions which converges to the path as \(\theta \to \infty\). Hence, there exists a sequence \(\{(\zeta_{\theta}^+, \zeta_{\theta}^-)\}_{\theta \in [0, \infty)}\) such that \((\zeta_{\theta}^+, \zeta_{\theta}^-) \in U_\theta\) and \(E \int_0^T |\zeta_{\theta}^+ dt - d\zeta_{\theta}^+| \to 0, E \int_0^T |\zeta_{\theta}^- dt - d\zeta_{\theta}^-| \to 0\) as \(\theta \to \infty\).

Define \(\epsilon_\theta\) as

\[
\epsilon_\theta = O\left(E \int_0^T |\zeta_{\theta}^+ dt - d\zeta_{\theta}^+| + E \int_0^T |\zeta_{\theta}^- dt - d\zeta_{\theta}^-|\right),
\]
and \(\epsilon_\theta \to 0\) as \(\theta \to \infty\).

Denote

\[
d\hat{x}_{t,\theta} = (b(\hat{x}_{t,\theta}, \mu_t) + \hat{\zeta}_{t,\theta}^+ - \hat{\zeta}_{t,\theta}^-)dt + \sigma dW_t, \quad \hat{x}_{s,\theta} = x, \quad \hat{d}\hat{x}_t = b(\hat{x}_t, \mu_t)dt + \sigma dW_t + d\zeta_{t}^+ - d\zeta_{t}^-, \quad \hat{\hat{x}}_{s,-} = x.
\]

Then, for any \(\tau \in [s, T]\),

\[
|\hat{x}_{\tau,\theta} - \hat{x}_{\tau}| \leq \int_s^T \text{Lip}(b)|\hat{x}_{t,\theta} - \hat{x}_{t}|dt + \int_s^T |\hat{\zeta}_{t,\theta}^+ dt - d\zeta_{t}^+| + \int_s^T |\hat{\zeta}_{t,\theta}^- dt - d\zeta_{t}^-|.
\]

By Gronwall’s inequality,

\[
E|\hat{x}_{\tau,\theta} - \hat{x}_{\tau}| \leq O\left(E \int_0^T |\zeta_{\theta}^+ dt - d\zeta_{\theta}^+| + E \int_0^T |\zeta_{\theta}^- dt - d\zeta_{\theta}^-|\right).
\]

Consequently,

\[
|J(s, x, \zeta_{\theta}^+, \zeta_{\theta}^-; \{\mu_t\}) - J_\theta(s, x, \zeta_{\theta}^+, \zeta_{\theta}^-; \{\mu_t\})|.
\]
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Theorem 4.1.1] to show the existence of a fixed point. We will use the Schauder fixed point theorem [30, \( \Gamma \)] exists uniquely with Consequently, we can define \( \mu_{\text{opt}} \) optimally controlled process \( x(t) \) of probability measures of the optimal control function proceeds as follows. First, from Proposition 1 we see with a polynomial growth. Now a similar argument as in Corollary (4.11) \( [\theta, \tau] \) \( \phi \), \( v \), \( M \), \( \psi \). Moreover, by Proposition 1 the \( \mu_n \) of the game (MFG-BD) is in \( C^{1,2}([0,T] \times \mathbb{R}) \) with a polynomial growth.

The proof of the existence of the MFG solution proceeds as follows. First, from Proposition 1 we see that for any given fixed \( \{\mu_t\} \) there exists a unique optimal control function as \( \phi(t,x;\{\mu_t\}) \). Now, one can define a mapping \( \Gamma_{\phi} \) as \( \Gamma_{\phi}(t,x;\{\mu_t\}) = \left( \phi(t,x;\{\mu_t\}), \{\mu_t\} \right) \). Moreover, by Proposition 1 the optimally controlled process \( x_{t,\theta} \) under the fixed \( \{\mu_t\} \) exists uniquely with \( x_{0,\theta} = x_t \),
\[
dx_{t,\theta} = \left( b(x_{t,\theta},\mu_t) + \phi_{\theta}(t,x_{t,\theta};\{\mu_t\}) \right) dt + \sigma dW_t.
\]
Consequently, we can define \( \Gamma_2 \) so that
\[
\Gamma_2 \left( \phi_{\theta}(t,x;\{\mu_t\}), \{\mu_t\} \right) = \tilde{\mu}_t \text{, where } \tilde{\mu}_t \text{ is the probability measure of } x_{t,\theta} \text{ for each } t \in [0,T].\)
Now, define a mapping \( \Gamma \) as \( \Gamma(\{\mu_t\}) = \Gamma_2 \circ \Gamma_1(\{\mu_t\}) = \{\tilde{\mu}_t\} \).
We will use the Schauder fixed point theorem [30, Theorem 4.1.1] to show the existence of a fixed point. The key is to prove that \( \Gamma \) is a continuous mapping of \( \mathcal{M}_{[0,T]} \) into \( \mathcal{M}_{[0,T]} \), and the range of \( \Gamma \) is relatively compact [5].

**Proposition 3.** Assume (A1)–(A4). \( \Gamma \) is a mapping from \( \mathcal{M}_{[0,T]} \) to \( \mathcal{M}_{[0,T]} \).

**Proof.** For any \( \{\mu_t\} \in \mathcal{M}_{[0,T]} \), let us prove that \( \{\tilde{\mu}_t\} = \Gamma(\{\mu_t\}) \) is also in \( \mathcal{M}_{[0,T]} \). Without loss of generality, suppose \( s > t \), and
\[
x_s = x_t + \int_t^s \left( b(x_{r,\mu_r}) + \phi_{r}(r,x_{r,\mu_r};\{\mu_t\}) \right) dr + \int_t^s \sigma dW_r.
\]
Since \( b(x,\mu) \) is bounded, \( |\phi_{\theta}(s,x;\{\mu_t\})| \leq \theta \), and
\[
\mathbb{E} \left( b(x_{r,\mu_r}) + \phi_{r}(r,x_{r,\mu_r};\{\mu_t\}) \right) \leq M \text{ for large } M \text{ and for any } r \in [0,T],
\]
\[
D^1(\tilde{\mu}_s,\tilde{\mu}_t) \leq \mathbb{E}|x_s - x_t| \leq \mathbb{E} \int_t^s b(x_{r,\mu_r}) + \phi_{r}(r,x_{r,\mu_r};\{\mu_t\}) \, dr + \sigma \mathbb{E} \sup_{r \in [t,s]} |W_r - W_t| \leq M|s - t| + \sigma|s - t|^2.
\]
Therefore, \( \sup_{s \neq t} \frac{D^1(\tilde{\mu}_s,\tilde{\mu}_t)}{|s - t|^2} \leq c \). For any \( t \in [0,T] \), since \( b(x,\mu) \) is bounded,
\[
\int_R |x|^2 \tilde{\mu}_t(dx) \leq 2\mathbb{E} \left[ \int_R |x|^2 \mu_0 + c^2 T^2 + \sigma^2 T \right],
\]
and \( \sup_{t \in [0,T]} \int_R |x|^2 \tilde{\mu}_t(dx) \leq c \). \( \square \)

**Proposition 4.** Assume (A1)–(A6). \( \Gamma : \mathcal{M}_{[0,T]} \to \mathcal{M}_{[0,T]} \) is continuous.

**Proof.** Let \( \{\mu^n_t\} \in \mathcal{M}_{[0,T]} \) for \( n = 1,\ldots, \) be a sequence of flows of probability measures \( d\mu_n(\{\mu^n_t\},\{\mu^n_t\}) \to 0 \) as \( n \to \infty \), for some \( \{\mu_t\} \in \mathcal{M}_{[0,T]} \). Fix \( \tau \in [0,T] \).
By Proposition 1, for each \( \{\mu^n_t\} \), problem (Control-BD) has a value function \( v^n_{\theta}(s,x;\{\mu^n_t\}) \) with the optimal control \( \psi^n(t,x). \) Let \( \{x^n_t\} \) be the corresponding optimal controlled process:
\[
dx^n_{t,\theta} = \left( b(x^n_{t,\theta},\mu^n_t) + \phi^n_{\theta}(t,x^n_{t,\theta};\{\mu^n_t\}) \right) dt + \sigma dW_t,
\]
\[
x^n_\tau = x, \quad \tau \leq t \leq T,
\]
Let \( \{\tilde{\mu}_n\} \) be a flow of probability measures of \( \{x^n_t\} \), then \( \Gamma(\{\mu^n_t\}) = \{\tilde{\mu}_n\} \).
Similarly, for each \( \{\mu_t\} \), problem (Control-BD) has a value function \( v_0(s, x|\{\mu_t\}) \) with the optimal control \( \varphi_0(t, x|\{\mu_t\}) \). Let \( \{x_t\} \) be the corresponding optimal controlled process:

\[
dx_t = \left( b(x_t, \mu_t) + \varphi_0(t, x_t|\{\mu_t\}) \right) dt + \sigma dW_t,
\]

\[x_t = x, \quad \tau \leq t \leq T.\]

Let \( \{\tilde{\mu}_t\} \) be a flow of probability measures of \( \{x_t\} \), then

\[
\Gamma(\{\mu_t\}) = \{\tilde{\mu}_t\}.
\]

To show that \( \Gamma \) is continuous, we need to show

\[
\lim_{n \to \infty} d_M \left( \{\tilde{\mu}_n\}, \{\tilde{\mu}_t\} \right) = 0. \tag{8}
\]

This is established in four steps.

Step 1. We first establish some relation between \( D^2(\{\tilde{\mu}_n\}, \{\tilde{\mu}_t\}) \) and \( D^2(\{\mu_n\}, \{\mu_t\}) \). Note here \( D^1(\tilde{\mu}_n, \tilde{\mu}_t) \leq D^2(\tilde{\mu}_n, \tilde{\mu}_t) \).

For any \( s \in [\tau, T] \),

\[
d(x_n - x^n) = \left( b(x_s, \mu_s) - b(x^n_s, \mu^n_s) \right) dt + \varphi_0(s, x|\{\mu_t\}) - \varphi^n_0(s, x^n|\{\mu^n_t\}) ds.
\]

Then, for any \( t \in [\tau, T] \),

\[
|x_t - x^n_t|^2 = 2 \int^t_\tau \left( b(x_s, \mu_s) - b(x^n_s, \mu^n_s) \right) dt + \varphi_0(s, x_t|\{\mu_t\}) - \varphi_0(s, x^n_t|\{\mu^n_t\}) (x_s - x^n_s) ds.
\]

By Assumption (A6),

\[
\left( \varphi_0(s, x_t|\{\mu_t\}) - \varphi^n_0(s, x^n_t|\{\mu^n_t\}) \right) (x_s - x^n_s) \\
\leq \left( \varphi_0(s, x_t|\{\mu_t\}) - \varphi^n_0(s, x^n_t|\{\mu^n_t\}) \right) (x_s - x^n_s) \\
+ \varphi^n_0(s, x^n_t|\{\mu^n_t\}) (x_s - x^n_s) \\
\leq \frac{1}{2} \left( \varphi_0(s, x_t|\{\mu_t\}) - \varphi^n_0(s, x^n_t|\{\mu^n_t\}) \right)^2 + (x_s - x^n_s)^2.
\]

Consequently,

\[
|x_t - x^n_t|^2 \leq \int^T_\tau \left[ 3Lip(b) + 1 \right] |x_s - x^n_s|^2 dt + Lip(b_0)(D^1(\mu_s, \mu^n_s))^2 \]

\[
+ |\varphi_0(s, x_t|\{\mu_t\}) - \varphi^n_0(s, x^n_t|\{\mu^n_t\})|^2 ds,
\]

By Gronwall’s inequality,

\[
(D^2(\tilde{\mu}_n, \tilde{\mu}_t))^2 \leq c \int^T_\tau Lip(b)(D^1(\mu_s, \mu^n_s))^2 \]

\[
+ E \left[ |\varphi_0(s, x_t|\{\mu_t\}) - \varphi^n_0(s, x^n_t|\{\mu^n_t\})|^2 \right] ds,
\]

for some constant \( c \) depending on \( T \) and \( Lip(b) \).

Step 2. Now we prove that for any \( (t, x) \in [\tau, T] \times \mathbb{R} \),

\[
\lim_{n \to \infty} \partial_x v^n_0(t, x|\{\mu^n_t\}) = \partial_x v(t, x|\{\mu_t\}). \tag{9}
\]

By Proposition 1, \( v_0 \) and \( v^n_0 \) are the solutions to the HJB Eqn. (4). For notation simplicity, let us denote

\[
\varphi_{1,0}(s, x|\{\mu_t\}) = \max \left\{ \varphi_0(s, x|\{\mu_t\}), 0 \right\},
\]

\[
\varphi_{2,0}(s, x|\{\mu_t\}) = - \min \left\{ \varphi_0(s, x|\{\mu_t\}), 0 \right\},
\]

\[
\varphi_{1,0}^n(s, x|\{\mu^n_t\}) = \max \left\{ \varphi^n_0(s, x|\{\mu^n_t\}), 0 \right\},
\]

\[
\varphi_{2,0}^n(s, x|\{\mu^n_t\}) = - \min \left\{ \varphi^n_0(s, x|\{\mu^n_t\}), 0 \right\}.
\]

Since \( \varphi_{1,0}(\{\mu_t\}), \varphi_{2,0}(\{\mu_t\}) \) are optimal controls, using Itô’s formula and the HJB Eqn. (4), we obtain

\[
-v_0(T, x|\{\mu_t\}) = v_0(T, x_T|\{\mu_t\}) - v_0(\tau, x|\{\mu_t\})
\]

\[
= - \int^T_\tau \left( f(x_s, \mu_s) + \gamma_1 \varphi_{1,0}(s, x_s|\{\mu_t\}) \right) ds
\]

\[
\leq \int^T_\tau \partial_s v_0(s, x_s|\{\mu_t\}) \partial_x v^n_0(s, x_s|\{\mu^n_t\}) \]

\[
+ \frac{\sigma^2}{2} \partial_{xx} v^n_0(s, x_s|\{\mu^n_t\}) ds
\]

\[
+ \int^T_\tau \partial_s v^n_0(s, x_s|\{\mu^n_t\}) dW_s.
\]
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\[
\begin{align*}
&= \int_{\tau}^{T} \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) + \left[ b(x_{s}, \mu_{s}^{n}) + \varphi_{0}^{n}(s, x, \{\mu_{n}\}) \right] \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \\
&\quad + \frac{\sigma^{2}}{2} \int_{\tau}^{T} \sigma \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) ds \\
&\quad + \int_{\tau}^{T} \sigma \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) dW_{s} \\
&\quad - \int_{\tau}^{T} \left[ b(x_{s}, \mu_{s}^{n}) - b(x_{s}, \mu_{s}) + \varphi_{0}^{n}(s, x, \{\mu_{n}\}) \right] \\
&\quad - \varphi_{0}(s, x, \{\mu_{1}\}) \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) ds.
\end{align*}
\]

Now combined with HJB (4), it is clear

\[
v_{0}^{n}(\tau, x, \{\mu_{n}\}) = \int_{\tau}^{T} \left( f(x_{s}, \mu_{s}^{n}) \right. \\
+ \gamma_{1} \varphi_{1,0}(s, x, \{\mu_{n}\}) + \gamma_{2} \varphi_{2,0}(s, x, \{\mu_{n}\}) \left. \right) ds \\
- \int_{\tau}^{T} \sigma \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) dW_{s} \\
+ \int_{\tau}^{T} \left[ b(x_{s}, \mu_{s}^{n}) - b(x_{s}, \mu_{s}) + \varphi_{0}^{n}(s, x, \{\mu_{n}\}) \right] \\
- \varphi_{0}(s, x, \{\mu_{1}\}) \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) ds.
\]

Denote

\[
H(s, x) = \inf_{\xi \in [0, \theta]} \left\{ (\hat{\xi}^{+} - \hat{\xi}^{-}) \partial_{x} v_{0}(s, x, \{\mu_{n}\}) + \gamma_{1} \hat{\xi}^{+} + \gamma_{2} \hat{\xi}^{-} \right\}.
\]

Then, for any \( \xi^{+}, \xi^{-} \in [0, \theta] \),

\[
\left[ (\hat{\xi}^{+} - \hat{\xi}^{-}) \partial_{x} v_{0}(s, x, \{\mu_{n}\}) + \gamma_{1} \hat{\xi}^{+} + \gamma_{2} \hat{\xi}^{-} \right] \\
- \left[ (\hat{\xi}^{+} - \hat{\xi}^{-}) \partial_{x} v_{0}(s, x, \{\mu_{n}\}) + \gamma_{1} \hat{\xi}^{+} + \gamma_{2} \hat{\xi}^{-} \right] \\
\leq 2\theta \left| \partial_{x} v_{0}(s, x, \{\mu_{1}\}) - \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \right|.
\]

Hence, for any \( s, x \in [\tau, T] \times \mathbb{R} \),

\[
\left| H(s, x) - H^{n}(s, x) \right| \leq 2\theta \left| \partial_{x} v_{0}(s, x, \{\mu_{1}\}) - \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \right|.
\]

By definition,

\[
2\theta \left| \partial_{x} v_{0}(s, x, \{\mu_{1}\}) - \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \right| \\
\geq \left| \varphi_{1,0}(s, x, \{\mu_{1}\}) - \varphi_{2,0}(s, x, \{\mu_{1}\}) \right| \partial_{x} v_{0}(s, x, \{\mu_{1}\})
\]

\[
+ \gamma_{1} \varphi_{1,0}(s, x, \{\mu_{1}\}) + \gamma_{2} \varphi_{2,0}(s, x, \{\mu_{1}\}) \\
- \left( \varphi_{1,0}(s, x, \{\mu_{n}\}) - \varphi_{2,0}(s, x, \{\mu_{n}\}) \right) \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \\
+ \gamma_{1} \varphi_{1,0}^{n}(s, x, \{\mu_{n}\}) + \gamma_{2} \varphi_{2,0}^{n}(s, x, \{\mu_{n}\}) \\
\geq \left( \gamma_{1} + \partial_{x} v_{0}(s, x, \{\mu_{1}\}) \right) \left( \varphi_{1,0}(s, x, \{\mu_{1}\}) - \varphi_{1,0}^{n}(s, x, \{\mu_{n}\}) \right) \\
+ \left( \gamma_{2} - \partial_{x} v_{0}(s, x, \{\mu_{1}\}) \right) \left( \varphi_{2,0}(s, x, \{\mu_{1}\}) - \varphi_{2,0}^{n}(s, x, \{\mu_{n}\}) \right) \\
- \theta \left| \partial_{x} v_{0}(s, x, \{\mu_{1}\}) - \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \right|.
\]

Hence,

\[
3\theta \left| \partial_{x} v_{0}(s, x, \{\mu_{1}\}) - \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \right| \\
\geq \left( \gamma_{1} + \partial_{x} v_{0}(s, x, \{\mu_{1}\}) \right) \left( \varphi_{1,0}(s, x, \{\mu_{1}\}) - \varphi_{1,0}^{n}(s, x, \{\mu_{n}\}) \right) \\
+ \left( \gamma_{2} - \partial_{x} v_{0}(s, x, \{\mu_{1}\}) \right) \left( \varphi_{2,0}(s, x, \{\mu_{1}\}) - \varphi_{2,0}^{n}(s, x, \{\mu_{n}\}) \right).
\]

Similarly,

\[
3\theta \left| \partial_{x} v_{0}(s, x, \{\mu_{1}\}) - \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \right| \\
\geq \left( \gamma_{1} + \partial_{x} v_{0}(s, x, \{\mu_{1}\}) \right) \left( \varphi_{1,0}(s, x, \{\mu_{1}\}) - \varphi_{1,0}^{n}(s, x, \{\mu_{n}\}) \right) \\
+ \left( \gamma_{2} - \partial_{x} v_{0}(s, x, \{\mu_{1}\}) \right) \left( \varphi_{2,0}(s, x, \{\mu_{1}\}) - \varphi_{2,0}^{n}(s, x, \{\mu_{n}\}) \right).
\]

Step 3. We further show \( \lim_{n \to \infty} \varphi_{0}^{n}(s, x, \{\mu_{n}\}) = \varphi_{0}(s, x, \{\mu_{1}\}) \) for any \( s, x \in [0, T] \times \mathbb{R} \). Indeed, from Eqns. (9) and (10) and by Itô’s isometry and Cauchy–Schwartz inequality,

\[
\left( v_{0}(\tau, x, \{\mu_{1}\}) - v_{0}^{n}(\tau, x, \{\mu_{n}\}) \right)^{2} \\
+ \sigma^{2} E \left[ \int_{\tau}^{T} \left( \partial_{x} v_{0}(s, x, \{\mu_{1}\}) - \partial_{x} v_{0}^{n}(s, x, \{\mu_{n}\}) \right)^{2} ds \right] \\
\leq 3 \left( T - \tau \right) E \left[ \int_{\tau}^{T} \left( f(x_{s}, \mu_{s}^{n}) - f(x_{s}, \mu_{s}^{n}) \right)^{2} ds \right] \\
+ \left( \left( \gamma_{1} + \partial_{x} v_{0}(s, x, \{\mu_{1}\}) \right) \left( \varphi_{1,0}(s, x, \{\mu_{1}\}) - \varphi_{1,0}^{n}(s, x, \{\mu_{n}\}) \right) \right)^{2} \\
+ \left( \left( \gamma_{2} - \partial_{x} v_{0}(s, x, \{\mu_{1}\}) \right) \left( \varphi_{2,0}(s, x, \{\mu_{1}\}) - \varphi_{2,0}^{n}(s, x, \{\mu_{n}\}) \right) \right)^{2}.
\]
\[ \leq 3(T - \tau)E \left[ \int_T^T \left( \text{Lip}(f)D^1(\mu_s,\mu^n_t) \right)^2 + \left( \text{Lip}(b)D^1(\mu_s,\mu^n_t) \right) \partial_x v^n_t(s,x,|\mu^n_t)| \right)^2 + \left( \partial_x v^n_t(s,x,|\mu^n_t)| \right)^2 \right] ds \]

Let \( \delta = \frac{\sigma^2}{2EI} \). Then, for any \( \tau \in [T - \delta, T] \),
\[
\left( v_0(\tau, x|\mu_t) - v^n_0(\tau, x|\mu^n_t) \right)^2 \rightarrow 0, \quad \text{and} \quad E \left[ \int_T^T \left( \partial_x v^n_t(s,x,|\mu^n_t)| \right)^2 \right] \rightarrow 0 \text{ as } n \rightarrow \infty. \]
Hence, for any \( \tau \in [T - \delta, T] \), \( v_0(\tau, x|\mu_t) \rightarrow v^n_0(\tau, x|\mu^n_t) \).

Proceeding recursively, one can show that for any \( (t,x) \in [0,T] \times \mathbb{R} \), \( v^n_0(t,x|\mu^n_t) \rightarrow v_0(t,x|\mu_t) \), and
\[
E \left[ \int_0^T \left( \partial_x v^n_t(s,x,|\mu^n_t)| \right)^2 \right] \rightarrow 0 \text{ as } n \rightarrow \infty. \]
Hence, for any \( (s,x) \in [0,T] \times \mathbb{R} \), \( \lim_{n \rightarrow \infty} \partial_x v^n_t(s,x,|\mu^n_t)| = \partial_x v_0(s,x,|\mu_t) \).

Step 4. We now show \( \lim_{n \rightarrow \infty} d_M(\{\tilde{\mu}_t\},\{\mu^n_t\}) = 0 \).

From previous steps, \( \varphi^n_0(s,x,|\mu^n_t)| \rightarrow \varphi_0(s,x,|\mu_t) \) a.s. as \( n \rightarrow \infty \), and by the Dominated Convergence Theorem in the \( L^2 \) space, for each \( s \in [0,T] \),
\[
E \left[ \varphi^n_0(s,x,|\mu^n_t)| - \varphi^n_0(s,x,|\mu^n_t)| \right]^2 \rightarrow 0. \]
Hence, by inequality (8), \( D^2(\tilde{\mu}_t,\tilde{\mu}_t^n) \rightarrow 0 \) for any \( t \in [0,T] \), \( d_M(\{\tilde{\mu}_t\},\{\mu^n_t\}) \rightarrow 0 \) as \( n \rightarrow \infty \). That is, \( \Gamma \) is continuous.

**Proposition 5.** Assume (A1)-(A6). Then \( \Gamma : \mathcal{M}_{[0,T]} \rightarrow \mathcal{M}_{[0,T]} \) has a fixed point, and the game (MFG-BD) has a unique solution.

**Proof.** As in the proof in Section 3.2 and the proof of Lemma 5.7 in [6], the range of the mapping \( \Gamma \) is relatively compact, and by Proposition 4, \( \Gamma \) is a continuous mapping. Hence, due to the Schauder fixed point theorem [30, Theorem 4.1.1], \( \Gamma \) has a fixed point such that \( \Gamma(\{\mu_t\}) = \{\mu_t\} \in \mathcal{M}_{[0,T]} \). By Assumption (A5), there exists at most one fixed point [6], [26]. Therefore, there exists a unique fixed point solution of flow of probability measures \( \{\mu^n_t\} \). By definition of the solution to a MFG and Proposition 1, the optimal control is also unique. \( \square \)

**C. Proof of Main Theorem**

Suppose that \( (\xi_{t,\theta}^+,\xi_{t,\theta}^-),\{\mu_t,\theta\} \) is a solution to (MFG-BD) with a given bound \( \theta \), and \( x_{t,\theta} \) is the optimally controlled process:
\[
dx_{t,\theta} = b(x_{t,\theta},\mu_t,\theta)dt + \sigma dW_t, \quad x_{t,\theta} = x,
\]
where \( \xi_{t,\theta}^+ - \xi_{t,\theta}^- = \varphi_0(t,x,\mu_t,\theta) = \varphi_1(t,x,\mu_t,\theta) \) is the optimal control function. Note that we explicit write \( \mu_t,\theta \) here to emphasize the dependence on \( \theta \) for the game (MFG-BD).

Given this \( \{\mu_t,\theta\} \), let \( v(s,x,\mu_t,\theta) \) be the value function of the stochastic control problem (Control-FV), and let \( x_t \) be the optimal controlled process
\[
dx_t = b(x_t,\mu_t,\theta)dt + \sigma dW_t + d\xi_t^+ - d\xi_t^-,
\]
where the optimal control \( \xi_t \) is of a feedback form. Hence, denote
\[
d\varphi(t,x,\mu_t,\theta) = d\varphi_1(t,x,\mu_t,\theta) - d\varphi_2(t,x,\mu_t,\theta) = d\xi_t^+ - d\xi_t^-,
\]
as the optimal control function for the stochastic control problem of (Control-FV) with the fixed \( \{\mu_t,\theta\} \). Now, let
\[
x_{t,\theta}^1 = x, \quad x_{t,-}^1 = x, \quad \text{and} \quad x_{s,\theta}^{HN} = x,
\]
define
\[
dx_{t,\theta}^1 = b(x_{t,\theta}^1,\mu_t,\theta) + \varphi_1(t,x_{t,\theta}^1,\mu_t,\theta)
\]
\(-\varphi_{2,\theta}(t, x_{t,\theta}^i) \mu_{t,\theta}) dt + \sigma dW_t^i,
\]

d\tilde{x}_{t,\theta}^i = (x_{t,\theta}^i - \varphi_{2,\theta}(t, x_{t,\theta}^i) \mu_{t,\theta}) dt + \sigma dW_t^i,
\]

dx_{t,\theta}^i = b(x_{t,\theta}^i, \mu_{t,\theta}) dt + d\varphi_1(t, x_{t,\theta}^i \mu_{t,\theta}) dt - d\varphi_2(t, x_{t,\theta}^i \mu_{t,\theta}) dt + \sigma dW_t^i,
\]

dx_{t,\theta}^{i,N} = \left( \frac{1}{N} \sum_{j=1}^{N} b_0(x_{t,\theta}^{i,N}, x_{t,\theta}^{j,N}) + \varphi_1(t, x_{t,\theta}^{i,N} \mu_{t,\theta}) \right) dt + \sigma dW_t^i
\]

Recall that (\mu_{t,\theta}, \varphi_\theta) is the solution to (MFG-BD) and \(x_{t,\theta}^i\) are i.i.d. for any \(i = 1, \ldots, N\). We first establish some technical Lemmas.

**Lemma 1.** \(\sup_{1 \leq t \leq T} \mathbb{E} \sup_{s \leq t \leq T} \left| x_{t,\theta}^i - x_{t,\theta}^{i,N} \right|^2 = O \left( \frac{1}{N} \right) \).

**Proof.**

\[
d(x_{t,\theta}^i - x_{t,\theta}^{i,N}) = \left( \int_\mathbb{R} b_0(x_{t,\theta}^i, y) \mu_{t,\theta}(dy) - \sum_{j=1}^{N} b_0(x_{t,\theta}^{i,N}, x_{t,\theta}^{j,N}) \right) dt + \varphi_1(t, x_{t,\theta}^i \mu_{t,\theta}) dt - \varphi_2(t, x_{t,\theta}^{i,N} \mu_{t,\theta}) dt,
\]

and

\[
d(x_{t,\theta}^i - x_{t,\theta}^{i,N})^2 = \left( \int_\mathbb{R} b_0(x_{t,\theta}^i, y) \mu_{t,\theta}(dy) - \sum_{j=1}^{N} b_0(x_{t,\theta}^{i,N}, x_{t,\theta}^{j,N}) \right) dt + \frac{1}{N} \sum_{j=1}^{N} b_0(x_{t,\theta}^{i,N}, x_{t,\theta}^{j,N}) dt + \varphi_1(t, x_{t,\theta}^i \mu_{t,\theta}) dt - \varphi_2(t, x_{t,\theta}^{i,N} \mu_{t,\theta}) dt,
\]

By Assumption (A6), for any \(t \in [s, T],
\]

\[
\left| x_{t,\theta}^i - x_{t,\theta}^{i,N} \right|^2 \leq \int_s^t \left| x_{u,\theta}^i - x_{u,\theta}^{i,N} \right|^2 du + \frac{1}{N} \sum_{j=1}^{N} \left| x_{u,\theta}^{i,N} - x_{u,\theta}^{j,N} \right|^2 du,
\]

\[
\int_\mathbb{R} b_0(x_{u,\theta}^i, y) \mu_{u,\theta}(dy) - \sum_{j=1}^{N} b_0(x_{u,\theta}^{i,N}, x_{u,\theta}^{j,N}) \right) du \leq \int_s^t \left| x_{u,\theta}^i - x_{u,\theta}^{i,N} \right|^2 du.
\]

We first show...
Lemma 2. \[ \sup_{2 \leq i \leq N} \mathbb{E} \sup_{0 \leq s \leq T} |x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}| \leq O \left( \frac{1}{\sqrt{N}} \right). \]

Proof. For any \( 2 \leq i \leq N \), \( d(x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}) = \)
\[ \left[ \frac{1}{N} \sum_{j=1}^{N} \left( b_0(x_{i, \theta}^{1,N}, x_{j, \theta}^{1,N}) - b_0(\tilde{x}_{i, \theta}^{1,N}, \tilde{x}_{j, \theta}^{1,N}) \right) + \varphi_\theta(t, x_{i, \theta}^{1,N} \{ \mu_{t, \theta} \}) - \varphi_\theta(t, \tilde{x}_{i, \theta}^{1,N} \{ \mu_{t, \theta} \}) \right] dt. \]

Because \( \varphi_\theta(t, x \{ \mu_{t, \theta} \}) \) is nonincreasing in \( x \),
\[ |x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}|^2 \leq \int_s^T 2d(x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}) \]
\[ + \frac{1}{2} \frac{N}{N} \sum_{j=1}^{N} \left( \frac{|x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}|^2 + |\tilde{x}_{i, \theta}^{1,N} - \tilde{x}_{j, \theta}^{1,N}|^2}{N} \right) dt \]
\[ \leq 2Lip(b_0) \int_s^T |x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}|^2 + \frac{|x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}|}{N} \sum_{j=1}^{N} |x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}| dt \]
\[ \leq Lip(b_0) \int_s^T 3|x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}|^2 + \frac{N}{N} \sum_{j=1}^{N} |x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}|^2 dt, \]
and
\[ \sup_{2 \leq i \leq N} \mathbb{E} \sup_{0 \leq s \leq T} |x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}|^2 \leq \operatorname{Lip}(b_0) \int_s^T \left[ \frac{4N - 1}{N} \right] dt. \]

By Gronwall’s inequality, \( \sup_{2 \leq i \leq N} \mathbb{E} \sup_{0 \leq s \leq T} |x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}| = O \left( \frac{1}{\sqrt{N}} \right) \), and so \( \sup_{2 \leq i \leq N} \mathbb{E} \sup_{0 \leq s \leq T} |x_{i, \theta}^{1,N} - \tilde{x}_{i, \theta}^{1,N}| = O \left( \frac{1}{\sqrt{N}} \right). \)

Finally, define
\[ d\tilde{x}_{1, \theta}^{1,N} = \left( \frac{1}{N} \sum_{j=1}^{N} b_0(\tilde{x}_{1, \theta}^{1,N}, x_{j, \theta}^{1,N}) + \varphi_\theta(t, \tilde{x}_{1, \theta}^{1,N}) \right) dt + \sigma dW^{1, \theta}. \]

Since \( (x - y)(\varphi_\theta(t, x) - \varphi_\theta(t, y)) \leq 0 \) by Assumption (A6), then a similar proof as that for Lemma 1 shows
\[ \mathbb{E} \sup_{0 \leq t \leq T} |x_{1, \theta}^{1,N} - \tilde{x}_{1, \theta}^{1,N}| = O \left( \frac{1}{\sqrt{N}} \right) \]
\[ \text{and} \quad \mathbb{E} \sup_{0 \leq t \leq T} |x_{1, \theta}^{1,N} - \tilde{x}_{1, \theta}^{1,N}| = O \left( \frac{1}{\sqrt{N}} \right). \]

Therefore,
\[ E_{x_{1, \theta}^{1,N}} \left[ J^1_{\theta}(s, x_{s, \theta}^{1,N}, \xi^+, \xi^-; \xi_{1, \theta} \{ \mu_{t, \theta} \}) \right] \]
\[ \leq \mathbb{E} \left[ \int_s^T \left( \frac{1}{N} \sum_{j=1}^{N} f_0(\tilde{x}_{j, \theta}^{1,N}, x_{j, \theta}^{1,N}) + \gamma_1 \varphi_1(t, \tilde{x}_{1, \theta}^{1,N}) \right) dt \right] - O \left( \frac{1}{\sqrt{N}} \right) \]
\[ \leq \mathbb{E} \left[ \int_s^T \int_{\mathbb{R}} f_0(\tilde{x}_{1, \theta}^{1,N}, y) \mu_\theta(dy) + \gamma_1 \varphi_1(t, \tilde{x}_{1, \theta}^{1,N}) dt \right] - O \left( \frac{1}{\sqrt{N}} \right) \]
\[ = E_{x_{1, \theta}^{1,N}} \left[ J^1_{\theta}(s, x_{s, \theta}^{1,N}, \xi^+, \xi^-; \xi_{1, \theta} \{ \mu_{t, \theta} \}) \right] - O \left( \frac{1}{\sqrt{N}} \right), \]
where the last inequality follows the optimality of \( \varphi \) for problem (MFG-BD), and the last equality follows a similar proof of Lemma 1. \( \square \)

b) Proof of Main Theorem b): Let all players except player 1 choose the optimal controls \( (\xi^+, \xi^-) \), let player one choose any other controls \( (\xi^+, \xi^-) \in \mathcal{U} \).

Denote
\( d\xi_1' = d\varphi_1(t, x) = d\varphi_1(t, x) - d\varphi_2(t, x), \)
\( d\tilde{x}_1 = b(\tilde{x}_1, \mu_\theta) dt + d\varphi_1(t, \tilde{x}_1) - d\varphi_2(t, \tilde{x}_1) + \sigma dW^{1, \theta}, \)
\( dx_1' = \frac{1}{N} \sum_{j=1}^{N} b_0(x_{1, \theta}^{1,N}, \tilde{x}_j^{1,N}) dt + d\varphi_1(t, \tilde{x}_1^{1,N}) \]
\[ - d\varphi_2(t, \tilde{x}_1^{1,N}) + \sigma dW^{1, \theta}, \]
Hence, a similar proof to the one for Lemma 2 yields
\[
\left( \frac{1}{N} \sum_{j=1}^{N} b_0(x_{t_1}^{i,N}, x_{t_2}^{i,N}) - b_0(\hat{x}_{t_1}, \hat{x}_{t_2}) \right)
\geq \varphi_1(t, \hat{x}_{t_1}^{N} \mid \{\mu_{t,0}\}) - \varphi_0(t, \hat{x}_{t_1}^{N} \mid \{\mu_{t,0}\}) dt + \sigma dW_t.
\]
Then,
\[
d(\hat{x}_{t_1}^{i,N} - \hat{x}_{t_2}^{i,N}) = \left[ \frac{1}{N} \sum_{j=1}^{N} \left( b_0(x_{t_1}^{i,N}, x_{t_2}^{i,N}) - b_0(\hat{x}_{t_1}, \hat{x}_{t_2}) \right) + \varphi_1(t, \hat{x}_{t_1}^{N} \mid \{\mu_{t,0}\}) - \varphi_0(t, \hat{x}_{t_1}^{N} \mid \{\mu_{t,0}\}) \right] dt.
\]
By definition, $\varphi_{t}(t, x) \{|\mu_{t,0}\}$ is nonincreasing in $x$.

Hence, a similar proof to the one for Lemma 2 yields
\[
\sup_{2 \leq t \leq N} \mathbb{E} \sup_{s \leq t \leq T} |x_{t_1}^{i,N} - \hat{x}_{t_1}^{i,N}| = O \left( \frac{1}{\sqrt{N}} \right).
\]
From Lemma 1 and the triangle inequality,
\[
\sup_{2 \leq t \leq N} \mathbb{E} \sup_{s \leq t \leq T} |x_{t_1}^{i,N} - \hat{x}_{t_1}^{i,N}| = O \left( \frac{1}{\sqrt{N}} \right).
\]
Therefore,
\[
\sup_{2 \leq t \leq N} \mathbb{E} \sup_{s \leq t \leq T} |x_{t_1}^{i,N} - \hat{x}_{t_1}^{i,N}| = O \left( \frac{1}{\sqrt{N}} \right).
\]
Since $d\varphi'(t, x)$ is also nonincreasing in $x$, then again the same proof as that for Lemma 1 shows
\[
\mathbb{E} \sup_{s \leq t \leq T} |\tilde{x}_{t_1}^{N} - \tilde{x}_{t_1}^{1}| = O \left( \frac{1}{\sqrt{N}} \right).
\]
By the Lipschitz continuity of $f, \phi$.
\[
E_{x_{\infty}^{N}} \left[ J^{1,N}_{N} (s, x_{-}^{N}, \xi_{-}^{N}, \xi_{0}^{N} \mid \{\mu_{t,0}\}) \right]
\geq \mathbb{E} \left[ \int_{s}^{t} \frac{1}{N} \sum_{j=1}^{N} f_{0}(x_{t_1}^{i,N}, x_{t_2}^{i,N}) dt + \gamma_1 d\varphi'_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi'_{2}(t, \hat{x}_{t_2}^{N}) \right] - O \left( \frac{1}{\sqrt{N}} \right).
\]
\[
\geq \mathbb{E} \left[ \int_{s}^{t} \int_{\mathbb{R}} f(x_{t_1}^{N}, y) \mu_{t,0}(dy) dt + \gamma_1 d\varphi_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi_{2}(t, \hat{x}_{t_2}^{N}) \right] - O \left( \frac{1}{\sqrt{N}} \right).
\]
\[
\geq \mathbb{E} \left[ \int_{s}^{t} \int_{\mathbb{R}} f(x_{t_1}^{N}, y) \mu_{t,0}(dy) dt + \gamma_1 d\varphi_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi_{2}(t, \hat{x}_{t_2}^{N}) \right] - O \left( \frac{1}{\sqrt{N}} \right).
\]
By definitions of $\tilde{x}_{t_1}^{1}$ and $\tilde{x}_{t_1}^{1,N}$.
\[
\mathbb{E} \left| d\varphi'_{1}(t, \tilde{x}_{t_1}^{1,N}) - d\varphi'_{1}(t, \tilde{x}_{t_1}^{1}) - d\varphi'_{2}(t, \tilde{x}_{t_2}^{1,N}) + d\varphi'_{2}(t, \tilde{x}_{t_2}^{1}) \right| \leq \mathbb{E} d|\tilde{x}_{t_1}^{1,N} - \tilde{x}_{t_1}^{1}| + dt \mathbb{E} \left| \sum_{j=1}^{N} b_0(\tilde{x}_{t_1}^{i,N}, \tilde{x}_{t_2}^{i,N}) \right| - b(\tilde{x}_{t_1}, \mu_{t,0}) = O \left( \frac{1}{\sqrt{N}} \right),
\]
and by definition of $\varphi'_{1}, \varphi'_{2}$,
\[
\mathbb{E} \sup_{s \leq t \leq T} \left| d\varphi'_{1}(t, \tilde{x}_{t_1}^{i,N}) - d\varphi'_{1}(t, \tilde{x}_{t_1}^{1}) \right| = O \left( \frac{1}{\sqrt{N}} \right),
\]
\[
\mathbb{E} \sup_{s \leq t \leq T} \left| -d\varphi'_{2}(t, \tilde{x}_{t_2}^{i,N}) + d\varphi'_{2}(t, \tilde{x}_{t_2}^{1}) \right| = O \left( \frac{1}{\sqrt{N}} \right),
\]
and
\[
\mathbb{E} \left[ \int_{s}^{T} \int_{\mathbb{R}} f(x_{t_1}^{N}, y) \mu_{t,0}(dy) dt + \gamma_1 d\varphi_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi_{2}(t, \hat{x}_{t_2}^{N}) \right] - O \left( \frac{1}{\sqrt{N}} \right).
\]
The last inequality is due to the optimality of $\varphi$.

Now, by Theorem 1, $v_{\theta}(s, x \mid \{\mu_{t,0}\}) - v(s, x \mid \{\mu_{t,0}\}) \leq \epsilon_{N}$. Hence, by $\mathbb{E} \sup_{s \leq t \leq T} |x_{t_1}^{i,N} - \hat{x}_{t_1}^{i,N}| = \epsilon_{N}$ and by the analysis as in the previous steps
\[
E_{x_{\infty}^{N}} \left[ J^{1,N}_{N} (s, x_{-}^{N}, \xi_{-}^{N}, \xi_{0}^{N} \mid \{\mu_{t,0}\}) \right]
\geq E_{x_{\infty}^{N}} \left[ v(s, x_{-}^{N} \mid \{\mu_{t,0}\}) \right] - \epsilon_{N}
\geq E_{x_{\infty}^{N}} \left[ v_{\theta}(s, x_{-}^{N} \mid \{\mu_{t,0}\}) \right] - (\epsilon_{N} + \epsilon_{\theta})
\geq \mathbb{E} \left[ \int_{s}^{T} \int_{\mathbb{R}} f(x_{t_1}^{N}, y) \mu_{t,0}(dy) dt + \gamma_1 d\varphi_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi_{2}(t, \hat{x}_{t_2}^{N}) \right] - (\epsilon_{N} + \epsilon_{\theta})
\geq \mathbb{E} \left[ \int_{s}^{T} \int_{\mathbb{R}} f(x_{t_1}^{N}, y) \mu_{t,0}(dy) dt + \gamma_1 d\varphi_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi_{2}(t, \hat{x}_{t_2}^{N}) \right] - (\epsilon_{N} + \epsilon_{\theta})
\geq \mathbb{E} \left[ \int_{s}^{T} \int_{\mathbb{R}} f(x_{t_1}^{N}, y) \mu_{t,0}(dy) dt + \gamma_1 d\varphi_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi_{2}(t, \hat{x}_{t_2}^{N}) \right] - (\epsilon_{N} + \epsilon_{\theta})
\geq \mathbb{E} \left[ \int_{s}^{T} \int_{\mathbb{R}} f(x_{t_1}^{N}, y) \mu_{t,0}(dy) dt + \gamma_1 d\varphi_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi_{2}(t, \hat{x}_{t_2}^{N}) \right] - (\epsilon_{N} + \epsilon_{\theta})
\geq \mathbb{E} \left[ \int_{s}^{T} \int_{\mathbb{R}} f(x_{t_1}^{N}, y) \mu_{t,0}(dy) dt + \gamma_1 d\varphi_{1}(t, \hat{x}_{t_1}^{N}) + \gamma_2 d\varphi_{2}(t, \hat{x}_{t_2}^{N}) \right] - (\epsilon_{N} + \epsilon_{\theta})
\]
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