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Abstract

Spoken Term Detection (STD) is the task of searching for words or phrases within audio, given either text or spoken input as a query. In this work, we use state-of-the-art Hindi, Tamil and Telugu ASR systems cross-lingually for lexical Spoken Term Detection in ten low-resource Indian languages. Since no publicly available dataset exists for Spoken Term Detection in these languages, we create a new dataset using a publicly available TTS dataset. We report a standard metric for STD, Mean Term Weighted Value (MTWV) and show that ASR systems built in languages that are phonetically similar to the target languages have higher accuracy, however, it is also possible to get high MTWV scores for dissimilar languages by using a relaxed phone matching algorithm. We propose a technique to bootstrap the Grapheme-to-Phoneme (g2p) mapping between all the languages under consideration using publicly available resources. Gains are obtained when we combine the output of multiple ASR systems and when we use language-specific Language Models. We show that it is possible to perform STD cross-lingually in a zero-shot manner without the need for any language-specific speech data. We plan to make the STD dataset available for other researchers interested in cross-lingual STD.

1. Introduction

Spoken Term Detection (STD) or Keyword Spotting is the problem of finding a word or phrase in audio and is used for various applications such as audio search and indexing. In this work, we focus on lexical STD, in which the target term is specified in the text form and needs to be found in audio. A related problem that we do not address is that of Query-by-Example (QbE) STD in which the term to be detected is specified in spoken form.

A key component of an STD system is an Automatic Speech Recognition system which can be run on the audio to produce a transcription. If the ASR system is accurate, the task of lexical STD is trivial, as the term we are looking for can be recovered. However, in low resource languages, either an ASR system does not exist, or is not accurate enough, and enough data to train an ASR system may not be available.

Although there have been efforts in building zero-shot ASR systems in the past, ASR systems still have low accuracies if the target language has no speech and text data for building Acoustic and Language Models. A Spoken Term Detection system typically only searches for specific keywords in the audio. Intuitively, STD systems should be easier to build in a zero-shot manner cross-lingually than a full-fledged ASR system. An STD system can be extremely useful for users who can only access information in their own language, or have low literacy.

Motivated by this, we investigate using three high resource Indian language ASR systems (Hindi, Telugu, and Tamil) for STD of ten low-resource Indian languages, most of which currently do not have any ASR systems available. Since there is no standard dataset for STD in these languages, we create our own dataset by using a publicly available TTS dataset in these languages. We first experiment with not using any language-specific data at all, and then add a text Language Model some target languages. We also bootstrap the lexicons for all target languages as g2p systems are not available for them. Combin- ing the outputs of the three ASR systems and using language-specific text data performs best, without the need for language-specific speech data.

2. Relation to Prior Work

Both Query-by-Example and lexical STD have been well studied in the low resource setting. [1] describes the results of the MediaEval 2013 challenge where the task was QbE for 9 low resource languages with a diverse channel and environment conditions. [2] scrapes text data from the web to improve low-resource keyword spotting. [3] describes an approach for data selection for cross-lingual transfer learning that leads to large improvements in STD performance. [4] re-scores confusion networks for low resource STD using various features such as lexical, phonetic, false alarm and structural features. [5] extract features such as word burstiness, confusion network posteriors, acoustic and prosodic features to improve STD for low resource languages.

[6] use a multilingual DNN-based ASR with a shared hidden layer and cross-lingual model transfer for STD in 7 low resource languages. [7] use transfer learning for cross-lingual STD from a high-resource language English to a low resource language German. The IARPA BABEL [8] and DARPA LORE- LAI [9] programs have led to a lot of research in low-resource STD. [10] investigate language-independent multilingual models for low-resource STD and find that adaptation to the target language is required for reasonable performance.

In this work, we focus on STD of 10 low resource Indian languages, most of which do not have any ASR systems available. We use three higher resource Indian language ASR systems and evaluate their effectiveness alone or combined in a multilingual setting for STD. In contrast to some of the approaches mentioned earlier, we use the ASR systems as a black-box and only utilize the transcriptions provided by the ASR systems to search for target words. All the languages we consider are Indian languages, and we discuss the implications of phonetic relatedness among these languages in the results.
3. Data and Resources

We need the following data and resources to build an STD system: terms in the target low resource languages along with the audio to be searched, lexicons, ASR systems in high resource languages and text data to build Language Models (LMs) in the target languages if available. We describe all these resources in detail in this section.

3.1. Terms and Audio

We use data recorded for Speech Synthesis in Indian languages available at [11]. This dataset contains audio from 13 Indian languages. We use audio from Assamese, Bengali, Gujarati, Kannada, Malayalam, Marathi, Odia, Bodo, Manipuri and Rajasthani. Table 1 contains the number of hours and utterances available for each language. This data consists of clear speech recordings from professional speakers and corresponding transcriptions in the native script.

We select 1000 utterances from each target language to use as the test audio for our task. We also randomly select 100 keywords of length 1-10 characters, 50 keywords of length 10-15 characters and 10 keywords of length 15-20 characters as the terms that we will search for from the 1000 utterances in each language.

3.2. Lexicon

Since we use systems cross-lingually, it is important that all the languages share the same phonemes. The Hindi, Telugu and Tamil ASRs share a common phoneset, so we need a Grapheme to Phoneme (g2p) mapping for all the other target languages in terms of this phoneset. One way to do this is to manually map all characters in the target languages to the ASR phoneset, however, since we need to map ten target languages to Hindi, Tamil and Telugu, we automate the process as much as possible.

First, we use the Unitran mapping [12] available as part of the Festvox Indic frontend [13] to obtain a mapping between all Unicode characters and a symbol from the X-SAMPA phonemes for all target languages as well as the languages of our ASR systems. Then, we obtain the phonemes for each Unicode character in Hindi, Tamil and Telugu using the ASR system’s g2p system. This gives us a mapping between the X-SAMPA phonemes from Unitran and the ASR system phonemes for all languages. We create a dictionary of X-SAMPA - ASR phonemes and verify that the mapping between the phonemes is the same across languages. In cases where the mapping does not hold, we remove the dictionary item.

Next, we generate a list of all X-SAMPA phonemes for all the target languages by looking up the Unitran table for all the Unicode characters present in each language. We use the dictionary created earlier to map the X-SAMPA phonemes for each language to an ASR phoneme. A few phonemes in each language remain unmapped, because the phonemes do not exist in Hindi, Telugu or Tamil. For these cases, we manually map the leftover phonemes to the closest ones in Hindi. We use Hindi as a pivot language to obtain mappings from Telugu and Tamil to all the target languages and manually map any leftover phonemes to the closest phonemes in Telugu and Tamil.

One important point to note here is that we do not use a g2p system that uses context for any of the ten languages, which is a limitation of this approach, particularly for languages which have many contextual rules such as schwa deletion, voicing rules and contextual nasalization.

3.3. ASR systems

We use state-of-the-art ASR systems trained on hundreds of hours of data in Hindi, Tamil and Telugu for our experiments. The Hindi ASR is trained on significantly more data compared to Tamil and Telugu and is expected to perform better. We run all three ASRs on the test data and calculate the Phone Error Rate (PER) as shown in Table 2. The Hindi ASR has a PER of 25% on Gujarati test data while Tamil ASR has a PER of 73% on the same data, which is expected given that Gujarati is phonetically similar to Hindi and very different from Tamil. Similarly, we find that the Telugu ASR achieves the lowest PER on Kannada, while the Tamil ASR achieves the lowest PER on Malayalam. Overall, we obtain lowest PERs of 20-25% on Marathi and Gujarati which are very similar to Hindi, while the highest PER is 80% for Bodo which is a Sino-Tibetan language and is most different from all three ASR languages.

3.4. Language Models

Although speech data is scarce in the target languages that we consider, text data in the form of Wikipedia, news websites and user generated content may be available. We download Wikipedia dump [2] for Assamese, Bengali, Marathi, Kannada and Gujarati. We pre-process the data to remove all the English characters, special symbols, leading spaces and blank lines and use the text to build n-gram LMs. The perplexities (PPLs) on held-out test sets of Assamese and Kannada (around 900) are significantly higher than the other three languages (around 500) as shown in Table 3. The high PPL values for these languages can be attributed to some extent to spelling variations.

4. Experiments

We decode all the 1000 utterances in each target language using all three ASR systems and search the resulting hypothesis text for keywords. We use an utterance level string match algorithm

---

1[https://www.iitm.ac.in/donlab/tts/voices.php](https://www.iitm.ac.in/donlab/tts/voices.php)

2[https://dumps.wikimedia.org/](https://dumps.wikimedia.org/)
4.2. Language-specific LMs

In this experiment, we replace the LM and lexicon of the high resource ASR systems with the target language’s LM and lexicon. We use the Hindi ASR to decode Assamese, Bengali, and Gujarati, since they are all part of the Indo-Aryan language family and the Telugu ASR to decode Kannada, since they are both Dravidian languages. We pass each word in the LMs through Unitran and use the mapping between X-SAMPA and the Hindi and Telugu ASR phonemes to get lexicons in each language in terms of the ASR phonemes. Then, we encode as before and search for the terms in the new ASR transcripts.

5. Evaluation and Results

5.1. Evaluation metric

We use a standard metric for Spoken Term Detection, Mean Term Weighted Value (MTWV) proposed for the NIST Spoken Term Detection evaluation [16], which is one minus the average value lost by the system per term. The value lost by the system is a weighted linear combination of Miss Probability ($P_{Miss}$) and false alarm probability ($P_{FA}$). MTWV of 1 indicates no misses and no false alarms, while a system that outputs nothing gets a MTWV of 0. Negative MTWVs are possible.

\[
P_{Miss}(\text{term}, \theta) = 1 - \left(\frac{N_C(\text{term}, \theta)}{N_T(\text{term})}\right)
\]

\[
P_{FA}(\text{term}, \theta) = \left(\frac{N_{spurious}(\text{term}, \theta)}{N_{NT}(\text{term})}\right)
\]

\[
AE(\text{term}, \theta) = P_{Miss}(\text{term}, \theta) + \beta \cdot P_{FA}(\text{term}, \theta)
\]

\[
TWV(\text{term}, \theta) = 1 - AE(\text{term}, \theta)
\]

\[
MTWV(\text{term}, \theta) = AVG(TWV(\text{term}, \theta))
\]

The $\theta$ parameter is the detection threshold, $N_C(\text{term}, \theta)$ is number of correct (true) detections of the term with a detection score greater than or equal to $\theta$, $N_{spurious}(\text{term}, \theta)$ is the number of spurious (incorrect) detections of the term with a detection score greater than or equal to $\theta$, $N_T(\text{term})$ is the true number of occurrences of the term in the corpus, $N_{NT}(\text{term})$ is the number of opportunities for incorrect detections of the term in the corpus [16].

Depending on the application, different weights are assigned to $P_{Miss}$ and $P_{FA}$. The $\beta$ in eq. 3 is the weight parameter. For our case, we give equal weights to $P_{Miss}$ and $P_{FA}$ by having the $\beta$ value equal to 1.

5.2. Results

Table 5 shows the MTWV scores for all ten languages decoded with the baseline approach, that is without the use of a language specific LM or lexicon. The Hindi ASR performs best on Assamese, Bengali, Bodo, Gujarati, Manipuri, Marathi and Rajasthani, while the Telugu ASR performs best on Kannada and Odia. The Tamil ASR performs best on Malayalam. This is similar to the trends observed in Table 2 except in the case of Manipuri, where the PER of Telugu and Hindi are the same while the MTWV score is significantly lower for Telugu. Although the PER of Bodo for all three ASRs is very low, the MTWV is similar to the other languages. The example below shows the target keywords, original transcript and phonetic sequence of the Bodo audio, followed by the
decoded transcript of the same audio by the Hindi ASR and corresponding phonetic sequence.

| Bodo transcript | बर भूनाई दुमागाहनाय वाँ कूमार साह-हरी-न ण इ बहामा |
| Bodo phonemes | ba 9ra tbha u nba l a: i: dba a: va ga a: hva o nba a: ja a: va ka a: la i: ka u ma a: 9ra la a: hva a: 9ra i: nba i: bha i: hva o ma a: |
| Hindi ASR transcript | बो री सुजा हो रही खाली कूमार सहारी भी हमा |
| Hindi phonemes | ba o la o sa u nba a: hva i: hva o ga a: kha a: la i: ka u ma a: 9ra sa a: hva nba i: bha i: hva ma a: |

Table 1: Bodo keywords and its corresponding phonemes, Hindi ASR transcript and its corresponding phonemes are in bold

As we can see, even though there are differences in phonemes between the target words and decoded output, we manage to recover the keyword due to our matching algorithm that takes into account phonetic classes while matching, and allows similar phonemes to be matched. This leads to a high MTWV score for Bodo even though the PER is high. Overall, other than Bodo, we get the highest MTWV scores for Gujarati, Marathi and Rajasthani which are phonetically very similar to Hindi.

Next, we look at the combined results when the ASR hypotheses from all three languages is taken and the hypotheses that gives the highest alignment score is considered for matching. We find that for all languages except Gujarati in which the score remains unchanged, using all the transcripts leads to a higher MTWV score than considering a single language.

Table 5: MTWV scores for the Baseline Method

| Languages | Baseline | +LM |
|-----------|----------|-----|
| Hi-In | Te-In | Ta-In | Multilingual |
| Assamese | 0.37 | 0.30 | 0.22 | 0.39 |
| Bengali | 0.46 | 0.27 | 0.23 | 0.47 |
| Bodo | 0.54 | 0.50 | 0.45 | 0.56 |
| Gujarati | 0.62 | 0.39 | 0.27 | 0.62 |
| Kannada | 0.35 | 0.36 | 0.31 | 0.41 |
| Malayalam | 0.28 | 0.25 | 0.33 | 0.37 |
| Manipuri | 0.41 | 0.24 | 0.21 | 0.44 |
| Marathi | 0.57 | 0.31 | 0.20 | 0.58 |
| Odia | 0.39 | 0.40 | 0.22 | 0.43 |
| Rajasthani | 0.52 | 0.41 | 0.29 | 0.55 |

Table 6: MTWV scores of the Multilingual baseline system vs. system with language-specific LM

| Languages | Baseline | +LM |
|-----------|----------|-----|
| Assamese | 0.39 | 0.49 |
| Bengali | 0.47 | 0.79 |
| Marathi | 0.58 | 0.75 |
| Kannada | 0.41 | 0.86 |
| Gujarati | 0.62 | 0.81 |

Table 6 shows the MTWV values for Assamese, Bengali, Marathi and Gujarati decoded with the Hindi ASR and Kannada decoded with the Telugu ASR with language-specific LMs. We find that adding a language-specific LM leads to a significant improvement in MTWV scores in all cases.

Figure 2 shows examples of terms in Gujarati, Bengali and Marathi decoded by the Hindi decoder with and without a language specific LM. As we can see, even though the baseline technique can find words that are phonetically similar to the target in the Hindi transcript, adding a language-specific LM increases the chances of finding the exact words or word fragments we are looking for. Note however that we still need to perform a string alignment-based match since the exact terms we are looking for are not present in the transcript.

6. Conclusion

In this work, we use three high-resource ASR systems for Spoken Term Detection in ten low-resource Indian languages, without the need for language-specific speech data. We show that it is possible to detect terms in languages without any language-specific LMs, particularly in the case where the target language is similar to the language of the decoder. However, the addition of a language-specific LM helps and may be easy to build given the availability of text data in the language.

We bootstrap lexicons for all the target languages using a resource that maps all Unicode characters to a single phone set. We also show that it is possible to perform STD on languages that are phonetically dissimilar to the target language (Bodo and Hindi) by using an algorithm that allows for phonemes from the same phonetic class to match, which results in a high MTWV score despite having a high Phone Error Rate.

In future work, we would like to incorporate language specific information into decoding by rescoring the lattice, and also combine lattices from multiple ASR systems, or use a ROVER-like [17] technique to come up with the best transcript from multiple recognition systems. The experiments conducted in this work were on clean TTS data which was recorded in a noise-free environment by professional speakers. In future work, we would like to develop robust techniques for found data, which could provide challenges such as background noise and music and lead to more ASR errors. Since no standard dataset for STD exists in these low-resource Indian languages, we plan to make the dataset we derived from the TTS dataset available for research use.
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