Nighthawk: Fully Automated Localizing UI Display Issues via Visual Understanding

Zhe Liu, Chunyang Chen, Junjie Wang, Yuekai Huang, Jun Hu, and Qing Wang

Abstract—Graphical User Interface (GUI) provides a visual bridge between a software application and end users, through which they can interact with each other. With the upgrading of mobile devices and the development of aesthetics, the visual effects of the GUI are more and more attracting, and users pay more attention to the accessibility and usability of applications. Therefore, a good GUI design makes an application easy, practical and efficient to use, which significantly affects the success of the application and the loyalty of its users [1].
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1 INTRODUCTION

GRAPHICAL User Interface (GUI, also short for UI) plays an important role ubiquitous in almost all modern desktop software and mobile applications. It provides a visual bridge between a software application and end users through which they can interact with each other. Developers design a UI that requires proper user interaction, information architecture and visual effects of the UI. Therefore, a good GUI design makes an application easy, practical and efficient to use, which significantly affects the success of the application and the loyalty of its users [1].
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However, with the improvement of mobile device performance and user’s aesthetic requirements for UI, more and more fancy visual effects in GUI design such as intensive media embedding, animation, light, floating and shadows post a great challenge for developers in the implementation. Consequently, many display issues such as text overlap, missing image, component occlusion as seen in Fig. 1 always occur during the UI display process especially on different mobile devices [2], [3].

In particular, we find that most of those UI display issues are caused by different system settings in different devices, especially for Android, as there are more than 10 major versions of Android OS running on 24,000+ distinct device models with different screen resolutions [4]. Although the software can still run along with these bugs, they negatively influence the fluent usage with the app, reduce the accessibility and usability of the application, resulting in the significantly bad user experience and corresponding loss of users. Therefore, this study is targeting at detecting those UI display issues.

At present, to ensure the correctness of UI display, companies have to recruit many testers for app GUI testing or leverage the crowdtesting. Although human testers can spot these UI display issues, there are still two problems with such mechanism. First, it requires significant human effort as testers have to manually explore tens of pages by different interactive ways and also need to check the UI display on different OS versions and devices with different resolution or screen size. Second, some errors in the GUI display, especially relatively

1. We call these bugs as UI display issues, and will interchangeably use bug and issue in this paper.
Our approach is named Nighthawk,2 to model the visual information by deep learning to automatically detect and localize UI display issues. This paper formulate display issue detection as an object detection task. We adopt the Faster-RCNN model to not only identify screenshots with UI display issues but accurately point out the location of the visual issues within the screenshot, which better helps developers and testers debug their GUI code.

Training the model needs large amount of buggy screenshots, which requires considerable manual effort to prepare them. We therefore propose a heuristic-based training data auto-generation method to automatically generate the buggy screenshots. This is done through localizing and modifying the UI components related information (e.g., size of the TextView) in the JSON file of the bug-free screenshots. Compared with our previous work, this method takes into account more restrictions (the text size and more components types) of the screenshots, so that the generated screenshots with issues are more realistic and diverse. Through user experiments, our latest issue data generated by Nighthawk is closer to the real issue data than the data expansion method in OwlEye, and our data generated by Nighthawk improves the performance of the model better than the method in OwlEye.

We train the model on 64,000 generated screenshots from 30,000 Android apps, and evaluate its effectiveness on 1,600 screenshots from crowdtesting and 8,000 augmented screenshots. We first evaluated the performance of our method in bug detection. Compared with OwlEye and 13 other state-of-the-art baselines, our Nighthawk can achieve more than 5% and 6% boost in recall and precision compared with OwlEye, and at least 17% and 23% boost in recall and precision compared with other baselines, resulting in 0.84 precision and 0.84 recall. We further compare its localization results with OwlEye. The average precision and average recall of Nighthawk are 55% and 56% higher than those of OwlEye, with AP of 0.59 and AR of 0.60.

Apart from the accuracy of our Nighthawk, we also evaluate the usefulness of our Nighthawk by applying it in detecting the UI display issues in the real-world apps from Google play and F-Droid. Among 1328 apps, we find that 151 of them are with UI display issues. We reported bug

2. Our approach is named Nighthawk as it is like the nighthawk to effectively spot and localize UI display issues. And our model (catching small bugs at night like a nighthawk) can complement with conventional automated GUI testing (diurnal like eagle) for ensuring the robustness of the UI.
reports to the development team and 75 are confirmed and fixed by developers.

This paper is an extended version of our earlier study [21]. The extension makes the following additional contributions:

- We adopt the Faster-RCNN model to not only identify buggy GUI screenshots, but accurately point out the location of display issues within the screenshot, which better helps developers and tester debug their GUI code.
- To avoid the requirement of large-scale manual labeling, we propose a heuristic-based training data auto-generation method to automatically generate diverse and realistic screenshots with UI display issues from bug-free UI screenshots.
- We carry out experiments on a large-scale dataset to verify that the Nighthawk can automatically train and detect UI display issues without manual annotation with promising results. At the same time, we also evaluate the issue localization performance of the Nighthawk and the impact of the number of datasets on the performance of the Nighthawk.
- We release the implementation of Nighthawk, the detailed experimental results, and the large-scale dataset of app UIs with four kinds of issues and issue localization information, for other researchers’ follow-up studies.

2 MOTIVATIONAL STUDY

In order to get a better understanding of the UI displaying issues in real-world practice, we carry out a pilot study to examine the prevalence of these issues. The pilot study also explores what kinds of UI display issues exist, so as to facilitate the design of our approach for detecting UIs with display issues.

2.1 Data Collection

Our experimental dataset is collected from one of the largest crowd-testing platforms3 in which crowd workers are required to submit test reports after performing testing tasks [22], [23], [24]. The dataset contains 562 Android mobile application crowdtesting tasks between January 2015 and September 2016. These apps belong to different categories such as news, entertainment, medical, etc. In each task, crowd workers submit hundreds of testing reports which describe how the testing is conducted and what happened during the test, as well as accompanied screenshots of the testing. The reason why we utilize this dataset is that it includes both the UI screenshots and the corresponding bug description which facilitates the searching and analysis of UI display issues. This dataset contains 10,330 unique GUI screenshots.

2.2 Categorizing UI Display Issues

For these GUI screenshots, the first three authors individually check each of them manually with also its corresponding description in the bug report. Only GUI screenshots with the consensus from all three human markers are regarded as ones with display issues. A total of 4,470 GUI screenshots are determined with UI display issues, which accounts for 43.2% (4470/10330) in all screenshots. This result indicates that the UI display issues account for a non-negligible portion of mobile application bugs revealed during crowdtesting and should be paid careful attention for improving the software quality.

During the manual examination process, we notice that there are different types of UI issues, a categorization of these issues would facilitate the design and evaluation of related approach. The first and the third authors manually check it following the open coding procedures [25]. We analyze the issue screenshots and categorize the UI display issues. In detail, each annotator carefully examines the issue screenshots. We group similar codes into one category, and the grouping process is iterative. Specifically, we constantly move back and forth between the category. In the absence of an agreement between the two authors, the second author act as arbitrators to discuss and resolve the conflict. We follow the procedure until all authors reach an agreement. We classify those UI issues into five categories including component occlusion, text overlap, missing image, null value and blurred screen with details as follows:

- **Component Occlusion (47%).** As shown in Fig. 2a, the textual information or component is occluded by other components. It usually appears together with TextView or EditText. The main reasons are as follows: the improper setting of element’s height, or the adaptive issues triggered when setting a larger-sized font.

- **Text Overlap (21%).** As shown in Fig. 2b, two pieces of text are overlapped with each other. This might be caused by the adaptive issues among different device models, e.g., when using a larger-sized font in a device model with small screen might trigger this bug.

- **Missing Image (13%).** As shown in Fig. 2c, the image fails to appear, but the corresponding icon still exists in the GUI code.

- **Null Value (8%).** As shown in Fig. 2d, the field of view is left empty.

- **Blurred Screen (6%).** As shown in Fig. 2e, the screen might trigger this bug.

Note that, for text overlap category, two pieces of text are mixed together; while for component occlusion, one component covers part of the other component.

---

3. https://github.com/20200501/Nighthawk.
4. Baidu (baidu.com) is the largest Chinese search service provider. Its crowdsourcing test platform (test.baidu.com) is also the largest ones in China.
Missing Image (25%). As shown in Fig. 2c, in the icon position, the image is not showing as its design. The possible reasons are as follows: wrong image path or layout position, unsuccessful loading of the configuration file due to permissions, oversized image, network connection, code logic, or picture errors, etc.

NULL Value (6%). As shown in Fig. 2d, the right information is not displaying, instead NULL is showing in corresponding area. This category of bugs usually occurs with TextView. The main reasons are as follows: issues in parameter setting or database reading, and the length of text in TextView exceeding the threshold, etc.

Blurred Screen (1%). As shown in Fig. 2e, the screen is blurred. The reason for this bug might be because the defects in hardware, or the exclusion of hardware acceleration for some CPU- or GPU-demanding functionalities.

To further validate the generality of our observations, we also manually check 1,432 screenshots from 200 random-chosen applications in Rico’s dataset [20], which is a commonly-used mobile application dataset with 66K Uls of Android Applications and we will further introduce that dataset on Section 4. We find that 18 UIs from 16 apps (16/200 = 8.8% apps) are with UI display issues. Note that number is highly underestimated, as the collected UIs do not cover all pages of the applications, and the applications are not fully tested on different devices with different screen resolutions.

2.3 Why Visual Understanding in Detecting UI Display Issues

These findings confirm the severity of UI display issues, and motivate us to design an approach for automatically detecting these GUI issues. One commonly-used practice for bug detection in mobile apps is the program analysis, but it may not be suitable in this scene. To apply the program analysis, one needs to instrument the target app, develop different rules for different types of UI display issues, rewrite the code for different platforms (e.g., iOS, Android), and customize their code to be compatible on different mobile devices (e.g., Samsung, Huawei, etc) with different screen resolutions, which is extremely effort-consuming. Specifically, it is not trivial to enumerate all display issues and develop corresponding rules for detection.

We observed the screenshots of these 5 categories of bugs and their corresponding JSON files, and found that component occlusion, text overlap and null value can be detected by analyzing JSON files to obtain component information (i.e., component coordinates, component text). We try to use the static analysis of XML files to detect these three categories of bugs as follows. For component occlusion, we analyze the coordinates of all components, and regard the components with intersection coordinates as bugs. For text overlap, we analyze the coordinates of all text views, and regard the components with intersection coordinates as bugs. For null value, we analyze the text of the component, and regard null text as a bug.

However, static analysis method has some limitations. In the following cases, it is impossible to detect bugs by analyzing JSON files. For component occlusion, as shown in Fig. 3a, because the font size in the JSON file cannot be obtained, the issue that the font is displayed incompletely in EditText cannot be detected. As shown in Fig. 3b, the toolbar, spinner and dialog will float in front of the component, which will cause noise to the detection. For text overlap, there is still noise such as component occlusion. For null value, there are more nulls in the text acquisition process, most of which are due to the problems existing in the process of getting JSON files, but there is no problem in the actual UI display, which will add a lot of noise to the detection of such bugs.

Taken in this sense, it is worthwhile developing a new efficient and general method for detecting UI display issues. Inspired by the fact that these display issues can be spotted by human eyes, we propose to identify these buggy screenshots with visual understanding technique which imitates the human visual system. As the UI screenshots are easy to fetch (either manually or automatically) and exert no significant difference across the apps from different platforms or devices, our image-based approach are more flexible and easy to deploy.

3 ISSUES DETECTION AND LOCALIZATION APPROACH

This paper proposes Nighthawk to automatically detect and localize UI display issues in the screenshots of the application under test, as shown in Fig. 4. Given one UI screenshot, our Nighthawk provides integrated detection and localization services. Nighthawk can detect the screenshot related with UI display issues via visual understanding and localize the detailed issue position by bounding boxes on the UI screenshot for guiding developers to fix the bug.

As the UI display issues can be spotted via the visual information, we adopt the Faster-RCNN [26], which has proven to be effective in object detection in computer vision domain. Fig. 4 shows the structure of our object detection model which includes a feature extraction network (we use ResNet50), a regional proposal network (RPN) module, and an ROI pooling module.

5. http://interactionmining.org/rico#quick-downloads
Given the input UI screenshot, we convert it into a certain image size with fixed width and height as $w \times h$, and the image is normalized. Then the screenshot is input into the convolutional neural network ResNet50 [27]. The Convolutional layer’s parameters consist of a set of learnable filters. The purpose of the convolutional operation is to extract the different characteristics of the input (i.e., feature extraction). After the convolutional layer, the screenshots will be abstracted as the feature graph. However, with the network depth increasing, accuracy gets saturated and then degrades rapidly, it is easy to appear the vanishing/exploding gradients problem and degradation problem. Because the gradient propagates back to the previous layer, repeated multiplication may make the gradient infinitesimal. As a result, with the deeper layers of the network, its performance tends to be saturated or even rapidly decline. In order to solve this problem, ResNet50 introduces the concept of residual error to solve this problem. ResNet50 solves the degradation problem by introducing a deep residual learning framework. Instead of making each layer directly fit a desired underlying mapping, it explicitly matches these layers with a residual mapping.

After obtaining the feature map through ResNet50, we input the feature map into Region Proposal Network (RPN) module. The RPN takes the feature map (of any size) as input and outputs a set of rectangular object proposals, each with an objectness score. Then, a 3x3 slide window is used to traverse the whole feature map. In the process of traversing, nine anchors are generated according to rate and scale (1:2, 1:1, 2:1) in each window center. Then, full connection is used to classify each anchor (foreground or background) and preliminary bounding boxes expression. Then the bounding box expression is used to modify the anchors to obtain accurate proposals.

According to the feature map obtained by the feature extraction module and proposal obtained by RPN module. Input it into the ROI pooling layer to calculate the proposal feature maps. Finally, the proposal feature maps are input into the classification module, and the specific category (such as component occlusion, missing image, etc.) of each proposal is calculated through the fully connected neural networks (FC) and softmax layer, and the probability vector is output. At the same time, the position offset of each proposal is obtained by using bounding box expression again, which is used to regression more accurate target detection frame.

4 HEURISTIC-BASED TRAINING DATA AUTO-GENERATION

Training an object detection model for visual understanding requires a large amount of input data. For example, ResNet [28] model uses 128 million images from ImageNet as training dataset for image classification task. Similarly, training our proposed Faster-RCNN for UI display issues detection and localization requires abundant of screenshots with UI display issues. However, there is so far no such type of open dataset, and collecting the related buggy screenshots is quite time- and effort-consuming. Different from image classification task, Faster-RCNN model not only needs to determine whether there are bugs on the screenshots, but also to mark the specific location of bugs on the screenshots. This requires a large number of experienced testers to mark it. At the same time, the approach in our previous work OwlEye needs a certain number of screenshots with UI display issues, and collecting these issue screenshots requires human annotation, since most screenshots are issue-free. Therefore, we develop a heuristic-based training data auto-generation method for generating UI screenshots with UI display issues from bug-free UI images.

The data auto-generation is based on the Rico [20] dataset which contains more than 66K unique screenshots from 9.3K Android applications, as well as their accompanied JSON file (i.e., detailed run-time view hierarchy of the screenshot). According to our observation on Section 2, most UI screenshots in this dataset are of no display issues. Algorithm 1 presents the heuristic-based training data auto-generation algorithm. With the input screenshot and its associated JSON file, the algorithm first locates all the TextView and ImageView, then randomly chooses a TextView or ImageView depending on the generated category. Based on the coordinates and size of the TextView/ImageView, the algorithm then makes its copy and adjusts its location or size following specific rules to generate the screenshot with corresponding UI display issues (line 1-12). Fig. 5 demonstrates the illustrative examples of the generated screenshots with UI display issues.
Fig. 5. Examples of data auto-generation.

Note that, among the five categories of UI display issues, the category of blurred screen is difficult to generate following the above idea. In addition, the preliminary survey results show that the number of such bugs is small, accounting for only 1% of the crowdtesting data (see Section 2.2). Hence, we leave this category for future work. For the generation methods of these four kinds of issues, we conducted a pilot study. In detail, we select 500 issue screenshots of different apps for each type of issue to summarize the characteristics of issue screenshots, and the settings and parameters of the auto-generation method is based on the summarized characteristics. The general principle of the auto-generation is that we randomly decide the occlusion/overlap offset or occlusion/overlap region to generate diversified screenshots, and we assume the large number of generated screenshots in training dataset can mitigate the problem caused by too large or too slight offset. We then present the detailed auto-generation rules of the four categories.

Auto-Generation for Component Occlusion Bug. When this category of bug occurs, the textual information or component is occluded by other components. In detail, the pilot study reveals that it appears in TextView, EditText, Button & EditText; and the auto-generation is conducted on them randomly. The pilot study also reveals that when occlusion happens, the two involved components are usually with the same width but different height. Therefore, we first generate a color block with the same width and background color as the component but with a smaller height (i.e., randomly-generated value), and then put it to cover part of the component randomly (e.g., lower left part). The random generated height is determined by \(\text{random}(-1, 1)\) guided by the pilot study. For the determination of the color of the occlusion area, we obtain the color of the upper left corner and the upper right corner of the component, and take the average as the color of the occlusion area. Finally, we get the size of the component as the bounding box (line 13-19).

Auto-Generation for Text Overlap Bug. The textual contents are overlapped with each other, when this category of bug occurs. To auto-generate this category of screenshots, we first get the height of the TextView, convert it to a font size, and generate a piece of text with the same size and content as the original TextView, and offset it slightly. The threshold of offset is calculated by random number, that is, \(\text{random}(-0.5 \times \text{w}, 0.5 \times \text{w})\) which is observed in the pilot study. Besides, through the pilot study, we determined that the color of the font is also randomly selected (black, gray, white). Finally, we use the overlapped part of the offset text and the original text as the bounding box (line 20-23).

**Algorithm 1. Heuristic-Based Training Data Auto-Generation**

```
Input: scr: screenshot without bugs; json: associated JSON file; category: category of generated UI display issue; icon: pre-prepared image icon;
Output: genscr: generated screenshot with category bug; bbox: coordinates of bounding box;
1 Traverse json file to obtain all TextView & ImageView & Button & EditText;
2 if category == `missing image` then
3 Randomly choose an ImageView;
4 if category == `component occlusion` then
5 Randomly choose a TextView / ImageView / Button / EditText;
6 if category == `text overlap` or `null value` then
7 Randomly choose a TextView;
8 Obtain the coordinates of TextView / ImageView / Button / EditText \((x_2, y_2)\) / coordinate of upper left and lower right (If it is textview, get the upper and lower left coordinates of text)
9 Calculate the width and height of TextView / ImageView / Button / EditText \((w, h)\) based on the coordinates;
10 Obtain the text content of TextView (text);
11 Obtain the text font size of TextView \((fs)\);
12 Obtain the background color of TextView / ImageView / Button / EditText (bg);
13 if category == `component occlusion` then
14 rand ← random.uniform(0, 1);
15 image.new \((w, h \times [\text{rand}]), \text{bg}, \text{fs})
16 if rand ≥ 0 then
17 //Occlude the upper part of component
genscr ← scr.paste(image, \((x_1, y_1))
18 else
19 //Occlude the lower part of component
genscr ← scr.paste(image, \((x_1, y_2 + (h \times \text{rand})))
20 if category == `text overlap` then
21 xrand ← random.uniform\((-0.5 \times w, 0.5 \times w)\);
22 genscr ← scr.write((x_2 - xrand, y_1), [text, fs]);
23 //Get the coordinates of the overlap
24 x_1, y_1, x_2, y_2 ← getoverlap(genscr, fs);
25 if category == `missing image` then
26 image.new \((w, h), \text{bg})
27 scr.paste(image, \((x_1, y_1))
28 genscr ← scr.paste(icon, \((x_1 + 0.5 \times w, y_1 + 0.5 \times h))
29 if category == `null value` then
30 image.new \((w, h), \text{bg})
31 scr.paste(image, \((x_1, y_1))
32 genscr ← scr.write([\{x_1, y_1\}, “null”, fs]);
33 bbox ← writebbox(x_1, y_1, x_2, y_2);
```

Auto-generation for Missing Image Bug. We notice that when this category of bug occurs, an image icon would show up to indicate that the area supposed to be an image. We summarize 10 common icons from our pilot study. These icons are quite different from real-world images, and these issue image icons are rarely used in the UI of app (most UI developers think
these icons are issue icons), so the detection results are mostly issue. To auto-generate this category of screenshots, we first download 10 frequently-used image icons online, then cover the original image displaying area with one random-chosen image icon and set its background color as the color of its original image. Through our real-world app detection in RQ4, we find there are slight different icons which can be detected by Nighthawk (indicating the effectiveness of our propose approach), and donot find entirely different new icons (indicating the relatively completeness of the training dataset.). Finally, we use the region of Imageview as the bounding box (line 28-31).

Auto-generation for NULL Value Bug. When this category of bug occurs, NULL is displayed in the area where supposed to be a piece of text. We first get the height of the text in TextView and convert it to font size. Then we generate this category of screenshots by covering the original TextView using a color block which shares the same background color and adds NULL with the same font size as the original text. Finally, use the text area of NULL as the bounding box (line 24-27).

5.1 Research Questions

- RQ1: (Issues Detection Performance) How effective is our proposed Nighthawk in detecting UI display issues? For RQ1, we first present some general views of our proposed approach for UI display issues detection and the comparison with commonly-used baseline approaches (details are in Section 5.3).

- RQ2: (Issues Localization Performance) How effective is our proposed Nighthawk in localizing UI display issues?

For evaluating the performance of issues localization, we compare it with our previous approach OwlEye, and detect its accuracy through its average recall (AR) and average precision (AP).

- RQ3: (Contribution of Data Auto-generation) What is the contribution of the data auto-generation approach?

For RQ3, we evaluate the contribution of data auto-generation. We first examine the influence of auto-generated training data size on the model performance, then experimentally compare the issue detection performance between the model with this upgraded auto-generation approach and the model with the augmentation approach of OwlEye.

- RQ4: (Usefulness Evaluation) How does our proposed Nighthawk work in real-world situations?

For RQ4, we integrate Nighthawk with DroidBot as a fully automatic tool to collect the screenshots and detect UI display issues, and then issue the detected bugs to the development team.

5.2 Experimental Setup

As our Nighthawk is a fully automatic approach, we use the heuristic-based training data auto-generation approach in Section 4 to generate a large number of data. In detail, we randomly download one or two screenshots from each of the random-chosen 30,000 applications in Rico dataset, and each screenshot would be utilized once for the data auto-generation. In order to make the training data balanced across categories, we used the same number of screenshots as training data for each type of issues.

For the auto-generated 50,000 screenshots with UI display issues from Algorithm 1, we first extract their features with ORB feature extraction algorithm [29], rank them randomly, compute the cosine similarity between a specific screenshot and each of its previous ones, and remove it when a similarity value above 0.8 is observed. In this way, 40,000 screenshots with UI display issues from 50,000 screenshots (each category has 10,000 screenshots) and equal number of bug-free non-duplicate screenshots (from buggy screenshots corresponding bug free versions), with a total of 80,000 screenshots are remained and added into the experimental dataset.

In order to simulate the real-world application of our proposed Nighthawk, we setup the experiment as follows. For the 80,000 screenshots of the Rico dataset (the ratio of positive and negative samples is 1:1), the 40,000 screenshots with UI display issues are generated as positive samples for the experiment, including 10,000 screenshots for each of the four categories of bugs (Each category selects the same number of negative samples). Set the training set, testing set and validation set according to the ratio of 8:1:1. According to the same experimental setup, always ensure that the ratio of positive and negative samples is 1:1. 1,000 buggy screenshots were randomly selected as the testing set (Only used in the issues detection performance by category in Section 6.1), 1,000 buggy screenshots as the validation set, and the remaining 8,000 buggy screenshots as the training set.

In addition, in order to understand the performance of the Nighthawk in real-world dataset, the testing set also includes the 1,600 screenshots (800 with UI display issues and 800 without) from 300 crowdtesting apps (Note that in order to compare with OwlEye, we use the same test dataset in OwlEye), we utilize the 400 screenshots (200 with UI display issues and 200 without) 400 screenshots for each category of bugs as testing set (Used in Section 6.1-6.2) to evaluate the performance of Nighthawk. Considering the long training time, we used the 3-fold cross-validation. For simplicity, we present the average performance of the experimental results.

Table 1 presents the distribution of screenshots in terms of different categories. The model is trained in a NVIDIA GeForce RTX 2060 GPU (16G memory) with 100 epochs for about 8 hours.

5.3 Baselines

To further demonstrate the advantage of Nighthawk, we compare it with 6 baselines utilizing both machine learning
and deep learning techniques. The 4 machine learning approaches first extract visual features from the screenshots, and employ machine learners for the classification. The 2 deep learning approaches utilizes artificial neural network directly on the screenshots for classification. We first present the feature extraction approach used in machine learning approaches.

\textit{SIFT} [30]: Scale invariant feature transform (SIFT) is a common feature extraction approach to detect and describe local features in an image. It can extract the interesting points on the object to generate the feature description of the object, which is invariant to uniform scaling, orientation, and illumination changes.

\textit{SURF} [31]: Speed up robot features (SURF) is an improvement of \textit{SIFT}. SURF uses an integer approximation of the determinant of Hessian blob detector, which can be computed with 3 integer operations using a precomputed integral image.

\textit{ORB} [29]: Oriented fast and rotated brief (ORB) is a fast feature point extraction and description algorithm. Based on the rapid binary descriptor ORB of brief, it has rotation invariance and anti noise ability.

With these features, we apply four commonly-used machine learning approaches, i.e., \textit{Support Vector Machine} (SVM) [32], \textit{K-Nearest Neighbor} (KNN) [33], \textit{Naive Bayes} (NB) [32] and \textit{Random Forests} (RF) [34], for classifying the screenshots with UI display issues.

\textit{MLP} [35], [36]: Multilayer Perceptron (MLP) is a feedforward artificial neural network. The network structure is divided into input layer, hidden layer and output layer. Each node is a neuron that uses a nonlinear activation function, e.g., corrected linear unit (ReLU). It is trained by changing the connection weight according to the output error compared with the ground truth. We used eight layers of neural network, and we set the number of neurons in each layer to 190, 190, 128, 128, 64, 64, 32 and 2, respectively.

\textit{OwlEye} [21]: OwlEye builds on the Convolutional Neural Network (CNN) to identify the screenshots with UI display issues, and utilizes Gradient weighted Class Activation Mapping (Grad-CAM) to localize the regions with UI display issues.

5.4 Evaluation Metrics

In order to evaluate the issues detection performance of our proposed approach in RQ1, we employ three evaluation metrics, i.e., precision, recall, F1-Score, which are commonly-used in image classification and pattern recognition [37], [38]. For all the metrics, higher value leads to better performance.

Precision and recall are often calculated by counting true positions (TP), true negatives (TN), false positions (FP), and false negatives (FN). In the issue detection task, TP is the screenshot correctly predicted as buggy; FN is the screenshot of the incorrectly predicted as buggy; TN is the screenshot correctly predicted as normal; FP is the screenshot incorrectly predicted as normal.

Precision is the proportion of screenshots that are correctly predicted as having UI display issues among all screenshots predicted as buggy:

\[
\text{precision} = \frac{TP}{TP + FP}
\]  

Recall is the proportion of screenshots that are correctly predicted as buggy among all screenshots that really have UI display issues.

\[
\text{recall} = \frac{TP}{TP + FN}
\]  

F1-score (F-measure or F1) is the harmonic mean of precision and recall, which combines both of the two metrics above.

\[
F1 - \text{score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

In Section 6.2, in order to evaluate the issues localization performance of our proposed approach in RQ2, we employ two evaluation metrics, i.e., average precision (AP) and average recall (AR), which are commonly-used in object detection [26]. The AP and AR can more accurately and rigorously describe the localization performance of the \textit{Nighthawk}. For all metrics, the higher the value, the better the performance. Among them, AP and AR are similar to precision and recall in image classification, but the evaluation content is different. First, select the prediction box whose confidence score is greater than 0.5 [26], and calculate the ratio \(IoU\) (intersection over union) of the intersection and union of the prediction box and ground truth box. The calculation approach is as follows: \(IoU = \text{intersection of the predicted buggy region and the real buggy region}/\text{union of the predicted buggy region and the real buggy region}\). The metric \(IoU\) can solve the coverage problem. Then true positives (TP) is the number of detection boxes with \(IoU \geq 0.5\). False positives (FP) is the number of detection boxes with \(IoU < 0.5\), and the number of redundant detection boxes detected in the same ground truth box. False negatives (FN) is the number of ground truth box not detected.

6 Results and Analysis

6.1 Issues Detection Performance (RQ1)

We first present the issues detection performance of our proposed \textit{Nighthawk}, as well as the performance in terms of four categories of UI display issues in the data-generation dataset (Data-Gen) and the real-world dataset (Real-World) in Table 3. In the data-generation dataset, with \textit{Nighthawk},
The average precision (P) is 0.843, indicating that an average of 84.3% (837/993) of the screenshots which are predicted as having UI display issues are truly buggy. The average recall (R) is 0.837, indicating that an average of 83.7% (837/1000) buggy screenshots can be found with Nighthawk. In the real-world dataset, with Nighthawk, the average precision is 0.826, indicating that an average of 82.6% (164/199) of the screenshots which are predicted as having UI display issues are truly buggy. The average recall is 0.821, indicating 82.1% (164/200) buggy screenshots can be found with Nighthawk.

Although our Nighthawk is training on the data-generation dataset, the average precision and recall in the real-world dataset are only 0.017 and 0.016 lower than the data-generation dataset, which further shows the effectiveness of our Nighthawk.

We then shift our focus to the top half of Table 3, i.e., the performance in terms of each category of UI display issues. All the four categories of UI display issues can be detected with a relative high precision and recall, i.e., the maximum precision and recall are 0.90 and 0.90, the minimum precision and recall are 0.77 and 0.75 respectively. The category null value can be detected with the highest F1-score, indicating both precision (0.88) and recall (0.90) achieve a relatively high value. This might because screenshots with null value bugs have relatively fixed pattern and the buggy area is relatively obvious, i.e., the screenshot as shown in Section 2. In comparison, the category component occlusion is recognized with the lowest F1-score, e.g., 0.77 precision and 0.75 recall. This is due to the fact that the pattern of this category is more diversified, and the buggy region is much smaller, i.e., the occlusion area of component only accounts for a mere of 10% of the component area.

We further analyze the screenshots which are wrongly predicted as bug-free, with examples in Fig. 6. One common shared by these screenshots is that the buggy area is too tiny to be recognized even with human eye. Future work will focus more on improving the detection performance for these screenshots with attention mechanism and image magnification.
6.2 Issue Localization Performance (RQ2)

Fig. 7 presents the examples of our issues localization which highlights the buggy areas. Since the localization result of OwlEye is in the form of heat map, in order to compare its performance with Nighthawk, we use image binarization to determine the bounding box of the highlighted area of heat map, so that we can compare its performance with the newly proposed approach.

Table 5 shows the issues location performance of our proposed Nighthawk. In the real-world dataset, the average AP(average precision) and AR(average recall) of Nighthawk are 0.589 and 0.601 respectively. Due to the limitation of space, we only show the localization results in the real-world dataset, and the trend in the data-generation dataset is similar.

We then shift our focus to the top half of Table 5, i.e., the issues location performance in terms of each category of UI display issues. All the four categories of UI display issues can be detected with a high AP and AR, i.e., in the real-world dataset the minimum AP and AR are 0.503 and 0.523 respectively. In the real-world dataset, the category missing image can be detected with the highest performance, indicating both AP (0.773) and AR (0.765) achieve a relatively high value. This might because screenshots with missing image issues have large and relatively obvious buggy area. In comparison, the category component occlusion is recognized with the lowest performance, e.g., 0.503 AP and 0.547 AR.

This is due to the fact that the buggy region is much smaller. As shown in Fig. 8, the green one is the prediction bounding box, and the red one is the ground truth bounding box. The predicted bounding box area will be slightly larger than the real-world bounding box, resulting in IoU area less than 0.5, which will reduce the AP and AR. However, as shown in Fig. 8, although the predicted localization result is judged to be wrong due to IoU less than 0.5, the indicated bug area is basically correct, which can also provide corresponding presentation for developers.

Then we compare the issues localization performance of our Nighthawk with OwlEye. As shown in Table 5 our Nighthawk is obviously better than OwlEye, i.e., 55% higher in AP and 56% higher in AR compared with the OwlEye. We further analyze the bad case of issues localization with OwlEye. As shown in Fig. 9, the yellow one is the prediction bounding box from OwlEye, and the red one is the ground truth bounding box. The main reason is that the visualization area of OwlEye is too large, which often contains the ground truth bounding box, and the IoU area is less than 0.5.

Please note that the worse performance of OwlEye in AP and AR is due to the different evaluation criterion. In the previous paper, we used manual evaluation to determine the accuracy of UI display issue localization, in which the participants are required to evaluate whether the localized area by OwlEye has overlap with the actual issue area. By comparison, the AP and AR indicators require the IoU area to be more than 0.5, i.e., the highlighted issue area should be at least 50% in common with the actual issue area. We observe three cases in which the human evaluation comes out with a high performance, yet the AP/AR suggests a low localization accuracy. The first is incomplete issue detection as shown in Fig. 10a. We can see that there are three issue

| Category           | OwlEye AP | OwlEye AR | Nighthawk AP | Nighthawk AR |
|--------------------|-----------|-----------|--------------|--------------|
| Component occlusion| 0.011     | 0.017     | 0.503        | 0.547        |
| Text overlap       | 0.014     | 0.012     | 0.538        | 0.567        |
| Missing image      | 0.103     | 0.121     | 0.773        | 0.765        |
| NULL value         | 0.024     | 0.028     | 0.541        | 0.523        |
| **Average**        | **0.038** | **0.045** | **0.589**    | **0.601**    |
areas, while OwlEye only highlights one of them. By comparison, the newly-proposed Nighthawk can detect all of them, and achieve better AP/AR than OwlEye. The second is localization noise as shown in Fig. 10b. OwlEye wrongly highlights another area in the lower left part of the screenshot, and would obtain lower AP/AR than Nighthawk. The third is the localization drift as shown in Fig. 10b. The newly-proposed Nighthawk can perfectly localize the issue area, i.e., the whole image region, while the highlighted area by OwlEye does not hit the target accurately.

6.3 Contribution of Data Auto-Generation (RQ3)

We also conduct experiments to compare the issue detection performance of our Nighthawk using different amounts of training data. The testing set is manually labeled data from the crowdtesting dataset, with 400 screenshots of each category (half positive and half negative samples, see Section 5.2). As shown in Fig. 11, we randomly extract 2000-9000 screenshots with bugs as positive samples in the training set, and extract the same number of bug-free screenshots as negative samples according to the same settings and proportions to form the training set.

Fig. 11 shows the performance of UI display issues detection in terms of different amounts of training data, i.e., the number of negative samples is from 2000 to 9000.

We can see that both precision and recall improve with the increase of data volume, indicating the value of data auto-generation for effective UI display issues detection. Specifically, compared with the training data of 2000 buggy screenshots, the improvement of 35% and 41% in average precision and recall of 8000 buggy screenshot are observed respectively. The larger improvement in recall and precision indicates that, with more data, more screenshots with UI display issues can be found. This might because the model parameters of the object detection task are more than the image classification model, thus more training samples are needed to train the model.

As shown in Fig. 11, with the increase of the amount of data, the improvement of model performance is gradually decreasing. For example, the effect of 8000 buggy screenshots and 9000 buggy screenshots almost remains unchanged. At the same time, too much data will increase the cost of training model, so we chose 8000 buggy screenshots as our final training data.

6.3.1 Data Auto-Generation Performance

We investigate the contribution of data auto-generation by comparing the issues detection performance of the data auto-generation method in Nighthawk(Auto-DataGen) with that of the data augmentation method in OwlEye (DataAug) (details are in Section 5.2). We used the same amount of generated data to train our Nighthawk to complete the experiment.

As shown in Table 6, results show that, 8% and 12% improvement are observed respectively for average precision and recall. Specifically, issues detection performance in component occlusion category undergoes the largest improvement in F1-score. This might because the data auto-generation method (DataGen(Nighthawk)) pays more attention to the diversity of training screenshots and the generation of tiny region bugs (details are in Section 4). After using data auto-generation method (DataGen(Nighthawk)), the diversity of the training screenshots significantly improves the performance.

6.4 Usefulness Evaluation (RQ4)

To further assess the usefulness of our Nighthawk, we randomly sample 2,000 Android applications from F-Droid6 and 2,000 Android applications from Google play,7 including many new apps released on 2019 and 2020. Note that none of these apps appear in our training dataset.

We use DroidBot, which is a commonly-used lightweight Android test input generator [39], for exploring the mobile apps and take the screenshot of each UI pages. Among the 4,000 collected apps, 70% (2785/4000) apps can be successfully run with Droidbot, and only 33% (1328/4000) of the apps can be fetched with more than one screenshot, as they require register or authenticate to explore more screenshots which cannot be done by DroidBot. For the remaining 1328 apps, an average of eight screenshots are obtained for each app. We then feed those screenshots to Nighthawk for

---

6. http://f-droid.org/
7. http://play.google.com/store/apps
detecting if there are any UI display issues. Once a display issue is spotted, we create a bug report by describing the issue attached with buggy UI screenshot. Finally, we report them to the app development team through issue reports or emails.

Table 7 shows all bugs spotted by our Nighthawk, and more detailed information of detected bugs can be seen in our website.3 For F-Droid applications, 82 UI display issues are detected, among which 23 have been fixed and another 18 have been confirmed by the developers. For Google Play, 69 UI display issues are detected, among which 25 have been fixed and another 9 have been confirmed by the developers. These fixed or confirmed bug reports further demonstrate the effectiveness and usefulness of our proposed approach in detecting UI display issues.

The results reveal that Nighthawk can not only cover all the issues detected by OwlEye, but also find 66 more issues than OwlEye. The precision of Nighthawk is 81% (151/186), which is 14% ((81% - 71%)/71%) higher than that of OwlEye. As shown in the Fig. 12, the Nighthawk can detect more issues with small buggy area than OwlEye. In addition, when developers confirm the issue report submitted by Nighthawk, they say that the UI display issue has a great impact on the user experience and needs to be repaired as soon as possible. These replies also prove the necessity of Nighthawk to detect UI display issue.

7 DISCUSSION

Generality Across Platforms. Almost all the existing studies of GUI bug detection [39], [40], [41] are designed for a specific platform, e.g., Android, which limits its applicability in real-world practice. In comparison, the primary idea of our proposed Nighthawk is to detect UI display issues from the screenshots generated when running the applications. Since the screenshots from different platforms (e.g., Android, iOS, Mac OS and Windows) exert almost no difference, our approach can be generalized for UI display issues detection in other platforms.

As shown in Fig. 13, we have conducted a small scale experiment for three other popular platform, i.e., iOS, Mac OS and Windows, and experiment on 80 screenshots with UI display issues collected in our daily-used applications. Results show that our proposed Nighthawk can accurately detect 86.3% (69/80) of the buggy screenshots. This further demonstrates the generality of Nighthawk, and we will conduct more thorough experiment in future.

Generality Across Languages. Another advantage of Nighthawk is that it can be applied for UI display issues detection in terms of different display languages of the application. The testing data of the experiment for RQ1

| APP Name | Category | Download | IssueId | Status |
|----------|----------|----------|---------|--------|
| SHAREit  | Tools    | 500M+    | email   | fixed  |
| ShareMe  | Tools    | 500M+    | email   | fixed  |
| Perfect Piano | Music    | 50M+    | email   | confirm |
| Music Player | Music   | 50M+    | email   | confirm |
| Status Saver | Product  | 50M+    | email   | fixed  |
| Nimo TV  | Enter    | 50M+    | email   | fixed  |
| Nox security | Tool   | 10M+    | email   | fixed  |
| DegooCloud | Tool    | 10M+    | email   | fixed  |
| Proxynel | Tool    | 10M+    | email   | confirm |
| Secure VPN | Tool   | 10M+    | email   | confirm |
| Thunder VPN | Tool   | 10M+    | email   | fixed  |
| Swatcoin | Health   | 10M+    | email   | fixed  |
| ApowerMirror | Tool   | 5M+     | email   | confirm |
| PUB Gfx | Libraries | 5M+    | email   | fixed  |
| MediaFire | Product  | 5M+     | email   | confirm |
| Paytm | Finance  | 1M+   | email   | confirm |
| Playnimes Animes | Video  | 1M+     | email   | fixed  |
| Postegro | Commun  | 500K+   | email   | fixed  |
| Dezer Player | Music  | 500K+   | email   | fixed  |
| Air China | Travel   | 100K+   | email   | fixed  |

Table 7: Confirmed or Fixed Issues (RQ4)
contains the screenshots in Chinese, while the experiment for RQ3 relates with the screenshots in English, which demonstrates the generality of our approach across languages.

As shown in Fig. 14, we also collect 80 screenshots with UI display issues in three other languages (i.e. German, Japanese and Korean) from the applications in RQ3, and run our approach for bug detection. Results show that our proposed Nighthawk can accurately detect 87.5% (70/80) of the buggy screenshots, which further demonstrates the feasibility of Nighthawk.

Potential With More Effective Automatic Testing Tool. Results in RQ3 have demonstrated the usefulness of Nighthawk in real-world practice being integrated with automatic testing tool as DroidBot. However, we have mentioned in Section 6.3 that some applications can not be run with DroidBot, and some can only be fetched with one screenshot due to the shortcoming of DroidBot, both of which limit the full exploration of screenshots. If armed with a more effective automatic testing tool, Nighthawk should play a bigger role in detecting UI display issues in real-world practice.

8 RELATED WORK

Mobile App GUI. GUI provides a visual bridge between applications and users, and the quality of UI design is also widely concerned. Therefore, many researchers are working on assisting developers or designers in the GUI search [42], [43], [44], [45], [46], [47], [48], [49] based on image features, GUI code generation [50], [51], [52], [53], [54], [55], [56], [57] based on computer vision techniques. Chen et al. [58] introduce a novel approach based on a deep neural network for encoding both the visual and textual information to recover the missing tags for existing UI examples so that they can be more easily found by text queries. Chen et al. [59] studied the limitations and effective design of object detection method based on deep learning in detecting UI components. In addition, they designed a new top-down strategy from coarse to fine, and combined it with mature GUI text deep learning model. Moran et al. [60] check if the implemented GUI violates the original UI design by comparing the images similarity with computer vision techniques. A follow-up work by them [61] further detects and summarizes GUI changes in evolving mobile applications. Different from these works, our works are focusing on detecting the GUI display issues to help improve the app quality.

Automated GUI Testing. To ensure that GUI is working well, there are many static linting tools to flag programming errors, bugs, stylistic errors, and suspicious constructs [57], [62]. For example, Android Lint [63] reports over 260 different types of Android bugs, including correctness, performance, security, usability and accessibility [64]. StyleLint [65] helps developers avoid errors and enforce conventions in styles. Different from static linting, automatic GUI testing [6], [7], [8] dynamically explores GUIs of an app. Several surveys [40], [41] compare different tools for GUI testing for Android apps. Some testing works focus on more specific UI issues such as UI rendering delays and image loading. Gao et al. [66] and Li et al. [67] analyzed the possible problems in UI rendering, and developed automatic approaches to detect them. Nayebi et al. [68] and Holzinger et al. [69] found that different resolutions of the mobile devices have brought challenges in Android app design and implementation. Recently, deep learning based techniques [70], [71] have been proposed for automatic GUI testing. Unlike traditional GUI testing which explores the GUIs by dynamic program analysis, they [70], [71] use computer vision techniques to detect GUI components on the screen to determine next actions.

The above mentioned GUI testing techniques focus on functional testing, while our work is more about non-functional testing i.e., GUI visual issues which will not cause app crash, but negatively influence the app usability. The UI display bugs detected by our approach are mainly caused by the app compatibility [72], [73] due to the different devices and Android versions. It is highly expensive and extremely difficult for the developers covering all the popular contexts when conducting testing. Besides, different from these works based on static or dynamic code analysis, our work only requires the screenshot as the input. Such characteristic enables our light-weight computer vision based method, and also makes our approach generalised to any platform including Android, IOS, or IoT devices.

Web App Display Issues Detection. Because web apps also run on devices with a variety of viewport widths, there are some similarities between the mobile UI display issues...
9 Conclusion

Improving the quality of mobile applications, especially in a proactive way, is of great value and always encouraged. This paper focuses on automatic detecting the UI display issues from the screenshots generated during automatic testing. The proposed Nighthawk is proven to be effective in real-world practice, i.e., 75 confirmed or fixed previously-undetected UI display issues from popular Android apps. Nighthawk also achieves more than 17% and 23% boost in recall and precision compared with the best baseline. As the first work of its kind, we also contribute to a systematical investigation of UI display issues in real-world mobile apps, as well as a large-scale dataset of app UIs with display issues for follow-up studies.

In the future, we will keep improving our model for better performance in the classification. Apart from the display issue detection, we will further locate the root cause of these issues in our future work. Then we will develop a set of tools for recommending patches to developers for fixing display bugs.
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