Abstract

This paper is concerned with variational methods for nonlinear open quantum systems with Markovian dynamics governed by Hudson-Parthasarathy quantum stochastic differential equations. The latter are driven by quantum Wiener processes of the external boson fields and are specified by the system Hamiltonian and system-field coupling operators. We consider the system response to perturbations of these energy operators and introduce a transverse Hamiltonian which encodes the propagation of the perturbations through the unitary system-field evolution. This provides a tool for the infinitesimal perturbation analysis and development of optimality conditions for coherent quantum control problems. We apply the transverse Hamiltonian variational technique to a mean square optimal coherent quantum filtering problem for a measurement-free cascade connection of quantum systems.

1. INTRODUCTION

The Hudson-Parthasarathy quantum stochastic calculus [9], [11], [22] provides a unified framework for modelling the dynamics of open quantum systems interacting with environment. The governing quantum stochastic differential equations (QSDEs) are driven by quantum Wiener processes which acts on a boson Fock space and models a heat bath of external fields. An important feature of the QSDEs is that their drift and dispersion terms are specified by the Hamiltonian and coupling operators, which describe the energetics of the system and its interaction with the environment, and also involve a scattering matrix representing the photon exchange between the fields [22]. These energy operators are usually functions (for example, polynomials or Weyl quantization integrals [4]) of the system variables, and the form of this dependence affects tractability of the resulting quantum system.

In particular, quadratic Hamiltonians and linear system-field coupling operators lead to a class of open quantum harmonic oscillators (OQHOs) [3], [5] which play an important role in the linear quantum control theory [2], [14], [25]. The linear dynamics of such systems are relatively well understood and are similar to the classical linear SDEs in some regards, such as the preservation of Gaussian nature of quantum states [12], [23] driven by vacuum fields. Nevertheless, the coherent (that is, measurement-free) quantum analogue [21] of the classical LQG control problem [1], [16] for OQHOs is complicated by the physical realizability (PR) constraints on the state-space matrices of the fully quantum controller which come from the special structure of QSDEs mentioned above. Similar constraints are present in the coherent quantum filtering (CQF) problem [20].

One of the existing approaches to the coherent quantum LQG (CQLQG) control and filtering problems employs the Frechet derivatives of the LQG cost (with respect to the state-space matrices subject to the PR constraints) for obtaining the optimality conditions [28], [29] and for the numerical optimization [26]. This approach takes into account the quantum nature of the underlying problem only through the PR constraints, being “classical” in all other respects, which has its own advantages from the viewpoint of well-developed optimization methods. However, a disadvantage of this approach lies in the fact that it is limited to certain parametric classes of linear controllers and filters. In particular, the resulting optimality conditions do not provide information on whether nonlinear quantum controllers or filters can outperform the linear ones for linear quantum plants.

In the present paper, we outline a fully quantum variational technique which allows the sensitivity of the dynamic and output variables of a nonlinear quantum stochastic system to be investigated with respect to arbitrary (that is, not only linear-quadratic) perturbations of the Hamiltonian and coupling operators. This approach is based on using a transverse Hamiltonian, an auxiliary time-varying operator which encodes the propagation of such perturbations through the unitary system-field evolution. This leads to an infinitesimal perturbation formula for quantum averaged performance criteria (such as the LQG cost functional) which is applicable to the development of optimality conditions in coherent quantum control problems for larger classes of controllers and filters. In particular, this approach allows the sensitivity of OQHOs with quadratic performance criteria to be studied with respect to general perturbations of the energy operators. In fact, the transverse Hamiltonian method has already been employed in [31] to establish local sufficiency of linear filters in the mean square optimal CQF problem [29] for linear plants with respect to varying the energy operators of the filter along Weyl operators [4]. Note that our approach is different from [7] which develops a quantum Hamilton-Jacobi-Bellman principle for a measurement-based quantum feedback control problem, where the role of state variables is played by the density operator. It is also relevant to mention a parallel between the presented perturbation analysis and the fluctuation-dissipation theorem [17].
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The paper is organised as follows. Section II outlines notation used in the paper. Section III specifies the class of open quantum systems in Hamiltonian formulation. Section IV discusses sensitivity of OQHOs to parametric perturbations within quadratic Hamiltonians and linear system-field coupling operators. Section V introduces the transverse Hamiltonian. The latter is used in Section VI for perturbation analysis of system operators. Section VII extends the transverse Hamiltonian technique to quantum averaged performance criteria. Section VIII applies this approach to a mean square optimal CQF problem. Section IX makes concluding remarks.

II. PRINCIPAL NOTATION

In what follows, \([A, B] := AB - BA\) denotes the commutator of linear operators \(A\) and \(B\) on a common space. As a linear superoperator, the commutator with a fixed operator \(A\), is denoted by \(a(A) := [A, \cdot] - [\cdot, A]\). This extends to the commutator \((n \times m)\)-matrix \([X, Y]^T := XY^T - (YX)^T\) for a vector \(X\) of operators \(X_1, \ldots, X_n\) and a vector \(Y\) of operators \(Y_1, \ldots, Y_m\). Vectors are organized as columns unless indicated otherwise, and the transpose \((\cdot)^T\) acts on matrices of operators as if their entries were scalars. In application to such matrices, \((\cdot)^T := ((\cdot)^\#)^T\) denotes the transpose of the entry-wise operator adjoint \((\cdot)^\#\). For complex matrices, \((\cdot)^\dagger\) is the usual complex conjugate transpose \((\cdot)^* := (\cdot)^\dagger\). The subspaces of real symmetric, real antisymmetric and complex Hermitian matrices of order \(n\) are denoted by \(S_n\), \(A_n\) and \(H_n := S_n + iA_n\), respectively, where \(i := \sqrt{-1}\) is the imaginary unit. The real and imaginary parts of a complex matrix are denoted by \(\text{Re}(\cdot)\) and \(\text{Im}(\cdot)\). This extends to matrices \(M\) with operator-valued entries as \(\text{Re}(M) = \frac{1}{2}(M + M^\dagger)\) and \(\text{Im}(M) = \frac{1}{2}(M - M^\dagger)\) which consist of self-adjoint operators. Positive (semi-) definiteness of matrices and the corresponding partial ordering are denoted by \((\geq\) respectively. The tensor product of spaces or operators (in particular, the Kronecker product of matrices) is denoted by \(\otimes\). The tensor product \(A \otimes B\) of operators \(A\) and \(B\) acting on different spaces will sometimes be abbreviated as \(AB\). The identity matrix of order \(n\) is denoted by \(I_n\), while the identity operator on a space \(H\) is denoted by \(1_H\). The Frobenius inner product of real or complex matrices is denoted by \((M, N) := \text{Tr}(M^*N)\). The expectation \(\xi := \text{Tr}(\rho\xi)\) of a quantum variable \(\xi\) over a density operator \(\rho\) extends entrywise to vectors and matrices of such variables.

III. OPEN QUANTUM STOCHASTIC SYSTEMS BEING CONSIDERED

Consider an open quantum system which interacts with a heat bath of \(m\) external boson fields and is endowed with \(n\) dynamic variables \(X_1(t), \ldots, X_m(t)\) evolving in time \(t \geq 0\). The system variables are self-adjoint operators on a composite system-field Hilbert space \(\mathcal{H} \otimes \mathcal{F}\), where \(\mathcal{H}\) is the initial space of the system which provides a domain for \(X_1(0), \ldots, X_m(0)\), and \(\mathcal{F}\) is a boson Fock space [22] for the action of quantum Wiener processes \(W_1(t), \ldots, W_m(t)\). The latter are self-adjoint operators which model the external boson fields. The energetics of the system-field interaction is specified by the system Hamiltonian \(H(t)\) and the system-field coupling operators \(L_1(t), \ldots, L_m(t)\) which are self-adjoint operators, representable as time invariant functions (for example, polynomials with constant coefficients) of the system variables \(X_1(t), \ldots, X_m(t)\). Both \(H(0)\) and \(L_1(0), \ldots, L_m(0)\) act on the initial space \(\mathcal{H}\). For what follows, the system and field variables, and the coupling operators are assembled into vectors:

\[
X(t) := \begin{bmatrix} X_1(t) \\ \vdots \\ X_m(t) \end{bmatrix}, \quad W(t) := \begin{bmatrix} W_1(t) \\ \vdots \\ W_m(t) \end{bmatrix}, \quad L(t) := \begin{bmatrix} L_1(t) \\ \vdots \\ L_m(t) \end{bmatrix}.
\]

Depending on the context, a system operator \(\sigma\), acting on the initial space \(\mathcal{H}\), will sometimes be identified with its extension \(\sigma \otimes 1_{\mathcal{F}}\) to the composite system-field space \(\mathcal{H} \otimes \mathcal{F}\). The system and the fields form an isolated entity which undergoes a unitary evolution \(U(t)\) on \(\mathcal{H} \otimes \mathcal{F}\) driven by the system-field interaction according to the following QSDE [11], [22] with initial condition \(U_0 := 1_{\mathcal{H} \otimes \mathcal{F}}\):

\[
dU(t) = -\left(i(H_0 dt + L_0^T dW(t)) + \frac{1}{2}L_0^T \Omega L_0 dt\right)U(t),
\]

which corresponds to the Schrödinger picture of quantum dynamics. Here and in what follows, the initial values of time-varying operators (or vectors or matrices of operators) at \(t = 0\) are marked by subscript \(0\) (so that \(H_0 := H(0)\), \(L_0 := L(0)\) and \(U_0 := U(0)\)), while the time dependence will often be omitted for brevity. The QSDE (2) corresponds to a particular yet important case of the identity scattering matrix, when the photon exchange between the fields and the gauge processes [22] can be eliminated from consideration. Here, \(\Omega := (\omega_{jk})_{1 \leq j, k \leq m} \in H_m^+\) is the quantum Itô matrix of the Wiener process \(W:\)

\[
dW dW^T = \Omega dt, \quad \Omega := I_m + iJ,
\]

where the dimension \(m\) is assumed to be even, and the matrix \(J \in A_m\) specifies the cross-commutations between the quantum Wiener processes \(W_1, \ldots, W_m:\)

\[
[dW, dW^T] = 2iJ dt, \quad J := J \otimes I_{m/2}, \quad J := \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}.
\]
Accordingly, the term $L_0^1 dW$ in (2) can be interpreted as an incremental Hamiltonian of the system-field interaction, while $\frac{1}{2} L_0^1 \Omega dW$ is associated with the Itô correction term in the differential relation $d(UU^\dagger) = (dU)U^\dagger + UdU^\dagger + (dU)U^\dagger = 0$ describing the preservation of co-isometry of $U(t)$. The system variables at time $t \geq 0$, as operators on the system-field space $\mathcal{H} \otimes \mathcal{F}$, are the images
\begin{equation}
X_k(t) = j_k(X_k(0))
\end{equation}
of their initial values under the flow $j_k$ which maps a system operator $\sigma_0$ on the initial space $\mathcal{H}$ to
\begin{equation}
\sigma(t) := j_k(\sigma_0) = U(t)^\dagger (\sigma_0 \otimes \mathcal{F}) U(t).
\end{equation}
Note that, in view of (2), the flow $j_k$ depends on the energy operators $H_0$ and $L_0$. The resulting quantum adapted process $\sigma$ satisfies the following Hudson-Parthasarathy QSDE [11], [22]:
\begin{equation}
d\sigma = \mathcal{D}(\sigma) d\tau - i[\sigma, L^T]dW, \quad \mathcal{D}(\sigma) := i[H, \sigma] + \mathcal{D}(\sigma),
\end{equation}
where use is made of the Hamiltonian and the coupling operators evolved by the flow $j_k$ from (6) as
\begin{equation}
H(t) = j_k(H_0), \quad L(t) = j_k(L_0)
\end{equation}(the flow acts entrywise on vectors and matrices of operators). Also, $\mathcal{D}$ in (7) denotes the Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) decoherence superoperator [6], [18] which acts on $\sigma(t)$ as
\begin{equation}
\mathcal{D}(\sigma) := \frac{1}{2} \sum_{j,k=1}^m \omega_{jk} (L_j\sigma L_k + [L_j, \sigma]L_k)
= \frac{1}{2} \left( L^T \Omega [\sigma, L] + [L^T, \sigma] \Omega L \right)
= -[\sigma, L^T] \Omega L - \frac{1}{2} [L^T \Omega L, \sigma].
\end{equation}
The third equality in (9) is convenient for the entrywise application of the superoperator $\mathcal{D}$ to vectors of operators. The superoperator $\mathcal{D}$ in (7) is referred to as the GKSL generator. The identity $(\sigma_0 \otimes \mathcal{F}) U = U\sigma$, which holds for system operators in view of (6) and the unitarity of $U(t)$, allows the QSDE (3) to be represented in the Heisenberg picture using (5):
\begin{equation}
dU = -U \left( i(Hd\tau + L^T dW) + \frac{1}{2} L^T \Omega L d\tau \right).
\end{equation}
Here, use is also made of the property that for any $t \geq 0$, the future-pointing increments $dW(t)$ commute with adapted processes evaluated at the same (or an earlier) moment of time. In application to the vector $X(t)$ of system variables, the flow
\begin{equation}
X(t) := j_k(X_0) = U(t)^\dagger (X_0 \otimes \mathcal{F}) U(t)
\end{equation}
is understood (also entrywise as mentioned before) in accordance with (5) and (6), and the corresponding QSDE (7) is representable in a vector-matrix form as
\begin{equation}
dX = Fd\tau + GdW, \quad F := \mathcal{D}(X), \quad G := -i[X, L^T],
\end{equation}
where the $n$-dimensional drift vector $F$ and the dispersion $(n \times m)$-matrix $G$ consist of time-varying operators. Furthermore, the interaction of the input field with the system produces an $m$-dimensional output field
\begin{equation}
Y(t) := \begin{bmatrix} Y_1(t) \\ \vdots \\ Y_m(t) \end{bmatrix} = U(t)^\dagger (\mathcal{F} \otimes W(t)) U(t),
\end{equation}
where the system-field unitary evolution is applied to the current input field variables (which reflects the innovation nature of the quantum Wiener process and the continuous tensor product structure of the Fock space [24]). The output field satisfies the QSDE
\begin{equation}
dY = 2Ld\tau + dW,
\end{equation}
where the matrix $J$ is given by (3), and $L$ is the vector of system-field coupling operators from (1). The common unitary evolution in (11) and (13) preserves the commutativity between the system variables and the output field variables in time $t \geq 0$:
\begin{equation}
[X(t), Y(t)^T] = U(t)^\dagger [X_0 \otimes \mathcal{F}, \mathcal{F} \otimes W(t)^T] U(t) = 0,
\end{equation}
where the entries of $X_0$ and $W(t)$ commute as operators on different spaces. By a similar reasoning, the output field $Y$ inherits the CCR matrix $J$ from the input quantum Wiener process $W$:

$$
[Y(t), Y(t)^T] = U(t)^T [\mathcal{J} \otimes W(t), \mathcal{J} \otimes W(t)^T] U(t)
$$

$$
= U(t)^T (\mathcal{J} \otimes [W(t), W(t)^T]) U(t)
$$

$$
= 2it JU(t)^T \mathcal{J} \otimes U(t) = 2it J.
$$

This relation can also be established as a corollary of the property that $dYdY^T = dWdW^T = \Omega dt$ in view of \((5), (6)\) and \((14)\).

IV. OPEN QUANTUM HARMONIC OSCILLATOR WITH PARAMETRIC DEPENDENCE

In a particular case, when the system being considered is an OQHO \([3]\), its dynamic variables satisfy the Heisenberg CCRs

$$
[X(t), X(t)^T] = 2i\Theta \tag{16}
$$

on a dense domain, where the CCR matrix $\Theta \in \mathbb{H}_n$ represents $\Theta \otimes \mathcal{I} \otimes \mathcal{J}$ and remains unchanged. The Hamiltonian of the OQHO is a quadratic polynomial and the system-field coupling operators in \((1)\) are linear functions of the system variables:

$$
H = \frac{1}{2} X^T RX, \quad L = NX, \tag{17}
$$

where $R \in \mathbb{S}_n$ and $N \in \mathbb{R}^{m \times n}$ are constant matrices. In this case, \((12)\) and \((14)\) become linear QSDEs

$$
dX = AXdt + BdW, \quad dY = CXdt + dW \tag{18}
$$

(with linear drift $F = AX$ and dispersion matrix $G = B$ with real-valued entries) with constant coefficients which comprise the matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{m \times n}$:

$$
A := 2\Theta (R + N^T J N), \quad B := 2\Theta N^T, \quad C := 2JN. \tag{19}
$$

These matrices satisfy the following algebraic equations

$$
A\Theta + \Theta A^T + BJB^T = 0, \quad \Theta C^T + BJ = 0 \tag{20}
$$

which describe the fulfillment of the CCRs \((16)\) and the commutativity \((15)\) at any moment of time and provide necessary and sufficient conditions of physical realizability \([14]\) of the linear QSDEs \((18)\) as an OQHO with the CCR matrix $\Theta$. The first equality in \((20)\) can be regarded as an algebraic Lyapunov equation (ALE) with respect to $\Theta$ which has a unique solution if and only if the Kronecker sum $A \oplus A := I_n \otimes A + A \otimes I_n$ is a nonsingular matrix (that is, $A$ has no two eigenvalues which are symmetric to each other about the origin of the complex plane).

For general open quantum systems (whose dynamic variables satisfy CCRs, while the Hamiltonian and the coupling operators are not necessarily quadratic and linear functions of the system variables, respectively), the CCR preservation follows from the unitary evolution of the system variables in \((17)\).

Using the standard notation of classical linear control theory \([1], [16]\), the quadruple of the state-space realization matrices of the QSDEs \((18)\), which specify the input-system-output map from $W$ to $Y$ for the OQHO, can be written as

$$
\begin{bmatrix}
A & B \\
C & I_m \\
\end{bmatrix} \tag{21}
$$

If the matrices $R$ and $N$, which specify the Hamiltonian and the coupling operators in \((17)\), depend smoothly on a scalar parameter $\varepsilon$ (while $W$ is independent of $\varepsilon$), then so do the matrices $A, B, C$ in \((19)\) and the system and output variables which comprise the vectors $X(t)$ and $Y(t)$. The derivatives $X(t)^T := \partial_t X(t)$ and $Y(t)^T := \partial_t Y(t)$ can be interpreted for any $t \geq 0$ as adapted processes with self-adjoint operator-valued entries satisfying the QSDEs

$$
dX' = (A'X + AX')dt + B'dW, \quad dY' = (C'X + CX')dt \tag{22}
$$

(the second of which is, in fact, an ODE) with zero initial conditions $X'_0 = 0$ and $Y'_0 = 0$ since $X_0$ and $Y_0$ do not depend on $\varepsilon$. Here,

$$
A' = 2\Theta(R' + N'T JN + N'^T J N'), \quad B' = 2\Theta N'T, \quad C' = 2JN' \tag{23}
$$

are the derivatives of the matrices $A, B, C$ from \((19)\) with respect to $\varepsilon$. In combination with \((18)\), the QSDEs \((22)\) allow the input-system-output map from $W$ to $Y$ to be represented in a form, similar to \((21)\), as

$$
\begin{bmatrix}
A & 0 \\
A' & A \\
C & 0 \\
C' & I_m \\
\end{bmatrix} \tag{24}
$$

This relation can also be established as a corollary of the property that $dYdY^T = dWdW^T = \Omega dt$ in view of \((5), (6)\) and \((14)\).
The special block lower triangular structure of the state dynamics matrix in (24) is closely related to the Gateaux derivative

$$(e^{A'})' = \begin{bmatrix} 0 & I_n \end{bmatrix} \exp \left( \begin{bmatrix} A & \cdot \\ A' & A \end{bmatrix} \right) \begin{bmatrix} I_n \\ 0 \end{bmatrix}$$

of the matrix exponential in the direction $A'$; see, for example, [10]. At any time $t \geq 0$, both $X(t)'$ and $Y(t)'$ depend linearly on the matrices $R'$ and $N'$ from (23) in view of the following representation of the solutions of the QSDEs (22) which regards $A'Xdr + B'dW$ as a forcing term:

$$X' = \int_0^t e^{(t-s)A}(A'X(s)ds + B'dW(s)), \quad (25)$$

$$Y' = \int_0^t (C'X(s) + CX(s)'ds), \quad (26)$$

where

$$X(t) = e^{tA}X_0 + \int_0^t e^{(t-s)A}BdW(s) \quad (27)$$

is the unperturbed solution of the first QSDE in (18) which does not depend on $R'$ or $N'$. In the case of linear QSDEs, whose coefficients depend smoothly on parameters, the mean square differentiability of their solutions with respect to the parameters can be verified directly by using the closed form (27) (under certain integrability conditions for the underlying quantum state).

The relations (23)–(26) exhaust the analysis of sensitivity of the OQHO to the perturbations of the matrices $H$ and $L$. (17) remain in the corresponding classes of quadratic and linear functions of the system variables. However, this analysis is not applicable to more general perturbations (for example, higher order polynomials of the system variables) and is restricted to linear systems.

V. TRANSVERSE HAMILTONIAN

We will now consider the response of the general open quantum system, described in Section III and governed by (12) and (13), to perturbation of the system Hamiltonian and the system-field coupling operators:

$$H_0 \mapsto H_0 + \varepsilon K_0, \quad L_0 \mapsto L_0 + \varepsilon M_0. \quad (28)$$

Here, $K_0$ and the entries of the $m$-dimensional vector $M_0$ are self-adjoint operators on the initial system space $\mathcal{H}$, and $\varepsilon$ is a small real-valued parameter, so that $K_0 = H_0'$ and $M_0 = L_0'$. In what follows, the derivative $(\cdot)' := \partial_\varepsilon(\cdot)$ will be taken at $\varepsilon = 0$. The perturbations $K_0$ and $M_0$ in (28) are also assumed to be functions of the system variables which are evolved by the unperturbed flow (6) as

$$K(t) := j\varepsilon(K_0), \quad M(t) := j\varepsilon(M_0). \quad (29)$$

For example, in the case of the OQHO considered in Section IV the perturbations $K$ and $M$ inherit the structure of the Hamiltonian and the coupling operators in (17) as a quadratic function and a linear function of the system variables, respectively:

$$K = \frac{1}{2}X^TR'X, \quad M = N'X. \quad (30)$$

Returning to the general case, we will avoid at this stage technical assumptions on $K_0$ and $M_0$ in (28), so that the calculations, carried out below for arbitrary perturbations, should be regarded as formal. Since the energy operators $H_0$ and $L_0$ completely specify the dynamics of the unitary operator $U(t)$ which determines the evolution of the system and output field variables, the response of the latter to the perturbation of $H_0$ and $L_0$ reduces to that of $U(t)$. Therefore, the propagation of the initial perturbations of the energy operators through the subsequent unitary system-field evolution can be described in terms of the operator

$$V(t) := U(t)', \quad (31)$$

which satisfies $V_0 = 0$ since $U_0 = \mathcal{F}\mathcal{H} \otimes \mathcal{F}$ does not depend on $\varepsilon$. The smoothness of dependence of $U(t)$ on the parameter $\varepsilon$ is analogous to the corresponding property of solutions of classical SDEs (whose drift and dispersion satisfy suitable regularity conditions [15], [27]) and holds at least in the linear case discussed in Section IV.

Theorem 1: For any time $t \geq 0$, the operator $V(t)$ in (31), associated with the unitary evolution $U(t)$ from (2), is representable as

$$V(t) = -iU(t)Q(t). \quad (32)$$

Here, $Q(t)$ is a self-adjoint operator on $\mathcal{H} \otimes \mathcal{F}$ which satisfies zero initial condition $Q_0 = 0$ and is governed by the QSDE

$$dQ = (K - \text{Im}(L^T\Omega M))dt + M^TdW. \quad (33)$$
Furthermore, \( Q(t) \) depends linearly on the initial perturbations \( K_0 \) and \( M_0 \) of the energy operators in (29) through their unperturbed evolutions in (29).

\[ \frac{d}{dt}V = -\left( i(K_0 dt + M_0^T dW) + \text{Re}(L_0^T \Omega M_0) dt \right) U - \left( i(H_0 dt + L_0^T dW) + \frac{1}{2}L_0^T \Omega L_0 dt \right) V. \]

By left multiplying both sides of (35) by \( U^\dagger \) and recalling (34), it follows that

\[ U^\dagger dV = \left( i(K dt + M^T dW) - \text{Re}(L^T \Omega M) dt + \frac{1}{2}L^T \Omega L dt - H dt - L^T dW \right) Q, \]

where use is made of the evolved perturbations (29). By a similar reasoning, a combination of (10) with (34) leads to

\[ (dU^\dagger)V = \left( i(H dt + L^T dW) - \frac{1}{2}L^T \Omega L dt \right) U^\dagger V = \left( H dt + L^T dW + \frac{1}{2}L^T \Omega L dt \right) Q, \]

which establishes (33). The linear dependence of \( Q(t) \) on \( K_0 \) and \( M_0 \) follows from the integral representation

\[ Q(t) = \int_0^t \left( (K(s) - \text{Im}(L(s)^T \Omega M(s))) ds + M(s)^T dW(s) \right) \]

of the QSDE (33) and the property that the evolved perturbations \( K \) and \( M \) in (29) depend linearly on \( K_0 \) and \( M_0 \), respectively.

In view of Theorem 1, the equation \( U(t) = \frac{d}{dt}Q(t) \) has the structure of isolated quantum dynamics in fictitious time \( \varepsilon \), where \( Q(t) \) plays the role of a Hamiltonian associated with the perturbation of the unitary operator \( U(t) \). In order to reflect this property, the time-varying operator \( Q(t) \) will be referred to as the transverse Hamiltonian associated with the perturbations \( K \) and \( M \) of the energy operators. Its computation is illustrated below.

**Example 1:** In the absence of perturbation to the system-field coupling, when \( M_0 \) consists of zero operators, the transverse Hamiltonian in (39) reduces to \( Q(t) = \int_0^t (K(s)) ds \). Moreover, if the system is isolated (and hence, the unitary process \( U \) in (29) takes the form \( U(t) = e^{-itH_0} \)), then

\[ Q(t) = \int_0^t e^{itH_0} K_0 e^{-itH_0} ds = \int_0^t e^{i t \text{ad}_{H_0}} (K_0) ds = tE(i t \text{ad}_{H_0})(K_0). \]

Here, use is made of Hadamard’s lemma [19], and \( E(z) := e^{z} = \sum_{n=0}^{\infty} \frac{z^n}{n!} \) is an entire function which plays a part in the solution of systems of nonhomogeneous linear ODEs with constant coefficients [10].

**Example 2:** For the OQHO of Section IV, substitution of the perturbations (30) into (35) leads to the transverse Hamiltonian

\[ Q(t) = \int_0^t \left( \frac{1}{2} X(s)^T R' + i(N^T \Omega N' - N'^T \Omega N) X(s) ds + X(s)^T N^T dW(s) \right) \]

\[ = \int_0^t \left( \frac{1}{2} X(s)^T R' + N^T JN - N'^T JN' \right) X(s) ds + X(s)^T N^T dW(s) \]

which depends in a quadratic fashion on the past history of the system variables. The latter are given by the unperturbed equation (27). The last term \( \langle N \Theta, N' \rangle t \) in (40) comes from the relation \( \text{Im} \left( \langle i(N^T \Omega N' - N'^T \Omega N) \rangle \right) = N^T N' - N'^T N \) (following from (3)) and the identity \( X^T Y X = i \langle Y, \Theta \rangle \) which holds for any \( Y \in \mathbb{A}_n \) in view of the CCRs (16).
VI. PERTURBATION ANALYSIS OF SYSTEM OPERATORS

Since the transverse Hamiltonian $Q(t)$ encodes the propagation of the initial perturbations of the energy operators in through the unitary system-field evolution over the time interval $[0,t]$, it provides a tool for the infinitesimal perturbation analysis of general system operators. The following theorem is concerned with an extended setting which, in addition to allows for an initial perturbation in a system operator $\sigma_0$ specified by $\sigma'_0$.

**Theorem 2:** For any self-adjoint system operator $\sigma_0$ on the initial space $\mathcal{H}$, which smoothly depends on the same scalar parameter $\varepsilon$ as in and is evolved by the flow $\phi(t)$, the derivative of its evolved version $\sigma(t)$ with respect to $\varepsilon$ is representable as

\[ \tau(t) := \sigma(t)' = j_\varepsilon(\sigma'_0) + \phi(t), \quad \phi(t) := i\{Q(t), \sigma(t)\} \]

at any time $t > 0$, where $Q(t)$ is the transverse Hamiltonian from Theorem 1. Here, the operator $\phi(t)$ satisfies the QSDE

\[ d\phi = (i[Q, \mathcal{G}(\sigma)]) + \chi(\sigma(\sigma))dt + \hat{\sigma}\{[Q, \lambda^T] - i[\sigma, M^T]\}dW, \]

with zero initial condition $\phi_0 = 0$, and $\mathcal{G}$ is the GKSL generator from (7), and $\chi$ is a linear superoperator given by

\[ \chi(\sigma) := i[K - \Im(L^T\Omega M), \sigma] - 2\Re(\sigma, L^T\Omega M). \]

**Proof:** By using the Leibniz product rule together with (9), (32), (33) and the self-adjointness of $Q(t)$, it follows that

\[ \sigma' = U^\dagger(\sigma'_0 \otimes \mathcal{F})U + V^\dagger(\sigma_0 \otimes \mathcal{F})U + U^\dagger(\sigma_0 \otimes \mathcal{F})V \]

\[ = j_\varepsilon(\sigma'_0) + (-iU^\dagger[\sigma_0 \otimes \mathcal{F}]U - iU^\dagger[\sigma_0 \otimes \mathcal{F}]U)Q \]

\[ = j_\varepsilon(\sigma'_0) + iQU^\dagger[\sigma_0 \otimes \mathcal{F}]U - i\sigma Q = j_\varepsilon(\sigma'_0) + i[Q, \sigma], \]

which establishes (41). The equality $\phi_0 = 0$ follows from $Q_0 = 0$. We will now obtain a QSDE for the process $\phi$. To this end, by combining the quantum Ito lemma [11], [22] with the bilinearity of the commutator, and using the QSDEs (7) and (33), it follows that

\[ d[Q, \sigma] = [dQ, \sigma] + [Q, d\sigma] + [dQ, d\sigma] \]

\[ = [K - \Im(L^T\Omega M), \sigma]dt - [\sigma, M^T]dW + [Q, \mathcal{G}(\sigma)]dt - i[Q, \lambda^T]dW + [M^T dW, i[\sigma, L^T]]dW \]

\[ = ([K - \Im(L^T\Omega M), \sigma] + [Q, \mathcal{G}(\sigma)] + 2i\Im(i[\sigma, L^T]\Omega M))dt - ([\sigma, M^T] + i[Q, \lambda^T])dW \]

\[ = ([K - \Im(L^T\Omega M), \sigma] + [Q, \mathcal{G}(\sigma)] + 2i\Re(\sigma, L^T\Omega M))dt - ([\sigma, M^T] + i[Q, \lambda^T])dW. \]

Here, the quantum Ito product rules are combined with the commutativity between adapted processes and future-pointing increments of the quantum Wiener process. In the second and third of the equalities (44), use is also made of the relations $[\alpha, \beta^\dagger dW] = [\alpha, \beta^\dagger]dW$ and $[\alpha^T dW, \beta^T dW] = 2\Im(\alpha^T\Omega\beta)dt$ for appropriately dimensioned adapted processes $\alpha$ and $\beta$ with self-adjoint operator-valued entries. These are combined with the identity $\Im(i[\sigma, L^T\Omega M]) = \Re(\sigma, L^T\Omega M)$ in the fourth equality of (44). The QSDE (42) can now be obtained by multiplying both sides of (44) by $i$ and using (33).

The process $j_\varepsilon(\sigma'_0)$ in (41) is the response of $\sigma(t)$ to the initial perturbation $\sigma'_0$ of the system operator under the unperturbed flow $\phi$ and satisfies the QSDE (7):

\[ d_\varepsilon(\sigma'_0) = \mathcal{G}(j_\varepsilon(\sigma'_0))dt - i[j_\varepsilon(\sigma'_0), L^T]dW. \]

The operator $\phi(t)$ in (41) describes the response of the flow $\tau$ to the perturbation of the energy operators and will be referred to as the *derivative process* for the system operator $\sigma$. Accordingly, the term $i[Q, \mathcal{G}(\sigma)]$ in the drift of the QSDE (42) is the derivative process for $\mathcal{G}(\sigma)$. The last equality in (41) is organized as the right-hand side of the Heisenberg ODE (in fictitious time $\varepsilon$) of an isolated quantum system with the state space $\mathcal{H} \otimes \mathcal{F}$ and the transverse Hamiltonian $Q(t)$. While the unperturbed flow $j_\varepsilon(\sigma'_0)$ depends linearly on $\sigma'_0$, the derivative process $\phi(t)$ depends linearly on the perturbations $K_0$ and $M_0$ of the energy operators through the transverse Hamiltonian $Q$ and the superoperator $\chi$ in (43).

In application to the vectors $X$ and $L$ of the system variables and system-field coupling operators in (1), the QSDEs (42), (43) and the definition (43) lead to

\[ dX' = \left(i\{[K - \Im(L^T\Omega M), X] + [Q, F]\} + 2\Im(G\Omega M)\right)dt \]

\[ + i\{[Q, G] - [X, M^T]\}dW, \]

\[ dL' = \left(\mathcal{G}(M) + i\{[K - \Im(L^T\Omega M), L] + [Q, \mathcal{G}(L)]\} - 2\Re([L, L^T]\Omega M)\right)dt \]

\[ + \left([Q, [L, L^T]] - i[L, M^T] - i[M, L^T]\right)dW, \]

where $F$ and $G$ are the drift vector and the dispersion matrix from (12). In (46), use is also made of the absence $X'_0 = 0$ of initial perturbations in the system variables, whereby $j_\varepsilon(X'_0) = 0$ for any $t \geq 0$. Furthermore, in (47), we have used the
Such extension is straightforward in the case of polynomials and can be carried out through the Weyl quantization \[4\] for semi-definite quadratic form. Now, if the energy operators of the quantum system are subjected to perturbations \((28)\), then by using the transverse Hamiltonian

\[L_{\perp}(t) = L_{\perp}(0) = 0\]

in the boson Fock space \(F\), the quantum system is a stationary point of the performance criterion \((49)\) with respect to the product structure of the system-field state \(\rho\), whereas the transverse Hamiltonian approach allows the system response to be investigated for general perturbations of the energy operators. Therefore, this approach can be used for the development of optimality conditions in coherent quantum control problems for larger classes of controllers and filters.

VII. SENSITIVITY OF QUANTUM AVERAGED PERFORMANCE FUNCTIONALS

Following the classical control paradigm for stochastic systems \([1, 16]\), suppose the desired operation of the quantum system being considered over an infinite time horizon corresponds to small values of an averaged cost functional

\[\mathcal{Z} := \lim_{t \to +\infty} E[Z(t)], \quad (49)\]

provided the limit exists. The latter assumption guarantees the same Cesaro limit \(\lim_{t \to +\infty} \left(\frac{1}{t} \int_0^t E[Z(s)]ds \right) = \mathcal{Z}\). The expectation \(E(\cdot)\) is taken over the tensor product \(\rho := \sigma \otimes \nu\) of the initial quantum state \(\sigma\) of the system and the vacuum state \(\nu\) in the boson Fock space \(F\) for the external fields. Also, it is assumed that \(Z\) (which will be referred to as the criterion process) is an adapted quantum process given by

\[Z(t) := f(X(t), L(t)). \quad (50)\]

Here, \(f: \mathbb{R}^{n+m} \to \mathbb{R}\) is a function which is extended to the noncommutative system variables and the “signal” part \(2JL\) of the output field in \((14)\) so as to make \(Z(t)\) a self-adjoint operator for any \(t \geq 0\) (note that \(\det J \neq 0\) in view of \((3)\)). Such extension is straightforward in the case of polynomials and can be carried out through the Weyl quantization \([4]\) for more general functions. In the CQLQG control and filtering problems \([21, 28, 29]\), the function \(f\) in \((50)\) is a positive semi-definite quadratic form. Now, if the energy operators of the quantum system are subjected to perturbations \((28)\), then by using the transverse Hamiltonian approach

\[\mathcal{J} := \mathcal{J}_{\perp}(t) = \mathcal{J}_{\perp}(0) = 0\]

in \((49)\) despite \(X'_{0} = 0\), and \(\phi\) is the derivative process for \(Z\). Ignoring, at this stage, the technical issues of existence and interchangeability of appropriate limits, \((51)\) leads to the following perturbation formula for the cost functional \(\mathcal{Z}'\) in \((49)\):

\[\mathcal{Z}' := \lim_{t \to +\infty} \left( E_j(Z'_0) + E\phi(t) \right). \quad (52)\]

The right-hand side of \((52)\) is a linear functional of the perturbations \(K_0\) and \(M_0\) which describes the corresponding (formal) Gateaux derivative of \(\mathcal{Z}\). Therefore, the quantum system is a stationary point of the performance criterion \((49)\) with respect to a subspace \(\mathcal{T}\) of perturbations \((K_0, M_0)\) of the energy operators in \((28)\), if \(\mathcal{T}\) is contained by the null space of the linear functional \(\mathcal{Z}'\) in \((52)\):

\[\mathcal{T} \subset \ker \mathcal{Z}'. \quad (53)\]

While \(\lim_{t \to +\infty} E_j(Z'_0)\) in \((52)\) reduces to averaging over the invariant state of the unperturbed system (provided the latter is ergodic and certain integrability conditions are satisfied), the computation of \(\lim_{t \to +\infty} E\phi(t)\) is less straightforward. Due to the product structure of the system-field state \(\rho\) (with the external fields being in the vacuum state), the martingale part of the QSDE \((49)\) does not contribute to the time derivative

\[(E\phi)' = E\psi + E\chi(Z), \quad \psi := i[Q, \mathcal{F}(Z)], \quad (54)\]

where \(\psi\) is the derivative process for \(\mathcal{F}(Z)\), and the superoperator \(\chi\) from \((43)\) is applied to the criterion process \(Z\). The relation \((54)\) is a complicated integro-differential equation (IDE). However, this IDE admits an efficient solution, for example, in the case when the system is an OQHO, and the function \(f\) in \((50)\) is a polynomial. In this case, due to the structure of the GKSL generator of the OQHO, \(\mathcal{F}(Z)\) is also a polynomial of the system variables of the same degree, thus leading to a linear relation (with constant coefficients) between the derivative processes \(\phi\) and \(\psi\), and algebraic closedness in the IDE \((54)\). Therefore, for OQHOs with a Hurwitz matrix \(A\) and a polynomial criterion process \(Z\), the computation of \(\mathcal{Z}'\) (and verification of the stationarity condition \((52)\)) reduces to averaging over the unperturbed invariant state (which is unique and Gaussian).
Example 3: Consider the OQHO of Section IV described by (16)–(19) with a Hurwitz matrix $A$. Suppose the criterion process $Z$ in (50) is a quadratic form:

$$Z := \frac{1}{2} \begin{bmatrix} X^T & L \end{bmatrix} \Pi \begin{bmatrix} X \\ L \end{bmatrix} = \frac{1}{2} X^T P X,$$

where the $\frac{1}{2}$ factor is introduced for further convenience, $\Pi \in S_{n+m}^+$ is a given appropriately partitioned weighting matrix, and $P \in S_{m+n}^+$ is an auxiliary matrix:

$$P := \begin{bmatrix} \Pi_{11} & \Pi_{12} \\ \Pi_{21} & \Pi_{22} \end{bmatrix},$$

Then, in view of $X'_0 = 0$, it follows from (55) and (29) that

$$j_t(Z'_0) = \text{Re}(\langle \Pi_{12} X + \Pi_{22} L \rangle^T M) = \text{Re}(X^T (\Pi_{12} + N^T \Pi_{22}) M).$$

The second equality in (55) allows the quantum average of the corresponding derivative process $\Upsilon$ in (51) to be represented as

$$E\Upsilon = \frac{1}{2} \langle P, Y \rangle, \quad \Upsilon := i E[Q, Z], \quad Z := \text{Re}(XX^T) = XX^T - i\Theta.$$

Here, $Y$ is the expectation of the derivative process $i [Q, Z]$ for $Z$ and hence, satisfies the following IDE, similar to (54):

$$\dot{Y} = i E[Q, \Upsilon(Z)] + E \chi(Z),$$

where the superoperator $\chi$ from (43) is applied to $Z$ entrywise as

$$\chi(X, X_k) = i K - \text{Im}(L^T \Omega M), X, X_k - 2\text{Re}([X, X_k, L]^T \Omega M),$$

$$= i K - \text{Im}(X^T N^T \Omega M), X, X_k + 4\text{Im}([X, X_k, X, X_k] \Omega^T M),$$

with $\Theta_{\ell}$ the $\ell$th row of the CCR matrix $\Theta$. By substituting the Hamiltonian and coupling operators of the OQHO from (17) into the GKSL generator $\mathcal{G}$ in (7) and (9) and using the CCRs (15) together with the state-space matrices (19), it follows that

$$\mathcal{G}(Z) = A Z + Z A^T + B B^T.$$

Substitution of (61) into (59) reduces the IDE to a Lyapunov ODE:

$$\dot{Y} = i E[Q, A Z + Z A^T + B B^T] + E \chi(Z) = A Y + YA^T + E \chi(Z).$$

Since the matrix $A$ is Hurwitz, the unperturbed OQHO is ergodic and its invariant state is Gaussian with zero mean $EX = 0$ and covariance matrix $E(XX^T) = \Sigma + i\Theta$, where $\Sigma$ is a unique solution of the ALE $A\Sigma + \Sigma A^T + BB^T = 0$. Therefore, under integrability conditions for $\chi(Z)$, to be discussed elsewhere, the solution of the Lyapunov ODE (62) has a limit $Y_\infty := \lim_{t \to +\infty} Y(t)$ which is a unique solution of the ALE

$$AY_\infty + Y_\infty A^T + \lim_{t \to +\infty} E \chi(Z) = 0,$$

where $\lim_{t \to +\infty} E \chi(Z)$ can be computed by averaging $\chi(Z)$ over the invariant Gaussian state of the OQHO. Therefore, by assembling (57) and (58) into (52), it follows that

$$2\mathcal{L}' = \lim_{t \to +\infty} E \Re(\langle \Pi_{12} + N^T \Pi_{22} \rangle M) + \frac{1}{2} \langle P, Y_\infty \rangle,$$

where the limit also reduces to averaging over the invariant Gaussian state. The relations (56), (60), (63) and (64) express the Gateaux derivative $2\mathcal{L}'$ of the quadratic cost functional (49), specified by (55), in terms of mixed moments of the system variables $X$ and the perturbations $K$ and $M$ over the invariant Gaussian quantum state. In particular, if $K$ and $M$ are polynomials of the system variables, such moments can be computed using the Isserlis-Wick theorem [13]. If $K$ and $M$ are trigonometric polynomials, that is, linear combinations of unitary Weyl operators $e^{iu X}$, with $u \in \mathbb{R}^n$, the moments can also be computed using quantum Price’s theorem [30], which will be discussed elsewhere. ▲
Hence, the filter variables are governed by the QSDEs (12) and (14). Suppose the plant is cascaded with another open quantum system, further referred to as the filter, which is driven by $Y$ and a $\mu$-dimensional quantum Wiener process $\omega$ on a boson Fock space $\mathcal{F}$; see Fig. 1. The filter is endowed with its own initial Hilbert space $\mathcal{H}_f$, dynamic variables $\xi_1(t), \ldots, \xi_v(t)$ with a CCR matrix $\Lambda \in \mathbb{H}_v$, and an $(m+\mu)$-dimensional output field $\eta(t)$:

$$
\xi := \begin{bmatrix} \xi_1 \\ \vdots \\ \xi_v \end{bmatrix}, \quad \omega := \begin{bmatrix} \omega_1 \\ \vdots \\ \omega_\mu \end{bmatrix}, \quad \eta := \begin{bmatrix} \eta_1 \\ \vdots \\ \eta_{m+\mu} \end{bmatrix}.
$$

(65)

We denote the filter Hamiltonian by $\Gamma$ and the vectors of operators of coupling of the filter with the plant output $Y$ and the quantum Wiener process $\omega$ by

$$
\Phi := \begin{bmatrix} \Phi_1 \\ \vdots \\ \Phi_m \end{bmatrix}, \quad \Psi := \begin{bmatrix} \Psi_1 \\ \vdots \\ \Psi_\mu \end{bmatrix}.
$$

(66)

respectively. The Hamiltonian $\Gamma$ and the coupling operators $\Phi_1, \ldots, \Phi_m$ and $\Psi_1, \ldots, \Psi_\mu$ are functions of the dynamic variables $\xi_1, \ldots, \xi_v$ of the filter and hence, commute with the plant variables and functions thereof, including $H$ and $L$. The plant and filter form a composite open quantum stochastic system, whose vector $\mathcal{X}$ of dynamic variables satisfies the CCRs

$$
[\mathcal{X}, \mathcal{X}^T] = 2i\Theta, \quad \Theta := \begin{bmatrix} \Theta & 0 \\ 0 & \Lambda \end{bmatrix}, \quad \mathcal{X}^T := \begin{bmatrix} X \\ \xi \end{bmatrix}.
$$

(67)

and is driven by an augmented quantum Wiener process $\mathcal{W}$ with the Ito table

$$
d\mathcal{W} d\mathcal{W}^T = \Omega dr, \quad \Omega := \begin{bmatrix} \Omega & 0 \\ 0 & \Omega \end{bmatrix}, \quad \mathcal{W} := \begin{bmatrix} W \\ \omega \end{bmatrix}.
$$

(68)

Here, $\Omega$ denotes the Ito matrix of the quantum Wiener process $\omega$ of the filter, which is defined similarly to $\Omega$ from (3) and (4) as

$$
d\omega d\omega^T = \Omega dr, \quad \Omega := I_\mu + iJ \otimes I_\mu/2,
$$

(69)

where the dimension $\mu$ is also assumed to be even. The quantum feedback network formalism [8] allows the Hamiltonian $H$ of the plant-filter system and the vector $L$ of operators of coupling with $\mathcal{W}$ to be computed as

$$
H = H + \Gamma + \Phi^T J L, \quad L = \begin{bmatrix} L + \Phi \\ \Psi \end{bmatrix}.
$$

(70)

Hence, the filter variables are governed by the QSDE

$$
d\xi = G_\xi(d\xi - i[\xi, \mathcal{X}^T] d\mathcal{W} = (i[\Gamma, \xi] + \Delta(\xi)) dr - i[\xi, [\Phi^T, \Psi^T]] d\mathcal{W}.
$$

(71)

Here, $G_\xi := i[H, \xi] + D(\xi)$ is the GKSL generator of the plant-filter system, and $D(\xi) = -[\xi, \mathcal{X}^T] \Omega L - \frac{1}{2}[L^T \Omega L, \xi]$ is the corresponding decoherence superoperator, similar to (2). In (70), use is also made of the partial GKSL decoherence superoperator $\Delta$ which acts on the filter variables as $\Delta(\xi) = -[\xi, \Phi^T \Omega \Phi - [\xi, \Psi^T] \Omega \Psi - \frac{1}{2}[\Phi^T \Omega \Phi + \Psi^T \Omega \Psi, \xi]]$ in view of (67)–(70). Now, consider a CQF problem which is formulated as the minimization of the mean square discrepancy

$$
\mathcal{X} := \lim_{t \to +\infty} \mathbb{E}Z(t) \longrightarrow \min, \quad Z := \frac{1}{2} (S - TL)^T (S - TL)
$$

(72)
between \( r \) linear combinations of the plant variables of interest and filter output variables specified by given matrices \( S \in \mathbb{R}^{r \times n} \) and \( T := \begin{bmatrix} T_1 & T_2 \end{bmatrix} \), with \( T_1 \in \mathbb{R}^{s \times m}, T_2 \in \mathbb{R}^{s \times \mu} \) (note that, similarly to [14], \( 2i \Im \Omega L \) is the signal part of \( \eta \) in view of (65) and (68)). The criterion process \( Z \) in (72) is similar to that in (55):

\[
Z := \frac{1}{2} \begin{bmatrix} X^T & L^T \end{bmatrix} \begin{bmatrix} X & L \end{bmatrix}, \quad \Pi := \begin{bmatrix} S^T S & -ST^T \\ -T^T S & T^T T \end{bmatrix},
\]

(73)

with only the subvector \( X \) of \( \mathcal{X} \) from (67) being present in (73). The minimization in (72) is carried out over the filter Hamiltonian \( \Gamma \) and the vector \( \Phi \) of the plant-filter coupling operators in (66). This problem extends [29] in that we do not restrict attention to linear filters even if the plant is an OQHO and \( \Psi \) satisfies the QSDE.

The perturbations in (74) are not necessarily linear-quadratic), and in view of (73) and (75) (and similarly to (57)),

\[
\chi(Z) = i(K - \Im((2L + \Phi)^T \Omega M))Z - 2\Re((Z,(L + \Phi)^T \Omega M)).
\]

Therefore, in the case when both the plant and the unperturbed filter are OQHOs with Hurwitz dynamics matrices (while the perturbations in (74) are not necessarily linear-quadratic), \( \mathcal{X}^{\prime} \) can be computed explicitly along the lines of Example 3 of Section VII due to \( Z \) being a quadratic form of the plant-filter variables \( \mathcal{X}^{\prime} \). The transverse Hamiltonian method, outlined above, has recently been used in [31] to show that, in the mean square optimal CQF problem for linear plants, linear filters can not be improved locally (in the sense of first-order optimality conditions) by varying the energy operators of the filter along the Weyl operators.

IX. CONCLUSION

For a class of open quantum systems governed by Markovian Hudson-Parthasarathy QSDEs, we have introduced a transverse Hamiltonian and derivative processes associated with perturbations of the energy operators. This provides a fully quantum tool for infinitesimal perturbation analysis of system operators and averaged cost functionals. The proposed variational method can be used for the development of optimality conditions in coherent quantum control problems. We have illustrated these ideas for OQHOs with quadratic performance criteria and the mean square optimal CQF problem.
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