Algorithmic communications pose several challenges to democracy. The three phenomena of filtering, hypernudging, and microtargeting can have the effect of polarizing an electorate and thus undermine the deliberative potential of a democratic society. Algorithms can spread fake news throughout the society, undermining the epistemic potential that broad participation in democracy is meant to offer. They can pose a threat to political equality in that some people may have the means to make use of algorithmic communications and the sophistication to be immune from attempts at manipulation, while other people are vulnerable to manipulation by those who use these means. My concern here is with the danger that algorithmic communications can pose to political equality, which arises because most citizens must make decisions about what and who to support in democratic politics with only a sparse budget of time, money, and energy. Algorithmic communications such as hypernudging and microtargeting can be a threat to democratic participation when persons are operating in environments that do not conduce to political sophistication. This constitutes a deepening of political inequality. The political sophistication necessary to counter this vulnerability is rooted for many in economic life and it can and ought to be enhanced by changing the terms of economic life.
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and do not know what they want, though they may have some aims. There is an inequality here in
the differences in information and informational abilities. This inequality may not always be unjust; for
instance, it is not unjust when we can hold the person responsible for the difference. But I will argue that inequalities of this sort are pervasive in democratic politics. They are unjust inequalities because individuals have deep interests in being able to understand what is at issue in politics and how to advance their interests and moral aims, and they cannot be held entirely responsible for their lack of information under certain conditions. Or so I shall argue.

One difficulty here is, as far as I can see, that studies of the effects of algorithmic communications on political participation are still in their infancy. The effects of hypernudging and microtargeting have been primarily studied in the context of commercial activity. There is still some significant debate on how powerful algorithmic communications are on social media and within other contexts.\(^1\)

I will start by examining some different conceptions of manipulation. I will settle in section 1 on a sufficient condition for manipulation that is morally salient for my purposes. In section 2, I will lay out how algorithms in political communications can contribute to manipulation and when they don’t. In section 3, I will discuss some elements of democratic theory that are relevant to thinking about how manipulation can happen and what its moral relevance is. In section 4, I will lay out a simple model illustrating how objective manipulation can occur. In section 5, I will conclude with some implications of the model for thinking about democracy and institutions.

1. Notes on manipulation

Here I will start with the idea of manipulation of opinion and discuss the core problem of manipulation in the context of democracy. Since the idea of manipulation itself is primarily an ethical concept having to do with the ethical motivations of the putative manipulator, it is not primarily suited to the democratic context. I will try to develop a concept of objective manipulation that can serve us for the democratic purpose, but we need to explore the notion of manipulation to get there.

One prominent notion of manipulation is that manipulation involves influencing a person in a way that does not sufficiently engage that person’s rational abilities (Sunstein 2016, 82). This is an interesting idea, but it does not strike me as compelling because it seems clear that people often engage in all kinds of bad forms of reasoning while thinking that the reasoning is not bad. One person may do this and persuade another and thus, in some sense, not sufficiently engage the other person’s cognitive faculties, but the person may be persuaded without knowing this or having any inkling of it. It does not strike me as manipulation in this case.

Another notion may be,

**Manipulation as undercutting reason**: A manipulates B if A influences B toward changing B’s mind by doing something that undercuts or subverts the operation of B’s rational abilities. (Wood 2014, 289)

This thesis is problematic because it is not obvious that manipulation generally subverts or damages someone’s rational abilities. Sometimes it does; sometimes it doesn’t. What manipulation often does is to in some way make use of someone’s weakness in thinking. It need not damage it or subvert it.

---

\(^1\)See Benkler, Faris, and Roberts (2018) for the argument that algorithmic communications do not yet have an outsized influence on politics. They argue that polarization seems to be occurring much more on the right-wing part of the spectrum of views and that this is among people who do not use social media very much.
A third conception of manipulation based no Coons and Weber (2014) is:

**Manipulation as indifference to reason:** A manipulates B into believing $p$ or doing $d$ when A influences B to believe $p$ or do $d$ by certain means and A is indifferent about whether B comes to the belief or action in a justified way.

This definition cannot be right because presumably one can regretfully manipulate someone. In that case, one is not indifferent about whether the other person comes to appreciate the reasons for $p$ or $d$, one simply wants B to change his mind and does not expect that giving the reasons will work. One would prefer to operate through reason, but one values the change of mind more.

Another tough case for this conception is the case in which A gets B to believe $p$ or do $d$ by giving B an excellent justification (by both A’s and B’s standards) for believing $p$ or doing $d$ but A is willing to influence B without a good justification, at least for the purpose of changing B’s mind. A might have done something quite different if A could have changed B’s mind or action in some entirely nonrational way. A is a manipulative person in this example, but it is not clear that A is manipulating B. We might say in this latter case that the manipulation is benign, and we might also say that this is not a case of wrongful manipulation.

I am not sure we are going to be able to get necessary and sufficient conditions for manipulation or wrongful manipulation. I want to try to determine a sufficient condition for manipulation that could help us here. This might be helpful because it might suggest that though there are some wayward cases, the central cases are ones in which reason is in some way importantly compromised. This might be especially important if the central cases are the ones that are connected with certain fundamental interests. Hence the sufficient conditions will be morally salient conditions.

Here is the idea:

**Wrongful manipulation as knowing use of flawed reasoning:** A manipulates B when A influences B in the direction of believing $p$ or doing $d$ by influencing B to believe $p$ or do $d$ by means of a flawed process of reasoning, which A knows works because B is unaware of the flaw in the process or is unable to rectify it. There must be some conflict of purpose here between A and B such that without the flaw, B would go in a different direction that goes against A’s purpose.

The flawed process could be that one of the premises is false and A knows it, but B does not. It could involve emotional manipulation where emotions of fear or anger or pride interfere with B’s reasoning. It could involve a hasty inference that B does not notice, such as affirming guilt by association. Emotional manipulation does involve subversion of the rational abilities of B, but merely relying on B’s not knowing the falsity of a premise or the hastiness of an inference does not seem to me to be subverting or undercutting B’s reasoning, but rather using a weakness in it. A takes advantage of the flaw in B’s capacities. Taking advantage of the flaws in B’s rational capacities means that if B were to approach the matter with a great deal of time and without flaws, B would arrive at a different conclusion or intention that A does not want.

Objective wrongful manipulation takes place when one person or group sets in motion processes of influencing people’s minds that take advantage of flaws in the recipients’ rational capacities. Minds are changed in such a way that the appreciation of reasons is set back either intentionally or at least is welcomed. Furthermore, the manipulation is directed impersonally at many, though only some are successfully manipulated. The manipulative activity is probabilistic and may manipulate only with a low probability. As long as the harvest is sufficient, it is worth it even if only a fraction of all targeted people is affected. Another condition of objective manipulation is that the manipulated person is not responsible for being manipulated. If a person has all the resources in the circumstances to avoid manipulation but is reckless or foolish, we are not talking about objective manipulation. This notion is important for political equality,
which is primarily concerned with establishing the conditions which enable people not to be manipulated.

From a democratic standpoint, there are three problems with manipulation so understood. First, manipulation appears to deprive a person of what is important or undermines a person’s ability to think on their own to a result that can be justified to them. Second, manipulation seems to substitute one’s person’s justified aims or beliefs with another’s. To the extent that each person has an interest in coming to their own understanding of what they ought to believe or do, wrongful manipulation looks like it sets back the interest of the manipulated person by subverting their reasoning or depriving them of important tools of reasoning, and, in the second case, sacrificing that interest for the sake of someone else’s interests. Third, manipulation can undermine the important democratic aim of getting people to have an appreciation of other people’s interests. The threat to political equality arises here when there is a systematic sorting of persons into groups of persons engaged in manipulation and those effectively subjected to it. Such a systematic sorting implies the setback of the interests of members of the subject group in favor of the interests of the perpetrators.

A kind of case of possibly wrongful manipulation I will not pursue here is the kind in which a person willfully leaves himself open to manipulation; he has all the opportunity in the world to avoid it and does not. This strikes me as an interesting case for democratic theory. A person may have all the cognitive ability to avoid getting carried away by some rhetorically highly charged appeal but may simply allow themselves to be carried away. This may involve wrongdoing on the part of the manipulator and the manipulated. It is a problem if it occurs systematically in a society in that it sets back the deliberative potential of a democratic society and damages the epistemic value of democratic processes, but I do not think that it is a threat to political equality. And it is this latter threat that I want to focus on in this paper.

2. Algorithmic manipulation

The processes of hypernudging, microtargeting, and filtering are not necessarily cases of objective manipulation, but they are the main instances of manipulation that scholars discuss when they think of algorithmic manipulation.

Let us discuss the idea of nudging before we approach how it works in algorithmic communications. Discussions of nudging have occurred primarily in three different contexts: government, commercial, and political. The initial impetus of discussion derives from Richard Thaler and Cass Sunstein’s work defending nudges for paternalistic reasons (2009). One classic case consists in setting a default for a choice on whether or not to acquire a pension plan. The traditional default is that if one makes no choice, one gets no pension plan. Sunstein and Thaler argue that this greatly increases the number of people who have no pension plan. They argue that one ought to set the default to having a pension plan and allow people to opt out if they wish. This has the effect that many more people acquire pension plans. The basic character of a nudge here is to design the choice architecture (or the way the choice is presented and structured) in a way that does not change the options or the costs of the options but nevertheless influences how the choice is made. The important point here is that not everyone’s choice is influenced. Those, for instance, who clearly desire not to have a pension plan will choose not to have the plan whatever the default is. But the nudge makes a difference because there are many who will simply not make a choice out of inertia or laziness or some other nonrational process. We can say that they select the default. How the choice is structured will influence what they end up having. Intentionally designing the choice to ensure that many people will select a certain outcome because they are known to act irrationally in this context does involve a kind of manipulation of those persons who are so influenced (Bovens 2008).

---

2I thank Marc Fleurbaey for getting me to appreciate this distinctive kind of case.
Still, this is not a case of wrongful manipulation in most cases, since the choice made concurs with what the person would choose in more favorable circumstances (such as, having plenty of time and unmarred processes). There is clearly some residual problem here, but it does not rise to the level of wrongful action. Moreover, the very same structure does not manipulate others who make deliberate choices no matter what the choice architecture. Many choose the default because they like the default, but they are not the ones who are manipulated. Only those who are expected to select the default out of inertia are being manipulated. Hence, in this context, we see that while nudging may usually have manipulative intent, it does not manipulate everyone. Whether someone is manipulated depends on the person.

Sunstein and Thaler discuss paternalistic nudges. These nudges are meant to be in the interests of the persons being nudged, though a person may not recognize it. But much nudging occurs in commercial contexts in which it is in the interests of the nudgers to nudge and not generally in the interests of the nudged. Here, the aims of the person being nudged and those of the person or group doing the nudging are in conflict and the manipulative character of the nudges is therefore increased.

Politics is an interesting intermediate case. It is always an indistinct mix of conflict of interest and disagreements about legitimate interests and the common good. Activists are trying to persuade you that your legitimate interests will be advanced by a certain candidate or party within a framework of a just set of aims. But, of course, the activists may be mistaken about your interests, and they also act from their own set of interests when they are persuading you. Political persuasion usually presupposes a mix of potential for similarity of interest and aim and conflict of interest or aim. It is fully legitimate when both of these are acknowledged, and it becomes manipulative when the potential for conflict is not acknowledged. It is wrongful when it involves taking advantage of the flaws in rational capacities to achieve an end that the recipient would not endorse were they more fully rational.

What is distinctive about algorithmic manipulation? Hypernudging is a form of nudging that continuously reconfigures nudging based on data that an algorithm is getting from you and others and is changing the nudge depending on information and the algorithm in play (Yeung 2017; Lanzing 2019; Danaher 2017). An easy example of a hypernudge is the Google map directions given when a person is already driving toward some goal. The system tells one the fastest way to a destination, but it can recalculate the directions if the person makes a wrong turn or goes too far on a particular route. A recommender system also has this characteristic. Every time someone buys a book on Amazon, the system recommends other books they might like given what they have bought in the past and given what others who have purchased the same book have additionally bought. The system continually adjusts as it is given new information about the person being nudged.

Microtargeting involves using algorithms to target messages to certain groups of persons who would be particularly likely to be moved by those messages given all the data collected about what they and others like them would be moved by (Benkler, Faris, and Roberts 2018). Microtargeting can be highly personalized in the sense that the algorithms applied to the data tells one what kind of message to send a very small group of persons who have the relevant traits. It can be used in get-out-the-vote campaigns. It can be used to shape the development of opinion in a particular direction. Microtargeting can be manipulative in many ways. It can be highly emotional, triggering anger or fear; it may involve half-truths, outright misinformation, or hasty inferences.

Digital gerrymandering is a kind of targeted hypernudging. Here one can try to nudge people with a certain set of characteristics to go out and vote or engage in other political activities (Zittrain 2014).

We should note that these activities are not always manipulative. For example, hypernudging, in the case of the expert-recommendation algorithms, does not seem manipulative when it is being used on reasonably well-informed people. When I buy books on Amazon, I receive a list of recommendations for further books. They are described as books that other people, who have bought the book I am buying, have bought. Sometimes I see an author I might have not have
thought of and that might make me think about purchasing the book. But usually, the recomman-
dations are too far from my interests or I have already read them. Sometimes a book comes up that
looks interesting but is not close enough to the work I am doing. So, normally, this system has no
effect on me, though sometimes it makes a small difference to me.

It seems to me that the distinctive character of algorithmic communications is the sheer scale of
the data on which the algorithms can operate, the precision with which they can target people, and
the speed with which this can be calculated and constantly updated. Some authors have claimed that
hypernudging is especially opaque—that it makes the recommendation from a large body of data
acquired by surveillance and operates on a weakness in people’s cognitive systems to get them to do
things (Yeung 2017; Danaher 2017 Lanzing 2019). But I am not sure how distinctive these features
are. After all, I am not sure how people come up with the advertisements I am confronted with on
television or the newspapers or how a bookstore owner features certain books for everyone to see. Of
course, I have hypotheses, but the same is true regarding the expert-recommender systems. To be
sure, the way algorithms work is quite obscure to me and the way complex algorithms do their jobs
is obscure to everyone, including the programmers. But is this opacity distinct in quality from the
opacity of how advertisers or campaign professionals design election campaigns? Nor am I
convinced that algorithmic communications must rely on weaknesses in the cognitive system.
This depends on the algorithms and the people using them. To be sure, expert-recommender
systems rely on the fact that I can be moved by an availability heuristic (that is, that I choose based
on the most recent evidence made available to me). And other messages rely on confirmation bias to
ensure that people are better persuaded. But one could microtarget people in a way that enhances
their ability to deal with new information. For instance, one could have algorithms that ensure that
people are confronted with contrary points of view. The fact that they often are not used for this
purpose is a function of a polarized environment, not the algorithmic method of communications.
And that polarized environment is having its effect on television news broadcasts and newspapers
as well. It is probably also partly a function of the fact that the main use of algorithms has been for
advertising, which is not particularly interested in exposing people to contrary ideas. Finally, I am
not convinced that surveillance is distinctive here. Observing people’s behavior is an essential part
of political activism and of advertising. For example, in politics, door-to-door or telephone
campaigners use information about the people they have visited or spoken with to determine
who should be recontacted to remind them to go to the polls. Voters for opponents are not
recontacted. The surveillance is far less intrusive, but it is there.

The major differences in all these areas have to do with the size of the data on which
communications are based, the precision with which the targeting of messages is achieved, and
the speed with which all of this is done. This may exacerbate the problem of manipulation, but it is at
least conceivable that the problem could be partly alleviated by big data, precision, and speed. After
all, big data, precision, and speed may help find and target people who could potentially be
persuaded to change sides.

Let us return, however, to the potential for manipulation in the commercial case. The intention
behind the expert recommendation is to get me to buy more books that the people who set up the
recommendation system want me to buy. So, it is designed to appeal to me in a way that is meant to
get me to act. The algorithms that are used to establish these recommendations are quite opaque to
me, and the net effect is to provide a very modest assistance in finding books that might be helpful to
my projects.

It is not obvious to me that this is manipulating me in any way, as it stands. At best, it is providing
me with hints for what I might want to look at; at worst, it is wasting my time. In this example, it
seems to me to realize a kind of mutual advantage: the recommender is giving me hints for further
things I might be able to use, while increasing the probability that I might buy them. It must be
carefully calibrated to my interests, otherwise it has no impact and is wasted effort. The availability
heuristic has extremely limited significance when I am informed about the literature. But since I am
experienced in looking for books, it only has an impact when I am not informed about the literature.
Furthermore, the recommendations can have a very modest benefit, so it is hard to think of this as a case of manipulation. I am putting privacy concerns to the side here; I am simply concerned with manipulation.

There are two remaining concerns here that are of interest. One, the recommender system may have a manipulative impact on people who are not well informed and who must make decisions quickly. Two, there may be an aggregate effect of importance even in the case of relatively benign influences. If the effect of the recommender system is to increase the probability by a very small amount that I purchase something, that probability will translate into significant numbers when millions of similarly situated people are affected. If the probability is .001 percent that I purchase something the recommender wants me to buy, then when 10 million people are approached, ten thousand purchases will occur. This is an interesting effect that we need to keep track of in democratic theory.

Take the first concern. Change the case. Suppose I believe that I am in urgent need of medical treatment necessary to keep me alive. Suppose further that I know very little about medicine. And suppose I need to decide very quickly. I am thinking here of a privately run system, though it might be subsidized. An expert-recommender system might be quite manipulative in this context. The combination of ignorance, necessity, limited time, and anxiety might make the availability heuristic and emotional framing very powerful in this circumstance. The expert recommender may nearly determine my choice. That will depend on several things about me and the circumstance but, in this case, the fact that we are dealing with an interested party who very much wants me to adopt a form of expensive treatment and I am very vulnerable to their suggestion makes me highly vulnerable to manipulation. And the expert-recommender system may be very good at figuring out what I am likely to respond positively to.

But we need to note here that even the circumstance described above is not sufficient for manipulation. People do sometimes face these kinds of medical decisions. We usually think that a doctor in this circumstance can present the options in a way that is not designed simply to advance the interests of the doctor or others and that is well calibrated to my needs. A highly conscientious doctor or medical team can present alternatives and predictions in ways that are not manipulative, even though the decision may not end up being fully rational. And an expert recommender could conceivably be set up in a similar way.

But we are in a situation where someone with a desire to sell the most expensive product to me could take advantage of my ignorance and the vulnerability of my cognitive system. In this case, the interests and wills of the influencer and influenced are not aligned and the influencer may well be willing to do quite a bit to get the influenced to make the purchase.

Acts do not in themselves manipulate people. This is the case even when the person performing the action is acting in a manipulative way. The reason for this is that whether an action manipulates a person depends on the condition of the person who is supposed to be manipulated. Well-informed people are not easily manipulated. Cautious people are not easily manipulated. In some cases, an action that manipulates one person can be helpful to another. System 1 (the fast and frugal system of decision making in Kahneman [2011]) may be activated in people who are not paying much attention. But even emotional appeals can be illuminating for persons if they activate an empathetic response. We see this kind of distinction working in the legal apparatus of advertising. Advertising to children is subject to more restrictions than advertising to adults. Presumably this is because it is thought that children are more susceptible to manipulative advertising than adults. Adults, in significant part, seem to realize that advertising is not to be taken at face value. So, they are not manipulated by it, at least not to the extent that children are.

A further point worth observing here is that manipulative actions are not always wrongful even when they succeed in manipulating someone. At least some forms of paternalistic manipulation can be acceptable when the manipulator is highly attuned to the interests of the manipulated and when the manipulated can be expected to act irrationally or imprudently (but not for moral reasons) and there is a particularly simple and noninvasive form of manipulation. Some of the nudges that Thaler
and Sunstein (2009) describe, such as setting defaults, can fit into this category. But it is not my concern in this paper to pursue the issue of justified paternalistic manipulation.

3. Democracy and manipulation

From the standpoint of democratic theory, the possibility of manipulation presents several important challenges. First, it can undermine deliberative processes and it can set back the understanding people have of each other’s interests and the ways in which one can advance them. Second, and this will be my focus in what follows, it opens an important potential source of inequality among citizens. The reason for this is that in democratic politics, citizens must operate based on low-information rationality. In modern democracy societies with complex divisions of labor, most people have only a small budget of time, money, and energy to expend on politics and so must conserve on information gathering costs (Downs 1957). Low levels of information are part of what make persons susceptible to manipulation through microtargeting or hypernudging. In the medical case, people like me are easily manipulated into thinking that a kind of medical treatment is necessary because we don’t know much about medicine and because we are afraid of the consequences of making a bad decision. What saves most of us is not our understanding but the network of people within which we find ourselves and the knowledge that we are in such a network. We can get opinions from other, better-informed people. And, of course, the medical profession itself, to a degree that no doubt varies among doctors, practices restraint when it deals with uninformed and frightened people.

We live in a society in which some people are massively less well informed than others about politics. And we live in a society in which the social conditions under which people can become informed about politics are very unequal in value. In other words, we live in a society in which the social conditions that sustain cognitive ability in politics are quite unequal.

Let me say a few things about the democratic theory I am employing as I think this through. The first major idea is that the fundamental principle behind democracy is the principle of political equality (Christiano 2008). This principle asserts that persons are to have equal shares of effective political power over the society they live in and that inequality is defensible only when it ensures that the less powerful are more powerful than they otherwise would be (Christiano and Braynen 2008). This notion of political power can be broken up into two components: one, resources for participating in collective decision-making, including resources for voting power and the ability to participate in democratic deliberation; two, informational power.

I want to focus on informational power here, on the assumption that equal voting rights and rights of expression and association are secured as well as rights to run for office in a representative system, which is what I call minimally egalitarian democracy. It is the lack of informational power that makes people vulnerable to manipulation. And they are vulnerable to people who have a lot of such power.

The significance of informational power can be seen when we contrast the world we are in with a world in which everyone is completely informed about the alternatives. There we are informed about who is promoting which alternatives, and everyone has highly reflective conceptions of their interests and the common good as well as how politicians and policy alternatives relate to them. In such a world, equal voting power, opportunity to run for office, and rights of expression and association would be sufficient for complete political equality. In the world we live in, people are initially completely uninformed and can hope to be at best modestly well informed. Information dissemination and reception are costly and difficult. And this is the source of the problem of achieving political equality in democracies that assign the political liberties to persons.

There are two dimensions of informational power. The first dimension has to do with the ability to understand information and seek out intelligible information about the way the political system can advance one’s interests along with the common good. This requires resources for developing one’s conceptions of one’s interests and the common good as well as basic resources for assessing
whether the society is pursuing these aims—that is, which politicians and parties are committed to pursuing them and whether they are pursuing them through effective policy. Both of these abilities are necessary to an adequate conception of political power. To have voting power and power to participate in deliberation without the cognitive conditions is like having a car without knowing how to use it or any conception of where to go. You have a resource that gives you a kind of impact, but you do not have power to pursue your aims. You may be able to harm other people with this power, but you are not reliably able to advance your interests or moral aims.

Cognitive conditions are meant to enable people to do two things: fulfill their natural duty of justice by attempting to make society as just as possible by their lights, and make sure that their interests are properly accommodated within the society. Hence, people need to have conditions under which they can advance justice by understanding the interests of people in different parts of the society, properly situate their interests within this framework, and do these things in part by ascertaining that the political system is pursuing these concerns.

The other dimension of informational power is the power to disseminate information. Disseminating information involves election campaigns, media broadcasts, and—the thing we are most interested in here—algorithmically determined communications. Each of these activities requires a great deal of funding. One normally cannot run an election campaign without serious financial backing. Large media services are also well-financed operations. And algorithmic services require a great deal of expertise and funding as we saw with the cost of employing the services of Cambridge Analytica. Hence, all these activities will tend to be most well financed by the top income strata of society. The usual view is that the main source of funding for election campaigns comes from the top ten percent of the income distribution (Sorauf 1992) and the top one percent have an outsized influence even here. To the extent that all these activities are expensive, they will be financed by those better off financially. And though the better off are a diverse group of people, their opinions are on average distinct from the rest of the society in a variety of ways. One main example is that the higher-income strata tend not to like much redistribution while the lower-income strata tend to be more in favor of redistribution, at least when they are informed (Erikson 2015). So, if we expect the higher-income strata to be financing algorithmic communications and we expect them to do so with some significant (not necessarily intended) bias toward their own interests, one condition of significant and wrongful manipulation is satisfied: there is serious conflict of interests and aims between those who are financing the algorithmic communications and many of those who are receiving them.

While there is conflict of interest between those who are financing the expertise devoted to algorithmically determined communications and many other people, one essential condition of manipulation is that the receivers of the communications are vulnerable to manipulation. Even highly interested parties are not usually capable of manipulating well-informed persons who are able to tap into networks of persons with a lot of information. The problem in modern society is that the personal and social cognitive conditions are highly uneven. Some have quite good conditions in which they can develop knowledge and understanding while others have lesser conditions.

These social conditions are of the essence. Each person must develop effective understanding while essentially depending on a cognitive division of labor. In order to do our jobs, take care of family and friends, make sure our professions are properly maintained, we can only devote a small amount of time and energy to most of the things we depend on. In our private lives, we depend on doctors, mechanics, financial consultants, plumbers, and many others to know what is necessary to make our lives go well. We depend on a kind of distributed cognition, which is such that much of the knowledge we rely on even in our own decision-making is held by others (Hutchins 1995). For example, when I take medicine prescribed by the doctor, I am usually acting on the basis of good information even though I do not possess most of the information myself. I rely on the doctor’s understanding. I do not get a medical degree or even read all the scientific papers connected with the medications. And this is just one of many ways in which we act on the basis of information that is possessed by others. This is the import of distributed information for practical deliberation. It is
essential that I be able to act on the basis of such information I do not possess. At the same time, the complex division of labor in society requires that we depend on others being informed about matters that are important to us and even to our decision-making.

This cognitive dependence is one of the central facts of our private lives and of our lives as citizens. This is the context of low-information rationality that is central to my concern with manipulation here. This cognitive dependence is seen throughout the social sciences in the form of shortcuts, heuristics, and distributed cognition (Lupia 2017). Cognitive dependence makes it the case that our abilities to navigate through life, whether in politics or in private life, are heavily dependent on the quality of the networks of people in which this distributed cognition is occurring. If I live in a society in which doctors, banks, mechanics, electricians, and many, many others cannot be trusted, my interests will be set back and probably the whole society will fail to thrive. This would be a consequence of a kind of massive adverse selection in which people make suboptimal decisions because they cannot depend on others to know about a topic, give good advice, or engage in sound practices.

Cognitive dependence is what makes us potentially vulnerable to manipulation. This is because our cognitive abilities are not very developed to take up the slack when those we might depend on are no longer performing their roles as they ought. And cognitive abilities are quite weak when the social environment on which we depend is not, epistemically speaking, reliable.

4. Simple model

Let me illustrate both the cognitive dependence and differential conditions with a very simple two-group model of the economics of information gathering (ultimately derived from Downs [1957]).

The basic principle of information gathering is that each person collects information up to the point where the marginal benefits of collecting information are equal to the marginal costs. Benefits and costs can be determined by many different concerns. In economic transactions, we might measure the costs and benefits in terms of self-interested concerns. In political life, the costs may be measured in wider terms, including the common good and justice. In the case of an apartment search, for example, you look for an apartment up to the point where the chance that looking at a new apartment will give you something better is sufficiently small that it is not worth expending time and energy to look further. This marginal principle is an expression of the fact that seeking and understanding information is costly and must be evaluated in terms of costs and benefits. Low-information rationality, or rational ignorance, which is quite common in most of our activities, is merely the fact that we must often stop pursuing information even when we are short of being fully informed. We have to do this because the costs to other activities is too great.

This raises the question about how one knows what the marginal benefits and marginal costs of collecting information are when one does not have the information to start with. One does not know what one does not know. This is a key feature of information. The idea is that one starts with free information, or information that one has acquired in some other context and that is available for use here. One has not sought it out with the idea that the marginal benefit from it is greater than the marginal cost. For example, when I talk to my friends, I might, in passing, acquire information about the neighborhood they live in, and that will come in very handy when I look for an apartment myself. The information gathered in casual conversation may prove very useful for my apartment search. Standard sources of free information include education, casual discussions with family and friends, information one acquires from doing one’s job, information one has because one wants to know about some subject, and information that may grab one’s attention for a variety of reasons.

Education is a clear example of free information. Many children learn things not because they have a sense of how important it is to learn things but because they want to get good grades in order to please their elders. In the absence of this incentive, they would not learn. It is partly from this base of free information that they can go on and pursue more information when they need it. But a solid base of free information is necessary. It is hardly worth repeating the fact that education in many
countries is highly unevenly distributed. This already implies very different social conditions for the
development of cognition both in private and political life.

Let’s consider another source of free information. Imagine two groups: Employers and
Employees. The members of each group interact mostly among themselves except the members
of some are the employers of others. Employers are businesspersons, lawyers, professionals, and
others who need to know a fair amount about law and politics to know how to do their jobs because
law and politics determine the environment in which their work succeeds. And they receive a
benefit from success. Employee’s work is fairly simple work, which involves little or no engagement
with law or politics. Assuming that we are talking about workplaces that are not unionized and in
which there is no workplace democracy or rights, employees simply follow orders and ignore the
consequences. Their sole concern is the steady flow of wages.

Employers will acquire a great deal of free information from work because they need to know the
consequences of what their firms do, and they receive bonuses when things go well. Hence, they
acquire sophistication about politics and law. In addition, they also get a great deal of free
information from casual discussions with other Employers since they all get high-quality free
information from work. They may even develop an informal division of labor in developing ideas.
Some learn more about certain aspects of law and politics; others learn about other aspects. And
they may also learn also from family members, who, let us assume in this example, are also in the
Employer class. Employees do not get much quality free information from work. They are not, in
this example, members of unions. And let us assume the other people they interact with are in the
same position. They don’t get much high-quality free information from these sources. They rely on
what they hear on television and social media, what grabs their attention, and so on. And they do not
have sophisticated tools with which to evaluate these sources. In addition, in the US, Employees are
not given the same kind of high-quality education that Employers are given because they live in low
property tax neighborhoods.

Notice that free information is not merely new pieces of information, it also includes skills and
tools with which to analyze information. In a complex work environment in which one has to deal
with many divergent sources of information and disagreements about its interpretation, one
acquires the skills to navigate an environment in which there is a lot of disagreement and sources
of conflicting information.

Four remarks are necessary here before we proceed. First, the differences in free information and
the consequent differences in political sophistication are entirely explained in this model by
differences in positions in the division of labor. There is no suggestion here that some are innately
smarter than others. Second, I do not mean to suggest that Employees are not able to recognize what
their interests are or that they are being set back. Their sophistication in thinking about their
interests are diminished somewhat by lower-quality education. But the set back to their information
capacities in the workplace is primarily due to the fact that they have less of a sense how the political
system might connect with their interests. This latter type of knowledge is essential for politics.
Third, this model is highly simplified for illustrative purposes but even here we would not be able to
predict that unskilled workers are all unsophisticated. The model only suggests broad tendencies.
Finally, Employees may still be able to advance their interests to some extent in the political system if
they can identify with a political party that advances those interests; they needn’t have much
sophistication to do that. But it is well known that party identification is a weaker basis for choosing
candidates than more extensive knowledge because politicians are significantly more responsive to
those with some policy knowledge (Erikson 2015).

Free information, on this model, is the base from which one then figures out how to acquire more
information, what sources are reliable, and how to think about that information. It is often not the
end of the process of collecting information, especially for those who have high-quality free
information. They can see the need to acquire more information and skills. They can see what
they do not know. So, high-quality free information tends to induce a person to become even better
informed. Low-quality free information often leaves a person unconcerned with acquiring more
information. They don’t have much experience of being rudely disillusioned or finding that their information is not adequate. And they have not acquired the skills to do that.

In relation to Employers, Employees in the model are going to be at an important disadvantage in their abilities to collect further information about politics. They have less high-quality free information and thus less of a basis on which to pursue further information in a discriminating and fruitful way. They are less able to acquire political sophistication and they are less able to learn from each other.

One important consequence of this will involve a greater vulnerability to being swayed by messages that are merely attention grabbing but have little epistemic merit. Furthermore, one is more susceptible to being influenced by microtargeting that sends messages that always confirm one’s initial beliefs. They have less ability to discriminate between messages of very different quality than the Employers. Employers will, as a result of the high-quality information they receive as part of their work and as a result of the need to carefully discriminate between what is reliable and what isn’t, will have a lesser vulnerability to messages that have little epistemic merit or merely confirm one’s biases. No one is invulnerable, but the levels of vulnerability are quite different.

The hypothesis that I am going by here is that low-quality free information and the consequent low-quality ability to discriminate between good messages and not very good messages make those persons highly susceptible to the kind of manipulation that we are concerned with. And the concern is worrisome precisely because of the capacity of groups to microtarget messages to particular groups that have highly emotional framing or that merely confirm initial beliefs. The first way in which manipulative messages can be sent is by sending highly emotionally charged messages to select groups, who are expected to be responsive to them. It works by capturing the attention of persons by highly charged appeals that work on the basic emotions of fear or anger. A second way in which manipulative messages can work is by sending low-quality information to persons that may be misleading or not very relevant to the issues at stake but that give the appearance of such relevance. A diminished ability to discriminate may make it possible for those messages to seem persuasive.

Algorithms enhance the possibility of microtargeting by putting together large amounts of data on persons and then selectively sending messages to people with very particular profiles. They may eventually outperform human beings in selecting targets. But algorithms can involve manipulation because, in the end, the process of selecting targets depends on the set of ends that the programmer set for the algorithm and for the machine-learning process if we are talking about a deep-learning process. This means that the messages are sent in order to promote a particular end, which may or may not be clear in the messages themselves. The manipulation, in this case, can consist of targeting select individuals who are not particularly well informed and sending them messages that may persuade them either by emotional means or by half truths.

5. Democracy and epistemic inequality

This model suggests a context in which objective manipulation may take place, and it is an idealized version of circumstances in which individuals in modern societies actually find themselves. Objective manipulation takes place here when agents take advantage of the fact that some people are likely to suffer from serious epistemic weaknesses in the social environment to advance purposes that might not be advanced were the epistemic weaknesses not present.

To the extent that the epistemic weaknesses generated by a particular environment contribute to many people being deprived of important tools for thinking about how to advance their interests or aims, and vulnerable to having their rational abilities subverted by others with different purposes and interests, we have a serious problem for democracy. We have a situation in which the cognitive conditions of citizenship of some people are not well supported by the environments they are in, while the cognitive conditions of others are well supported by the environments they are in. The difference in epistemic conditions makes for a difference in capacities of various groups to advance
their legitimate interests within the framework of a conception of justice and the common good. This creates an important inequality in power over the collective decision-making that violates the fundamental principle of political equality. Objective manipulation is an exercise of that superior power.

We have, on the one hand, inequality in the ability to finance algorithmic communications, which would seem to suggest that these will be primarily dominated by better-off people with distinct interests and aims. And we have, on the other hand, very unequal social conditions under which people can develop the kinds of information and informational skills to help them critically evaluate these communications. Some, in particular the worst-off groups, live in the weakest social conditions for developing political sophistication. So, we have two basic conditions for manipulation in communications: conflict of interests and aims and systematic inequality of political sophistication.

This completes the picture of the possibility of manipulation by means of algorithmic communications in a democracy. What can be done? I have described the ability to transmit information and the capacity to receive and critically assess information as two dimensions of informational power. Those who have more of any one of these have more political power since differences in political power essentially consist of differences in informational power in societies with minimally egalitarian systems of collective decision-making processes. But if one has more on both dimensions, one has a massive advantage and is in a position to manipulate the others.

There are three basic strategies one can envision to try to achieve less manipulation and greater political equality. The first is to require that content providers or the platforms, such as Facebook, use algorithms that ensure that some diversity of opinion gets to each participant. This should not be extremely difficult. This would be some kind of equivalent to the Fairness Doctrine in the United States that was imposed on the networks in the 1950s, '60s, and '70s and was repealed in the late '80s. A lesser remedy might be for the platforms to attempt to give notice when information circulated on the platforms is thought to be highly manipulative and dubious (Cohen and Fung 2021). The second strategy, and the one most pursued in my recent work, is to strengthen the social bases of the informational power of middle-class and lower-class persons (Christiano 2019). The point of this strategy is to enhance the capacities of persons to respond to manipulative efforts. The third strategy is to strengthen the power of a diverse set of intermediate institutions to finance participation in deliberative communications. This is what election campaign finance law is concerned with and could be extended.

I proceed from the basic principle that each person has a right to participate as an equal in collective decision-making and that this right is set back by the conditions I have described. We need to confront this problem on two distinct fronts. We must understand how to make the proper conditions under which persons can acquire political sophistication so they can enhance their political power, and we must make the use of algorithmic communications more democratic.

There are two main ideas for enhancing the epistemic conditions of worse-off persons. An obvious one, though surprisingly not very well pursued in the US, is to improve education in neighborhoods of worse-off persons. The second, more surprising, one is to make the workplace more democratic for all. If Downs’s conjecture (1957) that the division of labor poses an important challenge to the ability of those in less powerful parts of it to realize their aims in politics and thereby to achieve political equality, then one important means to improve the cognitive conditions of less well-off people and, thus, to realize political equality, is to change the division of labor. If one of the causes of vulnerability to manipulation is being part of a group with little economic power (which in turn creates low-quality free information), a clear remedy would be to enhance the economic power of this group. This could be done either by empowering unions in the economy or by introducing a significant amount of worker participation in firms. Under these circumstances, ordinary workers would acquire free information in their work because they would need knowledge of the legal and political environment in which work takes place to exercise power in the workplace. This could improve the quality of free information. To be sure, in order for this effect to take place, the unions
or the workplace would have to be genuinely democratic. Democracy in the workplace would also
enhance the capacities of persons to engage in discussion and debate over the terms of their work
and may enhance their abilities to engage in debate more broadly (Pateman 1970). This would have
a positive impact not only on people in the workplace but also on the informal discussions about
politics among family and friends, assuming that friends and family are in similar positions in the
division of labor. Their discussions can benefit from the kind of sophistication that is needed to
participate in union or democratic organized workplaces and, in so doing, they acquire some degree
of immunity from efforts to manipulate them.

In this way, there is a kind of complementarity between effective participation in the workplace
and effective participation as a citizen in political society.

This approach has substantial empirical backing. It has been observed by a number of scholars
that members of unions are significantly better informed on economic and workplace issues than
are others who are in the same jobs (Kim and Margalit 2017; MacDonald 2019), and the usual
tendency of politicians to be significantly more responsive to wealthier individuals than to others
(Bartels 2008) is bucked in the case of representative districts in which there is high union density
(Becher and Stegmuller 2020).

With these ideas in mind, I want to argue that each person has a right to the cognitive conditions
of effective participation. They have this right because they have deep interests in the kind of
political sophistication that enables them to participate more effectively, indeed the very same
interests they have in the right to participate in the political system generally (Christiano 2008).

There is a further basis for this positive right. Often, we assign negative rights to persons when
they can be held responsible for securing the benefits of the right. For instance, we may leave it to a
person to secure the benefits of a proper job once we have made sure that they have the education
that prepares them for the workplace. We hold them responsible for the efforts they put out and
thus for the exact kind of job they end up with. Their negative right to take a job is protected but, at a
certain point, there is no further positive right.

Information has the peculiar property that at some point, we do not know that we do not have
information or that we need it and, thus, we are not held responsible for not seeking it out. We do
not expect children to get educations for themselves and would not hold them responsible for the
failure to be educated. I think something like this structure of reasoning holds for workplace
participation and the cognitive conditions of workers. Work is the most important commitment a
person has after their families and takes up a great deal of time and energy. If one does not work
under conditions that enhance one’s information and informational abilities regarding politics, one
may well not know what one is missing, especially if all the other persons one knows work under
similar conditions. Hence, one cannot be held responsible for failing to have these abilities. But this
implies that one may be unable to secure something in which one has a profound interest without
workplace participation. Hence, I think we have reason to think that persons have democratically
grounded rights to participation in the running of the affairs of their workplaces either as members
of democratic unions or in a democratically run workplace.

With regard to the financing of communication and in particular the financing of algorithmically
determined communication, we need to enhance the presence and power of working people’s
associations such as unions (O’Neill and White 2018). These can counteract the tremendous
advantage that wealthy groups have in sponsoring communications that attempt to persuade people
in society. They can then also undercut the possibilities of manipulation that arise when there are great
asymmetries of informational power. A number of proposals have been circulated for increasing
unions. One might first provide much more protection for union organizing drives, enabling persons
to become members of unions. We know that the great majority of workers in the US do want to
become members of unions (Freeman 2007). The fact that they aren’t is in significant part a function of
a very hostile political environment. Furthermore, some have proposed a system for popular finance of
a broad array of associations that can represent the interests of persons by distributing vouchers that
can only be used to finance such associations (Ackerman and Ayres 2002).
6. Conclusion

I have tried to lay out a conception of objective manipulation in this paper and its relevance to democratic thought and I have tried to show how the increasingly important methods of algorithmically determined communications are playing a role in it. I have tried to show that the problem of manipulation becomes especially important in democracy and what some underlying causes might be. I have also attempted to draw some conclusions about institutional reform in democracy.

All of this is extremely speculative and relies on a still fragile grasp of some of the underlying mechanisms. In particular, algorithmically determined communications are still in need of a great deal of study. This paper is intended as setting a possible framework for reflection on some main issues of political equality that are posed by algorithmic communications.
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