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Abstract
This paper presents an isogeometric configuration design optimization of curved beam structures for maximizing fundamental eigenfrequency. A shear-deformable beam model is used in the response analyses of structural vibrations within an isogeometric framework using the NURBS basis functions. An analytical design sensitivity of repeated eigenvalues is used. A special attention is paid to the computation of design velocity field and optimal design of beam structures constrained on a curved surface, where both designs of the embedded beams and the curved surface are simultaneously varied during the optimal design process. The developed design optimization method is demonstrated through several illustrative examples.
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1 Introduction
A structural design having eigenfrequencies as far away as possible from excitation frequencies has been regarded as a significant process to avoid resonance and assure structural stability. There have been lots of researches to develop effective and efficient design methods to increase the structural fundamental frequency. Shi et al. (2017) presented a parameter-free approach for a design optimization of orthotropic shells that maximizes fundamental frequencies, where a shape variation was generated by a displacement field due to an external force equivalent to negative shape gradient function. Hu and Tsai (1999) found optimal fiber orientation angles to maximize fundamental frequencies of fiber-reinforced laminated cylindrical shells. Blom et al. (2008) optimized the fiber orientation on the surface of a conical shell for the maximization of the fundamental frequency under manufacturing constraints on the curvature of fiber paths. Silva and Nicoletti (2017) sought an optimal shape design of a beam for desired natural frequencies by a linear combination of mode shapes whose coefficients are determined by an optimization algorithm. Wang et al. (2006) derived an analytic solution of minimum support stiffness for maximizing a natural frequency of a beam. Zhu and Zhang (2006) proposed an optimal support layout for maximizing natural frequency using a topology optimization where stiffness values of support springs are considered as design variables. Allaire and Jouve (2005) utilized a level-set method to design two- and three-dimensional structures having maximal fundamental frequencies. Picelli et al. (2015) applied an evolutionary topology optimization method to maximize the first natural frequency in free-vibration problems considering acoustic-structure interaction. Zuo et al. (2011) employed a reanalysis method for eigenvalue problem to reduce computation cost during a design optimization by a genetic algorithm for minimizing the weight of structures with frequency constraints. In Choi et al. (2019), two- and three-dimensional built-up beam structures having extremal band gaps were architectured via gradient-based design optimization method. In the design sensitivity analysis (DSA) of eigenvalue problems, a technical difficulty may arise due to the lack of the usual differentiability in repeated eigenvalues. Seyranian et
al. (1994) presented a perturbation method to derive design sensitivities of repeated eigenvalues, where it was shown that sensitivities of repeated eigenvalues correspond to solutions of a sub-eigenvalue problem. This method was used by Du and Olhoff (2007) for topology optimizations in order to maximize specific eigenfrequencies and gaps between two consecutive eigenfrequencies. It was shown, in Olhoff et al. (2012), that the separation of adjacent eigenfrequencies is closely related with the generation of band gap property. In this paper, we present a gradient-based configuration design optimization method for three-dimensional beam built-up structures having maximal fundamental frequencies, using an analytical configuration DSA for repeated as well as simple eigenvalues.

Isogeometric analysis suggested by Hughes et al. (2005) fundamentally pursues a seamless integration of computer-aided design (CAD) and analysis. Especially, within the IGA framework, shape design, and sizing design parameters like beam cross-section thickness and composite fiber orientation angle have higher regularity due to NURBS basis functions than the conventional finite element analysis (FEA) model. Taheri and Hassani (2014) combined shape and fiber orientation design optimizations for functionally graded structures to have optimal eigenfrequencies. Nagy et al. (2011) performed a sizing and configuration design optimization for a fundamental frequency maximization of planar Euler beams. They also presented several types of manufacturing constraints to avoid the abrupt change of cross-section thickness and neutral axis curvature. Liu et al. (2019) presented a sizing optimal design of planar Timoshenko beams, where the maximum rate of change of cross-section thickness was constrained, and the constraints were aggregated by the K-S constraint scheme. These previous works on the isogeometric optimal structural design for maximizing the fundamental frequency using a beam element were limited to the design of two-dimensional structure and single patch model. In this paper, we deal with configuration design of more practical three-dimensional built-up structures.

In this work, we particularly focus on the computation of design velocity field and optimal design of beam structures constrained in curved surfaces. Structures geometrically constrained on curved domains have been widely utilized in many engineering applications including substructures for offshore oil and wind turbine platforms. This kind of design problem has equality constraints restricting their position on a specified curved domain, and several researches regarding the constrained optimal design problem have been reported recently. Guo et al. (2014) performed topology optimization by combining the moving morphable component (MMC) method that can incorporate more geometry and mechanical information into topology optimization. Zhang et al. (2020a, b) developed an IGA-based moving morphable void (MMV) approach for structural topology optimization, integrating into the IGA by using a trimming surface technique to prevent the entanglement of patches. Choi and Cho (2018) presented a constrained isogeometric design optimization method for beam structures located on a specified curved surface, where the free-form deformation (FFD) method was used to locate curves exactly on the surface, and then the curves are interpolated to determine control point positions. Choi and Cho (2019) presented the construction of initial orthonormal base vectors along a spatial curve embedded in a curved domain by using surface convected frames as reference frames in the smallest rotation (SR) method. However, the previous works (Choi and Cho 2018) and Choi and Cho (2019) assumed that the surfaces where the curves are embedded do not have design dependence, that is, beam structures are designed on a fixed curved surface. In this paper, extending those previous works, we additionally consider configuration design of the curved surfaces where beam structures are embedded, so that more design degrees-of-freedom are furnished during the constrained optimal design process.

This article is organized as follows. In Section 2, we explain an isogeometric analysis of structural vibrations in shear-deformable beam structures. In Section 3, we explain a configuration DSA of simple and repeated eigenvalues for the beam structures, where a design velocity computation method for constrained beam structures is detailed. In Section 4, the developed optimization method is demonstrated through several numerical examples for maximizations of fundamental frequencies.

2 Isogeometric analysis of vibrations in shear-deformable beam structures

2.1 NURBS curve geometry

In this section, we briefly review a NURBS curve exploited to describe a beam neutral axis geometry. A set of knots in one-dimensional space is denoted by:

\[ ξ = \{ξ_1, ξ_2, \cdots, ξ_{n+p+1}\} \]

where \( p \) and \( n \) are respectively the order of basis function, and the number of control points. The B-spline basis functions are obtained, in a recursive manner, as:

\[ N^0_l(ξ) = \begin{cases} 1 & \text{if } ξ_l ≤ ξ < ξ_{l+1}, \ (p = 0), \\ 0 & \text{otherwise} \end{cases} \]

(2)

and

\[ N^p_l(ξ) = \frac{ξ - ξ_l}{ξ_{l+p} - ξ_l}N^{p-1}_{l}(ξ) + \frac{ξ_{l+p+1} - ξ}{ξ_{l+p+1} - ξ_{l+1}}N^{p-1}_{l+1}(ξ), \quad (p = 1, 2, 3, \ldots). \]

(3)
From the B-spline basis $N_i^p(\xi)$ and the weight $w_I$, the NURBS basis function $W_I(\xi)$ is defined by:

$$W_I(\xi) \equiv \frac{N_i^p(\xi)w_I}{\sum_{j=1}^{n} N_j^p(\xi)w_j}.$$

(4)

The NURBS basis function of order $p$ has $C^{p-k}$ continuity at a knot multiplicity $k$. A curve geometry is described by a linear combination of NURBS basis functions and control point positions as:

$$C(\xi) = \sum_{I=1}^{n} W_I(\xi)B_I.$$

(5)

More details of the NURBS geometry can be found in Piegl and Tiller (2012).

### 2.2 Linear kinematics and equilibrium equations

Consider an initial beam neutral axis $\varphi_0(\xi) \in \mathbb{R}^3$ characterized by a NURBS curve of (5). We define an arc-length parameter $s \in \Omega \equiv [0, L]$ that parameterizes the beam neutral axis with the initial (undeformed) length $L$ in a way that Choi et al. (2016):

$$s(\varphi_0(\xi)) = \int_{\xi_0}^{\xi} \left\| \frac{\partial \varphi_0(\xi_0)}{\partial \xi} \right\| d\xi_0 \equiv s(\xi),$$

(6)

which relates parametric domains of the arc-length parameter ($\Omega$) and NURBS parametric coordinate ($\Xi$) through the physical domain $0\Omega$, as depicted in Fig. 1. The Jacobian of the mapping is defined as Choi et al. (2016):

$$J \equiv \frac{\partial s}{\partial \xi} = \left\| \frac{\partial \varphi_0(\xi)}{\partial \xi} \right\|.$$

(7)

Hereafter, we often denote $\varphi_0 \equiv \varphi_0(s)$ for a brief expression. A cross-section orientation is described by an orthonormal frame with basis $\mathbf{j}_1(s), \mathbf{j}_2(s), \mathbf{j}_3(s) \in \mathbb{R}^3$, where the unit tangent vector is obtained by $\mathbf{j}_1(s) \equiv \varphi_{0,s}$ due to the arc-length parameterization, and assumed to be orthogonal to the cross-section (see Fig. 2 for an illustration). $(\cdot)_s$ denotes the partial differentiation with respect to the arc-length parameter. The global Cartesian coordinate system is denoted by $X−Y−Z$ with base vectors $\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3 \in \mathbb{R}^3$.

In this paper, we consider a structural dynamics with small (infinitesimal) amplitudes, where a linearized kinematics consistently derived from a general nonlinear formulation of Simo (1985) is utilized. The (material form) axial-shear and bending-torsional strain measures derived in Simo and Vu-Quoc (1986) are evaluated at an undeformed state, which respectively result in Choi et al. (2019):

$$\Gamma(s, t) \equiv \Lambda_0(s)^T \left\{ \frac{\partial}{\partial \xi} z_t + \mathbf{j}_1(s) \times \theta_t \right\}.$$

(8)

and

$$\Omega(s, t) \equiv \Lambda_0(s)^T \frac{\partial \theta_t}{\partial s}.$$

(9)

$t \geq 0$ represents the time, and $z_t \equiv z(s, t)$ denotes the displacement vector, and $\theta_t \equiv \theta(s, t)$ denotes the (infinitesimal) rotation vector that describes the rigid rotation of cross-section. $\Lambda_0(s) \equiv [\mathbf{j}_1(s), \mathbf{j}_2(s), \mathbf{j}_3(s)]$ defines an orthogonal transformation matrix such that:

$$\mathbf{j}_I(s) = \Lambda_0(s)\mathbf{e}_I, \ I = 1, 2, 3.$$

(10)

We define an elastic strain energy by Choi et al. (2019):

$$U = \frac{1}{2} \int_{\Omega} \left\{ \Gamma(s, t) \cdot \mathbf{N}(s, t) + \Omega(s, t) \cdot \mathbf{M}(s, t) \right\} ds,$$

(11)

where $\mathbf{N}(s, t)$ and $\mathbf{M}(s, t)$ are the material form resultant force and moment vectors over the cross-section at $s \in \Omega$, which are related to corresponding spatial forms through:

$$\mathbf{n}(s, t) = \Lambda_0(s)\mathbf{N}(s, t),$$

$$\mathbf{m}(s, t) = \Lambda_0(s)\mathbf{M}(s, t).$$

(12)

As shown in Fig. 2, the (spatial form) resultant force and moment can be respectively resolved in the orthonormal basis as $\mathbf{n}(s, t) = n_I(s, t)\mathbf{j}_I(s)$ and $\mathbf{m}(s, t) = m_I(s, t)\mathbf{j}_I(s)$ where the repeated index $I$ implies the summation over.
the components 1, 2, and 3. We employ a linear elastic constitutive relation as:

\[
\begin{align*}
N(s, t) &= C_F \Gamma(s, t) \\
M(s, t) &= C_M \Omega(s, t)
\end{align*}
\]

(13)

and the constitutive tensors \( C_F \) and \( C_M \) are defined by:

\[
\begin{align*}
C_F &= \text{diag}[EA, GA_2, GA_3]_{\{e_i\}} \\
C_M &= \text{diag}[G1_p, E1_2, E1_3]_{\{e_i\}}
\end{align*}
\]

(14)

where \( \text{diag}[a, b, c] \) represents a diagonal matrix of components \( a, b, \) and \( c \). \( \{e_i\} \) represents the tensor represented in the global basis \( \{e_1, e_2, e_3\} \). \( A \) represents the cross-sectional area, and \( A_2 \equiv k_2A, A_3 \equiv k_3A \) where \( k_2 \) and \( k_3 \) denote the shear correction factors. \( I_p \) denotes the polar moment of inertia, and \( I_2 \) and \( I_3 \) mean the second moments of inertia. \( E \) and \( G \) denote Young’s modulus and shear modulus, respectively. A kinetic energy is defined by Choi et al. (2019):

\[
T = \frac{1}{2} \int_\Omega \left\{ \rho A \bar{z}_{i,t} \cdot \bar{z}_{i,t} + \theta_{i,t} \cdot (I_p \theta_{i,t}) \right\} ds,
\]

(15)

where \( \cdot \) denotes the partial differentiation with respect to the time, and \( \rho \) denotes the mass density. It is assumed that the initial local orthonormal basis \( \{j_1, j_2, j_3\} \) is directed along the principal axes of inertia of the cross-section; thus, the inertia tensor can be expressed by a diagonal matrix in the local basis, and represented in the global basis through the orthogonal transformation of (10), as:

\[
I_p = \Lambda_0 \text{diag}[\rho I_p, \rho I_2, \rho I_3]_{\{e_i\}} \Lambda_0^T,
\]

(16)

where \( \{e_i\} \) represents the corresponding tensor is represented in the bases of \( \{j_1, j_2, j_3\} \). A work done by external loads is expressed as Choi et al. (2019):

\[
W = \int_\Omega \left\{ n_{\text{ext}}(s) \cdot \bar{z}(s, t) + m_{\text{ext}}(s) \cdot \theta(s, t) \right\} ds,
\]

(17)

where \( n_{\text{ext}}(s) \) and \( m_{\text{ext}}(s) \) denote the distributed external force and moment, respectively. In order to derive equilibrium equations from time \( t_1 \) to time \( t_2 \), the Hamilton’s principle is employed as Goldstein et al. (2002):

\[
\delta \int_{t_1}^{t_2} (U - T - W) dt = 0,
\]

(18)

where \( \delta(\cdot) \) defines the first variation. Substituting (11), (15), and (17) into (18), and applying the integration by parts lead to the following linear and angular momentum balance equations (Choi et al. 2019):

\[
\begin{align*}
\dot{n}_{t,t} + n_{\text{ext}} &= \rho A \bar{z}_{i,t} \\
\dot{m}_{t,t} + \dot{j}_1 \times n_t + m_{\text{ext}} &= I_p \theta_{i,t}
\end{align*}
\]

(19)

2.3 Variational formulation

We assume a time-harmonic solution such as:

\[
\begin{align*}
z(s, t) &= z(s)e^{-i\omega t} \\
\theta(s, t) &= \theta(s)e^{-i\omega t}
\end{align*}
\]

(20)

where \( i \equiv \sqrt{-1} \), and \( \omega \) denotes an angular frequency. From the governing equations of (19), using the principle of virtual work and substituting (20), we obtain the following generalized eigenvalue problem:

\[
a(\eta, \bar{\eta}) = \zeta d(\eta, \bar{\eta}), \forall \bar{\eta} \in \tilde{Z},
\]

(21)

where \( \zeta \equiv \omega^2 \) denotes the eigenvalue associated with the eigenfunction \( \eta \equiv (z(s), \theta(s)). \) \( \cdot \equiv \delta(\cdot) \) denotes the first variation of \( \eta \) or the corresponding virtual quantity, and \( \bar{\eta} \equiv (\bar{z}(s), \bar{\theta}(s)). \) The strain energy and kinetic energy bilinear forms are respectively defined as Choi et al. (2019):

\[
a(\eta, \bar{\eta}) = \int_\Omega \left\{ \frac{\bar{\Gamma}}{\delta \bar{\eta}} \right\} \left\{ \frac{\tilde{N}}{\delta \tilde{\eta}} \right\} ds,
\]

(22)

and

\[
d(\eta, \bar{\eta}) = \int_\Omega \left\{ \frac{\bar{z}}{\delta \bar{\eta}} \right\}^T \left\{ \frac{\rho A \bar{I}}{\delta \bar{\theta}} \right\} \left\{ \frac{\tilde{z}}{\delta \tilde{\theta}} \right\} ds
\]

(23)

where \( \bar{z}(s) \in \mathbb{R}^{3 \times 3} \) and \( \bar{\theta}(s) \in \mathbb{R}^{3 \times 3} \) represent the null and identity matrices, respectively. It is assumed throughout this paper that the eigenfunctions are orthonormalized with respect to the bilinear forms \( d(\eta, \cdot) \) such that:

\[
d(\eta, \eta) = 1.
\]

(24)

The solution space \( \tilde{Z} \) is expressed, considering a homogeneous boundary condition, as:

\[
\tilde{Z} = \left\{ \bar{\eta} \in H^1 \times H^1 : \bar{z}(0) = \bar{z}(L) = \tilde{\bar{z}}(L) = 0 \right\}
\]

(25)

where \( H^1 \) defines the Sobolev space of order 1. The static (material form) axial-shear and bending-torsional strain measures are respectively obtained from (8) to (9), as:

\[
\begin{align*}
\Gamma(\eta) &= \Lambda_0^T \left( z(s) + j_1 \times \theta(s) \right) \\
\Omega(\theta) &= \Lambda_0^T \theta(s)
\end{align*}
\]

(26)

and \( \bar{\Gamma} \equiv \Gamma(\bar{\eta}) \) and \( \bar{\Omega} \equiv \Omega(\bar{\eta}) \) represent the virtual strain measures. Equation 26 can be rewritten in a compact form as:

\[
\begin{bmatrix}
\Gamma(\eta) \\
\Omega(\theta)
\end{bmatrix} = \Pi_0^T \Xi_0^T \begin{bmatrix}
z \\
\theta
\end{bmatrix}
\]

(27)

using the following matrix operators:

\[
\begin{bmatrix}
\Lambda_0 & 0_{3 \times 3} \\
0_{3 \times 3} & \Lambda_0
\end{bmatrix} \quad \text{and} \quad \Xi_0 = \left[ -\frac{d}{ds} I \quad 0_{3 \times 3} \right],
\]

(28)

where \( [[(\cdot)\times]] \) denotes a skew-symmetric matrix associated with the dual vector \( (\cdot) \in \mathbb{R}^3 \).
2.4 Isogeometric discretization using the NURBS basis

In the IGA framework, the response field is approximated by the same basis functions of NURBS as employed to represent the geometry in CAD. The displacement and rotation amplitudes are approximated by the NURBS basis function, as:

\[ \mathbf{z}^h = \sum_{N=1}^{n} W_N(\xi)\mathbf{y}_N \quad \text{and} \quad \phi^h = \sum_{N=1}^{n} W_N(\xi)\theta_N, \]

where \( \mathbf{y}_N \) and \( \theta_N \) are the coefficients associated with the \( N \)-th control point. In the same manner, the variation of the displacement and rotation amplitudes are approximated by:

\[ \tilde{\mathbf{z}}^h = \sum_{N=1}^{n} W_N(\xi)\tilde{\mathbf{y}}_N \quad \text{and} \quad \tilde{\phi}^h = \sum_{N=1}^{n} W_N(\xi)\tilde{\mathbf{z}}_N. \]

where \( \tilde{\mathbf{y}}_N \) and \( \tilde{\theta}_N \) are the \( N \)th coefficients. Substituting (29) into (27), we have:

\[ \begin{bmatrix} \mathbf{G}(\phi^h) \\ \mathbf{W}(\tilde{\phi}^h) \end{bmatrix} = \Pi_0^T \Xi_0^T \mathbf{d}_N \]

where \( \mathbf{d}_N = [\mathbf{y}_N^T, \theta_N^T]^T \), and we use:

\[ \Xi_0^T \equiv \begin{bmatrix} W_{N,s} & \mathbf{I} \\ -W_{N,s} & [\mathbf{j}_1 \times] W_{N,s} \end{bmatrix}. \]

2.5 Geometric modeling of embedded structures: review

Thus, using (33) and (35), we have the following discretized forms of the generalized eigenvalue problem of (21).

\[ \mathbf{Kd} = \zeta \mathbf{Md}, \]

where it is assumed that the eigenvectors are \( \mathbf{M} \)-orthonormalized, from (24), as:

\[ \mathbf{d}^T \mathbf{M} \mathbf{d} = 1. \]

It is noted that a rotation continuity condition between NURBS curve patches can be automatically satisfied by a typical assembly process, since we employ the rotation vectors as the control coefficients in (29) and (30).

In the previous work of Choi and Cho (2018), geometric modeling of constrained beam structure on a curved surface was conducted by combining a free-form deformation (FFD) and a global curve interpolation. Here, we briefly explain the overall procedure of geometric modeling. For example, we consider constructing a beam structure on a cylindrical surface, as illustrated in Fig. 3. We first construct a structure, as shown in Fig. 3a, in a rectangular domain with width \( b_1 \) and height \( b_2 \), so-called the “initial” parent domain \( \tilde{\Omega}^0 \). The embedded structure in the initial parent domain is expressed by a NURBS curve of (5), as:

\[ \mathbf{X}^0(\xi) = \sum_{l=1}^{n} W_l(\xi)\mathbf{B}_l^0 \in \tilde{\Omega}^0. \]

\( \mathbf{B}_l^0 \) and \( n \) define a control point position and the number of control points, respectively. We also define a “target” parent domain (\( \tilde{\Omega} \)) like a cylindrical surface having radius \( R \) and length \( L \) shown in Fig. 3b whose geometry is described by a NURBS surface as:

\[ \tilde{\mathbf{X}}(\tilde{\xi}^1, \tilde{\xi}^2) = \sum_{j=1}^{m} \tilde{W}_j(\tilde{\xi}^1, \tilde{\xi}^2)\tilde{\mathbf{B}}_j, \]

where \( \tilde{W}_j(\tilde{\xi}^1, \tilde{\xi}^2) \) and \( \tilde{\xi}_i \) are the bivariate NURBS basis function and surface parametric coordinates, respectively, and \( \tilde{\mathbf{B}}_j \) defines the control point position, and \( m \) denotes the number of control points. An FFD states that the embedded object in an initial parent domain is mapped onto a target parent domain like Fig. 3b in a way that Choi and Cho (2018):

\[ \mathbf{X}(\xi) = \tilde{\mathbf{X}}(\tilde{\xi}^1(\xi), \tilde{\xi}^2(\xi)) = \sum_{j=1}^{m} \tilde{W}_j(\tilde{\xi}^1(\xi), \tilde{\xi}^2(\xi))\tilde{\mathbf{B}}_j, \]

where the surface parametric position \( (\tilde{\xi}^1, \tilde{\xi}^2) \) corresponding to the curve parametric position \( \xi \) is determined by a
simple algebra as:
\[ \tilde{\xi}^i = \frac{X^0_i(\xi)}{b_i}, \quad i = 1, 2, \]
and \( X^0_i \) denotes \( i \)th component of \( X^0 \). It is noted that the embedded geometry \( X \) is exactly on the target parent domain; however, in order to determine a corresponding control net, a global curve interpolation needs to be additionally performed, which solves the following system of linear equations (Choi and Cho 2018).
\[ N_g B_g = X_g, \quad (42) \]
where an invertible matrix \( N_g \) and the right-hand side vector \( X_g \) are respectively constructed by evaluating the NURBS basis function \( W_l(\xi^c_L) \) and embedded curve position \( X(\xi^c_L) \) by (40) at selected parametric positions \( \xi^c_L \) \((L = 1, ..., n)\). From the solution \( B_g \) of (42), we extract a set of control point positions \( \{B_I\} \) for each patch in the embedded curves on target parent domain (Fig. 3c), then a reconstructed geometry, that is, a beam neutral axis geometry can be expressed by:
\[ X^*(\xi) = \sum_{I=1}^{n} W_l(\xi)B_I. \quad (43) \]

It was investigated in Choi and Cho (2018) that a deviation of the reconstructed geometry \( X^*(\xi) \) from the target one \( X(\xi) \), so-called a “modeling error,” was able to be reduced by increasing the modeling degrees of freedom (DOFs) of reconstructed curve through a knot insertion or a degree-elevation process.

The configuration design DOFs of the reconstructed curve, shown in Fig. 3c, can be divided into two parts: first, the geometry of embedded lattice structure in initial parent domain (e.g., Fig. 3a), and second, the geometry of target parent domain, for example, the cylindrical surface shown in Fig. 3b may change its radius (\( R \)) and length (\( L \)). In the previous work of Choi and Cho (2018), only the configuration design of embedded structures in the initial parent domain was altered, that is, a structure was constrained on a given specific surface. However, in this paper, we extend the previous work to consider a design dependence of target parent domain, so that we have additional design DOFs. In the following section, we explain the design velocity computation considering the design dependence of target parent domain.

### 3 Configuration DSA of eigenvalues

#### 3.1 Computation of design velocity field

We present a continuum-based analytical configuration DSA of eigenvalues. In this paper, it is assumed that a beam cross-section has a circular shape; thus, an initial cross-section orientation is determined by only a neutral axis configuration design. The neutral axis position is perturbed by a given design velocity field \( V(s) \) as Choi et al. (2016):
\[ \phi_0(\xi; \tau) \equiv \phi_0(s) + \tau V(s), \quad (44) \]
where \( \tau \geq 0 \) represents a design perturbation amount which is a time-like parameter that controls a design variation, and the subscript \( \tau \) represents a quantity evaluated at a perturbed design here and hereafter. Taking the material derivative of (44) gives:
\[ \dot{\phi}_0(s) \equiv \frac{d}{d\tau} \phi_0(\xi; \tau)_{|\tau=0} = V(s), \quad (45) \]
and the upper dot (\( \dot{\cdot} \)) denotes the material derivative, which is sometimes substituted by a superscript dot (\( \ddot{\cdot} \)).

We separate a configuration design variables into two sets. First, configuration changes of an embedded structure
in the initial parent domain are described by a set of design variables, and each variable has a given design velocity field, expressed by Choi and Cho (2018):

$$\mathbf{V}^0(\xi) \equiv \frac{d}{d\tau} \mathbf{X}_g^0 \bigg|_{\tau=0} = \sum_{l=1}^{n} W_l(\xi) \mathbf{B}_l^T = \sum_{l=1}^{n} W_l(\xi) \mathbf{V}_l,$$

(46)

where $\mathbf{V}_l^0 = \mathbf{B}_l^T$ represents a given design velocity coefficient. For a given design velocity field of (46), the material derivative of surface parametric coordinates of (41) is obtained by Choi and Cho (2018):

$$\dot{\xi}^i = V^0(\xi)/b_i, \quad i = 1, 2,$$

(47)

where $V^0$ denotes the $i$th component of $\mathbf{V}^0$. Second, the target parent domain has a set of design variables, and each variable has a given design velocity field, expressed as:

$$\ddot{\mathbf{V}}(\xi^1, \xi^2) \equiv \frac{d}{d\tau} \mathbf{X}_g \bigg|_{\tau=0} = \sum_{j=1}^{m} \ddot{W}_j(\xi^1, \xi^2) \mathbf{B}_j = \sum_{j=1}^{m} \ddot{W}_j(\xi^1, \xi^2) \ddot{\mathbf{V}}_j,$$

(48)

where $\ddot{\mathbf{V}}_j$ denotes a given design velocity coefficient. Taking the material derivative of the surface position of (49) yields a design velocity vector on the target parent domain as:

$$\mathbf{X}(\xi) = \sum_{j=1}^{m} \left\{ (\ddot{W}_{j,1}\xi^1 + \ddot{W}_{j,2}\xi^2) \mathbf{B}_j + \ddot{W}_j(\xi^1, \xi^2) \ddot{\mathbf{V}}_j \right\} = \mathbf{V}(\xi),$$

(49)

where $(\cdot, \cdot)$ denotes the differentiation with respect to the surface parametric coordinates $\xi^i (i = 1, 2)$. Similar to the geometric modeling procedure in Section 2.5, we interpolate the design velocity vectors of (49) to have the corresponding control coefficients by solving the following system of linear equations:

$$\mathbf{N}_g \mathbf{V}_g = \ddot{\mathbf{X}}_g,$$

(50)

where the same system matrix $\mathbf{N}_g$ with that of (42) is used, and the right-hand side is constructed by an assembly of evaluations $\mathbf{X}(\xi^i_L)$ of (49) at selected $n$ discrete points $\xi_L = \xi^i_L (L = 1, \ldots, n)$. From the solution $\mathbf{V}_g$ of (50), we extract a set of design velocity coefficients $\{\mathbf{V}_l\}$ for each patch in the embedded curves on the target parent domain, then the design velocity field is finally expressed as:

$$\mathbf{V}(s(\xi)) \equiv \frac{d}{d\tau} \mathbf{X}_g^+ \bigg|_{\tau=0} = \sum_{l=1}^{n} W_l(\xi) \mathbf{V}_l,$$

(51)

where $\mathbf{V}_l$ denotes a design velocity coefficient for each control point.

### 3.2 Material derivative of initial triads in embedded structures

For a $C^1$-continuous spatial curve, a unit tangent vector $\mathbf{j}_1(\xi)$ can be uniquely determined along the curve. However, the other two base vectors $\mathbf{j}_2(\xi)$ and $\mathbf{j}_3(\xi)$ of the orthonormal basis are not uniquely determined due to a rotational DOF around the curve. In order to explicitly parameterize local orthonormal frames, the SR method was employed in Meier et al. (2014), as:

$$\mathbf{j}_k(\xi) = \mathbf{j}^T_k \mathbf{J}_1(\xi) \left\{ \mathbf{j}_1(\xi) + \mathbf{j}^T_1 \mathbf{j}_1(\xi) \right\},$$

$$\equiv s_k \left( \mathbf{j}_1(\xi), \mathbf{j}^T_1 \mathbf{j}_1(\xi) \right),$$

$$k = 2, 3,$$

where $\mathbf{j}^T_k \mathbf{J}_1(\xi)$ denotes the reference basis, and $s_k(\bullet, \bullet)$ denotes the SR operation which is interpreted as rotating a given reference base vectors ($\bullet$) in a way that the first reference base vector ($\mathbf{j}_1^T$) is rotated to a given vector ($\bullet$) with a minimal rotation angle. The SR method was also employed in Choi and Cho (2019) within the IGA framework, and a surface convected basis was shown to be effectively utilized as the SR reference basis for curves embedded in a smooth surface. In this section, we explain an extension of the previous work to derive material derivatives of initial orthonormal base vectors, considering the design dependence of target parent domain.

If a curve and its perturbed design are $C^1$-continuous, the material derivative $\mathbf{j}^*_{1}(\xi)$ can be obtained by taking the material derivative of $\mathbf{j}_1(\xi)$ as Choi and Cho (2019):

$$\mathbf{j}^*_{1}(\xi) = \mathbf{V}_s - \mathbf{j}_1(\xi) \nabla_s \cdot \mathbf{V},$$

(53)

where $\nabla_s \cdot (\bullet) \equiv (\bullet) \cdot \mathbf{j}_1$. The other two base vectors $\mathbf{j}_2(\xi)$ and $\mathbf{j}_3(\xi)$ of the orthonormal basis can be determined by Choi and Cho (2019):

$$\mathbf{j}_k(\xi) = s_k \left( \mathbf{j}_1(\xi), \mathbf{j}^T_1 \mathbf{j}_1(\xi) \right),$$

$$k = 2, 3,$$

(54)

where $\mathbf{j}^T_1 \mathbf{j}_1(\xi)$ represents the reference orthonormal basis, defined by a surface convected basis in the following. The SR reference tangent vector,
which is an exact tangent to the target parent domain along the embedded curve, is defined as Choi and Cho (2019):

\[ \mathbf{j}_1^{\text{ref}} (\xi) \equiv \frac{\partial \mathbf{X}/\partial \xi}{\| \partial \mathbf{X}/\partial \xi \|} . \] (55)

where:

\[ \frac{\partial \tilde{\mathbf{X}}}{\partial \xi} = \tilde{\mathbf{X}}_{\xi_1} \frac{\partial \xi_1}{\partial \xi} + \tilde{\mathbf{X}}_{\xi_2} \frac{\partial \xi_2}{\partial \xi} = \frac{1}{b_1} \lambda_{1,\xi} \mathbf{X}_{\xi_1} \mathbf{X}_{\xi_1} + \frac{1}{b_2} \lambda_{2,\xi} \mathbf{X}_{\xi_2} \mathbf{X}_{\xi_2}. \] (56)

The SR reference unit binormal and normal vectors are respectively determined by Choi and Cho (2019):

\[ \mathbf{j}_3^{\text{ref}} (\xi) \equiv \frac{\mathbf{X}_{\xi_1} \times \mathbf{X}_{\xi_2}}{\frac{\partial \mathbf{X}_1}{\partial \xi} \times \frac{\partial \mathbf{X}_2}{\partial \xi}} , \] (57)

and

\[ \mathbf{j}_2^{\text{ref}} (\xi) \equiv \mathbf{j}_3^{\text{ref}} (\xi) \times \mathbf{j}_1^{\text{ref}} (\xi). \] (58)

Taking the material derivative of (55) gives:

\[ \mathbf{j}_1^{\text{ref}} (\xi) = \frac{1}{\partial \mathbf{X}/\partial \xi} \mathbf{P}_{J_1^{\text{ref}}/\partial \xi} , \] (59)

where \( \mathbf{P}_{(\bullet)} = \mathbf{I} - (\bullet) \odot (\bullet) \), and \( \mathbf{I} \) denotes the identity matrix, and \( \partial \tilde{\mathbf{X}}/\partial \xi \) can be explicitly expressed in terms of the given design velocity fields of (46) and (48) from (56) as:

\[ \mathbf{j}_k^{\text{ref}} (\xi) = \mathbf{j}_k^{\text{ref}} (\xi) - \frac{1}{1+\mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi)} \left[ \begin{array}{l} \mathbf{j}_k^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) + \mathbf{j}_k^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \\ - \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) - \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \\ + \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) - \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \mathbf{j}_1^{\text{ref}} (\xi) \end{array} \right], \quad k = 2, 3 \] (63)

where \( \mathbf{j}_{k=1}^{\text{ref}} (\xi) \equiv \mathbf{j}_1^{\text{ref}} (\xi), \mathbf{j}_2^{\text{ref}} (\xi), \mathbf{j}_3^{\text{ref}} (\xi) \) is obtained by (59), (61), and (62). Then we can calculate \( \mathbf{A}_0 = [\mathbf{j}_1^{(s)}, \mathbf{j}_2^{(s)}, \mathbf{j}_3^{(s)}] \) using (53) and (63). The material derivatives \( \mathbf{j}_I^{\text{ref}} (I = 1, 2, 3) \) reflect a configuration design variation of target parent domain by the terms regarding a given design velocity field of (48), in contrast to the corresponding expressions in Choi and Cho (2019), where the designs of target parent domains were not varied.

### 3.3 Material derivatives of strain measures

For future use, we recall the expression of the material derivative of the infinitesimal arclength in Choi et al. (2016), as:

\[ (ds)^* = \nabla_s \cdot \mathbf{V} ds. \] (64)

We also recall the material derivatives of the linearized strain measures from Choi and Cho (2018).

\[ (\mathbf{\Gamma}(\eta))^* = \mathbf{A}_0^T (\hat{\mathbf{j}}_s - \hat{\mathbf{\theta}} \times \mathbf{j}_1) + \mathbf{A}_0^T (\mathbf{z}_s \cdot \nabla_s \mathbf{V} + \mathbf{A}_0^T \mathbf{A}_0 \mathbf{\Gamma}) \] (65)

and

\[ (\mathbf{\Omega}(\eta))^* = \mathbf{A}_0^T \hat{\mathbf{\theta}}_s + \left\{ \mathbf{A}_0^T (\mathbf{z}_s \cdot \nabla_s \mathbf{V}) + \hat{\mathbf{A}}_0^T \mathbf{A}_0 \mathbf{\Omega} \right\} \] (66)
\[ [a(\eta, \tilde{\eta})] = \int_\Omega \left\{ \Gamma(\tilde{\eta})^T \mathbf{C}_F \Gamma(\eta) + \Omega(\tilde{\eta})^T \mathbf{C}_M \Omega(\eta) \right\} ds + \int_\Omega \left\{ \Gamma(\tilde{\eta})^T \mathbf{C}_F \Gamma(\tilde{\eta}) + \Omega(\tilde{\eta})^T \mathbf{C}_M \Omega(\tilde{\eta}) \right\} ds + \int_\Omega \frac{1}{Z} \left\{ \Gamma(\tilde{\eta})^T \mathbf{C}_F \Gamma(\tilde{\eta}) + \Omega(\tilde{\eta})^T \mathbf{C}_M \Omega(\tilde{\eta}) \right\} \nabla_s \cdot \mathbf{V} \right\} ds \]

\[ \equiv a(\eta, \tilde{\eta}) + a(\tilde{\eta}, \eta) + a'(\eta, \tilde{\eta}). \]  

where \( \tilde{\eta} \equiv (\tilde{z}(s), \tilde{\theta}(s)) \). Also, taking the material derivative of (23) leads to:

\[ [d(\eta, \tilde{\eta})] = \int_\Omega \left( \dot{\tilde{z}}^T \rho A \dot{z} + \dot{\theta}^T \mathbf{I}_s \theta \right) ds \]

\[ + \int_\Omega \left( \dot{\tilde{\theta}}^T \rho A \dot{\theta} + \mathbf{I}_s \dot{\theta} \right) ds \]

\[ + \int_\Omega \left( \dot{\mathbf{I}}_s \theta + (\dot{\theta}^T \rho A \dot{\theta} + \dot{\mathbf{I}}_s \theta) \nabla_s \cdot \mathbf{V} \right) ds \]

\[ \equiv d(\eta, \tilde{\eta}) + d(\tilde{\eta}, \eta) + d'(\eta, \tilde{\eta}). \]  

(68)

where \( \mathbf{I}_s \) of (16) has a configuration design dependence through \( A_0 \), so that \( \mathbf{I}_s \) is obtained by:

\[ \mathbf{I}_s = \lambda_0 \text{diag} [\rho \rho_l, \rho \rho_l, \rho \rho_l] \lambda_0^T + \lambda_0 \text{diag} [\rho \rho_l, \rho \rho_l, \rho \rho_l] \lambda_0^T. \]  

(69)

It is noted that the explicit design dependence terms \( d'(\eta, \tilde{\eta}) \) and \( d'(\eta, \tilde{\eta}) \) are linear with respect to eigenfunctions and the design velocity field of (51).

### 3.4 DSA of simple eigenvalues

In case of a simple eigenvalue, the eigenvalue and the corresponding eigenfunction are Fréchet differentiable (Haug et al. 1986). Evaluating (21) at \( \eta = \tilde{\eta} \) since they belong to the same function space \( Z \), and using the symmetries of strain and kinetic energy bilinear forms, we obtain the following identity:

\[ a(\eta, \tilde{\eta}) = \xi d(\eta, \tilde{\eta}). \]  

(70)

Taking the material derivative of both sides of (21) and rearranging terms gives the following.

\[ a(\eta, \tilde{\eta}) + d'(\eta, \tilde{\eta}) = \xi \left[ d(\eta, \tilde{\eta}) + d'(\eta, \tilde{\eta}) \right] + \xi d(\eta, \tilde{\eta}), \forall \eta \in Z. \]  

(71)

Evaluating (71) at \( \tilde{\eta} = \eta \) since they belong to the same function space \( Z \), and using the identity of (70) and the normalization condition of (24), we have the following configuration design sensitivity expression for a simple eigenvalue (Ha and Cho 2006).

\[ \xi = a'(\eta, \eta) - \xi d'(\eta, \eta), \]  

(72)

which is linear in the given design velocity field.

### 3.5 DSA of repeated eigenvalues

Consider that the generalized eigenvalue problem of (21) yields \( S \)-fold repeated eigenvalue:

\[ \tilde{\zeta} = \zeta^i, \quad i = 1, ..., S, \]  

(73)

which is associated with its \( S \) linearly independent eigenfunctions \( \eta^i \equiv (z^i, \theta^i) \), and any linear combinations of those eigenfunctions will also satisfy the (21). It was shown that the repeated eigenvalue is not Fréchet differentiable, but only directionally differentiable (Haug et al. 1986). At a perturbed design, the repeated eigenvalue may branch into \( S \) eigenvalues as:

\[ \xi^i = \xi + \tau \mu^i + o(\tau), \quad i = 1, ..., S, \]  

(74)

where \( \mu^i \) denotes directional derivatives of the repeated eigenvalue, and the term \( o(\tau) \) represents a quantity which approaches zero faster than \( \tau \), i.e., \( \lim_{\tau \to 0} o(\tau)/\tau = 0 \) (Haug et al. 1986). The directional derivatives \( \mu^i \) are derived as eigenvalues of a \( S \times S \) matrix whose \((i, j)\) component is expressed by Seyranian et al. (1994) and Haug et al. (1986):

\[ H_{ij} = a'_V(\eta^i, \eta^j) - \xi d'_V(\eta^i, \eta^j), \quad i, j = 1, ..., S. \]  

(75)

It is noted that the matrix components of (75) are linear in the design velocity field; however, the directional derivatives, i.e., the eigenvalues may not be linear in the design velocity field. If the eigenvalue is simple \((S = 1)\), the directional derivative reduces to the sensitivity expression of (72).

### 4 Numerical examples

#### 4.1 Verification of DSA for eigenvalues

To verify the DSA of eigenvalues, we consider a clamped rib structural model composed of two horizontal and two vertical ribs, shown in Fig. 4a, and the cross-section has a circular shape with diameter \( D = 0.8 \) m, and the material properties are the Young’s modulus \( E = 200 \) GPa, the Poisson’s ratio \( \nu = 0.29 \), and the mass density \( \rho = 7850 \) kg/m\(^3\).
Two design variables $d_1$ and $d_2$ are considered, as illustrated in Fig. 4b; the first one simultaneously changes the horizontal and vertical space between ribs, which maintains the symmetrical design. The second one changes the positions of the lowermost horizontal rib and the leftmost vertical ribs simultaneously, which asymmetrically varies the design. The design variables are initially $d_1 = d_2 = 5$ m. Figure 5 shows the eigenmode shapes for the lowest three eigenfrequencies. Hereafter, we denote the $i$th eigenfrequency by $f_i$ which is related with the angular frequency by $f_i = \omega_i / 2\pi$. The first eigenfrequency $f_1 = 16.68$ Hz is simple, but the second and third eigenfrequencies are identical due to the symmetry in the structure and $f_2 = f_3 = 30.97$ Hz.

Results from three different DSA methods are compared; first, we calculate the directional derivatives of eigenvalues ($\mu_i$) which are eigenvalues of the matrix of (75). Second, we calculate the sensitivities ($\dot{\zeta}_i$) of eigenvalues regarding them as simple using (72) in order to see the results of this erroneous assumption. Third, in order to check the accuracy of the aforementioned two analytical DSA methods, we calculate finite difference sensitivities using a forward difference method with a perturbation amount $10^{-3}$. Table 1 shows the DSA results of the first three eigenvalues $\zeta_1$, $\zeta_2$, and $\zeta_3$ with respect to two design variables $d_1$ and $d_2$. As the first eigenvalue is simple, both of the analytical DSA methods give the same results which agree very well with the finite difference one. Even though the second and third eigenvalues are repeated, the sensitivities $\dot{\zeta}_2$ and $\dot{\zeta}_3$ with respect to the design variable $d_1$, under the erroneous assumption of simple eigenvalues, give nearly the same values respectively with the directional derivatives $\mu_2$ and $\mu_3$. This is due to the symmetric design variation by changing $d_1$, which results in very weak off-diagonal terms in the matrix of (75) (Seyranian et al. 1994). However, for the asymmetric design variation due to the change of $d_2$, the assumption of simple eigenvalue gives erroneous results while the directional derivatives agree very well with the finite difference ones.

### 4.2 Hexagonal lattice on torus-shaped domain

We consider an optimization problem for maximizing the fundamental frequency under a volume constraint. The optimization problem can be stated as:

\[
\text{Maximize } \psi_1 = \omega_j^2,
\]

subject to $g_1 \equiv V / V_0 - 1 \leq 0$, \hspace{1cm} (76)

where $\omega_j$ denotes the angular frequency of $j$th eigenmode, and the structural volume is calculated by:

\[
V \equiv \int_{\Omega} A dS = \sum_{i=1}^{n_e} \int_{\Xi_i} A_j d\xi. \hspace{1cm} (77)
\]
Table 1  DSA results of the lowest three eigenvalues ($\zeta^i$, $i = 1, 2, 3$)

| Mode | Design variable | $\mu_i$ (a) | $\zeta_i$ (b) | Finite difference (c) | Agreement (%) a/c | Agreement (%) b/c |
|------|-----------------|-------------|---------------|------------------------|-------------------|-------------------|
| 1    | 1               | 9.1370E+02  | 9.1370E+02    | 9.1421E+02             | 99.94             | 99.94             |
|      | 2               | 2.2842E+02  | 2.2842E+02    | 2.2853E+02             | 99.95             | 99.95             |
| 2    | 1               | -1.0250E+04 | -1.0249E+04   | -1.0264E+04            | 99.86             | 99.85             |
|      | 2               | -2.6864E+03 | -2.5496E+03   | -2.6893E+03            | 99.89             | 99.81             |
| 3    | 1               | -1.0249E+04 | -1.0250E+04   | -1.0264E+04            | 99.85             | 99.86             |
|      | 2               | -2.4384E+03 | -2.5752E+03   | -2.4433E+03            | 99.80             | 105.40            |

A denotes the cross-sectional area. Let $V_0$ denote the volume of the original design, then an equality constraint $V = V_0$ can be implemented by employing an additional inequality constraint:

$$g_2 \equiv -V/V_0 + 1 \leq 0.$$  

(78)

To solve the optimization problem of (76–78), we select a numerical algorithm that is nowadays well-established and also available in several mathematical packages. We selected a specific algorithm depending on the type of optimization problem. We consider a hexagonal lattice structure shown in Fig. 6a, where the grey region represents an initial parent domain, and the red-colored cell parameterized by linear B-splines is repeated by a translation. A total of 32 design variables are selected as position changes of control points in the planar domain. A toroidal surface of small radius $r = 4$ m and large radius $R = 10$ m is constructed by the revolution of a half circle with a radius $r$ around the Z-axis, as illustrated in Fig. 6b, which is selected as a target parent domain, and
The initial lattice embedded in the initial parent domain (grey-region) of Fig. 6a is mapped into each of the four NURBS patches in the target parent domain, for example, a green-colored region of Fig. 6b. Figure 7 shows the constructed hexagonal lattice structure in three different views. We impose clamped boundary conditions at the whole bottom material points. A circular cross-section with radius 10 cm is chosen. The material properties are selected as Young’s modulus $E = 210$ GPa, Poisson’s ratio $\nu = 0.29$, mass density $\rho = 7850$ kg/m$^3$.

By solving the optimization problem of (76–78), we find an optimal design for maximizing the fundamental frequency while maintaining the volume amount. We select a SQP (Sequential Quadratic Programming) algorithm that is advantageous to maintain the equality constraint of volume. The optimal design of the lattice structure is shown in Fig. 8. Figure 9 shows the optimization history where the fundamental frequency monotonically increases by 38% from 14.27 to 19.62 Hz, while the volume remains nearly the same as initial one within a specified tolerance of constraint violation after the optimization. Figure 10 compares the deformed configurations of fundamental eigenmodes in the original and optimal designs.

4.3 Jacket tower model

4.3.1 Modeling of constrained straight beam structures

For a constrained structure on a planar surface, straight geometries of structural members are often preferred for their manufacturability. However, even though a target parent domain is a planar surface, the FFD process sometimes does not provide a straight curve geometry. To illustrate this issue and a solution, we consider the geometric modeling of the curves embedded in a trapezoidal area. An initial parent domain has a square shape with a side length $b_1 = b_2 = 1$, and an embedded structure is modeled by four single element linear B-spline patches, as shown in Fig. 11a. A target parent domain is chosen as a trapezoidal domain shown in Fig. 11b.
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Fig. 9 Optimization history. a Fundamental frequency. b Volume

Fig. 10 Comparison of the first eigenmode shape (scaling factor 200 used). a Original design \((f_1 = 14.27\text{Hz})\). b Optimal design \((f_1 = 24.53\text{Hz})\)

Fig. 11 A modeling of curve geometry on a trapezoidal domain. a Initial parent domain. b Target parent domain
For each of the four linear B-spline curves in the initial parent domain, 11 equidistant points are selected, as indicated by triangular dots in Fig. 12a. Those points are mapped onto the target parent domain, and they are not linearly aligned; thus, the reconstruction of each patch by a global curve interpolation of the 11 discrete points does not provide a straight geometry, that is, the reconstructed curves deviate from the desired ones indicated by dotted lines, as illustrated in Fig. 12b. For more detailed discussion of a nonlinear mapping between the initial and target parent domains, see Appendix. In order to have a straight curve, it is required to use a linear interpolation within each patch. For each of the four curves in the initial parent domain, we select two end points indicated by triangular dots in Fig. 13a. Those points are mapped onto the target parent domain and are linearly interpolated so that a straight reconstructed geometry is obtained, as shown in Fig. 13b. These straight B-spline curves can be more refined by a degree elevation or a knot insertion process for more accurate response analysis and DSA, and it should be noted that those refinement processes do not alter the curves either geometrically or parametrically.

4.3.2 Design optimization

In this example, we deal with a jacket tower structure, which is modeled in a way that a lattice structure shown in Fig. 14a embedded in a rectangular domain having width $b_1 = 5$ and height $b_2 = 10$ is mapped into each of the four surfaces comprising the prismatic target parent domain shown in Fig. 14b, for example, the green-colored one. The target parent domain has a prismatic shape with height $H = 58.665$ m and width $B = 20$ m. As illustrated in Fig. 14a, 7 configuration design variables are selected as control point positions of curves embedded in the initial parent domain. The other two design variables, indicated in Fig. 14b, change the positions of top and bottom vertices in the prismatic domain while maintaining the height and the flat geometry.

We seek an optimal design having straight members; thus, as investigated in Section 4.3.1, a global curve interpolation process is conducted using a single linear B-spline element for each patch of the embedded curves. Figure 14c shows the obtained jacket tower structure, and we consider clamped boundary conditions at the bottom.
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Fig. 14 Geometric modeling and design variables of jacket tower structure. a Initial parent domain. b Target parent domain. c Jacket tower ends. The material properties are selected as Young’s modulus $E = 210$ GPa, Poisson’s ratio $\nu = 0.29$, and mass density $\rho = 7850$ kg/m$^3$. The cross-section has a circular shape with radius 40 cm. Using the $k$-refinement strategy in IGA, the simulation model is refined into 20 quartic B-spline elements in each patch. We select a MMFD (Modified Method of Feasible Direction) optimization algorithm that preferentially satisfies the constraints. In the optimal design shown in Fig. 15b, it is noticeable that, the bottom dimension increases while the upper dimension decreases, which results in prismatic designs typically found in many jacket tower structures. Figure 16a shows fundamental frequency monotonically increases by 45% from 2.68 Hz in the original design to 3.88 Hz and 3.89 Hz respectively in the optimized designs of the single step and multi-step optimizations, while the volume slightly decreases in both optimizations, satisfying the inequality constraint of (76). Meanwhile, the volume decreases, as shown in Fig. 16b. Figure 17 compares mode shapes for the original and optimal designs.

Fig. 15 Optimal design of jacket tower structure. a Initial parent domain. b Jacket tower structure

(a) Initial parent domain

(b) Perspective view

(c) XZ-plane view

 Springer
4.4 Twisted tower model

A rectangular domain (grey region) having width $b_1 = 4$ and height $b_2 = 10$ is considered as an initial parent domain, where a rhombic lattice structure shown in Fig. 18a is modeled by linear B-spline curves, and it has 14 design variables $d_1 \sim d_{14}$ as changes of control point positions. As illustrated in Fig. 18b, a target parent domain is a cylindrical surface which consists of four NURBS patches, and is constructed by a surface of revolution of a straight line parameterized by 6 control points with quadratic B-spline basis functions. The design of target parent domain is parameterized by 6 design variables $d_{15} \sim d_{20}$; thus, total 20 configuration design variables are employed in this example. We map the rhombic lattice to each of the four NURBS patches of the cylindrical surface, for example, the green-colored one. Then, we finally have the lattice structure shown in Fig. 19, where two kinds of boundary conditions are considered; first, bottom members are fixed (case #1), and second, the bottom and top members are fixed (case #2). The material properties are selected as Young’s modulus $E = 210$ GPa, Poisson’s ratio $\nu = 0.29$, mass density $\rho = 7850$ kg/m$^3$. The cross-section has a circular shape with radius 40 cm.

We seek a structural configuration having maximal fundamental frequency under a volume constraint, that is, the optimization problem of (76) and (78) is solved, where a SQP algorithm is used. Figures 20 and 21 illustrate the
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Fig. 18  Geometric modeling and design variables of cylindrical tower structure. a Initial parent domain. b Target parent domain

Fig. 19  Lattice structure with two cases of boundary conditions. a Case #1. b Case #2
**Fig. 20** Optimal design for the boundary condition case #1 (bottom clamped). 
(a) Initial parent domain. 
(b) Twisted tower

**Fig. 21** Optimal design for the boundary condition case #2 (top and bottom clamped). 
(a) Initial parent domain. 
(b) Twisted tower

**Fig. 22** Optimization history. 
(a) Original design (f1 = 1:13Hz). 
(b) Optimal design (f1 = 3:86Hz)
optimal designs, where the changes of overall structural shapes into tapered designs are noticeable. Figure 22a shows the change of fundamental frequency during the optimization process. At the original design, the case #2 shows a larger frequency than that of the case #1 since it has larger stiffness due to more kinematic constraints. The optimal designs with an increased radius of the cylindrical domain in clamped regions have larger stiffness while the structural volume is nearly maintained after the optimizations in both cases (see Fig. 22b), so that fundamental frequencies monotonically increase by 127–242% from 1.13 to 4.53 Hz in the initial design to 3.86 Hz and 10.30 Hz in the optimized designs for the cases #1 and #2, respectively. Both cases satisfy either the Kuhn-Tucker optimality criterion or the specified plateau criterion. Figures 23 and 24 compare the mode shapes of the first eigenmode in the original and optimal designs.

5 Conclusions

In this paper, we present a gradient-based optimal configuration design of three-dimensional built-up structures for maximizing fundamental frequencies. In the deformation
**Analysis point of view**, a shear-deformable beam model is employed for the analyses of structural vibrations within an isogeometric analysis framework using the NURBS basis functions. In the DSA and optimization points of view, a continuum-based analytical configuration DSA for repeated eigenvalues are used, and we particularly extend the previous work (Choi and Cho 2018) in the perspective of considering a configuration design dependence of a curved surface where beam structures are embedded. This gives an effective scheme for design parameterization and design velocity field computation for three-dimensional beam structures constrained on curved surfaces. The developed design optimization method is demonstrated through various numerical examples.
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**Appendix. Nonlinear mapping of embedded curves**

In this appendix, we analytically illustrate the FFD process may yield a nonlinear mapping of embedded curves even if the target parent domain is a linear B-spline surface. We assume both of the square and trapezoidal domains respectively for initial and target parent domains, shown in Fig. 11, are composed of a single linear B-spline surface element, and the basis functions are given by:

\[
\begin{align*}
\tilde{W}_1 &= (1 - \xi^1)(1 - \xi^2) \\
\tilde{W}_2 &= \xi^1(1 - \xi^2) \\
\tilde{W}_3 &= (1 - \xi^1)\xi^2 \\
\tilde{W}_4 &= \xi^1\xi^2
\end{align*}
\]

where the corresponding control point positions are \( \tilde{B}_i^1(0, 0) \), \( \tilde{B}_i^2(1, 0) \), \( \tilde{B}_i^3(0, 1) \), and \( \tilde{B}_i^4(1, 1) \) for the initial parent domain, and \( B_i^1(0, 0) \), \( B_i^2(2, 0) \), \( B_i^3(0.5, 2) \), and \( B_i^4(1.5, 2) \) for the target parent domain. The target parent domain is expressed by a linear combination of the basis functions of (79) and the control point positions \( B_i \) (\( i = 1, \ldots, 4 \)) through (39), as:

\[
\tilde{X}(\xi^1, \xi^2) = \begin{bmatrix} 2\xi^1 + 0.5\xi^2 + 0.3\xi^1\xi^2 \\ 2\xi^2 \end{bmatrix}.
\]

Using (41) and \( b_1 = b_2 = 1 \), the surface parametric coordinates corresponding to the curve parametric position is obtained by:

\[
\tilde{\xi}^1 = X_1^0 \\
\tilde{\xi}^2 = X_2^0
\]

Consequently, substituting (81) into (80) yields:

\[
\tilde{X}(X_1^0, X_2^0) = \begin{bmatrix} 2X_1^0 + 0.5X_2^0 + 0.3X_1^0X_2^0 \\ 2X_2^0 \end{bmatrix},
\]

which shows that the linear curve in the initial parent domain is mapped into a quadratic curve in the target parent domain.

**Replication of results** All the expressions are implemented using FORTRAN and the resulting data are processed by Techplot. The processed data used to support the findings of this study are available from the corresponding author upon request. If the information provided in the paper is not sufficient, interested readers are welcome to contact the authors for further explanations.
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