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Abstract. In order to improve the accuracy of case-based reasoning (CBR), this paper addresses a new CBR framework with the basic principle of rank aggregation. First, the ranking methods are put forward in each attribute subspace of case. The ordering relation between cases on each attribute is got between cases. Then, a sorting matrix is got. Second, the similar case retrieval process from ranking matrix is transformed into a rank aggregation optimal problem, which uses the Kemeny optimal. On the basis, a rank aggregation case-based reasoning algorithm, named RA-CBR, is designed. The experiment result on UCI data sets shows that case retrieval accuracy of RA-CBR algorithm is higher than euclidean distance CBR and mahalanobis distance CBR testing. So we can get the conclusion that RA-CBR method can increase the performance and efficiency of CBR.

1. Introduction
Case-based reasoning (CBR), an artificial intelligence technique based on empirical knowledge that solves new problems by modifying or reusing the similar cases in the past[1]. The core of CBR method is case retrieval, which main function is to match the target case with the historical cases and then to solve the target cases by finding the historical case with high matching degree.

It is a NP-hard problem of case retrieval due to including multiple attributes in case, such as clear symbol attribute, interval number attribute, clear data attribute and blurry language attribute. The common approach is to use weights to integrate multiple case attributes. But whether it is the subjective determination method or the objective weight method, there are obvious shortcomings. Therefore, the attributes directly affect the case retrieval result. It has become one of important research directions that how to solve the problem of multiple attribute aggregation in the CBR method.

For solving above problems, a new ideal of ranking is put forward to get the similar case instead of similarity, which can make up these shortcomings of weights allocation of case attributes. The main thought is firstly getting ordering relation in each attribute subspace of historical cases through comparing with historical case. Then, a sorting matrix is got. The similar case retrieval process from ranking matrix is transformed into a rank aggregation optimal problem through Kemeny optimal principle.

2. Related Work
In classical CBR system, the similarity between pairwise cases is calculated by weights of case attributes. Often, the weights need to be artificially determined, such as decision-maker subjective allocation weight [2, 3], the Delphi method [4], the statistical method [5] and hybrid weighted mean method [6], which will be influenced by subjectively. According to the shortcoming of subjective weight, the objective weights allocation method is put forward by some scholars, such as entropy...
method [7], neural networks algorithm [8], genetic algorithm [9] and membrane computing weight optimization [10]. However, the weight allocation is uneven through objective method, which is easily influenced by fuzzy randomness.

According to the shortcomings of weight determination method, some scholars propose the integrated model with CBR and ELECTRE [11] and TOPSIS [12]. P. Chanvarasuth et al addressed how to use outranking relationship in the ELECTRE III in combination with CBR for a case-based travel advisory system, which offered significantly better ranking result based on Euclidean distance [13]. Hui Li et al used principles of the Electre decision-aiding method in combination with CBR to construct corresponding CBR models, which include Electre-CBR-I and Electre-CBR-II [14]. Hui Li et al. proposed a new multi-criteria CBR approach that is used in a binary business failure prediction (BFP) similar to the positive and negative ideal case (SPNIC) as an implementation of this assumption, subject to order performance technology inspired by TOPSIS [15]. H. Malekpoora proposed a new TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) case-based reasoning (CBR) approach, which captures the oncologist's past experience and expertise to help oncologists to make a better decision between similarity measures, success rate and side effects of treatment [16]. C.K.Kwong and S.M Tam developed CBS-TX, which method can select and adapt some of the closest matching cases by the case by the case retrieval, and similarity analysis, and Case evaluation of order preference based on the similarity of ideal solution (TOPSIS) algorithm [17].

Leveraging the advantages of different technologies in CBR, some scholars begin to use multi-CBR system to solve case attributes aggregation problems. H. Li proposed a financial risk prediction of a CBR based on the majority of voting (Multi-CBR–MV) [18]. Based on the SVM (Multi-CBR-SVM), H. Li developed a new combining-classifiers system, which is called multiple CBR systems. Four uncommitted CBR systems with k-nearest neighbor algorithm are used as classifiers Combination, SVM as a combination of classifier algorithm[19].

3. Case-Based Reasoning with Rank Aggregation

3.1. Methodology Framework

Framework of CBR with rank aggregation is put forward in Fig.1. At first, case library is constructed through case representation which includes target cases and historical cases. Second, case ranking results in each attribute subspace of target case and historical case are obtained by calculating their distance. A ranking matrix $R_{MxN}$ is constructed. Afterwards, case retrieval problem for multi-attributes hybrid data is transformed into a ranking aggregation optimal problem. A new algorithm, RA-CBR, is designed.

3.2. Case Ranking in Each Attribute Subspace

In case-based reasoning system, $C_0$ is target case. $C_i(i=1,2,...,M)$ is the $i$th historical case. $v_j$ ($j=1,2,...,N$) expresses the $j$th attribute of case. The historical cases are ranked through calculating its distance from the historical case. This paper gives the sorting method of crisp symbol attribute, interval number attribute and crisp data attribute.

1) Distance calculating of crisp symbol attribute

$v_{ij}$ expresses a crisp symbol attribute in target case and $v_{ij}$ expresses a crisp symbol attribute in historical case. Then, their distance is calculated by formula (1).

$$D_{ij}(v_{ij}, v_{ij}) = \begin{cases} 0 & \text{if } v_{ij} = v_{ij} \\ 1 & \text{if } v_{ij} \neq v_{ij} \end{cases}$$

(1)

2) Distance calculating of crisp number attribute

$v_0$ and $v_i$ are numeric attribute value in target case and historical case. Then, their distance is calculated by formula (2).

$$D_{ij}(v_{ij}, v_{ij}) = \frac{|v_i - v_j|}{\max v_i - \min v_i} \quad i \in M$$

(2)
### 3. Distance calculating of interval attribute

\[ v_i = \left[ v_i^L, v_i^U \right] \] is the \( j \)th interval number in target case. \( v_i = \left[ v_i^L, v_i^U \right] \) is \( j \)th interval number attribute value. Then, their distance is calculated by formula (3).

\[
D_{ij}(\hat{v}_i, \hat{v}_j) = \frac{\sqrt{(v_i^L - v_j^L)^2 + (v_i^U - v_j^U)^2}}{\max \left\{ \sqrt{(v_i^L - v_j^L)^2 + (v_i^U - v_j^U)^2} \mid i \in M \right\}}
\]

### 4. Distance calculating of Fuzzy linguistic variable

\( v_j \) is fuzzy linguistic variable, which is the \( j \)th feature of target case. \( v_i \) is the \( j \)th fuzzy linguistic feature in \( i \)th historical case. Then, fuzzy linguistic set is expressed as \( F = \{ f_1, f_2, \ldots, f_T \} \). We use triangular fuzzy number to represent the fuzzy linguistic feature. \( f_i \) is expressed as \( \hat{f}_i = (d^-_i, d^+_i, d_c^i) \), which is calculated as follows [20].

![Diagram showing the framework of case-based reasoning](image)

**Fig.1** The framework of case-based reasoning

\[
\hat{f}_i = \{d^-_i, d^+_i, d_c^i\} = \{\max\{i(T-1)/T, 0\}, i/T, \min\{(i+1)/T, 1\}\}
\]

So \( v_j \) can be expressed as \( \hat{v}_j = \{v_j^L, v_j^U, v_j^C\} \), \( v_i \) can be represented as \( \hat{v}_i = \{v_i^L, v_i^U, v_i^C\} \).

Their distance can be defined by formula (5).

\[
D_{ij}(\hat{v}_i, \hat{v}_j) = \frac{\sqrt{(v_i^L - v_j^L)^2 + (v_i^U - v_j^U)^2 + (v_i^C - v_j^C)^2}}{\max \left\{ \sqrt{(v_i^L - v_j^L)^2 + (v_i^U - v_j^U)^2 + (v_i^C - v_j^C)^2} \mid i \in M \right\}}
\]

According to above equations, if the distance from target case is the closer, the historical case ranking is the better. \( v_{mj} \) and \( v_{nj} \) express the \( j \)th attribute values of \( m \)th and \( n \)th historical case. The ranking method of historical cases can be calculated by formula (6).

\[
\text{Rank}(v_i, v_s) = \begin{cases} 
\text{rank}_i \geq \text{rank}_s & \text{if} \ D_{is}(v_i, v_s) \leq D_{is}(v_i, v_s) \\
\text{rank}_i < \text{rank}_s & \text{else}
\end{cases}
\]

### 3.3. Ranking Aggregation Theory

**Definition 1** K-distance. \( R_k \) and \( R_l \in R_{dk} \) (\( k, l = 1, 2, \ldots, N \)) respectively express the ranking results between cases in \( k \)th and \( l \)th attribute subspace. If there are two elements in \( R_k \) and \( R_l \) satisfying \( R_{dk} < \)
$R_{mk}$ and $R_{ml} > R_{nl}$, which elements are called pairwise disagreement. Then, the number pairwise disagreement in $R_k$ and $R_l$ is $K$-distance, which is expressed as $K(R_k, R_l)$.

**Definition 2** Borda count. Borda count is a voting mechanism method. $R_{mk}$ is a element in $R_k$. $R_{k}(m)$ is the voting value, which is the order in $R_k$. $|R_k|$ is the total number of elements in $R_k$. Then, the borda count of element $R_{mk}$ is calculated as follows.

$$w_{mk}(m) = 1 - \frac{R_{k}(m) - 1}{|R_k|}$$ (7)

**Definition 3** Condorcet criterion. Each element is compared with other elements in a permutation. If the borda count of one element is higher than another element, it beats that element, which is called condorcet winner. This method is condorcet criterion.

**Definition 4** Kemeny optimal. Permutation lists $(R_1, R_2, \ldots, R_N) \in R_{MKN}$, permutation $R^*$ is a new ranking according to the $N$ Rankings. $S_R$ is calculated as follows.

$$S_R(R_1, R_2, \ldots, R_N) = \arg \min_{i \leq N} \sum_{l=1}^{N} K(R^*, R_l)$$ (8)

If $S_R(R_1, R_2, \ldots, R_N)$ achieve the minimum, permutation $R^*$ is the Kemeny optimal of lists $(R_1, R_2, \ldots, R_N)$. Kemeny optimal satisfies condorcet criterion. However, the number of permutation lists is more than four, and Kemeny optimal is NP-hard problem. So a locally optimal method is used to solve above Kemeny optimal problem.

**Definition 5** Locally kemeny optimal of permutation lists. The permutation $\sigma$ does not exist which satisfies $SR(\sigma, R_1, R_2, \ldots, R_N) < SR(R^*, R_1, R_2, \ldots, R_N)$, when the position of adjacent element pairs is arbitrarily converted. Then, permutation $R^*$ is the locally kemeny optimal.

**Definition 6** Permutation consistent. Permutation $\mu$ and $\sigma$ generate from permutation list $(R_1, R_2, \ldots, R_N)$. If $K(\mu, \sigma) = 0$, then $\mu$ and $\sigma$ are consistent.

**Definition 7** Locally kemeny optimal of permutation $\mu$. Initial permutation $\mu$ is got from $(R_1, R_2, \ldots, R_N)$ through borda count method. We say that permutation $R^*$ is locally kemeny optimal of permutation $\mu$, if (1) $R^*$ is consistent with $\mu$ and (2) if we restrict attention to the set $S$ consisting of the previous $K$ ($1 \leq K \leq M$) elements in $\mu$, then the projection of $R^*$ onto $S$ is a locally kemeny optimal aggregation of the projections of $R_1, R_2, \ldots, R_N$ onto $S$ by condorcet criterion.

4. **RA-CBR Algorithm Procedure**

The CBR method is changed into a ranking aggregation optimal problem according to above ranking aggregation theory. The greedy algorithm is used to solve the local optimal solution, which is called RA-CBR. The procedure RA-CBR algorithm is shown in Fig.2.
RA-CBR procedure
Input: target case $c_0$; historical case set $c_i$.
Output: cases optimal sorting $R^*$.

Begin
$R^*$=null;
Temporary optimal element number T-optimal=1;
For Case feature $v_j$
Computing the distance between cases;
Obtaining ranking matrix $R_{MxN}$;
End
Getting initial permutation $\mu$ by borda count method;
Storing the first element in $\mu$ into $R^*$;
Repeat
T-optimal = T-optimal+1;
Storing the next element into T-optimal element of $R^*$;
In turn upward comparing T-optimal element with other element by lists $(R_1, R_2, ..., R_M)$;
If T-optimal element satisfying Condorcet criterion
Keeping $R^*$;
Else Exchange position of T-optimal element with other element;
Until T-optimal=M
Getting $R^*$ and the most similar case.

Fig.2 RA-CBR algorithm

5. Experiment Study and Analysis
In order to validate the effectiveness of RA-CBR method, a test is done on the UCI database in Table 1. Then, five-fold cross validation is adopted. Therein, four folds data are randomly extracted as historical cases and other data are target cases. The experimental computer is Intel Core i7-7500, 16G memory. RA-CBR method is achieved by Matlab 8.0.

Table 1 Testing data sets

| Data sets      | Attribute number | Record number | Class number |
|----------------|------------------|---------------|--------------|
| adult          | 14               | 16281         | 2            |
| car            | 6                | 1728          | 4            |
| breast-cancer  | 9                | 286           | 2            |
| post-operative | 8                | 39            | 3            |

5.1. The Algorithm Accuracy Rate
The experimental results are shown in Table 2. The average accuracies on the four data sets are 90.11%, 91.76%, 80.40% and 84.44%. The accuracies of RA-CBR algorithm for adult and car data sets are higher than post-operative and breast-cancer data sets. The testing results show that RA-CBR algorithm has a high accuracy rate.

Table 2 The experimental results accuracy rate (%)

| Data sets   | Experiment | Test 1 | Test 2 | Test 3 | Test 4 | Test 5 | Average |
|-------------|------------|--------|--------|--------|--------|--------|---------|
| adult       |            | 90.60  | 90.29  | 89.07  | 91.83  | 88.75  | 90.11   |
| car         |            | 91.59  | 90.43  | 92.46  | 91.88  | 92.46  | 91.76   |
| breast-cancer|          | 78.94  | 82.46  | 80.70  | 77.19  | 82.70  | 80.40   |
| post-operative|         | 88.89  | 83.33  | 77.78  | 88.89  | 83.33  | 84.44   |

5.2. Performance Comparison
In order to test the performance of RA-CBR algorithm, Euclidean distance CBR and Manhattan distance CBR are compared with RA-CBR. The subjective weight allocation method is used for
ECBR and MCBR. The experimental results show that RA-CBR has higher accuracy than ECBR and MCBR, which are shown as Fig 3.

6. Conclusions
The rank aggregation theory is firstly used in CBR system in this paper, and a new ensemble framework for CBR is put forward. In this framework, the case ranking method in each attribute subspace is proposed, and the connotation and related definition of ranking aggregation are given. On the basis, the similar case retrieval process is transformed into a rank aggregation optimal solving problem. At the same time, RA-CBR algorithm is designed, which effectively settles the problem of determining attribute weights in the case retrieval process. The experiment results show that RA-CBR method is feasible and efficient. To extend application scope of RA-CBR algorithm, it is an important research field for how to apply this method on real dataset.

![Fig.3 Comparison of different algorithms](image)
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