SYNTHESIS OF QUANTUM CIRCUITS WITH AN ISLAND GENETIC ALGORITHM
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While advances in quantum hardware occur in modest steps, simulators running on classical computers provide a valuable test bed for the construction of quantum algorithms. Given a unitary matrix that performs certain operations, obtaining the equivalent quantum circuit, even if as an approximation of the input unitary, is a non-trivial task and can be modeled as a search problem. This work presents an evolutionary search algorithm based on the island model concept, for the decomposition of unitary matrices in their equivalent circuit. Three problems are explored: the coin for the quantum walker, the Toffoli gate and the Fredkin gate. The algorithm proposed proved to be efficient in the decomposition of quantum circuits, and as a generic approach, it is limited only by the available computational power.

I. INTRODUCTION

One of the promises of quantum computing is to make feasible the solution of problems that cannot be treated by a classic computer. According to [1], although the hardware that will drive quantum computing still is in its early stages of development, the theoretical fundamentals of quantum mechanics already makes it possible to build quantum algorithms, regardless of the physical implementation of these components. In particular, the decomposition of a unitary matrix into a sequence of quantum gates can be represented as an optimization problem. In [2] the authors suggested the use of genetic programming, and subsequently in [3] with genetic algorithms (GAs), to find the circuits that solve known problems, presenting as an experiment case the results for the quantum teleportation problem. With similar ideas in [4] they proposed a classic GA for the synthesis of arbitrary small quantum circuits and in [5] they explored the use of genetic programming (GP) as a framework for automatic quantum circuit synthesis. Finally, we can cite [6] which uses the ideas of the evolutionary algorithm to evolve quantum circuits associated with molecular systems, and [7] which applies the GP for state preparation routines of quantum algorithms.

A common problem found in previous works is the use of controlled quantum gates of general unitaries, due to the difficulty of physically implementing such gates. Here, we discuss the implementation of a generic and easily scalable evolutionary-search algorithm, to find quantum circuits that yield an approximation for a given unitary matrix. The implementation allows for easy customization of the circuit components, which can be important when accessing circuit costs. In this paper, the following three important unitaries, in the quantum computation theory, are used:

- The Toffoli gate, which has zero internal power dissipation, is reversible in the classical computation sense [8], and plays a major role in quantum algorithms, like in Shor's factoring algorithm [9, 10];

- The Fredkin gate, a universal gate for classical reversible computation [8], which can be used, for instance, to design a circuit for error-correcting quantum computations [11]; and

- The Hadamard coin, chosen from the quantum walks (QW) model, which largely employed in several quantum algorithms, such as the search algorithms in [12], and which was proven to be a universal model of quantum computation [13]. The non-trivial circuit decomposition for the coin here is due to its implementation via Quantum Cellular Automata, using [14], which is a suitable model for physical realizations of abstract models of quantum computation.

In the following sections, we present the framework for our solution. First, a quick introduction to the quantum circuit model of computation and the concept of universal gates are given in Section II. Then, the chromosome representation, objective function, and the concept of unitary blocks are introduced. In the sequence, we discuss in detail
the algorithm itself and its three main operators: crossover within a population, crossover between two populations, and mutation. The computational setup is explained in Section V D. Finally, we discuss the solutions found and give possible pathways for future research. Appendices VIII, IX and X provide more information on the solutions and quantum gates used in the search.

II. QUANTUM CIRCUITS AND UNIVERSAL QUANTUM GATES

The focus of the paper is on finding a unitary decomposition based on the circuit model of computation, which is given by a sequence of quantum gates that represent reversible computations. These gates are applied to the quantum analog of the bit, the qubits, which are quantum systems with two levels (i.e., have two states), conventionally described as computational basis \( |0 \rangle \) and \( |1 \rangle \). This representation preserves the analogy with the classical bits while contrasting mainly in that here the quantum system is allowed to be in the superposition of these states.

It is a well-known fact that the AND and NOT gates form a Universal set for classical computing, as they are able to approximate any Boolean function. A similar result can be obtained for the quantum circuit model, for which a set of gates is Universal if any unitary operation can be approximated, with arbitrary precision, by a circuit involving these gates [15]. For instance, the gate set that generates the Clifford-group, \( \{H, S, CNOT\} \), plus one non-Clifford gate, e.g. the \( T \) gate, provides a gate set for universal quantum computing [16].

From a specific gate set the goal of this work is to find an equivalent circuit, through the evolutionary search, for a given unitary \( U \). Moreover, we do not allow ancillary qubits for the unitary decomposition, which would allow the search to lead to approximations for a given \( U \) with, say, lower depth, as carried out in [17].

The following sections explain the function that is being optimized, how the circuit is represented, and how the evolutionary algorithm works.

III. OBJECTIVE FUNCTION

Given a target unitary matrix \( U_t \) we search for the quantum circuit that produces this matrix with the greatest possible fidelity. To quantify this approximation, likewise done in [6], we use the trace fidelity

\[
f = \frac{1}{2^n} \left| \text{Tr} \left( U_a U_t^\dagger \right) \right|,
\]

where \( U_a \) is the achieved unitary, \( n \) is the number of qubits needed to describe \( U_a \), and \( \text{Tr}(\cdot) \) is the trace operation of a given matrix. Notice that for the ideal solution, i.e., when \( U_a = U_t \), \( f = 1 \). From the gate set used here and from implications of the Solovay–Kitaev theorem [18], we know that very often, we can not get the ideal solution. However, allowing a circuit decomposition with deeper depth will enable us to get a more accurate approximation for a given target unitary.

It is important to note that \( f \) ignores global phase differences, which is not physical, making the optimization easier. Since \( U_t \) is being constructed from a gate set composed only of unitary matrices, we also have \( U_t \) as a unitary matrix, entailing that \( f \) is in the range \([0, 1]\).

The circuit cost is a very important aspect of quantum computation. Instead of implementing a multi-objective optimization, which could result in an overly complex fitness function, we opted to optimize only the circuit fidelity, but we also allowed circuits with different depths to compete against each other. In this way, in the case where different circuits have the same fidelity, the circuit having the smaller depth will be considered the best solution. The maximum depth presently allowed for the optimization process is 90.
IV. CIRCUIT REPRESENTATION

A string circuit representation was adopted in the work. Consider the circuit of Figure 1, its chromosome

\[
\{(1: (\hat{H}, -1, None)), \{1: (\hat{X}', 0, None)\}, \\
\{2: (\hat{X}', 1, None)), \{1: (\hat{X}', 0, None)\}, \\
\{0: (\hat{H}, -1, None), 2: (\hat{X}', 1, None)\}, \\
\{0: (\hat{Z}', 2, None)\}, \{0: (\hat{H}', -1, None)\}\}
\]

where each item in this list represents (from left to right) a ‘column’ of the circuit, with each column being read as follows: target qubit: (operation, controlled-qubit, optional parameter). The absence of control is indicated by -1 and the absence of parameters by None. The optional parameter could represent, for example, the rotation angle of a generic rotation gate. Since our gate set does not include these gates, this optional parameter is always absent, being described here just for clarity. The indices are mapped from top to bottom, with 0 indicating the first qubit, 1 indicating the second, etc.

\[|0\rangle \rightarrow H \rightarrow Z \rightarrow H \rightarrow |0\rangle \]

\[|0\rangle \rightarrow H \rightarrow |0\rangle \]

\[|0\rangle \rightarrow |0\rangle \]

\[|0\rangle \rightarrow |0\rangle \]

FIG. 1. Example circuit with gates \(H\), \(Z\) and CNOT.

In order to speed up the search process and allow for more fine-grained control over mutation (as will be discussed in Section V C), the concept of blocks was created: each chromosome is made up of \(B\) unitary blocks, each one being a circuit itself, just like described so far. This allows the injection of ‘helper’ blocks, which may perform a specific function inside the circuit. This saves computation time because if a block has not changed, its unitary remains the same. Also, during the evolutionary search (to be detailed below) it allows for more flexibility regarding mutation operations: the set of available mutations is different for each type of block.

A non-controlled block is a single column block (depth equal to one) that has no control points. A controlled block is a single column block that has one or more control points. A helper block is a predefined block having a depth greater than 1. Figure 2 illustrates the concept of blocks: B1 and B3 are non-controlled blocks, B2 is a controlled block, and B4 and B5 are helper blocks. The depth of the circuit is now given by the sum of the depths of each individual block, which may result in circuits with effectively deeper depths than when considering only the sequence of blocks.

\[B_1 \rightarrow B_2 \rightarrow B_3 \rightarrow S \rightarrow B_4 \rightarrow S \rightarrow B_5 \rightarrow B_6 \]

FIG. 2. Circuit made up of five blocks.

V. EVOLUTIONARY ALGORITHM

When adopting a classical genetic algorithm (GA) to perform the search, the problem of premature convergence was observed: due to the lack of continuous parameters to guide the search, the exchange of genetic material tends to make individuals too similar, reaching almost always a local maximum. To overcome this problem, a GA based on the Island Model concept was adopted.

In this type of model, different populations (sets of individuals, or chromosomes) representing candidate solutions evolve independently at first. Later, they exchange genetic material in a process called migration. Thus, this model is
a parallel version of the ordinary GA, where there is an exchange of information among different populations. In an intuitive way, each population may follow a different evolutionary lineage, thus increasing the genetic diversity and consequently, the effectiveness of the search [19].

In the first step of the algorithm, $g$ populations, each with $p$ chromosomes, are generated in the following way: in each population, the individuals are created with a number of blocks between 4 and 15 by randomly generating each one of its blocks. First, a block type is randomly chosen. For non-controlled and controlled blocks, gates and their positions are chosen uniformly at random. For helper blocks, the type of helper and the control wire are chosen uniformly at random.

After that, evolution will proceed in two distinct steps. The first step occurs in isolation within each population, where the best individual (the one with the highest fitness), is named the leader, and plays the elite role during crossover. In the second step, individuals from different populations exchange genetic material in a second crossover process, ending one evolution cycle.

The stop criterion employed in the search is based on the error fidelity, as also used in [20], given by

$$
\varepsilon = 1 - f^2,
$$

where $f$ is defined in Eq. (1). The algorithm is interrupted when Eq. (3) is smaller or equal to $1 \times 10^{-6}$. Such a stop criterion avoids an unbounded depth for each circuit decomposition. Figure 3 gives an overview of the algorithm and the following sections describe the genetic operators in detail, in the order that they occur in the algorithm.

FIG. 3. Fluxogram of the Island model genetic algorithm.
A. Crossover within a population

As depicted in Figure 3, crossover occurs at two distinct times: within a population, and in a later stage, between individuals from different populations. This section describes the crossover within the same population, which happens as follows. First, the leader individual (the one with the highest fitness) is determined. Then, for every individual of this population (which we refer to as the interacting individual), a new offspring is created by concatenating, left to right, the first \( n_L \) blocks from the leader with the first \( n_I \) blocks of the interacting individual. Two parameters are used to select the number of blocks involved, the ratios \( r_L \) for the leader and \( r_I \) for the interacting individual, with \( r_L + r_I = 1 \). The number of blocks extracted from the leader is given by

\[
n_L = \max(1, \lfloor B_L \times r_L \rfloor),
\]

where \( B_L \) is the total number of blocks of the leader. Similarly, the number of blocks extracted from the interacting circuit is given by

\[
n_I = \max(1, \lfloor B_I \times r_I \rfloor),
\]

where \( B_I \) is the total number of blocks of the interacting individual. In this way, it is guaranteed that the new individual will be composed of at least two blocks, and the use of \( \lfloor \cdot \rfloor \) helps reduce the total depth of the offspring circuit since the \( \text{floor} \) operation only takes into account the largest integer in the multiplication. After creation, a single mutation is applied to this new offspring. The details of the mutation operator are covered in Section V C. Then, if the resulting offspring has a higher fitness value, the interacting individual is replaced by this offspring; otherwise, the offspring is discarded. In this crossover, more than one child could be generated, but this would imply one more fitness check; instead, we have chosen to rely on the maximal randomness of the process, thus generating a single child.

As an example of the whole process, consider the individuals from Figure 4, where the leader is on the left, with \( r_L = 0.3 \), and interacting circuit on the right, with \( r_I = 0.7 \). The leader circuit is made up of 4 blocks, thus supplying \( \max(1, \lfloor 4 \times 0.3 \rfloor) = 1 \) of its first blocks to the offspring. On its part, the interacting circuit, which has 3 blocks, then provides \( \max(1, \lfloor 3 \times 0.7 \rfloor) = 2 \) of its first blocks to the offspring. The resulting offspring is depicted in Figure 4-c.

![Figure 4](image)

FIG. 4. Example of a crossover involving the leader circuit \( a \) and the interacting circuit \( b \). Notice that although the second and the third blocks in \( b \) together just add one depth to its circuit, in our approach, they are considered two distinct blocks. The new individual \( c \) is constructed out of one block coming from the leader (\( H \) block) and two from the interacting individual (the \( \text{Swap} \) and \( Z \) blocks).

In the next step of the algorithm, a new type of crossover takes place, this time involving different populations.

B. Crossover between two populations

In spite of being simpler than the crossover within a population, this operator has a vital role in providing genetic variability to the evolutionary process. It happens as follows. For every individual \( l \) from each population \( p_i \), with
We randomly select an individual \( m \) from another population, say \( p_j \), with \( p_j \neq p_i \). An empty offspring is created having a total number of blocks given by

\[
\min(B(l), B(m)),
\]

where \( B(l) \) is the total number of blocks in the individual \( l \in p_i \), and \( B(m) \) is the total number of blocks in individual \( m \in p_j \). Next, each block of this offspring will be selected from the homologous positions of individuals \( l \) or \( m \), with equal probability. If this offspring has a larger fitness value, it replaces \( l \), otherwise, it is discarded. Again, for efficiency reasons, a single child is generated. After all populations are iterated, the stop criterion is checked and the algorithm either returns a list of solutions or continues its search as described in Figure 3.

### C. Mutation

The evolutionary algorithm relies on two genetic operations, one of them being the mutation process. A single mutation operation is applied to every circuit as follows. First, each individual will mutate, but the block where the mutation happens is randomly chosen. As explained in Section V, this block can be a non-controlled, controlled, or helper block. The mutation mechanism for each type is described below.

For a non-controlled block, mutation consists of randomly choosing a gate and modifying it by simply replacing it with another randomly chosen gate, as Figure 5 exemplifies.

![Figure 5. Non-controlled block mutation: \( H \) mutates to \( S \).](image)

For a controlled block three types of mutation are available: random shuffling of the block, removal of a control point, or gate change. The random shuffling method just randomly reassigns the control, target, and any other gates present to new positions on the wire. The removal of a control point method is only eligible if the number of control points in the block is greater than 1. Since the results discussed here only enforce the use of \( X \) as a controlled gate (CNOT), this type of mutation has no effect for present purposes but is kept available in case that constraint is removed. The gate change method will randomly pick a non-controlled gate (if any) and change its operator to a new randomly chosen gate. If there is no non-controlled gate available, this method is not triggered. If both the shuffling and gate change mutation methods are eligible, one is chosen at random and applied. Figures 6 and 7 show some examples.

![Figure 6. Controlled block mutation: random shuffling method.](image)
FIG. 7. Controlled block mutation: gate change method. The $H$ block is changed to a $T$ block.

For a helper block, we should note that they are just a sequence of controlled and non-controlled sub-blocks. For example, the controlled $Z$ block can be viewed as a sequence of a non-controlled $H$ block, a controlled $X$ block, and another non-controlled $H$ block. Given that, in order to mutate a helper block it suffices to randomly pick a sub-block, and mutate it according to its type.

D. Parameters

In all experiments, the first crossover parameters were set to $r_L = 0.7$ and $r_I = 0.3$. The number of population used was $g = 20$, each one with $p = 30$ individuals. The maximum number of iterations allowed was $10^4$. For all experiments, the minimum and maximum block sizes were set to 4 and 15, respectively.

The quantum gate set available during the search is $\{H, S, CNOT, X, \sqrt{X}, T, Z\}$, including also the complex conjugate of the gates $T$, $S$ and $\sqrt{X}$, i.e., the inverse matrices $T^\dagger$, $S^\dagger$ and $\sqrt{X^\dagger}$, respectively. From what we discussed in Section II it is clear that the gate set used has more gates needed to provide the universal set for quantum computation. We added extra gates since they are the ones available on different platforms for quantum computation, like the one provided by IBM Quantum Experience \(^1\). Furthermore, they also appear as building blocks in many known algorithms, providing a good trade-off between circuit interpretation, complexity, and search running time [1, 4, 6, 15].

Gate descriptions and helper blocks used in the search can be found in Appendices IX and X. The matrix representation of the solutions found is given in Appendix VIII.

VI. RESULTS

1. Hadamard Coin for the Quantum Walker

\[
U_t = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\
0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

The target unitary above represents the Hadamard coin when it is implemented in tune with the QCA model introduced in [14]. This unitary is also known as the "beam-splitter" operator $F_2$ giving in [21] without the minus factor in the element $|11\rangle\langle 11|$. Figures 8 and 9 show the best circuit found and the evolution curve. In all evolution plots two curves are shown: the blue one shows the trace fidelity of the best leader across all groups (the best individual found so far by the algorithm), and the red one shows the average trace fidelity for all leaders.

The circuit in Figure 8 has an error inferior to $1 \times 10^{-16}$ and was found in less than 600 iterations.

\(^1\) http://www.research.ibm.com/quantum/
2. Toffoli Gate

\[
U_t = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\]  

(8)

The target unitary here is the one in Eq. (8), namely, the Toffoli gate, which is a controlled-CNOT gate. Figure 10 shows the best circuit found. The solution found has an error inferior to \(1 \times 10^{-16}\) and was found in less than 1250 iterations. Figure 11 shows the evolution curve during the corresponding optimization process.

3. Fredkin Gate

\[
U_t = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\]  

(9)
The unitary above represents the Fredkin gate, the subsequent target unitary and Figure 12 shows the best circuit found. The solution found has an error inferior to $1 \times 10^{-16}$ and was found in less than 5000 iterations. Figure 13 shows the best circuit found and the evolution curve.

VII. CONCLUDING REMARKS

The automatic synthesis of quantum circuits is an open and important problem for the development of quantum algorithms. This work explores the use of an evolutionary search algorithm that uses groups of populations that evolve separately, subsequently exchanging genetic material with each other. In our experiments, classical genetic algorithms seem to suffer from the problem of premature convergence, with the members of the population becoming very similar or equal, leading to a local minimum in most cases.

Comparing our results for the Toffoli gate decomposition with its most cited implementation ([15], page 182), we obtained the same amount of non-Clifford gates, which are the most expensive gates for the fault-tolerant quantum computers. However, we could not do better than [17], in terms of non-Clifford gates, an implementation that requires ancillary qubits. Now, contrasting the results established here with the Fredkin gate, which is a controlled-SW AP gate, we obtained the same number of non-Clifford gates used in the Toffoli decomposition. Our results, then, agree with
the decomposition discussed in [15], which shows how to implement Fredkin gate with just one single Toffoli gate, rather than three.

A comparison for the case of the Hadamard we have the results from [21]. In their circuit implementation equivalent to equation 7 they have the same depth and the same number of non-Clifford gates of . On the other hand we have a higher number of total gates which includes one extra CNOT.

The results showed here are remarkable in the sense that we proposed a non specialized approach for the decomposition method for controlled gates [22] and we did not apply any specific theory of circuit decomposition, except the concept of universal gates. Furthermore, our implementation was able to find the solutions in a number of iterations that were either smaller or comparable to other analogous works [4, 6].

One important limitation of the present work relates to the maximum number of qubits allowed: unitaries with 10 or more qubits will make the search considerably slower, due to the exponential usage of memory. But this can be relatively easy to remedy by making use of sparse data structures.

As expected, the size of the unitary seems to affect the number of iterations until a solution is found (all the search parameters were hold constant across the experiments). The solutions for the Toffoli and Fredkin unitaries took 1250 and 5000 iterations, respectively, against 600 for the smaller quantum walker coin unitary. Despite having the same dimension, the Fredkin unitary seems more challenging to the search algorithm, requiring four times the number of iterations, which is expected since its ordinary decomposition has higher depth than the Toffoli gate [23]. Also, as we pointed out before, the solutions presented redundant circuit segments, e.g., a wire with two Hadamard gates in sequence, resulting in \( HH = I \). In a subsequent undertaking, we plan to implement a post-processing stage to the whole process in order to replace the visual inspection we performed for the results shown.

In contrast with results obtained in similar works, two aspects stand out positively in this work: the generic character of the approach described and the flexibility of the solutions found. The presented algorithm is readily applicable to any target unitary, with added flexibility for specifying the set of gates and helper blocks available for the search, and also, the minimum and maximum sizes for the possible solutions.

It would also be fruitful to pursue further research about the efficiency of the genetic operators presented and investigate whether and how the search space can be decreased in an efficient way. This could help the search for optimal circuits, which are important when taking into account the cost of the physical implementation of these components. For instance, during the circuit decomposition process, it is feasible to look for a gate set that decreases the time consumption of a quantum computation on fault-tolerant quantum computers. We can also imagine a scenario of applying this method for circuit synthesis that uses more complex transformations, e.g., Toffoli and Fredkin gates, or even Fourier transformation, rather than the basic gate set employed herein. In this scenario, our approach would help us decompose more complicated unitaries applied to practical problems (like quantum algorithms for differential equations [24, 25] or combinatorial optimization problems [26]); this would also provide good estimation of necessary non-Clifford gates for those applications, which are the most complicated gates for the fault-tolerant quantum devices.

Finally, we can point out that a faster convergence can be achieved by introducing more high-level components into the search space. We believe that the built-in flexibility of our approach (without loss of performance), together with the scalability factor provided by the island model, provides valuable insight into the study of automatic quantum circuit synthesis for the currently available quantum technologies. Therefore, this work provided the proof of principle that the island GA can be used for circuit synthesis, regardless of the practical quantum device used.
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VIII. SOLUTIONS FOUND

Hadamard Coin via QCA

\[
U_a = \begin{pmatrix}
1 & 3.925 \times 10^{-17} & 3.925 \times 10^{-17} & 0 \\
5.55111 \times 10^{-17} & 7.071 \times 10^{-1} & 7.071 \times 10^{-1} & 0 \\
0 & 7.071 \times 10^{-1} & -7.071 \times 10^{-1} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
**Toffoli Gate**

\[
U_a = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1.11 \times 10^{-16}i & 0 & 0 \\
0 & -1.11 \times 10^{-16}i & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\end{pmatrix}.
\] (11)

**Fredkin Gate**

\[
U_a = \begin{pmatrix}
1 & 0 & 2.36 \times 10^{-16} & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
2.36 \times 10^{-16} & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}.
\] (12)

**IX. QUANTUM GATES**

The following is a list of the gates employed in the work. All rotations described below are measured in radians.

*Hadamard gate*
Performs a \( \pi \) rotation about the \( Z \)-axis, followed by a \( \frac{\pi}{2} \) rotation about the \( Y \)-axis.

\[
H = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}.
\] (13)

*Pauli-X gate*
Performs a \( \pi \) rotation about the \( X \)-axis.

\[
X = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}.
\] (14)

*Pauli-Y gate*
Performs a \( \pi \) rotation about the \( Y \)-axis.

\[
Y = \begin{pmatrix}
0 & -i \\
i & 0
\end{pmatrix}.
\] (15)

*Pauli Z-gate*
Performs a \( \pi \) rotation about the \( Z \)-axis.

\[
Z = \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}.
\] (16)

*S gate*
The phase gate, performs a \( \frac{\pi}{2} \) rotation about the \( Z \)-axis.

\[
S = \begin{pmatrix}
1 & 0 \\
0 & i
\end{pmatrix}.
\] (17)
$T$ gate
Performs a $\frac{\pi}{8}$ rotation about the $Z$-axis.

\[
T = \begin{pmatrix}
1 & 0 \\
0 & \frac{1+i}{\sqrt{2}}
\end{pmatrix}
\]  

$\sqrt{X}$ gate
Square root of the $X$-Pauli gate.

\[
\sqrt{X} = \frac{1}{2} \begin{pmatrix} 1+i & 1-i \\ 1-i & 1+i \end{pmatrix}
\]  

X. HELPER BLOCKS

The following is the list of helper blocks the algorithm described can rely on.

- H

FIG. 14. Controlled Z block.

- S†

FIG. 15. Controlled Y block.

- T

FIG. 16. Controlled $\sqrt{X}$ block.

- T

FIG. 17. Controlled $S$ block.

- S†

FIG. 18. Swap block.