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ABSTRACT

We study slowly rotating accretion flow at parsec and sub-parsec scale irradiated by a low luminosity active galactic nuclei. We take into account the Compton heating, photoionization heating by the central X-rays. The bremsstrahlung cooling, recombination and line cooling are also included. We find that due to the Compton heating, wind can be thermally driven. The power of wind is in the range \( (10^{-6} - 10^{-3})L_{\text{Edd}} \), with \( L_{\text{Edd}} \) being the Eddington luminosity. The mass flux of wind is in the range \( (0.01 - 1)M_{\text{Edd}} \) (\( M_{\text{Edd}} = L_{\text{Edd}}/0.1c^2 \) is the Eddington accretion rate, \( c \) is speed of light). We define the wind generation efficiency as \( \epsilon = P_{\text{wind}}/M_{\text{BH}}^2 \), with \( P_{\text{wind}} \) being wind power, \( M_{\text{BH}} \) being the mass accretion rate onto the black hole. \( \epsilon \) lies in the range \( 10^{-4} - 1.18 \). Wind production efficiency decreases with increasing mass accretion rate. The possible role of the thermally driven wind in the active galactic feedback is briefly discussed.
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1 INTRODUCTION

Hot accretion flow is believed to operate in low-luminosity active galactic nuclei (LLAGNs; e.g. Ho 2008; Antonucci 2012; Done 2014) and the hard/quiescent states of black hole X-ray binaries (e.g. Esin et al. 1997; Fender et al. 2004; Zdziarski & Gierliński 2004; Remillard & McClintock 2006; Narayan & McClintock 2008; Bolloni 2010; Wu et al. 2013; Homan et al. 2016) show that winds are present in hot accretion flow. Therefore, the numerical simulation result is confirmed by observations.

The studies mentioned above focus on the flow at the region very close to the black hole. The outer boundary of the simulations is several hundreds of \( r_s \) (\( r_s \) is Schwarzschild radius). Then a question is that what are the properties of accretion flow beyond hundreds of \( r_s \)? Can the result from the above mentioned simulations be applied to the accretion flow at sub-parsec and parsec scale? The sub-parsec and parsec scale accretion flow connects the flow in the AGNs and the flow beyond the Bondi radius. The feeding gas of the central black hole comes from this region. Therefore, it is important to study the properties of accretion flow at sub-parsec and parsec scales.

Recently, Li et al. (2013) and Inayoshi et al. (2017) study the accretion flow at parsec and sub-parsec scales. They find that if the gas density is low enough and radiation is not important, the properties of the flow at parsec and sub-parsec scale are similar to the flow inside hundreds of \( r_s \). We note that in these two works, the AGNs feedback is not taken into account. However, AGNs feedback effects (e.g. momentum feedback and energy feedback) are very important to determine the properties of the flow at parsec scale (e.g. Magorrian et al. 1998; Ferrarese & Merritt 2000; Gebhardt et al. 2000; Di Matteo et al. 2005; Ciotti & Ostriker 2007; Kormendy & Bender 2009; Ostriker et al. 2010; Yuan & Li 2011; Liu et al. 2013; Gan et al. 2014) and need to be taken into account.

Recently, the accretion flow at sub-parsec and parsec...
scale irradiated by a quasar is studied (e.g. Proga 2007; Kurosawa & Proga 2009). It is found that outflows at parsec-scale can be driven by line force due to interaction of UV photons and the not fully ionized gas.

In this paper, we focus on the accretion flow at sub-parsec and parsec scale irradiated by a LLAGN. Different from a quasar, LLAGNs emit the majority of photons in X-ray band (Yuan & Narayan 2014). The X-ray from the vicinity of black hole can heat the gas at sub-parsec and parsec scale. If the radiation is strong enough, the temperature of the gas at parsec scale will be heated to be above the virial temperature, so that the accretion process will be stopped. In this paper, in addition to the Compton heating/cooling, we also consider the photoionization heating/cooling, bremsstrahlung cooling, and line cooling. In this paper, as a first step, we consider gas with small angular momentum.

The paper is organized as follows. In section 2, we describe our models and method; In section 3, we present our results; Section 4 is devoted to conclusions and discussions.

2 NUMERICAL METHOD AND MODELS

In this paper, we study the accretion flow at sub-parsec and parsec scales. We define LLAGN to be the accretion flow inside the inner boundary of our simulation which is not resolved. We assume that all the photons emitted by the central LLAGN are in X-ray band. The luminosity of the LLAGN is self-consistently determined based on the mass accretion rate through the inner boundary. We set that the inner boundary of the computation domain is much larger than the radius (20r_s) inside which most of the radiation is produced by the LLAGN. Therefore, the radiation of LLAGN can be approximated to be from a point object located at r = 0 and be isotropic.

In this work, we take 2\%L_{Edd} to be the upper limit of the luminosity of the central LLAGN. Above 2\%L_{Edd}, the spectrum of a black hole may transit from hard to soft state (e.g. Yuan & Li 2011). We only consider the cases in which the luminosity of central LLAGN is below 2\%L_{Edd}.

2.1 Basic equations

We assume the accretion flow to be axisymmetric. We use the ZEUS-MP code (Hayes et al. 2006) in spherical coordinates (r, θ, φ) to solve the HD equations below:

$$\frac{d\rho}{dt} + \rho \nabla \cdot \mathbf{v} = 0, \quad (1)$$

$$\rho \frac{d\mathbf{v}}{dt} = -\nabla p - \rho \nabla \Phi \quad (2)$$

$$\rho \frac{d(\varepsilon/\rho)}{dt} = -\nabla \cdot \mathbf{v} + \dot{E} \quad (3)$$

Here, ρ is the mass density, v is the velocity, p is gas pressure, ε is internal energy. We adopt an equation of state of ideal gas p = (γ - 1)e with adiabatic index γ = 5/3. Φ = -GM/(r - r_s) is the gravitational potential, where M and G are the central black hole mass and the gravitational constant, respectively. The Schwarzschild radius r_s = 2GM/c^2.

Because the luminosity of the central LLAGN is below 2\%L_{Edd}, the radiation pressure due to Compton scattering is not important. Therefore, we do not take into account the radiation pressure force in the momentum Equation (2).

In Equation (3), \dot{E} is the net gas energy change rate due to heating and cooling. We consider Compton heating/cooling, bremsstrahlung cooling, photoionization heating, and line and recombination cooling (Sazonov et al. 2005).

$$\dot{E} = n^2(S_C + S_{br} + S_{ph,rec,l}) \quad (4)$$

In this equation, n is gas number density. The Compton heating/cooling is:

$$S_C = 4.1 \times 10^{-35}(T_X - T)\xi \quad (5)$$

In Equation (3), T is gas temperature. T_X is the radiation temperature determined by the spectrum of radiation from the central source. For a quasar, T_X = 1.9 \times 10^7 K (Sazonov et al. 2005). For a LLAGN, T_X will be much higher (Yuan et al. 2009; Xie et al. 2017). Here, we set T_X = 10^9 and 10^9K for the comparison of effect of Compton temperature on results. \xi is the photoionization parameter defined by

$$\xi = \frac{L}{n\tau x e^{-\tau x}}, \quad (6)$$

where \tau_x = \int_0^r \rho \kappa_x dr, where \kappa_x is the X-ray opacity) is the X-ray scattering optical depth in the radial direction, r is the distance from the central source, the number density of local gas n = \rho/(\mu m_p), \mu is the mean molecular weight. We set \mu = 1 and \kappa_x = 0.4c^2m_p^{-1} because Thomson scattering dominates the attenuation. The bremsstrahlung cooling can be expressed as

$$S_{br} = -3.8 \times 10^{-27} \sqrt{T} \quad (7)$$

We do not show the exact formula of the sum of photoionization heating, line and recombination cooling. The reason is as follows. Sazonov et al. (2005) shows that when T > 10^7 K, S_{ph,rec,l} \ll S_C, S_{br}. In this paper, we find that the gas temperature is always comparable to or higher than 10^7 K. Therefore, the dominant heating and cooling processes are Compton heating and bremsstrahlung cooling. For the formula of S_{ph,rec,l}, we refer to Equation (A35) of Sazonov et al. (2005).

In reality, the emitted photons by the accretion flow can interact with the accretion flow and change the properties of the flow. In this paper, we do not consider the secondary heating/cooling by the radiation emitted by the gas.

2.2 Luminosity of the central LLAGNs

Luminosity of the central LLAGN is determined by the accretion rate onto the black hole and radiative efficiency. The radiative efficiency depends on the accretion rate and the parameter δ which describes the fraction of the direct viscous heating to electrons.

We define the ‘circularization’ radius (r_{cir}) to be the radius at which the Keplerian angular momentum is equal to the specific angular momentum of the accretion gas. We study low angular momentum accretion flow by setting r_{cir}.
to be smaller than the inner boundary of the computational domain. It means that the angular momentum of gas is much smaller than the Keplerian angular momentum of the computational domain. In this case, the shear of rotational velocity in radial direction is negligibly small. Viscosity is proportional to shear of rotational velocity (see Stone, Pringle & Begelman 1999). Therefore, viscosity is also negligibly small. The negligibly small viscosity can not re-distribute angular momentum of gas. Therefore, when the gas falls from large to small radii, the angular momentum is conserved and does not depend on radius. In previous work (Bu et al. 2013), we find that outside of $r_{\text{crit}}$, there is no outflow and the accretion rate is a constant with radius. Thus, we assume that the mass accretion rate is constant with radius between the inner boundary of the computational domain and $r_{\text{crit}}$. Gas can fall onto the black hole from $r_{\text{crit}}$ in the presence of viscosity. Previous works show that the mass inflow rate of hot accretion flow with large angular momentum can be described as $\dot{M}_{\text{in}} \propto r^{s}$, where $s \approx 0$ for $r \leq 10r_{s}$ and $s \approx 0.5$ for $10r_{s} < r < r_{\text{crit}}$ (Yuan et al. 2012, 2015; Bu et al. 2013, 2016a, 2016b). The accretion rate of the central black hole is calculated as,

$$\dot{M}_{\text{BH}} = \dot{M}_{\text{in}} \left( \frac{10r_{s}}{r_{\text{crit}}} \right)^{0.5}, \tag{8}$$

In equation (8), $\dot{M}_{\text{in}}$ is the mass inflow rate at the inner boundary of computational domain. According to equation (8), the mass inflow rate is constant with radius between $r_{\text{crit}}$ and the inner boundary of simulation domain. From $r_{\text{crit}}$ to $10r_{s}$, the mass inflow rate decreases inward. From $10r_{s}$ to the black hole horizon, mass inflow rate is constant with radius. After gas falls into the inner boundary of the simulation, one portion of gas will be accreted to the black hole, the other portion of gas will form wind and move outward to larger radii. Therefore, density of gas between black hole and the inner boundary of simulation does not keep increasing with time. In this paper, as a first step, we neglect the mechanical feedback effects by wind generated between $10r_{s}$ and $r_{\text{crit}}$. The radiative efficiency calculated by Xie & Yuan (2012) in the case of viscous parameter $\alpha = 0.1$ can be described as follows,

$$\epsilon(\dot{M}_{\text{BH}}) = \epsilon_{0} \left( \frac{100\dot{M}_{\text{BH}}}{M_{\text{Edd}}} \right)^{a}, \tag{9}$$

where $\epsilon_{0}$ and $a$ are given in Table 1 of Xie & Yuan (2012) for different $\delta$. We choose the case of $\delta = 0.5$ and have

$$\epsilon_{0}, a = \begin{cases} (1.58, 0.65) & \text{if } \frac{\dot{M}_{\text{BH}}}{M_{\text{Edd}}} \lesssim 2.9 \times 10^{-5}; \\ (0.055, 0.076) & \text{if } 2.9 \times 10^{-5} < \frac{\dot{M}_{\text{BH}}}{M_{\text{Edd}}} \lesssim 3.3 \times 10^{-3}; \\ (0.17, 1.12) & \text{if } 3.3 \times 10^{-3} < \frac{\dot{M}_{\text{BH}}}{M_{\text{Edd}}} \lesssim 5.3 \times 10^{-3}. \end{cases} \tag{10}$$

When $\frac{\dot{M}_{\text{BH}}}{M_{\text{Edd}}} > 5.3 \times 10^{-3}$, the radiative efficiency $\epsilon(\dot{M}_{\text{BH}})$ is simply set to be 0.1.

Time is needed for gas moving from the inner boundary of computational domain to black hole. We need to consider the time lag between X-ray photons generation close to the black hole and the accretion rate calculated at the inner boundary of the computational domain (Kurosawa & Proga 2009). Accretion luminosity at a given time is calculated by $L(t) = \epsilon \dot{M}_{\text{BH}}(t - \delta t)c^{2}, \dot{M}_{\text{BH}}(t - \delta t)$ is the net mass accretion rate calculated at time $t - \delta t$. $\delta t$ is the lag time and equaling to the accretion timescale from the inner boundary of the simulation domain to the black hole horizon. As introduced above, gas can freely fall from the inner boundary to $r_{\text{crit}}$. Therefore, the time needed for gas traveling from inner boundary of simulation to $r_{\text{crit}}$ is $\delta t_{1} = r_{\text{in}}/V_{1}$, $V_{1}$ is free fall velocity at $r_{\text{in}}$. The time needed for gas traveling from $r_{\text{crit}}$ to $10r_{s}$ is the viscous timescale at $r_{\text{crit}}$ and is calculated by $\delta t_{2} = r_{\text{crit}}/V/\alpha$. $V_{2}$ is free fall velocity at $r_{\text{crit}}$, $\alpha$ is viscous coefficient. The time needed for gas traveling from $10r_{s}$ to black hole is $\delta t_{3} = 10r_{s}/V_{3}$, $V_{3}$ is free fall velocity at $10r_{s}$. The total time delay $\delta t = \delta t_{1} + \delta t_{2} + \delta t_{3}$. The delay time $\delta t$ is calculated based on physical considerations. In order to test the effects of changing value of $\delta t$, we have carried out model 1aLDT. In model 1aLDT, we set the delay time is 10 times that in model 1a. We find that with the increase of $\delta t$, the wind episode becomes slightly shorter and wind becomes slightly violent. The result of model 1aLDT is presented in Table 1.

We assume the black hole is located at $r = 0$. The mass of the black hole is set to be $M = 10^{6}M_{\odot}$ ($M_{\odot}$ is solar mass). The computational domain covers a range $500r_{s} \leq r \leq 10^{6}r_{s}$, $5 \times 10^{-3}$ parsec $\leq r \leq 10$ parsec) in radial direction and $0 \leq \theta \leq \pi/2$ in $\theta$ direction. The radial grids are logarithmically spaced ($dr_{s+1}/dr_{s} = 1.05$). In $\theta$ direction, the grids are uniformly spaced. The resolution in is paper is $140 \times 88$. Axis-symmetric and reflecting boundary conditions are applied at the pole (i.e. $\theta = 0$) and the equatorial plane (i.e. $\theta = \pi/2$), respectively. The outflow boundary condition is adopted at the inner radial boundary. At the outer radial boundary ($r_{\text{out}}$), all HD variables except the radial velocity are set to be equal to the initially chosen values when $v_{r}(r_{\text{out}}, \theta) < 0$ (inflowing); all HD variables in the ghost zones are set to the values at $r_{\text{out}}$, when $v_{r}(r_{\text{out}}, \theta) > 0$ (outflowing).

We assume the initial density and temperature of the accretion gas are uniform with $\rho = \rho_{0}$ and $T = T_{0}$. We also assume that initially $v_{r} = v_{\theta} = 0$. The angular momentum of the initial condition is set to be $l(\theta) = l_{0}(1 - |\cos(\theta)|)$, where $l_{0}$ equals to the Keplerian angular momentum at the equatorial plane at $r_{\text{crit}}$.

3 RESULTS

We summarize all the models with different parameters in Table 1. We examine the effects of changing density ($\rho_{0}$) and temperature ($T_{0}$) at the outer boundary. We also examine the effects of changing the radiation temperature $T_{X}$. Virial temperature at the outer boundary equals $T_{0} = 10^{5}$K. We consider temperature at the boundary is higher than $T_{0} = 10^{5}$K. Therefore, Bondi radius is located within the computational domain and much less than the outer boundary.

We take model 1a as our fiducial model. In this model, we set $\rho_{0} = 10^{-22}g \cdot cm^{-3}$ and $T_{0} = 2 \times 10^{5}$K. According to the temperature, the Bondi radius in this model is located at $1.6 \times 10^{5}r_{s}$. The Compton radius, i.e., the radius at which the local isothermal sound speed (at the Compton temperature, $T_{X}$) is equal to the escape velocity, is defined as

$$R_{c} = \frac{GM_{\mu}m_{H}}{kT_{X}} \tag{11}$$

where $\mu = 1$. Given that $T_{X} = 10^{8}$K, we have $R_{c} = 9 \times 10^{6}r_{s}$. We run the simulation from $t = 0$ to $t = 1.15 \times 10^{6}$
year. We find that wind is generated episodically. The logic is as follows. When the gas accretes to the black hole, X-ray photons will be generated and the accretion flow will be heated by the X-ray irradiation. When the gas temperature is increased to be above the Virial value, wind will be formed. Wind takes away the fueling gas of the black hole, accretion is increased to be above the Virial value, wind will be formed. Then the wind can be generated again by the X-ray heating of the infalling gas.

Figure 1 shows snapshot of properties of accretion flow (for model 1a) at \( t = 6 \times 10^2 \) year when wind is present. Wind forms in the region beyond the Compton and Bondi radius \( r > 4 \times 10^5 r_s \). In literatures, the widely studied wind driven mechanisms include radiation pressure (e.g., Murray et al. 1995; Murray & Chiang 1997; Proga 2007), magnetic driven (e.g., Blandford & Payne 1982; Emmering et al. 1992; Romanova et al. 1997; Bottorff et al. 2000; Cao 2011; Li & Begelman 2014), and thermal driven (e.g., Begelman et al. 1983; Chelouche & Netzer 2005). In this paper, the accretion flow is irradiated by a hot accretion flow with low mass accretion rate; Therefore, the radiation pressure due to Thomson scattering is not important. The only mechanism for driving wind here is thermally driven. The right panel of Figure 1 shows the ratio between the thermal energy to the gravitational energy of the flow. It is clear that the wind thermal energy is bigger than the gravitational energy. The wind is thermally driven. We note that because the thermal energy of wind is bigger than its gravitational energy, the Bernoulli parameter (defined as the sum of gravitational energy, thermal energy and kinetic energy) of wind is positive. Wind can escape to infinity.

There are also some papers studying wind from a thin disk irradiated by X-ray (e.g., Begelman et al. 1983; Woods et al. 1996; Chelouche & Netzer 2005; Higginbottom et al. 2017; Nomura & Ohsuga 2017). It is found that beyond the Compton radius, wind can be thermally driven above a thin disk.

To quantitatively study the properties of the inflow/outflow component, we calculate the radial dependence of mass inflow, outflow, and net rates as follows: (1) inflow rate

\[
\dot{M}_{\text{in}}(r) = 4\pi r^2 \int_{0}^{\theta_{\text{max}}} \rho \sin(\theta) d\theta
\]

(12)

(2) outflow rate

\[
\dot{M}_{\text{out}}(r) = 4\pi r^2 \int_{0}^{\theta_{\text{max}}} \rho \max(\nu_r, 0) \sin(\theta) d\theta
\]

(13)

and (3) net rate

\[
\dot{M}_{\text{net}}(r) = 4\pi r^2 \int_{0}^{\theta_{\text{max}}} \rho \nu_r \sin(\theta) d\theta
\]

(14)

We also calculate the kinetic and thermal energy carried by the wind as follows:

\[
\dot{P}_k(r) = 2\pi r^2 \int_{0}^{\theta_{\text{max}}} \rho \nu_r^2 \sin(\theta) d\theta
\]

(15)

\[
\dot{P}_h(r) = 4\pi r^2 \int_{0}^{\theta_{\text{max}}} \epsilon \nu_r \sin(\theta) d\theta
\]

(16)

The power of wind is defined as:

\[
\dot{P}_W = \dot{P}_k + \dot{P}_h
\]

(17)

Figure 2 shows the radial profiles of time-averaged (from \( t = 1.5 \times 10^5 \) to \( 1.15 \times 10^6 \) year) and angle integrated mass inflow rate (solid line), outflow rate (dashed line) and the net rate (dotted line) in model 1a. The mass fluxes are expressed in unit of the Eddington accretion rate. It is clear the wind becomes important only beyond \( 3 \times 10^4 r_s \). Beyond this radius, the wind mass flux exceeds the net accretion rate. Inside \( 3 \times 10^4 r_s \), wind is very weak and almost all of

Table 1. Simulation parameters

| Model   | \( T_X \) (10^5K) | \( \rho_0 \) (10^{-22}g cm^{-3}) | \( T_0 \) (10^7K) | \( \tau_0 \) (at \( R_0 \)) | \( M_{\text{in}}(\tau_{\text{in}}) \) \( (L_{\text{Edd}}/0.1c^2) \) | \( M_{\text{BH}} \) \( (L_{\text{Edd}}/0.1c^2) \) | \( M_{\text{out}}(\tau_{\text{out}}) \) \( (L_{\text{Edd}}/0.1c^2) \) | \( P_W(\tau_{\text{out}}) \) \( (L_{\text{Edd}}^2/c) \) | \( \epsilon(\tau_{\text{out}}) \) |
|---------|------------------|-------------------------------|------------------|-------------------|---------------------------------|-------------------|-------------------|-------------------|------------------|
| 1a      | 1                | 1                             | 2                | 0.015             | 10^{-2}                         | 1.7 \times 10^{-3} | 6.5 \times 10^{-2} | 1.7 \times 10^{-6} | 1.16 \times 10^{-4} |
| 1aLDT   | 1                | 1                             | 2                | 0.019             | 1.3 \times 10^{-2}             | 2.2 \times 10^{-3} | 9.1 \times 10^{-2} | 2.55 \times 10^{-6} | 1.16 \times 10^{-4} |
| 2a      | 1                | 1                             | 4                | 0.013             | 7 \times 10^{-4}              | 1.2 \times 10^{-4} | 2 \times 10^{-1}  | 1.5 \times 10^{-5} | 1.25 \times 10^{-2} |
| 3a      | 1                | 1                             | 6                | 6 \times 10^{-4}  | 2 \times 10^{-5}              | 3.4 \times 10^{-4} | 1.1 \times 10^{-1} | 1.7 \times 10^{-5} | 0.5 |
| 4a      | 1                | 1                             | 2.5 \times 10^{-4} | 10^{-5}           | 1.7 \times 10^{-6}            | 1 \times 10^{-1}   | 2.2 \times 10^{-5} | 1.18 |
| 2ad     | 1                | 3                             | 4                | 0.025             | 3 \times 10^{-2}             | 5.1 \times 10^{-3} | 6 \times 10^{-1}  | 4 \times 10^{-5}  | 8 \times 10^{-4}  |
| 3ad     | 1                | 3                             | 6                | 0.018             | 1.2 \times 10^{-2}            | 2 \times 10^{-3}   | 8 \times 10^{-1}  | 8 \times 10^{-5}  | 4 \times 10^{-3}  |
| 4ad     | 1                | 3                             | 10               | 0.021             | 1.7 \times 10^{-3}            | 2.9 \times 10^{-4} | 9.2 \times 10^{-1} | 1.8 \times 10^{-4} | 6.2 \times 10^{-2} |
| 1aTx    | 10               | 1                             | 2                | 0.01              | 1.2 \times 10^{-3}            | 2 \times 10^{-4}   | 1.5 \times 10^{-1} | 5.5 \times 10^{-6} | 2.8 \times 10^{-3} |
| 2aTx    | 10               | 1                             | 4                | 0.009             | 3.6 \times 10^{-4}            | 6.1 \times 10^{-5} | 2 \times 10^{-1}  | 1.6 \times 10^{-5} | 2.6 \times 10^{-2} |
| 3aTx    | 10               | 1                             | 6                | 2 \times 10^{-4}  | 2.2 \times 10^{-5}            | 3.7 \times 10^{-6} | 1.1 \times 10^{-1} | 1.4 \times 10^{-5} | 0.38 |

Note: Col. 1: model names. Col. 2: the Compton temperature of X-ray radiation from central AGNs powered by a hot accretion flow. Cols 3, 4: the density and temperature at the outer boundary, respectively. Col. 5: X-ray optical depth measured at the Compton radius. The optical depth is obtained by integration from inner boundary of simulation to Compton radius. Col. 7: the mass accretion rate measured at the inner boundary of the simulation domain. Col. 8: the mass flux of wind measured at the outer boundary. Col. 9: the power carried by wind measured at the outer boundary (see Equation (12) for definition). Col. 10: the production efficiency of wind (see Equation (15) for definition). Note that the results listed in Cols 5-10 are obtained by time average the data from \( t = 1.5 \times 10^5 \) to \( 10^6 \) year.
Figure 1. Snapshot of the accretion flow properties at $t = 6 \times 10^5$ year for model 1a. At this snapshot time, the wind is present. Left: logarithm density (colour) overplotted by the poloidal velocity vector (arrows). Middle: logarithm temperature (colour) overplotted by the direction of the velocity vector. Right: the ratio of thermal energy to the gravitational energy. It is clear, in the wind region, the thermal energy is bigger than the gravitational energy.

Figure 2. The radial profiles of time-averaged (from $t = 1.5 \times 10^5$ to $1.15 \times 10^6$ year) and angle integrated mass inflow rate (solid line), outflow rate (dashed line) and the net rate (dotted line) in model 1a. The mass fluxes are expressed in unit of the Eddington accretion rate.

Figure 3. The radial profiles of time-averaged (from $t = 1.5 \times 10^5$ to $1.15 \times 10^6$ year) and angle integrated thermal (solid line) and kinetic (dotted line) powers carried by wind in model 1a. The powers are expressed in unit of the Eddington Luminosity.

Figure 4. The radial profiles of time-averaged (from $t = 2 \times 10^5$ to $8.5 \times 10^5$ year) and angle integrated mass inflow rate (solid line), outflow rate (dashed line) and the net rate (dotted line) in model 1a. The mass fluxes are expressed in unit of the Eddington accretion rate.

Figure 5. The radial profiles of time-averaged (from $t = 2 \times 10^5$ to $8.5 \times 10^5$ year) and angle integrated thermal power (solid line) and kinetic power (dotted line) carried by wind in model 4a. The powers are expressed in unit of the Eddington Luminosity.
the gas falls onto the central black hole. This is consistent with that shown in Figure 1. Figure[3] shows the radial profiles of time-averaged (from \( t = 1.5 \times 10^7 \) to \( 1.5 \times 10^9 \) year) and angle integrated thermal (solid line) and kinetic (dotted line) powers carried by wind in model 1a. The powers are expressed in unit of the Eddington Luminosity. It is clear that in the whole region, the thermal energy carried by wind is larger than the kinetic energy. It is another evidence that wind is thermally driven. Because wind thermally expands, it can be treated as an expanding ’atmosphere’ , similar to stellar atmospheres. We define the wind production efficiency as

\[ \varepsilon = \frac{P_W}{\dot{M}_{BH}^2} \]  

(18)

\( \dot{M}_{BH} \) is calculated by using Equation (8). In model 1a, we find that at the outer boundary \( \varepsilon = 10^{-4} \).

We study the effects of changing the outer boundary gas temperature by carrying out models 2a, 3a and 4a. Generally, we find that with the increase of gas temperature, the luminosity of the central AGN decreases. The reason is easy to be understood. With the increase of temperature, the Bondi radius decreases; The mass bound to the black hole is decreased which results in a decrease of mass accretion rate and luminosity.

We take model 4a as an example to illustrate the effects of changing boundary temperature. In model 4a, the outer boundary gas temperature is 5 times of that in model 1a. Figure[4] shows the radial profiles of time-averaged (from \( t = 2 \times 10^7 \) to \( 8.5 \times 10^9 \) year) and angle integrated mass fluxes in model 4a. The mass accretion rate onto the black hole in model 4a is 3 orders of magnitude smaller than that in model 1a. Figure[5] shows the radial profiles of time-averaged (from \( t = 2 \times 10^7 \) to \( 8.5 \times 10^9 \) year) and angle integrated thermal (solid line) and kinetic (dotted line) powers carried by wind in model 4a. Comparing figures[5] and [2] we find that at the outer boundary, the thermal energy flux in model 4a is much higher than that in model 1a. The reason is as follows. Because thermal energy flux is proportional to mass flux of wind times wind temperature. The mass flux of wind at the outer boundary in model 1a is comparable to that in model 1a. However, temperature of wind in model 4a is much higher than that in model 1a. Therefore, wind energy flux in model 4a is higher than that in model 1a. The thermal energy carried by wind in model 4a is larger than kinetic energy. We find that at the outer boundary \( \varepsilon = 1.18 \) in model 4a.

We study the effects of changing outer boundary density by carrying out models 2ad, 3ad and 4ad. We summarize our results in Table 1. We find that with the increase of density, the mass accretion rate onto the black hole can be significantly increased. The reasons are as follows. As we mentioned above, the temperature of the accretion flow is found to be higher than \( 10^7 \)K. The dominating heating and cooling processes are Compton heating and bremsstrahlung cooling. The Compton heating (Equation (5)) is \( \propto \rho \), the bremsstrahlung cooling (Equation (7)) is \( \propto \rho^2 \). With the increase of density, the cooling increases faster than heating. Therefore, the temperature will decrease with increasing density. With the decrease of temperature (or gas pressure gradient force in radial direction), the infall velocity of gas increases. Therefore, with the increase of infall velocity and density, the mass accretion rate onto the black hole increases. Due to the significant increase of mass accretion rate, the wind production efficiency decreases significantly. We find that when the environment density at pc-scale is higher than \( 4 \times 10^{-22} \) g cm\(^{-3}\), the luminosity of the central AGN exceeds \( 2\% L_{Edd} \). In this case, the spectrum of black hole has a chance to transit from hard to soft state. We do not discuss this case in which the luminosity of the central AGN exceeds \( 2\% L_{Edd} \), because we focus on accretion flow irradiated by a LLAGN.

We take models 3a and 3ad as examples to discuss the effects of changing outer boundary density (see Table 1 for the results). The only difference between models 3a and 3ad is the outer boundary density. The outer boundary density in model 3ad is 3 times higher than that in model 3a. We can see that the mass accretion rate in model 3ad is more than 2 orders of magnitude higher than that in model 3a. The wind mass flux in model 3ad is 8 times of that in model 3a. The increase of wind mass flux is due to the increase of density in the wind region. With the increase of wind mass flux, the power of wind increases. We note that the power of wind is increased by a factor smaller than 8. Because \( P_w \propto M_w \times T \). Due to the decrease of wind temperature in model 3ad, the increase of wind power is smaller than 8. Due to the high accretion rate in model 3ad, the production efficiency of wind is much smaller than that in model 3a.

We also study the effects of Compton temperature by carrying out models 1aTx, 2aTx and 3aTx. The results are summarized in Table 1. We find that when the temperature of accretion flow is low, the effects of increasing Compton temperature are obvious (see the comparison of results in models 1aTx and 1a presented in table 1). The effects of increasing Compton temperature become less important with increasing Compton temperature accretion flow case. We take models 1aTx and 1a as examples to discuss the effects of increasing Compton temperature. We find that accretion rate decreases by a factor of \( \sim 8 \) in model 1aTx compared to that in model 1a. The reason is as follows. According to equations (4), (5) and (6), the Compton heating in a unit volume is proportional to \( L(T_X - T) \). Therefore, for gas of unit mass, the Compton heating is proportional to \( L(T_X - T) \). X-ray luminosity is proportional to mass accretion rate. Therefore, Compton heating is proportional to \( M(T_X - T) \). Although, the increase of \( (T_X - T) \) from model 1a to 1aTx is comparable to the increase of \( (T_X - T) \) from model 3a to 3aTx. The mass accretion rates in models 1a and 1aTx are about 2 orders of magnitude higher than those in models 3a and 3aTx (The value of \( M \) is presented in Table 1). Therefore, the effects of increasing Compton temperature are more obvious in low temperature accretion flow case. We take models 1aTx and 1a as examples to discuss the effects of increasing Compton temperature. We find that accretion rate decreases by a factor of \( \sim 8 \) in model 1aTx compared to that in model 1a. The reason is as follows. Higher Compton temperature results in stronger Compton heating and higher gas temperature. When accretion flow temperature becomes higher, the gas infall velocity decreases due to stronger gas pressure gradient force. The accretion rate decreases with decreasing infall velocity. Also, higher temperature can also result in larger wind power, because higher temperature gas has larger specific energy.

In order to summarize the results discussed above, we plot Figure[6] In this figure, diamonds represent results from models 1a-4a. Triangles represent results from models 2ad-4ad. Squares represent results from models 1aTx-3aTx. The
mass flux of wind is in the range $10^{-2} < \dot{M}_W/\dot{M}_{Edd} < 1$. The power of wind is in the range $10^{-6} < \dot{P}_W/L_{Edd} < 10^{-3}$. From this figure, we find that the changing of Compton temperature has small effects on results. As introduced above, with the increase of gas density at the outer boundary, the properties of wind change significantly. For example, with the increase of gas density at the outer boundary, wind mass flux and power increase significantly. Correspondingly, the production efficiency of wind decreases with increasing mass accretion rate. We note that the power of wind does not strongly correlate with mass accretion rate, therefore, the wind production efficiency is predominately determined by the black hole accretion rate. Therefore, generally, the production efficiency of wind decreases with increasing mass accretion rate. We note that the production efficiency of wind can be larger than 1, when $\dot{M}_W/\dot{M}_{Edd} \sim 10^{-6}$. Yuan et al. (2015) studied wind generated in hot accretion flow with larger angular momentum in the region very close to the black hole. They find that wind can be generated by the combination of centrifugal and magnetic pressure gradient forces. In that work, it is found the wind production efficiency is $\sim 1/1000$.

4 SUMMARY AND DISCUSSION

In this paper, we perform two-dimensional hydrodynamical simulations to study slowly rotating accretion flow at parsec and sub-parsec scale irradiated by a LLAGN. We take into account the Compton heating and photoionization heating by the central X-ray. The bremsstrahlung cooling, recombination and line cooling are also taken into account. The temperature of the accretion flow is found to be above 10$^7$K. Therefore, the photoionization heating, recombination and line cooling are negligibly small. The dominate heating and cooling precesses are Compton heating and bremsstrahlung cooling. We find that due to the Compton heating by the central X-ray, the accretion flow temperature can be above the virial temperature. Wind can be thermally driven. The mass flux of wind is in the range $10^{-2} < \dot{M}_W/\dot{M}_{Edd} < 1$. The power of wind is in the range $10^{-6} < \dot{P}_W/L_{Edd} < 10^{-3}$. We find the wind production efficiency decreases with increasing mass accretion rate. The production efficiency of wind is in the range $10^{-4} < \epsilon \leq 1.18$.

In the large scale AGN feedback simulations (e.g., Ciotti et al. 2010; Gaspari et al. 2012), “mechanical feedback” by AGN wind is usually involved to heat the intercluster medium to prevent rapid cool of the gas (i.e., the cooling flow problem). It is found that to be consistent with observations, the production efficiency should be larger than $10^{-4}$. Therefore, the thermally driven wind may play a role in solving the rapid cooling problem of intercluster medium when the AGN is in hot accretion mode.

In this paper, we study slowly rotating accretion flow. In future, it is necessary to study accretion flow with high angular momentum. If the angular momentum of accretion flow is high, a rotating disk can form. Viscosity is needed to transfer angular momentum. There are several big differences between slowly rotating flow and high angular momentum accretion disk. First, in high angular momentum accretion disk, viscous heating can increase the gas temperature; Second, in the high angular momentum accretion flow, gas can fall onto the central black hole on a viscous timescale. Viscous timescale is much longer than the nearly free fall timescale of slowly rotation flow. Therefore, there is a longer time lag between the changing of mass accretion rate at large scale and the response in generation of X-ray photons close to the black hole. Third, in the high angular momentum accretion flow, centrifugal force helps to generate wind.

In accretion flows, ordered, large-scale open magnetic field may exist (e.g. Blandford & Payne 1982; Lovelace et al. 1994; Cao 2011; Penna et al. 2013; Bai & Stone 2013; Li & Begelman 2014). In addition to thermally driven wind, magneto-centrifugal wind may also be present (Blandford & Payne 1982; Cao 2011; Li & Begelman 2014). Therefore, it is necessary to study the accretion flow at parsec scale with magnetic field in future.
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