1. Introduction

In the field of quantum metrology, the quantum channel identification problem attempts to estimate the true value of parameters from quantum channels \[1\]. The main task is to find the best strategy to efficiently determine the parameters of a channel with a minimum of resources while maintaining the desired precision. Initially, quantum entanglement was proposed as a strategy to estimate the isotropic depolarization parameter within a noisy channel \[1\]. Other strategies, such as unentangled probes, have been also proposed for channel identification \[2\].

Quantum Fisher information is a metric used to learn about the value of parameters of quantum channels. To assess and compare different probing strategies, the quantum Fisher information is used as a figure of merit \[3\]. In all the above strategies, the order of the application of channels are in a definite causal order, in which the connections between channels are classically connected.

A new paradigm has recently been proposed in the field of quantum communications according to which the connections between quantum channels can be in a superposition of trajectories in space \[4\] or time \[5\]. By placing the quantum channels in a superposition of trajectories, one obtains an indefinite causal structure known as the quantum switch, which has been shown to be useful for new applications in quantum discrimination of channels \[6\], quantum computation \[7\], quantum communication complexity \[8\], quantum metrology \[9\], and quantum thermodynamics \[10\]. These theoretical investigations have motivated experimental demonstrations with two channels \[11\] \[12\] \[13\] \[14\]. An additional experiment recently built the quantum switch with more than two channels \[15\].

Following the above investigations, the quantum switch was proposed as a new probing strategy for parameter estimation of quantum channels \[16\]. This strategy consists of placing copies of two or \(N\) channels in indefinite causal order limited to only two different causal orders. Refs. \[9\] \[17\] also showed a gain of the quantum Fisher information by using superposition of causal orders. However, the studies in Refs. \[9\] \[17\] were also limited to two causal orders. An
open question that remains is where there is additional gain in the quantum Fisher information when the number of causal orders is increased. In this work, we address this question by exploring the quantum 3-switch [18] and performing fine control on selected combinations of causal orders. Such fine control was not accessible to the two-causal order case studied previously [19]. We found that the quantum Fisher information increases as the number of causal orders increases for certain combinations of causal orders within specific regions of noise. We also found that certain combinations of causal orders are less efficient for increasing quantum Fisher information for the same number of causal orders. Based on our results, we chose the best combinations of causal orders with three channels for probing strategies using indefinite causal structures.

The structure of the paper is as follows. In section 2, we review the mathematical structure of the quantum switch with three noisy channels. Then in section 3, we review the basics of the quantum Fisher information and explain the procedure to calculate the quantum Fisher information for all combinations of alternatives orders with three channels. Section 4 presents the analytical expressions for the quantum Fisher information for the number of causal orders. Based on our results, we chose the best combinations of causal orders with their respective weights for the same number of causal orders. Certain combinations of causal orders are less efficient for increasing quantum Fisher information than the quantum 3-switch [18] and performing fine control on selected combinations of causal orders.

Such fine control was not accessible to the two-causal order case studied previously [19]. We found that the quantum Fisher information increases as the number of causal orders increases for certain combinations of causal orders within specific regions of noise. We also found that certain combinations of causal orders are less efficient for increasing quantum Fisher information for the same number of causal orders. Based on our results, we chose the best combinations of causal orders with three channels for probing strategies using indefinite causal structures.

The structure of the paper is as follows. In section 2, we review the mathematical structure of the quantum switch with three noisy channels. Then in section 3, we review the basics of the quantum Fisher information and explain the procedure to calculate the quantum Fisher information for all combinations of alternatives orders with three channels. Section 4 presents the analytical expressions for the quantum Fisher information for the number of causal orders.

2. The Quantum 3-Switch

In Ref. [18], it was introduced the quantum switch with three quantum channels \( \mathcal{N}_1, \mathcal{N}_2 \) and \( \mathcal{N}_3 \) can be in \( \sum_{m=2}^{\binom{N}{m}} \) superpositions of \( m \) causal orders with \( N = 3 \), where \( \binom{n}{r} = \frac{n!}{r!(n-r)!} \) is the binomial coefficient. A noisy channel \( \mathcal{N} \) on a qudit \((d\text{-dimensional})\) input state \( \sigma \) can be modeled as

\[
\mathcal{N}(\sigma) = \theta \sigma + (1 - \theta) \text{tr} \sigma \frac{1}{d},
\]

where \( \theta \) is the depolarizing parameter and \( 1 \) is the identity operator, which represents a maximally mixed state. We use the Kraus decomposition \( \mathcal{N}(\sigma) = \sum_i K_i \sigma K_i^\dagger \) to mathematically represent the action of a channel \( \mathcal{N} \) on the quantum state \( \sigma \) such that \( \sum_i K_i K_i^\dagger = 1 \). For three noisy channels \( \mathcal{N}_1, \mathcal{N}_2 \) and \( \mathcal{N}_3 \), the control system \( \sigma_c = |\psi_c\rangle \langle \psi_c| \) coherently controls \( \sigma \). The quantum state of the control system writes

\[
|\psi_c\rangle = \sum_{k=1}^{6} \sqrt{p_k} |k\rangle,
\]

with \( k \in \{1; 6!\} \) and \( p_k \) is the probability associated one combination of orders as in [19] such that \( \sum_{k=1}^{6} p_k = 1 \). Setting the control state as in equation (2), yields a superposition of several causal orders with their respective weights \( p_k \). To select specific combinations of causal orders, only needs to fix specific values to the \( p_k \). If the Kraus operators of the channels \( \mathcal{N}_1, \mathcal{N}_2 \) and \( \mathcal{N}_3 \) are \( \{K_i^{(1)}\}, \{K_j^{(2)}\} \) and \( \{K_k^{(3)}\} \) respectively, then the Kraus operators \( K_{ijk} \) of the full quantum 3-switch channel is

\[
K_{ijk} = \sum_{k=1}^{6} \pi_k (K_i^{(1)} K_j^{(2)} K_k^{(3)}) |k\rangle \langle k|,
\]

where \( \pi_n \) is a permutation of the symmetric group \( S_6 = \{\pi_k | k \in \{1; 6!\}\} \). The action of the quantum 3-switch \( \mathcal{S}(\mathcal{N}_1, \mathcal{N}_2, \mathcal{N}_3) \) over an input \( \sigma \otimes \sigma_c \) can be identified as the output state \( \rho_{out}(\theta_1, \theta_2, \theta_3) = \mathcal{S}(\mathcal{N}_1, \mathcal{N}_2, \mathcal{N}_3) (\sigma \otimes \sigma_c) \) of the quantum 3-switch and can be expressed through the Kraus operators \( K_{ijk} \) as

\[
\rho_{out}(\theta_1, \theta_2, \theta_3) = \sum_{ijk} K_{ijk} (\sigma \otimes \sigma_c) K_{ijk}^\dagger.
\]
Following the procedure described in Ref. [18], we found that the output of the quantum 3-switch is a $6 \times 6$ block-symmetry matrix. For sake of simplicity, we study the one-parameter case, that is, we take three copies of the same depolarizing channel $N(\sigma)$, i.e., $\theta_1 = \theta_2 = \theta_3 = \theta$, thus for this case the quantum 3-switch output can be written as

$$
\rho_{\text{out}}^{(m)}(\theta) = \frac{1}{m} \begin{pmatrix}
\epsilon_{11}A & \epsilon_{12}B & \epsilon_{13}B & \epsilon_{14}D & \epsilon_{15}D & \epsilon_{16}F \\
\epsilon_{12}B & \epsilon_{22}A & \epsilon_{23}D & \epsilon_{24}F & \epsilon_{25}B & \epsilon_{26}D \\
\epsilon_{13}B & \epsilon_{23}D & \epsilon_{33}A & \epsilon_{34}B & \epsilon_{35}F & \epsilon_{36}D \\
\epsilon_{14}D & \epsilon_{24}F & \epsilon_{34}B & \epsilon_{44}A & \epsilon_{45}D & \epsilon_{46}B \\
\epsilon_{15}D & \epsilon_{25}B & \epsilon_{35}F & \epsilon_{45}D & \epsilon_{55}A & \epsilon_{56}B \\
\epsilon_{16}F & \epsilon_{26}D & \epsilon_{36}D & \epsilon_{46}B & \epsilon_{56}B & \epsilon_{66}A 
\end{pmatrix},
$$

(5)

where we have introduced the parameter $\epsilon_{ij} = m \sqrt{p_i p_j}$, with $p_i = 1/m$, such that $0 \leq \epsilon_{ij} \leq 1$, which reflects the degree of superposition between two definite causal orders determined by the probabilities $p_i$ and $p_j$, and the parameter $m$ stands for the number of causal orders involved in the superposition, with $m = 1, \ldots, 3!$. The matrices $A, B, D$ and $F$ from the block matrix (5) are linear combinations of the identity $\mathbb{1}$ and the input state $\sigma$. These matrices can be written as

$$
X = f_X(d, \theta)\mathbb{1} + g_X(d, \theta)\sigma,
$$

(6)

where $X \in \{A, B, D, F\}$ and $f_X(d, \theta)$ and $g_X(d, \theta)$ are functions of the dimension $d$ and the depolarising parameter $\theta$, see Appendix A. Note that the matrices $X$ commute. This fact simplifies calculations as the matrices $X$ can be treated as matrix elements. Given that the input state $\sigma$ of the quantum 3-switch can have a spectral decomposition $\sigma = \sum_{i=1}^d \gamma_i^\sigma |i\rangle \langle i|$, the matrices $X$ can have also a spectral decomposition as $X = \sum_{i=1}^d \gamma_i^x |i\rangle \langle i|$, where the eigenvalue $\gamma_i^x$ for $x = \{a, d, b, f\}$ corresponds to eigenvalues of matrices $A, B, D$ and $F$ respectively. These eigenvalues depend on $\theta$ and $d$.

3. Quantum Fisher Information

To find bounds on the precision of $\theta$ we use the Cramer-Rao inequality which establishes a lower bound on the variance $\text{Var}$ of an estimator $\hat{\theta}$

$$
\text{Var}(\hat{\theta}) \geq \frac{1}{J(\theta)},
$$

(7)

where $J(\theta)$ is the quantum Fisher information defined as

$$
J(\theta) = \text{tr}[\rho(\theta)L^2],
$$

(8)

where the score operator $L$ is the Hermitian symmetric logarithmic derivative (SLD) [3] that satisfy the following equation

$$
2 \frac{\partial \rho(\theta)}{\partial \theta} = L \rho(\theta) + \rho(\theta)L.
$$

(9)

The Cramer-Rao inequality tells us that the larger $J(\theta)$ is, the lower $\text{Var}(\hat{\theta})$ will be. In other words, the precision to estimate the parameter $\theta$ is improved if the quantum Fisher information is larger. Thus, increasing the quantum Fisher information with different strategies is an important task in quantum metrology. Here we use the quantum 3-switch to improve the parameter estimation of $\theta$. For the input state we consider an input $\sigma \otimes \sigma_c$ where $\sigma$ is considered to be a pure state. The output state $\rho_{\text{out}}^{(m)}(\theta) = S(N, N', N') (\sigma \otimes \sigma_c)$ is the one-parameter family of density operators which are used to calculate the quantum Fisher information using equation (8), i.e., we take $\rho(\theta) = \rho_{\text{out}}^{(m)}(\theta)$. It has been shown that the maximum quantum Fisher information is
quantum Fisher information gain defined as

\[ J = \sum_{i=1}^{d} f_X(d, \theta) \langle i | i \rangle + \sum_{i=2}^{d} f_X(d, \theta) \langle i | i \rangle, \]

Comparing equation (10) with \[ X = \sum_{i=1}^{d} \gamma^i \langle i | i \rangle \] we found that the eigenvalues \( \gamma^i \) of matrices \( X \) are

\[ \gamma^i = f_X(d, \theta) + g_X(d, \theta), \forall i = 1, \]

\[ \gamma^i = f_X(d, \theta), \forall i \geq 2. \]

Our principal task is to determine the quantum Fisher information \( J(\theta) \) using equation (8) for the one-parameter output channels \( \rho_{\text{out}}^{(m)}(\theta) \). To do that, we need first to specify the number of involved causal orders \( m \) to define properly the structure of the matrix (5). Once we specify \( \rho_{\text{out}}^{(m)}(\theta) \) for a given \( m \), we calculate the corresponding score operator \( L \) from equation (9). For a given \( m \), the structure of the score operator \( L \) should have the same mathematical structure as \( \rho_{\text{out}}^{(m)}(\theta) \). We specify this relation by having a superscript \( m \) in \( L \), i.e. \( L^{(m)} \). We also specify the corresponding quantum Fisher information for a given \( m \) as \( J^{(m)}(\theta) \). The parameters \( m \) and \( \epsilon_{ij} \) in matrix (5) play an important role to select the desired superposition of causal orders.

The number of combinations to superimpose \( m \) definite causal orders with three channels is \( \binom{3}{m} \), where \( \binom{n}{r} = \frac{n!}{r!(n-r)!} \) is the binomial coefficient. If we assign to each combination the corresponding output state \( \rho_{\text{out}}^{(m)}(\theta) \), we will have \( \binom{3}{m} \) different output states \( \rho_{\text{out}}^{(m)}(\theta) \). In total, there will be \( \sum_{m=2}^{3} \binom{3}{m} = 57 \) different output states \( \rho_{\text{out}}^{(m)}(\theta) \) and therefore 57 different score operators \( L^{(m)} \) to be calculated. However, in Ref. [20], it was found that the transmission of classical information with three channels in superposition of causal orders has a threefold behaviour. These behaviours are based on the properties of three equivalent classes of quantum switch matrices \( \rho_{\text{out}}^{(m)}(\theta) \). For a given \( m \), there are three different equivalent classes of matrices \( \rho_{\text{out}}^{(m)}(\theta) \) which have the same matrix invariants and eigenvalues. Based on this fact, we choose only one representative element \( \rho_{\text{out}}^{(m)}(\theta) \) of each classe to calculate the corresponding quantum Fisher information \( J^{(m)}(\theta) \). This avoids to calculate the 57 different score operators \( L^{(m)} \) since elements of \( \rho_{\text{out}}^{(m)}(\theta) \) of the same group have the same mathematical properties. In the next sections we calculate the representative operators \( L^{(m)} \) of each group and then we obtain the corresponding quantum Fisher information \( J^{(m)}(\theta) \) for each \( m \). We also analyze the relative quantum Fisher information gain defined as

\[ J_{\text{rel}}^{(m)}(\theta) = \frac{J^{(m)}(\theta) - J_{\text{def}}(\theta)}{J_{\text{def}}(\theta)}, \]

where \( J^{(m)}(\theta) \) is the quantum Fisher information associated to \( \theta \) when the channels are in an indefinite causal order with \( m \) alternative causal orders and \( J_{\text{def}}(\theta) \) is the quantum Fisher information for channels in a definite causal order.

4. Quantum Fisher information for \( m \) causal orders

Following the procedure described above, we derivate analytical expressions for the quantum Fisher information for each \( m \) causal order.
Causal order \( m = 2 \). For this case, for the all combinations with \( m = 2 \), we have only four nonzero matrix elements in \( \rho_{\text{out}}^{(2)}(\theta) \) and the rest of elements are zero. Here and for the next cases, we solve the problem to find \( L^{(m)} \) with the corresponding matrices \( \rho_{\text{out}}^{(m)}(\theta) \), but to avoid to write \( 6 \times 6 \) matrices with most of its elements zeros, we write \( \rho_{\text{out}}^{(m)}(\theta) \) as \( m \times m \) matrices. The problem to calculate \( L^{(m)} \) should be equivalent using both type of matrices. The representative matrices \( \rho_{\text{out}}^{(2)}(\theta) \) of each group can be written as

\[
\rho_X^{(2)}(\theta) = \begin{pmatrix}
\frac{1}{2} \epsilon_{12} X & \epsilon_{12} \gamma X
\end{pmatrix},
\]

that is, there are three different quantum switch matrices, \( \rho_B^{(2)}(\theta) \), \( \rho_D^{(2)}(\theta) \) and \( \rho_F^{(2)}(\theta) \) which represent the three equivalent classes of quantum 3-switch matrices that can be found with two causal orders in superposition. Given the block form of matrices (13), the score operator \( L^{(2)} \) has also three different score operators \( L_B^{(2)}, L_D^{(2)} \) and \( L_F^{(2)} \) with a corresponding block form

\[
L^{(2)} = \begin{pmatrix}
L_{11} & L_{12} \\
L_{12} & L_{22}
\end{pmatrix}.
\]

By introducing the output states (13) and the score operator (14) into (9), we have the following equation systems

\[
2AL_{11}p_1 + BL_{12}\epsilon_{12} = 2p_1\partial_\theta A,
\]

\[
2AL_{22}p_2 + XL_{12}\epsilon_{12} = 2p_2\partial_\theta A,
\]

\[
AL_{12} + \epsilon_{12}\partial_\theta X = \epsilon_{12}\partial_\theta X,
\]

whose solutions are

\[
L_{11} = A^{-1}(\partial_\theta A - 2p_1X\Phi_X),
\]

\[
L_{22} = A^{-1}(\partial_\theta A - 2p_jX\Phi_X),
\]

\[
L_{12} = \epsilon_{12}\Phi_X,
\]

where \( \Phi_X = \frac{A\partial_\theta X - X\partial_\theta A}{A^2 - X^2} \). By introducing solutions (16) into (8), we found that the quantum Fisher information is

\[
J_X^{(2)}(d, \theta) = \text{tr}[A^{-1}(\partial_\theta A) A^2] + \epsilon_{12}\text{tr}[A^{-1}(A^2 - X^2)\Phi_X^2],
\]

where the term \( \text{tr}[A^{-1}(\partial_\theta A)^2] = \sum_{i=1}^{d} \frac{(\partial_\theta \gamma_i^a)^2}{\gamma_i^a} \) in (17) is the quantum Fisher information associated with \( \theta \) when the three channels are in a definite order, that is

\[
J_{N3}^{\text{ind}}(d, \theta) \equiv \text{tr}[A^{-1}(\partial_\theta A)^2] = \frac{9(d-1)\theta^4}{(1-\theta^3)((d-1)\theta^3 + 1)}.
\]

The second term in equation (17) is associated with \( \theta \) when the three channels are in an indefinite order

\[
J_{\text{ind}, X}^{(2)}(d, \theta) \equiv \text{tr}[A^{-1}(A^2 - X^2)\Phi_X^2] = \sum_{i=1}^{d} \frac{\gamma_i^a \partial_\theta \gamma_i^a - \gamma_i^a \partial_\theta \gamma_i^a \gamma_i^a)^2}{\gamma_i^a ((\gamma_i^a)^2 - (\gamma_i^a)^2)}. \]
By substituting the eigenvalues of matrices $B, D$ and $F$ in (19), we can calculate the quantum Fisher information as a function of the parameters $d$ and $\theta$. Equations (B.1), (B.2) and (B.3) from Appendix B show the corresponding quantum Fisher information expressions $J^{(2)}_{\text{ind}X}(d, \theta)$. Figure 1 shows the quantum Fisher information as a function of $\theta$ and $d$. For complete depolarizing channels, i.e. $\theta=0$, in the limit when $d \to \infty$, we have $J^{(2)}_B(d) > J^{(2)}_D(d) > J^{(2)}_F(d)$.

Causal order $m = 3$. For this case we have also three equivalent classes of quantum 3-switch. We also expect to have three different behaviours for the quantum Fisher information as we found in the case of $m = 2$ causal orders. However, by calculating the score operators from the system of equations given by equation (8), only the representative element

$$\rho^{(3)}_8(\theta) = \frac{1}{3} \left( \begin{array}{ccc} A & D & D \\ D & A & D \\ D & D & A \end{array} \right),$$

(20)

can be used to calculate readily the score operator

$$L^{(3)}_8 = \left( \begin{array}{ccc} L^{(3)}_A & L^{(3)}_B & L^{(3)}_D \\ L^{(3)}_D & L^{(3)}_A & L^{(3)}_B \\ L^{(3)}_D & L^{(3)}_B & L^{(3)}_A \end{array} \right),$$

(21)

where the subscript 8 stands for the label of the quantum 3-switch matrix associated to a specific combination of causal order, see [20]. By introducing the output state (20) and the score operator (21) into (9), we found that the block matrix elements from (21) are

$$L^{(3)}_A = \frac{A\partial_\theta A + D\partial_\theta A - 2D\partial_\theta D}{A^2 + AD - 2D^2},$$

(22)

$$L^{(3)}_D = \frac{A\partial_\theta D - D\partial_\theta A}{A^2 + AD - 2D^2}.$$  \hspace{1cm} (23)

Substituting equations (22) and (23) into (8), we found that the quantum Fisher information for $m = 3$ causal orders is

$$J^{(3)}_8(d, \theta) = \text{Tr} \left[ \frac{(\partial_\theta A)^2 + 2(\partial_\theta D)^2}{(A - D)(A + 2D)} A \right] + \text{Tr} \left[ \frac{\partial_\theta A^2 - 4\partial_\theta A\partial_\theta D}{(A - D)(A + 2D)} D \right].$$

(24)

By substituting the eigenvalues of matrices $A$ and $D$ in (24), we obtain the quantum Fisher information in terms of $\theta$ and $d$, see equation (B.4) from Appendix B.

Causal order $m = 4$. For this case, we only calculate the quantum Fisher information for the following representative element

$$\rho^{(4)}_5(\theta) = \frac{1}{4} \left( \begin{array}{cccc} A & B & D & F \\ B & A & F & D \\ D & F & A & B \\ F & D & B & A \end{array} \right).$$

(25)

Likewise, given the block form of matrix (25), the score operator $L^{(4)}$ has the corresponding block form

$$L^{(4)}_5 = \left( \begin{array}{cccc} L^{(4)}_A & L^{(4)}_B & L^{(4)}_D & L^{(4)}_F \\ L^{(4)}_B & L^{(4)}_A & L^{(4)}_F & L^{(4)}_D \\ L^{(4)}_D & L^{(4)}_F & L^{(4)}_A & L^{(4)}_B \\ L^{(4)}_F & L^{(4)}_D & L^{(4)}_B & L^{(4)}_A \end{array} \right).$$

(26)
For this case, we found that the quantum Fisher information (8) can be calculated as

\[ L^{(4)} = \frac{1}{4} \left( \frac{\partial}{\partial \theta} \Phi_\alpha + \frac{\partial}{\partial \theta} \Phi_\beta - \frac{\partial}{\partial \theta} \Phi_\gamma + \frac{\partial}{\partial \theta} \Phi_\sigma \right), \]

\[ L_B^{(4)} = \frac{1}{4} \left( \frac{\partial}{\partial \theta} \Phi_\alpha + \frac{\partial}{\partial \theta} \Phi_\beta - \frac{\partial}{\partial \theta} \Phi_\gamma + \frac{\partial}{\partial \theta} \Phi_\sigma \right), \]

where \( \Phi_\alpha, \Phi_\beta, \Phi_\gamma, \Phi_\sigma \) are linear combinations of matrices \( A, B, D \) and \( F \).

By introducing the output states (30) and (31) into (9), we found that

\[ L^{(6)} = \frac{1}{6} \left( \frac{\partial}{\partial \theta} \Phi_\alpha + \frac{\partial}{\partial \theta} \Phi_\beta - \frac{\partial}{\partial \theta} \Phi_\gamma + \frac{\partial}{\partial \theta} \Phi_\sigma \right), \]

\[ L_B^{(6)} = \frac{1}{6} \left( \frac{\partial}{\partial \theta} \Phi_\alpha + \frac{\partial}{\partial \theta} \Phi_\beta - \frac{\partial}{\partial \theta} \Phi_\gamma + \frac{\partial}{\partial \theta} \Phi_\sigma \right), \]

Likewise, given the block form (30), the score operator

\[ \rho^{(6)}(\theta) = \frac{1}{6} \begin{pmatrix} A & B & B & D & D & F \\ B & A & D & F & B & D \\ B & D & A & B & F & D \\ D & F & B & A & D & B \\ D & B & F & D & A & B \\ F & D & D & B & B & A \end{pmatrix}, \]

For this case, we found that the quantum Fisher information (8) can be calculated as

\[ J_5^{(4)}(d, \theta) = \frac{1}{4} \left( \text{Tr} \left[ \Phi_\alpha^{-1} \left( \frac{\partial}{\partial \theta} \Phi_\alpha \right)^2 \right] + \text{Tr} \left| \Phi_\beta^{-1} \left( \frac{\partial}{\partial \theta} \Phi_\beta \right)^2 \right| + \right. \]

\[ \left. \text{Tr} \left[ \Phi_\gamma^{-1} \left( \frac{\partial}{\partial \theta} \Phi_\gamma \right)^2 \right] + \text{Tr} \left| \Phi_\sigma^{-1} \left( \frac{\partial}{\partial \theta} \Phi_\sigma \right)^2 \right| \right). \]

The corresponding analytical expression of (29) in terms of \( \theta \) and \( d \) can be found in equation (B.5) from Appendix B.

Causal order \( m = 5 \). For this case, we were unable to calculate directly the components of the score operators using the system of equations given by (9). Other methods can be used to determine the score operator, for example see reference [21].

Causal order \( m = 6 \). For this case, we are able to calculate directly the score operator from the system of equations given by (9). The quantum 3-switch output by taking account all the six alternative causal orders is

\[ \rho^{(6)}(\theta) = \frac{1}{6} \begin{pmatrix} A & B & B & D & D & F \\ B & A & D & F & B & D \\ B & D & A & B & F & D \\ D & F & B & A & D & B \\ D & B & F & D & A & B \\ F & D & D & B & B & A \end{pmatrix}, \]

Likewise, given the block form (30), the score operator \( L^{(6)} \) has the corresponding block form

\[ L^{(6)} = \begin{pmatrix} L_A^{(6)} & L_B^{(6)} & L_B^{(6)} & L_D^{(6)} & L_D^{(6)} & L_F^{(6)} \\ L_B^{(6)} & L_A^{(6)} & L_D^{(6)} & L_D^{(6)} & L_F^{(6)} & L_F^{(6)} \\ L_B^{(6)} & L_D^{(6)} & L_A^{(6)} & L_D^{(6)} & L_F^{(6)} & L_F^{(6)} \\ L_D^{(6)} & L_B^{(6)} & L_D^{(6)} & L_A^{(6)} & L_D^{(6)} & L_F^{(6)} \\ L_D^{(6)} & L_B^{(6)} & L_D^{(6)} & L_D^{(6)} & L_A^{(6)} & L_F^{(6)} \\ L_F^{(6)} & L_B^{(6)} & L_D^{(6)} & L_D^{(6)} & L_D^{(6)} & L_A^{(6)} \end{pmatrix}. \]

By introducing the output states (30) and (31) into (9), we found that

\[ L_B^{(6)} = \frac{1}{6} \left( \frac{\partial}{\partial \theta} \Phi_\alpha + \frac{\partial}{\partial \theta} \Phi_\beta - \frac{\partial}{\partial \theta} \Phi_\gamma + \frac{\partial}{\partial \theta} \Phi_\sigma \right), \]

\[ L_D^{(6)} = \frac{1}{6} \left( \frac{\partial}{\partial \theta} \Phi_\alpha - \frac{\partial}{\partial \theta} \Phi_\beta + \frac{\partial}{\partial \theta} \Phi_\gamma - \frac{\partial}{\partial \theta} \Phi_\sigma \right), \]

\[ L_F^{(6)} = \frac{1}{6} \left( \frac{\partial}{\partial \theta} \Phi_\alpha + \frac{\partial}{\partial \theta} \Phi_\beta - \frac{\partial}{\partial \theta} \Phi_\gamma + \frac{\partial}{\partial \theta} \Phi_\sigma \right). \]
Figure 1. Comparison between the quantum Fisher informations of different number of causal orders $J^{(m)}$. Figures (a) and (b) show the quantum Fisher information $J^{(m)}$ for different $m$ causal orders as a function of the depolarizing parameter $\theta$ for two different dimensions of the input state $\sigma$, $d = 2$ and $d \to \infty$ respectively. Figures (c) and (d) show the relative quantum Fisher gain $J^{(m)}_{rel}$ for dimensions $d = 2$ and $d \to \infty$ respectively. $J^{N2}_{rel}$ is the quantum Fisher information of three channels in definite causal order. The gray zone is for delimiting the region of the quantum Fisher information $J^{N2}$ of the quantum 2-switch. $J^{N2}$ was calculated from Ref. [16].

where

$$\begin{align*}
\Phi_\alpha &= A + B - D - F, \\
\Phi_\eta &= A + 2B + 2D + F, \\
\Phi_\gamma &= A - B - D + F, \\
\Phi_\mu &= A - 2B + 2D - F. 
\end{align*}$$

(33)

Thus, taking account all causal orders with three channels we found that the quantum Fisher information for $m = 6$ is

$$J^{(6)}(d, \theta) = \frac{1}{3} \text{Tr} \left[ (\Phi_\alpha)^{-1} (\partial_\theta \Phi_\alpha)^2 \right] + \frac{1}{6} \text{Tr} \left[ (\Phi_\eta)^{-1} (\partial_\theta \Phi_\eta)^2 \right] +$$

$$\frac{1}{3} \text{Tr} \left[ (\Phi_\gamma)^{-1} (\partial_\theta \Phi_\gamma)^2 \right] + \frac{1}{6} \text{Tr} \left[ (\Phi_\mu)^{-1} (\partial_\theta \Phi_\mu)^2 \right],$$

(34)

whose analytical expression of (34) in terms of $\theta$ and $d$ can be found in equation (B.6) from Appendix B.

5. Discussion

In Figure 1 we compare the quantum Fisher information with $m$ causal orders as a function of the noise parameter $\theta$. As you can see in Figure 1(a), for certain combinations of causal orders, the quantum Fisher information is lower for the quantum 3-switch than the quantum 2-switch in the noise region $0 < \theta < 0.5$. We also see that the quantum Fisher information $J^{(4)}_3$
is always higher than the quantum Fisher information for the two-case scenario in any noise region. This allows us to choose the best combination of causal orders with three channels to minimize the resources needed to implement the quantum switch, and to exceed the value of the quantum Fisher information of the two-channel scenario. Figure 1(a) also shows that $J^{(6)}$ is higher than any quantum Fisher information of different combination of causal orders. This confirms the fact that if we take all the alternatives of causal orders in superposition, we will have the maximum gain in the quantum Fisher information. In addition, the quantum Fisher information with three channels $J^{(6)}$ is always higher than the quantum Fisher information $J^{N2}$ for two channels. This may well indicate that the quantum Fisher information increases as the number of channels increases. However, in Ref. [5], it has been shown that the classical capacity increases monotonically with the number of channels, but it asymptotically reaches a limit for larger number of channels. The question whether the quantum Fisher information increases or has a limit as the number of channels increases is a fundamental question that future investigations could be done. In Figure 1(b), as the dimension $d$ of the input state $\sigma$ tends to infinity, the quantum Fisher information for $m < 6$ causal orders is lower than the quantum Fisher information for the quantum 2-switch in the noisy regions $0 < \theta < 0.3$. Remarkably, $J^{(6)}$ is always higher than the two-channel scenario at large dimensions of $d$ for any noise region. Figures 1(c)-1(d) show the relative quantum Fisher information gain defined in equation (12). Finally, we notice that the quantum Fisher information $J^{(6)}$ was also calculated in Ref. [22] following a different procedure. Ref. [22] only studies three combinations among the 57 possible combinations to superimpose different causal orders. Our procedure allowed us to study the Fisher information for any combination of causal orders through the quantum switch matrix (5) and to provide analytical and compact expressions for the quantum Fisher information.

6. Conclusions
We studied the quantum Fisher information for any combination of causal orders with three channels. Our procedure allows us to calculate the quantum Fisher information in closed analytical expressions for any causal order. We found that the quantum Fisher information increases as the number of causal orders increases within specific regions of noise and with specific combinations of causal orders. This allows us to choose the best indefinite causal structures to obtain the maximum possible values of the quantum Fisher information with less experimental resources. Our work can be extended to further study indefinite causal structures for estimating the value of parameters of other quantum channels of communications.
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Appendix A. Functions $f_X$ and $g_X$

The functions $f_X$ and $g_X$ are the coefficients of equation (6):

$$f_A(d, \theta) = \frac{1}{d}(1 - \theta^3), \quad g_A(d, \theta) = \theta^3,$$

$$f_D(d, \theta) = \frac{1}{d}(-2\theta^3 + \theta^2 + \theta), \quad g_D(d, \theta) = \frac{1}{\mathcal{F}} \left((d^2 + 1) \theta^3 - \theta^2 - \theta + 1\right),$$

$$f_B(d, \theta) = -\frac{1}{\mathcal{F}}(\theta - 1) \left((d^2 + 1) \theta^2 + 2(d - 1) \theta + 1\right), \quad g_B(d, \theta) = \frac{\theta}{\mathcal{F}} \left((d^2 + 1) \theta^2 - 2\theta + 1\right),$$

$$f_F(d, \theta) = \frac{1}{\mathcal{F}} \left((1 - \theta)^3 - 3d^2(\theta - 1)\theta^2\right), \quad g_F(d, \theta) = \frac{1}{\mathcal{F}} \left(d^2 \theta^3 + 3(\theta - 1)^2 \theta\right),$$

where $\theta$ is the depolarizing parameter and $d$ the dimension of the input state $\sigma$.

Appendix B. Analytical expressions of the quantum Fisher Information

In this section we present explicitly the expressions for the quantum Fisher information $J^{(m)}$ for $m$ causal orders. We start presenting the case where there are $m = 2$ causal orders:

$$J_{\text{ind,B}}^{(2)}(d, \theta) = \frac{(d-1)}{d} \left( \frac{(d^2\theta^3 - \theta^2 - 2\theta - 2) (\theta^3 - 3d^2 + 3\theta^2 + 3)^2}{(\theta^2 + \theta + 1) \left( (d^2 + 3\theta^2 + 3\theta + 1) + 2d\theta^2 \theta^2 - 2\theta - 2\theta^2 + 1\right)} \right) +$$

$$\left(\frac{(d^2\theta^3 - \theta^2 + 2d(\theta^3 - 1) - 3\theta + 1)(\theta - 1)^2}{(\theta^3 - 1) \left( (d^2 + 3\theta^2 + 3\theta + 1) + 2d\theta^2 \theta^2 - 2\theta - 2\theta^2 + 1\right)} \right),$$

$$J_{\text{ind,D}}^{(2)}(d, \theta) = \frac{(d-1)}{d} \left( \frac{(d^2\theta^3 + 3(d - 1)\theta^2 + 3\theta + 1)^2}{(\theta + 1) \left( (d^2 + 3\theta^2 + 3\theta + 1) + 2d\theta^2 \theta^2 - 2\theta - 2\theta^2 + 1\right)} \right) +$$

$$\left(\frac{(d^2\theta^3 + 2d\theta + 3\theta^2 + 3\theta + 1)}{(\theta^2 + \theta + 1) \left( (d^2 + 3\theta^2 + 3\theta + 1) + 2d\theta^2 \theta^2 - 2\theta - 2\theta^2 + 1\right)} \right),$$

$$J_{\text{ind,F}}^{(2)}(d, \theta) = \frac{9(d-1)}{d^4} \left( \frac{(d-1)(\theta^3 - 1)^2}{(d^2 + 3\theta^2 + 3\theta + 1)} \right) +$$

$$\left(\frac{(d-1)(\theta^3 - 1)^2}{(\theta^2 + \theta + 1) \left( (d^2 + 3\theta^2 + 3\theta + 1) + 2d\theta^2 \theta^2 - 2\theta - 2\theta^2 + 1\right)} \right),$$

where the labels $B$, $D$, and $F$ correspond to the block matrix elements from (5). Likewise, $\theta$ is the depolarizing parameter and $d$ the dimension of the input state $\sigma$. Each expression correspond to the evaluation of quantum Fisher information (17) for each equivalent class of the quantum switch matrices with $m = 2$ causal orders. For $m = 3$ causal orders, the complete expression for the quantum Fisher information (24) is

$$J_{\text{ind,B}}^{(3)}(d, \theta) = \frac{(d-1)(3d^2(2\theta^3 - 3\theta^2 - 2\theta - 2)\theta^3 + 2d(3\theta^2 + 1)^2(5\theta^3 - 2\theta^2 - 2\theta - 1) - 6(\theta^3 + 3\theta^2 - 3\theta + 1)^2)}{d(\theta - 1)(\theta + 1) \left( 5\theta^3 + 3\theta^2 + 3\theta + 1 \right) \left( 5\theta^3 + 2\theta^2 + 2\theta + 1 \right)} +$$

where the subscript 8 stands for the label of the quantum 8-switch matrix associated to a specific combination of causal order, see [20]. For $m = 4$ causal orders, the complete expression for the quantum Fisher information (29) is
\[ J^{(4)}_g(d, \theta) = \frac{1}{4} (d - 1) \left[ \frac{(3d^2\theta^2 + d(-6\theta^2 + 6\theta + 6))^2}{d^4(3d^2 + 1)(3d^2 + 1) + d(3d^2 + 1)(3d^2 + 1)} \right] + \frac{9(d - 1)(4d^2\theta^2 + d(-3\theta^2 + 2\theta + 1) + 2(\theta - 1)^2)^2}{d^4(4d^2\theta^2 + d(-6\theta^2 + 3\theta^2 + 3\theta + 1) + d(3d^2 + 1)(\theta - 1)^2 - 2(\theta - 1)^3)} + \] 

\[ \frac{(3d^2\theta^2 + d(-6\theta^2 + 6\theta + 6))^2}{d^4(3d^2 + 1)(3d^2 + 1) + d(3d^2 + 1)(3d^2 + 1)} \left[ (1 - \theta)^2 - 9d^2(2\theta - 2\theta^2 + \theta + 1) \right] \left( \frac{9(d - 1)(3d^2\theta^2 + d(-6\theta^2 + 3\theta^2 + 3\theta + 1) + d(3d^2 + 1)(\theta - 1)^2 - 2(\theta - 1)^3)}{d^4(4d^2\theta^2 + d(-6\theta^2 + 3\theta^2 + 3\theta + 1) + d(3d^2 + 1)(\theta - 1)^2 - 2(\theta - 1)^3)} \right) + \] 

Finally, for \( m = 6 \) causal orders, the expression for the quantum Fisher information \( (34) \) is

\[ J^{(6)}(d, \theta) = \frac{(d - 1)}{6d^3} \left[ \frac{9(d - 1)(3d^2\theta^2 + d(-6\theta^2 + 6\theta + 6))^2}{d^4(3d^2 + 1)(3d^2 + 1) + d(3d^2 + 1)(3d^2 + 1)} \right] + \frac{(2d^2 + 9\theta - 9)^2}{d^4(3d^2 + 1)(3d^2 + 1) + d(3d^2 + 1)(3d^2 + 1)} + \] 

\[ \frac{2d(d + 1)(1 - \theta)^2}{3d^2 + d - 3\theta + 3} + \frac{2d(d + 1)(1 - \theta)^2}{3d^2 + d - 3\theta + 3} - 18d(d + 1)(\theta - 1) \] 
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