Micromagnets dramatically enhance effects of viscous hydrodynamic flow in two-dimensional electron fluid
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The hydrodynamic behavior of electron fluids in a certain range of temperatures and densities is well established in graphene and in 2D semiconductor heterostructures. The hydrodynamic regime is intrinsically based on electron-electron interactions, and therefore it provides a unique opportunity to study electron correlations. Unfortunately, in simple longitudinal resistance measurements, the relative contribution of hydrodynamic effects to transport is rather small, especially at higher temperatures. Viscous hydrodynamic effects are masked by impurities, interaction with phonons, uncontrolled boundaries and ballistic effects. This essentially limits the accuracy of measurements of electron viscosity. Fundamentally, what causes viscous friction in the electron fluid is the property of the flow called vorticity. In this paper, we propose to use micromagnets to increase the vorticity by orders of magnitude. Experimental realization of this proposal will bring electron hydrodynamics to a qualitatively new precision level, as well as opening a new way to characterize and externally control the electron fluid.

I. INTRODUCTION

Viscous hydrodynamic flow of the electron fluid, first postulated by Gurzhi over half a century ago,[1] is now well established experimentally. [2] In the hydrodynamic regime, the momentum conserving electron-electron scattering timescale is much shorter than the momentum relaxation timescale related to impurities and phonons, allowing neighboring electrons to establish local thermal equilibrium such that the flow behaves as a fluid. This condition requires samples of very high purity, therefore the theoretical predictions of the hydrodynamic regime in the 1960s [1, 3] could only be realized experimentally after the advent of high mobility semiconductors [4] and graphene. [2, 5] The opposite side of the story is that the relative contribution of viscous hydrodynamic effects to transport is bounded even in modern high mobility samples, which drastically limit the precision of all the existing measurements of viscosity. In this work, we propose a way to overcome this limitation.

The hydrodynamic nature of the electron flow manifests itself in a number of phenomena that have been demonstrated in recent studies. While the hydrodynamic regime was first thought to be experimentally realized in 1995 in Ref. [4], this interpretation of the results was challenged in the same year in Ref. [6], as the requirements for viscous hydrodynamics in a two-dimensional material differs from that in three-dimensions. Reliable evidence of the hydrodynamic regime was first presented two decades later in Refs. [7–9]. Notable consequences of hydrodynamic behavior are: the decrease of resistance with increasing temperature known as the Gurzhi effect,[4, 10–14] Poiseuille flow profiles, [15–17] negative non-local resistance and formation of whirlpools, [7, 18–20] Hall viscosity, [13, 21] negative magnetoresistance, [9, 12, 22–25] the violation of the Wiedemann-Franz law, [26–30] anomalous scaling of resistance with channel width, [8, 27], resonant photoresistance in magnetic field [25, 31–34] and quantum-critical dynamic conductivity. [35] Furthermore, many novel phenomena have been proposed, including the elimination of Landauer-Sharvin resistance, [36] anisotropic fluids, [37, 38] dynamo effect in the electron-hole plasma [39] and most excitingly the prospect of hydrodynamic spin transport [40–42] inspired by experiments on liquid mercury. [43, 44] So far almost all experiments in the field have been aimed at a qualitative demonstration of various hydrodynamic effects. Extraction of quantitative information has been hindered by the weakness of the contribution of hydrodynamics effects to electron transport. The quantitative information is important for understanding correlation effects and it is essential for future technological applications of the electron fluid.

In the hydrodynamic regime, the flow of electrons is characterized by the viscosity of the electron fluid. Hydrodynamic flow of electrons may be analyzed using the methods of classical fluid mechanics, particularly solving the Navier-Stokes equations. [45] While the flow is classical, the viscosity of the electron fluid is determined by electron-electron scattering that is purely quantum mechanical. Therefore, precise measurements of viscosity provides a new way to study electron-electron correlations. [46] The most precise measurements of the viscosity of electron fluid in 2D GaAs heterostructure [12] to date indicate deviations from predictions of RPA and improved RPA Hubbard theory (See also Ref. [25, 46]). To study this deviation from theory and fully characterize and control the electron fluid, one needs an effective and precise method to measure viscosity.

To explain the limitations of the existing viscosity measurements in Fig. 1 we copy two figures from Ref. [12]. Simply, the red line in Fig. 1a approximately represents the ohmic resistance (scattering from impurities
and phonons) and the blue line represents the total (ohmic plus viscous) resistance. At low temperatures, \( T \lesssim 20 - 25\text{K} \) the difference between the ohmic and total resistance is significant, but this is a manifestation of the transition from the ballistic to the hydrodynamic regime. The transition itself is an interesting problem, see Ref. [11], but it is not directly relevant to the hydrodynamic regime, which is realized at \( T \gtrsim 20 - 25\text{K} \) in this sample. In the hydrodynamic regime in this sample, the electron-electron scattering length is \( l_{\text{ee}} \sim 100 \text{ nm} \) and the impurity-phonon scattering length is \( l_{\text{imp/\text{ph}}} \gtrsim 5 \text{ µm} \). While the hydrodynamic regime is realised as \( l_{\text{ee}} \ll l_{\text{imp/\text{ph}}} \), according to Fig. 1a, the relative contribution of the viscous dissipation is approximately 10% of the ohmic contribution, a relatively small contribution. The suppression is easy to understand: the ohmic dissipation exists throughout the sample, while the viscous dissipation comes only from the region near the boundaries [45, 47, 48] that contain non-zero vorticity. This vorticity is generated by obstacles, [49, 50] inhomogeneities in the geometry [12, 51] or rough channel walls. [15] Boundary layers have width \( \sim D = \sqrt{l_{\text{ee}} l_{\text{imp/\text{ph}}} / \mu} \) and constitute a small fraction of the total volume, as shown in Fig. 1b. While this example is specific to the experiment in Ref. [12], to the best of our knowledge the issue of the low vorticity is relevant to all existing measurements in graphene and in semiconductors.

The idea of the present work is to create an oscillatory flow pattern, or “zigzag” flow, schematically shown in Fig. 2. In the flow through a channel with non-uniform or rough boundaries, a profile develops that is schematically illustrated by the dashed red lines shown in Fig. 2. In such a conventional flow, vorticity is limited to regions near the boundaries of the channel. On the contrary, the solid black oscillatory streamlines in Fig. 2 carry a uniform vorticity throughout the bulk area, and hence the viscous dissipation can match or exceed the ohmic dissipation.

Periodic geometric modulation or obstacles, create boundary layers near geometric features which decay into the bulk [12, 49] (see for example red regions in Fig. 1b). Therefore, the “zigzag” flow in the bulk cannot be established through geometric modulation. However, this non-decaying “zigzag” flow profile may be generated using micromagnets that produce a spatially non-uniform magnetic field of amplitude in the range 20-30 mT, that permeates the bulk. The spatial period of the magnetic field must be of the order of a few \( \mu \text{m} \), similar to the characteristic viscous length scale. In principle, the idea of the oscillatory flow is equally applicable to the two-dimensional electron gas (2DEG) in both semiconductor quantum wells and graphene. However, boundary conditions that reconcile the oscillatory flow with flat boundaries are significantly different for these two cases. In this paper, we consider the semiconductor 2DEG in a straight channel with no-stress boundary condition.

The structure of the paper is as follows. In Section II we solve the Stokes equation exactly for an infinitely wide 2D flow channel with a sinusoidally modulated perpendicular magnetic field. The direction of modulation coincides with the direction of the flow. This allows us to calculate the viscous and the ohmic dissipation rates and to show that the ratio of viscous to ohmic dissipation can be tuned to become large. Any realistic flow channel has a finite width, therefore in Section III we study the boundary layer in a straight channel using the no-stress boundary condition. Through this solution

---

**FIG. 1.** a) Resistivity of the GaAs device from Ref. [12] versus temperature. The red line represents the ohmic resistance and the blue line represents the total (ohmic plus viscous) resistance. b) The map of the viscous dissipation (proportional to vorticity) in the device (drawn to scale). Vorticity is concentrated around sharp corners and practically absent in the bulk.

**FIG. 2.** Velocity field \( \mathbf{v} \) (arrows) and streamlines (solid black lines) in a) the “zigzag” flow versus b) in ordinary flow inside a no-slip channel, where tangential velocity is zero at the boundaries. In (b) the velocity is purely horizontal and is uniform in the bulk, but the magnitude decays to zero near the no-slip boundaries, forming a non-uniform profile (red dashed lines). Therefore, the strength of vorticity \( |\hat{z} \cdot \nabla \times \mathbf{v}| \) (normalized and shown by pink shade) is distributed throughout the bulk in (a), whereas in (b) it is exponentially small except in the boundary layers.
we find the flow inside the boundary layer. Since the boundary layer problem is the most mathematically delicate issue, we solve the problem by two different methods, (i) perturbation theory, (ii) exact numerical solution. The central result of Section III is the width of the boundary layer. This proves that the "zigzag" flow can be realized in a sufficiently wide straight channel and allows the determination of an appropriate channel width. In Section IV we calculate the magnetic field of periodic ferromagnetic stripes and hence determine parameters of micromagnets necessary for the experimental set up. Section V presents our conclusions.

II. FLOW IN INFINITELY WIDE AND INFINITELY LONG 2D CHANNEL

We consider low currents in the 2DEG, corresponding to low Reynolds number flow. Therefore, we will neglect the Navier term, $v \cdot \nabla v$, in the Navier-Stokes equation as it is quadratic in velocity. The flow is also incompressible as the charge carrier density in the 2DEG is controlled from impurities and phonons), $\Phi$ is the electrochemical potential, $q$ is the charge of the fluid particle, $\nu$ is the kinematic viscosity, $\tau$ is the relaxation time to the electron-electron scattering term, $m^*$ is the effective hydrodynamic mass and $B^*$ is the characteristic magnetic field of the material, related to the electron-electron scattering length by $B^* = p_F/(2|\ell_{ee}|)$. [9] Although this suppression of viscosity by the magnetic field can be incorporated in our analysis, we consider very weak fields, $B \sim B^*/10$, so we disregard the $B$-dependence of $\nu$.

To solve Eq. (1) it is convenient to use the stream function, $\psi$, defined as

$$v_x = \partial_y \psi, \quad v_y = -\partial_x \psi,$$

which ensures that $\nabla \cdot v = 0$. Acting on Eq (1) with the curl operator $\nabla \times$, and using the definition Eq. (6), we obtain

$$-\nabla^2 \psi + D^2 \nabla^4 \psi = \omega \tau (\partial_z b) \partial_y \psi, \quad \omega = \frac{|q| B_0}{m^*}, \quad D = \sqrt{\nu \tau} = \frac{1}{2} \sqrt{\frac{\pi n \nu_l}{m_{\text{fp}}}}.$$

We first consider an applied current density $J = q n v_0 \hat{x}$ that passes through a very large system and find

$$\psi_\infty = v_0 \left[ -\frac{2 \pi}{a} \sin(\pi x) + \frac{\omega \tau}{g (1 + D^2 g^2)} \cos(\pi x) \right],$$

where the subscript $\infty$ indicates that this is the solution when system width and length tend to infinity. Indeed, the stream function in Eq. (8) generates the zigzag flow shown in Fig. 2. Note that if the magnetic field has many Fourier components, $b(x) = \sum_{n=1}^{\infty} [a_n \sin(n \pi x) + \beta_n \cos(n \pi x)]$, the generalization of Eq. (8) is straightforward.

Instead of determining the relationship between electrochemical potential and current from Eq. (1), we can infer the resistance in the system by accounting for the total power dissipation. The terms $m^* v^2/\tau$ and $-m^* v \nabla^2 v$ in Eq. (1) are respectively the ohmic drag and viscous friction forces in the system. Therefore, the force velocity product gives the corresponding dissipation rates which follow from Eqs. (1) and (8) as

$$\frac{\dot{E}_\Omega}{LW} = \frac{nm^*}{LW \tau} \int d^2 x v^2 = \frac{nm^* v_0^2}{\tau} \left( 1 + \frac{\omega^2 \tau^2}{2(1 + D^2 g^2)^2} \right),$$

$$\frac{\dot{E}_\nu}{LW} = -\frac{nm^* \nu}{LW} \int d^2 x \nabla \cdot \nabla^2 v = \frac{nm^* v_0^2}{2 \tau} \left( \frac{g D \omega \tau}{1 + D^2 g^2} \right)^2.$$

The relations (3) are well known at low temperatures, $T \ll \epsilon_F$, where $\epsilon_F$ is the Fermi energy. We extend (3) to higher temperatures, $T \sim \epsilon_F$, using these relations as definitions of the corresponding lengths, where we use the Fermi velocity $v_F$ defined at zero temperature,

$$v_F = \frac{p_F}{m^*} = \frac{\sqrt{2 \pi n \nu}}{m^*}.$$

Here $n$ is the number density of the 2DEG and $p_F$ is the Fermi momentum.

The viscosity depends on magnetic field [9] as,

$$\nu \propto \frac{1}{1 + (B/B^*)^2}.$$
Here $L$ and $W$ are the length and the width of the channel respectively.

We may tune free parameters to maximize the ratio $E_v/E_{\Omega}$ such that viscous transport is not overshadowed by ohmic effects. It is easy to check that at a fixed value of $\omega \tau$ the ratio is maximum at the following value of $gD$

$$t = \omega \tau, \quad gD = \left[1 + t^2/2\right]^{1/4}, \quad R = \frac{E_v}{E_{\Omega}} = \frac{t^2}{4(1 + \sqrt{1 + t^2/2})}.$$  \hspace{1cm} (10)

At large magnetic field the ratio grows linearly with amplitude of the magnetic field, $R \approx \omega \tau/(2\sqrt{2})$. However, to avoid the influence of the magnetic field on the viscosity, Eq. (5), we need $B_0 < B^*$. This means that the optimization of parameters depends on the value of the relaxation time $\tau$ that is related to the mobility of the 2DEG.

We make realistic estimates for the effect of periodic magnetic field on the GaAs system from Ref. [12]. In order to pick the optimum value for the period of the magnetic superlattice, we first determine $\omega \tau$ from the experimentally measured parameters of the 2DEG. At $T = 30 - 40K$ and density $n \sim 10^{11}$ cm$^{-2}$ has $B^* \approx 200 - 250mT$, $\tau \approx 0.3 \times 10^{-10}s$ and the corresponding mean free path $l_{mf} \approx 7\mu m$. If we take $B_0 = 30$ mT the $B^*$ correction in Eq. (5) to $\nu$ at the peak magnetic field strength is approximately 2% and can be safely neglected. With these values of $B_0$ and $\tau$ we find $\omega \tau = 2.4$ and hence according to Eq. (10) the ratio is $R \approx 0.5$. Hence, we achieve almost an order of magnitude enhancement of the viscous dissipation compared to Fig. 1a. The value of the characteristic length $D$ defined in Eq. (7a) is $D \approx 0.6\mu m$. Finally, according to Eq. (10) the optimal period of the magnetic superlattice is $a = 2\pi/g \approx 2.6\mu m$.

III. BOUNDARY LAYER FOR A STRAIGHT CHANNEL WITH NO-STRESS BOUNDARY CONDITION

In the previous section we considered an infinite fluid domain. Of course, any physical channel must have some finite width $W$. Here we consider a straight channel with no-stress boundary conditions engineered experimentally in Ref. [12]. To support the message of the previous section, we seek to prove that the boundary layer that reconciles the oscillatory bulk flow with the straight flow near the boundary is of a finite width. In other words, the width of the boundary layer must remain finite as the amplitude of magnetic field is increased. Because of the importance of this assertion, we check it by two different methods, (i) analytic solution using perturbation theory in magnetic field, and (ii) exact numerical solution.

A. Perturbation theory for the boundary layer flow

For the purpose of deriving an analytic expression for the boundary, we consider the boundary region as a semi-infinite channel with domain $y > 0$ and a perfect-slip boundary at $y = 0$. Together with the Stokes equation, Eq. (7a), the stream function must satisfy the no-penetration and perfect-slip, or no-stress, boundary conditions as follows, respectively,

$$v_y|_{y=0} = -\partial_x \psi|_{y=0} = 0, \quad \partial_y v_x|_{y=0} = \partial_y^2 \psi|_{y=0} = 0. \tag{11}$$

The former, no-penetration condition ensures no fluid can enter/exist through the boundary. Whereas the latter no-stress condition ensures that the fluid experiences no friction from the boundary, in other words the perfect-slip condition is realized. Furthermore, the stream function must decay to the bulk solution (8) far from the boundary. We look for a solution as an expansion in the powers of $\omega \tau$ far from the boundary. In Appendix A we present the expansion of the solution to $\psi$ to the second order in $\omega \tau$ to demonstrate that the effective width of higher order contributions to the boundary decreases with increasing order. The corrections to $\psi$ to second order in $\omega \tau$ part has boundary layer terms that exponentially decay with $y$ at the same rate as that in Eq. (12) or faster. Fig. 3 presents plots of streamlines obtained in the 1st and the 2nd order perturbation theory at $\omega \tau = 0.5, 1$ and $gD = 1$. The difference between the solid and the dashed lines in Fig. 3 characterize the convergence of the perturbation theory. While at
\( \omega \tau = 0.5 \) there is practically no visible difference between the first and second order perturbation theory, the difference is visible when \( \omega \tau = 1 \). In both cases the boundary layer has almost entirely decayed for \( y > 2D \), with the flow indistinguishable from the bulk solution given by Eq. \( (8) \).

The perturbation theory at \( \omega \tau = 1 \) does not satisfy the small \( \omega \tau \) limit and it is hardly possible to justify the perturbation theory at \( \omega \tau \approx 3 \) corresponding to the optimal device. Therefore, in the following subsection we present the numerical solution valid at arbitrary \( \omega \tau \).

**B. Exact numerical solution for the boundary layer flow**

In this section, we reduce the Stokes equation, Eq. \( (7a) \), to an infinite sequence of linear algebraic equations. We then numerically solve these equations by truncating them at a suitable order. We consider an infinitely long channel of width \( W \) and use length units where \( D = \sqrt{\eta \tau} = 1 \). As the magnetic field is periodic in the \( x \)-direction so is the stream function, \( \psi \), which can be presented as the following Fourier series,

\[
\psi = v_0 y + v_0 W \sum_{m=-\infty}^{\infty} e^{igmx} G_m(y). \tag{13}
\]

Here \( G_m(y) \) are unknown functions to be determined. The first term \( v_0 y \) corresponds to the uniform velocity \( v_x = v_0 \neq 0, v_y = 0 \).

At \( y = 0 \) and, \( y = W \) the stream function must satisfy the no-penetration and no-stress boundary conditions, previously given for \( y = 0 \) in Eq. \( (11) \). The no-penetration condition implies that \( G_m(0) = G_m(W) = 0 \). Hence, the functions \( G_m(y) \) can be expanded in a Fourier series in \( \sin(\eta y/\ell) \) as

\[
\psi/v_0 = y + W \sum_{n=1}^{\infty} \sum_{m=-\infty}^{\infty} f_{m,n} e^{igmx} \sin(\eta y/W), \tag{14}
\]

where \( f_{m,n} \) are complex coefficients. Note that, this form is chosen so that the no-stress condition is automatically satisfied. Furthermore, the sinusoidal terms do not contribute to the average current through the channel. The Navier-Stoke’s equation, Eq. \( 7a \), expressed in terms of the coefficients \( f_{m,n} \) reads

\[
\sum_{n=1}^{\infty} D_{m,n} f_{m,n} \sin(n\eta y/W) = \frac{\alpha}{2} \left( \delta_{m,1} + \delta_{m,-1} \right)
\]

\[
+ \sum_{n=1}^{\infty} \left[ f_{m+1,n} + f_{m-1,n} \right] n\pi \cos(n\eta y/W), \tag{15}
\]

where \( \alpha = -\omega \tau g/W \) and

\[
D_{m,n} = - \left[ (mg)^2 + \left( \frac{\pi n}{W} \right)^2 \right] \left[ (mg)^2 + \left( \frac{\pi n}{W} \right)^2 + 1 \right]. \tag{16}
\]

Eq. \( (15) \) is defined only at \( 0 < y < W \). Therefore, one cannot naively equate the Fourier components. Instead we must integrate over \( y \) using the following identities

\[
\int_0^1 dy \sin(ny\pi) \sin(ly\pi) = \frac{1}{2} \delta_{n,l},
\]

\[
\int_0^1 dy \cos(ny\pi) \cos(ly\pi) = \frac{1}{2} \delta_{n,l},
\]

\[
\int_0^1 dy \sin(ny\pi) \cos(ly\pi) = F(n,l),
\]

\[
F(n,l) = \left\{ \begin{array}{ll}
0 & \text{, } n + l = \text{even} \\
\frac{2}{\pi(n^2 - l^2)} & \text{, } n + l = \text{odd}.
\end{array} \right. \tag{17}
\]

Hence, Eq. \( (15) \) is reduced to the following system of linear algebraic equations for the coefficients \( f_{m,l} \):

\[
D_{m,l} f_{m,l} = \alpha \left( \sum_{n=1}^{\infty} \left[ f_{m+1,n} + f_{m-1,n} \right] n\pi F(l,n) \right) + (\delta_{m,1} + \delta_{m,-1}) F(l,0), \quad l > 0,
\]

\[
\sum_{n=1}^{\infty} D_{m,n} f_{m,n} F(n,l) = \frac{\alpha}{4} \left( \left[ f_{m+1,l} + f_{m-1,l} \right] l\pi \right.
\]

\[
+ \left[ f_{m+1,n} + f_{m-1,n} \right] \delta_{l,0} \right), \quad l \geq 0. \tag{18b}
\]

We truncate beyond \( |m|, l, n > 50 \). With a channel width \( W = 14 \) the truncation implies spatial uncertainty \( \sim 14/50 \approx 0.3 \), which is accurate enough to describe the boundary layer.

Plots of the streamlines obtained from this numerical solution for \( gD = 1 \) and \( \omega \tau = 1, 3, 9 \) are presented in Fig. \( 4 \).

The exact solution demonstrates that the width of the boundary layer increases with increasing magnetic field. For the most interesting case, \( \omega \tau \approx 3 \) the width of the boundary layer is about \( 2D \). The fact that the boundary layers are growing in size with \( \omega \tau \) is also evident in Fig. \( 5 \). We compare the ratio of viscous to ohmic dissipation in an infinite channel, as calculated in Eq. \( (9) \), to a finite width channel. In Fig. \( 5 \), the ratio calculated from the exact solution approaches that of an infinite system as the channel width grows, as expected. Of course, for small values of \( \omega \tau < 1 \), the thin boundary layers, as in Fig. \( 4 \), have vanishing stress that reduces viscous dissipation. More interestingly, the finite width corrections become noticeable at large \( \omega \tau \), where the boundary layer width \( 2D \) is comparable to the width \( W \). Hence, the width of the channel \( W \) must be significantly larger than \( 2D \) for boundary layer effects to be small. For GaAs with mobility of about \( 10^6 \) corresponding to the device from Ref. \( [12] \) this implies that \( W \gg 1.2 \mu m \).
FIG. 4. Streamlines in a channel with no-stress boundaries with width \( W = 14D \). The parameters of the magnetic field are chosen as \( gD = 1, \omega \tau = 1, 3, 9 \). Solid lines correspond to the numerically exact solution described in Sec. III B and dashed lines correspond to the solution given by Eq. (8) in the infinite device.

FIG. 5. The ratio of viscous to ohmic dissipation at \( gD = 1 \). For the infinite system (solid black line), this ratio is calculated from Eq. (9). For a system with finite width, \( W = 7D \) (red dots) and \( W = 14D \) (blue dots), it is calculated from the numerical solution in Sec. III B. Finite width (boundary layer) effects are negligible when \( W \gtrsim 2D \) below \( \omega \tau \lesssim 6 \).

IV. MAGNETIC FIELD OF PERIODIC FERROMAGNETIC STRIPES

The calculations in this section demonstrate that realization of the optimal magnetic field profile for studies in the hydrodynamic regime is realistically achievable.

We consider a setup consisting of an array of rectangular magnetic bars perpendicular to the longitudinal axis of the flow channel, as seen below in the left panel of Fig. 6. The bars are magnetized along the longitudinal axis of the channel. The bar thickness is \( \delta z \) and the distance from the base of the bar to the 2DEG is \( z \), shown in the right panel of Fig. 6. We set the value of the period \( a = 2.6\mu m \) as obtained in Sec. II. We tune the remaining free parameters \( d, z, \delta z \) such that the \( z \)-component of magnetic field in the 2DEG is approximately \( B_0 \sin(2\pi x/a) \) with \( B_0 \approx 30 \) mT. This value of \( B_0 \) limits the magnetic correction to the viscosity to a maximum of approximately 2% and thus this effect may be safely neglected in the analysis. Assuming the magnetic moment is uniform throughout the volume of each bar, and the bars extend in the transverse (y) direction wider than the width \( W \) of the sample, we calculate the magnetic field on the plane of 2DEG as a function of longitudinal coordinate \( x \), from the Biot-Savart law as

\[
\left. \frac{B_z(x)}{B_m} \right|_{2DEG} = -\sum_{n>1} \frac{\sin\left(\frac{gn(2\pi)}{2}\right)}{\pi n} \sin(gnx) Z_n,
\]

\[
Z_n(z, \delta z) = e^{-gnz}(1 - e^{-g\delta z}), \quad (19)
\]

where \( B_m \) is the saturation field, and \( x \) is measured from the center of one of the magnets. For example, at the edge of the magnet \( x = d/2 \), the harmonics of the field on 2DEG plane is \( \propto \sin^2(gnx/2) \). Therefore, \( d = a/2 = \pi/g \) maximizes the first harmonic and suppresses the second harmonic. We numerically calculate \( B \) from Eq (19) and further confirm that \( d = a/2 = 1.3 \mu m \) is optimal. In other words, matching the width of the magnet to the spacing between successive magnets creates an effectively
sinusoidal magnetic field profile without higher harmonics.

We consider two magnetic materials, (i) Ni that has saturation magnetic field 600mT [52] and (ii) NiFe alloy that has saturation magnetic field 1500mT. [53] We consider two values of bar thickness, \( \delta z = 0.3 \mu m \) and \( \delta z = 0.2 \mu m \). After fixing these values, the only free parameter is the distance to 2DEG \( z \), which we tune.

Plots of \( B_x \) versus \( x \) for Ni bars for \( \delta z = 0.2 \mu m \), \( z = 0.4 \mu m \) and for \( \delta z = 0.3 \mu m \), \( z = 0.5 \mu m \) are presented in the left panel of Fig. 7. Fields for these parameter sets are practically indistinguishable and close to the simple sinusoidal dependence with amplitude 30 m T. In the right panel of Fig. 7 we plot the \( x \)-component of magnetic field for the same sets of parameters. Of course the \( x \)-component does not influence hydrodynamics, but it remains instructive to see the magnitude and the \( x \)-dependence.

Plots of \( B_x \) versus \( x \) for NiFe bars for \( \delta z = 0.2 \mu m \), \( z = 0.75 \mu m \) and for \( \delta z = 0.3 \mu m \), \( z = 0.87 \mu m \) are presented in the left panel of Fig. 8. Again, fields for these parameter sets are practically indistinguishable and closely follow a sinusoidal pattern as desired. In the right panel of Fig. 8 we plot the \( x \)-component of magnetic field for the same sets of parameters.

V. CONCLUSIONS

In this work we propose a new method to study viscous hydrodynamic flow of electrons in 2D mesoscopic systems. This method involves the use of micromagnets to drive oscillatory flow everywhere in the fluid domain, promoting viscous dissipation not just in the boundary layer but also in the bulk. The proposed method allows for improved precision of hydrodynamic measurements by at least an order of magnitude compared to existing state-of-the-art experiments. With such an improvement in accuracy, electron hydrodynamics presents itself as a novel and efficient method to study electron-electron correlations.
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Appendix A: Perturbative solution of boundary layer to second order

In Sec. III A we presented the perturbative boundary layer solution to first order. This first order solution was derived by solving Eq.(7a) for the stream function, defined in Eq. (6), to first obtain the driven solution and then again for a judiciously crafted free solution. The generalized complete first order solution was then subject to the boundary conditions, Eq.(11), in order to completely define all coefficients. Now, this process can be repeated ad infinitum to obtain higher order corrections of the series

\[
\psi = v_0 y + v_0 \sum_{n=1}^{\infty} (\omega \tau)^n \psi^{(n)}. \tag{A1}
\]

Here \( \psi^{(n)} \) independently satisfies the boundary conditions Eq. (11) at each order of correction. For simplicity we write distance in units \( D = 1 \). We may decompose \( \psi^{(n)} \) into free and driven components as we did to first order in the text

\[
\psi^{(n)} = \psi_f^{(n)} + \psi_d^{(n)}, \quad (-\nabla^2 + \nabla^4) \psi_f^{(n)} = 0. \tag{A2}
\]

The free solution must be of the form

\[
\psi_f^{(n)} = \sum_{m=1}^{n} \sum_{s=0,1} A_{m,s}^{(n)} \cos(mx) e^{-\lambda_{m,s}y}, \tag{A3}
\]

where

\[
\lambda_{m,s} = \sqrt{m^2g^2 + s}, \quad s = 0, 1. \tag{A4}
\]
The Stokes operator, \(-\nabla^2 + \nabla^4\), becomes invertible when acting on the driven solution. Therefore the driven solution can be written as

\[ \psi_d^{(n)}(n) = \sum_{\lambda} \sum_{m=1}^{n} B_m^{(n)}(\lambda) \cos(mgx) e^{-\lambda y}, \]  

(A5)

where \(\lambda\) is chosen from the set of \(\lambda_{m',s}\) given by the formula in Eq. (A4), defined for the indices \(0 \leq m' < n\) and \(s = 0, 1\). We also note that, in this choice, the term with \(B_m^{(n)}(\lambda_{m,s})\) never appears, as it is part of the homogeneous solution (i.e. it belongs to the kernel of the Stokes operator).

To first order the Stokes equation, Eq. (7a), reads

\[ \sum_{\lambda} B_m^{(1)}(\lambda)e^{-\lambda y}(\lambda^2 - \lambda_{1,0}^2)(\lambda^2 - \lambda_{1,1}^2) = g. \]  

(A6)

This equation is satisfied only for \(\lambda = \lambda_{0,0} = 0\). Therefore the only non-vanishing coefficient is

\[ B_m^{(1)}(\lambda_{0,0}) = \frac{g}{\lambda_{0,0}^2} = \frac{1}{g(y^2 + 1)}, \]  

(A7)

The remaining two coefficients, \(A_{1,s}\) where \(s = 0, 1\), may be determined from the boundary conditions, Eq. (11).

\[ \sum_{s=0,1} A_{1,s}^{(1)} + B_m^{(1)}(\lambda_{0,0}) = 0, \]  

(A8)

\[ \sum_{s=0,1} A_{1,s}^{(1)} \lambda_{1,s}^2 = 0. \]  

(A9)

The solutions are \(A_{1,s}^{(1)} = -g(1)\lambda_{1,s}^{-2}\) where \(s = 0, 1\), or explicitly

\[ A_{1,0}^{(1)} = \frac{g}{\lambda_{1,0}^2} = \frac{-1}{g}, \]  

(A10)

\[ A_{1,1}^{(1)} = \frac{g}{\lambda_{1,1}^2} = \frac{g}{g^2 + 1}. \]  

(A11)

The first order solution is completely defined by the coefficients \(A_{1,0}^{(1)}, A_{1,1}^{(1)}\) and \(B_m^{(1)}(\lambda_{0,0})\), written explicitly as Eq. (12) in the main text.

The first order solution, \(\psi_d^{(1)}\), acts as a source for the second order driven solution, \(\psi_d^{(2)}\). By solving the Stokes equation, Eq. (7a), we find the non-vanishing coefficients of \(\psi_d^{(2)}\) to be

\[ B_m^{(2)}(\lambda_{1,s}) = \frac{(-1)^s g^2}{2\lambda_{1,s}^2 - \lambda_{m,0}^2(\lambda_{1,s}^2 - \lambda_{m,1}^2)}, \]  

for \(m = 0, 2, s = 0, 1\). (A12)

To satisfy the boundary conditions, Eq. (11), the second order free solution has non-vanishing coefficients \(A_{m,s}^{(2)}\) for \(m = 0, 2\) and \(s = 0, 1\). The coefficient \(A_{0,0}^{(2)}\) precedes a constant term and thus its value does not affect the current and voltage distribution. The boundary conditions provide three equations for the remaining three coefficients. Setting \(A_{0,0}^{(2)}\) appropriately, we have

\[ A_{m,s}^{(2)} = \frac{g^2}{2} \sum_{s=0,1} \frac{(-1)^{r+s}}{\lambda_{1,s}(\lambda_{1,s}^2 - \lambda_{m,r}^2)}, \]  

for \(m = 0, 2, r = 0, 1\). (A13)

Evidently, the leading term of the second order correction decays at a faster rate than that of the first order correction. Higher order boundary layers decay at a rate faster than that of \(\exp(-gy)\) or \(\exp(-y/D)\). Thus in the perturbative regime, \(\omega \tau < 1\), the width of the boundary layer is finite with an effective width comparable to the largest of \(D\) and \(1/g\).
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