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Abstract. Given two quantum states of \( N \) q-bits we are interested to find the shortest quantum circuit consisting of only one- and two- q-bit gates that would transfer one state into another. We call it the quantum maze problem for the reasons described in the paper. We argue that in a large \( N \) limit the quantum maze problem is equivalent to the problem of finding a semiclassical trajectory of some lattice field theory (the dual theory) on an \( N + 1 \) dimensional space-time with geometrically flat, but topologically compact spatial slices. The spatial fundamental domain is an \( N \) dimensional hyper-rhombohedron, and the temporal direction describes transitions from an arbitrary initial state to an arbitrary target state and so the initial and final dual field theory conditions are described by these two quantum computational states. We first consider a complex Klein-Gordon field theory and argue that it can only be used to study the shortest quantum circuits which do not involve generators composed of tensor products of multiple Pauli \( Z \) matrices. Since such situation is not generic we call it the \( Z \)-problem. On the dual field theory side the \( Z \)-problem corresponds to massless excitations of the phase (Goldstone modes) that we attempt to fix using Higgs mechanism. The simplest dual theory which does not suffer from the massless excitation (or from the \( Z \)-problem) is the Abelian-Higgs model which we argue can be used for finding the shortest quantum circuits. Since every trajectory of the field theory is mapped directly to a quantum circuit, the shortest quantum circuits are identified with semiclassical trajectories. We also discuss the complexity of an actual algorithm that uses a dual theory prospective for solving the quantum maze problem and compare it with a geometric approach. We argue that it might be possible to solve the problem in sub-exponential time in \( 2^N \), but for that we must consider the Klein-Gordon theory on curved spatial geometry and/or more complicated (than \( N \)-torus) topology.
1 Introduction

Consider a quantum system of \( N \) q-bits whose states can be described by unit vectors in \( 2^N \)-complex dimensional Hilbert space. The unit size of the sphere indicates that all of the points are within distance of \( O(1) \) from each other if you were allowed to move along geodesics on the unit sphere. Now imagine that you are only allowed to move in \( O(2^N) \) orthogonal directions out of \( O(2^N) \). More precisely, at any point you are allowed to only apply \( O(N) \) of one- q-bit gates or \( O(N^2) \) of two- q-bit gates. Then the relevant question is: what is the shortest distance connecting an arbitrary pair of points on the unit sphere? This is like playing a very high-dimensional maze with a lot of walls and very few pathways.

There are two motivations to study the “quantum maze”: one computational and one physical. First of all if we knew how to solve the “quantum maze” problem we would be able to design the most efficient quantum algorithms or in other words to construct the shortest quantum circuits that can transform some simple initial state to the desired target state. A problem which is known to be double exponentially hard \( O(2^{2^N}) \) (See Ref. [1] for a pedagogical discussion of computational complexities in context of quantum information theory). The second reason has its roots in black-hole physics. It was conjectured that black-holes are the fastest quantum computers in nature [2] and so in some sense the black-holes know how to solve the “quantum maze”. Some other recent applications of the theory of computational complexities in context of black-hole physics were discussed in Ref. [3] and in Refs. [4, 5] in an attempt to tackle the firewall problem [6].

In addition, a large body of work is directed towards establishing connections between special kinds of quantum circuits (known as tensor networks) in context of the AdS/CFT correspondence [7–10]. Indeed the tensor networks provide an interesting new prospective on how the spacetime (on the AdS side) might emerge from a holographic state (on the CFT side) by identifying the spacetime with a tensor network which would produce such
holographic state. In Refs. [2, 11] the authors went even further and first conjectured and then verified that the complexity of the holographic CFT states are dual to the actions over certain patches in the AdS spacetime.

In this paper we are going to expand and build upon the action-complexity conjecture [2], but we shall not be concerned with transitions from only simple states to only holographic states. Instead we will study transitions from an arbitrary initial $|\psi_{in}\rangle$ to an arbitrary final $|\psi_{out}\rangle$ state, i.e. the quantum maze problem. Nevertheless we will still conjecture that there must exist a (yet to be discovered) dual field theory whose Euclidean action describes the computational complexity of the smallest quantum circuit connecting the two states, i.e.

$$C(|\psi_{out}\rangle, |\psi_{in}\rangle) = S_{E}[\Phi] \quad (1.1)$$

where $\Phi$ is a collective notation for all fields. Note that both sides of Eq. (1.1) are not uniquely specified: the left hand side depends on size of Hilbert space and on the collection of fundamental gates and the right hand side depends on the Lagrangian and on the region of integration, but it is quite possible that for certain collections of fundamental gates there exist a Lagrangian with desired properties.

The paper is organized as follows. In Sec. 2 we define path integrals for the dual theories of quantum computation and discuss the symmetries that the dual theory should possess. In Sec. 3 we argue that the dual theory can be conveniently described as a Klein-Gordon lattice field theory on an $N+1$ dimensional space-time with geometrically flat, but topologically compact spatial slices. In Sec. 4 we show how one can map classical solutions on the dual theory side to quantum circuits on the quantum computation side. In Sec. 5 we identify the $Z$-problem of the Klein-Gordon theory which corresponds to the massless excitations problem (Goldstone mode) and attempt to fix it using Higgs mechanism. In Sec. 6 we discuss how the dual theory description can be used for solving the “quantum maze” problem in sub-exponential time, but for that we must consider curved spatial geometry and/or more complicated spatial topologies. In Sec. 7 we summaries the main results of the paper.

2 Path Integrals for Dual Theories

Our initial task is to describe a possible construction of the dual field theories for a system of $N$ q-bits with fundamental gates consisting of all one- q-bit and two q-bit operations. Since the total number of degrees of freedom of such system is finite (dimensionality of Hilbert space is only $2^N$), we are directed towards dual theories on the lattice with finite fundamental domain, i.e.

$$C(|\psi_{out}\rangle, |\psi_{in}\rangle) = \int_0^T dt E L_E(\Phi^i, \dot{\Phi}^i) \quad (2.1)$$

where the index $i$ enumerates the lattice points. There are many choices on how the initial and final quantum computational states can manifest themselves in the dual theory, but in the spirit of the holographic ideas we are going to make the following identification

$$|\psi_{in}\rangle = F^i(\Phi^j(0))|i\rangle \quad (2.2)$$

$$|\psi_{out}\rangle = F^i(\Phi^j(T))|i\rangle \quad (2.3)$$

where $i = \{0, 1\}^N$ is an integer in base two and the Einstein summation convention over repeated indices is implied. In other words the initial and final quantum states determine
the initial and final configurations of fields in the dual theory according to the function $F$ which is yet to be specified.

For simplicity we first assume that the theory contains only $2^N$ complex degrees of freedom $\varphi^i$ with boundary conditions set as

\[
|\psi_{\text{in}}\rangle = \varphi^i(0)|i\rangle \\
|\psi_{\text{out}}\rangle = \varphi^i(T)|i\rangle,
\]

where, once again, the summation over repeated indices is implied. In the limit of small $\hbar$ only a single “classical” trajectory $\varphi_{cl}$ would contribute to the overall path integral whose Euclidean action was conjectured to give the quantum computational complexity.\footnote{Note that $\hbar$ is a constant which will appear in the partition function for our dual theory (2.12), but it may or may not be related to the Planck constant.} This suggests the following expression for complexity in term of the (yet to be defined) partition function

\[
C(|\psi_{\text{out}}\rangle, |\psi_{\text{in}}\rangle) = \int_0^T dt E_L(\varphi^i_{cl}, \dot{\varphi}^i_{cl})
\]

\[
= \lim_{\hbar \to 0} \hbar^2 \frac{d}{d\hbar} \log \left(Z_\hbar(|\psi_{\text{out}}\rangle, |\psi_{\text{in}}\rangle)\right).
\]

On the other hand if $\hbar$ has a physical significance (for example describes how well the corresponding quantum computer is isolated, or how precise we wish to approximate the quantum evolution to the target state), then it might be more appropriate to describe the difficulty of certain computational task with what we can call the computational free energy,

\[
\mathcal{F}(|\psi_{\text{out}}\rangle, |\psi_{\text{in}}\rangle) = -\hbar \log \left(Z_\hbar(|\psi_{\text{out}}\rangle, |\psi_{\text{in}}\rangle)\right)
\]

which contains information about all of the trajectories including, but not limited to only, “classical” trajectories.

Now that the connection between partition function and complexity was established, the next step is to construct the dual theory Lagrangian. Our task will be to find a Lorentzian dual theory which is connected to the Euclidean dual theory through Wick rotation of the time coordinate $t = -it_E$. From the boundary conditions in (2.4) it is clear that we are dealing with $2^N$ complex degrees of freedom $\varphi^i$ which represent evolution of our state vector from initial $|\psi_{\text{in}}\rangle$ to final $|\psi_{\text{out}}\rangle$ state. This imposes a constraint that all trajectories must remain normalized throughout the evolution,

\[
\varphi_i(t)\varphi^i(t) = 1
\]

where

\[
\varphi^*_i \equiv \varphi^i.
\]

In addition we shall demand that the Lagrangian is invariant under $U(2^N)$ transformation, i.e.

\[
\varphi^i \to U^i_j \varphi^j,
\]

and also invariant under arbitrary permutations of bits. The former property guarantees that complexities of trajectories are invariant if the initial and final states are transformed simultaneously. For the latter property it will be convenient to introduce a function $h(i,j)$
which measures, the so-called, Hamming distance between classical strings of bits representing \(i\) and \(j\), i.e. the number of positions in which corresponding values of bits are different. For example, \(h(0, 7) = h(0002, 1112) = 3, h(2, 6) = h(0102, 1102) = 1, h(3, 3) = h(0112, 0112) = 0\), etc.

By combining all three conditions the leading terms of the Lagrangian can be written as

\[
L(\phi_i, \dot{\phi}_i) = A \frac{1}{2} \dot{\phi}_i \dot{\phi}_i^j + \lambda (\phi_i \phi_i^j - 1) + f(h(i, j)) \phi_i \phi_i^j + \ldots
\]  

(2.11)

where \(f(h)\) is some function of Hamming distance. (Roughly speaking we expect the function to vanish if Hamming distance is larger than 2, i.e. penalizing more than three q-bit gates.) To make the above expression covariant we can replace \(f(h(i, j))\) with a tensor defined as

\[
f_{ij} \equiv f(h(i, j))
\]

only in computational basis and to transform to other basis it must be treated as a rank (1, 1) tensor under \(U(2^N)\) transformations. Thus we arrive at a Lorentzian path integral expression

\[
Z(\left|\psi_{\text{out}}\right>, \left|\psi_{\text{in}}\right>) = \int_{\left|\psi_{\text{in}}\right> = \phi_i(0)}^{\left|\psi_{\text{out}}\right> = \phi_i(T)} d^2N \phi e^{i \frac{\hbar}{\pi} \int_0^T dt \left( A \frac{1}{2} \dot{\phi}_i \dot{\phi}_i^j + \lambda (\phi_i \phi_i^j - 1) + f_{ij} \phi_i \phi_i^j \right) + \ldots}
\]  

(3.1)

(Note that the constraint \(\lambda (\phi_i \phi_i^j - 1)\) must be imposed before the path integral is evaluated.) If we put aside the constraining term (as it is not likely to be very significant in the large \(N\) limit) we can improve the path integral representation by treating \(\phi\) as a field in \(N + 1\) dimensional space-time.

### 3 Klein-Gordon Dual Theory

In this section we will argue that the path integral in (2.12) can be written as a quantum field theory path integral on \(N\) dimensional torus with only \(2^N\) lattice points, i.e. only two lattice points along each dimension of total length 2l. (To illustrate the main idea, on Fig. 1 we plot the torus for \(N = 3\) q-bits where all lattice points are marked with respective computational basis vectors and opposite sides are assumed to be identified. The Hamming cube (highlighted with solid bold lines) represents a desired connectivity between lattice sites which is constructed in such a way that the transformations involving a large number of q-bits are penalized.) Then in a continuum limit the path integral would be given by

\[
Z(\left|\psi_{\text{out}}\right>, \left|\psi_{\text{in}}\right>) = \int_{\left|\psi_{\text{in}}\right> = \phi_i(0)}^{\left|\psi_{\text{out}}\right> = \phi_i(T)} D\phi e^{i \frac{\hbar}{\pi} \int_0^T dt \int d^N x L(\phi(x), \partial_\mu \phi(x))}
\]  

(3.1)

where \(\mu\) index corresponds to temporal direction as well as spatial directions.\(^2\)

In what follows we will be interested in semiclassical (or nearly classical paths) as they would describe evolutions of state vectors in a quantum circuit with a finite (as opposed to infinite) number of operations of gates.

The reader might object that we are now considering a continuum limit of a lattice field theory where the lattice size has a physical meaning. In such a construction taking a limit of zero lattice distance is meaningless, but that is not what we attempt to do. In fact, despite of writing a continuum representation (3.1) we shall only be interested in a very coarse-grained
description of the path integral with only two lattice points along every dimension. However, the advantage of going from a discrete to continuum is that we can try to explicitly construct a local Lagrangian density which would suppress evolutions corresponding to multiple-q-bit gates and would enable us to understand the quantum maze problem from a dual field theory prospective.

3.1 Dual Lattice Field Theory

All of the interactions in our discrete Lagrangian (2.11) (i.e. \( f(h(i,j))(\varphi_i\varphi_j + \varphi_j\varphi_i) \)) can be written by summing over self-interactions (Hamming distance 0), nearest neighbors interactions (Hamming distance 1) and neighbor-of-neighbor interactions (Hamming distance 2). If we assume that \( f(h) = 0 \) for \( h > 2 \) then it is convenient to denote the three relevant constants as \( B \equiv f(0) \), \( C \equiv f(1) \) and \( D \equiv f(2) \). Then \( f(h(i,j))(\varphi_i\varphi_j + \varphi_j\varphi_i) \) can be rewritten as one self-interaction term per lattice site \( i \)

\[
B\varphi_i\varphi_i,
\]

\( N \) nearest neighbor interaction terms per lattice site \( i \)

\[
\frac{C}{2}(\varphi_i\varphi_j + \varphi_j\varphi_i) = -\frac{C}{2}(\varphi_i - \varphi_j)(\varphi^i - \varphi^j) + \frac{C}{2}\varphi_i\varphi^i + \frac{C}{2}\varphi_j\varphi^j \tag{3.3}
\]

and \( N(N-1)/2 \) neighbor-of-neighbor interaction terms per lattice site \( i \)

\[
\frac{D}{2}(\varphi_i\varphi_j + \varphi_j\varphi_i) = -\frac{D}{2}\left((\varphi_i - \varphi_k)(\varphi^i - \varphi^k) + (\varphi_k - \varphi_j)(\varphi^k - \varphi^j)\right) - \frac{D}{2}\left((\varphi_i - \varphi_k)(\varphi^k - \varphi^j) + (\varphi_k - \varphi_j)(\varphi^i - \varphi^k)\right) + \frac{D}{2}(\varphi_i\varphi^i + \varphi_j\varphi^j) \tag{3.4}
\]

where \( k \) site is a neighbor to both \( i \) and \( j \) sites.
In a continuum limit we get a mass term
\[ l^{-N-1} \left( B + NC + \frac{N(N-1)}{2} D \right) \varphi_i \varphi^i = \frac{1}{2} m^2 \varphi^2, \quad (3.5) \]
diagonal gradient terms
\[ l^{-N} A \left( \frac{\varphi_i(t) - \varphi_i(t + l)}{l} \right) \left( \frac{\varphi^i(t) - \varphi^i(t + l)}{l} \right) = \frac{1}{2} g^{00} \partial_0 \varphi^* \partial_0 \varphi \quad (3.6) \]
\[ l^{-N} \left( -\frac{C}{2} - (N-1) \right) \frac{D}{2} \left( \frac{\varphi_i - \varphi_j}{l} \right) \left( \frac{\varphi^i - \varphi^j}{l} \right) = \frac{1}{2} g^{aa} \partial_a \varphi^* \partial_a \varphi \quad (3.7) \]
and off-diagonal gradient terms
\[ l^{-N} \frac{D}{2} \left( \frac{\varphi_i - \varphi_k}{l} \right) \left( \frac{\varphi^k - \varphi^j}{l} \right) = \frac{1}{2} g^{ab} \partial_a \varphi^* \partial_b \varphi \quad (3.8) \]
where there are no summations over repeated indices on either side of the equations. We can now rewrite the quantum field theory Lagrangian as
\[ \mathcal{L}(\varphi(x), \partial_{\mu} \varphi(x)) = \frac{1}{2} g^{\mu \nu} \partial_{\mu} \varphi^* \partial_{\nu} \varphi - \frac{1}{2} m^2 \varphi^* \varphi \quad (3.9) \]
where the “mass”
\[ m^2 = -(2B + 2NC + N(N-1)D) l^{-N-1} \quad (3.10) \]
and the inverse “metric” is
\[ g^{00} = Al^{-N} \quad (3.11) \]
\[ g^{aa} = -(C + (N-1)D) l^{-N} \quad (3.12) \]
\[ g^{ab} = Dl^{-N}, \quad (3.13) \]
where \( a \neq b \). One can also invert the above expression to obtain the metric tensor
\[ g_{00} = \frac{1}{A} l^{N-1} \quad (3.14) \]
\[ g_{aa} = -(C + D) l^{N-1} \quad (3.15) \]
\[ g_{ab} = D(C + ND - C) l^{N-1}. \quad (3.16) \]

Note that \( m \) and \( g_{\mu \nu} \) now contain all of the informations about computational complexities, but for our path integral to remain finite we need the mass squared and all but one eigenvalues of the metric to be negative which implies\(^3\)
\[ A > 0 \quad (3.17) \]
\[ C > 0 \quad (3.18) \]
\[ D > -\frac{C}{N} \quad (3.19) \]
\[ B < -NC - \frac{N(N-1)}{2} D. \quad (3.20) \]
\(^3\)Note that we use a “mostly negative” metric convention.
Later in the paper we will invert the last inequality in order to reproduce tachyonic mass of the Abelian-Higgs model, but the path integral will remain finite due to the high order terms that we omitted here.

The metric (3.16) is geometrically flat and can be put into a form of Minkowski metric for arbitrary $N$. For example, in two spatial dimensions (i.e. for a system of two q-bits) we can preform the following coordinate transformation:

\[
\begin{align*}
  x_0 &= x'_0 \sqrt{\frac{2A}{l}} \\
  x_1 &= x'_1 \sqrt{\frac{C}{l}} + x'_2 \sqrt{\frac{C+2D}{l}} \\
  x_2 &= x'_1 \sqrt{\frac{C}{l}} - x'_2 \sqrt{\frac{C+2D}{l}}.
\end{align*}
\]

In the old coordinates the spatial compactification is describe by the following identification

\[
(x^1, x^2) \sim (x^1 + 2l, x^2) \sim (x^1, x^2 + 2l)
\]

then in the new coordinates the identifications are given by

\[
x'^i \sim x'^i + k_{(1)}^i \sim x'^i + k_{(2)}^i
\]

where the lattice vectors are

\[
\begin{align*}
  k_{(1)} &= \left( \sqrt{\frac{l^3}{C}}, \sqrt{\frac{l^3}{C+2D}} \right) \\
  k_{(2)} &= \left( \sqrt{\frac{l^3}{C}}, -\sqrt{\frac{l^3}{C+2D}} \right).
\end{align*}
\]

Thus the spatial manifold has topology of a torus but with a diamond-shaped fundamental domain. Only in the limit $D = 0$, which corresponds to suppressed “neighbor-of-neighbor” interactions in our lattice mode, the fundamental domain becomes a square. In higher dimensions the rhombus is replaced with a stretched (along the longest diagonal) hypercube or what is called a hyper-rhombohedron. Note that regardless which longest diagonal is stretched the shortest distances between any two points is same due to compacification (although it obviously depends on the amount of stretching).

3.2 Classical Field Theory Solutions

Now that the field theory is identified as a massive complex scalar field theory on a flat background we can proceed by first analyzing classical solutions of the field equation

\[
(\partial_\mu \partial^\mu + m^2) \varphi = 0.
\]

The only complication is that the spatial fundamental domain of the spatial torus is a hyper-rhombohedron described by a collection of (generally non-orthogonal) lattice vectors $k_{(1)}...k_{(N)}$ such that

\[
x^a \sim x^a + \sum_b n_b k_{(b)}^a \quad \forall n_b \in \mathbb{Z}
\]
for an arbitrary collection of integers \( n_b \). It is also convenient to define the dual (or reciprocal) lattice vectors \( k^{(1)} \ldots k^{(N)} \). Then the most general solution of (3.28) can be written in terms of the dual lattice vectors

\[
\varphi_{cl}(x^\mu) = \sum_{\vec{n} \in \mathbb{Z}^N} \left( \varphi^-_{\vec{n}} e^{-i\omega_{\vec{n}} x^0} + \varphi^+_{\vec{n}} e^{i\omega_{\vec{n}} x^0} \right) \exp \left( -2\pi i n_b k^{(b)}_{a} x^a \right)
\]  
(3.30)

where

\[
\omega_{\vec{n}} = \sqrt{\left( 2\pi n_b k^{(b)}_{a} a x^a \right)^2 + m^2}
\]
(3.31)

and \( n_b \in \mathbb{Z} \) is a collection of \( N \) integers and summation over repeated \( b \in \{1 \ldots N\} \) is implied. So far the mode coefficients \( \varphi_{\vec{n}} \) are arbitrary, but they are to be determined from boundary (i.e. initial and final) conditions.

It is often important to study transitions from a simple initial state (e.g. \(|\psi_{\text{in}}\rangle = |0\rangle\)), which in our field theory description can be described with appropriately normalized delta function

\[
\varphi(x^0 = 0, x^a) = \det |k^{(b)}_{a}|^{-1} \prod_{a=1}^{N} \delta(x^a)
\]
(3.32)

where, without loss of generality, the delta function was placed in the origin. By equating it to (3.30) at \( t = 0 \) we obtain the following conditions on the mode coefficients,

\[
\sum_{\vec{n} \in \mathbb{Z}^N} \left( \varphi^-_{\vec{n}} + \varphi^+_{\vec{n}} \right) \prod_{a=1}^{N} \delta \left( \sum_{b=1}^{N} (n_b - m_b) k^{(b)}_{a} a x^a \right) = 1
\]
(3.33)

or

\[
\varphi^-_{\vec{n}} + \varphi^+_{\vec{n}} = 1 \quad \forall \vec{n} \in \mathbb{Z}^N.
\]
(3.34)

Then to solve for transitions to an arbitrary final state \( \psi_{\text{out}} \equiv \phi \) all that we have to do is to decompose the final state into Fourier modes

\[
\varphi(x^0 = T, x^a) = \sum_{\vec{n} \in \mathbb{Z}^N} \phi_{\vec{n}} \exp \left( -2\pi i \sum_{b=1}^{N} n_b k^{(b)}_{a} x^a \right)
\]
(3.35)

and match the result to (3.30) at \( t = T \), i.e.

\[
\varphi^-_{\vec{n}} e^{-i\omega_{\vec{n}} T} + \varphi^+_{\vec{n}} e^{i\omega_{\vec{n}} T} = \phi_{\vec{n}} \quad \forall \vec{n} \in \mathbb{Z}^N.
\]
(3.36)

We can now solve for mode coefficients using (3.34) and (3.36), i.e.

\[
\varphi^\pm_{\vec{n}} = \pm \frac{\phi_{\vec{n}} - \exp(\mp i\omega_{\vec{n}} T)}{2i \sin(\omega_{\vec{n}} T)}
\]
(3.37)

which can be substituted into (3.30) to obtain an exact solution

\[
\varphi_{d}(x^\mu) = \sum_{\vec{n} \in \mathbb{Z}^N} \left( \frac{\phi_{\vec{n}} \sin(\omega_{\vec{n}} x^0) + \sin(\omega_{\vec{n}} (T - x^0))}{\sin(\omega_{\vec{n}} T)} \right) \exp \left( -2\pi i \sum_{b=1}^{N} n_b k^{(b)}_{a} x^a \right).
\]
(3.38)

This solution (after analytic continuation) can be substituted into Euclidean action to obtain the complexity of state \( \psi_{\text{out}} \) with respect to our simple state \( \psi_{\text{in}} \). Of course the hope is
that the classical solution (or at least some of them) can be used in constructing efficient quantum circuits which can generate the target state $\psi_{\text{out}}$ from a simple state $\psi_{\text{in}}$. Note that a complication might still arise for small $N$ if we were to bring back the “global” constraint which in continuum limit takes the following form:

$$\int d^N x \, \varphi(t)^* \varphi(t) = 1$$

(3.39)

for every $t$. In what follows we will continue to ignore the normalization issue as it is not likely to introduce significant errors in the limit of large $N$. Then the most probable quantum trajectories would be obtained by renormalizing classical solution (3.30) using the normalization condition (3.39).

4 Quantum Circuits from Classical Solutions

Once the classical solution is obtained we still have to figure out to which quantum circuit it corresponds. To illustrate the procedure (and why it does not always work for the Klein-Gordon theory (3.9)) we will discretize temporal evolutions of the state vector

$$|\psi_{(n)}\rangle = \psi_{(n)}|i\rangle$$

(4.1)

and will demand the following mapping of the classical solutions to the evolution of state vector

$$\psi_{(n)}^i \approx \varphi \left( x^0 = t_n, x^a = k^a_{(b)}i^b/2 \right)$$

(4.2)

where $i^b$ is the $b$'th digit of integer $i \in \{0,1\}^N$ in base two. Note that the discretization of the time coordinate $0 = t_0 < t_1 < ... < t_n < ...$ in general might not be even, but should be sufficiently fine such that the approximate mapping in Eq. (4.2) would be satisfied. In fact, if it is true that the computational complexity is given by the Euclidean action (2.5), then it makes sense to first re-parametrize the Euclidean time coordinate such that it would increase linearly with complexity along the classical trajectory, i.e.

$$d\tau_E = L_E(\varphi^i_{\text{cl}}, \dot{\varphi}^i_{\text{cl}}) dt_E.$$

(4.3)

Such time coordinate we can call a Euclidean “proper” time and then to obtain a Lorentzian “proper” time we use the Wick rotation $\tau = -i\tau_E$ prescription. In what follows (and without loss of generality) we will assume that $t$ is already a proper time coordinate (whether it is defined though Euclidean action or directly from the rate of growth of complexity) and thus the time steps are given by $t_n = t_{n-1} + \varepsilon$ where $\varepsilon$ is a sufficiently small but constant number.

Our next task is to generate a sequence of unitary transformations

$$\hat{U}_{(n)} \equiv e^{-i\hat{H}_{(n)}}$$

(4.4)

such that

$$|\psi_{(n)}\rangle = \hat{U}_{(n)}|\psi_{(n-1)}\rangle$$

(4.5)

and $\hat{H}_{(n)}$ are Hermitian operators (we shall call Hamiltonians) that can be approximated by the following expression

$$\hat{H}_{(n)} \approx i \left( |\psi_{(n)}\rangle \langle \psi_{(n)}| - |\psi_{(n-1)}\rangle \langle \psi_{(n-1)}| - |\psi_{(n-1)}\rangle \langle \psi_{(n)}| \right)$$

$$= i \left( |\psi_{(n)}\rangle \langle \psi_{(n)}| - |\psi_{(n-1)}\rangle \langle \psi_{(n-1)}| \right).$$

(4.6)
These Hamiltonians can be decomposed into the so-called Pauli basis using tensor products of Pauli matrices and identity (i.e. \( \sigma_0 = I, \sigma_1 = X, \sigma_2 = Y \) and \( \sigma_3 = Z \)), i.e.

\[
\hat{\sigma}^I = \hat{\sigma}_I \equiv \bigotimes_{b=1}^N \sigma_{I_b} = \sigma_{I_1} \otimes \sigma_{I_2} \otimes \cdots \otimes \sigma_{I_N} \tag{4.7}
\]

where \( I \in \{0, 1, 2, 3\}^N \) is an integer in base four. To emphasize that \( \hat{\sigma}^I \) operators are constructed out of tensor products of four matrices we will use capital indices, \( I, J, K \), etc. and the summation over repeated indices is always implied unless stated otherwise. Then the Pauli basis decomposition of Hamiltonians is given by

\[
\hat{H}_{(n)} = H^I_{(n)} \hat{\sigma}_I \tag{4.8}
\]

where

\[
H^I_{(n)} \equiv 2^{-N} Tr(\hat{H}_{(n)} \hat{\sigma}^I) \tag{4.9}
\]

are the Pauli components.

A working hypothesis (that will turn out to be false in general) is that due to locality of the dual theory used in our construction of the classical solutions the Hamiltonians will be \( k \)-local and thus could be approximated as a sum of the terms with only one and two-q-bit gates. To make the statement more precise it will be useful to introduce a mapping from integers modulus four to integers modulus two it is convenient to define

\[
\delta_i[x] \equiv \begin{cases} 1 & \text{if } x = i, \\ 0 & \text{if } x \neq i \end{cases} \tag{4.10}
\]

which is nothing but a Kronecker delta symbol with one of the variables written as a superscript and another variable written in the square brackets. Then if we now define a Pauli weight of the Pauli basis operators as

\[
w(J) \equiv \delta_1[J]^b \delta_1[J_b] + \delta_2[J]^b \delta_2[J_b] + \delta_3[J]^b \delta_3[J_b] \tag{4.11}
\]

then it is desired that Pauli components \( \hat{H}^I_{(n)} \) with weight greater than two are suppressed compared to components with weight one or two. This, of course, should be confirmed by direct calculations, which is what we are going to do next.

Consider one of the unitary operators generated by a Hamiltonian

\[
\hat{H}_{(n)} = i \left( \psi_\text{in},i \psi^\dagger_\text{out} - \psi_\text{out},j \psi^\dagger_\text{in} \right) |j\rangle \langle i| \tag{4.12}
\]

where \( \psi_\text{in} \) and \( \psi_\text{out} \) represent the state vector before and after the corresponding unitary operation is applied. In (4.12) the operator is expressed in computational basis, but we can rewrite it in Pauli basis using (4.9) which gives us

\[
H^I_{(n)} = \frac{i}{2^N} \left( \psi_\text{in},i \psi^\dagger_\text{out} - \psi_\text{out},j \psi^\dagger_\text{in} \right) \langle i| \hat{\sigma}^I |j\rangle. \tag{4.13}
\]
Then the Pauli components corresponding to single q-bit gates can be described as (discretized) integrals over the torus. For example,
\[
H^0_{(n)} = \frac{i}{2N} \sum_{j \in \{0, 1\}^N} \left( \psi_{\text{in}, j} \psi_{\text{out}, j}^\dagger - \psi_{\text{in}, j}^\dagger \psi_{\text{out}, j} \right)
\]
\[
= \frac{2}{N} \text{Im} \left( \varphi(t_{n-1}, x^n) \varphi^*(t_n, x^n) \right)
\]
(4.14)
\[
H^1_{(n)} = \frac{i}{2N} \sum_{j \in \{0, 1\}^N} \left( \psi_{\text{in}, j+1} \psi_{\text{out}, j}^\dagger - \psi_{\text{in}, j}^\dagger \psi_{\text{out}, j+1} \right)
\]
\[
= \frac{2}{N} \text{Im} \left( \varphi(t_{n-1}, x^n + k_{(1)}^a/2) \varphi^*(t_n, x^n) \right)
\]
(4.15)
\[
H^2_{(n)} = \frac{i}{2N} \sum_{j \in \{0, 1\}^N} (-2)^j \left( \psi_{\text{in}, j} \psi_{\text{out}, j+1}^\dagger - \psi_{\text{in}, j+1}^\dagger \psi_{\text{out}, j} \right)
\]
\[
= \frac{2}{N} \exp \left( i\pi \left( \frac{2a^n k_{(1)}^a}{2} \right) \right) \text{Im} \left( \varphi(t_{n-1}, x^n + k_{(1)}^a/2) \varphi^*(t_n, x^n) \right)
\]
(4.16)
\[
H^3_{(n)} = \frac{i}{2N} \sum_{j \in \{0, 1\}^N} (-2)^j \left( \psi_{\text{in}, j} \psi_{\text{out}, j}^\dagger - \psi_{\text{in}, j}^\dagger \psi_{\text{out}, j} \right)
\]
\[
= \frac{2}{N} \exp \left( i\pi \left( \frac{2a^n k_{(1)}^a}{2} \right) \right) \text{Im} \left( \varphi(t_{n-1}, x^n) \varphi^*(t_n, x^n) \right)
\]
(4.17)
where \( \oplus \) is a bitwise addition modulus two (e.g. \( 001 \oplus 001 = 000, 111 \oplus 001 = 110, 100 \oplus 011 = 111 \)) and the bar denotes spatial average, i.e.
\[
\overline{f(x)} = \int \frac{d^N x}{2^N} f(x).
\]
(4.18)
It is also straightforward to obtain the decomposition of the other single q-bit or double q-bit gates. For example, \( H^{21} = Tr \left( \hat{H} \otimes \hat{X} \otimes \hat{Y} \otimes \hat{f}^{\otimes (N-2)} \right) \) is given by
\[
H^{21}_{(n)} = \frac{i}{2N} \sum_{j \in \{0, 1\}^N} (-2)^j \left( \psi_{\text{in}, j+21} \psi_{\text{out}, j}^\dagger - \psi_{\text{in}, j}^\dagger \psi_{\text{out}, j+21} \right)
\]
(4.19)
\[
\approx 2 \exp \left( i\pi \left( \frac{2a^n k_{(1)}^a}{2} \right) \right) \text{Im} \left( \varphi(t_{n-1}, x^n + k_{(1)}^a/2 + k_{(2)}^a/2) \varphi^*(t_n, x^n) \right).
\]
After a bit of algebra one can also show that the most general Pauli component can be written compactly as
\[
H^J_{(n)} \approx 2e^{i\pi \left( 2^n \delta_2 [J_0] + 2 \delta_1 [J_0] k_{(1)}^a + \delta \delta_2 [J_0] k_{(2)}^a \right)/2} \text{Im} \left( \varphi(t_{n-1}, x^n + (\delta_1 [J_0] + \delta_2 [J_0]) k_{(0)}^a/2) \varphi^*(t_n, x^n) \right)
\]
(4.20)
where summation over repeated indices is implied.

5 Abelian-Higgs Dual Theory

Note that the Pauli components (4.20) are nothing but spatial averages of non-local terms composed of the field operators of a local scalar field theory described by (3.9). Then one
might want to argue that the value of the Pauli components of a generic quantum circuit would scale exponentially with distance separating the non-local operators. For example, if \( D = 0 \) and \( m \) is sufficiently large, then for Pauli components built by tensor products of only \( X \) and \( Y \) (and of course \( I \)) Pauli matrices, we expect that

\[
\langle H^J \rangle_{\text{avg}} \propto \exp \left( -ml\sqrt{w(J)} \right),
\]

(5.1)

where the square root in the exponent shows how the distance between field operators scales with Pauli weight (4.11). This suggests that the quantum gates simultaneously acting on a large number of q-bits are exponentially suppressed. This is exactly what we want, but we are not done yet.

5.1 The \( Z \)-problem or Massless Excitations

The problem is that we cannot say the same about the Pauli components which include tensor products of \( Z \) matrices. In fact the tensor products of \( Z \) matrices are responsible for the appropriate transformations of phases, but at the level of our scalar field theory the evolution of phases is not constrain to be “non-relativistic”. The problem with Pauli \( Z \) matrices (we call it the \( Z \)-problem) can be easily seen on the dual theory side by decomposing our complex field using polar coordinates, i.e.

\[
\varphi(x) = \rho(x)e^{i\theta(x)}
\]

(5.2)

and then the action (3.9) can be rewritten as

\[
\mathcal{L} = \frac{1}{2} \partial_\mu \rho \partial^\mu \rho - \frac{1}{2} m^2 \rho^2 + \frac{1}{2} \rho^2 \partial_\mu \theta \partial^\mu \theta.
\]

(5.3)

Roughly speaking the propagation of the field \( \theta \) is not suppressed by any mass term and consequently the Pauli components which include multiple \( Z \) matrices do not have an exponential suppression which is present for multiple \( X \) or \( Y \) gates (5.1). This becomes even more evident if we consider a Mexican hat potential for the scalar field described by

\[
\mathcal{L} = \frac{1}{2} \partial_\mu \varphi^* \partial^\mu \varphi + \frac{1}{2} m^2 \varphi^* \varphi - \lambda (\varphi^* \varphi)^2
\]

\[
= \frac{1}{2} \partial_\mu \rho \partial^\mu \rho + \frac{1}{2} m^2 \rho^2 - \lambda \rho^4 + \frac{1}{2} \rho^2 \partial_\mu \theta \partial^\mu \theta.
\]

(5.4)

Upon spontaneous symmetry breaking the phase degree of freedom \( \theta \) becomes a massless Goldstone excitation which is the source of the \( Z \)-problem. Fortunately the problem of massless excitations can be solved using Higgs mechanism. What we can do it to promote the global \( U(1) \) symmetry of (5.4) to a local symmetry using an auxiliary vector field,

\[
\mathcal{L} = \frac{1}{2} D_\mu \varphi^* D^\mu \varphi + \frac{1}{2} m^2 \varphi^* \varphi - \lambda (\varphi^* \varphi)^2 - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}
\]

(5.5)

where

\[
D_\mu \equiv \partial_\mu - i q A_\mu
\]

(5.6)

is a covariant derivative and

\[
F^{\mu\nu} = \partial^{[\mu} A^{\nu]} = \partial^\mu A^\nu - \partial^\nu A^\mu
\]

(5.7)
is the \( U(1) \) field tensor. This is a well-known Abelian-Higgs model in which the massless Goldstone mode can be thought to be absorbed by the vector field \( A^\mu \). The theory can be analyzed in the so-called unitary gauge where the action takes the following form

\[
L = \frac{1}{2} \partial_\mu \rho \partial^\mu \rho - \frac{1}{2} m^2 \rho^2 - \lambda \rho^4 - \frac{1}{2} q^2 \rho^2 A_\mu A^\mu - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}.
\]  

(5.8)

In this dual theory the amplitude of our state vector would still be described by \( \rho \), but the phase would be describe by the longitudinal component of the vector field \( A^\mu \). More precisely we can define an invariant phase \( \Theta \) through equation

\[
\partial_\mu \partial^\mu \Theta = \partial_\mu (\partial^\mu \theta - q A^\mu)
\]

(5.9)

which can be solved for a given solutions of \( \partial^\mu \theta - q A^\mu \). Then evolution of the state vector would be described by identification

\[
\psi^i_{(n)} \approx \rho \left(x^0 = t_n, x^a = k_{(0)}^a \sqrt{n}/2\right) r^{i\Theta \left(x^0 = t_n, x^a = k_{(0)}^a \sqrt{n}/2\right)}
\]

(5.10)

where both \( \rho \) and \( \Theta \) are the fields one can solve for.

Since the vector field \( A^\mu \) is massive (with mass \( qm/\sqrt{4\lambda} \) in broken phase) we can adjust the parameters such that correlators of the invariant phase (describe now by \( \Theta \)) have a similar exponential suppressions as the correlators of the invariant amplitude (described by \( \rho \)). Then evolution of the state vector \( |\psi\rangle \) would be guaranteed to be confined to only non-relativistic changes, and thus only a small number of \( X, Y \) and also \( Z \) matricies would be required to reproduce such evolution with quantum circuits. Of course the complications which comes with the proposed modification of the dual theory is that it is no loner quadratic. Moreover the computational task would be a lot more difficult to carry on in practice since we have to solve the field theory for all possible initial and final conditions of the transverse modes of the gauge field.

### 5.2 Non-relativistic Limit of Field Theories

In a non-relativistic limit we can try to separate the “rest mass” contribution using the following ansatz for the scalar field,

\[
\varphi(x, t) \equiv \phi(x, t)e^{-imt}.
\]

(5.11)

Then under assumption that \( m\phi \gg \partial_0 \phi \) we can approximate

\[
\partial_0 \varphi^* \partial_0 \varphi - m^2 \varphi^2 = (im + \partial_0) \phi^* (-im + \partial_0) \phi - m^2 \phi^2 \\
\approx im (\phi^* \partial_0 \phi - \phi \partial_0 \phi^*)
\]

(5.12)

This can be substituted into Abelian gauge theory Lagrangian

\[
L = \frac{1}{2} D_\mu \varphi^* D^\mu \varphi - \frac{1}{2} m^2 \varphi^* \varphi + V(\varphi^* \varphi) - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}
\]

(5.13)

to yield (after integration by parts and setting without loss of generality \( m = 1 \)) a non-relativistic theory described by

\[
L = i\phi^* D_0 \phi + \frac{1}{2} D_\phi \phi^* D^\phi \phi - V(\phi^* \phi) - \frac{1}{4} F_{\mu\nu} F^{\mu\nu}.
\]

(5.14)
where \( V(\phi^* \phi) \) is an interaction term which may or may not be zero. Upon variation we obtain a (in general non-linear) Schrodinger equation

\[
i \frac{\partial \phi}{\partial t} = (iqA_0 + D_a D^a) \phi + V(\phi^* \phi) \tag{5.15}
\]

and Maxwell’s equation

\[
\partial_\mu F^{\mu\nu} = J^\nu \tag{5.16}
\]

where

\[
J^0 \equiv \phi^* \phi \tag{5.17}
\]

\[
J^a \equiv \frac{i}{2} (\phi^* D^a \phi - \phi D^a \phi^*) \tag{5.18}
\]

are the conserved (non-relativistic) charge and current densities. Then the conserved charge density

\[
J^0 = \phi^* \phi = \rho^2 \tag{5.19}
\]

is exactly what we want for the evolution of scalar field to describe the state vector (upon identification (5.10)), whose normalization condition \( \psi_i(t) \psi^j(t) = 1 \) would be automatically satisfied at all times if it is satisfied at the initial time. Moreover, whenever the interactions are suppressed (i.e. \( V(\phi^* \phi) \approx 0 \)) the orthonormal states would remain orthonormal throughout evolution. This property is essential for the applications of our methods to the problem of construction of arbitrary unitary operators that we shall discuss very briefly.

Consider an arbitrary unitary operator \( \hat{U} \). Our task is to create a quantum circuit that would transfer all of the (orthonormal) coordinate basis initial states \( |i\rangle \) into final states, \( |\psi_{[j]}\rangle = \hat{U} |i\rangle \).

So far we have learned how to construct a quantum circuit that would approximate a unitary evolution of a single initial state (e.g. \( |0\rangle \)) to a single final state (e.g. \( |\psi_{[j]}\rangle \)) with a discrete set of unitary operators \( \hat{U}_{(n)} \equiv e^{-i\hat{H}_{(n)}} \).

where \( \hat{H}_{(n)} \) was given by (4.6). But now we have to ensure that all of the orthonormal states are correctly evolved by our discrete sequence of unitary operators, \( \hat{U}_{(n)} \). For that we set the Hamiltonian operators to be given by a sum of the terms determined from the evolutions of individual state vectors, i.e.

\[
\hat{H}_{(n)} \approx i \sum_j \left( |\psi_{[j],(n)}\rangle \langle \psi_{[j],(n-1)}| - |\psi_{[j],(n-1)}\rangle \langle \psi_{[j],(n)}| \right) . \tag{5.22}
\]

(Note that we slightly abuse the notations and use the first index in square brackets to enumerate different initial vectors and the second index in round brackets to enumerate its (discrete) time evolution.) Of course, now the task is a lot more general and a lot more difficult to carry out in practice since we have to solve the quantum field theory for \( 2^N \) transitions from different initial (determined by \( |i\rangle \)) to different final states (determined by \( \hat{U} |i\rangle \)), but this is not an exponentially (in \( 2^N \)) difficult task and thus does not possess a huge problem.
There is however a potentially more serious problem. Whenever the interaction term \( V(\phi^*\phi) \) in Lagrangian (5.14) is not negligible, the orthonormal states would still remain normal (in non-relativistic limit), but might not remain orthogonal. As a result the quantum circuit (built from the Hamiltonians in (5.22)) might not describe the unitary evolution \( \hat{U} \) that we would like to approximate.

6 Solving The Quantum Maze

Now that the dual theory description of the quantum maze problem is constructed we can discuss algorithms for finding the shortest quantum circuit which connects an arbitrary pair of states. The goal would be to estimate the classical computational complexity of such algorithms (not to confuse with the quantum computational complexity of shortest quantum circuit). Our model depends on at least nine parameters: \( A, B \) (or \( m^2 \) given by (3.10)), \( C, D, l, T, \varepsilon, \lambda, q \) that we can try to fix. The metric parameters \( A \) and \( C \) can both be set to 1 without loss of generality and the temporal parameter \( T \) would scale with the computational complexity of a given computational task and the time step \( \varepsilon \) must remain sufficiently small (generically \( 2^N \) times smaller compared to \( T \)) so that an approximation (4.6) makes sense. Since we only want to suppress contributions of the three or more q-bit gates, but not the two q-bit gates we can adjust \( D \) so that the expected Pauli coefficients with Pauli weights 1 and 2 are of the same order. Moreover, the exponential suppression of correctors (discussed in Sec. 5) should be at the scale of lattice spacing \( l \) which lives us with at least three parameters: mass scale \( m \), coupling constant \( \lambda \), and charge \( q \). All these parameters are to be determined “numerically” and it would be interesting to see how they scale with the number of q-bits \( N \). We leave all these questions for future work, and will instead discuss an algorithm for solving quantum maze and its computational complexity.

The largest (and also typical) quantum computational complexity of transitioning from a simple state to a given target state scales as \( 2^N \). Since we want to estimate the complexity of our algorithm in the worst possible case we can a priori set \( \varepsilon = 1 \) and \( T = 2^N \). Then all that we want to estimate is how difficult it is to figure out what should be the first quantum gate. If the answer is polynomial in \( 2^N \) then multiplying by an additional factor of \( 2^N \) hardly changes anything and the quantum maze problem would be solvable in a polynomial in \( 2^N \) time. The initial and final states for \( \phi \) are fixed but the main problem is that there is still a freedom of choosing transverse modes for the gauge field. Since the Abelian-Higgs theory is not exactly solvable we cannot study a continuum of possible choices for the gauge field and thus the field must be discretized. This makes the task of figuring out what would be the first gate exponentially hard in \( 2^N \) and so the entire algorithm is exponentially difficult to implement. Although we managed to fix the \( Z \)-problem using Higgs mechanism we are back to the fact that in general it would be exponentially difficult to find a solution using the Abelian-Higgs dual theory.

This is a good place where the dual theory approach can be compared to a geometric approach developed in Refs. [12–14]. There the authors describe the problem of finding the shortest \( N \) q-bit quantum circuit in terms of geodesic distances in \( 2^N \) dimensional space. In our approach the problem is formulated in terms of semiclassical theories of quantum fields in \( N + 1 \) dimensional space-time with geometrically flat, but topologically compact spatial slices. Unfortunately both approaches, i.e. the geometric and the field theoretic, lead to the same conclusion - the quantum maze problem is an exponentially hard to solve. Does it mean that we have exhausted all of the possibilities? Of course not.
So far we have only considered field theories on flat spacetime although the spatial fundamental domain was an \(N\)-dimensional torus. The computationally complex trajectories in the field theory configuration space we punished using the mass terms. But one might ask if we can accomplish the same by making the geometry curved and/or the topology less trivial. This is along the lines of reasoning used in Ref. \[12\] with an important difference that we are talking about \(N+1\)-dimensional geometry instead of \(2N\) dimensional geometry. However, we must be careful not to introduce any additional degrees of freedom and so we shall insist that the metric tensor \(g_{\mu\nu}\) is not dynamical, but the dual filed theory is once again a simple Klein-Gordon theory.

Then there are at least three possible geometric and/or topological solutions that we can describe without going into details. If we allow the spatial geometry to curve all that we need to do is to curve it in such a way that solutions for Klein-Gordon fields stay away from all diagonals connecting vertices of the lattice sites \(i\) and \(j\) that have Hamming distance \(h(i,j) > 2\). One possibility is to have only positive spatial curvature along all paths connecting vertices \(i\) and \(j\) with Hamming distance \(h(i,j) = 1\) or \(2\) and negative curvature along all path connecting vertices with Hamming distance \(h(i,j) > 2\). The author is not aware of any theorem that would say that it is impossible, but is also not yet ready to write down the metric tensor and so this will be left for future work.

Another possibility is to cut-out the interior from every lattice cube. (Altogether there are \(2^N\) lattice cubes because the fundamental domain of the \(N\)-torus has volume \((2l)^N\) which is \(2^N\) times larger than the volume of a single lattice cube whose volume is \(l^N\).) After cutting out a “significant” portion (i.e. of size \(\lesssim l^N\)) of each lattice cube the manifold is no longer compact, and there are least two possibilities. We can either impose reflecting boundary conditions along all cuts or we can try to make identifications that will make the manifold compact again. (In both cases we would also have to smooth out the geometry near corners of these cuts to avoid caustics). Note that the identifications cannot be arbitrary as we still want the geodesic distances between all points with large Hamming distance to be large. Once again the author is not aware of any theorem that says that it is impossible, but the exact construction of such manifolds will be left for future work.

7 Summary

In this paper we considered a problem of finding the shortest quantum circuit consisting of only one- and two- q-bit gates that would transfer an arbitrary \(N\) q-bit initial state to an arbitrary \(N\) q-bit final state. We called it the “quantum maze” problem and argued that it is relevant to both quantum computation and quantum gravity. Until now, the only systematic and generic treatment of the problem was given from a purely geometric prospective \[12\] where the quantum maze problem (more precisely a related problem) was shown to be equivalent to the problem of finding the shortest geodesics in \(2^N\) dimensional curved space. Instead of focusing on the geometric ideas we made an attempt to map the quantum maze problem to a dual field theory problem (generically on a curved background) that we might know how to solve.

In particular it was first argued that the quantum maze problem is equivalent to the problem of finding semiclassical trajectories in some lattice field theories (the dual theories) on an \(N+1\) dimensional space-time with geometrically flat, but topologically compact spatial slices. The spatial fundamental domain was an \(N\) dimensional hyper-rhombohedron, and the temporal direction described transitions from an arbitrary initial state to an arbitrary target.
state. We then considered a simple complex Klein-Gordon field theory in $N + 1$ dimensional space-time with compact spatial domain and argued that such dual theory can only be used to study the shortest quantum circuits which do not involve generators composed of tensor products of multiple Pauli $Z$ matrices. One can call such quantum circuits and the corresponding target states $Z$-simple. However, the $Z$-simple quantum circuits (or states) are not generic which is what we called the $Z$-problem. On the dual field theory side the $Z$-problem corresponds to the well known problem of massless excitations of the phase or the Goldstone mode.

To fix the $Z$-problem on the quantum computation side we first proposed to used a Higgs mechanism on the dual theory side. The simplest dual theory which does not suffer from the massless excitation (or from the $Z$-problem) is an Abelian-Higgs model which we argue can be used for finding the shortest quantum circuits. Since every trajectory of the field theory is mapped directly to a quantum circuit, the shortest quantum circuits (consisting of a finite number of gates) were identified with semiclassical filed theory trajectories. Although the $Z$-problem is fixed with Higgs mechanism another problem was introduced due to addition of the new degrees of freedom in the Abelian-Higgs dual theory (i.e. transverse modes of gauge field). It turned out that because of these new degrees of freedom the algorithmic complexity to actually solve the quantum maze problem remained exponentially hard even if in the Abelian-Higgs dual description is employed.

Then we argued that if our main task is to come up with an algorithm which is sub-exponential in time we must leave the field content minimal, i.e. complex Klein-Gordon field, and change the geometry and/or topology of our $N + 1$ dimensional spacet ime. We discussed three possible modification of the spatial geometry and/or topology that looked rather promising. The first involved leaving topology as is, but adding negative curvature along trajectories that we wanted to punish (i.e. connecting vertices with Hamming distance 3 or more) and positive curvature along trajectories which we want to reward (i.e. connecting vertices with Hamming distance 1 or 2). The second and third modification to the manifold involved cutting certain regions from the inside of each of the $2^N$ lattice cubes and then imposing either reflecting boundary conditions, or making identifications so that the manifold remains compact. Detailed calculations base on these geometric and/or topological ideas were left for future work.
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