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Abstract: The portability of predictive models of academic performance has been widely studied in the field of learning platforms, but there are few studies in which the results of previous evaluations are used as factors. The aim of this work was to analyze portability precisely in this context, where preceding performance is used as a key predictor. Through a study designed to control the main confounding factors, the results of 170 students evaluated over two academic years were analyzed, developing various predictive models for a base group (BG) of 39 students. After the four best models were selected, they were validated using different statistical techniques. Finally, these models were applied to the remaining groups, controlling the number of different factors with respect to the BG. The results show that the models’ performance varies consistently with what was expected: as they move away from the BG (fewer common characteristics), the specificity of the four models tends to decrease.
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1. Introduction

Early prediction of academic performance in university studies has been the subject of research in different contexts and from multiple perspectives. This is an area in which a growing amount of research is being developed, especially from the perspective of learning analytics (LA) (as Romero and Ventura [1] pointed out, both the LA and educational data mining (EDM) communities share a common interest in data intensive approaches to education research, LA being focused on the educational challenge and EDM on the technological challenge). The definition of LA, coined by the Society for Learning Analytics Research (SoLAR) and generally accepted in the literature, was given at the 1st International Conference on Learning Analytics and Knowledge: “Learning analytics is the measurement, collection, analysis and reporting of data about learners and their contexts, for purposes of understanding and optimising learning and the environments in which it occurs”. The area of LA has developed especially in the field of higher education, but the number of studies at other educational levels is increasing [2]. Many of the publications in this area involve environments where technology has special prominence and where it is possible to collect a large amount of information, such as technology-enhanced learning (TEL) [3], but the scope of this paper is not limited to a technological context.

There are different research communities with which LA finds common elements, among which so-called educational data mining and academic analytics can be highlighted. Different studies have developed analogies across and explored the differences in these areas of research [4,5]. The fundamental differential factor of the LA approach is the prior objective of supporting teachers in the design of interventions that contribute to improving educational processes; thus, studies are focused on courses, subjects or departments. To
avoid leading to a reductionist approach, these interventions need to be based on the principles of formative assessment [6]. At the current stage, the LA literature highlights the importance of developing studies with a direct impact on teaching practices [2].

Among the different types of analyses developed within LA [7], this work is focused on the identification and evaluation of factors as indicators of performance for the purposes of prediction. The factors taken into consideration in such models mostly fall under three categories [8]: student interactions with their learning management system (LMS), demographic characteristics (such as age and gender) and grades (in previous courses and the results of partial assessments of the subject under study). This last type of factor is precisely the one selected in this work.

Final exam results are taken as a measure of academic performance. Bearing in mind that academic success or failure are constructs that are not straightforward or simple to measure [9,10], grades are widely accepted as indicators of performance [11]. The prediction model is based on observable indicators and not directly on an underlying theoretical model of academic performance, but the implementation of prediction-based interventions should fit the methodology of the course and the discipline to which it belongs [12]. In this sense, the teaching methodology in the subjects under study in this work follows an approach that integrates direct instruction and constructivist theory [13–16]. Neither of these two theories seems satisfactory in isolation [17–19]. From the context of the subjects, in the first stage of the degree, the arguments that support direct teaching are relevant [20]: novice students at elementary levels, in constructivist pedagogical practice, run into problems that hinder learning because they do not have the experience to see things in their full complexity.

However, the university in which the subjects are taught understands that the inclusion of constructivist elements is positive because it boosts student learning-centered teaching [21–24]. This is an objective aligned with the majority of approaches to pedagogy in recent decades [25]. The elements of constructivist theory that are incorporated into the subjects are essentially tasks that students develop outside of the classroom (the design of these tasks includes working with real-world data and information and tries to meet the requirements of authenticity [26]. For instance, in the subject financial mathematics, the students have to study a real loan and develop the mathematical formalization according to the progression of their learning). The objective of this type of task, metaphorically called scaffolding [27–29] in constructivist theory, is the transfer of responsibility to the student for his/her learning process; for this transfer to be efficient, it must be adapted to the needs of the student. The intended early identification of students with a high probability of failure in this study would make it possible to design scaffolding adapted to a context narrower than that of the group as a whole [29,30].

From the identification of students at risk for failure, the instructors can design other interventions tailored to their situation [31]. They can define differentiated communication strategies, which can start with personal notifications of the risk situation and the collection of information on the perceptions of the student [32]. Since the factors taken into account are the results of previous evaluations, the communication derived from the analysis can be interpreted as a complement to the rating, and the formative evaluation literature can be taken into consideration [33,34].

The fundamental contribution of this work, with regard to previous studies that take this approach [35], is the incorporation of the conditions for the application of the model in different groups. First, a methodology was selected that can be implemented by all teachers, as detailed in Section 2. Second, a portability study was developed; this study is the heart of the work. For the model to have predictive utility when teachers intervene, it is essential that it can be applied to groups other than the initial one [36]. The portability of predictive models of academic performance has been extensively studied in the analyses of data related to the use of learning platforms [37–39], but there are few studies in which the results of previous evaluations are taken as factors.
The goal of this study was to analyze the portability of predictive academic performance models based on evaluation results. The study focused on the search for model portability limits that guarantee reasonable performance. To that end, the loss of specificity was evaluated when the difference between the group to which the model was applied and the group for which it was estimated increased. The article is structured as follows: Section 2 contains the details of the considered sample, as well as the design of the study developed, providing insights into the treatment of the main confounding variables and the statistical techniques used. Results are presented in Section 3. Finally, these results and their implications are discussed in Section 4, and the main conclusions of this work are analyzed in Section 5.

2. Materials and Methods

2.1. Participants

This research used panel data on a set of 170 undergraduate students from four different classes of the same degree evaluated over two academic years. Considering the same degree is an important aspect because as pointed out by [37], portability worsens notably when courses of different degrees are included. For reasons outlined later, related to the analysis of sensitivity to portability, these groups were aggregated into three groups: the base group (BG); group 2 (G2), formed by two different classes of students pursuing a degree in business taught in Spanish; and group 3 (G3), formed by students pursuing a degree in business taught in English. The composition of these groups was not random but responded to other criteria. For the business degree taught in Spanish, the classes were formed following the alphabetical order of the students’ surnames, since this is the criterion used by the university to assign students. For the business degree taught in English group, it was the students themselves who decided to opt for this group, being accepted or not according to their level of English.

The subjects, on which the predictive models were developed, have a significantly higher number of students with approximately 450 per year, but it was not possible to use them due to the requirements imposed in the study to control the main confounding factors. The first of these factors, which is absolutely critical, is the profile of access to university, not only with regard to the level of previous instruction but also with regard to the university degree, which can affect the degree of interest in certain subjects. For this reason, it was decided to work only with students of the same degree: business administration and management. Another key confounding factor is the exigency level of different groups. Among other reasons, the differences may be due to the particularities of each teacher or to variations between groups taking the subject in different years. This led to the choice of two specific subjects from the quantitative methods department: business statistics and financial mathematics. On the one hand, they are taught by teachers from the same department, which, a priori, should mean greater homogeneity. On the other hand, in these subjects, there is strong coordination, which forces teachers to follow exactly the same syllabus, to use the same teaching materials, to have an identical evaluation system in all groups and to carry out intermediate evaluation tests that are conducted at the same time and that are very similar; these tests are also usually supervised by the coordinator of the subject to guarantee a similar exigency level. In addition, the final exam, prepared by the coordinator, is identical for all groups, with the only difference being the language of writing, in the case of the group taught in English. This is a key element, and it ensures a practically identical exigency level, at least for one particular year. In the case of this paper, by using panel data and, therefore, comparing the same final exam for all groups in each subject, we ensured that we measured performance under practically identical conditions. Both subjects, of 6 European Credit Transfer System (ECTS) credits, are taught in the first semester of the second year in the business administration and management degree program.
2.2. Materials

Once these factors were controlled, different predictive models of academic performance were formulated, under the premise of being relatively simple due to two reasons. The first is that for such models to be useful for practical purposes, they should be able to be run by teachers without specific knowledge of programming or statistical methods. This implies that, apart from the fact that this research was developed entirely in R, a free programming environment oriented toward statistical analysis [40], the resulting algorithms should be able to be implemented in Excel, the only tool that all teachers in different knowledge areas know and can use fluently. More sophisticated algorithms such as TrAdaBoost or AdaBoost [41], which can work better, have the disadvantage that they cannot be implemented by teachers without programming knowledge.

Additionally, the models should require a reduced amount of prior information since on many occasions, the information needed to adjust the predictive models, despite being obtainable for research development, is not available to all teachers, limiting the subsequent use of the models. One of the key aspects when developing predictive models of academic performance is to identify the possible causal factors, which is a rather complex task as one of the latest meta-analyses on this topic [42] collected a total of 105 different variables, encompassing two major areas: those related to the student and those linked to the instructional process. In the case of this paper, as already indicated, the choice of variables presents an important restriction: the variables must contain information that can be obtained relatively easily by any teacher. This implies that certain variables, despite their potential importance for academic performance, must be discarded in the construction of the model. This is the case, for example, in research on parents [43]; although parents have been identified as a relevant variable, information on them is not easily accessible.

For this particular study, it would be possible to obtain such information, but this would imply the impossibility of using the model developed, as it would not be possible to access such information regularly in other groups. Fortunately, the variables that the literature identifies as especially relevant can be accessed in a simple way. First, we found information on pre-university performance, which several studies identified as one of the indicators with the greatest predictive capacity in university students [10,44,45]. This is to be expected since it is an indicator that synthesizes, on the one hand, the skills and effort capacity of the student and, on the other hand, his/her initial knowledge. In the specific case of degrees related to the economy and business in Spain, García-Diez [46] concluded that the score obtained for selectivity, currently the EvAU, is useful for the purpose of selecting students with the greatest probability of success in their university studies. In the Spanish university system, the EvAU is the equivalent of the SAT, in the sense that the score obtained is used by public universities to select their future students. The EvAU is not a standardized test but is elaborated by a commission formed by university professors who are experts in each subject, often in collaboration with high school teachers. It is normally carried out over three days in mid-June on the same date for all students in the country, since it consists of as many exams as subjects have been taken during the baccalaureate, so it is a considerably long test. In order to gain access to the university, it is necessary to pass the EvAU and, depending on the grade obtained, the student can choose a university degree with a limited number of places that he/she wants to study according to the cut-off grade (minimum grade is used as a limit to gain access to a certain degree before all the places offered are filled) established for each degree and university.

On the other hand, in this type of degree, good performance in the subjects of mathematics at university positively correlates with good performance in those of economics [47] and finance [48]. Ballard and Johnson [49] pointed out that quantitative skills are a key factor in performance in an introductory course in microeconomics, while Giron Cruz and González Gómez [50] concluded that good results in the area of economics are explained, to a large extent, by previous performance in mathematics. Thus, it seems that performance in mathematical subjects is a good predictor of performance in other subjects related to economics and business. Therefore, the elements mentioned above, together
with the results of early and late assessments in each subject, seem to be not only relevant for the purpose of explaining academic performance but also relatively simple to obtain, meaning that their incorporation into a general model of academic performance is feasible. Thus, the following variables were considered: the EvAU score (EvAU), the first course grade (1st course grade), the grade in the subject of mathematics 1 in the first year (math. 1 grade), the grade in the subject of mathematics 2 in the first year (math. 2 grade), the grade obtained in the early assessment of the considered subject (early assessment) and the grade obtained in the late assessment (late assessment).

Based on the considerations of ease of use and easily accessible prior information, we chose logit-type models, incorporating the interaction between the indicated variables. In this sense, it is necessary to mention that a serious problem of imperfect multicollinearity was detected as a result of incorporating the mentioned interactions, generating very high variance inflation factors (VIFs). Thus, following the recommendations of [51,52], the variables were normalized by subtracting the average value. After this transformation, the problem disappeared, and VIFs significantly lower than 10 were obtained. This aspect is key since the absence of multicollinearity between independent variables is one of the basic assumptions of logistic regression, which is often ignored [53].

2.3. Procedure

Starting from six potentially relevant variables, for the BG in the subject of statistics, logit models resulting from all possible combinations between them, two by two, with the corresponding interactions, three by three, in this case without interaction, were adjusted. Combinations of four or more variables were not incorporated due to the size of the sample since, as Ortega Calvo and Cayuela Domínguez [54] pointed out, an acceptable adjustment requires at least 10 data points for each parameter to be estimated plus one; for this reason, we were forced to limit the model to a maximum of three variables. A total of 60 different models were successively tested, and the 4 best performing models were chosen, which are formulated as follows:

\[
\text{Logit} = \left[ \frac{p}{1-p} \right] = \beta_0 + \beta_1 \cdot \text{Early evaluation} + \beta_2 \cdot \text{1st course grade}
\]

\[
\text{Logit} = \beta_0 + \beta_1 \cdot \text{Early evaluation} + \beta_2 \cdot \text{1st course grade} + \beta_3 \cdot \text{Early evaluation} \cdot \text{1st course grade}
\]

\[
\text{Logit} = \beta_0 + \beta_1 \cdot \text{Early evaluation} + \beta_2 \cdot \text{Math. 1 grade}
\]

\[
\text{Logit} = \beta_0 + \beta_1 \cdot \text{Early evaluation} + \beta_2 \cdot \text{Math. 1 grade} + \beta_3 \cdot \text{Early evaluation} \cdot \text{Math. 1 grade}
\]

In each case, to avoid overfitting problems, the k-fold cross-validation algorithm with 10 categories was applied. This method was chosen instead of leave one out cross-validation (LOOCV), which is also very frequently applied when the groups are not very large because it has been empirically demonstrated that it achieves a better bias–variance balance [55]. For each model, precision (correctly predicted cases) was estimated for two threshold values (TVs): 0.5 and 0.9. The reason is that, for the purpose of using performance models, the main application is the early detection of academic failure; thus, it is interesting to obtain high specificity (percentage of correctly predicted failing grades), even partially sacrificing sensitivity (percentage of correctly predicted passes). Therefore, it makes sense to work with a high TV of, in this case, 0.9. Having done this and after comparing all the models with the majority rule, which in this case corresponds to 82% of passes, the four models with the best performance were selected. As a measure of goodness of fit, Nagelkerke’s R2 and receiver operating characteristic (ROC) curves were used with R’s DescTools [56] and pROC [57] packages, respectively. Additionally, the absence of autocorrelation in the residuals was verified by means of the Durbin–Watson test.
Subsequently, the performance of the four models with respect to the remaining groups was analyzed and divided by their similarity to the BG in statistics, as shown in Table 1. Thus, for example, we observe that the G3 statistics shares two elements with the reference group, the same subject and the same teacher, with the group and the language being different. By stratifying the groups in this way, we can study how the performance of the predictive model evolves according to the common and different elements. A priori, it would be expected that with more elements in common, the performance of the model would be more similar to that presented for the BG. In all cases, and for the different TVs, the precision, sensitivity and specificity were calculated, and the results were subsequently compared.

Table 1. Groups by subject and similarity to the BG.

| Group         | Subject          | Professor | Language |
|---------------|------------------|-----------|----------|
| BG (Statistics) | Reference group  | Yes       | Yes      |
| BG (Fin. Mathematics) | Yes            | Yes       |
| G2 (Statistics) | Yes              | Yes       |
| G3 (Statistics) | Yes              | Yes       |
| G2 (Fin. Mathematics) | Yes            |           |
| G3 (Fin. Mathematics) | Yes            |           |

3. Results

To verify that all students started from a similar academic level, their university entrance qualification, the EvAU, was studied. The hypothesis of normality of the three groups was evaluated by means of the Shapiro–Wilk test, and the homogeneity of variances was subsequently verified by means of the Brown–Forsythe–Levene test. After checking both hypotheses, an ANOVA was performed to evaluate the possible differences in the access scores. Table 2 shows the results of the analysis, confirming that there are no statistically significant differences in the access profiles. Additionally, it was verified that the percentage of students arriving at university with a baccalaureate in science was similar in the three groups since if there were large differences, a certain bias could be generated [58], given that the subjects selected for the study belong to the area of quantitative methods (in the Spanish university system, high school students can choose different branches of specialization. The science major is for students who wish to pursue a STEM-style degree, while the social sciences and humanities major is recommended for those who will choose a degree in those fields, which includes the business administration degree). In this case, a comparison of proportions was made using the stats package of R [40], which allows a comparison of the equality of proportions between several groups. The null hypothesis in this case is the equality of proportions, and while a p-value of 0.63 was obtained, it was confirmed that there are no significant differences between the three groups.
Table 2. Comparison of EvAU scores for the three groups considered.

| Group | N   | Science | Others | Mean | SD  | W    | p-Value | F  | p-Value | F  | FG  | p-Value |
|-------|-----|---------|--------|------|-----|------|---------|----|---------|----|-----|---------|
| BG    | 39  | 43.6%   | 56.4%  | 7.76 | 0.90| 0.98 | 0.65    |    |         |    |     |         |
| G3    | 52  | 34.6%   | 65.4%  | 7.84 | 0.86| 0.97 | 0.16    | 1.48| 0.22    | 0.76| 3   | 0.52    |
| G2    | 79  | 35.4%   | 64.6%  | 7.93 | 0.88| 0.98 | 0.22    |    |         |    |     |         |

Once these factors had been controlled, different predictive models of academic performance were formulated. Table 3 shows the results of the logit models for the BG, resulting from all the possible combinations between the six variables identified, two by two, with the corresponding interactions, and three by three, in this case without interaction. The results corresponding to the four models with the best performance, that is, a higher average precision for both TVs, are marked in bold. As already indicated, the majority rule is, in this case, 0.82, which corresponds to the percentage of passes. It can be seen that most of the models obtain high levels of precision that are above this limit and that are quite robust to the modification of the TV. This is an interesting result, as only three variables are being used in each of the models. With regard to the variables themselves, there are two effects that should be highlighted. First, early assessment is a good predictor of performance, even better than late assessment. Although it may seem paradoxical, this result is beneficial for the purposes of this paper since it allows for the incorporation of this variable into the model and, therefore, the early detection of students at risk. On the other hand, the average grade in the first year and the grade in mathematics 1 appear to be particularly good predictors. With regard to the average grade, it is probably a measure capable of capturing the previous performance of the student even better than the EvAU scores, both because it is more recent and because it specifically reflects performance at university. With regard to the mathematics 1 grade, as already indicated, the academic literature indicates that performance in mathematics is a good predictor of performance in other subjects. The fact that it performs better than the grade in mathematics 2 may be because this second subject presents a lower level of complexity and exigency, discriminating less and, therefore, being a less relevant variable.

Table 3. Average precision (10-fold cross-validation) of the different models for threshold values (TVs) of 0.5 and 0.9. Variables combined three by three.

| 1st course grade | EvAU | 1st Course Grade | Math. 1 Grade | Math. 2 Grade | Early Evaluation |
|------------------|------|------------------|---------------|---------------|-----------------|
|                   | TV = 0.5 | TV = 0.9 | TV = 0.5 | TV = 0.9 | TV = 0.5 | TV = 0.9 | TV = 0.5 | TV = 0.9 |
| Interaction       | 0.83  | 0.78          |               |               |                 |         |         |         |
| Math. 1 grade     | 0.86  | 0.76          |               |               |                 |         |         |         |
| Math. 2 grade     | 0.83  | 0.84          |               |               |                 |         |         |         |
| Early evaluation  | 0.88  | 0.83          |               |               |                 |         |         |         |
| Late evaluation   | 0.83  | 0.81          |               |               |                 |         |         |         |
|                  | EvAU          | 1st Course Grade | Math. 1 Grade | Math. 2 Grade | Early Evaluation |
|------------------|--------------|------------------|---------------|---------------|-----------------|
|                  | TV = 0.5     | TV = 0.9         | TV = 0.5      | TV = 0.9      | TV = 0.5        |
| Math. 1 grade    |              |                  |               |               |                 |
|                  | -            | 0.86             | 0.76          | 0.87          | 0.74            |
| Interation       | 0.89         | 0.80             | 0.92          | 0.74          |                 |
| 1st course grade | 0.86         | 0.76             |              |               |                 |
| Math. 2 grade    | 0.83         | 0.84             | 0.87          | 0.69          |                 |
| Early evaluation | 0.94         | 0.81             | 0.93          | 0.83          |                 |
| Late evaluation  | 0.87         | 0.79             | 0.90          | 0.77          |                 |
| Math. 2 grade    |              |                  |               |               |                 |
|                  | -            | 0.81             | 0.78          | 0.84          | 0.61            |
| Interation       | 0.81         | 0.78             | 0.97          | 0.58          | 0.86            |
| 1st course grade | 0.83         | 0.84             |              |               |                 |
| Math. 1 grade    | 0.81         | 0.78             |              |               |                 |
| Early evaluation | 0.81         | 0.83             | 0.90          | 0.80          | 0.91            |
| Late evaluation  | 0.83         | 0.81             | 0.88          | 0.79          | 0.88            |

Table 4 shows the detailed results for the four best performing models, already using a fit with all BG data. In all four cases, the parameter values and their corresponding odds ratio, as well as the p-value, were calculated. Likewise, the VIFs were computed to verify the absence of multicollinearity problems, and the absence of autocorrelation in the residuals was verified by means of the Durbin–Watson test. It can be seen that in all cases, Nagelkerke’s R2 has relatively high values, and the ROC curves (Figure 1) also show a high AUC above 0.9, which is usually considered to be a good result. Specifically, values of 0.93, 0.95, 0.92 and 0.93 were obtained in each of the four models. Therefore, we can conclude that all of them present good behavior in the BG.
Table 4. Adjustment of the four selected models, including variance inflation factors (VIFs) and the Durbin–Watson autocorrelation test.

| Model 1          | Parameter | Odds    | z Value | p-Value | VIF  | DW Test | p-Value |
|------------------|-----------|---------|---------|---------|------|---------|---------|
| Constant         | 4.51      | 90.92   | 2.83    | 4.7 × 10^{-3} |      | 1.92    | 0.68    |
| 1st course grade | 3.09      | 21.91   | 2.06    | 0.04    | 1.02 |         |         |
| Early evaluation | 0.57      | 1.77    | 2.30    | 0.02    | 1.02 |         |         |
| R2 Nagelkerke    | 0.68      |         |         |         |      |         |         |

| Model 2          | Parameter | Odds    | z Value | p-Value | VIF  | DW Test | p-Value |
|------------------|-----------|---------|---------|---------|------|---------|---------|
| Constant         | 4.01      | 55.29   | 3.12    | 1.8 × 10^{-3} |      | 1.94    | 0.70    |
| 1st course grade | 1.88      | 6.54    | 1.50    | 0.13    | 1.10 |         |         |
| Early evaluation | 0.13      | 1.14    | 0.35    | 0.73    | 1.90 |         |         |
| Interaction      | -0.79     | 0.45    | -1.45   | 0.15    | 1.79 |         |         |
| R2 Nagelkerke    | 0.72      |         |         |         |      |         |         |

| Model 3          | Parameter | Odds    | z Value | p-Value | VIF  | DW Test | p-Value |
|------------------|-----------|---------|---------|---------|------|---------|---------|
| Constant         | 2.96      | 19.30   | 2.90    | 3.7 × 10^{-3} |      | 2.15    | 0.67    |
| Math. 1 grade    | 1.31      | 3.70    | 2.05    | 0.04    | 1.01 |         |         |
| Early evaluation | 0.51      | 1.66    | 2.26    | 0.02    | 1.01 |         |         |
| R2 Nagelkerke    | 0.63      |         |         |         |      |         |         |

| Model 4          | Parameter | Odds    | z Value | p-Value | VIF  | DW Test | p-Value |
|------------------|-----------|---------|---------|---------|------|---------|---------|
| Constant         | 3.51      | 33.45   | 2.87    | 4.1 × 10^{-3} |      | 2.04    | 0.98    |
| Math. 1 grade    | 0.98      | 2.66    | 1.56    | 0.12    | 1.64 |         |         |
| Early evaluation | 0.31      | 1.37    | 1.12    | 0.26    | 1.32 |         |         |
| Interaction      | -0.57     | 0.57    | -1.88   | 0.06    | 1.30 |         |         |
| R2 Nagelkerke    | 0.74      |         |         |         |      |         |         |

Table 4 shows the detailed results for the four best performing models, already using a fit with all BG data. In all four cases, the parameter values and their corresponding odds ratios, as well as the p-values, were calculated. Likewise, the VIFs were computed to verify the absence of multicollinearity problems, and the absence of autocorrelation in the residuals was verified by means of the Durbin–Watson test. It can be seen that in all cases, Nagelkerke’s R2 has relatively high values, and the ROC curves (Figure 1) also show a high AUC, above 0.9, which is usually considered to be a good result. Specifically, values of 0.93, 0.95, 0.92 and 0.93 were obtained in each of the four models. Therefore, we can conclude that all of them present good behavior in the BG.

In Table 5, the performance of the four models adjusted with respect to the remaining groups is analyzed, indicating the differences and similarities between them and the BG (as in Table 4, for the BG, as well as for the other groups, the models were adjusted using all available data. For this reason, the accuracies of the GB do not match those of Table 3, where the average sensitivity was calculated using k-folds). In all cases, the precision, sensitivity and specificity were calculated, marking in bold those instances in which the majority rule
is not exceeded for the group considered, meaning that they cannot be considered valid models. This rule, corresponding to the percentage of passes, is 82%, 64%, 71%, 77% and 59% for the five groups. As we have already indicated, given that the main interest of these models is the early prediction of students at risk, the most relevant parameter is specificity; thus, the analysis must fundamentally focus on behavior for a high TV. This leads us to discard models 3 and 4, as they do not exceed the majority rule in two of the subjects for a TV of 0.9 (as a test, the results were replicated by incorporating logarithmic transformations in the independent variables to capture possible nonconstant marginal effects, but the results did not improve. Specificity improved in some instances but worsened in others).

**Figure 1.** ROC curves for the four selected models.

**Table 5.** Model behavior (precision, sensitivity and specificity) for different groups using different TVs.

| Group            | Subject | Professor | Language | Model 1          | Model 2          | Model 3          | Model 4          |
|------------------|---------|-----------|----------|------------------|------------------|------------------|------------------|
| BG (Statistics)  | Pass: 82%|           |          | TV: 0.5 (92%/94%/86%) | (95%/97%/86%) | (92%/94%/86%) | (97%/100%/86%) |
| BG (Fin. Math.)  | Pass: 64%| Yes       |          | TV: 0.9 (87%/88%/86%) | (87%/88%/86%) | (85%/84%/86%) | (87%/88%/86%) |
| G2 (Statistics)  | Pass: 71%| Yes       | Yes      | TV: 0.5 (78%/96%/40%) | (77%/98%/32%) | (78%/94%/44%) | (76%/94%/36%) |
| G3 (Statistics)  | Pass: 77%| Yes       | Yes      | TV: 0.5 (79%/95%/25%) | (77%/95%/17%) | (75%/83%/50%) | (83%/95%/42%) |
| G2 (Fin. Math.)  | Pass: 59%|           |          | TV: 0.9 (67%/100%/21%) | (66%/100%/18%) | (70%/99%/30%) | (68%/99%/27%) |
| G3 (Fin. Math.)  | v: 77%  |           |          | TV: 0.5 (83%/98%/33%) | (81%/100%/17%) | (73%/88%/25%) | (75%/93%/17%) |
|                  |          |           |          | TV: 0.9 (83%/95%/42%) | (81%/93%/42%) | (75%/80%/58%) | (65%/75%/33%) |
Finally, it can be seen that the performance of the models, specifically their specificity, varies consistently with what is expected; this is a particularly relevant result. As they move away from the BG (fewer characteristics in common), the specificity tends to decrease in the two final models. In other words, portability worsens as the groups studied are less similar to the group used to calibrate the models (Figure 2). In this sense, the fact that the best results beyond the BG (statistics) are obtained for the same group in a different subject (BG financial mathematics) is very relevant. It confirms that the group is the most relevant variable for the purposes of portability, even more than the subject, teacher or language of instruction.

Table 5. Model behavior (precision, sensitivity and specificity) for different groups using different TVs.

| Group          | Subject       | Professor | Language | Model 1                   | Model 2                   | Model 3                   | Model 4                   |
|----------------|---------------|-----------|----------|---------------------------|---------------------------|---------------------------|---------------------------|
| BG (Statistics)| Pass: 82%     | Yes       | Yes      | TV: 0.5 (92%/94%/86%)     | TV: 0.9 (87%/88%/86%)     | TV: 0.5 (92%/94%/86%)     | TV: 0.9 (97%/100%/86%)   |
|                |               |           |          | (92%/94%/86%)             | (87%/88%/86%)             | (92%/94%/86%)             | (97%/100%/86%)            |
|                |               |           |          |                           |                           |                           |                           |
| BG (Fin. Math.)| Pass: 64%     | Yes       | Yes      | TV: 0.5 (59%/92%/7%)      | TV: 0.9 (74%/79%/67%)     | TV: 0.5 (61%/96%/7%)      | TV: 0.9 (77%/98%/48%)    |
|                |               |           |          | (59%/92%/7%)              | (74%/79%/67%)             | (61%/96%/7%)              | (77%/98%/48%)            |
|                |               |           |          |                           |                           |                           |                           |
| G2 (Statistics)| Pass: 71%     | Yes       | Yes      | TV: 0.5 (78%/96%/40%)     | TV: 0.9 (86%/94%/68%)     | TV: 0.5 (77%/95%/17%)     | TV: 0.9 (83%/90%/58%)    |
|                |               |           |          | (78%/96%/40%)             | (86%/94%/68%)             | (77%/95%/17%)             | (83%/90%/58%)            |
|                |               |           |          |                           |                           |                           |                           |
| G3 (Statistics)| Pass: 77%     | Yes       | Yes      | TV: 0.5 (79%/95%/25%)     | TV: 0.9 (83%/95%/42%)     | TV: 0.5 (77%/95%/17%)     | TV: 0.9 (81%/93%/42%)    |
|                |               |           |          | (79%/95%/25%)             | (83%/95%/42%)             | (77%/95%/17%)             | (81%/93%/42%)            |
|                |               |           |          |                           |                           |                           |                           |
| G2 (Fin. Math.)| Pass: 59%     | Yes       | Yes      | TV: 0.5 (67%/100%/21%)    | TV: 0.9 (77%/98%/48%)     | TV: 0.5 (66%/100%/18%)    | TV: 0.9 (74%/97%/42%)    |
|                |               |           |          | (67%/100%/21%)            | (77%/98%/48%)             | (66%/100%/18%)            | (74%/97%/42%)            |
|                |               |           |          |                           |                           |                           |                           |
| G3 (Fin. Math.)| Pass: 77%     | Yes       | Yes      | TV: 0.5 (83%/98%/33%)     | TV: 0.9 (83%/95%/42%)     | TV: 0.5 (81%/100%/17%)   | TV: 0.9 (75%/78%/67%)   |
|                |               |           |          | (83%/98%/33%)             | (83%/95%/42%)             | (81%/100%/17%)            | (75%/78%/67%)            |

Figure 2. Specificity of models 1 and 2, for a TV of 0.9, in each of the groups.

4. Discussion

As mentioned above, for the model to have predictive utility when teachers intervene, it is essential that it can be applied to groups other than the one in which it was estimated, hence, the relevance of analyzing the portability of predictive models of academic performance. Studies by Widyahastuti and Tjin [59] and Thakar, Mehta and Manisha [60], analyzing academic publications between 2011 and 2016, and 2002 and 2014, respectively, pointed to the need to search for unified approaches that allow the development of universal models. In the same vein, Muthukrishnan, Govindasamy and Mustapha [61], based on a review of 59 articles on predictive models of student performance, concluded that there is a huge shortage of portable predictive models, something confirmed by, among others, by Gasevic et al. and Gitinabard et al. [12,38]. Even analyzing different courses within the same institution, there are important differences between them, requiring predictive models tailored to each of them.

In this paper and based on a set of 170 students from four different groups pursuing the same degree, evaluated over two academic years, the portability of different predictive models of academic performance was studied. In the study, the main confounding variables were controlled, such as the university entrance qualification, the percentage of students arriving at university with a baccalaureate in science and the exigency level in the groups. After selecting the four models with the best performance in the BG, their performance in the remaining groups was evaluated. The results confirm that the performance of the models tends to decrease as the groups share fewer characteristics with the BG. It is true that the success rate remains at acceptable levels, but for the purpose of early detection of academic failure, the critical variable is specificity, and in regard to this variable, we observe a notable worsening as we move away from the BG. Thus, the enormous
difficulty, and probable impossibility, of developing universal predictive models seems to be confirmed, at least for using the results of previous evaluations as the only factors. The result coincides with that of previous research that, using data from learning platforms, concluded that the models have limited portability [38,39]. Therefore, the conclusion is that the limited portability of predictive models of academic performance is not due to the approach adopted.

5. Conclusions

Our results confirm the enormous difficulty of developing universal predictive models using the results of previous evaluations as the only factors. On the other hand, previous research pointed out a similar problem when considering data from learning platforms. A mixed approach could perhaps lead to better results in terms of portability of universal models. However, our results suggest that even in groups that are remarkably similar in both learner profiles and instructional factors, there appear to be notable differences. Somehow, the internal dynamics of each group, perhaps related to the social interactions among students, generate substantial differences that make the portability of predictive models of academic performance very difficult.

The main weakness of this work is a consequence of the methodological approach employed. Having established such a high level of demand in terms of the confounding factors, it was possible to work with only four groups, as they were the only groups that met all the requirements of the design. This has led to working with only 170 students over two academic years. In this sense, and as a future line of research, we propose replicating this analysis with a greater number of students and using other subjects. A second line of research consists of designing interventions adapted to the students’ situations. Currently, the same team that authored this work is designing a first intervention that would use these models of early detection of academic failure to provide students with continuous feedback on their chances of passing or failing. The problem of portability detected in this research requires the use of calibrated models for the same group in previous subjects with similar characteristics or for the same subject in other similar groups, and this is the approach that has been adopted. Over the course of a semester, students will be provided with personalized information on their risk level, and the results of this experimental group will be compared with those of a control group that will not receive such information. Finally, we consider it necessary to complement these works with more qualitative research, which, through in-depth interviews with students, will provide complementary information that will make it possible to enrich the models.
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