A wide-range semiclassical self-consistent average atom model
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Discovery of material properties at extremes, which are essential for high energy density physics development, requires the most advanced experimental facilities, theories, and computations. Nowadays it is possible to model properties of matter in such conditions using the state-of-the-art density functional theory (DFT) or path-integral Monte-Carlo (PIMC) approaches with remarkable precision. However, fundamental and computational limitations of these methods impede their practical usage while wide-range thermodynamic and transport models of plasma are required. As a consequence, an average atom (AA) framework is still relevant today and has been attracting more and more attention lately. The self-consistent field and electron density in an atomic cell is usually obtained using the Thomas–Fermi (TF), Hartree–Fock (HF), Kohn–Sham (KS) approaches, or their extensions. In this study we present the AA model, where semiclassical wave functions are used for bound states, while free electrons are approximated by the TF model with a thermodynamically consistent energy boundary. The model is compared in various regions of temperatures and pressures with the reference data: Saha model for rarefied plasma, DFT for warm dense matter, and experimental shock Hugoniot data. It is demonstrated that a single AA model may provide a reasonable agreement with the established techniques at low computational cost and with stable convergence of the self-consistent field.

I. INTRODUCTION

Wide-range equations of state (EOS) for matter are demanded in various applications of high energy density physics and physics of plasmas [1]. Materials undergoing intense laser [2, 3] or particle beam radiation [4, 5], a high- or hypervelocity impact [6], a high current flow in X or Z-pinch [7, 8], or the confinement fusion [9] may propagate a complex path on a phase diagram starting from normal conditions. The results of quantitative simulations of such processes via computational fluid dynamics methods are very sensitive to the models used to evaluate thermodynamic and transport properties of matter. Such models have been developing for several decades [10], however their applicability is restricted to certain regions on the phase diagram. Thus the development of more comprehensive approaches is very important [11, 12].

The construction of a thermodynamically consistent EOS at extremes is complicated by the presence of free electrons due to the thermal or pressure ionization of atomic shells, which leads to the growth of Coulomb interaction. Its effect may be compared with the energy of thermal (classical) motion of electrons or Fermi energy in case of degenerate electrons using a corresponding coupling parameter \( \Gamma = \langle E_{\text{pot}} \rangle / \langle E_{\text{kin}} \rangle = \max(\Gamma_c, \Gamma_q) \), where:

\[
\Gamma_c = \frac{e^2 n_e^{-1/3}}{k_B T}, \quad \Gamma_q = \frac{e^2 n_e^{-1/3}}{\varepsilon_F}, \quad (1)
\]

\( k_B \) is the Boltzmann constant, \( h \) is the reduced Planck constant, \( n_e \) is the electron density, \( m_e \) is the electron mass, \( T \) is the temperature, \( e \) is the electron charge, \( \varepsilon_F \) is the Fermi energy,

\[
\varepsilon_F = \left( \frac{3\pi^2}{2} \right)^{2/3} \frac{\hbar^2}{2m_e} n_e. \quad (2)
\]

Thus, the states of classical or degenerate matter may vary from an ideal system (\( \Gamma_{c,q} \ll 1 \)) to a strongly coupled one (\( \Gamma_{c,q} \gg 1 \)) and a wide-range model should be valid in all corresponding regions of the phase diagram.

Quantum statistical models have been developed in the framework of a continuous electron distribution in a self-consistent field (Thomas–Fermi (TF) model [13, 14] and its extensions [15, 16]) or a direct evaluation of discrete spectrum and wave functions (Hartree–Fock–Slater (HFS) model and its extensions [17–20]). Nowadays, the most advanced methods to evaluate the properties of electrons in matter are based on the Kohn–Sham density functional theory (KS-DFT) [21], which provides the electronic structure for an arbitrary distribution of ions [22], so that a variety of properties may be derived, including EOS. However, at relatively high temperatures (hundreds of eV) the use of KS-DFT is hampered as it represents the free electrons with discrete spectrum which results in an overwhelming number of states to compute. Orbital free density functional theory (OF-DFT) represents the non-interacting kinetic energy of electrons as an explicit functional of electronic density [23], which is a rough approximation at low temperatures where the contribution of single-particle wave functions of bound electrons is essential; thus OF-DFT is physically and computationally acceptable to high-temperature plasmas with free electrons. The combination of OF and KS-DFT may lead to thermodynamic inconsistency, that is why preferable wide-range models should allow a consistent evaluation of the discrete
and continuous spectra contributions. This requirement is satisfied in path-integral Monte Carlo (PIMC) models [24, 25], but the computations may be too expensive compared to KS or OF-DFT.

The implementation of multi-ion DFT algorithms with a proper evaluation of electron transitions from bound to free states is quite complicated. The single-ion limitation used in the average atom (AA) framework is more preferable at developing various approaches for electron structure predictions. AA models have been developing for about a hundred years, so that many improvements have been introduced to the original approach of Thomas and Fermi: quantum and exchange effects [26–29], shell effects [30–32], binding energy corrections [33] and others. The enhanced TF model allows one to obtain more realistic thermodynamic properties of electrons, but the approximate treatment of the electronic discrete spectrum as the continuous one limits the applicability of this model significantly [34, 35].

Modern wide-range AA models should account for bound and free electrons in the self-consistent field, and there are several approaches under development nowadays. It is worth noting the Purgatorio model [36, 37], which is the successor of the Inferno model [19], the superconfiguration approximation [38], the HFS-based models [20, 39, 40], KS-based AA models [41], and the modern Tartarus code [42, 43] which is based on the quantum Green’s function evaluation [44]. In general, the considered AA models are less computationally expensive compared to multi-ion DFT or PIMC, giving the possibility to construct large tables of plasma properties for practical use. This explains the growing interest to AA models presented in recent studies [45–51]. AA models may also be extended to include the contribution of ions with a pseudo-atom approach [52, 53].

In our study we introduce the AA model, in which semiclassical wave functions for a spherically symmetric atomic cell are used instead of precise ones. The proper joining of discrete and continuous spectra [20] provides the thermodynamic consistency, which is required for wide-range EOSs. The use of semiclassical approximation instead of the direct solution of the Schrödinger or Kohn–Sham equations makes the model computationally efficient, while keeping a correct electronic structure and robust wide-range convergence at the self-consistent field evaluation. The obtained EOS is compared to the chemical model of rarefied plasma, to KS-DFT in the region of warm dense matter (WDM), and to the TF model at high densities.

II. MODEL FORMULATION

A. Self-consistent field

An AA approach suggests that electrons are distributed within a spherical cell of a radius \( r_0 \) with a nucleus at its center. The electrical neutrality of the cell assumes that the number of electrons equals to the nucleus charge \( Z \); the total charge density outside the cell is supposed to be zero. Under these limitations, the electrostatic potential \( U \) arising inside the cell can be determined from the Poisson equation:

\[
\Delta U = 4\pi\delta[n_e(r) - n_i(r)],
\]

where \( n_e \) is the electron density, \( n_i = Z\delta(r) \) is the ion density, \( \delta(r) \) is the delta function. Another suggestion is the spherical symmetry of the potential and the electron density, so that by applying the appropriate boundary conditions one obtains the following boundary value problem:

\[
\begin{align*}
\frac{1}{r} \frac{d}{dr} \left( rU(r) \right) &= n_e(r), \\
\frac{rU(r)}{r} \bigg|_{r=r_0} &= Z, \\
U(r_0) &= 0,
\end{align*}
\]

The electron-electron correlation and exchange interaction effects may be taken into account using the exchange-correlation functional, which is calculated in the local density approximation based on the formula proposed by Kohn and Sham [54]:

\[
\Omega_{xc}[n] = \int_0^\infty 4\pi r^2 F_{xc}(n(r))dr,
\]

so that the corresponding term

\[
U_{xc}(r) = \frac{\delta \Omega_{xc}}{\delta n(r)} = \frac{\partial F_{xc}(n(r))}{\partial n(r)},
\]

is added to the potential

\[
U_{eff}(r) = U(r) - U_{xc}(r).
\]

It is worth noting that more complex finite-temperature exchange-correlation functionals (including those with an explicit temperature dependence) could be used to study thermodynamic properties [55–57]. Probably, they could better describe the relatively low-temperature region (where the free electrons contribution is still small) in comparison with zero-temperature approximations.

In this study we intend to provide an example of using exchange-correlation functionals with our model, so that only a simple zero-temperature one is considered. The presented general AA model suggests that the potential \( U_{eff}(r) \) depends on the electron density \( n_e(r) \) and vice versa. Using additional assumptions about \( n_e(r) \) one can obtain an explicit dependence \( n_e(U) \); the well-known TF approximation [15, 29] allows one to compute a rough solution consistent with the electroneutrality condition. In a general case, one should find a solution to the problem (4) iteratively, by applying gradual changes to the potential and electron density until the desired smallness of energy or chemical potential residual is achieved [20]; the TF approximation can be used as a first step of the iterative procedure.
B. Discrete and continuous spectra

The electron density of an AA can be represented as a sum of discrete \( n_d(r) \) and continuous \( n_c(r) \) parts. The discrete part is calculated as a quantum-statistical sum over single-electron states, while the continuous part can be obtained using the TF approximation [20]:

\[
n_c(r) = n_d(r) + n_c(r), \tag{8}
\]

\[
n_d(r) = \frac{1}{4\pi r^2} \sum_{\varepsilon_{nl}<\varepsilon_0} \frac{2(2l+1)}{1+\exp \left[ (\varepsilon_{nl}-\mu)/T \right]} R_{nl}^2(r), \tag{9}
\]

\[
n_c(r) = \frac{2\sqrt{2}}{\pi^2} \int_{\varepsilon_0}^{\infty} \sqrt{\varepsilon + U(r)} \, d\varepsilon 
\times \frac{(2T)^{3/2}}{2\pi^2} \left[ I_{1/2} \left( \frac{U(r)+\mu}{T} \right) - J_{1/2} \left( \frac{U(r)+\mu}{T} \right), y^* \right]. \tag{10}
\]

Here \( n \) and \( l \) are the principal and orbital quantum numbers, respectively, \( R_{nl}(r) \) is the radial wave function of the \((n,l)\) state, \( I_{1/2} \) and \( J_{1/2} \) are the complete and incomplete Fermi–Dirac integrals [58], respectively, \( y^* = \max \{ \varepsilon_0 + U(r)/T, 0 \} \), \( \mu \) is the chemical potential, \( \varepsilon_0 \) is the boundary energy between the discrete and continuous states. It is also convenient to express the occupation numbers explicitly:

\[
N_{nl} = \frac{2(2l+1)}{1+\exp \left[ (\varepsilon_{nl}-\mu)/T \right]}. \tag{11}
\]

The total number of electrons is determined by the sum of the numbers of occupied states at given energies \( \varepsilon_{nl} \) for some chemical potential:

\[
N(\mu) = \int_0^{r_0} 4\pi r^2 n(r) \, dr = \int_0^{r_0} 4\pi r^2 [n_d(r) + n_c(r)] \, dr = \sum_{\varepsilon_{nl}<\varepsilon_0} N_{nl}(\mu) + \int_{\varepsilon_0}^{\infty} N_c(\mu) \, d\varepsilon. \tag{12}
\]

As the spherical cell is electrically neutral, \( N(\mu) \) should satisfy the equation \( N(\mu) = Z \) which allows to determine an appropriate chemical potential \( \mu \).

The boundary between the discrete and continuous spectra \( \varepsilon_0 \) should be chosen from the condition of the minimum of the grand thermodynamic potential [20, 59–61]:

\[
8\sqrt{2} \int_0^{r_0} \left[ \max \{0, \varepsilon_0 + U(r)\} \right]^{3/2} r^2 \, dr = \sum_{\varepsilon_{nl}<\varepsilon_0} 2(2l+1). \tag{13}
\]

This boundary depends on the thermodynamic conditions of matter (density and temperature) which guarantees the thermodynamic consistency of the model [61, 62].

C. Wave functions

Wave functions and energy levels in the AA framework are usually calculated via the one-electron Shrödinger equation [63], which is the most time-consuming part in a simulation. The current study applies a semiclassical approach by Jeffreys, Wentzel, Kramers, and Brillouin (JWKB method), which allows to avoid complicated algorithms with providing very realistic wave functions.

The justification of such an approximation can be found in the book by Nikiforov et al. [20], where the difference between exact and approximate wave functions is almost indistinguishable. In this approximation, the radial part of a wave function can be expressed through the Bessel functions:

\[
R_{nl}^{(i)}(r) = \begin{cases} 
C_i \sqrt{\frac{\xi_o}{p}} K_{1/2}(\xi_i) & (r \leq r_i), \\
\frac{C_1}{\pi} \sqrt{\frac{\xi_o}{p}} \left[ J_{-1/2}(\xi_i) + J_{1/2}(\xi_i) \right] & (r_i \leq r < r_o), \\
\frac{C_o}{\sqrt{3}} \sqrt{\frac{\xi_o}{p}} K_{1/2}(\xi_o) & (r \geq r_o).
\end{cases} \tag{14}
\]

Here \( J_{-1/3}(x) \), \( J_{1/3}(x) \) are the Bessel functions of the first kind, \( K_{1/3}(x) \) is the modified Bessel function of the second kind, \( o \) and \( i \) denote the outer and inner turning points, respectively,

\[
\xi_i(r) = \int_{r_i}^{r} |p_{nl}(r')| \, dr', \quad \xi_o(r) = \int_{r_o}^{r} |p_{nl}(r')| \, dr'. \tag{16}
\]

The semiclassical radial wave functions oscillate in the region of classical motion \( r_i < r < r_o \), and exponentially decay in the forbidden regions \( r < r_i \) and \( r > r_o \). The semiclassical momentum is expressed as

\[
p_{nl}(r) = \sqrt{2} \left[ \varepsilon_{nl} + U(r) - \frac{(l + 1/2)^2}{2r^2} \right]. \tag{17}
\]

The functions \( R_{nl}^{(i)}(r) \) and \( R_{nl}^{(o)}(r) \) have singularities at the turning points \( r_o \) and \( r_i \), respectively, which can be removed using the asymptotic expansion near \( r_i \) and \( r_o \). The smooth joining of the functions (14),(15) in the interval \( (r_i, r_o) \) is performed as [20]:

\[
R_{nl}(r) = [1 - a(r)]R_{nl}^{(i)}(r) + a(r)R_{nl}^{(o)}(r), \tag{18}
\]

\[
a(r) = \xi_i(r)/\xi_o(r_o). \tag{19}
\]
Figure 1. Modeling of the self-consistent field in the atom of gold \((Z = 79)\) at \(T = 100\) eV and \(\rho = 19.3\) g/cm\(^3\). (a) Evaluation of the radial electron density distribution using the TF model and the developed semiclassical model. The latter produce the electron shells due to accounting for the discrete spectrum. (b) The deviation of the semiclassical potential from the Thomas–Fermi one. The series of dashed lines illustrate the process of convergence to the self-consistent field.

It is worth noting that the signs of the outer wave function \(R_{nl}^{(o)}(r)\) and the inner one \(R_{nl}^{(i)}(r)\) must be consistent:

\[
C_i = C_o \text{sign}\{J_{-1/3}[\xi_i(r_o)] + J_{1/3}[\xi_i(r_o)]\}.
\]  

(20)

The value of the constant \(C = |C_i| = |C_o|\) is determined by the wave function normalization:

\[
\int_0^{r_o} |R_{nl}(r)|^2 dr = 1.
\]  

(21)

D. Energy levels

The semiclassical energy levels \(\varepsilon_{nl}\) are calculated using the Bohr–Sommerfeld quantization condition:

\[
S_{nl} = \int_{r_i}^{r_o} p_{nl}(r) dr = \pi(n - l - 1/2).
\]  

(22)

Here \(S_{nl}\) is the action integral, \(r_i, r_o\) are the inner and outer turning points, respectively, \(p_{nl}(r)\) is the semiclassical momentum (17).

It is well-known that the semiclassical approach is valid only at large enough quantum numbers. For example, Table I illustrates the difference between the levels calculated using the quantization condition (22) and by solving the Schrödinger equation for the Hartree model. The obtained error may be unacceptable for the spectral properties evaluation, where the accuracy of the energy levels plays a crucial role. But, as it is shown in Section III, the precision of this approximation is enough to describe various thermodynamical effects in a wide range of parameters.

Table I. Energy levels \((\varepsilon_{nl} \text{ in eV})\) of gold at \(\rho = 0.1\) g/cm\(^3\) and \(T = 100\) eV. The values obtained using the self-consistent Hartree model [20] with our semiclassical (SC) approach are shown. Here \(n\) and \(l\) are the principal and orbital quantum numbers, respectively, \(\delta\) is the relative error.

| \(n\) | \(l\) | \(\varepsilon_{nl}^{\text{Hartree}}\) | \(\varepsilon_{nl}^{\text{SC}}\) | \(|\delta|, \%\) |
|-------|-------|-----------------|-----------------|-----------------|
| 1     | 0     | -73022          | -72772          | 0.34            |
| 2     | 0     | -12639          | -12517          | 0.97            |
| 2     | 1     | -12151          | -12027          | 1.02            |
| 3     | 0     | -3435.8         | -3369.3         | 1.94            |
| 3     | 1     | -3211.1         | -3141.9         | 2.16            |
| 3     | 2     | -2794.9         | -2715.1         | 2.86            |
| 4     | 0     | -1175.4         | -1184.2         | 0.75            |
| 4     | 1     | -1079.3         | -1088.1         | 0.82            |
| 4     | 2     | -904.68         | -912.94         | 0.91            |
| 4     | 3     | -675.74         | -682.71         | 1.03            |
| 5     | 0     | -543.42         | -552.66         | 1.70            |
| 5     | 1     | -503.02         | -511.97         | 1.78            |
| 5     | 2     | -431.57         | -439.80         | 1.91            |
| 5     | 3     | -344.04         | -351.37         | 2.13            |
| 5     | 4     | -268.24         | -280.98         | 4.75            |

Figure 1 demonstrates the difference between the self-consistent electron density (a) and potential obtained during the convergent iterative procedure (b), and the initial TF approximation for the atom of gold at normal density. The semiclassical electron density has notable oscillations corresponding to the contribution of different electron shells. The complicated electronic structure of gold also affects the self-consistent potential which deviates from the TF potential \(U_{TF}(r)\).
Figure 2. Verification of the thermodynamic consistency of the developed semiclassical AA model. (a) Verification of identity (29): the relative deviation does not exceed 5% along the curves. (b) Verification of identity (30): the relative deviation does not exceed 1% along the curves.

E. Thermodynamic functions

Thermodynamic properties can be obtained by free energy differentiation. Such an approach provides thermodynamic consistency which is an important property for applications. The expression for the free energy $F$ of the AA electron subsystem can be written as a functional of electron density:

$$ F[n] = K[n] + U[n] - TS[n] + \Omega_{xc}[n]. \tag{23} $$

Here, $K[n]$ is kinetic energy, $U[n]$ is potential energy, $S[n]$ is entropy, $\Omega_{xc}[n]$ is an exchange-correlation functional. It can be shown that the free energy of the AA model can be rewritten in the following way, convenient for further derivations:

$$ F = -T \sum_{n,l} 2(2l + 1) \ln \left[ 1 + \exp \left( \frac{\mu - \varepsilon_{nl}}{T} \right) \right] + \frac{1}{2} \int_0^{\rho_0} 4\pi r^2 n_e(r) \left( \frac{U(r) - Z}{r} \right) dr + \mu N - \\ - \int_0^{\rho_0} 4\pi r^2 n_e(r) U_{xc}(r) dr + \int_0^{\rho_0} 4\pi r^2 F_{xc}[n_e(r)] dr. \tag{24} $$

By taking the derivatives, the consistent expressions for thermodynamic functions can be obtained:

$$ P = -\left( \frac{\partial F}{\partial V} \right)_T = -\frac{1}{4\pi^3 r_0^3} \sum_{\varepsilon < \varepsilon_0} \frac{2l + 1}{1 + \exp((\varepsilon_{nl} - \mu)/T)} \left( R_{nl} R'_{nl} + \tau R_{nl} R''_{nl} - r(R'_{nl})^2 \right) \bigg|_{r = r_0} + \\ \frac{(2T)^{5/2}}{6\pi^2} \left[ I_{5/2} \left( \frac{\mu}{T} \right) - I_{5/2}^{inc} \left( \frac{\mu}{T} y^* \right) \right]. \tag{25} $$
The described semiclassical AA model can be applied in a wide range of temperatures and pressures. The validity of the model can be established by a direct comparison with reference models: at low pressure and density of plasma a chemical model is precise, for WDM DFT simulations show quite accurate results. The basic TF model is also considered to check the asymptotic behavior of our semiclassical model at high pressures and temperatures.

### III. WIDE-RANGE EVALUATION OF THERMODYNAMIC PROPERTIES

The described semiclassical AA model can be applied in a wide range of temperatures and pressures. The validity of the model can be established by a direct comparison with reference models: at low pressure and density of plasma a chemical model is precise, for WDM DFT simulations show quite accurate results. The basic TF model is also considered to check the asymptotic behavior of our semiclassical model at high pressures and temperatures.

#### A. Low density isochores and chemical model of plasma

In the low-density region, our semiclassical model is compared to the chemical model of plasma [10, 20] and the finite temperature TF model [15]. The chemical model is based on a set of Saha equations for non-degenerate electron gas:

\[
Z_0 x_{j,p}^{s+1} g_{j,s} = \left( \frac{2}{\pi} \right)^{3/2} \frac{2}{L_0^3 T^{3/2}} g_{j+1,s} \exp \left( - \frac{E_{j+1,p} - E_{j,s}}{T} \right),
\]

where \( Z_0 \) is the average ion charge, \( x_{j,s} \) is the fraction of ions with charge \( j \) in the state \( s \), \( g_{j,s} \) is the statistical weight of the corresponding ion state, \( E_{j,s} \) is the energy level of the corresponding ion state. Equations (31) are combined with the conditions of electroneutrality:

\[
\sum_{j,s} x_{j,s} = 1, \quad \sum_{j,s} j x_{j,s} = Z_0.
\]

Eqs. (31), (32) together allow determining concentrations \( x_{j,s} \) for further calculations of thermodynamic prop-

\[
S = -\left( \frac{\partial F}{\partial T} \right)_{V,N} = -\frac{\mu N}{T} + 2 \sum_{\varepsilon < \varepsilon_0} (2l + 1) \ln \left[ 1 + \exp \left( \frac{\mu - \varepsilon_n l}{T} \right) \right] + \frac{2}{T} \sum_{\varepsilon < \varepsilon_0} \frac{(2l + 1) \varepsilon_n}{1 + \exp \left( (\varepsilon_n - \mu)/T \right)} - 2\sqrt{2} \pi^2 \ln \left[ 1 + \exp \left( \frac{\mu - \varepsilon_n}{T} \right) \right] \int_0^{\varepsilon_0} 4\pi r^2 |\varepsilon_0 + U(r)|^2 dr + \frac{5\sqrt{2} T^{3/2}}{3\pi^2} \int_0^{\varepsilon_0} 4\pi r^2 dr \left[ I_\frac{1}{2} \left( \frac{U(r) + \mu}{T} \right) - I_{inc} \left( \frac{U(r) + \mu}{T}, y^* \right) \right] - \frac{1}{T} \int_0^{\varepsilon_0} 4\pi r^2 U(r)\nu_c(r)dr - \int_0^{\varepsilon_0} 4\pi r^2 \left( \frac{\partial F_{xc}[n(r)]}{\partial T} \right) n(r) dr, \quad (26)
\]

\[
E = F + TS = 2 \sum_{\varepsilon < \varepsilon_0} \frac{(2l + 1) \varepsilon_n}{1 + \exp \left( (\varepsilon_n - \mu)/T \right)} + \frac{\sqrt{2} T^{5/2}}{\pi^2} \int_0^{\varepsilon_0} 4\pi r^2 dr \left[ I_\frac{1}{2} \left( \frac{U(r) + \mu}{T} \right) - I_{inc} \left( \frac{U(r) + \mu}{T}, y^* \right) \right] + \int_0^{\varepsilon_0} 4\pi r^2 n_d(r)U(r)dr - \frac{1}{2} \int_0^{\varepsilon_0} 4\pi r^2 [U(r) + U_i(r) + U_{xc}(r)] n(r)dr + \int_0^{\varepsilon_0} 4\pi r^2 F_{xc}[n(r)]dr - T \int_0^{\varepsilon_0} 4\pi r^2 \left( \frac{\partial F_{xc}[n(r)]}{\partial T} \right) n(r) dr, \quad (27)
\]

\[
y^* = \max \left( \frac{U(r) + \varepsilon_0}{T}, 0 \right). \quad (28)
\]
Figure 3. Thermodynamic properties of rarefied aluminum plasma evaluated with the chemical model of plasma (dashed line) and the TF (dash-dotted line) and semiclassical AA (solid line) models for electrons. The ideal gas model for ions was used for the TF and AA models, \( \rho = 2.7 \times 10^{-3} \text{ g/cm}^3 \). (a) The compressibility factor of aluminum. (b) The difference between the energy and kinetic part of energy.

\[
P = (Z_0 + 1) \frac{T}{V}, \tag{33}
\]

\[
E = \frac{3}{2}(Z_0 + 1)T + \sum_{j,s} x_{j,s}(E_{j,s} - E_{0,0}). \tag{34}
\]

According to the chemical model, the pressure growth with temperature shown in Fig. 3a has a clear step-wise view caused by the sequential ionization of electron shells. Being thermally ionized, the free electrons contribute to the total pressure as separate particles. However, the shape of the pressure curve is affected much by the electron density distribution within the atomic cell. The characteristic peaks (shells) on the semiclassical density distribution (multiplied by \( 4\pi r^2 \), see Fig. 1) are responsible for the step-wise ionization with the temperature growth, in agreement with the chemical model calculations. The continuous filling of TF electron states results in a smooth distribution of \( 4\pi r^2 \rho(r) \) which does not show characteristic “pressure steps” on a low-density isochor during thermal ionization. The latter was noted as one of the major drawbacks of the TF model \[64\].

Similar behavior is presented in Fig. 3b for the difference between energy and its kinetic part \( (3PV/2) \) for aluminum. There is a notable difference between the semiclassical model and the chemical model of plasma near 10 eV. On the other hand, at lower and higher temperatures, the models agree better. The reason for such a discrepancy is probably caused by the semiclassical approximation for evaluating the energy spectrum of bound states. The energy levels of the outer 3 electrons \( (3s^2 \text{ and } 3p^1) \), which are ionized first, are calculated with a greater relative error leading to a visible energy deviation compared to the chemical model of plasma.

### B. Normal density region with DFT reference

WDM, which is usually formed under intense laser irradiation or in astrophysical objects, represents partially ionized matter at near-normal density with strong coupling. The most accurate results in this region can be obtained using DFT. Electronic pressure in a dense medium is insensitive to the excitation of inner electrons while the behavior of isochoric heat capacity is largely determined by this effect. Thus, the results for heat capacity will significantly depend on the method of electronic structure calculation.

Fig. 4 shows the isochoric heat capacity of aluminum calculated via the semiclassical model, the TF model, and the DFT approach \[65\]. DFT simulations were performed for crystals using pseudo-potential and full-electron approaches: the first one takes into account only valence electrons, while other electrons form an invariable core with a softer potential for better convergence; the second one considers all electrons and nuclei during a self-consistent field evaluation. As a result, the pseudopotential approach limits heat capacity growth while other methods behave differently: the semiclassical and full-electron DFT approaches reproduce the sequential ionization of electron shells, and the TF model provides smooth heat capacity growth. There is a difference between the semiclassical model and the full-electron DFT approach in the ionization temperature of lower-level electrons, but both express very similar tendency.
Figure 4. Isochoric electron heat capacity of aluminum at \( \rho = 2.7 \text{ g/cm}^3 \). The models are: 1) pseudopotential DFT approach (VASP) with 3s and 3p valent electrons [65] calculated for crystal; 2) full potential linear-muffin-tin-orbital (FP-LMTO) DFT approach [65] calculated for crystal; 3) Thomas–Fermi AA model; 4) the developed semiclassical AA model.

C. High pressure shock Hugoniot evaluation

Experiments on shock compression are the main source of information for materials at extremes. The Hugoniot equation [10] relates the states of uncompressed and compressed matter and together with an EOS defines the shock Hugoniot curve:

\[
E(V, T) - E_0 = \frac{1}{2} (P(V, T) + P_0) (V_0 - V).
\]

Here, \( P_0, V_0, E_0 \) are the pressure, volume, and specific energy of the uncompressed state (before the shock front).

Fig. 5 shows the calculation of shock Hugoniot curve for aluminum using the semiclassical, TF, PIMC [68], and MST [69] models in comparison with the experimental data [66, 67]. An ideal gas model is used for the ions in the semiclassical and TF models. Some experimental points available in the considered region of pressures [66] have huge error bars, so all models fit into the inaccuracy of measurements.

One should note, that the growth of isothermal heat capacity with the thermal ionization of electron shells discussed earlier correlates with the oscillations on the shock Hugoniot. As can be seen, although the ionization effects are well described by the semiclassical AA model, quantitatively it differs from the PIMC and MST results, which provide a greater maximum compression. In particular, this is due to the choice of a simple model describing the contribution of the ions to the EOS. However, even a simple approximation for the ions allows us to show that the semiclassical approach is capable of describing shell effects in agreement with more accurate models. A possible enhancement may include the use of finite-temperature exchange-correlation functionals with our model. Also, the use of a non-relativistic approximation results in the spin degeneracy of electron states, which should be accurately resolved in relativistic models. Such an artificial degeneracy takes effect on the energy levels and, consequently, on the ionization process, which may also shift the maximum level of compression.

IV. DISCUSSION

An example of a wide-range calculation using the semiclassical AA model, along with other models, is demonstrated in Fig. 6. Pressure on three isotherms for lead (1, 10 and 100 eV) is shown in the range of density from \( 10^{-2} \text{ g/cm}^3 \) to \( 10^{3} \text{ g/cm}^3 \). At low density, the chemical model of plasma agrees quantitatively with the presented approach at 1 and 100 eV. At 10 eV, however, there is a notable overestimation of energy obtained with the semiclassical AA model. As it was mentioned before, this can be connected with a systematic excess of semiclassical energy levels over the corresponding HFS ones. In the region near the normal density, the semiclassical model predicts the position of the ionization minimum more accurately than the TF one and its modification with quantum and exchange corrections; in the last case the corrections become invalid near the normal density of lead [34]. As the temperature rises, the semiclassical model still agrees better with the DFT method than the TF approaches. In the presented diagram TF and TFC models [20] can give reasonable results only at high density and high temperatures (in the region of weakly coupled quantum plasma [35], where the continuous electron
Figure 6. The wide-range evaluation of the internal energy in lead along isotherms at 1, 10, and 100 eV. Comparison of the developed semiclassical AA model (SC) with the chemical model of plasma at low densities, DFT calculations (VASP), basic Thomas–Fermi AA model (TF), and the Thomas–Fermi AA model with quantum and exchange corrections (TFC).

spectrum determines the values of thermodynamic functions due to ionization. The semiclassical model tends to the TF one in the region of high densities.

The performance of our calculations using the semiclassical model is worth noting. The self-consistent field evaluation takes the primary calculation time, which is the major contribution to the program’s running time. This evaluation itself depends on the number of required energy levels for bound electrons accounting. Depending on the temperature and density, which determine the number of considered levels of the discrete spectrum, the self-consistent field evaluation takes from 10 seconds to several minutes. In addition, parallel programming allows to calculate several points on the phase diagram at once. For example, a modern computer with a 4-core processor can calculate a table of about 250 points with all essential thermodynamic functions of electrons within an hour. Thus, the developed semiclassical AA model can predict the thermodynamic properties of matter with acceptable accuracy at reduced computational costs.

V. CONCLUSION

In this study, the semiclassical AA model is introduced. The model considers the discrete and continuous spectrum of electrons in a thermodynamically consistent way. The use of semiclassical energy levels and wave functions reduces the computational cost while keeping adequate accuracy and provides stable convergence of the self-consistent potential. The combined treatment of bound and free electrons in a single model is essential for modelling ionization and can be used as an integral part of a wide-range AA model.

The results obtained via the semiclassical AA model demonstrate a reasonable agreement with a chemical model of plasma in the region of rarefied plasma, with DFT in the region of WDM, and with shock Hugoniot data. The main drawback of the semiclassical approach is that the energy levels of valence electrons may slightly differ from the exact ones, but it is usually acceptable for a thermodynamic functions evaluation. The presented model may also be used as a part of the pseudo-atom approach [52] in order to accurately calculate the contribution of ions to plasma properties.
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