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Abstract—A major task in systematic reviews is abstract screening, i.e., excluding, often hundreds or thousand of, irrelevant citations returned from a database search based on titles and abstracts. Thus, a systematic review platform that can automate the abstract screening process is of huge importance. Several methods have been proposed for this task. However, it is very hard to clearly understand the applicability of these methods in a systematic review platform because of the following challenges: (1) the use of non-overlapping metrics for the evaluation of the proposed methods, (2) usage of features that are very hard to collect, (3) using a small set of reviews for the evaluation, and (4) no solid statistical testing or equivalence grouping of the methods. In this paper, we use feature representation that can be extracted per citation. We evaluate SVM based methods (commonly used) on a large set of reviews (61) and metrics (11) to provide equivalence grouping of methods based on a solid statistical test. Our analysis also includes a strong variability of the metrics using 500x2 cross validation. While some methods shine for different metrics and for different datasets, there is no single method that dominates the pack. Furthermore, we observe that in some cases relevant (included) citations can be found after screening only 15-20% of them via a via a statistical sampling. A few included citations present outlying characteristics and can only be found after a very large number of screening steps. Finally, we present an ensemble algorithm for producing a 5-star rating of citations based on their relevance. Such algorithm combines the best methods from our evaluation and through its 3-star rating outputs a more easy-to-consume prediction.

I. INTRODUCTION

Randomized controlled trials (RCTs) are a key component of medical research and by far the best way of achieving results that can genuinely increase our knowledge about treatment effectiveness [1]. Because of the huge explosion of RCTs, it is very hard for individuals to glean evidence from all of them. Systematic reviews synthesize the results of more than one RCT, summarize the effects of their individual outcomes with a certain degree of confidence and provide answers about the effectiveness of a particular intervention [2]. Thus, systematic reviews provide current best evidence for policy and clinical decision-making.

Systematic review involves formulating a research question, searching in multiple biomedical databases, identifying relevant studies based on abstracts and titles (abstract screening) and then based on full texts of a subset thereof, assessing their methodological qualities, data extraction and synthesis, and finally reporting the conclusions on the review question [3]. However, the search precision is quite low and it usually returns a large number of citations, from hundreds to thousands. Systematic review authors have to go through the tedious and time-consuming task of screening these citations. Therefore, a systematic review platform that can automate the abstract screening process is fundamental in expediting the process of processing systematic reviews.

There are several challenges in building a systematic review platform for abstract screening including: (1) feature extraction should be fast, (2) the features should be readily available, (3) the learning and prediction algorithms should be very efficient, and (4) the algorithms should also be able to handle the problem of extreme data imbalance (due to the low search precision). In addition, the presentation of the citations should be based on their relevance, i.e. all the relevant citations should be ranked higher than the irrelevant ones. This is an instance of the bipartite ranking problem. Generating a clear bipartition is a quite difficult task [4] and a common measure of success in such scenario is the area under the ROC curve (AUC). However, the optimization techniques based on the AUC can be reduced to binary classification [5] methods under specific settings. In this paper, we evaluate several SVM based methods that either use a loss function such as 0 − 1 (Classification), AUC, KLD, or quadratic mean error.

To address the first two constraints, quick feature extraction and availability, we focus in this paper on two classes of features, namely uni-bigram and Word2Vec features. Other features may be hard to obtain such as co-citations or are not always readily available such as MeSH terms. Uni-Bigram features do not have such issues. Another popular choice is LDA based topic features. However, LDA features need to be generated per review and with each addition of a new batch of citations, one needs to regenerate the topics. There are several practical concerns about how many topics should be generated and the efficiency of generating the LDA model. Therefore, we use Word2Vec based features as it captures the semantic similarity between words similarly to LDA and once the model is built (offline), the features are readily available. On the other hand, for the data-imbalance constraint, i.e., irrelevant...
citations are more common than the relevant ones, we evaluate algorithms that have the potentials to address this problem, namely $SV M^{cost}$ (cost-sensitive SVM) and $SV M^{perf}$ (SVM with multivariate performance measure). This will allow us to get more insights on the applicability of these algorithmic approaches to tackle the data imbalance issue. We should also note that SVM-based approaches have less parameters to tune compared to others such as random forests.

It is worth mentioning that a recent systematic review of current approaches in abstract screening [6] reported that among the 69 publications it surveyed, only 22 report about Recall, 18 report about Precision, and 10 about AUC. The non-overlapping usage of these metrics makes it difficult to draw a conclusion about the different methods. For example, if a particular work only reports Recall but not Precision, it is hard to understand its applicability. Moreover, recent works [7], [8] suggest studying the variability of the reported metrics and advocate using a large number of repetitions ($500 \times 2$) to make the conclusions more reproducible. Table I characterizes most of the existing approaches in terms of their most important aspects. In particular, we observe that most of the studies have been performed on a small number of reviews, the evaluation is reported with different metrics, the cross validation uses a very small number of repetitions, and most of the approaches did not perform proper statistical significant tests.

In this paper, using a large set of systematic reviews, we conduct an extensive evaluation of several classification methods, along with different feature representations, which have the potential to address the above constraints. This would give us insights on the best approach to adopt for abstract screening in a practical systematic review platform. We also present such an approach as a consequence of our evaluation. More specifically, we make the following contributions:

1) We use a large sample of reviews (61, Most of them were collected from an existing abstract screening platform: Rayyan[9])
2) We evaluate 18 different methods and report on 11 different metrics
3) We perform a 500x2 cross validation
4) We apply a 2-factor ANOVA analysis with a paired t-test and group the equivalent methods.
5) We present an ensemble method that present prediction results through a 5-star rating method.

The remainder of this paper is organized as follows. In Section II, we discuss related work. In Section III, we detail the SVM based methods used in the evaluation. Section IV presents the experimental results. Section V details the proposed 5-star rating method. We conclude in Section VI.

### II. RELATED WORK

We divide the related work into four groups: 1) work on “Abstract Screening” methods, 2) discussion of “Data Imbalance” as it is one of the main issues in the abstract screening process, 3) “Active Learning” a a popular method to address data imbalance issue, and 4) “Linear Review”, from the legal domain, which bears some similarity with abstract screening in systematic reviews.

#### A. Abstract Screening

A large body of past research has focused on automating the abstract screening process [9], [11]–[15], [16]. In terms of feature representation, most of the existing approaches [15], [16] use unigram, bigram, and MeSH (Medical Subject Headings). An alternative to the MeSH terms is extracting LDA based latent topics from the titles along with the abstracts and using them as features [12]. Other methods [11], [15] utilize external information as features, such as citations and co-citations. In terms of methods, SVM-based learning algorithms are commonly used [9], [13], [15]. According to a recent study [14], 13 different types of algorithms have been proposed in systematic reviews including SVM, Decision Trees, Naive Bayes, k-nearest neighbor, and neural networks. To the best of our knowledge, for abstract screening, past works did not use the structured output version of SVM ($SV M^{perf}$) with different loss functions. $SV M^{perf}$ [19] can learn faster than SVM. For prediction, it only keeps feature weights and thus the prediction module becomes very fast. On the other hand, as Transductive learning [20] takes both the labeled and unlabeled citations into account, the corresponding learning algorithm is slower than $SV M^{perf}$ [19].

#### B. Data imbalance

Data imbalance in supervised classification is a well studied problem [19]–[23]. Two different kinds of approaches have been proposed to solve it. The first focuses on designing loss functions: KLD [24], Quadratic Mean [25]. Cost sensitive

| Aspect                                | Related Studies |
|---------------------------------------|-----------------|
| Feature Space Representation          | Uni, Bigram, MeSH [9], LDA [10], Uni + Cite [11] |
| Algorithm                             | SVM Based [12], [13], Others [14] |
| Cross Validation                      | $5 \times 2$ [9], [11], [13], [15], [16], 10-fold [17] |
| No. of Reviews used                   | 15 [11], [13], 6 [12], 18 [9], 3 [18], 1 [17] |
| Statistical Testing                   | Post-hoc paired Wilcoxon test [9], Rank Group [11] |
| Reported Metric                       | AUC [9], [11], Utility [12], Burden [12], Yield [12], WSS [11], Precision [13], Recall [11], F1 [13] |

#### TABLE I

A brief summary of recent contributions and their characteristics. For more details about algorithms used in systematic reviews please consult [6], [14], and for metric usage [6].

[http://rayyan.qcri.org/](http://rayyan.qcri.org/)
classification [26]. Mean Average Precision [27], Random Forest [28] with meta-cost, and AUC [19]. The second kind generates synthetic data for artificially balancing the ratio of labeled relevant and irrelevant citations. The example of such methods are Borderline-SMOTE [29], Safe-level-SMOTE [30], and oversampling of the minority class along with undersampling the majority class. The authors in [31–33] use probability calibration techniques. In this paper, we evaluate the algorithmic approaches rather than the data centric approaches or methods based on probability calibration since synthetic data generation is computationally intensive—generating data in extreme imbalance becomes quite difficult. Besides, for probability calibration we need a validation set that might not be always available in such kind of abstract screening process.

C. Active Learning

As systematic reviews are done in batches, the problem of abstract screening can be modeled as an instance of batch mode active learning. Online learning trains the classifier after adding every citation whereas Batch-mode active learning (BAL) does the same after adding batches of citations. However, BAL does not have any theoretical guarantee compared to online learning [34], [35]. The task of BAL is to select batches with informative samples (citations) that would help learn a better classification model. There are two popular methods to select samples: (1) Certainty based and (2) Uncertainty based. In certainty based methods, “most certain” samples are selected to train the classifier, while in uncertainty based method, “most uncertain” ones are selected. In the uncertainty sampling-based methodologies, a large number of uncertainty metrics have been proposed; examples include entropy [36], smallest-margin [37], least confidence [38], committee disagreement [39], and version space reduction [40]. Using “most uncertain” samples based on these metrics improve the quality of the classifier to find the best separating hyperplane, and thus to improve its accuracy in classifying new instances [12]. On the other hand, certainty based methods have also been shown to be effective to carry out active learning on imbalanced data sets, as demonstrated in [41].

D. Linear Review

A very similar review system that is popular among law firms is Technology assisted Linear Review (TAR) [42]–[46]. The main objectives of both review systems are very similar. TAR is used to save time of the attorneys to screen relevant documents rather than on the irrelevant ones. Generally the number of documents are huge (millions) compared to the same in systematic review, and, so active learning becomes a popular method. However, unlike systematic reviews, TAR researchers are interested in finding a good stabilization point—Finding a point, where the training of the classifier should be stopped. Moreover, in TAR, achieving at least 75% recall is considered as acceptable, whereas in Systematic reviews 95%-100% recall is desirable.

III. Method

For abstract screening, we have title ($T_i$) and abstract ($A_i$) for a set of $n$ citations, $C = \{C_{T_i,A_i}\}_{1 \leq i \leq n}$. We represent each citation, $C_{T_i,A_i}$ as a tuple $(x_{C_i}, y_{C_i})$: $x_{C_i}$ is a $d$-dimensional feature space representation of the citation and $y_{C_i} \in \{+1, -1\}$ is a binary label denoting whether $C_i$ is relevant or not. Additionally, we use the following notations throughout the paper. We use $\mathcal{L}$ and $\mathcal{U}$ for the labeled and unlabeled set of citations, respectively; $\mathcal{F}(\cdot)$ to represent features for a set of citations; $h$ for the hypothesis or hyperplane learned by training on $\mathcal{L}$; and $l(w)$ for the latent space representation for a particular word, $w$. In this section, we describe the feature space representation and the methods for evaluation of automated abstract screening system.

A. Feature Space Representation

We use two types of feature space representation: (1) Uni-Bigram and (2) Word2Vec. For Word2Vec [48], we train the model on the entire set of citations (abstracts and titles) available in an existing systematic review platform. We use Gensim [49] package with the following parameters: the number of context words as 5, the min word count as 15 and the number of dimensions in the latent space as 500. Thus, for each word in the set of all available words ($w_i \in W$), we learn a 500-dimensional latent space representation. Some query results from the trained model are shown in the Table [II]. We can conclude that the model captures the latent similarities among various bio-medical terms. For example, the cosine similarity between “liver” and “cirrhosis” is 0.63, and for the query “The way breast and cancer is related, which words are related to “cirrhosis” in the same way”, we can see “liver” is listed as one of the top-5 answers. To represent a citation $C_i$ in the latent space, we use a simple averaging technique to generate a 500 dimensional feature vector, $x_{C_i}$.

$$x_{C_i} = \frac{\sum_{w \in W_{C_i}} l(w)}{|W_{C_i}|}$$

After averaging, we apply two kinds of normalization: (1) instance normalization (row normalization) and (2) feature based normalization (column normalization). These normalizations give statistically significantly better results than using raw features for threshold agnostic metrics such as AUC and AUPRC. In instance normalization, we z-normalize extracted feature for each citation, $x_{C_i}$. For column normalization, we z-normalize in each of the 500 dimensions. After both normalizations, we keep the feature values up to 2-decimal places to minimize the memory requirement.

Apache Lucene A standard analyzer 2 is applied to tokenize titles and abstracts and also to generate uni-bigrams. Subsequently, the word counts are binarized. After this step, we obtain a feature space representation for both the labeled and unlabeled citations, i.e. $\mathcal{F}(\mathcal{L})$ and $\mathcal{F}(\mathcal{U})$. Note that the Uni-Bigram is a sparse feature representation whereas Word2Vec

2https://lucene.apache.org/core/
model.similarity ('liver', 'cirrhosis') 0.63
model.similarity ('breast', 'cancer') 0.46
model.most_similar(positive=['liver'], top-k with k=10) hepatic (0.67), cirrhosis (0.63), cholestatic (0.51), spleen (0.51), steatosis (0.5), kidney (0.50), steatohepatitis (0.50), extrahepatic (0.46), pancreas (0.45), cirrhotic (0.45)
multivariate
model.most_similar(positive=['cancer', 'cirrhosis'], negative=['breast'], top-k with k=5) cirrhotic (0.46), hcc (0.46), liver (0.45), heptocellular (0.43), metavir (0.43)

**TABLE II**

| Feature Space | Algorithm, Parameter & Loss Function | Method Id |
|---------------|--------------------------------------|-----------|
| UniBi         | SVM perf (B0, AUC)                   | 1         |
|               | — (B1, AUC)                          | 2         |
|               | — (B1, KLD)                          | 3         |
|               | — (B1, QuadMean)                     | 4         |
|               | SVM (Default)                        | 5         |
|               | SVM perf (J, B0)                     | 6         |
|               | — (J, B1)                            | 7         |
|               | SVM TRANSDUCTION                     | 11        |
| WORD2VEC ROW  | SVM perf (B1, AUC)                   | 21        |
|               | — (B1, KLD)                          | 22        |
|               | — (B1, QuadMean)                     | 23        |
|               | SVM perf (J, B0)                     | 24        |
|               | — (J, B1)                            | 25        |
| WORD2VEC COL  | SVM perf (B1, AUC)                   | 31        |
|               | — (B1, KLD)                          | 32        |
|               | — (B1, QuadMean)                     | 33        |
|               | SVM perf (J, B0)                     | 34        |
|               | — (J, B1)                            | 35        |

**TABLE III**

| Description and identifier for the systems we have used for evaluation purposes. We use default regularization in all of the cases. |
|---------------------------------------------------------------|

is a dense feature representation. Therefore, in general, Uni-Bigram features takes less memory space than the Word2Vec features.

**B. Algorithms**

In Table [III] we outline the different algorithms we used in our comparison along with their parameters, loss functions, and the identifier to represent each algorithm. Table [III] uses the identifiers as opposed to the name of the methods. For example, the first row in Table [III] refers to a method, identified by Id 1, that uses SV Mperf with b = 0 and AUC as the loss function. We use three types of SVM: (1) Inductive (2) Transductive and (3) SVM for Multivariate Performance. Inductive SVM learns a hypothesis, h induced by \( \mathcal{F}(\mathcal{L}) \). Transductive SVM answers the most general question: What information do we get from studying \( \mathcal{F}(\mathcal{U}) \) and how can we use it? It also uses the idea of equivalence classes: two functions from the hypothesis space \( \mathcal{H} \) belong to the same equivalence class if they both classify the instances from \( \mathcal{F}(\mathcal{U}) \) and \( \mathcal{F}(\mathcal{L}) \) in the same way. This reduces the learning problem of finding a \( h \in \mathcal{H} \) to a different learning problem where the goal is to find one equivalence class from infinitely many induced by all the instances in \( \mathcal{F}(\mathcal{U}) \) and \( \mathcal{F}(\mathcal{L}) \). On the other hand, \( SV M^perf \) is an implementation of the Support Vector Machine (SVM) formulation for optimizing multivariate performance measures [19]. It exploits the alternative structural formulation of the SVM optimization problem for conventional binary classification with error rate [50]. We use three different loss functions for the \( SV M^perf \) implementation:

\[
AUC = \frac{\# \text{ of swapped pairs}}{\# \text{ of instances}}
\]

\[
KLD(p, \hat{p}) = \sum_{l \in \mathcal{L}} p(l) \log \frac{p(l)}{\hat{p}(l)}
\]

\[
\text{QuadMean Error} = \sqrt{\frac{\sum_{l \in \mathcal{L}} \| x_{l} \|^{2}}{\# \text{ of swapped pairs}}}
\]

For KLD (Kullback-Leibler Divergence) loss function, \( p(l) \) and \( \hat{p}(l) \) are estimated as follows:

\[
p(l) = \frac{TP + FN}{TP + FP + FN + TN}
\]

\[
\hat{p}(l) = \frac{TP + FP}{TP + FP + FN + TN}
\]

**C. Tuning the cost parameter and setting the threshold**

For the inductive and Transductive SVM methods, the default cost parameter, denoted as \( c \), is computed as follows:

\[
b = \frac{\sum_{1 \leq i \leq |\mathcal{L}|} \| x_{i} \|}{|\mathcal{L}|}
\]

\[
c = \frac{1}{\# \text{ of instances}}
\]

The summation of all the 2-norm of the feature vectors are divided by the number of instances in \( \mathcal{L} \) to generate \( b \). Finally, the fraction gives \( J \) in \( SV M^cost \) is set to the following ratio: \( \frac{b}{c} \cdot \frac{\# \text{ of relevant}}{\# \text{ of irrelevant}} \). The ratio biases the hypothesis learner (train algorithm) to penalize mistakes on the minority class \( J \) (relevant class) times more than the majority class. Furthermore, we follow the recommendation for error loss function from [19] to set the cost parameter for \( SV M^perf \):

\[
SV M^perf(c) = \frac{SV M(c \times \# \text{ of instances})}{100.0}
\]

The motivation of using these values is to make our results more reproducible. To evaluate the reproducibility of each method is one of the main goals of this paper. The way we
calculate the parameter values can also avoid the need for a representative validation set which is very hard to obtain in a systematic review platform. Note, for all the methods, we set the classification threshold to 0.0 (the threshold is very important to separate the relevant citations from the irrelevant ones).

IV. EXPERIMENTAL RESULTS

We run all of our experiments on a computer with a 24-core Intel XEON X5660 2.6Ghz processor running CentOS 6.7 operating system. For each dataset (described in the next section), we perform a 500 × 2 fold cross validation for each method to analyze the variability. In n × k fold cross validation, we split the data in k blocks; k-th block becomes the test block and the rest becomes the training data and we repeat this process n times. The split is carried out through stratification. So, for 500 × 2, we split each dataset into two blocks and then use each block once as a training and once as a test. We repeat this process for 500 times.

A. Datasets

We use 61 reviews for our experiments. Among the 61 reviews, 15 reviews are publicly available from [16] and the rest of the 46 reviews are collected from a deployed platform for producing systematic reviews. In Table III-C, all publicly available reviews start with C (Cohen) whereas reviews from our system starts with P (Private). In the table, we give three statistics about the review—the total number of citations, the total number of relevant citations, and prevalence (ratio of relevant and total number of citations). We divide the reviews into three prevalence groups: (1) Low (0.22% to 5.92%) (2) Mid (6.70% to 13.07%) and (3) High (13.45% to 40.08%). This allows us to study the behavior of the performance metrics, discussed later, within each group. This also helps us present our findings in a detailed fashion.

The datasets of each group are sorted by their prevalence. For example, in dataset P18, the prevalence is 0.22% as 5 (no. of relevant citations) out of 2241 (total citations) is 0.0022.

B. Performance Metrics

To be self contained, we reproduce the metric table from [6]. Table V gives the definition and formula for all the metrics used in the evaluation. The first four measures (Recall, Precision, F-measure and Accuracy) depend on a threshold and are widely used for evaluating automated abstract screening methods. ROC and AUPRC do not depend on thresholds and are common in binary classification problems with data imbalance. We also add two more metrics: (1) Arithmetic mean error and (2) Quadratic mean error. Both of these errors depend on the loss in Recall of the relevant (LR) and irrelevant class (LIR). The arithmetic mean error is the arithmetic mean of LR and LIR. The quadratic mean error is the square root of the arithmetic mean of the squares of LR and LIR. In active learning settings, Burden, Utility, and Yield are frequently used.

C. Statistical Test

We have 18 different methods (Table III) and three prevalence groups: (1) Low-prevalence, (2) Mid-prevalence, and (3) High prevalence. We want to compare the methods based on the datasets of a particular prevalence group on a specific metric. Our goal is to generalize the findings on a larger population of possible datasets which fall within a defined prevalence group. So, we model the problem similar to [51]:

\[ \text{METRIC} \sim \text{DATA} + \text{METHOD} \]

where DATA has been modeled as random effects and METHOD as a fixed effect. To be more specific, the model resembles \( y = mx + c \), where \( x \) is a variable and \( m, c \) are the constants. In this model, DATA and METHOD mimic \( x \) and \( c \) respectively. We fit the model in a linear regression framework and perform a two-factor (DATA and METHOD) analysis of variance. This helps us identify whether there is any statistically significant difference among the methods, the datasets and the interactions between the methods and the data. If the test shows statistically significant performance difference among the methods, we again compare them pairwise using paired t-tests (post-hoc testing). Post-hoc testing with 18 methods leads to 18*17 possible post-hoc comparisons. Each of these 18*17 tests needs correction for multiple testing.

To avoid the large number of testing, we follow these steps:

1) We aim to find the best method and compare it with the rest via paired t-tests.
2) All the methods (say, 4) that are not statistically significant (with \( \alpha = 0.5 \)) with respect to the best method falls in the same group. So, we can skip these methods (4) along with the best one for the next comparison.
3) Go to 1. (We repeat the same steps with the remaining 18 (# of methods) - 5 (4 + the best method) = 13.)

D. Performance comparison

In Table VI, we present our results (in top three ranked tiers/groups), in terms of the metrics that we define in Table V for all methods on all datasets. Datasets are grouped by their prevalence, as we explained earlier. The results, for each metric and prevalence, are presented as equivalence groups based on the statistical test (\( \alpha=0.05 \)). All methods that use the UniBi, WORD2VEC ROW, and WORD2VEC COLUMN features have an identifier as 1−11 (11 is specifically for SVM Transduction), 21−25 and 31−35 respectively (Table III).

We first analyze the metrics which depend on a threshold. For Precision (Prec), cost sensitive SVM (7, where 7 has been used as an identifier for cost sensitive SVM in Table III) outperforms others in the low and mid prevalence groups. But, for the high prevalence group, it falls in the second tier (Table VI). SVM Default (5) also performs well. For Recall, WORD2VEC ROW with \( SVM^{cost} \) (AUC) (21) is in the top position in all three prevalence groups. SVM Transduction with UniBi (11) and cost-sensitive SVM with WORD2VEC ROW (25) are the top performers for the F1 metric. For ACC, cost-sensitive SVM(B1) with UniBi (7) performs the best followed by SVM Transduction with UniBi (11).
Now, we analyze the performance of the methods on two threshold agnostic metrics. In AUC, WORD2VEC ROW with \( SV M_{\text{perf}} \) (AUC) (21) is the one with the best performance. Cost sensitive SVM(B1) with WORD2VEC ROW normalized feature (25) also performs well. In AUCPR, \( SV M_{\text{perf}} \) with (B0, AUC) and (B1, AUC) along with the Uni-BI feature are the top performing methods.

Cost sensitive SVM with WORD2VEC ROW normalized feature, 24 and 25, rank first in the AM and QUADMEAN ERRORS metrics, respectively. Again WORD2VEC ROW with \( SV M_{\text{perf}} \) (AUC) (21) ranks first in the YIELD and UTILITY metrics while the SVM Default (5) tops the list in the BURDEN metric.

In conclusion, we observe that there is almost always a method that ranks first in the three prevalence groups. However, there is no single dominant method across all metrics. In summary, there is no single “winner” or best method—various methods perform well on different prevalence groups and for different metrics. For instance, WORD2VEC ROW with \( SV M_{\text{perf}} \) (AUC) (21) seems to be a good choice, outperforming the other methods in five metrics. However, it is not present in any of the equivalence groups for a few other metrics. This is because the method has a very high recall, but very low precision. The low precision might come from the averaging technique (Section III-A) we use to represent the feature space. It follows that a holistic “composite” strategy must be adopted in any practical system. We show such a method in Section V This is not surprising since each method has been designed to meet a certain objective. However, abstract screening is a complicated process, in which, a “good” method should be able to optimize several metrics such as precision, recall, AUC, utility and possibly many others simultaneously.

E. Experiment in an active learning setting

In a practical system, users will usually label citations by batches. Hence, an active learning approach has the potential to achieve better results [12]. We use the \( SV M_{\text{perf}} \) (AUC) (21) method for this experiment as it is the top performing method in terms of the AUC metric in all three prevalence groups (Table VII). Initially for training, we choose 5 relevant and 45 irrelevant citations uniformly at random from the entire set and then learn a hyperplane \( h \). We calculate the distance (score) from the hyperplane for each of the unlabeled instances and rank them based on this score. We choose the top-50 from the ranked citations to retrain the model along with the existing labeled citations. We repeat this experiment 500 times and take the average. The goal of this experiment is to see the following: if a particular user labels 50 top ranked citations per batch, what is the percentage of total citations that the user has to screen to get all the relevant ones?

Figure 1 shows the results of the proposed experiment. The results are based on three groups of prevalence values. For the low prevalence group, out of 20 reviews, 7 reviews (the first four values on the top histogram) need 40% of the total citations to be screened to get all the relevant citations, 12 need around 50 to 70% citations, and 1 needs more than 90%. For the mid and high prevalence groups, 9 out of 20 and 11 out of 21 reviews need around 80% to 90% citations to be screened to get all the relevant citations. In the bottom row of Figure 1 we show the spread of standard deviations for each of the prevalence groups. As expected, the low prevalence

| Prevalence [0.22% – 5.92%] | Prevalence [6.79% – 13.07%] | Prevalence [13.45% – 40.08%] |
|---------------------------|-----------------------------|-------------------------------|
| Review | Total | Pos | Prev (%) | Review | Total | Pos | Prev (%) | Review | Total | Pos | Prev (%) |
| P18 | 2241 | 5 | 0.22 | P39 | 1149 | 78 | 6.79 | P41 | 3250 | 437 | 13.45 |
| P31 | 3034 | 16 | 0.53 | P16 | 484 | 34 | 7.02 | P22 | 1352 | 193 | 14.28 |
| C12 | 1643 | 9 | 0.55 | P32 | 895 | 63 | 7.04 | P21 | 1352 | 193 | 14.28 |
| P5 | 8812 | 60 | 0.68 | P19 | 541 | 39 | 7.21 | P36 | 449 | 66 | 14.70 |
| C9 | 1914 | 15 | 0.78 | P44 | 643 | 50 | 7.78 | P12 | 820 | 121 | 14.76 |
| P30 | 1864 | 19 | 1.02 | P23 | 565 | 49 | 8.67 | P23 | 910 | 137 | 15.05 |
| P35 | 2601 | 33 | 1.27 | P9 | 257 | 23 | 8.95 | P20 | 2703 | 410 | 15.17 |
| C1 | 2544 | 41 | 1.61 | P11 | 1580 | 41 | 2.59 | P17 | 1704 | 266 | 15.61 |
| P7 | 417 | 8 | 1.92 | P2 | 1484 | 265 | 17.86 | P38 | 1386 | 221 | 15.95 |
| C5 | 1965 | 42 | 2.14 | P15 | 954 | 95 | 9.96 | P4 | 1187 | 56 | 4.72 |
| C2 | 845 | 20 | 2.37 | P27 | 1243 | 114 | 9.17 | P3 | 1487 | 33 | 1.27 |
| C13 | 3377 | 85 | 2.52 | P28 | 1242 | 115 | 9.26 | P10 | 616 | 63 | 10.23 |
| P11 | 1580 | 41 | 2.59 | P43 | 996 | 95 | 9.54 | P1 | 906 | 150 | 16.56 |
| C14 | 660 | 24 | 3.64 | P15 | 954 | 95 | 9.96 | P24 | 2488 | 419 | 16.84 |
| P26 | 351 | 13 | 3.70 | P10 | 616 | 63 | 10.23 | P42 | 4019 | 715 | 17.79 |
| C11 | 1330 | 51 | 3.83 | P33 | 640 | 68 | 10.63 | P2 | 498 | 100 | 20.08 |
| P4 | 1187 | 56 | 4.72 | P46 | 551 | 59 | 10.71 | C7 | 368 | 80 | 21.74 |
| C3 | 296 | 16 | 5.41 | P34 | 1728 | 200 | 11.57 | P45 | 957 | 230 | 24.03 |
| P37 | 819 | 328 | 40.08 | C8 | 343 | 41 | 11.95 | C10 | 503 | 136 | 27.03 |
| P25 | 338 | 20 | 5.92 | P40 | 850 | 110 | 12.94 | P3 | 1487 | 404 | 27.17 |

TABLE IV

DATASET STATISTICS. ALL PUBLICLY AVAILABLE REVIEWS START WITH C (COHEN) WHEREAS REVIEWS FROM OUR SYSTEM STARTS WITH P (PRIVATE)
group has a very high standard deviation. For the mid and high prevalence groups, the standard deviation is very small (around ~ 0.01-0.05) in most of the cases.

In Figure 2 we further analyze the inclusion behavior of a particular random run of review 1. As the results are similar for some of the other reviews, we omit the plots to avoid repetitions. For a random run, around 58%, 1500 out of 2544 documents have to be screened before it gets its final relevant citation. However, we clearly see from the figure that, it gets almost all but the final one after screening only 400 out of 2544 which is around 15% of the total citations. The last citations surprisingly takes 22 more iterations. With the help of a domain expert, it would be interesting to see whether the final citation has any outlying characteristics.

![Fig. 2. The pattern of decrease in the number of relevant citations during abstract screening for a particular review.](image)

#### Table V

| Metric      | Definition                                                                 | Formula |
|-------------|---------------------------------------------------------------------------|---------|
| Recall (Sensitivity) | Ratio of correctly predicted relevant citations to all relevant ones. | $\frac{TP}{TP+FN}$ |
| Precision   | Ratio of correctly identified relevant citations to all of those predicted as relevant. | $\frac{TP}{TP+FP}$ |
| F-Measure   | Combines Precision and Recall values. It corresponds to the harmonic mean of Precision and Recall for $\beta = 1$. | $\frac{2TP}{2TP + FP + FN}$ |
| Accuracy    | Ratio of relevant and irrelevant citations predicted correctly to all citations. | $\frac{TP + TN}{TP + TN + FP + FN}$ |
| ROC (AUC)   | Area under the curve obtained by graphing the true positive rate against the false positive rate; 1.0 is a perfect score and 0.5 is equivalent to a random ordering. | $\int \frac{TP}{TP + FN}$ |
| AUPRC       | Area under precision recall curve. | $\sqrt{\frac{TP}{TP+FN+FP+TN} + \frac{FP}{FP+FN} + \frac{TN}{TP+TN}}$ |

#### Algorithm 1: RelRank

A Five Star rating algorithm using ensemble of max-margin based methods

**Input**: $\mathcal{L}$, Labeled dataset; $\mathcal{U}$, Unlabeled dataset

**Output**: Score, $S_{1 \leq i \leq |\mathcal{U}|}$

1. $\mathcal{F}_L$, $\mathcal{F}_U$ $\leftarrow$ GenerateFeature ($\mathcal{L}$, $\mathcal{U}$, feature = $W$)
2. $h_1$ $\leftarrow$ Train ($SVM_{perf}$, $\mathcal{F}_L$)
3. $h_2$ $\leftarrow$ Train ($SVM_{cost}$, $\mathcal{F}_L$)
4. $S_{h1}$ $\leftarrow$ Predict ($h_1$, $\mathcal{F}_U$)
5. $S_{h2}$ $\leftarrow$ Predict ($h_2$, $\mathcal{F}_U$)
6. $\mathcal{F}_L$, $\mathcal{F}_U$ $\leftarrow$ GenerateFeature ($\mathcal{L}$, $\mathcal{U}$, feature = $U$)
7. $h_3$ $\leftarrow$ Train ($SVM_{cost}$, $\mathcal{F}_L$)
8. $S_{h3}$ $\leftarrow$ Predict ($h_3$, $\mathcal{F}_U$)
9. $S$ $\leftarrow$ GenerateCombinedScore ($\mathcal{U}$, $S_{h1}$, $S_{h2}$, $S_{h3}$)
10. return $S$

#### V. Proposed 5-star rating algorithm

In our systematic review platform, we wanted to rank citations based on their graded relevance. The intuition behind this proposal is to help reviewers better manage their time. For this purpose, we rate the citations from 1 – 5 using RelRank (described later in Algorithm 1). The citations with 5 star might be relevant (with high probability) and need more attention whereas 1 starred documents might be irrelevant (with high probability) and may need less attention. Among the 5 stars, we conceptualize 3 – 5 star to indicate relevant citations and 1 – 2 star for irrelevant ones.
We present our 5-star rating algorithm, RelRank using an ensemble of SVM based methods. We choose method 21, 25, and 7 (See Table III) because of their special characteristics. For instance, Method 21 outperforms others based on the AUC and RECALL metric. Moreover, the Method 21 has the lowest standard deviation for the AUC metric (See Table VI). While evaluated on the F1 metric which is a harmonic mean of Precision and Recall, Method 25 produces the highest F1 measure. Method 11 has similar effect as Method 25 but with much higher computation time. On the other hand, Method 7 has the highest Precision. So, in RelRank, if all of these three methods (Methods 21, 25 and 7) agree on the relevance of a citation, then the citation gets a 5 star; if two of them agrees then it gets a 4 star. Within a particular star, citations are ranked based on their average ranks (described in Algorithm [2]).

In RelRank, we first generate WORD2VEC ROW features for both the L and U. Then, we train $SVM_{perf}$ and $SVM_{cost}$ (Methods 21 and 25) to generate first ($h1$) and second hyperplane ($h2$) respectively. Step 4 and 5 generate scores for $U$ based on the distances from $h1$ and $h2$. Using the Uni-Bi gram features (Step 6), we compute a third score $\delta_{h3}$ using hyperplane $h3$ (Step 7). In Step 9, we combine the three scores to generate a final score for $U$ (which we formally present as Algorithm 2). Please see the appendix for more details.

We evaluate our 5-star algorithm on each of the citations in different cumulative star-groups. The results are provided in Table VII. For instance, we evaluate the citations which get 3 or more stars, 4 or more stars and 5 stars. We observe that our 5-star algorithm performs similarly to Method 21 for the citations receiving 3 stars or above. However, for the precision metric, the 5-star algorithm performs better than Method 21 as it falls in the rank group 7 whereas Method 21 falls in the group 9. This is because the 5-star algorithm is a combination of Method 21 with two other methods that have better precision. However, for the recall metric, RelRank (3-star) are in the top group whereas RelRank (4-star) and RelRank (5-star) are in the second top group. This is obvious as increasing recall might lose precision. We observe a similar behavior in the remaining metrics.

VI. CONCLUSIONS AND FUTURE WORK

Automating the production of systematic reviews will be crucial in delivering the promise of evidence-based medicine. An key task in this process is sifting through hundreds to thousands of citations and identifying relevant studies for further analysis. In this paper, we studied the most popular classification methods employed in this task. We focus on the methods that better fit the constraints of a practical system for abstract screening. In all, we report on 18 methods on a

| Metric                  | PREC  | REC  | F1    | ACC   | AUC  | AUPRC |
|------------------------|-------|------|-------|-------|------|-------|
| $rg = 1$               | 7, 11 | 21   | 11    | 7     | 21   | 1     |
| $rg = 2$               | 3, 25 | 31   | 25    | 5, 2  | 31   | 5     |
| $rg = 3$               | 4, 6, 35 | 1, 2, 34 | 4, 22, 23 | 3, 6, 11 | 4, 25 | 4, 24 |

TABLE VI

GROUPING RESULTS OF ALL THE SYSTEMS BASED ON VARIOUS METRICS IN TABLE V ($rg$ STANDS FOR RANK GROUP).
very large number of reviews (61) using 11 metrics. There is no single “winner” or best method—various methods perform well on different prevalence groups and for different metrics. For instance, WORD2VEC ROW with $SV\,M_{\text{perf}}$ (AUC) seems to be a good choice, outperforming the other methods in five metrics but is not doing well for a few other metrics. We also observe that in an active learning setting, a very large portion of included citations can be easily found with few iteration. However, one or two citations have some outlying behavior and requires much more iterations to be found.

We also presented an ensemble method that combines three of the methods we evaluated and convert their scores into a 5-star rating system through a voting mechanism and rank citations based on their graded relevance. The goal is to help reviewers better manage their time; A 5-star citation might be relevant with high probability and need more attention whereas a 1-star citation might be irrelevant with high probability and thus need less attention.

As a future work, we plan to look at different approaches to combine methods as well look more carefully at the outlying citations and how they can be screened with less iterations.
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Algorithm 2: GenerateCombinedScore

**Input**: Unlabeled dataset(\(U\)), \(S_h[], \bar{T}_h[]\). Separation Threshold (ST), MAX Range (MR)

**Output**: Score, \(S\)

1. \(U = |U|\)  
2. \(FVOTE = \Lambda \{s\exp(-\frac{U - s}{U})}\)  
3. \(NORM = \Lambda \{s|\frac{s}{s-1}U} - 1)\times MR\}  
4. \(r_h = \text{GetRanksForASetOfElements} (S_h)\)  
5. for \(u = 0..|U|\) do
   6. \(nv = S_h[0][u] \geq \bar{T}_h[0] ? 1 : -1\)  
   7. \(rs = r_h[0][u]\)  
   8. \(fv = FVOTE (rs)\)  
   9. for \(v = 1..|h|\) do
      10. \(rs_v = r_h[v][u]\)  
      11. \(fv = fv + FVOTE (rs_v)\)  
      12. \(rs = rs + rs_v\)  
      13. \(nv = S_h[v][u] \geq \bar{T}_h[v] ? (nv > 0?nv + 1 : nv) : (nv < 0?nv - 1 : nv)\)  
      14. \(ns = NORM (rs/|h|)\)  
      15. \(finv = nv \geq 1 ? fv : nv\)  
      16. \(S[u] = finv \times ST + ns\)  
17. return \(S\)