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Entropy production (EP) is a central measure in nonequilibrium thermodynamics, as it can quantify the irreversibility of a process as well as its energy dissipation in special cases. Using the time-reversal asymmetry in a system’s path probability distribution, many methods have been developed to estimate EP from only trajectory data. However, estimating the EP of a system with odd-parity variables, which prevails in nonequilibrium systems, has not been covered. In this study, we develop a machine learning method for estimating the EP in a stochastic system with odd-parity variables through multiple neural networks. We demonstrate our method with two systems, an underdamped bead-spring model and a one-particle odd-parity Markov jump process.

I. INTRODUCTION

Entropy production (EP) plays an important role in the field of stochastic thermodynamics because of its diverse relations to the dissipation, free energy, and fundamental bounds on the fluctuation of an observable. Through the fluctuation relation [1], it has been found that EP has a symmetry that enables us to measure the free energy difference from nonequilibrium experimental data [2]. Also, trade-off relations between EP and the relative error of physical quantities have been discovered recently [3–6]. Such relations can provide a tighter version of the thermodynamic second law and a universal bound for fluctuations of diverse currents.

Following from the importance, various estimation methods for EP have been developed, such as the plug-in method [7] and compression algorithm [8]. Also, the development of thermodynamic uncertainty relations (TURs) open the possibility of measuring the EP in overdamped Langevin processes [9]. To estimate the exact EP with TURs, we have to measure the relative error of EP, which presents us with circular reasoning. To resolve this point, a few optimization strategies have been established [10–13]. However, measuring EP remains challenging because of the curse of dimensionality.

Recently, machine learning based algorithms for EP estimation have been developed to efficiently mitigate such issues by using a neural network [14–16]. These methods employ neural networks as an EP estimator [14], where the estimator is trained for optimizing the variational representation of the EP [17]. Owing to the great power of neural networks, these approaches work well even in high-dimensional systems. Moreover, unlike the TURs methods, the neural estimator can provide stochastic EP directly from trajectory data without any correction [15].

Despite such progress, the developed methods have only considered systems with absent odd-parity variables, of which the sign changes under time-reversal operation [18–20]. For instance, underdamped Langevin dynamics includes an odd-parity variable called momentum [21]; in many cases, active matter or other biological systems are often modeled with underdamped dynamics [22, 23]. To estimate the EP of such systems, existing methodologies require additional information because the definition of EP in these systems differs from that in systems without odd-parity variables. Indeed, TURs for underdamped Langevin systems require detailed information about the systems [20, 24, 25], and therefore we cannot exactly measure EP from only trajectory data using TURs. Due to these difficulties, to our knowledge, methods for estimating EP in a stochastic system with odd-parity state variables have yet to be developed.

In this article, we propose a machine learning based method for estimating EP by using trajectory data obtained from a stochastic system with odd-parity variables. The proposed method can be applied to Langevin dynamics and Markov jump processes. For a system with continuous state variables, we demonstrate our estimation method with an underdamped bead-spring model in Sec. II, and for the Markov jump case, we apply our approach in Sec. III to a one-particle odd-parity Markov jump process in which the state variables are discrete and the time interval between jumps is continuous.

II. UNDERDAMPED BEAD-SPRING MODEL

In the underdamped bead spring model, $N$ beads are coupled to the next nearest beads. Let $\mathbf{q} = (x_1, \ldots, x_N, v_1, \ldots, v_N)$ be a state vector of this model, and its time reversal counterpart is denoted as $\tilde{\mathbf{q}} = (x_1, \ldots, x_N, -v_1, \ldots, -v_N)$ where $x_i$ and $v_i$ are the position and velocity of the $i$-th bead, respectively. Then, the dynamics of the state $\mathbf{q}$ with time $\tau$ is governed by the following underdamped Langevin equation:

$$\dot{\mathbf{q}}(\tau) = -\mathbf{M} \cdot \mathbf{q}(\tau) + \sqrt{2D} \cdot \mathbf{\xi}(\tau),$$

with

$$\mathbf{M} = \begin{pmatrix} 0 & -I \\ A & \Gamma \end{pmatrix}, \quad \mathbf{D} = \begin{pmatrix} 0 & 0 \\ 0 & \mathbf{T} \end{pmatrix},$$

where $\mathbf{\xi}(\tau)$ is Gaussian white noise with correlation function $\langle \mathbf{\xi}(\tau) \mathbf{\xi}(\tau') \rangle = \mathbf{D} \cdot \delta(\tau - \tau')$.

* Equal contribution.
† hjjeong@kaist.edu
where $[A]_{ij} = (2\delta_{i,j} - \delta_{i,j+1} - \delta_{i+1,j})k/m$, $[\Gamma]_{ij} = \gamma \delta_{i,j}$, and $[T]_{ij} = \delta_{i,j} \gamma k \beta T_1/m$. Otherwise, $\xi$, is a Gaussian noise vector with zero mean and variance given by $\langle \xi_i(\tau)\xi_j(\tau') \rangle = \delta_{ij} \delta(\tau - \tau')$, and $(\ldots)$ denotes the ensemble average. 0 and 1 are the $N \times N$ null and identity matrices, $\gamma$ is the friction coefficient, and $k$ is a spring constant. We set $k = k_B = \gamma = 1$ [26].

For data preparation, we sample an ensemble of trajectories from Eq. (1). $q_i$ is sampled from steady-state distribution (SSD) $p(q)$, and we use the second-order integrator to sample a trajectory $(q_1, q_2, \ldots, q_L)$, where $q_i \equiv q(t\Delta \tau)$ with fixed sampling interval $\Delta \tau$ [27]. In this case, the stochastic EP per step is defined as

$$
\Delta S_{\text{tot}}(q_t, q_{t+1}) = \ln \frac{p(q_{t+1}|q_t)}{p(q_t|q_{t+1})} + \ln \frac{p(q_t)}{p(q_{t+1})},
$$

(3)

where the first (second) term on the right-hand side is the environment EP (system entropy change) [28].

In order to estimate Eq. (3), we employ the objective function proposed in Ref. [14]:

$$
J_{\theta_1} = \langle \Delta S_{\theta_1}(q_t, q_{t+1}) \rangle + \sigma \Delta S_{\theta_1}(q_t, q_{t+1}) + 1 \rangle t,
$$

(4)

where

$$
\Delta S_{\theta_1}(q_t, q_{t+1}) = h_{\theta_1}(q_t, q_{t+1}) - h_{\theta_1}(q_{t+1}, q_t),
$$

and $(\ldots)_t$ denotes the expectation over $t$ and the ensemble. Here, we use a multi-layer perceptron (MLP) for $h_{\theta_1}$, where $\theta_1$ represents the trainable neural network parameters. Using the stochastic gradient ascent method, we train the neural network $h_{\theta_1}$ to find the optimal parameter $\theta_1^*$ which gives the maximum value of Eq. (4). The optimal parameter $\theta_1^*$ gives

$$
\Delta S_{\theta_1}^*(q_t, q_{t+1}) = \ln \frac{p(q_t, q_{t+1})}{p(q_{t+1}, q_t)},
$$

(5)

and this can be split into

$$
\Delta S_{\theta_1}^*(q_t, q_{t+1}) = \ln \frac{p(q_{t+1}|q_t)}{p(q_t|q_{t+1})} + \ln \frac{p(q_t)}{p(q_{t+1})} + \ln \frac{p(q_{t+1})}{p(q_t)}.
$$

Therefore, the maximum value of $J_{\theta_1}$ is

$$
J_{\theta_1}^* = \langle \ln \frac{p(q_{t+1}|q_t)}{p(q_t|q_{t+1})} + \ln \frac{p(q_t)}{p(q_{t+1})} + \ln \frac{p(q_{t+1})}{p(q_t)} \rangle_t + \langle \ln \frac{p(q)}{p(q)} \rangle_t,
$$

(6)

The last term of Eq. (7) is the Kullback–Leibler divergence between the SSD $p(q)$ and its mirror state distribution $p(q)$. Equation (7) can be written as

$$
J_{\theta_1}^* = \hat{\sigma} \Delta \tau + \langle \Delta S_{\text{as}}(q) \rangle_t,
$$

(8)

where $\hat{\sigma}$ is the EP rate and $\Delta S_{\text{as}}(q)$ is the asymmetry in SSD-given state $q$:

$$
\Delta S_{\text{as}}(q) = \ln \frac{p(q)}{p(q)},
$$

(9)

To measure the EP rate $\hat{\sigma}$, we need to estimate $\Delta S_{\text{as}}(q)$. To do so, we define another objective function:

$$
J_{\theta_0} = \langle \Delta S_{\theta_0}(q_t) \rangle - e^{-\Delta S_{\theta_0}(q_t)} + 1 \rangle_t,
$$

(10)

where $\Delta S_{\theta_0}(q_t) = h_{\theta_0}(q_t) - h_{\theta_0}(q_t)$ and $h_{\theta_0}$ is another MLP. Using the same method as before, we maximize Eq. (10). The optimal parameter $\theta_0^*$ gives

$$
\Delta S_{\theta_0}^*(q_t) = \ln \frac{p(q_t)}{p(q_t)}.
$$

(11)

$$
J_{\theta_0}^* = \langle \Delta S_{\text{as}}(q) \rangle_t
$$

(12)

Using the two trained neural estimators, the estimations of the stochastic EP $\Delta S_{\text{tot}}$ and EP rate $\hat{\sigma}$ are, respectively,

$$
\Delta \tilde{S}_{\text{tot}}(q_t, q_{t+1}) = \Delta S_{\theta_1}(q_t, q_{t+1}) - \Delta S_{\theta_0}(q_t+1),
$$

(13)

and

$$
\hat{\sigma} = \frac{J_{\theta_0} - J_{\theta_0}^*}{\Delta \tau}.
$$

(14)

To verify our approach, we sample the training, validation, and test set data with sampling interval $\Delta \tau = 0.01$, trajectory length $L = 4000$, ensemble size (number of trajectories) $M = 10^4$, and number of beads $N = 2$. We fix the temperature of the second bead to $T_2 = 10$, and the datasets are sampled from $T_1 \in \{1, 2, \ldots, 10\}$, each with three different values of mass $m \in \{0.01, 0.1, 1.0\}$.

We train two MLPs, $h_{\theta_0}$ and $h_{\theta_1}$, to maximize Eq. (4) and Eq. (10), respectively, by using the Adam optimizer [29] with learning rate $10^{-5}$ and batch size 4096. Each MLP has a single output unit and two hidden layers of 256 units with rectified linear units (ReLU) nonlinearity. The parameters of these MLPs are initialized with the orthogonal initialization scheme [30], which is good for stable and efficient convergence. We use this setup for all training processes unless otherwise noted. As a data preprocessing step, we normalize each position and velocity in state $q$ before feeding to the MLPs. The total number of training iterations is $10^5$, and we evaluate $J_{\theta_0}$ and $J_{\theta_1}$ values from the validation set every 400 training iterations. The best trained parameters $\{\theta_0^*, \theta_1^*\}$ are obtained by monitoring the $J_{\theta_0}$ and $J_{\theta_1}$ values during the training processes. Throughout this work, all the results in the figures are evaluated from the test set, where the error bars represent the standard deviation of the estimations from five independently trained estimators.

In Fig. 1, we plot the training results for estimating EP in the underdamped bead-spring model. For $m = 0.01$ and $m = 0.1$ (left and middle plot), the estimated EP rates $\hat{\sigma}$ (blue dots) are well matched with the analytic EP rates $\sigma$ (solid lines) with small variance. The insets in Fig. 1 are scatter plots between the estimated stochastic EP $\Delta \tilde{S}_{\text{tot}}$ and analytic stochastic EP $\Delta S_{\text{tot}}$ with a fitted linear regression line (red line), showing that the stochastic EP is also well estimated with high $R^2$ values. However, the training result for $m = 1$ (right...
The master equation is given as
\[ \partial_t p(q, t) = \sum_{q' \neq q} [\omega_{q,q'} p(q', t) - \omega_{q',q} p(q, t)], \quad (15) \]

where \( \omega_{q',q} \) denotes the transition rate from \( q \) to \( q' \), and the transition rates are given as \( \omega_{(n\pm v,v),(n\pm v)} = f_{\pm v} \) and \( \omega_{(n,v),(n\pm v)} = r_{\pm v} \). For a jump of waiting time \( \tau \) \((q \rightarrow q', \tau)\), the entropy production \([19, 31]\) is written as
\[ \Delta S_{\text{tot}}(q, q', \tau) = \ln \frac{\omega_{q',q} e^{-\tau/\tau_q}}{\omega_{q,q'} e^{-\tau/\tau_q}} + \ln \frac{p(q)}{p(q')}, \quad (16) \]

where \( p(q) = p(q, \infty) \) is the steady state of Eq. (15). The rightmost term in Eq. (16) is the system EP of the steady state. The first term on the right-hand side denotes the EP due to the jump and the wait. The numerator \( \omega_{q',q} \psi_q(\tau) \) is the transition rate \( q \rightarrow q' \) after waiting for time \( \tau \) in the state \( q \). The denominator \( \omega_{q,q'} \psi_q(\tau) \) is the corresponding reversed transition rate with \( \tau \) waiting time in the state \( q' \) after a jump \( q' \rightarrow q \). The mean waiting time of the state \( q \) is \( \tau_q = 1/\sum_{q' \neq q} \omega_{q',q} \).

For a Markov jump process, we represent a trajectory \( \Gamma \) as a sequence of jumps:
\[ \Gamma = \{(q_1 \rightarrow q_2, \tau_1), \ldots, (q_i \rightarrow q_{i+1}, \tau_i), \ldots\}, \quad (17) \]
where \( q_i \) denotes the \( i \)-th state. To train neural networks with the sequence of jumps, we rearrange Eq. (17) into
\[ \Delta S_{\text{tot}}(q, q', \tau) = \ln \frac{R(q')}{R(q)} + \ln \frac{R(q)\psi_q(\tau)}{R(q')\psi_{q'}(\tau)} + \ln \frac{\rho_{q,q'}}{\rho_{q',q}} \quad (18) \]

\[ \equiv \Delta S_{\text{alt}}(q, q', \tau) + \ln \frac{\tau_q \tau_{q'}}{\tau_{q'} \tau_q}, \quad (19) \]

where \( \rho_{q',q} = \tau_q \omega_{q',q} \) denotes the jump probability from \( q \) to \( q' \) and \( R_q = \tau_q^{-1} p(q')/\sum_{q'} \tau_{q'}^{-1} p(q') \) is the stationary probability distribution of jump probabilities \( \rho_{q',q} \)[31].
The waiting time distribution (WTD) in the state \( q \) is denoted by \( \psi_q(\tau) \equiv e^{-r/\tau_q} \). The last term of Eq. (18), which consists of mean waiting times, can be directly measured from without any estimator hence we focus on estimating \( \Delta S_{\text{alt}}(q,q',\tau) \). Because the average of the last term is zero, an averaged total entropy production and an averaged alternative entropy production are the same \( \langle \Delta S_{\text{tot}} \rangle = \langle \Delta S_{\text{alt}} \rangle \). To estimate the stochastic EP [Eq. (18)], we require three kinds of estimators: \( \Delta S_{h_1} \), \( \Delta S_{\theta_1} \), and \( \Delta S_{\theta_2} \). The first and second terms on the righthand side of Eq. (18) can be estimated with \( \Delta S_{h_1}(q) \) and \( \Delta S_{\theta_1}(q') \), respectively. The third term can be estimated with \( \Delta S_{\theta_2}(q,q') \). We use the same objective functions as the previous section. Eq. (10) and Eq. (4), for training \( \Delta S_{h_1} \) and \( \Delta S_{\theta_1} \), but we develop a different kind of estimator with a new objective function for estimating the fourth term on the right-hand side of Eq. (18):

\[
J_{\theta_2} = \langle \Delta S_{\theta_2}(q,\tau) - e^{-\Delta S_{\theta_2}(q,\tau)} + 1 \rangle, \tag{20}
\]

where

\[
\Delta S_{\theta_2}(q,\tau) = h_{\theta_2}(q,\tau) - h_{\theta_2}(\bar{q},\tau). \tag{21}
\]

The optimal parameter \( \theta^* \) gives

\[
\Delta S_{\theta_2}(q,\tau) = \ln \frac{\psi_q(\tau)}{\psi_{\bar{q}}(\tau)} + \ln \frac{R_q}{R_{\bar{q}}}, \tag{22}
\]

\[
J_{\theta_2} = \langle \Delta S_{\theta_2}(q,\tau) \rangle_\tau + \langle \Delta S_{\text{wtd}}(q) \rangle. \tag{23}
\]

The first term of Eq. (22) is the contribution from the waiting time \( \tau \) to the EP. We denote this contribution as

\[
\Delta S_{\text{wtd}}(q,\tau) \equiv \ln \frac{\psi_q(\tau)}{\psi_{\bar{q}}(\tau)}. \tag{24}
\]

Then, using these three trained neural estimators, we can estimate the EP \( \Delta S_{\text{alt}} \) and EP rate \( \dot{\sigma} \) with the following equations:

\[
\Delta S_{\text{alt}}(q,q',\tau) = \Delta S_{\theta_1}(q,q') + \Delta S_{\theta_2}(q,\tau) - \Delta S_{h_1}(q) - \Delta S_{\theta_1}(q'), \tag{25}
\]

and

\[
\dot{\sigma} = \frac{J_{\theta_1} + J_{\theta_2} - 2J_{h_1}}{\tau_{\text{avg}}}. \tag{26}
\]

where \( \tau_{\text{avg}} \) denotes the average of the waiting time \( \tau \) from the trajectory data. To handle the discrete state variables, we replace the input layers of \( h_{h_1}, h_{\theta_1}, \) and \( h_{\theta_2} \) with an embedding layer that converts discrete values into continuous space vectors. The dimension of the embedding layer is 128; other neural network configurations and training setup are the same as in the previous section.

To validate this method, we sample an ensemble of trajectories with total number of jumps \( L = 10^4 \), ensemble size \( M = 50 \), and number of sites \( N = 10 \). The Gillespie algorithm [32] is used for sampling a sequence of \( L - 1 \) jumps,

\[
\Gamma = \{(q_1 \rightarrow q_2,\tau_1),\ldots,(q_{L-1} \rightarrow q_L,\tau_{L-1})\}.
\]

We set the transition rates as \( f_{v} = r_{-v} = 1, f_{-v} = 1 + 0.1c, \) and \( r_v = 1 - 0.2c, \) where \( c \) is a positive real number. Each of the training, validation, and test trajectory datasets are sampled with \( c = 10 \). The Gillespie algorithm is used for sampling a sequence of \( L - 1 \) jumps,

\[
\Gamma = \{(q_1 \rightarrow q_2,\tau_1),\ldots,(q_{L-1} \rightarrow q_L,\tau_{L-1})\}.
\]

We set the transition rates as \( f_{v} = r_{-v} = 1, f_{-v} = 1 + 0.1c, \) and \( r_v = 1 - 0.2c, \) where \( c \) is a positive real number. Each of the training, validation, and test trajectory datasets are sampled with \( c = 10 \). The Gillespie algorithm is used for sampling a sequence of \( L - 1 \) jumps,

\[
\Gamma = \{(q_1 \rightarrow q_2,\tau_1),\ldots,(q_{L-1} \rightarrow q_L,\tau_{L-1})\}.
\]

We set the transition rates as \( f_{v} = r_{-v} = 1, f_{-v} = 1 + 0.1c, \) and \( r_v = 1 - 0.2c, \) where \( c \) is a positive real number. Each of the training, validation, and test trajectory datasets are sampled with \( c = 10 \). The Gillespie algorithm is used for sampling a sequence of \( L - 1 \) jumps,

\[
\Gamma = \{(q_1 \rightarrow q_2,\tau_1),\ldots,(q_{L-1} \rightarrow q_L,\tau_{L-1})\}.
\]

We set the transition rates as \( f_{v} = r_{-v} = 1, f_{-v} = 1 + 0.1c, \) and \( r_v = 1 - 0.2c, \) where \( c \) is a positive real number. Each of the training, validation, and test trajectory datasets are sampled with \( c = 10 \). The Gillespie algorithm is used for sampling a sequence of \( L - 1 \) jumps,

\[
\Gamma = \{(q_1 \rightarrow q_2,\tau_1),\ldots,(q_{L-1} \rightarrow q_L,\tau_{L-1})\}.
\]

We set the transition rates as \( f_{v} = r_{-v} = 1, f_{-v} = 1 + 0.1c, \) and \( r_v = 1 - 0.2c, \) where \( c \) is a positive real number. Each of the training, validation, and test trajectory datasets are sampled with \( c = 10 \). The Gillespie algorithm is used for sampling a sequence of \( L - 1 \) jumps,
method has a limitation when \( J_{\theta_0} \) and \( J_{\theta_1} \) values are very close to each other; a small difference between these two values may cause a high variance in the EP estimations. This problem comes when the training of two independent objective functions \( J_{\theta_0} \) and \( J_{\theta_1} \). As shown in Eq. (12) and Eq. (8), \( J_{\theta_0} \) includes contribution from \( \langle \Delta S_{\theta_0} \rangle \) [Eq. (9)], so if the \( \langle \Delta S_{\theta_0} \rangle \) contribution in \( J_{\theta_1} \) is dominant, then estimating the EP from the difference between \( J_{\theta_0} \) and \( J_{\theta_1} \) might be hard. Also, \( \hat{\sigma} \) [Eq. (14)] is not a lower bound on EP rate \( \sigma \). While \( J_{\theta_0} \) and \( J_{\theta_1} \) are the lower bounds on Eq. (12) and Eq. (8), respectively, this does not guarantee that \( \hat{\sigma} = (J_{\theta_1} - J_{\theta_0})/\Delta \tau \) is a lower bound on the EP rate. Therefore, designing a single objective function that can bound the EP will be an important future work.

The second example demonstrated the estimation of the EP in an odd-parity Markov jump process with three neural estimators \( \Delta S_{\theta_0}, \Delta S_{\theta_1}, \) and \( \Delta S_{\theta_2} \) trained to maximize \( J_{\theta_0}, J_{\theta_1}, \) and \( J_{\theta_2} \), respectively. We stress that our method is the first tool to estimate EP in a Markov jump process with odd-parity variables. As shown in Eq. (24), the WTD does not contribute to the EP when the system has no odd-parity variables. However, if the accessible states are coarse-grained variables, then the WTD plays an important role despite the absence of odd-parity variables. In a related work, Martínez et al. [31] developed a method using WTD statistics to infer the EP from trajectories of coarse-grained states whose dynamics are described as semi-Markov processes; this method can infer EP even in the absence of observable currents. Also, a recent work by Skinner and Dunkel [33] uses the fluctuation in WTD to infer the EP rate in the hidden Markov processes of two coarse-grained states. As a future work, developing an estimator for EP when odd-parity variables are coarse-grained will be an intriguing task, because the inferred EP from the trajectory of coarse-grained states can be larger than the actual EP when odd-parity variables are coarse-grained [34, 35].

In summary, we have developed a machine learning based method that can estimate the stochastic EP and EP rate in a fluctuating system with odd-parity variables via neural networks. Our method was demonstrated with both an underdamped Langevin process and Markov jump process with odd-parity variables. It is expected to provide a practical tool for studying nonequilibrium systems in general experimental situations.

The results of all runs and the code implemented in PyTorch [36] are available online [37].
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