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Abstract

The study of intermittency for the parabolic Anderson problem usually focuses on the high peaks of the solution. In this paper we set up the equation on a finite spatial interval, and study the part of the probability space on which the solution is close to zero. This set has probability very close to one, and we show that on this set, the supremum of the solution over space tends to 0 exponentially fast in time. As a consequence, we find that the spatial supremum of the solution tends to zero exponentially fast as time increases. We also show that if the noise term is very large, then the probability of large peaks decreases exponentially rapidly.
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1 Introduction, background, and main results

Consider the solution $u$ to the parabolic stochastic PDE (SPDE, for short),

$$
\partial_t u = \partial_x^2 u + \sigma(u) \xi
$$

(1.1)

where $u = u(t, x)$, $t > 0$, $x$ lies in the torus $\mathbb{T} := [-1, 1]$, $\sigma : \mathbb{R} \to \mathbb{R}$ is non-random and Lipschitz continuous, and $\xi = \xi(t, x)$ denotes space-time white noise. The initial profile $u(0) := u_0$ is also assumed to be non-random, and satisfies

$$
0 < \inf_{x \in \mathbb{T}} u_0(x) \leq \sup_{x \in \mathbb{T}} u_0(x) < \infty,
$$

(1.2)

and the Laplace operator $\partial_x^2$ in (1.1) is endowed with periodic boundary conditions on $\mathbb{T}$.

According to the standard theory of SPDEs, there exists a unique continuous random field $u$ that satisfies

$$
\sup_{t \in (0, T)} \mathbb{E} \left( |u(t, x)|^k \right) < \infty \quad \text{for all } T > 0 \text{ and } k \geq 2,
$$
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that solves (??); see [?, ?, ?]. See also §?? below for further details.

We suppose, additionally, that there exist two real numbers \( \text{Lip}_\sigma \geq L_\sigma \) such that

\[
L_\sigma \leq \left| \frac{\sigma(a)}{a} \right| \leq \text{Lip}_\sigma \quad \text{for every } a \in \mathbb{R} \setminus \{0\}. \tag{1.3}
\]

Because the cone condition (??) implies that \( \sigma(0) = 0 \), the positivity principle for SPDEs implies that

\[
\mathbb{P} \{ u(t, x) > 0 \text{ for every } t \geq 0 \text{ and } x \in T \} = 1;
\]

see [?].

One of the interesting properties of (??) is that its solution is \textit{intermittent}. Intermittency is one of the widely-studied physical phenomena involving general disordered systems [?, ?, ?, ?, ?, ?, ?, ?], and arises particularly prominently in the context of complex spatio-temporal systems; see [?] and its bibliography. A distinguishing feature of spatio-temporal, intermittent systems is that most of their “energy landscape” is “highly peaked,” “concentrated in small spatial pockets.” These high peaks tend also to be “separated by large areas of small activity” (sometimes called “voids”). Even though the phrases between quotation marks are not carefully defined here—and neither are they defined carefully in the physics literature—they nevertheless are meant to describe loosely a phenomenon that can often be noticed easily. Here, for example, one can see in Figure ?? a simulation of the solution to (??) with \( u_0 \equiv 1 \) and \( \sigma(u) = \lambda u \) for a large \( \lambda \gg 1 \) (this is a so-called \textit{parabolic Anderson model}), where the \( x \) variable lies in \([0, N] \) (also considered as a torus) for a large \( N \gg 1 \) instead of \( x \in T \). We can see quite clearly from simulations that when \( N \) and \( \lambda \) are large—as is the case in Figure ??—the solution \( u \) tends to develop “tall peaks,” “\textit{distributed over small islands},” and “\textit{separated by large areas where } u \text{ \ is small \ (voids).}” Taken together as one, these quoted, italicized descriptions together describe physical “intermittency.” Other physical
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\[\text{Clearly, (??) is equivalent to the condition that } \sigma(0) = 0 \text{ and } \inf_{a \neq 0} |\sigma(a)/a| > 0. \text{ Therefore, we can always choose Lip}_\sigma \text{ to be the Lipschitz constant of } \sigma. \text{ This remark also justifies the notation for Lip}_\sigma \text{ in (??).} \]
descriptions of intermittency include loose references to “separation of scales,” the “existence of infinitely-many natural length scales,” and so on.

On the mathematics side, much of the discussion surrounding intermittency for $u$ concerns the moments of the solution $\gamma, \overline{\gamma} : [2, \infty) \to [-\infty, \infty]$:

$$\gamma(k) := \liminf_{t \to \infty} \frac{1}{t} \inf_{x \in \mathbb{T}} \log E \left( |u(t, x)|^k \right) \quad \text{and} \quad \overline{\gamma}(k) := \limsup_{t \to \infty} \frac{1}{t} \sup_{x \in \mathbb{T}} \log E \left( |u(t, x)|^k \right);$$

defined for every real number $k \geq 2$. Intermittency in the mathematics literature is generally known as the property that

$$k \mapsto \frac{\gamma(k)}{k} \quad \text{and/or} \quad k \mapsto \frac{\overline{\gamma}(k)}{k} \quad \text{is strictly increasing on} \ [2, \infty). \quad (1.4)$$

It is easy to see, as a result of Jensen’s inequality, that both $k \mapsto \frac{\gamma(k)}{k}$ and $k \mapsto \frac{\overline{\gamma}(k)}{k}$ always increase monotonically. So the defining feature of mathematical intermittency is the strictness of this monotonicity. Indeed, Jensen’s inequality for moments is strict iff the random variable is not constant over the probability space. In ergodic theory, averages over the probability space are often related to averages over the spatial variable. Thus we interpret strict monotonicity in Jensen’s inequality as evidence for intermittency. In the setting of this paper, mathematical intermittency is implied by the following, more easy-to-check, weak intermittency condition:

$$0 < \gamma(k) \leq \overline{\gamma}(k) < \infty \quad \text{for all} \ k \geq 2; \quad (1.5)$$

see [?]. We have set things up so that (1.5) is in fact equivalent to the strict monotonicity of both $k \mapsto \frac{\gamma(k)}{k}$ and $k \mapsto \frac{\overline{\gamma}(k)}{k}$.

The preceding mathematical notions of intermittency teach us a great deal about the structure of the high peaks of the solution. For example, estimates on the moment Lyapunov exponents $\gamma$ and $\overline{\gamma}$ form a part of the analysis in [?] to show that the very tallest peaks of $x \mapsto u(t, x)$ a.s. form a “macroscopic multifractal” for every $t > 0$. And more significantly, and more recently still, in [?] it has been shown that the set of point $(t, x)$ where $u(t, x)$ is exceedingly “large” is a.s. a macroscopic multifractal in a spatio-temporal sense.

In order to see intuitively how the moments say something about the peaks of the solution, suppose $\gamma = \overline{\gamma}$, and call their common value $\gamma$. This means roughly that, for every $k \geq 2$,

$$E \left( |u(t, x)|^k \right) \approx e^{\gamma(k)} \quad \text{when} \ t \gg 1. \quad (1.6)$$

Because $k \mapsto \frac{\gamma(k)}{k}$ increases strictly on $[2, \infty)$, there exist constants $2 \leq k_1 < k_2 < \cdots$, all strictly increasing, and events $A_1(t), A_2(t), \ldots$ (one for every $t > 0$), and constants $C_1, C_2, \ldots > 0$ such that:

(I.1) $P(A_n(t)) \leq \exp(-C_n t)$ for all $n \geq 1$ and $t \gg 1$; and

(I.2) For all $n \geq 1$ and $t \gg 1$, $E \left( |u(t, x)|^{k_n} \right) \approx E \left( |u(t, x)|^{k_n}; A_n(t) \right).$

Indeed, by (1.5) we can find for every $n \geq 1$ real numbers $a_n$ such that

$$\frac{\gamma(k_{n-1})}{k_{n-1}} < a_n < \frac{\gamma(k_n)}{k_n}, \quad (1.7)$$
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then set
\[ A_n(t) := \{ \omega \in \Omega : e^{a_n t} \leq |u(t, x)(\omega)| \} , \]
and finally apply Chebyshev’s inequality—in the following manner—in order to deduce (I.1):
\[
P(A_n(t)) \leq \exp \left( -a_n k_{n-1} t \right) E \left( |u(t, x)|^{k_{n-1}} \right)
\leq \exp \left( -a_n k_{n-1} t + \gamma(k_{n-1}) t \right) \quad \text{[see (??)]}
\leq \exp(-C_n t) \text{ for some } C_n > 0 \quad \text{[see (??)].}
\]
And one deduces (I.2) by noticing that
\[
E \left( |u(t, x)|^{k_n} ; [A_n(t)]^c \right) \leq \exp(k_n a_n t)
\approx \exp(\gamma(k_n) t) \quad \text{[see (??)]}
\approx E \left( |u(t, x)|^{k_n} \right) \quad \text{[see (??)].}
\]
One learns from this simple heuristic about the Lyapunov exponents a good deal about the high peaks of \( u \), as was advertised earlier in our discussion. Namely, that:

1. The moments of the solution grow exponentially rapidly as \( t \to \infty \), and nearly all of the contribution to the \( k_n \)-th moment of \( u(t, x) \) comes from a small part \([A_n(t)]\) of the probability space where \( u(t, x) \) is unduly large; and

2. The \( k_1 \)-th, \( k_2 \)-th, . . . moments of \( u(t, x) \) are influenced by decreasing small parts of the underlying probability space.

In other words, the high peaks tend to come about at large times, and when they do they tend to be highly localized in the probability space.

The main goal of the present paper is to study the part of physical intermittency that does not seem to be a natural consequence of conditions such as (??) or (??). Namely, we currently propose to analyze the “voids.” One of the key steps toward this goal is the following result, which is the counterpart to (??).

**Theorem 1.1.** There exist \( t_0 \geq 1 \), an event \( B(t) \) for every \( t \geq t_0 \), and constant \( c > 0 \) which is independent of \( t \) such that for every \( k \geq 2 \), there exist \( c_{1,k}, c_{2,k} > 0 \) such that:

1. \( P(B(t)) \geq 1 - c \exp(-ct) \) for all \( t \geq t_0 \); and

2. For all \( t \geq t_0 \),
\[
c_{2,k} e^{-c_{1,k} t} \leq E \left( \inf_{x \in T} |u(t, x)|^k ; B(t) \right) \leq E \left( \sup_{x \in T} |u(t, x)|^k ; B(t) \right) \leq c_{1,k} e^{-c_{2,k} t}.
\]

(The proof of this is in Section 8.)

In other words, we see from Theorem ?? the following property which contrasts the earlier discussion about moment intermittency and its consequences: On most of the probability space, the portion of \( u(t, x) \) that contributes to its moments is tiny as \( t \to \infty \). In some sense, this property and moment intermittency give us a complete mathematical description of the “physical intermittency” of the solution to \( u \).

In this connection, let us mention also a qualitative result. The following is a non-trivial pathwise variation of Theorem ??, which gives precise bounds on the a.s. dissipation of the solution to (??), viewed as the solution to a semi-linear heat-flow problem in the random environment \( \xi \).
Theorem 1.2. With probability one,

\[-\infty < \liminf_{t \to \infty} \frac{1}{t} \log \inf_{x \in \mathbb{T}} u(t, x) \leq \limsup_{t \to \infty} \frac{1}{t} \log \sup_{x \in \mathbb{T}} u(t, x) < 0.\]

In particular, the positive random variable \(\sup_{x \in \mathbb{T}} u(t, x)\) converges a.s. to zero [fast] as \(t \to \infty\).

Our analysis of Theorem 1.1 and Theorem 1.2 hinges on a novel \(L^1/L^\infty\) interpolation inequality, see Proposition 1.1, which is interesting in its own right. Roughly speaking, we can control the supremum of our solution by its \(L^1\) norm, and we can show using martingale arguments that, with high probability, the \(L^1\) norm declines exponentially.

Our analysis has other consequences too. Here we show how that analysis allows for a description of the system (1.1) in the “high-noise” setting. That is, consider the SPDE (1.1) where we replace \(\sigma(u)\) by \(\lambda \sigma(u)\) for a large constant \(\lambda > 0\), as follows:

\[
\partial_t u(t, x; \lambda) = \frac{1}{2} \partial^2_x u(t, x; \lambda) + \lambda \sigma(u(t, x; \lambda)) \xi(t, x), \quad (1.8)
\]

with periodic boundary conditions on \([-1, 1]\) and initial value \(u(0)\), as before. In other words, we simply replace the function \(\sigma\) by \(\lambda \sigma\), and add \(\lambda\) to the notation for \(u\) to help keep better track of this change. Since \(\lambda \sigma\) is also Lipschitz continuous and satisfies (1.1), all of this is merely recording a change in the notation.

With the preceding in place, we can swiftly state a result about the large-noise behavior of the solution to (1.1), equivalently the large-\(\lambda\) behavior of the solution to (1.8). In rough terms, the following says that if the level \(\lambda\) of the noise is high then voids take over rapidly, with very high probability. More precisely, we have

Theorem 1.3 (Large-noise regime). For every \(t > 0\),

\[
\limsup_{\lambda \to \infty} \frac{1}{\lambda^2} \log P \left\{ \sup_{x \in \mathbb{T}} u(t, x; \lambda) > \exp \left( -\frac{L^2_\sigma \lambda^2 t}{64} \right) \right\} \leq -\frac{L^2_\sigma t}{64}.
\]

In particular, for every \(t > 0\) fixed, the positive random variable \(\sup_{x \in \mathbb{T}} u(t, x; \lambda)\) converges in probability to zero [fast] as \(\lambda \to \infty\).

We conclude the Introduction by setting forth some notation that will be used throughout the paper.

In order to simplify some of the formulas, we distinguish between the spaces \(L^k(\mathbb{T})\) and \(L^k(P)\) by writing the former as

\[L^k := L^k(\mathbb{T}) \quad [1 \leq k < \infty].\]

Thus, for example, if \(f \in L^k\) for some \(1 \leq k < \infty\), then \(\|f\|_{L^k} = \left[ \int_{-1}^{1} |f(x)|^k \, dx \right]^{1/k}\). We will abuse notation slightly and write \(\|f\|_{L^\infty} := \sup_{x \in \mathbb{T}} |f(x)|\), in place of the more customary essential supremum. The \(L^k(P)\)-norm of a random variable \(Z \in L^k(P)\) is denoted by \(\|Z\|_k := \{\mathbb{E}(|Z|^k)\}^{1/k}\) for all \(1 \leq k < \infty\).

## 2 The mild solution

Consider the SPDEs (1.1) and (1.8). Because \(u(t, x) = u(t, x; 1)\), it suffices to consider only the SPDE (1.8) for a general \(\lambda > 0\). We shall do so tacitly from here on.
Let \( W = \{ W(t, x) \}_{t \geq 0, x \in T} \) denote a two-parameter Brownian sheet; that is, \( W \) is a two-parameter, centered, generalized Gaussian random field with
\[
\text{Cov}[W(t, x), W(s, y)] = \min(s, t) \min(x, y) \quad \text{for all } s, t \geq 0 \text{ and } x, y \in T.
\]
It is well known (see [\text{?}, Theorem 1.1]) that \( W \) has continuous trajectories (up to a modification). Therefore,
\[
\xi(t, x) = \partial_t \partial_x W(t, x)
\]
exists as a generalized random function. This \( \xi \) is space-time white noise, and was mentioned already in the Introduction.

Let \( (\tau; x, y) \mapsto p_\tau(x, y) \) denote the fundamental solution to the heat operator \( \partial_t - \partial_x^2 \) on \((0, \infty) \times T\) with periodic boundary conditions and initial data \( p_0(x, y) = \delta(x - y) \), where \( \delta \) is the Dirac delta function. That is,
\[
p_\tau(x, y) := \sum_{n=-\infty}^{\infty} G_\tau(x - y + 2n) \quad [\tau > 0, x, y \in T], \tag{2.1}
\]
where \( G \) is the heat kernel in free space; that is,
\[
G_\tau(a) := (4\pi \tau)^{-1/2} \exp \left( -\frac{a^2}{4\tau} \right) \quad \text{for all } \tau > 0 \text{ and } a \in \mathbb{R}. \tag{2.2}
\]
Also, let \( \{ P_t \}_{t \geq 0} \) denote the corresponding heat semigroup. That is, \( P_0 f := f \) for every measurable and bounded function \( f : T \to \mathbb{R}_+ \), and
\[
(P_t f)(x) := \int_{-1}^{1} p_t(x, y) f(y) \, dy, \tag{2.3}
\]
for all \( t > 0 \) and \( x \in T \).

With the preceding notation in place, we then follow Walsh [\text{?}, Chapter 3] and interpret (??) in mild/integral form as follows:
\[
u(t, x; \lambda) = (P_t u_0)(x) + \mathcal{I}_t(x; \lambda), \tag{2.4}
\]
where \( \mathcal{I} \) is defined pointwise as the Walsh stochastic integral,
\[
\mathcal{I}_t(x; \lambda) := \lambda \int_{(0, t) \times T} p_{t-s}(x, y) \sigma(u(s, y; \lambda)) \, W(ds \, dy), \tag{2.5}
\]
for every \( t, \lambda > 0 \) and \( x \in T \). As was mentioned in the Introduction (for \( \lambda = 1 \)), it is well known [\text{?}, Th. 3.2, p. 313, and Cor. 3.4, p. 318] that there exists a unique weak solution of (??) that is continuous and satisfies (??), as well as the following moment condition:
\[
\sup_{x \in T} E \left( |\nu(t, x; \lambda)|^k \right) < \infty \quad [0 < T < \infty, \ 1 \leq k < \infty]. \tag{2.6}
\]
Moreover, for every \( \lambda > 0 \),
\[
P \{ \nu(t, x; \lambda) > 0 \text{ for all } t \geq 0 \text{ and } x \in T \} = 1. \tag{2.7}
\]
In the case that \( \sigma(z) := \text{const} \cdot z \) for all \( z \in \mathbb{R} \), this follows from Theorem 1 of Mueller [\text{?}]. The general case follows by making modifications to proof of that theorem; see the proof of Theorem 1.7 of Conus et al [\text{?}].
3 The total mass process

We may integrate both sides of (3.2) \([dx]\) in order to see that

\[
\|u(t, \cdot ; \lambda)\|_{L^1} = \|u_0\|_{L^1} + \lambda \int_{(0,t] \times \mathbb{T}} \sigma(u(s, y; \lambda)) \, W(ds \, dy) \quad [t \geq 0].
\]  

(3.1)

The interchange of the integrals is justified by an appeal to a stochastic Fubini theorem \([?, \text{ Th. 2.6, p. 296}]\). Thus, it follows from (3.2) and (3.3) that \(t \mapsto \|u(t, \cdot ; \lambda)\|_{L^1}\) defines a positive, continuous, \(L^2\)-martingale. The following result ensures that the said martingale decays exponentially rapidly at rate not less than a fixed multiple of \(\lambda^2\).

**Proposition 3.1.** For every \(t, \lambda > 0\) and \(\varepsilon \in (0, 1)\),

\[
P \left\{ \|u(s, \cdot ; \lambda)\|_{L^1} \geq \|u_0\|_{L^1} \exp \left( \frac{-(1-\varepsilon)\lambda^2 L_2^2 s}{4} \right) \text{ for some } s \geq t \right\} \leq \exp \left( -\frac{\varepsilon^2 \lambda^2 L_2^2 t}{16} \right).
\]

The proof of Proposition 3.1 requires a basic lemma about continuous martingales, which might be of independent interest.

**Lemma 3.2.** Let \(X = \{X_t\}_{t \geq 0}\) be a continuous \(L^2(P)\) martingale, and suppose there is a nonrandom \(c > 0\) such that \((X)_t \geq ct\) for all \(t \geq 0\), a.s. Then, for all nonrandom constants \(\varepsilon, T > 0\),

\[
P \left\{ X_t \geq \varepsilon (X)_t \text{ for some } t \geq T \right\} \leq \exp \left( -\frac{c T \varepsilon^2}{2} \right).
\]

**Proof.** Recall that a continuous local martingale such as \(X\) is a time-change of a Brownian motion \(\{B(s)\}_{s \geq 0}\) (see [?, Theorem 1.6, page 181]), so that \(X_t = B((X)_t)\) for all \(t \geq 0\), a.s. We first note that

\[
P \left\{ X_t \geq \varepsilon (X)_t \text{ for some } t \geq T \right\} \leq P \left\{ \sup_{s \geq cT} \frac{B(s)}{s} \geq \varepsilon \right\}.
\]

Next we note that \(\{B(s)/s\}_{s > 0}\) has the same law as \(\{B(1/s)\}_{s > 0}\) thanks Brownian time inversion. Thus

\[
P \left\{ X_t \geq \varepsilon (X)_t \text{ for some } t \geq T \right\} \leq P \left\{ \sup_{r \leq 1/(cT)} B(r) \geq \varepsilon \right\}.
\]

Because \((2\pi)^{-1/2} \int_a^\infty \exp(-x^2/2) \, dx \leq (1/2) \exp(-a^2/2)\) for all \(a > 0\), the reflection principle implies the result. \(\square\)

Armed with Lemma 3.2, we conclude the section with the following.

**Proof of Proposition 3.1.** In the case that \(\sigma(z) \equiv \text{const} \cdot z\) for all \(z \in \mathbb{R}\) and the SPDE (3.2) has Dirichlet—instead of periodic—boundary conditions, Mueller and Nualart [?, Theorem 2] have proved that \(E(\|u(t, x; \lambda)^{-k}\|) < \infty\) for all \(1 \leq k < \infty\), \(t > 0\), and \(x \in \mathbb{T}\). Their argument, in fact, proves that, in the present setting,\(^2\)

\[
E \left( \inf_{x \in \mathbb{T}} \left| u(t, x; \lambda)^{-k} \right| \right) < \infty \quad [t \geq 0, \ 1 \leq k < \infty].
\]

\(\text{(3.2)}\)

\(^2\)There is an extension of the method of Mueller and Mueller–Nualart [?, ?]—see the proof of Theorem 1.7 of Conus et al [?]—that proves (3.2) in the present more general choices of \(\sigma\) for SPDEs on \(\mathbb{R} \times \mathbb{R}\). The latter argument works in exactly the same way in the present setting.
Let us define
\[ M_t := \|u(t, \cdot; \lambda)\|_{L^1} = \int_{-1}^{1} u(t, x; \lambda) \, dx \quad [t \geq 0], \]
and infer from (??) that
\[ E\left(M_t^{-k}\right) < \infty \quad \text{for all } t \geq 0 \text{ and } 1 \leq k < \infty, \quad (3.3) \]
We will use (??) several times, sometimes tacitly, in the sequel.

We can apply Itô's formula in order to see that, a.s.,
\[
\log M_t = \log M_0 + \int_{0}^{t} M_s^{-1} \, dM_s - \frac{1}{2} \int_{0}^{t} M_s^{-2} \, d\langle M \rangle_s \quad \text{for all } t \geq 0. 
\]
Define
\[ N_t := \int_{0}^{t} M_s^{-1} \, dM_s \quad \text{for all } t \geq 0. \]
Let \( \{F_t\}_{t \geq 0} \) denote the filtration generated by \( W(s, \cdot) \) for \( s \leq t \). Then, clearly, \( N := \{N_t, F_t\}_{t \geq 0} \) is a continuous \( L^2 \)-martingale with quadratic variation \( \langle N \rangle_t = \int_{0}^{t} M_s^{-2} \, d\langle M \rangle_s \) at time \( t > 0 \). In other words, \( \log M_t = \log M_0 + N_t - \frac{1}{2} \langle N \rangle_t \) a.s. for all \( t > 0 \); this is another way to say that
\[ M_t = M_0 \exp\left(N_t - \frac{1}{2} \langle N \rangle_t\right) \quad \text{a.s. for all } t > 0. \quad (3.4) \]
That is, \( M \) is the exponential martingale of the martingale \( N \), and \( M \) is initialized at \( M_0 \).

We examine the quadratic variation of \( N \) more closely next:
\[
\frac{\langle N \rangle_t}{t} = \frac{\lambda^2}{t} \int_{0}^{t} \frac{ds}{M^2_s} \int_{-1}^{1} dy \left[\sigma(u(s, y; \lambda))\right]^2 \\
\geq \frac{\lambda^2}{t} \int_{0}^{t} \frac{ds}{M^2_s} \int_{-1}^{1} dy \left[\frac{\lambda^2 L^2_\sigma}{4}\right]^2 \\
\geq \frac{\lambda^2 L^2_\sigma}{2}, \]
owing to Condition (??) and the Cauchy–Schwarz inequality. In light of (??),
\[ P\left\{ \exists s \geq t : M_s \geq M_0 e^{-\beta s}\right\} = P\left\{ \exists s \geq t : N_s \geq \frac{1}{2} \langle N \rangle_s - \beta s\right\}, \]
for all \( \beta, t > 0 \). Therefore, we may first use (??) and then appeal to Lemma ?? in order to see that, as long as \( 0 < \beta < \lambda^2 L^2_\sigma / 4 \),
\[
P\left\{ \exists s \geq t : M_s \geq M_0 e^{-\beta s}\right\} \leq P\left\{ N_s \geq \left(\frac{1}{2} - \frac{2\beta}{\lambda^2 L^2_\sigma}\right) \langle N \rangle_s \text{ for some } s \geq t\right\} \\
\leq \exp\left(-\frac{\lambda^2 L^2_\sigma t}{4} \left(\frac{1}{2} - \frac{2\beta}{\lambda^2 L^2_\sigma}\right)^2\right) \\
= \exp\left(-t\lambda^{-2} L^{-2}_\sigma \left(\frac{\lambda^2 L^2_\sigma}{4} - \beta\right)^2\right). 
\]
Substitute \( \beta = \frac{1}{4} (1 - \epsilon) \lambda^2 L^2_\sigma \) to deduce Proposition ??.
4 Regularity

In order to prove the announced regularity properties of the solution $u$ to (??) we first require a moment bound, with explicit constants, for the solution $u$.

**Proposition 4.1.** Choose and fix a real number $c > 48$. Then, for all real numbers $k \geq 2$ and $\lambda > 0$ that satisfy $k\lambda^2 \geq (c\sup_{\sigma}^2)^{-1}$, the following holds: Uniformly for all $t > 0$,

$$\sup_{x \in \mathbb{T}} \mathbb{E} \left( |u(t, x ; \lambda)|^k \right) \leq 2^{k/2} \left( 1 - \frac{48}{c} \right)^{-k/2} \|u_0\|_{L^\infty}^k \cdot \exp \left( \frac{c^2}{2} \sup_{\sigma}^2 k^2 \lambda^4 t \right).$$

Proposition ?? implies also (??).

**Proof.** We modify some of the ideas of Foondun and Khoshnevisan [?], but need to make a series of modifications. Define

$$\vartheta := c^2 \sup_{\sigma}^4 k^2 \lambda^4,$$

where, $c > 48$ is large enough to ensure that $\vartheta \geq 1$ whenever $k\lambda^2 \geq (c\sup_{\sigma}^2)^{-1}$ holds.

For all $t \geq 0$ and $-1 \leq x \leq 1$, let $u^{(0)}_t(x) := u_0(x ; \lambda)$ and define iteratively for all $n \geq 0$,

$$u^{(n+1)}_t(x ; \lambda) = (P_t u_0)(x) + \mathcal{I}^{(n)}_t(x),$$

where $\{P_t\}_{t \geq 0}$ continues to denote the heat semigroup—see (??)—and

$$\mathcal{I}^{(n)}_t(x) = \mathcal{I}^{(n)}_t(x ; \lambda) := \lambda \int_{(0,t) \times \mathbb{T}} p_{t-s}(x,y) \sigma(u^{(n)}_s(y)) \, W(ds \, dy).$$

The random field $(t,x) \mapsto u^{(n)}_t(x)$ is the $n$th-stage Picard-iteration approximation of $u(t,x;\lambda)$.

It is well known (see [?, Ch. 3]) that

$$\lim_{n \to \infty} \sup_{t \in (0,T]} \sup_{x \in \mathbb{T}} \mathbb{E} \left( |u^{(n)}_t(x) - u(t,x)|^k \right) = 0,$$

and

$$\lim_{n \to \infty} \sup_{t \in (0,T]} \sup_{x \in \mathbb{T}} \mathbb{E} \left( |\mathcal{I}^{(n)}_t(x) - \mathcal{I}_t(x ; \lambda)|^k \right) = 0,$$

for all $T \in (0, \infty)$ and $k \in [1, \infty)$.

Since the semigroup $\{P_t\}_{t \geq 0}$ is conservative, $(P_t u_0)(x) \leq \|u_0\|_{L^\infty}$ for all $t \geq 0$ and $x \in \mathbb{T}$. Therefore, (??) implies that for all integers $n \geq 0$ and real numbers $k \in [2, \infty)$, $t > 0$, and $x \in \mathbb{T}$,

$$\|u^{(n+1)}_t(x)\|_k \leq \|P_t u_0(x)\|_k + \|\mathcal{I}^{(n)}_t(x)\|_k \leq \|u_0\|_{L^\infty} + \|\mathcal{I}^{(n)}_t(x)\|_k.$$

A Burkholder-Davis-Gundy-type inequality for stochastic convolutions (see [?, Pr. 4.4, p. 36]) then yields the following inequality:

$$\|\mathcal{I}^{(n)}_t(x)\|_k \leq \sqrt{4k\lambda^2 \int_0^t ds \int_{-1}^1 dy \, [p_{t-s}(x,y)]^2 \|\sigma(u^{(n)}_s(y))\|^2_k} \leq \|\mathcal{I}^{(n)}_t(x)\|_k,$$

where

$$\|\mathcal{I}^{(n)}_t(x)\|_k \leq \text{Lip}_\sigma \sqrt{4k\lambda^2 \int_0^t ds \int_{-1}^1 dy \, [p_{t-s}(x,y)]^2 \|u^{(n)}_s(y)\|^2_k}.$$
By the Chapman–Kolmogorov equation and symmetry,
\[
\int_{-1}^{1} [p_{t-s}(x, y)]^2 \, dy = \int_{-1}^{1} p_{t-s}(x, y)p_{t-s}(y, x) \, dy = p_{2(t-s)}(x, x) \leq 2 \left( \frac{1}{\sqrt{t-s}} + 1 \right);
\]
the final estimate is justified by Lemma ?? below. Let us define
\[
\psi^{(n)}(t) := \sup_{x \in T} \| u^{(n)}_{t}(x) \|_k \quad \text{for all} \ t \geq 0 \ \text{and integers} \ n \geq 0.
\]
We can combine (??) and (??) and use the elementary inequality \((a + b)^2 \leq 2a^2 + 2b^2\) to see that
\[
\psi^{(n+1)}(t) \leq 2 \| u_0 \|_{L^\infty}^2 + 16\text{Lip}_\sigma^2 k \lambda^2 \int_{0}^{t} \psi^{(n)}(s) \left( \frac{1}{\sqrt{t-s}} + 1 \right) \, ds.
\]
Multiply both sides by \(\exp(-\vartheta t)\) in order to see that \(\Psi_n := \sup_{t \geq 0} \left[ e^{-\vartheta t} \psi^{(n)}(t) \right] \) satisfies
\[
\Psi_{n+1} \leq 2 \| u_0 \|_{L^\infty}^2 + 16\text{Lip}_\sigma^2 \Psi_n k \lambda^2 \sup_{t \geq 0} \int_{0}^{t} e^{-\vartheta(t-s)} \left( \frac{1}{\sqrt{t-s}} + 1 \right) \, ds
\]
\[
\leq 2 \| u_0 \|_{L^\infty}^2 + 16\text{Lip}_\sigma^2 \Psi_n k \lambda^2 \int_{0}^{\infty} e^{-\vartheta r} \left( \frac{1}{\sqrt{r}} + 1 \right) \, dr
\]
\[
= 2 \| u_0 \|_{L^\infty}^2 + 16\text{Lip}_\sigma^2 \Psi_n k \lambda^2 \left( \sqrt{\frac{\pi}{\vartheta}} + \frac{1}{\vartheta} \right).
\]
Because \(\vartheta \geq 1\), we have \(\sqrt{\pi/\vartheta} + \vartheta^{-1} \leq 3/\sqrt{\vartheta}\), and hence
\[
\Psi_{n+1} \leq 2 \| u_0 \|_{L^\infty}^2 + \frac{48\text{Lip}_\sigma^2 k \lambda^2}{\vartheta} \Psi_n = 2 \| u_0 \|_{L^\infty}^2 + \frac{48}{c} \Psi_n \quad \text{for all} \ \alpha \geq 1 \ \text{and} \ n \geq 0.
\]
The second line follows from the first, thanks to (??) and the fact that \(c > 48\). Because \(\Psi_0 = \sup_{x \in T} u_0(x)\) is finite, the preceding implies that \(\sup_{n \geq 0} \Psi_n < \infty\), and
\[
\limsup_{n \to \infty} \Psi_n \leq 2 \| u_0 \|_{L^\infty}^2 \left( 1 - \frac{48}{c} \right)^{-1}.
\]
According to (??) and Fatou’s lemma,
\[
\limsup_{n \to \infty} \Psi_n \geq \sup_{t \geq 0} \sup_{x \in T} \left[ e^{-\vartheta t} \| u(t, x; \lambda) \|_k \right] .
\]
Therefore, we may combine the preceding two displays, all the time remembering our choice of \(\vartheta\), in order to conclude that
\[
\| u(t, x; \lambda) \|_k \leq 2 \| u_0 \|_{L^\infty}^2 e^{\vartheta t} \left( 1 - \frac{48}{c} \right)^{-1},
\]
uniformly for all \(-1 \leq x \leq 1\) and \(t > 0\), and all \(k \geq 2\) and \(\lambda > 0\) that ensure that \(\vartheta \geq 1\). This is another way to state the proposition. 

\[\square\]
We now use our moment bound [Proposition ??] to establish the regularity of \( \lambda \mapsto u(t, x; \lambda) \).

**Proposition 4.2.** Choose and fix a real number \( c > 48 \). Then, for all real numbers \( k \geq 2 \) and \( \alpha, \beta > 0 \) that satisfy \( k(\alpha + \beta)^2 > (\text{Lip}_\sigma^2)^{-1} \), the following holds: Uniformly for all \( t > 0 \),

\[
\sup_{x \in \mathbb{T}} \text{E} \left( |u(t, x; \alpha) - u(t, x; \beta)|^k \right) \leq L_c^{k/2} \|u_0\|_L^k \exp \left( \frac{c^2}{2} \text{Lip}_\sigma^4 k^3 (\alpha + \beta)^4 t \right) \cdot \frac{|\alpha - \beta|^k}{(\alpha \land \beta)^k},
\]

with \( L_c := \frac{96}{c}(1 - \frac{48}{c})^{-2} \).

**Remark 4.3.** Standard methods—see [?, Chapter 3]—show that \( (t, x) \mapsto u(t, x; \lambda) \) has a continuous modification for every \( \lambda > 0 \). In fact, for every \( \varepsilon \in (0, 1) \), \( k \geq 2 \), \( T > t_0 > 0 \) and \( \Lambda > 0 \),

\[
\sup_{\lambda \in (0, \Lambda)} \left\| \sup_{-1 < x \neq y < 1} \sup_{0 < s \neq t < T} \left| \frac{u(t, x; \lambda) - u(s, y; \lambda)}{|x - y|^{(1-\varepsilon)/2} + |s - t|^{\varepsilon/4}} \right| \right\|_k < \infty.
\]

One has to be somewhat careful here since, unlike the standard theory [?], we may not choose \( t_0 \) to be zero here. The details can be found in Proposition ?? below. In any case, we can see from Proposition ?? and an appeal to the Kolmogorov continuity theorem [i.e., a chaining argument] that: (i) \( (t, x, \lambda) \mapsto u(t, x; \lambda) \) has a Hölder-continuous modification on \( \mathbb{R}_+ \times \mathbb{T} \times (0, \infty) \); and (ii) That modification satisfies the following for every \( p, q, r \in (0, 1), k \geq 2, \Lambda > \lambda > 0 \), and \( T > t_0 > 0 \):

\[
\left\| \sup_{-1 < x \neq y < 1} \sup_{\lambda \in (0, \Lambda)} \sup_{0 < s \neq t \leq T} \left| \frac{u(t, x; \alpha) - u(s, y; \beta)}{|x - y|^{p/2} + |s - t|^{q/4} + |\alpha - \beta|^r} \right| \right\|_k < \infty.
\]

To paraphrase Walsh [?], the process \( \lambda \mapsto u(t, x; \lambda) \) comes tantalizingly close to being Lipschitz continuous. One can elaborate on this further as follows: Define

\[
\mathcal{D}(t, x; \lambda) := \frac{\partial}{\partial \lambda} u(t, x; \lambda),
\]

where the \( \lambda \)-derivative is understood in the sense of distributions, and exists because \( u \) is a continuous function of \( \lambda \) [up to a modification]; see the preceding remark. According to Rademacher’s theorem, because \( \sigma \) is Lipschitz continuous, it has a weak derivative \( \sigma' \in L^\infty(\mathbb{T}) \). Then, one can appeal to a stochastic Fubini argument in order to see that \( \mathcal{D} \) is the unique solution to the \( \lambda \)-a.e.-defined stochastic integral equation,

\[
\mathcal{D}(t, x; \lambda) = \int_{(0, t) \times \mathbb{T}} p_{t-s}(x, y) \sigma(u(s, y; \lambda)) W(ds\,dy) + \lambda \int_{(0, t) \times \mathbb{T}} p_{t-s}(x, y) \sigma'(u(s, y; \lambda)) \mathcal{D}(s, y; \lambda) W(ds\,dy).
\]

It is not difficult to show that if \( \sigma \) has additional regularity properties—for instance, if \( \sigma' \) is Lipschitz continuous—then \( \mathcal{D} \) is almost surely Hölder-continuous in its three variables [up to a modification]. This proves the following:

**Proposition.** If \( \sigma \in C^1(\mathbb{R}) \) has a Lipschitz-continuous derivative, then \( \lambda \mapsto u(t, x; \lambda) \) is a.s. continuously differentiable for every \( t \geq 0 \) and \( x \in \mathbb{T} \).
We do not know whether the Lipschitz-continuity of $\sigma$ is really needed for this differentiability result.

**Proof of Proposition ??**. Without loss of generality, we assume throughout that $\alpha > \beta$.

We can write

$$u(t, x; \alpha) - u(t, x; \beta) = \mathcal{I}_t(x; \alpha) - \mathcal{I}_t(x; \beta) = T_1 + T_2,$$

where

$$T_1 := \alpha \int_{(0, t) \times T} p_{t-s}(x, y) [\sigma(u(s, y; \alpha)) - \sigma(u(s, y; \beta))] W(ds \, dy),$$

$$T_2 := (\alpha - \beta) \int_{(0, t) \times T} p_{t-s}(x, y) \sigma(u(s, y; \beta)) W(ds \, dy).$$

Although $T_1$ and $T_2$ both depend on $(x, t, \alpha, \beta)$, we have not written those parameter dependencies explicitly in order to ease the typography.

Define

$$\mathcal{D} := \sup_{s \geq 0} \sup_{y \in T} \left[ e^{-\vartheta s} \|u(s, y; \alpha) - u(s, y; \beta)\|_{k}^{2} \right],$$

where $\vartheta$ is defined as in (??), but with a small difference; namely,

$$\vartheta := c^2 \text{Lip}_{\sigma}^4 k^2 \alpha^4.$$

Our condition on $c$ is that $c > 48$ is large enough to ensure that $\vartheta \geq 1$.

We apply the Burkholder-Davis-Gundy-type inequality, [??, Pr. 4.4, p. 36], in order to see that

$$\|T_1\|_{k}^{2} \leq 4k\alpha^2 \text{Lip}_{\sigma}^2 \int_{0}^{t} ds \int_{-1}^{1} dy \|p_{t-s}(x, y)\|_{k}^{2} \|u(s, y; \alpha) - u(s, y; \beta)\|_{k}^{2}$$

$$\leq 4k\alpha^2 \text{Lip}_{\sigma}^2 \mathcal{D}^2 e^{\vartheta t} \int_{0}^{t} e^{-\vartheta s} ds \int_{-1}^{1} dy \|p_{s}(x, y)\|^{2}$$

$$= 4k\alpha^2 \text{Lip}_{\sigma}^2 \mathcal{D}^2 e^{\vartheta t} \int_{0}^{t} p_{2s}(x, x) e^{-\vartheta s} ds,$$

thanks to the Chapman–Kolmogorov equation and argument in Proposition ??.

Lemma ?? below ensures the following:

$$\|T_1\|_{k}^{2} \leq 8k\alpha^2 \text{Lip}_{\sigma}^2 \mathcal{D}^2 e^{\vartheta t} \int_{0}^{\infty} \left( \frac{1}{\sqrt{s}} + 1 \right) e^{-\vartheta s} ds$$

$$= 8k\alpha^2 \text{Lip}_{\sigma}^2 \mathcal{D}^2 e^{\vartheta t} \left( \sqrt{\frac{\pi}{\vartheta}} + \frac{1}{\vartheta} \right)$$

$$\leq \frac{24k\alpha^2 \text{Lip}_{\sigma}^2 \mathcal{D}^2 e^{\vartheta t}}{\sqrt{\vartheta}}$$

$$= \frac{24}{c} \mathcal{D}^2 e^{\vartheta t}.$$ 

We proceed in like manner to estimate the moments of $T_2$. First, note that, because $\alpha > \beta$, a Burkholder-Davis-Gundy bound and Proposition ?? together imply that

$$\|T_2\|_{k}^{2} \leq 4k(\alpha - \beta)^2 \text{Lip}_{\sigma}^2 \int_{0}^{t} ds \int_{-1}^{1} dy \|p_{t-s}(x, y)\|_{k}^{2} ||u(s, y; \beta)||_{k}^{2}$$

$$\leq 8k \left( 1 - \frac{48}{c} \right)^{-1} (\alpha - \beta)^2 \text{Lip}_{\sigma}^2 ||u_0||_{L^{\infty}} \int_{0}^{t} ds e^{\vartheta s} \int_{-1}^{1} dy \|p_{t-s}(x, y)\|^{2}.$$
Therefore, after making a change of variables, we appeal first to the Chapman–Kolmogorov and then to Lemma ?? below in order to deduce the following:

\[
\|T_2\|^2_k \leq 8 \left( 1 - \frac{48}{c} \right)^{-1} k(\alpha - \beta)^2 \text{Lip}_\sigma^2 \|u_0\|_{L^\infty}^2 e^{\vartheta t} \int_0^t e^{-\vartheta s} \, ds
\]

\[
\leq 16 \left( 1 - \frac{48}{c} \right)^{-1} k(\alpha - \beta)^2 \text{Lip}_\sigma^2 \|u_0\|_{L^\infty}^2 e^{\vartheta t} \int_0^\infty e^{-\vartheta s} \left( \frac{1}{\sqrt{s}} + 1 \right) \, ds
\]

\[
\leq \frac{48}{ca^2} \left( 1 - \frac{48}{c} \right)^{-1} (\alpha - \beta)^2 \|u_0\|_{L^\infty}^2 e^{\vartheta t}.
\]

We can now collect terms to find that

\[
\|u(t, x; \alpha) - u(t, x; \beta)\|^2_k \leq 2\|T_1\|^2_k + 2\|T_2\|^2_k
\]

\[
\leq \frac{48 \mathcal{D} e^{\vartheta t}}{c} + \frac{96}{ca^2} \left( 1 - \frac{48}{c} \right)^{-1} (\alpha - \beta)^2 \|u_0\|_{L^\infty}^2 e^{\vartheta t}.
\]

This bound holds pointwise. Therefore, we can divide both sides by \(\exp(\vartheta t)\) and optimize both sides over \(x \in \mathbb{T}\) in order to conclude that

\[
\mathcal{D}^2 \leq \frac{48 \mathcal{D}^2}{c} + \frac{96}{ca^2} \left( 1 - \frac{48}{c} \right)^{-1} (\alpha - \beta)^2 \|u_0\|_{L^\infty}^2.
\]

Since \(\alpha > \beta\) and \(\vartheta > 1\), we may appeal to Proposition ??—with \(\lambda\) there replaced by \(\alpha\) here—in order to see that \(\mathcal{D} < \infty\). In particular, because \(c > 48\), we find that

\[
\mathcal{D}^2 \leq \frac{96\|u_0\|_{L^\infty}^2}{c} \left( 1 - \frac{48}{c} \right)^{-2} \left( \frac{\alpha - \beta}{a^2} \right)^2.
\]

This is another way to state the proposition. \(\square\)

5 Improved regularity via interpolation

In this section we use interpolation arguments to improve the moments estimates of the preceding sections and introduce new moment estimates that, among other things, justify also Remark ??.

One of the consequences of the matter that follows is this:

**Proposition 5.1.** The process \((t, x, \lambda) \mapsto u(t, x; \lambda)\) has a continuous modification, indexed also by \((0, \infty) \times \mathbb{T} \times (0, \infty)\), that weakly solves (??) outside of a null set that does not depend on \((t, x, \lambda)\).

The following will be the main result of this section.

**Proposition 5.2.** There exists \(\varepsilon_0 = \varepsilon_0(\text{Lip}_\sigma) \in (0, 1)\), small enough, such that for every \(\varepsilon \in (0, \varepsilon_0)\) and \(t_0 \geq 1\) there exist finite constants \(C_1 = C_1(\varepsilon, \text{Lip}_\sigma) > 0\) and \(C_2 = C_2(\text{Lip}_\sigma) > 0\)—neither depending on \(u_0\)—such that uniformly for all real numbers \(\lambda \geq 1\), \(k \geq 2\), and \(t \geq t_0\),

\[
E \left( \sup_{x \in \mathbb{T}} \sup_{s \in [t_0, t]} |u(s, x; \lambda)|^k \right) \leq C_1 k^k (1 + |t - t_0|)^{(\varepsilon k + 2)/2} \exp \left( \frac{C_2 k^\lambda \lambda^4 t}{\varepsilon^2} \right) \|u_0\|_{L^\infty}^{k \varepsilon} \|u_0\|_{L^1}^{k(1 - \varepsilon)}.
\]
For us, the key feature of the preceding formula is the particular way in which the expectation on the left-hand side is controlled by the $L^1$ and $L^\infty$ norms of $u_0$ on the right. Still, we do have to be somewhat careful about the other intervening constants in order to be sure that they are not too large for our later use [they fortunately are not].

We will use Proposition ?? and the related Proposition ?? in the following way. First we shift time so that we can replace $u_0$ by $u(t, \cdot; \lambda)$ and replace $u(t, \cdot; \lambda)$ by $u(t + h, \cdot; \lambda)$. Then, by using our propositions, we can control $u(t + h, \cdot; \lambda)$ by the product of $\|u(t, \cdot; \lambda)\|_{L^\infty}$ to a small power, $\|u(t, \cdot; \lambda)\|_{L^1}$ to a large power, and $\exp(-C\lambda)$ for some positive constant $C$. In fact, we would rather have a negative exponential involving $t + h$, that is, $\exp\{-C(t + h)\}$. To move from $h$ to $t + h$, we let $h$ be a multiple of $t$. But we still need a negative exponent. Proposition ?? shows that with high probability, $\|u(t, \cdot; \lambda)\|_{L^1}$ declines exponentially fast in $t$, and hence also in $t + h$. We also have to deal with $\|u(t, \cdot; \lambda)\|_{L^\infty}$ raised to a small power. But here we can use Propositions ?? and ?? once more, and the small power of $\|u(t, \cdot; \lambda)\|_{L^\infty}$ means that we have introduced a slowly-growing exponential $\exp(ct)$, which is comparable to $\exp\{c'(t + h)\}$ for a small constant $c'$. We will see that the negative exponential wins out, with the result that $\|u(t, \cdot; \lambda)\|_{L^\infty}$ is small with high probability.

The proof of Proposition ?? hinges on a series of intermediary results, some of which imply Proposition ?? as well. We will use the mild form (??) to estimate $u(t, x; \lambda)$. Our first technical result is an elementary interpolation fact about the heat semigroup $\{P_t\}_{t \geq 0}$, defined earlier in (??). This result will allow us to estimate $P_t u_0$, the first term on the right side of (??). Then we will use an argument related to Gronwall’s lemma to estimate the second term $I_t(x; \lambda)$ on the right side of (??). In fact, $I_t(x; \lambda)$ is an integral containing terms which also involve the heat semigroup.

**Lemma 5.3.** For every $t > 0$ and $\varepsilon \in (0, 1)$,

$$\|P_t u_0\|_{L^\infty} \leq 2 \left(t^{-1/2} \vee 1\right)^{1-\varepsilon} \|u_0\|_{L^\infty} \|u_0\|_{L^1}^{1-\varepsilon}. \tag{5.1}$$

Proof. We first observe that

$$\|P_t u_0\|_{L^\infty} \leq \min\left(\|u_0\|_{L^\infty}, 2 \left(t^{-1/2} \vee 1\right) \|u_0\|_{L^1}\right).$$

Indeed, since the semigroup $\{P_t\}_{t \geq 0}$ is conservative, we clearly have $(P_t u_0)(x) \leq \|u_0\|_{L^\infty}$ for every $x \in \mathbb{T}$. And Lemma ?? below implies that $(P_t u_0)(x) \leq 2(t^{-1/2} \vee 1)\|u_0\|_{L^1}$ for every $x \in \mathbb{T}$. Now that we have verified (??) we deduce the lemma from (??) and the elementary fact that $\min(a, b) \leq a^2 b^{1-\varepsilon}$ for every $a, b > 0$ and $\varepsilon \in (0, 1)$. \hfill $\Box$

Next we establish an improvement to Proposition ?? . The following is indeed an improvement in the sense that it shows how one can control the moments of the solution to (??) by using both the $L^\infty$ and the $L^1$ norms of the initial data, and not just the $L^\infty$ norm of $u_0$. This added improvement does cost a little at small times. This latter fact is showcased by the appearance of a negative power of $t$ in the following.

**Proposition 5.4.** Let $c := 208\sqrt{2} \approx 294.2$. Then, for all real numbers $k \geq 2$, $\varepsilon \in (0, 1)$, and $\lambda > 0$ that satisfy $k\lambda^2 \geq \varepsilon(c \text{Lip}_\sigma^2)^{-1}$, the following holds uniformly for all $t > 0$:

$$\sup_{x \in \mathbb{T}} \mathbb{E} \left(\|u(t, x; \lambda)\|^{k}\right) \leq \frac{4^k}{t^{k(1-\varepsilon)/2}} \exp\left(\frac{C^2}{\varepsilon^2} k^3 \lambda^4 \text{Lip}_\sigma^4 t\right) \|u_0\|_{L^\infty}^{k(1-\varepsilon)} \|u_0\|_{L^1}^{k(1-\varepsilon)}.$$
Proof. Let \( \{u^{(n)}\}_{n=0}^{\infty} \) be the Picard approximants of \( u \) (see (??)). Thanks to Lemma ??, we can now write the following variation of (??): For all integers \( n \geq 0 \) and real numbers \( k \in [2, \infty) \), \( t > 0 \), and \( x \in \mathbb{T} \),
\[
\left\| u^{(n+1)}_t(x ; \lambda) \right\|_k \leq 2 \left( t^{-1-\varepsilon} \vee 1 \right) \| u_0 \|_{L^\infty} \| u_0 \|_{L^1}^{1-\varepsilon} + \left\| T^{(n)}_t(x ; \lambda) \right\|_k. \tag{5.2}
\]

The latter quantity is estimated in (??). If we use that estimate in (??), then the elementary inequality, \((a + b)^2 \leq 2a^2 + 2b^2\), valid for all \( a, b \in \mathbb{R} \), yields the following:
\[
\left\| u^{(n+1)}_t(x ; \lambda) \right\|_k^2 \leq 8 \left( t^{-1-\varepsilon} \vee 1 \right) \| u_0 \|_{L^\infty}^2 \| u_0 \|_{L^1}^{2(1-\varepsilon)} + 8k\lambda^2 \text{Lip}_2^2 \int_0^1 ds \int_{-1}^1 dy \left[ p_{t-s}(x , y) \right]^2 \left\| u^{(n)}_s(x ; y) \lambda \right\|_k^2 \leq 8 \left( t^{-1-\varepsilon} \vee 1 \right) \| u_0 \|_{L^\infty}^2 \| u_0 \|_{L^1}^{2(1-\varepsilon)} + 16k\lambda^2 \text{Lip}_2^2 \int_0^1 \sup_{y \in \mathbb{T}} \left\| u^{(n)}_s(x ; y) \lambda \right\|_k^2 \left( \frac{1}{\sqrt{t-s}} + 1 \right) ds.
\]

We have appealed to (??) in the last line. The preceding motivates us to consider the temporal functions, \( U^{(0)}, U^{(1)}, \ldots \), defined via
\[
U^{(n)}(t) := \sup_{x \in \mathbb{T}} \left\| u^{(n)}_t(x ; \lambda) \right\|_k^2 \quad [t \geq 0],
\]
in order to obtain a recursive inequality. We can see immediately from (??) that, for all \( n \geq 0 \) and \( t > 0 \),
\[
U^{(n+1)}(t) \leq 8 \left( t^{-1-\varepsilon} \vee 1 \right) \| u_0 \|_{L^\infty}^2 \| u_0 \|_{L^1}^{2(1-\varepsilon)} + 16k\lambda^2 \text{Lip}_2^2 \int_0^t U^{(n)}(s) ds + 16k\lambda^2 \text{Lip}_2^2 \int_0^t U^{(n)}(s) ds.
\tag{5.4}
\]

In order to understand this recursion more deeply, let us first note that
\[
\sup_{t > 0} \left[ \frac{t^{1-\varepsilon}}{e^{\beta t}} \left( t^{-1-\varepsilon} \vee 1 \right) \right] \leq 1 \vee \frac{1}{\beta^{1-\varepsilon}} \quad \text{for all } \beta > 0. \tag{5.5}
\]
This is true simply because \( t^{1-\varepsilon} e^{-t} \leq 1 \) for all \( t \geq 0 \). Therefore, we may define
\[
\mathcal{U}^{(m)}(\beta) := \sup_{t \geq 0} \left[ \frac{t^{1-\varepsilon}}{e^{\beta t}} U^{(m)}(t) \right] \quad [\beta > 0 , m \geq 0],
\]
in order to deduce the following recursive inequality from (??) and (??):
\[
\mathcal{U}^{(n+1)}(\beta) \leq 8 \left( 1 \vee \frac{1}{\beta^{1-\varepsilon}} \right) \| u_0 \|_{L^\infty} \| u_0 \|_{L^1}^{2(1-\varepsilon)} + 16k\lambda^2 \text{Lip}_2^2 \left[ C(\beta) + D(\beta) \right] \mathcal{U}^{(n)}(\beta);
\]
where we have defined, for all \( 0 < \varepsilon < 1 \) and \( \beta > 0 \),
\[
C(\beta) := \sup_{t \geq 0} \left[ \int_0^t \left( \frac{t}{s} \right)^{1-\varepsilon} e^{-\beta(t-s)} \frac{1}{\sqrt{t-s}} ds \right] \quad \text{and} \quad D(\beta) := \sup_{t \geq 0} \left[ \int_0^t \left( \frac{t}{s} \right)^{1-\varepsilon} e^{-\beta(t-s)} ds \right].
\]
It is possible to check [see Lemma ?? of the appendix] that
\[
C(\beta) + D(\beta) \leq \frac{13}{\varepsilon \sqrt{\beta}} \quad \text{for all } \varepsilon \in (0 , 1) \text{ and } \beta \geq 1.
\]
Thus, we obtain the recursive inequalities,

$$\Psi^{(n+1)}(\beta) \leq 8\|u_0\|_{L^\infty}^2 \|u_0\|_{L^1}^{2(1-\varepsilon)} + \frac{208k^2\lambda^2 \text{Lip}_\sigma^4}{\varepsilon \sqrt{\beta}} \Psi^{(n)}(\beta),$$

valid for all integers \(n \geq 0\), and reals \(\beta \geq 1\) and \(\varepsilon \in (0, 1)\). We can replace \(\beta\) with

$$\beta_* := \frac{173056k^2 \lambda^4 \text{Lip}_\sigma^4}{\varepsilon^2},$$

in order to see that for all \(n \geq 0\),

$$\Psi^{(n+1)}(\beta_*) \leq 8\|u_0\|_{L^\infty}^2 \|u_0\|_{L^1}^{2(1-\varepsilon)} + \frac{1}{2} \Psi^{(n)}(\beta_*),$$

(5.6)

for all \(n \geq 0\), provided that \(\beta_* \geq 1\). Note that

$$\Psi^{(0)}(\beta) = \sup_{t \geq 0} \left[ t^{1-\varepsilon} e^{-\beta t} \right] \|u_0\|_{L^\infty}^2 \leq \|u_0\|_{L^\infty}^2,$$

for every \(\varepsilon \in (0, 1)\) and \(\beta \geq 1\). In particular, (5.6) implies that: (i) \(\sup_{n \geq 0} \Psi^{(n)}(\beta_*) < \infty\); and (ii) For all \(n \geq 0\), and provided that \(\beta_* \geq 1\),

$$\limsup_{n \to \infty} \Psi^{(n+1)}(\beta_*) \leq 16\|u_0\|_{L^\infty}^2 \|u_0\|_{L^1}^{2(1-\varepsilon)},$$

The left-hand side is greater than or equal to \(t^{1-\varepsilon} e^{-\beta t} \|u(t, x; \lambda)\|_{L^k}^2\) uniformly for all \(t > 0\). This is thanks to Fatou’s lemma and (5.6). Therefore, for all \(x \in \mathbb{T}\) and \(t \geq 0\),

$$\|u(t, x; \lambda)\|_{L^k}^2 \leq 16t^{1-\varepsilon} e^{\beta_* t} \cdot \|u_0\|_{L^\infty}^2 \|u_0\|_{L^1}^{2(1-\varepsilon)},$$

provided that \(k\) is large enough to ensure that \(\beta_* \geq 1\). This is equivalent to the assertion of the proposition. \(\square\)

For our next technical result, let us recall the random field \(I\) from (5.6).

**Lemma 5.5.** Let \(c := 208\sqrt{2} \approx 294.2\). For every \(\varepsilon \in (0, 1)\) and \(\delta \in (0, 1)\) there exists a finite constant \(C = C(\varepsilon, \delta, \text{Lip}_\sigma) > 0\) — not depending on \(u_0\) — such that uniformly for all real numbers \(\lambda > 0\), \(x, y \in \mathbb{T}\), \(k \geq 2\), and \(t > 0\) that satisfy \(k\lambda^2 \geq \varepsilon (c \text{Lip}_\sigma^2)^{-1}\),

$$E \left( |I_t(x; \lambda) - I_t(y; \lambda)|^k \right) \leq C^k k^{k/2} |x-y|^{6k/2} \max \left\{ 1, \frac{1}{t^{k/2}} \right\} \exp \left( \frac{c^2}{\varepsilon^2} k^3 \lambda^4 \text{Lip}_\sigma^4 t \right) \|u_0\|_{L^\infty}^{\varepsilon} \|u_0\|_{L^1}^{k(1-\varepsilon)}.$$

**Proof.** We apply the Burkholder-Davis-Gundy-type inequality, as in the proof of Proposition 5.4, in order to see that

$$\|I_t(x; \lambda) - I_t(y; \lambda)\|_{L^k}^2 \leq 4k\lambda^2 \int_0^t ds \int_{-1}^1 dz \left[ p_{t-s}(x, z) - p_{t-s}(y, z) \right]^2 \|\sigma(s, z; \lambda)\|_{L^k}^2$$

$$\leq 4k\lambda^2 \text{Lip}_\sigma^2 \int_0^t ds \int_{-1}^1 dz \left[ p_{t-s}(x, z) - p_{t-s}(y, z) \right]^2 \|u(s, z; \lambda)\|_{L^k}^2$$

$$\leq 64k\lambda^2 \text{Lip}_\sigma^2 \exp \left( \frac{c^2}{\varepsilon^2} k^2 \lambda^4 \text{Lip}_\sigma^4 t \right) \|u_0\|_{L^\infty}^{2\varepsilon} \|u_0\|_{L^1}^{2(1-\varepsilon)} \int_0^t ds \int_{-1}^1 dz \left[ p_{t-s}(x, z) - p_{t-s}(y, z) \right]^2.$$
The final inequality is a consequence of Proposition ??, which is why we need the condition \(k\lambda^2 \geq \varepsilon (c\text{Lip}_\sigma)^{-1}\). Apply Lemma ?? to see that

\[
\int_0^t \frac{ds}{s^{1-\varepsilon}} \int_{-1}^1 dz \left[ p_{t-s}(x, z) - p_{t-s}(y, z) \right]^2 \leq C'' |x - y|^{\delta} \int_0^t \frac{ds}{s^{1-\varepsilon} \times ((t-s)^{(\delta+1)/2} \wedge (t-s)^{\delta/2})} \]
\[
\leq C'' |x - y|^{\delta} \max \left\{ 1, 1/\sqrt{t} \right\} \]
\[
\leq C'' |x - y|^{\delta} \max \{ 1, 1/t \},
\]

where \(C''\) and \(C'''\) are finite constants that depend only on \(\varepsilon\) and \(\delta\). The second inequality can be obtained by split the integral into \(\int_0^{t/2} \cdots ds\) and \(\int_{t/2}^t \cdots ds\). The first integral is less than

\[
\int_0^{t/2} \frac{ds}{s^{1-\varepsilon} \min \left\{ (t/2)^{(\delta+1)/2}, (t/2)^{\delta/2} \right\}},
\]

and the second one is less than the same bound by a similar argument. The last inequality above comes from the fact that \((\delta/2) - \varepsilon + (1/2) < 1\) for all \(\delta \in (0,1)\) and \(\varepsilon \in (0,1)\), so that \((1/t)^{\delta/2-\varepsilon+1/2} \leq 1/t\) for \(t < 1\). We combine the preceding two displays to conclude the proof of the proposition. \(\Box\)

We can combine Lemmas ?? and ?? together with (??) in order to deduce the following.

**Proposition 5.6.** Let \(c := 208\sqrt{2} \approx 294.2\). For every \(\varepsilon \in (0, 1)\) and \(\delta \in (0, 1)\) there exists a finite constant \(C = C(\varepsilon, \delta, \text{Lip}_\sigma) > 0\), not depending on \(u_0\), such that uniformly for all real numbers \(\lambda > 0, x, y \in \mathbb{T}, k \geq 2,\) and \(t > 0\) that satisfy \(k\lambda^2 \geq \varepsilon (c\text{Lip}_\sigma)^{-1}\),

\[
E \left( |u(t, x; \lambda) - u(t, y; \lambda)|^k \right) \]
\[
\leq C^k k^{k/2} \left( |x - y|^{\delta k/2} + |x - y|^{\epsilon k/2} \right) \max \left\{ 1, \frac{1}{t^{k/2}} \right\} \exp \left( \frac{c^2}{\varepsilon^2} k^{3} \lambda^4 \text{Lip}_\sigma^4 t \right) \| \sigma \|_{L_\infty}^{k\varepsilon} \| \sigma \|_{L_1}^{k(1-\varepsilon)}.
\]

The preceding is a moment continuity result about \(x \mapsto u(t, x; \lambda)\). The following matches that result with a moment continuity estimate for \(t \mapsto u(t, x; \lambda)\).

**Proposition 5.7.** Let \(c := 208\sqrt{2} \approx 294.2\). For all real numbers \(k \geq 2, \lambda > 0, \delta \in (0, 1/4), \varepsilon \in (0, 1),\) and \(t > 2\delta\) that satisfy \(k\lambda^2 \geq \varepsilon (c\text{Lip}_\sigma)^{-1}\),

\[
E \left( |u(t + \delta, x; \lambda) - u(t, x; \lambda)|^k \right) \leq 74^k \left[ \frac{\delta^\varepsilon}{t^{1+\varepsilon}} + \frac{\lambda^2 k\sqrt{\delta} \text{Lip}_\sigma^2}{\varepsilon t^{1-\varepsilon}} \right]^{k/2} \exp \left( \frac{c^2}{\varepsilon^2} k^{3} \lambda^4 \text{Lip}_\sigma^4 t \right) \cdot \| \sigma \|_{L_\infty}^{k\varepsilon} \| \sigma \|_{L_1}^{k(1-\varepsilon)}.
\]

**Proof.** In accord with (??) we can write

\[
\| \mathcal{I}_{t+\delta}(x; \lambda) - \mathcal{I}_t(x; \lambda) \|^2_k \leq 2\lambda^2 \left( \| T_1 \|^2_k + \| T_2 \|^2_k \right), \tag{5.7}
\]

where

\[
T_1 := \int_{(t,t+\delta) \times \mathbb{T}}^{} p_{t-s+\delta}(x, z) \sigma(u(s, z; \lambda)) W(dsdz),
\]
\[
T_2 := \int_{(0,t) \times \mathbb{T}}^{} \left[ p_{t-s+\delta}(x, z) - p_{t-s}(x, z) \right] \sigma(u(s, z; \lambda)) W(dsdz).
\]
Now we apply the Burkholder-Davis-Gundy-type inequality, as in the proof of Proposition 7.1, in order to see that

$$\|T_1\|_k^2 \leq 4k\text{Lip}_\sigma^2 \int_t^{t+\delta} ds \int_{-1}^{1} dz \ [p_t-s+\delta(x, z)]^2 \|u(s, z; \lambda)\|_k^2$$

$$\leq \frac{64k\text{Lip}_\sigma^2}{t^{1-\varepsilon}} \exp\left(\frac{2c^2}{\varepsilon^2}k^2\lambda^4\text{Lip}_\sigma^4 t\right) \|u_0\|_{L_\infty}^2 \|u_0\|_{L_1}^{2(1-\varepsilon)} \int_t^{t+\delta} ds \int_{-1}^{1} dz \ [p_t-s+\delta(x, z)]^2;$$

consult Proposition 7.2 for the last line. We appeal first to the semigroup property of $p_t$ and then to Lemma 7.3 below in order to see from the bound $\delta \in (0,1/4)$ that

$$\int_t^{t+\delta} ds \int_{-1}^{1} dz \ [p_t-s+\delta(x, z)]^2 \leq 2 \int_0^{\delta} \left(\frac{1}{\sqrt{s}} + 1\right) ds \leq 4\sqrt{\delta} + 2\delta < 5\sqrt{\delta},$$

whence it follows that

$$\|T_1\|_k^2 \leq \frac{320k\text{Lip}_\sigma^2}{t^{1-\varepsilon}} \exp\left(\frac{2c^2}{\varepsilon^2}k^2\lambda^4\text{Lip}_\sigma^4 t\right) \sqrt{\delta} \cdot \|u_0\|_{L_\infty}^2 \|u_0\|_{L_1}^{2(1-\varepsilon)}. \quad (5.8)$$

Similarly, we have

$$\|T_2\|_k^2 \leq 4k\text{Lip}_\sigma^2 \int_0^{t} ds \int_{-1}^{1} dz \ [p_t-s+\delta(x, z) - p_t-s(x, z)]^2 \|u(s, z; \lambda)\|_k^2$$

$$\leq 64k\text{Lip}_\sigma^2 \exp\left(\frac{2c^2}{\varepsilon^2}k^2\lambda^4\text{Lip}_\sigma^4 t\right) \|u_0\|_{L_\infty}^2 \|u_0\|_{L_1}^{2(1-\varepsilon)} \times Q_t(\delta), \quad (5.9)$$

where

$$Q_t(\delta) := \int_0^{t} \frac{ds}{s^{1-\varepsilon}} \int_{-1}^{1} dz \ [p_t-s+\delta(x, z) - p_t-s(x, z)]^2.$$

Lemma 7.3 below tells us that

$$Q_t(\delta) \leq \sqrt{\frac{\pi}{2}} \int_0^{t} \frac{ds}{s^{1-\varepsilon} \sqrt{t-s}} \min\left(1, \frac{\delta}{t-s}\right) = \sqrt{\frac{\pi}{2}} \int_0^{t} \frac{dr}{r^{1-(1/2)} \sqrt{1-r}} \min\left(1, \frac{\delta/t}{1-r}\right).$$

If $t > 2\delta$, then we write

$$Q_t(\delta) \leq \sqrt{\frac{\pi}{2}} \delta t^{-3/2} \int_0^{1-(\delta/t)} \frac{dr}{r^{1-\varepsilon} (1-r)^{3/2}} + \sqrt{\frac{\pi}{2}} t^{1/2} \int_{1-(\delta/t)}^{1} \frac{dr}{r^{1-\varepsilon} \sqrt{1-r}}.$$

We can write the first integral as

$$\int_0^{1/2} \frac{dr}{r^{1-\varepsilon} (1-r)^{3/2}} + \int_{1/2}^{1-(\delta/t)} \frac{dr}{r^{1-\varepsilon} (1-r)^{3/2}} \leq \frac{2(3/2)-\varepsilon}{\varepsilon} + 2^{1-\varepsilon} \int_{\delta/t}^{\infty} \frac{dr}{r^{3/2}}$$

$$= \frac{2(3/2)-\varepsilon}{\varepsilon} + 2^{-\varepsilon} (\delta/t)^{-1/2} \leq \frac{8}{\varepsilon} (\delta/t)^{-1/2}.$$
[We have used the bound \( t > 2\delta \) in the last line.] And the second integral is bounded from above by
\[
\left( 1 - \frac{\delta}{t} \right)^{1+\varepsilon} \int_0^{\delta/t} \frac{dr}{\sqrt{r}} = 2 \left( 1 - \frac{\delta}{t} \right)^{-1+\varepsilon} \sqrt{\delta/t} \leq 4\sqrt{\delta/t}.
\]
This yields
\[
Q_t(\delta) \leq \frac{16}{\varepsilon} \cdot \frac{\sqrt{\delta}}{t^{1-\varepsilon}}.
\]
We may apply this inequality in (??) in order to see that
\[
\|T_2\|_k^2 \leq \frac{1024\kappa \text{Lip}_2^2}{\varepsilon \cdot t^{1-\varepsilon}} \exp \left( \frac{2c^2}{\varepsilon^2} k^2 \lambda^4 \text{Lip}_4^4 t \right) \sqrt{\delta} \cdot \|u_0\|_{L^\infty} \|u_0\|_{L^1}^{2(1-\varepsilon)}.
\]
We combine this with (??) and (??) in order to deduce the following:
\[
\|I_{t+\delta}(x;\lambda) - I_t(x;\lambda)\|_k^2 \leq \lambda^2 \frac{2688k \text{Lip}_2^2}{t^{1-\varepsilon}} \exp \left( \frac{2c^2}{\varepsilon^2} k^2 \lambda^4 \text{Lip}_4^4 t \right) \sqrt{\delta} \cdot \|u_0\|_{L^\infty} \|u_0\|_{L^1}^{2(1-\varepsilon)}.
\]
This and the argument in Lemma ?? below together yield
\[
\|u(t + \delta, x; \lambda) - u(t, x; \lambda)\|_k^2 \leq 2\|P_{t+\delta}u_0)(x) - (P_{t}u_0)(x)\|_k^2 + 2\|I_{t+\delta}(x; \lambda) - I_t(x; \lambda)\|_k^2 \leq \left[ \frac{8\delta^2}{t^{1+\varepsilon}} + \frac{5376k \sqrt{\delta} \lambda^2 \text{Lip}_2^2}{\varepsilon t^{1-\varepsilon}} \exp \left( \frac{2c^2}{\varepsilon^2} k^2 \lambda^4 \text{Lip}_4^4 t \right) \right] \cdot \|u_0\|_{L^\infty} \|u_0\|_{L^1}^{2(1-\varepsilon)}.
\]
This easily implies the result. \( \square \)

Before we derive Proposition ??—the main result of this section—we pause and quickly establish Proposition ??.

**Proof of Proposition ??**. We can combine Propositions ??, ??, and ?? together with the Kolmogorov continuity theorem in order to see that \((t, x, \lambda) \mapsto u(t, x; \lambda)\) has a continuous modification on \((0, \infty) \times \mathbb{R} \times (0, \infty)\). The proofs of Propositions ??, ??, and ?? also imply, implicitly, the fact that two quantities on the right-hand side of (??)—viewed as random functions of \((t, x, \lambda)\)—have continuous modifications on \((0, \infty) \times \mathbb{R} \times (0, \infty)\). It follows that (??) holds for all \((t, x, \lambda) \in (0, \infty) \times \mathbb{R} \times (0, \infty)\) off a single null set. This and a stochastic Fubini argument together imply the result. \( \square \)

We are finally ready to prove Proposition ??; before we commence, however, it might be helpful to explicitly state the following well-known chaining argument [?]. It might help to recall that an *upright box* in \(\mathbb{R}^N\) has the form \(\prod_{i=1}^N [a_i, b_i]\), where \(a_i \leq b_i\) are real numbers \([1 \leq i \leq N]\).

**Proposition 5.8.** Suppose \(\{X(t)\}_{t \in T}\) is a real-valued stochastic process, where \(T\) is a bounded upright box in \(\mathbb{R}^N\) for some \(N \geq 1\). Suppose also that there exists \(Q \in (0, \infty)\) such that for every integer \(K \geq 2\)
\[
B_K := \mathbb{E}(|X(s)|^K) < \infty \quad \text{for some } s \in T \quad \text{and} \quad C_K := \sup_{s,t \in T, s \neq t} \mathbb{E}\left(\frac{|X(t) - X(s)|^K}{|t - s|^KQ}\right) < \infty,
\]
where \(|\tau|\) denotes any one of the \(\ell^p\)-norms on \(\tau \in \mathbb{R}^N\) \([0 < p < \infty]\). Then, there exists a finite constant \(D\)—depending also on the diameter of \(T\), \(N\), \(Q\) and \(K\) with \(QK > N\), —such that
\[
\mathbb{E}\left(\sup_{s,t \in T, s \neq t} |X(t) - X(s)|^K\right) \leq DKC_K \quad \text{and hence} \quad \mathbb{E}\left(\sup_{t \in T} |X(t)|^K\right) \leq 2^K(B_K + DKC_K).
\]
Proof of Proposition ???. Combine Propositions ???, ???, and ???, all the time keeping track of the various [explicit] constants.

Let us observe also the following fixed-time result, which is proved exactly as Proposition ?? was, but without the $t$-uniformity.

**Proposition 5.9.** There exists $\varepsilon_0 = \varepsilon_0(\text{Lip}_\sigma) \in (0, 1)$ such that for every $\varepsilon \in (0, \varepsilon_0)$ there exist finite constants $C_1 = C_1(\varepsilon, \text{Lip}_\sigma) > 0$ and $C_2 = C_2(\text{Lip}_\sigma) > 0$—not depending on $u_0$—such that uniformly for all real numbers $\lambda \geq 1, k \geq 2$ that satisfy $k\lambda^2 \geq \varepsilon(\text{Lip}_\sigma)^{-1}$, and for every $t > 0$,

$$E \left( \sup_{x \in \mathbb{T}} |u(t, x; \lambda)|^k \right) \leq C_k k^{k/2} \left( 1 + \frac{1}{tk^{k/2}} \right) \exp \left( \frac{C_2 k^3 \lambda^4 t}{\varepsilon^2} \right) \|u_0\|_{L^2} \|u_0\|_{L^1}^{(1 - \varepsilon)}.$$

Proof of Proposition ???. Combine Propositions ???, ???, and ???, all the time keeping track of the various [explicit] constants.

6 Proof of Theorem ???

Define $\mathcal{F} := \{\mathcal{F}_t^0\}_{t \geq 0}$ denote the filtration of sigma-algebras that is defined via

$$\mathcal{F}_t^0 := \sigma \left\{ \int_{(0,t) \times \mathbb{T}} \phi(s, y) W(ds dy) : \phi \in L^2((0, t] \times \mathbb{T}) \right\},$$

for every $t \geq 0$. Let $P^{u_0}$ denote the law of the process $\{u(t, x; \lambda)\}_{t \geq 0, x \in \mathbb{T}}$, conditional on the initial state being $u_0$. Then we can define

$$\mathcal{F}_t := \bar{\mathcal{F}}_t^0 \quad [t \geq 0],$$

(6.1)

where $\bar{\mathcal{F}}_t^0$ denotes the completion of $\mathcal{F}_t^0$ with respect to the family $\{P^{u_0}\}_{u_0 \in L^\infty}$ of probability measures. Intuitively speaking, the filtration $\mathcal{F} := \{\mathcal{F}_t\}_{t \geq 0}$ is the Brownian filtration that corresponds to the infinite-dimensional Brownian motion $t \mapsto W(t, \cdot)$.

It is well known, see [?, Theorem 9.15, page 256], that the process $t \mapsto u(t, \cdot; \lambda)$ is a Markov process, with values in $C(\mathbb{T})$, with respect to the filtration $\mathcal{F} := \{\mathcal{F}_t\}_{t \geq 0}$ and initial measures $\{P^{u_0}\}_{u_0 \in L^\infty}$. That is,

$$E \left[ \Phi(u(t + \tau, \cdot; \lambda)) \mid \mathcal{F}_t \right] = E^{u_0} \left[ \Phi(u(\tau, \cdot; \lambda)) \right] \quad \text{a.s.},$$

for every bounded functional $\Phi : C(\mathbb{T}) \to \mathbb{R}_+$, and all $t, \tau \geq 0$, where we have suppressed the notational dependence on $\lambda$ to keep the notation simple. We can restate this fact as follows: Choose and fix $t \geq 0$ and define $v(\tau, x) := u(t + \tau, x; \lambda)$ for all $\tau \geq 0$ and $x \in \mathbb{T}$. Then, conditioned on $\mathcal{F}_t$, the random field $\{v(\tau, x)\}_{\tau \geq 0, x \in \mathbb{T}}$ solves the SPDE (??) [in law], started at $v(0, x) := u(t, x; \lambda)$, where now the noise $W$ is replaced by a Brownian sheet $W^{(t)}$ that is independent of $\mathcal{F}_t$. In particular, we may appeal to Proposition ??, conditionally, as follows: There exists $\varepsilon_0 = \varepsilon_0(\text{Lip}_\sigma) \in (0, 1/2)$ such that for every $\varepsilon \in (0, \varepsilon_0)$ there exist finite constants $C_1 = C_1(\varepsilon, \text{Lip}_\sigma) > 0$ and $C_2 = C_2(\text{Lip}_\sigma) > 0$—not depending on $u_0$—such that uniformly for all real numbers $\lambda \geq 2$ and $t > 0$ and $h \in (0, 1)$,

$$E \left( \sup_{x \in \mathbb{T}} |u(t + h, x; \lambda)|^2 \mid \mathcal{F}_t \right) \leq \frac{C_1 e^{C_2 h^2 \varepsilon^2}}{h} \|u(t, \cdot; \lambda)\|_{L^\infty}^2 \|u(t, \cdot; \lambda)\|_{L^1}^{2(1 - \varepsilon)},$$

(6.2)
almost surely.

Now consider the event,

\[ A(t; \lambda) := \left\{ \omega \in \Omega : \|u(t, \cdot; \lambda)(\omega)\|_{L^1} \leq \|u_0\|_{L^1} \exp\left(-\frac{\lambda^2 L^2 t}{8}\right) \right\}. \]  

(6.3)

According to Proposition ?? [with \( \varepsilon := 1/2 \)],

\[ P(A(t; \lambda)) \geq 1 - e^{-\lambda^2 L^2 t/64}. \]  

(6.4)

Also, (??) implies that

\[ E\left(\sup_{x \in T} |u(t + h, x; \lambda)|^2; A(t; \lambda)\right) \leq \frac{C_1 e^{C_2 \lambda^4 h/\varepsilon^2} \|u_0\|_{L^1}^{2(1 - \varepsilon)}}{h} \exp\left(-\frac{(1 - \varepsilon)\lambda^2 L^2 t}{4}\right) E\left(\|u(t, \cdot; \lambda)\|_{L^\infty}^{2\varepsilon}\right). \]  

(6.5)

Since \( \varepsilon \in (0, \varepsilon_0) \subset (0, 1) \), Jensen’s inequality shows that

\[ E\left(\|u(t, \cdot; \lambda)\|_{L^\infty}^{2\varepsilon}\right) \leq \left| E\left(\|u(t, \cdot; \lambda)\|_{L^\infty}\right)\right|^{\varepsilon}. \]  

(6.6)

Proposition ?? implies the following [set \( k := 2 \) and \( \varepsilon := 1/2 \) in the statement of the proposition]:

There exists a positive and finite constant \( C_3 \) such that for all \( t > 0 \) and \( \lambda^2 \geq (4c\text{Lip}_\sigma)^{-1} \),

\[ E\left(\|u(t, \cdot; \lambda)\|_{L^\infty}^{2\varepsilon}\right) \leq \frac{C_3 e^{C_5 \lambda^4 t}}{t} \|u_0\|_{L^\infty} \|u_0\|_{L^1}. \]

We plug this estimate into (??), and then appeal to (??), and the fact that \( \varepsilon < \varepsilon_0 < 1/2 \), in order to see that

\[ E\left(\sup_{x \in T} |u(t + h, x; \lambda)|^2; A(t; \lambda)\right) \leq \frac{C_4 e^{C_5 \lambda^4 (h/\varepsilon^2) + \varepsilon t} \|u_0\|_{L^1}^{2 - \varepsilon} \|u_0\|_{L^\infty}^{\varepsilon} e^{-\lambda^2 L^2 t/8}}{ht^{\frac{\varepsilon}{2}}}, \]  

(6.7)

where \( C_4 := C_1 C_3^2 \) and \( C_5 := \max(C_2, C_3) \). Note that the implied constants do not depend on \((t, h, \lambda)\).

We now specialize the preceding to the following choice of \( \varepsilon \) and \( h \):

\[ \varepsilon := \frac{L^2}{32C_5 \lambda^2} \quad \text{and} \quad h := \frac{L^6 t}{(32C_5 \lambda^2)^3}. \]

This choice is permissible, provided that \( \varepsilon < \varepsilon_0 < 1/2 \); since if \( \lambda \) is large enough so that \( \varepsilon < \varepsilon_0 \) and \( h < 1 \). Because \( \varepsilon_0 \) does not depend on \( t \), it follows that for every \( t > 0 \),

\[ \limsup_{\lambda \to \infty} \frac{1}{\lambda^2} \log E\left(\sup_{x \in T} |u(t + C_6 \lambda^{-6}, x; \lambda)|^2; A(t; \lambda)\right) \leq -\frac{L^2 t}{16}, \]

where \( C_6 = L^6 (32C_5)^{-3} t \). By the Chebyshev inequality,

\[ \limsup_{\lambda \to \infty} \frac{1}{\lambda^2} \log P\left\{ \sup_{x \in T} u(t + C_6 \lambda^{-6}, x; \lambda) \geq \exp\left(-\frac{L^2 \lambda^2 t}{64}\right); A(t; \lambda)\right\} \leq -\frac{L^2 t}{32}. \]

It is easy to see, after a change of variables in the preceding quantitative bounds [before we apply the limsup], that the preceding holds also with \( u(t, x; \lambda) \) in place of \( u(t + C_6 \lambda^{-6}, x; \lambda) \). For otherwise, we simply replace \( t \) by \( t - C_6 \lambda^{-6} \) in all of the formulas before we let \( \lambda \uparrow \infty \). In this way, we can combine the above estimate with (??) in order to deduce the theorem.  

\[ \square \]
7 Proof of Theorem ??

Proof of Theorem ??: Upper bound. Throughout, we choose and hold \( \lambda > 0 \) fixed.

The proof of (??) shows also the following variation, thanks to Proposition ??: There exists \( \varepsilon_0 = \varepsilon_0(\text{Lip}_\sigma) \in (0,1/2) \), small enough, such that for every \( \varepsilon \in (0,\varepsilon_0) \) there exist finite constants \( C_1 = C_1(\varepsilon, \text{Lip}_\sigma) > 0 \) and \( C_2 = C_2(\text{Lip}_\sigma) > 0 \)—not depending on \( u_0 \)—such that uniformly for all real numbers \( \lambda \geq 2 \) and \( \eta \in (0,1) \) and \( t \geq t_0 := 1, \)

\[
E \left( \sup_{x \in \mathcal{T}} \sup_{h \in [1,\eta(t+1)+1]} \left| u(t+h,x;\lambda) \right|^2 | \mathcal{F}_t \right) \\
\leq C_1 \left[ 1 + \eta(t+1) \right]^{3/2} e^{C_2 \lambda^4 (\eta(t+1)+1)/\varepsilon^2} \| u(t,\cdot;\lambda) \|_{L_\infty}^2 \| u(t,\cdot;\lambda) \|_{L_1}^{2(1-\varepsilon)},
\]

almost surely. We appeal to this bound with \( \eta := \varepsilon^3 \) in order to see that for all real numbers \( \lambda \geq 2 \), \( \eta \in (0,1) \), and \( t \geq t_0 := 1, \)

\[
E \left( \sup_{x \in \mathcal{T}} \sup_{h \in [1,\varepsilon^3(t+1)+1]} \left| u(t+h,x;\lambda) \right|^2 | \mathcal{F}_t \right) \\
\leq C_1 \left[ 1 + \varepsilon^3(t+1) \right]^{3/2} e^{C_2 \lambda^4 / \varepsilon^2} e^{C_2 \lambda^4 \varepsilon(t+1)} \| u(t,\cdot;\lambda) \|_{L_\infty}^2 \| u(t,\cdot;\lambda) \|_{L_1}^{2(1-\varepsilon)},
\]

almost surely. It follows from this inequality that, for the same set \( \mathcal{A}(t;\lambda) \) as was defined in (??), the following variation of (??) holds:

\[
E \left( \sup_{x \in \mathcal{T}} \sup_{h \in [1,\varepsilon^3(t+1)+1]} \left| u(t+h,x;\lambda) \right|^2 ; \mathcal{A}(t;\lambda) \right) \\
\leq C_7 \left[ 1 + \varepsilon^3(t+1) \right]^{3/2} e^{2C_5 \lambda^4 t} \| u_0 \|_{L_1}^{2-\varepsilon} \| u_0 \|_{L_\infty}^{\varepsilon} e^{-\lambda^2 e^{2C_5 \lambda^4 t}/8} \\
= C_7 \left[ 1 + \varepsilon^3(t+1) \right]^{3/2} \exp \left( -\lambda^2 t \left[ \frac{L_2^2}{8} - 2C_5 \lambda^2 \varepsilon \right] \right) \| u_0 \|_{L_1}^{2-\varepsilon} \| u_0 \|_{L_\infty}^{\varepsilon},
\]

provided, additionally, that \( 0 < \varepsilon < \varepsilon_0 \); here, \( C_7 = C_7(\varepsilon, \text{Lip}_\sigma, \lambda) \) is a positive and finite constant, and \( C_5 \) is the same constant that appeared in §???. We use the preceding inequality with the following special choice:

\[
\varepsilon := \min \left( \frac{\varepsilon_0}{2}, \frac{L_2^2}{32C_5 \lambda^2} \right).
\]

For this particular choice of \( \varepsilon \), we have

\[
E \left( \sup_{x \in \mathcal{T}} \sup_{s \in [t+1,(1+\varepsilon^3)(t+1)]} \left| u(s,x;\lambda) \right|^2 ; \mathcal{A}(t;\lambda) \right) \\
\leq C_8 \left[ 1 + \varepsilon^3(t+1) \right]^{3/2} e^{-L_2^2 \lambda^4 (t+1)/16},
\]

uniformly for all \( t \geq 1 \), where \( C_8 := C_7 \exp(\lambda^2 L_2^4 / 16) \| u_0 \|_{L_1}^{2-\varepsilon} \| u_0 \|_{L_\infty}^{\varepsilon} \) is a finite constant that does not depend on \( t \). Define

\[
\mu := \log(1 + \varepsilon^3),
\]

to see that for large integers \( N \), and replace \( t \) by \( \exp(N \mu) - 1 \)

\[
E \left( \sup_{x \in \mathcal{T}} \sup_{s \in [\exp(N \mu),\exp([N+1] \mu)]} \left| u(s,x;\lambda) \right|^2 ; \mathcal{A}(e^{N \mu} - 1;\lambda) \right) \\
\leq C_8 \left[ 1 + \varepsilon^3 e^{N \mu} \right]^{3/2} e^{-L_2^2 \lambda^2 e^{N \mu}/16}.
\]
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In particular, Chebyshev’s inequality shows that for all $\rho > 0$,

$$
P \left\{ \sup_{x \in T} \sup_{s \in \exp((N\mu), \exp([N+1]\mu))] } \left| \frac{u(s, x ; \lambda)}{e^{-L_2^2 \lambda^2 s / 64}} \right| \geq \rho ; A(e^{N\mu} - 1 ; \lambda) \right\} 
$$

$$
\leq P \left\{ \sup_{x \in T} \sup_{s \in \exp((N\mu), \exp([N+1]\mu))] } \left| u(s, x ; \lambda) \right| \geq \rho e^{-L_2^2 \lambda^2 e^{(N+1)\mu} / 64} ; A \left( e^{N\mu} - 1 ; \lambda \right) \right\} 
$$

$$
\leq \frac{C}{\rho^2} \left[ 1 + \varepsilon^3 e^{N\mu} \right]^{3/2} \exp \left( -\frac{L_2^2 \lambda^2 e^{N\mu}}{64} \right). 
$$

Combine this estimate with (??) to see that

$$
\sum_{N=1}^{\infty} P \left\{ \sup_{x \in T} \sup_{s \in \exp((N\mu), \exp([N+1]\mu))] } \left| u(s, x ; \lambda) \right| \geq \rho \right\} \leq \frac{C}{\rho^2} \sum_{N=1}^{\infty} \left[ 1 + \varepsilon^3 e^{N\mu} \right]^{3/2} \exp \left( -\frac{L_2^2 \lambda^2 e^{N\mu}}{64} \right) + \sum_{N=1}^{\infty} \exp \left( -\frac{\lambda^2 L_2^2 \left[ e^{N\mu} - 1 \right]}{64} \right) < \infty.
$$

We can conclude from this and the Borel–Cantelli that

$$
\lim_{t \to \infty} \sup_{x \in T} \left| \frac{u(t, x ; \lambda)}{e^{-L_2^2 \lambda^2 t / 64}} \right| = 0, \quad (7.1)
$$

almost surely. This completes the first half of the proof of Theorem ??.

The proof of the lower bound of Theorem ?? depends on the following large-deviations bound for sums of dependent Bernoulli random variables. For a proof see Lemma 3.9 of Khoshnevisan, Révész, and Shi [?].

**Lemma 7.1.** Suppose $J_1, J_2, \ldots$ are $\{0, 1\}$-valued random variables that satisfy the following for some non-random constant $q > 0$: $E(J_{k+1} | J_1, \ldots, J_k) \geq q$ for all $k \geq 1$, a.s. Then,

$$
P \{ J_1 + \cdots + J_n \leq nq(1 - \varepsilon) \} \leq \exp \left( -\frac{nq\varepsilon^2}{2} \right) \quad \text{for every } \varepsilon \in (0, 1) \text{ and } n \geq 1.
$$

We now proceed with the derivation of the lower bound of Theorem ??.

**Proof of Theorem ??: Lower bound.** We appeal to a one-sided adaptation of a method of Mueller [?]. Define $T_0 := 0$ and then iteratively let

$$
T_{n+1} := \inf \left\{ t > T_n : \inf_{x \in T} u(t, x ; \lambda) < e^{-1} \inf_{x \in T} u(T_n, x ; \lambda) \right\} \quad \text{for all } n \geq 0,
$$

where $\inf \varnothing := \infty$. We have already proved in (??) that $\sup_{x \in T} u(t, x ; \lambda) \to 0$ a.s. as $t \to \infty$. Therefore, $T_n < \infty$ for all $n \geq 0$ almost surely. Moreover, the sample-function continuity of $u$ shows that the $T_n$’s are stopping times with respect to the filtration $\mathcal{F} := \{ \mathcal{F}_t \}_{t \geq 0}$, defined earlier in (??). We may apply the strong Markov property of $u$, with respect to $\mathcal{F}$, at the stopping time $T_n$ in order to see that for all integers $n \geq 0$,

$$
P \left( T_{n+1} - T_n \leq \tau \mid \mathcal{F}_{T_n} \right) \leq P \left( \inf_{x \in T} \inf_{t \in [0, \tau]} v^{(n)}(t, x) \leq e^{-1} \inf_{x \in T} v_0^{(n)}(x) \right) \leq v_0^{(n)},
$$

where $v_0^{(n)}(x) = \inf_{x \in T} u(T_n, x ; \lambda)$. This proves the lower bound of Theorem ??.
a.s., where \( v^{(n)} := \{v^{(n)}(t, x)\}_{t \geq 0, x \in [-1, 1]} \) solves (??) starting from the random initial profile \( v^{(n)}_0(x) := v^{(n)}(0, x) = u(T_n, x; \lambda) \). By the very definition of the stopping time \( T_n \), and since \( T_n \) is finite a.s.,

\[
v^{(n)}_0(x) = u(T_n, x; \lambda) \geq e^{-1} \inf_{y \in \mathbb{T}} u(T_{n-1}, y; \lambda) \geq \cdots \geq e^{-n} \inf_{y \in \mathbb{T}} u_0(y) =: e^{-n} u_0,
\]
a.s. for every \( x \in \mathbb{T} \), and with identity for some \( x \in \mathbb{T} \) a.s. Because \( u_0 > 0 \) [see (??)], it follows from a comparison theorem [?, ?, ?, ?] that \( v^{(n)}(t, x) \geq w^{(n)}(t, x) \) for all \( t \geq 0 \) and \( x \in \mathbb{T} \) a.s., where \( w^{(n)} \) solves (??) [for a different Brownian sheet] starting from \( w^{(n)}_0(x) := w^{(n)}(0, x) = e^{-n} u_0 \). In particular, for all integers \( n \geq 0 \) and reals \( \tau \in (0, 1) \),

\[
\mathbb{P}(T_{n+1} - T_n \leq \tau \mid \mathcal{F}_T_n) \leq \mathbb{P} \left\{ \inf_{x \in \mathbb{T}} \sup_{t \in [0, \tau]} w^{(n)}(t, x) \leq e^{-1} w^{(n)}_0(x) \equiv e^{-1-n} u_0 \right\} \\
\quad \leq \mathbb{P} \left\{ \sup_{x \in \mathbb{T}} \sup_{t \in [0, \tau]} \left| w^{(n)}(t, x) - w^{(n)}_0(x) \right| \geq e^{-1-n} u_0 \right\} \\
\quad \leq e^{2} \mathbb{E} \left( \sup_{x \in \mathbb{T}} \sup_{t \in [0, \tau]} \left| \frac{w^{(n)}(t, x) - w^{(n)}_0(x)}{w^{(n)}_0(0)} - 1 \right|^2 \right).
\]

Now, \( z^{(n)}(t, x) := w^{(n)}(t, x)/w^{(n)}_0(0) \) solves (??), started at \( z^{(n)}_0(x) := z^{(n)}(0, x) = 1 \), with \( \sigma \) replaced by

\[
\sigma^{(n)}(a) := \frac{\sigma(w_0(a)/w_0(0))}{w_0(0)} = e^n \frac{\sigma(u_0/a)}{u_0} \quad [a \in \mathbb{R}].
\]

We may observe that the Lipschitz constant of \( \sigma^{(n)} \) is \( \text{Lip}_\sigma \), uniformly for all \( n \geq 0 \). In this way we find that there exists a finite constant \( C \) uniformly in \( n \) and \( K \) such that

\[
\sup_{(t,x),(s,y)\in(0,\tau)\times\mathbb{T}} \mathbb{E} \left( \left| \frac{z^{(n)}(t, x) - z^{(n)}(s, y)}{|(t, x) - (s, y)|^{K/4}} \right|^K \right) \leq (C K^{K/2} \text{Lip}_\sigma^K K^{4/2} e^{C K^{4/2} \text{Lip}_\sigma^K})\tau. 
\]

Thanks to this and a quantitative form of the Kolmogorov continuity theorem (see for example Proposition ??), there exists a real number \( c_0 \) such that, uniformly for all \( \tau \in [0, 1] \),

\[
\sup_{n \geq 1} \mathbb{P} \left( T_{n+1} - T_n \leq \tau \mid \mathcal{F}_T_n \right) \leq e^2 \mathbb{E} \left( \sup_{n \geq 1} \sup_{x \in \mathbb{T}} \sup_{t \in [0, \tau]} \left| z^{(n)}(t, x) - z^{(n)}_0(x) \right|^2 \right) \\
\quad \leq c_0 \lambda^2 \text{Lip}_\sigma^2 \sqrt{\tau} e^{c_0 L^{4} \text{Lip}_\sigma^4 \tau},
\]
a.s. Because \( c_0 \) does not depend on \( \tau \in [0, 1] \), we may choose a special \( \tau = \tau(\lambda, \text{Lip}_\sigma, c_0) \) by setting

\[
\tau := \frac{\delta^2}{(\lambda \text{Lip}_\sigma)^4} \wedge 1, \quad (7.2)
\]

where \( \delta = \delta(c_0) \) is the unique strictly-positive solution to \( c_0 \lambda \exp(c_0 \delta^2) = \frac{1}{2} \). This yields

\[
\mathbb{P} \left( T_{n+1} - T_n > \tau \mid \mathcal{F}_T_n \right) \geq \frac{1}{2} \quad \text{for all } n \geq 1 \text{ a.s.,} \quad (7.3)
\]

for the particular choice of \( \tau \) that is furnished by (??). We now apply Lemma ?? with

\[
J_n := 1_{\{\omega \in \Omega : T_{n+1}(\omega) - T_n(\omega) > \tau\}},
\]
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where \( \tau \) is given by (??) and \( q = \varepsilon = 1/2 \) in order to deduce from (??) that

\[
P \left\{ \sum_{i=1}^{n} 1\{T_{i+1} - T_{i} > \tau \} \leq \frac{n}{4} \right\} \leq e^{-n/16} \quad \text{for all integers } n \geq 1.
\]

Because

\[
T_n \geq \sum_{i=0}^{n-1}(T_{i+1} - T_{i})1\{T_{i+1} - T_{i} > \tau \} \geq \tau \sum_{i=1}^{n} 1\{T_{i+1} - T_{i} > \tau \},
\]

we find that

\[
P \left\{ \inf_{x \in \mathbb{T}} \inf_{0 \leq t \leq \tau n/4} u(t, x) = \varepsilon - n u_0 \right\} \leq P \left\{ T_n \leq \frac{\tau n}{4} \right\} \leq e^{-n/16} \quad \text{for all } n \geq 1. \tag{7.4}
\]

Since

\[
\inf_{x \in \mathbb{T}} \tau (n-1)/4 \leq t \leq (n/4) \exp(-n) \leq e \inf_{x \in \mathbb{T}} \tau (n-1)/4 \exp(-4t/\tau) \cdot \inf_{x \in \mathbb{T}} u(t, x),
\]

the Borel–Cantelli lemma implies the remaining half of Theorem ??.

\[
\square
\]

8 \hspace{0.4cm} \textbf{Proof of Theorem ??}

The proof of Theorem ?? is based on the proofs of Theorem ?? and Theorem ??.

\textbf{Proof of Theorem ??}. Let \( t \geq 1 \). Define \( A_1(t) \) as was defined in (??), then (??) says

\[
P(A_1(t)) \geq 1 - e^{-\lambda^2 L_2^2 t/64}. \tag{8.1}
\]

We can also get the following variation of (??): \[
E \left( \sup_{x \in \mathbb{T}} |u(t + h, x)\lambda| \right)^k \; A_1(t) \right) \leq C_k e^{C_2 \lambda^2 (h/\varepsilon)^{1/2} + \varepsilon t} \left\| u_0 \right\|_{L^1}^{k(1-\varepsilon/2)} \left\| u_0 \right\|_{L^\infty}^{k/2} e^{-k\lambda^2 L_2^2 t/16}
\]

for some constants \( C_1, C_2 > 0 \) which are independent of \( k \) and \( t \). We now choose

\[
h := \frac{1}{2} \quad \text{and} \quad \varepsilon := \frac{L_2^2}{32C_2^2 k^2 \lambda^2} \wedge \varepsilon_0 \quad (\varepsilon_0 \text{ is defined in Proposition ??})
\]

to get that for some constant \( \tilde{c}_k > 0 \) which only depends on \( k \),

\[
E \left( \sup_{x \in \mathbb{T}} |u(t + 1/2, x)\lambda| \right)^k \; A_1(t) \right) \leq \tilde{c}_k e^{-k\lambda^2 L_2^2 t/32}.
\]

Replacing \( t + 1/2 \) by \( t \) above and redefining \( A_1(t) := A_1(t - 1/2) \), we get

\[
E \left( \sup_{x \in \mathbb{T}} |u(t, x)\lambda| \right)^k \; A_1(t) \right) \leq \tilde{c}_k e^{k\lambda^2 L_2^2 t/64} e^{-k\lambda^2 L_2^2 t/32}. \tag{8.2}
\]

Let us now define

\[
A_2(t) := \left\{ \omega \in \Omega : \inf_{x \in \mathbb{T}} \inf_{0 \leq s \leq t} u(s, x, \lambda)(\omega) \geq e^{-4t/\tau} u_0 \right\}
\]
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where $\tau = \tau(\lambda, \text{Lip}_x, c_0) > 0$ is the constant defined on (??) and $u_0 := \inf_{y \in T} u_0(y)$. By (??), we get

$$P(A_2(t)) \geq 1 - e^{-t/4\tau}. \quad \text{(8.3)}$$

Let

$$B(t) := A_1(t) \cap A_2(t).$$

By (??) and (??), we have

$$P(B(t)) = P(A_1(t)) + P(A_2(t)) - P(A_1(t) \cup A_2(t))$$

$$\geq 1 - e^{-t/4\tau} - e^{\lambda^2L_2^2/128}e^{-\lambda^2L_2^2t/64} \geq 1 - b_1 e^{-b_2},$$

where $b_1 := 2 \max \left\{1, e^{\lambda^2L_2^2/128}\right\}$ and $b_2 := \min \left\{\frac{1}{4\tau}, \frac{\lambda^2L_2^2}{64}\right\}$. Hence, there exists $c > 0$ for some $t_0$ large, if $t \geq t_0$,

$$P(B(t)) \geq 1 - ce^{-ct} \geq 1 - ce^{-ct_0} > 0.$$ 

This shows the first statement of Theorem ??. For the second statement, the upper bound comes from (??) and the lower bound comes from the following:

$$E \left( \inf_{x \in T} |u(t, x; \lambda)|^{k}; B(t) \right) \geq e^{-4t/\tau} u_0 P(B(t)) \geq e^{-4t/\tau} u_0 \left(1 - ce^{-ct_0}\right),$$

which completes the proof. \qed

## A A real-variable inequality

We will have need for the following.

**Lemma A.1.** For all $\varepsilon \in (0, 1)$, $\alpha \in [0, 1)$, and $\beta \geq 1$,

$$\sup_{t > 0} \int_0^t \left(\frac{t}{s}\right)^{1-\varepsilon} e^{-\beta(t-s)} \frac{ds}{(t-s)^\alpha} \leq \frac{2\Gamma(1-\alpha) + 1}{(1-\varepsilon)\beta^{1-\alpha}},$$

where $\Gamma$ denotes Gamma function.

**Proof.** By scaling, we might as well assume that $\beta = 1$. Now, a change of variables yields

$$\int_0^t \left(\frac{t}{s}\right)^{1-\varepsilon} e^{-t(s)} \frac{ds}{(t-s)^\alpha} = t^{1-\alpha} \int_0^1 \frac{e^{-tr}}{r^\alpha(1-r)^{1-\varepsilon}} dr,$$

whenever $t > 0$ and $0 < \varepsilon < 1$. If $t \leq 1$, then we merely bound $t^{1-\alpha}$ and $\exp(-tr)$ by 1 in order to see that the preceding is at most $B(\varepsilon, 1-\alpha)$, where $B$ is beta function. On the other hand, if $t > 1$, then we change variables a few more times in order to see that

$$\int_0^t \left(\frac{t}{s}\right)^{1-\varepsilon} e^{-t(s)} \frac{ds}{(t-s)^\alpha} = \int_0^t \left(\frac{1}{1-s/t}\right)^{-\varepsilon} \frac{ds}{s^\alpha} = \int_0^{t/2} (\ldots) ds + \int_{t/2}^t (\ldots) ds,$$

notation being obvious from context. Since $(1 - \lfloor s/t \rfloor)^{1-\varepsilon} \geq 2^{-1+\varepsilon} \geq 1/2$ for all $0 < s < t/2$,

$$\int_0^{t/2} (\ldots) ds \leq 2\Gamma(1-\alpha).$$
On the other hand,

\[
\int_{t/2}^{t} \left( \cdots \right) \, ds \leq \varepsilon e^{-t/2} \int_{t/2}^{t} \frac{ds}{s^\alpha (1 - \frac{s}{t})^{1-\varepsilon}} = t^{1-\alpha} e^{-t/2} \int_{1/2}^{1} \frac{dr}{r^\alpha (1-r)^{1-\varepsilon}} \leq B(\varepsilon, 1-\alpha),
\]

where we have used the elementary bound, \(x^{1-\alpha} e^{-x/2} \leq 1\), valid for all \(x \geq 0\).

The preceding argument yields the inequality,

\[
\sup_{t>0} \int_{0}^{t} \left( \frac{t}{s} \right)^{1-\varepsilon} e^{-\frac{(t-s)}{(t-s)^\alpha}} ds \leq 2\Gamma(1-\alpha) + B(\varepsilon, 1-\alpha),
\]

valid for all \(\varepsilon \in (0,1)\) and \(\alpha \in [0,1)\). This implies the lemma since a change of variables yields

\[
B(\varepsilon, 1-\alpha) = \varepsilon^{-1} \int_{0}^{\infty} e^{-y} \left(1 - e^{-y/\varepsilon}\right)^{-\alpha} dy \leq \varepsilon^{-1} \int_{0}^{\infty} e^{-y} \left(1 - e^{-y}\right)^{-\alpha} dy = \frac{1}{\varepsilon(1-\alpha)},
\]

for all \(\varepsilon \in (0,1)\) and \(\alpha \in [0,1)\), which is a well-known fact about the beta integral; see, Dragomir et al. [17, (3.17)] for a different proof of the latter inequality.

\[\Box\]

### B The heat kernel

Recall \(G\) and \(p\) respectively from (3.17) and (3.18).

**Lemma B.1.** For all \(x, y \in [-1,1]\) and \(t > 0\),

\[
G_t(x-y) \leq p_t(x,y) \leq 2 \max \left( \frac{1}{\sqrt{t}}, 1 \right).
\]

**Remark B.2.** By Lemma B.1, \(\sup_{-1 < x, y < 1} p_t(x,y) \geq G_t(0) = (4\pi t)^{-1/2}\), pointwise. Also, \(2 \sup_y p_t(x,y) \geq \int_{x}^{1} p_t(x,y) dy = 1\), for all \(t > 0\) and \(x \in \mathbb{T}\). Therefore, Lemma B.1 has the following consequence:

\[
\frac{1}{4} \max \left( \frac{1}{\sqrt{t}}, 1 \right) \leq \sup_{x,y \in [-1,1]} p_t(x,y) \leq 2 \max \left( \frac{1}{\sqrt{t}}, 1 \right),
\]

for all \(t > 0\).

**Proof of Lemma B.1.** The lower bound is immediate; we establish the upper bound.

Consider the summands in (3.17) for \(|n| \leq 1\) and \(|n| \geq 2\) separately in order to see that

\[
p_t(x,y) \leq \frac{3}{\sqrt{4\pi t}} + \frac{1}{\sqrt{4\pi t}} \sum_{|n| \geq 2} \exp \left( -\frac{(x-y-2n)^2}{4t} \right),
\]

for all \(t > 0\) and \(x, y \in [-1,1]\). Since \((a-b)^2 \geq \frac{1}{2}a^2 - b^2\) for all \(a, b \in \mathbb{R}\), the preceding yields \((x-y-2n)^2 \geq 2n^2 - (x-y)^2 \geq 2(n^2 - 2) \geq n^2\), for all \(x, y \in [-1,1]\) and integers \(n\) with \(|n| \geq 2\).

Thus, we obtain the bound,

\[
p_t(x,y) \leq \frac{1}{\sqrt{t}} + \frac{1}{\sqrt{\pi t}} \sum_{n=2}^{\infty} \exp \left( -\frac{n^2}{4t} \right), \quad (B.1)
\]
for all $t > 0$ and $x, y \in [-1, 1]$. In particular,

$$
\sup_{x,y\in[-1,1]} p_t(x, y) \leq \frac{1}{\sqrt{t}} \left( 1 + \sum_{n=2}^{\infty} e^{-n^2/4t} \right) \leq \frac{2}{\sqrt{t}},
$$

uniformly for $t \in (0, 1]$. If $t > 1$, then use

$$
\sum_{n=2}^{\infty} \exp\left( -\frac{n^2}{4t} \right) \leq \int_{0}^{\infty} \exp\left( -\frac{z^2}{4t} \right) dz = \sqrt{\pi t},
$$

in (??), to see that

$$
\sup_{x,y\in[-1,1]} p_t(x, y) \leq \frac{1}{\sqrt{t}} + 1,
$$

which is at most 2.

\textbf{Lemma B.3.} There exists a finite constant $C$ such that

$$
\int_{-1}^{1} |p_t(x, w) - p_t(y, w)|^2 \, dw \leq C \frac{|x - y|}{t \wedge \sqrt{t}},
$$

uniformly for all $x, y \in [-1, 1]$ and $t > 0$.

\textbf{Proof.} Choose and fix some $t > 0$ and $x, y \in [-1, 1]$. Without loss of generality, we assume that $x > y$. By the Chapman–Kolmogorov property, and thanks to the symmetry of $p_t$,

$$
\int_{-1}^{1} |p_t(x, w) - p_t(y, w)|^2 \, dw = p_{2t}(x, x) + p_{2t}(y, y) - 2p_{2t}(x, y) = 2 \sum_{n=2}^{\infty} [G_{2t}(2n) - G_{2t}(2n + x - y)].
$$

Because $|G'_t(a)| = |a|G_t(a)/2t$,

$$
|G_t(2n) - G_t(2n + x - y)| \leq \frac{1}{4\sqrt{\pi t^{3/2}}} \int_{0}^{x-y} |2n + a| \exp\left( -\frac{(2n + a)^2}{4t} \right) da,
$$

(B.2)

for all $n \in \mathbb{Z}$. In particular,

$$
|G_t(2n) - G_t(2n + x - y)| \leq \frac{x - y}{4\sqrt{\pi t^{3/2}}} \sup_{r \geq 0} \left[ r \exp\left( -\frac{r^2}{4t} \right) \right] \leq \frac{x - y}{4\sqrt{\pi t}}.
$$

The preceding is useful when $|n|$ is not too large, say $|n| \leq 2$. On the other hand, if $|n| \geq 2$ and $0 \leq a \leq 2$, then $3|n| \geq |2n + a| \geq 2(|n| - 1) \geq |n|$. Therefore, (??) implies that

$$
|G_t(2n) - G_t(2n + x - y)| \leq \frac{3(x - y)}{4\sqrt{\pi t^{3/2}}} \cdot |n| \exp\left( -\frac{n^2}{4t} \right).
$$

We combine the preceding two displays to see that

$$
\int_{-1}^{1} |p_t(x, w) - p_t(y, w)|^2 \, dw \leq \frac{3(x - y)}{2\sqrt{\pi t}} + \frac{3(x - y)}{2\sqrt{\pi t^{3/2}}} \cdot \sum_{|n| \geq 2} |n| \exp\left( -\frac{n^2}{4t} \right).
$$

The sum is at most $\int_{-\infty}^{\infty} |w| \exp(-w^2/(8t)) \, dw \propto t$, and this implies the result.
Lemma B.4. For each $\delta \in (0,1)$ there exists a finite constant $C$ such that
\[
\int_{-1}^{1} |p_t(x,w) - p_t(y,w)|^2 \, dw \leq C \frac{|x-y|^\delta}{t^{(\delta+1)/2} \wedge t^{5/2}},
\]
uniformly for all $t > 0$ and $x, y \in [-1,1]$.

Proof. Since $(a + b)^2 \leq 2a^2 + 2b^2$ for all $a, b \in \mathbb{R}$, the Chapman–Kolmogorov property yields the following for all $t > 0$ and $x, y \in [-1,1]$:
\[
\int_{-1}^{1} |p_t(x,w) - p_t(y,w)|^2 \, dw \leq 2p_{2t}(x,x) + 2p_{2t}(y,y) \leq 8 \max \left\{ \frac{1}{\sqrt{t}}, 1 \right\};
\]
see Lemma ???. Therefore, Lemma ?? implies that we can find a finite constant $C$ such that, uniformly for all $x, y \in [-1,1]$ and $t > 0$,
\[
\int_{-1}^{1} |p_t(x,w) - p_t(y,w)|^2 \, dw \leq C \frac{|x-y|}{\sqrt{t}} \max \left\{ \frac{1}{\sqrt{t}}, 1 \right\}.
\]
The lemma follows since $\min(A, B) \leq A^\delta B^{1-\delta}$ for all $A, B \geq 0$ and $\delta \in (0,1)$.

Lemma B.5. There exists a finite constant $C$ such that, uniformly for all $\varepsilon \in (0,1)$, $t > 0$, $x, y \in [-1,1]$, and $h \in L^1 \cap L^\infty$,
\[
|(P_t h)(x) - (P_t h)(y)| \leq C \max \left\{ 1, \frac{1}{\sqrt{t}} \right\} |x-y|^\varepsilon \|h\|_\infty \|h\|_{L^1}^{1-\varepsilon}.
\]

Proof. First, we use Lemma ?? to get that
\[
|(P_t h)(x) - (P_t h)(y)| \leq 4 \max \left\{ 1, \frac{1}{\sqrt{t}} \right\} \|h\|_{L^1}.
\]
We can also apply the Cauchy–Schwarz inequality and then Lemma ?? to obtain
\[
|(P_t h)(x) - (P_t h)(y)|^2 \leq \left( \int_{-1}^{1} |p_t(x,w) - p_t(y,w)| \cdot |h(w)| \, dw \right)^2 \leq 2\|h\|^2_{L^\infty} \int_{-1}^{1} |p_t(x,w) - p_t(y,w)|^2 \, dw \leq C \|h\|^2_{L^\infty} \frac{|x-y|}{t \wedge \sqrt{t}} \leq C \|h\|^2_{L^\infty} |x-y| \max \left\{ 1, \frac{1}{t} \right\}.
\]
Now the lemma follows since $\min(A, B) \leq A^\varepsilon B^{1-\varepsilon}$ for all $A, B \geq 0$ and $\varepsilon \in (0,1)$.

Lemma B.6. For each $t, \delta > 0$,
\[
\sup_{x \in \mathbb{T}} \int_{-1}^{1} |p_{t+\delta}(x,w) - p_t(x,w)|^2 \, dw \leq \sqrt{\frac{\pi}{2t}} \min \left\{ \frac{\delta}{4t}, 1 \right\}.
\]
Proof. Choose and fix some \( t, \delta > 0 \) and \( x \in \mathbb{T} \). By the Chapman–Kolmogorov property, and thanks to the symmetry of \( p_t \),

\[
\int_{-1}^{1} |p_{t+\delta}(x, w) - p_t(x, w)|^2 \, dw = p_{2(t+\delta)}(x, x) + p_{2t}(x, x) - 2p_{2t+\delta}(x, x)
\]

\[
= \sum_{n=-\infty}^{\infty} [G_{2t+2\delta}(2n) + G_{2t}(2n) - 2G_{2t+\delta}(2n)].
\]

Because the Fourier transform of \( F(x) := G_\tau(2x) \) is \( \hat{F}(z) = \frac{1}{2} \hat{G}_\tau(z/2) = \frac{1}{2} \exp(-\tau z^2/4) \), the Poisson summation formula [?, page 161] implies that

\[
\int_{-1}^{1} |p_{t+\delta}(x, w) - p_t(x, w)|^2 \, dw = \frac{1}{2} \sum_{n=-\infty}^{\infty} e^{-tn^2/2} \left(e^{-\delta n^2/2} + 1 - 2e^{-\delta n^2/4}\right) \leq \sum_{n=1}^{\infty} e^{-tn^2/2} \min\left(1, \frac{\delta n^2}{4}\right),
\]

uniformly for all \( t > 0 \) and \( \delta \in (0, 1) \). This readily implies the result since

\[
\sum_{n=1}^{\infty} e^{-tn^2/2} \leq \int_{0}^{\infty} e^{-tx^2/2} \, dx = \frac{\sqrt{\pi}}{2t},
\]

and

\[
\delta \sum_{n=1}^{\infty} e^{-tn^2/2} n^2 \leq \delta \int_{0}^{\infty} x^2 e^{-tx^2/2} \, dx = \frac{\delta}{4} \sqrt{\frac{\pi}{2t}}
\]

for all \( t > 0 \) and \( \delta \in (0, 1) \).

\[
\Box
\]

**Lemma B.7.** For every \( t, \delta > 0, \varepsilon \in (0, 1), \) and \( h \in L^1 \cap L^\infty, \)

\[
\sup_{x \in \mathbb{T}} |(P_{t+\delta} h)(x) - (P_t h)(x)| \leq 4 \left(1 + \frac{1}{\sqrt{t}}\right) \min\left(1, \left[\frac{\delta}{4t}\right]^{\varepsilon/2}\right) \|h\|_{L^\infty} \|h\|_{L^1}^{1-\varepsilon}.
\]

Proof. We first use Lemma ??, as we did in the proof of Lemma ??, to get that

\[
|(P_{t+\delta} h)(x) - (P_t h)(x)| \leq 4 \max\left(1, \frac{1}{\sqrt{t}}\right) \|h\|_{L^1}.
\]

We now apply first the Cauchy–Schwarz inequality and then Lemma ?? in order to deduce

\[
|(P_{t+\delta} h)(x) - (P_t h)(x)|^2 \leq 2\|h\|_{L^\infty}^2 \int_{-1}^{1} |p_{t+\delta}(x, w) - p_t(x, w)|^2 \, dw
\]

\[
\leq 2\|h\|_{L^\infty}^2 \sqrt{\frac{\pi}{2t}} \min\left(1, \frac{\delta}{4t}\right)
\]

\[
\leq 4 \max\left(1, \frac{1}{t}\right) \|h\|_{L^\infty}^2 \min\left(1, \frac{\delta}{4t}\right).
\]

Now the lemma follows since \( \max\{A, B\} \leq A + B \) and \( \min(A, B) \leq A^\varepsilon B^{1-\varepsilon} \) for all \( A, B \geq 0 \) and \( \varepsilon \in (0, 1) \).

\[
\Box
\]
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