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Abstract

High order momentum-based parameter update algorithms have seen widespread applications in training machine learning models. Recently, connections with variational approaches have led to the derivation of new learning algorithms with accelerated learning guarantees. Such methods however, have only considered the case of static regressors. There is a significant need for parameter update algorithms which can be proven stable in the presence of adversarial time-varying regressors, as is commonplace in control theory. In this paper, we propose a new discrete time algorithm which 1) provides stability and asymptotic convergence guarantees in the presence of adversarial regressors by leveraging insights from adaptive control theory and 2) provides non-asymptotic accelerated learning guarantees leveraging insights from convex optimization. In particular, our algorithm reaches an $\epsilon$ sub-optimal point in at most $\tilde{O}(1/\sqrt{\epsilon})$ iterations when regressors are constant - matching lower bounds due to Nesterov of $\Omega(1/\sqrt{\epsilon})$, up to a $\log(1/\epsilon)$ factor and provides guaranteed bounds for stability when regressors are time-varying. We provide numerical experiments for a variant of Nesterov’s provably hard convex optimization problem with time-varying regressors, as well as the problem of recovering an image with a time-varying blur and noise using streaming data.

1. Introduction

Iterative gradient-based optimization methods in machine learning commonly employ a combination of time-scheduled learning rates (Shalev-Shwartz, 2011; Hazan, 2016), adaptive learning rates (Duchi et al., 2011; Kingma and Ba, 2017; Wilson et al., 2017), and/or higher order “momentum” based dynamics (Polyak, 1964; Nesterov, 1983; Wibisono et al., 2016). Variants of the higher order update proposed by Nesterov (Nesterov, 1983) in particular, have received significant attention in the optimization (Nesterov, 2004; Beck and Teboulle, 2009a; Bubeck, 2015; Carmon et al., 2018; Nesterov, 2018) and neural network communities (Krizhevsky et al., 2012; Sutskever et al., 2013) due to their provable guarantees of accelerated learning for classes of convex functions. Empirical investigations for non-convex neural network training are also a topic of significant interest.

To gain insight into Nesterov’s discrete time method (Nesterov, 1983), the authors in (Su et al., 2016) identified the second order ordinary differential equation (ODE) at the limit of zero step size. Still pushing further in the continuous time analysis of these higher order methods, several recent results have leveraged a variational approach showing that a larger class of higher order methods exist where one can obtain an arbitrarily fast convergence rate (Wibisono et al., 2016; Wilson et al., 2016).
**Table 1: Comparison of gradient-based methods for a class of time-varying convex functions.**

| Algorithm                        | Equation | Constant Regressor | Time-Varying Regressor |
|----------------------------------|----------|--------------------|------------------------|
| Gradient Descent Normalized      | (3)      | $O(1/\epsilon)$   | Stable                 |
| Gradient Descent Fixed           | (20)     | $O(1/\epsilon)$   | Unstable               |
| Nesterov Acceleration Varying    | (21)     | $O(1/\sqrt{\epsilon})$ | Unstable               |
| Nesterov Acceleration Fixed      | (9)      | $O(1/\sqrt{\epsilon} \cdot \log(1/\epsilon))$ | Unstable               |
| This Paper                      | Alg 1    | $O(1/\sqrt{\epsilon} \cdot \log(1/\epsilon))$ | Stable                 |

An equivalent algorithm in discrete-time to these continuous-time results, which is implementable and has comparable convergence rates, is an active area of research (Betancourt et al., 2018; Wilson, 2018; Shi et al., 2019). It should be noted that, quite often, in many of these papers (Su et al., 2016; Wibisono et al., 2016; Wilson et al., 2016; Betancourt et al., 2018; Wilson, 2018; Shi et al., 2019), the analysis is performed for static features/regressors, with any dynamic components arising only due to a recursive update of the parameters.

There are many machine learning applications and paradigms where the features or inputs are time-varying. Examples include multi-armed bandits (Auer et al., 1995, 2002; Bubeck and Cesa-Bianchi, 2012), adaptive-filtering (Goodwin and Sin, 1984; Widrow and Stearns, 1985; Haykin, 2014), and temporal-prediction tasks (Dietterich, 2002; Kuznetsov and Mohri, 2015; Hall and Willett, 2015), to name a few. In addition, many models can be trained via adversarial learning (Shalev-Shwartz, 2011; Ben-David et al., 2009) which results in time-varying inputs during training (Auer et al., 1995; Cesa-Bianchi and Lugosi, 2006). Even if the application does not require time-varying inputs, the presence of large training data has necessitated online or stochastic training methods in several applications, bringing a dynamic component into the problem statement (Goodfellow et al., 2016; Shalev-Shwartz, 2011; Cesa-Bianchi et al., 2004; Bengio, 2012; Jain et al., 2018; Gitman et al., 2019). Online learning is another class of problems that requires an investigation of optimization (Zinkevich, 2003; Hazan et al., 2007, 2008; Hazan, 2016; Shalev-Shwartz, 2011; Raginsky et al., 2010). Online learning has had particular success in the development of state of the art gradient methods for training large neural networks (Duchi et al., 2011; Kingma and Ba, 2017).

Time variations in inputs become even more important in real-time applications, with potentially limited compute (Jordan and Mitchell, 2015), and in an area of machine learning which has now come to be referred to as continual/lifelong learning (Ben-David et al., 2009; Chen and Liu, 2018; Thrun and Mitchell, 1995; Thrun, 1998; Parisi et al., 2019). Continual/lifelong learning algorithms must be robust to adversarial features/inputs in addition to shifts in the distribution of the incoming data (Ben-David et al., 2009; Lopez-Paz and Ranzato, 2017), i.e. data is not necessarily independent and identically distributed from a fixed probability distribution (Pentina and Lampert, 2015). Such algorithms must also be able to incrementally learn for an indefinite amount of time without human intervention (Silver et al., 2013; Fei et al., 2016; Chen and Liu, 2018). These notions are further important in robotics (Thrun and Mitchell, 1995; Thrun, 1998) and learning-based control theory (Sastry and Bodson, 1989; Narendra and Annaswamy, 2005; Goodwin and Sin, 1984; Ioannou and Sun, 1996) due to the requirement of continuously running in such applications.

1. In the online learning setting, when minimizing regret (Shalev-Shwartz, 2011), the learning rates decay over time.
This paper proposes a new discrete time algorithm for parameter updates that accommodates time-varying regressors and is of high order. This algorithm will be shown to achieve two objectives. The first objective is to demonstrate stability of this high-order parameter tuner in the presence of time-varying adversarial regressors. This is in contrast to many other iterative methods that cannot be proved to be stable in this setting. The second objective is to show an accelerated convergence rate when the regressors are constant. Our higher order tuner is based on a novel discretization of a continuous time higher order learning parameter update, and differs from the variational perspective-based high order tuner proposed in (Wibisono et al., 2016) which leverages time-scheduled hyperparameters. Unlike many of the papers listed above, we do not assume the requirement of an a priori bound in the time-varying regressor for stability of our algorithm, and directly deploy the gradient which utilizes the regressors. The non-asymptotic convergence rate, which corresponds to the second objective, will be shown to be a logarithm factor away from provable lower bounds due to Nesterov (Nesterov, 2018), with comparable constant factors.

Table 1 provides an overview of how these two objectives are realized with this algorithm in comparison to other iterative methods. The first objective ensures that our iterative algorithm remains stable and learns indefinitely as streaming data changes, even in an adversarial manner - crucial in learning for dynamical systems applications. The second objective demonstrates that the proposed learning algorithm retains fast convergence in the standard setting of constant regressors. That is, the significant benefit of provable stability of our algorithm in the presence of time-varying regressors does not come at the expense of large degradation in the rate of convergence - our proposed algorithm has a near-optimal convergence rate in the standard static regressor analysis setting as well.

The main contributions of this work are summarized as: (i) A new class of momentum/Nesterov-type iterative optimization algorithms, (ii) Accelerated learning guarantee a logarithm factor away from Nesterov (while remaining stable), (iii) Explicit stability conditions for the new algorithms with adversarial regressors, (iv) Connections to a Lagrangian variational perspective alongside an introduction of an adaptive systems-based normalization in machine learning, and (v) Numerical simulations demonstrating the efficacy of the proposed methods.

2. Problem setting

In this paper, we present the continuous time perspective with time \(t\) while discrete time steps are indexed by \(k\). When in continuous time, the time dependence of variables may be omitted when it is clear from the context. The classes \(\mathcal{L}_p\) and \(\ell_p\) for \(p \in [1, \infty]\) are described in (Gaudio et al., 2020, Appendix A), alongside definitions of (strong) convexity, smoothness, and Euler discretization techniques. Unless otherwise specified, \(\|\cdot\|\) represents the 2-norm. We denote the discrete time difference of a function \(V\) as \(\Delta V_k := V_{k+1} - V_k\). For notational clarity and to focus on multidimensional parameters/regressors we present the single output setting. The results of this paper trivially extend to multiple outputs.

We consider the setting of linear regression with time-varying regressors \(\phi \in \mathbb{R}^N\) which are related in a linear combination with an unknown parameter \(\theta^* \in \mathbb{R}^N\) to the output \(y \in \mathbb{R}\) as \(y_k = \theta^* \phi_k\). Given that the parameter \(\theta^*\) is unknown, an estimator \(\hat{y}_k = \theta_k^T \hat{\phi}_k\) is formulated, where \(\hat{y} \in \mathbb{R}\) is the output estimate and \(\theta \in \mathbb{R}^N\) is the parameter estimate. In this setting, the output error is defined as

\[
e_{y,k} = \hat{y}_k - y_k = \theta_k^T \phi_k,
\]

(1)
where $\tilde{\theta}_k = \theta_k - \theta^*$ is the parameter estimation error. The goal is to design an iterative algorithm to adjust the parameter estimate $\theta$ using streaming regressor-output data pairs $\text{Data}_k = (\phi_k, y_k)$ such that the prediction error $e_y$ converges to zero with a provably fast non-asymptotic convergence rate when regressors $\phi_k$ are constant, and that stability and asymptotic convergence properties remain in the presence of time-varying regressors. An iterative gradient-based method is proposed to enable computational simplicity and accommodate data in real-time. To formulate the gradient-based methods of this paper, we consider the squared loss function using (1) of the form

$$L_k(\theta_k) = \frac{1}{2} e_{y,k}^2 = \frac{1}{2} \tilde{\theta}_k^T \phi_k \phi_k^T \tilde{\theta}_k,$$

where the subscript $k$ in $L_k$ denotes the regressor iteration number. At each iteration $k$, the gradient of the loss function is implementable as $\nabla L_k(\theta_k) = \phi_k e_{y,k}$. The Hessian of (2) can be expressed as $\nabla^2 L_k(\theta_k) = \phi_k \phi_k^T$, and thus $0 \leq \nabla^2 L_k(\theta_k) \leq \|\phi_k\|^2 I$. Therefore, the loss function can be seen to be (non-strongly) convex with a time-varying regressor-dependent smoothness parameter.

**Remark 1** The stability results of this paper will be shown to hold even for adversarial time-varying regressors $\phi_k$. No bound on $\phi_k$ is required to be known and the prediction error $e_{y,k}$ is not assumed to be bounded a priori. This is in comparison to standard methods in online learning which assume knowledge of a bound on gradients and regressors for proving stability (Shalev-Shwartz, 2011; Hazan, 2016). Thus the algorithm proposed in this paper can be employed in the continual learning (Ben-David et al., 2009; Thrun and Mitchell, 1995; Thrun, 1998) and learning-based control theory (Sastry and Bodson, 1989; Narendra and Annaswamy, 2005; Goodwin and Sin, 1984; Ioannou and Sun, 1996) settings where such assumptions of a priori boundedness cannot be made.

The starting point for our proposed algorithm comes from adaptive methods (see for example, (Goodwin and Sin, 1984, Ch. 3)) which leads to an iterative normalized gradient descent method

$$\theta_{k+1} = \theta_k - \gamma \nabla \tilde{f}_k(\theta_k), \quad 0 < \gamma < 2,$$

where $\tilde{f}_k(\cdot)$ corresponds to a normalized loss function defined as

$$\tilde{f}_k(\theta_k) = \frac{L_k(\theta_k)}{\mathcal{N}_k},$$

and $\mathcal{N}_k = 1 + \|\phi_k\|^2$ is a normalization signal employed to ensure boundedness of signals for any arbitrary regressor $\phi_k$. Motivated by the normalized gradient method in (3), our goal is to derive a Nesterov-type higher order gradient method to ensure a provably faster convergence rate when regressors are constant while preserving stability of the estimation algorithm in the presence of adversarial time-varying $\phi_k$.

### 3. Algorithms based on a higher order tuner

We begin the derivation of our discrete time Nesterov-type higher order tuner algorithm from the continuous time perspective, which provides insights into the underlying stability structure. This perspective further results in a representation of a second order differential equation as two first order differential equations which are used to certify stability in the presence of time-varying regressors by employing Lyapunov function techniques. Motivated by this continuous time representation, we provide a novel discretization to result in a discrete time higher order tuner which can be shown to be stable using the same Lyapunov function. The discrete time algorithm is then shown to be equivalent to the common Nesterov iterative method form when regressors are constant.
3.1. Continuous time higher order tuner

We begin the derivation of our algorithm using the variational perspective of Wibisono, Wilson, and Jordan (Wibisono et al., 2016). In particular, the Bregman Lagrangian in (Wibisono et al., 2016, Eq. 1) is re-stated with the Euclidean norm employed in the Bregman divergence as

\[ \mathcal{L}(\theta(t), \dot{\theta}(t), t) = e^{\bar{\alpha}_t + \bar{\gamma}_t t} \left( e^{-2\bar{\alpha}_t} \frac{1}{2} \| \dot{\theta}(t) \|_2^2 - e^{\bar{\beta}_t} L_t(\theta(t)) \right). \]

This Lagrangian weights potential energy (loss) \( L_t(\theta(t)) \), and kinetic energy \((1/2)\|\dot{\theta}(t)\|^2\), with an exponential term \( \exp(\bar{\alpha}_t + \bar{\gamma}_t t) \), which adjusts the damping. The hyperparameters \((\bar{\alpha}_t, \bar{\beta}_t, \bar{\gamma}_t)\) are commonly time-scheduled and result in different algorithms by appropriately weighting each component in the Bregman (see (Wibisono et al., 2016) for choices common in optimization for machine learning). It can be easily shown however, that time scheduling the hyperparameters can result in instability when regressors are time-varying. We thus propose the use of a regressor-based normalization \( N_t = 1 + \| \phi(t) \|^2 \) with constant gains \( \gamma, \beta > 0 \) to parameterize the Lagrangian as

\[ \mathcal{L}(\theta(t), \dot{\theta}(t), t) = e^{\beta(t-t_0)} \left( \frac{1}{2} \| \dot{\theta}(t) \|^2 - \frac{\gamma}{N_t} L_t(\theta(t)) \right). \tag{5} \]

Using a Lagrangian, a functional may be defined as: \( J(\theta) = \int_T \mathcal{L}(\theta, \dot{\theta}, t) dt \), where \( T \) is an interval of time. To minimize this functional, a necessary condition from the calculus of variations (Goldstein et al., 2002) is that the Lagrangian solves the Euler-Lagrange equation: \( \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{\theta}}(\theta, \dot{\theta}, t) \right) = \frac{\partial \mathcal{L}}{\partial \theta}(\theta, \dot{\theta}, t) \). Using (5), the second order differential equation resulting from the application of the Euler-Lagrange equation is: \( \ddot{\theta}(t) + \beta \dot{\theta}(t) = -\frac{\gamma}{N_t} \nabla L_t(\theta(t)) \). This differential equation can be seen to have the normalized gradient of the loss function as the forcing term parameterized with \( \gamma \beta \), and constant damping parameterized with \( \beta \). Crucial to the development of the results of this paper, this second order differential equation may be written as a higher order tuner given by

\[ \dot{\theta}(t) = -\frac{\gamma}{N_t} \nabla L_t(\theta(t)), \]

\[ \dot{\theta}(t) = -\beta(\theta(t) - \bar{\theta}(t)), \tag{6} \]

which can be seen to take the form of a normalized gradient flow update followed by a linear time invariant (LTI) filter. This representation of a higher order tuner will be fundamental to prove stability with time-varying regressors using Lyapunov function techniques in Section 4.

3.2. Discretization of continuous time higher order tuner

We propose in this paper a specific discretization of the high-order tuner in (6), of the form

\[ \text{Implicit Euler} : \quad \theta_{k+1} = \theta_k - \gamma \nabla \bar{f}_k(\theta_{k+1}), \]

\[ \text{Explicit Euler} : \quad \theta_{k+1} = \bar{\theta}_k - \beta(\bar{\theta}_k - \theta_k), \tag{7} \]

\[ \text{Extra Gradient} : \quad \bar{\theta}_k = \theta_k - \gamma \beta \nabla \bar{f}_k(\theta_k), \]

where \( \bar{f}_k(\cdot) \) is given by (4), and the hyperparameters are \( \gamma \) and \( \beta \). One can employ any number of techniques for the discretization of an ordinary differential equation, including Runge–Kutta, symplectic, and Euler methods (see for example methods in (Hairer et al., 2006; Betancourt et al., 2018)). The one employed in (7) can be viewed as a combination of implicit-Euler (for the variable
3.3. Augmented objective function

As discussed in Section 2, the squared error loss function in (2) as well as its normalized version in (4) are non-strongly convex. In order to obtain accelerated learning properties similar to that of Nesterov’s in (Nesterov, 2018), we now propose a new algorithm that builds on that in (8). For this purpose, we modify the normalized cost function in (4) to include L2 regularization as

\[ f_k(\theta) = \tilde{f}_k(\theta_k) + \frac{\mu}{2} \| \theta_k - \theta_0 \|^2, \quad (8) \]

where \( \mu > 0 \) is the regularization constant, \( \theta_0 \) is the initial condition of the parameter estimate, and the subscript \( k \) in \( f_k \) denotes the regressor iteration number. Using (2), the Hessian of (8) can be expressed as \( \nabla^2 f_k(\theta_k) = (\phi_k \phi_k^T) / N_k + \mu I \), and thus it can be seen that \( \mu I \leq \nabla^2 f_k(\theta_k) \leq (1 + \mu) I \). Therefore, the objective function in (8) can be seen to be \( \mu \)-strongly convex and \( (1 + \mu) \)-smooth and has desirable properties of constant smoothness and strong convexity.

By replacing the objective function \( \tilde{f}_k(\theta_k) \) in (7) with \( f_k(\theta_k) \) in (8), we now obtain Algorithm 1, the main higher order tuner optimizer introduced in this paper with hyperparameters \( \gamma, \beta, \mu \).

\begin{algorithm}[H]
\begin{algorithmic}
\STATE {\bf Input:} initial conditions \( \theta_0, \bar{\theta}_0 \), gains \( \gamma, \beta, \mu \)
\FOR {\( k = 0, 1, 2, \ldots \)}
\STATE {\bf Receive} regressor \( \phi_k \), output \( y_k \)
\STATE \( \nabla N_k = 1 + \| \phi_k \| \)
\STATE \( \nabla f_k(\theta_k) = \frac{\nabla L_k(\theta_k)}{N_k} + \mu (\theta_k - \theta_0) \)
\STATE \( \bar{\theta}_k = \theta_k - \gamma \beta \nabla f_k(\theta_k) \)
\STATE \( \theta_{k+1} \leftarrow \theta_k - \beta (\bar{\theta}_k - \theta_k) \)
\STATE \( \bar{\theta}_{k+1} \leftarrow \bar{\theta}_k - \gamma \nabla f_k(\theta_{k+1}) \)
\ENDFOR
\end{algorithmic}
\end{algorithm}

It should be noted that the gradient expressions for \( L_k \) in lines 4 and 6 of Algorithm 1 are given by \( \nabla L_k(\theta_k) = \phi_k(\theta_k^T \phi_k - y_k) \) and \( \nabla L_k(\theta_{k+1}) = \phi_k(\theta_{k+1}^T \phi_k - y_k) \) respectively. The stability properties of Algorithm 1, in the presence of a time-varying regressor \( \phi_k \), will be demonstrated in Section 4. In addition to the stability properties in the presence of \( \phi_k \), the additional advantage of Algorithm 1 is a fast minimization of (2) for constant regressors. This accelerated convergence property will be established in Section 5 by minimizing the augmented objective in (8). The relation between Algorithm 1 and Nesterov’s method is summarized in the following proposition.

**Proposition 1** Algorithm 1 with a constant regressor \( \phi_k \equiv \phi \) (and thus \( f_k(\cdot) \equiv f(\cdot) \)) may be reduced to the common form of Nesterov’s equations (Nesterov, 2018, Eq. 2.2.22) with \( \bar{\alpha} = 1 - \beta \) and \( \alpha = \gamma \beta \) as

\[ \begin{align*}
\theta_{k+1} &= \nu_k - \bar{\alpha} \nabla f(\nu_k), \\
\nu_{k+1} &= (1 + \beta) \theta_{k+1} - \bar{\beta} \theta_k.
\end{align*} \]

**Remark 2** It is apparent from Proposition 1 that Algorithm 1 is Nesterov-type; it includes both averaging outside of the gradient evaluation, and an "extra-gradient" step to enable adjustments inside the gradient evaluation. The presence of both of these ingredients makes our Algorithm 1 similar to Nesterov-type rather than Heavy-ball type (Polyak, 1964) which only includes the first.
Remark 3 Similar to the derivation of Algorithm 1, which is Nesterov-type, we can derive another algorithm that is Heavy-Ball type (Polyak, 1964). We accomplish this in (Gaudio et al., 2020, Appendix A.3) and denote it as Algorithm 2. Algorithm 2 only includes the implicit-explicit mix and not the extra gradient step. As is shown in (Gaudio et al., 2020, Appendix B), Algorithm 2 is also stable in the presence of time-varying regressors. The disadvantage of Algorithm 2 over Algorithm 1 is simply due to the well known point of Heavy-ball type methods in comparison to Nesterov-type methods (c.f. (Lessard et al., 2016) for a clear example). This is the reason for our preference of Algorithm 1 over Algorithm 2.

4. Stability and asymptotic convergence

In this section, we state the main results of stability and asymptotic convergence in the presence of time-varying regressors for the continuous time higher order tuner (6), discretized equations (7), and the main stability result of Algorithm 1. Proofs of all theorems and corollaries in this section are provided in (Gaudio et al., 2020, Appendix B) alongside more in-depth auxiliary results of stability. For completeness, complementary stability proofs of the normalized gradient method (3) in both continuous and discrete time are additionally provided in (Gaudio et al., 2020, Appendix B). We begin with the discussion of stability of the discretized equations in (7) (Algorithm 1 with $\mu = 0$), in the following theorem.

**Theorem 4** For the linear regression error model in (1) with loss in (2), with Algorithm 1 and its hyperparameters chosen as $\mu = 0$, $0 < \beta < 1$, $0 < \gamma \leq \frac{\beta(2-\beta)}{16+2\beta}$, the following

$$V_k = \frac{1}{\gamma} \|\theta_k - \theta^*\|^2 + \frac{1}{\gamma} \|\theta_k - \theta_k\|^2,$$

is a Lyapunov function with increment $\Delta V_k \leq -\frac{L_k(\theta_k+1)}{N_k} \leq 0$. It can also be shown that $V \in \ell_\infty$, and $\sqrt{\frac{L_k(\theta_k+1)}{N_k}} \in \ell_2 \cap \ell_\infty$. If in addition it is assumed that $\phi \in \ell_\infty$ then $\lim_{k \to \infty} L_k(\theta_k+1) = 0$.

We now proceed to the main stability theorem of Algorithm 1 with $\mu \neq 0$.

**Theorem 5** For the linear regression error model in (1) with loss in (2), with Algorithm 1 and its hyperparameters chosen as $0 < \mu < 1$, $0 < \beta < 1$, $0 < \gamma \leq \frac{\beta(2-\beta)}{16+2\beta+\mu \frac{27\beta+1}{16\beta}}$, the function $V$ in (10) can be shown to have increment $\Delta V_k \leq -\frac{L_k(\theta_k+1)}{N_k} - \mu c_1 V_k + \mu c_2$, for constants $0 < c_1 < 1$, $c_2 > 0$ (given in (Gaudio et al., 2020, Appendix B)). It can also be shown that $\Delta V_k < 0$ outside of the compact set $D = \{V \mid V \leq \frac{c_2}{c_1}\}$. Furthermore, $V \in \ell_\infty$ and $V_k \leq \exp(-\mu c_1 k) \left(V_0 - \frac{c_2}{c_1}\right) + \frac{c_2}{c_1}$.

The Lyapunov function in (10) which is employed in Theorems 4 and 5 was originally motivated by the continuous time higher order tuners in (Morse, 1992; Evesque et al., 2003). The continuous time equivalent of (10) is used in the following theorem to prove stability and asymptotic convergence properties for the continuous time higher order tuner in (6).

**Theorem 6** For continuous time equivalents to the linear regression model in (1) with loss in (2) (concretely, (17) and (18) in (Gaudio et al., 2020, Appendix A.2)), for the higher order tuner update in (6) with $\beta > 0$, $0 < \gamma \leq \beta/2$, the following

$$V(t) = \frac{1}{\gamma} \|\dot{\theta}(t) - \theta^*\|^2 + \frac{1}{\gamma} \|\dot{\theta}(t) - \dot{\theta}(t)\|^2,$$
is a Lyapunov function with time derivative $\dot{V}(t) \leq -\frac{L_t(\theta(t))}{N_t} \leq 0$. It can be shown that $V \in \mathcal{L}_\infty$ and $\sqrt{\frac{L_t(\theta(t))}{N_t}} \in \mathcal{L}_2 \cap \mathcal{L}_\infty$. If in addition it assumed that $\phi, \dot{\phi} \in \mathcal{L}_\infty$ then $\lim_{t \to \infty} L_t(\theta(t)) = 0$.

**Remark 7** The same function $V$ is employed throughout, as motivated by the continuous time higher order tuner in Theorem 6. Note that the proofs of stability in the presence of adversarial time-varying regressors are enabled as the Lyapunov functions in (10) and (11) do not contain the regressor. In both the continuous and discrete time analyses, stability is proven by showing that the provided function $V$ does not increase globally (Theorems 4 and 6) or at least does not increase outside a compact set containing the origin (Theorem 5).

5. Non-asymptotic accelerated convergence rates with constant regressors

In this section, we state the main accelerated non-asymptotic convergence rate result for Algorithm 1 for the case of constant regressors, $\phi_k \equiv \phi$. All proofs in this section are provided in (Gaudio et al., 2020, Appendix C) alongside convergence rate proofs for first order gradient descent methods, and Nesterov’s method with time-varying gains, as given in overview form in Table 1.

Given the constant smoothness and strong-convexity parameters of the augmented objective function in (8), the representation of Algorithm 1 as (9) may be used to provide a non-asymptotic rate for (8) in the following theorem due to Nesterov.

**Theorem 8 (Modified from (Bubeck, 2015; Nesterov, 2018))** For a $\bar{L}$-smooth and $\mu$-strongly convex function $f$, the iterates $\{\theta_k\}_{k=0}^{\infty}$ generated by (9) with $\theta_0 = \nu_0$, $\bar{\alpha} = 1/\bar{L}$, $\kappa = \bar{L}/\mu$, and $\bar{\beta} = (\sqrt{\kappa} - 1)/(\sqrt{\kappa} + 1)$ satisfy

$$f(\theta_k) - f(\theta^*) \leq \frac{L + \mu}{2} \|\theta_0 - \theta^*\|^2 \exp\left(-\frac{k}{\sqrt{\kappa}}\right).$$

Leveraging the accelerated convergence rate for the augmented function $f$ in (9) as provided by Theorem 8, we provide the following new lemmas to give accelerated non-asymptotic convergence rates for the normalized and unnormalized versions of the loss function in (2), as desired.

**Lemma 9** The iterates $\{\theta_k\}_{k=0}^{\infty}$ generated by (9) for the function in (8) with $\theta_0 = \nu_0$, $\Psi \geq \max\{1, \|\theta_0 - \theta^*\|^2\}$, $\mu = \epsilon/\Psi$, $\bar{L} = 1 + \mu$, $\bar{\alpha} = 1/\bar{L}$, $\kappa = \bar{L}/\mu$, $\bar{\beta} = (\sqrt{\kappa} - 1)/(\sqrt{\kappa} + 1)$, if

$$k \geq \left\lceil \sqrt{1 + \frac{\Psi}{\epsilon}} \log \left(2 + \frac{\Psi}{\epsilon}\right) \right\rceil,$$

then $L(\theta_k) - L(\theta^*) \leq \epsilon$. \hfill (12)

**Lemma 10** The iterates $\{\theta_k\}_{k=0}^{\infty}$ generated by (9) for the function in (8) with $\theta_0 = \nu_0$, $\Psi \geq \max\{1, \mathcal{N}\|\theta_0 - \theta^*\|^2\}$, $\mu = \epsilon/\Psi$, $\bar{L} = 1 + \mu$, $\bar{\alpha} = 1/\bar{L}$, $\kappa = \bar{L}/\mu$, $\bar{\beta} = (\sqrt{\kappa} - 1)/(\sqrt{\kappa} + 1)$, if

$$k \geq \left\lceil \sqrt{1 + \frac{\Psi}{\epsilon}} \log \left(2 + \frac{\Psi}{\epsilon}\right) \right\rceil,$$

then $L(\theta_k) - L(\theta^*) \leq \epsilon$. \hfill (13)

**Remark 11** Lemmas 9 and 10 provide the provable number of iterations required to obtain an $\epsilon$ sub-optimal point of for the normalized and original loss function in (2) of $\mathcal{O}(1/\sqrt{\epsilon} \cdot \log(1/\epsilon))$, with all constants included. It can be noted that the constants are comparable to the constants for the gradient and Nesterov iterative methods shown in Table 2 and Figure 3 in (Gaudio et al., 2020, Appendix C).
Remark 12 It can be noted from both Lemmas 9 and 10 that the L2 regularization parameter \( \mu \) in (8) is smaller than the \( \epsilon \) sub-optimality gap. The L2 regularization parameter is present to ensure strong convexity of the augmented objective function in (8), such that Algorithm 1 can be reduced to Nesterov’s iterative method with constant gains in (9), which results in the convergence rate for the augmented function in Theorem 8, which in turn lends to Lemmas 9 and 10.

6. Numerical experiments

In this section, we analyze and compare the performance of our proposed algorithm in two different numerical experiment settings: a variant of Nesterov’s provably hard smooth convex optimization problem (Nesterov, 2018, p. 69) and a variant of the image deblurring problem considered by Beck and Teboulle (Beck and Teboulle, 2009a). In each setting, we compare hyperparameters chosen in accordance with Theorem 5 and hyperparameters chosen optimally as per the standard Nesterov iterative method. All simulations are implemented in Python code available at [link1] and [link2]. Videos demonstrating the real-time image deblurring results are furthermore available.

6.1. Nesterov’s smooth convex function

In this section, we consider a modified version of Nesterov’s provably hard smooth convex problem (Nesterov, 2018, p. 69) of the form \( L_k(\theta) = \|\phi_k^T \theta\|^2 + B^T \theta \). In the experiments, the regressor \( \phi_k \) changes, resulting in a change in the smoothness parameter \( \bar{L} \). This problem was selected to demonstrate a lower bound of \( O(1/\sqrt{\epsilon}) \) for iterative methods with gradient information (Nesterov, 2018, p. 69). (Gaudio et al., 2020, Appendix D.1) provides a detailed description.

In Figure 1, we compare two different experiments with hyperparameters selected in two ways, where the regressor \( \phi_k \) changes at iteration \( k = 500 \). For the first experiment in Figure 1a, the hyperparameters for the high order tuner algorithm are chosen according to Theorem 5, and the hyperparameters of the other methods are chosen with the same step size and the momentum parameter as in Proposition 1. In Figure 1b, the hyperparameters are chosen optimally in accordance with the Nesterov iterative method with \( \beta = 1 - \bar{\beta} \) and \( \gamma = \bar{\alpha}/\beta \), as per Proposition 1. For \( k < 500 \), the convergence rate of the Higher Order Tuner algorithm can be seen to be comparable to the optimal Nesterov algorithm. After \( \phi_k \) changes at iteration \( k = 500 \), all unnormalized algorithms become unstable. Even in the presence of a change in the regressor, the Higher Order Tuner algorithm can be seen to have a fast rate of convergence as compared to the normalized gradient descent method.

6.2. Image deblurring problem

In this section, we consider a variant of the image deblurring problem of Beck and Teboulle (Beck and Teboulle, 2009a), with a time-varying blur. All processing is done in the frequency domain in which the unknown true image is denoted as \( \theta^* \), the measured blurry version is represented as \( y_k = \phi_k^T \theta^* \), where the blur is represented as the regressor \( \phi_k \). We consider the fully adversarial setting where \( \phi_k \) may be affected due to issues in the communication system, changes in lighting, or any other adversarial effects. For the purposes of the presented results, we consider a scalar multiplicative perturbation \( \delta_k \), which results in a frequency domain blur representation as \( \phi_k = \delta_k \odot \text{blur\_operator}(P_k) \), where \( P_k \) is a known point spread function. We employ the same squared loss function as in (2). A complete description of the problem formulation is provided in (Gaudio et al., 2020, Appendix D.2), alongside additional experiments with noisy measurements.
Figure 1: A variant of Nesterov’s smooth convex function (Nesterov, 2018, p. 69). (a) $\mu = 10^{-5}$, $\beta = 0.1$ and $\gamma$ as in Theorem 5, $\beta = 1 - \beta$ and $\bar{\alpha} = \gamma \beta$. At iteration $k = 500$, step change in $L$ from 2 to 8000. (b) Hyperparameters chosen satisfying Lemma 10 at iteration $k = 0$ with $\epsilon = 0.001$, $\beta = 1 - \bar{\beta}$, and $\gamma = \bar{\alpha} / \beta$. At iteration $k = 500$, step change in $L$, from 2 to 8.

Figure 2: (a) Original and blurred images; Ramp increase of $\delta_k$ from 1 to 200 in 200 iterations, starting at $k = 500$. (b) and (c) Hyperparameters as in Theorem 5. (b) Loss values and reconstructed images when only $\phi_0$ is known a priori. (c) Loss values and reconstructed images when all $\phi_k$ are known a priori. (d) and (e) Hyperparameters chosen optimally as per the Nesterov iterative method. (d) Loss values and reconstructed images when only $\phi_0$ is known a priori. (e) Loss values and reconstructed images when all $\phi_k$ are known a priori. Please, see Figure 8 for the noisy case.

Figure 2 shows the loss values and reconstructed images at iteration 2000, for the ramp change in the regressor/blur in Figure 2a. We present numerical results for hyperparameters chosen in four different ways. In Figure 2b and Figure 2c, the higher order tuner hyperparameters are chosen according to Theorem 5, and $\bar{\alpha}$ is chosen as $\bar{\alpha} = \gamma \beta / N_0$ in Figure 2b and $\bar{\alpha} = \gamma \beta / \max N_k$ in Figure 2c. In Figure 2d and Figure 2e, the step size is chosen as $\bar{\alpha} = 1 / \| \phi_0 \|^2$ and $\bar{\alpha} = 1 / \max \| \phi_k \|^2$ respectively, which results in hyperparameter choices for the higher order tuner as $\mu = 10^{-20}$, $\beta = 0.1$, and $\gamma = 1 / \beta$, as per Proposition 1. The higher order tuner remains stable as opposed to the other methods which are unstable if the parameters are not chosen appropriately for all $\phi_k$. 
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