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Abstract
Artificial intelligence has been developed to be able to solve difficult problems that involve huge amounts of data and that require rapid decision-making in most branches of science and business. Machine learning is one of the most prominent areas of artificial intelligence, which has been used heavily in the last two decades in the field of network security, especially in Intrusion Detection Systems (IDS). Pattern recognition is a machine learning method applied in medical applications, image processing, and video processing. In this article, two layers’ IDS is proposed. The first layer classifies the network connection according to the used service. Then, a minimum number of features that optimize the detection accuracy of malicious activities on that service are identified. Using those features, the second layer classifies each network connection as an attack or normal activity based on the pattern recognition method. In the training phase, two multivariate normal statistical models are created: the normal behavior model and the attack behavior model. In the testing and running phases, a maximum likelihood estimation function is used to classify a network connection into attack or normal activity using the two multivariate normal statistical models. The experimental results prove that the proposed IDS has superiority over related IDSs for network intrusion detection. Using only four features, it successfully achieves DR of 97.5%, 0.001 FAR, MCC 95.7%, and 99.8% overall accuracy.
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1 Introduction

In the era of the communication and information revolution, the use of the Internet has grown with a steady increase in various areas of life. In addition, the Internet of Things (IoT) and the precautionary precautions as a result of the COVID-19 pandemic have led to tremendous use of the Internet in various fields such as distance education, government transactions, banking transactions, entertainment, and electronic commerce. With the growth of Internet use, the risks increase and the need for security becomes urgent to build trust and protect the network assets. Therefore, cybersecurity always strives to protect these assets and to provide availability, confidentiality, authentication, and integrity of information. An IDS is a cybersecurity system that captures each packet that passes through the network. It provides a thorough inspection of the packet and then determines whether or not it exhibits abnormal behavior according to network packet features. IDSs can be categorized based on the detection process into misuse or anomalies. In misuse-based IDS, a database of known malicious behaviors is created, and each new packet is compared against this database to be identified as an attack or not. In the case of anomaly IDS, a model of normal behavior is constructed, and then, each new packet is examined to determine if it belongs to the model of normal behavior or not, and as a result, it can be identified as a normal or harmful activity. As Machine Learning (ML) has evolved, researchers provided training model datasets to detect anomalous malignant behaviors. ML can be categorized into three types of learning: supervised, semi-supervised, and unsupervised. The training datasets are developed by experts; therefore, supervised learning is the most accurate. Pattern recognition is one of the ML methods used in many applications. In this paper, a pattern recognition service-based IDS is proposed. It can be classified as supervised ML. Many related works are introduced in the next section. Section 3 explains the proposed IDS architecture, training phase, and testing phase. Section
4 presents IDS performance metrics; however, Sect. 5 discusses the experimental results based on these performance metrics. Section 6 concludes and summarizes the paper. In addition, future works are illustrated.

2 Related IDSs Works

Some of the related IDSs will be introduced in this section. Some MLs are designed based on the decision tree hierarchy [1–4], which is a simple supervised ML technique. Each leaf on the decision tree includes some rules; according to these rules, the data are classified down from the root to the final decision tree leaf until ranked. Decision trees have been used with success in several classification problems recently. For instance, a decision tree algorithm detects malicious domain in domain name systems [4]. Cyber-attacks are predicted based on a deep neural network [5]; in addition, many datasets are evaluated to conduct the benchmark. Self-Taught Learning method (STL) [6] proposed a framework for selecting features. Filter and wrapper features selection methodologies are used by J48 and Naïve Bayes ML classifiers to detect network anomalies [7]. In [8], an IDS using Bayesian network algorithms is proposed, and Cyber-attacks are sorted into stages; therefore, earlier stages of the attack can be detected. In addition, the behavior of the attack can be predicted, which helps in cyber-attack defense. The proposed IDS in [9] uses convolutional and recurrent neural network to find and classify attacks. The NSL-KDD data set is used to train and evaluate them. In [10], a proposed IDS based on convolutional neural network classifies network traffic into normal or malicious packets. It was trained and evaluated using CICIDS2017. The back-propagation neural network [11,12] is a supervised learning algorithm that propagates the error signal back to update the weight while reducing the error. It is popular in decision-making as it is easy to implement, as well as being accurate in forecasting and classification problems. During the training phase, the actual and target outputs are compared to update the weights. The Support Vector Machine (SVM) classifier sets the support vectors for feature separation in the hyperplane [13,14], and SVM is a supervised ML algorithm. In various applications, SVMs have produced successful results that include image analysis, biometrics and bioinformatics [13–15]. In [15], the SVM includes two phases: training and testing, in addition to radial basis function, which is the preferred kernel. The multi-class classification yields multiple binary classification cases based on two strategies: OvR-HMC and OvA-HMC. OvR-HMC in each layer, the class with the largest number, is identified as 1 and the remaining classes as 0. The previously classified samples were then removed. OvA-HMC specifies class and labels as 1 for each layer, with the other labeled as 0. Previously classified as abnormal, these samples were preserved. Moreover, other types of malicious behaviors were preserved by OvA-HMC, which makes the distribution learned from applying the techniques on the C-NSLKDD standard dataset similar to the learned distribution from applying the techniques on a real dataset. Consequently, OvA-HMC exceeds OvR-HMC and similar IDS techniques. An IDS is proposed to detect malicious behavior on HTTP network service [16]. First, it identifies the connection features that best classify HTTP packets, and then, it classifies network traffic into normal or attack behavior based on the Naïve Bayes equation. It satisfies good IDS performance metrics with a small number of features compared to other IDSs. That is because it limits classification to a single network service rather than working on all network services; therefore, it prevents any feature contradiction that degrades attack detection on each service.

3 The Proposed IDS

The proposed IDS consists of two classifiers: a service-based classifier and an intrusion detection classifier. In Subsect. (3.1), the IDS architecture is illustrated. The training phase is explained in Subsect. (3.2), while Subsect. (3.2) describes the testing phase.

3.1 The IDS Architecture

The IDS includes two classifications levels. The first level classifies the dataset based on the network services, such that each subset includes only data that are belonging to a specified network service (HTTP, FTP, SMTP, etc.). Then, in the select features process, the target features of the service’s subset are extracted. As illustrated in Fig. 1, the training data are classified based on network services, and the service training dataset is extracted based on a target features. Finally, in the separation process, two datasets are produced: Input Training Normal Dataset to model normal behavior and the Input Training Attack Dataset to model attack behavior.

The Input Testing dataset for each network service is obtained from the Testing dataset, and it includes only the
features that are selected in the Input Training dataset figure 2.

In the second classification level, Fig. 3 is based on supervised ML. Equation (1) is used to normalize the Input Training Normal Dataset and the Input Training Attack Dataset. Please note that in Fig. 3 Machine Learning Decision Model, the normalization process is implemented twice to scale each feature within the range of values [0,1]. The normalization process is used in the training phase to normalize the training dataset and during the testing phase to normalize the testing dataset.

\[
\forall j \in \{F\}_k, \quad f'_{j,i} = \frac{f_j}{\max (f_{n,j,i}, f_{a,j,i})}, \quad f'_{j,i} \in [0, 1] \tag{1}
\]

where

\{F\}_k : the set of k features

\(f'_{j,i} \) : value of ith feature of \(\{F\}_k\) for j connection

\(f_{n,j,i} \) : value of ith feature of normal dataset for j connection

\(f_{a,j,i} \) : value of ith feature of attack dataset for j connection

\(f'_{n,j,i} \) : normalized value of ith feature for j connection

Based on the pattern recognition method, normal behavior and attack behavior models are created in the training phase. The purpose of the normal behavior model is to determine the probability that the connection is a normal connection.

In contrast, the purpose of the attack behavior model is to calculate the probability that it is an attack. In the testing phase, the input testing dataset is normalized using equation (1); then, the behavior of each connection is compared with each of normal model and attack models; then, it is classified as attack or normal behavior based on the model that it belongs to. Finally, the accuracy and benchmark matrices are determined by comparing the testing decisions with the actual states of the testing connections.

### 3.2 Training Phase

In the training phase, the normal behavior of the service network connection is modeled using the Input Training Normal dataset. A multivariate normal distribution is identified and its covariance and mean vectors are determined to model the normal behavior. In addition, the Input Training Attack dataset is used to identify a multivariate normal distribution and to determine its covariance and mean vectors. This distribution models the attack behavior against the target network service. In the same manner as [17], let us define the normal and attack datasets that input into the training phase after normalization process as follows: Each of the normalized datasets (normal and attack) is within the real metric space \(\mathbb{R}^N\). Each of them can be defined as:

\[
\{f'\}_k = \left\{ f'_1, f'_2, f'_3, \ldots, f'_{k-1}, f'_k \right\} \in \mathbb{R}^N \\
f'_i = \left[ f'_{i,1}, f'_{i,2}, f'_{i,3}, \ldots, f'_{i,N-1}, f'_{i,N} \right]^T; \forall i \in \{1, 2, 3, \ldots, k\}
\]

where \(N\) is the number of connections and \(k\) is the number of features.

Each of multivariate normal and attack datasets is presented as the following matrix (Eq. 2):

\[
\{f'\}_k = \begin{bmatrix} 
    f'_{1,1} & f'_{2,1} & \cdots & f'_{k,1} \\
    f'_{1,2} & f'_{2,2} & \cdots & f'_{k,2} \\
    \vdots & \vdots & \ddots & \vdots \\
    f'_{1,N} & f'_{2,N} & \cdots & f'_{k,N} 
\end{bmatrix} \tag{2}
\]

The multivariate normal probability density function is illustrated in Eq. 3 as follows [18]:

\[
f(x) = \frac{1}{(2\pi)^{p/2} |\Sigma|^{1/2}} e^{-\frac{1}{2}(x-\mu)^T \Sigma^{-1} (x-\mu)} \tag{3}
\]

where

\(-\infty < x_j < \infty, j=1,2, \ldots, p\)

\(p\) is the number of variable, and the data vector is \([x_1, x_2, x_p] \)

\(\Sigma\) is the covariance \(p \times p\) matrix.
To apply Eq. 3 to the proposed IDS, $x$ will be replaced by the values of the features $\{f'\}_k$ and $p$ will be replaced by $k$ as shown in Eq. 4:

$$f \left( f' \right) = \frac{1}{(2\pi)^{k/2} | \Sigma |^{1/2}} e^{-\frac{1}{2} (f' - \mu)^\top \Sigma^{-1} (f' - \mu)}$$  \hspace{1cm} (4)$$

where $-\infty < x_j < \infty$, $j = 1, 2, \ldots, k$

The mean vector of the sample. In addition, the sample covariance matrix can be used in Eq. (3) [18]. Therefore, both of them are used to find the normal distribution model. In the same way, the attack distribution model can be found using the multivariate attack dataset sample mean vector and covariance matrix. Let the mean vector and the covariance matrix for the multivariate normal dataset be $f n$ (Eq. 5) and $S n$ (Eq. 6) in order, and the mean vector and the covariance matrix for the multivariate attack dataset be $f a$ (Eq. 9), and $S a$ (Eq. 10) in order.

$$f n = \frac{1}{N} \sum_{i=1}^{N} f n_i$$  \hspace{1cm} (5)$$

$$S n = \frac{1}{N-1} \sum_{i=1}^{N} (f n_i - f n) \left( f n_i - f n \right)^\top$$  \hspace{1cm} (6)$$

The variances of the multivariate normal dataset on the main diagonal of $S n$ are $sn^2_j$ (Eq.7),

$$sn^2_j = \frac{1}{N-1} \sum_{i=1}^{N} (f n_{ij} - f n_j)^2$$  \hspace{1cm} (7)$$

The covariance of the multivariate normal dataset are $sn_{jk}$ (eq.8),

$$sn_{jk} = \frac{1}{N-1} \sum_{i=1}^{N} (f n_{ij} - f n_j) \left( f n_{ik} - f n_k \right)$$  \hspace{1cm} (8)$$

$$f a = \frac{1}{N} \sum_{i=1}^{N} f a_i$$  \hspace{1cm} (9)$$

$$S a = \frac{1}{N-1} \sum_{i=1}^{N} (f a_i - f a) \left( f a_i - f a \right)^\top$$  \hspace{1cm} (10)$$

The variances of the multivariate attack dataset on the main diagonal of $S a$ are $sa^2_j$ (Eq. 11),

$$sa^2_j = \frac{1}{N-1} \sum_{i=1}^{N} (f a_{ij} - f a_j)^2$$  \hspace{1cm} (11)$$

The covariance of the multivariate attack dataset are $sa_{jk}$ (Eq. 12),

$$sa_{jk} = \frac{1}{N-1} \sum_{i=1}^{N} (fa_{ij} - f a_j) \left( fa_{ik} - f a_k \right)$$  \hspace{1cm} (12)$$

3.3 Testing Phase

During testing phase, each connection in the normalized testing dataset is classified as normal or attack behavior. For each connection, the probability of it being a normal behavior or attack behavior is determined by calculating Maximum Likelihood Estimation (MLE) [19–23]. In order to find the most accurate unknown probability model parameters [23], MLE methods have advantages over alternate methods: they are fixed under the parameter conversion, they are simpler, they are functions of sufficient statistics, and in addition, they satisfy good convergence properties and are asymptotically unbiased with a large training dataset [22,23]. Let $D$ be a training data set belonging to the probability density function $p(D \mid \theta)$. It is used to calculate the unknown vector $\theta$. Assume $D$ includes independent $n$ samples $(x_1, x_2, \ldots, x_n)$, the likelihood function can be estimated using Eq. (13) [23].

$$p(D \mid \theta) = \prod_{k=1}^{n} p (X_k \mid \theta)$$  \hspace{1cm} (13)$$

The MLE of $\theta$ that maximize the likelihood function $p(D \mid \theta)$ is $\hat{\theta}$. Because our model is based on multivariate normal distribution, the unknown parameter $\theta$ includes the distribution’s mean vector $\mu$ and the covariance matrix $\Sigma$. To determine $\Sigma$ we find $\hat{\mu}$ and $\hat{\Sigma}$ with the MLE of $\mu$ and $\Sigma$ is MLE of $\Sigma$. Both of $\hat{\mu}$ and $\hat{\Sigma}$ will be estimated from the training dataset $D$ (Eqs.14 and 15) [6].

$$\hat{\mu} = \frac{1}{n} \sum_{k=1}^{n} x_k$$  \hspace{1cm} (14)$$

$$\hat{\Sigma} = \frac{1}{n} \sum_{k=1}^{n} (x_k - \hat{\mu}) \left( x_k - \hat{\mu} \right)^\top$$  \hspace{1cm} (15)$$

3.4 MLE for the Proposed Model

Both $\hat{\mu}$ and $\hat{\Sigma}$ will be estimated from the proposed training dataset; however, the proposed model includes the normal training dataset $f'$ and the attack training dataset $fa$; thus, $\theta_1$ includes $\hat{\mu}_1$ and $\hat{\Sigma}_1$ that will be estimated for normal behavior, and $\theta_2$ includes $\hat{\mu}_2$ and $\hat{\Sigma}_2$ for attack behavior. Let the normalized test dataset be $F$, the Eqs. 13, 14 and 15 will
be rewritten to be applied in the proposed model for each connection $F_t$ in $F$ as follows: For normal behavior:

$$\hat{\mu}_1 = \frac{1}{N} \sum_{i=1}^{N} f'_i = \bar{f}n$$  \hfill (16)

$$\bar{a} = \frac{1}{N-1} \sum_{i=1}^{N} (f_{nj} - \bar{f}n_j) (f_{nk} - \bar{f}n_k) = s_{njk}$$  \hfill (17)

$$p_1 \left( F_t \mid \hat{\theta}_1 \right) = \prod_{i=1}^{k} p \left( F_i \mid \hat{\theta}_1 \right)$$  \hfill (18)

For attack behavior:

$$\hat{\mu}_2 = \frac{1}{N} \sum_{i=1}^{N} f_a = \bar{a}$$  \hfill (19)

$$\bar{a} = \frac{1}{N-1} \sum_{i=1}^{N} (f_{aj} - \bar{f}a_j) (f_{ak} - \bar{f}a_k) = s_{ajk}$$  \hfill (20)

$$p_2 \left( F_t \mid \hat{\theta}_2 \right) = \prod_{i=1}^{k} p \left( F_i \mid \hat{\theta}_2 \right)$$  \hfill (21)

$$p_1 \left( F_t \mid \hat{\theta}_1 \right) > p_2 \left( F_t \mid \hat{\theta}_2 \right) \Rightarrow \text{yes, Normal}$$

Otherwise, Attack \hfill (22)

(MLE)N is determined using the feature vector of the connection and the multivariate normal distribution of normal behavior (Eqs. 16 and 18). In addition, (MLE)A is determined using the feature vector of the connection and the multivariate normal distribution of attack behavior (Eqs. 19 and 21); then, the connection is classified as normal behavior or attack behavior based on Eq. 22.

### 4 Performance Metrics

After classifying all connections in the testing dataset, the performance metrics for the proposed IDS are determined. These include [24–30]: True Positive (TP), False Positive (FP), True Negative (TN), False Negative (FN), Attack Detection Rate (ADR), Accuracy (Acc), Mathew’s correlation coefficient (Mcc), and False Alarm Rate (FAR). TP is the number of attacks that the IDS detected as attacks; FP is the number of attacks that the IDS did not detected as attacks; it classified them as normal instances; TN is the number of normal instances that the IDS detected as normal instances; FN is the number of normal instances that the IDS didn’t detected as normal; it classified them as attacks. ADR is the ratio of the number of detected attacks to all normal connections. ADR is the ratio of normal instances detected as normal instances; it classified them as normal instances; TN is the number of attacks that the IDS did not detected as attacks; TP is the number of accurate detected connections to all connections [27].

$$Mcc = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$  \hfill (25)

### 5 Results

The Dell Inspiration 15, 5570 Series, 64-based PC, Core i7, 16 GB RAM, and 1 TB HD and 1 GB VGA are used to test the proposed IDS performance. Jupyter Notebook took 0.0588 seconds to train the data, while MATLAB Software took 2.4507 seconds. To evaluate IDS, an IDS dataset must be used in the training and testing phases. MIT Lincoln Labs published KDD-DARPA, which is the most famous standard IDS data set. This includes a wide range of intrusion connections. A KDD is used to test a large number of IDSs. Although it is old, it is still used to evaluate the capability of IDS. The KDD includes forty-one ordered features for each connection, and a table describing these ordered features is found in [31]. NSL-KDD was published as an enhanced version of
Table 2  NSL-KDD selected features

| Index | Features |
|-------|----------|
| A     | src-bytes, dst_bytes, hot, count, and srv_count |
| B     | src-bytes, hot, count, and srv_count |
| C     | src-bytes, dst_bytes, count, and srv_count |
| D     | Duration, src-bytes, dst_bytes, hot, count, and srv_count |
| Bays_9f | Duration, src-bytes, dst_bytes, hot, count, and srv_count |
| Bays_8f | src-bytes, dst_bytes, count, and srv_count |

Table 3  True/false alarms for each IDS

| Index | TP | FN | TN | FP |
|-------|----|----|----|----|
| A     | 307 | 4  | 6630 | 9 |
| B     | 307 | 4  | 6626 | 13 |
| C     | 306 | 5  | 6631 | 8 |
| D     | 308 | 3  | 6630 | 9 |
| Bays_9f | 307 | 4  | 6631 | 8 |
| Bays_8f | 306 | 5  | 6630 | 9 |

Table 4  ADR, FAR, Acc, and Mcc

| Index | ADR  | FAR  | Acc  | Mcc  |
|-------|------|------|------|------|
| A     | 97.2%| 0.1% | 99.7%| 95.0%|
| B     | 95.9%| 0.2% | 99.6%| 93.1%|
| C     | 97.5%| 0.1% | 99.8%| 95.3%|
| D     | 97.2%| 0.1% | 99.7%| 95.1%|
| Bays_9f | 97.5%| 0.1% | 99.8%| 95.4%|
| Bays_8f | 97.1%| 0.1% | 99.7%| 95.6%|

the KDD [32]. It eliminates some of the KDD’s inconsistences [32]. Therefore, I used NSL-KDD to test proposed IDS performance. This includes two level classifiers. The first level classifies the connection based on the three attribute features: Protocol type, service and flag (features numbers 2, 3 and 4 in NSL-KDD dataset); in addition, the second level classifies the connection based on some other features. In the second level, different combinations of features (A-D) are selected as shown in Table 2 In addition, it includes the group of features that are used in Bays_9f IDSs. MATLAB software [33] is used to test the performance of the proposed IDS, and Tables 3 and 4 illustrate the performance results for each combination of features compared to the results for Bays_9F and Bays_8f.

As shown in Table 3, there are a little difference in the results among all techniques. However, proposal D has the greatest TP alarms and the lowest FN alarms, and proposals C and Bays_9F have the largest TN and the lowest FP. Table 4 illustrates the comparison of ADR, FAR, Acc, and Mcc for all proposed IDSs. Please keep in mind that all measurements are in percentages. As the ADR increases, the proposal C and Bays_9F have the same ADR (97.5 %), which is the largest value, while the proposal C has a slightly lower ADR value (97.2%), as shown in Fig. 4. The FAR for all IDSs has the same value (0.1%) except the proposal B has (0.2%) value (Fig. 5).

In Fig. 6, the largest value of Acc is 99.8% which is for the proposal C and Bays_9F. The Mcc value for Bays_8F is the highest, but it is similar to the Mcc values for Bays_9F and proposal C, as shown in Fig. 7. We can conclude that the performance of proposal C and Bays_9F is similar; however, the proposed IDS C uses lower number of features that can enhance the speed of implementations and detection rate. In addition, it is based on machine learning technique that accelerate the IDS, while Bays_9F based on conditional probability which is more complex and may reduce the IDS detection rate.

The proposals A and C are coded using PyTorch [34] and other python library for machine learning, such as pandas [35] and tensorflow [36]. The IDS python code is implemented using Jupyter under Anaconda Navigator [37]. The experimental results compared with MATLAB implementation are presented in Tables 5, 6, and Fig. 8. As shown in Tables 5 and 6, and Fig. 8, there is no significant dif-
ference between the two implementations. However, the MATLAB implementation has a little superiority over the Python implementation in terms of accurate results, but the Python implementation has a higher speed.

In [11], the performance of 10 IDS ML algorithms is measured using NSL-KDD data set. Table 7, and Figs. 9, 10 and 11 illustrate the performance of the proposed IDS compared to the 10 IDS algorithms. The proposed IDS has superiority over the other IDSs in terms of ACC, FAR, and DR. It achieves an ACC of 99.8%, a FAR of 0.001, a DR of 97.5%.

### Table 5 True/false experimental results

| Index | TP  | FN  | TN  | FP  |
|-------|-----|-----|-----|-----|
| A     | 307 | 4   | 6630| 9   |
| Python-A | 409 | 28  | 6663| 10  |
| C     | 306 | 5   | 6631| 8   |
| Python-C | 410 | 27  | 6665| 8   |

### Table 6 Performance measurements

| Index | ADR   | FAR  | Acc  | Mcc  |
|-------|-------|------|------|------|
| A     | 97.2% | 0.1% | 99.7%| 95.0%|
| Python-A | 93.6%| 0.1% | 99.5%| 95.3%|
| C     | 97.5% | 0.1% | 99.8%| 95.3%|
| Python-C | 93.9%| 0.2% | 99.6%| 95.7%|

### Table 7 Performance measurements

| IDSs   | ACC (%) | FAR  | DR (%) |
|--------|---------|------|--------|
| Proposed | 99.8    | 0.001| 97.5   |
| BAT-MLP | 87.7    | 0.188| 92.5   |
| BBO-MLP | 87.9    | 0.146| 89.8   |
| CS-MPL  | 86.82   | 0.192| 91.4   |
| DA-MLP  | 88.3    | 0.214| 95.6   |
| DE-MLP  | 84.8    | 0.213| 89.5   |
| EBA-T-MLP | 97.5 | .022 | 97.2   |
| GA-MLP  | 88.57   | 0.182| 93.7   |
| GSA-MLP | 84.4    | 0.310| 96.1   |
| PSO-MLP | 83.9    | 0.290| 93.7   |
work services and will be installed in a real-life network. In addition, the proposed IDS will be applied on other networks to achieve better detection rate; other classifiers will be evaluated in network IDS. Other classifiers will be deep learning, the most recent machine learning techniques.

Using only 4 features, it classifies the network packets with 99.8% accuracy, 97.5% DR, and 0.001 FAR. For future work, likelihood estimation function that is applied to the selected features. The second classifier identifies the required service for the network packet and accordingly selects the set of features that best classifies the packet. The second classifier classifies the packet as normal or attacking based on the maximum likelihood estimation function that is applied to the selected features. The experimental results illustrated that the proposed intrusion detection system is superior to other intrusion detection systems in the matters of accuracy, DR, and FAR.

6 Conclusion

Nowadays, machine learning is used in several applications. Pattern recognition is a machine learning method that is used in applications that require rapid decision-making. In this paper, a pattern recognition-based IDS is proposed, its structure and implementation are described, and its performance is tested on the NSL-KDD dataset. The proposed IDS consists of two levels of classification. The first identifies the required service for the network packet and accordingly selects the set of features that best classifies the packet. The second classifier classifies the packet as normal or attacking based on the maximum likelihood estimation function that is applied to the selected features. The experimental results illustrated that the proposed intrusion detection system is superior to other intrusion detection systems in the matters of accuracy, DR, and FAR. Using only 4 features, it classifies the network packets with 99.8% accuracy, 97.5% DR, and 0.001 FAR. For future work, deep learning, the most recent machine learning techniques will be evaluated in network IDS. Other classifiers will be applied to the proposed IDS to achieve better detection rate; in addition, the proposed IDS will be applied on other network services and will be installed in a real-life network.
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