Proactive Received Power Prediction Using Machine Learning and Depth Images for mmWave Networks
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Abstract

This study demonstrates the feasibility of the proactive received power prediction by leveraging spatiotemporal visual sensing information toward the reliable millimeter-wave (mmWave) networks. Since the received power on a mmWave link can attenuate aperiodically due to a human blockage, the long-term series of the future received power cannot be predicted by analyzing the received signals before the blockage occurs. We propose a novel mechanism that predicts a time series of the received power from the next moment to even several hundred milliseconds ahead. The key idea is to leverage the camera imagery and machine learning (ML). The time-sequential images can involve the spatial geometry and the mobility of obstacles representing the mmWave signal propagation. ML is used to build the prediction model from the dataset of sequential images labeled with the received power in several hundred milliseconds ahead of when each image is obtained. The simulation and experimental evaluations using IEEE 802.11ad devices and a depth camera show that the proposed mechanism employing convolutional LSTM predicted a time series of the received power in up to 500 ms ahead at an inference time of less than 3 ms with a root-mean-square error of 3.5 dB.
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I. INTRODUCTION

Millimeter-wave (mmWave) communication technology has attracted considerable attention for the fifth-generation (5G) and the beyond mobile networks [1], [2]. The 5G and beyond networks will support high data rate and large volume traffic, very low latency, and high reliability for providing various applications such as cloud services, virtual reality (VR), and augmented reality (AR) [3], [4]. The mmWave bands can meet the demand, i.e., the mmWave band offers a large bandwidth on the order of several GHz, and enables multi-Gbit/s transmission rates. For example, the IEEE 802.11ad standard using a 2.16 GHz bandwidth in 60 GHz achieves 4.62 Gbit/s with a single carrier transmission. However, the high pathloss and the sensitivity to blockage render it challenging to provide reliable wireless links. In particular, the received power suddenly decreases by 20 dB or more when a line-of-sight (LOS) path is blocked by obstacles such as pedestrians and vehicles [5], [6]. Such a sudden and damaging attenuation can cause burst packet drops and temporal degradation of the transmission rate and throughput. This is critical for the 5G and beyond 5G applications, especially VR/AR, which require high data rates and low latency.

A number of communication control schemes such as access point (AP) handover [7], [8] and fast session transfer (FST) [9] have been studied to solve the blockage problem and provide the reliable mmWave communications. These schemes reactively conduct the handover and FST based on the measured link quality, i.e., the operation is performed after the received power attenuates considerably. However, the blockage decreases the received power sharply; in particular, the mean time to decay by 10 dB by the blockage is 39 ms [10]. Therefore, considerable packet loss and throughput degradation will occur until the control operations are completed, as well as while during the operations. The key to enabling the highly reliable communications using the mmWave band is a predictive network control that conducts operations before the link quality decreases. A novel predictive handover and beam switching are proposed in [11]–[13]. In [11] and [13], a camera and mmWave radar are employed to detect a human approaching the LOS path, respectively. When the human reaches the vicinity of the LOS path, a control system predicts the human blockage and conducts flow control or beam switching to avoid the use of the blocked communication path. Oguma et al. proposed a predictive handover system based on
human blockage prediction using a camera, where the mobility of pedestrians is predicted by leveraging human recognition techniques, and the timing when the blockage occurs is predicted explicitly [12]. The experimental evaluation confirmed that the system significantly reduces the amount of time when the throughput is degraded by human blockages compared with a reactive handover scheme.

As confirmed by the previous works, the predictive control based on the deterministic prediction enables the human blockage to be avoided proactively, and realizes reliable and high-throughput mmWave communications. However, these methods cannot predict the amount of signal attenuation by a blockage, though these methods can predict the time when the blockage may occur. The attenuation varies depending on the environment such as the position blocked by the obstacle, and the shape and material of the obstacle. When the attenuation is not large, the controller may not be required to conduct a handover or beam switching. However, it is difficult to predict the attenuation because it depends on the situations, e.g., positions, shapes, and materials of obstacles and the existence of a strong reflected path, all of which dynamically changes the situation. The latency of a handover procedure is several tens or hundreds of milliseconds in LTE [14]; thus, the proactive handover is required to predict the received power at least several tens or hundreds of milliseconds before the blockage.

Moreover, for interactive VR/AR applications such as gaming, eSports, and VR education which require low latency, high capacity, and high reliability for communication among distant persons, the end-side proactive control methods such as video streaming control [15] and proactive content caching [16] must be important to avoid the degradation of the quality of experience induced by the blockage in mmWave communications. To predict the future received power by more than several hundred milliseconds before the blockage is required for enabling the end-side proactive control owing to the long round trip time.

The empirical and stochastic analysis of a mmWave channel with the blockage has been investigated to provide stochastic prediction models [5], [17]–[19]. These prediction models enable us to determine the occurrence frequency of the blockage, and the impact degree of the blockage to the mmWave communications; however, it is impossible to determine when the blockage occurred and the amount of signal attenuated by the blockage. Some works studied deterministic prediction of a future link quality using time-series prediction models [20]–[22]. These works analyze time series of link quality such as the SNR and packet reception rate (PRR), and capture trends such as a periodic degradation of SNR and PRR induced by a periodic
mobility. If some trends can be captured from the received power or wireless signals before a blockage occurs in the mmWave communications, the signal attenuation induced by the blockage could be predicted. However, the human blockage is typically aperiodic, i.e., a sign of the blockage is non-existent until the received power starts to decay. Therefore, it is difficult to predict a long-term time series of the future received power where the attenuation by the blockage exists from wireless signals.

This paper demonstrates the feasibility of the accurate prediction of the future mmWave received power after several hundred milliseconds, which is difficult for the above mentioned approaches. The key idea is to leverage camera images and machine learning (ML). The depth camera images can involve the geometry and the dynamics of the communication environment, i.e., the geographical relationships and the mobility of obstacles, which represent wireless signal propagation, especially mmWave signals. We regard the received power prediction problem as a regression problem in supervised learning, and ML algorithms are applied to learn the mapping from the depth images to the received power values. This paper expands our previous work [23], [24] to quantitatively predict the time series of received power including the future (i.e., several hundred milliseconds ahead) on a mmWave link. In [23], [24], we proposed current throughput or received power estimation schemes from depth camera images. The schemes enable the estimation of the throughput or received power at the time when the image is obtained on a mmWave link even when an access point (AP) and a station (STA) are not communicating at the time. However the previous schemes cannot predict the future throughput and received power. This paper extends the previous works to predict the future received power by employing a novel data preprocessing technique. The contributions of this paper are summarized as follows:

- The feasibility of the accurate prediction by leveraging the time-sequential depth images is demonstrated by experimental evaluations using the dataset obtained from simulations and that from mmWave experiments. In the mmWave experiments, the received power values are measured from the mmWave signals by using commercially available IEEE 802.11ad devices, and the depth images are captured by an RGB-D camera Kinect. To our best knowledge, this is the first work to predict the mmWave received power even up to several hundred milliseconds ahead in the environment where the blockage occurs aperiodically.

- In order to enable ML algorithms to accurately predict the future received power, we newly design a data preprocessing technique that labels the time-sequential images with the future received power values in several hundred milliseconds ahead of the time when the latest
We design two examples of structures of neural networks which predicts the received power at an inference time of less than several milliseconds with the root-mean-square (RMS) errors of less than several dB. Experimental results show that all of the ML algorithms can predict the received power from depth images. The results also show that the designed NN employing convolutional long short-term memory (ConvLSTM), which can consider spatiotemporal features, achieves the highest accuracy among the algorithms.

This paper is organized as follows. The related works are introduced in Section II. Section III describes the proposed ML-based received power prediction mechanism. Section IV introduces the ML algorithms used for the received power prediction. Sections V and VI shows the experimental evaluations using a dataset obtained from the simulation and that from mmWave experiments, respectively. Conclusions are presented in Section VII.

II. RELATED WORKS

As mentioned in Section I, the empirical and stochastic analyses of the mmWave channel with the blockage have been well investigated [5], [17]–[19]. These works focus on providing stochastic prediction models. Maltese et al. investigated a probabilistic model of human blockage and experimentally confirmed that a mean attenuation induced by the human blockage follows the Gaussian distribution, whereas the duration of the blockage follows the Weibull distribution [10]. However, these models cannot exactly predict when the next blockage will occur, and the amount of signal attenuation; nevertheless, these models enable us to estimate the occurrence frequency of the blockage, and the expected amount of attenuation to the received power.

A time-series analysis is a straightforward approach to predict time-series data [25]. Generally, the time-series analysis can predict periodic and long-term trends, but it cannot predict aperiodic variation. In [20]–[22], time-series of link qualities such as SNR, PRR, and capacity was predicted in conventional microwave communications. The periodic and long-term patterns of the link quality are captured to predict the future link quality. ML-based prediction methods using time-series data have also been studied in [26], [27]. As like time-series analysis, these methods learn periodic and long-term trends to predict the received power by using recurrent neural networks (RNNs). However, as mentioned in Section I, a human blockage occurs aperiodically in mmWave communications and there are no signs of the blockage several hundred milliseconds before the
blockage occurs. Therefore, although it is possible to reactively estimate the signal attenuation induced by the human blockage, it is difficult to predict the human blockage before it occurs.

Another approach to predict the received power is a ray-tracing simulation [28]–[30]. If a perfect geometry of a future communication environment, i.e., future positions, shapes, and materials of all the things in the environment (e.g., pedestrians, furniture, and walls), can be obtained, the ray-tracing simulation can calculate all the possible signal propagation and predict the received power. However, it is difficult to obtain such information accurately. Moreover, for accurate ray-tracing simulations, a large number of rays including reflected and diffracted rays should be calculated, which requires significant computational time to predict. According to [29], more than 200 ms is required to simulate one frame of mmWave propagation considering only two reflections with a 2 GHz CPU. The computation time is larger than a general beacon interval of the IEEE 802.11ad mmWave WLANs, where TXOP scheduling and beam alignment are conducted [31].

A camera-assisted proactive blockage prediction and network control system for mmWave networks have been proposed in [11], [12], [32]. This system captures the mobility of obstacles using depth cameras and conducts network operations such as flow control and handover proactively before the blockage occurs. In the system, pedestrians are detected from depth images and localized by computer vision techniques such as those reported in [33], [34]. The pedestrian velocity is calculated from the time-series of its location, and the time when the pedestrian enters an area where an LOS path exists is predicted. Simic et al. proposed a radar-assisted MAC protocol for mmWave networks that detects obstacles approaching the LOS path using radars [13]. When an AP detects the obstacles existing in a predetermined area, the AP conducts beam switching to avoid transmitting frames on the path that would likely be blocked by the obstacles. These sensor-assisted approaches enable us to proactively predict the link quality without transmitting any data and sensing frames between the AP and the STAs, and the delay for the prediction is smaller than 100 ms at the most. However, as mentioned in Section I, these methods cannot exactly predict the received power values that are helpful for network controllers to manage mmWave links precisely. Moreover, the camera-based prediction fails to predict when the human detection fails.
III. MACHINE-LEARNING-BASED RECEIVED POWER PREDICTION

A. System model

The system model of the proposed mechanism is consistent with the previous work [11], [12], [32]. Fig. 1 presents the system model. The system consists of mmWave APs, RGB-D cameras, prediction units, and a network controller. Each prediction unit is connected with the mmWave AP, RGB-D cameras, and the network controller via wired local area networks. RGB-D cameras, typified by the Microsoft Kinect [35], capture not only color images, but also depth images. Note that depth information can be obtained from RGB cameras using image processing techniques such as stereo vision techniques [36]. RGB cameras are widely available as surveillance cameras in crowded places such as airports and commercial facilities, which are primary targets for mmWave communications deployment. Therefore, the cameras can be shared by other applications such as a surveillance, a user localization, and a navigation in order to reduce an initial and running cost to deploy cameras. In this paper, only depth images are used for prediction, since these camera-to-object distance data in depth images reflect the mobility of obstacles and users, which significantly affects mmWave link quality. The cameras send the RGB-D images to the connected prediction units. Note that the prediction units may be connected to multiple cameras and can share cameras with other prediction units. Unlike [32], the prediction units not only predict whether the LOS will be blocked but also predict the received power values from the images.
In this paper, we assume a simple case where an STA does not move and the LOS path between the STA and the AP exists in the field of view (FOV) of the RGB-D camera. A case where multiple STAs move around will be included in our future work.

B. Learning and Prediction Procedure

The operations of the proposed ML-based prediction are roughly divided into learning and prediction. The two different operations depend on the availability of the measured received power. When the measured received power is available, i.e., the STA transmits signals on the mmWave link and the AP received them, the learning is operated. The prediction unit obtains a time series of the measured received power from the AP and a time series of depth images from cameras. The unit trains and updates the ML model by using the training dataset of the measured received power values and the depth images. A detailed data processing and the ML algorithm used for the prediction are described in the following sections. When the measured received power is not available, the prediction unit cannot update the ML model.

After the ML model is trained, the prediction can be operated whenever a time series of depth images is obtained. The prediction unit predicts the future received power using a currently obtained time series of depth images and the trained ML model. The detail is described also in the following section. The prediction results are sent to the network controller. The network controller conducts a network control based on the measured and/or predicted received power provided by the prediction units.

C. Data Preprocessing for Received Power Prediction

In the learning operation, the RGB-D camera captures depth images at a certain frame rate $F$ (e.g., 30 fps in Kinect), and the AP simultaneously captures the received power at the STA. The prediction unit generates a training dataset from these received power and images.

Fig. 2 shows the dataset generation procedure for learning. Let $t \in \mathbb{Z}$ denote a time index and $y_t$ be the measured received power obtained from an mmWave AP at $t$. A depth image is represented by a matrix with shape $H \times W$, where $H$ and $W$ are height and width of the depth image. Let $i_t$ be the depth image obtained from the camera also at $t$. The received power and images are obtained at $F$ fps in the system, thus the system obtains $F$ samples per seconds. Firstly, in order to decrease calculation complexity, the size of each image is reduced to $h \times w$, where $h \leq H$ and $w \leq W$. Let $i'_t$ be the reduced depth image.
Fig. 2. Dataset generation procedure. The depth images are reduced, combined, and associated with the future received power to generate a training dataset.

Then, $s$ consecutive images are stacked into a third-order tensor with shape $s \times h \times w$. The tensor represents a time-sequential image. Let the time-sequential image be denoted as $x_t = [i_{t-s+1}, i_{t-s+2}, \ldots, i_t]$. The time-sequential image has geometric information up to $(s - 1)/F$ sec ago. Thus, the time-sequential image can contain temporal dynamics of the environment, i.e., mobility of pedestrians and other obstacles, in addition to the spatial features of the environment.

The idea of using time-sequential image as an input of the ML algorithms has been applied for various ML tasks where objects move around and it helps to solve the tasks [37], [38].

Next, the time-sequential images are labeled with values of the received power to generate training dataset. In our previous works [23], [24], an image is associated with a received power measured simultaneously with the image the image. However, in the proposed mechanism, all the time-sequential images are associated with future received power values. Specifically, to predict the received power $k$ frames ahead (equal to $k/F$ s ahead), $x_t$ was associated with $y_{t+k}$. We call this labeling technique as temporal difference labeling. To label the images with the future received power enables ML algorithms to learn a mapping from the image to the future received power directly.

Let $T$ denote an index set of $t$ for captured samples. The constructed training dataset is $D = \{ (x_t, y_{t+k}) \mid t \in T \}$. The prediction unit trains its ML model using the training dataset in order to update the model and increase prediction accuracy.
For the received power prediction, the prediction unit requires at least $s$ consecutive images including an image obtained at the current time. Therefore, the unit stores the $s$ latest depth images so that the unit can predict the future received power at any time. When the prediction unit receives a new depth image to predict the future received power, the unit drops the oldest image from its image buffer, reduces the size of the image to $h \times w$, and adds the reduced image to the buffer. Then the unit combines the $s$ latest depth image into a time-sequential image and inputs the time-sequential image to the trained model to get a prediction result of the received power value at $k/Fs$ later.

The preprocessing procedure has hyperparameters, $k$ and $s$. $k$ is determined by the requirements of network control operations. When $F = 30$ and the operation requires to predict the received power 100 ms ahead, $k$ is set to 3. On the other hand, $s$ is the hyperparameter to determine the prediction accuracy and the computation cost. Large $s$ enables ML algorithm to capture long-term trends, which may require to predict the received power accurately, but it enlarges the size of the input which increases parameters of ML models and the computation cost. Therefore, $s$ should be set in consideration with the tradeoff between the accuracy and computation cost. However, it is difficult to determine the optimal value of $s$ since the optimal value depends on the allowable computation time and the accuracy that can be achieved by the ML algorithms, which is unpredictable generally. Therefore, in this paper, $s$ was determined empirically, and other hyperparameters of ML algorithms, which are explained in the next section, were also determined empirically. The hyperparameters were tuned manually so that the proposed mechanism predicts the received power with low errors in reasonable computation time for the validation data in the experimental evaluation. $s$ was specifically set to 16, which corresponds to images obtained in 0.5 s by a 30 fps camera.

IV. MACHINE LEARNING ALGORITHMS

This section introduces the ML algorithms employed in our received power prediction scheme. Many ML algorithms have been developed and the state-of-the-art deep learning outperforms conventional ML algorithms in some learning tasks, especially in computer vision tasks. ML algorithms, especially deep neural networks have many hyperparameters, e.g., the structures, the type and the number of layers, and the number of units. The hyperparameters change the performance of the ML algorithms, therefore they should be decided carefully.
In the received power prediction from images, it is important to capture spatiotemporal features involved in the time-sequential image since the signal attenuation induced by a blockage is a spatiotemporal event. We used three ML algorithms which can capture spatial and/or temporal features involved in images as candidates of ML algorithms in the proposed mechanism. Specifically, these algorithms are convolutional neural network (CNN), convolutional LSTM (ConvLSTM), and random forest (RF), which are often used for computer vision tasks [39]. Although there are many other possibilities of ML algorithms more suitable for the received power prediction, the comprehensive investigation of the ML algorithms and hyperparameter tunings are out of scope, as the focus of this work is in designing the mechanism to predict the mmWave received power and demonstrating its feasibility.

A. General introduction of ML algorithms

1) Convolutional Neural Network: The CNN, which employs convolutional layers, is one of the most successful deep learning models. It has achieved competitive performances in many visual tasks [39]. In 2D CNN, convolutions are applied on 2D images. These extract features implied in spatial information. Furthermore, the 3D CNN extracts features from both spatial and temporal dimensions. Ji et al. demonstrated that the 3D CNN works well for a task of human action recognition [33]. In the received power prediction, the human action is important factor since it causes a blockage. Therefore, the 3D CNN is expected to work well for the received power prediction from images as it works for the human action recognition.

2) Convolutional LSTM: The LSTM network [40] is a widely used recurrent neural network (RNN) architecture. RNN can learn the time-dependent relationships among inputs and outputs. Hence, it has been employed for sequential modeling and prediction problems in wireless communications and computer vision [26], [41]. The ConvLSTM network [37] is an extension of the LSTM architecture, which has convolutional structures and enables us to handle not only spatial but also temporal sequence prediction problems. Shi et al. demonstrated that a ConvLSTM network learns longer-term spatiotemporal features and achieves a better prediction performance than a conventional LSTM. For detail description of the algorithm, please refer to reference [37]. Therefore, the ConvLSTM is also expected to work well for the received power prediction from images. For detail description of the algorithm, please refer to reference [37].

3) Random Forest: RF [42] is one of the most typical ensemble learning models. RF consists of many simple decision trees using a bootstrap sample of the data and a randomly selected
subset of input features at each split while growing each tree. Every tree predicts its output from an input vector, and the model outputs the mean prediction of these outputs. Thus, RF has the advantage of two ML algorithms; bagging [43] and random variable selection. This leads to a stable and accurate model. A well-known application of this model is 3D location prediction of individual body parts using an RGB-D image [44]. We expect that the RF captures spatiotemporal features and predicts the received power from depth images as like predicting 3D location of body parts from RGB-D images.

B. Structures and Hyperparameters of Machine Learning Models

We constructed two NNs called CNN+ConvLSTM and CNN, and employ RF as the candidates of the ML algorithms in the proposed mechanism. Fig. 3 presents the structures of CNN+ConvLSTM and CNN. As mentioned in Section III-C the structures and hyperparameters of NNs are tuned manually so that they predicts the received power from s = 16 consecutive depth images with low errors for the validation data in the experimental evaluation. These NNs take a three-dimensional input \( x_t \) and return a received power \( y_{t+k} \). They consist of several layers: 3D convolution (3D Conv) layers, ConvLSTM layers, Fully Connected (FC) layers, and average pooling layers. Each layer gets its input from the previous layer and feeds its output to the next layer. The average pooling layers reduce the size of feature maps by averaging the values that reduce calculation cost. The FC layers are used to predict the received power from the feature map output from the previous layer. The NNs employ batch normalization (BN) [45], Rectified Linear Unit (ReLU) activation, and a flattening operation. BN allows us to use much higher learning rates and be less careful about initialization of parameters of the NNs in order to accelerate training. ReLU is the most widely used activation function. It is used to gain the non-linearity of the networks. The flattening operation transfers a tensor to a vector to input it to the FC layer.

The first two 3D Conv layers adopt 64 and 128 convolution kernels of size \( 1 \times 3 \times 3 \) (time \( \times \) height \( \times \) width). The kernel size of time domain was set to 1 so that these 3D Conv layers are utilized to extract spatial features of each depth image in a time-sequential image. The ConvLSTM layers adopt 64 convolution kernels of size \( 3 \times 3 \) (height \( \times \) width). The first ConvLSTM layer returns 3D feature maps, while the second ConvLSTM layer returns 2D maps as shown in Fig. 3(b). In the CNN, we employ three 3D Conv layers which have 64 kernels of size \( 3 \times 3 \times 3 \), \( 3 \times 3 \times 3 \), and \( 8 \times 1 \times 1 \), in order. This is instead of the preceding ConvLSTM
layers where the final output size of these three convolution layers is consistent with that of the two ConvLSTM layers. While these two ConvLSTM layers or three 3D Conv layers are utilized to extract spatiotemporal features of each depth image, it is expected that the ConvLSTM layers can extract longer-term temporal features than the 3D Conv layers.

BN and a ReLU activation are applied after every ConvLSTM and 3D Conv layer, except the fourth 3D Conv layer in the CNN. The pool size of the average pooling layer is $2 \times 2 \times 2$. This
TABLE I

HYPERPARAMETERS OF THE ML ALGORITHMS.

| ML algorithm       | Hyperparameter       | Value               |
|--------------------|----------------------|---------------------|
| CNN & CNN+ConvLSTM | batch size           | 64                  |
|                    | epochs               | 200                 |
|                    | loss function        | mean squared error  |
| RF                 | number of trees      | 20                  |
|                    | maximum depth of the tree | 20             |
|                    | splitting criterion  | mean squared error  |

means each dimensional size of the feature map is reduced by half. Then, the spatial feature maps are reduced to one-dimensional feature vectors in the flattening operation and the vectors are fed to the FC layers. The unit number of the two FC layers are 512 and 1, in order, and the first FC layer is followed by ReLU activation.

RF can only take one-dimensional inputs, so a three-dimensional input $x_t$ is reduced to one-dimensional feature vectors before the input is fed to the RF algorithm. The other hyperparameters of the ML algorithms are shown in Table I. We used Keras [46] with TensorFlow [47] backend and scikit-learn [48] for the implementation of the abovementioned NNs and RF, respectively. For an optimizer of NNs, we use Nadam [49] with an initial learning rate of 0.001 and the other arguments set by default values in TensorFlow. The learning rate is dropped to its 0.975 every iteration.

V. EVALUATION USING SIMULATION DATA

The prediction accuracy of the received power prediction is evaluated by ML experiments using two datasets: dataset obtained from simulations and that from mmWave experiments. This section introduces the evaluation using the simulation data. We first performed ray-tracing simulations and 3D CG generations to obtain the training and test datasets for the received power prediction, and generated many datasets of situations where the ML algorithm and a camera position are varied. Subsequently, the generated datasets are used for the ML experiments. In the ML experiments, the dataset was split into training and test sets with a ratio of 80% and 20%, respectively. A GeForce GTX 1080 Ti GPU was used to train each NN. The Intel Xeon CPU E5-1620 (3.50 GHz) was used to train the RF and to predict the received power. When
Fig. 4. 3D spatial model. The camera is placed at position $A_{\text{low}}$ in Fig. 5.

Fig. 5. Passage model. The width of the passage is 4 m and the length is 10 m. Pedestrians walk on the right-hand side of the passage, from their perspective. A camera is placed at one of the eight positions: A–D in the X-Y plane and at a height of 2.25 m (low) or 5 m (high).

Fig. 6. Human model. We use a twin cylinder model [50] as the human shape model.

training the NNs, 25% of the training set is used for a holdout validation to tune the structures and hyperparameters of the ML algorithms.

A. Simulation Setup

A 3D spatial model of the mmWave communication area is generated first. Then, using the 3D spatial model and mmWave propagation model, the received power were calculated using a radio propagation simulator. Simultaneously, using the 3D spatial model and 3D CG techniques,
camera images were captured by a 3D CG modeler. Using this generated dataset of the received power and images, we evaluated the prediction accuracy of each algorithm.

We consider the 3D passage model with a point-to-point mmWave communication system presented in Figs. 4 and 5. The length and width of the passage were 10 m and 4 m, respectively, and the height of the walls was 10 m. An AP, an STA, and a camera were present in the passage. Letting the center of the passage be the coordinate origin $O$, the AP was placed at $(x, y, z) = (0, -2, 2.25)$ and the STA was placed at $(0, 2, 1.25)$. The units of the $x$, $y$, and $z$ axes were meters. We considered that the AP and STA were constantly communicating with each other using a radio frequency of 60 GHz. The AP antenna was a directional antenna with a 15-degree beam width and 24 dBi gain at 60 GHz. The antenna was facing toward the STA and the transmission power was 100 mW. The STA antenna was an omnidirectional antenna and the minimum sensitivity was set to $-68$ dBm, which is the required sensitivity for the lowest PHY rate for data transmission in IEEE 802.11ad [31]. As a result, the received power available for learning was greater than or equal to $-68$ dBm, thus the predicted received power was also approximately greater than or equal to $-68$ dBm. The camera was placed at one of the eight positions shown in Fig. 5.

The pedestrians came in from either side of the passage and walked straight, as shown in Fig. 5, with speeds in the range of $[0.5, 2]$ m/s. The $y$-directional positions of the pedestrians who walked from the left side to the right side were distributed uniformly in the range $[-1.75, 0]$ m and those
of pedestrians who walked from the right side to the left side were distributed uniformly in the range $[0, 1.75]$ m. We set pedestrians entering the passage to follow a Poisson distribution with $\lambda = 0.25$ [51]. Since we primarily concerned with the situation only when some pedestrians block the LOS path simultaneously, we considered Poisson arrivals to be an adequate scenario for our study.

The shape of a pedestrian was modeled by a twin cylinder model [50], as shown in Fig. 6. This is a model for a calculation of the human body shadowing in the mmWave communications. The magnetic permeability and electric constants of human bodies were assumed to be the same values as those of water. This provided shadowing properties similar to those of real humans [52]. We calculated the received power using the radio propagation simulator RapLab [53], which conducts 3D ray tracing using imaging methods.

We employed a depth camera model equivalent to the Kinect v2, which has a resolution of $512 \times 424$ pixels, an angular field of view of $60^\circ$ in the vertical plane, $70^\circ$ in the horizontal plane, a frame rate of 30 fps, and a depth capture range of 0.5–8 m. We considered eight patterns for the camera position of A: $(0, -2)$, B: $(-4, -2)$, C: $(-4, 0)$, or D: $(0, 0)$ in the X-Y plane and a height of 2.25 m (low) or 5 m (high). This was in order to evaluate the accuracy of the proposed prediction scheme with respect to camera positions. The camera at each position was pointed at $(0, 0, 1.75)$, which was the midpoint between the AP and the STA. We generated the depth images using the 3DCG modeler Blender [54]. The example images from various camera positions are shown in Fig. 7.

The algorithms predicted a received power in 0 ms (current) or 500 ms (future) ahead. Therefore, $k$ was set to 0 and 15, respectively. In the channel model for 60 GHz WLAN systems [10], the duration of the signal level degradation is characterized by a Weibull distribution with the shape parameter $\alpha = 6.32$ and the scale parameter $\beta = 0.59$. Hence, the average duration of the degradation is 0.55 s, so that if we predicted a received power 500 ms ahead, we could get most of the received power time variation during the blockage.

The simulation ran for 30 min and generated a dataset with 54,000 samples of the received power and images. Thus, 43,200 samples were used for training, and 10,800 samples were used for the performance evaluation.
(a) When the camera was at $A_{\text{low}}$.

(b) When the camera was at $A_{\text{high}}$.

(c) When the camera was at $C_{\text{low}}$.

(d) When the camera was at $C_{\text{high}}$.

(e) Another portion of the received power time series when the camera was at $C_{\text{low}}$. In this portion, pedestrians blocked the view of the camera.

(f) Another portion of the received power time series when the camera was at $C_{\text{high}}$. The view of the camera was less likely to be blocked owing to its higher position than the camera at $C_{\text{low}}$.

Fig. 8. Grand truth (simulated received power) and predicted received power as a function of elapsed time.

B. Prediction Results for Simulation Data

Fig. 8 presents the time series of the simulated received power and the received power predicted by each algorithm when the camera was placed at position $A_{\text{low}}$, $A_{\text{high}}$, $C_{\text{low}}$, and $C_{\text{high}}$. The prediction results of the current received power which are indicated by thin dotted lines in Fig. 8 match the grand truth (the simulated received power). Fig. 9(a) shows the RMS errors for the
current power prediction in each camera position. The RMS errors in the camera positions except $B_{low}$, $C_{low}$, and $D_{low}$ achieved even less than 1 dB.

The prediction results of the future received power which are indicated by thick dotted lines in Fig. 8 also match the grand truth except the results of the RF. In particular, the CNN+ConvLSTM predicted the future received power with the lowest RMS error among the models for all camera positions as shown in Fig. 9. As mentioned in Section IV, the ConvLSTM employs both convolutional and recurrent architectures to capture spatiotemporal features, and we consider that the architectures contribute to the accurate prediction. The RF predicted the received power with larger errors than that of the CNN+ConvLSTM since the RF has less capability to model the spatiotemporal features than ConvLSTM. The CNN predicted the future received power with small errors when the camera was at A and $D_{high}$, but the large RMS errors occurred for the other camera positions. In CNN+ConvLSTM, the RMS errors also increased for the camera positions B and C. One of the reasons why the error increased is the existence of blind spots, i.e., the state of the whole LOS path of mmWave link was not observed in the images. When the camera was placed at $D_{low}$ a part of the LOS path was not included in the FOV of the camera. Therefore,
the pedestrians in the blind spots cannot be recognized. When the camera was placed at B and C the pedestrian can block the FOV of the camera like in Figs. 7(b) and 7(c). The FOV blockage caused the blind spots temporally and the large prediction errors were likely to occur. The FOV of the camera could also be blocked by pedestrians when the camera was placed at A. However, when the LOS path was not observed in the FOV of the camera due to the blockage, the LOS path was also simultaneously blocked, i.e., whether the LOS path was blocked or not depended on whether the entire LOS path was observed or not. Hence, the NNs could accurately predict the received power even when the view of the camera was being blocked at camera position A.

Higher camera positions made the camera view less likely to be blocked by pedestrians and could prevent the degradation of the received power prediction accuracy caused by blockages of the camera view as shown in Figs. 8(e) and 8(f). On the other hand, the higher camera positions made the pedestrians smaller in the images and made it more difficult to predict the movement of the pedestrians. Hence, the higher camera positions could degrade the prediction accuracy, as shown in Figs. 8(c) and 8(d). This was especially true when a few pedestrians were in the passage and prediction accuracy was already high for a lower camera position.

In future received power predictions, the camera position at A and D_{high} enabled the most-accurate prediction of the received power for all algorithms. These results suggest that a camera position over the AP or a position overlooking the passage provides a higher prediction accuracy.

Fig. 10 shows the RMS errors as a function of the number of images in a time-sequential image, s. As increasing s, the RMS errors decrease for all the models. Especially, the time-sequential image works well in CNN+ConvLSTM and CNN. This is because that the large s can provide the longer-term temporal features for the models and the ConvLSTM and 3D Conv layers captured the features more effectively. However, the larger s makes the ML model bigger.
Fig. 11. Top view of experimental environment. The measurement device (MD) captures the received power of the signals transmitted from the AP to the STA.

and increases the computation time for training. In our ML experiments, the average computation time for training increased almost linearly as $s$ increased. Training the CNN+ConvLSTM model took around 16 hours when $s = 16$, while the RF took only ten to twenty minutes. Moreover, the larger model consumes the larger memory capacity. In our experimental setup, $s$ larger than 16 was difficult to train due to the limitations of the memory capacity and the computation time. Thus, we used $s = 16$. These results suggest that we should carefully select the ML model and the hyperparameters so as to meet the system or application requirements.

On the other hand, the average computation time for predicting a received power from time-sequential images was much shorter than the required time for training. The time were about 2.9 ms, 2.1 ms, and 0.20 ms for the CNN+ConvLSTM, 3D CNN, and RF, respectively. These periods were sufficiently shorter than the interval of image acquisition from the camera, the beacon interval of the WLANs, and the superframe interval of the current LTE networks. Therefore, it is expected that the proposed prediction mechanism works in a real-time basis.

VI. Evaluation Using Experimental Data

We evaluated the prediction accuracy of the proposed mechanism by using experimental data obtained from experiments using IEEE 802.11ad devices and an RGB-D camera Kinect. The same experimental setup for ML as that in Section V is used for the received power prediction.
Fig. 12. Example depth images at each camera position. The camera positions are referred to in Fig. 11.

### TABLE II

**EXPERIMENTAL EQUIPMENT.**

| Equipment                      | Details                        |
|--------------------------------|--------------------------------|
| IEEE 802.11ad WLAN AP          | Dell Wireless Dock D5000       |
| IEEE 802.11ad WLAN STA         | Dell Latitude E5540            |
| Measurement device antenna     | Horn antenna, 24 dBi           |
| RGB-D camera                   | Microsoft Kinect for Windows   |
|                                | (Model:1656)                   |

### A. Setup of mmWave Experiments

To measure a time-varying received power of IEEE 802.11ad WLAN signals in the 60GHz band, we developed a received power measurement system proposed in a previous work [55]. The system consisted of an AP, an STA, a measurement device (MD) and an RGB-D camera as shown in Fig. 11. The received power measured at the MD was used for the prediction. That is, the MD was regarded as a practical STA in the experiments. The AP, the STA, and the MD were placed at the heights of 0.70 m, 0.65 m, and 0.85 m, respectively. The camera was placed in either position A or B in Fig. 11 and images from the camera positions are shown in Fig. 12. The height of position A was 1.50 m and that of B was 1.25 m. Details of the experimental equipment are provided in TABLE II. The AP, the STA, and the RGB-D camera were all commercial products.

IEEE 802.11ad devices perform beamforming autonomously when a link quality is degraded, and the proposed mechanism can learn from the received power that resulted from the beamforming. However, since the implementation of beamforming operations depends on manufacturers and it is black-boxed, effects of the black-boxed beamforming operations can reduce the reproducibility of the experiments. Therefore, we set up the experiment so that the beamforming is not
performed even when the blockage occurs. Specifically, the MD was located behind the STA, two pedestrians traveled between the STA and the MD moving along the path shown in Fig. 11. This prevented the AP and STA from performing the beamforming because the received power at the AP and STA was not changed even when the LOS path between the STA and MD was blocked. Thus the measured received power values at the MD was not affected by the beamforming control. The MD captured the 60.48 GHz signal and converted it to an intermediate-frequency (IF) at 2.98 GHz. Then, a spectrum analyzer, equipped with the MD, measured the power of the IF signal. We treated this measured signal power as the received power at the MD. Although the measurement was limited by the noise floor of the spectrum analyzer, the received power greater than approximately $-40$ dBm could be measured.

Each pedestrian moved with a random speed and blocked the LOS path almost every 6 s. The experiment ran for approximately 10 min and models were trained for 100 epochs. The other hyperparameters were the same as for the simulation.

### B. Experimental Results and Evaluation

Fig. 13 presents the time series of the measured received power, as well as the received power predicted by each algorithm when the camera was placed at positions A or B. The prediction results of the current and future received power matched the measured received power, in particular, CNN+ConvLSTM matched well owing to its architecture to capture spatiotemporal features. However, in the future received power prediction, the timings when the predicted values drop were sometimes shifted by several frames from the measured values as shown in Fig. 13(f). In the figure, two pedestrians walked side by side and simultaneously blocked the LOS path. The mobility of the pedestrian behind the other was difficult to be captured since the pedestrians were overlapping in the FOV. The FOV blockage resulted in a possibly erroneous prediction of the LOS blockage timing. It can be addressed by placing the camera at a somewhat higher position as described in Section V-B. Moreover, the number of the data samples for the simultaneous blockage was less than that by a pedestrian. Generally, model training minimizes mean errors between predicted values and actual values, therefore, prediction errors for infrequent events tend to be larger than that for frequent events, which is called an imbalance problem. The learning from the imbalance data is an open issue in ML and techniques addressing the imbalance problem such oversampling and undersampling have been studied [56]. We can apply the conventional techniques to our mechanism.
Fig. 13. Portions of the time-series of the measured (grand truth) and predicted received power.

Fig. 14 presents the RMS error of each experiment. The RMS errors of all the models were less than 3.0 dB and 4.2 dB for the current and future predictions, respectively. Moreover, ConvLSTM achieved even 3.5 dB for the future prediction which was the smallest RMS error among the models. The prediction errors for the experimental dataset were larger than that for the simulation dataset shown in Fig. 9. This is because the experimental data has a lot of uncertainties such as the wireless signal propagation, the pedestrians’ mobility, and the performance of experimental devices. The uncertainties made the data samples more variational and increased the difficulty of learning an accurate prediction model. Moreover, although the prediction results of the
ConvLSTM seem to match better than that of the RF in Fig. [13] the RMS errors for the model was almost the same as that for the RF. In the prediction results of the CNN+ConvLSTM, the predicted values in LOS communications fluctuated due to overfitting the time variation of the measured received power in LOS communications. The fluctuation causes small errors many times and increases RMS error. Although NNs tend to overfit due to their high flexibility, RF can avoid overfitting owing to the bagging strategy. Thus, the output of the RF tended not to fluctuate in LOS communications.

These results suggest that all the models including RF provide a sufficiently high accuracy in the predictions of the received power even for a prediction in 500 ms.

VII. CONCLUSION

This paper proposed a novel mechanism to predict a time series of a received power up to several hundred milliseconds ahead by using ML and depth images. Specifically, the time-sequential depth images labeled with the future received power values enable the ML algorithm to learn the prediction model. Three prediction models employing CNN, CNN+ConvLSTM, and RF are constructed empirically. Their prediction accuracies were evaluated by the experiments using the simulation-based dataset and the experimental dataset. The evaluation results showed that CNN+ConvLSTM achieved the highest accuracy among the three models and in detail it predicted the received power 500 ms ahead with RMS errors of less than 1.0 dB and 3.5 dB for the simulation dataset and the experimental dataset respectively. Furthermore, the prediction experiments confirmed that the prediction could be operated quickly and in detail the computation time is less than 3 ms per time-sequential image. There still exist a lot of open issues in this
new challenge. Our future works include developing a method to predict the received power at a moving STA, a model transfer method for a mmWave received power prediction in other locations and situations, and a specific ML algorithm outperforming the conventional ML algorithms in the prediction problem.
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