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Abstract
With the rapid development of the internet, a large amount of online news has brought readers a variety of information. Some important events last for some time as the event develops or the topic spreads. When readers want to catch up on the details of a specific news event, most of them use a search engine to collect news and understand the whole story. It usually takes readers a considerable amount of time to sort out the causes and effects of the event. The general method of online news provision aggregates and organizes the content of news articles from a large number of events and presents the content to readers. Most of this type of information is manually organized. To solve these problems, this study proposes an automated method of news curation. First, we extract the topics from the event data set and use word sequences to find the sequence of topic transfer through a hidden Markov model. Second, we calculate the strength of the topic and the variation in the strength to detect important time points during the development of the news event. Finally, a concise summary is generated at each time point. This paper combines two characteristics, chronology and summary, to design a curation method that can effectively help readers quickly grasp the context of a news event. The experimental results show that the method has good performance in each module, such as the detection of the important phases of events and the creation of the news summary.
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1 Introduction

The internet has changed behavior in terms of how information is received. People currently tend to obtain information online, such as through e-books, e-papers, and e-magazines, rather than physical paper resources [10, 23]. The internet has also made online news media more popular. According to the “2017 Digital News Report” published by the Reuters Institute for the Study of Journalism (RISJ) [28] (see Fig. 1), the proportion of Americans reading online news is roughly the same as that watching television news in 2012, and it has continued to grow. In contrast, the proportion of people who read traditionally printed paper news has decreased.

[25] pointed out that online news media has been an important resource that people use to digest information, but readers still face an information overload problem. Currently, there are many news websites, and each website has different page designs, such as sections for news classification and most-read stories, so that readers can easily access and browse various news articles. On the other hand, some news events are not one-off but ongoing events (such as the ongoing coronavirus disease 2019 (COVID-19) event). As time goes on, there will be new developments, and subtheme reports may also emerge. Taking the Thailand cave incident in June 2018 as an example, in addition to the initial news of the incident, related news about support, the rescue process and casualties was also reported continuously. At the same time, as an event evolves, a vast number of readers and netizens will also discuss it enthusiastically, and the topic will continue to be an item of interest.

If readers want to learn about continuous news events such as those mentioned above and they perform an event-based search, most of them still use keyword-based searches. Readers enter keywords and search for news events that they want to follow on search engines or news sites, but the results often lead to the following problems [3, 24, 32]:

1. The number of search results is large. Since general search engines or news websites return all news articles through keyword matching. Some excellent search engines have considered user information, search context, and regional search to improve search accuracy. However, general search engine searches often bring about a series of problems such as inaccurate search, excessive amount of information data, and information that does not meet the search needs of users [24]. Some search engines may only have recent information or not relevant information. They need to spend increasing amounts of time

![Fig. 1 Sources of news in the USA from 2012 to 2017][28]
reading multiple stories [5]. Therefore, readers must read the articles one by one and perform time-consuming filtering to understand the complete phases of an event.

2. Search results are highly sensitive to keywords that have homonym problems. Because readers have different levels of understanding of news events, the keywords used in inquiries may have homophones or homographs, and often containing noise articles. “The 2018 Thailand Football Team Trapped Incident” as an example. When an event cannot be confirmed in advance, users used keywords “Thailand”, “football team” and “incident” to collect news articles, and often collect articles containing noise (i.e., Thailand football team history). It could not collect all the news about the ins and outs of the event effectively.

3. The search results may have a high news repetition rate.

Given these problems, people may be overwhelmed by news that is not a one-off story, making it difficult to obtain a theme development overview of a news event. This problem can be solved through content curation. Content curation is a thematic integration of online digital content. It activates digital content through collection, filtering, organization, etc., and presents it to people who seek specific subject knowledge [4, 19]. The application of content curation to the news field aims to collect online news articles on specific news issues or events and to integrate the relevant event development overview to readers.

Content curation can be implemented in five modules: aggregation, distillation, elevation, mashup, and chronology [6]. Among them, chronology is most important for the development of news events. [20] highlighted that the analysis of temporal information is useful in a wide range of information retrieval applications and is often an essential component in text understanding. Additionally, [16] defined the term breakpoint, which is a time point at which decisive changes occur in the development of an event. Breakpoints can manifest the key phases of a news event and depict the outline of the whole story. On the other hand, in the field of news article analysis in the past, automatic document summarization has been one of the active research areas. [30] pointed out that summaries can help to address information overload. Document summarization merges several documents discussing the same news event and deletes and filters useless or repetitive information to obtain streamlined and focused content [15]. There are two ways to generate abstracts: abstract summarization and extractive summarization. The abstractive summarization is designed to retain the most essential parts of the original document and to regenerate the summarization after understanding the content of the document. The summarization generated by the extractive summarization method is a simplified version that expresses the important information of the original document, retaining the main content and reducing redundant parts. Consequently, extractive summarization is a better approach than abstract summarization [9]. This research data set is derived from news articles originating from different sources to reduce the repetition rate of the same event news and to concisely present the information of the original document. Therefore, this study used an extractive multidocument summarization method to generate news summarization.

In recent years, there have been research methods related to news events (as shown in Table 1). [21] proposed the EventX algorithm, which uses a semisupervised scheme to extract event development combined with a clustering algorithm to find events, but it takes time to label the data. [14] used a hidden Markov model to find the relationship between news frames and sociopolitical events but did not consider automatically summarizing the content of the event summary. [31] proposed using clustering to find each event stage in a multidocument summarization approach to generate a simple and clear summary, but fewer time series were considered. Therefore, this paper proposes a breakpoint concept combined with an automatic content curation method of news events.
For the retrieval of specific news events, most news websites return a substantial list of news articles. Some of the news is not a one-day event; it may change over many days. To help audiences interested in the progress of an event, we propose an event curation approach that ultimately produces a concise summary of the article. This study combines the two characteristics of a time series and a summary, and the experimental results show that the curation indicators of events obtain a score of 4.5 or more on a scale where the highest score is 5. In addition, the recall-oriented understudy for gisting evaluation (ROUGE) metrics of the automatic news summary increased to 65%. To achieve the above goals, this study aims to collect all the news events as a time series and use breakpoints to detect the news of the development of different events. Furthermore, an automated summary system is established for the progress of each phase of major events according to the content of the event development. This framework collects all news articles regularly for preprocessing, and summarizing the content of events in advance. When the user queries hot events, an overview of the event development will be extracted or performed from the news events that have been collected.

The features of this method include the following two points:

1. We use the concept of a breakpoint to analyze the context of news events in a sequential manner.
2. We automatically summarize each breakpoint of the news event.

## 2 Literature review

### 2.1 Content curation

Curating was originally used in the art field, where it denotes the behavior of curators selecting items for collection and display in museums or galleries. However, as the internet has brought a very large amount of information, curation has been used for digital content, such as digital curation or media curation. Content curation has been applied in many areas, such as news, e-commerce, community information, and education. In addition, content curation is not limited to text form; any multimedia, such as pictures, audio and video, can be the content or the presented result of the content curation. Unlike traditional journalists, who mainly produce content, content curation in the news field focuses on editing and aims to present more organized content to readers. It filters out duplicate and unnecessary content from large numbers of news articles to help readers summarize what they truly need. A practical application of the content curation of news events is the media website Newsy (see Fig. 2). Newsy collects the news on popular topics or issues from authoritative sources, then analyzes them and adds some different perspectives and finally presents them in a video form.

Content curation can be divided into three types depending on the curator [13]:

| Author | Year | Model |
|--------|------|-------|
| Hopp et al. [14] | 2020 | Hidden Markov model |
| Liu et al. [21] | 2020 | Clustering model, LDA |
| Wang et al. [31] | 2018 | Clustering model, summarization |
1. Social curation. This mainly operates through a large number of users in the community who discuss, collaborate on and organize interesting content. For example, recently, new social platforms were created with different business models, and curators could contribute by adding value to the content produced by other users [11]. However, if the curatorial community is small, it will not be able to provide a good response.

2. Expert curation. There can be a group or a single curator who curates a specific field, and the curator must be an expert in the field.

3. Algorithms. Unlike the above two types of curation, in which human participation is required, the goal of algorithms is to conduct content curation through automated methods without human intervention. This type is the focus of our research.

There are some studies on the content curation of algorithms. Most have focused on event detection or document summary, and few studies have suggested a complete automated curation process. [32] used the conditional random field model (CRF) to identify theme sentences. This method did not consider that a theme may last for a long time. For example, the cave rescue by the Thailand football team occurred on June 23, 2018 and lasted for 18 days. Finding appropriate breakpoints for different themes is needed in curation. To build content curation, our research designs a breakpoint finder and analyzes a large number of news articles to present readers with text-based event curation results. We expect that this can help readers quickly and completely understand the development of a whole news event.

2.2 Topic detection

Topic discovery is the premise of event evolution analysis [22]. Topic detection is one of the subtasks of topic detection and tracking (TDT). TDT tasks originated in 1996 as a program sponsored by the Defense Advanced Research Projects Agency (DARPA) to investigate technologies that find and focus on new events in broadcast news [2]. In TDT, a topic is defined as a specific event or concept used to describe a group of related articles. Usually, it is a collection of keywords that are descriptive and can be agglomerated into a similar theme. The task of detecting the theme involved in a corpus (e.g., news, emails, tweets) is topic detection. To date, many scholars have studied this field. Observing the previous related research, the
techniques applied in topic detection can be roughly divided into two categories: nonprobability models and probability models [12, 34]. A nonprobability model detects the topic by methods such as document clustering and graph analysis. A probability model uses probability theory to simulate the uncertainty in the data. For example, a topic can be modeled as a multinomial distribution of words. A probability model describes a set of possible probability distributions of the observed data, and the goal is to learn the best distribution from it.

Probability models have many applications, including comparative text mining (CTM), contextual text mining (CtxTM), and topic sentiment analysis (TSM). The CTM problem was proposed by [33]. As shown in Fig. 3, the CTM task is to discover a common topic (or background theme) for the entire data set and a number of specific latent topics. Similar to the topic model, each document is a mixed model of the common topic and the latent topics, while the latent topics form a word distribution. CTM can mine topics among multiple data sets, so there are many different applications of it, such as summarizing similar products and comparing opinions on specific topics.

However, this study collects a data set based on news events, and each data set can be divided into multiple subsets according to the time interval. As mentioned above, CTM is suitable for our research situation. The subsets after segmentation belong to the same news event, so it is more effective to detect the remaining potential topics after the common background topic is extracted.

2.3 Document summarization

Automated document summarization can handle the problem of information overload and has been an active research area for many years. It can be divided into single-document summarization and multidocument summarization according to the number of original documents. Single-document summarization focuses on making the content more concise and eliminating useless information. Multidocument summarization aims to select information from a
Document summarization involves creating a rich summary from a document by distilling and extracting the most relevant parts of the text [1]. Document summarization can be roughly divided into abstractive summarization and extractive summarization. In the field of automatic document summarization, most studies focus on extractive summarization [26]. An abstract generated by the extractive summarization method is a simplified version of the important information that represents the original document set [18]. It retains the main content and reduces the redundant part so that the reader can read and understand more quickly. The method of extractive summarization often involves the following steps: (1) intermediate representation, (2) scoring sentences, and (3) selecting summary sentences. First, the document needs to be represented in a structured form. The second step estimates which sentences are most relevant based on the representations created and gives each sentence a score as a measure of its relevance. Finally, the highest-ranked sentences are chosen as the representative sentences to produce a summary [27].

Although the research on document summarization for news has developed widely, it is not applicable to this study. This study is intended to produce a summary of the various news documents that have been cut according to time intervals and include multiple news articles from different sources. Therefore, we still adopt the traditional multidocument summarization method to reduce the repetition rate of news articles that explain the same event and to succinctly present the highlights that occur in the time interval. In general, the performance of extractive summarization is still far superior to that of abstractive summarization [9, 17]. For these reasons, this study also uses the main steps of extractive summarization to design this content curation system.

3 Research methods

In this section, this research proposes an automated content curation method for news events based on the concept of breakpoints. It can divide the news event into several phases and automatically summarize the content of the event evolution.

3.1 Framework

This framework includes a data collection and preprocessing module, filtering module, breakpoint detection module, and curation summarization module. The data collection and preprocessing module are used to collect all news articles and perform word segmentation and stopword deletion. A filter processing module is then used to remove the noise articles from the collected data set. The breakpoint detection module is used to find important time points in the development of events. Finally, the curation summarization module is used for multidocument summarization between each breakpoint. The framework is shown in Fig. 4. Each module is described in detail in the following sections.

3.2 Data collection and preprocessing

Since many news websites provide hot topics on the first page, this study automatically collects hot topics and tracks these events. After collecting the popular news events, the program simulates the process of readers searching for the events on the news website. This
module crawls the news of multiple news websites through the keyword combinations of the event and compiles the news articles into an event data set.

For each news article, the news headline \( (title_i) \), published time \( (date_i) \), content \( (content_i) \) and news keywords \( (keyword_i) \) are collected. The publication time is essential since the time information can be used to identify whether the event is one-off news. In addition, the article keywords represent the core theme of the news, so we also collect the keywords that the news website offers.

Then, the unstructured content of the news article undergoes preprocessing, including stopword deletion and word segmentation. The word segmentation step converts the news headline and the content into a word collection.

### 3.3 Filter processing

Since our data collection module simulates the way readers search for events on news websites, two problems were found in the collected news event data set:

1. The search engines of news websites currently mostly use keyword matching and return a large article list. The articles in the list do not all relate to the material of the news event; some of them are noise articles that are not related to the event.
2. A keyword search for an article may return nonevent-related articles. Taking the Thailand cave incident as an example, if the period of the event cannot be confirmed in advance and a keyword matching search is used, noise articles are often collected. Figure 5 shows an example of a noise article. To solve this problem, we use a filter processing module to remove the noise articles from the collected data set and enable the subsequent analysis to achieve a better result.
The filter processing module first extracts the article keywords of each news item. It calculates the occurrence frequency of all article keywords in the data set and obtains the event keyword set \( \text{Event}_\text{kword} \), which is composed of the keywords with the top \( N \) frequencies. Then, it compares the keywords of each article with the event keyword set and sets the threshold \( \alpha \). If \( \frac{|\text{keyword}_i \cap \text{Event}_\text{kword}|}{|\text{keyword}_i|} \) is lower than \( \alpha \), then article \( i \) can be regarded as a noise article and removed from the data set. After filtering by the module, the original news event data set retains the important news material that is truly related to the event. The new data set is defined as \( D = \{d_1, d_2, \ldots, d_i, \ldots\} \), where \( d_i \) is the filtered \( i \)-th news item.

### 3.4 Breakpoint detection

After preprocessing and filter processing, event-related news set \( D \) is collected. Then, the development period \( T \) of the event is determined from the earliest published time to the latest published time in the data set. \cite{16} mentioned that the theme of a news article exhibits a significant change between a breakpoint and the time point before it. Thus, this study further cuts the time period of an event into several intervals, represented as \( T = \{t_1, t_2, \ldots, t_n, \ldots\} \), where \( t_n \) is the \( n \)-th time interval, and the time interval of this study was analyzed with one day as a basic unit. Likewise, the news event data set is also divided into subsets based on the time interval \( \{D_{t_1}, D_{t_2}, \ldots, D_{t_n}, \ldots\} \subseteq D \). The subset \( D_{t_n} \) means the articles collected in the time interval \( t_n \), and \( D \) is the input of the breakpoint detection module. The breakpoint detection module includes four steps: topic extraction, construction of the hidden Markov model, determination of the theme strength and determination of the theme variation.

---

**Fig. 5** An example of a noise article on the event of the Thai soccer team cave rescue in 2018, retrieved in 2019
First, background themes $z_B$, and K-specific latent topics $z_1, z_2, \ldots, z_K$ from the news event data set are obtained by CTM [33]. A topic in the topic model is composed of a set of word distributions, and a background topic is defined as having high-frequency but low-information words. Compared to a background topic, $z_k$ is a more meaningful and distinctive topic. In the CTM model, each word in the news article is represented as a mixture model of the background topic and each latent topic. The word $w$ in the news article $d_i$ is represented as follows:

$$p_{d_i}(w) = \lambda_B p(w|z_B) + (1 - \lambda_B) \sum_{k=1}^{K} \left[ p(z_k|d_i)p(w|z_k) \right]$$

where $\lambda_B$ represents the mixture weight of the background topic $z_B$, $p(w|z_B)$ is the probability that word $w$ belongs to background topic $z_B$, and the conditional probability can be estimated according to the frequency with which $w$ appears in the data set and the frequency of the other words. The following formula is used:

$$p(w|z_B) = \frac{\sum_{d_i \in D} c(w, d_i)}{\sum_{w' \in V} \sum_{d_i \in D} c(w', d_i)}$$

In this formula, $V$ denotes the set of all words in $D$, and $c(w, d_i)$ represents the number of words $w$ occurring in article $d_i$, $p(z_k|d_i)$ is also a mixture weight, which indicates the probability that $d_i$ belongs to topic $z_k$, and $\sum_{k=1}^{K} p(z_k|d_i) = 1$. We represent the topic and the mixture weight in the topic model as $\Lambda = \{z_k, p(z_k|d_i)\}$ and use the log-likelihood to estimate the parameter:

$$\log p(D|\Lambda) = \sum_{d_i \in D} \sum_{w \in V} c(w, d_i) \log \left( \lambda_B p(w|z_B) + (1 - \lambda_B) \sum_{k=1}^{K} (p(z_k|d_i)p(w|z_k)) \right)$$

In the parameter learning part of the topic model, this work uses the expectation maximization (EM) algorithm for estimation. As the following formula shows, the parameter updates and iterates until convergence. Finally, it yields two probabilities, $p(z_k|d_i)$ and $p(w|z_k)$.

$$p(z_{d_i,w} = z_k) = \frac{\sum_{j=1}^{n} p^{(n)}(z_j|d_i)p^{(n)}(w|z_j)}{\sum_{j=1}^{n} \lambda_B p(w|z_B) + (1 - \lambda_B) \sum_{j=1}^{n} p^{(n)}(z_j|d_i)p^{(n)}(w|z_j)}$$

$$p(z_{d_i,w} = z_B) = \frac{\lambda_B p(w|z_B) + (1 - \lambda_B) \sum_{j=1}^{n} p^{(n)}(z_j|d_i)p^{(n)}(w|z_j)}{\sum_{j=1}^{n} \lambda_B p(w|z_B) + (1 - \lambda_B) \sum_{j=1}^{n} p^{(n)}(z_j|d_i)p^{(n)}(w|z_j)}$$

$$p^{(n+1)}(z_k|d_i) = \frac{\sum_{j=1}^{n} \sum_{w \in V} c(w,d_i)(1-p(z_{d_i,w} = z_k))p(z_{d_i,w} = z_j)}{\sum_{j=1}^{n} \sum_{w \in V} c(w,d_i)(1-p(z_{d_i,w} = z_k))p(z_{d_i,w} = z_j)}$$

$$p^{(n+1)}(w|z_k) = \frac{\sum_{j=1}^{n} \sum_{d_i \in D} c(w,d_i)(1-p(z_{d_i,w} = z_k))p(z_{d_i,w} = z_j)}{\sum_{j=1}^{n} \sum_{d_i \in D} c(w,d_i)(1-p(z_{d_i,w} = z_k))p(z_{d_i,w} = z_j)}$$

After topic extraction, the hidden Markov model (HMM) is used to determine the transformation sequence of the topic in the news article. Each news article $d_i$ is treated as a word stream, and the word streams of all articles in $D_{t_a}$ are concatenated as a word sequence. The word sequence will be used as the observation sequence of the HMM, and a topic extracted in the previous stage is regarded as a hidden state. We create an HMM, as shown in Fig. 6. Each word in the word sequence corresponds to a topic, and the emission probability distribution is $p(w|z_k)$. The initial state probabilities and transition
probabilities are estimated by the Baum-Welch algorithm [29]. The Viterbi algorithm [29] is used to solve the decoding problem and predict the transformation of the topic sequence.

This study then calculates the topic transformation sequence and aggregates it into a value defined as the theme strength. The theme strength of topic $z_k$ in time interval $t_n$ is represented by $\sigma_{t_n}(z_k)$. The theme strength is calculated as follows: The numerator is the number of words in the sequence that belong to topic $z_k$, and the denominator is the length of the word sequence of $D_{t_n}$. Finally, each time interval $t_n$ will produce a distribution of the theme strength $\{\sigma_{t_n}(z_1), \sigma_{t_n}(z_2), \ldots, \sigma_{t_n}(z_K), \sigma_{t_n}(z_B)\}$. The greater the value of the theme strength, the more likely it is that this time interval belongs to the topic.

$$\sigma_{t_n}(z_k) = \frac{|\{w|w \in D_{t_n} \cap w \in z_k\}|}{|D_{t_n}|}$$

Since a breakpoint refers to the occurrence of a decisive change during the development of the event, the topics will change in the time interval before and after the breakpoint; for example, there is a breakpoint between when the cave rescue search starts and when the boys are found. In view of this, this study detects the time interval in which the breakpoint is located by calculating the variation of the theme strength. According to the results of the previous stage, each time interval has a theme strength distribution. We use the Jensen-Shannon divergence (JS divergence) [8] to measure the difference between the time intervals. The theme variation (TV) between $t_n$ and $t_{n+1}$ is defined as $TV_{(t_n,t_{n+1})}$, and it is calculated as follows:

$$TV_{(t_n,t_{n+1})} = \frac{1}{2} \sum_{k=1}^{K+1} \sigma_{t_n}(z_k) \log \frac{\sigma_{t_n}(z_k)}{m_{z_k}} + \frac{1}{2} \sum_{k=1}^{K+1} \sigma_{t_{n+1}}(z_k) \log \frac{\sigma_{t_{n+1}}(z_k)}{m_{z_k}}$$

In the formula, $m_{z_k} = \frac{1}{2} \left[ \sigma_{t_n}(z_k) + \sigma_{t_{n+1}}(z_k) \right]$, and the number of topics is $K + 1$, including one background topic $z_B$. After calculating the TV of each adjacent time interval, it is then determined whether the time interval is a breakpoint by the following condition.

$$\begin{align*}
TV_{(t_{n-1},t_n)} &> TV_{(t_{n-2},t_{n-1})} + \gamma \\
TV_{(t_{n-1},t_n)} &> TV_{(t_n,t_{n+1})} + \gamma
\end{align*}$$
When the TV value is small, the difference in the theme between the two time intervals is small, which means that the same topic continues. If the two conditions are met, the time interval $t_n$ is determined as a breakpoint. However, the first, second and last time intervals during the event period cannot be detected by the above conditions. In this part, we compare the maximum theme strength to the average of the theme strength in the interval. Following the formula below, if the maximum theme strength value is greater than the average value, the time interval is also regarded as a breakpoint.

$$z_k \in Z, i = 1, 2, N \max(\sigma_t(z_k)) \geq \frac{\sum_{i=1,2} N \sigma_t(z_k)}{K + 1}$$

### 3.5 Curation summarization

After detecting all breakpoints during the development of the event, the study conducts a multidocument summarization between breakpoints. The entire event was aggregated into a concise textual description in the time interval in which progress occurred and finally formed the result of the event curation. The summary module first regroups the news event data set into $\{D_{b_1}, D_{b_2}, \ldots, D_{b_m}, \ldots\} \subseteq D$ based on the breakpoints. $D_{b_m}$ represents all the news articles at breakpoint $b_m$. $D_{b_m}$ is used as the input of the summary module. The first step is to extract the sentences from $D_{b_m}$, cluster the sentences and finally extract the representative sentences of each group to form the final summary.

Before clustering, the sentences must be represented by a vector matrix. We extract all the sentences from the news data set of the breakpoint and store them with the sentence set $S = \{s_k | s_k \in D_{b_m}\}$. Then, the sentences are converted into vectors by one-hot encoding. After the sentence expression is completed, this study uses the spherical K-means proposed by [7]. Spherical K-means is a measure of the similarity between data points based on the cosine similarity. The similarity between two sentences is calculated as follows: The directional characteristics of the vector are considered. When the similarity is greater than 0, $\text{sim}(s_i, s_j) > 0$, which means that the two sentences are similar. Finally, similar sentences are clustered into a group.

$$\text{sim}(s_i, s_j) = \frac{s_i \cdot s_j}{|s_i| \times |s_j|}$$

The last stage of this module is to select the representative sentences. We select them from the sentence cluster obtained in the previous stage and choose the representative sentences of each cluster. First, we establish a topic signature word set (TSW) for the breakpoint. The topic signature word selection follows the theme strength of the breakpoints. Each breakpoint has a theme strength distribution $\{\sigma_t(z_1), \sigma_t(z_2), \ldots, \sigma_t(z_K), \sigma_t(z_B)\}$. From this distribution, we take the top two high-strength themes and extract ten words with the highest $p(w | z_k)$ from each theme into TSW. Next, each sentence in the cluster is stored as a bag-of-words model, and the stopwords are removed to retain only useful words. The bag-of-words model is represented by SW. In this stage, we compare TSW with SW. We use the Jaccard similarity to calculate the similarity between the two, as given in the formula below. We use the similarity as the score to rank the sentences. The higher the similarity is, the higher the ranking. Finally, the representative sentences of each cluster are removed and form a news summary of the breakpoints.
Jaccard(TSW, SW) = \frac{|TSW \cap SW|}{|TSW \cup SW|}

4 Experiments

4.1 Data set

This study involved the most popular news publishers according to the 2018 Digital News Report (see Fig. 7), which was published by the RISJ, including Ettoday.net, Apple Daily and United Daily of Taiwan. In Fig. 7, Yahoo! News is not selected since it is a news aggregator, not a publisher.

Additionally, five popular news events between 2013 and 2019 are selected for evaluation. These events cover a wide range of issues, including disasters, conflicts, accidents and social movements. For each news event, we collected all the search results from the above three news websites. Table 2 provides a brief description of our data set.

Moreover, we also constructed a gold standard. For each news event, we collected human-written timeline overviews from six authoritative online media, including five news agencies (Ettoday.net, Apple Daily, United Daily, Nownews, and Newtalk) and Wikipedia. Each human-written overview contained a list of time points and a corresponding summary. However, considering that each human-written overview has its own focus on the event, we selected the time points that were present in at least three human-written overviews as the gold standard of the breakpoint to ensure consistency. Once a breakpoint was selected, all human-written summaries for that date were collected to form the gold standard of the breakpoint summary.

![Fig. 7](image-url) The use of online news media by Taiwanese respondents in 2018
4.2 Metrics

The experiment is divided into two parts. The first part is the effect analysis of the system used to generate breakpoints and summaries, and the second part is the manual evaluation of the overall curation result. In the breakpoint detection step, this study uses the evaluation indicators precision, recall and F1-measure to verify the effect of the breakpoint generated by the system. We compare the system breakpoint to the gold standard and classify the numbers into four categories, namely, TP, FP, FN and TN, defined as follows. TP indicates that a breakpoint detected by the system also exists in the gold standard. FP indicates that a breakpoint detected by the system does not belong to the gold standard. FN represents a time point that exists in the gold standard but is not detected by the system. TN indicates that the system and manual tags are not considered breakpoints. These four categories can be used to calculate the accuracy of breakpoint detection using the following formula:

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}, \quad F1 - \text{measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

The precision evaluates how many detected breakpoints are truly important developments in the event; the recall represents the number of detected breakpoints among all breakpoints that exist in the gold standard; and the F1-measure is a comprehensive comparison combining the precision and recall.

For the generated summary evaluation, we use the ROUGE to compare the automatically generated summary with the reference summary, which is human written, and calculate the co-occurrence frequency of n-grams between them. The formula is given below, where \(g_n\) is an n-gram and \(\text{Count}_{\text{match}}(g_n)\) indicates the number of times that the system-generated summary and the reference summary both contain \(g_n\). The larger the ROUGE-N is, the closer the two summaries are.
The second step is a manual evaluation of the curation results. We refer to the indicators proposed by [26]. In this paper, we use six indicators to measure the quality of the curation result: usefulness, coherence, referential clarity, nonredundancy, focus, and overall. The evaluation method is mainly based on the findings of researchers in the related domain of information management. The indicators are defined as follows:

1. Usefulness. This is used to understand whether the curation result truly gives readers information about the development of the event.
2. Coherence. This is used to check whether the structure of the curation result is reasonable and whether it seems fluent to the readers.
3. Referential clarity. This tracks whether the reader can clearly know who or what appears in the curation result.
4. Nonredundancy. Unnecessary duplicate words or sentences should not occur in the curation result.
5. Focus. This tracks whether the curation result includes sentences or information that are not related to the development of the event.
6. Overall. Finally, the quality of the curation result is evaluated from the perspective of the reader.

### 4.3 Parameter settings

The methods proposed in this study need to determine the parameters below in advance. Therefore, we aim to find the best system parameters for the subsequent experiment by the methods below.

#### 4.3.1 Parameter 1. The threshold $\alpha$ of the filter processing module

In the filter processing module, we compare the event keyword set to the article keywords to remove irrelevant articles. $N = 10$ is used in this module; that is, the top ten keywords are added to the event keyword set. After the event keyword set is established, the cut ratio is adjusted according to the threshold $\alpha$. The lower $\alpha$ is, the more irrelevant articles are retained. In contrast, if $\alpha$ is too high, there may be excessive deletion, resulting in too few documents remaining in the data set. Therefore, we tested the effect of $\alpha$ on the accuracy of breakpoint detection.

According to the results, the best F1-measure score was obtained for each event when $\alpha = 0.7$, so $\alpha$ was set to 0.7 in subsequent experiments.

#### 4.3.2 Parameter 2. The mixture weight $\lambda_B$ of the background topic in the breakpoint detection module during topic extraction

In the breakpoint detection module, we first conduct topic extraction. This study uses the topic model of the CTM task. It represents each word as a mixture model of the background topic and the latent topics. The mixture weight $\lambda_B$ controls the influence of the background theme. In
the original CTM model, the data set can contain stopwords. In this case, $\lambda_B$ should be set to a high value, and the model will automatically eliminate the less informative words from the topic cluster. Conversely, if the data set is concise and most words are informative, then $\lambda_B$ should be set to a small value.

However, the input data set in this study is a news article collection for the same event. The stopwords are removed during preprocessing, and we desire to use the topic model to display the words of a common theme in the data set. Thus, a lower value will be set. According to the results, when $\lambda_B = 0.2$, the best accuracy is obtained for each event, so the background weight of the topic model in the study is set to 0.2.

### 4.3.3 Parameter 3. The latent topic number $K$ in the breakpoint detection module during topic extraction

As mentioned above, in the breakpoint detection module, a background topic and $K$ latent topics are extracted, so it is still necessary to determine the number of latent topics. In the past, the literature that used the same CTM model for the news data set mostly set $K$ values of 5 to 7 for analysis. Therefore, this step is based on a value of 5 to 7 plus or minus 3 to obtain a range of 2 to 10 to find the most appropriate number of topics. According to the results, each event has its own best number of topics, and they do not have the same $K$ value. Therefore, we also calculate the average of the five events. The results show that when $K = 4$, the highest average is obtained; that is, the model extracting four latent topics is relatively good. Therefore, we set $K = 4$ for analysis in subsequent experiments.

### 4.4 Experimental results

The filter processing module, which is designed to solve the problems caused by the traditional keyword search method, is evaluated first. The experimental results are shown in Fig. 8. Compared with the results of the breakpoints detected without the module, breakpoints that have been filtered are improved in all of the indicators, precision, recall and F-measure. However, in the “Hung Chung-Chiu event”, the recall decreased. We examined the results and found that in terms of the TP value, the result without filtration has one more breakpoint than the result with filtration, but too many breakpoints are detected. Some breakpoints have a large topic variation but are not truly breakpoints for the event. Thus, we use the F-measure, which is the average of the two, and it shows that the filter processing module can truly help improve the quality of breakpoint detection. Moreover, this study further conducted a t test of both unfiltered and filtered samples. According to the experimental results, the p value of the F-measure is 0.0020, which indicates that there is a significant difference between the two (p value < .005). Consequently, it is confirmed that the filter processing module proposed in this study is effective.

Second, we verify the detection effect of the breakpoint detection module. This study calculates the strength and variation of the theme and detects the time points that meet the criteria as breakpoints. This experiment compares our method with the method that detects breakpoints simply by the number of news articles. This quantity method intuitively reflects that when an event has an important development, news agencies will release news items in large numbers. We calculate the number of news articles at each time point in the event data set and set a threshold that indicates the ratio of the number of articles. The time points that occur just before the ratio of the threshold is met are selected as breakpoints. In the quantity method, the number of detected breakpoints increases with the threshold, but the accuracy may not
increase. Therefore, we refer to [16] and set the threshold to 15%; that is, we select a time point with the first 15% of the articles occurring before it as a breakpoint.

The experimental results are shown in Fig. 9. The quantity method has a relatively high precision value for all five events, and even in the Thailand cave incident and Sun An-Tso event, the precision value is equal to 1. The main reason for this is that, under the same threshold ratio, the number of time points included in the event also affects the number of breakpoints detected by the quantity method. Therefore, for events with short time ranges, it may be that only one or two breakpoints are detected and a fairly high precision is obtained. However, a good curation result is expected to be able to detect all breakpoints during event development. Therefore, the second experiment also uses the F-measure as the main measure. According to the experimental results, the breakpoint detection method of this study is superior to the quantity method for each event.

Third, we verify the performance of the summary module. This study obtains an automatic document summary for each breakpoint detected by the system. This experiment compares the system-generated summary with the reference summary of the gold standard and measures the difference by the statistical evaluation indicator ROUGE-N. In our summary module, the number of sentences in the generated summary is affected by the number of clusters. To determine the number of clusters, we count the number of sentences in the reference summary
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of each event and take the average number of sentences, five, as the number of clusters. In addition, this study evaluates \( N = 1 \) and \( N = 2 \) as the n-gram length in ROUGE-N to calculate the recall rate of the summary.

In the third experiment, the summary method of this study is compared with the method using K-means with the Euclidean distance. The experimental results are shown in Fig. 10. Since the summary generated by this study is based on the output of the above breakpoint detection module, the ROUGE-N score is calculated only for the breakpoints that were detected correctly. The experimental results present the average ROUGE-N score for each event. According to the results, the summary of our study has better performance in both ROUGE-1 and ROUGE-2 than the compared method.

As mentioned above, we measured the accuracy of the detected breakpoints and the ROUGE scores of the generated summaries but did not measure the practicality of the curation results for humans. We therefore manually evaluate the overall quality of the curation results generated by the system. We use six indicators—usefulness, coherence, referential clarity, nonredundancy, focus, and overall—to score the curation results of each event. Every reader gives each indicator a score for all events after reading the generated curation results. The mechanism of giving scores is a five-level Likert scale, ranging from strongly disagree (1) to strongly agree (5).

The experimental results are shown in Fig. 11. The curation results of each event achieved a high score, 4.5 or more on average, for usefulness, referential clarity, nonredundancy, and focus. The scores for the coherence indicator are slightly lower. The reason is mainly that the summary method of our study only selects representative sentences from each cluster to compose the summary and does not address the order of sentences. Therefore, the reader
may give a low score to the coherence. Overall, the indicators for curation results range from very poor quality (1) to very good quality (5). The results show that the quality of the curation of the five events, from the reader’s viewpoint, is good. While search engines have mainly been used by people to understand “what’s new” or “what’s going on” [5], they cannot summarize the content of each development phase of an event in a sequential manner for major events. Therefore, this study used random interviews to determine whether needs were met by comparing the curatorial mechanism and search engines. The statistics showed that 80% of the interviewed people were interested in using the curatorial mechanism and could quickly understand the full picture of an event’s development, whereas the remaining 20% were able to find the latest information about events they had followed through search engines. In other words, most people believe that curation mechanisms are better than search engines for finding the news event information they want. This is especially true when time constraints prevent searching for many news events. Therefore, this research proposes an advantageous curatorial mechanism that automatically summarizes the development phases of events. It is more attractive to readers and helps readers understand complex events [21, 31]. Furthermore, the results of this study show the evolution of events at each time point, which is exemplified by an event summary of the “Thailand cave rescue” that was generated by the proposed method, as shown in Fig. 12.
5 Conclusion and future work

With the advancement of network technology and the popularity of mobile devices, the news media industry has gradually transformed to digitalization, and the reading habits of readers have also changed to favor online news. Currently, although news websites offer abundant online news for readers to browse, readers who want to understand the context of specific events still face information overload. The technique of content curation therefore applies to news events. However, most current news event curation methods rely on manual writing, which takes considerable time and effort. In view of this, this study proposes an automated content curation method that combines time information and summary to help readers learn about event development easily.

The proposed method of automated content curation is applied to news events. We expect to help news readers who seek specific event information quickly obtain useful information. In the process of our automatic curation method, we first collect a news event data set by
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**Fig. 11** Results of the manual evaluation of each curation event

**Fig. 12** Curated results of news events taking the “Thailand Cave Rescue Incident” as an example
simulating readers’ searches. Since the search engines of current news websites mainly use keyword matching, if a keyword appears in the content or title, the article will be returned to the reader. This often leads to the website providing the reader with too many articles that are nonrelevant or duplicated, and it is also quite inconvenient for the reader to view the search results. Therefore, a filtering processing module was designed to prescreen the collected news data set before analysis. In the experiment, the effect of the filtering processing module was also verified. We compared the performance of breakpoint detection with and without the module and checked the results with the T test. The results show that adding the filtering processing module can significantly improve the results of breakpoint detection.

In the curation section, this study combines the time sequence and summary to design the presentation of the curated events and automates these elements separately. In the time sequence step, the topic model and an HMM were used to express each time interval according to the strength of the theme and set conditions to find the time intervals with large TV values. In the automated document summary step, this study uses the extractive summarization method to design our summary module. In the stage of selecting sentences from the module, the theme strength and topic word distribution from the breakpoint detection module are used to compare and score the sentences. Finally, an overview of the event is presented to readers.

This study predicts the breakpoints from the topic transfer sequence in the breakpoint detection module. The theme strength and TV at each time point are calculated, and the time point at which the variation is greater than previously is determined to be the breakpoint. In the experiment, the quantity method, which detects breakpoints based on the number of news articles, was compared, and the results showed that our approach was better than the existing method. Since the breakpoint in the gold standard is taken from the artificial edit, the time is usually more precise. Our automatic detection method relies on news articles that are affected by the release time. Therefore, there may be a time delay, and even the time delay of international news may be long. These situations may result in an overall score that is not as good as expected.

The summary module in this study is designed using the extractive summarization method. We adopt the spherical K-means method in the sentence clustering stage and compare it with the K-means method using the Euclidean distance. The results show that the summary method of this study performs well in both ROUGE-1 and ROUGE-2. We also explore the reasons for this, which may be due to the quality of Chinese word segmentation.

This study also measures the curation results from the reader’s point of view. The results of the manual evaluation show that the curation results of this study perform well in the six indicators of usefulness, coherence, referential clarity, nonredundancy, focus and overall. The data set used in this study has several limitations: 1) the publication time is essential, 2) news keywords must be available, and 3) news development needs to last more than one day. Therefore, this research method is not applicable to some data sets that do not contain time information and news keywords. At present, most news articles on most websites contain keywords (e.g., BBC and The Guardian). For the data without the keywords, it could refer to Google trends to get keywords to collect news articles. That could be evaluated in the future works of this research. This study proposes suggestions for future research directions regarding automatic content curation for news events. First, the automatic breakpoint detection method in this study relies on the release time of news articles. However, the release time is affected by news organizations, and even different news sources may have different release times. Therefore, the time delay may be several days after the actual event development time. To solve this problem, this study proposes two improvement ideas. Before using the condition to detect the breakpoint, we can further analyze the adjacent time intervals and conduct merging
or filtering. The second idea is that a news article may contain the time information of the breakpoint. If we can extract the time information from the text and then perform breakpoint detection from these time points, it may make the detection results more accurate.

In addition, the automatic summarization method of this study uses extractive summarization. We selected the best sentence from each group to compose the summary but did not consider the order of the sentences. In the future, the order of the sentences can be processed. Additionally, future work can aim to generate the summary by the abstractive summarization method so that the summary will be smoother and will provide a better curation result for readers.
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