Sharp DNA denaturation in 3D mesoscopic DNA
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The mesoscopic Peyrard-Bishop DNA Hamiltonian describes the main molecular interactions with simple potentials, resulting in an efficient calculation of the melting of the duplex helix. It is based on a 2D model which can be simplified to calculate the classical partition function with the transfer-integral technique. At the heart of this approach are simplifications that leave only a single variable to integrate, but also make it impossible to apply the model to situations where a more detailed structural description is needed. Here, we start from a more realistic 3D description and work out several approximations to arrive at a form that can be handled by the transfer-integral technique. We show that this new approach naturally results very sharp opening transition.

I. INTRODUCTION

Simple models for describing nucleic acids always had an important role for understanding the underlying physics of these important type of biomolecules. For instance the Zimm-Bragg model [1] is one of the earliest theoretical approaches to describe the phase transitions in polypeptide chains providing much of the framework that was later applied to nucleic acids [2] and is in active use [3].

Statistical physics models using interaction potentials, instead of statistical weights, made a debut with Peyrard and Bishop [4] which added a completely new way to describe DNA with mesoscopic models. Its simplicity provides a computational efficiency that outcompetes atomistic simulations for describing melting in DNA [5].

Evidently, the increased efficiency comes at the expense of lack details describing the intramolecular interactions, but we showed that with a suitable approach combining the mesoscopic model with experimental data it is possible to overcome several of those limitations [6, 7]. In recent years, our group used the mesoscopic Peyrard-Bishop (PB) model to handle numerous nucleic acids systems, for instance to describe deoxyinosine [8], GU mismatches in RNA [9] and DNA-RNA hybrids [10]. Many of our finding correlate well with existing structural data from NMR and X-ray measurements providing a good level of validation for this theoretical approach.

The successful description of the melting process of various types of nucleic acids is a major motivation for improving the model without giving up its computational efficiency that makes it so useful. Perhaps the most important limitation today of the original PB model is that it is a purely two dimensional (2D) model [4]. This model represents the DNA molecule as being flat, that is without its characteristic helical structure. One of the possible reasons that explains why this model works so well is that near the melting transition temperature the molecule largely unwinds, as otherwise the strand dissociation would not be possible at all. Therefore assuming a flat molecule may not be such preposterous simplification. Evidently, there were several attempts to remove this constraints which led to the proposal of three dimensional (3D) model Hamiltonian, and within the framework of the mesoscopic description with interaction potentials [11, 12]. These models introduce the helical twist angle but require additional constraints to reduce the degrees of freedom, however they do not calculate the average strand opening with the transfer integral which is the aim of this work. It is noteworthy to mention that if one starts from one of these 3D Hamiltonians and simply set the angles to zero, as if one flattens the 3D model to a 2D space, one does not obtain the form of the original 2D PB Hamiltonian [13].

Our aim is to adapt the 3D Hamiltonian and bring it within the reach of the transfer integral (TI) technique for calculating the average strand opening. The TI technique was developed for systems with nearest-neighbour interactions [14] and is especially well suited for handling the intramolecular interactions in DNA-type systems as it dramatically reduces the numerical effort for calculating the classical partition function. The main challenge here is to find suitable approximations to the multiple integrals of the classical partition function in such a way that the only one dimension remains that can be handled by the TI technique. For the original 2D model this was achieved replacing variables describing the strand displacements by two relative in-phase and out-of-phase displacements [4]. In this case the in-phase
displacement could be readily integrated, and the remaining out-of-phase variable was handled via the TI. For the 3D Hamiltonians the common approach is to fix the distance along the axis of the helix between neighbouring base-pairs, \( z_{n+1} - z_n = h \) shown in fig. 1 as the helical rise distance [15]. By fixing the rise distance, only the radial distance \( r \) and the twist angle \( \theta \) need to be integrated. The angle integration was performed in several different ways, leaving the radial distance integration to be performed by TI [11, 14, 15]. However, fixing the rise distance effectively disallows any motion along the helical axis, the \( z \)-axis in Fig. 1 and therefore is still a major limitation. Other helicoidal models based on the PB Hamiltonian that do not calculate melting transitions or employ different calculation methods, such as refs. [18–21], are not covered here.

Here, we are considering the 3D PB Hamiltonian [11, 16] but without prior fixing the rise distance. As we will see, relaxing this conditions requires the introduction of other constraints, in particular we will restrict the \( z \)-motion, fig. 1 to small amplitudes. In addition, we will consider small twist angles considering that near the melting transition the duplex should unwind almost completely. The small twist angle also resembles the ‘nearly-flat’ scenario used for the 2D model and therefore provides an interesting basis for comparison between the nearly-flat-3D and 2D model. Apart from these constraints we had to introduce a number of additional approximations that would allow us to integrate over \( z \) and \( \theta \) and arrive at a form that could be finally be handled by the TI technique. To fully evaluate the influence of those approximations we also numerically integrated the complete configurational part of the partition function. These numerical tests show that the results from the approximated 3D Hamiltonian are qualitatively similar to the unapproximated ones, and therefore acceptable for the study of melting transitions in DNA.

II. MODEL

The configurational part of the classical partition of a oligonucleotide duplex composed of \( N \) base-pairs is written in terms of the polar cylindrical coordinates \( z, r \) and \( \theta \)

\[
Z_{r\theta z} = \Gamma^N \prod_{n=1}^{N} dz_n d\theta_n dr_n e^{-\beta U_{n,n-1}(z_n, \theta_n, r_n)}
\]  

(1)

where \( \beta = 1/(k_B T) \), \( k_B \) is the Boltzman constant and \( T \) the absolute temperature. \( \Gamma \) is a density factor, which is taken here as a reciprocal unit of volume, such that \( Z_{r\theta z} \) becomes adimensional. \( U \) is the configurational part of model Hamiltonian and is a function of \( z, \theta \) and \( r \). The customary periodic boundary condition, where the last base-pair interacts with the first, is represented by the potential \( U_{1,N} \). The average radius \( \langle r_k \rangle \), representing the intra-strand opening, can be calculated as follows

\[
\langle r_k \rangle = \frac{\Gamma^N}{Z_{r\theta z}} \int \int \int \prod_{n=1}^{N} r_k dz_n d\theta_n r_n dr_n e^{-\beta U_{n,n-1}}
\]  

(2)

For the case where all model parameters are the same at each site \( k \), we have \( \langle r \rangle = \langle r_1 \rangle = \ldots = \langle r_N \rangle \).

For all \( r_n \) and \( \theta_n \), the integrations are taken within the limits \( r_n \in [0, b], \theta_n \in [-\Theta, \Theta] \). For \( z \) we integrate within a region \( \pm \zeta \) around the rise distance \( h_0 \) such that the limit is taken as

\[
z_n \in [(n-1)h_0 - \zeta, (n-1)h_0 + \zeta]
\]  

(3)

the partition function is then written with explicit integration limits as

\[
Z_{r\theta z} = \Gamma^N \int_{0}^{b} \int_{-\Theta}^{\Theta} \int_{(n-1)h_0 - \zeta}^{(n-1)h_0 + \zeta} \prod_{n=1}^{N} dz_n d\theta_n r_n dr_n 
\]  

\[\times \exp [-\beta U_{n,n-1}(z_n, \theta_n, r_n)]
\]  

(4)

where each integration symbol implies \( N \)-uple integrals.

The interaction potential \( U \) is divided into stacking interactions \( W_{n,n-1} \) and base-pair interactions \( V_n \).

\[
U_{n,n-1}(z_n, \theta_n, r_n) = V_n(r_n) + W_{n,n-1}(z_n, \theta_n, r_n)
\]  

(5)

In terms of the polar cylindrical coordinates and considering the 3D scheme shown in fig. 1 the base-pair interaction potential is solely a function of \( r_n \), that is \( V_n(r_n) \) and it brings no difficulty for the integration of eq. (1),

\[
V_n(r_n) = D \left(e^{-a(r-R_0)} - 1\right)^2
\]  

(6)

where \( D \) is the depth of the potential, \( a \) the width and \( R_0 \) an equilibrium distance. The stacking interaction \( W \) however depends on all coordinates and links to consecutive base-pairs \( n \) and \( n + 1 \), which is the main point of difficulty for a full algebraic integration of the partition function, eq. (1). Therefore, our efforts will centre on the handling of the 3D stacking potential and, unlike the base-pair potential, the specific form of this potential is a crucial aspect of the theoretical method.

The stacking interaction potential is given by the harmonic potential between neighbouring bases \( n \) and \( n + 1 \),

\[
W_{n,n-1} = \sum_{n=1}^{N} \frac{k}{2} (J_{n,n-1} - J_0)^2
\]  

(7)

where \( J_{n,n-1} \), shown as a green line in fig. 1 is the distance between two bases, \( J_0 \) is the equilibrium distance, and \( k \) the elastic constant. In polar cylindrical coordinates \( z, r \) and \( \theta \), shown in fig. 1 the distance \( J_{n,n-1} \) is written as

\[
J_{n,n-1} = \sqrt{\Delta_{n,n-1}^2 + f_{n,n-1}^2}
\]  

(8)
where $f_{n,n-1}$ is the $xy$-projection

$$f_{n,n-1} = \sqrt{r_n^2 + r_{n-1}^2 - 2r_n r_{n-1} \cos(\omega + \theta_n - \theta_{n-1})}$$

(9)

The equilibrium distance between the two consecutive base-pairs along the $z$-axis is $h_0$, corresponding to the rise distance and $\omega$ is the structural twist angle [15]. For simplicity, we will assume that both bases at the $z$ site are at the same distance in regard to the $z$ axis, that is, they move symmetrically with respect to the helical $z$ axis. While this may seem overly restrictive, we have shown that for the classical partition function in the 2D system this means that the elastic constant is simply the average of the elastic parameters of each strand [22]. Therefore, the elastic constant $k$ is the equivalent constant of the two springs to each side of the duplex strand. In terms of the DNA structure, the base pairs of a B-DNA helix have almost no slide and no inclination, that is they are centred and perpendicular to the helical axis [15]. Therefore, our description is reasonable for B-DNA, but probably not for A-DNA.

We now expand eq. (8) to second order of $\Delta z_n^2$,

$$J_{n,n-1} \approx \Delta z_{n,n-1} \left[ 1 + \frac{1}{2} f_{n,n-1}^2 - \frac{1}{8} \left( \frac{f_{n,n-1}^2}{\Delta z_{n,n-1}^2} \right)^2 \right]$$

(10)

We will use the additional restriction

$$\Delta z_{n,n-1} \approx J_0$$

(11)

which is necessary for the integration in $z$, and the partition function simplifies to

$$Z_{r\theta z} = \Gamma(2\zeta)^N \int_0^b \prod_{n=1}^N dr_n d\theta_n r_n e^{-\beta V(r_n)} \times \exp \left( -\beta k \frac{f_{n,n-1}^4}{4J_0^2} \right)$$

(12)

For the angle integration we will use the approximation

$$\cos(\omega + \theta_n - \theta_{n-1}) \approx 1 - \frac{\omega^2}{2}$$

(13)

and integrating over $\theta$, we arrive at the final approximated form of the partition, after rearranging terms to symmetrize the integrand function

$$Z_{r\theta z}^{\text{app.}} = \Gamma^N (4\zeta)^N \int_0^b \prod_{n=1}^N dr_n \sqrt{r_n r_{n-1}} \times \exp \left\{ \frac{\beta}{2} \left[ V(r_n) + V(r_{n-1}) \right] \right\} \times \exp \left\{ -\beta k \frac{(r_n - r_{n-1})^4}{4J_0^2} \right\} \times \exp \left\{ -\beta k \frac{r_n^2 r_{n-1}^2 \omega^4}{4J_0^4} \right\}$$

(14)

Note that the fluctuations along and around the $z$-axis are given by $\zeta$ and $\Theta$, respectively, which are now outside the remaining integration, therefore those factors will simply cancel out when calculating expectation values, eq. (2). The remaining variable to integrate is in $r_n$ which can be handled by the transfer integral technique.

### A. Numerical tests

To verify the impact of the successive approximations we will perform a numerical integration of the complete partition function, eq. (11), and compare it to the final approximated partition function, eq. (14). The numerical evaluation of eq. (11) will be carried out for the smallest possible number of base pairs, $N = 2$, which requires the numerical evaluation of a 6-tuple integral and as well as substantial computational resources. Nevertheless, considering a homogeneous DNA sequence, $N = 2$ is sufficient for our purposes. We will designate the partition calculated from eq. (11) in this way as $Z_C$, where $C$ stands for complete.

$$Z_C = Z_{r\theta z} [N = 2,b,\zeta,\Theta]$$

(15)

Furthermore, we calculate eq. (15) by adding the restrictions of eqs. (11) and (13), we will call this the restricted (R) calculation, which is a subset of the $Z_C$ calculation,

$$Z_R = Z_C \left[ \Delta z_{n,n-1} \approx J_0; \cos(\omega + \theta_n - \theta_{n-1}) \approx 1 - \frac{\omega^2}{2} \right]$$

(16)

For all numerical calculations we use the Gauss-Legendre quadrature. The integration steps were 1500 for $b$, which is the most critical integration due to the occurrence of numerical instabilities and divergences. For varying integration limit $b$ we used the rule of $200 + 6b$ integration points. For $\zeta$ and $\Theta$, 10 integration points were found to be sufficient for achieving numerical convergence.

The approximated partition function eq. (14) can be evaluated via the transfer integral (TI) technique [18, 23]. In this technique the kernel is discretized over $M$ points in the interval $[0,b]$, resulting in a $M \times M$ symmetrical matrix which is diagonalised, resulting in $M$ eigenvalues $\lambda_i$, such that the resulting partition function becomes

$$Z_{TI} = \Gamma^2 (4\zeta)^2 \sum_{i=1}^M \lambda_i^2$$

(17)

The average radius $\langle r \rangle_{TI}$ is calculated as

$$\langle r \rangle_{TI} = \frac{\sum_{i=1}^M \lambda_i^2 \int_0^b |\phi_i|^2 rdr}{\sum_{i=1}^M \lambda_i^2}$$

(18)

where $\phi_i$ are the eigenfunction. For details of this procedure see Refs. [4, 23, 24].

For the numerical tests we used the following parameters: $D = 0.2 \text{ eV}$, $a = 42.5 \text{ nm}^{-1}$, $k = 4 \text{ eV/ nm}^2$. 


$J_0 = 0.7 \text{ nm}$, corresponding to a homogeneous oligonucleotide sequence, and were largely chosen to highlight the main differences in the integration methods. The equilibrium distance was taken as $R_0 = 0.1 \text{ nm}$, as $r$ represents half the distance between the base pairs, this corresponds to a hydrogen equilibrium bond distance of $2R_0 = 0.2 \text{ nm}$.

III. RESULTS AND DISCUSSION

The dependence of the average radius $\langle r \rangle$ as function of temperature is shown in fig. 2a. for the three types of numerical tests, C, R and TI. In all cases, the denaturation curves exhibit the characteristic sigmoidal shape of the melting transition that has been the landmark of the Peyrard-Bishop model [4]. The approximated calculation, TI, underestimates the average radius when compared to the C and R calculations, especially as temperature increases. The restrictions represented by eqs. (11) and (13) do represent a substantial part of this reduction, as shown by the R calculation. This is to be expected as all three approximations, eq. (10) and (13), essentially limit the scope of the integration thus resulting in smaller $\langle r \rangle$. Nevertheless, TI is qualitatively similar enough for our purposes to be an acceptable approximation. This similarity suggest that it should be possible for the TI calculation to fully reproduce both C and R by a suitable adjustment of the parameters. Furthermore, the procedure outlined here allows to estimate the error incurred by comparing to the full numerical integrations for $N = 2$. The spectrum of $\lambda_2$ is shown in fig. 2b and displays the characteristic anti-crossing between successive eigenvalues [26], which is highlighted in the zoomed-in inset. Unlike the spectra of the 2D models [26] where the eigenvalues have a substantial gap at the anti-crossings, here in fig. 2b this gap is not noticeable.

Note that the transition shown in fig. 2 is very broad for all cases, this due to the fact that the DNA sequence has only two base pairs, that is $N = 2$. Sharp transitions observed for the Dauxois-Peyrard-Bishop (DPB) Hamiltonian with an anharmonic term and by setting $N \to \infty$ [27]. In fig. 3 we show the dependence of $\langle r \rangle$ for a sequence of length $N = 25$ displaying an extremely abrupt transition. Varying the Morse potential $D$ changes the temperature where the transitions occurs but not the $\langle r \rangle$ at high temperatures. The stacking parameter $k$ on the other hand has an influence on both the onset of the transition and the high temperature value of $\langle r \rangle$. For comparison, we shown in fig. 3 some examples of average displacements ($y$), the equivalent 2D quantity to the 3D $\langle r \rangle$. Clearly, the 3D model has a much steeper increase of $\langle r \rangle$.

To understand the differences between the 3D and 2D model it is instructive to look at the symmetrized kernel that is obtained from eq. (14) and is used for the TI calculation,

$$K_{3D}(x, y) = (xy)^{1/2}e^{-\frac{1}{2}(V(x)+V(y))} \exp \left[ -\beta k \frac{(x - y)^2}{4J_0^2} \right] \times \exp \left[ -\beta \frac{x^2y^2\omega^4}{4J_0^2} \right] \quad (19)$$

and compare with the 2D kernel [3, 5]

$$K_{2D}(x, y) = e^{-\frac{1}{2}(V(x)+V(y))} \exp \left[ -\beta k \frac{(x - y)^2}{2} \right] \quad (20)$$

One important difference is the $(x - y)^4$ in stacking term of the 3D kernel, instead of $(x - y)^2$ for the 2D kernel [5]. If one thinks of mapping the 3D kernel to a 2D configuration space, this would seem like introducing an anharmonic stacking. However, in our tests with the 2D model such a fourth power term is not the main cause a steep transition (data not shown), although it has an important influence on which temperature the transition starts and how large $\langle r \rangle$ becomes at higher temperatures. Which actually ensures the abrupt rise of $\langle r \rangle$ is the $(xy)^{1/2}$ factor which comes from the added degree of freedom. It also has an effect on magnitude of the potential parameters. For instance, the $D$ we used to obtain a transition at higher temperatures is much closer actual energies of the hydrogen bonds [28, 29], whereas for the 2D model these potentials had to be an order of magnitude smaller. The last factor in eq. (19) contains the twist angle $\omega$ which plays a role in preventing the divergence in the integration, we will discuss this in more detail next.

All PB-type models suffer from a numerical divergence, this is becomes especially apparent for the anharmonic DPB model and was discussed in detail by Zhang et al. [23]. One tentative approach to circumvent this divergence is to add a twist angle $\omega$ to eq. (20) [5],

$$(x - y)^2 \Rightarrow (x^2 - 2xy \cos \omega + y^2) \quad (21)$$

which mimics a small out of plane angle. This procedure avoids the divergence for any 2D model [23], but also reduces the steepness of the transition, see dashed curves fig. 3a). In general, the solvent-barrier (SB) model [24], another PB-model Hamiltonian, has a much steeper increase of the displacement than the anharmonic Dauxois-Peyrard-Bishop (DPB) [27] or the original harmonic PB model [4]. The 3D model is not immune to the divergence problem if the twist angle is zero, $\omega = 0$, as shown in fig. 3b. The radius $\langle r \rangle$ diverges much more strongly than the partition function $Z_{\theta_2}$ due to the additional variable $r$ in the integration of eq. (14). Therefore the onset of the divergence for $\langle r \rangle$, fig. 3a) occurs at a much shorter $b$ than for $Z_{\theta_2}$, fig. 3b). The divergence appears equally for the C and TI calculations, and consequently is not a particularity introduced by the approximations or by the transfer integral technique. Setting the twist angle $\omega$ to a non-zero value, no matter how small, removes the divergence entirely and therefore brings some justification to the similar approach used in the 2D model, eq. (21) [24].
Figure 2. Panel (a): calculated average radius $\langle r \rangle$ as function of temperature for calculations of type C (black curve), R (blue short dashed) and TI (red long dashed). Panel (b): 10 highest eigenvalues $\lambda_n$, the inset shows a zoom-in to highlight the anti-crossings. Integration limits are $\zeta = 10^{-2}$ nm, $\omega = 0.05$ rad, $\Theta = 0.01$ rad and $b = 20$ nm.

Figure 3. Calculated average radius $\langle r \rangle$ (panel a) and calculated 2D average displacement $\langle y \rangle$ (panel b) as function of temperature for sequences of size $N = 25$. Panel (a): Morse parameters parameters are $D = 0.2$ eV for all curves, except dashed black curve for which $D = 0.15$ eV was used; Stacking parameters are $k = 4$ eV/nm$^2$ for the red solid curve and black dashed curve, the remaining dotted curves are indicated in eV/nm$^2$. Parameters for the TI were $\zeta = 10^{-2}$ nm, $\omega = 0.05$ rad, $\Theta = 0.01$ rad and $b = 20$ nm. Panel (b): parameters for the 2D DPB model as in ref. [27], and for PB and SB as in ref. [26]. Also shown as dashed curves, with suffix ND (non-divergent), are the calculations with added angle $\omega = 0.01$ as in eq. (21).

The limit $\Theta$ of the angle $\theta$ and the upper limit $\zeta$ for the $z$ variable both appear as constant factors in eq. (14) and therefore are cancelled in the calculation of the average radius. As a consequence, the average radius is constant for the approximated calculation as shown in fig. [3]. The same happens for the restricted calculation R, which means that this caused solely by the restrictions. The complete calculation C quickly increases with $\Theta$, fig. [3], which justifies our initial assumption that this limit needs to be very small. The $\Theta$ also increases for the C calculation, fig. [3], albeit not as fast as for $\Theta$. For the twist angle $\omega$ we observe a progressive reduction of the average radius $\langle r \rangle$ after $\omega = 0.02$. For larger angles, $\langle r \rangle$ tends towards the equilibrium radius $r_0$, which is consistent with the idea that for larger angles the helix can not separate without unwinding.
Figure 4. Calculated (a) configurational part of the partition function $Z_{\sigma \delta}$ and (b) average radius $\langle r \rangle$ as function of the upper limit $b$ of the integration variable $r$, at 200 K. Full curves are for a twist angle of $\omega = 0.05$ rad and dashed curves for $\omega = 0$. Integration limits are $\zeta = 10^{-2}$ nm, $\Theta = 0.01$ rad.

IV. CONCLUSIONS

We have developed and tested several approximations that allow the 3D Hamiltonian to be integrated with the transfer integral (TI) method. A very sharp transition is observed, much steeper than for any harmonic or anharmonic 2D model. The new model can be used within the framework of the TI method that already exist for the 2D models [30]. The inclusion of rise distances in a setting which is more similar to the B-DNA will allow the development of new applications of the PB models, for instance to describe fluorescence resonance energy transfer (FRET) related distances in DNA [31].
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