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Teaching evaluation, as a written measure of teachers’ teaching work achievements, can motivate teachers to teach rigorously and work hard. However, the existing teaching evaluation system in China lacks sound standards and approaches. On the one hand, scientific research projects, funding, papers, etc. have become the criteria for measuring a teacher’s performance, and this situation has contributed to the culture of quick success; on the other hand, the current teaching evaluation system is based on indicators of teaching quality achievements or subjective judgments of experts and subject groups, and these evaluation methods can only respond to some teaching quality from a one-sided perspective and cannot make a comprehensive, systematic, and scientific analysis and judgment of teachers’ work cannot be made comprehensively, systematically, and scientifically. A good teaching evaluation system can not only help teachers distinguish the shortcomings of the current course teaching but also motivate them to make further efforts and devote themselves to the teaching tasks. In this paper, we hope to find a reasonable way to evaluate teachers’ teaching work based on the proportion of different indicators and different influencing factors from machine learning, in view of the current unscientific evaluation methods that differentiate teachers’ performance of various work indicators. Through experiments, it can be found that using gradient descent methods, we can obtain such a scientific model that can make a positive contribution to teaching evaluation.

1. Introduction

In recent years, with the continuous development of society and the progress of science and technology, education has become more and more important in the development of the country [1]. The main purpose is to cultivate more excellent and high-quality students for the society and the country [2].

The main purpose is to cultivate more excellent and high-quality talents for the society and the country and to import fresh blood for the development and progress of the society and the country [4]. In recent years, due to the reform and development of education, the universities have inevitably expanded their enrollment, resulting in an increase in the number of teaching quality, and it is difficult for the teachers in charge to grasp the learning situation of every teaching quality and give timely advice and help on teaching quality [5]. So it becomes very important to analyze the teaching quality data, predict the learning situation of teaching quality, and remind the abnormal teaching quality in time. The progress of technology makes teaching diversified, making students easy to be attracted by the teaching content, and many teaching quality can easily develop the idea of relaxing themselves when entering university, these will lead to teaching quality no longer studying hard and cannot acquire professional knowledge well during university, some teaching quality even cannot complete their studies successfully because they fail too many courses, and cannot get the degree and diploma, so it is necessary to analyze the examination results of teaching quality to understand its learning situation and to provide academic warning for teaching quality [6].
In the teaching process of higher education institutions, examinations have traditionally been an indispensable part of it. Examinations play the examination results of teaching quality represent the mastery of recent knowledge, which can be used to understand the mastery of the course and the ability to learn new knowledge, and to motivate teaching quality to learn [7]. Teaching quality results have always been one of the important indicators for schools and enterprises to assess the learning situation and ability of teaching quality, and examinations occupy a very important position in all types of school teaching. There is a lot of information in the data such as teaching quality examination results, and schools can adjust their teaching plans and carry out educational reforms in time through the information fed by teaching quality examination results, thus improving the quality of teaching [8] in [9] schools [10].

At present, the use of the teaching quality data information stored in the teaching management system of the school is still only some conventional and basic statistics, such as statistics on the average score of the course, the course failure rate, and the highest score of the course [11]. But these analysis results obtained are summaries of the courses that have been learned by the teaching quality, reflecting the learning situation of students in the past period of time, which can warn the teaching quality of unqualified grades, however, they do not provide early warning for future learning and cannot well motivate the learning of teaching quality [12]. So how to analyze these teaching quality data and what scientific and efficient methods to use to analyze teaching quality data and get the valuable information hidden in it, to achieve the monitoring and early warning of teaching quality learning, and then help teaching quality to improve their examination results has become an important research direction, the research goal of this thesis is to find the methods that can train an efficient and easy to understand academic early warning model. Machine learning is a key technology to exploit the value of data, and its close connection with big data exists [13]. The core of big data is to exploit the value of data, and the purpose of this thesis is to find simple and efficient machine learning algorithms to analyze teaching quality data, to make full use of the value of data in the school teaching management system, to predict the future learning of teaching quality, and to provide more valuable information [14].

At present, although “quality education” and “ability education” are gradually attracting attention, in terms of the actual education situation, knowledge, and intelligence education are still the core, main, and main content. The quality of teaching and learning is still measured and evaluated by academic achievement and even by schools [15]. The assessment of teaching quality is a relatively subjective process, but it has a profound guiding meaning for teachers’ teaching work. In major universities, the importance people attach to teaching quality requires us to do scientific assessment of teaching so as to actively motivate teachers’ work. Compared with the previous method of using simple statistics by expert panels to calculate teachers, in terms of content, it cannot comprehensively cover various possible factors affecting teachers’ teaching quality; in terms of rationality, it uses simple statistics and does not recognize that the proportions occupied by various influencing factors are different; in terms of simplicity, it does not get a calculation model that can be generalized among various disciplines [16].

When we conduct teaching evaluation activities, the first thing we need to clarify is the teaching evaluation indicators, once we have clear indicators, teachers have a basis for comparison and reference in the daily teaching process, so we can see that teaching evaluation has a guiding function [17]. In this machine learning course, we can know that machine learning is different from the learning of previous courses, and its purpose is to make teaching quality learning how to make machines acquire by identifying and using existing knowledge. As an important research area of artificial intelligence, the research work of machine learning is mainly focused on three basic aspects of learning mechanism, learning methods, and task-oriented research.

2. Related Work

With the recent boom in technologies such as machine learning and artificial intelligence, more and more fields are adopting advanced techniques to study the available data and promote the progress and development of the field, such as computer field and business field. Nowadays, there is also an increasing interest in academic warnings based on the results of teaching quality test scores or analysis or on the results of analysis of some behavioral activities in the daily life and learning process of teaching quality. For example, [18] used artificial neural networks to analyze the data of final grades, midterm grades, and educational background of teaching quality to predict the passing status of teaching quality [19], [20] described studies related to the use of data mining techniques for predicting the performance of teaching quality. [21] used data mining techniques to study the performance of teaching quality and they conducted two main studies, first, to predict the performance of teaching quality at the end of four years of study and second, to study the development of typical cases and combine them with the predicted results to provide timely warnings for teaching quality. In general, some foreign researchers have done a lot of relevant research in combining the current advanced data mining techniques and methods with university education for predicting the achievement and performance of teaching quality, and thus advancing the development of higher education.

[22] used a combination of feature selection and machine learning algorithms to analyze test scores, first using feature selection techniques to preprocess test scores, and then using decision tree algorithms to predict teaching quality test scores. [23] used multiple linear regression analysis to quantify the teaching quality test score data, analyzed the relationship between teaching quality English IV scores and teaching quality final scores, and constructed a multiple linear regression model for evaluating and predicting teaching quality scores. [24] used a decision tree algorithm to study the teaching quality test scores to warn the failed teaching quality, and he predicted the teaching
quality professional course grades by the teaching quality basic course grades, and teachers can focus on the teaching quality with poorer predicted grades according to the prediction results, so as to reduce the class failure rate and improve the teaching quality. [25] used the Ada Boost boosting algorithm to analyze the teaching quality data information of a junior high school to predict the teaching quality next examination results.

Many studies at this stage only predict whether there is a failure in a certain subject of teaching quality, in this paper, the prediction of teaching quality situation can better achieve the purpose of improving teaching quality of independent learning [26]. The study of academic early warning of teaching quality based on the data information of teaching quality can provide extremely informative suggestions for the reform of teaching evaluation and teaching work.

3. Research on Prediction of Teaching Quality Situation Based on Machine Learning

At present, the teaching quality assessment function is not yet available in the teaching management systems of universities, and they all only alert the teaching quality by counting the number of failed subjects, which has a lag and cannot provide early warning function. This section describes in detail the principles and steps of using the weighted plain Bayesian algorithm and the decision tree algorithm to analyze the teaching quality performance; first, we need to obtain the plain Bayesian graduation prediction model and the C4.5 graduation prediction model, and then use certain rules to combine the models obtained by the weighted plain Bayesian algorithm and the decision tree algorithm to obtain the WNB-C4.5 teaching quality prediction model [27]. The effectiveness of the obtained classification models is also evaluated experimentally, and the combined model is compared with the single model to obtain the best early warning model for teaching quality situation.

3.1. A Study on Early Warning of Teaching Quality Based on Plain Bayesian

The plain Bayesian algorithm is a very representative machine learning classification algorithm and a classical probabilistic-based classification method. With the features of simple and easy to understand principle and easy to implement, the plain Bayesian algorithm is therefore used in many fields. In the plain Bayesian algorithm, the individual feature attributes are considered to be independent of each other, and there is no interdependence between them. The $n$ feature attributes in the experimental data set can be represented by $A_1, A_2, A_3, \ldots, A_n$. A sample data waiting for testing can be represented as $x = \{x_1, x_2, x_3, \ldots, x_n\}$, and the value of the category label of that sample corresponds to a value in the set $C$ of category labels. If there are five feature attributes in the experimental data set, then the structure of the model of plain Bayes is shown in Figure 1:

![Figure 1: Schematic diagram of the structure of the plain Bayesian model.](image)

The biggest difficulty in obtaining the posterior probability using Bayes’ theorem is that the conditional probability of a class is the joint probability of all genera The joint probability on the properties, but it is difficult to obtain its value directly in the limited sample data [28]. In using the plain Bayesian, the classification is based on attribute independence and Bayes’ theorem. For a given training data set, first, the joint probability of the input data and the output class is learned by assuming that each feature attribute is independent of each other; then, based on this model, we use Bayes’ theorem to calculate the posterior probability of the samples to be classified. The category value that corresponds to the largest posterior probability is the final classification result of the sample to be classified. It is assumed that the feature attributes are independent of each other. The posterior probability is

$$P(c|x) = \frac{P(c)P(x|c)}{P(x)} = \frac{P(c)}{P(x)} \prod_{i=1}^{n} P(x_i | c),$$

where $c$ is the value of a category in the set of classification results $C$. In the case of graduation prediction studies, there are only two categories, graduation and nongraduation, $n$ is the number of feature attributes in the data set, $x_i$ is the value of sample $x$ on the $i$th feature attribute, and $P(c)$ is the probability that the sample category in the data set is $c$ [29]. For each category, $P(x)$ is the same, so the Bayesian decision criterion based on the above equation can be known as the formula for plain Bayesian classification:

$$h(x) = \arg \max_{c} P(c) \prod_{i=1}^{n} P(x_i | c).$$

From the above equation, training the plain Bayesian classifier is to calculate the prior probability of each class and the conditional probability of each attribute using the data in the training data set. The formula for calculating the prior probabilities of the classes is shown below:

$$P(c) = \frac{|D_c|}{|D|}.$$  

The conditional probability is calculated with respect to the type of data. If the data for the feature attributes are discrete values, the conditional probability is the ratio of the total number of $x_i$ samples, $D_{c,x_i}$, is the number of samples, and $|D_c|$ is the category label $c$ in the training data set for the $i$th feature attribute value, with the following formula:
If the feature attributes are continuous type data, the conditional probability is assumed to obey the positive too according to the probability density function distribution, which is calculated as follows:

$$P(x_i | c) = \frac{|D_{c,x_i}|}{|D_c|}$$ (4)

where $\mu_{c,i}$ is the mean on the $i$th characteristic attribute in category $c$ and $2\sigma_{c,i}^2$ is the variance on the $i$th characteristic attribute in category $c$.

### 3.2. A Study on Teaching Quality Early Warning Model Based on Attribute Weighted Parsimonious Bayes

This prerequisite makes the algorithm have some uncertainty, and there are differences in the impact of each feature attribute on the graduation prediction, some features have a greater impact on the prediction result, while some attributes have a smaller impact on the prediction result. Since different attributes have different effects on the classification results, and there are correlations among the attributes, if we do not consider these effects and treat all feature attributes as having the same effect on the classification, and set all feature attributes as independent of each other, this will affect the quality of the teaching quality prediction model and reduce the accuracy of the prediction results. In order to improve the accuracy of model classification and increase its use value, the According to the different effects of different feature attributes on the classification results, based on the plain Bayesian algorithm, the Based on the plain Bayesian algorithm, we add a suitable weight to the different feature attributes according to their influence on the prediction results, and improve the prediction results’ The correctness of the prediction results is improved by adding a weight to the attributes according to their influence [12].

When using the plain Bayesian algorithm with attribute weighting to obtain the prediction model of teaching quality, first, the influence of the attribute on the classification result should be determined according to the influence of the attribute on the classification result. The PBP algorithm is based on the influence of the attribute on the classification result, and then the weights of the attribute are used to. Then, the weighted Bayesian formula is adjusted by using the weight coefficients of the attributes to obtain the weighted Bayesian formula, which is defined as

$$h = \arg \max P(c) \prod_{i=1}^{n} P(x_i | c)^{w_i}$$ (6)

where $w_i$ represents the weight of the $i$th feature attribute, and the greater the influence of the feature attribute on the prediction result, the greater the corresponding weight of the attribute.

From the above (6), it can be seen that in the attribute weighting based plain Bayesian algorithm how to weight the feature attributes are weighted and how to calculate the weights of each feature attribute with high quality and efficiency is a very important step. Therefore, the way to calculate the weights of each feature attribute becomes a key issue.

The information gain is often used in the decision tree algorithm to select the split feature attributes. In the information gain, the more information a feature attribute brings to the classification system, the more important the feature attribute is in the overall classification systemthe more important the feature is in the overall classification system. Therefore, in this section, the importance of a feature attribute is determined by the amount of information it brings to the system, and the weight of the feature attribute is determined by the amount of information it brings to the system. The information gain of feature attribute $A$ is

$$Gain(D, A) = H(D) - H(D | A).$$ (7)

The empirical entropy and the conditional entropy in Eq. are calculated as follows:

$$H(D) = -\sum_{k=1}^{K} \frac{|C_k|}{|D|} \log_2 \left( \frac{|C_k|}{|D|} \right)$$

$$H(D | A) = -\sum_{j=1}^{m} \frac{|D_j|}{|D|} H(D_j) = -\sum_{j=1}^{m} \frac{|D_j|}{|D|} \sum_{k=1}^{K} \frac{|D_{j,k}|}{|D_j|} \log_2 \left( \frac{|D_{j,k}|}{|D_j|} \right)$$ (8)

where $|C_k|$ is the number of samples belonging to $C_k$ in the data set, $K$ is the number of categories in the set $C$ of categories, $m$ is the number of attribute values in attribute $A$, $|D_j|$ is the number of samples in subset $D_j$, and $|D_{j,k}|$ is the number of samples in subset $D_j$ whose sample category is $C_k$.

The higher the value of information gain of attribute $A$ means that attribute $A$ has a greater influence on the final classification result when conducting the teaching quality warning study, and the more important it is in the classification. The information gain value of each attribute is calculated according to the formula, and the weight of each attribute can be obtained as follows:

$$W_i = \frac{Gain(A_i)}{\sum_{i=1}^{n} Gain(A_i)}.$$ (9)

Based on the principle of attribute weighted plain Bayesian algorithm, an early warning model of teaching quality situation is obtained and tested. The specific steps can be summarized as follows:

**Step 1:** Construct an experimental data set based on the obtained teaching quality data and process it to make the data meet the requirements of the algorithm, then divide the experimental data set into a training sample set $D$ and a test sample set $T$.

**Step 2:** Calculate the information gain of each feature attribute in the training set based on the input training data.
Step 3: Based on the input training data, calculate the conditional probability of each feature attribute in the training data set and the prior probability of each feature attribute and the prior probability of each category in the training data set.

Step 4: Perform the weight calculation and calculate the weights of all feature attributes based on the information gain of feature attributes and the prior probability of each category and the conditional probabilities of all feature attributes obtained in Step2 and Step3, and then obtain the teaching quality prediction model.

Step 5: Perform teaching quality prediction model testing. The obtained graduation situation prediction model is tested using the test data set. The model is tested, i.e., the teaching quality samples in the test data set are classified. And the output classification results are compared with the output classification results are compared with the real categories of the samples to analyze the model effect.

The specific process of obtaining a classification model based on attribute weighted plain Bayesian algorithm is shown in Figure 2.

3.3. A Study on Teaching Quality Assessment Based on Combined Decision Tree and Parsimonious Bayesian Algorithm

3.3.1. Basic Principles of Decision Tree and Plain Bayesian Combination Algorithm. When combining the classification results of the two classification models, it is based on the two models in the validation data set and the posterior probability of the two types of models, the probability that the test sample belongs to each category is calculated, and the category label with the maximum probability. The category label that corresponds to the highest probability is the classification result. The probability of a sample belonging to each category is calculated as:

$$ P(c|x) = \frac{A_{WNB} \times P(c|x)_{WNB} + A_{C4.5} \times P(c|x)_{C4.5}}{A_{WNB} + A_{C4.5}} ,$$ (10)

where $c$ is a category value, $A_{WNB}$ is the accuracy of the final obtained plain Bayesian classification model in classifying the validation data set, and $A_{C4.5}$ is the accuracy of the final obtained Bagging-C4.5 decision tree classification model in classifying the validation data set. $P(c|x)_{WNB}$ is the classification result of the total obtained plain Bayesian classifiers for the samples to be classified is the proportion of classifiers of category $c$ in the total classifiers. The calculation formula is as follows:

$$ P(c|x)_{WNB} = \frac{1}{n} \sum_{i=1}^{n} Z_i ,$$ (11)

where $n$ is the number of plain Bayesian classifiers and $R(T)$ is the classification result. C4.5 posterior probability $P(c|x)_{C4.5}$ of the decision tree classification model is similar to that of plain Bayesian.

3.3.2. Implementation of Combined Decision Tree and Plain Bayesian Algorithm. The research of the combined algorithm of attribute weighted plain Bayesian algorithm and C4.5 decision tree algorithm is carried out in two main phases as follows:

(1) Model Training Phase. In this phase, the model is trained using the acquired sample data using the weighted plain Bayesian algorithm and the Bagging-C4.5 algorithm, respectively. In this paper, data processing operations such as data feature extraction were performed on the data collected for teaching quality, and the data set required for the experiment was constructed and divided into training data set, validation data set, and test data set according to a certain ratio. Finally, the two models were combined according to certain rules to obtain the final prediction model of teaching quality. The process of the model training phase is shown in Figure 3:

The detailed steps for training the teaching quality test performance data using the attribute weighted plain Bayesian algorithm and C4.5 decision tree algorithm to obtain the classification model of ground teaching quality situation are as follows:

Step 1: Input training data and test data are inputs, and sample data in the training set are processed to standardize the data format so that they meet the requirements of the algorithm.

Step 2: The input training set is randomly sampled with put-back to obtain $n$ subtraining data sets, and each subtraining data set contains 60% of the sample data in the original training data set.

Step 3: Use the obtained $n$ subtraining data sets to train $n$ weighted plain Bayesian classifiers, and then use the validation set data to evaluate the performance of the combined classifier of these $n$ classifiers, and finally obtain the weighted plain Bayesian classifier and its performance evaluation result $AWNB$, i.e., the accuracy of the classifier.

Step 4: Train $n$ C4.5 classifiers with the obtained $n$ subtraining sets, and then evaluate the performance of the combined classifiers of these $n$ classifiers with the validation set data, and finally obtain the C4.5 classifier and its performance evaluation result $AC_{C4.5}$, which is the accuracy of the C4.5 classifier.

Step 5: The output weighted plain Bayes classifier and C4.5 classifier, as well as the accuracy of the two classifiers $AWNB$ and $AC_{C4.5}$ on the validation data set, are obtained for the teaching quality prediction model.

(2) Model Testing Phase. This phase is to test the classification model obtained in the training phase using the samples in
the test data set. The sample data are substituted into the classification model obtained in the training phase to classify the samples to be classified; the classification results of the samples are compared with the real categories of the samples, and the performance of the model is evaluated. The specific process of the testing phase is shown in Figure 4:
The detailed steps for testing the ground teaching quality classification models obtained by the attribute weighted plain Bayesian algorithm and C4.5 decision tree algorithm are as follows:

Step 1: Input test data, C4.5 classifier and plain Bayesian classifier and the accuracy of these two classifiers AC4.5 and AWNB and process the input test data so that the data meet the requirements of the teaching quality situation prediction model.

Step 2: For each sample data \( x \) in the test data set, the \( n \) C4.5 weak classifiers in the training phase are combined into a strong classifier using the Bagging algorithm, and the sample data \( x \) is classified, and the probability \( P(c|x) \) C4.5 that the sample data belongs to each category is counted.

Step 3: For each sample data \( x \) in the test data set, the \( n \) plain Bayes classifiers in the training phase are used to classify the sample data \( x \). The classification results are counted and the probability of the sample data belonging to each class \( P(c|x) \) WNB is calculated.

Step 4: Calculate the probability that the sample data \( x \) belongs to each category according to Equation, and the category of the sample data \( x \) is the category label corresponding to the maximum probability.

Step 5: Output the final classification results of all samples in the test set and count the accuracy of the classification results.

4. Experiments and Analysis of Results

4.1. Construction of Experimental Data Sets. The data used in this chapter are mainly extracted from the teaching quality data after the data cleaning operation, and the data set required for the experiment is constructed, which includes the training data required for training the model, the validation data required for evaluating the performance of the initial model, and obtaining the parameters and other information of the final model, as well as the test data set used for testing the final model. Generally, the raw data obtained cannot be directly applied to the experiments, and the format of the required data may be different in different cases, so it is necessary to process the data before using the established data set.

4.2. Analysis of Experimental Results. The experimental data used in this chapter are from the data of the teaching quality of the School of Information from 2004 to 2015 during the school years and the high school examination results of the teaching quality. The learning process of teaching quality is gradual, and the learning situation and learning attitude of teaching quality, etc., change at different stages, then the performance data of teaching quality is also changed. The teaching quality at different times for teaching quality of early warning or different. In this paper, the examination data of teaching quality before that time point were collected at four different time points in combination with the data of teaching quality at the time of the teaching quality entrance examination for the graduation situation prediction study. The teaching quality data obtained at the four different time points were processed to make the experimental data meet the requirements of the algorithm used, and then the teaching quality prediction model was trained and tested using the identified research method and the processed teaching quality data. Some of the experimental results are shown in Table 1. A result value of 0 in the experimental results means that the teaching quality graduated as expected, and if the result value of 1 the teaching quality failed to graduate as expected. Judgment is the comparison of the real result with the predicted result, and the value represents whether the predicted result is correct or not. Based on the predicted result, the teacher can be alerted to the quality of teaching with a result value of 1, i.e., not graduating on time, and the teacher can be alerted to the possible problems of the quality of teaching in advance [15].

After completing the testing of the model, the obtained test results are analyzed and studied, and the output sample categories are compared with the actual categories of the samples to evaluate the performance of the model. In this paper, experiments are conducted on teaching quality data collected at four time points: the end of the first semester of the freshman year, the end of the first semester of the sophomore year, the end of the second semester of the sophomore year, and the end of the third academic year, e.g., the data collected at the end of the first semester of the sophomore year are the teaching quality freshman year and first semester of the sophomore year for each subject exam. The test results at these four time points were compared with the real results, and the correctness, recall, and accuracy rates were calculated, respectively. And the results were compared with the weighted plain Bayesian classification model and Bagging-C4.5 classification model. The results are shown in the following table:

In order to visualize the comparative effects of the prediction models of teaching quality obtained by the three different algorithms, the experimental results in the above table are shown in Figures 5–7.
Table 1: Performance evaluation results of the graduation scenario prediction model.

|        | WNB Correct rate | WNB Recall | WNB Accuracy rate | Bagging-C4.5 Correct rate | Bagging-C4.5 Recall | Bagging-C4.5 Accuracy rate | Combined model Correct rate | Combined model Recall | Combined model Accuracy rate |
|--------|------------------|------------|-------------------|---------------------------|---------------------|---------------------------|-----------------------------|----------------------|-----------------------------|
| Bigger | 74.4             | 68.9       | 76.7              | 72.8                      | 64.5                | 75.6                      | 81.6                        | 83.3                 | 80                         |
| Sophomore up | 75.5          | 72.9       | 77                | 75.5                      | 69.3                | 79                        | 82.6                        | 83.6                 | 82                         |
| Sophomore down | 75.3          | 74.6       | 76.7              | 76                        | 76                  | 77                        | 83.3                        | 84                   | 82.9                       |
| Junior | 77.3             | 74.6       | 78.8              | 78                        | 76                  | 79.1                      | 87.7                        | 86.6                 | 85.8                       |

Figure 5 shows the comparison of the correct rate of the weighted plain Bayesian algorithm, the Bagging-C4.5 algorithm, and the hybrid algorithm of these two algorithms. In Figure 5, the horizontal coordinate is the teaching quality data set collected at four different times, and the vertical coordinate is the correct rate of the prediction results; overall, the hybrid algorithm of the two algorithms has a significantly higher correct rate, and the correct rate of the other two methods is closer, and it can be seen from the above graph that the higher correct rate of the teaching quality prediction model with the change of the teaching quality data collection time is due to the increasing number of courses taken and the learning situation of teaching quality is becoming more and more obvious.

Figure 6 shows the comparison of the recall rates of the weighted plain Bayes algorithm, the Bagging-C4.5 algorithm, and the hybrid algorithm of these two algorithms. The recall of the hybrid algorithm of the weighted plain Bayesian algorithm and Bagging-C4.5 algorithm is overall significantly better than that of the single algorithm, while the recall of the weighted plain Bayesian algorithm and Bagging-C4.5 algorithm classification has some difference. And it can be seen from the above graph that the recall rate of the hybrid algorithm increases slightly with the change of data collection time, and the teaching quality data collected at the end of the junior academic year has the highest recall rate among the hybrid algorithms.

Figure 7 shows the comparison of the accuracy rates of the weighted plain Bayesian algorithm, the Bagging-C4.5 algorithm, and the hybrid algorithm of these two algorithms. From this figure, it can be seen that the recall rate of the hybrid algorithm of the weighted plain Bayesian algorithm and Bagging-C4.5 algorithm is higher than that of the
attribute-weighted plain Bayesian algorithm and Bagging-C4.5 algorithm, while the accuracy rates of the classification of the weighted plain Bayesian algorithm and Bagging-C4.5 algorithm are more similar, except for the difference in the teaching quality data collected in the first semester of the sophomore year. The accuracy rate of the hybrid algorithm increased with the time of experimental data collection, and the accuracy rate of the teaching quality data collected at the end of the third year was the highest among the hybrid algorithms.

After the comparison, it can be seen that the hybrid algorithms of the weighted plain Bayesian algorithm and Bagging-C4.5 algorithm are generally better than the weighted plain Bayesian algorithm and Bagging-C4.5 algorithm in terms of correctness, recall, and accuracy.

5. Conclusions

This paper focuses on a study of prediction of teaching quality conditions. This study is another academic early warning study. The main focus of this study is to use a hybrid algorithm of weighted plain Bayesian algorithm and decision tree algorithm for student failure prediction. This chapter describes in detail the basic principles of the plain Bayesian algorithm, the weighting of attributes, and the method and steps of its integration with the decision tree algorithm. This chapter describes in detail the basic principles of the plain Bayesian algorithm, the methods and steps of attribute weighting, and the detailed steps of its combination with the decision tree algorithm. This chapter also designs experiments to verify the algorithm. The data set is first constructed and processed according to the specific situation, and then used to. The model is then trained and tested, its performance is evaluated, and the results are compared with the models obtained by the weighted plain Bayesian and decision tree algorithms.
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