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A simple probabilistic cellular automaton is shown to be equivalent to a relativistic fermionic quantum field theory with interactions. Occupation numbers for fermions are classical bits or Ising spins. The automaton acts deterministically on bit configurations. The genuinely probabilistic character of quantum physics is realized by probabilistic initial conditions. In turn, the probabilistic automaton is equivalent to the classical statistical system of a generalized Ising model. For a description of the probabilistic information at any given time quantum concepts as wave functions and non-commuting operators for observables emerge naturally. Quantum mechanics can be understood as a particular case of classical statistics. This offers prospects to realize aspects of quantum computing in the form of probabilistic classical computing.

1. Introduction

The central aim of this article is a demonstration that quantum mechanics emerges as a particular case of classical statistical systems. No fundamental concepts beyond the classical statistical probabilities are needed. We describe a probabilistic cellular automaton which is completely equivalent to a fermionic quantum field theory with interactions. There is a one to one mapping of all expectation values of observables, such that the cellular automaton and the fermionic quantum field theory cannot be distinguished by any observation. Both describe the same physical reality. The cellular automaton acts at each discrete time step on configurations of Ising spins in a deterministic way, changing every given configuration into precisely one new configuration. The probabilistic aspects arise from probabilistic initial conditions, as characterized by a probability distribution over initial spin configurations. Such a probabilistic cellular automaton can be viewed as a generalized (classical) Ising model, and therefore as a...
particular case of a classical statistical system. A quantum field theory for fermions is a quantum system. Our example therefore demonstrates that this particular quantum system is realized by a particular classical statistical system. Quantum mechanics emerges from classical statistics [1, 2]. Incidentally, our example shows that there cannot be a no-go theorem preventing the embedding of quantum mechanics in classical statistics. A central assumption of existing no-go theorems based on Bell’s inequalities [3], namely that classical correlation functions describe all correlations of ideal measurements, is not valid [4].

The equivalence of a probabilistic cellular automaton and a fermionic quantum field theory is based on four keys ingredients:

1. Fermions are Ising spins. The states of a system of fermions can be characterized by occupation numbers for every possible position or momentum, plus possible internal properties as spin or other quantities. These occupation numbers can take values one or zero, just as classical bits. Occupation numbers \( n = (1, 0) \) are directly associated to Ising spins \( s = (1, -1) \) by \( s = 2n - 1 \). The direct equivalence of configurations of Ising spins with the occupation number basis for fermionic quantum systems has led to several proposals of a fermionic description for two-dimensional Ising-type models [5–10] within classical statistics. Within quantum field theories, it is the basis for several concepts of bosonization or fermionization [11–14].

A general bit-fermion map between fermions and Ising spins for arbitrary systems and arbitrary dimension is based on identical evolution operators for both systems [15, 16]. We employ here this map for a demonstration of equivalence [4, 17] of a probabilistic cellular automaton with a fermionic quantum field theory that is a type of Thirring model [18–21]. In our case this is a map between a classical statistical and a quantum system, in contrast to other maps that remain either within the setting of classical statistics, or the setting of quantum field theories. Both the generalized Ising models and the fermionic quantum field theory are described by a classical statistical “overall probability distribution” for the possible configurations of Ising spins or occupation numbers at all times [4]. The quantum concepts as wave function or density matrix describe the probabilistic information for a time-local subsystem of configurations at a given time [4, 22]. They apply both to general classical statistical systems and to particular quantum systems. “Classical wave functions” [23] are useful concepts in classical statistics, as in our case for the understanding of evolution for probabilistic cellular automata.

2. A continuous unitary evolution can lead at discrete time steps \( t = t_m + m \varepsilon, \ m \in \mathbb{N} \) to evolution operators that map each configuration of Ising spins to precisely one other configuration. This is the deterministic evolution of a (classical) cellular automaton [24]. (We do not describe here the concept of quantum cellular automata [25].) This feature of discrete time steps is at the basis of ’t Hooft’s attempts to understand quantum mechanics from cellular automata in a deterministic way [26, 27].

3. Quantum mechanics is in our view genuinely probabilistic. We therefore investigate probabilistic cellular automata for which the initial (and possibly also final) spin configurations occur with certain probabilities. The initial probability distribution at \( t_m \) corresponds to a boundary term for the quantum field theory. One typically wants to understand how the probabilistic information at \( t_m \) p of observables at \( t \) can be computed from the time-local probabilistic information at \( t \). This probabilistic information is encoded in the density matrix (or wave function for pure states) [4]. The density matrix contains the time-local probabilities as diagonal elements. It also contains additional time-local probabilistic information, which can be used for the computation of time derivatives of observables or observables at times \( t' \) in the neighborhood of \( t \). At this point the particle-wave duality characteristic for quantum mechanics emerges. The particle aspect concerns the discreteness of the possible values for occupation numbers. The wave aspect arises from the continuous probability distribution, or more generally density matrix and wave function [28, 29].

4. The continuum limit leads to important simplifications and new quantum features. For a sufficiently smooth wave function or density matrix for a probabilistic cellular automaton the discreteness of the time steps plays no longer a role if time differences are much larger than the
step size $\varepsilon$. In this case the probabilistic cellular automaton can be described by a continuous time evolution. Imagining a step size of the order of the Planck time and a discretization of space with lattice distance of the Planck length, the continuum limit is realized for all practical purposes. The probabilistic character of the automaton is crucial since smoothness concerns the time-local probabilistic information. (The wave function for a single deterministic state is a $\delta$-function and therefore never smooth.) The time evolution of a cellular automaton is guaranteed to be unitary. This extends to the continuum limit. The unitary evolution becomes particularly apparent if one introduces a complex structure associated to particle-hole transformations or time reversal. In the continuum limit the time evolution becomes genuinely probabilistic. Since differences of the order $\varepsilon$ in time or space are no longer resolved, any given configurations evolves in a probabilistic way to a whole set of other configurations.

The equivalence between a quantum field theory and a cellular automaton is not only of conceptual interest. It offers important practical advantages: (i) Concepts of quantum mechanics can be used for an understanding of classical cellular automata, as the density matrix, a change of basis as the Fourier transform, or conserved quantities as momentum that are not directly visible in the updating rule for the automaton. (ii) Cellular automata can be employed for numerical solutions of certain fermionic quantum field theories. (iii) Since probabilistic cellular automata can be viewed as classical generalized Ising models with a positive overall probability distribution many concepts of the functional integral formulation of quantum field theories or statistical mechanics become applicable, as renormalization, perturbation theory, effective theories and dualities. (iv) A probabilistic cellular automaton is a probabilistic classical computer. This opens prospects to realize features of quantum computing by a probabilistic evolution of “classical” macroscopic yes/no observables, as for artificial neural networks or neuromorphic computing [30–32].

The most important aspect of this work is perhaps the conceptual one. If the dynamics and expectation values of all observables are the same for the probabilistic cellular automaton and the quantum system for fermions, both describe the same physical situation and are equivalent. A quantum field theory realized as a classical statistical generalized Ising model is an example for classical statistical systems realizing quantum mechanics. It constitutes direct evidence that no-go theorems as the ones based on Bell’s inequalities do not apply - see ref. [4] and references therein for a detailed discussion which assumptions are not satisfied.

2. Probabilistic cellular automaton

A (classical) cellular automaton changes the state of a system in a stepwise manner. In our case, at each discrete time step a configuration of classical bits (or fermionic occupation numbers or Ising spins) is updated to a new configuration. The updating is deterministic, with precisely one new configuration following a given configuration. We discuss invertible automata for which the inverse process is also uniquely defined. A probabilistic cellular automaton involves, in addition, a probability distribution over the possible initial configurations, or more general boundary conditions that specify the initial probabilities.

(a) Updating rule

We specify a particular automaton that will be shown to be equivalent to a Thirring type fermionic quantum field theory with two colors. We consider a periodic chain of $M_x$ discrete space points $x$, separated by a distance $\varepsilon$. For every $x$ one has a set of four occupation numbers $n_{\eta a}(x) = (1, 0)$, $\eta = 1, 2 = R, L$ for right movers and left movers, and $a = 1, 2$ for red and green “particles”. The total number of bits is $4M_x$. Each configuration specifies all occupation numbers, such that there are a total number of $2^{4M_x} = N$ configurations. For each time step, the updating proceeds as follows:

1. First all movers move one position to the right, i.e. $n_{Ra}(t + \varepsilon, x + \varepsilon) = n_{Ra}(t, x)$, and all left movers move one position to the left, $n_{La}(t + \varepsilon, x - \varepsilon) = n_{La}(t, x)$. 
(2) If a single left mover and a single right mover meet at the same position, the colors are exchanged,

\[ R_1 + L_1 \leftrightarrow R_2 + L_2, \quad R_1 + L_2 \leftrightarrow R_2 + L_1. \]  

The first process can be viewed as propagation, the second as an interaction or scattering. Note that no scattering occurs for sites that are occupied by two right movers with different colors or by two left movers with different colors. Such "bosonic states" propagate without interaction.

We have depicted in Fig. 1 the time evolution for a particular configuration. The discrete points for \( x \) and \( t \) are in the centers of the squares. We have only indicated the squares for which an interaction takes place - altogether the points \((t, x)\) form a regular quadratic lattice. The evolution of single red and green bits are symbolized by lines - this shows already the analogy with moving particles. Empty sites with \( n_{Ra} = n_{La} = 0 \) are left blank. We also have not indicated possible "bosonic lines" with two occupied left movers of different colors, or similar doubly occupied right movers. The corresponding "double lines" would simply be straight lines. They do not affect the propagation of single particle lines.

**Figure 1.** Cellular automaton for interacting fermions. Single occupied red (thin) or green (thick) lines scatter at the squares. We have not indicated empty lines, or left- or right moving lines which are doubly occupied by one red and one green particle. These lines are straight without scattering.

**Initial condition**

For a deterministic cellular automaton the initial state at some initial time \( t_{in} \) is given by precisely one specific configuration \( \bar{\rho} \). This configuration is propagated by the rules of the automaton to any later time \( t \), such that the configuration \( \tau \) at time \( t \) is uniquely determined. This is ideal deterministic classical computing. A convenient description uses an \( N \)-component real unit vector \( q \) with components \( q_{\rho}(t_{in}) \). The initial state is specified by \( q_{\rho}(t_{in}) = \delta_{\rho, \bar{\rho}} \), such that only the \( \bar{\rho} \)-component of \( q(t_{in}) \) differs from zero.

For a probabilistic cellular automaton the initial condition specifies a probability \( p_{\rho}(t_{in}) \) for every possible initial configuration \( \rho \). The probability distribution obeys the standard laws of probability theory, \( p_{\rho}(t_{in}) \geq 0, \sum_{\rho} p_{\rho}(t_{in}) = 1 \). Each configuration \( \bar{\rho} \) propagates by the deterministic rules of the automaton to a specific configuration \( \tau(t, \bar{\rho}) \) at later time \( t \). The probability to find the configuration \( \tau \) at \( t \), \( p_\tau(t) \), is precisely the probability \( p_{\bar{\rho}}(t_{in}) \) of the initial configuration from which it originated,

\[ p_\tau(t) = p_{\bar{\rho}}(t_{in}). \]  

The updating rule specifies for a basic time step \( \varepsilon \) the configuration \( \tau(t + \varepsilon, \rho(t)) \) for every configuration \( \rho(t) \). Together with the initial probability distribution \( p_\rho(t_{in}) \) it defines the probabilistic cellular automaton.
(c) Wave function

For every \( t \) we specify the probability distribution by a wave function \( q(t) \),

\[
p_r(t) = (q_r(t))^2. \tag{2.3}
\]

The positivity of the probabilities is guaranteed, and the normalization requires that \( q(t) \) is a unit vector

\[
q_r(t)q_r(t) = 1. \tag{2.4}
\]

The evolution law for the wave function can be written in terms of the step evolution operator \( \hat{S}(t) \) by matrix multiplication

\[
q(t + \varepsilon) = \hat{S}(t)q(t), \quad q_r(t + \varepsilon) = \hat{S}_{r\rho}(t)q_\rho(t). \tag{2.5}
\]

Indeed, with

\[
\hat{S}_{r\rho}(t) = \delta_{\tau),(r),\rho, \tag{2.6}
\]

the step evolution operator differs from zero only if the configuration \( \tau \) at \( t + \varepsilon \) equals the configuration \( \rho \) at \( t \) by the rule of the automaton. The orthogonal matrix \( \hat{S} \) has in each row and column precisely one element equal to one, while all others equal zero. It may be called a “unique jump operator”.

Eq. (2.5) implies

\[
q_r(t + \varepsilon) = q_{\tau}(t), \quad p_r(t + \varepsilon) = p_{\tau}(t), \tag{2.7}
\]

thus producing the rule for the probabilistic cellular automaton. Following the evolution from initial time \( t_{in} \) for a sequence of time steps yields eq. (2.2). The deterministic cellular automaton is a special case with a sharp initial wave function.

The vector \( q(t) \) is the wave function of quantum mechanics in a real representation. (Any complex wave function has an associated real representation with twice the number of components). The normalization of the wave functions is guaranteed by the relation (2.4). It is conserved by the evolution (2.5) since \( \hat{S} \) is an orthogonal matrix, such that the length or norm of \( q(t + \varepsilon) \) is the same as the one of \( q(t) \). Also the relation between the wave function or probability amplitude \( q_r(t) \) and the probabilities \( p_r(t) \) in eq. (2.3) is the same as for quantum mechanics.

(d) Step evolution operator

The step evolution operator \( \hat{S} \) is a central quantity for the present paper. It plays the same role as the unitary evolution operator in quantum mechanics, applied to time differences \( \Delta t = \varepsilon \). The particularity for a cellular automaton is that \( \hat{S} \) is a real unique jump operator. Seen in a more general context of classical statistics for which the coordinates \( t \) and \( x \) are treated on an equal footing, the step evolution operator corresponds to the transfer matrix \([33,34]\) in a particular normalization \([4,28]\).

In our case we can write the step evolution operator as a matrix product of a free or kinetic operator \( \hat{S}_{\text{free}} \) and an interaction operator \( \hat{S}_{\text{int}} \),

\[
\hat{S} = \hat{S}_{\text{int}} \hat{S}_{\text{free}}. \tag{2.8}
\]

The operator \( \hat{S}_{\text{free}} \) propagates all right (left) movers one position in \( x \) to the right (left). The interaction operator is a direct product of local operators at each \( x \),

\[
\hat{S}_{\text{int}} = \hat{S}_l(x_{in}) \otimes \hat{S}_l(x_{in} + \varepsilon) \otimes \hat{S}_l(x_{in} + 2\varepsilon) \otimes \ldots \tag{2.9}
\]

Each factor is a 16 \( \times \) 16 matrix, involving the 16 local configurations of the four occupation numbers \((n_{R1}, n_{R2}, n_{L1}, n_{L2})\). It exchanges the configurations \((1001) \leftrightarrow (0110) \) and \((1010) \leftrightarrow (0101)\), and leaves all other configurations invariant.
(e) Annihilation and creation operators

One can express $\hat{S}_{\text{free}}$ and $\hat{S}_i(x)$ in terms of annihilation and creation operators $a_{\gamma}(x), a_{\gamma}^\dagger(x)$, with $\gamma = (\eta, \alpha)$ taking four values. These operators obey the anticommutation relations for fermions

$$\{a_{\gamma}^\dagger(x), a_\delta(x)\} = \delta_\gamma^\delta \delta_{x,y}, \quad \{a_{\gamma}(x), a_\delta(y)\} = \{a_{\gamma}^\dagger(x), a_\delta^\dagger(y)\} = 0. \quad (2.10)$$

One finds for the interaction (the proof will be given elsewhere)

$$\hat{S}_i(x) = \exp \left\{ \frac{i\pi}{2} [a_{R1}^\dagger(x) a_{R2}(x) - a_{R2}^\dagger(x) a_{R1}(x)] \right\} \left[ a_{L1}^\dagger(x) a_{L2}(x) - a_{L2}^\dagger(x) a_{L1}(x) \right]. \quad (2.11)$$

The kinetic part decomposes into a direct product of independent factors for the four species,

$$\hat{S}_{\text{free}} = \hat{S}_1^{(R)} \otimes \hat{S}_2^{(R)} \otimes \hat{S}_1^{(L)} \otimes \hat{S}_2^{(L)}, \quad (2.12)$$

which obey

$$\hat{S}_a^{(R,L)} = N \left[ \exp \left\{ \sum_x a^\dagger(x \pm \epsilon) [a(x) - a(x \pm \epsilon)] \right\} \right]. \quad (2.13)$$

Here we have omitted the species labels $(\eta, \alpha)$ for the annihilation and creation operators. The different signs distinguish between right movers $(\epsilon > 0)$ and left movers $(\epsilon < 0)$. The ordering operation $N$ moves in each term in the expansion of the exponential all creation operators to the left (with appropriate minus signs). These identities are pure operator identities and do as such not involve any particular fermionic interpretation of the cellular automaton.

(f) Hamiltonian and continuum limit

We can cast the discrete evolution of the wave function for the probabilistic cellular automaton into the form of a continuous Schrödinger equation for quantum mechanics. For this purpose we define the hermitian Hamiltonian $H$ by the relation

$$\hat{S} = \exp \left( -i \varepsilon H \right). \quad (2.14)$$

With the unitary evolution operator $U(t_1, t_2)$ the continuous time-evolution of the wave function

$$q(t_2) = U(t_2, t_1) q(t_1), \quad U(t_1, t_2) = \exp \left( -i(t_1 - t_2) H \right), \quad (2.15)$$

obeys the Schrödinger equation

$$i \hbar \dot{q} = H q. \quad (2.16)$$

For $t_\infty + \varepsilon$, the solution of this Schrödinger equation coincides with the wave function of the cellular automaton.

One can interpret the probabilistic automaton as a quantum system with time-dependent Hamiltonian, given by $2H_{\text{free}}$ for $t_\infty \leq t \leq \varepsilon/2$, and $2H_{\text{int}}$ for $t + \varepsilon/2 \leq t \leq \varepsilon$, and continued alternation as $t$ progresses. The interaction Hamiltonian can be read off directly from eq. (2.11). We could also modify the Hamiltonian and use the time-independent Hamiltonian

$$H = H_{\text{free}} + H_{\text{int}} + \Delta H, \quad (2.17)$$

with $\Delta H$ defined by the relation

$$e^{-i\varepsilon(H_{\text{int}} + H_{\text{free}} + \Delta H)} = e^{-i\varepsilon H_{\text{int}}} e^{-i\varepsilon H_{\text{free}}}. \quad (2.18)$$

The continuum limit can formally be taken as $\varepsilon \to 0$. More precisely, $\varepsilon$ has to be small as compared to a typical time scale for the variation of the wave function. It is at this point that the probabilistic nature of the automaton enters crucially. A deterministic cellular automaton has a sharp wave function with every particle placed precisely at a position $x_i$. The wave function changes discontinuously with time, and the continuum limit is not valid in this case. In contrast,
a wave function that is smooth in $x$ has also a smooth evolution in $t$. The modification $\Delta H$ arises from the non-vanishing commutator of $H_{\text{free}}$ and $H_{\text{int}}$

$$\Delta H = O(\varepsilon[H_{\text{int}}, H_{\text{free}}]). \quad (2.19)$$

It vanishes in the continuum limit $\varepsilon \to 0$. Taking also the continuum limit in the space direction, we can omit the ordering operator $N$ in eq. (2.13). The ordering plays only a role for contributions $\sim \{a^\dagger(x), a(y)\}$ with $y$ precisely equal to $x$. A smooth wave function does not resolve space differences of the order $\varepsilon$. In order to maintain the orthogonality of the step evolution operator without the ordering one antisymmetrizes the exponent in eq. (2.13).

Taking further $\sum_x = \varepsilon^{-1} \int dx$, $a(x + \varepsilon) - a(x - \varepsilon) = 2\varepsilon \partial_x a(x)$, one finds the continuum limit for the Hamiltonian by comparison of eqs. (2.11), (2.13) with eq. (2.14),

$$H_{\text{free}} = \frac{i}{\varepsilon} \int dx \sum_a \left\{ a_{L,a}^\dagger(x) \partial_x a_{L,a}(x) - a_{R,a}^\dagger(x) \partial_x a_{R,a}(x) \right\};$$

$$H_{\text{int}} = -\frac{\pi}{2\varepsilon^2} \int dx \left[ a_{R1}^\dagger a_{R2} - a_{R2}^\dagger a_{R1} \right] \left[ a_{L1}^\dagger a_{L2} - a_{L2}^\dagger a_{L1} \right]. \quad (2.20)$$

The factors of $\varepsilon^{-1}$ provide for the correct dimension. They can be absorbed by a rescaling of $a, a^\dagger$ that leads to the continuum anticommutation relation where $\delta_{xy}$ is replaced by $\delta(x - y)$.

The continuum limit of the evolution of the cellular automaton describes a multi-fermion quantum system in a rather standard way. The evolution with the continuum Hamiltonian $H = H_{\text{free}} + H_{\text{int}}$ is unitary since $H^\dagger = H$. The step evolution operator (2.14) does not remain, however, a unique jump operator. The continuum limit corresponds to a type of coarse graining. On this coarse grained level the evolution is probabilistic, in contrast to the deterministic evolution of the microscopic cellular automaton. The continuum step evolution operator (2.14) does not map a given bit configuration into precisely one new bit configuration. For the free part the displacement by $\pm \varepsilon$ is only realized in average.

### 3. Step evolution operator for fermionic quantum field theories

We have found a description of the time-evolution of a probabilistic cellular automaton in terms of a Schrödinger equation for a multi-fermion system. The central quantity has been the step evolution operator. In order to deepen the understanding of this fermionic picture we will next discuss this issue in terms of a Grassmann functional integral for a fermionic quantum field theory. This will exhibit a sketch of the key features of a general map between Ising spins and Grassmann variables [15,16]. The central ingredient for the equivalence of a probabilistic cellular automaton with a fermionic quantum field theory is that they share the same step evolution operator and therefore the same dynamics. This can be accompanied by a general map of operators for observables [15]. The Grassmann functional integral will reveal the Lorentz symmetry of the continuum limit of our model. We will proceed next to the general construction of the step evolution operator for a fermionic functional integral on discrete space-time points.

#### (a) Grassmann functional integral

Consider a Grassmann functional integral

$$Z = \int \mathcal{D}\psi \exp(-S[\psi]) = \int \mathcal{D}\psi w[\psi], \quad S = \sum_t \mathcal{L}(t). \quad (3.1)$$

For $\mathcal{L}(t)$ involving only even powers of anticommuting Grassmann variables $\psi$ the weight functional $w[\psi]$ can be written as a product of commuting time local factors $\tilde{K}(t)$,

$$w[\psi] = \exp(-S[\psi]) = \prod_t \tilde{K}(t), \quad \tilde{K}(t) = \exp\{-\mathcal{L}(t)\}. \quad (3.2)$$
We consider models for which each local factor depends on two sets of Grassmann variables \( \psi_{\alpha}(t + \bar{\epsilon}) = \psi_{\alpha}(t + \bar{x}, x) \) and \( \psi_{\beta}(t) = \psi_{\beta}(t, y) \) at neighboring \( t + \bar{\epsilon} \) and \( t \). We do not impose space-locality at this stage and leave the range of \( x, y \) free for the moment.

An element of the local Grassmann algebra at \( t \) is a linear combination of Grassmann basis functions,

\[ g(t) = g_{\tau}(t)g_{\rho}(t) , \quad (3.3) \]

where the basis functions \( g_{\tau}(t) = g_{\tau}[\psi(t)] \) are products of Grassmann variables \( \psi_{\alpha}(t) \). A suitable set of basis functions is

\[ g_{\tau}(t) = \bar{s}_{\tau} \prod_{\alpha=1}^{M} \bar{a}_{\alpha} , \quad (3.4) \]

with \( \bar{a}_{\alpha} = 1 \) or \( \bar{a}_{\alpha} = \psi_{\alpha}, \) and \( \bar{s}_{\tau} = \pm 1 \) some conveniently chosen signs. For \( \alpha = 1 \ldots M \) there a \( 2^{M} \) basis functions, \( \tau = 1 \ldots N, N = 2^{M} \). For the convenience of manipulating signs we also define (no sum over \( \tau \))

\[ g_{\tau} = \varepsilon_{\tau} g_{\tau}(t), \quad \varepsilon_{\tau} = (-1)^{m_{\tau}(m_{\tau} - 1) / 2} , \quad (3.5) \]

with \( m_{\tau} \) the number of \( \psi \)-factors in \( g_{\tau} \). We observe the identity

\[ \exp(\psi_{\alpha}\bar{\varphi}_{\alpha}) = \prod_{\alpha}(1 + \psi_{\alpha}\bar{\varphi}_{\alpha}) = \sum_{\varepsilon} \varepsilon_{\tau} g_{\tau}(\psi)g_{\tau}(\varphi) = \sum_{\varepsilon} g_{\tau}(\psi)g_{\tau}^{\prime}(\varphi) . \quad (3.6) \]

(b) Step evolution operator

For odd \( t = t_{\text{in}} + (2m + 1)\bar{\epsilon} \) we define the "transfer matrix" \( \hat{T}_{\tau \rho}(t) \) by the double expansion

\[ \hat{K}(t) = g_{\tau}(t + \bar{\epsilon})\hat{T}_{\tau \rho}(t)g_{\rho}^{\prime}(t) . \quad (3.7) \]

Adding a constant to \( \mathcal{L}(t) \) multiplies \( \hat{T}_{\tau \rho}(t) \) by a constant factor. We can use this freedom to normalize \( \hat{T}_{\tau \rho}(t) \) such that its largest eigenvalues obey \( |\lambda_{i}| = 1 \). Here "largest" is defined by the largest absolute size, and there may be more than a single largest eigenvalue. With this normalization the transfer matrix becomes the "step evolution operator" \( \hat{S}_{\tau \rho}(t) \). We implicitly assume in the following a suitable normalization of \( \mathcal{L}(t) \) such that

\[ \hat{K}(t) = g_{\tau}(t + \bar{\epsilon})\hat{S}_{\tau \rho}(t)g_{\rho}^{\prime}(t) . \quad (3.8) \]

Due to the modulo two properties of Grassmann functional integrals [15] it is convenient to define the step evolution operator for even \( t = t_{\text{in}} + 2m\bar{\epsilon} \) by an expansion in conjugate basis functions,

\[ \hat{K}(t) = \bar{\mathcal{G}}(t + \bar{\epsilon})\hat{S}_{\tau \rho}(t)\mathcal{G}_{\rho}(t) . \quad (3.9) \]

The conjugate basis functions are defined by the relation

\[ \int \mathcal{D}\mathcal{G}_{\tau}(\psi)g_{\rho}(\psi) = \delta_{\tau \rho} , \quad \mathcal{G}_{\tau}^{\prime} = \bar{\varepsilon}_{\tau}^{\prime} \mathcal{G}_{\tau} , \quad \bar{\varepsilon}_{\tau}^{\prime} = (-1)^{m_{\tau}}\varepsilon_{\tau}\eta_{M}\varepsilon(-1)^{Mm_{\tau}}. \quad (3.10) \]

For the Grassmann integral at \( t \) we order \( \int \mathcal{D}\psi = \int d\psi_{1} d\psi_{2} d\psi_{3} d\psi_{4} \), with \( \psi_{4} = \psi_{\gamma}(t) \). Up to signs the map from \( g_{\tau} \) to \( \mathcal{G}_{\tau} \) exchanges factors of one and \( \psi_{\alpha} \) in eq. (3.4). With \( \eta_{M} = 1 \) for \( M = 0, 1 \) mod 4, that we assume in the following, and \( \eta_{M} = -1 \) for \( M = 2, 3 \) mod 4 we observe the relations

\[ \exp(\psi_{\alpha}\bar{\varphi}_{\alpha}) = \sum_{\varepsilon} g_{\tau}^{\prime}(\psi)\mathcal{G}_{\tau}(\varphi) , \quad \int \mathcal{D}\psi g_{\tau}^{\prime}(\psi)\mathcal{G}_{\rho}(\psi) = \eta_{M}\delta_{\tau \rho} . \quad (3.11) \]

Consider next the product of two neighboring local factors. For \( t \) odd one has

\[ \hat{K}(t + \bar{\epsilon})\hat{K}(t) = \bar{\mathcal{G}}_{\tau}(t + 2\bar{\epsilon})\hat{S}_{\tau \alpha}(t + \bar{\epsilon})F_{\alpha \beta}(t + \bar{\epsilon})\hat{S}_{\beta \rho}(t)g_{\rho}^{\prime}(t) , \quad (3.12) \]

with

\[ F_{\alpha \beta}(t) = \bar{\mathcal{G}}_{\alpha}(t)g_{\beta}(t) , \quad \int \mathcal{D}\psi(t)F_{\alpha \beta}(t) = \delta_{\alpha \beta} . \quad (3.13) \]
Integrating the product (3.12) over the common Grassmann variables \( \psi(t + \bar{\epsilon}) \) results in a matrix multiplication of the step evolution operator

\[
\int D\psi(t + \bar{\epsilon}) \tilde{K}(t + \bar{\epsilon}) \tilde{K}(t) = \mathcal{F}_r(t + 2\bar{\epsilon})(\tilde{S}(t + \bar{\epsilon})\tilde{S}(t))_{\tau\rho} g'_{\rho}(t).
\]  

Similarly, one finds (t odd)

\[
\tilde{K}(t)\tilde{K}(t - \bar{\epsilon}) = g_r(t + \bar{\epsilon})\tilde{S}_{\tau\alpha}(t)\tilde{F}_{\alpha\beta}(t)\tilde{S}_{\beta\rho}(t - \bar{\epsilon})_{\tau\rho} \tilde{F}(t - \bar{\epsilon})
\]  

with

\[
\tilde{F}_{\alpha\beta}(t) = g'_{\alpha}(t)\tilde{g}'_{\beta}(t), \quad \int D\psi(t)\tilde{F}_{\alpha\beta}(t) = \delta_{\alpha\beta}.
\]  

Again, integrating the intermediate Grassmann variable yields a matrix product

\[
\int D\psi(t)\tilde{K}(t)\tilde{K}(t - \bar{\epsilon}) = g_r(t + \bar{\epsilon})(\tilde{S}(t)\tilde{S}(t - \bar{\epsilon}))_{\tau\rho} \tilde{F}(t - \bar{\epsilon}).
\]  

The product structure can be extended to longer chains of neighboring local factors. Taking the initial time \( t_{in} \) as even one can express the partition function by a chain of ordered matrix products of step evolution operators

\[
Z = \int D\psi(t_{in})D\psi(t_{in})g_{\tau}(t_1)\tilde{S}(t_1 - \bar{\epsilon}) \cdots \tilde{S}(t_{in} + 1)\tilde{S}(t_{in})_{\tau\rho} \tilde{F}(t_{in}).
\]  

We can write eq. (3.18) as a matrix trace with a boundary matrix \( \tilde{B} \),

\[
Z = \text{tr}\{\tilde{S}(t_f - \bar{\epsilon}) \cdots \tilde{S}(t_{in})\tilde{B}\}.
\]  

More general boundary conditions can be implemented by a general form of \( \tilde{B}(t_{in}, t_f) \).

(c) Propagating and interacting fermions

The cellular automata for free fermionic quantum field theories are rather simple [35,36]. What is new in the present work is the construction of cellular automata for fermionic models with interactions. In the present section we pursue systematically the concept of alternating step evolution operators for the propagation and the interaction. This guarantees a unitary evolution by the simple property that each one of the steps is a unique jump operation. The procedure resembles somewhat the construction of the Feynman path integral by an alternating sequence of momentum and position eigenstates.

For a two-dimensional system we can define the "right transport factor"

\[
\tilde{K}_R(t) = \exp\left\{ \sum_x \psi_\gamma(t + \bar{\epsilon}, x + \epsilon)\psi_\gamma(t, x) \right\}.
\]  

The corresponding step evolution operator is a unique jump operator that maps any given state \( \rho \) at \( t \) to precisely one state \( \tau = \Pi(\rho) \) at \( t + \bar{\epsilon} \), as specified by eq. (2.6). The left transport factor \( \tilde{K}_L(t) \) obtains by a replacing \( \epsilon \to -\epsilon \) in eq. (3.20). The part \( \tilde{S}_{\text{free}} \) of the cellular automaton of the preceding section is realized for

\[
\tilde{L}_{\text{free}}(t) = -\sum_x \left\{ \psi_{R,a}(t + \bar{\epsilon}, x + \epsilon)\psi_{R,a}(t, x) + \psi_{L,a}(t + \bar{\epsilon}, x - \epsilon)\psi_{L,a}(t, x) \right\}.
\]  

In order to introduce interactions we investigate conditional jumps. We take examples where at every position \( x \) the jump is independent of the configurations of occupation numbers at all other positions \( x' \neq x \). In this case the local factor \( \tilde{K}(t) \) factorizes into a product of independent
colors are exchanged. This corresponds to a switch of occupation numbers.

Each factor \( \tilde{S}_i(x) \) acts only on the configurations of occupation numbers at \( x \). For \( \gamma = 1 \ldots 4 \) each factor \( \tilde{S}_i(x) \) is a 16 \( \times \) 16 matrix and we can discuss each factor \( K_i(t,x) \) or \( S_i(t,x) \) separately.

For the conditional jump we first consider the following: Under the condition that precisely two particles are present, namely one left mover and one right mover with different colors, the colors are exchanged. This corresponds to a switch of occupation numbers \((1,0,0,1) \leftrightarrow (0,1,1,0)\). All other states remain invariant. This process describes the two-particle scatterings \( R1 + L2 \to R2 + L1 \) in eq. (2.1). If a third particle is present, no scattering occurs. The corresponding step evolution operator is a unit matrix except for the sectors of the states \( \tau \) with occupation numbers \((1,0,0,1) \) and \((0,1,1,0)\). In this sector the diagonal elements vanish, and one has \( \tilde{S}_{(1001),(0110)} = \tilde{S}_{(0110),(1001)} = 1 \). The two-particle states relevant for our purpose involve the basis functions

\[
g_{(1001)} = -g'_{(1001)} = \psi_2 \psi_3, \quad g_{(0110)} = -g'_{(0110)} = \psi_1 \psi_4.
\]  

According to eq. (3.8) the contribution of the two-particle sector to \( \tilde{K}_i(x,t) \) reads

\[
\Delta \tilde{K}_i(t,x) = -\psi_1(t + \tilde{e},x) \psi_4(t + \tilde{e},x) \psi_2(t,x) \psi_3(t,x) - \psi_2(t + \tilde{e},x) \psi_3(t + \tilde{e},x) \psi_1(t,x) \psi_4(t,x).
\]  

We have to combine this contribution with the contribution of the unit operator for all other states. For this purpose we first subtract from \( \Delta \tilde{K}_i \) the contribution of the unit operator in this particular two-particle sector by defining

\[
D(t,x) = -(\psi_1' \psi_4 - \psi_2' \psi_3)(\psi_1 \psi_4 - \psi_2 \psi_3),
\]  

where \( \psi'_1 = \psi_1(t + \tilde{e},x), \quad \psi_1 = \psi_1(t,x) \). In terms of \( \tilde{D} \) we can write the local factor in exponential form \( \tilde{K}_i(t,x) = \exp\{-\tilde{L}_i(t,x)\} \) with

\[
\tilde{L}_i(t,x) = (-\psi_1' \psi_3 + \tilde{D})(1 + \tilde{D}), \quad \tilde{K}_i(t,x) = \exp\{\psi_1' \psi_3\} - \tilde{D}.
\]  

The first term produces the unit matrix, while the second term subtracts the unit matrix in the sector of the states \((1,0,0,1) \) and \((0,1,1,0)\) and replaces it by the exchange of colors. The construction of the second process \( R1 + R2 \leftrightarrow L1 + L2 \) in eq. (2.1) proceeds in complete analogy, replacing \( \tilde{D} \) by \( \tilde{D} = \tilde{D} + \tilde{C} \) with

\[
\tilde{C}(t,x) = -(\psi_1' \psi_3 + \psi_2' \psi_4)(\psi_1 \psi_3 + \psi_2 \psi_4).
\]  

(d) Interacting fermionic quantum field theory

For the construction of a quantum field theory for interacting fermions we want to combine the interaction with the propagation of fermions. Similar to the cellular automaton in sect. 2 this can be done by the use of a sequence of alternating local factors. We use the free propagation of fermions for \( t \) even, and the interaction for \( t \) odd. A pair of neighboring local factors reads for
even $t$
\[
\tilde{K}(t + \bar{\epsilon})\tilde{K}(t) = \exp \{-\tilde{\mathcal{L}}_{\text{int}}(t + \bar{\epsilon})\} \exp \{-\tilde{\mathcal{L}}_{\text{free}}(t)\} = \exp \left\{-\sum_x \left[\tilde{\mathcal{L}}_i(t + \bar{\epsilon}, x) + \tilde{\mathcal{L}}_f(t, x)\right]\right\},
\]
(3.29)
with $\tilde{\mathcal{L}}_i(t + \bar{\epsilon}, x)$ given by eq. (3.27) shifted to $t + \bar{\epsilon}$, and $\tilde{\mathcal{L}}_f(t, x)$ extracted from eq. (3.21),
\[
\tilde{\mathcal{L}}_f(t, x) = -\psi_{R\alpha}(t + \bar{\epsilon}, x + \bar{\epsilon})\psi_{R\alpha}(t, x) - \psi_{L\alpha}(t + \bar{\epsilon}, x - \bar{\epsilon})\psi_{L\alpha}(t, x).
\]
(3.30)

We could integrate over the variables $\psi(t + \bar{\epsilon})$ and obtain with eq. (3.17)
\[
\int D\psi(t + \bar{\epsilon})\tilde{K}(t + \bar{\epsilon})\tilde{K}(t) = g_{\tau}(t + 2\bar{\epsilon})(\tilde{S}_{\text{int}}\tilde{S}_{\text{free}})_{\tau\rho}(t).
\]
(3.31)
Since both $\tilde{S}_{\text{int}}$ and $\tilde{S}_{\text{free}}$ are unique jump operators, this also holds for the product. The product matrix $\tilde{S} = \tilde{S}_{\text{int}}\tilde{S}_{\text{free}}$ describes precisely the step evolution operator of the cellular automaton (2.8), which is identical to the one discussed in ref. [17]. Repeating the alternating chain with integration over intermediate Grassmann variables produces matrix chains of $\tilde{S}$. With an implementation of boundary conditions and observables in the fermionic representation, the fermionic model (3.29) is exactly equivalent to the probabilistic cellular automaton of sec. 2.

(e) Coarse graining and conjugate Grassmann variables

We could consider the product (3.31) as a new local factor $\mathcal{K}(t)$ which depends on the Grassmann variables $\psi_\tau(t + 2\bar{\epsilon}, x)$ and $\bar{\psi}_\tau(x)$. The associated step evolution operators is $\hat{\tilde{S}}_{\text{int}}\hat{\tilde{S}}_{\text{free}}$. Restricting the observables to even $t$ this defines a "coarse grained" fermionic model. The relation between $\mathcal{K}(t)$ and $\hat{\tilde{S}}(t)$ is given by $\mathcal{K}(t) = g_{\tau}(t + 2\bar{\epsilon})\hat{\tilde{S}}_{\tau\rho}(t)\bar{\psi}_\rho(t)$. The unit of the time-distance between two neighboring points on the time lattice is arbitrary. For our particular construction a non-interacting particle advances one space unit $\bar{\epsilon}$ during two time units $\bar{\epsilon}$. We can keep the normalization of the velocity to one by choosing the time difference $\bar{\epsilon}$ between neighboring lattice points as $\bar{\epsilon} = \epsilon/2$. The disadvantage of integrating out the "intermediate Grassmann variables $\psi_\tau(t + \bar{\epsilon}, x)$ consists in the fact that both the Grassmann basis functions $g_{\tau}$ and the conjugate Grassmann basis functions $\bar{\psi}_\tau$ are needed for an extraction of $\hat{\tilde{S}}(t)$ from $\mathcal{K}(t)$, and the simplicity of the exponential factors may not be maintained.

It is often advantageous to keep the simple exponential form of the local factors also for the coarse grained view. This can be done by doubling the number of Grassmann variables at every $t$. At every $t$ one has then two sets of variables $\psi_\tau(t, x)$ and $\bar{\psi}_\tau(t, x)$, and the functional integration is over $\psi$ and $\bar{\psi}$. In our case we can simply associate $\psi(t)$ with $\psi(t + \bar{\epsilon})$ by defining
\[
\bar{\psi}_{R,\alpha}(t + \bar{\epsilon}, x) = \psi_{R,\alpha}(t + \bar{\epsilon}, x), \quad \bar{\psi}_{L,\alpha}(t + \bar{\epsilon}, x) = \psi_{L,\alpha}(t + \bar{\epsilon}, x).
\]
(3.32)
The Grassmann variables $\psi(t + \bar{\epsilon}/2)$ play then a role very similar to the conjugate spinors used, for example, in ref. [16].

With the new definitions we do no longer distinguish between even and odd $t$, and the lattice distance on the coarse grained lattice is the same $\bar{\epsilon}$ in both directions. We will in the following use for $t$ integers $m$ for the sites of the coarse grained lattice, corresponding to even $t$ on the original lattice. The action reads in the coarse grained view
\[
\mathcal{L}(t) = -\sum_x \left\{\bar{\psi}_{R,\alpha}(t + \bar{\epsilon}, x)\psi_{R,\alpha}(t, x) + \bar{\psi}_{L,\alpha}(t + \bar{\epsilon}, x - \bar{\epsilon})\psi_{L,\alpha}(t, x)\right.\left.\psi_{R,\alpha}(t, x)\psi_{R,\alpha}(t, x) + \bar{\psi}_{L,\alpha}(t, x)\psi_{L,\alpha}(t, x) + \bar{\mathcal{D}}(x)\right\}\left(1 + \bar{\mathcal{D}}(x)\right),
\]
(3.33)
with \(D(x)\) given by eqs. (3.26) and (3.28) with the identifications

\[
\begin{align*}
\psi_1' &= \psi_{R1}(t, x), & \psi_1 &= \overline{\psi}_{R1}(t, x), & \psi_2' &= \psi_{R2}(t, x), & \psi_2 &= \overline{\psi}_{R2}(t, x), \\
\psi_3' &= \psi_{L1}(t, x), & \psi_3 &= \overline{\psi}_{L1}(t, x), & \psi_4' &= \psi_{L2}(t, x), & \psi_4 &= \overline{\psi}_{L2}(t, x).
\end{align*}
\]

(3.34)

The action (3.33) contains the same informations as the action (3.29) since we only have renamed variables.

We may define even and odd sublattices. With \(t = m_x \varepsilon\), \(x = m_x \varepsilon\) and integer \(m_x\), \(m_x\) the even (odd) sublattice contains the points with \(m_x\) even (odd). The action of our model does not connect the even and the odd sublattice. Since for every step \(\varepsilon\) in \(t\) the kinetic terms moves the variables either one place to te right or to the left, it does not mix the sublattices. A particle on the even sublattice remains on the even sublattice. The interaction term is local and does not change the situation. In the following we simply omit the odd sublattice and define \(\sum_{t,x}\) as a sum over the points of the even sublattice. The factor \(D(x)\) in eq. (3.33) is evaluated on the even sublattice at \(t + \varepsilon\). The sum in eq. (3.33) is over the even sublattice. Eq. (3.33) constitutes the fermionic representation of the cellular automaton discussed in sect. 2. For this discrete formulation no approximations have been made.

(f) Continuum limit

We define lattice derivatives by

\[
\begin{align*}
(\partial_t + \partial_x)\psi(t, x) &= \frac{1}{\varepsilon} \left[ \psi(t, x) - \psi(t - \varepsilon, x - \varepsilon) \right], \\
(\partial_t - \partial_x)\psi(t, x) &= \frac{1}{\varepsilon} \left[ \psi(t, x) - \psi(t - \varepsilon, x + \varepsilon) \right].
\end{align*}
\]

(3.35)

The continuum limit corresponds to \(\varepsilon \to 0\) at fixed distances in \(t\) and \(x\). For a given distance in time or space the number of intermediate lattice points goes to infinity. Sums are expressed by integrals,

\[
\int dt \int dx = \int_{t,x} 2\varepsilon^2 \sum_{t,x}
\]

(3.36)

Here the factor \(2\varepsilon^2\) accounts for the fact that \(\sum_{t,x}\) only sums over the points of the even sublattice. For a sufficiently smooth wave function the lattice derivatives are replaced by partial derivatives, acting on a continuum of Grassmann variables \(\psi_\gamma(t, x), \overline{\psi}_\gamma(t, x)\). We also choose a different normalization for the Grassmann variables

\[
\psi(t, x) = \sqrt{2} \psi_N(t, x).
\]

(3.37)

In this way we absorb the factor \((2\varepsilon^2)^{-1}\) arising from \(\sum_{t,x}\). Expressed in terms of \(\psi_N\) the interaction factor \(D(x)\) is proportional \(4\varepsilon^2\psi_N^4\). The continuum limit is taken at fixed \(\psi_N\).

The continuum limit simplifies the action considerably. We can omit in eq. (3.33) the factor \((1 + D(x))\). Furthermore, the difference between \(\psi(t, x + \varepsilon)\) and \(\psi(t, x)\) can be taken to zero once derivatives have been inserted. We will not write the index \(N\) for the renormalized Grassmann variables explicitly. The continuum action takes the simple form of a local fermionic quantum field theory,

\[
S = \int_{t,x} \left\{ \overline{\psi}_{R\alpha}(t, x) (\partial_t + \partial_x)\psi_{R\alpha}(t, x) + \overline{\psi}_{L\alpha}(t, x) (\partial_t - \partial_x)\psi_{L\alpha}(t, x) + 2D(t, x) \right\}.
\]

(3.38)

For the local interaction term,

\[
D = \left( \overline{\psi}_{R1} \psi_{R2} - \overline{\psi}_{R2} \psi_{R1} \right) \left( \psi_{R1} \psi_{L2} - \psi_{R2} \psi_{L1} \right) - \left( \overline{\psi}_{R1} \psi_{L1} + \overline{\psi}_{R2} \psi_{L2} \right) \left( \psi_{R1} \psi_{L1} + \psi_{R2} \psi_{L2} \right).
\]

(3.39)

All variables correspond to \(\psi_N\) and are taken at \((t, x)\).
(g) Lorentz symmetry

The continuum limit of our cellular automaton exhibits Lorentz symmetry. This is not very apparent in the updating rule for the automaton. It becomes easily visible for the equivalent Grassmann functional integral. For each color we employ two-component vectors of Grassmann variables

\[ \psi_a = \begin{pmatrix} \psi_{Ra} \\ \psi_{La} \end{pmatrix}, \quad \bar{\psi}_a = (\bar{\psi}_{La}, -\bar{\psi}_{Ra}) \].

(3.40)

In this formulation the action takes the form

\[ S = -\int_{t,x} \left\{ \bar{\psi}_a \gamma^\mu \partial_\mu \psi_a + \frac{1}{2} \bar{\psi}_a \gamma^\mu \psi_b \bar{\psi}_b \gamma_\mu \psi_b + \frac{1}{2} \bar{\psi}_a \gamma^\mu \psi_b \epsilon^{\mu\nu} \gamma_\mu \psi_c \gamma_\nu \psi_d \epsilon_{cd} \right\} \],

(3.41)

with the antisymmetric tensor \( \varepsilon_{12} = -\varepsilon_{21} = 1 \). Here the Dirac matrices are real \( 2 \times 2 \) matrices, given by the Pauli matrices

\[ \gamma^0 = -i \tau_2, \quad \gamma_1 = \tau_1, \quad \{ \gamma^\mu, \gamma^\nu \} = 2 \eta^{\mu\nu}, \]

(3.42)

with Lorentz signature \( \eta_{00} = -1, \eta_{11} = 1, \partial_0 = \partial_t, \partial_1 = \partial_x, \)

\[ \eta_{\mu\nu} = \text{diag} (-1, 1), \quad \gamma_\mu = \eta_{\mu\nu} \gamma^\nu, \quad \bar{\psi} = (\bar{\psi}_R, \bar{\psi}_L) \gamma^0. \]

(3.43)

The Lorentz transformations act on the coordinates in the usual way, and the fermion doublets transform as spinors

\[ \delta \psi = -\eta \Sigma^{01} \psi, \quad \delta \bar{\psi} = \eta \Sigma_{01} \bar{\psi}. \]

(3.44)

with generator

\[ \Sigma^{01} = \frac{1}{4} [\gamma^0, \gamma^1] = \frac{1}{2} \tau_3. \]

(3.45)

The Dirac spinor is composed of two Weyl spinors \( \psi_+ \), \( \psi_- \) that transform independently

\[ \psi_+ = \frac{1 + \gamma^3}{2} \psi \left( \begin{array}{c} \psi_R \\ 0 \end{array} \right), \quad \psi_- = \frac{1 - \gamma^3}{2} \psi \left( \begin{array}{c} 0 \\ \psi_L \end{array} \right), \quad \bar{\psi} = (\bar{\psi}_-, \bar{\psi}_+) \]

(3.46)

where \( \gamma \) corresponds to \( \gamma^5 \) in four dimensions,

\[ \gamma = -\gamma^0 \gamma^1 = \tau_3, \quad \{ \gamma, \gamma^\mu \} = 0. \]

(3.47)

These Weyl spinors are scaled in opposite directions

\[ \delta \psi_+ = -\frac{\eta}{2} \psi_+, \quad \delta \psi_- = \frac{\eta}{2} \psi_- \].

(3.48)

The action (3.41) describes a type of Thirring model with two colors.

4. Discussion

We have discussed a probabilistic cellular automaton and a discretized fermionic quantum field theory. For both models all probabilities follow the same evolution, sharing the same step evolution operator. All expectation values of observables built from classical bits or fermionic occupation numbers are identical. Both discrete models describe the same physical reality - they are equivalent. The two pictures are related by a general bit-fermion map for both the time-local probabilistic information and the observables [15]. Our models describe massless fermions in one time and one space dimension. The interaction of the fermions extends previous rather simple settings for the propagation of free fermions. Despite a different formulation of the updating rule the present model is equivalent to the probabilistic cellular automaton discussed in ref. [5], where many properties as different ground states, symmetry breaking and topological excitations are described in detail.

With the wave function as a probability amplitude we have employed a concept of quantum mechanics for the description of the classical probabilistic cellular automaton. Many more
quantum concepts are useful for an understanding of the cellular automaton, including the density matrix, operators for observables, the quantum rule for the expectation values of observables, changes of basis as the Fourier transform, the momentum operator or other more general non-commuting operators for observables. In particular, there exists a general complex structure for which complex conjugation is related to the particle-hole transformation. This allows a map to complex quantities. In particular, the density matrix becomes a complex hermitian matrix. Given the limited space of this note we refer for these quantum features in classical statistical systems to refs. [17], [28], [29]. The continuum limit leads to further simplifications. The time evolution equation becomes the familiar Schrödinger or von-Neumann equation, with a complex hermitian Hamiltonian (2.20) consisting of a kinetic and an interaction piece. The kinetic piece involves space-derivatives or the momentum operator. The continuum limit of the Grassmann functional integral reveals the Lorentz symmetry of our model.

On the conceptual side, probabilistic cellular automata are classical statistical systems. They are generalized Ising models for which only a fixed sequence of configurations is allowed between neighboring time-layers, namely those corresponding to the updating rule of the cellular automaton. The forbidden sequences are ensured to have zero probability by defining an action that diverges for any forbidden sequence. The generalized Ising model for the cellular automaton of the present paper can be found in ref. [5]. The probabilistic aspects of the cellular automaton arise from probabilistic boundary terms, that can be set both at the initial and final time layer. The generalized Ising model is a model on a square lattice with a positive semidefinite overall probability distribution. This classical statistical system can be simulated by standard numerical methods.

One of the advantages of a formulation as a classical statistical system is the possibility of coarse graining. Associated methods as functional renormalization permit a continuous extrapolation from the discrete microscopic setting of the cellular automaton to a macroscopic description that typically is continuous. The continuum limit can be viewed as a particular coarse graining. On the coarse grained level the step evolution operator typically does not remain a unique jump operator [4]. Columns and rows of $\hat{S}$ contain then more than one non-zero entity. Elements can be negative, or become complex. On the coarse grained level the evolution becomes probabilistic, in contrast to the deterministic step evolution operator of the microscopic cellular automaton. Nevertheless, for a suitable coarse graining there are subsystems for which the information is not erased for for the evolution between time layers. For such subsystems the step evolution operator is unitary. The same quantum formalism with wave functions etc. applies on the coarse grained level. This reveals that the particular deterministic evolution of the cellular automaton is not crucial for describing quantum systems as particular classical statistical systems. Quantum mechanics can emerge from classical statistics.

Our two-dimensional model remains still rather simple. If these concepts could be generalized to four dimensions, with interactions giving rise to the standard model of particle physics and gravity, they could provide for a classical statistical description of our quantum world.
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