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Abstract—Extremely large-scale reconfigurable intelligent surface (XL-RIS) has recently been proposed and is recognized as a promising technology that can further enhance the capacity of communication systems and compensate for severe path loss. However, the pilot overhead of beam training in XL-RIS-assisted wireless communication systems is enormous because the near-field channel model needs to be taken into account, and the number of candidate codewords in the codebook increases dramatically. To tackle this problem, we propose two deep learning-based near-field beam training schemes in XL-RIS-assisted communication systems, where deep residual networks are employed to determine the optimal near-field RIS codeword. Specifically, we first propose a far-field beam-based beam training (FBT) scheme in which the received signals of all far-field RIS codewords are fed into the neural network to estimate the optimal near-field RIS codeword. In order to further reduce the pilot overhead, a partial near-field beam-based beam training (PNBT) scheme is proposed, where only the received signals corresponding to the partial near-field XL-RIS codewords are input to the neural network. Moreover, we further propose an improved PNBT scheme to enhance the performance of beam training by fully exploring the neural network’s output. Finally, simulation results show that the proposed schemes outperform the existing beam training schemes and can reduce the beam sweeping overhead by approximately 95%.
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I. INTRODUCTION

RECENTLY, reconfigurable intelligent surface (RIS) has received considerable research attention and is regarded as one of the key technologies for the next-generation communication systems since it can significantly improve the energy and spectrum efficiencies of the wireless communication systems [1], [2], [3], [4]. Specifically, an RIS consists of numerous passive and controllable reflecting elements which can independently adjust the phase shift of the incident electromagnetic signal with low power consumption. By properly tuning the coefficients of the RIS reflecting elements, RIS can improve the communication signal quality and establish an additional reliable reflecting link between the user equipment (UE) and the base station (BS). Furthermore, recent advances in materials enable RIS to tune the reflecting coefficients in real time to cope with the rapidly varying wireless propagation environment [5]. Reliable RIS-assisted communication systems rely heavily on accurate channel state information (CSI) for the phase shift design. However, it is challenging to obtain accurate CSI because of the passive property of the RIS.

Specifically, since the RIS lacks the ability to process the signal, only the cascade channel, i.e., the BS-RIS-UE channel, can be estimated. Accordingly, some channel estimation schemes, such as least square (LS) or minimum mean squared error (MMSE), have been proposed in [6], [7], and [8] for cascaded channel estimation. However, the pilot overhead required for cascaded channel estimation is proportional to the number of RIS elements and becomes excessive when the number of elements is large. In order to reduce the pilot overhead, the authors of [9] proposed a novel multi-user-based channel estimation scheme, where the correlation of each user’s cascade channel was explored. Furthermore, some compressive sensing (CS) based channel estimation schemes were proposed to reduce the pilot overhead, where the sparsity of the channel was leveraged [10], [11].

Compared to channel estimation, codebook-based beam training has been widely adopted for millimetre-wave communication systems owing to its lower operation complexity [12]. Furthermore, beam training techniques have recently been extended to RIS-assisted wireless communication systems [12], [13], [14]. Specifically, the RIS codebook is first designed based on the cascaded array steering vector. Then the RIS selects the optimal codeword from the codebook to form the phase shift based on the information acquired during
the training phase. For beam training, testing all codewords in the codebook during the training phase is the most straightforward scheme; however, this will incur an excessive pilot overhead [15]. To reduce the pilot overhead, a hierarchical codebook-based beam training scheme was proposed for millimetre wave (mmWave) communication systems, where the training phase was divided into multiple parts and the range of the optimal codeword was reduced in each part [16], [17], [18]. Moreover, the authors of [14] proposed a partial search-based beam training scheme to reduce the complexity of training.

Recently, deep learning (DL) as a branch of machine learning has received tremendous research attention and has been applied in beam training to reduce the pilot overhead since the neural networks possess a powerful ability to learn non-linear relations [19], [20], [21], [22], [23]. For example, the authors of [22] proposed to employ a deep neural network (DNN) to determine the optimal codeword based on the information of the previous low-frequency channel. In [20], a long and short-term memory (LSTM) network-based beam training scheme was proposed in which the received signals of the previous time slots are employed to predict the optimal beam for the next time slot. In addition, [23] demonstrated that the received signals corresponding to different codewords contain implicit non-linear relationships between them and these relationships can be explored by the DNN to determine the optimal codeword, where only portion of the codewords need to be tested.

However, the existing beam training schemes cannot be directly applied to the RIS-assisted wireless communication systems. Specifically, the RIS is expected to employ more reflecting elements to compensate for the severe "multiplicative fading" effect in the cascaded channel, where the path loss of the cascaded channel is equivalent to the product of the path loss of the two links. Due to the advantages of low power consumption and low cost of the RIS, it is feasible to deploy large-scale reflecting elements at the RIS to compensate for this effect [24]. Consequently, extremely large-scale RIS (XL-RIS) has been proposed and regarded as one of the prospective directions of the RIS [25]. However, the increased number of reflecting elements will lead to larger Rayleigh distance, which is the boundary between the near and far fields, and the range of the near field will expand accordingly. Consequently, the near-field domain becomes non-negligible, thus scatters, as well as users, are more likely to lie in the near-field domain. For the near-field domain, the electromagnetic field structure has fundamentally changed, and the spherical wave channel model should be considered when designing the RIS codebook. Since most of the existing beam training schemes were based on far-field codebooks, it is challenging to implement them in the near-field domain. In order to address this problem, the authors of [26] proposed a near-field codebook based on a spherical wave channel model at the BS, which increases distance sampling to accommodate the near-field domain. Furthermore, [25] designed a codebook for the XL-RIS, which was based on cascaded array steering vectors in the near-field domain. It can be observed from [25] and [26] that the near-field codebooks contain significantly more candidate codewords than the far-field codebooks, which makes beam training in the near-field much more complicated and entails increased pilot overhead. Although the authors of [25] proposed a hierarchical near-field RIS codebook and the corresponding hierarchical beam training scheme to reduce the pilot overhead, the required pilot overhead is still excessive, and the hierarchical training scheme is highly susceptible to noise. To the best of our knowledge, the existing beam training schemes cannot address the excessive pilot overhead in the XL-RIS-assisted communication systems.

In order to fill this gap, we propose two effective deep learning-based near-field beam training schemes for XL-RIS-assisted communication systems, where the pilot overhead is significantly reduced with excellent training performance. Our contributions are summarized as follows.

1) We propose a far-field beam-based beam training (FBT) scheme where a deep residual network (DRN) is employed to estimate the optimal near-field XL-RIS codeword. Specifically, the XL-RIS tests all far-field RIS codewords in the training phase and then the received signals corresponding to all far-field RIS codewords at the BS are input to the deep residual network (DRN). Next, the DRN estimates the optimal near-field XL-RIS codeword based on the input signals by exploring the implicit relationship between the received signals of different codewords. Since the number of candidate codewords in the far-field RIS codebook is much smaller than that in the near-field XL-RIS codebook, the pilot overhead of the proposed scheme is significantly reduced.

2) We propose a partial near-field beam-based beam training (PNBT) scheme to further reduce the pilot overhead. Compared to the FBT scheme, the scheme only tests partial near-field XL-RIS codewords and feeds the corresponding received signals to the DRN. Furthermore, based on the PNBT scheme, we further propose an improved PNBT scheme to enhance the performance of beam training. Specifically, the improved PNBT scheme will perform additional beam test of the more likely near-field XL-RIS codewords based on the neural network’s output.

3) Finally, we provide numerical simulations to validate the performance of our two proposed near-field XL-RIS beam training schemes. Compared with the sweeping scheme, which exhaustively tests all codewords, the proposed scheme can obtain similar achievable rate performance, but the pilot overhead is greatly reduced. Moreover, the DRN used in this paper can better extract the features of the received signal to improve the performance of beam training than ordinary convolutional networks or fully connected networks.

The paper is organized as follows. In Section II, we firstly introduce the signal model in the XL-RIS aided communication system and subsequently describe the far-field and near-field channel models. The corresponding beam training models are also presented in Section II. Section III first shows the problem formulation and the neural network structure. Then, two near-field RIS beam training schemes are presented.
In Section IV, we provide the simulation results. Conclusions are drawn in Section V.

In this paper, we adopt the following notations: Vectors and matrices are represented in bold lower case and bold upper case, respectively, e.g., $\mathbf{a}$ and $\mathbf{A}$, while $a$ and $A$ denote a scalar and a set. $(\cdot)^H$, $(\cdot)^T$ and $(\cdot)^H$ represent conjugate, transpose and conjugate transpose, respectively. $|\cdot|$ denotes absolute value. $[A]$ denotes the $i$-th element of $A$. $(\cdot)^*$ denote the order operation, e.g., for $A = \{a_1, a_2, \ldots, a_n\}$, $(A) = \{a_{\sigma_1}, a_{\sigma_2}, \ldots, a_{\sigma_n}\}$ with $a_{\sigma_1} \geq a_{\sigma_2} \geq \cdots \geq a_{\sigma_n}$. $\mathcal{CN}(\mu, \sigma)$ represents the Gaussian distribution with mean of $\mu$ and variance of $\sigma$. $\mathcal{U}(a, b)$ represents the uniform distribution between $a$ and $b$. Finally, diag($a$) represents the diagonal matrix using vector as the diagonal elements.

II. SYSTEM MODEL

A. Signal Model

As shown in Fig. 1, we consider an uplink time division duplexing (TDD) based orthogonal frequency division multiplexing (OFDM) communication system, where the direct link is blocked by obstacles, and an XL-RIS is employed between the BS and the $K$ users to assist communications [27]. The BS is equipped with $M$-antenna ($M = M_1 \times M_2$) uniform planar array (UPA), and each user is equipped with a single antenna. The XL-RIS with $N = N_1 \times N_2$ elements is deployed in the $x$-$y$ plane and its centre is located at the origin of the coordinate axis. It is noted that there is a separate control link between the BS and the RIS, which is utilized by the BS to adjust the phase shifts of the XL-RIS reflection elements [14], [28], [29].

Let us denote $\mathbf{G} \in \mathbb{C}^{M \times N}$ as the channel matrix from the BS to the XL-RIS, and $\mathbf{h}_k \in \mathbb{C}^{N \times 1}$ as the channel vector from the XL-RIS to the $k$-th user. During the uplink communication, the users transmit the pilot signals to the BS via the XL-RIS, and the processed pilot signal of the $k$-th user received at the BS side can be represented as

$$r_k = f_k^H \mathbf{G} \mathbf{h}_k x_k + f_k^H n_k,$$

where $f_k \in \mathbb{C}^{M \times 1}$ denotes the analog combining vector for the $k$-th user at the BS; $\mathbf{\Phi} = \text{diag}(\phi_1, \phi_2, \cdots, \phi_N)$ is a diagonal matrix and each element on the diagonal represents the phase shift of the reflecting elements of the XL-RIS; $x_k \in \mathbb{C}$ denotes the pilot signal transmitted by the $k$-th user, which satisfies $|x_k|^2 = 1$; $n_k \in \mathbb{C}^{M \times 1}$ is the noise vector at the BS, and each element follows the complex Gaussian distribution of zero mean and variance of $\sigma^2$.

B. Channel Model

The conversion of RIS to XL-RIS means not only the increase of the number of the reflecting elements but also the fundamental transformation of the channel model and electromagnetic field structure [26]. Specifically, the electromagnetic radiation field consists of two main regions, i.e., the far-field and near-field regions, and these two regions are divided by Rayleigh distance $Z = \frac{\lambda_c}{2D}$, where $D$ and $\lambda_c$ represent the array aperture and carrier wavelength, respectively [30].

In conventional RIS-aided communication systems, the array aperture of the RIS is not very large, and the corresponding Rayleigh distance is small, which results in a small near-field range, and most of the scatters and targets are in the far-field domain [31]. However, with the increase in the array aperture of the RIS, the range of the near-field also increases, which makes the spherical wave channel model no longer negligible. In the following, we briefly introduce the channel models in the far-field and near-field domains, respectively.

1) Far-Field Channel Model: In the far-field domain, the channels $\mathbf{G}$ and $\mathbf{h}_k$ can be represented by the widely used Saleh-Valenzuela channel model. Specifically, the channel $\mathbf{G}$ can be represented as

$$\mathbf{G} = \sqrt{\frac{MN}{L_G}} \sum_{l_1=1}^{L_G} \alpha_{l_1}^G \mathbf{a}(\vartheta_{l_1}^G, \psi_{l_1}^G) \mathbf{b}^H (\vartheta_{l_1}^{Gr}, \psi_{l_1}^{Gr}),$$

where $L_G$ denotes the number of paths between the BS and the XL-RIS; $\alpha_{l_1}^G$ represents the complex path gain of the $l_1$-th path; $\vartheta_{l_1}^G$ and $\vartheta_{l_1}^{Gr}$ denote the azimuth (elevation) angle at the BS and the azimuth (elevation) angle at the XL-RIS of the $l_1$-th path. In particular, the first channel path, i.e. $l_1 = 1$, represents the strongest channel path, which is generally the line-of-sight (LOS) path.

Similarly, the channel between the XL-RIS and the $k$-th user $\mathbf{h}_k$ can be formulated as

$$\mathbf{h}_k = \sqrt{\frac{N}{L_k}} \sum_{l_2=1}^{L_k} \alpha_{l_2}^k \mathbf{b}(\vartheta_{l_2}, \psi_{l_2}^k),$$

where $L_k$ denotes the number of paths between the XL-RIS and the $k$-th user; $\alpha_{l_2}^k$ represents the complex path gain and the azimuth (elevation) angle of the $l_2$-th path, respectively. In a similar way, $l_2 = 1$ represents the strongest path. Furthermore, $\mathbf{a}(\vartheta, \psi)$ and $\mathbf{b}(\vartheta, \psi)$ denote the far-field array steering vectors for the BS and the RIS, respectively. Specifically, $\mathbf{a}(\vartheta, \psi)$ can be formulated as [32]

$$\mathbf{a}(\vartheta, \psi) = \frac{1}{\sqrt{M}} \left[ e^{-j2\pi d \cos(\vartheta) m_1 / \lambda} \right] \otimes \left[ e^{-j2\pi d \sin(\vartheta) \cos(\psi) m_2 / \lambda} \right],$$

where $\lambda$ and $d$ denote the wavelength and the antenna spacing, which usually satisfy $d = \frac{\lambda}{3}$; $m_1 = [0, 1, \cdots, M_1 - 1]^T$ and $m_2 = [0, 1, \cdots, M_2 - 1]^T$. 
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It should be noted that in mmWave communications, the received signal power is concentrated on the strongest path, and the purpose of beam training is to align the beam to the strongest path to maximize the beamforming gain while the other paths can be treated as the noise [33], [34]. Therefore, in this paper, we mainly consider the strongest path. Specifically, the received signal in (1) can be rewritten as
\[
r_k = \beta_k f_k^H a \left( \tilde{g}_1^c, \psi_1^c \right) b^H \left( \tilde{g}_1^G, \psi_1^G \right) \Phi b \left( \tilde{g}_1^k, \psi_1^k \right) x_k + n_{e,k},
\]
where \( \beta_k = \sqrt{\frac{M\alpha_k^2}{\sum N_k}} \) denotes the effective path gain of the \( k \)-th user, \( n_{e,k} \) denotes the effective noise, which consists of the combined channel noise \( n_k \) and combined received signals from the other paths. Since the locations of the BS and the RIS are generally fixed and the channel \( G \) is essentially constant over multiple channel coherence time intervals, we assume that the analog combining vector \( f_k \) at the BS has been designed to align to the strongest path, i.e. \( f_k = a \left( \tilde{g}_1^c, \psi_1^c \right) \). The received signal can be further formulated as [25]
\[
r_k = \beta_k b^H \left( \tilde{g}_1^G, \psi_1^G \right) \Phi b \left( \tilde{g}_1^k, \psi_1^k \right) x_k + n_{e,k}
= \beta_k b^H \left( \tilde{g}_1^G, \psi_1^G \right) \text{diag}(\Phi) b \left( \tilde{g}_1^k, \psi_1^k \right) x_k + n_{e,k}
= \beta_k \Phi^T \text{diag} \left( \text{b}^* \left( \tilde{g}_1^G, \psi_1^G \right) \right) b \left( \tilde{g}_1^k, \psi_1^k \right) x_k + n_{e,k}
= \beta_k \Phi^T b \left( \tilde{g}_1^k - \tilde{g}_1^G, \psi_1^k - \psi_1^G \right) x_k + n_{e,k},
\]
where \( \Phi = [\phi_1, \phi_2, \ldots, \phi_N]^T \) denotes the phase shift vector of the XL-RIS.

2) Near-Field Channel Model: In the near-field domain, the spherical wave channel model used [35], [36], which can be represented as
\[
G = \sqrt{\frac{M N L}{L_N}} \sum_{l=1}^{L_N} \alpha_l^G c_l \left( x_l^G, y_l^G, z_l^G \right) c_l^H \left( x_l^G, y_l^G, z_l^G \right),
\]
where \( \left( x_l^G, y_l^G, z_l^G \right) \) denotes the coordinate of the scatter on the \( l \)-th path between the XL-RIS and the BS. In particular, \( \left( x_l^G, y_l^G, z_l^G \right) \) represents the coordinate of the scatter on the strongest path. Similar to the array steering vectors in the far-field domain, \( c_l \left( x, y, z \right) \) and \( c_r \left( x, y, z \right) \) represent the near-field steering vectors at the XL-RIS and at the BS, respectively. Take \( c_r \left( x, y, z \right) \) as an example, the near-field steering vector can be formulated as
\[
c_r \left( x, y, z \right) = \frac{1}{\sqrt{N}} \left[ e^{-j \frac{2\pi}{D_{1,1}}}, \ldots, e^{-j \frac{2\pi}{D_{1,n_2}}}, \ldots, \right.
\left. e^{-j \frac{2\pi}{D_{N_1,1}}}, \ldots, e^{-j \frac{2\pi}{D_{N_1,n_2}}} \right]^T,
\]
where \( D_{n_1,n_2} = \sqrt{\left( x_{n_1,n_2} - x \right)^2 + y^2 + \left( z_{n_1,n_2} - z \right)^2} \) represents the distance from the element in the \( n_1 \)-th row and \( n_2 \)-th column on the XL-RIS to the scatter. \( \left( x_{n_1,n_2}, 0, z_{n_1,n_2} \right) \) represents the coordinate of the corresponding XL-RIS element.

Similarly, the channel between the XL-RIS and the \( k \)-th user \( h_k \) can be formulated as
\[
h_k = \sqrt{\frac{N}{L_N}} \sum_{l=1}^{L_N} \alpha_l^k c_r \left( x_l^k, y_l^k, z_l^k \right),
\]
where \( \left( x_l^k, y_l^k, z_l^k \right) \) denotes the coordinate of the scatter between the XL-RIS and the \( k \)-th user of the \( l \)-th path and \( \left( x_l^k, y_l^k, z_l^k \right) \) denotes the coordinate of the scatter or the user on the strongest path.

Similar to (5) and (6), the received signal in the near-field domain can be rewritten as
\[
r_k = \beta_k c_r^H \left( x_l^G, y_l^G, z_l^G \right) \text{diag}(\Phi) c_r \left( x_l^k, y_l^k, z_l^k \right) x_k + n_{e,k}
= \beta_k \Phi^T \text{diag} \left( c_r^* \left( x_l^G, y_l^G, z_l^G \right) \right) c_r \left( x_l^k, y_l^k, z_l^k \right) x_k + n_{e,k}
= \beta_k \Phi^T c_r \left( x_l^G, y_l^G, z_l^G \right) \left( x_l^k, y_l^k, z_l^k \right) x_k + n_{e,k},
\]
where \( c_r \left( x_l^G, y_l^G, z_l^G \right) \left( x_l^k, y_l^k, z_l^k \right) \) denotes the effective near-field steering vector and can be formulated as
\[
c_r \left( x_l^G, y_l^G, z_l^G \right) \left( x_l^k, y_l^k, z_l^k \right) = \frac{1}{\sqrt{N}} \left[ e^{-j \frac{2\pi}{D_{1,1}} - D_{1,1}}, \ldots, e^{-j \frac{2\pi}{D_{1,n_2}} - D_{1,n_2}}, \ldots, e^{-j \frac{2\pi}{D_{N_1,1}} - D_{N_1,1}}, \ldots, e^{-j \frac{2\pi}{D_{N_1,n_2}} - D_{N_1,n_2}} \right],
\]
where \( D_{n_1,n_2} \) and \( D_{n_1,n_2} \) denote the distances from the element on the XL-RIS to the scatter \( \left( x_l^G, y_l^G, z_l^G \right) \) and to the scatter \( \left( x_l^k, y_l^k, z_l^k \right) \), respectively.

Since the propagation environment and scatter locations between the XL-RIS and the BS are generally fixed, and the channel \( G \) remains constant over long channel coherence time, we assume that the coordinates of the scatter on the strongest path between the XL-RIS and the BS, i.e. \( \left( x_l^G, y_l^G, z_l^G \right) \), are fixed and known. Therefore, for simplicity, the received signal can be further rewritten as
\[
r_k = \beta_k \Phi^T c_r \left( x_l^k, y_l^k, z_l^k \right) x_k + n_{e,k}.
\]

C. Beam Training Model

It is assumed that the phase shift vector \( \Phi = [\phi_1, \phi_2, \ldots, \phi_N] \) of the XL-RIS is selected from the predefined codebook, where each codeword in the codebook can form a passive beam. Based on the far-field steering vector in (4) and the received signal in (6), the existing codebooks for the RIS in the far-field domain are generally designed as [25]
\[
F = \left\{ b(\theta_1, \varphi_1), \ldots, b(\theta_1, \varphi_N), \ldots, b(\theta_N, \varphi_1), \ldots, b(\theta_N, \varphi_N) \right\}^T,
\]
where \( \theta_n = \frac{2n - N_1 - 1}{N_1} \) with \( n = 1, 2, \ldots, N_1 \) and \( \varphi_n = \frac{2n - N_1 - 1}{N_2} \) with \( n = 1, 2, \ldots, N_2 \). Each element of \( F \) is a candidate beam codeword for the RIS in the far-field domain. Such an angular domain-based far-field codebook can exploit the far-field path’s full angular information.

However, the array steering vector in the near-field domain depends on the coordinates of the scatter, which makes the angle-only far-field codebooks no longer applicable to the
channels in the near-field. For the application of the near-field domain, the design of the codebook for the XL-RIS should be based on the near-field array steering vector in (11) and the received signal model in (12). Furthermore, the strongest path from the XL-RIS to the user is generally the LOS path, where \( (x_1^k, y_1^k, z_1^k) \) denotes the coordinate of the user, and the height of the user is generally constant. The acquisition of information about \( z_1^k \) can be carried out after beam training by using some localization algorithms or sweep schemes [25], and the acquired \( z_1^k \) can be deployed in multiple channel coherence time intervals. Therefore, for the design of the near-field codebooks, we mainly consider the exploration of \( x_1^k \) and \( y_1^k \), which vary more frequently and whose beam training is the major cause of the high pilot overhead. Specifically, the near-field codebook for the XL-RIS is designed as [25]

\[
W = \{c_r(x_1, y_1), \ldots, c_r(x_{S_x}, y_1), \ldots, c_r(x_1, y_{S_y}), \ldots, c_r(x_{S_x}, y_{S_y})\},
\]

(14)

where \( S_x \) and \( S_y \) denote the numbers of points sampled on the x-axis and y-axis, respectively; \( x_{s_x} \) and \( y_{s_y} \) represent the sampled points on the x-axis and y-axis respectively. In addition, the set of all sampled points can be represented as

\[
\Omega = \{(x_{s_x}, y_{s_y}) | x_{s_x} = x_{\min} + (s_x - 1)\Delta_x, y_{s_y} = y_{\min} + (s_y - 1)\Delta_y\},
\]

(15)

where \( x_{\min} \) and \( y_{\min} \) denote the minimum value of sampling points; \( \Delta_x \) and \( \Delta_y \) denote the sampling intervals on x-axis and y-axis, respectively.

Based on the well-designed codebook, the beam training aims to search for the optimal codeword that enables the system to achieve the maximum achievable rate. In order to search for the optimal codeword, the users need to send the pilot signals to the BS via the XL-RIS over \( Q \) time slots, and the XL-RIS will select different codewords from the codebook to form the passive beam at each time slot. Based on the received signal in (12), the pilot signal of the \( k \)-th user received at the BS at the \( q \)-th time slot can be expressed as

\[
r_{k,q} = \beta_k \bar{\Theta} c_r(x_1^k, y_1^k, z_1^k) x_k[q] + n_{c,k,q},
\]

(16)

where \( x_{k,q} \) denotes the pilot signal sent by the \( k \)-th user to the BS at the \( q \)-th time slot; \( \bar{\Theta} \) and \( n_{c,k,q} \) represent the phase shift vector of the XL-RIS and effective channel noise at the \( q \)-th time slot, respectively.

After \( Q \) time slots, the BS can obtain a \( Q \)-dimensional vector of received signals. By assuming \( x_{k,q} = 1 \), the vector of received signals \( r_k = [r_{k,1}, r_{k,2}, \ldots, r_{k,Q}]^T \) can be expressed as

\[
r_k = \beta_k \bar{\Theta} c_r(x_1^k, y_1^k, z_1^k) x_k + n_{c,k},
\]

(17)

where \( \bar{\Theta} = [\phi_r^1, \phi_r^2, \ldots, \phi_r^Q]^T \) and \( n_{c,k} = [n_{c,k,1}, n_{c,k,2}, \ldots, n_{c,k,Q}]^T \).

Furthermore, the users are assumed to adopt orthogonal frequency subcarriers [37], which enables the beam training between users to be independent of each other. For simplicity, the index \( k \) in (17) can be omitted, and the received signal vector \( r_k \) can be further formulated as

\[
r = \beta \Theta c_r(x_1,y_1,z_1) + n_c.
\]

(18)

Based on the received signal vector in (18) and codebook in (14), the beam training problem in the near-field domain can be formulated as

\[
\phi^* = \arg \max_{\phi \in \mathcal{W}} \log_2 \left( 1 + \frac{|\phi^T c_r(x_1,y_1,z_1)|^2}{\sigma^2} \right).
\]

(19)

In practice, a straightforward approach to the problem in (19) is the sweeping scheme, i.e. testing all the codewords in the codebook. Although the sweeping scheme can achieve higher achievable rates, the pilot overhead associated with the sweeping scheme is unacceptable. Specifically, for the beam sweeping scheme, the number of time slots for beam training, \( Q \), is too large, which results in fewer time slots for transmitting useful information in each channel coherence time interval. It is even worse in the near-field domain since the near-field codebook possesses more candidate codewords than the far-field codebook [25].

In order to improve the efficiency of beam training, some beam training methods based on hierarchical codebooks have been proposed in the far-field domain [16], [17], [18]. Similarly, a recent hierarchical training scheme based on the near-field codebook was proposed to solve the problem of excessive pilot overhead in the near-field domain [25]. The hierarchical training schemes generally contain two types of codebooks, namely wide beam codebook and narrow beam codebook, where each wide beam can cover several narrow beams. During the hierarchical training procedure, all wide beam codewords will be tested in the first stage to find the optimal wide beam, and all narrow beams covered by the optimal wide beam will then be tested in the second stage to search for the final optimal narrow beam codeword. Compared with the exhaustive sweep search, the hierarchical search schemes significantly reduce the pilot overhead.

III. DEEP LEARNING FOR BEAM TRAINING

A. Problem Formulation

Although the hierarchical training scheme reduces the pilot overhead required for beam training to some extent, the hierarchical training scheme is susceptible to noise as well as multipath, and the pilot overhead is high, especially in the near-field domain. From the research work in [23] and [20], we know that the received pilot signals corresponding to different beam codewords contain implicit relationships with the optimal codeword, which provides additional information about the optimal codeword. By exploring these implicit relationships, we can reduce the pilot overhead and estimate the optimal codeword based on a small number of pilots.

Specifically, when the \( s = s_x s_y \)-th codeword in the codebook \( \mathcal{W} \) is applied, we can rewrite (10) in the following form:

\[
r_k = \beta_k \phi_r^c c_r(x_1^k, y_1^k) x_k + n_{c,k},
\]

(20)
Thereafter, we can define the beam gain function as

$$g(x_s, y_s) = c_r(x_s, y_s)^H \mathbf{c}_r(x^k, y^k)$$

$$= \frac{1}{N} \sum_{n_1=1}^{N_1} \sum_{n_2=1}^{N_2} e^{-j \pi d (D_{n_1, n_2} - D_{n_1, n_2}^*)}, \quad (21)$$

where $D_{n_1, n_2}$ denotes the distance from the user to the $(n_1, n_2)$-th element of the XL-RIS; $D_{n_1, n_2}^*$ denotes the distance from the position at which the beam is pointed to the $(n_1, n_2)$-th element of the XL-RIS. Obviously, $g(x_s, y_s)$ reflects the gain under the beams formed by different codewords and the relationship between them, and this relationship would be further reflected in the received signal. However, this relationship is highly non-linear and complicated, and an example is given in Fig. 2 for a more intuitive illustration, where it is assumed that the y-coordinates of the beams have been aligned to the user. In Fig. 2, the red dots represent the beam gain for different values of $x_s$, which is discrete and equally spaced. It can be seen that the gains of all beams are sampled under the same envelope. Since the beam gains are sampled at the same envelope with equal intervals, when the gain of one beam is determined, the gains of the remaining beams are successively limited or determined [21], [24]. Each beam gain therefore implicitly contains information about the gain of the remaining beams, which is non-linear and difficult to represent. Eventually, this underlying connection will be reflected in the received signals. By exploring this implicit connection, we can obtain the beam gain of the remaining codewords while testing only a portion of the codewords, and thus select the optimal codeword.

Therefore, in the near-field beam training, we propose to utilize the implicit relationship among codewords to estimate the optimal near-field codeword, in which only a small number of codewords need to be tested. Mathematically, the beam training model can be formulated as

$$s^* = f(\mathbf{r}), s^* \in \{1, 2, \ldots, s_x, s_y\}, \quad (22)$$

where $f(\cdot)$ denotes a mapping function, $s^*$ denotes the index of the optimal codeword in the near-field codebook.

However, the conventional estimation methods are difficult for dealing with these implicit relationships for two reasons. On the one hand, the relationships between the received signals and the optimal codeword are highly non-linear. On the other hand, the distribution of the equivalent noise $\mathbf{n}$ is difficult to deal with, which will seriously impact the estimation performance [20], [23]. Motivated by the application of deep learning methods, we propose to employ the neural network, which has a robust ability to learn non-linear relationships and deal with noise, to address this complex estimation problem. Specifically, we train two separate neural networks, i.e. an x-axis network and a y-axis network, to estimate the x-axis index $s_x$ and the y-axis index $s_y$ of the optimal near-field codeword, respectively. Therefore, the proposed deep learning-based beam training model can be further represented as

$$s^*_x = f_x(\mathbf{r}), s^*_x \in \{1, 2, \ldots, S_x\},$$

$$s^*_y = f_y(\mathbf{r}), s^*_y \in \{1, 2, \ldots, S_y\}, \quad (23)$$

where $f_x$ and $f_y$ denote the mapping functions of the x-axis network and the y-axis network, respectively; $s^*_x$ and $s^*_y$ denote the x-axis index and the y-axis index of the optimal codeword in the near-field codebook. According to (23), the index of the optimal near-field codeword can be represented as

$$s^* = (s^*_y - 1) S_x + s^*_x. \quad (24)$$

Furthermore, for the selection of the codewords to be tested, we propose to employ all far-field codewords in (13) and partial near-field codewords in (14), respectively. Accordingly, we propose two different beam training schemes, namely the FBT scheme and the PNB scheme. For the FBT scheme, all far-field beam codewords in (13) are tested, and the corresponding pilot received signals are used as the input to the neural network to estimate the optimal near-field codeword. Since far-field codebooks have far fewer codewords than near-field codebooks, the pilot overhead is effectively reduced compared to the sweeping and hierarchical schemes in the near-field domain. By contrast, for the PNB scheme, we select codewords from the near-field codebook at equal intervals for testing, which can also effectively reduce the pilot overhead.

It should be noted that the proposed deep learning-based beam training scheme consists of two phases, i.e. the neural network training phase and the estimation phase. For the training phase, training data containing the received pilot signal vectors and the corresponding optimal codeword index labels are collected to train the neural network, where the index labels of the optimal codewords can be obtained by conventional beam training methods. The specific neural network training steps are as follows:

1. For each user, the XL-RIS tests all near-field codewords and the BS receives the corresponding received signals.
2. The BS measures the quality of all received signals and obtains the optimal near-field codeword.
3. A dataset is constructed by storing received signals as features and their optimal codeword as labels. Repeat and obtain multiple sets of such data.
4. The obtained datasets are utilized to train the neural network.
For the estimation phase, the neural network has been fully trained and utilizes the pilot received signal vector as the input to estimate the index of the optimal codeword.

B. Deep Learning Model Design

In this section, we describe the structure of the proposed neural network and its principles in detail.

In the XL-RIS-assisted communication system, it is necessary to add distance sampling when designing the predefined codebook for the XL-RIS due to the spherical wave-based near-field channel, and the number of candidate codewords in the codebook increases dramatically. As a result, the input size of the neural network will inevitably increase as well, which makes the training of neural networks difficult along with overfitting problems. Fortunately, the convolutional neural networks (CNNs) employ the local sensing and parameter sharing approach, which effectively reduces the weight parameters and thus facilitates the training. Specifically, the CNNs only use a small number of convolutional kernels for feature extraction when faced with high-dimensional inputs, with each convolutional kernel representing the extraction of one feature. When extracting specific features, different positions of the input are convolved by the same convolution kernel, i.e. the weight parameters are shared. In addition, the CNNs possess many advantages in terms of good fault tolerance, parallel processing capability and high generalization ability, all of which motivates us to choose the CNNs to construct our near-field beam training algorithm.

Moreover, based on the CNN, we further adopt the deep residual network (DRN), which is a variation of CNN and can solve the performance degradation problem when the number of CNN’s layers is large. Specifically, in order to better extract the features in the input vector, the number of CNN’s layers should be increased. However, as the number of CNN’s layers increases to a certain extent, the performance of the neural network will degrade instead. This is due to the fact that the deeper the neural network is, the more pronounced the gradient disappearance is, which makes the parameters of the previous layers of the network not updated. To deal with this issue, residual networks are proposed, which consist of multiple residual blocks, to improve the performance of the network further.

1) Preprocessing Module: Before being fed into the neural network, the received signal vector is subject to data processing by the preprocessing module. Firstly, the received signal vector in complex form is divided into real part and imaginary part

\[ \mathbf{r} = \mathbf{r}_R + j \mathbf{r}_I \]

where \( \mathbf{r}_R \) and \( \mathbf{r}_I \) denote the real part and imaginary part of the received signal, respectively. After the signal is divided into real and imaginary parts, the two parts are transformed into a matrix with similar number of rows and columns. Next, the first convolutional layer would upgrade the input from the two feature channels to the sixty-four feature channels by convolving.

2) Convolution Module: In this module, massive convolution layers are deployed to extract features from the input received signal vector. For the residual networks, every two or three convolution layers would constitute the residual blocks first, and then the residual blocks are composed of the convolution module. As shown in Fig. 3, the convolution module of the residual network consists mainly of two basic

residual blocks, namely Basic Block and Bottle Block, while the latter is designed for deeper networks. In comparison to the regular convolution structure, the Basic Block and Bottle Block add identity mapping to the original base connection, which passes the current input directly to the next block. Such a structure, which is known as Short Connection, ensures that the gradient of the deeper network can be passed directly to the shallower network during backpropagation, thereby overcoming the problem of gradient disappearance to some extent.

For the configuration of the structure of the deep residual network, we refer to the classical Resnet18 and Resnet50 network, whose parameters are presented in Table II in Section IV. The structural parameters adopted in Table II are derived from classical residual network model in paper [38], which is the source of the study of residual networks and its proposed Table II-based network model proved to have more efficient mapping capabilities and the ability to mitigate gradient disappearance.

As an example, the structure of an 18-layer residual network, i.e. Resnet18, is shown in Fig. 4. From Fig. 4, it can be seen that the convolution module of Resnet18 consists of eight Basic Blocks, where the solid lines represent identity mappings of equal dimensions and the dashed lines represent identity mappings of different dimensions, which require additional convolution processing to convert to the same dimensions.

Note that each convolution layer is followed by a batch norm layer and a ReLU activation layer, whose purpose is to prevent overfitting and to increase the nonlinear mapping capability of the network, respectively. Furthermore, at the end of the convolution module, the average pooling layer is employed to transform the dimensionality of the output and map it to the fully connected layer.

3) Output Module: Since the near-field deep learning-based beam training is similar to a multi-classification problem, a fully connected layer and a Softmax activation layer are deployed to perform the estimation of the optimal codeword. The function of the fully connected layer is to refine the features extracted by the convolution module and estimate the probability of each codeword being the optimal codeword, while the function of the Softmax activation layer is to normalize the output of the fully connected layer into probability values. Specifically, the function of the Softmax activation layer can be formulated as

\[
p_i = \frac{e^{a_i}}{\sum_{i=1}^{S} e^{a_i}},
\]

where \( I \) denotes the output dimension of the fully connected layer; \( p_i \) and \( a_i \) represent the \( i \)-th output of the Softmax activation layer and the fully connected layer, respectively. Since the proposed scheme employs the dual neural network structure, i.e. x-axis network and y-axis network, to estimate the optimal near-field codeword separately, two probability distribution vectors would be obtained, which can be formulated as

\[
\hat{P}^x = [\hat{p}_1^x, \hat{p}_2^x, \cdots, \hat{p}_{S_x}^x]^T, \\
\hat{P}^y = [\hat{p}_1^y, \hat{p}_2^y, \cdots, \hat{p}_{S_y}^y]^T,
\]

(26)
where $p_{sx}^*$ and $p_{sy}^*$ denote the probabilities that the x-axis index of the optimal near-field codeword is $s_x$ and the y-axis index is $s_y$, respectively. The greater the values of $p_{sx}^*$ and $p_{sy}^*$, the higher the probability that the optimal near-field codeword is $\tilde{c}_r(x_{s_x}, y_{s_y})$.

Furthermore, the cross-entropy loss function will be used as an evaluation criterion, which is widely applied in multi-classification problems. Specifically, the cross-entropy loss function of the x-axis network and the y-axis network can be expressed as

$$\text{Loss}^x = -\sum_{s_x=1}^{S_x} p_{sx}^* \log_{10} \hat{p}_{sx}^*,$$

$$\text{Loss}^y = -\sum_{s_y=1}^{S_y} p_{sy}^* \log_{10} \hat{p}_{sy}^*, \quad (27)$$

where $p_{sx}^* = 1$ and $p_{sy}^* = 1$ if the actual optimal near-field codeword is $c_r(x_{s_x}, y_{s_y})$. Otherwise, $p_{sx}^* = 0$ and $p_{sy}^* = 0$.

### C. Far-Field Beam-Based Beam Training

Given the detailed design of the residual network structure in the previous section, two primary beam training schemes are developed, namely the FBT scheme and PNBT scheme, which differ in the choice of the codewords to be tested in the pilot transmission phase. In this section, the detailed steps of the FBT scheme will be provided.

The framework of the proposed FBT scheme is shown in Fig. 5. For the FBT scheme, the user first sends the pilot signals to the BS via the XL-RIS, during which the XL-RLS selects codewords from the far-field RIS codebook to form the phase shifts at different time slots. By defining the receive signal of the $n$-th far-field RIS codeword as $y_{F_n}$, the BS can obtain the receive signal vector $r_{F_n} = [r_{F_1}^T, r_{F_2}^T, \cdots, r_{F_N}^T]^T$.

According to (16), the received signal $r_{F_n}^T$ can be expressed as

$$r_{F_n}^T = \beta u_n^T \tilde{c}_r(x_{s_x}, y_{s_y}) x + n_{e,n}, \quad (28)$$

where $u_n$ denotes the $n$-th codeword in the far-field RIS codebook $\mathcal{F}$. Note that since all far-field RIS codewords are tested, the total time slot length $Q$ is equal to the number of far-field RIS codewords $N$.

Then, the received signal vector $r_{F_n}^T$ are fed into the x-axis network and the y-axis network respectively and the probability distribution vectors $\hat{P}_x$ and $\hat{P}_y$ can be obtained according to (26). Based on $\hat{P}_x$ and $\hat{P}_y$, the x-axis index and y-axis index of the optimal near-field codeword can be expressed as

$$\hat{s}_x = \arg \max_{s_x=1,2,\cdots,S_x} \hat{P}_x_{s_x},$$

$$\hat{s}_y = \arg \max_{s_y=1,2,\cdots,S_y} \hat{P}_y_{s_y}. \quad (29)$$
Then the index of the optimal near-field codeword in the codebook can be formulated as
\[
\hat{s}^* = (\hat{s}^*_y - 1) S_x + \hat{s}^*_x.
\] (30)

Finally, the optimal near-field RIS codeword can be obtained by
\[
\hat{w}^* = [W]_{\hat{s}^*}.
\] (31)

**Algorithm 1** The Far-Field Beam-Based Training

**Input:**
Well-trained x-axis and y-axis residual networks;

**Output:**
Optimal near-field codeword \( w^* \);

1: XL-RIS implements far-field beam test and the received signal vectors \( r^F \) can be obtained at the BS according to (28);
2: Obtain the probability distribution vector \( \hat{P}^x \) and \( \hat{P}^y \) by inputting \( r^F \) to the x-axis and y-axis residual networks, respectively;
3: The x-axis index and y-axis index of the optimal near-field codeword can be obtained via (29);
4: The optimal near-field codeword \( \hat{w}^* \) can be obtained via (31);
5: return \( \hat{w}^* \);

**D. Partial Near-Field Beam-Based Training**

1) Partial Near-field Beam-based Training Scheme: Compared to the FBT scheme, the XL-RIS in the PNBT scheme selects the partial near-field codewords for test at step 2. Specifically, the XL-RIS selects the codewords from the near-field RIS codebook at equally spaced intervals according to the index to form the phase shifts at different pilot time slots. By defining \( D \) as the sampling interval and \( I = \left\lfloor \frac{S_y S_x}{D} \right\rfloor \) as the number of codewords picked, the set of selected near-field RIS codewords can be represented as
\[
D = \{ w_{t_i} | t_i = i \times D, i = 1, 2, \cdots, I \},
\] (32)

where \( w_{t_i} \) denotes the \( t_i \)-th codeword in the near-field RIS codebook \( W^N \).

Then, according to (16), the received signal of the \( t_i \)-th near-field codeword can be represented as
\[
r^N_{t_i} = \beta w^T w_{t_i} c_r (x^k, y^k, z^k) x + n_{e,t_i},
\] (33)

and the received signal vector \( r^N = [r^N_{t_1}, r^N_{t_2}, \cdots, r^N_{t_I}]^T \) can be obtained at the BS.

Furthermore, the remaining steps for obtaining the optimal near-field codeword in the PNBT scheme are the same as the FBT scheme and will not be repeated here.

**Algorithm 2** The Partial Near-Field Beam-Based Training

**Input:**
Well-trained x-axis and y-axis residual networks;

**Output:**
Optimal near-field codeword, \( w^* \);

1: XL-RIS implements partial near-field codewords test and the received signal vectors \( r^N \) can be obtained at the BS according to (33);
2: Obtain the probability distribution vector \( \hat{P}^x \) and \( \hat{P}^y \) by inputting \( r^N \) to the x-axis and y-axis residual networks, respectively;
3: The x-axis index and y-axis index of the optimal near-field codeword can be obtained via (29);
4: The optimal near-field codeword \( \hat{w}^* \) can be obtained via (31);
5: return \( \hat{w}^* \);

2) The Improved PNBT Scheme: The PNBT scheme can significantly reduce the pilot overhead; however, the estimation performance will degrade when the sampling interval \( D \) is large. In order to further improve the performance of the PNBT scheme, we propose an improved PNBT scheme in which the output of the neural network, i.e. \( \hat{P}^x \) and \( \hat{P}^y \), will be further exploited and additional codeword tests are required. The framework of the improved PNBT scheme is shown in Fig. 6.
Fig. 6. The framework of the improved PNBT scheme in which only partial near-field XL-RIS codewords are tested in the first phase and only codewords in set $B'$ are tested in the second phase.

As shown in the diagram of Algorithm 3, the steps to obtain the probability distribution vectors $\hat{P}_x$ and $\hat{P}_y$ are the same for both the PNBT scheme and the improved PNBT scheme. Based on the $\hat{P}$ and $\hat{P}'$, the improved PNBT scheme performs additional tests on some of the more possible near-field codewords rather than directly selecting the most possible codeword, which differs from the original scheme. Specifically, the BS can obtain the first $K$ maximum possible $x$-axis indices and $L$ maximum possible $y$-axis indices according to $\hat{P}$ and $\hat{P}'$, which can be clearly represented in the set $\mathcal{L}_x$ and $\mathcal{L}_y$ as

$$\mathcal{L}_x = \{\sigma_1, \sigma_2, \ldots, \sigma_K\}$$

and

$$\mathcal{L}_y = \{\gamma_1, \gamma_2, \ldots, \gamma_L\}.$$ 

(36)

(37)

where $\langle \cdot \rangle$ denotes the order operation, e.g., for $A = \{a_1, a_2, \ldots, a_n\}$, $\langle A \rangle = \{a_{\sigma_1}, a_{\sigma_2}, \ldots, a_{\sigma_n}\}$ with $a_{\sigma_1} \geq a_{\sigma_2} \geq \ldots \geq a_{\sigma_n}$. Based on $\mathcal{L}_x$ and $\mathcal{L}_y$, the codewords that point to the intersection of these indices can be represented by the set $B$ as

$$B = \{w_j | b_j = (\gamma - 1)S_x + \sigma, \sigma \in \mathcal{L}_x, \gamma \in \mathcal{L}_y, j = 1, 2, \ldots, KL\}.$$ 

(38)

In order to avoid duplicate test, the set $B$ requires to exclude the near-field codewords from the first test, and eventually, the additional codewords that need to be tested can be represented as

$$B' = B - B \cap D.$$ 

(39)

Then the BS delivers the set $B'$ to the XL-RIS via the direct control link, and the user needs to transmit a few pilot signals again for additional near-field codewords test, whose procedures are the same as that for the first test. By implementing additional near-field codewords test, the received signal vector corresponding to the near-field codewords with the maximum
probability can be obtained as
\[
\begin{align*}
W^N &= \beta w^b_1 e_r (x_1^k, y_1^k, z_1^k) x + n_{r,n}, \quad (40) \\
W^N &= [r_{b_1}, r_{b_2}, \ldots, r_{b_{K'}}]^T. \quad (41)
\end{align*}
\]

Finally, based on the measurement of the received signal vector, the index of the optimal near-field codeword in the codebook \(W\) can be represented as
\[
s^* = \arg \max_{b_j \in B} \left| r_{b_j} \right|, \quad (42)
\]
and the optimal near-field codeword can be obtained as
\[
\hat{w}^* = |W|_{s^*}. \quad (43)
\]

**Algorithm 3 The Improved PNBT**

**Input:**
- Well-trained x-axis and y-axis residual networks;
- The number of additional codewords to be tested \(K, L\);

**Output:**
- Optimal near-field codeword, \(w^*\);

1. XL-RIS implements partial near-field codewords test and the received signal vectors \(r^N\) can be obtained at the BS according to (33);
2. Obtain the probability distribution vector \(\hat{P}^x\) and \(\hat{P}^y\) by inputting \(r^N\) to the x-axis and y-axis residual network, respectively;
3. The set of near-field codewords that require additional test \(B'\) can be obtained by (38) and (39);
4. The XL-RIS performs additional beam test and \(r^N\) can be obtained by (40);
5. The index of the optimal near-field codeword \(s^*\) can be obtained by (42);
6. The optimal near-field codeword \(\hat{w}^*\) can be obtained by (43)
7. **return** \(\hat{w}^*\);

**IV. SIMULATION RESULTS**

In order to evaluate the performances of the two DRN-based near-field beam training schemes, numerical simulations are implemented, and the simulation results are presented in this section. Firstly, the parameters of the simulation system are presented, which include the parameters of the channel, the codebook and the neural networks. Then, the simulation results of the proposed scheme are given and compared with the existing schemes. In addition, three performance metrics are proposed to assess the performances of beam training schemes.

**A. System Setup**

In our simulations, XL-RIS-assisted mmWave communication systems are considered, where the number of antennas of the BS and the number of elements of the XL-RIS are set to \(M = 512\) and \(N = 512\), respectively. The number of channel paths from the BS to the XL-RIS and from the XL-RIS to the user are set to \(L_G = 3\) and \(L_k = 3\) respectively, where the channel gains of the strongest path are set to \(\alpha_{0}^G, \alpha_{0}^k \sim CN(0, 1)\) and the gains of the remaining channels are set to \(\alpha_{l}^G, \alpha_{l}^k \sim CN(0, 0.001)\) for \(l_1, l_2 = 2, 3\). Furthermore, the range of the user’s plane coordinate \((x_l, y_l)\) is given by \((50 m, 50 m)\) and \((30 m, 30 m)\), which are within the limits of the near-field domain. The sampling intervals of the near-field RIS codebook in the x-axis and y-axis are set to \(\Delta_x = 1m\) and \(\Delta_y = 1m\), which results in the numbers of sampling points being \(S_x = 100\) and \(S_y = 60\), respectively. Consequently, the number of candidate codewords in the near-field XL-RIS codebook reaches \(S_xS_y = 6,000\), which is far more than the number of far-field codewords \(N = 512\). The transmit SNR is defined as \(10 \log \left( \frac{1}{\alpha} \right)\), where the energy of the transmit signal is assumed to be 1. Finally, the selection interval for the PNBT scheme is fixed to \(D = 20\), which means that only 1 in 20 codewords in the PTBT scheme is tested. Based on the above channel and codebook parameters, we generate 20,000 channel samples and corresponding labels, of which 90 percentage are used for training the neural network and 10 percentage for evaluating the performance.

For the proposed neural network, 18-layer and 50-layer residual networks, i.e. ResNet18 and ResNet50, are adopted, and the specific structural parameters are shown in Table II. In order to accelerate the convergence of the neural networks, the learning rate decay strategy is employed, where the initial learning rate is set to 0.005, and the learning rate decays by half when the estimation accuracy does not improve within two training epochs. Moreover, the mini-batch strategy is also adopted, where the neural network is trained for 120 epochs with 2000 batches in each epoch. Fig. 7 shows the variation of the loss function with training epochs during the training phase. The loss gradually decreases and flattens out at approximately epoch 40. Then, the model parameters of the well-trained x-axis network and y-axis network are saved and used for subsequent performance tests.

**B. Metrics and Baselines**

In order to better evaluate and compare the performances of different near-field beam training schemes, three performance metrics are adopted.
are the most straightforward approach, of which the most schemes, the following five baselines are adopted: 

1) Exhaustive Beam Search: The exhaustive beam search are the most straightforward approach, of which the most representative schemes are sweeping scheme and maximum likelihood (ML) scheme. For the exhaustive search schemes, the XL-RIS requires to test all codewords and then the BS selects the codeword corresponding to the received signal with the highest energy or the codeword corresponding to the maximum probability. The exhaustive search schemes tend to provide the best performance but with an

2) Hierarchical Beam Search: The authors of [25] proposed a hierarchical search scheme for the XL-RIS, and a multi-layer codebook was employed, where the range of the higher-level codewords can cover several lower-level codewords. In the hierarchical search scheme, the optimal higher-level codeword is obtained by the exhaustive test, and then the lower-level codewords covered by that codeword are exhaustively tested to find the optimal lower-level codeword.

3) DL-based beam training in [23]: [23] proposed a beam training scheme for the far-field mmWave systems, where the fully connected (FC) neural network was employed. We adopt the same network structure as well as the beam training strategy and apply them to the near-field XL-RIS-assisted wireless communication system.

4) DL-based beam training in [20]: A CNN based far-field beam training scheme was proposed in [20]. Similarly, the same network structure and a close beam training strategy will be applied to the near-field for the XL-RIS, after which its performance will be compared with that of the proposed schemes in this paper.

5) Orthogonal matching pursuit (OMP) algorithm: The classical compressive sensing (CS) algorithm is widely used for the estimation of millimetre wave channels owing to its accuracy and low pilot overhead [26], [39]. Therefore, we decide to adopt the OMP algorithm, which is one of the CS algorithms that exploit the sparsity of the angular domain, to recover the channel and form the phase shift matrix of the XL-RIS for downlink transmission with the maximum ratio combining (MRC) principle. Specifically, by using the OMP algorithm and the codebook of the near-field XL-RIS in 14, the $\mathbf{h}_k^c$ can be obtained, which is the estimated value of the cascaded channel $\text{diag}(\mathbf{f}_k^c)\mathbf{g}_k$. Then, the phase shift matrix of the XL-RIS is set to $\Phi = \text{diag}(\phi)$, where $\phi$ is set as $\phi = ||\mathbf{h}_k^c||_2$. Finally, the achievable rate obtained after implementing the OMP algorithm can be expressed as

$$E_k = \log_2 \left(1 + \frac{\phi^T \mathbf{h}_k^c}{\sigma^2} \right), \quad (47)$$

C. Simulation Result

1) How Is the Performance of the Proposed Solution?:
In Fig. 8, the performance of the proposed scheme in terms of the normalized RIS beam gain is compared at different transmission SNRs. From Fig. 8, it can be seen that at higher transmit SNRs, e.g. SNR > 5dB, the improved PNBT scheme with $K = 2$ and $L = 5$ can achieve more than 90% of the perfect performance and even outperforms the sweeping scheme, which demonstrates the powerful non-linear relationship learning capability of the residual network. Furthermore, the FBT scheme can also have a similar beam gain performance to the sweeping scheme at different transmission SNRs. It can
also be observed that the FBT scheme outperforms the PNBT scheme due to the fact that the FBT scheme tests more codewords, and the neural network can extract more information about the channel. However, with additional beam tests being implemented, the improved PNBT scheme gradually performs better than the FBT scheme because the knowledge of the probability distribution vector is fully exploited.

2) How Does the Proposed Scheme Compare With the Existing Schemes?: Fig. 9 compares the performances of the proposed schemes in terms of the achievable rate, where the existing beam training scheme is also included for comparison. As shown in Fig. 9, both the proposed near-field beam training schemes exhibit similar performance to the sweeping scheme and the ML algorithm in terms of the achievable rate at all transmit SNRs; however, the pilot overhead is significantly less than that of the sweeping scheme and the ML algorithm. Furthermore, the proposed two near-field beam training schemes provide a significant performance improvement over the near-field hierarchical beam scheme because the hierarchical beam training is highly sensitive to noise and lacks the ability to handle it like the neural network. It can be also seen from Fig. 9 that the beam training algorithm proposed in this paper can more accurately choose the optimal beam to obtain a higher achievable rate, compared with the conventional OMP estimation algorithms. In fact, since there is no codebook sampling design specifically applicable to the XL-RIS cascade channel, which can degrade the correlation between codewords, the CS-based channel estimation algorithm suffers a severe performance loss. As a result, the existing conventional estimation techniques can be hardly applied directly to the XL-RIS-assisted communication system, where both the spherical wave model and the characteristics of the cascade channel have to be considered. At the same time, the proposed schemes also outperform two ML-based beam training schemes, which are mainly suitable for the far-field domain and have difficulty in addressing the large amount of multi-dimensional near-field codewords.

Next, the performances of the different schemes in terms of achievable rate and pilot overhead, i.e. the effective achievable rate, are presented in Fig. 10. As shown in Fig. 10, although
the sweeping scheme offers a high achievable rate performance, it suffers from a high pilot overhead, which results in a dramatic reduction in data communication time, as confirmed by its low effective achievable rate. For the proposed near-field beam training scheme, the FBT and PNBT schemes reduce the pilot overhead by 91% and 95%, compared to the sweeping scheme, where they only test 512 and 300 codewords, respectively. Moreover, the improved PNBT scheme with \( K = 2 \) and \( L = 5 \) only needs to test \( I + KL = 310 \) codewords, thus reducing the pilot overhead by approximately 95%. Consequently, the proposed near-field beam training scheme achieves excellent performance in terms of the effective achievable rates.

3) How About the Impact of the Number of Codewords for Additional Test?: Fig. 11 illustrates the impact of different values of \( K \) and \( L \) on the normalized RIS beam gain of the improved PNBT scheme. It can be seen that the performance of the improved PNBT scheme improves as \( K \) and \( L \) increase because the knowledge of the probability distribution vectors is increasingly exploited. Additionally, the performance of the improved PNBT scheme tends to converge and approaches the perfect performance when \( K > 3 \) and \( L > 3 \), which means that the probability distribution vector has been fully exploited.

4) How Is the Performance of Different Neural Network Structures?: In Fig. 12, we focus on the impact of different neural network structures on the performance of the proposed near-field beam training scheme. Specifically, we employ different neural network structures with the same beam training strategy and compare their performances. It can be seen that the residual neural network-based near-field beam training schemes achieve more significant RIS beam gain than the conventional CNN, which further demonstrates the superiority of residual networks. Additionally, with the increase of the residual network from 18 to 50 layers, the performance of the residual neural network-based near-field beam training scheme does not degrade like the traditional convolutional network but further improves, which also proves the superior performance of the residual structure in solving the gradient disappearance problem.

5) Why We Set the Sampling Interval \( D \) to 20?: Fig. 13 and Fig. 14 compare the performances of the proposed PNBT scheme with the improved PNBT scheme in terms of achievable rate and the effective achievable rate at different sampling intervals, respectively, where the Resnet18 network is employed and the transmit SNR is set to 20. From Fig. 13, it can be seen that the achievable rate of the PNBT scheme decreases correspondingly as the sampling interval increases, which is due to the fact that an increase in the sampling interval reduces the input to the neural network and thus the information acquired is reduced. Furthermore, the improved PNBT scheme receives less impact when the sampling interval is increased, especially when \( K = 2 \) and \( L = 5 \), the achievable rate of the improved PNBT scheme remains more or less the same and close to that of the sweeping scheme. In terms of the effective achievable rate, both the PNBT scheme and the improved PNBT scheme improve as the sampling interval increases, which is because the amount of pilot overhead is
Fig. 14. Effective achievable rate for the proposed schemes with different intervals $D$.

Fig. 15. Normalized SNR of the proposed schemes with different neural network structures.

significantly reduced. Moreover, when the sampling interval reaches 20, the effective reachable rate of both the PNBT scheme and the improved PNBT scheme reaches their maximum value and starts to converge, which means that the pilot overhead and achievable rate are in excellent balance. Therefore, we set the sampling interval to 20 in order to achieve a good performance of the proposed schemes.

6) How Is the Pilot Overhead of the Proposed Scheme?:

Fig. 15 compares the pilot overhead of the proposed schemes with the existing beam training schemes. It can be seen that the proposed schemes significantly reduce the pilot overhead in the near-field XL-RIS-assisted wireless communication systems. When the sampling interval is 20, the proposed schemes are capable of reducing the pilot overhead by 91% or even 95%, and less than that of the hierarchical search scheme.

V. CONCLUSION

In this paper, we proposed two deep learning-based near-field beam training schemes in XL-RIS-assisted wireless communication systems to reduce the pilot overhead, where the deep residual networks are employed to determine the optimal near-field RIS codeword. Our proposed scheme mainly utilizes neural networks to extract the implicit information between the received signals of different codewords, thus reducing the reliance on the information obtained from the codeword test. Specifically, we first proposed a FBT scheme in which the received signals of all far-field RIS codewords are fed into the neural network to estimate the optimal near-field RIS codeword. In order to further reduce the pilot overhead, the PNBT scheme was proposed, where only the received signals corresponding to the partial near-field RIS codewords were served as input to the neural network. Furthermore, we further proposed the improved PNBT scheme to enhance the performance of the beam training by fully exploring the neural network’s output. Note that in both schemes a dual neural network structure was proposed, i.e., an x-axis network and a y-axis network to estimate the index of the two dimensions of the optimal codeword. Simulation results showed that our proposed scheme can approach the performance of the sweeping scheme in terms of the achievable rate, however, the pilot overhead was significantly less than that of the sweeping scheme. Furthermore, the proposed schemes are more compatible with the XL-RIS-assisted wireless communication systems than the existing beam-training schemes, where better performance was obtained and the pilot overhead was reduced.
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