Validating Dynamically Downscaled Climate Projections for Mountainous Watersheds Using Historical Runoff Data Coupled with the Distributed Hydrologic Soil Vegetation Model (DHSVM)
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Abstract: The performance of dynamically downscaled climate fields with respect to observed historical stream runoff has been assessed at basin scale using a physically distributed hydrologic model (DHSVM). The dynamically downscaled climate fields were generated by running the Weather Research & Forecasting (WRF) model at 4-km horizontal resolution with boundary conditions derived from the Climate Forecast System Reanalysis. Six hydrologic models were developed using DHSVM for six mountainous tributary watersheds of the Jordan River basin at hourly time steps and 30-m spatial resolution. The size of the watersheds varies from 19 km² to 130 km². The models were calibrated for a 6-year period from water year (WY) 1999–2004, using the observed meteorological data from the nearby Snow Telemetry (SNOTEL) sites of the Natural Resources Conservation Services (NRCS). Calibration results showed a very good fit between simulated and observed streamflow with an average Nash-Sutcliffe Efficiency (NSE) greater than 0.77, and good to very good fits in terms of other statistical parameters like percent bias (PBIAS) and coefficient of determination (R²). A 9-year period (WY 2001–2009) was selected as the historical baseline, and stream discharges for this period were simulated using dynamically downscaled climate fields as input to the calibrated hydrologic models. Historical baseline results showed a satisfactory fit of simulated and observed streamflow with an average NSE greater than 0.45 and a coefficient of determination above 0.50. Using volumetric analysis, it has been found that the total volume of water simulated using downscaled climate projections for the entire historical baseline period for all six watersheds is 4% less than the observed amount representing a very good estimation in terms of percent error volume (PEV). However, in the case of individual watersheds, analysis of total annual water volumes showed that estimated total annual water volumes were higher than the observed for Big Cottonwood, City Creek, Millcreek and lower than the observed total annual volume of water for Little Cottonwood, Red Butte Creek, and Parleys Littledell, demonstrating similar characteristics obtained from the calibration results. Seasonal analysis showed that the models can capture the flow volume observed for Big Cottonwood, City Creek and Red Butte Creek during the peak season, and the models can capture the flow volume observed for all the watershed satisfactorily except Big Cottonwood during the dry season. Study results indicated that the dynamically downscaled climate projections used in this study performed satisfactorily in terms of stream runoff, total flow volume, and seasonal flow analyses based on different statistical tests, and can satisfactorily capture flow patterns and flow volume for most of the watersheds considering the uncertainties associated with the study.
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1. Introduction

Mountains ensure the availability of water even during off-peak seasons by storing water both in solid and liquid phases and releasing it to streams through the process of runoff. Many mountainous regions generate more than half the total annual runoff of the entire watershed and thus play a dominant role in terms of water availability [1]. Effects of climate change on the hydrological cycle range from global [2] to local [3] scales and are reflected in hydrological time series such as runoff [4] where significant long-term shifts in the amount and timing of river flows create higher risks of water shortages and floods [5,6]. Both precipitation and temperature can change abruptly over short distances in the mountains due to different exposures to radiation, wind, and altitudinal gradients [7]. Small increases in temperature can have large impacts on snow accumulation as well as on the timing of snow accumulation and melting due to their impacts on evapotranspiration rates [8,9]. Understanding the hydrological processes of mountainous watersheds is essential to predict changes in both streamflow quantity and temporal pattern due to future climate change. Understanding historical trends of both spatial and temporal patterns of mountain precipitation and temperature is critical to manage the limited water resources efficiently for the future [10].

Global atmospheric data having spatial resolutions of tens of kilometers are too coarse to provide reliable estimates when used directly in hydrologic models at basin or watershed scales [11]. Modeling of the hydrologic responses of mountainous regions requires hydro-climatic variables at resolutions of 10 km or less to be able to account for the effect of topography on local climate [12–16]. Therefore, studying climate change impacts at basin/watershed scales for mountainous watersheds requires downscaled global climatic model (GCM) fields for both historic and future scenarios. Downscaling of the GCMs can be done either statistically or dynamically. The efficiency of the statistical downscaling approach is highly dependent on the ground observation data so it is not very effective for the regions with limited data availability [17,18]. On the other hand, the dynamical downscaling approach uses conservation equations of mass, momentum, and energy in the form of a regional climate model (RCM) to spatially and temporally refine historic and future atmospheric conditions. This approach is more effective for high mountain areas with complex topographies and for estimating atmospheric data under limited or no data conditions [19–21].

Decision makers have tried to use climate model projections under different climate scenarios to understand their effects on the variability of water resources [22] and to support water management decisions [23,24]. According to several studies [25,26], the problem with this approach is that the global or regional climate predictions may strongly differ from the climatic conditions recorded at local weather stations in the watersheds, thus limiting the use of climate change models for predicting the availability of water resources. Another issue with dynamically downscaled climate projections is that they are validated only against precipitation and/or temperature recorded at the local weather stations, but are not evaluated in terms of the stream runoff, which would require using the climate model output to force a physically-based distributed hydrological model for mountainous watersheds. Therefore, despite the ability of dynamically downscaled climate projection models to refine hydro-climatic variables from coarse spatial scales to fine basin or watershed scales, it is not clear how efficient this approach would be in the context of using these hydro-climatic variables to predict future streamflow.

Dynamically downscaled climate projections are region-specific, therefore, for river basin or watershed scale studies for mountainous watersheds, an implementation of a hydrologic model driven by dynamically downscaled climatic variables is expected to be very effective. Due to inherent errors in the dynamically downscaled climate data, it is important to evaluate the historical performance of a dynamically downscaled climate projection as an input into a hydrological model before using it directly.
to predict streamflow under future climate. Such an evaluation performed for mountainous regions with respect to historic runoff is essential to ensure an adequate level of accuracy of the forecasted future stream discharges under climate change scenarios and to improve confidence in resultant future water management and planning decisions. The objective of this study is to leverage historical stream runoff data for an entire river basin to evaluate a dynamically downscaled climate data set for the intermountain west of the United States region, by coupling regional climate and physically distributed hydrologic models. This unique study performed for the mountainous watersheds of an entire river basin is intended to assess the usefulness and the level of confidence of the dynamically downscaled climate projections in the context of water resource management decisions in data-limited regions.

2. Methods and Data

2.1. Study Area

The Jordan River basin in Utah, USA is a 137 square mile (355 km²) watershed consisting of a 52 mile (135 km) long urban river connecting Utah Lake to the Great Salt Lake, and mountainous tributaries that are important sources of drinking water supply for the population of the surrounding municipalities. This river basin is highly dependent on the snowpack-supplied water resources generated from the adjacent Wasatch Mountains watersheds. Snowmelt is the source of 72% of total annual water runoff from six mountainous sub-basin watersheds. Furthermore, four of these six watersheds (City Creek, Big Cottonwood, Little Cottonwood, and Parleys Creek) contribute 50–60% of the drinking water supply of Salt Lake City [27,28], while other mountainous watersheds upstream of Utah Lake provide 30%, and 10% comes from groundwater [29]. Consequently, understanding the impacts of climate change on local hydrology is imperative in developing plans for a sustainable future. This study examined the six mountainous watersheds of the Jordan River basin presented in Figure 1, which are located to the eastern side of Salt Lake City. The areas of the watersheds vary from 7 square miles to 50 square miles (19 to 130 km²) with elevations ranging from 8000 feet to 11,500 feet (2438 to 3505 m).

Figure 1. Map of Jordan River Basin and locations of the six studied watersheds.
2.2. Dynamically Downscaled Climate Projection and Distributed Hydrologic Model

A dynamically downscaled climate simulation for Utah at 4-km horizontal spatial resolution was performed for a 26-year period using the Weather Research and Forecasting (WRF) model driven by initial and boundary conditions derived from the Climate Forecast System Reanalysis as detailed in Scalzitti et al. [27]. Historical hourly climatic variables produced by WRF were used as input to a physically distributed hydrologic model referred to as Distributed Hydrologic Soil Vegetation Model (DHSVM) [30], which simulated stream runoff for the period of nine water years (WY 2001–WY 2009; 1 October 2000 through 30 September 2009). The projected historical streamflow was then evaluated using the measured Salt Lake City Department of Public Utilities (SLCDPU) streamflow data. The Nash-Sutcliffe Efficiency (NSE), coefficient of determination (R-squared), PBIAS, and percent error volume (PEV) statistical tests were performed to evaluate the performance of the dynamically downscaled climate projection.

Accurate simulation of soil, land cover, and climate change are important criteria to consider in selecting a hydrologic model for future watershed planning [31]. Physical hydrologic models using mass and energy conservation equations have high data requirements but are more accurate in predicting the effects of climate change or disturbances [32] than simplified empirical models with low data requirements. DHSVM, used in this study, is a physically-based distributed hydrologic model that provides a dynamic representation of watershed processes at spatial scales [28] taking into consideration the effect of topography, soil, and vegetation, solving the energy and water balance at each grid cell at each time-step. The hydro-climatic inputs into the models are near-surface meteorology including air temperature, wind speed, humidity, precipitation, as well as incoming short- and long-wave radiation. In DHSVM, land cover and soil properties are assigned in each digital elevation model (DEM) pixel, and the size of each pixel of the model is 30 m by 30 m. In DHSVM, evapotranspiration is calculated using a two-layer canopy representation because snow accumulation and melt are calculated using a two-layer energy balance model. Soil moisture and runoff production are estimated using a multilayer unsaturated soil model and a saturated subsurface flow model [33]. Precipitation is categorized as rain or snow based on threshold air temperature. DHSVM calculates a separate one-dimensional water balance for each pixel. According to the model, when the precipitation rate surpasses the maximum infiltration rate, overland flow occurs. DHSVM interpolates wind speeds across the region if multiple stations are available; otherwise wind speeds remain constant. Solar geometry calculations are used to distribute radiation in DHSVM. The model considers each stream section as a linear reservoir, so DHSVM routes the flow as a channel network, and stream runoff (in terms of volume per time step) is provided as an output.

2.3. Data

DHSVM input data can be classified into two general categories which are surface maps and time series data. Hydro-climatic inputs are represented at the model’s computational time steps by time-series, whereas land surface data are represented by spatial maps. A digital elevation model (DEM) is the fundamental base of DHSVM as it describes the watershed topography at a finer scale and all the distributed parameters depend on it. For this study, 1-arc second (i.e., 30-m) DEMs were acquired from the US Geological Survey National Mapping Program for topographic data of the six analyzed watersheds (Figure 2). The DEMs were reconditioned using two routines in ArcMap 10.4.1 to enforce a linear drainage pattern on the DEM grids, which is required by DHSVM to perform hydrologic simulations. The two ArcMap analyses were used to: (i) fill sinks in the drainage area, if any, using the “Spatial Analyst Tools Hydrology” FILL routine; and (ii) delineate the watershed flow path direction from different grid cells to the outlet using the “Flow Direction” routine under the same section as mentioned in previous step. Travel time from a given pixel to the basin outlet was calculated using slope, flow accumulation and flow path information using different routines in “Spatial Analyst Tools” from ArcMap. A minimum number of contributing pixels has been specified based on which stream channel network was imposed on the DEM. Masks of the studying watersheds
were generated using “Extraction by Mask” routine of the “Spatial Analyst Tool”. Masks were also used to ensure that all spatial inputs of the models had the same extent. Finally, the watersheds’ mask rasters were used to extract basin values for every pixel from DEM, land cover, soil depth, and soil map raster inputs. Land surfaces were characterized at the same spatial scale for both soil and vegetation cover. For this study, a soil map was obtained from the STATSGO soil database [34]. Some of the important soil parameters required at each pixel by DHSVM are porosity, field capacity, wilting point, and lateral and vertical hydraulic conductivity. According to STATSGO soil database, the six mountainous watersheds analyzed in this study have 10 different types of soil, but each watershed does not have all those types of soil. For example, Millcreek watershed has four types of soil where gravelly loam is the most dominant one with very cobbly loam and loam soils as moderately dominant. Little Cottonwood watershed has seven different types of soil with silt loam and clay loam as the most dominant types of soil. Although the watersheds are very close to each other geographically, they possess unique geological features that may influence hydrological processes.

For vegetation cover, DHSVM requires characterization of both overstory and understory, with the most critical parameters including leaf area index, height, stomatal resistance, radiation coefficient, and albedo. To distribute the vegetation over the watershed, the dominant vegetation type for each layer is defined. A land cover map was derived from the National Land Cover Database (NLCD) 2011 map [35]. A total of 11 different types of vegetation cover were used in this study including deciduous forest, mixed forest, closed shrub, and coastal conifer. Table 1 shows the different types of soil and vegetation available in these watersheds. Vegetation in this model also includes two layers of root zones. DHSVM classifies each pixel based on dominant soil and vegetation type in that pixel and the value of different soil and vegetation parameters are assessed based on those parameters’ values found in the literature.
Table 1. Different types of vegetation cover and soil available in six Jordan River Watersheds.

| Vegetation Cover   | Soil                        |
|--------------------|-----------------------------|
| Deciduous broadleaf| Loam                       |
| Coastal conifer    | Clay loam                  |
| Mixed forest       | Gravelly loam              |
| Closed shrubs      | Very cobbly loam           |
| Woody wetlands     | Sandy loam                 |
| Grassland          | Very cobbly silt loam      |
| Pasture/Hay        | Silt loam                  |
| Barren lands       | Gravelly sandy loam        |
| Water              | Coarse sandy loam          |
| Urban              | Cobbly loam                |
|                    | Cobbly clay loam           |
|                    | Very cobbly loamy sand     |

For calibration of the models, hourly precipitation and temperature values were collected from six SNOTEL stations located in close proximity to the study’s six watersheds, as well as from the Salt Lake City Airport weather station (Figure 3). Then, using the location of SNOTEL stations, humidity, wind speeds, and dew point temperatures were derived from the National Solar Radiation Database (NSRDB) [36] at the same interval and time period as the precipitation and temperature data.

For the historical baseline scenario, several different locations at different elevations were selected within each of the six watersheds. Locations were selected mainly based on elevation as the temperature, precipitation, as well as the form of precipitation (rain versus snow) strongly depended on elevation. Significant changes in slope and aspect were also been taken into consideration in the process of selecting the locations. The number of locations varied with the size of the watershed to ensure sufficient spatial coverage of the climate data. For Red Butte Creek, two stations were selected, whereas
for Big Cottonwood Creek, nine stations were selected. Multiple locations at different elevations were used in the historical baseline scenarios to get a better spatial representation of climatic data throughout the watersheds, which was not possible in the calibration process due to the unavailability of so many weather stations. Dynamically downscaled meteorological parameters required for DHSVM were collected at those locations in each watershed, and meteorological station files in text format for each location were created by organizing those data in a specific order as required by DHSVM.

The daily atmospheric transmittance was calculated using the diurnal temperature range \[37\]. Incoming longwave and shortwave radiation data were estimated from air temperature, dew point temperature, and transmittance following the method developed by Burman and Pochop \[38\]. Station precipitation data were distributed using 30 years (1981–2010) of monthly normal precipitation maps from the Parameter-elevation Regressions on Independent Slopes Model (PRISM) project \[39\]. The relationship between precipitation and elevation is not linear so using a constant lapse rate method like the one used for temperature, particularly for an area with significant variation in elevation, increases uncertainty. Therefore, the PRISM distribution was used in this study to represent the complex spatial relationship between precipitation and location. PRISM was used to ensure the explicit representation of the heterogeneity of precipitation in each pixel and, at the same time, to capture the strong gradients of precipitation with elevation. PRISM also considers the influence of rain shadows, complex terrain, coastal proximity, and other complex factors. Furthermore, PRISM has been thoroughly peer-reviewed and has been widely used in modeling applications \[40,41\]. In our study, we used 800-m resolution maps of 30-year, monthly normals of precipitation. Historic stream runoff data were collected from SLCDPU for the study areas at daily scales.

2.4. Parameterization

DHSVM soil parameters used in this study were mostly based on the values obtained from the literature, as insufficient observed or measured values were available in Utah. Soil parameters like porosity, field capacity, and wilting point were refined within typical ranges to improve the simulation of streamflow and to adjust soil moisture dynamics (Table 2).

| Soil Parameters                  | Range of Values |
|---------------------------------|-----------------|
| Porosity                        | 0.38–0.58       |
| Field capacity (m\(^3\)/m\(^3\)) | 0.102–287       |
| Wilting point (m\(^3\)/m\(^3\))  | 0.041–0.18      |
| Pore size distribution index    | 0.242–0.386     |
| Bulk density (kg/m\(^3\))       | 840.0–1550.0    |
| Exponential decrease            | 2.4–3.0         |
| Bubbling pressure (m)           | 0.010–0.884     |
| Manning’s n (s/m\(^{1/3}\))    | 0.013–0.015     |

In the case of soil parameterization, high and moderately dominated soil parameters were used to calibrate the model while keeping the other soil type parameters constant. The USDA NRCS STATSGO soil database provided physical soil properties including estimated values of saturated lateral hydraulic conductivity (SLHC) and clay content. SLHC was then estimated based on the weighted average of each layer and refined during calibration. During model calibration, hydraulic conductivity could increase or decrease one order of magnitude to serve the purpose of producing reasonable magnitude and shape of peak flows. Sometimes for the same soil types in different watersheds, the parameter values varied, which can be explained considering the contribution of the macropore flow, which was not explicitly implemented in this version of the model.

Parameter values used to represent vegetation cover were estimated from previous studies \[42–49\]. Maximum snow interception capacity, which means the maximum amount of snow that can be intercepted due to overstory canopy, was set within the range of 0.10 to 0.30 depending on the type
and height of vegetation. Rooting depths of trees were set 0.60 m to 0.85 m meaning constant water content values below these depths and high seasonal variation due to extraction of water by roots at shallower depths. Moisture thresholds of different vegetation were estimated as half of the field capacity for mature trees [50] above which transpiration is not restricted by soil moisture.

2.5. Model Setup and Methods of Statistical Analyses

Six hydrologic models have been developed for six different watersheds using DHSVM at hourly time steps and 30-m spatial resolution. Calibrations of these models were performed using observed historical daily streamflow at the basin outlets. The models required initial conditions of the hydrologic state variables like interception of snow and rain by each vegetation layer, number of root zone layers, and soil moisture content in each soil layer. These initial variables are not easy to estimate so the models were run for a spin-up period of 9 months from 1 January to 30 September with the result not taken into consideration. During the spin-up period, three root zone layers and two vegetation layers were selected as the maximum number of layers, respectively. In addition, soil moisture, soil surface temperature, and soil temperature for each root zone layer were set to default values, and other model state variables were kept at 0. The calibration period was initially chosen from 1 October 1998 to 30 September 2004 to include at least one wet year and one dry year. However, due to the unavailability of observed precipitation and temperature data from the nearest SNOTEL sites, three of the watersheds have different calibration periods. The calibration period for Little Cottonwood and Millcreek watersheds was 1 October 1998 to 30 September 2004, whereas for Parleys Littledell the calibration period it was 1 October 1999 to 30 September 2004, and for Red Butte Creek the calibration period was 1 October 2000 to 30 September 2004. We selected Big Cottonwood and City Creek watersheds to perform both calibration and validation tests for two separate timelines to see whether there is any significant difference between calibration and validation results. Big Cottonwood watershed is calibrated for WY 1999 to WY 2001 and validated for the period of WY 2002 to WY 2004. For City Creek watershed, the calibration and validation period are WY 2001 to WY 2002 and WY 2003 to WY 2004, respectively.

The Nash-Sutcliffe Efficiency (NSE), a statistical test which has been used widely to compare the extent of simulated variance to observed variance [51], was used as the main tool to evaluate the performance of the models. Input parameters were changed within permissible limits to maximize the NSE index between simulated and observed streamflow. The range of NSE value is \(-\infty\) to +1, where +1 represents a perfect model. NSE values between 0 and 1 indicate an acceptable level of performance [51,52]. A recent study [53] showed that any NSE \(\geq 0.65\) indicates an acceptable performance of the hydrologic models, whereas, in past hydrologic modeling studies, values close to 0.4 have been deemed as satisfactory [54,55].

Additional statistical tests involving the coefficient of determination, percent bias, and percent error volume (PEV) were performed to evaluate overall model performance together with NSE. Hourly simulated streamflows were converted to average daily flows using a self-developed R-code using various R-packages before performing any statistical tests mentioned above.

Calibrated hydrologic models of the six study watersheds were used to evaluate the performance of the dynamically downscaled historic climate projection data for the historical baseline of WY 2001 to WY 2009 in terms of stream runoff. DHSVM model requires different meteorological parameters like temperature, humidity, precipitation, wind speed, and solar radiation. As we performed the calibration using the observed meteorological data, the time period for which all those parameters are available for the study areas is WY 1999–2004. The historical baseline period of the dynamically downscaled climate projection is WY 2001–2009. So there is an overlap of some years in between calibration and historical baseline scenario.

Previously, in the calibration phase, the SNOTEL sites closest to the watersheds were used as the sources of climatic input data. For the historical scenario, multiple locations within the watershed were selected (Figure 4) at which the dynamically downscaled historic climate projection for temperature,
humidity, precipitation, wind speed, and solar radiation were estimated and then spatially distributed via the variable Cressman (VARCRESS) interpolation method, using one of the three default methods used in DHSVM. The technique, developed by George Cressman [56], interpolates station data to a user-defined latitude-longitude grid. According to this technique, multiple passes are made through the grid at smaller radii of influence, which increases precision. Calibrated models were run for the historical baseline period using these dynamically downscaled hydroclimatic data keeping all other input parameters the same to ensure that the results of the models represent the performance of the dynamically downscaled climate fields.

![Location of Dynamically Downscaled Climate Projections](image)

**Figure 4.** Locations for which dynamically downscaled climatic projections have been estimated.

### 3. Results and Discussion

#### 3.1. Calibration and Validation Results

The observed and simulated hydrographs for the calibration period of the hydrologic models of six watersheds are shown in Figure 5. Overall, the model slightly underestimated the peak flows for all the watersheds except Little Cottonwood and estimated reasonably well the dry season base flow in most of the cases.

Results of the statistical tests performed to evaluate the models’ performance are shown in Table 3. The Nash–Sutcliffe efficiency indices of the models were within the range of 0.71 to 0.83 with the lowest (0.71 for Parleys Littledell) indicating a very good to satisfactory fit of simulated and observed streamflow in terms of amount and timing of flows. Similarly, the coefficient of determination ($R^2$) for the models ranges from 0.721 to 0.841, which means the performance rating of developed calibrated hydrologic models for four out of six watersheds were very good while the performance ratings of Little Cottonwood and Red Butte Creek models were good. A percent error volume (PEV) test was also done to understand the models’ performance in terms of estimating the total volume of water for the whole calibration period. From the PEV tests, it was clear that the performance of all the hydrologic models was very good except for Little Cottonwood and Red Butte Creek. The performances of those
two models were good. Model results were evaluated using those statistical tests according to general performance ratings for recommended statistics (Table 4) [52].

![Figure 5](image-url)

**Figure 5.** Calibration results of the hydrologic models developed for the studying watersheds.

| Watershed          | NSE   | Coefficient of Determination ($R^2$) | PBIAS   | PEV (%) |
|--------------------|-------|-------------------------------------|---------|---------|
| Big Cottonwood     | 0.81  | 0.84                                | 6.0     | 7.5     |
| Little Cottonwood  | 0.79  | 0.815                               | -15.5   | -14.85  |
| Millcreek          | 0.73  | 0.735                               | 2.8     | 7.5     |
| City Creek         | 0.85  | 0.86                                | 3.5     | 4.0     |
| Parleys Littledell | 0.71  | 0.721                               | -2.8    | -1.37   |
| Red Butte Creek    | 0.73  | 0.831                               | -16.2   | -12.21  |

**Table 3.** Results of different statistical tests to evaluate the calibration of the models.

| Performance Ratings | NSE     | Coefficient of Determination ($R^2$) | PBIAS     | PEV (%)   |
|---------------------|---------|-------------------------------------|-----------|-----------|
| Very Good           | 0.75 NSE ≤ 1.00 | 0.75 to 1.00 | PBIAS < ±15 | PEV < ±10 |
| Good                | 0.65 NSE ≤ 0.75 | 0.65 to 0.75 | ±10 ≤ PBIAS < ±15 | ±10 < PEV ≤ ±15 |
| Satisfactory        | 0.50 NSE ≤ 0.65 | 0.50 to 0.65 | ±15 ≤ PBIAS < ±25 | ±15 < PEV ≤ ±25 |
| Unsatisfactory      | NSE ≤ 0.50 | <0.50                               | PBIAS ≥ ±25 | PEV > ±25 |

Calibration results indicate that the developed models were unable to reliably generate flows under specific climatic circumstances like when the streams became frozen and flows due to heavy snow and rain occurred on the same day. The models also struggled to predict small peaks due to small, isolated rainfall events in summer. From the PEV results, it was found that the models for Little Cottonwood, Red Butte Creek, and Parleys Littledell underestimated the total volume of water, whereas the models for Big Cottonwood, Millcreek, and City Creek overestimated the total volume of water over the calibration period.

Figure 6 shows the validation results of Big Cottonwood and City Creek. The statistical analyses for the validation run shown in Table 5 do not exhibit any significant difference with the calibration results. The downside of calibrating for shorter periods is that there is greater potential to miss the range of hydrologic variability so the four remaining watersheds used a longer calibration period.
Figure 6. Validation results of the hydrologic models developed for Big Cottonwood and City Creek.

| Watershed          | NSE | Coefficient of Determination (R²) | PBIAS | PEV (%) |
|--------------------|-----|----------------------------------|-------|---------|
| Big Cottonwood     | 0.81| 0.82                             | 9.9   | 9.8     |
| City Creek         | 0.78| 0.84                             | 7.8   | 7.4     |

3.2. Historical Baseline Scenario

The observed and simulated hydrographs of six watersheds for the historical baseline period are shown in Figure 7. Unlike the calibration period, the model slightly overestimated the peak flows for all the watersheds except for Little Cottonwood and Parleys Littledell and estimated reasonably well the dry season base flow in most of the cases. Although the timing of the simulated peak runoffs were usually delayed compared to the observed peak flows, the base flows during the historical baselines were estimated satisfactorily by the model, which is important for estimating drought impacts on water supply and ecosystem services.

The NSE values comparing observed and simulated stream runoff ranged from 0.41 to 0.72 (Table 6) for the six models. In terms of NSE and R² values, Little Cottonwood and City Creek watersheds exhibited good and satisfactory fits with the observed flow, respectively. The coefficients of determination ranged from 0.52 to 0.77, with values above 0.50 indicating an acceptable fit between observed and simulated flows (Table 6) for all the watersheds. The NSE and R² analysis suggests that the model can predict the amount of flow at a satisfactory level for all the watersheds but might not be able to predict the timing of the flow at a satisfactory level for all the watersheds except Little Cottonwood and City Creek.
Figure 7. Observed and simulated streamflow using dynamically downscaled climate projection for the historical baseline period.

Table 6. Results of different statistical tests to evaluate the historical baseline scenario results based on average daily flow.

| Watershed            | NSE | Coefficient of Determination ($R^2$) |
|----------------------|-----|--------------------------------------|
| Big Cottonwood       | 0.41| 0.71                                 |
| Little Cottonwood    | 0.72| 0.78                                 |
| Millcreek            | 0.43| 0.53                                 |
| City Creek           | 0.51| 0.62                                 |
| Parleys Littledell   | 0.42| 0.52                                 |
| Red Butte Creek      | 0.48| 0.53                                 |

Simulation of flows (peak and base) is conventional for the acceptance of the validity of a model, but for water supply and drought analysis, the available volume is more important and relevant. Moreover, as we wanted to evaluate the performance of the dynamically downscaled climate fields by using them to force a hydrologic model, we also tried to analyze the results of the historical baseline simulation in terms of the total annual volume of flow and seasonal volume of flow. The water year in the USA starts on 1 October and ends on 30 September. For our analysis, we considered March through August of a water year as the peak seasonal flow period and October through February plus September as the dry season flow period. The total annual volume of water analysis (Figure 8) showed that simulated volumes of water were higher than the observed total annual volume of water for Big Cottonwood, City Creek, and Millcreek and lower than the observed volumes of water for Little Cottonwood, Red Butte Creek, and Parleys Littledell. These results were similar to observations found in the calibration results, although the bias in the volume of water was higher. The value of $R^2$ is 0.82, which shows a very good fit between the simulated and the observed annual volume of water taking all the watershed into consideration.
by using them to force a hydrologic model, we also tried to analyze the results of the historical baseline simulation in terms of the total annual volume of flow and seasonal volume of flow. The water year in the USA starts on 1 October and ends on 30 September. For our analysis, we considered March through August of a water year as the peak seasonal flow period and October through February plus September as the dry season flow period. The total annual volume of water analysis (Figure 8) showed that simulated volumes of water were higher than the observed total annual volume of water for Big Cottonwood, City Creek, and Millcreek and lower than the observed volumes of water for Little Cottonwood, Red Butte Creek, and Parleys Littledell. These results were similar to observations found in the calibration results, although the bias in the volume of water was higher. The value of $R^2$ is 0.82, which shows a very good fit between the simulated and the observed annual volume of water taking all the watershed into consideration.

![Figure 8. Observed and simulated annual volume of flow of the studied watersheds using dynamically downscaled climate projection for historical baseline period.](image)

While Figure 8 gives an overall indication of the performance of the historical climate projections based on the simulated and the observed annual volume of water, the statistical analysis shown in Table 7 provides a better representation of the performance of dynamically downscaled climate projections for the individual watersheds. The $R^2$ value of 0.82 and 0.70 show a very good and good fit for City Creek and Parleys Littledell respectively while indicating a satisfactory fit for all the other watersheds. PEV analysis shows a very good fit for Millcreek and good to satisfactory fit for all the other watersheds except Big Cottonwood.

![Table 7. Results of different statistical tests to evaluate the historical baseline scenario results based on annual volume of flow.](table)

Peak seasonal volume analysis (Figure 9) shows that except for Little Cottonwood and Millcreek watersheds, the simulated volume of peak seasonal flow matched reasonably well with the observed
volume for other watersheds (the differences in the smaller watersheds are due to scale). The simulated volume of peak seasonal flow for Little Cottonwood and Millcreek is lower than the volume of observed flow throughout the historical baseline period. In the case of dry season volume analysis (Figure 10), the model matched well with the observed volumes for the smaller watersheds but overestimated for Big Cottonwood, Millcreek, and City Creek while slightly underestimating the volumes for Little Cottonwood and Parleys Littledell watersheds.

Results of the statistical tests performed to evaluate the models’ performance in terms of seasonal flow volume analysis are shown in Table 8. Considering the $R^2$ value, the model simulations of peak and dry season volume varied from satisfactory to very good for all the watersheds. In terms of the PEV analysis, the model simulations are inconclusive although the performance ratings are slightly better for dry season volumes compared to peak seasons’ considering two very good ratings for dry season compared to one for peak season, and the average error is slightly lower in dry season (21% as against about 24%) compared to peak season. From the seasonal volume flow analysis perspective, it can be concluded that the models performed better in estimating dry season flow (considering better $R^2$ values and slightly higher PEV ratings) than the peak season flow. High spatial variability in winter storms (discussed later in the uncertainties section) is a likely cause for peak flow discrepancies. From the seasonal volume analysis perspective, it can be concluded that the models performed better in estimating dry season flow (considering better $R^2$ values and slightly higher PEV ratings) than the peak season flow. High spatial variability in winter storms (discussed later in the uncertainties section) is a likely cause for peak flow discrepancies.

![Figure 9. Observed and simulated volume of peak seasonal flow of the studied watersheds.](image-url)
Results of the statistical tests performed to evaluate the models' performance in terms of seasonal flow volume analysis are shown in Table 8. Considering the $R^2$ value, the model simulations of peak and dry season volume varied from satisfactory to very good for all the watersheds. In terms of the PEV analysis, the model simulations are inconclusive although the performance ratings are slightly better for dry season volumes compared to peak seasons, considering two very good ratings for dry season compared to one for peak season, and the average error is slightly lower in dry season (21% as against about 24%) compared to peak season. From the seasonal volume flow analysis perspective, it can be concluded that the models performed better in estimating dry season flow (considering better $R^2$ values and slightly higher PEV ratings) than the peak season flow. High spatial variability in winter storms (discussed later in the uncertainties section) is a likely cause for peak flow discrepancies.

These six watersheds are the major contributors to the Jordan River downstream of Utah Lake and are the primary sources of drinking water for Salt Lake City, so to get a better understanding of how the dynamically downscaled climate projection depicts the downstream drinking water supply, we compared the total volume of simulated flow coming from these six watersheds to the observed total volume. As presented in Figure 11, the total amount of simulated flow is comparable but slightly lower than the observed flow for all the years except WY 2005–2006 and 2006–2007. Over the 9-year period for the Jordan River basin, the total amount of simulated flow is 4% lower than the total amount of observed flow.

**Table 8.** Statistical analysis of seasonal flow volume for historical baseline scenario.

| Watershed          | Peak Seasonal Flow | Dry Season Base Flow | Peak Seasonal Flow | Dry Season Base Flow |
|--------------------|--------------------|----------------------|--------------------|----------------------|
| Big Cottonwood     | 0.56               | 0.83                 | 13.3               | 41.66                |
| Little Cottonwood  | 0.63               | 0.55                 | −31.06             | −22.16               |
| Millcreek          | 0.58               | 0.71                 | −52.05             | 23.86                |
| City Creek         | 0.77               | 0.62                 | 12.95              | 22.35                |
| Parleys Littledell | 0.68               | 0.72                 | 27.46              | −4.24                |
| Red Butte Creek    | 0.60               | 0.61                 | −4.25              | 9.92                 |
Table 8. Statistical analysis of seasonal flow volume for historical baseline scenario.

| Watershed       | Peak Seasonal Flow | Dry Season Base Flow | Peak Seasonal Flow | Dry Season Base Flow |
|-----------------|--------------------|----------------------|--------------------|----------------------|
| Big Cottonwood  | 0.56               | 0.83                 | 13.3               | 41.66                |
| Little Cottonwood| 0.63               | 0.55                 | −31.06             | −22.16               |
| Millcreek       | 0.58               | 0.71                 | −52.05             | 23.86                |
| City Creek      | 0.77               | 0.62                 | 12.95              | 22.35                |
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Figure 11. Total annual volume of observed and simulated stream runoff for the Jordan River Basin.

In mountainous watersheds, the form of precipitation and snow melting processes depend strongly on elevation as snowfall increases rapidly with elevation and the melting of snow at the beginning of the season starts at lower elevations [57]. The observed data from the SNOTEL stations did not provide a clear indication about the transformation of a precipitation event from snow to rain or vice versa with the change in elevation. Additional snow stations would help to get a better estimation of the spatial variability of the snow depth.

Although the six watersheds are located adjacent to each other, they are very unique in terms of elevation, slope, aspect, soil types, and vegetation. DHSVM is a physically distributed model so elevation, aspect, and slope were handled quite well. In the case of soil parameters, however, the basin models were predominantly based on values obtained from previous studies and default model values since no watershed-specific measurements of soil depth, hydraulic properties, and soil moisture parameters were found in the literature. The lack of site-specific parameter data likely increases the uncertainty in model results. Soil types vary from bedrock to sandy loam to clay loam or granular silt loam among neighboring watersheds. Furthermore, sometimes the same soil in different watersheds might have different soil properties due to the geographical and overall condition of the watershed. Vegetation parameters like height, root zone depth, and leaf area index (LAI) were derived from the readily available literature and various online databases. The use of generalized values of the input parameters due to lack of region-based observed or measured values could have contributed to lower the model efficiency.

The spatial scale of DHSVM is 30 m, whereas the spatial resolution of the dynamically downscaled climate projection is 4 km. Although fine-scale downscaling of climate predictions from 4 km to 90 m has been done in some areas for temperature and precipitation [58], the process characteristics and data sets required to reduce downscaling uncertainties in most mountainous watersheds, including those in our study area, does not typically exist, specifically for the parameters we used in this study. Moreover, the study [58] shows no significant difference in precipitation amount between the 4 km grid and the 90 m grid. Also, dynamic downscaling below 4-km in complex terrain with sparse observations does not increase skill in the representation of meteorological fields [59], and attempting to downscale below 4-km resolution for the length of study we have here would be computationally prohibitive. It is also
important to mention that all downscaling techniques have their inherent biases and percentage of error, which might even introduce further uncertainties in the output. As detailed in Scalzitti et al. [27], the data we used have undergone extensive validation, and the previous study [58] showed there is no significant difference in precipitation and temperature by further spatial downscaling from 4 km to a smaller grid, so we used the dynamically downscaled climate projection directly to the 30 m grid of DHSVM. Therefore, the results presented in this study may have some uncertainty related to scale interaction, which can be addressed with improved higher resolution spatial scale climate projection in future research.

4. Conclusions

Hydrologic models developed using DHSVM can successfully predict the shapes of the hydrographs for the study watersheds (Figure 4). The comparison of the observed and simulated flows of different watersheds during the calibration period mentioned above suggests that the models can successfully predict average amounts of base flow very close to the actual base flow in the dry season. They can also generate peak flows reasonably well, although the timing is not entirely accurate. Model calibration results for the six Jordan River sub-basins showed very good fits between observed and simulated streamflows in terms of the NSE, coefficient of determination ($R^2$), PBIAS, and PEV statistical tests. The NSE of the hydrologic models developed for the six watersheds were greater than 0.7 during the calibration period, which is considerably higher than the satisfactory level. The models were developed to evaluate the performance of dynamically downscaled climate projections so these calibrated hydrological models were then run using the hydro-climatic data estimated by the dynamically downscaled climate fields for a historic time period of WY 2001 through WY 2009. From the historical results, it is clear that the models were able to capture the hydrographs at a satisfactory level. Although the timing and magnitude of the peaks varied, the models maintained an acceptable base flow during dry periods of the water year. During the validation process, the NSE of the six hydrologic models ranged from 0.41 to 0.70, indicating satisfactory fits between observed and simulated flows. These dynamically downscaled data were already validated against observed temperature and precipitation of SNOTEL sites and the goal of the study was to evaluate the effectiveness of these data using a physically-based hydrologic model, providing a modeling framework which could ultimately be used to study the impact of climate change on streamflow. Simulated streamflow showed higher peaks during WY 2005 and WY 2006. The reason behind this was that the dynamically downscaled climate projection model predicted almost 20% higher precipitation than the observed precipitation in SNOTEL sites for WY 2005 and about 10% higher precipitation for WY 2006 [27]. The models successfully replicated the spring snowmelt peak flows but underestimated the small peaks, especially during the summer and fall seasons.

Based on this study, full understanding of the performance of dynamically downscaled climate projections coupled with a distributed hydrologic model cannot be achieved by analysis of hydrographs alone. Volumetric analyses are also required as in some years the modeled peaks are higher than the observed peaks but the total volumes of flow predicted by the model are lower than the observed totals. Simulated total flow amounts for some watersheds were higher or lower than the observed. However, when analyzed based on the whole river basin system, and over a 9-year period, the total volumes of simulated flow were found to be only 4% lower than the total volume of observed flow, which is a very good fit.

This study improves the understanding of the performance of dynamically downscaled climate projections in terms of stream runoff, considering various model uncertainties. It also demonstrates that the conclusions drawn from studying any single watershed may significantly vary from the results of studying a whole river basin system. This study indicates that although dynamically downscaled climate projections are region-based, they are more effective when used for a whole river basin system over longer periods of time rather than a single watershed and for a shorter time scale. The dynamic downscaling method can satisfactorily project historic hydro-climatic data at 4-km resolution for Utah.
and Wasatch front mountains in terms of predicting streamflow when coupled with six developed hydrologic models using DHSVM.
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