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Abstract—This paper exploits the potential of reconfigurable intelligent surface (RIS) to improve radar sensing in a non-orthogonal multiple access (NOMA) empowered integrated sensing and communication (NOMA-ISAC) network. The objective is to maximize the minimum radar beam pattern gain by jointly optimizing the active beamforming, power allocation coefficients and passive beamforming. To tackle the formulated non-convex problem, we propose an efficient joint optimization algorithm by invoking alternating optimization, successive convex approximation (SCA) and sequential rank-one constraint relaxation (SRCR) algorithm. Numerical results show that the proposed RIS assisted NOMA-ISAC system, with the aid of proposed scheme, outperforms the RIS assisted ISAC system without NOMA.

Index Terms—Beamforming optimization, integrated sensing and communication, non-orthogonal multiple access, reconfigurable intelligent surface.

I. INTRODUCTION

In conventional wireless communication, communication quality of service (QoS) is the main indicator. However, in the upcoming beyond fifth generation (B5G) and sixth generation (6G) wireless networks, sensing service will play a more important role than ever before [1]. The goal of future wireless communication is to provide services based on both sensing and communication functionalities. Toward this trend, integrated sensing and communication (ISAC) has emerged and attracted growing attention in both academia and industries.

To boost the communication and sensing capabilities, various key technologies can be exploited in ISAC, such as: millimeter wave [2], terahertz [3] and massive multiple-input multiple-output (MIMO) [4]. However, the communication users will suffer from severe interference when the system is overloaded, which is not considered in these works. Non-orthogonal multiple access (NOMA) is a good solution as it can multiplex communication users and mitigate the inter-user interference. The authors in [5] first proposed a NOMA empowered ISAC (NOMA-ISAC) system, where the superimposed NOMA communication signal was utilized to perform radar sensing. Considering that the sensing signal can also be information-bearing, the authors in [6] used multiple beams of the sensing signal to deliver extra multicast information and detect radar targets simultaneously. The authors in [7] proposed a novel NOMA aided joint radar and multicast-unicast communication system, where the base station (BS) transmits superimposed multicast and unicast messages to the radar users and communication users, while detecting the radar user targets. Since the bandwidth has been occupied by different applications, the ISAC networks can not utilize all the spectrum for both radar detection and wireless communication. To overcome this difficulty, the authors in [8] proposed an uplink NOMA-assisted semi-ISAC system, where the total bandwidth was divided into ISAC bandwidth and communication-only bandwidth.

In conventional ISAC systems, radar sensing relies on line-of-sight (LoS) links between the BS and radar targets. However, in practical scenarios, the radar targets are likely to be distributed in the non-LoS (NLoS) region of the BS. As a remedy, reconfigurable intelligent surface (RIS) can be integrated into ISAC systems. RIS comprises a large number of passive elements and can reconfigure the signal propagation by adjusting the phase shifts. Also, the RIS can provide virtual LoS links to the ISAC systems, potentially resulting in better sensing performance [9].

Inspired by the aforementioned discussion, we investigate the RIS assisted NOMA-ISAC (RIS-NOMA-ISAC) system. To the best of our knowledge, the joint optimization design for the considered system has not been studied yet. In this paper, the communication users and radar targets are assumed to be at the NLoS areas of the BS. The RIS is deployed to create reflection and virtual LoS links for communication and target sensing. A novel alternating algorithm is proposed to optimize the active beamforming, power allocation coefficients and passive beamforming.

Notations: $C^{M \times 1}$ denotes a complex vector of size $M$, diag($x$) denotes a diagonal matrix whose diagonal elements are the corresponding elements in vector $x$. The $(m, n)$-th element of matrix $X$ is denoted as $[X]_{m,n}$. $x^H$ and $X^H$ denote the conjugate transpose of vector $x$ and matrix $X$, respectively. The notations $\text{Tr}(X)$ and $\text{rank}(X)$ denote the trace and rank of matrix $X$, respectively. $\mathcal{CN}(0, \sigma^2)$ represents a random vector following the distribution of zero mean and $\sigma^2$ variance.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, the considered RIS-NOMA-ISAC system consists of a dual-functional base station (BS) equipped with $N_T$ antennas, $2K$ single-antenna users, an uniform linear array (ULA)-RIS with $M$ reflecting elements and $L$ radar targets. We assume that the direct links from the BS to the communication users and radar targets are blocked, which is a typical application scenario when RISs are needed or used. Therefore, in our system, we assume that all the communication
Fig. 1: System model of the RIS-NOMA-ISAC system

users and radar targets are at the NLoS areas of the BS. We carefully deploy the RIS to ensure that all the targets are in LoS areas of the RIS.

To improving the spectral efficiency and reducing the system load, we assume that the 2K users are grouped into K clusters by employing user clustering techniques. As a result, there are two types of users in each cluster, namely the RIS-near user (RNU) and the RIS-far user (RFU). Generally, the RNUs are much closer to the RIS than the RFUs. In each cluster, the NOMA protocol is applied during transmission. The cluster and user sets are denoted by $K = \{1, \cdots , K\}$ and $U = \{1, \cdots , 2K\}$, respectively. Moreover, denote by $\cup_k$ the set of users in cluster $k$, where $U = \bigcup_k \cup_k$, $\cup_k \cap \cup_{k'} = \emptyset (k, k' \in K, k \neq k')$. For notation simplicity, we denote the RNU and RFU in the $k$-th cluster as user $U(k, n)$ and user $U(k, f)$, respectively.

A. Communication Model

The superimposed communication signal transmitted by the BS is given by

$$x = \sum_{k=1}^{K} w_k \left( \sqrt{a_{k,n} s_{k,n}} + \sqrt{a_{k,f} s_{k,f}} \right),$$

where $w_k \in \mathbb{C}^{N_t \times 1}$ is the active beamforming vector for the $k$-th cluster, $a_{k,i}$ denotes the communication signal to be sent to user $U(k,i)$ with $E\left(s_{k,i}^* s_{k,i}\right) = 1$, $a_{k,i}$ is the corresponding power allocation coefficient, $i \in \{n, f\}$, $k \in K$. Let $G \in \mathbb{C}^{M \times N_t}$ and $g_{k,i} \in \mathbb{C}^{M \times 1}$ be the channel coefficients of the communication links BS $\rightarrow$ RIS and RIS $\rightarrow$ $U(k,i)$, respectively. With the help of RIS, the signal received at user $U(k,i)$ can be mathematically expressed as

$$y_{k,i} = (g_{k,i}^H \Theta G) \sum_{k=1}^{K} w_k \left( \sqrt{a_{k,n} s_{k,n}} + \sqrt{a_{k,f} s_{k,f}} \right) + z_{k,i},$$

where $\Theta = \text{diag}(\mathbf{v})$ is the RIS’s diagonal phase shift matrix, $\mathbf{v} = [e^{j \theta_{1}^{\text{RIS}}}, e^{j \theta_{2}^{\text{RIS}}} \cdots e^{j \theta_{M}^{\text{RIS}}}]$ is the passive beamforming vector of the RIS with $\theta_{m}^{\text{RIS}} \in [0, 2\pi)$ denoting the phase shift of the $m$-th reflecting element, $m \in M$, and $z_{k,i} \sim \mathcal{CN}(0, \sigma^2)$ is the additive white Gaussian noise (AWGN) channel. $M = \{1, 2, \cdots , M\}$ is the reflecting elements set.

In the proposed RIS-NOMA-ISAC system, successive interference cancellation (SIC) is applied for the users to decode their signals in the same cluster. We assume a fixed decoding order in each cluster. Particularly, user $U(k,n)$ first decodes the signal of user $U(k,f)$ and then subtracts this signal from its observation to decode its own information. Therefore, the achievable rate for user $U(k,n)$ to decode the signal of user $U(k,f)$ is given by

$$R_{k,f \rightarrow n} = \log_2 \left( 1 + \frac{a_{k,n} |g_{k,n}^H \Theta Gw_{k}|^2}{\sum_{k \neq k,f} a_{k,n} |g_{k,n}^H \Theta Gw_{k}|^2 + \sigma^2} \right),$$

where $I_{\text{inner}} = a_{k,n} |g_{k,n}^H \Theta Gw_{k}|^2$ and $I_{\text{iter}} = \sum_{k \neq k,f} a_{k,n} |g_{k,n}^H \Theta Gw_{k}|^2$.

If the above decoding is successful, then user $U(k,n)$ removes the signal $s_{k,f}$ from $y_{k,n}$ to further decode its own signal $s_{k,n}$. The corresponding individual achievable rate is given by

$$R_{k,n} = \log_2 \left( 1 + \frac{a_{k,n} |g_{k,n}^H \Theta Gw_{k}|^2}{I_{\text{inner}} + I_{\text{iter}} + \sigma^2} \right).$$

Accordingly, user $U(k,f)$ directly decodes its own signal by treating the signal of user $U(k,n)$ as interference. Therefore, the achievable rate for user $U(k,f)$ to decode its own signal can be expressed as

$$R_{k,f \rightarrow f} = \log_2 \left( 1 + \frac{a_{k,f} |g_{k,f}^H \Theta Gw_{k}|^2}{I_{\text{inner}} + I_{\text{iter}} + \sigma^2} \right),$$

where $I_{\text{inner}} = a_{k,f} |g_{k,f}^H \Theta Gw_{k}|^2$ and $I_{\text{iter}} = \sum_{k \neq k,f} a_{k,f} |g_{k,f}^H \Theta Gw_{k}|^2$.

As a result, the individual achievable rate of user $U(k,f)$ is given by

$$R_{k,f} = \min \{ R_{k,f \rightarrow n}, R_{k,f \rightarrow f} \}.$$

B. Radar Detection Model

Since all the potential targets are in the NLoS areas of the BS, NLoS links from the BS can be exploited to perform radar target sensing. However, we can utilize the reflection-LoS links created by the RIS to complete the sensing tasks. We consider using the RIS’s beampattern gain as the sensing performance metric. The reflected signal at the RIS can be expressed as

$$x = \Theta G \left( \sum_{k=1}^{K} w_k \left( \sqrt{a_{k,n} s_{k,n}} + \sqrt{a_{k,f} s_{k,f}} \right) \right).$$

Therefore, the corresponding covariance matrix is given by

$$R_T = E(\mathbf{x} \mathbf{x}^H) = \Theta G \left( \sum_{k=1}^{K} w_k w_k^H \right) G^H \Theta^H.$$

In our considered system, the communication signal is used to perform radar target sensing, thus the RIS’s beampattern gain with respect to the $q$-th interested angle, i.e., $\theta_q^T$, is given by

$$P_{\theta_q^T}(w_k, v) = a^H (\theta_q^T) \Theta G \left( \sum_{k=1}^{K} w_k w_k^H \right) G^H \Theta^H a (\theta_q^T),$$

where $a (\theta) = [1, e^{j 2\pi \sin(\theta)}, \cdots, e^{j 2\pi(M-1)\sin(\theta)}]^T$ is the steering vector at the RIS with angle $\theta$, $d$ denotes the antenna spacing, $\lambda$ denotes the carrier wavelength, $q \in Q$, and $Q = \{1, 2, \cdots , Q\}$ is the set of interested sensing angles.
C. Maximize The Minimum Beampattern Gain

The objective of this paper is to maximize the minimum beampattern gain towards $Q$ interested angles by jointly optimizing the active beamforming and power allocation coefficients at the BS, and the passive beamforming at the RIS. Accordingly, the optimization problem is formulated as:

\[
\begin{align*}
\max_{a_k,\mathbf{w}_k,\mathbf{v} \in \mathcal{Q}} & \quad \min_{\mathbf{v} \in \mathcal{Q}} P_{a_k}^0(\mathbf{w}_k, \mathbf{v}), \\
\text{s.t.} & \quad R_{k,i} \geq R_{k,i}^{\text{min}}, \\
& \quad \sum_{k=1}^{K} \|\mathbf{w}_k\|_2^2 \leq P_{\text{max}}, \\
& \quad a_{k,n} + a_{k,f} = 1, a_{k,i} \in (0, 1), \\
& \quad \theta_m^{\text{RIS}} \in [0, 2\pi),
\end{align*}
\]

where $P_{\text{max}}$ is the minimum QoS requirement, $R_{k,i}^{\text{min}}$ is the maximum transmit power at the BS, $a_k = [a_{k,n}, a_{k,f}]^T$, $i \in \{n, f\}$, $k \in \mathcal{K}$, $m \in \mathcal{M}$.

III. PROPOSED SOLUTION

In this section, we elaborate on how to solve problem (10). We first transform problem (10) into a more tractable form. To facilitate the design, we define $\mathbf{W}_k = \mathbf{w}_k \mathbf{w}_k^H$, where $\mathbf{w}_k \succeq 0$ and rank $(\mathbf{W}_k) = 1$, $k \in \mathcal{K}$. Similarly, we define $\mathbf{V} = \mathbf{v} \mathbf{v}^H$, which satisfies $\mathbf{V} \succeq 0$ and rank $(\mathbf{V}) = 1$. Then, the beampattern gain in (9) can be rewritten as:

\[
P_{a_k}^0(\mathbf{w}_k, \mathbf{V}) = \text{Tr} \left[ \mathbf{V} \mathbf{Y}_q \left( \sum_{k=1}^{K} \mathbf{W}_k \right) \mathbf{Y}_q^H \right],
\]

where $\mathbf{Y}_q = \text{diag} \left\{ \mathbf{a}^H \left( \theta_q^r \right) \right\}$. Moreover, the quadratic terms $|g_{k,i}^H \Theta \mathbf{G} \mathbf{w}_k|^2$ and $|g_{k,i}^H \Theta \mathbf{G} \mathbf{w}_k|^2$ in (3), (4) and (5) can be rewritten as:

\[
\begin{align*}
g_{k,i}^H \Theta \mathbf{G} \mathbf{w}_k^2 &= \text{Tr} \left[ \mathbf{V} \mathbf{T}_{k,i} \mathbf{W}_k \mathbf{\Gamma}_{k,i}^H \right], \\
g_{k,i}^H \Theta \mathbf{G} \mathbf{w}_k^2 &= \text{Tr} \left[ \mathbf{V} \mathbf{T}_{k,i} \mathbf{W}_k \mathbf{\Gamma}_{k,i}^H \right],
\end{align*}
\]

where $\mathbf{T}_{k,i} = \text{diag} \left\{ \mathbf{H}_{k,i} \right\}$, $k \neq \tilde{k}$.

By exploiting the above definitions, constraints in (10b) can be equivalently reformulated as follows:

\[
\begin{align*}
a_{k,n} \text{Tr} \left( \mathbf{V} \mathbf{T}_{k,n} \mathbf{W}_k \mathbf{\Gamma}_{k,n}^H \right) &\geq r_{k,n}^\text{min} \left( I_{k,n}^\text{iter} + \sigma^2 \right), \\
a_{k,f} \text{Tr} \left( \mathbf{V} \mathbf{T}_{k,f} \mathbf{W}_k \mathbf{\Gamma}_{k,f}^H \right) &\geq r_{k,f}^\text{min} \left( I_{k,f}^\text{iter} + \sigma^2 \right), \\
a_{k,f} \text{Tr} \left( \mathbf{V} \mathbf{T}_{k,f} \mathbf{W}_k \mathbf{\Gamma}_{k,f}^H \right) &\geq r_{k,f}^\text{min} \left( I_{k,f}^\text{iter} + \sigma^2 \right),
\end{align*}
\]

where $I_{k,n}^\text{iter} = a_{k,n} \text{Tr} \left( \mathbf{V} \mathbf{T}_{k,n} \mathbf{W}_k \mathbf{\Gamma}_{k,n}^H \right)$, $I_{k,f}^\text{iter} = a_{k,f} \text{Tr} \left( \mathbf{V} \mathbf{T}_{k,f} \mathbf{W}_k \mathbf{\Gamma}_{k,f}^H \right)$, $\sum_{k \neq k}^K \text{Tr} \left( \mathbf{V} \mathbf{T}_{k,i} \mathbf{W}_k \mathbf{\Gamma}_{k,i}^H \right)$, $\min_{k, i} = 2 \min_{k, i} - 1$, $i \in \{n, f\}$.

Furthermore, we introduce an auxiliary variable $\chi$ to transform the nonsmooth objective function in problem (10) into a smooth one. Finally, the original problem (10) can be recast equivalently as follows:

\[
\begin{align*}
\max_{\chi > 0, \mathbf{w}_k, \mathbf{v} \succeq 0} & \quad \chi, \\
s.t. & \quad \text{Tr} \left[ \mathbf{V} \mathbf{Y}_q \left( \sum_{k=1}^{K} \mathbf{W}_k \right) \mathbf{Y}_q^H \right] \geq \chi, \\
& \quad \sum_{k=1}^{K} \text{Tr} (\mathbf{W}_k) \leq P_{\text{max}}, \\
& \quad \text{rank} (\mathbf{W}_k) = 1, \\
& \quad \text{rank} (\mathbf{V}) = 1,
\end{align*}
\]

where $i \in \{n, f\}$, $k \in \mathcal{K}$, $m \in \mathcal{M}$, $q \in \mathcal{Q}$.

A. Joint Active Beamforming And Power Allocation Coefficients Optimization

In this subsection, we aim to optimize the active beamforming and power allocation coefficients by solving problem (16) with given passive beamforming matrix $\mathbf{V}$. In particular, we can obtain the optimal $\{\mathbf{W}_k\}$ and $\{a_k\}$ by solving the following optimization problem:

\[
\begin{align*}
\max_{\chi > 0, \mathbf{w}_k, \mathbf{v} \succeq 0} & \quad \chi, \\
s.t. & \quad \text{Tr} \left[ \mathbf{V} \mathbf{Y}_q \left( \sum_{k=1}^{K} \mathbf{W}_k \right) \mathbf{Y}_q^H \right] \geq \chi, \\
& \quad \sum_{k=1}^{K} \text{Tr} (\mathbf{W}_k) \leq P_{\text{max}}, \\
& \quad \text{rank} (\mathbf{W}_k) = 1, \\
& \quad \text{rank} (\mathbf{V}) = 1,
\end{align*}
\]

where $i \in \{n, f\}$, $k \in \mathcal{K}$, $m \in \mathcal{M}$, $q \in \mathcal{Q}$.
where $\mathbf{H}_{k,f} = \mathbf{H}_{k}^H \mathbf{V}_{k,f}^H$ and $\rho_{k,f}^{\text{iter}} = \sum_{k',f}^{K} \text{Tr} (\mathbf{W}_{k}^H \mathbf{H}_{k,f})$.

We note that the functions $\text{Tr}_{k,n}(\mathbf{W}_{k} \mathbf{H}_{k,n})$ and $\text{Tr}_{k,n}(\mathbf{W}_{k} \mathbf{H}_{k,f})$ in (22) and (23) are nonconvex. To deal with these non-convexity, we adopt the arithmetic-geometric mean inequality [11]. Specifically, $\text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,f})$ can be approximated as

$$a_{k,n} \text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,f}) \leq \frac{\beta_{k,1} a_{k,n}^2}{2} + \left( \frac{\text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,n})}{2} \right)^2 \leq \mathcal{J}_k, $$

$$ a_{k,n} \text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,f}) \leq \frac{\beta_{k,2} a_{k,n}^2}{2} + \left( \frac{\text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,f})}{2} \right)^2 \leq \mathcal{J}_k, $$

where $\beta_{k,1}$ and $\beta_{k,2}$ are fixed points. The equality in (24) and (25) will always hold if $\beta_{k,1} = \text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,n})$ and $\beta_{k,2} = \text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,f})$.

Based on the aforementioned transformations and approximations, constraints given in (22) and (23) can be approximated as follows

$$\min_{\mathbf{W}_{k}} \left( \text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,n})^T - \rho_{k,n}^{\text{iter}} - a_{k,n}^2 \right) \geq \mathcal{J}_k, $$

$$\min_{\mathbf{W}_{k}} \left( \text{Tr}(\mathbf{W}_{k} \mathbf{H}_{k,f})^T - \rho_{k,f}^{\text{iter}} - a_{k,n}^2 \right) \geq \mathcal{J}_k, $$

Finally, let us turn our attention to the rank-one constraint (16e). To address this issue, we exploit the semidefinite relaxation (SDR) technique by removing the rank-one constraints from the problem formulation. As a result, the relaxed problem is given as

$$\max_{\chi > 0,0 < a_{k,n} < 1,\mathbf{W}_{k} \succeq 0} \chi, $$

$$\text{s.t.} \ (13), (14), (15), (16b), (16d), (27). $$

In the following theorem, we will verify the tightness of the SDR problem.

**Theorem 1:** If the relaxed problem (28) is feasible, then the solutions $\{\mathbf{W}_{k}\}$ obtained by solving the problem (28) always satisfy $\text{rank} (\mathbf{W}_{k}) \leq 1, k \in \mathcal{K}$.

**Proof:** Similar proof can be found in [11].

Theorem 1 represents the fact that we can obtain the rank-one solutions of problem (17) by solving the convex problem (28).

**B. Passive Beamforming Optimization**

For any given $\{\mathbf{W}_{k}\}$ and $\{a_{k}\}$, the passive beamforming optimization problem is given by

$$\max_{\chi > 0, \mathbf{V} \succeq 0} \chi, $$

$$\text{s.t.} \ (13), (14), (15b), (16d), (16). $$

Now, the remaining non-convexity in problem (29) lies in the rank-one constraint (16f). According to the sequential rank-one constraint relaxation (SRCR) algorithm [12], the constraint rank($\mathbf{V}$) = 1 can be transformed equivalently as:

$$\mathbf{e}_{\text{max}}^{H} (\mathbf{V}(t_2)) \mathbf{V}_{\text{max}} (\mathbf{V}(t_2)) \geq \varepsilon(t_2)^2 \text{Tr} (\mathbf{V}), $$

where $\mathbf{V}(t_2)$ is the obtained solution in the $t_2$-th iteration, $\mathbf{e}_{\text{max}} (\mathbf{V}(t_2))$ is the eigenvector corresponding to the maximum eigenvalue of $\mathbf{V}(t_2)$, $\varepsilon(t_2) \in [0,1]$ is a relaxation parameter in the $t_2$-th iteration. We can increase $\varepsilon(t_2)$ from 0 to 1 sequentially via iterations to gradually approach a rank-one solution. After each iteration, the relaxation parameter can be updated as

$$\varepsilon(t_2 + 1) \leftarrow \min \left( 1, \frac{\lambda_{\text{max}} (\mathbf{V}(t_2))}{\text{Tr} (\mathbf{V}(t_2))} + \rho_{(t_2 + 1)} \right), $$

where $\lambda_{\text{max}} (\mathbf{V}(t_2))$ is the largest eigenvalue of $\mathbf{V}(t_2)$ and $\rho_{(t_2)}$ denotes the step size.

As a result, in the $t_2$-th iteration, the optimization problem that needs to be solved is given as follows

$$\max_{\chi > 0, \mathbf{V} \succeq 0} \chi, $$

$$\text{s.t.} \ (13), (14), (15), (16b), (16d), (30). $$

Problem (32) is a semidefinite program (SDP) problem and can be solved by the CVX tool [13]. The procedure for optimizing passive beamforming is sketched in Algorithm 2.

**Algorithm 2 Proposed passive beamforming optimization algorithm**

1: Initialize $\beta_{k,1}(0)$, $\beta_{k,2}(0)$, $\eta_k(0)$, $k \in \mathcal{K}$, and set $t_1 = 0$.
2: repeat
3: $t_1 = t_1 + 1$;
4: update $\mathbf{W}_{k}(t_1)$, $a_{k,n}(t_1)$ and $\eta_k(t_1)$ by solving problem (28) with $\beta_{k,1}(t_1)$, $\beta_{k,2}(t_1)$, $\eta_k(t_1)$;
5: update $\eta_k(t_1)$, $\beta_{k,1}(t_1)$, $\beta_{k,2}(t_1) = \frac{\text{Tr}(\mathbf{W}_{k}(t_1) \mathbf{H}_{k,n})}{\alpha_{k,n}^{(t_1)}}$ and $\beta_{k,2}(t_1) = \frac{\text{Tr}(\mathbf{W}_{k}(t_1) \mathbf{H}_{k,f})}{\alpha_{k,n}^{(t_1)}}$;
6: until the objective value of problem (28) converge.
7: Output: $\mathbf{W}_{k}$ and $a_{k,n}, k \in \mathcal{K}$.

**C. Proposed Algorithm, Complexity and Convergence**

To facilitate the understanding of the proposed algorithm for solving problem (16), we summarize it in

Algorithm 1 Proposed joint active beamforming and power allocation coefficients optimization algorithm

1: Initialize $\beta_{k,1}(0)$, $\beta_{k,2}(0)$, $\eta_k(0)$, $k \in \mathcal{K}$, and set $t_1 = 0$.
2: repeat
3: $t_1 = t_1 + 1$;
4: solve problem (32) with $\varepsilon(t_2)$, $\mathbf{V}(t_2)$ to obtain $\mathbf{V}^*$;
5: if problem (32) is solvable
6: Update $\mathbf{V}(t_2 + 1) = \mathbf{V}^*$;
7: else
8: Update $\mathbf{V}(t_2 + 1) = \mathbf{V}(t_2)$;
9: update $\rho_{(t_2 + 2)} = \frac{\varepsilon(t_2)}{2}$;
10: end
11: Update $t_2 = t_2 + 1$;
12: Update $\varepsilon(t_2 + 1)$ via (31) ;
13: until $\text{Tr}(\mathbf{V}(t_2))$ is below a predefined threshold and the objective value of problem (32) converges.
14: Output: $\mathbf{V}$. 


Algorithm 3. The convergence of Algorithm 3 is analyzed as follows. Algorithm 1 and Algorithm 2 converge to a KKT stationary solution of problem (17) and problem (29), respectively, which has been proved in [11] and [12]. In addition, the objective value of problem (16) is non-decreasing after each iteration and the radar beampattern gain is upper bounded. Therefore, the proposed algorithm is guaranteed to converge. The complexities of Algorithm 1 and Algorithm 2 are

\[ O\left(T_1^{\text{max}} \left(\max \{N_{\text{cont}}, N_T\}^4 \sqrt{N_T \log \frac{1}{\varepsilon_1}}\right)\right) \]

and

\[ O\left(T_2^{\text{max}} \left(\max \left\{N_{\text{cont}} + 1, M\right\}^4 \sqrt{M \log \frac{1}{\varepsilon_2}}\right)\right), \]

respectively, where \( \varepsilon_1 \) and \( \varepsilon_2 \) are the solution accuracies, \( T_1^{\text{max}} \) and \( T_2^{\text{max}} \) are the number of iterations, \( N_{\text{cont}} = 3K + Q + 1 \). The whole complexity of Algorithm 3 is

\[ O\left(T_3^{\text{max}} \left(\max \{N_{\text{cont}}, N_T\}^4 \sqrt{N_T \log \frac{1}{\varepsilon_3}}\right) + \max \{N_{\text{cont}}, M\}^4 \sqrt{M \log \frac{1}{\varepsilon_4}}\right), \]

where \( T_3^{\text{max}} \) is the number of iterations for Algorithm 3.

Algorithm 3 Proposed joint optimization algorithm

1: Initialize \( V^{(0)} \) and set \( t_3 = 0 \).
2: repeat
3: \( t_3 = t_3 + 1 \);
4: update \( W_k^{(t_3)} \) and \( a_k^{(t_3)} \) by Algorithm 1 with \( V^{(t_3-1)} \);
5: update \( V^{(t_3)} \) by Algorithm 2 with \( W_k^{(t_3)} \) and \( a_k^{(t_3)} \);
6: until the objective value of problem (16) converges.
7: Output: \( W_k, a_k, \) and \( V, k \in \mathcal{K} \).

IV. SIMULATION RESULTS

In this section, the performances of the proposed algorithm for RIS-NOMA-ISAC system are evaluated through numerical simulations. The simulated RIS-NOMA-ISAC system geometry is shown in Fig. 2. We assume that there are three clusters and three radar targets. The RIS is located in the origin of the coordinate, while the BS is located at \((-40, 10)\) meter (m). In each cluster, the RNU and the RFU are randomly distributed on the half circles centered at \((0, 0)\) m with radius of \( r_{k,n} \) and \( r_{k,f} \), respectively, where \( r_{k,n} \in [20, 25] \) m and \( r_{k,f} \in [80, 85] \) m. Let \( \theta_{k,i} \) denote the angle from the RIS to user \( \mathcal{U} (k, i) \) and we further assume that \( \{\theta_{1,i}\} \) in Cluster 1, \( \{\theta_{2,i}\} \) in Cluster 2, and \( \{\theta_{3,i}\} \) in Cluster 3 are randomly distributed in the angle ranges \((-30^\circ, -20^\circ), (20^\circ, 30^\circ), \) and \((60^\circ, 70^\circ)\), respectively.

![Fig. 3: Obtained beampattern gain with \( N_T = 9 \) and \( M = 30 \).](image)

In Fig. 3, we plot the normalized beampattern gain obtained over one random channel realization. The desired beampattern gain is obtained via (33). As illustrated in Fig. 3, the proposed scheme can achieve the dominant peaks of the beampattern gain in the angles of interest, i.e., \(-45^\circ, 0^\circ\) and \(45^\circ\). Moreover, at the target directions, the achievable beampattern gains for \( M = 30 \) are always higher than that for \( M = 20 \), which implies that the performance of the proposed scheme can be improved by increasing the number of the RIS elements. In Fig. 4, we show that the normalized illumination power [15] of the RIS on different angles and locations over one random channel realization. From Fig. 4, we can see that there are three brightest region towards the target directions. This is intuitive since the RIS attempts to steer both the active and passive beamforming towards the targets to maximize the minimum
the RIS-ISAC system. On the other hand, the proposed scheme RIS-NOMA-ISAC system has a stronger peak compared with schemes have peaks towards target directions and our proposed different systems. We observe that the beampattern gain of all systems can also be solved by our proposed algorithms. In Fig. 5, we compare the minimum beampattern gain obtained by the RIS-NOMA-ISAC and RIS-ISAC systems versus $M$. The results are obtained over 100 random channel realizations. First, it is observed that the achievable minimum beampattern gain monotonically increases with $M$. This is expected since more reflecting elements can provide higher possible beamforming gain towards the radar targets, thereby increasing beampattern gain. Second, the proposed RIS-NOMA-ISAC system outperforms the RIS-ISAC system under overloaded and underloaded cases. This is because the RIS-NOMA-ISAC system can mitigate the inter-user interference by SIC and provide more degrees of freedoms. for radar sensing. However, the RIS-ISAC system cannot well mitigated the inter-user interference. Fig. 6 compares the beampattern gain obtained by different systems. We observe that the beampattern gain of all schemes has peaks towards target directions and our proposed RIS-NOMA-ISAC system has a stronger peak compared with the RIS-ISAC system. On the other hand, the proposed scheme can obtain higher beampattern gains at the worst angles.

V. CONCLUSIONS

We have proposed a novel RIS-NOMA-ISAC system, where the RIS is deployed to serve the communication users and assist radar sensing. A joint optimization problem over active beamforming, power allocation coefficients, and passive beamforming was formulated with the aim of maximizing the minimum beampattern gain. Due to the nonconvex nature of the formulated problem, an alternating optimization based algorithm was proposed to solve the original problem. Simulation results were presented to demonstrate the superiority of the proposed RIS-NOMA-ISAC system.
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