Convergence problem of the Kawahara equation on the real line
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Abstract. In this paper, we consider the convergence problem of the Kawahara equation
\begin{equation*}
    u_t + \alpha \partial_x^5 u + \beta \partial_x^3 u + \partial_x(u^2) = 0
\end{equation*}
on the real line with rough data. Firstly, by using Strichartz estimates as well as high-low frequency idea, we establish two crucial bilinear estimates, which are just Lemmas 3.1-3.2 in this paper; we also present the proof of Lemma 3.3 which shows that $s > -\frac{1}{2}$ is necessary for Lemma 3.2. Secondly, by using frequency truncated technique and high-low frequency technique, we show the pointwise convergence of the Kawahara equation with rough data in $H^s(\mathbb{R})(s \geq \frac{1}{4})$; more precisely, we prove
\begin{equation*}
    \lim_{t \to 0} u(x, t) = u(x, 0), \quad a.e. x \in \mathbb{R},
\end{equation*}
where $u(x, t)$ is the solution to the Kawahara equation with initial data $u(x, 0)$. Lastly, we show
\begin{equation*}
    \lim_{t \to 0} \sup_{x \in \mathbb{R}} |u(x, t) - U(t)u_0| = 0
\end{equation*}
with rough data in $H^s(\mathbb{R})(s > -\frac{1}{2})$.
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1. Introduction

In this paper, we investigate the Cauchy problem for the Kawahara equation

\[ u_t + \alpha \partial_x^5 u + \beta \partial_x^3 u + \partial_x (u^2) = 0, \quad x \in \mathbb{R}, \]  

\[ u(x, 0) = u_0(x), \]  

where \( \alpha \neq 0, \beta \) are real numbers.

The Kawahara equation arises in the study of the water waves with surface tension, in which the Bond number takes on the critical value, where the Bond number represents a dimensionless magnitude of surface tension in the shallow water regime [2, 33, 37]. Some authors have studied the Cauchy problem for the Kawahara equation on the real line [7, 9, 17, 18, 28, 29, 34, 36, 53–55] and [35] on the torus and [9] on the half-line. By using the Fourier restriction norm method introduced in [6] and developed in [30, 31], Chen et al. [10] and Jia and Huo [29] independently proved that the Cauchy problem for (1.1) is locally well-posed in \( H^s(\mathbb{R})(s > -\frac{7}{4}) \). Chen and Guo [11] proved that the Cauchy problem for (1.1) is globally well-posed in \( H^s(\mathbb{R})(s \geq -\frac{7}{4}) \) with the aid of I-method introduced in [13]. Kato [34] proved that the Cauchy problem for the Kawahara equation is locally well-posed in \( H^s(\mathbb{R})(s \geq -2) \) with the aid of some resolution spaces and ill-posed in \( H^s(\mathbb{R})(s < -2) \) by using the argument of [1]. Kato [36] proved that the Cauchy problem for the Kawahara equation is globally well-posed in \( H^s(\mathbb{R})(s > -\frac{38}{21}) \) with the aid of I-method.

Now we recall the research history of pointwise convergence problem of some linear dispersive equations. Carleson [8] firstly investigated the pointwise convergence problem of one dimensional Schrödinger equation in \( H^s(\mathbb{R})(s \geq 1/4) \). Some authors have investigated the pointwise convergence problem of the Schrödinger equation in dimensions \( n \geq 2 \) [3–5, 12, 16, 19–21, 23, 24, 26, 39, 42–44, 47–52] and established an improved maximal inequality for 2D fractional order Schrödinger operators [45] and established the maximal estimates for Schrödinger equation with inverse-square potential [46]. Dahlberg and Kenig [19] showed that the pointwise convergence problem of the Schrödinger equation is invalid in \( H^s(\mathbb{R}^n)(s < \frac{1}{4}) \). Bourgain [5] presented counterexamples showing that when \( s < \frac{n}{2(n+1)}(n \geq 2) \), the pointwise convergence problem of \( n \) dimensional Schrödinger equation does not hold in \( H^s(\mathbb{R}^n) \). Recently, Du et al. [22] proved that the pointwise convergence problem of two dimensional Schrödinger equation is valid in \( H^s(\mathbb{R}^2) \) with \( s > \frac{1}{3} \). Du and Zhang [24] showed that the pointwise convergence problem of \( n \) dimensional Schrödinger equation is valid for data in \( H^s(\mathbb{R}^n)(s > \frac{n}{2(n+1)}, n \geq 3) \).

Compaan [14] studied the smooth property and dispersive blow-up of semilinear Schrödinger equation. Compaan et al. [15] showed the convergence problem of the
nonlinear Schrödinger flows with rough data and random data. Linares and Ramos [40, 41] showed the pointwise convergence results for the flow of the generalized Zakharov-Kuznetsov equation.

In this paper, motivated by [14, 15, 40, 41], we show \( \lim_{t \to 0} u(x, t) = u(x, 0), \ a.e. x \in \mathbb{R} \), where \( u(x, t) \) is the solution to the Kawahara equation with rough data in \( H^s(\mathbb{R}) (s \geq \frac{1}{4}) \); we also show

\[
\lim_{t \to 0} \sup_{x \in \mathbb{R}} |u(x, t) - U(t)u_0| = 0
\]

with rough data in \( H^s(\mathbb{R}) (s > -\frac{1}{2}) \).

We present some notations before stating the main results. \(|E|\) denotes by the Lebesgue measure of set \( E \). \( A \sim B \) means that there exists \( C > 0 \) such that \( \frac{1}{C} |A| \leq |B| \leq C |A| \). We define a smooth jump function \( \eta(\xi) \) such that \( \eta(\xi) = 1 \) for \( |\xi| \leq 1 \) and \( \eta(\xi) = 0 \) for \( |\xi| > 2 \) and \( \phi(\xi) = \alpha \xi^5 - \beta \xi^3 \). We define

\[
a = \max \left\{ 1, \left( \frac{3\beta}{5\alpha} \right)^{\frac{1}{2}} \right\},
\]

\[
\mathcal{F}_x f(\xi) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ix\xi} f(x) dx,
\]

\[
\mathcal{F}_x^{-1} f(\xi) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{ix\xi} f(x) dx,
\]

\[
\mathcal{F} f(\xi, \tau) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{-ix\xi - it\tau} f(x, t) dx dt,
\]

\[
\mathcal{F}^{-1} f(\xi, \tau) = \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{ix\xi + it\tau} f(x, t) dx dt,
\]

\[
U(t)f = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{ix\xi - it\phi(\xi)} \mathcal{F}_x u_0(\xi) d\xi,
\]

\[
P^a f = \frac{1}{2\pi} \int_{|\xi| \geq a} e^{ix\xi} \mathcal{F}_x f(\xi) d\xi,
\]

\[
P_a f = \frac{1}{2\pi} \int_{|\xi| \leq a} e^{ix\xi} \mathcal{F}_x f(\xi) d\xi.
\]

The space \( H^s(\mathbb{R}) \) is the completion of the Schwartz function space on \( \mathbb{R} \) with respect to the norm \( \| f \|_{H^s(\mathbb{R})} = \| \langle \xi \rangle^s \mathcal{F}_x f \|_{L^2_\xi(\mathbb{R})} \), where \( \langle \xi \rangle^s = (1 + |\xi|^2)^{\frac{s}{2}} \). The space \( X_{s, b}(\mathbb{R}^2) \) is defined to be the completion of the Schwartz function space on \( \mathbb{R}^2 \) with respect to the norm

\[
\| u \|_{X_{s, b}(\mathbb{R}^2)} = \| \langle \xi \rangle^s \langle \sigma \rangle^b \mathcal{F} u(\xi, \tau) \|_{L^2_{\xi, \tau}}.
\]

Here, \( \sigma = \tau + \phi(\xi) \).

The main results are as follows:
Theorem 1.1. (Bilinear estimate related to Kawahara equation) For $s \geq -\frac{7}{4} + 4\epsilon$, $b' = -\frac{1}{2} + 2\epsilon$ and $b = \frac{1}{2} + \epsilon$. Then, we have

$$\|\partial_x (u_1 u_2)\|_{X_{s,b'}} \leq C \|u_1\|_{X_{s,b}} \|u_2\|_{X_{s,b}}. \quad (1.3)$$

Remark 1. Theorem 1 is the new proof of Corollary 3.3 of [29]. Jia and Huo used the Cauchy-Schwarz inequality and Strichartz estimates to establish Corollary 3.3 of [29]. In this paper, we only use the Strichartz estimates to establish Theorem 1.1. Moreover, Lemma 2.6 plays an important role in establishing Theorem 1.1.

Theorem 1.2. (Bilinear estimate related to Kawahara equation). Let $s_1 = \frac{1}{2} + 2\epsilon$, $b' = -\frac{1}{2} + 2\epsilon$, $b = \frac{1}{2} + \epsilon$ and $s_2 \geq -\frac{1}{2} + \epsilon$. Then, we have

$$\|\partial_x (u_1 u_2)\|_{X_{s_1,b'}} \leq C \|u_1\|_{X_{s_2,b}} \|u_2\|_{X_{s_2,b}}. \quad (1.4)$$

Remark 2. From the proof process of Theorem 1.5, Theorem 1.2 plays an import part in establishing Theorem 1.5.

Theorem 1.3. (Necessity of $s > -\frac{1}{2}$ in Theorem 2) Let $s \leq -\frac{1}{2}$, $s_1 = \frac{1}{2} + 2\epsilon$, $b' = -\frac{1}{2} + 2\epsilon$, $b = \frac{1}{2} + \frac{1}{2}$. Then, the following bilinear estimate

$$\|\partial_x (uv)\|_{X_{s_1,b'}} \leq C \|u\|_{X_{s,b}} \|v\|_{X_{s,b}} \quad (1.5)$$

fails.

Remark 3. From Theorem 1.3, we know that $s_2 > -\frac{1}{2}$ is necessary in proving Theorem 1.2. From the proof process of Theorem 1.5, we know that $X_{s,b} \hookrightarrow C(\mathbb{R}; H^s)(b > \frac{1}{2}, s \in \mathbb{R})$, which is just Lemma 2.7 in this paper and Theorem 1.2 plays the key role in proving Theorem 5. From the proof process of Theorem 1.5, we know that $b > \frac{1}{2}$ is necessary in proving Theorem 1.2. Thus, we require $b > \frac{1}{2}$ in Theorem 1.3.

Theorem 1.4. (Pointwise convergence of Kawahara equation) Let $u_0 \in H^s(\mathbb{R})(s \geq \frac{1}{4})$ and $u$ be the solution to (1.1). Then, we have

$$\lim_{t \to 0} u(x, t) = u_0(x), \quad (1.6)$$

for almost everywhere $x \in \mathbb{R}$.

Remark 4: Follow the idea of Proposition 4.3 of [15], we present the outline of Theorem 1.4. From Lemma 2.5 established in this paper, we have

$$\|u\|_{L^4_t L^\infty_x} \leq C \|u\|_{X_{s,b}}(s \geq \frac{1}{4}). \quad (1.7)$$
We consider the frequency truncated Kawahara equation

\[ \partial_t u_N + \alpha \partial_x^5 u_N + \beta \partial_x^3 u_N + \partial_x P_N ((u_N)^2) = 0, \]

\[ u_N(x, 0) = P_N u_0. \]

(1.8) (1.9)

Firstly, we prove

\[ \lim_{N \to \infty} \| u - u_N \|_{L^4_x L^\infty_t} = 0, \]

(1.10)

which is just Lemma 4.1 in this paper. Since \( u_N \) is smooth, for all \( x \in \mathbb{R} \), we have

\[ \lim_{t \to 0} u_N(x, t) = P_N u_0(x). \]

(1.11)

Since

\[ |u - u_0| \leq |u - u_N| + |u_N - P_N u_0| + |P_N u_0|, \]

(1.12)

we have

\[ \limsup_{t \to 0} |u - u_0| \leq \limsup_{t \to 0} |u - u_N| + |P_N u_0|. \]

(1.13)

For arbitrary \( \lambda > 0 \), by using the Chebyshev inequality, (1.13) and Sobolev embedding, we have

\[ |\{ x \in \mathbb{R} : \limsup_{t \to 0} |u - u_0| > \lambda \}| \leq |\{ x \in \mathbb{R} : \limsup_{t \to 0} |u - u_N| > \frac{\lambda}{2} \}| \]

\[ + |\{ x \in \mathbb{R} : |P_N u_0| > \frac{\lambda}{2} \}| \leq C \lambda^{-4} \| u - u_N \|_{L^4_x L^\infty_t}^4 + C \lambda^{-2} \| P_N u_0 \|_{L^2} \]

\[ \leq C \lambda^{-4} \| u - u_N \|_{L^4_x L^\infty_t}^4 + C \lambda^{-2} \| P_N u_0 \|_{H^s}. \]

(1.14)

Since \( u_0 \in H^s(\mathbb{R})(s \geq \frac{1}{2}) \), we have

\[ \| P_N u_0 \|_{H^s} \to 0 \]

(1.15)

as \( N \to \infty \). By using (1.10) and (1.15), we have

\[ |\{ x \in \mathbb{R} : \limsup_{t \to 0} |u - u_0| > \lambda \}| = 0. \]

(1.16)

**Theorem 1.5.**(Uniform convergence of Kawahara equation) Let \( u_0 \in H^s(\mathbb{R})(s > -\frac{1}{2}) \) and \( u \) be the solution to (1.1). Then, we have

\[ \limsup_{t \to 0} x \in \mathbb{R} \| u(x, t) - U(t) u_0 \| = 0. \]

(1.17)
Remark 5: Inspired by the idea of [14], we present the outline of Theorem 1.5. Firstly, from [29] and the proof process of Lemma 4.1 in this paper, we have that the Cauchy problem for the Kawahara equation possesses a unique solution with data in $H^s(R)(s > -\frac{7}{4})$. From the proof process of Lemma 4.1, we have

$$u - U(t)u_0 = \eta \left( \frac{t}{T} \right) \int_0^t U(t-t')\partial_x(u^2)dt'. \quad (1.18)$$

From (1.18) and Theorem 1.2, we have

$$\|u - U(t)u_0\|_{X_{s_1,b}} = \|\eta \left( \frac{t}{T} \right) \int_0^t U(t-t')\partial_x(u^2)dt'\|_{X_{s_1,b}} \leq C\|\partial_x(u^2)\|_{X_{s_1,b}} \leq C\|u\|_{X_{s_2,b}}^2 \leq 2C^3\|u_0\|_{H^{s_2}(R)} < \infty. \quad (1.19)$$

Here $s_1 = \frac{1}{2} + 2\epsilon, s_2 = -\frac{1}{2} + \epsilon$. Since $X_{s_1,b} \hookrightarrow C([-T, T]; H^{s_1}(R)) \hookrightarrow C([-T, T]; C(R))$, from (1.19), we have

$$\limsup_{t \to 0} x \in R |u(x, t) - U(t)u_0| = \limsup_{t \to 0} x \in R \left| \eta \left( \frac{t}{T} \right) \int_0^t U(t-t')\partial_x(u^2)dt' \right| = 0. \quad (1.20)$$

Here, we use Lemma 2.7 and $H^{s_1}(R) \hookrightarrow C(R)(s_1 = \frac{1}{2} + 2\epsilon)$.

Remark 6: We can use Lemma 2.5 established in this paper and Theorem 1.5 to present an alternative proof of Theorem 1.4. Combining Lemma 2.5 established in this paper with the proof of Lemma 2.3 of [21], we immediately obtain

$$U(t)u_0 \longrightarrow u_0 \quad a.e. \quad (1.21)$$

as $t \to 0$ for data in $H^s(R)(s \geq \frac{1}{4})$. From (1.17), we know

$$u \longrightarrow U(t)u_0 \quad a.e. \quad (1.22)$$

as $t \to 0$ for data in $H^s(R)(s > -\frac{1}{2})$. By using the triangle inequality, we have

$$|u - u_0| \leq |u - U(t)u_0| + |u_0 - U(t)u_0| \longrightarrow 0 \quad a.e. \quad (1.23)$$

as $t \to 0$ for data in $H^s(R)(s \geq \frac{1}{4})$. Thus, we have

$$u \longrightarrow u_0 \quad a.e. \quad (1.24)$$

as $t \to 0$ for data in $H^s(R)(s \geq \frac{1}{4})$. Thus, we give an alternative proof of Theorem 1.4.

Remark 7: Compaan et al. [15] studied the pointwise convergence and uniform convergence of the semilinear Schrödinger equation with rough data and random data. In this paper, we investigate the pointwise convergence and uniform convergence of the Kawahara equation with rough data. Kawahara equation is a quasilinear evolution equation,
thus, the structure of its is much more complicated than the structure of the semilinear Schrödinger equation.

**Remark 8:** The proof of Theorem 1.5 mainly depends on the Theorem 1.2, which is optimal due to Theorem 1.3. Thus, the result of Theorem 1.5 is optimal in the sense of Theorems 1.2, 1.3.

The rest of the paper is arranged as follows. In Section 2, we give some preliminaries. In Section 3, we prove three bilinear estimates, which are just Theorems 1.1-1.3. In Section 4, we give the proof of the Theorem 1.4. In Section 5, we give the proof of the Theorem 1.5.

2. Preliminaries

In this section, we present some preliminaries.

**Lemma 2.1.** Let $T \in (0, 1)$, $s \in \mathbb{R}$, $-\frac{1}{2} < b' \leq 0 \leq b \leq b' + 1$ and $f \in H^s(\mathbb{R}), g \in X_{s,b}(\mathbb{R}^2)$. Then, we have

$$
\|\eta(t)U(t)f\|_{X_{s,\frac{1}{2}+s}} \leq C\|f\|_{H^s(\mathbb{R})}, \tag{2.1}
$$

$$
\left\|\eta\left(\frac{t}{T}\right)\int_0^t U(t - \tau)g(\tau)d\tau\right\|_{X_{s,b}(\mathbb{R}^2)} \leq CT^{1+b' - b}\|g\|_{X_{s,b}(\mathbb{R}^2)}. \tag{2.2}
$$

For the proof of Lemma 2.1, we refer the readers to [6, 27, 30].

**Lemma 2.2.** Let

$$
\phi(\xi) = \alpha \xi^5 - \beta \xi^3, \sigma = \tau + \phi(\xi), \sigma_j = \tau_j + \phi(\xi_j)(1 \leq j \leq 2).
$$

Then, we have

$$
|\sigma - \sigma_1 - \sigma_2| = 5|\alpha||\xi||\xi_1||\xi_2|\left|\xi^2 + \xi_1^2 - \xi_1 - \frac{3\beta}{5\alpha}\right|. \tag{2.3}
$$

Moreover, when $|\xi| \geq 2a$ or $|\xi_1| \geq 2a$, where a is defined as in [29], then, (2.3) implies that one of the following cases always occurs:

$$
\max\{|\sigma|, |\sigma_1|, |\sigma_2|\} = |\sigma| \geq C|\xi||\xi_1||\xi_2|\max\{|\xi|^2, |\xi_1|^2\}, \tag{2.4}
$$

$$
\max\{|\sigma|, |\sigma_1|, |\sigma_2|\} = |\sigma_1| \geq C|\xi||\xi_1||\xi_2|\max\{|\xi|^2, |\xi_1|^2\}, \tag{2.5}
$$

$$
\max\{|\sigma|, |\sigma_1|, |\sigma_2|\} = |\sigma_2| \geq C|\xi||\xi_1||\xi_2|\max\{|\xi|^2, |\xi_1|^2\}. \tag{2.6}
$$

Lemma 2.2 can be seen [29].
Lemma 2.3. Let $b > \frac{1}{2}$ and $D \geq 4a$, $a$ is defined as in [29]. Then, we have

\[
\|P^D u\|_{L_t^4 L_x^3} \leq C\|u\|_{X_{0,\frac{1}{2}b}}, \tag{2.7}
\]
\[
\|P^D u\|_{X_{0,-\frac{1}{2}}} \leq C\|u\|_{L_t^4 L_x^3}, \tag{2.8}
\]
\[
\|D_x^3 P^D u\|_{L_t^4 L_x^\infty} \leq C\|u\|_{X_{0,b}}, \tag{2.9}
\]
\[
\|u\|_{L_t^{12}} \leq C\|u\|_{X_{0,b}}, \tag{2.10}
\]
\[
\|u\|_{L_t^4} \leq C\|u\|_{X_{0,\frac{3b}{2}}}, \tag{2.11}
\]
\[
\|P^D U(t)u_0\|_{L_t^4 L_x^\infty} \leq C\|u_0\|_{H^\frac{1}{2}(\mathbb{R})}, \tag{2.12}
\]
\[
\|P^D D_x^3 u\|_{L_t^4} \leq C\|u\|_{X_{0,b}}. \tag{2.13}
\]

Proof. For the proof of (2.7)-(2.9), we refer the readers to Lemma 2.6 of [54]. For the proof of (2.10), we refer the readers to (2.21) of [29]. Interpolating (2.10) with

\[
\|u\|_{L_t^2} = C\|u\|_{L_t^{\frac{8}{3}}},
\]
yields (2.11). For the proof of (2.12), (2.13), we refer the readers to (2.10) and (2.13) of [29], respectively.

We have completed the proof of Lemma 2.3.

Lemma 2.4. Let $s \geq \frac{1}{4}$. Then we have

\[
\|U(t)u_0\|_{L_t^4 L_x^\infty} \leq C\|u_0\|_{H^s(\mathbb{R})}. \tag{2.14}
\]

Proof. By using (2.12) and the Sobolev embeddings Theorem $W^{\frac{1}{4}+\varepsilon,4}(\mathbb{R})$, we have

\[
\|U(t)u_0\|_{L_t^4 L_x^\infty} \leq C \|P^D U(t)u_0\|_{L_t^4 L_x^\infty} + C\|P^D U(t)u_0\|_{L_t^4 L_x^\infty}
\]
\[
\leq C\|u_0\|_{H^{\frac{1}{2}}(\mathbb{R})} + C\|D_x^{\frac{1}{4}+\varepsilon} P^D U(t)u_0\|_{L_t^4}
\]
\[
\leq C\|u_0\|_{H^{\frac{1}{2}}(\mathbb{R})} + C\|\mathcal{F}_x^{-1}\left(|\alpha\xi^5 + \beta\xi^3|^{\frac{1}{4}+\varepsilon} \chi_{|\xi|\leq D(\xi)}\mathcal{F}_x u_0(\xi)\right)\|_{L_t^4}
\]
\[
\leq C\|u_0\|_{H^{\frac{1}{2}}(\mathbb{R})} + C\|\mathcal{F}_x^{-1}\left(|\alpha\xi^5 + \beta\xi^3|^{\frac{1}{4}+\varepsilon} \chi_{|\xi|\leq D(\xi)}\mathcal{F}_x u_0(\xi)\right)\|_{L_t^2}
\]
\[
\leq C\|u_0\|_{H^{\frac{1}{2}}(\mathbb{R})} + C\|\alpha\xi^5 + \beta\xi^3|^{\frac{1}{4}+\varepsilon} \chi_{|\xi|\leq D(\xi)}\mathcal{F}_x u_0(\xi)\|_{L_t^2}
\]
\[
\leq C\|u_0\|_{H^{\frac{1}{2}}(\mathbb{R})} \leq C\|u_0\|_{H^s(\mathbb{R})}. \tag{2.15}
\]

Here, $a$ is defined as in [29] and $D \geq 4a$.

We have completed the proof of Lemma 2.4.

Lemma 2.5. Let $s \geq \frac{1}{4}$ and $b > \frac{1}{2}$. Then, we have

\[
\|u\|_{L_t^4 L_x^\infty} \leq C\|u\|_{X_{s,b}}. \tag{2.16}
\]
Proof. By changing variable \( \tau = \lambda - \phi(\xi) \), we derive

\[
\begin{align*}
    u(x, t) &= \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{ix\xi + it\tau} \mathcal{F} u(\xi, \tau) d\xi d\tau \\
    &= \frac{1}{2\pi} \int_{\mathbb{R}^2} e^{ix\xi + it(\lambda - \phi(\xi))} \mathcal{F} u(\xi, \lambda - \phi(\xi)) d\xi d\lambda \\
    &= \frac{1}{2\pi} \int_{\mathbb{R}} e^{it\lambda} \left( \int_{\mathbb{R}} e^{ix\xi - it\phi(\xi)} \mathcal{F} u(\xi, \lambda - \phi(\xi)) d\xi \right) d\lambda.
\end{align*}
\]

By using (2.14), (2.17) and Minkowski’s inequality, for \( b > \frac{1}{2} \), we derive

\[
\|u\|_{L^4_t L^\infty_x} \leq C \int_{\mathbb{R}} \left\| \int_{\mathbb{R}} e^{ix\xi - it\phi(\xi)} \mathcal{F} u(\xi, \lambda - \phi(\xi)) d\xi \right\|_{L^4_t L^\infty_x} d\lambda
\]

\[
\leq C \int_{\mathbb{R}} \left\| \mathcal{F} u(\xi, \lambda - \phi(\xi)) \right\|_{H^s} d\lambda
\]

\[
\leq C \left[ \int_{\mathbb{R}} (1 + |\lambda|)^{2b} \left\| \mathcal{F} u(\xi, \lambda - \phi(\xi)) \right\|^2_{H^s} d\lambda \right]^{\frac{1}{2}} \left[ \int_{\mathbb{R}} (1 + |\lambda|)^{-2b} d\lambda \right]^{\frac{1}{2}}
\]

\[
\leq C \left[ \int_{\mathbb{R}} (1 + |\tau + \phi(\xi)|)^{2b} \left\| \mathcal{F} u(\xi, \tau) \right\|^2_{H^s} d\tau \right]^{\frac{1}{2}} = \|u\|_{X_{s,b}}.
\]

This completes the proof of Lemma 2.5.

**Lemma 2.6.** Let \( b = \frac{1}{2} + \epsilon \). Then, we have

\[
\|I(u_1, u_2)\|_{L^2_{xt}} \leq C \prod_{j=1}^{2} \|u_j\|_{X_{0,b}},
\]

\[
\|I_k(u_1, u_2)\|_{L^2_{xt}} \leq C \prod_{j=1}^{2} \|u_j\|_{X_{0,b}} \quad (1 \leq k \leq 2),
\]

where

\[
\mathcal{F} I(u_1, u_2)(\xi, \tau) = \int_{\xi = \xi_1 + \xi_2, |\xi| \geq 4a, \tau = \tau_1 + \tau_2} |\xi_1^4 - \xi_2^4|^{\frac{1}{2}} \mathcal{F} u_1(\xi_1, \tau_1) \mathcal{F} u_2(\xi_2, \tau_2) d\xi_1 d\tau_1,
\]

\[
\mathcal{F} I_k(u_1, u_2)(\xi, \tau) = \int_{\xi = \xi_1 + \xi_2, |\xi| \geq 4a, \tau = \tau_1 + \tau_2} |\xi_1^4 - \xi_2^4|^{\frac{1}{2}} \prod_{j=1}^{2} \mathcal{F} u_j(\xi_j, \tau_j) d\xi_1 d\tau_1 \quad (1 \leq k \leq 2).
\]

For the proof of Lemma 2.6, we refer the readers to Theorem 3.1 of [54].

**Lemma 2.7.** Let \( b > \frac{1}{2} \). Then, we have \( X_{s,b}(\mathbb{R}^2) \hookrightarrow C(\mathbb{R}; H^s(\mathbb{R})) \).

For the proof of Lemma 2.7, we refer the readers to Lemma 4 of [25].

3. Bilinear estimates

In this section, we prove Theorems 1.1-1.3.

To prove Theorem 1.1, it suffices to prove Lemma 3.1.
Lemma 3.1. Let $s \geq -\frac{7}{4} + 4\epsilon$, $b' = -\frac{1}{2} + 2\epsilon$ and $b = \frac{1}{2} + \frac{\epsilon}{2}$. Then, we have

$$
\|\partial_x (u_1 u_2)\|_{X_{s, b'}} \leq C \prod_{j=1}^{2} \|u_j\|_{X_{s, b'}}. \quad (3.1)
$$

**Proof.** To prove (3.1), by duality, it suffices to prove

$$
\left| \int_{\mathbb{R}^2} \partial_x (u_1 u_2) h dx dt \right| \leq C \|h\|_{X_{-s, -b'}} \prod_{j=1}^{2} \|u_j\|_{X_{s, b'}}. \quad (3.2)
$$

We define

$$
\int^* = \int_{\xi = \xi_1 + \xi_2, \tau = \tau_1 + \tau_2},
$$

$$
f_j(\xi, \tau) = \langle \xi, \tau \rangle^b \mathcal{F} u_j(\xi, \tau)(j = 1, 2),
$$

$$
g(\xi, \tau) = \langle \xi \rangle^{-s} \langle \tau \rangle^{-b'} \mathcal{F} h(\xi, \tau).
$$

To prove (3.2), it suffices to prove

$$
\int_{\mathbb{R}^2} \int^* \frac{|\xi| |\xi|}{\langle \sigma \rangle} \prod_{j=1}^{2} \frac{\prod_{j=1}^{2} \langle \xi_j \rangle}{\langle \sigma_j \rangle} f_1(\xi_1, \tau_1) f_2(\xi_2, \tau_2) g(\xi, \tau) d\xi_1 d\tau_1 d\xi d\tau
$$

$$
\leq C \|g\|_{L^2_{\xi r}} \|f_1\|_{L^2_{\xi r}} \|f_2\|_{L^2_{\xi r}} \quad (3.3)
$$

with the aid of the Plancherel identity. We define

$$
K_1(\xi_1, \tau_1, \xi, \tau) = \frac{|\xi| |\xi|}{\langle \sigma \rangle} \prod_{j=1}^{2} \frac{\prod_{j=1}^{2} \langle \xi_j \rangle}{{\langle \sigma_j \rangle}},
$$

$$
\mathcal{F} F_j(\xi, \tau) = \frac{f_j(\xi, \tau)}{\langle \sigma_j \rangle^b}(j = 1, 2), \mathcal{F} G(\xi, \tau) = \frac{g(\xi, \tau)}{\langle \sigma \rangle^{-b'}},
$$

$$
I_1 = \int_{\mathbb{R}^2} \int^* K_1(\xi_1, \tau_1, \xi, \tau) f_1(\xi_1, \tau_1) f_2(\xi_2, \tau_2) g(\xi, \tau) d\xi_1 d\tau_1 d\xi d\tau.
$$

Without loss of generality, we can assume that $|\xi_1| \geq |\xi_2|$. Obviously,

$$
\Omega = \{ (\xi_1, \xi, \tau) \in \mathbb{R}^4 : \xi = \xi_1 + \xi_2, \tau = \tau_1 + \tau_2, |\xi_1| \geq |\xi_2| \} \subset \bigcup_{j=1}^{6} \Omega_j,
$$

and

$$
\Omega_1 = \{ (\xi_1, \tau_1, \xi, \tau) \in \Omega : |\xi_1| \leq 4a \},
$$

$$
\Omega_2 = \{ (\xi_1, \tau_1, \xi, \tau) \in \Omega : |\xi_1| > 4a, |\xi_1| > 4|\xi_2|, |\xi_2| \leq a \},
$$

$$
\Omega_3 = \{ (\xi_1, \tau_1, \xi, \tau) \in \Omega : |\xi_1| > 4a, |\xi_1| > 4|\xi_2|, |\xi_2| > a \},
$$

$$
\Omega_4 = \{ (\xi_1, \tau_1, \xi, \tau) \in \Omega : |\xi_1| > 4a, |\xi_2| \leq |\xi_1| \leq 4|\xi_2|, \xi_1 \xi_2 \geq 0 \},
$$

$$
\Omega_5 = \{ (\xi_1, \tau_1, \xi, \tau) \in \Omega : |\xi_1| > 4a, |\xi_2| \leq |\xi_1| \leq 4|\xi_2|, \xi_1 \xi_2 < 0, 4|\xi| \geq |\xi_2| \},
$$

$$
\Omega_6 = \{ (\xi_1, \tau_1, \xi, \tau) \in \Omega : |\xi_1| > 4a, |\xi_2| \leq |\xi_1| \leq 4|\xi_2|, \xi_1 \xi_2 < 0, 4|\xi| < |\xi_2| \}.
$$
(1) When \((\xi_1, \xi_1, \tau, \tau) \in \Omega_1\), which yield \(|\xi| \leq |\xi_1| + |\xi_2| \leq 8a\), therefore, we have
\[
K_1(\xi_1, \tau_1, \xi, \tau) \leq \frac{C}{\langle \sigma \rangle^{-b} \prod_{j=1}^{2} \langle \sigma_j \rangle^b} \leq \frac{C}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b}.
\] (3.4)

By using (3.4), the Cauchy-Schwarz inequality, the Plancherel identity and the Hölder inequality as well as (2.11), we have
\[
I_1 \leq C \int_{\mathbb{R}^2} \int_{*} \frac{f_1 f_2 g}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} d\xi_1 d\tau_1 d\xi d\tau
\]
\[
\leq C \left\| \int_{*} \frac{f_1 f_2}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} d\xi_1 d\tau_1 \right\| \|g\|_{L_2^g}^2
\]
\[
\leq C \|F_1 F_2\|_{L_2^g} \|g\|_{L_2^g}
\]
\[
\leq C \|F_1\|_{L_2^g} \|F_2\|_{L_2^g} \|g\|_{L_2^g}
\]
\[
\leq C \|F_1\|_{L_2^g} \|F_2\|_{L_2^g} \|g\|_{L_2^g}.
\] (3.5)

(2) When \((\xi_1, \xi_1, \tau_1, \tau) \in \Omega_2\), which yield \(|\xi_1| \sim |\xi|\) and \(|\xi_2| \leq a\), therefore, we have
\[
K_1(\xi_1, \tau_1, \xi, \tau) \leq C \frac{|\xi|}{\langle \sigma \rangle^{-b} \prod_{j=1}^{2} \langle \sigma_j \rangle^b} \leq C \frac{|\xi_1^4 - \xi_2^4|^{\frac{1}{2}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b}.
\] (3.6)

By using (3.6), the Cauchy-Schwarz inequality and the Plancherel identity as well as Lemma 2.6, we have
\[
I_1 \leq C \int_{\mathbb{R}^2} \int_{*} \frac{|\xi_1^4 - \xi_2^4|^{\frac{1}{2}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} f_1 f_2 g d\xi_1 d\tau_1 d\xi d\tau
\]
\[
\leq C \left\| \int_{*} \frac{|\xi_1^4 - \xi_2^4|^{\frac{1}{2}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} f_1 f_2 d\xi_1 d\tau_1 \right\| \|g\|_{L_2^g}^2
\]
\[
\leq C \|F_1\|_{L_2^g} \|F_2\|_{L_2^g} \|g\|_{L_2^g} \leq C \|F_1\|_{L_2^g} \|F_2\|_{L_2^g} \|g\|_{L_2^g}.
\] (3.7)

(3) When \((\xi_1, \xi_1, \tau_1, \tau) \in \Omega_3\), which yield \(|\xi_1| \sim |\xi|, |\xi_1| \geq 4a > 2a, |\xi_2| > a\), then, we consider (2.4)-(2.6), respectively.

When (2.4) is valid, since \(s \geq -\frac{7}{4} + 4\epsilon\), then, we have
\[
K_1(\xi_1, \tau_1, \xi, \tau) \leq \frac{|\xi_1^{1+4b} |\xi_2^{1+4b} - s}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \leq C \frac{|\xi_1^{1+4b} |\xi_2^{1+4b} - s}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \leq C \frac{|\xi_1^4 - \xi_2^4|^{\frac{1}{2}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b}.
\] (3.8)
This case can be proved similarly to Case (2).

When (2.5) is valid, which yield $\langle \sigma_1 \rangle^{-b} \langle \sigma \rangle^b \leq \langle \sigma_1 \rangle^b \langle \sigma \rangle^{-b}$, since $s \geq -\frac{7}{4} + 4\epsilon$, we have

$$K_1(\xi_1, \tau_1, \xi, \tau) \leq \frac{\langle \xi_1 \rangle^{1+b-s} \langle \xi_2 \rangle^{-s+b}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \leq C \frac{\langle \xi_1 \rangle^{1+b+6\epsilon}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \leq C \frac{\langle \xi_1 \rangle^{\frac{3}{2}} - \langle \xi_2 \rangle^{\frac{1}{2}}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b}. \quad (3.9)$$

This case can be proved similarly to Case (2).

When (2.6) is valid, which yield $\langle \sigma_2 \rangle^{-b} \langle \sigma \rangle^b \leq \langle \sigma_2 \rangle^b \langle \sigma \rangle^{-b}$, since $s \geq -\frac{7}{4} + 4\epsilon$, then we have

$$K_1(\xi_1, \tau_1, \xi, \tau) \leq \frac{\langle \xi_1 \rangle^{1+b} \langle \xi_2 \rangle^{-s+b}}{\langle \sigma_1 \rangle^b \langle \sigma \rangle^b} \leq C \frac{\langle \xi_1 \rangle^{\frac{3}{2}+6\epsilon}}{\langle \sigma_1 \rangle^b \langle \sigma \rangle^b} \leq C \frac{\langle \xi_1 \rangle^{\frac{3}{2}}}{\langle \sigma_1 \rangle^b \langle \sigma \rangle^b}. \quad (3.10)$$

By using (3.10), the Cauchy-Schwarz inequality, (2.8)-(2.9) and the Hölder inequality, we have

$$I \leq C \int_{\mathbb{R}^2} \int_{\sigma} \frac{\langle \xi_1 \rangle^{\frac{3}{2}}}{\langle \sigma \rangle^b \langle \sigma \rangle^b} f_1 f_2 g d\xi_1 d\xi_2 d\tau_1 d\xi_3 d\tau$$

$$\leq C \left\| \langle \sigma \rangle^{-b} \int_{\sigma} \frac{\langle \xi_1 \rangle^{\frac{3}{2}}}{\langle \sigma \rangle^b} f_1 f_2 d\xi_1 d\tau_1 \right\|_{L^2_{\xi_1 \tau_1}} \|h\|_{L^2_{\xi_2 \tau_2}} \leq C \left\| P^4a((D^{\frac{3}{2}}_s P^D F_1) \mathcal{F}^{-1} f_2) \right\|_{X_{0,-b}} \|g\|_{L^2_{\xi_2 \tau_2}}$$

$$\leq C \|D^{\frac{3}{2}}_s P^D F_1 \mathcal{F}^{-1} f_2\|_{L^4_{\xi_2 \tau_2}} \|g\|_{L^2_{\xi_2 \tau_2}} \leq C \left\| D^{\frac{3}{2}}_s P^D F_1 \right\|_{L^4_{\xi_2 \tau_2}} \|g\|_{L^2_{\xi_2 \tau_2}}$$

$$\leq C \|f_1\|_{L^2_{\xi_2 \tau_2}} \|f_2\|_{L^2_{\xi_2 \tau_2}} \|g\|_{L^2_{\xi_2 \tau_2}}. \quad (3.11)$$

(4) When $(\xi_1, \xi, \tau_1, \tau) \in \Omega_4$, which yield $|\xi_1| \sim |\xi_2| \sim |\xi|, |\xi_1| \geq 4a$, then we consider (2.4)-(2.6), respectively.

When (2.4) is valid, since $s \geq -\frac{7}{4} + 4\epsilon$, we have

$$K_1(\xi_1, \tau_1, \xi, \tau) \leq C \frac{\langle \xi_1 \rangle^{1+5b-s} \langle \xi_2 \rangle^{-s+b}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \leq C \frac{\langle \xi_1 \rangle^{\frac{3}{2}+6\epsilon}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \leq C \frac{\langle \xi_1 \rangle^{\frac{3}{2}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b}. \quad (3.12)$$

By using (3.12), the Cauchy-Schwarz inequality, and the Plancherel identity as well as (2.7), (2.8), we have

$$I_1 \leq C \int_{\mathbb{R}^2} \int_{\sigma} \frac{\langle \xi_1 \rangle^{\frac{3}{2}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} f_1 f_2 g d\xi_1 d\xi_2 d\tau_1 d\xi_3 d\tau$$

$$\leq C \left\| \int_{\mathbb{R}^2} \frac{\langle \xi_1 \rangle^{\frac{3}{2}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \int_{\sigma} f_1 f_2 d\xi_1 d\tau_1 \right\|_{L^2_{\xi_1 \tau_1}} \|g\|_{L^2_{\xi_2 \tau_2}} \leq C \left\| f_1 \right\|_{L^2_{\xi_2 \tau_2}} \|f_2\|_{L^2_{\xi_2 \tau_2}} \|g\|_{L^2_{\xi_2 \tau_2}}. \quad (3.13)$$

When (2.5) is valid, which yield $\langle \sigma_1 \rangle^{-b} \langle \sigma \rangle^b \leq \langle \sigma_1 \rangle^b \langle \sigma \rangle^{-b}$, since $s \geq -\frac{7}{4} + 4\epsilon$, we have

$$K_1(\xi_1, \tau_1, \xi, \tau) \leq C \frac{\langle \xi_1 \rangle^{1+5b-s} \langle \xi_2 \rangle^{-s+b}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \leq C \frac{\langle \xi_1 \rangle^{\frac{3}{2}+6\epsilon}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \leq C \frac{\langle \xi_2 \rangle^{\frac{3}{2}}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \langle \sigma \rangle^b. \quad (3.14)$$
This case can be proved similarly to (3.13).

When (2.6) is valid, which yield \( \langle \sigma_2 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_2 \rangle^{b} \langle \sigma \rangle^{-b} \), since \( s \geq -\frac{7}{4} + 4\varepsilon \), we have

\[
K_1(\xi_1, \tau_1, \xi, \tau) \leq C \frac{\xi_1^{1+5b'-s}}{(\sigma_1)^{b}(\sigma)^{-b}} \leq C \frac{\xi_1^{1+6\varepsilon}}{(\sigma_1)^{b}(\sigma)^{-b}} \leq C \frac{\xi_1^{3}|\xi|^{\frac{3}{2}}}{(\sigma_1)^{b}(\sigma)^{-b}}. \tag{3.15}
\]

This case can be proved similarly to (3.13).

(5) When \((\xi_1, \xi, \tau_1, \tau) \in \Omega_5\), which yield \( |\xi_1| \sim |\xi_2| \sim |\xi|, |\xi_1| \geq 4a \).

This case can be proved similarly to Case (4).

(6) When \((\xi_1, \xi, \tau_1, \tau) \in \Omega_6\), which yield \( |\xi_1| \sim |\xi_2|, |\xi_1| \geq 4a, 4|\xi| < |\xi_2| \). Then, we consider (2.4)-(2.6), respectively.

When (2.4) is valid, since \( s \geq -\frac{7}{4} + 4\varepsilon \), we have

\[
K_1(\xi_1, \tau_1, \xi, \tau) \leq C \frac{\xi_1^{1+b'}|\xi_1|^{4b'-2s}}{\prod_{j=1}^{2} (\sigma_j)^{b}} \leq C \frac{\xi_1^{b} |\xi_1|^2}{\prod_{j=1}^{2} (\sigma_j)^{b}} \leq C \frac{\xi_1^{2} - \xi_2^{2}}{\prod_{j=1}^{2} (\sigma_j)^{b}}. \tag{3.16}
\]

This case can be proved similarly to (3.7).

When (2.5) is valid, which yield \( \langle \sigma_1 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_1 \rangle^{-b} \langle \sigma \rangle^{b} \), since \( s \geq -\frac{7}{4} + 4\varepsilon \), we have

\[
K_1(\xi_1, \tau_1, \xi, \tau) \leq C \frac{\xi_1^{1+b'}|\xi_1|^{4b'-2s}}{\langle \sigma_1 \rangle^{b}(\sigma)^{-b}} \leq C \frac{\xi_1^{b} |\xi_1|^2}{\langle \sigma_1 \rangle^{b}(\sigma)^{-b}} \leq C \frac{\xi_1^{2} - \xi_2^{2}}{\langle \sigma_1 \rangle^{b}(\sigma)^{-b}}. \tag{3.17}
\]

This case can be proved similarly to (3.7).

When (2.6) is valid, which yield \( \langle \sigma_2 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_2 \rangle^{b} \langle \sigma \rangle^{-b} \), since \( s \geq -\frac{7}{4} + 4\varepsilon \), we have

\[
K_1(\xi_1, \tau_1, \xi, \tau) \leq C \frac{\xi_1^{1+b'}|\xi_1|^{4b'-2s}}{\langle \sigma_2 \rangle^{b}(\sigma)^{-b}} \leq C \frac{\xi_1^{b} |\xi_1|^2}{\langle \sigma_2 \rangle^{b}(\sigma)^{-b}} \leq C \frac{\xi_2^{2} - \xi_1^{2}}{\langle \sigma_2 \rangle^{b}(\sigma)^{-b}}. \tag{3.18}
\]

This case can be proved similarly to (3.7).

This completes the proof of Lemma 3.1.

To prove Theorem 1.2, it suffices to prove Lemma 3.2.

**Lemma 3.2.** Let \( s_1 = \frac{1}{2} + 2\varepsilon \), \( b = \frac{1}{2} + \varepsilon \), \( b' = -\frac{1}{2} + 2\varepsilon \), \( s_2 \geq -\frac{1}{2} + \varepsilon \). Then, we have

\[
\| \partial_x (u_1 u_2) \|_{X_{s_1,b'}} \leq C \| u_1 \|_{X_{s_2,b}} \| u_2 \|_{X_{s_2,b}}. \tag{3.19}
\]

**Proof.** To prove (3.1), by duality, it suffices to prove

\[
\left| \int_{\mathbb{R}^2} \partial_x (u_1 u_2) h dx \right| \leq C \| h \|_{X_{-s_1,-b'}} \| u_1 \|_{X_{s_2,b}} \| u_2 \|_{X_{s_2,b}}. \tag{3.20}
\]
We define
\[
\int_\ast = \int_{\xi = \xi_1 + \xi_2, \tau = \tau_1 + \tau_2},
\]
\[
f_j(\xi_j, \tau_j) = \langle \xi_j \rangle^{s_2} \langle \sigma_j \rangle^b \mathcal{F} u_j(\xi_j, \tau_j) (j = 1, 2),
\]
\[
g(\xi, \tau) = \langle \xi \rangle^{-s_1} \langle \sigma \rangle^{-b'} \mathcal{F} h(\xi, \tau).
\]

To prove (3.20), it suffices to prove
\[
\int_{\mathbb{R}^2} \int_\ast \frac{|\xi| \langle \xi \rangle^{s_1}}{\langle \sigma \rangle^{-b'} \prod_{j=1}^2 \langle \xi_j \rangle^{s_2} \langle \sigma_j \rangle^b} f_1(\xi_1, \tau_1) f_2(\xi_2, \tau_2) g(\xi, \tau) d\xi_1 d\tau_1 d\xi_2 d\tau_2
\]
\[
\leq C \|g\|_{L^2_{\xi_2}} \|f_1\|_{L^\infty_{\xi_2}} \|f_2\|_{L^2_{\xi_2}}.
\]

with the aid of the Plancherel identity. We define
\[
K_2(\xi_1, \tau_1, \xi, \tau) = \frac{|\xi| \langle \xi \rangle^{s_1}}{\langle \sigma \rangle^{-b'} \prod_{j=1}^2 \langle \xi_j \rangle^{s_2} \langle \sigma_j \rangle^b},
\]
\[
\mathcal{F} F_j(\xi_j, \tau_j) = \frac{f_j(\xi_j, \tau_j)}{\langle \sigma_j \rangle^b} (j = 1, 2), \mathcal{F} G(\xi, \tau) = \frac{g(\xi, \tau)}{\langle \sigma \rangle^{-b'}},
\]
\[
I = \int_{\mathbb{R}^2} \int_\ast K_2(\xi_1, \tau_1, \xi_2, \tau_2) f_1(\xi_1, \tau_1) f_2(\xi_2, \tau_2) g(\xi, \tau) d\xi_1 d\tau_1 d\xi_2 d\tau_2.
\]

Without loss of generality, we can assume that $|\xi_1| \geq |\xi_2|$, we have
\[
A = \{ (\xi_1, \xi, \tau_1, \tau) \in \mathbb{R}^4 : \xi = \xi_1 + \xi_2, \tau = \tau_1 + \tau_2, |\xi_1| \geq |\xi_2| \} \subset \bigcup_{j=1}^6 A_j,
\]
where $A_j (1 \leq j \leq 6, j \in \mathbb{N})$ are defined as in Lemma 3.1.
(1) When $(\xi_1, \xi, \tau_1, \tau) \in A_1$, which yield $|\xi| \leq |\xi_1| + |\xi_2| \leq 8a$, therefore, we have
\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq \frac{C}{\langle \sigma \rangle^{-b'} \prod_{j=1}^2 \langle \sigma_j \rangle^b}. \tag{3.22}
\]
This case can be proved similarly to Case (1) of Lemma 3.1.
(2) When $(\xi_1, \xi, \tau_1, \tau) \in A_2$, which yield $|\xi_1| \sim |\xi|$ and $|\xi_2| \leq a$, therefore, we have
\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq C \frac{|\xi|^2}{\langle \sigma \rangle^{-b'} \prod_{j=1}^2 \langle \sigma_j \rangle^b} \leq C \frac{|\xi|^4 - |\xi_2|^{\frac{1}{2}}}{\prod_{j=1}^2 \langle \sigma_j \rangle^b}. \tag{3.23}
\]
This case can be proved similarly to Case (2) of Lemma 3.1.
(3) When $(\xi_1, \xi, \tau_1, \tau) \in A_3$, which yield $|\xi_1| \sim |\xi|, |\xi_1| \geq 4a, |\xi_2| > a$, then, we consider (2.4)-(2.6), respectively.
When (2.4) is valid, then, we have
\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq \frac{|\xi_1|^{1+s_1-s_2+4b'}|\xi_2|^{-s_2+b'}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \\
\leq C \frac{|\xi_1|^{\frac{3}{4}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \leq C \frac{|\xi_1^{\frac{3}{4}} - \xi_2^{\frac{3}{4}}|^{\frac{1}{2}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b}.
\] (3.24)

This case can be proved similarly to Case (2) of Lemma 3.1.

When (2.5) is valid, which yield \( \langle \sigma_1 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_2 \rangle^{b'} \langle \sigma \rangle^{-b} \), then, we have
\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq \frac{|\xi_1|^{1+s_1-s_2+4b'}|\xi_2|^{-s_2+b'}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \\
\leq C \frac{|\xi_1|^{\frac{9}{8}}}{\langle \sigma_1 \rangle^b \langle \sigma \rangle^b} \leq C \frac{|\xi_1|^{\frac{3}{4}} |\xi_2|^{\frac{3}{4}}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b}.
\] (3.25)

This case can be proved similarly to Case (2) of Lemma 3.1.

When (2.6) is valid, which yield \( \langle \sigma_2 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_2 \rangle^{b'} \langle \sigma \rangle^{-b} \), then we have
\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq \frac{|\xi_1|^{1+s_1-s_2+4b'}|\xi_2|^{-s_2+b'}}{\langle \sigma_1 \rangle^b \langle \sigma \rangle^b} \\
\leq C \frac{|\xi_1|^{\frac{9}{8}}}{\langle \sigma_1 \rangle^b \langle \sigma \rangle^b} \leq C \frac{|\xi_1|^{\frac{3}{4}} |\xi_2|^{\frac{3}{4}}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b}.
\] (3.26)

This case can be proved similarly to (2.6) of Case (3) in Lemma 3.1.

When \((\xi_1, \xi, \tau_1, \tau) \in A_4\), which yield \( |\xi_1| \sim |\xi_2| \sim |\xi|, |\xi_1| \geq 4a > 2a \), then, we consider (2.4)-(2.6), respectively.

When (2.4) is valid, we have
\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq C \frac{|\xi_1|^{1+s_1-2s_2+5b'}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \\
\leq C \frac{2}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b} \leq C \frac{|\xi_1|^{\frac{3}{4}} |\xi_2|^{\frac{3}{4}}}{\prod_{j=1}^{2} \langle \sigma_j \rangle^b}.
\] (3.27)

This case can be proved similarly to (2.6) of Case 4.

When (2.5) is valid, which yield \( \langle \sigma_1 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_2 \rangle^{b'} \langle \sigma \rangle^{-b} \), then, we have
\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq C \frac{|\xi_1|^{1+s_1-2s_2+5b'}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \\
\leq C \frac{2}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \leq C \frac{|\xi_1|^{\frac{3}{4}}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b} \leq C \frac{|\xi_2|^{\frac{3}{4}} |\xi_1|^{\frac{3}{4}}}{\langle \sigma_2 \rangle^b \langle \sigma \rangle^b}.
\] (3.28)
This case can be proved similarly to (2.6) of Case 4.

When (2.6) is valid, which yield \( \langle \sigma_2 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_2 \rangle^{b'} \langle \sigma \rangle^{-b} \), we have

\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq C \frac{|\xi_1|^{1+s} \langle \xi \rangle^{s_1} |\xi_1|^{-2s_2+4b'}}{\langle \sigma \rangle^{b} \langle \sigma \rangle^{-b}} \leq C \frac{|\xi_1|^{1+s_1} |\xi_1|^{2s_2+5b'}}{\langle \sigma \rangle^{b} \langle \sigma \rangle^{-b}} \leq C \frac{|\xi_1|^3 |\xi|^3}{\langle \sigma \rangle^{b} \langle \sigma \rangle^{-b}}. \tag{3.29}
\]

This case can be proved similarly to (2.6) of Case 4.

(5) When \( (\xi_1, \xi, \tau_1, \tau) \in A_5 \), which yield \( |\xi_1| \sim |\xi_2| \sim |\xi_1| \geq 4a \). This case can be proved similarly to Case (4).

(6) When \( (\xi_1, \xi, \tau_1, \tau) \in A_6 \), which yield \( |\xi_1| \sim |\xi_2|, |\xi_1| \geq 4a, 4|\xi| < |\xi_2| \), then, we consider (2.4)-(2.6), respectively.

When (2.4) is valid, we have

\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq C \frac{|\xi_1|^{1+b} \langle \xi \rangle^{s_1} |\xi_1|^{-2s_2+4b'}}{\prod_{j=1}^{2} \langle \sigma \rangle^{b_j}} \leq C \frac{|\xi_1|^4 - |\xi_2|^4}{\prod_{j=1}^{2} \langle \sigma \rangle^{b_j}}. \tag{3.30}
\]

This case can be proved similarly to Case 2 of Lemma 3.1.

When (2.5) is valid, which yield \( \langle \sigma_1 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_2 \rangle^{b'} \langle \sigma \rangle^{-b} \), then, we have

\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq C \frac{|\xi_1|^{1+b} \langle \xi \rangle^{s_1} |\xi_1|^{-2s_2+4b'}}{\langle \sigma \rangle^{b} \langle \sigma \rangle^{-b}} \leq C \frac{|\xi_1|^4 - |\xi_2|^4}{\langle \sigma \rangle^{b} \langle \sigma \rangle^{-b}}. \tag{3.31}
\]

This case can be proved similarly to Case 2 of Lemma 3.1.

When (2.6) is valid, which yield \( \langle \sigma_2 \rangle^{-b} \langle \sigma \rangle^{b'} \leq \langle \sigma_2 \rangle^{b'} \langle \sigma \rangle^{-b} \), then, we have

\[
K_2(\xi_1, \tau_1, \xi, \tau) \leq C \frac{|\xi_1|^{1+b} \langle \xi \rangle^{s_1} |\xi_1|^{-2s_2+4b'}}{\langle \sigma \rangle^{b} \langle \sigma \rangle^{-b}} \leq C \frac{|\xi_1|^4 - |\xi_2|^4}{\langle \sigma \rangle^{b} \langle \sigma \rangle^{-b}}. \tag{3.32}
\]

This case can be proved similarly to Case 2 of Lemma 3.1.

This completes the proof of Lemma 3.2.

To prove Theorem 1.3, it suffices to prove Lemma 3.3.

**Lemma 3.3.** For \( s \leq -\frac{1}{2} \), \( b' = -\frac{1}{2} + 2\epsilon \) and \( b = \frac{1}{2} + \xi \). Then, we have that

\[
\| \partial_x (u_1u_2) \|_{X^{\frac{1}{2}+2\epsilon, b'}} \leq C \| u_1 \|_{X^{s, b}} \| u_2 \|_{X^{s, b}} \tag{3.33}
\]

fails.
Proof. We define

\[ A = \left\{ (\xi, \tau) \in \mathbb{R}^2 : |\xi - N| \leq N^{-\frac{3}{4}}, |\tau - (5\alpha N^4 + 3\beta N^2)\xi + 4\alpha N^5 + 2\beta N^3| \leq \frac{1}{2} \right\}, \]

\[ B = \left\{ (\xi, \tau) \in \mathbb{R}^2 : |\xi - 2N^{-\frac{3}{4}}| \leq N^{-\frac{3}{4}}, |\tau - (5\alpha N^4 + 3\beta N^2)\xi| \leq 1 \right\}, \]

\[ R = \left\{ (\xi, \tau) \in \mathbb{R}^2 : |\xi - N| \leq \frac{N}{4}, |\tau - (5\alpha N^4 + 3\beta N^2)\xi + 4\alpha N^5 + 2\beta N^3| \leq \frac{1}{2} \right\}, \]

\[ f(\xi, \tau) = \chi_A(\xi, \tau), g(\xi, \tau) = \chi_B(\xi, \tau). \]

Here, \( A, B, R \) are defined as in example 2 of [34]. Then, we have

\[ f * g(\xi, \tau) \geq CN^{-\frac{3}{2}} \chi_R(\xi, \tau). \] (3.34)

Combining (3.33) with (3.34), we have

\[ N^{\frac{3}{4} + 2\varepsilon} N^{-\frac{3}{4}} \leq CN^{\frac{5}{2}} N^{-\frac{3}{4}} N^{-\frac{3}{4}}, \] (3.35)

which is equivalent to \( s \geq -\frac{1}{2} + \frac{3\varepsilon}{4} \). This contradicts with \( s \leq -\frac{1}{2} \).

This ends the proof of Lemma 3.3.

4. Proof of Theorem 1.4

Lemma 4.1. Let \( u_0 \in H^s(\mathbb{R})(s \geq \frac{1}{4}) \). Then, we have

\[ \lim_{N \to \infty} \| u - u_N \|_{L^1_x L^\infty_t} = 0. \] (4.1)

Proof. Inspired by the idea of the proof process of Theorem 1.1 of [15]. We firstly prove that the Cauchy problem for (1.1) is locally well-posed in \( H^s(\mathbb{R})(s > -\frac{1}{2}) \). We define

\[ \Phi(u) = \eta(t)U(t)f + \eta \left( \frac{t}{T} \right) \int_0^t U(t - \tau)\partial_x(u^2)d\tau, \] (4.2)

\[ B = \left\{ u \in X_{s,b} : \| u \|_{X_{s,b}} \leq 2C\| u_0 \|_{H^s} \right\}. \] (4.3)

By using (4.1)-(4.2) and Lemma 3.1, for \( T \leq \left( \frac{1}{4C^2\| f \|_{H^s}} \right)^{\frac{2}{7}} \), we have

\[ \| \Phi(u) \|_{X_{s,b}} \leq \| \eta(t)U(t)f \|_{X_{s,b}} + \left\| \eta \left( \frac{t}{T} \right) \int_0^t U(t - \tau)\partial_x(u^2)d\tau \right\|_{X_{s,b}} \]

\[ \leq C\| f \|_{H^s} + CT^{\frac{3}{7}} \| \partial_x(u^2) \|_{X_{s,b1}} \]

\[ \leq C\| f \|_{H^s} + CT^{\frac{3}{7}} \| u \|_{X_{s,b}}^2 \]

\[ \leq C\| f \|_{H^s} + CT^{\frac{3}{7}}(2C\| f \|_{H^s})^2 \leq 2C\| f \|_{H^s}. \] (4.4)
and
\[ \| \Phi(u) - \Phi(v) \|_{X_{s,b}} \leq \| \eta \left( \frac{t}{T} \right) \int_0^t U(t - \tau) \partial_x (u^2 - v^2) d\tau \|_{X_{s,b}} \]
\[ \leq CT^{\frac{3}{2}} \| u - v \|_{X_{s,b}} \left[ \| u \|_{X_{s,b}} + \| v \|_{X_{s,b}} \right] \leq 2C^2 T^{\frac{3}{2}} \| f \|_{H^s} \| u - v \|_{X_{s,b}} \]
\[ \leq \frac{1}{2} \| u - v \|_{X_{s,b}}. \] (4.5)

Thus, \( \Phi \) is a contraction mapping from \( B \) to \( B \). Consequently, \( \Phi \) has a fixed point. That is \( \Phi(u) = u \). From (4.5), we have
\[ \| u - v \|_{X_{s,b}} \leq \frac{1}{2} \| u - v \|_{X_{s,b}}. \] (4.6)

We can assume that \( u_N \) is the solution to the truncated Kawahara equation
\[ \partial_t u_N + \alpha \partial_x^5 u_N + \beta \partial_x^3 u_N + \partial_x ((u_N)^2) = 0, \] (4.7)
with the initial data \( P_N u_0 \). We can see that \( u_N \) is smooth, as the initial data \( P_N u_0 \) is smooth with \( u_0 \in H^s(\mathbb{R})(s \geq \frac{1}{4}) \). Let \( u := u_\infty \) be the solution to the Kawahara equation with initial data \( u_0 = P_\infty u_0 \). We define
\[ \Phi(u_N) := \eta(t) U(t) P_N u_0 - \eta \left( \frac{t}{T} \right) \int_0^t U(t - t') P_N \partial_x ((u_N)^2) dt'. \] (4.8)

Obviously, by using a proof similar to above, \( \Phi \) is a contraction mapping on the ball \( \left\{ u_N : \| u_N \|_{X_{s,\frac{1}{4}+\epsilon}} \leq 2C \| u_0 \|_{H^s(\mathbb{R})} \right\} \). By using Lemma 2.5, we have
\[ \left\| \sup_{t \in [0,T]} |u - u_N| \right\|_{L^2_t} \leq C \| u - u_N \|_{X_{s,\frac{1}{4}+\epsilon}} (s \geq \frac{1}{4}). \] (4.9)

For \( t \in [-T, T] \), we have
\[ u - u_N = \eta(t) U(t) P_N u_0(x) - \eta \left( \frac{t}{T} \right) \int_0^t U(t - t') (\partial_x (u^2)) - P_N \partial_x ((u_N)^2) dt'. \] (4.10)

Then, by using Lemma 2.1, we have
\[ \| u - u_N \|_{X_{s,\frac{1}{4}+\epsilon}} \leq C \| P_N u_0 \|_{H^s(\mathbb{R})} + CT^{\frac{3}{2}} \| \partial_x (u^2) - P_N \partial_x (u_N^2) \|_{X_{s,\frac{1}{4}+2\epsilon}}. \] (4.11)

Since
\[ \partial_x (u^2) - P_N \partial_x (u_N^2) = P_N (\partial_x (u^2) - \partial_x (u_N^2)) + P_N (\partial_x (u_N^2)), \] (4.12)

we have
\[ \| u - u_N \|_{X_{s,\frac{1}{4}+\epsilon}} \leq C \| P_N u_0 \|_{H^s(\mathbb{R})} + CT^{\frac{3}{2}} \| P_N (\partial_x (u^2) - \partial_x (u_N^2)) \|_{X_{s,\frac{1}{4}+2\epsilon}} + CT \| P_N (\partial_x (u_N^2)) \|_{X_{s,\frac{1}{4}+2\epsilon}}. \] (4.13)
By using Lemmas 2.1, 3.2 and (4.7), for $T \leq \left( \frac{1}{4C^2\|f\|_{H^s}} \right)^{\frac{1}{2}}$, we have

\[ T^{\frac{3}{2}} \| P_N (\partial_x (u^2) - \partial_x (u_N^2)) \|_{X_{s,-\frac{1}{2}+2\epsilon}} \]
\[ \leq CT^{\frac{3}{2}} \| P_N (\partial_x [(u + u_N)(u - u_N)]) \|_{X_{s,-\frac{1}{2}+2\epsilon}} \]
\[ \leq CT^{\frac{3}{2}} \| u + u_N \|_{X_{s,\frac{1}{2}+\epsilon}} \| u - u_N \|_{X_{s,\frac{1}{2}+\epsilon}} \leq CT^{\frac{3}{2}} (\| u \|_{X_{s,\frac{1}{2}+\epsilon}} + \| u_N \|_{X_{s,\frac{1}{2}+\epsilon}}) \| u - u_N \|_{X_{s,\frac{1}{2}+\epsilon}} \]
\[ \leq 2CT^{\frac{3}{2}} \| u_0 \|_{H^s(R)} \| u - u_N \|_{X_{s,\frac{1}{2}+\epsilon}} \leq \frac{1}{2} \| u - u_N \|_{X_{s,\frac{1}{2}+\epsilon}}. \]  

(4.14)

inserting (4.14) into (4.13), we have

\[ \| u - u_N \|_{X_{s,\frac{1}{2}+\epsilon}} \]
\[ \leq C \| P_N u_0 \|_{H^s(R)} + \| P_N (\partial_x (u^2)) \|_{X_{s,-\frac{1}{2}+2\epsilon}} + \frac{1}{2} \| u - u_N \|_{X_{s,\frac{1}{2}+\epsilon}}. \]  

(4.15)

From (4.15), we have

\[ \| u - u_N \|_{X_{s,\frac{1}{2}+\epsilon}} \leq 2C \| P_N u_0 \|_{H^s(R)} + \| P_N (\partial_x (u^2)) \|_{X_{s,-\frac{1}{2}+2\epsilon}}. \]  

(4.16)

From Lemma 3.1, we have

\[ \| \partial_x (u^2) \|_{X_{s,-\frac{1}{2}+2\epsilon}} \leq C \| u \|_{X_{s,\frac{1}{2}+\epsilon}}^2 \leq 4C^3 \| u_0 \|_{H^s(R)}^2 < \infty. \]  

(4.17)

From (4.17), we have

\[ \| P_N (\partial_x (u^2)) \|_{X_{s,-\frac{1}{2}+2\epsilon}} \to 0 \]  

(4.18)

as $N \to \infty$. Since $u_0 \in H^s(R)(s \geq \frac{1}{4})$, we have

\[ \| P_N u_0 \|_{H^s(R)} \to 0 \]  

(4.19)

as $N \to \infty$.

Inserting (4.18), (4.19) into (4.16) yields (4.1).

This completes the proof of Lemma 4.1.

To obtain Theorem 1.4, it suffices to prove Lemma 4.2.

**Lemma 4.2.** Let $u_0 \in H^s(R)(s \geq \frac{1}{4})$. Then, we have $u(x, t) \to u_0(x)$ as $t \to 0$ for almost everywhere $x \in R$.

**Proof.** Inspired by the idea of the proof of Proposition 3.3 of [15], we present the proof of Lemma 4.2. Since $u_N$ is smooth, for all $x \in R$, we have

\[ \lim_{t \to 0} u_N(x, t) = P_N u_0(x). \]  

(4.20)
By using the triangle inequality, we have
\[ |u - u_0| \leq |u - u_N| + |u_N - P_Nu_0| + |u_0 - P_Nu_0|. \]  
(4.21)

By using (4.21), we have
\[ \lim_{t \to 0} \sup |u - u_0| \leq \lim_{t \to 0} \sup |u - u_N| + |P_Nu_0|. \]  
(4.22)

For \( \lambda > 0 \), by using the Chebyshev inequality and Sobolev embedding as well as (4.22), we have
\[ \left| \{ x \in \mathbb{R} : \lim_{t \to 0} \sup |u - u_0| > \lambda \} \right| \leq \left| \{ x \in \mathbb{R} : \lim_{t \to 0} \sup |u - u_N| > \frac{\lambda}{2} \} \right| + \left| \{ x \in \mathbb{R} : |P_Nu_0| > \frac{\lambda}{2} \} \right| \leq C \lambda^{-4} \| u - u_N \|_{L^4 L^\infty}^4 + \lambda^{-2} \| P_Nu_0 \|_{L^2} \]  
(4.23)

Since \( u_0 \in H^s(\mathbb{R})(s \geq \frac{1}{4}) \), we have
\[ \| P_Nu_0 \|_{H^s} \to 0 \]  
(4.24)
as \( N \to \infty \). By using Lemma 4.1 and (4.24), we have
\[ \left| \{ x \in \mathbb{R} : \lim_{t \to 0} \sup |u - u_0| > \lambda \} \right| = 0. \]

This completes the proof of Lemma 4.2.

5. Proof of Theorem 1.5

In this section, we use Lemmas 2.1, 3.1 to prove Theorem 1.5.

**Proof of Theorem 1.5.** Inspired by page 7 of [14], we present the proof of Theorem 1.5. Obviously,
\[ u(x, t) - U(t)u_0(x) = \eta \left( \frac{t}{T} \right) \int_0^t U(t - t')\partial_x(u^2)dt'. \]  
(5.1)

Let \( s_1 = \frac{1}{2} + 2\epsilon, b = \frac{1}{2} + \epsilon, s_2 \geq -\frac{1}{2} + \epsilon \). By using Lemmas 2.1, 3.1 and (5.1), we have
\[ \| u - U(t)u_0 \|_{X_{s_1,b}} = \left\| \eta \left( \frac{t}{T} \right) \int_0^t U(t - t')(\partial_x(u^2))dt' \right\|_{X_{s_1,b}} \leq C T^{\frac{3}{2}} \| \partial_x(u^2) \|_{X_{s_1,-\frac{1}{2} + 2\epsilon}} \leq C \| u \|_{X_{s_2,b}}^2 \leq 2 C^3 \| u_0 \|_{H^{s_2}(\mathbb{R})}^2 < \infty. \]  
(5.2)

Thus, from Lemma 2.7 and \( H^{s_1}(\mathbb{R}) \hookrightarrow C(\mathbb{R})(s_1 = \frac{1}{2} + 2\epsilon) \), we have \( u - U(t)u_0 \in X_{s_1,b} \hookrightarrow C([-T, T], H^{s_1}(\mathbb{R})) \hookrightarrow C([-T, T]; C(\mathbb{R})) \). Thus, we have
\[ \lim_{t \to 0} \sup_{x \in \mathbb{R}} |u(x, t) - U(t)u_0| = 0. \]  
(5.3)
This ends the proof of Theorem 1.5.
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