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ABSTRACT. We consider central extensions $Z \rightarrow E \rightarrow G$ in the category of linear differential algebraic groups. We show that if $G$ is simple non-commutative and $Z$ is unipotent with the differential type smaller than that of $G$, then such an extension splits. We also give a construction of central extensions illustrating that the condition on differential types is important for splitting. Our results imply that non-commutative almost simple linear differential algebraic groups, introduced by Cassidy and Singer, are simple.

1. INTRODUCTION

This paper was motivated by a recent work of Cassidy and Singer [7] concerning the structure of linear differential algebraic groups (LDAGs). In general, it is not true that an LDAG has a finite subnormal series with simple successive quotients. However, if one slightly relaxes the requirement for the quotients, one obtains a Jordan-Hölder type theorem for LDAGs. Namely, in [7], almost simple LDAGs were introduced (see Section 2.8 of this paper), which can be thought of as being minimal central extensions of simple LDAGs by groups of smaller differential type. Cassidy and Singer also state a uniqueness property for the quotients. From this perspective, a better understanding of almost simple LDAGs is crucial for the development of the structure theory of LDAGs, which in turn, is important for creating algorithms that compute Galois groups of parametrized linear differential equations (see, e.g., [20] and [19]). The papers [17], [18], [10] also contain some recent results on the structure of LDAGs and their representations.

Our main result is establishing that all non-commutative almost simple LDAGs are simple (Theorem 3). The classification of simple LDAGs over differentially closed fields (with respect to several commuting derivations) is known due to Cassidy [6]. In our proof, aside from the facts from differential algebra and the theory of LDAGs, we use the results of Steinberg [24] and Matsumoto [16] on abstract central extensions of Chevalley groups and the results of Borel and Tits [1] on abstract homomorphisms of Chevalley groups.

It is natural to ask whether our result generalizes if one considers central extensions of simple LDAGs by an arbitrary LDAG, not necessarily of smaller differential type. For example, is it true that all perfect central extensions of $\text{SL}_2$ in the category of LDAGs are isomorphic to $\text{SL}_2$ (as it is for the category of linear algebraic groups)? As we show in Section 4, the answer is NO (Corollary 1). A deeper investigation led us to a description of universal central extensions of non-commutative simple LDAGs. This will be the subject of a subsequent publication.

The paper is organized as follows. In Section 2, we recall basic definitions and facts that will be used for the proof of the main Theorem 3. Section 3 is devoted to the proof of this theorem. In
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the final Section [4] we give a construction for central extensions providing the negative answer to whether the aforementioned generalization of our result holds.

2. Preliminaries

In this section, we briefly recall basic definitions and facts from differential algebra and differential algebraic geometry. For details, see [23, 15, 13, 14, 3, 4, 12]. For basic definitions and facts from the theory of linear algebraic groups, we refer to [11] and [25].

2.1. Basic definitions and conventions. We will denote the set of natural numbers \(0, 1, 2, \ldots\) by \(\mathbb{N}\). The symbol \(\Delta\) will always stand for a finite (possibly, empty) set of letters \(\partial_1, \partial_2, \ldots\) and \(m \in \mathbb{N}\) will denote its cardinality. All rings are supposed to be commutative with identity. A derivation of a ring \(R\) is an additive map \(\partial : R \to R\) satisfying Leibniz rule:

\[
\partial(ab) = \partial(a)b + a\partial(b) \quad \forall a, b \in R.
\]

A \(\Delta\)-ring is a ring with the set \(\Delta\) of commuting derivations. A morphism of \(\Delta\)-rings \(k \to R\) is a homomorphism of rings that commutes with the action of \(\Delta\). Given such a morphism, we call \(R\) a \(\Delta\)-\(k\)-algebra. If both \(k\) and \(R\) are fields, we say that \(k \to R\) is a \(\Delta\)-field extension or \(k\) is a \(\Delta\)-subfield of \(R\). A morphism of \(\Delta\)-\(k\)-algebras is a homomorphism of \(k\)-algebras which is a morphism of \(\Delta\)-rings.

If \(A\) and \(B\) are \(\Delta\)-\(k\)-algebras, their tensor product \(A \otimes_k B\) (as of \(k\)-algebras) is endowed with a unique structure of a \(\Delta\)-\(k\)-algebra such that the inclusion maps \(A, B \to A \otimes B\) are morphism of \(\Delta\)-rings.

The word “differential” will sometimes substitute the symbol \(\Delta\) (and vice versa): for example, a differential ring is the same as a \(\Delta\)-ring.

The basic example of a \(\Delta\)-ring is a ring of differential polynomials. Namely, let \(Y\) be a set and \(k\) a \(\Delta\)-ring. Consider the polynomial ring \(k[y_{d_1} \ldots d_m]_{y \in Y, d_i \in \mathbb{N}}\). It has the structure of a \(\Delta\)-\(k\)-algebra determined uniquely by setting

\[
\partial_i (y_{d_1} \ldots d_i \ldots d_m) := y_{d_1} \ldots (d_i + 1) \ldots d_m.
\]

This \(\Delta\)-\(k\)-algebra is denoted \(k\{Y\}\). We identify \(y \in Y\) with \(y_{0 \ldots 0}\). The elements of \(k\{Y\}\) may be interpreted as functions \(k^Y \to k\) so that the evaluation map \(\nu_x : k\{Y\} \to k\) corresponding to a point \(x \in k^Y\) is a morphism of \(\Delta\)-\(k\)-algebras. The \(k\)-algebra \(k\{Y\}\) is filtered by its subalgebras \(k\{Y\}\leq_s, s \in \mathbb{N}\), generated by all \(y_{d_1} \ldots d_m\) with \(\sum d_i \leq s\). The differential polynomials from \(k\{Y\}\leq_s\) are said to be of order not exceeding \(s\).

The notation \(k\{X\}\) will also be used later to denote the ring of differential polynomial functions on a \(\Delta\)-\(k\)-algebraic set \(X\) (Section 2.3). In order to avoid confusion, we make a convention to use letters \(Y, y, y_1, y_2, \ldots\) only for the defined above ring of differential polynomials, e. g., \(k\{y_1, \ldots, y_n\}\).

A \(\Delta\)-\(k\)-algebra is called \(\Delta\)-finitely generated if it is a quotient of a \(k\{Y\}\) for some finite \(Y\). An ideal \(I\) of a \(\Delta\)-ring \(R\) is called differential of it is stable under the action of \(\Delta\). If a subset \(F \subset I\) is not contained in a smaller \(\Delta\)-ideal, \(I\) is said to be \(\Delta\)-generated by \(F\). If there exists such finite \(F\), \(I\) is called \(\Delta\)-finitely generated.

If \(R\) is a domain, we write \(\text{Frac} R\) for its field of fractions. We will use bold font to denote categories. Most categories in the text will (hopefully) be clear by their names, e. g. \(\text{Set}, \text{Grp}, \Delta\)-\(\text{k-Alg}\), for which we will omit the description.

All differential fields will be supposed to have characteristic 0.
2.2. **Differential fields.** A $\Delta$-field extension $k \to K$ is called *semi-universal* (over $k$) if, for every $\Delta$-finitely generated $\Delta$-field extension $k \to k'$, there is a $\Delta$-$k$-homomorphism $k' \to K$. If $K$ is semi-universal over all $\Delta$-finitely generated field extensions $k' \subset K$ of $k$, it is called *universal over $k$*. Every $\Delta$-field has a universal (over it) $\Delta$-field extension. A universal over $\mathbb{Q}$ $\Delta$-field is simply called *universal*.

A $\Delta$-field $K$ is called *differentially closed*, or $\Delta$-closed, if every system $\{P_1 = \ldots = P_n = 0\}$, $P_i \in K\{y_1, \ldots, y_n\}$, that has a solution in some $\Delta$-field extension of $K$, has one in $K$ too. Equivalently, for every prime $\Delta$-ideal $p \subset K\{y_1, \ldots, y_n\}$, there exists an $x \in K^n$ such that $f(x) = 0$ for all $f \in p$. Note that differentially closed fields are algebraically closed. Universal fields are differentially closed.

We reserve letter $\mathbb{U}$ to denote universal $\Delta$-fields. When we write $k \subset \mathbb{U}$, it means that $k$ is a $\Delta$-subfield of $\mathbb{U}$.

2.3. **$\Delta$-algebraic sets.** For a $\Delta$-field $k$ and an $n \in \mathbb{N}$, one defines the *Kolchin topology* on $k^n$ by setting its basic closed sets to be the sets of solutions of systems of differential polynomial equations over $k$ in differential indeterminates $y_1, \ldots, y_n$. In particular, Zariski closed sets are Kolchin closed. Kolchin topology is Noetherian. Moreover, if $k$ is differentially closed, there is a 1-1 correspondence between closed subsets of $k^n$ and radical $\Delta$-ideals in $k\{y_1, \ldots, y_n\}$, which to every closed $X$ assigns the $\Delta$-ideal $I(X)$ of differential polynomials vanishing on $X$.

An (affine) $\Delta$-*algebraic set* is a Kolchin closed subset $X \subset \mathbb{U}^n$, where $\mathbb{U}$ is a universal field and $n \in \mathbb{N}$. If $k \subset \mathbb{U}$ and the ideal $I(X) \subset k\{y_1, \ldots, y_n\}$ is generated by $I(X) \cap k\{y_1, \ldots, y_n\}$, $X$ is said to be defined over $k$, or a $\Delta$-$k$-*algebraic set*.

Let $X \subset \mathbb{U}^n$ be a $\Delta$-$k$-algebraic set. Restrictions of functions from $k\{y_1, \ldots, y_n\}$ to $X$ form a $\Delta$-$k$-algebra $k\{X\}$ of *differential polynomial* functions on $X$. If $Y \subset \mathbb{U}^r$ is a $\Delta$-$k$-algebraic set, we call a map $f : X \to Y$ a *morphism* if its coordinates are locally given by fractions of differential polynomial functions on $X$. If the coordinates are differential polynomial functions, we call $f$ a differential polynomial morphism. Note that, unlike the situation in algebraic geometry, morphisms $X \to \mathbb{U}$ are, in general, not differential polynomial. Fortunately, the morphisms of $\Delta$-$k$-algebraic groups, which we define below, behave as expected.

The image of a morphism of $\Delta$-$k$-sets contains a Kolchin open subset of its closure.

2.4. **Linear differential algebraic groups (LDAGs).** A *linear differential algebraic group* over $k \subset \mathbb{U}$ is a group object in the category of $\Delta$-$k$-algebraic sets whose product map $G \times G \to G$ is differential polynomial. A map of LDAGs over $k$ is called a *morphism* if it is a morphism of their underlying $\Delta$-$k$-algebraic sets that respects the product maps. The category of LDAGs over $k$ will be denoted $\text{LDAG}_k(\mathbb{U})$. Note that the image of a morphism of LDAGs is closed.

The main example of an LDAG is $\text{GL}_n(\mathbb{U})$. Here, we identify the underlying space of $\text{GL}_n(\mathbb{U})$ with the $\Delta$-$k$-algebraic set $\{(A, z) \in \text{End}_{\mathbb{U}}(\mathbb{U}^n) \times \mathbb{U} : z \det A = 1\}$. Due to Cassidy [5], for every $G \in \text{LDAG}_k(\mathbb{U})$, there is a differential polynomial monomorphism $G \to \text{GL}_n(\mathbb{U})$. Moreover, every morphism in $\text{LDAG}_k(\mathbb{U})$ is differential polynomial.

There is a functorial point of view on LDAGs which does not refer to a choice of $\mathbb{U}$ nor the embedding into $\mathbb{U}^n$. Namely, let $k$ be a differential field. Let $\text{LDAG}_k$ denote the category whose objects are the representable functors $\Delta$-$k$-$\text{Alg} \to \text{Grp}$ represented by reduced $\Delta$-finitely generated $\Delta$-$k$-algebras (which have to be a Hopf algebra) and the morphisms are natural transformations.

**Proposition 1.** Let $k$ be a $\Delta$-subfield of a universal $\Delta$-field $\mathbb{U}$. There is an equivalence of categories $\mathcal{E} : \text{LDAG}_k \to \text{LDAG}_k(\mathbb{U})$. 


Proof. Set $\mathcal{E}(G) := G(\mathbb{U})$ and $\mathcal{E}(G \xrightarrow{f} H) := \{g \mapsto gf^*\}$, where $f^*$ is a morphism in $\Delta-k$-$\text{Alg}$ corresponding (by Yoneda) to $f$. Then $\mathcal{E}$ is essentially surjective, faithful (since $\mathbb{U}$ is differentially closed), and full (by the aforementioned result of Cassidy).

Sometimes, we will use terminology defined for $\text{LDAG}_k(\mathbb{U})$ to name objects in $\text{LDAG}_k$ (or vice versa), which will be justified by Proposition\[1\]

2.5. Linear algebraic groups ($\text{LAG}$s) as LDAGs. If one considers $\mathbb{U}$ as an algebraically closed field and drops the words “differential” and “$\Delta$−” in the definitions above, one gets the definitions of the categories $\text{LAG}_k$ and $\text{LDAG}_k(\mathbb{U})$. Similarly, we have an equivalence $\mathcal{E}_a \text{LAG}_k \to \text{LAG}_k(\mathbb{U})$. Since the Kolchin topology is finer than the Zariski one, $\text{LAG}_k(\mathbb{U})$ is just a subcategory of $\text{LDAG}_k(\mathbb{U})$. The forgetful functor $\Delta-k$-$\text{Alg} \to k$-$\text{Alg}$ has a left adjoint, which is a generalization of the above construction of $k\{Y\}$ from $k[Y]$ (see, e.g., [9] for details). This induces the functor $F : \text{LAG}_k \to \text{LDAG}_k$ so that one has the commutative diagram:

\[
\begin{array}{ccc}
\text{LDAG}_k & \xrightarrow{\varepsilon} & \text{LDAG}_k(\mathbb{U}) \\
\text{LAG}_k & \xrightarrow{F} & \text{LAG}_k(\mathbb{U}) \\
\end{array}
\]

In particular, one can identify $\text{LAG}_k$ with a subcategory of $\text{LDAG}_k$, which we will do. Note also that, if $k \to K$ is a $\Delta$-field extension, $F$ commutes with the base change functors $\text{LAG}_k \to \text{LAG}_K$ and $\text{LDAG}_k \to \text{LDAG}_K$. Moreover, if $K$ is a $\Delta$-subfield of $\mathbb{U}$, the whole diagram (1) commutes with the base change $k \to K$.

2.6. Simple LDAGs. For the following, recall some terminology. For a ring $R$ and a set $S$ of its derivations, define

\[ R^S := \{ r \in R : s(r) = 0 \quad \forall s \in S \}. \]

Then $R^S$ is a subring of $R$. If $R$ is an algebraically closed field of characteristic 0, so is $R^S$.

Let $S \subset k\Delta$. The functor $\Delta-k$-$\text{Alg} \to \Delta-k$-$\text{Alg}$ that sends $A$ to $A/[SA]$, where $[SA] \subset A$ is the $\Delta$-ideal $\Delta$-generated by $SA \subset A$, gives rise to a representable functor

\[ F_S : \text{LDAG}_k \to \text{LDAG}_k, \quad (F_S(G))(R) = R^S. \]

In particular, $F = F_{\emptyset} \big|_{\text{LAG}_k}$. We will write

\[ F_S(G) =: G^S. \]

A connected group $G \in \text{LDAG}_k$ is called simple if the kernel of every non-trivial epimorphism $G \to H$ in $\text{LDAG}_k$ is finite.

**Theorem 1** ([6, Theorem 17, p. 231]). For every simple non-commutative $G \in \text{LDAG}_\mathbb{U}$, there exists a simple split $H \in \text{LAG}_\mathbb{Q}$ and a subset $S \subset \mathbb{U} \Delta$ such that $G = H^S_\mathbb{U}$.

2.7. Differential type. Let $X \subset \mathbb{U}^n$ be an irreducible $\Delta$-$k$-algebraic set. For all $s \in \mathbb{Z}_{\geq 0}$, denote $k\{X\}_{\leq s}$ the image of $k\{y_1, \ldots, y_n\}_{\leq s}$ under the restriction map $k\{y_1, \ldots, y_n\} \to k\{X\}$. The function

\[ \mathbb{N} \ni s \mapsto \text{tr.deg}_k \text{Frac} k\{X\}_{\leq s} \]

coincides, for all sufficiently large $s$, with the values of a polynomial, which we denote $\omega_X(s)$ (see [13, Chapter 0.3] and [13, Chapter II.12] for details). If $X$ is infinite, we set $\tau(X) := \text{deg} \omega_X$, the degree of $\omega_X$. If $X$ is a point, there is a convention that $\tau(X) = -1$. The number $\tau(X)$ is
called the $\Delta$-type of $X$. For reducible $X$, the $\Delta$-type is defined to be the maximum among the $\Delta$-types of its irreducible components. One has $-1 \leq \tau(X) \leq m$. Moreover, $\tau(X)$ is a birational invariant of $X$. In particular, it is defined for all $G \in \text{LDAG}_k$. If $X$ is infinite and Zariski closed, $\tau(X) = m$.

The $\Delta$-type has the following properties ([15] Chapter IV.4, [7] Corollaries 2.2 and 2.4):

1. If $\mu : X \to X'$ is an injective (resp., dominant) morphism of $\Delta$-$k$-algebraic sets, then $\tau(X) \leq \tau(X')$ (resp., $\tau(X) \geq \tau(X')$).

2. For every exact sequence $G' \hookrightarrow G \twoheadrightarrow G''$ in $\text{LDAG}_k$, $\tau(G) = \max\{\tau(G'), \tau(G'')\}$.

By an exact sequence above, we mean that $\Delta$-types of its irreducible components. One has called the

Strongly connected LDAGs are connected and, moreover, $f$ is preserved under base field extensions.

An infinite $G \in \text{LDAG}_k$ is called almost simple if, for all exact sequences $G' \to G \to G''$ in $\text{LDAG}_k$, $\tau(G') < \tau(G'')$. Almost simple LDAGs are strongly connected. Every exact sequence $G' \to G \to G''$ with almost simple $G$ and $G'' \neq \{e\}$ is central, that is, $G'' \subset Z(G)$ ([7] Corollary 2.14).

For a $G \in \text{LDAG}_k(\mathbb{U})$ there exists a unique maximal normal closed subgroup $G_0 \subset G$ (over $k$) such that $\tau(G/G_0) < \tau(G)$ ([7] Corollary 2.2.1]). It is called a strong identity component of $G$. If $G = G_0$, $G$ is called strongly connected. For a

G ∈ LDAG_k(U) there exists a unique maximal normal closed subgroup [G, G] ⊂ G (over k) such that τ(G/G[, G]) is commutative. We call G perfect if [G, G] = G. Note that perfectness of G does not imply perfection of the abstract group G(Û). If is G ∈ LDAG_k is non-commutative almost simple, then it is perfect [7] Proposition 3.4 and Z(G)⁰ is unipotent [7] Proposition 3.5. Moreover, G/Z(G)⁰ is a simple LDAG (over k) [7] Corollary 2.15.

For a $G \in \text{LDAG}_k(\mathbb{U})$, the radical $\text{Rad} G$ of $G$ is a maximal connected solvable subgroup of $G$. As for algebraic groups, one shows that $\text{Rad} G$ is unique. Moreover, it is defined over $k$, which follows from [15 Corollary 2, p. 77]. The LDAG $G$ is called semisimple if $\text{Rad} G = \{e\}$ (equivalently, $G$ does not contain infinite commutative subgroups). It follows that semisimplicity is preserved under base field extensions.

2.9. The group $H^2(G, A)$. Recall the group cohomology [2]. Let $G, A$ be groups, where $A$ is abelian, and let $\alpha : G \times A \to A$ be an action of $G$ on $A$. For an $n \in \mathbb{N}$, set $G^n = \{e\}$ and

$$C^n(G, A) := \{\text{all functions } G^n \to A\}.$$ 

These abelian groups are cochains in the complex with the differentials

$$d^n : C^n(G, A) \to C^{n+1}(G, A), \quad n \in \mathbb{N},$$

defined by

$$d^n f := \alpha(g_0, f_1(g_1, \ldots, g_n)) + \sum_{i=1}^{n} (-1)^i f_i(g_0g_1, g_2, \ldots, g_n) + f(g_0, g_1g_2, g_3, \ldots, g_n) - \ldots$$

$$\ldots + (-1)^n f(g_0, g_1, g_2, \ldots, gn-1gn) + (-1)^{n+1} f(g_0, g_1, g_2, \ldots, gn-1).$$

One defines the group of $n$-cocycles by $Z^n(G, A) := \text{Ker} d^n$ and $n$-coboundaries by $B^n(G, A) := \text{Im} d^{n-1}$, where $\text{Im} d^{-1} := \{0\}$. The $n^{th}$ cohomology group is $H^n(G, A) := Z^n(G, A)/B^n(G, A)$. It is a bifunctor, covariant in the second argument and contravariant in the first one. One has the cup product

$$\cup : H^i(G, A) \otimes Z H^j(G, A) \to H^{i+j}(G, A \otimes Z, A),$$
which, on the level of cochains, is defined by
\[ f \cup f'(g_1, \ldots, g_{i+j}) = f(g_1, \ldots, g_i) \otimes \alpha(g_1 \ldots g_i, f'(g_{i+1}, \ldots, g_{i+j})). \]

Note that
\[ Z^0(G, A) = H^0(G, A) = A^G, \]
\[ Z^1(G, A) = \{ f : G \to A \mid f(gh) = f(g) + \alpha(g, f(h)) \}. \]

Suppose now that the action \( \alpha \) is trivial, that is, \( \alpha(g, a) = a \) for all \( g \in G, a \in A \). Then \( H^1(G, A) = Z^1(G, A) \) is the group of homomorphisms \( G \to A \). If \( c \in Z^2(G, A) \), then \( E_c := G \times A \) is endowed with the group structure defined by
\[ (g_1, a_1)(g_2, a_2) := (g_1g_2, c(g_1, g_2) + a_1 + a_2). \]

The projection \( E_c \to G \) is a central extension and has kernel \( A \). Recall that a central extension of \( G \) by \( A \) is a short exact sequence
\[ A \hookrightarrow E \xrightarrow{\pi} G, \]
where \( A \) embeds into \( Z(E) \) (we identify \( A \) with its image in \( E \)). We will call it also \( E \), assuming the rest of the data is given. A morphism \( E_1 \to E_2 \) of two such extensions is given by a commutative diagram
\[
\begin{array}{ccc}
E_1 & \xrightarrow{\pi_1} & E_2 \\
\downarrow & & \downarrow \pi_2 \\
A & \xrightarrow{\pi} & G
\end{array}
\]

The set of central extensions of \( G \) by \( A \), where the isomorphic ones are identified, is denoted \( \text{CentExt}(G, A) \). It has an abelian group structure (determined by the Baer sum). A central extension of \( G \) by \( A \) is called trivial, or splitting, if it is isomorphic to \( A \to A \times G \to G \), where the first map is \( a \mapsto (a, 1) \) and the second is the projection \( (a, g) \mapsto g \). Such extensions corresponds to the zero element of \( \text{CentExt}(G, A) \). In fact, the construction above gives a homomorphism of abelian groups
\[ \gamma_{G,A} : H^2(G, A) \to \text{CentExt}(G, A). \]

Moreover, \( \gamma_{G,A} \) is an isomorphism. One can define the map (of sets) \( \gamma_{G,A} \) in the context of an arbitrary symmetric monoidal category, where \( G \) and \( A \) are group objects. However, it does not have to be surjective nor injective.

3. Main Result

The goal of this section is to prove the following

Theorem 2. Every central extension
\[ A \hookrightarrow E \xrightarrow{\pi} G \]
in LDAG\(_k\) splits if \( G \) is simple, \( A \) is unipotent and \( \tau(A) < \tau(G) \).

As a corollary, by Section 2.8 (in particular, that almost simple LDAGs are perfect) we obtain

Theorem 3. Non-commutative almost simple LDAGs are simple.

We start with the Central Lemma, which concerns set-theoretic representations of a group of rational points of SL\(_2\). In Section 3.2, we prove Theorem 2. If \( A \) and \( B \) are subgroups of a group \( C \) such that the product map \( A \times B \to C \) is surjective, we write \( C = AB = A \cdot B \).
3.1. **Central Lemma.** The following lemma will be an essential step in the proof of the main theorem. We state the lemma in a greater generality than we need as the proof works for that. Recall that, for a subgroup $G \subset \text{GL}_n(k)$, we denote $\overline{G}$ its Zariski closure in $\text{GL}_n(k)$.

**Lemma 1.** Let $k \subset K$ be fields of characteristic different from 2, and 
$$\varrho : \text{SL}_2(k) \to \text{GL}_n(K)$$
a homomorphism of abstract groups. Then $Z(\overline{\text{Im}\varrho})$ is finite.

**Proof.** Set $G := \overline{\text{Im}\varrho} \subset \text{GL}_n(L)$. Let $H, B, U, U_\subset \subset G$ denote the images via $\varrho$ of, respectively, the subgroups of diagonal, upper-triangular, unipotent upper-triangular and unipotent lower-triangular matrices of $\text{SL}_2(k)$. We have $B = HU = UH$. Hence, by [25, Theorem 4.3(b)] and [11, Corollary 7.4], 
$$\overline{B} = \overline{H} \cdot \overline{U} = \overline{U} \cdot \overline{H}.$$ 
By [1, Proposition 7.2(i)], $\overline{G}$ is connected and its subset 
$$O = \overline{U_\subset} \cdot \overline{H} \cdot \overline{U} = \overline{U_\subset} \cdot \overline{B} \subset \overline{G}$$
is open. Let $s \in G$ be an element acting on $H$ (via conjugation) by inversion. Then $s^2 \in H$ and $\overline{U_\subset} = s\overline{U}s^{-1}$. Since $sO = \overline{UsB} \subset \overline{G}$ is open, [11, Lemma 7.4] implies $sO \cdot sO = G$. Hence, 
$$\overline{UsB} = \overline{G}.$$ 
In particular, every element of $\overline{G}$ is conjugate to an element of 
$$s\overline{B} = s^{-1}\overline{UsB} = \overline{U_\subset} \cdot \overline{H} \cdot \overline{U}.$$ 
We conclude 
$$Z(\overline{G}) \subset \overline{U_\subset} \cdot \overline{H} \cdot \overline{U}.$$ 
Now, let 
$$z = uhv \in Z, \quad u \in \overline{U_\subset}, v \in \overline{U}, h \in \overline{H}.$$ 
For every $x \in H$, we have 
$$uhv = z = xzx^{-1} = (xux^{-1})h(xvx^{-1}),$$
whence 
$$\overline{U_\subset} \ni (u^{-1}, x) = h(v, x)h^{-1} \in \overline{U}.$$ 
Note that every element of $\overline{U} \cap \overline{U_\subset}$ commutes, element-wise, with $U$ and $U_\subset$, hence with all $G$. On the other hand, since $\text{char} \ k \neq 2$, there exists a diagonal matrix $y \in \text{SL}_2(k)$ commuting with none of non-trivial unipotent matrices. Hence, by [11, Proposition 7.1(iii)], there are no non-trivial elements of $\overline{U}$ commuting with $x := \varrho(y) \in H$, which implies first $\overline{U} \cap \overline{U_\subset} = \{1\}$ and then $u = v = 1$. Therefore, 
$$Z(\overline{G}) \subset \overline{H}.$$ 
Since $s$ acts on $H$ by inversion, it acts on $\overline{H}$ by inversion too. This implies that all elements of $Z(\overline{G})$ coincide with their inverses. Let $L$ stand for the algebraic closure of $K$. Since $\text{char} \ L \neq 2$, $\text{GL}_n(L)$ does not contain unipotent matrices of order 2. Therefore, $Z(\overline{G})$ is conjugate in $\text{GL}_n(L)$ to a subgroup of diagonal matrices (see, e. g., [11, Section 15]). Now, the condition $z^2 = 1$ for all $z \in Z(\overline{G})$ implies finiteness of $Z(\overline{G})$. \hfill $\Box$
Remark 1. The assumption \( \text{char} \, k \neq 2 \) in Lemma[1] cannot be omitted, as the following example illustrates. Suppose, \( k = \mathbb{F}_2(t) \), where \( \mathbb{F}_2 \) is a field with two elements, and \( K \) is the algebraic closure of \( k \). Let \( \partial \) denote the derivation of \( k \) defined by \( \partial(t) = 1 \). One can check that the map

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} 1 & ac & bd & \partial(a)d + \partial(b)c \\ 0 & a^2 & b^2 & \partial(ab) \\ 0 & c^2 & d^2 & \partial(cd) \\ 0 & 0 & 0 & 1 \end{pmatrix}
\]

defines a representation \( \rho : \text{SL}_2(k) \to \text{GL}_4(K) \). The image of a diagonal matrix has the unipotent part centralizing \( \text{Im} \, \rho \). Moreover, one can also see that these unipotent parts form an infinite group isomorphic to \( k^\times / k_0^\times \), where \( k_0 \subset k \) is the subfield of squares. Hence, \( Z(\text{Im} \, \rho) \) is infinite.

Remark 2. In the statement of Lemma[1] if one replaces \( \text{SL}_2(k) \) by a group of \( k \)-rational points of an arbitrary split semisimple algebraic group \( G \) over \( \mathbb{Z} \) and the requirement \( \text{char} \, k \neq 2 \) — by \( \text{char} \, k \nmid |W| \), where \( W \) is the Weyl group of \( G \), one still gets a correct statement, which can be proved using a slight modification of the given proof.

3.2. Proof of Theorem[2] Let us first reduce the problem to the case of universal \( k \). Let \( k \subset \mathbb{U} \) be a \( \Delta \)-field extension, where \( \mathbb{U} \) is universal. Changing the base to \( \mathbb{U} \), we still have a central extension

\[ A_{\mathbb{U}} \hookrightarrow E_{\mathbb{U}} \xrightarrow{\pi_{\mathbb{U}}} G_{\mathbb{U}} \]

with the same properties except \( G_{\mathbb{U}} \) is now semisimple. Then \( G_{\mathbb{U}} \) is an almost direct product of normal simple subgroups [6, Theorem 15, p. 227]. These subgroups have the same differential type, since otherwise the strong identity component of \( G_{\mathbb{U}} \) would be a proper normal subgroup defined over \( k \), which is impossible due to simplicity of \( G \). If \( \pi_{\mathbb{U}} \) splits over each of these subgroups, it splits over \( G_{\mathbb{U}} \).

Suppose now that \( k \) is universal. By Theorem[1] there exist a simple split \( H \in \text{LAG}_\mathbb{Q} \) and an \( S \subset k\Delta \) such that \( G = H^S_k \). If \( \hat{H} \to H \) is a simply connected cover [11, Section 31.1], the pull-back \( \hat{\pi} \) of the induced morphism \( \hat{H}^S \to H^S \) and \( \pi \) can be included in the central extension

\[ A \hookrightarrow \hat{E} \xrightarrow{\hat{\pi}} \hat{H}^S_k, \]

which reduces the situation to the case of simply connected \( H \), since if \( \hat{\pi} \) splits, so does \( \pi \).

Suppose that \( H \) is simply connected. We fix a maximal torus in \( H \) and the corresponding root system \( \Sigma \). To every \( \alpha \in \Sigma \) there corresponds a 3-dimensional root subgroup \( H_\alpha \subset H \) (isomorphic to \( \text{SL}_2 \)) and \( H \) is generated by \( H_\alpha, \alpha \in \Sigma \)[11, Chapter X]. We will need the following fact.

Proposition 2. Let \( \alpha \in \Sigma \) be a long root and let \( T \subset H_\alpha \) be a (1-dimensional) maximal torus. Let \( K \) be an algebraically closed field. If \( C \hookrightarrow B \xrightarrow{\mu} H(K) \) is a central extension of abstract groups such that \( \mu^{-1}(T(K)) \) is commutative, then \( \mu \) splits.

Proof. The restriction homomorphism \( \nu : H^2(H(K), A) \to H^2(T(K), A) \) is an embedding: see, e. g., Theorem 5.10 of [16] and the discussion above it. The fact that \( \nu \) maps the class of \( \mu \) to 1 follows from algebraic closedness of \( K \) (it suffices, in fact, that all elements of \( K \) are squares) and [16, Proposition 5.7(b,d)]. \( \Box \)

Remark 3. Proposition[2] also follows from [24, Lemma 39(c), p. 70, and Theorem 12, p. 86].

We will apply Proposition[2] for \( K := k^S, C := A(k), B := E(k), H := G(k) = H(K), \mu := \pi(k) \). Propositions[3] and[4] will show that the hypothesis of Proposition[2] is satisfied, hence \( \pi(k) \) splits.
**Proposition 3.** Let $C \hookrightarrow B \twoheadrightarrow T$ be a central extension in $\text{LDAG}_k$. Suppose that $T$ is commutative strongly connected and $\tau(C) < \tau(T)$. Then $B$ is commutative.

**Proof.** Denote $B_0$ the strong identity component of $B$. Since $\mu$ induces an epimorphism $B/B_0 \rightarrow T/\mu(B_0)$,

$$\tau(T/\mu(B_0)) \leq \tau(B/B_0) < \tau(B) = \tau(T),$$

which implies $\pi(B_0) = T$ by the strong connectedness of $T$. By $\tau(C) < \tau(T)$ and [7, Corollary 2.22], $B_0$ and $T$ are either both commutative or both not. Hence, $B_0$ is commutative. Therefore, so is $B = CB_0$.

Denote $G_m$ and $G_a$ the LAGs that take the multiplicative and the additive group of a ring, respectively.

**Proposition 4.** The LDAG $T := (G_m)^S$ is strongly connected.

**Proof.** It is straightforward to verify that $T$ is connected. Now, let $\varphi : T \rightarrow T'$ be an epimorphism in $\text{LDAG}_k$ with $\tau(T') < \tau(T)$. We need to show that $T'$ is trivial. In the rest, we will use properties of tangent spaces of LDAGs — see [4, Chapter III] for details. The epimorphism $\varphi$ induces the epimorphism of tangent spaces

$$d_e\varphi : G_a^S \simeq T_e(T) \rightarrow T_e(T').$$

It suffices to show that $d_e\varphi$ is trivial. Since $\tau(L) = \tau(T_eL)$ for all LDAGs $L$, the $\Delta$-type of $T_e(T')$ is less than that of $G_a^S$.

Therefore, $d_e\varphi$ would be trivial if $(G_a)^S$ equals its strong identity component $D$. Recall that all endomorphisms of $(G_a)^S$ preserve $D$. Let $a \in (G_a)^S(k) = G_a(k^S) \subset k$ and show that $a \in D(k)$. Since $D$ is nontrivial, there exists a nonzero $b \in G_a(k^S)$. Then the endomorphism $x \mapsto \frac{a}{b}x$ of $G_a^S(k)$ sends $b$ to $a$. We conclude $a \in D(k)$, which finishes the proof.

We obtain that $\pi(k) : E(k) \rightarrow H^S(k) = H(K)$ splits as a morphism of abstract groups. Denote $\sigma : H(K) \rightarrow E(k)$ the corresponding splitting. It remains to show that $\sigma$ is a morphism of LDAGs.

Since $H(K)$, as a LAG over $K$, is generated by its 3-dimensional root subgroups, [11, Proposition 7.5] implies existence of 3-dimensional root subgroups $H_i \subset H$, $1 \leq i \leq n$, such that

$$H(K) = H_1(K)H_2(K) \cdots H_n(K).$$

Let $\tilde{H}_i$ denote the Kolchin closure of $\sigma(H_i(K))$ in $E(k)$, $1 \leq i \leq n$. We have $\tilde{H}_i \subset \sigma(H_i(K))A$. Since Zariski closed sets are Kolchin closed, Lemma 1 implies that $\tilde{H}_i \cap A$ is finite, hence, trivial, for $A$ is unipotent. Therefore, $\tilde{H}_i = \sigma(H_i(K))$ and

$$\tilde{H}_1\tilde{H}_2\cdots\tilde{H}_n = \sigma(H(K)).$$

On the other hand, as an image of a morphism, this product contains an open subset of the Kolchin closure of $\sigma(H(K))$ in $E(k)$. Similar to the case of algebraic groups [11, Lemma 7.4], this implies that $\sigma(H(K))$ is a Kolchin closed subgroup of $E(k)$. Then the restriction of $\pi(k)$ to $\sigma(H(K))$ is a bijective homomorphism of LDAGs. Then, by [4, Proposition 8, p.909], $\sigma$ is a morphism of LDAGs, which completes the proof.

**Remark 4.** James Freitag has let us know about the paper [8], where he shows, using both model theory and differential algebra, that the group of $\mathbb{U}$-rational points of a non-commutative almost simple LDAG is perfect as an abstract group. Having such a result, one would no longer need Lemma 1 to prove Theorem 2 for the base field $k = \mathbb{U}$. Indeed, then $\sigma : H(K) \rightarrow E(k)$ from the proof is automatically surjective, hence an isomorphism of LDAGs.
Remark 5. One could consider a similar problem for differential algebraic groups (DAGs) — see [7] and references there for the definitions. (In this general situation, all objects are defined as sets of points in some \( \mathbb{U}^n \).) If \( |\Delta| = 1 \), one can show that all non-commutative almost simple DAGs are linear, hence, simple by Theorem 2. Namely, let \( G \) be such a group. By [22] Corollary 4.8, there exists a normal linear \( \Delta \)-subgroup \( N \subset G \) such that the quotient \( G/N \) is a Kolchin closed subgroup of an Abelian variety. Since \( G \) is almost simple, \( N \subset Z(G) \). It follows that \( A := G/Z(G) \) is a Kolchin closed subgroup of some Abelian variety. Moreover, \( A \) is connected and is simple as an abstract group. By [21] Lemma 4.2, \( A \) is either trivial or has torsion. Hence, \( A \) is trivial.

As was kindly communicated to the author by Anand Pillay, the statements which we have referred to in this argument extend to the case of an arbitrary \( \Delta \). Hence, all non-commutative almost simple DAGs are simple.

4. A CONSTRUCTION OF CENTRAL EXTENSIONS OF SIMPLE LDAGS

This section is devoted to illustrate that Theorem 2 does not generalize if one drops the condition \( \tau(A) < \tau(G) \) (Corollary 1). The construction we describe below is also supposed to be used in a subsequent publication, where we intend to describe universal central extensions of simple objects in the category \( \text{LDAG}_k \).

Recall that all considered fields are of characteristic 0, although the results of this section extend to the case of positive characteristic with mild restrictions.

4.1. An abstract construction. Let \( G \) be an abstract group, \( K \) be a field, and \( V \) be a \( KG \)-module of dimension \( n \) over \( K \). Then \( G \) acts on \( \text{End}(V) \) by conjugation. Moreover, we have the \( G \)-equivariant linear map

\[
\text{End} V \otimes_K \text{End} V \to K, \quad A \otimes B \mapsto \text{tr}(AB).
\]

In composition with the cup-product

\[
Z^1(G, \text{End}(V)) \otimes_K Z^1(G, \text{End}(V)) \to Z^2(G, \text{End}(V) \otimes_K \text{End}(V)),
\]

this gives us the map

\[
\alpha : Z^1(G, \text{End}(V)) \otimes_K Z^1(G, \text{End}(V)) \to Z^2(G, K).
\]

Recall that the isomorphism classes of central extensions of \( G \) by \( K \) correspond to elements of \( H^2(G, K) \). For a cocycle \( c \), we denote \( \bar{c} \) the corresponding class in cohomology, and we write \( \bar{\alpha}(c_1 \otimes c_2) \) instead of \( \alpha(c_1 \otimes c_2) \). We want to pick two 1-cocycles \( c_1, c_2 : G \to \text{End}(V) \) such that \( \bar{\alpha}(c_1 \otimes c_2) \neq 0 \). Note the formula

\[
\alpha(c_1 \otimes c_2)(g, h) = \text{tr}(c_1(g)gc_2(h)g^{-1}) = -\text{tr}(c_1(g^{-1})c_2(h)).
\]

Every derivation \( \partial : K \to K \) determines an element in \( H^1(G, \text{End}(V)) \) as follows. Choose a \( K \)-basis in \( V \) thus identifying \( V \) with \( K^n \). The action of \( G \) on \( V \) yields the homomorphism \( G \to \text{GL}_n(K) \). One can verify that the map

\[
c_\partial : \text{GL}_n(K) \to \text{End}(K^n), \quad A \mapsto \partial(A)A^{-1}
\]

determines an element of \( Z^1(G, \text{End}(K^n)) \), where \( \partial(A) \in \text{End}(K^n) \) is obtained by applying \( \partial \) to \( A \) entry-wise. A different choice of the basis would give the same element up to a shift by a 1-coboundary.

Proposition 5. Let \( G, K \) and \( V \) be as above. Suppose that
(1) there given two $K$-linearly independent derivations $\partial_1, \partial_2 : K \to K$ and
(2) there is a homomorphism $\nu : K^\times \to G$, a basis $\{e_1, \ldots, e_n\}$ of $V$, and integers $d_1, \ldots, d_n$, such that, $\nu(t)(e_i) = t^{d_i}e_i$ for all $t \in K^\times$;

Then $H^2(G, K) \ni \tilde{\alpha}(c_{\partial_1} \otimes c_{\partial_2}) \neq 0$.

**Proof.** If the central extension of $G$ corresponding to the cocycle $c := \alpha(c_{\partial_1} \otimes c_{\partial_2}) : G \times G \to K$ splits, then it also splits over $H := \nu(K^\times)$. Since $H$ is commutative, this implies $c(x, y) = c(y, x)$ for all $x, y \in H$. We will show that $c(\nu(s), \nu(t)) \neq c(\nu(t), \nu(s))$ for some $s, t \in K^\times$, thus completing the proof.

Since $\partial_1$ and $\partial_2$ are linearly independent, there are $s, t \in K$ such that $\partial_1(s)\partial_2(t) - \partial_2(s)\partial_1(t) \neq 0$. In particular, $s, t \in K^\times$. By (3), computing the trace with respect to the basis $\{e_i\}_{1 \leq i \leq n}$, we obtain

$$c(\nu(s), \nu(t)) = \text{tr}(c_{\partial_1}(\nu(s))c_{\partial_2}(\nu(t))) = \sum_{i=1}^{n} \partial_1(s^{d_i})s^{-d_i}\partial_2(t^{d_i})t^{-d_i} = (\sum_{i=1}^{n} d_i^2)\partial_1(s)\partial_2(t)(st)^{-1}.$$ 

It follows $c(\nu(s), \nu(t)) \neq c(\nu(t), \nu(s))$. \hfill $\square$

4.2. Application to LDAGs.

**Corollary 1.** Let $H$ be a simple $\Delta$-field $\mathbb{U}$ with $|\Delta| \geq 2$. There exists a non-splitting central extension

$$\mathbb{G}_a \hookrightarrow E \xrightarrow{\pi} H$$

in $\mathbb{G}_a \hookrightarrow E \xrightarrow{\pi} H$ such that $E$ is perfect.

**Proof.** Let $K := \mathbb{U}, G := H(\mathbb{U}), V$ a non-trivial algebraic $G$-module and $\partial_1 \neq \partial_2 \in \Delta$. Then, by Proposition 5 and basic properties of representations of simple $\Delta$-groups (see, e. g., [24] Lemma 19, p. 27)), the central extension of $G$ by $\mathbb{U}$ corresponding to the 2-cocycle $\alpha(c_{\partial_1} \otimes c_{\partial_2})$ is non-trivial. It is given by introducing the following group structure on the set $E' := G \times \mathbb{U}$:

$$(g, x)(h, y) := (gh, x + y + \alpha(c_{\partial_1} \otimes c_{\partial_2})(g, h))$$

and defining $\pi' : E' \to G$ to be the projection. Note that $E' = [E', E']$ (as an abstract group). Indeed, it suffices to show that $\mathbb{U} \subset [E', E']$ since $E' = \mathbb{U} \cdot [E', E']$. Let $\mathbb{U}^\times \subset G$ be a 1-dimensional algebraic torus. It follows from the proof of Proposition 5 that, for all $s, t \in \mathbb{U}^\times$, the commutator of $s$ and $t$ in $E'$ equals

$$[(s, 0), (t, 0)] = \left(1, c \frac{\partial_1(s)\partial_2(t) - \partial_1(t)\partial_2(s)}{st}\right),$$

where $c \neq 0$ is a constant that does not depend on $s$ and $t$. Since $\mathbb{U}$ is differentially closed, the commutator above can take on any value in $\mathbb{U}$. Hence, $E' = [E', E']$. It remains to show that the central extension

$$\mathbb{U} \hookrightarrow E' \xrightarrow{\pi'} G$$

we have constructed is obtained by taking $\mathbb{U}$-rational points of some extension $\mathbb{U}$ in $\mathbb{G}_a \hookrightarrow E' \xrightarrow{\pi} G$. This follows from the fact that all maps in (5) and the product map on $E'$ are differential polynomial (so, $E'$ is an LDAG). \hfill $\square$
4.3. **Linearity of the central extensions.** Let $K$, $G$ and $V$ be as in Section 4.1. We will give another construction of a central extension $K \hookrightarrow E \rightarrow G$ depending on cocycles $c_1, c_2 \in Z^1(G, K)$, and we will see that it is the one determined by $\alpha(c_1 \otimes c_2)$. Moreover, it will be clear why $E$ is linear if $G$ is.

To every $c \in H^1(G, \text{End}(V))$ there correspond two $G$-module structures $l_c, l'_c : G \rightarrow \text{GL}(U)$ on the space $U := \text{End}(V) \oplus K$ given by

$$l_c(g)(A, a) := (gAg^{-1} + c(g)a, a),$$

$$l'_c(g)(B, b) := (gBg^{-1}, b + \text{tr}(c(g^{-1})B)).$$

These are dual with respect to the pairing

$$U \otimes_K U \rightarrow K, \quad (A, a) \otimes (B, b) \mapsto \text{tr}(AB) + ab.$$ 

Let us consider the vector space $W := K \oplus \text{End}(V) \oplus K$ and the subgroup $P \subset \text{GL}(W)$ of all transformations preserving the flag $K \subset K \oplus \text{End}(V) \subset W$. Note the maps

$$\pi : W \rightarrow U, \quad (b, A, a) \mapsto (A, a),$$

$$\iota : U \rightarrow W, \quad (B, b) \mapsto (b, B, 0),$$

which induce homomorphisms $\pi_*, \iota^* : P \rightarrow \text{GL}(U)$.

Let $c_1, c_2 \in Z^1(G, \text{End}(V))$. Set

$$E = E(c_1, c_2) := \{(g, p) \in G \times P : l_{c_1}(g) = \pi_*(p), l'_{c_2}(g) = \iota^*(p)\}.$$ 

The projection $G \times P \rightarrow G$ induces the homomorphism

$$\nu : E \rightarrow G.$$ 

We have $\text{Ker } \nu$ consisting of the elements $(1, p_t)$, where $t \in K$ and $p_t \in P$ is defined by

$$p_t(b, A, a) = (b + at, A, a), \quad (b, A, a) \in W$$

On the other hand, note the map of sets

$$\sigma : G \rightarrow E, \quad g \mapsto (g, p_g), \quad p_g(b, A, a) := (b + \text{tr}(c_2(g^{-1})A), gAg^{-1} + c_1(g)a, a),$$

which is a section (on the set level) of $\nu$. Hence, $\nu$ is an epimorphism. Since $p_tp_{g} = p_{gp_t}$ for all $t \in K$, $g \in G$, $\text{Ker } \nu \subset Z(E)$. Computation shows that, for all $g, h \in G$,

$$p_hp_g = p_{hp_t}, \quad t = \alpha(c_1 \otimes c_2)(h, g) \in K.$$ 

Hence, the corresponding to $\nu$ class in $H^2(G, K)$ is represented by the cocycle $\alpha(c_1 \otimes c_2)$. Note that, by definition of $E$, if $G \subset \text{GL}(V')$, then $E \subset G \times P \subset \text{GL}(V') \times \text{GL}(W) \subset \text{GL}(V' \oplus W)$.
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