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Abstract—Despite significant progress, previous multi-view unsupervised feature selection methods mostly suffer from two limitations. First, they generally utilize either cluster structure or similarity structure to guide the feature selection, which neglect the possibility of a joint formulation with mutual benefits. Second, they often learn the similarity structure by either global structure learning or local structure learning, which lack the capability of graph learning with both global and local structural awareness. In light of this, this article presents a joint multi-view unsupervised feature selection and graph learning (JMVFGL) approach. Particularly, we formulate the multi-view feature selection with orthogonal decomposition, where each target matrix is decomposed into a view-specific basis matrix and a view-consistent cluster indicator. The cross-space locality preservation is incorporated to bridge the cluster structure learning in the projected space and the similarity learning (i.e., graph learning) in the original space. Further, a unified objective function is presented to enable the simultaneous learning of the cluster structure, the global and local similarity structures, and the multi-view consistency and inconsistency, upon which an alternating optimization algorithm is developed with theoretically proved convergence. Extensive experiments on a variety of real-world multi-view datasets demonstrate the superiority of our approach for both the multi-view feature selection and graph learning tasks. The code is available at https://github.com/huangdonghere/JMVFG.
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I. INTRODUCTION

The rapid development of information technology gives rise to the mass emergence of high-dimensional data, which can be collected from different sources (or views) and have brought significant challenges to the field of computational intelligence and machine learning. In particular, due to the scarcity of true labels in massive data, the unsupervised learning has recently emerged as a promising direction, where the unsupervised feature selection [1] and the clustering analysis [2] may be two of the most popular topics. Although extensive studies have been conducted on each of them, yet surprisingly few efforts have been devoted to the simultaneous and unified modeling of these two research topics for multi-view high-dimensional data. In view of this, this article focuses on the intersection of multi-view unsupervised feature selection and multi-view clustering (especially via graph learning).

The clustering analysis is a fundamental yet still challenging research topic in computational intelligence [3, 4, 5, 6, 7, 8]. In single-view clustering, the graph-based methods have been a widely-studied category, where the sample-wise relationships are captured by some graph structure, and the final clustering is typically obtained via graph partitioning. Yet a common limitation to most graph-based clustering methods is that they often rely on some predefined affinity graph, which lack the ability to learn the affinity graph adaptively. To deal with this limitation, some graph learning methods have been developed, aiming to learn a better graph via optimization or some heuristics [9, 10, 11].

Extending from single-view to multiple views, the multi-view graph learning technique has recently shown its promising advantage in adaptively learning a robust and unified graph from multiple graph structures built in multiple views [12, 13, 14, 15]. For example, Nie et al. [12] fused multiple affinity graphs into a unified graph, where the graphs from multiple views are adaptively weighted. Zhan et al. [13] explored the correlation of multiple graph structures, and simultaneously learned a unified graph and the corresponding cluster indicator. Liang et al. [14] modeled both the multi-view consistency and inconsistency into a graph learning framework for robust multi-view clustering. However, these multi-view graph learning works [12, 13, 14] typically rely on the multiple single-view graphs built on the original features, which undermine their ability to deal with multi-view high-dimensional data, where redundant and noisy features may exist or even widely exist. As an early attempt, Xu et al. [16] proposed a weighted multi-view clustering method with a feature weighting (or feature selection) strategy, where neither the view-wise relationship nor the structural information of multiple views has been considered in the feature weighting process.
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More recently, some unsupervised feature selection methods have been developed for multi-view high-dimensional data, where a crucial issue lies in how the multi-view information can be modeled to guide the feature selection process. In terms of this issue, two types of guidance are often leveraged, that is, the cluster structure (via some cluster indicator) and the similarity structure (via graph learning). Specifically, Liu et al. [17] dealt with the multi-view unsupervised feature selection problem by utilizing the cluster indicator (via pseudo labels produced by multi-view k-means clustering) as the global guidance of feature selection. Dong et al. [18] guided the multi-view unsupervised feature selection by learning an adaptive similarity graph that is expected to be close to the weighted sum of the multiple single-view graphs, which typically resorts to the consistency of global structures. Zhang et al. [19] learned a similarity graph from data representations (via projection matrices on multi-view features) for unsupervised feature selection. Wan et al. [20] exploited the projected features to learn the similarity graph with the sparsity constraint imposed on the projection matrices. The common intuition behind the similarity learning in [19] and [20] is that two samples with a smaller distance in the projected space should be assigned a greater similarity, which typically resort to the consistency of local structures.

Despite the considerable progress in these multi-view unsupervised feature selection methods [17], [18], [19], [20], there are still three critical questions that remain to be addressed.

Q1: Regarding the types of guidance for feature selection, they mostly exploit either the cluster structure [17] or the similarity structure [18], [19], [20], where a unified formulation of both types of guidance is still absent. This leads to the first question: how to jointly exploit cluster structure learning and similarity structure learning, and enable them to promote each other mutually?

Q2: Regarding the similarity learning, they generally learn a similarity structure either by global structure learning [18] or by local structure learning [19], [20], which overlook the potential benefits of simultaneous global and local learning. This gives rise to the second question: how to adaptively leverage global and local structures to enhance the multi-view feature selection and graph learning performance?

Q3: Regarding the common and complementary information of multiple views, starting from Q1 and Q2, the third question that arises is how to simultaneously and sufficiently investigate multi-view consistency and inconsistency throughout the framework?

In light of the above questions, this article proposes a joint multi-view unsupervised feature selection and graph learning (JMVFG) approach (as illustrated in Fig. 1). Specifically, the projection matrix (i.e., the feature selection matrix) is constrained via orthogonal decomposition, where the target matrix of each view is decomposed into a view-specific basis matrix and a view-consistent cluster indicator matrix. The multi-view local structures in the projected space is captured by a unified similarity matrix, which is adaptively and mutually collaborated with the global multi-graph fusion in the original space, leading to the cross-space locality preservation mechanism. Throughout the multi-view formulation, the consistency and inconsistency of multiple views are sufficiently considered. To enable the joint learning of the cluster structure (via orthogonal decomposition), the local structures in the projected space, the global structure in the original space, and the multi-view consistency and inconsistency, we present a unified objective function, which can be optimized via an alternating minimization algorithm. In particular, we theoretically prove the convergence of the proposed optimization algorithm, and validate the convergence property with further empirical study. Experiments are conducted on a
variety of multi-view high-dimensional datasets, which have confirmed the superior performance of the proposed approach for both the multi-view unsupervised feature selection and graph learning (for clustering) tasks.

For clarity, the main contributions of this work can be summarized as follows:

- We formulate the multi-view unsupervised feature selection and graph learning into a joint learning framework, through which the consistency and inconsistency of multiple views as well as the global and local structures can be simultaneously exploited.
- We employ a cross-space locality preservation mechanism to bridge the gap between the cluster structure learning (via orthogonal decomposition strategy) in the projected space and the similarity structure learning (via graph fusion) in the original space.
- A joint multi-view unsupervised feature selection and graph learning approach termed JMVFGL is proposed, whose convergence is theoretically proved. Extensive experimental results have confirmed its superiority over the state-of-the-art.

The rest of this article is arranged as follows. Section II reviews the related works. Section III describes the proposed framework. Section IV presents the optimization algorithm and its theoretical analysis. Section V reports the experimental results. Finally, we conclude this article in Section VI.

II. RELATED WORK

In the section, we review the related works on unsupervised feature selection and multi-view clustering (especially via graph learning) in Sections II-A and II-B, respectively.

A. Unsupervised Feature Selection

Unsupervised feature selection is an important technique for high-dimensional data analysis [21], [22], [23], [24]. It aims to select a subset of informative features while removing the redundant and noisy ones in an unsupervised manner. For single-view unsupervised feature selection, a naïve method is to rank the feature importance by the feature variance [25], where a feature with greater variance is deemed to have higher importance. To exploit the information of local structure, He et al. [21] proposed the Laplacian score (LS) method, which performs unsupervised feature selection with the help of the Laplacian matrix of the $K$-nearest neighbor ($K$-NN) graph. To incorporate the local structures of multiple subspaces, Han and Kim [22] introduced the orthogonal basis clustering into unsupervised feature selection with a target matrix decomposed into an orthogonal basis matrix and an encoding matrix. To improve the orthogonal basis clustering based feature selection method in [22], Lim and Kim [24] incorporated a pairwise dependence term into the objective function. And Lin et al. [26] utilized a locality preserving term and a graph regularization term in the orthogonal decomposition based formulation. These methods [21], [22], [24], [25], [26], [27] are typically designed for single-view unsupervised feature section, but lack the ability to leverage the rich and complementary information in data with multiple views.

For multi-view unsupervised feature selection, quite a few attempts have been made, which typically resort to either cluster structure (via pseudo-labels) [17], [28] or similarity structure (via local or global relationships) [18], [19], [20], [29], [30], [31], [32]. Tang et al. [28] utilized a pseudo-class label matrix to guide the feature selection on multiple views. Liu et al. [17] utilized the pseudo-labels generated by multi-view $k$-means to guide the feature selection. Wang et al. [29] proposed a multi-view unsupervised feature selection method with a local linear regression model to automatically learn multiple view-based Laplacian graphs for locality preservation. Shao et al. [30] adopted the non-negative matrix factorization (NMF) in multi-view feature selection, which processes streaming-large scale multi-view data in an online fashion. Dong et al. [18] imposed a rank constraint on the Laplacian matrix to learn a collaborative similarity structure for guiding the feature selection. Tang et al. [31] utilized both diversity and consensus across different views to select features, with both local and global similarity structures considered. Wan et al. [20] extended the common embedding projection to learn the similarity structure with a sparsity constraint. Bai et al. [32] adopted local structure preserving and rank constraint of Laplacian matrix for multi-view feature selection. Zhang et al. [19] performed view-specific projection and view-joint projection on features, upon which a similarity graph is learned for unsupervised feature selection. These methods tend to guide the multi-view unsupervised feature selection by either cluster structure [17], [28] or similarity structure [18], [19], [20], [29], [30], [31], [32]. It remains an open problem how to jointly exploit cluster structure learning and similarity structure learning (i.e., graph learning), coupled with local and global information as well as multi-view consistency and inconsistency, in a multi-view unsupervised feature selection framework.

B. Multi-View Clustering

Multi-view clustering is another popular topic in unsupervised learning, which aims to partition a set of data samples (with multi-view features) into a certain number of clusters [33]. In this section, we review the related works on multi-view clustering, with emphasize on the graph learning based multi-view clustering methods.

Many multi-view clustering methods have been designed in recent years [3], [34], [35], [36], [37], [38], [39], [40], [41], [42], which can be classified into several main categories, such as the subspace learning based methods [36], [38], [39], the multi-kernel learning based methods [41], [43], the deep learning based methods [44], [45], and the graph learning based methods [12], [14], [35], [42]. Specifically, the subspace learning based methods [36], [38], [39] aim to discover the cluster structure from a set of low-dimensional subspaces via self-expressive learning. Cao et al. [36] designed a multi-view subspace clustering based on smoothness and diversity, with the complementarity of multi-view representations explored. Wang et al. [39] learned a consistent self-expressive structure via a consensus anchor set and different projection matrices of multiple views. Alternatively, the multi-kernel learning based methods [41], [43] seek to combine multiple kernels of different views to learn the cluster...
structure. Chen et al. [41] jointly learned the kernel representation tensors and the affinity matrix for multi-view clustering. Liu et al. [43] proposed a cluster-weighted kernel k-means method where the clusters of different views are adaptively weighted. Additionally, the deep learning based methods [44], [45] aim to learn clustering-friendly representations by utilizing the deep neural networks. Yang et al. [44] employed multiple autoencoder networks and a heterogeneous graph learning module to learn more discriminative latent representations, where intra-view and inter-view collaborative learning are designed to obtain more accurate clustering result. Ke et al. [45] leveraged the pseudo labels generated by the k-means algorithm and designed a reconstruction process to learn a common representation for deep multi-view clustering.

Recently the graph learning based methods [12], [14], [35], [42] have made significant advances, which aim to adaptively learn a robust unified graph from multiple graph structures constructed in multiple views for enhanced clustering. Nie et al. [35] proposed an auto-weighted framework to fuse multiple affinity graphs into a unified graph. To achieve the unified graph with a better cluster structure, Nie et al. [12] further incorporated the Laplacian rank constraint into a self-weighted graph learning framework. Zhan et al. [42] employed the graph regularization and the Laplacian rank constraint to learn the consensus graph from multiple views. Liang et al. [14] considered the multi-view consistency and inconsistency in the multi-view graph learning. These graph learning based multi-view clustering methods [12], [14], [35], [42] typically rely on the multiple graphs built on the original feature space, which restrict their ability to deal with multi-view high-dimensional data with potentially redundant and noisy features.

### III. METHODOLOGY

In this section, we describe the overall framework of JMVFG. Specifically, the notations are introduced in Section III-A. The multi-view feature selection with orthogonality is formulated in Section III-B. The multi-view graph learning is formulated in Section III-C. Then, Section III-D bridges the gap between multi-view feature selection and graph learning, and presents our joint learning model.

#### A. Notations

In this article, we denote the matrices by boldface capital letters, the vectors by boldface lower-case letters, and the scalar values by italic letters. For an arbitrary matrix $\mathbf{A} \in \mathbb{R}^{m \times n}$, $a_{ij}$ denotes its $(i, j)$-th entry, $\mathbf{a}_i$ denotes its $i$-th row vector, and $\mathbf{a}_j$ denotes its $j$-th column vector. $\text{Tr}(\mathbf{A})$ denotes the trace of a matrix $\mathbf{A}$ when $\mathbf{A}$ is square, and $\mathbf{A}^T$ denotes the transpose of $\mathbf{A}$. $||b||_2 = \sqrt{\sum_{i=1}^{n} b_i^2}$ denotes the 2-norm of a vector $\mathbf{b}$, where $b_i$ represents the $i$-th entry of $\mathbf{b}$. $||\mathbf{A}||_F = \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{m} a_{ij}^2} = \sqrt{\text{Tr}(\mathbf{A}^T \mathbf{A})}$ denotes the Frobenius norm of $\mathbf{A}$. $||\mathbf{A}||_{2,1} = \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{m} a_{ij}^2}$ denotes the $\ell_{2,1}$-norm of $\mathbf{A}$. $\mathbf{a} \geq 0$ or $\mathbf{a} \geq 0$ indicates all of their entries are larger than or equal to zero. $\mathbf{I}$ represents the identity matrix. $\mathbf{1} = [1, 1, \ldots, 1]^T$ is a column vector with the corresponding dimension. For clarity, Table I shows some frequently-used notations and their descriptions.

#### B. Multi-View Feature Selection With Orthogonality

In this section, we present the model of multi-view unsupervised feature selection with orthogonal cluster structure learning, where the multi-view target matrices are decomposed into multiple view-specific basis matrices and a view-consistent cluster indicator matrix.

For a multi-view dataset, let $\mathbf{X}^{(v)} \in \mathbb{R}^{m^{(v)} \times n}$ be the data matrix of its $v$-th view, where $n$ denotes the number of samples, and $m^{(v)}$ denotes the dimension (i.e., the number of features) in the $v$-th view. Let $\mathbf{W}^{(v)} \in \mathbb{R}^{m^{(v)} \times d^{(v)}}$ be the projection matrix of the $v$-th view, where $d^{(v)}$ is the number of features after projection. Let $\mathbf{T}^{(v)} \in \mathbb{R}^{d^{(v)} \times n}$ be the target matrix. The objective is to make the projected matrix close to the target matrix. Thus, a naïve version of the multi-view unsupervised feature selection problem can be written as

$$\min_{\mathbf{W}^{(v)}} \sum_{v=1}^{V} \left\{ \left( \mathbf{W}^{(v)} \right)^T \mathbf{X}^{(v)} - \mathbf{T}^{(v)} \right\}^2_F + \eta \|\mathbf{W}^{(v)}\|_{2,1},$$

(1)

where $\eta \geq 0$ is a hyperparameter to control the regularization term, and $\|\mathbf{W}^{(v)}\|_{2,1}$ is the $\ell_{2,1}$-norm of $\mathbf{W}^{(v)}$. The reason for employing the $\ell_{2,1}$-norm are two-fold. First, the $\ell_{2,1}$-norm regularizer can be easily optimized. Second, the $\ell_{2,1}$-norm regularizer induces row sparsity of the feature selection matrix, which can filter out the unimportant features.

The target matrix $\mathbf{T}^{(v)}$ is typically unknown in unsupervised scenarios. To enable the cluster structure learning, the orthogonal decomposition can be employed on the target matrix $[22], [24], [26]$. In a simple situation, we can treat each view separately and decompose the target matrix as $\mathbf{T}^{(v)} = \mathbf{B}^{(v)}(\mathbf{H}^{(v)})^T$, where $\mathbf{B}^{(v)} \in \mathbb{R}^{d^{(v)} \times c}$ is the orthogonal basis matrix, and $\mathbf{H}^{(v)} \in \mathbb{R}^{n \times c}$ is the cluster indicator matrix of the $v$-th view. Then the objective (1) can be written as

$$\min_{\mathbf{W}^{(v)}, \mathbf{B}^{(v)}, \mathbf{H}^{(v)}} \sum_{v=1}^{V} \left\{ \left( \mathbf{W}^{(v)} \right)^T \mathbf{X}^{(v)} - \mathbf{B}^{(v)} (\mathbf{H}^{(v)})^T \right\}^2_F$$
\[ + \eta \|W^{(v)}\|_{2,1} \]  
\[ s.t. \forall v, \left( H^{(v)} \right)^T H^{(v)} = I, H^{(v)} \geq 0; \left( B^{(v)} \right)^T B^{(v)} = I. \]

The orthogonal constraint on \( B^{(v)} \) ensures that each column of it is independent. Therefore, the matrix \( B^{(v)} \) can be regarded as a set of orthogonal bases (or cluster centers) of the projected space \((W^{(v)})^T X^{(v)}\). The orthogonal and nonnegative constraints on \( H^{(v)} \) ensure that each row of it has one non-zero entry, which imposes that each sample can only be associated with one cluster via the cluster indicator matrix \( H^{(v)} \).

Note that the formulation of objective (2) treats each view separately, yet ignores the view-wise relationship. To capture the consistency and complementariness of multiple views, a key concern is how to design the information-sharing mechanism across views. Thereby, we incorporate a shared cluster structure among different views by a view-consistent cluster indicator matrix \( H \) (instead of a separate cluster indicator \( H^{(v)} \) for each view), while maintaining the orthogonal basis matrix \( B^{(v)} \) to reflect the particularity of each view. On the one hand, since the information of samples may be intrinsically different across views, the cluster centers (or orthogonal bases) in different views may be different. Thus the orthogonal basis matrix \( B^{(v)} \) is designed to be view-specific to capture the versatile information of multiple views. On the other hand, we seek to build a consistent cluster structure out of the diversity multiple views. Thus the unified cluster indicator matrix \( H \) is incorporated to learn the consistent cluster structure from multiple views. By decomposing the target matrix as \( T^{(v)} = B^{(v)} H^T \) with both consistency and inconsistency considered, the objective function for multi-view feature selection with orthogonal decomposition can be written as

\[ \min_{W^{(v)}, B^{(v)}, H} \sum_{v=1}^{V} \left\{ \| (W^{(v)})^T X^{(v)} - B^{(v)} H^T \|_F^2 \right\} \]
\[ + \eta \|W^{(v)}\|_{2,1} \]  
\[ s.t. \ H^T H = I, H \geq 0; \forall v, \left( B^{(v)} \right)^T B^{(v)} = I. \]

Here, besides ensuring the discriminative ability of the cluster centers (i.e., bases) and the cluster separability of the cluster indicator, the orthogonal constraints on \( B^{(v)} \) and \( H \) can also avert the model from obtaining the trivial solution with \( B^{(v)} = 0 \) and \( W^{(v)} = 0 \).

C. Multi-View Graph Learning

With the cluster structure learned via orthogonal decomposition, this section proceeds to investigate the similarity structure via multi-view graph learning.

Multi-view graph learning seeks to learn a unified graph by fusing the information of multiple graphs built in multiple views. Before delving into the multi-view case, we first consider a single-view data matrix \( X \in \mathbb{R}^{m \times n} \). Let \( A \in \mathbb{R}^{n \times n} \) be its similarity matrix, where \( a_{ij} \) is the \((i, j)\)-th entry, corresponding to the similarity between \( x_i \) (i.e., the \(i\)-th sample) and \( x_j \) (i.e., the \(j\)-th sample). The similarity can be computed via the Gaussian kernel function with \( K\)-nearest neighbors preserved, that is

\[ a_{ij} = \begin{cases} \frac{e^{-\frac{\|x_i - x_j\|^2}{2\sigma^2}}}{\|x_i - x_j\|^2}, & \text{if } x_i \in N_K(x_j) \text{ or } x_j \in N_K(x_i), \\ 0, & \text{otherwise}, \end{cases} \]

where \( N_K(x_i) \) denotes the set of \( K\)-nearest neighbors of sample \( x_i \), and \( \sigma \) is the Gaussian kernel width which can be set to the median distance between two samples.

For multi-view data, given a data matrix \( X^{(v)} \in \mathbb{R}^{m^{(v)} \times n} \) of the \(v\)-th view, let \( A^{(v)} \) denote its similarity matrix. Then the objective function of multi-view graph learning can be formulated as

\[ \min_{S, \delta} \sum_{v=1}^{V} \left\{ |S - \delta^{(v)} A^{(v)}|_F^2 \right\} \]
\[ s.t. \ S1 = 1, S \geq 0; \delta^T 1 = 1, \delta \geq 0, \]

where \( \delta = [\delta^{(1)}, \delta^{(2)}, \ldots, \delta^{(V)}]^T \) and \( 1 = [1, 1, \ldots, 1]^T \) are the column vectors with corresponding dimension. Parameter \( \delta \) is a learnable parameter, which measures the importance of each view and can be automatically learned during the optimization of the objective function. For different datasets, the learned value of \( \delta \) may be different. Since the multiple similarity graphs \( A^{(v)} \) can capture the inconsistency or diversity among multiple views, the purpose of the multi-view graph learning is to learn a consistent graph \( S \) from the multiple view-specific graphs. Note that \( S1 = 1 \) and \( S \geq 0 \) guarantee \( 0 \leq s_{ij} \leq 1 \), and \( \delta^T 1 = 1 \) and \( \delta \geq 0 \) guarantee \( 0 \leq \delta^{(v)} \leq 1 \), where \( \delta^{(v)} \) adjusts the influence of different views. When considering the construction of \( A^{(v)} \), it is expected that \( S \) and \( \delta^{(v)} A^{(v)} \) should be at a similar scale. With \( \delta^T 1 = 1 \), the average value of each \( \delta^{(v)} \) is \( 1/V \). Thus the \((i, j)\)-th entry of \( A^{(v)} \) can be defined as \( \tilde{a}_{ij}^{(v)} = V \cdot \frac{a_{ij}}{\sum_j a_{ij}} \), where \( \tilde{a}_{ij}^{(v)} \) is calculated by (4) with \( X^{(v)} \) being the input data. Thereby, the sum of the entries of each row of \( A^{(v)} \) is \( V \), which on the one hand ensures that \( S \) and \( \delta^{(v)} A^{(v)} \) are at a similar scale, and on the other hand preserves \( \delta^{(v)} \) to adjust the view influence.

With the global graph structures of multiple views fused into a unified graph, the next task is to connect the cluster structure in the previous section and the global similarity structure in this section, together with further graph regularization on the local structures, in a unified framework.

D. Joint Learning Model

Note that the cluster structure learning in Section III-B is formulated in the projected space, while the similarity learning (or graph learning) in Section III-C in the original space. In this section, we proceed to bridge the gap between the cluster structure and the similarity structure, as well as the gap between the projected space and the original space, and thus present a joint learning model.

To enable the joint learning of the feature selection matrices and the global graph structure, we incorporate a multi-view
graph regularization term with cross-space locality preservation. The intuition is that if two data points are similar to each other in the original space, then they should also be close to each other in the projected space. Let $S = (S^T + S)/2$. If $S$ is symmetric, then it holds that $S = S$. The graph regularization term imposed between the pair-wise distance of each view in the projected space and the fused similarity in the original space is defined as

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{1}{2} ||(W^{(v)})^T X^{(v)}_i - (W^{(v)})^T X^{(v)}_j||_2^2 \delta_{ij}$$

$$= Tr \left( W^{(v)^T} X^{(v)} L X^{(v)^T} W^{(v)} \right).$$ (6)

The projection matrix $W^{(v)}$ can filter out the redundant or noisy features in the original data space to some extent and makes the information of locality preservation more accurate. In the meantime, it bridges the gap between the cluster structure learning in the projected space and the similarity learning in the original space. Thus the feature selection matrices $W^{(v)}$ of multiple views (with inconsistency) and the unified similarity structure $S$ (with multi-view consistency) can be mutually promoted by each other with cross-space locality preservation.

Finally, by unifying the multi-view unsupervised feature selection and the multi-view graph learning through the graph regularization with cross-space locality preservation, the overall objective function can be formulated as

$$\min_{W^{(v)}, B^{(v)}, S, H, Z} \sum_{v=1}^{V} \{ ||(W^{(v)})^T X^{(v)} - B^{(v)^T} H ||^2_F + \eta ||W^{(v)}||_2 \}$$

$$+ \gamma Tr \left[ (W^{(v)^T} X^{(v)} L X^{(v)^T} W^{(v)}) + \beta ||S - \delta^{(v)} A^{(v)}||_F^2 \right]$$

$$s.t. \ S1 = 1, S \geq 0; H^T H = I, H = Z, Z \geq 0; \delta^T 1 = 1, \delta \geq 0;$$

$$\forall v, (B^{(v)^T} B^{(v)}) = I,$$ (7)

where $\gamma \geq 0$ and $\beta \geq 0$ are hyperparameters that control the influences of the cross-space locality preservation term and the graph learning term, respectively.

Therefore, the unified model can jointly utilize the cluster structure with orthogonality, the global structure in the original space, and the local structures in the projected space, where the multi-view consistency and inconsistency are also exploited. The unsupervised feature selection can find a more compact subset from the original features and filter out the redundant, irrelevant, and noisy features, which makes the similarity measurement between samples in graph learning more accurate. In the meantime, the multi-view graph learning can guide the feature selection process by fusing the local structure information of the original space to avoid selecting unreasonable features. By optimizing the objective (7), the feature selection matrix $W^{(v)}$ can be obtained for feature selection, and at the same time the graph structure $S$ can be learned for further spectral clustering.

For clarity, we illustrate the overall framework of JMVFG in Fig. 1.

IV. OPTIMIZATION AND THEORETICAL ANALYSIS

In this section, we present an alternating optimization algorithm to solve the problem (7) in Section IV-A, and provide the theoretical convergence analysis and the computational complexity analysis in Sections IV-B and IV-C, respectively.

A. Optimization of Problem

The objective function (7) can be transformed into the following equivalent form:

$$\min_{W^{(v)}, B^{(v)}, S, H, Z} \sum_{v=1}^{V} \{ ||(W^{(v)})^T X^{(v)} - B^{(v)^T} H ||^2_F + \eta ||W^{(v)}||_2 \}$$

$$+ \gamma Tr \left[ (W^{(v)^T} X^{(v)} L X^{(v)^T} W^{(v)}) + \beta ||S - \delta^{(v)} A^{(v)}||_F^2 \right]$$

$$s.t. \ S1 = 1, S \geq 0; H^T H = I, H = Z, Z \geq 0; \delta^T 1 = 1, \delta \geq 0;$$

$$\forall v, (B^{(v)^T} B^{(v)}) = I,$$ (8)

where $Z$ is an auxiliary matrix that satisfies $H = Z$ and $Z \geq 0$. Through the auxiliary matrix $Z$, the nonnegative constraint on $H$ is transferred to $Z$. Although the decision variables and constraints are added, the equality constraint $H = Z$ can be integrated into the objective function through the penalty term, which is more conducive to the subsequent optimization solution. The objective function with the penalty term can be written as

$$\min_{W^{(v)}, B^{(v)}, S, H, Z} \sum_{v=1}^{V} \{ ||(W^{(v)})^T X^{(v)} - B^{(v)^T} H ||^2_F + \eta ||W^{(v)}||_2 \}$$

$$+ \gamma Tr \left[ (W^{(v)^T} X^{(v)} L X^{(v)^T} W^{(v)}) + \beta ||S - \delta^{(v)} A^{(v)}||_F^2 \right]$$

$$+ \alpha ||H - Z||_F^2$$

$$s.t. \ S1 = 1, S \geq 0; H^T H = I, Z \geq 0; \delta^T 1 = 1, \delta \geq 0;$$

$$\forall v, (B^{(v)^T} B^{(v)}) = I,$$ (9)

where $\alpha > 0$ is the penalty factor. Provided that the penalty factor $\alpha$ is large enough, which is not necessary to go to infinity, the local optimal solution of the objective (8) can be obtained by minimizing the objective (9). In the following, we utilize the alternating direction method of multipliers (ADMM) to solve the above problem. Particularly, the optimization procedure of JMVFG is given in Algorithm 1.

1) Update $\delta$: With other variables fixed, the subproblem that only relates to $\delta = [\delta^{(1)}, \delta^{(2)}, \ldots, \delta^{(V)}]^T$ can be written as

$$\min_{\delta} \mathcal{L}(\delta) = \sum_{v=1}^{V} ||S - \delta^{(v)} A^{(v)}||_F^2$$

$$s.t. \delta^T 1 = 1, \delta \geq 0.$$ (10)

The Lagrange function of the objective (10) is

$$L = \frac{1}{2} \sum_{v} ||S - \delta^{(v)} A^{(v)}||_F^2 - \lambda (\delta^T 1 - 1) - \mu^T \delta$$
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\[
\begin{align*}
\sum_v \left( \frac{1}{2} Tr(SS^T) + (\delta^{(v)})^2 Tr \left( A^{(v)}(A^{(v)})^T \right) \right) \\
- \delta^{(v)} Tr(A^{(v)} S^T) - \lambda \left( \delta^T 1 - 1 \right) - \mu^T \delta,
\end{align*}
\]  
(11)

where \( \lambda \) is a Lagrange multiplier scalar and \( \mu = [\mu^{(1)}, \mu^{(2)}, \ldots, \mu^{(V)}]^T \) is a Lagrange multiplier vector. Then we have the partial derivative of the decision variable \( \delta^{(v)} \) (for \( v = 1, \ldots, V \)) as follows

\[
\frac{\partial L}{\partial \delta^{(v)}} = \delta^{(v)} Tr \left( A^{(v)}(A^{(v)})^T \right) - Tr \left( A^{(v)} S^T \right) - \lambda - \mu^{(v)}. 
\]  
(12)

Assume that the optimal solution of (10) is \( \delta^* = [\delta^{(1)}^*, \delta^{(2)}^*, \ldots, \delta^{(V)}]^T \), and the corresponding Lagrange multipliers are \( \lambda^* \) and \( \mu^* \). Let \( Tr(A^{(v)} S^T) = p^{(v)} \) and \( Tr[A^{(v)}(A^{(v)})^T] = q^{(v)} > 0 \). According to the Karush-Kuhn-Tucker (KKT) conditions and the original constraints, we can get

\[
\left\{ \begin{array}{l}
\forall v, \delta^{(v)*} q^{(v)} - \mu^{(v)*} = 0; \\
\forall v, \mu^{(v)*} \geq 0, \mu^{(v)*} q^{(v)*} = 0; \\
(\delta^*)^T 1 = 1, \delta^* \geq 0.
\end{array} \right.
\]  
(13-15)

From (13), we have \( \delta^{(v)*} = (p^{(v)} + \lambda^* + \mu^{(v)*})/q^{(v)} \). With \( (\delta^*)^T 1 = 1 \), we know that

\[
\lambda^* = 1 - \sum_v \frac{p^{(v)} + \mu^{(v)*}}{q^{(v)}}. 
\]  
(16)

According to (13) and (16), we have

\[
\delta^{(v)*} = \frac{p^{(v)}}{q^{(v)}} + \frac{1 - \sum_v \frac{p^{(v)}}{q^{(v)}}}{q^{(v)}} - \sum_v \frac{\mu^{(v)*}}{q^{(v)}} + \frac{\mu^{(v)*}}{q^{(v)}}.
\]  
(17)

Let \( k^{(v)} = \frac{p^{(v)}}{q^{(v)}} + 1 - \sum_v \frac{\mu^{(v)}}{q^{(v)}} \). From (14), we can obtain

\[
\delta^{(v)*} = k^{(v)} - \sum_v \frac{\mu^{(v)*}}{q^{(v)}} + \frac{\mu^{(v)*}}{q^{(v)}} = \left( k^{(v)} - \sum_v \frac{\mu^{(v)*}}{q^{(v)}} \right) +, 
\]  
(18)

where \( x_+ = \max(x, 0) \). Thereby, we can obtain the optimal solution \( \delta^* \) if we know \( \sum_v \frac{\mu^{(v)*}}{q^{(v)}} \).

Let \( \tilde{\mu}^* = \sum_v \frac{\mu^{(v)*}}{q^{(v)}} \). From (14) and (18), we have

\[
\frac{\mu^{(v)*}}{q^{(v)}} = -k^{(v)} + \tilde{\mu}^* + \frac{1}{q^{(v)}} + \delta^{(v)*} = \left( -k^{(v)} + \tilde{\mu}^* + \frac{1}{q^{(v)}} \right) +. 
\]  
(19)

Then we have \( \tilde{\mu}^* = \sum_v \left( -k^{(v)} + \frac{\mu^{(v)*}}{q^{(v)}} \right) +. \) Further, we define a function as

\[
f(\tilde{\mu}) = \sum_v \left( -k^{(v)} + \frac{\mu^{(v)*}}{q^{(v)}} \right) + - \tilde{\mu}, 
\]  
(20)

The root of \( f(\tilde{\mu}) = 0 \) is \( \tilde{\mu}^* \). The root \( \tilde{\mu}^* \) can be obtained by the Newton method, that is, \( \tilde{\mu}_{t+1} = \tilde{\mu}_t - f(\tilde{\mu}_t)/f'(\tilde{\mu}_t) \). Here, the index \( t \) represents the \( t \)-th iteration of the Newton method. Thus we have completed the update of \( \delta \).

Regarding the monotonicity, let \( \delta_{t+1} \) be the objective value obtained in the \( (t+1) \)-th iteration, we have Theorem 1.

\textit{Theorem 1}: In iteration \( t + 1 \), \( L(\delta_{t+1}) \leq L(\delta_t) \) after solving the subproblem (10).

Please see supplementary material for detailed proof.

2) Update \( W^{(v)} \). With other variables fixed, the subproblem that only relates to \( W^{(v)} \) can be written as

\[
\min_{W^{(v)}} \mathcal{L}(W^{(v)}) = \left| \left| (W^{(v)})^T X^{(v)} - B^{(v)} H^T \right| \right|_F^2 + \eta \| W^{(v)} \|_{2,1} + \gamma Tr \left[ (W^{(v)})^T X^{(v)} L(X^{(v)})^T W^{(v)} \right]. 
\]  
(21)

Let \( \mathcal{L}(W^{(v)}) = \mathcal{L}_1(W^{(v)}) + \eta \mathcal{L}_2(W^{(v)}) + \gamma \mathcal{L}_3(W^{(v)}) \). The first term \( \mathcal{L}_1(W^{(v)}) \) can be written as

\[
\mathcal{L}_1(W^{(v)}) = \left| \left| (W^{(v)})^T X^{(v)} - B^{(v)} H^T \right| \right|_F^2 = Tr \left\{ \left[ (W^{(v)})^T X^{(v)} - B^{(v)} H^T \right]^T \right\} \times \left[ (W^{(v)})^T X^{(v)} - B^{(v)} H^T \right] \\
= Tr \left\{ \left[ (X^{(v)})^T W^{(v)} - H(B^{(v)})^T \right]^T \right\} \times \left[ (X^{(v)})^T W^{(v)} - H(B^{(v)})^T \right] \right\}. 
\]  
(22)

Then we have

\[
\frac{d\mathcal{L}_1(W^{(v)})}{dW^{(v)}} = 2X^{(v)} \left[ (X^{(v)})^T W^{(v)} - H(B^{(v)})^T \right] \right\} = 2X^{(v)} (X^{(v)})^T W^{(v)} - 2X^{(v)} H(B^{(v)})^T \right\}. 
\]  
(23)

The second term \( \mathcal{L}_2(W^{(v)}) \) can be written as

\[
\mathcal{L}_2(W^{(v)}) = \| W^{(v)} \|_{2,1} = \sum_i \sqrt{\sum_j w_{ij}^{(v)}}^2 \right\}. 
\]  
(24)

Then we have

\[
\frac{d\mathcal{L}_2(W^{(v)})}{dW^{(v)}} = \left( \frac{\partial \sum_i \sqrt{\sum_j w_{ij}^{(v)}}^2}{\partial w_{ij}^{(v)}} \right)_{m \times n} = 2D^{(v)} W^{(v)} \right\}. 
\]  
(25)
where $D^{(v)} \in \mathbb{R}^{m^{(v)} \times m^{(v)}}$ is a diagonal matrix, whose diagonal entry is computed as $d_{ii}^{(v)} = 1/(2\|W_i^{(v)}\|_2)$, for $i = 1, \ldots, m^{(v)}$.

The derivative of the third term $L_3(W^{(v)})$ can be obtained as
\[
\frac{dL_3(W^{(v)})}{dW^{(v)}} = \left[X^{(v)}L(X^{(v)})^T + X^{(v)}L^T(X^{(v)})^T\right]W^{(v)} = 2X^{(v)}L(X^{(v)})^T W^{(v)}.
\] (26)

By setting the derivative of the objective function $L(W^{(v)})$ to zero, we can have
\[
X^{(v)}(X^{(v)})^T W^{(v)} - X^{(v)}H(B^{(v)})^T + \eta D^{(v)}W^{(v)} + \gamma X^{(v)}L(X^{(v)})^T W^{(v)} = 0.
\] (27)

Then the variable $W^{(v)}$ can be updated as
\[
W^{(v)} = \left[X^{(v)}(X^{(v)})^T + \gamma X^{(v)}L(X^{(v)})^T\right]^{-1}X^{(v)}H(B^{(v)})^T.
\] (28)

Regarding the monotonicity, Theorem 2 is given below.

**Theorem 2:** In iteration $t + 1$, $L(W^{(v)}{(t+1)}) \leq L(W^{(v)}{(t)})$ after updating with (28).

Please see supplementary material for detailed proof.

3) **Update $B^{(v)}$:** With other variables fixed, the subproblem that only relates to $B^{(v)}$ can be written as
\[
\min_{B^{(v)}} L(B^{(v)}) = \| (W^{(v)})^T X^{(v)} - B^{(v)}H^T \|_F^2
\]
\[
s.t. (B^{(v)})^T B^{(v)} = I.
\] (29)

According to [47], the solution of (29) is
\[
B^{(v)} = V_{B^{(v)}} L_{d^{(v)} \times c} U_{B^{(v)}}^T,
\] (30)

where $U_{B^{(v)}}$ and $V_{B^{(v)}}$ are obtained from the singular value decomposition (SVD) of $H^T(X^{(v)})^T W^{(v)} = U_{B^{(v)}} \Sigma V_{B^{(v)}}^T$.

The subproblem (29) is an **orthogonal Procrustes problem** (OPP) [47], so the updating of $B^{(v)}$ in each iteration can make the objective value decrease monotonically. Please see supplementary material for further analysis.

4) **Update $Z$:** With other variables fixed, the subproblem that only relates to $Z$ can be written as
\[
\min_{Z} L(Z) = \| H - Z \|_F^2 \quad s.t. \quad Z \geq 0.
\] (31)

The solution to the subproblem is easily written as
\[
Z = (z_{ij})_{n \times c}, \quad z_{ij} = \max(h_{ij}, 0),
\] (32)

where $h_{ij}$ represents $(i, j)$-th entry of the matrix $H$. It is obvious that $L(Z_{(t+1)}) \leq L(Z_{(t)})$ in iteration $t + 1$.

5) **Update $H$:** With other variables fixed, the subproblem that only relates to $H$ can be written as
\[
\min_{H} L(H) = \sum_{v=1}^{V} \| (W^{(v)})^T X^{(v)} - B^{(v)}H^T \|_F^2 + \alpha \| H - Z \|_F^2
\]
\[
s.t. \quad H^T H = I.
\] (33)

It can further be written as
\[
L(H) = \sum_{v=1}^{V} Tr\left[ ((W^{(v)})^T X^{(v)} - B^{(v)}H^T)((W^{(v)})^T X^{(v)} - B^{(v)}H^T) \right] + \alpha Tr\left[ (H - Z)(H - Z)^T \right]
\]
\[
= Tr\left\{ \sum_{v=1}^{V} \left[ (W^{(v)})^T X^{(v)}(X^{(v)})^T W^{(v)} - 2(X^{(v)})^T W^{(v)}B^{(v)}H^T + B^{(v)}H^T H(B^{(v)})^T \right] \right\} + \alpha \left( H^T H - 2ZH^T + ZZ^T \right).
\] (34)

Then we have
\[
H = \arg\min_{H^T H = I} L(H)
\]
\[
\Rightarrow H = \arg\min_{H^T H = I} Tr\left\{ \sum_{v=1}^{V} (X^{(v)})^T W^{(v)} B^{(v)} H^T - \alpha ZH^T \right\}
\]
\[
= \arg\min_{H^T H = I} Tr\left\{ \sum_{v=1}^{V} (X^{(v)})^T W^{(v)} B^{(v)} H^T + \alpha Z \right\}^T H^T
\]
\[
= \arg\min_{H^T H = I} \| H - \sum_{v=1}^{V} (X^{(v)})^T W^{(v)} B^{(v)} + \alpha Z \|_F^2
\] (35)

\[
H = V_H L_{n \times c} U_H^T.
\] (36)

Similar to updating $B^{(v)}$, according to [47], (36) is the solution to (33), where $U_H$ and $V_H$ are obtained from the SVD of $\sum_{v=1}^{V} (X^{(v)})^T W^{(v)} B^{(v)} + \alpha Z = U_H \Sigma V_H^T$.

The subproblem (35) is also an OPP. Therefore, we can have $L(H_{(t+1)}) \leq L(H_{(t)})$ for iteration $t + 1$.

6) **Update $S$:** With other variables fixed, let $Y^{(v)} = (W^{(v)})^T X^{(v)} \in \mathbb{R}^{d^{(v)} \times n}$, then the subproblem that only relates to $S$ can be written as
\[
\min_{S} L(S) = \sum_{v=1}^{V} \gamma Tr\left( Y^{(v)} L(Y^{(v)})^T \right) + \beta \| S - \delta^{(v)} A^{(v)} \|_F^2
\]
\[
s.t. \quad S \geq 0.
\] (37)

where $L = P - S$ and $\delta = (S^T + S)/2$. For convenience, assuming that $S = S$, the objective function can be written as
\[
\min_{S} \sum_{v,i,j} \left[ \frac{\gamma}{2} \| Y^{(v)}_i - Y^{(v)}_j \|_2^2 s_{ij} + \beta \left( s_{ij} - \delta^{(v)} a_{ij}^{(v)} \right)^2 \right].
\] (38)

Let $g_{ij}^{(v)} = \| Y^{(v)}_i - Y^{(v)}_j \|_2^2$, then it is equivalent to
\[
\min_{S} \sum_{i,j} \sum_{v} \left[ \frac{\gamma}{2\beta} g_{ij}^{(v)} s_{ij} + \frac{\beta}{2} s_{ij}^2 - 2s_{ij} g_{ij}^{(v)} \delta^{(v)} a_{ij}^{(v)} \right]
\]
\[
\Leftrightarrow \min_{S} \sum_{i,j} \left[ s_{ij} \left( \frac{\gamma}{2\beta} \sum_{v} g_{ij}^{(v)} - 2 \sum_{v} \delta^{(v)} a_{ij}^{(v)} \right) + V s_{ij}^2 \right].
\]
Algorithm 1: Joint Multi-view Unsupervised Feature Selection and Graph Learning (JMVFGR).

Input: Multi-view data matrices \( \{X(v)\}_{v=1}^{V} \), the parameters \( \eta, \beta, \) and \( \gamma \), and the number of clusters \( c \).

Preparation: The number of nearest neighbors \( K = 5 \). The number of features after projection \( d(1) = d(2) = \ldots = d(V) = c \). Maximum and minimum normalization of \( \{X(v)\}_{v=1}^{V} \).

Construction of \( A(v) \):

Initialization: \( \delta = 1/V \). Initialize \( S = \sum_v \delta(v)A(v) \). Use \( k \)-means to initialize \( H \). The feature selection matrix \( W(v) = [I(d(v)) \times d(v)]0^T \). Initialize \( D(v) \) as an identity matrix. Initialize \( B(v) \) by (30). repeat

1) For each \( v \), update \( \delta(v) \) by (18).
2) For each \( v \), update \( W(v) \) by (28), and update \( D(v) \) with the diagonal entry \( d(i,i) = 1/(2||W(i)||_2) \).
3) For each \( v \), update \( B(v) \) by (30).
4) Update \( Z \) by (32).
5) Update \( H \) by (36).
6) Update \( S \) by solving subproblem (40).

until Convergence

Output: For the feature selection task, calculate the feature scores \( ||W_i(v)||_2^2 \), \( i = 1, 2, \ldots, m(v) \), for each \( v \). The corresponding feature indexes are obtained after the feature scores are sorted from high to low. For the graph learning task, the similarity graph \( S \) is obtained and can be used for spectral clustering.

\[
\min_s \sum_{i,j} \left( s_{ij} - \frac{2 \sum_v \delta(v)a_{ij} - \frac{\eta}{2V} \sum_v g_{ij}^{(v)}}{2V} \right)^2 \\
\min_s \sum_i \left( s_i - \frac{2 \sum_v \delta(v)a_{i} - \frac{\gamma}{2V} \sum_v g_{i}^{(v)}}{2V} \right)^2 .
\]  

(39)

Let \( r_i = \frac{2 \sum_v \delta(v)a_{i} - \frac{\gamma}{2V} \sum_v g_{i}^{(v)}}{2V} \), the subproblem can be rewritten as

\[
\begin{cases} 
\min ||s_i - r_i||_2^2 \\
\text{s.t. } s_i, 1 \leq i \leq 1, s_i \geq 0.
\end{cases}
\]  

(40)

The subproblem (40) can be solved with a closed form solution according to [48].

Regarding the monotonicity, Theorem 3 is given below. Specifically, if the affinity matrices \( A(v) \) (for \( v = 1, \ldots, V \)) are initialized to be symmetric, then the objective function monotonically decreases when updating \( S \).

Theorem 3: If \( A(v) \) is symmetric for each \( v \), in iteration \( t + 1 \), \( L(S(t+1)) \leq L(S(t)) \) after solving the subproblem (40).

Please see supplementary material for detailed proof.

B. Theoretical Convergence Analysis

From the theoretical analysis of the monotonicity at the end of each subsection in Section IV-A, we know that the overall objective function (9) monotonically decreases in the updating of each variable under Algorithm 1, except that the monotonicity of updating \( S \) requires the affinity matrix \( A(v) \) to be symmetric, which can be easily satisfied (e.g., by using a symmetric K-NN graph). Despite this, we empirically observe that even when \( A(v) \) is not initialized to be symmetric (e.g., by performing the row normalization on \( A(v) \)), the proposed algorithm can still achieve fast and good convergence. The convergence condition of JMVFGR can be defined as \( (\text{obj}_{t-1} - \text{obj}_t) / \text{obj}_{t-1} \leq \epsilon \), where \( \text{obj}_t \) is the objective function value of problem (7) in the \( t \)-th iteration, and \( \epsilon > 0 \) is a small constant. Please see supplementary material for more theoretical details, and Section V-E for empirical evaluations.

C. Computational Complexity Analysis

This section analyzes the computational complexity of the proposed JMVFGR algorithm.

Let \( T \) denote the number of iterations. For each iteration, the computational complexity of updating \( \delta \) is \( O(n^2V) \). Note that \( d(1) = d(2) = \ldots = d(V) = c \). The cost of updating \( W(v) \) (for all \( v \)) is \( O((m(1))^3 + \ldots + m(V)^3) + (m(1))^2 + \ldots + m(V)^2)n + (m(1))^3 + \ldots + m(V)^3)c \). The cost of updating \( D(v) \) (for all \( v \)) is \( O((m(1))^3 + \ldots + m(V)c) \). The matrix manipulations and singular value decomposition for updating \( B(v) \) (for all \( v \)) take \( O((m(1))^3 + \ldots + m(V)c + c^2) + c^3V \) time. It takes \( O(nc) \) time to update \( Z \), and \( O((m(1))^3 + \ldots + m(V)c + c^2) \) to update \( H \). The costs of updating \( S \) and \( L \) are \( O(nlogn) \) and \( O(n^2) \), respectively. With \( c, V \ll n, m(1), \ldots, m(V), \) the computational complexity of the JMVFGR algorithm can be written as \( O(T((m(1))^3 + \ldots + m(V)^3) + (m(1))^2 + \ldots + m(V)^2)n + (m(1))^3 + \ldots + m(V)^3)c) \).

V. EXPERIMENTS

In this section, we conduct experiments to compare the proposed JMVFGR approach against the other multi-view unsupervised feature selection approaches for the feature selection task, and against the other multi-view clustering approaches for the clustering task (as multi-view graph learning can naturally lead to multi-view clustering by performing spectral clustering on the learned graph).

A. Datasets and Evaluation Measures

In our experiments, eight real-world multi-view datasets are used. Specifically, the MSRC-v1 dataset [31] consists of 210 images, which includes seven object classes (such as building, tree, cow, airplane, car and so forth) and is associated with four views, namely, CM(24D), GIST(512D), LBP(256D), and GENT(254D). The ORL dataset [19] consists of 400 face images from 40 people with varying facial expressions, angles, illuminations, taking times, and facial wears, which is associated with three views, namely, Intensity(4096D), LBP(3304D), and Gabor(6750D). The WebKB-Texas dataset is a text dataset, consisting of 187 documents with two views (which are 187-dimensional and 1703-dimensional, respectively). The Caltech101 dataset [49] consists of 9144 images captured for
the object recognition problem. In the experiments, we use two widely-used subsets of Caltech101, i.e., Caltech101-7 and Caltech101-20, which include 7 classes and 20 classes, respectively, and are associated with three views, namely, GIST(512D), HOG(1984D), and LBP(928D). The Handwritten dataset [38] consists of 2000 images of handwritten digits, which includes ten classes and is associated with six views, namely, PIX(240D), FOU(76D), FAC(216D), ZER(47D), KAR(64D), and MOR(6D). The Mfeat dataset [50] is another widely-used version of the Handwritten dataset, consisting of three views, namely, FOU(76D), FAC(216D), and ZER(47D). The Outdoor-Scene dataset [18] consists of 2688 color images, which includes eight outdoor scene categories and is associated with four views, namely, GIST(512D), HOG(432D), LBP(256D), and GABOR(48D).

Notably, our framework can simultaneously perform multi-view unsupervised feature selection and multi-view graph learning. Therefore, its performance will be evaluated for two corresponding tasks. For the first task of multi-view unsupervised feature selection, a commonly-adopted protocol [18], [30] is to perform $k$-means on the data matrix with the selected features (by different multi-view feature selection methods) and then evaluate the quality of the selected features by the clustering performance. For the second task of multi-view clustering via graph learning, a general practice [14], [51] is to perform spectral clustering on the learned graph and then evaluate the clustering result.

For both tasks, to compare the clustering results, three widely-used evaluation measures are adopted, namely, normalized mutual information (NMI) [52], accuracy (ACC) [53], and purity (PUR) [54]. For all the three evaluation measures, larger values indicate better performance.

### B. Baseline Methods and Experimental Settings

For the multi-view unsupervised feature selection task, we compare our JMVFG method with four baseline methods, namely, $k$-means with all features (ALLfea), online unsupervised multi-view feature selection (OMVFS) [30], adaptive collaborative similarity learning for unsupervised multi-view feature selection (ACSL) [18], and multi-view feature selection via nonnegative structured graph learning (NSGL) [32].

For the multi-view clustering task, we compare our JMVFG method with thirteen baseline methods, namely, multi-view spectral clustering (MVSC) [55], diversity-induced multi-view subspace clustering (DiMSC) [36], auto-weighted multiple graph learning (AMGL) [35], multi-view learning with adaptive neighbors (MLAN) [56], self-weighted multi-view clustering (SwMC) [12], highly-economized scalable image clustering (HSIC) [57], multi-view clustering with graph learning (MVGL) [51], multi-view consensus graph clustering (MCGC) [42], similarity graph fusion (SGF) [14], binary multi-view clustering (BMVC) [58], large-scale multi-view subspace clustering (LMVSC) [38], scalable multi-view subspace clustering (SMVSC) [59], and fast parameter-free multi-view subspace clustering with consensus anchor guidance (FPMVS-CAG) [39].

For all test methods, their parameters are tuned in the range of \{10^{-3}, 10^{-2}, \ldots, 10^{3}\}, unless the value (or range) of the parameter is specified by the corresponding article. If the $K$-NN graph is involved in a method, the number of nearest neighbors $K=5$ will be used. For each experiment, the average performance over 20 runs will be reported.

#### C. Comparison Against Other Multi-View Unsupervised Feature Selection Methods

In this section, we evaluate the proposed JMVFG method against the other multi-view unsupervised feature selection methods with the percentage of selected features varying from 5% to 40% at intervals of 5%. As shown in Fig. 2, the proposed method achieves highly competitive performance (w.r.t. NMI) with varying percentages of selected features, when compared with the state-of-the-art methods on the benchmark datasets.

Further, we compare different multi-view unsupervised feature selection methods by considering the optimal feature selection percentage. As shown in Table II, the proposed method yields the best NMI scores on seven datasets, the best ACC scores on four datasets, and the best PUR scores on seven datasets, out of the totally eight datasets. For the proposed method and the baseline methods, we conduct the Student’s t-test to evaluate the statistical significance of the results, where the symbol “*” indicates significant improvement (of JMVFG over a method on this dataset) with $p < 0.05$. The experimental results in Fig. 2 and Table II demonstrate the robust performance of JMVFG for the multi-view unsupervised feature selection task.

#### D. Comparison Against Other Multi-View Clustering Methods

In the section, we evaluate the proposed JMVFG method for the multi-view clustering task, in comparison with the other thirteen multi-view clustering methods.

As shown in Table III, in terms of NMI, JMVFG achieves the best performance on all of the eight datasets. In terms of ACC and PUR, similar advantages of our JMVFG method can also be observed. Specifically, JMVFG achieves the best ACC scores on six datasets, and the best PUR scores on six datasets, out of the...
TABLE II
AVERAGE PERFORMANCES (mean±std) OVER 20 RUNS BY DIFFERENT MULTI-VIEW UNSUPERVISED FEATURE SELECTION ALGORITHMS

| Metric | Method | MSRC-v1 | ORL | WebKB-Texas | Caltech101-7 | Caltech101-20 | Mfeat | Handwritten | Outdoor-Scene | Avg. rank |
|--------|--------|---------|-----|-------------|--------------|--------------|-------|--------------|--------------|---------|
| NMI    | ALLfca | 56.74±5.69 | 75.17±14.50 | 14.55±10.80 | 47.37±2.84 | 57.27±1.79 | 72.83±2.66 | 72.12±1.96 | 53.65±1.59 | 4.25    |
|        | OMVFS  | 41.79±2.71 | 75.26±14.02 | 28.03±6.46  | 50.55±1.58 | 56.98±1.46 | 68.91±4.48 | 66.53±2.95 | 47.30±1.82 | 4.50    |
|        | ACSL   | 79.40±4.66 | 78.59±2.12 | 32.93±7.13  | 54.54±3.67 | 60.05±1.64 | 80.19±3.89 | 85.73±2.09 | 55.85±4.13 | 1.88    |
|        | NSGL   | 59.93±1.04 | 76.42±4.90 | 32.09±4.35  | 49.22±1.14 | 59.31±1.62 | 74.84±3.47 | 74.40±3.84 | 52.06±1.56 | 3.13    |
|        | JMVFG  | 74.94±3.59 | 78.90±2.43 | 31.59±5.03  | 57.74±6.77 | 60.49±1.62 | 81.83±3.58 | 87.43±5.13 | 56.09±1.25 | 1.25    |
| ACC    | ALLfca | 64.88±2.88 | 56.40±3.01  | 55.67±4.85  | 50.16±5.48 | 43.29±3.52 | 73.84±3.38 | 70.23±2.73 | 61.87±4.42 | 4.25    |
|        | OMVFS  | 48.21±4.40 | 56.19±3.81  | 57.27±8.12  | 55.61±6.13 | 45.65±5.07 | 70.28±9.11 | 65.48±4.43 | 58.25±1.54 | 5.40    |
|        | ACSL   | 80.64±2.46 | 61.03±3.18  | 62.33±4.05  | 58.32±2.24 | 49.46±3.81 | 81.96±6.47 | 85.87±7.76 | 67.53±5.90 | 1.63    |
|        | NSGL   | 70.52±4.71 | 58.31±3.37  | 62.57±5.08  | 53.75±5.20 | 46.72±4.15 | 80.32±6.61 | 76.01±8.68 | 61.29±1.45 | 3.00    |
|        | JMVFG  | 80.55±7.14 | 60.74±4.23  | 59.70±4.44  | 62.54±9.73 | 50.78±3.33 | 83.45±8.12 | 85.81±10.33 | 68.37±4.84 | 1.63    |
| PUR    | ALLfca | 68.38±7.41 | 61.59±3.46  | 61.28±5.68  | 85.79±1.36 | 76.67±3.33 | 77.30±7.03 | 73.38±5.93 | 64.97±1.92 | 4.13    |
|        | OMVFS  | 51.71±2.92 | 60.70±3.23  | 68.34±3.13  | 87.70±1.80 | 76.30±1.68 | 73.90±6.50 | 70.07±4.13 | 59.09±1.28 | 4.63    |
|        | ACSL   | 82.19±5.28 | 65.40±3.21  | 70.31±2.04  | 89.33±1.69 | 78.51±1.50 | 83.75±5.05 | 88.36±5.47 | 69.23±3.46 | 2.00    |
|        | NSGL   | 72.57±5.44 | 63.01±2.94  | 70.61±1.89  | 86.85±2.24 | 78.22±2.14 | 81.29±5.82 | 78.04±1.41 | 62.50±1.52 | 3.13    |
|        | JMVFG  | 82.21±5.56 | 65.34±3.52  | 71.31±3.75  | 90.01±1.24 | 79.41±1.26 | 85.66±5.90 | 88.79±7.61 | 66.56±3.04 | 1.13    |

* The symbol ‘*’ indicates statistically significant improvement (of JMVFG over a method on this dataset) w.r.t. Student’s t-test with p < 0.05. On each dataset, the best score is highlighted in bold.

E. Empirical Convergence Analysis

In this section, we conduct empirical convergence analysis on the benchmark datasets. According to the theoretical conclusion in Section IV-B, the monotonicity of each step of our optimization algorithm can be guaranteed provided that the affinity matrix $A^{(v)}$ is initialized to be symmetric, which can be easily satisfied (e.g., by defining it as a symmetric $K$-NN graph). In fact, we empirically find that the convergence property of JMVFG is fast and good even when we remove the symmetric constraint (e.g., by normalizing each row of $A^{(v)}$). Specifically, we illustrate the convergence curves of JMVFG in Fig. 3. As shown in Fig. 3, the objective value rapidly and monotonically decreases as the number of iterations grows, where the convergence is generally reached within twenty iterations, which show that the empirical convergence of JMVFG is well consistent with our theoretical analysis.

F. Parameter Analysis

In this section, we conduct experiments to analyze the influence of the parameters $\beta$, $\gamma$, and $\eta$, as well as the percentage of selected features. Specifically, the performance of our method with varying parameters $\beta$ and $\gamma$ is illustrated in Fig. 4, while that with varying parameter $\eta$ and percentage of selected features is illustrated in Fig. 5. As shown in Figs. 4 and 5, the performance of the proposed method is consistent and robust with different parameter settings, which suggests that they can be safely set to some moderate values while maintaining high-quality performance on most of the datasets.

G. Ablation Study

In this section, we provide the ablation study w.r.t. the multi-view unsupervised feature selection task and the multi-view graph learning (for clustering) task in Sections V-G1 and V-G2, respectively.

1) Ablation W.r.t. Multi-View Feature Selection: This section analyzes the influences of different terms in the overall objective function (7) for the multi-view feature selection task. There are three removable terms for this task, namely, the regularization term of $W^{(v)}$, the cross-space locality preservation term, and the graph learning term. Since the cross-space locality preservation term bridges the gap between feature selection and graph learning, if this bridge is removed, then the influence of graph learning also disappears. Therefore, the experimental setting of removing the bridge while preserving the graph learning term is not necessary to be tested. As shown in Table IV, using all the three terms leads to average NMI(%), ACC(%), and PUR(%) scores (across eight datasets) of 66.11, 69.00, and 79.04, respectively, while removing the graph learning term leads to average NMI(%), ACC(%), and PUR(%) scores of 64.02, 65.68, and 76.79, respectively, which confirm the contribution of the graph learning term to the multi-view feature selection task.
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TABLE III  
AVERAGE PERFORMANCES (mean%±std%) OVER 20 RUNS BY DIFFERENT MULTI-VIEW CLUSTERING ALGORITHMS

| Metric          | Datasets          | MVSC | DiMSc | AMGL | MLAN | SwMC | HSIC | MVGL | MCGC | SGF | BMVC | LMSC | SMVSC | FPMVSC | JMVFG |
|-----------------|-------------------|------|-------|------|------|------|------|------|------|-----|------|------|-------|--------|-------|
| MSRC-v1         |                   | 49.34*| 64.09*| 58.84*| 73.46*| 62.69*| 34.18*| 54.95*| 63.14*| 70.20*| 36.73*| 24.60*| 61.09*| 56.62*| 76.87 |
|                 | ±3.78             | ±3.32 | ±6.33 | ±0.37 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 |
| ORL             |                   | 84.69*| 90.63*| 85.29*| 78.58*| 83.31*| 36.74*| 85.59*| 89.41*| 91.28*| 36.54*| 76.26*| 75.26*| 74.30*| 92.46 |
|                 | ±2.06             | ±1.73 | ±1.78 | ±0.16 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 |
| NMI             | WebKB-Texas       | 1.98* | 17.46*| 9.89* | 7.11* | 9.37* | 7.19* | 6.55* | 19.85*| 24.97*| 23.71*| 20.86*| 21.42*| 22.76*| 25.69 |
|                 | ±0.25             | ±1.13 | ±0.61 | ±1.72 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 |
|                 | Caltech101-7      | 54.46*| 50.83*| 50.56*| 63.58*| 52.97*| 37.48*| 55.98*| 50.28*| 58.81*| 45.51*| 43.53*| 47.79*| 47.32*| 77.37 |
|                 | ±1.17             | ±0.38 | ±8.41 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 |
|                 | Caltech101-20     | 52.30*| 56.00*| 53.56*| 41.62*| 49.88*| 58.01*| 43.90*| 61.04*| 64.73*| 59.73*| 55.40*| 55.89*| 58.49*| 69.26 |
|                 | ±0.52             | ±1.00 | ±3.28 | ±2.65 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 |
|                 | Mfeat             | 70.06*| 69.14*| 81.19*| 82.65*| 87.78*| 72.36*| 85.02*| 78.04*| 88.53*| 68.30*| 63.78*| 74.82*| 71.63*| 95.47 |
|                 | ±0.30             | ±0.13 | ±3.60 | ±2.48 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 |
|                 | handwritten       | 67.02*| 46.64*| 84.20*| 93.88*| 84.16*| 23.97*| 89.16*| 83.12*| 88.74*| 60.19*| 75.60*| 77.80*| 78.14*| 96.34 |
|                 | ±7.72             | ±1.22 | ±4.76 | ±0.09 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 |
|                 | Outdoor-Scene     | 23.39*| 36.19*| 44.19*| 37.38*| 43.69*| 38.12*| 41.63*| 39.93*| 52.06*| 21.06*| 45.97*| 51.67*| 53.04*| 63.69 |
|                 | ±14.73            | ±0.51 | ±3.96 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 | ±0.00 |
|                 | Avg. rank         | 10.38 | 8.38  | 7.38  | 7.13  | 7.38  | 10.88 | 7.50  | 6.38  | 2.63  | 10.50 | 10.13 | 7.75  | 7.63  | 1.00  |

2) Ablation W.r.t. Multi-View Graph Learning: This section conducts ablation analysis w.r.t. the multi-view graph learning (for clustering task). Note that the first two terms in objective (7) are designed for feature selection, the fourth term is designed for graph learning, and the third term bridges the gap between feature selection and graph learning. To verify how the feature selection part (via the first three terms) affects the graph learning performance, we compare the proposed JMVFG method with all terms, corresponding to the objective (7), against the variant with only the graph learning term, an extreme case, if all three terms are removed, the average NMI(%), ACC(%), and PUR(%) scores (across eight datasets) would drop to 48.62, 52.06, and 67.76, respectively. The ablation results in Table IV have shown the substantial contribution of different components/terms in the JMVFG method for the feature selection task.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
Fig. 3. Empirical convergence analysis. The logarithm of the objective function value of JMVFG is illustrated (as the number of iterations increases).

| Metric          | Method               | JMVG   | Leave one/two/three components out |
|-----------------|----------------------|--------|-----------------------------------|
| NMI             | MSRC-v1              | 74.94±5.59 | 72.47±5.11 | 64.57±4.93 | 72.01±3.86 | 45.12±3.35 | 49.52±4.26 |
|                 | ORL                  | 78.90±2.43 | 77.77±1.95 | 71.90±1.98 | 77.95±2.63 | 73.28±1.93 | 69.40±1.69 |
|                 | WebKB-Texas          | 31.55±3.03 | 28.96±5.57 | 25.26±7.97 | 27.40±6.48 | 24.85±5.88 | 27.16±3.73 |
|                 | Caltech101-7         | 57.74±8.77 | 53.25±3.98 | 36.58±2.49 | 51.51±3.91 | 39.01±3.15 | 39.39±2.65 |
|                 | Caltech101-20        | 60.49±1.62 | 58.83±1.66 | 49.94±1.77 | 59.57±2.17 | 49.84±1.33 | 49.69±2.06 |
|                 | Mfeat                | 81.83±3.58 | 80.48±3.24 | 62.10±2.22 | 80.41±2.26 | 61.71±2.28 | 61.33±1.96 |
|                 | handwritten          | 87.43±5.13 | 86.07±3.42 | 59.21±1.49 | 85.45±4.12 | 64.67±2.20 | 61.77±1.34 |
|                 | Outdoor-Scene        | 56.00±1.61 | 54.38±1.97 | 30.73±1.47 | 54.79±2.95 | 30.44±1.26 | 30.70±1.50 |
| Avg. score      |                      | 66.11   | 64.02  | 47.79  | 63.64  | 48.61  | 48.62  |
| ACC             | MSRC-v1              | 80.55±7.14 | 79.02±6.74 | 48.19±3.47 | 76.59±7.08 | 54.98±4.90 | 53.86±5.87 |
|                 | ORL                  | 60.74±4.28 | 58.24±3.11 | 55.31±3.60 | 57.54±2.49 | 53.94±2.89 | 53.49±2.13 |
|                 | WebKB-Texas          | 59.76±4.44 | 55.27±6.58 | 58.90±4.02 | 54.41±7.06 | 48.77±3.38 | 54.89±3.56 |
|                 | Caltech101-7         | 62.54±9.73 | 58.15±6.81 | 42.62±2.43 | 55.04±5.81 | 47.79±3.91 | 44.46±2.79 |
|                 | Caltech101-20        | 50.78±4.33 | 47.19±5.39 | 40.23±4.29 | 45.16±4.32 | 38.54±3.58 | 39.20±4.33 |
|                 | Mfeat                | 83.45±8.12 | 81.03±6.57 | 65.35±3.16 | 79.96±5.26 | 64.81±4.99 | 63.67±4.11 |
|                 | handwritten          | 85.81±0.33 | 84.08±7.42 | 63.75±4.32 | 82.46±7.54 | 65.48±3.66 | 62.85±2.87 |
|                 | Outdoor-Scene        | 68.57±4.54 | 64.48±4.97 | 44.06±2.22 | 64.77±4.94 | 43.87±2.51 | 44.10±2.80 |
| Avg. score      |                      | 69.00   | 65.68  | 52.30  | 64.54  | 52.27  | 52.06  |
| PUR             | MSRC-v1              | 82.21±5.56 | 79.33±5.50 | 50.98±2.99 | 79.69±5.31 | 52.98±5.07 | 57.40±4.57 |
|                 | ORL                  | 65.34±3.52 | 63.38±3.20 | 58.79±3.19 | 62.86±3.57 | 56.56±2.58 | 57.11±2.66 |
|                 | WebKB-Texas          | 71.33±3.75 | 67.99±5.22 | 67.83±2.23 | 67.79±5.60 | 68.07±2.02 | 68.02±2.57 |
|                 | Caltech101-7         | 90.01±1.21 | 89.09±1.24 | 85.60±2.04 | 88.89±1.49 | 84.97±1.78 | 84.74±1.78 |
|                 | Caltech101-20        | 79.43±1.28 | 77.68±1.61 | 72.54±1.26 | 77.76±1.57 | 72.40±1.61 | 72.73±1.53 |
|                 | Mfeat                | 85.66±5.90 | 83.04±5.01 | 68.57±3.65 | 82.67±3.58 | 68.20±3.76 | 67.12±3.36 |
|                 | handwritten          | 88.79±6.61 | 87.36±5.36 | 66.38±3.45 | 86.11±5.96 | 68.57±3.25 | 65.75±2.13 |
|                 | Outdoor-Scene        | 69.56±3.04 | 66.44±3.34 | 45.81±1.54 | 66.51±3.29 | 45.76±2.06 | 45.58±1.70 |
| Avg. score      |                      | 79.04   | 76.79  | 64.56  | 76.53  | 65.35  | 61.76  |

The best score in each row is highlighted in bold.
TABLE V
ABLATION ANALYSIS W.R.T. THE GRAPH LEARNING (FOR MULTI-VIEW CLUSTERING) PERFORMANCE (mean±std%) OVER 20 RUNS ON THE BENCHMARK DATASETS

| Datasets         | NMI     | ACC     | PUR     |
|------------------|---------|---------|---------|
|                  | JMVFG   | Graph learning | JMVFG   | Graph learning | JMVFG   | Graph learning |
| MSRC-v1          | 76.87±0.00 | 72.46±0.00    | 81.90±0.00 | 77.14±0.00    | 82.38±0.00 | 80.95±0.00    |
| ORL              | 92.46±0.00 | 91.31±0.00    | 86.25±0.00 | 84.50±0.00    | 88.79±0.00 | 87.01±0.00    |
| WebKB-Texas      | 25.69±0.00 | 17.04±0.00    | 52.94±0.00 | 55.98±0.00    | 67.91±0.00 | 62.03±0.00    |
| Caltech101-7     | 77.37±0.00 | 49.76±0.00    | 88.87±0.00 | 83.30±0.00    | 89.35±0.00 | 86.30±0.00    |
| Caltech101-20    | 69.28±0.00 | 62.70±0.00    | 52.59±0.00 | 58.84±0.00    | 77.03±0.00 | 75.23±0.00    |
| Mfeat            | 95.47±0.00 | 84.98±0.00    | 98.00±0.00 | 86.40±0.00    | 98.00±0.00 | 86.40±0.00    |
| handwritten      | 96.34±0.00 | 86.83±0.00    | 98.55±0.00 | 86.75±0.00    | 98.55±0.00 | 86.75±0.00    |
| Outdoor-Scene    | 63.69±0.00 | 59.02±0.00    | 74.63±0.00 | 66.33±0.00    | 74.63±0.00 | 68.30±0.00    |
| Avg. score       | 74.64±0.00 | 65.51±0.00    | 79.21±0.00 | 72.29±0.00    | 84.58±0.00 | 79.12±0.00    |

Fig. 4. Average performance (w.r.t. NMI(%)) of JMVFG with varying β and γ while fixing η = 1.

Fig. 5. Average performance (w.r.t. NMI(%)) of JMVFG with varying η and percentage of selected features while fixing β = 1 and γ = 1.

corresponding to the objective (5). As shown in Table V, the incorporation of the feature selection terms leads to significant improvements on the graph learning performance, where the average NMI(%), ACC(%), and PUR(%) scores (across eight datasets) go from 65.51, 72.29, and 79.12 to 74.64, 79.21, 84.58, respectively.

VI. CONCLUSION AND FUTURE WORK

In this article, we formulate the multi-view feature selection and the multi-view graph learning in a unified framework termed JMVFG, which is capable of simultaneously leveraging the cluster structure learning (via orthogonal decomposition), the cross-space locality preservation, and the global multi-graph fusion. Specifically, to learn the discriminant cluster structure, the projection matrix is constrained via orthogonal decomposition, where the target matrix is decomposed into a view-specific basis matrix and a view-consistent cluster indicator matrix. A multi-view graph learning term is incorporated to learn the global graph structure in the original space, which is further bridged to the multi-view feature selection through a cross-space locality preservation term. By seamlessly modeling multi-view feature selection and multi-view graph learning in a joint objective function, we then design an efficient optimization algorithm with theoretically-proved convergence. Extensive experiments on eight multi-view datasets have confirmed the superiority of our approach.

In the future work, we plan to extend our framework from the general graph structure to the bipartite graph structure [4], [60] in order to enhance its scalability for large-scale datasets. Besides, as the deep clustering has been a popular research topic in recent years, the integration of our joint learning methodology into the deep clustering framework [8], [61] may be another interesting research direction in the future work.
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