Abstract—One of the major capacity boosters for 5G networks is the deployment of ultra-dense heterogeneous networks (UDHNs). However, this deployment results in tremendous increase in the energy consumption of the network due to the large number of base stations (BSs) involved. In addition to enhanced capacity, 5G networks must also be energy efficient for it to be economically viable and environmentally friendly. Dynamic cell switching is a very common way of reducing the total energy consumption of the network but most of the proposed methods are computationally demanding which makes them unsuitable for application in ultra-dense network deployment with massive number of BSs. To tackle this problem, we propose a lightweight cell switching scheme also known as Threshold-based Hybrid Cell Switching Scheme (THESIS) for energy optimization in UDHNs. The developed approach combines the benefits of clustering and exhaustive search (ES) algorithm to produce a solution whose optimality is close to that of the ES (which is guaranteed to be optimal), but is computationally more efficient than ES and as such can be applied for cell switching in real networks when their dimension is large. The performance evaluation shows that the THESIS produces a significant reduction in the energy consumption of the UDHN and is able to reduce the complexity of finding a near-optimal solution from exponential to polynomial complexity.

Index Terms—Ultra-dense heterogeneous networks, Energy optimization, Cell switching, Clustering, Exhaustive search, k-means.

I. INTRODUCTION

The proliferation of mobile phones, increasing use-cases of IoT devices, and the development of advanced mobile applications which are quite demanding in terms of bandwidth and latency, have led to increasing demand for mobile services. This has made mobile network operators (MNOs) to continually increase their capacity through the deployment of more base stations (BSs), thereby resulting in increased energy consumption [1]. In addition, the introduction of network densification to cater for the projected 1000 times increase in capacity of 5G network compared to legacy networks would further heighten the energy consumption of the network [2]. From economic and environmental perspective, the aforementioned surge in capacity of 5G and beyond networks must not be done at the expense of huge energy consumption overhead.

This is because increased energy consumption would result in more operational expenditure in form of increased electricity bills as well as environmental degradation due to increased CO₂ emission, as the energy used to power the BSs is mainly obtained from fossil fuels [3], [4].

Various methods have been proposed for the optimization of energy consumption in ultra-dense networks (UDN) including antenna muting [5], cell zooming [6], power control [7], sectorization [8], dynamic cell switching operations [9], etc. Among all these methods, dynamic cell switching is the most commonly used approach because it results in the most energy savings, it is easier to implement and it requires minimal changes in the architecture of the network [10]–[12]. Several cell switching frameworks have been developed using machine learning and heuristic approaches. The machine learning techniques proposed for cell switching includes the use of supervised learning (e.g., artificial neural networks (ANN)) [13], unsupervised learning (e.g., k-means) [14], reinforcement learning (e.g., multi-armed bandit, Q-learning) [9], [15] and deep reinforcement learning (e.g., deep and double-deep Q-learning) [16], [17].

Machine learning techniques are able to learn from historical and real time data to optimize network performance, have good generalization ability and are able to adapt to dynamic network conditions [18]. However, the challenge with most machine learning algorithms is that their training process is very computationally demanding and hence cannot be used for real-time network operation [19]. A few machine learning algorithms such as Q-learning algorithms are quite computationally efficient when the network size is small. However, when the network size becomes very large, it becomes very challenging to apply it as involves learning a huge state-action table and also massive memory to store the learnt table [20].

Heuristic approaches [21], [22], on the other hand, are easier to implement, but have poor generalization ability and cannot adapt to dynamic network environment such as is obtained in 5G and beyond networks. As such, even though some of them are computationally efficient and can be applied to a large networks, they mostly result in sub-optimal solutions which could result in degradation in the quality of service (QoS) of the network [23].

As far as optimal cell switching solutions is concerned, the exhaustive search algorithm (ES) also known as the brute-force algorithm always guarantees to find the optimal result because it sequentially searches all the possible combination of small BSs (SBSs) and selects the best combination to
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Heuristic approaches [21], [22], on the other hand, are easier to implement, but have poor generalization ability and cannot adapt to dynamic network environment such as is obtained in 5G and beyond networks. As such, even though some of them are computationally efficient and can be applied to a large networks, they mostly result in sub-optimal solutions which could result in degradation in the quality of service (QoS) of the network [23].

As far as optimal cell switching solutions is concerned, the exhaustive search algorithm (ES) also known as the brute-force algorithm always guarantees to find the optimal result because it sequentially searches all the possible combination of small BSs (SBSs) and selects the best combination to
switch off \cite{24}. However, the computational complexity of the algorithm increases exponentially as the number of SBSs increases although it is computationally efficient and generates the optimal results very fast when the number of SBSs are few. An alternative approach could be obtained by compromising slightly on the optimality of ES while achieving a solution that is both scalable and of reduced complexity by first clustering the SBSs into smaller groups to reduce the search space, and then applying ES to each cluster separately in order to determine the set of SBSs to switch off per time.

Based on the aforementioned approach, we propose a cell switching framework known as Threshold-based Hybrid cEll switching Scheme (THESIS) that combines unsupervised machine learning scheme and ES algorithm for energy optimization in ultra-dense heterogeneous networks (UDHN). The proposed method combines the advantages of unsupervised learning in terms of scalability and low complexity and ES algorithm in terms of optimality, to produce a cell switching strategy that is more computationally efficient but sub-optimal to the ES solution. In other words, the proposed approach tries to find a good trade-off between the performance and computational complexity, such that the computational complexity is significantly reduced without compromising much on the performance. In addition, the proposed framework can be applied even when the number of SBSs deployed in the network becomes very large, making it scalable and eliminating the limit of network size while applying the algorithm.

The rest of the paper is organized as follows: In Section II, a review of the related works is presented, while the system model is introduced in Section III. The proposed THESIS is presented and discussed in Section IV, while in Section V, the performance of the proposed scheme is evaluated. The paper is concluded in Section VI.

II. RELATED WORKS

There are various approaches in the literature for the implementation of cell switching in UDHN in order to minimize its energy optimization. In \cite{25}, the authors considered the joint optimization of the area spectral efficiency (ASE) and energy efficiency (EE) of a two-tier UDHN. A firefly algorithm was developed to determine the optimal system parameters that would jointly optimize the ASE and EE of the network. The authors in \cite{26} proposed an energy efficient traffic offloading framework for a heterogeneous network (HetNet) based on queuing theory. A heuristic based traffic offloading algorithm was developed to maximize the EE of the network while ensuring that the stability of the queues is maintained. Three heuristic algorithms were proposed in \cite{27} for the maximization of the EE of a dense HetNet without compromising the QoS of users.

The authors in \cite{21} considered the problem of user association and dynamic SBSs switching for minimizing the energy consumption in UDNs while considering the switching energy cost. Two heuristic algorithms were proposed: the first is a centralized user association algorithm for minimizing the switching cost while the second is an enhanced heuristic for further reduction in the energy consumption of the network. A cooperative energy optimization scheme for 5G UDNs using graph theory was proposed in \cite{28}. The network was first represented as a graph after which the graph theory is employed to determine the switching off/on pattern of the SBSs in the network. The work in \cite{29} proposed an energy efficient scheme for a two-tier HetNet via BS switching and traffic offloading. A distributed algorithm based on message-passing was developed to minimize the over-all power consumption of the network while maximizing the sum rate. In \cite{30}, the problem of power minimization in cached-enabled SBSs was investigated while considering the limited resources and BS storage capacity. Three heuristic algorithms were developed to determine the sub-optimal bandwidth and user association strategy as well as minimize the power consumption of the network.

The challenge with heuristic algorithms is that they are hard-coded, have poor generalization ability and as such are not able adapt to dynamically changing network environment envisioned in 5G and beyond UDNs. Moreover, since the network conditions changes dynamically, there is a need for repeated application of the solution each time there is a change in the condition of the network, thereby resulting in huge time and computational overhead. Most times, before these computations are completed and the decision implemented, the network condition would have changed, thereby leading to sub-optimal results which would negatively affect the QoS of the network. Hence, they are not suitable for 5G UDNs as they could lead to poor QoS and sub-optimal network performance \cite{20}, \cite{23}.

The work in \cite{15} considered the problem of energy consumption and CO$_2$ emission of a HetNet deployment in a smart city context. A $Q$-learning-based cell switching framework was proposed to reduce the energy consumption and CO$_2$ emission levels of the network. In \cite{30}, a mobility management based energy optimization framework for HetNets was proposed using both supervised and $Q$-learning algorithms. The proposed framework uses supervised learning alongside historical data set of bus passengers passing through the HetNet to predict the traffic loads of the BSs while $Q$-learning was used to determine the cell switching and traffic offloading strategy that would minimize both the energy consumption and CO$_2$ emission level. The work in \cite{31} investigated the trade-off between energy and delay in a HetNet where the sleep mode of the SBSs can be adjusted to different levels for the purpose of energy saving while ensuring that the QoS is maintained. A distributed $Q$-learning algorithm was developed to adapt the sleep level of the SBSs to their activity level while considering co-channel interference.

A location-aware BS sleeping strategy that would jointly optimizes the trade-off between energy and delay in a 5G HetNet was introduced in \cite{32}. A $Q$-learning algorithm which considers the location and velocity of the users in determining the sleep mode level of the BS was developed to maximize the energy delay trade-off of the network. In \cite{33}, the authors proposed a cell switching mechanism using fuzzy $Q$-learning in order to maximize the energy efficiency of a HetNet without compromising the QoS. In addition, to avoid coverage
holes when some BSs are switched off, a device-to-device communication mechanism was also incorporated into the sleeping mechanism. The authors in [34] proposed a dynamic framework for adjusting the load and energy consumption of the SBSs in a HetNet. The framework uses Q-learning to learn the optimal offloading policy required to turn off the redundant SBSs in the HetNet while balancing the load of the remaining SBSs.

Q-learning algorithms usually use tables (Q-tables) to store the learnt state-action values (Q-values). Hence, there is a Q-table entry for every action taken by the agent in the network environment. This approach is only feasible when the network dimension is small or medium. However, when the network dimension becomes very large, as obtained in 5G UDNs, it would become computationally burdensome to learn the Q-table, as the number of states or actions would greatly increase. In addition, a large memory would also be required to store the learnt Q values. As a result, it is not feasible to use Q-learning for cell switching operation in UDNs [35].

In [13], an ANN based cell switching framework for energy optimization in UDN was proposed. The proposed framework is able to determine the optimal switching strategy that would lead to minimum energy consumption without violating the QoS of the network. The authors in [36] proposed an online context-aware power optimization scheme for SBSs in cache-enabled HetNet. The energy minimization problem was first modelled as a multi-armed bandit problem then a Bayesian neural network was used to determine the optimal switching pattern that would optimize the energy consumption of the network. A deep reinforcement learning and traffic prediction framework was designed in [37] for determining the sleeping strategy in a radio access network (RAN). Their approach uses geographic and semantic spatial-temporal network (GS-STM) for traffic forecasting while the BS sleeping problem was formulated as an MDP and solved using actor-critic reinforcement learning.

The authors in [16] proposed an energy-aware traffic offloading scheme for EE optimization in HetNets. In the proposed scheme, the traffic demand of the network was first predicted using deep neural networks after which the traffic offloading strategy was obtained using deep Q-networks. The work in [17] developed a deep reinforcement learning framework for energy optimization in a RAN based on dynamic cell switch off/on. A double deep Q-learning network was developed to determine the optimal sleeping strategy that will minimize the energy consumption of the network while ensuring that the QoS of the network is maintained. The authors in [38], developed a dynamic BS sleeping strategy known as DeepNap. The proposed method employs deep Q-networks to learn the optimal sleeping policies of the BSs. The challenge with neural network and deep reinforcement learning approaches is that their training process involves a very large computation overhead, which makes them unsuitable for real-time network operation.

A cluster-based femto BSs switching scheme to maximize the EE of a HetNet was developed in [39], wherein semidefinite programming based correlation clustering algorithm was used to determine the cluster with minimum EE as well as the number of femto BSs to switch off within the cluster while considering load balancing and probability of outage. Similarly, in [14], a cluster-based cell switching scheme for EE optimization in ultra dense SBS network was proposed while considering the user QoS and inter-cell interference. The EE problem was first formulated using stochastic geometry, then k-means algorithm was used to partition the dense SBSs into clusters. In addition, a sorting algorithm based heuristic, was developed to determine the number of SBSs to switch off in each cluster. The authors in [40] proposed clustering based sleeping strategy to minimize the power consumption and interference in dense HetNets using clustering algorithm. In their proposed method, the SBSs are clustered based on their interference level, after which the clusters with large interference values are selected. Then, a binary particle swarm optimization algorithm is applied to each of the selected clusters to determine the sleeping strategy. Both clustering and sorting algorithms produce good results when the SBSs deployed are of the same type, however, as observed in [24], their results become far from the optimality when different type of SBSs are deployed in the network.

In this paper, we propose THESIS, which leverages the optimality of ES algorithm and the low computational complexity of k-means clustering algorithm, to determine the switching strategy that would minimize the energy consumption of a UDHN. The proposed scheme can, without reasonable loss in optimality, determine the switching strategy of the SBSs with much lesser computational complexity compared to the optimal ES. It also has the advantage of being scalable and such can be applied even when the number of SBSs becomes very large. Different from previous works in [14], [39], [40] where a single type of SBS is deployed, in this work, we consider a UDHN deployment where different types of SBSs (remote radio head (RRH), micro, pico, and femto BSs) are deployed under the coverage of the macro BSs (MBSs). Moreover, unlike the previous works [14], [39], [40] where a SBS is selected as the cluster head and is responsible for controlling the switching off/on of other SBSs, here the MBSs are responsible for controlling the switching off/on of the different SBSs because it has more global information about all the SBSs under its coverage. Also, we consider a scenario where horizontal traffic offloading is not always possible, as a result, vertical traffic offloading is employed in this work. In vertical traffic offloading, the traffic load of the SBSs that are turned off are transferred to the MBSs, in order to ensure the QoS of the network is maintained.

A. Contributions

A hybrid cells switching framework is developed to minimize the power consumption of a UDHN. The following are the contributions of this paper:

- THESIS, a scalable cell switching approach based on k-means and ES algorithms is developed for energy optimization in UDHN. The proposed method is quite computationally efficient and produces results that are close to the optimal solution. It can also be applied to large scale networks where many SBSs are deployed.
• A benchmark algorithm purely based on k-means algorithm is developed for comparison with the proposed method.
• We also evaluate the quantity of CO₂ savings that can be obtained when the proposed cell switching approach is implemented.
• A complexity comparison of the proposed algorithms with the benchmark algorithm is carried out in order to ascertain the computational efficiency of the proposed method.
• Finally, in order to capture the real life dynamics of the network, the performance of the proposed method is evaluated through extensive simulations using traffic data obtained from a real network and compared with other benchmark methods.

III. SYSTEM MODEL

A. Network model

We consider a UDHN comprising multiple macro cells (MCs). Each MC consists of a macro BS (MBS) and a large number of SBSs each have different capacities and power consumption profiles. The UDHN employs control and data separated architecture (CDSA) such that the MBSs serve as the control BS and are responsible for signalling, low data rate transmission and de (activation) of SBSs under their coverage. The SBSs on the other hand serve as data BS, are deployed in areas with high traffic intensity for capacity enhancement and high data rate transmission. In addition, vertical traffic offloading is considered such that the SBSs with little or no traffic load can be turned off and the traffic originally associated with them is transferred to the MBS. This is to ensure that the QoS of the network is not violated. In this work we assume that before cell switching is implemented, all the traffic demands from the users are supported by the network, meaning that the UDHN always has sufficient radio resources for the users. In other words, because the UDHN is designed in terms of radio resources, when all the SBSs are on, all the users are guaranteed sufficient resources but with cell switching this cannot be guaranteed. Thus, we define the QoS to be the total amount of traffic demand that can be supported by the network after cell switching is implemented. The network model is presented in Fig. 1.

B. Power Consumption of the UDHN

The total power consumption of the UDHN consists of the power consumption of the MBSs and that of the SBSs. The power consumption of a BS, \( P_{BS} \), is given as [41], [42]:

\[
P_{BS} (\lambda, t) = P_o + \lambda t \eta P_{tx}, \tag{1}
\]

where \( P_o \) is the constant circuit power consumption, \( \lambda t \) is the instantaneous traffic load, \( \eta \) is the load dependent power consumption component and \( P_{tx} \) is the transmission power of the BS. The value of \( P_o, \eta, \) and \( P_{tx} \) depends on the type of SBS (i.e., MBS, RRH, micro, pico and femto BS).

Therefore, considering a UDHN with multiple MCs, where the MCs are indexed by \( i \), the total power consumption of the UDHN, \( P_u \), is given by:

\[
P_u (\lambda, t) = \sum_i \sum_j P_{BS, j} (\lambda, t), \tag{2}
\]

where \( P_{BS, j} \) represents the power consumption of the \( j \)th BS in the \( i \)th MC, and \( P_{BS, i,j} \) denotes power consumption of the MBS in the \( i \)th MC.

IV. PROBLEM FORMULATION

We consider a certain duration of time (\( T \)) such that \( T \) is partitioned into different time slots (in mins) of equal duration \( L \) (in mins). Then, an index vector \( u \) is defined which stores the time slots in a sequential order and can be expressed as \( u = [1, 2, ..., K] \), where \( K \) is the number of time slots and is written as \( K = T/L \). We also consider a scenario where the UDHN can decide to switch off/on some SBSs during periods of low traffic in order to minimize the energy consumption of the network. Our goal is to determine the optimal switching strategy (i.e., the optimal set of SBSs to turn off/on) in each time slot that would result in minimal energy consumption in the UDHN.

Therefore, the total power consumption of the UDHN when cell switch off/on is considered can be expressed as:

\[
P_u (\lambda, \Gamma_{i,j}) = \sum_u \sum_i \sum_j [\Gamma_{i,j} P_{BS, i,j} (\lambda, t) + (1 - \Gamma_{i,j}) P_{BS, i,j}^s], \tag{3}
\]

where \( P_{BS, i,j}^s \) denotes the sleep mode power consumption of the BS (i.e., power consumption when switched off) and \( \Gamma_{i,j} \) represents the off/on state of the \( (i,j) \)th BS at time \( t \) i.e.,

\[
\Gamma_{i,j} = \begin{cases} 
1, & \text{if } B_{i,j} \text{ is on} \\
0, & \text{if } B_{i,j} \text{ is off} 
\end{cases} \tag{4}
\]

Since the MBS is constantly active, \( \Gamma_{i,1} = 1, \forall t \).

The optimization objective is to minimize the total power consumption of the UDHN while ensuring that the quality of
service (QoS) of the network is maintained. Therefore, the power minimization objective function can be expressed as:

\[
\text{max. } J(k, \lambda, \mu_m) = \sum_{m=1}^{k} \sum_{i,j \in C_m} \| \lambda_{i,j} - \mu_m \|^2,
\]

where \( \mu_m \) is the mean or center of the cluster \( C_k \).

2) Selection of optimal number of clusters (elbow method): One of the most important aspects of clustering is determining the optimal number of clusters to split the data set. This is because the performance of the cluster-based cell switching algorithm depends on selecting the optimal number of clusters to group the SBSs in the UDHN. The elbow method provides a suitable way of finding the optimal number of clusters from a given data set. In the elbow method, the optimal number of clusters can be obtained by first evaluating the sum of the squares errors (SSE) between the data points in each cluster and the centroid to obtain \( k \) values. The SSE can be expressed as \([43]\):

\[
\text{SSE} = \sum_{k=1}^{N} (X - c_k)^2.
\]

where \( k \) is the number of clusters, \( X \) is the data points in a certain cluster and \( c_k \) is the centroid of that cluster. Then the SSE is plotted against the \( k \) values. The value of \( k \) where the SSE curve forms an elbow before flattening out is selected as the optimal number of clusters to be used in partitioning the data points in the data set.

V. Proposed Cell Switching Scheme

The aim of this paper is to determine the optimal online policy for switching off/on the SBSs of the UDHN without compromising the QoS of the network. Popular heuristic approaches such as ES algorithm, even though always finds the optimal policy, due to huge computational complexity when the number of SBSs deployed becomes very large, is not suitable for this kind of problem. It is only suitable for application in networks with few number of SBSs as the optimal results in such cases are quicker to compute with the ES algorithm. Considering the limitation of applying ES algorithm particularly when the network size is very large, we propose a lightweight cell switching scheme known as THEESIS, which combines \( k \)-means clustering and ES algorithms for energy optimization in UDHN. Before going into details about the proposed approach, for the sake of keeping the discussion easy to follow, we first introduce the benchmark scheme we developed known as multi-level clustering (MLC), which is purely based on \( k \)-means clustering algorithm. Therefore, in the following subsections, we will first discuss the foundations of cell clustering, followed by the benchmark MLC and the proposed approach, respectively.

A. Cell clustering

The basis for the development of both the benchmark and proposed cell switching algorithm is clustering SBSs with similar traffic load and deciding which cluster(s) or set of SBSs within a cluster can be switched off in order to minimize the total energy consumption of the UDHN. To cluster the SBSs, an unsupervised learning algorithm known as \( k \)-means algorithm is applied. However, the number of clusters must be determined in advance, before finding the members of each cluster, and thus the number of clusters becomes a hyper-parameter for the \( k \)-means algorithm. One possible solution to choose the optimal number of clusters is to use the elbow method \([43]\). Hence, in the following subsection, we briefly discuss the \( k \)-means algorithm followed by the elbow method.

1) \( k \)-means algorithm: The \( k \)-means algorithm is one of the clustering algorithms that is used to split an unlabelled data set into \( k \) clusters, \( C = \{C_1, C_2, \ldots, C_k\} \), where the optimal number of clusters, \( k \), also represents the number of cluster centroids and \( C_k \) denotes the \( k \)th cluster. The number of clusters is usually determined before hand using the elbow method (which would be elaborated in the following paragraphs). Hence, given the traffic loads of the SBSs in each MC of the UDHN, \( \lambda_{i,j} \), and the optimal number of clusters, \( k \), to partition \( \lambda_{i,j} \), the task of the \( k \)-means algorithm is to minimize the intra-cluster distance between similar traffic loads and the centroid (mean) of each cluster. The objective function of \( k \)-means algorithm, \( J(k, \lambda, \mu_m) \), can be expressed as \([44], [45]\):

\[
\text{min}_{\mu_m} J(k, \lambda, \mu_m) = \sum_{m=1}^{k} \sum_{i,j \in C_m} \| \lambda_{i,j} - \mu_m \|^2,
\]

where \( \mu_m \) is the mean or center of the cluster \( C_k \).
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A. Cell clustering

The basis for the development of both the benchmark and proposed cell switching algorithm is clustering SBSs with similar traffic load and deciding which cluster(s) or set of SBSs within a cluster can be switched off in order to minimize the total energy consumption of the UDHN. To cluster the SBSs, an unsupervised learning algorithm known as \( k \)-means algorithm is applied. However, the number of clusters must be determined in advance, before finding the members of each
Algorithm 1: MLC

\textbf{input} : Traffic loads of MBS and SBSs
\begin{itemize}
  \item Initialize optimum number of cluster(s) to switch off, \( C_{\text{opt}} \leftarrow \text{None}; \)
  \item Initialize minimum energy saved by switching off cluster(s) \( E_{\text{min}} = 0; \)
  \item Perform optimized \( k \)-means clustering with elbow-method to determine the optimal number of clusters, \( k; \)
  \item Initialize the table, \( \Psi \), containing the clusters and the traffic loads of the SBSs;
\end{itemize}
\begin{itemize}
  \item for \( x \in k \) do
    \begin{itemize}
      \item if \( \lambda_{i,x} + \lambda_{i,1} \leq \ell \) then
      \begin{itemize}
        \item \( E_x = \text{Energy saved by switching off cluster } x; \)
        \item Remove cluster \( x \) from \( \Psi; \)
      \end{itemize}
      \item if \( E_x \geq E_{\text{min}} \) then
        \begin{itemize}
          \item \( C_{\text{opt}} \leftarrow x; \)
          \item \( E_{\text{min}} \leftarrow E_x \)
        \end{itemize}
    \end{itemize}
  \end{itemize}
\end{itemize}
\begin{itemize}
  \item if there is any cluster left in \( \Psi \) then
    \begin{itemize}
      \item Recursively return to step 3 by re-clustering each cluster left in \( \Psi; \)
    \end{itemize}
  \item else
    \begin{itemize}
      \item output: \( C_{\text{opt}} \)
    \end{itemize}
\end{itemize}

Algorithm 2: THESIS

\textbf{input} : Traffic loads of MBS and SBSs
\begin{itemize}
  \item Initialize \( B_{\text{th}} \) as the maximum number of BS in the cluster;
  \item Initialize optimal SBS combination to switch off, \( \text{BS}_{\text{opt}} \leftarrow \text{None}; \)
  \item Initialize minimum energy saved by switching off SBSs, \( E_{\text{min}} = 0; \)
  \item Perform optimized \( k \)-means clustering with elbow-method to search optimal \( k \)-cluster;
  \item Initialize the table, \( \Psi \), containing the clusters and the traffic load of the SBSs;
\end{itemize}
\begin{itemize}
  \item for \( x \in k \) do
    \begin{itemize}
      \item if \( |k_x| \leq B_{\text{th}} \) then
      \begin{itemize}
        \item Run ES search and obtain the best combination of SBSs to switch off (BS\(_{\text{cal}}\)) and their respective power consumption \( E_{\text{BS}_{\text{opt}}}; \)
      \end{itemize}
      \item if \( E_{\text{min}} \leq E_{\text{BS}_{\text{opt}}}; \) then
        \begin{itemize}
          \item \( \text{BS}_{\text{opt}} \leftarrow \text{BS}_{\text{cal}}; \)
          \item \( E_{\text{min}} \leftarrow E_{\text{BS}_{\text{opt}}}; \)
          \item Remove cluster \( k_x \) from \( \Psi; \)
        \end{itemize}
    \end{itemize}
  \end{itemize}
\end{itemize}
\begin{itemize}
  \item if there is any cluster left in \( \Psi \) then
    \begin{itemize}
      \item Recursively return to step 3 by re-clustering individual cluster left in \( \Psi; \)
    \end{itemize}
  \item else
    \begin{itemize}
      \item output: \( \text{BS}_{\text{opt}} \)
    \end{itemize}
\end{itemize}

presented in Algorithm 1 and the description of the algorithm is described as follows.

The elbow method is used to determine the optimum number of clusters. Based on the optimum number of clusters, \( k \)-means algorithm is applied to perform the first level of SBS clustering according to their traffic loads. After that, the aggregate traffic load of each cluster (\( \lambda_{i,x} \)) is computed and compared to the available radio resources at the MBS in order to determine the number of clusters that can be switched off. Then the power consumption of the network is computed, after offloading the traffic of each of the selected cluster(s) to the MBS. The remaining clusters whose aggregated traffic load exceeds the maximum traffic demand that can be served by the MBS (\( \lambda_{i,1}^m = 1 \) (normalized)) are further divided into smaller clusters by repeating the preceding steps until only a single SBS is left whose traffic demand exceeds that of the MBS or all the SBSs have been exhausted and there are no more SBSs left. Finally, the power consumption of the UDHN is computed after the various levels of clustering and traffic offloading have been carried out. The power consumption values obtained are then ranked in ascending order and the one with the lowest power consumption is selected as the optimal cluster/sub-cluster and all the SBSs in that cluster are switched off.

C. Threshold-based Hybrid Cell Switching Scheme

Even though the MLC method can be applied for cell switching when the network dimension is very large, however, it produces results that are very sub-optimal compared the ES algorithm. It should be noted that the goal of any sub-optimal algorithm is to produce a result that closely approximates the ES solution. As a result, we improve on the optimality of the MLC method by developing the THESIS algorithm, which combines the advantages of MLC in terms of scalability (i.e., its applicability when the number of SBSs in the network becomes very large) and that of the ES algorithm in terms of optimality, to produce a solution that is close to the optimal result. In addition, the proposed THESIS is scalable and very computationally efficient compared to the ES method. The pseudo-code of the THESIS is presented in algorithm 2 while the procedure for the implementation of the algorithm is described as follows.

As in the MLC scheme, the elbow method is used to determine the optimum number of clusters. Based on the optimum number of clusters, \( k \)-means algorithm is applied to perform the first level of clustering according to the traffic load of the SBSs. Then, the clusters whose number of SBSs is less than the threshold value (\( B_{\text{th}} \)) are determined. For those clusters with number of SBSs less than \( B_{\text{th}} \), ES is applied to determine the number of SBSs to switch off and the power consumption of the network is computed. For those clusters whose number of SBSs are greater than \( B_{\text{th}} \), the \( k \)-means algorithm is applied to re-cluster the SBSs in those
clusters after which ES is applied to determine the number of SBSs to switch off as well as the computation of power consumption of the network. Finally, the power consumption of the UDHN is ranked based on the different sets of SBSs that were switched off. Then the set of SBSs that gives the least power consumption is selected as the optimal set of SBSs to switch off.

The difference between the proposed THESIS and MLC is that MLC repeatedly clusters the SBSs and tries to find the cluster(s) to switch off based on the one that satisfies the constraints and also yields the minimum power consumption. On the other hand, THESIS goes a step further by searching within the clusters to select the set of SBSs that meet the constraints and gives a minimum power consumption. This ability of THESIS to search within the clusters enables it to discriminate between the different types of SBSs (in terms of capacity and power consumption profile) when selecting the set of SBSs to switch off within the clusters while the MLC does not have this capability. Thus giving THESIS an advantage over the MLC.

VI. PERFORMANCE EVALUATION

In this Section, the performance of the proposed scheme is evaluated using various metrics and compared with other benchmark algorithms. In addition, the complexity comparison of the proposed and benchmark methods is also carried out. The proposed THESIS can be applied to any network irrespective of the network dimension in terms of number of MCs involved. It should be noted that since the UDHN comprises many MCs, each consisting of one MBS and several SBSs, the proposed framework is implemented at the MBS of each MC as it is responsible for controlling the operations of the SBSs within the MCs. Hence, only one MC in the UDHN is considered since the results obtained can be applied to all other MCS in the network. The parameters used for the simulations are presented in Table 1.

A. Traffic data and simulation parameters

To compute the total power consumption of the UDHN using (3), the traffic load of the MBS and SBSs are required. The call detail record (CDR) of the city of Milan that was made available by Telecom Italia [46] is used as the data set for this simulation. The data set has the city of Milan divided into 10000 square grids with each grid having an area of $235 \times 235$ square meters. The call, text message and internet activities performed in each grid was recorded with a 10 minutes resolution for two months (November-December 2013) period. Even though the activity levels of the data set are unit-less and no information regarding how the data set was processed was provided, we have assumed that the CDR of each grid is their traffic load as they represent the amount of network resources utilized by the users within each grid for each time slot. However, in the course of data processing, we only considered the internet activity level as the traffic load for the BSs since we are investigating 5G networks which is mainly internet protocol based. The combination of the internet activity level of two randomly selected grids was used to denote the traffic load of the MBS while that of a single grid was considered for each of the SBSs. The traffic loads were then normalized with respect to the amount of radio resources of each of the SBSs in the UDHN (i.e. RRH, micro, pico and femto cell).

B. Performance Metrics

- **Power Consumption**: This is the instantaneous power consumption of the UDHN during the simulation time for each method based on (3). This metric enables us to carefully evaluate the performance of each approach as it reflects the instantaneous changes in power consumption of the network at different times of the day.
- **Energy Saved**: This metric is used to quantify the total amount of energy (in Joules) that is saved over the whole simulation time (24 hours). The energy saved for the proposed and benchmark approaches are obtained by comparing the presented methods with the case where all the BSs (both MBS and SBSs) are always on (it will be referred to as all-always-on(AAO) hereafter), such that the energy consumption of the presented methods and AAO are determined, and the difference between the presented method and AAO are individually calculated as their energy saved.
- **Carbon Emission**: One of the benefits of energy optimization is that it ensures the reduction of the carbon footprint of the network. The carbon emission level of the network can be obtained from the total energy consumption with the help of the CO$_2$ conversion factor ($\zeta$). The CO$_2$ emission ($E_{CO2}$) associated with the energy consumption of the UDHN ($E_0$) can be expressed as [15]:

$$E_{CO2} = \zeta \sum_{t=1}^{T} E_{0,t}$$

- **Average Network Throughput**: We consider the network throughput to be the effect that both the proposed and benchmark methods have on the QoS of the network after their implementation. In this work, the network throughput is considered to be the traffic demand that can be supported by all active BSs (both MBS and active SBSs) after cell switching operation has been

### Table 1: Simulation Parameters

| Parameter                  | Value                  |
|----------------------------|------------------------|
| Bandwidth of MBS           | 20MHz                  |
| Bandwidth of SBSs, SN-BSSs | 15MHz, 10MHz, 5MHz, 3MHz|
| Number of RBs per MBS      | 100                    |
| Number of RBs per SBSs, SN-BSSs | 75, 50, 25, 15        |
| $P_{tx}$ (MBS) (W)         | 20                     |
| $P_{tx}$ (RRH, micro, pico, femto) (W) | 20, 6.3, 0.13, 0.05 |
| $P_{tx}$ (MBS) (W)         | 130                    |
| $P_{tx}$ (RRH, micro, pico, femto) (W) | 84, 56, 68, 4.8      |
| $P_{tx}$ (MBS, RRH, micro, pico, femto) (W) | 4.7, 2.8, 2.6, 4.0, 8.0 |
| $P_{tx,1}$ (RRH, micro, pico, femto)(W) | 56, 39, 43, 2.9     |
| $B_0$                      | 12                     |
| $\zeta$                    | 0.2556                 |
implemented. In calculating the average throughput of the network, the throughput of the MBS and all active SBSs under its coverage is aggregated. This average network throughput can be expressed as:

\[ T_N(t) = T_{i,1}(t) + \sum_{j=2}^{N} T_{i,j}(t). \] (12)

where \( T_{i,j}(t) \) is the throughput of each type of SBS in the UDHN and \( T_{i,1} \) is the throughput of the MBS.

C. Benchmarks

1) **ES:** This method yields optimum results and is always guaranteed to find the best switching pattern from all possible combination of SBSs switching patterns. It also considers the amount of radio resources at the MBs when determining the best switching option such that the maximum traffic demand that can be served by the network is never exceeded. Hence, the QoS of the network is always guaranteed when this method is applied. The goal of any cell switching algorithm is to closely approximate this approach.

2) **MLC:** This scheme has been described in detail in Section V-B. It employs only \( k \)-means algorithm to determine the optimal number of clusters to switch off per time in order to minimize the total power consumption of the UDHN. This method involves much lesser computation overhead compared to ES, respects the QoS constraints as ES, and can be applied even when the network dimension is very large. However, its performance is sub-optimal compared to the ES approach.

3) **AAO:** In this approach, no cell switching is implemented, and as such all the SBSs are continuously left on. There is also no need for traffic offloading in this method because none of the SBSs are turned off. This method ensures that the QoS of the network is always maintained but there is no energy savings in this approach since the SBSs are always kept on.

It should be noted that tabular reinforcement learning approaches such as Q-learning, multi-armed bandit and deep reinforcement learning approaches such as deep and double-Q-networks that are known for intelligent decision making have not been considered as benchmarks in this work. This is because as pointed out in Sections I and II, it is computationally demanding to learn the state-action table and a large memory is required to store the learned state-action table when the network dimension is very large as considered in this work. It is also very computationally demanding to train deep reinforcement learning models [20], [35] as such they cannot be applied for online cell switching operation considered in this work.

D. Results and Discussions

Fig. 2a presents a comparison of the instantaneous power consumption of the proposed and benchmark methods over a 24 hour-period for 20 SBSs. The first thing we can observe from Fig. 2a is that the pattern of power consumption of both the proposed and benchmark methods follow that of the traffic load of the network throughout the day such that it is low when the traffic load is low and high when the traffic load is high. The reason for this is that there are more opportunities to switch off many SBSs when the traffic load is low than when it is high, hence the discrepancies in power consumption values at different times of the day. Second, the power consumption of the AAO method is higher than both the proposed THESIS and benchmark methods because no BS switching is performed in this method which means that all the SBSs are constantly kept on. Third, the power consumption of the ES method is the lowest of all the methods including the proposed method because its searches sequentially through all the possible SBS switching combinations to select the option that leads to least energy consumption in the network at each time slot. However, this approach usually involves a huge computation overhead, which makes it to be only applicable to networks where the number of SBSs are few.

Fourth, we can observe that the performance of the proposed THESIS method is very close (with 0.4% difference) to that of the ES method when the traffic of the network is high but
the margin becomes wider (with 3.5% difference) when the network traffic is low. The reason for the higher performance difference when the network traffic load low than when it is high is because during the periods of low traffic, even though there are more opportunities to switch off more SBSs, because the THESIS first partitions the SBSs into clusters before applying the ES to each cluster, the size of the search space becomes smaller. Hence, it has lesser opportunity to explore in order to determine the best switching combination that would result in lower power consumption in the network. On the other hand, during periods of high traffic load, the performance of the proposed method and the ES are much closer because there are very few opportunities to switch off the SBSs, therefore the higher search space of the ES does not give it much advantage over the proposed method. However, when we analyze the time complexity of the proposed method and ES in Section VI-D, it will be clear that the compromise in performance is greatly compensated with the complexity and scalability.

Fifth, it can be observed that apart from the AAO where no SBS is switched off, the performance of other methods exceeds that of MLC. This can be traced to the fact that MLC considers only the traffic loads of the SBSs when clustering and offloading the traffic of sleeping SBSs to the MBS, without considering that there are different types of SBSs (with different capacity and power consumption profiles), and as such it might just be preferable to switch off a few SBSs with higher power consumption than many SBSs with low power consumption. It can also be observed that the performance of the MLC closely follows that of the proposed THESIS particularly during periods of high network traffic; however, the THESIS is able to outperform MLC more during periods of low traffic load because in addition to clustering the SBSs according their traffic load, ES is also applied to each cluster which enables it to discriminate among the different types of SBSs in order to select the best combinations of SBSs that would result in lesser power consumption in the network compared to the MLC approach. However, during periods of high traffic load in the network, the difference in power consumption between both methods is not significant because there are very few opportunities to switch off SBSs and as such lesser opportunity to search within the clusters so their performance becomes very close during such periods.

Fig. 2 shows the power consumption of the UDHN when 60 SBSs are deployed. It should be noted that ES algorithm is not considered in the scenario due to the huge computation overhead involved as well as limitations in our computing capacity. It can be observed that the trend of the power consumption when the proposed THESIS and benchmark methods are applied in Fig. 2 follows the traffic load of the network as obtained in Fig. 2 except that the magnitude of power consumption of the network is much higher in Fig. 2 because more SBSs are deployed in this scenario compared to the previous one. This finding is also quite intuitive, since the total power consumption of the network \( P_n \) is the cumulative sum of the power consumption of all the BSs involved in the networks, as seen in \( P_n \), and thus once the network dimension rises, the total power consumption also increases. The power consumption of the AAO method is also higher in this scenario compared to all other methods because no SBSs is turned off but are all left on to serve user demands. The performance of MLC also follows that of the proposed THESIS in this scenario with the THESIS performing much better than MLC during periods of low traffic. This is due to the superior ability of THESIS to determine the best set of SBSs from the various clusters to switch off that would result in lesser power consumption in the network rather than trying to switch off a whole cluster without considering the types of SBS in the cluster as this affects the magnitude of power consumption that can be obtained.

Fig. 3 presents the total energy saved over a 24 hour period when the proposed and benchmark methods are applied for different number of SBS deployment. The first thing that can be observed from Fig. 3 is that the total energy saved in the network increases as the number of SBSs deployed increases. This is due to the fact that with more SBS deployment, there are more opportunities to switch off many SBSs which leads to more energy saving. It can also be observed that the ES method gives the highest energy saving of all of the methods applied. However, it is accompanied by very high computation overhead and hence it cannot be applied in real networks with very large dimension. As a result, we had to stop the simulation at 20 SBSs due to the limitations of our device to handle such computation complexity.

The magnitude of the energy saved in the network when the proposed THESIS is applied also increases as the number of SBSs deployed increases. It can also be observed that the energy saved increases with high magnitude as the number of SBSs increases until when the number of SBSs reaches 60, afterwards the difference in energy saving between successive SBS deployments becomes smaller and almost constant. The rationale behind this is that even though there are more opportunities to switch off more SBSs as the number of SBSs increases, due to limited amount of radio resources at the MBS, the difference in the amount of SBSs that can be switched off is not much after 60 SBSs. The energy saving performance of the THESIS is quite lesser than that of the
ES because of the wider search space that is available for searching for the optimal solution in the ES compared to the THESIS, however, the much lesser computation overhead involved in former compared to the latter makes it a more preferable for practical network deployment comprising many SBSs.

The energy savings of the MLC method also increases with the number of SBS deployment, however, its energy saving seems to flatten out faster than the THESIS approach. The inability of the MLC to discriminate between the different types of SBSs when clustering the SBSs accounts for its lesser performance compared to the proposed method while the limitation in the amount of radio resources needed for offloading the traffic SBSs at the MBS accounts for the lesser difference in energy saving in the MLC method after 60 SBSs similar to what is observed in the THESIS method. Finally, we can observe that the difference in the energy saving between the THESIS and MLC also increases with higher magnitude as the number of SBSs increases until about 60 SBSs when it becomes almost constant. The reason is that there are more opportunities to switch off more SBS as the number of SBSs increases which accounts for more energy savings in both THESIS and MLC while the THESIS is able to discriminate among the different types of SBSs when making a cell switching decision thus making it produce higher energy saving compared to MLC. However, the almost constant energy saving difference observed after about 60 SBS is due to insufficient radio resources at the MBS to accommodate more traffic from the SBSs before turning them off.

Fig. 4 presents the quantity of CO₂ saving that is obtained when the proposed and benchmark methods are applied to the UDHN with different number of SBSs. Note that the CO₂ saving up to 20 SBSs is shown here so as to study the relative performance of the all the algorithms since the ES approach cannot be applied beyond this number of SBS due to computation complexity. It is important for us to quantify amount of CO₂ savings because one of the goals of the proposed cell switching algorithm is to ensure that the carbon foot print or quantity of CO₂ emission associated with the UDHN is greatly reduced by reducing the amount of energy consumption of the network as most of the energy used to power the BSs are obtained from fossil fuels. Thus, a reduction in the energy consumption in the network leads to a reduction in amount of energy demanded which translates in lesser CO₂ emission thereby resulting in environmental conservation and prevention of global warming [4], [47].

From Fig. 4 it can be observed that the quantity of CO₂ saving increases as the number of SBSs increases because there are more opportunities to switch off more SBSs, which translates to greater CO₂ saving. The ES algorithm gives the highest CO₂ saving but as already observed previously, it computational complexity limits its application in large scale networks such as UDHN. The CO₂ saving of the proposed THESIS algorithm is about 18% lesser than that of ES due to the better switching ability of ES, however its computation efficiency makes it more suitable for application in real network even when their dimension is very large. The MLC approach produces the least CO₂ savings because of its sub-optimal performance compared to the proposed method even though it is most computationally efficient, its very sub-optimal performance does not make it suitable for application in large networks.

The average throughput metric has been considered a measurement of the QoS of the network in order to ensure that the constraint in [6] and [7] are maintained. The QoS of the network is maintained by ensuring that the traffic demand that is served by the network before and after cell switching is performed remains constant by offloading the traffic of the SBSs to the MBS and ensuring that the maximum traffic demand that can be served by the MBS is not exceeded during traffic offloading. Both the proposed THESIS and the benchmark methods are able to ensure that the QoS of the UDHN is not violated. THESIS is carefully designed such that it checks whether a given combination of SBSs in each cluster can be offloaded to the MBS before proceeding to switch them off. A similar approach is also employed in the ES approach in order to ensure that the capacity of the MBS is not exceeded. For the MLC approach, the aggregate traffic of each cluster is also compared with the available radio resources at the MBS to see whether it can accommodate it before turning off the cluster(s).

1) Complexity: One of the ways of evaluating the complexity of an algorithm is to determine its time complexity, that is, the simulation run time or time taken for the simulation to be complete [48]. Fig. 5 presents the time complexity comparison between the proposed THESIS approach and the benchmark methods. From Fig. 5 it can be observed that with ES algorithm, when the number of SBSs are few (i.e., less than 16), the time complexity is very low, but from 16 SBSs and above, there is an exponential rise in the computational complexity. This is because the number of search spaces increases exponentially with every increment in the number of SBSs. Therefore, even though ES is always guaranteed to give the optimal switching strategy, due to its huge computational overhead, it is not feasible to apply it for cell switching in

![Fig. 4. Quantity of CO₂ saved for different number of SBSs over a 24 hour period.](image-url)
UDHN comprising large number of SBSs.

The time complexity of the MLC can be observed to increase gradually and almost linearly. The complexity of MLC is very low because the number of clusters formed do not greatly increase as the number of SBSs increases, hence lesser time is required to select which cluster to switch off. Though the MLC is the most computationally efficient method, it is the least optimal approach and may not lead to much energy saving in the UDHN when applied.

The time complexity of THESIS is also quite low when the number of SBSs are less than 20, but afterwards, its time complexity begins to increase with a higher magnitude compared to the MLC. Overall, THESIS exhibits a polynomial time complexity which is because in addition to clustering, it also involves searching for the optimal combination of SBSs to switch off in each cluster. However, with the introduction of $B_{th}$, which limits the number of SBSs in the clusters where ES would be applied, the number of search spaces is reduced. The time complexity of THESIS is much lesser than that of ES and slightly higher than that of MLC but its energy saving performance is much closer to the optimal solution than the MLC. Therefore, THESIS is most suitable for application in UDHN compared to the ES and MLC.

VII. CONCLUSIONS

In this work, we considered the problem of energy minimization in UDHN and proposed a computationally efficient cell switching scheme known as THESIS to determine the switching strategy that would result in the minimum energy consumption for the network. The proposed method is scalable and is able to—without much loss in optimality—produce a solution that has much lesser computation complexity compared to ES algorithm and can be applied to a network where a large number of SBSs are deployed. The performance evaluation shows that the proposed method is able to produce a significant reduction in the energy consumption compared to AAO as well as a decrease in the CO$_2$ emission level of the network with less complexity. A benchmark cell switching scheme using MLC was also developed which though is more computationally efficient than the proposed method, produces a very sub-optimal result compared to THESIS. Overall, the THESIS approach is more suitable for application in UDHNs because of its combined performance efficiency. In future, we intend to address the problem of insufficient readio resources for traffic offloading at the MBSs by replacing them with unmanned aerial vehicle based BSs (UAV-BSs) in order to investigate the effect of increased radio resources for traffic offloading and flexibility of BS deployment on the energy consumption of the network.
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