Colour, Texture, and Shape Features based Object Recognition Using Distance Measures
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Abstract: Object recognition is the recognizing process of objects into semantically expressive classes using its visual insides. Classification of objects becomes complex and challenging task because of its size, poor image quality, occlusion, scaling, geometric distortion, lightening, etc. In this paper, global descriptors that means Color, Texture, and Shape features are used to recognize object. Color histogram is used to obtain the color content, texture content is obtained using Gabor wavelet, and shape content is extracted using Hough transform. These low level or global features are used for creating feature vector. Distance measure is used to find the 1-Nearest Neighbor from the training images i.e. object with minimum distance or maximum similarity with visual contents of the query image. The class of that training image is the predicted label of the query image. We have used twelve different distance measures: some are metrics, some are non-metrics and finally, their recognition accuracy is compared. Ensemble of these distance measures is also used for object recognition in the image. We evaluate this method on a publicly available object-recognition dataset: Columbia Object Image Library (COIL-100) dataset. The experiments show that the recognized results outperform many state-of-the-art methods.

Index Terms: Color Histogram, Gabor Wavelet, Hough Transform, Nearest Neighbor, Ensemble of Distance Measures.

1. Introduction

Object detection and classification from digital image or video is a never-ending development area which has wide-ranging applications to each user and saves time in various fields such as computer vision. A recognition technique is used for organization or disunion of various types of objects separately into the classes. There are some problems in the process of detecting target object which is hidden in most of the times because of other object presence [2]. It is crucial to detect and recognize object especially when object in images has standpoint, brightness, positioning, scale variations and obscured by other objects. Moreover, object recognition becomes a complex process when the object in image is infected by noise and gets defected or distorted [18]. For man-made object detection, it is difficult to segment the object from the background [17]. Moreover, some multi-object tracking applications, such as Digilog book, deal with many objects of different classes [21]. Humans can distinguish a mass of objects in images with petite effort, despite the fact of above described crucial situations. But in general, this is still a challenge for machine based systems [22]. The objects of image can be predicted accurately based on their visual geographies such as color, shape, and textures because the object can be of any texture, color, shape or size. The objective of this research is to recognize image object using these features with high accuracy and low complexity and also to provide a comparative scenario among most used distance measures (as well as their ensemble) of finding nearest neighbors.

Many different researches on object recognition and its applications have been developed over past decades and are still undertaking plenty of research. In paper [1], authors propose an object detection and recognition model from videos. To classify the detected objects, they incorporate scale-invariant feature transform (SIFT) along with Tensor features using Deep Neural Network (DNN). Paper [2] discusses about the method of detecting mangoes from mango tree. To eradicate the dissimilar color or object in the image, they use color processing as key filtering, and use the edge detection and Circular Hough Transform (CHT) for shape revealing. The method determines the mango candidates and by collecting the maximum voting, they find the circular pattern with the given radius within a candidate image to automatically detect the target mango object and also count the total number of mangoes in it. For object detection problem, paper [3] introduces Context-Sensitive Decision Forests. To construct the trees, in combination with a priority
Based way they present an innovative split criterion. This technique permits more precise regression mode selection and therefore the method mends the current context information. They demonstrate improved results in comparison to up-to-date methods for detecting pedestrian. In paper [4], authors compare five tree-based machine learning techniques based on random sub-windows framework: one Classification and Regression Tree (CART) based single-tree and four ensemble methods: Bagging, Boosting, CART based Random Forests, and Extra-Trees. They assess their system on three datasets where one dataset encompasses domestic objects in a precise environment (COIL-100) which reveals significant viewpoint variations, one dataset holds object classes in a precise environment (ETH-80) which reveals higher intra-class unevenness, and other dataset encompasses buildings in city scenes (ZuBuD) which comprises images with brightness, standpoint, scale and positioning variations as well as partial obstructions and messy backgrounds. They found decent outcomes when ensembles of decision trees are used, specifically when using Extra-Trees or Tree Boosting. The method of [5] is blend of two methods: Support Vector Machine (SVM) and K-Nearest Neighbor (KNN), where KNN is used to find nearby neighbors of the query object from all training image objects. Then they train a local SVM and used the trained model to recognize the query image object. For feature vector formation, Hu’s translation, rotation and scaling invariant moments are figured to represent the image. They show their experimental results for COIL-100 database. Method [6] presents a classification system that can handle large known objects database with real-time performance using decision tree. Their method achieves 89 percent recognition rate for an image database of over 100,000 images which contains highly similar objects. Paper [7] presents a Boosting based generic object recognition framework which improves both the classification result and classifier stability. They also present a new segmentation technique. They obtained up to 87% classification results.

There are many research found but their direct results cannot be universal, though every approach has decent results within its own restricted situations. Henceforth there is effort to be done in blend of object detection technology in order to boost its performance. Again, one of the most significant challenges in object recognition is complexity of algorithm to make the system work in real time and for large dataset [19, 20]. Most of the exiting works fail in standard of both high accuracy and low complexity at a time. In this paper, these cases are properly considered and solved to some extents. Moreover, we have outlined a comparative scenario among most used distance measures (as well as their ensemble) for object detection case. For this, first the images are resized and converted to gray scale image. To classify the object in image, level or global features that means Color, Texture, and Shape features are used here. Hough transform, Gabor wavelet, and Color histogram are used to extract shape, texture, and colour features correspondingly. After Feature extraction, a vector of the features is formed for each image. To find the closest neighbor of the query image from the training images, distance measure is used. The class of that closest neighbor is considered as the class of the query image. To find the distance, we have used twelve different distance measures: Minkowski, City block or $L_1$, Euclidean or $L_2$, Chebyshev or $L_{\text{max}}$, Relative City block, Normalized $L_2$, Cosine, Correlation, Relative deviation, Spearman, Canberra, and Standardized $L_2$. Ensemble of these distance measures is also used. The recognition accuracies of the distance measures as well as their ensembles are compared. We assess the proposed system on COIL-100 object-recognition dataset.

The rest of this paper is structured as follows. Detail materials and methods are clarified in Section 2. Experimental results are outlined in section 3 and the conclusion is sketched in section 4.

2. Materials and Methods

The research comprises two major phases: training phase and testing phase. The holdout method is used for training and testing. Both phases contain some common steps such as image acquisition, preprocessing, feature extraction, and features vector creation. Rotation, Scaling, and Translation (RST) invariant features are used here in this method. Color histogram which is used here to extract color feature, concentrates merely on the quantity of the number of unlike sorts of colors, irrespective of the spatial locality of the colors [9]. Gabor wavelet which is used here to extract texture feature, lessens the ambiguity in information in both time and frequency domain [23]. Hough transform which is used here to extract shape feature, find deficient object instances by an elective process within a certain class of shapes [24]. RST invariant features help us to detect and recognize object when object in images has standpoint, orientation, positioning, and scale variations. The feature vectors are used to recognize the object by calculating the distance value between feature vector of each of the training image objects and query image object. The class of the training image object of minimum distance with query image object is considered as the predicted class label of the query image object. Algorithm 1 and algorithm 2 show the steps of the training and test phases respectively.

Algorithm 1 Algorithm of proposed training phase
Step 1: Load the input color image from the training dataset
Step 2: Convert the RGB image to grayscale image
Step 3: Resize the grayscale converted image to form, all same size images
Step 4: Find the colour features of the image using colour histogram
Step 5: Find the texture feature of the same image using Gabor wavelets
Step 6: Find the shape feature of the same image using Hough transform
Step 7: Combine the results of Step 4 to Step 6 to create final feature vectors
Step 8: Do the step 1 to 7 for all images in the dataset and store it in database.
Algorithm 2 Algorithm of proposed test phase
Step 1: Load the input color query image
Step 2: Convert the RGB image to grayscale image
Step 3: Resize the grayscale converted image as training images
Step 4: Find the colour features of the image using colour histogram
Step 5: Find the texture feature of the same image using Gabor wavelets
Step 6: Find the shape feature of the same image using Hough transform
Step 7: Combine the results of Step 4 to Step 6 to create query feature vector
Step 8: Calculate distance of query image vector from each feature vectors of training images (stored in database)
Step 9: Select the nearest neighbour and output this object type as the query image object type

Fig.1 illustrates the proposed method architecture and the architecture is discussed in details below.

2.1. Image acquisition and preprocessing

All images are resized to form same size images. Then the true colour images (image with an RGB colour map) are converted to the grayscale intensity images. We convert RGB to grayscale by removing the hue and saturation information while remembering the luminance. We transfigure RGB image to gray scale image because RGB is a device-dependent color model, even it differs in the same device over time [8]. Furthermore, gray scale image is one dimensional (whereas RGB image is 3 dimensional), so it reduces the computational complexity in feature extraction procedure. Conversion of RGB values to grayscale values, I are performed by forming a weighted sum of the R, G, and B channels using (1) [16].

\[ I = 0.2989 * R + 0.5870 * G + 0.1140 * B \]  

(1)

2.2. Feature extraction

Objects are barely recognized by a machine unless it is trained to. The solution of training is to extract some information from object to detect and recognize it with the help of a resource having knowledge about that [20]. To extract information from the image, feature extraction is used. Features are extracted here using Color histogram, Gabor wavelet transform, and Hough transform of the converted grayscale image. A color histogram is a representation of the distribution of colors in an image [9]. The number of bins in the histogram of gray image is 256. Each bin in the color histogram represents the frequency or number of pixels of corresponding color. These frequencies of colors are used as color histogram features i.e. we get total 256 color features.

Gabor wavelet diminishes the product of its standard deviations i.e. it minimizes the uncertainty in information carried by this wavelet both in the time and frequency domain. But the limitation is that this wavelet is non-orthogonal, so it is problematic for proficient decomposition into the origin [10][11]. We calculate Gabor features of the grayscale image using (2), which is Gaussian restrained by a complex exponential [12].

\[ f(x) = e^{-|x-\mu|^2/\sigma^2} e^{-i\phi(x-\mu)} \]  

(2)
Here, $x_0$ represents the distance from the center, the rate of the exponential drop-off is controlled by $a$ and the rate of modulation is controlled by $k_0$. For each scale and orientation, we calculate mean-squared energy and mean amplitude. To do this, we calculate the median-squared energy. Median is calculated over orientations which means for a particular scale, orientation is varied to take the median [13] and from this, we estimate the mean. Instead of normal addition, our measure of phase symmetry is average through all scales and orientations. Thus, we get total 30 Gabor wavelet texture features for each image.

To extract shape features, first we detect edges using the canny method which finds edges by beholding for local maxima of the gradient of image (in our case, grayscale image). We use two thresholds to detect strong and weak edges, even those weak edges in the output if they are connected to strong edges. Because of using two thresholds, this method is less noise sensitive than other methods and can detect more true weak edges [14].

Then, we detect lines using Standard Hough Transform (SHT), $H$, of the binary image (extracted canny edge). Standard Hough Transform is a parameter space matrix whose rows and columns correspond to $\rho$ (the distance from the origin to the line along a vector perpendicular to the line) and $\theta$ (the angle in degrees between the x-axis and this vector) values respectively [15]. After that, we calculate one mean value, one standard deviation value, and one skewness values of the elements in $H$. Thus we get total 3 Hough transform based shape features.

2.3. Feature vector creation and storing in database

A feature vector is created using the extracted 289 features (256 color features, 30 texture features, and 3 shape features) for each image. Then the feature vectors are warehoused in the store.

2.4. Object classification using distance measures

To make recognition result very apposite, classification analyses the extracted features. In testing phase, the features of the query image are mined and vector of these features is created using the same steps as described before. To classify the object in query image, we use the nearest neighbor. To do this, one of the distance measures is used to find the distances between the query image feature vector and feature vectors of each of the training images (which are warehoused in database). The class of image in the database which has maximum similarity (i.e. nearest neighbor) is considered as the class of the object of the query image. The distance measures used here for finding similarity are: Minkowski, City block or $L_1$, Euclidean or $L_2$, Chebyshev or $L_\text{max}$, Relative City block, Normalized $L_2$, Cosine, Correlation, Relative deviation, Spearman, Canberra, and Standardized $L_2$. Moreover, the ensemble of the mentioned distance measures is also used. Here in ensemble, each distance measure predicts the class of the query object and the final class is selected based on majority.

3. Experimental Results

We implement our methods in MATLAB R2016b platform. At the beginning, we start to get a dataset of images. A number of crowdsourcing datasets are available for research. To evaluate our method, we have used COIL-100 dataset.

3.1. Dataset Description

The COIL-100 dataset comprises household objects in a defined environment which exposes significant viewpoint differences. The dataset contains total 7200 images of 100 different types of objects. That means, for each type of object there are 72 images of different degrees of object (0 degree to 355 degree, each 5 degree apart). For testing, we have used images of 90 and 180 degree rotated objects. Images of object of other degrees are used for training i.e. from each object type we have used 2 images for testing and 70 images for training. So finally, the training set contains 7000 images and the test set contains 200 images. Fig. 2 shows sample training images of an object in various angles and fig. 3 shows some query images.

![Fig. 2. A sample training image object in various angles](image-url)
3.2. Experiment

First, all images are resized to $400 \times 300$. When extracting histogram based features, the input is the gray scale converted images and the output we get is 256 color features. Fig. 4(a) and 4(b) show a sample RGB image of the dataset and its gray level converted image respectively, 256 bins in the histogram of this image are shown by $x$-axis in fig. 4(c) and $y$-axis shows the number of pixels of the corresponding bin.

When extracting Gabor wavelet features, the input is the gray scale converted images and the output we get is thirty texture features. To get this, we use default number of wavelet scales = 5, Number of filter orientations = 6, Wavelength of smallest scale filter = 3, Scaling factor between successive filters = 2.1, Ratio of the standard deviation of the Gaussian to the filter centre frequency = 0.55, Ratio of angular interval between filter orientations and the standard deviation of the angular Gaussian function = 1.2, No of standard deviations of the noise energy beyond the mean = 2. Moreover, we use polarity = 0, i.e. we look for both black and white spots of symmetry. We extract the Gabor wavelet based texture feature from time domain of the image. Fig. 5 shows the 30 Gabor wavelet features for sample image in fig. 4(b).
When extracting Hough features, the input is the gray scale converted images and the output we get is, three shape features. To get this, we first extract the canny edge of the grayscale images and for this, the high threshold value is chosen randomly and 0.4 multiplied high threshold value is used for the low threshold. Fig. 6(a) shows the binary canny edge image of sample image 4(a) of our dataset. To detect lines using SHT from Binary canny edge image, we use 0.5 spacing of Hough transform bins along the rho axis and we use theta value within the range [-90, 0.5, 89] for the corresponding column of the Hough transformed image. Fig. 6(b) shows a portion (67%) of Hough Transformed image of fig. 6(a). Then, we calculate the first three moments from Hough transformed matrix. As an example, we get mean = 3.7291, standard deviation = 6.3938, and Skewness = 1.7557 from fig. 6(b) for sample image of 4(a).

![Fig. 6. (a) Canny edge of object of image in fig. 4(b) (b) 67% Portion of Standard Hough Transform of Binary Canny edge image of (a)](image)

### 3.3. Evaluation

Among 200 query image objects, 157 query objects are correctly recognized by all of the distance measures used in this method and their ensemble. Among other 43 query objects, some distance measures (and/or ensemble of all 12 distance measures) recognize them correctly shown by blank space and some distance measures (and/or their ensemble) recognized them incorrectly shown by red color in fig. 7. That means fig. 7 shows the screenshot of error portion of our output (matrix of those 43 objects), where object number in black color shows the original object. In the following figure, object name such as obj51_275 indicates 275 degree angled 51 number object of the dataset.
Fig. 7. Error output Matrix

The 2\textsuperscript{nd} column of table 1 shows this total number of incorrectly predicted objects by various distance measures and their ensemble and the accuracy of object classification using 12 different distance measures and their ensemble for COIL-100 dataset is shown in 3\textsuperscript{rd} column of the table below (Final row of the table shows the result for ensemble of 12 mentioned distance measures).

Table 1. Result for 200 query image objects of COIL-100 dataset

| Distance            | Incorrectly Predicted | Accuracy |
|--------------------|-----------------------|----------|
| Minkowski          | 20                    | 93.50%   |
| City block         | 13                    | 90%      |
| Chebyshev          | 21                    | 89.50%   |
| Relative City block| 0                     | 100%     |
| Normalized L2      | 20                    | 90%      |
| Cosine             | 26                    | 87%      |
| Correlation        | 26                    | 87%      |
| Relative Deviation | 19                    | 90.50%   |
| Spearman           | 5                     | 97.50%   |
| Canberra           | 25                    | 87.50%   |
| Standardized L2    | 6                     | 97%      |
| Ensemble of 12 distances | 16            | 92%      |

Fig. 8 and fig. 9 show the comparative miss-prediction and performance respectively, for 12 distance measures (used in this method) and their ensemble.

![Fig. 8. Miss-prediction comparison among distance measures and their ensemble](image)
Experimental results show that for finding appropriate nearest neighbor, cosine and correlation measures are less effective than other measures used here which show the worst accuracy (87 percent for both measures), whereas the Relative city block is the robust distance measure here for object classification because it calculates the absolute distance differences. Besides Relative city block, Spearman and standardized Euclidean measures also show good competitive results. The ensemble of the distance measures shows 92 percent accuracy, thus ensemble of distance measures is not a better choice in this case.

4. Conclusion

In this research, three global features: color, texture, and shape features are used to recognize unknown object in image. To extract these features (color, surface structure, and contour), color histogram, Gabor wavelet, and Hough transform are used respectively. These global features are used for feature vector creation of each image. For recognition, nearest neighbor is used i.e. object with shortest distance or maximum similarity of the training image is recognized as the query image object. Twelve different distance measures are used here and ensemble of these twelve distance measures is also used for object recognition in the image. The research is evaluated on a publicly available object-recognition dataset. The stated results ratify that the recognition accuracy using relative city block outperforms many up-to-date methods. There are various existing methods that only represent the high accuracy or low complexity, but don’t focus on both high accuracy and low complexity at a time. So these researches are not suitable to face the challenges of large dataset. One of the major contributions of this paper is that this work advances the field from the present state of knowledge in terms of high accuracy with low complexity because the distance measure is mathematically sound and also easy to implement. Again, so far we know, no related work exists that shows comparative analysis among all most used distance measures and their ensemble for object classification.
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