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Abstract

This article addresses extraction of physically meaningful information from STEM EELS and EDX spectrum-images using methods of Multivariate Statistical Analysis. The problem is interpreted in terms of data distribution in a multi-dimensional factor space, which allows for a straightforward and intuitively clear comparison of various approaches. A new computationally efficient and robust method for finding physically meaningful endmembers in spectrum-image datasets is presented. The method combines the geometrical approach of Vertex Component Analysis with the statistical approach of Bayesian inference. The algorithm is described in detail at an example of EELS spectrum-imaging of a multi-compound CMOS transistor.
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1. Introduction

Scanning Transmission Electron Microscopy (STEM) in combination with Electron Energy-Loss Spectroscopy (EELS) or X-rays Energy-Dispersive Spectroscopy (EDX) allows for spectrum-imaging, i.e., high-spatial-resolution STEM imaging, where each pixel is equipped with a spectrum. Modern STEM instruments now routinely deliver large spectrum-images consisting of tens of thousands of pixels and thousands of energy channels. This opens the possibility to apply the methods of Multivariate Statistical Analysis (MSA)
for improving the quality and usability of results. MSA is looking for statistical correlations in datasets in order to represent data in the more compact, less noisy and better interpretable form.

The MSA family includes a number of techniques based on a multitude of approaches and underlying algorithms, like Principal Component Analysis (PCA) [1, 2, 3, 4, 5, 6], Independent Component Analysis (ICA) [7, 8, 9], spectral unmixing [10, 11, 12, 13] as well as closely related Multivariate Curve Resolution (MCR) [14, 15, 16], and many others. A common principle of the MSA treatment can be understood when viewing the data distribution in a special space sometimes referred to as a spectral or a factor space [5]. This space typically exhibits a very high dimensionality. For instance, if input spectra are composed of 1000 energy or wave-length channels then the resulting factor space would be a 1000-dimensional space. The key idea of all MSA approaches is the reduction of the factor space dimensionality down to a reasonably small size, which allows to denoise and compress data, or to extract some important variation trends. Still, the number of space dimensions might be noticeably high. Thinking in such a multi-dimensional space is not easy but fortunately some important concepts can be readily picked up from the consideration of particular 2D projections of the data distribution.

For illustrative purposes, we will consider the EELS spectrum-image of the synthetic object introduced in [17]. Fig. 1 represents the continuous data variations among three compounds - pure Al, AlO and MgO. The variations are shown in the projection from the high-dimensional factor space onto the plane formed by the two major principal components found by PCA. This figure is quite instructive to understand the difference in data representation between the various MSA techniques. The red, green and blue points represent the positions of the Al, AlO and MgO compounds in factor space, while the insets of the corresponding colors are their spectral signatures. The purpose of spectral unmixing or MCR methods is to find such points, called endmembers. All data points are then represented as a linear combination of these endmembers.

In contrast, PCA, ICA and Varimax methods operate with the directions in factor space and therefore can be referred to as rotation methods. They attempt to find special directions, which represent most significant data variations. The criteria for significance might be quite different. For example, PCA searches for the maximal variance in data while ICA maximizes the non-Gaussian behaviour in the data distribution. Fig. 1 shows the spectral
Figure 1: Data variations in the synthetic Al-AlO-MgO object shown in the projection onto the plane formed by the major components. The grey-filled insets represent the mean spectrum and its spectral variations along the vectors of the PCA basis (PC 1 and PC 2). The red, green and blue points indicate the positions of the pure Al, AlO and MgO compounds in factor space while the insets of corresponding colors are their spectral signatures. They are not spectra of clear physical meaning but differential spectra with respect to the mean spectrum that is displayed in the lower-left inset\(^1\). Such signatures (grey) of two major PCA directions in the considered example.

\(^1\)In this paper we use a centered variant of the PCA treatment where the mean spectrum is subtracted from the data prior the PCA decomposition. Similar results can be obtained with non-centered PCA although the dimensionality of the resulting factor space will be increased by one.
differential spectra might be positive or negative depending on whether a
given feature is strengthened or weakened when following a certain direc-
tion in factor space. From Fig. 1, one can immediately notice that the
principal components are quite abstract - the data variation can be com-
pactly described using the PCA basis but the vectors composing the basis
are typically not interpretable. The directions of maximal data variations
generally do not coincide with physically meaningful variation trends [17].
The other rotation methods might eventually generate more meaningful di-
rections in factor space. For instance, the combination of PCA and Varimax
rotation might under certain conditions result in physically meaningful output [18, 19, 20]. Still, interpretability of any rotation methods is difficult
as they typically operate with an orthogonal basis while the real variation
trends commonly do not satisfy the orthogonality restriction.

On the contrary, the spectral unmixing problem is formulated as finding
some special points in factor space that probably represent real compounds
existing in a given dataset. The geometrical approaches - N-FINDER [21],
Vertex Component Analysis (VCA) [22], Minimum Volume Simplex Analysis
(MVSA) [23] and many others - consider the problem in terms of identifying
a multi-dimensional simplex that includes all available data points in factor
space. Statistical methods [24, 25, 26] explore spectral unmixing as a sta-
tistical inference problem. Most of these techniques are used in the area of
remote sensing although there are examples of their successful application in
STEM spectrum-imaging [27, 28, 29]. These decomposition algorithms often
put the constraint of positive values on the output endmembers and therefore
can be referred to as non-negative matrix factorization methods [30].

The above consideration suggests that the unmixing approach is prefer-
able as it yields interpretable results with a clear physical meaning. Unfor-
tunately, the unmixing algorithms are usually more complicated than those
utilized in rotation methods like PCA. Therefore, many endmembers tech-
niques (see for instance [18, 19, 25, 28]) use a combination of rotation and
unmixing methods - the dimensionality of a dataset is first reduced by rota-
tion and then relevant endmembers are identified in the reduced space. We
will follow the same route and first reduce the dimensionality of datasets with
PCA. The dimensionality reduction with ICA seems less efficient because of
higher computation costs and a violation of some assumptions on data in-
dependence [31, 32], which makes ICA less successful in materials science in
comparison to, e.g., the area of speech recognition.

The purpose of the present work is to develop a simple, robust and com-
putation efficient method for extracting endmembers from typical STEM EELS and EDX spectrum-images. Although a number of methods were suggested previously (see for example [33, 27, 28]), they often suffer from over-complexity and slow algorithm convergence. In our method we will combine the geometric approach with statistical Bayesian inference. The latter will be used in its simplified form not requiring any costly optimisation like application of stochastic Markov chains as in [25]. The extraction of endmembers will be performed in the factor space preliminary reduced with PCA. We assume that the optimal PCA dimensionality is already determined with, for instance screeplot [34] or anisotropy [35] methods. Furthermore, this paper will be limited to the linear decomposition problem. The influence of non-linearity on the spectra formation will be considered in Discussion (Section 4).

The paper is organized as follows. Section 2 describes an exemplary spectrum-image that is used to explain the workflow in detail. Section 2.1 provides some pre-acquired information about the composition of the object needed for cross-validation of the forthcoming results. Section 3.1 describes the details of the dimensionality reduction with PCA. Sections 3.2 and 3.3 introduce the classical VCA method and its modified multi-run variant. We then suggest to combine this kind of the VCA treatment with the Bayesian inference (Section 3.4.1). The filtration and clustering of the obtained results plays an important role in our algorithm as explained in Section 3.4.2. Section 3.4.3 describes the calculation of endmember spectra and abundances. The results of the treatment are shown and analysed in Section 3.5. The restrictions and applicability of the suggested method are discussed in Section 4.

2. Exemplary EELS spectrum-image

2.1. Object for spectrum-imaging

A modern CMOS transistor was chosen as a model object to test the designed MSA procedure. The transistor consisted of a number of nano-scale layers manufactured in order to optimize the speed, switching potential and leakage current of the device [36]. Fig. 2 shows a High-Angle Annular Dark Field (HAADF) image of the transistor as well as a schematic depiction of its constituting compounds. This picture was deduced from the combination of the different analytical methods - STEM EELS/EDX, Auger spectroscopy and ToF-SIMS. In total, the 11 various compounds were identified, although
some compounds differed in composition only marginally as seen from Table 1.

| Compound notation | Composition (at.%) |
|-------------------|-------------------|
| Si                | 100% Si           |
| SiO-A             | 33% Si - 67% O    |
| SiO-B             | 29% Si - 57% O - 14% N |
| HfO               | 33% Hf - 67% O    |
| TiN-A             | 50% Ti - 50% N    |
| TiN-B             | 50% Ti - 40% N - 10% O |
| TiN-C             | 45% Ti - 45% N - 10% Al |
| TaN               | 50% Ta - 50% N    |
| Al                | 80% Al - 20% Ti   |
| AlO               | 30% Al - 10% Ti - 60% O |
| SiN               | 43% Si - 57% N    |

Table 1: Composition of compounds constituting the investigated CMOS transistor.

2.2. Experimental conditions

The TEM cross section of the CMOS device was prepared by FIB at 30 kV followed by Ga ion milling at 5 kV. The final thickness of the sample was approximately 50 nm. The region of interest was then scanned in the Titan G2 S/TEM microscope operated at 300kV and equipped with a Gatan Quantum energy filter. The probe size was about 0.2 nm with a beam current...
of 120 pA and a dwell time of 30 ms. The scan comprised of 98 × 118 pixels covering an area of 43 × 52 nm and 2048 channels spanning an energy-loss range of 50...2098 eV.

3. Endmembers Algorithm

3.1. Dimensionality reduction with PCA

As mentioned in Section 1, the dimensionality of the data should be first reduced by applying the PCA procedure. A dataset is represented by an \( m \times n \) matrix \( D \), where spectra are placed on the matrix rows and each row corresponds to an individual STEM probe position\(^2\). Accordingly \( m \) is the number of STEM probes and \( n \) is the number of energy channels. PCA decomposes the data as

\[
D = TP^T
\]

(1)

where \( P \) is an \( n \times n \) loading matrix describing principal component spectra and \( T \) is an \( m \times n \) score matrix showing the contribution of components in the dataset.

PCA is an efficient way to reduce the dimensionality of data corrupted by Gaussian noise. The dominant noise in STEM spectrum-imaging is, however, Poissonian; therefore the classical PCA is not directly applicable. Supplementary Material 1 demonstrates a typical issue arising from Poisson noise in EELS spectrum-images. The problem is addressed by rescaling data prior PCA such that the noise variance is equalized across a dataset. One common rescaling strategy is the Anscombe transformation that converts a random variable with a Poisson distribution into one with an approximately Gaussian distribution [37]. Another approach that was widely-used in the last decades for STEM EELS and EDX data is the optimal weighting after Keenan and Kotula [38] prior to PCA. For the considered dataset, they lead to very similar results as demonstrated in Supplementary Material 2. For the sake of consistence with previous publications, this article rescales the data as in [38]:

\[
\tilde{D} = G^{-1/2}DH^{1/2}
\]

(2)

\(^2\)Although STEM probes may be originally arranged in 1D (linescan), 2D (datacube) or in a configuration of higher dimensionality, they can be always recast into a 1D column as the spatial correlation among probes does not play any role in the PCA treatment.
where $\mathbf{H}^{-1/2}$ is an $n \times n$ diagonal matrix with the inverse square root mean spectrum (i.e., averaged over all probe positions) on the diagonal and $\mathbf{G}^{-1/2}$ is an $m \times m$ diagonal matrix with the inverse square root mean image (i.e., averaged over all energy channels) on the diagonal. Accordingly, the weighted dataset is decomposed by PCA into

$$\tilde{\mathbf{D}} = \tilde{T}\tilde{P}^T$$  \hspace{1cm} (3)

where the score and loading matrices $\mathbf{T}$ and $\mathbf{P}$ are replaced for their weighted analogs $\tilde{T}$ and $\tilde{P}$. Optionally, data can be also centered, i.e., the mean spectrum can be subtracted from the dataset after the weighting pre-treatment.

The columns of loading matrix $\tilde{P}$ represent weighted spectra of principal components expressed in the original energy channels. It is important to sort the principal components in the order of their significance. In PCA, the components are ranked according their variance, i.e., the variance of the data along the corresponding column of $\tilde{T}$. At the next step, the dimensionality of the dataset is reduced by truncating the number of principal components as:

$$\tilde{\mathbf{D}} \approx \tilde{T}_k\tilde{P}_k^T$$  \hspace{1cm} (4)

where index $k$ indicates that only the $k$ first columns in $\tilde{T}$ and $\tilde{P}$ are retained while the rest is removed. In other words, energy dimensionality is reduced from $n$ to $k$. The choice of $k$ is a complicated task that was addressed numerous times based on different argumentation. In the present work, we use the screeplot approach [34] cross-validated with the recently invented anisotropy method [35].

Fig. 3 shows the PCA results for the spectrum-image described in Section 2. Both the screeplot and anisotropy methods suggest to retain 7 major principal components ($k = 7$) as representing all relevant variations in the data. This is a dramatic reduction compared to the original dimensionality of 2048 energy channels.

The projections of the data distribution from the 7-dimensional factor space onto selective planes formed by the principal components are very instructive to explain the further MSA treatment. These projections, also referred to as scatter plots, are displayed in Fig. 3 d,e reflecting the complexity of the data variation in the considered dataset. We stress that this gives only a general idea about the geometry of the data variation as its full
3.2. Classical VCA treatment

The next task is to identify special limit points in factor space, so called endmembers, which can completely describe the variations in factor space and represent certain chemical compounds constituting a given dataset.

We will formulate this task not in the original \( n \)-dimensional spectral space but in the PCA-reduced \( k \)-dimensional space. In this space, the data points are cast in the coordinates of \( k \) major principal components and defined by the matrix \( \tilde{T}_k \).
In the absence of noise, the linear mixing model implies that

\[ \tilde{T}_k^T = MA \]  

where \( M \) is a \( k \times r \) matrix consisting of the position of \( r \) endmember points expressed in \( k \) major principal components and \( A \) is an \( r \times m \) matrix containing the contributions of the endmembers in the data points. Note that the data distribution in the left part of (5) are represented by transposed \( \tilde{T}_k \) in order to be consistent with the common conventions used in spectra unmixing, e.g. in [22].

The purpose of the geometrical unmixing methods is to incorporate all available data points inside a certain simplex defined by the set of the endmembers (columns of \( M \)). In particular, VCA attempts to find such endmembers by identifying the data points with the most extreme positions in the \( k \)-dimensional factor space.

Figure 4: Schematic explanation of the classic VCA algorithm for a two-dimensional case. The data points are projected on the random (blue) line and the extremities of the projection are found. Another line (green) perpendicular to the first one is drawn and the procedure is repeated. The resulting extreme points (red) form a polygon, which is supposed to include all available data points.
The basic idea of VCA can be understood from Fig. 4, where a simplified two-dimensional situation is sketched. The factor space might be two-dimensional from the beginning or be reduced to the 2D space by PCA; in the latter case the x and y axes represent the 1st and 2nd principal components. VCA was originally designed for hyperspectral remote surveillance [22], where conical projections were utilized to account for the illumination variability due to the surface topography. In the present paper, we describe VCA in the slightly modified form adapted for application in STEM spectrum-imaging.

VCA starts with generating a line of random orientation in factor space. All data points are projected onto this line and the point with the most extreme projected position is chosen. In the original formulation of VCA [22], only one extreme point is selected. We note, however, that both extremal points located at the opposite ends of the projection line can be utilized as shown in Fig. 4. This strategy is reasonable for cases when the maximal number of extreme points has to be generated within the shortest time.

In the next step, the second line perpendicular to the first one is plotted and the next extremal data points are identified. The procedure is repeated until all dimensions of the probed space are exhausted (2 dimensions for the example in Fig. 4). This results in the set of endmembers, which typically form a simplex that includes all available data points.

3.3. Scattered VCA treatment

As seen from Fig. 4, the incorporation of all data points in the VCA simplex is not guarantied. Depending on the choice of the first (randomly oriented) line, a significant part of the data might remain unattended. Another issue of the classical VCA is the uncertainty in the number of endmembers. The described procedure generates \(k\) or \(2k\) endmembers depending on the treatment of extremal points while the natural choice for the \(k\)-dimensional space would be a simplex with \((k + 1)\) corners.

To address these issues, a repeatable application of VCA was suggested [39]. The procedure sketched in Fig. 4 is repeated a number of times and all the obtained endmembers are then clustered to extract some reasonable mean endmembers. Clustering can be performed using the \(k\)-means or any other method allowing for the control of the final number of endmembers.

Despite of the general fruitfulness of the idea, the approach of [39] shows certain limitations: i) a significant ratio of the generated endmembers is redundant as demonstrated in Supplementary Material 4, which reduces the statistical significance of their clustering; ii) it does not account for the noise.
corrupting the data. The noise might sporadically generate data points situated quite far from the "true", noise-free positions of the endmembers. Although such points are rare, they will be most probably identified as endmembers due to their extreme positions. Thus, the results are expected to be strongly influenced by the noise level in a given dataset. The algorithm is also not robust against outliers caused by artefacts, e.g., X-ray spikes.

3.4. Scattered VCA treatment combined with Bayesian refinement

We therefore introduce another method accounting for the noisy nature of STEM spectrum-images. As explained previously, the weighting pre-treatment effectively converts Poissonian noise into Gaussian noise. The truncated PCA treatment removes most of noise from a dataset, still some fraction of the Gaussian noise remains in the PCA-reduced factor space. In the presence of Gaussian noise, equation (5) becomes

$$\tilde{T}_k^T = MA + \Omega$$

where $\Omega$ is a $k \times m$ matrix consisting of $m$ digitized realisations of the $k$-variate Gaussian distribution $\mathcal{N}(MA, \sigma)$. $MA$ represents hypothetical noise-free points in the dataset distribution and $\sigma$ is the noise standard deviation, which is expected to be same along all $k$ dimensions.

The problem of accurately estimating the noise standard deviation $\sigma$ in PCA-reduced datasets has been addressed several times in connection with the truncation of the principal components (see for instance [40]). For the purpose of the present paper, $\sigma$ needs not to be determined very precisely, thus even the simplest method based on the estimation of the residual data matrix [41] is sufficient.

3.4.1. Bayesian refinement of endmembers in the VCA routine

As in the classical VCA, we start with generating a line of random orientation in $k$-dimensional factor space. The projections of all data points onto that line fall within a certain range between the minimal and maximal values. We can build a histogram of the projected points as shown in Fig.5a. Suppose that the histogram is composed of $l$ channels. The naive VCA treatment implies choosing the minimal and maximal channels that still consist of non-zero counts as the output extremities. It is known, however, that the "true", noise-free data distribution along the projection line is smeared out
Figure 5: (a) Exemplary histogram of the data points projected on the random line and (b) extraction of the endmembers channels by Bayesian inference. The nominal "min" and "max" channels are refined to the true ones using the prior (green) and likelihood (red) distributions. The alternative priors described in Appendix E are also shown.

by the Gaussian distribution\(^3\) due to noise. Therefore the observable counts \(X(i)\) at histogram channels \(i = 1, ..., l\) should approach the convolution of true counts \(Y(i)\) with a sampled Gaussian kernel \(S(j)\):

\(^3\)It can be be shown that the multivariate Gaussian distribution converts into the one-dimensional one with the same \(\sigma\) parameter after the projection.
where \( S(j) = 1/\sqrt{2\pi\sigma^*} \exp(-j^2/2\sigma^*^2) \) with \( \sigma^* \) being the noise standard variation expressed in the number of channels needed to capture the \( \sigma \) interval.

As the Gaussian kernel \( S(j) \) decays quickly with \( |j| \), the summation limits in (7) can be set to \( \pm d \) where \( d \) is around \( 3\sigma^* \).

The task is now to determine at which histogram channels the "true" (not smeared out by noise) extremities are most probably located. We will evaluate that using Bayesian inference.

Consider for brevity only the left part of the histogram in Fig. 5a. We introduce a random variable \( C \) pointing to the position of the "true" extremity and evaluate the probability that the extremity is situated at a given channel \( c \), or in other words, that \( C = c \). As a Bayesian prior, the equal probability distribution can be used:

\[
P[C = c] = \frac{1}{l} \tag{8}
\]

where \( l \) is, as before, the number of channels in the histogram.

The next step of the Bayesian inference is the calculation of the likelihood for a given hypothesis. Formula (7) suggests that if channel \( c \) is indeed the left edge of the true noise-free data scattering, then all channels to the left from \( c \) should be populated by the counts closely resembling the tail of Gaussian kernel \( S(j) \). Note that we consider only the left tail of Gaussian kernel \( S(j) \) centered at \( c \). The right tail is strongly affected by the unknown noise-free distribution \( Y(j) \) and cannot be used in the analysis. Our approximation implies also that \( Y(j) \) at the right side from \( c \) does not change significantly the histogram shape at the left side from \( c \). Appendix C shows that this assumption is approximately fulfilled provided that \( Y(j) \) varies smoothly.

The possible deviations of the observable counts \( X(i) \) from the kernel \( S(j) \) shape due to random noise variation can be evaluated by the standard likelihood estimation. As above, we truncate \( S(j) \) in the limits \( \pm d \), thus only the range \( [c - d, c] \) is considered. Then the likelihood of the hypothesis that \( C = c \) is

\[
P(X_{c-d}, \ldots, X_c|C = c) = \prod_{i=c-d}^{c} \frac{1}{\sqrt{2\pi V}} \exp \left( -\frac{(X(i) - \alpha(c)S(c-i))^2}{2V} \right) \tag{9}
\]
where $V$ is the variance of $C$ and $\alpha(c)$ is the unknown value of "true", noise-free count at channel $c$. In the present work, we estimate $\alpha(c)$ by equating the sum of $X(i)$ and $\alpha(c)S(c - i)$ in the $[c - d, c]$ range. This intuitively clear assumption maximizes the likelihood $P$ as proven in Appendix D.

Random variations due to the finite number of counts must follow the Poisson statistics with the variance equalling the noise-free value ($V = \alpha(c)S(c - i)$). Therefore, formula (9) can be rewritten as

$$P(X_{c-d}, ... X_c | C = c) = \prod_{i=c-d}^{c} \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{\alpha(c)S(c - i)}} \exp \left( -\frac{(X(i) - \alpha(c)S(c - i))^2}{2\alpha(c)S(c - i)} \right)$$

(10)

According to Bayes theorem, the posterior probability that $C = c$ is finally calculated as the prior times the likelihood divided by the sum of the likelihoods for all considered hypothesis:

$$P(C = c | X_{c-d}, ... X_c) = \frac{P(X_{c-d}, ... X_c | C = c)}{\sum_{i=1}^{l} P(X_{c-d}, ... X_c | C = i)} P[C = c]$$

(11)

The resulting probability distribution allows to evaluate not only the position of the "true" extremity but also its confidence range. The present version of our code, however, does not use this information but simply determines the most probable $c$ providing the maximum of $P$. The statistical significance of each obtained endmember position will be later implicitly taken into account during the clustering stage in Section 3.4.2

The described procedure determines a certain histogram channel, not the position of the potential endmember. The required endmember is then found by averaging the positions of all data points falling into the target channel. As seen from Fig. 5a, this typically involves averaging of at least 10 data points.

We found that the procedure delivers a quite realistic set of potential endmembers although, in few cases, the generated endmembers appear to be located deeply inside the region of the data distribution, not at its ends. This can happen if the shape of the histogram somewhere in its middle part eventually mimics the shape of a Gaussian kernel. To suppress such outliers, we explored alternative to (8) priors. These alternative priors are described in Appendix E and shown in Fig. 5b.
Figure 6: Clustering of the obtained potential endmembers (green spots) by the mean-shift method. The endmembers are shown in 2D projections on planes formed by (a) the 1st and 2nd, and (b) 2nd and 3rd principal components. (c) shows the histogram of the mutual distances among the obtained endmembers, which allows to determine the average distance among the endmembers within a cluster. The blue and red spots show the output of the mean-shift method, i.e., the positions of the maximal density of the potential endmember distribution. According to their ratings (Table 2), part of these positions (red) are retained as a final endmember set while the remainders (blue) are neglected. The retained positions are indexed as listed in Table 2.
3.4.2. Clustering of scattered endmembers

As in the classical VCA, there is still an uncertainty related to the random choice of the initial line in factor space. We solve this problem by repeating several times the VCA procedure as suggested in [39]. In the considered example we ran the VCA procedure 40 times, which yielded $40 \times 7(\text{dimensions}) \times 2(\text{extrema}) = 560$ potential endmembers. Fig. 6a,b shows the positions of these endmembers (green points) as seen in the different 2D projections (keep in mind that the total number of dimensions is 7). Notably, most of the endmembers tend to be clustered around certain positions. The next step of the processing is the determination of these positions by an appropriated clustering technique [42].

One option is the k-means clustering method employed in [39]. This method, however, requires the number of endmembers to be pre-defined for a given dataset and is also sensitive to the heavy outliers. As an alternative, we have employed a mean-shift clustering algorithm [43], which is searching for the most dense areas in the distribution of the obtained potential endmembers.

The algorithm starts with evaluation of the average distance among the available potential endmembers (Fig. 6c). There are several peaks in the histogram of mutual distances indicating that several distinct clustering centers exist in the considered space. The most left peak (zoomed in Fig. 6c) reflects the distribution of the potential endmembers around a nearest clustering center and the positions of its maximum characterizes the average distance among the endmembers within the clusters.

We outline a hyper sphere around each potential endmember with the radius corresponding the position of the first maximum in the histogram of the mutual distances (red arrow in Fig. 6c). Overlapping spheres are eliminated by comparing the number of neighbouring endmembers included in each sphere, what will be called \textit{rating}. The endmembers with lower ratings are removed while the “winning” endmembers gain the ratings of all eliminated competitors.

Then, the mean position of the endmembers within each remaining sphere is calculated and the sphere center is shifted to that position. In this way, only spheres in areas with a high endmembers density are retained and their centers shift towards the place of maximal density. The algorithm typically converges after two or three iterations.

In the considered example, the described procedure eliminates most of the
original potential 560 endmembers and retains only 17 indicated by the red and blue points in Fig. 6a,b. Their accumulated ratings vary dramatically as seen from Table 2. It is evident that half of these endmembers represent just few outlier events. Seven endmembers, depicted as numbered red points in Fig. 6a,b, show a clear statistical significance. The other endmembers (blue in Fig. 6a,b) are neglected. Endmember 8 is a questionable case as it might be considered as relevant according the rating criterion. Inclusion or exclusion of member 8 from the set of relevant endmembers will be discussed in Section 4.3.

3.4.3. Calculation of endmember spectra and abundances

In Section 3.4.2, the endmembers were determined according to their positions in the PCA reduced \( k \)-dimensional space, which defines matrix \( M \) introduced in (5). Equation (4) can be then represented as:

| endmember | rating | associated compound |
|-----------|--------|---------------------|
| 1         | 28752  | Si                  |
| 2         | 6952   | TiN                 |
| 3         | 859    | SiO                 |
| 4         | 810    | TaN /HfO            |
| 5         | 766    | AlTiO               |
| 6         | 75     | AlTi                |
| 7         | 69     | SiN                 |
| 8         | 22     | ?                   |
| 9         | 6      | ?                   |
| 10        | 4      | ?                   |
| 11        | 2      | ?                   |
| 12        | 2      | ?                   |
| 13        | 2      | ?                   |
| 14        | 2      | ?                   |
| 15        | 2      | ?                   |
| 16        | 2      | ?                   |
| 17        | 2      | ?                   |

Table 2: The ratings of the endmembers obtained by the procedure described in section 3.4.2. The last column shows the possible identification of the endmembers with the real compounds present in the device.
\[ \tilde{D} \approx A^T M^T \tilde{P}_k^T \]  

(12)

Formula (12) ignores the noise term $\Omega$ introduced in (6). Thus, our approach accounts for $\Omega$ in finding $M$ but neglects noise in evaluating $A$. We define now a weighted abundance matrix $\tilde{C} = A^T$ and a weighted endmember matrix $\tilde{E} = \tilde{P}_k M$. Then, (12) becomes

\[ \tilde{D} \approx \tilde{C} \tilde{E}^T \]  

(13)

To calculate $\tilde{C}$, we rewrite (13) as $m$ systems of $n$ linear equations.

\[ \tilde{E} \tilde{C}^T = \tilde{D}^T \]  

(14)

and search for the contribution of $r$ endmembers in each of $m$ pixels. As $r \ll n$, these systems are over-determined and can only be solved in the least square sense. However the solution might be unstable. To stabilise the solution we used Tichonov regularization [44]:

\[ \tilde{C}^T = (\tilde{E}^T \tilde{E} + \lambda I)^{-1} \tilde{E}^T \tilde{D}^T \]  

(15)

where $I$ is a $r \times r$ unity matrix and $\lambda$ is a regularization parameter, which should be much less than the typical values in $\tilde{D}$. In the present work, it was taken equal to $10^{-5}$ of the $\tilde{D}$ mean value.

Formula (14) represents unmixing in the weighted factor space while spectra in the original spectral space are finally needed. This requires rescaling the data back to the original scale, opposite to what was performed in (2):

\[ D = G^{1/2} \tilde{D} H^{1/2} \]  

(16)

where $H^{1/2}$ is an $n \times n$ diagonal matrix with the square root mean spectrum (spectra averaged over all probe positions) on the diagonal and $G^{1/2}$ is an $m \times m$ diagonal matrix with the square root mean image (image averaged over all energy channels) on the diagonal.

Our task is the representation of data matrix $D$ as

\[ D \approx CE^T \]  

(17)

where $E$ is a $n \times r$ endmember matrix representing the $r$ endmember spectra and and $C$ is a $m \times r$ abundance matrix containing the contributions of the endmembers into the dataset. Formula (17) is analogous to (1) although
endmembers $\mathbf{E}$ and their abundances $\mathbf{C}$ are supposed to have a clear physical meaning in contrast to the PCA results.

Therefore, we define endmember matrix $\mathbf{E}$ as

$$\mathbf{E} = g \mathbf{H}^{1/2} \tilde{\mathbf{E}}$$  \hspace{1cm} (18)

where $g$ is the mean value of the diagonal of matrix $\mathbf{G}^{1/2}$. With this definition, the endmember spectra are scaled closely to the original average spectra intensity in the sample. From (13) and (16), abundance matrix $\mathbf{C}$ is then defined as

$$\mathbf{C} = \frac{1}{g} \mathbf{G}^{1/2} \tilde{\mathbf{C}}$$  \hspace{1cm} (19)

The sum-to-one condition is often required for abundance matrix $\mathbf{C}$, which means that the sum of abundances at each given pixel should be 1. This can be in principle achieved in weighted abundance matrix $\tilde{\mathbf{C}}$ by augmenting $\tilde{\mathbf{E}}$ and $\tilde{\mathbf{D}}^T$ in (14) with an additional row composed of unities. However, unweighted abundance matrix $\mathbf{C}$ would then show the variable sum of abundances, e.g. higher in the thicker places of the sample and lower in the thinner ones. If the sum-to-one condition is needed, a simpler solution is to replace $\mathbf{C}$ for $\mathbf{C}^*$ where each row is normalized such that it sums up exactly to 1. Note that although $\mathbf{C}^*$ represents adequately the distribution of endmembers across the sample, it cannot be used for the data reconstruction from (17).

3.5. Results for exemplary EELS spectrum-image

Fig. 7a shows the spectra of the 7 endmembers extracted in the considered example. The spectra are displayed in the lower and higher energy regions. The appearance of the characteristic EELS ionisation edges for N, Ti, Al and Si allows to identify the endmembers as the compounds listed in Table 2. They fit generally the expected compound list in Table 1, which demonstrates phenomenologically the validity of the above endmembers algorithm. Note that the characteristic EELS features in the high energy domain are quite weak. That happened because the microscope crossover was not optimised for high-energy EELS [45], therefore such features tended to be lost during the standard EELS processing. Nevertheless they appear quite clearly after the described PCA dimensionality reduction followed by the endmembers extraction.
Figure 7: Endmembers analysis of the STEM EELS spectrum-image of the CMOS transistor. (a) shows the spectra of the endmembers in the lower (left) and higher (right) energy regions. (b) are the abundances of the extracted endmembers. For comparison purpose, the map of the EELS inelastic signal integrated over the whole available energy range is shown in the right-lower corner. This map roughly correlates with the density of material.
The abundances of the extracted endmembers are shown in Fig. 7b in comparison with the map of the total inelastically scattered signal (right-lower corner), which roughly reflects the variation of material density over the considered CMOS device. The abundances of the endmembers fit well the expected distribution of the compounds sketched in Fig. 2b with one exception. The expected compounds TaN and HfO are not resolved and appear as a single component (endmember 4). This is because Hf and Ta show weak and overlapping EELS edges at high energies (1793 eV for Ta and 1716 eV for Hf [46]). The spectrum of endmember 4 (black curve in Fig. 7a, right) indeed demonstrates a smooth increase of the intensity in this region although the individual edges are not separated. This, however, does not mean that they cannot be resolved in principle. The investigation of the same device at higher resolution and more dense sampling allows to discriminate successfully the TaN and HfO compounds [36].

4. Discussion

4.1. Applicability of linear-mixing model

The treatment described in Section 3.4 relies on a linear mixing model. In reality, some deviations from linearity might be introduced either by various physical and instrumental effects or by manipulations occurring in the course of processing. The CMOS device described in Section 2 offers a good possibility to examine the applicability of the linear-mixing model for EELS spectrum-images. Although it consists of a number of different compounds, the composition variations are mostly characterized by mixtures of two given compounds while mixtures of three or more compounds are less common. This originates from the CMOS manufacturing process, which involves subsequent deposition of various non-planar layers on top of each other. Therefore, the variation trends resemble mostly lines, not planes or objects of higher dimension, connecting certain points in factor space. Inspecting the shape of these lines (i.e., whether they are straight or not) allows to roughly assess the linearity of mixing. The straightness of lines in particular projections is evidently necessary but not a sufficient condition for linearity due to the multi-dimensionality of the data variations. Still, as most variations are captured by the major principal components, such visual inspection is useful.

The 2D projections in Fig. 6a,b suggest that the variation trends follow more or less straight lines in most cases. Consider, for instance, endmembers 2 and 4 that represent spatially close layers of TiN and TaN/HfO respectively.
(see Fig. 2). The variation trend between them is clearly seen as a straight line in Fig. 6a. Another example of a reasonably linear mixture is a straight line between endmembers 3 (SiO) and 7 (SiN). A slight deviation from the linearity can be, however, noticed in the variation trend between endmembers 1 (Si) and 7 (SiN).

Figure 8: Data distribution shown in 2D projections on planes formed by (a) 1st and 2nd, and (b) 2nd and 3rd principal components after PCA without the weighting pre-treatment. This figure should be compared with the regular processing flow including the weighting (Fig. 3d,c).

It is instructive to evaluate the effect of the weighting pre-treatment on the validity of the linear mixing model. Fig. 8 shows the data projections on planes formed by the major principal components for the case when PCA was performed without the weighting. The comparison of Fig. 8 and Fig. 6 reveals that the slight non-linearity existed even before the weighting pre-treatment was performed. Most probably, this was caused by the effects of plural scattering in the spectra formation. Appendixes A and B prove that non-linear mixing of compounds appears more likely due to plural scattering while the weighting pre-treatment does not add noticeable extra distortion. Appendix B suggests that dramatic deviation from the linear mixing model can be observed in cases when low-loss EEL spectra of constituting compounds are drastically different and TEM samples are thick. Such

\[4\] In contrast to example in Fig. 1 and Supplementary Material 1, the PCA is still able to extract roughly few major principal components in this spectrum-image even without weighting. That is because the major meaningful variations are significantly larger than the noise level. The minor variation trends are however lost with this kind of treatment.
cases would require the application of non-linear mixing model accounting for the interaction terms in spectra formation similar to those described in [47, 48, 49, 50, 51, 52, 53].

4.2. Constraints for endmembers

The majority of endmembers techniques put certain constraints on the values of endmember spectra and abundances in the course of their optimisation. These constraints should ensure the physical interpretability of the results. In contrast, the suggested method does not apply any explicit constraints to the positions of endmembers. This simplifies the algorithm and reduces the computational cost. Some constraints are nevertheless satisfied implicitly.

One of the common constraints is non-negativity of endmembers, which precludes the appearance of uninterpretable spectra. We should stress, however, that this constraint is too weak for the case of EELS spectrum-images. EEL spectra appear usually on top of the significant background and are therefore situated far from the domain of negative values in factor space. On the other hand, unphysical behavior can manifest itself in smooth deep wells instead of the expected peaks or in unlogical changes of the otherwise smoothly varying background. Such constraints are not easy to formulate and to implement into algorithms. It is therefore strongly desired that well interpretative endmembers evolve somehow naturally as a result of the algorithm.

Although the original VCA approach does not put explicitly constraints on the endmember spectra, the latter is fulfilled automatically as VCA chooses endmembers from the set of existing experimental data points and each of them has a physical meaning. Strictly speaking, the endmembers extracted as described in Sections 3.4.1, 3.4.2 do not coincide with any of the existing data points. Nevertheless, they are always situated in the region of factor space densely occupied by existing data points. The algorithm averages over several endmembers falling into the same channel of the histogram (Section 3.4.1). It is possible that few data points from the same histogram channel appear eventually in the drastically different branches of the data distribution and their averaging would create an endmember in an unphysical domain of factor space. Such cases will be, however, classified as outliers in the forthcoming clustering step (Section 3.4.2) and hence eliminated.

More generally, the extensive statistical filtering of the results by the procedures described in Sections 3.4.1, 3.4.2 ensures that the calculated end-
members approach the positions of the true latent compounds and therefore satisfy all mentioned criteria. The eventual appearance of unphysical features in the endmember spectra or statistically significant negative values in the abundances would indicate that the procedure failed for some reason and that the certain algorithm parameters should be tuned.

4.3. Number of endmembers

As described in Section 3.4.2, the algorithm allows to evaluate objectively the number of endmembers constituting a given dataset by computing the rating (statistical relevance) for each given endmember. The final choice is, however, reserved for the user, who makes decisions based on the provided rating, the physical meaning and maybe some pre-knowledge.

In the considered example, we removed endmember 8, because its statistical relevance was questionable as seen from Table 2. The evaluation of its spectrum reveals proximity to the spectrum of endmember 2, i.e. TiN (Fig. 9a). Also the abundance map resembles closely the map of endmember 2 while being strongly smeared out spatially (Fig. 9b). The comparison between taking into account 7 or 8 endmembers shows that the spectra and abundance maps of the endmembers 1-7 are almost the same for both variants. Therefore, endmember 8 can be safely discarded.

The suggested algorithm has no built-in ability to evaluate whether a resulting endmember is physical or not. The endmember criteria are rather formal, namely endmembers must be situated at simplex corners in factor space taking into account Gaussian smearing due to noise. These special positions have typically a clear physical meaning, however, the situation might be more complicated due to non-linearities in the spectra formation discussed in Section 4.1. In some cases, the variations between given compounds might noticeably deviate from the shortest path, which could create "pseudo-corners" in a multi-dimensional simplex and increase the dimensionality of factor space. In the case of slight deviations from linearity, it is easier to deal with this problem by manual inspection of the endmembers of smallest ratings. The simplex pseudo-corners associated with the non-linearities are typically much weaker than those corresponding to real compounds and can be therefore easily identified.

We can speculate more generally on the expected dimensionality of a given dataset. For instance, the considered example was known to consist of 11 compounds as determined by the combination of various analytical methods (Table 1). Why the PCA analysis identified only 7 well-defined dimensions in
Figure 9: (a) Spectrum and (b) abundance map of endmember 8 extracted in Section 3.4.2 in comparison to endmember 2 (TiN).
the dataset? At the given experimental conditions for scanning and spectra acquisition, some compounds cannot be discriminated from each other. Such "washing-out" of minor compounds in the presence of insufficient statistical input was described in the literature [54, 55, 56]. Except of the already mentioned cases of TaN and HfO, the slightly different compositions TiN-A, TiN-B and TiN-C as well as SiO-A and SiO-B unfortunately cannot be resolved.

![Schematic illustration](image)

Figure 10: Schematic illustration of (a) merging two close compounds B and C in factor space and (b) descending compound C onto the line connecting A and B.

This can be understood from the schematic in Fig. 10a. Hypothetical compounds A and B are well distinct while compound C is situated quite closely to B in factor space. Theoretical considerations of least-square based methods, like PCA, reveals that C can be distinguished from B only if they are separated by a distance greater than $\sigma \sqrt{n/m}$ [57]. As previously, $m$ is the number of STEM probe positions, $n$ is the number of energy channels and $\sigma$ is the noise level. The dimensionality of a dataset thus can appear lower than it might be expected. To resolve two compounds with close spectral proximity, one has to change the experimental conditions, namely to reduce the noise in the acquired spectra ($\sigma$ decreases) or increase the density of sampling ($m$ increases). This would improve the statistics and add additional dimensions to the PCA-reduced factor space.

We finally consider the relationship between the dimensionality of PCA ($k$) and the number of endmembers ($r$). Simple geometrical arguments sug-
gest that at least \((k + 1)\) endmembers are required for the adequate description of data points in the \(k\)-dimensional space. The case \(r < (k + 1)\) due to non-linearity in spectra formation was already discussed above. But could it happen that \(r > (k + 1)\)\? Strictly speaking, all distinct \(r\) compounds would occupy well-defined points in factor space and therefore the condition \(r = (k + 1)\) should be fulfilled. However, in the presence of noise, the PCA dimensionality might be smaller than expected as explained above. Fig. 10b shows such an example, where compound \(C\) is located quite far from both \(A\) and \(B\) but close to the line connecting the \(A\) and \(B\) positions. In this situation, the statistical methods will determine a one-dimensional subspace and compound \(C\) will be placed at the point \(C'\) situated at the line connecting \(A\) and \(B\). Therefore, three endmembers could be identified in such a one-dimensional PCA space. As mentioned above, the probability of eventual merging the PCA dimensions increases with increasing the noise level \(\sigma\) and with decreasing the number of STEM probe positions \(m\) in a dataset.

This analysis suggests that the most probable number of endmembers is \(r = (k + 1)\) provided that the dimensionality \(k\) of the PCA-reduced factor space was determined correctly. Nevertheless \(r\) might deviate from \(k + 1\) in both direction due to the effects discussed above.

4.4. Applicability of the method

For the sake of simplicity, the algorithm was described using only one example, namely a typical characterization task in semiconductor industry. The performance of the algorithm was, however, tested at a number of real-life objects examined by both STEM EELS and EDX spectrum-imaging. As an example, Supplementary Material 5 shows the endmembers analysis of the same CMOS device characterized by EDX.

As outlined above, our algorithm combines extensive geometrical manipulations with Bayesian inference. This allows to profit from the advantages of both approaches. For the sake of comparison, we analysed the dataset described in Section 2 with other state-of-the-art Bayesian (Supplementary Material 3) and geometrical (Supplementary Material 4) methods. In both cases, our algorithm performed better in terms of accuracy of the extracted endmember spectra and maps. However, as EELS and EDX spectrum-images show quite variable internal structure, the actual performance might differ significantly from one to another dataset. More evaluation is needed to compare comprehensively the performance of these algorithms.
5. Conclusions

We have developed a new, simple and robust method for extracting physically meaningful endmember spectra and abundances from STEM spectrum-images. These endmembers represent highly probably real latent compounds constituting a given dataset. The suggested method exhibits reasonable accuracy, high reproducibility and fast convergence. This method can be applied to a large scope of STEM EELS and EDX spectrum-imaging data. The DigitalMicrograph plugin for MSA utilized in the present work is available at http://temdm.com/web/msa/.

6. Acknowledgement

The authors appreciate support from ERC (grant 715620 under the Horizon 2020 program) and DFG project 431448015. The suggestions from an anonymous reviewer helped a lot in the rigorous formulation of the algorithm.

Appendix A: Non-linearity in the mixing model caused by weighting

The weighting procedure (2) is a non-linear transformation that can potentially destroy linear mixing among endmembers. This appendix investigates how significantly the weighting procedure might distort the otherwise linear relationship.

Consider for brevity only two endmembers \( A \) and \( B \) that show a linear mixture along the line \( A - B \) in factor space (Fig. 11). Both \( A \) and \( B \) are \( n \)-dimensional vectors representing spectra composed of \( n \) energy channels. After the weighting procedure they become respectively \( A' \) and \( B' \) connected by the non-straight curve \( A' \sim B' \). Equivalently, the straight line \( A' - B' \) becomes curved \( A \sim B \) after the un-weighting procedure. Lets define a middle point \( M \) with the equal contributions from \( A \) and \( B \) and a corresponding point \( M' \) in between of \( A' \) and \( B' \). As a measure for non-linearity, we will take the distance \( D \) between \( M \) and \( M^* \), which is a point obtained from \( M' \) by applying the un-weighting procedure (see Fig.11).

To simplify the evaluation, we consider a simple weighting procedure where each coordinate of a vector \( X \) is replaced by its square root: \( x_i \rightarrow \sqrt{x_i} \). This corresponds closely to the Anscombe transform when \( x_i \gg 0 \), as in the
Figure 11: Schematic action of the weighting procedure that transforms endmembers $A$ and $B$ into $A'$ and $B'$. The figure is drawn in abstract $i - j$ coordinates of factor space. The geometrical middle points between $A$ and $B$ and $A'$ and $B'$ are denoted as $M$ and $M'$, respectively. As a measure of non-linearity we take the difference $D$ between points $M$ and $M^*$ that is obtained from $M'$ by the un-weighting transformation.

In the case of EEL spectra. Then

$$|D|^2 = \sum_i \left( \frac{a_i + b_i}{2} - \left( \frac{\sqrt{a_i} + \sqrt{b_i}}{2} \right)^2 \right)^2 \tag{20}$$

where $a_i$ and $b_i$ are coordinates of $A$ and $B$, respectively. We define also a vector $\Delta = A - B$. In terms of $M$ and $\Delta$, (20) is recast as

$$|D|^2 = \sum_i \left( m_i - \left( \frac{\sqrt{m_i - \delta_i/2} + \sqrt{m_i + \delta_i/2}}{2} \right)^2 \right)^2 \tag{21}$$

where $m_i$ and $\delta_i$ are coordinates of $M$ and $\Delta$ respectively. Expanding the inner squared brackets yields:

$$|D|^2 = \sum_i \left( \frac{m_i}{2} - \frac{\sqrt{m_i - \delta_i/2} \sqrt{m_i + \delta_i/2}}{2} \right)^2 = \sum_i \left( \frac{m_i}{2} - \frac{\sqrt{m_i^2 - \delta_i^2/4}}{2} \right)^2 \tag{22}$$
After expanding the outer squared brackets, (22) becomes:

$$|D|^2 = \sum_i \left( \frac{m_i^2}{2} - \frac{\delta_i^2}{16} - \frac{m_i \sqrt{m_i^2 - \delta_i^4/4}}{2} \right)$$

(23)

The expression under the square root can be decomposed in the Taylor series:

$$\sqrt{x^2 + d} = x(1 + \frac{d/2x^2 - d^2/8x^4}{2} + ...)$$

Limiting the Taylor series decomposition to the quadratic term, expression (23) simplifies as:

$$|D|^2 = \sum_i \left( \frac{m_i^2}{2} - \frac{\delta_i^2}{16} - \frac{m_i^2}{2} \left(1 - \frac{\delta_i^2}{8m_i^2} - \frac{\delta_i^4}{128m_i^4}\right) \right) = \frac{1}{256} \sum_i \delta_i^2 \left( \frac{\delta_i}{m_i} \right)^2$$

(24)

Taking the squared relative difference finally gives:

$$\frac{|D|^2}{|\Delta|^2} = \frac{1}{256} \sum_i \delta_i^2 \left( \frac{\delta_i}{m_i} \right)^2$$

(25)

The sum in the nominator consists of the weighting coefficients $\delta_i/m_i$. Eventually, few $m_i$ might be zero, which would cause the divergence of (25). This is, however, solely the consequence of ignoring the higher order terms in the Taylor series decomposition (24). Note that $|D|$ does not depend on the choice of the coordinates. It is always possible to choose a system of coordinates such that none of the $m_i$s are zero. Furthermore, $|M|$ is typically larger than $|\Delta|$ in EDX, while it is always much larger than $|\Delta|$ in EELS. If both $M$ and $\Delta$ are smooth spectra, the fractions $\delta_i/m_i$ on the right side of (25) are expected to be less than 1. Therefore

$$\frac{|D|^2}{|\Delta|^2} < \frac{1}{256}$$

(26)

and

$$\frac{|D|}{|\Delta|} < \frac{1}{16}$$

(27)

**Appendix B: Non-linearity in the mixing model caused by plural scattering**

The complexity of the EEL spectra formation can distort the otherwise linear mixing among the endmembers. This appendix estimates the non-linearity induced by plural scattering of detected electrons.
As in Appendix A, consider $n$-dimensional vectors representing spectra composed of $n$ energy channels. The effect of plural scattering on core-loss EEL spectra can be described as a convolution of a (single scattering) core loss spectrum with a normalized low-loss spectrum ((4.35) in [46]):

$$J = S \ast (I + L)$$

(28)

where $J$ is the total spectrum, $S$ is a single scattering core-loss spectrum, $L$ is the plural scattering generated in the low-loss energy region normalized to the total number of the incoming electrons and $I$ is a discrete analog of the delta-function, i.e., the vector consisting of unity at the first row and zeros at the other rows. Formula (4.35) from [46] is rewritten here in the discrete form where the convolution of two vectors $X$ and $Y$ is defined through $\sum_j X(j)Y(i - j)$. The most prominent part of $L$ is a plasmon peak as schematically shown in Fig. 12a. The position and the width of the plasmon peak can vary significantly even for chemically similar compounds (e.g. plasmon peak is observed at 16eV in Si and at 24eV in SiO$_2$) while the total area under the plasmon peak is typically 0.3-1.0 of that pertaining to the zero-loss peak. That roughly corresponds to the typical thickness of TEM samples expressed in terms of the effective inelastic mean-free path length.

As in Appendix A, we consider two endmembers with unique single-scattering core-loss spectra $A$ and $B$ that mix linearly in a given object. Plural inelastic scattering can, however, destroy the linear relationship between $A$ and $B$ in factor space. In the presence of plural scattering, the endmember spectra become $A \ast (I + \hat{A})$ and $B \ast (I + \hat{B})$ where $\hat{A}$ and $\hat{B}$ are normalized low-loss spectra of the corresponding endmembers.

Similar to Appendix A, we consider a 50:50 mixture of the two endmembers and compare the resulting spectrum with the geometric midpoint in factor space:

$$M = \frac{A + B}{2} \ast (I + \hat{A} + \hat{B})$$

(29)

$$M' = \frac{A \ast (I + \hat{A}) + B \ast (I + \hat{B})}{2}$$

(30)

where (29) is the actual spectrum of the 50:50 mixture and (30) is the geometrical mean between $A$ and $B$. 
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Figure 12: (a) Schematic shape of a low-loss EEL spectrum consisting of a zero-loss and a plasmon peak. The area under the plasmon peak is 0.3-1.0 of that for the zero-loss peak (not shown in a realistic intensity scale). (b) Shapes of differential low-loss spectra for case I (green), when two plasmon peaks are similar in position and width and for case II (red), when two plasmon peaks are drastically different. (c) Differential core-lose spectrum $\Delta$ (blue) and an oscillatory curve obtained by the convolution of $\Delta$ and $\hat{\Delta}$ for case I (green) and II (red).

Performing the discrete Fourier transform of (29) yields

$$M^F = \left( \frac{A + B}{2} \right)^F \left( 1 + \left( \frac{\hat{A} + \hat{B}}{2} \right) \right)^F$$

(31)

where the superscript $F$ denotes the Fourier transform of the corresponding vector.

Introducing the differential core-loss $\Delta = A - B$ and low-loss $\hat{\Delta} = \hat{A} - \hat{B}$ spectra and taking into account the linearity of the Fourier transformation, (31) can be rewritten as:

$$M^F = \frac{A^F(1 + \hat{A}^F) + B^F(1 + \hat{B}^F)}{2} - \frac{\Delta^F \hat{\Delta}^F}{4}$$

(32)

Performing the inverse Fourier transformation then gives

$$M = \frac{A * (I + \hat{A}) + B * (I + \hat{B})}{2} - \frac{\Delta * \hat{\Delta}}{4}$$

(33)

Therefore the difference in the position of the 50:50 mixture and its geometric middle point in factor space is
\[ \mathbf{D} = \mathbf{M} - \mathbf{M'} = -\frac{\Delta \ast \hat{\Delta}}{4} \]  

(34)

and the relative difference is

\[
\frac{|\mathbf{D}|^2}{|\Delta|^2} = \frac{1}{16} \sum_i \delta_i^2
\]

(35)

where \(\delta_i^*\) are coordinates of \(\Delta \ast \hat{\Delta}\). In other words, they represent an energy distribution composed of the differential core-loss spectrum convoluted with the differential low-loss spectrum.

To understand the meaning of \(\Delta \ast \hat{\Delta}\) we consider two extreme cases: (case I) when the plasmon peak positions and widths for both compounds are almost identical and (case II) when they are drastically different. Provided that the sample thickness is uniform along the investigated area, the differential spectrum \(\hat{\Delta}\) is nearly zero in case I and represents an oscillatory curve like that in Fig. 12b in case II. The differential core-loss spectrum \(\Delta\) is shown schematically in Fig. 12c. In case I, the convolution of \(\Delta\) with zero-valued \(\hat{\Delta}\) would give zero (green curve in Fig. 12c). In case II, this would be, however, a complicated oscillatory curve shown as red line in Fig. 12c. It is quite difficult to estimate (35) in this case. At the worst, the nominators and denominators in (35) may be of comparable size. Therefore, we can constrain the relative difference only as

\[
\frac{|\mathbf{D}|^2}{|\Delta|^2} < \frac{1}{16} \quad \text{(for relative thickness < 1)}
\]

(36)

Note that estimation (36) is valid for the thickness of TEM samples less than 1 (in terms of the effective inelastic mean-free path). When increasing the sample thickness above this limit, the deviation from linearity might rise dramatically.

**Appendix C: Influence of the interior data distribution on the shape of the noisy tail**

In Section 3.4.1, it was assumed that the left tail of the observed histogram distribution \(X(i)\) follows approximately the shape of the left tail of the sampled Gaussian kernel. Strictly speaking, this is only valid if the interior histogram channels to the right of endmember channel \(c\) are not
populated. For brevity, we will call this a *single-channel* approximation. In reality, the interior noise-free data distribution $Y(i)$ will also influence the expected shape of the tail. This appendix evaluates the validity of the *single-channel* approximation against the realistic *multi-channel* signals.

Consider the range of histogram channels $[c - d, c]$, where $d$ is the truncation limit for the sampled Gaussian kernel $S$. In the single-channel approximation, the observed counts are expected to approach the shape of kernel $S$:

$$X(i) \approx S(i) = \frac{\alpha(c)}{\sqrt{2\pi\sigma^*}} \exp\left(\frac{- (c - i)^2}{2\sigma^*^2}\right)$$  \hspace{1cm} (37)

where $\alpha(c)$ is the "true", noise free count at channel $c$. Formula (37) implies large intensity limit where the finite number of counts does not play a role.

In the plural-channel picture, there is a continuous noise-free distribution $Y(i)$ to the right from endmember channel $c$. Our task is to evaluate how the sharp edge of noise-free distribution $Y(i)$ will be changed in the presence of Gaussian smearing. The observed counts should approach a kernel $M$, which is a convolution of $Y$ and $S$:

$$X(i) \approx M(i) = \sum_{j=0}^{d} \frac{\alpha(c + j)}{\sqrt{2\pi\sigma^*}} \exp\left(\frac{- (c + j - i)^2}{2\sigma^*^2}\right)$$  \hspace{1cm} (38)

where we replaced the noise-free counts $Y(i)$ for $\alpha(c + j)$ in order to be consistent with the notation in (37). Similar to (37), (38) is valid for the histogram range $[c - d, c]$.

Expanding the squared brackets and moving the $j$-independent term out of the sum yields

$$M(i) = \exp\left(\frac{-(c - i)^2}{2\sigma^*^2}\right) \sum_{j=0}^{d} \left( \frac{\alpha(c + j)}{\sqrt{2\pi\sigma^*}} \exp\left(\frac{- j^2}{2\sigma^*^2}\right) \exp\left(\frac{- j(c - i)}{\sigma^*^2}\right) \right)$$  \hspace{1cm} (39)

We replace $M(i)$ for

$$\tilde{S}(i) = \frac{\alpha'}{\sqrt{2\pi\sigma^*}} \exp\left(\frac{-(c - i)^2}{2\sigma^*^2}\right)$$  \hspace{1cm} (40)

where
\[
\tilde{\alpha} = \sum_{j=0}^{d} \alpha(c + j) \exp\left(-\frac{j^2}{2\sigma^*^2}\right)
\] (41)

Kernel \( \tilde{S}(i) \) is just a rescaled version of \( S(i) \), where \( \alpha(c) \) is replaced for effective \( \tilde{\alpha} \). The deviation of the multi-channels picture (39) from the single-channel approximation (40) is

\[
\frac{M(i) - \tilde{S}(i)}{\tilde{S}(i)} = \frac{\sum_{j=0}^{d} \alpha(c + j) \exp\left(-\frac{j^2}{2\sigma^*^2}\right) \left(\exp\left(-\frac{j(c-i)}{\sigma^*^2}\right) - 1\right)}{\sum_{j=0}^{d} \alpha(c + j) \exp\left(-\frac{j^2}{2\sigma^*^2}\right)}
\] (42)

Figure 13: Left tail of the sampled Gaussian kernel (red) centered at endmember channel \( c \) and shifted at 0.25\( \sigma^* \) from \( c \) (red dashed). The other curves show the expected smoothing of the sharp distribution edge if the "true" distribution is constant (blue), sharply increases (green) or sharply drops (violet). The abscissa is scaled in the units of the noise standard deviation \( \sigma^* \) and the coordinate origin is chosen at \( c \). For the better comparison, all distributions are scaled such as they equal 1 at \( c \).

Fig. 13 shows simulated distribution tails assuming several models for the interior data distributions \( Y(i) \) - the homogeneous distribution and sharp linear rise or decrease of counts. In all cases, the general shape of the distribution tail is approximately conserved although Fig.13 suggests that the single-channel approximation tends to shift slightly (0.2 - 0.5\( \sigma \)) the position of the "true" endmember channel \( c \).
Appendix D: Scaling the noisy tail of data distribution

Section 3.4.1 evaluates the likelihood of the hypothesis that the endmember is situated at a certain channel $c$ of the observed data histogram $X(i)$. In that case, all counts at the channels to the left from $c$ arise from Gaussian noise and should follow the left tail of the sampled Gaussian kernel as in Equation (37). The scaling parameter $\alpha(c)$ is, however, unknown. This appendix establishes the choice of $\alpha(c)$ that maximizes the likelihood in (9).

The likelihood that the count at a given channel $i$ satisfies the hypothesis $C = c$ is

$$ P(X_i | C = c) = \frac{1}{\sqrt{2\pi\alpha(c)S(c-i)}} \exp \left( -\frac{(X(i) - \alpha(c)S(c-i))^2}{2\alpha(c)S(c-i)} \right) \quad (43) $$

where $S(j)$ is a sampled Gaussian kernel centered at channel $c$ and $\alpha$ is the scaling parameter as depicted in Fig. 5a. Equation (43) implies the Poisson statistics in the deviation of the observed counts from the true distribution. The likelihood that all the channels to the left from $c$ satisfy the hypothesis $C = c$ is

$$ P(X_{c-d}, \ldots X_c | C = c) = \prod_{i=c-d}^{c} \frac{1}{\sqrt{2\pi\alpha(c)S(c-i)}} \exp \left( -\frac{(X(i) - \alpha(c)S(c-i))^2}{2\alpha(c)S(c-i)} \right) \quad (44) $$

where the multiplication of the probabilities is carried out within a certain range of channels $[c - d, c]$. The choice of parameter $\alpha$ should maximize the total likelihood (44). In the logarithmic scale, Equation (44) becomes

$$ \ln P(X_{c-d}, \ldots X_c | C = c) = \sum_{i=c-d}^{c} \left( -\frac{1}{2} (\ln(2\pi S(c-i)) + \ln \alpha(c)) - \frac{(X(i) - \alpha(c)S(c-i))^2}{2\alpha(c)S(c-i)} \right) \quad (45) $$

After some algebraic transformations (45) becomes:

$$ \ln P(X_{c-d}, \ldots X_c | C = c) = \sum_{i=c-d}^{c} \left( -\frac{1}{2} (\ln(2\pi S(c-i)) + \ln \alpha(c)) - \frac{X^2(i)}{2\alpha(c)S(c-i)} - \frac{\alpha(c)S(c-i)}{2} + X(i) \right) \quad (46) $$
Taking the derivative of (46) with respect to $\alpha(c)$ and equating the result with zero, we obtain:

$$
\sum_{i=c-d}^{c} \left( -\frac{1}{\alpha(c)} + \frac{X^2(i)}{\alpha^2(c)S(c-i)} - S(c-i) \right) = 0 \tag{47}
$$

In case of sufficient counts in the histogram channels, $\alpha$ is expected to be noticeably higher than 1 while the remaining terms are close to unity, therefore the first term in Equation (47) can be neglected. Rearranging slightly the second term yields

$$
\sum_{i=c-d}^{c} \left( \frac{X(i)}{\alpha(c)} \frac{X(i)}{\alpha(c)S(c-i)} - S(c-i) \right) \approx 0 \tag{48}
$$

To determine $\alpha(c)$ we write a recurrent formula:

$$
\alpha(c) \approx \sum_{i=c-d}^{c} X_i \frac{X(i)}{\alpha(c)S(c-i)} / \sum_{i=c-d}^{c} S(c-i) \tag{49}
$$

where the terms $\frac{X(i)}{\alpha(c)S(c-i)}$ are close to unity. In the first approximation $\alpha(c)$ is

$$
\alpha_1(c) = \sum_{i=c-d}^{c} X(i) / \sum_{i=c-d}^{c} S(c-i) \tag{50}
$$

The next approximations can be found as

$$
\alpha_n(c) = \sum_{i=c-d}^{c} X_i \frac{X(i)}{\alpha_{n-1}(c)S(c-i)} / \sum_{i=c-d}^{c} S(c-i) \tag{51}
$$

As we are searching for an approximate solution of (9), the first approximation for $\alpha(c)$ is sufficient.

**Appendix E: Alternative prior distributions**

In few cases, the Bayesian inference with the equal prior distribution (8) introduced in Section 3.4.1 generates outliers. This happens when the shape of the histogram somewhere in its middle eventually mimics the shape of a Gaussian kernel. To suppress this unwanted behaviour we consider alternative priors for the left-side endmember position that satisfy the conditions:
The simplest option is a prior quadratically decaying in the range \([0, ..., l]\) 
\[
P[C = c] = (1 - \left(\frac{i}{l}\right)^2) \sum_{i=1}^{l} \left(1 - \left(\frac{i}{l}\right)^2\right) 
\]  
shown in pink in Fig. 5b. This is however a rather subjective prior reflecting only our believe in (52).

We will construct a less subjective prior that satisfies (52) but utilises some information from counts \(X(i)\) observable in the histogram range \([0, l]\). As a starting point we assume no knowledge about the position of endmember \(c\). We also know that the "true" noise-free data distribution is smeared out by a certain smearing kernel \(K\) due to noise. In contrast to Section 3.4.1 and Appendixes C,D, we do not make any strong assumptions about \(K\). We only assume that \(K\) is symmetric, i.e. its left and right tails are mirrored. Then \(P[C = l] = 0\) as all observable counts \(X(i)\) are at the left from \(c\), which contradicts the assumption of symmetrical \(K(j)\). In general, more counts \(X(i)\) are observed at the left from \(c\), more it constraints the possible width and shape of kernel \(K(j)\), and therefore the hypothesis \(C = c\) is less probable. Accordingly, we construct the prior as 
\[
P[C = c] = \frac{1 - \frac{1}{S} \sum_{i=1}^{c} X(i)}{\sum_{c=1}^{l} (1 - \frac{1}{S} \sum_{i=1}^{c} X(i))} 
\]  
where \(S = \sum_{i=1}^{l} X(i)\) is the total counts in the histogram.

The argumentation above is a simplest form of the empirical Bayesian method for constructing priors. This allows to estimate very roughly the general shape (not point-to-point variation) of the probability distribution based on given \(X(i)\). Prior (54) (shown in green in Fig. 5b) was actually used in the current version of the code.
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1. Weighted vs. un-weighted PCA analysis of EELS spectrum-images

This supplementary material demonstrates the ultimate necessity of the noise equalization prior PCA in the case of EELS spectrum-images. Such equalization can be performed by the Anscombe transformation [37] or by the weighting procedure after Keenan and Kotula [38].

As the intensity of EEL spectra drops rapidly with increasing energy-loss, the background level at lower energies can significantly exceed the level of the useful signal at higher energies. Then PCA might completely fail as the random noise variation of the background overrides the meaningful variations of the useful signal. Fig. S1 demonstrates such a case for the synthetic EELS spectrum-image shown in Introduction. It is evident that PCA is not able to extract any useful variation of the characteristic EELS edges in this case but picks instead the random noise variations of the background at low energy-losses. This example is somewhat extreme. In most practical cases, the major variations of the EELS edges are still seen even without application of the weighting procedure. Nevertheless, the weaker principal components are typically overridden by the background variations at low energy-losses.

The subtraction of the EELS background prior to PCA can be one possible solution to fix the problem. The background subtraction is, however, not accurate in the presence of significant noise, in particular because the functional form of the the background is typically unknown. The better option is therefore equalizing the noise variation through the Anscombe transform.
or the weighting procedure as described in Section 3.1. Then the variations of the minor EELS edges are clearly visible (see Fig. 1 in the main text of the article).

2. Anscombe transformation

This supplementary material evaluates the PCA pre-treatment alternative to that actually applied in Section 3.1, namely Anscombe transformation [37].

Anscombe transformation is a variance-stabilizing transformation when each coordinate of a vector \( \mathbf{X} \) is replaced as: \( x_i \rightarrow 2\sqrt{x_i} + \frac{3}{8} \). With respect to an EELS spectrum-image, this means that the counts \( I \) at each energy channel of a spectrum are replaced by \( 2\sqrt{I} + \frac{3}{8} \). Fig. S2 demonstrates that the results of the weighting procedure described in Section 3.1 and the Anscombe transformation are very similar\(^1\). The relative difference between two pre-treatments is typically about \( 10^{-5} \) as seen from Fig. S2b.

3. Endmembers extraction using Joint Bayesian Linear Unmixing (BLU) algorithm [25,27]

This supplementary material explores the endmember analysis alternative to that in Section 3.4.1, namely joint Bayesian endmember extraction after Dobigeon et al. [25,27].

The dataset described in Section 2 of the main text was processed by the MatLab-based \(^2\) Bayesian Linear Unmixing (BLU) package [25,27]. For the purpose of comparison with the algorithm of the present paper, the target number of endmembers was chosen as 7. This implies a dimensionality reduction of the factor space in accordance with the chosen number of endmembers, although a PCA was not explicitly applied to the dataset. The positions of the endmembers were first estimated by VCA and then refined by the Bayesian inference. The number of Markov chains iterations in the refinement was 100. To check the reproducibility of the treatment, the procedure was repeated several times. Although the initial VCA positions varied

---

\(^1\) For the sake of comparison, the intensity scale of the curves was tuned such as the areas under the curves were equal.

\(^2\) http://dobigeon.perso.enseeiht.fr/applications/app_EELS.html
Figure S 1: PCA analysis of the synthetic EELS spectrum-image from [17] performed without the weighting pre-treatment. The average spectrum (a) of the dataset exhibits a drastic variation of the background with energy (note the logarithmic scale of the intensity). As a result, the loadings of the major principal components (b) reveal the random noise variation at the left part of spectrum instead of the variations of the EELS characteristic edges in its middle. Correspondingly, the projections from the factor space on the planes formed by the major principal components (c) resembles the bi-variant random noise distribution.

Quite noticeably, the refined positions were almost identical, which proved good convergence properties of the algorithm.
Figure S2: (a) A typical EEL spectrum (green) in the spectrum-image of the CMOS device described in Section 2 and its rescaled variant in order to equalize the noise variance. The weighing procedure (blue) and the Anscombe transformation (red) yield similar results. (b) shows the relative difference between those transformations along the representative linescan in the spectrum-image.

Fig. S3 shows the positions of the obtained endmembers in factor space. Although their configuration generally reproduces that in Fig. 6, the locations of most endmembers are noticeably shifted. We should stress that the algorithm attempts to estimate the noise level from the data distribution, which is challenging given the large and inhomogeneous spread of data points within the variation polyhedron in this data set. In contrast, the algorithm described in Section 3 of the manuscript assumes a fixed noise level estimated from the residual matrix according to Malinowski [40], which could be the
Figure S 3: The 7 endmember positions found by applying the BLU algorithm after Dobigeon et al. [25,27] shown in projections on planes formed by (a) the 1st and 2nd and (b) 2nd and 3rd principal components. The endmembers are labeled in the same sequence as the endmembers shown in Fig. 6.

reason for the observed difference.

Nevertheless, the obtained endmember spectra and abundances fit reasonably well to those reported in Section 3 as seen from Fig. S4. Still, the following discrepancies with the results in Fig. 7 are apparent: i) a small Ti L peak in the spectrum of endmember 3 (supposed to be SiO), ii) a weak extra layer in the map of endmember 2 (supposed to be TiN), iii) a shrunken area occupied by endmember 5 (supposed to be AlO). These features represent most probably artifacts of the treatment.

On the other hand, the abundances maps in Fig. 4 are noticeably less noisy than those in Fig. 7. We attribute this to the stronger reduction of the factor space dimensionality executed in the course of the treatment.

4. Endmembers determination after Spiegelberg et al. [39]

This supplementary material explores the endmember analysis alternative to that in Section 3.4.1, namely scattered VCA after Spiegelberg et al. [39].

For the PCA-reduced dataset described in Section 3.1, we deliberately generated 560 endmembers according to the algorithm [39]. This number corresponded to the number of endmembers generated by our algorithm in Section 3.4.1. As the algorithm [39] is expected to be sensitive to outliers, we carefully striped the dataset from extreme variations like X-ray spikes prior to the treatment. Nevertheless, Table 1 demonstrates that a large number of obtained endmembers are redundant and only 12 percent of them
Figure S 4: Spectra (a) and abundances maps (b) of the endmembers obtained after Dobigeon et al. [25,27]. The spectra are shown in the lower (left) and higher (right) energy regions. In comparison to Fig. 7, an extra Ti L peak is observed in the spectrum of endmember 3 (outlined by red). Also, the abundances maps of endmember 2 and 5 show discrepancies with the corresponding maps in Fig. 7 denoted by the red arrows. The maps are displayed with the contrast parameters equal to those in Fig. 7.

are unique. Despite of that, Fig. S5 demonstrates that the positions of the endmembers are distributed similar to those obtained in Section 3.4.1
although the borders of a multi-dimensional polyhedron are
defined less clearly due to the reduced number of unique points. Nevertheless,
if we fix the final number of endmembers to 7 (same as in Section 3.4.1), the
clustering algorithm performs quite well yielding the endmember positions
very close to those in Fig. 6.

| number of endmembers | times repeated |
|-----------------------|----------------|
| 1                     | 44             |
| 1                     | 38             |
| 1                     | 14             |
| 2                     | 12             |
| 1                     | 11             |
| 4                     | 10             |
| 2                     | 9              |
| 3                     | 8              |

| number of endmembers | times repeated |
|-----------------------|----------------|
| 4                     | 7              |
| 7                     | 6              |
| 8                     | 5              |
| 12                    | 4              |
| 15                    | 3              |
| 39                    | 2              |
| 66                    | 1              |

Table 1: Coincidence among endmembers generated according to the algorithm [39]. The
left column lists the number of data points, which were identified as endmembers several
times as indicated in the right column. Only 66 from 560 generated points represented
unique endmembers.

Figure S 5: The VCA endmember positions (green spots) generated according to Spiegel-
berg et al. [38] shown in the 2D projections spanned by (a) the 1st and 2nd and (b) 2nd
and 3rd principal components. The final 7 endmembers obtained by clustering are shown
as red spots and numbered as in Fig.6a,b. For the comparison purpose, the endmember
positions derived in Section 3.4.2 are shown as blue spots.
The spectra of the final endmembers are similar to those in Fig. 7, thus they are not shown here. Also the abundance maps (Fig. S6a,b) show close proximity with the results in Section 4. The tiny quantitative differences can only be captured when comparing profiles across the maps (Fig. S6c). Accordingly, the abundances are eventually shifted to slightly negative values in areas where they are expected to be zero. These small inaccuracies seem to appear because the algorithm [38] does not account for the noise as the BLU algorithm [25] and the algorithm suggested in the present work.

5. STEM EDX spectrum-image of a CMOS transistor

A CMOS transistor identical to that described in Section 2 was scanned for 6 min in the same (S)TEM microscope while registering the EDX signal
by a 4-window SDD detector. The STEM EDX spectrum-image consisting of 244 × 336 probe positions and 1200 energy channels was subjected to the PCA treatment as described in [35], which reduced the dimensionality of the factor space down to 7. Then, the algorithm described in Section 3 was applied to extract physically relevant endmembers.

Only 6 major endmembers were found to exhibit a clear physical meaning. Their positions in the factor space as well as the spectra and the abundance maps are shown in Fig. S7. The EDX results are coherent with the EELS results in Fig. 7 of the main text when taking into account the different sensitivity of the two methods to various ionisation shells. Namely, the Hf signal is well visible and separable from the Ta one in EDX but not in EELS. In contrast, the EDX sensitivity to light element is much weaker than that for EELS, therefore the AlO compound was not identified as a distinct endmember in the EDX spectrum-image. We stress that the scanning was executed at a relatively low beam current. An increase of the beam current or acquisition time allows for the reliable separation of the Al and the AlO compound. The SiN compound is missing in Fig. S7 because the scanning was executed over a slightly narrower area than that in Fig. 7.
Figure S 7: Endmember analysis for the STEM EDX spectrum-image of the CMOS transistor. (a) and (b) are the scatter plots of the 1st vs 2nd and 2nd vs 3rd principal components respectively with the positions of the retrieved endmembers indicated; (c) shows the spectra of the endmembers and (d) are their abundance maps.