Quantum Lyapunov exponents and complex spacing ratios: two measures of Dissipative Quantum Chaos
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The agenda of Dissipative Quantum Chaos is to create a toolbox which would allow us to categorize open quantum systems into ‘chaotic’ and ‘regular’ ones. Two approaches to this categorization have been proposed recently. One of them is based on spectral properties of generators of open quantum evolution. The other one utilizes the concept of Lyapunov exponents to analyze quantum trajectories obtained by unraveling this evolution. By using two quantum models, we relate the two approaches and try to understand whether there is an agreement between the corresponding categorizations. Our answer is affirmative.

As its name hints, Dissipative Quantum Chaos (DQC) is a theory at the interface between classical Dissipative Chaos\textsuperscript{4} and Quantum Chaos\textsuperscript{5}. It is therefore natural that the emerging DQC toolbox includes methods adapted from these two well-developed theories.

One of the key concepts of Quantum Chaos is universalities in the spectra of generators of unitary evolution, that are Hamiltonians. These universalities allow to classify Hamiltonians as chaotic or regular ones. Recently, the idea of spacing ratios\textsuperscript{7}, an integral characteristic of Hamiltonian spectra, was generalized to the case of generators of quantum Markovian evolution\textsuperscript{3}. Probability distributions of complex spacing ratios were suggested to be used as indicators of DQC and this suggestion was illustrated with a tunable many-body quantum model\textsuperscript{2}.

The concept of Lyapunov exponents which allows to quantify instability of the system dynamics by following the corresponding trajectories in the system space, is a pillar of classical Dissipative Chaos\textsuperscript{4}. In a series of recent works, we generalized this concept to the dynamics of open quantum systems\textsuperscript{8,9,10}. The idea is to unravel the evolution determined by a Markovian generator into an ensemble of quantum trajectories and then to use (in)stability characteristics of these trajectories as the basis to decide whether the original open quantum dynamics is regular (or chaotic). This idea was tested with several open models that allow for classical mean-field transition. We found correlations between chaos/order in the quantum case (quantified with Lyapunov exponents) and the type of the dynamics in the mean-field limit.

It is an open question whether the two approaches to DQC are complementary and do not contradict each other. The aim of our work is to make a step towards getting the answer to this question.

I. INTRODUCTION

There exist several approaches to model the evolution of open quantum systems, i.e., systems that are interacting with their environment\textsuperscript{11}. One of the most popular is based on the quantum master equation which governs evolution of the density operator $\rho$ of an open $N$-dimensional system,

$$\dot{\rho} = \mathcal{L}(\rho)$$

with generator $\mathcal{L}$ of the so-called Gorini-Kossakowski-Sudarshan\textsuperscript{12} and Lindblad\textsuperscript{13} form (henceforth Lindbladian\textsuperscript{13})

$$\mathcal{L}(\rho) = -i[H, \rho] + \sum_k \gamma_k \left( L_k \rho L_k^\dagger - \frac{1}{2} \{L_k^\dagger L_k, \rho\} \right),$$

where $\{\ldots\}$ denotes anti-commutator, $H^\dagger = H$ is the system Hamiltonian, $L_k$ are jump operators (they capture incoherent action of the environment on the system), and all rates are positive, $\gamma_k > 0$. Being given all these operators and rates, one should be able to answer the following question: Is the evolution induced by $\mathcal{L}$ chaotic?

The question is similar to the one in Quantum Chaos forty years ago, when, being given Hamiltonian $H$, one had to determine whether the evolution induced by this operator, $|\psi\rangle = e^{\text{i}Ht}|\psi\rangle$, is regular or chaotic. It turned out that the answer is encoded in the spectrum of $H$ and it can be retrieved by using Random Matrix Theory (RMT)\textsuperscript{15}.

More specifically, one has to investigate the behavior of correlations between eigenvalues (energies) of the Hamiltonian. These correlations are described with the probability density function $P(s)$ of spacing between consecutive energies, $s_j = \varepsilon_{j+1} - \varepsilon_j$. One of the landmark results of RMT is the power-law level repulsion $P(s) \propto s^{-\beta}$ in the limit $s \to 0$, with exponent values specific to the three main Gaussian ensembles that are referred to as Gaussian Orthogonal Ensemble (GOE, $\beta = 1$), Gaussian Unitary Ensemble (GUE, $\beta = 2$), and Gaussian Symplectic Ensemble (GSE, $\beta = 4$). The first one, GOE, is the most relevant in the context of Quantum Chaos. Whenever the Hamiltonian of a system yields $P(s)$ close to the distribution typical of the matrices from this ensemble (the
so-called Wigner-Dyson distribution), the system is identified as chaotic. The spectra of regular Hamiltonians, in contrast, are characterized by exponential (Poisson) distributions. The notion of generalized Gaussian \( \beta \) ensemble with \( 0 \leq \beta \leq 1 \), allows to quantify the transition between chaotic and regular regimes in a continuous manner.

In practice, when analyzing spectra of model Hamiltonians, one has to eliminate the dependence on fluctuating local energy density and only then compare the obtained distributions with Poisson or Wigner-Dyson distributions. For that a complicated unfolding procedure has to be performed. It can be avoided by using ratios of consecutive spacing expressions for spacing ratio (SR) distributions for different RM ensembles were derived and currently these distributions are popular tools to analyze many-body Hamiltonians.

The notion of spacing ratios was generalized to the case of Lindbladians in a recent work by Sá, Ribeiro, and Prosen. The eigenvalues \( \lambda_k \) of Lindbladian are complex numbers and consecutive eigenvalues have to be ordered based on the distance on the complex plane. Then the complex spacing ratios (CSR) can be calculated and their probability distribution over the complex plane can be sampled. By using an open many-body model, it was demonstrated that, by varying model parameters, it is possible to tune CSR distributions from the distributions exhibited by members of the Gaussian Ginibre Unitary Ensemble (GinUE) to the ones characteristic to diagonal matrices with complex Poisson-distributed entries. Lindbladians exhibiting CSR distributions typical of GinUE ensemble were coined ‘chaotic’, while the ones with the distributions typical of diagonal random matrices were coined ‘regular’.

In our recent work, we proposed an alternative way to quantify the degree of chaos in the evolution determined by Lindbladians. Namely, we introduced a quantum version of Lyapunov exponents (LEs) which is based on the idea of unraveling the master equation, Eqs. (1-2), into an ensemble of stochastic processes called ‘quantum trajectories’. The evolution of every quantum trajectory is governed by a non-Hermitian operator (‘effective Hamiltonian’) in a continuous-time manner and interrupted by random jump-like events (that are actions of the jump operators). We illustrated this idea with several models that permit semiclassical description and demonstrated that there is an agreement between the type of the mean-field dynamics and the sign of the largest LE obtained for the quantum model.

In this paper we consider two genuinely quantum models which do not allow for semiclassical transition and have no classical mean-field versions. We analyze their spectra and calculate the corresponding quantum Lyapunov exponents. We demonstrate that, at least for these models, there is an agreement between the two measures of DQC.

II. METHODS

In this section we provide some basic information on the two approaches to characterize Dissipative Quantum Chaos.

A. Complex spacing ratios

To calculate this measure for a model Lindbladian, we first diagonalize \( \mathcal{L} \) and find its eigenvalues, \( \{ \lambda_k \}_{k=1}^N \). Next, for each \( \lambda_k \), we find its nearest neighbor (NN) eigenvalue, \( \lambda_k^{NN} \), and next-to-nearest neighbor (N1NN) eigenvalue \( \lambda_k^{N1NN} \) by using the standard Euclidean norm. For this triple we then calculate the complex spacing ratio (CSR)

\[
z_k = \frac{\lambda_k^{N1NN} - \lambda_k}{\lambda_k^{NN} - \lambda_k}.
\]

CSR values are confined to the unit disc and the corresponding probability density function (pdf) \( P_{CSR}(z) \) has this disc as a support. In Ref. this distribution was used to categorize many-body Lindbladians as ‘chaotic’ and ‘regular’ ones. It was observed that non-integrable Lindbladians yield CSR distributions similar to the one exhibited by members of Gaussian Ginibre Unitary Ensemble (GinUE), while the integrable ones produce CSR distributions characteristic of diagonal matrices with complex Poisson-distributed entries. In the former case the eigenvalues are correlated and this results in a distinctive horse-shoe pattern with depletion regions near \( z = 0 \) and \( z = 1 \), whereas in the latter case the eigenvalues are independent and, in the limit \( N \to \infty \), \( P_{CSR}(z) \) tends to the flat distribution over the unit disc.

There are several ways to compare a histogram of the CSRs sampled with a finite-dimensional Lindbladian and the two characteristic probability density functions. In the original work, this comparison was mainly visual since specific quantification was not the issue (the emphasis was made on elaboration of the general theoretical framework). Nevertheless, some possibilities to quantify the distance between the distributions were suggested, e.g., by using marginalized one-dimensional distributions (cf. Section IV).

B. Quantum Lyapunov Exponent

Here we outline the idea of quantum LEs (cf. Refs. for a more detailed description).

As it was already mentioned in the introduction, the calculation is based on the procedure of unraveling (also known as ‘Monte Carlo wave-function (MCwf) method’), which replaces the evolution of the density operator governed by the Markovian master equation (1-2) with an ensemble of quantum trajectories.

The evolution of the model system is now described by an ensemble of pure states, \( \{ ..., |\psi(t)\rangle, ... \} \), with the evolution of every member of this ensemble governed by an effective non-Hermitian Hamiltonian,

\[
|\psi(t)\rangle = iH_{eff} |\psi(t)\rangle = i(H - \frac{i}{2} \sum_{k=1}^{M-1} \gamma_k L_k^\dagger L_k) |\psi(t)\rangle.
\]

Because of non-Hermiticity of the Hamiltonian, the norm \( |\langle \psi(t) |\psi(t) \rangle| \) of the wave function is monotonously decreasing in time and, as it reaches a threshold \( \eta \), renewed each time from
a set of independent random numbers uniformly distributed on
the unit interval \([0,1]\), a jump is performed by acting on the
wave function with one of the jump operators \(L_k\)'s (the choice
of a particular operator is random and specified by a set of \(M\)
probabilities; see Ref.\[14\] for more detailed description of the
procedure). After that the norm is reset to one, \(|\psi(t)| = 1\),
(by scaling the wave function) and the continuous non-unitary
evolution described by Eq. (4), is initiated again, until the next
quantum jump occurs, etc.

The largest quantum Lyapunov exponent\[1\] is calculated as the
average rate of exponential growth of the distance between
the base \(\psi(t)\) and perturbed \(\psi(t)\) quantum trajectories that
evolve according to the Eq. (4), in full analogy with the classical
definition\[2\].

The distance between the trajectories is determined by using
the expectation value \(o(t)\) of some observable (Hermitian
operator) \(O\),

\[
o(t) = \langle \psi(t)|O|\psi(t)\rangle,
\]  

(5)

As it has been shown in our previous works, the values of the
average Lyapunov exponent do not depend much on a partic-
ular choice of the observable (safe for degenerate cases\[10\].
There, e.g., we used energy of the system as such an observable
so that \(O = H\).

The perturbed trajectory \(\psi_p(t)\) is initialized as a normalized
perturbation vector:

\[
|\psi_p(t)\rangle = \frac{|\psi(t)\rangle + \epsilon \frac{|\psi_o\rangle}{|\psi_o||\psi(t)||}}{|\psi_o\rangle + \epsilon \frac{|\psi_o\rangle}{|\psi_o||\psi(t)||}},
\]  

(6)

where \(|\psi_o\rangle\) is a random wave function whose amplitudes are
uniformly distributed on the interval \([-1,1]\) and \(\epsilon\) is the mag-
nitude of the difference between the trajectories.

The value of \(\epsilon\) is determined in such a way that the difference
between two expectation values of the observable, calculated
for the base, \(\psi(t)\), and perturbed, \(\psi_p(t)\), trajectories, is equal
to a fixed value \(\Delta(t) = \Delta_0\):

\[
\Delta(t) = |o_p(t) - o_r(t)|.
\]  

(7)

The difference between the current deviation and its target
value \(\eta = \Delta - \Delta_0\) is a monotonic function of the perturba-
tion \(\epsilon\). The bisection algorithm is used to find an optimal value
of \(\epsilon\), which minimizes the value of \(|\eta|\).

During the time evolution of both trajectories with Eq. (4),
the renormalization of the perturbed trajectory is performed at
equidistant instants of time, \(t_k = k\tau\), \(k \in \mathbb{N}\). At these instances,
the local growth factor is calculated:

\[
d_k = \frac{\Delta(t_k)}{\Delta_0},
\]  

(8)

which is then used to calculate the largest Lyapunov exponent:

\[
\lambda = \lim_{t \to \infty} \frac{1}{t} \sum_k \ln d_k.
\]  

(9)

A particular choice of \(\tau\) does not affect the values of the
quantum Lyapunov exponent significantly, provided that it is chosen
within some reasonable window\[6\].

### III. MODELS

#### A. Integrable Lindbladian

Recently, a method to construct integrable Lindbladians has
been proposed\[23\]. The method is based on ‘quantization’ of
exactly solvable classical continuous-time Markov processes.
Out of several examples presented in Ref.\[23\] we use the model
listed there as ‘model B1’. It describes a one-dimensional
spin-1/2 chain consisting of \(M\) spins. Its Lindbladian has no
unitary part, \(H = 0\), and each one of its \(M - 1\) jump operators,
\(L_i\), acts in the subspace of two neighboring spins, \(l\) and \(l + 1\),
\(l = 1,\ldots,M\),

\[
L_i = \begin{pmatrix}
\eta & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & \kappa
\end{pmatrix},
\]  

(10)

where \(\eta = \pm 1\) and \(\kappa = \pm 1\). We set \(\eta = 1\) and \(\kappa = -1\).

#### B. Open many-body system

As the second model we use an open version of a many-body
system exhibiting the phenomenon of many-body localization
(MBL)\[25\].

The model system represents a chain of \(M\) (an even number
sites, occupied by \(M/2\) spinless fermions. The systems evolves
in the half-filling subspace with the total number of states
\(S = M!/[(M/2)!]^2\). The model Hamiltonian has the form\[22\]

\[
H = W \sum_{l=1}^M n_l n_{l+1} - J \sum_{l=1}^{M-1} \left( c_{l+1}^\dagger c_l + c_{l}^\dagger c_{l+1} \right) +
+ U \sum_{l=1}^{M-1} n_l n_{l+1},
\]  

(11)

where \(c_l^\dagger\) (\(c_l\)) creates (annihilates) a fermion at site \(l\), and
\(n_l = c_l^\dagger c_l\) is the local particle number operator. At each lattice
site, a random on-site potential \(h_l\) acts on fermions with the
strength \(W\). Local disorder values \(h_l\) are drawn from the unif-
iform distribution on the interval \([-1,1]\). The second term on
the right hand side of Eq. (11) captures hopping of fermions
between the lattice sites. Finally, fermions which occupy neigh-
boring lattice sites, interact with strength \(U\).

The open version of the model is described by Eqs. (11)\[11\],
with the jump operator operators\[23\]

\[
L_l = (c_l^\dagger + c_{l+1}^\dagger)(c_l - c_{l+1}), \quad \forall \eta = \gamma.
\]  

(12)

Each one of these operators acts simultaneously on a pair of
neighboring sites \((l, l + 1)\) and attempts to synchronize the
dynamics on these sites by constantly recycling the anti-
symmetric (out-of-phase) mode into the symmetric (in-phase)
one.

In the Hamiltonian limit, the MBL regimes are often related
to the ‘integrability’\[23\], and it was demonstrated that the corre-
sponding Hamiltonians do exhibit level spacing distribution
IV. RESULTS

To calculate LE, we use initial state $\rho(0) = |\psi_0\rangle\langle\psi_0| = |1010...10\rangle$ for both models.

We start with the integrable model which constitutes a good test case. The spectrum of its Lindbladian is simple: All jump operators are Hermitian and identical and therefore the spectrum of $\mathcal{L}$ is $M - 1$-fold degenerate and purely real. We turn now to the Lyapunov exponents.

We consider a chain with $M = 7$ sites. A randomly drawn GOE matrix $O$ of size $N = 2^7$ is used as an observable to sample LEs according to Eq. (5). We set the initial value of the difference between the trajectories to $\Delta_0 = 10^{-6}$ and the time of integration before resetting to $\tau = 5$. We allow both trajectories to evolve up to time $t_0 = 10^3$, and then follow the dynamics of base, $\psi_b(t)$, and perturbed, $\psi_r(t)$, trajectories for time $t = 10^2 \tau$. We used $10^3$ random realizations of observable $O$ and for each one of them we run 50 pairs of trajectories to calculate the Lyapunov exponents ($5 \cdot 10^4$ values in total). The results of the simulations are presented on Fig. 1.

The main observation is that pdf of LEs has a form of a normal distribution with zero mean. This implies that the average largest LE is zero and the evolution of the model can therefore be classified as ‘regular’. The LE pdf can be understood if we consider the effective Hamiltonian, $H = -\frac{1}{2} \sum_{i=1}^{M-1} L_i^\dagger L_i = -\frac{1}{2} J$.

It is an anti-Hermitian operator which induces a monotonous decay of the wave function norm with the constant, state-independent, rate. This means that the corresponding time-continuous evolution does not change the value of $\delta_0$, Eq. (5), so the latter can only be changed during a jump event. The jump changes $\Delta(t)$ with equal probabilities to larger and smaller values so that $\ln \Delta(t) / \Delta(t)_{\text{before}}$ is symmetrically distributed around zero. By taking into account that the system perform at least several statistically-independent jumps during time interval $\tau$, we can state that the Central Limit Theorem applies here and conclude that the quantity defined by Eq. (9) can be well approximated by a normally distributed random variable.

To calculate LE for the MBL model, Eqs. (11)-(12), we implemented a high-performance realization of the quantum jumps method. We integrate $10^5$ different trajectories for each disorder realization (we use $10^2$ disorder realizations for each value of $W$). Similar to the previous case, we allow trajectories to evolve up to time $t_0 = 10^3$ to reach the asymptotic regime, and then we follow the dynamics of both, $\psi_b(t)$ and $\psi_r(t)$, trajectories for the time $t = 10^2 \tau$. We again use a small initial distance between trajectories, $\Delta_0 = 10^{-6}$. However, instead of random Hermitian operators, we use the model Hamiltonian as an observable. Finally, we choose resetting time $\tau = 10$.

Figure 2 present the evolution of the distance between the base, $\psi_b(t)$, and perturbed, $\psi_r(t)$, trajectories of the MBL model in the ergodic regime, $W = 1$. Values of $d_k$, Eq. (6), are evolving in the interval $10^{-2} - 10^0$ most of the time, which

![FIG. 1. Distribution of largest Lyapunov exponent for the integrable model, Eqs. (1)-(2), with $N = 7$ spins. Random GOE matrix $O$ was used to calculate LE values. The initial value of the difference between the trajectories is $\Delta_0 = 10^{-6}$ and the period between consecutive renormalizations is $\tau = 5$. $10^3$ realizations of $O$ are used and for each of them 50 pairs of trajectories were integrated to sample the distribution (thin red line). Normal distribution $\mathcal{N}(0, \sigma^2)$ (thick blue line) has zero mean and standard deviation $\sigma = 0.031$.](image1)

![FIG. 2. Evolution of the distance between the base, $\psi_b(t)$, and perturbed, $\psi_r(t)$, quantum trajectories, Eq. (7) for the MBL model in the ergodic phase. Blue solid lines corresponds to non-Hermitian evolution governed by non-Hermitian Hamiltonian Eq. (3). Green dotted lines corresponds to quantum jumps (note that due to small perturbation values quantum jumps for both trajectories occur almost simultaneously). Red dotted lines mark renormalization events at times $t_k = k \tau$, $k \in \mathbb{N}$. Other parameters are $\Delta_0 = 10^{-6}$ (indicated with black dashed line), $N = 8, \tau = 10^2$, $\tau = 10$, $W = 1$.](image2)
results in a positive Lyapunov exponent, Eq. (9); see also Fig. 2(b).

Averaged (over disorder realizations) values of the LEs for different disorder strengths are shown on Fig. 3(a). As expected, LE is positive in the ergodic regime and becomes negative after the system enters the MBL phase. The transition point depends on the size of the system but it seemingly converges to $W \approx 3.8$, in agreement with the previous findings.\[\text{[15]}\]

Finally, we sample complex spacing ratio (CSR), Eq. (5), for the MBL model. For $W = 1$ (ergodic phase), the CSR distribution exhibits the horse-shoe pattern found for Lindbladians which were defined as chaotic in Ref.\[\text{[16]}\]; see Fig. 4(a). Deep in the MBL regime, $W = 20$, the distribution becomes more uniform and approaches a flat disc typical of integrable Lindbladians; see Fig. 4(b). The radial and angular marginal distributions, $P_r(r) = \int d\theta r P(r, \theta) d\theta$ and $P_\theta(\theta) = \int dr r P(r, \theta) dr$, where $P(r, \theta)$ is obtained from $P_{\text{CSR}}(z)$ through $z = re^{i\theta}$, reproduce the results obtained in Ref.\[\text{[15]}\] for chaotic and regular Lindbladians; see Fig. 4(c-d).

To compare the evolution of the PCS distribution with $W$ and behavior of the LEs, on Fig. 3(b) we plotted sections of the CSR distribution along the real axis. It can be seen that the two depletion regions, near $z = 0$ and $z = 1$, fade with the increase of $W$, and completely vanish beyond the MBL threshold $W_{\text{MBL}} \approx 3.5$.

V. CONCLUSIONS

By using two open models, we performed a comparative analysis of two different measures of Quantum Dissipative Chaos (QDC): quantum Lyapunov exponents\[\text{[15,16]}\] and complex spacing ratio distribution.\[\text{[23]}\] The first measure is essentially ‘microscopic’ since it is defined by means of quantum trajectories. The evolution of the density matrix, governed by the master equation (1-2), with a generator of the Lindblad form, can be obtained by averaging over an infinite ensemble of quantum trajectories. Complex spacing ratios reflect spectral properties of Lindbladians, generators of open quantum evolution, which act on the density matrix of an open system. This approach therefore is essentially ‘macroscopic’.

We find the correspondence between the two measures remarkable. However, establishing a formal relation between these two measures remains a challenge.

Periodically modulated open systems are promising objects of analysis from the QDC point of view. In Refs.\[\text{[15,16]}\], the idea of quantum Lyapunov exponents was illustrated by using this type of models. However, at the moment it is not clear how to generalize the idea of different statistics of complex spacing ratios as indicators of DQC to this case as it is not evident what are the corresponding Random Matrix ensembles which should be used as test cases to define ‘chaotic’ and ‘regular’ regimes.
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