**FINITE TIME EXTINCTION FOR A CLASS OF DAMPED SCHRÖDINGER EQUATIONS WITH A SINGULAR SATURATED NONLINEARITY**

PASCAL BÉGOUT* AND JESÚS ILDEFONSO DÍAZ†

*Institut de Mathématiques de Toulouse  
Université Toulouse I Capitole  
1, Esplanade de l’Université  
31080 Toulouse Cedex 6, FRANCE

†Instituto de Matemática Interdisciplinar  
Universidad Complutense de Madrid  
Plaza de las Ciencias, 3  
28040 Madrid, SPAIN

E-mail: [Pascal.Begout@math.cnrs.fr](mailto:Pascal.Begout@math.cnrs.fr)  
E-mail: [jdidiaz@ucm.es](mailto:jdidiaz@ucm.es)

Abstract

We present some sharper finite extinction time results for solutions of a class of damped nonlinear Schrödinger equations when the nonlinear damping term corresponds to the limit cases of some “saturating non-Kerr law” $F(|u|^2)u = \frac{a}{\epsilon + |u|^2}\frac{\partial}{\partial t}u$, with $a \in \mathbb{C}$, $\epsilon \geq 0$, $2\alpha = (1 - m)$ and $m \in [0, 1)$. To carry out the improvement of previous results in the literature we present in this paper a careful revision of the existence and regularity of weak solutions under very general assumptions on the data. We prove that the problem can be solved in the very general framework of the maximal monotone operators theory, even under a lack of regularity of the damping term. This allows us to consider, among other things, the singular case $m = 0$. We replace the above approximation of the damping term by a different one which keeps the monotonicity for any $\epsilon \geq 0$. We prove that, when $m = 0$, the finite extinction time of the solution arises for merely bounded right hand side data $f(t, x)$. This is specially useful in the applications in which the Schrödinger equation is coupled with some other functions satisfying some additional equations.
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1 Introduction

This paper deals mainly with the asymptotic behavior, as $t \to \infty$, of solutions of the damped nonlinear Schrödinger equation

\[
\begin{align*}
    i \frac{\partial u}{\partial t} + \Delta u + V(x)u + a|u|^{-(1-m)}u &= f(t, x), \text{ in } (0, \infty) \times \Omega, \\
    u|_{\partial \Omega} &= 0, \text{ on } (0, \infty) \times \partial \Omega, \\
    u(0) &= u_0, \text{ in } \Omega,
\end{align*}
\]

(1.1)–(1.3)

where $0 \leq m \leq 1$, $a \in \mathbb{C}$, $\Omega \subseteq \mathbb{R}^N$ (with $|\Omega| < \infty$, if $m = 0$), $f \in L^1_{loc}([0, \infty); L^2(\Omega))$, $V \in L^1_{loc}(\Omega; \mathbb{R})$ and $u_0 \in L^2(\Omega)$. More precisely, we will improve previous results in the literature ([16], [8], [7]) showing that the main assumption

\[ 0 \leq m < 1 \quad (1.4) \]

implies the finite extinction time phenomenon ($u(t) \equiv 0$ on $\Omega$ for any $t \geq T_*$, for some finite $T_* > 0$) representing, clearly, the most opposite property to the famous Max Born result on the conservation of the mass

\[ \|u(t)\|_{L^2(\Omega)} = \|u(s)\|_{L^2(\Omega)}, \text{ for any } t \geq s \geq 0, \]

which arises in the context of the applications of the linear Schrödinger equation in Quantum Mechanics. Notice that this kind of non linear term can be understood as a special “saturating non-Kerr law” which arises in several applications (see, e.g. [30], [1], [24], [10], [2] and their references) in which the following general nonlinear expression arises in the equation

\[ F(|u|^2)u = \frac{a}{\varepsilon + (|u|^2)\alpha} u, \quad (1.5) \]

with $\varepsilon \geq 0$ and $2\alpha = (1 - m)$. The assumption $m \in (0, 1)$ corresponds to $\alpha \in (0, 1/2)$ and the case $m = 0$ corresponds to $\alpha = 1/2$. The consideration of the limit case, $\varepsilon = 0$ (assumed in this paper) allows to know the limit behavior of solutions for other weakly saturated cases in which $\varepsilon > 0$. When $\varepsilon = 0$ the saturating term becomes singular at $u = 0$. We send the reader to the papers ([16], [8], [7]) for many other information on the modeling and related results concerning problem (1.1)–(1.3).

It was already shown in the above mentioned works ([16], [8], [7]) that the mere assumption (1.3) is not enough to get to such a global conclusion and some other “additional conditions” are required.
The improvements presented in this paper deal mainly with such type of “additional conditions”. Some of them could be understood as “technical conditions” but they are of not of minor relevance since they require even an important revision already of the notion of solution of the problem. Thus, curiously enough, in some cases a proof about the asymptotic behavior requires to improve the basic framework of the existence and uniqueness of solutions. To carry out the improvement of previous results in the literature we present in this paper a careful revision of the existence and regularity of weak solutions under very general assumptions on the data. We prove that problem (1.1)–(1.3) can be solved in the very general framework of the maximal monotone operators theory on $L^2(\Omega)$, even under a lack of regularity of the damping term. This allows us to consider, among other things, the singular case $m = 0$. We replace the above approximation of the damping term (1.5) by a different one: 

$$g^m_\varepsilon(u) = (|u|^2 + \varepsilon)^{-\frac{1}{m}} - m^2 u,$$

which keeps the monotonicity for any $\varepsilon \geq 0$.

The motivation to include in the equation a given data $f(t, x)$ in the right hand side of the equation comes from the fact that very often the solution $u(t, x)$ of the Schrödinger equation is coupled with other unknown term $v(t, x)$ satisfying, perhaps, a different PDE (of the type of the Maxwell equation, Poisson equation, conservation laws equation, etc.). Under suitable conditions (see, e.g., the energy methods applied to some coupled systems in [4]), it is possible that the coupled unknown $v(t, x)$ also presents a finite time extinction (see, e.g., [3] for the case of a nonlinear Maxwell system) and this is the reason why we will assume in some of our results that the given data $f(t, x)$ satisfy such a property.

In this paper we will extend the formulation used in the previously mentioned papers to the case in which there is a linear potential term $V u$ (in the philosophy of the Gross-Pitaevski models) in the equation and, which is perhaps less considered in the former literature, the limit case $m = 0$. We will understand the associated nonlinear operator as multivalued (see Definition 2.2, Part 3 below) and we will prove a curious result which was not noticed in ([16]) where the case $m = 0$ was also considered for a special formulation of problem (1.1)–(1.3) and for dimensions $N \leq 2$; the extinction time phenomenon holds in the larger class of data $f(t, x)$ for which we replace the condition $f(t) = 0$, a.e. $t \geq T_0$, by the conditions

$$f \in L^\infty((T_0, \infty) \times \Omega)$$

and

$$\|f\|_{L^\infty((T_0, \infty) \times \Omega)} < \text{Im}(a). \quad (1.6)$$
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In particular, when \( f(t, x) \) represents a function of other possible coupled unknown \( v(t, x) \), as mentioned before, this new condition is much more general than the assumption that \( v(t, x) \) also presents a finite extinction time. We mention that although some related abstract results are available in the literature (see [12] and [19]) they can not be applied to the framework of problem (1.1)–(1.3): see also this kind of property in the context of multivalued quasilinear parabolic equation ([21]). Concerning multivalued hyperbolic wave equations, the phenomenon is associated to the presence of a Coulomb friction term in the equation (see, e.g., [14], [22], [20] and [5]) but usually \( f(t, x) \equiv 0 \) in this type of problems. See also the control point of view for some Maxwell class of scattering passive systems in [29]. The proof of our result (see Theorems 3.5 and 3.9 below) is quite simple and avoids the application of any abstract result.

Although very precise statements will be presented later, we point out that our Theorem 2.7 below allows the consideration of data satisfying merely \( f \in L^1(H^1_0) \) (and not necessarily \( f \in W^{1,1}(H^1_0) \) as assumed in [8] and [17]). Another improvement of a “technical nature” is that in Theorems 3.6, 3.9 and 3.11 we do not need to assume that \( \Omega \) is a bounded regular set if \( \Omega \neq \mathbb{R}^N \). Moreover, in the special case of \( \Omega \) a half-space we show that \( u, \Delta u \in L^2(\Omega) \) implies that \( u \in H^2(\Omega) \), which is used in 2 of Remark 3.15.

A different additional contribution, with respect to the previous papers ([8] and [17]) is that when we are not able to prove the finite extinction time at least we obtain some decay estimates as \( t \to \infty \). For instance, we prove some cases in which \( \lim_{t \to \infty} \|\nabla u(t)\|_{L^2(\Omega)} = 0 \) (see Theorem 3.14).

This paper is organized as follows. In Section 2 we state the main results about existence, uniqueness and boundness of solutions of (1.1)–(1.3) (Theorem 2.6, 2.7, 2.9 and 2.10). In Section 3 we present the statements of our results about the finite time extinction property (Theorems 3.5, 3.6, 3.9 and 3.11) and on the asymptotic behavior (Theorems 3.3, 3.7, 3.8, 3.12 and 3.14). Their respective proofs are also structured in different sections. In Section 4 we give some a priori estimates about the terms \( Vu \) and \( |u|^{-(1-m)}u \) arising in the equation (1.1), but, the more important part of the proofs is based on Section 5 in which we will prove that it is possible to apply the theory of nonlinear maximal monotone operators on \( L^2(\Omega) \) to the case of equation (1.1). To this end we give some monotonicity results which are slight generalizations of the previous ones due to Liskevich and Perel’muter [28] and Hayashi [27]. Some additional properties and the proofs of the existence, uniqueness and boundedness of solutions are collected in Section 6. The paper ends with Section 7 with the proofs of the statements on the finite extinction time and on the asymptotic behavior presented in Section 8.

To end this Introduction, we collect here some notations which will be used along with this paper. For \( t \in \mathbb{R}, t_+ = \max\{t, 0\} \) is the positive part of \( t \). For \( z \in \mathbb{C}, \overline{z} \) is the conjugate of \( z \), \( \text{Re}(z) \) is its real part and \( \text{Im}(z) \) is its imaginary part. Unless if specified, all functions are complex-valued.
(\(H^1(\Omega)\) def \(H^1(\Omega; \mathbb{C})\), etc) and all the vector spaces are considered over the field \(\mathbb{R}\). For \(1 \leq p \leq \infty, p'\) is the conjugate of \(p\) defined by \(\frac{1}{p} + \frac{1}{p'} = 1\). For a (real) Banach space \(X\), we denote by \(X^*\) def \(\mathcal{L}(X; \mathbb{R})\) its topological dual and by \(\langle . , . \rangle_{X^*} X, X \in \mathbb{R}\) the \(X^* - X\) duality product. In particular, for any \(T \in L^{p'}(\Omega)\) and \(u \in L^p(\Omega)\) with \(1 \leq p < \infty\), \(\langle T, u \rangle_{L^{p'}(\Omega), L^p(\Omega)} = \text{Re} \int_\Omega T(x)\overline{u(x)}dx\). The scalar product in \(L^2(\Omega)\) between two functions \(u, v\) is, \((u, v)_{L^2(\Omega)} = \text{Re} \int_\Omega u(x)v(x)dx\). For a Banach space \(X\) and \(p \in (0, \infty]\), \(u \in L^p_{\text{loc}}([0, \infty); X)\) means that \(u \in L^p_{\text{loc}}((0, \infty); X)\) and for any \(T > 0\), \(u_{|(0,T)} \in L^p((0,T); X)\). In the same way, we will use the notation \(u \in W^{1,p}_{\text{loc}}([0, \infty); X)\). If \(p \in (0, \infty]\) then \(L^2_{\text{loc}}(\Omega) = L^\infty(\Omega)\) and \(W^{1,2}_{\text{loc}}(\Omega) = W^{1,\infty}(\Omega)\) if \(r = 0\), and \(L^0(\Omega)\) is the space of measurable functions \(u : \Omega \rightarrow \mathbb{C}\) such that \(|u| < \infty\), almost everywhere in \(\Omega\). As usual, we denote by \(C\) auxiliary positive constants, and sometimes, for positive parameters \(a_1, \ldots, a_n\), write as \(C(a_1, \ldots, a_n)\) to indicate that the constant \(C\) depends only on \(a_1, \ldots, a_n\) and that dependence is continuous (we will use this convention for constants which are not denoted merely by “\(C\)”).

## 2 Main results

For \(m \in [0, 1]\), let us introduce the following sets of complex numbers:

\[
C(m) = \left\{ z \in \mathbb{C}; \text{Im}(z) > 0 \text{ and } 2\sqrt{m}\text{Im}(z) \geq (1 - m)|\text{Re}(z)| \right\},
\]

\[
D(m) = \left\{ z \in \mathbb{C}; \text{Im}(z) > 0 \text{ and } 2\sqrt{m}\text{Im}(z) = (1 - m)|\text{Re}(z)| \right\},
\]

\[
C_{\text{int}}(m) = C(m) \setminus D(m), \; 0 < m < 1.
\]

(2.1)

(2.2)

(2.3)

In the particular cases \(m = 0\) and \(m = 1\), the set \(C(m)\) becomes,

\[
C(0) = \left\{ z \in \mathbb{C}; \text{Re}(z) = 0 \text{ and } \text{Im}(z) > 0 \right\},
\]

\[
C(1) = \left\{ z \in \mathbb{C}; \text{Im}(z) > 0 \right\}.
\]

(2.4)

(2.5)

In the particular cases \(m = 0\) and \(m = 1\), the set \(C(m)\) becomes,

(2.6)

Our main assumptions concerning the existence of the solutions are the following:

**Assumption 2.1.** We assume the following.

\[
0 \leq m \leq 1,
\]

\[
\Omega \text{ is any nonempty open subset of } \mathbb{R}^N,
\]

\[
|\Omega| < \infty, \text{ if } m = 0,
\]

\[
\begin{aligned}
a &\in C(m), & \text{if } m \in \{0, 1\}, \\
a &\in C_{\text{int}}(m), & \text{if } 0 < m < 1.
\end{aligned}
\]

\[
V \in L^\infty(\Omega; \mathbb{R}) + L^{p'}(\Omega; \mathbb{R}),
\]

(2.7)

(2.8)
where,
\[
p_V = \begin{cases} 
2, & \text{if } N = 1, \\
2 + \beta, & \text{for some } \beta > 0, \text{ if } N = 2, \\
N, & \text{if } N \geq 3.
\end{cases}
\]

(2.9)

Here and after, we shall always identify \( L^2(\Omega) \) with its topological dual. Let us recall some important results of Functional Analysis. Let \( E \) and \( F \) be locally convex Hausdorff topological vector spaces. If \( E \xrightarrow{\iota} F \) with dense embedding then \( F^* \xrightarrow{\iota^*} E^* \), where \( e^* \) is the transpose of \( e : \)
\[
\forall L \in F^*, \forall x \in E, \ (e^*(L), x)_{E^*, E} = (L, e(x))_{F^*, F}.
\]

If, furthermore, \( E \) is reflexive then the embedding \( F^* \xrightarrow{\iota} E^* \) is dense. Often, \( e \) is the identity function, so that \( e^* \) is nothing else but the restriction to \( E \) of continuous linear forms on \( F \). For more details, see Trèves [31] Corollary 5, p.188; Corollary, p.199; Theorem 18.1, p.184]. Let \( A_1 \) and \( A_2 \) two Banach spaces be such that \( A_1, A_2 \subset H \) for some Hausdorff topological vector space \( H \). Then \( A_1 \cap A_2 \) and \( A_1 + A_2 \) are Banach spaces where,
\[
\|a\|_{A_1 \cap A_2} = \max \{\|a\|_{A_1}, \|a\|_{A_2}\} \quad \text{and} \quad \|a\|_{A_1 + A_2} = \inf_{\{a_1, a_2\} \in A_1 \times A_2} \left(\|a_1\|_{A_1} + \|a_2\|_{A_2}\right).
\]

If, in addition, \( A_1 \cap A_2 \) is dense in both \( A_1 \) and \( A_2 \) then,
\[
(A_1 \cap A_2)^* = A_1^* + A_2^* \quad \text{and} \quad (A_1 + A_2)^* = A_1^* \cap A_2^*.
\]

See, for instance, Bergh and Löfström [9] (Lemma 2.3.1 and Theorem 2.7.1). We will often apply these results in the following cases. Let \( 0 \leq m \leq 1 \), let \( X = H \cap L^{m+1}(\Omega) \), where \( H = L^2(\Omega) \) or \( H = H^1_0(\Omega) \), and let \( Y \) be a Banach space such that \( Y \hookrightarrow L^p(\Omega) \) with dense embedding, for some \( p \in [1, \infty) \). We then have,
\[
X^* = H^* + L^{m+1}_d(\Omega),
\]
\[
\mathcal{D}(\Omega) \hookrightarrow X \hookrightarrow L^{m+1}(\Omega) \text{ with both dense embeddings},
\]
\[
L^{m+1}_d(\Omega) \hookrightarrow X^* \hookrightarrow \mathcal{D}'(\Omega),
\]
\[
\langle u, v \rangle_{Y^*, Y} = \langle u, v \rangle_{L^p(\Omega), L^p(\Omega)} = \Re \int_{\Omega} u(x)\overline{v(x)}dx,
\]
\[
(2.13)
\]
for any \( u \in L^p(\Omega) \) and \( v \in Y \). If \( 1 < q < \infty \) and \( p = 2 \) then by Bégout and Díaz [8] Lemma A.4,
\[
L^q_{\text{loc}}([0, \infty); Y) \cap W^{1,q}_{\text{loc}}([0, \infty); Y^*) \hookrightarrow C([0, \infty); L^2(\Omega)).
\]

(2.14)

By reflexivity of \( \mathcal{D}(\Omega) \), the emdeddings \( X^* \hookrightarrow \mathcal{D}'(\Omega) \) and \( L^{m+1}_d(\Omega) \hookrightarrow \mathcal{D}'(\Omega) \) are always dense. If \( 0 < m \leq 1 \) or if \(|\Omega| < \infty\) then \( X \) is reflexive and the embedding \( L^{m+1}_d(\Omega) \hookrightarrow X^* \) is dense.
We recall the definition of solution ([7, 8]), with a slight modification for \( m = 0 \), since it is not treated in [7, 8].

**Definition 2.2.** Assume (2.4), (2.5), (2.8) and (2.9). Let \( a \in \mathbb{C}, f \in L_{\text{loc}}^1([0, \infty); L^2(\Omega)) \) and \( u_0 \in L^2(\Omega) \). Let us consider the following assertions.

1. \( u \in L_{\text{loc}}^{m+1}([0, \infty); H_0^1(\Omega) \cap L^{m+1}(\Omega)) \cap W^{1, m+1}_{\text{loc}}([0, \infty); H^* + L^{m+1}(\Omega)). \)

2. For almost every \( t > 0, \Delta u(t) \in H^* \).

3. (a) If \( m > 0 \) then \( u \) satisfies (1.1) in \( \mathcal{D}'((0, \infty) \times \Omega) \).
   
   (b) If \( m = 0 \) then there exists \( U \in L^\infty((0, \infty) \times \Omega) \) such that \( \|U\|_{L^\infty((0, \infty) \times \Omega)} \leq 1 \), \( U(t, x) = \frac{u(t, x)}{|u(t, x)|} \), if \( u(t, x) \neq 0 \), and \( u \) satisfies (1.1) in \( \mathcal{D}'((0, \infty) \times \Omega) \), where the term \( |u|^{-(1-m)}u \) is replaced with \( U \).

4. \( u(0) = u_0 \).

We shall say that \( u \) is a strong solution if \( u \) is an \( H^2 \)-solution or an \( H_0^1 \)-solution. We shall say that \( u \) is an \( H^2 \)-solution of (1.1)–(1.3) (respectively, an \( H_0^1 \)-solution of (1.1)–(1.3)), if \( u \) satisfies the Assertions (1.4) with \( H = L^2(\Omega) \) (respectively, with \( H = H_0^1(\Omega) \)).

We shall say that \( u \) is an \( L^2 \)-solution or a weak solution of (1.1)–(1.3) if there exists a pair,

\[(f_n, u_n)_{n \in \mathbb{N}} \subset L_{\text{loc}}^1([0, \infty); L^2(\Omega)) \times C([0, \infty); L^2(\Omega)), \]  

such that for any \( n \in \mathbb{N}, u_n \) is an \( H^2 \)-solution of (1.1)–(1.3) where the right hand side of (1.1) is \( f_n \), with

\[ f_n \xrightarrow{L^1((0,T);L^2(\Omega))} f \quad \text{and} \quad u_n \xrightarrow{C([0,T];L^2(\Omega))} u, \]

for any \( T > 0 \).

Throughout this paper, we shall use the following notations and conventions. Let \( m \in [0, 1] \). Since \( |z|^{-(1-m)} |z| = |z|^m \), we extend by continuity at \( z = 0 \) the map \( z \mapsto |z|^{-(1-m)}z \) by setting,

\[ |z|^{-(1-m)}z = 0, \text{ if } m > 0 \text{ and } z = 0. \]

Let \( \varepsilon \geq 0 \). For any \( u \in L^0(\Omega) \) and almost every \( x \in \Omega \), we define

\[
\begin{align*}
g^o_\varepsilon(u)(x) &= (|u(x)|^2 + \varepsilon)^{-\frac{1-m}{2}} u(x), \quad m + \varepsilon > 0, \\
g^0_\varepsilon(u)(x) &= \frac{u(x)}{|u(x)|}, \quad u(x) \neq 0, \\
g(u)(x) &= g^0_\varepsilon(u)(x).
\end{align*}
\]
Remark 2.3. Let us clarify the Definition 2.2. See also Béguet [7] for more details in the case $m > 0$.

1. If $u$ is any strong or weak solution, then by (1.1) of Definition 2.2 (2.14), (2.16) and the embedding

$$W^{1,\infty}_{\text{loc}}([0, \infty); H^* + L^\infty(\Omega)) \hookrightarrow C([0, \infty); H^* + L^\infty(\Omega)),$$

we have,

$$u \in C([0, \infty); L^2(\Omega)), \text{ if } m > 0 \text{ or if } u \text{ is a weak solution},$$

$$u \in C([0, \infty); H^{-1}(\Omega) + L^\infty(\Omega)), \text{ if } m = 0 \text{ and if } u \text{ is an } H^1_0\text{-solution},$$

$$u \in C([0, \infty); L^2(\Omega) + L^\infty(\Omega)), \text{ if } m = 0 \text{ and if } u \text{ is an } H^2\text{-solution},$$

and thus the Cauchy condition $u(0) = u_0$ makes sense in some functional space according to the above different cases. Assume $m = 0$ and $|\Omega| < \infty$ (such as indicated in Assumption 2.1).

Then, it is obvious that if $u$ is an $H^2$-solution then $u \in C([0, \infty); L^2(\Omega))$. We claim that if $u$ is an $H^1_0$-solution with $m = 0$, $|\Omega| < \infty$, and $f \in L^{1+\varepsilon}_{\text{loc}}([0, \infty); H^{-1}(\Omega))$, for some $\varepsilon \in (0, 1)$, then for $r = 2 \frac{1+\varepsilon}{\varepsilon+1} \in (1, 2)$,

$$u \in L^r_{\text{loc}}([0, \infty); H^1_0(\Omega)) \cap W^{1,r'}_{\text{loc}}([0, \infty); H^{-1}(\Omega)) \hookrightarrow C([0, \infty); L^2(\Omega)). \tag{2.17}$$

Indeed, by (11) of Definition 2.2 and the inequality $\|u(t)\|_{L^2(\Omega)}^2 \leq \|u(t)\|_{H^{-1}(\Omega)} \|u(t)\|_{H^1_0(\Omega)}$, we have $u \in L^2_{\text{loc}}([0, \infty); L^2(\Omega))$. With the help of (2.4) below and (11), we get that $\Delta u \in L^{1+\varepsilon}_{\text{loc}}([0, \infty); H^{-1}(\Omega))$. Finally, using the inequality $\|\nabla u(t)\|_{L^2(\Omega)}^2 \leq \|\Delta u(t)\|_{H^{-1}(\Omega)} \|u(t)\|_{H^1_0(\Omega)}^\ast$, with $r = 2 \frac{1+\varepsilon}{\varepsilon+1}$, and integrating in time, we obtain, by the Hölder inequality,

$$\|\nabla u\|^2_{L^2((0,T);L^2(\Omega))} \leq \|\Delta u\|_{L^{1+\varepsilon}((0,T);H^{-1}(\Omega))} \|u\|_{L^1((0,T);H^1_0(\Omega))},$$

for any $T > 0$. Hence (2.17) holds.

2. Any $H^2$-solution satisfies (1.1) in $L^1_{\text{loc}}([0, \infty); L^2(\Omega) + L^{\frac{4m}{m+4}}(\Omega))$, and any $H^1_0$-solution satisfies (1.1) in $L^1_{\text{loc}}([0, \infty); H^{-1}(\Omega) + L^{\frac{4m}{m+4}}(\Omega))$. Indeed, this is a direct consequence of Definition 2.2 and Lemmas 1.1 and 1.3 below.

3. Notice that the boundary condition $u(t)|_{\partial\Omega} = 0$ is implicitly included in the assumption $u(t) \in H^1_0(\Omega)$, for the strong solutions. For the weak solutions, this has to be understood in a generalized sense by using the limit of strong solutions.

The way in which the weak solutions satisfy the equation (1.1) is explained in the following result:
Proposition 2.4. Let Assumption 2.3 be fulfilled and let \( f \in L^1_{\text{loc}}([0,\infty);L^2(\Omega)) \). If \( u \) is a weak solution to (1.1) then
\[
\mathcal{D}^t u \in W^{1,1}_{\text{loc}}([0,\infty); H^{-2}(\Omega) + L^{\frac{m}{m-1}}(\Omega)).
\] (2.18)
In addition, \( u \) solves (1.1) in \( L^1_{\text{loc}}([0,\infty);H^{-2}(\Omega) + L^{\frac{m}{m-1}}(\Omega)) \) and so in \( \mathcal{D}'((0,\infty) \times \Omega) \).

Concerning the uniqueness and continuous dependance with respect to the initial data of solutions, we have:

Proposition 2.5 (Uniqueness and continuous dependance). Assume (2.3) - (2.6) and (2.8) - (2.10). Let \( a \in C(m) \), let \( f, \tilde{f} \in L^1_{\text{loc}}([0,\infty);L^2(\Omega)) \) and \( X = H^1_0(\Omega) \cap L^{m+1}(\Omega) \). Finally, let
\[
u, \tilde{u} \in L^p_{\text{loc}}(0,\infty);L^2(\Omega), W^{1,p}_0([0,\infty);L^2(\Omega)),
\] (2.19)
for some \( 1 < p < \infty \), be solutions in \( \mathcal{D}'((0,\infty) \times \Omega) \) to,
\[
iu_t + \Delta u + Vu + a|u|^{(1-m)}u = f, \quad i\tilde{u}_t + \Delta \tilde{u} + V\tilde{u} + a|\tilde{u}|^{(1-m)}\tilde{u} = \tilde{f},
\]
respectively (with the obvious modification, as in Definition 2.2 if \( m = 0 \)). Then,
\[
\|u(t) - \tilde{u}(t)\|_{L^2(\Omega)} \leq \|u(s) - \tilde{u}(s)\|_{L^2(\Omega)} + \int_s^t \|f(\sigma) - \tilde{f}(\sigma)\|_{L^2(\Omega)} d\sigma,
\] (2.20)
for any \( t \geq s \geq 0 \).

Theorem 2.6 (Existence and uniqueness of \( L^2 \)-solutions). Let Assumption 2.3 be fulfilled and let \( f \in L^1_{\text{loc}}([0,\infty);L^2(\Omega)) \). Then for any \( u_0 \in L^2(\Omega) \), there exists a unique weak solution \( u \) to (1.1) - (1.3). In addition,
\[
u \in L^{m+1}_{\text{loc}}([0,\infty);L^\infty(\Omega)),
\] (2.21)
\[
\frac{1}{2}\|u(t)\|^2_{L^2(\Omega)} + \text{Im}(a) \int_s^t \|u(\sigma)\|_{L^{m+1}(\Omega)}^2 d\sigma \leq \frac{1}{2}\|u(s)\|^2_{L^2(\Omega)} + \text{Im} \int_s^t f(\sigma, x) u(\sigma, x) dx d\sigma,
\] (2.22)
for any \( t \geq s \geq 0 \). If \( |\Omega| < \infty \) or if \( m = 1 \) then the inequality in (2.22) is an equality. Finally, if \( \tilde{u} \) is a weak solution to (1.1) with \( \tilde{u}(0) = \tilde{u}_0 \in L^2(\Omega) \) and \( \tilde{f} \in L^1_{\text{loc}}([0,\infty);L^2(\Omega)) \) instead of \( f \) in (1.1) then (2.20) holds for any \( t \geq s \geq 0 \).

Theorem 2.7 (Additional regularity in \( H^1_0(\Omega) \)). Let Assumption 2.3 be fulfilled. Assume that each component of the vector \( \nabla V \) satisfies the regularity (2.8) and let \( f \in L^1_{\text{loc}}([0,\infty);H^1_0(\Omega)) \). Then for any \( u_0 \in H^1_0(\Omega) \), the weak solution \( u \) satisfies, additionally, that
\[
u \in \begin{cases}
C([0,\infty);L^2(\Omega)) \cap L^\infty([0,\infty);H^1_0(\Omega)) \cap L_{\text{loc}}^{m+1}([0,\infty);L^{m+1}(\Omega)), \\
W^{1,1}_{\text{loc}}([0,\infty);H^{-1}(\Omega) + L^{\frac{m}{m-1}}(\Omega)),
\end{cases}
\] (2.23)
and \( u \) satisfies (1.1) in \( L_{\text{loc}}^1([0, \infty); H^{-1}(\Omega) + L_{\text{loc}}^{\frac{m+1}{m}}(\Omega)) \). In addition, \( u \) verifies,

\[
\|u(t)\|_{H^1_0(\Omega)} \leqslant \left( \|u(s)\|_{H^1_0(\Omega)} + \int_s^t \|f(\sigma)\|_{H^1_0(\Omega)} \, d\sigma \right) e^{C\|\nabla V\|_{L_{\text{loc}}^\infty} + L^p V(t-s)},
\]

(2.24)

for almost every \( t > s > 0 \), where \( C = C(N) \) (\( C = C(\beta), \) if \( N = 2 \)).

**Remark 2.8.** Below are some comments about Theorems 2.6 and 2.7.

1. Let Assumption 2.1 be fulfilled and let \( u \) be a weak solution. If \( f \in L^1((0, \infty); L^2(\Omega)) \) then,

\[
u \in C_b([0, \infty); L^2(\Omega)) \cap L^{\frac{m(1-m)}{2-p}}((0, \infty); L^p(\Omega)),
\]

(2.25)

for any \( p \in [m+1, 2] \). Here, by \( C_b \) we mean \( C \cap L^\infty \). If, in addition, \( (\varphi_n)_{n \in \mathbb{N}} \subset L^2(\Omega) \), \( (f_n)_{n \in \mathbb{N}} \subset L^1((0, \infty); L^2(\Omega)) \) and,

\[
\varphi_n \xrightarrow{n \to \infty} u_0 \quad \text{and} \quad f_n \xrightarrow{n \to \infty} f,
\]

then for any \( p \in (m+1, 2) \),

\[
u_n \xrightarrow{n \to \infty} u \in C_b([0, \infty); L^2(\Omega)) \cap L^{\frac{m(1-m)}{2-p}}((0, \infty); L^p(\Omega)) \to u,
\]

where for each \( n \in \mathbb{N} \), \( u_n \) is the weak solution to (1.1) with \( u_n(0) = \varphi_n \) and \( f_n \) instead of \( f \). See Béguet [7, Remark 2.5] for more details.

2. The solution obtained in Theorem 2.7 could be called an *almost \( H^1_0 \)-solution* since it verifies all the conditions of Definition 2.2 except the property

\[
u \in W^{1, \frac{m+1}{m}}_{\text{loc}}([0, \infty); X^*),
\]

(2.26)

which need not be satisfied, where \( X^* = H^{-1}(\Omega) + L^{\frac{m+1}{m}}(\Omega) \). In particular, we cannot apply Proposition 2.5 and, as a consequence, we do not know if the solution is unique in the class of functions satisfying (2.23). Of course, it is unique in the class of weak solutions (Theorem 2.6). Finally, (2.26) may be obtained if we assume additionally \( f \in L^{\frac{m+1}{m}}_{\text{loc}}([0, \infty); X^*) \), (see Theorem 2.9 below).

3. The assumption on \( \nabla V \) in Theorem 2.7 (and Theorem 2.9 below) is needed to obtain (2.24) and, thereby, the approximating sequence of the \( H^2 \)-solutions bounded in \( L_{\text{loc}}^\infty([0, \infty); H^1_0(\Omega)) \).

If \( V \) is a constant function then we may obtain a better estimate as follows. We claim that,

\[
\|\nabla u(t)\|_{L^2(\Omega)} \leqslant \|\nabla u(s)\|_{L^2(\Omega)} + \int_s^t \|\nabla f(\sigma)\|_{L^2(\Omega)} \, d\sigma,
\]

(2.27)
for almost every $t > s > 0$. Indeed, since the solution obtained in Theorem 2.7 is a weak solution, by uniqueness of the weak solutions and by a time translation argument, it is sufficient to establish (2.27) for $s = 0$ and the $H^2$-solutions. Taking the $L^2$-scalar product of (1.1) with $-i\Delta u$, it follows from Bégout and Díaz [3] Lemma A.5] and Lemma 5.1 below that for almost every $\sigma > 0$,

$$\frac{1}{2} \frac{d}{dt} \|u(\sigma)\|^2_{L^2(\Omega)} \leq (\nabla f(\sigma), i\nabla u(\sigma))_{L^2(\Omega)} \leq \|\nabla f(\sigma)\|_{L^2(\Omega)} \|\nabla u(\sigma)\|_{L^2(\Omega)}.$$ 

The result then follows by integration. See the proof of Theorem 2.7 for more details.

Below and after, we denote by $C_w([0, \infty); H^1_0(\Omega))$ the space of continuous functions from $[0, \infty)$ to $H^1_0(\Omega)$, where $H^1_0(\Omega)$ is endowed of the weak topology $\sigma (H^1_0(\Omega), H^{-1}(\Omega))$.

**Theorem 2.9 (Existence and uniqueness of $H^1_0$-solutions).** Let Assumption 2.1 be fulfilled. Assume that each component of the vector $\nabla V$ satisfies (2.23) and let

$$f \in L^1_{\text{loc}}([0, \infty); H^1_0(\Omega)) \cap L^{\frac{m+1}{m}}_{\text{loc}}([0, \infty); H^{-1}(\Omega) + L^{\frac{m+1}{m}}(\Omega)).$$

Then for any $u_0 \in H^1_0(\Omega)$, there exists a unique $H^1_0$-solution $u$ to (1.1) – (1.3). Furthermore, $u$ is also a weak solution and satisfies the following properties.

1. $u \in C_w([0, \infty); H^1_0(\Omega))$ and (2.24) holds for any $t \geq s \geq 0$.

2. The map $t \mapsto \|u(t)\|^2_{L^2(\Omega)}$ belongs to $W^{1,1}_{\text{loc}}([0, \infty); \mathbb{R})$ and we have,

$$\frac{1}{2} \frac{d}{dt} \|u(t)\|^2_{L^2(\Omega)} + \text{Im}(a)\|u(t)\|^{m+1}_{L^{m+1}(\Omega)} = \text{Im} \int_{\Omega} f(t, x) u(t, x) \, dx,$$

for almost every $t > 0$.

**Theorem 2.10 (Existence and uniqueness of $H^2$-solutions).** Let Assumption 2.1 be fulfilled and $f \in W^{1,1}_{\text{loc}}([0, \infty); L^2(\Omega))$. Then for any $u_0 \in H^1_0(\Omega) \cap L^{2m}(\Omega)$, with $\Delta u_0 \in L^2(\Omega)$, there exists a unique $H^2$-solution $u$ to (1.1) – (1.3). Furthermore, $u$ satisfies (1.1) in $L^\infty_{\text{loc}}([0, \infty); L^2(\Omega))$ as well as the following properties.

1. $u \in C([0, \infty); H^1_0(\Omega)) \cap W^{1,\infty}_{\text{loc}}([0, \infty); L^2(\Omega))$ and, in addition, $u \in L^\infty_{\text{loc}}([0, \infty); L^{2m}(\Omega))$, if $m > 0$.

2. $\Delta u \in L^\infty_{\text{loc}}([0, \infty); L^2(\Omega))$ and,

$$\begin{cases}
\|u(t) - u(s)\|_{L^2(\Omega)} \leq \|u_t\|_{L^\infty([s, t); L^2(\Omega))} |t - s|, \\
\|\nabla u(t) - \nabla u(s)\|_{L^2(\Omega)} \leq M |t - s|^{\frac{1}{2}}, \\
\|u_t\|_{L^\infty([0, t); L^2(\Omega))} \leq \|iA_0^m u_0 - f(0)\|_{L^2(\Omega)} + \int_0^t \|f'(\sigma)\|_{L^2(\Omega)} \, d\sigma,
\end{cases}$$
for any $t \geq s \geq 0$, where $M^2 = 2\|u_t\|_{L^\infty((s,t); L^2(\Omega))}\|\Delta u\|_{L^\infty((s,t); L^2(\Omega))}$ and $iA_0^mu_0 = \Delta u_0 + Vu_0 + ag(u_0)$ ($iA_0^mu_0 = \Delta u_0 + Vu_0 + aU_0$, for some $U_0$ in the closed unit ball of $L^\infty(\Omega)$ with $U_0 = \frac{u_m}{|u_0|}$, almost everywhere where $u_0 \neq 0$, if $m = 0$).

3. The map $t \mapsto \|u(t)\|_{L^2(\Omega)}^2$ belongs to $C^1([0, \infty); \mathbb{R})$ and (2.28) holds for any $t \geq 0$.

4. If $f \in W^{1,1}((0, \infty); L^2(\Omega))$ then we have,

$$u \in C_b([0, \infty); H^1_0(\Omega)) \cap W^{1,\infty}((0, \infty); L^2(\Omega)),$$

$$\Delta u \in L^\infty((0, \infty); L^2(\Omega)),$$

$$u \in L^\infty((0, \infty); L^{2m}(\Omega)),$$ if $m > 0$.

**Remark 2.11.** Below are some comments about Theorem 2.10

1. Since $f \in W^{1,1}_{\text{loc}}((0, \infty); L^2(\Omega)) \hookrightarrow C([0, \infty); L^2(\Omega))$, estimate (2.31) with $f(0)$ makes sense.

2. For any $p \in (2m, \frac{2N}{N-2}]$ ($p \in (2m, \infty)$ if $N = 2$, $p \in (2m, \infty]$ if $N = 1$),

$$u \in C^{0,\alpha}([0, \infty); L^p(\Omega)) \quad \left( u \in C^{0,\alpha}_b([0, \infty); L^p(\Omega)), \text{ if } f \in W^{1,1}((0, \infty); L^2(\Omega)) \right),$$

where $\alpha = \frac{2N-p(N-4)}{4p}$ if $p \geq 2$, $\alpha = \frac{2m}{p(1-m)}$ if $p \leq 2$ and $m > 0$, and $\alpha = 1$ if $p \leq 2$ and $m = 0$.

Indeed, if $p \geq 2$ this comes from Properties 1 and 2 and Gagliardo-Nirenberg’s inequality. If $m > 0$ and $p \in (2m, 2]$, this regularity comes from Hölder’s inequality, Property 1 and (2.29). Finally, if $m = 0$ and $p \in (0, 2]$, this comes from (2.29) and the embedding $L^2(\Omega) \hookrightarrow L^p(\Omega)$, since $|\Omega| < \infty$.

**Remark 2.12.** The existence of the solutions of (1.1)–(1.3) for $a \in D(m)$ is not treated here and will be the subject of a future work. Note that if $|\Omega| < \infty$ and $V = 0$, this was done in Bégout and Díaz [8].

### 3 Finite time extinction and asymptotic behavior

We will improve the result of Bégout and Díaz [8] by avoiding, among other things, some regularity and boundedness conditions on the spatial domain.

For $N \in \mathbb{N}$, let $\ell \in \{1, 2\}$, $m \in [0, 1)$ and

$$\delta_\ell = \frac{(N + 2\ell) - m(N - 2\ell)}{4\ell}.$$ (3.1)

Notice that if $N = \ell = 1$ or if $N \leq 3$ then for any $m \in [0, 1)$, $\delta_\ell \in \left(\frac{1}{2}, 1\right)$. 
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Assumption 3.1 (Case of the $H^1_0$-solutions). Assumption 2.1 holds true with $0 \leq m < 1$ and $V$ a constant function. Let $f \in L^1((0,\infty);H^1_0(\Omega))$, let $u_0 \in H^1_0(\Omega)$ and let $u$ be the unique $L^2$-solution to (1.1)–(1.3) given by Theorem 2.6. We assume that there exists a finite time $T_0 \geq 0$ such that
\[
\left\{ \begin{array}{ll}
f \in L^\infty((T_0,\infty) \times \Omega) \text{ and } \|f\|_{L^\infty((T_0,\infty) \times \Omega)} < \text{Im}(a), & \text{if } m = 0, \\
f(t) = 0, \text{ for almost every } t > T_0, & \text{if } 0 < m < 1.
\end{array} \right.
\] (3.2)

Assumption 3.2 (Case of the $H^2$-solutions). Assumption 2.1 holds true with $0 \leq m < 1$. Let $f \in W^{1,1}((0,\infty);L^2(\Omega))$, $u_0 \in H^1_0(\Omega) \cap L^{m'}(\Omega)$ with $\Delta u_0 \in L^2(\Omega)$ and let $u$ be the unique $H^2$-solution to (1.1)–(1.3) given by Theorem 2.10. We assume that there exists a finite time $T_0 \geq 0$ such that $f$ satisfies 3.2.

Asymptotic behavior of the $L^2$-solutions

Theorem 3.3. Let Assumption 2.1 be fulfilled, let $f \in L^1((0,\infty);L^2(\Omega))$, $u_0 \in L^2(\Omega)$ and let $u$ be the unique weak solution to (1.1)–(1.3) given by Theorem 2.6. Then,
\[
\lim_{t \to \infty} \|u(t)\|_{L^2(\Omega)} = 0.
\]

Remark 3.4. Let the hypotheses of Theorem 3.3 be fulfilled with $m = 0$ and $|\Omega| < \infty$. By the embedding $L^2(\Omega) \hookrightarrow L^p(\Omega)$, we have $\lim_{t \to \infty} \|u(t)\|_{L_p(\Omega)} = 0$, for any $p \in (0,2]$. Now, suppose $m = 1$ and $f = 0$ almost everywhere on $(T_0,\infty)$, for some $T_0 \geq 0$. Then,
\[
\forall t \geq T_0, \quad \|u(t)\|_{L^2(\Omega)} = \|u(T_0)\|_{L^2(\Omega)} e^{-\text{Im}(a)(t-T_0)}.
\]

Indeed, by 2.20 and density, we may assume that $u$ is an $H^2$-solution. We then have by 2.28,
\[
\forall t \geq T_0, \quad \frac{1}{2} \frac{d}{dt} \|u(t)\|_{L^2(\Omega)}^2 + \text{Im}(a)\|u(t)\|_{L^2(\Omega)}^2 = 0,
\]
from which the result follows. We have a similar statement for the strong solutions when $m < 1$ (Theorems 3.7 and 3.12 below).

Finite time extinction and asymptotic behavior of the $H^1_0$-solutions

Theorem 3.5 (Finite time extinction). Let Assumption 5.1 be fulfilled with $N = 1$. Then,
\[
\forall t \geq T_*, \quad \|u(t)\|_{L^2(\Omega)} = 0,
\] (3.3)

where,
\[
T_* \leq C\|u(T_0)\|_{L^2(\Omega)} \|\nabla u\|_{L^\infty((0,\infty);L^2(\Omega))} + T_0,
\] (3.4)
for some $C = C(\text{Im}(a), m)$ $(C = C(\text{Im}(a) - \|f\|_{L^\infty((T_0,\infty) \times \Omega)})$, if $m = 0$).
\textbf{Theorem 3.6 (Synchronized finite time extinction).} Let Assumption 3.1 be fulfilled with \( N = 1 \). Assume further that \( f \in L^{\frac{1}{\alpha}}((0, \infty); \mathcal{H}^{-1}(\Omega)) + L^{\frac{1}{\alpha}}(\Omega) \) so that \( u \) is an \( \mathcal{H}^1 \)-solution. There exists \( \varepsilon_* = \varepsilon_*(|a|, m) \) satisfying the following property. If
\[
\begin{align*}
&\|u_0\|_{L^2(\Omega)}^{2(1-\delta_1)} \leq \varepsilon_* T_0, \\
&\|\nabla u_0\|_{L^2(\Omega)} + \|f\|_{L^1((0, \infty); L^2(\Omega))} \leq \varepsilon_*, \\
&\|f(t)\|_{L^2(\Omega)}^2 \leq \varepsilon_*(T_0 - t)\frac{2^{1-\delta_1}}{2^\delta_1}
\end{align*}
\]
for almost every \( t > 0 \), where \( \delta_1 \) is defined by (3.1), then (3.3) holds true with \( T_* = T_0 \).

\textbf{Theorem 3.7 (Time decay estimates).} Let Assumption 3.1 be fulfilled with \( N \geq 2 \). Then for any \( t \geq T_0 \),
\[
\|u(t)\|_{L^2(\Omega)} \leq \|u(T_0)\|_{L^2(\Omega)} e^{-C(t-T_0)},
\]
if \( N = 2 \), and
\[
\|u(t)\|_{L^2(\Omega)} \leq \frac{\|u(T_0)\|_{L^2(\Omega)}}{1 + C\|u(T_0)\|_{L^2(\Omega)}(t - T_0)} \frac{(2-m)/(N-2)}{(1-m)/(N-2)},
\]
if \( N \geq 3 \), where \( C = C(\|\nabla u\|_{L^\infty((0, \infty); L^2(\Omega))}, \text{Im}(a), N, m) \) \( (C = C(\|\nabla u\|_{L^\infty((0, \infty); L^2(\Omega))}, \text{Im}(a) - \|f\|_{L^\infty((T_0, \infty) \times \Omega), N), if m = 0} \).

\textbf{Theorem 3.8 (Time decay).} Let Assumption 2.1 be fulfilled with \( V \) a constant function. Let \( f \in L^1((0, \infty); \mathcal{H}^1_0(\Omega)), u_0 \in \mathcal{H}^1_0(\Omega) \) and let \( u \) be the unique weak solution given by Theorem 2.6. Then,
\[
\lim_{t \to \infty} \|u(t)\|_{L^p(\Omega)} = 0,
\]
for any \( p \in \left[2, \frac{2N}{N-1}\right] \) \( (p \in [2, \infty] \text{ if } N = 1) \). If \( m = 0 \) then (3.8) is also true for any \( p \in (0, 2] \).

\textbf{Finite time extinction and asymptotic behavior of the \( \mathcal{H}^2 \)-solutions}

\textbf{Theorem 3.9 (Finite time extinction).} Let Assumption 3.2 be fulfilled with \( N \leq 3 \). Then,
\[
\forall t \geq T_*, \|u(t)\|_{L^2(\Omega)} = 0,
\]
where,
\[
T_* \leq C\|u(T_0)\|_{L^2(\Omega)}^{\frac{(2-m)(4-N)}{4}} \|\Delta u\|_{L^\infty((0, \infty); L^2(\Omega))} + T_0,
\]
for some \( C = C(\text{Im}(a), N, m) \) \( (C = C(\text{Im}(a) - \|f\|_{L^\infty((T_0, \infty) \times \Omega), N), if m = 0 \).
Remark 3.10. Assume $m = 0$. When $u(t, x) = 0$, we do not know exactly what is the term $U(t, x)$ in the equation (1.1) (remember Part 3b of Definition 2.2), except in the following particular case. Assume that, for some $T_0 > 0$, $f$ satisfies (3.9). Let $u$ be a solution as in Theorems 3.3 or 3.9. Then by (3.9) or (3.9), the equation (1.1) becomes,

$$i\text{Im}(a)U(t, x) = f(t, x),$$

for almost every $(t, x) \in (T_*, \infty) \times \Omega$.

For $0 < m < 1$, let us define the quasi-norm $\| \cdot \|_{m, \Omega}$ by,

$$\|u\|_{m, \Omega} = \|u\|_{H^m_0(\Omega)} + \|u\|_{L^2m(\Omega)} + \|\Delta u\|_{L^2(\Omega)},$$  \hspace{1cm} (3.11)

for any $u \in H^1_0(\Omega) \cap L^{2m}(\Omega)$ with $\Delta u \in L^2(\Omega)$.

Theorem 3.11 (Synchronized finite time extinction). Let Assumption 3.2 be fulfilled with $N \leq 3$ and $0 < m < 1$. There exists $\varepsilon_* = \varepsilon_*(|a|, N, m)$ satisfying the following property. If

$$\begin{align*}
\|u_0\|_{L^2(\Omega)}^{2(1-\delta_2)} & \leq \varepsilon_* T_0, \\
\|u_0\|_{m, \Omega} + \|f\|_{W^{1,1}((0, \infty); L^2(\Omega))} & \leq \varepsilon_*, \\
\|f(t)\|_{L^2(\Omega)}^2 & \leq \varepsilon*(T_0 - t)^{\frac{\delta_2 - 1}{\delta_2}},
\end{align*}\hspace{1cm} (3.12)$$

for almost every $t > 0$, where $\delta_2$ is defined by (3.1), then (3.9) holds true with $T_* = T_0$.

Theorem 3.12 (Time decay estimates). Let Assumption 3.2 be fulfilled with $N \geq 4$. Then for any $t \geq T_0$,

$$\|u(t)\|_{L^2(\Omega)} \leq \|u(T_0)\|_{L^2(\Omega)}e^{-C(t-T_0)}, \hspace{1cm} (3.13)$$

if $N = 4$, and

$$\|u(t)\|_{L^2(\Omega)} \leq \frac{\|u(T_0)\|_{L^2(\Omega)}}{1 + C\|u(T_0)\|_{L^2(\Omega)}^\frac{(2-m)(N-4)}{(1-m)(N-4)} (t - T_0)}, \hspace{1cm} (3.14)$$

if $N \geq 5$, where $C = C(\|\Delta u\|_{L^\infty((0, \infty); L^2(\Omega))}, \text{Im}(a), N, m)$ ($C = C(\|\Delta u\|_{L^\infty((0, \infty); L^2(\Omega))}, \text{Im}(a) - \|f\|_{L^\infty(T_0, \infty) \times \Omega}, N)$, if $m = 0$).

Remark 3.13. As mentioned at the introduction, the results of Theorems 3.3, 3.7, 3.9 and 3.12 for $m = 0$ can be applied to the case in which the Schrödinger equation is coupled with some other dynamic equation

$$\begin{align*}
i\frac{\partial u}{\partial t} + \Delta u + Vu + au & = g(v), \\
\frac{\partial v}{\partial t} + B(v) & = h(u, v),
\end{align*}$$
Then by taking \( f(t, x) = g(v(t, x)) \), if we can prove, for instance, that \( \|v(t)\|_{L^\infty(\Omega)} \xrightarrow{t \to \infty} 0 \), and if \( g \) is Lipschitz continuous with \( g(0) = 0 \), then the assumption \( \|f\|_{L^\infty((T_0, \infty) \times \Omega)} < \text{Im}(\alpha) \) is satisfied, for \( T_0 > 0 \) large enough.

**Theorem 3.14 (Time decay).** Let Assumption [2.1] be fulfilled. Let \( f \in W^{1,1}((0, \infty); L^2(\Omega)) \), \( u_0 \in H^1_0(\Omega) \cap L^{2m}(\Omega) \) with \( \Delta u_0 \in L^2(\Omega) \) and let \( u \) be the unique strong solution given by Theorem [2.10]. Then,

\[
\lim_{t \to \infty} \|u(t)\|_{H^0_0(\Omega)} = \lim_{t \to \infty} \|u(t)\|_{L^p(\Omega)} = \lim_{t \to \infty} \frac{d}{dt} \|u(t)\|_{L^2(\Omega)}^2 = 0, \tag{3.15}
\]

for any \( p \in \left(2m, \frac{2N}{N-2}\right) \) (\( p \in (2m, \infty) \) if \( N = 2 \), \( p \in (2m, \infty) \) if \( N = 1 \)).

**Remark 3.15.** Let the assumptions of Theorem [3.13] be fulfilled. Below are some comments about the asymptotic behavior of the solution.

1. If \( m = 0 \) then \( |\Omega| < \infty \) and by (3.15), \( \lim_{t \to \infty} \|u(t)\|_{W^{1,q}(\Omega)} = 0 \), for any \( q \in (0, 2] \).

2. Let \( E = \{ u \in H^1_0(\Omega); \Delta u \in L^2(\Omega) \} \) and \( \|u\|_E^2 = \|u\|_{L^2(\Omega)}^2 + \|\Delta u\|_{L^2(\Omega)}^2 \), for any \( u \in E \). We recall that if \( \Omega = \mathbb{R}^N \), if \( \Omega \) is a half-space or if \( \Omega \) is bounded with a \( C^{1,1} \)-boundary then \( E = H^2(\Omega) \cap H^1_0(\Omega) \) with equivalent norms. Indeed, this is due to Fourier’s transform, Plancherel’s formula, Haroske and Triebel [26] Theorem 5.16, p.131; Proposition 5.17, p.132] and Grisvard [25] Corollary 2.2.2.4, p.91]. With help of Property 4 of Theorem [2.10] it follows from (3.15) and Gagliardo-Nirenberg’s inequality that,

\[
\lim_{t \to \infty} \|u(t)\|_{W^{1,q}(\Omega)} = \lim_{t \to \infty} \|u(t)\|_{L^p(\Omega)} = 0,
\]

for any \( q \in \left[\frac{4}{3}, 2\right] \) with \( q > \frac{4m}{m+1} \), and any \( p \in \left(2m, \frac{2N}{N-2}\right) \) (\( p \in (2m, \infty) \) if \( N \leq 3 \)).

## 4 On the zero-order terms

In this section we analyze the functional associated to the zero-order terms in equation (1.1).

**Lemma 4.1.** Let \( V = V_1 + V_2 \in L^\infty(\Omega; \mathbb{R}) + L^{p_V}(\Omega; \mathbb{R}) \), where \( p_V \) is given by (2.9). Then for any \( u \in H^1_0(\Omega) \), we have \( Vu \in L^2(\Omega) \) and,

\[
\|Vu\|_{L^2(\Omega)} \leq C \|V\|_{L^\infty(\Omega) + L^{p_V}(\Omega)} \|u\|_{H^1_0(\Omega)}, \tag{4.1}
\]

where \( C = C(N) \) (\( C = C(\beta) \), if \( N = 2 \)). In addition, for any \( u \in H^1_0(\Omega) \),

\[
\|V_1 u\|_{L^2(\Omega)} \leq \|V_1\|_{L^\infty(\Omega)} \|u\|_{L^2(\Omega)}, \tag{4.2}
\]
and for any $\rho > 0$,
\[
\|V_2 u\|_{L^2(\Omega)} \leq C \rho^{1-\gamma} \|V_2\|_{L^{pV}(\Omega)}^{\gamma} \|u\|_{L^2(\Omega)} + \frac{1}{\rho} \|\nabla u\|_{L^2(\Omega)},
\]
(4.3)
where $\gamma = \frac{2}{3}$ if $N = 1$, $\gamma = \frac{2}{N+1}$ if $N = 2$, $\gamma = 0$ if $N \geq 3$, and $C = C(N)$ ($C = C(\beta)$, if $N = 2$).

**Lemma 4.2.** Let $V = V_1 + V_2 \in L^\infty(\Omega; \mathbb{R}) + L^{pV}(\Omega; \mathbb{R})$, where $p_V$ is given by (2.9). Then for any $u \in L^2(\Omega)$, we get that $Vu \in H^{-1}(\Omega)$ and,
\[
\|Vu\|_{H^{-1}(\Omega)} \leq C \|V\|_{L^\infty(\Omega) + L^{pV}(\Omega)} \|u\|_{L^2(\Omega)},
\]
(4.4)
\[
\langle Vu, v \rangle_{H^{-1}(\Omega), H^1_0(\Omega)} = (u, Vv)_{L^2(\Omega)},
\]
(4.5)
for any $v \in H^1_0(\Omega)$, where $C$ is given by (4.1).

**Lemma 4.3.** The following properties are satisfied by the saturation terms $g_0^n(u)$:

1. Let $m \in (0, 1]$. Then for any $p \in [1, \infty)$, we have that $g_0^m \in C(L^p(\Omega); L^{\frac{\alpha}{\beta}}(\Omega))$ and $g_0^m$ is bounded on bounded sets. More precisely,
\[
\|g_0^m(u) - g_0^m(v)\|_{L^{\frac{\alpha}{\beta}}(\Omega)} \leq 3 \|u - v\|_{L^{pV}(\Omega)},
\]
for any $u, v \in L^p(\Omega)$.

2. Let $m \in [0, 1]$ and $\varepsilon > 0$. Then $g_\varepsilon^m \in C(L^2(\Omega); L^2(\Omega))$ and $g_\varepsilon^m$ is bounded on bounded sets.

**Proof.** The first part can be found in Bégout and Díaz [8, Lemma 6.2] while (2.9) is obvious.

**Proof of Lemma 4.1.** Let $u \in H^1_0(\Omega)$. By Hölder’s inequality, we get (4.2) and,
\[
\|V_2 u\|_{L^2(\Omega)} \leq \|V_2\|_{L^{pV}(\Omega)} \times \begin{cases} \|u\|_{L^\infty(\Omega)}, & \text{if } N = 1, \\ \|u\|_{L^{\frac{2(N+2)}{N}}(\Omega)}, & \text{if } N = 2, \\ \|u\|_{L^{\frac{2N}{N-2}}(\Omega)}, & \text{if } N \geq 3. \end{cases}
\]
(4.6)
Then (4.1) comes from (4.2), (4.6) and the Sobolev embeddings. Let $\rho > 0$ and $\nu = \rho \|V_2\|_{L^{pV}(\Omega)}$. By Sobolev’s embedding and Gagliardo-Nirenberg’s and Young’s inequalities, we have
\[
\begin{aligned}
\|u\|_{L^\infty(\Omega)} & \leq C \|u\|_{L^{\frac{2}{p}V}(\Omega)} \|\nabla u\|_{L^2(\Omega)} \leq C \nu^\frac{1}{2} \|u\|_{L^{\frac{4}{3}}(\Omega)} + \frac{1}{\nu} \|\nabla u\|_{L^2(\Omega)}, \\
\|u\|_{L^{\frac{2(N+2)}{N}}(\Omega)} & \leq C \|u\|_{L^{\frac{2}{p}V}(\Omega)} \|\nabla u\|_{L^2(\Omega)} \leq C \nu^\frac{1}{2} \|u\|_{L^{\frac{4}{3}}(\Omega)} + \frac{1}{\nu} \|\nabla u\|_{L^2(\Omega)}, \\
\|u\|_{L^{\frac{2N}{N-2}}(\Omega)} & \leq C \|\nabla u\|_{L^2(\Omega)} \leq C \nu + \frac{1}{\nu} \|\nabla u\|_{L^2(\Omega)}^2, 
\end{aligned}
\]
if $N \geq 3$.

Putting together (4.6) and the above estimates, we obtain (4.3).
Proof of Lemma 4.2. Let $u, v \in H^1_0(\Omega)$. By Lemma 4.1, $V u \in L^2(\Omega) \hookrightarrow H^{-1}(\Omega)$ with dense embedding and,

$$
\langle Vu, v \rangle_{H^{-1}(\Omega), H^1_0(\Omega)} = \langle Vu, v \rangle_{L^2(\Omega), L^2(\Omega)} = \langle u, V v \rangle_{L^2(\Omega)},
$$

where $\sup \|v\|_{H^1_0(\Omega)} = 1$ and $\|V u\|_{L^\infty(\Omega)} \leq C \|u\|_{L^\infty(\Omega) + L^p(\Omega)}$. The inequality is extended to any $m \in (0, 1)$ by density. The lemma is proved.

5 Some maximal monotone operators

In all this section, we suppose Assumption 2.1 but with $a \in C(m)$, not merely $a \in C_{\text{int}}(m)$, if $m \in (0, 1)$ (unless if specified). Let $\varepsilon \geq 0$. Let us define the following operators on $L^2(\Omega)$.

$$
\forall u \in D(L) \overset{\text{def}}{=} \{ u \in H^1_0(\Omega); \Delta u \in L^2(\Omega) \}, \quad Lu = -i\Delta u - iVu,
$$

$$
\left\{ \begin{array}{l}
D(B^m_\varepsilon) = L^2(\Omega), \quad |\varepsilon| > 0 \text{ or } m = 1, \\
D(A^m_\varepsilon) = D(L), \quad |\varepsilon| > 0,
\end{array} \right.
$$

where

$$
\forall u \in D(B^m_\varepsilon), \quad B^m_\varepsilon u = -ia g^m_\varepsilon(u),
$$

and

$$
\forall u \in D(A^m_\varepsilon), \quad A^m_\varepsilon u = Lu + B^m_\varepsilon u.
$$

It is clear that all the above domains are dense in $L^2(\Omega)$ since they all contain $\mathcal{D}(\Omega)$, which is dense in $L^2(\Omega)$.

Lemma 5.1. Let $u \in D(L)$ and $U \in B^0_0 u$. We have the following results.

1. If $m > 0$ and if $u^m \Delta u \in L^1(\Omega)$ then $\text{Re} \left(ia \int_{\Omega} g^m_0(u) \overline{\Delta u} dx \right) \geq 0$.

2. If $m = 0$ then $\text{Re} \left(ia \int_{\Omega} U \overline{\Delta u} dx \right) \geq 0$.

Proof. By Bégout and Díaz [8], Lemma 6.3 and Remark 6.4, we only have to show that let $u \in D(L)$ and $U \in B^0_0 u$. Set $\omega = \{ x \in \Omega; u(x) \neq 0 \}$. Since $u \in \bigcap_{0 < m < 1} C(m)$ and $g^m_0(u) \overset{a.e., \text{on } \omega}{\longrightarrow} g^0_0(u)$, it follows from the dominated convergence Theorem and (4.1) that,

$$
\text{Re} \left(ia \int_{\omega} \frac{u}{|u|} \overline{\Delta u} dx \right) \geq 0.
$$

(5.1)
It is well-known that if \( u \in H^1(\Omega) \) then \( \nabla u = 0 \), almost everywhere in \( \omega^c \). In fact, since \( u \in H^2_{\text{loc}}(\Omega) \), \( \Delta u = 0 \), almost everywhere in \( \omega^c \cap K \), for any compact subset \( K \subset \Omega \), hence in \( \omega^c \). It follows that,
\[
\text{Re} \left( i\alpha \int_{\omega^c} U \Delta u \, dx \right) = 0.
\]
Summing \( (5.1) \) with \( (5.2) \), we get the desired result. \( \square \)

**Lemma 5.2.** \((L, D(L))\) is a linear skew-adjoint operator on \( L^2(\Omega) \) with dense domain. In particular, it is maximal monotone.

**Proof.** It is clear that \( Lu \in L^2(\Omega) \), for any \( u \in D(L) \) (Lemma 4.1), and that \((L, D(L))\) is a skew-adjoint linear operator with dense domain, from which the result follows (Cazenave and Haraux [18, Corollary 2.4.9, p.24]). \( \square \)

The monotonicity result below is a slight generalization of a result of Hayashi [27, Lemma 4.3] but for the convenience of the reader, we give its proof. Actually, in his paper the quantity in \((5.3)\) below is nonnegative and we need a positive quantity.

**Lemma 5.3.** Let \( f : (0, \infty) \to (0, \infty) \) be an increasing function. Then for any \((z_1, z_2) \in \mathbb{C}^2\) such that \(z_1 z_2 \neq 0\) and \(|z_1| \neq |z_2|\),
\[
\text{Re} \left( \left( f(|z_1|) \frac{z_1}{|z_1|} - f(|z_2|) \frac{z_2}{|z_2|} \right) (z_1 - z_2) \right) > 0.
\]
If \( f \) is merely nondecreasing or if \(|z_1| = |z_2|\) then the quantity in \((5.3)\) is nonnegative.

**Proof.** Let \( f : (0, \infty) \to (0, \infty) \) be an increasing function and let \((z_1, z_2) \in \mathbb{C}^2\) be such that \(z_1 z_2 \neq 0\) and \(|z_1| \neq |z_2|\). We have,
\[
\begin{align*}
\text{Re} \left( \left( f(|z_1|) \frac{z_1}{|z_1|} - f(|z_2|) \frac{z_2}{|z_2|} \right) (z_1 - z_2) \right) & = f(|z_1|)|z_1| - f(|z_1|) - f(|z_2|) \frac{\text{Re}(z_1 \overline{z_2})}{|z_1|} + f(|z_2|)|z_2| \\
& \geq f(|z_1|)|z_1| - f(|z_1|)|z_2| - f(|z_2|)|z_1| + f(|z_2|)|z_2| \\
& = (f(|z_1|) - f(|z_2|))(|z_1| - |z_2|) \\
& > 0,
\end{align*}
\]
since \( f \) is increasing and \(|z_1| \neq |z_2|\). \( \square \)

**Remark 5.4.** Since on \( \mathbb{C} \setminus \{0\} \), \( \text{Re}(z_1 \overline{z_2}) = |z_1||z_2| \) if, and only if, \( \text{Arg}(z_1) = \text{Arg}(z_2) \), it follows from the proof of Lemma 5.3 that if \( f : (0, \infty) \to (0, \infty) \) is a nondecreasing function then for any \((z_1, z_2) \in \mathbb{C}^2\) such that \(z_1 z_2 \neq 0\) and \(\text{Arg}(z_1) \neq \text{Arg}(z_2)\) (with possibly \(|z_1| = |z_2|\)), the quantity in \((5.3)\) is positive (and not merely nonnegative). Here and after, \( \text{Arg}(z) \in (-\pi, \pi] \) denotes the principal value of the argument of \( z \in \mathbb{C} \setminus \{0\} \).
Corollary 5.5. Let \((z_1, z_2) \in \mathbb{C}^2\).

1. Assume that \(m + \varepsilon > 0\). If \(|z_1| \neq |z_2|\) then,

\[
\text{Re} \left( \left( (|z_1|^2 + \varepsilon) \frac{m-1}{m} z_1 - (|z_2|^2 + \varepsilon) \frac{m-1}{m} z_2 \right) \frac{z_1 - z_2}{|z_1| - |z_2|} \right) > 0,
\]

(respectively, \(\geq 0\), if \(|z_1| = |z_2|\)).

2. Assume that \(m + \varepsilon = 0\). If \(z_1 z_2 \neq 0\) then,

\[
\text{Re} \left( \left( \frac{z_1}{|z_1|} - \frac{z_2}{|z_2|} \right) \frac{z_1 - z_2}{|z_1| - |z_2|} \right) \geq 0.
\]

Proof. Apply Lemma 5.3 where for any \(t > 0\), \(f(t) = (t^2 + \varepsilon)^{\frac{m-1}{m}} t\).

The result below, for \(\varepsilon = 0\), is due to Liskevich and Perel'muter [28, Lemma 2.2]. Nevertheless, we will need to generalize it to the regularized case \(\varepsilon > 0\).

Lemma 5.6. We have,

\[
2\sqrt{m} \left| \text{Im} \left( \left( (|z_1|^2 + \varepsilon) \frac{m-1}{m} z_1 - (|z_2|^2 + \varepsilon) \frac{m-1}{m} z_2 \right) \left( \frac{z_1 - z_2}{|z_1| - |z_2|} \right) \right) \right| \leq (1 - m) \text{Re} \left( \left( (|z_1|^2 + \varepsilon) \frac{m-1}{m} z_1 - (|z_2|^2 + \varepsilon) \frac{m-1}{m} z_2 \right) \left( \frac{z_1 - z_2}{|z_1| - |z_2|} \right) \right).
\]

for any \((z_1, z_2) \in \mathbb{C} \times \mathbb{C}\) (and \(z_1 z_2 \neq 0\), if \(m = \varepsilon = 0\)).

Remark 5.7. If \(m = 0\) then Lemma 5.6 is nothing else but Corollary 5.5 (while if \(m = 1\) then the conclusion is that the complex number we are computing between the parentheses is a nonnegative real number, which is obvious).

Proof of Lemma 5.6. By Remark 5.7, we may assume that \(0 < m < 1\). Let \((z_1, z_2) \in \mathbb{C}^2\).

Set \(Z_e = \left( (|z_1|^2 + \varepsilon) \frac{m-1}{m} z_1 - (|z_2|^2 + \varepsilon) \frac{m-1}{m} z_2 \right) \left( \frac{z_1 - z_2}{|z_1| - |z_2|} \right)\). A straightforward calculation gives,

\[
\text{Re}(Z_e) = \left( |z_1|^2 (|z_1|^2 + \varepsilon) \frac{m-1}{m} + |z_2|^2 (|z_2|^2 + \varepsilon) \frac{m-1}{m} \right) - \text{Re}(z_1 z_2) \left( (|z_1|^2 + \varepsilon) \frac{m-1}{m} + (|z_2|^2 + \varepsilon) \frac{m-1}{m} \right),
\]

\[
\text{Im}(Z_e) = \text{Im}(z_1 \overline{z_2}) \left( (|z_1|^2 + \varepsilon) \frac{m-1}{m} - (|z_2|^2 + \varepsilon) \frac{m-1}{m} \right),
\]

\[
\text{Re}(z_1 \overline{z_2}) = |z_1| |z_2| \cos (\text{Arg}(z_1 z_2)), \quad \text{Im}(z_1 \overline{z_2}) = |z_1| |z_2| \sin (\text{Arg}(z_1 z_2)).
\]

Note that \(\text{Im}(Z_e) = 0 \leq \text{Re}(Z_e)\) if \(z_1 z_2 = 0\) or \(|z_1| = |z_2|\) (Corollary 5.6). So we may assume that \(|z_1| > |z_2| > 0\). We set \(t = |z_1|, s = |z_2|\) and \(\theta = \text{Arg}(z_1 z_2)\). By Corollary 5.6 \(\text{Re}(Z_e) > 0\) and we may define \(F_e\) by,

\[
F_e(t, s, \theta) = \frac{|\text{Im}(Z_e)|}{\text{Re}(Z_e)}.
\]
Since $F_\varepsilon \geq 0$, we shall show that,
\begin{equation}
F_\varepsilon(t, s, \theta)^2 \leq \frac{(1 - m)^2}{4m}, \tag{5.6}
\end{equation}
with,
\[F_\varepsilon(t, s, \theta)^2 = \frac{t^2 s^2 (t^2 + \varepsilon)^{\frac{m-1}{2}} - (s^2 + \varepsilon)^{\frac{m-1}{2}}}{\left((t^2 + \varepsilon)^{\frac{m-1}{2}} + s^2 (s^2 + \varepsilon)^{\frac{m-1}{2}}\right) - t s \left((t^2 + \varepsilon)^{\frac{m-1}{2}} + (s^2 + \varepsilon)^{\frac{m-1}{2}}\right) \cos \theta}^2,
\]
\[\defeq \frac{(1 - \cos^2 \theta)}{(B - C \cos \theta)^2}.
\]
We proceed with the proof in four steps.

**Step 1:** $F_\varepsilon(t, s, \theta)^2 \leq \frac{t^2 s^2 (t^2 + \varepsilon)^{\frac{m-1}{2}} - (s^2 + \varepsilon)^{\frac{m-1}{2}}}{(t^2 - s^2) (t^2 (t^2 + \varepsilon)^{m-1} - s^2 (s^2 + \varepsilon)^{m-1})}$.

We write $\sigma = \cos \theta$ and $g(\sigma) = F_\varepsilon(t, s, \theta)^2 = \frac{A(1 - \sigma^2)}{(B - C \sigma)^2}$. Note that since $t > s > 0$ then, with help of Corollary 5.5, we have $A > 0$, $B > 0$ and $B - C \sigma > 0$, for any $\sigma \in [-1, 1]$. In particular, $0 < C < B$.

A study of $g$ gives,
\[\max_{\sigma \in [-1, 1]} g(\sigma) = g\left(\frac{C}{B}\right).
\]

It follows that, $\sup_{\theta \in (-\pi, \pi)} F_\varepsilon(t, s, \theta)^2 \leq g\left(\frac{C}{B}\right)$, which gives the desired result.

**Step 2:** $\left((t^2 + \varepsilon)^{\frac{m-1}{2}} - (s^2 + \varepsilon)^{\frac{m-1}{2}}\right)^2 \leq \frac{(1 - m)^2}{4m} \frac{t^2 - s^2}{(t^2 + \varepsilon)(s^2 + \varepsilon)} ((t^2 + \varepsilon)^m - (s^2 + \varepsilon)^m)$.

By the Cauchy-Schwarz inequality, we have,
\begin{align*}
\left((t^2 + \varepsilon)^{\frac{m-1}{2}} - (s^2 + \varepsilon)^{\frac{m-1}{2}}\right)^2 &= \frac{(1 - m)^2}{4} \left( \int_{s^2 + \varepsilon}^{t^2 + \varepsilon} \sigma^{\frac{m-1}{2}} \, d\sigma \right)^2 = \frac{(1 - m)^2}{4} \left( \int_{s^2 + \varepsilon}^{t^2 + \varepsilon} \sigma^{-\frac{m-1}{2}} \, d\sigma \right)^2 \\
&\leq \frac{(1 - m)^2}{4} \int_{s^2 + \varepsilon}^{t^2 + \varepsilon} \sigma^{-2} \, d\sigma \int_{s^2 + \varepsilon}^{t^2 + \varepsilon} \sigma^{m-1} \, d\sigma \\
&= \frac{(1 - m)^2}{4m} \left((s^2 + \varepsilon)^{-1} - (t^2 + \varepsilon)^{-1}\right) ((t^2 + \varepsilon)^m - (s^2 + \varepsilon)^m),
\end{align*}
which is Step 2.

**Step 3:** $0 < (t^2 + \varepsilon)^m - (s^2 + \varepsilon)^m \leq t^2 (t^2 + \varepsilon)^m - s^2 (s^2 + \varepsilon)^m$.

Indeed,
\begin{align*}
(t^2 + \varepsilon)^m - (s^2 + \varepsilon)^m &= (t^2 (t^2 + \varepsilon)^m - s^2 (s^2 + \varepsilon)^m) - \varepsilon ((s^2 + \varepsilon)^m - (t^2 + \varepsilon)^m) \\
&\leq t^2 (t^2 + \varepsilon)^m - s^2 (s^2 + \varepsilon)^m,
\end{align*}
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since $t > s > 0$ and $m - 1 < 0$. Hence Step 3.

Step 4: Conclusion.

Putting together Steps 1–3, we infer,

$$F_\varepsilon(t, s, \theta)^2 \leq \frac{(1 - m)^2}{4m} \frac{t^2 s^2}{(t^2 + \varepsilon)(s^2 + \varepsilon)} \leq \frac{(1 - m)^2}{4m},$$

which is (5.6). This ends the proof. \(\square\)

**Corollary 5.8.** Assume $m + \varepsilon > 0$. Let $u, v \in L^{m+1}(\Omega)$ if $\varepsilon = 0$, and let $u, v \in L^2(\Omega)$ if $\varepsilon > 0$. Then $(g_\varepsilon^m(u) - g_\varepsilon^m(v))(u - v) \in L^1(\Omega)$ and,

$$\text{Re} \left( -ia \int_\Omega (g_\varepsilon^m(u) - g_\varepsilon^m(v))(u - v) dx \right) \geq 0,$$

for any $a \in C(m)$.

**Proof.** Assume $m \in [0, 1)$ and $\varepsilon \geq 0$ with $m + \varepsilon > 0$. Let $u, v$ be as in the corollary. Then by Lemma 4.3 and Hölder’s inequality, $(g_\varepsilon^m(u) - g_\varepsilon^m(v))(u - v) \in L^1(\Omega)$. Now, let $a \in C(m)$. By Lemma 5.6

$$\text{Re} \left( -ia \int_\Omega (g_\varepsilon^m(u) - g_\varepsilon^m(v))(u - v) dx \right) = \text{Im}(a)\text{Re} \int_\Omega (g_\varepsilon^m(u) - g_\varepsilon^m(v))(u - v) dx + \text{Re}(a)\text{Im} \int_\Omega (g_\varepsilon^m(u) - g_\varepsilon^m(v))(u - v) dx$$

$$\geq \left( \text{Im}(a) - |\text{Re}(a)| \frac{1 - m}{2\sqrt{m}} \right) \text{Re} \int_\Omega (g_\varepsilon^m(u) - g_\varepsilon^m(v))(u - v) dx$$

$$\geq 0,$$

if $m > 0$. If $m = 0$ then $a \in C(0) = \{0\} \times i(0, \infty)$ and,

$$\text{Re} \left( -ia \int_\Omega (g_\varepsilon^0(u) - g_\varepsilon^0(v))(u - v) dx \right) = \text{Im}(a)\text{Re} \int_\Omega (g_\varepsilon^0(u) - g_\varepsilon^0(v))(u - v) dx \geq 0,$$

by Corollary 5.3. This ends the proof. \(\square\)

**Corollary 5.9.** Assume $m \in (0, 1]$ and $a \in C(m)$. Then $(A_0^m, D(A_0^m))$ is monotone on $L^2(\Omega)$ with dense domain.

**Proof.** By Lemmas 5.2 and 5.3 $A_0^m : D(A_0^m) \to L^2(\Omega)$ is well-defined. Let $u, v \in D(A_0^m)$. We have, $D(A_0^m) \subset L^{2m}(\Omega) \cap L^2(\Omega) \subset L^{m+1}(\Omega)$, and so Corollary 5.8 applies. Finally, by skew-adjointness of
(A_0^m u - A_0^m v, u - v)_{L^2(\Omega)} = \text{Re} \left( -ia \int_{\Omega} (g_0^m(u) - g_0^m(v))(u - v) dx \right) \geq 0,

by Corollary 5.8 \square

Corollary 5.10. Assume \( a \in C(0) \). Then \( (A_0^0, D(A_0^0)) \) is monotone on \( L^2(\Omega) \) with dense domain.

Proof. Since \( |\Omega| < \infty \), \( L^\infty(\Omega) \hookrightarrow L^2(\Omega) \) and we have \( A_0^0 u \in \mathcal{P}(L^2(\Omega)) \), for any \( u \in D(A_0^0) \). Since \( a \in C(0) \), we have \( a = i\lambda \), for some real \( \lambda > 0 \). Let \( u_1, u_2 \in D(A_0^0) \) and \( (V_1, V_2) \in A_0^0 u_1 \times A_0^0 u_2 \). Then for each \( j \in \{1, 2\} \), there exists \( U_j \in B_0^0 u_j \) such that \( V_j = Lu_j + \lambda U_j \). By skew-adjointness of \( L \),

\[
(V_1 - V_2, u_1 - u_2)_{L^2(\Omega)} = \lambda (U_1 - U_2, u_1 - u_2)_{L^2(\Omega)}.
\]

For each \( j \in \{1, 2\} \), we define, \( \omega_j = \{ x \in \Omega; u_j(x) \neq 0 \} \). Then we have,

\[
(U_1 - U_2, u_1 - u_2)_{L^2(\Omega)}
= \text{Re} \left( \int_{\omega_1 \cap \omega_2} \left( U_1 - \frac{u_1}{|u_2|} \right) \left( -\frac{u_2}{|u_2|} \right) dx \right) + \text{Re} \left( \int_{\omega_1 \cap \omega_2} \left( \frac{u_1}{|u_1|} - U_2 \right) \frac{u_1}{|u_1|} dx \right)
+ \text{Re} \left( \int_{\omega_1 \cap \omega_2} \left( \frac{u_1}{|u_1|} - \frac{u_2}{|u_2|} \right) \left( U_2 - \frac{u_2}{|u_2|} \right) dx \right)
\geq \text{Re} \left( \int_{\omega_1 \cap \omega_2} (|u_2| - U_1 \frac{u_2}{|u_2|}) dx \right) + \text{Re} \left( \int_{\omega_1 \cap \omega_2} (|u_1| - U_2 \frac{u_1}{|u_1|}) dx \right)
\geq 0.
\]

Indeed, the first inequality is due to (5.5), while the last one comes from the fact that \( |U_1 \frac{u_2}{|u_2|}| \leq |u_2| \) and \( |U_2 \frac{u_1}{|u_1|}| \leq |u_1| \). This ends the proof. \square

Corollary 5.11. Assume \( m \in [0, 1) \) and \( \varepsilon > 0 \), or \( (m, \varepsilon) = (1, 0) \). Let \( a \in C(m) \). Then \( (A_\varepsilon^m, D(A_\varepsilon^m)) \) is maximal monotone on \( L^2(\Omega) \) with dense domain.

Proof. By Lemma 5.2 \( (L, D(L)) \) is maximal monotone and by Lemma 4.3 \( D(B_\varepsilon^m) = L^2(\Omega), B_\varepsilon^m \in C(L^2(\Omega); L^2(\Omega)) \) and

\[
(B_\varepsilon^m u - B_\varepsilon^m v, u - v)_{L^2(\Omega)} = \text{Re} \left( -ia \int_{\Omega} (g_\varepsilon^m(u) - g_\varepsilon^m(v))(u - v) dx \right) \geq 0,
\]

for any \( u, v \in L^2(\Omega) \) (Corollary 5.8). We then deduce that \( (B_\varepsilon^m, L^2(\Omega)) \) is maximal monotone (Brezis [11] Corollary 2.5, p.33) and so is, from abstract perturbations results, \( A_\varepsilon^m \overset{\text{def}}{=} L + B_\varepsilon^m \) (Brezis [11] Corollary 2.7, p.36)). \square
Lemma 5.12. Assume $m \in (0, 1)$ and $a \in C_{\text{int}}(m)$, or $m = 0$ and $a \in C(0)$. Then, $R(I + A^m) = L^2(\Omega)$.

Proof. Let $F \in L^2(\Omega)$. We proceed with the proof in five steps.

Step 1: Let $\varepsilon > 0$. There exists $u_\varepsilon \in D(A^m)$ satisfying,

$$-i\Delta u_\varepsilon - iVu_\varepsilon - iag^m_\varepsilon(u_\varepsilon) + u_\varepsilon = F, \text{ in } L^2(\Omega). \quad (5.8)$$

Since $(A^m, D(A^m))$ is maximal monotone (Corollary 5.11), we have $R(I + A^m) = L^2(\Omega)$ (Brezis [11, Proposition 2.2, p.23]).

Step 2: The families $(u_\varepsilon)_{\varepsilon > 0}$ and $(Vu_\varepsilon)_{\varepsilon > 0}$ are bounded in $H^1_0(\Omega)$ and in $L^2(\Omega)$, respectively, and there exist $u \in H^1_0(\Omega)$ and a decreasing sequence $(\varepsilon_n)_{n \in \mathbb{N}} \subset (0, \infty)$ converging toward 0 such that $Vu \in L^2(\Omega)$ and,

$$\begin{align*}
&u_\varepsilon \overset{\mathcal{D}(\Omega)}{\longrightarrow} u, \\
&Vu_\varepsilon \overset{\mathcal{D}(\Omega)}{\longrightarrow} Vu,
\end{align*} \quad (5.9)$$

$$\begin{align*}
&\|u_\varepsilon\|_{L^2(\Omega)} \leq \|F\|_{L^2(\Omega)}, \\
&\|\nabla u_\varepsilon\|^2_{L^2(\Omega)} - \int_\Omega Vu_\varepsilon \, dx - \text{Re}(a) \int_\Omega (|u_\varepsilon|^2 + \varepsilon) \frac{1 - m}{2} |u_\varepsilon|^2 \, dx = \text{Im} \int_\Omega F \overline{u}_\varepsilon \, dx.
\end{align*} \quad (5.10)$$

Let $\varepsilon > 0$. We successively take the $L^2$-scalar product of $u_\varepsilon$ and then with $u_\varepsilon$. We get,

$$\text{Im}(a) \int_\Omega (|u_\varepsilon|^2 + \varepsilon) \frac{1 - m}{2} |u_\varepsilon|^2 \, dx + \|u_\varepsilon\|^2_{L^2(\Omega)} = \text{Re} \int_\Omega F \overline{u}_\varepsilon \, dx, \quad (5.13)$$

$$\||\nabla u_\varepsilon\|^2_{L^2(\Omega)} - \int_\Omega Vu_\varepsilon \, dx - \text{Re}(a) \int_\Omega (|u_\varepsilon|^2 + \varepsilon) \frac{1 - m}{2} |u_\varepsilon|^2 \, dx = \text{Im} \int_\Omega F \overline{u}_\varepsilon \, dx. \quad (5.14)$$

Applying Cauchy-Schwarz’s inequality to $(5.13)$, we obtain $\|u_\varepsilon\|_{L^2(\Omega)} \leq \|F\|_{L^2(\Omega)}$ and so,

$$\text{Im}(a) \int_\Omega (|u_\varepsilon|^2 + \varepsilon) \frac{1 - m}{2} |u_\varepsilon|^2 \, dx + \|u_\varepsilon\|^2_{L^2(\Omega)} \leq \|F\|^2_{L^2(\Omega)}. \quad (5.15)$$

Using Hölder’s and Cauchy-Schwarz’s inequalities in $(5.14)$, we get by $(5.15),

$$\||\nabla u_\varepsilon\|^2_{L^2(\Omega)} \leq \left(1 + \frac{\text{Re}(a)_{\varepsilon}}{\text{Im}(a)}\right) \|F\|^2_{L^2(\Omega)} + \|Vu_\varepsilon\|_{L^2(\Omega)} \|F\|_{L^2(\Omega)}. \quad (5.16)$$

Let us write $V = V_1 + V_2$ with $(V_1, V_2) \in L^\infty(\Omega; \mathbb{R}) \times LP^\gamma(\Omega; \mathbb{R})$. Then, by $(1.2)$, $(4.3)$ and $(5.15),

$$\|Vu_\varepsilon\|^2_{L^2(\Omega)} \leq C \left(\|V_1\|_{L^\infty(\Omega)} + \|V_2\|^2_{LP^\gamma(\Omega)}\right) \|F\|_{L^2(\Omega)} + \frac{1}{2\|F\|^2_{L^2(\Omega)}} \||\nabla u_\varepsilon\|^2_{L^2(\Omega)}, \quad (5.17)$$

where $C = C(N)$ (or $C = C(\beta)$, if $N = 2$). Putting together $(5.16)$ and $(5.17)$, we infer

$$\sup_{\varepsilon > 0} \||\nabla u_\varepsilon\|_{L^2(\Omega)} + \sup_{\varepsilon > 0} \|Vu_\varepsilon\|_{L^2(\Omega)} < \infty. \quad (5.18)$$
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By (5.15) and (5.18), $(u_\varepsilon)_{\varepsilon > 0}$ and $(V u_\varepsilon)_{\varepsilon > 0}$ are bounded in $H^1_0(\Omega)$ and in $L^2(\Omega)$, respectively. Since both spaces are reflexive, we obtain (5.9)–(5.12) for some $u \in H^1_0(\Omega)$ with $V u \in L^2(\Omega)$ by local compactness, (4.1), (4.5) and a decreasing sequence $\varepsilon_n \searrow 0$.

**Step 3:** $u \in D(A^m_0)$ and if $m = 0$ then $\sup_{n \in \mathbb{N}} \|g_{\varepsilon_n}^0(u_\varepsilon)\|_{L^\infty(\Omega)} \leq 1$.

If $m = 1$ then the result is a direct consequence of Step 2, (5.9) and the equation (5.8). We continue with the case $m > 0$. Since $a \in C_{\text{int}}(m)$, there exists $b \in \mathbb{C}$ such that $|b| = 1$, $\Re(b) > 0$, $\Im(b) < 0$ and $ab \in C_{\text{int}}(m)$ (Bégout [8, Lemma 4.2]). We take the $L^2$-scalar product of (5.8) with $a g_{\varepsilon_n}^m(u_\varepsilon)$. We then get,

\[
\Re \left( iab \int_{\Omega} g_{\varepsilon_n}^m(u_\varepsilon) \overline{u_\varepsilon} dx \right) = 0
\]

By (6.8) in Bégout and Díaz [8, Lemma 6.3], the first term in the left hand side of the above equality is nonnegative. With help of Cauchy-Schwarz’s and Young’s inequalities, and Step 2, we infer,

\[
|a| |\Im(b)| \|g_{\varepsilon_n}^m(u_\varepsilon)\|_{L^2(\Omega)}^2 \\
\leq \left( \sup_{\varepsilon > 0} \|Vu_\varepsilon\|_{L^2(\Omega)} + \sup_{\varepsilon > 0} \|u_\varepsilon\|_{L^2(\Omega)} + \|F\|_{L^2(\Omega)} \right) \|g_{\varepsilon_n}^m(u_\varepsilon)\|_{L^2(\Omega)} \\
\leq C + \frac{|a| |\Im(b)|}{2} \|g_{\varepsilon_n}^m(u_\varepsilon)\|_{L^2(\Omega)}^2,
\]

and thus $\sup_{\varepsilon > 0} \|g_{\varepsilon_n}^m(u_\varepsilon)\|_{L^2(\Omega)} < \infty$. By (5.8) and Step 2, we deduce that,

\[
\sup_{\varepsilon > 0} \|\Delta u_\varepsilon\|_{L^2(\Omega)} + \sup_{\varepsilon > 0} \|g_{\varepsilon_n}^m(u_\varepsilon)\|_{L^2(\Omega)} < \infty.
\]

This last estimate with Step 2 and Fatou’s Lemma imply that $\Delta u \in L^2(\Omega)$ and $g_{\varepsilon_n}^m(u) \in L^2(\Omega)$. This last point means that $u \in L^{2m}(\Omega)$ and finally $u \in D(A^m_0)$. Now, we turn out to the case $m = 0$. In particular, $|\Omega| < \infty$. We have $g_{\varepsilon}^0(u_\varepsilon)(x) = 0$, if $u_\varepsilon(x) = 0$ and $|g_{\varepsilon}^0(u_\varepsilon)(x)| \leq |g_0^0(u_\varepsilon)(x)| = 1$, otherwise.

With the embedding $L^\infty(\Omega) \hookrightarrow L^2(\Omega)$, Step 2 and (5.8), this implies that $(\Delta u_\varepsilon)_{\varepsilon > 0}$ is bounded in $L^2(\Omega)$. Hence $u \in D(A^m_0)$ by (5.9).

**Step 4:** If $m = 0$ then there exists $U \in B^m_0 u$ such that, up to a subsequence, $g_{\varepsilon_n}^0(u_\varepsilon) \xrightarrow{n \to \infty} U$.

For any $n \in \mathbb{N}$, $\|g_{\varepsilon_n}^0(u_\varepsilon)\|_{L^\infty(\Omega)} \leq 1$ and by (5.12), $g_{\varepsilon_n}^0(u_\varepsilon)(x) \xrightarrow{n \to \infty} g^0_0(u)(x)$, for almost every $x \in \Omega$ such that $u(x) \neq 0$. Then applying Cazenave [17, Proposition 1.2.1, p.3], we get the desired result.

**Step 5:** Conclusion.

By (5.8) and Steps 2–4, if $m = 0$ then for some $U \in B^m_0 u$, $u - i\Delta u - iV u - iaU = F$, in $\mathcal{D}'(\Omega)$, so in
\[ L^2(\Omega), \text{ since } u \in D(A_0^0). \] In other words,
\[ u \in D(A_0^0) \text{ and } (I + A_0^0)u \ni F. \]
This ends the proof for \( m = 0 \). Now, assume that \( m > 0 \). By Step 3, \( u \in D(A_0^m) \). It remains to show that, \((I + A_0^m)u = F\). Let \( \varphi \in \mathcal{D}(\Omega) \). By \((5.8)\), we have for any \( n \in \mathbb{N} \),
\[ \langle u_{\varepsilon_n} - i \Delta u_{\varepsilon_n} - iV u_{\varepsilon_n}, \varphi \rangle_{\mathcal{D}'(\Omega), \mathcal{D}(\Omega)} - \text{Re} \left( \int_{\Omega} g_{\varepsilon_n}^m (u_{\varepsilon_n}) \overline{\varphi} \, dx \right) = \langle F, \varphi \rangle_{\mathcal{D}'(\Omega), \mathcal{D}(\Omega)}. \] (5.19)
Let \( \Omega' \) a bounded open subset of \( \mathbb{R}^N \) be such that \( \text{supp } \varphi \subset \Omega' \subset \Omega \). By \((5.11)\), there exist \( h \in L^2(\Omega'; \mathbb{R}) \)
and a subsequence, that we still denote by \((\varepsilon_n)_{n \in \mathbb{N}}\), such that for any \( n \in \mathbb{N} \), \(|u_{\varepsilon_n}| \leq h\), almost everywhere in \( \Omega' \) (see, for instance, Brezis \([13, \text{Theorem 4.9, p.94}]\)). Extending \( h \) by 0 over \( \Omega \setminus \Omega' \) (with no change of notation), we obtain that \( h \in L^2(\Omega; \mathbb{R}) \).

With help of \((5.12)\), we obtain,
\[ g_{\varepsilon_n}^m (u_{\varepsilon_n}) \overline{\varphi} \xrightarrow{a.e. \in \Omega} g_0^m (u) \overline{\varphi}, \]
\[ |g_{\varepsilon_n}^m (u_{\varepsilon_n}) \overline{\varphi}| \leq h^m |\varphi|, \text{ a.e. in } \Omega, \]
for any \( n \in \mathbb{N} \). But \( h^m |\varphi| \in L^1(\Omega; \mathbb{R}) \) by Hölder’s inequality. Applying the dominated convergence Theorem, we may pass to the limit in \((5.19)\) to get with help of \((5.3)\) and \((5.10)\),
\[ u - i \Delta u - iV u - i a g_0^m (u) = F, \text{ in } \mathcal{D}'(\Omega). \]
But \( u \in D(A_0^m) \) and so the above equation makes sense in \( L^2(\Omega) \). We conclude that,
\[ u \in D(A_0^m) \text{ and } (I + A_0^m)u = F, \text{ in } L^2(\Omega). \]
This ends the proof.

**Corollary 5.13.** Assume \( m \in (0, 1) \) and \( a \in C_{int}(m) \), or \( m \in \{0, 1\} \) and \( a \in C(m) \). Then \((A_0^m, D(A_0^m))\) is maximal monotone on \( L^2(\Omega) \) with dense domain.

**Proof.** If \( m = 1 \) then the result comes from Corollary \ref{cor:5.11}. Now assume that \( 0 \leq m < 1 \). Since \((A_0^m, D(A_0^m))\) is monotone (with dense domain) and \( R(I + A_0^m) = L^2(\Omega) \) (Corollary \ref{cor:5.9} Corollary \ref{cor:5.10} and Lemma \ref{lem:5.12}), \((A_0^m, D(A_0^m))\) is maximal monotone (Brezis \([11, \text{Proposition 2.2, p.23}]\)).

### 6 Proofs of the existence theorems

In this section, we shall use the notations of the previous section.
Proof of Proposition 2.4 Set \( Y = H^2_0(\Omega) \cap L^{2m}(\Omega) \). Then, \( Y^* = H^{-2}(\Omega) + L^{2\hat{m}}(\Omega) \). By (2.10), (4.4) and Lemma 4.3

\[
\Delta u_n \xrightarrow[n \to \infty]{C([0,T];H^{-2}(\Omega))} \Delta u,
\]

(6.1)

\[
V u_n \xrightarrow[n \to \infty]{C([0,T];H^{-1}(\Omega))} V u,
\]

(6.2)

\[
g(u_n) \xrightarrow[n \to \infty]{C([0,T];L^{2\hat{m}}(\Omega))} g(u), \text{ if } m > 0,
\]

(6.3)

for any \( T > 0 \). If \( m = 0 \) then by Definition 2.2, \( \sup_{n \in \mathbb{N}} \|U_n\|_{L^\infty((0,\infty) \times \Omega)} \leq 1 \). By (2.10), up to a subsequence, \( u_n \xrightarrow{a.c.in.}(0,\infty) \times \Omega \to u \). By the Vitali Theorem, there exist a subsequence \((U_{n_k})_{k \in \mathbb{N}} \subset (U_n)_{n \in \mathbb{N}} \) and \( U \in L^\infty((0,\infty) \times \Omega) \) such that,

\[
U_{n_k} \xrightarrow{k \to \infty} U,
\]

(6.4)

\[
U(t,x) = \frac{u(t,x)}{|u(t,x)|}, \text{ if } u(t,x) \neq 0,
\]

(6.5)

\[
\|U\|_{L^\infty((0,\infty) \times \Omega)} \leq 1.
\]

(6.6)

Then it follows from the equation satisfied by \( u_n \), (2.10) and (6.1)–(6.3) that (2.18) holds true and \( u \) solves (1.1) in \( L^1_{\text{loc}}([0,\infty);Y^*) \). Finally, by the dense embedding \( \mathcal{D}(\Omega) \hookrightarrow Y \), we deduce that \( L^1_{\text{loc}}([0,\infty);Y^*) \hookrightarrow \mathcal{D}'((0,\infty) \times \Omega) \) and the proposition is proved. \( \square \)

Proof of Proposition 2.5 As we shall see, the proof can be easily from the one given in Béguet and Díaz [8 Lemma 6.5]. The embedding in (2.19) comes from (2.14). We make the difference between the two equations satisfied by \( u \) and \( \tilde{u} \). If follows from Lemmas 4.1 and 4.3 that \( u - \tilde{u} \) satisfies the equation obtained in \( L^1_{\text{loc}}((0,\infty);X^*) \). We take the \( X^* - X \) duality product with \( \iota(u - \tilde{u}) \). By Corollaries 5.8, 5.10 (A.3) of Lemma A.5 in Béguet and Díaz [8], and Cauchy-Schwarz’s inequality, we then arrive at,

\[
\frac{1}{2} \frac{d}{dt} \|u - \tilde{u}\|^2_{L^2(\Omega)} \leq \|f - \tilde{f}\|_{L^2(\Omega)} \|u - \tilde{u}\|_{L^2(\Omega)},
\]

almost everywhere on \((0,\infty)\). Integrating over \((s,t)\), we obtain (2.20). \( \square \)

Proof of Theorem 2.10 Let the assumptions of the theorem be fulfilled. By Corollary 5.13 and Barbu [6 Theorem 2.2, p.131] (see also Vrabie [32 Theorem 1.7.1, p.23]), there exists a unique \( u \in W^{1,\infty}_{\text{loc}}((0,\infty);L^2(\Omega)) \) satisfying \( u(t) \in D(A^n_0) \) and (1.1) in \( L^2(\Omega) \), for almost every \( t > 0 \), \( u(0) = u_0 \) and (2.31). This last estimate yields (2.29). Since \( u \in W^{1,\infty}_{\text{loc}}((0,\infty);L^2(\Omega)) \), it follows from Lemma A.5 in Béguet and Díaz [8] that the map \( M: t \mapsto \frac{1}{2}\|u(t)\|^2_{L^2(\Omega)} \) belongs to \( W^{1,\infty}_{\text{loc}}((0,\infty);\mathbb{R}) \) and \( M'(t) = \langle u(t), u_t(t) \rangle_{L^2(\Omega)} \), for almost every \( t > 0 \). Taking the \( L^2 \)-scalar product of (1.1) with \( u \), we obtain (2.28), for almost every \( t > 0 \). By (2.28) and Cauchy-Schwarz’s inequality, we get

\[
\forall t \geq 0, \|u(t)\|_{L^2(\Omega)} \leq \|u_0\|_{L^2(\Omega)} + \int_0^t \|f(s)\|_{L^2(\Omega)} ds,
\]

(6.7)
We multiply (2.28) by $C_0 = \frac{|\Re(a)| + 1}{\Im(a)}$. Then, we take again the $L^2$-scalar product of (1.1) with $u$. Summing the result with $C_0 \times (2.28)$, we infer

$$ \|\nabla u\|^2_{L^2(\Omega)} + \|u\|^{m+1}_{L^{m+1}(\Omega)} \leq C \left( \|u_t\|_{L^2(\Omega)} + \|V u\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right) \|u\|_{L^2(\Omega)}, $$

almost everywhere on $(0, \infty)$. It follows from (4.1) that for some $C = C(N, C_0)$ ($C = C(\beta, C_0)$, if $N = 2$),

$$ \|\nabla u\|^2_{L^2(\Omega)} + \|u\|^{m+1}_{L^{m+1}(\Omega)} \leq C \left( \|u_t\|_{L^2(\Omega)} + \left( \|V_1\|_{L^\infty(\Omega)} + \|V_2\|_{L^\gamma_{L^p}(\Omega)} \right) \|u\|_{L^2(\Omega)} + \|f\|_{L^2(\Omega)} \right) \|u\|_{L^2(\Omega)}, \tag{6.8} $$

almost everywhere on $(0, \infty)$. By (6.7)–(6.8), $u \in L^\infty_{loc}([0, \infty); H^1_0(\Omega) \cap L^{m+1}(\Omega))$ and $u$ is an $H^2$-solution. Using (4.1), we get $V u \in L^\infty_{loc}([0, \infty); L^2(\Omega))$. By (1.1), if $m = \{1, 0\}$ then $\Delta u \in L^\infty_{loc}([0, \infty); L^2(\Omega))$. Now, assume that $0 < m < 1$. Since $a \in C_{int}(m)$, there exists $b \in \mathbb{C}$ such that $|b| = 1$, $\Im(b) < 0$ and $ab \in C_{int}(m)$ (Béguet [7], Lemma 4.2). We take the $L^2$-scalar product of (1.1) with $i ab g_0^m(u)$. We get,

$$ \Re \left( i ab \int \overline{u} g_0^m(u) \, dx \right) + \Re \left( i ab \int g_0^m(u) \overline{\Delta u} \, dx \right) + \Re(iab) \int V |g_0^m(u)| \, dx + |a|^2|\Im(b)||g_0^m(u)|^2_{L^2(\Omega)} = \Re \left( i ab \int \overline{\Delta g_0^m(u)} \, dx \right). $$

By Lemma 5.1, the second term in the left hand side of the above is nonnegative which becomes,

$$ |a| |\Im(b)| \|u\|^2_{L^2(\Omega)} \leq \int_\Omega |u_t + V u - f| |g(u)| \, dx. $$

By Cauchy-Schwarz’s and Young’s inequalities, we get

$$ \|u\|^2_{L^2(\Omega)} \leq \frac{1}{(|a| |\Im(b)|)^2} \|u_t + V u - f\|_{L^2(\Omega)}, \tag{6.9} $$

almost everywhere on $(0, \infty)$. We deduce from (1.1) and (6.9) that,

$$ \|\Delta u\|_{L^2(\Omega)} + |a| \|u\|^m_{L^m(\Omega)} \leq \frac{2}{|\Im(b)|} \|u_t + V u - f\|_{L^2(\Omega)}, \tag{6.10} $$

almost everywhere on $(0, \infty)$. It follows that $u \in L^\infty_{loc}([0, \infty); L^2(\Omega))$ and $\Delta u \in L^\infty_{loc}([0, \infty); L^2(\Omega))$. Now we go back to the general case $0 \leq m \leq 1$. Then (2.30) follows from (2.29) and the estimate,

$$ \|\nabla u\|^2_{L^2(\Omega)} \leq \|u\|_{L^2(\Omega)} \|\Delta u\|_{L^2(\Omega)}, \tag{6.11} $$

which holds for any $u \in H^1_0(\Omega)$ such that $\Delta u \in L^2(\Omega)$. Finally, the rest of the properties is clear by (1.1), (2.31), (4.1), (5.7), (6.3), (6.10) and Remark 2.11. This ends the proof of the theorem.

**Proof of Theorem 2.6** Existence, estimate (2.20) and uniqueness come from density of $\mathcal{D}(\Omega) \times W^{-1,1}_{loc}([0, \infty); L^2(\Omega))$ in $L^2(\Omega) \times L^1_{loc}([0, \infty); L^2(\Omega))$, Theorem 2.10, Proposition 2.5 and completeness.
of \(C([0, T]: L^2(\Omega))\), for any \(T > 0\). Let \(u\) be the unique weak solution. Then \(u\) is a limit of \(H^2\)-strong solutions \((u_n)_{n \in \mathbb{N}} \in C([0, T]; L^2(\Omega))\), for any \(T > 0\). By (2.28), each \(u_n\) satisfies (2.22) with equality.

If \(|\Omega| < \infty\) or if \(m = 1\) then we can pass to the limit to obtain (2.21)–(2.22), still with equality. Otherwise, we work with \(\|u_n(\sigma)\|_{L^{m+1}(\Omega)}\) in place of \(\|u_n(\sigma)\|_{L^{m+1}(\Omega)}\) in (2.22), pass to the limit in \(n\) and then in \(R\). For more details, see the proof of Bégout and Díaz [8, Proposition 2.3].

**Proof of Theorems 2.7 and 2.9.** Let \(u_0 \in H^1_0(\Omega)\) and \(f \in L^1_{\text{loc}}([0, \infty); H^1_0(\Omega))\). Let \((\varphi_n)_{n \in \mathbb{N}} \subset \mathcal{D}(\Omega)\) and \((f_n)_{n \in \mathbb{N}} \subset \mathcal{D}([0, \infty); H^1_0(\Omega))\) be such that \(\varphi_n \xrightarrow{n \to \infty} u_0\) and \(f_n \xrightarrow{n \to \infty} f\), for any \(T > 0\). For each \(n \in \mathbb{N}\), let \(u_n\) be the unique \(H^2\)-solution to (1.1) such that \(u_n(0) = \varphi_n\), given by Theorem 2.10. By Proposition 2.5 \((u_n)_{n \in \mathbb{N}}\) is a Cauchy sequence in \(C([0, T]; L^2(\Omega))\), for any \(T > 0\). As a consequence, there exists \(u \in C([0, \infty); L^2(\Omega))\) such that for any \(T > 0\),

\[
\frac{C|\Omega|}{T} u_n \xrightarrow{n \to \infty} u. \tag{6.12}
\]

By definition, \(u\) is a weak solution and satisfies (1.1) in \(\mathcal{D}((0, \infty) \times \Omega)\) (Proposition 2.4). In particular, \(u\) fulfills (2.21). Taking the \(L^2\)-scalar product of (1.1) with \(-i\Delta u_n\), it follows from [8, Lemma A.5] and Lemma 2.4 that for any \(n \in \mathbb{N}\) and almost every \(s > 0\),

\[
\frac{1}{2} \frac{d}{dt} \|\nabla u_n(s)\|_{L^2(\Omega)}^2 \leq \langle \nabla f_n(s) - u_n(s) \nabla V, i \nabla u_n(s) \rangle_{L^2(\Omega)}.
\]

We apply Cauchy-Schwarz’s inequality, (4.1) and (2.28). We get for any \(n \in \mathbb{N}\) and almost every \(s > 0\),

\[
\frac{1}{2} \frac{d}{dt} \|u_n(t)\|^2_{H^1_0} \leq \|f_n(t)\|_{H^1_0} \|u_n(t)\|_{H^1_0} + C\|\nabla V\|_{L^\infty + L^p V} \|u_n(t)\|^2_{H^1_0},
\]

where \(C\) is given by (4.1). After integration, we obtain

\[
\|u_n(t)\|_{H^1_0} \leq \|\varphi_n\|_{H^1_0} + \int_0^t \|f_n(s)\|_{H^1_0} ds + \int_0^t C\|\nabla V\|_{L^\infty + L^p V} \|u_n(s)\|_{H^1_0} ds,
\]

and by Gronwall’s Lemma,

\[
\|u_n(t)\|_{H^1_0} \leq \left(\|\varphi_n\|_{H^1_0} + \int_0^t \|f_n(s)\|_{H^1_0} ds\right) e^{C\|\nabla V\|_{L^\infty + L^p V} t}, \tag{6.13}
\]

for almost every \(t > 0\) and any \(n \in \mathbb{N}\). It follows that,

\[
(u_n)_{n \in \mathbb{N}} \text{ is bounded in } C([0, T]; H^1_0(\Omega)), \tag{6.14}
\]

for any \(T > 0\). By (6.14), (4.1) and (2.22),

\[
(\Delta u_n + Vu_n + ag(u_n))_{n \in \mathbb{N}} \text{ is bounded in } L^\infty_{\text{loc}}([0, \infty); X^*), \tag{6.15}
\]
for any $T > 0$, where $X^* = H^{-1}(\Omega) + L^{\frac{m+1}{m}}(\Omega)$. We have $L^2((0, T); L^2(\Omega)) \hookrightarrow L^1((0, T); H^{-1}(\Omega))$ with dense embedding and $L^2((0, T); L^2(\Omega)) \cong L^2((0, T) \times \Omega)$, which is separable. It follows that $L^1((0, T); H^{-1}(\Omega))$ is separable, for any $T > 0$. In addition, $H^{-1}(\Omega)$ is a reflexive Banach space, and so $L^1((0, T); H^{-1}(\Omega))^* \cong L^\infty((0, T); H^1_0(\Omega))$, for any $T > 0$ (Edwards [23, Theorem 8.18.3, p.590]).

With help of (6.12) and (6.14), it follows that $u \in L^\infty_{\text{loc}}([0, \infty); H^1_0(\Omega))$ and for any $T > 0$,

$$u_n \xrightarrow{n \to \infty} u, \text{ in } L^\infty_{\text{loc}}((0, T); H^1_0(\Omega)).$$

We deduce from (6.12), (6.16), (6.18) and Lemma 1.3 that $u$ satisfies the first line of (2.23) and

$$\Delta u + V u + ag(u) \in L^{\frac{m+1}{m}}_{\text{loc}}([0, \infty); X^*).$$

By (6.17) and (1.1), $u$ satisfies (2.23), and by (6.16), (6.13) and the lower semicontinuity of the norm, $u$ satisfies (2.24) with $s = 0$. Now, we fix $s > 0$. Let $v$ be the unique weak solution to (1.1) given by this proof, where $v(0) = u(s)$ and $t \mapsto f(t)$ is replaced with $t \mapsto f(t + s)$. By uniqueness, $v(t) = u(t + s)$, for any $t \geq 0$. We then obtain the general case (2.24). Finally, the continuous embedding in $\mathcal{D}'((0, \infty) \times \Omega)$ stated in Theorem 2.7 comes from the dense embedding $\mathcal{D}(\Omega) \hookrightarrow H^1_0(\Omega) \cap L^{m+1}(\Omega)$. This ends the proof of Theorem 2.7.

Now assume further that $f \in L^{\frac{m+1}{m}}_{\text{loc}}([0, \infty); X^*)$. It follows from (1.1), (6.15) and (6.17) that

$$u \in W^{1, \frac{m+1}{m}}_{\text{loc}}([0, \infty); X^*),$$

$$(u_n)_{n \in \mathbb{N}} \text{ is bounded in } W^{1, \frac{m+1}{m}}((0, T); X^*),$$

for any $T > 0$. Hence $u$ is an $H^1_0$-solution. Using the embedding,

$$W^{1, \frac{m+1}{m}}((0, T); X^*) \hookrightarrow C^{0, \frac{m+1}{m+1}}([0, T]; X^*),$$

it follows from (6.12), (6.14), (6.18) and Cazenave [17, Proposition 1.1.2, p.2] that,

$$u \in C_w([0, \infty); H^1_0(\Omega)).$$

By 2 of Remark 2.3, we can take the $X - X^*$ duality product of [18] with $iu$. Applying [3, Lemma A.5], Property 2 follows. Finally, $u$ is the unique $H^1_0$-solution by Proposition 2.6 (and also by (2.17) if $m = 0$). This ends the proof of Theorem 2.9. \qed

## 7 Proofs of the finite time extinction and asymptotic behavior theorems

In this section, we shall prove the results of Section 3. Theorems 3.5, 3.7, 3.9 and 3.12 may be obtained with the same method, while Theorems 3.6 and 3.11 require an adaptation. As far as we know, the
pioneering result to obtain finite time extinction for solutions of some damped nonlinear Schrödinger equation is due to Carles and Gallo [15]. As said in the Introduction, the present extension is possible thanks to a sharper study of the regularity and existence frameworks. In addition, synchronized finite extinction time and the results for \( m = 0 \) and \( f(t) \) non zero are completely new.

**Proof of Theorems 3.5–3.9 and 3.11–3.12** The proof of these Theorems relies on the following Gagliardo-Nirenberg inequality which asserts that there exists \( C_{GN} = C_{GN}(m,N) \) such that for any \( u \in H^1_0(\Omega) \cap L^{m+1}(\Omega) \),

\[
\| u \|_{L^2(\Omega)}^{N(1-m)} \leq C_{GN} \| u \|_{L^{m+1}(\Omega)} \| \nabla u \|_{L^2(\Omega)} \cdot (7.1)
\]

If, in addition, \( \Delta u \in L^2(\Omega) \), then it follows from (7.1) that

\[
\| u \|_{L^2(\Omega)}^{N(1-m)} \leq C_{GN} \| u \|_{L^{m+1}(\Omega)} \| \Delta u \|_{L^2(\Omega)} \cdot (7.2)
\]

Now, suppose Assumptions 3.1 or 3.2 are fulfilled. In Theorems 3.5 and 3.7, by (3.2), if \( m \) is always a strong solution and (2.28) is satisfied almost everywhere on \((0, \infty)\). Setting for any \( \ell = 1 \) for the proof of Theorems 3.5–3.7 and \( \ell = 2 \) for the proof of Theorems 3.9 and 3.11, for \( \ell = 1 \) and 2, respectively. Setting for any \( t \geq 0 \), \( y(t) = \| u(t) \|_{L^2(\Omega)}^2, \alpha_1 = \text{Im}(a)C_{GN}^{-1}\| \nabla u \|_{L^\infty((0,\infty);L^2(\Omega))}, \) and \( \alpha_2 = \text{Im}(a)C_{GN}^{-1}\| \Delta u \|_{L^\infty((0,\infty);L^2(\Omega))}, \) it follows from (2.28), (7.1)–(7.2) and Cauchy-Schwarz’s inequality that,

\[
y'(t) + 2\alpha_1 y(t)^{\frac{\ell}{2}} \leq \| f(t) \|_{L^2(\Omega)} y(t)^{\frac{\ell}{2}}, \quad (7.3)
\]

where \( \delta_{\ell} \) is defined by (3.4). We proceed with the proof in four steps.

**Step 1:** Proof of Theorems 3.5, 3.7, 3.9 and 3.12

By Assumptions 3.1 and 3.2, if \( m \neq 0 \) then the right hand side member of (1.8) vanishes on \((T_0, \infty)\) and after integration, we obtain the results of these theorems. If \( m = 0 \), we have by (2.28) and Hölder’s inequality,

\[
\frac{1}{2} \frac{d}{dt} \| u(t) \|_{L^2(\Omega)}^2 + \omega_f \| u(t) \|_{L^1(\Omega)} \leq 0,
\]

for almost every \( t > T_0 \), with \( \omega_f = \text{Im}(a) - \| f \|_{L^\infty((T_0, \infty) \times \Omega)}. \) From assumption 3.2, we know that \( \omega_f > 0 \). Then, by the Gagliardo-Nirenberg interpolation inequalities (7.1)–(7.2) we get that for almost every \( t > T_0 \),

\[
y'(t) + \beta_1 y(t)^{\frac{\ell}{2}} \leq 0,
\]

where \( \beta_1 = 2\omega_f C_{GN}^{-1}\| \nabla u \|_{L^\infty((0,\infty);L^2(\Omega))}, \) and \( \beta_2 = 2\omega_f C_{GN}^{-1}\| \Delta u \|_{L^\infty((0,\infty);L^2(\Omega))}. \) And again the conclusion follows by integration.
We turn out to the proof of Theorems 3.6 and 3.11. Let \( \alpha = \text{Im}(a)C_{GN}^{-1} \).

**Step 2:** In Theorem 3.6, there exists \( \varepsilon_\star = \varepsilon_\star(|a|, m) \) with,

\[
\varepsilon_\star \leq \min \left\{ (2\delta_\ell - 1) - \frac{2\delta_\ell}{\delta_\ell} \left( \alpha \delta_\ell \right)^{\frac{1}{2\delta_\ell - 1}} (1 - \delta_\ell)^{\frac{2\delta_\ell}{\delta_\ell(2\delta_\ell - 1)}} \alpha \delta_\ell (1 - \delta_\ell) \right\},
\]

such that if (3.5) holds true then \( \|\nabla u\|_{L^\infty((0,\infty);L^2(\Omega))} \leq 1 \).

This comes from (2.27).

**Step 3:** In Theorem 3.11, there exists \( \varepsilon_\star = \varepsilon_\star(|a|, N, m) \) satisfying (7.4) such that under assumption (3.12), we have \( \|\Delta u\|_{L^\infty((0,\infty);L^2(\Omega))} \leq 1 \).

This comes from (2.20), (2.31), (4.1), (6.8) and (6.10).

**Step 4:** Proof of Theorems 3.6 and 3.11.

Let \( x_\star = (\alpha \delta_\ell (1 - \delta_\ell)T_0)^{\frac{1}{2\delta_\ell - 1}} \) and \( y_\star = (\alpha \delta_\ell (1 - \delta_\ell))^{\frac{1}{2\delta_\ell - 1}} \). By (3.5), (3.12) and (7.4),

\[
y(0) \leq x_\star.
\]

By Steps 2 and 3, \( \alpha \leq \min \{ \alpha_1, \alpha_2 \} \). Applying Young’s inequality to (7.3), we arrive at,

\[
y'(t) + 2\alpha y(t)^{\delta_\ell} \leq \frac{2\delta_\ell - 1}{\delta_\ell} (\alpha \delta_\ell)^{-\frac{1}{2\delta_\ell - 1}} \|f(t)\|_{L^2(\Omega)} + \alpha y(t)^{\delta_\ell},
\]

for almost every \( t \geq 0 \). Replacing (3.5) and (3.12) in the above and using (7.4), we obtain

\[
y'(t) + \alpha y(t)^{\delta_\ell} \leq y_\star (T_0 - t)^{\frac{1}{2\delta_\ell - 1}},
\]

for almost every \( t > 0 \). By (7.5), (7.6) and [8, Lemma 5.2], \( y(t) = 0 \), for any \( t \geq T_0 \).

**Proof of Theorem 3.3** By (2.20), density and Remark 3.4 we may assume that \( f \in D([0,\infty);L^2(\Omega)) \), \( u_0 \in D(\Omega) \) and \( m < 1 \). The result then comes from Theorems 3.9 and 3.12.

**Proof of Theorem 3.8** By (2.20), \( u \in L^\infty((0,\infty);H^1_0(\Omega)) \). The result then comes from Theorem 3.3 and Gagliardo-Nirenberg’s inequality.

**Proof of Theorem 3.14** By Property 4 of Theorem 2.11, Theorem 3.3 and (6.11), \( \lim_{t \to \infty} \|u(t)\|_{H^1_0(\Omega)} = 0 \). The second limit is due to the first one, Hölder’s inequality and the Sobolev embeddings. The last limit comes from the two first and (2.28).
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