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Abstract. Given a square matrix $A$ over the integers, we consider the $\mathbb{Z}$-module $M_A$ generated by the set of all matrices that are permutation-similar to $A$. Motivated by analogous problems on signed graph decompositions and block designs, we are interested in the completely symmetric matrices $aI + bJ$ belonging to $M_A$. We give a relatively fast method to compute a generator for such matrices, avoiding the need for a very large canonical form over $\mathbb{Z}$. Several special cases are considered. In particular, the problem for symmetric matrices answers a question of Cameron and Cioabă on determining the eventual period for integers $\lambda$ such that the $\lambda$-fold complete graph $\lambda K_n$ has an edge-decomposition into a given (multi)graph.

1. Introduction

Given an $n \times n$ integer matrix $A$, consider the $\mathbb{Z}$-module $M_A$ generated by all $n!$ conjugates $P^\top AP$ of $A$ by a permutation matrix $P$. It is easy to see that the sum of all such copies of $A$ equals $aI + bJ$, where $I$ and $J$ denote the identity and all-ones matrices, respectively, and the coefficients satisfy

$$a + b = (n-1)! \, \text{tr}(A),$$

$$a + nb = (n-1)! \, \text{sum}(A).$$

A matrix of the form $aI + bJ$ is sometimes called ‘completely symmetric’. We are interested here in the problem of classifying the completely symmetric matrices belonging to $M_A$ for a given $A \in \mathbb{Z}^{n \times n}$.

In the special case when $A$ is a (nonzero) $\{0,1\}$-valued symmetric matrix with zeros on the diagonal, it is the adjacency matrix of a simple graph, say $G$. Our problem then reduces to finding the least positive integer $\lambda$ such that the $\lambda$-fold complete graph $\lambda K_n$ admits a ‘signed’ edge-decomposition into copies of $G$. This question has been studied before [1, 3, 12, 14], although to our knowledge an explicit formula for $\lambda$ has not been written down in all cases. As observed in these references, especially [1, 12], this $\lambda$ is also the eventual period for multiples of the complete graph to admit an edge-decomposition (in the traditional ‘unsigned’ setting) into copies of $G$.

The following special case of our work to follow settles a question of Cameron and Cioabă in [11]. Independently, this can be derived from Wilson and Wong’s Smith forms [14] of certain related inclusion matrices, although our proof is somewhat more direct.

**Theorem 1.1** (see also [14]). Let $G$ be a simple graph with $n$ vertices, $e > 0$ edges, and vertex degrees $d_1, \ldots, d_n$. Put $\alpha = 0$ if $G$ is regular; otherwise $\alpha = (2e - rn)/q$, where $q = \gcd(d_i - d_j : 1 \leq i, j \leq n)$ and $r$ is the least residue of each $d_i$ (mod $q$). A signed $G$-decomposition of $\lambda K_n$ exists if and only if $\lambda_{\min} | \lambda$, where

$$\lambda_{\min} = \ell(G) := \frac{2e}{\gcd(n(n-1), \alpha(n-1), 2e)}.$$
unless \( G = K_{a,n-a} \) or \( K_a \cup K_{n-a} \) for \( n \neq 2a \), in which case
\[
\lambda_{\min} = \text{lcm}(2, \ell(G)) = \frac{2e}{\gcd(n(n-1), a(n-1), a(n-a))}.
\]

Our general problem on matrices can be recast into a similar setting, except that instead of \( G \) being a simple graph, it is allowed to be a (possibly directed) multigraph equipped with integer edge weights, and possibly with vertex loops also having integer weights. It is sometimes convenient to refer to terminology from graphs; for instance, a sum of off-diagonal entries in some row of our matrix may be thought of as a vertex outdegree.

Although we do not obtain a closed form as in Theorem 1.1 for the most general version of our problem, the solution comes from a small integer lattice calculation. We also give a simple constructive proof of existence of a matrix balancing when the necessary lattice condition holds.

The outline of the paper is as follows. In the next section, we set up some notation and cover various preliminary results. Among these is the analysis of general \( 3 \times 3 \) matrices, which permits a useful assumption \( n \geq 4 \) in the sequel. In Section 3, we restrict attention to symmetric matrices with vanishing diagonal, which we model as signed multigraphs. We prove a decomposition lemma which preprocesses a given signed multigraph into convenient summands. This leads to a simple necessary and sufficient lattice condition for this version of our problem. Theorem 1.1 is obtained as a consequence. Section 4 gives a similar treatment for general square matrices, where nonzero diagonal entries are allowed and the assumption of symmetry is dropped. We conclude in Section 5 with a summary and brief look at a few next directions for the research.

2. Preliminaries

2.1. Notation and simple algebraic facts. Let \( \mathbb{Z}^{m \times n} \) denote the set of \( m \times n \) integer matrices. Let \( S_n \) denote the symmetric group on \( [n] := \{1, 2, \ldots, n\} \).

Given \( A \in \mathbb{Z}^{n \times n} \), let \( A^\sigma \) be the \( n \times n \) matrix with entries
\[
(A^\sigma)_{ij} = A_{\sigma(i)\sigma(j)}.
\]
Equivalently, \( A^\sigma = P^T AP \), where \( P \) is the permutation matrix for \( \sigma \). A matrix \( A \) satisfies \( A^\sigma = A \) for every \( \sigma \in S_n \) if and only if it is completely symmetric, i.e. \( A \in \langle I, J \rangle := \{aI + bJ : a, b \in \mathbb{Z}\} \).

**Definition 2.1.** For \( A \in \mathbb{Z}^{n \times n} \), the balancing index or balancing number of \( A \), denoted \( \text{bal}(A) \), is the least positive value of \( \sum_{\sigma \in S_n} c_\sigma \), where \( (c_\sigma : \sigma \in S_n) \) are integer coefficients such that
\[
\sum_{\sigma \in S_n} c_\sigma A^\sigma \in \langle I, J \rangle.
\]
Observe that the set of possible values of \( \sum_{\sigma \in S_n} c_\sigma \) satisfying (2.2) is a nontrivial ideal in \( \mathbb{Z} \); so \( \text{bal}(A) \) is well-defined as the (positive) generator for that ideal. We also remark that any completely symmetric combination of the form (2.2) is a multiple of the matrix \( \overline{A} = \frac{1}{n!} \sum_{\sigma \in S_n} A^\sigma \), which has entries \( \frac{1}{n} \text{tr}(A) \) on the diagonal and \( \frac{1}{n(n-1)} \text{sum}^*(A) \) off the diagonal, where \( \text{sum}^*(A) := \sum_{i \neq j} A_{ij} \).

We consider some easy cases of the definition. If \( A \) is itself completely symmetric, then \( \text{bal}(A) = 1 \). However, as we see later the converse is not true in general. For \( 2 \times 2 \) matrices \( A \), \( \text{bal}(A) = 1 \) or 2, theformer if and only if \( A \) is completely symmetric. If \( B = P^T AP \) is similar to \( A \) via a permutation matrix, then \( \text{bal}(B) = \text{bal}(A) \). If \( A \) is an \( n \times n \) diagonal matrix, then \( \text{bal}(A) \mid n \), since the sum of
Let \( A^\sigma \) over the cyclic subgroup generated by \((12 \cdots n)\) satisfies (2.2). This holds in various other cases, e.g. for back-circulant matrices of prime order.

Let \( G \) be a graph with \( V(G) = [n] \). In what follows, it is convenient to slightly abuse notation, letting ‘\( G \)’ also stand for its adjacency matrix. In view of (2.1), it is natural to let \( G^\sigma \) denote a copy of \( G \) permuted by \( \sigma \in S_n \) on the same vertex set. Our notation also facilitates the standard arithmetic on multigraphs by combining edge multiplicities. Letting \( G(\{i,j\}) \) denote the multiplicity of edge \( \{i,j\} \) in \( G \), we have

\[
\begin{align*}
(\text{a}) \quad & G^\sigma(\{i,j\}) = G(\{\sigma(i),\sigma(j)\}) \text{ for } V(G) = [n], \sigma \in S_n; \\
(\text{b}) \quad & (G_1 + G_2)(\{i,j\}) = G_1(\{i,j\}) + G_2(\{i,j\}) \text{ for } V(G_1) = V(G_2) = [n]; \text{ and} \\
(\text{c}) \quad & (kG)(\{i,j\}) = kG(\{i,j\}) \text{ for a number } k \text{ and multigraph } G. 
\end{align*}
\]

To illustrate the notation, we have the relation

\[
(2.3) \quad \sum_{\sigma \in S_n} G^\sigma = 2(n - 2)!|E(G)|K_n,
\]

since every edge of the complete graph \( K_n \) appears equally often as an edge of some \( G^\sigma \).

Let us also apply Definition 2.1 to a graph \( G \), where again \( G \) is used in place of its adjacency matrix. We immediately notice some motivation for the ‘index’ terminology, namely a relationship between \( \text{bal}(G) \) and the index of its automorphism group \( \text{Aut}(G) \) as a subgroup of \( S_n \).

**Lemma 2.2.** For a graph \( G \) of order \( n \), \( \text{bal}(G) \) divides \( |S_n : \text{Aut}(G)| \).

**Proof.** Let \( T \) be a set of right coset representatives for \( \text{Aut}(G) \) in \( S_n \). Working from (2.3), we have

\[
(n - 2)!|E(G)|K_n = \sum_{\sigma \in S_n} G^\sigma = \sum_{\sigma \in \text{Aut}(G)} \sum_{\tau \in T} G^{\sigma\tau} = |\text{Aut}(G)| \sum_{\tau \in T} G^\tau.
\]

Therefore, \( \sum_{\tau \in T} G^\tau = \lambda K_n \), where \( \lambda = 2(n - 2)!|E(G)|/|\text{Aut}(G)| \). We note that \( \lambda \) is an integer because the sum of all \( G^\tau \) is an integer linear combination of graphs. The result now follows from the definition, since \( \sum_{\tau \in T} 1 = |T| = |S_n : \text{Aut}(G)| \). \( \square \)

Of course, the same result holds for multigraphs, directed graphs, graphs with loops, or general integer matrices under a suitably extended notion of automorphism group.

As can be expected, computation of \( \text{bal}(A) \) requires some light number theory. For a prime \( p \) and an integer \( n \), let \( \nu_p(n) \) denote the largest exponent \( t \geq 0 \) such that \( p^t \mid n \), which we take to be \( \infty \) if \( n = 0 \). A congruence \( a \equiv b \mod k \) is to be interpreted as equality \( a = b \) when \( k = 0 \).

### 2.2. Smith normal form and integer linear systems

Given \( M \in \mathbb{Z}^{m \times n} \), there exist \( U \in \mathbb{Z}^{m \times m} \) and \( V \in \mathbb{Z}^{n \times n} \) such that \( UMV \) equals an \( m \times n \) diagonal matrix, say \( D \) with diagonal entries \( d_1, d_2, \ldots, d_{\min(m,n)} \), satisfying \( d_i \mid d_{i+1} \) for each \( i \). The matrix \( D \) is unique and called the Smith normal form of \( M \). The surveys \([8, 10]\) showcase some interesting combinatorial applications of Smith forms, e.g. to distinguish inequivalent Hadamard matrices or to spectral properties of strongly regular graphs. Wilson and Wong \([14]\) use the Smith form to study the module generated by copies of \( G \) for simple graphs and certain special multigraphs \( G \).

Given a system of linear equations \( Mx = b \), the Smith form of \( M \) is useful to probe the existence of and compute integer solutions \( x \). Letting \( y = Vx \), an equivalent system is

\[
(2.4) \quad Dy = U^{-1}b.
\]
A solution \( \mathbf{y} \) to \((2.4)\) exists if and only if each \( d_i \) divides the \( i \)th entry of \( U^{-1}\mathbf{b} \), in which case \( y_i \) is the quotient. Since \( U \) is invertible over the integers, a solution \( \mathbf{x} \) can be recovered from \( y \).

The relevant matrix \( M \) for our problem of computing \( \text{bal}(A) \) is the \( n^2 \times n! \) matrix whose columns are \( \text{vec}(A^T), \sigma \in S_n \), where \( \text{vec} : \mathbb{R}^{n \times n} \to \mathbb{R}^{n^2} \) is the ‘vectorization’ transformation, listing the elements of the input matrix as a column vector. The ordering of the columns is unimportant. This matrix is closely related to the matrix \( N_2 \) defined in [14], which applies to graphs (and multigraphs). In that setting, the matrix is a generalized inclusion matrix of edges of \( K_n \) versus graph copies. In view of \((2.4)\), having access to the Smith form of \( N_2 \) (or its matrix analog) greatly facilitates the computation of \( \text{bal}(A) \). We let \( \mathbf{b} \) take the role of an unknown integer multiple of \( \text{vec}(A) \), at which point \( \text{bal}(A) \) is the least positive multiple allowing an integer solution to the resulting system \((2.4)\).

2.3. Graph designs. A graph \( K \) is said to have a \( G \)-decomposition if \( E(K) \) can be partitioned into subgraphs isomorphic to \( G \). The problem of determining sufficient conditions on \( K \) to admit a \( G \)-decomposition has received considerable attention in recent years. For instance, Delcourt and Postle show in [2] that sufficiently large graphs \( K \) admit a \( K_3 \)-decomposition provided the naïve arithmetic conditions hold, i.e. \( 3 \mid |E(K)| \) and \( 2 \mid \deg_K(x) \) for every \( x \in V(K) \), and subject to minimum degree assumption \( \delta(K) \geq 0.827|V(K)| \).

The special case when \( K \) is a complete graph (or a multiple thereof) is more classical and originates with work of R.M. Wilson, [12]. Motivated by a close connection to block designs, we say that a \( G \)-design is a collection of copies of \( G \) (called blocks) whose union is \( \lambda K_n \). Note that we allow \( |V(G)| < n \); isolated vertices can be included or ignored since they have no effect on edge decompositions. Wilson showed that, for fixed graphs \( G \), sufficiently large complete graphs admit a \( G \)-decomposition whenever the global and local divisibility conditions hold. An important step in the proof, and of primary interest for us here is the integral relaxation. A signed \( G \)-design is an integer linear combination of copies of \( G \) placed on vertices in \([n]\) that equals \( \lambda K_n \) under the edge arithmetic described earlier. The balancing index \( \text{bal}(G) \) is effectively measuring the (net) number of blocks in a minimum nontrivial \( G \)-design.

**Proposition 2.3** (Wilson, [12]). Let \( G \) be a graph of order \( n \) with \( e \) edges, \( e > 0 \), and at least two isolated vertices. Let \( d \) be the gcd of all degrees in \( G \). Put

\[
\lambda_{\min} = \text{lcm} \left( \frac{2e}{\gcd(n(n-1),2e)} , \frac{d}{\gcd(n-1,d)} \right).
\]

Then \( \lambda K_n \) admits a signed \( G \)-design if and only if \( \lambda_{\min} \mid \lambda \). That is, \( \text{bal}(G) = \lambda_{\min} n(n-1)/2e \).

Working from Proposition 2.3 Wilson observes that \( \lambda K_n \) actually has a \( G \)-decomposition (in the unsigned sense) for all sufficiently large multiples \( \lambda \) of \( \lambda_{\min} \). To sketch the proof, let \( \lambda_1 = 2(n-2)!|E(G)| \) admits a \( G \)-design via \((2.3)\), as does \( \lambda_2 = \lambda_{\min} + k\lambda_1 \) if we choose \(-k\) as the smallest (negative) coefficient used in a signed \( G \)-design for \( \lambda_{\min} \). Since \( \gcd(\lambda_1, \lambda_2) = \lambda_{\min} \), Frobenius’ theorem delivers the conclusion.

It is natural to extend the notion of \( G \)-designs, both signed and unsigned, to the setting of square integer matrices. We define a signed \( A \)-design as a list of integer coefficients \( (c_\sigma) \) satisfying \((2.2)\), and we drop the qualifier ‘signed’ if the \( c_\sigma \) are all nonnegative. By exactly the same reasoning as above, \( \text{bal}(A) \) is not only the least positive coefficient total in a signed \( A \)-design, but also the eventual period for the size of large \( A \)-designs.

The simplifying assumption in Proposition 2.3 that \( G \) have two isolated vertices is better understood in Section 3. The underlying reason is that signed \( G \)-designs can be built with the aid of gadgets of
the form \( G - G^\sigma - G^\tau + G^{\sigma\tau} \) for disjoint transpositions \( \sigma, \tau \in S_n \). This leads us to consider the case \( n = 3 \) separately, which we do next.

2.4. The \( 3 \times 3 \) case. Here, we restrict to \( A \in \mathbb{Z}^{3 \times 3} \). From our earlier remarks, it follows that \( \text{bal}(A) \in \{1, 2, 3, 6\} \). Deciding the value of \( \text{bal}(A) \) can be accomplished with the aid of the following two lemmas.

**Lemma 2.4.** We have \( 2 \mid \text{bal}(A) \) if and only if \( A_{12} + A_{23} + A_{31} \neq A_{21} + A_{32} + A_{13} \).

**Proof.** Suppose first that \( \text{bal}(A) \) is odd. Then there exists a 6-tuple of coefficients \( (c_a) \) such that \( B := \sum_{\sigma \in S_3} c_\sigma A^\sigma \in \{I, J\} \) but where

\[
(2.5) \quad c_{(1)} + c_{(123)} + c_{(132)} \neq c_{(12)} + c_{(13)} + c_{(23)}.
\]

The sum of the \((1, 2)\), \((2, 3)\), and \((3, 1)\)-entries of \( B \) is

\[
(c_{(1)} + c_{(123)} + c_{(132)})(A_{12} + A_{23} + A_{31}) + (c_{(12)} + c_{(13)} + c_{(23)})(A_{21} + A_{32} + A_{13}).
\]

The sum of the \((2, 1)\), \((3, 2)\), and \((1, 3)\)-entries of \( B \) is

\[
(c_{(1)} + c_{(123)} + c_{(132)})(A_{21} + A_{32} + A_{13}) + (c_{(12)} + c_{(13)} + c_{(23)})(A_{12} + A_{23} + A_{31}).
\]

Equate these, since \( B = B^T \), and use (2.5) to conclude \( A_{12} + A_{23} + A_{31} = A_{21} + A_{32} + A_{13} \).

Conversely, if \( A_{12} + A_{23} + A_{31} = A_{21} + A_{32} + A_{13} \), it is easy to see that

\[
A + A^{(123)} + A^{(132)} \in \{I, J\}.
\]

Thus \( \text{bal}(G) \mid 3 \), and hence \( \text{bal}(G) \in \{1, 3\} \). \( \square \)

Testing whether \( 3 \mid \text{bal}(A) \) is more subtle, but we are able to obtain a direct characterization. We first consider the case of diagonal matrices.

**Lemma 2.5.** The following are equivalent for integers \( a, b, c \):

(a) \( \text{bal}(\text{diag}(a, b, c)) = 1 \);
(b) \( \text{there exist integers } x, y, z \text{ such that } x + y + z = 1 \text{ and } ax + by + cz = \frac{1}{3}(a + b + c) \);
(c) \( \nu_3(a + b - 2c) \geq 1 + \min(\nu_3(a - c), \nu_3(b - c)) \).

**Proof.** (a) \( \iff \) (b): For the forward implication, consider any diagonal entry in an integer linear combination of \( D^\sigma \) equaling \( D \). Conversely,

\[
x(D + D^{(23)}) + y(D^{(123)} + D^{(12)}) + z(D^{(132)} + D^{(13)}) = \begin{bmatrix} u & 0 & 0 \\ 0 & v & 0 \\ 0 & 0 & u \end{bmatrix},
\]

where \( u = 2ax + 2by + 2cz = \frac{2}{3}(a + b + c) \) and \( u + 2v = 2(x + y + z)\text{tr}(D) = 2(a + b + c) = 3u \). It follows that \( \text{bal}(D) \mid 2 \), so \( \text{bal}(D) = 1 \) by Lemma 2.4.

(b) \( \iff \) (c): Let \( j = \min(\nu_3(a - c), \nu_3(b - c)) \). Since \( ax + by + cz = \frac{1}{3}(a + b + c) \), it follows that

\[
3(a - c)x + 3(b - c)y + 3(x + y + z)c = a + b + c,
\]

or simply \( 3(a - c)x + 3(b - c)y = a + b - 2c \). By assumption \( 3j + 1 \) divides the left-hand side proving the forward implication. Conversely, by the Euclidean algorithm we may find integers \( x', y' \) such that \( x'(a - c) + y'(b - c) = \text{gcd}(a - c, b - c) \).

By assumption, \( \text{gcd}(a - c, b - c) = 3^j r \) for some \( r \in \mathbb{Z} \) not divisible by 3, and \( a + b - 2c = 3^{j+1} s \) for some \( s \in \mathbb{Z} \). It follows that \( 3\text{gcd}(a - c, b - c) \mid (a + b - 2c) \), and hence there is some \( d \in \mathbb{Z} \) such that

\[
3d\text{gcd}(a - c, b - c) = a + b - 2c.
\]

Let \( x = x'd, y = y'd \). Then

\[
3x(a - c) + 3y(b - c) = 3d(x'(a - c) + y'(b - c)) = 3d\text{gcd}(a - c, b - c) = a + b - 2c.
\]
Therefore, $\frac{1}{3}(a + b + c) = ax + by + c(1 - x - y)$, as desired. \(\square\)

**Remark.** Condition (c) can be alternatively phrased as follows: for distinct $a, b, c$, they must all disagree in the least significant ternary digit where they don’t all agree. We say that $(a, b, c)$ is a ternary triple if it satisfies any of the above conditions. The number of ternary triples $(a, b, c)$ with $1 \leq a < b < c \leq n$ is a new submission to the OEIS database [9] at https://oeis.org/A349216

Let $d^+_i$, $d^-_j$ denote the $i$th row sum and $j$th column sum of $A$, respectively. Define an auxiliary $4 \times 3$ matrix

$$
\Theta(A) = \begin{bmatrix}
1 & 1 & 1 \\
A_{11} & A_{22} & A_{33} \\
d^+_1 & d^+_2 & d^+_3 \\
d^-_1 & d^-_2 & d^-_3
\end{bmatrix}.
$$

Using $\Theta(A)$ and ternary triples, we can classify those $3 \times 3$ matrices with balancing index 1 or 2.

**Proposition 2.6.** Let $A \in \mathbb{Z}^{3 \times 3}$. We have $\text{bal}(A) \leq 2$ if and only if

1. $\text{rank}(\Theta(A)) < 3$; and
2. the row sums, column sums, and diagonal entries of $A$ are ternary triples.

**Proof.** Suppose first that $\text{bal}(A) \leq 2$. Let $d^+_i$, $d^-_j$ be the line sums of $A$, as above. Observe that the line sums of $A'$ are given by $d^+_{\sigma(i)}$ and $d^-_{\sigma(j)}$. Let $c_\sigma$ be coefficients with $\sum c_\sigma = 2$ and $\sum c_\sigma A^\sigma = 2A$.

Reading this by rows, columns, and diagonal entries, we have $\text{bal}(\text{diag}(d^+_i))$, $\text{bal}(\text{diag}(d^-_j))$, and $\text{bal}((\text{diag}(A_{ii}))$ each at most 2. Lemma 2.4 implies these numbers equal one, and hence condition (2) holds by Lemma 2.5. Now consider the linear system

$$
\Theta(A) \begin{bmatrix}
x \\
y \\
z
\end{bmatrix} = \begin{bmatrix}
2 \\
2 \text{tr}(A) \\
3 \sum\text{tr}(A)
\end{bmatrix}.
$$

It has the solution $(x, y, z) = (\frac{2}{3}, \frac{2}{3}, \frac{2}{3})$ and also the integer solution $(x, y, z) = (c_{(1)} + c_{(23)}, c_{(12)}, c_{(13)} + c_{(12)} + c_{(13)})$. Therefore, $\Theta(A)$ does not have full column rank.

Conversely, suppose (1) and (2) hold. Suppose $A$ does not already have constant line sums and constant diagonal. Suppose the $A_{ii}$ are not all equal; the other cases are similar. The first two rows of $\Theta(A)$ are linearly independent. We can by (2) take integers $x, y, z$ such that $x + y + z = 1$ and $A_{11}x + A_{22}y + A_{33}z = \frac{2}{3}\text{tr}(A)$. Put $c_{(1)} = c_{(23)} = x$, $c_{(12)} = c_{(13)} = y$ and $c_{(12)} = c_{(13)} = z$. We claim that $A' = \sum c_\sigma A^\sigma$ has constant line sums. If not, say one row sum is $w \neq \frac{2}{3}\sum\text{tr}(A)$. Then $\Theta(A)$ has both $(2, \frac{2}{3}\text{tr}(A), \frac{2}{3}\sum\text{tr}(A))$ and $(2, \frac{2}{3}\text{tr}(A), w, \frac{2}{3}\sum\text{tr}(A))$ in its column space. It follows that $\Theta(A)$ has $(0,0,1,0)$ in its column space, and from this we obtain the contradiction $\text{rank}(\Theta(A)) = 3$. Likewise, $A'$ has constant column sums. If $A$ itself has constant line sums and diagonal entries, we simply let $A' = 2A$.

Now, having constant line sums and diagonal entries, $A'$ must be a linear combination of $I, I^{(123)}$ and $I^{(132)}$. We then have $A' + (A')^{(12)} = 2A = 4A$, and the net sum of coefficients used on $A^\sigma$ in this combination equals 4. Therefore, bal$(A)$ | 4, and hence bal$(A) \leq 2$. \(\square\)

3. The multigraph case

In this section, we consider symmetric $n \times n$ matrices with a diagonal of zeros, and assume $n \geq 4$. This includes the study of (undirected) multigraphs, although negative integer edge multiplicities
are permitted with no extra difficulty. Consider then a (signed) multigraph \( G \) of order \( n \geq 4 \), say arising from the symmetric matrix \( A \). The ‘number of edges’ of \( G \), denoted \( e_i \), is half of the sum of entries of \( A \), and the degree \( d_i \) of vertex \( i \) is the \( i \)-th row sum (or column sum) of \( A \). We call \((d_1,d_2,\ldots,d_n)\) the degree vector of \( G \).

### 3.1. Primitivity.
Let \( M_G \) be the \( \mathbb{Z} \)-module generated by all permuted copies of \( G \) on vertex set \([n]\). For an explicit presentation, as with matrices one can vectorize a signed multigraph into a standard presentation in \( \mathbb{Z}^{(2)} \) by listing edge multiplicities (say) following a colex ordering.

Take disjoint transpositions, say \( \sigma = (12), \tau = (34) \) in \( S_n \), and consider \( G^\sigma := G - G^\sigma - G^\tau + G^{\sigma \tau} \in M_G \). The multiplicity of \( \{1,3\} \) in this linear combination is

\[
G^\sigma((1,3)) = G\{1,3\} - G\{2,3\} - G\{1,4\} + G\{2,4\}.
\]

It is easy to see that the multiplicity of \( \{2,4\} \) is also given by \(3.1\), of \( \{2,3\} \) and \( \{1,4\} \) is negative this value, and that all other multiplicities vanish. In other words, \( G^\sigma \) equals \(3.1\) times the ‘alternating 4-cycle’ \( C_4^* \), whose vector form is given by

\[
\begin{bmatrix}
1,2 & 1,3 & 2,3 & 1,4 & 2,4 & 3,4 & 1,5 \\
0 & 1 & -1 & -1 & 1 & 0 & 0, \ldots
\end{bmatrix}
\] (3.2)

Following [13], the index of primitivity of \( G \) is

\[
k = \gcd(G^{\pi \sigma \pi^{-1}}(\{1,3\}) : \pi \in S_n),
\]

and we say that \( G \) is primitive if \( k = 1 \). By a straightforward argument, a simple graph \( G \) of order \( n \geq 4 \) is primitive unless it is isomorphic to \( K_a,b \) or its complement \( K_n \cup K_b \). Here, \((a,b) \in \{(0,n), (n,0)\} \) is understood to reference an edgeless or complete graph. The assumption of 2 isolates in Proposition [2.3] ensures primitivity for simple graphs, though this condition is in general far stronger than needed. Details on this case can be found in [12, 14].

Note that it is possible to have \( k = 0 \) in nontrivial cases. A combination \( G^\sigma \) is also known as a 2-pod; these are discussed in more detail and generality in [5, 14].

Before moving on to general multigraphs, we briefly examine the primitive ones. Here, \( \text{bal}(G) \) can in principle be computed from the Smith forms in [13], but we present an alternate approach for which the primitive case is especially easy. Suppose \( G \) is primitive with degree vector \( d \). A signed \( G \)-decomposition of \( \lambda K_n \) can exist only if the submodule of \( \mathbb{Z}^n \) generated by all permutations of \( d \) contains \( \lambda(n-1)1 \), the degree vector of \( \lambda K_n \). Conversely, supposing this lattice condition holds, one can begin with any degree-balanced combination of copies of \( G \) and iteratively reduce the edge variance using copies of \( C_4^* \) until the resulting multigraph has zero edge variance, i.e. is of the form \( \lambda K_n \). More details are given later, but this serves to outline the method and motivates building (multiples of) \( C_4^* \) in \( M_G \).

### 3.2. Coboundaries.
To handle general index of primitivity, we define a ‘coboundary operator’ \( \delta \) as follows. Given a function \( f : [n] \rightarrow \mathbb{R} \), we have \( \delta f : \binom{[n]}{2} \rightarrow \mathbb{R} \) defined by

\[
(\delta f)(\{i,j\}) = f(i) + f(j).
\]

It is easy to see that \( \delta \) is a linear transformation, and that \( \text{range}(\delta f) \subset \mathbb{Z} \), i.e. \( \delta f \) is a signed multigraph, if and only if \( \text{range}(f) \) is contained either in \( \mathbb{Z} \) or in \( \frac{1}{2} \mathbb{Z} \setminus \mathbb{Z} \). A coboundary graph is a signed multigraph in the image of \( \delta \). That is, a coboundary graph is determined by an assignment of vertex potentials \( f_1,\ldots,f_n \), either all in \( \mathbb{Z} \) or all in \( \frac{1}{2} \mathbb{Z} \setminus \mathbb{Z} \), and the multiplicity of edge \( \{i,j\} \)
equals \( f_i + f_j \). Given a coboundary graph \( F \) with potentials \( f_1, \ldots, f_n \), its ‘complement’ \( K_n - F \) is another coboundary graph with potentials given by \( f'_i = \frac{1}{2} - f_i \) for each \( i \).

**Example 3.1.** In Figure 1, a coboundary graph and its complement are shown, with vertex potentials as indicated. Dashed edges represent a multiplicity of \(-1\).

![Figure 1. A coboundary graph and its complement labelled with vertex potentials](image)

As mentioned earlier, nonprimitive graphs \( G \) present a challenge that \( C_4^* \not\subseteq M_G \). An illustrative case is \( G = K_a \cup K_b \), a disjoint union of two cliques, say on vertex sets \( A \) and \( B \). When \( a, b \geq 2 \), it is easy to see that this graph has index of primitivity equal to 2. But notice that if we subtract from \( G \) the coboundary graph \( \delta(\frac{1}{2}1_A - \frac{1}{2}1_B) \), the resulting graph is \( 0K_a \cup 2K_b \), which is twice a primitive graph. In general, we would like to decompose an arbitrary multigraph in such a way so that the summands are simpler to handle. This is the purpose of the following result.

**Lemma 3.2 (Primitive decomposition).** Let \( G \) be a signed multigraph with index of primitivity \( k \). Then there exists a coboundary graph \( F \) and a primitive graph \( H \) of the same order such that \( G = F + kH \).

**Proof.** Put \( a = G(\{1, 2\}) + G(\{1, 3\}) - G(\{2, 3\}) \). For \( i \in [n] \), define vertex potentials

\[
    f_i := \begin{cases} 
        a/2 & \text{if } i = 1, \\
        G((1, i)) - a/2 & \text{otherwise}.
    \end{cases}
\]

Let \( F \) be the coboundary \( \delta f \), and put \( H' := G - F \). Consider two vertices \( i < j \). If \( i = 1 \), then

\[
    H'(\{i, j\}) = G(\{i, j\}) - F(\{i, j\}) = G(\{i, j\}) - G(\{1, j\}) + a/2 - a/2 = 0.
\]

For \( i > 1 \),

\[
    H'(\{i, j\}) = G(\{i, j\}) - F(\{i, j\}) = G(\{i, j\}) - G(\{1, i\}) - G(\{1, j\}) + a.
\]

By definition of \( a \), (3.3) vanishes for \( (i, j) = (2, 3) \). When \( i = 2 \) and \( j > 3 \), (3.3) becomes

\[
    G(\{2, j\}) - G(\{1, j\}) + G(\{1, 3\}) - G(\{2, 3\}) \equiv 0 \pmod{k},
\]

where we have used transpositions \( \sigma = (12), \tau = (3j) \) and that \( G \) has index of primitivity equal to \( k \). Finally, for \( i > 2 \), we similarly have

\[
    G(\{i, j\}) + G(\{1, 2\}) - G(\{1, j\}) - G(\{i, 2\}) \equiv 0 \pmod{k},
\]
\[
    G(\{i, j\}) + G(\{1, 3\}) - G(\{1, i\}) - G(\{j, 3\}) \equiv 0 \pmod{k},
\]
\[
    G(\{i, j\}) + G(\{2, 3\}) - G(\{i, 2\}) - G(\{j, 3\}) \equiv 0 \pmod{k}.
\]

Adding the first two congruences and subtracting the third produces the right side of (3.3); hence \( H'(\{i, j\}) \equiv 0 \pmod{k} \) in all cases. If \( k = 0 \), this shows \( G = F \); otherwise, put \( H = \frac{1}{k} H' \). It remains to show that \( H \) is primitive. Consider two disjoint transpositions \( \sigma, \tau \in S_n \). Suppose

\[
    G - G^\sigma - G^\tau + G^{\sigma\tau} = rC_4^*
\]

(3.4)
for some integer \( r \). Since \( F \) is a coboundary, we have
\[
F - F^\sigma - F^\tau + F^{\sigma \tau} = 0.
\]
Together, (3.4) and (3.5) imply
\[
H - H^\sigma - H^\tau + H^{\sigma \tau} = \frac{r}{k} C_4^*.
\]
Since \( G \) has index of primitivity \( k \), there exists a \( \mathbb{Z} \)-linear combination of identities of the form (3.4) producing \( k C_4^* \). This implies with (3.6) that the same combination applied to \( H \) produces \( C_4^* \). It follows that \( H \) is primitive. \( \square \)

3.3. The local lattice. Let \( G \) be a multigraph on vertex set \([n]\) with ‘degree vector’, i.e. list of vertex degrees \( d = (d_1, d_2, \ldots, d_n) \). For \( \sigma \in S_n \), the list of degrees for \( G^\sigma \) is \( d^\sigma := (d_{\sigma(i)} : i = 1, 2, \ldots, n) \). From Lemma 3.2, we can take a list of vertex potentials \( f = (f_1, f_2, \ldots, f_n) \) that induce a coboundary \( F \) agreeing with \( G \) (mod \( k \)). Potentials for \( G^\sigma \) are \( f^\sigma := (f_{\sigma(i)} : i = 1, 2, \ldots, n) \).

Consider a signed \( G \)-decomposition of \( \lambda K_n \), say
\[
\sum_{\sigma \in S_n} c_\sigma G^\sigma = \lambda K_n.
\]
Taking the degree vectors on both sides gives
\[
\sum_{\sigma \in S_n} c_\sigma d^\sigma = \lambda (n - 1) \mathbb{1}.
\]
Next, we apply Lemma 3.2 to the left side of (3.7) and get
\[
\sum_{\sigma \in S_n} c_\sigma F^\sigma \equiv \lambda K_n \pmod{k},
\]
by which we mean that every edge multiplicity on the left differs from \( \lambda \) by a multiple of \( k \). By linearity of the coboundary operator, the net potential at each vertex in our signed \( G \)-design is constant. Therefore,
\[
\sum_{\sigma \in S_n} c_\sigma (2f^\sigma) \equiv \lambda \mathbb{1} \pmod{k}.
\]
Note that there are two possibilities for \( \sum c_\sigma f^\sigma \) when \( k \) is even. A hybrid lattice condition results from combining (3.8) and (3.9). In what follows, we use \( \oplus \) to emphasize a division into degree coordinates and potential coordinates. We also use \( u_j \) to denote the \( j \)th standard basis vector in \( \mathbb{R}^n \). With this in place, define the \( \mathbb{Z} \)-module
\[
\Lambda_G := \langle \{ d^\sigma \oplus f^\sigma : \sigma \in S_n \} \cup \{ 0 \oplus k u_j : j = 1, \ldots, n \} \cup \{ 0 \oplus \frac{k}{\gcd(k,2)} \mathbb{1} \} \rangle \subseteq \mathbb{Z}^{2n}.
\]
The following result summarizes the above necessary conditions on signed \( G \)-designs.

**Proposition 3.3.** If there exists a signed \( G \)-decomposition of \( \lambda K_n \), then \( \lambda((n - 1) \mathbb{1} \oplus \frac{1}{2} \mathbb{1}) \in \Lambda_G \), where \( \Lambda_G \) is as defined in (3.10).

This is effectively a (divisibility) lower bound on \( \text{bal}(G) \), but as stated still requires a large lattice or Smith form calculation. However, we can exploit symmetry to greatly reduce both the dimension and number of generators. Let us define the local lattice of \( G \) as
\[
\Lambda_G^* := \langle \{ (1, d_i, 2f_i) : i = 1, \ldots, n \} \cup \{ (0, 0, k) \} \rangle \subseteq \mathbb{Z}^3.
\]
Strictly speaking, a lattice in \( \mathbb{Z}^3 \) must fill three dimensions, and it can happen in special cases that \( \Lambda_G^* \) occupies only a proper subspace of \( \mathbb{R}^3 \).
Proposition 3.4. Let $G$ be a graph of order $n$. An integer $\lambda$ satisfies $\lambda((n - 1)1 \oplus \frac{1}{2}1) \in \Lambda_G$ if and only if $\lambda(n(n - 1), n - 1, 1) \in \Lambda^*_G$. That is, if $b$ denotes the least positive multiple of $(1, 2e/n, 2e/n(n - 1))$ belonging to $\Lambda^*_G$, then $b \mid \text{bal}(G)$.

Proof. The ‘only if’ direction follows from $2e = d_1 + \cdots + d_n$ and restricting to one degree coordinate and one potential coordinate. Conversely, suppose $\lambda(n(n - 1), n - 1, 1) \in \Lambda^*_G$. Consider the lattice $\Lambda'$ obtained from $\Lambda_G$ by summing the degree coordinates, placing this total in the first degree coordinate, and doing the same for potentials. That is, $\Lambda'$ is generated by all vectors of the form

$$(2e, d_{\sigma(2)}, \ldots, d_{\sigma(n)}) \oplus (g, f_{\sigma(2)}, \ldots, f_{\sigma(n)}),$$

where $g = f_1 + \cdots + f_n, \sigma \in S_n$, along with $0 \oplus k(u_1 + u_j), j = 2, \ldots, n$ and $0 \oplus \frac{k}{\gcd(k, 2)}(n, 1, \ldots, 1)$.

The shears sending $\Lambda_G$ to $\Lambda'$ are unimodular, so it suffices to show

$$\lambda((n(n - 1), n - 1, \ldots, n - 1) \oplus \frac{1}{2}(n, 1, \ldots, 1)) \in \Lambda'.$$

By taking differences of two generators of $\Lambda'$, we see that $(d_i - d_h)u_j \oplus (f_i - f_h)u_j \in \Lambda'$ for any $1 \leq h, i \leq n$ and any $j \geq 2$. Adding $n - 2$ vectors of this form to a generator, varying $h$ and $j$, can produce

$$(3.12) \quad v_i := (2e, d_i, \ldots, d_i) \oplus (g, f_i, \ldots, f_i) \in \Lambda'$$

for each $i = 1, \ldots, n$. Now suppose $\sum_{i=1}^n c_i(2e, d_i, 2f_i) + c_0(0, 0, k) = \lambda(n(n - 1), n - 1, 1)$ for some integers $c_i$. In particular,

$$(3.13) \quad \sum_{i=1}^n c_id_i = \lambda(n - 1), \text{ and}$$

$$(3.14) \quad \sum_{i=1}^n c_i(2f_i) \equiv \lambda \pmod k.$$

By the primitive decomposition lemma, $d_i \equiv (n - 2)f_i + g \pmod k$ for each $i$. So, if we take 2 times (3.13) minus $(n - 2)$ times (3.14), the resulting congruence is

$$2\sum_{i=1}^n c_ig \equiv 2\lambda(n - 1) - (n - 2)\lambda = \lambda n \pmod k.$$ 

Therefore, using the same coefficients $c_i$ applied to vectors in (3.12) gives

$$\sum_{i=1}^n c_iV_i = \lambda(n(n - 1), n - 1, \ldots, n - 1) \oplus w,$$

where $w \equiv \frac{k}{2}(n, 1, \ldots, 1) \pmod k$ and the last $n - 1$ coordinates are constant. In the case that $k$ is even, we have $\frac{k}{2}(n, 1, \ldots, 1) \in \Lambda'$, meaning that $w$ can be altered to $\frac{k}{2}(n, 1, \ldots, 1) \pmod k$. This realizes the required vector in $\Lambda'$. Finally, the local lattice defining a necessary condition as stated now follows from Proposition 3.3. \qed

3.4. Sufficiency. Here, we prove that the above lattice condition is sufficient, thereby determining $\text{bal}(G)$ for general (signed) multigraphs.

Theorem 3.5. Let $G$ be a multigraph of order $n$ with local lattice $\Lambda^*_G$, and let $b$ denote the least positive multiple of $(1, 2e/n, 2e/n(n - 1))$ belonging to $\Lambda^*_G$. Then $\text{bal}(G) = b$.

Proof. Proposition 3.4 establishes necessity, and also allows us to consider $\Lambda_G$ to prove sufficiency. We temporarily ignore edge multiplicities and obtain some integer linear combination of copies of $G$ giving a multigraph $K$ which is degree-balanced and potential-balanced. That is, for all vertices $x$, we have $\deg_K(x) = \lambda(n - 1)$ and also the net potential at $x$ is a constant, either $\lambda/2 \pmod k$, or
possibly \((\lambda + k)/2\) (mod \(k\)) if \(k\) is even. Among all such multigraphs, assume \(K\) has least variance of edge multiplicities, \(\text{var}(K) := \sum_{x < y} |K\{(x,y)\} - \lambda|\). By considering the primitive decomposition of \(G\), we get that \(K \equiv \lambda K_n\) (mod \(k\)), so all the terms in this variance sum are multiples of \(k\).

Suppose we have some edge \(\{x, y\}\) such that \(K\{(x, y)\} > \lambda\). Then since \(\deg_K(y) = \lambda(n-1)\), there is some \(z \neq x\) such that \(K\{(y, z)\} < \lambda\). Similarly, since \(\deg_K(z) = \lambda(n-1)\) there is some \(w\) such that \(K\{(z, w)\} > \lambda\). If \(w = x\), then it follows that there is some \(u \neq y\) such that \(K\{(u, x)\} < \lambda\). Either way, we end up with a path of length three such that the edge multiplicities alternate between being less than \(\lambda\) and greater than \(\lambda\). Let us relabel the vertices (in order) as \(u, v, w, x\).

We know that \(M_G\) contains a copy of \(kC_4^*\) on vertices \(u, v, w, x\). Depending on signs, one of \(K \pm kC_4^*\), has, compared with \(K\), a decreased contribution to edge variance on each of \(\{u, v\}, \{v, w\}, \text{ and } \{w, x\}\) by \(k\), and at worst increased the contribution on \(\{x, u\}\) by \(k\). So, choosing a sign without loss of generality, \(\text{var}(K + kC_4^*) < \text{var}(K)\). Since the potentials and degrees remain balanced in \(K + kC_4^*\), we arrive at a contradiction to the choice of \(K\).

**Remark.** The step of reducing edge variance converts naturally into an algorithm that produces a signed decomposition from the lattice condition.

We conclude with a restatement in terms of signed decompositions.

**Corollary 3.6.** The following are equivalent for multigraphs \(G\) of order \(n \geq 4\).

(a) there exists a signed \(G\)-decomposition of \(\lambda K_n\);

(b) \(2\epsilon \text{ bal}(G)/n(n-1)\) divides \(\lambda\); and

(c) \(\lambda(n(n-1), n-1, 1) \in \Lambda_G^*\).

### 3.5. Some noteworthy cases

In the case when \(G\) is a primitive multigraph, we can drop the ‘potential’ coordinate from its local lattice \(\Lambda_G^*\). From Corollary 3.6, the condition on \(\lambda\) reduces to \(\lambda(n(n-1), n-1, 1) \in \langle \langle 2\epsilon, d_i \rangle : i = 1, \ldots, n \rangle\). With the help of a couple of easy lemmas, we can obtain a closed form in this case.

**Lemma 3.7.** Let \(d_1, \ldots, d_n, m \in \mathbb{Z}\) with \(m \neq 0\). A basis for the \(\mathbb{Z}\)-module \(\langle (m, d_i) : i = 1, \ldots, n \rangle\) is \(\{(m, d)\} \text{ if each } d_i = d, \text{ and otherwise } \{(m, r), (0, q)\}\), where \(q = \gcd(d_i - d_j : 1 \leq i, j \leq n)\) and \(d_i \equiv r \text{ (mod } q)\) for each \(i\).

**Remarks.** In the nondegenerate case, it is possible to take \(r = d_1\), though if \(r\) is chosen with \(|r| \leq q/2\) then one can obtain a minimal lattice basis. Letting \(d := \gcd(d_1, \ldots, d_n)\), we note that \(d\) divides \(q\). For \(G\) with an isolated vertex, (and for many generic graphs), one has \(q = d\) and thus \(r = 0\). In this situation, our basis is diagonal and the computation of \(\text{bal}(G)\) or equivalently \(\lambda_{\min}\) reduces to a straightforward least common multiple. On the other hand, it can happen that \(d\) properly divides \(q\) in general. This simplification \(q = d\) was mistakenly made in [3 Lemma 2.1], although elsewhere in that paper the proper lattice condition is used.

**Lemma 3.8.** For integers \(m, q, r, u, v\), the least positive multiple \(\ell\) of \((u, v)\) belonging to \(\langle (m, r), (0, q)\rangle\) is \(\ell = m/\gcd(m, u)\) if \(q = 0\) (provided \(mv = ru\)), and otherwise

\[
\ell = \frac{mq}{\gcd(mq, uq, mv - ru)}.
\]
Setting \( m = 2e, u = n(n-1), v = n-1 \) and cancelling a common factor of \( q \), we obtain (1.1) as an expression for \( \lambda_{\text{min}} \) in the primitive multigraph case. Equivalently, using Theorem 3.5

\[
\text{bal}(G) = \frac{n(n-1)}{\gcd(2e, n(n-1), \frac{2e-rn}{q}(n-1))},
\]

where the last term in the gcd is omitted if \( G \) is regular. This settles Theorem 1.1 for primitive \( G \).

As observed in [14], the only simple graphs which are not primitive are of the form \( K_a \cup K_b \) or \( K_{a,b} \), where \( a + b = n \) and \( a \geq b \geq 0 \). Consider the graph \( G = K_{a,b} \), say with vertex partition \( A \cup B \). If \( a \geq b \geq 2 \), we have index of primitivity \( k = 2 \) and primitive decomposition \( G = (0K_a \vee 2K_b) - 2K_b \) arising from potential vector \( f = 1_B \). The local lattice is \( \Lambda_f^0 = \langle (1, b, 0), (1, a, 2), (0, 0, 2) \rangle \). If \( b = 1 \), we simply drop the third vector, since then the index of primitivity equals zero. Ignoring potentials for a moment, a substitution \( m = 2ab, q = a - b, r = b, u = n(n-1), v = n-1 \) reverses \( \ell(G) \) as in [1], where we note that \( a = 0 \) if \( a = b \) and otherwise \( a = (2ab - bn)/(a-b) = b \). But the even potentials imply that \( \lambda_{\text{min}} = \text{lcm}(\ell(G), 2) \). That is, balancing the potentials as well as the degrees forces an extra parity condition that \( \lambda \) be even.

To study the parity in more detail, define

\[
\psi(a, b) = 1 + \left( \frac{\text{lcm}(a, b)}{\gcd(a, b)}, \frac{\text{lcm}(a(a-1), b(b-1))}{\gcd(a(a-1), b(b-1))} \right) \mod 2;
\]

that is, \( \psi(a, b) \) equals 2 if \( \nu_2(a) = \nu_2(b) \) or \( \nu_2(a(a-1)) = \nu_2(b(b-1)) \), and otherwise \( \psi(a, b) = 1 \). (If \( b = 1 \), we ignore the latter 2-adic test and obtain \( \psi(a, 1) = 1 + a \mod 2 \).) This function is shown in Figure 2, where cell \((a, b)\) is shaded if and only if \( \psi(a, b) = 2 \); here \( a = 1, 2, \ldots \) indexes the horizontal axis and \( b = 1, 2, \ldots , a \) vertically.

![Figure 2](image)

Some easy case checking shows that \( \ell(G) = 2ab/\gcd(n(n-1), a(n-1), 2ab) \) is odd if and only if \( \psi(a, b) = 2 \). It follows that \( \lambda_{\text{min}} = \psi(a, b) \ell(G) \) and \( \text{bal}(G) = \psi(a, b) \) times the expression (3.15).

The other case \( G = K_a \cup K_b \) can be studied similarly, or by complementing. Graphs \( K_n \) and \( \overline{K}_n \) are trivial, with \( \lambda = 1 \) and \( 0 \), respectively. This completes the analysis of simple graphs. See also [14] Section 7.

Finally, we remark that if \( G \) is a (signed) multigraph adorned with loops, say \( l_i \) loops at vertex \( i \), for \( i = 1, \ldots , n \), then \( \text{bal}(G) \) can be computed by appending this extra data to the local lattice. With this in mind, put

\[
\Lambda_G^0 = \langle \{(1, l_i, d_i, 2f_i) : i = 1, \ldots , n \} \cup \{(0, 0, 0, k)\} \rangle.
\]
The ‘test vector’ becomes \((1, p/n, 2e/n, 2e/n(n - 1))\), where \(p = l_1 + \cdots + l_n\). In the special case when \(G\) has two isolated vertices (but possibly loops at other vertices), one can drop the first and third coordinates; this situation is covered in [4 Lemma 2.3]. In general, allowing loops essentially places us in the setting of general symmetric matrices \(A \in \mathbb{Z}^{n\times n}\), where loop counts take the role of diagonal elements \(A_{ii}\). We cover this extension in more detail in the next section.

4. General matrices

Here, we extend results of the previous section from signed multigraphs to arbitrary (not necessarily symmetric) matrices \(A \in \mathbb{Z}^{n\times n}\). Again we assume \(n \geq 4\), since smaller dimensions were discussed in Section 2.

4.1. Special combinations and the primitivity lattice. For symmetric matrices, the index of primitivity gives a concise description of the possible off-diagonal adjustments we can make of the form \(P_{\sigma} c_{\sigma} A_{\sigma}\), where \(P_{\sigma} c_{\sigma} = 0\). Here, we expand this discussion to handle general matrices.

Let \(\mathcal{K}_4 = \{\text{id}, (12), (34), (12)(34)\} \leq S_n\) be the Klein 4-group. For \(A \in \mathbb{Z}^{n\times n}\), define

\[
A^{\Box} = \sum_{\sigma \in \mathcal{K}_4} \text{sgn}(\sigma)A^{\sigma} = A - A^{(12)} - A^{(34)} + A^{(12)(34)}.
\]

It is easy to see that

\[
(4.1) \quad A^{\Box} = \begin{bmatrix}
0 & 0 & b & -b & 0 & \cdots \\
0 & 0 & -b & b & 0 & \cdots \\
c & -c & 0 & 0 & 0 & \cdots \\
-c & c & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

for some integers \(b\) and \(c\). Consider the submodule \(\Phi(A)\) of \(\mathbb{Z}^2\) generated by all such pairs \((b, c)\) realized in \(A^{\Box}, \pi \in S_n\). We call \(\Phi(A)\) the primitivity lattice of \(A\), since this generalizes the index of primitivity for symmetric \(A\). It is straightforward to extend Lemma 3.2 to decompose general matrices \(A\).

**Lemma 4.1** (Primitive decomposition). Given \(A \in \mathbb{Z}^{n\times n}\), we can write \(A = B + C + F\), where \(B\) is a matrix whose symmetric off-diagonal pairs \((B_{ij}, B_{ji})\) all belong to \(\Phi(A)\), \(C\) is a matrix which is constant above and constant below the main diagonal, and \(F = [f^+_i + f^-_j]_{ij}\) for some integers \(f^+_i\) and \(f^-_j\).

**Proof.** Put \(z^+ = A_{12} + A_{31} - A_{32}, z^- = A_{21} + A_{13} - A_{23}\), and for \(i, j \in [n]\)

\[
(4.2) \quad f^+_i := \begin{cases} z^+ & \text{if } i = 1, \\ A_{1i} & \text{otherwise,} \end{cases} \quad \text{and} \quad f^-_i := \begin{cases} z^- & \text{if } j = 1, \\ A_{1j} & \text{otherwise.} \end{cases}
\]

Let \(C, F \in \mathbb{Z}^{n\times n}\) be defined by

\[
C_{ij} = \begin{cases} -z^+ & \text{if } i < j, \\ -z^- & \text{if } i > j, \\ 0 & \text{otherwise}
\end{cases}
\]

and

\[
F_{ij} = \begin{cases} f^+_i & \text{if } i < j, \\ f^-_i & \text{if } i > j, \\ 0 & \text{otherwise.}
\end{cases}
\]
and $F_{ij} = f_i^+ + f_j^-$ for all $i, j$. Define $B = A - C - F$. We have $B_{ii} = B_{ij} = 0$ by (4.2). For $1 < i < j$,

\begin{equation}
B_{ij} = A_{ij} - A_{i1} - A_{1j} + z^+ \text{ and } B_{ji} = A_{ji} - A_{j1} - A_{1i} + z^-.
\end{equation}

For $i, j = (2, 3)$, this gives $B_{23} = -B_{32} = A_{12} + A_{23} + A_{31} - A_{21} - A_{32} - A_{13}$. Now, we have

\begin{align*}
(A_{12} - A_{32} - A_{14} + A_{34}, A_{21} - A_{23} - A_{41} + A_{43}) &\in \Phi(A), \\
(A_{31} - A_{21} - A_{34} + A_{24}, A_{13} - A_{12} - A_{43} + A_{42}) &\in \Phi(A), \\
(A_{23} - A_{13} - A_{24} + A_{14}, A_{32} - A_{31} - A_{42} + A_{41}) &\in \Phi(A).
\end{align*}

Summing these, we find that $(B_{23}, B_{32}) \in \Phi(A)$. Similar relations imply $(B_{ij}, B_{ji}) \in \Phi(A)$ for any $i < j$. Finally, $\Phi(A)$ is invariant under coordinate swap, so the same holds for $i > j$. 

Note in particular that the proof shows

\begin{equation}
(z^+ - z^-)(1, -1) = (A_{12} + A_{23} + A_{31} - A_{21} - A_{32} - A_{13})(1, -1) \in \Phi(A).
\end{equation}

By symmetry, the same holds for similar combinations with any choice of three indices. We examine such combinations in more detail in Section 4.2.

Define for each $r \in [n]$ the combination $\bar{A}^{(r)} := \left(\sum_{s \neq r} A^{(rs)} - (n-2)A\right)^{(1r)}$. The motivation is that this retains enough information about index $r$ so that we can approximate a $\mathbb{Z}$-linear combination of $A^r$ by a much smaller $\mathbb{Z}$-linear combination of $\bar{A}^{(r)}$. In the symmetric case, these essentially appear in the proof of Proposition 3.4 to produce vectors of the form (3.12).

Observe that $\bar{A}^{(r)}$ has coefficient sum equal to one, so $\text{sum}^*(\bar{A}^{(r)}) = \text{sum}^*(A)$ and $\text{tr}(\bar{A}^{(r)}) = \text{tr}(A)$.

In more detail, the diagonal entries are given by

\begin{equation}
(\bar{A}^{(r)})_{ii} = \begin{cases} 
\text{tr}(A) - (n-1)A_{rr} & \text{if } i = 1; \\
A_{rr} & \text{otherwise}.
\end{cases}
\end{equation}

Off-diagonal entries have more cases, but the following reformulation of our primitive decomposition result suffices.

**Lemma 4.2.** Let $A \in \mathbb{Z}^{n \times n}$, and let $F$ be as in Lemma 4.1. Then

1. The off-diagonal pairs of $\bar{A}^{(r)} - \bar{F}^{(r)}$ are constant mod $\Phi(A)$.

2. Letting $\phi^+_r = \sum_{i=1}^n f_i^+ - nf^+_r$ and $\phi^-_r = \sum_{i=1}^n f_i^- - nf^-_r$,

\[ \bar{F}^{(r)} = (f_r^+ + f_r^-)J + \begin{bmatrix} \phi^+_r + \phi^-_r & \phi^+_r 1^T \\ \phi^-_r & O_{n-1} \end{bmatrix}. \]

**Proof.** With $A = B + C + F$ as in Lemma 4.1, the off-diagonal pairs of $B$ all belong to $\Phi(A)$, and the off-diagonal pairs of $C$ are constant mod $\Phi(A)$ by (4.4). Furthermore, the definition of $\bar{A}^{(r)}$ is linear in $A$. This proves (1).

For (2), notice first that if indices $i, j$ are not in $\{1, r\}$, then

\[ \bar{F}^{(r)}_{ij} = \sum_{s \neq 1, r} F^{(1sr)}_{ij} - (n-3)F_{ij} = f_r^+ + f_r^- . \]
If we fix \( j \) and choose distinct row indices \( i, i' \neq j \), then a similar calculation gives \( \bar{F}_{ij}^{(r)} = \bar{F}_{ij}^{(r)} \) unless \( j = r \) and one of \( i, i' \) equals 1. So suppose \( j = r \) and \( i' = 1 \). In the case \( r = 1 \),

\[
\bar{F}_{1j}^{(1)} - \bar{F}_{ij}^{(1)} = \sum_{s \neq 1}(F_{1j}^{(1s)} - F_{ij}^{(1s)}) - (n-2)(F_{1j} - F_{ij})
\]

\[
= \sum_{s \neq 1} f_i^+ - f_1^+ - (n-2)f_i^+ - (n-2)(f_i^+ - f_i^+)
\]

\[
= \sum_{s \neq 1} f_s^+ - (n-1)f_1^+ = \phi_1^+.
\]

For \( r \neq 1 \),

\[
\bar{F}_{ij}^{(r)} - \bar{F}_{ij}^{(r)} = (F_{1j} - F_{ij}) + \sum_{s \neq 1, r}(F_{1j}^{(rs)} - F_{ij}^{(rs)}) - (n-2)(F_{1j}^{(r)} - F_{ij}^{(r)})
\]

\[
= f_i^+ - f_1^+ + \sum_{s \neq 1, r} f_s^+ - (n-3)f_i^+ - f_r^+ - (n-2)(f_r^+ - f_i^+)
\]

\[
= \sum_{s \neq r} f_s^+ - (n-1)f_r^+ = \phi_r^+.
\]

The case of a fixed row index and distinct column indices is similar. These relations uniquely determine all entries of \( F^{(r)} \) as stated.

\[\square\]

4.2. Triangles and a parity condition. For \( A \in \mathbb{Z}^{n \times n} \), define

\[
A^\Delta = \sum_{\sigma \in S_3} \text{sgn}(\sigma) A^\sigma = \begin{bmatrix}
0 & a & -a & 0 & \cdots \\
-a & 0 & a & 0 & \cdots \\
a & -a & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix},
\]

where \( a = A_{12} + A_{23} + A_{31} - A_{21} - A_{32} - A_{13} \). Such combinations always vanish in the symmetric case, but are important in what follows. Let

\[ h(A) = \gcd\{\{A^\Delta\}_{12} : \pi \in S_n\} \].

Of course, to avoid repetition it is enough to take one representative \( \pi \) for each distinct pre-image of \( (1, 2, 3) \).

Lemma 4.3. Let \( \Phi(A) \) be the primitivity lattice of \( A \) and \( h = h(A) \) as defined above. Then

(1) \( h \mid b - c \) for every \( (b, c) \in \Phi(A) \) and (2) \( (h, -h) \in \Phi(A) \).

\[ \text{PROOF.} \] Define matrices \( E, E' \in \mathbb{Z}^{n \times n} \) by

\[
E_{ij} = \begin{cases}
1 & \text{if } (i, j) = (1, 3) \text{ or } (2, 4), \\
-1 & \text{if } (i, j) = (1, 4) \text{ or } (2, 3), \\
0 & \text{otherwise}
\end{cases}
\]

\[
E'_{ij} = \begin{cases}
1 & \text{if } (i, j) = (1, 3), (3, 2) \text{ or } (2, 1), \\
-1 & \text{if } (i, j) = (1, 2), (2, 3) \text{ or } (3, 1), \\
0 & \text{otherwise}
\end{cases}
\]

For (1), it is easy to check that \( (bE + cE^\top) + (bE + cE^\top)(123) + (bE + cE^\top)(132) = (b-c)E' \). To prove (2), observe that

\[
A^\Box + A^{(123)}^\Box + A^{(132)}^\Box = A^\Delta + A^{(12)(34)}.  \tag{4.7}
\]

Write \( hE' = \sum_{\pi \in S_3} t_\pi A^{\pi\Delta} \) for some coefficients \( t_\pi \in \mathbb{Z} \). Then

\[
h(E - E^\top) = hE' + (hE')(12)(34) = \sum_{\pi \in S_3} t_\pi (A^{\pi\Delta} + A^{\pi\Delta(12)(34)}). \]

\[15\]
Proposition 4.4. Let $A \in \mathbb{Z}^{n \times n}$ and put $h = h(A)$. Define a triple of indices $\{i, j, k\} \subset [n]$ to be bad if 
\[
\nu_2(A_{ij} + A_{jk} + A_{ki} - A_{ji} - A_{kj} - A_{ik}) < 1 + \nu_2(h).
\]

The idea behind the definition is as follows. Suppose we try to make local adjustments to some $B \in M_A$ to bring its off-diagonal entries closer to the average. Then, by parity, the six off-diagonal entries associated by a bad triple cannot be simultaneously corrected by a copy of $hE^r$ on those indices, since $\nu_2(6h) = 1 + \nu_2(h)$.

For each $i \in [n]$, let $s_i = 0$ or 1 according as the number of bad triples containing $i$ is even or odd, respectively. Put $s_i(A) = (s_1, \ldots, s_n) \in (\mathbb{Z}/2\mathbb{Z})^n$. For a given $A \in \mathbb{Z}^{n \times n}$, a triple $\{i, j, k\}$ is bad in a sum of two matrices in $M_A$ if and only if it is bad in exactly one of the summands. It follows that the map $A' \mapsto s(A')$ from $M_A$ to $(\mathbb{Z}/2\mathbb{Z})^n$ is a $\mathbb{Z}$-module homomorphism. It also respects the permutation action; that is, $s(A^\sigma) = s^\sigma$. Therefore, a necessary condition on $\sum_\sigma c_\sigma A^\sigma = (\sum_\sigma c_\sigma) \overline{A}$ is that
\[
\sum_{\sigma} c_\sigma s^\sigma \equiv 0 \pmod{2}. \tag{4.8}
\]

4.3. The local lattice. Let $A \in \mathbb{Z}^{n \times n}$ with off-diagonal row and column sums $d^+_i$ and $d^-_i$, respectively. Let $G$ be a set of $(0, 1, \text{or } 2)$ generators for the primitivity lattice $\Phi(A)$, as defined in Section 4.1. Let $(e^+_i, e^-_i)$ be the off-diagonal pair associated with $\overline{A}^{(i)}$ in Lemma 4.2. Let $s_i$ be the parity values for bad triples, as defined in Section 4.2.

Define the local lattice of $A$ as
\[
\Lambda_A^* = \left\{(1, s_i, A_{ii}, d^+_i, d^-_i, e^+_i, e^-_i) : i = 1, \ldots, n \right\} \cup \{(0, 2, 0, 0, 0, 0, 0)\} \cup \{(0, 0, 0, 0, 0) \oplus u : u \in G\}
\]

We have the following extension of Proposition 3.4 lower bounding bal(A).

**Proposition 4.4.** Let $A \in \mathbb{Z}^{n \times n}$ with local lattice $\Lambda_A^*$. Let $b$ denote the least positive multiple of
\[
\left(1, \frac{\text{tr}(A)}{n}, \frac{\text{sum}^*(A)}{n}, \frac{\text{sum}^*(A)}{n}, \frac{\text{sum}^*(A)}{n(n-1)}, \frac{\text{sum}^*(A)}{n(n-1)}\right)
\]

belonging to $\Lambda_A^*$. Then $b \mid \text{bal}(A)$.

**Proof.** Suppose $c_\sigma$ are coefficients such that $\sum_\sigma c_\sigma = \text{bal}(A)$ and
\[
\sum_\sigma c_\sigma A^\sigma = \text{bal}(A) \overline{A}. \tag{4.10}
\]

Let $C_i$ be the sum of $c_\sigma$ over all $\sigma \in S_n$ such that $\sigma(1) = i$. Then, examining the first row sum, column sum, and diagonal entry in (4.10) gives
\[
\sum_{i=1}^n C_i(1, A_{ii}, d^+_i, d^-_i) = \text{bal}(A) \left(1, \frac{\text{tr}(A)}{n}, \frac{\text{sum}^*(A)}{n}, \frac{\text{sum}^*(A)}{n}\right).
\]
Theorem 4.5. Let $A$ be a general matrix over $\mathbb{Z}$. Sufficiency. We have shown that $\text{bal}(A)$ is congruent to its average mod $\Phi(A)$, and so $\text{bal}(A)$ times the given test vector belongs to $\Lambda^*(A)$, and so $b \mid \text{bal}(A)$.

4.4. Sufficiency. Here, we show that the divisibility condition of the previous section is sufficient for balancing general matrices over $\mathbb{Z}$.

Theorem 4.5. Let $A \in \mathbb{Z}^{n \times n}$ with local lattice $\Lambda_A$. Let $b$ denote the least positive multiple of

$$
(1, 0, \frac{\text{tr}(A)}{n}, \frac{\text{sum}^*(A)}{n}, \frac{\text{sum}^*(A)}{n}, \frac{\text{sum}^*(A)}{n}, \frac{\text{sum}^*(A)}{n(n-1)}, \frac{\text{sum}^*(A)}{n(n-1)})
$$

belonging to $\Lambda^*(A)$. Then $\text{bal}(A) = b$.

Proof. Proposition 4.4 shows $b \mid \text{bal}(A)$, so it suffices to show that $\text{bal}(A) \mid b$. Put $\lambda = \frac{\text{sum}^*(A)}{n(n-1)}$. Let $c_1, \ldots, c_n \in \mathbb{Z}$ be coefficients summing to $b$ such that

(4.12) \[ \sum_{i=1}^n c_i(A_{ii}, d_i^+, d_i^-) = (b \text{tr}(A)/n, \lambda(n-1), \lambda(n-1)), \]

(4.13) \[ \sum_{i=1}^n c_i s_i \equiv 0 \pmod{2}, \]

(4.14) \[ \sum_{i=1}^n c_i(e_i^+, e_i^-) \equiv (\lambda, \lambda) \pmod{\Phi(A)}. \]

Put $B = \sum_{i=1}^n c_i \tilde{A}(i)$. From (4.5) and (4.12), the diagonal entries of $B$ already match those of $b\tilde{A}$. Also from (4.12), the row and column sums of $B$ agree with those of $b\tilde{A}$. By (4.13), any index belongs to an even number of triples which are bad (relative to $A$). From (4.14) and Lemma 4.2 we have off-diagonal pairs in $B$ agreeing with those of $b\tilde{A}$ mod $\Phi(A)$. If $\Phi(A) = \{(0, 0)\}$, we are already done. If dim $\Phi(A) = 1$, we are either in the symmetric or skew-symmetric case, and take a basis vector $u = (k, k)$ or $(k, -k)$. In the generic case dim $\Phi(A) = 2$, we may choose a basis $\{u, v\}$ where $u = (u_1, u_2)$ and $v = (u_2, u_1)$. }

...
In what follows, we work with a 1-norm relative to \(\{u, v\}\)-coordinates, namely \(\|\alpha u + \beta v\| := |\alpha| + |\beta|\), where the second term is omitted if \(\dim \Phi(A) = 1\). Define \(\text{var}(B) = \sum_{i<j} ||(B_{ij}, B_{ji}) - (\lambda, \lambda)||\). Suppose \(B^*\) minimizes \(\text{var}(X)\) over all matrices \(X \in M_A\) which have the same properties as \(B\) described above. For indices \(x \neq y\), put \(\delta_{zy} = B^*_{zy} - \lambda\). By (4.12), we have \(\sum_x \delta_{xy} = \sum_x \delta_{yx} = 0\) and by (4.14), we have \((\delta_{xy}, \delta_{yx}) \in \Phi(A)\).

Let us call a sequence of three pairs of indices \((x, w), (x, y), (z, y)\) \(u\)-alternating if the \(u\)-coordinates of \((\delta_{xw}, \delta_{wx}), (\delta_{xy}, \delta_{yx}), (\delta_{zy}, \delta_{yz})\) are nonzero and alternate in sign. If \(\text{var}(B^*) > 0\), there exist \(x \neq y\) with \((\delta_{xy}, \delta_{yx}) \neq (0, 0)\). Suppose that the \(u\)-coordinate is positive. (The other cases are similar.) From the above remarks, there exists some \(z\) such that \((\delta_{zy}, \delta_{yz})\) has negative \(u\)-coordinate. Likewise, there exists some \(w\) such that \((\delta_{zx}, \delta_{xz})\) has negative \(u\)-coordinate. Thus a \(u\) or \(v\)-alternating sequence is guaranteed to exist, but we must consider cases according to whether it is ‘open’ \((w \neq z)\) or ‘closed’ \((w = z)\).

**Case 1:** \(B^*\) has an open \(u\)-alternating sequence. Take an integer linear combination of copies of \(A^\perp\), call it \(U\), which vanishes except on its restriction to \(\{x, y, z, w\}\), where it has the form

\[
U[xzwy] = \begin{bmatrix}
  x & z & y & w \\
  0 & 0 & u_1 & -u_1 \\
  0 & 0 & -u_1 & u_1 \\
  u_2 & -u_2 & 0 & 0 \\
  -u_2 & u_2 & 0 & 0
\end{bmatrix}.
\]

We obtain \(\text{var}(B^* - U) < \text{var}(B^*)\) since at least three of the four modified terms have \(u\)-coordinate reduced by one. But \(U \in M_A\) is formed with coefficient sum equal to 0, has vanishing diagonal and line sums, and has off-diagonal pairs in \(\Phi(A)\). This is a contradiction to the choice of \(B^*\).

**Case 2:** Every \(u\)- or \(v\)-alternating sequence in \(B^*\) is closed. By assumption, each of the ordered pairs \((\delta_{xy}, \delta_{yx}), -(\delta_{zy}, \delta_{yz}), -(\delta_{zx}, \delta_{xz})\) has \(u\)-coordinate of the same sign, say positive. Suppose for the moment that the \(v\)-coordinates were also positive. Then since \(u + v\) is a constant vector, the analysis in the proof of Theorem 3.3 (the symmetric case) would produce an open alternating sequence, contradicting our assumption for this case. Suppose, via Lemma 4.7(1), that \(u - v\) is a positive multiple of \((h, -h)\), where \(h = h(A)\) is as defined in Section 4.2 (If negative, we simply let \(-h\) take the role of \(h\) below.)

Take an integer linear combination of copies of \(A^\perp\), call it \(U'\), which vanishes except on its restriction to \(\{x, y, z\}\),

\[
U'[xyz] = \begin{bmatrix}
  x & y & z \\
  0 & h & -h \\
  -h & 0 & h \\
  h & -h & 0
\end{bmatrix}.
\]

Consider \(B^* - U'\). From our choices above, we have \(\text{var}(B^* - U') \leq \text{var}(B^*)\). We claim the inequality is strict. Recall that the number of bad triples in \(B^*\) containing each of \(x, y\) is even. If \(\{x, y, z\}\) were bad, we would again contradict that there are no open alternating sequences. Therefore,

\[2h | \delta_{zy} + \delta_{yz} + \delta_{zx} - \delta_{xz} - \delta_{xy} - \delta_{yx} .\]

It follows that \(||(\delta_{xy}, \delta_{yx}) - (h, -h)|| + ||(\delta_{zx}, \delta_{xz}) + (h, -h)|| + ||(\delta_{zy}, \delta_{yz}) + (h, -h)||\) is indeed less than \(||(\delta_{xy}, \delta_{yx})|| + ||(\delta_{zx}, \delta_{xz})|| + ||(\delta_{zy}, \delta_{yz})||\). As before, this contradicts choice of \(B^*\). We must have \(\text{var}(B^*) = 0\), and thus \(B^* = b\overline{A} \in M_A\). □

As with multigraphs, it is possible to implement the above procedure as an algorithm that makes a sequence of local changes to \(B\), iteratively reducing deviation from \(b\overline{A}\) to zero. We give two examples.
Example 4.6. Consider

\[ A = \begin{bmatrix} 0 & 1 & 4 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 3 & 0 & 3 \\ 1 & 5 & 1 & 0 \end{bmatrix}. \]

A routine calculation gives \( \Phi(A) = \langle (4, 1), (1, 4) \rangle \) and \( h(A) = 3 \). The vectors of row/column sums are \((6, 1, 6, 7)\) and \((1, 9, 5, 5)\). The lists of \( e^+ \) and \( e^- \) can each be taken as \((1, 0, 3, 1)\). The bad triples of indices are \\{1, 2, 4\} and \\{2, 3, 4\}, giving parity vector \( s = (1, 0, 1, 0) \). Even without a lattice computation, we see that \( A = 5 \cdot (J - I) \), so it is necessary that \( 3 \mid \text{bal}(A) \). Using the lattice \( \Lambda^*_A \), Theorem 4.5 predicts \( \text{bal}(A) = 3 \), with coefficients \( c_1 = 2, c_2 = 2, c_3 = -8, c_4 = 7 \). From these, the first step is to compute \( B = 2e_A(1) + 2e_A(2) - 8e_A(3) + 7e_A(4) \), which has balanced line sums, satisfies the parity condition on bad triples, and has off-diagonal pairs \( (B_{ij}, B_{ji}) \equiv (0, 0) \pmod{\Phi(A)} \).

We describe a sequence of adjustments to \( [\delta_{xy}] = B - 3A = \begin{bmatrix} 0 & -24 & -8 & 32 \\ -6 & 0 & 11 & -5 \\ 43 & -16 & 0 & -27 \\ -37 & 40 & -3 & 0 \end{bmatrix} \) using copies of \( U = A^\square = \begin{bmatrix} 0 & 0 & 4 & -1 \\ 0 & 0 & -4 & -1 \\ 1 & -1 & 0 & 0 \\ -1 & 1 & 0 & 0 \end{bmatrix} \) and \( U' = A^{(34)\Delta} = \begin{bmatrix} 0 & -3 & 3 & 0 \\ 3 & 0 & -3 & 0 \\ -3 & 3 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \).

The highlighted entries above have large and alternating deviation from \( \lambda \). If we subtract \( 6U^{(13)(24)} \) and add \( 6U^{(23)} \), this aligns a correction of \pm 18 or \pm 24 on these entries. The result of these adjustments is

\[ [\delta_{xy}] = \begin{bmatrix} 0 & 0 & -14 & 14 \\ 0 & 0 & 11 & -11 \\ 19 & -16 & 0 & -3 \\ -19 & 16 & 3 & 0 \end{bmatrix}. \]

It is straightforward to check that \( (-14, 19) \in \Phi(A) \), so a further adjustment leaves

\[ [\delta_{xy}] = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -3 & 3 \\ 0 & 3 & 0 & -3 \\ 0 & -3 & 3 & 0 \end{bmatrix}. \]

Subtracting a copy of \( U' \) reduces this to the zero matrix, finishing the verification that \( \text{bal}(A) = 3 \).

Example 4.7. Consider

\[ A = \begin{bmatrix} 0 & 1 & 2 & 1 \\ 2 & 0 & 0 & 1 \\ 0 & 1 & 2 & 0 \\ 2 & 1 & 1 & 1 \end{bmatrix}. \]

We have \( \Phi(A) = \langle (1, 1), (1, -1) \rangle \) and \( h(A) = 2 \). After a calculation, Theorem 4.5 says \( \text{bal}(A) = 1 \) and \( \Lambda^*_A \) gives the locally balanced matrix \( B \) below. After adjusting the marked entries by copies of \pm 2E or \pm 4E, one obtains the matrix shown at right, which happens to be symmetric.

\[ B = \begin{bmatrix} 0 & 0 & -2 & 6 & 0 \\ 0 & 0 & 5 & -3 & 2 \\ 2 & -1 & 0 & 0 & 3 \\ 6 & 3 & -4 & 0 & -1 \\ -4 & 2 & 5 & 1 & 0 \end{bmatrix} \quad \rightarrow \quad \begin{bmatrix} 0 & 0 & 2 & 2 & 0 \\ 0 & 0 & 1 & 1 & 2 \\ 2 & 1 & 0 & 0 & 1 \\ 2 & 1 & 0 & 0 & 1 \\ 0 & 2 & 1 & 1 & 0 \end{bmatrix}. \]
The deviation from \( \overline{A} = J - I \) is represented by a signed ‘bowtie’ graph, as shown in Figure 3. Being a sum of two copies of \( C_4^* \), this deviation can be reduced to the zero matrix. Note that, although \( B \) has bad triples, none remain in the bowtie since the underlying matrix is symmetric.

![Figure 3. A compound symmetric adjustment; negative edges dashed](image)

A minor restatement of Theorem 4.5 classifies the completely symmetric matrices in \( M_A \).

**Corollary 4.8.** We have \( \mu I + \lambda J \in M_A \) if and only if \((1,0,\lambda + \mu, (n - 1)\lambda, (n - 1)\lambda, \lambda, \lambda) \in \Lambda_A^* \).

We also remark that our lattice condition yields a general upper bound on \( \text{bal}(A) \).

**Corollary 4.9.** Let \( A \in \mathbb{Z}^{n \times n} \). Then \( \text{bal}(A) \mid n(n - 1) \).

**Proof.** Consider \( a = (n - 1) \sum_{i=1}^n (1, s_i, A_{ii}, d_i^+, d_i^-, e_i^+, e_i^-) \). The first component is \( n(n - 1) \). The second is even. The third equals \( (n - 1)\text{tr}(A) \). The fourth and fifth equal \( (n - 1)\sum^*(A) \). It remains to consider the last two coordinates. Using (4.11), namely that these pairs are constant mod \( \Phi(A) \),

\[
(n - 1) \sum_{i=1}^n (e_i^+, e_i^-) \equiv \sum_{i=1}^n (d_i^+, d_i^-) \equiv \sum^*(A)(1,1) \quad (\text{mod } \Phi(A)).
\]

It follows that \( a \) equals \( n(n - 1) \) times the test vector in Theorem 4.5 and thus \( \text{bal}(A) \mid n(n - 1) \). \( \square \)

Corollary 4.9 is obvious for prime powers \( n \), by indexing entries with a finite field and summing over the group of affine transformations. It is not clear if a direct argument for this bound exists in general.

### 4.5. Noteworthy cases

In each of the symmetric and skew-symmetric cases, we can simplify our lattice condition. A symmetric matrix \( A \) with index of primitivity \( k \) has \( \Phi(A) = \langle (k, k) \rangle \). We also have \( d_i^+ = d_i^- = d_i \) and can replace \( e_i^+, e_i^- \) with potentials \( f_i \). This gives the multigraph lattice with an additional coordinate to track diagonal entries.

**Proposition 4.10.** Suppose \( A \in \mathbb{Z}^{n \times n} \) is symmetric with off-diagonal row sums \( d_i \) and potentials \( f_i \). Then \( \text{bal}(A) \) is the least positive multiple of \((1,0,0,0)\) belonging to

\[
\langle \{(1, A_{ii}, d_i, 2f_i) : i = 1, \ldots, n\} \cup \{(0,0,0,k)\} \rangle \subseteq \mathbb{Z}^4.
\]

In the skew-symmetric case, we have \( A_{ii} = 0 \), \( d_i^+ = -d_i^- \), and can take \( e_i^+ = -e_i^- \), \( f_i = 0 \). Also, \( \Phi(A) = \langle (k,-k) \rangle \) for some integer \( k \geq 0 \), which is analogous to the index of primitivity in the symmetric case. These specializations result in the following simplified lattice condition.

**Proposition 4.11.** Suppose \( A \in \mathbb{Z}^{n \times n} \) is skew-symmetric with off-diagonal row sums \( d_i^+ \) and parity values \( s_i \). Then \( \text{bal}(A) \) is the least positive multiple of \((1,0,0,0)\) belonging to

\[
\langle \{(1, s_i, d_i^+, e_i^+) : i = 1, \ldots, n\} \cup \{(0,2,0,0),(0,0,0,k)\} \rangle \subseteq \mathbb{Z}^4.
\]
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A special case of skew-symmetric matrices has a graph-theoretic interpretation. A tournament $T$ is a digraph in which, for any two vertices $x \neq y$, exactly one of $(x, y)$ and $(y, x)$ is an arc of $T$. The sequence of vertex outdegrees is also known as the score sequence of $T$. The adjacency matrix of $T$ is a matrix $A \in \{0, 1\}^{n \times n}$ satisfying $A + A^T = J - I$. That is, $2A - J + I$ is skew-symmetric with entries $\pm 1$.

Every tournament on at least four vertices has a transitive triangle, i.e. three distinct arcs of the form $x \to y \to z$, $x \to z$ as well as four arcs of the form $w \to x \to y \to z$, $w \to z$. Let $A$ again denote the adjacency matrix of $T$. We can use these configurations to obtain $\mathbb{Z}$-linear combinations of $A^e$ realizing $b(A) = 1$ and $\mathbb{Z}$-linear combinations of $A^o$ realizing $\Phi(A) = \langle (1, -1) \rangle$. That is, in Proposition 4.11 we have $s_i = 0$ for each $i$ and $k = 1$.

**Proposition 4.12.** Let $T$ be a tournament on $n \geq 2$ vertices with score sequence $d_1^+, \ldots, d_n^+$. Then $\text{bal}(T) = 2$ if $T$ is regular, and otherwise

$$\text{bal}(T) = \frac{2q}{\gcd(q, n-1-2r)},$$

where $q = \gcd(d_i^+ - d_j^+: 1 \leq i, j \leq n)$ and $d_i^+ \equiv r \pmod{q}$ for each $i = 1, \ldots, n$.

**Proof.** Note first that $\text{bal}(T)$ is an even integer, since the average off-diagonal entry in its adjacency matrix equals $\frac{1}{2}$. Consider the special case when $T$ is regular, so that $n$ is odd and each $d_i^+ = \frac{n+1}{2}$. The lattice condition becomes vacuous, and it follows that $\text{bal}(T) = 2$.

Now suppose $T$ is not regular, and let $q = \gcd(d_i^+ - d_j^+: 1 \leq i, j \leq n)$. Consider the least positive integer $b$ such that $b(1, n-1) \in \langle (1, 2d_i^+) : i = 1, \ldots, n \rangle$. Note that $b \divides n$ since $2 \sum d_i^+ = n(n-1)$. By considering entries and row sums it is easy to see that $b \divides \text{bal}(T)$. Conversely, from the above discussion, we need not consider other coordinates in the local lattice, and hence $\text{bal}(T) = b$.

We now compute a closed formula for $b$. By Lemma 3.7 our lattice $\langle (1, 2d_i^+) \rangle$ is generated by $(1, 2r)$, $(0, 2q)$. Then, by Lemma 3.8 we have $b = 2q/\gcd(q, n-1-2r)$. □

To close, we remark that $3 \times 3$ case, examined earlier in Section 2.4, can be reformulated with a similar appearance as the result for $n \geq 4$. Here, $\Phi(A)$ disappears, as there is no room to construct a combination such as $A^o$. As a caution to the reader, we have kept diagonal elements separate in this section, but they were included in the line sums of Section 2.4 and the summary result below.

**Proposition 4.13.** Suppose $A \in \mathbb{Z}^{3 \times 3}$ is symmetric with line sums $d_i^+, d_j^-$. Then $\text{bal}(A)$ is the least positive multiple of $(1, 0, \frac{1}{3}\text{tr}(A), \frac{1}{3}\text{sum}(A), \frac{1}{3}\text{sum}(A))$ belonging to

$$\{(1, \epsilon, A_{ii}, d_i^+, d_i^-) : i = 1, 2, 3 \} \cup \{(0, 2, 0, 0, 0)\},$$

where $\epsilon = 0$ if $A^\Delta = O$, and otherwise $\epsilon = 1$.

**Proof.** Let $b$ be the least multiple in the statement. First, we claim $b \divides \text{bal}(A)$. Working from (4.10) following the start of the proof of Proposition 4.4 we see bal $(A)(1, \frac{1}{3}\text{tr}(A), \frac{1}{3}\text{sum}(A), \frac{1}{3}\text{sum}(A))$ is a $\mathbb{Z}$-linear combination of $(1, A_{ii}, d_i^+, d_i^-)$. The second coordinate forces $b$ to be even in the event that $A_{12} + A_{23} + A_{31} \neq A_{21} + A_{32} + A_{13}$. But Lemma 2.4 also implies $\text{bal}(A)$ is even in this case.

Next, we claim $\text{bal}(A) \divides b$. Again, by Lemma 2.4 we have that $b$ is even if $\text{bal}(A)$ is even. Suppose $3 \divides \text{bal}(A)$. Then, by Proposition 4.13 either rank $(\Phi(A)) = 3$, or at least one of $A_{ii}, d_i^+, d_i^-$, $i = 1, 2, 3$, is not a ternary triple. Any of these conditions implies that there is no integer solution to $\sum_{i=1}^3 x_i (1, A_{ii}, d_i^+, d_i^-) = b(1, \frac{1}{3}\text{tr}(A), \frac{1}{3}\text{sum}(A), \frac{1}{3}\text{sum}(A))$ unless $3 \divides b$. □
5. Conclusion

We have studied the module generated by copies of a given matrix (graph), classifying the completely symmetric matrices (respectively, multiples of complete graphs) belonging to this module. To this end, we defined a balancing index for matrices and graphs. A general method for computing balancing index is described, recovering a variety of existing results on signed graph designs and extending to new settings. The unifying feature in all cases is that a suitably defined local lattice (much smaller than the ‘full’ module) governs which completely symmetric matrices or multiples of complete graphs are present in the relevant permutation module.

In Table 1, we summarize the various results on this problem, organized by complexity of the local lattice.

| setting                          | dim Λ* | reference                        |
|----------------------------------|--------|----------------------------------|
| graphs with two isolated vertices| 1      | [14] Proposition 4; also [12]    |
| graphs with loops and two isolates| 2      | [4] Lemma 2.3                    |
| digraphs with two isolates       | 2      | [12] Proposition 4               |
| primitive multigraphs            | 2      | [14] Theorem 13                  |
| general multigraphs              | 3      | Theorem 3.5                      |
| symmetric matrices               | 4      | Proposition 4.10                 |
| skew-symmetric matrices          | 4      | Proposition 4.11                 |
| general matrices                 | 7      | Theorem 4.5                      |

Table 1. Progression of signed balancing results with local lattice dimensions

One topic for future work is a full description of the relevant module, say by Smith forms. Since much of the ground work already exists in [14], the next step is to introduce potential and diagonal-entry data into these calculations. It is also natural to consider the homology involved in higher-rank extensions, say to hypergraphs or tensors. Our problem extended to hypergraphs is connected with the concept of a ‘null design’, [3] [7] [13].

In balancing a multigraph or matrix, we have allowed all permutations to be used. A natural next question is to consider a subgroup Γ ≤ S_n of allowed permutations and aim to balance A with least positive coefficient sum bal_G(A). In contrast with Corollary 4.9, we found that there exist 5 × 5 matrices whose balancing index over the alternating group is 60. When Γ is 2-transitive, a completely symmetric matrix always results from the sum of all A_σ, σ ∈ Γ. Even if Γ is not 2-transitive, one might classify the matrices A which can be balanced under Γ.

A related notion is balancing in a block-diagonal sense. To offer a concrete instance of this, consider an r-partite graph G on vertex set [n] × [r] with vertex partition {[n] × {1},…, [n] × {r}}. If we allow those permutations S_π l S_r which stabilize the partition, one can ask for the least positive sum of coefficients producing a λ-fold complete r-partite graph; in terms of adjacency matrices, the target is λJ_n ⊗ (J_r − I_r). The special case when G consists of n disjoint cliques K_r transverse to the partition gives a signed analog of resolvable transversal designs.

Another variation arises from a restriction that coefficients c_σ be nonnegative integers. This can be viewed as an extension of the problem of computing Frobenius numbers, and also includes the existence question for balanced incomplete block designs. For these reasons, the problem is expected to be hard in general. Still, there are likely accessible and interesting questions in this direction. Applications of designs, say to numerical integration or the design of statistical experiments, may invite extensions to a multigraph or matrix setting and serve as additional motivation.
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