Empirical Analysis of Poverty Dynamics

With Case Studies from Sub-Saharan Africa
The empirical analysis of poverty over time is still severely constrained by the available survey data in developing countries. In the past this has led to a neglect of certain aspects of poverty dynamics or even biased assessments of poverty dynamics. This book explicitly takes into account the present data limitations, proposing alternative methods for the empirical analysis of poverty dynamics. The work addresses both the problems related to limited data in the analysis of macro-level (or national) as well as micro-level (or household) poverty dynamics. The proposed methods are applied to survey data from various sub-Saharan African countries. As these countries do not only have the most limited economic survey data but also show the highest poverty rates in the world an accurate understanding of the underlying poverty dynamics seems to be most important for these countries.

Isabel Günther was born in Stuttgart in 1978. As a Ph.D. student between 2004 and 2007, she was a research and teaching associate at the Department of Economics at the University of Göttingen. She has also worked as a consultant for the GTZ, the World Bank and the African Development Bank in various sub-Saharan African countries on a temporary basis. Since 2007, the author is a postdoctoral fellow within the Program on the Global Demography of Aging at Harvard University.
Empirical Analysis of Poverty Dynamics
Empirical Analysis of Poverty Dynamics

With Case Studies from Sub-Saharan Africa
to Viola
Editor’s Preface

Despite an extensive literature on defining and measuring poverty, the dimension time has until recently somewhat been neglected. However, time or poverty dynamics are certainly important for an appropriate understanding of individuals’ current as well as lifetime wellbeing. Time does not only allow for a distinction between permanent and temporary poverty but also for an incorporation of the notion of (poverty-) risk in wellbeing analysis, which is of high relevance if we assume that individuals are risk-averse. Moreover, closely related to poverty dynamics is an analysis of the causes of poverty: With static measurements, i.e. without a time dimension, one cannot go beyond an analysis of the correlates of poverty. Analysis of poverty dynamics, hence, also makes it possible to better understand the causes of poverty. The empirical application of the concept of poverty dynamics is, however, still severely constrained by data limitations. In the past, these data limitations have often been assumed away, which might have led to biased assessments of poverty dynamics as well as to a neglect of certain aspects of poverty dynamics.

This present book entitled Empirical Analysis of Poverty Dynamics is built on four essays which analyze different aspects of poverty dynamics, where Isabel Günther explicitly takes into account existing data limitations and proposes alternative methods to analyze poverty over time. The proposed methods are applied to household survey data from various sub-Saharan African countries. The first two essays of the book discuss difficulties related to limited data in the analysis of macro-level (or national) poverty dynamics whereas the last two essays discuss difficulties related to missing data in the analysis of micro-level poverty dynamics.

In the first Essay A Growth-Poverty Paradox Isabel Günther empirically illustrates the biases in estimated national poverty dynamics if measurement errors induced by changing survey design are not appropriately taken into account.
It is shown that previous poverty assessments of Burkina Faso neglected some important data inconsistencies over time, which led to the so-called Burkinabè Growth-Poverty-Paradox in the 1990s, with estimated increasing poverty rates despite sustained macro-economic growth. The revised estimates by the author, which account for changing survey design, indicate that poverty indeed decreased in the 1990s, i.e. growth did, in contrast to what previous estimates suggested, significantly reduce poverty.

Whereas in the first Essay the author treats data limitations on consumption data of households, the Essay *Pro-Poor Growth and Inflation Inequality* treats data limitations on (consumption) prices of households. In the last years several authors have proposed numerous definitions to measure pro-poor growth, i.e. to what extent the poor benefit from economic growth. However, all those measures have ignored varying inflation rates of households across the income distribution. The author rightly argues that incorporating varying inflation rates across the income distribution into measures of pro-poor growth is critically important, as one is interested in the real (and not nominal) change of the income of the poor - in relation to the non-poor. Moreover, for the case of Burkina Faso, it is illustrated that ignoring inflation inequality can severely bias empirical assessments of pro-poor growth.

In the Essay *Vulnerability to Idiosyncratic and Covariate Shocks*, Isabel Günther proposes a simple method to empirically assess the impact of idiosyncratic and covariate shocks on households’ poverty risk. The proposed method can be used in a wide context, as it relies on commonly available cross-sectional household surveys and not on panel data, which most alternative methods to estimate vulnerability require. It is shown that the previous focus on available panel data of rural areas as well as on selected shocks might have both neglected existing poverty risk in urban areas as well as underestimated the impact of idiosyncratic shocks on households’ consumption. For the case of Madagascar the estimation reveals that idiosyncratic shocks have an absolute higher impact on both rural and urban consumption than covariate shocks, but that covariate shocks have a comparatively higher impact on rural consumption.

Whereas shocks cause severe consumption fluctuations over time, employment changes have been identified as the most important factor for a sustained move in or out of poverty. Thus, in the Essay *A Competitive and Segmented La-
The informal sector - the labor market of the poor - is analyzed in more detail. One question that arises from a dynamic welfare perspective is whether the poor are poor because they are trapped in the informal sector (market segmentation), or if they choose to work in the informal sector because they actually maximize their earnings in this sector (competitive markets). Previous studies have largely been constrained by missing panel data, that would allow to track employment changes of individuals over time. Hence, in this last Essay Isabel Günther formulates an econometric model, which allows to study the dynamics of the informal sector without comprehensive survey data. For the case of the urban labor market in Côte d’Ivoire it is shown that the informal sector is composed both of a segment where employment is the result of market segmentation and another part being the result of competitive labor markets.

The proposed methods and applications in the four essays constitute an important step forward in seeking more accurate estimates of both macro and micro poverty estimates over time. Certainly, more comprehensive panel data sets to measure poverty over time would be ideal. However, as the author rightly argues, the current question for research and policy is whether the time dimension of poverty should be ignored until the data requirements for the analysis of poverty dynamics are met; or if it might instead be useful to think about alternative methods for the empirical analysis of poverty dynamics - using currently available data sets - until the dimension of time is appropriately incorporated into household surveys. With the essays in this volume Isabel Günther contributes significantly to this latter research and greatly enhances the current economic literature on the empirical analysis of poverty dynamics.

Göttingen, June 2007
Prof. Stephan Klasen, Ph.D.
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Introduction and Overview

*Believe those who are seeking the truth. Doubt those who find it.*
Andre Gide, 1869 - 1951

The Concept and Measurement of Poverty

Not many development economists would contradict the statement that understanding and reducing poverty lies at the heart of development economics and also public attention on the ‘end of poverty’ (Sachs, 2005) has sharply increased within the last decade. The question is however, *which* poverty to understand, reduce and end? But despite 50 years of intensive research as well as political debate, the concept of poverty is still evolving with an ever increasing number of definitions and measures of poverty. Although all definitions contain the notion of individuals living in some ‘intolerable conditions’, the question of relevant conditions and the ambiguity of the term intolerable led to quite different concepts.

It might be argued, that an emphasis on poverty definitions is anyhow misplaced and research should rather concentrate on the causes of poverty. However, different definitions of poverty might not only change our assessment of worldwide poverty but also our strategies to ‘end’ poverty. Hence, a fuzzy concept of poverty is not helpful and one should be clear, *which* poverty is to be analyzed and reduced.

There will never evolve any ‘best’ or ‘right’ poverty measure which can be agreed on, because poverty is in the end a normative issue and different concepts will always measure different aspects of poverty rather than provide a comprehensive ‘right’ assessment of poverty. The debate on poverty concepts and measurement should hence be seen as a framework to think about the different aspects
of poverty rather than seeking for an ultimate measure of poverty. This framework on poverty thinking can, in principle, be summarized along four major lines, which are briefly discussed - without having the objective to be comprehensive - in the following:

**Poverty Dimensions**

The first issue concerns the question of an appropriate measure for the living standards of the poor. Is a *money-metric* indicator, such as income, an appropriate and sufficient measure or do we have to consider (several) additional dimensions of *human* wellbeing.

Building on Amartya Sen’s theoretical work (1985; 1999) on ‘capabilities and functionings’, proponents of multidimensional poverty concepts argue that income is but one of many means to increase human wellbeing. Income should hence be seen as an input to an individual’s standard of living rather than a direct measure of it, which should rather be conceptualized and measured with direct wellbeing outcomes, such as being safe, healthy, educated, well-sheltered, employed, etc. (see e.g. Klasen, 2000).

Today, there seems to be a wide consensus both among researchers and politicians that poverty is a multidimensional phenomenon, and, that poverty can only insufficiently be approximated by money-metric measures, even if income and other dimensions of wellbeing are often highly correlated (Kanbur and Squire, 2001). This is most prominently reflected in international measures of poverty, e.g. in the Human Development Index (HDI) as well as in the Millennium Development Goals (MDGs) - both analyzing multidimensional poverty -, but also in comprehensive survey data on the various dimensions of poverty, either col-

---

1 Amartya Sen emphasizes that income is only valuable in so far it increases the ‘capabilities’ of individuals and thereby permitted ‘functionings’ in society.

2 The Human Development Index (HDI) has the objective to measure people’s wellbeing going beyond an income indicator. It is a weighted composite indicator of GDP per capita, life expectancy, school enrollment and literacy rates (UNDP, 2005). It was developed by the United Nations Development Program (UNDP) in 1990 and applied worldwide every year since then.

3 In 2000 the world’s nations as well as all major development institutions agreed on eight Millennium Development Goals - which comprise various dimensions of people’s wellbeing - to be achieved by 2015 (United Nations, 2005).
lected in general living standard measurement surveys (LSMS) or in specifically
designed demographic and health surveys (DHS).

Poverty Perspectives

The second question deals with the perspective to be taken when assessing the
wellbeing of individuals. This refers on the one hand to the question, whether
poverty should be defined as \textit{absolute} or \textit{relative} deprivation, and on the other
hand to the question, whether an \textit{objective} or \textit{subjective} perspective is appropriate.

Although often Townsend (1971) is cited for first discussing relative depriv-
ation, poverty has indeed been analyzed both from an absolute and a relative
perspective since the very early economic literature. Already Smith (1776) de-
scribed the ‘necessaries’ of life as a relative deprivation of society and not only as
a failure to meet a minimum subsistence level.\footnote{By necessaries I understand not only the commodities which are indispensably necessary for the support of life, but what ever the customs of the country renders it indecent ... to be without. A linen shirt, for example, is, strictly speaking, not a necessary of life ... But in the present times, through the greater part of Europe, a creditable day-laborer would be ashamed to appear in public without a linen shirt ... Custom, in the same manner, has rendered leather shoes a necessary of life in England’ (Smith, 1776).}

Today, the international community often takes an absolute perspective for de-
veloping countries - where poverty lines are based on a minimum calorie intake -
and a relative perspective for developed countries - where poverty lines are defined
as a percentage of the mean or median income of a given population. For example,
the World Bank currently applies a one US$ PPP per capita per day poverty line
to developing countries whereas the European Union defines the poor as people
with an income below a poverty line of 60 percent of the median income in the
country in which they live.\footnote{In 1985 the European Commission stated that those ‘persons whose resources are so limited as to exclude them from the minimum acceptable way of life in the member state in which they live’ (ECC, 1985) are considered to be poor.}

In contrast, the discussion and measurement of subjective poverty versus ‘ob-
jective’ measures of poverty is rather new. From a subjective perspective, anyone
can be absolutely and/or relatively poor, depending on the individual’s own inter-
pretation of his or her situation. This debate does not only refer to a subjective
"cut-off" below which an individual is considered to be poor, but also to a subjective relevant indicator of wellbeing to be analyzed. Note that this strand of research has mostly been applied in a national rather than in an individual context, i.e. not individual-specific but rather cultural-specific subjective poverty definitions have been revealed. As the understanding of poverty might widely differ across nations - it is argued - subjective wellbeing should be more relevant than a predefined objective but 'arbitrary' indicator and 'cut-off line' for poverty.

Recently, their is an increasing number of qualitative studies which try to reveal subjective understandings of poverty. Most well-known here is probably the research around the World Value Survey (WVS) or the 'Voices of the Poor' study by Narayan et al. (2000). Moreover, a 'subjective' question to derive an 'objective' national poverty line subjectively is now often included in standard living standard measurement surveys (LSMS).^6

Poverty Severity

Besides the identification of a relevant welfare indicator (the poverty dimension) and cut-off below which we consider individuals as poor (the poverty perspective), we should also be concerned with the scale of poverty (the poverty severity). The easiest measure of the magnitude of poverty - and also by far the most often applied in empirical analysis - is the poverty headcount, simply counting the number of people which fall below a certain cut-off (poverty line) in a certain poverty dimension.

Obviously such an index is a very rough indicator of the severity of poverty and has several undesirable axiomatic properties (for a discussion see e.g. Sen, 1976). Since the very early literature on the measurement of poverty several measures have therefore been developed, which also take into account the severity of poverty. This means they go beyond a dichotomous measure of poverty, simply dividing the population into the poor and non-poor, making a difference between the magnitude of poverty among the poor (e.g. Foster et al., 1984; Sen, 1976; Watts, 1968). Despite these long-standing advances, the poverty headcount is still

---

^6Basically, the question is: 'How much income would you need to consider yourself as well-off?'
widely used; probably because it has - in contrast to many other measures - a quite intuitive interpretation and is therefore more attractive to policy makers.

The previous three classifications of poverty measures have long been discussed, mostly separately but also the ‘whole’ framework has been covered. For example Sen (1976; 1983; 1992) refers to poverty dimensions, perspectives, and severity as poverty space, identification, and aggregation. In contrast, the last aspect of poverty, which will be discussed in the following, namely ‘time’, has until recently somewhat been neglected in the discourse on the definition of poverty.

**Poverty Dynamics**

Time in poverty analysis can refer to both static *snap-shot* versus *dynamic* poverty measures as well as to *ex-post* (or actual) versus *ex-ante* (or potential) poverty analysis. There is a long history of thinking about poverty over time on the macro-level both from a theoretical perspective, i.e. why some nations might be trapped into poverty while others escape (e.g. Smith, 1776), as well as from an empirical perspective, i.e. measuring changes in national or international wellbeing over time (see e.g. the World Development Report).

To the contrary, the study of micro-level poverty dynamics, i.e. individuals moving in and out of poverty, i.e. the study of chronic versus transient poverty, had been largely neglected until the 1990s - also due to data limitations, more precisely because of a lack of panel data. However, time or duration certainly is an important dimension for the understanding of individuals’ current as well as lifetime well-being (Baulch and Hoddinott, 2000). In addition, ‘time’ allows for a distinction between structural and stochastic poverty as well as for an incorporation of the notion of risk in wellbeing analysis. This should certainly be of relevance if we assume that individuals are risk-averse.

Moreover, the concept of poverty dynamics has moved from an ex-post to an ex-ante analysis of poverty dynamics, acknowledging that individuals’ current (or past) wellbeing might not be a good indicator of their poverty risk - or in other words their vulnerability to poverty (Calvo and Dercon, 2005) - which might not only have an impact on individuals’ future but also on their current wellbeing. This literature is, however, still in its infancy both from a conceptual as well as from a methodological perspective.
Last, closely related to poverty dynamics is an analysis of the causes of poverty: With static measures, i.e. without a time dimensions, one cannot go beyond an analysis of the correlates of poverty. Analysis of poverty dynamics - both from a macro- as well as from a micro-perspective - is hence important to understand the causes of poverty, and not only the correlates of poverty, which has so far dominated the empirical literature.

The Empirical Analysis of Poverty Dynamics

The scientific discourse on poverty measurement has (or at least should have) the objective to analyze ‘real-world’ poverty, as poverty reduction does not only lie at the heart of development economics but also at the ‘heart’ of many people both in developing as well as in developed countries. Hence, and as already briefly discussed, the conceptual debate on poverty is carried over to empirical analysis.

The empirical analysis of poverty has greatly been simplified in the last decade by a tremendous increase of available micro-level data\(^7\) as well as by a rapid technological progress in information technologies to store and analyze these data sets (Bardhan, 2005). However, the empirical application of several poverty concepts - and this is until now especially true for the analysis of poverty dynamics, which is a rather recent studied dimension of poverty - is still constrained by data limitations as well as by an overall lack of data.

In the analysis of poverty dynamics, limited data has often been assumed away, which might have led to biased assessments of poverty dynamics in the past (see Essay 1 and Essay 2). Moreover, missing data has often led to data driven concepts, rather than to new surveys being based on relevant poverty concepts. This has - at least in the past - led to a neglect of certain aspects of poverty dynamics (see Essay 3 and Essay 4).

Thus the four essays in this thesis deal with different aspects of the Empirical Analysis of Poverty Dynamics, explicitly taking into account present data limitations. Certainly, more comprehensive data to measure poverty over time would be ideal. The question is, if the ‘time’ dimension of poverty should be ignored until the data requirements for the analysis of poverty dynamics are met. Or, if

\(^7\)For example the living standard measurement surveys (LSMS) of the World Bank which are now available for most developing countries.
it might be useful to think about alternative methods for the empirical analysis of poverty dynamics - using currently available data sets - until the dimension of time is appropriately - also with the help of such work - incorporated into micro-level surveys.

Macro Poverty Dynamics and Limited Data

Essay 1 and Essay 2, which are both based on joint work with Michael Grimm, discuss difficulties related to limited data in the analysis of aggregate poverty dynamics.\(^8\) Even if there has been a long interest in national poverty dynamics, many surveys are still designed to give the most ‘appropriate’ static picture of poverty rather than ‘accurate’ estimates of national poverty dynamics. Or in other words, even if only (several) cross-sectional surveys are needed to analyze aggregate poverty dynamics, these cross-sectional data sets still have to be comparable over time, which is often not the case.

It has been argued that many estimates of poverty dynamics are biased by measurement errors induced by changing survey design or data collection, which might considerably reduce a clear monitoring of poverty over time. Moreover, with the increase of conditional development aid, some ‘measurement error’ might also be induced by political considerations to ‘negotiate’ numbers, i.e. to change methodologies over time, following Orwell’s (1949) Ministry of Truth: ‘who controls the past (figures), controls the future (aid flow)’.\(^9\)

But although the problems - at least related to data collection and methodology - have theoretically widely been discussed (Deaton, 1997), they are often ignored in the empirical analysis of poverty dynamics. Moreover, poverty estimates, once published, are often assumed to reflect ‘true’ poverty changes, without questioning the underlying data or method anymore. Thus survey and data inconsistencies might often be responsible for a large part of ‘unexplained’ or ‘surprising’ poverty in- or decreases of countries, which otherwise show the same macro-economic performance.

Essay 1 empirically illustrates the biases in estimated poverty dynamics if ‘survey dynamics’, i.e. changing methods in collecting and/or processing data, are

\(^8\)Here, aggregate poverty dynamics refer to poverty dynamics on the national level.

\(^9\)Ali Achour, Economist Coopération Française, Ouagadougou.
not appropriately taken into account for the case of Burkina Faso. It is shown that previous poverty assessments of Burkina Faso neglected some important survey and data inconsistencies, which led to the so-called ‘Burkinabé Growth-Poverty-Paradox’ in the 1990s, with estimated increasing poverty rates despite sustained macro-economic growth and stagnant inequality. Revised estimates, which account for ‘survey dynamics’, indicate that poverty indeed decreased between 1994 and 2003, i.e. growth did, in contrast to what previous poverty estimates suggested, significantly reduce poverty.

Whereas Essay 1 treats data limitations on income or consumption of households, Essay 2 treats data limitations on (consumption) prices of households. Whenever income is compared across space or time, real and not nominal income is of interest. Or in other words, poverty is not only determined by a lack of income but also by a lack of purchasing power, which is a function of income and prices (see also Sen, 1981). Differences in purchasing power are widely acknowledged in welfare comparisons across developing countries (e.g. Reddy and Pogge, 2005). Surprisingly, this debate has not really been carried over to compare changes in the purchasing power across time within developing countries.

Within the last decade there has been an intensive debate on whether growth accrues as much to the poor as to the non-poor. For this analysis various measures of pro-poor growth (PPG) have been defined, which have however - at least in their empirical application - ignored (different) changes in the purchasing power of households across the income distribution.

In Essay 2 it is first of all argued, that considering varying inflation rates across the income distribution is a theoretical necessity in the measurement of pro-poor growth. Moreover, for the case of Burkina Faso, it is illustrated that ignoring inflation inequality in PPG measures can severely bias empirical assessments of pro-poor growth. Hence, in Essay 2 simple methods are suggested to redress such biases, for the growth incidence curve (Ravallion and Chen, 2003) and the decomposition of poverty changes (Datt and Ravallion, 1992) as two PPG measures.

**Micro Poverty Dynamics and Missing Data**

Essay 3 and Essay 4 discuss difficulties related to missing data in the analysis of micro-level poverty dynamics. Hence, data in these two essays is not only
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limited - as in Essay 1 and Essay 2 - but even completely missing. Moreover, whereas Essay 1 and Essay 2 have dealt with the *ex-post measurement of poverty dynamics on the macro-level*, Essay 3 and Essay 4 address the *ex-ante analysis of poverty dynamics on the micro-level*. Last, Essay 3 and Essay 4 also incorporate an analysis of the causes of poverty dynamics rather than a pure measurement of it. As argued, measurement of poverty is important but does not always help to understand why it occurs, which is important to know for policy interventions to address the causes and not only the symptoms of poverty.

Whereas comparison of poverty over time has long been undertaken on a national level it is only since recently that poverty dynamics on a household level are studied. The problem being that the former can also be analyzed with cross-sectional data whereas the latter would ideally require panel data, which is still missing for most developing countries. Hence, empirical analysis of poverty risk, or vulnerability to poverty, is still rare.

In Essay 3, which is based on joint work with Kenneth Harttgen, a simple method is proposed to empirically assess the impact of idiosyncratic and covariate shocks on households' vulnerability to poverty. The proposed method can be used in a wide context, as it relies on commonly available cross-section living standard measurement surveys (LSMS). It is an integration of multilevel modeling into Chaudhuri's (2002) approach to estimate ex-ante the mean and variance of households' consumption with cross-sectional data.

It is shown, that the previous focus on available panel data of rural areas as well as on selected shocks might have both neglected existing poverty risk in urban areas as well as underestimated the impact of idiosyncratic shocks on households' consumption. For the case of Madagascar we estimate that idiosyncratic shocks have a higher impact on both rural and urban consumption than covariate shocks. However, whereas covariate shocks have a comparatively higher impact on rural consumption, idiosyncratic shocks have a comparatively higher impact on urban households' vulnerability.

Whereas shocks cause severe wellbeing fluctuations over time, employment changes have been identified as the most important factor for a *sustained* move in or out of poverty (e.g. Fields et al. 2003; Woolard and Klasen, 2005).10 Hence,  

\footnote{Moreover, also aggregated national poverty reduction is largely determined by the extent to which macro economic growth translates into employment opportunities (for the poor). See var-}
in Essay 4 the informal sector, which is said to be the labor market of the poor in developing countries, is analyzed in more detail.

One question that arises from a dynamic welfare perspective is, whether the poor are trapped into the informal sector and thus into poor earnings opportunities (market segmentation). Or, if they choose to work in the informal sector, because given their characteristics, this is actually where they can maximize their earnings (competitive markets). In other words, are individuals poor because they are employed in the informal sector or are they employed in the informal sector because they are poor(ly endowed). This question can in general only be answered from a dynamic perspective, which either requires panel or retrospective data.

However, both panel data, that would allow to track employment changes of individuals over time, as well as retrospective information on the causes of (poor) people moving into the informal sector, is missing for most developing countries. In Essay 4, which is based on joint work with Andrey Launov, an econometric model is formulated, which allows to study the dynamics of the informal sector without panel data and without information on the reasons of people working in the informal sector. The proposed method is an integration of Heckmann selection bias (1979) into finite mixture models. For the case of the urban labor market in Côte d’Ivoire it is shown that the informal sector is in fact composed of two unobserved segments, with part of informal employment being the result of labor market segmentation and the other part being the result of competitive labor markets.

**Poverty Dynamics in Africa**

As already indicated, the proposed methods for the analysis of poverty dynamics are applied to household survey data from various sub-Saharan Africa (SSA) countries; namely to Burkina Faso, with a headcount poverty rate of 46.3 percent and a HDI rank of 174,\(^ {11}\) to Côte d’Ivoire, with a poverty rate of 44.0 and a HDI rank of 164, and to Madagascar, with a poverty rate of 72.1 and a HDI rank of 143 (World Bank, 2005). Here, not only the empirical implementation of previous studies of the ‘Operationalizing Pro-Poor Growth’ (OPPG) Research Program of the World Bank.

\(^{11}\)177 countries are ranked according to their HDI in the Human Development Report.
the discussed methodologies but also the consequences for our understanding of poverty dynamics are illustrated, which should be especially relevant for African countries.

It seems to be a stylized fact (see e.g. Sachs, 2005) that in the last decade poverty reduction in sub-Saharan Africa has been the slowest from a cross-country perspective or even non-existent - by almost all of the currently used concepts or definitions of poverty. An accurate measurement and understanding of the underlying poverty dynamics both on the macro as well as on the micro level, therefore, seems to be most important for these countries to eventually increase poverty reduction in the future. Moreover, especially in these poorest SSA countries is micro-economic data often very limited or even missing.

The proposed methodologies can certainly not perfectly reflect ‘true’ poverty dynamics neither on the macro- nor on the micro-level. However, they should constitute a step forward in ‘seeking true’ estimates of poverty dynamics. In addition, they can also contribute to the discussion on how the ‘time dimension’ of poverty can be integrated into standard household surveys. Last - although being empirical - the methodological discussions as well as the empirical results of the four essays should also be used as a starting point for a reflection on the current underlying theories of poverty dynamics.
Essay 1

A Growth-Poverty-Paradox?

There are no facts, only interpretations.
Friedrich Nietzsche, 1844-1900

Abstract: It is a stylized fact, that some countries do not show significant poverty reduction despite considerable growth rates, whereas others succeed in reducing poverty with only moderate or even negative growth rates. In this paper we ask the question whether part of this missing link between growth and poverty can be explained by sole survey and data inconsistencies, with an empirical illustration for Burkina Faso. We show that previous poverty assessments of Burkina Faso neglected some important survey and data issues which led to the so-called ‘Burkinabè Growth-Poverty-Paradox’ in the 1990s, with increasing poverty rates despite sustained macro-economic growth and stagnant inequality. Our revised estimates indicate that poverty significantly decreased between 1994 and 2003, i.e. growth did - in contrast to what previous poverty estimates suggested - significantly reduce poverty.

based on joint work with Michael Grimm.
1.1 Introduction

In the last decade, an extensive literature on the empirical relationship between growth and poverty, i.e. the impact of macro-economic growth on micro-economic poverty reduction has emerged (e.g. Dollar and Kray, 2002; Ravallion, 2001; Ravallion and Chen, 1997). One stylized fact of this empirical literature seems to be that on average ‘growth is good for the poor’ (Dollar and Kray, 2002) with growth on average leading to considerable poverty reduction, with an average estimated growth elasticity of poverty of -2 (for an overview see Ram, 2006), but with country specific elasticities lying anywhere between about -5 and 5 (Figure 1.1).

Figure 1.1: Growth-Elasticity of Poverty in the 1990's

In response to the observed cross-country heterogeneity in growth elasticities of poverty, several studies have tried to explain the diverse impact of growth on poverty reduction. This literature can broadly be divided into theoretically motivated and policy-motivated studies.

The former argues that a large part of the differences in growth elasticities of poverty across countries can already be explained theoretically by an ‘identity’ linking growth to poverty reduction (Bourguignon, 2003; Klasen and Misselhorn, 2006). More precisely, the growth elasticity of poverty of a given country is a
function of (i) the initial inequality, (ii) the initial development level,\textsuperscript{1} and (iii) the change in inequality of a country (Bourguignon, 2003).

The latter, mainly policy-motivated literature, tries to identify the main national as well as international policies that have increased (or decreased) the impact of growth on poverty reduction in the last decade (see e.g. Dorwed et al., 2004; Kray, 2003; Lopez, 2003; Ravallion and Datt, 1999 or the ‘Operationalizing Pro-Poor Growth’ (OPPG) Research Program of the World Bank).

In this paper we make a third attempt to explain the diverse experience of countries, namely attributing part of the observed heterogeneity of growth elasticities of poverty to significant survey and data inconsistencies over time that exist not only between countries but also within countries. One interesting case in point here is Burkina Faso.

Burkina Faso is still one of the poorest countries in the world, with a Gross Domestic Product (GDP) per capita of 384 US$ PPP (IMF, 2005) and a Human Development Index (HDI) rank of 174 out of 177 countries (UNDP, 2005). However, according to National Accounts (NA) data, Burkina Faso has experienced relatively strong economic growth over the last decade. After the devaluation of the \textit{Franc de la Communauté Financière d’Afrique} (CFA-Franc) in January 1994, real GDP per capita began to rise, with an average of 2 percent growth per year.\textsuperscript{2}

According to the International Monetary Fund (IMF) this good economic performance is, first of all, the result of the gains in competitiveness following the devaluation of the CFA-Franc, the large public investment program (mainly externally financed), and the financial and structural policies (including price and trade liberalization) within the framework of structural adjustment programs (SAP), aimed at consolidating the market orientation of the economy and maintaining macro-economic stability (IMF, 2003).

Despite the considerable macro-economic growth in the last years the micro-economic performance has so far been rather disappointing. Official poverty estimates, including those of the Burkinabé Statistical Office, the World Bank, and the

\textsuperscript{1}Here, the development level of a country is defined as the location of the poverty line relative to mean income.

\textsuperscript{2}Source: \textit{Instrument Automatisé de Prévision} (IAP). This is a macro-economic framework based on NA data developed by the Burkinabé Ministry of Economy and Development with technical assistance of the German \textit{Gesellschaft für Technische Zusammenarbeit}. It is considered as the most reliable macro-economic data source in Burkina Faso.
United Nations Development Program (UNDP), all derived from 1994, 1998, and 2003 household survey data, indicated that the poverty headcount index stagnated at a high level of roughly 45 percent between 1994 and 2003, implying that the growth elasticity of poverty was zero (Fofack et al., 2001; INSD, 2003; Lachaud, 2003).

The simultaneous occurrence of strong positive growth and stagnating poverty rates suggests that inequality increased significantly during this period. However, according to the official estimates inequality remained constant with a Gini coefficient of 0.46. This led to the so-called 'Burkinabè Growth-Poverty-Paradox', with increasing poverty rates despite sustained macro-economic growth and constant inequality rates.

Several explanations might be given for this ‘paradox’. First, macro-economic growth might have been completely disconnected from households’ expenditures: the ‘missing link’ hypothesis. In other words increases in GDP per capita were mainly driven by enterprise benefits, investments, government consumption or by increases in consumption of rather few agents not necessarily covered by household surveys and/or went outside the country. Second, it is also possible that macro-economic growth was simply over-estimated. In many developing countries, and Burkina Faso is no exception, it is very hard to obtain reliable statistics on sector-specific value added and population growth.

However, between 1994 and 2003 not only GDP per capita, but also official estimates of private consumption per capita as measured in the National Accounts (NA) and as measured in the household surveys showed considerable (and quite similar) annual growth rates. Between 1994 and 2003 GDP per capita grew annually by 2.3 percent, private per capita consumption in the NA increased by 3.1 percent, and per capita consumption in the household surveys by 2.5 percent. Thus neither the ‘missing link’ hypothesis nor over-estimated macro-economic growth seems to be the cause for a zero growth elasticity of poverty between 1994 and 2003 in Burkina Faso.

Hence, a third point, concerning several methodological issues related to micro-economic survey design and poverty analysis, leading to time-inconsistent poverty
estimates, might be largely responsible for the Growth-Poverty-Paradox. The aim of this paper is, hence, to discuss and analyze these methodological problems in detail, to address them, and to offer a new growth, poverty, and inequality assessment for Burkina Faso. These new estimates do certainly not perfectly reflect the welfare changes that occurred in Burkina Faso between 1994 and 2003, but should constitute a considerable improvement to previous official poverty estimates.

We believe that most of the methodological problems discussed in this paper are not country-specific to Burkina Faso but should arise in other (least developed) countries as well. Hence, we think that this paper can also contribute to the current debate on the driving forces behind the heterogeneity of growth elasticities of poverty across countries. We therefore review some simple procedures to test and tackle the problem of inconsistent micro-economic data to estimate more reliable growth elasticities of poverty.

The paper is organized as follows. In Section 1.2, we shortly describe the recent economic development in Burkina Faso and explain in detail the ‘Burkinabè Growth-Poverty-Paradox’. In Section 1.3, we analyze and address the ‘paradox’ by computing more time-consistent poverty and inequality estimates, which are presented in section 1.4. In Section 1.4, we furthermore undertake a robustness check of our new poverty and inequality estimates and present revised monetary (and non-monetary) growth elasticities of poverty. We conclude in Section 1.5.

1.2 The Paradox

Figure 1.2 shows the development of real GDP per capita between 1990 and 2003 in Burkina Faso. With the beginning of structural adjustment programs in 1991 real GDP per capita began to decline by approximately -3.8 percent per year until 1993. Then in 1994, the failure of the structural adjustment strategy in several countries of the CFA-Franc zone, and especially in one of the most important ones, Côte d’Ivoire, led to a 50 percent devaluation of the CFA-Franc parity in relation to the French Franc. After the devaluation - due to gains in competitiveness -
growth of real GDP per capita began to rise and averaged at approximately 3.3 percent per year between 1994 and 1998. This growth was further sustained by a favorable development of the world market price for cotton and an increase of the area used for cotton production.

Figure 1.2: Real GDP per capita

Real GDP per capita decreased in 1998 and stagnated in 2000 due to two consecutive years of drought but reached again a growth rate of around 2 percent in the following years. Since 2002 Burkina Faso has been affected by the Ivorian crisis (i.e. less trade with Côte d'Ivoire, higher transportation costs, immigration and lower private remittances), but growth in 2003 was still estimated at 6.8 percent. This was mainly due to a very good harvest in 2002/03 and a relatively fast reorganization of the country’s import and export channels (AFD, 2003). Over the whole observation period 1994-2003, Burkina Faso pursued its efforts to undertake structural reforms, in particular price and trade liberalization. In May 2000, Burkina Faso established its first Poverty Reduction Strategy Paper (PRSP) and reached its completion point in the Heavily Indebted Poor Countries (HIPC) Initiative II in April 2002.

Given this overall good growth performance between 1994 and 2003, even if interrupted by two severe droughts, we would have expected a substantial decrease in poverty in Burkina Faso since 1990. Table 1.1 presents the official poverty and
inequality estimates as presented in 2003 by the Burkinabè Statistics Office, by the Institut National de la Statistique et de la Démographie (INSD), by the UNDP and (for the period 1994 to 1998) also by the World Bank.\textsuperscript{4} Poverty is measured as the headcount index of poverty, which is equivalent to $P_0$ of the Foster-Greer-Thorbecke Poverty Measure $P_\alpha$, where $\alpha$ is a parameter of inequality-aversion (Foster et al., 1984). In addition, Table 1.1 presents the official estimates for $P_1$ - yielding the depth of poverty - and $P_2$ - referring to the severity of poverty.\textsuperscript{5} Income (i.e. consumption) inequality is measured with the Gini Index, which can take any value between zero and one. Zero refers to ‘perfect’ equality with everyone having the same (mean) income within a country. One refers to ‘perfect’ inequality with all income within a country accruing to one person, and everyone else having zero income.

The figures in Table 1.1 indicate that, despite good macro-economic performance, poverty did not decrease but stagnated at a level of roughly 45 percent between 1994 and 2003. A simultaneous occurrence of economic growth and poverty stagnation would suggest that inequality increased during the observed period. But inequality was estimated with a Gini coefficient of around 0.46 over the whole period leading to the ‘Burkinabè Growth-Poverty-Paradox’.

Table 1.1 also shows the official poverty line used for the computation of the poverty indices. The massive increase of the nominal poverty line between 1994 and 1998 and the still strong increase between 1998 and 2003 is striking. Whether this considerable nominal increase of the poverty line over time can be justified by the rise of the cost-of-living of the poor and how that relates to the development of the national Consumer Price Index (CPI) will be analyzed in detail in next section. We will show that the poverty line used in official estimates already explains a large part of the ‘paradox’.

\textsuperscript{4}The estimates are based on three national representative household surveys, the Enquete Prioritaires (EP), undertaken in 1994 (EPI), 1998 (EPII), and 2003 (EPIII). These surveys are similar to the World Bank’s Living Standard Measurement Surveys (LSMS). In each survey round, the sample size was roughly 8,500 households and 60,000 individuals (without a panel dimension).

\textsuperscript{5}$P_0$, or the headcount index, measures the percentage of the population living below the poverty line. $P_1$, or the poverty gap, is a measure of the average difference between income and the poverty line, with the difference for the non-poor set to zero. $P_2$, or the severity of poverty, also takes into account the inequality among the poor.
Table 1.1: Poverty and Inequality Trends - Official Estimates

|          | Urban 1994 | Urban 1998 | Urban 2003 | Rural 1994 | Rural 1998 | Rural 2003 | National 1994 | National 1998 | National 2003 |
|----------|------------|------------|------------|------------|------------|------------|----------------|----------------|----------------|
| PO       | 10.4       | 16.5       | 19.9       | 51.0       | 51.0       | 52.3       | 44.5           | 45.3           | 46.4           |
| P1       | 2.5        | 4.0        | -          | 16.1       | 15.7       | -          | 13.9           | 13.7           | 15.6           |
| P2       | 0.9        | 1.5        | -          | 7.0        | 6.8        | -          | 6.0            | 5.9            | 7.1            |
| Gini     | 0.45       | 0.51       | 0.49       | 0.38       | 0.37       | 0.39       | 0.46           | 0.46           | 0.46           |
| PL       |             |            |            |            |            |            | 41,099(100.0)  | 72,690(176.9)  | 82,672(201.2)  |

Source: INSD (2003).

Notes: PO: poverty headcount. P1: poverty gap. P2: poverty severity. Gini: measure of inequality. No official estimates for P1 and P2 for urban and rural areas were provided in 2003. The national poverty line (PL) is expressed on a yearly per capita basis in current CFA prices. The Gini coefficient is population weighted.

1.3 Biased Poverty Estimates

In this section we argue that previous poverty assessments were seriously biased by three micro-economic methodological inconsistencies: an inconsistent poverty line over time, changes in the methodology used to compute household expenditure aggregates, and, to a lesser extent, changes in the household survey design (see Table 1.2 for an overview).

1.3.1 Poverty Line

Figure 1.3 shows that the official poverty line increased much more than the CPI between 1994 and 2003, implying that the ‘prices of the poor’ used for the computation of the poverty line increased more than the prices of goods consumed by the ‘representative urban household’ used for the computation of the CPI. More precisely, the national poverty line increased by 76.9 percent between 1994 and 1998 and by 13.7 percent between 1998 and 2003, whereas the national CPI increased by only 22.7 percent and 7.1 percent, respectively. Given that the location of the poverty line (over time) highly influences an assessment of poverty dynamics, we need to analyze whether this high inflation of the poverty line is indeed justified.
There is no doubt that a poverty line should be composed of a higher ‘basic’ food component than the national CPI which usually reflects the consumption habits of an ‘average’ household\(^6\) rather than the budget shares of the poor.\(^7\) Indeed, Burkina Faso’s official poverty lines in all three years (1994, 1998, and 2003) have a basic food component of more than 50 percent whereas the national CPI only has a food component of 10 percent. Hence, the poverty line cannot simply be inflated with the CPI if relative prices of basic food items changed over time.

In Burkina Faso, the CPI increased by only 22.7 percent between 1994 and 1998 whereas prices for cereals (for example millet and sorghum) more than doubled during the same period. Between 1998 and 2003 the CPI further increased while cereal food prices decreased (Figure 1.3). The inflationary surge of staple prices between 1994 and 1998 was mainly due to a severe drought in 1997/98 which reduced cereal production in this season by more than 20 percent with re-

\(^6\) Note that an ‘average’ household is not the same as a ‘representative’ household, i.e. the CPI reflects the consumption habits of an ‘average’ household but is in general ‘representative’ for a rather rich household.

\(^7\) See also Essay 2.
In addition, prices were driven by a general lack of productivity increase accompanied by high population growth.

Hence, the sharp inflation of the official poverty line between 1994 and 1998 is indeed justified given the massive price increase of cereals and given the consumption pattern of the poor. However, the further inflation of the poverty line between 1998 and 2003 cannot be justified by observed relative price changes, and was actually caused by a change of the underlying consumption basket (see also Table 1.2).

Table 1.2: Survey and Data Inconsistencies

|                          | Survey Year |
|--------------------------|-------------|
|                          | 1994        | 1998 | 2003 |

| Poverty Line              |             |       |      |
|---------------------------|-------------|-------|------|
| Indexed Food Component    | –           | yes   | yes  |
| Indexed Non-Food Component| –           | no    | no   |
| Non-Food/Food             | 0.32        | 0.39  | 1.01 |
| Welfare Aggregate         |             |       |      |
| Rents Missing             | 0.22        | 0.16  | 0.06 |
| Durables                  | not included| included| included |
| Adjustment to NA          | no          | yes   | no   |

| Survey Design             |             |       |      |
|---------------------------|-------------|-------|------|
| Survey Period             | Oct-Jan     | May-Aug | Apr-Jul |
| Recall Period Food        | 30 days     | 15 days | 15 days |
| Consumption Items         | 50          | 70     | 80   |

Source: EPI, EPII, EPIII.

More precisely, the official poverty line in 1994, 1998, and 2003 was based on the price of a 2,283 calorie food intake composed of millet, sorghum, maize, and rice, which are the main components of nutrition intake for poor people in Burkina Faso. Whereas this real food component was appropriately inflated with the respective price index over time, the non-food component was not inflated over time with the respective non-food price index, but was simply calculated as a share of the nominal food component, i.e. implicitly inflated with the food price index.

Estimates are based on the agricultural survey, the Enquête Permanente d’Agricole, which is undertaken on a yearly basis in Burkina Faso.
Moreover, the ratio of the non-food to the food component was even altered over time. Whereas the non-food component was calculated, taking approximately 30-40 percent of the nominal non-food component in 1994 and 1998, in 2003 the non-food component was calculated taking 100 percent of the nominal food component.

This implies that both the inflation of the poverty line between 1994 and 1998 as well as between 1998 and 2003 was overestimated. Between 1994 and 1998 basic food prices increased much more than prices of other goods. Hence, implicitly inflating the non-food component with the food price index between 1994 and 1998 overestimates poverty in 1998 relative to 1994. Between 1998 and 2003 relative price changes between food and non-food items were less severe. However, now the massive increase of the non-food component (in relation to the nominal food component) induced again an upward bias of the nominal poverty line in 2003.

In other words, the price index implicit in the official poverty line does not correspond to a true Laspeyres (or Paasche) Index. Therefore, we suggest computing a new and more appropriate poverty line using constant real weights of food and non-food items over the period 1994 to 2003.

To compute such a time-consistent poverty line, we took the nominal value of the official poverty line in 2003, and the budget shares as they are observed in the household survey among households living below this line in 2003. The food crop component (consisting of maize, millet, sorghum, and rice) was then deflated to 1998 and to 1994 using the observed price changes for the corresponding cereals. The remaining food and non-food component was deflated with the CPI, with the price change of food crops netted out.\(^9\)

We chose 2003 as the 'base' year for the poverty line and the estimated budget shares to be consistent with the latest official poverty estimates in Burkina Faso. Hence, in this application we preferred a Paasche Index to a Laspeyres Index mainly because of political reasons.\(^10\) However, we also used the official poverty line and the budget shares among the poor of 1994 or 1998 as reference points

\(^9\) We applied monthly-specific price indices. More precisely, we took the average prices of the respective four-months survey periods in 1994, 1998, and 2003.

\(^10\) See also Essay 2.
to check the robustness of our results to a Laspeyres Index. We found the same poverty trends, only on a lower level.

There are several other methods to construct a national poverty ‘baseline’ to be in- or deflated over time. All of them involve some ‘arbitrariness’, but the probably most often used method for developing countries is based on a ‘costs of basic needs’ approach. First, the cost of a 2100-2300 calorie intake per capita,\textsuperscript{11} which is widely considered as the minimum calorie intake of an individual (Deaton, 1997), is calculated. In general, this cost is defined as the food poverty or extreme poverty line. In a second step, the non-food component of the ‘costs of basic needs’ can be derived by calculating the food expenditure that households - whose total expenditure is equal to the food poverty line - are willing to give up for non-food consumption. This share of non-food consumption is added to the food poverty line to calculate the national poverty line. An alternative is to define the poverty line as the total expenditure of households that spend exactly the amount calculated in step one on food items.

We did not intend to derive a new more ‘precise’ poverty line, but rather to appropriately in- or deflate poverty lines over time, or in other words we were more interested in the budget shares of the poverty line than in the poverty line itself. Hence, to be consistent with the latest poverty line constructed by the Burkinafône Statistical Office - the INSD - we used the official poverty line of 2003 and calculated the average budget shares of the people living below this line to be deflated with the appropriate price indices. Thus, we did not calculate budget shares to construct a poverty line but used the poverty line to construct budget shares. Our approach should lead to an estimated food share that lies somewhere between the food share of poverty lines that are constructed with one of the two above described methods of the ‘cost of basic needs’ approach.

The revised poverty lines, which are presented in Table 1.3, show a somewhat lower inflation rate between 1994 and 1998 and a much lower inflation rate between 1994 and 2003 than the official poverty line.

\textsuperscript{11}The reference group is some cut-off of the lower-part of the expenditure distribution.
1.3. Biased Poverty Estimates

Table 1.3: Official and Revised Poverty Lines

| Year | Official Poverty Line | Revised Poverty Line |
|------|-----------------------|----------------------|
| 1994 | 41,099 (100.0)        | 43,219 (100.0)       |
| 1998 | 72,690 (176.9)        | 82,885 (155.7)       |
| 2003 | 82,672 (201.2)        | 82,672 (155.3)       |

*Source:* Official PL: INSD (2003). Revised PL: Computations by the authors.

*Notes:* Both poverty lines are expressed on a yearly per capita basis in current CFA prices. The implicit price index of the poverty line is expressed in parenthesis (1994=100).

1.3.2 Welfare Aggregate

All previous studies on the development of poverty in Burkina Faso used the same household expenditure aggregate. This aggregate was provided by the INSD in addition to the raw data of the household surveys. However, this aggregate was based on some assumptions which differ from the assumptions usually made when constructing household expenditure aggregates for poverty analysis. In addition, some of the necessary assumptions were not maintained in a consistent way over time. These biases and inconsistencies were recently also recognized by the World Bank and discussed in their 2004 poverty assessment (World Bank, 2004). It should however be emphasized that the INSD first of all tried to provide current ‘snap-shot’ poverty estimates and less a comparison over time, explaining why some inconsistent assumptions might have been made.

First, usually hypothetical rents for those households which own their housing are imputed (Deaton and Zaidi, 2002). Not doing so would underestimate the wellbeing of these households relative to those households who rent their housing. In Burkina Faso, roughly 90 percent of all households do not pay any housing rent. However, the official expenditure aggregate contains imputed values only for some house owners and they are missing for 22, 16, and 6 percent of all households in 1994, 1998 and 2003 respectively. This implies that poverty was always overestimated, but less so from year to year. We corrected this bias by imputing rents for all households where rents were not declared or not yet imputed.\(^{12}\)

\(^{12}\)We applied average regional urban and rural rents as a hedonic regression on rents did not yield any applicable results.
Second, usually expenditures for durables such as televisions, radios, refrigerators, motorcycles, bicycles, cars, or investments into housing, land, and livestock are not included in a welfare aggregate which is constructed to measure consumption and poverty for a given period of time, e.g. a year. The argument is that the utility drawn from durables concerns not only the period under consideration but also subsequent periods (Deaton and Zaidi, 2002). Given the lack of information allowing to divide the utility over the relevant periods or to compute appropriate user costs, expenditures for durables are usually excluded in poverty analysis. However, these expenditures were included in 1998 and 2003 with their total purchasing price, but were not included in 1994 in the Burkinabé welfare aggregate. Although this does not severely bias poverty estimates, as most durables are purchased by rather rich households, it does increase inequality measures. To redress this bias, we excluded expenditures for durables from the expenditure aggregates in 1998 and 2003.

Third, in 1998 the official expenditure aggregate was uniformly increased for all households by 12.4 percent. The reason for this adjustment is not well documented, but it seems that this was done to obtain a household expenditure aggregate closer to the National Accounts expenditure aggregate. Such an uniform adjustment can only hardly be justified, even more if it is only undertaken for one particular survey year. This adjustment clearly led to a substantial underestimation of poverty in 1998. In our estimates we did not follow such an adjustment, neither for 1998 nor for any other year.

In addition to the above described corrections, we applied regional deflators provided by the INSD to account for regional differences in the cost-of-living. For reasons of comparison with other studies, we divided total household expenditure by household size to obtain per capita expenditure and did not use any equivalence scales, i.e. no adjustments were made for economies of scale and/or differences in need by age and sex (Deaton, 1994). Since household composition did not change significantly in Burkina Faso between 1994 and 2003, using per capita instead of adult equivalence estimates might introduce a significant bias in poverty levels, especially if compared across households with different household structure, but should not considerably affect estimates of aggregate poverty changes.
1.3.3 Survey Design

The INSD has continuously improved the design of the household surveys in Burkina Faso, which might however have lowered the comparability of poverty estimates over time. More precisely, the survey design of the EPI, the EPII, and the EPIII differ in three major points: First, whereas the EPI was undertaken in the post-harvest period (October to January), the EPII and the EPIII were undertaken in the pre-harvest period (May to August). Second, whereas the EPI had a recall period for food items of 30 days the EPII and the EPIII had a recall period for food items of only 15 days. Third, the disaggregation of expenditures was continuously increased from 1994 to 2003 from 50 items in 1994 to 70 items in 1998 and 80 items in 2003 (Table 1.2). Such changes in survey design can have a considerable impact on poverty and inequality estimates.

First, it is often argued that in developing countries real household consumption in the pre-harvest season is considerably lower than in the post-harvest season. For example Dercon and Krishan (2002), using panel data of 1,450 rural Ethiopian households, show that differences in real food consumption before and after the harvest amounted up to 10 percent for the poorest households. Since we can observe high seasonal price fluctuations for the case of Burkina Faso (see Figure 1.4), we can assume that households in Burkina Faso considerable reduce their real consumption during the pre-harvest season and increase their real consumption during the post-harvest season.

Whether this leads to an in- or decrease in nominal household consumption is unclear and depends on the induced price changes. Annual price changes are however also covered by the poverty lines in 1994, 1998, and 2003, which use the observed food and non-food prices of the respective survey period. Thus, whether a household lies below or above the poverty line only depends on changes in real consumption and not on changes in prices. Hence, the fact that EPI was conducted in the post-harvest season whereas EPII and EPIII was conducted in the pre-harvest season implies that poverty in 1994 has been underestimated relative to poverty in 1998 and 2003.

Second, empirical studies show that longer recall periods lead to considerably lower declared expenditures. For example, Scott and Amenuvegbe (1990) show that for frequently purchased items reported expenditures fell at an average of
2.9 percent for every day added in the Ghanaian LSMS. Deaton (2003a) reports an experiment with different recall periods in India where shortening the recall period for food items from 30 to 7 days resulted in a 30 percent higher food consumption. This implies that in Burkina Faso poverty in 1994, which had a recall period of 30 days for food expenditure (in contrast to 15 days for 1998 and 2003), was overestimated relative to poverty headcount estimates for 1998 and 2003.

Last, it has been shown, that a higher disaggregation of expenditure items leads to higher declared expenditures (Jolliffe, 2001; Lanjouw and Lanjouw, 2001). As the number of registered food and non-food items increased from 50 to 70 and to 80 items in 1994, 1998 and 2003, respectively, poverty in 1994 was underestimated relative to 1998 and 2003 and poverty in 1998 was still underestimated (although to a lesser extent) in comparison to 2003.

To achieve comparability of poverty estimates based on different household survey designs the literature suggests various methods, which, however, require rather strong assumptions and/or very detailed data. With regard to seasonality, given the fact that we do not have any panel data and that within each survey year
all households have been interviewed during the same period, there is no convincing method to accurately quantify the seasonal effect on expenditure declarations.

To redress the problem of a recall and/or disaggregation bias, it is sometimes suggested to only include those consumption items in the household expenditure aggregate which were unaffected by changes in the recall period and/or the disaggregation of consumption items (Deaton and Drèze, 2002; Tarozzi, 2004; Lanjouw and Lanjouw, 2001). However, the application of the above suggested method would have meant in both cases to exclude basic food items which account for a very large share of total Burkinabè household expenditure. Moreover, this method introduces a new bias if the budget share devoted to the 'excluded' consumption items changes over time, which is likely given the strong annual and seasonal price fluctuations of basic food items.

Last, whereas the proposed methods do certainly improve poverty estimates whenever only one of the above described changes in survey design is relevant, we think that given the various changes in survey design in Burkina Faso, any corrections would not only have tremendously decreased the transparency of the poverty estimates but would even have led to a further enhancement of measurement error.

We therefore decided to compute the expenditure aggregate - which will be presented in Section 1.4.1 - without any further corrections for survey design. But we will check the robustness of our poverty estimates in Sections 1.4.2. Another alternative would have been to exclude the household survey of 1994 and only use the surveys of 1998 and 2003, which have a much higher degree of comparability (Table 1.2). But we think all information available should be used to analyze not only short-term but also long-term growth and poverty dynamics in Burkina Faso.

1.4 Revised Growth-Poverty Assessments

1.4.1 Revised Poverty and Inequality Estimates

Using a time consistent expenditure aggregate and poverty line, but making no corrections for changes in household survey design, we provide a new poverty and inequality assessment for Burkina Faso in Table 1.4. According to these new estimates, national headcount poverty, or PO of the FGT measures (Foster et al.,
increased strongly between 1994 and 1998 from 55.5 to 61.8 percent but then decreased, also substantively, between 1998 and 2003 to 47.2 percent, i.e. to a lower level than in 1994. In rural areas, we find the same poverty dynamics, but on a higher level: from 63.4 in 1994 to 68.7 in 1998 to 53.3 percent in 2003. In urban areas, we show that poverty increased from 14.7 in 1994 to 27.3 in 1998 and then decreased to 20.3 percent in 2003. Therefore, and in contrast to rural areas, urban poverty in 2003 was still substantially higher than in 1994, indicating an 'urbanization of poverty' (see also Haddad et al., 1999). But throughout all three survey years poverty in urban areas remained significantly lower than in rural areas.

Table 1.4: Poverty and Inequality Trends - Revised Estimates

|            | Urban | Rural | National |
|------------|-------|-------|----------|
|            | 1994  | 1998  | 2003     | 1994  | 1998  | 2003     |
| P0         | 14.7  | 27.3  | 20.3     | 63.4  | 68.7  | 53.3     | 55.5  | 61.8  | 47.2  |
| P1         | 3.9   | 8.3   | 5.7      | 24.1  | 25.8  | 18.3     | 20.9  | 22.9  | 16.0  |
| P2         | 1.5   | 3.5   | 2.3      | 11.7  | 12.5  | 8.3      | 10.0  | 11.0  | 7.3   |
| Gini       | 0.45  | 0.50  | 0.48     | 0.39  | 0.35  | 0.39     | 0.47  | 0.45  | 0.45  |
| PL         | CFA F (Index 1994=100) | | |
| 1994       | 53,219(100) | | |
| 1998       | 82,885(155.7) | | |
| 2003       | 82,672(155.3) | | |

Source: EPI, EPII, EPIII. Computations by the authors.
Notes: P0: poverty headcount. Gini: measure of inequality. The revised national poverty lines (PL) are calculated by the authors and expressed on a yearly per capita basis in current CFA F. The Gini coefficient is population weighted.

Between 1994 and 1998, inequality as measured by the Gini coefficient increased from 0.45 to 0.50 in urban areas, but decreased from 0.39 to 0.35 in rural areas and from 0.47 to 0.45 on a national level. Thereafter between 1998 and 2003, inequality stagnated in urban areas, increased again to 0.39 in rural areas, but remained constant on a national level, indicating a compensation of higher within group inequality by lower between group (urban/rural) inequality.

Obviously, this new assessment sheds a totally different light on poverty dynamics in Burkina Faso during the last ten years (see Tables 1.1 and 1.4). Whereas official estimates showed - more or less - stagnant national poverty rates, the re-
vised poverty rates indicate rising poverty between 1994 and 1998 and falling poverty thereafter, with poverty in 2003 being below poverty in 1994. An interesting question is which of the biases described and corrected had the largest impact on the difference between original and revised estimates. Table 1.5 therefore provides the quantitative impact of the various adjustments made.

Table 1.5: Decomposition of the Bias in Official Poverty Estimates

| Survey Year | 1994 | 1998 | 2003 |
|-------------|------|------|------|
| **P0 (official estimates)** | 44.5 | 45.3 | 46.4 |
| Consistent Welfare Aggregates | | | |
| Hypothetical Rents | 41.2 | (45.3) | (46.4) |
| Exclusion of Durables | (41.2) | 45.8 | 47.2 |
| No Adjustment to NA | (41.2) | 53.6 | (47.2) |
| Consistent Poverty Lines | | | |
| Constant Consumption Basket | 55.5 | 61.8 | (47.2) |
| **P0 (revised estimates)** | 55.5 | 61.8 | 47.2 |
| Consistent Survey Design | | | |
| Survey period pre-harvest | increase | 61.8 | 47.2 |
| Recall period 15 days | decrease | 61.8 | 47.2 |
| 80 expenditure items | decrease | 61.8 | 47.2 |

**Source:** EPI, EPII, EPIII. Computations by the authors.

**Notes:** Parentheses indicate that no change occurs with respect to the previous estimate. The decomposition would slightly differ if the poverty line was changed before the re-computation of the expenditure aggregate.

It can be seen that the consistent inclusion of hypothetical rents considerably reduces poverty in 1994. The complete exclusion of durables has only a minor impact, but somewhat increases poverty in 1998 and 2003. As one can expect, omitting the 'correction factor' of 1.124 in 1998 substantially increases poverty in 1998, namely by 7.8 percentage points. In other words, the computation of a consistent expenditure aggregate already leads to a considerable increase in poverty between 1994 and 1998 and to a decrease between 1998 and 2003. But poverty in 2003 would still be higher than poverty in 1994. Only the use of a time-consistent poverty line leads to a poverty reduction between 1994 and 2003.
As described in Section 1.3.3, we did not correct for changes in survey design between 1994 and 1998/2003 because an exact quantification of the bias linked to survey design doesn’t seem to be possible. Hence, in Table (1.5) we only indicate if corrections for biases in survey design would in- or decrease our poverty estimates in 1994 and provide a robustness check of our revised poverty trends in next section.

### 1.4.2 Robustness Check

To assess the robustness of our results, we first provide a rough monetary quantification of the biases induced by changes in survey design between 1994 and 1998/2003. Second, we confront our estimated poverty trends with a dynamic wellbeing assessment based on several non-monetary indicators.

With regard to seasonality, if we rely on a study by Reardon and Matlon (1989) who have shown for the case of poor households in Burkina Faso that consumption varies by about 13 percent across seasons, we may assume that real expenditures in the pre-harvest season in 1998/2003 were on average not more than 13 to 15 percent underestimated in comparison to 1994.

With regard to the longer recall period in 1994, if we take a study of Deaton (2003a) who has shown an increase of 30 percent declared expenditure for a decrease in the recall period from 30 to 7 days, we estimate that the recall bias might be responsible for about 11 percent higher declared consumption in 1998/2003 compared to 1994. More precisely, if a decrease in the recall period from 30 to 7 days leads to 30 percent higher declared expenditure, a decrease from 30 to 15 days should not lead to a higher than 15 percent increase in declared expenditure.13 As only food expenditures, which account for not more than 70 percent of households’ expenditure in Burkina Faso, were affected by the change in recall period, we calculate 0.7 times 0.15 which is equal to about 11 percent.

Last, we address the bias that might be induced by a higher disaggregation of expenditure items between 1994 and 2003. A study by Lanjouw and Lanjouw (2001) indicates an increase of declared expenditure of 0.05 percent for every ‘per-

13 We can assume that the bias is less severe for longer recall periods.
cent' consumption item added.\textsuperscript{14} Applying these estimates to the case of Burkina Faso, suggests that consumption in 1998 and 2003 was overestimated by about 2 (1998) and 3 (2003) percent, respectively (in comparison to 1994).

Notice that the above biases in survey design offset each other to a large extent. More precisely, whereas the pre-/post-harvest bias underestimates consumption in 1998/2003 by about 13 to 15 percent, the bias in the recall period overestimates consumption in 1998/2003 by 11 percent and the number of declared consumption items overestimates consumption in 1998/2003 by 2 to 3 percent, in comparison to 1994. This implies that our poverty estimates should be quite accurate with regard to poverty trends.

Moreover, only if consumption \textit{increased} across all households by more than 12 percent in 1998, the poverty headcount in 1998 would be lower than the poverty headcount estimated for 1994. Conversely, only if consumption \textit{decreased} across all households by more than 17 percent in 2003, the poverty headcount in 2003 would be higher than the poverty headcount estimated for 1994. In other words, the pre-/post-harvest bias would have to offset the two later biases by more than 12 percent in consumption to obtain a poverty headcount for 1994 which is higher than the one estimated for 1998. Conversely, the latter two biases would have to offset the pre-/post-harvest bias by more than 17 percent in consumption to offset the stated poverty reduction between 1994 and 2003.

Both scenarios are very unlikely given the approximated biases induced by changes in survey design. Therefore, the finding that poverty increased between 1994 and 1998 and decreased between 1994 and 2003 (and hence also between 1998 and 2003) seems quite robust against these three sources of bias in survey design.

Next, we compare our monetary estimates with various non-monetary indicators of wellbeing. As shown in Table 1.6 our revised assessment of monetary poverty is also in line with the development of various social indicators. These measures were computed with the same household surveys, but were not subject to potential seasonal, recall, or disaggregation biases in survey design, nor were they affected by an 'arbitrary' poverty line - or difficulties in adjusting poverty

\textsuperscript{14}This is an average estimate for the poorest 50 percent of the population. Lanjouw and Lanjouw (2001) show that the bias induced by a disaggregation of expenditure items rather decreases for households at the upper end of the expenditure distribution.
Table 1.6: Non-Monetary Indicators of Wellbeing

|                      | Urban 1994 | Urban 1998 | Urban 2003 | Rural 1994 | Rural 1998 | Rural 2003 | National 1994 | National 1998 | National 2003 |
|----------------------|------------|------------|------------|------------|------------|------------|---------------|---------------|---------------|
| **Education**        |            |            |            |            |            |            |                |                |               |
| Illiteracy rate      | 51.1       | 51.2       | 46.1       | 89.4       | 89.1       | 88.9       | 82.7          | 81.8          | 79.6          |
| Enrolled 6 to 18     | 62.2       | 60.2       | 64.3       | 21.9       | 16.5       | 19.9       | 28.0          | 23.4          | 27.5          |
| **Health**           |            |            |            |            |            |            |                |                |               |
| Handicap             | 4.8        | 5.9        | 2.4        | 5.1        | 5.7        | 2.7        | 5.1           | 5.9           | 2.9           |
| Med. Consult         | 45.9       | 50.9       | 71.2       | 37.1       | 42.0       | 60.7       | 39.5          | 44.2          | 63.0          |
| **Housing**          |            |            |            |            |            |            |                |                |               |
| Electricity          | 29.7       | 35.7       | 45.6       | 0.7        | 0.4        | 1.0        | 5.4           | 6.3           | 9.3           |
| Water                | 23.5       | 24.0       | 27.1       | 0.3        | 0.1        | 0.2        | 4.1           | 4.2           | 5.2           |
| Sanitation           | 88.8       | 84.8       | 90.8       | 18.1       | 14.6       | 21.3       | 29.5          | 26.3          | 34.2          |

Source: EPI, EPII, EPIII. Computations by the authors.

Notes: Illiteracy rate: Share of illiterate individuals older than 18 years. Enrolled 6 to 18: Share of children 6 to 18 years old enrolled in school. Handicap: Share of individuals living in a household where the household head suffers from a handicap. Med. Consult: Share of ill persons having consulted medical services. Electricity, Water, Sanitation: Share of individuals living in a household with access to modern energy, water, and sanitation facilities.

lines over time. Notice that non-monetary indicators usually provide a more long-term trend in changes in poverty as they are much more stable over time and are less prone to annual wellbeing fluctuations. Moreover, improvements in non-monetary welfare indicators are - at least in the short and medium term - infrequently reversed in case of economic downturns.

Enrollment rates in urban as well as in rural areas decreased between 1994 and 1998 and increased between 1998 and 2003. The share of persons living in a household where the household head suffers from a serious physical handicap increased between 1994 and 1998 and decreased afterwards. Whereas living conditions, for example electricity connection or a comfortable access to (proper) water or toilet facilities, did not improve much between 1994 and 1998 or even deteriorated, they improved substantially between 1998 and 2003. All non-monetary

15One might question whether housing is at all able to deteriorate, i.e. if a household already connected to modern electricity, water and sanitation facilities can be disconnected over time. However, whether a household uses modern electricity, water and sanitation facilities does not only depend on the access to the infrastructure but also on the ability to pay for user fees and
indicators, except, interestingly, school enrollment in rural areas,\textsuperscript{16} show also improvements between 1994 and 2003.

These results support our estimated monetary poverty dynamics of increasing poverty between 1994 and 1998 and decreasing poverty thereafter, as well as an overall poverty reduction between 1994 and 2003. It might be worthwhile to mention that non-monetary indicators are certainly not a perfect indicator of changes in money-metric poverty of individual households (e.g. Klasen, 2000). However, in the long run and on an aggregate (i.e. national) level the correlation between these two dimensions of poverty is in general quite high (e.g. Kanbur and Squire, 2001). We analyzed a rather short period of 9 years and hence the previous statement does not fully apply. But we can at least state that social indicators showed the same trends as our monetary poverty estimates between 1994 and 2003.

1.4.3 Growth Elasticities of Poverty

Based on our revised estimates we analyze in more detail the link between macro-economic growth and micro-economic poverty reduction, calculating growth elasticities of poverty\textsuperscript{17} for selected monetary and non-monetary welfare indicators. The growth elasticity of poverty $\varepsilon$ simply calculates the relative change in poverty given a one percent increase in GDP per capita between $t$ and $t - 1$. For the case of the headcount poverty $P_0$ this implies:

$$\varepsilon_t = \frac{\Delta P_{0,t-1}/P_{0,t-1}}{\Delta GDP_{t-1}/GDP_{t-1}}$$

where $P_0$, the headcount poverty, can refer to any monetary or non-monetary indicator. It has been argued that for policy purposes the impact of growth in GDP per capita on \textit{absolute} changes in poverty (and not \textit{relative} changes in poverty) maintenance, which may indeed decrease over time. Moreover, Burkina Faso faced very high population growth rates, with an average of 2.4 percent per year in the last decade. If hence no improvements in infrastructure take place, high population growth can easily lead to a decrease of infrastructure access per capita. Last, migration is a widespread phenomenon in Burkina Faso and it is thus also likely that families move to poorer housing (with less infrastructure) if their economic situation worsens.

\textsuperscript{16}The decrease in rural enrollment rates is obviously also reflected in national enrollment rates.
\textsuperscript{17}Additional measures to assess the impact of growth on poverty, or in other words to assess the 'pro-poorness' of growth, are presented in Essay 2.
might be more relevant (Klasen and Misselhorn, 2006). Hence, alternatively we compute the growth semi-elasticity of poverty given by:

\[
\varepsilon_t = \frac{\Delta P_{0,t-1}}{\Delta GDP_{t,r-1}/GDP_{t-1}}
\]  

(1.2)

Instead of analyzing the impact of GDP growth per capita on poverty changes, one might think of using the Gross National Income (GNI) per capita instead. As income flows in- and out of the country are rather low for Burkina Faso, the difference between the two is, however, quite small: between 1994 and 2003 the growth rate of GDP per capita was 2.30 percent, whereas the growth rate of GNI per capita amounted to 2.34 percent (World Bank, 2005). Alternatively, also the mean income as measured in the household surveys could be applied as a denominator in equation (1.1) and (1.2). But as all three Burkinabè household surveys, EPI, EPII, and EPIII, only contain reliable information on households' consumption and not on income, calculated growth elasticities of poverty would more or less only yield the distributional change in consumption of households. Thus we only report GDP growth elasticities of poverty.

For the case of Burkina Faso, as one can expect from the previous section, the monetary growth elasticity of poverty, was positive between 1994 and 1998 and negative between 1998 and 2003 and between 1994 and 2003. More precisely, between 1994 and 1998 a one percent growth of GDP per capita on the national level was accompanied by a 0.9 percent increase in the poverty headcount index. In contrast, between 1998 and 2003 the respective elasticity was -2.9, showing that during that later period macro-economic growth led to strong poverty reduction. In total, this lead to an overall weak growth elasticity of poverty of -0.8 over the whole period 1994-2003 (Table 1.7).

In rural areas, the elasticities were in all periods very close to the national ones, namely 0.7 for 1994-1998, -2.7 for 1998-2003, and -0.9 for 1994-2003.¹⁹

¹⁸As in most developing countries, with a large rural population mainly living from subsistence farming, expenditures rather than income is the better measure of households' monetary well-being (see e.g. Deaton, 1997 for discussion), LSMS household surveys usually focus on a precise data collection of expenditures rather than of income.

¹⁹One should rather state that the national elasticities were very close to the rural elasticities as national elasticities are driven by rural elasticities with about 80 percent of the Burkinabè population living in rural areas (Günther and Grimm, 2004).
In urban areas, the respective elasticities were 6.8 (1994-1998), -3.2 (1998-2003), and 1.6 (1998-2003). Hence, urban elasticities were usually higher in magnitude than rural and national elasticities, and growth led - again in contrast to the rural and national level - to a poverty increase over the whole observation period.

Comparing these growth elasticities of poverty with non-monetary elasticities, it is first of all interesting to see that non-monetary elasticities are most of the time - but not always - positively correlated with monetary growth elasticities of poverty (Table 1.7). Furthermore, the extent as well as the variation over time of elasticities is much lower for non-monetary than for monetary indicators. This seem to indicate both that there is some inertia in non-monetary welfare changes - whether this is positive or negative from a normative perspective is not clear - and that the correlation between macro-economic growth and non-monetary poverty is in general lower than between growth and monetary poverty.

Last, the comparison with growth semi-elasticities shows that when comparing elasticities across space and across indicators, semi-elasticities seem to be
more relevant than elasticities (Table 1.7). As elasticities are largely driven by the initial poverty level, with lower poverty levels leading to higher growth elasticities (Klasen and Misselhorn, 2006), the impact of growth on poverty seems to be overestimated for areas and indicators with low poverty levels. Using semi-elasticities instead of elasticities leads to much more similar results across space (urban, rural, national) and welfare indicators (expenditure, health, education, and housing). Obviously, the differences across time remain whether we use elasticities or semi-elasticities.

1.5 Conclusion

1.5.1 The ‘Arithmetic’ Paradox

Previous poverty assessments for Burkina Faso neglected some important methodological inconsistencies with regard to the measurement of poverty dynamics and led to the so-called ‘Burkinabè Growth-Poverty-Paradox’ between 1994 and 2003, i.e. relatively sustained macro-economic growth, but stagnating poverty rates despite constant inequality estimates. Addressing these methodological inconsistencies (see Section 1.3) by calculating a time consistent welfare aggregate and welfare cutoff, we show that poverty actually decreased between 1994 and 2003. Hence, and in contrast to previous studies, we state that growth was actually pro-poor, i.e. growth of GDP per capita led to poverty reduction, with a growth elasticity of poverty close to -1.

Several methodological conclusions can be drawn from these revised results. First, this analysis has clearly shown that poverty rates might be considerably driven by the methodology used to compute the poverty line and welfare aggregate as well as by survey design, which can significantly lower the comparability of poverty estimates across time. Burkina Faso is certainly no exception here and methodological differences or inconsistencies might explain a considerable part of the observed heterogeneity of growth elasticities of poverty across countries.

This also implies that a continuous quality improvement of household surveys, which is done in many developing countries, might lead to better static poverty estimates but might lead to considerable biases in estimated poverty trends. Hence,
there might be some trade-off between estimating state-of-the-art poverty ‘snap-
shots’ or poverty ‘dynamics’.

Moreover, the scientific debate on robust poverty estimates over time often
focuses on the impact of the initial location of poverty lines on calculated poverty
dynamics (see e.g. Davidson and Duclos, 2000). However, as already argued by
Lanjouw (1998) the vigorous attention paid to a ‘precise’ location of a poverty line
might be misplaced. Poverty lines will always retain an element of arbitrariness.
Instead, it might be worthwhile to pay more attention to a ‘precise’ inflation of
poverty lines.

Last, we have shown, that growth elasticities of non-monetary poverty can
help to ‘verify’ money-metric growth elasticities of poverty. Non-monetary indi-
cators are less prone to time-inconsistent surveys, data, and poverty lines, and
are hence more comparable over time as well as across countries. These indi-
cators have however rarely been used in the literature on cross-sectional growth
elasticities of poverty. Calculating non-monetary growth elasticities of poverty
might also be interesting for projections in the context of the Millennium Devel-
opment Goals (MDGs). Observed monetary growth elasticities of poverty have
often been used to forecast the progress towards MDG One (for an overview
see Rami, 2006). No such analysis has yet been done for the other seven MDGs
which are based on non-monetary welfare indicators.

1.5.2 The ‘Economic’ Paradox

We redress the ‘Burkinabè paradox’ between 1994 and 2003 and show that growth
indeed led to poverty reduction. However, we now show that poverty even in-
creased despite macro-economic growth between 1994 and 1998, and in urban ar-
 eas also between 1994 and 2003. Whereas we redress the ‘paradox’ between 1994
and 2003 from an arithmetic perspective, we can explain the remaining ‘paradox’
between 1994 and 1998 (and between 1994 and 2003 in urban areas) from an eco-

---

20One exception is e.g. a study of Grosse et al. (2006), which uses non-monetary indicators for
a pro-poor growth assessment of Bolivia based on the growth incidence curve (see also Essay 2).
21MDG One: Eradicate extreme hunger and poverty. Target One: Reduce by half the proportion
of people living on less than a dollar a day.
nomie perspective: by addressing variations in the purchasing power of the poor relative to the non-poor.\textsuperscript{22}

The poverty up-swing between 1994 and 1998 can be explained by a considerable increase in food prices after one of the severest Burkinabé droughts in 1997/98, primarily increasing the cost-of-living of the poor.\textsuperscript{23} This led to the massive inflation of the poverty line relative to the CPI between 1994 and 1998 (Figure 1.3 and Table 1.4). The reason why growth did not even lead to poverty reduction between 1994 and 2003 in urban areas can again be explained by changes in the purchasing power of the urban (poorer) population. The devaluation of the CFA-Franc in 1994, which on the one hand led to gains in competitiveness of Burkinabé enterprises, led on the other hand to a significant decrease in the purchasing power of the employed urban population, as wages were not indexed to inflation after the devaluation (for details see Grimm and Günther, 2004).

These results nicely demonstrate that the general trend in Burkina Faso of macro-economic growth leading to poverty reduction has been interrupted twice by economic shocks which had a considerable impact on poverty. From 1994 onwards the urban poor population was severely affected by the devaluation of the CFA-Franc and in 1998 one of the most devastating Burkinabé droughts had a massive impact on rural poverty rates. Hence, the impact of (reoccurring) shocks (and not only policies) on the heterogeneity of growth elasticities of poverty should receive further attention.\textsuperscript{24}

Last, the estimated different growth elasticities of poverty across time and space also clearly illustrate that long-term trends on the national level might cover huge spatial and temporal disparities. Thus, as the relationship between growth and poverty can enormously vary over time and space, average growth elasticities of poverty can be quite misleading even for a single country let alone for all countries (see e.g. Ravallion and Chen, 1997; Ram, 2006).

\textsuperscript{22} A more detailed analysis of the impact of changes in relative purchasing power on pro-poor growth (assessments) is provided in Essay 2.

\textsuperscript{23} Due to the fact, that on an annual basis more than 70 percent of farmers in rural areas are net buyers and not net sellers of food crops, even most of the households engaged in food crop production could not benefit from the price increase after the drought.

\textsuperscript{24} See also Essay 3 for a detailed discussion on the impacts of shocks on poverty dynamics.
Essay 2

Pro-Poor Growth and Inflation Inequality

_The essence of money is in its absolute worthlessness._
Norman O. Brown, 1913-2002

**Abstract:** Despite the extensive debate on how to define and measure pro-poor growth, neither the theoretical literature on pro-poor growth nor empirical applications have paid sufficient attention to inflation inequality, or in other words to varying inflation rates across the income distribution. We show that incorporating inflation inequality into pro-poor growth measures is not only a theoretical necessity but if ignored can seriously bias empirical assessments of the pro-poorness of growth. Hence, we suggest simple methods to redress such bias. As an empirical illustration, we apply our concepts to the case of Burkina Faso, using the growth incidence curve and the decomposition of poverty changes as pro-poor growth measures.

---

based on joint work with Michael Grimm.
2.1 Introduction

Pro-poor growth (PPG), i.e. the question to what extent the poor benefit from economic growth, has over the past years become one of the central issues of development economics. Also in this context, the question of how one should define and measure pro-poor growth has been intensively discussed and a wide range of definitions and measures of pro-poor growth have been provided by several authors.\(^1\)

Despite the ongoing debate on the concept and measurement of PPG, there is especially one point that has not received sufficient attention in all PPG measures - or at least in their respective applications: the issue of inflation inequality, i.e. the phenomenon of substantially varying inflation rates across households along the income distribution. The existence of inflation rates which differ by household income is very well supported by various studies for both industrialized countries (e.g. Slesnick, 1993; Newbery, 1995; Crawford and Smith, 2002; Hobijn and Lagakos, 2003) as well as developing economies (e.g. Pritchett et al., 2000; Deaton, 1998; Deaton, 2003a). Moreover, the issue of varying inflation rates should receive particular attention in the measurement of PPG, given that these dynamic welfare measures are especially focused on disaggregated growth rates, or in other words, on the change of purchasing power across the entire income distribution.

For all that, PPG measures usually assume away inflation inequality and only use aggregate (national) price indices to deflate income over time. If, however, the aspect of inflation inequality is ignored - independent of which definition or measurement of pro-poor growth is used - we might not derive an appropriate assessment of whether and to what extent the poor benefited from economic growth, i.e. to what extent growth was 'pro-poor'.

The objective of this paper is, hence, first to demonstrate theoretically how inflation inequality can easily be incorporated into any PPG measures, using the Growth Incidence Curve (Ravallion and Chen, 2003) and the Datt-Ravallion Decomposition of Poverty Changes (Datt and Ravallion, 1992) as two widely used measures. Second, we illustrate empirically, for the case of Burkina Faso, how

\(^1\)For a comprehensive overview and comparison of the various measures see e.g. Son (2003a) or Klasen (2004).
pro-poor growth assessments can differ whether the phenomenon of inflation inequality is taken into account or not.

The remainder of the paper is organized as follows. Section 2.2 briefly reviews the different concepts and measures of pro-poor growth. Section 2.3 discusses the phenomenon of inflation inequality, or in other words income-correlated inflation rates, both from a theoretical as well as from an empirical perspective. Section 2.4 first outlines the standard methods to construct growth incidence curves and to perform poverty change decompositions and second, suggests for both approaches alternative methods which take into account inflation inequality. Section 2.5 illustrates the importance of using these adjusted PPG measures for the case of Burkina Faso. Section 2.6 concludes.

2.2 Measurements of Pro-Poor Growth

Almost all of the numerous PPG measures are on the one hand built on one of two broader ‘conceptional’ categories, and on the other hand, on one of two broader ‘methodological’ categories.

Concerning the two ‘conceptional’ categories, one can distinguish between an ‘absolute’ concept and a ‘relative’ concept of pro-poor growth. The former ‘absolute’ concept defines growth to be pro-poor if growth leads to absolute poverty declines, irrespective of whether inequality in- or decreases (e.g. Kraay, 2003; Ravallion, 2004). The latter ‘relative concept’ only classifies growth to be pro-poor if the poor benefit relatively more than the average or the non-poor from economic growth, i.e. growth has to be accompanied by decreasing inequality (e.g. Kakwani and Pernia, 2000; Klasen, 2004).

In addition to this ‘conceptional’ difference, PPG measures might also be subdivided into two ‘methodological’ categories. ‘Growth patterns’ analyze the changes in income over the whole or part of the income distribution, i.e. they compute income-specific disaggregated growth rates to analyze which segments of the income distribution benefited most from growth: examples are the distribution-weighted growth rate of Klasen (1994), the poverty growth curve of Son (2003b) and the growth incidence curve of Ravallion (2004). The advantage of these measures is that they do not need to specify a poverty line and that changes in the income of the poorest of the poor can be taken into account. A problem with
those measures is that they are sometimes not able to provide a clear index if a
certain growth process was more pro-poor than another.

The second ‘methodological’ group might be called ‘growth-poverty-links’. All of these measures link in some way or the other changes in poverty to changes in mean income and/or to changes in inequality: examples are the decomposition of poverty of Datt and Ravallion (1992), the poverty bias of growth of McCulloch and Baulch (2000) and the poverty equivalent growth rate of Kakwani and Pernia (2000). The advantage is that, in contrast to ‘growth patterns’, these measures are able to provide a specific pro-poor growth index, which facilitates pro-poor growth comparisons across countries and time. The problem is that they are based on country-specific poverty lines which make the outcome of such measures very sensitive to the poverty line chosen and to the country’s initial income distribution and initial level of economic development (see Bourguignon, 2003).

Obviously, whether and to what extent a specific growth process\(^2\) was pro-poor might in a lot of cases be assessed differently by the various PPG measures - depending on which concept and method they are based on. But diverging results should not lead to the conclusion that a certain PPG assessment is not robust to different measures or that some measures do not capture pro-poor growth appropriately. In contrast, different concepts and methods look at pro-poor growth from different perspectives, and taken together help to get a more detailed and comprehensive picture. Different measures should therefore be considered as complements rather than as substitutes.

There is, however, one issue that all PPG measures have in common, no matter if they are based on the ‘absolute’ or ‘relative’ concept of pro-poor growth or if they fall into the category of ‘growth patterns’ or ‘growth-poverty-links’. They all consider pro-poor growth as a function of growth rates among the poor. Certainly, here the real increase in purchasing power among the poor and not nominal growth rates are of interest, leading to the essential question which price deflator should be used to compare incomes over time. In most applications of PPG measures the general (national) Consumer Price Index (CPI) is used for this purpose, which might in many cases, and as shown in next section, not be an appropriate deflator for all income groups.

---

\(^2\)In general, one is interested in a particular country over a specific period of time.
2.3 Theory and Empirics of Inflation Inequality

2.3.1 Homogenous Price Indices

Whenever we are interested in the evolution of households’ wellbeing over time, i.e. in real changes of wellbeing or utility, nominal income changes have to be deflated with an appropriate deflator which should ideally represent the change in the cost-of-living of households, defined as:

$$COL_t = \frac{e(u, p_t)}{e(u, p_{t-1})}$$ \hspace{1cm} (2.1)

where $e(u, p)$ is the minimum expenditure required to reach the utility level $u$, given prices $p$. It is hardly feasible to calculate such a cost-of-living index, which could also be labeled as an utility index. The utility derived from different consumption baskets is not observable and even the calculation of a simple ordering of utilities would require knowledge of preferences, whose approximation would imply some ‘arbitrary’ assumptions (Deaton and Zaidi, 2002). Moreover, we might also not have prices and measured quantities for all goods being part of a household’s utility function.

Hence, as a short-cut a price index, which is in general the Consumer Price Index (CPI), is applied as an approximate estimate, to derive real changes of households’ wellbeing over time. The CPI measures the change in prices over time paid by an ‘average’ household for a specific and constant consumption basket:

$$CPI_t = \frac{\sum_{j=1}^{J} p_{t,j} q_{t-1,j}}{\sum_{j=1}^{J} p_{t-1,j} q_{t-1,j}}$$ \hspace{1cm} (2.2)

where $p_{t,j}$ is the price and $q_{t,j}$ the quantity consumed of good $j$ at time $t$. As can be seen from equation (2.2), the CPI usually constitutes a Laspeyres index, i.e. the quantities $q$ of the base period $t-1$ are held constant. The quantities $q_{t-1,j}$, or more often the weights $w_{t-1,j}$, of the consumption basket are either derived from the aggregate expenditure shares of the National Accounts or Household Surveys, or from the expenditure shares of specially designed ‘Price and Expenditure Surveys’.

$^3w_{t-1,j}$ is the expenditure share $\frac{p_{t-1,j}q_{t-1,j}}{\sum_{j=1}^{J} p_{t-1,j}q_{t-1,j}}$ of good $j$. 
Obviously, such a CPI does not account for differences in the consumption pattern of different households. Moreover, and what is most interesting for pro-poor growth analysis, because of the averaging process in its construction, the CPI usually gives more weight to the consumption pattern of rather ‘rich’ households, bypassing the consumption pattern of the majority of the poorer population (see e.g. Prais, 1959; Nicholson, 1975; Ley, 2005).

If the CPI is computed via National Accounts or Household Surveys this is simply due to the fact that expenditures of richer households are much higher than those of poorer ones. Therefore the expenditure shares of richer households largely determine the aggregate weights for each consumption item. This means that the CPI is not based on a ‘democratic’ basis, where each household’s expenditure shares would get an equal weight, but on a ‘plutocratic’ basis where households are weighted according to their total expenditure. Hence, although the budget shares of the CPI are equal to the budget shares of an ‘average’ or an ‘aggregate’ household they are not ‘representative’ for the majority of households (Ley, 2005).

If specific ‘Price and Expenditure Surveys’ are used, in general, still more weight is given to the consumption pattern of rather rich households. Because of data availability, especially in developing countries, often only urban households working in the ‘formal’ sector are surveyed.\(^5\) These households are very likely to be situated at the upper-end of the income distribution.

This bias would obviously not matter if there was no systematic relationship between total household expenditure and the expenditure pattern of households. However, households with lower income are very likely to have consumption patterns that differ significantly from households with higher income (see Section 2.3.2). The general CPI is therefore usually very close to a price index computed specifically for the ‘rich’ but is significantly different from a price index specifically computed for the poor.\(^6\) Thus Arrow (1958) stated already in the 1950s that ‘there should be a separate cost-of-living index number for each income level’.

---

\(^4\)Clearly, there are several other reasons, why the CPI does not reflect the ‘true’ price index of various households. For an overview see for example Boskin et al. (1997) or Lebow et al. (2003).

\(^5\)See also Essay 4 on a detailed discussion of ‘informal’ and ‘formal’ employment.

\(^6\)For example, Deaton (1998) estimates for the US that the budget shares in the CPI are representative for households at the 75th percentile of the expenditure distribution.
2.3. Theory and Empirics of Inflation Inequality

Whereas this is sometimes recognized in industrialized countries, where price indices are computed for several income groups, this is only rarely done in developing countries, but should not be of less importance here (see e.g. Guénard, 1998; Pritchett et al., 2000a; Deaton, 2003b).

2.3.2 Heterogenous Consumption Patterns and Prices

In general, it can be assumed that households with lower income spend relatively more on necessities, whereas relatively well-off households spend more on luxury goods (see e.g. Arrow, 1958 or Engel’s Law). In developing economies, one of the most important difference between poor and non-poor households’ expenditure pattern is the share of total income spent on food (Deaton, 1997).

As food represents the ‘first necessity’ of a household’s consumption, poor households spend the highest share of their income on food items. In addition, the demand for food items is characterized by rather low income elasticities. Hence, the household budget share devoted to food expenditures substantially decreases with increasing total income. This relationship between total household income and the allocation of household resources between food and non-food items was already analyzed in the early economic literature (Engel, 1895) and became known as the Engel curve, which states that the food share in total consumption decreases as total expenditure increases.

Certainly, differences in the consumption pattern between poor and non-poor households alone would not lead to different inflation rates, as long as the various goods households consume showed equal price movements. However, if this were the case we would not even need to construct a CPI: if it were assumed that all price movements were highly correlated over time, simply the price change of one consumption good would have to be measured. And in developing countries, particularly the prices of domestically produced food crops are often only weakly correlated with general price movements (see e.g. Pritchett et al., 2000a; Marouani and Raffinot, 2004).

---

7At the very low end of the income distribution this might not necessarily be the case (e.g. Deaton and Paxson, 1998) with higher income leading to higher food consumption and to a (more expensive) dietary change.
Food production is, especially in sub-Saharan Africa countries, to a large extent heavily dependent on annual fluctuations of climatic conditions and - compared to other sectors - less dependent on long-term macro-economic policies. Moreover, these countries often face significant transport and trade constraints. Thus, a lower domestic production of food crops cannot easily be substituted with higher imports of food crops, which could in theory smooth food supply and prices.

Also, (basic) food items do not only account for a larger share in poor households’ budget, but poor households have in general rather limited substitution possibilities for (basic) food items. If the relative price of food increases, food can only be substituted up to a minimum of about 2100 calories per person with non-food items. If the relative price of basic food items increases, again poor households can only to a certain extent substitute basic food items with absolutely more expensive food items. This might lead to very low price elasticities of demand for basic food items. Hence, in the presence of low income elasticities as well as low price elasticities of food demand, food production fluctuations can lead to considerable food price swings and to considerable inflation differences across the income distribution.

Given the fact that all pro-poor growth measures are interested in the change of the purchasing power of the poor, using the CPI seems therefore not very appropriate. Instead, price indices, which are relevant to the poor (and non-poor) should be used. This is true for both PPG measures which analyze the growth rate along the income distribution as well as for PPG measures which focus on changes in poverty rates (see Section 2.2).

For a methodological and empirical illustration of how inflation inequality can be considered in PPG measures, the Growth Incidence Curve (GIC), as proposed by Ravallion and Chen (2003), and the Decomposition of Poverty Changes, as suggested by Datt and Ravallion (1992), will be applied. The former falls into the ‘methodological’ category of ‘growth patterns’ and the latter into the category of

---

8 See also Essay 1 and Essay 3.
9 A closely related issue is raised in the entitlement approach of famines (Sen, 1981).
2.4. METHODOLOGY

'growth-poverty-links'. Both can assess whether and to what extent growth was 'absolutely' and 'relatively' pro-poor.\(^{10}\)

2.4 Methodology

2.4.1 Growth Incidence Curve with PCPIs

The growth incidence curve (GIC), as proposed by Ravallion and Chen (2003), calculates the growth rate in income per capita (or alternatively the growth rate in expenditure per capita) at each percentile point along the income distribution. The GIC is hence defined as:

\[
g_{t}(p) = \frac{y_{t}(p)}{y_{t-1}(p)} - 1
\]  

(2.3)

where \(g_{t}(p)\) is the growth rate in income \(y\) of the \(p\)th percentile between \(t\) and \(t - 1\). If the GIC is positive at all points up to some point \(z\), then poverty, as measured by the Watts index (Watts, 1968), has fallen for all poverty lines up to \(z\) and hence growth has been pro-poor up to point \(z\). The extent of the pro-poorness of growth, or the rate of pro-poor growth, is defined as the area under the GIC up to point \(z\). Thus growth is obviously more pro-poor if the GIC shifts upward at all points along the income distribution up to point \(z\).

The GIC and the thereof derived rate of pro-poor growth first of all focuses on the absolute income growth of the poor. However, the GIC also allows conclusions on the relative extent to which growth was pro-poor, i.e. if the poor benefited relatively more than the average or non-poor from economic growth. Such an analysis can be undertaken, by comparing the mean of the percentile-specific growth rates, which is defined as:

\[
g_{p,t} = \frac{1}{100} \sum_{p=1}^{100} g_{t}(p)
\]

(2.4)

with the growth rate in mean income, which can be written as:

\[
g_{\mu,t} = \frac{\mu_{t}}{\mu_{t-1}} - 1
\]  

(2.5)

\(^{10}\)An additional motivation to use these two measures for illustrative purposes is that both are now widely used by international organizations in the current assessment of the pro-poor growth performance of developing countries (see e.g. the Operationalizing Pro-Poor-Growth (OPPG) project sponsored and managed by the World Bank).
where $\mu_t$ is the mean income of the whole income distribution at time $t$. Whenever the growth rate in equation (2.4), which is population weighted and hence gives more weight to the income growth of the poor, is higher than the growth rate in equation (2.5), which is expenditure weighted, and thus often largely determined by growth gains of the richest two quintiles (Klasen, 1994), growth can be considered to be pro-poor in relative terms. Alternatively, the shape of the GIC can be analyzed: If the GIC is downward sloping over the whole income distribution then the distributional pattern of growth benefited the poor, whereas if the GIC is upward sloping over the whole income distribution the upper end of the income distribution benefited relatively more from economic growth.

Equation (2.3) represents the GIC in nominal terms. In empirical analysis, we are, however, interested in real and not nominal percentile-specific growth rates. Applications of the GIC, therefore, usually compute:

$$g_t(p) = \frac{1}{y_{t-1}(p)} \left( \frac{\hat{Y}_t(p)}{1 + i_t} - 1 \right)$$

(2.6)

where $i_t$ is the inflation rate approximated by the national CPI between $t$ and $t - 1$. Such an approach would only be justified if the inflation rate was the same for all percentiles across the income distribution. However, and as argued in Section 2.3, this is often not the case. CPIs are generally much closer to a computed price index for the non-poor and might be significantly different from a computed price index for the poor.

Using a price index, which is for most households not representative, as a deflator to compare incomes over time is certainly less problematic if applied to national means, i.e. to equation (2.5). In contrast, if the effort is made to calculate percentilespecific incomes with micro-economic household survey data, we should also use percentile-specific consumer price indices (PCPIs) for the computation of percentile-specific growth rates. Otherwise, we are not only inconsistent in our methodological approach, but might also draw wrong conclusions about the 'pro-poorness' of growth, both from an absolute and a relative perspective. The GIC should therefore be calculated as:

$$g_t(p) = \frac{1}{y_{t-1}(p)} \left( \frac{\hat{Y}_t(p)}{1 + i_t(p)} - 1 \right)$$

(2.7)
where $i_t(p)$ is the specific inflation rate of the $p$th percentile, which should be approximated by PCPIs, which take into account the specific consumption basket of the households at the $p$th percentile at time $t$.

Certainly, one might argue that PCPIs are also misleading because they implicitly assume that there is no mobility across the income distribution. However, GICs and hence also PCPIs rely on the axiom of anonymity, i.e. they only compare cross-section distributions (and not panel distributions) ignoring mobility of households along the income distribution. This means that the percentile-specific income, and hence also the percentile-specific consumer price indices, should only be seen as representative for specific percentiles and not of specific households within these percentiles. The underlying assumption is that the consumption pattern of households is largely determined by income and that households with certain not income-related preferences for specific consumption baskets do not systematically move through the income distribution over time.\footnote{In fact we do control for rural and urban residence - as the consumption pattern of rural and urban households in developing countries is in general quite different - and calculate price indices separately for rural and urban households.} However, it would certainly be interesting to calculate GICs with PCPIs for panel data.

### 2.4.2 Triple Decomposition of Poverty

The decomposition of poverty changes over time as proposed by Datt and Ravallion (1992) analyzes the contribution of (i) changes in mean income and (ii) changes in income inequality to changes in poverty over time. Hence, two components are calculated: (i) the change in poverty that would have emerged if the observed growth rate had occurred without any changes in inequality and (ii) the change in poverty that would have occurred if the observed changes in inequality happened in the absence of growth in mean income (see Figure 2.1). This can be written as:

$$\Delta P_{t+1, t} = [P(\mu_{t+1}, L_t) - P(\mu_t, L_t)] + [P(\mu_t, L_{t+1}) - P(\mu_t, L_t)] + R_{t+1, t} \quad (2.8)$$

where $P(\mu_t, L_t)$ is the poverty measure with a mean income of $\mu_t$ and a Lorenz curve $L_t$ in period $t$. The first component of equation (2.8) corresponds to the...
change in poverty explained by the growth component with a constant relative income distribution while the second component corresponds to the change in poverty explained by the distribution effect (see also Figure 2.1).

**Figure 2.1: Decomposition Paths of Poverty**

![Decomposition Paths of Poverty](image)

*Source:* Own Illustration.

*Notes:* - Income distribution in year $t$ ($\mu_t, L_t$). — — Income distribution in year $t + 1$ ($\mu_{t+1}, L_{t+1}$). Grey line: Decomposition path (upper graph: $\mu_{t+1}, L_{t+1}$, lower graph: $\mu_t, L_t$).

The magnitude of both components is path dependent, i.e. depends on whether first the growth and then the distribution component or vice versa is computed. This is nicely illustrated in Figure 2.1. In both graphs the solid black line represents the income distribution in period $t$. However, whereas in the first graph the growth component is followed by the redistribution component, in the sec-
ond graph the redistribution components is followed by the growth component, which, as can be seen in Figure 2.1, has an impact on the size of the respective components.

Because of this path dependency, the magnitude of the growth and redistribution components in equation (2.8) is dependent on whether the initial or the final year is taken as the reference period. Moreover, whenever we use the initial (or final) period to compute both the growth and the redistribution components, we also obtain a residual $R$, which represents the interaction term between the growth and distribution components. Hence, in many empirical applications, first the initial and then the final year is taken as a reference period and then the decomposition results are averaged over the two possible reference years. This methodology provides the averages of the growth and redistribution components and cancels out the residuals.

Such a decomposition of observed poverty changes obviously requires that the poverty line is kept constant in real terms over time. This means, that the inflation rate underlying the poverty line should be equal to the inflation rate underlying the income variables, which is in general the CPI. As discussed in Section 2.3, the consumption basket underlying the poverty line should in general be quite different from the one underlying the CPI and thus the implicit inflation rate of the poverty line might be substantially different from the inflation rate of the CPI. This can lead to a poverty line in $t+1$ whose real value in terms of purchasing power has remained constant but whose ‘real’ value in relation to a hypothetically CPI inflated poverty line has considerably changed.

This means, that besides a growth and a redistribution component, we have to compute a third component when decomposing poverty changes: a ‘relative price shift’ or ‘poverty line’ component (see Figure 2.2), which is the change in poverty explained by the difference of the inflation rate of the poverty line to the inflation rate of the general CPI, or in other words, the change in poverty explained by a relative price shift between the bundle of goods consumed by the poor and the

---

12 In equation (2.8) the initial year $t$ is taken as the reference period.
bundle of goods consumed by the non-poor. We therefore derive the following ‘triple’ poverty decomposition:

\[
\Delta P_{t+1,t} = [P(\mu_{t+1}, L_t, z_t) - P(\mu_t, L_t, z_t)] + [P(\mu_t, L_{t+1}, z_{t+1}) - P(\mu_t, L_t, z_t)] + [P(\mu_{t+1}, L_{t+1}, z_{t+1}) - P(\mu_t, L_t, z_t)] + R_{t+1,t}
\]

(2.9)

Similar to a dual decomposition, the first component corresponds to the change in poverty explained by the growth component (with a constant real poverty line) and the second component corresponds to the change in poverty explained by the distribution effect (again with a constant real poverty line). The third component now corresponds to the change in poverty explained by relative price changes, i.e. caused by the inflation difference between the poverty line and the national CPI, in a growth- and distributional neutral case. \(R\) is again the residual.

Figure 2.2: Triple Decomposition of Poverty

![Figure 2.2: Triple Decomposition of Poverty](image)

Source: Own Illustration.

Notes: – Income distribution in year \(t\) \((\mu_t, L_t)\). – – – Income distribution in year \(t+1\) \((\mu_{t+1}, L_{t+1})\).

As already discussed, in a dual decomposition of poverty changes decomposition results are averaged over the two reference periods \(t\) and \(t+1\) to derive the ‘average’ growth and distribution components as well as to cancel out the residual. Note that in a dual decomposition taking the initial and final year as reference points to calculate the growth and redistribution component is equal to computing all growth and redistribution fragments of the \(2! = 2\) possible decomposition paths.
In a triple decomposition 'only' taking the average over the components computed in the initial and the final year is somewhat arbitrary as several of the growth, redistribution, and poverty line fragments of the now \(3! = 6\) possible decomposition paths are left out.\(^{13}\) More precisely, the intermediate step of any triple decomposition path is ignored. Hence, we propose that in a triple decomposition all six decomposition paths are calculated to derive the average growth, inequality and poverty line components. By doing so, also the residual is canceled out. A STATA 8.0 Macro to undertake such a ‘triple’ decomposition can be found in Appendix A.

To derive the impact of the change in the poverty line relative to the CPI, the poverty line \(z_{t+1}\) is calculated by deflating the ‘real’ poverty line in \(t + 1\) with the change of the CPI between \(t\) and \(t + 1\). Hence, if the implicit inflation rate of the poverty line were the same as the CPI the calculated poverty line \(z_{t+1}\) would be equal to the poverty line \(z_t\), and the ‘poverty line’ component would cancel out.

Two points are worth to note. First, in this ‘triple’ decomposition the growth (and inequality) component has to be interpreted a bit differently than in a ‘dual’ decomposition. It represents the change in poverty that would have occurred with the observed growth rate (change in inequality) given that all households had experienced the same change in the ‘cost-of-living’, or in other words, given that the consumption basket underlying the poverty line had experienced the same increase in prices than the consumption basket underlying the CPI.

Second, although closely related to the adjustments made for inflation inequality in the calculation of growth incidence curves, here instead of percentile-specific inflation rates only two different inflation rates are taken into account: one for the poor (represented by the implicit inflation rate of the poverty line) and one for the non-poor (represented by the CPI). One might think about applying percentile-specific price indices for the deflation of households’ consumption. The growth component of such a triple decomposition would then constitute the growth component taking into account differences in inflation rates across households, whereas the inequality component would show the ‘real’ and not ‘nominal’ change in inequality across time. Instead of the CPI, a ‘democratic’ price index, which is the average of the percentile-specific price indices, should be applied to

\(^{13}\)For example in Figure 2.2 only one, namely the growth-redistribution-poverty line decomposition path, of 6 possible decomposition paths is illustrated.
deflate the 'real' poverty line in $t + 1$. The interpretation of such a poverty line component, which should be quite small, is however not clear.

We do not opt for this latter approach because of two reasons. First, the latter approach does not clearly show the impact of inflation inequality on changes in poverty, as relative price shifts are partly captured by the growth component, partly captured by the inequality component, and partly captured by the poverty line component. Hence, the first method mentioned is much more transparent. Second, as in some countries it might be quite difficult to derive percentile-specific price indices, we think that a triple decomposition of poverty which only requires the CPI and the implicit inflation rate of the poverty line is often much more feasible. Such a triple decomposition does therefore also present a nice alternative to the growth incidence curve whenever we are interested in pro-poor growth measures which are sensitive to inflation inequality.

2.5 Empirical Application

2.5.1 Data Description

We take the case of Burkina Faso during the period 1994 to 2003 to empirically illustrate the implication of inflation inequality adjusted growth incidence curves and poverty decompositions. The analysis is based on three household surveys, *Enquêtes Prioritaires* (EP), which were all undertaken by the *Institut National de la Statistique et de la Démographie* (INSD) with the financial and technical assistance of the World Bank in 1994 (EPI), 1998 (EPII), and 2003 (EPIII). The respective sample sizes are 8,642, 8,478, and 8,500 households. All three surveys contain detailed information on disaggregated expenditure data of households which are necessary both to calculate households’ expenditure per capita\(^{14}\) as well as percentile-specific inflation rates (PCPIs). For a more detailed discussion of the data see also Grimm and Günther (2004).

To estimate PCPIs, we first calculate for each household in the household survey of 2003 the budget shares for the seven expenditure categories represented in

\(^{14}\)Note that for an empirical application we use expenditure and not income to assess households’ welfare, which is the preferred welfare measure for households in developing countries (Deaton, 1997; Deaton and Zaidi, 2002).
Table 2.1: Household Expenditure Budget Shares

| Budget Shares | CPI | 1st Dec. | 10th Dec. |
|---------------|-----|---------|-----------|
| **Food Crops**| 0.10| 0.36    | 0.12      |
| **Other Food Items**| 0.24| 0.30    | 0.27      |
| **Rent and Utilities**| 0.11| 0.22    | 0.15      |
| **Education**| 0.03| 0.01    | 0.02      |
| **Health**| 0.04| 0.01    | 0.06      |
| **Transport**| 0.16| 0.00    | 0.07      |
| **Transfers**| 0.00| 0.00    | 0.06      |
| **Others**| 0.33| 0.10    | 0.25      |
| **Total**| 1.00| 1.00    | 1.00      |

*Source: Consumer Price Index (CPI): Institut National de la Statistique et de la Démographie (INSD). Household Budget Shares: EPIII. Computations by the authors.*

the CPI. Table 2.1 shows the average budget shares of the first and last decile in the Burkinabé household expenditure distribution, also in comparison with the respective expenditure weights used in the national CPI. As can be seen, the main difference between poor and rich households' expenditure pattern is the share of income spent on staple food. Food crops add up to almost 40 percent of total expenditure for the poorest households, but account for only 12 percent of expenditure for the very rich.

It is striking, that the expenditure share for food crops in the CPI is even smaller than of the richest 10 percent of the expenditure distribution. This shows that the CPI in Burkina Faso is not only income-biased but also urban-biased. Whereas the expenditure shares of the CPI were derived from an ‘Expenditure Survey’ of formal urban households in 1998 (INSD 1998) the expenditure shares for the richest 10th percent of the expenditure distribution is computed for the entire population. Not only poorer but also rural households spend a relatively higher share on food crops.

Second, we analyzed the price changes for the main staple foods (maize, millet, sorghum, and rice) in Burkina Faso between 1994 and 2003. The prices were

---

15The seven expenditure categories in the Burkinabé CPI are food crops, other food items, rent and utilities, education, health, transport, and others.
taken from the Burkinabè *Grain Market Price Surveillance System* (Ministry of Trade, Burkina Faso, 2004), which collects prices of the major cereals on various regional markets in Burkina Faso on a weekly basis. A food crop price index was computed as a weighted average of the prices paid for maize, millet, sorghum, and rice, using the weights applied by the INSD to compute the food poverty line in Burkina Faso in 2003.

As documented in Table 2.2, the prices of these goods of first necessity increased much faster than those for most other goods between 1994 and 2003. Whereas the CPI only increased by 31.4 percent, the prices for food crops increased by 125.2 percent during the same period.\(^\text{16}\)

| Table 2.2: National Price Indices |
|----------------------------------|
|                                | 1994 | 2003 |
| CPI                             | 100.0| 131.4|
| Food Crops                      | 100.0| 225.2|
| CPI w/o Food Crops              | 100.0| 121.0|

Source: Consumer Price Index (CPI): INSD. Food Crops: *Burkinabè Grain Market Price Surveillance System*. CPI w/o Food Crops: Computation by the authors.

Combining the results of Table 2.1 with the ones of Table 2.2, one can easily derive PCPIs which take into account the specific consumption pattern of households and the relative price change between staple foods and other consumption goods that occurred in Burkina Faso between 1994 and 2003. More precisely, first, the average budget shares for food crops and ‘other consumption goods’ over expenditure percentiles were computed for 2003. Second, these shares were used as weights for the computation of percentile-specific price indices, accounting for the specific price changes of food crops, as measured by the *Grain Market Price*

\(^{16}\)This massive price distortion mainly occurred between 1994 and 1998, when the CPI increased by only 22.7 percent but food crop prices increased by 152.2 percent. Conversely, between 1998 and 2003, the CPI continued to rise whereas prices for food crops decreased (see also Grimm and Günther (2004) and Essay 1).
Surveillance System and of ‘other consumption items’, as measured by the CPI with the price change of food crops netted out (Table 2.2).\textsuperscript{17}

Given the illustrative purpose of this analysis we only distinguished between food crops and ‘other consumption items’. Of course one could be more specific and distinguish between the eight expenditure categories as outlined in Table 2.1 and thus derive even more refined household deflators. However, since the main difference in consumption patterns as well as in relative price changes were between staple foods and other goods (see Tables 2.1 and Table 2.2), this simplified approach should be sufficient to demonstrate the impact of inflation inequality.\textsuperscript{18}

Note that in contrast to the CPI which represents a Laspeyres index, we used a Paasche index\textsuperscript{19} to construct the PCPis. In general, the Paasche index reflects a lower-bound whereas the Laspeyres index reflects an upper-bound to the ‘true’ change in cost-of-living, as they both do not allow for substitution, i.e. they ignore the fact that consumers adjust their consumption basket when relative prices change.\textsuperscript{20}

Mainly because of practical reasons, the CPI is often a Laspeyres index as it requires lower data requirements (Boskin et al., 1997). For the Laspeyres index ‘old’ budget shares can be applied, whereas for the Paasche index the budget shares of the ‘current’ period need to be calculated. We applied a Paasche index, to be consistent with the estimated poverty lines, which are also based on a

\textsuperscript{17}Obviously, such price information from government price surveys is not a perfect data source and one would prefer price information directly observed in household surveys. But given the fact that in the Burkinabé household surveys, households only reported total expenditures for each consumption category, and no information on quantities or prices was given, these prices were the only available to us.

\textsuperscript{18}Moreover, most of the other expenditure categories in the CPI represent very heterogeneous categories. For example, transport expenditures among rich households might be composed of quite different expenditure items than among poor households and we do not possess price deflators which are more disaggregated than general ‘transport expenditure’.

\textsuperscript{19}A Laspeyres index calculates the price changes between $t$ and $t + 1$ of an observed consumption basket of the base period $t$. In contrast, in a Paasche index, the observed consumption basket of the final period $t + 1$ is held constant.

\textsuperscript{20}Or in other words, the Laspeyres index might overstate inflation rates and understate increases in wellbeing, whereas the Paasche index might underestimate inflation rates and overstate increases in wellbeing.
Paasche index. Moreover, the expenditure shares of the official CPI of Burkina Faso were derived from an ‘Expenditure Survey’ which was undertaken in 1998 (INSD, 1998). Thus using the expenditure shares of the EPIII in 2003 is not ‘less appropriate’ than using the expenditure shares of the EPI in 1994. In any case, we also applied a Laspeyres instead of a Paasche index for a robustness check. This did not significantly alter the estimated PCPIs. Since in Burkina Faso the substitution of food crops is - as expected - rather low, the difference between a Laspeyres and a Paasche index is not too large.

Since we can only observe budget shares and not quantities in the household surveys we have to rewrite the Paasche index at a specific percentile $p$ along the income distribution as:

$$P_t(p) = \frac{\sum_{j=1}^{J} p_{t,j} q_{t(p),j}}{\sum_{j=1}^{J} p_{t-1,j} q_{t(p),j}} = \left[ \sum_{j=1}^{J} w_{t(p),j} \frac{p_{t-1,j}}{p_{t,j}} \right]^{-1}$$

(2.10)

where $p_{t,j}$ is the price of good $j$ at time $t$. $q_{t(p),j}$ would be the quantity consumed at the $p$th percentile. But since we cannot observe $q_{t(p),j}$ with our household surveys, we use $w_{t(p),j}$ as the share of households’ total budget devoted to item $j$.

Figure 2.3, which indicates the price index between 1994 and 2003 for each percentile of the expenditure distribution and separately for rural and urban areas, clearly shows that the cost-of-living of the poor increased much faster than of the non-poor, leading to a redistribution of purchasing power in favor of the rich, which is not appropriately reflected in the general CPI. Also the prices of the rural population increased much more than of the urban population.

The poverty lines for 1994, 1998, and 2003, necessary for the decomposition of poverty changes, were constructed as described in Essay 1. As discussed, they also constitute a Paasche index.

---

21 The reason why the poverty line we use is based on a Paasche index is to be in line with the latest official poverty estimates in Burkina Faso (see Essay 1).

22 Note that before applying the PCPIs to deflate household expenditures, we also adjusted household expenditures for price differences among the 13 Burkinabè regions. These deflators were provided by the INSD in Burkina Faso. These deflators are sought to reflect general regional price differences, but do not take into account differences in consumption habits of households.
2.5. EMPIRICAL APPLICATION

Figure 2.3: Price Indices Curves

Source: EPI, EPIII. Computations by the authors.
Notes: The price indices in 1994 is set to 100.

2.5.2 Growth Incidence Curve with PCPIs

Figure 2.4 shows the national growth incidence curve, the growth rate in mean, and the mean of percentile-specific growth rates computed with both the general Burkinabé CPI and with PCPIs from 1994 to 2003. Figures 2.5 and Figure 2.6 show the same curves separately for urban and rural households. If we first take a look at the GICs, where the general CPI was used to convert nominal into real household expenditure per capita (represented by the grey lines in Figures 2.4, 2.5, and 2.6), we observe that household per capita expenditure increased to a significant extent over the whole income distribution on the national as well as on the rural level but not in urban areas.

Hence, on the national level as well as in rural areas, growth was absolutely pro-poor independent of where the poverty line is set, as both the national and rural GIC is above zero for all percentiles of the expenditure distribution. In contrast, in urban areas growth is only slightly pro-poor up to the 20th percentile, then up to the 80th percentile growth rates are negative but then again positive thereafter. Also, the mean of the percentile-specific growth rates lies above the growth rate in mean for both the national and the rural level, whereas the contrary is true for urban areas. This indicates that national and rural growth (in contrast to urban
growth) was also pro-poor taking the relative concept of pro-poor growth, i.e. the poor benefited relatively more than the average from economic growth (see also Table 2.3).

Analyzing the growth incidence curves which use PCPIs as a deflator (represented by the black lines in Figures 2.4, 2.5, and 2.6) it can clearly be stated that growth in Burkina Faso between 1994 and 2003 was less pro-poor both in absolute and in relative terms than it was suggested by the CPI-deflated GICs. Among poor households in both rural and urban areas, the percentile-specific growth rates computed with the PCPIs are substantially lower than those computed with the CPI. The difference is, as expected, considerably smaller among urban households and for households at the upper part of the income distribution, reflecting the fact that their specific consumption pattern is much closer to the weights underlying the CPI (Table 2.1).

Moreover, growth in Burkina Faso was not only in absolute but especially in relative terms less pro-poor if the more appropriate PCPIs are applied. With the PCPIs the mean of the percentile specific growth rates lies below the growth rate in mean for national, urban, and rural households. This implies that the poor

Source: EPI, EPIII. Computations by the authors.
Notes: All growth rates correspond to annualized growth rates (in %) of household per capita expenditure. — Growth incidence curve. — — — Growth rate in mean. · · · Mean of percentile-specific growth rates. Thin lines: CPI as deflator. Thick lines: PCPIs as deflators.
benefited relatively less than the average population from growth. This stands in contrast to the empirical results derived with the CPI-deflated GICs, where the poor (at least on the national and rural level) seemed to have benefited more than the non-poor from economic growth (see also Table 2.3).
Table 2.3: Growth Rate in Mean & Mean of Growth Rates

|          | Urban | Rural | National |
|----------|-------|-------|----------|
| CPI      | $g_\mu$ | 0.3   | 3.4      | 2.6      |
|          | $g_p$  | -0.2  | 3.5      | 3.1      |
| PCPIs    | $g_\mu$ | 0.5   | 2.9      | 2.3      |
|          | $g_p$  | -0.5  | 2.6      | 2.3      |

Source: EPI, EPIII. Computations by the authors.
Notes: CPI: Growth rates calculated with the general consumer price index. PCPIs: Growth rates calculated with percentile-specific price indices. $g_\mu$: Growth rate in mean. $g_p$: Mean of percentile-specific growth rates. All growth rates are annual growth rates in household expenditure per capita.

Comparing growth rates in mean and means of percentile-specific growth rates calculated with the general CPI on the one and calculated with PCPIs on the other hand also nicely illustrates that applying the CPI as a deflator to national averages is less problematic than to income level specific growth rates. As expected, growth rates in mean income computed with the CPI and PCPIs are much closer than the means of percentile-specific growth rates (Table 2.3).

If we focus on the shape of the curves, we see that in contrast to the CPI-deflated GICs now all PCPIs deflated curves show a massive ‘up-swing’ of growth rates at the upper-end of the income distribution, implying that, due to their specific consumption pattern, households along the upper percentiles of the income distribution were less affected by the massively increasing food prices between 1994 and 2003, and hence gained in relative purchasing power. This loss of relative purchasing power of the poor is not appropriately reflected in the GICs if the CPI is used as a deflator.\(^{23}\)

\(^{23}\)Note that the use of PCPIs does not necessarily lead to GICs that are less pro-poor than GICs calculated with the general CPI. At least for the case of Burkina Faso, the different inflation rates we could observe across the income distribution were not correlated over time. This means that percentiles which experienced higher than average inflation rates than others in one period (1994-1998) did not necessarily face higher than average inflation rates in the next period (1998-2003).
2.5.3 Triple Decomposition of Poverty

Table 2.4 (a) and Figure 2.7 show the estimates of a ‘triple’ decomposition of poverty changes. As can be seen in Table 2.4 (a) and Figure 2.7, the impact of the ‘poverty line’ component on changes in poverty can be significantly negative (between 1994 and 1998 and between 1994 and 2003) as well as positive (between 1998 and 2003) and might in some cases even outweigh the impact of the growth as well as the redistribution component. This implies that relative price changes were the major force behind the poverty increase which could be observed between 1994 and 1998. In addition, poverty would have decreased by 17.5 percent between 1994 and 2003 if the prices of the goods of the poor had experienced the same inflation rates as the prices of the goods of the non-poor. However, the high relative price shifts offset the positive effects of the growth and redistribution component by 9.2 percentage points (Table 2.4 (a)).

Figure 2.7: Poverty Decomposition of ΔP0

Source: EPI, EPII, EPIII. Computations by the authors.
Notes: Illustrated impacts correspond to Table 2.4.

Such a ‘triple’ decomposition seems not only useful whenever the development of the price index specific to the consumption of the poor differs significantly from the development of the general CPI, but also for long term poverty decompositions. Several authors have stated that in the course of economic development it is very unlikely that the poverty line can be kept absolutely constant over time,
Table 2.4: Poverty Decomposition of ΔP0

| Year       | 1994-1998 | 1998-2003 | 1994-2003 |
|------------|-----------|-----------|-----------|
| ΔP0        | -14.6     | -8.3      |           |
| (a) Growth (CPI) | -9.0      | -12.9     |           |
| Redistribution | -1.2      | -4.6      |           |
| Poverty Line (PLPI) | -4.6      | 9.2       |           |
| Residual   | 0         | 0         | 0         |
| ΔP0        | -14.6     | -8.3      |           |
| (b) Growth (PLPI) | -13.3     | -3.5      |           |
| Redistribution | -1.3      | -4.8      |           |
| Poverty Line (PLPI) | 0         | 0         | 0         |
| Residual   | 0         | 0         | 0         |
| ΔP0        | -9.9      | -18.6     |           |
| (c) Growth (CPI) | -10.3     | -13.4     |           |
| Redistribution | 0.4       | -5.2      |           |
| Poverty Line (CPI) | 0         | 0         | 0         |
| Residual   | 0         | 0         | 0         |

Source: EPI, EPII, EPIII. Computations by the authors.

Notes: CPI: consumer price index used as a deflator. PLPI: poverty line price index used as a deflator.

even if the objective is to measure absolute poverty (see e.g. Kilpatrick, 1973; Jäntti and Danziger, 2000). Since even the concept of absolute poverty cannot be seen independently of the social and economic development of a country, significant economic progress usually leads to a real increase of poverty lines. Hence, and for a better understanding of the driving forces behind changes in poverty, it should be useful to include a ‘relative price shift’ or ‘poverty line component’ into decompositions of poverty changes in any case.

Or, to be consistent with the ‘dual’ decomposition methodology, as proposed by Datt and Ravallion (1992), one has to make sure that the poverty line is kept constant in real terms over time, which means that the income variable and the poverty line have to be de- or inflated with the same price index.

This can either be achieved by using the inverse of the implicit inflation rate of the poverty line between \( t \) and \( t + 1 \) as a deflator for the income variable at \( t + 1 \) (Table 2.4 (b)), maintaining the purchasing power of the poverty line but deflating
all incomes with the inflation rate of the poor. Obviously, the change in poverty is the same as in a triple decomposition (Table 2.4 (a)). The growth component of this decomposition reflects the poverty change explained by the growth of the purchasing power of the poor (Table 2.4 (a)). Hence, it captures approximately the growth and the poverty line or price shift component of a triple decomposition.

An alternative is to inflate the poverty line in year $t$ of the base year with the inverse of the deflator which is used to deflate the income variable in year $t+1$. Table 2.4 (c) shows that if the poverty line is inflated over time with the CPI, we obtain estimated poverty changes which are quite different to the poverty increases or decreases stated with a triple decomposition. This is caused by a change in the underlying real purchasing power of the poverty line, as the CPI often under- or overstates the change in cost-of-living of the poor. Note that in such a dual decomposition the growth and redistribution component are very similar to a triple decomposition, whereas the poverty change captures the ‘real’ change in poverty and the poverty line or price shift component of a triple decomposition.

Both described alternative methods obviously lead to a poverty line component which is equal to zero and hence constitute a ‘dual’ decomposition.

2.6 Conclusion

As relative price shifts between goods primarily consumed by the poor and goods primarily consumed by the non-poor often constitute an important phenomenon of developing countries, we argued both from a theoretical as well as from an empirical perspective that inflation inequality has to be included in PPG measures.

Since all PPG measures intend to measure the impact of economic growth on the real and not nominal income growth of the poor (often relative to the non-poor), PPG measures should use appropriate and distinctive price deflators for the poor and the non-poor. Hence, we proposed simple methods how inflation inequality can be incorporated into PPG measures.

We further illustrated that these alternative methodologies are not only of theoretical relevance, but that they might also significantly alter our perception of the participation of the poor in economic growth. For the case of Burkina Faso between 1994 and 2003, we showed that ‘ignoring’ relative price changes can considerably bias pro-poor growth measures.
We think that from a methodological perspective, this paper can be a useful contribution to the measurement of pro-poor growth, as the issue of inflation inequality across income groups, although widely recognized, has so far been ignored in these types of dynamic welfare measures. Certainly, one might question whether ‘more than one price index number can be tolerated without confusion’ (Prais, 1958). However, we think that in case of large income (and hence also consumption pattern) disparities, as they persist in developing countries, and in case where we are interested in growth rates across the entire income distribution and not only in the growth rate in mean, ‘complexity’ should rule over ‘simplicity’.

This paper might therefore also add to the extensive literature on whether a ‘plutocratic’ or a ‘democratic’ price index is appropriate for the measurement of wellbeing over time (for an overview see e.g. Ley, 2005). We have shown that even if from a macro-perspective the difference of the two indices might in some cases be rather small (which would justify applying a simpler and more transparent ‘plutocratic’ price index), the difference can still be substantial from a micro-perspective.

From a policy perspective, our findings have clearly shown that only if we consider the changes in the cost-of-living of the poor relative to the non-poor, we appropriately measure how successful countries were in achieving pro-poor growth. In addition, when estimating the pro-poorness of certain policies, besides their impact on economic growth and inequality, their impact on relative price changes should also be carefully analyzed. Last, from an empirical perspective, including the aspect of inflation inequality in PPG measures might also considerably alter the obtained results from cross-country PPG studies.
Essay 3

Vulnerability to Idiosyncratic and Covariate Shocks

*Prediction is very difficult, especially about the future.*
Niels Bohr, 1885 - 1962

**Abstract:** Households in developing countries are frequently hit by severe idiosyncratic and covariate shocks leading to high consumption volatility. A household’s currently observed poverty status might therefore not be a good indicator of the household’s general poverty risk or vulnerability. Although several measures to analyze vulnerability have recently been proposed, empirical studies are still rare as the data requirements for these measures are often not met. In this paper, we propose a simple method to empirically assess the impact of idiosyncratic and covariate shocks on households’ vulnerability, which can be applied in a wide context as it relies on commonly available living standard measurement surveys. We empirically illustrate our approach for Madagascar and show that covariate shocks have a comparatively higher impact on rural households’ vulnerability whereas idiosyncratic shocks have a comparatively higher impact on urban households’ vulnerability.

---

based on joint work with Kenneth Harttgen.
3.1 Introduction

Households in developing countries are frequently hit by severe idiosyncratic and covariate shocks resulting in high income volatility.\(^1\) Although (poor) households in risky environments have developed various ex-ante and ex-post risk-coping strategies to reduce income fluctuations or to insure consumption against these income fluctuations, the variance of households’ consumption over time remains generally high (see e.g. Townsend, 1994; Udry, 1995). A household’s currently observed poverty status is, therefore, in many cases not a very good guide for a household’s vulnerability to poverty, i.e. its general poverty risk. Or in other words, whereas some households are trapped into chronic poverty, others are only temporarily poor, whereas other households, currently non-poor, might still face a high risk to fall into poverty in the future.

Most established welfare measurements, e.g. the FGT poverty measures (Foster et al., 1984), only assess the current poverty status of households, ignoring poverty dynamics. Results from such a static poverty analysis might therefore be misleading if high consumption volatility persists within countries. Not only might poverty rates fluctuate from one year to another, but even if aggregate poverty rates are constant over time, the share of the population which is vulnerable to poverty, i.e. which is poor ‘only’ from time to time, might be much higher. Moreover, these poverty measures cannot assess whether high poverty rates are a cause of structural poverty (i.e. low endowments) or a cause of poverty risk (i.e. high uninsured income fluctuations), which is important to know from a policy perspective.

To overcome the shortcomings of traditional poverty assessments, which can only present a static picture of households’ welfare, vulnerability measures estimate the ex-ante welfare of households, taking into account the dynamic dimension of poverty. Vulnerability assessments, therefore, try to estimate ex-ante both

---

\(^1\)Here, and in the following, idiosyncratic shocks refer to household-specific shocks (e.g. injury, birth, death or job loss of a household member) that are either uncorrelated or only weakly correlated across households within a community. Covariate shocks refer to shocks that are correlated across households within communities but uncorrelated (or only weakly correlated) across communities, i.e. they can be defined as community-specific shocks (e.g. natural disasters or epidemics).
the expected mean as well as variance of consumption, with the latter being determined by idiosyncratic and covariate shocks.

Although there has recently been a growing theoretical literature on vulnerability measurement, relevant empirical studies on vulnerability are - largely due to data limitations - still rare. Apart from the fact that only past welfare data is and will always only be available to assess future welfare, vulnerability analysis is so far also severely constrained by missing data on the two most important dimensions of vulnerability.

First, to appropriately examine the dynamic aspects of poverty, lengthy panel data on income and consumption would be needed. But for many developing countries, lengthy panel data does not exist and cross-sectional surveys (or sometimes panels with two or three waves), with either income or consumption data, are the only data available. Second, to assess the underlying causes of vulnerability, comprehensive data on shocks and coping strategies would be necessary. However, most household surveys were not designed to provide a full accounting of the impact of shocks on households’ income or consumption and information on idiosyncratic and covariate shocks is in most data sets either completely missing or very limited.

Most existing empirical studies have, therefore, either examined the vulnerability of households, ignoring the causes of the observed vulnerability, or have only studied the impact of selected idiosyncratic or covariate selected shocks on households’ consumption, leaving out an analysis of the relative importance of different shocks on households’ vulnerability. In addition, concentrating on selected shocks might have led to biased and inefficient estimates of the impact of these shocks on households’ vulnerability (see Section 3.2.2).

The objective of this paper is to assess the relative impact of idiosyncratic and covariate shocks on households’ vulnerability to poverty. More precisely, we both estimate how much of households’ vulnerability is structural and risk induced and estimate the share of risk induced vulnerability that is idiosyncratic and covariate. We propose a simple method which can be applied to commonly available living standard household measurement surveys (LSMS) without being constrained by the usual data limitations for vulnerability analysis; i.e. the method allows to estimate the impact of idiosyncratic and covariate shocks on households’ vulnerability without lengthy panel data and information on a wide range of shocks. The
suggested approach is an integration of multilevel analysis (Goldstein 1999) into the widely applied method by Chaudhuri (2002) to estimate vulnerability from cross-sectional or short panel data to overcome the problem of missing lengthy panel data.

We are aware of the fact that rather strong assumptions have to be made to estimate households' vulnerability based on data from a single or only few points in time. However, given that lengthy panel data is missing for most developing countries, we argue that the suggested approach can provide quite interesting insights into the relative impact of idiosyncratic and covariate shocks on households' consumption fluctuations. The suggested approach should not serve as an alternative to the use of lengthy panel data, which are in any case preferable, but rather as an attempt to apply the concept of vulnerability to available cross-sectional or short panel data.

The remaining paper is structured as follows. Section 3.2 briefly discusses the theoretical and empirical literature on vulnerability to poverty. Section 3.3 proposes a methodology that allows assessing the relative importance of idiosyncratic and covariate shocks for households' vulnerability. Section 3.4 presents an empirical application to Madagascar and Section 3.5 concludes.

3.2 Concepts and Estimates of Vulnerability

As discussed in the introduction, a household's currently observed poverty status might not be a reliable guide to a household's longer-term wellbeing. Policy and research in development economics have, therefore, long emphasized that it is crucial to go beyond a static ex-post assessment of who is currently poor to a dynamic ex-ante assessment of who is vulnerable to poverty. But although there has been an emerging literature mainly on the concept but also on the empirical analysis of vulnerability, its significance is especially for policy makers still rather low. This will be discussed in the following two sections.

3.2.1 Concepts of Vulnerability

The current theoretical literature on vulnerability is still in a rather early stage of research with numerous definitions and measures and seemingly no consensus on
how to conceptualize vulnerability (see also Hoddinott and Quisumbing, 2003). Several competing measures have been proposed (for an overview see e.g. Hoddinott and Quisumbing, 2003) but the literature has not yet settled on a preferred definition or measure. In principal, however, three main concepts of vulnerability have emerged:

Combining the literature on imperfect insurance with an assessment of prospective risks, the first approach proposes to measure vulnerability as uninsured exposure to risks, or in other words, the ability of households to insure consumption against income fluctuations (e.g. Glewwe and Hall, 1998). The second concept defines vulnerability as expected poverty, i.e. as the probability that a household’s future consumption will lie below a pre-defined poverty line (e.g. Chaudhuri, 2002; Pritchett et al., 2000b). The third definition associates vulnerability with low expected utility (Ligon and Schechter, 2003). Based on micro-economic theory, that the utility of risk-averse individuals falls if volatility of consumption rises, vulnerability is measured with reference to the utility derived from some level of certain-equivalent-consumption, above which households would not be considered as vulnerable. Last, using an axiomatic approach, Calvo and Dercon (2005) have combined the latter two measures and define vulnerability as 1 minus the expected value of the ratio of a household’s consumption to the poverty line with an exponent between 0 and 1 to account for risk aversion.2

But independent of the applied definition of vulnerability, vulnerability measures are always a function of the estimated expected mean and variance of households’ consumption. The mean of expected consumption is determined by household and community characteristics whereas the variance in households’ consumption is determined by the severity and frequency3 of idiosyncratic and covariate shocks as well as the strength of households’ coping mechanisms to insure consumption against these shocks.

For a comprehensive understanding of vulnerability to poverty it is also important to know both the magnitude of consumption volatility (i.e. the level of

---

2More precisely, the formula is $V = 1 - \sum_{i=1}^{t} p_i (\frac{x_i}{z})^\alpha$, where $p_i$ is the probability and $x_i$ the consumption of state $i$. $z$ is the poverty line and $\alpha$ a risk-aversion factor between 0 and 1. Whenever $x_i$ is greater than $z$, the ratio is set to 1.

3The question of the impact of the frequency of shocks on households consumption is often ignored, as lengthy data on the probability distribution of shocks is practical not available.
vulnerability) as well as the causes of volatility in consumption (i.e. the sources of vulnerability). In general, currently available data does, however, only barely allow to estimate the vulnerability of households or the impact of shocks on consumption, let alone to measure both the level and sources of vulnerability simultaneously. The existing empirical literature on vulnerability analysis can, therefore, be broadly divided into two strands of literature: the first concentrating on the measurement of aggregate vulnerability within a population and the latter analyzing the impact of selected shocks on households’ consumption.

3.2.2 Estimates of Vulnerability

The first strand of literature, which intends to estimate the vulnerability of households, has been pioneered by Townsend (1994, 1995) and Udry (1995) who were some of the first using panel data to analyze whether households are able to insure consumption against idiosyncratic income fluctuations over space and time. In this spirit, several studies followed, ‘simply’ analyzing consumption fluctuations over time (e.g. Dercon and Krishnan, 2000; Jalan and Ravallion, 1999; Morduch, 2005).

A severe drawback of this literature is that it relies on panel data (and often also on the presence of both income and consumption data), which is very limited for developing countries. The existing studies and drawn conclusions are hence often based on very few rounds (often not more than 2 waves) and/or observations (often not more than 100 households) of rural panel data, whereas urban households are mostly ignored (Morduch, 2005). A major confounding factor is also the problem of measurement error as it is quite difficult to distinguish real consumption changes from measurement error in these relatively short panels (see e.g. Luttmer, 2000; Woolard and Klasen, 2005).

The second strand of empirical literature on vulnerability which estimates the impact of selected shocks on households’ consumption has also large data-driven limitations. Information on idiosyncratic and covariate shocks is in most households surveys very limited and sometimes even completely missing. As a consequence, most authors have only focused on the impact of selected shocks on consumption (see e.g. Gertler and Gruber, 2002; Glewwe and Hall, 1998; Grimm, 2006; Kochar, 1995; Paxon, 1992; Woolard and Klasen, 2005).
3.2. Concepts and Estimates of Vulnerability

Concentrating on certain shocks does, however, not allow for an analysis of the relative impact of various shocks on households’ consumption, which would be needed to assess which shocks should be given first priority in ‘poverty-prevention’ programs. Moreover, these studies have rarely been able to analyze the impact of these shocks on the vulnerability of households, as households’ vulnerability to shocks is not only a function of the impact of shocks on households’ consumption but also of the frequency distribution of these shocks.

In addition, there are severe econometric problems related to this work. Most studies rely on standard regression analysis (ordinary least squares, OLS) to study the impact of shocks on households’ consumption. First, focusing on certain shocks introduces a considerable omitted variable bias as various shocks are often highly correlated (see Table 3.1 for Madagascar). The impact of selected shocks on households’ consumption is therefore likely to be overestimated. On the other hand, the impact of other shocks might be underestimated, if the impact of these shocks depends on the occurrence of other shocks, and hence would only be significant in an interaction term.

Table 3.1: Correlation of Selected Covariate Shocks

|          | Malaria | Tuber | Typhoid | Cholera | Rice | Newcastle | Flood | Road | Drought |
|----------|---------|-------|---------|---------|------|-----------|-------|------|---------|
| Malaria  | 1.00    |       |         |         |      |           |       |      |         |
| Tuber*   | 0.60    | 1.00  |         |         |      |           |       |      |         |
| Typhoid  | 0.40    | 0.44  | 1.00    |         |      |           |       |      |         |
| Cholera  | 0.39    | 0.36  | 0.34    | 1.00    |      |           |       |      |         |
| Rice*    | 0.25    | 0.21  | 0.18    | 0.03    | 1.00 |           |       |      |         |
| Newcastle* | 0.63  | 0.49  | 0.29    | 0.34    | 0.15 | 1.00      |       |      |         |
| Flood    | 0.15    | 0.15  | 0.24    | 0.17    | 0.00 | 0.20      | 1.00  |      |         |
| Road*    | 0.29    | 0.18  | 0.26    | 0.15    | 0.14 | 0.19      | 0.36  | 1.00 |         |
| Drought  | 0.26    | 0.24  | 0.28    | 0.06    | 0.20 | 0.18      | 0.09  | -0.02| 1.00    |

Source: ILO/Cornell Commune Level census 2001. Computations by the authors.
Notes: *) Tuber: Tuberculosis. Rice: Rice Pest. Newcastle: Cattle Disease. Road: Impassible Road or Bridge.

Second, it is often assumed that the impact of shocks on consumption is the same across all households, which is a rather strong assumption to make. We should, for example, expect that the marginal effect of shocks on households’
consumption is lower for households at the upper end of the income distribution as these households should possess better self-insurance mechanisms. Third, the problem of endogeneity might be severe as households’ welfare has presumably also an impact on the occurrence of certain shocks. For example, poor households normally face higher mortality risks.

Most important, several studies, which have analyzed the impact of covariate community shocks might be biased because they disregard the hierarchical (or multilevel) data structure underlying these estimates (Goldstein, 1997, 1999). If covariate community shocks are simply assigned to each household within a community, ‘blowing up’ data values from a small number of communities to many more households, the assumption of independent observations is violated, leading to estimates that might be statistically insignificant and hence overestimate the impact of covariate shocks on households’ consumption (for a more detailed discussion see Section 3.3.1).

3.2.3 Idiosyncratic and Covariate Shocks

We certainly cannot bridge the data gaps that exist with regard to missing panel data and missing information on shocks in developing countries. What we propose is an estimation method which allows to study the relative impact of idiosyncratic and covariate shocks on households’ vulnerability, without lengthy panel data and without facing the discussed econometric problems that usually occur when estimating the impact of certain selected shocks on households’ consumption. In addition, we estimate the level and sources of vulnerability simultaneously, which has rarely been done. Although we cannot distinguish between the impact of specific shocks, a disaggregation of the impact of covariate community versus idiosyncratic household-specific shocks should already be interesting.

Since covariate (community) shocks are correlated across households, mutual insurance mechanisms within communities can easily break down during covariate ‘crisis’. On the other hand, mutual insurance across communities, which

4We speak of hierarchical data structure or multilevel data whenever variables, i.e. economic indicators, are collected at different hierarchical levels with lower hierarchical levels, e.g. households, nested within higher hierarchical levels, e.g. communities (for a detailed discussion of multilevel data structure see Section 3.3.2).
would mitigate the problem of correlated shocks across households, are hypothe-
sized to break down because of information asymmetries and enforcement limi-
tations (Ray, 1998). On the contrary, micro-economic theory claims that house-
holds are (imperfectly) able to insure consumption against idiosyncratic shocks, as they are uncorrelated across households even within communities, where in-
formation asymmetries and enforcement limitations are assumed to be less severe than across communities. Hence, analyzing the relative magnitude of covariate and idiosyncratic variance in households’ consumption can first of all test the hy-
pothesis of better insurance mechanisms against idiosyncratic shocks than again covariate shocks.

In addition, an assessment of the relative importance of idiosyncratic and co-
variate shocks might help policy makers to set up insurance priorities. Possible in-
surance mechanisms for idiosyncratic on the one hand and covariate shocks on the
other hand might differ quite significantly. Whereas higher information asymme-
tries persist for mutual or informal insurance mechanisms across communities, the contrary is the case for external or formal insurance mechanisms where higher in-
formation asymmetries prevail for shocks and consumption volatility within communi-
ties. Moreover, in contrast to idiosyncratic shocks, covariate shocks are much easier to target externally, as they are geographically clustered.

Few studies (e.g. Carter, 1997; Dercon and Krishnan, 2000) have attempted to
estimate the relative importance of covariate and idiosyncratic shocks on house-
holds’ consumption. Their estimation results generally show that covariate shocks have a larger and more significant impact on households’ consumption than idio-
syncratic shocks. However, these studies have often only analyzed rural house-
holds, relied on lengthy panel data, which is rarely available for developing coun-
tries, and also faced the discussed econometric problems of concentrating on some selected idiosyncratic and covariate shocks, without taking into account hierarchi-
cal data structure. Moreover, assessing the relative impact of idiosyncratic and co-
variate shocks based on a classification of shocks into covariate and idiosyncratic
shocks is problematic as several shocks have an idiosyncratic and a covariate com-
ponent.\footnote{For example, it is difficult to say whether the death of a household member is an idiosyncratic or a covariate shock, as the death might have occurred because of age - in this case the death were}

Hence, we think that our approach, which will be discussed in the fol-
lowing, might contribute to a better understanding of the relative importance of idiosyncratic and covariate shocks on households’ vulnerability.

3.3 Methodology

3.3.1 Mean and Variance of Consumption

Our proposed method is an extension of the methodology proposed by Chaudhuri (2002) to estimate expected mean and variance in consumption using cross-sectional data or short panel data. This estimation procedure has recently become quite popular to analyze vulnerability, as lengthy panel data is practically not available for developing countries. In the following, we only present the estimation procedure for cross-sectional data although the same method can be applied to short panel data.\(^6\)

The main hypothesis, that Chaudhuri (2002) makes to estimate the expected mean and variance of consumption, is that the error term in a consumption regression, or the unexplained variance in consumption of otherwise equal households, captures the impact of household-specific idiosyncratic and community-specific covariate shocks on households’s consumption. Furthermore, the assumption is made that this variance is correlated, i.e. can be explained, with observable household and community characteristics.

Suppose that the consumption of household \(i (i = 1, \ldots, n)\) in period \(t\) is determined by a set of variables \(X_i.\)\(^7\) We can hence write down the following equation:

\[
\ln c_i = \beta_0 + \beta_1 X_i + e_i \quad (3.1)
\]

an idiosyncratic shock - or because of an epidemic - in this case the death constituted a covariate shock.

\(^6\)For a discussion of implementing the proposed method using panel data with a two-wave panel see Chaudhuri (2002) or Ligon and Schechter (2004). Chaudhuri (2002) uses a two-wave panel data set from Indonesia between 1998 and 1999. Ligon and Schechter (2004) use a two-wave panel from Vietnam (1993 and 1998) and Bulgaria (1994 and 1995).

\(^7\)Note that the subscript \(i\) in this section refers to the household and community subscripts \(i\) and \(j\) in Section 3.3.2. In Chaudhuri (2002) no explicit difference is made between household and community characteristics and shocks, i.e. error terms.
where $\ln c_i$ is per capita household (log) consumption, $X_i$ a set of household as well as community characteristics, and $e_i$ the unexplained part of households' consumption, i.e. the impact of shocks on households' consumption. As we assume that the impact of shocks on households' consumption is also correlated with observable household and community characteristics, we can define the variance of the unexplained part of households' consumption $e_i$ as:

$$\sigma^2_{ei} = \theta_0 + \theta_1 X_i + \eta_i.$$  \hspace{1cm} (3.2)

Hence, whereas standard ordinary least squares (OLS) regression techniques assume homoscedasticity, i.e. the same variance $V(e_i) = \sigma^2$ across all households, Chaudhuri (2002) assumes that the variance of the error term is not equal across households but depends on $X_i$, i.e. is heteroskedastic, reflecting the impact of shocks on households' consumption. Since we assume heteroscedasticity, using OLS for an estimation of $\beta$ and $\theta$ would lead to unbiased but inefficient coefficients. To overcome this problem, equation 3.1 has to be reduced to a model where the residuals $e_i$ have a homogeneous variance.

In a last step, for each household, the expected mean (equation 3.3) and variance (equation 3.4) of consumption can be estimated using consistent and asymptotically efficient estimators $\hat{\beta}$ and $\hat{\theta}$:

$$E[\ln c_i|X] = \hat{\beta} X_i$$ \hspace{1cm} (3.3)

$$\hat{V}[\ln c_i|X] = \hat{\sigma}^2_{ei} = \hat{\theta} X_i.$$ \hspace{1cm} (3.4)

We expand the proposed method by Chaudhuri (2002) with multilevel analysis (Goldstein, 1999). This first of all allows to differentiate between unexplained variance at the household level (i.e. the impact of idiosyncratic household-specific shocks) and unexplained variance at the community level (i.e. the impact of covariate community-specific shocks). Second, multilevel analysis corrects for inefficient estimators, which might occur whenever the proposed methodology by Chaudhuri (2002) is applied to hierarchical data structures, i.e. whenever household and community variables are used in equation (3.1) and (3.2) simultaneously.

---

8It is still assumed that the conditional distribution of $e_i$ has a mean of zero.

9For a detailed discussion, see Maddala (1977). Chaudhuri (2002), for example, applies three-step feasible generalized least squares.
3.3.2 **Multilevel Analysis**

Multilevel models are designed to analyze the relationship between variables that are measured at different hierarchical levels (for an introduction see e.g. Bryk and Raudenbush, 1992; Goldstein, 1999; Hox, 2002). We speak of ‘hierarchical’ or ‘multilevel’ data structure whenever variables are collected at different hierarchical *levels* with lower levels (e.g. households) nested within higher levels (e.g. communities).

Using a multilevel model first of all allows to use both individual observations and groups of observations simultaneously in the same model without violating the assumption of independent observations, providing correct standard errors and significance tests (Goldstein 1999). If this data structure were ignored, for example if a certain community characteristic were simply assigned to each household living within this community, the assumption of independent observations would be ignored, leading to downward biased standard errors and overestimated *t*-values. As a result the precision of estimates would be overstated.\(^{10}\)

Moreover, multilevel models do not only account for dependencies between individual observations but also explicitly analyze dependencies at each level and across levels. In a multilevel model each level is formally represented by its own sub-model, which expresses not only the relationships among variables within the given level but also across different levels. For example, multilevel models would assume that covariate shocks do not only have a direct impact on households consumption,\(^{11}\) but also an indirect impact on the returns to household-specific characteristics.\(^{12}\)

\(^{10}\)A related problem of dependent individual observations, leading to biased standard errors, also occurs in surveys with cluster sampling. Several methods have been proposed to estimate unbiased standard errors in clustered survey samples (Deaton, 1997) and in principle these correction procedures could also be applied to hierarchical data structure. However, and in contrast to multilevel models, most of the proposed procedures for cluster sampling assume intra-class correlations between observations within clusters that are equal for all variables, which is usually not the case for variables of different hierarchical levels (Hox, 2002).

\(^{11}\)This direct impact is assumed to be the same for all households within the same community.

\(^{12}\)In contrast, to control for sample clustering, usual regression techniques assume constant intra-class correlations for all variables, ignoring the relationship of variables at each level and between variables of different hierarchical levels.
Last, and most important for our case, multilevel models decompose the unexplained variance of the dependent variable (e.g. consumption) into a lower-level (e.g. household) and higher-level (e.g. community) component which we use for an assessment of the impact of idiosyncratic households-specific versus covariate community-specific shocks on households’ consumption.

To formally illustrate the basic idea of multilevel modeling suppose \( i = 1, \ldots, I \) units (e.g. households) at level one and \( j = 1, \ldots, J \) units (e.g. communities) at level two and that household \( i \) is nested within community \( j \). If \( \ln c_{ij} \) is per capita household (log) consumption and \( X_{ij} \) a set of household characteristics of household \( i \) in community \( j \) we can set up the following regression equation:

\[
\ln c_{ij} = \beta_{0j} + \beta_{1j}X_{ij} + e_{ij} \tag{3.5}
\]

where the error term \( e_{ij} \) reflects the unexplained variance in households’ consumption. Note that in contrast to standard regression models and equation (3.1), the variables in equation (3.5) are denoted by two subscripts: one referring to the household \( i \) and one to the community \( j \), and that coefficients are denoted by a subscript referring to the community \( j \). This means that it is assumed that \( \beta_{0j} \) and \( \beta_{1j} \) vary across communities. Various community characteristics \( Z_j \) can then be introduced to estimate the variance of coefficients across communities:

\[
\beta_{0j} = \gamma_{00} + \gamma_{01}Z_j + u_{0j} \tag{3.6}
\]

\[
\beta_{1j} = \gamma_{10} + \gamma_{11}Z_j + u_{1j}. \tag{3.7}
\]

where the error terms \( u_{0j} \) and \( u_{1j} \) represent level two residuals, i.e. the unexplained variance in consumption across communities.\(^{13}\) Equation (3.6) and (3.7) hence reflect the impact of community characteristics \( Z_j \) on households’ consumption, which differs across communities but which is the same for all households within the same community \( j \). Substituting equation (3.6) and (3.7) into equation (3.5) provides the full model, which can be written as

\[
\ln c_{ij} = \underbrace{\gamma_{00} + \gamma_{01}Z_j + \left(\gamma_{10} + \gamma_{11}Z_j\right)X_{ij}}_{\text{deterministic}} + \underbrace{u_{0j} + u_{1j}X_{ij} + e_{ij}}_{\text{stochastic}}. \tag{3.8}
\]

\(^{13}\)The residuals \( e_{ij}, u_{0j} \) and \( u_{1j} \) are assumed to have a mean of zero.
and estimated via maximum likelihood (Mason et al., 1983; Goldstein, 1999; Bryk and Raudenbush, 1992). The first part of equation (3.8) reflects the deterministic part of the equation, including the interaction term $X_{ij}Z_j$, which analyzes cross-level interactions between variables at the household and variables at the community level. The second part captures the stochastic part of the model.

In contrast to standard OLS regression the error term in (3.8) contains not only an individual or household component $e_{ij}$ but also a group or community component $u_{0j} + u_{1j}X_{ij}$. The error term $u_{0j}$ represents the unexplained variance across communities for the intercept $\beta_{0j}$. The error term $u_{1j}$ reflects the unexplained variance across communities for the slope $\beta_{1j}$. The error term $e_{ij}$ captures the remaining unexplained variance in households' consumption.

This is nicely illustrated in Figure 3.1, where the error terms $u_0$, $u_1$, and $e_i$ are illustrated for community $j$. The lower solid line represents the intercept and slope that can be estimated with the specific community characteristics $Z_j$ of community $j$ with equation (3.6) and (3.7). The upper solid line indicates the 'predicted' intercept $\beta_{0j}$ and slope $\beta_{1j}$ within community $j$ estimated with the household characteristics $X_{ij}$ in equation (3.5). Thus if we consider any household observation $i$, the unexplained part of consumption $\ln c_i$, can be decomposed into $u_0$ (referring to the unexplained part of the community-specific intercept), $u_1$ (referring to the unexplained part of the community-specific slope), and $e_i$ (referring to the household-specific error term).

The stochastic part in equation (3.8) also demonstrates the problem of dependent errors in multilevel analysis. Whereas the household error component $e_{ij}$ is independent across all households, the community level errors $u_{0j}$ and $u_{1j}$ are independent between communities but dependent, i.e. equal, for every household $i$ within community $j$. This already leads to heteroscedastic error terms, as the overall error term of a household depends on $u_{0j}$ and $u_{1j}$ as well as on household characteristics $X_{ij}$. For the case that the household- and community-specific error terms $e_{ij}$, $u_{1j}$, and $u_{0j}$ are themselves heteroscedastic - an assumption we make

---

14Note that intercepts and slopes vary across communities $j = 1, \ldots, J$ but not across households $i = 1, \ldots, I$ within a community $j$. 
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Figure 3.1: Error Terms of Multilevel Modeling

Source: Own Illustration.

Notes: $u_0$: Community-specific error term of the community-specific intercept $\beta_{0j}$, see equation (3.6). $u_{1j}$: Community-specific error term of the community-specific slope $\beta_{1j}$, see equation (3.7). $e_{ij}$: Household-specific error term in community $j$.

- multilevel modeling also allows to specify heteroscedasticity at the community and household level.\(^{15}\)

3.3.3 Idiosyncratic and Covariate Variance

To assess the relative impact of idiosyncratic and covariate shocks on households’ vulnerability using cross-sectional data we incorporate multilevel modeling (described in Section 3.3.2) into the method of Chaudhuri (2002) (described in Section 3.3.1).

In a first step, using a basic multilevel model, we regress per capita household (log) consumption of household $i$ in community $j$ on a set of household $X_{ij}$ and community covariates $Z_j$, which can be denoted:

$$\ln c_{ij} = \gamma_{00} + \gamma_{10}X_{ij} + \gamma_{01}Z_j + (u_{ij} + e_{ij}). \quad (3.9)$$

\(^{15}\)For the estimation of the multilevel model, the GLAMM package for STATA is used. To provide consistent and asymptotically efficient estimators, the Huber/White sandwich estimator is used (see e.g. Maas and Hox, 2004).
Note that in contrast to equation (3.8) no cross-level interactions are included in equation (3.9), i.e. the interaction term $\gamma_0 Z_j X_{ij}$ and the error term $u_1 Z_j X_{ij}$ are set to zero. When setting up the multilevel model, we also included cross-level interaction terms, which did however not show any significant results. Since interaction terms should only be incorporated in multilevel models if they show significant results (see e.g. Hox, 2002), they were removed from the model. This means that community characteristics and shocks only have a direct impact on households' consumption and no impact on the returns to household characteristics. Whether this holds for other data sets is a further interesting research question.

Equation (3.9) hence estimates two error terms, one at the household level $e_{ij}$ and one at the community level $u_j$. Following Chaudhuri (2002) it is assumed that the error term $e_{ij}$ at the household level captures the impact of idiosyncratic shocks whereas the error term $u_j$ at the community level captures the impact of covariate shocks on households' consumption. Again following Chaudhuri (2002), we assume that the variance of consumption at the household and at the community level, i.e. the impact of idiosyncratic and covariate shocks, depends on a set of household and community characteristics:

$$\sigma^2_{e_{ij}} = \theta_0 + \theta_1 X_{ij} + \theta_2 Z_j$$  \hspace{1cm} (3.10)  
$$\sigma^2_{u_j} = \tau_0 + \tau_1 Z_j$$  \hspace{1cm} (3.11)  

where $\sigma^2_{e_{ij}}$ refers to the variance at the household level (level 1) and $\sigma^2_{u_j}$ to the variance at the community level (level 2). In a second step, we can therefore estimate the variance at the household level $\sigma^2_{e_{ij}}$ and the community level $\sigma^2_{u_j}$ from the predicted residuals $e_{ij}$ and $u_j$ of equation (3.9) using again a multilevel approach that provides us with asymptotically efficient and consistent estimation parameters for each variance component.\textsuperscript{16}

In a third step, we finally estimate the expected mean as well as the idiosyncratic and covariate variance of households' consumption:

$$\hat{E}[\ln c_{ij} | X, Z] = \hat{\gamma}_0 + \hat{\gamma}_1 X_{ij} + \hat{\gamma}_0 Z_j$$  \hspace{1cm} (3.12)  

\textsuperscript{16}In this model estimates of $\sigma^2_{e_{ij}}$ and $\sigma^2_{u_j}$ do not necessarily have to be positive. We did not face this problem in our case. However, an alternative way to estimate the variance of consumption, which guarantees positive values, is to use the log of variance in consumption so that equation (3.10) and equation (3.11) become $\log(\sigma^2_{e_{ij}}) = \theta_0 + \theta_1 X_{ij} + \theta_2 Z_j$ and $\log(\sigma^2_{u_j}) = \tau_0 + \tau_1 Z_j$. 
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\[ \hat{\nu}_{idiosyncratic}\ln c_i|X,Z] = \hat{\sigma}^2_{eij} = \hat{\theta}_0 + \hat{\theta}_1 X_{ij} + \hat{\theta}_2 Z_j \] (3.13)

\[ \hat{\nu}_{covariate}\ln c_i|Z] = \hat{\sigma}^2_{u_j} = \hat{\tau}_0 + \hat{\tau}_1 Z_j. \] (3.14)

These estimates can be used to assess the impact of idiosyncratic and covariate shocks on households’ vulnerability, applying any of the measures of vulnerability (see Section 3.2.1).

3.3.4 Critical Discussion

Obviously, in the absence of any time-variant information on consumption, three rather strong assumptions have to be made when using cross-sectional surveys to estimate expected mean and variance in consumption.

First, the most critical assumption is that it has to be assumed that present cross-sectional variance can be used to estimate future inter-temporal variance in consumption. This implicitly assumes that the variance in consumption of a particular household is constant over time, i.e. that \( \text{Var}(e_{it}) = \sigma^2_t \). Moreover, although cross-sectional variance might explain part of inter-temporal variance due to idiosyncratic or covariate community-specific shocks, the model will always miss the impact of inter-temporal shocks on the national level.

The argument for justifying this assumption is the non-existence of panel data in developing countries, but one should be aware of the limitations of a conclusion about inter-temporal variance in consumption that is based on estimates from a single period. Also for short panel data, this assumption remains very critical. Only lengthy panel data would allow to draw precise conclusions about inter-temporal variance in consumption, since it includes information on changes in consumption over time. On the other hand, one could argue that panel estimators use past variance to estimate future variance in consumption, which might not always be better.

Second, it has to be assumed that the impact of shocks on households’ consumption is indeed correlated with observable characteristics. In addition, the above model also assumes that shocks have no impact on the covariates \( X_{ij} \) or \( Z_j \), which might not hold in all cases. For example, a death in a household would also have an effect on the household size, captured by \( X_{ij} \).

Last, the existence of measurement error and unobserved heterogeneity in households’ characteristics, which determine households’ consumption, is a ma-
jor concern for the estimation of variance in consumption. Large measurement error and unobserved but deterministic heterogeneity in households' characteristics could lead to a significant overestimation of the variance in consumption, i.e. a general overestimation of the impact of idiosyncratic and covariate shocks on households' consumption.

Hence, it has to be assumed that the error term in equation (3.1) mainly captures some 'economic' variance and only to a lesser extent measurement error in consumption.17 This assumption is however not only made in other (panel) estimations of inter-temporal consumption variance (see e.g. Townsend, 1994) but also in other strands of literature (e.g. the error term in wage equations capturing unmeasured skill diversity, see Lemieux, 2006). With regard to high unobserved but deterministic heterogeneity in households' characteristics, there is little we can do. Thus, whenever we assume high unobserved deterministic heterogeneity, short panel data should be preferred to cross-sectional data - using the same methodology of Chaudhuri (2002) - to control for household-specific fixed effects.

The proposed method has, however, the great advantage that it overcomes the problem of missing lengthy panel data. In addition, Chaudhuri (2003) demonstrates the robustness of the above described approach using a two-year panel of Indonesia and the Philippines, comparing estimated ex-ante poverty rates from the vulnerability estimates in the first year with the actual incidence of poverty in the second year.18

Furthermore, conducting Monte Carlo experiments Ligon and Schechter (2004) show that the proposed approach of Chaudhuri (2002) is the 'best' so far proposed estimator of households' mean and variance in consumption whenever expenditure is measured with low error and whenever at least a two-wave panel is at

17Note that measurement error is also a major problem in estimators of vulnerability which are based on panel data.
18In the first round, given the estimated expected mean and variance in consumption of households, households were grouped based on their estimated probability to fall below the poverty line (see Section 3.4.3). The predicted poverty rates - which must be equal to the estimated mean probability to fall below the poverty line - for each decile of this poverty risk (or vulnerability) distribution matched almost exactly the actual poverty rates in the second round.
hand. In any case, the proposed extension of Chaudhuri (2002) in Sections 3.3.2 and 3.3.3 can also easily be applied to short panel-data.

Keeping the critical assumptions in mind, the proposed approach should be understood as an illustrative attempt of assessing the vulnerability of households, when - as in most cases for developing countries - only cross-sectional or short panel data is at hand. As already discussed, there is no doubt that lengthy panel data are in any case preferable for the estimation of households’ vulnerability. However, the extension of the concept of Chaudhuri (2002) with multilevel modeling might give interesting insights in the relative impact of idiosyncratic and covariate shocks on households’ vulnerability whenever only cross-sectional data without any information about shocks is available.

3.4 Empirical Application

3.4.1 Data Description

We empirically illustrate our proposed approach for Madagascar. Madagascar is one of the poorest countries in sub-Saharan Africa with a GDP per capita of 744 US$ PPP and - according to the international poverty line of 1 US$ PPP a day - an estimated headcount poverty rate of 61.0 percent. Its poor economic performance is also reflected in very low indicators of human wellbeing: Life expectancy at birth is 55.6 years, under-five mortality rate is 123 in 1000, and child undernutrition (measured in weight for age for children below the age of 5) amounts up to 41.9 percent (UNDP, 2005). In addition, households in Madagascar are frequently hit by idiosyncratic and covariate shocks (Table 3.2) which have an additional severe down-side impact on households’ wellbeing. Mills et al. (2003) further report that households are most often hit by frequently occurring covariate...
shocks, which also show a quite strong spatial and temporal correlation (see Table 3.1 and Table 3.2).

Table 3.2: Households’ Exposure to Selected Shocks

|                                | Households in Communities with Exposure (in %) | Correlation of Shocks across Years (1999/2000)* |
|--------------------------------|-----------------------------------------------|-------------------------------------------------|
| Epidemics                      |                                               |                                                 |
| Malaria                        | 73.93                                         | 0.88                                            |
| Tuberculosis                   | 54.19                                         | 0.81                                            |
| Typhoid                        | 32.53                                         | 0.81                                            |
| Cholera                        | 33.64                                         | 0.44                                            |
| Agricultural shocks            |                                               |                                                 |
| Rice pest                      | 22.72                                         | 0.84                                            |
| Swineflu                       | 39.46                                         | 0.63                                            |
| Newcastle                      | 75.91                                         | 0.85                                            |
| Climate shocks                 |                                               |                                                 |
| Flooding                       | 24.69                                         | 0.52                                            |
| Impassible bridge or road      | 21.00                                         | 0.70                                            |
| Drought                        | 17.97                                         | 0.57                                            |
| Cyclones                       | 7.37                                          | 0.25                                            |

Source: *Enquete Auprès Des Menages*, 2001 and ILO/Cornell Commune Levels Census, 2001. Own calculations. *Mills et al., 2003.

The data, which we use for our analysis, is derived from a cross-sectional household survey and a cross-sectional community census. The community census is the 2001 ILO/Cornell Commune Level census, which provides information on community characteristics like social and economic infrastructure as well as data on the occurrence of covariate shocks. It covers 1,385 out of the 1,395 communities in Madagascar. Note that in many studies the village has been used as the ‘natural’ covariate level, but there is no necessity to do so (Genicot and Ray, 2003; Morduch, 2005), and using communities instead, as we do in this analysis, does not seem less useful. Data on household characteristics is taken from the national representative household survey of 2001 (*Enquete Auprès Des Menages*), covering 5,080 households (1,778 urban and 3,302 rural households) in 186 communities.

To estimate households’ expected mean and variance of consumption, at the household level we use the stated household characteristics in Table 3.3.
Table 3.3: Summary Statistics for Households and Communities

| Household demographic characteristics | Urban | Rural | National |
|---------------------------------------|-------|-------|----------|
| Age of HH head                         | 42.60 | 41.71 | 42.25    |
| Number of children                    | 1.70  | 2.16  | 1.88     |
| Female headed household (%)            | 23.30 | 21.93 | 22.40    |
| Household Size                         | 4.42  | 4.78  | 4.56     |

| Household socioeconomic characteristics | Urban | Rural | National |
|-----------------------------------------|-------|-------|----------|
| Residence (%)                           | 35.00 | 65.00 | 100.00   |
| Years of schooling of HH head           | 7.80  | 4.15  | 6.35     |
| Works in agriculture (HH head) (%)      | 41.02 | 83.00 | 57.68    |
| Works in informal sector (HH head) (%)  | 22.88 | 7.04  | 16.59    |
| Works in formal sector (HH head) (%)    | 21.74 | 5.80  | 15.41    |
| Works in public sector (HH head) (%)    | 14.36 | 4.16  | 10.23    |
| Enterprise owner (%)                    | 30.22 | 20.24 | 26.26    |
| Land owner (%)                          | 31.51 | 86.82 | 53.40    |
| Number of cattle                        | 0.93  | 4.88  | 2.50     |
| Number of chicken                       | 2.63  | 8.70  | 5.04     |

| Community characteristics              | Urban | Rural | National |
|-----------------------------------------|-------|-------|----------|
| Telephone (%)                           | 83.16 | 18.75 | 57.60    |
| Sanitation (%)                          | 75.26 | 20.54 | 53.54    |
| Save water (%)                          | 98.43 | 50.00 | 79.21    |
| Electricity (%)                         | 98.43 | 42.00 | 76.02    |
| Hospital (%)                            | 93.01 | 7.14  | 58.53    |
| National road* (%)                      | 93.67 | 53.75 | 77.65    |
| Primary education (%)                   | 100   | 100   | 100      |
| Secondary education (%)                 | 100   | 67.86 | 87.16    |
| Tertiary education (%)                  | 97.89 | 10.71 | 63.07    |

Source: Community characteristics: ILO/Cornell Commune Level census 2001. Household characteristics: Enquete Apres Des Menages, 2001. Computations by the authors.

Notes: *Unfortunately we do not have any information on graveled or paved roads.

dition, we consider an agricultural asset index (composed of seven productive assets) estimated via principal component analysis (Filmer and Pritchett, 2001). At the community level we include population density, mean educational level and percentage of households working in the formal sector and/or possessing an enterprise within the community. Moreover, we construct an infrastructure index, again based on principal component analysis, using several variables reflecting the infrastructure of the community (see Table 3.3).
Using an aggregate index for agricultural assets and community infrastructure instead of individual variables has two main reasons. First, the two chosen indices provide a proxy of the overall agricultural productivity of households and of the infrastructure within communities. Second, as households’ (communities’) endowment with different agricultural equipments (with different infrastructure facilities) is highly correlated, the coefficients of individual agricultural equipments (infrastructure facilities) would often not show any significant effects if they were included separately into regressions.

3.4.2 Estimation Results

As described in Section 3.3, we estimate the expected mean and variance per capita household (log) consumption using multilevel modeling. Moreover, we decompose the unexplained consumption variance into an idiosyncratic (household-level) and a covariate (community-level) component.

The regression results of the multilevel model for the estimated mean of (log) consumption are presented in Table 3.4. All coefficients show the expected signs, which are, however, not of interest for this study. The variance in consumption that is explained at each level is shown by $R_f^2$ and $R_c^2$, where $R_f^2=0.38$ refers to the explained variance at the household level within communities and $R_c^2=0.66$ refers to the explained variance at the community level. The $R^2$s did not improve when additional household and community characteristics were added.

We then applied a White-test to verify that the variance of both the error term $e_{ij}$ and $u_j$ is indeed heteroscedastic.\(^{20}\) Last, we regressed the squared error terms, $(e_{ij} + u_j)^2$, $e_{ij}^2$, and $u_j^2$ on several household and community characteristics to estimate the total, idiosyncratic, and covariate variance in consumption for each household in our sample. Again we use a multilevel model.

The estimated average mean and variance in consumption for the whole sample are presented in Table 3.5, also separately for rural and urban households,\(^{20}\) The White-test regresses the squared residuals $u_i$ (in our case $e_{ij}$ and $u_j$) from a regression model $Y_i = \beta_0 + \beta_1 X_{1i} + \beta_2 X_{2i} + \ldots + \beta_n X_{ni} + u_i$ on the regressors $X_1, X_2, \ldots, X_n$ (in our case $X_{ij}$ and $Z_j$), as well as on the squares and the cross-products of the regressors to allow for non-linearities. An $F$-statistic is used to test the joint null hypothesis of all coefficients of the equation $u_i^2 = \delta_0 + \delta_1 X_{1i} + \delta_2 X_{2i} + \ldots + \delta_n X_{ni} + v_i$ being equal to zero: $H_0 = \delta_1 = \delta_2 = \ldots = \delta_n = 0$. If $H_0$ is rejected, the error term $u_i$ is heteroscedastic.
### Table 3.4: Regression Results for per capita (log) Consumption

| Household demographic characteristics          | Coeff. | Std. Error |
|-----------------------------------------------|--------|------------|
| Age of HH head**                              | 0.007  | 0.003      |
| Age\(^2\)/100 of HH head                      | 0.000  | 0.000      |
| Number of children**                          | -0.073 | 0.016      |
| Female headed household                       | 0.008  | 0.024      |
| Household Size**                              | -0.087 | 0.008      |

| Household socioeconomic characteristics        | Coeff. | Std. Error |
|-----------------------------------------------|--------|------------|
| Years of schooling of HH head**               | 0.053  | 0.001      |
| Works in agriculture (HH head) ref.           |        |            |
| Works in informal sector (HH head)*           | 0.081  | 0.032      |
| Works in formal sector (HH head)**            | 0.119  | 0.026      |
| Works in public sector (HH head)**            | 0.205  | 0.051      |
| Enterprize owner *                            | 0.041  | 0.024      |
| Land owner                                    | 0.006  | 0.008      |
| Number of cattle**                            | 0.004  | 0.001      |
| Number of chicken                            | 0.001  | 0.001      |
| Agricultural asset index*                     | 0.024  | 0.012      |

| Community characteristics                      | Coeff. | Std. Error |
|-----------------------------------------------|--------|------------|
| Infrastructure index*                         | 0.035  | 0.020      |
| Population density*                           | 0.002  | 0.001      |
| Mean years of schooling**                     | 0.049  | 0.014      |
| % Working in formal sector**                  | 0.616  | 0.227      |
| % Enterprize owner**                          | 0.313  | 0.113      |

\(R^2_1\)                                      | 0.376  |
\(R^2_2\)                                      | 0.664  |
Obs. level 1 (household)                       | 4694   |
Obs. level 2 (community)                       | 180    |

Source: Community characteristics: ILO/Cornell Commune Level census 2001. Household characteristics: Enquete Après Des Menages, 2001. Computations by the authors.

Notes: * denotes significance at 10 % level and ** significance at 1 % level. \(R^2_1\) refers to the explained variance at the household level and \(R^2_2\) to the explained variance at the community level.

---

The expected per capita (log) consumption of rural households is considerably below the (log) poverty line, whereas the expected per capita (log) consumption of urban households lies considerably above the poverty line. This already suggests
that low mean consumption is the main cause for rural vulnerability, whereas consumption volatility might be relatively more important for urban households.

Table 3.5: Mean and Standard Deviation of per capita (log) Consumption

|                      | Urban | Rural | National |
|----------------------|-------|-------|----------|
| Poverty line         | 13.81 | 13.81 | 13.81    |
| Mean (estimated)     | 14.38 | 13.54 | 13.80    |
| Standard Deviation (estimated) |       |       |          |
| Total                | 0.51  | 0.58  | 0.56     |
| Idiosyncratic        | 0.53  | 0.47  | 0.49     |
| Covariate            | 0.25  | 0.31  | 0.31     |
| Idiosyncratic / Covariate | 2.12  | 1.52  | 1.59     |

Source: ILO/Cornell Commune Level census 2001. Enquete Auprès Des Menages, 2001. Computations by the authors.

Notes: Estimates are household weighted and refer to per capita log consumption, adjusted for regional price differences.

With regard to the estimated variance in consumption, we show that the estimated variance is slightly higher for rural households than for urban households, with a standard deviation of 0.58 compared to 0.51 (Table 3.5). Interesting is that idiosyncratic variance is higher than covariate variance both for urban and rural households. However, the relative importance of idiosyncratic variance is higher for urban than for rural households. More precisely, whereas among urban households idiosyncratic standard deviation of consumption is 2.12 times as high as covariate standard deviation, the respective rate is only 1.52 for rural households.21

In this section, we analyzed the expected mean and variance of households’ consumption separately but aggregated over all households. To obtain a full assessment of the level and sources of vulnerability, we have, however, to assess expected mean and variance of households’ consumption jointly but separately for each household, which will be done in next section.

21 Recall that we assumed, that the estimated variance in consumption on the household level reflects the impact of idiosyncratic shocks on household consumption whereas the estimated variance in consumption on the community level reflects the impact of covariate shocks on households’ consumption.
3.4.3 Vulnerability to Poverty

Although all possible vulnerability definitions (or measurements) could be applied to analyze households’ vulnerability with the estimated mean and variance in consumption of the previous section, we opt for the measurement proposed by Chaudhuri et al. (2002), defining vulnerability as the probability of a household to fall below the poverty line in the near future. The focus of this paper clearly lies on the estimation of vulnerability parameters (i.e. the mean and variance in consumption), so the applied measure of vulnerability only serves for illustrative purposes. Hence, we chose a measure that has in contrast to most other vulnerability measures an intuitive interpretation, although it might have some undesirable axiomatic properties (see Calvo and Dercon, 2005).

Assuming that consumption is log-normally distributed, we can estimate the probability of a household $i$ in community $j$ to fall below the poverty line using the estimated expected mean and variance of consumption:

$$ \hat{v}_{ij} = \hat{P}_h(\ln c_{ij} < \ln z | X, Z) = \Phi \left( \frac{\ln z - \ln \hat{c}_{ij}}{\sqrt{\hat{\sigma}^2_{ij}}} \right) $$

(3.15)

where $\Phi(.)$ denotes the cumulative density of the standard normal distribution function, $z$ the poverty line, $\ln \hat{c}_{ij}$ the expected mean of per capita (log) consumption and $\hat{\sigma}^2_{ij}$ the estimated variance of per capita (log) consumption. The probability to fall below the poverty line is conducted separately for the estimated idiosyncratic variance $\sigma^2_{eij}$ and covariate variance $\sigma^2_{u_j}$ in consumption as well as jointly $\sigma^2_{eij+u_j}$ for the overall variance in consumption.

Last, we have to define a vulnerability threshold $v$ above which we consider households as vulnerable to poverty as well as a time horizon which we consider as the ‘near’ future. In the empirical literature often a vulnerability threshold of 50 percent and a time horizon of $t+2$ years is used (see e.g. Chaudhuri et al., 2002; Tesliuc and Lindert, 2004). This means, that those households are considered as vulnerable which have a 50 percent or higher probability to fall below the poverty line (at least once) in the next two years, $v_{ij,t+2} \geq 0.5$, which is equivalent to a 29 percent or higher probability $P$ to fall below the poverty line in any given year. Formally this can be derived from:
where $v_{t+k}$ is the vulnerability threshold in $t$ to fall below the poverty line (at least once) in the next $k$ years. $P(\ln c_{ij} > \ln z)$ is the probability to have a consumption above the poverty line.

However, taking into account the critical assumptions that have to be made to draw conclusions about future variance in consumption with only cross-sectional data at hand, we constrain our analysis to a time horizon of $t+1$ with a vulnerability threshold of 25 percent. Certainly, any vulnerability threshold could be used, and the choice of a threshold of 25 percent is somewhat arbitrary but our focus is not on an absolute assessment of vulnerability but rather on the relative impact of idiosyncratic and covariate shocks on households’ vulnerability. Furthermore, we check the robustness of our results to other vulnerability thresholds (see Figure 3.3).

Utilizing the stated vulnerability threshold and time horizon we estimate that 75 percent of households in Madagascar are vulnerable to poverty, i.e. 75 percent of households have a 25 percent or higher probability to fall below the poverty line in the next year (see also Table 3.6). The figures for urban and rural households are 43 and 89 percent respectively, indicating that rural households are much more vulnerable to poverty than urban households. Besides the vulnerability rate, we also calculate the mean vulnerability, or in other words the average probability to fall below the poverty line. The estimated average probability to fall below the poverty line should approximately be equal to the observed poverty rate, i.e. the actual number of households which have fallen below the poverty line in the given year $t$, and can therefore serve to test whether the estimated mean vulnerability across all households is feasible (Chaudhuri et al., 2002). Both figures match to a very large extent (see also Table 3.6).

### 3.4.4 Sources of Vulnerability

Last, we decompose vulnerability estimates into sources of vulnerability. We first analyze whether vulnerability is mainly driven by permanent low consumption

---

22 Note that the estimated mean vulnerability is in contrast to the vulnerability rate independent of any vulnerability threshold and/or time-horizon.
3.4. EMPIRICAL APPLICATION

Figure 3.2: Poverty and Risk Induced Vulnerability

![Graph showing poverty and risk induced vulnerability](image)

Source: Own illustration.

prospects (i.e. structural or poverty induced vulnerability) or by high consumption volatility (i.e. transitory or risk induced vulnerability).\(^{23}\) In other words, if the (estimated) expected consumption \(\ln \hat{c}_{ij}\) of a household \(i\) in community \(j\) already lies below the poverty line \(\ln z\), then the household is referred to as structural or poverty-induced vulnerable (Figure 3.2). If the (estimated) expected consumption

\(^{23}\)We implicitly assume that low expected mean consumption only reflects structural poverty and is not risk induced, although this does not necessarily have to be the case. Low consumption prospects can also be risk-induced through behavioral responses of households, e.g. engaging in low risk but also low return activities (Morduch, 1994; Elbers et al., 2003).
\(\ln \hat{c}_{ij}\) lies above the poverty line \(\ln z\), but a high estimated variance in consumption \(\hat{\sigma}_{ij}^2\) still leads to an estimated vulnerability \(\hat{v}_{ij,t+1} \geq 0.25\), then the household is said to face risk-induced or transitory vulnerability (Figure 3.2).

We see that rural vulnerability is mainly a cause of low expected mean in consumption whereas urban vulnerability is mainly driven by high consumption volatility (Table 3.6). More precisely, 66 percent of rural households have an expected per capita consumption that already lies below the poverty line, and ‘only’ 23 percent of rural households are vulnerable because of high consumption volatility. In contrast, only 11 percent of urban households face structural induced vulnerability whereas 33 percent face risk induced vulnerability (i.e. high consumption fluctuations). Even in absolute terms are urban households more vulnerable to consumption fluctuations (33 percent) than rural households (23 percent).

|                      | Urban | Rural | National |
|----------------------|-------|-------|----------|
| Poverty Rate         | 0.21  | 0.64  | 0.49     |
| Mean Vulnerability   | 0.26  | 0.64  | 0.49     |
| Vulnerability Rate   | 0.43  | 0.89  | 0.75     |
| Poverty Induced Vulnerability | 0.11  | 0.66  | 0.47     |
| Risk Induced Vulnerability | 0.33  | 0.23  | 0.28     |
| Poverty Induced / Risk Induced | 0.33  | 2.87  | 1.69     |
| Idiosyncratic Vulnerability | 0.38  | 0.85  | 0.71     |
| Covariate Vulnerability | 0.24  | 0.78  | 0.61     |
| Idiosyncratic / Covariate | 1.58  | 1.09  | 1.16     |

Source: ILO/Cornell Commune Level census 2001. Enquete Auprès Des Menages, 2001. Computations by the authors.

Notes: Estimates are household weighted. National Poverty Line: 990404 Madagascar Franc.

We further analyze the impact of idiosyncratic and covariate shocks on vulnerability to poverty. Table 3.6 shows, that idiosyncratic shocks have a slightly higher influence than covariate shocks on consumption volatility among rural households and a much higher influence than covariate shocks on households’ consumption volatility in urban areas. 85 percent of rural and 38 percent of urban households
are vulnerable to idiosyncratic shocks whereas 'only' 78 percent of rural and 24 percent of urban households are vulnerable to covariate shocks.

Note that in Section 3.3.1 we stated that in Chaudhuri’s approach (2002) measurement error and unobserved but deterministic components of consumption might lead to an overall overestimation of the variance in households’ consumption. Thus a higher vulnerability to idiosyncratic shocks could be caused by higher measurement error or higher unobserved heterogeneity of households at the individual level. However, even if that were the case, we could still assess the relative importance of idiosyncratic and covariate shocks for rural and urban households, with idiosyncratic shocks having a relatively higher impact on urban households’ vulnerability and with covariate shocks having a relatively higher impact on rural households’ consumption.

We check the robustness of our results to the chosen vulnerability threshold above which we consider households as being vulnerable to poverty in Figure 3.3. We show the percentage of households that have a probability between 0 and 1 or higher to fall below the poverty line (keeping the poverty line of In 990,404 Madagascar Franc constant). At a threshold of 0, i.e. at a probability of 0 or higher to fall below the poverty line in the near future, every household is vulnerable to poverty, while at a threshold of 1, i.e. at a probability of 1 or higher to fall below the poverty line, no household is vulnerable to poverty. Estimates are provided for the whole population as well as separately for urban and rural households.

We marked the vulnerability threshold of 25 percent, which we used for our vulnerability analysis, providing us with the same estimates as presented in Table 3.6. As expected, the overall level of vulnerability increases with lower vulnerability thresholds chosen and decreases with higher vulnerability thresholds. However, irrespective of the probability threshold, vulnerability to poverty is always higher in rural than in urban areas. Moreover, independent of the vulnerability threshold, covariate shocks are comparatively always more important for rural households than for urban households, whereas idiosyncratic shocks have a comparatively higher impact on urban households.24

---

24 We also check the robustness of our results to all poverty lines across the entire income distribution (not shown here). For all poverty lines we obtain the same idiosyncratic and covariate vulnerability trends (for rural and urban households) as with a poverty line of ln 990,404 Madagascar Franc, but, as expected, on different levels.
Figure 3.3: Cumulative Densities of Vulnerability - Probability Thresholds

Source: ILO/Cornell Commune Level census 2001. Enquete Auprès Des Menages, 2001. Computations by the authors.
What is now interesting to see is that the relative importance of covariate and idiosyncratic shocks for rural and urban households' consumption depends on the vulnerability threshold chosen. The main reason for this result is that (i) vulnerability is an increasing (decreasing) function of consumption variance for a vulnerability threshold below (above) 0.50\textsuperscript{25} and that (ii) for most households - irrespective of their mean consumption - idiosyncratic variance is higher than covariate variance in consumption.

3.5 Conclusion

We propose a simple method to analyze the level and sources of vulnerability using currently available standard cross-sectional or short panel household surveys without any explicit information on idiosyncratic and covariate shocks. Applying the concept of Chaudhuri (2002), defining vulnerability as the probability of a household to fall below the poverty line, we stated that both covariate and idiosyncratic shocks have a considerable impact on both urban and rural vulnerability. Furthermore, our results indicate that idiosyncratic shocks have an even higher impact on households' consumption volatility than covariate shocks and that idiosyncratic shocks seem to have a relatively higher impact on urban households' and covariate shocks a relatively higher impact on rural households' vulnerability.

It is difficult to assess whether a higher impact of certain types of shocks on rural or urban households' consumption is the result of a more severe impact of these shocks on households' income or the result of worse insurance mechanisms of households against these shocks. In other words, with the proposed method

\textsuperscript{25}Note that with the assumption that consumption is log-normally distributed and with vulnerability defined as poverty risk, the estimated vulnerability of households with an expected mean consumption above the poverty line is an increasing function of consumption variance whereas the estimated vulnerability of households with an expected mean consumption below the poverty line is a decreasing function of consumption variance. In other words, households with a mean consumption above the poverty line and high variance in consumption face a high poverty-risk, whereas households with mean consumption below the poverty line and a high variance in consumption face a high probability escaping poverty, i.e. a 'lower' poverty risk. Hence, it might be useful to not only distinguish between 'structural' and 'risk induced'/transitory' vulnerability but add a third category of the 'mobile poor', referring to poor households with a mean consumption below the poverty line but with high up-side potential. This is left for further research.
we can only assess the net (and not gross) impact of shocks on households' consumption. With these cautionary remarks in mind, we still provide some possible explanations for our results.

The suggested overall higher impact of idiosyncratic shocks on consumption volatility might first imply that insurance mechanisms within communities do not function any better than insurance mechanisms across communities. This would, however, be contradictory to micro-economic theory and some early empirical papers on consumption smoothing of idiosyncratic income fluctuations (e.g. Townsend, 1994, 1995). Or, and this fact has rarely been tested in the literature yet, idiosyncratic shocks might have a much higher impact on households' income than covariate shocks and even if mutual (but imperfect) insurance mechanisms are in place, still leading to higher consumption fluctuations than covariate shocks. Another alternative explanation could be that some covariate shocks are more anticipated than idiosyncratic shocks - because of a higher frequency and a higher correlation across years - so that ex-ante coping strategies take place. Both theories might be worthwhile to be tested empirically in further research.

The relatively higher impact of covariate shocks on rural households' consumption might be explained by the fact that there are certainly many more covariate shocks (such as climatic shocks) which have a higher impact on rural (agricultural) households than on urban (non-agricultural) households. It is further possible that urban households face higher information and enforcement limitations even within communities and that therefore informal insurance mechanisms against idiosyncratic shocks work better among rural than among urban households.

We also noted that the importance of consumption fluctuations (versus low mean consumption) seems to be even higher for urban households' welfare than for rural households' welfare. Hence, urban households should - if possible - be included into vulnerability studies, which have so far mostly focused on rural villages and households, ignoring the (increasing) urban population in developing countries.

We are aware of the fact that some rather stringent assumptions have to be made to estimate future variations in consumption based on data of only one single year. Therefore, the proposed approach should not be seen as an alternative to estimate vulnerability with lengthy panel data. However, we argue that as long as
lengthy panel data with comprehensive information on idiosyncratic and covariate shocks is missing, the suggested approach can provide quite interesting insights into the relative impact of idiosyncratic and covariate shocks on households' vulnerability. Moreover, we recommend that any study which analyzes the influence of covariate shocks on households' consumption - no matter if cross-sectional or panel-data is used and independent of the extent of shock data available - should apply multilevel modeling as it appropriately takes into account the hierarchical structure of the data that is used for such analysis.

Last, it might be questioned whether estimated *ex-ante* poverty dynamics are *relevant* and *feasible* given the fact they have to be estimated with past data, which is often not even able to estimate *ex-post* poverty dynamics properly.\(^{26}\) However, both from a policy and even more from a welfare perspective *future* poverty dynamics should have a higher relevance than *past* poverty dynamics. From a policy perspective, future poverty estimates are especially for targeting more important than past poverty estimates, as the households which are\(^ {27}\) or will be poor and not those which have been poor should be aided. From a welfare perspective, whereas both past as well as future poverty is important from a lifetime welfare perspective, future consumption prospects (or risks) might also have an impact on the *current* welfare of households which are risk-averse. How much weight future poverty dynamics should receive in present welfare estimates is open to discussion.

If we hence conclude that it is worthwhile to estimate *ex-ante* welfare dynamics, current living standard measurement surveys have to be improved to include (a better) time dimension, i.e. more precise data on past income, consumption, and asset fluctuations as well as on their causes and possibly also (subjective) information on welfare prospects.

\(^{26}\)See also Essay 1.

\(^{27}\)Poverty estimates are in general not available in the same year of the respective household survey, but because of data cleaning and processing in general with a one year delay.
Essay 4

A Competitive and Segmented Labor Market

All models are wrong. Some of them are useful.
G.E.P. Box, 1919-

Abstract: It has recently been argued that the informal sector in developing countries has a dual structure with part of the informal sector being competitive to the formal sector and part of the informal sector being the result of labor market segmentation. Although several authors have stressed this hypothesis of unobserved heterogeneity within the informal sector, this theory has so far not received satisfactory empirical treatment. In this paper, we formulate an econometric model which allows for a heterogenous informal sector with unobserved sector affiliation of individuals. Moreover, the model takes into account selection bias induced by the employment decision of individuals. Our empirical results for the urban labor market in Côte d’Ivoire show indeed the coexistence of competitive and segmented employment in the informal sector.

based on joint work with Andrey Launov.
4.1 Introduction

One often observed characteristic of urban labor markets in developing countries is the coexistence of a small formal sector with relatively high wages with a large informal sector with low and volatile earnings.\(^1\) The role of the informal sector in the course of economic development was an extensively researched question in the 1970s (Fields, 1974; Hart, 1973; Livingstone, 1971; Mazumdar, 1976), when it became widely acknowledged that the informal sector was often the most important source of employment in developing countries, rather growing than shrinking as it would have been predicted by traditional dual economy theories (e.g. Lewis, 1954). Hence, in 1972 the International Labor Office (ILO) started to undertake studies especially focused on this sector of the labor market (ILO, 1972). Somewhat forgotten in the 1980s, at the end of the 1990s, with international development policy focusing on poverty reduction, the role of the informal sector, which is generally considered as the economy of the poor, reemerged on the policy and research agenda.

4.1.1 Theory of Informal Labor Markets

An important question both for the understanding of the informal sector as well as for policy recommendations is whether the observed differences in wages and working conditions in the formal and informal sector are the result of labor market segmentation or whether competitive labor market theories hold despite the observed differences in wages. A related question is whether individuals are poor because they are employed in the informal sector (segmented labor market), or whether they are employed in the informal sector because they are poorly endowed with characteristics which generate high returns in the formal sector (competitive labor market).

Traditional dual labor market theories, which can be seen as a spin-off of dual economy theories (e.g. Lewis, 1954), assert that the informal sector is the disadvantaged sector into which workers enter to escape unemployment once they are rationed out of the formal sector where wages are set above market-clearing prices.

---

\(^1\) Besides low and volatile earnings, the informal sector can (among others) be characterized by small-scale enterprises, labor-insensitivity, simple technology, ease of entry, family ownership and unregulated contracts and markets.
(Fields 1975; Harris and Todaro, 1970) for either institutional or efficiency-wage reasons (Stiglitz, 1976). Hence it is argued that workers in the informal sector, or the 'residual sector' of a segmented labor market, earn less than identical workers in the formal sector (see Figure 4.1). If no entry barriers existed, workers from the informal sector would enter the formal sector.

**Figure 4.1: Segmented Labor Market**

![Segmented Labor Market](image1.png)

**Figure 4.2: Competitive Labor Market**

![Competitive Labor Market](image2.png)

*Source: Own Illustration.*

While the sizable differences in earnings between the formal and informal sectors are uncontroversial, it has been claimed that the mere existence of lower
wages and lower returns to education and experience in the informal sector does not yet imply market segmentation (see e.g. Dickens and Lang, 1985; Heckman and Hotz, 1986; Rosenzweig, 1988; Gindling, 1991; Maloney, 2004). More precisely, a labor market with two distinct wage equations does not constitute a segmented labor market as long as individuals are free to move between the two sectors.

An explanation for the existence of a formal and informal segment in the labor market would rather be that a large number of those working in the informal sector do so voluntarily, either because the informal sector has desirable non-wage features (Maloney, 2004) and individuals maximize their utility rather than their earnings, or because workers, given their characteristics, have a comparative advantage in the informal sector (e.g. Gindling, 1991) and would not do any better in the formal sector (see Figure 4.2).

Hence, two opposing theories exist. The segmentation hypothesis sees informal employment as a strategy of last resort to escape involuntary unemployment (Figure 4.1), whereas the comparative advantage hypothesis sees informal employment as a voluntary choice of workers based on income (or utility) maximization (Figure 4.2). This is nicely illustrated in Figures 4.1 and 4.2. In both figures average earnings as well as returns to education are lower in the informal than in the formal sector of the labor market. However, only in Figure 4.1 would all individuals (given their characteristics) earn more in the formal than in the informal sector, whereas this is not the case for Figure 4.2, where lower educated individuals earn more in the informal than in the formal sector. Hence, as long as we find the lower educated in the informal sector and the higher educated in the formal sector, earning differentials (as well as lower returns to education) do not constitute a segmented labor market but a competitive labor market, where individuals are found in the sector in which they have a comparative advantage.

Most recent theory on urban labor markets in developing countries has combined these polar views of competitive and segmented labor markets and emphasized a more complex structure of the informal sector, with an ‘upper-tier’ and ‘lower-tier’ or a ‘voluntary entry’ and ‘involuntary entry’ informal sector (Fields, 2005). The ‘upper-tier’ represents the competitive part into which individuals enter voluntarily because, given their specific characteristics, they expect to earn more than they would earn in the formal sector. The ‘lower-tier’, to the contrary,
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is the part that consists of individuals which were rationed out of the formal (and, possibly, ‘upper-tier’ informal) labor market.

4.1.2 Empirics of Informal Labor Markets

This latest theory is quite appealing as it could explain the inconclusive outcomes of several studies which have tried to test empirically whether formal-informal labor markets in developing countries are segmented or competitive. Among the most notable empirical contributions are Magnac (1990) and Gindling (1991). Magnac (1990) addresses the hypothesis of competitiveness in a framework of an extended Roy model whereas the paper of Gindling (1991) considers the same question in a framework of a generalized regression with sample selection introduced by Lee (1983). Both find weak evidence of a competitive rather than a segmented labor market structure.

In contrast, the latest hypothesis about competitive and segmented structure of the urban informal labor market has so far hardly received any empirical treatment. The difficulty of testing such a hypothesis is that the affiliation of any given individual to either part of the informal sector is unobservable, i.e. data on the causes of informal employment is in most cases missing. In addition, the selection bias that arises due to the non-random active population should be taken into account to get reliable estimates of expected earnings in both the formal sector as well as in any unobserved sector of the informal labor market (Heckman, 1979).

One of the very few empirical studies on a dual informal labor market has been undertaken by Cunningham and Maloney (2001), who represent the informal sector as a mixture of ‘upper-tier’ and ‘lower-tier’ enterprises. But as Cunningham and Maloney (2001) consider only informal entrepreneurs, an option of choosing formal sector employment does not even exist in their model. Moreover, unlike Magnac (1990) and Gindling (1991), Cunningham and Maloney (2001) do not consider selection bias induced by the employment decision of individuals. In this paper we hence suggest an econometric framework which is able to model the hypothesized heterogenous structure of the informal labor market as Cunningham and Maloney (2001) and at the same time considers sample selection bias as Magnac (1990) and Gindling (1991).
Following the argument of Fields (2005), we let the informal sector consist of a finite number of segments with unobservable sector affiliation of individuals and distinct earnings equations in each segment. Hence, the whole labor market is represented as a mixture model with both observable (for the formal sector) and unobservable (for the informal sector) membership. As the individual employment decision is influenced by the outside option of being non-employed, the earnings equations in each segment of the labor market should also depend on the labor market participation decision of individuals (Heckman, 1979). This leads to a finite mixture with sample selection, which allows us to estimate the distribution of individuals across different segments of the labor market as well as to estimate an unbiased earnings equation in each of them. Or in other words, we analyze whether the hypothesis of a dual informal sector can be supported by the data, and, if so, analyze the determinants of earnings in the two segments of the informal labor market.

Furthermore, we try to address the question if one part of the possibly detected heterogenous structure of the informal labor market is indeed the result of comparative advantage considerations whereas the other part is the result of entry barriers into the formal (and eventually also the competitive informal) labor market. Here we apply a quite simple and intuitive test. We assume that if individuals were earnings maximizers and could freely move between different parts of the labor market, the distribution of individuals across sectors induced by an earnings maximizing decision should be the same as the estimated distribution of individuals across sectors with the finite mixture model. Rejection of the equality of these two distributions implies the existence of entry barriers between different segments of the labor market, i.e. market segmentation.

The paper is structured as follows. Section 4.2 outlines the econometric model and constructs the test for market segmentation. Section 4.3 presents the data and the discussion of the empirical estimation results. Section 4.4 summarizes and concludes.

4.2 Econometric Model

We assume that the labor market consists of one formal and a finite number of unobservable informal sectors, with each sector having its own unique wage func-
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It is possible to empirically observe whether an individual does not participate in the labor market or belongs to the formal sector but impossible to observe affiliation to any of the latent segments of the informal sector. Workers are earnings maximizers and once they decide to become employed, knowledge of sector-specific wage functions allows them - given their characteristics - to form rational expectations about the wage they get in every sector. The labor market is competitive if there are no barriers to enter the sector which pays - conditional on workers' characteristics - the highest expected wage.

Below we develop an econometric model, which is a finite mixture with sample selection. Thus, we can test for unobserved informal sector heterogeneity as well as appropriately control for selection bias induced by the employment decision of individuals. Second, we formulate a test that allows to analyze whether informal employment is a result of market segmentation or comparative advantage considerations of individuals.

4.2.1 Specification

Finite Mixture  Assume that the labor market $Y$ consists of $J$ sectors $Y_j$ such that $Y = \bigcup_{j=1}^J Y_j$. Let earnings in each segment $Y_j$ be the outcome of a random variable with a probability distribution $F(y_j|\theta_j)$, where for all $j$, $F(y_j|\theta_j)$ are distinct and independent of each other. Next, assume that the affiliation of any individual earning $y_i$ to any segment $Y_j$ is unobservable. However, it is known that the probability of any individual earning $y_i$ to belong to $Y_j$ is given by $P(y \in Y_j) = \pi_j$. With these assumptions we can write the density of individual earnings $y_i$ as

$$f(y_i) = \sum_{j=1}^J f(y_i|\theta_j) \pi_j.$$  (4.1)

In other words, we suggest that the labor market consists of an arbitrary number of segments with a distinct earnings distribution in each of them and with unobserved sector affiliation of individual earnings. Our specification is hence a conventional mixture model. In this model the discrete mixing distribution $\{\pi_j\}_{j=1}^J$ is a parameter-free distribution of workers across all segments of the labor market. Each value $\pi_j$ can therefore be interpreted as the size of the $j$-th sector relative to the size of the whole market.
Next, assume that in any segment \( Y_j \) of the labor market \( Y \), the sector specific log-earnings are given by

\[
\ln y_i = x_i \beta_j + u_i, \quad u_i \sim N(0, \sigma_j^2 \mid y_i \in Y_j),
\]

where \( x_i \) represents a set of personal characteristics. Using (4.1) and (4.2) it is easy to show that the expected log-earnings of any individual drawn from the whole population \( Y \) are given by

\[
E(\ln y_i) = \sum_{j=1}^{J} [x_i \beta_j] \pi_j.
\]

We can hence write down the earnings regression

\[
\ln y_i = E(\ln y_i) + v_i, \quad y_i \in Y,
\]

where the density of the error term \( v_i \) is a mixture of standard normal densities

\[
h(v_i) = \sum_{j=1}^{J} \frac{1}{\sigma_j} \varphi \left( \frac{\ln y_i - x_i \beta_j}{\sigma_j} \right) \pi_j.
\]

Sample Selection  One of the reasons why the regression in (4.3) might be misspecified is that earnings \( y_i \) are only observed if an individual has decided to participate in the labor market. Being influenced by a subjective employment decision, the observed earnings sample may not necessarily be representative for the whole population (Heckman, 1979). This gives rise to sample selection bias.

If we assume that the employment decision of an individual depends on a set of personal characteristics \( z_i \), we can write down the following selection equation

\[
y_{is} = z_i \gamma + u_{is}, \quad u_{is} \sim N(0,1),
\]

where \( z_i \gamma \) reflects the individual's decision to work. We can then state that wages \( y_i \) in equation (4.2) are observed only if the realization of the selection variable \( y_{is} \) is positive, i.e. whenever \( u_{is} > -z_i \gamma \).

Assuming that the errors of the \( Y_j \)-specific earnings equation (4.2) and the selection equation (4.5) follow a bivariate normal distribution with \( \text{Cov}(u_i, u_{is}) = \rho_j \sigma_j \) we can represent the sample selection bias as an omitted variable in (4.3):

\[
E(\ln y_i \mid y_{is} > 0) = E(\ln y_i) + \sum_{j=1}^{J} E(u_i \mid u_{is} > -z_i \gamma; x_i, \theta_j) \pi_j,
\]

where \( E(u_{ij} \mid u_{is} > -z_i \gamma) \neq 0 \) unless \( \rho_j = 0 \). Since \( \sum_{j=1}^{J} E(u_i \mid u_{is} > -z_i \gamma) \) is in general not equal to zero, the expected value of the error term \( v_i \) in (4.3) will not
be equal to zero. Thus the density of the error term in (4.4) will be misspecified. The selected-sample counterpart of the regression (4.3) is

\[ \ln y_i = E(\ln y_i | y_{is} > 0) + \nu_i, \quad \{ y_i \in Y : y_{is} > 0 \} \]  

(4.6)

and it can be shown that the density of the error term \( \nu_i \) in (4.6) is a mixture density

\[ h(\nu_i | y_{is} > 0) = \sum_{j=1}^{J} h(u_i | \theta_j, y_{is} > 0) \pi_j \]

\[ \sum_{j=1}^{J} \left[ \frac{\sigma_j^{-1}}{\Phi(z_j \gamma)} \varphi \left( \frac{\ln y_i - x_i \beta_j}{\sigma_j} \right) \Phi \left( \frac{z_j \gamma + \rho_j \sigma_j^{-1} [\ln y_i - x_i \beta_j]}{1 - \rho_j^2} \right) \right] \pi_j, \]  

(4.7)

where \( \varphi \) and \( \Phi \) are the standard normal density and distribution functions.\(^2\) The above mixture model is a generalization of Heckman regression with sample selection that allows for \( J \) different conditional distributions of the dependent variable instead of only one.

The model in (4.7) is only identifiable, i.e. it rules out the existence of two distinct mixtures that have the same probability law for the observed dependent variable \( Y_i \), if \( \rho_j = \rho \forall j = 1, ..., J \).

**Proposition 1** For any given selection rule \( \{ Z, \gamma \} \), the finite mixture (4.7) is identifiable if \( \rho_j = \rho, \forall j = 1, ..., J \).

**Proof.** We verify the Teicher (1963) sufficient condition for identifiability of finite mixtures (see Appendix B).

Thus, the general class of finite mixtures with sample selection is not identifiable. So we should focus on a sub-class where the correlation between the errors of the selection and earnings equations is the same for every segment of the labor market, i.e. \( \rho_j = \rho, \forall j = 1, ..., J \). This result is however rather of a statistical nature, as setting \( \rho_j = \rho \) implies no artificial economic restrictions to the model.\(^3\)

\(^2\)Derivation of the component density of this mixture is presented in Appendix B.

\(^3\)The main interpretation of \( \rho_j \) is a statistical one of \( \rho_j \) indicating the importance of model selection for analyzing earnings equations, i.e. mapping the correlation between the selection and the earnings equation. In Appendix B, Remark 1, it is furthermore shown that the proof of Proposition 1 also implies the assumption of a common selection rule \( \gamma_j = \gamma, \forall j = 1, ..., J \). This means that individuals with the same characteristics have the same probability to participate in the labor market - independent of the segment they will later be found in if employed.
The specification of the error distribution in the regression on a selected sample of earnings (4.6) therefore becomes

$$h(v_i|\theta, \rho) = \sum_{j=1}^{J} \left[ \frac{\sigma_j^{-1}}{\Phi(z_i\gamma)} \phi \left( \frac{\ln y_i - x_i\beta_j}{\sigma_j} \right) \Phi \left( \frac{z_i\gamma + \rho \sigma_j^{-1} [\ln y_i - x_i\beta_j]}{(1 - \rho^2)^{1/2}} \right) \right] \pi_j,$$

where $\theta = \{\beta_j, \sigma_j\}_{j=1}^{J}$. This model allows for a labor market with multiple segments where individuals' sector affiliation is unobserved. Moreover, the model accounts for the subjective employment decision of individuals. Thus, we can analyze whether a model with a latent heterogenous structure of the informal labor market, as suggested by Fields (2005), can better explain observed earnings in the labor market than traditional models with a homogenous informal sector.

### 4.2.2 Test for Segmentation or Competitiveness

The above formulated model also suggests a simple test to analyze whether the 'revealed' distribution of individuals across the sectors of the labor market is a result of market segmentation or a result of comparative advantage considerations.

Assume that workers are earnings maximizers and every worker knows the wage function in each sector, and hence - given his own characteristics - his expected wage in each sector. Let $y_i^j$ denote the earnings of individual $i$ in sector $j$. Given the above assumptions, competitive theory would imply that an individual - knowing the wage function in each sector - would be found in the sector where his expected earnings - given his personal characteristics - are maximized. The probability distribution of individuals across sectors would then become

$$P(y \in Y_j) = P \left( E \left[ \ln y_i^j | y_s > 0; x \right] = \max_{l, l \neq j} \left\{ E \left[ \ln y_i^l | y_s > 0; x \right] \right\} \right).$$

Equation (4.9) provides us with a 'hypothetical' distribution of individuals across sectors.\(^4\) This distribution is conditional on individual characteristics and rests on the assumption that there are no barriers to enter the sector that pays the highest expected wage. Hence Equation (4.9) provides us with the distribution of individuals across sectors if the market were competitive. On the other hand, the

\(^4\)Details on the computation of Equation (4.9) are presented in Appendix B.
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'actual' distribution of individuals across sectors is given by the mixing distribution \( \{ \pi_j \} \) in equation (4.8). This distribution is independent of wage functions in any sector and relies on no assumptions regarding entry barriers.

An equal distribution of individuals across sectors induced by the mixing probabilities \( \{ \pi_j \} \) in (4.8) and induced by individuals' optimal sector choice as described in (4.9) indicates perfect mobility between the various sectors of the labor market, i.e. a competitive market. In contrast, if the 'actual' mixing distribution in (4.8) and the 'hypothetical' distribution in (4.9) differ significantly from each other, entry-barriers between the sectors seem to prevent some individuals entering the sector that pays them the highest expected wage. Hence we would face a segmented labor market.

4.2.3 Implementation

To estimate the above described model we suggest the following two-step procedure:

Step 1: Estimate \( \gamma \) in the selection equation (4.5) by running a Probit.

Step 2: Use \( z_i \gamma \) as consistent estimates of \( z_i \gamma \) to estimate the model in (4.8).

Typically we can observe from the data whether an individual belongs to the formal sector. So, only the affiliation to the latent segments of the informal sector remains unobservable. Denote the set of earnings outcomes in the formal sector by \( Y_F \) and the number of observations in the formal sector by \( N_F \). Using (4.8), the log-likelihood is

\[
\ln L = \sum_{i \in Y_F} \ln h_i (\theta_F, \rho | y_i, x_i, z_i \gamma) - N_F \ln \pi_F
\]

\[
+ \sum_{i \in Y_F} \left[ \ln \left( \sum_{j=1}^{J-1} h_i (\theta_{f,j}, \rho | y_i, x_i, z_i \gamma) \pi_{f,j} \right) \right],
\]

where \( \pi_F \) is the probability of belonging to the formal sector, \( \pi_{f,j} \) a probability of belonging to the \( j \)-th segment of the informal sector and \( h_i (\theta_{f,j}, \rho) \) a component density from (4.8). It is also straightforward to show that a maximum likelihood (ML) estimate of \( \pi_F \) is equal to the share of formal workers in the whole sample.
The asymptotic covariance matrix of the estimates of the second step vector of the parameters \( \xi = \{ \{ \theta_j \}_{j=1}^J, \rho, \{ \pi_{l,j} \}_{j=1}^{J-1} \} \) is given by

\[
V(\xi) = D^{-1}(\xi) + D^{-1}(\xi) M(\xi, \gamma) D^{-1}(\xi),
\]

(4.11)

where \( D(\xi) \) is the expected negative Hessian and \( M(\xi, \gamma) \) is the matrix constructed using the scores from the first and second steps (for the exact form of \( M(\xi, \gamma) \), see Murphy and Topel, 1985).

Note that a full information maximum likelihood estimation is also possible. In this case the log-likelihood function becomes

\[
\ln L_F = \ln L_L(\xi, \gamma) + \sum_{i \in Y^c} \ln (1 - \Phi(z_i \gamma)),
\]

(4.12)

where \( \ln L_L \) is the log-likelihood function in (4.10) with \( \gamma \) as an unknown parameter vector and \( Y^c \) denotes the complementary set of non-employed individuals.

### 4.3 Empirical Application

#### 4.3.1 Data Description

The data we use is drawn from the 1998 Ivorian household survey, the *Enquéte de Niveau de Vie*, which was undertaken by the *Institut National de la Statistique de la Côte d’Ivoire* and the World Bank. We focus our analysis on the urban population and limit our sample to individuals between the age of 15 and 65 years. This leaves us with a sample of 5592 observations. Among these, we consider those individuals as inactive who voluntarily stay out of the labor market as well as those who are involuntarily unemployed, as this is only a very small share of the inactive population.\(^6\)

The active population is classified into the informal and formal sector according to reported primary employment.\(^7\) The formal sector includes individuals

\(^5\)We used a rather dated survey of Côte d’Ivoire to exclude the adverse effects of the Ivorian crisis since 2001.

\(^6\)Only 11.3 percent of the inactive population are looking for employment.

\(^7\)Consideration of secondary informal employment of employees in the formal sector, which is an often observed characteristic of urban labor markets in developing countries, would imply that the earnings distributions in \( Y_F \) and \( Y_I \) are no longer independent. An extension of the model that incorporates this fact is left for future research.
working in the public sector as well as wage workers and self-employed in the formal private sector. As formal private we consider being employed in an enterprise which either pursues formal bookkeeping and/or offers written contracts and/or pay slips. The informal sector comprises the active population which is neither employed in the public nor in the private formal sector.

Figure 4.3: Densities of Monthly Earnings

![Densities of Monthly Earnings](image)

Source: Enquête de Niveau de Vie, 1998. Computations by the authors.

In Table 4.1 and Figure 4.3 we present the sample means and kernel densities of monthly formal and informal earnings. We use monthly wages instead of hourly wages because given the irregular and often constrained working hours in the informal sector we think that monthly wages reflect earning opportunities in the informal sector better than hourly wages. As expected, there is a large earnings differential between informal (64,837 CFA per month) and formal (164,995 CFA per month) workers. However, Figure 4.3 also demonstrates that despite the considerable difference in mean earnings, the densities of informal and formal earnings overlap to a large extent, already indicating that not all informal employment is inferior to all formal employment.

Table 4.1 also displays summary statistics of the variables used in the earnings equations. The information is provided for the population as a whole as well as separately for inactive workers and workers in the informal and formal sectors respectively. The educational level is the highest in the formal sector (8.1 years),
Table 4.1: Summary Statistics of the Urban Labor Market

|                      | Total* | Inactive | Active |
|----------------------|--------|----------|--------|
|                      |        | Informal | Formal |
| Sample               | 100%   | 52.6%    | 31.3%  | 16.1%  |
| Monthly earnings     | 98,815 | –        | 64,837 | 164,995|
| Male                 | 49.7%  | 40.6%    | 49.0%  | 80.6%  |
| Age (in years)       | 30.0   | 25.2     | 34.7   | 36.6   |
| Education (in years) | 5.3    | 5.8      | 2.9    | 8.1    |
| Literacy rate        | 64.1%  | 69.8%    | 44.4%  | 84.0%  |
| Training after school (yes=1) | 17.6% | 11.1%    | 14.7%  | 44.3%  |
| Religion             |        |          |        |        |
| Muslim               | 43.4%  | 38.3%    | 56.8%  | 33.8%  |
| Christian            | 42.2%  | 46.2%    | 30.6%  | 52.2%  |
| Indigenous           | 14.4%  | 15.5%    | 12.6%  | 14.0%  |
| Living in Abidjan    | 49.6%  | 50.4%    | 42.2%  | 61.7%  |

Source: Enquête de Niveau de Vie, 1998. Computations by the authors.

Notes: Monthly earnings in CFA Francs. *) 'Total' refers to individuals between 15 and 65 years of age.

with somewhat lower and much lower educational attainment among inactive (5.8 years) and informal (2.9 years) workers. With regard to age, we find the youngest individuals among the inactive (mean age of 25.2 years) followed by informal (34.7 years) and formal (36.6 years) employees. In addition, membership in the formal sector is a privilege of males, who constitute 80.6 percent of formal employees. In contrast, only 49.0 percent of informal workers and 40.6 percent of inactive individuals are males.

Finally, an interesting observation can be made about the distribution of religious groups in the active population: despite the same fraction of Muslims and Christians in the entire sample, the formal sector is dominated by Christians whereas the informal sector is dominated by Muslims. This can first be caused by the specific composition of the government, i.e. the public sector, which constitutes a large part of the formal sector and which is dominated by Christians. An alternative ‘geographic’ explanation might be that formal employment is predominantly concentrated in the Southern cities - especially in Abidjan - where most
Christians live, whereas Muslims are rather living in the Northern part of Côte d’Ivoire.

Hence, there are considerable differences in characteristics between both the inactive and active population as well as between workers employed in the informal and formal sectors. Systematic differences between active and inactive individuals highlights the possible sample selection bias, that may arise if we ignore the employment decision of individuals in our model. The nature of systematic differences in characteristics of formal and informal workers is a bit less clear. It might be the result of self-selection of employees into the sectors where they maximize their earnings as well as the result of employers’ discrimination based on workers’ characteristics.

To specify the selection equation we use other variables such as the number of infants in the household, the number of children under 14 in the household, the number of old household members, household size and the number of active members in the household. The reason for this choice is twofold. First, the above listed variables filter out non-individual reasons for making job decision, such as family and environment matters, so that the magnitude of the earnings could be later explained by only individual qualities. Second, these variables provide sufficient exclusion restrictions advocated by Olsen (1980) and Little (1985) for Heckman regressions.

4.3.2 Heterogenous Informal Labor Markets

We start with an analysis of the sector composition of the labor market. The econometric model described in Section 4.2 allows for an arbitrary number of (finite) labor market segments where individual affiliation to any of them is not necessarily observable.\footnote{Moreover, the model takes into account selectivity induced by individuals’ employment decision, which ensures consistent estimation of marginal returns to individual characteristics in each sector of the labor market.} Initially we estimate two specifications: a model with a homogeneous informal sector and a model with an informal sector that consists of two segments (see Table 4.4). To decide on the number of segments in the
labor market we use information criteria: A\textsuperscript{9} Akaike, Schwarz, consistent Akaike and Hannan-Quinn. The results on model selection are presented in Table 4.2. All information criteria uniformly show that the specification with a dual informal sector is superior to the model with a homogeneous informal sector. Thus the labor market under study consists of at least three distinct parts: the formal sector and two latent segments of the informal sector.

Table 4.2: Model Selection - Total Urban Labor Market

|                      | Homogeneous Informal Sector | Two-Segment Informal Sector | Three-Segment Informal Sector |
|----------------------|-----------------------------|----------------------------|----------------------------|
| Akaike               | 13708.12                    | 13610.56                   | 13610.73                   |
| Schwarz              | 13835.38                    | 13808.40                   | 13879.27                   |
| Consistent Akaike    | 13921.59                    | 13906.60                   | 13989.47                   |
| Hannan-Quinn         | 13774.16                    | 13702.09                   | 13727.90                   |
| lnL\textsubscript{L} | -5332.92                    | -5272.11                   | -5260.23                   |
| lnL\textsubscript{F} | -6823.06                    | -6762.25                   | -6750.37                   |

Source: Enquête de Niveau de Vie, 1998. Computations by the authors.
Notes: lnL\textsubscript{L} is the log-likelihood from the second step and lnL\textsubscript{F} is the log-likelihood from the full model. All information criteria are based on lnL\textsubscript{F}. However, our conclusions would not change if we based the information criteria on lnL\textsubscript{L}.

Extending the model to a three-segment informal sector does not lead to an improvement in terms of information criteria. From the last column of Table 4.2 we see that all information criteria show that such a specification would overparameterize the model. In addition, the extended three-segment model would place a very low probability (i.e. size) on the third segment of the informal market. The estimated size of this additional segment would only be 4.1 percent of the informal sector and 2.7 percent of the whole labor market respectively. We hence conclude that the specification with a two-segment informal labor market is the best fitting and simultaneously most parsimonious model.

\textsuperscript{9}Using information criteria is the only feasible way to decide on the appropriate specification. Since the component densities in (4.8) do not belong to the exponential family, the residual-based methods for selecting the optimal mixture (see Lindsay and Roeder, 1992) cannot be applied here.
We also estimate the model with a homogenous and a heterogenous informal sector separately for the ‘male’ and ‘female’ urban labor market, as it is often argued that there is a gender-specific division of the labor market in developing countries and especially in sub-Saharan Africa (see e.g. Klasen, 2006 for an overview). Hence, we test if the result of a two-segment informal labor market is dependent on whether we estimate the model for the total urban population or for males and females separately.

Table 4.3 demonstrates, that only two out of four information criteria indicate that the male informal labor market has a heterogenous structure and two information criteria would suggest that the specification with a homogeneous informal sector is best. For the female labor market the model with a heterogenous informal labor market is supported by three out of four information criteria whereas Consistent Akaike is inconclusive (Table 4.3). Hence, the informal labor market of males might - in contrast to the informal labor market of females - be homogeneous. Moreover, the results indicate that part of the strong heterogenous structure of the overall informal labor market (Table 4.2) might be caused by a gender-specific division.

Table 4.3: Model Selection - Male and Female Urban Labor Market

|                | Males                       | Females                     |
|----------------|-----------------------------|-----------------------------|
|                | Homogenous Informal Sector  | Two-Segment Informal Sector | Homogenous Informal Sector | Two-Segment Informal Sector |
| Akaike         | 6243.16                     | 6202.06                     | 4107.97                    | 4053.74                     |
| Schwarz        | 6383.26                     | 6412.22                     | 4250.86                    | 4239.39                     |
| Consistent Akaike | 6361.26                 | 6379.22                     | 4217.39                    | 4217.86                     |
| Hannan-Quinn   | 6287.03                     | 6267.88                     | 4149.42                    | 4115.92                     |

*Source: Enquête de Niveau de Vie, 1998. Computations by the authors.*

Estimation results for the total urban labor market and for the model with a two-segment informal labor market are presented in Table 4.4. Considering the
estimation results, our first important finding is that the correlation coefficient between the selection equation and the earnings equations is significant, which underlines the necessity of accounting for sample selection bias when estimating coefficients in segment-specific earnings equations.  

With regard to the characteristics of each segment of the labor market, Table 4.4 suggests that expected wages in both informal segments are clearly below the expected wage in the formal sector. However, there is an additional significant differential between expected earnings in the higher-paid (Informal-1) and lower-paid (Informal-2) informal sectors. Moreover, the two unobserved informal segments make up 37.7 percent (Informal-1) and 28.4 percent (Informal-2) of the labor market, or 57.6 percent and 42.4 percent of the informal labor market respectively, which shows that each of them constitutes a significant part of the informal sector (Table 4.4).

Last, notice that wage equations across the three segments are quite diverse. As expected, returns to education and experience (measured in years of age) are high in the formal sector. Also, in the higher-paid segment of the informal sector (Informal-1) education and experience have a high and significant impact on earnings. But, whereas returns to experience in this segment are the same as in the formal sector, returns to education are only half as high. In the lower-paid part of the informal sector (Informal-2) returns to experience are only two thirds of the returns to experience in the formal and higher-paid informal sectors, and education appears to have no returns at all. Hence, workers in the lower-paid informal sector are stuck with very low wages almost independent of their abilities.

---

11 The correlation coefficient $\rho$ is also significant whether we estimate the model separately for males or females (not shown).

12 As indicated by the coefficient on the impact of gender on earnings, if we estimate the model only for female employees the wage differential between the formal and higher-paid informal sector is higher whereas it is lower between the higher-paid and lower-paid informal sector.

13 If we estimate the model for males only the respective shares are 32.7 (Informal-1) and 21.0 (Informal-2) percent of the labor market whereas for the female labor market the shares amount up to 44.7 (Informal-1) and 39.0 (Informal-2) percent, respectively. Hence, not only is the share of women working in the informal sector much higher, but especially the share of women working in the lower-paid informal sector is much higher than the share of males working in this - with regard to expected earnings - most-disadvantaged sector.
Table 4.4: Regression Results for log Earnings

| Formal         | Coeff.  | (Std.Error) | Informal 1 | Coeff.  | (Std.Error) | Informal 2 | Coeff.  | (Std.Error) |
|----------------|---------|-------------|------------|---------|-------------|------------|---------|-------------|
| Intercept*     | 7.0516  | 0.3799      | Intercept* | 7.5818  | 0.3225      | Intercept* | 7.4643  | 0.5803      |
| Male*          | 0.3476  | 0.0734      | Male*      | 0.6659  | 0.0700      | Male*      | 0.4417  | 0.1257      |
| Age*           | 0.1301  | 0.0196      | Age*       | 0.1199  | 0.0169      | Age*       | 0.0816  | 0.0307      |
| Age²/100*      | -0.1187 | 0.0258      | Age²/100*  | -0.1285 | 0.0221      | Age²/100*  | -0.1012 | 0.0397      |
| Education*     | 0.1058  | 0.0091      | Education* | 0.0577  | 0.0160      | Education  | 0.0210  | 0.0261      |
| Literacy       | -0.1420 | 0.1140      | Literacy   | -0.1405 | 0.1103      | Literacy   | 0.0706  | 0.1958      |
| Training*      | 0.1600  | 0.0626      | Training   | -0.1190 | 0.1063      | Training*  | 0.6664  | 0.2031      |
| Muslim         | 0.1550  | 0.0896      | Muslim     | -0.0923 | 0.0979      | Muslim*    | 0.7532  | 0.2103      |
| Christian      | -0.0185 | 0.0850      | Christian  | -0.0505 | 0.1025      | Christian  | 0.4026  | 0.2150      |
| Abidjan        | 0.0807  | 0.0576      | Abidjan*   | 0.1871  | 0.0683      | Abidjan*   | 0.2530  | 0.1225      |
| \( \pi_{t}^{*} \): | 0.3392  | 0.0092      | \( \pi_{t,1}^{*} \): | 0.3767  | 0.0403      | \( \pi_{t,2}^{*} \): | 0.2840  | 0.0401      |

| Exp. log-Wage: | 11.3524 | Exp. log-Wage: | 10.4956 | Exp. log-Wage: | 10.0964 |
| Exp. Wage:     | 105095.04 | Exp. Wage:     | 40992.12 | Exp. Wage:     | 28054.92 |

**Selection Equation**

| Intercept      | -0.0422  | 0.0400      | Number of Obs. (cens): | 2939   |
| Male*          | 0.5682   | 0.0374      | Number of Obs. (mix):  | 2653   |
| Infants*       | 0.2705   | 0.0196      |                           |        |
| Children*      | 0.2677   | 0.0162      | Log-Likelihood:          | -5272.11 |
| Olds            | -0.0518  | 0.0439      | \( \rho^{*} \):          | 0.1058 |
| HH Size*       | -0.2693  | 0.0092      |                           |        |
| Active Members*| 0.4709   | 0.0157      |                           |        |

**Source:** *Enquête de Niveau de Vie*, 1998. Computations by the authors.

**Notes:** * denotes significance at 5% level.
Furthermore, whereas gender has a considerable impact on earnings in all segments of the labor market, the male-female wage gap in the two informal segments is much higher than in the formal sector. An explanation could be, that positions in the formal sector are much more specified, preventing high gender-specific wage discrimination. Alternatively, it is also possible that only the most (unobserved) able females enter the formal labor market, leading to a lower difference in earnings in the formal sector. Last, both location and religion does not have an impact on earnings in the formal sector but does have a significant impact on earnings in the better- and lower-paid informal sector.

Thus we do not only find that the urban labor market in Côte d’Ivoire consists of one formal and two latent informal segments. Also, each of these segments shows a quite distinct pattern of returns to individual characteristics. On a first glance, among the different labor market theories (as described in the introduction), the proposed labor market structure of Fields (2005) seems to be supported most by our empirical results.

However, even a significant diversity in the characteristics of the different labor market segments does not necessarily mean that the labor market does not fit into either the segmented or the competitive labor market model. Following Basu (1997), it is beyond doubts that the labor market may be split into several segments. But as long as these segments possess the properties attributable to a competitive market, the whole labor market can still be treated as competitive. Alternatively, if entry barriers between some detected fragments could be found, the market would be segmented. Thus, to learn about the nature of segmentation and/or competition in the labor market, it has to be analyzed whether the observed distribution of individuals across segments is the result of sector choice (competitive market) or entry-barriers into sectors (segmented market).

4.3.3 Competitive or Segmented Labor Markets?

In this section we analyze whether employment in the two informal segments is the result of own comparative advantage considerations or a result of entry-barriers into the formal market, i.e. market segmentation. If no entry-barriers between sectors exist the ‘earnings-maximizing’ individual enters the sector where, given his characteristics, his expected earnings are the highest. This induces the
distribution of individuals across sectors formulated in Equation (4.9), which we could call the ‘earnings-maximizing’ distribution across sectors \( \{ \hat{\pi}_j \}_{j=1}^J \). Without entry-barriers the earnings-maximizing distribution should be the same as the actual distribution of individuals across sectors, i.e. the mixing distribution \( \{ \hat{\pi}_j \}_{j=1}^J \) in Equation (4.8)\(^{14}\).

If, however, certain entry-barriers are in place, individuals should be under-represented in the sectors where they would have the highest expected earnings (given their specific characteristics). Or in other words, if entry-barriers existed, there should be a statistically significant difference between the estimated actual mixing distribution and the distribution induced by the earnings-maximizing sector choice of individuals.

Figure 4.4: Distribution of Individuals across Sectors

![Figure 4.4: Distribution of Individuals across Sectors](image)

Source: Enquête de Niveau de Vie, 1998. Computations by the authors.

Figure 4.4 plots the detected market segments from the mixture model \( \{ \hat{\pi}_j \}_{j=1}^J \) against the earnings-maximizing distribution \( \{ \hat{\pi}_j \}_{j=1}^J \). We see that the fraction of those who, conditional on their personal characteristics, would be better off in the formal sector is almost double the actual share of formal sector employees. The contrary can be observed in the lower-paid informal segment, where the actual

\(^{14}\)See also Section 4.2.2. Note that the term ‘actual’ here refers to ‘estimated’ and may not be confused with the term ‘perfectly observable’, because we are in the mixture setting and the affiliation of an informal worker to any part of the informal sector is unobservable.
number of workers is almost three times as high as the number of workers that would choose to be employed in this segment for comparative advantage considerations.

Table 4.5: Distribution of Individuals across Sectors

|                | Formal | Informal-1 | Informal-2 |
|----------------|--------|------------|------------|
|                | Value  | Value      | Value      |
| Actual         | $\hat{\pi}_j$ | 0.33 [0.32, 0.35] | 0.37 [0.23, 0.48] | 0.28 [0.17, 0.42] |
| Maximizing     | $\tilde{\pi}_j$ | 0.61 [0.37, 0.77] | 0.29 [0.14, 0.52] | 0.09 [0.03, 0.18] |
| Actual/Maximizing | $\hat{\pi}_j / \tilde{\pi}_j$ | 0.55 [0.43, 0.92] | 1.28 [0.52, 3.14] | 3.03 [1.20, 8.59] |

Table 4.5 presents the corresponding estimated values of the actual mixing, \( \{\hat{\pi}_j\}_{j=1}^J \), and earnings-maximizing, \( \{\tilde{\pi}_j\}_{j=1}^J \), sector affiliation probabilities as well as the ratios of these values for each segment \( j \). In addition, we report the bootstrap confidence intervals for the estimated probabilities and for their ratios. The hypothesis of equality of the two distributions is rejected when the \( \tilde{\pi}_j / \hat{\pi}_j \) ratios significantly diverge from unity.

The results in Table 4.5 indicate that the actual sector affiliation probability is significantly different from the earnings-maximizing affiliation probability both for the formal sector and the lower-paid informal sector (Informal-2) and only equal for the higher-paid informal sector (Informal-1). More precisely, at a 5% significance level we find that \( \hat{\pi}_j / \tilde{\pi}_j = 1 \) for the higher-paid informal sector, \( \hat{\pi}_j / \tilde{\pi}_j < 1 \) for the formal sector and \( \hat{\pi}_j / \tilde{\pi}_j > 1 \) for the lower-paid informal sector. These findings imply:

(i) the share of workers who would choose to enter the formal sector is significantly higher than the share of workers indeed employed in the formal sector,

(ii) the actual share of individuals affiliated to the Informal-1 sector is equal to the share of those who would optimally choose working in this sector,
(iii) the actual share of workers in the Informal-2 sector is significantly higher than the share of workers that would voluntarily stay in this sector.

The three statements above clearly imply the rejection of the hypothesis of unlimited inter-sectoral mobility with no entry-barriers between any sectors. Thus, the labor market under study is segmented and features involuntary employment, mainly in its lower-paid informal segment, where a significant fraction of workers would do better in another sector (Table 4.5). This means that competitive theories do not apply. Moreover, our results do neither support full labor market segmentation, that considers all informal employment as a strategy of last resort to escape involuntary unemployment. Figure 4.4 and Table 4.5 show that both informal segments, mainly Informal-1 but also Informal-2, also contain individuals who will not be better off in any other sector. Thus the informal market seems to consist of both workers who are employed there voluntary - the upper-tier - and involuntary - the lower-tier. Hence, we conclude that the hypothesis of Fields (2005) can largely be supported.

More precisely, the earnings-maximizing distribution \( \{ \hat{\pi}_j \}^{J}_{j=1} \) of Informal-1 and Informal-2 constitutes the upper-tier, i.e. individuals who voluntary work in the informal sector and would not be better off in any other sector. The difference between these earnings-maximizing individuals in the informal sector and the actual size of the informal sector indicates the lower-tier informal sector, i.e. individuals who involuntary work in the informal sector and would do better in the formal sector. Table 4.5 shows that the relative size of the lower-tier informal sector is about 27% of the entire labor market\(^{15} \) or about 40% of the informal sector and that those individuals are mainly found in the lower-paid informal sector (Informal-2). The higher-tier informal segment makes up 60% of the informal labor market and is mainly found in the upper-paid informal segment (Informal-1).

Table 4.6 shows the actual mixing \( \hat{\pi}_j \) and the predicted earnings-maximizing probabilities \( \hat{\pi}_j \) separately for males and females. With regard to the labor market of males, only 14% of males are not found in the sector where they would maximize their earnings, or in other words the size of the lower-tier informal sector is about 25% of the 'male' informal labor market. For females, 17% (20%) of the 'female' total (informal) labor market are found in the lower-tier informal sector.

\(^{15}\)This is equal to the difference between the actual and earnings-maximizing fractions of workers employed in the formal sector.
These in the lower-tier involuntary trapped women and men are almost exclusively found in the lower-paid informal sector, Informal-2 (see column 2 and 3 of Table 4.6). Thus, if we analyze the female and male labor market separately most individuals seem to be in the sector where they maximize their earnings, which indicates ‘gender-specific’ competitive labor markets; and hence, in combination with the results of the total labor market (Table 4.5), a partly ‘gender-driven’ labor market segmentation.

Table 4.6: Distribution of Individuals across Sectors - Males and Females

|           | Males          | Females        |
|-----------|----------------|----------------|
|           | Value [95% Conf.Int.] | Value [95% Conf.Int.] | Value [95% Conf.Int.] |
| Actual    | \( \hat{x}_{ij} \) 0.45 [0.43, 0.48] | 0.44 [0.14, 0.18] | 0.16 [0.14, 0.18] |
| Maximizing| \( \hat{x}_{ij} \) 0.60 [0.12, 0.71] | 0.45 [0.22, 0.81] | 0.32 [0.22, 0.81] |
| Actual/Maximizing | \( \frac{\hat{x}_{ij}}{\hat{x}_{ij}} \) 0.75 [0.63, 3.78] | 0.98 [0.19, 0.74] | 0.49 [0.19, 0.74] |

One might argue, that in reality individuals are utility- rather than earnings-maximizers. Thus, it is possible to argue that our empirical results are a consequence of non-wage preferences for the lower-paid informal sector and not an

---

16 The actual size of the higher-paid informal sector, Informal-1, is almost equal to the earnings-maximizing size of Informal-1.
evidence of entry-barriers into the formal sector. Given the significantly lower earnings in the lower-paid informal sector, this would mean that being employed in this sector brings along considerable non-wage advantages that the formal sector cannot offer. However, we think that the informal sector should not have *more* (and we argue rather less) positive non-wage features than the formal sector. Whereas the informal sector offers more flexibility, the formal sector provides access to employment certainty, social security, medical insurance, pension funds etc. Hence, treating individuals as earnings maximizers should not significantly bias our results.\textsuperscript{17}

4.4 Conclusion

In this paper we formulate an econometric model that allows for various sectors in the labor market, when sector affiliation of any particular individual is not necessarily observed. In addition, the model accounts for sample selection due to individuals' employment decision. The model further suggests a straightforward test for labor market segmentation.

We apply the model to study the structure of the urban labor market in Côte d'Ivoire. Our estimation results support the hypothesis that informal labor markets in developing countries are composed of two segments with a distinct wage equation in each of them. We further state that both informal sectors are considerable in size and make up 60 percent and 40 percent of informal employment, respectively. In addition, we show that one segment of the informal sector (the higher-paid informal sector) is superior to the other (the lower-paid informal sector) in terms of significantly higher earnings as well as higher returns to education and experience.

We also test whether the detected structure of the informal sector is a result of market segmentation that deters individuals from entering the formal sector, or a result of comparative advantage considerations of workers. Our results reject unlimited intersectoral mobility of workers and indicate that the lower-paid informal sector is largely the result of market segmentation whereas comparative

\textsuperscript{17}However, there might be a difference for men and women, with the flexibility of the informal sector offering more advantages for women (usually being the ones raising children) than for men.
advantage considerations seem to be the cause for the existence of the higher-paid informal sector. Hence, the informal sector comprises both individuals for whom the informal sector is a strategy of last resort to escape involuntary unemployment and individuals who are voluntarily employed in the informal sector. As a result, among the existing theoretical views on the structure of the informal labor market in developing economics, the one of Fields (2005) gets the largest empirical support.

For the theoretical modeling of labor markets in developing economies this means that there might exist cases in which neither solely competitive theories nor exclusively segmented labor market theories will provide an appropriate explanation of labor market interactions. Moreover, we might even rethink the general assumption of no entry-barriers into the informal sector, with entry-barriers to the higher-paid informal sector.

For the empirical literature our results clearly show that testing for labor market segmentation in developing economies can be misspecified by either ignoring the employment decision of individuals (e.g. Dickens and Lang, 1985; and Cunningham and Maloney, 2001) or by assuming away a possible latent structure of the labor market (e.g. Heckman and Sedlacek, 1985; Magnac, 1990). However, the later two papers address the interesting issue of specific entry-barriers, namely mobility costs, between the formal and informal sector (Magnac, 1991) and the issue of sector choice of utility-maximizing individuals (Heckman and Sedlacek, 1985), which we do not consider in this paper. It would be interesting to see the impact of a latent heterogenous informal sector on their models’ estimation results. Last, our results demonstrate the importance to distinguish between male and female labor markets, which might show significant differences in structure and dynamics.

Our findings are particularly important for the design of policy measures which aim to reduce informality with low and unsecured earnings. Clearly, to talk about any specific policy measures, one needs to have at least a simple theoretical model that addresses the costs and benefits of decreasing the informal sector, which we do not provide in this paper. However, if we aim for policies with the objective to promote formal employment, we have to take into account that the informal sector consists of both individuals who would like to switch to a formal job and individuals who currently have no incentive of doing so. Policy recommenda-
tions for those two informal segments should be quite different. Although in both sectors of the informal labor market individuals face ‘poor’ earnings opportunities, it seems that individuals work in the higher-paid informal sector because they are poor(ly endowed) with necessary characteristics for the formal sector whereas individuals are poor because they involuntarily work in the lower-paid sector.

In the upper-tier informal sector, policies should address individuals’ ‘poor’ endowments to improve their earnings possibilities in the formal sector. Moreover, this segment of the informal sector might also be partly ‘responsible’ for the high tax evasion in developing countries. Hence, measures to transform the higher-paid informal sector into the formal sector, i.e. to improve tax collection in this part of the labor market, might be enhanced.

With regard to individuals, who are involuntarily trapped in the informal sector, policy interventions have to counter entry-barriers into the formal sector. Moreover, workers found in this part of the informal market show especially low earnings. Hence, if the objective is to address the most disadvantaged first, the lower-paid informal sector should receive highest priority.

Last, before implementing any policies certain revealing mechanism that allow to determine whether any given individual belongs to one or another segment of the informal labor market need to be established. Even though no mixture model detects with certainty the affiliation of any given individual to any latent segment of the labor market our estimations results for wage functions in the different segments might already provide a guide for policy makers. For example, Table 4.4 reveals that young and uneducated males, living in Abidjan, mainly constitute the upper-tier informal sector, i.e. individuals who voluntarily work in the informal sector.\(^{18}\)

\(^{18}\)Note that the intercept in the higher-paid informal sector is higher than in the formal sector. Thus individuals with no or low endowments should earn more in the higher-paid informal sector than in the formal sector. Moreover, being a male and living in Abidjan yields higher returns in the higher-paid informal sector than in the formal sector.
Appendix A

STATA 8.0 Macro for a Triple Poverty Decomposition.

#delimit;
set trace off;
cap program drop tripledecomposition;
program define tripledecomposition, rclass;
version 8.0;
syntax using [fweight aweight] [if], var1(varname numeric) var2(string) pline1(string) pline2(string);

quietly {
    tempvar poor;
    if ("if" ="") keep 'if';
    gen 'poor'=('var1'<'pline1');
    sum 'poor' ['weight' 'exp'], meanonly; local prate111=r(mean);
    **poverty rate at mu1 and sigma1 and pline1;
    replace 'poor'=('var1'<'pline2');
    sum 'poor' ['weight' 'exp'], meanonly; local prate112=r(mean);
    **poverty rate at mu1 and sigma1 and pline2;
    use 'using', clear;
    if ("if" ="") keep 'if';
    gen 'poor'=('var2'<'pline1');
    sum 'poor' ['weight' 'exp'], meanonly; local prate221=r(mean);
    **poverty rate at mu2 and sigma2 and pline1;
    replace 'poor'=('var2'<'pline2');
    sum 'poor' ['weight' 'exp'], meanonly; local prate222=r(mean);
    **poverty rate at mu2 and sigma2 and pline2;
** poverty rate at mu2 and sigma2 and pline2;

preserve;

sum 'var1' ['weight' 'exp'], meanonly; local mean11=r(mean);
sum 'var2' ['weight' 'exp'], meanonly; local mean22=r(mean);
replace 'var2' = 'var2'**'mean11'/'mean22';
gen 'poor' =( 'var2' < 'pline1');
sum 'poor' ['weight' 'exp'], meanonly; local pratel121=r(mean);

**poverty rate at mu1 and sigma2 and pline1;

replace 'poor' =( 'var2' < 'pline2');
sum 'poor' ['weight' 'exp'], meanonly; local pratel22=r(mean);

**poverty rate at mu2 and sigma1 and pline1;

replace 'var1'='var1'**'mean22'/'mean11';
gen 'poor'=( 'var1' < 'pline1');
sum 'poor' ['weight' 'exp'], meanonly; local pratel211=r(mean);

**poverty rate at mu2 and sigma1 and pline2;

restore;

preserve;

replace 'var1'='var1'**'mean22'/'mean11';
gen 'poor'=( 'var1' < 'pline1');
sum 'poor' ['weight' 'exp'], meanonly; local pratel212=r(mean);

**poverty rate at mu2 and sigma1 and pline2;

restore;

local changep='prate222' - 'prate111';
local growth1='prate211' - 'prate111';
local growth2a='prate221' - 'prate121';
local growth2b='prate212' - 'prate112';
local growth2='prate222' - 'prate122';
local redist1='prate121' - 'prate111';
local redist2a='prate221' - 'prate211';
local redist2b='prate122' - 'prate112';
local redist2='prate222' - 'prate212';
local pov1='prate112' - 'prate111';
local pov12a='prate212' - 'prate211';
local pov12b='prate122' - 'prate121';
local povl2='prate222' - 'prate221';
local res = 'changep'-'growth1'-'redist2a'-'povl2';
};
disp in green "hline 80";
disp in white " Growth and Inequality Poverty Decomposition";
disp in green "hline 80";
disp in green " Poverty Rate in Y.1" in yellow _col(32) %6.3f 'prate111';
disp in green " Poverty Rate in Y.2" in yellow _col(32) %6.3f 'prate222';
disp in green "hline 80";
disp in green "Change in Poverty" in yellow _col(68) %6.3f 'changep';
disp in green "hline 80";
disp in green "Growth Component" in yellow _col(68) %6.3f
('growth1'+'growth1'+'growth2a'+'growth2b'+'growth2'+'growth2')/6;
disp in green "Redistribution Component" in yellow _col(68) %6.3f
('redist1'+'redist1'+'redist2a'+'redist2b'+'redist2'+'redist2')/6;
disp in green "Poverty Line Component" in yellow _col(68) %6.3f
('povl1'+'povl1'+'povl2a'+'povl2b'+'povl2'+'povl2')/6;
disp in green "Residual" in yellow
_col(68) %6.3f 'res';
disp in green "hline 80";
end;
Appendix B

Component Density of the Error Term.

Consider a component density \( f(u_i|u_{is} > -z_i \gamma, \theta_j) \). Using Bayes rule (for simplicity of notation we suppress conditioning on \( y_i \in Y_j \)) we get

\[
f(u_i|u_{is} > -z_i \gamma, \theta_j) = \frac{P(u_{is} > -z_i \gamma|u_i, \theta_j) f(u_i|\theta_j)}{P(u_{is} > -z_i \gamma)}.
\]

Since the joint distribution of \((u_i, u_{is})\) is bivariate normal, the conditional density \( f(u_{is}|u_i, \theta_j) \) follows \( N(\frac{\rho_j}{\sigma_j^2} u_i, 1 - \rho_j^2) \) and the marginal density \( f(u_i|\theta_j) \sim N(0, \sigma_j^2) \). Thus

\[
f(u_i|u_{is} > -z_i \gamma, \theta_j) = P \left( \frac{u_{is} - z_i \gamma - \rho_j \sigma_j^{-1} u_i}{\sqrt{1 - \rho_j^2}} > \frac{-z_i \gamma - \rho_j \sigma_j^{-1} u_i}{\sqrt{1 - \rho_j^2}} \right) \frac{f(u_i|\theta_j)}{P(u_{is} > -z_i \gamma)}
\]

\[
= \Phi \left( \frac{z_i \gamma + \rho_j \sigma_j^{-1} [\ln y_i - x_i \beta_j]}{\sqrt{1 - \rho_j^2}} \right) \frac{1}{\sigma_j} \varphi \left( \frac{\ln y_i - x_i \beta_j}{\sigma_j} \right) \frac{1}{\Phi(z_i \gamma)},
\]

where \( \theta_j = \{ \beta_j, \sigma_j, \rho_j \} \) and \( \varphi \) and \( \Phi \) are the probability density and distribution functions of the standard normal distribution.

Proof of Proposition 1.

Consider the component density of (4.7)

\[
h_j(y'|\mu_j, \sigma_j, \rho_j) = \frac{\varphi \left( \sigma_j^{-1} [y' - \mu_j] \right)}{\sigma_j \Phi(a)} \Phi \left( \frac{a + \rho_j \sigma_j^{-1} [y' - \mu_j]}{\sqrt{1 - \rho_j^2}} \right),
\]
where we define $\mu_j = x\beta_j$, $a = z\gamma$ and $y' = \ln y$. Bilateral Laplace transform of this density is

\[
\phi_j[h(y')](t) = \int_{-\infty}^{+\infty} e^{-ty} \frac{\varphi\left(\sigma_j^{-1} \left[ y' - \mu_j \right]\right)}{\Phi(a)} \Phi\left( \frac{a + \rho_j \sigma_j^{-1} \left[ y' - \mu_j \right]}{\sqrt{1 - \rho_j^2}} \right) dy'
\]

\[
= \frac{1}{\Phi(a)} \int_{-\infty}^{+\infty} e^{-t(\sigma_j z + \mu_j)} e^{-\frac{1}{2}z^2} \Phi\left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) dz
\]

\[
= \frac{e^{-t\mu_j}}{\Phi(a)} \int_{-\infty}^{+\infty} \frac{e^{-t\sigma_j z - \frac{1}{2}z^2}}{\sqrt{2\pi}} \Phi\left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) dz
\]

\[
= \frac{e^{\frac{1}{2}t^2 \sigma_j^2 - t\mu_j}}{\Phi(a)} \int_{-\infty}^{+\infty} e^{-\frac{1}{2}(z + t\sigma_j)^2} \Phi\left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) dz
\]

Applying integration by parts to

\[
\phi_j(t) = \frac{e^{\frac{1}{2}t^2 \sigma_j^2 - t\mu_j}}{\Phi(a)} \int_{-\infty}^{+\infty} \varphi(z + t\sigma_j) \Phi\left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) dz
\]

we get:

\[
\phi_j(t) \bigg|_{\rho_j \neq 0} = \frac{e^{\frac{1}{2}t^2 \sigma_j^2 - t\mu_j}}{\Phi(a)} \left[ \Phi\left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) \Phi(z + t\sigma_j) \bigg|_{-\infty}^{+\infty} \right. \\
- \frac{\rho_j}{\sqrt{1 - \rho_j^2}} \left[ \varphi\left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) \Phi(z + t\sigma_j) \bigg|_{-\infty}^{+\infty} \right. \\
= \frac{e^{\frac{1}{2}t^2 \sigma_j^2 - t\mu_j}}{\Phi(a)} \left[ 1 - \frac{\rho_j}{\sqrt{1 - \rho_j^2}} \left[ \varphi\left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) \Phi(z + t\sigma_j) \bigg|_{-\infty}^{+\infty} \right. \right].
\]

Also notice that for $\rho_j = 0$ the transform reduces to that of the normal distribution.
Let $S_j$ denote the domain of definition of $\phi_j(t)$. First, for any $l, j$ we get $S_l \subseteq S_j$. This fulfills the first requirement of Theorem 2 in Teicher (1963). Second, we seek for a limiting behavior of $\phi_l(t)/\phi_j(t)$ once $t \to t_*$ for some $t_* \in \bar{S_j}$. Consider:

$$\lim_{t \to +\infty} \frac{\phi_l(t)}{\phi_j(t)} = \lim_{t \to +\infty} e^{\frac{1}{2} (\sigma^2 - \sigma_j^2) - t(\mu - \mu_j)} \frac{1 - \frac{\rho_j}{\sqrt{1 - \rho_j^2}} \int_{-\infty}^{+\infty} \phi \left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) \Phi(z + t\sigma_j) \, dz}{1 - \frac{\rho_l}{\sqrt{1 - \rho_l^2}} \int_{-\infty}^{+\infty} \phi \left( \frac{a + \rho_l z}{\sqrt{1 - \rho_l^2}} \right) \Phi(z + t\sigma_l) \, dz}.$$ 

Applying l'Hospital's rule to the second limit, we get

$$\lim_{t \to +\infty} \frac{\phi_l(t)}{\phi_j(t)} = \lim_{t \to +\infty} e^{\frac{1}{2} (\sigma^2 - \sigma_j^2) - t(\mu - \mu_j)} \left[ \frac{\rho_l \sqrt{1 - \rho_j^2}}{\rho_j \sqrt{1 - \rho_l^2}} \right] \int_{-\infty}^{+\infty} \phi \left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) \Phi(z + t\sigma_j) \, dz$$ 

For the integral

$$\int_{-\infty}^{+\infty} \phi \left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) \Phi(z + t\sigma_j) \, dz$$

by factorization of the Gaussian kernel for $z$ it can be shown that

$$\int_{-\infty}^{+\infty} \phi \left( \frac{a + \rho_j z}{\sqrt{1 - \rho_j^2}} \right) \Phi(z + t\sigma_j) \, dz = \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \left( \frac{(a + \rho_j z)^2}{1 - \rho_j^2} \right) \right\} \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \left( z + t\sigma_j \right)^2 \right\} \, dz$$

$$= \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \left( \frac{(a + \rho_j z)^2}{1 - \rho_j^2} + \left( z + [a\rho_j + t\sigma_j(1 - \rho_j^2)] \right)^2 \right) \right\} \, dz$$
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\[ \lim_{t \to +\infty} \frac{\phi_i(t)}{\phi_j(t)} = \lim_{t \to +\infty} e^{\frac{1}{2}t^2(\sigma_i^2 - \sigma_j^2) - t(\mu_j - \mu_i)} \lim_{t \to +\infty} \frac{\phi(a - t\sigma_i \rho_j)}{\phi(a - t\sigma_j \rho_i)} \frac{[\rho_i \sigma_i]}{[\rho_j \sigma_j]} \]

\[ = \lim_{t \to +\infty} e^{\frac{1}{2}t^2(\sigma_i^2 - \sigma_j^2) - t(\mu_j - \mu_i)} \lim_{t \to +\infty} e^{-\frac{1}{2}t^2(\sigma_i^2 \rho_j^2 - \sigma_j^2 \rho_i^2)} + t(\sigma_i \rho_j - \sigma_j \rho_i) \frac{[\rho_i \sigma_i]}{[\rho_j \sigma_j]} \]

\[ = \lim_{t \to +\infty} e^{\frac{1}{2}t^2(\sigma_i^2 [1 - \rho_i^2] - \sigma_j^2 [1 - \rho_j^2]) - t(\mu_j - \mu_i) - t(\sigma_i \rho_j - \sigma_j \rho_i)} \frac{[\rho_i \sigma_i]}{[\rho_j \sigma_j]} \]

Repeating the ordering argument of Teicher (1963) we see that the general class of mixtures in (4.7) is not identifiable because there is no lexicographic order \( h_j(y) \prec_{\sigma, \rho} h_l(y) \) that can insure that the leading term in the exponent will always converge to zero as \( t_* \to +\infty \). However, restricting the attention to a sub-class, in which \( \rho_l = \rho_j \ \forall l, j \in [1, J] \) we obtain the claimed result. For any \( l, j \in [1, J] \) let \( \rho_l = \rho_j \) and order the subfamily lexicographically so that \( h_j(y; \mu_j, \sigma_j, \rho) \prec h_j(y; \mu_i, \sigma_i, \rho) \) if \( \sigma_i < \sigma_j \) and \( \mu_i > \mu_j \) when \( \sigma_i = \sigma_j \). Then for \( t_* = +\infty, t_* \in \tilde{S}_j \) we get

\[ \lim_{t \to t_*} \frac{\phi_i(t)}{\phi_j(t)} = 0, \]

which fulfills the second and the last requirement of Theorem 2 in Teicher (1963). Since the sufficient condition of Teicher (1963) applies, the sub-class of finite mixtures (4.7) with common \( \rho \) is identifiable. \( \blacksquare \)
Remark 1.

From the proof above immediately follows that allowing for a sector-specific selection rule (i.e., letting $a = aj = zj$) leads to an unidentifiable model, since the limit of ratio writes

$$
\lim_{t \to +\infty} \frac{\phi_j(t)}{\phi_j(t)} = \lim_{t \to +\infty} e^{1/2 \left( \sigma_i^2 \left[ 1 - \rho_i^2 \right] - \sigma_j^2 \left[ 1 - \rho_j^2 \right] \right)} - \left( \mu_i - \mu_j \right) \left( [a_i \sigma_i \rho_i - a_j \sigma_j \rho_j] \right) \rho_i \sigma_i \Phi(a_j) e^{-1/2 \left( a_i^2 - a_j^2 \right)}
$$

and even within the considered sub-class of $\rho_i = \rho_j = \rho$ there is no ordering over $\{ \mu \}$ which will insure that this limit is zero once $\sigma_i = \sigma_j$.

Estimation of the Distribution in (4.9).

Once individuals are free to enter the sector that pays them, conditional on their characteristics, the highest expected wage, the distribution of agents across sectors becomes

$$
P (y \in \mathcal{Y}_j) = P \left( E \left[ \ln y^\prime | y_s > 0; x \right] = \max_{l, l \neq j} \left\{ E \left[ \ln y^\prime | y_s > 0; x \right] \right\} \right).
$$

Define the indicator function $I(y^\prime_i)$ such that $I(y^\prime_i) = 1$ if $E \left[ \ln y^\prime_i | y_{is} > 0; x_i \right] = \max_{l, l \neq i} \{ E \left[ \ln y^\prime_i | y_{is} > 0; x_i \right] \}$ and $I(y^\prime_i) = 0$ otherwise. Then the above probability distribution can be estimated by

$$
P (y \in \mathcal{Y}_j) = n^{-1} \sum_{i=1}^{n} I(y^\prime_i),
$$

where the estimated sector-specific expected log-wage for every individual is given by

$$
E \left[ \ln y^\prime_i | y_{is} > 0, x_i \right] = x_i \hat{\beta}_j + \hat{\rho} \hat{\sigma}_j \frac{\varphi(-z_i \hat{\gamma})}{1 - \Phi(-z_i \hat{\gamma})}.
$$
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