Unraveling the dominant phonon scattering mechanism in thermoelectric compound ZrNiSn
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Determining defect types and concentrations remains a big challenge of semiconductor materials science. By using \textit{ab-initio} thermal conductivity calculations we reveal that Ni/vacancy antisites, and not the previously claimed Sn/Zr antisites, are the dominant defects affecting thermal transport in half-Heusler compound ZrNiSn. Our calculations correctly predict the thermal conductivity dependence with temperature and concentration, in quantitative agreement with published experimental results. Furthermore, we find a characteristic proportionality between phonon-antisite scattering rates and the sixth power of phonon frequency, for which we provide an analytic derivation. These results suggest that thermal conductivity measurements in combination with \textit{ab-initio} calculations can be used to quantitatively assess defect types and concentrations in semiconductors.

1 Introduction

Defects are ubiquitous in a material. In recent years, the role of defects on the mechanical, electronic and thermal properties of semiconductor materials has being intensely studied, particularly regarding energy applications.\cite{1}\cite{2} Half-Heusler compounds have attracted a lot of interest for applications as thermoelectrics and solar cells.\cite{3} Improvements in their thermoelectric figure of merit \(zT = \frac{S^2\sigma T}{\kappa S}\) – where \(T\) represents temperature, \(S\) the Seebeck coefficient, \(\sigma\) the electrical conductivity and \(\kappa\) the thermal conductivity comprising both the lattice \((\kappa_L)\) and electronic \((\kappa_e)\) contributions – have been achieved mostly for multicomponent half-Heusler alloys with complex microstructures.\cite{1}\cite{2}

Despite the tremendous importance of defects on materials’ technological applications, determining the concentration of different defects and their effects is still a very challenging problem.\cite{1} One such example is of the thermoelectric half-Heusler ZrNiSn. In this material, \(\kappa\) decreases in the presence of antisite defects, but different conflicting experimental results are inconclusive about which antisite has dominant effect on the \(\kappa\).\cite{1}\cite{2}\cite{3}\cite{4}

There are two kinds of antisites in ZrNiSn which occur inherently during synthesis namely Sn/Zr and Ni/vacancy antisites. Due to similar atomic radii of Sn (1.58 Å) and Zr (1.60 Å), Sn/Zr antisites can be present in ZrNiSn (Fig. 1\textbf{b}).\cite{5} In addition, Ni can migrate to one of the four vacant pockets (out of a total of eight) in the Sn-Zr rocksalt structure which can be considered as generalized Ni/vacancy antisite (Fig. 1\textbf{b}).\cite{5}\cite{6}\cite{7}

In this work, with the aid of \textit{ab-initio} calculations, we reveal the dominant phonon scattering behaviour of Ni/vacancy over Sn/Zr antisites, contradicting the claim of an earlier study by Qiu \textit{et al}.\cite{8} They measured \(\kappa\) for unannealed and annealed samples of ZrNiSn prepared by arc-melting method. They found that the \(\kappa\) at 300K increases from \(~7\) W/m/K, for the unannealed sample, to almost twice that value after one week of annealing.\cite{9} They attributed this result to a strong decrease of Sn/Zr antisite concentration in their annealed sample as compared to the unannealed one. However, no mention of the antisite concentration is found in their work. In contrast, a similar \(\kappa\) was measured by Xie \textit{et al}. for unannealed samples prepared by levitation melting method, which they claimed contains no trace of Sn/Zr but \(~4.3\)% at 300K of Ni/vacancy antisites.\cite{10}\cite{11}\cite{12} Furthermore, annealing for one week (down to a 2.9\% Ni/vacancy concentration) increased \(\kappa\) only by \(~15\)\%. While these experiments point to a reduction in \(\kappa\) with increasing antisites, they also raise a number of questions regarding the role of each of the antisites in this material, such as: 1. Which of the two antisite is the dominant phonon scatterer in ZrNiSn? 2. What are the scattering strengths of each of these antisites? 3. How much do they affect the thermal conductivity of ZrNiSn?

In this paper, we calculate \(\kappa_f\) for ZrNiSn from first principles using predictive approach for antisite scattering and explain the underlying phonon scattering behaviour to answer the above mentioned questions.

2 Computational methodology

For a cubic system, the expression for \(\kappa_f\), obtained by solving the linearized Boltzmann transport equation in the relaxation time approximation, is given by an integral over phonon wave-vectors...
Fig. 1 Representation of (a) Sn/Zr antisites and (b) Ni/vacancy in ZrNiSn (Zr: Green atoms, Sn: purple atoms, Ni: small grey atoms).

\[ q \text{ in the Brillouin zone summed over phonon branches } j, \text{ as }^{21,22} \]

\[ \kappa_j = \frac{1}{3} \sum_j \int \frac{dq}{(2\pi)^3} C_{j\bar{q}}^2 \tau_{j\bar{q}} \]  

(1)

where \( C_{j\bar{q}} \) is the contribution to the heat capacity, \( v_{j\bar{q}} \) the group velocity and \( \tau_{j\bar{q}} \) the relaxation time for phonon mode \( j\bar{q} \). Each phonon scattering rate, \( 1/\tau \), is calculated as a sum of contributions from anharmonic processes and antisite defects,

\[ 1/\tau_{j\bar{q}} = 1/\tau_{j\bar{q}}^{\text{anh}} + \sum_{\text{Ni/vacancy}} 1/\tau_{j\bar{q}}^{\text{def}}. \]  

(2)

\( 1/\tau_{j\bar{q}}^{\text{anh}} \) is obtained from first principles employing information about the second- and third-order interatomic force constants (IFCs) in the compounds. Its expression can be found in Refs. 21,22. Likewise, the expression for \( 1/\tau_{j\bar{q}}^{\text{def}} \) comes from an atomistic description of each defect, following the \textit{ab-initio} Green’s function approach, as explained in detail in Refs. 23,25. Using the Lippmann-Schwinger equation, \( 1/\tau_{j\bar{q}}^{\text{def}} \) is given as,

\[ 1/\tau_{j\bar{q}}^{\text{def}} = f_{\text{def}} \frac{\Omega}{V_{\text{def}}} \frac{1}{\omega_{j\bar{q}} \times} \sum_{j'\bar{q}'} \left| \langle j'\bar{q}' | (1 - \hat{V}_g)^{-1} \hat{V} | j\bar{q} \rangle \right|^2 \delta (\omega_{j'\bar{q}'} - \omega_{j\bar{q}}) \]  

(3)

where \( |j\bar{q}\rangle \) and \( |j'\bar{q}'\rangle \) represent the incident and outgoing phonons. Here, \( f_{\text{def}}, V_{\text{def}} \) and \( \Omega \) represent the concentration of defects, the volume of each defect, and the volume in which \( |j\bar{q}\rangle \) is normalized, respectively, and \( \omega \) is the angular frequency. The core part of the equation contains the identity matrix \( I \), the retarded Green’s function of the perfect crystal \( g^+ \), and the perturbation matrix \( \hat{V} \). The \( \hat{V} \) matrix is expanded as,

\[ \hat{V} = \hat{V}_K + \hat{V}_M \]  

(4)

where \( \hat{V}_K, \hat{V}_M \) are the contributions due to the change in the harmonic IFCs and the masses respectively.24

For the calculation of the harmonic and anharmonic IFCs to obtain the phonon frequencies and the scattering rates, we follow the finite displacement approach. A 4x4x4 supercell based on the optimized primitive unit cell (space group F-43m, \( a = 5.99 \text{Å} \) ) consisting of 192 atoms is used for calculating the atomic forces. The force calculations are performed using the projector-augmented-wave method29 as implemented in the DFT code VASP27 within the local density approximation and a \( \Gamma \)-only \( k \)-point mesh. The Phonopy28 package is used to extract the second order IFCs from the calculated forces. Third-order IFCs are extracted using our own thirdorder.py code.29 A non-analytic correction to the dynamical matrix for reproducing the LO-TO phonon splitting in ZrNiSn is also included by calculating the Born effective charges and the dielectric tensor with VASP.30 Green’s functions are computed semi-analytically using the tetrahedron method for Brillouin-zone integration.31 The code implementing the tetrahedron method, as well as the calculation of \( \tau_{\text{def}}^{\text{anh}}, \tau_{\text{def}}^{\text{def}} \) from Eq. (3) and \( \kappa_j \), is developed in house as a part of the ALMA project.32

To calculate \( 1/\tau_{j\bar{q}}^{\text{def}} \) for the case of an Sn/Zr antisite (mass ratio \( \frac{m_{\text{Sn}}}{m_{\text{Zr}}} \sim 1.3 \), atomic radius ratio \( \frac{r_{\text{Sn}}}{r_{\text{Zr}}} \sim 1.01 \) ) we use the virtual crystal approximation only considering the mass perturbation due to the exchange of atomic positions of Sn and Zr (Fig. 1) in one of the unit cells contained in the supercell. Thus in this case, \( \hat{V} \approx \hat{V}_M \) is used in Eq. (3). Since there is no net charge in mass of the unit cell, but only an exchange of masses between two sites, the perturbation can be described as a mass dipole. The applicability of virtual crystal approximation is also tested by relaxing the atomic coordinates of the defective structure, which yields a maximum deviation of only 0.08 Å for a few atoms around the defect.

The Ni/vacancy antisite is introduced in the 4x4x4 rhombohedral supercell by moving a Ni atom by \( \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right) \) in terms of the primitive unit cell vectors, which creates a defect parallel to the OZ axis as shown in Fig. 1b. For this case, \( \hat{V} = \hat{V}_K \) is used in Eq. (3). We construct \( \hat{V}_K \) as the difference between the second-order IFCs for the defective and pristine systems up to second nearest neighbours for each atom within a cutoff of 8 Å (including 7 neighbour shells) around the defect. The cutoff is decided based on an analysis of the changes in atomic positions \( > 0.01 \text{Å} \) after relaxing the defect structure. The scattering rates are then calculated on a 28x28x28 \( q \)-point mesh, using a 18x18x18 grid for the Green’s function calculation.

### 3 Results and discussion

#### 3.1 Antisite scattering rates in ZrNiSn.

The calculated phonon-antisite scattering rates along with the anharmonic scattering at 300K for ZrNiSn are shown in Fig. 2. For comparison purposes, the figure also shows the calculated Sn/Zr antisite scattering rate as the sum of the two separate contributions from the mass perturbations resulting from the SnZr and ZrSn substitutions, describing a hypothetical independent antisite model.

At high frequencies the exact scattering rates are found to be
very similar to the results of the independent model, as seen in Fig. 2. However, significant differences are found at low frequencies where the common Rayleigh ($\omega^6$) behaviour of the scattering rates, that shows up in the results of the independent antisite model, is replaced by an unconventional $\omega^6$ trend of the actual results. As we show below, this unconventional dependence can be understood as the result of a dipole effect on phonon scattering. We have not found any previous mention of such effect in the phonon related literature.

### 3.2 $\omega^6$ trend of antisite scattering

To gain some insight into the $\omega^6$ dependence of the antisite scattering rates, one can use the Born approximation, i.e., replace $(I - \hat{V} g^*)^{-1}\hat{V} \approx \hat{V}$ in Eq. (3). This yields:

$$1/\tau_{\text{def}}^{\text{dipole}} \propto \langle \langle j'q' | \hat{V} | jq \rangle \rangle^2.$$ (5)

For a long-wavelength acoustic phonon, the relevant projections of the wave functions on the two sites forming the dipole, amount to a phase factor. Hence, the matrix element in Eq. (5) can be rewritten as:

$$\langle \langle j'q' | \hat{V} | jq \rangle \rangle = \Delta m_x \omega^2 \exp(iq \cdot x) + \Delta m_y \omega^2 \exp(-iq \cdot x),$$ (6)

where $x$ is the vector connecting the two atoms involved, and $\Delta m_x$ and $\Delta m_y$ are the mass differences introduced by the defect at both sites. Thus, Ni/vacancy antisites will lead to bigger thermal conductivity to the localised mass perturbation for the case of Sn/Zr antisites. The other important result we find from Fig. 2 is that the scattering rate calculated using a circular grid around the Sn/Zr dipole. The angular minimum of the calculated scattering rates is not exactly zero as predicted by the analytical approximation, showing the importance of full-blown Green’s function calculations in obtaining accurate pictures of the scattering process. Note that for obtaining the total scattering rate shown in Fig. 2, we have averaged over all possible orientations of antisite defects introduced at random in the crystal.

The other important result we find from Fig. 2 is that the scattering strength of Ni/vacancy antisites at low frequencies is $\sim 2$ orders of magnitude higher than that of Sn/Zr antisites in equal concentration, which answers our first two questions. The higher scattering rate for Ni/vacancy antisites can be attributed to the strong and long-ranged variations in the IFCs as compared to the localised mass perturbation for the case of Sn/Zr antisites. Thus Ni/vacancy antisites will lead to bigger thermal conductivity reduction as compared to the Sn/Zr antisites in ZrNiSn.

### 3.3 Thermal conductivity of antisite enriched ZrNiSn

To answer our third question, we calculate the $\kappa_i$ for ZrNiSn with Ni/vacancy and Sn/Zr antisites as shown in Fig. 4. The experimentally determined concentrations for both kinds of antisites are used for comparing our results to the experiments. A very good agreement of the calculated $\kappa_i$ is found with the experiments by Xie et al. for both annealed and unannealed samples.
Fig. 4 Calculated thermal conductivity of ZrNiSn with anharmonic phonon scattering only, with Ni/vacancy antisites and Sn/Zr antisites (bold lines) or with the independent antisite model (thin line). Experimental results from Ref. 18 (red markers) and Ref. 19 (blue markers) are also shown for comparison. The ‘o’ represent $\kappa$ data for annealed and ‘x’ for unannealed samples.

These results also show the dominant behaviour of Ni/vacancy antisites which, for annealed sample with 2.9% concentration, brings down $\kappa_I$ by a factor of $\sim 3$ as compared to the pure structure case, Fig. 4.

To reproduce the results by Qiu et al., who have not determined the antisite concentration in their samples, we have referred to the work of Aliev et al. based on similar sample preparation technique. Surprisingly, Aliev et al. have reported the presence of both Ni/vacancy and Sn/Zr antisites in their unannealed sample prepared with arc-melting method which contradicts the claim made by Qiu et al. This is also confirmed by our calculations where to get $\kappa_I$ near to the experimental results for the unannealed samples by Qiu et al., we require an unrealistically high $\sim 50\%$ Sn/Zr antisite concentration. Furthermore, Aliev et al. found no Ni/vacancy but a substantial amount ($\sim 10\%$) of Sn/Zr antisites even after annealing. This justifies the $\kappa_I$ results for annealed samples by Qiu et al., Fig. 4, which show strong deviation from $1/T$ trend of $\kappa_I$ – $T$ curve, that would be otherwise expected for nearly pure samples. Our calculated $\kappa_I$, including the pair antisite scattering contributions from both Ni/vacancy and Sn/Zr antisites for annealed and only Sn/Zr antisites for annealed samples, are in good agreement with the results by Qiu et al., Fig. 4. The antisite concentrations used in our calculations are in similar range as suggested in Refs. 20,33. We also calculate $\kappa_I$ for the independent antisite model and the differences from the pair antisite results are noticeable mainly at low temperatures. This comes from the different low-frequency scattering trends for independent and pair antisites, shown in Fig. 2, which dominate at low temperature. We have not included the boundary scattering effect in this study, which would reduce the low-temperature $\kappa_I$. However, in the high-temperature range the antisite scattering, especially from Ni/vacancy antisites, is found to be the dominant scattering mechanism in ZrNiSn. Thus, getting rid of Ni/vacancy antisites completely from the ZrNiSn can substantially increase $\kappa_I$, and vise-versa. Furthermore, purifying the annealed arc-melted samples with Sn/Zr antisites can also increase $\kappa_I$ by $\sim 2$ times, Fig. 4.

4 Conclusions

We have developed an ab-initio theoretical approach to determine antisite scattering strength in ZrNiSn half-Heusler compound and calculated the $\kappa_I$ within BTE-RTA framework. The $\kappa_I$ results for different samples of antisite-enriched ZrNiSn are in excellent agreement with previous experiments. Our results show that Ni/vacancy antisites, which are found to induce strong and long-ranged variations in the atomic environment, are the dominant scatterers in ZrNiSn as compared to, previously considered to be stronger, Sn/Zr antisites which effectively result in localized mass perturbations. Additionally, an $\omega^3$ dependence of phonon-antisite scattering rates is analytically derived and reproduced in our calculations. These results can be of technological interest for tuning the thermal conductivity of ZrNiSn, according to the application, by changing the antisite concentrations. Furthermore, good agreement of our results with experiments suggest that the thermal conductivity measurements and ab-initio calculations can be advantageously used together to determine sample defect concentrations in other materials as well.
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