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Abstract—The goal of the group testing problem is to identify a set of defective items within a larger set of items, using suitably-designed tests whose outcomes indicate whether any defective item is present. In this paper, we study how the number of tests can be significantly decreased by leveraging the structural dependencies between the items, i.e., by incorporating prior information. To do so, we pursue two different perspectives: (i) As a generalization of the uniform combinatorial prior, we consider the case that the defective set is uniform over a subset of all possible sets of a given size, and study how this impacts the information-theoretic limits on the number of tests for approximate recovery; (ii) As a generalization of the i.i.d. prior, we introduce a new class of priors based on the Ising model, where the associated graph represents interactions between items. We show that this naturally leads to an Integer Quadratic Program decoder, which can be converted to an Integer Linear Program and/or relaxed to a non-integer variant for improved computational complexity, while maintaining strong empirical recovery performance.

Index Terms—Group testing, model-based sparsity, information-theoretic limits, Ising model, linear programming relaxations.

I. INTRODUCTION

The concept of group testing was first introduced by Robert Dorfman [1] in 1943 to provide a more efficient method of screening for syphilis during conscription for World War II. It has since gained significant attention due to its wide-ranging applications in areas such as biology, communications, and information technology, as well as connections with problems in data science and theoretical computer science (see [2, Section 1.7] and the references therein). Recently, it has also found utility in testing for COVID-19 [3].

The general goal of group testing is to identify a set of “defective” items of size $k$ within a larger set of items of size $n$, based on the outcomes of $t$ suitably-designed tests, where each test outcome indicates whether the test includes at least one defective item. The current state-of-the-art group testing schemes can reliably identify the defective set using an asymptotically optimal number of tests [4]. In this paper, we build on a recent line of works demonstrating that we can further decrease the number of tests by leveraging structural dependencies between the items [5], [6], [7], [8], [9], [10], [11]. We study such dependencies from two different perspectives, adopting a natural generalization of the uniform combinatorial prior for the purpose of theoretical analysis, and introducing a new prior based on Ising models as a more practical alternative that generalizes the i.i.d. prior.

Before outlining the related work and our contributions in more detail, we formally introduce the problem.

A. Problem Setup

1) Observation Model: We have a set of $n$ items, $V = [n] := \{1, \ldots, n\}$, and an unknown defective set $S \subseteq V$ of size $k$. The goal is to recover $S$ via a set of tests, where each test contains a subset of $V$, and the test outcome reveals whether any of the items in the test are defective. We use a binary test matrix $X \in \{0, 1\}^{t \times n}$ to represent the design of the pooled tests, with

$$X_{ij} = \begin{cases} 1 & \text{the j-th item is included in the i-th test;} \\ 0 & \text{otherwise,} \end{cases}$$

for $i \in \{1, \ldots, t\}$ and for $j \in V$. We focus on the non-adaptive setting, in which $X$ must be designed prior to observing any outcomes. The test outcomes, denoted by $Y = (Y_1, \ldots, Y_t) \in \{0, 1\}^t$, may follow one of several observation models. In the noiseless group testing model, which is our main focus, the test outcomes are given by

$$Y_i = \bigvee_{j \in S} X_{ij} = \begin{cases} 1 & \text{any defectives in the i-th test;} \\ 0 & \text{otherwise}. \end{cases}$$

In the noisy group testing model, the test outcomes might be “flipped” by some (random) noise vector $\xi \in \{0, 1\}^t$, in which $\xi_i = 1$ if and only if the outcome of the $i$-th test is flipped. In this model, the corresponding test outcomes are defined as

$$Y_i = \begin{cases} 1 & \text{if } \left(\bigvee_{j \in S} X_{ij}\right) \oplus \xi_i = 1; \\ 0 & \text{otherwise,} \end{cases}$$

where $\oplus$ represents the logical XOR operator. We focus primarily on the case that $\xi$ has i.i.d. Bernoulli($\rho$) entries for some $\rho \in (0, \frac{1}{2})$ (i.e., the symmetric noisy model).
In addition to the above specific models, we will sometimes work with a general probabilistic model, writing
\[(Y_i | X_i) \sim P_{Y_i | X_i, S},\] (4)
where \(X_i, S\) is the sub-vector of the \(i\)-th row of \(X\) containing the entries indexed by \(S\). In all models, we assume conditional independence (given \(X\)) among the tests \(i = 1, \ldots, t\).

2) Probabilistic Priors: We consider settings in which the unknown defective set \(S\) has some (known) prior distribution, i.e., a distribution over all subsets of \(V\). In the literature, the most common priors are as follows (e.g., see [2, Page 205]):
- **Combinatorial prior**: The number of defective items \(k\) is fixed, and each of the \(\binom{n}{k}\) subsets of \(V\) of cardinality \(k\) are equally likely, i.e., \(S\) is uniform over such subsets.
- **i.i.d. prior**: Each item is defective with some probability \(q\), with independence between items. Hence, the average number of defectives is \(k = nq\).

Note that \(k\) and \(q\) may scale with \(n\); most works consider a sub-linear number of defectives (e.g., \(k = \sqrt{n}\) or \(q = \frac{1}{\sqrt{n}}\)).

3) Test Designs: As mentioned in Section I-A1, we consider non-adaptive test designs, where the entire test matrix \(X\) must be designed before observing any test outcomes. This often has significant practical benefits due to allowing parallel testing. For the more practically-oriented parts of this paper, our focus will be on introducing a suitable prior and designing a decoder for it, but that decoder will be applicable to arbitrary test designs. That is, the decoder design and the non-adaptive test design will be decoupled.

In contrast, for our theoretical analysis, we will focus on \(i.i.d.\) Bernoulli testing, in which each item is placed in a given test independently with probability \(\frac{k}{n}\) for some constant \(k > 0\). While there is evidence that slightly more structured random designs can do better [4], [12], [13], such improvements have been absent for approximate recovery under sublinear sparsity, which is our focus. Hence, we believe that the i.i.d. design is as suitable as any for our purposes.

4) Recovery Criteria: Given the test design \(X\) and the test outcomes \(Y\), a decoder forms an estimate \(\hat{S} = \hat{S}(n, k, X, Y)\) of \(S\). A variety of recovery criteria exist for measuring the performance. We focus on approximate recovery criteria, allowing a certain number of false positives (i.e., \(|\hat{S} \setminus S|\) and false negatives (i.e., \(|S \setminus \hat{S}|\)). In our theoretical analysis, we will treat these two equally, allowing up to \(d_{\max} = \lfloor \alpha^* k \rfloor\) of each for some \(\alpha^* \in (0, 1)\). That is, the error probability is
\[
P_{d_{\max}}[\text{err}] := \mathbb{P}\left[d(S, \hat{S}) > d_{\max}\right],\] (5)
where
\[d(S, \hat{S}) = \max \left\{ |S \setminus \hat{S}|, |\hat{S} \setminus S| \right\}.\] (6)

We are interested in the required number of tests to attain asymptotically vanishing error probability, i.e., \(\lim_{n \to \infty} P_{d_{\max}}[\text{err}] = 0\). Permitting a small error probability is commonly given the terminology **probabilistic group testing** or the **small-error criterion**.

The approximate recovery criterion is less stringent than the usual exact recovery criterion (which corresponds to setting \(d_{\max} = 0\) in (5)), and both are of practical interest depending on the application. We focus only on the approximate recovery criterion, but studying exact recovery may be of interest in future work. We also note that our goal is to understand **improved decoding algorithms** for exploiting prior information, rather than improved test designs (though both are of interest).

We briefly note that a distinct line of works for the noiseless setting (or non-stochastic noise settings) requires **zero error probability**. This strict requirement incurs \(k^2\) dependence in the number of tests for exact recovery, though approximate recovery is still possible with \(O(k \log n)\) tests [14].

### B. Related Work

In addition to the related works already mentioned above, we highlight the following aspects of group testing that are particularly relevant to our paper.

1) **Information-Theoretic Limits of Group Testing:** Among many existing theoretical works on group testing, the information-theoretic limits in [15] are particularly relevant (see also [16], [17]). In particular, we highlight the following.

**Lemma I.1 ([15]):** Let \(n\) be the number of items, \(k = \Theta(n^\theta)\) for some \(\theta \in (0, 1)\) be the size of defective set, and suppose that \(S\) is uniform over the set of all \(k\)-sized subsets of \(V\). Fix \(a^* \in (0, 1)\), and let \(d_{\max} = \lfloor a^* k \rfloor\). For the noiseless group testing model, under i.i.d. Bernoulli testing with parameter \(\frac{\ln 2}{k}\), there exists a decoder outputting \(\hat{S}\) such that as \(n \to \infty\), provided that
\[
t \geq \left( k \log_2 \frac{n}{k} \right) (1 + o(1)).\] (7)

Conversely, for any non-adaptive test design\(^1\) and any decoder \(\hat{S}\), in order to achieve \(P_{d_{\max}}[\text{err}] \to 0\), it is necessary that
\[
t \geq (1 - a^*) \left( k \log_2 \frac{n}{k} \right) (1 - o(1)).\] (8)

Observe that the upper and lower bounds match as \(a^* \to 0\).

More generally, recent results in [18], [19] demonstrated that (8) is tight for general designs (i.e., there exists a matching achievability result), whereas Bernoulli designs cannot do better than (7), so they are mildly suboptimal in terms of the dependence on \(a^*\).

We refer the reader to [2], [4], [15], [20] and the references therein for other works on the information-theoretic limits of group testing. These works typically adopt an information-theoretic decoder, roughly amounting to a brute force search over the space of defective sets, which is computationally intractable.

A distinct line of works has sought schemes that require not only order-optimal number of tests \(t\), but also computationally feasible decoder, running in time polynomial in \(n\) (e.g., see [2, Chapters 2 and 3] and the references therein), or even polynomial in \(k \log n\) (e.g., see [21, Table 1] and the references therein). Our theoretical focus, however, is on information-theoretic limits.

\(^1\)Note that the dependence on \(a^*\) here only enters via the \(o(1)\) term.

\(^2\)In [15] this was stated specifically for the i.i.d. design, but the general case is given in [17, Thm. 1].
2) Decoding Techniques: In the theoretical part of our paper, we will consider an information-theoretic decoder (similar to [15]) whose definition is quite technical, so its details are deferred to later (see Appendix A-II). In the practically-oriented part of our paper, we will use techniques based on Linear Programming and Quadratic Programming; here we briefly outline some existing works that adopted similar approaches.

We first discuss the noiseless setting. Given the test matrix $X$ and the test outcome vector $Y$, a natural decoding rule is to choose $\hat{S}$ to be the smallest set of items consistent with the test results; this was termed the smallest satisfying set (SSS) algorithm in [22]. Since this poses a potentially hard combinatorial optimization problem, it was proposed in [23] to relax it to a linear program. The resulting optimization problems can be written in a unified manner as follows:

$$\text{minimize}_{u} \sum_{j=1}^{n} u_j \quad \text{subject to} \quad u \in C_{\text{noiseless}}$$

(9)

where

$$C_{\text{noiseless}} = \left\{ u \in \{0, 1\}^n : \sum_{j=1}^{n} X_{ij} u_j = 0 \right\}$$

(10)

and $C_{\text{noiseless}}^{[0,1]}$ is defined analogously with $[0, 1]^n$ in place of $\{0, 1\}^n$. Denoting the resulting estimate by $\hat{u}$ (with suitable rounding to $[0, 1]^n$ in the relaxed case), the defective set is estimated according to $\hat{S} = \{ j \in [n] : \hat{u}_j = 1 \}$.

In the noisy setting, it was proposed in [23] to weigh the sparsity-based objective in (9) with an additional term indicating how many test results are flipped compared to their nominal outcome, leading to the following:

$$\text{minimize}_{u, \xi} \sum_{j=1}^{n} u_j + \eta \sum_{i=1}^{t} \xi_i \quad \text{subject to} \quad (u, \xi) \in C_{\text{noisy}}$$

(11)

where

$$C_{\text{noisy}} = \left\{ (u, \xi) \in \{0, 1\}^n \times \{0, 1\}^t : \sum_{j=1}^{n} X_{ij} u_j = \xi_i \right\}$$

and $C_{\text{noisy}}^{[0,1]}$ is defined analogously with $[0, 1]^n \times [0, 1]^t$ in place of $\{0, 1\}^n \times \{0, 1\}^t$. Here the parameter $\eta$ balances the trade-off between having a sparse solution and having few flipped tests.

It is shown in [24, Sec. 5.3] that the non-relaxed variants of (9) and (11) can be interpreted as the maximum a posteriori decoding rules under an i.i.d. prior, and i.i.d. symmetric noise in the noisy case. Specifically, for this interpretation in the noisy case, one should set $\eta = \log \frac{q}{p}$, where $q$ is the defectivity probability and $p$ is the noise parameter.

3) Group Testing With Prior Information: Here we briefly outline some existing group testing literature where non-uniform models on the defective set have been considered.

A common choice of non-uniform prior is the i.-non-i.d. prior, in which each item is randomly defective with independence across items, but the associated probabilities may differ [26], [27]. This is an important special case of prior knowledge in group testing, but it is limited due to the absence of interactions/correlations between items.

Most related to our theoretical part is the concurrent work of [6], who considered essentially the same model that we will consider: The defective set is known to lie in some set $S$, with each $S \in S$ being a size-$k$ (or size at most $k$) subset of $\{1, \ldots, n\}$. However, apart from the model, their work is very different from ours. In particular, they focus on zero-error exact recovery, which is a much more stringent goal than small-error approximate recovery, and accordingly, considerably more tests are required for non-adaptive strategies. In addition, the focus in [6] is on scaling laws on the number of tests, whereas we are interested in how the underlying constants change even when the scaling laws match.

There are several additional works that are related to the more practical part of our work, and to our paper more generally. We briefly outline them here, and discuss the main differences and advantages/disadvantages in Section III-B.

A recent line of works has studied community-aware group testing [9], [10], [11], in which the items are arranged into known clusters, and those in the a common cluster are (relatively) highly correlated. Various algorithms were proposed based on first identifying highly infected communities, and then using high-prevalence testing strategies (possibly even one-by-one testing) on the individuals therein. This is another important special case of prior information, and is practically well-motivated, e.g., in testing contagious diseases where certain individuals share a house, office, etc., but in this paper we are also interested in broader kinds of structure beyond communities/clusters alone.

Two algorithms in [8] are proposed for exploiting information from contact tracing with two different test models. In particular, in the case of a binary-valued testing model (as we consider), they propose a Generalized Approximate Message Passing (GAMP) algorithm based on a dynamic infection model with

3Throughout the paper, by “Appendix” we mean “Supplementary Material”, attached as a separate document.

4Specifically, the upper bound for non-adaptive testing in [6] is $O(k \log |S|)$, whereas our less stringent criterion will give $O(\log |S|)$ scaling.
known infection times and physical proximity levels. Further graph-based models are given in [5] and [7]. In [5] the graph is modeled as being random, and after its realization is produced, anyone with a path to a “patient zero” becomes infected. Along similar lines, in [7], given a known graph, each edge is dropped with some fixed probability, and then each connected component is independently (fully) defective with some fixed probability.

We note that various theoretical guarantees appear in [5], [7], [9], [10], [11] (as well as [6] discussed above), but they are largely incomparable to ours due to some combination of the following: (i) focusing on more specific defectivity models; (ii) giving an analysis that does not attempt to optimize constants (or sometimes even logarithmic factors), at least in the non-adaptive case that we focus on; and (iii) providing bounds (e.g., on the average number of errors) without attempting to characterize their asymptotic behavior, which is our focus.

C. Contributions

Our main contributions are as follows:

- **Theoretical bounds for model-based priors:** Focusing primarily on the noiseless setting, we characterize the information-theoretic limits for approximate recovery when the space of defective sets, \( S \), is a strict subset of all size-\( k \) sets, and \( |S| \ll \binom{n}{k} \). We specialize our general result to several specific examples, and illustrate the gains offered by this prior information, both in terms of \(|S|\) and other useful combinatorial properties.

- **Using model priors and relaxation-based decoders:** We introduce the ising model as a natural and flexible model for capturing dependencies in group testing, and show that it naturally leads to a Quadratic Programming (QP) based decoder, which can also be further relaxed to a more computationally efficient Linear Program (LP). This is in contrast with previous approaches exploiting prior information, which often lead to Belief Propagation (BP) based decoders [8], [9]. We provide synthetic numerical experiments demonstrating the improvement of our decoders over standard baselines that do not exploit prior information.

II. THEORETICAL BOUNDS FOR MODEL-BASED PRIORS

In this section, we study the information-theoretic limit of group testing with prior information, focusing on the approximate recovery criterion given in (5). Specifically, we generalize the standard combinatorial prior as follows: The number of defective items \( k \) is still fixed, but the defective set \( S \) is now uniform over some subset \( S' \), where each element of \( S \) is a size-\( k \) subset of \([n]\). In the case that \(|S| \ll \binom{n}{k}\), this amounts to having significant prior knowledge compared to the standard combinatorial prior. Accordingly, we focus primarily on the following scaling regime:

\[
|S| = 2^{\beta k \log_2 \frac{\tau}{2} (1+o(1))} \quad \text{for some } \beta \in (0, 1),
\]

(12)

We observe that \( \beta \) close to one corresponds to having little prior information, whereas \( \beta \) close to zero amounts to having substantial prior information. Varying \( \beta \) between 0 and 1 covers a wide range of distinct scaling regimes, analogous to the consideration of \( k = O(n^\theta) = n^{\theta(1+o(1))} \) with \( \theta \in (0, 1) \).

Since the preceding setup is a direct counterpart to that of model-based compressive sensing [28], we adopt the terminology model-based priors.

A. General Achievability and Converse Bounds

In this subsection, we provide general achievability and converse bounds for model-based priors. These bounds are typically not easy to evaluate directly, but they serve as the starting point for applying to specific cases and simplifying.

Throughout this section, we focus on the noiseless case for concreteness and relative ease of analysis, but sometimes also discuss noisy settings.

1) Achievability: The analysis in [15], which takes \( S \) to be the entire space of \( k \)-sized subsets of \([n]\), contains the combinatorial terms

\[
N_\tau^\text{default} = \binom{k}{\tau} \binom{n-k}{\tau} \quad \text{for } \tau = 0, 1, \ldots, k,
\]

(13)
counting the number of ways that the correct defective set \( S \) can have \( \tau \) of its items removed, and a different \( \tau \) items added (from \([n]\) \(\setminus\) \(S\)), to produce some incorrect defective set \( S' \) of cardinality \( k \). Note that the value \( N_\tau^\text{default} \) is the same for each realization of the defective set \( S \) by symmetry. Hence, for \( \tau = 0, 1, \ldots, k \), we can rewrite (13) as

\[
N_\tau^\text{default} = \max_{S : |S|=k} |S' : |S'| = k \text{ and } d(S, S') = \tau|,
\]

(14)

where \( d(S, S') = \max\{|S \setminus \hat{S}, |\hat{S} \setminus S|\} \) is the distance measure associated with our approximate recovery criterion.

In our analysis, we generalize (14) for the setting of model-based priors, defining

\[
N_\tau = \max_{S \in S} |S' \in S : d(S, S') = \tau|.
\]

(15)

Coupling this with a suitably-modified information-theoretic decoder, we analyze how the final bound on the number of tests \( t \) changes, leading to the following analog of [15, Equation (3.47)].

**Theorem II.1:** Let \( n \) be the number of items, \( k = \Theta(n^\theta) \) for some \( \theta \in (0, 1) \) be the defective set size, \( S \) an arbitrary subset of the entire space of \( k \)-sized subsets of \([n]\), and \( S \) drawn uniformly from \( S \). Fix \( \alpha \in (0, 1) \), and let \( d_{\text{max}} = [\alpha^* k] \). Let \( X \in \{0, 1\}^{\alpha n} \) be a random binary matrix with i.i.d Bernoulli \((\frac{\tau}{2})\) entries for some \( \nu \in [0, 1] \). Under the noiseless group testing model, the error probability \( P_{d_{\text{max}}}(\text{err}) \) of the information-theoretic threshold decoder in Appendix A-II vanishes asymptotically as \( n \to \infty \), provided that

\[
t \geq \max_{\alpha \in [0, 1]} \frac{\log_2 N_{\lfloor \alpha k \rfloor}}{e^{-1-\alpha} H_2(e^{-\alpha}) (1 + o(1))},
\]

(16)

where \( H_2(\cdot) \) is measured in bits, and \( N_\tau \) is given in (15).

**Proof:** See Appendix A.

This expression can be simplified by substituting the standard choice \( \nu = \ln 2 \), which makes the denominator in (16) equal to \( 2^{-(1-\alpha)H_2(2^{-\alpha})} \), in particular simplifying to 1 when \( \alpha = 1 \).
However, as we will see shortly, this choice of \( \nu \) is not always optimal.

While we have focused on the noiseless setting in Theorem II.1, symmetric noise is also straightforward to handle in the same way as [15]. Non-symmetric noise can also be considered (e.g., see [29, App. A]), but in such cases, the final expressions tend to be more complicated (e.g., not closed form, more free parameters, etc.).

2) **Converse**: Next, we provide an information-theoretic converse, i.e., a hardness result that holds for any non-adaptive test design and decoder. To seek an ideal balance between the convenience of analysis vs. generality, we consider two separate cases depending on whether the decoder is constrained to output an element of \( S \), and accordingly define

\[
S_{\text{dec}} = \begin{cases} S & \text{decoder always outputs} \hat{S} \in S \\ \{S : |S| = k\} & \text{unconstrained decoder output}. \end{cases}
\]  

(17)

In the second case, the reason we may still constrain \(|S| = k\) is that outputting a size-\( k \) set is without loss of optimality for the approximate recovery criterion that we consider [16], [30].

We then introduce the following quantity:

\[
\tilde{N}_{d_{\text{max}}} = \max_{S \in S_{\text{dec}}} \max_{|S'| = \nu} |S' : d(S,S') \leq d_{\text{max}}|,
\]

(18)

which is closely related to \( \sum_{|S| = k} N_{\tau} \) (see (15)), but is slightly different due to the order of sum/max and the possibility that \( S_{\text{dec}} \) differs from \( S \).

**Theorem II.2**: Let \( n \) be the number of items, \( k = \Theta(n^{\theta}) \) for some \( \theta \in (0,1) \) be the defective set size, \( S \) an arbitrary subset of the entire space of \( k \)-sized subsets of \([n]\), and \( S \) drawn uniformly from \( S \). Fix \( \alpha^* \in (0,1) \), and let \( d_{\text{max}} = \lfloor \alpha^*k \rfloor \). Let \( X \in \{0,1\}^{\times n} \) be an arbitrary non-adaptive test design. Then, under the noiseless group testing model with approximate recovery, for any decoder to attain \( P_{d_{\text{max}}}[\text{err}] \rightarrow 1 \) as \( n \rightarrow \infty \), it must hold that

\[
t \geq \left( \log_2 |S| - \log_2 \tilde{N}_{d_{\text{max}}} \right) \cdot (1 + o(1)),
\]

(19)

where \( \tilde{N}_{d_{\text{max}}} \) is given in (18).

**Proof**: See Appendix B. \( \square \)

To simplify the analysis, we will sometimes apply this result to cases where the decoder must output an element of \( S \), i.e., the first case in (17). However, by a basic triangle inequality argument, e.g., as used in [31, Sec. 4.2.2], a converse for such decoder translates to a converse for general decoders with \( d_{\text{max}} \) replaced by \( 2d_{\text{max}} \). In particular, the resulting converse bounds will always coincide in the limit \( \alpha^* \rightarrow 0 \), which we believe to be the regime of primary interest.

For noisy group testing models in which the noiseless outcome is passed through a binary channel, we can obtain a similar result to Theorem II.2 with \( P_{d_{\text{max}}}[\text{err}] \rightarrow 0 \) instead of \( P_{d_{\text{max}}}[\text{err}] \rightarrow 1 \), and with the right-hand side of (19) being divided by the channel capacity. Specifically, the analysis based on Fano’s inequality in [31, Sec. 4.1.2] readily applies, and \( \tilde{N}_{d_{\text{max}}} \) directly appears therein in the same way as (19). We also expect that the stronger statement \( P_{d_{\text{max}}}[\text{err}] \rightarrow 1 \) can be obtained following the ideas of [32, Thm. 1], but we omit this direction since it is not our main focus.

**B. Cardinality-Bounded Structure**

In this case, we specialize our general bounds to the case that only \(|S|\) is known, without more fine-grained bounds on each value of \( N_{\tau} \). This is motivated by the fact that given knowledge of \( S \), one would expect that \(|S|\) is typically easy to bound, whereas the individual \( N_{\tau} \) may be much more complex.

For the achievability part, we characterize (16) using the following trivial bound:

\[
N_{\tau} \leq \min \{ N_{\text{default}}, |S| \},
\]

(20)

and show that this leads to the following corollary.

**Corollary II.3**: Under the setup of Theorem II.1, if \(|S| = 2(\beta k \log_2 \frac{n}{k})^{1+o(1)} \) for some \( \beta \in (0,1) \), then the error probability \( P_{d_{\text{max}}}[\text{err}] \) of the information-theoretic threshold decoder (Appendix A-II) vanishes asymptotically provided that

\[
t \geq \left( \beta \exp(\nu(1 - \max\{\alpha^*, \beta\})) \right) \left( \frac{k \log_2 n}{k} \right) (1 + o(1)).
\]

(21)

**Proof**: See Appendix C. \( \square \)

Based on [15, Thm. 3], we expect the minimizing \( \nu \) to approach \( \ln 2 \) when \( \max\{\alpha^*, \beta\} \rightarrow 1 \). For fixed \( \max\{\alpha^*, \beta\} \), we can show by differentiation that the minimizing \( \nu \) satisfies

\[
\text{H}_2(\exp(-\nu \max\{\alpha^*, \beta\})) = -\max\{\alpha^*, \beta\} \cdot \log_2(1 - \exp(-\nu \max\{\alpha^*, \beta\}))
\]

(22)

which appears to have no closed-form solution for general \( \max\{\alpha^*, \beta\} \). However, this can be solved numerically; from Fig. 1, we see that the optimal \( \nu \) starts higher and gradually decreases to \( \ln 2 \).
In the group testing literature, it is common to measure the performance using the following limiting ratio, or “rate”:

$$\lim_{n \to \infty} \frac{\log_2 \binom{n}{k}}{t},$$

(23)

where \(k\) and \(t\) implicitly depend on \(n\). This is motivated by the fact that the prior uncertainty without prior information is \(\log_2 \binom{n}{k}\). Accordingly, in our setting, a natural counterpart is the following:

$$\lim_{n \to \infty} \frac{\log_2 |S|}{t}.$$  

(24)

We will consider both of these limiting ratios, since (23) is also useful for the purpose of comparing to what one would attain in the absence of prior information (beyond knowledge of \(k\)). When \(|S| = 2^{(\beta k \log_2 \frac{n}{k})(1+o(1))}\) and \(k = o(n)\) (as we consider), the two limiting ratios are simply related via \(\lim_{n \to \infty} \frac{\log_2 \binom{n}{k}}{t} = \frac{1}{\beta} \lim_{n \to \infty} \frac{\log_2 |S|}{t}\).

Substituting (21) into (24), we obtain

$$\lim_{n \to \infty} \frac{\log_2 |S|}{t} = \lim_{n \to \infty} \frac{\beta k \log_2 \frac{n}{k}}{t} = \frac{H_2(\exp(-\nu \max\{\alpha^*, \beta\}))}{\exp(\nu(1-\max\{\alpha^*, \beta\}))},$$

(25)

where \(\nu\) takes the value that minimizes (21). It follows that for a fixed value of \(\max\{\alpha^*, \beta\}\), decreasing \(\min\{\alpha^*, \beta\}\) does not affect the limit. The limit is shown in Fig. 2 (Top). As discussed above, the limit of \(\lim_{n \to \infty} \frac{\log_2 \binom{n}{k}}{t}\) is simply a \(\frac{1}{\beta}\) factor higher than (25). For fixed \(\max\{\alpha^*, \beta\}\), if we have \(\alpha^* \leq \beta\), then decreasing \(\alpha^*\) does not affect the limit; however, if we have \(\beta \leq \alpha^*\), then decreasing \(\beta\) still increases the limit. In particular, as \(\beta \to 0\) with fixed \(\alpha^*\), the resulting value becomes unbounded, indicating an arbitrarily large reduction in the number of tests compared to no prior information. The limits for both cases are shown in Fig. 2 (Bottom).

As seen in Fig. 2 (Bottom), for all \(\beta < 1\), we need strictly fewer tests than \(\log_2 \binom{n}{k}\) (corresponding to 1 on the y-axis), i.e., the achievability bound in the absence of prior information (Lemma I.1). Furthermore, smaller \(\beta\) naturally leads to smaller \(t\). On the other hand, we observe in Fig. 2 (Bottom) that a smaller value \(\max\{\alpha^*, \beta\}\) actually leads to smaller \(\lim_{n \to \infty} \frac{\log_2 |S|}{t}\). This may be in part due to the crude upper bound in (20) becoming looser for small \(\beta\) (it is tight for \(\beta = 1\)).

For the converse, if all that we know about \(S\) is a cardinality bound, then we have the following generalization of (8).

**Corollary II.4:** Consider the setup of Theorem II.2, and suppose that

$$|S| = 2^{(\beta k \log_2 \frac{n}{k})(1+o(1))}$$

(26)

for some \(\beta \in (0, 1)\). Then, for any decoder to attain \(P_{\max\{\text{err}\}} \not\to 1\) as \(n \to \infty\), it must hold that

$$t \geq \max\{0, \beta - \alpha^*\} \left(k \log_2 \frac{n}{k}\right) \cdot (1+o(1)).$$

(27)

**Proof:** See Appendix C.

A regime of particular interest is \(\alpha^*\) becoming arbitrarily small, meaning that the recovery is required to be increasingly close to exact. In this case, the lower bound approaches \((\beta k \log_2 \frac{n}{k})(1+o(1))\), which is simply \((\log_2 |S|)(1+o(1))\) as one would expect.

We observe that Corollary II.4 is non-vacuous only if \(\beta > \alpha^*\). While this may appear limiting, this condition is unavoidable: It is straightforward to show that a feasible choice of \(S\) (subject to the cardinality bound (26)) is the set of all \(k\)-sparse binary vectors within distance \(\beta k (1+o(1))\) of \(\{0, \ldots, k\}\). In this case, if \(\alpha^* > \beta\), then simply returning \(\{0, \ldots, k\}\) will be considered non-erroneous with probability one, even when there are no tests.

We will shortly see that both Corollary II.3 and Corollary II.4 can be significantly improved when more specific knowledge of the structure of \(S\) (beyond \(|S|\) alone) is available.

### C. Block Structure

We now look at an extreme scenario where we have exact knowledge of all \(\{N_r\}_{r=d_{\max}+1}^k\) in (15), and illustrate that the achievable can be further improved as compared to using only the cardinality bound (20). Specifically, we consider the scenario
where the $n$ items have the following structure: The $n$ items are arranged in $n/q$ groups of size $q$, and each group is either all defective or all nondefective, with $k/q$ defective groups.

This model can be viewed as capturing (albeit in a highly simplified manner) the fact that infections or defects may occur in groups in applications. It is also a special case of community-aware models studied in [9], [10]. Unlike those works, we do not seek to identify new test designs to handle community structure, but instead explore the benefits of improved decoding alone (while maintaining i.i.d. designs).

Then, $N_{\tau} = 0$ if $\tau$ is not a multiple of $q$, while if $\tau$ is a multiple of $q$, then

\[ N_{\tau} = \frac{k/q}{\tau/q} \left( \frac{n-k}{\tau/q} \right). \]  

(28)

The exact knowledge of $N_{\tau}$ gives the following improved achievability result. We note that while this result in itself is not "surprising", it serves as a useful illustration of the benefit of characterizing each $N_{\tau}$ individually in Theorem II.1, instead of only $|S|$.

**Corollary II.5:** Let $1 \leq q \leq k \leq n$ be integers such that $n$ and $k$ are multiples of $q$, $k = \Theta(n^q)$ for some $\theta \in (0, 1)$, and $d_{\text{max}} = \Theta(k)$. Consider $S$ defined according to the above block-structured model. Let $X \in \{0, 1\}^{k \times n}$ be a random binary matrix with i.i.d. Bernoulli$(\frac{q}{k})$ entries for some $\nu \in [0, 1]$. Under the non-adaptive, noiseless, and approximate recovery setting group testing model, as the number of items $n \to \infty$, the error probability $P_{d_{\text{max}}}^{\text{err}}$ of the information-theoretic threshold decoder (see Appendix A-II) vanishes asymptotically provided that

\[ t \geq \frac{1}{q} H_2(e^{-\nu}) (k \log_2 \frac{n}{k})(1 + o(1)). \]  

(29)

**Proof:** See Appendix D. □

The minimizing $\nu$ in (29) is $ln 2$, which gives the condition

\[ t \geq \frac{1}{q} (k \log_2 \frac{n}{k})(1 + o(1)) \]

\[ = \left( \log_2 \left( \frac{n}{q} \right) \right)(1 + o(1)) = (\log_2 |S|)(1 + o(1)). \]  

(30)

Observe that $\alpha^*$ is absent, as it only affects the higher-order asymptotics.

For fixed $q$, we simply have $\lim_{n \to \infty} \frac{\log_2 |S|}{k} = 1$ and $\lim_{n \to \infty} \frac{\log_2 (\nu^q)}{k} = \nu$. Hence, the required number of tests is a $1/q$ fraction of that without prior information (Lemma I.1).

For comparison, we now consider the achievability result obtain by only considering the naive cardinality bound (20) on $N_{\tau}$, instead of (28). Note that the value of $\beta$ in (12) evaluates to $\beta = \frac{\log_2 |S|}{k \log_2 \left( \frac{n}{k} \right)} = \frac{1}{q}(1 + o(1))$. For fixed $\alpha^* = d_{\text{max}}/k \in (0, 1)$, it follows from the discussion in Section II-B that the coefficient of $(k \log_2 \frac{n}{k})(1 + o(1))$ is given by

\[ \frac{1}{q} \left( \inf_{\nu > 0} \frac{H_2(e^{-\nu} \max(\alpha^*, 1/q))}{H_2(e^{-\nu} \max(\alpha^*, 1/q))} \right) > \frac{1}{q}, \]  

(31)

and is no longer independent of $\alpha^*$. From Fig. 2, we see that if $\max\{\alpha^*, 1/q \} \leq \alpha^*$, then the values are lower than 1 (i.e., more tests are needed), and significantly so when $\max\{\alpha^*, 1/q \} = \alpha^*$ (i.e., $d_{\text{max}}$ is small and $q$ is large). This illustrates that having a good control over $\{N_{\tau} \}_{\tau = d_{\text{max}} + 1}$ can give a significantly tighter achievability bound.

The converse is also simple in this case, and could likely be obtained by slightly modifying the analyses in [9], [10], but we provide a self-contained proof for completeness.

**Corollary II.6:** Consider the setup of Corollary II.5, but with an arbitrary non-adaptive test matrix $X$, and suppose that $d_{\text{max}} = \lceil \alpha^* k \rceil$ for some $\alpha^* \in (0, 1)$. Then, for any decoder that outputs $\hat{S} \subseteq S$ to attain $P_{d_{\text{max}}}^{\text{err}} \not\to 1$ as $n \to \infty$, it must hold that

\[ t \geq (1 - \alpha^*) \left( \frac{k}{q} \log_2 \frac{n}{k} \right)(1 + o(1)) \]

\[ = (1 - \alpha^*)(\log_2 |S|)(1 + o(1)). \]  

(32)

**Proof:** See Appendix D. □

Similarly to Lemma I.1, the achievability and converse match to within a factor of $1 - \alpha^*$. The converse is non-vacuous for all $\alpha^* \in (0, 1)$, demonstrating that we can overcome the limitation of Corollary II.4 discussed above given more precise knowledge about $S$ rather than only the cardinality.

### D. Imbalanced Structure

We now turn to a more complex example that further demonstrates the possible gaps between the various bounds of interest. We consider the following setup: The $n$ items consist of two disjoint blocks of size $n_1 = o(n)$ and $n_2 = n - n_1 = n(1 - o(1))$ items, and there are $k_1$ defectives in the first block and $k_2 = k - k_1$ in the second. We let $S$ be the set of all $k$-size subsets satisfying these conditions. This model captures (in a simplified manner) scenarios where some items are known a priori to be more likely to be defective, analogous to previous works on exact recovery such as [26], [27].

Although we do not provide its details, the case $k_1 = k(1 - o(1))$ and $k_2 = k - k_1 = o(k)$ (i.e., almost all of the $k$ defective items are concentrated in the smaller block) turns out to be straightforward: Similarly to the block example, the achievability part gives $\lim_{n \to \infty} \frac{\log_2 |S|}{k} = 1$, and the converse matches this up to multiplication by $1 - \alpha^*$. We instead focus on the more challenging case in which $k_1 \gamma k_1 = k$ for some $\gamma \in (0, 1)$, i.e., both $k_1$ and $k_2$ are linear in $k$, while taking $n_1 = \Theta(n^\gamma)$ for some $c \in (\theta, 1)$ (with $k = \Theta(n^\gamma)$).

**Corollary II.7:** Let $n$ be the number of items, and $k = \Theta(n^\gamma)$ for some $\theta \in (0, 1)$ be the size of an unknown defective set $S \subseteq [n]$. Fix $\alpha^* \in (0, 1)$, and let $d_{\text{max}} = \lceil \alpha^* k \rceil$. Let $S$ be defined as above with parameters $n_1, n_2, k_1, k_2$ satisfying $n_1 = \Theta(n^\gamma)$ for some $c \in (\theta, 1)$ and $n_2 = n - n_1$, as well as $k_1 = k \gamma k_1$ and $k_2 = (1 - \gamma) k_1$ for some $\gamma \in (0, 1)$. Let $X \in \{0, 1\}^{k \times n}$ be a random binary matrix with i.i.d. Bernoulli$(\frac{q}{k})$ entries for some $\nu \in [0, 1]$. Under the noiseless group testing model, the error probability $P_{d_{\text{max}}}^{\text{err}}$ of the information-theoretic threshold decoder (see Appendix A-II) vanishes asymptotically as $n \to \infty$, provided...

---

6By interpreting the problem as recovering $k/q$ defective groups out of the $n/q$ groups, Lemma I.1 gives the same achievability bound.

7Because the blocks are large, the maximum number of items that can be defective or nondefective is small and $q$ is large. This illustrates that having a good control over $N_{\tau}$ in the block example can give a significantly tighter achievability bound.

---
that
\[
t \geq \max_{\alpha \in [\max\{\alpha^*,1-\gamma\},1]} \frac{(1-\theta) - \gamma(1-c) - (1-\alpha)(c-\theta)}{e^{-(1-\alpha)\nu}H_2(e^{-\alpha\nu})} \\
\times (k \log_2 n)(1 + o(1)) \tag{33}
\]

**Proof:** See Appendix E. \qed

Based on various numerical calculations, we observed that the maximizing \(\alpha\) is often at one of the endpoints, i.e., \(\alpha = \max\{\alpha^*,1-\gamma\}\) or \(\alpha = 1\). This is supported by the following.

**Corollary II.8:** Under the setup of Corollary II.7, if \(\alpha^* \leq 1-\gamma\) and
\[
(\frac{\nu}{e-\theta})(1-\gamma)(1-c) > 0.029, \tag{34}
\]

then the achievability bound (33) can be simplified to
\[
t \geq \max \left\{ (1-\theta) \frac{(1-\gamma)e^\gamma}{H_2(e^{-(1-\gamma)nu})}k \log_2 n, \right. \\
\left. \times \frac{(1-\theta) - \gamma(1-c)}{H_2(e^{-\nu})}k \log_2 n \right\}(1 + o(1)). \tag{35}
\]

**Proof:** See Appendix E. \qed

We note that the condition \(\alpha^* \leq 1-\gamma\) is mild since we typically want small \(\alpha^*\), and the condition (34) is also mild since it is only violated when \(\gamma\) and/or \(c\) are very close to one (we have \(\frac{1}{\ln 2} > 1\), and we will discuss below how the optimal \(\nu\) is at least \(\ln 2\)).

We now consider minimizing (35) with respect to \(\nu\). We show in (104) of Appendix E that \(\log_2|S| = (1-\theta) - \gamma(1-c)(k \log_2 n)(1 + o(1))\), and combining this with (35) gives the following for the limit introduced in (24) upon optimizing \(\nu\):
\[
\lim_{n \to \infty} \frac{\log_2 |S|}{n} = \max_{\nu > 0} \min \left\{ H_2(e^{-\nu}), \right. \\
\left. \frac{H_2(e^{-(1-\gamma)\nu})}{e^{\gamma\nu}} \left(1 + \frac{\gamma(c-\theta)}{(1-\gamma)(1-\theta)} \right) \right\}. \tag{36}
\]

We denote the two minimands by
\[
f_1(\nu) := H_2(e^{-\nu}), \tag{37}
\]
\[
f_2(\nu) := \frac{H_2(e^{-(1-\gamma)\nu})}{e^{\gamma\nu}} \left(1 + \frac{\gamma(c-\theta)}{(1-\gamma)(1-\theta)} \right), \tag{38}
\]
and analyze their maximizing \(\nu\) separately:

- The first minimand, \(f_1\), is maximized at \(\nu = \ln 2\). It follows that if \(1 = f_1(\ln(2)) \leq f_2(\ln(2))\), or equivalently,
\[
\frac{c-\theta}{1-\theta} \geq 1 - \gamma \left(\frac{2^\gamma}{H_2(2^{(1-\gamma)\nu})} - 1\right), \tag{39}
\]
then (36) can be simplified to 1.

- For the second minimand \(f_2\), we can show by differentiation that, similar to (22), the maximizing \(\nu\) satisfies
\[
H_2 \left( e^{-(1-\gamma)\nu} \right) = (\gamma-1) \log_2 \left( 1 - e^{-(1-\gamma)\nu} \right), \tag{40}
\]
which appears to have no closed-form solution in general. The numerically optimized \(\nu\) gives similar behavior to that shown in Fig. 1 (with \(1-\gamma\) in place of \(\max\{\alpha^*,\beta\}\)). Defining \(\nu^* := \arg\max_{\nu > 0} f_2(\nu)\) accordingly, it follows that if \(f_2(\nu^*) \leq f_1(\nu^*)\), or equivalently,
\[
\frac{c-\theta}{1-\theta} \leq 1 - \gamma \left(\frac{H_2(e^{-\nu})}{e^{-\nu(1-\gamma)}} - 1\right), \tag{41}
\]
then (36) can be simplified to \(f_2(\nu^*)\).

While these cases on \(\frac{c-\theta}{1-\theta}\) are not exhaustive, we found numerically that one of the two usually holds; see Fig. 3, where the horizontal parts correspond to \(\nu = \ln 2\), the diagonal parts to \(\nu = \nu^*\), and a seemingly imperceptible (but non-zero) curved region in between corresponds to other \(\nu\) values.

To assess the tightness of our achievability results, we now turn to the converse, for which we have the following.

**Corollary II.9:** Consider the setup of Corollary II.7, but with an arbitrary non-adaptive test matrix \(X\). If \(\alpha^* > 1 - \gamma\), then for any decoder that outputs \(S \in S\) to attain \(P_{d_{\text{max}}[\text{err}]} \neq 1\) as \(n \to \infty\), it must hold that
\[
t \geq (1-\alpha^*) \left(\frac{c-\theta}{1-\theta} \right) \left(k \log_2 \frac{n}{k}\right)(1 + o(1)). \tag{42}
\]
If \(\alpha^* \leq 1 - \gamma\), then for any decoder to attain \(P_{d_{\text{max}}[\text{err}]} \neq 1\) as \(n \to \infty\), it must hold that
\[
t \geq \left(1 - \gamma(1-c) - \alpha^* \right) \left(k \log_2 \frac{n}{k}\right)(1 + o(1)) \tag{43}
\]
\[
\left(\beta - \alpha^* \right) \left(k \log_2 \frac{n}{k}\right)(1 + o(1)). \tag{44}
\]

**Proof:** See Appendix D-I. \qed

The limit \(\alpha^* \to 0\) is of particular interest, and gives a converse approaching \(\beta k \log_2 \frac{n}{k}\), which corresponds to a horizontal line with value 1 in Fig. 3. Hence, we see that the achievable and converse match for many values of \(\gamma\) and \(\frac{c-\theta}{1-\theta}\), but do not always do so. In fact, if we move beyond i.i.d. designs, then we can adopt the block-structured design outlined in [2, Sec. 5.6] (essentially running group testing separately on the two groups of items);
then, a minor modification of the analysis therein reveals that the resulting bound matches the converse for all values of $\gamma$ and $e^{-\theta \rho}$. Hence, this example illustrates that sometimes adjusting the decoder alone is enough to maintain optimality in the presence of prior information, but sometimes it is necessary to also modify the test design.

III. ISING MODEL PRIORS AND PRACTICAL DECODING RULES

The model-based setup considered in Section II is convenient for theoretical analysis, but has notable limitations that may prevent its use in practice. Firstly, it assumes that $k$ is pre-specified, which is typically unrealistic when infections are random (e.g., i.i.d. infections would lead to $k$ following a binomial distribution). Secondly, in general, $S$ may be a complicated set of subsets, and accordingly may be inconvenient to specify explicitly for use in the group testing algorithm, let alone clear how to effectively exploit once it is specified.

Motivated by these considerations, in this section, we introduce a natural generalization of the i.i.d. prior that is versatile, admits a compact representation, and naturally leads to practical decoding algorithms for exploiting the availability of prior information.

A. Ising Model

We incorporate prior knowledge in the form of an Ising model. Since the $\{-1, 1\}$-valued Ising model is more standard than the $\{0, 1\}$-valued counterpart, we work with $\bar{u} \in \{-1, 1\}^n$ with $+1$ for defectives and $-1$ for non-defectives. Hence, $u \in \{0, 1\}^n$ and $\bar{u} \in \{-1, 1\}^n$ are related via $\bar{u} = 2u - 1$, where 1 is a vector of 1s.

Considering the items $V = [n]$ as vertices, the Ising model is defined as

$$P(\bar{u}) = \frac{1}{Z} \exp \left( \sum_{(j,j') \in E} \lambda_{jj'} \bar{u}_j \bar{u}_{j'} - \sum_{j \in V} \phi_j \bar{u}_j \right),$$

(44)

where

- $G = (V, E)$ is a graph with vertices $V = [n]$ and edges $E \subseteq [n] \times [n]$, where edges represent interactions among vertices.
- For each edge $(j, j') \in E$, $\lambda_{jj'}$ is the edge strength. We focus mainly on the case of a common non-negative value $\lambda_{jj'} = \lambda$ (higher means that connected vertices are more likely to have the same status), but differing values and/or negative values are also straightforward to handle.
- For each vertex $j \in V$, $\phi_j$ is a parameter controlling the sparsity; again, we focus primarily on the case of a common non-negative value $\phi_j = \phi$ ($\phi = 0$ means around half the items are defective (+1), whereas $\phi \gg 0$ means that very few are);
- $Z$ is a normalizing constant.

We believe that this model serves as a natural way to incorporate prior information, with edges corresponding to interactions (e.g., making infections more likely).

For the more standard case of a 0-1 valued defectivity vector, we can substitute $u = 2\bar{u} - 1$ into (44) to obtain

$$P(u) = \frac{1}{Z} \exp \left( \lambda \sum_{(j,j') \in E} (2u_j - 1)(2u_{j'} - 1) - \phi \sum_{j \in V} (2u_j - 1) \right).$$

(45)

In the case that $E = \emptyset$, this model reduces to the standard i.i.d. prior, with a one-to-one correspondence between our parameter $\phi$ and the defectivity probability $q$. Recall that in this case, previous works have considered the (Integer) Linear Programming decoding methods stated in (9) (noisy) and (11) (noisy), and the integer versions can be interpreted as maximizing $P(u|X, Y)$ [24]. We will derive the analogs for the Ising model, re-using the definitions of $C_n$ and $C_n$ in (10) and (12) (and their relaxations $C_n$ and $C_n$).

B. Advantages, Limitations, and Comparisons

An advantage of adopting the Ising model is that it is a versatile and well-studied model, with existing applications including statistical physics [33], image processing [34], computational biology [35], natural language processing [36], and social network analysis [37]. As a result, an extensive range of graph learning algorithms are already available (e.g., see [38] and the references therein) and could potentially be used provided that suitable historical data is available. Further advantages are highlighted at the end of this subsection when comparing with previous approaches.

On the other hand, it is also important to note the limitations of the model. Notably, accurate learning of the graph (and/or the associated edge strengths $\{\lambda_{jj'}\}_{(j,j') \in E}$) can require significant amounts of data that may not always be available. Inaccurate graph learning may degrade the performance, though we provide some experimental evidence of robustness in Section IV. Finally, as we discuss further below, our model is static, and thus does not model dynamic behavior that may arise in applications such as medical testing (e.g., via the well-known SIR model [39]).

Finally, we give some discussion on this model compared to previous models (see Section I-B3 for their summary):

- In [9], [10], [11], the items are arranged into known clusters with high correlations within clusters. The Ising model can also capture such structure, e.g., by including a large number of edges (or even all edges) within each cluster, but also has the added versatility of allowing arbitrary cross-community edges. On the other hand, unlike the preceding works, we do not attempt to give theoretical guarantees on the number of tests for our graph-based model.

- The works [5], [7], [8] also allow general graphs, and can thus model structure beyond clustering alone. In all of these works, adding an edge to the graph amounts to increasing the chances of the two nodes simultaneously being defective. However, the graphs in these works and ours are all used in a different manner, making a direct comparison difficult. A potential limitation of [5], [7] is the “all or nothing” nature of defectivity in each connected
component (after possible edge removals), though this may be reasonable in many cases of interest. The model in [8] appears to be especially powerful when precise knowledge infection times, dynamics, and proximity are known. In contrast, ours is a static model suited to scenarios where interactions are known to have occurred, but not necessarily the finer details (though such details could potentially be incorporated into varying $\{\lambda_{jj'}\}_{(j,j')\in E}$). Overall, our model is not intended to “replace” any other, but we believe that it is a useful addition with a good balance between modeling power and simplicity. The following two aspects appear to be unique to our model compared to the existing ones:

- By considering negative values of $\lambda_{jj'}$, we can easily model negative associations between items (i.e., if one

- Our model lends itself naturally to relaxation-based decoding methods based on Quadratic Programming and Linear Programming, in contrast to existing techniques that instead lead to message passing algorithms [8], [9]. Overall, in view of the preceding advantages and limitations, we believe that the Ising model is primarily suited to settings that (i) are static in nature, (ii) have historical data or prior knowledge available for (at least approximately) inferring a graph and an edge strength $\lambda$ (or varying edge strengths $\{\lambda_{jj'}\}_{(j,j')\in E}$), and (iii) benefit from the use of simple and efficient decoding algorithms.

C. Quadratic Programming Decoder

In the following, we provide a simple theorem showing that maximum a posteriori (MAP) decoding rule (i.e., choosing $u$ to maximize $P(u|X, Y)$) naturally leads to an Integer Quadratic Program.

**Theorem III.1:** In the noiseless setting, under an Ising model prior with parameter $\lambda, \phi$, the MAP decoder has the same solution as the following minimization problem:

$$\min_{u} - \left( \lambda \sum_{(j,j')\in E} (2u_{j} - 1)(2u_{j'} - 1) - \phi \sum_{j\in V} (2u_{j} - 1) \right)$$

subject to $u \in C_{\text{noiseless}}$. \(\blacksquare\)

Moreover, in the case of i.i.d. symmetric noise with parameter $\rho \in (0, \frac{1}{2})$, the MAP decoder has the same solution as the following minimization problem (upon keeping $u$ and discarding $\xi$):

$$\min_{u, \xi} - \left( \lambda \sum_{(j,j')\in E} (2u_{j} - 1)(2u_{j'} - 1) - \phi \sum_{j\in V} (2u_{j} - 1) \right)$$

$$- \eta \sum_{t=1}^{T} \xi_{t}$$

subject to $(u, \xi) \in C_{\text{noisy}}$, \(\blacksquare\)

where $\eta = \log \frac{1}{1-\rho}$.

**Proof:** See Appendix F.

As with the LP formulations in (9) and (11), we can relax the constraints in (46) and (47) by replacing $C_{\text{noiseless}}$ and $C_{\text{noisy}}$ by $c_{[0,1]}^{\text{noiseless}}$ and $c_{[0,1]}^{\text{noisy}}$. This removes the seemingly difficult integer-valued nature of the problems, though as we discuss further below, it does not immediately imply that they can be solved efficiently. We also note that the objective function (47) can be rewritten in a matrix-vector form that is more typical of QP problems (and similarly for (46)):

$$-(\lambda(2u - 1)^T Q(2u - 1) - \phi 1^T (2u - 1)) - \eta 1^T \xi,$$  \(\blacksquare\)

where $Q$ is the “upper” adjacency matrix for the graph $G$, i.e., it is upper triangular since we only count each edge between $u_j$ and $u_{j'}$ once, and all entries on the main diagonal are zeros because there are no self-edges.

D. Linearized Quadratic Programming Decoder

Since the adjacency matrix $Q$ in (48) is not positive semidefinite, the optimization problem is non-convex. This is somewhat unfortunate, because even with real-valued linear constraints, non-convex QPs are NP hard to solve in general [40], [41].

To overcome this potential difficulty, we apply an idea introduced in [42] and surveyed in [43], which “linearizes” the QP at the expense of adding further constraints. In general there can be up to $O(n^2)$ such additional constraints, but in our setting there is only $O(|E|)$, which is much smaller than $O(n^2)$ for typical (sparse) graphs. We call this approach Linearized QP.

In both the noiseless and noisy cases, the only non-linear terms in the objective are the $u_j u_{j'}$ terms. We convert the Integer QP into an Integer LP by replacing each such term $u_j u_{j'}$ by a new binary variable $u_{jj'} \in \{0, 1\}$, and these variables $\{u_{jj'}\}_{(j,j')\in E}$ are included as binary optimization variables. We need to ensure that the property $u_{jj'} = u_j u_{j'}$ is maintained, and to do so, it suffices to constrain $u_j \geq u_{jj'}$, $u_{j'} \geq u_{jj'}$, and $u_j + u_{j'} - u_{jj'} \leq 1$ [43]. In the noiseless case, this leads to the following: $u$ is equal to

$$\text{argmin}_{u \in C_{\text{noiseless}}} \left( \lambda \sum_{(j,j')\in E} (2u_{j} - 1)(2u_{j'} - 1) - \phi \sum_{j\in V} (2u_{j} - 1) \right)$$

$$= \text{argmin}_{u \in C_{\text{noiseless}}} \left( \lambda \sum_{(j,j')\in E} (4u_{j} u_{j'} - 2u_{j} - 2u_{j'}) - \phi \sum_{j\in V} 2u_{j} \right)$$

$$= \text{argmin}_{u \in C_{\text{noiseless}}} \left( 2\lambda \sum_{(j,j')\in E} u_{jj'} - \lambda \sum_{(j,j')\in E} (u_{j} + u_{j'}) - \phi \sum_{j\in V} u_{j} \right)$$

\(\blacksquare\)

$^8$Even if we symmetrize $Q$, the fact that the diagonals are zero (but the off-diagonals contain non-zeros) prevents the matrix from being PSD. For instance, if there are two nodes connected by a single edge, the symmetrized matrix becomes $\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ which has eigenvalues $-1$ and 1.
Hence, we are left with the following optimization problem:

\[
\min_{\{u_{jj'}\}_{(j,j')}\in E} \left( - 2\lambda \sum_{(j,j')\in E} u_{jj'} - \lambda \sum_{(j,j')\in E} (u_j + u_j') - \phi \sum_{j\in V} u_j \right)
\]

subject to \(u \in C_{\text{noiseless}}\) (or \(C_{\text{noiseless}}^{[0,1]}\) if relaxed)

\[
\begin{align*}
&u_{jj'} \in \{0, 1\}, \text{ (or } [0, 1]\text{ if relaxed)} \\
&u_j \geq u_{jj'} \\
&u_{jj'} \geq u_{jj''} \\
&u_j + u_{jj'} - u_{jj''} \leq 1.
\end{align*}
\]

(52)

Similarly for the noisy case, the objective function is given as

\[
\min_{\{u_{jj'}, \xi\}_{(j,j')}\in E} \left( - 2\lambda \sum_{(j,j')\in E} u_{jj'} - \lambda \sum_{(j,j')\in E} (u_j + u_j') - \phi \sum_{j\in V} u_j \right) - \eta \sum_{i=1}^{t} \xi_i
\]

subject to \((u, \xi) \in C_{\text{noisy}}\) (or \(C_{\text{noisy}}^{[0,1]}\) if relaxed)

\[
\begin{align*}
&u_{jj'} \in \{0, 1\}, \text{ (or } [0, 1]\text{ if relaxed)} \\
&u_j \geq u_{jj'} \\
&u_{jj'} \geq u_{jj''} \\
&u_j + u_{jj'} - u_{jj''} \leq 1,
\end{align*}
\]

(53)

where \(\eta = \log\left(\frac{p}{1-p}\right)\). We observe that the relaxed versions are indeed Linear Programs, for which numerous efficient solvers exist both in theory and in practice. While the integer versions remain equivalent to those given in Theorem III.1, this equivalence may be lost upon relaxing the problems. Despite this, we will see in the following section that the relaxed versions still give strong empirical performance, analogous to the findings for standard group testing in [23].

IV. NUMERICAL EXPERIMENTS

In this section, we provide some simple proof-of-concept experiments for the QP and LP based decoding rules introduced in the previous section, without attempting to be comprehensive.\(^9\)

A. Ising Model Details

We consider the Ising model, focusing initially on two simple choices of the graph. The first is a square grid graph where each vertex is connected with its (up to 4) neighboring vertices (up, down, left and right). The second graph, with the same size as the first one, is further divided into several blocks of equal size.

Within each block, all vertices are still connected in the form of grid, but there are no connections among different blocks. Two examples of these types of graphs are shown in the top row of Fig. 4. Roughly, the grid graph can be viewed as capturing a simple form of proximity-based correlation, and the block graph can be viewed as capturing a simple form of grouped/clumped structure.

We set the graph size as \(28 \times 28\) and the block size as \(7 \times 7\) (16 blocks in total). We manually set the parameters \(\lambda\) and \(\phi\) to be 0.5 and 0.006 for the grid graph, and 0.6 and 0.035 for the block graph, which we found to be suitable for producing defectivity patterns that are sparse (as desired for group testing) while also exhibiting visible correlations (as desired for understanding the gains of prior information). We apply Gibbs sampling [34] to (approximately) generate samples from these models, using 1000 iterations. The generated samples are shown in the bottom row of Fig. 4.

B. Implementation

For each generated sample with size \(28 \times 28\), we flatten it as a vector \(\mathbf{u}' \in \{-1, 1\}^n\) with \(n = 784\), and form \(\mathbf{u} \in \{0, 1\}^n\) by replacing \(-1s\) by 0s. The test matrix is randomly drawn according to a Bernoulli design, where each item \(u_j\) is included in each test independently with probability \(\frac{\ln 2}{k}\).

For both graphs, we keep \(\mathbf{u}\) fixed to the samples indicated in Fig. 4, and for each trial of our experiment, we only change the test matrix \(\mathbf{X}\) applied on them. We generate 50 trials to get the averaged \(\text{FP}/k\), \(\text{FN}/k\), and time for each algorithm. For each number of tests, the same 50 test matrices are used for three different algorithms and for two different noise levels, where \(\rho \in \{0, 0.01\}\).

We use Gurobi [44] as the mathematical optimization solver to implement LP, QP, and Linearized QP, and compare these three decoding algorithms’ results using three metrics: the normalized number of false positives (FP/k), the normalized number of false negatives (FN/k), and the computation time. Note that by “LP” we mean the decoder in (9) (noiseless) or (11) (noisy), which

\(^9\)For reproducibility, the code for our experiments is available at https://github.com/ethangela/priors_group_testing.
is only based on sparsity and does not use the graph information. For all continuous relaxations, we form the \{0, 1\}-valued estimate by rounding to the nearer value.

### C. Results

We present the results in Figs. 5 (grid) and 6 (block). We show the error rates FP\(/k\) (left column) and FN\(/k\) (middle column), and the computation time (right column), both for the non-relaxed and relaxed (“Re”) variants, and in both noiseless and noisy settings.

We find that for both graphs and for both noise levels, the recovery performance of QP improve on that of LP, and often significantly so (note that we use a logarithmic y-scale). The only exception is that when \(\rho = 0.01\), LP tends to generate fewer FPs, possibly due to there being too few tests to reliably mark many items as positive (hence the very high FN). These results support the idea that by incorporating the Ising model as prior
information, we are able to attain more accurate recovery with fewer tests. Moreover, although QP is naturally slower than LP, we still manage to reduce its computation time to a large extent by utilizing Linearized QP, which shows almost identical recovery performance as that of QP. Therefore, we believe that Linearized QP provides a good solution for practical use.

Perhaps surprisingly, in Figs. 5 and 6, the computation times are similar for the non-relaxed and relaxed variants, except for LP in the final sub-figure of Fig. 6, and for certain other cases with few tests (e.g., 100). However, as we exemplify using larger $72 \times 72$ graphs in Fig. 11 in the supplementary material, the gap can be significant for Linearized QP as well. Fig. 11 also highlights the fact that both relaxed and non-relaxed QPs can be slow to solve (as discussed previously), whereas the relaxed Linearized QP can be much faster than the non-relaxed variant.

Overall, it is difficult to pinpoint the precise factors that make these methods faster or slower, particularly when the time may not even be monotonically increasing with respect to the number of tests (this was also observed in [24], with the intuition being that more tests can help to rule out suboptimal parts of the search space faster). Nevertheless, our results suggest that both the non-relaxed and relaxed variants can be practically feasible, with the latter typically being preferable when computation is a bottleneck, and with (relaxed) Linearized QP being preferable to QP for large problem sizes.

D. Sensitivity to Model Mismatch

In most practical scenarios, one cannot know the graph $G$ and edge strength $\lambda$ perfectly (e.g., they may only be approximately learned from historical data). Here we consider the effect of mismatch with respect to each of these, albeit without seeking to be comprehensive.

**Graph mismatch:** In this experiment, we consider varying degrees of mismatch in the graph estimate. To do so, starting with the true graph, we remove a certain fraction of its edges uniformly at random, and simultaneously add the same number of edges uniformly chosen from the original non-edges. Clearly, the higher the fraction, the ‘more mismatched’ the graph estimate is.

We consider two separate scenarios: (i) noiseless tests, the grid structure, and 300 tests, and (ii) noisy tests, the block structure, and 500 tests. In both cases, we vary the fraction of removed (and re-added) edges from 0 to $\frac{1}{2}$. All other settings are the same as before.

The results are presented in Fig. 7. Naturally, for all algorithms that use the prior information, the performance worsens as the degree of mismatch increases. Nevertheless, we observe graceful degradation rather than a sharp drop in performance, with the FN curves lying entirely below those of the LP approach, and the FP curves doing the same until the degree mismatch becomes considerable.

**Parameter mismatch:** Here we consider the effect of varying the edge strength $\lambda$ that the algorithm assumes, which may now differ from the true value. We consider two scenarios: (i) noiseless tests, the grid structure, and 300 tests, and (ii) noisy tests, the block structure, and 500 tests. In both cases, we vary the fraction of removed (and re-added) edges from 0 to $\frac{1}{2}$, with the intuition being that more tests can help to rule out suboptimal parts of the search space faster). Nevertheless, our results suggest that both the non-relaxed and relaxed variants can be practically feasible, with the latter typically being preferable when computation is a bottleneck, and with (relaxed) Linearized QP being preferable to QP for large problem sizes.

![Fig. 7. Results under graph mismatch: (Top) noiseless, grid graph, 300 tests, (Bottom) noisy, block graph, 500 tests.](image)
E. Example on Real-World Data

While the grid and block graphs exhibit certain properties of interest (e.g., clustering structure), there are naturally limitations to what they can capture. To address this limitation, here we consider a graph created from real-world data. Specifically, we consider an ‘ego-Facebook’ dataset \cite{45} collected from 4039 survey Facebook users (nodes) consisting of 88234 ‘social interactions’ (edges), and we reduce its size by randomly selecting 500 nodes and extracting the corresponding sub-network.

In Fig. 9, we visualize the resulting adjacency matrix (Left) and degree distribution (Right). While there is still some block structure, we observe that this graph is significantly more complex than those above, with several “clusters” of varying sizes, and a number of “heavily connected” nodes connected to multiple clusters. For the Ising model, we choose $\lambda$ and $\phi$ as 1.5 and 1.0, respectively. A resulting defective set from Gibbs...
sampling is also depicted in Fig. 9 (Left) using vertical and horizontal lines.

We apply group testing on this graph in the same way as the synthetic graphs, and present the results in Fig. 10. Overall, we observe generally similar performance patterns to those of the simpler grid/block graphs (including computation time), particularly as the number of tests increases.
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