Abstract: The navigation performance of an autonomous underwater vehicle (AUV) as the main tool for exploring the ocean greatly affects its work efficiency. Under the circumstance that high-precision GNSS positioning signals cannot be obtained, the role of the Strapdown Inertial Navigation System/Doppler Velocity Log (SINS/DVL) integrated navigation system is becoming more prominent. Due to marine creatures or the seafloor topography, DVL is prone to outliers or even failures during measurement. To solve these problems, a LSTM/SVR-VBAKF algorithm aided integrated navigation system is proposed. First, under normal circumstances of DVL, the output information of SINS and DVL are used as training samples, and they train the Long Short-Term Memory (LSTM) model. To enhance the robustness and adaptability of the filter, a novel variational Bayesian adaptive filtering algorithm based on support vector regression is proposed. When the DVL formation is missing, the deep learning method adopted in this paper will be continuously output to ensure the effect of integrated navigation. The shipboard test data is verified from two aspects: filter performance and neural network-assisted integrated navigation system capability. The experimental results show that the new method proposed in this paper can effectively handle a situation where DVL output is not available.
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1. Introduction

As an important tool in the process of human exploration of the ocean, AUV has an important function in resource exploration and environmental investigation. In order to facilitate the operation of underwater vehicles, high-precision underwater navigation and positioning technology is essential. Different from the surface and terrestrial environments, the radio signals in the underwater environment decay rapidly, and traditional radio navigation methods, such as GNSS, cannot provide effective and safe navigation information for underwater vehicles [1]. Strap-down Inertial Navigation System (SINS), as an effective tool for providing attitude, velocity, and position information, can provide navigation information autonomously, and it has the advantages of small size, light weight, and easy maintenance [2]. It has been used on various types of underwater vehicles. It is undeniable that, as a navigation method according to the traditional Newton’s law, its attitude error and velocity error oscillate periodically, and the position error keeps accumulating deviation. At present, in addition to inertial navigation in the underwater environment, with the diversification of detection methods, geophysical navigation, acoustic navigation, collaborative navigation, and other methods have emerged as required by time [3,4]. Geophysical navigation mainly uses the characteristics of geophysical parameters (topography, gravitational field, magnetic field) to obtain the current position information of the vehicle [5]. This method has high navigation accuracy and is not limited by regions, but it is limited by the accuracy and stability of the sensor, so it is not widely used at present [6]. Acoustic navigation uses the reference position information provided by the hydrophone,
which measures the time when the pulse signal sent by the vehicle reaches the reference position and then provides the current position information [7]. However, the transducer needs to be placed in advance, which limits the navigation range. Cooperative navigation uses underwater acoustic communication technology to share measurement information and to coordinate the distance and relative position information of each vehicle [8]. At present, cooperative navigation is in the stage of theoretical research and verification. The various advantages and disadvantages of the current underwater navigation methods cannot meet the growing demand of underwater vehicles, so the integrated navigation method has become mainstream. The common underwater integrated navigation method is SINS/DVL [9,10]. This method takes SINS as the main body, and performs data fusion processing according to the three-dimensional velocity of underwater vehicle measured by DVL so as to meet the requirements of improving navigation and positioning accuracy. The size of the navigation system increases, which contributes to the increase in complexity, so the probability of system failure increases. For underwater vehicles, the complex ocean environment, such as ocean current interference, terrain changes, and sudden encounters with marine creatures, the large angle motion of underwater vehicles will affect the output of DVL, resulting in outliers or even output interruption [11]. When the DVL output is abnormal, if only traditional inertial navigation methods are used, the errors will inevitably accumulate, and it is impossible to achieve high-precision underwater positioning. Therefore, the research on the DVL failure treatment method for underwater vehicles is of great significance for underwater high-precision positioning.

The failure processing method for DVL can be solved from two levels: hardware structure and software algorithm. In terms of hardware, by designing multiple sets of parallel navigation sensors, when one of the sensors failed, it can be replaced by the other [12], but it will increase the complexity and cost of the system. In order to save costs, scientists began to consider this problem from the software level. The first is a method based on vehicle kinetic model information to assist SINS [13]. Although the prediction of DVL velocity can be achieved, the performance of integrated navigation is degraded. With the development of various deep learning theories, alternative methods have gradually increased when DVL fails. A new extended loose coupling method (ELC), which combined the original DVL information and external additional information to provide virtual vehicle motion information was proposed by [14]; it used simulation software to perform six-degree-of-freedom test verification. Besides, replacing failed DVL sensor outputs with deep learning modules is emerging, e.g., Radial Basis Function Neural Network (RBFNN) [15] and Least Squares Support Vector Machine algorithm (LSSVM) [16]. They have a common disadvantage in that they cannot effectively utilize past dynamic information. Nonlinear Autoregressive Neural Network (NARX) with external input as a dynamic neural network can solve this problem [17,18], but they ignore the associations of input and output during training and two SINS loops complicate the structure. Fuzzy rules are used by [19,20] to construct pseudo-measurements. This undoubtedly complicates the learning of the system.

In addition, DVL also has the problem of abnormal measurement value in the measurement process. Compared to issues that fail for a period of time, if “pseudo-sensors”, such as neural networks are used, there may be problems, such as low reliability of training results due to inaccurate data. However, the appearance of such outliers can be handled in the information fusion stage, that is to enhance the robustness of the filter. There are many methods for robustness of current filters: ref. [21] combines SHAKF methods with variable sliding windows and decay filters; the improved robust Kalman filter proposed by [22] constructs the cost function according to the statistical similarity measure (SSM), and optimizes it; ref. [23] designed a traditional chi-square test assisted two-factor adaptive filter; refs. [24,25] use the maximum entropy criterion to robustly process the Kalman filter; and ref. [26] discriminated and detected outliers based on Mahalanobis distance and introduced an attenuation factor to scale outliers to improve anti-interference capability of the filter. The above robust methods are all carried out in the filtering framework, which may lead to a large amount of calculation and singular values in matrix decomposition. The Gaussian
process regression method was introduced into the Kalman filter by [27], which can detect outliers faster than the chi-square test method. However, this method is only used to detect outliers, and the selection of the threshold value is based on experience. A fuzzy neural network with optimized coefficients and a maximum entropy Kalman filter was combined by [28] to deal with non-Gaussian noise by adaptively adjusting the bandwidth coefficient.

To solve the problem of DVL failure in AUV motion, this paper proposes a hybrid prediction method combining long-short-term memory neural network (LSTM) and machine learning method assisted adaptive filtering algorithm. The method can effectively solve the problems of DVL failure and inability to provide measurement values and outlier interference in the DVL measurement process. Especially in the construction of “pseudo-measurement value”, the original navigation information generated and measured by the SINS, which is directly related to the three-dimensional velocity measured by the DVL, is used as the training set, e.g., attitude, velocity, gyroscope, and accelerometer output. The navigation increment information calculated by the traditional inertial navigation solution is not directly used as the training set. To avoid introducing sensor errors, the output of the deep learning model is directly in the form of a DVL output. At the same time, the SVR method can also avoid the introduction of abnormal sample data when the deep learning model collects training samples. The experimental results show that LSTM/SVR-VBAKF algorithm proposed in this paper can not only effectively provide measurement values for the SINS/DVL integrated navigation system when the DVL fails but also avoid the influence of outliers and effectively improve the accuracy of navigation.

The remaining structure of this paper is as follows. Section 2 introduces each coordinate system of the strapdown inertial navigation system, as well as the state equation and measurement equation of the SINS/DVL integrated navigation system. In Section 3, a new adaptive filter assisted by the SVR method is proposed. Section 4 introduces the basic principle of the deep learning method and the specific steps of continuous integrated navigation using the deep learning model. In the Section 5, a river test is designed to illustrate the performance of the method. Finally, the corresponding conclusions are reached in Section 6.

2. SINS/DVL Integrated Navigation System Model
All parameters in SINS are expressed in different specific frames, and the exchange between different frames are frequent [29]. Therefore, the coordinate system used in this paper is first given here. In this paper, the common coordinate systems are as follows: the inertial frame is denoted by \( i \), \( b \) represents the body frame of the SINS, the coordinate system used for navigation parameter calculation is defined by \( n \), its orientation is east-north-up (ENU). The instrumental frame of DVL is denoted by \( d \). During the process of integrated navigation, the IMU output carrier acceleration and angular velocity under \( b \) reference frame converts them to navigation parameters under the \( n \) reference frame through attitude conversion and integral operation. The velocity information output by DVL is usually in the reference frame \( d \) containing the installation angle errors. Therefore, it is necessary to transform \( d \) reference frame into \( n \) reference frame for attitude transformation. Specific reference frames are depicted in Figure 1.

2.1. State Equation of SINS/DVL Integrated Navigation System
Formula (1) gives the linear SINS error model [30].

\[
\begin{align*}
\phi &= \phi \times \omega^n_{in} + \delta \omega^n_{in} - C^b_n \epsilon^b \\
\delta V^n &= C^b_n \epsilon^b \times \delta \omega^n_{en} - \delta \omega^n_{en} + \delta V^n = (2\delta \omega^n_{ie} + \delta \omega^n_{en}) - (2\omega^n_{ie} + \omega^n_{en}) \times \delta V^n + C^b_n \epsilon^b + \delta \omega^n_{en} \times \delta p^n + \delta \omega^n_{en} \\
\end{align*}
\]  

(1)

where the \( \delta p^n = [\delta P^E, \delta P^N, \delta P^D]^T \), \( \delta V^n = [\delta V^E, \delta V^N, \delta V^D]^T \), \( \phi^n = [\phi_E, \phi_N, \phi_U]^T \), \( \epsilon^b = [\epsilon_E, \epsilon_N, \epsilon_U]^T \), \( \delta \omega^n_{en} = [\nabla_E, \nabla_N, \nabla_U]^T \). Reference [22] gives the meanings of the above error parameters. \( \omega^n_{en} \) represents the rotation velocity of the earth, \( \omega^n_{en} \) the rotational angular
velocity of the earth system relative to the navigation system, and \( \omega_{\text{in}} = \omega_{\text{ie}} + \omega_{\text{en}} \). \( C_n^b \) denotes the transformation matrix. \( \delta \omega_{\text{ie}} \) and \( \delta \omega_{\text{en}} \) represent the corresponding rotational angular velocity error term. \( \omega^b_{\text{ib}} \) and \( f^b_{\text{isf}} \) represent the basic data output by inertial devices for navigation solving. \( \delta g \) represents the influence of gravity on the accuracy of navigation system.

\[
\delta \omega_{\text{en}} = \omega_{\text{in}} - \omega_{\text{en}} = \omega_{\text{ie}} + \omega_{\text{en}} - \omega_{\text{en}} = \omega_{\text{ie}}
\]

\[ C_n^b \text{ denotes the transformation matrix.} \]

\( \delta \omega_{\text{ie}} \) and \( \delta \omega_{\text{en}} \) represent the corresponding rotational angular velocity error term.

\( \omega^b_{\text{ib}} \) and \( f^b_{\text{isf}} \) represent the basic data output by inertial devices for navigation solving. \( \delta g \) represents the influence of gravity on the accuracy of navigation system.

\[ \omega_{\text{b}} \text{ and } f_{\text{b}} \text{ represent the basic data output by inertial devices for navigation solving.} \]

\( \delta g \) represents the influence of gravity on the accuracy of navigation system.

**Figure 1.** Schematic diagrams of various commonly used reference frames.

The state space model of a traditional integrated navigation system is usually composed of various error parameters of SINS. Since the installation angle error between SINS and DVL, the scale factor of DVL, and the installation lever error can be done in the calibration process, they can be ignored [31]. The state variables of the integrated navigation system are selected as 15 dimensions. The state variables are as in Formula (2).

\[
X = \begin{bmatrix} \phi^n & \delta V^n & \delta P^n & e^b & \nabla^b \end{bmatrix}^T
\tag{2}
\]

The traditional system state space model is usually composed of Formula (3).

\[
\dot{X} = FX + GW
\tag{3}
\]

In Formula (3), \( F \) represents the system state transition matrix and \( W \) is the state noise. Ref. [32] provides their specific definitions.

**2.2. Observation Space Model of SINS/DVL Integrated Navigation System**

It has been explained in the previous section that the DVL measures the velocity in the \( d \) reference frame. In order to perform information fusion, the frame must be transformed. The following formula gives the transformation relation as Formula (4).

\[
V^n_{\text{SINS}} = \check{C}_n^b C^n_b V^d_{\text{DVL}}
\tag{4}
\]

The above two attitude transformation matrices can be obtained by Formula (5).

\[
\begin{cases}
\check{C}_b^n = (I - \phi \times) C_b^n \\
C_d^n = I - \eta \times
\end{cases}
\tag{5}
\]

where \( I \) represents the unit matrix of 3 \( \times \) 3, \( \eta \) represents the errors during device installation. It can be compensated in advance [33]. By merging the above two equations. We can obtain Formula (6).

\[
V^d_{\text{DVL}} = [I - \phi \times] C_b^n C_d^n V^d_{\text{DVL}} = C_b^n C_d^n V^d_{\text{DVL}} + \left[ \left( C_b^n C_d^n V^d_{\text{DVL}} \right) \times \phi \right] = \check{V}^d_{\text{DVL + }} \delta V^d_{\text{DVL}}
\tag{6}
\]
Under normal circumstances, the measurement of integrated navigation system usually uses the difference between two velocity sensors as input, and its form can be expressed by the following Formula (7).

\[
Z = V_{\text{SINS}}^n - V_{\text{DVL}}^n = \left( V_{\text{SINS}}^n + \delta V_{\text{SINS}}^n \right) - \left( V_{\text{DVL}}^n + \delta V_{\text{DVL}}^n \right) = \delta V_{\text{SINS}}^n - \delta V_{\text{DVL}}^n = \delta V_{\text{SINS}}^n - \left( C_{\text{b}}^n C_{\text{d}}^n V_{\text{DVL}}^d \right) \times \phi
\] (7)

where \( H \) represents the observability matrix and \( V \) represents its noise. The specific form of the measurement matrix is as follows in Formula (8).

\[
H = \begin{bmatrix} I_{3 \times 3} \\ \left( C_{\text{b}}^n C_{\text{d}}^n V_{\text{DVL}}^d \right) \times 0_{3 \times 6} \end{bmatrix}
\] (8)

The specific integrated navigation system schematic diagram is shown by Figure 2 below:

**Figure 2.** Schematic diagram of the principle of the integrated navigation system.

### 3. Principle of Adaptive Filter Assisted by Machine Learning Method

#### 3.1. The Basic Principle of SVR

The support vector machine itself was used to solve the classification problem of the hyperplane, and it is also widely used in the field of data regression, that is, SVR. For the traditional training set \((x_i, y_i), i = 1, 2, \ldots, n\), \(x_i \in \mathbb{R}^n\). Its fitting function is shown in Formula (9) [34–36].

\[
f(x) = \omega \cdot \phi(x) + b
\] (9)

All parameters of Formula (9) can be obtained by reference [34]. The objective function and constraints of the SVR model are as follows.

\[
\min R(\omega, \xi_i, \xi_i^*) = \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{n} \left( \xi_i + \xi_i^* \right)
\text{s.t.} \begin{cases} y_i - f(x_i) \leq \epsilon + \xi_i \\ f(x_i) - y_i \leq \epsilon + \xi_i^* \\ \xi_i, \xi_i^* \geq 0 \end{cases} \tag{10}
\]

In Formula (10), \( \epsilon \) is the insensitivity coefficient, \( C \) is the penalty factor, which influences the degree of penalty for the samples exceeding the error; the larger, the better the regression effect but the worse its generalization ability, \( \xi_i, \xi_i^* > 0 \) is the relaxation factor. It can be solved by the following Formula (11):

\[
\max \omega(a, a^*) = -\frac{1}{2} \sum_{i,j=1}^{n} (a_i - a_i^*) (a_j - a_j^*) \langle \phi(x_i), \phi(x_j) \rangle - \sum_{i=1}^{n} (a_i + a_i^*) \epsilon + \sum_{i=1}^{n} (a_i - a_i^*) y_i
\] (11)
In Formula (11), $\alpha_i, \alpha_i^*$ represents the multipliers. Because of the KKT condition, the optimal solution is calculated and sorted to obtain the final regression function expression, and a kernel function that conforms to the Mercer condition is introduced.

$$f(x) = \sum_{i=1}^{n} (a_i - a_i^*) K(x_i, x_j) + b$$ \hspace{1cm} (12)

In Formula (12), $K(x_i, x_j)$ is to complete space transformation efficiently. At present, there are many kinds of kernel functions to choose from, but the most commonly used is Gaussian radial basis function (RBF), which has good performance for large or small samples. Moreover, compared with the polynomial kernel function, it has fewer parameters and has strong anti-interference ability to the noise in the data; this paper chooses Radial basis function as a kernel function for support vector regression:

$$K(x, x_i) = \exp(\|x - x_i\|^2 / 2\sigma^2)$$ \hspace{1cm} (13)

The specific schematic diagram of SVR can be seen in Figure 3.

![Figure 3. Support vector regression diagram.](image)

### 3.2. Adaptive Filter Based on VB Theory

The traditional Kalman filter requires relatively accurate noise statistics in the process of use, but the underwater environment is complex and changeable, and its noise statistics may be time-varying or unknown, which greatly affects the filtering effect [37]. The adaptive method based on Variational Bayes (VB) is one of the effective ways to solve this problem. The method models the measurement noise covariance matrix by choosing an appropriate conjugate prior distribution. However, the current Variational Bayesian method is affected by the process noise covariance matrix, so it is difficult to model the inaccurate model of both noise matrices. In [38], a new adaptive method is proposed. Its core is to solve the probability density function. The approximate form of its probability density is as follow:

$$p(x_k, P_{k|k-1}, R_k | z_{1:k}) \approx q(x_k)q(P_{k|k-1})q(R_k)$$ \hspace{1cm} (14)

In Formula (14), $q(\cdot)$ presents the approximation of the posterior probability distribution function $p(\cdot)$. $x_k$ represents the state variables, $P_{k|k-1}$ represents the predicted error covariance matrix, $R_k$ represents measurement noise matrix, $z_k$ represents measurements. Simultaneously calculate the minimum Kullback–Leibler divergence (KLD) relative entropy. Formula (15) shows this process.

$$\left\{ q(x_k), q(P_{k|k-1}), q(R_k) \right\} = \text{argminKLD}\left( q(x_k)q(P_{k|k-1})q(R_k) \bigg| p(x_k, P_{k|k-1}, R_k | z_{1:k}) \right)$$ \hspace{1cm} (15)
According to \[11\], the Formula (19) holds:

\[
\Xi \triangleq \left\{ \hat{x}_k, P_{k|k-1}, R_k \right\}\tag{16}
\]

In Formula (16), \(E(\cdot)\) represents expectation, \(\lambda\) denotes any element in \(\Xi\), \(\Xi^{-\lambda}\) denotes any element except \(\lambda\) in \(\Xi^{-}\), \(C(\lambda)\) denotes constants related to \(\lambda\).

Since the three probability densities for the variational approximation of the posterior distribution are coupled, a fixed-point iteration method is used to satisfy the approximate probability density distribution. The premise of obtaining the posterior probability distribution is to obtain the conjugate prior distribution, usually the Inv–Wishart distribution is used to represent the conjugate prior. \(p(\Xi, z_{1:k})\) can be decomposed into Formula (17):

\[
p(\Xi, z_{1:k}) = p(z_k|x_k, R_k)p(x_k|z_{1:k-1}, P_{k|k-1})p(P_{k|k-1}|z_{1:k-1})p(R_k|z_{1:k-1})p(z_{1:k-1})\tag{17}
\]

In the traditional Kalman filter framework, \(p(z_k|x_k, R_k)\) and \(p(x_k|z_{1:k}, P_{k|k-1})\) obey the Gaussian distribution. Because \(P_{k|k-1}\) and \(R_k\) are covariance matrices of Gaussian distributions, their prior distributions are Inv–Wishart distributions. Formula (17) can be changed to Formula (18).

\[
p(\Xi, z_{1:k}) = N(z_k|H_kx_k, R_k)N(x_k|\hat{x}_{k|k-1}, P_{k|k-1})p(z_{1:k-1})\nonumber
\times \text{IW}\left(P_{k|k-1}|\hat{R}_{k|k-1}, \hat{M}_{k|k-1}\right)\text{IW}\left(R_k|\hat{v}_{k|k-1}, V_{k|k-1}\right)\tag{18}
\]

where \(\text{IW}(\cdot; \mu, \Sigma)\) represents the degree of freedom parameter representing the probability density function of the Inv–Wishart distribution is \(\mu\), and the inverse scale matrix is \(\Sigma\). According to \[11\], the Formula (19) holds:

\[
\begin{align*}
\hat{m}_{k|k-1} &= n + \tau + 1 \\
\hat{M}_{k|k-1} &= \tau \hat{P}_{k|k-1} \\
\hat{v}_{k|k-1} &= \rho (\hat{v}_{k-1} - m - 1) + m + 1 \\
\hat{V}_{k|k-1} &= \rho \hat{V}_{k-1}
\end{align*}\tag{19}
\]

In Formula (19), \(n\) is the dimension of the system state equation, \(\tau\) is the adjustment parameter, the value range of the forgetting factor is \(\rho \in (0, 1]\).

Then, the principle of obtaining \(\log(q(\lambda))\) is to obtain \(\log\left(q\left(P_{k|k-1}\right)\right), \log\left(q(R_k)\right)\), \(\log\left(q(x_k)\right)\) \[39\]. The next section introduces the specific calculation process.

### 3.3. Machine Learning Method Assisted Adaptive Filter Algorithm Specific Process

The specific structure of the combined navigation filtering algorithm is as follows:

a. Time propagation:

\[
\begin{align*}
\hat{x}_{k|k-1} &= F_{k-1}\hat{x}_{k-1|k-1} \\
\hat{P}_{k|k-1} &= F_{k-1}\hat{P}_{k-1|k-1}F_{k-1}^T + \hat{Q}_{k-1}
\end{align*}\tag{20}
\]

where \(\hat{x}_{k-1|k-1}\) is the estimated state of the SINS errors at the \(k-1\) time, \(P_{k-1|k-1}\) represents the state covariance matrix, \(F_{k-1}\) represents the state transition matrix, and \(\hat{Q}_{k-1}\) is the process noise matrix.

b. Measurement update:

Step 1: The data output by DVL is first processed, and a sliding window of length \(L\) is established. The data set in this window at time \(k\) is \(\{z_{k-L}, z_{k-L+1}, \ldots, z_{k-m}\}\), and the data
segment is converted into the form of a matrix to construct the learning sample \((z, y)\), where \(m\) is the model order; it also means the number of data used in the prediction process.

\[
z = \begin{bmatrix}
z_{k-N} & z_{k-N+1} & \cdots & z_{k-N+m-1} \\
z_{k-N+1} & z_{k-N+2} & \cdots & z_{k-N+m} \\
\vdots & \vdots & \ddots & \vdots \\
z_{k-m} & z_{k-m+1} & \cdots & z_{k-2} \\
z_{k-m} & z_{k-m+1} & \cdots & z_{k-2}
\end{bmatrix}, \quad y = \begin{bmatrix}
z_{k-N+m} \\
z_{k-N+m+1} \\
\vdots \\
z_{k-1}
\end{bmatrix} \tag{21}
\]

Step 2: Train the training samples through the above formula to obtain the predicted value \(\hat{z}_{k-1}\) at the current moment, as shown in the Formula (22):

\[
\hat{z}_k = \sum_{i=1}^{N-m} (a_i - a_i^*) K(z_i, z_k) + b \tag{22}
\]

In Formula (22), \(z_k = \{z_{k-L}, z_{k-L+1}, \cdots, z_{k-m}\}\).

Step 3: Use the discrepancy between the real measurement \(z_k\) and the innovation \(\tilde{z}\) to judge whether there is an outlier. The criterion is that if the difference between the two is greater than the threshold \(T\), the measured value is determined to be an outlier; otherwise, it is a normal value.

Step 4: The selection of the discrimination threshold \(T\) directly affects the result of the combined navigation, and it is unreasonable to choose directly through experience, so \(3\sigma\) principle is used for discrimination. First, each real measurement value in the sliding window corresponds to a predicted value, and the difference is calculated one by one, and finally the average and standard deviation of the difference are calculated:

\[
\delta z = \frac{1}{L} \sum_{i=1}^{L} (z_i - \hat{z}_i) \tag{23}
\]

\[
\sigma_{\delta z} = \frac{1}{N-1} \sqrt{\frac{\sum_{i=1}^{N} (\delta z_i - \delta z)^2}{N}} \tag{24}
\]

Finally, calculate the specific value of the threshold \(T\) according to \(T = 3\sigma_{\delta z}\). If the difference calculated in Step 3 is greater than \(T\), replace the true measurement with the predicted value.

Step 5: Next, perform fixed-point iterative filtering based on VB theory; first, perform parameter initialization:

\[
\begin{align*}
\hat{x}^{(0)}_{k|k} &= \hat{x}_{k|k-1}, P^{(0)}_{k|k} = P_{k|k-1} \\
\hat{m}_{k|k-1} &= n + \tau + 1, M_{k|k-1} = \tau P_{k|k-1} \\
\hat{v}_{k|k-1} &= \rho (\hat{v}_{k-1|k-1} - m - 1) + m + 1, V_{k|k-1} = \rho V_{k-1|k-1}
\end{align*} \tag{25}
\]

The first is to update the one step prediction error matrix \(P_{k|k-1}\). It is obtained by Formula (26).

\[
\begin{align*}
S^{(i)}_{k|k} &= P^{(i)}_{k|k} + \left(\hat{x}^{(i)}_{k|k-1} - \hat{x}_{k|k-1}\right) \left(\hat{x}^{(i)}_{k|k-1} - \hat{x}_{k|k-1}\right)^T \\
\hat{m}_{k|k}^{(i+1)} &= \hat{m}_{k|k-1} + 1, M_{k|k}^{(i+1)} = S_{k}^{(i)} + M_{k|k-1}
\end{align*} \tag{26}
\]

The estimation of the measurement noise matrix \(R_k\) can be expressed by the following Formula (27).

\[
\begin{align*}
T_{k}^{(i)} &= \left(y_k - H_k \hat{x}^{(i)}_{k|k}\right) \left(y_k - H_k \hat{x}^{(i)}_{k|k}\right)^T + H_k P^{(i)}_{k|k} H_k^T \\
\hat{v}_{k|k}^{(i+1)} &= \hat{v}_{k|k-1} + 1, V_{k}^{(i+1)} = T_{k}^{(i)} + V_{k|k-1}
\end{align*} \tag{27}
\]
For the updating of process noise, measurement noise, and gain matrix, the iterative process is as follows, in Formula (28) to Formula (32):

\[
P_{i+1|k-1}^{(i+1)} = \left( \bar{V}_k^{i+1} - m - 1 \right)^{-1} \bar{Y}_k^{i+1}
\]

(28)

\[
R_{i+1}^{(i+1)} = \left( \bar{M}_k^{i+1} - n - 1 \right)^{-1} \bar{M}_k^{i+1}
\]

(29)

\[
K_{i+1}^{(i+1)} = P_{i+1|k-1}^{(i+1)} H_k^T \left( H_k P_{i+1|k-1}^{(i+1)} H_k^T + \bar{R}_k^{i+1} \right)^{-1}
\]

(30)

\[
\hat{x}_{i+1|k} = \hat{x}_{k-1} + K_{i+1} \left( y_k - H_k \hat{x}_{k-1} \right)
\]

(31)

\[
P_{i+1|k} = P_{i+1|k-1}^{(i+1)} - K_{i+1} H_k P_{i+1|k-1}^{(i+1)}
\]

(32)

When the number of iterations is equal to \( N \), the measurement update is completed, and the corresponding parameters are output.

4. Model of Neural Network Aided Integrated Navigation System

4.1. LSTM Basic Model

As a dynamic neural network evolved from RNN, LSTM solves the problem of gradient explosion and gradient disappearance by setting forgetting gate to a certain extent. The neurons in LSTM are similar to the traditional neural network, which are all composed of individual neurons, and the structures of activation functions are similar to the traditional. The difference lies in whether historical information is introduced as input. They all adopt the back propagation learning algorithm [39–41]. The basic structure of an LSTM is as shown in Figure 4.

![Figure 4. LSTM basic schematic.](image)

The cell state is the key to the LSTM, and the role of the gate is to add or remove information to the cell state. Among them, \( \sigma \) represents the sigmoid network layer. \( \sigma \) is the forget gate, the sigmoid layer outputs 0 to indicate discard, and output 1 to indicate complete retention. \( \sigma \) is called the input gate; it decides which states in the cell to update, and the layer \( \text{tanh} \) decides the size of the updated value. \( \sigma \) is called the output gate, the layer \( \text{tanh} \) normalizes the cell state information, and the multiplication of the two determines the LSTM output value. The following formula gives the description of the LSTM:

\[
f_t = \sigma \left( W_{fh} h_{t-1} + W_{fx} x_t + b_f \right)
\]

(33)

\[
i_t = \sigma \left( W_{ih} h_{t-1} + W_{ix} x_t + b_i \right)
\]

(34)

\[
o_t = \sigma \left( W_{oh} h_{t-1} + W_{ox} x_t + b_o \right)
\]

(35)

\[
\tilde{c}_t = \text{tanh} \left( W_{ch} h_{t-1} + W_{cx} x_t + b_c \right)
\]

(36)

\[
c_t = f_t \odot c_{t-1} + i_t \odot \tilde{c}_t
\]

(37)

\[
h_t = o_t \odot \text{tanh}(c_t)
\]

(38)
where \( \mathbf{W}(\cdot) \) represents the weight of input gate, output gate, and forget gate. \( \mathbf{b}(\cdot) \) represents bias terms. \( \sigma \) represents activation function. \( \odot \) describes the vector element-wise product. \( c_t \) represents cell state. \( \tilde{c}_t \) represents intermediate value of \( c_t \).

### 4.2. LSTM Algorithm Aiding the SINS/DVL Navigation System

At present, the basic principle of using the LSTM model to assist the integrated navigation algorithm is mainly to train the LSTM model when the auxiliary sensor is normal; when the sensor fails, the deep learning model is used to provide an output that can correct the inertial navigation error. The commonly used AI model output is a three-dimensional velocity value similar to the DVL output, so we also choose this output mode [16–19].

As described in [20], to improve the accuracy and reliability of model predictions, AI models should choose valid inputs as training sets. Thus, we should explore the relationship of the variables in the integrated navigation system. Here we start from the inertial navigation update equation. The following is the selection of training input.

First, it is assumed that the velocity of SINS at time \( m \) is \( V^n_m \). At this time, if we want to obtain a relatively accurate DVL velocity measurement \( V^n_k \), attitude transformation is necessary. \( V^n_k \) can be expressed as Formula (39):

\[
V^n_k = V^n_{k-1} + \Delta V^n_{s(f)(k)} + \Delta V^n_{cor/g(k)}
\]

In Formula (35), the meaning of each expression is as follows.

\[
\Delta V^n_{cor/g(k)} = \left\{ -2\omega^n_{ib}(k) + \omega^n_{in}(k) \right\} \times V^n_k + \Delta g^n_k (t_k - t_{k-1})
\]

\[
\Delta V^n_{s(f)(k)} = C^{n(k-1)}_{b(k-1)} \Delta V_k - \frac{1}{2} \omega^n_{ib}(k) C^{n(k-1)}_{b(k-1)} \Delta V_k + C^{n(k-1)}_{b(k-1)} \times \left( \frac{1}{2} \Delta \theta_k \Delta V_k + \frac{1}{2} \int_{t_{k-1}}^{t_k} \Delta \theta'_t f_{s(f)}(t) + \Delta V_k \omega^n_{ib}(t) \right)
\]

In Formula (41), \( \Delta \theta_k \) can be described as Formula (42).

\[
\Delta \theta_k = \int_{t_{k-1}}^{t_k} \omega^n_{ib}(t) dt, \Delta V_k = \int_{t_{k-1}}^{t_k} f_{s(f)(t)} dt
\]

It can be seen from Formula (41) and (42), \( V^n_k \) depends on the \( C^n_k, \omega^n_{ib}, \omega^n_{in}, g^n, v^n_k, \omega^n_{ib} \) and \( f_{s(f)} \). The motion velocity of the underwater vehicle is relatively small, so the two quantities have little impact on \( V^n_k \). \( g^n \) depends on the geographical location, the magnitude change can also be ignored. \( C^n_k \) includes the \( \theta, \gamma, \psi \). Compared with land carriers, such as automobiles, the three angles of underwater vehicles must be taken into account. Therefore, we get several quantities that have a large impact on the \( V^n_k \):

\[
V^n_k \propto f \left( f_{s(f)}, \omega^n_{ib}, \theta, \gamma, \psi, V^n_k \right)
\]

The schematic diagram of the specific deep learning model-assisted combined navigation is as Figure 5:
5. Test Results

First, the experimental scene and test equipment need to be described. This test uses a set of shipborne data with a duration of approximately 9000 s, and the test ship is equipped with IMU and DVL. At the same time, it is equipped with a single-antenna GPS receiver, which outputs position information at a frequency of 1 Hz. The main performance indicators of the relevant test equipment are shown in the Tables 1 and 2.

Table 1. The performance of IMU.

| Performance          | Gyroscope   | Accelerometer |
|----------------------|-------------|---------------|
| Measuring range      | ±200 deg/s  | ±15 g         |
| Update Rate          | 200 Hz      | 200 Hz        |
| Constant Drift       | <0.02 deg/h (1σ) | <50 µg (1σ) |

Table 2. The performance of DVL.

| Performance          | DVL         |
|----------------------|-------------|
| Accuracy Level       | 0.5%V ±0.5 cm/s |
| Speed range          | −5.14 ~ 10.28 m/s |
| Update Rate          | 1 Hz        |
| Frequency            | 300 kHz     |
| Bottom tracking depth | 300 m      |

5.1. Performance Experiment of Information Fusion Method

The evaluation of information fusion methods mainly includes the following methods, which are compared: the traditional Kalman filtering algorithm (KF), strong tracking Kalman filtering algorithm (STF), variational Bayesian adaptive filtering algorithm (VBAKF algorithm) and the Support Vector Regression Aided Variational Bayesian Adaptive algorithm (SVR-VBAKF) result in integrated navigation tests. Among them, for the strong tracking filtering method, we adopt the novel robust filtering algorithm proposed in [42]. Here, the first 3600 s of data of the entire data segment is selected for the experiment of integrated navigation. It is undeniable that the system is very susceptible to the interference of the environment, especially during the on-board test and the outliers are easy to occur during the measurement process. Therefore, to evaluate the proposed algorithm, outliers were added every 300 s during the entire data segment. Here, the outliers are the same as the outliers of the original measurement data.

The initialization parameters of the navigation parameters are selected as the result of SINS/GPS integrated navigation since the support vector regression auxiliary filtering
algorithm requires the interval processing of data. The length of the sliding window and the model order should be determined, here we select $N = 20$, $m = 5$, the fading factor $\rho = 0.98$, and the tuning parameter $\tau = 4$ in the new method. In order to evaluate the effect of navigation, this paper uses position, velocity, and yaw error as the evaluation indicators of the filtering method. The error curves of the four filtering methods are in Figures 6–8.

![Figure 6. Comparison of position errors.](image)

![Figure 7. Comparison of velocity errors.](image)

![Figure 8. Comparison of Yaw errors.](image)

From the above pictures, we can see that the SINS/DVL integrated navigation result is divergent in the position error. Because the velocity is used as the intermediate quantity of information fusion, the effect of velocity error suppression is obvious, and the effect on
the position and heading direction is not obvious. When there is no outlier interference, the combined navigation results of the three methods tend to be stable. However, when the DVL output is influenced by outliers, the traditional KF method is getting worse. Compared with the VBAKF method, it shows a good effect of resisting outliers in a certain period of time. As time grows, its robustness will deteriorate, resulting in unsatisfactory results, but better than the KF method. The robustness of the STF filtering method to the velocity error is obvious, and when the filtering time is approximately 2000 s, the effect of the position error and heading error is no less than the filtering algorithm newly proposed, but with the passage of time, the position error diverges quickly, and the heading error increases significantly. The VBAKF method assisted by SVR has obvious robustness to outliers and self-adaptation to noise, the position error has an obvious decreasing trend, the velocity error suppression effect is obvious, and the heading and attitude estimation has a faster convergence speed and a higher accuracy. The above table shows the mean square error (RMSE) of the combined navigation position, velocity, and heading of the three methods.

From the Table 3, the position error of the SVR-VBAKF method is increased by 47.63% compared with the KF method, which is 43.35% higher than that of the STF method, which is 39.82% higher than the VBAKF method. As for the KF method, the velocity error is improved by 67.25%, compared with 26.16% by the STF method, and improved by 60.13% compared with the VBAKF method. Compared with the KF method, the heading error is reduced by 29.61%, 43.35% higher than the STF method, 13.98% higher than the STF method, and 20.72% higher than the VBAKF method.

Table 3. Root mean square errors of position, velocity, yaw.

| Algorithm | Position (m) | Velocity (m/s) | Yaw (') |
|-----------|-------------|----------------|--------|
| KF        | 90.8765     | 0.2336         | 43.8273|
| STF       | 85.8595     | 0.1036         | 35.8647|
| VBAKF     | 80.8183     | 0.1919         | 38.9159|
| SVR-VBAKF | 48.6353     | 0.0765         | 30.8494|

5.2. Experiment of LSTM Model Aided Navigation System

The flow of the LSTM-assisted navigation system is shown in the last section. The LSTM module and the information fusion method are relatively independent, but when the SVR algorithm detects that the DVL measurement value is an outlier, the LSTM output is used to replace the outlier at this time. The system adopts the way of close loop mode. When the DVL normally provides measurement values, the LSTM training process, iterative optimization method, and filtering module continue to maintain high-precision navigation results.

The whole test lasted for 900 s. Firstly, we use the first 70% of the whole data as the input of the LSTM model. The next 30% of the data is used to test the accuracy of the results output by the LSTM model. It is also to simulate the situation that the DVL output is interrupted, and use the attitude, velocity, specific force, and angular velocity to obtain credible “pseudo-measurement values”. The obtained “pseudo-measurement values” is to ensure the continuous progress of the information fusion method, and to use the SINS/DVL integrated navigation to suppress the trend of navigation error divergence caused by pure inertial navigation. The specific trajectory division is shown in the following figure: the green represents the training set, and test sets are indicated in red.

The LSTM module is selected as a regularized directional dropout layer and a fully connected layer (FC). The activation function of the fully connected layer is selected as the LeakyReLU. The output value of the activation function is used as the final output value of LSTM. The mean square error is used as the loss function. The number of neurons in the middle layer is set to be 128, and the training step is 4. The initial learning rate is 0.002, the decay factor is $5 \times 10^{-4}$, the L1 regulation is 0.95, the L2 regulation is set to 0.99, and the number of training iterations are set to 300. Several deep learning models selected for the convenience of comparison have only one hidden layer, and the number of neurons in the...
hidden layer is 128. All the training samples should be normalized between $-1$ and $1$ for accelerating the process of training. The input samples of LSTM-1, MLP, and NARX are in the form of neural network in the literature [18], and NARX is also the deep learning model selected in this literature. Just to compare with the model selected in this paper. LSTM-1 has the same structure as LSTM-2, and the input mode of the latter has been explained in Section 4. The specific training set and test set trajectory division are shown in Figure 9.

![Division diagram of training track and test track.](image)

**Figure 9.** Division diagram of training track and test track.

After offline training with different types and input modes of neural networks, modules that autonomously output “pseudo-measurement values” can be obtained. For comparison, the following Figures 10–12 show the actual output and predicted output of different modules. Figure 13 shows the mean and STD of the predicted error.

![Prediction results of east velocity:](image)

**Figure 10.** Prediction results of east velocity: (a) Comparison of actual value and the predicted velocity in the east; (b) The errors of actual value and the predicted velocity in the east for different algorithms.

![Prediction results of north velocity:](image)

**Figure 11.** Prediction results of north velocity: (a) Comparison of actual value and the predicted velocity in the north; (b) The errors of actual value and the predicted velocity in the north for different algorithms.
As can be seen from the above three figures and Table 4, the average velocity error of the LSTM-2 model in the three directions is reduced by 55.43%, 57.30%, and 83.40%, compared with the MLP network. Compared with the NARX model, it is reduced by 61.68%, 70.82%, and 54.76%. Compared with the LSTM-1 model, it is reduced by 39.40%, 62.04%, and 57.30%. In addition, for the velocity errors standard deviation compared with the MLP network, they are reduced by 35.23%, 74.30%, and 32.94%. Compared with the NARX model, they are reduced by 30.78%, 44.79%, and 35.73%. Compared with the LSTM-1 model, they are reduced by 36.21%, 35.73%, and 32.94%.

Table 4. The specific values of the error MEAN and STD of the four deep learning models.

| Algorithm | $Δv_x$ (m/s) | $Δv_y$ (m/s) | $Δv_z$ (m/s) | $Δv_x$ (m/s) | $Δv_y$ (m/s) | $Δv_z$ (m/s) |
|-----------|--------------|--------------|--------------|--------------|--------------|--------------|
| MLP       | −0.0276      | −0.2259      | −0.0089      | 0.1618       | 0.4312       | 0.0592       |
| NARX      | 0.0321       | 0.1285       | −0.0064      | 0.1643       | 0.1724       | 0.0524       |
| LSTM-1    | 0.0203       | −0.0988      | −0.0038      | 0.1048       | 0.1108       | 0.0397       |
| LSTM-2    | 0.0123       | 0.0375       | −0.0008      | 0.1058       | 0.1108       | 0.0397       |

If we only use the fitting effect to illustrate the combined navigation results, it is not enough. It is necessary to use “pseudo measurements” for continuous navigation. The information fusion method used in the integrated navigation here refers to the SVR-VBAKF method described in the previous section. Therefore, the four deep learning models use this method. As an important index to evaluate the effect of integrated navigation, the
position error, velocity error, and heading error are also introduced here for evaluation. The specific integrated navigation errors are in the following, Figures 14 and 15.

![Figure 14](image1.png)  
**Figure 14.** Comparison of navigation velocity and yaw error results: (a) Comparison of velocity errors; (b) Comparison of yaw errors.

![Figure 15](image2.png)  
**Figure 15.** Comparison of navigation position error results: (a) Comparison of position errors; (b) Trajectory diagram in the case of DVL failure.

From Table 5 and Figures 14 and 15, we can obtain the position error, velocity error, and heading error results of using different deep learning models to assist SINS/DVL combined navigation. The LSTM-based hybrid prediction method we adopted here is optimal compared to other deep learning models, both in terms of measurement value prediction and combination navigation using “pseudo-measurement values”. This is why we do not choose the navigation errors as the training simples. Compared with the navigation information output by the SINS selected in this paper, the incremental form is not closely related, so the result of combined navigation is poor. However, as an input sample in the incremental form, LSTM is obviously stronger for two deep learning models, MLP and NARX. In the 2700 s DVL environment, the position error predicted by the LSTM-2 method is reduced by 85.93%, 83.94%, and 75.64%, and the velocity error is reduced by 73.69%, 47.66%, and 44.53%, respectively, compared with the other three methods. Except for the proposed method, the heading error is not well suppressed, but the errors are all within 1. Compared with the pure inertial solution, the heading error of the LSTM-2 method is reduced by 57.17%. The above experiments show that the proposed hybrid prediction method can effectively suppress the SINS error in the environment of short-term DVL failure, and effectively improve positioning accuracy.
Integrated navigation errors of different deep learning models under the same information fusion method have been discussed in Figure 16. In order to fully illustrate the advantages of the method, a comparison of filtering methods under the same deep learning model is carried out. The deep learning model here adopts the deep learning model of LSTM-2 and uses different filtering methods for error comparison. Here, for the convenience of research, we only introduce position error and velocity error for evaluation.

Table 5. Integrated navigation position, velocity, heading error table.

| Method     | RMSE Position (m) | RMSE Velocity (m/s) | RMSE Yaw (°) |
|------------|-------------------|---------------------|--------------|
| Pure SINS  | 679.9454          | 0.4545              | 1.7792       |
| MLP        | 356.3387          | 0.4095              | 2.0591       |
| NARX       | 312.2110          | 0.2285              | 2.3517       |
| LSTM-1     | 205.7531          | 0.2156              | 1.9279       |
| LSTM-2     | 50.1252           | 0.1196              | 0.7620       |

Figure 16. Comparison of navigation position and velocity error results: (a) Comparison of position errors; (b) Comparison of velocity errors.

In Figure 16, the curves of velocity and position error that the SVR-VBAKF filter under the same deep learning model can show better navigation performance than other methods.

6. Conclusions

Aiming at the problem of velocity failure of DVL, we propose a new solution process, which effectively reduces outlier interference in the integrated navigation process and improves the accuracy of the system. At the same time, the filter based on VB can also enhance adaptability to the environment. When the output of DVL is interrupted within a certain time, the LSTM deep learning method is used to provide the “pseudo-measurement value,” which is used for integrated navigation. This method collects the original information of the SINS as a sample in the normal working mode of the DVL, trains the LSTM, using the well-trained LSTM model to assist the output when the DVL fails. The LSTM/SVR-VBAKF algorithm effectively improves the processing ability of the integrated navigation system to output faults and the suppression of navigation errors. The on-board experiment proves the superiority and effectiveness of the proposed method.
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