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Abstract.
The calculation of a segment of eigenvalues and their corresponding eigenvectors of a Hermitian
class of eigenvalue problems is crucial in many scientific and engineering applications. Robust solvers for problems of moderate size
are well developed and widely available [2]. These are sometimes referred to as direct solvers [6]. Direct solvers typically calculate the entire spectrum of the matrix
or matrix pencil in question. Yet in many applications, especially for those where
the underlying linear systems are large and sparse, it is often the case that only
selected segments of the spectrum are of interest. Polizzi recently proposed a density-
matrix-based algorithm [21] named FEAST for Hermitian eigenproblems of this kind.
From an implementation point of view, FEAST’s main building block is a numerical-
quadrature computation, consisting of solving independent linear systems, each for
multiple right hand sides. This building block contains multiple levels of parallelism and thus exploits the features of modern computing architectures very well. A software package FEAST [22] based on this approach has been made available since 2009. Nevertheless, theoretical analysis of FEAST has been lagging its software development. In particular, there is no theoretical study available on the conditions under which FEAST converges, and if so, at what rate.

This paper shows that the FEAST algorithm can be understood as a standard subspace iteration in conjunction with the Rayleigh-Ritz procedure. FEAST
therefore belongs to the class of projection methods that typically construct bases to particular subspaces and then obtain the corresponding Ritz values and vectors.
(For example, see [25] Chapter 6.) In Krylov projection methods such as Lanczos
[3, 5, 20] or Arnoldi [17], the subspace at iteration m is spanned by a set of the form \{v, Mv, M^2v, \ldots, M^{m-1}v\}, where M is the matrix in question. The dimensions
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of the subspaces grow as iterations proceed. The initial vector $v$ can be chosen at random, or constructed carefully including the use of a “filter” $v = \rho(M)v_0$ for some $v_0$. Filters are often called accelerators because they can hasten convergence when chosen appropriately. We use the two terms interchangeably throughout this paper. Very often, the accelerator $\rho(M)$ is a polynomial in $M$ [24, 55]. Jacobi-Davidson [29] is another notable projection method on expanding subspaces. More recently, Sakurai and Sugiura [26] proposed a projection method (SS-projection) that uses certain moment matrices. SS-projection is subsequently recognized as a Krylov method in [13] (see Theorem 7) and generalized to a block Krylov method [13, 12]. In the terminology of filtered Krylov methods, the subspaces in SS-projection are spanned by sets of the form $\{v, f(M)v, f^2(M)v, \ldots, f^{m-1}(M)v\}$ where $v$ is a filtered random vector $v = \rho_0(M)v_0$. Here $v_0$ is chosen randomly, $\rho_0(M)$ approximates a zeroth-moment matrix, and $f^k(M)$, $k \geq 1$, approximates a $k$-th moment matrix.

In contrast to these methods that project onto expanding subspaces, there is a class of projection methods that project onto subspaces of a fixed dimension. The subspaces, but not their dimensions, change as iterations proceed. Trace minimization [23, 27] is one example of such methods, but the classical representative is subspace iterations (see [4] or discussions in standard textbooks such as [3, 7, 6, 25]). Here the $p$-dimensional subspaces are spanned by vectors of the form $M^kV$ where $V$ consists of $p$ vectors chosen randomly. Accelerators (filters) can be applied so that the subspaces are changed instead by vectors of the form $f_m(M) \cdot f_{m-1}(M) \cdots f_1(M)V$. The accelerators $f_k(M)$ can be the same for all $k$, or can be made adaptive to exploit new information gained as iterations proceed. In this context, we show that FEAST is a subspace iteration accelerated by a non-adaptive accelerator $f_k(M) = \rho(M)$ for all $k$ where $\rho(M)$ approximates the spectral projector to the invariant eigenspace in question. This accelerator $\rho(M)$ in fact corresponds to the approximate zeroth-moment matrix $\rho_0(M)$ in the SS-projection method. Both filters are constructed in a similar way, exploiting the Cauchy integral formula. Nevertheless, as mentioned previously, SS-projection is fundamentally a Krylov method that uses subspaces spanned by sets of the form $\{v, f(M)v, f^2(M)v, \ldots, f^{m-1}(M)v\}$, $v$ being a filtered starting vector: $v = \rho_0(M)v_0$ for some randomly chosen $v_0$. The matrices $f^k(M)$, $k \geq 1$, approximate the $k$-th moment matrices. In contrast, FEAST is fundamentally a subspace iteration eigensolver. It uses subspaces spanned by sets of the form $\rho^k(M)V$. Note that $\rho^k(M)$ does not approximate the $k$-th moment matrix at all, but rather approximates the spectral projector progressively better as $k$ advances.

Standard theory in the literature readily establishes FEAST’s convergence as soon as we identify it as an accelerated subspace iteration. Nevertheless, to fully understand the algorithm’s fast convergence and possible modes of failure, detailed analysis specific to the use FEAST’s accelerator is carried out in this paper. Furthermore, this analysis allows us to improve the robustness of the original algorithm that was proposed in [21]. The resulting enhancements include estimation of the number of eigenvalues in the segment of interest, and evaluation of whether the dimension chosen for the subspaces is appropriate. This paper puts FEAST on a more solid foundation. Finally, we outline at the end of this paper how FEAST can be extended to handle non-Hermitian problems.

2. Overview. Throughout this paper, we consider two $n \times n$ Hermitian matrices $A$ and $B$ where $B$ is positive definite; that is, $B = C^*C$ for some invertible matrix $C$ where $C^*$ denotes the complex-conjugate transposition of $C$. We state some well-known properties germane to our presentation. There exists an $n \times n$ $B$-orthogonal
matrix $X$, $X^*BX = I$, such that $AX = BX\Lambda$ where $\Lambda$ is a real diagonal matrix. Each diagonal entry $\lambda$ of $\Lambda$ together with its corresponding vector $x$ of $X$ constitute an eigenpair $(\lambda, x)$: $Ax = \lambda Bx \iff (B^{-1}A)x = \lambda x$. Determining eigenpairs for the generalized problem given by $(A, B)$ is equivalent to determining eigenpairs for the single matrix $B^{-1}A$. Moreover, $X^*BX = I$ implies $X^{-1} = X^*B$ and

$$M \overset{\text{def}}{=} B^{-1}A = X\Lambda X^{-1} = X\Lambda X^*B. \tag{2.1}$$

This paper focuses on the following problem. Given an interval $\mathcal{I} = [\lambda_-, \lambda_+]$ on the real line, determine all $e$ (counting multiplicities) eigenpairs $(\lambda, x)$, $Mx = \lambda x$, where $\lambda \in \mathcal{I}$.

The following is a simple variant of Algorithms 5.3 and 7.5 in [25]. It is a subspace iteration algorithm with projection that also uses an accelerator $\rho(M)$.

**Algorithm A** (Accelerated Subspace Iteration with Rayleigh-Ritz)

1. Pick $p$ random $n$-vectors $Q_{(0)} = [q_1, q_2, \ldots, q_p]$. Set $k \leftarrow 1$.
2. repeat
3. Approximate subspace projection: $Y_{(k)} \leftarrow \rho(M) \cdot Q_{(k-1)}$.
4. Form reduced system: $\hat{A}_{(k)} \leftarrow Y_{(k)}^*AY_{(k)}$, $\hat{B}_{(k)} \leftarrow y_{(k)}^*BY_{(k)}$.
5. Solve $p$-dimension eigenproblem: $\hat{A}_{(k)}\hat{X}_{(k)} = \hat{B}_{(k)}\hat{X}_{(k)}$ for $\hat{A}_{(k)}$, $\hat{X}_{(k)}$.
6. Set $Q_{(k)} \leftarrow Y_{(k)}\hat{X}_{(k)}$, in particular $Q_{(k)}^*BQ_{(k)} = I_p$.
7. $k \leftarrow k + 1$.
8. until Appropriate stopping criteria

Without acceleration, that is, $\rho(M) = M$, Algorithm A corresponds simply to straightforward subspace iteration with the Rayleigh-Ritz procedure. If we denote by $X_T$ the set of columns from $X$ corresponding to the eigenvectors of interest, then the choice $\rho(M) = X_TX_T^*B$, the spectral projector to the invariant subspace spanned by $X_T$, is an ideal accelerator. Algorithm A converges in one iteration if $p$ is chosen to be $e$ and $Y_{(1)} = \rho(M)Q_{(0)}$ happens to have full rank. The reason is that, under these assumptions, $Y_{(1)} = X_TW^{-1}$ for some invertible $W \in \mathbb{C}^{e \times e}$. This leads to

$$\hat{A}_{(1)} = (W^{-1})^*\Lambda_T W^{-1}, \quad \text{and} \quad \hat{B}_{(1)} = (W^{-1})^*W^{-1},$$

where $\Lambda_T$ is a diagonal matrix whose diagonal entries are exactly the eigenvalues of interest $\lambda \in \mathcal{I}$, counting multiplicities. One can show that the Ritz values and vectors are indeed the eigenpairs of interest.

While the (exact) spectral projector $X_TX_T^*B$ is not readily available, it turns out that $\rho(M)$ approximates it quite well when $\rho(\mu)$ is a rational function constructed via a Gauss-Legendre quadrature. With this accelerator, Algorithm A is exactly the FEAST algorithm as stated in [21].

In the following sections, we analyze FEAST’s convergence behavior.

- Section 3 constructs a rational function $\rho : \mathbb{C} \to \mathbb{C}$ for a specified $\mathcal{I} = [\lambda_-, \lambda_+]$.
  The properties of the function $\rho(\mu)$ for $\mu$ restricted on the real line are studied. These properties explain why and in what sense the matrix function $\rho(M)$ approximates a spectral projector.
- Section 4 establishes that the distances from an eigenvector of interest to $\text{span}(Q_{(k)})$ converge to zero, where $Q_{(k)}$ is generated according to Algorithm A. The first theorem there is a straightforward generalization of Theorem 5.2.
from [25], taking into account (1) the special properties of \( \rho(M) \), and (2) that we are dealing with a generalized eigenvalue problem. The second theorem examines the impact on convergence when the application of \( \rho(M) \) to vectors, and in particular to the \( Q(k) \)'s, contains error. This study is relevant because, unlike polynomial accelerators, application of \( \rho(M) \) involves solutions of linear systems (see Section 3 for details).

- The Rayleigh-Ritz procedure is needed to derive the actual desired eigenpairs from merely a basis \( Q(k) \) of the subspace \( Q(k) = \text{span}(Q(k)) \) that is close to the desired eigenvectors. Section 5 analyzes the convergence properties of eigenpairs, taking into account the idiosyncrasies of \( Q(k) \) due to the use of \( \rho(M) \) as accelerator. Some of the consequences of these idiosyncrasies were in fact observed in [15], and now have a satisfactory explanation. We also show that eigenvalues of \( \tilde{B}(k) \) offer accurate estimates of \( \epsilon \), the number of eigenvalues inside \( I \). These properties can be exploited in an enhanced version of FEAST.

- Section 6 presents a number of computational examples to illustrate key aspects of the preceding analysis as well as numerical subtleties.

3. Approximate Spectral Projector \( \rho(M) \). Given an interval \( I = [\lambda_-, \lambda_+] \) on the real line, \( \lambda_- < \lambda_+ \), we will construct a rational function \( \rho : \mathbb{C} \to \mathbb{C} \) such that \( \rho(\mu) \in \mathbb{R} \) for \( \mu \in \mathbb{R} \), and that the function \( \rho(\mu) \) restricted on the real line is a good approximation to the indicator function of \( I \). To accomplish this, we use a Cauchy integral representation of the indicator function and construct \( \rho(\mu) \) based on a numerical quadrature rule.

3.1. Construction of \( \rho(\mu) \). Let \( C \) be the circle centered at \( c = (\lambda_+ + \lambda_-)/2 \) with radius \( r = (\lambda_+ - \lambda_-)/2 \). Define the function \( \pi(\lambda) \) by the contour integral (in the counter clockwise direction)

\[
\pi(\mu) = \frac{1}{2\pi i} \oint_C \frac{1}{z - \mu} \, dz, \quad \mu \notin \mathbb{C}.
\]

The Cauchy integral theorem shows that \( \pi(\mu) = 1 \) for \( |\mu - c| < r \) and \( \pi(\mu) = 0 \) for \( |\mu - c| > r \). We use a numerical quadrature to approximate the integral in Equation (3.1). To this end, we define the parametrization \( \phi(t), -1 \leq t \leq 3 \):

\[
\phi(t) = c + r e^{i \frac{\pi}{2}(1 + t)}, \quad \phi'(t) = \frac{\pi}{2} r e^{i \frac{\pi}{2}(1 + t)}.
\]

Thus,

\[
\pi(\mu) = \frac{1}{2\pi i} \int_{-1}^{3} \frac{\phi'(t)}{\phi(t) - \mu} \, dt,
\]

\[
= \frac{1}{2\pi i} \int_{-1}^{1} \frac{\phi'(t)}{\phi(t) - \mu} \, dt + \int_{1}^{1} \frac{\phi'(2-t)}{\phi(2-t) - \mu} \, dt,
\]

\[
= \frac{1}{2\pi i} \int_{-1}^{1} \left[ \frac{\phi'(t)}{\phi(t) - \mu} - \frac{\phi'(2-t)}{\phi(2-t) - \mu} \right] \, dt.
\]

We restrict ourselves to Gauss-Legendre quadratures on \([-1,1]\) (see for example [12]). A \( q \)-point Gauss-Legendre quadrature rule is defined by a set of weight-node pairs \((w_k, t_k), k = 1, 2, \ldots, q\), where \( w_k > 0 \) and \(-1 < t_k < 1\). The set is symmetric in
that both \((w_k, t_k)\) and \((w_k, -t_k)\) are present. The choice of the weight-node pairs are meant to make \(\sum_{k=1}^{q} w_k f(t_k)\) approximate \(\int_{-1}^{1} f(t)\ dt\) well for continuous function \(f : [-1, 1] \to \mathbb{C}\). Moreover, for any polynomial \(f\) of degree at most \(2q - 1\), the \(q\)-term summation produces the exact integral. In particular, \(\sum_{k=1}^{q} w_k = 2\) (by taking \(f \equiv 1\)).

In a usual setting, a quadrature aims at producing a single value that approximates a specific definite integral of an integrand. Here, it corresponds to approximating \(\pi(\mu)\) for a specific fixed \(\mu\). But if we use the same quadrature rule for all possible \(\mu\), we have in fact defined a function of \(\mu\). This is how we define our \(\rho(\mu)\).

Let \((w_k, t_k), k = 1, 2, \ldots, q\) be the \(q\)-point Gauss-Legendre rule of choice. We define the function \(\rho(\mu)\) by the quadrature formula applied to the integral of Equation 3.3:

\[
(3.4) \quad \rho(\mu) \overset{\text{def}}{=} \frac{1}{2\pi i} \sum_{k=1}^{q} \left( \frac{w_k \phi'(t_k)}{\phi(t_k) - \mu} - \frac{w_k \phi'(t_k)}{\phi(t_k) + \mu} \right) = \sum_{k=1}^{q} \left( \frac{\sigma_k}{\phi_k - \mu} \frac{\overline{\sigma_k}}{\phi_k + \mu} \right),
\]

\(\phi_k = \phi(t_k)\) and \(\sigma_k = w_k \phi'(t_k)/(2\pi i)\). Note that \(\rho : \mathbb{C} \to \mathbb{C}\) is a rational function in partial fraction form. The \(2q\) poles of \(\rho(\mu)\) are \(\phi_k\) and \(\overline{\phi_k}\) for \(k = 1, 2, \ldots, q\). Because \(-1 < t_k < 1\), these poles are all complex valued. Consequently, \(\rho(\mu)\) is defined for all \(\mu \in \mathbb{R}\). From Equation 3.4 \(\rho(\mu) = \rho(\mu)\) for \(\mu \in \mathbb{R}\). Thus \(\rho(\mu) \in \mathbb{R}\) for \(\mu \in \mathbb{R}\).

### 3.2. Computing \(\rho(M)Q\)

Consider our matrix \(M = B^{-1}A\) and a function \(f(x) = \alpha/(\beta - x)\), \(\alpha, \beta\) constant and \(\beta I - M\) is invertible. It is common to define the function \(f\) of \(M\), \(f(M)\), as the matrix \(\alpha (\beta I - M)^{-1}\) (see page 1 of [10]). Since \(M\) is diagonalizable, \(M = X \Lambda X^{-1}\),

\[
(3.5) \quad f(M) \overset{\text{def}}{=} \alpha (\beta I - M)^{-1},
\]

\[
= \alpha (\beta X X^{-1} - X \Lambda X^{-1})^{-1},
\]

\[
= \alpha X (\beta I - \Lambda)^{-1} X^{-1},
\]

\[
(3.6) \quad = X f(\Lambda) X^{-1},
\]

where \(f(\Lambda)\) is the standard definition of a function of a diagonal matrix: namely replacing each diagonal entry \(\lambda\) of \(A\) with \(f(\lambda)\). Clearly, for each eigenpair \((\lambda, x)\) of \(M\), \((f(\lambda), x)\) is an eigenpair of \(f(M)\).

As none of the \(\phi_k\)s are on the real line while \(M\)’s eigenvalues are all real, \(\phi_k I - M, \overline{\phi_k I - M}, k = 1, 2, \ldots, q\), are all invertible. Following Equation 3.3 we have

\[
\rho(M) = \sum_{k=1}^{q} \sigma_k (\phi_k I - M)^{-1} + \sum_{k=1}^{q} \overline{\sigma_k} (\overline{\phi_k I - M})^{-1},
\]

\[
= \sum_{k=1}^{q} \sigma_k (\phi_k B - A)^{-1} B + \sum_{k=1}^{q} \overline{\sigma_k} (\overline{\phi_k B - A})^{-1} B.
\]

Therefore, for any \(Q \in \mathbb{C}^{n \times p}\),

\[
(3.7) \quad \rho(M)Q = \sum_{k=1}^{q} \sigma_k (\phi_k B - A)^{-1} BQ + \sum_{k=1}^{q} \overline{\sigma_k} (\overline{\phi_k B - A})^{-1} BQ, \quad \text{in general,}
\]

\[= 2 \sum_{k=1}^{q} \text{Re} \left( \sigma_k (\phi_k B - A)^{-1} BQ \right), \quad \text{if } A, B, \text{ and } Q \text{ are real valued.}
\]

Application of \(\rho(M)\) to \(Q\) involves, in general, solutions of \(2q\) linear systems of equations with \(p\) right-hand-sides each, but \(q\) linear systems only if \(A, B,\) and \(Q\) are all
real matrices.

Substituting \( \rho \) for \( f \) in Equation 3.6 gives

\[
(3.8) \quad \rho(M) = X\rho(\Lambda)X^{-1} = X\rho(\Lambda)X^*B
\]

due to the interval \([-\lambda, \lambda_+\]) that corresponds to \( \rho(\Lambda) \). Suppose \( \rho(\lambda) = 1 \) for all the \( \epsilon \) eigenvalues \( \lambda \) of \( M \) that lie inside \( \mathcal{I} = [\lambda_-, \lambda_+] \) and \( \rho(\lambda) = 0 \) for all those \( \epsilon - \epsilon \) that lie outside, then \( \rho(M) \) is in fact the exact spectral projector \( X_\mathcal{I}X_\mathcal{I}X^*B \). In general, for any \( n \)-vector \( q \),

\[
(3.9) \quad q = \sum_{\lambda \in \sigma(M)} \alpha_\lambda x_\lambda \implies \rho(M)q = \sum_{\lambda \in \sigma(M)} \alpha_\lambda \rho(\lambda)x_\lambda.
\]

Suppose the scalar function \( \rho(\mu) \) approximates the indicator function well in the sense that \( \rho(\lambda) \approx 1 \) for eigenvalues \( \lambda \) inside \( \mathcal{I} \) and \( |\rho(\lambda)| \approx 1 \) for those eigenvalues \( \lambda \) outside of \( \mathcal{I} \). Then \( \rho(M) \) approximates the behavior of the exact projector \( X_\mathcal{I}X_\mathcal{I}X^*B \): \( \rho(M)q \) leaves almost invariant the component of \( q \) in \( \text{span}(X_\mathcal{I}) \) while almost annihilating the component of \( q \) in the complementary eigenspace. We will now study more closely how well \( \rho(\mu) \) approximates the indicator function.

3.3. Properties of \( \rho(\mu) \) and \( \rho(M) \). As the spectrum of \( M \) is real and \( \rho(M) = X\rho(\Lambda)X^{-1} \), it suffices to study \( \rho(\mu) \) for \( \mu \in \mathbb{R} \). As noted previously, \( \rho(\mu) \) is real for \( \mu \in \mathbb{R} \). Moreover, it suffices to study the reference function \( \rho_{\text{ref}}(\mu) \) that corresponds to the interval \([-1, 1]\), and thus

\[
(3.10) \quad \rho_{\text{ref}}(\mu) = \frac{1}{2} \sum_{k=1}^{q} w_k \text{Re} \left( \frac{\phi_k}{\phi_k - \mu} \right),
\]

As noted previously, for each weight-node pair \((w_k, t_k)\) where \( t_k > 0 \), there is a pair \((w_{k'}, t_{k'})\) where \( w_{k'} = w_k \) and \( t_{k'} = -t_k \). Note also that \( s_k = \sin(\pi t_k/2) \), and thus summing the pair

\[
w_k \frac{1 + \mu s_k}{1 + 2\mu s_k + \mu^2} + w_{k'} \frac{1 + \mu s_{k'}}{1 + 2\mu s_{k'} + \mu^2} = w_k \left( \frac{1 + \mu s_k}{1 + 2\mu s_k + \mu^2} + \frac{1 - \mu s_k}{1 - 2\mu s_k + \mu^2} \right)
\]

yields an even function. For \( t_k = s_k = 0 \),

\[
w_k \frac{1 + \mu s_k}{1 + 2\mu s_k + \mu^2} = \frac{w_k}{1 + \mu^2}
\]

is also an even function. As a result, \( \rho_{\text{ref}}(\mu) \) is an even function. It suffices to study \( \rho_{\text{ref}}(\mu) \) for \( \mu \geq 0 \).

Before we present proofs on several properties of \( \rho_{\text{ref}}(\mu) \), let us examine some illustrative figures. Figure 3.1 suggests that for a reference interval \( \mathcal{I} = [-1, 1] \) and the quadrature rule choice of \( q = 8 \), eigen-components that correspond to eigenvalues
An ideal $\rho_{ref}(\mu)$ function is 1 on $[-1,1]$ and 0 elsewhere. This figure shows that $\rho_{ref}(\mu)$ obtained by Gauss-Legendre approximates this ideal well. We do not show $\rho_{ref}(\mu)$ for $\mu < 0$ because $\rho_{ref}(-\mu) = \rho_{ref}(\mu)$. The left picture shows the general shape of the function, while the logarithmic scale on the right illustrates how $|\rho_{ref}(\mu)|$ gets very small very soon beyond the reference $[\lambda_-, \lambda_+]$ of $[-1,1]$.

This figure illustrates the decay properties of $|\rho_{ref}(\mu)|$ of different degree $q$ of Gauss-Legendre quadratures. The Y-axes are in logarithmic scale. $|\lambda| \geq 1.6$ will be attenuated by roughly 4 or more orders of magnitudes. The Figure also suggests that $\rho_{ref}(\mu) \geq 1/2$ for $\mu \in I$ while $|\rho_{ref}(\mu)| \leq 1/2$ for $|\mu| \geq 1$. Figure 3.2 illustrates the attenuation properties of six specific Gauss-Legendre quadrature rules.

**Theorem 3.1.** For a Gauss-Legendre quadrature of any choice $q \geq 1$, and the parametrization $\phi(t) = e^{-i\pi(1+t)}$, the followings hold.

1. $\rho_{ref}(0) = 1$ and $\rho_{ref}(1) = 1/2$.
2. $\rho'_{ref}(1) < 0$.
3. $\rho_{ref}(\mu) \geq 1/2$ for $\mu \in [-1,1]$.

**Proof.** Let $(w_k, t_k), k = 1, 2, \ldots, q,$ be the weight-node pairs. Recall Equation 3.10

$$\rho_{ref}(\mu) = \frac{1}{2} \sum_{k=1}^{q} w_k \frac{1 + \mu s_k}{1 + 2 \mu s_k + \mu^2}, \quad s_k = \sin(\pi t_k / 2).$$
As noted before, \( \sum_{k=1}^{q} w_k = 2 \). Thus

\[
\rho_{\text{ref}}(0) = \frac{1}{2} \sum_{k=1}^{q} w_k = 1, \quad \text{and} \quad \rho_{\text{ref}}(1) = \frac{1}{2} \sum_{k=1}^{q} w_k \frac{1}{2} = \frac{1}{2}.
\]

This establishes (1).

Next, note that \(-1 < t_k < 1\) implies \(-1 < s_k < 1\) and \(1 - s_k^2 > 0\). Thus,

\[
\rho_{\text{ref}}(\mu) = \frac{1}{2} \sum_{k=1}^{q} w_k \frac{1 + \mu s_k}{(\mu + s_k)^2 + c_k^2} \quad c_k^2 = 1 - s_k^2,
\]

\[
= \frac{1}{2} \sum_{k=1}^{k} w_k g_k(\mu), \quad g_k(\mu) \overset{\text{def}}{=} \frac{1 + \mu s_k}{(\mu + s_k)^2 + c_k^2}.
\]

Each of the \(g_k(\mu)\)s is a rational function with a strictly positive denominator. Simple differentiation shows

\[
g'_k(\mu) = -\frac{s_k + 2\mu + s_k \mu^2}{([\mu + s_k]^2 + c_k^2)^2}.
\]

Hence

\[
g'_k(1) = -\frac{1}{2(1 + s_k)} < 0 \quad \text{for all } k \implies \rho'_{\text{ref}}(1) = \frac{1}{2} \sum_{k=1}^{q} w_k g'_k(1) < 0.
\]

This establishes (2).

Finally, the formula for \(g'_k(\mu)\) shows that if \(s_k \geq 0\), then \(g'_k(\mu) \leq 0\) for all \(\mu \in [0, 1]\). Therefore, for those \(k\)s where \(1 > s_k \geq 0\), \(g_k(\mu)\) are decreasing functions on \([0, 1]\) and \(g_k(\mu) \geq g_k(1) = 1/2\) for all \(\mu \in [0, 1]\). If \(s_k < 0\),

\[
g'_k(\mu) = \frac{|s_k| \mu^2 - 2\mu + |s_k|}{(|\mu + s_k|^2 + c_k^2)^2}.
\]

The numerator is a convex quadratic that attains its minimum at \(\mu = |s_k|^{-1} > 1\). Thus \(g'_k(\mu)\) changes sign at most once in \([0, 1]\). But \(g'_k(0) = |s_k| > 0\) and \(g'_k(1) < 0\) together imply that \(g'_k(\mu)\) changes sign exactly once in \([0, 1]\). This means that \(g_k(\mu)\) attains a maximum in the interior \((0, 1)\) and attains its minimum in \([0, 1]\) at either \(\mu = 0\) or \(\mu = 1\). However, \(g_k(0) = 1\) while \(g_k(1) = 1/2\). Thus we must have \(g_k(\mu) \geq 1/2\) for those \(k\)s that \(s_k < 0\). In conclusion, because \(w_k > 0\) and \(\min_{\mu \in [0, 1]} g_k(\mu) = g_k(1)\) for all \(k\), \(\rho_{\text{ref}}(\mu) \geq \rho_{\text{ref}}(1) = 1/2\). This establishes (3) and completes the proof. □

Theorem 3.1 shows that the matrix \(\rho(M)\), \(\rho(\mu) = \rho_{\text{ref}}((\mu - c)/r)\), when applied to a vector preserves rather well those eigencomponents corresponding to eigenvalue in \(L\): those components are never attenuated by a factor smaller than 1/2. The fact that \(\rho'_{\text{ref}}(1) < 0\) shows that \(\rho_{\text{ref}}(\mu)\) decreases from 1/2 at \(\mu = 1\) as \(\mu\) gets larger than 1, as illustrated by Figure 3.1. As \(\rho_{\text{ref}}(\mu)\) is a rational function without poles on the real line, a dense numerical sampling on a finite interval \([0, L]\) gives a good description of \(\rho_{\text{ref}}(\mu)\) for \(|\mu| \leq L\). The characteristics of action of \(\rho(M)\) vectors for eigencomponents corresponding to eigenvalues in \(c + aL, |a| \leq r\) can be well understood. However, we must ensure that \(\rho_{\text{ref}}(\mu)\) be small as \(|\mu| \to \infty\) so that \(\rho(M)\) does indeed attenuate all eigencomponents that are not of interest. One cannot study the behavior of \(\rho_{\text{ref}}(\mu)\) on the entire real line by numerical sampling alone. The next theorem shows that
there exists a decreasing function $\xi(\mu)$ on $\mu \in (1, \infty)$ such that $|\rho_{ref}(\mu)| \leq \xi(\mu)$ for all $\mu > 1$. Furthermore, $\xi(\mu)$ can be evaluated numerically. Thus we can evaluate $\xi(\mu)$ at any point $\mu = L$ to yield a bound on $|\rho_{ref}(\mu)|$ for all $\mu \geq L$.

**Theorem 3.2.** For a $q$-point Gauss-Legendre quadrature rule, there exists a function $\xi_q(\mu)$, $\mu \in (1, \infty)$ such that $\xi_q(\mu)$ is decreasing in $\mu$ and for any $\mu_0 > 1$, $|\rho_{ref}(\mu)| \leq \xi_q(\mu_0)$ for all $\mu \geq \mu_0$.

**Proof.** Consider a $q$-point Gauss-Legendre rule. $\rho_{ref}(\mu)$ is the value obtained by applying this quadrature rule to the definite integral

$$
\pi(\mu) = \frac{1}{2} \int_{-1}^{1} \frac{1 + \mu \sin(\pi t/2)}{1 + 2\mu \sin(\pi t/2) + \mu^2} dt,
$$

(3.11)

$$
= \int_{-1}^{1} f_{\mu}(t) dt,
$$

where $f_{\mu}(t) \equiv \frac{1 + \mu \sin(\pi t/2)}{1 + 2\mu \sin(\pi t/2) + \mu^2}.$

The subscript $\mu$ in $f_{\mu}$ emphasizes that $\mu$ is considered as a parameter and $t$ is the independent variable. For any fixed $\mu > 1, 1 + 2\mu \sin(\pi t/2) + \mu^2 > 0$ for all $t$ and that $f_{\mu}(t)$ is infinitely differentiable (with respect to $t$). The error in Gauss-Legendre rule is well known (see for example [32]):

$$
\int_{-1}^{1} f_{\mu}(t) dt - \rho_{ref}(\mu) = \frac{f_{\mu}(2q)(t_0)}{(2q)!} \int_{-1}^{1} P_q^2(t) dt
$$

for some $t_0 \in (-1,1)$ and $P_q(t)$ is the monic Legendre polynomial of degree $q$. It is known that [1] the $L^2$-norm of the $q$-degree Legendre polynomial with leading coefficient $(\Pi_{j=1}^{q}(2j-1))/q!$ is $(q + 1/2)^{-1/2}$. Therefore

$$
\int_{-1}^{1} P_q^2(t) dt = \frac{2^{2q+1}(q!)^4}{(2q + 1)((2q)!)^2}.
$$

Because $\int_{-1}^{1} f_{\mu}(t) dt = 0$ for $\mu > 1$, we have

$$
|\rho_{ref}(\mu)| \leq K_q \max_{t \in [-1,1]} |f_{\mu}(2q)(t)|, \quad K_q \equiv \frac{2^{2q+1}(q!)^4}{(2q + 1)((2q)!)^3}.
$$

We will complete the proof by constructing a function

$$
\xi_q(\mu) \geq K_q \max_{t \in [-1,1]} |f_{\mu}(2q)(t)|
$$

where $\xi_q(\mu)$ is decreasing in $\mu$ for $\mu > 1$. This construction is via a simple application of the chain rule. Define

$$
F_{\mu}(s) \equiv \frac{1 + \mu s}{2 + 2\mu s + \mu^2}, \quad \text{and} \quad s(t) \equiv \sin(\pi t/2).
$$

Thus $f_{\mu}(t) = F_{\mu}(s(t))$. Note that $|s| \leq 1$ for $|t| \leq 1$. Let us first examine the derivative of $F_{\mu}$ (with respect to $s$). Simple differentiation shows

$$
F_{\mu}^{(k)}(s) = (-1)^{k+1} k! 2^{k-2} \frac{\mu^2 - 1}{(1 + 2\mu s + \mu^2)^{k+1}}.
$$
Since (1) $1 + 2s\mu + \mu^2$ is positive and increasing in $\mu \in (1, \infty)$ for any fixed value of $s \in [-1, 1]$, and (2) for any fixed $\mu > 1$, $1 + 2s\mu + \mu^2$ for the range $|s| \leq 1$ attains its minimum value of $1 - 2\mu + \mu^2 = (\mu - 1)^2$ at $s = -1$, we have

$$\max_{s \in [-1, 1]} |F_{\mu}^{(k)}(s)| = k! 2^{k-2} \frac{\mu^2 - 1}{(\mu - 1)^{2(k+1)}} \overset{\text{def}}{=} A_k(\mu).$$

$A_k(\mu)$ as defined above is a decreasing function in $\mu \in (1, \infty)$ as its derivative is easily seen to be always negative. Hence, for any $\mu_0 > 1$

$$\max_{s \in [-1, 1]} |F_{\mu}^{(k)}(s)| \leq A_k(\mu_0) \quad \text{for all } \mu \geq \mu_0.$$

Differentiation of $s(t) = \sin(\pi t/2)$ is simple:

$$|s^{(k)}(t)| = \begin{cases} (\frac{\pi}{2})^k |\sin(\pi t/2)| & \text{k even}, \\ (\frac{\pi}{2})^k |\cos(\pi t/2)| & \text{k odd}. \end{cases}$$

Note also that, using a half-angle formula,

$$\max_{t \in [-1, 1]} |\sin(\pi t/2)\cos(\pi t/2)| = \max_{t \in [-1, 1]} |\sin(\pi t)/2| = 1/2.$$

We can now construct a bound on the derivative of $f_{\mu}(t)$. Apply the chain rule formula for higher derivative (often attributed to Faà di Bruno [14]) to the composite function $f_{\mu}(t) = F_{\mu}(s(t))$:

$$\frac{d^n}{dt^n} F_{\mu}(s(t)) = \sum_{(k_1, k_2, \ldots, k_n) \in S_n} \frac{n!}{k_1! k_2! \cdots k_n!} F_{\mu}^{(k)}(s) \prod_{j=1}^{n} \left( \frac{s^{(j)}(t)}{j!} \right)^{k_j},$$

where

$$S_n = \{ (k_1, k_2, \ldots, k_n) | k_j \geq 0, k_1 + 2k_2 + 3k_3 + \cdots + nk_n = n \}$$

is the set of all nonnegative solutions to the Diophantine equation $k_1 + 2k_2 + 3k_3 + \cdots + nk_n = n$, and $k$ is defined as $k = \sum_{j=1}^{n} k_j$. For each solution $(k_1, \ldots, k_n) \in S_n$ we define

$$k_{\text{even}} \overset{\text{def}}{=} k_2 + k_4 + \cdots + k_{2[n/2]},$$

$$k_{\text{odd}} \overset{\text{def}}{=} \sum_{j=1}^{n} k_j - k_{\text{even}} = k - k_{\text{even}},$$

$$k_{\text{sc}} \overset{\text{def}}{=} \min\{k_{\text{even}}, k_{\text{odd}}\}.$$

Therefore,

$$\left| \prod_{j=1}^{n} \left( s^{(j)}(t) \right)^{k_j} \right| = \left( \frac{\pi}{2} \right)^{k_1+2k_2+\cdots+nk_n} |\sin(\pi t/2)|^{k_{\text{even}}} |\cos(\pi t/2)|^{k_{\text{odd}}},$$

$$= \left( \frac{\pi}{2} \right)^n |\sin(\pi t/2)|^{k_{\text{even}}} |\cos(\pi t/2)|^{k_{\text{odd}}},$$

$$\leq \left( \frac{\pi}{2} \right)^n \left( \frac{1}{2} \right)^{k_{\text{sc}}}, \quad \text{for all } t \in [-1, 1].$$
As stated previously, \( M \) is a projector. For example, for a quadrature rule of \( q \) specific values, it is useful to assess the maximum of the infinite tail end \( \xi(q) \) given in Equation (3.16). For example, the graph of the left shows \( \xi(30) \approx 10^{-12} \) for the \( q = 10 \) quadrature rule. This implies \( |\rho_{ref}(\mu)| \leq 10^{-12} \) for all \( \mu \geq 30 \).

Finally, we define
\[
\alpha(k_1, k_2, \ldots, k_n) \overset{\text{def}}{=} \frac{n!}{k_1! k_2! \cdots k_n!} \prod_{j=1}^{n} \left( \frac{1}{j!} \right)^{k_j},
\]
and arrive at
\[
(3.16) \quad \xi_q(\mu) \overset{\text{def}}{=} K_\mu \left( \frac{\pi}{2} \right)^{2q} \sum_{(k_1, k_2, \ldots, k_{2q}) \in S_{2q}} \alpha(k_1, k_2, \ldots, k_{2q}) A_k(\mu) (1/2)^{k_n},
\]
\[
\geq K_\mu \max_{t \in [-1,1]} |f_\mu^{(2q)}(t)|.
\]

This bound is a synthesis of Equations 3.12 through 3.15. The function \( \xi_q(\mu) \) is decreasing in \( \mu \) as each of the \( A_k(\mu) \) is a decreasing function. Finally, for any \( \mu_0 > 1 \), for all \( \mu \geq \mu_0 \), we have
\[
|\rho_{ref}(\mu)| \leq \xi_q(\mu) \leq \xi_q(\mu_0).
\]

That completes the proof. \( \square \)

Figure 3.3 illustrates the upper bound function \( \xi_q(\mu) \) for several values of \( q \). Note that \( \xi_q(\mu) \) given in Equation 3.16 is easy to compute numerically. Theorem 3.2 allows us to assess the maximum of the infinite tail end \( |\rho_{ref}(\mu)| \) on, for example, \([y, \infty)\) for some specific \( y \) by numerical sampling on just a finite interval because
\[
\max_{\mu \in [y, \infty]} |\rho_{ref}(\mu)| \leq \max \left\{ \max_{\mu \in [y,y+L]} |\rho_{ref}(\mu)|, \xi_q(y+L) \right\}
\]
for any \( L > 0 \). Table 3.1 tabulates the decay of the tail ends of \( \rho_{ref}(\mu) \) for several specific \( q \) values. It also tabulates the maximum value of \( \rho_{ref}(\mu) \) on the interval \([-1, 1]\). As stated previously, \( M = XX^{-1} \) and \( \rho(M) = X\rho(\Lambda)X^{-1} \). If \( \rho(\Lambda) = 1 \) for \( \lambda \in \text{eig}(M) \cap [\lambda_- , \lambda_+] \) and \( \rho(\Lambda) = 0 \) for \( \lambda \in \text{eig}(M) \setminus [\lambda_- , \lambda_+] \), then \( \rho(M) \) is the exact subspace projector \( X_ZX_Z^*B \). Table 3.1 illustrates quantitatively that our construction \( \rho(M) \) based on Gaussian-Legendre quadrature is an approximate subspace projector. For example, for a quadrature rule of \( q = 8 \) and a general \( I = [\lambda_- , \lambda_+] \) with \( c = (\lambda_+ + \lambda_-)/2, r = (\lambda_+ - \lambda_-)/2 \), we have \( 1 \approx \rho(\Lambda) \in [1/2, 1.024] \) for \( \lambda \in I \) and \( |\rho(\Lambda)| \leq \frac{1}{2} 10^{-3} \) for \( |\lambda - c| \geq 1.45r \).
underlying fixed choice of $\rho$ space and thus we customize our analysis to focus on subspaces within the generated subspace projector leads to special properties. Nonetheless, utilization of an approximate subspace projector (as given in \cite{21}) suggests that a Gauss-Legendre quadrature accelerator $\rho(M)$ should be effective in Algorithm A as the eigenvalues of interest of $M$ are now the (highly) dominant eigenvalues of $\rho(M)$. We restate Algorithm A as Algorithm FEAST with $\rho(M)$ being derived specifically from Gauss-Legendre quadratures using a circular path parametrized as in Equation \ref{eq:circ}. A varieties of functions $\rho$ can be constructed by different quadrature rules (e.g. Trapezoidal Rule) on different contours (e.g. ellipses). It is also possible to construct $\rho$ from a purely function approximation approach, for example via Zolotarev approximation \cite{33}.

### Algorithm FEAST (as given in \cite{21})

1. Specify $I = [\lambda_-, \lambda_+]$ and a Gauss-Legendre quadrature choice of $q$.
2. Pick $p$ and $p$ random $n$-vectors $Q(0) = [q_1, q_2, \ldots, q_p]$. Set $k \leftarrow 1$.
3. repeat
   4. Approximate subspace projection (see Equation \ref{eq:proj_approx}): $Y(k) \leftarrow \rho(M) \cdot Q(k-1)$.
   5. Form reduced system: $\hat{A}(k) \leftarrow Y^*(k) A Y(k)$, $\hat{B}(k) \leftarrow Y^*(k) B Y(k)$.
   6. Solve $p$-dimension eigenproblem: $\hat{A}(k) \hat{X}(k) = \hat{B}(k) \hat{X}(k)$ for $\hat{\Lambda}(k), \hat{X}(k)$.
   7. Set $Q(k) \leftarrow Y(k) \hat{X}(k)$, in particular $Q^*(k) B Q(k) = I_p$.
   8. $k \leftarrow k + 1$.
4. until Appropriate stopping criteria

Basic convergence properties of subspace iteration for eigenvalue problem are well known (see for example \cite{3} \cite{25}). Nonetheless, utilization of an approximate subspace projector leads to special properties. $\rho(M)$ approximates a low-rank operator, and thus we customize our analysis to focus on subspaces within the generated subspace $Q(k) = \text{span}(Q(k))$. The first theorem in this section, Theorem 4.1, generalizes Theorem 5.2 of \cite{29} to cover generalized eigenvalue problems. Our second theorem, Theorem 4.4, takes into account that the application of $\rho(M)$ is inexact as it involves solutions of linear systems. We show that subspace convergence is not affected in any fundamental way, and hence this section’s title of robust convergence.

As the decay of the function $\rho(\mu)$ is closely tied to the property of the approximate subspace projector $\rho(M)$, we adopt the following convention. Whenever there is an underlying fixed choice of $\rho(M)$, we number the eigenpairs $(\lambda_j, x_j)$ so that $|\rho(\lambda_1)| \geq |\rho(\lambda_2)| \geq \cdots \geq |\rho(\lambda_n)|$. In particular, if there are $e$ eigenvalues in $I$, then

$$\rho(\lambda_1) \geq \rho(\lambda_2) \geq \cdots \geq \rho(\lambda_e) \geq 1/2 > |\rho(\lambda_{e+1})| \geq \cdots \geq |\rho(\lambda_n)|.$$

| $q$ | $\max \rho_{\text{rel}}(\mu)$ for $\mu \in [-1, 1]$ | $y$ where $\max_{\mu \in [y, \infty)} |\rho_{\text{rel}}(\mu)| \leq 10^{-j}, j = 1, 2, \ldots, 7$ |
|-----|-----------------|------------------------------------------------|
| 4   | 1.022           | 1.17 1.84 2.24 6.08 8.96 44.90 145.80 |
| 6   | 1.023           | 1.08 1.35 1.84 2.32 4.00 5.50 11.39 |
| 8   | 1.024           | 1.05 1.20 1.45 1.64 2.29 2.59 4.28 |
| 10  | 1.024           | 1.03 1.13 1.29 1.39 1.74 2.20 2.58 |
| 12  | 1.024           | 1.03 1.10 1.21 1.28 1.50 1.79 1.96 |

**Table 3.1**

For the tabulated quadratures, $1/2 \leq \rho_{\text{rel}}(\mu) \leq 1.024$ for $\mu \in [-1, 1]$ (cf. Theorem \ref{thm:relat}). The rightmost columns show the “relative attenuation” as comparison of $\max_{\mu \in [y, \infty)} |\rho_{\text{rel}}(\mu)|$ with $\min_{\mu \in [-1, 1]} |\rho_{\text{rel}}(\mu)| = 1/2$. 

### 4. Robust Subspace Convergence of FEAST

The previous analysis suggests that a Gauss-Legendre quadrature accelerator $\rho(M)$ should be effective in Algorithm A as the eigenvalues of interest of $M$ are now the (highly) dominant eigenvalues of $\rho(M)$. We restate Algorithm A as Algorithm FEAST with $\rho(M)$ being derived specifically from Gauss-Legendre quadratures using a circular path parametrized as in Equation \ref{eq:circ}. A variety of functions $\rho$ can be constructed by different quadrature rules (e.g. Trapezoidal Rule) on different contours (e.g. ellipses). It is also possible to construct $\rho$ from a purely function approximation approach, for example via Zolotarev approximation \cite{33}.
We denote the eigenvalues of \( \rho(M) \) by \( \gamma_j \equiv \rho(\lambda_j), \) \( j = 1, 2, \ldots, n. \) Our analysis involves examining sections of the eigenvectors \( X = [x_1, x_2, \ldots, x_n] \) and the corresponding eigenvalues. We set up some simplifying notations: For any integer \( \ell, 1 \leq \ell < n, \)

\[
\begin{align*}
X_\ell &= [x_1, x_2, \ldots, x_\ell], & X_{\ell'} &= [x_{\ell + 1}, x_{\ell + 2}, \ldots, x_n], \\
\Lambda_\ell &= \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_\ell), & \Lambda_{\ell'} &= \text{diag}(\lambda_{\ell + 1}, \lambda_{\ell + 2}, \ldots, \lambda_n), \\
\Gamma_\ell &= \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_\ell), & \Gamma_{\ell'} &= \text{diag}(\gamma_{\ell + 1}, \gamma_{\ell + 2}, \ldots, \gamma_n).
\end{align*}
\]

With these notations, \( X_\ell X^*_\ell B \) is the \( B \)-orthogonal projector onto \( \text{span}\{x_1, x_2, \ldots, x_\ell\}, \)
\( X_{\ell'} X^*_{\ell'} B \) is the \( B \)-orthogonal projector onto \( \text{span}\{x_{\ell + 1}, x_{\ell + 2}, \ldots, x_n\}, \)
for each \( \ell \)
(4.1)
\[
\rho(M) = X_\ell \Gamma_\ell X^*_\ell B + X_{\ell'} \Gamma_{\ell'} X^*_{\ell'} B.
\]

All norms \( || \cdot || \), unless explicitly stated using subscripts, are 2-norms.

**Theorem 4.1.** Consider Algorithm FEAST. Suppose \( |\gamma_p| > 0 \) and that the \( p \times p \)
matrix \( X^*_p BQ(0) \) is invertible. Let \( m \) be any integer \( m \leq p. \) Then there is a constant \( \alpha \) such that the followings hold for \( k = 1, 2, \ldots, \)
- The subspace \( Q(k) \equiv \text{span}(Q(k)) \) is of dimension \( p. \)
- \( Q(k) \) is of the form \( Q(k) = \left[ (X_m + X_p E(k))L(k)^{-1} \right] U(k) \) where \( U(k) \)
is a \( p \times p \) unitary matrix. \( E(k), L(k), V(k) \) are of conforming dimensions of \( (n - p) \times m, m \times m, n \times (p - m), \) respectively. \( (V(k) \) is non-existent for \( m = p. \)
Moreover, \( E(k) = \Gamma_p E(k-1) \Gamma_m^{-1}. \)
- For each \( j = 1, 2, \ldots, m, \) there is a vector \( s_j \in Q(k) \) such that
\[
||x_j - s_j||_B \leq \alpha|\gamma_{p+1}/\gamma_j|^k.
\]
The \( B \)-norm of an \( n \)-vector \( y \) is defined in the standard way:
\[
||y||_B \equiv (y^* B y)^{1/2}. \quad \text{In particular,} \quad ||(I - P(k)) x||_B \leq \alpha|\gamma_{p+1}/\gamma_j|^k \]
where \( P(k) \) is the \( B \)-orthogonal projection onto the space \( Q(k). \)

**Proof.** \( |\gamma_p| > 0 \) implies that \( \Gamma_i \) is invertible for any \( i = 1, 2, \ldots, p. \) Suppose \( X^*_p BQ(k-1) \) is invertible for some \( k = 1, 2, \ldots, \)

\[
Y(k) = \rho(M)Q(k-1),
\]

\[
= X_p \Gamma_p (X^*_p BQ(k-1)) + X_p \Gamma_p (X^*_p BQ(k-1)),
\]

\[
= (X_p + X_p \Gamma_p \Gamma_p X^*_p BQ(k-1))Z^{-1} Z,
\]

where \( Z = \Gamma_p (X^*_p BQ(k-1)) \) is invertible. Thus \( Y(k) \) has full column rank, which implies \( B(k)_p = Y(k)_x , B(k)_y \) is Hermitian positive definite. The dimension-\( p \) generalized eigenvalue problem specified by \( \tilde{A}(k) \) and \( \tilde{B}(k) \) has linearly independent eigenvectors, that is, the matrix \( \tilde{X}(k) \) is invertible. Consequently, \( Q(k) = Y(k) \tilde{X}(k) \) has full column rank, \( Q(k) \) is of dimension \( p, \) and the matrix \( X^*_p BQ(k) \) is invertible. Since by assumption \( X^*_p BQ(0) \) is invertible, we conclude by induction that the subspaces \( Q(k) \) are all of dimension \( p \) for \( k = 1, 2, \ldots, \)

Define \( U(0) \equiv X^*_p BQ(0). \) \( U(0) \) is invertible by assumption (but not necessarily unitary).

\[
Q(0) = (X_p X^*_p B + X_p X^*_p B)Q(0),
\]

\[
= (X_p + X_p X^*_p BQ(0)U(0))U(0).
\]

Given an integer \( m \leq p, \) partition the \( p \) columns of \( Q(0)U(0)^{-1} \) into \( m \) and \( p - m \) columns:

\[
Q(0) = [ (X_m + X_p E(0)) \quad V(0) ] U(0),
\]

\[
X_m = \text{span}\{x_1, x_2, \ldots, x_m\}.
\]

\[
X_p = \text{span}\{x_{m+1}, x_{m+2}, \ldots, x_p\}.
\]

The subspace \( X_p \) is \( B \)-orthogonal to \( X_m \) in the sense that \( X_p X^*_p BQ(0)U(0)^{-1} \) is 2-norm zero:
where \( E_{(0)} \) is simply the first \( m \) columns of \( X_p^* BBQ_{(0)} U_{(0)}^{-1} \). Consequently,

\[
Y_{(1)} = \rho(M) Q_{(0)} = \left[ \ (X_m + X_p' E_{(1)}) \Gamma_m \ \rho(M) \ V_{(0)} \right] U_{(0)},
\]

\( E_{(1)} = \Gamma_{p'} E_{(0)} \Gamma_m^{-1} \). \( X_m + X_p' E_{(1)} \) is of full rank \( m \) as \( X_m \) is linearly independent with \( X_p' \). Since \( B \) is Hermitian positive definite, there is a matrix \( L_{(1)} \) such that

\[
L_{(1)}^T L_{(1)} = (X_m + X_p' E_{(1)})^* B (X_m + X_p' E_{(1)}),
\]

which implies \( (X_m + X_p' E_{(1)}) L_{(1)}^{-1} \) is \( B \)-orthonormal. Any \( L_{(1)} \) that satisfies the above equation is acceptable. Note that \( L_{(1)} \) is unique up to a unitary equivalence. For any specifically chosen \( L_{(1)} \), complete a \( B \)-orthonormal basis for \( \text{span}(Y_{(1)}) \) to yield \( [ \ (X_m + X_p' E_{(1)}) L_{(1)}^{-1} \ V_{(1)} ] \). Since \( Q_{(1)} \) is \( B \)-orthonormal as well, there must be a \( p \times p \) unitary matrix \( U_{(1)} \) such that

\[
Q_{(1)} = [ \ (X_m + X_p' E_{(1)}) L_{(1)}^{-1} \ V_{(1)} ] U_{(1)}.
\]

We have shown that at \( k = 1 \), \( Q_{(k)} \) is of the form

\[
Q_{(k)} = [ \ (X_m + X_p' E_{(k)}) L_{(k)}^{-1} \ V_{(k)} ] U_{(k)},
\]

where \( U_{(k)} \) is unitary and \( Q_{(k)} \) \( B \)-orthonormal. Suppose now Equation (4.2) holds for some \( k \geq 1 \).

\[
Y_{(k+1)} = \rho(M) Q_{(k)} = [ \ (X_m + X_p' E_{(k+1)}) \Gamma_m L_{(k)}^{-1} \rho(M) \ V_{(k)} ] U_{(k)},
\]

where

\[
E_{(k+1)} = \Gamma_{p'} E_{(k)} \Gamma_m^{-1}.
\]

Let \( L_{(k+1)} \) be such that

\[
L_{(k+1)}^T L_{(k+1)} = (X_m + X_p' E_{(k+1)})^* B (X_m + X_p' E_{(k+1)}).
\]

This makes \( (X_m + X_p' E_{(k+1)}) L_{(k+1)}^{-1} \) \( B \)-orthonormal. Complete a \( B \)-orthonormal basis with \( V_{(k+1)} \) for \( \text{span}(Y_{(k+1)}) = \text{span}(Q_{(k+1)}) \). Hence, there must be a \( p \times p \) unitary matrix \( U_{(k+1)} \) such that

\[
Q_{(k+1)} = [ \ (X_m + X_p' E_{(k+1)}) L_{(k+1)}^{-1} \ V_{(k+1)} ] U_{(k+1)}.
\]

By induction, we have established the second item of this theorem.

Finally, each of the \( m \) column vectors of \( X_m + X_p' E_{(k)} \) is in the subspace \( Q_{(k)} \), and \( E_{(k)} = \Gamma_{p'} E_{(0)} \Gamma_m^{-k} \) for \( k = 1, 2, \ldots \). Let \( \alpha \) \( \equiv \| E_{(0)} \| \). For each \( k = 1, 2, \ldots \), and \( j = 1, 2, \ldots, m \), let \( e_j \) be the \( j \)-th column of \( E_{(k)} \), and define \( s_j \) \( \equiv \ x_j + X_p' e_j \). Clearly \( s_j \in Q_{(k)} \) and

\[
\| x_j - s_j \|_B = \| X_p' e_j \|_B = \| e_j \| \leq \alpha \left| \frac{\gamma_{p+1}}{\gamma_j} \right|^k.
\]

In particular,

\[
\| (I - P_{(k)}) x_j \|_B = \min_{s \in Q_{(k)}} \| x_j - s \|_B \leq \alpha \left| \frac{\gamma_{p+1}}{\gamma_j} \right|^k.
\]
This proves the final item of the theorem. \( \square \)

Theorem 4.1 together with Table 3.1 illustrate the effectiveness of FEAST. For example, let \( J = [\lambda_-, \lambda_+] \) be the specified interval, with center \( c = (\lambda_+ + \lambda_-)/2 \) and radius \( r = (\lambda_+ - \lambda_-)/2 \). If \( M' \)’s spectrum is distributed somewhat uniformly, then the interval \( [c - 1.45r, c + 1.45r] \) would have roughly 1.45 times as many eigenvalues as there are in \( J \). For a quadrature rule of \( q = 8 \) and a \( p \) that happens to be \( p \geq 1.45e \), then for \( j = 1, 2, \ldots, e \), we would expect \( |\gamma_{p+1}/\gamma_j| \) to be as small as \( 10^{-3} \). So that for each \( j \), there exist elements \( s(k) \in Q(k), k = 1, 2, \ldots \), such that \( \|x_j - s(k)\|_B \to 0 \) at a rate of \( 10^{-3j} \).

Application of \( \rho(M) \) in general incurs more error compared to standard subspace iterations (\( \rho(\mu) \equiv 1 \)) or a low-degree polynomial accelerator (\( \rho(\mu) \) is a low-degree polynomial). We now examine Algorithm FEAST when Step 4 is replaced by

\[
Y_{(k)} \leftarrow \rho(M)Q_{(k-1)} + \Delta_{(k-1)}, \quad \Delta_{(k-1)} \text{ is a } n \times p \text{ matrix.}
\]

Our analysis below shows that convergence is not affected in any fundamental way. Without the error term, Theorem 4.1 shows that the generated subspaces \( Q_{(k)} \) contains elements of the form \( x_j + X_p e, 1 \leq j \leq m \). The component \( X_p e \) will be attenuated in the iterative process. The presence of the error term \( \Delta_{(k)} \) in effect introduces a small component of the form \( X_m f \) at each iteration. Once introduced, however, this component will also be attenuated as the iterative process proceeds. Roughly speaking, the dominant error term is the one most recently introduced, and convergence of subspace iteration remains robust. The next lemma examines the form of the generated subspaces and Theorem 4.3 quantifies them.

**Lemma 4.2.** Suppose for any \( k = 1, 2, \ldots, \), \( Q_{(k-1)} \) is of the form

\[
[ \{ (X_m + X_{p'})E_{(k-1)} + X_mF_{(k)}L_{(k-1)}^{-1} \} V_{(k-1)} ] U_{(k-1)}
\]

for some \( m \leq p \), where \( U_{(k-1)} \) and \( L_{(k-1)} \) are invertible matrices of dimensions \( p \times p \) and \( m \times m \), respectively. The matrices \( E_{(k-1)}, F_{(k-1)}, \) and \( V_{(k-1)} \) are of conforming dimensions. Define the terms \( \xi_{(k-1)}, \zeta_{(k-1)}, \psi_{(k-1)} \) via the following partitioning involving the error term \( \Delta_{(k-1)} \):

\[
X^{-1} \Delta_{(k-1)} U_{(k-1)}^{-1} \begin{bmatrix} L_{(k-1)} & I \end{bmatrix} = \begin{bmatrix} \xi_{(k-1)} & \zeta_{(k-1)} & \psi_{(k-1)} \end{bmatrix}, \quad \xi_{(k-1)} \text{ is } m \times m.
\]

If \( \Gamma_m + \xi_{(k-1)} \) is invertible and \( Y_{(k)} = \rho(M)Q_{(k-1)} + \Delta_{(k-1)} \) remains full column rank, then \( Q_{(k)} \) is of the form

\[
Q_{(k)} = [ \{ (X_m + X_{p'}E_{(k)} + X_mF_{(k)}L_{(k)}^{-1} \} V_{(k)} ] U_{(k)},
\]

where \( U_{(k)} \) is unitary, and

\[
L_{(k)}^* L_{(k)} = (X_m + X_{p'} E_{(k)} + X_m F_{(k)})^* B (X_m + X_{p'} E_{(k)} + X_m F_{(k)}).
\]

In particular, \( \|L_{(k)}\| \leq (1 + (\|E_{(k)}\| + \|F_{(k)}\|)^2)^{1/2} \). Furthermore,

\[
E_{(k)} = \Gamma_{m'} F_{(k-1)} (\Gamma_m + \xi_{(k-1)})^{-1}, \quad \text{and} \quad F_{(k)} = \Gamma_m E_{(k-1)} (\Gamma_m + \xi_{(k-1)})^{-1} + \zeta_{(k-1)} (\Gamma_m + \xi_{(k-1)})^{-1}.
\]
Proof. By assumption,
\[ \rho(M) Q_{(k-1)} \]
\[ = \left[ (X_m \Gamma_m + X_{p'} \Gamma_{p'} E_{(k-1)} + X_m' \Gamma_m' F_{(k-1)}) L_{(k-1)}^{-1} \right. \rho(M) V_{(k-1)} \left. U_{(k-1)} \right] \]
\[ \Delta_{(k-1)} \]
\[ = \left[ (X_m \xi_{(k-1)} + X_m' \xi_{(k-1)}) L_{(k-1)}^{-1} \right. X \psi_{(k-1)} \left. U_{(k-1)} \right] . \]

The following \( m \) column vectors are in \( \text{span}(Y_{(k)}) \), \( Y_{(k)} = \rho(M) Q_{(k-1)} + \Delta_{(k-1)} \):
\[ X_m (\Gamma_m + \xi_{(k-1)}) + X_{p'} \Gamma_{p'} E_{(k-1)} + X_m' (\Gamma_m' F_{(k-1)} + \xi_{(k-1)}) \]
\[ = (X_m + X_{p'} E_{(k)}) + X_m' F_{(k)}) (\Gamma_m + \xi_{(k-1)}) , \]

where
\[ E_{(k)} = \Gamma_{p'} E_{(k-1)} (\Gamma_m + \xi_{(k-1)})^{-1}, \quad \text{and} \]
\[ F_{(k)} = \Gamma_m' F_{(k-1)} (\Gamma_m + \xi_{(k-1)})^{-1} + \xi_{(k-1)} (\Gamma_m + \xi_{(k-1)})^{-1} . \]

We can \( B \)-orthonormalize these \( m \) columns via
\[ (X_m + X_{p'} E_{(k)}) + X_m' F_{(k)}) L_{(k)}^{-1} \]

where
\[ L_{(k)}^* L_{(k)} = (X_m + X_{p'} E_{(k)}) + X_m' F_{(k)})^* B (X_m + X_{p'} E_{(k)}) + X_m' F_{(k)}) . \]

Recall that \( B = C^* C \) and \( CX \) is unitary. Therefore
\[ \| L_{(k)} \|^2 \leq \| (X_m + X_{p'} E_{(k)}) + X_m' F_{(k)})^* B (X_m + X_{p'} E_{(k)}) + X_m' F_{(k)}) \| , \]
\[ \leq 1 + 2\| E_{(k)} \| \| F_{(k)} \| + \| E_{(k)} \|^2 + \| F_{(k)} \|^2 , \]
\[ = 1 + (\| E_{(k)} \| + \| F_{(k)} \| )^2 . \]

Complete a \( B \)-orthonormal basis for \( \text{span}(Y_{(k)}) \) by adding an appropriate \( p - m \) columns \( V_{(k)} \). Since \( Q_{(k)} \) is \( B \)-orthonormal for \( k = 1, 2, \ldots \), there is a \( p \times p \) unitary matrix \( U_{(k)} \) such that
\[ Q_{(k)} = \left[ (X_m + X_{p'} E_{(k)}) + X_m' F_{(k)}) L_{(k)}^{-1} \right. V_{(k)} \left. U_{(k)} \right] . \]

This completes the proof. \( \square \)

The next Lemma is a collection of several technical details needed in subsequent discussions.

Lemma 4.3. Assume \( |\gamma_p| > 0 \) and consider any integer \( m \leq p \). Let \( \alpha, \beta, \beta', \delta \) be positive numbers where
\[ \delta < 1, \quad \beta(1 + \delta) \leq 1/2, \quad \tau \overset{\text{def}}{=} 1 - \beta'(1 + \delta) > 0. \]

Define the sequence \( e_{\delta,0} \overset{\text{def}}{=} \alpha, f_{\delta,0} \overset{\text{def}}{=} 0, \) and for \( k = 1, 2, \ldots \),
\[ e_{\delta,k} \overset{\text{def}}{=} \beta(1 + \delta) e_{\delta,k-1}, \quad f_{\delta,k} \overset{\text{def}}{=} \beta'(1 + \delta) f_{\delta,k-1} + \delta(1 + \delta)/2. \]

The followings hold.
1. \( e_{\delta,k} = \alpha(\beta(1 + \delta))^{k} \) decreases as \( k \) increases. As long as \( e_{\delta,k-1} \geq 2\delta \), \( e_{\delta,k} + f_{\delta,k} \leq e_{\delta,k-1} + f_{\delta,k-1} \).

2. \( f_{\delta,k} \leq \delta(1 + \delta)/(2\tau) \) for all \( k = 1, 2, \ldots \).

3. Consider any \( m \times m \) matrix \( \xi \). If \( \|\xi\| \leq \delta|\gamma_m|/2 \), then \( \|(I + \Gamma^{-1}_m\xi)^{-1}\| < 1 + \delta, \) \( \|(I + \Gamma^{-1}_m\xi)^{-1} - I\| < \delta \), and the matrix \( \Gamma_m + \xi \) is invertible with \( \Gamma_m + \xi = (I + \Gamma^{-1}_m\xi)^{-1} \Gamma_m^{-1} \).

4. Consider a Hermitian matrix of an arbitrary dimension \( \ell \) of the form \( I + \xi \), \( \xi^* = \xi \) and \( \|\xi\| \leq 1/2 \). Then \( (I + \xi)^{1/2} \) and \( (I + \xi)^{-1/2} \) are well defined and
\[
\|(I + \xi)^{\pm 1/2} - I\| \leq \|\xi\|.
\]

Proof. That \( e_{\delta,k} = \alpha(\beta(1 + \delta))^{k} \) is clear, and \( e_{\delta,k} \) is obviously a decreasing function in \( k \) because \( \beta(1 + \delta) \leq 1/2 \) by assumption. For \( k \geq 1 \) and \( e_{\delta,k-1} \geq 2\delta \), we have
\[
e_{\delta,k} + f_{\delta,k} = \beta(1 + \delta)e_{\delta,k-1} + \beta'(1 + \delta)f_{\delta,k-1} + \delta(1 + \delta)/2,
\]
\[
\leq e_{\delta,k-1}/2 + f_{\delta,k-1} + \delta(1 + \delta)/2, \quad as \beta(1 + \delta) \leq 1/2 \) and \( \beta'(1 + \delta) < 1, \)
\[
\leq e_{\delta,k-1}/2 + f_{\delta,k-1} + \delta, \quad as \delta < 1, \)
\[
\leq e_{\delta,k-1}/2 + f_{\delta,k-1} + e_{\delta,k-1}/2, \quad as e_{\delta,k-1} \geq 2\delta,
\]
\[
e_{\delta,k-1} + f_{\delta,k-1}.
\]

This proves (1).

Next,
\[
f_{\delta,k} < \frac{\delta}{2} (1 + \delta) \sum_{\ell=0}^{\infty} (\beta'(1 + \delta))^\ell \leq \frac{\delta(1 + \delta)}{2(1 - \beta'(1 + \delta))} = \frac{\delta(1 + \delta)}{2\tau},
\]
which proves (2).

To prove (3), note that \( \|\xi\| \leq \delta|\gamma_m|/2 \) implies \( \|\Gamma^{-1}_m\xi\| \leq \frac{\delta}{2} < 1/2 \). Consequently, \( (I + \Gamma^{-1}_m\xi)^{-1} = \sum_{\ell=0}^{\infty}(-1)^\ell(\Gamma^{-1}_m\xi)^\ell \) and
\[
\|(I + \Gamma^{-1}_m\xi)^{-1} - I\| = \|\sum_{\ell=0}^{\infty}(-1)^\ell(\Gamma^{-1}_m\xi)^\ell\| \leq 1 + \frac{\delta}{2} \sum_{\ell=0}^{\infty} \left(\frac{\delta}{2}\right)^\ell < 1 + \delta.
\]

Similarly,
\[
\|(I + \Gamma^{-1}_m\xi)^{-1} - I\| = \|\sum_{\ell=1}^{\infty}(-1)^\ell(\Gamma^{-1}_m\xi)^\ell\| \leq \frac{\delta}{2} \sum_{\ell=1}^{\infty} \left(\frac{\delta}{2}\right)^\ell < \delta.
\]

Moreover, \( \Gamma_m + \xi = \Gamma_m (I + \Gamma^{-1}_m\xi) \) must be invertible as \( (\Gamma_m + \xi)^{-1} = (I + \Gamma^{-1}_m\xi)^{-1} \Gamma_m^{-1} \).

Finally, \( \|\xi\| \leq 1/2 \) implies \( \|I + \xi\| \in [1 - \|\xi\|, 1 + \|\xi\|] \subseteq [1/2, 3/2] \). Thus \( I + \xi \) is Hermitian positive definite, with an eigendecomposition \( ZDZ^*, D = \text{diag}(d_1, d_2, \ldots, d_\ell) \), \( d_j \in [1/2, 3/2] \) for all \( j = 1, 2, \ldots, \ell \). \( (I + \xi)^{\pm 1/2} = Z D^{\pm 1/2} Z^* \).

\[
\|(I + \xi)^{1/2} - I\| = \|D^{1/2} - I\| \leq \max_{|x| \leq \|\xi\|} |(1 + x)^{1/2} - 1| \leq \|\xi\|,
\]
where the last inequality holds because of \( \|\xi\| \leq 1/2 \). Similarly,
\[
\|(I + \xi)^{-1/2} - I\| = \|D^{-1/2} - I\| \leq \max_{|x| \leq \|\xi\|} |(1 + x)^{-1/2} - 1| \leq \|\xi\|,
\]
where the last inequality holds because of $\|\xi\| \leq 1/2$. This completes the proof of the lemma.

**Theorem 4.4.** Consider Algorithm FEAST where application of $\rho(M)$ to $Q$ results in $\rho(M)Q + \Delta$. Specifically, Step 4 of FEAST becomes $Y_{(k)} \Leftarrow \rho(M)Q_{(k-1)} + \Delta_{(k-1)}$. Suppose $|\gamma_p| > 0$, $U_{(0)} \overset{\text{def}}{=} X_p^*BQ_{(0)}$ is invertible, and that $Q_{(k)}$ for all $k$ have dimension $p$ even in the presence of errors $\Delta_{(k)}$. Let $m$ be any integer $m \leq p$ and $E_{(0)}$ be the $(n-p) \times m$ matrix, the first $m$ columns of $(X_p^*BQ_{(0)})U_{(0)}^{-1}$. Define $\alpha \overset{\text{def}}{=} \|E_{(0)}\|$. Suppose there is a constant $\delta$, $0 < \delta < 1$ such that the computational errors $\Delta_{(k)}$ always satisfy

$$
\|\Delta_{(k)}\| < \min \left\{ \frac{\delta|\gamma_m|}{2\|C\||U_{(0)}^{-1}\|}, \frac{\delta|\gamma_m|}{2\|C\|\sqrt{1+\alpha^2}} \right\},
$$

and that $|\gamma_{p+1}/\gamma_m|(1+\delta) \leq 1/2$ and $\tau \overset{\text{def}}{=} 1 - |\gamma_{m+1}/\gamma_m|(1+\delta) > 0$. Define the sequence $e_{\delta,k}, f_{\delta,k}$, $k = 0, 1, 2, \ldots$, as in Lemma 3.3 using the $\alpha$ and $\delta$ here, and $|\gamma_{p+1}/\gamma_m|$ as $\beta$, $|\gamma_{m+1}/\gamma_m|$ as $\beta'$. The followings hold.

1. For $k = 1$, as well as for all subsequent $k = 2, 3, \ldots$, as long as $e_{\delta,k} \geq 2\delta$:

$$
Q_{(k)} = \begin{bmatrix} X_m + X_p'E_{(k)} + X_m'F_{(k)} & L_{(k)}^{-1} & V_{(k)} & U_{(k)} \end{bmatrix},
$$

where $U_{(k)}$ is unitary of dimension $p \times p$,

$$
E_{(k)} = \Gamma_{p'}E_{(k-1)}(\Gamma_m + \xi_{(k-1)})^{-1}, \quad \text{and} \quad
F_{(k)} = \Gamma_{m'}F_{(k-1)}(\Gamma_m + \xi_{(k-1)})^{-1} + \xi_{(k-1)}(\Gamma_m + \xi_{(k-1)})^{-1}.
$$

Furthermore, $\|E_{(k)}\| \leq e_{\delta,k}$ and $\|F_{(k)}\| \leq f_{\delta,k}$.

2. For $k = 1$, as well as for all subsequent $k = 2, 3, \ldots$, as long as $e_{\delta,k} \geq 2\delta$, there are $m$ vectors $s_j \in Q_{(k)}$, $j = 1, 2, \ldots, m$, such that

$$
\|x_j - s_j\|_B \leq \alpha \left( \frac{|\gamma_{p+1}|}{\gamma_j} (1 + \delta) \right) k^{\delta(1 + \delta)} + \frac{\delta(1 + \delta)}{2\tau},
$$

and also, alternatively,

$$
\|x_j - s_j\|_B \leq \alpha \left( \frac{|\gamma_{p+1}|}{\gamma_j} \right)^k + \alpha \delta \left( \frac{|\gamma_{p+1}|}{\gamma_m} \right)^k \sum_{\ell=0}^{k-1} (1+\delta)^\ell \frac{\delta(1 + \delta)}{2\tau}.
$$

Both bounds hold with $\|x_j - s_j\|_B$ replaced by $\|(I - P_{(k)})x_j\|_B$.

**Proof.** From definitions of $E_{(0)}$ and $U_{(0)}$,

$$
Q_{(0)} = \begin{bmatrix} X_m + X_p'E_{(0)} + X_m'F_{(0)} & V_{(0)} & U_{(0)} \end{bmatrix},
$$

$$
\Delta_{(0)} = \begin{bmatrix} X_m\xi_{(0)} + X_m'\xi_{(0)} & X\psi_{(0)} & U_{(0)} \end{bmatrix},
$$

where, $F_{(0)}$ is the zero matrix of dimension $(n-m) \times m$,

$$
X^{-1}\Delta_{(0)}U_{(0)}^{-1} = \begin{bmatrix} \xi_{(0)} & \xi_{(0)} \psi_{(0)} \end{bmatrix}.
$$
Because $\|\xi(0)\|, \|\zeta(0)\| \leq \|C\| \|\Delta(0)\| \|U(0)^{-1}\| < \delta|\gamma_m|/2$, Lemma 4.2 shows that $\Gamma_m + \xi(0)$ is invertible. Lemma 4.3 shows that (1) holds for $k = 1$. We use an induction argument. Suppose the followings hold for $k = 1, 2, \ldots, K - 1$ for some $K \geq 2$:

\begin{equation}
\begin{align*}
Q(k) &= (X_m + X_p E(k) + X_m F(k) )L^{-1} \quad V(k) \quad U(k), \\
E(k) &= \Gamma_p E(k-1) (\Gamma_m + \xi(k-1))^{-1}, \\
F(k) &= \Gamma_m F(k-1) (\Gamma_m + \xi(k-1))^{-1} + \xi(k-1) (\Gamma_m + \xi(k-1))^{-1},
\end{align*}
\end{equation}

where $\|L(k)\| \leq \sqrt{1 + (e_{\delta,k} + f_{\delta,k})^2}$, $\|E(k)\| \leq e_{\delta,k}$, $\|F(k)\| \leq f_{\delta,k}$. Suppose $e_{\delta,K-1} \geq 2\delta$, then $e_{\delta,K-2} \geq 2\delta$. Lemma 4.3 shows that $e_{\delta,K-1} + f_{\delta,K-1} \leq e_{\delta,K-2} + f_{\delta,K-2} \leq \cdots \leq e_{\delta,0} + f_{\delta,0} = \alpha$. Consequently, $\|L(k-1)\| \leq \sqrt{1 + \alpha^2}$. Examining the partition

\[ X^{-1} \Delta(K-1) U^{-1}(K-1) = \begin{bmatrix} \xi(K-1) \\ \zeta(K-1) \end{bmatrix} \begin{bmatrix} \psi(K-1) \end{bmatrix}, \]

and noting that $U(k)$ are all unitary for $k \geq 1$, we conclude that

\[
\|\xi(K-1)\|, \|\zeta(K-1)\| \leq \|C\| \|\Delta(K-1)\| \|L(K-1)\|,
\]

\[
\leq \|C\| \|\Delta(K-1)\| \sqrt{1 + \alpha^2},
\]

\[
< \delta|\gamma_m|/2.
\]

Lemma 4.3 shows that $\Gamma_m + \xi(K-1)$ is invertible. And hence by Lemma 4.2, Equation 4.3 holds for $k = K$ as well. Furthermore,

\[
\|E(K)\| \leq |\gamma_{p+1}| \|E(K-1)\| \|I + \Gamma_m^{-1} \xi(K-1)\| \|\Gamma_m^{-1}\|
\]

\[
\leq |\gamma_{p+1}/\gamma_m| (1 + \delta) e_{\delta,K-1},
\]

\[
= e_{\delta,K},
\]

\[
\|F(K)\| \leq |\gamma_{m+1}/\gamma_m| (1 + \delta) \|F(K-1)\| + \delta(1 + \delta)/2,
\]

\[
\leq |\gamma_{m+1}/\gamma_m| (1 + \delta) f_{\delta,K-1} + \delta(1 + \delta)/2,
\]

\[
= f_{\delta,K}.
\]

This establishes the first point of the theorem.

For $k = 1, 2, \ldots$, and as long as $e_{\delta,k-2} \geq 2\delta$, let $s_j$ be the $j$-th column of $X_m + X_p E(k) + X_m F(k)$. The first bound is easy to obtain:

\[
\|x_j - s_j\|_B \leq \|X_p E(k) + X_m F(k)\|_B,
\]

\[
\leq \|X_p E(k)\|_B + \|X_m F(k)\|_B,
\]

\[
= \|E(k)\| + \|F(k)\|,
\]

\[
\leq e_{\delta,k} + f_{\delta,k},
\]

\[
\leq \alpha \left( \frac{\gamma_{p+1}}{\gamma_m} (1 + \delta) \right)^k + \frac{\delta(1 + \delta)}{2\tau}.
\]

This bound is independent of the specific value of $j$, $1 \leq j \leq m$, but is given in terms of $m$. We can refine this by examining the $j$-th column of $E(k)$ more closely. Denote the columns of $E(k)$ by

\[
E(k) = [e_1^{(k)} e_2^{(k)} \cdots e_m^{(k)}].
\]
Noting that
\[ E_{(k)} = \Gamma_p' E_{(k-1)} (\Gamma_m + \xi_{(k-1)})^{-1} \]
\[ = \Gamma_p' E_{(k-1)} \Gamma_m^{-1} + \Gamma_p' E_{(k-1)} \left( (I + \Gamma_m^{-1} \xi_{(k-1)})^{-1} - I \right) \Gamma_m^{-1}, \]
\[ \| e_j^{(k)} \| \leq \frac{\gamma_{p+1}}{\gamma_j} \| e_j^{(k-1)} \| + \frac{\gamma_{p+1}}{\gamma_m} \delta e_{\delta, k-1}, \]
\[ \leq \frac{\gamma_{p+1}}{\gamma_j} \left( \| e_j^{(k-2)} \| \right) + \frac{\gamma_{p+1}}{\gamma_m} \delta e_{\delta, k-2} \]
\[ \leq \frac{\gamma_{p+1}}{\gamma_j} \| e_j^{(k-2)} \| + \delta \left( \frac{\gamma_{p+1}}{\gamma_m} \right) e_{\delta, k-2} \]
\[ \leq \sum_{\ell=0}^{k-1} \left( \frac{\gamma_{p+1}}{\gamma_m} \right)^{k-\ell} e_{\delta, \ell}, \]
\[ \leq \sum_{\ell=0}^{k-1} \left( \frac{\gamma_{p+1}}{\gamma_m} \right)^{k-\ell} (1 + \delta)^{\ell}, \]
\[ \leq \alpha \left( \frac{\gamma_{p+1}}{\gamma_j} \right)^{k} + \alpha \delta \sum_{\ell=0}^{k-1} \left( \frac{\gamma_{p+1}}{\gamma_m} \right)^{k-\ell} (1 + \delta)^{\ell}. \]

Therefore, an alternative bound on \( \| x_j - s_j \|_B \) is
\[ \| x_j - s_j \|_B \leq \alpha \left( \frac{\gamma_{p+1}}{\gamma_j} \right)^{k} + \alpha \delta \sum_{\ell=0}^{k-1} \left( \frac{\gamma_{p+1}}{\gamma_m} \right)^{k-\ell} (1 + \delta)^{\ell}. \]

Both bounds apply to \( \| (I - P_{(k)}) x_j \|_B \) as by definition it is \( \min_{x \in Q_{(k)}} \| x_j - x \|_B \). This completes the proof of Theorem 4.4.

Theorems 4.1 shows that for each \( x_\ell \) of the \( m \) eigenvectors \( x_1, x_2, \ldots, x_m \), its distance to \( Q_{(k)} \) decreases to zero at rate of \( |\gamma_{p+1}/\gamma_j|^k \). Theorem 4.4 shows that the error in applying \( \rho(M) \) does not affect the convergence fundamentally. The convergence rate is degraded (very slightly) to \( |\gamma_{p+1}/\gamma_m|^k(1 + \delta)^{k} \), and the distance may only decrease down to a certain nonzero threshold, of the order \( \delta \) that is commensurate with the accuracy of the linear solvers used to compute \( \rho(M)Q \). In particular, iterative solvers are suitable for implementing \( \rho(M) \).

5. Convergence of Eigenvalues and Residuals. The previous section shows that if the subspace dimension \( p \) in Algorithm FEAST is chosen large enough so that \( |\gamma_{p+1}/\gamma_e| \ll 1 \), then the generated subspaces \( Q_{(k)} = \text{span}(Y_{(k)}) = \text{span}(Q_{(k)}) \) will capture rapidly the eigenvectors \( x_1, x_2, \ldots, x_e \). In fact, if \( |\gamma_{p+1}/\gamma_m| \ll 1 \) for some \( m, e < m \leq p \), the subspace will also capture the additional eigenvectors \( x_{e+1}, x_{e+2}, \ldots, x_m \) very well. This scenario is typical when there are eigenvalues outside of \( [\lambda_-, \lambda_+] \) but close to the boundaries. This means that \( \gamma_e \approx \gamma_{e+1} \approx \cdots \approx \gamma_m \) for some \( m > e \). Thus \( |\gamma_{p+1}/\gamma_e| \ll 1 \) implies \( |\gamma_{p+1}/\gamma_m| \ll 1 \) as well.

Now to complete the story, we must show how to make use of these subspaces that have presumably captured the wanted eigenvectors, to actually obtaining the target eigenpairs \( (\lambda_j, x_j), j = 1, 2, \ldots, e \). Specifically, we show that \( m \geq e \) of the \( p \) eigenvalues of \( \tilde{A}_{(k)} \) converge to \( \lambda_1, \lambda_2, \ldots, \lambda_m \), so as the corresponding vectors in
Consider Steps 5 to 7 of FEAST at a particular iteration, omitting the subscript \( k \), we have

\[
\tilde{X}^* Y^* A Y \tilde{X} = (\tilde{X}^* Y^* B Y \tilde{X}) \tilde{\Lambda} \Rightarrow Q^* A Q = \tilde{\Lambda}.
\]

Theorems 4.1 and 4.4 show that \( Q \) is of the form

\[
Q = [(X_m + X_m')L^{-1} V] U,
\]

where \( G \) encapsulates the \( E \) and \( F \) terms: \( X_m' G = X_m'E + X_m'F \). \( Q \) is \( B \)-orthonormal, and \( U \) is unitary of dimension \( p \times p \). The next lemma analyzes the structure of \( \text{span}(Q) \), which is key to convergence of eigenpairs (Theorem 5.2) and to useful properties of the \( \tilde{B} \) and \( Y \) matrices (Theorem 5.3).

**Lemma 5.1.**

Consider a \( n \times p \) \( B \)-orthonormal matrix \( Q \) of the form

\[
Q = [(X_m + X_m')L^{-1} V] U
\]

for some \( m \leq p \) where \( \|G\| = \epsilon \leq 1/2 \), \( V \) is of dimension \( n \times (p - m) \), \( U \) is unitary of dimension \( p \times p \), and \( L^{-1} = [(X_m + X_m')G^* B (X_m + X_m')G]^{-1/2} \). Then

1. \( \|L^{-1} - I_m\| \leq \epsilon^2 \). \( V \) can be represented as \( V = X_m S + X_m' H R \) where \( \|S\| \leq \epsilon \), \( H \) is \((n - m) \times (p - m)\) where \( H^* H = I_{p - m} \), and \( \|R - I_{p - m}\| \leq \epsilon^2 \).

2. \( X^* B Q = \left( \begin{bmatrix} I_m & H \end{bmatrix} \right) + \Theta \) \( U \),

\[
\Theta = \begin{bmatrix} \Theta_{11} & \Theta_{12} \\ \Theta_{21} & \Theta_{22} \end{bmatrix}, \quad \Theta_{11} \text{ is } m \times m,
\]

\[
\|\Theta_{11}\|, \|\Theta_{22}\| \leq \epsilon^2, \|\Theta_{12}\|, \|\Theta_{21}\| \leq (1 + \epsilon^2)\epsilon.
\]

3. Given any \( n \times n \) real diagonal matrix \( D = \text{diag}(d_1, d_2, \ldots, d_n) = \text{diag}(D_m, D_{m'}) \),

\[
(Q^* B X) D (X^* B Q) = U^* \left( \begin{bmatrix} D_m & \phantom{H^*} \\ \phantom{H^*} & H^* D_{m'} H \end{bmatrix} + \Delta \right) U,
\]

\[
\Delta = \begin{bmatrix} \Delta_{11} & \Delta_{12} \\ \Delta_{21} & \Delta_{22} \end{bmatrix}, \quad \Delta_{11} \text{ is } m \times m,
\]

\[
\|\Delta_{11}\|, ||\Delta_{22}\| \leq 4 \|D\| \epsilon^2, \|\Delta_{12}\|, \|\Delta_{21}\| \leq 4 \|D\| \epsilon.
\]

Proof. Since \( L^{-1} = (I_m + G^* G)^{-1/2} \), \( \|G^* G\| \leq \epsilon^2 \leq 1/4 \leq 1/2 \), Lemma 4.3 shows that \( \|L^{-1} - I_m\| \leq \epsilon^2 \). \( Q \) is \( B \)-orthonormal, and so is \( QU^* \) as \( U \) is a unitary matrix by assumption. Represent \( V \) in the basis vectors \( X_m \) and \( X_m' \):

\[
V = (X_m X_m^* B + X_m' X_m^* B) V = X_m S + X_m' T.
\]

Note that \( CV \), \( CX_m \), and \( CX_m' \) have orthonormal columns, and \( CX_m \) is orthogonal with \( CX_m' \). Thus \( \|S\|, \|T\| \leq 1 \). \( V \) being \( B \)-orthogonal with the first \( m \) columns of \( QU^* \) implies \( S + G^* T = 0 \). Therefore, \( \|S\| = \|G^* T\| \leq \|G^*\| = \epsilon \). \( V^* B V = I_{p - m} \) then implies

\[
T^* T = I_{p - m} + (-S^* S), \quad \|-S^* S\| \leq \epsilon^2 \leq 1/2.
\]
Lemma 4.3 shows that $R \overset{\text{def}}{=} (T^*T)^{1/2}$ satisfies $\|R - I_{p-m}\| \leq \epsilon^2$. Clearly, $H \overset{\text{def}}{=} TR^{-1}$ leads to $H^*H = I_{p-m}$. Summarizing, $V = X_m S + X_m' H R$, $\|S\| \leq \epsilon$, $H^*H = I_{p-m}$, and $\|R - I_{p-m}\| \leq \epsilon^2$. This establishes the first point of the lemma.

Since $Q = [ (X_m + X_m'G)L^{-1} \ X_m S + X_m' HR ] U$, we have

$$X^* B Q = \begin{bmatrix} L^{-1} & S \\ GL^{-1} & HR \end{bmatrix} U,$$

$$= \left( \begin{bmatrix} I_m \\ H \end{bmatrix} + \begin{bmatrix} L^{-1} - I_m \\ GL^{-1} \end{bmatrix} \right) U,$$

$$= \left( \begin{bmatrix} I_m \\ H \end{bmatrix} + \Theta \right) U,$$

$\|\Theta_{11}\|, \|\Theta_{22}\| \leq \epsilon^2$, $\|\Theta_{21}\| \leq (1 + \epsilon^2)\epsilon$, $\|\Theta_{12}\| \leq \epsilon \leq (1 + \epsilon^2)\epsilon$. This establishes the second point of the lemma.

Let $D = \text{diag}(D_m, D_{m'})$ be any $n \times n$ real diagonal matrix. Using the structure of $X^* B Q$ just established, we have

$$\begin{aligned} (Q^* B X) D (X^* B Q) &= U^* \left( \begin{bmatrix} D_m \\ H^* D_{m'} H \end{bmatrix} + \Theta^* D + D \Theta + \Theta^* D \Theta \right) U, \\
&= U^* \left( \begin{bmatrix} D_m \\ H^* D_{m'} H \end{bmatrix} + \Delta \right) U. 
\end{aligned}$$

Bounding $\Delta$ in a straightforward manner yields

$$\begin{aligned} \|\Delta_{11}\| &\leq \|D\| (2\epsilon^2 + \epsilon^4 + (1 + \epsilon^2)^2 \epsilon^2) \leq 4 \|D\| \epsilon^2, \\
\|\Delta_{22}\| &\leq \|D\| (2\epsilon^2 + \epsilon^4 + \epsilon^2) \leq 4 \|D\| \epsilon^2, \\
\|\Delta_{12}\| &\leq \|D\| ((1 + \epsilon^2)^2 \epsilon + (1 + \epsilon^2) \epsilon) \leq 4 \|D\| \epsilon, 
\end{aligned}$$

all making use of the assumption $\epsilon \leq 1/2$.

**Theorem 5.2.** Consider Algorithm FEAST that exhibits subspace convergence as in Theorem 4.4. For any iteration $k$, $Q(k)$ is represented as in Lemma 5.1

$$Q(k) = [ (X_m + X_m'G(k)L^{-1} \ X_m S(k) + X_m' H(k)R(k) ] U(k).$$

Denote $\|G(k)\|$ by $\epsilon_k$ and define the spectral gap $\eta_k$ as

$$\eta_k \overset{\text{def}}{=} \min_{\lambda \in \text{eig}(A_m), \mu \in \text{eig}(H^*_m A_m H_m)} \{ |\lambda - \mu|/\|A\| \} \quad \text{if } m < p, \\
\infty \quad \text{if } m = p.$$

As long as $\epsilon_k \leq 1/2$, there are $m$ eigenpairs $(\hat{\lambda}_j, \hat{\mu}_j)$ among the $p$ eigenpairs in $(\hat{\lambda}_{(k)}, \hat{\mu}_{(k)})$ such that

$$|\lambda_j - \hat{\lambda}_j| \leq 4\|A\| \left( \epsilon_k^2 + \min\{\epsilon_k, 4\epsilon_k^2/\eta_k\} \right),$$

and

$$\|Aq_j - \hat{\lambda}_j B q_j\| \leq 12\|C\| \|\Lambda\| \epsilon_k (1 + 1/\eta_k).$$
Proof. As displayed in Equation (5.1) $Q^*_k A Q_k = \hat{\Lambda}_k$ so that
the eigenvalues of $\hat{\Lambda}_k$ are those of $Q^*_k A Q_k$. Because $A = BX \Lambda X^* B$, Lemma 5.1 shows that

$$Q^*_k A Q_k = (Q^*_k BX) \Lambda (X B Q_k),$$

where $\Lambda$ is the eigenvalues of $\hat{\Lambda}_k$. Combining Equations 5.2 and 5.3 gives

$$\text{eig}(Q^*_k A Q_k) = \text{eig}(W + \Delta_{off} + \Delta_{diag}),$$

where

$$W = \left[ \begin{array}{c}
\Lambda_m \\
H^{*}_{(k)} \Lambda_{m'} H_{(k)}
\end{array} \right], \quad \Delta_{off} = \left[ \begin{array}{c}
\Delta_{12} \\
\Delta_{12}^T
\end{array} \right], \quad \Delta_{diag} = \left[ \begin{array}{c}
\Delta_{11} \\
\Delta_{22}
\end{array} \right],$$

where $\Delta_{off}$ and $\Delta_{diag}$ are small perturbations: $\|\Delta_{diag}\| \leq 4\|\Lambda\|\epsilon_k^2$ and $\|\Delta_{off}\| \leq 4\|\Lambda\|\epsilon_k$. Of the $p$ eigenvalues of $W$, $m$ of them are $\lambda_1, \lambda_2, \ldots, \lambda_m$. We analyze the eigenvalues of $W + \Delta_{off} + \Delta_{diag}$ by standard Hermitian perturbation theory (see for example [7, 19, 31, 18]). First, there are $m$ eigenvalues $\lambda'_1, \lambda'_2, \ldots, \lambda'_m$ of $W + \Delta_{off}$ such that

$$\lambda_j - \lambda'_j \leq \min\{\|\Delta_{off}\|, \|\Delta_{off}\|^2/(\eta_k\|\Lambda\|)\} \leq 4\|\Lambda\|\min\{\epsilon_k, 4\epsilon_k^2/\eta_k\}. \quad (5.2)$$

In the case $m = p$, $\Delta_{off} = 0$ and the definition of $\eta_k = \infty$ correctly reflects that $|\lambda_j - \lambda'_j| = 0$. Next, apply the standard Weyl perturbation theorem on $(W + \Delta_{off}) + \Delta_{diag}$ where $\Delta_{diag}$ is the perturbation term. There are $m$ eigenvalues $\hat{\lambda}_1, \hat{\lambda}_2, \ldots, \hat{\lambda}_m$ of $W + \Delta_{off} + \Delta_{diag}$ such that

$$|\lambda'_j - \hat{\lambda}_j| \leq \|\Delta_{diag}\| \leq 4\|\Lambda\|\epsilon_k^2. \quad (5.3)$$

Combining Equations (5.2) and (5.3) gives

$$|\lambda_j - \hat{\lambda}_j| \leq 4\|\Lambda\| \left( \epsilon_k^2 + \min\{\epsilon_k, 4\epsilon_k^2/\eta_k\} \right).$$

Moving on to examine the residual of the approximate eigenvector $q_j$, note that

$$q_j = \left( (X_m + X_{m'} G_{(k)}) L_{(k)}^{-1} X_m S_{(k)} + X_{m'} H_{(k)} R_{(k)} \right) u_j,$$

where $u_j$ being the $j$-th column of $U_{(k)}$.

$$Q^*_k A Q_k - \hat{\Lambda} = 0 \implies U^*_{(k)} (W + \Delta_{off} + \Delta_{diag}) U_{(k)} - \hat{\Lambda} = 0,$$

$$\implies (W + \Delta_{off} + \Delta_{diag}) u_j - \lambda_j u_j = 0,$$

$$\implies \|W u_j - \hat{\lambda}_j u_j\| \leq 4\|\Lambda\|\epsilon_k (1 + \epsilon_k).$$

Partition $u_j$ into its top $m$ and bottom $p - m$ elements: $u_j = \left[ \begin{array}{c}
u^{(t)} \\\nu^{(b)} \end{array} \right]$. Then

$$\eta_k\|\Lambda\|\|\nu^{(b)}\| \leq \|H_{(k)} \Lambda_{m'} H_{(k)} u_j^{(b)} - \hat{\lambda}_j u_j^{(b)}\| \leq 4\|\Lambda\|\epsilon_k (1 + \epsilon_k).$$

Thus $\|u_j^{(b)}\| \leq 4\epsilon_k (1 + \epsilon_k) / \eta_k$. Furthermore,

$$\|(\Lambda_m - \hat{\lambda}_j I) u_j^{(t)}\| \leq 4\|\Lambda\|\epsilon_k (1 + \epsilon_k).$$
Estimating the residual:

\[ Aq_j = A \left[ (X_m + X_m'G(k))L^{-1}_k V(k) \right] u_j, \]
\[ = (BX A^*B) \left[ (X_m + X_m'G(k))L^{-1}_k V(k) \right] u_j, \]
\[ = B \left( (X_m A_m + X_m' A_m'G(k))L^{-1}_k u_j^{(t)} + XA (X^*BV(k)) u_j^{(b)} \right), \]
\[ \tilde{\lambda}_j B q_j = B \left( \tilde{\lambda}_j (X_m + X_m'G(k))L^{-1}_k u_j^{(t)} + \tilde{\lambda}_j V(k) u_j^{(b)} \right), \]
\[ Aq_j - \tilde{\lambda}_j q_j = B \left( X_m (A_m - \tilde{\lambda}_j I) L^{-1}_k u_j^{(t)} + X_m' (A_m' - \tilde{\lambda}_j I) G(k) L^{-1}_k u_j^{(t)} + \right. \]
\[ \left. X\Lambda (X^*BV(k)) - \tilde{\lambda}_j V(k) \right) u_j^{(b)} \]
\[ = C^* \left( CX_m (A_m - \tilde{\lambda}_j I) L^{-1}_k u_j^{(t)} + CX_m' (A_m' - \tilde{\lambda}_j I) G(k) L^{-1}_k u_j^{(t)} + \right. \]
\[ \left. (CX\Lambda (X^*BV(k)) - \tilde{\lambda}_j CV(k)) u_j^{(b)} \right). \]

Note that \( \| CX_m \|, \| CX_m' \|, \| CX \|, \) and \( \| X^*BV \| \) are all of unity as \( CX \) is unitary and \( V \) is \( B \)-orthonormal. Estimating \( \|\Lambda_m - \tilde{\lambda}_j I\| \leq 2\|\Lambda\| \) and using bounds of \( \|L^{-1}_k\| \)
and \( u_j^{(b)} \), we have

\[
\| Aq_j - \tilde{\lambda}_j B q_j \| \leq \| C \| \| \Lambda \| \left( 4\epsilon_k(1 + \epsilon_k)(1 + \epsilon_k^2) + 2\epsilon_k(1 + \epsilon_k^2) + 8\epsilon_k(1 + \epsilon_k)/\eta_k \right),
\leq 12 \| C \| \| \Lambda \| \epsilon_k (1 + 1/\eta_k),
\]

using \( \epsilon_k \leq 1/2 \). This completes the proof. \( \square \)

Theorem 5.2 shows that if the subspace dimension \( p \) is large enough, we would expect some \( m \), \( m \geq e \), eigenvalues among the \( p \) values of \( \tilde{\lambda}_k \) converge to the actual eigenvalues of \( AX = BX \Lambda \). Furthermore, \( e \) of these eigenvalues are inside \( I = [\lambda_-, \lambda_+] \). If the spectral gaps \( \eta_k \) are never too small, the convergence rate of eigenvalues are essentially \( \| \gamma_{p+1}/\gamma_m \|^{2k} \) while the residual vectors norms \( \| Aq_j - \tilde{\lambda}_j B q_j \| \)
decrease at the rate \( \| \gamma_{p+1}/\gamma_m \|^{k} \).

However, all we can conclude about the remaining \( p - m \) eigenvalues (when \( m < p \)) is that they are close to the eigenvalues of \( H_k^* \Lambda_m H_k \), which can change at each iteration. As \( H_k \) has orthonormal columns, each of these \( p - m \) eigenvalues, \( \mu \in \text{eig} (H_k^* \Lambda_m H_k) \), satisfies \( \min_{j > m} \lambda_j \leq \mu \leq \max_{j > m} \lambda_j \). In particular, some or all of them can fall inside \( I \). Hence there may be more than \( e \) eigenvalues of \( \tilde{\lambda}_k \) that fall inside \( I \). Our general experience is that, a posteriori, exactly \( e \) of the eigenvalues of \( \tilde{\lambda}_k \) fall inside \( I \). Nevertheless, knowing the value of \( e \), a priori, can be exploited to help monitor convergence. It turns out that the value \( e \) can be accurately estimated as a by-product of Algorithm FEAST. Theorem 5.3 shows that the distribution of \( \tilde{B}_k \)'s eigenvalues offer a good estimate of \( e \). More important, this distribution gives us an indication if the choice of \( p \) is too small. Due to the nature of \( \rho (M) \), \( p < e \) would in general lead to nonconvergence of FEAST. For example, consider \( Q_{(0)} = X W \), where \( W \) is \( e \times p, p < e \) and \( W^* W = I_p \). Suppose \( \rho (M) \) is the exact spectral projector, \( \rho (M) = X X^* \). Let \( W^* AW \) have the spectral decomposition \( VDV^* \). Algorithm FEAST will simply get stuck after the first iteration at \( Q_{(k)} = X W V \) and \( \tilde{\lambda}_k = D \). The key reason is that by design \( \rho (M) \) maps all the possibly distinct eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_e \) to almost identically 1. We note that nonconvergence due to \( p < e \) was observed in Experiment 3.1 of [15].

**Theorem 5.3.** Consider Algorithm FEAST that exhibits subspace convergence
as in Theorem 4.4. For any iteration \( k \), \( Q(k) \) is represented as in Lemma 5.7

\[
Q(k) = \left[ (X_m + X_m'G(k))L(k)^{-1} \ X_mS(k) + X_m'H(k)R(k) \right]U(k),
\]

where \( \|G(k)\| = e_k \) is small. The eigenvalues of \( \hat{B}(k+1) \) are close to those of the matrix

\[
\text{diag}(\Gamma_m^2, H_{(k)}^*\Gamma_m^2, H_{(k)}).
\]

The eigenvalues of \( Z \) defined \( \hat{B}(k+1) \) are close to those of \( \text{diag}(\Gamma_m, H_{(k)}^*\Gamma_m, H_{(k)}) \). In particular, the number \( e \) of target eigenvalues in \([\lambda_-, \lambda_+]\)

can be estimated by the number of \( \hat{B}(k+1) \)'s eigenvalues that are no less than \( 1/4 \), or the number of \( Z \)'s eigenvalues no less than \( 1/2 \).

Proof. Given

\[
Q(k) = \left[ (X_m + X_m'G(k))L(k)^{-1} \ X_mS(k) + X_m'H(k)R(k) \right]U(k).
\]

\[
\hat{B}(k+1) = Y_{(k+1)}^*BY_{(k+1)},
\]

\[
= Q(k)^*B\rho(M)Q(k),
\]

\[
= (Q(k)^*B\Gamma X^*B\Gamma)(X^*BQ(k)), \quad \text{because } \rho(M) = X\Gamma X^*B,
\]

\[
= (Q(k)^*B\Gamma)(X^*BQ(k)),
\]

\[
= U_{(k)}^* \left( \text{diag}(\Gamma_m^2, H_{(k)}^*\Gamma_m^2, H_{(k)}) + \Delta \right) U_{(k)}, \quad \text{by Lemma 5.1.}
\]

Clearly, the eigenvalues of \( \hat{B}(k+1) \) are close to those of \( \text{diag}(\Gamma_m^2, H_{(k)}^*\Gamma_m^2, H_{(k)}) \). Similarly,

\[
Z = Q(k)^*BY_{(k+1)},
\]

\[
= (Q(k)^*B\Gamma)(X^*BQ(k)),
\]

\[
= U_{(k)}^* \left( \text{diag}(\Gamma_m, H_{(k)}^*\Gamma_m, H_{(k)}) + \Delta \right) U_{(k)}, \quad \text{by Lemma 5.1.}
\]

Note however that \( \gamma_1 \geq \cdots \geq \gamma_e \geq 1/2 > |\gamma_{e+1}| \geq \cdots \geq |\gamma_n| \) and

\[
\min_{j>m'} \gamma_j^2 \leq \text{eig}(H_{(k)}^*\Gamma_m^2, H_{(k)}) \leq \max_{j>m'} \gamma_j^2
\]

because \( H_{(k)} \) has orthonormal columns. For small \( \|G(k)\| \), the number of \( \hat{B}(k+1) \)'s eigenvalues no smaller than \( 1/4 \) is an accurate estimate of \( e \). Similar arguments shows that the number \( e \) can be estimated by counting the eigenvalues of \( Z \) that are no less than \( 1/2 \).

Let us elaborate on a number of details related to FEAST now that all the main theoretical properties have been presented.

1. The algorithm requires a choice of the subspace dimension, \( p \). If the user has an educated guess of \( e \), the actual number of eigenvalues in the search interval, \( p \) can be set to be about 1.5 times of that. Otherwise, a somewhat arbitrary choice is set. The following discussions are germane.

- Whenever \( p \geq e \), convergence is possible and the rate is generally determined by \( |\gamma_{p+1}/\gamma_e| \). Tables 6.2 through 6.5 of Section 6 are illustrations. The examples there exhibit rates consistent with \( |\gamma_{p+1}/\gamma_e| \). Theoretically, \( p = e \) does not lead to nonconvergence. Nevertheless, in practice \( |\gamma_{p+1}/\gamma_e| = |\gamma_{e+1}/\gamma_e| \) will be close to 1, rendering convergence slow. This slow convergence was observed in Experiment 3.1 of 15.
In general, a choice of $p \geq e$ where $|\gamma_{p+1}/\gamma_e| \ll 1$ is desirable as it leads to fast convergence. As shown in Theorem [14], as long as $|\gamma_p| > 0$ and $X^*BQ(0)$ has full column rank, $\rho(M)Q(k)$ is of full rank $p$ for all iterations $k$. Note that $\rho(M)$ is not the exact spectral projector and is theoretically almost always invertible. This is because $\rho(\mu)$ is a rational function and only has a small numbers of zeros on the real line (see Section 3.3). So in all likelihood $\rho(\Lambda)$ is invertible. However, $\rho(\mu)$ decays rapidly, so from a numerical point of view, $\rho(M)$ could be numerically rank deficient if $p$ is chosen too large\footnote{What makes $p$ too large is obviously dependent of the actual distribution of the eigenvalues of the problem in question.}, for example, $p \geq 4e$. Consequently, $Y(1) = \rho(M)Q(0)$ will be rank deficient, leading to a semi-definite $\hat{B}(1)$. The conservative precautionary approach is to perform a SVD or a rank-revealing $QR$ factorization \[8\, \, 11\] on $Y(1)$ to possibly reduce the value of $p$ before proceeding further. However, we found that the greedy approach of letting LAPACK’s Cholesky factorization on $\hat{B}(1)$ proceed naturally works very well in practice. If the factorization fails at the $K$-th column, we reset $p \leftarrow K - 1$ and use these first $p$ columns of $Y(1)$. That this strategy is effective has to do with the randomness of $Q(0)$. While $\rho(M)$ is numerically rank deficient (of low rank), each $\rho(M)Q_j$ is a random mixture of all the columns of $\rho(M)$. $QR$ without column pivoting on such a $\rho(M)Q(0)$ is an effective “greedy” rank-revealing algorithm. The review article \[9\] and references thereof contain much information about recent works on randomized algorithms.

If $p < e$, then as discussed previously, FEAST in general will fail to converge. If $p \geq e$ but $|\gamma_{p+1}/\gamma_e|$ close to unity, convergence will be slow. We exploit Theorem [5.3] to protect against both scenarios. In practice, we compute the eigenvalues of $\hat{B}(2)$. If the minimum eigenvalue is bigger than threshold/4 for some “threshold” less than 1, for example, 1/10, we warn against $p$ being set too small. For $p$ not considered too small, our experience shows that the count of $\hat{B}(2)$’s eigenvalues not smaller than 1/4 to match $e$, the number of eigenvalues in the search interval.

2. The search interval $I = [\lambda_-, \lambda_+]$.

- This is an obvious feature for parallelism. One would be able to locate the eigenvalues and eigenvectors within different search intervals independently and simultaneously. The convergence theory established here shows that as long as $|\gamma_{p+1}/\gamma_e|$ is suitably small, eigenvalues within each search interval can be obtained, each with an eigenvector that results in small residual. (See Theorem [5.2] for detailed conditions.) Computed eigenvectors within one search interval are mutually $B$-orthogonal (assuming an accurate eigensolver is used for the reduced problem).

- A natural application of the previous point is to partition one search interval $I = [\lambda_-, \lambda_+]$ into a sequence of connecting intervals $I^{(k)} = [\lambda^{(k-1)}, \lambda^{(k)}], k = 1, 2, \ldots, K$, where $\lambda_- = \lambda^{(0)} < \lambda^{(1)} < \cdots < \lambda^{(K)} = \lambda_+$. Each $I^{(k)}$ is tackled independently. Convergence theory applies on each sub-interval. However, in the case when there is a cluster of eigenvalues around a break point, say $\lambda^{(k)}$, there will be a natural loss of $B$-orthogonality between the computed eigenvectors associated to the clusters on the left interval $I^{(k)} = [\lambda^{(k-1)}, \lambda^{(k)}]$ and to those on the
right $I^{(k+1)} = [\lambda^{(k)}, \lambda^{(k+1)}]$. This phenomenon is due to sensitivity of eigenvectors associated with a cluster of eigenvalues (see [6] Section 5.2 for example). But Algorithm FEAST offers a natural strategy to handle this situation. If there is indeed a cluster of eigenvalues around one of the points of a search interval and if FEAST is indeed converging at a reasonable rate, then $p$ must have already been chosen large enough to include the number of eigenvalues in the cluster (including those outside of the search interval). Thus in the end, the computations for $I^{(k)}$ and $I^{(k+1)}$ will each have obtained all the clustered eigenvalues and a complete set of $B$-orthonormal eigenvectors. It suffices to adopt one of these two set of eigenvectors. Section 6.4 illustrates this idea.

3. Convergence criteria.

- The original implementation, FEAST Version 1.0, only monitors convergence of eigenvalues and does so through the surrogate of “trace,” namely the sum of all the computed eigenvalues $\tilde{\Lambda}^{(k)}$ that fall inside $I$. Our analysis exposes two shortcomings of this strategy. First, eigenvalues in general converge faster than the residual norm. Thus the algorithm may terminate before the latter is driven down as small as level as is achievable. Second, it is possible that some of $\tilde{\Lambda}^{(k)}$’s eigenvalues are “spurious.” These spurious eigenvalues generally do not converge, and monitoring them will only defeat FEAST’s convergence test, resulting in a false negative.

- FEAST Version 2.1 [23] corrected both problems. First, it offers the user an option to set convergence thresholds for either eigenvalues or residuals. Second, with the estimator of $\epsilon$, the actual number of eigenvalues inside the search interval $I$, the absence of spurious eigenvalues is easily recognized. When the presence of spurious eigenvalues is detected, they are identified with the help of residual norms. The trace consists of the sum of computed eigenvalues without the spurious ones. Convergence of eigenvalues is monitored by the surrogate $|\text{trace}(k-1) - \text{trace}(k)|/\max\{|\lambda_-|, |\lambda_+|\}$.

FEAST Version 2.1 [23] incorporated these improvements and is outlined as Algorithm FEAST with Estimate.

6. Numerical Experiments. The original FEAST paper [21] demonstrated that the algorithm converges in practice on a number of large sparse matrices that arise from applications. Direct as well as iterative solvers were used in the examples there. The purpose here is to scrutinize the various numerical properties as well as subtleties discussed in the previous sections. To this end, we therefore utilize primarily synthetic, controlled, examples. Given the problem dimension $n$ and a search interval $[\lambda_-, \lambda_+]$, we generate $\Lambda$, the diagonal matrix containing the eigenvalues, somewhat randomly except for special placements of some of the eigenvalues near the boundaries of $[\lambda_-, \lambda_+]$. Random unitary matrices are the basic ingredient of our test matrices. With a specified condition number $\kappa$, random matrix $C$ is generated as $U\Sigma V^*$ where $U$ and $V$ are random unitary matrices and $\Sigma$ are random singular values so as to make the condition number of $C$ equal $\kappa$. The matrix $B$ is constructed as $B = C^*C$. The eigenvectors $X$ are constructed by solving $CX = W$ where $W$ is a random unitary matrix. Finally, the matrix $A$ is constructed as $A = (BX) \Lambda (BX)^*$. This way,

$$AX = BX\Lambda,$$
Algorithm FEAST with Estimate

1. Specify \( I = [\lambda_-, \lambda_+] \) and a Gauss-Legendre quadrature choice of \( q \).
2. Pick \( p \) and \( p \) random \( n \)-vectors \( \mathbf{q}_n = [\mathbf{q}_1, \mathbf{q}_2, \ldots, \mathbf{q}_p] \). Set \( k \leftarrow 1 \).
3. \textbf{repeat}
   4. Approximate subspace projection (see Equation 3.7): \( \mathbf{Y}_k \leftarrow \rho(M) \cdot \mathbf{Q}_{k-1} \).
   5. Form reduced system: \( \mathbf{A}_k \leftarrow \mathbf{Y}_k^* \mathbf{A} \mathbf{Y}_k, \mathbf{B}_k \leftarrow \mathbf{Y}_k^* \mathbf{B} \mathbf{Y}_k \).
   6. \textbf{if} \( k = 2 \) \textbf{then}
      7. Compute \( \mathbf{B}_k \)'s \( p \) eigenvalues.
      8. If minimum eigenvalue \( \geq \text{thres}/4 \), report that \( p \) is probably too small.
      9. (Note: \( \text{thres} \leq 1 \). FEAST Version 2.1 uses \( \text{thres} = 1 \).)
     10. Otherwise, set \( \hat{e} \) to be number of eigenvalues \( \geq 1/4 \). (\( \hat{e} \) estimates \( e \).
   11. \textbf{end if}
   12. Solve \( p \)-dimension eigenproblem: \( \mathbf{A}_k \hat{\mathbf{X}}_k = \mathbf{B}_k \hat{\mathbf{X}}_k \hat{\Lambda}_k \) for \( \hat{\Lambda}_k, \hat{\mathbf{X}}_k \).
   13. \textbf{if} \( k = 1 \) and the above fails due to non-definite \( \mathbf{B}_1 \) \textbf{then}
      14. Reduce \( p \) to the last column of \( \mathbf{B}_1 \) before Cholesky fails.
   15. \textbf{end if}
   16. Set \( \mathbf{Q}_k \leftarrow \mathbf{Y}_k^* \hat{\mathbf{X}}_k \), in particular \( \mathbf{Q}^*_k \mathbf{B} \mathbf{Q}_k = \mathbf{I}_p \).
   17. \( k \leftarrow k + 1 \).
   18. \textbf{until} Stopping criteria based on the \( \hat{e} \) smallest residuals or trace of \( \hat{e} \) computed eigenvalues

and \((X, \Lambda)\) is the solution to the generalized eigenproblem defined by \( A \) and \( B \).

### 6.1. Approximate spectral projector via quadrature

A crucial property of the quadrature-based approximate spectral projector \( \rho(M) \) is that it preserves \( M \)'s eigenvectors, \( M = B^{-1}A \), and changes only its eigenvalues from \( \Lambda \) to \( \Gamma = \rho(\Lambda) \) (see Equations 3.8 and 3.9):

\[
\rho(M) \overset{\text{def}}{=} \sum_{k=1}^{K} \sigma_k (\gamma_k B - A)^{-1} \cdot B = X \rho(\Lambda) X^* B = X \rho(\Lambda) X^{-1}.
\]

We generate matrices \( A, B, \Lambda, X \) (as outlined previously) of dimension \( n = 300 \) with the elements of \( \Lambda \) to be uniformly distributed in \([-30, 30] \). The \( C \) matrices used in generating \( B = C^*C \) have condition number 100. We used Gauss-Legendre quadrature rule with 6, 8 and 10 quadrature points on \([-1, 1] \). For each test system and quadrature rule, we compute

\[
\epsilon \overset{\text{def}}{=} \max_{1 \leq j \leq n} \left\| e_j \right\| / \left\| M \right\|, \quad e_j = \rho(M) x_j - \rho(\lambda_j) x_j.
\]

For each quadrature rule, 200 test cases are generated and Table 6.1 tabulates the maximum, mean, and standard deviation of these 200 \( \epsilon \)s.

### 6.2. Convergence of subspace iteration using approximate spectral projector

To illustrate Theorem 3.1, we generate a complex generalized problem of dimension \( n = 500 \). We use Gauss-Legendre quadrature with 8 points on \([-1, 1] \). \([\lambda_-, \lambda_+] \) is set to \([15, 17] \). The \( n \) eigenvalues are generated as follows. We pick four eigenvalues in \([15, 17] \) by picking three randomly with uniform distribution in the region \([15.2, 16.8] \). The fourth is set to be 17. This guarantees that \( |\rho(\lambda_j)| \approx 1 \) for
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\[
\|\rho(M)x_j - \rho(\lambda_j)x_j\|/\|M\|
\]

| Maximum          | 5.5 \times 10^{-15} | 9.0 \times 10^{-15} | 1.0 \times 10^{-14} |
|------------------|----------------------|----------------------|----------------------|
| Mean             | 2.1 \times 10^{-16}  | 2.4 \times 10^{-16}  | 2.9 \times 10^{-16}  |
| Standard Deviation | 5.5 \times 10^{-16} | 8.0 \times 10^{-16} | 9.8 \times 10^{-16} |

Table 6.1

Key Property of Quadrature-Based Approximate Spectral Projector. For each eigenpair \((\lambda_j, x_j)\) of \(M\), we check if indeed \(\rho(M)x_j \approx \rho(\lambda_j)x_j\).

\(j = 1, 2, 3, \text{ and } |\rho(\lambda_4)| = 1/2\). These 4 eigenvalues are the only ones in [15, 17] and hence \(e = 4\). Next, five eigenvalues are set to be in the interval (17, 18] such that the values of \(|\rho(\lambda_j)|\) are \(2^{-\ell}\) for \(\ell = 3, 5, 7, 9, 11\). The remaining 491 eigenvalues are chosen randomly with uniform distribution on the set \([-40, 14] \cup [18, 60]\). The iteration of Algorithm Subspace Iteration is carried out with \(p = 8\). With this choice of \(p\), \(|\gamma_{p+1}/\gamma_j| = 2^{-11}\) for \(j = 1, 2, 3, \text{ and } 2^{-10}, 2^{-8}\), up to \(2^{-2}\) for the next 5 eigenvalues. Since the problem is generated, the eigenvectors \(x_j\) are known, and the projectors \(P_k = Q_kQ_k^* B\) are easy to compute. We examine the quantities \(\|I - P_k\|x_j\|_B\) for each of \(j = 1, 2, \ldots, 8\) for 5 iterations \(k = 1, 2, \ldots, 5\). Indeed these norms decrease in a way consistent with what the theorem predicts, except when the ultimate threshold of machine precision is reached. Table 6.2 tabulates the result.

|  \(j\) \ |  \(\log_2 \left|\frac{\gamma_j}{\gamma_{p+1}}\right|\) \ | \(\log_2 \|I - P_k\|x_j\|_B\) at Iterations \(k\) |
|-----------|-----------------|---------------------|
| 1         | -11             | -12.9 -23.8 -34.7 -43.3 -43.2 |
| 2         | -11             | -12.0 -22.8 -33.8 -43.3 -43.3 |
| 3         | -11             | -11.6 -22.4 -33.4 -43.4 -43.4 |
| 4         | -10             | -12.7 -22.6 -32.5 -41.2 -41.1 |
| 5         | -8              | -7.3 -15.1 -23.1 -31.1 -38.5 |
| 6         | -6              | -5.0 -10.8 -16.8 -22.8 -28.8 |
| 7         | -4              | -3.2 -7.0 -11.0 -15.0 -19.8 |
| 8         | -2              | -1.1 -3.0 -5.0 -6.9 -8.9 |

Table 6.2

Subspace Convergence, Complex GHEP. \(\|I - P_k\|x_j\|_B\) measures the distance from \(x_j\) to the subspace at the \(k\)-th iteration. The \(j\)-th row of the table shows that this distance converges to zero at the rate \(|\gamma_{p}/\gamma_j|^k\). This test problem is designed with \(p = 8\) and \(\gamma_{p+1} = 2^{-11}\). There are 4 eigenvalues in \([\lambda_5, \lambda_8] = [15, 17]\]. Note that the convergence rate of all the 4 targets are quite uniform, a signature of the accelerator based on an approximate spectral projector.

To illustrate Theorem 4.4, we repeat the same experimental setting except that we added artificial errors to the linear solvers. To every solution \(z\) of equation of the form of Equation 3.7:

\[
\sigma_k(\phi_k B - A)z = Bq,
\]

we modify \(z\) by a random error of \(2^{15}u\), \(u\) being the machine precision,

\[
z \leftarrow z + 2^{15}u \|z\| \Delta,
\]

where each element of the \(n\)-vector \(\Delta\) is uniformly random in \([-1/2, 1/2]\). According to the bound of Theorem 4.4 which we restate here (see that section for details):

\[
\|s_j - x_j\|_B \leq \alpha \left|\frac{\gamma_{p+1}}{\gamma_j}\right|^k + \alpha \delta \left|\frac{\gamma_{p+1}}{\gamma_m}\right|^k \sum_{\ell=0}^{k-1} (1 + \delta)\ell + \frac{\delta(1 + \delta)}{2^\tau},
\]
where $\delta \approx 2^{15}u$ in our case here. We expect the overall convergence rate not to be affected. The ultimate accuracy limit is degraded commensurate with the artificial errors injected here. The parameter $m$ is flexible. Thus for each eigenvalues $\lambda_j$, we can apply the bound with $m = j$. The bound suggests that the actual convergence rate is affected by the last term with the factor $1/|\gamma_m|$. Table 6.3 is consistent with these predictions. We note that the data in Experiment 3.3 of [15] is consistent with Theorems 4.4 and 5.2.

### 6.3. Eigenvalue and residual norm convergence

Subspace Convergence with Error in Linear System Solutions. Despite errors injected into the solutions of linear systems, convergence rate of $\|(I - P(k))x_j\|_B$ at Iteration $k$ can apply the bound with $k = 2$.

| $j$ | $\log_2 \left( \frac{\gamma_j}{\gamma_k} \right)$ | $\log_2 \left( \frac{\| (I - P(k))x_j \|_B}{\| M \|} \right)$ at Iteration $k$ |
|-----|----------------------------------|----------------------------------|
| 1   | $-11$                           | $-21.35$                         |
| 2   | $-11$                           | $-33.66$                         |
| 3   | $-11$                           | $-33.68$                         |
| 4   | $-10$                           | $-33.40$                         |
| 5   | $-8$                            | $-22.42$                         |
| 6   | $-6$                            | $-18.21$                         |
| 7   | $-4$                            | $-11.48$                         |
| 8   | $-2$                            | $-5.02$                          |

Table 6.3

Convergence of Eigenvalues and Residuals. This table represents a typical scenario.

| $j$ | $\log_2 \left( \frac{\gamma_j}{\gamma_k} \right)$ | $\log_2 \left( \frac{\| (I - P(k))x_j \|_B}{\| M \|} \right)$ at Iteration $k$ |
|-----|----------------------------------|----------------------------------|
| 1   | $-9$                             | $-33.74$                         |
| 2   | $-9$                             | $-51.15$                         |
| 3   | $-9$                             | $-51.88$                         |
| 4   | $-9$                             | $-54.23$                         |
| 5   | $-9$                             | $-58.23$                         |

Above are a target eigenvalues below are “collarals”

| $j$ | $\log_2 \left( \frac{\gamma_j}{\gamma_k} \right)$ | $\log_2 \left( \frac{\| (I - P(k))x_j \|_B}{\| M \|} \right)$ at Iteration $k$ |
|-----|----------------------------------|----------------------------------|
| 6   | $-6$                             | $-61.00$                         |
| 7   | $-4$                             | $-38.74$                         |
| 8   | $-2$                             | $-28.95$                         |

Table 6.4

Convergence of Eigenvalues and Residual Vectors. This table represents a typical scenario. Subspace dimension $p$ is bigger than $e$ but the “extra” dimensions also capture additional invariant subspaces, albeit slower. Note the eigenvalues converge linearly at the rate of $(\gamma_0/\gamma_j)^2$, while residuals do so at that of $(\gamma_0/\gamma_j)$. 

### 6.3. Eigenvalue and residual norm convergence

We illustrate important aspects of Algorithm FEAST as stated in Theorem 5.2. The first example is complex GHEP, dimension 500, with $[\lambda_- , \lambda_+] = [15, 17]$. We generate $e = 5$ eigenvalues well inside this interval. Eigenvalues outside of $[15, 17]$ are generated randomly except for a few specially placed so that $\gamma = 2^{-3.5} = 7.9$. Had $p$ be set to $5 = e$, the convergence rate would be somewhat slow. With $p$ set to 8, convergence rate for the target eigenpairs will be linear with a factor of $2^{-9}$. The implication is that the three “collarals” pair will also converge, except at a slower rate. This example reflects a
typical scenario according to our experience with actual applications. There are often eigenvalues outside but quite close to the boundaries of \([\lambda_{-}, \lambda_{+}]\). As a result, the successful \(p\) will be strictly bigger than \(e\) and that the iterations will also obtain extra eigenpairs that can be called “collaterals.” Table 6.4 shows the numerical details. The ratios are \(|\gamma_{p+1}/\gamma_{j}| = 2^{-9}\) for the target eigenpairs. Note that eigenvalues accuracies improve by \(2^{-18}\) per iteration as suggested by Theorem 5.2. This is typical, especially when the collaterals converge. In this event, unless the gap between the target and collateral eigenvalues are small, Theorem 5.2 predicts linear convergence of eigenvalues with the factor \((\gamma_{p+1}/\gamma_{j})^2\).

The next example underlines the fact that \(p \geq e\) suffices for convergence, and in particular for the case \(p = e\). We generated two GHEP each of dimension 500 and \([\lambda_{-}, \lambda_{+}] = [15, 17]\). We place 5 eigenvalues in the interior, and 490 eigenvalues well separated from \([\lambda_{-}, \lambda_{+}]\). In the first test case, we place a cluster of 5 eigenvalues around the point \(\mu\) where \(\rho(\mu) = 2^{-3}\), and in the second case, around \(\mu\) such that \(\rho(\mu) = 2^{-7}\). We set \(p = 5\) for both problems. Table 6.5 shows convergence for both cases at rates that correspond to the two different gaps. Along the same line, a setting of \(p = e\) will result in slow convergence in practice as \(|\gamma_{p+1}/\gamma_{e}| = |\gamma_{e+1}/\gamma_{e}|\) and will likely be close to unity. This observation is consistent with the slow convergence observed for \(p = e\) in Figure 2 of [15].

The second example is similar to the first: complex GHEP, dimension 500. We generate \(e = 5\) eigenvalues well inside this interval. Eigenvalues outside of \([15, 17]\) are generated randomly except for five specially-placed ones. One is placed so that \(\gamma = 2^{-9}\), and four others are placed so that \(\gamma\) is strictly bigger than, but extremely close to, \(2^{-9}\). The other 491 eigenvalues are random but at least 0.5 away from \([15, 17]\). By setting \(p = 9\), the convergence rate of the targets eigenvalues are expected to be linear with a factor \((2^{-9})^2 = 2^{-18}\) or smaller. But the collaterals do not converge. Table 6.6 exhibits this phenomenon.

The relationship between the subspace dimension \(p\) and the actual number of targets \(e\) can be subtle. In a typical scenario, \(p > e\) and that the collaterals will also converge, except at a slower speed. But in the case when the collaterals do not converge, one might think that there is no fundamental harm in carrying them along
Table 6.6

|   | log₂ \(\frac{\gamma_{p+1}}{\gamma_j}\) |
|---|----------------------------------|
|   | k = 1 | k = 2 | k = 3 | k = 4 | k = 5 | k = 6 |
| 1 | -9 | -38.77 | -56.77 | -62.87 | -63.00 | -66.45
| 2 | -9 | -35.38 | -53.39 | -61.17 | -62.87 | -62.65
| 3 | -9 | -37.50 | -55.51 | -62.41 | -62.37 | -63.45
| 4 | -9 | -36.77 | -54.78 | -65.55 | -65.45 | -63.13
| 5 | -9 | -43.19 | -61.21 | -63.17 | -62.21 | -64.87

above are e target eigenvalues; below are “collaterals”

6 -0.0023 | -33.53 | -35.55 | -35.56 | -35.56 | -35.56 | -35.56
7 -0.0017 | -32.36 | -37.61 | -37.62 | -37.62 | -37.63 | -37.63
8 -0.0012 | -31.26 | -36.75 | -36.77 | -36.77 | -36.77 |
9 -0.0006 | -30.29 | -35.07 | -35.07 | -35.07 | -35.07 | -35.07

Table 6.6

Non-Convergence of Collaterals. There are 5 targets, and subspace dimension p is set to 9. The ratios \(\gamma_{p+1}/\gamma_j\) ≈ 1 for \(j = 6, 7, 8, 9\) and thus the collateral eigenvalues do not converge. These iterations would have been successful even if \(p\) was set to be just 5.

except for a moderate increase of computational cost. Theorem 5.2 suggests some potential problems. Consider the previous example where the 9-dimensional subspaces capture the e target eigenvectors well, but not much of anything else. The reduced systems carry with them two subsystems. One is approximately \(\Lambda_e\), and the other of the form \(H^*\Lambda_e' H\) (in the notations of our theorems). If one is unlucky to have the eigenvalues of the second subsystem closely approximating some of the targets, convergence speed of target eigenvalues may be reduced to improvement of \(\gamma_{p+1}/\gamma_e\) per step, as opposed to \(\gamma_{p+1}/\gamma_e\)². More important, some of the eigenvectors may actually be wrong! The residual may not converge to zero. We illustrate this phenomenon in the next example. For simplicity, we use a real-valued simple eigenvalue problem of dimension 500. We place just one eigenvalue \(\lambda = 16\) in the middle of \([\lambda_-, \lambda_+] = [15, 17]\) but place two eigenvalues at \(15 - \zeta\) and \(17 + \zeta\) so that \(\rho(15 - \zeta) = \rho(17 + \zeta) = 2^{-9}\). The remaining 497 eigenvalues are randomly generated except at least a distance 3 away from \([15, 17]\). We set \(p = 2\) and thus the target eigenvalue should converge at least by \(2^{-9}\) per iteration, but usually at \(2^{-18}\) per step. We contrivedly start the iterations with two vectors, one close to the target eigenvector, and the other about the middle of the two eigenvectors associated with \(15 - \zeta\) and \(17 + \zeta\). That is, the Raleigh quotient with this vector is exactly 16. Table 6.7 illustrates the problem with a small gap between \(\Lambda_m\) and \(H^*\Lambda_m' H\). As exhibited there, one of the two eigenvalues of the reduced system converge to 16, albeit only improving by \(2^{-5}\) per step. Neither residual vector converges in any practical sense.

6.4. Multiple search intervals and splitting of clusters. Given several search intervals, FEAST can compute eigenpairs within a search interval totally independently. A natural use for this property is to split one large interval into several smaller ones, offering parallelism. As in Experiment 4.1 in [15], we apply this approach to the generalized Hermitian eigenvalue problem specified by the matrix pair bcsstk11 and bcsstm11 from Matrix Market. We set \(\mathcal{I}\) to \([0, 3.85 \times 10^7]\) and partition it into \(K\) equal-length (sub)intervals, \(K = 1, 2, 3, 4, 5, 10\). Table 6.8 summarizes the result.

In this next example, FEAST computes eigenpairs of two attaching intervals \([1, 2]\) and \([2, 3]\) of a complex Hermitian eigenvalue problem \((B = I)\) of dimension 500. A

\[http://math.nist.gov/MatrixMarket\]
Theorem 5.3 suggests that we can instead count the number of \( \lambda \) of computed eigenvalues of reduced systems that fall inside \( [1, 2] \) is valuable information; but guessing what that number is by counting the number of clusters of eigenvalues 2 \( \lambda \) and residual vectors to machine precision. We report the mutual orthogonality within one subinterval. More importantly, the residual vector is not really converging. The factor in Theorem is realistic. For this example, convergence will be restored to the perfect situation had \( p \) be set to 1.

### Table 6.7

| \( k \) | Number of equal-length partition of \([0, 3.85 \times 10^7]\) |
|-------|----------------------------------|
| 1     | \(5.3 \times 10^{-15} \)          |
| 2     | \(2.7 \times 10^{-14} \)          |
| 3     | \(2.5 \times 10^{-14} \)          |
| 4     | \(2.6 \times 10^{-14} \)          |
| 5     | \(2.8 \times 10^{-13} \)          |
| 6     | \(3.6 \times 10^{-13} \)          |

### Table 6.8

Matrix Market test problem using multiple search intervals. Each of the (sub)interval is computed with \( q = 16 \). At most 3 applications of \( \rho(M) \) were required for convergence for both eigenvalues and residual vectors to machine precision. We report the mutual \( B \)-orthonormality within one subinterval and across all subintervals: \( \text{orth}_{ij} \equiv \max_{\nu \neq j} \| x_{\nu}^* B_{\nu j} \| \) for all distinct computed eigenvectors from the \( k \)-th subinterval, \( k = 1, 2, \ldots, K \). The measure \( \text{orth}_{\text{all}} \) is defined similarly, except computed eigenvectors are drawn from all subintervals.

cluster of eigenvalues \( 2 \pm \ell \times 10^{-10}, \ell = 1, 2, \ldots, 5 \), is placed around 2. In addition, there are 5 eigenvalues randomly placed in each of the interiors: \([1.2, 1.8]\) and \([2.2, 2.8]\). The remaining 480 eigenvalues are placed randomly outside of \([1, 3]\) separated by a distance of at least 0.5. Although there are 10 eigenvalues in each of the two search intervals, any \( p \leq 15 \) is detected as small by Algorithm FEAST with Estimate as all \( \hat{B}_{(k)} \)'s eigenvalues are large, due to a large \( \gamma_{p+1} \). Both search intervals are handled with \( p = 16 \). In each search interval, all the associated spectrum together with the entire cluster, 15 eigenpairs in total, are obtained accurately in the sense of residuals at the level of machine roundoff by the fourth iteration.

We now number the 20 eigenvalues inside \([1, 3]\) from small to large. Denote the computed eigenpairs on the “left” and “right” intervals \([1, 2]\) and \([2, 3]\) by \( (\hat{\mu}_i, u_i), (\hat{v}_j, v_j), 1 \leq i \leq 15, \) and \( 6 \leq j \leq 20 \). Indices from 6 to 15 correspond to those of the eigenvalue cluster. Each of the two sets of 15 eigenvectors are mutually orthonormal. Table shows the orthogonality properties across intervals. The natural strategy in handling two intervals sharing a cluster is to adopt the complete set of eigenpairs for the cluster from just one of the two intervals: \( \{(\hat{\mu}_i, u_i)\}\leq i \leq 15\} \cup \{(\hat{v}_j, v_j)\}\leq j \leq 20\} \) or \( \{(\hat{\mu}_i, u_i)\}\leq i \leq 5\} \cup \{(\hat{v}_j, v_j)\}\leq j \leq 20\} \) or \( \{(\hat{\mu}_i, u_i)\}\leq i \leq 5\} \cup \{(\hat{v}_j, v_j)\}\leq j \leq 20\} \).

#### 6.5. Estimation of eigenvalue count.

The number of eigenvalues in \([\lambda_-, \lambda_+]\) is valuable information; but guessing what that number is by counting the number of computed eigenvalues of reduced systems that fall inside \([\lambda_-, \lambda_+]\) is an unsound practice. Theorem suggests that we can instead count the number of \( \hat{B} \)'s eigen-

\[
p = 2, \quad \frac{2}{\delta} = 2^{-9}
\]

| \( \min_{j=1,2} |\lambda_j - 16| \) | \( -18.45 \) | \( -27.46 \) | \( -37.60 \) | \( -47.42 \) | \( -46.00 \) | \( -46.42 \) | \( -46.00 \) | \( -46.19 \) |
| \( \min_{j=1,2} \|A\hat{\lambda}_j - \hat{\lambda}_j\| \) | \( -6.13 \) | \( -6.13 \) | \( -6.20 \) | \( -12.66 \) | \( -15.84 \) | \( -16.13 \) | \( -15.92 \) | \( -16.46 \) |

Convergence Hampered by Spurious Eigenvalues

Examine \( \log_2(\delta_k / \|A\|) \) at iterations \( k \)

| \( k \) | \( 1 \) | \( 2 \) | \( 3 \) | \( 4 \) | \( 5 \) | \( 6 \) | \( 7 \) | \( 8 \) |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| \( k \) | \( 1 \) | \( 2 \) | \( 3 \) | \( 4 \) | \( 5 \) | \( 6 \) | \( 7 \) | \( 8 \) |
We set eigenvalues of similar distribution to increase the chance of “spurious” eigenvalues.

more robust indication of $\lambda_i$ eigenvalues inside $[1, 2]$ and $[2, 3]$, each having 10 eigenvalues, but the middle 10 of these 20 eigenvalues are clustered around 2, five on the left and five to the right. With subspace dimension set to $p = 16$, computation on each search interval produced 15 accurate eigenpairs: the 10 eigenpairs belong to its assigned interval and the 5 clustering ones in its neighbor. We number the computed eigenpairs on $[1, 2]$ as $\mu_i, u_i$, $i = 1, 2, \ldots, 15$, and those on $[2, 3]$ as $\tilde{\mu}_i, \tilde{v}_i$, $j = 6, 7, \ldots, 15$. These examples illustrate the orthogonality properties of the computed eigenvectors. The first row examines the fundamental nature of sensitivity of eigenvectors of clustering eigenvalues.

Rows 2 and 3 show that one can adopt the entire cluster computed from either search interval to obtain a complete spectrum for $[1, 2] \cup [2, 3] = [1, 3]$.

splitting a cluster into two search intervals. FEAST is applied on two intervals $[1, 2]$ and $[2, 3]$, $p = 16$, computation on each search interval produced 15 accurate eigenpairs: the 10 eigenpairs belong to its assigned interval and the 5 clustering ones in its neighbor. We number the computed eigenpairs on $[1, 2]$ as $\mu_i, u_i$, $i = 1, 2, \ldots, 15$, and those on $[2, 3]$ as $\tilde{\mu}_i, \tilde{v}_i$, $j = 6, 7, \ldots, 15$. These examples illustrate the orthogonality properties of the computed eigenvectors. The first row examines the fundamental nature of sensitivity of eigenvectors of clustering eigenvalues.

Rows 2 and 3 show that one can adopt the entire cluster computed from either search interval to obtain a complete spectrum for $[1, 2] \cup [2, 3] = [1, 3]$.

In the following complex GHEP example of dimension 48, we generated 8 eigenvalues inside $[\lambda_- , \lambda_+] = [15, 17]$. We place on each side of $[\lambda_- , \lambda_+]$ 20 random eigenvalues of similar distribution to increase the chance of “spurious” eigenvalues.

We set $p$ to 12. Table 6.10 shows that the distribution of $\tilde{B}$’s eigenvalues is a much more robust indication of $\varepsilon$ than that of computed eigenvalues of reduced systems.

Along the same line, the next example in Table 6.11 shows that we can get an early indication that $p$ is set too small by the eigenvalues of $\tilde{B}(k)$. The example’s setting is similar to the previous one, except $p$ is set to 6, which is 2 less than the number of eigenvalues inside $[\lambda_- , \lambda_+] = [15, 17]$. The actual computed eigenvalues do not converge, which was to be expected.

**7. Conclusions.** We have shown that quadrature-based approximate spectral projectors are superb tools to be used with the standard subspace iteration method. This combination is the essence of the recently proposed FEAST algorithm and software ([21][22]). Our detailed analysis establishes FEAST’s convergence properties and shows how its robustness can be further enhanced as methods for counting target eigenvalues and detecting inappropriate subspace dimension are identified. Eigenproblems of large-and-sparse systems fit FEAST naturally as it can tolerate less-accurate solutions of linear systems, allowing the use of iterative linear solvers (see Example 3
be constructed by quadrature rules applied to the Cauchy integral corresponding to $\mu$. Right (or left) eigenspace as in [30] or on both eigenspaces ([4] or page 609). Iteration, however, is applicable to non-Hermitian problems, either focusing on the $\rho$ matrix and $X$ matrix and $\rho$’s spectrum. Then $\rho$’s accurate approximation to the characteristic function $\pi$ is by no means the only relevant property of an integrator suitable for FEAST. Investigation of other quadrature rules are worthwhile. One observation is that $|\pi| \ll 1$ for $\rho$’s spectrum. Then $\rho$’s accurate approximation to the characteristic function $\pi$ can be constructed by quadrature rules applied to the Cauchy integral corresponding to $\mathcal{C}$. For example, define the parametrization for ellipses (similar to Equation [3.2]):

$$\phi_{\alpha}(t) = \cos \left( \frac{\pi}{2} (1 + t) \right) + a \sin \left( \frac{\pi}{2} (1 + t) \right), \quad -1 \leq t \leq 3,$$

for a parameter $a$, $0 < a < \infty$. A parameter $a < 1$ corresponds to a flat ellipse, and $a > 1$, tall. One can construct a rational function $\rho(\mu)$ by applying a quadrature rule to $\pi(\mu)$ in Equation [3.3] with $\phi_{\alpha}(t)$ in place of $\phi(t)$. Because $A$’s spectrum can be complex, we need to study $\rho(\mu)$’s behavior for complex $\mu$. Figure 7.1 illustrates that indeed the quadrature approach is effective. While more rigorous analysis is needed, the above discussions, supported by positive early experimental results in [16], make the idea of a non-Hermitian FEAST credible.

On a different note, we have used Gauss-Legendre quadrature as our numerical integrator of choice for $\rho(\lambda)$’s accurate approximation to the characteristic function $\pi(\lambda)$ on $[\lambda_-, \lambda_+]$ (see Equation [3.1]). Nevertheless, accurate approximation of $\pi(\lambda)$ is by no means the only relevant property of an integrator suitable for FEAST. Investigation of other quadrature rules are worthwhile. One observation is that $|\rho(\lambda)|$ needs not approximate 1 very well on a large portion of $[\lambda_-, \lambda_+]$ and decay to zero outside of $[\lambda_-, \lambda_+]$ remarkably, both phenomena of which Gauss-Legendre possesses. It suffices to have, for example, $\rho(\lambda)$ fluctuates as long as $1^+ \geq \rho(\lambda) \geq \eta \gg 0$ on $[\lambda_-, \lambda_+]$ while keeping $|\rho(\lambda)|$ uniformly small outside $[\lambda_--\delta, \lambda_++\delta]$ for some small $\delta > 0$. Another observation is that it is valuable to have a quadrature rule that provides increasing accuracy by progressively adding more nodes (while maintaining the

| $j$ | $k = 2$ | $k = 3$ | $k = 4$ | $k = 5$ | $k = 6$ |
|-----|--------|--------|--------|--------|--------|
| 1   | 15.30888 | 15.30960 | 15.30709 | 15.30358 | 1.03473 |
| 2   | 15.53633 | 15.54323 | 15.54000 | 15.54067 | 1.01624 |
| 3   | 16.18678 | 16.21928 | 16.22838 | 16.23129 | 1.00012 |
| 4   | 16.54569 | 16.58401 | 16.58713 | 16.58817 | 0.99987 |
| 5   | 16.59844 | 16.63769 | 16.66165 | 16.66953 | 0.99871 |
| 6   | 16.81077 | 16.83859 | 16.85640 | 16.86408 | 0.74160 |

Table 6.11: Eigenvalue Count of $\hat{B}(k)$ to Judge $p$. In this example, there are $e = 8$ eigenvalues in $[\lambda_-, \lambda_+] = [15, 17]$. But $p$ is set too small at $p = 6$. Computed eigenvalues will not converge in general. This table illustrates that a too-small-$p$ can be detected by examining $\hat{B}(k)$’s eigenvalues as early as at the second iteration. The symptom is that none of $\hat{B}(k)$’s eigenvalues are less than 1/4.

Extension of the present work to non-Hermitian problems is a natural next step. Consider for now a simple non-Hermitian eigenvalue problem for a diagonalizable matrix $A$ with an eigendecomposition $A = X \Lambda Y^*$, $XY^* = I$, where $\Lambda$ is a diagonal matrix and $X$ is a set of right eigenvectors. ($Y$ is a set of left eigenvectors.) Hermitian FEAST is shown here to be subspace iteration with a special accelerator. Subspace iteration, however, is applicable to non-Hermitian problems, either focusing on the right (or left) eigenspace as in [30] or on both eigenspaces ([4] or page 609). Furthermore, our approximate spectral projector accelerator is applicable to non-Hermitian matrices as well: Suppose $\mathcal{C}$ is a simple region (e.g. an ellipse) containing a spectrum of interest. Let $\rho(\mu)$ be of the form $\sum_{k=1}^{\infty} \alpha_k/|\beta_k-\mu|$ where none of the $\beta_k$’s are in $A$’s spectrum. Then $\rho(A) = X \rho(\Lambda) Y^*$. Provided $|\rho(\lambda)| \approx 1$ for $\lambda \in \text{eig}(A) \cap \mathcal{C}$ and $|\rho(\mu)| \ll 1$ for $\lambda \in \text{eig}(A) \setminus \mathcal{C}$, $\rho(A)$ approximates the (right) spectral projector $X \rho(\Lambda) Y^*$. ($\rho^*(A)$ approximates the left spectral projector $Y \rho^*(\Lambda) X^*$.) The function $\rho(\mu)$ can be constructed by quadrature rules applied to the Cauchy integral corresponding to $\mathcal{C}$. For example, define the parametrization for ellipses (similar to Equation [3.2]):
Fig. 7.1. Let $\mu(r, t) = r[\cos(\frac{\pi}{2}(1 + t)) + ia\sin(\frac{\pi}{2}(1 + t))]$ for some fixed $a > 0$. Define $\eta(r)$ to be $\min |\rho(\mu(r, t))|$ for $0 \leq r \leq 1 - 0.01$, and $\max |\rho(\mu(r, t))|$ for $r \geq 1 + 0.01$. The function $\eta(r)$ serves as an indicator of $\rho(\mu)$’s behavior as an approximate spectral projector. The plot on the left shows $\rho(\mu)$’s behavior on the complex plane via $\eta(r)$ for Gauss-Legendre $q = 8$ on different elliptical shapes. The plot on the right shows $\rho(\mu)$’s behavior on a circular search region for Gauss-Legendre and Trapezoidal quadratures of several different degrees.

existing ones). This would require us to find an alternative to Gauss-Legendre. In short, opportunities for further work are ample.
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