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ABSTRACT Buildings’ achievable energy flexibility refers to the real load reduction amount in an incentive-based demand response (DR) event, which presents dynamic, subjective, and uncertain characteristics. It is different from the buildings’ theoretical energy flexibility, which refers to its physical load reduction potential during a certain time period and is static and certain. The former serves as a foundation in a DR aggregator’s market transaction strategy formulation process and thereby calls on the necessity of its accurate forecasting. However, most of the existing literature focuses on the latter one, which is not necessarily equal to the real achievable flexibility. Therefore, to help DR aggregators bid accurately in the ancillary service market, this paper proposes an achievable energy flexibility forecasting method for a building equipped with an integrated energy management system based on the decision tree model. The impact of gas-fired equipment on buildings’ achievable-energy-flexibility is also taken into account in the proposed method. The case study indicates that the proposed method exhibits promising performance in forecasting the achievable energy flexibility of a building.

INDEX TERMS Demand response aggregators, achievable energy flexibility, theoretical energy flexibility, forecasting, integrated energy management system.

Abbreviations:
DR Demand response.
IBDR Incentive-based DR.
ASM Ancillary service market.
CCHP Combined cooling, heating, and power systems.

Indexes:
l Index of samples in the testing set.
k Index of IBDR events.
t Index of timeslots.

Parameters:
r^e The electricity price.
r^g The natural gas price.

Inc The economic incentive of unit load reduction in IBDR events.
P^t_{grid,baseline} The baseline load of the building.
\eta^e_{CCHP} The efficiency of the CCHP to produce electricity.
\eta^h_{CCHP} The efficiency of the CCHP to produce heat.
G^\text{min}_{CCHP} The minimum gas consumption of the CCHP.
G^\text{max}_{CCHP} The maximum gas consumption of the CCHP.
\eta_{EC} Heat production efficiency of the electric air conditioner.
P_{\text{min EC}} P_{\text{max EC}} The minimum and maximum power of the electric air conditioner.
\eta^f_{B, ch} Charging efficiency of the battery.
The heat conduction area of the building.

variables:

- $\eta_{B,\text{dch}}$: Discharging efficiency of the battery.
- $\text{Cap}_B$: The capacity of the battery.
- $\text{SOC}^\text{min}_B$: The minimum SOC of the battery.
- $\text{SOC}^\text{max}_B$: The maximum SOC of the battery.
- $P_{\text{min},\text{dch}}$: The minimum discharging power of the battery.
- $P_{\text{max},\text{dch}}$: The maximum discharging power of the battery.
- $P_{\text{min},\text{ch}}$: The minimum charging power of the battery.
- $P_{\text{max},\text{ch}}$: The maximum charging power of the battery.
- $\eta^\text{t}_\text{tan,}\text{ch}\eta^\text{t}_\text{tan,}\text{dch}$: Heat storage and release efficiency of the thermal storage tank.
- $\text{Cap}_\text{tan}_k$: The capacity of the thermal storage tank.
- $\text{SOC}^\text{min}_\text{tan}_k$: The minimum heat storage state of the thermal storage tank.
- $\text{SOC}^\text{max}_\text{tan}_k$: The maximum heat storage state of the thermal storage tank.
- $Q_{\text{min},\text{tan,}\text{ch}}$: The minimum thermal power storage of the thermal storage tank.
- $Q_{\text{max},\text{tan,}\text{ch}}$: The maximum thermal power storage of the thermal storage tank.
- $Q_{\text{min},\text{tan,}\text{dch}}$: The minimum thermal release power of the thermal storage tank.
- $Q_{\text{max},\text{tan,}\text{dch}}$: The maximum thermal release power of the thermal storage tank.
- $M_{\text{air}}$: The mass of the air in the building.
- $C_{\text{Pair}}$: The specific heat capacity of the air in the building.
- $R$: The equivalent thermal resistance of the building.
- $S$: The heat conduction area of the building.
- $\theta^\text{t}_\text{out}$: The outdoor temperature of the building.
- $P_{\text{grid}}^t$: The actual electrical load of the building.
- $G_{\text{CCHP}}^t$: The gas consumption of the CCHP.
- $P_{\text{CCHP}}^t$: The electricity generation of the CCHP.
- $Q_{\text{CCHP}}^t$: The heat generation of the CCHP.
- $X^t_{\text{CCHP}}$: A binary variable that indicates the CCHP is on or off.
- $Q_{\text{EC}}^t$: Heat generated by the electric air conditioner.
- $P_{\text{EC}}^t$: The power of the electric air conditioner.
- $X^t_{\text{EC}}$: A binary variable that indicates the electric air conditioner is on or off.
- $\text{SOC}_B^t$: The battery’s State-of-Charge.
- $P_{\text{B,}\text{ch}}^t$: The power of the battery charging.
- $P_{\text{B,}\text{dch}}^t$: The power of the battery discharging.
- $\text{SOC}^\text{t}_\text{tan}$: Heat storage state of the thermal storage tank.
- $Q_{\text{tan,}\text{ch},\text{ch}}^t$: Heat storage power of the thermal storage tank.
- $Q_{\text{tan,}\text{dch},\text{dch}}^t$: Heat release power of the thermal storage tank.
- $\theta^\text{t}_\text{in}$: The indoor temperature of the building.
- $Q^t$: The heat demand of the HVAC system.

I. INTRODUCTION

A. BACKGROUND AND MOTIVATION

Demand response (DR) takes advantage of variable electricity prices (price-based DR) or economic incentives (incentive-based DR, IBDR) to motivate changes in electricity usage of demand-side flexible resources [1], [2]. It could achieve a similar effect in maintaining the dynamic supply and demand balance with respect to the generation side but is more economical, rapid, and environmentally friendly. Therefore, DR has gained increasing attention in an environment that the generation side becomes less stable and predictable due to the large-scale integration of the variable renewable energy sources.

With the deepening reform of the electricity market, demand-side flexible resources, including industrial, commercial [3], [4], and residential customers [5], [6], are endowed with the ability to participate in the market transaction process, for example, the ancillary service market (ASM) [7], [8]. Among all the flexible providers, buildings take an indispensable part, which accounts for more than 70% of the total electricity consumption in the United States and 90% in Hong Kong [9]. Buildings could achieve electricity consumption reduction through the utilization of structural thermal mass [10], [11], heat pumps [12], [13], electric heaters [14], thermal energy storage tanks [15], batteries [16], electric vehicles [17], and so on. In addition, buildings equipped with an integrated energy management systems can reduce their electricity consumption by the utilization of gas-fired equipment (such as combined cooling, heating, and power systems, CCHP). According to a DR operation report of PJM, the contribution of buildings to load reduction in IBDR events is 53 times more than that of residences [18].

However, a single building is not eligible to directly participate in the ASM because of its relatively small flexibility compared to the large market access threshold [19], [20]. This reality gives birth to the DR aggregator, who gathers small-scale flexibility from the demand-side resources and provides them access to participate in the ASM mediately [21]. The whole transaction process of the DR aggregator is shown in Fig. 1, which can be summarized as follows: In an IBDR program, the DR aggregator firstly aggregates
multiple individual buildings by signing IBDR contracts with them. Then, it will estimate the flexibility these customers (i.e., the buildings they aggregate) could provide, based on which it submits a bid (load reduction commitments) in the ASM. If the bid is accepted and cleared by the market operator, the DR aggregator needs to implement an IBDR program to reduce its customers’ electricity consumption, for achieving the promised load reduction amount in its bid. If the real load reduction in the IBDR event is close to the promised DR amount in its bid, it will be rewarded by the ASM operator for the provided DR service. On the contrary, if the DR provision could not be fulfilled, the DR aggregator would face a penalty. Besides, if the actual DR amount is much larger than the bidding amount, the excess would not be compensated and the profit of the DR aggregator will also be affected [22], [23]. Therefore, it is necessary for a DR aggregator to accurately forecast the flexibility of its customers in an IBDR event before bidding in the ASM.

**FIGURE 1.** The schematic diagram of DR aggregators.

It is worth emphasizing that the aforementioned ‘flexibility’ refers to the buildings’ achievable energy flexibility. It is different from the theoretical energy flexibility, which comprises the overall (i.e., all facilities and devices) consumers’ potential suitable for DR and can be obtained by analyzing the technical constraints of the building. It is static and deterministic [24]. Nevertheless, the buildings’ achievable energy flexibility is defined as the achievable DR potential that takes into account the technical restrictions (e.g., the shifting time, duration, and the number of interruptions), the economic factors (e.g., DR investments and operational cost), and also psychological factors (e.g., consumers’ attitude toward load reduction and financial reward) [25]. In other words, it is the real load reduction amount in an incentive-based DR event and presents a dynamic, subjective, and uncertain characteristic due to the various willingness of the customers [26]. The achievable energy flexibility is not necessarily equal to the building’s theoretical energy flexibility. For example, the achievable energy flexibility of a building may be zero when the customer is unwilling to respond, even if the theoretical energy flexibility of the building is greater than zero [27]. Hence, it is the achievable energy flexibility that lays the foundation of the aggregator’s bidding process. Therefore, this paper aims at the accurate forecast of the buildings’ achievable energy flexibility and provides a reference for the aggregator when bidding in the ASM.

**B. RELATED WORK**

Literature review about the DR flexibility evaluation has been extensively performed along with the last years addressing different aspects of the field. Some studies focus on quantifying the energy flexibility of different types of buildings that are equipped with different types of energy components. For instance, research [28] introduced a method that allows the assessment of the energy flexibility performance of buildings equipped with electrically driven heating and cooling systems. The research in [29] introduced an energy flexibility quantification framework applicable to various energy systems commonly found in office buildings (i.e., lights, heating, ventilation, and air conditioning systems). In [30], a methodology to assess the energy flexibility of residential buildings equipped with heat pumps, renewables, thermal and electrical storage systems was presented. Authors in [31] reviewed the relevant literature at the time and compared the robustness and applicability of different energy flexibility indicators in literature, and similar work was also done in literature [32]. Unlike most studies that focus on individual buildings, the energy flexibility potential of apartment building clusters was estimated by literature [33].

Moreover, some research works put forward the quantification methods of buildings’ energy flexibility and further carry out the sensitivity analysis of the quantification results. For instance, research [34] quantified the energy flexibility of buildings during a certain time period under different scenarios (different starting times, duration, building characteristics, and weather conditions). The research in [35] shows that the reduction and increase capacity of the cooling load in buildings relies heavily on the climate zone, the length of the pre-cooling period, and the pre-cooling set point. In addition, the effect of modulating the indoor temperature set point on the buildings’ operational flexibility is investigated in [36], [37]. The influence of different electricity prices on the buildings’ energy flexibility quantification is investigated in [38], [39], among which the former focuses on an individual building while the latter concentrates on the building-group-level.

Another aspect is, building-integrated energy management systems [40], [41] that use mixed input energy sources such as natural gas and electricity to satisfy the buildings’ multi-energy needs (electricity, heat, cooling, etc.) have been widely employed in various types of buildings in recent years. The energy flexibility of these buildings depends not only on the electrical components but also on the gas components, which has been overlooked in the previous literature.

In summary, most of the existing literature focuses on quantifying the theoretical energy flexibility of a building’s electrical sector. These studies are of great significance for DR aggregators to identify and recruit buildings with high...
energy flexibility, but they are not competent for assisting the DR aggregator in accurately bid in the ASM and the flexibility from the gas sector is neglected. Since what the DR aggregator need is the information of the building’s achievable energy flexibility rather than its theoretical energy flexibility. Therefore, it is necessary to carry out works focusing on the achievable energy flexibility forecasting of a building with an integrated energy management system so as to better assist the DR aggregator in its transaction process.

C. CONTRIBUTIONS AND PAPER FRAMEWORK
Based on this context, this paper tries to answer the following questions: 1) How would the electricity and gas system couple with each other in an IBDR event? 2) How can the achievable energy flexibility of a building with an integrated energy management system be accessed? To answer these questions, a more comprehensive analysis is necessary, which not only helps to evaluate the extent to which the electricity- and gas- supply loads contribute in an IBDR event, but also to determine the building’s achievable energy flexibility that serves as a significant reference for the aggregator. Overall, the contributions of this paper can be summarized as follows:

(1) Aiming at a building integrated with an integrated energy management system, an achievable energy flexibility forecasting method is proposed based on feature selection and the decision tree algorithm, which takes into account the impact of gas-fired equipment (such as combined cooling, heating, CCHP, etc.) on buildings’ achievable energy flexibility.

(2) The achievable energy flexibility is distinguished from the theoretical energy flexibility in terms of definition and their role in the aggregator’s bidding process.

(3) The performance of the proposed methodology is verified by comparing it with the other five methods under different scenarios, including different baseline load estimation methods and different historical data lengths.

The remainder of this paper is structured as follows. Section II mathematically describes the proposed achievable energy flexibility forecasting method and presents its overall framework and implementing process. Case studies are carried out in Section III, followed by the sensitivity analysis. Finally, Section IV draws together the main conclusions and key findings of this paper.

II. METHODOLOGY
A. OVERVIEW OF THE METHODOLOGY
The schematic diagram of the achievable energy flexibility (hereinafter referred to as energy flexibility) of a building studied in this paper is illustrated as Fig. 2. Calculating the energy flexibility of a building under an IBDR event requires the information that the actual electricity consumption of the building in this IBDR event and the electricity that would have been consumed by the building in the absence of this IBDR event (which is generally referred to as baseline load) [42], [43]. When the baseline load is defined, the energy flexibility of a building studied in this paper can also be defined as the deviation between the building’s actual load and the baseline load under an IBDR.

To forecast the energy flexibility of a building, the suggested methodology is illustrated in Fig. 3. The methodology starts from collecting the historical electricity load data of a building which has been exposed to a variety of IBDR...
events (different days, different incentives). The building is equipped with an integrated energy management controller. More on this step are given in Subsection B of Section 2.

The second step is to divide the electricity load data of the building into the load data under IBDR events and the load data without IBDR events. Then, a baseline estimation method is adopted to estimate the building’s baseline load based on the load data without IBDR events. More on baseline estimation can be found in Subsection C of Section 2.

Once the baseline profiles and the actual load profiles of the building in each historical IBDR event are obtained, a set of energy flexibility data of the building can be computed according to the formula in Subsection D of Section 2. Then, it is necessary to collect the data of features that affect the energy flexibility of the building, and establish the one-to-one correspondence between the energy flexibility data and the feature data. The details of the features are described in the Subsection E of Section 2.

Finally, a machine learning algorithm is employed as the forecasting algorithm to structure a building energy flexibility forecasting model. The feature data and the energy flexibility data are used as the input and output of the machine learning algorithm for model training and testing, respectively. The details of this step are given in Subsection F of Section 2.

B. LOAD DATA COLLECTION

For the targeted building which is equipped with an integrated energy management controller, its electricity consumption is determined by the controllers. Therefore, a typical building integrated energy management model [18] is adopted in this paper to simulate the electricity load data of the targeted building. The energy flow of the targeted building in winter is presented in Fig. 4.

1) OBJECTIVE FUNCTION

The optimization objective of the building integrated energy management model is to minimize the building’s energy costs, which comprises the electricity bills, gas bills and the economic rewards obtain from IBDR events, as shown in Eq. (1).

$$
\min C = \sum_{t \in T} P_{grid}^t \cdot \Delta t \cdot r_e^t + \sum_{t \in T} G_{CCHP}^t \cdot \Delta t \cdot r_g^t - \sum_{t \in TD} (P_{grid,baseline}^t - P_{grid}^t) \cdot \Delta t \cdot Inc
$$

where $P_{grid}^t$, $G_{CCHP}^t$, and $P_{grid,baseline}^t$ represent the actual electrical load of the building, the gas consumption of the CCHP, and the baseline load of the building, respectively. $r_e^t$, $r_g^t$ and Inc denote the electricity prices, nature gas prices and the economic incentive of unit load reduction in IBDR events. $T = \{t|1, 2, \ldots, T\}$ is the set of timeslots in a day, and $TD = \{t|\text{start}, \ldots, \text{end}\}$ is the set of timeslots in an IBDR event.

To reduce the complexity of describing the building integrated energy management model, for each component, a black-box approach is used to capture its energy conversion relationship and energy conversion efficiency. In this paper, the units of electricity, gas and heat are all kW.

2) CONSTRAINTS OF THE CCHP

The electricity ($P_{CCHP}^t$) and heat ($Q_{CCHP}^t$) generation of the CCHP are computed as Eq. (2)-(3), where $G_{CCHP}^t$ is the is gas consumed by the CCHP at timeslot $t$, $\eta_{CCHP}^e$ and $\eta_{CCHP}^g$ are the heat and electricity production efficiency of the CCHP.

The operation range of the CCHP is shown in Eq. (4), where $X_{CCHP}^t$ is a binary variable that represents the on/off state of the CCHP. It indicates that the CCHP is running and 0 otherwise.

$$
P_{CCHP}^t = G_{CCHP}^t \cdot \eta_{CCHP}^e \forall t
$$

$$
Q_{CCHP}^t = G_{CCHP}^t \cdot \eta_{CCHP}^g \forall t
$$

$$
X_{CCHP}^t \cdot G_{CCHP}^t \leq X_{CCHP}^t \cdot G_{CCHP}^t \leq X_{CCHP}^t \cdot G_{CCHP}^\text{max} \quad \forall t
$$

3) CONSTRAINTS OF THE ELECTRICITY AIR CONDITION

It is assumed that the air conditioner in the building works at the heating mode in winter. The heat ($Q_{EC}^t$) generated by the air conditioner could be calculated based on the electricity consumption ($P_{EC}^t$) and the heat production efficiency ($\eta_{EC}$), as shown in Eq. (5). The power range of the air conditioner is shown in Eq. (6), where $X_{EC}^t$ is a binary variable that indicates the on/off state of the air conditioner. The maximum and minimum power of the air conditioner are represented by $P_{EC}^\text{max}$ and $P_{EC}^\text{min}$.

$$
Q_{EC}^t = P_{EC}^t \cdot \eta_{EC} \quad \forall t
$$

$$
X_{EC}^t \cdot P_{EC}^\text{min} \leq X_{EC}^t \cdot P_{EC}^t \leq X_{EC}^t \cdot P_{EC}^\text{max} \quad \forall t
$$

4) CONSTRAINTS OF THE BATTERY

Let $P_{B,ch}^t$ and $P_{B,dch}^t$ represent the charging and discharging power of the building’s battery at timeslot $t$, and SOC$_B^t$ denotes the battery’s State of Charge (SOC). The constraints of the battery include SOC constraints shown in Eq. (7)-(9) and charge/discharge power constraints shown in Eq. (10)-(12), where $Cap_B$, $\eta_{B,ch}^t$, $\eta_{B,dch}^t$, $Cap_B$ are the capacity, charging efficiency, discharging efficiency of the battery. Equation (7) represents the coupling relationship of SOC in consecutive periods. Equation (8) limits the discharge depth and guarantees that the battery is not overcharged. Constraint (9) enforces same SOC state at the end of a scheduling cycle as the initial value to facilitate daily operation. Equation (10)-(11) bound the power range that the batteries could be charged/discharged. Equation (12) means that the battery cannot be charged and discharged at the same time.

$$
SOC_{B}^{t+1} = SOC_{B}^t + \frac{P_{B,ch}^t \cdot \eta_{B,ch}^t \cdot \Delta t}{Cap_B} - \frac{P_{B,dch}^t \cdot \Delta t}{\eta_{B,dch}^t \cdot Cap_B} \quad \forall t
$$

$$
SOC_{B}^{\text{min}} \leq SOC_{B}^t \leq SOC_{B}^\text{max} \quad \forall t
$$

$$
SOC_{B}^t = SOC_{B}^1 \quad \forall t
$$
5) CONSTRAINTS OF THE THERMAL STORAGE TANK

The thermal storage tanks use water as a medium for heat. The constraints of the building’s thermal storage tank are similar to those of batteries, as shown in Eq. (13)-(17), where \( Q_{ch}^t \) and \( Q_{dch}^t \) represent the heat of the tank charging/discharging at timeslot \( t \). The capacity and state of the tank are represented by \( \text{Cap}_{tan}^t \) and \( \text{SOC}_{tan}^t \).

\[
\begin{align*}
\text{SOC}_{tan}^{t+1} &= \text{SOC}_{tan}^t + \frac{Q_{tan,k,\text{ch}}^t \cdot \eta_{tan,k,\text{ch}}^t \cdot \Delta t}{\text{Cap}_{tan}^t} \\
&\quad - \frac{Q_{tan,k,dch}^t \cdot \Delta t}{\eta_{tan,k,dch}^t \cdot \text{Cap}_{tan}^t} \quad \forall t \tag{13}
\end{align*}
\]

\[
\begin{align*}
\text{SOC}_{min}^t \leq \text{SOC}_{tan}^t \leq \text{SOC}_{max}^t \quad \forall t \tag{14}
\end{align*}
\]

\[
\begin{align*}
Q_{\text{min}}^t \leq Q_{tan,k,\text{ch}}^t \leq Q_{\text{max}}^t \quad \forall t \tag{15}
\end{align*}
\]

\[
\begin{align*}
Q_{\text{min}}^t \leq Q_{tan,k,dch}^t \leq Q_{\text{max}}^t \quad \forall t \tag{16}
\end{align*}
\]

\[
\begin{align*}
Q_{\text{ch}}^t \cdot Q_{\text{dch}}^t = 0 \quad \forall t \tag{17}
\end{align*}
\]

6) CONSTRAINTS OF THE HVAC SYSTEM

The heat demand of the heating, ventilation, and air conditioning system (HVAC) in the building can be adjusted in order to reduce electricity consumption in an IBDR event. This paper employs a linearized model [44] to describe the HVAC system, as formulated in (18)-(20), where \( \theta_{\text{in}}^t \) and \( \theta_{\text{out}}^t \) are the indoor and outdoor temperature of the building, \( M_{\text{air}}^t \) and \( C_{\text{air}}^t \) denote the mass and the specific heat capacity of the air in the building, \( R \) and \( S \) represent the equivalent thermal resistance and the heat conduction area of the building. The heat demand \( \left( Q' \right) \) of the HVAC system can be supplied by the CCHP, the air conditioner and the thermal storage tank, which could be shown in Eq. (19). Inequality Eq. (20) ensures that the indoor temperature is within the occupants’ acceptable range when adjusting the heat demand. The maximum and minimum allowable indoor temperature \( \theta_{\text{in}}^\text{max} \), \( \theta_{\text{in}}^\text{min} \) depend on the habits and response willingness of the occupants.

\[
\begin{align*}
\theta_{\text{in}}^{t+1} &= \theta_{\text{in}}^t + \frac{S \cdot (\theta_{\text{in}}^t - \theta_{\text{out}}^t) + Q' \cdot \Delta t}{M_{\text{air}}^t \cdot C_{\text{air}}^t} \quad \forall t \tag{18}
\end{align*}
\]

\[
\begin{align*}
Q' &= Q_{\text{CCHP}}^t + Q_{\text{EC}}^t + Q_{tan,k}^t \quad \forall t \tag{19}
\end{align*}
\]

\[
\begin{align*}
\theta_{\text{in}}^\text{min} \leq \theta_{\text{in}}^t \leq \theta_{\text{in}}^\text{max} \quad \forall t \tag{20}
\end{align*}
\]

7) ELECTRICITY BALANCE OF THE BUILDING

The electricity consumed by the air conditioner, the battery, and the other uncontrollable electricity load should be equal to the electricity provided by the electricity retailer, the CCHP and the battery, as shown in Eq. (21).

\[
\begin{align*}
P_{\text{grid}}^t + P_{\text{CCHP}}^t + P_{\text{B,\text{dch}}}^t &= P_{\text{B,\text{ch}}}^t + P_{\text{EC}}^t + P_{\text{UNC}}^t \quad \forall t \tag{21}
\end{align*}
\]

C. BASELINE LOAD ESTIMATION

In order to obtain the energy flexibility data of the targeted building in historical IBDR events, it is necessary to get the baseline load of the targeted building in these IBDR events. However, once the targeted building participates in an IBDR event, its baseline load would no longer exists in reality and thus cannot be obtained by smart meter measurement. Therefore, its baseline load under each IBDR event should be accurately estimated.

In recent years, machine learning algorithms such as Multiple Linear Regression, Support Vector Regression, Artificial Neural Network, Random Forests and so on have been increasingly used in baseline load estimation. The classical artificial neural network is employed in this article to estimate the baseline load of the targeted building due to its excellent performance in many applications [45], as shown in Fig. 5. Firstly, the neural network model is trained by multiple groups of input data and output data which are constructed by the load data of the building without DR, so that the neural network model can learn the load change rule of the building without DR. When estimating the baseline load of the building at timeslot \( t \) on a certain day (denoted as day \( Y \)), the non-DR load data of the building at timeslot \( t \) in the previous \( k \) days is used as input data, and the trained model can give the estimated non-DR load at timeslot \( t \) on day \( Y \), that is, the estimated value of the baseline load of the building at timeslot \( t \) on day \( Y \).

D. ENERGY FLEXIBILITY CALCULATION

After obtaining the targeted building’s baseline load and actual load at each time point of each DR event, a series of energy flexibility data of the building can be calculated,
as shown in (22).
\[
\text{Flex}^{k,t} = P_{\text{grid,baseline}}^{k,t} - P_{\text{grid}}^{k,t} \quad \forall t \in TD_k, \forall k \in K
\]  

(22)

Let \( K = \{k|1, 2, \ldots, K\} \) denote the set of IBDR events that the targeted building participated, and \( TD_k = \{t|t_{k,\text{start}}, \ldots, t_{k,\text{end}}\} \) is the set of timeslots for IBDR event \( k \), where \( \text{Flex}^{k,t}, P_{\text{grid,baseline}}, P_{\text{grid}} \) are the building’s energy flexibility, baseline load, actual load at timeslot \( t \) of IBDR event \( k \). The total amount of energy flexibility data of the building is \( |TD_1 \cup TD_2 \ldots \cup TD_K| \).

E. FEATURE SELECTION

The feature data will be used as the input to forecast the building’s energy flexibility. Therefore, the selection of proper features that can affect the energy flexibility of the building is of great significance to realize an accurate energy flexibility forecasting. The following requirements should be taken into account when selecting features:

1) The features should affect the energy flexibility of the building
2) The data of the features should be easy enough for DR aggregators to obtain in practice.
3) The impact of gas consumption on the building’s energy flexibility should be taken into account.

Therefore, in order to forecast the building’s energy flexibility at DR timeslot \( t \), the following features are selected as the input features of the forecasting model. 1) Prediction time, that is timeslot \( t \). 2) The building’s baseline load at timeslot \( t \). 3) Outdoor temperature at timeslot \( t \). 4) Average outdoor temperature of the day. 5) Electricity price at timeslot \( t \). 6) Natural gas price at timeslot \( t \). 7) The incentive of the DR event. 8) The duration of this DR event.

F. BUILDING ENERGY FLEXIBILITY FORECASTING MODEL

After the acquisition of the energy flexibility dataset and corresponding features’ dataset, they are used as output data and input data respectively to train a building energy flexibility forecasting model. The complex nonlinear mapping relationship between the energy flexibility of the building and the corresponding features will be established by the forecasting model during the training process. After the forecasting model is trained, as long as the feature data of the predicted time point is input, the forecasting model can output the building’s energy flexibility of the predicted time point. The overall forecasting framework is shown in Fig. 6.

Decision tree model [46] is one of the machine learning algorithms. In this paper, a decision tree is used as the forecasting algorithm to structure the building energy flexibility forecasting model. Fig. 7 shows an example of a trained decision tree model. As shown in Fig. 7, a trained decision tree model consists of a root node (orange box), several internal nodes (blue boxes) and several leaf nodes (green boxes). Each root node and internal node corresponds to a question, and each leaf node contains a decision result. For a given input instance, the trained decision tree model will use the questions of the root node or internal nodes to test the input instance, and then assign the input instance to the internal nodes of the next layer based on the test result. This process is repeated until the input instance reaches a leaf node, and the decision result contained in this leaf node is the output of the decision tree model.

When building owners participate in IBDR, various questions will arise in their minds to judge the external information / conditions and then they make final decisions based on the judgment results. In other words, the mapping relationship between the features and the energy flexibility of buildings is constituted by a series of test questions of the building owners. Decision trees establish the complex mapping
relationship between input and output by constructing a series of test questions. Therefore, decision trees are suitable for learning the mapping relationship between the features and the energy flexibility of buildings.

In this paper, four common error metrics, i.e., absolute percent error (APE), mean absolute percent error (MAPE), mean absolute error (MAE), and root mean square error (RMSE) are used to evaluate the forecasting accuracy of the building energy flexibility forecasting model structured in this paper, which are defined as follows.

\[
\text{APE} = \frac{|F_{\text{actual}}^l - F_{\text{forecasting}}^l|}{F_{\text{actual}}^l} \times 100\% \tag{23}
\]

\[
\text{MAPE} = \frac{1}{L} \sum_{l=1}^{L} \left( \frac{|F_{\text{actual}}^l - F_{\text{forecasting}}^l|}{F_{\text{actual}}^l} \right) \times 100\% \tag{24}
\]

\[
\text{MAE} = \frac{1}{L} \sum_{l=1}^{L} |F_{\text{actual}}^l - F_{\text{forecasting}}^l| \tag{25}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{L} \sum_{l=1}^{L} \left( \frac{F_{\text{actual}}^l - F_{\text{forecasting}}^l}{F_{\text{actual}}^l} \right)^2} \tag{26}
\]

where \(F_{\text{actual}}^l\) and \(F_{\text{forecasting}}^l\) are the actual and the forecasted energy flexibility of the studied building, respectively. \(L\) is the number of samples in the testing set. The smaller the value of the error metrics, the higher the accuracy of the forecasting model.

### III. CASE STUDY

#### A. SIMULATION SETTINGS

A typical building located in Lanzhou, Gansu Province, China, is chosen as the target of this paper to validate the proposed methodology. The parameters of the building are listed in Table 1. The proposed methodology begins with the electricity load data collecting, including the load data with and without IBDR events. The non-DR load data of the building in two years (2018 to 2019) is collected firstly. Then, 120 virtual IBDR events which are randomly posted on different days in these two years are set up for the building. The load data of the building in IBDR events is speculated by the building integrated energy management model. The start time, duration, and incentive of each IBDR event are random but within a certain range, as shown in Table 2.

It is worth mentioning that this step is unnecessary if the building’s real-world load data under IBDR events can be obtained. The electricity and gas price are 0.029$/kWh and 0.113$/kWh in 2018, and changed to 0.042$/kWh and 0.106$/kWh in 2019 [47]–[49].

In order to prove the superiority of the proposed method, five benchmark methods are introduced to make a comparison with the proposed method, listed as follows.

1) **Proposed Method**: The decision tree method is used as the forecasting algorithm. The input features are shown in Section II.

2) **Benchmark A1**: A typical nonlinear regression algorithm, neural network, is used as the forecasting algorithm. The input features are the same as those in A0.

3) **Benchmark A2**: A typical linear regression algorithm, ridge regression, is used as the forecasting algorithm. The input features are the same as those in A0.

4) **Benchmark B0**: A decision tree method that has the same parameters as that in A0 is employed, while the natural gas prices are not included in its input features.

5) **Benchmark B1**: A neural network that has the same parameters as that in A1 is employed, while the natural gas prices are not included in its input features.

6) **Benchmark B2**: A ridge regression that has the same parameters as that in A2 is employed, while the natural gas prices are not included in its input features.

#### B. SIMULATION RESULTS

Table 3 presents the performance of the proposed energy flexibility forecasting models compared with the other five benchmark methods, and the best results are marked as bold. Comparing the proposed method with the benchmark method A1 and A2, it can be found that the values of all error metrics of the proposed method are smaller, that is, the forecasting accuracy of the proposed method is higher. The comparison results prove that the decision tree algorithm is more suitable to forecast the building energy flexibility than the neural

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \(\eta_{\text{GB}}\) | 0.3 | \(\eta_{\text{m,k,1h,11h}}\) | 0.95/0.95 |
| \(\eta_{\text{GB}}\) | 0.35 | \(\eta_{\text{m,k,1h,11h}}\) | 6000(kWh) |
| \(G_{\text{GB}}^{\text{total,max}}\) | 300/2000(kW) | \(SOC_{\text{GB}}^{\text{total,max}}\) | 0/1 |
| \(\eta_{\text{EC}}\) | 3.5 | \(G_{\text{EC}}^{\text{total,min}}\) | 0/1800(kW) |
| \(I_{\text{EC}}\) | 0/2000(kW) | \(Q_{\text{EC}}^{\text{total.min}}\) | 0/1800(kW) |
| \(\eta_{\text{b,1h,11h}}\) | 0.99/0.99 | \(M_{\text{ap}}\) | 414(t) |
| \(C_{\text{ap}}\) | 1000(kWh) | \(C_{\text{ap}}\) | 1000 |
| \(SOC_{\text{GB}}\) | 0.1/1 | \(CP_{\text{ap}}\) | (kJ/kg*K) |
| \(I_{\text{GB}}\) | 0/200(kW) | \(R\) | 0.3 |
| \(I_{\text{GB}}\) | 0/200(kW) | \(S\) | 29600(m²) |

| Method | MAPE(%) | MAE(kWh) | RMSE(kWh) |
|-------|---------|----------|-----------|
| Proposed method | 8.2 | 55.717 | 139.211 |
| Benchmark A1 | 16.4 | 127.561 | 173.052 |
| Benchmark A2 | 15.2 | 109.134 | 141.614 |
| Benchmark B0 | 11.2 | 70.741 | 169.175 |
| Benchmark B1 | 17.4 | 139.187 | 177.584 |
| Benchmark B2 | 15.9 | 125.558 | 178.723 |

| TABLE 1. Parameters of the building. |
|---|
| **Parameter** | **Value** | **Parameter** | **Value** |
| \(\eta_{\text{GB}}\) | 0.3 | \(\eta_{\text{m,k,1h,11h}}\) | 0.95/0.95 |
| \(\eta_{\text{GB}}\) | 0.35 | \(\eta_{\text{m,k,1h,11h}}\) | 6000(kWh) |
| \(G_{\text{GB}}^{\text{total,max}}\) | 300/2000(kW) | \(SOC_{\text{GB}}^{\text{total,max}}\) | 0/1 |
| \(\eta_{\text{EC}}\) | 3.5 | \(G_{\text{EC}}^{\text{total,min}}\) | 0/1800(kW) |
| \(I_{\text{EC}}\) | 0/2000(kW) | \(Q_{\text{EC}}^{\text{total.min}}\) | 0/1800(kW) |
| \(\eta_{\text{b,1h,11h}}\) | 0.99/0.99 | \(M_{\text{ap}}\) | 414(t) |
| \(C_{\text{ap}}\) | 1000(kWh) | \(C_{\text{ap}}\) | 1000 |
| \(SOC_{\text{GB}}\) | 0.1/1 | \(CP_{\text{ap}}\) | (kJ/kg*K) |
| \(I_{\text{GB}}\) | 0/200(kW) | \(R\) | 0.3 |
| \(I_{\text{GB}}\) | 0/200(kW) | \(S\) | 29600(m²) |

| TABLE 2. Parameters of the DR events. |
|---|
| **Incentive ($/kWh)** | **Time** |
| 0.3, 0.4, 0.5 | 17:00-18:00; 18:00-19:00-017; 00-19:00 |

| TABLE 3. The forecasting errors of different methods. |
|---|
| **Method** | **MAPE(%)** | **MAE(kWh)** | **RMSE(kWh)** |
| Proposed method | 8.2 | 55.717 | 139.211 |
| Benchmark A1 | 16.4 | 127.561 | 173.052 |
| Benchmark A2 | 15.2 | 109.134 | 141.614 |
| Benchmark B0 | 11.2 | 70.741 | 169.175 |
| Benchmark B1 | 17.4 | 139.187 | 177.584 |
| Benchmark B2 | 15.9 | 125.558 | 178.723 |
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FIGURE 8. Comparison of the forecasted and actual values. (a) proposed method. (b) Benchmark method A1. (c) Benchmark method A2.

FIGURE 9. The distribution of APE of the proposed method, the Benchmark method A1, and the Benchmark method A2.

network algorithm and ridge regression algorithm since the training and test data sets of the three cases are the same.

In addition, by comparing the error metrics of the proposed method and the benchmark method B0, it can be seen that the forecasting accuracy of the proposed method is higher than that of benchmark method B0. Although the same decision tree algorithm is used as the forecasting algorithms in these two scenarios, the natural gas prices are not included in the input features of benchmark method B0. For buildings with an integrated energy management system, when natural gas prices are relatively lower than that of electricity, they could choose to use CCHP for electricity supplement in IBDR events, and thus reducing the necessary purchase of electricity from the market. When natural gas prices are relatively high, they will not use CCHP during IBDR events. That is, the prices of natural gas will affect the energy flexibility of these buildings. Therefore, if the natural gas information is not contained in the energy flexibility forecasting process, the accuracy of the forecasting models will be affected. The same conclusion can be also obtained from the comparison between benchmark method A1 and B1, A2 and B2.

In order to describe the difference between the proposed method and the benchmark method A1 and A2 more intuitively, the comparison between these forecasted results is presented in the form of the line chart, as shown in Fig. 8. Furthermore, the distribution of the APE of these three methods’ is illustrated in Fig. 9, where the red, green, and orange dots represent the APE of proposed method A0, benchmark method A1 and A2, respectively. By comparing the three subgraphs in Fig. 8, one could find that the dashed blue line and the solid red line presents the most similar trend in subgraph(a), which means that the forecasted values of the proposed method are very close to the real values and outperforms the other two to a large extent. In addition, the distribution of APE in Fig. 9 also shows that the APE value of the proposed method is mostly lower than that of the benchmark method A1 and A2, and the latter two presents a quite similar trend. This result is consistent with the MAPE performance presented in Table 3, and further illustrates the validity of the proposed method.

C. DISCUSSIONS

This section will investigate how the forecasting performance of the building energy flexibility forecasting model proposed in this paper is affected by 1) different baseline estimation strategies and 2) the length of historical data.

1) THE IMPACT OF BASELINE ESTIMATION STRATEGIES

As defined in Section II, the energy flexibility of a building studied in this paper is the deviation between the building’s actual load and its baseline load in an IBDR event. The energy flexibility data of a building would be slightly different under different baseline load estimation strategies, which will in turn affect the performance of the building energy flexibility forecasting models. Here, three different baseline load estimation strategies, including neural network regression, high 4 of 5, exponential moving average [50], are introduced to investigate its influence on the forecasting performance. The corresponding results are listed in Table 4. As shown in Table 4, different MAPE could be obtained using different baseline load estimation strategies, where the neural network baseline estimation method outperforms the other

TABLE 4. The MAPE of three methods under different baseline load estimation methods.

| Methods          | Baseline estimation methods |
|------------------|-----------------------------|
|                  | Neural network | High 4 of 5 | Exponential moving average |
| Proposed method  | 0.082          | 0.096       | 0.110                     |
| Benchmark method A1 | 0.164        | 0.192       | 0.198                     |
| Benchmark method A2 | 0.152        | 0.163       | 0.170                     |

FIGURE 10. The MAPE of the proposed method, the benchmark method A1 and the benchmark method A2 under various lengths of historical data.
two. In addition, it is worth mentioning that the performance of the proposed method is still superior to the two benchmark methods under all three baseline load estimation strategies. The results on the one hand verify the applicability of the proposed method under different scenarios, and on the other hand, implicates the significance of the accurate baseline load estimation for flexibility forecasting.

2) THE IMPACT OF HISTORICAL DATA LENGTH

The length of available historical data may affect the number of energy flexibility data obtained, and thereby affect the accuracy of the building energy flexibility forecasting models. The performance of the building energy flexibility forecasting models in three methods is evaluated using various lengths of historical data including 6 months, 12 months, 18 months, and 24 months. The evaluated results are shown in Fig. 10. It can be seen that the MAPE of the three methods presents a decreasing trend with the increase of historical data length. This is because the increase in the length of historical data allows the forecasting models to learn more, thus improving the generalization ability of the forecasting model. Of course, the impact of historical data length on the performance of the energy flexibility forecasting models also depends on the frequency of DR events (that is the number of DR events per unit historical data length). Since it is set to be the same for these three cases, the final results would not be influenced.

IV. CONCLUSION

This paper proposes an achievable energy flexibility forecasting method for buildings equipped with an integrated energy management system. The proposed methodology first collects a large amount of achievable energy flexibility data of a building and selects corresponding data of features that will affect it. Then, a decision tree algorithm is adopted to establish the building energy flexibility forecasting model, which could fit the mapping relationship between the building’s achievable energy flexibility and these features. The simulation results manifest that the proposed method shows promising performance. Furthermore, the impacts of different baseline estimation strategies and the length of historical data on the performance of the proposed methodology are discussed, where the proposed method also performs the best. In conclusion, the proposed building energy flexibility forecasting model could achieve relatively high reliability, which would be helpful for the DR aggregator to realize the DR potential assessment prior to the implementation of IBDR events using available feature data, and also could achieve more precise and profitable bidding in the ancillary services market. Furthermore, with the widespread installation of distributed PV in buildings, the uncertainty of PV output will significantly enhance the difficulty of forecasting the buildings’ achievable energy flexibility. We plan to improve our methods in future work to adapt to such case.
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