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Abstract

Influenza is an infectious disease with the potential to become a pandemic, and hence, forecasting its prevalence is an important undertaking for planning an effective response. Research has found that web search activity can be used to improve influenza models. Neural networks (NN) can provide state-of-the-art forecasting accuracy but do not commonly incorporate uncertainty in their estimates, something essential for using them effectively during decision making. In this paper, we demonstrate how Bayesian Neural Networks (BNNs) can be used to both provide a forecast and a corresponding uncertainty without significant loss in forecasting accuracy compared to traditional NNs. Our method accounts for two sources of uncertainty: data and model uncertainty, arising due to measurement noise and model specification, respectively. Experiments are conducted using 14 years of data for England, assessing the model’s accuracy over the last 4 flu seasons in this dataset. We evaluate the performance of different models including competitive baselines with conventional metrics as well as error functions that incorporate uncertainty estimates. Our empirical analysis indicates that considering both sources of uncertainty simultaneously is superior to considering either one separately. We also show that a BNN with recurrent layers that models both sources of uncertainty yields superior accuracy for these metrics for forecasting horizons greater than 7 days.

1. Introduction

Influenza is an infectious respiratory disease responsible for 290,000 to 650,000 deaths annually according to the World Health Organisation. Estimating the prevalence of influenza-like-illness (ILI) in a population and forecasting its future trajectory is an important area of research (Shaman & Karspeck, 2012; Shaman et al., 2013; Yang et al., 2015b; Nsoesie et al., 2014) as it can contribute to better-informed policy decisions for public health, e.g. when to recommend the use of antiviral drugs. Established approaches to epidemic forecasting, such as mechanistic models, are commonly based on syndromic, clinical, and demographic data (Birrell et al., 2011; Shaman & Karspeck, 2012). These methods attempt to mathematically model a disease, usually as a set of ordinary differential equations. They rely on assumptions such as random and uniform mixing of populations which often do not hold (Roberts et al., 2015). In recent years, a considerable body of work has shown that data generated by web users during their interaction with search engines or social media platforms can be used to obtain influenza prevalence models with sufficient accuracy. This has been shown both for now-casting (Lampos & Cristianini, 2010; Culotta, 2010; Lampos et al., 2015; Yang et al., 2015a; Wagn et al., 2018) and forecasting (Paul et al., 2014; Volkova et al., 2017; Yang et al., 2017).

Neural Networks (NN) have been applied to many forecasting tasks with state of the art accuracy, including financial modelling (Gately, 1995), hydrological forecasting (Thirumalaiah & Deo, 2000), power load forecasting (Barbounis et al., 2006), as well as to the task of influenza forecasting from social media data (Volkova et al., 2017). However, traditional NNs do not provide uncertainty estimates. Influenza forecasts, and forecasts in general, are only useful when they have an associated uncertainty. It is problematic to make an informed decision based on a forecast without knowing the likelihood that it is accurate. Uncertainty estimates also aid the fusion of disparate information sources, which are common in syndromic surveillance of diseases.

There are generally two main types of uncertainty in modelling problems (Der Kiureghian & Ditlevsen, 2009): data uncertainty and model uncertainty. Model uncertainty, also known as epistemic, deals with uncertainty in the model’s
parameters (Kendall & Gal, 2017). This captures uncertainty about information that is not contained in the training dataset. It can be reduced by having a more extensive dataset; a model will be more confident about data that is very similar to what it has seen during training, and less confident about out-of-distribution data. This is relevant to our task as disease transmission patterns and user search behaviour are expected to change over time. Bayesian models place a prior distribution over the model parameters (Yao et al., 2019; Li & Gal, 2017; Foong et al., 2019) to account for model uncertainty, but they neglect data uncertainty (Gal, 2016). Data uncertainty, also known as aleatoric, is inherent in the observations and is often caused by noise or sampling errors. This is relevant to our task as search query data can be extremely noisy (e.g. data represents a pseudo-random 10-15% sample of all searches) and the uncertainty in the ILI rate changes throughout the year with very little uncertainty outside the main circulation months. Data uncertainty is modelled by placing a distribution at the output of an NN (Bishop, 1994; Nix & Weigend, 1994; Le et al., 2005).

To account for both of these uncertainties we combine the methods, creating a Bayesian Neural Network (BNN) which has an output distribution as described in (Kendall & Gal, 2017). We find that a combination of these two methods gives a good estimation of uncertainty without compromising forecasting performance when forecast horizon windows are greater than 7 days.

Our paper makes the following contributions:

1. We propose an uncertainty modelling solution for ILI forecasting using web search data and BNN layers. We show that our method can be incorporated into common NN architectures, such as feed-forward (FF) and recurrent neural networks (RNN).

2. We investigate the performance on ILI forecasting of traditional FF and RNN models and compare it to models that account for model or data uncertainty, as well as their combination.

3. In addition to common regression error functions (e.g. mean squared error), we also use metrics which penalise both errors in the mean and confidence interval of a forecast. We show that estimating uncertainty causes little or no accuracy degradation, and that an RNN that simultaneously estimates model and data uncertainty provides the most accurate forecasts and confidence intervals.

2. Related Work

Methods for time series forecasting are applicable to many different areas, from meteorology (Murphy & Winkler, 1984; Gneiting & Raftery, 2005) to financial modelling (Kaastra & Boyd, 1996; Cao & Tay, 2001; Abu-Mostafa & Atiya, 1996), and health (Brookmeyer et al., 2007; Hoot et al., 2008; Soyiri & Reidpath, 2013).

Traditional NNs have shown promise as forecasters for influenza and are well-suited for incorporating large feature spaces that capture aggregate online user activity (Aiken et al., 2019; Volkova et al., 2017; Venna et al., 2018; Xue et al., 2017; Adhikari et al., 2019). However, their original formulations do not provide confidence intervals for forecasts, something that reduces their practical utility. This has also been highlighted by influenza forecasting challenges such as CDC’s FluSight (Reich et al., 2019). Gaussian Processes (GP) have been used to now-cast or forecast influenza or COVID-19 mortality with uncertainty estimates (Lampos et al., 2015; Zimmer & Yaesoubi, 2020; Lampos et al., 2021). However, scalability to larger datasets that from a modelling standpoint cover more meaningful time-spans, is challenging as GPs have $O(n^3)$ complexity where $n$ is the number of training samples (Liu et al., 2020). NNs can be modified to provide similar uncertainty estimates. Dropout can be used as an approximation to deep GP models (Gal & Ghahramani, 2016a;b; Kendall et al., 2015; Gal, 2016). This requires careful tuning and ultimately does not behave as desired given that the uncertainty generated by dropout does not reduce as more data becomes available (Osband, 2016; Hron et al., 2017). Another approach is to use BNNs which specify a distribution over their weights and attempt to learn the posterior distribution. The majority of BNNs in forecasting are optimised using Markov Chain Monte Carlo (MCMC) (Liang, 2005; Niu et al., 2012; Cauchemez et al., 2004; Li et al., 2011; Zhang et al., 2011), but are limited by the lack of scalability of existing MCMC algorithms for large training samples and feature spaces (Papamarkou et al., 2019; Kucukelbir et al., 2017). This prevents MCMC from being a viable solution for neural network ILI forecasting with uncertainty estimates. Variational approaches that fit an approximate posterior can avoid the scaling issues of MCMC (Hinton & Van Camp, 1993; Blundell et al., 2015). However, variational methods have been rarely adopted as they tend to deliver non-optimal performance, usually converging very slowly (Graves, 2011; Blundell et al., 2015). Recent works applying the heuristics of batch normalisation and learning rate scheduling appear to have reduced this problem (Ioffe & Szegedy, 2015; Loshchilov & Hutter, 2016; Goyal et al., 2017; Osawa et al., 2019).

In this paper, we use variational inference (Blei et al., 2017) to optimise a BNN for model uncertainty. We also combine this with data uncertainty by outputting a distribution, computing uncertainties as in Kendall & Gal (2017). This improves the final uncertainty estimates and is computationally tractable.
3. Methods

3.1. Problem Formulation

For the forecasting task, we have a set of inputs \( X = [x_1, \ldots, x_T] \) and a set of target outputs \( y = [y_1, \ldots, y_T] \) across \( T \) time points (days). At each time point \( t \in [1, T] \), we construct an input \( x_t \), composed of \( m \) web search query frequencies from time \( t - \ell \) to time \( t \), and ILI rates from \( t - \ell - \delta \) to \( t - \delta \). The number of historical time points that we consider is denoted by \( \ell \) and \( \delta \) is a delay (in days) due to the time it takes for public health systems to obtain and curate a representative sample of ILI rates based on doctor visitations. The input \( x_t \) is an \((m + 1) \times \ell\) matrix which is flattened into an \((m + 1) \times \ell\)-dimensional vector when used in an FF NN; it is maintained as an \((m + 1) \times \ell\) matrix when an RNN is used. We also have a target ILI rate \( y_t \), associated with \( x_t \), which is a future ILI rate at time point \( t + \gamma \), where \( \gamma \) is the forecasting horizon. In our experiments, we conduct \( \gamma = 7, 14, \) and 21 days ahead forecasting. For simplicity, in the remainder of the manuscript, we will drop the subscript \( t \) and refer to these variables as \( x \) and \( y \).

3.2. Neural Network Architectures for ILI Rate Forecasting

We experiment both with FF and RNN NN models. For the RNN we use the Long Short-Term Memory (LSTM) architecture. We obtain forecasts using deterministic model formulations, models that account for data uncertainty, BNNs that account for model uncertainty, and BNNs that combine model and data uncertainty.

Feed-Forward Model. A single layer FF NN is used as the simplest model we modify with these uncertainty methods. We flatten\(^1\) each input \( x \) and pass it into a hidden dense layer with 25 units and a ReLu activation function \((\max(0, x))\). This goes into the output layer which is dependent on the uncertainty method we employ and will be described in the following paragraphs. All FF models are trained with an exponential learning rate scheduler using ADAM as an optimiser (Kingma & Ba, 2014).

Long Short-Term Memory Model. RNNs are well-suited and common for time series modelling tasks (Kalchbrenner & Blunsom, 2013; Sundermeyer et al., 2012). LSTMs (Hochreiter & Schmidhuber, 1997) are a popular form of an RNN. We use many-to-one LSTM architectures (Graves et al., 2006) only predicting the ILI rate at a single time point \( \gamma \) days ahead. Input data is passed to the model sequentially using a rolling window. As the main focus of our work is in incorporating uncertainty estimates and not in assessing complex NN architectures, we deploy the following straightforward architecture. We use a single LSTM layer that returns only the final sequence of predictions, followed by a dense layer, and then an output layer. More complex architectures need to be investigated with the caveat that our dataset is still relatively small when it comes to NNs (14 years of daily data) and optimising a network with many parameters will be more challenging in this case. The output layers are again dependent on the uncertainty method we employ. All LSTM models are trained with a cosine learning rate scheduler and an ADAM optimiser.

3.3. Modelling Uncertainty

Traditional NNs are deterministic and require modification to provide estimates of uncertainty. We first present the deterministic approach without any uncertainty consideration, and then we detail our approach to data or model uncertainty, as well as their combination.

Deterministic Approach. Let us assume that an NN with \( L \) layers is being deployed. In our experiments, \( L = 1 \) or 2 for the FF- or the LSTM-based NN architectures, respectively. We denote the \( j \)th activation in the \( L \)th layer as \( a_j^{(L)} \).

The output layer has a single unit and generates a point prediction \( \hat{y} = f_\Phi(x) \) where \( f_\Phi \) denotes an NN with parameters composed of weights and biases \( \Phi \). We optimise \( \Phi \) by minimising the mean squared error (MSE) between \( \hat{y} \) and \( y \) for \( T \) time points. We use backpropagation to find values for \( \Phi \).

Data Uncertainty. Data uncertainty is caused by noise in the data. This usually arises due to sampling or measurement error. It can be represented as homoscedastic uncertainty where uncertainty is constant for every input, or as heteroscedastic uncertainty where the uncertainty is dynamic and dependent on input \( x \). Heteroscedastic models are useful where parts of the observation space may be noisier than others (Gal, 2016). The ground truth ILI rate is nearly constant when influenza is not circulating, but highly variable during the flu season. This makes a homoscedastic model unsuitable for this problem. As such we only consider the heteroscedastic case.

We assume that the uncertainty is normally distributed for each data point. We separate our prediction into a mean and standard deviation (Kendall & Gal, 2017):

\[
[\hat{y}, \hat{\sigma}] = f_\Phi(x).
\]

To accomplish this, we expand the output layer of the NN from one to two units \( [a_1^{(L)}, a_2^{(L)}] \) (Bishop, 1994). The mean, \( \hat{y} \), is the first activation of the output layer that uses a linear activation function \( \hat{y} = a_1^{(L)} \). The standard deviation, \( \hat{\sigma} \), is computed by taking the softplus of \( a_2^{(L)} \):

\[
\hat{\sigma} = \frac{1}{\rho} \ln(1 + e^{\rho a_2^{(L)}}),
\]
We use NLL as a loss function and use backpropagation to while using data uncertainty alone. As we are assuming that the noise is normally distributed given by
\[ p(y \mid x) = \mathcal{N}(f(x), \sigma) \]
the prior we fix the standard deviation and parameterise the
\[ p(\theta | \phi) = \mathcal{N}(\mu_\theta, \sigma_\theta) = \mathcal{N}(f_\theta(x), \sigma_\theta) \]

This uncertainty can usually be reduced by observing more data. An architecture which accounts for model uncertainty should recognise when it is shown out-of-distribution inputs and be less confident. This is not possible while using data uncertainty alone.

To capture model uncertainty a prior distribution is first placed over the model parameters, e.g. \( \Phi \sim \mathcal{N}(0, I) \) for a Gaussian prior. In the literature this is referred to as a BNN (Li & Gal, 2017; Yao et al., 2017; Foong et al., 2017). Bayesian inference is used to compute the posterior distribution over the parameters \( p(\Phi | x, y) \). We can then sample from this distribution \( K \) times and make \( K \) predictions to build a range of forecasts. The variance of the means of these forecasts is the variance due to model uncertainty. For each sample from the posterior a prediction is made, \( p(y \mid f_\Phi(x)) = \mathcal{N}(f_\Phi(x), \sigma) \), where \( f_\Phi(x) \) is calculated by the model from a sample of weights and \( \sigma \) is a hyper-parameter. Each prediction is required to be a distribution so that the expected likelihood for each sample, \( f_\Phi(x) \), can be calculated during training. The scale of \( \sigma \) is set to be similar to \( y \).

BNNs are difficult to perform inference on. The posterior is given by
\[ p(\Phi | x, y) = \frac{p(y \mid x, \Phi) p(\Phi)}{p(y \mid x)} \quad (4) \]
The denominator of Eq. 4 contains the marginal probability \( p(y \mid x) \) which cannot be computed analytically in this setting (Kendall & Gal, 2017). To mitigate against this several approximations have been proposed (Graves, 2011; Blundell et al., 2015; Gal & Ghahramani, 2016a; Blei et al., 2017). In approximate inference the averaging over all weights is replaced by an optimisation task. We constrain the posterior \( p(\Phi | x, y) \) to a simple distribution \( q_\Phi(\Phi) \), where \( Q \) is a family of potential distributions which we define as Gaussians. We choose a \( q(\Phi) \) which minimises the Kullback-Leibler (KL) divergence to the true posterior \( p(\Phi | x, y) \):
\[ \arg\min_{q(\Phi) \in Q} D_{KL}[q(\Phi) \| p(\Phi | x, y)] \quad (5) \]

This is also intractable as it contains the marginal probability from Eq. 4. We can, however, avoid this issue by minimising the negative evidence-lower-bound (ELBO) given by:
\[ \text{ELBO}(\omega, \theta) = \mathbb{E}[\log p(\Phi) - D_{KL}[q(\Phi) \| p(\Phi)]] \quad (6) \]
where \( \omega \) and \( \theta \) are parameters used to learn \( p_\omega(\Phi) \) and \( q_\theta(\Phi) \) (described later). This is equal to Eq. 5 up to a constant (Blei et al., 2017). The first component of Eq. 6 is the expected likelihood that encourages the model to choose a \( q_\theta(\Phi) \) which explains the data well. The second component is the negative KL divergence between the posterior and prior distribution. This behaves similarly to a regulariser and encourages the model to choose a simple \( q_\theta(\Phi) \). The prior is chosen to represent how we anticipate the model to behave before it has observed any data. When there is limited training data, the prior component dominates the loss function. When more data is observed, the model becomes more confident and relies more on the likelihood component.

The prior and posterior distributions are parameterised by functions that are conditioned on \( x \) and output the parameters of a Gaussian distribution. These functions are single-layer FF NNs with parameters \( \omega \) and \( \theta \), respectively. In the prior we fix the standard deviation and parameterise the mean, \( p_\omega(\Phi) = \mathcal{N}(\mu_\omega, \sigma_\omega) = \mathcal{N}(f_\omega(x), \sigma_\omega) \). In the posterior we parameterise both the mean and standard deviation, \( q_\theta(\Phi) = \mathcal{N}(\mu_q, \sigma_q) = \mathcal{N}(f_\theta(x)) \). Here \( f_\theta(x) \) outputs a mean \( \mu_q \) and standard deviation \( \sigma_q \) in the same way as in Eq. 1 (using \( \rho_q \) as a sharpening factor).

In practise, we utilise a BNN with a posterior distribution over the parameters in the final layer only. The other layers of the network can be interpreted as providing a lower dimensional representation of the inputs to a Bayesian model (Tran et al., 2018). During training we sample once from \( q_\theta(\Phi) \) and compute the ELBO. We take gradients with respect to \( \omega \) and \( \theta \) to perform gradient descent and optimise the Bayesian layer. We back-propagate the loss through the sampled weights to optimise deterministic weights in the preceding network layers. At prediction time, the model is called \( K \) times. Weights are sampled \( \Phi' \sim q(\Phi) \) each time the model is called and thus give a different prediction \( \mathcal{N}(\hat{y}', \sigma) \). We assume that these predictions are normally
We evaluate forecasting accuracy based on the following.

We draw weights from our posterior which outputs \( \hat{y} \) values. SMAPE accounts for different magnitudes in different outcomes when, for example, a flu season has two peaks in close temporal proximity. A negative SDP value means the model predicted the peak early, while a positive one means the peak was predicted late. We consider its absolute value when computing the mean performance over multiple test seasons.

For probabilistic forecasts, the aforementioned metrics cannot distinguish between errors with large or small uncertainties. We need an error metric that penalises both the forecast and associated uncertainty estimates. NLL, used to train the NNs which we defined in Eq. 3 is one such metric. A criticism of NLL is that it over-penalises errors where the difference between the actual and forecasted value is much greater than the associated uncertainty (Gneiting & Raftery, 2007). An alternative that does not exhibit this property is the continuous ranked probability score (CRPS) (Gneiting & Raftery, 2007) which is given by

\[
\text{CRPS}(y, \hat{y}, \sigma) = \frac{1}{T} \sum_{t=1}^{T} \sigma \left[ \frac{1}{\sqrt{\pi}} - 2\varphi_t \left( \frac{y_t - \hat{y}_t}{\sigma_t} \right) \right. \\
- \left. \frac{y_t - \hat{y}_t}{\sigma_t} \left( 2\Psi_t \left( \frac{y_t - \hat{y}_t}{\sigma_t} \right) - 1 \right) \right], \tag{8}
\]

where \( \varphi_t \) and \( \Psi_t \) denote the probability density function and the cumulative distribution function of a standard Gaussian variable \( N(\hat{y}_t, \sigma_t) \). CRPS is a probabilistic metric that generalises to the MAE when the standard deviation is 0. A discussion of the trade-off between NLL and CRPS is provided in the Appendix.

4. Results and analysis

4.1. Datasets

Weekly ILI rates for England from January 1, 2004 to December 30, 2018 are obtained by the Royal College of General Practitioners (RCGP), which utilises a sentinel doctor network spread across the country. Weekly ILI rates represent the proportion of patients (in 100,000 of the population) visiting medical clinics with symptoms of influenza. Weekly data is converted to daily through a linear interpolation centred around Thursday of each week. Daily web search frequencies for England are obtained from the Google Health Trends API for the same period as the ILI rates. We use a predetermined pool of 20,856 health-related search queries. We apply a semantic filter based on word embedding representations to extract queries that are related to influenza (Lampos et al., 2017; Zou et al., 2018; 2019). We also filter queries based on their correlation with ILI rates. The selected queries change with the test year as the correlations can differ from one training period to another. On average across the 4 test periods, 170 queries are selected.

We also smooth query frequencies using a harmonic weighted average over the past 7 days.

4.2. Experiment Settings

Evaluation Protocol. We report results averaged over 4 test periods (2014-15 to 2017-18) that cover the respective annual flu seasons. Each test period starts on August 23 and ends on August 22 of the following year. Min-max normalisation is applied to each search query frequency time series (based on the training set each time). We do not normalise the ILI rate inputs as they are on the same
To compare with it in a more meaningful way we also train and forecast. Finally, a historical averages model (Hist.) combines the ILI rate and uncertainty on a date as the average and variance of ILI rates on the same date in previous years. Models that do not use web search activity data. In addition, we also train other NN architectures, respectively. The best result for each metric is in bold. We append model abbreviations with -v for (vanilla) deterministic models, -d, -m, and -c for data, model, and combined uncertainty, and -c-nq for combined uncertainty without using search queries.

| γ | Error | Baselines | FF | LSTM |
|---|---|---|---|---|
| 7 | CRPS | Naive Hist. GP | -v -d -m -c -c-nq | -v -d -m -c -c-nq |
| 7 | NLL | 2.62 2.16 | 2.44 1.6 | 1.54 2.42 | 2.0 1.89 | 1.72 1.71 |
| 7 | MAE | 2.33 3.12 2.5 | 2.5 3.32* 2.13* | 2.12* 3.22* | 2.29 2.77 2.35 | 2.29 2.12 |
| 7 | RMSE | 3.74 5.18 4.66 | 2.5 4.98* 3.32* | 3.37* 4.94* | 3.84 4.84* 3.97 | 3.82 3.41 |
| 7 | SMAPE | 13.45 17.26 12.83 | 11.55 22.32* 15.26* | 14.42* 24.16* | 13.31 15.21 14.82 | 14.21 14.54 |
| 7 | r | 0.9 0.83 0.88 | 0.95 0.87* 0.92* | 0.94 0.85* | 0.92 0.89 0.89 | 0.91 0.91 |
| 7 | SDP | -14.0 21.25 9.5 | 9.11 20.89 5.39* | 9.75 17.89* | 13.78 21.36 12.06 | 12.69 16.06 |
| 14 | CRPS | -2.62 2.91 | -2.63 2.08 2.08 2.64 | -2.48 2.11 | 1.86 2.09 |
| 14 | NLL | -3.03 43.99 | -6.73 4.0 | -2.71 2.91 | -6.26 3.59 | 2.46 2.44 |
| 14 | MAE | 3.23 3.12 3.24 | 2.45 3.44* 2.65 | 2.81* 3.44* | 2.54 3.29* 2.63 | 2.51 2.81 |
| 14 | RMSE | 5.06 5.18 5.88 | 3.73 5.4* 3.94 | 4.41* 5.07* | 4.16 5.64* 4.23 | 4.39 4.55 |
| 14 | SMAPE | 17.9 17.26 16.27 | 16.32 20.91 18.14 | 18.98* 25.71* | 14.86 17.35* 16.4 | 14.11 17.24* |
| 14 | r | 0.82 0.83 0.8 | 0.92 0.88 0.88* | 0.92 0.85* | 0.9 0.8 0.9 | 0.9† 0.87* |
| 14 | SDP | -21.0 21.25 19.25 | 14.22 26.14 10.5 | 12.31 17.69 | 17.08 25.22 17.19 | 14.31 14.58 |
| 21 | CRPS | -2.62 3.66 | -2.66 3.09 2.4 | 3.12 | -2.62 2.56† 2.2 | 2.44† |
| 21 | NLL | -3.03 54.38 | -6.99 9.9 | 3.5 3.17 | -10.42 5.3† | 2.88 2.64† |
| 21 | MAE | 4.05 3.12 4.26 | 3.11 3.45 3.66* | 3.14 3.87* | 3.17 3.26 3.07† | 2.89 3.24† |
| 21 | RMSE | 6.24 5.18 6.9 | 4.76 5.37 5.6* | 4.93 5.44* | 5.2† 5.63 4.94† | 4.93 5.1 |
| 21 | SMAPE | 22.12 17.26 25.7 | 21.1 21.56 22.89 | 20.58 28.36* | 17.93† 16.78 19.44† | 15.96† 20.36† |
| 21 | r | 0.72 0.83 0.72 | 0.85 0.84 0.78* | 0.87 0.85 | 0.85 0.84 0.88† | 0.87 0.83 |
| 21 | SDP | -28.0 21.25 17.5 | 22.17 16.47 16.64* | 16.03 14.06* | 24.94 22.97 19.81 | 20.47 11.0† |

scale as the output, and this normalisation can negatively affect forecasting accuracy. In all models, the number of historical time points, ℓ, is 28 days for both search queries and ILI rates. ILI rates are delayed by a week, i.e. δ = 7 to simulate a practical setting – syndromic surveillance data is commonly reported with a delay. We report results for γ = 7, 14, and 21 days.

**Baselines.** We compare our approach to a GP model as formulated by Zimmer & Yaesoubi (2020). This model is trained using the latest available data at the start of each week. The GP formulation does not use search query data – an increased input space dimensionality needs a different covariance structure otherwise it negatively affects accuracy. To compare with it in a more meaningful way we also train models that do not use web search activity data. In addition to the NN architectures, we also include a naive model (also known as a persistence model) as a benchmark. This uses the most recently available value of the input ILI rate as its forecast. Finally, a historical averages model (Hist.) computes the ILI rate and uncertainty on a date as the average and variance of ILI rates on the same date in previous years. The naïve estimates are superior for short-term forecasts while historical averages are better for long-term forecasts.

### 4.3 Results

Table 1 enumerates performance outcomes for all forecasting tasks, models, and error metrics we considered, averaged over the 4 year-long test periods. For all metrics except the correlation (r) a lower number is better. We append NN model abbreviations with -v for (vanilla) deterministic models, -d, -m or -c respectively for data, model or combined uncertainty, and -c-nq for combined uncertainty without using search query data. We find that combined -c models generally perform the best in terms of their confidence intervals and accuracy, however, there is an exception for forecasting 7 days ahead (γ = 7). Here the deterministic FF-v model outperforms the combined FF-c model by 21% and 33% in terms of SMAPE and RMSE, respectively. This is in part due to the the model’s good performance on the 2017-18 flu season which had a higher peak. Arguably for decision and planning purposes, precise uncertainty intervals may be an acceptable compromise for a small accuracy reduction. We find that for forecast horizons, γ = 14 or 21 days, the LSTM-c model is equivalent or better than all other methods. We also evaluate the effect of using search query frequencies as inputs in FF-c and LSTM-c models, by removing the queries from the inputs and training other-
wise identical models. We find that models trained without search query data are less accurate and less confident, confirming that search query data is useful for forecasting.

**Standard Regression Accuracy Metrics.** Standard metrics (MAE, RMSE, SMAPE, and $r$) do not consider corresponding uncertainty estimates, but are, of course, important. NNs are superior to the baseline models with the exception of data uncertainty models $-d$. For forecasting horizon $\gamma = 7$, FF models provide the best forecasts. For $\gamma = 14$, the $FF-v$ and LSTM-$v$ are not statistically different, and $-v$, $-m$ and $-c$ models perform similarly. For $\gamma = 21$, which is the most challenging forecasting task in our experiments, the best-performing models are based on the LSTM architecture. We see that for $\gamma = 7$ or 14 days, the LSTM-$c$ model is not different in a statistically significant way from the baseline LSTM-$v$ model. However, for $\gamma = 21$ this is not the case; according to SMAPE, LSTM-$c$ is the best performing model in a statistically significant way.

**Uncertainty.** The combined uncertainty $-c$ models always perform better than data uncertainty $-d$ and model uncertainty $-m$ models in terms of both NLL and CRPS. Data or model uncertainty when used in isolation tend to underestimate uncertainty; this is resolved when used together. We find that the $-c-nq$ models sometimes outperform the $-c$ models in terms of NLL. This is due to the NLL’s tendency to heavily penalise forecasts which are over-confident. The $-c-nq$ models are by far the least confident of the models (Figures A2 and A3) and as a result, are less likely to have a bad prediction which strongly affects NLL. Figure 1 shows how the uncertainty differs between different models. The $-m$ model underestimates uncertainty but has a reasonably accurate mean, while the $-d$ model has an inaccurate mean and less confidence. The $-c$ model has a good mean prediction and a reasonable confidence interval (metrics for this are shown in Table 1). Figure 1 also shows that as $\gamma$ increases, the uncertainty surrounding the forecasts increases as expected.

We evaluate how well the uncertainties are calibrated in the same way as in Kendall & Gal (2017). We generate confidence intervals for $0$ to $3\sigma$ confidence ($0\%$ to $99.7\%$) and compute the frequency that the ground truth falls within this forecast. For example, we expect the ground truth to be within a $50\%$ confidence interval $50\%$ of the time. We show this in calibration plots in Figure 2. The diagonal line $y = x$ represents perfect calibration. When a model is too confident, it will be below this line, and when it is too uncertain, it will be above it. In every case the com-
The x-axis shows the predicted probability of a $\gamma$ days ahead forecast, whereas the y-axis shows how often the ground truth falls within this range. $-d$ denotes vanilla deterministic models, $-m$, $-c$, and $-c-nq$ data, model, and combined uncertainty, and $-c-nq$ combined uncertainty without using search queries. Confidence intervals indicate the standard deviation of the mean obtained by training with different weight initialisation seeds over 10 runs.

Combined models have the best calibrated uncertainty, i.e. their curves are closest to $y = x$. LSTM-c and FF-c have the best-calibrated uncertainty for all $\gamma$’s. We also observe that as $\gamma$ increases, the calibration lines deviate further from the diagonal. The GP model underestimates uncertainty significantly. Finally, $-c-nq$ models overestimate uncertainty, which is also reflected in their low NLL values.

Epidemic Forecasting Analysis. During the flu season 2015-16, the ILL rate peaked much later than in other seasons (mid-March compared to early January in most seasons). As a result, models tend to overestimate the flu rate in January and then predict the true peak at an inaccurate future point, resulting in a much larger SDP. The peak intensity of the flu season does not appear to affect the SDP. Flu rates in 2017-18 were significantly increased compared to other recent flu seasons, so the models tended to underestimate the flu rate. In addition, the larger face value of the maximum flu rate during this season increases the error metrics (other than the SDP) for it compared to other years. The models are most accurate during the 2014-15 and 2016-17 flu seasons. In general, the variation in intensity and timing during the flu season makes forecasting challenging. Because of this, the models must exhibit meaningful and well-tuned uncertainty estimates which reflect the variations year to year. In our experiments, the models with combined uncertainty are visibly the best ones in their attempt to capture this (Figures 1 and 2).

5. Conclusion

The uncertainty in a forecast is important to decision making and planning, especially in the context of public health interventions. We showed how BNNs can be used to model both data and model uncertainties. Empirical assessment showed that for a 7 day forecast horizon there was some degradation in forecast accuracy when uncertainty is considered. However, this knowledge of uncertainty may be a worthwhile compromise for a small accuracy reduction. For longer time horizons (14, 21 days) there was little or no degradation in performance while still having accurate estimates of uncertainty. Modelling both uncertainties proved to be better than either method individually. This was confirmed by calibration curves (Figure 2). LSTM models were best for 14 and 21 days ahead. The ability to make probabilistic forecasts with NNs makes them a viable option for real-world epidemiological forecasting where knowledge of uncertainty is required.
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Appendix

Trade-off between CRPS and NLL. Here we discuss the differences between the CRPS and NLL loss functions. The optimal solution to CRPS is the same as for NLL (e.g. confident and correct). CRPS, however, is more forgiving when the confidence is high and the accuracy is poor. Figure A1 illustrates this point. Here the blue and green curves depict the NLL and CRPS scores, respectively, as a function of the error in \( y \). In contrast the NLL tends to infinity. As \( y \) begins to increase along with the uncertainty, both curves approach a minimum value. As we continue to move from left to right, the error in \( y \) begins to increase along with the uncertainty. At the right-most side, we have \( y = 1 \) with a standard deviation of 0.5. Here, the CRPS score is similar to when the standard deviation was zero, while the NLL is about 2.3, i.e. the NLL metric much more strongly penalises errors that are outside of the uncertainty region. We do not favour one measure over the other, and report both in our results.
We looked at values for $\gamma$, $\sigma$, and $\rho$. We use a two-tailed $t$-test with Bonferroni correction to evaluate if there is a statistically significant ($p \leq 0.05$) change in accuracy between different approaches. We train each model 10 times with different initialisation seeds and generate metrics for each for comparison.

**Limitations.** The models in this work are limited in that they are dependent on the existence of search query and epidemiological data. This data is only available in countries where both a significant Internet usage and an established health infrastructure are present. The ground truth is also not representative of the true ILI prevalence in the population as it is measured by the RCGP and does not account for people who do not go to the doctor when they have ILI symptoms. However, we expect that any consistent biases in the ground truth will not affect the relevance of the machine learning task. Finally, we have not optimised the hyper-parameters of the NNs, but just set them manually to some reasonable values. The performance we obtained was still significantly better than the baselines we compared it against.

**Future Work.** Future work will look at improving the accuracy of the forecasting models by incorporating more complex architectures. Solutions might also explore the use of probabilistic weights in more layers of the network to give more accurate posterior approximations. Assessing the accuracy of our approach in more countries and sub-regions as well as on different infectious diseases, e.g. COVID-19, are also natural next steps.

**Additional Figures.** We show figures for both FF-c-nq and LSTM-c-nq. In Figures A2 and A3, we can see that the models that do not use web search data are not yielding confident estimates for any of the considered forecasting horizons. The predictions from these models contain many invalid estimates (incorrect spikes and multiple peaks during a single flu season). As expected, this issue becomes more pronounced for greater forecasting horizons. Notably, the forecasts for the 2017-18 flu season are surprisingly good for both models. This can cause metrics which are dependent on scale to be skewed against models which perform poorly on this season. To this end, the SMAPE scores for models without queries are much poorer. In Figure A4, we show the predictions obtained from the FF models. The accuracy for $\gamma = 7$ is better than the one obtained from LSTM models, however for $\gamma = 14$ and 21 the LSTM models are comparable or better (see Figure 1).

**Hyper-Parameter Settings.** We have not optimised hyper-parameters using a validation set as our main focus was not in establishing state-of-the-art performance. Our results are still significantly better compared to their respective baselines. In our experiments, we have used the following hyper-parameter settings. For the -d NNs, we set $\rho = 0.25$. For the -m NNs, we set $\rho_q = 10$ (posterior sharpening factor), $\sigma_p = 0.5$ (prior standard deviation), and $\sigma = 5$ (output standard deviation). For the -c NNs, we set $\rho_q = 10$, $\sigma_p = 0.5$, and $\rho = 0.25$. We use batch normalisation to improve the training of all models besides the deterministic FF model that is negatively affected by it. Batch normalisation layers using default parameters (momentum= 0.99, epsilon= 0.001) are inserted between layers of the network, and normalise the input’s mean and variance. In the models that combine uncertainty types, we investigated the effect that the number $K$ of sampled models has on the prediction. We looked at values for $K$ between 2 and 1,000 and found that for $K > 25$ the evaluation metrics do not change significantly. Therefore, in our experiments, we use $K = 100$ as this ensures that our output distribution converges. We found that for FF models an exponential learning rate scheduler is best. LSTM models are trained with a cosine learning rate scheduler with warm-up (Loshchilov & Hutter, 2016; Goyal et al., 2017). We train the models for a fixed amount of 200 epochs.

**Statistical Significance.** We use a two-tailed t-test with Bonferroni correction to evaluate if there is a statistically significant ($p \leq 0.05$) change in accuracy between different approaches. We train each model 10 times with different initialisation seeds and generate metrics for each for comparison.

![Figure A1. NLL and CRPS variation with changing error and confidence. The red line shows a model’s prediction with standard deviation shown in pink where the true value is $y = 0$. As the accuracy and confidence change, the CRPS and NLL values have different trajectories.](image)
Figure A2. Forecast estimates for $\gamma = 7, 14, 21$ for the FF-c-nq model.

Figure A3. Forecast estimates for $\gamma = 7, 14, 21$ for the LSTM-c-nq model.
Figure A4. Comparison of FF models for ILI forecasting tasks. FF-v is a deterministic model, and FF-d, FF-m, FF-c estimate data, model, and combined uncertainty, respectively. The number following the model names denotes $\gamma$ (the forecasting horizon). It can be seen that as $\gamma$ increases the predictions become less accurate and less confident.