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Abstract
In a previous paper (Kels in J Phys A 50(49):495202, 2017), the author has established an extension of the Z-invariance property for integrable edge-interaction models of statistical mechanics, that satisfy the star–triangle relation (STR) form of the Yang–Baxter equation (YBE). In the present paper, an analogous extended Z-invariance property is shown to also hold for integrable vector models and interaction-round-a-face (IRF) models of statistical mechanics respectively. As for the previous case of the STR, the Z-invariance property is shown through the use of local cubic-type deformations of a 2-dimensional surface associated to the models, which allow an extension of the models onto a subset of next nearest neighbour vertices of $\mathbb{Z}^2$, while leaving the partition functions invariant. These deformations are permitted as a consequence of the respective YBE’s satisfied by the models. The quasi-classical limit is also considered, and it is shown that an analogous Z-invariance property holds for the variational formulation of classical discrete Laplace equations which arise in this limit. From this limit, new integrable 3D-consistent multi-component quad equations are proposed, which are constructed from a degeneration of the equations of motion for IRF Boltzmann weights.
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1 Introduction

In a recent paper [1], the author has introduced an extension of Baxter’s Z-invariance property [2,3] for exactly solved models of statistical mechanics, that satisfy the star–triangle relation form of the Yang–Baxter equation (YBE) [4,5]. These lattice models were reformulated to lie on a two-dimensional surface of elementary squares, where each elementary square is associated to a Boltzmann weight of the model, and the partition function was shown to be invariant under “cubic flips” of this surface, as a consequence of the star–triangle relation.
These deformations were used to construct a model defined on a planar graph with edges connecting next-nearest-neighbour vertices in $\mathbb{Z}^3$, and whose partition function is equivalent to the usual square lattice model, up to some extra factors entering the star–triangle relation. This is an extension of the usual formulation of Z-invariance, because rapidity lines which form closed directed loops are required in the definition of the deformed model, whereas traditionally such lines are not permitted. In the quasi-classical limit, the resulting system of classical discrete Laplace equations were also shown to satisfy an analogous classical Z-invariance property, which is closely related to a closure property for Lagrangian multiforms [6] for systems of ABS equations [7].

In this paper, the results of [1] are formulated for the cases of both vertex models and interaction-round-a-face (IRF) models of statistical mechanics [4]. The vertex and IRF models will first be constructed from edge-interaction models which satisfy another fundamental identity of statistical mechanics, known as the star–star relation [8–15]. The latter relation implies the existence of a Yang–Baxter equation for associated vertex and IRF models, which in turn implies that transfer matrices commute in both of the latter formulations [2,4,10]. This approach allows the extended Z-invariance for both the vertex and IRF models to be formulated together, and means that the results of this paper may be applied to both vertex and IRF models which are derived from an edge-interaction model, and also pure vertex and IRF models which are formulated independently of an edge-interaction model.

To show the extended Z-invariance for both the vertex and IRF models, the respective models are first associated to an underlying surface made up of configurations of four squares arranged as in the diagram below, for the vertex and IRF models respectively. Such groups of four squares are central objects for this paper, and are referred to as elementary four-squares. Each elementary four-square is associated to a Boltzmann weight for the vertex or IRF model respectively, and the usual vertex or IRF models can be obtained by translating the respective four-squares in two orthogonal directions in the plane. These four-squares may also be used as the building blocks of a more general two-dimensional surface, not restricted to lie in a plane, which contains a vertex or IRF model having variables on a subset of next nearest neighbour vertices of the lattice $\mathbb{Z}^3$. The partition functions of these latter models, can be seen to be equivalent to the original respective models in the plane, up to simple factors coming from the expressions for the Yang–Baxter equations. This is the extended Z-invariance property.

Each of the required deformations that are needed to show Z-invariance of the vertex and IRF models respectively, are pictured in Appendix. These deformations are the analogues of the deformations which were previously used to show extended Z-invariance of edge-interaction models, pictured in the Appendix of [1].

The quasi-classical limit of the IRF model is also considered in this paper. This is an important limit that connects integrable models of statistical mechanics [15–19], with discrete integrable systems that satisfy an integrability condition known as 3D-consistency [7,20,21]. Through this connection, the Yang–Baxter equation itself may be interpreted as a quantum
counterpart of a discrete integrable equation, where the latter equation is identified as the
equation of the saddle-point of the YBE. In this limit, it will be seen that the partition function
of the IRF model reduces to an action functional for a system of classical discrete Laplace
equations [22,23]. It is shown that this action functional also satisfies a classical Z-invariance
property, analogous to the extended Z-invariance property that was described for the statistical
mechanical model. In this classical limit, the property of Z-invariance is a consequence of
a classical counterpart of the Yang–Baxter equation. This classical Yang–Baxter equation
may also be interpreted as a local closure property [6] of the variational Laplace system, for
which the action functional is invariant under the local cubic deformations of elementary
four-squares, of the type pictured in Appendix.

Some explicit multi-component classical equations are also considered, that were previ-
ously obtained from the quasi-classical limit of IRF Boltzmann weights by Bazhanov and
Sergeev [11]. It is shown that an algebraic degeneration of the scalar case of these vari-
tional equations, results in a 3D-consistent linear quad equation that was previously studied
by Atkinson [24,25]. Based on the form of these scalar equations, some new $n$-component
3D-consistent quad equations are proposed, for $n = 1, 2, \ldots$, which are different from the
original multi-component variational equations that came from the Yang–Baxter equation.
The 3D-consistency of these $n$-component equations can be checked using numerical com-
putations for small $n$ ($n \leq 10$), but the 3D-consistency appears difficult to prove directly
using algebraic methods, due to the lengthy expressions that arise for $n \geq 2$. It is expected
that the further study of the integrable properties of these equations will be an important
problem.

This paper is organised as follows. In Sect. 2, the integrable vertex and IRF models
are constructed from an edge-interaction model which satisfies the star–star relation. The
vertex and IRF models are then reformulated on two-dimensional surfaces of elementary
four-squares, and it is seen that the respective partition functions remain invariant under
cubic-type deformations of the surface, which is the extended Z-invariance property. In
Sect. 3, the quasi-classical limit is considered. It is shown that the action functional for the
system of discrete Laplace equations that arise in this limit, is also Z-invariant under the
same deformations as for the lattice model. This is a classical manifestation of the extended
Z-invariance property, which is shown to be related to a local closure relation for the action
functional. Finally, in Sect. 3.4 new types of $n$-component 3D-consistent quad equations are
constructed, based on the multi-component equations that are obtained in the quasi-classical
limit of a continuous spin IRF model.

2 Star–Star Relation and Z-Invariance of Vertex and IRF Models

2.1 Square Lattice Model

In this section, an edge interaction model will be defined on a square lattice, denoted by $L$,
as pictured in Fig. 1. The set of vertices of $L$ will be denoted $V(L)$, and the set of edges of
$L$ by $E(L)$. In Fig. 1, vertices $i \in V(L)$, are represented by solid (black) circles, and two
nearest-neighbour vertices $i, j \in V(L)$ are connected by an edge $(ij) \in E(L)$.

The pairs of directed alternating dashed and dotted horizontal and vertical lines form the
rapidity graph. The lines of the rapidity graph cross edges $(ij) \in E(L)$ of $L$ at $45^\circ$ angles.
There are pairs of variables $p = \{p, p\}'$, and $q = \{q, q\}'$, associated to horizontal and vertical
rapidity lines respectively. For a latter pair, the primed rapidity variable is represented by
a dotted line, and the non primed rapidity variable is represented by a dashed line. From Fig. 1, it is clear that the intersections of different rapidity lines distinguish four types of edges in the lattice graphically. The sets of these four types of edges of $L$, will be denoted by $E^{(1)}(L), E^{(2)}(L), E^{(3)}(L), E^{(4)}(L)$, according to Fig. 2.

The spin variables $x_i$ are assigned to the vertices $i \in V(L)$. The spin variables typically take values in a subset of either the integers or reals. The statistical mechanical model involves nearest-neighbour interactions between pairs of spins $x_i, x_j$, associated to two vertices $i, j \in V(L)$ connected by an edge $(ij) \in E(L)$. The interaction is represented by Boltzmann weights, denoted $W_{pq}(x_i, x_j)$ and $\overline{W}_{pq}(x_i, x_j)$, which are associated to the different edges of $L$ according to Fig. 2.

The Boltzmann weights are assumed here to satisfy the following inversion relations

$$W_{pq}(x_1, x_2) W_{q'p}(x_2, x_1) = 1,$$

$$\sum_{x_0} \overline{W}_{pq}(x_1, x_0) \overline{W}_{qp}(x_0, x_2) = \delta_{x_1, x_2}. \tag{1}$$
The partition function for the edge-interaction model, is given explicitly in terms Boltzmann weights on edges shown in Fig. 2, as

$$Z_0 = \sum_{\mathbf{x}} \prod_{(ij) \in E(1)(L)} W_{pq}(x_i, x_j) \prod_{(ij) \in E(2)(L)} W_{pq}(x_i, x_j) \prod_{(ij) \in E(3)(L)} W_{pq}(x_i, x_j) \prod_{(ij) \in E(4)(L)} W_{pq}(x_i, x_j),$$

(2)

where each product is taken over the respective sets of edges in $E(L)$, the sum $\sum_{\mathbf{x}}$ is taken over all configurations of spins $x_i$ associated to interior vertices $i \in V_{int}(L)$, and the boundary spins are kept fixed. Note that the expression (2) is for integer valued models; for real valued models, the sum in (2) should simply be replaced by an integral over all interior spin configurations.

2.2 Formulation as a Vertex or an IRF Model

The edge-interaction model defined on the square lattice in Fig. 1, can be reformulated as either a vertex model, or as an interaction-round-a-face (IRF) model [11]. This is done by forming the appropriate Boltzmann weights for the latter models, from different combinations of the four edge Boltzmann weights of Fig. 2.

2.2.1 IRF Formulation

First the formulation of the IRF model will be given, since the star–star relation is expressed in terms of the IRF Boltzmann weights. Note that the square lattice $L$ is bipartite, and the set of its vertices $V(L)$ may be split into two disjoint subsets, denoted by $V(1)(L)$, and $V(2)(L)$, such that edges $(ij) \in E(L)$, always connect a vertex $i \in V(1)(L)$, with a vertex $j \in V(2)(L)$. In Fig. 1, two types of four-edge stars with a common vertex $i \in V(1)(L)$, or $j \in V(2)(L)$ respectively, can be distinguished by the intersections of rapidity lines on the associated edges, as is depicted in Fig. 3. These two types of four-edge stars, respectively centered at vertices $i \in V(1)(L)$ and $j \in V(2)(L)$, are associated with the following IRF Boltzmann weights,

$$\mathcal{V}^{(1)}_{pq}(x_a, x_b, x_c, x_d) = \sum_{x_i} \overline{W}_{pq}(x_c, x_i) \overline{W}_{p'q'}(x_b, x_i) W_{p'q'}(x_i, x_a) W_{pq}(x_i, x_d),$$

(3)

and

$$\mathcal{V}^{(2)}_{pq}(x_a, x_b, x_c, x_d) = \sum_{x_j} \overline{W}_{pq}(x_j, x_b) \overline{W}_{p'q'}(x_j, x_c) W_{p'q'}(x_d, x_j) W_{pq}(x_a, x_j),$$

(4)

as indicated in Fig. 3. As in the preceding section, the sums in (3) and (4), are taken over the set of values of the interior spins $x_i$, and $x_j$, respectively, while the exterior boundary spins $x_a, x_b, x_c, x_d$ take some fixed values.

The model on the square lattice $L$ pictured in Fig. 1, may be formed with periodic translations of either of the stars pictured in Fig. 3, and the partition function (2) may be written in terms of either of the Boltzmann weights $\mathcal{V}^{(1)}_{pq}$, or $\mathcal{V}^{(2)}_{pq}$, respectively as

$$Z_0 = \sum_{\mathbf{x}^{(2)}} \prod_{i \in V(1)(L)} \mathcal{V}^{(1)}_{pq}(x_a, x_b, x_c, x_d),$$

(5)
or

\[ Z_0 = \sum_{x^{(1)}} \prod_{j \in V^{(2)}(L)} V^{(2)}_{pq}(x_a, x_b, x_c, x_d). \]  

(6)

The sum \( \sum_{x^{(2)}} \) in (5), represents \( \sum_{x_1} \sum_{x_2} \ldots \sum_{x_m} \), where \( x_1, x_2, \ldots, x_m \), are spins assigned to vertices \( i_1, i_2, \ldots, i_m \in V^{(2)}(L) \cap V_{\text{int}}(L) \). The product in (5), is a product of all Boltzmann weights \( V^{(1)}_{pq} \), centered at vertices \( i \in V^{(1)}(L) \). The sum and product in the expression (6) should be interpreted analogously. The different expressions for the partition functions (2), (5), and (6), are equivalent up to the boundary contributions.

The Boltzmann weights \( V^{(1)}_{pq} \), and \( V^{(2)}_{pq} \), are assumed here to satisfy the following star–star relation (Fig. 4),

\[
W_{q^\prime q}(x_d, x_c) W_{qq^\prime}(x_a, x_b) V^{(1)}_{pq}(x_a, x_b, x_c, x_d) = W_{p^\prime p}(x_c, x_a) W_{pp^\prime}(x_b, x_d) V^{(2)}_{pq}(x_a, x_b, x_c, x_d),
\]

(7)

which has a graphical representation shown in Fig. 7.

The star–star relation (7) is an important relation for models of statistical mechanics, particularly it implies the integrability of the associated edge-interaction model through a Yang–Baxter equation defined for IRF weights. The latter Yang–Baxter equation can be written in terms of either of the IRF Boltzmann weights (3), or (4), and it is given here in
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Fig. 5 Yang–Baxter equation (8) for pairs of rapidity lines in the IRF formulation

terms of (3) as

\[
\sum_{x} W_{qq'}(x_c, x) W_{q'q}(x_b, x_a) \ \gamma^{(1)}_{pq}(x_c, x, x_e, x_d) \ \gamma^{(1)}_{pr}(x, x_b, x_d, x_f) \ \gamma^{(1)}_{qr}(x_c, x_a, x, x_b) = \\
\sum_{x'} W_{qq'}(x_e, x_d) W_{q'q}(x_f, x') \ \gamma^{(1)}_{pr}(x_e, x', x_d, x_f) \\
\times \gamma^{(1)}_{pq}(x_c, x_a, x_e, x') \ \gamma^{(1)}_{pq}(x_a, x_b, x', x_f),
\]  

(8)

with the graphical representation shown in Fig. 5. In the expression for the Yang–Baxter equation (8), spins \(x_a, x_b, x_c, x_d, x_e, x_f\), take fixed values, and the sums on the left and right hand sides, are taken over the sets of values of interior spins \(x\), and \(x'\), respectively. The existence of the Yang–Baxter equation (8), ensures that the transfer matrices of the IRF model defined with Boltzmann weights (3) commute, and this implies that the transfer matrices for the original edge interaction model commute in pairs [10]. Note that the factors of Boltzmann weights \(W_{q'q}, W_{qq'}\), appearing on both sides of the Yang–Baxter equation (8), may be absorbed into a redefinition of the IRF weight \(\gamma^{(1)}_{pq}\). However for the purpose here of using the Yang–Baxter equation to show the extended Z-invariance, it is convenient to leave the edge Boltzmann weights as separate factors.

Note that the IRF Boltzmann weights (3), and (4), also satisfy the following inversion relation

\[
\sum_{x_0} \gamma^{(1)}_{pq}(x_a, x_0, x, x_d) \ \gamma^{(2)}_{qp}(x_a, x', x_0, x_d) = \\
\sum_{x_0} \gamma^{(1)}_{pq}(x_a, x_0, x, x_d) \ \gamma^{(2)}_{qp}(x_a, x_0, x', x_d) = \delta_{x, x'},
\]  

(9)

where spins \(x_a, x_d, x, x'\), take fixed values, and the sum is taken over the set of values for the spin \(x_0\). One way to obtain the relation (9), is by expanding the IRF weights (3), (4), in terms of edge Boltzmann weights of Fig. 2, and then using the appropriate inversion relations given in (1).
Here the sum has the same meaning as in (2), the four spins depicted in Fig. 6, corresponds to a vertex Boltzmann weight for four edges around a face 1 taken over faces (assigned to the vertices 123 as also referred to simply as a “box” [9,11].

Next the vertex formulation will be given. First note that the intersection of different rapidity lines on edges \((ij) \in E(L)\), in Fig. 1, distinguishes two types of faces of the lattice \(L\). Let \(F^{(1)}(L)\) denote the set of faces of the lattice \(L\) with the arrangement of edges as shown in Fig. 6, and \(F^{(2)}(L)\) will denote the set of remaining faces such that \(F^{(1)}(L) \cup F^{(2)}(L) = F(L)\). Then the star–star relation (7) also implies a Yang–Baxter equation in the vertex formulation, where the following \(R\)-matrix

\[
\left\langle x_i, x_j \mid \mathbb{R}_{pq} \mid x_{i'}', x_{j'}' \right\rangle = \mathbb{W}_{pq}(x_j, x_j') \mathbb{W}_{p'q'}(x_{j'}, x_i) \mathbb{W}_{p'q}(x_{i'}, x_j) \mathbb{W}_{pq}(x_i, x_j), \tag{10}
\]

depicted in Fig. 6, corresponds to a vertex Boltzmann weight for four edges around a face \((i, j, i', j') \in F^{(1)}(L)\). Here the four spins \(x_i, x_i'\), and \(x_j, x_j'\), are assigned to vertices \(i, i' \in V^{(1)}(L)\), and \(j, j' \in V^{(2)}(L)\) respectively.

The lattice in Fig. 1, may be reproduced with periodic translations of faces \((i, j, i', j') \in F^{(1)}(L)\), and the partition function (2) may be written in terms of the Boltzmann weight (10), as

\[
Z_0 = \sum_{x} \prod_{(i,j,i',j') \in F^{(1)}(L)} \left\langle x_i, x_j \mid \mathbb{R}_{pq} \mid x_{i'}', x_{j'}' \right\rangle. \tag{11}
\]

Here the sum has the same meaning as in (2), the four spins \(x_i, x_i'\), and \(x_j, x_j'\), are once again assigned to the vertices \(i, i' \in V^{(1)}(L)\), and \(j, j' \in V^{(2)}(L)\) respectively, and the product is taken over faces \((i, j, i', j') \in F^{(1)}(L)\), while boundary spins are kept fixed.

The star–star relation (7), implies the following Yang–Baxter equation

\[
\sum_{x_i', x_j', x_k'} \left\langle x_i, x_j \mid \mathbb{R}_{pq} \mid x_i', x_j' \right\rangle \left\langle x_i', x_k \mid \mathbb{R}_{pr} \mid x_i'', x_k' \right\rangle \left\langle x_j', x_k' \mid \mathbb{R}_{qr} \mid x_j'', x_k'' \right\rangle = \sum_{x_i', x_j', x_k'} \left\langle x_j, x_k \mid \mathbb{R}_{qr} \mid x_j', x_k' \right\rangle \left\langle x_i, x_k' \mid \mathbb{R}_{pr} \mid x_i'', x_k'' \right\rangle \left\langle x_i', x_j' \mid \mathbb{R}_{pq} \mid x_i'', x_j'' \right\rangle, \tag{12}
\]

depicted graphically in Fig. 7, for the vertex Boltzmann weights (10). In the expression (12), the spins \(x_i, x_j, x_k, x_i'', x_j', x_k''\), are assigned fixed values, and the sums on both sides of (12) are taken over the set of values of the three interior spins \(x_i', x_j', x_k'\).

---

1 Also referred to simply as a “box” [9,11].
Finally, the vertex Boltzmann weight (10), also satisfies the following inversion relation

\[
\sum_{x_i', x_j'} \langle x_i, x_j | R_{pq} | x_i', x_j' \rangle \langle x_i', x_j' | \hat{R}_{qp} | \hat{x}_j, \hat{x}_i \rangle = \delta_{x_i, \hat{x}_i} \delta_{x_j, \hat{x}_j},
\]

(13)

where the spins \(x_i, x_j, \hat{x}_i, \hat{x}_j\), take fixed values, and the sum is taken over the set of values of the spins \(x_i', x_j'\). Similarly to the case for the IRF model, this inversion relation may be obtained by expanding the R-matrices (10) in terms of edge Boltzmann weights of Fig. 2, and then using the appropriate inversion relations given in (1).

### 2.3 Extended Z-Invariance for the Integrable Vertex and IRF Models

#### 2.3.1 Two-Dimensional Surface Associated to the Vertex and IRF Models

Both the IRF and vertex models defined in the previous section, satisfy an extended Z-invariance property, as was established previously for edge-interaction models of statistical mechanics which satisfy the star–triangle relation [1]. To show the extended Z-invariance property, the models will be redefined on 2-dimensional surfaces made up of elementary four-squares, where each four-square is associated to a Boltzmann weight of the respective IRF or vertex models. The surfaces may be deformed by using local cubic-type deformations that are pictured in Appendix, which are permitted as a consequence of the Yang–Baxter equations (8), (12), and inversion relations (9), (13), satisfied by the respective models. Then as was shown for the cases of the star–triangle relation [1], these local deformations are enough to show the property of extended Z-invariance.

The first step will be to associate the models of the previous section to a two-dimensional surface, denoted by \(\sigma_0\), which is made up of elementary squares lying in a plane, as shown in Fig. 8. Let \(V(\sigma_0)\), \(E(\sigma_0)\), and \(F(\sigma_0)\), denote respectively the sets of vertices, edges, and elementary squares (faces), of \(\sigma_0\). Vertices \(i \in V(\sigma_0)\), are depicted as both the black and white vertices in Fig. 8. Black next nearest neighbour vertices of \(\sigma_0\) are connected by edges on diagonals of elementary squares; these diagonal edges do not belong to \(E(\sigma_0)\), but together form a separate square lattice, \(L\), equivalent to the lattice depicted in Fig. 1.

![Fig. 7 Yang–Baxter equation (12) for pairs of rapidity lines in the vertex formulation](image-url)
Fig. 8 An example of a surface \( \sigma_0 \), made up of faces and edges edges that connect the black and white nearest neighbour vertices of \( \mathbb{Z}^2 \). The edges connecting next nearest neighbour vertices of \( \sigma_0 \), form the lattice of Fig. 1. This particular surface is naturally associated to an IRF model with 6 faces of the type that are shown on the right hand side of Fig. 9.

Fig. 9 Elementary four-squares \( \sigma^4_{ij}(n) \), for the vertex formulation (left), and for the IRF formulation (right), and respective Boltzmann weights (10), and (3).

The directed rapidity graph, \( \mathcal{L} \), is shown in Fig. 8 consisting of the continuous directed dotted and dashed lines, that cross edges \( (ij) \in E(\sigma_0) \) perpendicularly, and cross edges \( (ij) \in E(L) \) at 45° angles. Alternating rapidity lines that are aligned in the \(+e_i\) direction, are labelled by one of the variables \( p, p' \), and alternating rapidity lines that are aligned in the \(+e_j\) direction, are labelled by one of the variables \( q, q' \).

The IRF and vertex Boltzmann weights are naturally associated to the respective groups of four elementary squares shown in Fig. 9. These groups of four elementary squares will be referred to in the following by elementary four-squares, and are denoted by the notation \( \sigma^4_{ij} \), where the \( i \) and \( j \) indices refer to two orthogonal lattice directions, as pictured in Fig. 8. An elementary four-square is specified as \( \sigma^4_{ij}(n) = (n, n + 2e_i, n + 2(e_i + e_j), n + 2e_j) \), where \( n \) is the coordinate of the vertex, and \( e_i, e_j \) are orthogonal lattice directions. Each elementary four-square is associated to a Boltzmann weight for either the vertex or IRF models, and these four-squares will be used in the following subsections as the building blocks of a general two-dimensional surface \( \sigma \), with vertices in a subset of the cubic lattice \( \mathbb{Z}^3 \), on which the vertex or IRF models are defined.

To define the models of statistical mechanics on \( \sigma_0 \), spin variables \( x_i \), are assigned only to black vertices \( i \in V(L) \), while white vertices don’t play any role for the definition of the vertex or IRF models. Spins on the boundary of \( \sigma_0 \) are prescribed some fixed values. Note
In clockwise order starting from the top right, the Boltzmann weight (10) that is assigned to elementary four-squares $\sigma_{jk}(n), \sigma_{kj}(n), \sigma_{ik}(n), \sigma_{ki}(n)$, respectively, in the vertex formulation also that this boundary will differ depending on whether we are dealing with a vertex or IRF model. For example, the surface $\sigma_0$ pictured in Fig. 8 is naturally associated to an IRF model with six faces of the type shown in Fig. 9. The Boltzmann weights for the respective models are assigned according to Fig. 9, and the partition functions are given by (5), and (11), for the IRF and vertex models respectively. This defines the IRF and vertex models on $\sigma_0$.

### 2.3.2 Deformed Two-Dimensional Surface for Vertex Model

Next the vertex and IRF models will be associated to a more general type of two-dimensional surface, denoted by $\sigma$, which is made up of elementary four-squares which are not restricted to lie in a plane. First the vertex model will be considered, because this model turns out to have a simpler description on $\sigma$ than the IRF model.

A straightforward way to obtain the desired surface $\sigma$, is to shift each elementary four-square $\sigma_{ij}^4(n)$ of $\sigma_0$, that contains the edge configuration on the left hand side of Fig. 9, by $n \pm 2k_ne_k$, for some integers $k_n \in \mathbb{Z}$. The elementary four-squares $\sigma_{ik}^4, \sigma_{jk}^4, \sigma_{ki}^4, \sigma_{kj}^4$, depicted in Fig. 10, are then added where required, to form the simply connected surface $\sigma$. Directed rapidity lines labelled $p, p', q, q', r, r'$, are assigned to the different elementary squares, according to Fig. 10. The type of deformations that arise from this process are shown in Appendix.

More specifically, the elementary four-squares $\sigma_{ij}^4, \sigma_{ik}^4, \sigma_{ki}^4, \sigma_{jk}^4, \sigma_{kj}^4$, are used as building blocks of a surface $\sigma$, as follows. Let $F^4(\sigma_0) = \{\sigma_{ij}^4(n_{i1}, n_{j1}, 0), \sigma_{ij}^4(n_{i2}, n_{j2}, 0), \ldots \}$, be the set of elementary four-squares of some flat surface $\sigma_0$, as was defined in the previous
subsection. Then for an admissible set of integers \( n_{k_1}, n_{k_2}, \ldots \), the surface \( \sigma \) is defined to be the unique surface that consists of the following set of elementary four-squares

\[
F^4(\sigma) = \{ \sigma_{i,j}^4(n_{i_1}, n_{j_1}, n_{k_1}), \sigma_{i,j}^4(n_{i_2}, n_{j_2}, n_{k_2}), \ldots \} \cup F^4_{k},
\]

where \( F^4_{k} \) contains elementary four-squares of the type \( \sigma_{ik}^4, \sigma_{jk}^4, \sigma_{ki}^4, \sigma_{kj}^4 \), chosen such that \( \sigma \) has the same boundary as \( \sigma_0 \). \( \sigma \) is simply connected and oriented, and the following additional corner condition is satisfied:

**Corner condition** For any \( n, \sigma \) cannot contain pairs of elementary four-squares \( \sigma_{ik}^4(n), \sigma_{kj}^4(n + 2e_j) \), that are associated to pairs of positively oriented rapidity lines \( r, r' \). Similarly, for any \( n, \sigma \) cannot contain pairs of elementary four-squares \( \sigma_{ik}^4(n + 2e_j), \sigma_{kj}^4(n) \), that are associated to pairs of negatively oriented rapidity lines \( r, r' \).

The integers \( n_{k_1}, n_{k_2}, \ldots \), should be chosen so that the above properties can be satisfied. The above corner condition is required, due to there being no Yang–Baxter equation satisfied where pairs of parallel rapidity lines form closed directed loops, and the corner condition ensures that problematic corners with this associated rapidity configuration are avoided.

An example of such a surface \( \sigma \), that arises from the deformation of a vertex model on \( \sigma_0 \) that satisfies the above conditions, is shown in Fig. 11. The to define the vertex model on \( \sigma \), spin variables \( x_i \), are assigned to vertices \( i \in V(\mathcal{G}) \), where \( \mathcal{G} \) is the graph that is formed by edges connecting black next nearest neighbour vertices of \( V(\sigma) \). Vertex Boltzmann weights \( \langle 15 \rangle \) are assigned to each elementary square \( \sigma_{ik}^4, \sigma_{jk}^4, \sigma_{ki}^4, \sigma_{kj}^4 \), according to Fig. 10, and to \( \sigma_{ij}^4 \), according to the left hand side of Fig. 9. The partition function for the vertex model is given by the expression

\[
Z = \sum_{x} \prod_{(i,j,i',j') \in F^{(4)}(\sigma)} \langle x_i, x_j | \mathbb{R}_{pq} | x_i', x_j' \rangle.
\]

This is similar to the expression for the partition function on \( \sigma_0 \) given in \( \langle 11 \rangle \), with the product over \( F^{(1)}(L) \) being replaced with a product over elementary four-squares in \( F^{(4)}(\sigma) \), and the sum being taken over all interior spins \( x_1, x_2, \ldots, x_n \), assigned to vertices \( i_1, i_2, \ldots, i_n \in V_{int}(\mathcal{G}) \). This defines the vertex model on \( \sigma \).

### 2.3.3 Deformed Two-Dimensional Surface for IRF Model

The IRF model on \( \sigma \) may be defined in a similar fashion to the vertex model of the previous subsection. To apply the construction of the previous subsection to the IRF model, the elementary four-squares for the vertex model in Fig. 10, and on the left hand side of Fig. 9, should be replaced by elementary four-squares in Fig. 12, and on the right hand side of Fig. 9, respectively.

Figure 13 shows an example of a surface \( \sigma \), that can arise from a deformation of the IRF model on the flat surface \( \sigma_0 \), and satisfies the conditions given in the previous subsection. Recall that in the previous subsection, the vertex model was defined on a graph \( \mathcal{G} \) that was formed by connecting next nearest neighbour vertices of \( \sigma \). The IRF model is defined on a similar graph \( \mathcal{G} \) here, but one obvious difference is the appearance of additional edges of \( \mathcal{G} \), that connect two spins at either of the pairs of vertices \( (n, n + e_k) \), or \( (n + e_j, n + e_j + e_k) \), on elementary four-squares \( \sigma_{ik}^4(n) \), or \( \sigma_{ij}^4(n) \), respectively. Such edges are required due to the form of the IRF Yang–Baxter equation \( \langle 8 \rangle \) as seen in Fig. 5. This means that two types of rapidity lines \( r \), and \( r' \), intersect with each other on the edges connecting these vertices, as seen in Fig. 12. Due to the first inversion relation in \( \langle 1 \rangle \), two of these types of edges cancel.
Fig. 11  An example of a vertex model on a surface \( \sigma \), constructed from cubic-shaped deformations of a vertex model on a flat surface \( \sigma_0 \). Boltzmann weights on elementary four-squares of \( \sigma \), are shown in Figs. 9 and (10). White vertices of \( \sigma \) are not shown.

Fig. 12  In clockwise order starting from the top right, the Boltzmann weights (3), (4), (16), (17), that are assigned to elementary four-squares \( \sigma_{jk}^4(n) \), \( \sigma_{ki}^4(n) \), \( \sigma_{jk}^4(n) \), \( \sigma_{ki}^4(n) \), respectively, in the IRF formulation. Note that on the left hand side, certain edges of \( \mathcal{G} \) are pictured to pass through white vertices of \( \sigma \), however the white vertices play no role in the definition of the IRF model on \( \mathcal{G} \).

when they connect the same two vertices that are common to either a pair of elementary four-squares \( \sigma_{jk}^4(n) \), \( \sigma_{ki}^4(n+\varepsilon_i) \), or a pair \( \sigma_{ik}^4(n) \), \( \sigma_{ki}^4(n+\varepsilon_i) \). However if the respective pairs of vertices \( (n, n+\varepsilon_k) \), or \( (n+\varepsilon_j, n+\varepsilon_j+\varepsilon_k) \), of either elementary four-square \( \sigma_{ik}^4(n) \), or \( \sigma_{ki}^4(n) \), are common with any of the four-squares \( \sigma_{jk}^4(n+\varepsilon_i) \), \( \sigma_{jk}^4(n+\varepsilon_i-\varepsilon_j) \), \( \sigma_{ki}^4(n) \) or
Fig. 13 An example of an IRF model on a surface $\sigma$, constructed from cubic-shaped deformations of an IRF model on a flat surface $\sigma_0$. Boltzmann weights on elementary four-squares of $\sigma$ are shown in Figs. 9 and 12. White vertices of $\sigma$ are not shown.

$\sigma^4_{kj}(n - e_j)$ (forming a 90° angle at the edge), then $\mathcal{G}$ will contain a single edge connecting these vertices. Note that these edges of $\mathcal{G}$ are pictured in Fig. 12 to pass through white vertices of $\mathcal{V}(\sigma)$, but there are no white vertices in $\mathcal{V}(G)$.

The IRF model on $\mathcal{G}$, will depend on the two different types of IRF Boltzmann weights (3), and (4), and also on the edge Boltzmann weights given in Fig. 2. Then there end up being a total of four different types of IRF Boltzmann weights, associated to five different types of elementary four-squares of $\sigma$, as shown in Figs. 9 and 12. In the latter figures, the IRF Boltzmann weights assigned to elementary four-squares $\sigma^4_{ki}$, and $\sigma^4_{ik}$, are given by

$$V_{qr}^{(3)}(x_a, x_b, x_c, x_d) := W_{rr'}(x_c, x_d) W_{r'r}(x_b, x_a) V_{qr}^{(2)}(x_a, x_b, x_c, x_d),$$

and

$$V_{rq}^{(4)}(x_a, x_b, x_c, x_d) := W_{rr'}(x_a, x_c) W_{r'r}(x_d, x_b) V_{rq}^{(1)}(x_a, x_b, x_c, x_d),$$

respectively. Thus at least in terms of Boltzmann weights, the IRF model on $\sigma$ is somewhat more complicated than the vertex model on $\sigma$, since the latter model only had a dependence on the single expression for the Boltzmann weight given in (10).

Finally, the partition function for the IRF model on $\sigma$, is given by the expression

$$Z = \sum_x \prod_{\sigma^4_{ij}} V_{pq}^{(1)}(x_a, x_b, x_c, x_d) \prod_{\sigma^4_{jk}} V_{pr}^{(1)}(x_a, x_b, x_c, x_d) \prod_{\sigma^4_{kj}} V_{rp}^{(2)}(x_a, x_b, x_c, x_d) \prod_{\sigma^4_{ki}} V_{qr}^{(3)}(x_a, x_b, x_c, x_d) \prod_{\sigma^4_{ik}} V_{rq}^{(4)}(x_a, x_b, x_c, x_d).$$

(18)

Here the products are taken over the Boltzmann weights associated to each of the five different types of elementary four-squares in $F^{(4)}(\sigma)$. The sum is taken over all configurations of interior spins $x_1, x_2, \ldots, x_m$, that are assigned to vertices $i_1, i_2, \ldots, i_m \in \mathcal{V}_{int}(G)$, where each vertex is common to at least two different elementary four-squares in $F^{(4)}(\sigma)$ (black corner vertices). Boundary spins remain fixed. Note that the spin interior to each elementary
four-square in $F^{(4)}(\sigma)$ is already summed over in the definition of the IRF Boltzmann weights in (3), (4). This defines the IRF model on $\sigma$.

### 2.3.4 Extended Z-Invariance Property

The statement of extended Z-invariance for the vertex and IRF models on $\sigma$ is as follows:

**Extended Z-invariance** The expressions for the partition functions for the vertex model on $\sigma$ (15), and the IRF model on $\sigma$ (18), are equivalent to the respective expressions for the partition functions for the vertex model on $\sigma_0$ (11), and the IRF model on $\sigma_0$ (5), up to some constant factors.

Note that the extended Z-invariance property also implies the equivalence of partition functions on two different surfaces $\sigma, \sigma'$, where both of the latter surfaces satisfy the conditions given in Sect. 2.3.2. The arguments for extended Z-invariance of the vertex and IRF models, follow identically to the case of [1], with deformations of elementary squares in the latter case, being replaced by deformations of elementary four-squares that appear in Appendix. Similarly to [1], the deformations described in Appendix, always involving shifting an elementary four-square $\sigma^4_{ij}(n)$, to either $\sigma^4_{ij}(n + e_k)$, or $\sigma^4_{ij}(n - e_k)$, respectively, according to whether the associated pairs of rapidity lines $r, r'$, are positively or negatively oriented. Then using these deformations, all elementary four-squares $\sigma^4_{ij}(n) \in F^{(4)}(\sigma)$, can be shifted (in a particular order) until they have the same $n$ coordinate as the boundary, at which stage $\sigma$ will coincide with the plane $\sigma_0$. This implies that the partition functions on $\sigma$ and $\sigma_0$ are equivalent, up to some irrelevant constant factors.²

² For $N$-state discrete spin models the constant factor is simply given by a power of $N$. As was noted in [1], there is some subtlety for continuous spin models where this constant becomes infinite (proportional to $\delta(0)$). These cases then appear to require an appropriate regularisation in order to properly define the deformed partition functions. In any case, the observables of the deformed model will not be affected, since these are typically expressed in terms of derivatives of the partition function.

² Since these models are not formed from edge Boltzmann weights, these would simply be elementary squares, rather than four-squares.
Fig. 14  A pair of deformations for IRF and vertex models, corresponding to Figs. 23 (top), and 20 (bottom), respectively. Some graphical simplifications were used in order to present the above deformations in a clear manner. The pairs of rapidity lines labelled \( (p, p') \), \( (q, q') \), or \( (r, r') \), are represented by a single rapidity line labelled \( p, q \), or \( r \), respectively. For the vertex deformation, the labelling of vertices on the right hand side has not been shown due to space limitations. Also the variables on vertices interior to elementary four-squares, and the twist of \( r \)-type rapidity lines are not shown for the IRF deformation. Note that the \( r \)-type rapidity lines form closed directed loops, both with themselves, and in combination with the \( p \)- and \( q \)-type rapidity lines. These two deformations of the IRF and vertex Boltzmann weights, are central to the extended formulation of \( Z \)-invariance that has been presented in this paper.

Consider these same deformations when they are restricted to the plane, as is indicated in Fig. 14.

In Fig. 14, the rapidity lines of \( r \)-type, form closed directed loops both with themselves, and in combination with the \( p \)- and \( q \)-type rapidity lines. Repeated applications of such deformations, are then seen to add to a model an arbitrary number of IRF or vertex Boltzmann weights, which are contained inside a single IRF or vertex Boltzmann weight respectively. These two new types of deformations for the IRF and vertex models, are central to the extended \( Z \)-invariance property that has been formulated in this paper.

3 Quasi-Classical Expansion and Classical Discrete Integrable Equations

In the quasi-classical limit, the fluctuating variables of the model are taken to approach a fixed ground state configuration, which is determined as the solution of a classical discrete integrable equation. For integrable models that satisfy a star–triangle relation, this limit has
been found [15–19] to always lead to a classical discrete integrable equation in the Adler-Bobenko-Suris (ABS) classification [7,28], where the latter equations are equivalent to the equations of the critical point of the star–triangle relation. This correspondence has recently been extended to the entire ABS list, with the use of star–triangle relations that are based on hypergeometric integrals [18,19]. On the other hand, the analogous saddle-point equations that arise from the quasi-classical limit of the star–star relation, e.g. [11,29], appear to lead to new types of discrete integrable equations. This section will investigate those types of equations which arise in the quasi-classical limit of the IRF model on \( \sigma \), and show that such equations also satisfy a classical analogue of the extended Z-invariance property. The latter is also shown to be closely related to a closure property that is central to Lagrangian multiform formulations of discrete integrable equations [6]. Note also that the IRF model will be considered here rather than the vertex model, since the IRF model has a more natural quasi-classical limit and description in terms of variational-type equations.

3.1 Quasi-Classical Expansion of the Star–Star Relation

Recall the edge Boltzmann weights \( W_{pq}(x_i, x_j) \), \( \overline{W}_{pq}(x_i, x_j) \), as pictured in Fig. 2, which are assumed now to implicitly depend on a parameter \( h > 0 \), which may be interpreted as a temperature parameter (or Planck constant for the quantum mechanics picture) of the model. Let \( f_h(x) \) denote a scaling and translation of a variable \( x \), that has a dependency on the parameter \( h \). It is assumed here that as \( h \to 0 \), the quasi-classical expansion of Boltzmann weights \( W_{pq}(x_i, x_j) \), \( \overline{W}_{pq}(x_i, x_j) \), can be written as

\[
\log W_{f_h(p)f_h(q)}(f_h(x_i), f_h(x_j)) = -h^{-1} \Lambda_{pq}(x_i, x_j) + O(h^0),
\]

\[
\log \overline{W}_{f_h(p)f_h(q)}(f_h(x_i), f_h(x_j)) = -h^{-1} \overline{\Lambda}_{pq}(x_i, x_j) - \frac{1}{2} \log h + O(h^0).
\]

This expansion is found for the majority known integrable edge-interaction models [18,19], under a suitable transformation \( f_h \), that is model dependent. Note that depending on the model under consideration, the spin variable \( x_i \) may take continuous real values or discrete integer values, while in the quasi-classical limit, the resulting variables\(^4 \) \( x_i \), become continuously valued [18].

The Lagrangian functions are also assumed here to satisfy the following anti-symmetry relations

\[
\Lambda_{pq}(x_i, x_j) + \Lambda_{qp}(x_j, x_i) = 0, \quad \overline{\Lambda}_{pq}(x_i, x_j) + \overline{\Lambda}_{qp}(x_j, x_i) = 0,
\]

for all \( x_i, x_j \), which are the classical form of (1).

The expansion of the form (19) is the key to obtaining several types of classical discrete equations from the quasi-classical limit. First, using the asymptotic expansion of Boltzmann weights (19), the quasi-classical asymptotics of the IRF weight (3), can be determined with a saddle point method, leading to the expansion

\[
\log \gamma^{(1)}_{pq}(x_a, x_b, x_c, x_d) = -h^{-1} \mathcal{L}^{(1)}_{pq}(x_{c}^{(cl)} | x_a, x_b, x_c, x_d) + O(\log h),
\]

\[
\log \gamma^{(2)}_{pq}(x_a, x_b, x_c, x_d) = -h^{-1} \mathcal{L}^{(2)}_{pq}(x_{c}^{(cl)} | x_a, x_b, x_c, x_d) + O(\log h),
\]

where the five-point Lagrangian functions are defined by

\[
\mathcal{L}^{(1)}_{pq}(x | x_a, x_b, x_c, x_d) = \overline{\Lambda}_{pq}(x_c, x) + \overline{\Lambda}_{p'q'}(x_b, x) + \Lambda_{p'q}(x, x_a) + \Lambda_{pq'}(x, x_d).
\]

\(^4\) As a slight abuse of notation, both spin variables of the previous section, and classical variables that arise from the quasi-classical limit in this section, are referred to with the notation \( x_i \).
the quasi-classical limit of the star–triangle relation. The latter functions are the analogues of “three-leg” functions for ABS equations which arise which are determined for fixed values of the variables \(x_a, x_b, x_c, x_d\). These equations may be written explicitly as

\[
\varphi_{pq}(x_c, x) + \varphi_{p'q'}(x_b, x) + \varphi_{p'q}(x_c, x) + \varphi_{pq}(x_d, x) = 0,
\]

\[
\varphi_{pq}(x_b, x) + \varphi_{p'q'}(x_c, x) + \varphi_{p'q}(x_d, x) + \varphi_{pq}(x_a, x) = 0,
\]

respectively, where the functions \(\varphi_{pq}(x_i, x_j)\), and \(\varphi_{pq}(x_i, x_j)\), are defined by

\[
\varphi_{pq}(x_i, x_j) = \frac{\partial}{\partial x_i} \Lambda_{pq}(x_i, x_j) = -\frac{\partial}{\partial x_i} \Lambda_{qp}(x_j, x_i),
\]

\[
\varphi_{pq}(x_i, x_j) = \frac{\partial}{\partial x_j} \Lambda_{pq}(x_i, x_j) = -\frac{\partial}{\partial x_j} \Lambda_{qp}(x_i, x_j).
\]

The latter functions are the analogues of “three-leg” functions for ABS equations which arise from the quasi-classical limit of the star–triangle relation.

The Eqs. (25) may be interpreted as classical five-point Laplace-type equations, e.g. [22, 23], which are respectively centered at spins \(x_1^{(cl)}\), and \(x_2^{(cl)}\), as in Fig. 15, where \(x_a, x_b, x_c, x_d\) are taken to be fixed. The equations depicted in Fig. 15, are a classical counterpart of the IRF Boltzmann weight configuration appearing in Fig. 3. The Eqs. (25) may also be interpreted as “quad equations” [21], which are defined on elementary four-squares with vertices \(a, b, c, d\), and this approach will be considered in some more detail (for multi-component equations) in Sect. 3.4.

Using (21), the quasi-classical expansion of the star–star relation (7), results in the following classical star–star relation [11] at leading order \(O(\hbar^{-1})\)

\[
L_{pq}^{(1)}(x_1^{(cl)} | x_a, x_b, x_c, x_d) + \Lambda_{q'q}(x_d, x_c) + \Lambda_{qq'}(x_a, x_b)
\]
that is satisfied on solutions of (25). Note that the classical star–star relation (27), also implies the following four constraints,

\[ \varphi_{p'q'}(x_1^{(cl)}, x_a) + \varphi_{pq}(x_a, x_2^{(cl)}) - \varphi_{q'q}(x_b, x_a) - \varphi_{p'p}(x_c, x_a) = 0, \]

\[ \overline{\varphi}_{pq}(x_1^{(cl)}, x_d) + \overline{\varphi}_{p'q}(x_d, x_2^{(cl)}) - \varphi_{q'q}(x_c, x_d) - \varphi_{p'p}(x_d, x_b) = 0, \]

\[ \overline{\varphi}_{p'q'}(x_b, x_1^{(cl)}) + \overline{\varphi}_{pq}(x_2^{(cl)}, x_b) - \varphi_{q'q}(x_b, x_a) - \varphi_{p'p}(x_d, x_b) = 0, \]

\[ \overline{\varphi}_{pq}(x_c, x_1^{(cl)}) + \overline{\varphi}_{p'q'}(x_2^{(cl)}, x_c) - \varphi_{q'q}(x_d, x_c) - \varphi_{p'p}(x_c, x_a) = 0, \]

between five spins centered at \( x_a, x_d, x_b, x_c, x_e \), respectively. These equations are obtained by taking the derivative of (27) with respect to each of the spins \( x_a, x_d, x_b, x_c, x_e \), which are stationary with respect to the saddle points \( x_1^{(cl)} \) and \( x_2^{(cl)} \).

The quasi-classical expansion of the Yang–Baxter equation (8), results in the following classical Yang–Baxter equation

\[
\mathcal{L}_{pq}^{(1)}(x_1^{(cl)} | x_c, x^{(cl)}, x_a, x_d) + \mathcal{L}_{pq}^{(1)}(x_2^{(cl)} | x^{(cl)}, x_b, x_d, x_f) + \mathcal{L}_{qr}^{(1)}(x_3^{(cl)} | x_c, x_a, x^{(cl)}, x_b) \\
+ \Delta_{qq'}(x_c, x^{(cl)}) + \Delta_{q'q}(x_b, x_a) + \Delta_{qq'}(x^{(cl)}, x_f) + \Delta_{q'q}(x_d, x_e) \\
= \mathcal{L}_{qr}^{(1)}(x_3^{(cl)} | x_e, x^{(cl)}, x_d, x_f) + \mathcal{L}_{pr}^{(1)}(x_2^{(cl)} | x_c, x_a, x_e, x^{(cl)}) \\
+ \mathcal{L}_{pq}^{(1)}(x_1^{(cl)} | x_a, x_b, x^{(cl)}, x_f),
\]

(29)

where \( x_a, x_b, x_c, x_d, x_e, x_f \) are fixed, and the \( x_1^{(cl)}, x_3^{(cl)}, x_5^{(cl)}, x_1^{(ncl)}, x_3^{(ncl)}, x_5^{(ncl)} \) are solutions of their respective equations of motion of the type appearing in (25), while the \( x^{(cl)} \) and \( x^{(ncl)} \) solve respectively

\[
\overline{\varphi}_{p'q'}(x, x_1^{(cl)}) + \overline{\varphi}_{qq}(x, x_2^{(cl)}) + \varphi_{q'q}(x_c, x) + \varphi_{p'p}(x_3^{(cl)}, x) = 0, \\
\overline{\varphi}_{q'r'}(x, x_1^{(cl)}) + \overline{\varphi}_{pq}(x, x_3^{(cl)}) + \varphi_{p'r}(x_3^{(cl)}, x) + \varphi_{q'q}(x_f, x) = 0.
\]

(30)

Similarly to (28), by taking derivatives with respect to the spins \( x_a, x_b, x_c, x_d, x_e, x_f \), there are six additional constraints involving \( \varphi, \overline{\varphi} \), that are centered at each of the six latter spins respectively. Note that as for the statistical mechanics case (8), the classical Yang–Baxter equation (29) is already implied by the classical star–star relation (27) (independently of the quasi-classical expansion of (8)), and in this sense the equation (27) can be considered as more fundamental. As seen above (and also in some previously considered specific cases [11, 29]), starting from the expansion of Boltzmann weights (19), one may obtain a rather rich structure of classical equations from the quasi-classical expansion of the IRF model.

### 3.2 Classical Discrete Laplace System of Equations

For the IRF model, taking \( \hbar \to 0 \) corresponds to a ground state configuration, which is determined by solving the equation of motion of an action functional that arises in the leading order quasi-classical expansion of the partition function. In the following, such a quasi-classical limit will be considered for the IRF models of the previous section, which were defined on \( \sigma_0 \) and \( \sigma \) respectively.

First for the case of the IRF model on \( \sigma_0 \), using the quasi-classical expansion (21), the first expression for the partition function of the IRF model (5) may be evaluated with a saddle
point method, which leads to the expansion
\[ \log Z_0 = -\hbar^{-1} A_0(x_0^{(cl)}) + O(\log \hbar). \]  

Here the action functional \( A_0(x) \) is defined by
\[ A_0(x) = \sum_{\sigma_{ij}^4} \mathcal{L}_{pq}^{(1)}(x_i^{(cl)} | x_a, x_b, x_c, x_d), \]
where the sum is taken over all elementary four-squares \( \sigma_{ij}^4 \in F^4(\sigma_0) \), of the type appearing on the right hand side of Fig. 9. The \( x_i^{(cl)} \) are the solutions of the equations
\[ \frac{\partial}{\partial x_i} \mathcal{L}_{pq}^{(1)}(x_i | x_a, x_b, x_c, x_d) = 0, \quad \forall i \in V^{(1)}(L) \cap V_{int}(L), \]  
while the \( x_0^{(cl)} \) is the saddle point of the partition function, given by the solution of
\[ \frac{\partial}{\partial x_i} \mathcal{L}_{pq}^{(2)}(x_i | x_a, x_b, x_c, x_d) = 0, \quad \forall i \in V^{(2)}(L) \cap V_{int}(L). \]

Together, the Eqs. (33), and (34), constitute a set of constraints on each interior vertex \( i \in V_{int}(L) \), under fixed boundary conditions, which may be interpreted as a general form of the classical discrete Laplace equations. Note that the quasi-classical expansion for the second expression of the IRF partition function (6), leads to exactly the same system of classical Laplace equations (33), (34).

For the case of the IRF model on \( \sigma \), there are five different Lagrangian functions associated to each of the five different types elementary four-squares in \( F^4(\sigma) \). Specifically, the Lagrangian functions are given by
\[
\begin{align*}
\mathcal{L}_{pq}^{(1)}(x | x_a, x_b, x_c, x_d), \\
\mathcal{L}_{pr}^{(1)}(x | x_a, x_b, x_c, x_d), \\
\mathcal{L}_{pq}^{(2)}(x | x_a, x_b, x_c, x_d), \\
\mathcal{L}_{qr}^{(3)}(x | x_a, x_b, x_c, x_d) &:= \mathcal{L}_{qr}^{(2)}(x | x_a, x_b, x_c, x_d) + \Lambda_{rr'}(x_c, x_d) + \Lambda_{r'r}(x_b, x_a), \\
\mathcal{L}_{rq}^{(4)}(x | x_a, x_b, x_c, x_d) &:= \mathcal{L}_{rq}^{(3)}(x | x_a, x_b, x_c, x_d) + \Lambda_{rr'}(x_a, x_c) + \Lambda_{r'r}(x_d, x_b),
\end{align*}
\]

which are associated to elementary four-squares \( \sigma_{ij}^4, \sigma_{jk}^4, \sigma_{ki}^4, \sigma_{ik}^4 \) respectively, that are pictured in Figs. 9, and 12. Note that due to (23), pairs of Lagrangians on elementary four-squares \( \sigma_{ik}^4(n) \), and \( \sigma_{ik}^4(n) \), or respectively on \( \sigma_{jk}^4(n) \), and \( \sigma_{jk}^4(n) \), sum to zero.

Similarly to (31), the quasi-classical expansion of the partition function (18) of the IRF model on \( \sigma \), is given by
\[ \log Z = -\hbar^{-1} A(x^{(cl)}) + O(\hbar^0), \]
where the action functional \( A(x) \) is given by
\[ A(x) = \sum_{\sigma_{ij}^4} \mathcal{L}_{pq}^{(1)}(x_{i0}^{(cl)} | x_a, x_b, x_c, x_d) + \sum_{\sigma_{ij}^4} \mathcal{L}_{pr}^{(1)}(x_{i1}^{(cl)} | x_a, x_b, x_c, x_d) + \sum_{\sigma_{ki}^4} \mathcal{L}_{pq}^{(2)}(x_{i2}^{(cl)} | x_a, x_b, x_c, x_d) + \sum_{\sigma_{ki}^4} \mathcal{L}_{qr}^{(3)}(x_{i3}^{(cl)} | x_a, x_b, x_c, x_d) + \sum_{\sigma_{ik}^4} \mathcal{L}_{pq}^{(4)}(x_{i4}^{(cl)} | x_a, x_b, x_c, x_d). \]  

\( \odot \) Springer
Here the sums are taken over the five different types of elementary four-squares in $F^{(4)}(\sigma)$, that are shown in Fig. 12, and on the right hand side of Fig. 9. The $x_{i_0}^{(cl)}$, $x_{i_1}^{(cl)}$, and $x_{i_4}^{(cl)}$, solve equations of motion of the first type appearing in (25), while the $x_{i_2}^{(cl)}$ and $x_{i_3}^{(cl)}$ solve equations of motion of the second type in (25).

The $x^{(cl)}$ is the saddle point of the partition function, given by the solution of the equations

$$\frac{\partial}{\partial x_i} A(x) = 0,$$

(38)
determined for all interior variables $x_i = x_1, x_2, \ldots, x_m$, that are assigned to vertices $i_1, i_2, \ldots, i_m \in V_{int}(\mathcal{G})$, where each vertex is common to at least two different elementary four-squares of $\sigma$. That is, the Eq. (38) provides a constraint on each interior variable of $\sigma$, located on the corner vertices of elementary four-squares.

Together, the equations of motion for the spin variables $x_{i_0}^{(cl)}$, $x_{i_1}^{(cl)}$, $x_{i_2}^{(cl)}$, $x_{i_3}^{(cl)}$, and $x_{i_4}^{(cl)}$, and the saddle point equations (38), provide a constraint on each interior variable of $\sigma$, located on the corner vertices of elementary four-squares.

Similarly to the case of the statistical mechanical model of the previous section, this can be straightforwardly shown, since any positively oriented rapidity lines $r^+$, $r'^+$, on $\sigma$, will be associated to some three elementary four-squares $\sigma_{ik}^4(n + e_i)$, $\sigma_{jk}^4(n + e_j)$, and any negatively oriented rapidity lines $r$, $r'$, on $\sigma$, will be associated to some three elementary four-squares $\sigma_{ij}^4(n)$, $\sigma_{ik}^4(n + e_j)$, $\sigma_{jk}^4(n)$. On the latter respective groups of three elementary four-squares, the classical Yang–Baxter equation (29) is satisfied, and can be repeatedly used on such groups of three four-squares to deform a surface $\sigma$, until all rapidity lines $r$, $r'$ are removed, at which stage $\sigma$ will be identical to $\sigma_0$. As was mentioned above, the contribution to the action $A$, from any pairs of elementary four-squares $\sigma_{ik}^4(n)$, and $\sigma_{ik}^4(n)$, or respectively $\sigma_{jk}^4(n)$, and $\sigma_{jk}^4(n)$, that appear through the use of the classical Yang–Baxter equation, will be zero, due to the inversion relations (20), and (23).

The property of classical Z-invariance may also be interpreted as a classical closure property [6] of the action (32), under deformations of elementary four-squares of $\sigma_0$. Indeed, note that after exchanging $q \leftrightarrow r$, and making the following change of variables

$$x_d \rightarrow x_1, \quad x_f \rightarrow x_{12}, \quad x^{(cl)} \rightarrow x, \quad x_e \rightarrow x_{13}, \quad x_b \rightarrow x_2, \quad x'^{(cl)} \rightarrow x_{123},$$

$$x_c \rightarrow x_3, \quad x_a \rightarrow x_{23}, \quad x_1 \rightarrow x_j, \quad x'^{(cl)} \rightarrow x_{j'}, \quad x_1' \rightarrow x_2', \quad x_2' \rightarrow x_k, \quad x_2'^{(cl)} \rightarrow x_k',$$

$$x_3^{(cl)} \rightarrow x_i, \quad x_3'^{(cl)} \rightarrow x_i',$$

(39)

the classical Yang–Baxter equation (29) may be written in the form

$$\Delta_i L_{iq}^{(1)}(x_i | x_3, x_{23}, x, x_2) + \Delta_j L_{pr}^{(1)}(x_j | x_3, x, x_{13}, x_1) + \Delta_k L_{pq}^{(1)}(x_k | x, x_2, x_1, x_{12}) = 0,$$

(40)
where

\[ \Delta_1 \mathcal{L}^{(1)}_{rq}(x_i \mid x_3, x_{23}, x, x_2) : = \mathcal{L}^{(1)}_{rq}(x'_i \mid x_{13}, x_{123}, x_1, x_{12}) - \mathcal{L}^{(1)}_{rq}(x_i \mid x_3, x_{23}, x, x_2), \]

\[ \Delta_j \mathcal{L}^{(1)}_{pr}(x_j \mid x_3, x, x_{13}, x_1) : = \mathcal{L}^{(1)}_{pr}(x'_j \mid x_{23}, x_2, x_{123}, x_1) + \Lambda_{rr'}(x_{23}, x_2) + \Lambda_{r'r}(x_{123}, x_1) - \mathcal{L}^{(1)}_{pr}(x_j \mid x_3, x, x_{13}, x_1), \]

\[ \Delta_k \mathcal{L}^{(1)}_{pq}(x_k \mid x, x_{2}, x_{1}, x_{12}) : = \mathcal{L}^{(1)}_{pq}(x'_k \mid x_3, x_{23}, x_{13}, x_{12}) - \mathcal{L}^{(1)}_{pq}(x_k \mid x, x_{2}, x_{1}, x_{12}), \]

and where \( x, x_{123}, x_i, x'_j, x'_k \), are required to satisfy their respective saddle point equations of the form (25), (30). The Eq. (40) is shown graphically in Fig. 16. In the form (40), the classical Yang–Baxter equation (29) more clearly represents a local closure property [6], for the action (32) of the variational Laplace system of equations of \( \sigma \).

### 3.4 Quad Equation Interpretation

For the previously studied cases of the quasi-classical limit of scalar solutions of the star–triangle relation [15–19], the equation for the critical point of the latter relation was always found to be equivalent to a 3D-consistent integrable quad equation from the ABS classification [7,28]. This connection means that the star–triangle relation itself has a natural interpretation as being a quantum counterpart (in a path integral sense) of a discrete integrable equation. On the other hand, there are solutions of the star–star relation [8,11], that provide multi-component variable generalisations of solutions of the star–triangle relation. For these cases, the equations of motion for the IRF Boltzmann weights given in (25), might be expected to correspond to some new types of multi-component discrete integrable quad equations.

As an explicit example, the following multi-component equations are hyperbolic degenerations [29] of the classical equations of motion for IRF Boltzmann weights corresponding to (25), which come from the elliptic gamma function solutions of the star–star relation [11]

\[ \varphi^{(1)}_{pq}((x^{(cl)}_1)^k \mid x_a, x_b, x_c, x_d) - \varphi^{(1)}_{pq}((x^{(cl)}_1)^{k+1} \mid x_a, x_b, x_c, x_d) = 0, \quad k = 1, \ldots, n - 1, \]

(42)
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Fig. 17 Quadrilateral associated to $n$-component quad equations considered in this section. There are $n$-component vector variables $x, u, y, v$ associated to vertices, 2-component parameters $\alpha, \beta$, associated to edges, and an $n$-component parameter $w$ associated to the face of the quadrilateral

where

$$\varphi_{pq}^{(1)}(x_j | x_a, x_b, x_c, x_d) = \sum_{k=1}^{n} \log \frac{\sinh((x_c)_k - x_j - i(p - q)) \sinh((x_b)_k - x_j - i(p' - q'))}{\cosh((x_a)_k - x_j - i(p' - q')) \cosh((x_d)_k - x_j - i(p - q'))},$$

and the components of each variable $x_i = ((x_i)_1, \ldots, (x_i)_n)$, are subject to the constraint

$$\sum_{k=1}^{n} (x_i)_k = 0.$$ (44)

However, besides the connection of the above equations with the Yang–Baxter equation, it is not yet clear what other integrable properties they possess. This includes whether they satisfy a 3D-consistency property, as for the cases of the star–triangle relation, or even how this property would be formulated for these equations, which have a different form than what is usually considered for a quad equation. The purpose of this subsection is to study the Eq. (42) in a quad equation formulation, and particularly in the context of 3D-consistency. While the Eq. (42) themselves do not appear to be 3D-consistent, they will motivate the construction of some related types of multi-component quad equations which do satisfy a 3D-consistency property.

3.4.1 Quad Equation with Vector Variables

Based on the form of the Eq. (42), probably the most straightforward way to go a quad equation picture, is to simply consider equations which depend on multi-component variables on faces, edges, and vertices of a quadrilateral, of the type pictured in Fig. 17. The $n$-component vector variables

$$x = (x_1, \ldots, x_n), \quad u = (u_1, \ldots, u_n), \quad y = (y_1, \ldots, y_n), \quad v = (v_1, \ldots, v_n),$$ (45)

are assigned to the vertices of the quadrilateral. The 2-component parameters

$$\alpha = (\alpha_1, \alpha_2), \quad \beta = (\beta_1, \beta_2),$$ (46)

are assigned to the edges of the quadrilateral, and the two components of each of $\alpha$, and $\beta$, are independent. Finally, there is an $n$-component parameter $w$, assigned to the face of the quadrilateral.

The quadrilateral in Fig. 17 is thus associated with a quad equation that in principle has $5n + 4$ independent variables/parameters (not yet taking into account constraints of the form (44)). The reason $w$ is interpreted here as an $n$-component parameter, rather than an $n$-component variable on the same level as the $x, u, v, y$, is that the explicit expressions that will be given for the quad equations will be linear in the components of $x, u, v, y$, but not
linear in the components of \( w, \alpha, \) or \( \beta. \) In this sense, the \( w \) is more closer to the parameters \( \alpha, \) and \( \beta, \) rather than the corner variables \( x, u, v, y. \)

In terms of the above variables and parameters, an \( n \)-component vector quad equation \( \mathbf{Q} \), will be written here as

\[
\mathbf{Q}(x, u, y; \alpha, \beta; w) = 0, \quad n = 1, 2, \ldots,
\]

and is taken to consist of the set of \( n \) individual equations

\[
\mathbf{Q}_k(x, u, y; \alpha, \beta; w) = 0, \quad k = 1, \ldots, n.
\]

For example, returning to the explicit example of (42), with the following change of variables

\[
y_i = e^{(x_i)}, \quad v_i = e^{(x_i)}, \quad x_i = e^{(x_i)}, \quad u_i = e^{(x_i)}, \quad w_i = e^{(x_i)}(i), \quad i = 1, \ldots, n,
\]

and

\[
\alpha = e^q, \quad \beta = e'^p,
\]

Eq. (42) takes the form of a multi-component quad Eq. (47), with

\[
\mathbf{Q}_k(x, u, y; \alpha, \beta; w)
\]

\[
= \prod_{i=1}^{n}(x_i + w_k(\alpha_1 - \beta_1))(v_i + w_k(\alpha_2 - \beta_2))(u_i + w_k(\alpha_2 - \beta_1))(y_i + w_k(\alpha_1 - \beta_2))
\]

\[
- \prod_{i=1}^{n}(x_i + w_{k+1}(\alpha_1 - \beta_1))(v_i + w_{k+1}(\alpha_2 - \beta_2))(u_i + w_{k}(\alpha_2 - \beta_1))(y_i + w_{k}(\alpha_1 - \beta_2)),
\]

for \( k = 1, \ldots, n - 1, \) and where

\[
\prod_{i=1}^{n} x_i = 1, \quad \prod_{i=1}^{n} u_i = 1, \quad \prod_{i=1}^{n} y_i = 1, \quad \prod_{i=1}^{n} v_i = 1, \quad \prod_{i=1}^{n} w_i = 1.
\]

### 3.4.2 Degeneration of Scalar Case

Note that the Eq. (51) (equivalent to (42)) do not appear to satisfy a 3D-consistency property, at least not in their given form. However a particular limit for the \( n = 2 \) (scalar) case of the Eq. (42), may be related to a 3D-consistent linear quad equation previously studied by Atkinson [24, 25].

First, redefining the variables in (42) as

\[
x_a = \epsilon y^2 + \frac{i \pi}{2}, \quad x_b = \epsilon v^2, \quad x_c = \epsilon x^2, \quad x_d = \epsilon u^2 + \frac{i \pi}{2}, \quad x^{(cl)} = \epsilon w^2,
\]

and

\[
p = \epsilon^2 \beta_1, \quad p' = \epsilon^2 \beta_2, \quad q = \epsilon^2 \alpha_1, \quad q' = \epsilon^2 \alpha_2,
\]

then considering \( \epsilon \to 0, \) results in the following quad equation at \( O(\epsilon) \)

\[
\mathbf{Q}(x, u, y; \alpha, \beta; w) = \frac{\alpha_1 - \beta_1}{x - w} + \frac{\beta_1 - \alpha_2}{u - w} + \frac{\alpha_2 - \beta_2}{v - w} + \frac{\beta_2 - \alpha_1}{y - w} = 0.
\]
The quad equation (55) satisfies the 3D-consistency property (this property will be described in the following subsection).

Equation (55) may be rewritten as

\[
(\alpha_1(w-u)(w-v)(y-x) + \alpha_2(w-x)(w-y)(u-v) \\
+ \beta_1(w-y)(w-v)(u-x) + \beta_2(w-x)(w-u)(v-y)) = 0,
\]

or equivalently

\[
((\alpha_1 - \beta_1)(v-w) + (\alpha_2 - \beta_2)(x-w))(u-w)(y-w) \\
+ ((\beta_1 - \alpha_2)(y-w) + (\beta_2 - \alpha_1)(u-w))(x-w)(v-w) = 0.
\]

The parameter \(w\) may also be absorbed into a redefinition of the variables and parameters, resulting in the quad equation

\[
\alpha_1uv(y-x) + \beta_1yv(x-u) + \alpha_2xy(u-v) + \beta_2xu(v-y) = 0,
\]

or equivalently

\[
(\alpha_1 - \beta_1)uyv + (\beta_1 - \alpha_2)xyv + (\alpha_2 - \beta_2)xuv + (\beta_2 - \alpha_1)xuv = 0.
\]

Finally, inverting each of the \(x, u, v, y\) results in the linear form of the quad equation (55)

\[
(\alpha_1 - \beta_1)x + (\beta_1 - \alpha_2)u + (\alpha_2 - \beta_2)v + (\beta_2 - \alpha_1)y = 0.
\]

The latter equation has also previously appeared in the work of Atkinson [24,25], via a Bäcklund transformation for a 3D-consistent quad equation given by Hietarinta [30]. Note also that the quad equation (60) arises in the limit of the parameters \(\alpha_i \to \epsilon \alpha_i, \beta_i \to \epsilon \beta_i, \epsilon \to 0\), of the latter equation of Hietarinta, independently of the Bäcklund transformation of [24].

### 3.4.3 Multi-component 3D-Consistent Equations

The same type of limit of (42) which resulted in (55), becomes complicated to apply for the cases of \(n > 2\). However, the form of the multi-component equations (42), is suggestive of a multi-component generalisation of (55) which takes the form

\[
Q_k(x, u, y, v; \alpha, \beta; w) = \sum_{i=1}^{n} \left\{ \frac{\alpha_1 - \beta_1}{xy - w} + \frac{\beta_1 - \alpha_2}{uy - w} + \frac{\alpha_2 - \beta_2}{vx - w} + \frac{\beta_2 - \alpha_1}{wy - w} \right\} = 0.
\]

for \(n = 1, 2, \ldots\). Remarkably, this equation can be observed to satisfy the following multi-component analogue of the 3D-consistency condition.

#### 3.4.3.1 Multi-component 3D-consistency condition

Consider the cube in Fig. 18, with variables and parameters assigned to the six quadrilateral faces according to Fig. 17. Edges that are parallel in Fig. 18, are always associated with the same parameter \(\alpha, \beta\), or \(\gamma\). The same parameter \(w\) is associated to each of the six faces. The six multi-component quad equations

\[
Q(x_0, x_1, x_2, x_{12}; \alpha, \beta; w) = 0,
\]

\[
Q(x_0, x_1, x_3, x_{13}; \alpha, \gamma; w) = 0,
\]

\[
Q(x_0, x_2, x_3, x_{12}; \alpha, \gamma; w) = 0,
\]

\[
Q(x_0, x_1, x_4, x_{14}; \beta, \gamma; w) = 0,
\]

\[
Q(x_0, x_2, x_4, x_{24}; \beta, \gamma; w) = 0,
\]

\[
Q(x_0, x_3, x_4, x_{134}; \gamma, \beta; w) = 0,
\]

\[
Q(x_1, x_2, x_3, x_{123}; \alpha, \beta, \gamma; w) = 0.
\]

\(5\) Note that the scalar case of (42) (or (51)), corresponds to \(n = 2\), while the scalar case of (61) corresponds to \(n = 1\). This is because the extra condition on the variables (44) (or (52)), has already been used in taking the limit to (55).
Fig. 18 Cube used to formulate the property of 3D-consistency (also commonly known as “consistency-around-a-cube” (CAC), or “multi-dimensional consistency”), for multi-component quad equations (47), defined on the quadrilaterals of Fig. 17. The \( n \)-component variables \( x \), are associated to vertices, the two-component parameters \( \alpha, \beta, \gamma \), are associated to the edges, and an \( n \)-component parameter \( w \) (not shown) is associated to each face of the cube \( Q(x_0, x_2, x_3, x_{23}; \beta, \gamma; w) = 0, \\
Q(x_3, x_{13}, x_{23}, x_{123}; \alpha, \beta; w) = 0, \\
Q(x_2, x_{12}, x_{23}, x_{123}; \alpha, \gamma; w) = 0, \\
Q(x_1, x_{12}, x_{13}, x_{123}; \beta, \gamma; w) = 0, 
\) (62)
for \( k = 1, \ldots, n \), are respectively associated to the corresponding six faces of a cube, as labelled in Fig. 18.

Then consider the initial value problem, where \( x_0, x_1, x_2, x_3 \) and \( \alpha, \beta, \gamma, w \), are known, and \( x_{12}, x_{13}, x_{23}, x_{123} \), are to be determined. The first 3\((n)\) Eq. in (62) should provide a unique solution for the vector variables \( x_{12}, x_{13}, x_{23} \), respectively. The 3D-consistency condition is that the remaining 3\((n)\) Eq. in (62), each must agree for the solution of the remaining vector variable \( x_{123} \).

The 3D-consistency of (61) can be checked numerically for small values of \( n \) (\( n \leq 10 \)), and is expected to hold for all \( n \geq 1 \). However it is not known to the author how to directly prove the 3D-consistency using algebraic methods (besides the simple scalar \( n = 1 \) case of (55)), mainly because the expressions for the Eq. (61) become quite complicated for \( n \geq 2 \).

3.4.3.2 Further examples It might be expected that there exist other multi-component equations related to (61), that will also satisfy the 3D-consistency property. For example, instead of (61), a more general type of multi-component quad equation can be considered, which takes the following four-leg form

\[
Q_k(x, u, y, v; \alpha, \beta; w)
= \sum_{i=1}^{n} \left( \varphi(x_i, w_k; \alpha_1, \beta_1) + \varphi(u_i, w_k; \beta_1, \alpha_2) + \varphi(v_i, w_k; \alpha_2, \beta_2) + \varphi(y_i, w_k; \beta_2, \alpha_1) \right) = 0,
\]
(63)

for \( k = 1, \ldots, n \), where \( \varphi(x, y; \alpha, \beta) \) is a leg function, of the form

\[
\varphi(x, y; \alpha, \beta) = \frac{f(\alpha, \beta)}{x - y} + g(\alpha, \beta),
\]
(64)
Fig. 19  The four-leg form (63) of a multi-component quad equation (47) associated to the quadrilateral of Fig. 17

and the $f$, and $g$, are taken to satisfy

$$f(\alpha, \beta) + f(\beta, \alpha) = 0, \quad g(\alpha, \beta) + g(\beta, \alpha) = 0. \quad (65)$$

Then (61) would correspond to (63) with $f(\alpha, \beta) = \alpha - \beta$, and $g(\alpha, \beta) = 0$. Such a quad equation of the form (63) is pictured graphically in Fig. 19.

Note that the quad equations of the form (63), are invariant under permutations of the components of a variable $x, u, y, v$, however are not invariant under the exchange of the components of a parameter $\alpha, \beta$. Also since the index $k$ of (63), appears as the index of components of the face parameter $w$, permuting the components of $w$ simply results in a different permutation of the Eqs. (63). The quad equations (63), also satisfy the following square symmetries

$$Q(x, u, y, v; \alpha, \beta; w) = -Q(x, y, u, v; \beta, \alpha; w), \quad (66)$$

and

$$Q(x, u, y, v; \alpha, \beta; w) = -Q(y, v, x, u; \alpha, \hat{\beta}; w) = -Q(u, x, v, y; \hat{\alpha}, \beta; w), \quad (67)$$

where $\hat{\alpha}, \hat{\beta}$, represent $\alpha, \beta$, with components exchanged, respectively.

It is not difficult to find different functions $f(\alpha, \beta)$, and $g(\alpha, \beta)$, for which the multi-component quad equation (63) will satisfy the 3D-consistency condition. For example, the following choice related to (61) is found to be 3D-consistent

$$Q1a(\delta) : \quad f(\alpha, \beta) = \alpha - \beta, \quad g(\alpha, \beta) = \delta \alpha \beta (\alpha - \beta), \quad (68)$$

where $\delta = 0, 1$. This equation has been labelled here as $Q1a(\delta)$, due to the resemblance of this equation for $\delta = 0$ (corresponding to (61)), to the discrete Laplace equation associated to the ABS equation $Q1(\delta=0)$ [21].

Similarly, the following simple hyperbolic deformation of (68)

$$Q1h(\delta) : \quad f(\alpha, \beta) = \sinh(2(\alpha - \beta)), \quad g(\alpha, \beta) = \delta \sinh \alpha \sinh \beta \sinh(\alpha - \beta), \quad (69)$$

and the following simple elliptic deformation of (68)

$$Q1e : \quad f(\alpha, \beta) = \text{sn}(\alpha)^2 - \text{sn}(\beta)^2, \quad g(\alpha, \beta) = \text{sn}(\alpha) \text{sn}(\beta) \text{sn}(\alpha - \beta)(1 - m \text{sn}(\alpha)^2 \text{sn}(\beta)^2), \quad (70)$$

are both found to be 3D-consistent. In (70), $m = k^2$ (not to be confused with the index $k$ for (63)) is the elliptic parameter for the Jacobi elliptic function $\text{sn}(z)$ [31]. It is expected that
there would be other equations of the form (63) that satisfy 3D-consistency, and it would be
interesting to further investigate these types of equations, or even classify these equations
along the lines of [7,28]. There are also obviously more general types of quad equations that
could be considered instead of the form (63), but no other forms are known to the author that
will also be 3D-consistent.

Similarly to the case of (61), the 3D-consistency for the scalar \( n = 1 \) cases of the
Eqs. (68), (69), (70), can be proven directly, however so far it is not known how to prove
the 3D-consistency for all \( n \geq 1 \), mainly because for \( n \geq 2 \) the expressions for the equations
become much more complicated. The 3D-consistency of the above equations has been
checked through the use of numerical calculations for up to \( n = 10 \), and it is expected to be
satisfied for all \( n \geq 1 \).

Finally, it is straightforward to put the Eqs. (68), (69), (70), in an affine linear form, where
the equations are linear in each of the components of \( x, u, y, v \). The affine linear form is
given by

\[
Q_k(x, u, y, v; \alpha, \beta; w) = \sum_{i=1}^{n} \left\{ (f(\alpha_1, \beta_1)(w_k - v_i) + f(\alpha_2, \beta_2)(w_k - x_i)) (w_k - u_i)(w_k - y_i) \right. \\
+ (f(\beta_1, \alpha_2)(w_k - y_i) + f(\beta_2, \alpha_1)(w_k - u_i))(w_k - v_i)(w_k - x_i) \\
\times \prod_{j=1}^{n} (w_k - x_j)(w_k - u_j)(w_k - y_j)(w_k - v_j) \right\} \\
+ h(\alpha, \beta) \prod_{i=1}^{n} ((w_k - x_i)(w_k - u_i)(w_k - y_i)(w_k - v_i)),
\]

(71)

for \( k = 1, \ldots, n \), where \( h(\alpha, \beta) \) is given in terms of \( g(\alpha, \beta) \) by

\[
h(\alpha, \beta) = g(\alpha_1, \beta_1) + g(\beta_1, \alpha_2) + g(\alpha_2, \beta_2) + g(\beta_2, \alpha_1).
\]

(72)

For the respective Eqs. (68), (69), (70), the functions \( h(\alpha, \beta) \) may be factorised as

\[
\text{Q1a}(@) : \ h(\alpha, \beta) = \delta(\alpha - \alpha_2)(\beta - \beta_2)(\alpha + \alpha_2 - \beta - \beta_2), \\
\text{Q1h}(@) : \ h(\alpha, \beta) = \delta \sinh(\alpha - \alpha_2) \sinh(\beta - \beta_2) \sinh(\alpha + \alpha_2 - \beta - \beta_2), \\
\text{Q1e} : \ h(\alpha, \beta) = \sin(\alpha - \alpha_2) \sin(\beta - \beta_2) \sin(\alpha + \alpha_2 - \beta - \beta_2) \\
\times (1 - m(\sin(\alpha_1) \sin(\alpha_2))^2)(1 - m(\sin(\beta_1) \sin(\beta_2))^2) \\
\times (1 - m(\sin(\alpha_1 + \alpha_2) \sin(\beta_1 + \beta_2))^2) + m(\sin(\alpha_1)^2 - \sin(\alpha_2)^2) \\
\times (\sin(\beta_1)^2 - \sin(\beta_2)^2)(\sin(\alpha_1) \sin(\alpha_2) \sin(\alpha_1 + \alpha_2) - \sin(\beta_1) \sin(\beta_2) \sin(\beta_1 + \beta_2)).
\]

(73)

Interestingly, the hyperbolic- and elliptic-type equations in (69), and (70), don’t require
a point transformation of the components of the corner variables \( x, u, y, v \), in terms of
hyperbolic or elliptic functions respectively, in order to go from the four-leg form (63), to the
affine-linear form (71). Particularly, such a point transformation is typically always required
for the scalar cases, in order to relate a 3D-consistent quad equation to a Yang–Baxter equation
[18,19] (or even simply for a three-leg equation [7]). The Eqs. (69), and (70), are curious
in this respect, and are unlikely to arise from a counterpart multi-component Yang–Baxter
equation.
4 Conclusion

In this paper a new formulation of Baxter’s Z-invariance property [2,3] is given for two-dimensional vertex and interaction-round-a-face (IRF) models of statistical mechanics that satisfy the Yang–Baxter equation. Specifically, the models were first associated to a surface of elementary four-squares, where each elementary four-square is identified with a Boltzmann weight of the respective model. Such elementary four-squares were used as the building blocks of more general 2-dimensional surfaces, which are extended into 3 dimensions, on which different vertex and IRF models were also defined. The extended Z-invariance property is that the partition function for the latter deformed vertex or IRF model, is equivalent to the partition function for the original model in the plane, as a consequence of the Yang–Baxter equations and inversion relations satisfied by the respective models. This is considered here to be an extension of Baxter’s original formulation of Z-invariance [2,3], because it requires the introduction of new types of rapidity lines which form closed directed loops in the rapidity graph of the model, whereas traditionally such lines are not permitted to appear. The extended Z-invariance property was previously shown to also hold for lattice models of statistical mechanics that satisfy the star–triangle relation [1], and the results of this paper show how the Z-invariance is applicable to a wider range of integrable models of statistical mechanics, including the six- and eight-vertex models [4], and the RSOS models [27], as well as several different integrable lattice models based on the star–star relation [8–15].

Due to its association with integrability, the Z-invariance property has been previously utilised for a variety of important applications. For example, it has been used in various studies of the Ising model [32–38], in the derivation of the order parameter of the chiral Potts model [39–42], in relating integrable lattice models with isoradial embeddings of graphs and circle patterns [16,35], and in relating continuous spin lattice models with supersymmetric gauge theories [43]. It would be interesting if similar applications exist for the formulation of Z-invariance given in this paper for the vertex and IRF models. Keep in mind that such vertex and IRF models can also be interpreted as models of physical systems [4], and another important question is whether the extended Z-invariance property of this paper (and [1]) represents an observable phenomenon for the physical systems represented by these models.

In Sect. 3, the quasi-classical limit of the IRF model was also considered. It was shown that the leading order quasi-classical expansion of the partition function, corresponds to an action functional for a system of classical discrete Laplace equations. This action functional was seen to be invariant under cubic deformations of the underlying surface of elementary four-squares, which is the classical manifestation of the extended Z-invariance property. This classical Z-invariance property also has a natural interpretation as a closure property of the action functional, which has previously been studied in the context of three-point Lagrangian multiform equations [6], and the related pluri-Lagrange systems [44]. However the latter Lagrangian systems are inherently different from the five-point equations that have been considered in this paper, and thus it would be interesting to relate the equations given here to other notions of discrete integrability. An initial step in this direction has been taken in Sect. 3.4, where some explicit new $n$-component 3D-consistent equations were proposed, which were constructed from a degeneration of elliptic/hyperbolic multi-component equations, coming from the quasi-classical limit of particular continuous spin IRF models [11,29]. It will be important to further investigate the integrable properties of these new types of equations, including their relations to the Yang–Baxter equation, in future works.
Acknowledgements  The majority of this work was completed while the author was an overseas researcher under Postdoctoral Fellowship of Japan Society for the Promotion of Science (JSPS), at the University of Tokyo, Komaba. The author thanks Atsuo Kuniba and Masahito Yamazaki for helpful discussions. Some of the \( n \)-component equations of Sect. 3.4 were presented at the 13th Symmetries and Integrability of Difference Equations (SIDE) conference, in Fukuoka, Japan, on November, 2018. The author thanks the organisers for the opportunity to give a talk at this conference, and also thanks the audience for their interest and feedback.

Appendix: Deformations for Vertex and IRF Formulations

The cubic deformations in Figs. 20, 21, 22, 23, 24, and 25, are for the vertex and IRF models respectively, as defined in Sect. 2. These deformations are derived with use of the respective Yang–Baxter equations (12), and (8), and inversion relations (13), (9), and are used to show the extended Z-invariance property described in Sect. 2.3 for the vertex and IRF models.

For the case of the vertex formulation, the most complicated case is when changing one four-square into five four-squares, where two positively oriented rapidity lines \( r \) and \( r' \) are added/removed, as is shown in Fig. 20. Using the Yang–Baxter equation (12) and inversion relation (13), the contribution to the partition function of the right hand side of Fig. 20 is given by

\[
\times \left( \sum_{x_k''} \delta_{x_k'' x_k^-} \right) =
\]

\[= \text{Fig. 20} \quad \text{A deformation in the vertex formulation corresponding to (A.1). Note that the rapidity lines which are not shown for two hidden four-squares on the right hand side are assigned according to Fig. 10} \]

\[= \text{Fig. 21} \quad \text{A deformation in the vertex formulation. Note that the rapidity lines which are not shown for the hidden four-square on the right hand side are assigned according to Fig. 10} \]
Fig. 22 A deformation in the vertex formulation that is equivalent to the Yang–Baxter equation (12)

\[ \times (\sum_{x_\alpha} \delta_{x_\alpha, x_\alpha}) = \]

Fig. 23 A deformation in the IRF formulation corresponding to (A.2). Note that the rapidity lines which are not shown for two hidden four-squares on the right hand side are assigned according to Fig. 12

Fig. 24 A deformation in the IRF formulation. Note that the rapidity lines which are not shown for the hidden four-square on the right hand side are assigned according to Fig. 12
Similar calculations involving the Yang–Baxter equation (12) and inversion relation (13), can be used to show the equalities of Figs. 21 and 22, with the latter Figure only requiring a simple use of (12).

For the case of the IRF formulation, the most complicated case again involves changing four-square into five four-squares, where the deformation adds two positively oriented rapidity lines $r$ and $r'$, as is depicted in Fig. 23. Using the Yang–Baxter equation (8) and inversion relation (9), the contribution to the partition function of the left and right hand sides of Fig. 20 are equal, up to the constant factor $\sum x_{ij} \delta_{x_{ij}'' x_{ij}'''}$ (this is left here as a $\delta$-function, because when considering models with continuous valued spins, this becomes an infinite constant). A similar type of deformation not pictured here, that instead adds two negatively oriented rapidity lines $r$ and $r'$, may be shown to hold with an analogous calculation to (A.1).

Similar calculations involving the Yang–Baxter equation (12) and inversion relation (13), can be used to show the equalities of Figs. 21 and 22, with the latter Figure only requiring a simple use of (12).

Fig. 25 A deformation in the IRF formulation that is equivalent to the Yang–Baxter equation (8)

$$\sum_{x_i'', x_j'', x_k', x_{ij}', x_k''} \left( x_i'' | \mathbb{P}_{pq} | x_j'' | x_k' | \mathbb{P}_{pr} | x_{ij}' \right) \left( x_k, x_j | \mathbb{P}_{rq} | x_i', x_j' \right) \left( x_{ij}', x_j' | \mathbb{P}_{rp} | x_k, x_i'' \right)$$

$$\times \left( x_i'' | \mathbb{P}_{qr} | x_k' | x_j', x_{ij}' \right) \left( x_k'' | x_i | \mathbb{P}_{rp} | x_k, x_i'' \right)$$

$$= \sum_{x_i'', x_j'', x_k', x_{ij}', x_k''} \sum_{x_k', x_{ij}'} \left( x_i'' | \mathbb{P}_{qr} | x_k' | x_j', x_{ij}' \right) \left( x_k'' | x_i | \mathbb{P}_{rp} | x_k, x_i'' \right)$$

$$\times \left( x_i'' | \mathbb{P}_{qr} | x_k' | x_{ij}' \right) \left( x_k'' | x_i | \mathbb{P}_{rp} | x_k, x_i'' \right)$$

$$= \left( x_i, x_j | \mathbb{P}_{pq} | x_i', x_j' \right) \sum_{x_k''} \delta_{x_k'' x_k''}.$$  

This shows that the contributions to the partition function of the left and right hand sides of Fig. 20 are equal, up to the constant factor $\sum x_{ij} \delta_{x_{ij}'' x_{ij}'''}$ (this is left here as a $\delta$-function, because when considering models with continuous valued spins, this becomes an infinite constant). A similar type of deformation not pictured here, that instead adds two negatively oriented rapidity lines $r$ and $r'$, may be shown to hold with an analogous calculation to (A.1).

For the case of the IRF formulation, the most complicated case again involves changing one four-square into five four-squares, where the deformation adds two positively oriented rapidity lines $r$ and $r'$, as is depicted in Fig. 23. Using the Yang–Baxter equation (8) and inversion relation (9), the contribution to the partition function of the right hand side of Fig. 23 is given by

$$\sum_{x_a', x_b', x_c', x_d'} \mathbb{V}^{(1)}_{pq} (x_a', x_b', x_c', x_d') \mathbb{V}^{(1)}_{rq} (x_c', x_d', x_c, x_d) \mathbb{V}^{(1)}_{pr} (x_b', x_b, x_d', x_d) \mathbb{V}^{(2)}_{qr} (x_a', x_a, x_b', x_b)$$

$$\times \mathbb{V}^{(2)}_{rp} (x_a', x_c', x_a, x_c) W_{qq'} (x_a, x_a') W_{qq'} (x_b, x_b') W_{qq'} (x_c, x_c') W_{qq'} (x_d, x_d')$$

$$= \sum_{x_a', x_b', x_c', x_d'} \sum_{x_a} \mathbb{V}^{(2)}_{qr} (x_a', x_a, x_b', x_b') \mathbb{V}^{(2)}_{rp} (x_c', x_c', x_a, x_c) W_{qq'} (x_a, x_a') W_{qq'} (x_b, x_b')$$
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\[ x \Psi_{rq}^{(1)}(x_a', x_b', x_a, x_b) \Psi_{pr}^{(1)}(x_a', x_c, x_c') \Psi_{pq}^{(1)}(x_b, x_c, x_d) = \Psi_{pq}^{(1)}(x_a, x_b, x_c, x_d) \sum_{x_a} \delta_{x_a, x_a}. \]  

(A.2)

This shows that the contributions to the partition function of the left and right hand sides of Fig. 23 are equal, up to the constant factor \((\sum_{x_a} \delta_{x_a, x_a})\). A similar type of deformation not pictured here, that instead adds two negatively oriented rapidity lines \(r\) and \(r'\), may be shown with an analogous calculation to (A.2). Similar calculations involving the Yang–Baxter equation (8) and inversion relation (9), can be used to show the equalities of Figs. 24 and 25, with the latter Figure only requiring a simple use of (8).
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