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Abstract. We prove the conservation of energy for weak and statistical solutions of the two-dimensional Euler equations, generated as strong (in an appropriate topology) limits of the underlying Navier-Stokes equations and a Monte Carlo-Spectral Viscosity numerical approximation, respectively. We characterize this conservation of energy in terms of a uniform decay of the so-called structure function, allowing us to extend existing results on energy conservation. Moreover, we present numerical experiments with a wide variety of initial data to validate our theory and to observe energy conservation in a large class of two-dimensional incompressible flows.

1. Introduction

Turbulence is a defining feature of fluid flows at high Reynolds numbers \[15\]. It is characterized by the dynamic generation of structures (eddies) at smaller and smaller scales and by the cascade of energy from large scale features of the flow to ever smaller scales.

Arguably, the famous K41 theory of Kolmogorov provides the most coherent explanation for fully-developed turbulence. As presented in \[15\], it is based on the incompressible Navier-Stokes equations with initial data \(u\), given by,

\[
\begin{align*}
\partial_t u^\nu + u^\nu \cdot \nabla u^\nu + \nabla p^\nu &= \nu \Delta u^\nu, \\
\text{div}(u^\nu) &= 0, \\
u^\nu|_{t=0} &= \vec{u},
\end{align*}
\]

(1.1)

Here, the velocity field is denoted by \(u \in \mathbb{R}^d\) (for \(d = 2, 3\)), and the pressure is denoted by \(p \in \mathbb{R}_+\). The pressure acts as a Lagrange multiplier to enforce the divergence-free constraint. The equations need to be supplemented with suitable boundary conditions. Throughout this work, we shall assume periodic boundary conditions, and take as our domain \(D\), the \(d\)-dimensional torus \(D = T^d, d \in \{2, 3\}\).

For any given viscosity \(\nu > 0\), it is straightforward to see that the incompressible Navier-Stokes equations formally satisfy an energy balance equation of the form

\[
\frac{d}{dt} \frac{1}{2} \int_D |u^\nu|^2 \, dx = -\nu \int_D |\nabla u^\nu|^2 \, dx.
\]

Here, the left-hand side describes the time evolution of the kinetic energy \(E(t) = \frac{1}{2} \|u(t)\|_{L^2}^2\), while the right-hand side term describes the energy dissipation at small scales by viscosity. It is clear from this equation that we should expect \(E(t)\) to be non-increasing in time, \(E(t) \leq E(0)\) for all \(t \geq 0\); in fact, we should at least expect that suitable solutions of (1.1) satisfy

\[
E(0) - E(t) \sim 2\nu \int_0^t \|\nabla u^\nu\|_{L^2}^2 \, dx
\]

(1.2)
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Given that turbulence appears at high Reynolds number (low viscosity), the behavior of the energy dissipation (the right hand side of the energy balance (1.2)) is of great interest. In fact, one of the fundamental postulates of Kolmogorov’s K41 physical theory of fully developed homogeneous isotropic turbulence is that \( \langle \nu \| \nabla u \|^2 \rangle \rightarrow \epsilon_0 > 0 \) as \( \nu \rightarrow 0 \) \([17, 18]\). Here, \( \langle \cdots \rangle \) refers to a suitable ensemble average (or long time average under an ergodicity hypothesis). In other words, a cornerstone of Kolmogorov’s theory is the assumption of anomalous, i.e finite, non-zero energy dissipation in the infinite Reynolds number limit.

Formally, taking the infinite Reynolds number \( (\nu \rightarrow 0) \) limit in the Navier-Stokes equations and assuming that \( u^\nu \rightarrow u \), implies that \( u \) satisfies the incompressible Euler equations:

\[
\begin{align*}
\frac{\partial}{\partial t} u + u \cdot \nabla u + \nabla p &= 0, \\
\text{div}(u) &= 0, \\
u|_{t=0} &= 0.
\end{align*}
\]
(1.3)

The issue of anomalous dissipation in turbulent flows was cast in terms of solutions of the incompressible Euler equations by Onsager in \([27]\) (see \([9]\) for a modern account), where he observed that Hölder continuous solutions of the incompressible Euler equations \( u \in C^{\alpha} \) should conserve energy provided that \( \alpha > 1/3 \), but might exhibit anomalous dissipation if \( \alpha < 1/3 \), even in the zero viscosity limit. One part of this Onsager conjecture, i.e. energy conservation for Hölder continuous solutions for the Euler equations, with exponent \( \alpha > 1/3 \) was addressed in \([4]\) (see also \([8]\)), where energy conservation was shown, as long as the solution \( u \in L^3([0, T]; B^{1/3+\epsilon}_{\infty}) \), \( \epsilon > 0 \), where \( B^{\alpha,q}_p \) denotes Besov spaces.

The other part of Onsager’s conjecture, i.e. for any \( \epsilon > 0 \), there exists an energy dissipative solution \( u \in C^{1/3-\epsilon} \), has been recently shown in \([16, 2]\) for the three-dimensional case, based on pioneering work of DeLellis and Szekelyhidi in \([5]\) where convex integration techniques were adapted to the study of fluid flows.

However, there is an essential caveat in the construction of the so-called wild solutions that were used in the aforementioned papers to demonstrate anomalous dissipation. At the outset, it is unclear if these wild solutions can be realized as vanishing viscosity limits of the Navier-Stokes equations (1.1). If not, their link to the questions of anomalous dissipation in turbulent flows is rather tenuous.

It is widely known that vanishing viscosity limits might exhibit additional structures that could well constrain the formation of energy dissipative solutions. This is especially true in two space dimensions, as there is a critical role played by the vorticity \( \omega = \text{curl}(u) \) of the flow. In fact, in a recent paper \([3]\), the authors prove that if a weak solution of the incompressible Euler equations \( u \) with initial data having vorticity \( \omega \in L^p \), \( p > 1 \), is obtained as the limit \( u^\nu \rightarrow u \) of solutions \( u^\nu \) of the \( \nu \)-Navier-Stokes equations (1.1) with the same initial data, then \( u \) is energy conservative. Thus – at least in two dimensions – Onsager criticality is not the last word on energy conservation.

A critical assessment of the results of the paper \([3]\) motivate us to ask the following questions: first, can one extend the energy conservation results of \([3]\) to even rougher initial data? In two space dimensions, Delort \([6]\) (see also \([20]\)) proved existence of weak solutions of the incompressible Euler equations, even when the initial vorticity \( \omega \in H^{-1} \cap BM \) and \( \omega \) can be written as the sum of a bounded measure of distinguished sign and a function in \( L^p \), \( 1 \leq p \leq \infty \). Hence, we are interested in investigating if weak solutions of the Euler equations (realized as a vanishing viscosity limit of the Navier-Stokes equations), with measure-valued initial vorticity, are energy conservative. Such initial data correspond to interesting physical scenarios such as vortex sheets.
Moreover, we are interested in investigating if limits of other interesting approximations of the two-dimensional Euler equations, for instance numerical approximations such as the spectral viscosity method [29, 1], are energy conservative.

Another aspect of the results of [16, 2, 3] is the fact that they pertain only to deterministic solutions. On the other hand, most descriptions of turbulence, including the K41 theory, are probabilistic in nature, with the anomalous dissipation hypothesis being considered for ensemble averages [15]. It is natural to ask if the analogous energy conservation results hold for a probabilistic description of turbulent flows.

Given these questions, the main goals and results of the current paper are:

- We prove that any weak solution $u$ of the incompressible Euler equations (1.3), which can be obtained as a strong limit $u^\nu \to u$ in $L^1_t([0,T]; L^2_x)$ in the zero viscosity limit of the incompressible Navier-Stokes equations (1.1), $\nu \to 0$, must be energy conservative. This implies in particular energy conservation for the large class of initial data for which strong $L^2$-convergence (in $C([0,T]; L^2_x)$) has been proven in [10], and extends the results of [3] to initial vorticity beyond $L^p$, $p > 1$.

- We consider the probabilistic framework of statistical solutions, proposed for the Navier-Stokes equations in [14] and references therein, and more recently for the Euler equations in [12, 11, 22] and prove analogous energy conservation results for statistical solutions of Euler equations, in particular, those that arise as limits of a spectral viscosity-Monte Carlo numerical approximation of [22].

- For both sets of results, we express the strong compactness of approximating sequences in terms of uniform decay of the so-called structure function (2.2). The structure function appears repeatedly in the turbulence literature [15] and references therein and it can be computed in numerical approximations and measured in experiments. Thus, characterizing energy conservation (and anomalous dissipation) in terms of the structure function is very convenient.

- The validity of the proposed theory is illustrated in terms of different numerical experiments. In particular, we consider initial data that don’t necessarily belong to the class considered by Delort in [6] and for which no compactness/existence results are available. Numerical experiments reveal that the approximate solutions possess the desired decay of the structure function and computed energy is conserved in time.

The rest of the paper is organized as follows: in section 2 we characterize energy conservation for the vanishing viscosity limit. Energy conservation for numerical approximations to statistical solutions of (1.3) is considered in section 3 and numerical experiments to illustrate and complement the theory are presented in section 4.

2. On Energy conservation of vanishing viscosity limits

Our goal in this section will be to characterize the conservation of energy in weak solutions of the two-dimensional Euler equations (1.3), that arise as vanishing viscosity limits of the Navier-Stokes equations (1.1). We formalize these concepts with the following definition, first introduced in [14].

Definition 2.1. Let $\{u_k\}, k \in \mathbb{N}$, be a uniformly bounded sequence in $L^\infty(0,T; L^2(\mathbb{T}^2; \mathbb{R}^2))$. The sequence $\{u_k\}$ is an approximate solution sequence for the incompressible Euler equations, if the following properties are satisfied:
(1) The sequence \( \{u_k\} \) is uniformly bounded in \( \text{Lip}([0,T); H^{-L}(\mathbb{T}^2; \mathbb{R}^2)) \), for some (possibly large) \( L > 1 \).

(2) For any test vector field \( \Phi \in C_0^\infty([0,T) \times \mathbb{T}^2; \mathbb{R}^2) \) with \( \text{div}(\Phi) = 0 \), we have:
\[
\lim_{k \to \infty} \int_0^T \int_{\mathbb{T}^2} \Phi_t \cdot u_k + (\nabla \Phi) : (u_k \otimes u_k) \, dx \, dt + \int_{\mathbb{T}^2} \Phi(x,0) \cdot u_k(x,0) \, dx = 0.
\]

(3) \( \text{div}(u_k) = 0 \) in \( \mathcal{D}'([0,T] \times \mathbb{T}^2) \).

We shall often denote (spatial) \( L^p \) spaces, such as \( L^p(D; \mathbb{R}^2) \) in the abbreviated form \( L^p \) in the following, provided that the domain and co-domain are clear from the context. Similar notation will be used to denote time-dependent Bochner spaces \( L^p_t L^q_x := L^p(0,T; L^q_x) \), where it is understood that the temporal domain is \([0,T]\) for some fixed \( T > 0 \).

Our interest is in particular approximating sequences that stem from the weak solutions of the Navier-Stokes equations. Hence, following [3], we define,

**Definition 2.2.** A weak solution \( u \in L^\infty(0,T; L^2) \) of the incompressible Euler equations with initial data \( \pi \in L^2_x \) is **physically realisable**, if there exists a sequence \( u^{\nu_k} \), such that each \( u^{\nu_k} \in C([0,T]; L^2_x) \)

- (1) is a solution of (1.1) with viscosity \( \nu_k \to 0 \) (\( k \to \infty \)),
- (2) \( u^{\nu_k}(t = 0) \to \pi \) strongly in \( L^2_x \), (\( k \to \infty \)),
- (3) and \( u^{\nu_k} \to u \) weakly in \( L^2_t(L^2_x) \).

In this case, we will refer to the sequence \( u^{\nu_k} \to u \) as a **physical realisation** of \( u \).

As mentioned in the introduction, we seek to characterize compactness of approximating sequences and energy conservation in terms of the structure function. We introduce the structure function as follows. Given \( u \in L^2_x \), we define \( S_2(u; r) \) for \( r \geq 0 \) as follows:

\[
S_2(u; r) := \left( \int_D \int_{B_r(0)} |u(x + h) - u(x)|^2 \, dh \, dx \right)^{1/2}.
\]

Similarly, we define the time-integrated structure function \( S^T_2(u; r) \) for \( u \in L^1_t L^2_x \), by setting

\[
S^T_2(u; r) := \left( \int_0^T S_2(u(t); r)^2 \, dt \right)^{1/2}.
\]

We will relate uniform decay of the structure functions to compactness properties and energy conservation of approximating sequences. To this end, we need the following technical results,

**Lemma 2.3.** We have for any \( u \in H^1_x \):
\[
\int_D \int_{B_r(0)} |h \cdot \nabla u(x)|^2 \, dh \, dx = \frac{r^2}{4} \int_D |\nabla u(x)|^2 \, dx.
\]

**Proof.** Fix \( x \). Choose a coordinate system \( h = (h_1, h_2) \) such that \( h \cdot \nabla u(x) = h_1|\nabla u(x)| \). Then
\[
\int_{B_r(0)} |h \cdot \nabla u(x)|^2 \, dh = |\nabla u(x)|^2 \int_{B_r(0)} h_1^2 \, dh = \frac{|\nabla u(x)|^2}{\pi r^2} \int_0^{2\pi} \int_0^r s^3 \cos^2 \theta \, ds \, d\theta = \frac{|\nabla u(x)|^2 r^2}{4}.
\]
The second technical inequality we will need is given in the following Lemma.

**Lemma 2.4.** There exists an absolute constant $C > 0$, such that for any $u \in H^2_x$ and any $r > 0$, we have the following inequality

$$
\|\omega\|_{L^2_x} \leq C r \|\nabla \omega\|_{L^2_x} + \frac{2S_2(u; r)}{r},
$$

where $\omega = \text{curl}(u)$.

Before proving Lemma 2.4, we remark on its significance in the present context.

**Remark 2.5.** Note that if $u$ is in $H^\alpha_x$ for some $0 < \alpha < 1$, then $S_2(u; r) \lesssim \|u\|_{H^\alpha_x} r^\alpha$ and the estimate \[[2.3]\] implies that

$$
\|u\|_{H^\alpha_x} \lesssim r \|u\|_{H^\alpha_x} + r^{\alpha-1} \|u\|_{H^\alpha_x}.
$$

This estimate can also be obtained from the following interpolation inequality

$$
\|u\|_{H^\alpha_x} \leq \|u\|^{1-\theta}_{H^0_x} \|u\|_{H^\alpha_x}^{\theta} \leq r \|u\|_{H^0_x} + r^{(\theta-1)/\theta} \|u\|_{H^0_x}
$$

for $r > 0$, where $\theta$ is chosen such that $1 = 2(1-\theta) + \alpha \theta$, i.e. $\theta = 1/(2-\alpha)$; implying once again an estimate of the form

$$
\|u\|_{H^\alpha_x} \lesssim r \|u\|_{H^\alpha_x} + r^{\alpha-1} \|u\|_{H^\alpha_x},
$$

for any $r > 0$. Note also that with a suitable choice of $r$, the original interpolation estimate for $\|u\|_{H^\alpha_x}$ in terms of $\|u\|_{H^0_x}$, $\|u\|_{H^\alpha_x}$ can be re-obtained from the latter estimate.

In this sense, Lemma 2.4 can be thought to generalize such $H^\alpha$-type interpolation estimates to situations where one only has uniform bounds on the structure functions, instead of an explicit $H^\alpha$ estimate.

**Proof of Lemma 2.4.** By an approximation argument, it is sufficient to prove the claimed inequality for $u \in C^\infty \cap H^2_x$. In this case, it follows from Taylor expansion that for any $x, h$, we have the following equality

$$
u(x + h) - u(x) = h \cdot \nabla u(x) + \int_0^1 (1 - t)(h \otimes h) : \nabla^2 u(x + th) \, dt.$$

Let now $D(x, h) := u(x + h) - u(x)$, $G(x, h) := h \cdot \nabla u(x)$ and

$$
R(x, h) := \int_0^1 (1 - t)(h \otimes h) : \nabla^2 u(x + th) \, dt.
$$

Fix $r > 0$. Define a measure $m$ on $D \times D$ by

$$
\int_{D \times D} f(x, h) \, d\mu(x, h) = \int_D \int_{B_r(0)} f(x, h) \, dh \, dx.
$$

It follows from the equality $G(x, h) = D(x, h) - R(x, h)$ that

$$
\|G(x, h)\|_{L^2_x(dm)} \leq \|D(x, h)\|_{L^2_x(dm)} + \|R(x, h)\|_{L^2_x(dm)}.
$$

We note that by Lemma 2.3 we have

$$
\|G(x, h)\|_{L^2_x(dm)} = \frac{r}{2} \left( \int_D |\nabla u(x)|^2 \, dx \right)^{1/2} = \frac{r}{2} \|\omega\|_{L^2_x(dx)}.
$$

Furthermore, we note that – by definition – $\|D(x, h)\|_{L^2_x(dm)} = S_2(u; r)$. Finally, it is easy to see that there exists a constant $C$ such that

$$
\|R(x, h)\|_{L^2_x(dm)} \leq C r^2 \|\nabla^2 u\|_{L^2_x(dx)} \leq C r^2 \|\nabla \omega\|_{L^2_x(dx)}.
$$
Combining these expressions (and possibly enlarging the constant $C$), the claimed estimate follows.

As mentioned in the introduction, the energy conservation results of [3] are a starting point for this article. In [3], the authors characterize energy conservation in terms of uniform a priori estimates on the vorticity $\omega$ and $\nu_k \to 0$. If there exist constants $C, \alpha > 0$, such that $S_2(u^{\nu_k}(t); r) \leq Cr^\alpha$ for all $t \in [0, T]$, $k \in \mathbb{N}$, then $u$ is energy-conservative.

As the proof closely follows the arguments of [3], we provide a sketch below.

**Sketch of proof.** Under the assumption of algebraic decay of the structure function at each $t \in [0, T]$, we have strong compactness of $u^{\nu_k}$ in $C([0, T]; L^2)$. In particular, it follows from the weak convergence $u^{\nu_k} \to u$ that in fact $u^{\nu_k} \to u$ in $C([0, T]; L^2)$. Thus, for any $t \in [0, T]$, we have

$$
\lim_{k \to \infty} \int_0^t \frac{\partial}{\partial t} \|\omega^{\nu_k}(s)\|_{L^2}^2 \, ds.
$$

The central point of the argument is to show that under the present assumptions

$$
\nu_k \int_0^T \|\omega^{\nu_k}(t)\|_{L^2}^2 \, dt \to 0, \quad (\nu_k \to 0).
$$

The vorticity equation implies the following enstrophy equation

$$
\frac{d}{dt} \|\omega^{\nu_k}(t)\|_{L^2}^2 = -2\nu_k \|\nabla \omega^{\nu_k}(t)\|_{L^2}^2.
$$

We remark that $\|\omega^{\nu_k}(t)\|_{L^2} < \infty$ for $t > 0$ (cp. Lemma [A.2]). By assumption and the last lemma, we can now estimate

$$
\|\omega^{\nu_k}\|_{L^2} \leq Cr\|\nabla \omega^{\nu_k}\|_{L^2} + Cr^{\alpha-1},
$$

where $C, \alpha > 0$ are absolute constants and $r > 0$ is arbitrary. Balancing terms, we choose $r = \|\nabla \omega^{\nu_k}\|_{L^2}^{-1/(2-\alpha)}$. We obtain

$$
\|\omega^{\nu_k}\|_{L^2} \leq C\|\nabla \omega^{\nu_k}\|_{L^2}^{(1-\alpha)/(2-\alpha)},
$$

implying (together with equation (2.4)) that there is a constant $c > 0$ such that

$$
\frac{d}{dt} \|\omega^{\nu_k}(t)\|_{L^2}^2 \leq -c\nu_k \|\omega^{\nu_k}(t)\|_{L^2}^{2(2-\alpha)/(1-\alpha)} = -c\nu_k \|\omega^{\nu_k}(t)\|_{L^2}^{2(2+\delta)},
$$

where $\delta > 0$ is chosen so that $2(2 + \delta) = 2(2-\alpha)/(1-\alpha)$, i.e.

$$
\delta = \frac{\alpha}{1-\alpha}.
$$

If we now write $y_k = \|\omega^{\nu_k}\|_{L^2}^2$, then we have obtained the following inequality

$$
\frac{d}{dt} y_k \leq -c\nu_k y_k^{2+\delta}.
$$
This differential inequality is of the same form as the one that has been used in [3] to prove energy conservation provided \( \nu \in L^p_c \) \((p > 1)\). Following the argument in [3], one shows that (2.8) implies that
\[
y_{\nu_k}(t) = \|\omega^{\nu_k}(t)\|_{L^2_t}^2 \leq \frac{C(\alpha)}{(\nu_k t)^{1-\alpha}}.
\]
Note that since \( \alpha > 0 \), this last estimate is an improvement over the straightforward estimate from Navier-Stokes equations (see Lemma [A.2]), which would instead have only provided an upper bound
\[
\|\omega^{\nu_k}(t)\|_{L^2_t}^2 \leq \frac{C}{\nu_k t},
\]
which formally corresponds to setting \( \alpha = 0 \) in (2.9). This improved estimate is crucial to prove energy conservation, since we now find that
\[
\nu_k \int_0^T \|\omega^{\nu_k}(t)\|_{L^2_t}^2 dt \leq C(\alpha) \nu_k^{1-(1-\alpha)} \int_0^T \frac{dt}{t^{1-\alpha}} = \left( \frac{C(\alpha) T^{\alpha}}{\alpha} \right) \nu_k^\alpha \to 0,
\]
as \( \nu_k \to 0 \). This shows that the energy dissipation vanishes at a rate \( \lesssim \nu_k^\alpha \) as \( \nu_k \to 0 \). Evidently, based on this estimate, the energy dissipation is expected to be larger for rough flows (corresponding to smaller values of \( \alpha > 0 \)). Finally, in the limit \( \alpha \to 0 \), in which case we have no uniform control on the structure functions, nothing can be said about energy conservation. \( \square \)

The central point of the proof of Theorem 2.6, as outlined above, is that uniform control on the structure functions implies an improved estimate for \( \|\omega^{\nu_k}(t)\|_{L^2_t}^2 \) over the straightforward estimate provided by Lemma [A.2]. Based on this improved enstrophy estimate, it can then be shown that the energy dissipation
\[
\nu_k \int_0^T \|\omega^{\nu_k}(t)\|_{L^2_t}^2 dt \to 0, \quad (\nu_k \to 0),
\]
converges to 0, hence implying energy conservation in the zero-viscosity limit.

More precisely, an algebraic decay of the structure functions
\[
S_2(u^{\nu_k};r) \leq C r^\alpha,
\]
implies a similar bound on the energy dissipation
\[
\nu_k \int_0^T \|\omega^{\nu_k}(t)\|_{L^2_t}^2 dt \leq C \nu_k^\alpha.
\]

It is then natural to ask, whether a uniform (but not necessarily algebraic) decay such as,
\[
S_2(u^{\nu_k};r) \leq \phi(r),
\]
with \( \phi(r) \) being a modulus of continuity, i.e. the function \( \phi : [0, \infty) \to [0, \infty) \), such that \( \phi(r) \geq 0 \) for all \( r \geq 0 \) and \( \phi(r) \to 0 \), as \( r \to 0 \), will imply an estimate of the form,
\[
\nu_k \int_0^T \|\omega^{\nu_k}(t)\|_{L^2_t}^2 dt = o_{\nu_k}(1) \to 0, \quad (\nu_k \to 0)?
\]
Here, we would clearly expect the decay of \( o_{\nu_k}(1) \to 0 \) to depend on the properties of the modulus of continuity \( \phi(r) \), as \( r \to 0 \).

As we will prove below, the answer to this question is positive, and the energy dissipation term can be shown to converge to zero as \( \nu_k \to 0 \), provided that the structure functions decay uniformly, though not necessarily algebraically. However, it turns out that a more natural way to measure the uniform decay of the sequence \( u^{\nu_k} \) is in terms of the time-integrated structure function \( S^T_2(u^{\nu_k};r) \) (2.2), instead of \( S_2(u^{\nu_k};r) \) (2.1). In particular, uniform decay of this structure function allows us
to precisely characterize compactness of sequences in $L^p(0, T; L_x^2)$, for $1 \leq p < \infty$, as stated in the proposition below.

**Proposition 2.7.** Fix $1 \leq p < \infty$. Let $\{u^{\nu_k}\}_{k \in \mathbb{N}}$ be an approximate solution sequence of the incompressible Euler equations. Then $u^{\nu_k}$ is strongly relatively compact in $L^p_t(0, T; L_x^2)$ if, and only if, there exists a uniform modulus of continuity $\phi(r)$, such that

$$S^T_2(u^{\nu_k}; r) \leq \phi(r), \quad \forall r > 0, \, \forall k \in \mathbb{N}.$$ 

We leave the proof of this technical proposition to appendix [1]. Now, we are ready to state the main result of this section about characterizing energy conservation of approximating sequences to the Euler equations [1,3], in terms of the structure function. We have the following theorem:

**Theorem 2.8.** Let $\bar{u} \in L_x^2$ be initial data for the incompressible Euler equations. Let $u \in L^\infty_t(0, T; L_x^2)$ be a physically realisable solution of the incompressible Euler equations with initial data $\bar{u}$. Let $u^{\nu_k} \rightharpoonup u$ be a physical realisation of $u$. Then the following are equivalent:

1. $u^{\nu_k} \to u$ strongly in $L^p(0, T; L_x^2)$ for some $1 \leq p < \infty$,
2. There exists a bounded modulus of continuity $\phi(r)$, such that (uniformly in $k$)

$$S^T_2(u^{\nu_k}; r) \leq \phi(r), \quad \forall r \geq 0, \, \forall k \in \mathbb{N}.$$ 

3. $u$ is an energy conservative weak solution.

**Proof.** The equivalence of (1) and (2) in the above theorem follows from proposition 2.7. To prove that (3) $\Rightarrow$ (1), we have to show that if $u$ is an energy-conservative weak solution, and if $u^{\nu_k} \to u$ is the weak limit in $L^2_t L^2_x$ of an approximate solution sequence $u^{\nu_k}$ as $\nu_k \to 0$, then we must necessarily have that $u^{\nu_k} \to u$ strongly in $L^2_t L^2_x$.

Indeed, the fact that $u$ is energy-conservative and the lower semi-continuity of the norm under weak convergence imply that

$$T\|u\|_{L^2_x}^2 = \|u\|_{L^2_t L^2_x}^2 \leq \liminf_{k \to \infty} \|u^{\nu_k}\|_{L^2_t L^2_x}^2.$$ 

Since $t \mapsto \|u^{\nu_k}(t)\|_{L^2_x}^2$ is non-increasing and $u^{\nu_k}(t = 0) \to \bar{u}$ strongly in $L^2_x$, we also have

$$\limsup_{k \to \infty} \|u^{\nu_k}\|_{L^2_t L^2_x}^2 = \limsup_{k \to \infty} \int_0^T \|u^{\nu_k}(t)\|_{L^2_x}^2 \, dt \leq \limsup_{k \to \infty} T\|u^{\nu_k}(t = 0)\|_{L^2_x}^2 = T\|ar{u}\|_{L^2_x}^2 = T\|u\|_{L^2_x}^2 = \|u\|_{L^2_t L^2_x}^2.$$ 

Thus,

$$\|u\|_{L^2_t L^2_x}^2 \leq \liminf_{k \to \infty} \|u^{\nu_k}\|_{L^2_t L^2_x}^2 \leq \limsup_{k \to \infty} \|u^{\nu_k}\|_{L^2_t L^2_x}^2 \leq \|u\|_{L^2_t L^2_x}^2.$$ 

We therefore conclude that $\lim_{k \to \infty} \|u^{\nu_k}\|_{L^2_t L^2_x} = \|u\|_{L^2_t L^2_x}$. Convergence of the norm, together with weak convergence $u^{\nu_k} \rightharpoonup u$ in $L^2_t L^2_x$ implies strong convergence in $L^2_t L^2_x$.

Finally, we need to prove (2) $\Rightarrow$ (3): i.e. we assume that there exists a modulus of continuity $\phi(r)$, and a physical realisation $u^{\nu_k} \to u$ of $u$, such that we have a uniform bound

$$S^T_2(u^{\nu_k}; r) \leq \phi(r), \quad \forall r \geq 0, \, \forall k \in \mathbb{N}.$$ 

To simplify the notation, we will drop the subscript $k$ in the following, and denote the sequence $\nu_k \to 0$ instead by $\nu \to 0$. 


We want to show that $u$ is energy conservative. To prove this, we fix $\delta > 0$, and observe from the vorticity transport equation that,

\begin{equation}
\|\omega'(t)\|_{L^2}^2 = \|\omega'(\delta)\|_{L^2}^2 - \nu \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds.
\end{equation}

From the structure function estimate \[ \text{see (2.3)} \] it follows that we have a bound

\begin{equation}
\int_{\delta}^{t} \|\omega'(s)\|_{L^2}^2 \, ds \leq C r^2 \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds + C \frac{\phi(r)^2}{r^2}.
\end{equation}

for all $r > 0$. Choosing $r$ to balance terms on the right-hand side, we make the particular choice

\[ r = \frac{\phi(\bar{r})^{1/2}}{\left( \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds \right)^{1/4}}, \quad \text{where} \quad \bar{r} := \frac{\phi^4}{\left( \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds \right)^{1/4}}.\]

Here, $\phi > 0$ provides an upper bound $\phi(r) \leq \bar{\phi}$. The first term of \[ \text{see (2.11)} \] is given by

\[ C r^2 \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds = C \phi(\bar{r}) \left( \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds \right)^{1/2}. \]

To estimate the second term, we note that $r \leq \bar{r}$ implies $\phi(r) \leq \phi(\bar{r})$, and hence

\[ C \phi(\bar{r}) \frac{\phi(r)^2}{r^2} \leq C \phi(\bar{r}) \left( \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds \right)^{1/2}. \]

Estimating the right-hand side terms of \[ \text{see (2.11)} \] in this manner and taking the square of both sides, we deduce that

\begin{equation}
\left( \int_{\delta}^{t} \|\omega'(s)\|_{L^2}^2 \, ds \right)^2 \leq C \phi(\bar{r})^2 \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds.
\end{equation}

Let us denote $y_v(t) := \nu \int_{\delta}^{t} \|\omega'(s)\|_{L^2}^2 \, ds$, and $z_v(t) := \int_{\delta}^{t} \|\nabla \omega'(s)\|_{L^2}^2 \, ds$. Equation \[ \text{see (2.12)} \] can be re-written in the form

\begin{equation}
(y_v/v)^2 \leq C \phi \left( \beta z_v^{-1/4} \right) z_v, \quad \beta := \bar{\phi}^{1/2}.
\end{equation}

Consider now the function $f : [0, \infty) \to [0, \infty)$, $z \mapsto f(z) := C \phi(\beta z^{-1/4}) z$ for $z > 0$, and $f(0) := 0$. Since $\phi(r)$ is a bounded modulus of continuity, we have

\[ \sup_{z \in [0, \infty)} f(z)/z = \sup_{r \in [0, \infty)} C \phi(r) < \infty. \]

Furthermore, we note that

\[ \limsup_{z \to \infty} f(z)/z = \lim_{z \to \infty} C \phi(\beta z^{-1/4}) = \lim_{r \to 0} C \phi(r) = 0, \]

i.e. $f(z) \ll z$ has sub-linear growth. Intuitively, we would therefore expect the inverse of $f(z)$ to grow super-linearly, $f^{-1}(y) \gg y$, as $y \to \infty$. Unfortunately, there is no guarantee that $z \mapsto f(z)$ is invertible. This technical point is handled by Lemma \[ \text{see (C.1)} \]. Since $f(z)$ satisfies \[ \text{see (P1)} \] and \[ \text{see (P2)} \], Lemma \[ \text{see (C.1)} \] shows that there exists a strictly monotonically increasing function $F : [0, \infty) \to [0, \infty)$, $z \mapsto F(z)$, such that $f(z) \leq F(z)$ for all $z$, and such that we still have $F(z) \ll z$, as $z \to \infty$. Furthermore, the inverse of $F(z)$, $F^{-1} : [0, \infty) \to [0, \infty)$, $y \mapsto F^{-1}(y)$ is a monotonically increasing function which can be represented in the form

\begin{equation}
F^{-1}(y) = y \sigma(\sqrt{y}),
\end{equation}

\footnote{By replacing $\phi(r)$ by $\Phi(r) := \sup_{s \leq r} \phi(s)$, if necessary, we may wlog assume that $r \mapsto \phi(r)$ is monotonically increasing.}
\[ (2.15) \quad - \nu^2 \int_s^t \| \nabla \omega^\nu (s) \|^2_{L^2_x} ds = - \nu^2 z_\nu (t) \leq - y_\nu (t)^2 \sigma \left( \frac{y_\nu (t)}{\nu} \right) , \]

and we note that \( y_\nu (t) = \nu \int_s^t \| \omega^\nu (s) \|^2_{L^2_x} ds \), by definition. Making use also of the apriori inequality \( \nu \| \omega^\nu \|_{L^2_x} \|^2_{L^2_y} \leq \| \pi \|^2_{L^2_x} / \delta \) (cp. Lemma A.2), it follows from estimate (2.15) and the enstrophy equation (2.10) that

\[ (2.16) \quad \frac{d}{dt} y_\nu (t) \leq \frac{\| \pi \|^2_{L^2_x}}{\delta} - y_\nu (t)^2 \sigma \left( \frac{y_\nu (t)}{\nu} \right) . \]

As a consequence of the last inequality (2.16), we now claim that for any \( \epsilon > 0 \), there exists a \( \nu_0 (\epsilon) > 0 \) such that \( y_\nu (t) \leq \epsilon \) for all \( \nu \leq \nu_0 (\epsilon) \). Indeed, if \( y_\nu (t) \geq \epsilon \), then the differential inequality (2.16) above implies that

\[ \frac{d}{dt} y_\nu (t) \leq \frac{\| \pi \|^2_{L^2_x}}{\delta} - \epsilon^2 \sigma \left( \frac{\epsilon}{\nu} \right) . \]

We recall that by construction \( \sigma \) is a monotonically increasing function, and \( \sigma (y) \to \infty \) as \( y \to \infty \). Therefore, choosing \( \nu_0 = \nu_0 (\epsilon, \sigma, \delta, \| \pi \|^2_{L^2_x}) \) sufficiently small, we can ensure that for all \( \nu \leq \nu_0 \) we have \( \sigma \left( \frac{\epsilon}{\nu} \right) \geq \| \pi \|^2_{L^2_x} / (\epsilon^2 \delta) \), or equivalently

\[ \frac{\| \pi \|^2_{L^2_x}}{\delta} - \epsilon^2 \sigma \left( \frac{\epsilon}{\nu} \right) \leq 0. \]

This implies that \( dy_\nu / dt \leq 0 \) whenever \( y_\nu (t) \geq \epsilon \) and \( \nu \leq \nu_0 \). Since \( t \mapsto y_\nu (t) \geq 0 \) is continuously differentiable for any \( \nu > 0 \) and since \( y_\nu (\delta) = 0 \), independently of \( \nu \), this implies that \( y_\nu (t) \) cannot leave the set \( \{ y \in \mathbb{R} \mid 0 \leq y \leq \epsilon \} \) for any \( t \in [0, T] \), provided that \( \nu \leq \nu_0 \). In particular, we conclude that for \( t = T \):

\[ \limsup_{\nu \to 0} \nu \int_s^T \| \omega^\nu (t) \|^2_{L^2_x} dt = \limsup_{\nu \to 0} y_\nu (T) \leq \sup_{\nu \leq \nu_0} y_\nu (T) \leq \epsilon. \]

As \( \epsilon > 0 \) was arbitrary, this is only possible if

\[ (2.17) \quad \lim_{\nu \to 0} \nu \int_s^T \| \omega^\nu (t) \|^2_{L^2_x} dt = 0. \]

To summarize: Assuming that \( S_T^r \omega^\nu \leq \phi (r) \) is uniformly bounded by a modulus of continuity \( \phi (r) \), we have shown that for any \( \delta > 0 \), the expression \( \nu \int_s^T \| \omega^\nu (t) \|^2_{L^2_x} dt \) converges to zero as \( \nu \to 0 \).

To conclude our proof, we will finally show that the limit \( u \) of the \( u^\nu \) is energy conservative. To see why, let \( \epsilon > 0 \) be arbitrary. We recall that the limit \( u \in \text{Lip}([0, T]; H^{-1}_x) \cap L^\infty (0, T; L^2_x) \) is an admissible weak solution of the incompressible
Euler equations with initial data $\Pi$. Admissibility implies that $t \mapsto \|u(t)\|_{L^2}$ is (right-)continuous at $t = 0$. Choose $\delta > 0$ such that $0 \leq t \leq \delta$ implies
\begin{equation}
\tag{2.18}
0 \leq \|\Pi\|_{L^2}^2 - \|u(t)\|_{L^2}^2 \leq \epsilon.
\end{equation}
Choosing $\delta > 0$ even smaller if necessary, we may wlog assume that $\delta \leq \epsilon$. Finally, extracting a further subsequence $\nu \to 0$ if necessary (not reindexed), we can ensure that $\|u^\nu(t)\|_{L^2} \to \|u(t)\|_{L^2}$ for almost every $t \in [0, T]$, as follows from the strong convergence $u^\nu \to u$ in $L^2_t L^2_x$. In particular, after possibly decreasing $\delta > 0$ further, we may assume that $\|u^\nu(\delta)\|_{L^2} \to \|u(\delta)\|_{L^2}$, in addition to having (2.18) for all $t \in [0, \delta]$. It then follows that
\begin{align*}
0 &\leq \int_0^T (\|\Pi\|_{L^2}^2 - \|u(t)\|_{L^2}^2) dt \\
&= \int_0^T (\|\Pi\|_{L^2}^2 - \|u(\delta)\|_{L^2}^2) dt \\
&+ \int_0^\delta (\|u(\delta)\|_{L^2}^2 - \|u(t)\|_{L^2}^2) dt \\
&+ \int_\delta^T (\|u(\delta)\|_{L^2}^2 - \|u(t)\|_{L^2}^2) dt \\
&= (I) + (II) + (III).
\end{align*}
By our choice of $\delta = \delta(\epsilon)$, the first term $(I)$ is bounded by
\begin{align*}
(I) &= \int_0^T (\|\Pi\|_{L^2}^2 - \|u(\delta)\|_{L^2}^2) dt \
&\leq \epsilon T.
\end{align*}
The second term can be estimated using energy admissibility (recall also that we have chosen $\delta \leq \epsilon$):
\begin{align*}
(II) &= \int_0^\delta (\|u(\delta)\|_{L^2}^2 - \|u(t)\|_{L^2}^2) dt \
&\leq \|\Pi\|_{L^2}^2 \delta \leq \|\Pi\|_{L^2}^2 \epsilon.
\end{align*}
Finally, using strong convergence $u^\nu \to u$ in $L^2_t L^2_x$, we have
\begin{align*}
\lim_{\nu \to 0} \int_\delta^T \|u^\nu(t)\|_{L^2}^2 dt &= \int_\delta^T \|u(t)\|_{L^2}^2 dt.
\end{align*}
We recall that by our choice of $\delta$, we also have $\|u^\nu(\delta)\|_{L^2} \to \|u(\delta)\|_{L^2}$. Hence,
\begin{align*}
(III) &= \int_\delta^T (\|u(\delta)\|_{L^2}^2 - \|u(t)\|_{L^2}^2) dt \\
&= \lim_{\nu \to 0} \int_\delta^T (\|u^\nu(\delta)\|_{L^2}^2 - \|u^\nu(t)\|_{L^2}^2) dt \\
&= \lim_{\nu \to 0} \int_\delta^T \left( \nu \int_s^t \|\nabla u^\nu(s)\|^2_{L^2_x} ds \right) dt \\
&\leq T \left( \lim_{\nu \to 0} \nu \int_\delta^T \|\nabla u^\nu(s)\|^2_{L^2_x} ds \right) = 0.
\end{align*}
Here, the last line follows from equation (2.17). We thus conclude that
\begin{align*}
0 &\leq \int_0^T (\|\Pi\|_{L^2}^2 - \|u(t)\|_{L^2}^2) dt \\
&\leq \epsilon (T + \|\Pi\|_{L^2}^2).
\end{align*}
Since $\epsilon > 0$ was arbitrary, and since the left-hand side is independent of $\epsilon$, this is only possible if
\[
\int_0^T (\|\nabla\|_{L^2}^2 - \|u(t)\|_{L^2}^2) dt = 0.
\]
As the integrand is non-negative and monotone, we conclude that $\|u(t)\|_{L^2} \equiv \|\nabla\|_{L^2}$ for all $t \in [0, T)$, i.e. that $u$ is energy conservative. We have thus shown that (2) $\Rightarrow$ (3), and this concludes our proof of Theorem 2.8.

\[
\square
\]

Clearly theorem 2.6 is a special case of the above theorem 2.8. Moreover in [3], the authors have shown that physically realisable weak solutions of the two-dimensional incompressible Euler equations are energy conservative, provided that the initial vorticity $\vec{\omega}^\nu = \text{curl}(\vec{\nu}^\nu) \in L^p$ are uniformly bounded, for some $p > 1$. This result readily follows from the characterisation provided by Theorem 2.8. If $u^\nu$ is the solution of (1.1) with viscosity $\nu > 0$, and uniformly bounded initial vorticity $\|\vec{\omega}^\nu\|_{L^p} \leq C$, then the vorticities $\vec{\omega}^\nu = \text{curl}(u^\nu)$ are bounded in $C([0,T]; L^p)$, uniformly as $\nu \to 0$. In particular, this implies that $\{u^\nu\}$ is precompact in $C([0,T]; L^2) \hookrightarrow L^p(0,T; L^p)$. Hence any such limit $u^\nu \to u$ must be energy conservative according to Theorem 2.8.

Next, we aim to use the characterization of energy conservation in theorem 2.8 and generalize the results of [3]. To this end, recall the following Lemma from [24; Lemma 4.1]:

**Lemma 2.9.** A family $\{\omega^\nu\} \subset L^{(1,2)}$ is precompact, if the following conditions hold:

1. There exists $C > 0$, such that $\|\omega^\nu\|_{L^{(1,2)}} \leq C$ uniformly in $\nu$,
2. $\int_0^\delta (\omega^\nu)^*(r) ds \to 0$ as $\delta \to 0$, uniformly in $\nu$.

In Lemma 2.9 $\omega^\nu$ denotes the decreasing rearrangement of $\omega^\nu$. We recall that the Lorentz space $L^{(1,2)}$ is defined by
\[
L^{(1,2)} = \left\{ \omega \in L^1(T^2) \mid \int_T \left( \int_0^T \omega^*(r) dr \right)^2 ds < \infty \right\}.
\]
It is well-known that $L^{(1,2)}$ embeds continuously into $H^{-1}$ [24].

Extending the result of [3] somewhat, we note in particular the following corollary of Theorem 2.8.

**Corollary 2.10.** Let $u$ be a physically realizable weak solution of the incompressible Euler equations with initial data $\nabla \in L^2$, obtained in the zero-viscosity limit $u^\nu \to u$ ($\nu \to 0$), $u^\nu(t = 0) = u_0^\nu$. If the initial vorticities $\vec{\omega}^\nu = \text{curl}(u_0^\nu)$ satisfy the conditions of Lemma 2.9 then $u$ is energy conservative. In particular, the limit is energy conservative, provided that the initial vorticities $\omega_0^\nu$ belong to a bounded subset of a rearrangement invariant space with compact embedding into $H^{1/2}_x$.

**Proof.** The conditions of Lemma 2.9 are preserved by the solution operator of the Navier-Stokes equations. Thus, if $\{\omega_k^\nu \mid k \in \mathbb{N}\}$ satisfy the conditions of Lemma 2.9 and hence are precompact in $L^{(1,2)}$, then also $\{\omega^\nu(t) \mid t \in [0,T], k \in \mathbb{N}\}$ belongs to a compact subset of $L^{(1,2)} \subset H^{-1}$, again by Lemma 2.9. In particular, it follows that $\{u^\nu(t) \mid t \in [0,T], k \in \mathbb{N}\}$ is precompact in $L^2_x$, and thus there exists a uniform modulus of continuity $\phi(r)$, such that $S_2(u^\nu(t); r) \leq \phi(r)$, for all $\nu_k$ (uniformly in time). By Theorem 2.8 it now follows that the limit $u^\nu \to u$ is a strong limit $u^\nu \to u$ in $L^2_t L^2_x$, and hence $u$ is energy conservative. \[\square\]
\textbf{Corollary 2.11.} Examples of rearrangement invariant spaces to which corollary
2.10 applies have been discussed in \cite{10}, and include the following: $L^p$ ($p > 1$),
Orlicz spaces contained in $L(\log L)^\alpha$ ($\alpha > 1/2$), Lorentz spaces $L^{1,q}$ ($1 \leq q < 2$).
The result also holds, provided that e.g. the initial data for the Navier-Stokes
approximations are chosen to be $u^{\nu_k}(t = 0) = \overline{\pi}$ for all $k \in \mathbb{N}$, and provided that
$
\overline{\omega} = \text{curl}(\overline{\pi}) \in L^{(1,2)}.
$

In another direction, the following corollary is also immediate from Theorem 2.8.

\textbf{Corollary 2.12.} If $u$ is a physically realisable solution with initial data $\pi$, and if
$u$ is not energy conservative, then any physical realisation $u^{\nu_k} \to u$ develops either
oscillations or concentrations in the limit $\nu_k \to 0$. Furthermore, if there exists a
constant $C > 0$, such that the corresponding sequence of vorticities $\omega^{\nu_k}$ are
uniformly bounded as measures, $\|\omega^{\nu_k}(t)\|_M \leq C$, then $u^{\nu_k}$ develops concentrations,
i.e. (up to a subsequence) the measure $|u^{\nu_k}(x,t)|^2 \; dx \; dt$ has a weak-* limit of the form
\[
|u^{\nu_k}(x,t)|^2 \; dx \; dt \rightharpoonup |u(x,t)|^2 \; dx \; dt + \lambda_t(dx) \; dt,
\]
where $\lambda_t \geq 0$ is a time-parametrized, bounded measure, supported on a set of
Lebesgue measure zero.

3. Energy conservation for numerical approximations of statistical solutions

Our aim in this section is to generalize theorem 2.8 in two directions, i.e. first by
considering other mechanisms of generating approximating sequences of the Euler
equations \cite{13}. In particular, we are interested in numerical approximations of the
two-dimensional Euler equations. We consider approximating the Euler equations
with the following spectral viscosity method,

\textbf{3.1. Spectral vanishing viscosity method.} We consider the spectral vanishing
viscosity (SV) scheme for the incompressible Euler equations, following \cite{20, 21}: We
write $u_N(x,t) = \sum |k| \leq N \hat{u}(t)e^{ik \cdot x}$, where $|k|_\infty := \max (|k_1|, |k_2|)$, and consider
the following approximation of the incompressible Euler equations
\[
\begin{cases}
\partial_t u_N + \mathcal{P}_N(u_N \cdot \nabla u_N) + \nabla p_N = \epsilon_N \Delta (Q_N * u_N), \\
\text{div}(u_N) = 0, \\
u_N|_{t=0} = \overline{\pi}_N,
\end{cases}
\]
with periodic boundary conditions and $\pi_N$ is a discretized approximation of the
given initial data $\overline{\pi} \in L^2_\nu$, such that $\overline{\pi}_N \to \overline{\pi}$ strongly in $L^2_\nu$, as $N \to \infty$. In the
SV scheme (3.1), we have denoted by $\mathcal{P}_N$ the spatial Fourier projection operator,
mapping an arbitrary function $f(x,t)$ onto the first $N$ Fourier modes: $\mathcal{P}_N f(x,t) =
\sum |k| \leq N \hat{f}(t)e^{ik \cdot x}$. $Q_N$ is a Fourier multiplier of the form
\[
Q_N(x) = \sum_{m_N < |k| \leq N} \hat{Q}_k e^{ik \cdot x},
\]
and we assume
\[
0 \leq \hat{Q}_k \leq 1, \quad \hat{Q}_k = \begin{cases} 0, & |k| \leq m_N, \\
1, & |k| > 2m_N. \end{cases}
\]
The parameters $m_N$ and $\epsilon_N$ already appear in the original formulation of the SV
method as applied to scalar conservation laws, where this spectral scheme was
introduced and analysed by Tadmor \cite{23}. We will consider $\epsilon_N = \epsilon / N$, for some fixed
constant \( \epsilon > 0 \), and \( m_N \) is to be chosen, so that \( \epsilon_N m_N \to 0 \), as \( N \to \infty \). The idea behind the SV method is that dissipation is only applied on the upper part of the spectrum, i.e. for \( |k| > m_N \), thus preserving the formal spectral accuracy of the spectral method, while at the same time enforcing a sufficient amount of energy dissipation on the small scales which is needed to stabilize the method and ensure its convergence to a weak solution.

For the numerical implementation, the system (3.1) can be conveniently expressed in terms of the Fourier coefficients:

\[
\begin{aligned}
\partial_t \hat{u}_k + \left( 1 - \frac{k \otimes k}{|k|^2} \right) \sum_{|\ell|,|k-\ell| \leq N} i(\ell \cdot \hat{u}_{k-\ell}) \hat{u}_\ell &= -\epsilon_N |k|^2 \hat{Q}_k \hat{u}_k, \\
\hat{u}_k|_{t=0} &= \hat{\pi}_N|_{k}, \quad \text{for all } 0 < |k| \leq N.
\end{aligned}
\]

We have suppressed the time dependence \( \hat{u}_k = \hat{u}_k(t) \) for convenience. It is assumed throughout that \( \hat{\pi}|_{k=0} = 0 \), which then implies that also \( \hat{u}|_{k=0} = 0 \) at later times. In addition, we shall assume that the initial data is divergence-free initially, i.e. that \( \hat{\pi} \cdot k = 0 \) for all \( |k| \leq N \). Again, this can be shown to imply that \( \hat{u}_k \cdot k = 0 \) also at later times, as discussed e.g. in [20].

Convergence results for the SV method, which rough initial data in \( L^p \), for some \( p > 1 \), or for initial data in the Delort class, i.e. with vorticity \( \pi \in H^{-1} \), the sum of a bounded measure with distinguished sign and a function in \( L^1 \), have recently been obtained in [21].

Integration of the spectral vanishing viscosity method over the time-interval \( [0,t] \) yields the equality

\[
\|u_N(t)\|_{L^2}^2 = \|u_N(0)\|_{L^2}^2 - 2\epsilon_N \int_0^t \|\sqrt{Q_N} \omega_N(s)\|_{L^2}^2 ds,
\]

for any \( t \in [0,T] \). The corresponding vorticity equation for \( \omega_N = \text{curl}(u_N) \) (cp. [21] eq. (2.9)), yields

\[
\frac{d}{dt} \|\omega_N(t)\|_{L^2}^2 = -2\epsilon_N \|\nabla \sqrt{Q_N} \omega_N(s)\|_{L^2}^2.
\]

Then

\[
\|\nabla \sqrt{Q_N} \omega_N(s)\|_{L^2}^2 = \sum_{k=1}^{N} \hat{Q}_k |k|^2 |\hat{\omega}_k|^2 \\
\geq \sum_{k=2m_N+1}^{N} |k|^2 |\hat{\omega}_k|^2 \\
= \|\nabla \omega_N(s)\|_{L^2}^2 - \|\nabla P_{2m_N} \omega_N(s)\|_{L^2}^2.
\]

Employing the estimate \( \|\nabla P_{2m_N} \omega_N\|_{L^2}^2 \leq 4m_N^2 \|\omega_N\|_{L^2}^2 \), it now follows that

\[
\frac{d}{dt} \|\omega_N(t)\|_{L^2}^2 \leq -2\epsilon_N \|\nabla \omega_N(t)\|_{L^2}^2 + 8\epsilon_N m_N^2 \|\omega_N(t)\|_{L^2}^2.
\]

This inequality will be used to analyse the energy conservation of limits obtained by the SV method, and essentially serves as the analogue of (2.10), which was used in the Navier-Stokes case.

Our objective would be to characterize energy conservation for the limit of solutions generated by the spectral viscosity (SV) method. Moreover, we will consider this question within the context of a more generalized, probabilistic framework of solutions of (1.3) that we describe below.
3.2. **Statistical solutions.** Originally introduced by Foias and Prodi in the context of Navier-Stokes equations, see [14] and references therein, statistical solutions are time-parameterized probability measures that extend weak solutions from a single function (in space-time) to a probability measure on functions. They might arise in the context of uncertainty quantification of fluid flows [12, 13] or to enable a probabilistic description of the dynamics of fluids. We follow the definition of statistical solutions in [22], i.e.

**Definition 3.1.** A time-dependent probability measure \( t \mapsto \mu_t \in \mathcal{P}(L^2_x) \) is a **statistical solution** of the incompressible Euler equations with initial data \( \mu \in \mathcal{P}(L^2_x) \), if \( [0, T] \mapsto \mathcal{P}(L^2_x) \), \( t \mapsto \mu_t \) is a weak-∗ measurable mapping, \( \mu_t \) is concentrated on solenoidal (divergence-free) vector fields for almost every \( t \in [0, T] \), and if the following averaged version of the Euler equations is satisfied for any \( k \in \mathbb{N} \): Given any solenoidal vector fields \( \phi_1, \ldots, \phi_k \in C^\infty_c(T^2 \times [0, T]; \mathbb{R}^2) \), we have

\[
\int_0^T \int_{L^2_x} \left( \frac{d}{dt} \prod_{i=1}^k \langle u, \phi_i \rangle + \sum_{i=1}^k \prod_{j \neq i} \langle u, \phi_j \rangle \langle (u \cdot \nabla)\phi_i, u \rangle \right) d\mu_t(u) dt \\
+ \int_{L^2_x} \prod_{i=1}^k \langle u, \phi_i \rangle d\mu_t(u) = 0.
\]

Here \( \langle \cdot, \cdot \rangle \) denotes the following inner product between two vector fields in \( L^2_x \):

\[
\langle u, v \rangle := \int_{\mathbb{T}^2} u(x) \cdot v(x) dx.
\]

Note that setting \( \mu_t = \delta_{u(t)} \) for some \( u(t) \in L^2_x \), for almost every \( t \), yields the definition of weak solutions of [13]. Thus, statistical solutions can be thought of a probabilistic generalization of weak solutions, particularly when the initial data is a probability measure.

In [22] an efficient numerical algorithm has been proposed to approximate statistical solutions of the incompressible Euler equations, using a combination of Monte-Carlo sampling of the initial measure \( \mu = \mu|_{t=0} \), yielding

\[
\mu^\Delta = \frac{1}{M} \sum_{i=1}^M \delta_{\phi^\Delta_i}, \quad \phi^\Delta_i \in L^2_x, \ i = 1, \ldots, M,
\]

and then evolving the probability measure \( \mu^\Delta \) via the push-forward of the numerical solution operator \( \mu^\Delta := (S^\Delta_t)_{\mu} \mu^\Delta \), where \( S^\Delta_t : L^2_x \to L^2_x \), \( t \mapsto S^\Delta_t \) is defined as the solution of spectral viscosity scheme with initial data \( \bar{\mu} \) computed at resolution \( \Delta = 1/N \), and evaluated at time \( t \in [0, T] \). Since \( \mu^\Delta \) is a convex combination of Dirac measures, this push-forward can be more concretely expressed in the form

\[
\mu^\Delta_t = \frac{1}{M} \sum_{i=1}^M \delta_{v^\Delta_i(t)},
\]

where \( \Delta = 1/N \) and \( v^\Delta_i(t) \) is the solution obtained from the spectral viscosity scheme \([5,1]\). It has been proven in [22] that \( \mu^\Delta_t \) converges in a suitable topology to a statistical solution \( \mu_t \), if \( \bar{\mu} \) is supported on a ball \( B_M = \{ u \in L^2 | \|u\|_{L^2} \leq M \} \) for some \( M > 0 \), and provided that there exists a uniform modulus of continuity \( \phi(r) \), such that the (time averaged) structure function \( S^\Delta_t (\mu^\Delta_t; r) \), given by

\[
S^\Delta_t (\mu^\Delta_t; r) := \left( \int_0^T \int_{L^2_x} \int_D \int_{B_r(0)} |u(x + h) - u(x)|^2 dh \, dx \, d\mu^\Delta_t(u) \, dt \right)^{1/2},
\]
remains uniformly bounded $S_2^T (\mu^A; r) \leq \phi (r)$, as $\Delta \to 0$, for all $r > 0$. Under these conditions, there exists a subsequence $\Delta_k \to 0$ and $\mu_t \in \mathcal{P} (L^2)$, such that that

$$
\int_0^T W_1 (\mu^A_k, \mu_t) \, dt \to 0, \quad (\Delta_k \to 0).
$$

Here $W_1$ is the 1-Wasserstein metric defined for probability measures $\mathcal{P} (L^2)$ on $L^2$.

For further details, we refer to [22].

Our goal in this section is to prove the following theorem.

**Theorem 3.2.** Let $\overline{\mu} \in \mathcal{P} (L^2)$ be initial data for the incompressible Euler equations, such that there exists $M > 0$, s.t. $\mathbb{P} (B_M (0)) = 1$, where $B_M (0) = \{ u \in L^2 \mid \| u \|_{L^2} < M \}$. Let $\mu^A$ be obtained from SV + MC sampling, $\Delta > 0$. If there exist constants $\bar{C} > 0$ and $0 < \alpha < 1$, such that

$$
\sup_{t \in [0, T]} S_2 (\mu^A; r) \leq \bar{C} r^\alpha, \quad \forall \Delta > 0, \quad r > 0,
$$

then, up to a subsequence, $\mu^A_t \to \mu_t$ in $L^1_t (\mathcal{P})$, (in the sense of (3.7)), and $\mu_t$ is energy-conservative, in the sense that

$$
t \mapsto \int_{L^2_x} \| u \|_{L^2_x}^2 \, d\mu_t (u),
$$

is constant.

**Remark 3.3.** Note that the conventional (deterministic) SV scheme is a special case of the MC+SV scheme, when the initial data is given by a Dirac measure $\delta_x$, concentrated on the initial data $\overline{\mu} \in L^2$. Therefore, 3.2 implies in particular the corresponding result for the conventional SV scheme.

**Remark 3.4.** Note that in Theorem 3.2 we have assumed a stronger bound of the form $\sup_{t \in [0, T]} S_2 (\mu^A; r) \leq C r^\alpha$ for given $C, \alpha > 0$, rather than $S_2^T (\mu^A; r) \leq \phi (r)$ for a fixed modulus of continuity, as was done in the characterisation of physically realisable energy conservative solutions of the incompressible Euler equations (cp. Theorem 2.8). This is done for two reasons: firstly it avoids certain technical difficulties in the proof, and secondly, as explained below in section 4, this stronger bound appears to correspond to what is observed numerically for a wide range of initial data. A slight generalization of the energy conservation statement of Theorem 3.2 under the assumption of a uniform decay of the time-integrated structure function $S_2^T (\mu^A; r) \leq C r^\alpha$ is straightforward.

**Proof of Theorem 3.2.** We will denote by $E_t^\Delta [\ldots] := \int_{L^2} (\ldots) \, d\mu^A_t$ the expected value of a quantity at time $t$ with respect to the probability measure $\mu^A_t$. Similar notation $E_t [\ldots]$ is used to denote the expected value of a quantity with respect to the limiting measure $\mu_t$. To prove energy conservation, we make use of the fact that $\mu^A$ is a convex combination of atomic Dirac measures $\delta_{\nu^A_i (t)}$ supported on solutions of the spectral viscosity scheme at grid size $\Delta = 1/N$. This allows us directly to take expected values, by summing equation (3.6) over all samples $v^A_i, \ldots, v^A_N$, to obtain

$$
\frac{d}{dt} E_t^\Delta [\| \omega_N \|_{L^2_x}^2] \leq - 2 \epsilon_N E_t^\Delta [\| \nabla \omega_N \|_{L^2_x}^2] + 8 (\epsilon_N m_N^2) E_t^\Delta [\| \omega_N \|_{L^2_x}^2] + 8 (\epsilon_N m_N^2) E_t^\Delta [\| \omega_N \|_{L^2_x}^2].
$$

The expected value of the "interpolation" inequality (2.3) yields

$$
E_s^\Delta [\| \omega_N \|_{L^2_x}^2] \leq C r^2 E_s^\Delta [\| \nabla \omega_N \|_{L^2_x}^2] + C r^{-2} S_2 (\mu^A; r)^2,
$$
where $C > 0$ is an absolute constant, independent of $N$. By the assumed uniform bound \([3.8]\),

$$E_\Delta \left[ \|\omega_N\|_{L^2_x}^2 \right] \leq C \epsilon^2 E_\Delta \left[ \|\nabla \omega_n\|_{L^2_x}^2 \right] + C \epsilon^{2(\alpha - 1)},$$

where $C = C(\bar{C})$ depends on the structure function estimate \([3.8]\), but is independent of $N$. Choosing $r$ to balance the two terms on the right-hand side, we set

$$r^2 = E_\Delta \left[ \|\nabla \omega_N\|_{L^2_x}^2 \right]^{-1/(2 - \alpha)}.$$

This choice of $r$ yields the estimate

$$E_\Delta \left[ \|\omega_N\|_{L^2_x}^2 \right] \leq C E_\Delta \left[ \|\nabla \omega_N\|_{L^2_x}^2 \right]^{(1 - \alpha)/(2 - \alpha)},$$

with $C = C(\bar{C})$. Define $\delta = \delta(\alpha)$, by $(2 + \delta) = (2 - \alpha)/(1 - \alpha)$, i.e.

$$\delta = \frac{\alpha}{1 - \alpha}.$$

Then \((3.10)\) implies that for an absolute constant $c = c(\bar{C}, \alpha) > 0$ (depending only on $\bar{C}$, $\alpha$ in \([3.8]\)):

$$c E_\Delta \left[ \|\omega_N\|_{L^2_x}^2 \right]^{2 + \delta} \leq E_\Delta \left[ \|\nabla \omega_N\|_{L^2_x}^2 \right].$$

Denote $y_N(t) := E_\Delta \left[ \|\omega_N\|_{L^2_x}^2 \right]$. The differential inequality \((3.9)\) combined with the estimate \((3.12)\) yields

$$\frac{d}{dt} y_N \leq -c \epsilon y_N^{2 + \delta} + 8(\epsilon N m_N^2) y_N.$$

Let $\gamma_N = 8 \epsilon N m_N^2$, and note that $\gamma_N$ is uniformly bounded from above by the allowed choice of free parameters $m_N$, $\epsilon_N$ in the SV scheme. Let $\gamma := \sup_N \gamma_N$. By \((3.13)\), we find

$$\frac{d}{dt} y_N \leq -c \epsilon \gamma y_N^{2 + \delta} + \gamma y_N,$$

where we recall that the constant $c = c(\bar{C}, \alpha)$ depends only on the constants in \([3.8]\). Using the integrating factor $e^{-\gamma t}$, inequality \((3.14)\) implies that for a constant $C = C(\bar{C}, \alpha, T, \gamma) > 0$:

$$\frac{d}{dt} \left[ e^{-\gamma t} y_N \right] \leq -C \epsilon \gamma \left[ e^{-\gamma t} y_N \right]^{2 + \delta}.$$

Integrating the differential inequality $dY_N/dt \leq -C \epsilon \gamma Y_N^{2 + \delta}$, for $Y_N(t) := e^{\gamma t} y_N$, in time over the interval $[0, t]$, we find

$$Y_N(t)^{-(1 + \delta)} - Y_N(0)^{-(1 + \delta)} \geq C \epsilon \gamma (1 + \delta) t.$$

Since, $Y_N(0) \geq 0$, this implies that $Y_N(t) \leq \left[ C \epsilon \gamma (1 + \delta) t \right]^{-1/(1 + \delta)}$. Recalling now that $C = C(\bar{C}, \alpha, T, \gamma)$ and the definition of $\delta = \delta(\alpha)$ \((3.11)\), we find $1/(1 + \delta) = 1 - \alpha$, we thus find for a new constant $C = C(\bar{C}, \alpha, T, \gamma) > 0$, $y_N(t) \leq C(\epsilon_N t)^{\alpha - 1}$, or more explicitly:

$$E_\Delta \left[ \|\omega_N\|_{L^2_x}^2 \right] \leq C(\epsilon_N t)^{\alpha - 1}.$$

In particular, this implies that

$$\epsilon_N \int_0^T E_\Delta \left[ \|\omega_N\|_{L^2_x}^2 \right] dt \leq \frac{C(\epsilon_N T)^{\alpha}}{\alpha} \to 0, \quad (as \ N \to \infty).$$
Taking the expected value of (3.5) for a given $\Delta > 0$, we obtain
\[
\left| E^\Delta_0[\|u\|^2_{L^2_x}] - E^\Delta_T[\|u\|^2_{L^2_x}] \right| \leq 2\epsilon_N \int_0^T E^\Delta_t \left[ \|\sqrt{Q_N}\omega_N\|^2_{L^2_x} \right] \, dt
\]
\[
\leq 2\epsilon_N \int_0^T E^\Delta_t \left[ \|\omega_N\|^2_{L^2_x} \right] \, dt
\]
Employing (3.17), we find
\[
\limsup_{\Delta \to 0} \sup_{t \in [0,T]} \left| E^\Delta_0[\|u\|^2_{L^2_x}] - E^\Delta_T[\|u\|^2_{L^2_x}] \right| \leq \limsup_{N \to \infty} 2\epsilon_N \int_0^T E^\Delta_T \left[ \|\omega_N\|^2_{L^2_x} \right] \, dt = 0,
\]
i.e. $\lim_{\Delta \to 0} E^\Delta_0[\|u\|^2_{L^2_x}] = \lim_{\Delta \to 0} E^\Delta_T[\|u\|^2_{L^2_x}],$ uniformly for $t \in [0,T]$. Since $\mu_0^\Delta = \tilde{\mu}^\Delta$ converges weakly to $\tilde{\mu}$ at the initial time, and since this sequence is uniformly bounded on $B_M(0)$, we also have
\[
\lim_{\Delta \to 0} E^\Delta_T[\|u\|^2_{L^2_x}] = \lim_{\Delta \to 0} \int_{L^2} \|u\|^2_{L^2_x} d\mu^\Delta(u) = \int_{L^2} \|u\|^2_{L^2_x} d\tilde{\mu}(u).
\]
We thus conclude that for any $t \in [0,T]$:
\[
\lim_{\Delta \to 0} \int_{L^2} \|u\|^2_{L^2_x} d\mu^\Delta_t(u) \overset{(3.18)}{=} \lim_{\Delta \to 0} \int_{L^2} \|u\|^2_{L^2_x} d\mu^\Delta_t(u) \overset{(3.19)}{=} \int_{L^2} \|u\|^2_{L^2_x} d\tilde{\mu}(u).
\]
On the other hand, it has been proved in [22, Theorem 2.12], that $\|u\|^2_{L^2_x}$ is an “admissible observable”, so that the convergence $\mu^\Delta_t \to \mu_t$ in $L^1(\mathcal{P})$ implies
\[
\lim_{\Delta \to 0} \int_0^T \left| E^\Delta_t[\|u\|^2_{L^2_x}] - E_t[\|u\|^2_{L^2_x}] \right| \, dt = 0.
\]
In particular, this allows us to extract a subsequence $\Delta' \to 0$ such that
\[
\lim_{\Delta \to 0} E^{\Delta'}_0[\|u\|^2_{L^2_x}] = E_t[\|u\|^2_{L^2_x}],
\]
for almost every $t \in [0,T]$. Hence, we finally find that for almost all $t \in [0,T]$, we have
\[
\int_{L^2} \|u\|^2_{L^2_x} d\mu_t(u) = \lim_{\Delta' \to 0} \int_{L^2} \|u\|^2_{L^2_x} d\mu^\Delta_t(u) = \lim_{\Delta' \to 0} \int_{L^2} \|u\|^2_{L^2_x} d\tilde{\mu}(u).
\]
This concludes our proof that the limiting statistical solution $\mu_t$ is energy conservative. \hfill \Box

4. Numerical experiments

In this section, we will present numerical experiments to illustrate and validate our theory about the precise relationship between energy conservation and uniform decay of structure functions (spectra). We start with a short description of the underlying spectral viscosity method.
4.1. Numerical method. The numerical method which will applied in the following as well as its implementation have been explained in detail in [22]. Proof of Theorem 4.9, eq.(39)]. For completeness, we provide here a summary. The spectral viscosity scheme \((3.1)\) is implemented in the SPHINX code, first presented in [23]. In SPHINX, the non-linear advection term is implemented using an \(O(N^2 \log N)\)-costly fast Fourier transform. Use of a padded grid (see e.g. [23, 24]) is employed to avoid aliasing errors. Unless otherwise indicated, for the numerical experiments reported below, we use the spectral viscosity scheme, with \(\epsilon_N = \epsilon/N, \epsilon = 1/20\).

Our choice for the Fourier multipliers \(Q_N\) is

\[
\tilde{Q}_k = \begin{cases} 
1 - m_N/|k|^2, & (|k| \geq m_N), \\
0, & \text{(otherwise)},
\end{cases}
\]

where normally \(m_N = \sqrt{N}\), except in the special case, where the added numerical viscosity mimics the form of the viscous term in the Navier-Stokes equations \((1.1)\), in which we set \(m_N = 0\) and \(Q_N = I\) is the identity.

Given an initial probability measure \(\overline{\mu} \in \mathcal{P}(L^2)\), a resolution \(\Delta = 1/N\) and number of samples \(M = M(N)\), an approximate statistical solution is obtained by the following Monte-Carlo algorithm (MC+SV):

1. Generate \(M\) i.i.d. samples \(\overline{\pi}_1, \ldots, \overline{\pi}_M \sim \overline{\mu},\)
2. Evolve each sample \(u_i(t) = S^\Delta_t \overline{\pi}_i\), where \(S^\Delta_t\) is the numerical solution operator obtained from the SV-scheme,
3. The approximate statistical solution at time \(t \in [0, T]\) is defined as

\[
\mu^\Delta_t := \frac{1}{M} \sum_{i=1}^{M} \delta_{u_i(t)}.
\]

Clearly, for convergence of the MC+SV scheme it is necessary that \(M = M(N) \to \infty\) as \(N \to \infty\). For our numerical experiments we have made the choice \(M = N\).

4.2. Structure function evaluation. As indicated by the theoretical results presented in the previous sections, our main tool to determine the energy conservation of weak solutions obtained in the limit from our numerical method, will be the structure function

\[
S_2(\mu; r) = \left( \int \int \int |u(y) - u(x)|^2 dy dx d\mu(u) \right)^{1/2},
\]

defined for all \(\mu \in \mathcal{P}(L^2)\) and for a.e. \(t \in [0, T]\). We identify \(u \in L^2(D)\) with the Dirac probability measure \(\delta_u \in \mathcal{P}(L^2)\), and set \(S_2(u; r) := S_2(\delta_u; r)\). Note that with this definition: \(S_2(\mu; r)^2 = \int_{L^2} S_2(u; r)^2 d\mu(u)\).

As shown in appendix [D] there is an explicit formula for \(S_2(u; r)^2\) in terms of the Fourier coefficients \(\tilde{u}(k)\) of \(u\): Namely, we have

\[
S_2(u; r) = \left( \sum_{k \in \mathbb{Z}^2} I_k(r) |\tilde{u}(k)|^2 \right)^{1/2},
\]

where \(I_k(r) := 2 - 4J_1(|k|r)/(|k|r)\) is expressed in terms of the Bessel function of the first kind \(J_1(x)\). As discussed in appendix [D], a computationally more efficient-to-evaluate alternative to this exact expression for \(S_2(\mu; r)\) is given by

\[
\tilde{S}_2(u; r) := \left( \sum_{k \in \mathbb{Z}^2} \tilde{I}_k(r) |\tilde{u}(k)|^2 \right)^{1/2}, \quad \tilde{I}_k(r) := \min(|k|r/2, \sqrt{2})^2.
\]
Again, we define the corresponding statistical quantity by
\[
\tilde{S}_2(\mu_t, r) := \left( \int_{L_2^r} \tilde{S}_2(u, r)^2 \, d\mu_t(u) \right)^{1/2},
\]
and we recall that \( \tilde{S}_2(\mu_t, r) \) is equivalent to \( S_2(\mu_t, r) \), in the sense that there exists a constant \( C > 0 \), such that
\[
1/C \tilde{S}_2(\mu_t, r) \leq S_2(\mu_t, r) \leq CS_2(\mu_t, r), \quad \forall r > 0, \forall \mu_t \in \mathcal{P}(L_2^r).
\]
For the analysis of our numerical experiments we will use this equivalent numerical structure function instead of the exact structure function.

A second tool in our analysis will be the use of compensated energy spectra. As discussed in detail in [22], an upper bound on the structure function is provided by a uniform decay of the energy spectrum. To this end, we define the numerical energy spectrum of a vector field \( u \in L_2^r \) as
\[
E(u; K) := \frac{1}{2} \sum_{|k|_\infty = K} |\hat{u}(k)|^2, \quad \forall K \in \mathbb{N}_0,
\]
where \( |k|_\infty = \max(|k_1|, |k_2|) \) is the maximum norm of \( k \in \mathbb{Z}^2 \). We extend this definition to arbitrary \( \mu_t \in \mathcal{P}(L_2^r) \) by setting
\[
E(\mu_t; K) := \int_{L_2^r} E(u; K) \, d\mu_t(u).
\]
Note again that \( E(u; K) = E(\delta_u; K) \). It can be shown [22] that for any \( 1 < \lambda < 3 \):
\[
K^\gamma E(\mu_t^\Delta; K) \leq C, \forall K \Rightarrow S_2(\mu_t^\Delta; r) \leq r^\alpha, \forall r \geq 0, \forall \Delta > 0,
\]
where \( \alpha = (\lambda - 1)/2 \). Given \( \lambda \in (1,3) \), we will refer to the function \( K \mapsto K^\gamma E(\mu_t^\Delta; K) \) as the compensated energy spectrum with exponent \( \gamma \), in the following.

Owing to theorem 3.2, a uniform algebraic bound on the structure function implies that the limiting solution generated by our numerical method is energy conservative. Thus, the evolution of the numerical structure function \( \tilde{S}_2(r) \) and the compensated energy spectra will be our main tools to investigate the energy conservation of the limits of our numerical approximations. A convenient measure for the uniform algebraic decay of the structure functions \( S_2(\mu_t^\Delta; r) \) is the best-decay-constant \( C_{\max}^\Delta(\alpha; t) \), which we define
\[
C_{\max}^\Delta(\alpha; t) := \sup_{r > 0} r^{-\alpha} \tilde{S}_2(\mu_t^\Delta; r),
\]
i.e. the best constant \( C \), such that \( \tilde{S}_2(\mu_t; r) \leq C r^\alpha \) for all \( r > 0 \). Note that for any given resolution \( \Delta > 0 \), the structure function \( \tilde{S}_2(\mu_t; r) \) decays like \( \sim r \) on the subgrid scale, i.e. for \( r \ll \Delta \). Therefore, given \( 0 < \alpha < 1 \), the best-decay-constant \( C_{\max}^\Delta(\alpha; t) \) is well-defined and finite, for any fixed numerical resolution \( \Delta \). Furthermore, if there exists \( \alpha \), for which \( C_{\max}^\Delta(\alpha; t) \) remains uniformly bounded in time, and with increasing resolution, then this is sufficient to ensure (strong) compactness, and hence energy conservation in the limit \( \Delta \to 0 \), by Theorem 3.2.

Similarly, we define a constant \( D_{\max}^\Delta(\lambda; t) \) as the best upper bound on the compensated energy spectrum with exponent \( \lambda \):
\[
D_{\max}^\Delta(\lambda; t) := \sup_{K > 0} K^\lambda E(\mu_t^\Delta; K).
\]
Finally, we will also compute the evolution of energy directly, i.e.
\[
t \mapsto \int_{L_2^r} \|u\|_{L_2^r}^2 \, d\mu_t(u),
\]
for each numerical experiment. For the latter, it is important to keep in mind that there are several sources of errors for each numerical approximation, which may affect the results obtained from this direct computation of the energy evolution: Firstly, each approximate statistical solution is obtained by Monte-Carlo sampling (with \( N \) samples). As is well-known, the evaluation of the dissipated energy by Monte-Carlo sampling is associated with a sampling error that scales like \( \sim 1/\sqrt{N} \). Secondly, in addition to the statistical error, the initial data has also to be approximated, for instance by mollification, and subsequent truncation of the Fourier spectrum. These procedures induce numerical error that propagates into the solution. Finally, there are errors on account of the space-time discretization. All of these sources of numerical errors should be taken into account, when directly evaluating the energy dissipation.

4.3. A Sinusoidal vortex sheet.

4.3.1. Deterministic case. The first case we consider is the case of initial data for the incompressible Euler equations which is a Dirac measure, concentrated on a vortex sheet, i.e. \( \overline{\eta} = \delta \), where \( \overline{\eta} \) is a sinusoidal vortex sheet initial data. This initial data has previously been studied in [21, 22]. Let us first recall the construction.

We consider a vorticity distributed uniformly along the graph
\[
\Gamma = \{ x = (x_1, x_2) \in T^2 \mid x_2 = 0.2 \sin(2\pi x_1) \},
\]
and we recall that in the numerical implementation in SPHYNX, the torus \( T^2 \) is identified with \([0, 1]^2\). The vorticity is given by
\[
\omega(x) = \delta(x - \Gamma) - \int_{T^2} d\Gamma.
\]
The second term in the definition of $\omega$ is a constant which serves to ensure that $\int_{\mathbb{R}^2} T^2 \omega \, dx = 0$, i.e. it enforces the vanishing of the 0-th Fourier coefficient. The initial velocity field $\mathbf{u} \in L^2_x$ is chosen so that $\text{div}(\mathbf{u}) = 0$, $\text{curl}(\mathbf{u}) = \omega$. Given a grid size $N$, our numerical approximation $\mathbf{u}_N \approx \mathbf{u}$ is obtained by mollification $\mathbf{u}_N = \psi_{\rho_N} * \mathbf{u}$ against a mollifier $\psi_{\rho_N}(x) := \rho_N^{-2} \psi(x/\rho_N)$, with $\psi(x)$ a third-order B-spline. The smoothing parameter $\rho_N$ is chosen of the form $\rho_N = \rho/N$ for a fixed constant $\rho > 0$.

For the present simulation, we have set $\rho = 10$. Further details on the construction of this initial data can be found in [22, Section 5.3].

We point out that this initial data belongs to the so-called Delort class [6]. It was recently shown in [21] that the numerical approximations, generated by the spectral viscosity method, converge on increasing the resolution and up to a subsequence, to a weak solution of the incompressible Euler equations. Given this context, we have computed the numerical solution up to final time $T = 1$, and for resolutions $N \in \{128, 256, \ldots, 8192\}$. The numerical diffusion operator was chosen so as to mimic the form of the diffusion term in the underlying Navier-Stokes equations (1.1) by setting $m_N = 0$ and consequently, $Q_N = I$ in (3.1). For these computations, we set $\epsilon_N = \epsilon/N$, $\epsilon = 0.01$. A representative illustration of the initial data and evolution of the computed approximate solutions at different resolutions $N = 1024$, $N = 4096$ can be found in figure 1. From this figure, we observe that the initial vortex sheet breaks up into smaller and smaller vortices, on increasing resolution.

Our objective is to validate our theory on the connection between the uniform decay of the structure function and the conservation of energy. To this end, we first consider the temporal evolution of the numerical structure function (4.1) (cp. figure 2). Indicated in figure 2 are representative plots of the numerical structure functions evaluated at different times $t = 0.0, 0.4, 1.0$ during the evolution of the vortex sheet, and at the various resolutions considered. In addition, we indicate as a black dashed line the graph of $r \rightarrow C_{\Delta \max}^\alpha r^{1/2}$, where $C_{\Delta \max}^\alpha = C_{\Delta \max}^\alpha(\alpha = 1/2; t = 0)$ is determined from (4.4), at resolution $\Delta = 1/8192$. At the initial time $t = 0$, the expected scaling $S_2(r) \sim r^{1/2}$ of the structure function of the vortex sheet at resolved scales is clearly visible. For a fixed resolution $\Delta = 1/N$, it is straightforward to observe that the resulting numerical approximation cannot represent non-smooth features on scales $r \lesssim \Delta$ and the structure function scales as $S_2(r) \sim r$, for $r \lesssim \Delta$ in figure 2.
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**Figure 2.** Temporal evolution of structure function for deterministic sinusoidal vortex sheet initial data, for different resolutions $\Delta = 1/N$. The black dashed line indicates the best upper bound $C_{\Delta \max}^\alpha r^\alpha$ computed at $t = 0$, with exponent $\alpha = 1/2$, and at the finest resolution considered, $\Delta = 1/8192$.

Figures 2(A)-(C) clearly indicate a uniform decay of the structure function over time, and uniformly in $N$, with a decay exponent that is the same as the decay exponent of the structure function initially.
This uniform decay of the structure functions is further confirmed by considering
the evolution of the compensated energy spectra $K \mapsto K^\lambda E(K)$, where we choose
the exponent $\lambda = 2$. This choice is consistent with a $S_2(r) \leq C r^\alpha$, where $\alpha = (\lambda - 1)/2 = 1/2$, decay of the structure function.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{temporal_evolution.png}
\caption{Temporal evolution of compensated energy spectra $K^\lambda E(K)$ for deterministic sinusoidal vortex sheet initial data, with $\lambda = 2$.}
\end{figure}

As can be seen from figure 3 (A), the initial data follow the expected scaling
$E(K) \sim K^{-2}$. This scaling appears to be mostly preserved at later times, cp. figure 3 (B), (C), with only some small fluctuations in the compensated spectra. These fluctuations might imply $E(K) \leq CK^{-2+\epsilon}$ for a small $\epsilon > 0$, incorporating intermittent corrections to the structure function. Nevertheless, this form of the energy spectrum clearly implies the compactness required for energy conservation.

Since the above numerical results strongly suggest a decay of the structure function as $S_2(r) \leq C r^\alpha$, with $\alpha = 1/2$, we consider the temporal evolution of the best-decay constant $C_{\Delta \max}^\Delta (\alpha = 1/2; t)$ (cp. (4.4)), which is displayed in figure 4, as well as its energy spectral counterpart $D_{\Delta \max}^\Delta (\lambda = 2; t)$, evaluated according to (4.5).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{temporal_evolution.png}
\caption{Temporal evolution of $C_{\Delta \max}^\Delta (\alpha = 1/2; t)$ and $D_{\Delta \max}^\Delta (\lambda = 2; t)$ for deterministic sinusoidal vortex sheet.}
\end{figure}

Figure 4 strongly indicates that $C_{\Delta \max}^\Delta (\alpha = 1/2; t)$ remains uniformly bounded in time $t \in [0, T]$, as $\Delta \to 0$.

Finally, we consider directly the evolution of the energy. Here, we are faced with
the difficulty that the initial values of the numerical approximations converge at the same time as the viscosity parameter $\epsilon_N \to 0$. Keeping this in mind, we consider
the relative energy dissipation,

$$\frac{\Delta E}{E} := \frac{E_t^\Delta - E_0}{E_0},$$
which depends on $\Delta$ and the time $t$, as well as a reference value $E_0^\Delta$ for the initial energy in the limit $\Delta \to 0$. We obtain this reference value by extrapolation of the initial energy $E_0^\Delta$ for the resolutions $\Delta \in \{1/8192, 1/4096, \ldots, 1/128\}$, considered. We have chosen the second-order (Richardson-)extrapolation ansatz

$$E_0^\Delta = E_0 + c_1 \Delta + c_2 \Delta^2 + O(\Delta^3),$$

where the constants $E_0$, $c_1$, and $c_2$ can be estimated from the values of $E_0^\Delta$, for the highest resolutions $\Delta = 1/8192, 1/4096, 1/2048$ considered. Other, higher-order choices for the extrapolation have been checked to lead to very similar results.

The temporal evolution of $\Delta E/E$ is shown in figure 5 (A), for these $\Delta = 1/N$. Figure 5 (B) compares $\Delta E/E$ at time $t = 0$ and $t = T$, at the final time $T = 1$, as a function of the resolution $\Delta$. In this figure, we plot both the numerical error in the approximation of the initial data (represented by the blue curve), as well as the numerical energy dissipation (difference between the blue and the red curves). As $\Delta \to 0$, there is a clear indication that $\Delta E/E$, evaluated at both the initial and final times, converges to 0. Extrapolation of the red curve to $\Delta = 0$ yields a very small value of $\Delta E/E \approx -0.00035$, consistent with a true limiting value of $\Delta E/E = 0$ at $\Delta = 0$. The direct evaluation of the energy is thus consistent with the uniform decay of the structure functions, and a uniform bound on the energy spectra observed above.

Thus, in this particular case, the theoretical predictions of energy conservation resulting from uniform decay of structure function (spectra) is completely validated. It is worth pointing out that the theory of Delort in [6] (and its numerical analogue in [22]) only indicate weak compactness of the approximating sequences. On the other hand, all the numerical evidence points to a strong compactness of the limit solution, hinting at more regularity of the limit.

4.3.2. Statistical initial data. Next, we consider an example of the initial data $\mu \in \mathcal{P}(L^2_x)$, with $\mu$ not being a Dirac measure. To this end, we take the numerical initial data $u^\mu_N(x) \in L^2_x$ of the previous section (with smoothing parameter $\rho_N = \rho/N$, $\rho = 5$), and define a random perturbation as

$$u^\Delta(x; \omega) := P(\mu_N(x_1, x_2 + \sigma_\alpha(x_1; \omega))),$$

where $P$ denotes the Leray projection onto divergence-free vector fields, followed by a projection onto the first $N$ Fourier modes, and $\sigma_\alpha(x, \omega)$ is a random function.
which is used to randomly perturb the vortex sheet: Fix $q \in \mathbb{N}$ and a perturbation size $\alpha > 0$. Given \( \omega = (\alpha_1, \ldots, \alpha_q, \beta_1, \ldots, \beta_q) \), we define

\[
\sigma_\alpha(x_1; \omega) := \sum_{k=1}^{q} \alpha_k \sin(k2\pi x_1 - \beta_k),
\]

where $\alpha_1, \ldots, \alpha_q \in [0, \alpha]$, and $\beta_1, \ldots, \beta_q \in [0, 2\pi]$ are i.i.d., uniformly distributed random variables. The initial data $\mu^\Delta \in \mathcal{P}(L^2_\Delta)$ is defined as the law of the random fields $\pi^\Delta(x; \omega)$. For our numerical experiment, we have chosen $q = 10$, and $\alpha = 1/320$. The numerical diffusion parameter is $\epsilon_N = \epsilon/N$, with $\epsilon = 0.01$. Figure 6 shows the $x$-component of the velocity of a typical individual random sample $\pi^\Delta$, as well as the mean and variance of this component at the initial time $t = 0.0$. The mean and variance at the final time $t = 1.0$ are shown in figure 7.
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(A) mean  (B) variance

Figure 6. Perturbed sinusoidal vortex sheet: Individual sample (A), mean (B) and variance (C) at the initial $t = 0.0$, $N = 1024$.

![Figure 7](image2.png)
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Figure 7. Perturbed sinusoidal vortex sheet: Individual sample (A), mean (B) and variance (C) at the final time $t = 1.0$, $N = 1024$.

We consider the temporal evolution of the structure functions computed from the approximate statistical solution obtained at various resolutions $N \in \{128, 256, 512, 1024\}$. Plots for the numerical structure function (4.1) at $t = 0, 0.5, 1$ are shown in figure 8(A)-(C). Again, we indicate by a black dashed line the best upper bound of the form $C_{\Delta \max} \Delta^{r/2}$, with $\Delta \max$ given by (4.4) fixed at time $t = 0$, and for the highest considered resolution of $\Delta = 1/1024$. 

Similarly to figure 2 in the last section, these plots of the structure function at different \( t \) and \( N \) indicate a uniform bound \( S_2(\mu^\Delta; r) \leq C r^{1/2} \). To complement these plots of the structure function, we again analyse the (compensated) energy spectra (4.2), with exponent \( \lambda = 2 \). Again, the choice of this value for \( \lambda \) is motivated by the relation (4.3), according to which a value of \( \alpha = 1/2 \) is expected to correspond to \( \lambda = 2 \). The resulting energy spectra are shown in figure 9.

Again, we observe an exact scaling of the compensated energy spectra for \( \mu^\Delta \) at \( t = 0 \) (cp. figure 9(A)). Also at later times, this scaling is approximately preserved, as shown in figure 9(B),(C), indicated a uniform bound on compensated energy spectra.

A more quantitative evaluation of the uniform boundedness of the structure function is obtained by tracking the temporal evolution of the best-upper-bound constants \( C_{\max}(\alpha; t) \) for the structure function (4.4) with exponent \( \alpha = 1/2 \), and \( D_{\max}(\lambda; t) \) for the compensated energy spectra (4.5), with corresponding exponent \( \lambda = 2 \). This is shown in figure 10.
STRUCTURE FUNCTIONS AND ENERGY CONSERVATION

Figure 10. Temporal evolution of $C_{\Delta_{\text{max}}}^{\alpha}(\alpha = 1/2; t)$ and $D_{\Delta_{\text{max}}}^{\lambda}(\lambda = 2; t)$ for randomly perturbed sinusoidal vortex sheet.

Figure 11 strongly indicates that the structure function does indeed exhibit a uniform scaling $S_2(\mu^2; r) \leq C r^{1/2}$, implying energy conservation of the limiting statistical solution.

We finally consider the direct evaluation of the energy evolution of the approximate statistical solutions. In addition to the sources of error in the energy evolution for the deterministic initial data, we also have to consider another source of error in the Monte-Carlo approximation of the approximate statistical solution $\mu^2$. Our Monte-Carlo sampling at resolution $N$ is based on $N$ samples. As is well-known, the typical Monte-Carlo error is

$$\left| E[\Delta E/E] - \frac{1}{N} \sum_{i=1}^{N} \Delta E_i \right| \lesssim \frac{\text{Std}[\Delta E/E]}{\sqrt{N}},$$

where $\text{Std}[\Delta E/E]$ is the standard deviation computed based on the $N$ MC-samples $(\Delta E/E)_1, \ldots, (\Delta E/E)_N$. For the statistical solutions considered, we will display this MC error by error bars and a shaded region.

Figure 11. Randomly perturbed sinusoidal vortex sheet: Relative energy dissipation $E[\Delta E/E]$ as a function of $t$ (left), and as a function of $\Delta = 1/N$ at the final time $t = 1$ (right).

It turns out that for the current initial data, the MC error in the energy is very small, so that the shaded regions are almost invisible. In this case, the numerical error in the approximation of the initial data dominates. We plot the computed $\Delta E/E$ in figure 11. As in the last section, the reference value $E_0$ is determined.
by a second-order Richardson-extrapolation of the computed initial energy $E_0$ to $\Delta = 0$.

Figure 11 clearly indicates that the energy dissipation is very small for this case, for all resolutions considered, and $\Delta E/E$ appears to converge to 0, as $N \to \infty$, again indicating energy conservation in the limit. We have also indicated the value of $\Delta E/E$ at the final time $t = T$, and (second-order) extrapolated to $\Delta = 0$, based on the available values of $E^2$ for $\Delta = 1/1024, 1/512$ and $1/256$. This extrapolation suggests that $\Delta E/E \approx 0.00032$, which is orders of magnitude smaller than the error of $\Delta E/E$ at the initial time (whose limit $\Delta \to 0$ is exactly 0), which is also visible in figure 11 (B). Thus, also for the randomly perturbed sinusoidal vortex sheet, the limiting statistical solution is expected to be energy conservative.

Finally, comparing figures 11 for the SV scheme and 5 for Navier-Stokes-like diffusion clearly shows that the Navier-Stokes-like diffusion is much more diffusive. This highlights the better approximation properties of the (formally) spectrally accurate SV scheme, as opposed to a similar scheme with diffusion applied to all Fourier modes.

4.4. Vortex sheet without distinguished sign. The previous numerical experiment considered a vortex sheet of (essentially) distinguished sign. For this type of initial data, the existence of solutions has been proven rigorously by compensated compactness methods, in the celebrated work of Delort [6]. When the vortex sheet initial data is not necessarily of distinguished sign, then no existence results for weak solutions are known. Based on numerical experiments by Krasny [19], which have shown that vortex sheets develop a much more complex roll-up without a sign-restriction, it has in fact been conjectured [25, 26, p.447] that approximate solution sequences for initial data without distinguished sign might not converge to a weak solution, and instead exhibit the phenomenon of concentrations in the limit, thus necessitating a more general concept of measure-valued solutions. Our next numerical experiment therefore considers the case of a vortex sheet without distinguished sign.
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**Figure 12.** Perturbed vortex sheet without distinguished sign: Individual sample (A), mean (B) and variance (C) at the initial $t = 0.0$, $N = 1024$.

We start with unperturbed vorticity $\varpi \in BM$ a bounded measure, given by

$$\varpi(x) = s(t)\delta(x - \gamma(t)) - \int_0^{2\pi} s(t) d\gamma(t),$$

where $\gamma(t) = (t, 0.2\sin(Kt)) \in T^2$ defines the curve along which the vorticity is distributed, with $K = 10$, and the vortex strength $s(t)$ along $\gamma(t)$ is given by $s(t) = \sin(Kt)$. The numerical approximation $\varpi_N$ is obtained as the convolution $\varpi_N(x) := \varpi * \psi_{\rho N}$, where $\rho_N = \rho/N$, $\rho = 5$, and $\psi_{\rho N}$ is the B-spline mollifier.
already considered in section 4.3. We let \( \bar{\nu}_N \) denote the corresponding divergence-free velocity field. Finally, we define the perturbed initial data for given \( \alpha > 0 \), by setting

\[
\bar{\nu}^\Delta(x; \omega) := \mathbb{P}(\bar{\nu}_N(x_1, x_2 + \sigma_\alpha(x_1; \omega))),
\]

where \( x_1 \mapsto \sigma_\alpha(x_1, \omega) \) is the random perturbation already introduced in section 4.3.2. We have chosen \( \alpha = 0.025 \) for our numerical simulation. Again, we let \( \mu^\Delta \in \mathcal{P}(L^2) \) be the law of the random field \( \bar{\nu}^\Delta \). Figure 12 shows the \( x \)-component of the velocity of a typical individual random sample \( \bar{\nu}^\Delta \), as well as the mean and variance of this component at the initial time \( t = 0 \). For comparison, the mean and variance at the final time \( t = 2.0 \) are shown in figure 13. The viscosity parameter in the SV scheme was chosen as \( \epsilon_N = \epsilon/N \), for \( \epsilon = 0.05 \).

We start by considering the temporal evolution of the structure functions computed from the approximate statistical solution obtained at various resolutions \( N \in \{128, 256, 512, 1024\} \).

Perhaps unexpectedly, the structure functions shown in figure 14 exhibit a uniform bound for \( t = 0, 1, 2 \), also without the sign restriction on the vorticity; similar to the bound on the structure function observed for the distinguished vortex sheet case in section 4.3.2. Again, the bound on the structure function indicates that \( S_2(\mu^\Delta_t; r) \leq C r^{1/2} \), for some constant \( C > 0 \).

We next consider the evolution of the compensated energy spectra \( K \mapsto K^\lambda E(\mu^\Delta_t; K) \) with exponent \( \lambda = 2 \) (which corresponds to the exponent \( \alpha = 1/2 \) of the structure function), in figure 15.
The compensated energy spectra confirm the observed uniform bound on the structure function, indicating that $E(\mu^2; K) \leq DK^{-2}$, for some constant $D > 0$. To analyse this qualitative observation at a more quantitative level, we track the best-upper-bounds $C_{\max}^\Delta$ (4.4) and $D_{\max}^\Delta$ (4.5) in figure 16.

Finally, we consider the evolution of the numerically obtained energy dissipation, directly. Again, we consider the temporal evolution of the quantity

$$\frac{\Delta E}{E} = \frac{E^\Delta(t) - E_0}{E_0},$$

where $E^\Delta(t) = \int_{L^2} ||u||^2_{L^2} d\mu^\Delta_t(u)$. The estimate for the Monte-Carlo error of this quantity is indicated by the shaded regions. The reference value $E_0$ has been determined by second-order Richardson-extrapolation of the given data $E^\Delta(0)$ for $\Delta \in \{1/1024, 1/512, 1/256\}$ to $\Delta = 0$. 

Figure 16 clearly indicates that the structure function remains uniformly bounded over time and with respect to resolution also for this signed vortex sheet case.
Unexpectedly, also for this initial data, where the individual random realisations of the initial data have vorticity \( \omega \in B.M \), i.e., a bounded measure, \textit{without a distinguished sign}, our numerical experiments indicate that the energy dissipation converges to zero as \( \Delta \to 0 \) (at least over the time interval \([0, T]\) with \( T = 2 \) considered), implying that the limiting statistical solution is energy conservative, and confirming our observed bounds on the structure function.

4.5. Brownian motion. Our final numerical experiments consider Brownian-motion-like initial data, that depend on a parameter \( 0 < H < 1 \) (the “Hurst index”), which can be chosen freely, and such that the initial energy spectra exhibit an exact scaling \( E(\pmb{p}; K) \sim K^{-2H-1} \), implying

\[
S_2(\pmb{p}; r) \leq Cr^H.
\]

We are interested in whether energy is conserved in the limit for numerical approximations, generated by MC + SV algorithm.

To construct such initial data, for a given mode number \( N \), we generate i.i.d., uniformly distributed random variables \( \alpha_k^{(cc)}, \alpha_k^{(cs)}, \alpha_k^{(sc)}, \alpha_k^{(ss)} \in (-1, 1) \), (collectively denoted by \( \omega \)), and we define a random initial field \( W(x; \omega) \) by

\[
W(x; \omega) = \sum_{|k| \leq N} \frac{1}{\sqrt{k_1^2 + k_2^{2(H+1)}}} \left\{ \alpha_k^{(cc)} c_{cc}k(x) + \alpha_k^{(cs)} c_{cs}k(x) + \alpha_k^{(sc)} s_{cc}k(x) + \alpha_k^{(ss)} s_{ss}k(x) \right\},
\]
where we denote

\[
    c_{c_k}(x) := \cos(2\pi k_1 x_1) \cos(2\pi k_2 x_2), \quad c_{s_k}(x) := \cos(2\pi k_1 x_1) \sin(2\pi k_2 x_2),
    
    s_{c_k}(x) := \sin(2\pi k_1 x_1) \cos(2\pi k_2 x_2), \quad s_{s_k}(x) := \sin(2\pi k_1 x_1) \sin(2\pi k_2 x_2).
\]

Then, \( W(x; \omega) \) has the desired tuneable decay of the Fourier spectrum \( E(K) \sim K^{-(2H+1)} \), implying the upper bound \( S_2(r) \leq r^H \).

For two i.i.d. realisations \( \omega_1, \omega_2 \) of such coefficients \( \alpha_{c_k}^{(cc)}, \alpha_{c_k}^{(cs)}, \alpha_{c_k}^{(sc)}, \alpha_{c_k}^{(ss)} \), we define a random field by

\[
    \pi_N(x; \omega) := \mathbb{P}(W(x; \omega_1), W(x; \omega_2)),
\]

where once again, \( \mathbb{P} \) refers to the Leray projection onto divergence-free vector fields. We define \( \pi \in \mathcal{P}(L_2^x) \) as the law of the random field \( \pi_N \).

We will consider three choices of the Hurst index \( H \) in the following: \( H = 0.15 \), \( H = 0.5 \) and \( H = 0.75 \) (cp. figure 18). We note that there are no known existence results for such rough “Brownian motion” initial data, but the structure function is nevertheless well-defined and bounded from above initially, so that such initial data falls within the class considered in our results, concerning the energy conservation of numerically approximated statistical solutions.

![Figure 19. Structure function for Brownian motion initial data at initial time \( t = 0 \), for different hurst indices \( H \) and resolutions \( \Delta = 1/N \). The black dashed line indicates the best upper bound \( C_{\Delta \max}^r r^\alpha \) computed at \( t = 0 \), with exponent \( \alpha = H \), and at the finest resolution considered, \( \Delta = 1/1024 \).](image1)

\[(a) \ H = 0.15 \quad (b) \ H = 0.5 \quad (c) \ H = 0.75\]

![Figure 20. Structure function for Brownian motion initial data at final time \( T = 1 \), for different hurst indices \( H \) and resolutions \( \Delta = 1/N \). The black dashed line indicates the best upper bound \( C_{\Delta \max}^r r^\alpha \) computed at \( t = 0 \), with exponent \( \alpha = H \), and at the finest resolution considered, \( \Delta = 1/1024 \).](image2)

\[(a) \ H = 0.15 \quad (b) \ H = 0.5 \quad (c) \ H = 0.75\]
4.5.1. Structure function decay. As for the previous cases, we first consider the temporal evolution of the structure functions computed from the approximate statistical solution obtained at various resolutions \( N \in \{128, 256, 512, 1024\} \). The structure function of our numerical approximate statistical solutions at the initial time \( t = 0 \) are shown in figure 19 for the different Hurst indices \( H \) considered.

We can clearly observe the expected upper bound on the scaling of the structure function \( S_2(\mu^2; r) \leq C r^H \) (cp. (4.3)), at the initial time \( t = 0 \), in figure 19. Again, the structure functions are observed to be well-behaved along their time-evolution. The structure functions at the final time \( t = T \) are shown in 20.

Figure 20 indicates that the structure functions remain uniformly bounded also at later times, and in fact considerable smoothing is observed in this case.

Next, we consider the evolution of the compensated energy spectra \( K \mapsto K^\lambda E(\mu^2; K) \), where the compensating exponent \( \lambda \) is chosen as \( \lambda = 2H + 1 \). Figure 21 shows the compensated energy spectra at time \( t = 0 \).

![Figure 21](image1.png)
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**Figure 21.** Compensated energy spectra \( K^\lambda E(K) \) for Brownian motion initial data at initial time \( t = 0 \), for different Hurst indices \( H \) and resolutions \( \Delta = 1/N \). The black dashed line indicates the best upper bound \( D^\Delta_{\text{Hmax}} \) computed at \( t = 0 \), with exponent \( \alpha = H \), and at the finest resolution considered, \( \Delta = 1/1024 \).
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(\( a \)) \( H = 0.15 \)  \  (\( b \)) \( H = 0.5 \)  \  (\( c \)) \( H = 0.75 \)

**Figure 22.** Compensated energy spectra \( K^\lambda E(K) \) for Brownian motion initial data at the final time \( t = 1 \), for different Hurst indices \( H \) and resolutions \( \Delta = 1/N \). The black dashed line indicates the best upper bound \( D^\Delta_{\text{Hmax}} \) computed at \( t = 0 \), with exponent \( \lambda = 2H + 1 \), and at the finest resolution considered, \( \Delta = 1/1024 \).

As is seen from figure 21, the initial energy exhibit the expected scaling \( E(\mu^2; K) \sim K^{-(2H+1)} \) in all three cases. It is found that the compensated energy spectra remain bounded up to the final time \( t = 1 \), as shown in figure 22.

A quantitative representation of the behaviour of the structure functions and energy spectra over time is again obtained by tracking the constants \( C^\Delta_{\text{Hmax}}(\alpha; t) \).
(4.4) for the structure function, and $D_{\Delta \max}(\lambda; t)$ for the energy spectra. Again, we choose $\alpha = H$, and $\lambda = 2H + 1$. The results are shown in figure 23.

![Figure 23](image)

\[ \frac{\Delta E}{E} = \frac{E_{\Delta}(t) - E_0}{E_0}, \]

Figure 23 provides very clear evidence that in all cases considered, the constants $C_{\Delta \max}(\alpha; t)$ and $D_{\Delta \max}(\lambda; t)$ remain uniformly bounded in $t$ and $\Delta$, implying in particular a uniform decay of the structure functions $S_2(\mu_{\Delta}^2; \tau)$, and hence energy conservation in the limit.

Finally, we evaluate the evolution of the relative energy dissipation.
numerically. Here $E^\Delta(t) = \int_{L^2} \|u\|_{L^2} \, d\mu^\Delta(u)$ is the average “energy” at time $t$ and resolution $\Delta = 1/N$. The reference value $E_0$ was obtained from the Monte-Carlo approximation of the initial data $\mu^\Delta$ with $\Delta = 1/4096$.

\[ E^\Delta(t) = \int_{L^2} \|u\|_{L^2} \, d\mu^\Delta(u) \]

The reference value $E_0$ was obtained from the Monte-Carlo approximation of the initial data $\mu^\Delta$ with $\Delta = 1/4096$.

Compared to the vortex sheet examples considered previously, a clear difference for these Brownian motion examples is the larger variance in the initial data, and as a consequence the larger error bars which indicate the estimate for the MC error. Figure 24 clearly indicates that for the larger Hurst indices, the energy dissipation (difference between the blue and orange curves) is much smaller than the numerical error associated with $\Delta$ in approximating the initial data (indicated by the blue curve), and the Monte-Carlo error (indicated by the shaded region). As might be expected from the proof of energy conservation, based on a uniform bound on the
structure function $S_2(\mu^\alpha; r) \leq C r^\alpha$ (cp. Theorem 3.2), the smaller the Hurst index ($\alpha = H$), the higher the numerical resolution is required to close the gap between the orange and blue curves. Indeed, the proof of Theorem 3.2 provides an upper bound on the energy dissipation $\lesssim N^{-\alpha} = \Delta^{\alpha}$, and hence we expect the energy dissipation to be more clearly visible at a given resolution $\Delta = 1/N$ for smaller values of $\alpha$.

The difference between the mean energy at the initial and final times is plotted in Figure 25. For $H = 0.5$ and $H = 0.75$, the zero limiting total energy dissipation is already within the MC error bars at the given resolution. For $H = \alpha = 0.15$, it appears that the theoretical upper bound $\lesssim N^{-\alpha}$ converges to 0 only at a slow rate, and therefore a higher resolution might be necessary to directly observe the energy conservation from these numerical experiments. Also in this $H = 0.15$ case, we can nevertheless observe a decrease in the total dissipated energy between resolutions $\Delta = 1/256$, $\Delta = 1/512$ and $\Delta = 1/1024$, and in fact a steepening of the gradient towards $\Delta = 0$. Together with the clear uniform boundedness of the structure function (cp. Figure 23 (A)) and the theoretical result Theorem 3.2, we conclude that the dissipated energy converges to 0 also in this case, albeit at a slower rate.

5. Conclusion

The Euler equations (1.3) model the dynamics of fluids at very high Reynolds numbers. These fluids are characterized by turbulence, marked by the appearance of energy containing eddies at ever smaller scales. Energy conservation/anomalous dissipation are very interesting elements of physical theories of turbulence such as those of Kolmogorov and Onsager.

In this article, we consider the questions of energy conservation/dissipation of solutions of the incompressible Euler equations in two space dimensions. We prove in Theorem 2.8 that weak solutions of the incompressible Euler equations, realized as strong (in the topology of $L^1([0, T]; L^2)$) vanishing viscosity limits of the underlying Navier-Stokes equations conserve energy (in time). This result allows us to extend the results of [3] on energy conservation to a larger class of admissible initial data, for which strong compactness of approximate solutions is known. The proof relies on control of the underlying vorticity and an essential role is played by uniform decay of the so-called structure function (2.2).

Next, we also investigate the question of energy conservation for statistical solutions of the incompressible Euler equations. Statistical solutions [22, 11] are time-parameterized probability measures on $L^2$, whose time evolution is constrained in terms of moment equations, consistent with and derived from the incompressible Euler equations. They were proposed as a suitable probabilistic solution framework for the Euler equations in order to describe unstable and turbulent fluid flows. We
prove in theorem 3.2 that statistical solutions of the Euler equations, generated as limits of numerical approximations with a Monte Carlo (MC)-Spectral viscosity (SV) method of [22], conserve energy as long as the structure function decays uniformly (in resolution). This result is of great practical utility as these statistical solutions can be computed [22] and the assertions of the theory validated in numerical experiments.

To this end, we presented a suite of numerical experiments with both deterministic and stochastic initial data, in particular (perturbations of) vortex sheets and (fractional) Brownian motion were considered as initial data. From the numerical experiments, we observed that the structure functions (and the energy spectra) were indeed uniformly decaying and energy conservation of the limit solutions was clearly demonstrated.

In addition to validating the proposed theory, the numerical experiments were useful in the following two ways; first, we were able to consider initial data, such as vortex sheets of indefinite sign and fractional Brownian motion, for which no well-posedness theory exists at the moment. In these cases, the computed solutions were observed to validate the theory very nicely. Second, the theoretically established connection between the decay of structure functions (and spectra) and conservation of energy was found to be very useful in problems with large variance and low regularity, such as for fractional Brownian motion with low Hurst indices, where a direct computation of the energy might be inconclusive in ascertaining conservation whereas evidence from the uniform decay of the structure function (and spectra) would be clinching.

This article only considered two-dimensional flows. As a next step, we aim to carry out a similar program for examining the questions of conservation/anomalous dissipation of energy for three-dimensional incompressible flows, in a forthcoming paper.

Appendix A. Two facts about Navier-Stokes

We collect two well-known results on the two-dimensional Navier-Stokes equations. We first recall that the incompressible Navier-Stokes equations are the following system of PDEs:

$$ \begin{align*}
\partial_t u + \text{div}(u \otimes u) + \nabla p &= \nu \Delta u, \\
\text{div}(u) &= 0, \\
 u(t = 0) &= \mathbf{u},
\end{align*} $$

(A.1)

with viscosity $\nu > 0$. As usual, these equations are considered in their weak form after integration by a test vector field $\phi \in C^\infty([0,T] \times D)$ with compact support in $[0,T) \times D$. We cite the following theorem [24, p.81, Theorem 3.1]:

**Theorem A.1.** Let $\mathbf{u} \in L^2_\omega$. There exists a unique weak solution $u^\nu$ of (A.1) such that $u^\nu \in L^2([0,T]; H^1_\omega) \cap L^\infty([0,T]; L^2_\omega)$. We have for all $t \in [0,T]$:

$$ \frac{1}{2} \|u^\nu(t)\|^2_{L^2_\omega} + \nu \int_0^t \|\nabla u^\nu(s)\|^2_{L^2_\omega} \, ds = \frac{1}{2} \|\mathbf{u}\|^2_{L^2_\omega}. $$

(A.2)

Let us furthermore recall that

$$ \|\nabla u^\nu\|_{L^2_\omega} = \|\omega^\nu\|_{L^2_\omega}, $$

(A.3)

holds for any $u^\nu \in H^1_\omega$, such that $\text{div}(u^\nu) = 0$, $\text{curl}(u^\nu) = \omega^\nu$. One may therefore write (A.2) in the equivalent form

$$ \frac{1}{2} \|u^\nu(t)\|^2_{L^2_\omega} + \nu \int_0^t \|\omega^\nu(s)\|^2_{L^2_\omega} \, ds = \frac{1}{2} \|\mathbf{u}\|^2_{L^2_\omega}. $$

(A.4)
We also note the following a priori $L^2$ estimate for the vorticity.

**Lemma A.2.** Let $u^\nu$ be the solution of (A.1) with initial data $\overline{u} \in L^2_x$. Let $\omega^\nu = \text{curl}(u^\nu)$ denote its distributional vorticity. Then

$$\|\omega^\nu(t)\|_{L^2_x} \leq \frac{\|\overline{\omega}\|_{L^2_x}}{\sqrt{\nu t}}, \text{ for all } t > 0.$$ 

**Appendix B. Proof of Proposition 2.7** on page 8

In this section, we provide the details of the proof of Proposition 2.7, on page 8.

**Proof.** Firstly, let us note that an approximate solution sequence is uniformly bounded in $L^\infty(L^2_T)$, by definition. By interpolation, it is not difficult to see that $u^\nu$ is strongly relatively compact in $L^p_TL^2_x$ (for any $1 \leq p < \infty$) if, and only if, it is strongly relatively compact in $L^2_TL^2_x$. It will thus suffice to prove that $u^\nu$ is strongly precompact in $L^2_TL^2_x$ if, and only if, there exists a modulus of continuity $\phi(r)$ such that $S^\nu_{T}(u^\nu;r) \leq \phi(r)$ for all $r \geq 0$, uniformly for all $\nu$.

To this end, let us first assume that $\{u^\nu\} \subset L^2_TL^2_x$ is relatively compact. Let $K = \{u^\nu\}$ denote its compact closure in $L^2_TL^2_x$. We claim that

$$\phi(r) = \max_{u \in K} S^\nu_{T}(u;r),$$

defines a (bounded) modulus of continuity. To see that $\phi(r)$ is a modulus of continuity, let $\epsilon > 0$ be given. We need to show that there exists $r_0 > 0$, such that $\phi(r) < \epsilon$ for all $r \leq r_0$. Since $K$ is compact, there exists $N \in \mathbb{N}$, and $u_1, \ldots, u_N \in K$, such that

$$K \subset \bigcup_{i=1}^{N} B_{\epsilon/3}(u_i), \quad B_{\epsilon/3}(u_i) := \left\{ u \in L^2_TL^2_x \left| u - u_i \right|_{L^2_TL^2_x} \leq \epsilon/3 \right\}.$$ 

Since $\lim_{n \to 0} S^\nu_{T}(u_i;r) = 0$ for each $i \in \{1, \ldots, N\}$, we can find $r_i > 0$, such that $S^\nu_{T}(u_i;r) \leq \epsilon/3$ for $r \leq r_i$. Let $r_0 := \min_{i=1,\ldots,N} r_i$. Then given $r \leq r_0$, and for any $u \in K$, there exists $i$ such that $\|u - u_i\|_{L^2_TL^2_x} < \epsilon/3$, and

$$S^\nu_{T}(u;r) \leq 2\|u - u_i\|_{L^2_TL^2_x} + S^\nu_{T}(u_i;r) < \epsilon.$$ 

Since $u \in K$ was arbitrary, it follows that $\phi(r) < \epsilon$ for $r \leq r_0$. We conclude that $\phi(r)$ defines a modulus of continuity in this case.

To prove the other direction, assume that there exists a uniform modulus of continuity $\phi(r)$, giving a uniform upper bound on $S^\nu_{T}(u^\nu;r) \leq \phi(r)$. By the characterisation of precompact subsets of Bochner spaces [Simon, Sec.3, Thm 1], precompactness in $L^2_TL^2_x$ is equivalent to the following two properties:

1. For any $0 < t_1 < t_2 < T$, the set

$$\left\{ \int_{t_1}^{t_2} u^\nu(t) \, dt \left| \nu \right\} \subset L^2_x,$$

is precompact,

2. We have

$$\int_0^{T-h} \|u^\nu(t + h) - u^\nu(t)\|_{L^2_x}^2 \, dt \to 0,$$

uniformly in $\nu$, as $h \to 0$.

By Kolmogorov’s characterisation of compact subsets of $L^2_x$, the first property is in turn equivalent to the statement that, for any $0 < t_1 < t_2 < T$,

$$\int_D \left| \int_{t_1}^{t_2} \left[ u^\nu(x + h, t) - u^\nu(x, t) \right] \, dh \right| dx \to 0,$$
uniformly as $h \to 0$. If $S_T^2(u^\nu; r) \leq \phi(r)$, then

$$
\int_D \int_{B_r(0)} \left| \int_{t_1}^{t_2} [u^\nu(x + h, t) - u^\nu(x, t)] \, dt \right|^2 dh \, dx \\
\leq (t_2 - t_1) \int_D \int_{B_r(0)} \left| u^\nu(x + h, t) - u^\nu(x, t) \right|^2 \, dt \, dh \, dx \\
\leq T S_T^2(u^\nu; r) \leq T \phi(r) \to 0,
$$

uniformly as $r \to 0$. This shows property (1) of Simon’s characterisation of compactness.

To prove the second property (2), we use the fact that $t \mapsto u^\nu(t)$ is uniformly Lipschitz-continuous in time, with values in $H^{\nu-L}_x$ for some $L > 0$ (which is part of the definition of an approximate solution sequence), as well as the assumed decay of the structure function, which (as shown below) implies that $u^\nu(t)$ is uniformly approximated in $L^2_t L^2_x$ by the spatial mollification $u^\nu_\eta(t)$, as $\eta \to 0$.

Fix $\eta > 0$, $\eta \leq 1$ for the moment. Then

$$
\int_0^{T-h} \|u^\nu(t + h) - u^\nu(t)\|_{L^2_x}^2 \, dt \leq 2 \int_0^{T-h} \|u^\nu_\eta(t + h) - u^\nu_\eta(t)\|_{L^2_x}^2 \, dt \\
+ 4 \int_0^T \|u^\nu(t) - u^\nu_\eta(t)\|_{L^2_x}^2 \, dt. \quad (B.1)
$$

Using the inequality

$$
\|u\|_{L^2_x}^2 \leq \alpha^2 \|u\|_{H^2_x}^2 + C\alpha^{-2L} \|u\|_{H^{\nu-L}_x}^2, \quad \forall 0 < \alpha \leq 1,
$$

with $\alpha = \eta$, and the estimate $\|u_\eta\|_{H^1} \leq C(\|\nabla \rho\|_{L^\infty}) \eta^{-1} \|u\|_{L^2}$, the first term on the right of (B.1) can be estimated by

$$
\int_0^{T-h} \|u^\nu_\eta(t + h) - u^\nu_\eta(t)\|_{L^2_x}^2 \, dt \leq C\eta^2 T \|u^\nu_\eta\|_{L^\infty_t (L^2)} \\
+ C\eta^{-2L} \int_0^{T-h} \|u^\nu_\eta(t + h) - u^\nu_\eta(t)\|_{H^{\nu-L}_x} \, dt \\
\leq C\eta T \|u^\nu\|_{L^\infty_t (L^2)} + CT \eta^{-2L} \|u^\nu\|_{Lip(H^{\nu-L}_x)} h.
$$

By assumption (approx. sol. seq.), both $\|u^\nu\|_{L^\infty_t (L^2)}$ and $\|u^\nu\|_{Lip(H^{\nu-L}_x)}$ are uniformly bounded in $\nu$. We can thus find a constant $C > 0$, depending only on the sequence $u^\nu$, such that

$$
\sup_{\nu} \int_0^{T-h} \|u^\nu_\eta(t + h) - u^\nu_\eta(t)\|_{L^2_x}^2 \, dt \leq C T (\eta + \eta^{-2L} h).
$$

The second term on the right of (B.1) can be estimated by noting that there exists a constant $C > 0$ (depending only on the mollifier), such that

$$
\int_0^T \|u^\nu(t) - u^\nu_\eta(t)\|_{L^2_x}^2 \, dt \leq C S_T^2(u^\nu; \eta)^2 \leq C \phi(\eta)^2.
$$

In particular, it now follows that, for some constant $C > 0$, depending on the sequence $u^\nu$, and the mollifier, we have as $h \to 0$:

$$
\limsup_{h \to 0} \left( \sup_{\nu} \int_0^{T-h} \|u^\nu(t + h) - u^\nu(t)\|_{L^2_x}^2 \, dt \right) \leq 2CT \eta + 4C \phi(\eta)^2.
$$
In our argument \( \eta > 0 \) was chosen arbitrarily, and the left-hand side is independent of it. We can thus let \( \eta \to 0 \), to find
\[
\limsup_{h \to 0} \left( \sup_{\nu} \int_0^{T-h} \|u^{\nu}(t + h) - u^{\nu}(t)\|_{L^2_x}^2 \, dt \right) = 0.
\]
This demonstrates the second property of Simon’s characterization of pre-compactness, and concludes our proof.

\[\square\]

**Appendix C. Functions with sub-linear growth at infinity**

The goal of this appendix is to prove the following technical result

**Lemma C.1.** Let \( f : [0, \infty) \to [0, \infty) \), \( z \mapsto f(z) \) be a non-negative function with the following two properties:

(P1) \( \sup_{z \in [0, \infty)} f(z)/z < \infty \), \( f(0) = 0 \),

(P2) \( f(z) \) grows sub-linearly at infinity: \( f(z) \ll z \), as \( z \to \infty \), i.e.
\[
\limsup_{z \to \infty} f(z)/z = 0.
\]

Then there exists a continuous, strictly monotonically increasing function \( F : [0, \infty) \to [0, \infty) \), \( z \mapsto F(z) \), such that

1. \( F(z) \geq f(z) \) for all \( z \in [0, \infty) \),
2. \( F(0) = 0 \), \( F(z) \to \infty \) as \( z \to \infty \),
3. \( F(z) \ll z \) as \( z \to \infty \).

Furthermore, the inverse \( F^{-1} : [0, \infty) \to [0, \infty) \), \( y \mapsto F^{-1}(y) \), grows super-linearly at infinity in the sense that \( F^{-1}(y) \gg y \) as \( y \to \infty \). And more precisely, \( F^{-1} \) can be represented in the form \( F^{-1}(y) = \sigma(\sqrt{y})y \), where

4. \( \sigma : [0, \infty) \to [0, \infty) \) is a continuous, monotonically increasing function.
5. There exists \( \sigma_0 > 0 \), such that \( \sigma(\sqrt{y}) \geq \sigma_0 \) for all \( y \geq 0 \).
6. \( \sigma(\sqrt{y}) \to \infty \) as \( y \to \infty \).

We will construct \( F(z) \) to be of the form \( F(z) = Q(z)z \), where \( Q(z) \) is a piecewise linear, continuous function which dominates \( f(z)/z \leq Q(z) \).

We now state the following core Lemma, which is used in the proof of Lemma C.1.

**Lemma C.2.** If \( q : [0, \infty) \to [0, \infty) \), \( z \mapsto q(z) \) is a bounded function such that \( q(z) \to 0 \) as \( z \to \infty \), then there exists a continuous function \( Q(z) > 0 \), linear on integer intervals \( z \in [k, k+1) \) for \( k = 0, 1, 2, \ldots \), such that \( q(z) \leq Q(z) \) for all \( z \in [0, \infty) \). In addition, we have \( Q(z) \to 0 \) as \( z \to \infty \), and the following bound on the derivative is verified (on each linear interval):
\[
Q'(z)z + Q(z) \geq 0, \quad \forall z \in [0, \infty) \setminus \mathbb{N}.
\]

Furthermore, \( z \mapsto Q(z) \) is a monotonically decreasing function.

The proof of Lemma C.2 will be given further below. Using Lemma C.2, we can now give a proof of Lemma C.1.

**Proof of Lemma C.1.** Let \( q : [0, \infty) \to [0, \infty) \) be defined by setting \( q(z) := f(z)/z \) for \( z \in (0, \infty) \), and \( q(0) := \limsup_{z \to 0^+} f(z)/z \). By assumption (P1) of Lemma C.1, \( q(z) \) is bounded on \([0, \infty) \). By (P2), we have \( q(z) \to 0 \) as \( z \to \infty \). Thus, referring to Lemma C.2, we can find a piecewise linear, continuous function \( Q(z) \), such that \( q(z) \leq Q(z) \) for all \( z \), \( Q(z) \to 0 \) as \( z \to \infty \), and the derivative \( Q'(z) \) satisfies
\[
Q'(z)z + Q(z) \geq 0, \quad \forall z \in (k, k+1), \ k = 0, 1, \ldots
\]
In particular, this implies that \((Q(z)z)' \geq 0\) for \(z \in [0, \infty) \setminus \mathbb{N}\), and hence \(z \mapsto Q(z)z\) is a non-decreasing function of \(z\). We define a (strictly) monotonically increasing function

\[
F(z) := Q(z)z + \min(z^2, \sqrt{z}).
\]

The additional term on the right-hand side guarantees that \(F(z)\) is not only a non-decreasing, but a strictly monotonically increasing function of \(z\). Since \(Q(z)\) is continuous, \(F(z)\) is continuous.

We now need to check that \(F(z)\) satisfies the three properties (1)-(3) claimed in Lemma C.1. Since \(f(z) = q(z)z\) (by definition of \(q(z)\)), and since \(q(z) \leq Q(z)\), we find \(f(z) = q(z)z \leq Q(z)z \leq F(z)\) for all \(z \in (0, \infty)\). This is property (1).

Next, we have

\[
\lim_{z \to 0} F(z) = \lim_{z \to 0} Q(z)z = 0,
\]

as \(Q(0) = \lim_{z \to 0} Q(z)\) has a finite limit. For the behaviour at infinity, we note that \(F(z) \geq \sqrt{z}\), so that \(F(z) \to \infty\) as \(z \to \infty\). This is property (2).

To see that \(F(z) \ll z\), as \(z \to \infty\) (property (3)), we note that

\[
\limsup_{z \to \infty} \frac{F(z)}{z} = \limsup_{z \to \infty} Q(z) = 0,
\]

where the last equality holds, since \(Q(z) \to 0\) by the construction in Lemma C.2.

Finally, we verify the claimed representation of the inverse \(F^{-1}\). Note that by properties (1)-(3), \(F(z)\) is a strictly monotonically increasing, continuous function with image \([0, \infty)\) and hence is invertible, with continuous (strictly monotonically increasing) inverse \(F^{-1} : [0, \infty) \to [0, \infty)\).

Let us define \(\sigma : [0, \infty) \to [0, \infty)\), by

\[
\sigma(\sqrt{y}) := \frac{F^{-1}(y)}{y}, \quad \text{for } y > 0.
\]

We first need to check that \(\sigma\) can be continuously extended to \(0\). To this end, we note that

\[
\sigma(\sqrt{F(z)}) = \frac{z}{F(z)} = \frac{1}{Q(z)}.
\]

By the construction of \(Q(z)\) (cp. Lemma C.2), we have \(Q(z) > 0\) for all \(z \in [0, \infty)\), and \(Q(z)\) is linear on the interval \([0, 1]\). Thus, we have \(\lim_{z \to 0} Q(z) = Q(0) > 0\), and hence

\[
\lim_{y \to 0} \sigma(\sqrt{y}) = \lim_{z \to 0} \sigma(\sqrt{F(z)}) = \frac{1}{Q(0)} > 0.
\]

Thus \(y \mapsto \sigma(\sqrt{y})\) has a continuous extension to \([0, \infty)\), with \(\sigma(0) := Q(0)^{-1}\). In addition, from the relation

\[
\sigma(\sqrt{y}) = \frac{1}{Q(F^{-1}(y))},
\]

and the fact that \(z \mapsto Q(z)\) is a monotonically decreasing function (cp. Lemma C.2) and \(y \mapsto F^{-1}(y)\) is strictly monotonically increasing, it follows that \(y \mapsto \sigma(\sqrt{y})\) is a monotonically increasing function. This shows that \(\sigma\) satisfies property (4) of Lemma C.1.

Property (5) is a simple consequence of (4), since \(y \mapsto \sigma(\sqrt{y})\) is monotonically increasing, we have \(\sigma(\sqrt{y}) \geq \sigma(0) =: \sigma_0\) for all \(y \geq 0\). But, as shown above, we have

\[
\sigma(0) = \frac{1}{Q(0)} > 0.
\]
We finally check that \( \sigma \) satisfies the claimed property (6). Again, this follows from the equality \( \sigma(\sqrt{F(z)}) = 1/Q(z) \), from which it follows that
\[
\lim_{y \to \infty} \sigma(\sqrt{y}) = \lim_{z \to \infty} \sigma(\sqrt{F(z)}) = \lim_{z \to \infty} \frac{1}{Q(z)}.
\]
But \( Q(z) \to 0 \) as \( z \to \infty \), and hence
\[
\lim_{y \to \infty} \sigma(\sqrt{y}) = \lim_{z \to \infty} \frac{1}{Q(z)} = \infty.
\]
This concludes the proof of Lemma C.1. \( \square \)

The proof of Lemma C.1 relies crucially on the construction of a suitable function \( Q(z) \) with the properties in Lemma C.2. The remainder of this section is devoted to the construction of such a function. We recall that we are given a bounded linear, continuous function \( q \) to the construction of such a function. We begin with the following obvious observation:

\[ (Q1) \text{ is clearly satisfied for any function } q. \]

Claim 1. If \( z \mapsto Q(z) \) is linear on integer intervals \( z \in [k, k+1] \), \( k = 0, 1, \ldots \)
\[ (Q2) q(z) \leq Q(z) \text{ for all } z \in [0, \infty), \]
\[ (Q3) Q(z) > 0 \text{ for all } z \in [0, \infty), \]
\[ (Q4) Q(z) \to 0 \text{ as } z \to \infty, \]
\[ (Q5) z \mapsto Q(z) \text{ is monotonically decreasing,} \]
\[ (Q6) Q(z) \text{ satisfies the following bound on the first derivative} \]
\[ Q'(z)z + Q(z) \geq 0, \text{ for } z \in [0, \infty) \setminus \mathbb{N}. \]

To construct such a \( Q(z) \), given a sequence of real numbers \( (q_k)_{k \in \mathbb{N}_0} \), let us denote by \( I_{(q_k)}(z) \) the linear interpolant of the \( q_k \) at integer points, i.e. given \( k \in \mathbb{N}_0 \), we set
\[ (C.1) \quad I_{(q_k)}(z) = q_k + (z-k)(q_{k+1} - q_k), \text{ for } z \in [k, k+1]. \]

Then, by construction we have that \( I_{(q_k)}(k) = q_k \) for all \( k = 0, 1, \ldots \). We will eventually set \( Q(z) = I_{(q_k)}(z) \) for suitably chosen \( (q_k) \). In the following, we will provide sufficient conditions on the sequence \( (q_k) \), such that \( Q(z) \) satisfies (Q1)-(Q6) above. (Q1) is clearly satisfied for any function \( Q(z) = I_{(q_k)}(z) \).

We begin with the following obvious observation:

Claim 2. If, for all \( k = 0, 1, 2, \ldots \),
\[ (C.2) \min(q_k, q_{k+1}) \geq \sup_{z \in [k, k+1]} q(z), \text{ and } q_k > 0, \]
then (Q2) and (Q3) are satisfied.

The next claim is similarly simple to verify:

Claim 3. If \( q_k \to 0 \) as \( k \to \infty \), then (Q4) is satisfied. Furthermore, if
\[ q_0 \geq q_1 \geq q_2 \geq \ldots, \]
decays monotonically, then (Q5) is satisfied.

Finally, we find a sufficient condition on the sequence \( (q_k) \), such that (Q6) is satisfied.

Claim 3. If the sequence \( (q_k)_{k \in \mathbb{N}_0} \) is positive, monotonically decreasing, and
\[ (C.3) \quad q_{k+1} \geq \frac{q_k}{1 + \frac{1}{k+1}}, \quad \forall k = 0, 1, 2, \ldots, \]
then (Q6) is satisfied.
Proof of Claim \[2\] Fix $k \in \mathbb{N}_0$. Then for any $z \in (k,k+1)$:

$$I_{(q_k)}(z) = q_k + (z-k)(q_{k+1} - q_k),$$

and $q_{k+1} - q_k \leq 0$, by assumption. Then $I_{(q_k)}(z) \geq q_{k+1}$, and

$$I'_{(q_k)}(z)z + I_{(q_k)}(z) = (q_{k+1} - q_k)z + I_{(q_k)}(z) \geq (q_{k+1} - q_k)(k+1) + q_{k+1}$$

$$= (k+1)q_{k+1} \left( 1 + \frac{1}{k+1} - \frac{q_k}{q_{k+1}} \right).$$

Thus, $I'_{(q_k)}(z)z + I_{(q_k)}(z) \geq 0$ for $z \in (k,k+1)$, provided that

$$1 + \frac{1}{k+1} \geq \frac{q_k}{q_{k+1}},$$

or equivalently,

$$q_{k+1} \geq \frac{q_k}{1 + \frac{1}{k+1}},$$

as claimed. \[\square\]

Finally, we give a proof of Lemma \[C.2\]

Proof of Lemma \[C.2\] We are given a bounded function $q(z)$ such that $\lim_{z \to \infty} q(z) = 0$. We wish to construct $Q(z)$ satisfying (Q1)-(Q6). To this end, we wish to find a suitable sequence $(q_k)_{k \in \mathbb{N}_0}$ satisfying the sufficient conditions provided by claims \[1\] above, and set $Q(z) := I_{(q_k)}(z)$.

We note that

$$k \mapsto \sup_{z \in [0,\infty)} q(z), \quad (k \in \mathbb{N}_0)$$

is a monotonically decreasing sequence and

$$\lim_{k \to \infty} \sup_{z \in [0,\infty)} q(z) = \limsup_{z \to \infty} q(z) = 0,$$

by assumption on $q(z)$. Let now

(C.4) \[\bar{q}_k := \frac{1}{k+1} + \sup_{z \in [0,\infty)} { q(z) } > 0.\]

Clearly, $\bar{q}_k$ is a monotonically decreasing, positive sequence, such that $\bar{q}_k \to 0$. Furthermore, we have

$$\bar{q}_k, \bar{q}_{k+1} \geq \sup_{z \in [0,\infty)} q(z) \geq \sup_{z \in [k,k+1]} q(z),$$

for all $k = 0,1,2,\ldots$. By Claim \[1\], $Q(z) = I_{(\bar{q}_k)}(z)$ satisfies (Q2),(Q3). By Claim \[2\] and the monotonic decay $\bar{q}_k \searrow 0$, also (Q4) and (Q5) are satisfied. Unfortunately, there is no reason why (Q6) should be satisfied for $I_{(\bar{q}_k)}(z)$. We therefore replace $\bar{q}_k$ with another sequence $q_k$, defined recursively by $q_0 = \bar{q}_0$, and

$$q_k := \max \left( \frac{q_{k-1}}{1 + \frac{1}{k}} \right),$$

for $k = 1,2,\ldots$. Then, clearly $q_k \geq \bar{q}_k > 0$ for all $k$. Furthermore, $(q_k)$ is monotonically decreasing: Indeed, if $q_k = \bar{q}_k$, then $q_{k-1} \geq \bar{q}_{k-1} > \bar{q}_k = q_k$. If $q_k \neq \bar{q}_k$, then

$$q_k = \frac{q_{k-1}}{1 + \frac{1}{k}} < q_{k-1}. $$
In addition, we have \( \lim_{k \to \infty} q_k = 0 \): If \( q_k = \bar{q}_k \) infinitely many times, then this is clear from the fact that \( \bar{q}_k \to 0 \) and the monotonicity of \( q_k \). On the other hand, if there exists \( k_0 \in \mathbb{N} \), such that \( q_k \neq \bar{q}_k \) for all \( k \geq k_0 \), then we must have

\[
q_k = \frac{q_{k-1}}{1 + \frac{1}{k}} = \cdots = \frac{q_{k_0}}{\prod_{\ell=k_0+1}^{k} (1 + \frac{1}{\ell})}, \quad \forall k \geq k_0.
\]

Since \( \prod_{\ell=k_0+1}^{k} (1 + \frac{1}{\ell}) \geq \sum_{\ell=k_0+1}^{k} \frac{1}{\ell} \to \infty \) as \( k \to \infty \), it follows that \( q_k \to 0 \) also in this case. Thus, \( Q(z) = I(q_k)(z) \) still satisfies properties (Q1)-(Q5). On the other hand, from the definition of the \( q_k \), we have

\[
q_k = \max \left( q_k, \frac{q_{k-1}}{1 + \frac{1}{k}} \right) \geq \frac{q_{k-1}}{1 + \frac{1}{k}},
\]

and hence \( Q(z) = I(q_k)(z) \) satisfies (Q6), by Claim 3.

We conclude that \( Q(z) = I(q_k)(z) \) satisfies all the claimed properties (which have been summarized as (Q1)-(Q6)) of Lemma C.2. \( \square \)

Appendix D. Numerical structure function

In this appendix, we first derive an explicit formula for \( S_2(u; r) \) for \( u \in L^2_x \). Then, we show that there is an essentially equivalent definition \( \tilde{S}_2(u; r) \), which is computationally more convenient.

The goal is to find a convenient expression to evaluate the structure function

\[
S_2(u; r)^2 := \int_D \int_{B_r(0)} |u(x + h) - u(x)|^2 \, dh \, dx.
\]

By Parseval’s identity

\[
S_2(u; r)^2 = \sum_k \left( \int_{B_r(0)} |e^{ik \cdot h} - 1|^2 \, dh \right) |\widehat{u}(k)|^2 =: \sum_k I_k(r) |\widehat{u}(k)|^2.
\]

We compute, in polar coordinates \((\ell, \theta)\),

\[
I_k(r) = \frac{1}{\pi r^2} \int_0^r \ell \int_0^{2\pi} |e^{i\ell|k| \sin \theta} - 1|^2 \, d\theta \, d\ell
= \frac{2}{\pi r^2} \int_0^r \ell \int_0^{2\pi} [1 - \cos(\ell|k| \cos \theta)] \, d\theta \, d\ell
= \frac{4}{r^2} \int_0^r \ell \left[ 1 - \frac{1}{2\pi} \int_0^{2\pi} \cos(\ell|k| \cos \theta) \, d\theta \right] \, d\ell,
= \frac{4}{|k|^2 r^2} \int_0^{|k|r} x \left[ 1 - J_0(x) \right] \, dx,
\]

where the last integrand is expressed in terms of the Bessel function \( J_0(x) \). We can now use the relationship

\[
\frac{1}{x} \frac{d}{dx} (xJ_1(x)) = J_0(x),
\]

to see that

\[
I_k(r) = 2 - \frac{4J_1(|k|r)}{|k|r}.
\]
This expression for $I_k(r)$ provides an exact expression for $S_2(u; r)$ in terms of the Fourier coefficients $\hat{u}(k)$:

$$S_2(u; r) = \left( \sum_k I_k(r)|\hat{u}(k)|^2 \right)^{1/2}.$$  \hfill (D.1)

Clearly, this last identity is particularly suitable for the evaluation of the structure function for numerically obtained approximate solutions by a spectral scheme, for which the Fourier coefficients are readily available.

Since special functions such as the Bessel function $J_1$ are computationally expensive to evaluate, we shall seek a simplified, yet essentially equivalent, choice $\tilde{I}_k(r) \approx I_k(r)$. It turns out that

$$\tilde{I}_k(r) := \min(|k|r/2, \sqrt{2}),$$

provides a rather good approximation of $I_k(r)$ (cp. Figure 26); more precisely, there exists a constant $C > 1$, such that

$$\frac{1}{C} \tilde{I}_k(r) \leq I_k(r) \leq C \tilde{I}_k(r).$$

In fact, Figure 26 indicates that e.g. $C = 3/2$ provides such a bound. We can now use $\tilde{I}_k(r)$ to define an equivalent numerical structure function

$$\tilde{S}_2(u; r) := \left( \sum_k \tilde{I}_k(r)|\hat{u}(k)|^2 \right)^{1/2}.$$  

Then

$$\frac{1}{C} \tilde{S}_2(u; r) \leq S_2(u; r) \leq C \tilde{S}_2(u; r).$$

In particular, $\tilde{S}_2$ decays at the same rate as $S_2$.
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