Abstract—Semantic segmentation necessitates approaches that learn high-level characteristics while dealing with enormous quantities of data. Convolutional neural networks (CNNs) can learn unique and adaptive features to achieve this aim. However, due to the large size and high spatial resolution of remote sensing images, these networks cannot efficiently analyze an entire scene. Recently, deep transformers have proven their capability to record global interactions between different objects in the image. In this article, we propose a new segmentation model that combines CNNs with transformers and show that this mixture of local and global feature extraction techniques provides significant advantages in remote sensing segmentation. In addition, the proposed model includes two fusion layers that are designed to efficiently represent multimodal inputs and outputs of the network. The input fusion layer extracts feature maps summarizing the relationship between image content and elevation maps [digital surface model (DSM)]. The output fusion layer uses a novel multitask segmentation strategy where class labels are identified using class-specific feature extraction layers and loss functions. Finally, a fast-marching method (FMM) is used to convert unidentifiable class labels into their closest known neighbors. Our results demonstrate that the proposed method improves segmentation accuracy compared with state-of-the-art techniques.

Index Terms—Convolutional neural networks (CNNs), EfficientNet, fusion networks, semantic segmentation, transformers.

I. INTRODUCTION

In recent years, with the continual advancement of remote sensing technology, high-resolution remote sensing satellites have been remarkably used, and the resolution of remote sensing images has considerably improved [1]. As a result, understanding detailed, high-resolution remote sensing images has become a significant challenge [2]. Semantic image segmentation, also known as pixel-level categorization, is a critical computer vision challenge and is a vital technology for remote sensing image understanding [3]. In semantic segmentation, the goal is to assign a class label to each image pixel [4]. There are two types of image semantic segmentation methods: conventional and deep-learning-based [5]. Traditionally, machine learning approaches have used handmade features, whereas deep learning approaches show higher performance by simultaneously learning feature representation and classifier parameters [3].

Deep learning methods, particularly convolutional neural networks (CNNs), have been used successfully in solving multiple remote sensing problems. The main power of the CNN-based methods comes from the efficient capturing of local context information compared with traditional machine learning methods for segmentation, such as the support vector machine (SVM) [6], random forest, and conditional random field (CRF) [7]. However, in semantic segmentation, the per-pixel classification is frequently unclear if only local information is modeled, whereas global contextual information improves the semantic content of each pixel [8], [9].

Many attempts have been investigated to address the aforementioned issue, such as the self-attention mechanism [10], [11], or transformer-based models [12], [13]. A self-attention mechanism can be used for efficient feature fusion between multisource data, as well as multilevel feature fusion between high-level abstract characteristics and low-level spatial features. Furthermore, the transformer architecture is renowned for its use of attention to model long-term relationships in data. The transformer model was designed for sequence modeling and transduction activities. Its phenomenal performance in the language domain has prompted researchers to develop models that use it in computer vision applications, where it has recently exhibited promising results on a variety of tasks, including image classification [14] and joint vision-language modeling [15]. However, attention modules can limit local feature extraction and representation. In addition, despite the transformer’s benefits, its computational complexity is significantly higher than that of the CNN-based encoders because of its square-complexity self-attention mechanism [10]. This has a significant impact on the encoder’s potential and viability for urban-related real-time applications.

It has been noted in earlier works that hybridizing transformers and CNNs may overcome the limitations of a pure transformer segmentation network [16], [17]. For instance, in medical image segmentation TransFuse [16] processed CNNs and transformers in parallel and merged the two sets of extracted features. To compensate for CNN’s shortcomings in global modeling, ST-UNet [17] used the Swin transformer to support a UNet in medical image segmentation. Inspired by these developments, we propose a novel hybrid model to address the global–local and data fusion challenges in remote sensing semantic segmentation. Here, we propose an end-to-end fusion framework that combines U-Nets and transformers. Fig. 1 describes the architecture of the proposed model. The U-Net component models the dense connections
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between pixels, while the transformer-based component models the context using a token-based technique. The features extracted by the EfficientUNet model accentuate local relationships between pixel intensities, while transformer features emphasize global interactions. The developed segmentation system consists of four major parts: an input fusion layer, a transformer-based network, an EfficientUNet network, and an output fusion layer. In the input fusion layer, features representing the multimodal input data, i.e., image content, and elevation maps [digital surface model (DSM)], are extracted. DSM data offer substantial information that was shown to improve segmentation accuracy [18], [19], [20], [21]. The fused features are processed in parallel using the U-Net model and a transformer model. Finally, the resulting feature maps are passed through a novel multitask segmentation strategy that identifies class labels using class-specific feature extraction layers and loss functions. The use of these class-specific features and loss functions is shown to further improve the network performance.

The contributions of this article can be summarized as follows.

1) An efficient mixture model, EfficientUNetTransformer, is developed for the semantic segmentation of high-resolution remote sensing images. In this model, we combine transformers and the U-Net network to better represent global and local contexts, leading to more consistent labeling outcomes in complex urban constructions.

2) A novel multitask segmentation approach that identifies class labels using class-specific feature extraction layers and loss functions.

3) A novel input fusion layer that multiplies the normalized features extracted from two separate convolutional units and adds a residual component to the result.

4) Extensive experiments on two publicly available datasets demonstrate the performance of the proposed model. The proposed model yields higher accuracy than the purely convolutional equivalent and outperforms several recently proposed attention-based semantic segmentation algorithms.

The remainder of this article is organized as follows. Section II reviews some related work. Section III describes the proposed model in detail. Section IV presents the experimental results and discussions. Finally, Section V summarizes the conclusions.

II. RELATED WORK

A. CNN-Based Methods

The fully convolutional network (FCN) was the first successful CNN-based method investigated to solve end-to-end semantic segmentation problems [22]. Since then, the CNN-based models have shown their power over traditional models. For instance, a CNN-based model depending on a downsampling-then-upsampling architecture was used for the semantic labeling of subdecimeter resolution images [23]. An object-based classification technique was integrated with a deep learning model in [24] to improve remote sensing image classification accuracy. Zhao et al. [25] used CNNs to explore semantic segments, and a CRF was used to model the contextual information between them. A rotation equivariance CNN architecture was used for high-resolution land cover mapping in [26]. Bergado et al. [27] presented a single-stage approach that embeds the processing stages in a recurrent multiresolution convolutional network. A self-cascaded network was used to improve labeling coherence using a sequential global-to-local context aggregation method [28]. For the encoder–decoder models, Sun et al. [29] offered ensemble approaches and a residual architecture to reduce the detrimental impacts of structural stereotypes and address the issue of inadequate learning. A differentiable decision forest was used to segment remote sensing data semantically [3]. Zhong et al. [30] adapted the conventional FCN-8s/16s/32s models to extract roads and buildings from remote sensing RGB images. Audebert et al. [31] suggested and evaluated their FCN-based semantic segmentation approaches using infrared, red, and green (IRRG) and DSM as input data. A residual dense U-Net was proposed for pixelwise sea–land segmentation in complex and high-density remote sensing images [32]. Symmetrical dense-shortcut U-Net was used to segment high-resolution remote sensing images [33]. The DeepLab semantic segmentation model and object-based image analysis were used to segment high-resolution remote sensing images in [34].

B. CNNs With Self-Attention

Convolutional segmentation models rely on learnable convolutions that extract semantically significant features. Unfortunately, the local scope of convolutional filters restricts access to the relationships between distant image pixel intensities.
Global features are particularly critical in remote sensing segmentation because image patch labeling is frequently dependent on the global context. To circumvent this limitation, Wang et al. [11] introduced nonlocal neural networks for video classification, which were motivated by the traditional nonlocal means filter (which can be viewed as a form of self-attention) in computer vision [35]. In comparison to 2-D and 3-D convolutional networks, nonlocal neural networks, which use a few nonlocal blocks, were shown to be highly effective in classifying videos. Furthermore, nonlocal neural networks are more computationally efficient than the 3-D convolutional equivalents. Remote sensing image segmentation networks can benefit from attention processes as well. An attention-fused network combining the high-level and low-level semantic information was used for remote sensing image segmentation in [36]. Lightweight spatial and channel attention modules were incorporated to optimize the semantic characteristics of high-resolution remotely sensed images [5]. A local attention block with an embedded module was developed to collect additional contextual information in [20]. Li et al. [37] proposed a linear attention mechanism to decrease the computational complexity and enhance the performance. However, the aforementioned attention modules remain biased toward local interactions because they rely extensively on convolutions [13], [38].

C. Transformer-Based Methods

Recently, transformer models have gained immense interest in solving computer vision tasks due to their enhanced performance levels [12]. The majority of available transformers for semantic segmentation adhere to the encoder–decoder structure [38]. The pure transformer structure is composed of a transformer-based encoder and a transformer-based decoder. Some notable models that belong to this category are the Segmenter [13], SegFormer [39], and SwinUNet [40]. A second class of transformers uses a hybrid structure that consists of a transformer-based encoder and a CNN-based decoder. For example, UNetFormer [38] uses a hybrid architecture that consists of a transformer-based decoder and an encoder that is based on CNNs. The TransUNet architecture used the hybrid vision transformer [14] as the encoder and obtained the state-of-the-art results in medical image segmentation [41]. For fine-resolution remote sensing image segmentation, Panboonyuen et al. [42] used the Swin transformer as the encoder and used a variety of CNN-based decoders, including UNet [43], Panoptic feature pyramid (PFP) networks [44], and pyramid scene parsing (PSP) network [45] as decoders. Wang et al. [46] proposed the pyramid vision transformer (PVT), which mimicked the properties of CNN backbones.

D. Using DSMs

Regular aerial photographs are often captured from a single perspective, leaving out valuable geographical location details [47]. Fortunately, high-resolution aerial images, such as DSM images, offer a wealth of geographic details, that are useful in describing challenging frontier areas such as roads/buildings and low vegetation/trees [31]. It has been observed that models that only use optical images frequently make errors in shadows and other dark areas found in remotely sensed images and that these errors can be corrected using DSM data [18]. Therefore, DSM images can greatly increase the performance of remote sensing segmentation systems as demonstrated in [18], [19], [20], and [21]. For example, Sun and Wang [18] used color images to compute initial label maps that are refined using ground surface information extracted from DSM data. Marmanis et al. [19] extracted boundaries between the different classes using color images and DSM data to counter the loss of detail that can be caused by the convolutional filters. Ding et al. [20] concatenated DSM data with RGB images.

III. PROPOSED MODEL

A flowchart of the proposed model is presented in Fig. 1. The developed segmentation system consists of four major parts: 1) a transformer-based network that can extract global high-level semantic characteristics from the input image; 2) an EfficientUNet network that focuses on the extraction of local features from the input image; 3) the input fusion network that merges the IRRG or the RGB image with its DSM image; and 4) the output fusion layer that splits the sum of local and global features into six separate binary subclasses by passing them through tokenizers and transformers. In what follows, we provide a detailed description of the different components of the system.

A. Input Fusion Layer

DSM contains single-channel data that describe the depth of the scene captured by the three channels in RGB or IRRG images. We propose using an input fusion network that uses learned convolutional parameters to extract the set of features that describe the complex relationship between DSM data and each one of the RGB/IRRG channels (Fig. 2). This fusion layer passes both IRRG/RGB and DSM images through a sequence of convolution, batch normalization (BN), and rectifier linear unit (ReLU) blocks to extract high-resolution features, and then a dot multiplication is applied between the two obtained feature maps followed by a BN layer. The dot multiplication can be viewed as a separator between features of objects at different elevation levels. Finally, an addition operation is applied between the resulting feature map and the original IRRG/RGB image. This addition provides a direct path for
RGB/IRRG data and acts as a residual connection that can help in avoiding the vanishing gradient problem.

B. Transformer Path

An EfficientNet B7 [48] deep neural network architecture is used to extract relevant features from image patches. First, we removed the last stage (i.e., the head stage) from the original EfficientNetB7, which originally contained nine stages. Next, the input features are tokenized and sent to a transformer encoder. The tokenizer (Fig. 1) takes the extracted features of each stage (MSA) and feedforward (FF) blocks (see Fig. 4). At each layer, the input to self-attention is a triple (query Q, key K, and value V) computed from the input T\((l-1)\). We apply the layer normalization immediately before the MSA/multilayer perceptron (MLP) units. The MSA unit can be described as follows:

\[ MSA(q, k, v) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^O \]  

where

\[ \text{head}_j = \text{Attention}(q W^q_j, k W^k_j, v W^v_j) \]

where \( q W^q_j, k W^k_j, \) and \( v W^v_j \) are the linear projection matrices, and \( h \) is the number of attention heads. The multi-head attention block receives three components the query \( Q \), the key \( K \), and the value \( V \) to compute the self-attention output

\[ \text{Attention}(Q, K, V) = \sigma \left( \frac{Q K^T}{\sqrt{d}} \right) V \]

where \( d \) represents the channel dimension of the three components, and \( \sigma \) is the softmax function applied to the channel dimension. Finally, the transformer output is upsampled to match the dimension of features extracted from the EfficientUNet network. The transformer decoder comprises \( L_D = 6 \) layers of multi-head cross attention (MCA) and...
FF blocks. The encoder’s patch-level encodings are mapped to patch-level class scores by the decoder. The decoder and encoder configurations are equivalent. The MCA receives the query from the extracted features $X$, the key, and the value from the tokens $T$ generated by the transformer encoder (Fig. 4). It should be noted that we followed the vision transformer architecture (ViT) [14] and use prenorm residual units, which means that layer normalization takes place before the MSA/MLP components, in contrast to the original transformer, which uses the postnorm residual unit. Prenorm has been demonstrated to be more capable and stable than the alternative [49], [50].

C. EfficientUNet

The second part of the proposed model is the U-Net segmentation model that uses an architecture from the EfficientNet family of networks as a backbone. EfficientNet image classification models apply a compound-scaling approach that consistently adjusts the network depth, width, and resolution for increased performance using a given set of scaling parameters [48]. Scaling the network incrementally increases the model performance by balancing the architecture’s breadth, depth, and image resolution compound coefficients. EfficientNet is built using mobile inverted bottleneck convolution (MBConv), as shown in Fig. 5(b). The proposed model uses the swish activation function [51] instead of the widely used ReLUs. When going from EfficientNetB0 to EfficientNetB7, the depth, width, resolution, and model size increase, while the accuracy improves [48]. The architecture used in the proposed model is the EfficientNetB7 which has 55 basic building MBConv blocks as shown in Fig. 5(a). The components used in these blocks are shown in Fig. 5(b). The proposed U-Net encoder is based on the EfficientNetB7 model. The decoder is constructed using a reversed version of the encoder model with upsampling units. The encoder outputs of layers 3, 10, 17, and 27 are concatenated with their corresponding decoder outputs, as shown in Fig. 1. Transposed convolution layers are used to build the decoder, which doubles the size of a feature map while decreasing the number of channels by half. An upsampling layer followed by the double convolution layers are applied after each concatenation operation. Double convolution layers apply the sequence of convolution, BN, and ReLU operations twice.

D. Output Fusion Layer

This module is composed of a CNN that receives as input the sum of the final feature mappings from the two deep networks: the transformer and EfficientUNet. Input feature maps were summed and fed into a shallow CNN, which is a double convolution layer with 32 input channels and six output channels. The CNN’s output was sent to six separate tokenizers plus transformer encoders, representing the six binary classes, and then passed through logarithmic softmax functions (Fig. 6).

Next, the logistic loss is used as the loss function and was computed using a logarithmic softmax layer and averaged across the entire patch [31]

$$\text{loss} = \frac{1}{N} \sum_{i=1}^{N} y^i \log \left( \frac{\exp(y_i^i)}{\sum_{j=1}^{N} \exp(y_j^i)} \right) \quad (5)$$

where $N$ is the number of pixels in the input image, $k$ equals two classes, and for each pixel $i$, $y_i$ and $\hat{y}_i$ are the true and predicted labels, respectively. The different parts of the networks were trained together to find the best model that can predict the right labels without using special pre- or postprocessing operations.

The semantic segmentation maps are obtained by combining the six binary classes using the Add&Inpaint layer (Fig. 6). This layer combines all the class labels computed in the output fusion layer in the output segmentation map and then replaces unclassified pixels by their nearest classified neighbor using a fast-marching method (FMM) [52]. Using this method, color information is propagated inward from the region boundaries, i.e., known image information is used to fill the empty areas. The propagation method is based on moving an image smoothness operator down the gradient. The image smoothness operator is calculated by taking a weighted average across a neighborhood of the pixel to inpaint [52].

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Datasets

The proposed model was evaluated on two challenging public datasets for semantic labeling.
TABLE I

| Input fusion | Tokenizer | Output fusion | F1 score | IoU | F1 score | IoU | F1 score | IoU | F1 score | IoU | MiIoU | Kappa | Total accuracy |
|--------------|-----------|---------------|----------|-----|----------|-----|----------|-----|----------|-----|--------|--------|---------------|
| No           | No        | No            | 90.27    | 82.28| 94.84    | 90.19| 77.04    | 82.65| 90.19    | 82.13| 80.70  | 67.65  | 85.72         |
| No           | No        | Yes           | 91.69    | 84.65| 96.35    | 92.95| 79.55    | 66.04| 90.24    | 82.32| 86.03  | 75.49  | 88.99         |
| No           | Yes       | No            | 90.21    | 82.16| 94.79    | 90.10| 77.47    | 63.22| 90.01    | 81.84| 85.29  | 74.35  | 85.70         |
| No           | Yes       | Yes           | 87.60    | 77.94| 89.70    | 81.33| 74.99    | 63.25| 60.79    | 79.72| 75.92  | 61.18  | 80.57         |
| Yes          | No        | No            | 83.08    | 71.03| 91.51    | 84.35| 69.96    | 53.80| 84.52    | 73.19| 84.90  | 73.76  | 78.32         |
| Yes          | No        | Yes           | 88.71    | 79.71| 95.38    | 91.16| 79.00    | 65.29| 90.74    | 83.11| 83.71  | 71.94  | 85.95         |
| Yes          | Yes       | No            | 91.90    | 85.01| 95.97    | 92.25| 76.79    | 62.32| 90.54    | 82.71| 82.05  | 69.57  | 85.15         |
| Yes          | Yes       | Yes           | 91.47    | 84.28| 96.38    | 93.02| 79.42    | 65.86| 90.90    | 83.31| 84.12  | 78.76  | 87.70         |

TABLE II

| Input fusion | Tokenizer | Output fusion | F1 score | IoU | F1 score | IoU | F1 score | IoU | F1 score | IoU | MiIoU | Kappa | Total accuracy |
|--------------|-----------|---------------|----------|-----|----------|-----|----------|-----|----------|-----|--------|--------|---------------|
| No           | No        | No            | 90.38    | 82.79| 94.83    | 90.16| 85.19    | 75.16| 87.22    | 77.33| 93.25  | 87.35  | 75.86         |
| No           | No        | Yes           | 91.60    | 84.50| 86.86    | 95.76| 97.83    | 76.92| 88.07    | 78.68| 92.42  | 85.91  | 78.15         |
| No           | Yes       | No            | 92.40    | 85.87| 95.66    | 91.32| 84.50    | 72.87| 85.52    | 76.70| 93.72  | 88.18  | 86.33         |
| No           | Yes       | Yes           | 92.31    | 85.72| 97.80    | 95.69| 87.06    | 77.09| 88.46    | 79.31| 93.35  | 87.52  | 77.93         |
| Yes          | No        | No            | 90.55    | 82.74| 92.25    | 83.62| 85.41    | 74.35| 87.08    | 77.12| 93.20  | 87.26  | 72.28         |
| Yes          | No        | Yes           | 92.86    | 86.67| 97.41    | 94.95| 85.30    | 75.91| 88.17    | 78.85| 95.35  | 91.12  | 78.81         |
| Yes          | Yes       | No            | 91.50    | 84.24| 93.41    | 87.64| 86.16    | 75.68| 88.98    | 78.69| 94.10  | 88.86  | 75.03         |
| Yes          | Yes       | Yes           | 92.86    | 84.67| 97.77    | 95.64| 87.30    | 77.46| 88.72    | 79.72| 93.43  | 87.70  | 86.55         |

1) ISPRS Vaihingen Challenge Dataset: This dataset served as the baseline for the ISPRS 2-D Semantic Labeling Challenge in Vaihingen [53]. It consists of three bands of IRRG image data and DSM, and normalized DSM (NDSM) data [54]. The Vaihingen dataset consists of 33 images of different sizes (the average size of the training dataset is 2494 × 2064). We split the dataset into three parts: 12 images were used for training, four images ("5," "21," "15," and "30") for validation (hyperparameter tuning), and 17 images for testing. It should be noted that all the models presented in Table V use the same testing dataset.

2) ISPRS Potsdam Challenge Dataset: The second dataset used in this study belongs to the Potsdam ISPRS 2-D Semantic Labeling Challenge [53]. It is made up of four-band IRRG and blue (IRRGB) image data and matching DSM and NDSM data. The Potsdam dataset includes 38 orthorectified aerial IRRGB images that have a resolution of 5 cm and a size of 6000 × 6000 pixels. We applied the same strategy used in the Vaihingen dataset here. We use 17 images for training and seven images ("3_11," "3_12," "4_11," "5_10," "6_9," "6_12," "7_11") for validation and 14 images for testing.

C. Input Fusion, Tokenizer, and Output Fusion Effects

We tested the proposed model using all possible combinations of the input fusion, tokenizer, and output fusion units to test the performance of the proposed system in different settings.

D. Implementation Details and Evaluation Metrics

The proposed system was implemented in PyTorch using an Nvidia RTX A6000 GPU. All our models were trained using stochastic gradient descent (SGD) with a base learning rate of 0.01, momentum of 0.9, weight decay of 0.0005, and batch size of 10. The encoder–decoder weights were randomly initialized. We divided the learning rate by 10 after 25 and 45 epochs (out of a total of 100 epochs used for training). We use the overall pixelwise accuracy (OA), average F1 score, intersection-over-union (IoU), and Cohen’s kappa coefficient κ as performance metrics. The F1 score, IoU, and kappa coefficient κ for class i are defined as follows:

\[
F_1 = \frac{2TP_i}{2TP_i + FP_i + FN_i}
\]  

\[
IoU = \frac{TP_i + FP_i + FN_i}{TP_i}
\]  

\[
\kappa = \frac{p_o - p_e}{1 - p_e}
\]

where \(TP_i\) is the number of true positives for class i, \(FP_i\) is the number of false positives for class i, \(FN_i\) is the number of false negatives for class i, \(p_o\) is the relative observed agreement among raters, and \(p_e\) is the hypothetical probability of chance agreement. In compliance with the competition organizers’ assessment guidelines, these metrics were derived after eroding the boundaries with a three-pixel radius circle and deleting those pixels [31]. Next, we present several experimental results to test the performance of the proposed system in different settings.
output fusion units significantly increases the accuracy of the extracted bounding boxes.

D. Selecting an EfficientNet Model

The original EfficientNet model has eight variants that differ in the number of parameters named B0 to B7. We demonstrate the relationship between model size and the performance of the proposed model in Tables III and IV. We can see that EfficientNet B7 produces the best results for all the metrics for most classes in the Vaihingen and Potsdam datasets. Therefore, we used the B7 model in the remaining experiments in the article.

E. Performance Comparison

We compared the performance of the proposed model against several recently proposed models using validation and testing datasets.

1) On Validation Data: For both the datasets, the proposed model was compared against the following seven deep learning models: fully connected networks (FCN-8s) [22], U-Net [55], SegNet [56], PSPNet [45], Segmenter [13], SegFormer [39], and deep transformers [50]. In addition, the proposed model was compared with the EfficientUNet model, a model that is similar to the proposed model but has only the EfficientUNet branch, and the Double EfficientUNet model, a model that uses two EfficientUNet branches to illustrate the importance of including the transformer architecture.

The results obtained for the Vaihingen challenge dataset are presented in Fig. 8 and Table V, and those for the Potsdam challenge dataset are given in Fig. 9 and Table VI. One can see in Tables V and VI that the UNet, FCN-8s, and PSPNet models achieve low-quality results compared with SegNet, Transformers, and the proposed model. For example, all the convolutional models (i.e., UNet, FCN-8s, PSPNet, and SegNet) show low performance in car segmentation; however, the transformer-based models (i.e., transformer alone or our fusion models) classify that category accurately (improvement by more than 3%). This result demonstrates the superior ability of transformers in representing dynamically changing object classes.
The results of the Potsdam dataset show that the transformer model alone improved the results by more than 2% in kappa and by around 1% in total accuracy compared with the SegNet model, which achieved the closest results. The fusion adds 1% to the overall accuracy. The transformer alone and fused with the EfficientUNet each improve the tree’s classification quality by approximately 4% compared with the conventional models, such as SegNet or UNet. To demonstrate the ability of the proposed model when dealing with unclear objects, we took a sample that contained such objects (Fig. 10). We can see that the proposed model predicts these objects well, compared with other models.

In addition, the results in Tables V and VI highlight the effects of combining EfficientUNets and transformers. For example, the MIoU value achieved using Transformers is 58.78% for the Vaihingen dataset and 62.88% for the Potsdam dataset. While the proposed hybrid model that combines EfficientUNets and Transformers achieves an MIoU value of 73.19% and 80.55% on the Vaihingen and Potsdam datasets, respectively. Similar improvements in performance can be observed between the proposed model and the EfficientUNet model. Sample results that illustrate how the combination of EfficientUNet and transformers provide an added advantage are presented in Fig. 11. We can see that the transformer can

---

**Fig. 8.** Performance comparison with other deep learning models using the Vaihingen validation dataset. The labels represent the impervious surface in white, buildings in blue, low vegetation in cyan, trees in green, cars in yellow, and clutter in red.

**TABLE V**

| Model         | FL score | IoU | FL score | IoU | FL score | IoU | FL score | IoU | FL score | IoU | FL score | IoU | MIoU | Kappa | Total accuracy | Number of Parameters | Training time (h) |
|---------------|----------|-----|----------|-----|----------|-----|----------|-----|----------|-----|----------|-----|------|-------|-----------------|---------------------|-------------------|
| FCN8s         | 82.14    | 69.69 | 86.94    | 76.90 | 64.29    | 47.39 | 85.31    | 74.38 | 57.95    | 40.80 | 56.22    | 75.10 | 81.56 | ~137 | 4.22            |
| SegNet        | 83.34    | 74.43 | 91.12    | 83.69 | 70.63    | 54.60 | 85.69    | 74.97 | 23.32    | 13.20 | 50.15    | 79.11 | 84.53 | ~48  | 43.81          |
| SegFormer     | 88.57    | 79.48 | 91.38    | 84.13 | 75.30    | 60.65 | 89.08    | 80.31 | 66.45    | 49.76 | 59.05    | 82.85 | 87.27 | ~18  | 14.78          |
| UNet          | 89.71    | 81.34 | 93.59    | 87.96 | 76.64    | 61.87 | 89.41    | 80.84 | 64.50    | 47.60 | 59.93    | 84.64 | 88.83 | ~31  | 3.45           |
| Transformer   | 89.01    | 80.20 | 94.22    | 89.07 | 76.60    | 62.07 | 89.73    | 81.37 | 57.08    | 39.94 | 58.78    | 84.72 | 88.70 | ~66  | 16.35          |
| EfficientUNet | 89.37    | 80.78 | 93.89    | 88.48 | 77.41    | 63.15 | 90.26    | 82.25 | 87.59    | 77.92 | 65.43    | 85.18 | 88.99 | ~78  | 13.97          |
| PSPNet        | 91.50    | 84.33 | 95.34    | 91.10 | 78.92    | 65.18 | 89.91    | 81.66 | 79.26    | 65.65 | 64.65    | 86.69 | 90.11 | ~66  | 7.58           |
| SegNet        | 91.22    | 83.87 | 95.56    | 91.49 | 79.16    | 65.50 | 90.45    | 82.57 | 83.12    | 71.13 | 66.50    | 86.96 | 90.31 | ~29  | 4.80           |
| Double EfficientUNet | 90.98 | 83.46 | 96.34    | 93.02 | 79.04    | 65.34 | 90.59    | 82.80 | **88.37** | **79.16** | 67.30    | 87.25 | 90.53 | ~282 | 19.56          |
| Proposed      | 91.47    | 84.32 | 96.38    | 93.02 | 79.42    | 65.86 | 90.90    | 83.31 | 84.12    | 78.76 | **73.19** | **87.70** | **90.87** | ~143 | 24.96          |

---

**Fig. 9.** Performance comparison with other deep learning models using the Potsdam validation dataset. The labels represent the impervious surface in white, buildings in blue, low vegetation in cyan, trees in green, cars in yellow, and clutter/background in red.
extract the global shape of objects in the figure, but is not accurately describing local information (the second car is not detected by the transformer model).

2) ISPRS Benchmark Dataset: In this experiment, the proposed model was tested using the testing datasets available on the ISPRS challenge website [53]. The model was trained using both the training and validation datasets. Its performance was compared with the top-performing scores presented on the competition website. Selected methods achieved the highest accuracy and had a detailed description of their implementation published in a journal or conference proceedings. Some authors tested different versions of their methods that essentially use the same strategy. In these cases, we selected the best-performing method. The proposed model was also compared with recently published methods like [21] and [66]. The selected methods for comparison are as follows.

1) SegNet + DSM + NDSM (ONE_7) [31]: The authors used a late fusion of two trained SegNets, using the IRRG image and a composite image that contained normalized digital vegetation index (NDVI), DSM, and NDSM data.

2) Self-cascaded+ResNet (CASIA2) [28]: A single self-cascaded network with an encoder that is based on a variant of the ResNet-101 network [45].

3) CNN + HCF + CRF (ADL_3) [59]: This model used a combination of CNN and hand-crafted features to extract representative image features and produce per-pixel category probabilities; then, a CRF was applied as a postprocessing step to find the predicted labels.

4) FCN + SegNet + NDSM (DLR_9) [19]: The authors used an ensemble model that contained an FCN and SegNet based on IRRG and NDSM images to find the best segmentation labels.

5) HUSTW3 [29]: The authors developed a residual architecture for the encoder–decoder models to address the issues of inadequate learning and receptive field imbalance faced by the encoder–decoder models.

6) FCN + DSM + RF + CRF (DST_2) [60]: IRRG and DSM data were used as inputs to the model based on an FCN trained with no downsampling and used random forest classifier to find the output features; next, a CRF was used as a postprocessing step.

7) Gated Segmentation Network (GSN3) [65]: A gated segmentation network was proposed. ResNet-101 was used as the feature extractor in the encoder portion, and an entropy control module was used for feature fusion in the decoder. A residual convolution module (RCM) was used as the basic processing unit.

8) CNN + NDSM + Deconvolution (UZ_1) [23]: The model comprises a CNN that has been trained to learn a series of downsampling operations (i.e., a regular CNN) and a sequence of nonlinear upsampling blocks using deconvolutions back to the original input size.

9) Dilated Convnet (UFMG_4) [62]: The authors proposed a series of dilated convolutions [62]. The main idea is to train a dilated network with different patch sizes to collect multicontext features from diverse contexts.

10) SegNet + FCN (RIT_7) [63]: SegNet was fused with an FCN for pixelwise semantic classification.

11) LANet [20]: The authors proposed a local attention network to improve the segmentation results by enhancing the scene-related representation in both the encoding and decoding phases.
Fig. 11. Segmentation results before and after combining EfficientUNet and Transformer. The labels represent the impervious surface in white, buildings in blue, and cars in yellow.

| Method                      | Imp. Surface | Building | Low Veg. | Tree | Car | Overall Accuracy |
|-----------------------------|--------------|----------|----------|------|-----|-----------------|
| Segmenter [13]              | 86.6         | 89.1     | 75.8     | 84.7 | 32.2 | 84.2            |
| SVL [54] *                  | 86.6         | 91.0     | 77.0     | 85.0 | 55.6 | 84.8            |
| SegFormer [39]              | 87.9         | 88.8     | 80.9     | 88.4 | 61.4 | 86.3            |
| MF-DFNet [57] *             | 88.8         | 93.1     | 78.4     | 84.0 | 77.5 | 86.2            |
| UZL [23]                    | 89.2         | 92.5     | 81.6     | 86.9 | 57.3 | 87.3            |
| RIT_L [58] *                | 89.6         | 92.2     | 81.6     | 88.6 | 76.0 | 87.8            |
| ADL_3 [59]                  | 89.5         | 93.2     | 82.3     | 88.2 | 63.3 | 88.0            |
| DST_2 [60] *                | 90.5         | 93.7     | 83.4     | 89.2 | 72.6 | 89.1            |
| CBGFNet [61] *              | -            | -        | -        | -    | -    | 89.3            |
| UFMG_4 [62] *               | 91.1         | 94.5     | 82.9     | 88.8 | 81.3 | 89.4            |
| ONB_7 [31] *                | 91.0         | 94.5     | 84.4     | 89.9 | 77.8 | 89.8            |
| RIT_7 [63] *                | 91.7         | 95.2     | 83.5     | 89.2 | 82.8 | 89.9            |
| LANet [20] *                | 92.4         | 94.9     | 82.9     | 88.9 | 81.3 | 89.9            |
| G2GNet [64] *               | 92.1         | 94.8     | 83.8     | 89.6 | 85.4 | 90.2            |
| GSN3 [65] *                 | 92.2         | 95.1     | 83.7     | 89.9 | 82.4 | 90.3            |
| DLR [19] *                  | 92.4         | 95.2     | 83.9     | 89.9 | 81.2 | 90.3            |
| Swin-B-CNN+BD [66] *        | 92.2         | 95.3     | 83.6     | 89.6 | 86.9 | 90.4            |
| SBA Net [21] *              | 94.4         | 92.9     | 83.4     | 89.6 | 91.4 | 90.5            |
| HiSTW [29] *                | 92.1         | 95.3     | 85.6     | 90.5 | 78.3 | 90.7            |
| DGCR [67]                   | 92.9         | 95.8     | 84.7     | 90.1 | 86.5 | 91.1            |
| CASIA2 [28]                 | 93.2         | 96.0     | 84.7     | 89.9 | 86.7 | 91.1            |
| AREANs-ResNeSt [68] *       | 93.2         | 96.1     | 84.8     | 90.2 | 90.5 | 91.3            |
| Proposed model without DSM data | 93.5     | 95.7     | 84.9     | 89.9 | 87.8 | 91.5            |
| Proposed model without the decoder unit * | 93.5     | 96.2     | 84.8     | 90.4 | 87.1 | 91.5            |
| AFNet [69]                  | 93.4         | 95.9     | 86.0     | 90.7 | 87.2 | 91.6            |
| Swin-S [70]                 | 93.6         | 96.2     | 85.8     | 90.4 | 87.6 | 91.6            |
| Proposed model *            | 94.7         | 98.0     | 89.4     | 90.4 | 96.0 | 91.8            |

* Models using DSM or nDSM data

12) **Swin-B-CNN + BD [66]:** The Swin transformer and a CNN were used as encoders and decoders. The CNN was used to recover the size of feature maps and generate semantic segmentation results.

13) **AREANs-ResNeSt [68]:** Attention-Residual block-Embedded Adversarial Network was used to learn local-to-global contextual information through semantic and position information.

14) **MF-DFNet [57]:** A multiscale feature network and a discriminative feature network were proposed to solve the issues of intra-class inconsistency and the difficulty in locating and identifying targets.

15) **DGCR [67]:** A dynamic graph contextual reasoning module over global reasoning networks was presented for capturing long-range dependencies in feature representations.

16) **Swin-S [70]:** The Swin transformer and a densely connected feature aggregation module were used as the encoder and decoder units, respectively.

17) **CEGFNet [61]:** An end-to-end common extraction and gate fusion network was proposed to solve the problem of misclassification of small objects.

18) **AFNet [69]:** In this article, multiscale and multilevel CNN based maps were combined.

19) **SBA Net [21]:** A semantic boundary awareness network was developed to extract full and crisp borders from remote sensing images.

20) **SVL-DSM-CRF (SVL) [54]:** The baseline approach used by the challenge’s organizer [54]. In addition to the
TABLE VIII

| Method                        | F1 Score | Overall Accuracy |
|-------------------------------|----------|------------------|
|                              | Imp. Surface | Building | Low Veg. | Tree | Car |
| SegFormer [39]               | 79.7      | 83.7           | 70.4     | 57.0 | 62.1 | 73.3 |
| SVL [54] *                   | 83.5      | 91.7           | 72.2     | 63.2 | 62.2 | 77.8 |
| Segmenter [13]               | 85.5      | 87.7           | 79.2     | 73.6 | 85.8 | 81.2 |
| CEGFNet [61] *               | -         | -              | -        | -    | -    | 85.2 |
| UZ [23]                      | 89.3      | 95.4           | 81.8     | 80.5 | 86.5 | 85.8 |
| RIT-L [58] *                 | 91.2      | 94.6           | 85.1     | 85.1 | 92.8 | 88.4 |
| DST [60] *                   | 92.5      | 96.4           | 86.7     | 88.0 | 94.7 | 90.3 |
| RIT [63] *                   | 92.6      | 97.0           | 86.9     | 87.4 | 95.2 | 90.3 |
| G2GNet [64] *                | 93.0      | 96.5           | 86.3     | 88.2 | 95.8 | 90.3 |
| LANet [20] *                 | 93.1      | 97.2           | 87.3     | 88.0 | 94.2 | 90.8 |
| Swin-B-CNN+BD [66] *         | 93.6      | 96.7           | 88.0     | 88.0 | 96.3 | 91.0 |
| CASIA2 [28]                  | 93.3      | 97.0           | 87.7     | 88.4 | 96.2 | 91.1 |
| HUSTW3 [29] *                | 93.6      | 97.6           | 88.5     | 88.8 | 94.6 | 91.6 |
| DGCN [67]                    | 94.1      | 97.3           | 88.3     | 88.9 | 93.0 | 91.8 |
| Proposed model without DSM data | 93.5      | 97.2           | 86.9     | 88.5 | 96.2 | 91.8 |
| AREANs-ResNetSt [68]         | 94.3      | 97.4           | 88.5     | 89.6 | 97.0 | 91.9 |
| Swin-S [70]                  | 94.2      | 97.6           | 88.6     | 89.6 | 96.3 | 92.0 |
| AFNet [69]                   | 94.2      | 97.2           | 89.2     | 89.4 | 95.1 | 92.2 |
| Proposed model without the decoder unit * | 94.0      | **98.0**       | 89.2     | 90.0 | 95.8 | 92.5 |
| SBA-Net [21] *               | 93.8      | **98.0**       | 89.0     | 89.5 | 94.7 | 92.8 |
| Proposed model *             | 94.8      | **98.0**       | **89.5** | **90.5** | 94.6 | **92.9** |

* Models using DSM or nDSM data

V. CONCLUSION

In this article, we proposed a novel fusion deep learning model for investigating the semantic labeling of multimodal high-resolution urban remote sensing data. We showed that the fusion of deep transformers and conventional neural networks (i.e., the U-Net model) is an effective method for recognizing the relationships between objects and scenes, leading to consistent labeling outcomes for complex urban objects.

We evaluated the proposed method on two challenging publicly available datasets, and the results demonstrate its efficacy and efficiency. The proposed model outperforms the existing frameworks, producing more accurate labeling outcomes with higher consistency.
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