Upsampling Autoencoder for Self-Supervised Point Cloud Learning
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Abstract—While a large number of supervised learning methods have been proposed to handle the unordered point clouds and achieved remarkable success, their performance is limited to the costly data annotation. In this work, we propose a novel self-supervised pre-training model for point cloud learning without human annotations, which relies solely on upsampling operation to perform feature learning of point cloud in an effective manner. The key observation of our approach is that upsampling operation encourages the network to capture both high-level semantic information and low-level geometric information of the point cloud. As a result, the downstream tasks such as classification and segmentation will benefit from the pre-trained model. And our method outperforms previous methods in shape classification, part segmentation.
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I. INTRODUCTION

In view of the great success of deep learning on other computer vision tasks, many endeavors have been made to adapt the deep learning technologies to the analysis of 3D point clouds [4], [8], [14], [17], [22], [23], [30], [31], [36], [38], [44] including PointNet [22], VoxNet [45], etc. However, most of the existing works are supervised and rely on large-scale and accurate annotated dataset, which hinder their applicability.

Depending on the models they used, existing unsupervised approaches for learning on point clouds can be roughly classified into two categories: reconstruction-based and generation-based methods. The generation-based methods [1], [9] typically employed the Generative Adversarial Networks (GANs) [1] or Variational Auto-Encoders (VAEs) [9] to learn feature representations in an unsupervised framework. The reconstruction-based models [25] usually adopted a framework that trains an encoder to learn shape representations by reconstructing the input data via a decoder. Though these models have been demonstrated to be effective in certain applications, they usually fail to acquire high-level structure information [2].

Recently, contrastive learning [2], [5], [7], [11], [12], [24], [26], [35], [42], a class of unsupervised pre-training methods, is gaining certain interest in the point cloud learning. By adopting these pre-trained models for point cloud learning, these approaches are capable of predicting high-level structure information and with good performance. However, most contrastive learning approaches are not efficient enough, as they need a careful treatment of negative pairs by either relying on large batch sizes [35],[42], memory banks [12], or customized mining strategies [5], [12] to retrieve the negative pairs. Furthermore, their performance critically depends on complicated 3D data augmentations, e.g., cuboid [42], shape disorganizing [3] and shearing [6].

In this work, we propose a simple but effective self-supervised pre-training model, namely UAE, as illustrated in Figure 1, which achieves higher performance than sota self-supervised methods without using negative pairs or data augmentations. Specifically, our method first conducts the random subsampling from the input point cloud at a low proportion. Then, we feed them into an asymmetric encoder-decoder architecture, where the encoder is devised to operate only on the subsampled points, along with an upsampling decoder is adopted to reconstruct the original point cloud based on the learned features. Finally, we leverage a joint loss function to enforce the upsampled points to be similar with the original points and uniformly distributed on the surface.

Our contributions can be summarized as follows:

- presents a novel self-supervised pre-training method for point cloud learning based on pre-trained upsampling model.
investigates a novel upsampling architecture, where a joint loss function is adopted to enforce the upsampled points to be similar to the original point cloud.

• achieves significant performance in shape classification, part segmentation and point cloud upsampling tasks.

II. METHOD

Suppose that the original point cloud with \( N \) points is denoted by \( \mathcal{X} \in \mathbb{R}^{N \times C} \). In the simplest setting of \( C = 3 \), each point contains 3D coordinates. We aim to train a model that is capable of unsupervised learning the point cloud representations. Toward this goal, we propose upsampling autoencoder (UAE), a simple self-supervised learning approach that reconstructs the original point cloud from a small number of subsampled points. Unlike classical self-supervised methods, our UAE is suggested to capture high-level semantic information without any data augmentation and negative pairs. The overall structure of UAE is shown in Figure 2.

In what follows, we begin by describing the strategy that makes up our subsampled points. Then we detail how to learn a encoder \( \phi(\cdot) \) and an upsampling decoder \( \phi(\cdot) \).

A. Subsampling

Given a point cloud \( \mathcal{X} \in \mathbb{R}^{N \times C} \), we first subsample \( \mathcal{X} \) into a lower resolution subset \( \mathcal{P} \in \mathbb{R}^{rN \times 3} \), where \( r \) denotes that subsampling ratio. As shown in Figure 5, there exists a variety of sampling methods: 1) Random Sampling, where the probability of sampling each point in the point cloud follows a uniform distribution; 2) Farthest Point Sampling, where each point to be sampled is as far away as possible from points in the sampled set; 3) Local Sampling, where the points are sampled from a local part of the point cloud. In this paper, we propose to randomly sample a subset of points at a low proportion uniformly (e.g., \( r = 0.125 \)), which largely eliminates redundancy, thus creating a rather challenging task that cannot be easily handled by extrapolation from subsampled neighboring points [10]. This highly sparse point cloud is more conducive for us to design an effective encoder to capture high-level semantic information.

B. Encoder

The encoder \( \phi(\cdot) \) takes the coordinates of the subsampled point clouds \( \mathcal{P} \) as input and outputs high-dimensional features. In contrast to previous self-supervised methods, where the global shape representation is learned by the encoder, we perform point-wise feature extraction on subsampled point cloud \( \mathcal{P} \), where each point can learn its representation by upsampling decoding the original point cloud to reveal the local structure around it.

Generally, any deep learning-based network that takes point clouds as the input and outputs high-dimensional features can be adopted as the encoder \( \phi(\cdot) \) of UAE. However, as 3D points have some special properties such as irregularity and permutation invariance, we cannot directly leverage the convolutional neural network (CNN). Therefore, we deploy the dynamic graph CNN (DGCNN[31]) to overcome this limitation. In particular, we adopt the EdgeConv layer in DGCNN as our basic feature extraction block. By performing EdgeConv, our encoder can aggregate the features of neighbor points to the center point and update the feature of the center point.

Figure 3. The overview of feature up (top) and feature down (bottom) blocks, where \( r \) is the subsampling ratio and \( D \) is the dimension of point feature. We construct our upsampling decoder based on these blocks.
Specifically, given an input subsampled points \( \mathcal{P} = \{ p_j \}_{j=1}^{\mathcal{N}} \subseteq \mathbb{R}^3 \), we first apply K-Nearest Neighbor (KNN) algorithm to construct a local graph in the feature space. The KNN algorithm based on the feature space can efficiently and effectively find two points with the most similar semantics, i.e., the points on the two wings of the airplane, which have similar semantics. Then, the EdgeConv layer performs feature transformation on the \( r \mathcal{N} \) points and output the updated point features of \( p_i \). The output feature of a point \( p_i \) is

\[
f_i = \max_{p_j \in \mathcal{N}(p_i)} \text{ReLU} \left( h_\theta(p_i, p_i - p_j) \right)
\]

where \( p_j \in \mathcal{N}(p_i) \) denotes that point \( p_j \) belongs to the neighborhood of point \( p_i \), \( h_\theta \) denotes that the learnable parameters of MLP.

C. Decoder

The decoder \( \phi(\cdot) \) takes the point-wise features as input and outputs the upsampled point cloud \( \hat{\mathcal{P}} \). To upsample a point cloud, PU-Net [40] has been proposed to duplicate the point features and then separate MLPs have been employed to process each copy independently. However, the expanded features would be too similar to the inputs, so affecting the upsampling quality. In recent years, MPU [32] has been proposed to break a \( 16 \times 16 \times 16 \) upsampling network into four successive \( 2 \times 2 \times 2 \) steps to progressively upsample points in multiple steps. MPU preserves superior upsampling details but usually requires a more complex training process.

Inspired by the PU-GAN [15], we design a novel upsampling decoder to expand the point features, which is mainly composed of feature up and feature down blocks. As shown in Figure 2, we first upsample the point features \( F_{in} \) (after a MLP layer) by \( \frac{1}{r} \) to generate \( F_{up} \) and downsample it to generate \( F_{down} \); then, instead of directly constructing the original point cloud \( \mathcal{X} \), we adopt residual learning to regress the per-point feature offset by calculating the difference between \( F_{up} \) and \( F_{down} \); Ultimately, we feed them into a feature up block and a MLP layer to restore the original point cloud \( \mathcal{X} \). Such a strategy that utilizes feature offset to self-correct the expanded features has two advantages: firstly, it facilitates the production of fine-grained features while avoiding tedious multi-step training; secondly, the features of the same object can be completely different with respect to rigid transformations. Therefore, relative offsets are generally more robust. In the following, we detail the design choices of feature up and feature down blocks.

Feature up block. To upsample the point features \( \frac{1}{r} \) times, we adopt the commonly-used variation expansion operator [15], [16] by duplicating \( F_{in} \) with \( \frac{1}{r} \) copies and concatenating with a regular 2D grid. However, such operator may introduce redundant information or extra noise [16]. To rectify these problems, we propose to make use of the offset-attention [8] as the global refinement unit by considering the overall shape structure. The reason behind is that, compared with the widely-used self-attention unit [15], [16], [41], the offset-attention is generally more robust because it works by replacing the attention feature with the offset between the input of self-attention module and attention feature. The pipeline of this block is illustrated in Figure 3 (top).

Feature down block. To downsample the expanded features, we propose a novel GCN-based feature down block, illustrated in Figure 3 (bottom). Given the expanded features \( F_{up} \in \mathbb{R}^{r \mathcal{N} \times D} \), our method works in two steps. First, we reshape \( F_{up} \) of shape \( N \times D \) to \( r \mathcal{N} \times \frac{D}{r} \) and use one layer of EdgeConv to downsample \( F_{up} \) to shape \( r \mathcal{N} \times D \) using learnable parameters. Second, we feed them into a set of MLPs to regress the point features \( F_{down} \).

In contrast to previous works [15], [32], [40], our feature down block leverages GCNs, which are common modules for feature extraction. To the best of our knowledge, we are the first to introduce a GCN-based feature downsampling block. Our GCN design choice stems from the fact that GCNs enable our feature down block to encode spatial information from point neighborhoods and learn new features from the latent space rather than simply using Convs.

D. Joint Loss Function

Reconstruction loss. Our UAE reconstructs the original point cloud \( \mathcal{X} \) by predicting coordinate for each unsampled point. Each element in the decoder's output is a vector of coordinate values representing a point's spatial location. We formulate our objective function to encourage the geometric consistency between \( \mathcal{P} \) and \( \mathcal{X} \) in the point space:

\[
\mathcal{L}_{CD}(\hat{\mathcal{P}}, \mathcal{X}) = \frac{1}{|\mathcal{P}|} \sum_{p \in \mathcal{P}} \min_{x \in \mathcal{X}} \| \hat{p} - x \|_2^2 + \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} \min_{p \in \mathcal{P}} \| x - \hat{p} \|_2^2
\]

where \( \mathcal{L}_{CD}(\cdot) \) means the Chamfer Distance (CD) to measure the average closest point distance between two point sets, \( |\cdot|_2 \) denotes the L2 distance between two points.

Repulsion loss. Since the reconstruction loss alone cannot ensure that the upsampled points over the underlying object surfaces will be uniformly distributed, which is important for capturing high-level shape information. To solve this issue, we use the repulsion loss [40] as the constraint term of uniformity distribution, which is represented as:

\[
\mathcal{L}_{rep} = \sum_{i=0}^{N} \sum_{\mathcal{P} \in \mathcal{N}(\hat{p}_i)} \delta \left( \| \hat{p}_i - \hat{p}_j \| \right) \omega \left( \| \hat{p}_i - \hat{p}_j \| \right)
\]

where \( \mathcal{N}(\hat{p}_i) \) is the point set of the k-nearest neighbors of point \( \hat{p}_i \), \( N \) is the number of upsampled points and \( |\cdot|_2 \) is the L2-norm. \( \delta(m) = -m \) is the repulsion term, which is a decreasing function to penalize \( \hat{p}_i \) if \( \hat{p}_i \) is located too close to other points in \( \mathcal{N}(\hat{p}_i) \). We further use the fast-decaying weight function \( \omega(m) = e^{-m^2/k^2} \) as the finite support radius [19]) to penalize \( \hat{p}_i \) only when it is too close to its neighboring points.

Overall loss function. The overall loss function can be calculated as the weighted sum of all the terms described above:

\[
\mathcal{L}_{total} = \alpha \mathcal{L}_{CD} + \beta \mathcal{L}_{rep}
\]

where \( \alpha \) and \( \beta \) are the weighting factors for the loss functions of reconstruction and repulsion, respectively. Following [40], we set \( \alpha = 1 \) and \( \beta = 0.01 \).
III. EXPERIMENTS

A. Setups

Pre-training Dataset. We train our UAE on ShapeNet dataset [46], which consists of 57,448 synthetic 3D CAD models organized into 55 categories with a further 203 subcategories, organized according to WordNet synsets. For pre-training we use the normalized version of ShapeNet, where all shapes are consistently aligned and normalized to fit inside a unit cube.

Evaluation Metrics. For the classification task on ModelNet10 and ModelNet40 datasets, we use the overall accuracy (OA) as the metric. On ShapeNet Part dataset, we evaluate our scheme with part classification accuracy and mean Intersection-over-Union (mIoU). For each sample, IoU is computed for each part that belongs to that object category. The mean of all part IoUs is regarded as the IoU for that sample.

B. Shape Classification

Dataset. We utilize ModelNet40 [34] and ModelNet10 [34] for shape classification task. We follow the same data split protocols of PointNet-based methods [31] for these two datasets. For ModelNet40, the train set has 9,840 models and the test set has 2,468 models, and the dataset consists of 40 categories. For ModelNet10, 3,991 models are for fine-tuning and 908 models for testing. It contains 10 categories. We follow the experimental configuration [22]: (1) we uniformly sample 1,024 points from the mesh faces for each model; (2) the point cloud is re-scaled to fit the unit sphere; and (3) the (x,y,z) coordinates of the sampled points are used in the experiment. During the training process, randomly scaling and perturbing the objects are adopted as the data augmentation strategy in our experiment.

Table 1. Shape Classification Results on ModelNet40 and ModelNet10. The quantitative results of SOTA unsupervised and supervised fine-tuning methods. “Unsupervised Transfer Learning” denotes the parameters of the pre-trained encoder are fixed on downstream tasks, and “Supervised Fine-tuning” denotes the pre-trained encoders are fine-tuned on target tasks.

| Model    | ModelNet40 | ModelNet10 |
|----------|------------|------------|
| Supervised Learning |            |            |
| PointNet [22] | 89.2       | -          |
| PointNet++ [23] | 91.9       | -          |
| PointConv [33] | 92.5       | -          |
| RGCNN [27] | 90.5       | -          |
| PointCNN [17] | 92.2       | -          |

Implementation Details. The global max pooling and average pooling layer are deployed in our classification head to acquire a 1,296-dimensional global feature vector. Three layers of linear projection with dropout ratio of 50% are used to get the final classification score. For unsupervised transfer learning, we fix the parameters of encoder and only train the classification head. During training, a random translation in [-0.2, 0.2], a random anisotropic scaling in [0.67, 1.5] and a random input dropout were applied to augment the input data. During testing, no data augmentation or voting methods were used. The batch sizes were 32, 200 training epochs were used and the initial learning rates were 10^{-3}, with a cosine annealing schedule to adjust the learning rate at every epoch. For supervised fine-tuning, we fully fine-tuned the pre-trained model on ModelNet40 and ModelNet10 datasets.

Results. The classification results are presented in Table 1. When utilizing DGCNN as the encoder, our method outperforms most of previous unsupervised counterparts and the results on ModelNet10 and ModelNet40 are comparable to certain fully-supervised models. Since the pre-training of the encoder is based on different datasets, the results demonstrate that our framework has a strong generalizability, which is regarded as a significant advantage of self-supervised representation learning. Notably, most of the classes are unseen

Table 2. We present the part segmentation evaluation results on ShapeNet Part, where mIoU refers to mIOU.

| Model               | mIoU  | Are | Ba | Ca | Car | Chai | Ear | Phon | Gui | Knif | Lam | Lapto | Moto | Mu | Pisto | Rocke | Skate | Tabl |
|---------------------|-------|-----|----|----|-----|------|-----|------|-----|------|-----|-------|------|----|-------|-------|-------|-----|
| Supervised Learning |       |     |    |    |     |      |     |      |     |      |     |       |      |    |       |       |       |     |
| KDNet [13]          | 82.3  | 80.1| 74.| 74.| 70. | 88.6 | 73.5| 90.2 | 87.2| 81.0 | 94.9| 57.4  | 86.  | 78.1| 51.8  | 69.9  | 80.3  |
| PointNet            | 83.7  | 83.4| 78.| 82.| 74. | 89.6 | 73.0| 91.5 | 85.9| 80.8 | 95.3| 65.2  | 93.  | 81.2| 57.9  | 72.8  | 80.6  |
| PointNet++ [23]     | 85.1  | 82.4| 79.| 87.| 77. | 90.8 | 71.8| 91.0 | 85.9| 83.7 | 95.3| 71.6  | 94.  | 81.3| 58.7  | 76.4  | 82.6  |
| P2Sequence[2]       | 85.1  | 82.6| 81.| 87.| 77. | 90.8 | 77.1| 91.1 | 86.9| 83.9 | 95.7| 70.8  | 94.  | 79.3| 58.1  | 75.2  | 82.8  |

| SpiderCNN [37]      | 92.4  |     |    |    |     |      |     |      |     |      |     |       |      |    |       |       |       |     |
| PointWeb [43]       | 92.3  |     |    |    |     |      |     |      |     |      |     |       |      |    |       |       |       |     |
| DGCNN [31]          | 92.9  |     |    |    |     |      |     |      |     |      |     |       |      |    |       |       |       |     |

Unsupervised Transfer Learning
- FoldingNet [39] 88.4 94.4
- MAP-VAE [9] 90.1 94.8
- MTD-FC [29] 90.3 -
- GSIR [2] 90.3 -
- RS-DGCNN [25] 90.6 94.5
- GLR-RSCNN [24] 91.3 94.2
- GraphTER [6] 92.0 -
- PointDis [20] 92.3 95.3
- SSC-RSCNN [3] 92.4 95.0
- Ours-DGCNN 92.9 95.6

Supervised Fine-tuning
- DepthContrast [42] 91.3
- MTD-FC 93.1
- GLR-RSCNN 92.2 94.8
- ParAE-DGCNN 92.9
- SSC-RSCNN 93.0 95.5
- Ours-DGCNN 93.2 95.7
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by the model during ShapeNet pre-training. Thus, the superior performance further demonstrates that our model has a good ability to generalize to novel classes.

To the best of our knowledge, the most important application of self-supervised learning methods is to make full use of a large number of unlabeled data and boost the performance of supervised learning methods. Thus, we pre-train the encoder with our framework on ShapeNet and fine-tune the segmentation head to propagate these features to each point dimensional global feature vector. And we design a experiment.

Unsupervised Transfer Learning

| Method     | 85.2 | 84.0 | 83.4 | 86.7 | 77.8 | 90.6 | 74.7 | 91.2 | 87.5 | 82.8 | 95.7 | 66.3 | 94.9 | 81.1 | 63.5 | 74.5 | 82.6 |
|------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| DGCNN      | 57.0 | 54.1 | 48.7 | 62.2 | 43.7 | 68.4 | 58.3 | 74.3 | 68.4 | 53.4 | 82.6 | 18.6 | 75.1 | 54.7 | 37.2 | 46.7 | 66.4 |
| MAP-VAE    | 68.0 | 62.7 | 67.3 | 73.3 | 58.1 | 77.1 | 67.3 | 84.8 | 77.1 | 60.9 | 90.8 | 35.8 | 87.1 | 64.2 | 45.0 | 60.4 | 74.8 |
| Graph-TER[6] | 81.9 | 81.7 | 68.1 | 85.1 | 74.1 | 88.1 | 68.9 | 90.6 | 86.6 | 80.0 | 95.6 | 56.3 | 90.0 | 80.8 | 55.2 | 70.7 | 79.1 |
| MID-FC[29] | 84.2 | 80.4 | 82.7 | 89.8 | 80.9 | 89.9 | 80.7 | 90.5 | 85.7 | 77.8 | 95.9 | 73.4 | 90.0 | 81.1 | 56.7 | 81.8 | 82.4 |
| Ours-DGCNN | 85.0 | 83.5 | 82.9 | 86.6 | 77.7 | 90.4 | 75.6 | 91.0 | 86.9 | 81.0 | 95.1 | 68.9 | 94.9 | 81.4 | 62.5 | 73.1 | 82.7 |

Supervised fine-tuning

| Method     | 85.2 | 84.0 | 83.4 | 86.7 | 77.8 | 90.6 | 74.7 | 91.2 | 87.5 | 82.8 | 95.7 | 66.3 | 94.9 | 81.1 | 63.5 | 74.5 | 82.6 |
|------------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| SSC-RSCNN  | 85.3 | 84.1 | 84.7 | 90.9 | 80.0 | 91.5 | 87.0 | 83.2 | 95.8 | 71.6 | 94.0 | 82.6 | 60.0 | 77.9 | 81.8 | 0.0  | 0.0  |
| Self-Sup[25] | 85.3 | 84.1 | 84.7 | 90.9 | 80.0 | 91.5 | 87.0 | 83.2 | 95.8 | 71.6 | 94.0 | 82.6 | 60.0 | 77.9 | 81.8 | 0.0  | 0.0  |
| PointDis[20] | 85.3 | 84.4 | 83.7 | 91.0 | 75.2 | 91.6 | 88.2 | 83.5 | 96.1 | 65.5 | 94.0 | 79.6 | 58.0 | 76.2 | 82.8 | 0.0  | 0.0  |
| OcCo[28] | 85.5 | 84.4 | 83.7 | 91.0 | 75.2 | 91.6 | 88.2 | 83.5 | 96.1 | 65.5 | 94.0 | 79.6 | 58.0 | 76.2 | 82.8 | 0.0  | 0.0  |
| MID-FC[29] | 85.5 | 83.6 | 82.9 | 91.0 | 81.5 | 91.8 | 87.1 | 79.3 | 95.7 | 68.7 | 95.0 | 83.6 | 68.3 | 82.7 | 83.2 | 0.0  | 0.0  |
| Ours-DGCNN | 85.6 | 84.7 | 80.9 | 86.3 | 91.3 | 76.2 | 91.2 | 89.6 | 82.1 | 96.7 | 68.9 | 94.9 | 83.8 | 65.3 | 79.5 | 83.1 | 0.0  |

Results. As shown in Table 2, the proposed UAE outperforms all other unsupervised point cloud learning models by a large margin, which indicates that our pre-trained model captures more effective semantic information that can transfer well to downstream segmentation tasks. Some results are visualized in Figure 4. We also conduct the object part segmentation experiments under supervised fine-tuning strategy and make comparisons with previous excellent models, such as PointDis, MID-FC and OcCo in Table 2. As shown, our UAE model (Ours-DGCNN) fine-tuned on 100% labeled samples achieves state-of-the-art performance. Compared to the supervised learning framework DGCNN, our pre-trained model (Ours-DGCNN) achieves remarkable performance improvements, which demonstrates the advantage of our pre-training strategy.

C. Part Segmentation

Dataset. We use the large-scale 3D dataset ShapeNet Parts [18] as the experiment bed. ShapeNet Parts contains 16,880 models (14,006 models are used for training, and 2874 models are used for testing), each of which is labeled with two to six parts, and the entire dataset has 50 different part labels. We sample 2,048 points from each model as input, with a few points having six labeled parts. We directly adopt the same train–test split strategy similar to DGCNN [31] in our experiment.

Implementation Details. The global max pooling and average pooling layer are also deployed to acquire a 1,296-dimensional global feature vector. And we design a segmentation head to propagate these features to each point hierarchically. Like shape classification task, three layers of linear projection with dropout ratio of 50% are also used to get the final classification score of each point. We optimize our networks via SGD with batch size 32. The learning rate of unsupervised transfer learning setting starts from $10^{-2}$ and decreases to $10^{-4}$, and the learning rate of supervised fine-tuning setting decays from $10^{-1}$ to $10^{-3}$.

For unsupervised transfer learning, we fix the parameters of encoder and only train the segmentation head. For supervised fine-tuning, we fully fine-tuned the pre-trained model on ShapeNet Part dataset.

Effect of subsampling ratio. We conduct an ablation study to analyze the setting of subsampling ratio $r$. The results are shown in Table 3. The best performance is achieved when $r$ is set to 12.5%. When the ratio becomes smaller, the lack of key points will result in a performance decline. On the contrary, when the ratio increases, a lot of noises at the local boundary lead to the deformation of feature extraction ability, and then reduces the accuracy of the model. Meanwhile, the task with high subsampling ratio (25% or 50%) can be easily solved by our UAE, which is not conducive to capture high-level semantic information.

Impact of loss function. We also investigate the options of loss functions. The results are shown in Table 4. can better encourage the output points to be located close to the underlying object surfaces [40]. However, in Table 4, Furthermore, we can see that the performance of the model is significantly improved after adding repulsion loss, especially under the combination of “CD + RL,” where the results from the output points are marked semantically and distinguished in position to reduce noise.
Figure 4. We compare our part segmentation results with the ground truth. From top to bottom: ground truth results and the prediction results of our model.

Figure 5. Various subsampling strategies. We subsample 256 points from original 2048 points (a) by performing FPS (b), LS (c) and random sampling (d). Form this figure, we can see that random sampling retains less geometric details.

Table 3. Supervised finetuning results (% and mIoU) on ModelNet40 and ShapeNet Part datasets with different subsampling rates

| Subsampling ratio (r) | ModelNet40 | ShapeNet |
|-----------------------|------------|----------|
| 5.0%                  | 91.5       | 83.9     |
| 12.5%                 | 93.2       | 85.6     |
| 25.0%                 | 92.6       | 85.2     |
| 50.0%                 | 92.5       | 84.9     |
| 100.0%                | 92.2       | 84.7     |

Table 4. Ablation study on various loss functions. CD: replace our joint loss function with chamfer distance loss in our architecture. EMD: replace the joint loss function with Earth’s moving distance loss in our architecture. EMD + RL: replace our joint loss function with Earth’s moving distance and the repulsion losses.

| Loss function | ModelNet40 | ShapeNet |
|---------------|------------|----------|
| CD            | 92.1       | 84.5     |
| EMD           | 92.2       | 84.7     |
| EMD+RL        | 93.1       | 85.5     |
| CD+RL         | 93.2       | 85.6     |

IV. CONCLUSION AND FUTURE WORK

In this work, we presented UAE, a framework for self-supervised point cloud learning. UAE learns high-level semantic information by upsampling a sparse point cloud uniformly within a simple and effective framework, without using negative pairs and data augmentations. We showed state-of-the-art results of our method on various downstream tasks including shape classification and object segmentation. In the future, it would be interesting to further exploit other applications, benefit the future point cloud works, and take one closer step to the harsh real-world setting, i.e., limited annotations. In addition, we will continue to study the point cloud pre-training methods on large-scale datasets, and focus on finding an efficient way to take advantage of the large-scale point data.
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