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Abstract. Hybrid quantum/molecular mechanics models (QM/MM methods) are widely used in material and molecular simulations when MM models do not provide sufficient accuracy but pure QM models are computationally prohibitive. Adaptive QM/MM coupling methods feature on-the-fly classification of atoms during the simulation, allowing the QM and MM subsystems to be updated as needed. In this work, we propose such an adaptive QM/MM method for material defect simulations based on a new residual based \textit{a posteriori} error estimator, which provides both lower and upper bounds for the true error. We validate the analysis and illustrate the effectiveness of the new scheme on numerical simulations for material defects.

1. Introduction

Quantum mechanics and molecular mechanics (QM/MM) coupling methods have been widely used for simulations of large systems in materials science and biology [3, 15, 20, 26, 32, 52]. In QM/MM simulations, the computational domain is partitioned into QM and MM regions. The region of primary interest (e.g., a material defect) is described by a QM model, which is embedded in an ambient environment (e.g., bulk crystal) that is described by an MM model. In this manner, QM/MM methods can in principle combine the accuracy of a quantum mechanical description with the efficiency of classical molecular mechanics.

A fundamental challenge for QM/MM methods is how to optimally assign each atom to QM or MM subsystems so that a (quasi-)optimal balance between accuracy and efficiency can be achieved. \textit{A priori} choices, even when they are feasible, typically lead to sub-optimal distribution of computational resources. Adaptive
QM/MM coupling methods offer an automatic partition of QM/MM subsystems on the fly according to some error indicators during the simulation process. In addition to the optimisation of computational cost, this allows an adaption to moving regions of interest. Adaptive QM/MM methods have been proposed, e.g., for the study of molecular fragments in macromolecules, monitoring molecules entering/leaving binding sites and tracking proton transfer via the Grotthuss mechanism (see [17] and references therein). Most adaptive QM/MM methods are for solute-solvent system, and are based on different (heuristic) criteria, such as distance to active sites [24, 25, 50]; Hamiltonian conservation [4]; density based adaptivity [47]; number adaptivity [44]; local atomic stress [22]. For materials with defects, [15, 26] propose the criterion of distance to defect. Closely related ideas can be found in the quasi-continuum method for density-functional theory [21, 41].

The various *a posteriori* error estimators proposed in [4, 24, 22, 25, 47, 50] provide not only estimates and theoretical bounds for the solution error in a specified metric, but also naturally lead to a QM/MM partitioning criterion of the atomic sites.

Inspired by classical adaptive finite element methods [46, 16, 51], [10] introduced the idea of using *a posteriori* error indicators for the QM/MM model residual. Using a weighted $\ell^2$-norm on the QM/MM force error leads to a simple and practical scheme, but makes it impossible to guarantee lower bounds on the error, which is important to guarantee the efficiency of the algorithm. There have also been investigations of related *a posteriori* error estimates for atomistic/continuum (A/C) coupling methods, which share many similarities [2, 33, 37, 42, 31, 43, 48, 28, 49].

In the present work, we construct a reliable and efficient *a posteriori* error estimator based on a natural *dual norm* of the model residual. The dual norm is itself not computable since it requires the evaluation of the residual forces as well as the solution of an auxiliary Poisson problem on the whole space. We therefore construct a computable *approximate estimator* by truncating the Poisson problem to a finite domain and finite-dimensional approximation space. We then estimate the errors we committed in this additional step and demonstrate that this leads to a practical, yet still *reliable and efficient* estimator up to a “data oscillation term”. We propose an adaptive QM/MM algorithm for material defects, based on this new estimator. Aside from providing both upper and lower bounds the new estimator moves us closer to our goal of a fully adaptive QM/MM scheme without requiring any *a priori* input from the user.

As a proof of concept, we will restrict ourselves to the tight binding model as the quantum mechanical model and a prototypical QM/MM model [14], as well as geometry equilibration problems (statics) of a defect in a homogeneous simple lattice crystal.

**Outline.** In Section 2, we briefly describe the tight binding model, the variational formulation for the equilibration of crystalline defects, and the QM/MM coupling
methods that we consider. In Section 3, we construct the a posteriori error estimator based on a finite element approximation of the residual of the QM/MM solution and establish both lower and upper bounds of the approximation error. In Section 4.1, we describe the adaptive QM/MM algorithm in detail, including the adaptive algorithm to control the approximation error of the approximate estimator. In Section 4, we present several numerical examples of point defects and an edge dislocation by our adaptive algorithm. In Section 6 we provide a summary and outlook.

Notation. We use the symbol \( \langle \cdot, \cdot \rangle \) to denote an abstract duality pair between a Banach space and its dual space. The symbol \( |\cdot| \) normally denotes the Euclidean or Frobenius norm, while \( \|\cdot\| \) denotes an operator norm. For second order tensors \( A \) and \( B \), we denote \( A : B = \sum_{i,j} A_{ij}B_{ij} \) and \( A \otimes B \) the standard kronecker product. For the sake of brevity, we will denote \( A\{a\} \) by \( A\setminus a \), and \( \{b - a \mid b \in A\} \) by \( A - a \). For functional \( E \in C^2(X) \), the first and second variations are denoted by \( \langle \delta E(u), v \rangle \) and \( \langle \delta^2 E(u) v, w \rangle \) for \( u, v, w \in X \), respectively. For a finite set \( A \), we will use \#A to denote the cardinality of \( A \). The closed ball with radius \( r \) and center \( x \) is denoted by \( B_r(x) \). The symbol \( C \) (or \( c \)) denotes generic positive constant that may change from one line of an estimate to the next. When estimating rates of decay or convergence, \( C \) will always remain independent of approximation parameters such as the system size, the configuration of the lattice and the test functions. The dependence of \( C \) will be clear from the context or stated explicitly. To further simplify notation we will often write \( \lesssim \) to mean \( \leq C \) as well as \( \sim \) to mean both \( \lesssim \) and \( \gtrsim \). We use the standard definitions and notations \( L^p, W^{k,p}, H^k \) for Lebesgue and Sobolev spaces. In addition we define the homogeneous Sobolev spaces \( H^k(\Omega) := \{ f \in H^k_{\text{loc}}(\Omega) \mid \nabla^k f \in L^2(\Omega) \} \).
2. QM/MM Coupling for Crystalline Defects

2.1. The tight binding model. Consider a many-particle system consisting of \( N \) atoms. Let \( d \in \{2, 3\} \) be the space dimension and \( \Pi \subset \mathbb{R}^d \) be an index set (or a reference configuration), with \( \#\Pi = N \). An atomic configuration is a map \( y : \Pi \to \mathbb{R}^d \) satisfying

\[
|y(\ell) - y(k)| \geq m|\ell - k| \quad \forall \, \ell, k \in \Pi
\]  

(2.1)

with accumulation parameter \( m > 0 \). We will use \( r_{\ell k} := |y(\ell) - y(k)| \) for brevity of notation.

For the sake of notational simplicity we restrict the presentation to orthogonal two-centre tight binding models [23, 39], with a single orbital per atom. All results and algorithms can be extended directly to general linear and some nonlinear (self-consistent) tight binding models, using the techniques described in [13, §2 and Appendix A] and in [45].

Our model is formulated in terms of a discrete Hamiltonian with the matrix elements

\[
\begin{cases}
  h_{\text{ons}} \left( \sum_{j \neq \ell} g(|y(\ell) - y(j)|) \right), & \text{if } \ell = k, \\
  h_{\text{hop}} (|y(\ell) - y(k)|), & \text{if } \ell \neq k,
\end{cases}
\]

(2.2)

in which \( h_{\text{ons}} \in C^n([0, \infty)) \) is the on-site term, \( g \in C^n([0, \infty)) \) represents the charge density with \( g(r) = 0 \) \( \forall r \in [R_{\text{cut}}, \infty) \) where \( R_{\text{cut}} > 0 \) stands for the cutoff radius, and \( h_{\text{hop}} \in C^n([0, \infty)) \) is the hopping term with \( h_{\text{hop}}(r) = 0 \) \( \forall r \in [R_{\text{cut}}, \infty) \). We assume throughout that \( n \geq 4 \).

Let \( \psi_s, \varepsilon_s, s = 1, 2, \ldots, N \), be the solutions of the eigenvalue problem \( \mathcal{H}(y)\psi_s = \varepsilon_s \psi_s, \|\psi_s\| = 1 \), then we define the band energy to be

\[
E_{\Pi}(y) = \sum_{s=1}^{N} f(\varepsilon_s)\varepsilon_s,
\]

(2.3)

where \( f(\varepsilon) = (1 + e^{\beta(\varepsilon - \mu)})^{-1} \) is the Fermi-Dirac distribution function for the energy states of a particle system obeying the Pauli exclusion principle. The inverse Fermi-temperature, \( \beta \), and the chemical potential, \( \mu \), are fixed throughout (see [11] for a rigorous justification of this choice).

The starting point for the QM/MM we discuss below is a spatial partition of the energy [19],

\[
E_{\Pi}(y) = \sum_{\ell \in \Pi} E_{\ell}^{\Pi}(y) \quad \text{with} \quad E_{\ell}^{\Pi}(y) := \sum_{s} f(\varepsilon_s)\varepsilon_s |[\psi_s]|^2,
\]

(2.4)

which formally defines a site energy \( E_{\ell}^{\Pi}(y) \) and provides a connection between the tight-binding model and classical interatomic potentials (molecular mechanics). To make this connection quantitative we now review the regularity and locality results for \( E_{\ell}^{\Pi} \) from [13]: Suppose \( \Lambda \) is a countable index set or reference configuration and \( \Pi \subset \Lambda \) is a finite subset. We denote by \( E_{\Pi}^{\ell} \) the site energy with respect to the subsystem \( \Pi \subset \Lambda \). For a continuous domain \( A \subset \mathbb{R}^d \), we use the short-hand
$E_t^\Lambda := E_t^{\Lambda \cap \Lambda}$. The following lemma from [13, Theorem 3.1 (i)] implies the existence of the thermodynamic limit of $E_t^\Pi$ as $\Pi \uparrow \Lambda$ and guarantees that $E_t^\Pi$ defined in (2.4) can be taken as a proper (approximate) site energy.

**Lemma 2.1.** If $y : \Lambda \to \mathbb{R}^d$ is a configuration satisfying (2.1), then,

(i) (regularity and locality of the site energy) $E_t^\Pi(y)$ possesses $j$-th order partial derivatives with $1 \leq j \leq n - 1$, and there exist positive constants $C_j$ and $\eta_j$ such that

$$\left| \frac{\partial^j E_t^\Pi(y)}{\partial [y(m_1)]_{i_1} \cdots \partial [y(m_j)]_{i_j}} \right| \leq C_j e^{-\eta_j \sum_{i=1}^j |y(\ell) - y(m_i)|}$$

with $m_k \in \Pi$ and $1 \leq i_k \leq d$ for any $1 \leq k \leq j$;

(ii) (thermodynamic limit) $E_t(y) := \lim_{R \to \infty} E_t^{B_R(y)}(y)$ exists and satisfies (i).

### 2.2. Variational model for crystalline defects

A rigorous framework for geometry equilibration of crystalline defects was developed in [12, 18], which formulates the equilibrium of crystal defects as a variational problem in a discrete energy space and establishes qualitatively sharp far-field decay estimates for the corresponding equilibrium configuration. This framework will be the backbone of our rigorous *a posteriori* error analysis.

Given $d \in \{2, 3\}$, $A \in \mathbb{R}^{d \times d}$ non-singular, $\Lambda^{\text{hom}} := A\mathbb{Z}^d$ is the homogeneous reference lattice which represents a homogeneous crystal formed from identical atoms and possessing no defects. A reference lattice with a single defect in a localized defect core region is denoted by $\Lambda \subset \mathbb{R}^d$. We assume the defect is contained within a ball $B_{R_{\text{DEF}}}$, $R_{\text{DEF}} > 0$; that is, $\Lambda \setminus B_{R_{\text{DEF}}} = \Lambda^{\text{hom}} \setminus B_{R_{\text{DEF}}}$. The deformed configuration of the infinite lattice $\Lambda$ is a map $y : \Lambda \to \mathbb{R}^d$ which we decompose into

$$y(\ell) = x_0(\ell) + u_0(\ell) + u(\ell) = y_0(\ell) + u(\ell),$$

with $x_0 : \Lambda \to \mathbb{R}^d$, $x_0(\ell) = \ell$, $u_0 : \Lambda \to \mathbb{R}^d$ a predictor prescribing the far-field boundary condition, and $u : \Lambda \to \mathbb{R}^d$ the corrector. We require that the configuration $y_0(\ell)$ is “near equilibrium” far from the defect core. For point defects we achieve this by simply taking $u_0 = 0$. The derivation of $u_0$ for straight dislocations is reviewed in §A; see also [18] for further details.

For a subset $R \subset \Lambda - \ell$, we define $D_R u(\ell) := (D_{\rho}u(\ell))_{\rho \in R}$, $D_{\rho} u(\ell) := u(\ell + \rho) - u(\ell)$, and $Du(\ell) := D_{\Lambda - \ell} u(\ell)$. For $\gamma > 0$ we then define the (semi-)norms

$$|Du(\ell)|_\gamma := \left( \sum_{\rho \in \Lambda - \ell} e^{-2\gamma |\rho|} |D_{\rho} u(\ell)|^2 \right)^{1/2}$$

and

$$\|Du\|_{\ell_2} := \left( \sum_{\ell \in \Lambda} |Du(\ell)|_\gamma^2 \right)^{1/2}.$$

All (semi-)norms $\| \cdot \|_{\ell_2}, \gamma > 0$, are equivalent [35] (also [14, Appendix A]). We can therefore define the natural function space of finite-energy displacements,

$$\mathcal{W}^{1,2} := \{ u : \Lambda \to \mathbb{R}^d, \|Du\|_{\ell_2} < \infty \}.$$
For a displacement \( u \in \mathcal{U}^{1,2} \) with associated configuration \( y_0 + u \) satisfying the accumulation condition (2.1), we define the energy-difference functional

\[
\mathcal{E}(u) := \sum_{\ell \in \Lambda} \left( E_\ell(y_0 + u) - E_\ell(y_0) \right).
\] (2.7)

It was shown in [12, Theorem 2.7] (see also [18]) that, if \( \delta E(0) \in (\mathcal{U}^{1,2})^* \), then \( \mathcal{E} \) is well-defined on the space \( \text{Adm}_0 \) and in fact \( \mathcal{E} \in C^{n-1}(\text{Adm}_0) \), where

\[
\text{Adm}_m := \{ u \in \mathcal{U}^{1,2} : |(y_0(\ell)+u(\ell))-(y_0(m)+u(m))| > m|\ell-m| \quad \forall \ell, m \in \Lambda \}.
\]

Due to the decay imposed by the condition \( u \in \mathcal{U}^{1,2} \), any displacement \( u \in \text{Adm}_0 \) belongs to \( \text{Adm}_m \) with some constant \( m > 0 \) [13].

We can now rigorously formulate the equilibration problem, which serves as our benchmark application for the remainder of the paper,

\[
\bar{u} \in \arg \min \{ \mathcal{E}(u), u \in \text{Adm}_0 \},
\] (2.8)

where “arg min” is understood as the set of local minima. One can generalise this model to include more general equilibria, in particular saddle points [8], but for the sake of simplicity we will restrict ourselves to minima.

2.3. QM/MM Coupling. To construct computational models for the variational problem (2.8) we will restruct ourselves to the consistent energy-based QM/MM models of [14]. However, our a posteriori error estimates and adaptive algorithms are largely agnostic about the underlying approximation scheme and we expect that most of our analysis and algorithms apply directly or can be generalized to other QM/MM methods (including force-mixing methods [3, 14]) and entirely different classes of coarse-graining or multi-scale methods.

Domain decomposition: Closely following [14] (where further details can be found), the first step in constructing a QM/MM approximation is to decompose the reference configuration \( \Lambda \) into three disjoint sets, \( \Lambda = \Lambda^{\text{QM}} \cup \Lambda^{\text{MM}} \cup \Lambda^{\text{FF}} \), where \( \Lambda^{\text{QM}} \) denotes the QM region containing the defect core, \( \Lambda^{\text{MM}} \) denotes the MM region...
and $\Lambda_{\text{FF}}$ denotes the far-field region where atom positions will be clamped to the far-field predictor $y_0$. This yields the approximate admissible set

$$\text{Adm}^H_0 := \text{Adm}_0 \cap \mathcal{U}^H \quad \text{with} \quad \mathcal{U}^H := \{ u \in \mathcal{H}^{1.2} \mid u = 0 \text{ in } \Lambda_{\text{FF}} \}.$$  \hspace{1cm} (2.9)

In addition we specify a buffer region $\Lambda_{\text{BUF}} \subset \Lambda_{\text{MM}}$ surrounding $\Lambda_{\text{QM}}$ such that all atoms in $\Lambda_{\text{BUF}} \cup \Lambda_{\text{QM}}$ are involved in the evaluation of the site energies in $\Lambda_{\text{QM}}$ using the tight binding model. This decomposition is illustrated in Figure 1.

**Specification of the MM model:** In the MM region, we approximate the tight binding site energy $E_\ell$ by an MM site energy $E_{\text{MM}}^\ell$, which will be constructed such that it is cheap to evaluate, but provides an accurate representation of interatomic interaction at some distance from the defect core. These mild requirements motivate the use of a Taylor expansion $[14, \text{eq. (36)}]:$ First, we fix some MM cutoff radius $R_c$, to obtain a truncated QM site energy $E_{\ell}^{B_{R_c}^\ell}(y_0)$. Next, we prescribe an accuracy parameter $k \geq 2$, to obtain the MM site energy as the $k$-order Taylor expansion,

$$E_{\text{MM}}^\ell(y_0 + u) := \sum_{j=0}^k \frac{1}{j!} \delta^j E_{\ell}^{B_{R_c}^\ell}(y_0)[u, \ldots, u] \quad \text{j times}$$ \hspace{1cm} (2.10)

where $\delta^j E_{\ell}^\Pi(y_0)[u, \ldots, u]$ denotes the $j$-th order variations of $E_{\ell}^\Pi$. This construction is used throughout the numerical experiments in §4. Finally, we remark that for $|\ell| > R_{\text{DEF}} + R_c$ the lattice becomes homogeneous in the ball $B_{R_c}(\ell)$ and hence the Taylor-potential site-energies have the same coefficients, i.e., they are homogeneous as well.

The QM/MM hybrid model: The QM/MM hybrid energy functional approximating the QM energy difference functional $E$ is given by

$$E^H(u) = \sum_{\ell \in \Lambda_{\text{QM}}} \left( E_{\ell}^{\text{BUF}}(y_0 + u) - E_{\ell}^{\text{BUF}}(y_0) \right) + \sum_{\ell \in \Lambda_{\text{MM}} \cup \Lambda_{\text{FF}}} \left( E_{\ell}^{\text{MM}}(y_0 + u) - E_{\ell}^{\text{MM}}(y_0) \right),$$ \hspace{1cm} (2.11)

where the buffered QM site energy is given by $E_{\ell}^{\text{BUF}} := E_{\ell}^{\text{BUF} \cup \Lambda_{\text{QM}}}$. The fully discrete (computable) energy-based QM/MM scheme, as an approximation to (2.8), is now given by the finite dimensional minimization problem

$$\bar{u}^H \in \arg \min \{ E^H(u) \mid u \in \text{Adm}^H_0 \}. \hspace{1cm} (2.12)$$

**Remark 2.2.** We have chosen a QM/MM model that is consistent with the reference QM model in the following sense: If $\bar{u}$ is a strongly stable solution of (2.8), i.e., $\delta^2 \mathcal{E}(\bar{u})$ is positive in $\mathcal{H}^{1.2}$, then for sufficiently large QM and buffer regions there exist equilibria $\bar{u}^H$ solving (2.12), such that

$$\lim_{R_{\text{QM}}, R_{\text{BUF}} \to \infty} \| \bar{u}^H - \bar{u} \|_{\mathcal{H}^{1.2}} = 0.$$ \hspace{1cm} (2.13)
We refer to [14] for a precise statement and sharp convergence rates, but emphasize that the Taylor expansion construction of the MM site potential about the far-field lattice state is a key ingredient. Such a result not only gives confidence in our scheme, but for the purpose of the present paper it also allows us to relate a posteriori residual estimates to error estimates; cf. Proposition 3.1.

3. A Posteriori Error Estimates for QM/MM Coupling

In this section, we construct a negative-norm a posteriori error estimator for the QM/MM approximation $\bar{u}^H$, and show that the estimator provides both lower and upper bounds of the approximation error.

3.1. Lattice interpolants. For technical purposes, it will be convenient to interpret the lattice $\Lambda$ as the vertex set of a simplicial grid $T$, the canonical partition, as follows: first, we construct a regular (i.e., periodic) subdivision $T_{\text{hom}}$ with nodes $\Lambda_{\text{hom}}$ (the homogenous lattice); see e.g. [27, Fig. 1] for concrete constructions. We then assume that the canonical partition, $T$, coincides with $T_{\text{hom}}$ outside the defect core region; that is, we assume that $T \cap T_{\text{hom}} \subset \{ T \in T_{\text{hom}} : T \cap B_{R_{\text{DEF}}} = \emptyset \}$.

Let $\zeta_\ell(x) \in W^{1,\infty}(\mathbb{R}^d; \mathbb{R})$ be the $P_1$ nodal basis function associated with $T$, then we extend all lattice displacements $u: \Lambda \to \mathbb{R}^d$ to $\mathbb{R}^d$, via their nodal interpolants, $u(x) := \sum_{\ell \in \Lambda} u(\ell) \zeta_\ell(x)$. (3.1)

We then have the following norm-equivalence, for constants $c$ and $C$ depending on $\gamma$, [14]

$$c \|\nabla u\|_{L^2} \leq \|Du\|_{L^2} \leq C \|\nabla u\|_{L^2} \quad \forall \gamma > 0. \quad (3.2)$$

We prefer to use $\|\nabla u\|_{L^2}$ as a semi-norm for $W^{1,2}$, but employ $\|Du\|_{L^2}$ primarily when estimating interactions, where the parameter $\gamma$ then becomes a measure of the interaction decay. In the same spirit, we now define the corresponding dual norm to be

$$\|\delta E(u)\|_{(W^{1,2})^*} := \sup_{v \in W^{1,2} \setminus \{\text{constants}\}} \frac{\langle \delta E(u), v \rangle}{\|\nabla v\|_{L^2}}. \quad (3.3)$$

3.2. An abstract estimator. Under a suitable local stability condition, the residual $\delta E(\bar{u}^H)$ of a solution $\bar{u}^H \in W^H$ of (2.12) characterises its error (see, e.g., [10, Lemma 3.1]).

Proposition 3.1. Let $\bar{u}$ be a strongly stable solution of (2.8). If the QM/MM method is consistent, (2.13) then for $R_{\text{QM}}, R_{\text{BUF}}$ sufficiently large, there exists a QM/MM solution $\bar{u}^H$ to (2.12) and constants $c,C$ independent of the approximation parameters such that

$$c \|\bar{u} - \bar{u}^H\|_{W^{1,2}} \leq \|\delta E(\bar{u}^H)\|_{(W^{1,2})^*} \leq C \|\bar{u} - \bar{u}^H\|_{W^{1,2}}. \quad (3.4)$$
In light of this result we can focus entirely on the residual $\delta E(\bar{u}^H)$, which we express it in terms of the residual forces, implicitly defined by

$$\langle \delta E(\bar{u}^H), v \rangle = \sum_{\ell \in \Lambda} f_\ell(\bar{u}^H) \cdot v(\ell). \quad (3.5)$$

Although the forces $f_\ell$ are not computable in practise, we will for now retain an idealised setting and assume we do have access to them.

To proceed, we define the rescaled nodal interpolant

$$\hat{f}(\bar{u}^H)(x) := \sum_{\ell \in \Lambda} c_\ell f_\ell(\bar{u}^H) \zeta_\ell(x), \quad \text{where} \quad c_\ell := \frac{1}{\int_{\mathbb{R}^d} \zeta_\ell(x) \, dx}; \quad (3.6)$$

a continuum field $\hat{f} \in L^2(\mathbb{R}^d; \mathbb{R}^d)$ [35] representing the residual $\delta E(\bar{u}^H)$. The rescaling through $c_\ell$ accounts for the fact that near defects the atoms are not arranged in a lattice and one needs to correct the “volume” assigned to them (see the proof of Lemma 3.2). This allows us to obtain upper and lower bounds on $\|\delta E(\bar{u}^H)\|_{(\mathcal{V}^{1,2})^*}$ in terms of the solution of a whole-space Poisson problem, which provides the starting point for the construction of our estimator.

Lemma 3.2. Up to a constant shift, there exists a unique $\phi \in \dot{H}^1(\mathbb{R}^d)$ such that

$$\int \nabla \phi \cdot \nabla v \, dx = \int \hat{f} v \, dx \quad \forall v \in H^1(\mathbb{R}^d). \quad (3.7)$$

Moreover, there exist constants $c_1, C_1$ such that

$$c_1 \|\delta E(\bar{u}^H)\|_{(\mathcal{V}^{1,2})^*} \leq \|\nabla \phi\|_{L^2(\mathbb{R}^d)} \leq C_1 \|\delta E(\bar{u}^H)\|_{(\mathcal{V}^{1,2})^*}. \quad (3.8)$$

Sketch of the proof. Let $\phi \in \dot{H}^1(\mathbb{R}^d)$ and $\phi_a \in \mathcal{V}^{1,2}$ be the solutions of (3.7). Testing, respectively, with $v \in \dot{H}^1(\mathbb{R}^d)$ and $v \in \mathcal{V}^{1,2}$, and employing Galerkin orthogonality it is straightforward to show that

$$\|\nabla \phi_a\|_{L^2} \leq \|\nabla \phi\|_{L^2} \leq \|\nabla \phi_a\|_{L^2} + \|\nabla \phi - \nabla \phi_a\|_{L^2} \leq \|\nabla \phi_a\|_{L^2} + \|\hat{f}\|_{L^2},$$

where the last inequality follows from standard elliptic regularity and finite element error estimates. Due to the discreteness of $\phi_a$ and $\hat{f}$ we can then use suitable inverse estimates to establish bounds between $\|f\|_{L^2}$, $\phi_a$ and $\|f\|_{(\mathcal{V}^{1,2})^*} = \|\delta E(\bar{u}^H)\|_{(\mathcal{V}^{1,2})^*}$, which complete the proof. The details are given in Appendix A.2. \hfill $\square$

The potential $\phi$ is a Riesz representation of the residual $\delta E(\bar{u}^H)$, which is related to the stress error employed in [36, 48], e.g., for constructing similar a posteriori estimators for A/C coupling schemes. We discuss this connection in more detail in § 5.3.
3.3. Finite element Poisson solver. The idealised estimator \( \| \nabla \phi \|_{L^2} \), derived in Lemma 3.2, provides both upper and lower bounds for the residual, however, it cannot be computed because (i) the equation (3.7) cannot be solved explicitly; and (ii) the source term \( \hat{f}(\bar{u}^H) \) cannot be evaluated. To overcome this, we now discretise the Poisson problem (3.7) and its source term: we truncate the infinite computational domain for \( \phi \) to a finite domain \( \Omega \); we approximate \( \hat{f}(\bar{u}^H) \) with a coarse finite element interpolant which will require evaluating \( f_\ell \) at few sites; and we discretise the Poisson problem with a finite element method.

To make this concrete, let \( \Omega \) be a convex polygon or polyhedron in \( \mathbb{R}^d \) with boundary \( \Gamma = \partial \Omega \), chosen such that \( \Lambda_{QM}, \Lambda_{MM} \subset \Omega \). Next, let \( \mathcal{T}^a \) be the restriction of \( \mathcal{T} \) to the QM and buffer region, i.e. the collection of triangles whose sites belong to \( \Lambda_{QM} \Lambda_{BUF} \). We then extend \( \mathcal{T}^a \) with a coarse partition \( \mathcal{T}^c \), which we require to be a shape-regular simplicial partition of the region \( \Omega \setminus \cup \mathcal{T}^a \) whose nodes belong to \( \Lambda \). We denote the combined triangulation by \( \mathcal{T}^0 := \mathcal{T}^a \cup \mathcal{T}^c \) and its set of nodes by \( \mathcal{N}^0 \). For efficiency we aim to have \( \#\mathcal{N}^0 \ll \#(\Lambda \cap \Omega) \). Figure 2 provides an illustration of the triangulation \( \mathcal{T}^0 \).

Our next step is to replace the lattice interpolant \( \hat{f} \) with an interpolant on the mesh \( \mathcal{T}^0 \). Interpolating \( \hat{f} \) directly is not feasibly since \( f_\ell \) is not computable. To overcome this we use the fact that the dependence of the force \( f_\ell(\bar{u}^H) \) on the environment decays exponentially fast; cf. Lemma 2.1. Hence, we can approximate each residual force \( f_\ell(\bar{u}^H) \) in a finite size patch \( B_{R_c}(\ell) \), i.e.,

\[
\hat{f}_\ell(\bar{u}^H) := \frac{\partial E^{B_{R_c}(\ell)}(u)}{\partial u(\ell)} \bigg|_{u=\bar{u}^H},
\]

committing an error that is exponentially small in \( R_c \). In practice, we choose \( R_c = 8r_0 \), where \( r_0 \) is interatomic spacing, a reliable value that was numerically found in [10].
Thus, we can now define the approximate residual
\[ \hat{f}_{T^0}(\bar{u}^H)(x) := \sum_{\ell \in \mathcal{N}^0} \hat{f}_\ell(\bar{u}^H)(\ell)(x) + C_{\hat{f}_{T^0}}, \tag{3.10} \]
where \( C_{\hat{f}_{T^0}} \) is chosen such that \( \int_{\Omega} \hat{f}_{T^0}(\bar{u}^H)(x) \, dx = 0 \) and \( \zeta^c_\ell \in W^{1,\infty}(\mathbb{R}^d; \mathbb{R}) \) is a nodal basis function satisfying \( \zeta^c_\ell(\ell) = 1 \) and \( \zeta^c_\ell(\ell') = 0 \) for all \( \ell' \notin \mathcal{N}^0 \setminus \{\ell\} \). We note that \( \zeta^c_\ell \) is chosen as the standard piecewise affine basis functions over \( T^0 \), \( \hat{f}_{T^0}(\bar{u}^H)(\ell) = \hat{f}_\ell(\bar{u}^H)(\ell) + C_{\hat{f}_{T^0}} \) for \( \ell \in \mathcal{N}^0 \) and \( \hat{f}_{T^0}(\bar{u}^H)(x) = 0 \) for \( x \in \mathbb{R}^d \setminus \Omega \).

Given \( T^0 \) and \( \hat{f}_{T^0} \), we then generate a refined triangulation \( T^h \) of \( \Omega \) by some adaptive refinement algorithm, which will be described in Section 4.1. We denote the nodes of \( T^h \) by \( N^h \), and define the refined finite element space \( U^h := \{ u^h \in P_1(T^h) : u^h = 0 \text{ on } \Gamma \} \).

We can now obtain an approximation to the idealised estimator \( \phi \) by solving for \( \phi^h \in U^h \) such that
\[ \int_{\Omega} \nabla \phi^h(\bar{u}^H) \cdot \nabla v^h \, dx = \int_{\Omega} \hat{f}_{T^0}(\bar{u}^H) \cdot v^h \, dx \quad \forall v^h \in U^h. \tag{3.11} \]

### 3.4. A posteriori error estimate for the Poisson problem.

To estimate the approximation error introduced by this discretization we particularly need to account for the truncation of the domain. We assume for the sake of technical convenience, that there exists a radius \( R_\Omega \) such that \( B_{R_\Omega} \subset \Omega \subset B_{2R_\Omega} \); that is, \( \Omega \) is approximately a ball. This allows us to define a simple truncation operator, following [18], \( T_{R_\Omega} : H^1(\mathbb{R}^d) \to H^1_0(\Omega) \),
\[ T_{R_\Omega} v(x) := \eta(x)(v(x) - a_{R_\Omega}), \quad a_{R_\Omega} = \int_{B_{R_\Omega} \setminus B_{R_\Omega}/2} v(x) \, dx \tag{3.12} \]
where \( \eta \) is a \( C^1 \) cut-off function; \( \eta = 1 \) in \( B_{R_\Omega}/2 \), \( \eta = 0 \) in \( B_{R_\Omega}^c \) and \( |\nabla \eta| \lesssim R_\Omega^{-1} \). Following [18], for \( v_{R_\Omega} = T_{R_\Omega} v \) and \( a_{R_\Omega} \) defined by (3.12) we readily obtain the estimates
\[ \| v - v_{R_\Omega} - a_{R_\Omega} \|_{L^2(\Omega)} \lesssim R_\Omega \| \nabla v - \nabla v_{R_\Omega} \|_{L^2(\Omega \setminus B_{R_\Omega})}, \quad \text{and} \tag{3.13} \]
\[ \| \nabla v - \nabla v_{R_\Omega} \|_{L^2(\Omega)} \lesssim \| \nabla v \|_{L^2(\Omega \setminus B_{R_\Omega}/2)}. \tag{3.14} \]

Applying this truncation operator in a suitable way and combining it with classical residual-based a posteriori error estimates [5] we obtain the following a posteriori error estimate for \( \phi^h \).
Lemma 3.3. Let $\phi$, $\phi_h$ be, respectively, given by (3.7) and (3.11), then

$$
\| \nabla \phi - \nabla \phi_h \|_{L^2} \leq \| \hat{f} - \hat{f}_{T^0} \|_{(H^1)^*} + CR_\Omega \| \hat{f}_{T^0} \|_{L^2(\Omega \setminus B_{R_G/2})} + C \| \nabla \phi_h \|_{L^2(\Omega \setminus B_{R_G/2})} 
+ C \left( \sum_{T \in T^h} h_T^2 \| \Delta \phi_h + \hat{f}_{T^0} \|_{L^2(T)}^2 + \sum_{e \in \Gamma^h} h_e \left\| \left[ \frac{\partial \phi_h}{\partial n} \right] \right\|_{L^2(e)}^2 \right)^{1/2},
$$

(3.15)

where $\Gamma^h$ contains the edges of the elements $T \in T^h$ which lie in the interior of $\Omega$, $h_T$ denotes the diameter of $T$ and $h_e$ is the length of the edge $e$.

The a posteriori error estimate (3.15) should be grouped into three components:

1. The “data oscillation” $\| \hat{f} - \hat{f}_{T^0} \|_{(H^1)^*}$ arises due to the approximate evaluation and interpolation of the residual force. We claim that this term can be neglected in practise, and will give a detailed justification for this in Section 5.1.

2. The group $CR_\Omega \| \hat{f}_{T^0} \|_{L^2(\Omega \setminus B_{R_G/2})} + C \| \nabla \phi_h \|_{L^2(\Omega \setminus B_{R_G/2})}$ gives an estimate for the error due to truncating the computational domain. The first of the two terms will be analyzed together with the data oscillation term in 5.1. Although the second term could simply be absorbed into the QM/MM a posteriori error estimate (3.21), we will still retain it to control the size of the computational domain $\Omega$ for $\phi_h$.

3. The remaining group is the standard residual-based a posteriori error estimator on a finite domain, measuring how accurately $\phi_h$ solves the poisson problem. We explain in Appendix 5.2 why we expect that it can also be absorbed into $\| \nabla \phi_h \|_{L^2}$, however, we also find in numerical experiments that a well-resolved estimator $\phi_h$ provides significantly better estimates on the QM/MM model error, hence we keep the present form in our adaptive algorithm.

Proof of Lemma 3.3. By (3.7), for $v \in \dot{H}^1$, we have

$$
\| \nabla \phi - \nabla \phi_h \|_{L^2} = \sup_{\| v \|_{L^2} = 1} \int_{\mathbb{R}^d} \left( \nabla \phi \cdot \nabla v - \nabla \phi_h \cdot \nabla v \right) dx = \sup_{\| v \|_{L^2} = 1} \int_{\mathbb{R}^d} \left( \hat{f} \cdot v - \nabla \phi_h \cdot \nabla v \right) dx.
$$

Let $\hat{f}_{T^0}$ be given by (3.10) and $v_R := T_{R_G}v$ be given by (3.12), then we split the residual into four groups,

$$
\int_{\mathbb{R}^d} \left( \hat{f} \cdot v - \nabla \phi_h \cdot \nabla v \right) dx = \int_{\mathbb{R}^d} \left( \hat{f} - \hat{f}_{T^0} \right) \cdot v dx + \int_{\mathbb{R}^d} \hat{f}_{T^0} \cdot (v - v_R) dx 
+ \int_{\mathbb{R}^d} \left( \hat{f}_{T^0} \cdot v_R - \nabla \phi_h \cdot \nabla v_R \right) dx - \int_{\mathbb{R}^d} \nabla \phi_h \cdot (\nabla v - \nabla v_R) dx.
$$

= : T_1 + T_2 + T_3 + T_4.

(3.16)
The term $T_1$ is simply estimated by

$$T_1 = \int_{\mathbb{R}^d} (\hat{f} - \hat{f}_{T^0}) \cdot v \; dx \leq \|\hat{f} - \hat{f}_{T^0}\|_{(H^1)^*} \|\nabla v\|_{L^2}. \quad (3.17)$$

As for the term $T_2$, we have

$$T_2 = \int_{\mathbb{R}^d} \hat{f}_{T^0} \cdot (v - v_R) \; dx$$

$$= \int_{\mathbb{R}^d} \hat{f}_{T^0} \cdot (v - v_R - a_R) \; dx + \int_{\mathbb{R}^d} \hat{f}_{T^0} \cdot a_R \; dx$$

$$\leq C R_\Omega \|\hat{f}_{T^0}\|_{L^2(\Omega \setminus B_{R_\Omega/2})} \|\nabla v\|_{L^2}. \quad (3.18)$$

where the last inequality follows from (3.13) and the fact that $\int_\Omega \hat{f}_{T^0} \; dx = 0$, $B_{R_\Omega/2}$ is a ball that containing the region where $v = v_R$.

Next, since $v_R \in \dot{H}^0_0(\Omega)$, $\hat{f}_{T^0} = \phi_h = 0$ in $\mathbb{R}^d \setminus \Omega$ and (3.13), $\|\nabla v_{R}\|_{L^2(\Omega)} \leq \|\nabla v\|_{L^2(\Omega)}$, we can estimate $T_3$ by the standard arguments of residual-based a posteriori error analysis (e.g., following [5, Theorem 8.1, § III.8]) to obtain

$$T_3 \leq C \left\{ \sum_{T \in \mathcal{T}_h} h_T^2 \|\Delta \phi_h + \hat{f}_{T^0}\|^2_{L^2(T)} + \sum_{e \in \Gamma_h} h_e \left\| \frac{\partial \phi_h}{\partial n} \right\|^2_{L^2(e)} \right\}^{1/2} \|\nabla v\|_{L^2}. \quad (3.19)$$

Finally, applying (3.14) to $T_4$, and using the fact that $\nabla v = \nabla v_R$ in $B_{R_\Omega/2}$ we have

$$T_4 = \int_{\mathbb{R}^d} \nabla \phi_h \cdot (\nabla v - \nabla v_R) \; dx \leq C \|\nabla \phi_h\|_{L^2(\Omega \setminus B_{R_\Omega/2})} \|\nabla v\|_{L^2}. \quad (3.20)$$

Combining (3.17), (3.18), (3.19) and (3.20), we obtain the stated result. \hfill \Box

3.5. QM/MM a posteriori error estimate. We are now in the position to define the approximate error estimator of a solution $\bar{u}_H$ of the QM/MM scheme (2.12), by

$$\eta_h(\bar{u}_H) := \|\nabla \phi_h(\bar{u}_H)\|_{L^2(\Omega)}, \quad (3.21)$$

where $\phi_h(\bar{u}_H)$ is the solution to (3.11). The quality of the estimator $\phi_h$ is characterized, in Lemma 3.3, by

$$\rho_h^2(\bar{u}_H) := \sum_{T \in \mathcal{T}_h} h_T^2 \|\Delta \phi_h + \hat{f}_{T^0}\|^2_{L^2(T)} + \sum_{e \in \Gamma_h} h_e \left\| \frac{\partial \phi_h}{\partial n} \right\|^2_{L^2(e)}$$

$$+ R_\Omega^2 \|\hat{f}_{T^0}\|^2_{L^2(\Omega \setminus B_{R_\Omega/2})} + \|\nabla \phi_h\|^2_{L^2(\Omega \setminus B_{R_\Omega/2})}. \quad (3.22)$$

We summarize the results of the foregoing sections in the following main theorem, demonstrating the equivalence of the idealised residual estimate $\|\delta E(\bar{u}_H)\|_{(\mathcal{X}^1)^*}$. 
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and the approximate estimator \( \eta_h(\bar{u}^H) \). The equivalence constants are determined by an oscillation factor,

\[
F_{osc} := \frac{\| \hat{f} - \hat{f} T^0 \|_{(H^1)^*}}{\| \hat{f} \|_{(H^1)^*}},
\]

set to \( F_{osc} = 0 \) if \( \| \hat{f} \|_{(H^1)^*} = 0 \), which determines how well \( \hat{f} T^0 \) approximates the true residual.

**Theorem 3.4.** There exists constants \( c, C \) such that

\[
c(1 + F_{osc})^{-1} \eta_h(\bar{u}^H) \leq \| \delta \mathcal{E}(\bar{u}^H) \|_{(W^{1,2})^*} \leq C \left( (1 + F_{osc}) \eta_h(\bar{u}^H) + \rho_h(\bar{u}^H) \right),
\]

(3.23)

**Proof.** From Lemma 3.2, we already know that \( \| \delta \mathcal{E}(\bar{u}^H) \|_{(W^{1,2})^*} \equiv \| \nabla \phi \|_{L^2} \). Moreover, we recall that \( \| \nabla \phi \|_{L^2} = \| \hat{f} \|_{(H^1)^*} \). Since \( \phi \) and \( \phi_h \) are the solutions of (3.7) and (3.11), respectively, we use Galerkin orthogonality to write

\[
\| \nabla \phi \|_{L^2}^2 = \| \nabla \phi_h \|_{L^2}^2 + 2\langle \nabla \phi - \nabla \phi_h, \nabla \phi_h \rangle + 2\langle \hat{f} - \hat{f} T^0, \phi_h \rangle,
\]

(3.24)

Rearranging and applying Lemma 3.3 we deduce

\[
\frac{3}{4} \| \nabla \phi \|_{L^2}^2 \leq \left( 1 + F_{osc}^2 \right) \eta_h^2 + C \rho_h^2.
\]

(3.25)

This establishes the upper bound.

To obtain an lower bound we can use an analogous argument. Starting again from (3.24) we have

\[
\| \nabla \phi_h \|_{L^2}^2 \leq \| \nabla \phi \|_{L^2}^2 + \| \nabla \phi - \nabla \phi_h \|_{L^2}^2 + 2F_{osc} \| \nabla \phi \|_{L^2} \| \nabla \phi_h \|_{L^2}
\]

\[
\leq (1 + F_{osc}^2) \| \nabla \phi_h \|_{L^2}^2 + \| \nabla \phi - \nabla \phi_h \|_{L^2}^2 + \frac{1}{4} \| \nabla \phi \|_{L^2}^2,
\]

which can be rearranged to yield

\[
(1 + F_{osc}^2)^{-1} \eta_h^2 \leq \frac{1}{4} \| \nabla \phi \|_{L^2}^2.
\]

(3.26)

Noting that \( 1 + F_{osc}^2 \equiv (1 + F_{osc})^2 \), and combining (3.25), (3.26) and Lemma 3.2 we obtain the stated result.
4. Implementation and Numerical Tests

We now describe an adaptive QM/MM algorithm leveraging the model error estimator $\eta_h(\bar{u}^H)$, and present numerical examples for point defects and an edge dislocation.

4.1. Adaptive Algorithms. We propose a two-layer adaptive strategy, consisting of an outer Algorithm 1 driving the QM/MM model selection and an inner Algorithm 2 to compute the estimator $\phi_h$. Both algorithms follow the established SOLVE-ESTIMATE-MARK-REFINE loop [16]. To choose where to refine the model we split the estimator $\eta_h$ into local contributions,

$$\eta_{h,T} := \| \nabla \phi_h(\bar{u}^H) \|_{L^2(T)} \quad \forall T \in T^h,$$  (4.1)

such that $\sum_{T \in T^h} \eta_{h,T}^2 = \eta_h^2(\bar{u}^H)$. We begin by describing the outer algorithm, following by a detailed discussion of the individual steps.

Algorithm 1 Adaptive QM/MM algorithm

1: repeat
2: Solve: Solve (2.12) to obtain $\bar{u}^H$.
3: Estimate: Apply Algorithm 2 to compute $\eta_h(\bar{u}^H)$ and $\eta_{h,T}$ (cf. (3.21), (4.1)).
4: Mark: Use Dörfler strategy with $\tau_D$ to mark elements for refinement.
5: Refine: Construct new $\Lambda^{QM}$ and $\Lambda^{MM}$ regions.
6: until $\eta_h(\bar{u}^H) < \eta_{tol}$

The Solve step requires no further comments, while the Estimate step is the subject of Algorithm 2 below. We therefore discuss the Mark and Refine steps first:

Mark. We employ Dörfler’s strategy [16], which is a widely used marking strategy to ensure error reduction. Given $0 < \tau_D < 1$, we construct the minimal set $M_t \subset \Lambda$ such that the following Dörfler properties are satisfied: $\sum_{T \in M_t} \eta_{h,T} \geq \tau_D \sum_{T \in T^h} \eta_{h,T}$ and mark all the sites in $M_t$. The default parameter $\tau_D = 0.3$ is used in all experiments reported below.

Refine. Once we have marked elements for refinement, we must construct a “refined” QM/MM partitioning. We present a simple strategy that has worked well in all our tests, but has restrictions that we discuss in detail in the Conclusion. We divide the marked elements into two subsets $M_{QM}$ and $M_{MM}$. The set $M_{QM}$ contains those elements connected with the QM/MM interface by a path whose elements all belong to $M_{QM}$. The remaining elements belong to $M_{MM}$. We define $\text{dist} : \Lambda \rightarrow \mathbb{R}$ to be the function mapping the atoms to their distances to the defect core $B_{R_{\text{DEF}}}$, and let the new QM region has a radius $R_{QM} = \max_{\ell \in M_{QM} \cap \Lambda} \text{dist}(\ell)$. See Figure 4(b) for an illustration. If $M_{MM} \neq \emptyset$, ...
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then we analogously enlarge the MM region to absorb elements of $M_{\text{MM}}$ into the MM region.

**Estimate:** Finally we turn towards the details of the *Estimate* step. As indicated by Lemma 3.3 we construct an estimator $\eta_h$ controlling its accuracy using an adaptive finite element method; specifically we prescribe a relative tolerance $\tau_{\text{est}} > 0$ and require as a termination criterion that

$$\rho_h \leq \tau_{\text{est}} \| \nabla \phi_h \|_{L^2}.$$ 

To drive the mesh refinement we define the truncation error indicator,

$$\rho_{h,\Omega} := R_{\Omega} \| \hat{f}_{T^0}(\bar{u}^H) \|_{L^2(\Omega \setminus B_{R_{\Omega}/2})} + \| \nabla \phi_h \|_{L^2(\Omega \setminus B_{R_{\Omega}/2})},$$

(4.2)

which controls adaption of the computational domain $\Omega$, and the local residual indicator,

$$\rho_{h,T} := \left[ h_T^2 \| \Delta \phi_h(\bar{u}^H) + \hat{f}_{T^0}(\bar{u}^H) \|_{L^2(T)}^2 + \frac{1}{2} \sum_{e \in \partial T} h_e \left\| \left( \frac{\partial \phi_h(\bar{u}^H)}{\partial n} \right) \right\|_{L^2(e)}^2 \right]^{\frac{1}{2}}, \quad \forall T \in T^k,$$

(4.3)

where $T^k$ denotes the triangulation of the $k$-th loop of the following algorithm, and the initial configuration $T^0$ is introduced in Section 3.3. This leads to the following adaptive finite element algorithm, which completes the specification of our adaptive QM/MM scheme.

---

**Algorithm 2** Adaptive algorithm for the estimator $\eta_h(\bar{u}^H)$

Prescribe $\bar{u}^H$, $\Omega$, $T^0$, $k = 0$, $\tau_{\text{est}}$, refinement parameter $\tau_D$

1: Compute $\hat{f}_{T^0}(\bar{u}^H)$ according to (3.10).
2: repeat
3: Solve: Solve (3.11) on $T^k$ for $\phi_h(\bar{u}^H)$ and compute $\eta_h(\bar{u}^H) = \| \nabla \phi_h(\bar{u}^H) \|_{L^2(\Omega)}$.
4: Estimate: Compute $\rho_{h,\Omega}$ and $\rho_{h,T}$ from (4.2) and (4.3).
5: Compute $\rho_{h,T} = \sum_T \rho_{h,T}$ and $\rho_h = \rho_{h,T} + \rho_{h,\Omega}$.
6: if $\rho_{h,T} \leq \rho_{h,\Omega}$ then
7: Increase $R_{\Omega}$ to $(1 + \theta)R_{\Omega}$, expand $T^0$ by constructing mesh for the incremental domain; let $\hat{f}_{T^0}(\bar{u}^H)(\ell) = 0$ for $\ell$ belonging to the incremental mesh.
8: end if
9: Mark: Use Dörfler strategy with parameter $\tau_D$ to mark elements for refinement.
10: Refine: Bisect the selected elements to generate a new mesh $T^{k+1}$.
11: Set $k \leftarrow k + 1$.
12: until $\rho_h < \tau_{\text{est}} \eta_h$.
According to [18, Theorem 2], the truncation error \( \rho_{h,\Omega}(R) \) is approximately \( CR^{-d/2} \). If we increase \( R \) to \( (1 + \theta)R \),

\[
\rho_{h,\Omega}((1 + \theta)R) \simeq \frac{C((1 + \theta)R)^{-d/2}}{CR^{-d/2}} CR^{-d/2} = (1 + \theta)^{-d/2} \rho_{h,\Omega}(R).
\]

We can take \( \theta = \Theta^{-d/2} - 1 \) in order to reduce \( \rho_{h,\Omega}(R) \) to \( \Theta \rho_{h,\Omega}(R) \) for \( 0 < \Theta < 1 \).

4.2. Test problems. Our numerical tests will be performed with a tight-binding toy model that retains the qualitative properties of more realistic tight-binding models, but enables rapid experimenting on large computational domains with limited resources. The Hamiltonian is given by (2.2), with the onsite term is \( h_{\text{ons}} = 0 \), and the hopping term given by the Morse potential [30] (scaled to have a minima at \( r = 1 \)),

\[
h_{\text{hop}}(r) = e^{-2\alpha(r-1)} - 2e^{-\alpha(r-1)},
\]

with \( \alpha = 2.0 \), which is the same model as was used in the numerical results in [14, 10].

We consider three prototypical examples of localised defects; their core geometries are visualised in Figure 4.2:

- **Point defect**: (Fig. 3(a)) a single vacancy located at the origin; defined by \( \Lambda := \Lambda_{\text{hom}} \setminus \{0\} \);
- **Micro-crack**: a row of five adjacent vacancies; while this is not technically a “crack”, it serves as an example of a localised defect with an anisotropic shape;
- **Edge-dislocation**: a straight edge dislocation with dislocation line orthogonal to the plane (see § A.1); this is a paradigm example of a topological defect with long-range elastic field.

4.3. Adaptive algorithm study. In this section, we perform a detailed study of the behaviour of our adaptive algorithm for the point defect case. Analogous studies for the other two cases obtain very similar results; see Appendix A.4. Applying our adaptive algorithm to the QM/MM coupling method for the point defect results in the QM/MM decomposition given in Figure 4(a).
Algorithm 1, Mark and Refine steps: Figure 4(b) visualises a prototypical Mark step in Algorithm 1, highlighting the marked elements. We observe that only element close to the QM/MM interface and close to the MM/far-field interface are marked for refinement (i.e., model refinement or domain enlargement). The marked elements close to the QM/MM interface (top-right) belong to $\mathcal{M}_{QM}$, while the remaining elements close to the MM/FF interface belong to $\mathcal{M}_{MM}$. The Refine step sets updates $R_{QM} = \max_{\ell \in \mathcal{M}_{QM} \cap \Lambda} \text{dist}(\ell)$ and $R_{MM} = \max_{\ell \in \mathcal{M}_{MM} \cap \Lambda} \text{dist}(\ell)$ respectively.

Convergence of Algorithm 2: Next, we study the convergence of Algorithm 2, which computes the estimator $\phi_h$. First, in Figure 5 we visualise the evolution of the finite element mesh during refinement; observing that the mesh becomes more and more concentrated around the QM/MM and MM/FF interfaces.

In Figure 6(a), we compare the truncation error and the discretization error with respect to the error estimator $\eta_h(\bar{u}^H)$. We clearly observe the expected behaviour that this ratio tends to zero as we increase the radius of the computational domain.
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(a) Relative error $\rho_{h,\Omega}/\eta_h$ with increasing $R_\Omega$ while fixing $R_{QM}$ and $R_{MM}$.

(b) The values of residual indicator $\rho_{h,T}$, the estimator $\eta_h$ and the data-oscillation during the mesh refinement.

**Figure 6.** Comparison of the truncation indicator, the residual indicator and the data-oscillation to the estimator. The data-oscillation error remains approximately constant since the mesh $T^0$ is not refined.

for $\phi_h$. Thus we can be confident to reduce the truncation error for $\phi_h$ by increasing $R_\Omega$ while keeping $R_{MM}$ fixed, as we did in Algorithm 2.

Figure 6(b) describes the evolution of several error indicators as the mesh is refined, indicated by $h_k := \max \{\text{diam}(T), T \in T^k\}$. We observe that the error indicator decays roughly linearly in $h_k$, which is consistent with the use of a linear finite element scheme. Secondly, we observe that the estimator $\rho_h$ is significantly smaller (on the order 15%) than the estimator $\eta_h$ which clearly indicates that its contribution to the QM/MM model error can be neglected. Finally, we observe that the "data-oscillation", i.e., the approximation of $\hat{f}$ by $\hat{f}_{T^0}$ is even smaller and may therefore also be neglected. In particular this provides a numerical verification of our analysis in § 5.1. In combination, these observations suggest that the QM/MM a posteriori error estimator is both efficient and reliable, in theory as well as in practise.

The estimator tolerance $\tau_{\text{est}}$: Finally, we study the sensitivity of the estimator $\eta_h$ to the refinement tolerance $\tau_{\text{ext}}$, which is the primary input parameter into Algorithm 2. To that end we wish to compare $\eta_h$ against the idealised estimator $\|\nabla \phi\|_{L^2}$. As it is not computable we compare instead against an estimator $\eta_a$ computed analogously to $\eta_h$ but where $T^h = T^0$ coincide with the atomistic mesh. That is, the only error that remains is the domain truncation error which we have already shown to be small compared to the discretisation error.

While in theory we have found that $\eta_h$ provides a reliable and efficient bound, we have found that in practise it is important to obtain an finer resolution to obtain an accurate estimate on the model error. Figure 7 shows that, with $\tau_{\text{ext}} = 1.0$, the
accuracy of the discretized Poisson solver effects the adaptive process significantly. The remaining panels in Figure 7 demonstrate that only mild reductions in $\tau_{\text{est}}$ lead to excellent agreement between the coarse and idealised estimators.

4.4. Convergence rates. Finally, we study the convergence of the Algorithm 1, for all three benchmark problems introduced in §4.2. Let $N_{\text{QM}}$ and $N_{\text{MM}}$ represent the numbers of atoms in the QM and MM regions respectively. In each solve for $\tilde{u}^H$, the computational cost is $O(N_{\text{QM}}^3 + N_{\text{MM}})$, as the cost to solve the QM (tight binding) model scales cubically and the cost to solve the MM model scales linearly with respect to the number of atoms. In Figure 8(a,b,c) we therefore plot the approximation error $\|u - \tilde{u}^H\|_{y_{1,2}}$, and the estimators $\eta_h(\tilde{u}^H), \eta_a(\tilde{u}^H)$ against this estimate of computational cost with $\tau_{\text{est}} = 0.3$. We observe two things: Firstly, difference between the practise estimator $\eta_h$ and the (nearly) ideal estimator $\eta_a$ is marginal, confirming our analysis and preliminary experiments that $\eta_h$ provides an efficient and reliable estimator for the QM/MM model residual. Secondly, we observe that the estimators follow the trend of the approximation error fairly closely, but overestimate by anything between a factor that ranges from 2.74(Point defect), 3.57(Micro-crack) and 2.34(Edge-dislocation).

In Figure 8(d,e,f), the ratio of $N_{\text{QM}}$ and $N_{\text{MM}}$ during the adaptation process is shown, demonstrating that our adaptive algorithm automatically approaches the quasi-optimal cost splitting between QM and MM regions predicted by the a priori error analysis [14].

5. Extensions and Remarks

After establishing the main theoretical ideas in §3 and demonstrating their utilities in §4, we now provide additional analyses of additional issues that are helpful to understand the properties of our adaptive algorithm.
5.1. Data Oscillation. In this section, we analyse the oscillation factor $F_{osc}$ in Theorem 3.4 with respect to the decay of the residual force $|f(\bar{u}^H)|$, under two additional assumptions:

- The initial triangulation $\mathcal{T}^0$ grows at most linearly with respect to the distance from the defect core, that is,
  
  $$h_0(x) \lesssim |x|, \quad \text{with } h_0(x) := \text{diam}(T) \text{ for } x \in T \in \mathcal{T}^0.$$  
  \hfill (5.1)

- There exists a $C^{2,1}$ interpolant $\tilde{f}$ such that
  
  $$|\nabla^j\tilde{f}| \lesssim \begin{cases} |x|^{-\alpha_1-j}, & x \in \Omega^{PF} \\ |x|^{-\alpha_2-j}, & x \in \Omega^{MM} \end{cases} \text{ for } j = 0, 1, 2,$$
  \hfill (5.2)

  where $\alpha_1, \alpha_2 > 0$ are the decay rates of $|f|$ in FF region and MM region respectively. This assumption is motivated by the results in [18, 14, 12].

Under these assumptions we obtain the following general result, which can be interpreted in the context of the benchmark examples in § 4.

**Proposition 5.1.** If (5.1) and (5.2) are satisfied, then

$$\|\hat{f} - \hat{f}_{T^0}\|_{(H^1)^*} \lesssim (\log R_\Omega)^{1/2} \left( R_\Omega^{-\beta_1} + R_{QM}^{-\beta_2} + R_{MM}^{-\beta_2} \right) \|\tilde{f}\|_{(H^1)^*} + R_\Omega^{1+d/2} \exp(-\eta R_c),$$

\hfill (5.3)
where $\beta_i = \alpha_i - d/2 - 1$ and $t = 1$ if $d = 2$, $t = 0$ if $t \geq 3$.

**Proof.** See Appendix A.5. \hfill \Box

The general consequence of this result is that, if $R_c$ is sufficiently large such that the second term on the right hand side of (5.3) is negligible or at least proportional to the first term, then we have

$$F_{osc} := \frac{\| \hat{f} - \hat{f}T_0 \|_{(H^1)^*}}{\| \hat{f} \|_{(H^1)^*}} \lesssim (\log R_\Omega)^t \left( R_\Omega^{-\beta_1} + R_{QM}^{-\beta_2} + R_{MM}^{-\beta_1} \right).$$

We now discuss assumption (5.2) for the test problems in § 4.2. According to [14, 12] and the proof in Appendix A.6, under the reasonable additional assumption that $|D^j \bar{u}_H| \approx |D^j \bar{u}|$ for $j = 0, 1$, we have the following a priori estimates for $\ell \in \Lambda_{MM}$ and $\ell \in \Lambda_{FF}$:

1. **Point defects:** $d = 2$ or $d = 3$, $k = 2$ in the definition of MM site energy (2.10),
   - $|f_\ell(\bar{u}_H)| \approx (1 + |\ell|)^{-3d}$ for $\ell \in \Lambda_{MM}$,
   - $|f_\ell(\bar{u}_H)| \approx \exp(-\gamma|\ell|)$ for $\ell \in \Lambda_{FF}$.

2. **Dislocation:** $d = 3$, $k = 3$ in (2.10),
   - $|f_\ell(\bar{u}_H)| \approx |\ell|^{-4}$ for $\ell \in \Lambda_{MM}$,
   - $|f_\ell| \approx |\ell|^{-3}$ for $\ell \in \Lambda_{FF}$.

In both cases, it therefore follows that $F_{osc}$ is controlled (provided $R_c$ is sufficiently large).

**Remark 5.2.** We have made a simplifying assumption in the foregoing analysis by assuming that the decay of the residual forces is uniform across the MM/FF interface region. Due to a loss of symmetry this need not be true; see the discussion in Appendix A.6 and the jump for the residual forces around the interface in [10, Figure 4(b)]. However, in practice, we select a finer finite element mesh around the MM/FF interface to construct $T_0$, as depicted in Figure 5, to reduce the contribution of the force oscillation at the interface. \hfill \Box

### 5.2. Stable $L^2$-projection.

Under stronger requirements on the regularity of the finite element mesh $T_h$ we can use stability of the $L^2$-projection to obtain an alternative *a posteriori* bound on $\| \nabla \phi - \nabla \phi_h \|_{L^2}$, which entirely removes the term $\rho_h$ from the resulting QM/MM residual bound. Concretely, let

$$M_{hL^2} := \sup_{v \in H^1_0(\Omega) \setminus \{0\}} \frac{\| \nabla \Pi_h v \|_{L^2(\Omega)}}{\| \nabla v \|_{L^2(\Omega)}}$$

be the operator norm of the $L^2$-projection. Estimating $M_{hL^2}$ is a classical and well-studied problem in numerical analysis. For example, if the mesh is locally quasi-uniform and the volume of neighbouring elements does not change too drastically, then one can obtain uniform bounds on $M_{hL^2}$ [6]. Here, we shall not be further
concerned with the precise conditions under which such bounds are obtained but only study the consequences.

Let \( v \in H^1(\mathbb{R}^d) \), and let \( v_R = T_{R_0} v \), then

\[
\int_{\mathbb{R}^d} \hat{f}_{T_0} \cdot (v - v_R) \, dx = -\int_{\mathbb{R}^d} \hat{f}_{T_0} \cdot (v_R - \Pi_h v_R) \, dx - \int_{\mathbb{R}^d} \nabla \phi_h \cdot (\nabla v - \nabla \Pi_h v_R) \, dx
\]

=: T_1 + T_2 + T_3.

Arguing as in the proof of Lemma 3.3 we immediately obtain

\[
T_1 + T_3 \lesssim \left( R_\Omega \| \hat{f}_{T_0} \|_{L^2(\Omega \setminus B_{R_{0/2}})} + (1 + M_{h^{L_2}}) \| \nabla \phi_h \|_{L^2} \right) \| \nabla v \|_{L^2}.
\]

To estimate \( T_2 \) we note that \( \int_{\Omega} f_h \cdot (v_R - \Pi_h v_R) \, dx = 0 \) for all \( f_h \) in the finite element space. Let

\[
\hat{f}_{T_0}^0 := \sum_{\ell \in N_{\Omega_0} \setminus \partial \Omega} \hat{f}_{T_0}(\ell) \zeta_\ell^0(x),
\]
i.e. we simply set the nodal values on the boundary to zero. Then we have \( \hat{f}_{T_0} = \hat{f}_{T_0}^0 \) in all elements \( T \) except those that touch the boundary. For the latter it is straightforward to prove that \( \| \hat{f}_{T_0} - \hat{f}_{T_0}^0 \|_{L^2(T)} \lesssim \| \hat{f}_{T_0} \|_{L^2(T)} \). This allows us to estimate

\[
T_2 = \int_{\Omega} (\hat{f}_{T_0} - \hat{f}_{T_0}^0) \cdot (v_R - \Pi_h v_R) \, dx
\]

\[
\lesssim \| \hat{f}_{T_0} - \hat{f}_{T_0}^0 \|_{L^2} \| v_R \|_{L^2} \lesssim R_\Omega \| \hat{f}_{T_0} \|_{L^2(\Omega \setminus B_{R_{0/2}})} \| \nabla v \|_{L^2},
\]

where we have used the Poincaré–Friedrichs inequality in the final step. Indeed, we have grossly overestimated here, but there is no advantage in a sharper estimate.

In summary we we obtain a simpler (less sharp) \textit{a posteriori} error bound for the estimator,

\[
\| \nabla \phi - \nabla \phi_h \|_{L^2} \lesssim R_\Omega \| \hat{f}_{T_0} \|_{L^2(\Omega \setminus B_{R_{0/2}})} + (M_{h^{L_2}} + 1) \| \nabla \phi_h \|_{L^2}. \tag{5.4}
\]

In light of the analysis in § 5.1 the first term, \( \| \hat{f}_{T_0} \|_{L^2(\Omega \setminus B_{R_{0/2}})} \), is naturally interpreted as a data-error term, i.e., it is reasonable to define a modified oscillation factor

\[
F_{osc}' := \frac{\| \hat{f} - \hat{f}_{T_0} \|_{(H^1)^*} + R_\Omega \| \hat{f}_{T_0} \|_{L^2(\Omega \setminus B_{R_{0/2}})}}{\| \hat{f} \|_{(H^1)^*}}.
\]

With this alternative bound the main result, Theorem 3.4, could be reformulated as

\[
(1 + F_{osc}')^{-1} \| \nabla \phi_h \|_{L^2} \lesssim \| \delta \mathcal{E}(\tilde{u}^H) \|_{(W^{1,2})^*} \lesssim (1 + F_{osc}' + M_{h^{L_2}}) \| \nabla \phi_h \|_{L^2}. \tag{5.5}
\]

The estimate (5.4) will also be numerically verified in Figure 6(b). However, our numerical experiments (see in particular Figure 7) show that it is \textit{in practise}
important to obtain a good resolution of the estimator $\phi_h$; hence we have chosen to retain the estimate (3.15) in the adaptive algorithm 2.

5.3. **Stress of the QM Model.** As our final remark on the algorithms derived in the foregoing section, we will make the connection between the mechanical notion of stress and the a posteriori estimator defined through $\phi$ in (A.7). This is motivated by the stress based formulation of the atomistic/continuum coupling method and corresponding stress based a posteriori estimators [34, 38, 36, 48, 28]. For a general discussion of atomistic stress we refer to [1].

To derive a QM stress we extend the technique used in [35, 36, 27] to QM models, we restrict the discussion to the homogeneous lattice $\Lambda \equiv \Lambda^{\text{hom}}$. To map between a defective reference configuration $\Lambda$ and the corresponding homogeneous lattice $\Lambda^{\text{hom}}$ one can use [12, Lemma D.1], and extend this discussion to defective lattices.

After a straightforward computation following [36, 27], we have the identity
\[
\int_{\mathbb{R}^d} \Sigma(\bar{u}^H)(x) : \nabla v(x) \, dx = \int_{\mathbb{R}^d} f(\bar{u}^H)(x) \cdot v(x) \, dx, \quad \forall v \in \mathcal{V}^{1,2},
\]
where the stress $\Sigma(\bar{u}^H)$ is defined by
\[
\Sigma(\bar{u}^H)(x) := \sum_{\ell \in \Lambda} \sum_{\rho \in \mathcal{R}_\ell^{\text{BUF}}} \chi_{\ell,\rho}(x) V_{\ell,\rho}(D\bar{u}^H(\ell)) \otimes \rho
\]
with $V_{\ell}(Du) := E_{\ell}(y_0 + u)$ and “smeared bonds” $\chi_{\ell,\rho}(x) := \int_0^1 \zeta(\ell + t\rho - x) \, dt$.

For completeness we give the derivation of $\Sigma(\bar{u}^H)$ in Appendix A.2.

Formally, $\Sigma(\bar{u}^H)$ defines an analogue of the second Piola stress tensor for the QM model. We note that the QM model has an infinite interaction range $\mathcal{R}_\ell^{\text{BUF}}$. However, thanks to the locality results Lemma 2.1, QM stress $\Sigma$ is exponentially localised. This makes a direct connection to the atomistic stress.

According to the Helmholtz-Hodge decomposition [34, 9], $\Sigma(\bar{u}^H)$ can be decomposed as a sum of two orthogonal components:
\[
\Sigma(\bar{u}^H) = \nabla \phi + \nabla \times \psi,
\]
with $\phi \in \mathcal{V}^{1,2}$, $\psi \in \mathcal{V}^{1,2}$. $\nabla \phi \in L^2$ is called the “curl-free” component, and $\nabla \times \psi \in L^2$ is divergence-free in the weak sense, i.e., $\int_{\mathbb{R}^d} \nabla \times \psi(x) : \nabla v(x) \, dx = 0$.

Combining Theorem 3.4 and Lemma 3.2, we have
\[
\eta^2_{\text{c}}(\bar{u}^H) \lesssim \|\delta E(\bar{u}^H)\|_{L^2}^2 \lesssim \|\nabla \phi\|_{L^2}^2 \leq \|\nabla \phi\|_{L^2}^2 + \|\nabla \times \psi\|_{L^2}^2 = \|\Sigma(\bar{u}^H)\|_{L^2}^2.
\]

Therefore, $\|\Sigma(\bar{u}^H)\|_{L^2}$ provides an upper bound for the approximation error.

In (5.7), we can uniquely define $\phi$ by $\Delta \phi = \nabla \cdot \Sigma(\bar{u}^H)$ (in the weak sense). On the other hand, we can choose an arbitrary divergence-free component $\nabla \times \psi$ in $\Sigma(\bar{u}^H)$ to satisfy (5.6). Therefore, $\Sigma(\bar{u}^H)$ in the sense of (A.5) is not unique, and we will consider the following problem to obtain a uniquely defined QM stress tensor,
\[
\tilde{\psi} \in \arg \min_{\psi \in \mathcal{V}^{1,2}} \{ \|\Sigma(\bar{u}^H)\|_{L^2} = \|\nabla \phi + \nabla \times \psi\|_{L^2} \}.
\]
A straightforward calculation and the orthogonality of the two components of Helmholtz-Hodge decomposition lead to $\nabla \times \vec{\psi} = 0$. Hence, we denote the corresponding uniquely defined QM stress tensor as

$$\Sigma^0(\vec{u}^H) := \nabla \phi, \quad \text{for } \phi \in H^{1,2}. \quad (5.9)$$

By choosing the unique QM stress tensor through (5.9) and the inverse interpolation operator $(I_h^{-1})^{-1} : H^{1,2}(\Lambda_{\text{hom}}) \to H^{1,2}(\Lambda)$, we recover the equation (A.7) which is used in the a posteriori estimates in the previous sections.

6. Conclusions

We proposed a residual based a posteriori error estimator, and designed an accompanying model-adaptive algorithm, for QM/MM multi-scale approximations of crystalline solids with embedded defects. We have shown both theoretically and in three benchmark problems that the estimator provides both upper and lower bounds for the approximation error.

Both our estimator and our algorithm are in many respects agnostic about the approximations made to the reference electronic structure model, suggesting possible extensions to other approximation schemes and application areas.

Outlook: Anisotropic geometries. Most but not all steps of our analysis and algorithm are independent of the geometry of the material defect and computational domain, hence we briefly mention where some refinements are required to achieve full generality of the analysis and applicability of the algorithms to more complex defect configurations (e.g. cracks, partials separated by a stacking fault, etc.).

The first potential problem is that the Poincaré constant (cf. (3.12)) in anisotropic domains depends on the domain shape. A simple and general class of domains that can still be treated with minor changes to the analysis are those obtained by smooth deformations of a ball. The Poincaré constant can then be estimated in terms of the deformation gradient and the volume element.

The algorithmic challenges are more significant: Algorithm 1 adjusts only $R_{\text{QM}}$ and $R_{\text{MM}}$ to refine the model. This prevents us from capturing significant anisotropy in the defect core, elastic field, or indeed defect nucleation. To consider such generalisations, we need to evolve the QM/MM and MM/FF interfaces anisotropically. A possible way forward is to think of this as a free interface problem based on the error distribution, which may lead to robust implementation of model adaptivity.

Both the theoretical and practical aspects discussed above will be explored in future work.
A.1. **Far-field boundary condition for dislocations:** For dislocations, we follow the constructions in [12, 18] and prescribe \( u_0 \) as follows. Let \( \Lambda \subset \mathbb{R}^2 \), \( \hat{x} \in \mathbb{R}^2 \) be the position of the dislocation core and \( \Upsilon := \{ x \in \mathbb{R}^2 \mid x_2 = \hat{x}_2, \ x_1 \geq \hat{x}_1 \} \) be the “branch cut”, with \( \hat{x} \) chosen such that \( \Upsilon \cap \Lambda = \emptyset \). We define the far-field predictor \( u_0 \) by

\[
    u_0(x) := u^\text{lin}(\xi^{-1}(x)), \tag{A.1}
\]

where \( u^\text{lin} \in C^\infty(\mathbb{R}^2 \setminus \Upsilon; \mathbb{R}^d) \) is the solution of continuum linear elasticity (CLE)

\[
    C^{ij\alpha} \frac{\partial^2 u^\text{lin}_{i\alpha}}{\partial x_\alpha \partial x_\beta} = 0 \quad \text{in} \quad \mathbb{R}^2 \setminus \Upsilon,
\]

\[
    u^\text{lin}(x+) - u^\text{lin}(x-) = -b \quad \text{for} \quad x \in \Upsilon \setminus \{\hat{x}\}, \tag{A.2}
\]

\[
    \nabla_{e_2} u^\text{lin}(x+) - \nabla_{e_2} u^\text{lin}(x-) = 0 \quad \text{for} \quad x \in \Upsilon \setminus \{\hat{x}\},
\]

where the forth-order tensor \( C \) is the linearised Cauchy-Born tensor (derived from teh potential \( V \), see [18, Section 7] for more detail).

\[
    \xi(x) = x - b_{12} \frac{1}{2\pi} \eta \left( \frac{|x - \hat{x}|}{\hat{r}} \right) \arg(x - \hat{x}), \tag{A.3}
\]

with \( \arg(x) \) denoting the angle in \((0, 2\pi)\) between \( x \) and \( b_{12} = (b_1, b_2) = (b_1, 0) \), and \( \eta \in C^\infty(\mathbb{R}) \) with \( \eta = 0 \) in \((-\infty, 0]\) and \( \eta = 1 \) in \([1, \infty)\) which removes the singularity.

We mention that for the anti-plane screw dislocation, under the proper assumptions on the interaction range \( R_{\text{BUF}}^l \) and the potential \( V \), the first equation in (A.2) simply becomes to \( \Delta u^\text{lin} = 0 \) [7]. The system (A.2) then has the well-known solution \( u^\text{lin}(x) = \frac{b}{2\pi} \arg(x - \hat{x}) \), where we identify \( \mathbb{R}^2 \cong \mathbb{C} \) and use \( \Upsilon - \hat{x} \) as the branch cut for \( \arg \).

A.2. **Derivation of (5.6), atomistic stress:** We first introduce the so-called localization formula (see [36])

\[
    D_\rho \tilde{\upsilon}(\ell) = \int_0^1 \nabla_\rho \tilde{\upsilon}(\ell + t\rho) \, dt = \int_{\mathbb{R}^d} \int_0^1 \zeta(\ell + t\rho - x) \, dt \nabla_\rho \upsilon(x) \, dx, \tag{A.4}
\]

where the (quasi-)interpolation \( \tilde{\upsilon} \) is defined as

\[
    \tilde{\upsilon}(x) := (\zeta \ast \upsilon)(x) = \int_{\mathbb{R}^d} \zeta(x - y) \upsilon(y) \, dy,
\]

with the nodal interpolant on \( \Lambda^{\text{hom}} \)

\[
    \upsilon(x) := \sum_{\ell \in \Lambda^{\text{hom}}} \upsilon(\ell) \zeta(\ell - x), \quad \text{for} \quad \upsilon \in \mathcal{H}^{1,2}(\Lambda^{\text{hom}}).
\]
In order to make the QM stress more clear, let \( E_\ell \) be the site energy we defined in Section 2.1, we define \( V_\ell : (\mathbb{R}^d)^{A-\ell} \to \mathbb{R} \) by

\[
V_\ell(Du) := E_\ell(y_0 + u),
\]

which is possible due to its translational invariance.

It can be shown in [35, Lemma 10] that \( \tilde{v}|_{\Lambda_{\text{hom}}} \in \mathcal{W}^{1,2}(\Lambda_{\text{hom}}) \). Hence, for any solution \( \tilde{u}^H \in \mathcal{W}^{1,2} \) of (2.12), by replacing the test function \( v \) by \( \tilde{v} \), the first variation of (2.7) is given by

\[
\langle \delta \mathcal{E}(\tilde{u}^H), \tilde{v} \rangle = \sum_{\ell \in A} \sum_{\rho \in R_{\ell}^{\text{BUF}}} V_{\ell,\rho}(D\tilde{u}^H(\ell)) \cdot D_{\rho} \tilde{v}(\ell)
\]

\[
= \int_{\mathbb{R}^d} \sum_{\ell \in A} \sum_{\rho \in R_{\ell}^{\text{BUF}}} \rho \otimes V_{\ell,\rho}(D\tilde{u}^H(\ell)) \int_0^1 \zeta(\ell + t\rho - x) \, dt : \nabla v(x) \, dx
\]

\[
= : \int_{\mathbb{R}^d} \Sigma(\tilde{u}^H)(x) : \nabla v(x) \, dx,
\]

where

\[
\Sigma(\tilde{u}^H)(x) := \sum_{\ell \in A} \sum_{\rho \in R_{\ell}^{\text{BUF}}} \rho \otimes V_{\ell,\rho}(D\tilde{u}^H(\ell)) \int_0^1 \zeta(\ell + t\rho - x) \, dt.
\]

We could also obtain that

\[
\langle \delta \mathcal{E}(\tilde{u}^H), \tilde{v} \rangle = \sum_{\ell \in A} \sum_{\rho \in R_{\ell}^{\text{BUF}}} [V_{\ell-\rho,\rho}(D\tilde{u}^H(\ell - \rho)) - V_{\ell,\rho}(D\tilde{u}^H(\ell))] \tilde{v}(\ell) = \int_{\mathbb{R}^d} \hat{f}(\tilde{u}^H)(x) \cdot v(x) \, dx.
\]

Combined with (A.5) leads to the following equation

\[
\int_{\mathbb{R}^d} \Sigma(\tilde{u}^H)(x) : \nabla v(x) \, dx = \int_{\mathbb{R}^d} \hat{f}(\tilde{u}^H)(x) \cdot v(x) \, dx, \quad \forall v \in \mathcal{W}^{1,2},
\]

which yields (5.6) exactly.

A3. **Proof of Lemma 3.2:** In variational form, (3.2) reads

\[
\int_{\mathbb{R}^d} \nabla \phi(\tilde{u}^H)(x) \cdot \nabla v(x) \, dx = \int_{\mathbb{R}^d} \hat{f}(\tilde{u}^H)(x) \cdot v(x) \, dx, \quad \forall v \in \dot{H}^1(\mathbb{R}^d).
\]

Existence of \( \phi \in \dot{H}^1 \) and uniqueness (up to shifts) are straightforward. It is, moreover, convenient to define an atomistic grid potential \( \phi_a \in \mathcal{W}^{1,2} \), by an analogous discrete Poisson equation,

\[
\int_{\mathbb{R}^d} \nabla \phi_a(\tilde{u}^H)(x) \cdot \nabla v(x) \, dx = \int_{\mathbb{R}^d} \hat{f}(\tilde{u}^H)(x) \cdot v(x) \, dx, \quad \forall v \in \mathcal{W}^{1,2}.
\]

We first prove the equivalence between \( \| \nabla \phi \|_{L^2} \) and \( \| \nabla \phi_a \|_{L^2} \). The equations (A.7), (A.8), and a Galerkin orthogonality argument yield the inequality

\[
\| \nabla \phi_a \|_{L^2}^2 \leq \| \nabla \phi \|_{L^2}^2 = \| \nabla \phi \|_{L^2}^2 + \| \nabla \phi - \nabla \phi_a \|_{L^2}^2.
\]
Since $\hat{f} \in L^2$, we have $\phi \in H^2_{\text{osc}}$, and $\|\nabla^2 \phi\|_{L^2} \leq \|\Delta \phi\|_{L^2}$ which is known as the Miranda-Talenti estimate [29]. Applying the standard finite element a priori error analysis [5, § II.6], we can therefore estimate the error term by
\[
\|\nabla \phi - \nabla \phi_n\|_{L^2} \leq C\|\nabla^2 \phi\|_{L^2} \leq C\|\Delta \phi\|_{L^2} = C\|\hat{f}\|_{L^2}. \tag{A.10}
\]
Here we have used the fact that the mesh size for the atomistic grid is uniformly bounded by a fixed constant.

We now estimate $\|f\|_{L^2}$ by $\|\nabla \phi_n\|_{L^2}$. For any lattice function $v \in \mathcal{H}^{1,2}$, we have
\[
\|\nabla v\|_{L^2} \leq C\|Dv\|_{\ell^2} \leq C\|v\|_{\ell^2} \leq C\|v\|_{L^2},
\]
and therefore, for any $f \in \ell^2$, we have the dual bound
\[
\|f\|_{\ell^2} \leq C\|\hat{f}\|_{L^2} = \sup_{v \in \mathcal{H}^{1,2} \setminus \{0\}} \frac{\int_{\mathbb{R}^d} \hat{f} \cdot v \, dx}{\|v\|_{L^2}} \leq C \sup_{v \in \mathcal{H}^{1,2} \setminus \{0\}} \frac{\int_{\mathbb{R}^d} \hat{f}(x) \cdot v(x) \, dx}{\|\nabla v\|_{L^2}} = C\|\nabla \phi_n\|_{L^2}. \tag{A.11}
\]

Using also the norm-equivalence $\|\nabla v\|_{L^2} \approx \|Dv\|_{\ell^2}$ this establishes
\[
\|\nabla \phi\|_{L^2} \approx \|\nabla \phi_n\|_{L^2} \approx \|\hat{f}\|_{(\mathcal{H}^{1,2})^*} := \sup_{v \in \mathcal{H}^{1,2} \setminus \{0\}} \frac{\int_{\mathbb{R}^d} \hat{f}(x) \cdot v(x) \, dx}{\|Dv\|_{\ell^2}}. \tag{A.12}
\]

We have therefore reduced the statement to proving the equivalence between $\|\hat{f}\|_{(\mathcal{H}^{1,2})^*}$ and $\|f\|_{(\mathcal{H}^{1,2})^*} = \|\delta \mathcal{E}(\vec{u}^H)\|_{(\mathcal{H}^{1,2})^*}$. The key observation is that we can interpret $f$ as a quadrature approximation to $\hat{f}$. If $\mathcal{I}$ denotes the standard $P_1$ nodal interpolation operator, then according to (3.6) we have
\[
\int_{\mathbb{R}^d} \mathcal{I}[\hat{f}] \, dx = \sum_{\ell \in \Lambda} \hat{f}(\ell)v(\ell) \int_{\mathbb{R}^d} \zeta_\ell(x) \, dx = \sum_{\ell \in \Lambda} c_\ell \hat{f}(\ell)\zeta_\ell(\ell)v(\ell) = \sum_{\ell \in \Lambda} f(\ell)v(\ell). \tag{A.13}
\]
(Note that this is the key step where the rescaling of the nodal interpolant $\hat{f}$ enters.)

Following from the standard quadrature estimates, we can obtain
\[
\left| \int_{\mathbb{R}^d} \hat{f}v \, dx - \sum_{\ell \in \Lambda} f(\ell)v(\ell) \right| = \left| \int_{\mathbb{R}^d} \hat{f}v - \mathcal{I}[\hat{f}] \, dx \right| \leq \|\nabla \hat{f}\|_{L^2}\|\nabla v\|_{L^2} \leq \|\hat{f}\|_{L^2}\|\nabla v\|_{L^2} \leq \|f\|_{\ell^2}\|\nabla v\|_{L^2}.
\]

So in summary, according to the last two inequalities and the norm-equivalence (3.2), we have shown that both
\[
\|f\|_{(\mathcal{H}^{1,2})^*} \lesssim \|\hat{f}\|_{(\mathcal{H}^{1,2})^*} + \|\hat{f}\|_{L^2}, \quad \text{and} \quad \|\hat{f}\|_{(\mathcal{H}^{1,2})^*} \lesssim \|f\|_{(\mathcal{H}^{1,2})^*} + \|f\|_{\ell^2}.
\]
In the first case, we use duality to bound $\|\hat{f}\|_{L^2} \lesssim \|\hat{f}\|_{(L^2,1,2)^*}$; and in the second case we use duality to bound $\|f\|_{\ell^2} \lesssim \|f\|_{(L^2,1,2)^*}$; cf. (A.11). Combing the resulting estimates we get the desired norm-equivalence.

![QM/MM decompositions for micro-crack and edge dislocation examples.](image1)

**Figure 9.** QM/MM decompositions for micro-crack and edge dislocation examples.

![Combined triangulation $\mathcal{T}^0$ constructed in § 3.3 for three examples introduced in § 4.2.](image2)

**Figure 10.** Combined triangulation $\mathcal{T}^0$ constructed in § 3.3 for three examples introduced in § 4.2.
A posteriori error estimates for adaptive QM/MM

(a) Relative error $\rho_h,\Omega/\eta_h$ with increasing $R_{\Omega}$ while fixing $R_{QM}$ and $R_{MM}$.

(b) The values of residual indicator $\rho_h,\tau$, the estimator $\eta_h$ and the data-oscillation during the mesh refinement.

Figure 11. (Edge-dislocation) Comparison of the truncation indicator, the residual indicator and the data-oscillation to the estimator.

A.4. Numerical supplements. We compare the truncation error, the discretization error, and the data oscillation within $\Omega$, with respect to error estimators $\eta_h(\bar{u}^H)$ for the edge dislocation. In Figure 11(a), the truncation error decrease as $R_{QM}$ and $R_{MM}$ increase, and also as the width of the FF region $R_{\Omega} - R_{MM}$ increase. We also note that the truncation error is relatively small compared with $\eta_h(\bar{u}^H)$ with sufficiently large $R_{QM}$ and $R_{MM}$. In Figure 11(b), we observe that, during the adaptive process of Algorithm 2, the discretization error decreases as we refine the mesh, and the part of data oscillation $\| \hat{f} - \hat{f}_{T^0}\|_{(H^1)^*,(\Omega)}$ is relatively small if the initial mesh $T^0$ is good enough.

A.5. Proof of Proposition 5.1. According to the definition of $\hat{f}_{T^0}$ (3.10) and the fact $\int_{\mathbb{R}^d} \hat{f} \, dx = \int_{\Omega} \hat{f}_{T^0} \, dx = 0$, we have

$$\| \hat{f} - \hat{f}_{T^0}\|_{(H^1)^*,(\Omega)} = \sup_{\|\nabla v\|_{L^2} = 1} \left( \int_{\mathbb{R}^d \setminus \Omega} \hat{f} \cdot (v - \bar{v}) \, dx + \int_{\Omega} (\hat{f} - \hat{f}_{T^0}) \cdot (v - \bar{v}) \, dx \right)$$

(A.14)

$$= \sup_{\|\nabla v\|_{L^2} = 1} \left( T_1 + T_2 \right), \quad (A.15)$$

where $\bar{v} = \int_{\Omega} \nu \, dx$. We can estimate $T_1$ as

$$T_1 = \int_{\mathbb{R}^d \setminus \Omega} \hat{f} \cdot (v - \bar{v}) \, dx = \int_{\mathbb{R}^d \setminus \Omega} \omega(x) \hat{f} \cdot \omega^{-1}(x)(v - \bar{v}) \, dx \lesssim \| \omega(x) \hat{f} \|_{L^2(\mathbb{R}^d \setminus \Omega)} \| \nabla v \|_{L^2}$$

(A.16)
with
\[ \omega(x) = \begin{cases} |x| \ln |x| & \text{if } d = 2, \\ \sqrt{1 + x^2} & \text{if } d \geq 3. \end{cases} \quad (A.17) \]

where the Cauchy-Schwarz inequality and the weighted Poincaré inequality [40, Corollary 16] have been used. We first focus on the case \( d \geq 3 \) and the result for \( d = 2 \) is very similar. According to the assumption (5.2), we can further bound \( T_1 \) in (A.16) by,
\[ T_1 \lesssim \| \omega(x) \hat{f} \|_{L^2(\mathbb{R}^d \setminus \Omega)} \| \nabla v \|_{L^2} \lesssim R_\Omega^{-(d+1)/2} \| \hat{f} \|_{(H^1)_r} \| \nabla v \|_{L^2}. \quad (A.18) \]

We add and subtract the constant \( C_{f_{\tau_0}} \) into \( T_2 \) to have
\[ T_2 = \int_{\Omega} (\hat{f} - \hat{f}_{\tau_0}) \cdot (v - \bar{v}) \, dx = -\int_{\Omega} C_{f_{\tau_0}} (v - \bar{v}) \, dx + \int_{\Omega} (\hat{f} - \hat{f}_{\tau_0} + C_{f_{\tau_0}}) \cdot (v - \bar{v}) \, dx. \quad (A.19) \]

We note that the first term on the right hand side vanishes since \( C_{f_{\tau_0}} \) is a constant and \( \bar{v} = f_{\Omega} v \, dx \). Substitute (3.6) and (3.10) into the second term, and denote the interpolant of \( f_\ell \) on the finite element mesh \( T^0 \) by \( \hat{f}_{\mathcal{N}_\ell} := \sum_{\ell \in \mathcal{N}_\ell} f_\ell \zeta_\ell(x) \), we split \( T_2 \) to two groups,
\[ \int_{\Omega} (\hat{f} - \hat{f}_{\tau_0} + C_{f_{\tau_0}}) \cdot (v - \bar{v}) \, dx = \int_{\Omega} \left( \hat{f} - \sum_{\ell \in \mathcal{N}_\ell} \hat{f}_\ell \zeta_\ell(x) \right) \cdot (v - \bar{v}) \, dx \\
= \int_{\Omega} \left( \sum_{\ell \in \mathcal{N}_\ell} (f_\ell - \hat{f}_\ell) \zeta_\ell(x) \right) \cdot (v - \bar{v}) \, dx \\
+ \int_{\Omega} (\hat{f} - \hat{f}_{\mathcal{N}_\ell}) \cdot (v - \bar{v}) \, dx =: T_{21} + T_{22}. \]

As discussed in § 3.3, \( f_\ell - \hat{f}_\ell \) decays exponentially with respect to \( R_c \) for each \( \ell \in \mathcal{N}_\ell \). Using the Poincaré inequality, we have
\[ T_{21} \lesssim \int_{\Omega} \max_{x \in \Omega} (\# \{ \ell \in \mathcal{N}_\ell \mid \zeta_\ell(x) \neq 0 \}) \exp(-\eta_1 R_c) \cdot (v - \bar{v}) \, dx \]
\[ \lesssim R_\Omega^{1+d/2} \exp(-\eta_1 R_c) \| \nabla v \|_{L^2}, \quad (A.20) \]

where the overlapping number \( \max_{x \in \Omega} (\# \{ \ell \in \mathcal{N}_\ell \mid \zeta_\ell(x) \neq 0 \}) \) is bounded for a shape-regular \( T^0 \).

We now turn our attention to \( T_{22} \). By the Cauchy-Schwarz inequality and the weighted Poincaré inequality, can get
\[ T_{22} = \int_{\Omega} \omega(x) (\hat{f} - \hat{f}_{\mathcal{N}_\ell}) \cdot \omega^{-1}(x)(v - \bar{v}) \, dx \]
\[ \lesssim \| \omega(x)(\hat{f} - \hat{f}_{\mathcal{N}_\ell}) \|_{L^2(\Omega_{QM})} \| \nabla v \|_{L^2(\Omega)}, \quad (A.21) \]
where we use the fact that $\Lambda_{QM} \subset \mathcal{N}^0$ and $\zeta_\ell = c_\ell \zeta_\ell$ for $\ell \in \Lambda_{QM}$.

To estimate the difference between interpolations of forces on the fine mesh $\mathcal{T}$ and the coarse mesh $\mathcal{T}^0$, we introduce the $C^2$-conforming interpolation $\hat{f}$ and use the triangle inequality,

$$
\|\omega(x)(\hat{f} - \hat{f}_{N_0})\|_{L^2(\Omega \setminus \Omega_{QM})} \\
\lesssim \|\omega(x)(\hat{f} - \hat{f})\|_{L^2(\Omega \setminus \Omega_{QM})} + \|\omega(x)(\hat{f} - \hat{f}_{N_0})\|_{L^2(\Omega \setminus \Omega_{QM})} \\
\lesssim \|\omega \nabla^2 \hat{f}\|_{L^2(\Omega \setminus \Omega_{QM})} + \|\omega h_0^2 \nabla^2 \hat{f}\|_{L^2(\Omega \setminus \Omega_{QM})} \\
\lesssim \|\omega \hat{f}\|_{E^2(\Lambda \setminus \Lambda_{QM})} \lesssim \left( R_{QM}^{-\alpha_2+d/2-1} + R_{MM}^{-\alpha_1+d/2-1} \right) \|\hat{f}\|_{(H^1)^n},
$$

(A.22)

where $h_0(x) := \text{diam}(T)$, for $x \in T \in \mathcal{T}^0$. We note that in the third inequality we use the assumptions (5.1), (5.2) and the $\ell^2/L^2$ norm equivalence.

Combining (A.18), (A.20), (A.22), and let $\beta_i = \alpha_i - d/2 - 1$ for $i = 1, 2$, we have

$$
\|\hat{f} - \hat{f}_{T^0}\|_{(H^1)^n} \lesssim \left( R_{\Omega}^{-\beta_2} + R_{QM}^{-\beta_2} + R_{MM}^{-\beta_2} \right) \|\hat{f}\|_{(H^1)^n} + R_{\Omega}^{1+d/2} \exp(-n_1 R_c).
$$

By analogous analysis, we could obtain the following estimate for $d = 2$,

$$
\|\hat{f} - \hat{f}_{T^0}\|_{(H^1)^n} \lesssim \log R_{\Omega} \left( R_{\Omega}^{-\beta_2} + R_{QM}^{-\beta_2} + R_{MM}^{-\beta_2} \right) \|\hat{f}\|_{(H^1)^n} + R_{\Omega}^2 \exp(-n_1 R_c),
$$

which yields the stated result.

A.6. Decay estimates of the residual forces. We mainly give a decay estimate of the residual force $f_\ell(\bar{u}^H)$ for $\ell \in (\Lambda_{MM} \setminus \Lambda_{BUF}) \setminus \Lambda^I$, where $\Lambda^I := \{ \ell \in \Lambda \mid R_{MM} - R_{BUF} \leq |\ell| \leq R_{MM} + R_{BUF} \}$ is the MM/FF interface region. We also discuss about the weaker estimate on MM/FF interface region due to the loss of symmetry. We note that for $\ell \in \Lambda_{QM} \cup \Lambda_{BUF}$ there is no need to discuss its decay estimate due to the construction of $\mathcal{T}^0$ introduced in §3.3, and for $\ell \in \Lambda_{FF} \setminus \Lambda^I$ the decay estimate has already been studied in [12].

Let $E_\ell$ be the site energy introduced in §2.1, we define $V_\ell : (\mathbb{R}^d)^{\Lambda - \ell} \to \mathbb{R}$ by,

$$
V_\ell(Du) := E_\ell(x_0 + u),
$$

where $x_0 : \Lambda \to \mathbb{R}^d$, $x_0(\ell) = \ell$ is the reference configuration.

For simplicity of the following presentation, let $\mathcal{R}^H_\ell := B_{R_{BUF}}(\ell) \cap \Lambda$ and $u_0^H(\ell) := u_0(\ell) + \bar{u}^H(\ell)$. By this definition, the residual force defined in (3.5) could be expressed in terms of QM site potentials $V_\ell$ for $\ell \in \Lambda$

$$
f_\ell(\bar{u}^H) = \sum_{\rho \in \ell - \Lambda} V_{\ell - \rho,\rho}(Du_0^H(\ell - \rho)) - \sum_{\rho \in \Lambda - \ell} V_{\ell,\rho}(Du_0^H(\ell)).
$$

For $\ell \in (\Lambda_{MM} \setminus \Lambda_{BUF}) \setminus \Lambda^I$ belonging to the inner MM region, the force corresponding to QM/MM hybrid energy (2.11) is defined by $f_\ell^H(\bar{u}^H) := \frac{\partial E^H(u)}{\partial u(\ell)}|_{u = \bar{u}^H}$,
which can also be written as
\[
  f_{\ell}^H(\tilde{u}^H) := \sum_{\rho \in \ell - R_{\text{BUF}}^\ell} V_{\ell-\rho,\rho}^\text{MM}(Du_0^H(\ell - \rho)) - \sum_{\rho \in R_{\text{BUF}}^\ell - \ell} V_{\ell,\rho}^\text{MM}(Du_0^H(\ell)),
\]
where
\[
  V_{\ell}^\text{MM}(Du) := \sum_{j=0}^{k} \frac{1}{j!} \tilde{\sigma}^j V_{\ell}^{B_{\text{BUF}}}(\ell)(0) [Du, \ldots, Du]_{j \text{ times}}
\]
with \( k \in \mathbb{N} \) the order of the Taylor expansion. For \( \ell \in \Lambda^1 \), we note that \( f_{\ell}^H(\tilde{u}^H) \) is defined similarly, the only difference is that there only exists the interactions from the MM region. We mention that for \( \ell \in \Lambda^\text{MM} \setminus \Lambda^\text{BUF} \), which is far away from the defect core, the site potential \( V_{\ell}^{B_{\text{BUF}}}(\ell) \) is nearly homogeneous due to Lemma 2.1, hence in the following we simply use the notation \( V_{\ell}^{\text{BUF}} \).

We now give the decay estimate of \( f_{\ell}(\tilde{u}^H) \) for \( \ell \) belongs to inner MM region.

**Proposition A.1.** If \( k = 2 \) for point defects and \( k = 3 \) for dislocations, then we have

1. **Point defects:** \( d = 2 \) or \( d = 3 \), \( |f_{\ell}(\tilde{u}^H)| \sim (1 + |\ell|)^{-3d} \) for \( \ell \in \Lambda^\text{MM} \).
2. **Dislocation:** \( d = 3 \), \( |f_{\ell}(\tilde{u}^H)| \sim |\ell|^{-4} \) for \( \ell \in \Lambda^\text{MM} \).

**Proof.** Observing that \( f_{\ell}^H(\tilde{u}^H) = 0 \) for each \( \ell \in \Lambda^\text{MM} \setminus \Lambda^\text{BUF} \) and recalling the definition of \( \tilde{f}_\ell \) in (3.9), for \( \sigma = (\sigma_1, \ldots, \sigma_{k+1}) \), we obtain
\[
  f_{\ell}(\tilde{u}^H) - f_{\ell}^H(\tilde{u}^H) = f_{\ell}(\tilde{u}^H) - \tilde{f}_{\ell}(\tilde{u}^H) + \tilde{f}_{\ell}(\tilde{u}^H) - f_{\ell}^H(\tilde{u}^H)
  = f_{\ell}(\tilde{u}^H) - \tilde{f}_{\ell}(\tilde{u}^H) + \sum_{\rho \in \ell - R_{\text{BUF}}^\ell} V_{\ell,\rho}^\text{BUF}(0) \prod_{j=1}^{k+1} D_{\sigma_j}u_0^H(\ell)
  =: F_1 + F_2 + F_3. \tag{A.23}
\]

Lemma 2.1 leads to,
\[
  |F_1| \lesssim e^{-\eta R_{\text{BUF}}}.
\]

For \( \ell \) belongs to the inner MM region, i.e., \( \ell \in (\Lambda^\text{MM} \setminus \Lambda^\text{BUF}) \setminus \Lambda^1 \), combining Cauchy-Schwarz inequality and (A.23), we have
\[
  |F_2| \lesssim \prod_{j=1}^{k+1} \left( \sum_{\sigma_j \in R_{\text{BUF}}^\ell - \ell} e^{-2\gamma|\sigma_j|} |D_{\sigma_j}u_0^H(\ell)|^2 \right)^{1/2} = \left| D_{\ell}u_0^H(\ell) \right|_\gamma^{k+1}.
\]
The term $F_3$ can be estimated similarly, hence for $\ell \in (\Lambda^{\text{MM}} \setminus \Lambda^{\text{BUF}}) \setminus \Lambda^{\text{I}}$, we have
\[
|f_\ell(\bar{u}^\text{H})| \lesssim e^{-\eta R_{\text{BUF}}} + |D u_0^\text{H}(\ell)|_{\gamma}^{k+1}. \tag{A.24}
\]

We now discuss about the decay estimate for $\ell \in \Lambda^{\text{I}}$. Due to the loss of symmetry, we note that the decay estimate is weaker than that inside MM region. For example, for $\ell \in \Lambda^{\text{I}} \cap \Lambda^{\text{MM}}$, if there exists a $\sigma_j \in \mathbb{R}^{\text{BUF}}$ such that $\ell + \sigma_j \in \Lambda^{\text{FF}}$, then the term $D \sigma_j u_0^\text{H}(\ell)$ will becomes to $D \sigma_j u_0(\ell) - \bar{u}^\text{H}(\ell)$. Hence, similar to the estimate for inner MM region, for $\ell \in \Lambda^{\text{I}}$, we have
\[
|f_\ell(\bar{u}^\text{H})| \lesssim e^{-\eta R_{\text{BUF}}} + (|D u_0(\ell)|_{\gamma}^{k+1} + |\bar{u}^\text{H}(\ell)|_{\gamma}^{k+1}).
\]
Indeed we have grossly overestimated here, but there is no advantage in a sharper estimate since we do not really care about the decay estimate on MM/FF interface.

Using the generic decay estimate of $\bar{u}$ and $u_0$ in [12], $|D \bar{u}(\ell)|_{\gamma} \lesssim (1+|\ell|)^{-d} \log^t(2+|\ell|)$, $t = 0$ for point defects, $t = 1$ for dislocations and $|D u_0(\ell)| \lesssim |\ell|^{-1}$, together with an additional assumption that $u$ and $\bar{u}$ have the same decay rates, namely $|D^j \bar{u}^\text{H}(\ell)|_{\gamma} \approx |D^j \bar{u}(\ell)|_{\gamma}$ for $j = 0, 1$, we derive the stated results by (A.24). □
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