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Abstract

A system of non-intersecting squared Bessel processes is considered which all
start from one point and they all return to another point. Under the scaling of the
starting and ending points when the macroscopic boundary of the paths touches
the hard edge, a limiting critical process is described in the neighbourhood of the
touching point which we call the hard edge tacnode process. We derive its corre-
lation kernel in an explicit new form which involves Airy type functions and oper-
ators that act on the direct sum of $L^2(\mathbb{R}_+)$ and a finite dimensional space. As
the starting points of the squared Bessel paths are set to 0, a cusp in the boundary
appears. The limiting process is described near the cusp and it is called the hard
edge Pearcey process. We compute its multi-time correlation kernel which extends
the existing formulas for the single-time kernel. Our pre-asymptotic correlation
kernel involves the ratio of two Toeplitz determinants which are rewritten using a
Borodin–Okounkov type formula.

1 Introduction

In recent years, the investigations of non-intersecting Brownian motion and random walk
paths focused on the description of a critical process called the tacnode process. This
process appears when two groups of trajectories are asymptotically supported in two
ellipses in the time-space plane such that the ellipses touch each other creating a tacnode
(self-touching point) of the macroscopic boundary. The aim is to describe the behaviour
of the paths near the touching point.

A series of recent papers by different groups of authors studied the tacnode process in
parallel using various methods. The first result in this direction is due to Adler, Ferrari and
van Moerbeke: in [2], a model of non-intersecting random walk paths is considered such
that the paths form a symmetric tacnode. In [11], Delvaux, Kuijlaars and Zhang studied
the non-symmetric case of non-intersecting Brownian trajectories and they expressed the
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Figure 1: Simulation picture in the time-space plane of $n = 30$ non-intersecting squared Bessel paths with the tacnode (left-hand side) and the Pearcey (right-hand side) scaling of the starting and endpoints. The horizontal axis in both cases denotes the time $t$, running from time $t = 0$ (starting time) to time $t = 1$ (ending time). The paths are conditioned to be non-intersecting throughout the time interval $t \in (0, 1)$, and they have a fixed starting position $a$ and ending position $b$ at times $t = 0$ and $t = 1$ respectively. In the left hand picture, $a, b > 0$ are fine-tuned so that the limiting hull of the paths touches the $x = 0$ line (horizontal axis) at a critical point, the hard edge tacnode. In the right hand picture, we have $a = 0$ and the limiting hull of the paths forms a cusp with the horizontal axis; in the neighborhood of the cusp point, the hard edge Pearcey process is observed.

critical correlation kernel in terms of the solution of a $4 \times 4$ Riemann–Hilbert problem. A different approach to the Brownian case is due to Johansson who gave a formula for the tacnode kernel in terms of the resolvent of the Airy kernel in [14] in the symmetric case. The latter approach was extended by Ferrari and Vető in [13] to the general non-symmetric case. The tacnode process was also obtained in the tiling problem of the double Aztec diamond by Adler, Johansson and van Moerbeke in [3].

It was not a priori clear that the various formulas for the tacnode kernel give rise to the same limit process, since the results in [2], [14] and [13] contain Airy resolvent type formulas whereas the kernel in [11] is expressed with the solution of a Riemann–Hilbert problem. It was shown in [3] that the formulation of [2] and [14] are equivalent. A more recent result [9] gives the equivalence of the Riemann–Hilbert formulas in [11] and the Airy resolvent formulas in [14] and [13].

Apart from systems of non-intersecting Brownian motions and random walk paths, the study of non-intersecting squared Bessel paths is also natural due to their representation as eigenvalues of the Laguerre process, see [16]. This process is a positive definite matrix valued Brownian bridges. Since the transition kernel of the squared Bessel paths can be given explicitly via modified Bessel functions, see (1.1), a Karlin–McGregor type formula like (1.3) can be applied. Non-intersecting squared Bessel paths were also studied by Katori and Tanemura in [15], but the first description of the hard edge tacnode process is due to Delvaux [10]. The formation of the tacnode in this case is slightly different: instead of two touching groups of trajectories in the time-space plane, only one group of paths is considered and its boundary macroscopically touches the hard edge, i.e. the $x = 0$ line. This configuration is referred to as the hard edge tacnode and the critical process in the neighbourhood of the touching point is called the hard edge tacnode process. In [10], the correlation kernel of the hard edge tacnode process is expressed in terms of the solution of a $4 \times 4$ Riemann–Hilbert problem which is different from the one that appears in the case of the Brownian trajectories. See the left-hand side of Figure 1 for non-intersecting
squared Bessel paths with the tacnode scaling of the starting and endpoints. For further figures, see also [9].

In Theorem 2.9 which is the main result of the present paper we provide an explicit Airy type formula for the multi-time correlation kernel of the hard edge tacnode process, under the assumption that the parameter \( \alpha \) of the Bessel process is a (non-negative) integer. The kernel is expressed as a double complex integral, see (2.34). The formula is completely new in the literature. It is reminiscent to the usual tacnode kernel, but the Airy resolvent operator on \( L^2(\mathbb{R}_+) \) is replaced by an operator which acts on the direct sum space of \( L^2(\mathbb{R}_+) \) and a finite dimensional space.

A different phenomenon appears when the starting points of the non-intersecting squared Bessel paths are taken to be 0 and the endpoints are scaled linearly with the number of paths. In this case, there is a critical time such that for any earlier time the lowest path stays close to 0 whereas for any later time the distance of the lowest path from 0 is macroscopic. After rescaling around the critical time, one obtains the hard edge Pearcey process, see the right-hand side of Figure 1. The single time hard edge Pearcey kernel was already described by Desrosiers and Forrester [12] and later in a different formulation by Kuijlaars, Martínez-Finkelshtein and Wielonsky [17]. We give the multi-time correlation kernel of the hard edge Pearcey process in different formulations in Theorems 2.20 and 2.22 which also shows the equivalence of the formulas in [12] and [17]. In Corollary 2.25, we obtain the kernel by Borodin and Kuan [7] in the special case of one-dimensional squared Bessel paths, i.e. of absolute values of one-dimensional Brownian motions.

The main steps how the convergence of the kernel of \( n \) non-intersecting squared Bessel paths to that of the hard edge tacnode is proved are the following. First we write the kernel as a double complex contour integral using the representation of the modified Bessel function. The integrand can be transformed into the ratio of two Toeplitz determinants of sizes \( n-1 \) and \( n \) respectively. The Toeplitz determinants have symbols with non-zero winding numbers around 0, hence we apply a generalized Borodin–Okounkov formula due to Böttcher and Widom in [8] to obtain Theorem 2.1 if the parameter \( \alpha \) of the squared Bessel paths is a (non-negative) integer. Then we obtain the ratio of two Fredholm type determinants where the two operators are rank one perturbations of each other. This yields a resolvent type formula in Theorem 2.6 which is suitable for asymptotic analysis. The functions that appear in the finite \( n \) kernel can be rewritten in terms of Bessel functions, hence the asymptotic analysis relies on the convergence of Bessel functions which is proved separately in the appendix.

Now we introduce the model of non-intersecting squared Bessel paths that we consider. The squared Bessel process depends on a parameter \( \alpha > -1 \). The transition probability of the squared Bessel process for any time \( t > 0 \) is defined by

\[
p_t(x, y) = \frac{1}{2t} \left( \frac{y}{x} \right)^{\alpha/2} \exp \left( -\frac{x + y}{2t} \right) I_\alpha \left( \sqrt{\frac{xy}{t}} \right)
\]  

(1.1)

for \( x > 0 \) and \( y \geq 0 \) where \( I_\alpha \) is the modified Bessel function which can be given by the series

\[
I_\alpha(z) = \sum_{k=0}^{\infty} \frac{(z/2)^{2k+\alpha}}{k!\Gamma(k + \alpha + 1)}.
\]

(1.2)

The transition probability \( p_t(0, y) \) is obtained by taking the limit \( x \to 0 \). If \( d = 2(\alpha + 1) \) is an integer, then the squared Bessel process can be obtained as the squared absolute
value of a $d$-dimensional Brownian motion. In this case, we call $d$ the dimension of the squared Bessel process.

In the present paper, we consider non-intersecting squared Bessel paths which start from one fixed point and end at another fixed point. In order to construct this system of paths, we first take $n$ non-intersecting squared Bessel paths with fixed different starting points $a_1 > a_2 > \ldots > a_n > 0$ at time $t = 0$ and fixed different ending points $b_1 > b_2 > \ldots > b_n > 0$ at time $t = 1$. The paths are conditioned to be non-intersecting in the time interval $(0, 1)$. It is well known that this defines an extended determinantal point process. That is, the joint probability at a sequence of times $0 < t_1 < t_2 < \ldots < t_m < 1$ can be expressed via the determinant of an extended correlation kernel $K_n(s, x; t, y)$. The kernel $K_n$ is defined in terms of the transition probability $p_t(x, y)$ in (1.1). Namely as given also in [14, Eq. (1.1)], we have

$$K_n(s, x; t, y) = -p_{t-s}(x, y)1_{t>s} + \sum_{j,k=1}^{n} p_{1-s}(x, b_k)(A^{-1})_{k,j}p_t(a_j, y)$$

(1.3)

for any positions $x, y > 0$ and times $s, t \in (0, 1)$ with $1_{t>s}$ denoting the characteristic function of $t > s$ and with $A$ defined as the $n \times n$ matrix

$$A = (p_1(a_j, b_k))_{j,k=1}^{n}. \quad (1.4)$$

Next we take the confluent limit of the starting and ending points $a_j \to a \geq 0$ and $b_j \to b > 0$. If $a \geq 0$ and $b > 0$ are suitably scaled with the number $n$ of the paths, we can create a picture in the time-space plane with a cusp or a tacnode at the hard edge. In this paper, we obtain the limiting extended correlation kernel of non-intersecting squared Bessel paths near the tacnode and the cusp which we call the hard edge tacnode process and the hard edge Pearcey process.

The paper is organized as follows. We first state our main results in Section 2. The correlation kernel $K_n$ is expressed as a ratio of two Toeplitz determinants and in a pre-asymptotic form for finite $n$ in Subsection 2.1. Then two different scalings and the corresponding limit processes are considered: the hard edge tacnode process is introduced and discussed along with our results on the convergence in Subsections 2.2 and 2.3. The hard edge Pearcey process with different formulations of its correlation kernel and our results are given in Subsection 2.4. The finite $n$ formulas for the kernel $K_n$ are proved in Section 3. The asymptotic analysis for the hard edge tacnode process is performed in Section 4, the one for the hard edge Pearcey process is in Section 5. The alternative hard edge Pearcey formulas are proved in Section 6. The proof of Proposition 2.12 which is needed for the existence of the given formulation of the hard edge tacnode kernel is postponed to Section 7. Section A of the appendix contains a statement about the convergence of the derivatives of Bessel functions to those of the Airy function and useful tail bounds.

## 2 Main results

We first report our formulas for $n$ non-intersecting squared Bessel paths for $n$ finite. Next we describe the limits under the tacnode and the Pearcey scaling.
2.1 Correlation kernel of non-intersecting squared Bessel paths

In what follows, we will assume that the parameter \( \alpha \) of the squared Bessel process is a (non-negative) integer. See however Remark 2.2 where we state an extension of one of our results for finite \( n \) to the case of non-integer \( \alpha \).

Define the weight function

\[
w(z; x, y, t) = \frac{1}{4\pi i t} z^\alpha \exp \left( \frac{z-1}{2t} x \right) \exp \left( \frac{z^{-1}-1}{2t} y \right)
\]

(2.1)
on the unit circle \(|z| = 1\) with parameters \( x, y, t > 0 \). We abbreviate

\[
w(z) := w(z; a, b, 1)
\]

(2.2)
where \( a, b > 0 \) denote the starting and ending point of the non-intersecting squared Bessel paths. We also define the weight function

\[
\tilde{w}(z) := (1 - \xi z)(1 - \eta^{-1} z^{-1}) w(z)
\]

(2.3)
where \( \xi, \eta \) are free parameters for the moment, but they will depend on the integration variables in (2.4) as given by (2.6) below.

First, we express the kernel of \( n \) non-intersecting squared Bessel paths as a double integral where the integrand is a ratio of two Toeplitz determinants. The proof of the theorem is given in Section 3.1.

**Theorem 2.1** (Toeplitz determinant formula for \( K_n \)). Let \( \alpha \) be an integer and consider \( n \) non-intersecting squared Bessel paths of parameter \( \alpha \) with starting point \( a > 0 \) and ending point \( b > 0 \). Then the extended correlation kernel can be written as

\[
K_n(s, x; t, y) = - p_{t-s}(x, y) 1_{t>s} + \int_{S_1} \int_{S_1} C_n(\xi, \eta) w(u; a, y, t) w(v; x, b) \frac{du}{u} \frac{dv}{v}
\]

(2.4)
where \( S_1 \) denotes the unit circle in the complex plane, oriented counterclockwise and

\[
C_n(\xi, \eta) := \frac{\eta^{n-1}}{\xi^{n-1}} \det \left( \int_{S_1} z^{-j-k} \tilde{w}(z) \frac{dz}{z} \right)_{j,k=1}^{n-1} / \det \left( \int_{S_1} z^{-j-k} w(z) \frac{dz}{z} \right)_{j,k=1}^{n}
\]

(2.5)
is a ratio of two Toeplitz determinants with weight functions \( w(z) \) and \( \tilde{w}(z) \) defined in (2.1)–(2.3) with

\[
\xi := \left( \frac{u-1+t}{t} \right)^{-1}, \quad \eta := \frac{v^{-1}-s}{1-s}.
\]

(2.6)

**Remark 2.2** (Non-integer \( \alpha \)). Theorem 2.1 can be extended to arbitrary real values of the parameter \( \alpha \) (\( \alpha > -1 \)), not necessarily integer. To that end, it suffices to replace both integration contours \( S_1 \) in (2.5) by a contour \( C \) where \( C \) is a contour encircling the origin in counterclockwise direction, beginning at and returning to \(-\infty\), and never intersecting the negative real line except at \(-\infty\). The contour \( C \) is the negative of the standard ‘Hankel contour’. We then assume that all powers in the formulas have a branch cut along the negative real axis. Note that in the special case where \( \alpha \) is integer, the integration over the contour \( C \) can be replaced by an integration over the unit circle \( S_1 \) and then we retrieve the formula stated in Theorem 2.1 above. The proof of the extension to non-integer \( \alpha \) is similar to the one of Theorem 2.1 given in Section 3.1, by noting that (3.3) holds for
non-integer values of \( \alpha \) provided that the integration contour \( S_1 \) is replaced by the contour \( C \) described above. We omit the details.

Unfortunately, we were unable to apply an asymptotic analysis to the Toeplitz determinants for this generalized setting with \( \alpha \) non-integer, therefore we will always assume below that \( \alpha \) is integer.

In order to calculate the asymptotics of the Toeplitz determinants in (2.5), we apply a Borodin–Okounkov type formula. Note that the symbols of our Toeplitz matrices have winding number \( \alpha \) around the origin, which is in general non-zero. A Borodin–Okounkov type formula in this setting is described by Böttcher–Widom [8].

The formulas in [8] allow to write each Toeplitz determinant as the Fredholm determinant of an operator on \( l^2(Z_{\geq 0}) \) times a determinant of size \( \alpha \times \alpha \). Alternatively, we will see that the Toeplitz determinant can be expressed via the Fredholm determinant of a single operator acting on the direct sum space

\[
L := l^2(Z_{\geq 0}) \oplus \mathbb{C}^\alpha. 
\]

Fix \( n \in Z_{>0} \). We define a block matrix operator of size \((\infty + \alpha) \times (\infty + \alpha)\)

\[
\begin{pmatrix}
\infty & \alpha \\
\alpha & (A \ C) \\
& (B \ D)
\end{pmatrix}
\]

which we view as the matrix representation of a linear operator acting on the space \( L \) (2.7) with respect to the natural basis of \( L \). The block matrix decomposition is compatible with the direct sum decomposition of \( L \).

Let us describe the four blocks of (2.8). We will denote by \( S_\rho \) the circle with radius \( \rho > 1 \).

- \( A \) is a semi-infinite matrix with \((k,l)\)th entry

\[
A_{k,l} = \delta_{k-l} - \frac{1}{(2\pi i)^2} \int_{S_{\rho-1}} dz \int_{S_\rho} dw \frac{w^{l+n+\alpha}}{w^{k+n+\alpha+1}} \frac{1}{w-z} \exp \left( \frac{w-z}{2} + \frac{z^{-1} - w^{-1}}{2} \right)
\]

for \( k, l \in Z_{\geq 0} \).

- \( B \) is a matrix of size \( \alpha \times \infty \) with \((k,l)\)th entry given by

\[
B_{k,l} = -\frac{1}{(2\pi i)^2} \int_{S_{\rho-1}} dz \int_{S_\rho} dw \frac{w^{l+n+\alpha}}{w^{k+n+1}} \frac{1}{w-z} \exp \left( \frac{w-z}{2} + \frac{z^{-1} - w^{-1}}{2} \right)
\]

for \( k = 0, \ldots, \alpha - 1 \), \( l \in Z_{\geq 0} \).

- \( C \) is a Toeplitz matrix of size \( \infty \times \alpha \) with \((k,l)\)th entry

\[
C_{k,l} = \frac{1}{2\pi i} \int_{S_\rho} dw \ w^{l-k-n-\alpha-1} \exp \left( \frac{bw - aw^{-1}}{2} \right), \quad k \in Z_{\geq 0}, \quad l = 0, \ldots, \alpha - 1.
\]

(2.11)

- \( D \) is a Toeplitz matrix of size \( \alpha \times \alpha \) with \((k,l)\)th entry given by

\[
D_{k,l} = \frac{1}{2\pi i} \int_{S_\rho} dw \ w^{l-k-n-1} \exp \left( \frac{bw - aw^{-1}}{2} \right), \quad k, l = 0, \ldots, \alpha - 1.
\]

(2.12)
Next we define two vectors in the space $L$. The vectors will depend on parameters $\xi, \eta \in \mathbb{C}$ which we consider for the moment to be fixed numbers such that $|\xi| < 1$ and $|\eta| > 1$. Denote again by $S_\rho$ the circle of radius $\rho$ which we now take such that $\rho \in (1, \min\{|\xi|^{-1}, |\eta|\})$. We define $h, \hat{h}$ to be the column vectors of length $\infty$ and $\alpha$ respectively with $k$th entry
\[ h_k = \frac{1}{2\pi i} \int_{S_\rho} dw \frac{w^{-(k+n+\alpha+1)}}{w + \eta} \exp\left(\frac{bw - aw^{-1}}{2}\right), \quad k \in \mathbb{Z}_{\geq 0}, \tag{2.13} \]
\[ \hat{h}_k = \frac{1}{2\pi i} \int_{S_\rho} dw \frac{w^{-(k+n+1)}}{w + \eta} \exp\left(\frac{bw - aw^{-1}}{2}\right), \quad k = 0, \ldots, \alpha - 1. \tag{2.14} \]

Let $g$ be the row vector of length $\infty$ with $l$th entry
\[ g_l = \frac{1}{2\pi i} \int_{S_{\rho-1}} dz \frac{z^{l+n+\alpha}}{z + \xi} \exp\left(\frac{az^{-1} - bz}{2}\right), \quad l \in \mathbb{Z}_{\geq 0}, \tag{2.15} \]
and we define $\xi$ as the row vector of length $\alpha$ given by
\[ \xi := (1 - \xi \ldots (-\xi)^{\alpha-1}). \tag{2.16} \]

With these notations, let
\[ M(\xi, \eta) = \frac{1}{\eta - \xi} \left( g \begin{pmatrix} \xi \\ \hat{h} \end{pmatrix} \begin{pmatrix} A & C \\ B & D \end{pmatrix}^{-1} \begin{pmatrix} h \\ \hat{h} \end{pmatrix} \right) \tag{2.17} \]
where the matrix is the same as the one given in (2.8) and the entries of the two vectors are defined in (2.15)–(2.16) and (2.13)–(2.14) respectively. The block matrix and block vector notation is again compatible with the direct sum decomposition of the space $L$ given in (2.7).

**Remark 2.3.** The inverse of the block matrix in the above formula can again be partitioned as a block matrix of size $(\infty + \alpha) \times (\infty + \alpha)$:

\[ \begin{pmatrix} A & C \\ B & D \end{pmatrix}^{-1} = \begin{pmatrix} A^{-1} + A^{-1}CS^{-1}BA^{-1} & -A^{-1}CS^{-1} \\ -S^{-1}BA^{-1} & S^{-1} \end{pmatrix} \tag{2.18} \]
where $S := D - BA^{-1}C$ is the Schur complement of $A$. Hence the invertibility of the block matrix in (2.18) follows from the invertibility of $A$ and $S$.

It is not clear a priori that the block matrix in the definition of $M(\xi, \eta)$ in (2.17) is invertible, but as it will be seen later in Proposition 2.12 for the tacnode scaling and in (6.5) for the Pearcey scaling, we get invertible matrices in these two limits. Therefore, $M(\xi, \eta)$ is certainly well-defined if the parameters are close enough to any of these limits.

**Theorem 2.4.** The ratio of Toeplitz determinants in (2.5) can be written as
\[ C_n(\xi, \eta) = \frac{n^{\alpha+\alpha}}{\xi^{n-1}} \exp\left(\frac{1 - \eta^{-1}}{2}a + \frac{1 - \xi}{2}b\right) M(\xi, \eta) \tag{2.19} \]
where $M(\xi, \eta)$ is given above by (2.17).

The proof of the theorem is given in Section 3.2.
Definition 2.5 (Contours $\Gamma_\xi, \Gamma_\eta$). We denote by $\Gamma_\xi$ and $\Gamma_\eta$ counterclockwise oriented closed contours as follows. $\Gamma_\xi$ is a loop encircling 0 but not the points $-s/(1-s)$ and $-t/(1-t)$. $\Gamma_\eta$ consists of two pieces: a loop encircling 0 lying at the inside of $\Gamma_\xi$, and a small loop surrounding the point at $\eta = -s/(1-s)$ lying at the outside of $\Gamma_\xi$. A particular choice is shown later in Figure 4.

Theorem 2.6. Under the same assumptions as in Theorem 2.1, the correlation kernel $K_n$ for $n$ non-intersecting squared Bessel paths can be written as

$$K_n(s, x; t, y) = \frac{1}{2(2\pi i)^2} \int_{\Gamma_\eta} d\eta \int_{\Gamma_\xi} d\xi \frac{((1-t)\xi + t)^{\alpha-1}}{((1-s)\eta + s)^{\alpha+1}} \times \frac{\eta^{n+\alpha}}{\xi^{n+\alpha}} \exp \left( \frac{\eta - \xi}{2} \frac{\xi^{-1} - \eta^{-1}}{2} a - \frac{x(y-1)}{2(1-s)\eta + 2s} + \frac{y(\xi-1)}{2(1-t)\xi + 2t} \right) M(\xi, \eta)$$

where $M(\xi, \eta)$ is defined by (2.17) and the contours $\Gamma_\eta$ and $\Gamma_\xi$ are given in Definition 2.5.

2.2 Hard edge tacnode process

It turns out that it is more convenient for our purposes to work with

$$N = \frac{n}{2}$$

when we consider the hard edge tacnode process. The free parameter $q \in (0, \infty)$ will parametrize the location of the hard edge tacnode process, however $q$ will disappear from the limit process.

Definition 2.7. Let the tacnode scaling be the scaling when time and space are scaled according to

$$\frac{q}{1+q} + \frac{q}{(1+q)^2} t N^{-1/3}, \quad \frac{2q}{(1+q)^2} x N^{-1/3}$$

and the starting and ending points are rescaled by

$$a = 2qN \left( 1 - \frac{\sigma}{2N^{2/3}} \right), \quad b = 2q^{-1} N \left( 1 - \frac{\sigma}{2N^{2/3}} \right)$$

where $\sigma \in \mathbb{R}$ is the temperature parameter.

For $\sigma \in \mathbb{R}$, we define the shifted Airy kernel by

$$K_{\text{Ai}, \sigma}(x, y) = \int_{\sigma}^{\infty} d\lambda \text{Ai}(x + \lambda) \text{Ai}(y + \lambda).$$

To state the result about the limiting kernel, we define the function

$$h(x; v) = \int_{\sigma}^{\infty} d\lambda \text{Ai}(x + \lambda) \exp (-v\lambda)$$

and the two-variate functions (with $\text{Ai}^{(k)}$ denoting the $k$th derivative of the Airy function)

$$A_{\sigma}(x, y) = (1 - K_{\text{Ai}, \sigma})(x, y), \quad x, y \in \mathbb{R}_+,$$
The matrix component $C_\sigma$ always appears with a subscript throughout this paper in order to avoid confusions with the set of complex numbers. Let

$$U = \begin{pmatrix} 1 & u & u^2 & \ldots & u^{a-1} \end{pmatrix}$$

and for any function $f(x)$ or $f(x; v)$, we define the column vector on the space $L^2(\mathbb{R}_+) \oplus \mathbb{C}^a$

$$v[f] = ((f(x))_{x \in \mathbb{R}_+} f(x)|_{x=0} \quad \frac{\partial}{\partial x} f(x)|_{x=0} \quad \ldots \quad \frac{\partial^{a-1}}{\partial x^{a-1}} f(x)|_{x=0})^T.$$  

Finally define

$$M(u, v) = \frac{\exp(\sigma(u - v))}{v - u} + ((h(y; -u))_{y \in \mathbb{R}_+} - U \exp(\sigma u)) \left( \begin{array}{c} A_\sigma \\ B_\sigma \\ C_\sigma \\ D_\sigma \end{array} \right)^{-1} v[h(\cdot; v)].$$

Definition 2.8 (Contours $\Gamma_u$, $\Gamma_v$). The contours depend on real parameters $s, t$ but we will not indicate this dependence in the notation. Let $\Gamma_u$ be a Jordan arc in the complex plane which comes from $e^{-i2\pi/3} \infty$, goes to $e^{i2\pi/3} \infty$ and it crosses the real axis on the right of $-s$ and $-t$. Let $\Gamma_v$ consist of two pieces: a Jordan arc in the complex plane coming from $e^{-i\pi/3} \infty$ and going to $e^{i\pi/3} \infty$, lying to the right of $\Gamma_u$, and a clockwise oriented small loop around $-s$, lying to the left of $\Gamma_u$. A possible choice of these contours can be seen in Figure 2.

Let

$$K^\alpha(s, x; t, y) = -p_{\frac{\alpha}{3}}(x, y) 1_{t>s}$$

$$+ \frac{1}{(2\pi i)^2} \int_{\Gamma_v} \int_{\Gamma_u} dv \int dw \left( \frac{w^3 + u}{w + t-s} \right) (u + t)^{a-1} \exp(\frac{w^3 + u}{w + u+y}) M(u, v)$$

\[2.34\]
be the hard edge tacnode kernel where the integration contours are given in Definition 2.8 and the function $\bar{M}(u,v)$ is defined by (2.33). The next theorem will be proved in Section 4.

**Theorem 2.9.** Let $\alpha$ be a non-negative integer.

1. Under the tacnode scaling given by Definition 2.7, the sequence of rescaled kernels converges

\[
2r K_{2N} \left( \frac{q}{1+q} + rs, 2rx; \frac{q}{1+q} + rt, 2ry \right) \to K^{\alpha}(s, x; t, y) \tag{2.35}
\]

uniformly as $x$ and $y$ are in a compact subset of $\mathbb{R}$ where

\[
r = q(1 + q)^{-2} N^{-1/3} \tag{2.36}
\]

and the kernel on the right-hand side of (2.35) is defined by (2.34).

2. As a consequence, the hard edge tacnode process $\mathcal{T}^{\alpha}$ exists as the limit of $n$ non-intersecting squared Bessel processes under the tacnode scaling. It is characterized by the following gap probabilities. For any fixed $k$ and $t_1, \ldots, t_k \in \mathbb{R}$ and for any compact set $E \subset \{t_1, \ldots, t_k\} \times \mathbb{R}$,

\[
P(\mathcal{T}^{\alpha}(\mathbb{1}_E) = \emptyset) = \det(1 - K^{\alpha})_{L^2(E)}. \tag{2.37}
\]

In the definition of the kernel $K^{\alpha}(s, x, t, y)$ in (2.31)–(2.33), we implicitly assume that the limiting block matrix is invertible. Equivalently, the limiting Schur complement

\[
S_\sigma = D_\sigma - B_\sigma A_\sigma^{-1} C_\sigma \tag{2.38}
\]

should be invertible. This follows from Proposition 2.12 below for $\sigma$ large enough.

**2.3 Alternative formulations of the hard edge tacnode kernel**

Let $A_\sigma$ be the integral operator on $L^2(0, \infty)$ with kernel

\[
A_\sigma(x, y) = A_i(x + y + \sigma). \tag{2.39}
\]

Note that $K_{A_i, \sigma} = A_\sigma^2$ and the matrices in (2.27)–(2.30) can also be easily expressed in terms of the operator $A_\sigma$ as

\[
A_\sigma(x, y) = (1 - A_\sigma^2)(x, y), \quad C_\sigma(x, l) = \frac{\partial^l}{\partial y^l} A_\sigma(x, y) \big|_{y=0}, \tag{2.40}
\]

\[
B_\sigma(k, y) = -\frac{\partial^k}{\partial x^k} A_\sigma^2(x, y) \big|_{x=0}, \quad D_\sigma(k, l) = \frac{\partial^k}{\partial x^k} \frac{\partial^l}{\partial y^l} A_\sigma(x, y) \big|_{x=y=0}. \tag{2.41}
\]

We will use the following general notation in the sequel: if $f$ is a smooth function on $(-1, 1)$, we denote the kernel of the integral operator $f(A_\sigma)$ on $L^2(0, \infty)$ by $f(A_\sigma)(x, y)$. In particular, we have $f(x) = x/(1 - x^2)$ in (2.42) below. Straightforward substitution of (2.40)–(2.41) into (2.38) yields the following.
Lemma 2.10. 1. The Schur complement $S_\sigma$ in (2.38) can be represented as
\[ S_\sigma = \left( \frac{\partial^{k+l}}{\partial x^k \partial y^l} (A_\sigma (1 - A^2_\sigma)^{-1}(x,y)) \right)_{x=y=0} \alpha^{-1} \quad (2.42) \]

2. The Schur complement $S_\sigma$ is a symmetric matrix.

In particular, for $\alpha = 1$ the Schur complement takes the scalar form
\[ S_\sigma = (1 - A^2_\sigma)^{-1} A_\sigma(0,0). \]

It is well-known [18] that this is equal to $q(\sigma)$ where $q$ is the Hastings-McLeod solution to the Painlevé II equation. The invertibility of the Schur complement then amounts to the fact that $q(\sigma) \neq 0$ for all $\sigma \in \mathbb{R}$. We conjecture that it holds more generally.

**Conjecture 2.11.** The Schur complement (2.42) is invertible for all $\sigma \in \mathbb{R}$.

Let us prove Conjecture 2.11 under the assumption that $\sigma \gg 0$ is large enough. Note that for $\sigma \to \infty$ the operator $(1 - K_{Ai,\sigma})^{-1}$ tends exponentially fast to the identity operator. Hence the $(k,l)$th entry of the matrix (2.42) is approximated by
\[ \frac{\partial^{k+l}}{\partial x^k \partial y^l} A_i(x + \sigma) |_{x=0}. \]

We will prove the following proposition in Section 7.

**Proposition 2.12.** 1. Let $n$ be fixed. We have the asymptotics
\[ \det \left( \frac{\partial^{k+l}}{\partial x^k \partial y^l} \text{Ai}(x) \right)_{k,l=0}^{n-1} \sim \frac{(-1)^n}{2^{n^2}} \pi^{n/2} \left( \prod_{j=0}^{n-1} j! \right) x^{-n^2/4} \exp \left( -\frac{2}{3} n x^{3/2} \right) \quad (2.43) \]

for $x \to \infty$ where $\sim$ means that the ratio of the two sides goes to 1.

2. The Schur complement $S_\sigma$ is invertible for all $\sigma \gg 0$ large enough.

We take the derivative of the kernel (2.34) with respect to the temperature parameter $\sigma$. It turns out that this derivative has a convenient form: it is a rank 1 kernel. The proof of this fact is a rather lengthy calculation which we omit here, hence we give the next theorem without proof.

**Theorem 2.13** (Temperature derivative of the kernel). The derivative of the hard edge tacnode kernel (2.34) with respect to $\sigma$ is a rank 1 kernel, that is
\[ \frac{\partial}{\partial \sigma} K^n(s, x; t, y) = g_\sigma(s, x) h_\sigma(-t, y). \]

If $\alpha = 0$, then $g_\sigma(s, x) = h_\sigma(s, x)$ and they both are given by the contour integral
\[ \frac{1}{2\pi i} \int_{\Gamma_v} dv \frac{e^{3v + \pi i/2}}{v + s} \left( e^{-v\sigma} + \int_0^\infty dw \int_0^\infty dz (1 - K_{Ai,\sigma})^{-1}(w, z) \text{Ai}(w + \sigma) h(z; v) \right). \quad (2.45) \]
If $\alpha \geq 1$, then the function $g_\sigma$ is given by
\[
g_\sigma(s, x) = \frac{1}{2\pi i} \int_{\Gamma_v} dv \frac{\exp\left(\frac{v^3}{3} + \frac{x}{v+s}\right)}{(v+s)^{\alpha+1}} \begin{pmatrix} 0 & \ldots & 0 & 1 \end{pmatrix} \begin{pmatrix} A_\sigma & C_\sigma \\ B_\sigma & D_\sigma \end{pmatrix}^{-1} v[h(\cdot; v)] \] (2.46)
and $h_\sigma$ can be represented as
\[
h_\sigma(s, x) = -x^{-\alpha} \frac{1}{2\pi i} \int_{\Gamma_v} du \frac{(u-s)^{\alpha-1}}{\exp\left(\frac{u^3}{3} + \frac{x}{u-s}\right)}
\times \left[ u^\alpha \exp(\sigma u) + \left(\frac{(h(y; -u))_{y\in\mathbb{R}^+} \exp(\sigma u)}{-U} \right) \begin{pmatrix} A_\sigma & C_\sigma \\ B_\sigma & D_\sigma \end{pmatrix}^{-1} v[Ai(\alpha)(\cdot + \sigma)] \right]. \] (2.47)

**Conjecture 2.14.** The functions $g_\sigma$ and $h_\sigma$ are the same.

The conjecture holds for $\alpha = 0$ trivially, the $\alpha = 1$ case can still be checked by rewriting the functions in Schur complement forms. For general $\alpha$, it is more complicated. The equality of the two functions $g_\sigma$ and $h_\sigma$ follows from the hidden symmetry of the kernel.

**Corollary 2.15.** The hard edge tacnode kernel can be written as
\[
K^\alpha(s, x; t, y) = -y^\alpha \int_0^\infty \sigma' g_{\sigma'}(s, x) g_{\sigma'}(-t, y). \] (2.48)

Finally, we show how the block matrix notations in the above formulas can be avoided. We show this first for the function $M(u, v)$. Let us use the notation
\[
e_s(x) = \exp(s(x + \sigma)) \] (2.49)
for the exponential function for any $s \in \mathbb{C}$ and let
\[
\langle f, g \rangle = \int_0^\infty f(x)g(x) \, dx \] (2.50)
be the usual scalar product of functions $f$ and $g$ in $L^2(\mathbb{R}^+)$. Observe that with this notation
\[
h(x; v) = A_\sigma e_{-v}(x). \] (2.51)

**Proposition 2.16.** We can rewrite the function $M(u, v)$ in (2.33) with the notation of (2.39) and (2.49) as
\[
M(u, v) = \langle e_u, (1 - K_{Ai,\sigma})^{-1} e_v \rangle
- \left( \frac{\partial^k}{\partial x^k} \left((1 - K_{Ai,\sigma})^{-1} e_u\right)(x) \right|_{x=0}^{\alpha-1} \left. \begin{pmatrix} A_\sigma & C_\sigma \\ B_\sigma & D_\sigma \end{pmatrix}^{-1} \right)_{k=0}^{S^{-1}} \frac{\partial^k}{\partial x^k} \left(A_\sigma (1 - K_{Ai,\sigma})^{-1} e_v\right)(x) \right|_{x=0}^{\alpha-1}. \] (2.52)

Here the two expressions between large parentheses $(\ldots)^{\alpha-1}$ denote a row and a column vector respectively, both of length $\alpha$.

In a very similar way, one can express the functions $g_\sigma$ and $h_\sigma$ without the block matrix notation.
Remark 2.17. In the $\alpha = 0$ case after the change of variables $\eta = (v + s)^{-1}$ and $\xi = (u + t)^{-1}$, the kernel in (2.34) restricted to single time reads

$$K^\alpha(t, x; t, y) = \frac{1}{(2\pi i)^2} \int_{\eta} d\eta \int_{\xi} d\xi \frac{\exp \left( \frac{(\eta - t)^3}{3} + \frac{x}{\eta} \right)}{\exp \left( \frac{(\xi - t)^3}{3} + \frac{y}{\xi} \right)} \frac{1}{\xi - \eta}. \quad (2.53)$$

The contour $\gamma_\xi$ is a clockwise curve that has a cusp at the origin such that it leaves the origin in the $e^{i2\pi/3}$ direction, it crosses the positive real axes and it returns to the origin from the $e^{-i2\pi/3}$ direction. The other contour $\gamma_\eta$ consists of two parts: the first one is a clockwise loop inside $\gamma_\xi$ and it has a cusp at the origin such that it leaves the origin in the $e^{i\pi/3}$ direction and it returns to the origin from the $e^{-i\pi/3}$ direction; the other part is a counterclockwise circle around $\gamma_\xi$.

The kernel in (2.53) with a further change of variables is a special case of the single time kernels of the form

$$\frac{1}{(2\pi i)^2} \int_{\gamma_\mu} d\mu \int_{\gamma_\lambda} d\lambda \frac{e^{\Theta_x(\mu) - \Theta_x(\lambda)}}{\lambda - \mu} \quad (2.54)$$

where $\Theta_x(\mu)$ is a rational function in $\mu$ which depends on the parameter $x$ linearly, i.e. $\Theta_x(\mu) = \Theta_x(0) + x\mu$. In this case, $\Theta_x$ is a third order rational function. In the hard edge Pearcey case, it is a second order function, see Corollary 2.24 below and also [17].

As discussed in [4], to the type of kernels (2.54) with some further restrictions on $\Theta_x$, one can associate a Riemann–Hilbert problem which was used in [4] to express the gap probabilities in terms of the tau function of the Riemann–Hilbert problem. It is natural to ask about the existence of a corresponding Riemann–Hilbert problem in the present case.

### 2.4 Hard edge Pearcey process

Here we consider the non-intersecting squared Bessel paths which all start from 0. More precisely, let

$$K^P_n(s, x; t, y) := \lim_{\alpha \to 0} K_n(s, x; t, y) \quad (2.55)$$

be the confluent limit of the kernel (1.3) of $n$ non-intersecting squared Bessel processes as the starting points tend to 0. This means that $K^P_n(s, x; t, y)$ is the correlation kernel for $n$ non-intersecting squared Bessel processes conditioned to start at 0 at time 0 and end at positions $b_j$, $j = 1, \ldots, n$ at time 1. This is similar to the situation considered by Kuijlaars, Martínez-Finkelshtein and Wielonsky [17, Fig. 1].

**Proposition 2.18.** For any real $\alpha > -1$, the kernel $K^P_n$ in (2.55) has the double integral representation

$$K^P_n(s, x; t, y) = -p_{t-s}(x, y)1_{t>s} - \frac{1}{2\pi i} \int_{-\infty}^{0} dw \int_{\Gamma_z} dz \, p_{t-1}(w, y)p_{t-1}(x, z) \left( \frac{w}{z} \right)^\alpha \exp \left( \frac{z - w}{2} \right) \frac{1}{w - z} \prod_{j=1}^{n} \frac{w - b_j}{z - b_j} \quad (2.56)$$

where the $z$-contour $\Gamma_z$ is an counterclockwise loop surrounding the points $b_1, \ldots, b_n$ and being disjoint from the $w$-contour $(-\infty, 0]$. The branch for $(w/z)^\alpha$ is defined by $w^\alpha = e^{i\alpha \pi} |w|^\alpha$ and along the contour $\Gamma_z$, we use the extension of $z^{-\alpha}$ from the positive real axis.
This proposition is closely related to a result by Katori–Tanemura [15, Theorem 2.1]. It can also be considered as the hard edge analogue of Tracy–Widom [19, eq. (2.11)]. For completeness we will provide a proof of the proposition in Section 5. The confluent limit of the endpoints \( b_j \to b \) for \( j = 1, \ldots, n \) is simply obtained by substituting it in (2.56). If we choose \( b = 2qn \) where \( q \in (0, \infty) \) is a free parameter, then the region filled by the trajectories of the Bessel processes behaves as follows. For any time \( t < 1/(1 + q) \), the lowest path stays close to 0 whereas for \( t > 1/(1 + q) \), its distance from 0 is macroscopic. Our main focus is the neighbourhood of \( t = 1/(1 + q) \) under the following scaling where the hard edge Pearcey process is observed.

**Definition 2.19.** Let the Pearcey scaling be the following scaling of the parameters. We consider \( n \) non-intersecting squared Bessel paths, take the confluent limit as all the starting points are 0 and the endpoints are equal to \( b = 2qn \) with a free parameter \( q \in (0, \infty) \) and we rescale time and space variables \( t \) and \( y \) as

\[
\frac{1}{1 + q} + \frac{q}{(1 + q)^2} tn^{-1/2}, \quad \frac{1}{2q} yn^{-1/2}
\]

respectively. (We make this rescaling for all the considered time and space variables.) We define the hard edge Pearcey kernel by

\[
\begin{align*}
L^\alpha(s, x; t, y) &= -p(t-s)(x, y)_{s=t} \\
&+ \left( \frac{y}{x} \right)^{\alpha/2} \frac{2}{\pi i} \int_C du \int_0^\infty dv (\frac{u}{v})^{\alpha} \frac{uv}{v^2 - u^2} e^{u^4/2 + sv^2} J_\alpha(2\sqrt{fu}) J_\alpha(2\sqrt{fv})
\end{align*}
\]

where \( C \) is the contour which consists of two rays: one from \( e^{i\pi/4} \infty \) to 0 and one from 0 to \( e^{-i\pi/4} \infty \). In the single time case \( s = t \), the above kernel essentially reduces to the one of Desrosiers–Forrester [12, Sec. 5] which was also discussed in the last paragraph of [17, Sec. 1]. Applying an asymptotic analysis to the double integral formula in Proposition 2.18 similarly to [19, Sec. III], we obtain the multi-time extension of the hard edge Pearcey process.

**Theorem 2.20.** Let \( \alpha > -1 \). The hard edge Pearcey process \( \mathcal{P}^\alpha \) is obtained as the limit of \( n \) non-intersecting squared Bessel processes starting at 0 at time 0 and ending at \( b = 2qn \) at time 1 under the time-space scaling (2.57). It is defined by the following gap probabilities. For any fixed \( k \) and \( t_1, \ldots, t_k \in \mathbb{R} \) and for any compact set \( E \subset \{t_1, \ldots, t_k\} \times \mathbb{R} \),

\[
\mathbf{P}(\mathcal{P}^\alpha(1_E) = \emptyset) = \det(1 - L^\alpha)_{L^2(E)}
\]

where \( L^\alpha \) is the hard edge Pearcey kernel given by (2.58).

**Remark 2.21.** It is not hard to see from the proof of Theorem 2.20 that if we set \( b = 2qn(1 + \sigma n^{-1/2}) \) for some fixed \( \sigma \in \mathbb{R} \), then the correlation kernel of the hard edge Pearcey process becomes \( L^\alpha(s + \sigma, x; t + \sigma, y) \). Similarly as before, one can think of \( \sigma \) as a temperature parameter.

For non-negative integer values of \( \alpha \), we can use our methods involving Toeplitz determinants to obtain an alternative formulation of the kernel \( L^\alpha \). The following result is proved in Section 6.
Proposition 2.22 (Alternative formula for the hard edge Pearcey kernel). If $\alpha$ is a non-negative integer, then we can write $L^\alpha$ in (2.58) as

\[
L^\alpha(s, x; t, y) = -p_{-\frac{1}{2}}(x, y) 1_{\tau<s} + \left(\frac{y}{x}\right)^\alpha \frac{1}{(2\pi i)^2} \int_{\Gamma_d} dw \int_{\delta+i\mathbb{R}} dz \frac{1}{w-z} e^{-\frac{u^2}{2} + \sigma u + \frac{z^2}{2}} (w+s)^{\alpha-1} (z+t)^{\alpha+1} \tag{2.60}
\]

where $\Gamma_d$ is a clockwise oriented circle surrounding the singularity at $-s$, and $\delta > 0$ is chosen such that the contour $\delta+i\mathbb{R}$ passes to the right of the singularity at $-t$ and to the right of the contour $\Gamma_d$.

Remark 2.23. Although we derive it only if $\alpha$ is a non-negative integer, formula (2.60) makes sense for any real $\alpha > -1$ with a few minor modifications. In that case, we replace $\Gamma_d$ by a clockwise oriented closed loop which intersects the real line at a point to the right of $-s$, and also at $-s$ itself where it has a cusp at angle $\pi$. We then take the principal branches of the powers $(w+s)^{\alpha-1}$, $(z+t)^{\alpha+1}$, i.e., with a branch cut along the negative half-line. See also Remark 6.5.

In the single time case $t = s$, the kernel $L^\alpha$ in (2.60) can be further reduced to the kernel of Kuijlaars, Martínez–Finkelshtein and Wielonsky, as stated in [17, Eq. (1.19)]:

\[
K_{\alpha}^{KMW}(x, y, t) = \frac{1}{(2\pi i)^2} \int_{\Gamma_v} dv \int_{\Gamma_u} du \frac{1}{u-v} e^{i\alpha u + i\alpha v} e^{i\alpha} \tag{2.61}
\]

where $\Gamma_v$ is a clockwise circle in the left half-plane touching zero along the imaginary axis, and $\Gamma_u$ is a counterclockwise loop surrounding $\Gamma_v$.

Corollary 2.24. In the single time case $t = s$, the kernel $L^\alpha$ in (2.60) reduces to

\[
L^\alpha(t, x; t, y) = \left(\frac{y}{x}\right)^\alpha K_{\alpha}^{KMW}(y, x, t + \sigma). \tag{2.62}
\]

As a consequence of Theorem 2.20 in the special case of $\alpha = -1/2$, we recover the process described by Borodin and Kuan [7] via the kernel

\[
K_{\alpha}^{BK}(\sigma_1, \eta_1; \sigma_2, \eta_2) = \frac{2}{\pi^2 i} \int C dv \int_{\mathbb{R}^+} du \frac{v}{u^2} e^{i\alpha v^2} \cos(\sigma_1 u) \cos(\sigma_2 v) - \frac{1}{2\sqrt{\pi(\eta_1 - \eta_2)}} \left(\exp\left(\frac{(\sigma_1 + \sigma_2)^2}{4(\eta_2 - \eta_1)}\right) + \exp\left(\frac{(\sigma_1 - \sigma_2)^2}{4(\eta_2 - \eta_1)}\right)\right) 1_{\eta_1 > \eta_2} \tag{2.63}
\]

as follows.

Corollary 2.25. For $\alpha = -1/2$, let us choose

\[
s = \frac{\eta_2}{\sqrt{2}}, \quad t = \frac{\eta_1}{\sqrt{2}}, \quad x = \frac{\sigma_2^2}{4\sqrt{2}}, \quad y = \frac{\sigma_1^2}{4\sqrt{2}}. \tag{2.64}
\]

Then the hard edge Pearcey process with the above change of the space and time variables is the same as the Borodin–Kuan process, that is, their kernels satisfy the relation

\[
L^{-1/2} \left(\frac{\eta_2}{\sqrt{2}}, \frac{\sigma_2^2}{4\sqrt{2}}, \frac{\eta_1}{\sqrt{2}}, \frac{\sigma_1^2}{4\sqrt{2}}\right) \frac{dy}{d\sigma_1} = K_{\alpha}^{BK}(\sigma_1, \eta_1; \sigma_2, \eta_2). \tag{2.65}
\]
Remark 2.26. We assume above that the non-intersecting paths start at $a = 0$ and end at $b = 2qn$. Instead we could let them start at $a = 2qn$ and end at $b = 0$. This leads to an alternate hard-edge Pearcey process that we could denote by the superscript $\text{alt}$. The corresponding kernels are related by

$$L_{\alpha, \text{alt}}(s, x; t, y) = \left(\frac{y}{x}\right)^{\alpha} L_{\alpha}(t, y; s, x).$$

(2.66)

Note that the prefactor $(y/x)^{\alpha}$ is just a conjugation of the kernel, hence the two kernels give rise to essentially the same correlation functions. Note that this prefactor also appears in the right-hand side of (2.62).

Remark 2.27. The equivalence of the two formulas (2.58) and (2.60) for the kernel $L_{\alpha}$ can be seen directly as follows. In both formulations, it can be shown that the derivative of the kernel with respect to the parameter $\sigma$ factorizes as

$$\frac{\partial}{\partial \sigma} L_{\alpha}(s, x; t, y) = \left(\frac{y}{x}\right)^{\alpha} f(s, x)g(t, y)$$

(2.67)

where the functions $f, g$ solve the third-order ODE’s

$$xf''' + (2 - \alpha)f'' - (s + \sigma)f' + f = 0,$$

(2.68)

$$xg''' + (2 + \alpha)g'' - (s + \sigma)g' - g = 0$$

(2.69)

where the prime denotes the derivative with respect to the space variable $x$ or $y$. By using this fact and also some extra information to determine the relevant solutions to the ODE’s, one can prove that the functions $f, g$ in (2.67) are the same for both formulations of the kernel $L_{\alpha}$, and hence the kernels (2.58) and (2.60) themselves are equal as well. We leave the details to the interested reader.

We note that if $\alpha = 0$ the functions $f, g$ in (2.67) also satisfy the PDE’s

$$\frac{\partial}{\partial s} f + \frac{\partial}{\partial x} f + x \frac{\partial^2}{\partial x^2} f = 0,$$

$$\frac{\partial}{\partial t} g - \frac{\partial}{\partial y} g - y \frac{\partial^2}{\partial y^2} g = 0.$$

3 Derivation of the kernel $K_n$

In this section, we prove the different formulations of the kernel $K_n$ stated in Theorems 2.1, 2.4 and 2.6.

3.1 Proof of Theorem 2.1

The proof of Theorem 2.1 consists of two steps. First we express the quantity $C_n(\xi, \eta)$ as a Christoffel–Darboux kernel, then we rewrite it as the ratio of two Toeplitz determinants.

Step 1. Let us take the confluent limit of the starting and ending points $a_j \to a > 0$ and $b_j \to b > 0$. The expression (1.3) reduces to

$$K_n(s, x; t, y) = -p_{t-s}(x, y)1_{t>s} + \sum_{j,k=0}^{n-1} \left( \frac{\partial^j}{\partial a^j} p_{1-s}(x, b) \right) (A^{-1})_{k,j} \left( \frac{\partial^j}{\partial a^j} p_t(a, y) \right)$$

(3.1)
where
\[ A = \left( \frac{\partial^j}{\partial a^j} \frac{\partial^k}{\partial b^k} p_1(a, b) \right)_{j,k=0}^{n-1}. \] (3.2)

Since we assumed that \( \alpha \) is an integer, the integral representation for the modified Bessel function
\[ I_\alpha(z) = \frac{1}{2\pi i} \int_{S_1} u^{\alpha-1} \exp \left( \frac{u + u^{-1}}{2} z \right) du \] (3.3)
holds where \( S_1 \) denotes the unit circle. Therefore, the transition probability (1.1) can be written as
\[ p_t(x, y) = \int_{S_1} w(u; x, y, t) \frac{du}{u} \]
with the weight function (2.1) on the unit circle \(|u| = 1\). We can then evaluate the quantities in (3.1)–(3.2):
\[ \frac{\partial^j}{\partial a^j} p_t(a, y) = \int_{S_1} \left( \frac{u - 1}{2t} \right)^j w(u; a, y, t) \frac{du}{u}, \] (3.4)
\[ \frac{\partial^k}{\partial b^k} p_{1-s}(x, b) = \int_{S_1} \left( \frac{u - 1}{2(1-s)} \right)^k w(u; x, b, 1-s) \frac{du}{u}, \] (3.5)
and
\[ \frac{\partial^j}{\partial a^j} \frac{\partial^k}{\partial b^k} p_t(a, b) = \int_{S_1} \left( \frac{u - 1}{2} \right)^j \left( \frac{u - 1}{2} \right)^k w(u; a, b, 1) \frac{du}{u}. \] (3.6)
Inserting these expressions in the kernel (3.1) and using the linearity of matrix multiplication, we find
\[ K_n(s, x; t, y) = -p_{t-s}(x, y) \mathbb{1}_{t \geq s} \]
\[ + \sum_{j,k=0}^{n-1} \left( \int_{S_1} Q_k \left( \frac{u - 1}{1-s} \right) w(u; x, b, 1-s) \frac{du}{u} \right) \]
\[ \times (A^{-1})_{k,j} \left( \int_{S_1} P_j \left( \frac{u - 1}{t} \right) w(u; a, y, t) \frac{du}{u} \right) \] (3.7)
with
\[ A = \left( \int_{S_1} P_j(u - 1)Q_k(u^{-1} - 1)w(u; a, b, 1) \frac{du}{u} \right)_{j,k=0}^{n-1} \] (3.8)
where \( P_j \) and \( Q_k \) are arbitrary polynomials of degree \( j \) and \( k \) respectively. Note that the factors 2 in the denominators in (3.4)–(3.6) cancel each other. So we obtain the formula (2.4), but with \( C_n(\xi, \eta) \) there replaced by the Christoffel–Darboux kernel
\[ C_n(\xi, \eta) := \sum_{j,k=0}^{n-1} P_j(\xi^{-1} - 1)Q_k(\eta - 1)(A^{-1})_{k,j} \] (3.9)
with again the notation (2.6) and (3.8). By taking \( P_j(x) = (x+1)^j \) and \( Q_k(y) = (y+1)^k \), this reduces to
\[ C_n(\xi, \eta) = \sum_{j,k=0}^{n-1} \xi^{-j} \eta^k (A^{-1})_{k,j} \] (3.10)
where

\[ A = \left( \int_{S_1} z^{j-k} w(z) \frac{dz}{z} \right)_{j,k=0}^{n-1}. \]  

(3.11)

Note that \( A \) is a Toeplitz matrix.

**Step 2.** Next we express the Christoffel–Darboux kernel \( C_n(\xi, \eta) \) in (3.10) as a ratio of two Toeplitz determinants. We discuss this in a broader context. Let \( w(z) \) be an arbitrary weight function on the unit circle \( S_1 \). Define the moments

\[ m_{j,k} = \int_{S_1} z^{j-k} w(z) \frac{dz}{z} \]  

(3.12)

for \( j, k \in \mathbb{Z}_{\geq 0} \). Obviously the moments \( m_{j,k} \) depend only on the difference \( j - k \). So they satisfy the Toeplitz property

\[ m_{j+1,k+1} = m_{j,k}, \]

but we will not use this for the moment. Let \( A = (m_{j,k})_{j,k=0}^{n-1} \) be the moment matrix, i.e., the Toeplitz matrix (3.11).

**Lemma 3.1.** With the setting of the last paragraph, consider the Christoffel–Darboux kernel (3.10). It can be written as a ratio of two Toeplitz determinants

\[
C_n(\xi, \eta) = \frac{\eta^{n-1}}{\xi^{n-1}} \begin{vmatrix}
\tilde{m}_{0,0} & \tilde{m}_{0,1} & \cdots & \tilde{m}_{0,n-2} \\
\tilde{m}_{1,0} & \tilde{m}_{1,1} & \cdots & \tilde{m}_{1,n-2} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{m}_{n-2,0} & \tilde{m}_{n-2,1} & \cdots & \tilde{m}_{n-2,n-2}
\end{vmatrix}
/ \begin{vmatrix}
m_{0,0} & m_{0,1} & \cdots & m_{0,n-1} \\
m_{1,0} & m_{1,1} & \cdots & m_{1,n-1} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n-1,0} & m_{n-1,1} & \cdots & m_{n-1,n-1}
\end{vmatrix}
\]  

(3.13)

with the moments \( m_{j,k} \) given in (3.12) and

\[ \tilde{m}_{j,k} = m_{j,k} - \xi m_{j+1,k} - \eta^{-1} m_{j,k+1} + \xi \eta^{-1} m_{j+1,k+1} \]

which also satisfy the Toeplitz property \( \tilde{m}_{j+1,k+1} = \tilde{m}_{j,k} \).

**Proof.** The definition of the Christoffel–Darboux kernel (3.10) is equivalent with

\[
C_n(\xi, \eta) = (1 \  \eta \ \cdots \ \eta^{n-1}) \begin{pmatrix}
m_{0,0} & m_{0,1} & \cdots & m_{0,n-1} \\
m_{1,0} & m_{1,1} & \cdots & m_{1,n-1} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n-1,0} & m_{n-1,1} & \cdots & m_{n-1,n-1}
\end{pmatrix}^{-1} \begin{pmatrix} 1 \\ \xi^{-1} \\ \vdots \\ \xi^{-(n-1)} \end{pmatrix}
\]

(3.14)

which in turn yields the determinantal formula

\[
C_n(\xi, \eta) = \begin{vmatrix}
m_{0,0} & m_{0,1} & \cdots & m_{0,n-1} & 1 \\
m_{1,0} & m_{1,1} & \cdots & m_{1,n-1} & \xi^{-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
m_{n-1,0} & m_{n-1,1} & \cdots & m_{n-1,n-1} & \xi^{-(n-1)} \\
1 & \eta & \cdots & \eta^{n-1} & 0
\end{vmatrix}
\times \begin{vmatrix}
m_{0,0} & m_{0,1} & \cdots & m_{0,n-1} \\
m_{1,0} & m_{1,1} & \cdots & m_{1,n-1} \\
\vdots & \vdots & \ddots & \vdots \\
m_{n-1,0} & m_{n-1,1} & \cdots & m_{n-1,n-1}
\end{vmatrix}^{-1}
\]

(3.15)
The denominator of (3.15) is a Toeplitz determinant. We want to achieve the same for
the determinant in the numerator. To this end we apply a series of elementary row
and column operations. From the $j$th row we subtract $\xi$ times the $(j+1)$st row for
$j = 0, \ldots, n-2$, and from the $k$th column we subtract $\eta^{-1}$ times the $(k+1)$st column
for $k = 0, \ldots, n-2$. These operations kill all the entries in the last row and column
except for the entries $\xi^{-(n-1)}$ and $\eta^{n-1}$. Hence the determinant factorizes as $-\xi^{-(n-1)}\eta^{n-1}$
times the determinant obtained by skipping the last two rows and columns. The lemma
follows.

Note that $\tilde{m}_{j,k}$ are expressed as moments
\[
\tilde{m}_{j,k} = \int_{S_1} z^{j-k} \tilde{w}(z) \frac{dz}{z}
\]
where the weight function $\tilde{w}(z)$ is given in (2.3). This proves (2.5), which ends the proof
of Theorem 2.1.

3.2 Proof of Theorem 2.4

We prove Theorem 2.4 in three steps. First we apply a Borodin–Okounkov type formula
for the Toeplitz determinants, then we rewrite the ratio of determinants, finally we use
the rank one structure to obtain the assertion.

Step 1. We express both Toeplitz determinants in (2.5) via a Borodin–Okounkov type
formula, in the formulation of Böttcher–Widom [8].

Let $n$ be a fixed integer. Recall the semi-infinite matrix $A$ in (2.9), viewed as an
operator on $l^2(\mathbb{Z}_{\geq 0})$, and similarly define $\tilde{A}$ by (3.28). Both operators $A$ and $\tilde{A}$ are a trace
class perturbation of the identity operator on $l^2(\mathbb{Z}_{\geq 0})$ so their Fredholm determinants
$\det A$, $\det \tilde{A}$ are well-defined. Then we obtain the following factorizations.

Lemma 3.2. With the above notations, the following is true.

1. The Toeplitz determinant in the numerator of (2.5) can be factorized as
\[
\det \left( \int_{S_1} z^{j-k} \tilde{w}(z) \frac{dz}{z} \right)_{j,k=1}^{n-1} = G^{n+a-1} \tilde{E} \tilde{F}_{n-1,\alpha} \det \tilde{A}
\]
where
\[
G := \frac{1}{2} \exp \left( -\frac{a+b}{2} \right), 
\tilde{E} := \frac{\eta}{\eta-\xi} \exp \left( \frac{ab}{4} - \frac{a\eta^{-1} - b\xi}{2} \right)
\]
and $\tilde{F}_{n-1,\alpha}$ will be defined in (3.25)–(3.26).

2. The Toeplitz determinant in the denominator of (2.5) can be factorized as
\[
\det \left( \int_{S_1} z^{j-k} w(z) \frac{dz}{z} \right)_{j,k=1}^{n} = G^{n+a} E F_{n,\alpha} \det A
\]
where
\[
G := \frac{1}{2} \exp \left( -\frac{a+b}{2} \right), 
E := \exp \left( \frac{ab}{4} \right)
\]
and $F_{n,\alpha}$ will be defined in the proof.
Proof. The second part follows from the first by taking the limit $\xi \to 0$, $\eta \to \infty$ and replacing $n$ by $n + 1$. So it suffices to prove the first part of the lemma. It will be convenient for us to replace the weight function $\tilde{w}(z)$ in the left hand side of (3.16) by $\tilde{w}(-z)$. Note that this is equivalent to a conjugation of the Toeplitz matrix by the diagonal matrix $\text{diag}(1, -1, 1, -1, \ldots)$, which does not affect the value of the determinant. Moreover, we multiply the weight function $\tilde{w}(-z)$ by the prefactor $(-1)^n$; this prefactor multiplies the Toeplitz determinant in (3.16) by the factor $(-1)^{(n-1)\alpha}$, but this factor will cancel out later.

We use the setting in Böttcher–Widom [8]. With the notations in that paper, the weight function of the Toeplitz determinant is

$$a(z) := \frac{1}{2}(1 + \xi z^{-1})(1 + \eta^{-1}z) \exp \left(-\frac{z^{-1} + 1}{2}a\right) \exp \left(-\frac{z + 1}{2}b\right)$$

(3.18)
on the unit circle $|z| = 1$. Note the changes of signs compared to (2.1)-(2.3) by the replacement of $\tilde{w}(z)$ with $\tilde{w}(-z)$, and note that $z$ turned into $z^{-1}$ due to the conventions in [8]. We have the Wiener–Hopf factorization $a(z) = a_+(z)a_-(z)$ with

$$a_+(z) = \frac{1}{2}(1 + \eta^{-1}z) \exp \left(-\frac{z + 1}{2}b\right) \exp \left(-\frac{1}{2}a\right),$$

(3.19)

$$a_-(z) = (1 + \xi z^{-1}) \exp \left(-\frac{z^{-1}}{2}a\right)$$

(3.20)

where $a_\pm(z)$ are analytic inside and outside the unit circle respectively and we normalized them as in Böttcher–Widom [8, Eq. (1)]. Following [8, Page 2], set

$$b(z) = a_-(z)a_+^{-1}(z),$$

(3.21)

$$\tilde{c}(z) = a_+(z^{-1})a_-^{-1}(z^{-1}) = b^{-1}(z^{-1}),$$

(3.22)

hence

$$b(z) = 2(1 + \xi z^{-1})(1 + \eta^{-1}z)^{-1} \exp \left(\frac{z + 1}{2}b\right) \exp \left(-\frac{z^{-1} + 1}{2}a\right).$$

(3.23)

Let $H(b)$, $H(\tilde{c})$ be the semi-infinite Hankel matrices associated to the symbols $b(z)$ and $\tilde{c}(z)$ respectively. The row and column indices of these matrices are labelled by $\mathbb{Z}_{>0}$.

From [8, Theorems 1.1 and 1.3] (with $n$ replaced by $n - 1$ and with $\kappa = \alpha$), we obtain the required formula (3.16) for appropriately defined $G, \tilde{E}, F_{n-1, \alpha}$ (see below), but with the final factor $\det \tilde{A}$ in (3.16) replaced by the Fredholm determinant

$$\det(1 - Q_{n+a-1}H(b)H(\tilde{c})Q_{n+a-1})$$

(3.24)

where $Q_k$ denotes the projection matrix $Q_k := \text{diag}(0_k, 1_\infty)$ with $0_k$ being the sequence of 0s of length $k$. (Note that the prefactor $(-1)^{(n-1)\alpha}$ in [8, Theorem 1.3] cancels out with the one at the end of the first paragraph of the present proof, see above.) We calculate the product of Hankel matrices $H(b)H(\tilde{c})$ in (3.24). Its $(k, l)$th entry, $k, l \in \mathbb{Z}_{>0}$, is given by $1/(2\pi i)^2$ times

$$\sum_{m=0}^{\infty} \left( \int_{S_1} w^{-k-m}b(w) \frac{dw}{w} \right) \left( \int_{S_1} z^{-l-m}\tilde{c}(z) \frac{dz}{z} \right)$$

$$= \sum_{m=0}^{\infty} \left( \int_{S_1} w^{-k-m}b(w) \frac{dw}{w} \right) \left( \int_{S_1} z^{l+m}b^{-1}(z) \frac{dz}{z} \right)$$
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\[
\int_{S} \frac{dz}{z} \int_{S} \frac{dw}{w} z^{l} w^{-k} \left( \sum_{m=0}^{\infty} z^{m} w^{-m} \right) b^{-1}(z)b(w) \\
= \int_{S} \frac{dz}{z} \int_{S} \frac{dw}{w} z^{l} w^{-k} (1 - z/w)^{-1} b^{-1}(z)b(w).
\]

Hence the \((k,l)\)th entry of \(1 - H(b)H(\overline{c})\) is given by

\[
\delta_{k-l} - \frac{1}{(2\pi i)^{2}} \int_{S} \frac{dz}{z} \int_{S} \frac{dw}{w} \frac{z^{l-1}}{w^{k}} \frac{1}{w-z} b^{-1}(z)b(w)
\]

which corresponds with our definition of \(\tilde{A}\) in (3.28) up to a shift of the indices \(k, l\) by \(n + \alpha\). Therefore the Fredholm determinant (3.24) equals

\[
\det(1 - Q_{n + \alpha - 1} H(b)H(\overline{c})Q_{n + \alpha - 1}) = \det(\tilde{A})_{B(z > 0)}
\]
as desired.

Next, the expressions for \(G\) and \(\tilde{E}\) are easily calculated from Böttcher–Widom [8, p. 2–3] (keeping in mind formula (3.18) above):

\[
G = \exp(\log a(z))_0 = \frac{1}{2} \exp (- (a + b)/2)
\]

and

\[
\tilde{E} = \exp \sum_{k=1}^{\infty} k(\log a(z))_k(\log a(z))_{-k}
\]

\[
= \exp \sum_{k=1}^{\infty} k \left( - \frac{b}{2} \delta_{k-1} - \frac{(-\eta)^{-k}}{k} \right) \left( - \frac{a}{2} \delta_{k-1} - \frac{(-\xi)^{k}}{k} \right)
\]

\[
= \exp \left( \frac{ab}{4} - \frac{a\eta^{-1}}{2} - \frac{b\xi}{2} \right) \exp \sum_{k=1}^{\infty} \frac{\xi^{k}\eta^{-k}}{k}
\]

\[
= (1 - \xi \eta^{-1})^{-1} \exp \left( \frac{ab}{4} - \frac{a\eta^{-1}}{2} - \frac{b\xi}{2} \right)
\]
as desired. Finally, we discuss the quantity \(\tilde{F}_{n-1,\alpha}\). From [8, Eq. (4)], we have

\[
\tilde{F}_{n,\alpha} = \det(FE^{-1}G)
\]

where

\[
E = 1 - H(b)Q_{n}H(\overline{c})Q_{n}, \quad F = (1_{\alpha} 0), \quad G = T(z^{-n}b) \left( \frac{I_{n}}{0} \right)
\]

where again \(Q_{n}\) denotes the projection matrix \(Q_{n} := \text{diag}(0_{n}, 1_{\infty})\) with \(0_{n}\) being the sequence of 0s of length \(n\). The quantity \(F_{n,\alpha}\) can be defined similarly. It is also obtained as the limit of \(\tilde{F}_{n,\alpha}\) as \(\xi \to 0\) and \(\eta \to \infty\).

From Lemma 3.2 we obtain

**Corollary 3.3.** The ratio of Toeplitz determinants in (2.5) can be written as

\[
C_{n}(\xi, \eta) = 2 \frac{\xi^{-(n-1)}\eta^{n}}{\eta - \xi} \exp \left( \frac{1 - \eta^{-1}}{2} a + \frac{1 - \xi}{2} b \right) \frac{\det \tilde{A} \tilde{F}_{n-1,\alpha}}{\det \tilde{A} \tilde{F}_{n,\alpha}}.
\]
Step 2. We express the last factor in Corollary 3.3 via the determinants of certain block matrices, i.e. determinants on the space \( L \). Fix \( n \in \mathbb{Z}_{>0} \). We define a block matrix operator

\[
\begin{pmatrix}
\infty & \alpha \\
\alpha & \begin{pmatrix}
\tilde{A} & \tilde{C} \\
\tilde{B} & \tilde{D}
\end{pmatrix}
\end{pmatrix}
\]

of size \((\infty + \alpha) \times (\infty + \alpha)\). Let us describe the four blocks. Denote again by \( S_\rho \) the circle with radius \( \rho \) which we choose such that \( \rho \in (1, \min\{\lvert \xi \rvert^{-1}, \lvert \eta \rvert\}) \).

- \( \tilde{A} \) is a semi-infinite matrix with \((k, l)\)th entry

\[
\tilde{A}_{k,l} = \delta_{k,l} - \frac{1}{(2\pi i)^2} \int_{S_\rho} \int_{S_\rho} \frac{dz}{w - z} \frac{1}{w^k z^{n+\alpha+1}} \frac{w + \xi z + \eta}{w - z} \exp \left( \frac{w - z}{2} b \right) \exp \left( \frac{z^{-1} - w^{-1}}{2} a \right)
\]

for \( k, l \in \mathbb{Z}_{\geq 0} \).

- \( \tilde{B} \) is a matrix of size \( \alpha \times \infty \) with \((k, l)\)th entry given by (3.28), but with the \( \delta_{k,l} \) term removed and the factor \( \frac{w^{l+k+n+\alpha+1}}{w^{k+n+\alpha+1}} \) replaced by \( \frac{w^{l+k+n+\alpha}}{w^{k+n+\alpha}} \) for \( k = 0, \ldots, \alpha - 1 \) and \( l \in \mathbb{Z}_{\geq 0} \).

- \( \tilde{C} \) is a Toeplitz matrix of size \( \infty \times \alpha \) with \((k, l)\)th entry

\[
\tilde{C}_{k,l} = \frac{\eta}{2\pi i} \int_{S_1} dw \frac{w^{l-k-n-\alpha-1} \frac{w + \xi}{w + \eta} \exp \left( \frac{bw - aw^{-1}}{2} \right)}{w^l - w^{-1}}
\]

for \( k \in \mathbb{Z}_{\geq 0} \) and \( l = 0, \ldots, \alpha - 1 \).

- \( \tilde{D} \) is a Toeplitz matrix of size \( \alpha \times \alpha \) with \((k, l)\)th entry given by (3.29), but with the factor \( w^{l-k-n-\alpha-1} \) replaced by \( w^{l-k-n-1} \) for \( k, l = 0, \ldots, \alpha - 1 \).

By taking the limit \( \xi \to 0, \eta \to \infty \) and replacing \( n \) by \( n + 1 \) in the above formulas for \( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D} \), we retrieve the formulas for the matrices \( A, B, C, D \).

Proposition 3.4. With the above notations, the last factor in Corollary 3.3 can be written as

\[
det(\tilde{A}) \tilde{F}_{n-1,\alpha} = c \det(\tilde{A} \tilde{C} \tilde{B} \tilde{D}), \quad (3.30)
\]

\[
det(A) F_{n,\alpha} = c \det(A C B D), \quad (3.31)
\]

where the constant \( c \) is the same in both formulas.

Proof. We only prove (3.30), the other identity being similar. We recall the general matrix identity

\[
det(\begin{pmatrix} E & G \\ F & H \end{pmatrix}) = - \det(\begin{pmatrix} E & G \\ F & H \end{pmatrix}) / det E \quad (3.32)
\]
for arbitrary matrices $E, F, G, H$ with compatible dimensions and $E$ invertible. We will apply this identity with the matrices $E, F, G$ in (3.26) and $H = 0$. Then the left-hand side of (3.32) reduces to $F_{n, \alpha}$ by virtue of (3.25). On the other hand, the right-hand side of (3.32) can be reduced to

$$c \det \left( \begin{array}{cc} \tilde{A} & \tilde{C} \\ \tilde{B} & \tilde{D} \end{array} \right) / \det \tilde{A}$$

with $c = (-1)^{\alpha+2}e^{(a+b)/2}$.

**Step 3.** We relate the block matrices via a rank 1 formula. Let $T_\alpha$ be the upper triangular Toeplitz matrix

$$T_\alpha = \frac{1}{\eta} \begin{pmatrix} 1 & -(\xi - \eta) & \xi(\xi - \eta) & -\xi^2(\xi - \eta) & \ldots \\ 0 & 1 & -(\xi - \eta) & \xi(\xi - \eta) & \ldots \\ 0 & 0 & 1 & -(\xi - \eta) & \ldots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}_{\alpha \times \alpha}$$

(3.33)

**Proposition 3.5.** The block matrices in Proposition 3.4 satisfy the identity

$$\left( \begin{array}{cc} \tilde{A} & \tilde{C} \\ \tilde{B} & \tilde{D} \end{array} \right) \left( I_{\infty} - \begin{array}{cc} 0 & T_\alpha \\ 0 & T_\alpha \end{array} \right) = (\xi - \eta) \begin{pmatrix} h \\ \eta \end{pmatrix} (g \quad \xi)$$

(3.34)

where the right-hand side of (3.34) is a rank 1 matrix and we used the notations (2.13)–(2.16).

**Proof.** Recall the matrices $\tilde{C}$ and $T_\alpha$ in (3.29) and (3.33) respectively. The $(k,l)$th entry of $\tilde{C}T_\alpha$ is given by

$$(\tilde{C}T_\alpha)_{k,l} = \frac{1}{2\pi i} \int_{S_i} dw \frac{w^{-(k+n+\alpha+1)}}{w + \eta} \exp \left( \frac{bw - aw^{-1}}{2} \right)$$

$$\times \left[ w^l - (\xi - \eta)(w^{l-1} - w^{l-2}\xi + \ldots + (-\xi)^{l-1}) \right]$$

$$= \frac{1}{2\pi i} \int_{S_i} dw \frac{w^{-(k+n+\alpha+1)}}{w + \eta} \exp \left( \frac{bw - aw^{-1}}{2} \right)$$

$$\times \left[ (w + \xi)w^l - (\xi - \eta)(w^l - (-\xi)^l) \right]$$

(3.35)

for $k \in \mathbb{Z}_{\geq 0}$ and $l = 0, \ldots, \alpha - 1$. On the other hand, the $(k,l)$th entry of $C$ is given by

$$C_{k,l} = \frac{1}{2\pi i} \int_{S_i} dw \frac{w^{-(k+n+\alpha+1)}}{w + \eta} \exp \left( \frac{bw - aw^{-1}}{2} \right) \left[ (w + \eta)w^l \right].$$

(3.36)

Subtracting (3.36) from (3.35) and cancelling terms, we find

$$(\tilde{C}T_\alpha - C)_{k,l} = \frac{1}{2\pi i} \int_{S_i} dw \frac{w^{-(k+n+\alpha+1)}}{w + \eta} \exp \left( \frac{bw - aw^{-1}}{2} \right) \left[ (\xi - \eta)(-\xi)^l \right].$$

This proves the matrix equality

$$\tilde{C}T_\alpha - C = (\xi - \eta)h\xi$$

23
on account of (2.13) and (2.16). In a similar way, one shows that

$$\left( \frac{C}{D} \right) T_a - \left( \frac{C}{D} \right) = (\xi - \eta) \left( \frac{h}{\hat{h}} \right) \xi$$

which yields the second block column of (3.34). Finally, from the identity

$$\frac{w + \xi z + \eta}{w + \eta z + \xi (w - z)} = \frac{1}{w - z} - \frac{\xi - \eta}{(w + \eta)(z + \xi)},$$

one obtains the matrix equation

$$\left( \frac{\tilde{A} \tilde{B}}{\tilde{B} \tilde{A}} \right) - \left( \frac{A \ B}{B \ D} \right) = (\xi - \eta) \left( \frac{h}{\hat{h}} \right) \cdot g$$
on account of (2.13)–(2.15). This yields the first block column of (3.34).

Corollary 3.6. The last factor in Corollary 3.3 can be written as

$$\det \frac{\tilde{A} \tilde{F}_{n-1,a}}{\det A - \frac{F_{n,a}}{F_{n,a}}} = \eta^a \left( 1 + (\xi - \eta) \left( \frac{g \ C}{D} \right)^{-1} \left( \frac{h}{\hat{h}} \right) \right).$$

Proof. This follows from Propositions 3.4 and 3.5.

Theorem 2.4 is now an easy consequence of Corollary 3.3 and Corollary 3.6. This ends the proof of Theorem 2.4.

3.3 Proof of Theorem 2.6

In what follows, we show that

$$K_n(s, x; t, y) = -p_{t-s}(x, y) \mathbb{1}_{t>s} + \frac{1}{2(2\pi i)^2} \int_{\Gamma_t} d\eta \int_{\Gamma'_t} d\xi \left( \frac{(t\xi^{-1} + 1 - t)^{\alpha-1}}{(1-s)\eta^s + s} \right) M(\xi, \eta)$$

where $M(\xi, \eta)$ is defined in (2.17) where in the definitions of $g, h, \hat{h}$ in (2.13)–(2.15) we now take the circle radius $\rho$ such that

$$\rho > \max \left\{ \frac{2 - t}{t}, \frac{1 + s}{1 - s} \right\} = \max \{|\xi|^{-1}, |\eta|\} > 1$$

and where the contours $\Gamma'_t$ and $\Gamma'_\eta$ are as follows. Let $\Gamma'_t$ and $\Gamma'_\eta$ denote counterclockwise oriented closed contours such that $|\xi| < 1$ and $|\eta| > 1$ holds for all $\xi \in \Gamma'_t$ and $\eta \in \Gamma'_\eta$ and such that $\Gamma'_t$ encircles 0 but it does not encircle the points $-s/(1 - s)$ and $-t/(1 - t)$ and $\Gamma'_\eta$ does surround the points $-s/(1 - s)$ and $-t/(1 - t)$. See Figure 3 for illustration.

As a first step for proving (3.39), we combine Theorems 2.1 and 2.4 along with (2.1) and (2.6) to get

$$K_n(s, x; t, y) = -p_{t-s}(x, y) \mathbb{1}_{t>s} + \frac{1}{(2\pi i)^2} \int_{S_1} \int_{S_1} \frac{du \ dv}{u \ v} u^\alpha v^\alpha$$
\[ \times \exp\left(\frac{\xi^{-1} - \eta^{-1}}{2}a + \frac{\eta - \xi}{2}b + \frac{u^{-1} - 1}{2t}y + \frac{v - 1}{2(1 - s)}x\right)\frac{\eta^{n+\alpha}}{\xi^{n-1}}M(\xi, \eta) \]  

(3.41)

where we recall that \(\xi, \eta\) are defined in terms of \(u, v\) by (2.6).

Next we show that the circle radius \(\rho\) in the definitions of \(g, h, \hat{h}\) can be taken as in (3.40). Recall that we had \(\rho \in (1, \min\{|\xi|^{-1}, |\eta|\})\) in the original definitions of \(g, h, \hat{h}\) in (2.13)–(2.15). If we enlarge \(\rho\) as in (3.40), then a residue term will be picked up in each of these definitions. These residue terms (ignoring the signs) are given by

\[ h_{k,\text{res}} = (-\eta)^{-(k+n+\alpha+1)} \exp\left(\frac{a\eta^{-1} - b\eta}{2}\right), \]  

(3.42)

\[ \hat{h}_{k,\text{res}} = (-\eta)^{-(k+n+1)} \exp\left(\frac{a\eta^{-1} - b\eta}{2}\right), \]  

(3.43)

\[ g_{l,\text{res}} = (-\xi)^{l+n+\alpha} \exp\left(\frac{b\xi - a\xi^{-1}}{2}\right). \]  

(3.44)

We claim that the contributions from these residue terms all drop out when inserting them in the double integral (3.41) via (2.17). Note that the dependence on \(\xi\) and \(\eta\) (that is, on \(u\) and \(v\)) factorizes in the second term of (2.17) if we substitute it in (3.41). Hence in the second term, we can separate the \(u\) and the \(v\) integrals. First, we show that the contribution coming from the residue \(h_{k,\text{res}}\) vanishes. Note that there are essential cancellations when we multiply (3.42) by the \(v\) (and \(\eta\)) dependent factors in (3.41). The resulting contribution written as an \(\eta\) integral is

\[ \int d\eta \frac{1 - s}{((1 - s)\eta + s)^{\alpha+1}} \exp\left(-\frac{x(\eta - 1)}{2(1 - s)\eta + 2s}\right)\eta^{-(k+1)} \]  

(3.45)

where the integration contour is the image of the unit circle under (2.6), that is the circle of radius \(1/(1 - s)\) around \(-s/(1 - s)\). Note that the integrand is analytic outside this circle (also at \(\infty\)), hence we can blow up the contour and conclude that the integral is 0 by Cauchy’s theorem. The argument for \(\hat{h}_{k,\text{res}}\) is similar, for \(g_{l,\text{res}}\) after the change from \(u\) to \(\xi\) according to (2.6), we can shrink the contour to 0.

Next we change the integration variables \(u, v\) in the double integral in (3.41) to \(\xi, \eta\) as defined in (2.6). The integration contours also transform under (2.6), i.e. the contour for \(\xi\) becomes the circle of radius \(1/(2 - t)\) around \(1 - 1/(2 - t)\) and the contour for \(\eta\) will be
the circle of radius $1/(1-s)$ around $1-1/(1-s)$. Note that for any $t \in (0,1)$, the point $-t/(1-t)$ is outside the $\xi$ contour and for any $s \in (0,1)$, the point $-s/(1-s)$ is inside the $\eta$ contour. Since the $\xi$ integral has no singularity at $-s/(1-s)$ and the $\eta$ integral has no singularity at $-t/(1-t)$, the contours can be deformed to $\Gamma_\xi'$ and $\Gamma_\eta'$ as shown in Figure 3 by Cauchy’s theorem and (3.41) reduces to (3.39).

Now we are ready to derive Theorem 2.6 from (3.39). Note that the order of the $\xi$ and $\eta$ integration in the double integral (3.39) can be interchanged. This is due to Fubini’s theorem and the fact that the contours $\Gamma_\xi'$ and $\Gamma_\eta'$ are disjoint. We deform the integration contours in formula (3.39) from $\Gamma_\xi'$ and $\Gamma_\eta'$ to the new contours $\Gamma_\xi$ and $\Gamma_\eta$ in the following steps. First we enlarge $\Gamma_\eta'$ to $\Gamma_\eta''$ if necessary and we move the contour $\Gamma_\xi'$ to $\Gamma_\xi$ inside $\Gamma_\eta''$. Then, for any fixed $\xi \in \Gamma_\xi$, we pick up a residue contribution when deforming $\Gamma_\eta'$ to $\Gamma_\eta$ due to the $1/(\eta-\xi)$ term in $M(\xi,\eta)$. The residue term can be written as

$$\frac{1}{4\pi i} \int_{\Gamma_\xi} \frac{((1-t)\xi + t)^{\alpha-1}}{((1-s)\xi + s)^{\alpha+1}} \exp\left(-\frac{x(\xi - 1)}{2(1-s)\xi + 2s} - \frac{y(\xi^{-1} - 1)}{2\xi^{-1} + 2(1-t)}\right).$$  \hspace{1cm} (3.46)

The integrand above is analytic away from $-s/(1-s)$ and $-t/(1-t)$, in particular inside $\Gamma_\xi$, hence it vanishes thanks to Cauchy’s theorem.

4 Asymptotic analysis for the hard edge tacnode

In this section, we prove Theorem 2.9. The proof of the first part follows the lines of the classical method of steep descent analysis. The leading terms in the exponent of the kernel $K_n$ can be expressed by the function

$$f_0(z) = \ln(-z) + \frac{z - z^{-1}}{2} = \frac{1}{6}(z + 1)^3 + O((z + 1)^4).$$ \hspace{1cm} (4.1)

We define the following contours with counterclockwise orientation. If $r < 1$ and close enough to 1, then let

$$\Gamma_r = \{ -1 + e^{i\pi/3}t, 0 \leq t \leq t^* \} \cup \{ -1 + e^{-i\pi/3}t, 0 \leq t \leq t^* \} \cup \{ re^{i\theta}, -\theta^* \leq \theta \leq \theta^* \}$$ \hspace{1cm} (4.2)

where $t^* = (1 - \sqrt{4r^2 - 3})/2$ and $\theta^* = \pi - \arcsin(\sqrt{3(1 - \sqrt{4r^2 - 3})/4r})$. If $r > 1$ and close to 1, then let

$$\Gamma_r = \{ -1 + e^{12\pi/3}t, 0 \leq t \leq t^* \} \cup \{ -1 + e^{-12\pi/3}t, 0 \leq t \leq t^* \} \cup \{ re^{i\theta}, -\theta^* \leq \theta \leq \theta^* \}$$ \hspace{1cm} (4.3)

where $t^* = (\sqrt{4r^2 - 3} - 1)/2$ and $\theta^* = \pi - \arcsin(\sqrt{3(\sqrt{4r^2 - 3} - 1)/4r})$. The next lemma is about the steep descent properties of these paths.

**Lemma 4.1.** 1. There is an $r_1 < 1$ close enough to 1 for which $\Gamma_{r_1}$ defines a steep descent contour for the function $\text{Re}(f_0)$ with respect to the critical point at $-1$.

2. There is an $r_2 > 1$ close enough to 1 for which $\Gamma_{r_2}$ defines a steep descent contour for the function $-\text{Re}(f_0)$ with respect to the critical point at $-1$.

**Proof.** To show the steep descent property, we consider the following derivatives. In the neighborhood of $-1$, we have

$$\frac{d}{dt}\text{Re} f_0 (-1 + e^{\pm i\pi/3}t) = \frac{-t^2(2 - 2t - t^2)}{(2 - 2t - t^2)^2 + 3(2t - t^2)^2} \leq 0$$
Figure 4: The contours $\Gamma_{\eta,\text{steep}}$ and $\Gamma_{\xi,\text{steep}}$ provide a possible steep descent choice of the integration contours $\Gamma_\eta$ and $\Gamma_\xi$.

if $0 \leq t \leq \sqrt{3} - 1$. Furthermore,

$$
-\frac{d}{dt} \text{Re} f_0 \left( -1 + e^{\pm 2\pi/3 t} \right) = \frac{-t^2(2 + 2t - t^2)}{(2 + 2t - t^2)^2 + 3(2t + t^2)^2} \leq 0
$$

if $0 \leq t \leq \sqrt{3} + 1$.

On the circular part of the contour,

$$
\frac{d}{d\theta} \text{Re} f_0 (r e^{i\theta}) = \frac{r^{-1} - r}{2} \sin \theta. \quad (4.4)
$$

If $r < 1$, (4.4) is negative for $\theta \in [-\pi, 0]$ and positive for $\theta \in [0, \pi]$, whereas for $r > 1$, the sign of (4.4) is opposite. This proves the required property of the paths.

**Proof of Theorem 2.9.** We use the method of steep descent analysis. If we substitute (2.23)–(2.24) and the rescaled space and time variables (2.22) into the double integral in (2.20), one sees that the leading term in the exponent is $2N(f_0(q^{-1}\eta) - f_0(q^{-1}\xi))$. We also substitute (2.17) for $M(\xi, \eta)$. Next we specify the initial contours $\Gamma_\eta$ and $\Gamma_\xi$ to be the steep descent contours $\Gamma_{\eta,\text{steep}}$ and $\Gamma_{\xi,\text{steep}}$. $\Gamma_{\xi,\text{steep}}$ coincides with $q\Gamma_{r_2}$ except for an $N^{-1/3}$ neighbourhood of $-q$ and there it crosses the real axis to the right of $-s/(1-s)$ and $-t/(1-t)$. $\Gamma_{\eta,\text{steep}}$ consists of two parts: the first one coincides with $q\Gamma_{r_1}$ except for an $N^{-1/3}$ neighbourhood of $-q$ and it remains inside $\Gamma_{\xi,\text{steep}}$. The other part is a small (order $N^{-1/3}$) circle around the singularity at $\eta = -s/(1-s)$ which is also in the $N^{-1/3}$ neighbourhood of $-q$ due to the scaling (2.22). See Figure 4.

Now we are ready for the steep descent analysis. Consider the kernel (2.20) with the integration contours replaced by $\Gamma_{\eta,\text{steep}}$ and $\Gamma_{\xi,\text{steep}}$. Let us choose a small but fixed $\delta > 0$ and denote $\Gamma^\delta_\eta = \Gamma_{\eta,\text{steep}} \cap \{ \eta : |\eta + q| \leq \delta \}$ and $\Gamma^\delta_\xi = \Gamma_{\xi,\text{steep}} \cap \{ \xi : |\xi + q| \leq \delta \}$. For $\delta$ small enough, these contours do not contain the circular part of the original steep descent contour coming from the last part in (4.2) and (4.3), but they completely contain the order $N^{-1/3}$ modifications if $N$ is large enough. By neglecting the integral over $\Gamma_{\eta,\text{steep}} \setminus \Gamma^\delta_\eta$ and $\Gamma_{\xi,\text{steep}} \setminus \Gamma^\delta_\xi$, we make an error of order $O(e^{-c\delta^3 N})$.

In the $\delta$ neighborhood of $-q$, we can replace $f_0$ by its Taylor series. Now we can do the change of variables given by

$$
\eta = q \left( -1 + vN^{-1/3} \right), \quad \xi = q \left( -1 + aN^{-1/3} \right). \quad (4.5)
$$
The reader should not be confused by the fact that \( \eta \) and \( \xi \) were initially defined by \( u \) and \( v \) in (2.6) where \( u \) and \( v \) played different role than in the rescaling (4.5). For the factor giving the main exponential term in (2.20), we have

\[
(\eta \xi)^{-2N} \exp \left( \frac{\eta - \xi}{2} b + \frac{\xi - \eta}{2} a \right) = (\eta \xi)^{-N/3} \exp \left( 2N \left( \frac{\sigma}{2N^2} \right) (f_0(q^{-1} \eta) - f_0(q^{-1} \xi)) \right)
\]

(4.6)

using also (2.22). The other factors after substituting the scaling on the left-hand side of (2.35) become

\[
\exp \left( -\frac{2rx(\eta - 1)}{2(1 - (\frac{q}{1+q} + rs))} + \frac{2ry(\xi - 1)}{2(1 - (\frac{q}{1+q} + rt))} \right) = \exp \left( \frac{x}{v + s} - \frac{y}{u + t} \right) (1 + \mathcal{O}(N^{-1/3}))
\]

(4.7)

and

\[
\left( \frac{(1 - (\frac{q}{1+q} + rt))\xi + (\frac{q}{1+q} + rt)}{(1 - (\frac{q}{1+q} + rs))\eta + (\frac{q}{1+q} + rs)} \right)^{\alpha-1} = \frac{(N^{-1/3}(1+q)^{-1}(u + t))^{\alpha-1}}{(N^{-1/3}(1+q)^{-1}(v + s))^{\alpha+1}}(1 + \mathcal{O}(N^{-1/3})).
\]

(4.8)

Finally, the change of variables (4.5) gives a factor \( q^2 N^{-2/3} \) and \( (\eta/\xi)^{\alpha} \) goes to 1. Together with Proposition 4.2, this shows that the double integral in (2.20) multiplied by the prefactor 2\( r \) is equal to

\[
\frac{1}{(2\pi)^2} \int_{N^{1/3}(q-1/2)^{\alpha+1}} d\xi \int_{N^{1/3}(q-1/2)^{\alpha+1}} d\eta \exp \left( \frac{\eta}{\eta + s} \right) \exp \left( \frac{\xi}{\xi + t} \right) (u + t)^{\alpha-1} (v + s)^{\alpha+1} M(u, v)
\]

(4.9)

up to an error of order \( \mathcal{O}(N^{-1/3}) \) in the exponent coming from the Taylor approximation and the additive \( \mathcal{O}(\exp(-c\delta^3 N)) \) error. By the identity \( |e^x - 1| \leq |x| e^{|x|} \), the error in the exponent can be removed by an additive \( \mathcal{O}(N^{-1/3}) \) error. Finally, we extend the integral over \( v \) to infinity in the \( e^{\pm i2\pi/3} \) directions and the integral over \( u \) to infinity in the \( e^{\pm 4\pi/3} \) directions on the cost of an \( \mathcal{O}(\exp(-c\delta^3 N)) \) error again. This proves the convergence towards the double integral on the right-hand side of (2.34). The term \( -p_{\frac{1}{2}}(x, y) 1_{t>s} \) appears by simple substitution.

If \( x \) and \( y \) are confined in a compact subset of \( \mathbb{R} \), then all the above error estimates can be given uniformly in \( x \) and \( y \) yielding the stated uniform convergence. This completes the proof of the first part of the theorem. The second part follows directly from the first one since the uniform convergence of the kernel on bounded intervals implies the convergence of Fredholm determinants on compact sets by the dominated convergence theorem. \( \square \)

**Proposition 4.2.** Under the scaling (4.5), we have

\[
\lim_{N \to \infty} N^{-1/3} q M(\xi, \eta) = e^{\sigma(v-u)} M(u, v)
\]

(4.10)

as \( N \to \infty \), where \( M(\xi, \eta) \) is given by (2.17) and \( M(u, v) \) is defined in (2.33). Furthermore,

\[
|N^{-1/3} q M(\xi, \eta)| \leq C e^{c(|v|+|u|)}
\]

(4.11)

for some \( c, C > 0 \).
Proof. First we will show that \( qM(\xi, \eta) \) is independent of the parameter \( q \). To see this, define the diagonal matrices

\[
\begin{align*}
(U_1)_{k,k} &= q^{2N+k+\alpha+1}, & k &= 0,1,2,\ldots, \\
(U_2)_{k,k} &= q^{2N+k+1}, & k &= 0,1,\ldots,\alpha-1, \\
(V_1)_{l,l} &= q^{-(2N+l+\alpha+1)}, & l &= 0,1,2,\ldots, \\
(V_2)_{l,l} &= q^{-(l+1)}, & l &= 0,1,\ldots,\alpha-1.
\end{align*}
\]

In equation (2.17), the matrix product on the right-hand side can be conjugated by the invertible matrices \( U_1, U_2, V_1, V_2 \). This yields

\[
qM(\xi, \eta) = \frac{q}{\eta - \xi} \left( qgV_1 \begin{pmatrix} AV_1 & U_1CV_2 \\ U_2BV_1 & U_2DV_2 \end{pmatrix}^{-1} \begin{pmatrix} U_1h \\ U_2h \end{pmatrix} \right).
\]

Let us show that the right-hand side of (4.16) is independent of \( q \). The idea is to perform a change of variables \( w \to qw \) and \( z \to qz \) in the defining integrals of \( h_k, \hat{h}_k, g_l, A_{k,l}, B_{k,l}, C_{k,l} \) and \( D_{k,l} \), see (2.13)–(2.15) and (2.9)–(2.12). It is not hard to see that after this change of variables, \((U_1h)_k \) becomes \( h_k \) with \( \eta \) replaced by \( \eta/q \) and with \( a \) and \( b \) defined for \( q = 1 \), i.e. \( a = b = 2N - \sigma N^{1/3} \) in (2.13). \((U_2\hat{h})_k \) will be \( \hat{h}_k \) with \( \eta \) replaced by \( \eta/q \) and with \( a \) and \( b \) defined for \( q = 1 \) in (2.14). Similarly, \((qgV_1)_l \) is the same as \( g_l \) with \( \xi \) replaced by \( \xi/q \) and with \( a \) and \( b \) defined for \( q = 1 \) in (2.15) and \((q\xi V_2)_l \) is equal to \((\xi)_l \) with \( \xi \) replaced by \( \xi/q \) in (2.16). By the same change of variables, one sees that the block matrix on the right-hand side of (4.16) is equal to

\[
\begin{pmatrix} A & C \\ B & D \end{pmatrix}
\]

with \( a \) and \( b \) defined for \( q = 1 \) in (2.9)–(2.12). Note that by (4.5), replacing \( \eta \) and \( \xi \) by \( \eta/q \) and \( \xi/q \) means the same scaling as taking \( \eta \) and \( \xi \) for \( q = 1 \).

Hence we have shown that \( qM(\xi, \eta) \) is independent of \( q \). Therefore we can and do assume that \( q = 1 \) in what follows. Denote by \( K \) (resp. \( L \)) the lower triangular (resp. upper triangular) Pascal triangle type matrix

\[
K = \left( (-1)^{k-l}N^{k/3}(\frac{l}{k}) \right)_{k,l=0}^{\alpha-1}, \quad L = \left( (-1)^{k}N^{l/3}(\frac{k}{l}) \right)_{k,l=0}^{\alpha-1}.
\]

In equation (2.17), the matrix product on the right-hand side can be further conjugated by the invertible matrices \( K, L \). This yields (recall \( q = 1 \))

\[
M(\xi, \eta) = \frac{1}{\eta - \xi} \left( g \begin{pmatrix} \xi L \\ K \hat{h} \end{pmatrix} \begin{pmatrix} A & CL \\ KB & KDL \end{pmatrix}^{-1} \begin{pmatrix} h \\ K\hat{h} \end{pmatrix} \right).
\]

Now (4.10) follows from Propositions 4.3, 4.4, 4.5 below and the dominated convergence theorem. Note that the right-hand side of (4.18) can be rewritten by using the block matrix inversion formula (2.18). The matrix inverse in the limit is well-defined since the operator \( 1 - K_{\Lambda_{i},\sigma} \) is invertible for any \( \sigma \in \mathbb{R} \), and for \( \sigma \) large enough the limiting Schur complement \( S_{\sigma} \) is also invertible by Proposition 2.12.

Finally, the second assertion (4.11) follows from the estimates given in Proposition 4.5. 

\[\square\]
Proposition 4.3. Assume that \( q = 1 \). Let \( k, l \in \{0, 1, \ldots, \alpha - 1\} \) be fixed and choose \( x, y \geq 0 \). We have the following limits for the functions in (4.18):

\[
\begin{align*}
  h_{N^{1/3}x} &\to e^{\sigma v} h(x; v), \\
  (K\hat{h})_k &\to e^{\sigma v} \frac{\partial^k}{\partial x^k} h(x; v)|_{x=0}, \\
  g_{N^{1/3}y} &\to -e^{-\sigma u} h(y; -u), \\
  (\xi L)_l &\to u^l
\end{align*}
\]

as \( N \to \infty \) pointwise.

Proposition 4.4. Assume that \( q = 1 \). Fix the integers \( k, l \in \{0, 1, \ldots, \alpha - 1\} \) and let \( x, y \geq 0 \). Then the operators in (4.18) converge as follows:

\[
\begin{align*}
  N^{1/3} A_{N^{1/3}x, N^{1/3}y} &\to A_\sigma(x, y), \\
  N^{1/3} (KB)_{k, N^{1/3}y} &\to B_\sigma(k, y), \\
  N^{1/3} (CL)_{N^{1/3}x, 1} &\to C_\sigma(x, 1), \\
  N^{1/3} (KDL)_{k, l} &\to D_\sigma(k, l)
\end{align*}
\]

as \( N \to \infty \) pointwise.

We have the following decay properties of the functions and operators.

Proposition 4.5. Assume that \( q = 1 \). For any \( k, l \in \{0, 1, \ldots, \alpha - 1\} \) and any constant \( d > 0 \), there are constants \( c, C > 0 \) such that

\[
\begin{align*}
  |h_{N^{1/3}x}| &\leq C e^{c|x| - dx}, \\
  |(K\hat{h})_k| &\leq C e^{c|v|}, \\
  |g_{N^{1/3}y}| &\leq C e^{c|u| - dy}, \\
  |(\xi L)_l| &\leq C e^{c|u|}, \\
  |N^{1/3} A_{N^{1/3}x, N^{1/3}y}| &\leq C e^{-d(x+y)}, \\
  |N^{1/3} (KB)_{k, N^{1/3}y}| &\leq C e^{-dy}, \\
  |N^{1/3} (CL)_{N^{1/3}x, 1}| &\leq C e^{-dx}, \\
  |N^{1/3} (KDL)_{k, l}| &\leq C
\end{align*}
\]

uniformly for \( N > N_0 \) and as \( x, y > X_0 \) for some thresholds \( N_0 \) and \( X_0 \).

The strategy for proving Propositions 4.3 and 4.4 is the following. To keep the computations simpler, we first prove for \( \sigma = 0 \), and we point out the changes for general \( \sigma \). We first rewrite our functions and operators using the Bessel function \( J_n(t) \) defined by

\[
J_n(t) = \frac{1}{2\pi i} \int_{S_1} dz z^{-(n+1)} \exp \left( \frac{t}{2} (z - z^{-1}) \right).
\]

It turns out that some of the operators and functions can be written even more conveniently using the function

\[
J^{(k)}(s, t) = t^{k+1} \sum_{p=0}^k \binom{k}{p} (-1)^{k-p} J_{2t+st^{1/3}+p}(2t)
\]
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which is an approximation of the $k$th derivative of the Airy function as seen from Proposition A.1. We remark that one can also rewrite $J^{(k)}(s, t)$ by its definition (4.35) and the binomial theorem as

$$J^{(k)}(s, t) = t^{rac{k+1}{2}} \sum_{p=0}^{k} \binom{k}{p} (-1)^{k-p} \frac{1}{2\pi i} \int_{S_1} dz \, z^{-(2t + st^{1/3} + p + 1)} \exp \left( t(z - z^{-1}) \right)$$

$$= t^{rac{k+1}{2}} \frac{1}{2\pi i} \int_{S_1} dz \, \exp \left( 2t \left( -\ln z + \frac{z - z^{-1}}{2} \right) - st^{1/3} \ln z \right) \frac{(z^{-1} - 1)^k}{z}.$$ (4.37)

Then the limit statement of Proposition A.1 and the bound of Proposition A.2 imply the claimed convergence results in Propositions 4.3 and 4.4 by dominated convergence. The bounds in Proposition 4.5 follow from the bounds given for the dominated convergence argument in the proofs of Propositions 4.3 and 4.4.

**Proof of Proposition 4.3.** Suppose first that $\sigma = 0$. In the definition of $h_k$ (2.13) we write

$$\frac{1}{w + \eta} = \sum_{j \geq 0} \frac{(-\eta)^j}{w^{j+1}}$$ (4.38)

and use (2.23)–(2.24) (with $q = 1$ and $\sigma = 0$) to obtain

$$h_k = \sum_{j \geq 0} (-\eta)^j \frac{1}{2\pi i} \int_{S_\rho} dw \, w^{-(2N + k + j + \alpha + 2)} \exp \left( N \left( w - w^{-1} \right) \right)$$

$$= \sum_{j \geq 0} (-\eta)^j J_{2N + k + j + \alpha + 2}(2N)$$ (4.39)

on account of (4.35). If we substitute the scaling of $\eta$ from (4.5) (with $q = 1$) and $k = N^{1/3} x$ and replace the summation by an integral for $\lambda = N^{-1/3} j$, then the above expression up to $N^{-1/3}$ error is

$$\int_0^\infty d\lambda \, (1 - v N^{-1/3})^{N^{1/3} \lambda} N^{1/3} J_{2N + N^{1/3} (x + \lambda) + \alpha + 1}(2N)$$

$$= \int_0^\infty d\lambda \, (1 - v N^{-1/3})^{N^{1/3} \lambda} J^{(0)}(x + \lambda + O(N^{-1/3}), N).$$ (4.40)

The factor $(1 - v N^{-1/3})^{N^{1/3} \lambda}$ converges to $e^{-v \lambda}$ and it is bounded by $e^{\left| v \right| \lambda}$ uniformly in $N$. It follows from Propositions A.1 and A.2 for $k = 0$ that the factor $J^{(0)}(x + \lambda + O(N^{-1/3}), N)$ converges to $\text{Ai}(x + \lambda)$ pointwise and that its decay in $\lambda$ (and in $x$) is faster than any exponential, in particular, faster than $e^{-2\left| v \right| \lambda}$. This shows that the dominated convergence theorem applies and it yields (4.19) for $\sigma = 0$.

For general $\sigma$, we have $J_{2N + k + j + \alpha + 1}(2N - N^{1/3} \sigma)$ instead of $J_{2N + k + j + \alpha + 1}(2N)$ on the right-hand side of (4.39). Then we use Proposition A.1 as

$$J_{2N + N^{1/3} (x + \lambda) + \alpha + 1}(2N - N^{-1/3} \sigma) \to \text{Ai}(x + \lambda + \sigma).$$ (4.41)

After the change of variable $\lambda + \sigma \to \lambda$ in the integral obtained as the limit of $h_{N^{1/3} x}$, one gets (4.19).

Suppose again $\sigma = 0$. In the definition of $\widehat{h}_k$ (2.14), we write $1/(w + \eta)$ as a geometric series as in (4.38) to get

$$\widehat{h}_k = \sum_{j \geq 0} (-\eta)^j J_{2N + j + k + 1}(2N).$$ (4.42)
By the definition of the matrix $K$ and by that of the function $J^{(k)}$, we have

$$
(K\hat{h})_k = N^{-1/3} \sum_{j \geq 0} (-\eta)^j J^{(k)}(N^{-1/3}(j + k + 1), N)
$$

$$
= \int_0^\infty d\lambda \left(1 - vN^{-1/3}\right)^{N^{1/3}\lambda} J^{(k)}(\lambda + \mathcal{O}(N^{-1/3}), N) + \mathcal{O}(N^{-1/3}).
$$

By the same dominated convergence argument as above using Propositions A.1 and A.2 for $k = 0, 1, \ldots, \alpha - 1$, one can conclude the proof of (4.20) for $\sigma = 0$. The general case follows as before.

The proof of (4.21) is similar. We write $1/(z + \xi) = \sum_{j \geq 0} (-z)^j \xi^{-(j+1)}$ as a geometric series. Next we substitute $z \rightarrow z^{-1}$. This allows for expressing $g_l$ with Bessel functions as

$$
g_l = -\sum_{j \geq 0} (-\xi)^{-(j+1)} J_{2N+l+j+\alpha+1}(2N). \tag{4.44}
$$

The dominated convergence argument and the extension to general $\sigma$ is the same as for $h_k$. Finally, the proof of (4.22) is straightforward.

**Proof of Proposition 4.4.** Since the steps of this proof are rather similar to those of Proposition 4.3, we only give a sketch here, from which the reader can complete the details. We also restrict ourselves to the $\sigma = 0$ case.

By rewriting $1/(w-z) = \sum_{j \geq 0} z^j / w^{j+1}$ as a geometric series, substituting $z \rightarrow z^{-1}$ and using (2.23)–(2.24) (with $q = 1$), we get

$$
A_{k,l} = \delta_{k,l} - \sum_{j \geq 0} J_{2N+l+j+\alpha+1}(2N)J_{2N+k+j+\alpha+1}(2N). \tag{4.45}
$$

For $k = N^{1/3}x$ and $l = N^{1/3}y$, an application of Propositions A.1 and A.2 for $k = 0$ and the dominated convergence theorem gives (4.23).

Similarly,

$$
B_{k,l} = -\sum_{j \geq 0} J_{2N+l+j+\alpha+1}(2N)J_{2N+k+j+1}(2N). \tag{4.46}
$$

As in (4.43) by applying the matrix $K$, one gets

$$
N^{1/3}(KB)_{k,l} = -\sum_{j \geq 0} J_{2N+l+j+\alpha+1}(2N)J^{(k)}(N^{-1/3}(j + 1), N).
$$

A dominated convergence argument as before yields (4.24).

It is easy to see that

$$
C_{k,l} = J_{2N+k-l+\alpha}(2N).
$$

If we apply the matrix $L$ from the right, the convergence (4.25) follows from the equation

$$
N^{1/3}(CL)_{k,l} = J^{(0)}(N^{-1/3}(k + \alpha - l), N).
$$

Similarly,

$$
D_{k,l} = J_{2N+k-l}(2N). \tag{4.47}
$$

After applying the matrix $K$ from the left and the matrix $L$ from the right, one can rewrite (4.47) as

$$
N^{1/3}(KDL)_{k,l} = N^{k+l+\alpha+1/3} \sum_{p=0}^k \sum_{r=0}^l \binom{k}{p} \binom{l}{r} (-1)^{k+p+r} J_{2N+p-r}(2N)
$$
\[ N^{k+l} \sum_{s=0}^{k+l} \binom{k+l}{s} (-1)^{k+l+s} J_{2N-l+s}(2N) \]
\[ = J^{(k+l)}(-N^{-1/3}l, N). \]

Then (4.26) follows. This completes the proof of Proposition 4.4. \qed

**Proof of Proposition 4.5.** The assertions easily follow from the bounds given in the proofs of Propositions 4.3 and 4.4 for the dominated convergence argument, which were obtained from Proposition A.2 and from obvious estimates. \qed

## 5 Asymptotic analysis for the hard edge Pearcey process

In this section, we first prove Proposition 2.18 which is the starting formula for the asymptotic analysis for the hard edge Pearcey process. Then, we turn to the actual asymptotic analysis, i.e. we prove Theorem 2.20. We use the following lemma for the proof of Proposition 2.18.

**Lemma 5.1.** The kernel \( K_n \) for \( n \) non-intersecting squared Bessel paths in (1.3) can be written as

\[
K_n(s, x; t, y) = -p_{t-s}(x, y) \mathbb{1}_{t>s} - \int_{-\infty}^{0} p_{t-1}(w, y) \sum_{k=1}^{n} p_{1-s}(x, b_k) \frac{\det \left( p_1(a_i, b_j^{(k)}) \right)_{i,j=1}^{n}}{\det \left( p_1(a_i, b_j) \right)_{i,j=1}^{n}} \, dw
\]

for any \( x, y > 0 \) and \( s, t \in (0, 1) \) where we use the notation

\[
b_j^{(k)} = \begin{cases} b_j, & \text{if } j \neq k, \\ w, & \text{if } j = k. \end{cases}
\]

**Proof.** We follow Johansson [14, (2.7)–(2.10)]. Define the column vector

\[
p = (p_1(a_1, y) \ldots p_1(a_n, y))^T.
\]

Applying Cramer’s rule to (1.3), we find

\[
K_n(s, x; t, y) = -p_{t-s}(x, y) \mathbb{1}_{t>s} + \sum_{k=1}^{n} p_{1-s}(x, b_k) \frac{\det(A|p)_k}{\det A}
\]

where \( (A|p)_k \) denotes the matrix \( A \) in (1.4) with its \( k \)th column replaced by the vector \( p \).

The following Markov type formula holds for the transition probabilities of the squared Bessel paths given in (1.1) for ‘negative time spans’:

\[
p_t(x, y) = -\int_{-\infty}^{0} p_s(x, z)p_{t-s}(z, y) \, dz = -\int_{-\infty}^{0} p_{t-s}(x, z)p_s(z, y) \, dz
\]

for any \( x, y > 0 \) and \( s > t > 0 \). Here we define the branches of the powers in (1.1)–(1.2) by \( (\sqrt{z})^\alpha = z^{\alpha/2} = e^{\alpha \pi i/2} |z|^{\alpha/2} \) and \( (1/z)^{\alpha/2} = e^{-\alpha \pi i/2} |z|^{-\alpha/2} \) when \( z \) is negative. The Markov type formula (5.5) is the analogue of [15, (2.5)–(2.6)]. From (5.5), we get

\[
\frac{\det(A|p)_k}{\det A} = -\int_{-\infty}^{0} \frac{\det \left( p_1(a_i, b_j^{(k)}) \right)_{i,j=1}^{n}}{\det \left( p_1(a_i, b_j) \right)_{i,j=1}^{n}} p_{t-1}(w, y) \, dw
\]
with the notation (5.2). By inserting (5.6) into (5.4) and interchanging the sum and the integral, we obtain (5.1). This proves the lemma.

**Proof of Proposition 2.18.** Consider the ratio of determinants in the right hand side of (5.1). From the definition of the transition probability and using the linearity of the determinant, we can write it as

$$\frac{\det \left( p_1(a_i, b_j^{(k)}) \right)_{i,j}}{\det (p_1(a_i, b_j))_{i,j}} = \left( \frac{w}{b_k} \right)^{\alpha/2} \exp \left( \frac{b_k - w}{2} \right) \frac{\det \left( a_i^{-\alpha/2} I_\alpha \left( \sqrt{a_i b_j^{(k)}} \right) \right)_{i,j}}{\det \left( a_i^{-\alpha/2} I_\alpha \left( \sqrt{a_i b_j} \right) \right)_{i,j}}$$

(5.7)

where we also used (5.2). The factors $a_i^{-\alpha/2}$ in the above determinants depend only on the row index $i$, therefore they can be extracted from the determinants cancelling each other completely. But it will be convenient to keep these factors inside the determinants.

When taking the confluent limit $a_i \to 0$ of (5.7), certain derivatives appear. This is discussed by Tracy–Widom [19, pages 7–8] in a similar context. If we apply this idea to (5.7), we obtain

$$\lim_{a_i \to 0} \frac{\det \left( p_1(a_i, b_j^{(k)}) \right)_{i,j}}{\det (p_1(a_i, b_j))_{i,j}} = \left( \frac{w}{b_k} \right)^{\alpha/2} \exp \left( \frac{b_k - w}{2} \right) \frac{\det \left( \frac{\partial^{i-1}}{\partial a_i^{-1}} \left[ a^{-\alpha/2} I_\alpha \left( \sqrt{a b_j^{(k)}} \right) \right]_{a=0} \right)_{i,j}}{\det \left( \frac{\partial^{i-1}}{\partial a_i^{-1}} \left[ a^{-\alpha/2} I_\alpha \left( \sqrt{a b_j} \right) \right]_{a=0} \right)_{i,j}}$$

(5.8)

where again $i, j$ run from 1 to $n$.

We evaluate the derivatives. From the series expansion (1.2) of the modified Bessel function, we find

$$\frac{\partial^{i-1}}{\partial a_i^{-1}} \left[ a^{-\alpha/2} I_\alpha (\sqrt{a b_j}) \right]_{a=0} = \frac{1}{\Gamma(i + \alpha)} \left( \frac{b_j}{4} \right)^{i-1+\alpha/2}.$$  

(5.9)

Using this for both matrices on the right-hand side of (5.8) and cancelling again the common factors, we obtain

$$\lim_{a_i \to 0} \frac{\det \left( p_1(a_i, b_j^{(k)}) \right)_{i,j}}{\det (p_1(a_i, b_j))_{i,j}} = \left( \frac{w}{b_k} \right)^{\alpha} \exp \left( \frac{b_k - w}{2} \right) \frac{\det \left( \left( b_j^{(k)} \right)^{i-1} \right)_{i,j}}{\det \left( b_j^{i-1} \right)_{i,j}}$$

$$= \left( \frac{w}{b_k} \right)^{\alpha} \exp \left( \frac{b_k - w}{2} \right) \prod_{j \neq k} \frac{w - b_j}{b_k - b_j}$$

$$= \left( \frac{w}{b_k} \right)^{\alpha} \exp \left( \frac{b_k - w}{2} \right) \text{Res} \left( \frac{1}{w - z} \prod_{j=1}^{n} \frac{w - b_j}{z - b_j}, z = b_k \right)$$

(5.10)

where the second line follows from the evaluation of the Vandermonde determinants and cancellation of the common factors recalling (5.2). By inserting (5.10) into (5.1) and using the residue theorem, we obtain the double integral formula (2.56). This proves the proposition.

Next we prove Theorem 2.20 which immediately follows from the following convergence statement for the kernels.
Proposition 5.2. Let \( s, t, x, y \in \mathbb{R} \) be fixed numbers. It holds that

\[
\lim_{n \to \infty} \frac{1}{2qn^{1/2}} K_n^P \left( \frac{1}{1 + q + \frac{q}{(1 + q)^2} sn^{-1/2}, \frac{1}{2q} xn^{-1/2}; \frac{1}{1 + q} + \frac{q}{(1 + q)^2} tn^{-1/2}, \frac{1}{2q} yn^{-1/2}} \right) = L^\alpha(s, x; t, y) \tag{5.11}
\]

and the convergence is uniform for \( x \) and \( y \) from compact subsets of \( \mathbb{R} \).

Proof. We use again the method of steep descent analysis. First we substitute the scaled parameter values of the Pearcey scaling to (2.56) and use the definition of the transition kernel (1.1) to get

\[
\frac{1}{2qn^{1/2}} K_n^P \left( \frac{1}{1 + q + \frac{q}{(1 + q)^2} sn^{-1/2}, \frac{1}{2q} xn^{-1/2}; \frac{1}{1 + q} + \frac{q}{(1 + q)^2} tn^{-1/2}, \frac{1}{2q} yn^{-1/2}} \right) = - p_{\alpha}(x, y) \mathbb{1}_{t > s} - \left( \frac{y}{x} \right)^{\alpha/2} \frac{1}{4q \sqrt{n \pi}} \int_{\Gamma} dz \int_{-\infty}^{0} dw \left( \frac{w}{z} \right)^{\alpha/2} \exp \left( \frac{w + \frac{y}{2q \sqrt{n}}}{1 + q + \frac{q}{(1 + q)^2} \sqrt{n}} - \frac{x}{2q \sqrt{n} + \frac{y}{z}} \right) \times I_{\alpha} \left( - 2 \sqrt{\frac{w}{2q \sqrt{n}}} (1 + O(n^{-1/2})) \right) I_{\alpha} \left( 2 \sqrt{\frac{x}{2q \sqrt{n}}} (1 + O(n^{-1/2})) \right) \times \exp \left( \frac{z - w}{2} \right) \left( \frac{1 - \frac{w}{2q \sqrt{n}}}{1 - \frac{z}{2q \sqrt{n}}} \right)^n \frac{1}{z - w} + O(n^{-1/2}) \right. \]

(5.12)

We perform the change of variables \( w \to 2qnw \) and \( z \to 2qnz \) in the double integral above. Since \( \text{Re}(z - w) > 0 \), the following exponential integral representation holds:

\[
\frac{1}{z - w} = \sqrt{n} \int_{0}^{\infty} d\lambda e^{-\lambda \sqrt{n}(z-w)}.
\]

(5.13)

The advantage of this formula is that it separates the dependence of the integrand of (5.12) on the variables \( w \) and \( z \), so the \( n \to \infty \) limit of the \( w \)-integral and the \( z \)-integral can be taken separately, as we will proceed. At the end, we will redo the operation (5.13). In fact, one could perform the asymptotic analysis without using the identity (5.13), but then one would have even longer formulas in the proof. Using (5.13) in (5.12), we arrive at

\[
\frac{1}{2qn^{1/2}} K_n^P \left( \frac{1}{1 + q + \frac{q}{(1 + q)^2} sn^{-1/2}, \frac{1}{2q} xn^{-1/2}; \frac{1}{1 + q} + \frac{q}{(1 + q)^2} tn^{-1/2}, \frac{1}{2q} yn^{-1/2}} \right) = - p_{\alpha}(x, y) \mathbb{1}_{t > s} - \left( \frac{y}{x} \right)^{\alpha/2} \frac{n}{2\pi i} \int_{\Gamma} dz \int_{-\infty}^{0} dw \int_{0}^{\infty} d\lambda \left( \frac{w}{z} \right)^{\alpha/2} \exp \left( n(\log(1 - w) - \log(1 - z)) \right) \times \exp \left( \frac{2qnw + \frac{y}{2q \sqrt{n}}}{1 + q + \frac{q}{(1 + q)^2} \sqrt{n}} - \frac{2qnz + \frac{x}{2q \sqrt{n}}}{1 + q + \frac{q}{(1 + q)^2} \sqrt{n}} \right) + qn(z - w) - \lambda \sqrt{n}(z - w) \right) \times I_{\alpha} \left( - 2n^{1/4} \sqrt{yw(1 + O(n^{-1/2}))} \right) I_{\alpha} \left( 2n^{1/4} \sqrt{xz(1 + O(n^{-1/2}))} \right) \right).
\]

(5.14)
We start with the asymptotic analysis for the $w$-integral. We are to take the limit of
\[ n^{1/2+\alpha/4} \int_{-\infty}^{0} dw \, w^{\alpha/2} e^{n(\log(1-w)+w)+\sqrt{n}tw+\sqrt{n}\lambda w+O(w)} I_{\alpha} \left( -2n^{1/4} \sqrt{yw} (1 + O(n^{-1/2})) \right) \] (5.15)
where $O(w)$ means an error term which is bounded in absolute value by constant times $|w|$ for $n$ large enough. The constant may depend on other parameters: $y$ and $t$ here. The term $O(n^{-1/2})$ has a similar meaning in (5.15).

We use the method of steep descent analysis to determine the limit of (5.15) as explained also in [6] and [13]. Note that by the exponential asymptotics $I_{\alpha}(z) = e^{z+O(1)}$ as $z \to \infty$, see e.g. 9.7.1 in [1], the Bessel function in (5.15) corresponds to a term of order $n^{1/4} \sqrt{w}$ in the exponent. The first step of the analysis is to consider the function that is multiplied by the highest power of $n$ in the exponent
\[ f_0(w) = \log(1 - w) + w = -\frac{w^2}{2} + O(w^3). \] (5.16)
We show that $\mathbb{R}_-$ is a steep descent path for the function $\text{Re} \left( f_0(w) \right)$ which means that it reaches its maximum at $w = 0$ and that $\text{Re} \left( f_0(w) \right)$ is monotone along $\mathbb{R}_-$. It is easily seen by taking the derivative
\[ \frac{d}{dt} \text{Re} \left( f_0(-t) \right) = -\frac{t}{1+t} \leq 0 \] (5.17)
for all $t \geq 0$.

For a $\delta > 0$ small enough which will be given later, restricting the integral in (5.15) to $(-\delta,0)$ gives an error of order $O(\exp(-c\delta^2 n))$ as $n \to \infty$ because of the steep descent property of the path. We substitute $f_0$ by its Taylor expansion given in (5.16), and now we choose $\delta$ small enough such that the error of the Taylor expansion is much smaller than the main terms in the exponent. We do a change of variables $\sqrt{n}w \to w$. As $n \to \infty$, the error term of the Taylor expansion is $O(n^{-1/2})$. In order to compare the integral with and without this error term in the exponent, we use the inequality $|e^x - 1| \leq |x| e^{|x|}$ and we get that the difference of the two integrals is $O(n^{-1/2})$. In the integral without the error term in the exponent, we extend the steepest descent path to $\mathbb{R}_-$ again where an error of $O(\exp(-c\delta^2 n))$ is made.

This procedure of steep descent analysis proves that (5.15) converges to
\[ \int_{-\infty}^{0} dw \, w^{\alpha/2} e^{-\frac{w^2}{2}+tw+\lambda w} I_{\alpha} \left( -2\sqrt{yw} \right) \] (5.18)
as $n \to \infty$. It is also seen from the above argument that the convergence is uniform if $y$ is in a compact interval.

With a similar method for the $z$-integral, one can show that
\[ \frac{n^{1/2-\alpha/4}}{2\pi i} \int_{\Gamma} dz \, z^{-\alpha/2} e^{n(-\log(1-z)-z)-\sqrt{n}sz-\sqrt{n}\lambda z+O(z)} I_{\alpha} \left( 2n^{1/4} \sqrt{zx} (1 + O(n^{-1/2})) \right) \]
\[ \to \frac{1}{2\pi i} \int_{-i\mathbb{R}} dz \, z^{-\alpha/2} e^{-\frac{z^2}{2}+sz-\lambda z} I_{\alpha} \left( 2 \sqrt{zx} \right) \] (5.19)
as $n \to \infty$ uniformly as $x$ is in a finite interval where $-i\mathbb{R}$ is $i\mathbb{R}$ with opposite orientation. The error terms here have similar meaning as in (5.15). In this argument, one has to first
specify the contour \( \Gamma \). Before taking the \( n \to \infty \) limit, let \( \Gamma \) to be the counterclockwise oriented sector contour \( \{ e^{-i(\pi/2-\varepsilon)t}, t \in [0, R] \} \cup \{ e^{i\theta} R, \theta \in [-\pi/2+\varepsilon, \pi/2-\varepsilon] \} \cup \{ e^{i(\pi/2-\varepsilon)t}, t \in [R, 0] \} \) where \( t \in [R, 0] \) refers to opposite orientation. Here \( \varepsilon > 0 \) is a small value and \( R \) is sufficiently large such that the contour surrounds the point \( b = 2n \). As \( R \to \infty \), the integrand on the left-hand side of (5.19) along \( \{ e^{i\theta} R, \theta \in [\pi/2-\varepsilon, \pi/2] \} \) becomes exponentially small in \( R \) for large enough but fixed \( n \), hence we can replace \( \Gamma \) by the contour \( \Gamma_{\varepsilon} \) consisting of two rays one coming from \( e^{i(\pi/2-\varepsilon)\infty} \) to \( e^{-i(\pi/2-\varepsilon)\infty} \).

The reason why we use the contour \( \Gamma_{\varepsilon} \) for some small \( \varepsilon > 0 \) for the analysis instead of \( \text{iR} = \Gamma_0 \) is that by deforming the contour on the left-hand side of (5.19), we do not have enough control on the decay of the integrand along \( \{ e^{\pm i\theta} R, \theta \in [\pi/2-\varepsilon, \pi/2] \} \).

The path \( \Gamma_{\varepsilon} \) is a steep descent contour for the function \(-\text{Re}(f_0(z))\), since

\[
- \frac{d}{dt} \text{Re} \left( f_0(e^{\pm i(\pi/2-\varepsilon)t}) \right) = \frac{\cos^2 \left( \frac{\pi}{2} - \varepsilon \right) - \sin^2 \left( \frac{\pi}{2} - \varepsilon \right) - \cos \left( \frac{\pi}{2} - \varepsilon \right) t}{\left( 1 - \cos \left( \frac{\pi}{2} - \varepsilon \right) t \right)^2 + \left( \sin \left( \frac{\pi}{2} - \varepsilon \right) t \right)^2} \leq 0
\]

for all \( t \geq 0 \) if \( \varepsilon > 0 \) is small enough. One can perform a similar asymptotic analysis as for the \( w \)-integral using the steep descent contour \( \Gamma_{\varepsilon} \) for the \( z \)-integral. One gets the convergence (5.19) with \(-\text{iR} \) replaced by \( \Gamma_{\varepsilon} \) on the right-hand side, but these two integrals are the same due to the decay coming from the quadratic term in the exponent.

To show that the second term in the right-hand side of (5.12) without the minus sign converges to

\[
\left( \frac{y}{x} \right)^{\alpha/2} \frac{1}{2\pi i} \int_{\text{iR}} dz \int_{-\infty}^{0} dw \left( \frac{w}{z} \right)^{\alpha/2} \frac{1}{w - z} e^{z^2/2 - sz} I_{\alpha} \left( -2\sqrt{yw} \right) I_{\alpha} \left( 2\sqrt{xz} \right),
\]

we use a dominated convergence argument for the \( \lambda \) integral of (5.14). Following the lines of the proof of Proposition A.2, but actually easier as in Lemma 4.1 of [13], one can give an exponential bound in \( \lambda \) on the expression in (5.15) and on the left-hand side of (5.19) uniformly in \( n \). We omit the proof here. This justifies that the second term on the right-hand side of (5.12) converges to (5.20).

What is left to show is that (5.20) can be rewritten as the double integral in (2.58). To this end, it is convenient to split the integration contour \( \text{iR} \) in (5.20) into the half-lines \( \text{iR}_+ \) and \( \text{iR}_- \). Let us first consider the contribution from \( \text{iR}_- \). By substituting \( z \) by \(-z\) and \( w \) by \(-w\) and taking into account the branches of the powers, we get the contribution

\[
\left( \frac{y}{x} \right)^{\alpha/2} \frac{1}{2\pi i} \int_{\text{iR}_+} dz \int_{0}^{\infty} dw \left( \frac{w}{z} \right)^{\alpha/2} \frac{1}{w - z} e^{z^2/2 + sz} J_{\alpha} \left( 2\sqrt{yw} \right) J_{\alpha} \left( 2\sqrt{xz} \right)
\]

(5.21)

where we also used the identity

\[
e^{i\alpha\pi/2} I_{\alpha} \left( -2i\sqrt{z} \right) = J_{\alpha} \left( 2\sqrt{z} \right)
\]

for any \( z \in \mathbb{C} \) for the Bessel functions (see e.g. 9.6.3 in [1]). Similarly, the contribution from the half-line \( \text{iR}_+ \) in (5.20) can be written in exactly the same form as (5.21), but with \( \text{iR}_+ \) replaced by \( \text{iR}_- \). To get this, we also use the identity

\[
e^{-i\alpha\pi} J_{\alpha} \left( -2\sqrt{xz} \right) = J_{\alpha} \left( 2\sqrt{xz} \right)
\]

for \( x \in \mathbb{R}_+ \) and \( z \in \text{iR}_- \) which is a consequence of the series expansion of the Bessel function (see e.g. 9.1.10 in [1]).
Combining these two contributions, we conclude that (5.20) equals

\[
\left( \frac{y}{x} \right)^{\alpha/2} \frac{1}{2\pi i} \int d\zeta \int_0^\infty dw \left( \frac{w}{z} \right)^{\alpha/2} \frac{1}{w - z} e^{z^2/2 + sz} J_\alpha \left( 2\sqrt{yw} \right) J_\alpha \left( 2\sqrt{xz} \right). \tag{5.22}
\]

Making the change of variables \( u^2 = w \) and \( v^2 = z \), we rewrite this as

\[
- \left( \frac{y}{x} \right)^{\alpha/2} \frac{1}{2\pi i} \int d\nu \int_0^\infty du 4uv \left( \frac{u}{v} \right)^\alpha \frac{1}{v^2 - u^2} \frac{1}{e^{u^2/2 + sv^2}} J_\alpha \left( 2\sqrt{yu} \right) J_\alpha \left( 2\sqrt{xv} \right), \tag{5.23}
\]

where we recall the definition of the contour \( C \). Hence we obtain the double integral on the right-hand side of (2.58).

\[\square\]

6 Proofs of alternative hard edge Pearcey formulations and corollaries

In this section, we prove Proposition 2.22 and Corollaries 2.24 and 2.25. The strategy for proving the proposition is the following. If \( \alpha \) is an integer, we can give another formulation of the kernel \( L^\alpha \) in Proposition 6.1 below via the approach used to derive the hard edge tacnode kernel. Then we show in Proposition 6.2 that the temperature derivative of the kernel has a rank one structure. Finally, in Lemma 6.3, we see that the functions which appear in the rank one derivative can be written in a simpler form given in (6.9)–(6.10).

The proof of Proposition 2.22 is easy after this.

Let

\[
\mathcal{M}(x) = e^{-x^2/2} = \frac{1}{2\sqrt{\pi}} \int_{\mathbb{R}} dw w^2 - x w. \tag{6.1}
\]

Let \( \mathcal{D}_\alpha \) be the matrix of size \( \alpha \times \alpha \) with \( (k, l) \)th entry

\[
(D_\alpha)_{k,l} = B^{(k+l)}(-\sigma), \quad k, l = 0, \ldots, \alpha - 1 \tag{6.2}
\]

where the superscript denotes the \( (k+l) \)th derivative. Let the row vector \( \mathbf{U} \) of size \( \alpha \) be defined as before by (2.31), and let \( \mathbf{h} \) be the column vector of size \( \alpha \) with \( k \)th entry

\[
h_k = \int_0^\infty d\lambda e^{-\sigma \lambda} B^{(k)}(\lambda - \sigma), \quad k = 0, \ldots, \alpha - 1. \tag{6.3}
\]

Then we put

\[
\mathbb{M}(u, v) = \frac{1}{v - u} - \mathbf{U}(\mathcal{D}_\alpha)^{-1}\mathbf{h}. \tag{6.4}
\]

Note that we use the same symbols \( \mathbf{h} \) and \( \mathbb{M}(u, v) \) in this section for different functions as in the sections about the hard edge tacnode process, but this should not lead to any confusion. The invertibility of the matrix \( \mathcal{D}_\alpha \) follows from the identity

\[
\det \mathcal{D}_\alpha = \left( \prod_{j=0}^{\alpha-1} (-1)^j j! \right) e^{-\alpha \sigma^2 / 2} \tag{6.5}
\]

which is easily proved by induction on \( \alpha \), see (6.26) below. Now we are ready to state
Proposition 6.1. If $\alpha$ is a non-negative integer, then we can write $L^\alpha$ in (2.58) as

$$L^\alpha(s, x; t, y) = -\mu_{t\omega}(x, y)\chi_{t>s}$$

$$+ \frac{1}{(2\pi)^2} \int_{\Gamma_{-s}} dv \int_{\delta+i\mathbb{R}} du \frac{e^{-\frac{x^2}{2}+\sigma v+\frac{v}{v+t}}(u+t)^{\alpha-1}}{e^{-\frac{x^2}{2}+\sigma u+\frac{u}{u+t}}(v+s)^{\alpha+1}} M(u, v)$$

(6.6)

where $\Gamma_{-s}$ is a clockwise oriented circle surrounding the singularity at $-s$ and $\delta > 0$ is chosen such that the contour $\delta + i\mathbb{R}$ passes to the right of the singularity at $-t$ and to the right of the contour $\Gamma_{-s}$.

Proposition 6.2. The derivative of the kernel (6.6) with respect to $\sigma$ is the rank 1 kernel

$$\frac{\partial}{\partial \sigma} L^\alpha(s, x; t, y) = g_1(s, x)g_2(t, y)$$

where

$$g_1(s, x) = \frac{1}{2\pi i} \int_{\Gamma_{-s}} dv e^{-\frac{x^2}{2}+\sigma v+\frac{v}{v+s}}(v+s)^{(\alpha+1)} \left[ (0 \cdots 0 1) D^{-1}_\alpha h \right],$$

(6.7)

$$g_2(t, y) = \frac{1}{2\pi i} \int_{\delta+i\mathbb{R}} du e^{\frac{x^2}{2}-\sigma u-\frac{u}{u+t}}(u+t)^{-\alpha-1} \left[ u^\alpha - UD^{-1}_\alpha \left( B^{(k+\alpha)}(-\sigma) \right)_{k=0} \right].$$

(6.8)

If $\alpha = 0$ then the expressions between square brackets above are understood to be 1.

The proofs of Propositions 6.1 and 6.2 are very similar to the ones for the analogous statements for the hard edge tacnode kernel. We leave this to the interested reader.

Contrary to the tacnode case, it turns out that the above formulas can be considerably simplified.

Lemma 6.3. The functions given in (6.7)–(6.8) can be written in the simplified form

$$g_1(s, x) = \frac{(-x)^{-\alpha}}{2\pi i} \int_{\Gamma_{-s}} dv e^{-\frac{x^2}{2}+\sigma v+\frac{v}{v+s}}(v+s)^{\alpha-1},$$

(6.9)

$$g_2(t, y) = \frac{(-y)^{\alpha}}{2\pi i} \int_{\delta+i\mathbb{R}} du e^{\frac{x^2}{2}-\sigma u-\frac{u}{u+t}}(u+t)^{-\alpha-1}.$$ 

(6.10)

An important ingredient for the proof of Lemma 6.3 is the following elementary analysis lemma which we give with a draft of the proof.

Lemma 6.4 (Repeated integration by parts). For any $\alpha \in \mathbb{Z}_{\geq 0}$ and any function $f$ with sufficient decay at infinity in the direction of the contour $\Gamma_v$, we have

$$\int_{\Gamma_v} dv e^{\frac{v}{v+s}}(v+s)^{-\alpha-1} f(v) = x^{-\alpha} \int_{\Gamma_v} dv e^{\frac{v}{v+s}}(v+s)^{\alpha-1} \frac{\partial^{\alpha} f}{\partial v^\alpha}(v).$$

(6.11)

Sketch of proof. This is trivial for $\alpha = 0$. For $\alpha = 1$, it follows by applying integration by parts to the left-hand side of (6.11). For higher values of $\alpha$, it follows from a repeated ($\alpha$-fold) use of integration by parts writing each time $e^{\frac{v}{v+s}}(v+s)^k \, dv = -x^{-1}(v+s)^{k+2} \, dv$ and then integrating by parts. This allows to express the left-hand side of (6.11) as $x^{-\alpha}$ times a sum of several terms. Then one notes that these terms cancel out each other completely except for one surviving term which is precisely the right-hand side of (6.11).
Proof of Lemma 6.3. This is obvious for $\alpha = 0$. For general $\alpha$, the first step in the proof is to use Lemma 6.4. Then it remains to prove two identities, one for $g_1$ and one for $g_2$.

We start with the identity for $g_1$ which reads

$$
(0 \quad \cdots \quad 0 \quad 1) \mathcal{D}_\alpha^{-1} \frac{\partial^\alpha}{\partial v^\alpha} \left( e^{-v^2/2+\sigma v} h_l \right)_{l=0}^{\alpha-1} = (-1)^\alpha e^{-v^2/2+\sigma v}.
$$

(6.12)

To prove this identity, we first derive the formula

$$
\frac{\partial}{\partial v} h_l = (v - \sigma)h_l - B^{(l)}(-\sigma) + lh_{l-1}
$$

(6.13)

as follows. Note that the derivatives of the function $B$ satisfy the recursion relation

$$
\lambda B^{(l)}(\lambda - \sigma) = \sigma B^{(l)}(\lambda - \sigma) - B^{(l+1)}(\lambda - \sigma) - lB^{(l-1)}(\lambda - \sigma)
$$

(6.14)

for all $l = 0, 1, 2, \ldots$ which is closely related to the recursion for the Hermite polynomials. By taking the $v$ derivative of (6.3) and using (6.14), one gets

$$
\frac{\partial}{\partial v} h_l = h_{l+1} + lh_{l-1} - \sigma h_l.
$$

(6.15)

Integration by parts yields the equation

$$
h_{l+1} = vh_l - B^{(l)}(-\sigma)
$$

(6.16)

which substituted into (6.15) exactly gives (6.13).

If we apply one derivation on the left-hand side of (6.12) to the vector of entries $e^{-v^2/2+\sigma v} h_l$, then by (6.13), we get

$$
\frac{\partial}{\partial v} \left( e^{-v^2/2+\sigma v} h_l \right)_{l=0}^{\alpha-1} = e^{-v^2/2+\sigma v} \left( -B^{(l)}(-\sigma) + lh_{l-1} \right)_{l=0}^{\alpha-1}
$$

$$
= e^{-v^2/2+\sigma v} \left( -\mathcal{D}_\alpha (1 \quad 0 \quad \cdots \quad 0)^T + (lh_{l-1})_{l=0}^{\alpha-1} \right).
$$

(6.17)

If $\alpha = 1$, then $(lh_{l-1})_{l=0}^{\alpha-1}$ is 0 and (6.12) follows easily. Otherwise (if $\alpha > 1$) after substituting (6.17) into the left-hand side of (6.12) and cancelling $\mathcal{D}_\alpha$ with its inverse, the scalar product of the two vectors is 0, hence the left-hand side of (6.12) can be written as

$$
(0 \quad \cdots \quad 0 \quad 1) \mathcal{D}_\alpha^{-1} \frac{\partial^\alpha}{\partial v^\alpha} \left( e^{-v^2/2+\sigma v} h_{l-1} \right)_{l=0}^{\alpha-1}.
$$

(6.18)

At this point we apply the following elementary column operations to the matrix $\mathcal{D}_\alpha$. For $l = \alpha, \alpha - 1, \ldots, 1$ we update column $l$ by subtracting $\sigma$ times column $l-1$ and adding $l-1$ times column $l-2$. By (6.14) with $\lambda = 0$, the resulting matrix has zeros in its zeroth row, except for the $(0,0)$ entry, which is $e^{-\sigma^2/2}$. We should apply the same operations to the row vector $(0 \quad \cdots \quad 0 \quad 1)$, but this vector does not change under the operations. Then (6.18) reduces to

$$
\begin{pmatrix}
0 \quad \cdots \quad 0 \quad 1
\end{pmatrix}
\begin{pmatrix}
n^{-\sigma^2/2} & 0 \\
* & (-(k+1)B^{(k+l)}(-\sigma)_{k,l=0}^{\alpha-2})^{-1} \frac{\partial^{\alpha-1}}{\partial v^{\alpha-1}} e^{-v^2/2+\sigma v} h_{l-1}
\end{pmatrix}_{l=0}^{\alpha-1}.
$$

(6.19)
where \( * \) denotes an unimportant column vector. Taking into account the sparsity pattern of the involved matrices and vectors and using the block inversion formula \((2.18)\), this in turn can be reduced to

\[
(0 \cdots 0 1) \left[ (-(k + 1)B^{(k+l)}(-\sigma))_{k,l=0}^{a-2} \right]^{-1} \frac{\partial a-1}{\partial v^{a-1}} \left( e^{-v^2/2+\sigma v} h_{l=1}^{a-1} \right)_{l=1}.
\]

Finally, we note that the factors \((k + 1)\) in the matrix rows and \(l\) in the entries of the column vector cancel each other. So we get

\[
(-1) (0 \cdots 0 1) D^{-1}_{a-1} \frac{\partial a-1}{\partial v^{a-1}} \left( e^{-v^2/2+\sigma v} h_{l=0}^{a-2} \right). \tag{6.21}
\]

But this is just what we get from the identity for \(\alpha - 1\) in \((6.12)\), so the proof of \((6.12)\) ends by induction yielding the equivalence of \(g_1\) in \((6.9)\) and in \((6.7)\).

Now we turn to the identity for \(g_2\). Using Lemma 6.4, we will prove the identity

\[
\left( \frac{\partial^\alpha}{\partial u^{\alpha}} e^{u^2/2-\sigma u} \right) e^{-u^2/2+\sigma u} = u^\alpha - U D^{-1}_{\alpha} \left( B^{(k+\alpha)}(-\sigma) \right)_{k=0}^{\alpha-1} \tag{6.22}
\]

by induction on \(\alpha\). For \(\alpha = 0\) the identity is trivial since both sides are 1. For \(\alpha \geq 1\), denote the left-hand side of \((6.22)\) by \(H_{\alpha}\) and the right-hand side by \(\tilde{H}_{\alpha}\). Note that \(H_{\alpha}\) is basically a Hermite polynomial and it satisfies the recursion

\[
H_{\alpha} = (u - \sigma) H_{\alpha-1} + H'_{\alpha-1}, \quad \alpha \in \mathbb{Z}_{>0} \tag{6.23}
\]

where the prime denotes the \(u\)-derivative. We will show that \(\tilde{H}_{\alpha}\) satisfies the same recursion. The expression \(\tilde{H}_{\alpha}\) has a Schur complement form and therefore it can be written as a ratio of two nested determinants:

\[
\tilde{H}_{\alpha} = \frac{\det E_{\alpha}}{\det D_{\alpha}} \quad \text{with} \quad E_{\alpha} := \begin{pmatrix} D_{\alpha} & (B^{(k+\alpha)}(-\sigma))^{\alpha-1}_{k=0} \\ U & u^\alpha \end{pmatrix}. \tag{6.24}
\]

Note that the last column of \(E_{\alpha}\) nicely follows the pattern of the previous columns. We note that the entries in the topmost rows of \(E_{\alpha}\) are basically the Hermite polynomials and they satisfy the recursion \((6.14)\) with \(\lambda = 0\). We use the following column operations for \(E_{\alpha}\): for \(l = \alpha, \alpha - 1, \ldots, 1\) we update column \(l\) by subtracting \(\sigma\) times column \(l - 1\) and adding \(l - 1\) times column \(l - 2\). The resulting matrix has zeros in its zeroth row, except for the \((0,0)\) entry, which is \(e^{-\sigma^2/2}\), and so we can reduce the size of the determinant. This gives us

\[
\det E_{\alpha} = e^{-\sigma^2/2} \det \left( \begin{pmatrix} (-(k + 1)B^{(k+l)}(-\sigma))_{k=0}^{a-2} \\ (u - \sigma + l u^{-1}) u_l \end{pmatrix} ight)_{l=0}^{a-1}.
\]

We take out the factor \(-(k + 1)\) from the \(k\)th row yielding a total contribution

\[
(-1)^{a-1}(\alpha - 1)!. \tag{6.25}\]

Next we split the determinant by linearity with respect to its last row, recognizing the smaller matrix \(E_{\alpha-1}\) in one of the terms, and its \(u\)-derivative \(E'_{\alpha-1}\) in the other term. This yields

\[
\det E_{\alpha} = (-1)^{a-1}(\alpha - 1)! e^{-\sigma^2/2} \left[ (u - \sigma) \det E_{\alpha-1} + \det E'_{\alpha-1} \right].
\]

41
Similar (but actually simpler) manipulations yield
\[
\det D_{\alpha} = (-1)^{\alpha-1}(\alpha-1)!e^{-\sigma^2/2}\det D_{\alpha-1}.
\] (6.26)

Using these relations in (6.24), we find that \( H_\alpha \) satisfies the required recursion relation (6.23). This ends the proof of the identity (6.22), hence the two definitions (6.10) and (6.8) of \( g_2 \) coincide.

**Proof of Proposition 2.22.** By Proposition 6.2, the derivative of the kernel \( L^\alpha \) with respect to \( \sigma \) can be written in a rank one form with \( g_1 \) and \( g_2 \) given by (6.7)--(6.8). Note that the derivative of the right-hand side of (2.60) is also rank one but with \( g_1 \) and \( g_2 \) given by (6.9)--(6.10). Hence Lemma 6.3 shows that the two derivatives are the same. Moreover, both double integrals converge to zero in the \( \sigma \to +\infty \) limit. This ends the proof. \( \Box \)

Now we turn to the proofs of the two corollaries.

**Proof of Corollary 2.24.** Similarly to Remark 2.17 for the tacnode kernel, by introducing the new integration variables \( u := -(w+s)^{-1} \) and \( v := -(z+t)^{-1} \) in (2.60), the kernel can be written alternatively as
\[
L^\alpha(s, t; y) = -p_{\frac{w}{x}}(x, y)1_{t>s} + \left( \frac{y}{x} \right)^\alpha \frac{1}{(2\pi)^2} \int_{\Gamma_u} du \int_{\Gamma_v} dv \frac{1}{u-v+uv(t-s)} e^{(v^{-1}+t)/2+\sigma(v^{-1}+t)+yv} u^\alpha v^\alpha
\] (6.27)
where \( \Gamma_v \) is a clockwise circle in the left half-plane touching zero along the imaginary axis, and \( \Gamma_u \) is a counterclockwise loop surrounding \( \Gamma_v \). It is now straightforward to get (2.62).

**Remark 6.5.** Similarly to Remark 2.23, (6.27) also extends to any real \( \alpha > -1 \). In this case, we take \( \Gamma_v \) as above but we replace \( \Gamma_u \) by a counterclockwise contour coming from \( +\infty \) from above, encircling \( \Gamma_v \), and returning to \( +\infty \) from below. We then take the powers \( w^\alpha, v^\alpha \) with a branch cut along the positive half-line, i.e., with \( 0 < \arg u, \arg v < 2\pi \), see also [17, Eq. (1.19)].

**Proof of Corollary 2.25.** For \( \alpha = -1/2 \), we have
\[
J_{-1/2}(2\sqrt{y}u) = \frac{1}{\sqrt{\pi}y^{1/4}\sqrt{u}} \cos(2\sqrt{yu})
\]
if \( u > 0 \) or \( u \in C \). Substituting this, we get the following expression for the kernel
\[
L^{-1/2}(s, t; y) = -p_{\frac{w}{x}}(x, y)1_{t>s} + \frac{2}{\pi^{2i}\sqrt{y}} \int_C dv \int_{\mathbb{R}_+} du \frac{v}{v^2-u^2} e^{u^2/2+su^2} \cos(2\sqrt{yu}) \cos(2\sqrt{yx})
\] (6.28)
To conclude the proof, one has to do the change of variables \( u \to 2^{1/4}u \) and \( v \to 2^{1/4}v \) and substitute the new variables from (6.64) along with the derivative \( \frac{dv}{d\sigma} = \frac{\sigma}{2\sqrt{y}} \), the rest is straightforward. \( \Box \)
7 Asymptotic invertibility

In this section, we prove Proposition 2.12. It relies on Lemmas 7.1, 7.2 and 7.3. In order to state them, we introduce the following notation. Then we give the proof of the proposition, finally, we prove the lemmas. Inspired by the asymptotics of the Airy function

\[ \text{Ai}(x) = \frac{1}{2\sqrt{\pi}} x^{-1/4} \exp \left( -\frac{2}{3} x^{3/2} \right) \left( 1 + \mathcal{O}(x^{-3/2}) \right) \]  

(7.1)
as \( x \to \infty \), see e.g. 10.4.59 in [1], let us denote

\[ f_k(x) = 2\sqrt{\pi} \exp \left( \frac{2}{3} x^{3/2} \right) \frac{\partial^k}{\partial x^k} \text{Ai}(x) \]  

(7.2)
for \( k = 0, 1, 2, \ldots \).

Lemma 7.1. For any positive integer \( n \), one has the equality

\[ \det \left( \frac{\partial^{k+l}}{\partial x^{k+l}} \text{Ai}(x) \right)_{k,l=0}^{n-1} = e^{-\frac{2}{3} nx^{3/2}} \det \left( f_k^{(l)}(x) \right)_{k,l=0}^{n-1} \]  

(7.3)
where \( f_k^{(l)} \) is the \( l \)th derivative of \( f_k \).

By the definition \( \text{Ai}''(x) = x \text{Ai}(x) \) of the Airy function, all higher derivatives of \( f_k(x) \) can be expressed in terms \( \text{Ai}(x) \) and \( \text{Ai}'(x) \). By (7.1) and the asymptotics of \( \text{Ai}'(x) \), see 10.4.61 in [1], it follows that

\[ f_k^{(l)}(x) \sim (-1)^{k+l} x^{k/2 - 1/4 - l} a_{k,l} \]  

(7.4)
as \( x \to \infty \) with

\[ a_{k,l} = (2k-1)(2k-5)\ldots(2k+3-4l) \]  

(7.5)
where the empty product is defined to be 1.

Note that (7.4) already yields the following

Lemma 7.2. We have the asymptotics

\[ \det \left( f_k^{(l)}(x) \right)_{k,l=0}^{n-1} \sim (-1)^{\binom{n}{2}} 4^{-\binom{n}{2}} x^{-n^2/4} \det \left( (a_{k,l})_{k,l=0}^{n-1} \right) \]  

(7.6)
as \( x \to \infty \).

The matrix in the lemma has the form

\[
(a_{k,l})_{k,l=0}^{n-1} = \begin{pmatrix}
1 & -1 & (-1)(-5) & (-1)(-5)(-9) & \cdots \\
1 & 1 & 1(-3) & 1(-3)(-7) & \cdots \\
1 & 3 & 3(-1) & 3(-1)(-5) & \cdots \\
1 & 5 & 5 \cdot 1 & 5 \cdot 1(-3) & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}.
\]  

(7.7)

Lemma 7.3. The determinant of the \( n \times n \) matrix defined by (7.5) is

\[ \det \left( (a_{k,l})_{k,l=0}^{n-1} \right) = 2^{\binom{n}{2}} \prod_{j=0}^{n-1} j! . \]  

(7.8)
Proof of Proposition 2.12. 1. The asymptotics (2.43) readily follows if one puts together (7.3), (7.6) and (7.8).

2. The assertion is a consequence of the first part and the discussion in the paragraph before the statement of the proposition.

\[ \text{Proof of Lemma 7.1.} \] By definition (7.2), one immediately gets (7.3) with \( f_k^{(l)}(x) \) replaced by \( f_{k+l}(x) \) in the determinant on the right-hand side. Hence one only needs to show that

\[ \det (f_{k+l}(x))_{k,l=0}^{n-1} = \det \left( f_k^{(l)}(x) \right)_{k,l=0}^{n-1}. \tag{7.9} \]

It follows from (7.2) that the recursion relation

\[ f_{k+1}(x) = -x^{l/2} f_k(x) + f_k^{(l)}(x) \tag{7.10} \]

holds for any \( k \geq 0 \) integer. In (7.10), \( f_{k+1} \) is expressed in terms of \( f_k \) and its derivative where the coefficient of the latter is 1. By applying (7.10) and its derivative on the right-hand side of (7.10) again, one can express \( f_{k+2} \) in terms of \( f_k \) and its first and second derivative where the coefficient of the second derivative is 1. In general, one gets by induction that

\[ f_{k+l}(x) = c_{l,0}(x)f_k(x) + c_{l,1}(x)f_k'(x) + \cdots + c_{l,1}(x)f_k^{(l-1)}(x) + f_k^{(l)}(x) \tag{7.11} \]

for all \( k, l \) non-negative integers where \( c_{l,0}(x), \ldots, c_{l,1}(x) \) are coefficients that depend on \( x \) but not on \( k \).

The equality of the determinants (7.9) now follows by simple column transformations. We first represent the entries on the left-hand side of (7.9) as given in (7.11). Then we perform the following step for \( l = 1, \ldots, n-1 \): from the \( l \)th column of the matrix, we subtract \( c_{l,0} \) times the 0 column, \( c_{l,1} \) times the first column, up to \( c_{l,1} \) times the \( l-1 \)st column. After these transformations, we recover the right-hand side of (7.9), which completes the proof.

\[ \text{Proof of Lemma 7.3.} \] We apply elementary column operation on the matrix \( (a_{k,l})_{k,l=0}^{n-1} \) in order to get 0 everywhere in the first row except for the first position as follows. Starting from the last column and proceeding from right to left until the second column, we add an appropriate multiple of the previous column to each of the columns such that we get 0 in the top position of the column. With this procedure, we get that

\[ \det \left( (a_{k,l})_{k,l=0}^{n-1} \right) = \det \begin{pmatrix} 1 & 0 & 0 & 0 & \cdots \\ 1 & 2 & 1 & 2 & \cdots \\ 1 & 4 & 3 & 4 & \cdots \\ 1 & 6 & 5 & 6 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix} = \det \begin{pmatrix} 2 & 1 & 2 & 1(-3) & 2 & \cdots \\ 4 & 3 & 4 & 3(-1) & 4 & \cdots \\ 6 & 5 & 6 & 5(1) & 6 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix} \tag{7.12} \]

where we expanded the determinant along the first row in the last step. By dividing the \( k \)th row on the right-hand side of (7.12) by \( 2k \), we get that the determinant of the matrix \( (a_{k,l})_{k,l=0}^{n-1} \) is \( 2^{n-1}(n-1)! \) times a similar \( (n-1) \times (n-1) \) determinant as that of \( (a_{k,l})_{k,l=0}^{n-1} \).

The statement of the lemma now follows by induction.
A Limit of Bessel functions

Proposition A.1. Fix a non-negative integer \( k \). Then for any \( s > 0 \),

\[
J^{(k)}(s, t) \to \frac{\partial^k}{\partial s^k} \text{Ai}(s) \quad (A.1)
\]
pointwise as \( t \to \infty \).

Proof. In the integral representation of \( J^{(k)} \) in \((4.37)\), the coefficient of the leading term in the exponent as \( t \to \infty \) is the function

\[
f(z) = - \ln z + \frac{z - z^{-1}}{2} = \frac{1}{6}(z - 1)^3 + \mathcal{O}((z - 1)^4)
\]

for which we introduce the following steep descent path. It follows from the more general derivative calculation in \((A.8)\) that the circle \( S_1 + \varepsilon \) is a steep descent path for \( \text{Re}(f(z)) \) for any \( \varepsilon > 0 \). Let us choose a small \( \varepsilon \) such that \( S_1 + \varepsilon \) replaced in a small neighborhood of \( 1 \) by a segment of the path \( \{1 + e^{i\pi/3} s, s > 0\} \cup \{1 + e^{-i\pi/3} s, s > 0\} \) such that they form a closed loop around the origin.

For the contour given above, we perform the usual steep descent analysis, so we first neglect the integral on the right-hand side of \((4.37)\) except for a small neighborhood of \( 1 \). After the change of variable \( z = 1 + \frac{Z - 1}{3} \), we get that

\[
J^{(k)}(s, t) \to \frac{1}{2\pi i} \int_{e^{-i\pi/3}}^{e^{i\pi/3}} dZe^{3s/3 - sZ}(-Z)^k. \quad (A.2)
\]

To show that the right-hand side of \((A.2)\) and that of \((A.1)\) are the same, we apply a dominated convergence argument. With the notation

\[
f(s, Z) = e^{3s/3 - sZ},
\]

we can write

\[
\frac{1}{2\pi i} \int_{e^{-i\pi/3}}^{e^{i\pi/3}} dZ \frac{\partial^k}{\partial s^k} f(s, Z) = \frac{1}{2\pi i} \int_{e^{-i\pi/3}}^{e^{i\pi/3}} dZ \lim_{h \to 0} h^{-k} \sum_{p=0}^{k} \binom{k}{p} (-1)^{k-p} f(s + ph, Z)
\]

\[
= \lim_{h \to 0} h^{-k} \sum_{p=0}^{k} \binom{k}{p} (-1)^{k-p} \frac{1}{2\pi i} \int_{e^{-i\pi/3}}^{e^{i\pi/3}} dZ f(s + ph, Z)
\]

\[
= \frac{\partial^k}{\partial s^k} \frac{1}{2\pi i} \int_{e^{-i\pi/3}}^{e^{i\pi/3}} dZ f(s, Z)
\]

where we used the dominated convergence theorem in the second step above. The integrand can be dominated uniformly in \( h \) because of the fast decay of \( f(s, Z) \) along the \( Z \) contour.

Proposition A.2. Fix a non-negative integer \( k \). For any \( c > 0 \), there is a finite constant \( C \) and thresholds \( t_0, s_0 \) such that

\[
|J^{(k)}(s, t)| \leq Ce^{-cs} \quad (A.3)
\]
holds uniformly for \( t > t_0 \) if \( s > s_0 \).
Proof. We adapt the method of proof of Proposition 5.3 in [5] or that of Lemma 4.1 in [13] to our setting. In order to investigate the large values of \( s \), we rescale it as

\[
\tilde{s} = t^{-2/3} s
\]

and we define the function

\[
\tilde{f}(z) = -\ln z + \frac{z - z^{-1}}{2} - \frac{1}{2} \tilde{s} \ln z
\]

which gives the leading contribution in the exponent of the integrand on the right-hand side of (4.37) if \( s \) is of order \( t^{2/3} \).

For small values of \( \tilde{s} \), this function has two critical points at \( 1 \pm \tilde{s}^{1/2} \) at first order, and we will pass through the larger one. Hence define

\[
\alpha = \begin{cases} 
1 + \tilde{s}^{1/2} & \text{if } \tilde{s} \leq \varepsilon, \\
1 + \varepsilon^{1/2} & \text{if } \tilde{s} > \varepsilon
\end{cases}
\]

for some small \( \varepsilon > 0 \) to be chosen later.

On the right-hand side of (4.37), we can change the integration contour by the Cauchy theorem to a circle of radius \( \alpha \). Using the definition (A.5), this yields

\[
J^{(k)}(s, t) = t^{k+1} \frac{1}{2\pi i} \int_{S_\alpha} dz \exp(2t\tilde{f}(z))z^{-1} (z^{-1} - 1)^k.
\]

The path \( S_\alpha \) is steep descent for the function \( \text{Re}(\tilde{f}(z)) \), since

\[
\frac{\partial}{\partial \theta} \text{Re}(\tilde{f}(\alpha e^{i\theta})) = -\frac{\alpha - \alpha^{-1}}{2} \sin \theta
\]

which is negative for \( \alpha > 1 \) and \( \theta \in (0, \pi) \).

We show that the integral in (A.7) can be bounded by the value of the integrand at \( \alpha \). To this end, define

\[
Q(\alpha) = t^{k/3} \exp \left( \text{Re} \left( 2t\tilde{f}(\alpha) \right) \right) |\alpha^{-1}(\alpha^{-1} - 1)^k|.
\]

Let \( S_\alpha^\delta = \{ \alpha e^{i\theta}, |\theta| \leq \delta \} \) for some small \( \delta > 0 \). By the steep descent property of \( S_\alpha \), the contribution of the integral over \( S_\alpha \setminus S_\alpha^\delta \) in (A.7) is bounded by \( Q(\alpha)O(e^{-\gamma t}) \) where \( \gamma > 0 \)
does not depend on \( t \).

To bound the integral over \( S_\alpha^\delta \), we first observe by series expansion that

\[
\text{Re} \left( \tilde{f}(\alpha e^{i\theta}) - \tilde{f}(\alpha) \right) = -\frac{\alpha - \alpha^{-1}}{4} \theta^2 (1 + O(\theta)).
\]

We also use that for any \( z \in S_\alpha^\delta \)

\[
\left| \frac{z^{-1}(z^{-1} - 1)^k}{\alpha^{-1}(\alpha^{-1} - 1)^k} \right| \leq \tilde{K} \tilde{s}^{-k/2} \leq K t^{k/3}
\]

holds for some \( \tilde{K} \) and \( K \) constants by (A.6) if \( s \) is larger than some \( s_0 \). If \( z = \alpha e^{i\theta} \) is such that \( |\theta| \leq t^{-1/3} \), then the stronger bound

\[
\left| \frac{z^{-1}(z^{-1} - 1)^k}{\alpha^{-1}(\alpha^{-1} - 1)^k} \right| \leq K
\]

holds.
applies. Putting the estimates (A.10), (A.11) and (A.12) together, we get that the integral on the right-hand side of (A.7) taken only over \( S_\alpha^\delta \) can be bounded by

\[
Q(\alpha) \left| \frac{t^{1/3}}{2\pi i} \int_{S_\alpha^\delta} dz \exp \left( 2t(\bar{f}(z) - \bar{f}(\alpha)) \right) \frac{z^{-1}(z^{-1} - 1)^k}{\alpha^{-1}(\alpha^{-1} - 1)^{\varepsilon}} \right| 
\]

\[
\leq Q(\alpha) \frac{t^{1/3}}{2\pi} \left[ \int_{-\delta}^{\delta} d\theta e^{-\frac{\alpha - \alpha^{-1}}{2} \theta^2 (1 + O(\theta))} K + \int_{[-\delta,\delta]\setminus[-\frac{1}{3},\frac{1}{3}]} d\theta e^{-\frac{\alpha - \alpha^{-1}}{2} \theta^2 (1 + O(\theta))} K t^{k/3} \right] 
\]

(A.13)

after the change of variable \( z = \alpha e^{\theta} \). For \( t \) large enough, the error terms in the exponents on the right-hand side of (A.13) and factor \( t^{k/3} \) in the second integral can be removed by replacing \( (\alpha - \alpha^{-1})/2 \) by \( (\alpha - \alpha^{-1})/4 \). Thus we get that

\[
(A.13) \leq Q(\alpha) \frac{t^{1/3}}{2\pi} \int_{-\delta}^{\delta} d\theta \exp \left( -\frac{\alpha - \alpha^{-1}}{4} t\theta^2 \right) \leq Q(\alpha) \frac{\alpha}{\sqrt{2\pi \frac{\alpha - \alpha^{-1}}{4} t^{1/3}}} 
\]

(A.14)

by bounding the Gaussian integral. The estimate above is the largest if \( \alpha \) is close to 1. Note that, by (A.6) and (A.4),

\[
(\alpha - \alpha^{-1})t^{1/3} \sim 2s^{1/2} t^{1/3} \sim 2s^{1/2} 
\]

(A.15)

which is large if \( s \) is large enough, therefore (A.13) is at most constant times \( Q(\alpha) \).

Hence, it remains to bound \( Q(\alpha) \) exponentially in \( s \). For this end, we use the Taylor expansion

\[
\bar{f}(z) = \left( \frac{(z - 1)^3}{6} - \frac{1}{2}\bar{s}(z - 1) \right) (1 + O(z - 1)). 
\]

(A.16)

If \( \bar{s} \leq \varepsilon \), then

\[
Q(\alpha) = \exp \left( -\frac{2}{3} t\bar{s}^{3/2} \left( 1 + O(\sqrt{\varepsilon}) \right) \right) t^{k/3} s^{k/2} \left( 1 + O(\bar{s}^{-1/2}) \right) 
= \exp \left( -\frac{2}{3} s^{3/2} \left( 1 + O(\sqrt{\varepsilon}) \right) \right) s^{k/2} \left( 1 + O(t^{-1/3}) \right) 
\]

(A.17)

which is even stronger than what we had to prove.

If \( \bar{s} > \varepsilon \), then

\[
Q(\alpha) = \exp \left( t\sqrt{\varepsilon} \left( \frac{\varepsilon}{3} - \bar{s} \right) \left( 1 + O(\sqrt{\varepsilon}) \right) \right) t^{k/3} \varepsilon^{k/2} \left( 1 + O(\sqrt{\varepsilon}) \right) \leq \exp \left( -\frac{1}{3} \sqrt{\varepsilon} t^{1/3} s \right) 
\]

(A.18)

since \( \varepsilon/3 - \bar{s} \leq -\frac{2}{3} \bar{s} = -\frac{2}{3} t^{-2/3} s \), and the error terms can be removed by replacing \( \frac{2}{3} \) by \( \frac{1}{3} \) for any given \( \varepsilon > 0 \) and for \( t \) large enough. This finishes the proof. \( \square \)
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