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Abstract

Pervasive cross-section dependence is increasingly recognized as a characteristic of economic data and the approximate factor model provides a useful framework for analysis. Assuming a strong factor structure where $\mathbf{\Lambda}^0'\mathbf{\Lambda}^0/N^\alpha$ is positive definite in the limit when $\alpha = 1$, early work established convergence of the principal component estimates of the factors and loadings up to a rotation matrix. This paper shows that the estimates are still consistent and asymptotically normal when $\alpha \in (0, 1]$ albeit at slower rates and under additional assumptions on the sample size. The results hold whether $\alpha$ is constant or varies across factor loadings. The framework developed for heterogeneous loadings and the simplified proofs that can be also used in strong factor analysis are of independent interest.
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1 Introduction

Starting with Forni, Hallin, Lippi, and Reichlin (2000) and Stock and Watson (1998, 2002), a large body of research has been developed to estimate the latent common variations in large panels in which the $N$ units observed over $T$ periods are cross-sectionally correlated. A fundamental result shown in Bai and Ng (2002) is that the space spanned by the factors can be consistently estimated by the method of static principal components (PC) at rate $\min(\sqrt{N}, \sqrt{T})$. Bai (2003) then establishes $\sqrt{N}$ asymptotic normality of the estimated factors $\tilde{F}$ up to a rotation matrix $H$. The maintained assumption is that the factor structure is strong, meaning that if $F^0$ and $\Lambda^0$ are the latent factors and loadings, the matrices $F^0F^0/T$ and $\Lambda^0\Lambda^0/N$ are both positive definite in the limit. However, Onatski (2012) shows that the PC estimates are inconsistent when $\Lambda^0\Lambda^0$ (without dividing by $N$) has a positive definite limit. This has generated a good deal of interest in determining the number of less pervasive factors. Some assume large idiosyncratic variances, some assume that the entries of $\Lambda^0$ are non-zero but small, while others assume a sparse $\Lambda^0$ with many zero entries. See, for example, DeMol, Giannone, and Reichlin (2008), Lettau and Pelger (2020), Uematsu and Yamagata (2022), Freyaldenhoven (2022). Though the term ‘weak factors’ is used in different ways, there is a presumption that the PC estimator has undesirable properties when the strong factor assumption fails. However, to our knowledge, there does not exist a clear statement of what those properties are.

In this paper, we consider the weaker condition that $\Lambda^0\Lambda^0/N^\alpha$ has a positive definite limit with $\alpha \in (0, 1]$. Since it is the strength of the loadings that is being weakened and positive definiteness of $F^0F^0/T$ is maintained throughout, we use the terminology of weaker loadings. We obtain two results for average errors. The first result, which concerns the low rank component, is $\frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \| \hat{C}_{it} - C^0_{it} \|^2 = O_p(\frac{1}{N}) + O_p(\frac{1}{T}).$ This result is somewhat surprising as it is the same as in the strong factor case. The second result pertains to the error rate in estimating the space spanned by the factors. This rate is of interest because it determines whether $\tilde{F}$ can be treated as though it was known in factor augmented regressions. We obtain $\frac{1}{T} \sum_{t=1}^{T} \| \hat{F}_t - H'F^0 \|^2 = O_p(\frac{1}{N^\alpha}) + O_p((\frac{N^{1-\alpha}}{T})^2)$ which is asymptotically $o_p(1)$ when $\alpha > 0$ and $\frac{N^{1-\alpha}}{T} \to 0$. This result implies an error rate for the strong factor case of $\alpha = 1$ of $\min(N, T^2)$, which is better than the rate of $\min(N, T)$ previously derived. This improvement is made possible by a different proof technique that also leads to significant simplifications, hence of independent interest. The simplifications come partly from using higher level assumptions, and partly from using approximations to the original rotation matrix $H$ which also make it possible to conduct inference using a representation of the
asymptotic variance that the user deems most convenient.

Our main result is that while the strong factor assumption of \( \alpha = 1 \) yields the fastest convergence rates possible, and the estimates are inconsistent in the other extreme when \( \alpha = 0 \), the principal component estimator for \( \Lambda \) and \( F \) continues to be consistent when \( \alpha \in (0, 1) \). In other words, except in the special case considered in [Onatski (2012)](#), the PC estimates are consistent. We find that asymptotic normality of \( \sqrt{N^\alpha(\tilde{F}_t - H'F_0^0)} \), \( \sqrt{T}(\tilde{\Lambda}_i - H^{-1}\Lambda_i^0) \), and \( \min(\sqrt{N^\alpha}, \sqrt{T})(\tilde{C}_{it} - C_{it}^0) \) do require \( \alpha > 1/2 \) along with some additional assumptions on \( N \) and \( T \), though \( N \) is not required to grow at the same rate as \( T \). However, \( \alpha > 0 \) suffices for consistency of the individual loadings \( \tilde{\Lambda}_i \), while \( \alpha > 1/3 \) suffices for consistency of the individual factor estimates \( \tilde{F}_t \). Thus consistent estimates can be obtained with weaker loadings than asymptotic normality.

It is natural to ask what happens when the loadings have varying strength. That is, instead of a constant \( \alpha \), we now have \( 1 \geq \alpha_1 \geq \alpha_2 \geq \ldots \geq \alpha_r > 0 \). We show that in this case, what matters is the weakest loading, \( \alpha_r \). Asymptotic normality now requires \( \alpha_r > 1/2 \) but consistency of the individual estimates is possible without this requirement. Though the results are in agreement with the constant \( \alpha \) case, setting up the framework is not so trivial as it requires using different normalization rates to study convergence of \( \tilde{F} \) to \( F_0^0H \) while allowing the rotation matrix \( H \) to be consistent with the data generating process. The framework is more general than that of [Freyaldenhoven (2022)](#) or [Uematsu and Yamagata (2022)](#) which require specific assumptions on \( F_0^0H \) or \( H \), as discussed below.

The paper proceeds as follows. We start with the simpler case that \( \alpha \) is the same for all factors and provide the complete distribution theory for \( \tilde{F}_t, \tilde{\Lambda}_i \) and \( \tilde{C}_{it} \). We then consider the general case when \( \alpha \) varies. Section 2 sets up the econometric framework and presents three useful preliminary results. Section 3 studies consistent estimation of the factors, the loadings, and introduces four asymptotically equivalent rotation matrices. The distribution theory is given in Section 4. Implications of weaker loadings for factor augmented regressions are discussed. Section 5 studies the case of heterogeneous \( \alpha \).

Throughout, matrices are written in bold-face to distinguish them from vectors. As a matter of notation, \( \|A\|^2 = \sum_{i=1}^m \sum_{j=1}^n |A_{ij}|^2 = \text{Tr}(AA') \) is the squared Frobenius norm of a \( m \times n \) matrix \( A \), \( \|A\|^2_{sp} = \rho_{\text{max}}(A'A) \) denotes the squared spectral norm of \( A \), where \( \rho_{\text{max}}(B) \) denotes the largest eigenvalue of a positive semi-definite matrix \( B \). Note that \( \|A\|_{sp} \leq \|A\| \leq \sqrt{q}\|A\|_{sp} \), where \( q = \text{rank}(A) \). Thus when the rank \( q \) is fixed, the two norms are equivalent in terms of asymptotic behavior.

---
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2 The Econometric Setup

We use $i = 1, \ldots, N$ to index cross-section units and $t = 1, \ldots, T$ to index time series observations. Let $X_i = (X_{i1}, \ldots, X_{iT})'$ be a $T \times 1$ vector of random variables and $X = (X_1, X_2, \ldots, X_N)$ be a $T \times N$ matrix. The normalized data $Z = \frac{X}{\sqrt{NT}}$ admit singular value decomposition (SVD)

$$Z = \frac{X}{\sqrt{NT}} = U_{NT}D_{NT}V_{NT}' = U_{NT,k}D_{NT,k}V_{NT,k}' + U_{NT,N-k}D_{NT,N-k}V_{NT,N-k}'$$

where $U_{NT}'U_{NT} = I_T$ and $V_{NT}'V_{NT} = I_N$. In the above, $D_{NT,k}$ is a diagonal matrix of $k$ singular values $d_{NT,1}, \ldots, d_{NT,k}$ arranged in descending order, $U_{NT,k}, V_{NT,k}$ are the corresponding left and right singular vectors respectively. By the Eckart and Young (1936) theorem, the best rank $k$ approximation of $Z$ is $U_{NT,k}D_{NT,k}V_{NT,k}'$. This is obtained without imposing probabilistic assumptions on the data.

We represent the data using a static factor model with $r$ factors. In matrix form,

$$X = FA' + e. \quad (1)$$

To simplify notation, the subscripts indicating that $F$ is $T \times r$ and $\Lambda$ is $N \times r$ will be suppressed when the context is clear. The common component $C = FA'$ has reduced rank $r$ because $F$ and $\Lambda$ both have rank $r$. The $N \times N$ covariance matrix of $X$ takes the form

$$\Sigma_X = \Lambda \Sigma_F \Lambda' + \Sigma_e = \Sigma_C + \Sigma_e.$$

A strict factor model obtains when the errors $e_{it}$ are cross-sectionally and serially uncorrelated so that $\Sigma_e$ is a diagonal matrix. The classical factor model studied in Anderson and Rubin (1956) uses the stronger assumption that $e_{it}$ is iid and normally distributed. For economic analysis, this error structure is overly restrictive. We work with the approximate factor model formulated in Chamberlain and Rothschild (1983) which allows the idiosyncratic errors to be weakly correlated in both the cross-section and time series dimensions. In such a case, $\Sigma_e$ need not be a diagonal matrix.

Let $F^0$ and $\Lambda^0$ be the true values of $F$ and $\Lambda$. The model for unit $i$ at time $t$ as

$$x_{it} = \Lambda_i^0F_t^0 + e_{it}.$$

Letting $e_i' = (e_{i1}, e_{i2}, \ldots, e_{iT})$ and $e_t' = (e_{1t}, e_{2t}, \ldots, e_{Nt})$, the model for unit $i$ is

$$X_i = F^0\Lambda_i^0 + e_i.$$
Estimation of $F^0$ and $\Lambda^0$ in an approximate factor model with $r$ factors proceeds by minimizing the sum of squared residuals:

$$\min_{F,\Lambda} \text{ssr}(F,\Lambda;r) = \min_{F,\Lambda} \frac{1}{NT} \|X - F\Lambda'\|^2 = \min_{F,\Lambda} \frac{1}{NT} \sum_{t=1}^{T} \sum_{i=1}^{N} (x_{it} - \Lambda'_i F_t)^2.$$ 

As $F$ and $\Lambda$ are not separately identified, we impose the normalization restrictions

$$\frac{F'F}{T} = I_r, \quad \Lambda'\Lambda \text{ is diagonal}. \quad (2)$$

The solution is the (static) PC estimator defined as:

$$(\tilde{F}, \tilde{\Lambda}) = (\sqrt{T} U_{NT,r}, \sqrt{N} V_{NT,r} D_{NT,r}). \quad (3)$$

PC estimation of large dimensional approximate factor models must overcome two challenges not present in the classical factor analysis of Anderson and Rubin (1956). The first pertains to the fact that the errors are now allowed to be cross-sectionally correlated. The second issue arises because the $T \times T$ covariance matrix of $X$ and the $N \times N$ covariance of $X'$ are of infinite dimensions when $N$ and $T$ are large. To study the properties of the PC estimates, we use $X = F^0\Lambda^0 + e$ to obtain:

$$\frac{1}{NT} XX' = \frac{F^0(\Lambda^0\Lambda^0)}{N} \frac{F^0'}{T} + \frac{e\Lambda^0 F^0'}{NT} + \frac{ee'}{NT}. \quad (4)$$

But $\frac{1}{NT} XX' = U_{NT}D_{NT}^2U'_{NT}$ and thus $\frac{1}{NT} XX' \tilde{F} = \tilde{F}D_{NT,r}^2$. It follows that

$$\frac{F^0(\Lambda^0\Lambda^0)}{N} \frac{F^0'}{T} + \frac{F^0\Lambda^0 e' \tilde{F}}{NT} + \frac{e\Lambda^0 F^0'}{NT} + \frac{ee' \tilde{F}}{NT} = \tilde{F}D_{NT,r}^2. \quad (5)$$

Rearranging terms yields

$$\tilde{F}_t - \tilde{H}_{NT,0} F_t^0 = \tilde{D}_{NT}^{-2} \left( \frac{1}{T} \sum_{t=1}^{T} \tilde{F}_s \gamma_{st} + \frac{1}{T} \sum_{s=1}^{T} \tilde{F}_s \zeta_{st} + \frac{1}{T} \sum_{s=1}^{T} \tilde{F}_s \eta_{st} + \frac{1}{T} \sum_{s=1}^{T} \tilde{F}_s \xi_{st} \right) \quad (6)$$

where

$$H_{NT,0} = \left( \frac{\Lambda^0\Lambda^0}{N} \right) \left( \frac{F^0F'}{T} \right) D_{NT,r}^{-2} \quad (7)$$

$$\gamma_{st} = E(\frac{1}{N}e'_s e_t), \quad \zeta_{st} = \frac{1}{N} e'_s e_t - \gamma_{st}, \quad \eta_{st} = \frac{F_s^0\Lambda^0 e_t}{N}, \quad \xi_{st} = \frac{F_s^{0'}\Lambda^0 e_s}{N}. \quad \text{Stock and Watson (2002); Bai and Ng (2002); Bai (2003)}$$

established properties of the PC estimator by analyzing the four terms in (6) under certain assumptions, and
this is by and large the approach that the literature has taken. We work directly with the matrix norms of the terms in (5). This makes it possible to obtain simpler proofs under more general assumptions.  

2.1 Weaker Loadings: Homogeneous Case

The defining characteristic of an approximate factor model is that the first $r$ largest population eigenvalues of $\Sigma_C$ diverge with $N$ while all remaining eigenvalues of $\Sigma_C$ are zero, and all eigenvalues of $\Sigma_e$ are bounded. Previous works model the 'diverge with $N$' feature by assuming that $F_0^0 F_0^0 / T > 0$ and $\Lambda_0^0 \Lambda_0^0 / N$ are positive definite in the limit. These two conditions have come to be known as the strong factor structure. Onatski (2012) considers the other extreme that requires $\Lambda_0^0 \Lambda_0^0$ to have a positive limit and shows that the factor estimates are inconsistent. There are many ways to accommodate weaker factor structures. For example, DeMol, Giannone, and Reichlin (2008) let the eigenvalues of $\Sigma_e$ to be large relative to those of $\Sigma_C$. As discussed in Onatski (2012), such a setup can be rewritten in terms of weaker loadings defined as $\Lambda_0^0 \Lambda_0^0 / N^\alpha$ with $1 \geq \alpha > 0$, and is the approach that we will follow.

Assumption A1: Let $M < \infty$ not depending on $N$ and $T$ and define

$$\delta_{NT} = \min(\sqrt{N}, \sqrt{T}).$$

i Mean independence: $E(e_{it} | \Lambda_0^0, F_0^0) = 0$.

ii Weak (cross-sectional and serial) correlation in the errors.

(a) $E\left[\frac{1}{\sqrt{N}} \sum_{i=1}^{N} [e_{it} e_{is} - E(e_{it} e_{is})]\right]^2 \leq M.$

(b) For all $i$, $\frac{1}{T} \sum_{t=1}^{T} \sum_{s=1}^{T} |E(e_{it} e_{is})| \leq M$. For all $t$, $\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} |E(e_{it} e_{jt})| \leq M$.

(c) For all $t$, $\frac{1}{N \sqrt{T}} \|e_t' e_t\| = O_p(\delta_{NT}^{-1})$ and for all $i$, $\frac{1}{T \sqrt{N}} \|e_i' e_i\| = O_p(\delta_{NT}^{-1})$.

(d) $\|e\|_{sp}^2 = \rho_{\max}(e' e) = O_p(\max\{N, T\})$. 

Assumption A2: (i) $E\|F_0^0\|^4 \leq M$, $\text{plim}_{T \to \infty} \frac{F_0^0 F_0^0}{T} = \Sigma_F > 0$;

(ii) $\|\Lambda_0^0\| \leq M$, $\lim_{N \to \infty} \frac{\Lambda_0^0 \Lambda_0^0}{N^\alpha} = \Sigma_\Lambda > 0$, for some $\alpha > 0$ with $\alpha \in (0, 1]$;

(iii) the eigenvalues of $\Sigma_\Lambda \Sigma_F$ are distinct.

\footnote{An earlier version of the paper circulated as Simpler proofs for approximate factor models of large dimensions considers $\alpha = 1$ only.}
Assumption A3: For each $t$, (i) $E\|N^{-\alpha/2} \sum_i \Lambda_0^i e_{it} \|^2 \leq M$, (ii) $\frac{1}{NT} e'e' F^0 = O_p(\delta^2_{NT})$; for each $i$, (iii) $E\|T^{-1/2} \sum_t F_0^i e_{it} \|^2 \leq M$, (iv) $\frac{1}{\sqrt{NT}} e' \Lambda_0^i = O_p(\frac{1}{\sqrt{NT}}) + O_p(\frac{1}{\sqrt{NT^2}})$; (v) $\Lambda_0^0 e' F^0 = \sum_{i=1}^N \sum_{t=1}^T \Lambda_0^i F_0^t e_{it} = O_p(\sqrt{NT})$.

Assumption A4: As $N,T \to \infty$, $(\frac{N}{NT})^{1/2} \to 0$ for the same $\alpha$ in Assumption A2.

Assumption A1.i uses mean independence in place of moment conditions on $e_{it}$ as in previous work. Assumption A1.ii assumes weak time and cross-section dependence. Assumption A1(d) is a bound on the maximum eigenvalues of $e'e'$. For iid data with uniformly bounded fourth moments, the rate is implied by random matrix theory. Moon and Weidner (2017) extend the case to data that are weakly correlated across $i$ and $t$. We use it to obtain simpler proofs. Assumption A2 implies $\|F^0\|_2/\sqrt{T} = O_p(1)$ and $\|\Lambda_0\|^2/N^\alpha = O_p(1)$. A2.(ii) allows the $r$ eigenvalues of $\Lambda_0^0' \Lambda_0^0$ to diverge at a rate of $N^\alpha$ with $1 \geq \alpha > 0$.

Assumption A2 entertains weaker loadings by allowing $\Lambda_0^0' \Lambda_0^0/N^\alpha$ to have a positive definite limit with $1 \geq \alpha > 0$ which nests the strong factor model as a special case. When $\alpha$ is constant, the strength of the loadings is homogeneous. Note that the strength of the factor loadings affects the normalization of $\Lambda_0^0' \Lambda_0^0$ but not $F_0^0' F_0^0$.

Assumptions A3.(ii) and (iv) reflect the more general setup that $1 \geq \alpha > 0$. Parts of Assumption A3 also appear in Bai and Ng (2002). When the errors $e_{it}$ are independent, Assumptions A1 and A2 are enough to validate A3. The assumption should hold under weak cross-sectional and serial correlations. Assumption A3 implies

$$\frac{F^0_0 e'e' F^0_0}{NT} = \frac{1}{N} \sum_{i=1}^N \left[ \left( \frac{1}{\sqrt{T}} \sum_t F_0^i e_{it} \right) \left( \frac{1}{\sqrt{T}} \sum_t F_0^i e_{it} \right)' \right] = O_p(1) \quad (8)$$

$$\frac{\Lambda_0^0 e'e\Lambda_0^0}{NT} = \frac{1}{T} \sum_{i=1}^T \left[ \left( \frac{1}{\sqrt{N^\alpha}} \sum_i \Lambda_0^0 e_{it} \right) \left( \frac{1}{\sqrt{N^\alpha}} \sum_i \Lambda_0^0 e_{it} \right)' \right] = O_p(1). \quad (9)$$

Allowing for weaker factors comes at a cost. As stated in Assumption A4, which is new, a small $\alpha$ must be compensated by a larger $T$. We assume that all variables in $X$ are relevant in the sense of having a non-negligible common component. Chao and Swanson (2022a,b) study selection of relevant variables in factor augmented regressions. To accommodate irrelevant variables, they assume $\frac{N}{NT} \to c$, $c > 0$ and possibly $\infty$ where $N_1$ is the number of relevant variables. Assumption A4 rules this out.

The above assumptions are written for analyzing weak loadings as defined in Assumption A2. The framework can be adapted to study weak factors modeled as $\frac{F^0_0 F^0_0}{T^2}$ being positive definite in the limit for any $1 \geq \beta > 0$. Whether we have weak loadings or weak factors, the
key feature is that some eigenvalues of $\Sigma_C$ will diverge at a rate slower than $N$. Though the analysis proceeds as though the panel $X$ consists of data with $i$ indexing units and $t$ indexing time, the framework is also valid when $i$ and $t$ take on other interpretation provided that the data satisfy the assumptions above.

### 2.2 Useful Identities and Matrices

In the strong factor case, $D_{NT,r}^2$ is a diagonal matrix of the $r$ largest eigenvalues of $Z'Z = \frac{1}{NT}XX'$. The singular values of $Z$ are those of $X$ divided by $\sqrt{NT}$. In practice, each column of $Z$ is transformed to have unit variance so $d_{NT,j}^2$ is the fraction of variation in $Z$ explained by factor $j$. The following lemma shows that to accommodate weaker factors, $D_{NT,r}^2$ must be scaled up by $N^{1-\alpha}$ to have a limit matrix $D_{r}^2$ that is full rank.

**Lemma 1** Let $D_{r}^2$ be a diagonal matrix consisting of the the ordered eigenvalues of $\Sigma_{\Lambda_0\Lambda_0'}$. Under Assumption A, we have

$$
\left( \frac{N}{N^\alpha} \right) D_{NT,r}^2 \xrightarrow{p} D_{r}^2 > 0, \quad 1 \geq \alpha > 0.
$$

**Proof:** Proper normalization of $D_{NT,r}^2$ is key to accommodating $1 \geq \alpha > 0$. The diagonal matrix $\frac{N}{N^\alpha} D_{NT,r}^2$ consists of the $r$ largest eigenvalues of $\frac{1}{N^\alpha T}XX'$, and

$$
\frac{1}{N^\alpha T}XX' = \frac{F^0(\Lambda^0\Lambda^0')F^0'}{N^\alpha T} + \frac{F^0\Lambda^0'e'}{N^\alpha T} + \frac{e\Lambda^0F^0'}{N^\alpha T} + ee'.
$$

Since the largest eigenvalue of $ee'$ is of order $\max\{N, T\}$, the largest eigenvalue of the last matrix is bounded by $O_p(\frac{N}{N^\alpha T}) + O_p(\frac{1}{N^\alpha}) \xrightarrow{p} 0$. Furthermore, $\|e\|_{sp} = O_p(\sqrt{\max\{N, T\}})$, $\|F^0\|_{sp} = O_p(T^{1/2})$ and $\|\Lambda^0\|_{sp} = O_p(N^{\alpha/2})$. A bound in spectral norm for the second matrix on the right hand side is

$$
\left\| \frac{e}{TN^{\alpha}} \right\| \left\| \frac{F^0}{sp^2} \right\| \left\| \frac{\Lambda^0}{sp^2} \right\| \leq O_p\left( \sqrt{\frac{N}{N^\alpha T}} \right) + O_p\left( \frac{1}{N^{\alpha/2}} \right) \xrightarrow{p} 0.
$$

The third matrix is the transpose of the second. Thus, the largest eigenvalues of the last three matrices converge to zero. By the matrix perturbation theorem, the $r$ largest eigenvalues of $\frac{1}{N^\alpha T}XX'$ are determined by the first matrix on the right hand side. The eigenvalues of this matrix are the same as those of

$$
\left( \frac{\Lambda^0\Lambda^0}{N^\alpha} \right) \left( \frac{F^0F^0'}{T} \right).
$$
This matrix converges to $\Sigma_A \Sigma_F$ whose eigenvalues are $D_r^2$, proving the lemma. □

Next, we turn to two matrices that will play important roles subsequently. The first is the matrix $\tilde{F}'F^0/T$. To obtain its limit, we multiply $(N/N^\alpha)\tilde{F}'$ on each side of (5) and use the fact that $\tilde{F}'\tilde{F} = T$ to obtain

$$
\left( \frac{\tilde{F}'F^0}{T} \right) \frac{\Lambda^0\Lambda^0}{N^\alpha} \left( \frac{F^0\tilde{F}}{T} \right) + \frac{\tilde{F}'F^0\Lambda^0\epsilon'\tilde{F}}{N^\alpha T^2} + \frac{\tilde{F}'e\Lambda^0F^0\tilde{F}}{N^\alpha T^2} + \frac{\tilde{F}'e\epsilon'\tilde{F}}{N^\alpha T^2} = \frac{N}{N^\alpha} D^2_{NT,r}. \tag{10}
$$

The right hand side converges to a positive definite matrix (thus invertible) by Lemma 1. The last three matrices on the left hand side converges in probability to zero. In particular,

$$
\left\| \frac{\tilde{F}'F^0\Lambda^0\epsilon'\tilde{F}}{N^\alpha T^2} \right\| \leq \left\| \frac{\tilde{F}'F^0}{T} \right\| \left\| \Lambda^0 \epsilon' \right\| \left\| \tilde{F} \right\| \frac{1}{N^\alpha T} = O_p\left( \frac{1}{N^\alpha/2} \right) = o_p(1)
$$

and

$$
\left\| \frac{\tilde{F}'e\epsilon'\tilde{F}}{N^\alpha T^2} \right\| \leq \rho_{\max}(\epsilon\epsilon') \left\| \tilde{F} \right\|^2 \frac{1}{N^\alpha T} \leq \max\{N, T\} \left\| \epsilon \right\| \left\| \epsilon' \right\| \frac{1}{N^\alpha T} = O_p(1) = o_p(1). \tag{11}
$$

The limit on the left hand side is thus determined by the first matrix, ie.

$$
\left( \frac{\tilde{F}'F^0}{T} \right) \frac{\Lambda^0\Lambda^0}{N^\alpha} \left( \frac{F^0\tilde{F}}{T} \right) + o_p(1) = \frac{N}{N^\alpha} D^2_{NT,r}. \tag{12}
$$

The limit of $\tilde{F}'F^0/T$ can be obtained from this representation.

**Lemma 2** Under Assumption A,

i. $\tilde{F}'F^0/T p\rightarrow Q := D_r \Gamma \Sigma_A^{-1/2}$, where $\Gamma$ consists of the eigenvectors of the matrix $\Sigma_F^{-1/2} \Sigma_A \Sigma_F^{-1/2}$ with $\Gamma' \Gamma = I_r$.

ii. For $H_{NT,0} = \left( \frac{\Lambda^0\Lambda^0}{N} \right) \left( \frac{F^0F}{T} \right) D_{NT,r}^{-2}$, we have $H_{NT,0} \rightarrow Q^{-1}$.

Part (i) is obtained by taking limit on each side of (12) to yield $Q \Sigma_A Q' = D_r^2$. Since $D_r^2$ is a positive definite matrix, it follows that $Q$ is invertible. Matrix $Q$ can be expressed as $Q = D_r \Gamma \Sigma_A^{-1/2}$ where $\Gamma$ consists of the orthonormal eigenvectors of the matrix $\Sigma_F^{-1/2} \Sigma_A \Sigma_F^{-1/2}$ such that $\Gamma' \Gamma = I_r$ (Bai, 2003). Note that $Q$ is unique up to a column sign change, just like $\tilde{F}$ is determined up to a column sign change.

The rotation matrix $H_{NT,0}$, first derived in Stock and Watson (1998), has been used to evaluate the precision of $\tilde{F}$. Bai (2003) shows that $H_{NT,0} \rightarrow Q^{-1}$ when $\alpha = 1$. To accommodate weaker loadings, we consider

$$
H_{NT,0} = \left( \frac{\Lambda^0\Lambda^0}{N^\alpha} \right) \left( \frac{F^0F}{T} \right) \left( \frac{N}{N^\alpha} D_{NT,r}^2 \right)^{-1}.
$$
By assumption, the first matrix on the right hand side is invertible while the last two matrices are invertible by the previous lemmas. Hence $H_{NT,0} \xrightarrow{p} \Sigma \Lambda Q'D_r^{-2} \equiv Q^{-1}$. The matrix $Q$ and its relation to $H_{NT,0}$ are fundamental to the asymptotic theory in the strong factor case. Lemma 2 shows that the relations are unaffected when weaker loadings are allowed.

3 Average Errors in Estimating the Factor Space

This section has three parts. Subsection 1 presents results for consistent estimation of the space spanned by the factors. Subsection 2 introduces four new rotation matrices. Subsection 3 uses these new matrices to show consistent estimation of the spanned by the loadings.

3.1 The Factors

To establish consistent estimation of $\tilde{F}$ for $F^0$ up to rotation by $H_{NT,0}$, we multiply $D_{NT}^{-2}$ to both sides of (5) and use the definition of $H_{NT,0}$ to obtain

$$\tilde{F} - F^0 H_{NT,0} = \left( \frac{F^0 \Lambda^0 e' \tilde{F}}{NT} + \frac{e \Lambda^0 F^0 \tilde{F}}{NT} + \frac{ee' \tilde{F}}{NT} \right) D_{NT}^{-2}$$

$$= \left( \frac{F^0 \Lambda^0 e' \tilde{F}}{N \alpha T} + \frac{e \Lambda^0 F^0 \tilde{F}}{N \alpha T} + \frac{ee' \tilde{F}}{N \alpha T} \right) \left( \frac{N}{N \alpha D_{NT}^2} \right)^{-1}. \tag{13}$$

This implies

$$\frac{1}{\sqrt{T}} \| \tilde{F} - F^0 H_{NT,0} \| \leq 2 \left( \frac{\|F^0\|}{T} \right) \left( \frac{1}{\sqrt{T} N \alpha} \| \Lambda^0 e' \| \right) + \frac{\|ee' \tilde{F}\|}{N \alpha T^{3/2}} \| \left( \frac{N}{N \alpha D_{NT}^2} \right)^{-1} \|$$

$$= O_p \left( \frac{1}{\sqrt{T} N \alpha} \| \Lambda^0 e' \| \right) + O_p \left( \frac{\|ee' \tilde{F}\|}{N \alpha T^{3/2}} \right).$$

But $\frac{1}{\sqrt{T} N \alpha} \| \Lambda^0 e' \| = O_p \left( \frac{1}{\sqrt{N \alpha}} \right)$ by (9) and $\frac{\|ee' \tilde{F}\|}{N \alpha T^{3/2}} \leq \frac{\rho_{max}(ee')\|\tilde{F}\|}{N \alpha T^{3/2}} = O_p \left( \frac{1}{N \alpha} \right) + \frac{N}{N \alpha} \frac{1}{T} O_p(1)$. Thus

$$\frac{1}{\sqrt{T}} \| \tilde{F} - F^0 H_{NT,0} \| = O_p \left( \frac{1}{\sqrt{N \alpha}} \right) + \frac{1}{T} \frac{N}{N \alpha} O_p(1).$$

Squaring it gives the following proposition.

Proposition 1 Under Assumption A, the following holds:

$$\frac{1}{T} \| \tilde{F} - F^0 H_{NT,0} \|^2 = \frac{1}{T} \sum_{t=1}^{T} \| F_t - H_{NT,0} F^0_t \|^2 = O_p \left( \frac{1}{N \alpha} \right) + \frac{1}{T^2} \left( \frac{N}{N \alpha} \right)^2 O_p(1).$$
The result is stated in terms of squared Frobenius norm. The average error in estimating $F$ vanishes at rate $O_p\left(\frac{1}{N^\alpha} + \frac{N^{2(1-\alpha)}}{T^2}\right) + O_p(1)$. For $\alpha = 1$, Theorem 1 of Bai and Ng (2002) gives a convergence rate for the same quantity of $O_p\left(\frac{1}{N}\right) + \frac{1}{T}O_p(1)$. The proposition here uses a different proof to obtain a faster convergence rate of $O_p\left(\frac{1}{N}\right) + \frac{1}{T^2}O_p(1)$ for the strong factor case of $\alpha = 1$. Implications of the proposition will be discussed subsequently.

### 3.2 Equivalent Rotation Matrices

The rotation matrix $H_{NT,0}$ is a product of three $r \times r$ matrices and it is not easy to interpret. However, we can rewrite (10) as

$$
\left(\frac{\tilde{F}'F^0}{T}\right)H_{NT,0} = I_r - \left\{ \frac{\tilde{F}'F^0\Lambda^0e'e'\tilde{F}}{N^\alpha T^2} + \frac{\tilde{F}'e\Lambda^0F^0\tilde{F}}{N^\alpha T^2} + \frac{\tilde{F}'ee'\tilde{F}}{N^\alpha T^2} \right\} \left(\frac{N}{N^\alpha}D_{NT,r}^2\right)^{-1}.
$$

As $\tilde{F}'F^0/T = O_p(1)$, the product of $\frac{\tilde{F}'F^0}{T}$ and $H_{NT,0}$ is an identity matrix up to an negligible term if it can be shown that the three terms inside the bracket are small. The next Lemma formalizes this result and shows that it also holds for four other rotation.

**Lemma 3** Under Assumption A,

i. $H_{NT,0} = \left(\frac{\tilde{F}'F^0}{T}\right)^{-1} + O_p\left(\frac{1}{\sqrt{NT}}\right) + \left[ O_p\left(\frac{1}{\sqrt{N^\alpha T}}\right) + \left(\frac{N}{N^\alpha}\right)^{\frac{1}{2}}O_p(1)\right]$.

ii. For $\ell = 1, 2, 3, 4$, $H_{NT,\ell} = H_{NT,0} + O_p\left(\frac{1}{\sqrt{N^\alpha T}}\right) + O_p\left(\frac{1}{N^\alpha}\right) + \left(\frac{N}{N^\alpha}\right)^{\frac{1}{2}}O_p(1)$, where

$$
H_{NT,1} = (\Lambda'^0\Lambda^0)(\hat{\Lambda}'\Lambda^0)^{-1},
$$

$$
H_{NT,2} = (\tilde{F}'F^0)^{-1}(\tilde{F}'e\tilde{F}),
$$

$$
H_{NT,3} = (\tilde{F}'F^0)^{-1}(\tilde{F}'F) = (\tilde{F}'F^0/T)^{-1},
$$

and

$$
H_{NT,4} = (\Lambda'^0\hat{\Lambda})(\hat{\Lambda}'\hat{\Lambda})^{-1} = (\Lambda'^0\hat{\Lambda}/N)D_{NT,r}^{-2}.
$$

iii. $H_{NT,\ell} \xrightarrow{p} Q^{-1}$.

Part (i), shown in the Appendix, establishes the error in approximating $H_{NT,0}$ by $\left(\frac{\tilde{F}'F^0}{T}\right)^{-1}$ while part (ii) considers four additional approximations that provide an intuitive interpretation of $H_{NT,F^0_t}$. For example, $H_{NT,2}$ is the coefficient matrix from projecting $\tilde{F}$ on the space spanned by $F^0$ and $H_{NT,2,F^0_t}$ is asymptotically the fit from the projection. These alternative rotation matrices were used in Bai and Ng (2019) for $\alpha = 1$. The above Lemma shows that they can still be used in place of $H_{NT,0}$ when $\alpha < 1$, but the adequacy of approximation will depend on $\alpha$. Lemma 3 allows for simpler proofs and helps to interpret the error in estimating $\tilde{F}_t$ and $\hat{\Lambda}_t$. But for consistency proofs, the result $H_{NT,\ell}H_{NT,0}^{-1} = I_r + O_p(1)$ often suffices, and it is implied by Lemma 3.
3.3 The Loadings and the Common Component

The PC estimator satisfies $\frac{1}{N} \tilde{\Lambda}^\prime \tilde{\Lambda} = D_{NT,r}^2$ and we already have $\frac{1}{N^a} \tilde{\Lambda}^\prime \tilde{\Lambda} \xrightarrow{p} \frac{N}{N^a} D_{NT,r}^2$. We can now provide a simple consistency proof for $\tilde{\Lambda}$. Multiply $\frac{1}{T} \tilde{F}'$ to both sides of $X = F^0 \Lambda^0 + e$ to obtain $\frac{1}{T} \tilde{F}' X = (\tilde{F}' F^0 / T) \Lambda^0 + \tilde{F}' e / T$. We have

$$\tilde{\Lambda}' = H_{NT,3}^{-1} \Lambda^0 + \tilde{F}' e / T$$

and thus

$$\frac{1}{\sqrt{N}} \| \tilde{\Lambda}' - H_{NT,3}^{-1} \Lambda^0 \| \leq \| H_{NT,0} \| \frac{\| F^0 e \|}{T \sqrt{N}} + \frac{\| (\tilde{F} - F^0 H_{NT,0})' e \|}{T \sqrt{N}}$$

The first term $\| F^0 e \| / (T \sqrt{N}) = O_p(1 / \sqrt{T})$ by equation (8). The second term is $O_p(\frac{1}{\sqrt{N^a}})$, shown in the Appendix. Combining results and ignoring terms dominated by $O_p(T^{-1/2})$, we have

$$\frac{1}{\sqrt{N}} \| \tilde{\Lambda}' - H_{NT,3}^{-1} \Lambda^0 \| = O_p \left( \frac{1}{\sqrt{T}} \right) + O_p \left( \frac{1}{\sqrt{N^{1+a}}} \right).$$

Squaring gives the next proposition:

**Proposition 2** Under Assumption A, the following holds

$$\frac{1}{N} \| \tilde{\Lambda} - \Lambda^0 (H_{NT,0}')^{-1} \|^2 = \frac{1}{N} \sum_{i=1}^{N} \| \tilde{\Lambda}_i - H_{NT,0}^{-1} \Lambda_i^0 \|^2 = O_p \left( \frac{1}{T} \right) + O_p \left( \frac{1}{N^{1+a}} \right).$$

Note that replacing $H_{NT,3}$ by $H_{NT,0}$ does not affect the rate analysis. In fact, we can use other rotation matrices to gain intuition. For example, $H_{NT,1}^{-1}$ is obtained by regressing $\tilde{\Lambda}$ on $\Lambda_0$. Hence $\Lambda_0 (H_{NT,1}')^{-1}$ is asymptotically the fit from projecting $\tilde{\Lambda}$ on the space spanned by $\Lambda_0$, and $\tilde{\Lambda} - \Lambda^0 (H_{NT,0}')^{-1}$ is the error from that projection.

While $\tilde{F}$ and $\tilde{\Lambda}$ only estimate $F^0$ and $\Lambda^0$ up to a rotation matrix, $\tilde{C}$ does not depend on rotations and is directly comparable to $C^0$.

**Proposition 3** Under Assumption A,

$$\frac{1}{NT} \| \tilde{C} - C^0 \|^2 = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} \| \tilde{C}_{it} - C^0_{it} \|^2 = O_p(\delta_{NT}^2).$$
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Proof: From \( \tilde{C} = \tilde{F} \tilde{\Lambda}' - F^0 \Lambda^0' = (\tilde{F} - F^0 H) \tilde{\Lambda}' + F^0 H \tilde{\Lambda}' - F^0 \Lambda^0' \), we have

\[
\frac{1}{NT} \| \tilde{C} - C^0 \|^2 \leq \frac{\| \tilde{F} - F^0 H \|^2 \| \tilde{\Lambda}' \|^2}{N T} + \frac{\| F^0 H \|^2 \| \tilde{\Lambda}' - H^{-1} \Lambda^0' \|^2}{N N}
\]

\[
\leq \left[ O_p \left( \frac{1}{N^\alpha} \right) + \frac{1}{T^2} \left( \frac{N}{N^\alpha} \right)^2 O_p (1) \right] O_p \left( \frac{N^\alpha}{N} \right) + O_p \left( \frac{1}{T} \right) + O_p \left( \frac{1}{N^{1+\alpha}} \right)
\]

\[
= O_p \left( \frac{1}{N} \right) + O_p \left( \frac{1}{T} \right) + \frac{1}{T^2} \frac{N}{N^\alpha} O_p (1) = O_p (\delta^2)
\]

where the second inequality follows from Propositions 1 and 2. The term \( \frac{1}{T^2} \frac{N}{N^\alpha} O_p (1) \) is dominated by \( O_p (1/T) \) since \( \frac{N}{N^\alpha} \frac{1}{T} \to 0 \) by Assumption A.4. Note this is the same rate as the strong factor case. □

4 Distribution Theory

As we do not observe \( F^0 \) or \( \Lambda^0 \), we need an inferential theory for \( \tilde{F}_t, \tilde{\Lambda}_i, \) and \( \tilde{C}_{it} = \tilde{F}_t \tilde{\Lambda}_i' \). Theorems 1 and 2 of Bai (2003) establish that

\[
\sqrt{N} (\tilde{F}_t - H'_{NT,0} F^0_t) \overset{d}{\to} N(0, D_r^{-2} Q \Gamma_t Q' D_r^{-2})
\]

\[
\sqrt{T} (\tilde{\Lambda}_i - H^{-1}_{NT,0} \Lambda^0_i) \overset{d}{\to} N(0, Q^{-1} \Phi_i Q^{-1})
\]

by positing appropriate central limit theorems (CLTs) appropriate for \( \alpha = 1 \). Assumption B accommodates weaker loadings.

Assumption B. The following holds for each \( i \) and \( t \) as \( N, T \to \infty \):

\[
\frac{1}{\sqrt{N^\alpha}} \sum_{i=1}^{N} \Lambda^0_i e_{it} \overset{d}{\to} N(0, \Gamma_t), \quad \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F^0_{it} e_{it} \overset{d}{\to} N(0, \Phi_t),
\]

where \( \Gamma_t \) and \( \Phi_t \) are \( r \times r \) positive definite matrices.

The first CLT in Assumption B involves random variables over the cross section, while the second CLT involves random variables over different time periods. In view of the assumed weak dependence of \( e_{it} \) over \( i \) and \( t \), the two limiting distributions are independent and the convergence holds jointly. The first CLT uses a normalization of \( N^{\alpha/2} \) instead of the usual \( N^{1/2} \) and is consistent with Assumption A2(ii). If each \( e_{it} \) is iid with \( E e_{it}^2 = \sigma^2 \), then the variance of the first term is \( \sigma^2 \frac{1}{N^{1/2}} \Lambda^0 \Lambda^0 \), which converges to a positive definite matrix. To see that CLT holds in spite of weaker loadings, suppose that \( \Lambda^0_i = \frac{1}{N^{1/2}} \delta_i \) where \( \tau \in [0, 1/2) \), and \( \delta_i \) are either bounded constants or are iid with \( E(\delta_i \delta_i') > 0 \). Then for
Thus this requires \( X \) to obtain \( \alpha > 0 \). Thus if we merely consider consistency of \( \tilde{\Lambda} \), from (15),

\[
\sqrt{T}(\tilde{\Lambda}_i - H_{NT,3}^{-1}\Lambda^0_i = H'_{NT,3}^{-1} \sum_{t=1}^T F_t^0 e_{it} + (\tilde{F} - F^0 H_{NT,3}^{-1})' e_t.
\]

The first term is asymptotically normal by Assumption B and \( H'_{NT,3} \overset{p}{\to} Q^{-1} \) by Lemma 3. For the second term, we show in Lemma A.2 part (iii) that for each \( i \),

\[
\frac{1}{T} e'_i(\tilde{F} - F^0 H_{NT,t}) = O_p\left(\frac{1}{N^\alpha}\right) + O_p\left(\frac{1}{\sqrt{T N^\alpha}}\right) + O_p\left(\frac{N}{N^\alpha T}\right).
\]

For \( \sqrt{T} \) consistency of \( \tilde{\Lambda} \), we need \( \sqrt{T} \) times the above three terms to be negligible. We thus require \( \frac{\sqrt{T}}{N^\alpha} \to 0 \) and \( \frac{1}{\sqrt{T} N^\alpha} \to 0 \). A necessary condition for both to hold is \( \alpha > 1/2 \). These are listed as Assumption C(i)-(iii) below. Note that the preceding equation is \( o_p(1) \) when \( \alpha > 0 \). Thus if we merely consider consistency of \( \tilde{\Lambda}_i \), we only need \( \alpha > 0 \). It is only for \( \sqrt{T} \) convergence and asymptotic normality that we need \( \alpha > 1/2 \).

Similarly, for the distribution of \( \tilde{F}_t \), we multiply \( \tilde{\Lambda}(\tilde{\Lambda}'\tilde{\Lambda})^{-1} \) to both sides of \( X = F^0 \Lambda^0 + e \) to obtain \( X \tilde{\Lambda}(\tilde{\Lambda}'\tilde{\Lambda})^{-1} = F^0 \Lambda^0(\tilde{\Lambda}'\tilde{\Lambda})^{-1} + e \tilde{\Lambda}(\tilde{\Lambda}'\tilde{\Lambda})^{-1} \). Using the definition of \( H_{NT,4} \),

\[
\tilde{F} = F^0 H_{NT,4} + e \tilde{\Lambda}(\tilde{\Lambda}'\tilde{\Lambda})^{-1}
\]

\[
= F^0 H_{NT,4} + e \Lambda^0 H'^{-1}_{NT,4}(\tilde{\Lambda}'\tilde{\Lambda})^{-1} + e(\tilde{\Lambda} - \Lambda^0 H'^{-1}_{NT,4})(\tilde{\Lambda}'\tilde{\Lambda})^{-1} \quad (17)
\]

Thus

\[
\sqrt{N^\alpha}(\tilde{F}_t - H_{NT,4}F^0_t) = \left(\frac{\tilde{\Lambda}'\tilde{\Lambda}}{N^\alpha}\right)^{-1} H_{NT,4}^{-1} \sum_{t=1}^N \Lambda^0 e_{it} + \left(\frac{\tilde{\Lambda}'\tilde{\Lambda}}{N^\alpha}\right)^{-1}(\tilde{\Lambda} - \Lambda^0 H'^{-1}_{NT,4})\tilde{e}_t
\]

The first term is asymptotically normal by Assumption B. Now Lemma A.2 part (iv) shows that for each \( t \), the average correlation between \( e_{it} \) and the error from estimating \( \tilde{\Lambda} \) is

\[
\frac{1}{N} e'_i(\tilde{\Lambda} - \Lambda^0 H'^{-1}_{NT,4}) = \frac{1}{T} \sqrt{\frac{N}{N^\alpha}} O_p(1) + \frac{1}{\sqrt{N_{1+\alpha}}} O_p(1) + \frac{1}{T^{3/2} \frac{N}{N^\alpha}} O_p(1) + \frac{1}{N^\alpha \sqrt{T}} O_p(1) \quad (18)
\]

In the strong factor case when \( \alpha = 1 \), having the three terms vanish as \( N, T \to \infty \) suffice for \( \sqrt{N} \) consistency of \( \tilde{F}_t \). With weaker loadings, we can only get \( \sqrt{N^\alpha} \) consistency of \( \tilde{F}_t \), and this requires \( N/\sqrt{N^\alpha} \) times each of the four terms to be negligible. That is,

\[
\frac{1}{T} N^{3/2} N^\alpha \to 0, \quad N^{1 - \alpha} \to 0, \quad \frac{1}{T^{3/2} N^\alpha} N^2 \to 0, \quad \frac{N}{N^{3\alpha/2}} \frac{1}{\sqrt{T}} \to 0.
\]
The third and the fourth conditions hold if the first two along with C(iii) are satisfied. Thus, in addition to $\alpha > 1/2$, we also need C(iv), $\frac{N}{T} N^{1/2 - \alpha} \to 0$ to restrict the relation between $N$ and $T$. But if instead of root-$N^\alpha$ asymptotic normality we merely consider consistency of $\tilde{F}_t$, we only need $\alpha > 1/3$. This follows upon multiplying (18) by $\frac{N}{T}$.

We collect the required conditions for $\sqrt{T}$ asymptotic normality of $\tilde{\Lambda}$ and $\sqrt{N^\alpha}$ asymptotic normality of $\tilde{F}$ into the following:

**Assumption C**: (i) $\alpha > \frac{1}{2}$, (ii) $\frac{\sqrt{T}}{N^\alpha} \to 0$, (iii) $\frac{1}{\sqrt{N^\alpha}} \sum_{t=1}^N \Lambda_0^0 e_{it} + o_p(1)$, and (iv) $\frac{1}{T} \frac{N^{3/2}}{N^\alpha} \to 0$.

The above conditions reduce to $\sqrt{T/N} \to 0$ and $\sqrt{N/T} \to 0$ when $\alpha = 1$. In general, they are distinctive restrictions, though some conditions may be redundant depending on the value of $\alpha$. Under Assumption C, the preceding analysis implies

$$\sqrt{N^\alpha}(\tilde{F}_t - H_{NT,4}^{-1} F_t^0) = \left(\frac{\tilde{\Lambda}' \tilde{\Lambda}}{N^\alpha}\right)^{-1} H_{NT,4}^{-1} \frac{1}{\sqrt{N^\alpha}} \sum_{t=1}^N \Lambda_0^0 e_{it} + o_p(1) \quad (19a)$$

$$\sqrt{T}(\tilde{\Lambda}_i - H_{3,NT}^{-1} \Lambda_0^0) = H_{NT,3}^{-1} \frac{1}{\sqrt{T}} \sum_{t=1}^T F_t^0 e_{it} + o_p(1). \quad (19b)$$

**Proposition 4** Under Assumptions A, B, and C and the normalization that $F'F/T = I_r$ and $\Lambda' \Lambda$ is diagonal, we have, as $N, T \to \infty$,

$$\sqrt{N^\alpha}(\tilde{F}_t - H_{NT,4}^{-1} F_t^0) \quad \overset{d}{\to} \quad N(0, D_{\tau}^{-2} Q \Gamma Q' D_{\tau}^{-2}),$$

$$\sqrt{T}(\tilde{\Lambda}_i - H_{3,NT}^{-1} \Lambda_0^0) \quad \overset{d}{\to} \quad N(0, Q^{-1} \Phi Q^{-1}).$$

The Proposition establishes $(\sqrt{N^\alpha}, \sqrt{T})$ asymptotic normality of $(\tilde{F}_t, \tilde{\Lambda}_i)$. Though the conditions are more restrictive than the strong factor case, the results are more general than previously understood. Conditions weaker than Assumption C may be possible. For example, if $T/N \to c \in (0, \infty)$, then $\alpha > 1/2$ is sufficient for asymptotic normality.

For hypothesis testing, there is no need to know $\alpha$. The limiting variance $\frac{1}{N^\alpha} D_{\tau}^{-2} Q \Gamma Q' D_{\tau}^{-2}$ can be consistently estimated by $D_{NT,r}^{-2} \left( \sum_{i=1}^N \tilde{\Lambda}_i \tilde{\Lambda}_i'^2 \right) D_{NT,r}^{-2}$ if we assume no cross-section correlation in $e_{it}$. If cross-section and time dependence are allowed, the CS-HAC variance estimator developed in Bai and Ng (2006) can be used. The square root of the $k$-th diagonal element of this matrix gives the standard error of the $k$-th component of $\tilde{F}_t$. Similarly, $\frac{1}{T} Q^{-1} \Phi Q^{-1}$ can be consistently estimated by $\frac{1}{T} \sum_{t=1}^T \tilde{F}_t \tilde{F}_t' e_{it}^2$ (assuming no serial correlation in $e_{it}$). These formulas are identical to the case of strong factors.

Although the limiting covariance matrices look different from those given in (16a) and (16b), they are mathematically identical because of the different ways to represent $H_{NT}$ and...
Thus \( Q \). Indeed, other representations of the asymptotic variances can be used. For example, since \((\tilde{\Lambda}^\prime \tilde{\Lambda})^{-1} H_{NT,1}^{-1} = (\Lambda^\prime \Lambda/N^\alpha)^{-1} = H^\prime_{1,NT}(\Lambda^\prime \Lambda^0/N^\alpha)^{-1} \) and \( H_{NT,i} \xrightarrow{p} Q^{-1} \) for all \( H_{NT,i} \) considered in Lemma 3, we also have

\[
\sqrt{N^\alpha}(\tilde{F}_t - H^\prime_{NT,1}F^0_t) = H^\prime_{NT,1} \left( \frac{\Lambda^\prime \Lambda^0}{N^\alpha} \right)^{-1} \frac{1}{\sqrt{N^\alpha}} \sum_{i=1}^{N} \Lambda^0_i e_{it} + o_p(1) \tag{20}
\]

\[d\to \mathcal{N}(0, Q^{-1}\Sigma^{-1}\Lambda \Gamma\Sigma^{-1}Q).\]

From \( H^\prime_{NT,3} = H^{-1}_{NT,2}(F^0 F^0/T)^{-1} \) and using (19b), it also holds that

\[
\sqrt{T}(\tilde{\Lambda}_i - H^{-1}_{NT,3} \Lambda^0_i) = H^{-1}_{NT,2} \left( \frac{F^0 F^0}{T} \right)^{-1} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F^0_t e_{it} + o_p(1) \tag{21}
\]

\[d\to \mathcal{N}(0, Q\Sigma_F^{-1}\Phi\Sigma_F^{-1}Q').\]

As the factor estimates are asymptotically normal regardless of the choice of the rotation matrix, one can use the most convenient representation for inference.

While there are many ways to represent the sampling error of \( \tilde{F}_t \) and \( \tilde{\Lambda}_i \), the properties of \( \tilde{C}_{it} \) are invariant to the choice of \( H_{NT,i} \), so we can simply write \( H_{NT} \). By definition, \( C^0_{it} = \Lambda^\prime_i F^0_t \) and \( \tilde{C}_{it} = \tilde{\Lambda}_i \tilde{F}_t^0 \). Adding and subtracting terms

\[
\tilde{C}_{it} - C^0_{it} = \Lambda^\prime_i H^{-1}_{NT}(\tilde{F}_t - H^\prime_{NT}F^0_t)' + (\tilde{\Lambda}_i - H^{-1}_{NT} \Lambda^0_i)' \tilde{F}_t
\]

\[= \Lambda^\prime_i H^{-1}_{NT}(\tilde{F}_t - H^\prime_{NT}F^0_t)' + F^\prime_t H_{NT}(\tilde{\Lambda}_i - H^{-1}_{NT} \Lambda^0_i) + O_p\left(\frac{1}{\sqrt{T N^\alpha}}\right).\]

Using (20) and (21), we have

\[
(\tilde{C}_{it} - C^0_{it}) = \frac{1}{\sqrt{N^\alpha}} \Lambda^\prime_i \left( \frac{\Lambda^\prime \Lambda^0}{N^\alpha} \right)^{-1} \frac{1}{\sqrt{N^\alpha}} \sum_{i=1}^{N} \Lambda^0_i e_{it}
\]

\[+ \frac{1}{\sqrt{T}} F^\prime_t \left( \frac{F^0 F^0}{T} \right)^{-1} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F^0_t e_{it} + o_p\left(N^{-\alpha/2}\right) + o_p\left(T^{-1/2}\right)\]

This leads to the distribution theory for the estimated common components.

**Proposition 5** Under Assumptions A, B and C, we have, as \( N, T \to \infty \),

\[
\frac{\tilde{C}_{it} - C^0_{it}}{\sqrt{\frac{1}{N^\alpha} W^\Lambda_{NT, it} + \frac{1}{T} W^F_{NT, it}}} \xrightarrow{d} \mathcal{N}(0, 1)
\]

where \( W^\Lambda_{it} = \Lambda^\prime_i \Sigma^{-1} \Gamma \Sigma^{-1} \Lambda^0_i \) and \( W^F_{it} = F^\prime_t \Sigma^{-1}_F \Phi \Sigma^{-1}_F F^0_t \).
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The results have implications for empirical work. Consider the infeasible regression estimator that allows \( e_i \) to be correlated in \( e \). Let \( \hat{\delta_i} \) denote regression (22), and denote \( \delta_i \) with the first step estimation error (\( \beta_i \)). Bai and Ng (2006) shows under the strong factor assumption \( \tilde{\Lambda} \) is observed but \( F_i \) is not, \( \mathbb{E}(F_i e_{t+h}) = 0 \) and \( \mathbb{E}(F_i^0 e_{t+h}) = 0 \). The feasible regression upon replacing \( F_i \) with \( \tilde{F}_i \) is

\[
y_{t+h} = \gamma' \tilde{F}_i^0 + \beta' W_t + \epsilon_{t+h}
\]

where \( W_t \) is observed but \( F_i^0 \) is not, \( \mathbb{E}(W_t e_{t+h}) = 0 \) and \( \mathbb{E}(F_i^0 e_{t+h}) = 0 \). The feasible regression upon replacing \( F_i^0 \) with \( \tilde{F}_i \) is

\[
y_{t+h} = \gamma' \tilde{F}_i^0 + \beta' W_t + \epsilon_{t+h} + \gamma' (\tilde{H}_{NT}^0 (\tilde{H}_{NT}^0 F_0^0 - \tilde{F}_i)). \tag{22}
\]

Bai and Ng (2006) shows under the strong factor assumption \( \tilde{F} \) can be used in a second step regression to obtain standard normal inference without the need for standard error adjustments if \( \sqrt{T}/N \to 0 \). To establish the comparable conditions when \( 1 \geq \alpha > 0 \), we need to analyze the correlation between the regressors \( (\tilde{F}_i, W_i) \) and the errors \( \epsilon_{t+h} \) as well as with the first step estimation error \( (\tilde{H}_{NT}^0 F_0^0 - \tilde{F}_i). \)

**Lemma 4** Let \( \tilde{z}_t = (\tilde{F}_t, W_t)' \) be used in place of \( z_t = (F_t', W_t)' \) in the factor-augmented regression (22), and denote \( \delta^0 = (\gamma' \tilde{H}_{NT}^{-1}, \beta')' \). Suppose \( W' e \Lambda^0 = \sum_{i=1}^N \sum_{t=1}^T W_t \Lambda_{it} \epsilon_{it} = O_p(\sqrt{N^\alpha T}) \) and Assumptions A, B, and C hold. Then

\[
\sqrt{T}(\hat{\delta} - \delta^0) \overset{d}{\to} N(0, J^{-1} \sum_{x=1}^j \Sigma_{x=1}^j \Sigma_{x=1}^j J^{-1})
\]

where \( J \) is the limit of \( J_{NT} = \text{diag}(\tilde{H}_{NT}' \tilde{H}_{NT}, I_{\text{dim}(W)}) \).

To understand the result, we need to show that the errors in (22) are asymptotically uncorrelated with the regressors. Notice that

\[
\frac{1}{\sqrt{T}} \sum_{t=1}^T \tilde{F}_t \epsilon_{t+h} = \tilde{H}_{NT} \frac{1}{\sqrt{T}} \sum_{t=1}^T F_t^0 \epsilon_{t+h} + \frac{1}{\sqrt{T}} \sum_{t=1}^T (\tilde{F}_i - \tilde{H}_{NT}^0 F_0^0) \epsilon_{t+h}.
\]

---

4.1 Implications for Factor-Augmented Regressions

The results have implications for empirical work. Consider the infeasible regression

\[
y_{t+h} = \gamma' F_t^0 + \beta' W_t + \epsilon_{t+h}
\]

where \( W_t \) is observed but \( F_t^0 \) is not, \( \mathbb{E}(W_t e_{t+h}) = 0 \) and \( \mathbb{E}(F_t^0 e_{t+h}) = 0 \). The feasible regression upon replacing \( F_t^0 \) with \( \tilde{F}_t \) is

\[
y_{t+h} = \gamma' \tilde{H}_{NT}^{-1} \tilde{F}_t + \beta' W_t + \epsilon_{t+h} + \gamma' \tilde{H}_{NT}^{-1} (\tilde{H}_{NT}^0 F_0^0 - \tilde{F}_t). \tag{22}
\]

Bai and Ng (2006) shows under the strong factor assumption \( \tilde{F} \) can be used in a second step regression to obtain standard normal inference without the need for standard error adjustments if \( \sqrt{T}/N \to 0 \). To establish the comparable conditions when \( 1 \geq \alpha > 0 \), we need to analyze the correlation between the regressors \( (\tilde{F}_t, W_t) \) and the errors \( \epsilon_{t+h} \) as well as with the first step estimation error \( (\tilde{H}_{NT}^0 F_0^0 - \tilde{F}_t). \)

**Lemma 4** Let \( \tilde{z}_t = (\tilde{F}_t, W_t)' \) be used in place of \( z_t = (F_t', W_t)' \) in the factor-augmented regression (22), and denote \( \delta^0 = (\gamma' \tilde{H}_{NT}^{-1}, \beta')' \). Suppose \( W' e \Lambda^0 = \sum_{i=1}^N \sum_{t=1}^T W_t \Lambda_{it} \epsilon_{it} = O_p(\sqrt{N^\alpha T}) \) and Assumptions A, B, and C hold. Then

\[
\sqrt{T}(\hat{\delta} - \delta^0) \overset{d}{\to} N(0, J^{-1} \sum_{x=1}^j \Sigma_{x=1}^j \Sigma_{x=1}^j J^{-1})
\]

where \( J \) is the limit of \( J_{NT} = \text{diag}(\tilde{H}_{NT}' \tilde{H}_{NT}, I_{\text{dim}(W)}) \).

To understand the result, we need to show that the errors in (22) are asymptotically uncorrelated with the regressors. Notice that

\[
\frac{1}{\sqrt{T}} \sum_{t=1}^T \tilde{F}_t \epsilon_{t+h} = \tilde{H}_{NT} \frac{1}{\sqrt{T}} \sum_{t=1}^T F_t^0 \epsilon_{t+h} + \frac{1}{\sqrt{T}} \sum_{t=1}^T (\tilde{F}_t - \tilde{H}_{NT}^0 F_0^0) \epsilon_{t+h}.
\]
We need to show that the second term is $o_p(1)$ and that $W_t$ is asymptotically uncorrelated with $(F_t^{0r}H_{NT} - \tilde{F}_t')$. More precisely we need to show that each of the following three terms is $o_p(1)$:

\[ (i), \frac{1}{\sqrt{T}} \sum_{t=1}^{T} (\tilde{F}_t - H_{NT}F_t^0)\epsilon_{t+h}, \quad (ii), \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \tilde{F}_t(F_t^{0r}H_{NT} - \tilde{F}_t'), \quad (iii), \frac{1}{\sqrt{T}} \sum_{t=1}^{T} W_t(F_t^{0r}H_{NT} - \tilde{F}_t'). \]

Note first that $\frac{1}{\sqrt{T}}\epsilon'(\tilde{F} - F^0H_{NT,t}) = o_p(1)$ upon replacing $\epsilon_t = (\epsilon_{t1}, ..., \epsilon_{tT})'$ by $\epsilon = (\epsilon_{1+h}, ..., \epsilon_{T+h})$ in Lemma A.2(iii). Furthermore, $\frac{1}{\sqrt{T}}W'(\tilde{F} - F^0H_{NT,t}) = o_p(1)$ upon replacing $F^0$ by $W = (W_1, ..., W_T)'$ in Lemma A.2(i). Hence all three terms are $o_p(1)$ under the assumptions of the analysis. As a consequence $\tilde{F}$ can be used in the augmented regression and yield standard normal inference as though it were $F$, though the conditions $\alpha > 1/2$ and $\sqrt{T}/N^\alpha \to 0$ are stronger than for the $\alpha = 1$ case. However, if we only want consistent estimates instead of root-$T$ consistency and normality, Assumption A.4 is sufficient; there is no need for Assumption C or $\alpha > 1/2$.

5 Heterogeneous $\alpha$

The foregoing analysis assumes that all loadings have the same strength as indicated by the constant $\alpha$. In this section, we allow $\alpha$ to vary across factors. Let $1 \geq \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_r > 0$ so that the weakest loading has strength $\alpha_r > 0$. Now define the $r \times r$ normalization matrix

\[ B_N = \text{diag}(N^{\alpha_1/2}, ..., N^{\alpha_r/2}), \]

noting that $\|B_N\| \leq N^{\alpha_1/2}$ and $\|B_N^{-1}\| \leq N^{-\alpha_r/2}$. Because of varying loadings strength, the bounds in Assumption A3 need to be replaced by the following:

**Assumption A3':** For each $t$, (i) $E\|B_N^{-1} \sum_i \Lambda_i^0 \epsilon_{it}\|^2 \leq M$, (ii) $\frac{1}{NT}\epsilon'_t F^0 = O_p(\delta_{NT}^2)$; for each $i$, (iii) $E\|T^{-1/2} \sum_t F_{i}^0 \epsilon_{it}\|^2 \leq M$, (iv) $\frac{1}{T}e'_i \epsilon \Lambda^0 B_N^{-1} = O_p(\frac{1}{N^{\alpha_r/2}}) + O_p(\sqrt{\frac{\sum N}{TN^{\alpha_r}}})$; (v) $\Lambda^0 e' F^0 = \sum_{i=1}^{N} \sum_{t=1}^{T} \Lambda_i^0 F_{i}^0 \epsilon_{it} = O_p(\sqrt{N^{\alpha_1}T})$.

Changes to Assumption A2 and A4 are also needed. We will maintain A2(i) and A2(iii), but A2(ii) previously stated as $\frac{N \Lambda^0}{N^{\alpha}} = \Sigma_{\alpha}$ for $\alpha \in (0, 1]$ is now replaced by

**Assumption A2'.** (ii): $B_N^{-1} \Lambda^0 \epsilon \Lambda^0 B_N^{-1} \rightarrow_p \Sigma_{\alpha} > 0$, where $\Sigma_{\alpha}$ is diagonal.

Instead of $\frac{N^4}{T} \rightarrow 0$, we need to replace Assumption A4 by
**Assumption A4’**: As \( N, T \to \infty, \frac{N}{NT} \frac{1}{p} \to 0 \) as \( N, T \to \infty \).

We will need new identities to accommodate varying \( \alpha \). In Lemma 1, we see that the first \( r \) largest eigenvalues of \( \frac{1}{NT} XX' \) are determined by the matrix \( \frac{1}{NT} F^0(\Lambda^0 \Lambda^0)F^0 \). A matrix with equivalent eigenvalues that we now use is \( \frac{1}{N}(B^{-1}_N \Lambda^0 \Lambda^0 B^{-1}_N) (B_N F^0 F^0 / T) B_N \). By assumption, \( (B^{-1}_N \Lambda^0 \Lambda^0 B^{-1}_N) \) and \( F^0 F^0 / T \) both converge in probability to positive definite matrices. Furthermore, the first \( r \) eigenvalues is the order of \( B_N^2 / N \). Since \( D_r^2 \) is a positive definite matrix, the comparable result to \( \| \bar{B} \| \) is

\[
NB^{-2}_N D_{NT,r}^2 \xrightarrow{p} D_r^2 > 0.
\]

Next, we need to find a result comparable to positive definiteness of \( Q \) in Lemma 2, where \( Q \) is the limit of \( \tilde{F}' F^0 / T \). To proceed, we use \( \frac{1}{NT} XX' \tilde{F} = \tilde{F} D_{NT,r}^2 \), and \( \tilde{F}' \tilde{F} / T = I_r \). The leading term of the left hand side is

\[
(B^{-1}_N \tilde{F}' F^0 B_N / T)(B^{-1}_N \Lambda^0 \Lambda^0 B^{-1}_N)(B_N F^0 \tilde{F} B^{-1}_N / T) \xrightarrow{p} D_r^2.
\]

Since \( (B^{-1}_N \Lambda^0 \Lambda^0 B^{-1}_N) \xrightarrow{p} \Sigma_\Lambda > 0 \), and \( D_r^2 > 0 \), the limit of \( B^{-1}_N \tilde{F}' F^0 B_N / T \) is invertible. We continue to denote its limit as \( Q \).

### 5.1 Average Error in Estimation of the Factor Space

Finding an appropriate definition of the rotation matrix to accommodate heterogeneous \( \alpha \) is delicate because the moments have to be normalized in accordance with the strength of the loadings. We proceed by right multiplying \( B^{-1}_N \) to \( \frac{1}{TN} XX' \tilde{F} = \tilde{F} D_{NT,r}^2 \) to get

\[
\frac{1}{TN} XX' \tilde{F} B^{-1}_N = \tilde{F} D_{NT,r}^2 B^{-1}_N \equiv \tilde{F} B_N (B^{-2}_N D_{NT,r}^2).
\]

Expanding \( XX' \), and multiplying \( N \) on each side gives

\[
F^0(\Lambda^0 \Lambda^0) \frac{\tilde{F} B^{-1}_N}{T} + \frac{F^0 \Lambda^0 e' \tilde{F} B^{-1}_N}{T} + \frac{e \Lambda^0 F^0 \tilde{F} B^{-1}_N}{T} + \frac{ee' \tilde{F} B^{-1}_N}{T} = \tilde{F} B_N (N B^{-2}_N D_{NT,r}^2).
\]

We now define

\[
\bar{H}_{NT} = \left( B^{-1}_N (\Lambda^0 \Lambda^0) \frac{\tilde{F} B^{-1}_N}{T} + \frac{B^{-1}_N \Lambda^0 e' \tilde{F} B^{-1}_N}{T} \right) (N B^{-2}_N D_{NT,r}^2)^{-1}.
\]

Note that \( \| \bar{H}_{NT} \| = O_p(1) \). We obtain the following average errors in estimating the space spanned by the factors and the loadings.
Proposition 6 Let $\tilde{H}_{NT}$ be defined as in (23) and $H_{NT} = B_N \tilde{H}_{NT} B_N^{-1}$. Then under Assumptions $A'$,

\begin{align*}
\text{i. } \frac{1}{T} \| (\tilde{F} - F^0 H_{NT}) \|^2 &= O_p \left( \frac{1}{N^{\alpha_r}} \right) + O_p \left( \frac{N^{2-2\alpha_r}}{T^2} \right); \\
\text{ii. } \frac{1}{N} \| \tilde{\Lambda}' - H_{NT,3}^{-1} \Lambda'^0 \| = O_p \left( \frac{N^{\alpha_1 - \alpha_r}}{T} \right) + \frac{1}{N(1+\alpha_r)} O_p(1).
\end{align*}

When $\alpha$ is homogeneous, $B_N = \sqrt{N^{\alpha} I_r}$ and $H_{NT}$ is $H_{NT,0} = (\Lambda'^0A^0) \left( \frac{\Lambda'^0}{N^{\alpha}} \right) \left( \frac{F^0}{T} \right) N^{\alpha} D^{-2}_{NT,r}$ defined earlier since $\Lambda'^0 \Lambda^0 N^{-1} D^{-2}_{NT,r}$ is negligible. With heterogeneous $\alpha$, the second term is still negligible, but including it in $H_{NT}$ makes it possible to use arguments that lead to better convergence rates. In particular, the definition of $\tilde{H}_{NT}$ implies:

$$
\tilde{F}B_N - F^0 B_N \tilde{H}_{NT} = \frac{eA^00F^0 F^0 B_N^{-1}}{T} (N B_N^{-2} D^{-1}_{NT,r})^{-1} + \frac{eA^00F^0 F^0 B_N^{-1}}{T} (N B_N^{-2} D^{-1}_{NT,r})^{-1}
= a + b.
$$

(24)

The Appendix shows that $\|a\| = O_p(\sqrt{T})$ and $\|b\| = \frac{\max(N,T)}{\sqrt{T} N^{\alpha_r/2}}$, which together imply

$$
\| \tilde{F}B_N - F^0 B_N \tilde{H}_{NT} \| = O_p(\sqrt{T}) + \frac{N^{1-\frac{1}{2}\alpha_r}}{\sqrt{T}} O_p(1)
$$

(25)

Since $H_{NT} B_N = B_N \tilde{H}_{NT}$, it follows that

$$
\| \tilde{F} - F^0 H_{NT} \| = \| (\tilde{F}B_N - F^0 B_N \tilde{H}_{NT}) B_N^{-1} \| \leq \| (\tilde{F}B_N - F^0 B_N \tilde{H}_{NT}) \| \| B_N^{-1} \|.
$$

Combining (25) with the fact that $\| B_N^{-1} \| \leq N^{-\alpha_r/2}$ yields

$$
\frac{1}{\sqrt{T}} \| (\tilde{F} - F^0 H_{NT}) \| \leq O_p(1) N^{-\alpha_r/2} + \frac{N^{1-\alpha_r}}{T} O_p(1).
$$

Part (i) of the Proposition follows. A generalization of Lemma 4 concerning the factor augmented regression is that $\alpha_k > 1/2$ and $\sqrt{T}/N^{\alpha_k} \rightarrow 0$ will be needed for standard normal inference if we use estimates of the largest $k$ factors in two step regressions as though $F_1, \ldots, F_k$ (where $k \leq r$) were observable.

For part (ii), we have $\tilde{\Lambda}' = H_{NT,3}^{-1} \Lambda^0 + \tilde{F}'e/T$, where $H_{NT,3}^{-1} = (\tilde{F}'F^0/T)^{-1}$. Adding and subtracting terms

$$
\tilde{\Lambda}' - H_{NT,3}^{-1} \Lambda^0 = H_{NT}'F^0 e/T + (\tilde{F} - F^0 H_{NT})' e/T
= H_{NT}'F^0 e/T + B_N^{-1}(\tilde{F}B_N - F^0 H_{NT} B_N)' e/T.
$$
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Taking norms,

\[
\frac{1}{\sqrt{N}} \| \hat{\Lambda}' - H_{NT,3}^{-1} \Lambda_0' \| \leq \| H_{NT} \| \left( \| F_0' e \| \right) + \frac{\| B_N^{-1} \| \left( \| \tilde{F} B_N - F_0' H_{NT} B_N \| \right) e \|}{T \sqrt{N}}.
\]

Now \( \| H_{NT} \| \left( \| F_0' e \| \right) = N^{(\alpha_1 - \alpha_r)/2} O_p(1/\sqrt{T}) \) since \( \| H_{NT} \| \leq \| B_N \| \| \tilde{H}_{NT} \| B_N^{-1} \| \leq N^{(\alpha_1 - \alpha_r)/2} O_p(1) \).

The Appendix shows that, under \( \frac{N}{T^{\alpha_r}} \to 0 \) as in Assumption A4,

\[
\frac{\| B_N^{-1} \| \left( \| \tilde{F} B_N - F_0' H_{NT} B_N \| \right) e \|}{T \sqrt{N}} = \frac{1}{N^{(1+\alpha_r)/2}} O_p(1) + o_p\left( \frac{1}{\sqrt{T}} \right). \quad (26)
\]

Thus \( \frac{1}{\sqrt{N}} \| \hat{\Lambda}' - H_{NT,3}^{-1} \Lambda_0' \| \leq N^{(\alpha_1 - \alpha_r)/2} O_p(1/\sqrt{T}) + \frac{1}{N^{(1+\alpha_r)/2}} O_p(1) \). Squaring gives the desired result.

The thrust of Proposition 6 is that as far as consistent estimation of the factor space is concerned, the only loading strength that matters is that of the weakest, \( \alpha_r \). Provided that \( \alpha_r > 0 \), and \( N^{1-\alpha_r}/T \to 0 \), the average error in estimating the factor space will vanish, albeit at a slower rate than in the strong loadings case.

### 5.2 Distribution Theory

We will use \( H_{NT,3} \) to obtain distributional results but we first need to establish its relation to \( H_{NT} \) when \( \alpha \) is heterogeneous.

**Lemma 5** The following holds under Assumptions A',

1. \( H_{NT,3} - H_{NT} = N^{1/2} \alpha_1 - \alpha_r O_p(1) + \frac{N^{1+1/2(\alpha_1 - 3\alpha_r)}}{T} O_p(1) + N^{1/2} O_p(1) \).
2. \( H_{NT} H_{NT,3}^{-1} = I_r + N^{1/2} \alpha_1 - \alpha_r O_p(1) + \frac{N^{1+1/2(\alpha_1 - 3\alpha_r)}}{T} O_p(1) + N^{1/2} O_p(1) \)

The lemma says \( H_{NT,3} - H_{NT} = o_p(1) \) and \( H_{NT} H_{NT,3}^{-1} = I_r + o_p(1) \) if \( \alpha_r > \alpha_1/2 \) and \( T \) is sufficiently large. We will use this result to prove consistency of \( \tilde{C}_{it} \).

To derive the limiting distributions, we modify Assumptions B and C with the following:

**Assumption B'**. The following holds for each \( i \) and \( t \) as \( N, T \to \infty \):

\[
B_N^{-1} \sum_{i=1}^N \Lambda_i^0 e_{it} \to \mathcal{N}(0, \Gamma_i), \quad \frac{1}{\sqrt{T}} \sum_{t=1}^T F_t^0 e_{it} \to \mathcal{N}(0, \Phi_i).
\]
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Assumption C': 
(i) $\alpha_r > \frac{1}{2}$, (ii) $\frac{\sqrt{T}}{N^{\alpha_r}} \to 0$, (iii) $\frac{1}{\sqrt{T}N^{\alpha_r}} \to 0$, and (iv) $\frac{N^{3/2}}{T^{N^{\alpha_r}}} \to 0$.

For the limiting distribution of $\tilde{F}_t$, from the $t$-th row of (24), we have

$$B_N(\tilde{F}_t - H'_{NT}F^0_t) = (NB^{-2}_N D^2_{NT,r})^{-1}(B^{-1}_N \tilde{F}'F^0 B_N/T)B^{-1}_N\Lambda^0 e_t + (NB^{-2}_N D^2_{NT,r})^{-1}B^{-1}_N \tilde{F}'ee_t/T.$$ 

Now $(NB^{-2}_N D^2_{NT,r})^{-1}p \to D^{-2}_r$, $(B^{-1}_N \tilde{F}'F^0 B_N/T) \overset{p}{\to} Q$. Furthermore, by Assumption B', $B^{-1}_N\Lambda^0 e_t \overset{d}{\to} N(0, \Gamma_t)$. The first term is thus asymptotically normal. As shown in the Appendix, the second term is

$$B^{-1}_N \tilde{F}'ee_t/T = \frac{N^{3/2}}{TN^{\alpha_r}} O_p(1) + N^{1/2-\alpha_r} O_p(1) \tag{27}$$

which is $o_p(1)$ under Assumption C'. So we have

$$B_N(\tilde{F}_t - H'_{NT}F^0_t) \overset{d}{\to} N(0, D^{-2}_r Q \Gamma_t Q' D^{-2}_r).$$

For the distribution of $\tilde{\Lambda}_i$,

$$\sqrt{T}(\tilde{\Lambda}_i - H^{-1}_{NT,3}\Lambda^0_i) = H'^{-1}_{NT} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F^0_t e_t + \frac{B^{-1}_N(\tilde{F}B_N - F^0 H_{NT}B_N)'e_t}{\sqrt{T}} \tag{28}$$

Multiplying by $H'^{-1}_{NT}$ on each side,

$$\sqrt{T}H'^{-1}_{NT}(\tilde{\Lambda}_i - H^{-1}_{NT,3}\Lambda^0_i) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} F^0_t e_t + \frac{H'^{-1}_{NT}B^{-1}_N(\tilde{F}B_N - F^0 H_{NT}B_N)'e_t}{\sqrt{T}}.$$

The first term is asymptotically normal by Assumption B'. Using Lemma A.3(ii) in appendix, the second term is bounded by

$$\frac{H'^{-1}_{NT}B^{-1}_N(\tilde{F}B_N - F^0 H_{NT}B_N)'e_t}{\sqrt{T}} \leq \frac{\sqrt{T}}{N^{\alpha_r}} O_p(1) + N^{1/2-2\alpha_r} O_p(1) + \frac{N^{1-\alpha_r}}{\sqrt{T}} O_p(1)$$

which is $o_p(1)$ under Assumption C'. Summarizing results we have

**Proposition 7** Suppose that Assumptions A’, B’, and C’ hold. Then

i. $B_N(\tilde{F}_t - H'_{NT}F^0_t) \overset{d}{\to} N(0, D^{-2}_r Q \Gamma_t Q' D^{-2}_r)$;

ii. $\sqrt{T}H'^{-1}_{NT}(\tilde{\Lambda}_i - H^{-1}_{NT,3}\Lambda^0_i) \overset{d}{\to} N(0, \Phi_i)$. 
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Part (i) of the Proposition says that $\tilde{F}_{1t}$ associated with the strongest loading will converge to the normal distribution at a faster rate of $\sqrt{\alpha_1}$ than the $\tilde{F}_{rt}$ which only converges at rate $\sqrt{\alpha_r}$.

Assumption C' is needed for asymptotic normality but is stronger than is necessary for individual consistency of $\tilde{\Lambda}_i$ and $\tilde{F}_t$. All that is needed for $\tilde{\Lambda}_i$ to be consistent is $\alpha_r > 0$. To see this, we can divide (28) by $T^{1/2}$. The first term becomes $\frac{1}{\sqrt{T}}\|H_{NT}\|O_p(1) = \sqrt{\frac{N^{\alpha_r}}{T^{3\alpha_r/2}}}O_p(1) = o_p(1)$. Now $\|B_{N}^{-1}\| = N^{-\alpha_r/2}$, and the second term is equal to $B_{N}^{-1}$ multiplied by the term analyzed in Lemma A.3(i) in the Appendix, and this term is $o_p(1)$ provided $\alpha_r > 0$. Similarly, we only require $\alpha_r > 1/3$ (together with $\frac{N^{3/2}}{T^{3\alpha_r/2}} \to 0$) for $\tilde{F}_t$ to be consistent. To see this, we first multiply (27) by $B_{N}^{-1}$, which is $O(N^{-\alpha_r/2})$. Then

$$B_{N}^{-2}\tilde{F}'_t\epsilon_t/T = \frac{N^{3/2}}{T^{3\alpha_r/2}}O_p(1) + N^{1-2\alpha_r}/O_p(1).$$

Thus if $\alpha_r > 1/3$ and $\frac{N^{3/2}}{T^{3\alpha_r/2}} \to 0$, the above is $o_p(1)$, which implies $\tilde{F}_t - H_{NT}'F_{t}^0 = o_p(1)$. Both results are similar to the homogenous case, but with $\alpha$ replaced by $\alpha_r$.

We next consider estimating the common component. Adding and subtracting terms,

$$\tilde{C}_{it} - C_{it}^0 = \tilde{\Lambda}_i^0\tilde{F}_t - \Lambda_i^0 F_t^0 = (\tilde{\Lambda}_i - H_{NT,3}\Lambda_i^0)\tilde{F}_t + \Lambda_i^0 H_{NT,3}^{-1}(\tilde{F}_t - H_{NT}'F_t^0) + (\Lambda_i^0 H_{NT,3}^{-1}H_{NT}'F_t^0 - \Lambda_i^0 F_t^0)$$

The first two terms are both $o_p(1)$ by Proposition 7. The last term is $o_p(1)$ by part (ii) of Lemma 5.

We close this section with some remarks about our results in relation to those in the literature. The PC estimator imposes the normalization restrictions that $\Lambda'\Lambda$ is diagonal, and $F'F/T = I_r$. If the true data generating process coincides with these restrictions, that is, $\Lambda_0'\Lambda_0$ being diagonal and $F_0'F_0/T = I_r$, then all the rotation matrices introduced in this paper will be asymptotically an identity matrix as shown in Bai and Ng (2013). Our analysis above has refrained from making the assumption that the true DGP coincides with the normalization restrictions so that we can compare $\tilde{F}$ to $F_0H_{NT}$, but not of $\tilde{F}_k$ to $F_k$. The challenge lies in being able to define $H_{NT}$ in a way consistent with the data generating process so that $\frac{1}{T}\|\tilde{F} - F_0H_{NT}\|^2$ remains the metric for assessing estimation error.

Our approach contrasts with a growing body of work on this problem. Uematsu and Yamagata (2021, 2022) consider regularized estimation and inference of sparsity induced weak factors. They assume in our notation that $E[HF_t^0F_t^0'H_t'] = I_r$ and $H^{-1}\Lambda_0'\Lambda_0H^{-1}$ is a diagonal matrix with $D_{jj}^2N^{\alpha_j}$ in the $j$-th diagonal, which implicitly make unspecified restrictions about $H$ and $F^0$. Even as it is, the average error bound for their estimator
of $F$ already restricts the relation between $\alpha_1$ and $\alpha_r$. Their assumptions applied to PC estimation yields a strict lower bound of $\alpha_r > 1/2$, stronger than the $\alpha_r > 0$ result that we obtain. As the authors noted, without the implicit restrictions on $H$ and $F^0$ that are not innocuous, additional assumptions on $[\alpha_1, \alpha_r]$ would otherwise be required.

Most related to our result is Freyaldenhoven (2022) whose goal is to determine the number of (local) factors whose loadings are of varying strength. He assumes $\alpha_k > 1/2$, $N/T \to c$, $F^0 F^0 / T$ is truly an identity matrix and $\Lambda^0 \Lambda^0$ is truly diagonal with the implication that $H$ is also an identity matrix. This simplifies the analysis as $\tilde{F}_{kt}$ estimates $F_{kt}$, not just a rotation of it. With this additional identifying assumption, he finds that $\alpha_k > 1/2$ is required for consistency of $\tilde{F}_{kt}$ for $F_{kt}$.

For consistency, we obtain the result of $\alpha_r > 1/3$ without restricting $H$ to be an identity matrix.

6 Simulation Experiments

To verify the asymptotic results, we conduct two simulation experiments with 5000 replications of data $X_{it}^0 = \Lambda_i F_{it}^0 + \sigma_i e_{it}^0$ with $r = 3$. Let $D^2$ and $B$ are diagonal matrices, $B_{jj} = N^{\alpha_j/2}$, $(j = 1, 2, 3)$. Two data generating processes are considered.

i. DGP1: $F^0 = \sqrt{T} UD$ and $\Lambda^0 = VB$ where $U$ and $V$ are random orthonormal $T \times r$ and $N \times r$ matrices respectively. Hence $F^0 F^0 / T = D^2$ and $B^{-1} \Lambda^0 \Lambda^0 B^{-1}$ is $I_r$.

ii. DGP2, $F_{it}^0 \sim N(0, I_3)$, $\Lambda_i^0 \sim N(0, I_r) \sqrt{DB}/\sqrt{N}$. Hence $F^0 F^0 / T \approx I_r$ and $B^{-1} \Lambda^0 \Lambda^0 B^{-1} \approx D^2$ is diagonal.

The common component $C_{it}^0 = \Lambda_i F_{it}^0$ has variance $\sigma_{C_i}^2$ calculated for each $i$ from the time series data. The importance of the common component is $R_{C_i}^2$, defined as the ratio of the mean of the variance of the common component of each series to the mean of the variance of each series.

|          | DGP1                 | DGP 2          |
|----------|----------------------|----------------|
|          | strong weak          | strong weak    |
|          | homogenous heterogenous | homogenous heterogenous |
| $D^2$    | $D^2 = \text{diag}(6, 5, 4)$ | $D^2 = \text{diag}(3, 2, 1)$ |
| $\alpha_1, \alpha_2, \alpha_3$ | $0.541, 0.082, 0.327$ | $0.545, 0.109, 0.50$ |

They require that $\alpha_1 + \max(1, \tau)/2 < 3\alpha_r/2 + \tau/2$ where $T = N^\tau$ for some $\tau > 0$. As noted in their Remark 1, the upper bound of $\alpha_1 - \alpha_r$ of 1/4 is attainable when $\alpha_1 = 1$ with $\tau = (3/4, 1]$, the same as PC. Their lower bound of $\alpha_r$ is attained when $\alpha_1 = \alpha_r$ and $\tau = 2/3$. 2
By design of $B$, $F_1^0$ contributes more than $F_2^0$ and $F_3^0$ to the variations in the data. In the strong factor case, the parameterizations yield a common component that accounts for a bit over half of the total variations in the data in both DGPs and reduces to less than 10% when all loadings are equally weak. In the heterogeneous case, strong and weak loadings co-exist and the common component explains about one-third of the total variations in DGP1 and half in DGP2.

For each factor $j = 1, \ldots, r$, we regress the $j$-th column of $\tilde{F}$ on $F^0$. The coefficients estimate the $j$-th column of $H_{NT,3}^{-1}$, so the $R^2$ from the regression is an assessment of fit. Likewise, the $j$-th column of $\tilde{\Lambda}$ is regressed on $\Lambda^0$ and the coefficients estimate the $j$-th row of $H_{NT,4}^{-1}$. The residuals from these regressions are then the (non-normalized) estimation error. Tables 1 and 2 report both the $R^2$ for each $j$, as well as $M(\tilde{F}) = \text{trace}(\text{top})/\text{trace}(\text{bottom})$, a multivariate measure of fit between $F^0$ and $\tilde{F}$, where top = $F^{0'}(\tilde{F}'\tilde{F})^{-1}\tilde{F}'F^0$ and bottom = $F^{0'}F^0$. The statistic $M(\tilde{\Lambda})$ is similarly defined. The last statistic is the average of correlation between $\tilde{C}_i$ and $C^0_i$. The distributions of the estimation error for $\tilde{F}_i$ are shown in Figure 1 for $t = 100$. Figure 2 shows the distributions of the estimation error for $\tilde{\Lambda}_i$ at $i = 50$. In both cases, $T = 500$ and $N = 100$. Both distributions appear symmetric.

We consider eight configurations of $N$ and $T$. In the strong factor case, all statistics indicate that the factors are precisely estimated. Under Assumption A4, $N^{1-\alpha}/T$ must tend to zero. Hence for given $N$, a larger $T$ will give faster convergence of the estimates to a rotation of the true values. The results bear this out. In the homogeneous $\alpha$ case reported in the middle panel, the estimation errors are similar across factors. This is different for the weak-heterogeneous case in the bottom panel as estimates of $F_1$ and $\Lambda_1$ are more precise than for $F_3$ and $\Lambda_3$, as suggested by theory. The common component remains precisely estimated with errors closer to the stronger loadings case than the weak-homogeneous case because the dominant factor is strong.

So far, DGP1 assumes that the factors are orthogonal and DGP2 assumes that the factors are asymptotically orthogonal. Since our theory does not require the assumption that $F^{0'}F^0$ is a diagonal matrix, we also modify DGP1 so that $U$ and $V$ are no longer orthogonal. This is achieved by multiplying these orthogonal vectors into two $r \times r$ matrices with random elements below the diagonal. The results, shown in Table 3, are similar to Table 1.

### 7 Conclusion

A sizable literature has emerged since Onatski (2012) shows that the PC estimates are inconsistent when the loadings are extremely weak in the sense that $N^{-1}A^\top A \to \Sigma_A$ with $\alpha = 0$. This
paper establishes conditions under which the PC estimates are consistent and asymptotically
normal in more moderate cases when $1 \geq \alpha > 0$. The main conclusion is unchanged in the
heterogeneous $\alpha$ case, where the one $\alpha$ that determines consistency is that of the weakest
loading. The takeaway is that asymptotic normality requires $\alpha_r > 1/2$, stronger than is
needed for the consistency results.

Allowing $\alpha$ to take on a range of values naturally raises questions about the different
criteria available to determine the number of factors. If we want to estimate the number
of factors with $\alpha > 0$, the criteria in [Bai and Ng (2002)] remain useful. While the criteria
of [Onatski (2010)] and [Ahn and Horenstein (2013)] try to better separate the bounded from
the diverging eigenvalues of $XX'$, [Bai and Ng (2019)] seek to isolate the factors with a
tolerated level of explanatory power by singular value thresholding. This criteria will return
an estimate of the ‘minimum rank’, a concept of long standing interest in classical factor
analysis, see, e.g., [ten Berge and Kiers (1991)]. For documenting the number of factors
with different strength, methods of [Baily, Kapetanios, and Pesaran (2016)] and [Uematsu and
Yamagata (2022)] are available. The criteria in [Freyaldenhoven (2022)] determine the number
factors with $\alpha_r > 1/2$. But as seen above, the $\alpha$ required for consistent estimation of the
factor space can be smaller than the one needed for asymptotic normality. Ultimately, the
desired number of factors depends on the objective of the exercise and the assumptions that
the researcher find defensible. It seems difficult to avoid taking a stand on what is meant by
weak in practice.
Appendix

The following inequalities are used to simplify the proofs in earlier work.

**Lemma A.1** The following holds under Assumption A:

\[
\begin{align*}
\|e'F^0\|^2 &= \text{trace}(F^0'e'e'F^0) = O_p(NT) \quad \text{(A1a)} \\
\|e\Lambda^0\|^2 &= \text{trace}(\Lambda^0'e'e\Lambda^0) = O_p(N^\alpha T) \quad \text{(A1b)} \\
\|ee'F^0\| &\leq \rho_{\max}(ee')\|F^0\| = O_p(\max\{N, T\}\sqrt{T}) \quad \text{(A1c)} \\
\|e'e\Lambda^0\| &\leq \rho_{\max}(ee')\|\Lambda^0\| = O_p(\max\{N, T\}\sqrt{N^\alpha}) \quad \text{(A1d)}
\end{align*}
\]

The matrix norm \(\|\cdot\|\) here is the Frobenius norm. Since the matrices are rank \(r\) (fixed), spectral norms would give the same bounds.

**Proof of Lemma A.1:** (A1a) and (A1b) follow from (8) and (9), respectively. For (A1c),

\[
\|ee'F^0\| = \|ee'\|_{sp}\|F^0\| = O_p(\max\{N, T\}\sqrt{T})
\]

here we used \(\|AB\| \leq \|A\|_{sp}\|B\|\). The argument for (A1d) is the same.

**Proof of Results in Sections 3**

**Proof of Lemma 3 part (i)** We start with (14). We derive the order of magnitude for each of the three terms in braces.

\[
\begin{align*}
\frac{\Lambda^0'e'\tilde{F}}{N^\alpha T} &= \frac{\Lambda^0'e'F^0}{N^\alpha T} + \frac{\Lambda^0'e'((\tilde{F} - F^0H_{NT,0})}{N^\alpha T} \\
\|\frac{\Lambda^0'e'\tilde{F}}{N^\alpha T}\| &\leq \|\frac{\Lambda^0'e'F^0}{N^\alpha T}\| + \|\frac{\Lambda^0'e'((\tilde{F} - F^0H_{NT,0})}{N^\alpha \sqrt{T}}\| \\
&= O_p(\frac{1}{\sqrt{N^\alpha T}}) + O_p(\frac{1}{\sqrt{N^\alpha}})\left[O_p(\frac{1}{\sqrt{N^\alpha}}) + \frac{N}{T}N^\alpha O_p(1)\right] \\
&= O_p(\frac{1}{\sqrt{N^\alpha T}}) + O_p(\frac{1}{N^\alpha}) + \frac{N}{T}N^{3\alpha/2}O_p(1),
\end{align*}
\]

where we have used Assumption A3(v), (A1b), and Proposition \(\blacksquare\). Next (11) implies

\[
\|\frac{\tilde{F}'ee'\tilde{F}}{N^\alpha T^2}\| = \left(\frac{N}{N^\alpha}\right)\frac{1}{T}O_p(1) + \frac{1}{N^\alpha}O_p(1).
\]

Collecting the non-dominated terms, we obtain

\[
\left(\frac{\tilde{F}'F^0}{T}\right)H_{NT,0} = I_r + O_p(\frac{1}{\sqrt{N^\alpha T}}) + O_p(\frac{1}{N^\alpha}) + \left(\frac{N}{N^\alpha}\right)\frac{1}{T}O_p(1).
\]
Equivalently,
\[ H_{NT,0} = \left( \frac{\tilde{F}^\prime F^0}{T} \right)^{-1} + O_p\left( \frac{1}{\sqrt{N\alpha T}} \right) + O_p\left( \frac{1}{N\alpha} \right) + \left( \frac{N - N\alpha}{T} \right) O_p(1). \]

□

Part (i) makes clear that the approximations for \( H_{NT,0} \) depends on \( \alpha \).

**Proof of Lemma 3 part (ii):** We already proved the case of \( \ell = 3 \). It remains to show asymptotic equivalence of the three remaining matrices to \( H_{NT,0} \).

We begin with \( \ell = 1 \) where \( H_{NT,1} = (\Lambda^0\Lambda^0/N\alpha)(\tilde{\Lambda}'\Lambda^0/N\alpha)^{-1} \). From \( \tilde{\Lambda}' = \tilde{F}'X/T \), we have
\[
\tilde{\Lambda}'\Lambda^0 = \frac{\tilde{F}'F^0}{T} \Lambda^0 + \frac{\tilde{F}'e\Lambda^0}{T N\alpha} + \frac{1}{\sqrt{N\alpha T}} O_p(1).
\]

Thus \( \left( \frac{\tilde{\Lambda}'\Lambda^0}{N\alpha} \right)^{-1} = \left( \frac{\Lambda^0}{N\alpha} \right)^{-1} \left( \frac{\tilde{F}'F^0}{T} \right)^{-1} + \frac{1}{\sqrt{N\alpha T}} O_p(1) \), implying
\[
H_{NT,1} = \left( \frac{\tilde{F}'F^0}{T} \right)^{-1} + \frac{1}{\sqrt{N\alpha T}} O_p(1).
\]

For \( \ell = 4 \), taking the transpose of (A2) gives
\[
H_{NT,4} = \frac{\tilde{\Lambda}'\Lambda^0}{N\alpha} N\alpha D_{NT,2}^2 = \left( \frac{\Lambda^0}{N\alpha} \right) \left( \frac{F^0 \tilde{F}}{T} \right) N\alpha D_{NT,2}^2 + \frac{1}{\sqrt{N\alpha T}} O_p(1)
\]
\[
= H_{NT,0} + \frac{1}{\sqrt{N\alpha T}} O_p(1).
\]

Finally, for \( \ell = 2 \), we use the expression for \( \tilde{F} \) in (13) to obtain
\[
H_{NT,2} - H_{NT,0} \equiv \left( \frac{F^0 \tilde{F}^*}{T} \right)^{-1} \left( \frac{F^0 \Lambda^0 e' \tilde{F}^*}{N\alpha T^2} + \frac{F^0 e\Lambda^0 F^0 \tilde{F}}{N\alpha T^2} + \frac{F^0 ee' \tilde{F}}{N\alpha T^2} \right) \left( \frac{N}{N\alpha} D_{NT,2}^2 \right)^{-1}
\]

The right hand side is bounded by \( O_p\left( \frac{1}{\sqrt{N\alpha T}} \right) + O_p\left( \frac{1}{N\alpha} \right) + (\frac{N}{N\alpha})^\frac{1}{2} O_p(1). \)

□

**Proof of Lemma 3 part (iii):** Part (iii) follows from parts (i) and (ii) and \( H_{NT,0} \to Q^{-1} \).

□

**Proof of Proposition 2** As argued in the text, it remains to analyze the term \( \frac{\|\tilde{F}' - F^0 H_{NT,0}'e\|}{\sqrt{T\alpha N}} \).

Notice
\[
\frac{e' (\tilde{F}' - F^0 H_{NT,0})}{T} = \left( \frac{e' F^0 \Lambda^0 e' \tilde{F}}{N\alpha T^2} + \frac{e' e \Lambda^0 F^0 \tilde{F}}{N\alpha T^2} + \frac{e' ee' \tilde{F}}{N\alpha T^2} \right) \left( \frac{N}{N\alpha} D_{NT,2}^2 \right)^{-1} \tag{A3}
\]
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The right hand side $\tilde{F}$ can be replaced by $F^0$ without affecting the result. In fact,

$$\frac{e' F^0 \Lambda_0' e' F^0}{N^\alpha T^2} = \frac{e' F^0 \Lambda_0' e' F^0}{N^\alpha T^2} + o_p(1) \frac{e'(\tilde{F} - F^0 H_{NT,0})}{T}$$

because $\|e' F^0 \Lambda_0'\| = o_p(1)$. The second term above can be combined with the right hand side of (A3). The same argument is applicable to $e'e\tilde{F}$ on the right hand side of (A3). Replacing $\tilde{F}$ by $F^0$, we have

$$\left\| \frac{e' F^0 \Lambda_0' e' F^0}{N^\alpha T^2} \right\| \leq \frac{1}{N^\alpha T^2} \|e' F^0\| \cdot \|\Lambda_0' e' F^0\| = \frac{1}{T} \sqrt{\frac{N}{N^\alpha}} O_p(1)$$

$$\left\| \frac{e' e \Lambda_0}{N^\alpha T} \right\| = \max\{N, T\} \sqrt{\frac{N}{N^\alpha}} O_p(1) \leq \frac{N}{\sqrt{N^\alpha}} O_p(1) + \frac{1}{\sqrt{N^\alpha}} O_p(1)$$

$$\left\| \frac{e' e e' F^0}{N^\alpha T^2} \right\| \leq \frac{1}{N^\alpha T^2} O_p(\max\{N, T\}) \|e' F^0\| = \frac{1}{N^\alpha T^2} O_p(\max\{N, T\}) O_p(\sqrt{N^\alpha})$$

$$= \frac{N^{3/2 - \alpha}}{T^{3/2}} O_p(1) + \sqrt{\frac{N}{T}} \frac{1}{N^\alpha} O_p(1).$$

Collecting the non-dominating terms, we obtain

$$\left\| \frac{(\tilde{F} - F^0 H_{NT,0})' e}{T} \right\| \leq \frac{N}{\sqrt{N^\alpha}} \frac{1}{T} O_p(1) + \frac{1}{\sqrt{N^\alpha}} O_p(1) + \frac{N^{3/2 - \alpha}}{T^{3/2}} O_p(1) + \sqrt{\frac{N}{T}} \frac{1}{N^\alpha} O_p(1) \quad (A4)$$

So

$$\left\| \frac{(\tilde{F} - F^0 H_{NT,0})' e}{T \sqrt{N}} \right\| \leq \frac{1}{T} \sqrt{\frac{N}{N^\alpha}} O_p(1) + \frac{1}{\sqrt{N^{1+\alpha}}} + \frac{1}{T^{3/2}} \left(\frac{N}{N^\alpha}\right) O_p(1) + \frac{1}{N^\alpha \sqrt{T}} O_p(1).$$

☐

The following lemma is used to prove results in Section 4, i.e., the limiting distributions.

Lemma A.2 Suppose that Assumption A holds. We have, for $\ell = 0, 1, 2, 3, 4,$

$$i \quad \frac{1}{T} F^0(\tilde{F} - F^0 H_{NT,\ell}) = O_p\left(\frac{1}{\sqrt{N^\alpha}}\right) + O_p\left(\frac{N}{N^\alpha T}\right) + O_p\left(\frac{1}{N^\alpha}\right) \frac{1}{N^\alpha} \left(\frac{N}{T N^\alpha}\right)^{1/2} O_p(1)$$

$$ii \quad \frac{1}{N^\alpha} \Lambda_0(\tilde{\Lambda} - \Lambda^0 H_{NT,\ell}^{-1}) = O_p\left(\frac{1}{\sqrt{N^\alpha}}\right) + O_p\left(\frac{1}{N^\alpha}\right) + \frac{1}{\sqrt{N^\alpha}} O_p\left(\frac{N}{T N^\alpha}\right)$$

$$iii \quad \frac{1}{T} \Lambda_0'(\tilde{F} - F^0 H_{NT,\ell}) = O_p\left(\frac{1}{N^\alpha}\right) + O_p\left(\frac{1}{\sqrt{N^\alpha}}\right) + O_p\left(\frac{N}{N^\alpha T}\right), \text{ for each } i,$$

$$iv \quad \frac{1}{N^\alpha} e_0'(\tilde{F} - \Lambda^0 H_{NT,\ell}^{-1}) = \frac{1}{T} \sqrt{\frac{N}{N^\alpha}} O_p(1) + \frac{1}{\sqrt{N^{1+\alpha}}} O_p(1) + \frac{1}{T^{3/2}} \left(\frac{N}{N^\alpha}\right) O_p(1) + \frac{1}{N^\alpha \sqrt{T}} O_p(1), \text{ for each } t.$$
Proof of Lemma A.2. Consider (i).

\[
\frac{1}{T} F_0^T (\tilde{F} - F_0 H_{NT,0}) = \left[ \left( \frac{F_0^T}{T} \right) \left( \Lambda_0' e' \tilde{F} \right) + \left( \frac{F_0^T}{N^\alpha T} \right) \frac{F_0^T}{T} + \frac{F_0^T}{N^\alpha T^2} \right] \mathcal{O}_p(1)
\]

Consider the first term in the bracket, and write \( H \) for \( H_{NT,0} \) (in fact result holds for all \( H_{NT,\ell} \) because of Lemma 3)

\[
\frac{\Lambda_0' e' \tilde{F}}{N^\alpha T} = \frac{\Lambda_0' e' F_0 H}{N^\alpha T} + \frac{\Lambda_0' e' (\tilde{F} - F_0 H)}{N^\alpha T}
\]

the first term is \( \mathcal{O}_p\left(\frac{1}{\sqrt{N^\alpha T}}\right) \) by Assumption A3(v). The second term is bounded by

\[
\left\| \frac{\Lambda_0' e' (\tilde{F} - F_0 H)}{N^\alpha T} \right\| \leq \left\| \frac{1}{\sqrt{N^\alpha}} \right\| \left\| \frac{\Lambda_0' e'}{\sqrt{N^\alpha T}} \right\| \left\| (\tilde{F} - F_0 H) \right\| = \frac{1}{\sqrt{N^\alpha}} \left[ \mathcal{O}_p \left( \frac{1}{\sqrt{N^\alpha}} \right) + \mathcal{O}_p \left( \frac{N}{T N^\alpha} \right) \right] = \frac{1}{\sqrt{N^\alpha}} \mathcal{O}_p \left( \frac{N}{T N^\alpha} \right)
\]

(A5)

Here we used Proposition 1.

The second term in the bracket \( \frac{F_0^T e \Lambda_0^0}{N^\alpha T^2} = \mathcal{O}_p\left(\frac{1}{\sqrt{N^\alpha T}}\right) \) by Assumption A3(v). Next

\[
\left\| \frac{F_0^T e e' \tilde{F}}{N^\alpha T^2} \right\| \leq \left\| \frac{F_0^T e e' F_0}{N^\alpha T^2} \right\| + \left\| \frac{F_0^T e'}{N^\alpha T} \right\| \left\| e' (\tilde{F} - F_0 H) \right\| = \frac{1}{T} \mathcal{O}_p \left( \frac{N}{N^\alpha} \right) + \frac{1}{N^\alpha} \mathcal{O}_p \left( \sqrt{\frac{N}{T}} \right) \left\| e' (\tilde{F} - F_0 H) \right\| = \frac{1}{T} \mathcal{O}_p \left( \frac{N}{N^\alpha} \right) + \left( \frac{N}{T N^\alpha} \right)^{3/2} \mathcal{O}_p(1) + \frac{1}{N^\alpha} \mathcal{O}_p \left( \sqrt{\frac{N}{N^\alpha T}} \right)
\]

(A6)

Here the second equality uses (A4). The last equality keeps the dominant terms because \( N/(T N^\alpha) \to 0 \). Finally, collecting the non-dominated terms gives (i). None of these terms can be dominated by others, all depending on the relative magnitude of \( N \) and \( T \), and when \( \alpha = 1 \), they simplify to \( \mathcal{O}_p(\delta_{NT}^{-2}) \).

Consider (ii).

\[
\frac{1}{N^\alpha} (\tilde{A} - \Lambda_0 F_{NT,0}^{-1}) \Lambda_0 = H_{3,NT} F_0^T e \Lambda_0^0 / (N^\alpha T) + (\tilde{F} - F_0 H_{NT,3}) e \Lambda_0^0 / (N^\alpha T)
\]

the first term is \( \mathcal{O}_p(\frac{1}{\sqrt{N^\alpha T}}) \) by Assumption A3(v), the second term is analyzed in (A5). This proves (ii).

Consider (iii)
\[
\frac{e'(\tilde{F} - F^0 H_{NT,0})}{T} = \left( \frac{e' F^0 \Lambda^0 e' \tilde{F}}{N^\alpha T^2} + \frac{e' e \Lambda^0 F^0 \bar{F}}{N^\alpha T^2} + \frac{e'e e' \tilde{F}}{N^\alpha T^2} \right) \left( \frac{N}{N^\alpha} D_{NT,r}^2 \right)^{-1}
\]

The first term can be ignored. The second term is determined by

\[
\frac{e' e \Lambda^0}{N^\alpha T} = O_p\left( \frac{1}{N^\alpha} \right) + O_p\left( \frac{1}{\sqrt{TN^\alpha}} \right)
\]

by Assumption A3(ii). The third term is \(O_p(1) + N N^\alpha T^\alpha).\) Collecting terms gives (iii).

Consider (iv).

\[
\frac{1}{N}(\tilde{\Lambda} - \Lambda^0 H_{NT,3}')e_t = H_{3,NT} F^0 e_t / (NT) + (\tilde{F} - F^0 H_{NT,3}')e_t / (NT)
\]

First term is \(O_p(\delta^{-2}_{NT})\) by Assumption A3. The second term is bounded by

\[
\| (\tilde{F} - F^0 H_{NT,3}')e_t \| e_t \| e_t \| = 1 \sqrt{N} O_p(1) + \frac{1}{\sqrt{N^{1+\alpha}}} O_p(1) + \frac{1}{T^{3/2}} \left( \frac{N}{N^\alpha} \right) O_p(1) + \frac{1}{N^\alpha \sqrt{T}} O_p(1)
\]

This proves (iv). □

**Proof of Results in Section 5**

We shall use \(\bar{H}\) and \(\bar{H}_{NT}\) interchangeably.

**Proof of (25).** From (24),

\[
\tilde{F} B_N - F^0 B_N \bar{H} = \frac{e \Lambda^0 F^0 \tilde{F} B_N^{-1}}{T} (N B_N^2 D_{NT,r}^2)^{-1} + \frac{e'e \tilde{F} B_N^{-1}}{T} (N B_N^2 D_{NT,r}^2)^{-1}
\]

where

\[
\|a\| \leq \|e \Lambda^0 B_N^{-1}\| \|B_N F^0 \tilde{F} B_N^{-1}\| (N B_N^2 D_{NT,r}^2)^{-1} = \|e \Lambda^0 B_N^{-1}\| O_p(1) = O_p(\sqrt{T})
\]

\[
\|b\| \leq \max (N, T) T^{-1/2} \|\tilde{F}\| \|B_N^{-1}\| O_p(1) = \frac{\max (N, T)}{\sqrt{T}} N^{-\alpha r/2} O_p(1)
\]

□

**Proof of (26).** From (24),

\[
\tilde{F} B_N - F^0 B_N \bar{H} = \frac{e \Lambda^0 F^0 \tilde{F} B_N^{-1}}{T} O_p(1) + \frac{e'e \tilde{F} B_N^{-1}}{T} O_p(1).
\]

Hence

\[
\frac{e' (\tilde{F} B_N - F^0 B_N \bar{H})}{T} = \frac{e'e \Lambda^0 F^0 \tilde{F} B_N^{-1}}{T} O_p(1) + \frac{e'e \tilde{F} B_N^{-1}}{T} O_p(1) = c + d,
\]

say

30
Lemma A.3. Under Assumption A’ and B’

Proof of (i):

\[ \| c \| \leq \| e’ \|_{sp} \| \Lambda_{B_N} \| \| (B_N F' \bar{F} B_N^{-1}) / T \| = \max \{ N, T \} O_p(1) \]
\[ \| d \| \leq \| e \|_{sp} \| \bar{F} \| \| B_N^{-1} \| / T = \max \{ N^{3/2}, T^{3/2} \} \sqrt{T} N^{-\alpha_r/2} / TO_p(1). \]

Thus

\[ \| e’ (\bar{F} B_N - F^0 B_N \bar{H}) \| = \max \{ N, T \} O_p(1) + \max \{ N^{3/2}, T^{3/2} \} N^{-\alpha_r/2} / \sqrt{T} O_p(1) \quad (A7) \]

and

\[ \| B_N^{-1} \| (\bar{F} B_N - F^0 H_{N, T} B_N) e’ \| \leq \frac{\max \{ N, T \} O_p(1)}{T} \frac{N^{1+\alpha_r}/2}{N^{3/2}} \frac{O_p(1)}{T^{3/2}} N^{\alpha_r+\frac{1}{2}} \]
\[ = \frac{1}{N^{(1+\alpha_r)/2}} O_p(1) + o_p(1). \]

Note \( N/(TN^{(1+\alpha)/2}) = o_p(1/\sqrt{T}) \) and \( N/(T^{3/2} N^\alpha) = o_p(1/\sqrt{T}) \) under \( N/(TN^\alpha) \to 0. \quad \square \]

The following is needed to prove Proposition 7.

**Lemma A.3** Under Assumption A’ and B’

(i) \( \frac{1}{T} (\bar{F} B_N - F^0 B_N \bar{H}) e_i = O_p(N^{-\alpha_r/2}) + O_p(\sqrt{\frac{N^{\alpha_1}}{T N^\alpha}}) + N^{-\alpha_r/2} N \frac{O_p(1)}{T} \); 

(ii) \( \| H_{N, T}^{-1} B_N^{-1} (\bar{F} B_N - F^0 H_{N, T} B_N) e_i \| \leq \sqrt{T} N^{-\alpha_r} O_p(1) + N^{(\alpha_1-2\alpha_r)/2} O_p(1) + \frac{N^{1-\alpha_r}}{\sqrt{T}} O_p(1). \)

Proof of (i):

\[ \frac{1}{T} e’(\bar{F} B_N - F^0 B_N \bar{H}) = \frac{e’ e A^0 F’ \bar{F} B_N^{-1}}{T^2} O_p(1) + \frac{e’ e e’ \bar{F} B_N^{-1}}{T^2} O_p(1) \]
\[ = p_i + q_i, \text{ say} \]

\[ \| p_i \| \leq \frac{1}{T} \| e’ e A^0 B_N^{-1} \| \| B_N F’ \bar{F} B_N^{-1} \| O_p(1) = O_p(N^{-\alpha_r/2}) + O_p(\sqrt{\frac{N^{\alpha_1}}{T N^\alpha}}) \]

where we used Assumption A3’(iv).

\[ \| q_i \| \leq \frac{1}{T^2} \| e_i \| \max \{ N, T \} \| \bar{F} \| \| B_N^{-1} \| O_p(1) = N^{-\alpha_r/2} \max \{ N/T, 1 \} O_p(1) \]
\[ \leq N^{-\alpha_r/2} O_p(1) + N^{-\alpha_r/2} \frac{N}{T} O_p(1) \]

since both \( \| e_i \| \) and \( \| \bar{F} \| \) are \( O_p(T^{1/2}) \). This proves part (i).
Proof of (ii). From $H_{NT} = B_N \tilde{H}_{NT} B_N^{-1}$, we have $H_{NT}^{-1} B_N^{-1} = B_N^{-1} \tilde{H}_{NT}^{-1}$. Thus $|H_{NT}^{-1} B_N^{-1}| = \|B_N^{-1} \tilde{H}_{NT}^{-1}\| \leq \|B_N^{-1}\| O_p(1) = O_p(N^{-\alpha_r}/2)$. Part (ii) is obtained by multiplying the bound in part (i) by $\sqrt{T}N^{-\alpha_r}/2$. This proves the lemma. □

**Proof of (27).** Adding and subtracting terms,

$$B_N^{-1} \tilde{F}'e\epsilon T = B_N^{-1}(\tilde{F} - F^0 H_{NT})' e\epsilon T + B_N^{-1} H_{NT}' F^0' e\epsilon T$$

The second term is bounded by, using Assumption A3', $\|F^0' e\epsilon T\| \leq N O_p(\delta^{-2}_{NT})$,

$$\|B_N^{-1} H_{NT}' F^0' e\epsilon T\| \leq \|B_N^{-1} H_{NT}'\| \|F^0' e\epsilon T\| = \|B_N^{-1} H_{NT}'\| N O_p(\delta^{-2}_{NT})$$

From $B_N^{-1} H_{NT}' = B_N^{-2} \tilde{H}' B_N$, we have $\|B_N^{-1} H_{NT}'\| = \|B_N^{-2}\| \|\tilde{H}'\| \|B_N\| = O_p(N^{(\alpha_1 - 2\alpha_r)/2})$. It follows that

$$\|B_N^{-1} H_{NT}' F^0' e\epsilon T\| = O_p(N^{(\alpha_1 - 2\alpha_r)/2}) N O_p(\delta^{-2}_{NT}) = O_p(N^{(\alpha_1 - 2\alpha_r)/2}) + O_p(N/T) N^{(\alpha_1 - 2\alpha_r)/2}.$$ 

Next

$$B_N^{-1}(\tilde{F} - F^0 H_{NT})' e\epsilon T = B_N^{-2}(\tilde{F} B_N - F^0 H_{NT} B_N)' e\epsilon T$$

Note that $H_{NT} B_N = B_N \tilde{H}$. By (A7) and since $\|\epsilon T\| = O_p(N^{1/2})$,

$$\|B_N^{-2}(\tilde{F} B_N - F^0 B_N \tilde{H})' e\epsilon T\| \leq N^{-\alpha_r} \|F^0 B_N - F^0 B_N \tilde{H}\| \|e\epsilon T\| / T$$

$$= N^{-\alpha_r} \max\{N, T\} N^{1/2} / T O_p(1) + N^{-\alpha_r} \max\{N^{3/2}, T^{3/2}\} \max\{N^{3/2}, T^{3/2}\} N^{-\alpha_r}/2 N^{1/2} / T O_p(1)$$

$$= \frac{N^{3/2}}{T N^{\alpha_r}} O_p(1) + N^{1/2 - \alpha_r} O_p(1) + \left(\frac{N}{T N^{\alpha_r}}\right)^{1/2} N^{3/2} / T N^{\alpha_r} O_p(1) + N^{1/2 - \alpha_r} O_p(1).$$

Note that the last two terms are dominated by the first two. Combining results we have

$$B_N^{-1} \tilde{F}' e\epsilon T / T = O_p(N^{(\alpha_1 - 2\alpha_r)/2}) + O_p(\frac{N}{T}) N^{(\alpha_1 - 2\alpha_r)/2} + \frac{N^{3/2}}{T N^{\alpha_r}} O_p(1) + N^{1/2 - \alpha_r} O_p(1).$$

The first term is dominated by the last term since $\alpha_1 \leq 1$, and the second term is dominated by the third term, proving (27). □

**Proof of Lemma 5.** From

$$\tilde{F} B_N - F^0 B_N \tilde{H}_{NT} = \frac{e \Lambda^0 F^0' \tilde{F}}{T} B_N^{-1} (N B_N^{-2} D^2_{NT,r})^{-1} + \frac{e e^t \tilde{F} B_N^{-1}}{T} (N B_N^{-2} D^2_{NT,r})^{-1} = a + b$$

Right multiply $B_N^{-1}$, we have $\tilde{F} = F^0 H_{NT} + (a + b) B_N^{-1}$ and thus $\tilde{F}' \tilde{F} = \tilde{F}' F^0 H_{NT} + \tilde{F}' (a + b) B_N^{-1}$. Dividing by $T$ and using $\tilde{F}' \tilde{F} / T = I_T$, we obtain

$$I_T - H_{NT,3}^{-1} H_{NT} = \frac{1}{T} \tilde{F}' (a + b) B_N^{-1} = \frac{1}{T} \tilde{F}' a B_N^{-1} + \frac{1}{T} \tilde{F}' b B_N^{-1} = c + d,$$
where $H_{NT,3} = (\hat{F}^\prime F^0 / T)^{-1}$. Substituting in the expression for $a$, we have

$$c = \frac{1}{T} \hat{F}^\prime e \Lambda e^0 \hat{F}^0 B_N^{-2} (N B_N^{-2} D_{NT,r}^2)^{-1} \leq \left\| \frac{\hat{F}}{\sqrt{T}} \right\| \cdot \left\| \frac{e \Lambda e^0 B_N^{-1}}{\sqrt{T}} \right\| \cdot \left\| B_N F^0 \hat{F} B_N^{-1} \right\| \cdot \left\| B_N^{-1} \right\| O_p(1)$$

Substituting in the expression for $a$, we have

$$c = \frac{1}{T} \hat{F}^\prime e \Lambda e^0 \hat{F}^0 B_N^{-2} (N B_N^{-2} D_{NT,r}^2)^{-1} \leq \left\| \hat{F} \right\| \cdot \left\| e \Lambda e^0 \hat{F} B_N^{-1} \right\| \cdot \left\| B_N^{-1} \right\| O_p(1)$$

Substituting the expression for $b$, we have

$$d = \frac{\hat{F}^\prime e e' \hat{F} B_N^{-2} (N B_N^{-2} D_{NT,r}^2)^{-1} \leq \left\| e \right\|_2^2 \left\| \hat{F} \right\|^2 \cdot \left\| B_N^{-2} \right\| T^{-2} O_p(1) \leq \max\{N, T\} N^{-\alpha} T^{-1} O_p(1) \right\}. \right.$$ 

Thus,

$$I_r - H_{NT,3}^{-1} H_{NT} = O_p(N^{-\alpha_r/2}) + \max\{N, T\} N^{-\alpha_r} T^{-1} O_p(1)$$

(A8)

Now multiply $H_{NT,3}$ on each side of above

$$H_{NT,3} - H_{NT} = H_{NT,3} \left[ O_p(N^{-\alpha_r/2}) + \max\{N, T\} N^{-\alpha_r} T^{-1} O_p(1) \right]$$

Note that $\left\| H_{NT,3} \right\| \leq N^{(\alpha_1 - \alpha_r)/2} O_p(1)$ because we can rewrite $H_{NT,3} = (B_N^{-1} B_N \hat{F}^0 \hat{F} / T B_N^{-1} B_N)^{-1} = B_N^{-1} (B_N \hat{F}^0 \hat{F} / T B_N^{-1} B_N)^{-1} B_N$, and hence $\left\| H_{NT,3} \right\| \leq \left\| B_N^{-1} \right\| \cdot O_p(1) \cdot \left\| B_N \right\| = N^{(\alpha_1 - \alpha_r)/2} O_p(1)$. It follows that

$$H_{NT,3} - H_{NT} = N^{\frac{1}{2}(\alpha_1 - \alpha_r)} O_p(1) + \frac{N^{1+\frac{1}{2}(\alpha_1 - 3\alpha_r)}}{T} O_p(1) + N^{\frac{1}{2}(\alpha_1 - 3\alpha_r)} O_p(1)$$

which proves part (i) of the lemma. To prove part (ii), left multiply the above equation by $H_{NT,3}^{-1}$, we have

$$I_r - H_{NT} H_{NT,3}^{-1} = \left[ N^{\frac{1}{2}(\alpha_1 - \alpha_r)} O_p(1) + \frac{N^{1+\frac{1}{2}(\alpha_1 - 3\alpha_r)}}{T} O_p(1) + N^{\frac{1}{2}(\alpha_1 - 3\alpha_r)} O_p(1) \right] H_{NT,3}^{-1}$$

But note that $H_{NT,3}^{-1} = \hat{F}^0 F^0 / T$ so $\left\| H_{NT,3}^{-1} \right\| \leq \left\| \frac{\hat{F}}{\sqrt{T}} \right\| \cdot \left\| \frac{F^0}{\sqrt{T}} \right\| = O_p(1)$, proving part (ii). □
Table 1: DGP 1

| N  | T   | $R^2(F_1)$ | $R^2(\Lambda_1)$ | $R^2(F_2)$ | $R^2(\Lambda_2)$ | $R^2(F_3)$ | $R^2(\Lambda_3)$ | $M(\tilde{F})$ | $M(\tilde{\Lambda})$ | $\bar{\rho}(\tilde{C}, \tilde{C})$ |
|----|-----|------------|------------------|------------|------------------|------------|------------------|----------------|------------------|-----------------|
| 100| 100 | 0.979      | 0.979            | 0.975      | 0.975            | 0.969      | 0.969            | 0.975          | 0.975            | 0.965           |
| 100| 500 | 0.979      | 0.996            | 0.975      | 0.995            | 0.969      | 0.994            | 0.975          | 0.995            | 0.983           |
| 100| 1000| 0.979      | 0.998           | 0.975      | 0.997            | 0.969      | 0.997            | 0.975          | 0.997            | 0.985           |
| 250| 500 | 0.992      | 0.996           | 0.990      | 0.995            | 0.987      | 0.994            | 0.990          | 0.995            | 0.990           |
| 250| 1000| 0.992      | 0.979           | 0.990      | 0.997            | 0.987      | 0.997            | 0.990          | 0.997            | 0.992           |
| 500| 100 | 0.996      | 0.979           | 0.995      | 0.975            | 0.969      | 0.995            | 0.975          | 0.995            | 0.992           |
| 500| 250 | 0.996      | 0.992           | 0.995      | 0.990            | 0.994      | 0.987            | 0.995          | 0.990            | 0.988           |
| 500| 500 | 0.996      | 0.996           | 0.995      | 0.995            | 0.994      | 0.994            | 0.995          | 0.995            | 0.993           |

Notes: $R^2(\tilde{F}_j)$ is the $R^2$ from a regression of the PC estimate $\tilde{F}_j$ on $F^0_1, F^0_2, F^0_3$. $M(\tilde{F})$ is the multivariate correlation between $\tilde{F}$ and $F^0$, and $\bar{\rho}(\tilde{C}, \tilde{C}) = \frac{1}{N} \sum_{i=1}^{N} \rho_i(\tilde{C}_i, C^0_i)$, where $\rho_i$ is the correlation between $\tilde{C}_i$ and $C^0_i$. 

\[ \text{strong, } R^2_{\tilde{C}} = 0.541 \]

\[ \text{weak homogeneous, } R^2_{\tilde{C}} = 0.082 \]

\[ \text{weak heterogeneous, } R^2_{\tilde{C}} = 0.327 \]
Table 2: DGP 2

| N   | T   | $R^2(F_1)$ | $R^2(\Lambda_1)$ | $R^2(F_2)$ | $R^2(\Lambda_2)$ | $R^2(F_3)$ | $R^2(\Lambda_3)$ | $M(F)$ | $M(\Lambda)$ | $\bar{\rho}(C_i, C_i)$ |
|-----|-----|------------|-----------------|------------|-----------------|------------|-----------------|--------|-------------|-------------------|
| 100 | 100 | 0.984     | 0.974           | 0.946     | 0.946           | 0.969     | 0.975           | 0.963  | 0.984       | 0.946             |
| 100 | 500 | 0.984     | 0.975           | 0.995     | 0.949           | 0.989     | 0.969           | 0.995  | 0.981       | 0.974             |
| 100 | 1000| 0.984    | 0.975          | 0.995     | 0.949          | 0.995     | 0.969           | 0.997  | 0.984       | 0.974             |
| 250 | 500 | 0.993    | 0.990          | 0.995     | 0.980          | 0.900     | 0.988           | 0.995  | 0.990       | 0.974             |
| 250 | 1000| 0.993    | 0.990          | 0.997     | 0.980          | 0.995     | 0.988           | 0.997  | 0.992       | 0.974             |
| 500 | 100 | 0.997    | 0.984          | 0.995     | 0.989          | 0.949     | 0.994           | 0.975  | 0.990       | 0.974             |
| 500 | 250 | 0.997    | 0.995          | 0.990     | 0.990          | 0.980     | 0.994           | 0.990  | 0.992       | 0.974             |
| 500 | 500 | 0.997    | 0.995          | 0.995     | 0.990          | 0.990     | 0.994           | 0.995  | 0.992       | 0.974             |

strong, $R^2_C = 0.545$

| N   | T   | $R^2(F_1)$ | $R^2(\Lambda_1)$ | $R^2(F_2)$ | $R^2(\Lambda_2)$ | $R^2(F_3)$ | $R^2(\Lambda_3)$ | $M(F)$ | $M(\Lambda)$ | $\bar{\rho}(C_i, C_i)$ |
|-----|-----|------------|-----------------|------------|-----------------|------------|-----------------|--------|-------------|-------------------|
| 100 | 100 | 0.901     | 0.836           | 0.654     | 0.655           | 0.804     | 0.840           | 0.784  | 0.889       | 0.889             |
| 100 | 500 | 0.905     | 0.854           | 0.733     | 0.918           | 0.832     | 0.964           | 0.889  | 0.889       | 0.889             |
| 100 | 1000| 0.905    | 0.857          | 0.741     | 0.958          | 0.835     | 0.982           | 0.906  | 0.889       | 0.889             |
| 250 | 500 | 0.930    | 0.894          | 0.942     | 0.796          | 0.877     | 0.842           | 0.891  | 0.891       | 0.891             |
| 250 | 1000| 0.931    | 0.897          | 0.970     | 0.806          | 0.935     | 0.878           | 0.917  | 0.917       | 0.917             |
| 500 | 100 | 0.936    | 0.888          | 0.718     | 0.452          | 0.854     | 0.687           | 0.700  | 0.700       | 0.700             |
| 500 | 250 | 0.943    | 0.844          | 0.805     | 0.702          | 0.887     | 0.846           | 0.826  | 0.826       | 0.826             |
| 500 | 500 | 0.945   | 0.916          | 0.831     | 0.831          | 0.898     | 0.917           | 0.883  | 0.883       | 0.883             |

weak homogeneous, $R^2_C = 0.109$

| N   | T   | $R^2(F_1)$ | $R^2(\Lambda_1)$ | $R^2(F_2)$ | $R^2(\Lambda_2)$ | $R^2(F_3)$ | $R^2(\Lambda_3)$ | $M(F)$ | $M(\Lambda)$ | $\bar{\rho}(C_i, C_i)$ |
|-----|-----|------------|-----------------|------------|-----------------|------------|-----------------|--------|-------------|-------------------|
| 100 | 100 | 0.989    | 0.921          | 0.277     | 0.278           | 0.737     | 0.971           | 0.900  | 0.900       | 0.900             |
| 100 | 500 | 0.989    | 0.925          | 0.511     | 0.431           | 0.514     | 0.840           | 0.993  | 0.953       | 0.953             |
| 100 | 1000| 0.989   | 0.926          | 0.543     | 0.880           | 0.820     | 0.997           | 0.962  | 0.962       | 0.962             |
| 250 | 500 | 0.996   | 0.958          | 0.556     | 0.674           | 0.838     | 0.994           | 0.965  | 0.965       | 0.965             |
| 250 | 1000| 0.996   | 0.959          | 0.603     | 0.818           | 0.853     | 0.997           | 0.974  | 0.974       | 0.974             |
| 500 | 100 | 0.998   | 0.971          | 0.189     | 0.088           | 0.728     | 0.976           | 0.913  | 0.913       | 0.913             |
| 500 | 250 | 0.998   | 0.973          | 0.434     | 0.335           | 0.805     | 0.989           | 0.951  | 0.951       | 0.951             |
| 500 | 500 | 0.998   | 0.973          | 0.574     | 0.575           | 0.850     | 0.994           | 0.969  | 0.969       | 0.969             |

weak heterogeneous, $R^2_C = 0.501$

See Table 1 footnotes.
Table 3: DGP2 with $\Sigma_F \neq I_r$

| $N$  | $T$  | $R^2(F_1)$ | $R^2(\Lambda_1)$ | $R^2(F_2)$ | $R^2(\Lambda_2)$ | $R^2(F_3)$ | $R^2(\Lambda_3)$ | $M(F)$ | $M(\Lambda)$ | $\bar{\rho}(C_i, C_i)$ |
|------|------|------------|-------------------|------------|-------------------|------------|-------------------|-------|-------------|------------------|
| 100  | 100  | 0.992      | 0.901             | 0.712      | 0.946             | 0.941      | 0.933             |       |             |                  |
| 100  | 500  | 0.992      | 0.908             | 0.769      | 0.924             | 0.952      | 0.986             | 0.967  |             |                  |
| 100  | 1000 | 0.992      | 0.909             | 0.777      | 0.961             | 0.953      | 0.993             | 0.972  |             |                  |
| 250  | 500  | 0.997      | 0.961             | 0.891      | 0.937             | 0.979      | 0.988             | 0.981  |             |                  |
| 250  | 1000 | 0.997      | 0.961             | 0.894      | 0.967             | 0.979      | 0.994             | 0.986  |             |                  |
| 500  | 100  | 0.998      | 0.978             | 0.908      | 0.926             | 0.771      | 0.987             | 0.948  | 0.957       |                  |
| 500  | 250  | 0.998      | 0.980             | 0.937      | 0.891             | 0.989      | 0.977             | 0.978  |             |                  |
| 500  | 500  | 0.998      | 0.980             | 0.980      | 0.941             | 0.941      | 0.989             | 0.988  | 0.986       |                  |

**strong, $R^2_{C_i} = 0.578$**

| $N$  | $T$  | $R^2(F_1)$ | $R^2(\Lambda_1)$ | $R^2(F_2)$ | $R^2(\Lambda_2)$ | $R^2(F_3)$ | $R^2(\Lambda_3)$ | $M(F)$ | $M(\Lambda)$ | $\bar{\rho}(C_i, C_i)$ |
|------|------|------------|-------------------|------------|-------------------|------------|-------------------|-------|-------------|------------------|
| 100  | 100  | 0.935      | 0.344             | 0.111      | 0.111             | 0.725      | 0.706             | 0.632  |             |                  |
| 100  | 500  | 0.937      | 0.506             | 0.312      | 0.767             | 0.855      | 0.768             |       |             |                  |
| 100  | 1000 | 0.937      | 0.543             | 0.227      | 0.477             | 0.781      | 0.906             | 0.808  |             |                  |
| 250  | 500  | 0.949      | 0.611             | 0.144      | 0.188             | 0.773      | 0.801             | 0.737  |             |                  |
| 250  | 1000 | 0.949      | 0.658             | 0.207      | 0.330             | 0.793      | 0.863             | 0.791  |             |                  |
| 500  | 100  | 0.949      | 0.236             | 0.083      | 0.035             | 0.707      | 0.562             | 0.505  |             |                  |
| 500  | 250  | 0.954      | 0.380             | 0.085      | 0.062             | 0.743      | 0.676             | 0.622  |             |                  |
| 500  | 500  | 0.956      | 0.491             | 0.119      | 0.119             | 0.772      | 0.754             | 0.702  |             |                  |

**weak homogeneous, $R^2_{C_i} = 0.094$**

| $N$  | $T$  | $R^2(F_1)$ | $R^2(\Lambda_1)$ | $R^2(F_2)$ | $R^2(\Lambda_2)$ | $R^2(F_3)$ | $R^2(\Lambda_3)$ | $M(F)$ | $M(\Lambda)$ | $\bar{\rho}(C_i, C_i)$ |
|------|------|------------|-------------------|------------|-------------------|------------|-------------------|-------|-------------|------------------|
| 100  | 100  | 0.984      | 0.150             | 0.057      | 0.057             | 0.671      | 0.949             | 0.772  |             |                  |
| 100  | 500  | 0.984      | 0.285             | 0.024      | 0.058             | 0.702      | 0.974             | 0.844  |             |                  |
| 100  | 1000 | 0.984      | 0.342             | 0.020      | 0.066             | 0.715      | 0.981             | 0.864  |             |                  |
| 250  | 500  | 0.993      | 0.292             | 0.021      | 0.031             | 0.706      | 0.982             | 0.873  |             |                  |
| 250  | 1000 | 0.993      | 0.367             | 0.014      | 0.029             | 0.724      | 0.987             | 0.894  |             |                  |
| 500  | 100  | 0.997      | 0.111             | 0.048      | 0.051             | 0.658      | 0.970             | 0.809  |             |                  |
| 500  | 250  | 0.997      | 0.190             | 0.033      | 0.022             | 0.681      | 0.981             | 0.859  |             |                  |
| 500  | 500  | 0.997      | 0.280             | 0.022      | 0.022             | 0.704      | 0.986             | 0.888  |             |                  |

**weak heterogeneous, $R^2_{C_i} = 0.380$**

See Table 1 footnotes.
Notes: The ‘Fj’ plots display residuals from regressing $\hat{F}_{jt}$ on $F^0$ for $t = 100$. The ‘Lj’ plots display residuals from regression $\hat{\Lambda}_i$ on $\Lambda^0$ for $i = 50$. $F^0$ and $\Lambda^0$ are generated using DGP1.
Notes: The ‘Fj’ plots display residuals from regressing $\hat{F}_t$ on $F^0$ for $t = 100$. The ‘Lj’ plots display residuals from regression $\hat{\Lambda}_i$ on $\Lambda^0$ for $i = 50$. $F^0$ and $\Lambda^0$ are generated using DGP2.
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