BIFURCATION ANALYSIS OF A TUMOR-MODEL FREE BOUNDARY PROBLEM WITH A NONLINEAR BOUNDARY CONDITION
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Abstract. In this paper we study existence of nonradial stationary solutions of a free boundary problem modeling the growth of nonnecrotic tumors. Unlike the models studied in existing literatures on this topic where boundary value condition for the nutrient concentration $\sigma$ is linear, in this model this is a nonlinear boundary condition. By using the bifurcation method, we prove that nonradial stationary solutions do exist when the surface tension coefficient $\gamma$ takes values in small neighborhoods of certain eigenvalues of the linearized problem at the radial stationary solution.

1. Introduction. In this paper we study the following multi-dimensional free boundary problem of a 2-system of elliptic equations modeling the stationary state of a living tumor:

$$
\begin{align*}
\Delta \sigma &= f(\sigma), & x &\in \Omega, \\
-\Delta p &= g(\sigma), & x &\in \Omega, \\
-\partial_n \sigma &= h(\sigma), & x &\in \partial \Omega, \\
p &= \gamma \kappa, & x &\in \partial \Omega, \\
\partial_n p &= 0, & x &\in \partial \Omega.
\end{align*}
$$

(1)

Here $\Omega$ is the domain in $\mathbb{R}^n$ occupied by the tumor whose boundary $\partial \Omega$ is a priori unknown and has to be determined together with the unknown functions $\sigma = \sigma(x)$ and $p = p(x)$, which represent the nutrient concentration in the tumor region and the pressure between tumor cells, respectively. Moreover, $f$, $g$ and $h$ are given functions, with $f(\sigma)$ representing the consumption rate of nutrient by tumor cells, $g(\sigma)$ representing the proliferation rate of tumor cells when the nutrient concentration is at level $\sigma$, and $h$ being a function measuring the combined effect of the strength of nutrient supply in the host tissue of the tumor and the ability that the tumor receives nutrient from its surface. Besides, $\kappa$ is the mean curvature of the tumor surface $\partial \Omega$ whose sign is designated by the convention that for the sphere it is positive, and $\gamma$ is a positive constant called surface tension coefficient, which measures the strength of the surface tension of the tumor surface. Finally, $\partial_n$ is the
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derivative in the direction of the outward normal \( n \) of \( \partial \Omega \). In practice \( n = 3 \), but for mathematical interest in this paper we consider the general case \( n \geq 2 \).

The above model is developed from recent work of Friedman and Lam [13], where the time-dependent version of (1.1) with \( f, g \) and \( h \) being linear functions was studied. In our recent work [20], we studied the time-dependent version of (1.1) with \( f, g \) and \( h \) being general nonlinear functions satisfying some biologically meaningful conditions (see the assumptions (A1)–(A5) below) and proved that under those conditions, (1.1) has a unique radial solution \((\sigma_s(r), p_s(r), \Omega_s)\) (with \( \Omega_s = B(0, R_s) \)) which corresponds to the radial stationary solution of the time-dependent version of the above model. Moreover, we also proved that there exists a threshold value \( \gamma^* > 0 \) for the surface tension coefficient \( \gamma \), such that for \( \gamma > \gamma^* \) this radial stationary solution is asymptotically stable under small non-radial perturbations, whereas for \( \gamma < \gamma^* \) it is unstable with respect to non-radial perturbations. The aim of this paper is to study existence of nonradial solutions of the problem (1.1) by using the method of bifurcation analysis. We note that in the case that the nonlinear boundary condition \( -\partial_n \sigma|_{\partial \Omega} = h(\sigma) \) is replaced by the Dirichlet boundary condition \( \sigma|_{\partial \Omega} = \bar{\sigma} \), where \( \bar{\sigma} \) is a positive constant reflecting the concentration of nutrient in the host tissue of the tumor, the above bifurcation problem has been intensively studied during the past twenty years, cf. [1, 5, 9, 11, 14, 17, 19] and references therein. Recently, Huang, Zhang and Hu [15] studied the special case of the problem (1.1) that \( f, g \) and \( h \) are linear functions, and Zhuang and Cui [6] extended their results to the case that \( f, g \) are nonlinear functions and \( h(\sigma) \) is still a linear function: \( h(\sigma) = \beta(\sigma - \bar{\sigma}) \), where \( \bar{\sigma} \) is as above and \( \beta \) is another positive constant measuring the ability that the tumor attracts blood vessels from its host tissue. In this paper we aim at further extending the results of [6] and [15] to the general case that \( f, g \) and \( h \) are all nonlinear functions. We note that nonlinear functions are more realistic in practice due to complexity of real world environment, and linear functions are just approximations of nonlinear functions for the purpose to simplify mathematical treatment. For bifurcation analysis of other related tumor models, we refer the reader to see [7, 10, 12, 18, 21, 22] and the references cited therein.

In the following, we always denote \( r = |x| \) and \( \omega = x/r \) (for \( x \neq 0 \)). As in [20], we assume that the functions \( f, g, h \) satisfy the following conditions:

\begin{itemize}
  \item [(A1)] \( f, g, h \in C^\infty[0, \infty) \);
  \item [(A2)] \( f'(\sigma) > 0, \forall \sigma \in [0, \infty) \), and \( f(0) = 0 \);
  \item [(A3)] \( g'(\sigma) > 0, \forall \sigma \in [0, \infty) \), and there exists \( \bar{\sigma} > 0 \) such that \( g(\bar{\sigma}) = 0 \);
  \item [(A4)] \( h'(\sigma) > 0, \forall \sigma \in [0, \infty) \), and there exists \( \bar{\sigma} > 0 \) such that \( h(\bar{\sigma}) = 0 \);
  \item [(A5)] \( \bar{\sigma} > \bar{\sigma} \).
\end{itemize}

Note that the assumption (A5) ensures that the tumor can receive sufficient nutrient from its host tissue so that it can be alive; without this assumption the tumor will die of hunger and the problem (1.1) does not have a radial solution, cf. [23], for instance. The assumption (A1) is for mathematical simplicity. It is possible to replace this assumption with certain weaker assumptions. The assumptions (A2)–(A4) are from biological considerations, cf. [3, 4, 20, 23] for explanation.

It is clear that \((\sigma_s(r), p_s(r), \Omega_s)\) with \( \Omega_s = B(0, R_s) \) is a radial solution of (1) if and only if \((\sigma_s(r), p_s(r), \bar{R}_s)\) is a solution of the following problem (see [20]):
\[ \begin{align*}
\sigma''_s(r) + \frac{n-1}{r} \sigma'_s(r) &= f(\sigma_s(r)), \quad 0 < r < R_s, \\
p''_s(r) + \frac{n-1}{r} p'_s(r) &= -g(\sigma_s(r)), \quad 0 < r < R_s, \\
\sigma'_s(0) &= 0, \quad \sigma'_s(R_s) + h(\sigma_s(R_s)) = 0, \\
p'_s(0) &= 0, \quad p_s(R_s) = \frac{\gamma}{R_s}, \\
p'_s(R_s) &= 0.
\end{align*} \]

Linearized problem of the model (1) at the radial solution \((\sigma_s(r), p_s(r), \Omega_s)\) is as follows (see Section 2 below):

\[ \begin{align*}
\frac{\partial^2 \varphi}{\partial r^2} + \frac{n-1}{r} \frac{\partial \varphi}{\partial r} + \frac{1}{r^2} \Delta_\omega \varphi &= f'(\sigma_s(r))\varphi, \quad 0 < r < R_s, \quad \omega \in S^{n-1}, \\
\frac{\partial^2 \psi}{\partial r^2} + \frac{n-1}{r} \frac{\partial \psi}{\partial r} + \frac{1}{r^2} \Delta_\omega \psi &= -g'(\sigma_s(r))\varphi, \quad 0 < r < R_s, \quad \omega \in S^{n-1}, \\
\frac{\partial \varphi}{\partial r} |_{r=R_s} + k(\sigma_s(R_s))\varphi |_{r=R_s} &= -[\sigma''_s(R_s) + \frac{1}{n-1} \Delta_\omega \rho] \varphi, \quad \omega \in S^{n-1}, \\
\frac{\partial \psi}{\partial r} |_{r=R_s} + \frac{\gamma}{R_s^2} \left( \rho + \frac{1}{n-1} \Delta_\omega \rho \right) &= 0, \quad \omega \in S^{n-1}, \\
-\frac{\partial \psi}{\partial r} |_{r=R_s} + g(\sigma_s(R_s)) \rho &= 0, \quad \omega \in S^{n-1},
\end{align*} \]

where \(\varphi = \varphi(\omega, r), \psi = \psi(\omega, r), \rho = \rho(\omega)\) are new unknown functions.

Clearly, for any \(\gamma > 0\), \((\varphi(\omega, r), \psi(\omega, r), \rho(\omega)) = (0, 0, 0)\) is always a solution of the above problem, which is referred to as trivial solution of (3). Moreover, due to translation invariance of the problem (1), it follows that for any nonzero vector \(\eta \in \mathbb{R}^n\),

\(\varphi_\eta(\omega, r), \psi_\eta(\omega, r), \rho_\eta(\omega) = (\sigma'_s(\omega), p'_s(\omega), -\omega \cdot \eta)\)

is a solution of (3) for all \(\gamma > 0\), which is called a quasi-trivial solution of (3). All other solutions of (3) will be regarded as nontrivial solutions. We shall prove that there exists a sequence of numbers \(\{\gamma_k\}_{k=2}^{\infty}\) such that (3) has nontrivial solutions if and only if \(\gamma = \gamma_k\); see Lemma 2.2 in Section 2 below. \(\gamma_k (k = 2, 3, \cdots)\) are referred to as eigenvalues of the problem (3).

To state our main result we need first introduce some notations. For every nonnegative integer \(k\), as in [4, 5, 20, 23] we denote by \(\lambda_k\) the \(k+1\)-th eigenvalue of the Laplace-Beltrami operator \(\Delta_\omega\) in the sphere \(S^{n-1}\), i.e.,

\(\lambda_k = k^2 + (n-2)k, \quad k = 0, 1, 2, \cdots.\)

For every such \(k\), let \(Y_{kl}(\omega), l = 1, 2, \cdots, d_k\), be a normalized orthogonal basis (with respect to \(L^2\) inner product for functions in the sphere) of the eigenspace \(H^k(S^{n-1})\) of \(\Delta_\omega\) corresponding to the eigenvalue \(\lambda_k\), where \(d_k\) is the dimension of this space, i.e.,

\(d_0 = 1, \quad d_1 = n, \quad d_k = \binom{k+n-1}{k} - \binom{k+n-3}{k-2}, \quad k = 2, 3, \cdots.\)

Hence the following relations hold:

\(\Delta_\omega Y_{kl}(\omega) = -\lambda_k Y_{kl}(\omega), \quad k = 0, 1, 2, \cdots, \quad l = 1, 2, \cdots, d_k.\)

Here we particularly point that later on we always put \(Y_{k1}(\omega) = Z^n_k(\omega)\), where \(Z^n_k(\omega)\) denotes the zonal harmonic of degree \(k\) (see [16] and Sections 4, 5 below for
where bifurcation solution having the following form:

\[ s_n \]

solutions bifurcating from the radial solution at \( \gamma = \gamma_k \) with \( k \in [0, 2\pi) \), we have \( Y_{01}(\omega) = \frac{1}{\sqrt{\pi}} \), \( Y_{11}(\omega) = \frac{1}{\sqrt{\pi}} \cos k\theta \) and \( Y_{21}(\omega) = \frac{1}{\sqrt{\pi}} \sin k\theta \), \( k = 1, 2, \ldots \).

The main result of this paper is as follows:

**Theorem 1.1.** Assume that conditions (A1)–(A5) are satisfied and let \( \{\gamma_k\}_{k \geq 2} \) be the sequence of eigenvalues of the problem (3) mentioned above. There exists an integer \( k^* \geq 2 \) such that the following assertions hold:

1. In the case \( n = 2 \), for any \( k \geq k^* \) the problem (1) has a branch of nontrivial solutions bifurcating from the radial solution \( (\sigma_s(r), p_s(r), \Omega_s) \) at \( \gamma = \gamma_k \), with the bifurcation solution having the following form:

\[
\begin{align*}
\gamma &= \gamma_k + \varepsilon a_k + o(\varepsilon), \\
r &= R_s + \varepsilon \cos k\theta + o(\varepsilon), \\
u_z(r, \theta) &= \sigma_z(r) + \varepsilon u_k(r) \cos k\theta + o(\varepsilon), \\
v_z(r, \theta) &= p_z(r) + \varepsilon v_k(r) \cos k\theta + o(\varepsilon),
\end{align*}
\]

where \( a_k \) is a nonzero real constant, \( u_k(r), v_k(r) \) are some smooth functions (see (31) for explicit expressions), and \( \varepsilon \) represents a small parameter. The second equation is the polar coordinate equation of the free surface \( \partial \Omega \).

2. In the general case \( n \geq 3 \), at least for every even \( k \geq k^* \) the problem (1) has a branch of nontrivial solutions bifurcating from the radial solution \( (\sigma_s(r), p_s(r), \Omega_s) \) at \( \gamma = \gamma_k \), with the bifurcation solution having the following form:

\[
\begin{align*}
\gamma &= \gamma_k + \varepsilon a_k + o(\varepsilon), \\
r &= R_s + \varepsilon Z_k^n(\omega) + o(\varepsilon), \\
u_z(r, \omega) &= \sigma_z(r) + \varepsilon u_k(r) Z_k^n(\omega) + o(\varepsilon), \\
v_z(r, \omega) &= p_z(r) + \varepsilon v_k(r) Z_k^n(\omega) + o(\varepsilon),
\end{align*}
\]

where \( a_k, u_k(r), v_k(r) \) and \( \varepsilon \) are similar as above. Again, the second equation is the polar coordinate equation of the free surface \( \partial \Omega \).

Organization of the rest part is as follows. In section 2 we compute the linearization of the problem (1) and study the eigenvalue problem (3) by regarding \( \gamma \) as a real parameter. We shall prove existence of a sequence of eigenvalues \( \{\gamma_k\}_{k=2}^\infty \). In section 3 we transform the problem (1) into a functional equation in certain Banach space by using the technique of Hanzawa transformation. After making these preparations, in the last two sections we give the proof of Theorem 1.1.

2. Linearization and eigenvalues. By Theorem 1.1 of [20], we know that the problem (2) has a unique solution \( (\sigma_s(r), p_s(r), R_s) \). In this section we compute the linearization of the problem (1) at this spherically symmetric solution \( (\sigma_s(r), p_s(r), R_s) \) and determine eigenvalues of the linearized problem (3).

First of all, as in [5, 6, 11, 14, 15, 19], by considering a solution \( (\sigma, p, \Omega) \) of (1) of the form

\[
\begin{align*}
\sigma(r, \omega) &= \sigma_s(r) + \varepsilon \varphi(r, \omega) + o(\varepsilon), \\
p(r, \omega) &= p_s(r) + \varepsilon \psi(r, \omega) + o(\varepsilon), \\
\Omega &= \{ x \in \mathbb{R}^n : r < R_s + \varepsilon \rho(\omega) + o(\varepsilon) \},
\end{align*}
\]

with a small real parameter \( \varepsilon \) and using a similar argument as in the proofs of Lemma 3.1 of [5], Lemma 2.1 of [6] and Lemma 5.2 of [20], we easily obtained the following preliminary result:
Lemma 2.1. The linearization of the problem (1) at the radial solution \((\sigma_s(r), p_s(r), \Omega_s)\) is the system \((\beta)\).

Comparing the system \((3)\) with the system \((1.4)\) of [6], we see that by letting \(\beta = h'(\sigma_s(R_s))\), \((3)\) coincides with \((1.4)\) of [6]. Thus, all results obtained in [6] concerning the system \((1.4)\) there apply to the present system \((3)\) by replacing \(\beta\) there with \(h'(\sigma_s(R_s))\). For completeness, in what follows we present a skeleton of the process of solving \((3)\).

Note that since all known functions in \((3)\) are smooth, by some standard results in the regularity theory of elliptic partial differential equations we see that the solution \((\varphi, \psi, \rho)\) of \((3)\) belongs to \(C^\infty(\Omega_s) \times C^\infty(\overline{\Omega_s}) \times C^\infty(S^{n-1})\). Hence we can expand \(\varphi, \psi, \rho\) via spherical harmonics \(\{Y_{kl}(\omega)\}\) as follows:

\[
\begin{aligned}
\varphi(r, \omega) &= \sum_{k=0}^{\infty} \sum_{l=1}^{d_k} u_{kl}(r) Y_{kl}(\omega), \\
\psi(r, \omega) &= \sum_{k=0}^{\infty} \sum_{l=1}^{d_k} v_{kl}(r) Y_{kl}(\omega), \\
\rho(\omega) &= \sum_{k=0}^{\infty} \sum_{l=1}^{d_k} c_{kl} Y_{kl}(\omega).
\end{aligned}
\]

Substituting these expressions into \((3)\) and comparing coefficients of every \(Y_{kl}(\omega)\), we get

\[
\begin{aligned}
u_{kl}'(r) + \frac{n-1}{r} u_{kl}'(r) - k^2 + \frac{(n-2)k}{r^2} u_{kl}(r) &= f(\sigma_s(r)) u_{kl}(r), & 0 < r < R_s, \\
v_{kl}'(r) + \frac{n-1}{r} v_{kl}'(r) - k^2 + \frac{(n-2)k}{r^2} v_{kl}(r) &= -g(\sigma_s(r)) u_{kl}(r), & 0 < r < R_s, \\
u_{kl}(R_s) + h'(\sigma_s(R_s)) u_{kl}(R_s) &= -[h'(\sigma_s(R_s)) \sigma_s(R_s) + \sigma''(R_s)] c_{kl}, \\
v_{kl}(R_s) &= \frac{[k^2 + (n-2)k - (n-1)]\gamma}{(n-1)R_s^2} c_{kl}, \\
v_{kl}'(R_s) &= g(\sigma_s(R_s)) c_{kl}.
\end{aligned}
\]

Note that we naturally have the following boundary conditions: \(u_{kl}'(0) = v_{kl}'(0) = 0\) for all \(k \in \mathbb{Z}_+\) and \(l = 1, 2, \cdots, d_k\), which arise from smoothness of \(\varphi(x)\) and \(\psi(x)\) at \(x = 0\).

As in [5, 6], for each \(k \in \mathbb{Z}_+ = \{k \in \mathbb{Z} : k \geq 0\}\) we use the notation \(\bar{u}_k(r)\) to denote the unique solution of the following initial value problem:

\[
\begin{aligned}
\bar{u}_k''(r) + \frac{2k + n - 1}{r} \bar{u}_k'(r) &= f'(\sigma_s(r)) \bar{u}_k(r), & 0 < r < R_s, \\
\bar{u}_k(0) &= 1, & \bar{u}_k'(0) &= 0.
\end{aligned}
\]

It is not difficult to see that the unique solution of \((6)\), subject to the boundary condition \((6)_3\) is given by

\[u_{kl}(r) = \mu_k c_{kl} r^k \bar{u}_k(r),\]

where

\[
\mu_k = -\frac{h'(\sigma(R_s)) \sigma'(R_s) + \sigma''(R_s)}{h'(\sigma(R_s)) R_s^k \bar{u}_k(R_s) + k R_s^{k-1} \bar{u}_k(R_s) + R_s^k \bar{u}_k'(R_s)}.
\]
In fact, it is clear that the following relations hold:

\[
\gamma
\]

By \((10)\), for every \(k \in \mathbb{Z}_+\) we use the notation \(\bar{v}_k(r)\) to denote the unique solution of the following initial value problem:

\[
\begin{cases}
\bar{v}_k''(r) + \frac{2k + n - 1}{r} \bar{v}_k'(r) = -g'(\sigma_s(r))\bar{u}_k(r), & 0 < r < R_s, \\
\bar{v}_k(0) = 1, & \bar{v}_k'(0) = 0.
\end{cases}
\]

In the same way, we can easily obtain the unique solution of \((6)_2\) subject to the boundary condition \((6)_4\)

\[
v_{kl}(r) = \mu_k c_{kl} r^k \varphi_k(r) + \beta_k(\gamma) c_{kl} r^k, \tag{7}
\]

where

\[
\beta_k(\gamma) = \frac{1}{R^2_s} \left\{ \frac{[h'(\sigma_s(R_s))\sigma'_s(R_s) + \sigma''_s(R_s)]\bar{u}_k(R_s)}{h'(\sigma_s(R_s))\bar{u}_k(R_s) + kR_s^{-1}\bar{u}_k(R_s) + \bar{u}_k'(R_s)} - \frac{\gamma[k^2 + (n - 2)k - (n - 1)]}{(n - 1)R^2_s} \right\}, \tag{8}
\]

Substituting the above expressions \((7), (8)\) of \(v_{kl}\) into \((6)_5\), we see that the system \((6)\) reduces into the following equation for \(c_{kl}\):

\[
a_k(\gamma) c_{kl} = 0, \tag{9}
\]

where

\[
a_k(\gamma) = g(\sigma_s(R_s)) - \frac{\gamma k^2 + (n - 2)k - (n - 1)}{(n - 1)R^2_s} + \frac{[h'(\sigma_s(R_s))\sigma'_s(R_s) + \sigma''_s(R_s)]\bar{u}_k'(R_s)}{h'(\sigma_s(R_s))\bar{u}_k(R_s) + kR_s^{-1}\bar{u}_k(R_s) + \bar{u}_k'(R_s)} \tag{10}
\]

\((k = 0, 1, 2, \cdots)\). Hence, \((\varphi, \psi, \rho)\) given by \((5)\) is a nontrivial solution of \((3)\) if and only if there exist \(k, l\) such that \((9)\) has a nontrivial solution \(c_{kl}\). Clearly, this is possible if and only if there exists a nonnegative integer \(k\) such that \(\gamma\) is a solution of the equation

\[
a_k(\gamma) = 0.
\]

By \((10)\), for every \(k = 2, 3, \cdots\), the above equation has a unique solution which we denote as \(\gamma_k\), having the following expression:

\[
\gamma_k = \frac{(n - 1)c_k R^3_s}{k[k^2 + (n - 2)k - (n - 1)]}, \tag{11}
\]

where

\[
c_k = g(\sigma_s(R_s)) + \frac{[h'(\sigma_s(R_s))\sigma'_s(R_s) + \sigma''_s(R_s)]\bar{u}_k'(R_s)}{h'(\sigma_s(R_s))\bar{u}_k(R_s) + kR_s^{-1}\bar{u}_k(R_s) + \bar{u}_k'(R_s)}, \quad k = 2, 3, \cdots.
\]

In fact, it is clear that the following relations hold:

\[
a_k(\gamma) = -\frac{k[k^2 + (n - 2)k - (n - 1)]}{(n - 1)R^2_s} (\gamma - \gamma_k), \quad k = 2, 3, \cdots. \tag{12}
\]

Similarly as in Lemma 4.1 of \([23]\), for \(k = 0, 1\) we have, for any \(\gamma > 0\),

\[
a_k(\gamma) = c_k \begin{cases} < 0, & \text{for } k = 0, \\ = 0, & \text{for } k = 1. \end{cases} \tag{13}
\]

In summary, we have proved the following lemma:

**Lemma 2.2.** The problem \((3)\) has a nontrivial solution if and only if there exists an integer \(k \geq 2\) such that \(\gamma = \gamma_k\).
Since by letting \( \beta = h'(\sigma_s(R_s)) \), (3) coincides with (1.4) of [6], by Lemma 2.3 of [6] we have:

**Lemma 2.3.** There exists an integer \( k^* \geq 2 \) such that \( \gamma_k \) is strictly monotone decreasing for \( k \geq k^* \).

3. **Reduction into a functional equation.** In this section we reduce the problem (1) into a functional equation of the form \( F(\rho, \gamma) = 0 \), where \( \rho \) represents a function defined in \( S^{n-1} \) describing the free boundary \( \partial \Omega \), and \( [\rho \mapsto F(\rho, \gamma)] \) is an operator mapping some neighborhood of the origin of \( C^{m+\mu}(S^{n-1}) \) into \( C^{m-3+\mu}(S^{n-1}) \) (for each fixed \( \gamma > 0 \)), where \( m \) is a positive integer not less than 2 and \( 0 < \mu < 1 \). We note that unlike the problem treated in [5, 6] where both boundary conditions for \( \sigma \) and \( p \) are linear, in the present situation we meet with a nonlinear boundary condition for \( \sigma \). Fortunately, the elliptic boundary value problem with a nonlinear boundary condition has been successfully treated in [20]. We cite the result of [20] that we need as follows:

**Lemma 3.1.** Assume that Conditions (A1)–(A4) are satisfied and let \( \gamma > 0 \) be fixed. Let \( m, \mu \) be as above. For any bounded domain \( \Omega \) in \( \mathbb{R}^n \) which is \( C^{m+\mu} \)-diffeomorphic to the unit ball in \( \mathbb{R}^n \), the problem

\[
\begin{align*}
\Delta \sigma &= f(\sigma) \quad \text{in } \Omega \\
-\partial_n \sigma &= h(\sigma) \quad \text{on } \partial \Omega
\end{align*}
\]  

(14)

has a unique solution \( \sigma \in C^{m+\mu}(\Omega) \). Moreover, the map \( \Omega \mapsto \sigma \) is smooth.

**Proof.** See Lemma 3.1 of [20]. \( \Box \)

To reduce the problem (1) into an equation of the form \( F(\rho, \gamma) = 0 \) as mentioned above, we need the so-called Hanzawa transformation which we introduce as follows. First we choose an even function \( \chi \in C^\infty(\mathbb{R}) \) such that it satisfies the following conditions:

\[
0 \leq \chi \leq 1; \quad \chi(t) = \begin{cases} 
1, |t| \leq \delta, \\
0, |t| \geq 3\delta; \\
-\frac{1}{\delta} \leq \chi' \leq 0 \quad \text{for } t \geq 0.
\end{cases}
\]  

(15)

Here \( \delta \) represents a small number such that \( 0 < \delta < \frac{1}{3}R_s \). Let

\( O_\delta = \{ \rho \in C^{m+\mu}(S^{n-1}) : \|\rho\|_{C^{m+\mu}(S^{n-1})} < \delta \} \).

In what follows, as before we use the notation \( (r, \omega) \) to denote the polar coordinate of a point \( x \) in \( \mathbb{R}^n \backslash \{0\} \), so that \( r = |x| \) and \( \omega = x/r \). For \( \rho \in O_\delta \), we denote

\( \Omega_\rho = \{ x \in \mathbb{R}^n : x = r\omega, 0 \leq r < R_s + \rho(\omega), \omega \in S^{n-1} \} \),

so that

\( \partial \Omega_\rho = \{ x \in \mathbb{R}^n : x = r\omega, r = R_s + \rho(\omega), \omega \in S^{n-1} \} \).

Using the above notations, we see that \( \Omega_s = \Omega_{\rho=0} \) and \( \partial \Omega_s = \partial \Omega_{\rho=0} \).

Given \( \rho \in O_\delta \), the Hanzawa transformation \( \Psi_\rho : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is defined as followed:

\[
\Psi_\rho(x) = \begin{cases} 
x + \chi(r - R_s)\rho(\omega)\omega, & \text{if } R_s - 4\delta \leq r \leq R_s + 4\delta, \\
x, & \text{otherwise}.
\end{cases}
\]  

(16)

From (15), it is not difficult to verify that \( \Psi_\rho \) is a \( C^{m+\mu} \)-diffeomorphism of \( \mathbb{R}^n \) onto itself. Besides, it is also easy to see that and \( \Psi_\rho(\Omega_s) = \Omega_\rho \) and \( \Psi_\rho(\partial \Omega_s) = \partial \Omega_\rho \).
As usual, we denote by $\Psi^\sigma_\rho, \Psi^p_\rho$ the push-forward and pull-back operators induced by $\Psi_\rho$, respectively, i.e.,

$$
\Psi^\sigma_\rho u = u \circ \Psi_\rho \quad \text{for } u \in C(\overline{\Omega}_\rho);
\Psi^p_\rho v = v \circ \Psi^{-1}_\rho \quad \text{for } v \in C(\overline{\Omega}_s).
$$

Clearly,

$$
\Psi^\sigma_\rho \in L(C^{m+\mu}(\overline{\Omega}_\rho), C^{m+\mu}(\overline{\Omega}_s)), \quad \Psi^p_\rho \in L(C^{m+\mu}(\overline{\Omega}_s), C^{m+\mu}(\overline{\Omega}_\rho)).
$$

Next, given $\rho \in O_\delta$ we define two operators $A(\rho) \in L(C^{m+\mu}(\overline{\Omega}_\rho), C^{m-2+\mu}(\overline{\Omega}_s))$, $B(\rho) \in L(C^{m+\mu}(\overline{\Omega}_s), C^{m-1+\mu}(\partial\Omega_\rho))$ and a function $K(\rho) \in C^{m-2+\mu}(\partial\Omega_\rho)$ respectively as follows:

$$
A(\rho) = \Psi^\sigma_\rho \circ \Delta \circ \Psi^p_\rho, \quad B(\rho) = (\Psi_\rho|_{\partial\Omega_\rho})^* \circ \partial_\nu \circ \Psi^p_\rho, \quad K(\rho) = \kappa \circ \Psi^{-1}_\rho|_{\partial\Omega_\rho},
$$

where $\partial_\nu$ is the normal derivative operator related to $\partial\Omega_\rho$, and $\kappa$ is the mean curvature of hypersurface of $\partial\Omega_\rho$. From [4, 5, 8] we know that the following relations hold:

$$
A \in C^\infty(O_\delta, L(C^{m+\mu}(\overline{\Omega}_\rho), C^{m-2+\mu}(\overline{\Omega}_s))),
$$

$$
B \in C^\infty(O_\delta, L(C^{m+\mu}(\overline{\Omega}_s), C^{m-1+\mu}(\partial\Omega_\rho))),
$$

$$
K \in C^\infty(O_\delta, C^{m-2+\mu}(\partial\Omega_\rho)).
$$

Using the above notations and letting $u = \sigma \circ \Psi_\rho, v = p \circ \Psi_\rho$, we easily see that the Hanzawa transformation $\Psi_\rho$ transforms the free boundary problem (1) into the following equivalent boundary value problem on the domain fixed $\Omega_s$:

\[
\begin{cases}
A(\rho)u = f(u) & \text{in } \Omega_s, \\
-A(\rho)v = g(u) & \text{in } \Omega_s, \\
-B(\rho)u = h(u) & \text{on } \partial\Omega_s, \\
v = \gamma K(\rho) & \text{on } \partial\Omega_s, \\
B(\rho)v = 0 & \text{on } \partial\Omega_s.
\end{cases}
\] (20)

That is, we have the following result:

**Lemma 3.2.** The problem (1) is equivalent to the problem (20) in the sense that if $(\sigma, p, \Omega)$ with $\Omega = \Omega_\rho$ ($\rho \in O_\delta$) is a solution of the problem (1), then $(u, v, \rho)$ with $u = \Psi^\sigma_\rho \sigma$ and $v = \Psi^p_\rho p$ is a solution of the problem (20) and, conversely, if $(u, v, \rho)$ is a solution of the problem (20), then $(\sigma, p, \Omega)$ with $\sigma = \Psi^\sigma_\rho u, p = \Psi^p_\rho v$ and $\Omega = \Omega_\rho$ is a solution of the problem (1).

By Lemma 3.1 above, we see that given $\rho \in O_\delta$, the equation (20) subject to (20)$_3$ has a unique solution $u = U(\rho) \in C^{m+\mu}(\overline{\Omega}_s)$, and

$$
U \in C^\infty(O_\delta, C^{m+\mu}(\overline{\Omega}_s)).
$$ (21)

Next, given $\rho \in O_\delta$, we denote by $S(\rho)$ and $T(\rho)$ the solution operators of the following problems respectively:

\[
\begin{cases}
A(\rho)u = f & \text{in } \Omega_s, \\
u = 0 & \text{on } \partial\Omega_s;
\end{cases}
\] (20)$_1$

\[
\begin{cases}
A(\rho)u = 0 & \text{in } \Omega_s, \\
u = g & \text{on } \partial\Omega_s.
\end{cases}
\] (20)$_2$

i.e., $u = S(\rho)f$ and $u = T(\rho)g$ are the solutions of the above problems, respectively. From [4, 5] we know that the following relations hold:

\[
\begin{aligned}
S & \in C^\infty(O_\delta, L(C^{m-2+\mu}(\overline{\Omega}_s), C^{m+\mu}(\overline{\Omega}_s))), \\
T & \in C^\infty(O_\delta, L(C^{m-k+\mu}(\partial\Omega_\rho), C^{m-k+\mu}(\overline{\Omega}_s))), \quad k = 1, 2.
\end{aligned}
\] (22)
It follows that the unique solution of the equation (20) subject to the boundary value condition (20)$_4$ is given by
\[ v = -S(\rho)g(U(\rho)) + \gamma T(\rho)K(\rho). \]
Now we substitute the above expression into the equation (20)$_5$. It follows that, by letting
\[ \mathcal{F}(\rho, \gamma) = -\pi^* B(\rho) S(\rho) g(U(\rho)) + \gamma \pi^* B(\rho) T(\rho) K(\rho), \]
where $\pi^*$ denotes the pull-back of the natural projection $\pi: \mathbb{S}^{n-1} \to \partial \Omega$, i.e.,
\[ \pi(\omega) = R_s \omega \] for $\omega \in \mathbb{S}^{n-1}$, the problem (20) reduces into the following equation containing the unknown $\rho$ only:
\[ \mathcal{F}(\rho, \gamma) = 0. \] (23)

From (19), (21) and (22) we see that the following relation holds:
\[ \mathcal{F} \in C^\infty(O_0 \times \mathbb{R}, C^{m-3+\mu}(\mathbb{S}^{n-1})). \] (24)

In summary, we have proved the following preliminary result:

**Lemma 3.3.** The problem (20) is equivalent to the equation (23) in the following sense: If $(u, v, \rho) \in (C^{m+\mu}(\Omega_2), C^{m+\mu}(\Omega_2), C^{m+\mu}(\mathbb{S}^{n-1}))$ is a solution of the problem (20) then its third component $\rho$ is a solution of the equation (23). Conversely, if $\rho \in C^{m+\mu}(\mathbb{S}^{n-1})$ is a solution of the equation (23) then by letting $u = U(\rho)$ and $v = -S(\rho)g(U(\rho)) + \gamma T(\rho)K(\rho)$, $(u, v, \rho)$ is a solution of the problem (20).

We denote by $D_\rho \mathcal{F}(0, \gamma)$ the Fréchet derivative of $\mathcal{F}(\rho, \gamma)$ at $\rho = 0$. To compute $D_\rho \mathcal{F}(0, \gamma)$, we need to linearize the system (20) at $\rho = 0$ and next reduce it into a functional equation as we have just done for the system (20). Since (20) comes from (1) by making the Hanzawa transformation, a simple analysis shows that the linearization of the system (20) is not other but just the system (3). Hence, from the analysis in Section 2 we obtain the following preliminary result:

**Lemma 3.4.** For any $\gamma \in \mathbb{R}$, the operator $D_\rho \mathcal{F}(0, \gamma)$ is a Fourier multiplier in the sense that it has the following expression: For $\rho \in C^\infty(\mathbb{S}^{n-1})$, if $\rho(\omega) = \sum_{k=0}^\infty \sum_{l=1}^{d_k} c_{kl} Y_{kl}(\omega)$ then
\[ D_\rho \mathcal{F}(0, \gamma) \rho(\omega) = c_0 c_{01} Y_{01}(\omega) + \sum_{k=2}^\infty \sum_{l=1}^{d_k} a_k(\gamma) c_{kl} Y_{kl}(\omega). \] (25)

where $c_0$ is as in (13) and $a_k(\gamma)$ ($k = 0, 1, 2 \cdots$) are as in (10).

For each nonnegative integer $k$, we denote by $\mathcal{H}^k(\mathbb{S}^{n-1})$ the $d_k$-dimensional linear space of all spherical harmonics of degree $k$, i.e.,
\[ \mathcal{H}^k(\mathbb{S}^{n-1}) = \text{span}\{Y_{kl}(\omega) : l = 1, 2, \cdots, d_k\}. \]

From the expressions (12) and (25) we immediately obtain the following result:

**Corollary 3.5** The following relation holds:
\[ \text{Ker} D_\rho \mathcal{F}(0, \gamma) = \begin{cases} \mathcal{H}^1(\mathbb{S}^{n-1}), & \text{if } \gamma \neq \gamma_k \text{ for all } k \geq 2, \\ \mathcal{H}^1(\mathbb{S}^{n-1}) \bigoplus \bigoplus_{\gamma_k = \gamma} \mathcal{H}^k(\mathbb{S}^{n-1}), & \text{if } \gamma = \gamma_k \text{ for some } k \geq 2, \\ C^\infty(\mathbb{S}^{n-1}) = \text{Range} D_\rho \mathcal{F}(0, \gamma) \oplus \text{Ker} D_\rho \mathcal{F}(0, \gamma). \end{cases} \]
4. Bifurcation in case \( n = 2 \). In this section we present the proof of the assertion (1) of Theorem 1.1.

We shall use the Crandall-Rabinowitz bifurcation theorem to prove the desired result. For reader’s convenience, let us first recall this theorem as follows:

**Theorem 4.1** (Crandall-Rabinowitz [2]). Let \( X, Y \) be real Banach spaces and let \( F(x, \lambda) \) be a \( C^p \) (\( p \geq 3 \)) map of a neighborhood \((0, \lambda_0)\) in \( X \times \mathbb{R} \) into \( Y \). Suppose that the following conditions are satisfied:

(i) \( F(0, \lambda) = 0 \) for all \( \lambda \) in a neighborhood of \( \lambda_0 \);

(ii) \( \text{Ker} \, D_x F(0, \lambda_0) \) is an one dimensional subspace of \( X \) spanned by a nonzero vector \( x_0 \in X \);

(iii) \( \text{Range} \, D_x F(0, \lambda_0) \) is a closed subspace of \( Y \) of codimension 1;

(iv) \( (D_\lambda D_x F(0, \lambda_0) x_0) \not\in \text{Range} \, D_x F(0, \lambda_0) \).

Then \((0, \lambda_0)\) is a bifurcation point of the equation \( F(x, \lambda) = 0 \) in the following sense: in a neighborhood of \((0, \lambda_0)\), the set of solutions of \( F(x, \lambda) = 0 \) consists of two \( C^{p-2} \)-curves \( \Gamma_1 \) and \( \Gamma_2 \) which intersect only at the point \((0, \lambda_0)\); \( \Gamma_1 \) is the curve \((0, \lambda)\) and \( \Gamma_2 \) can be parameterized as follows:

\[
\Gamma_2 : (x(s), \lambda(s)), \ |s| \text{ small}; \quad (x(0), \lambda(0)) = (0, \lambda_0); \quad x'(0) = x_0, \ \lambda'(0) \neq 0.
\]

Throughout this section, we shall use \((r, \theta)\) to denote the polar coordinate system of \( \mathbb{R}^2 \). Hence we always identify the point \( \omega = (\cos \theta, \sin \theta) \) with \( \theta \in [0, 2\pi) \). In this way, instead of \( Y_k(\omega) \) used before we use a different notation \( Y_{k\ell}(\theta) \) for spherical harmonics on the circle \( S^1 \), and correspondingly we use the notation \( \Delta_\theta \) to replace \( \Delta_\omega \). Recall that for \( n = 2 \) we have \( d_0 = 1 \) and \( d_k = 2 \), \( k = 1, 2, 3, \cdots \), and the standard basis of spherical harmonics is as follows:

\[
Y_{01}(\theta) = \frac{1}{\sqrt{2\pi}}; \quad Y_{k1}(\theta) = \frac{\cos k\theta}{\sqrt{\pi}}, \quad Y_{k2}(\theta) = \frac{\sin k\theta}{\sqrt{\pi}} \text{ for } k = 1, 2, 3, \cdots.
\]

Recall also that in the polar coordinate system the Laplacian operator in \( \mathbb{R}^2 \) has the following expression:

\[
\Delta = \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2},
\]

which implies that \( \Delta_\theta = \partial_\theta^2 = \frac{\partial^2}{\partial \theta^2} \).

**Proof.** Theorem 1.1 (1): Let \( k^* \) be as in Lemma 2.3, and let \( k \) be an arbitrary integer such that \( k \geq k^* \). For an integer \( m \geq 2 \) and a number \( \mu \in (0, 1) \) we define

\[
X_k^{m+\mu} = \text{closure of span}\{\cos(jk\theta) : j = 0, 1, 2, \cdots\} \text{ in } C^{m+\mu}(S^1);
\]

\[
Y_k^{m+\mu} = \left\{ h \in C^{m+\mu}(\partial \Omega_s) : [\theta \mapsto h(R_s, \theta)] \in X_k^{m+\mu} \right\};
\]

\[
Z_k^{m+\mu} = \left\{ \varphi \in C^{m+\mu}(\overline{\Omega}_s) : [\theta \mapsto \varphi(r, \theta)] \in X_k^{m+\mu} \text{ for fixed } 0 < r < R_s \right\},
\]

and we simply write \( X \) and \( Y \) for the spaces \( X_k^{m+\mu} \) and \( X_k^{m-3+\mu} \), respectively. For any \( \rho \in \Omega_s \), we know that the outward normal derivative of the surface \( r = R_s + \rho(\theta) \) is given by

\[
\frac{\partial}{\partial n} = \frac{R_s + \rho(\theta)}{\sqrt{(R_s + \rho(\theta))^2 + \rho^2(\theta)}} \left( \frac{\partial}{\partial r} - \frac{\rho'(\theta)}{(R_s + \rho(\theta))^2} \frac{\partial}{\partial \theta} \right), \quad (26)
\]
and the mean curvature of this surface has the expression
\[ \kappa = \frac{(R_s + \rho(\theta))^2 - (R_s + \rho(\theta))\rho''(\theta) + 2\rho^2(\theta)}{(R_s + \rho(\theta))^2 + \rho^2(\theta)^2}. \]

By using Lemma 5.1 of [5] and the formula
\[ \cos(ik\theta)\cos(jk\theta) = \frac{1}{2}\{\cos((i + j)k\theta) + \cos((i - j)k\theta)\}, \]
\[ \sin(ik\theta)\sin(jk\theta) = -\frac{1}{2}\{\cos((i + j)k\theta) - \cos((i - j)k\theta)\}, \]
we see that \( X_k^{m+\mu}, Y_k^{m+\mu} \) and \( Z_k^{m+\mu} \) are all algebras and the following relations hold:
\[
\begin{align*}
A & \in C^\infty(O_\delta \cap X, L(Z_k^{m+\mu}), \quad j = 0, 1, \ldots, m - 2, \\
B & \in C^\infty(O_\delta \cap X, L(Y_k^{m+\mu}), \quad j = 0, 1, \ldots, m - 1, \\
K & \in C^\infty(O_\delta \cap X, Y_k^{m-2+\mu}).
\end{align*}
\]

By using these facts and some similar argument as in the proof of the assertion \( A \in C^\infty(C_{2\pi.l,0}, C_{2\pi.l,0}) \) in Lemma 5.2 of [5] we see that the following relations hold:
\[
\begin{align*}
S & \in C^\infty(O_\delta \cap X, L(Z_k^{m-2+\mu}), \\
T & \in C^\infty(O_\delta \cap X, L(Y_k^{m-j+\mu}, Z_k^{m-j+\mu}), \quad j = 1, 2, \\
U & \in C^\infty(O_\delta \cap X, Z_k^{m+\mu}).
\end{align*}
\]

Using these facts and once again Lemma 5.1 of [5] we finally obtain the following relation:
\[ \mathcal{F} \in C^\infty((O_\delta \cap X) \times \mathbb{R}, Y). \quad (27) \]

In what follows we use the same notation \( \mathcal{F} \) to denote its restriction to \((O_\delta \cap X) \times \mathbb{R}\). Since \( \rho = 0 \) corresponds to the unique radial solution \((\sigma_s, p_s, \Omega_s)\) of the problem (1), from the reduction of the equation (23) we see that
\[ \mathcal{F}(0, \gamma) = 0 \quad \text{for all} \quad \gamma > 0. \quad (28) \]

Since \( H^1(S^{n-1}) \cap Y = \{0\} \) for \( k \geq 2 \) and the condition \( k \geq k^* \) implies that \( \gamma_k \neq \gamma_j \) for all \( j \neq k \), from (3.14) and (3.15) we easily deduce that
\[ \text{Ker} D_\rho \mathcal{F}(0, \gamma_k) = \text{span}\{\cos k\theta\} \quad \text{and} \quad Y = \text{Range} D_\rho \mathcal{F}(0, \gamma_k) \oplus \text{Ker} D_\rho \mathcal{F}(0, \gamma_k), \quad (29) \]
which implies that \( \text{dim Ker} D_\rho \mathcal{F}(0, \gamma_k) = 1 \) and \( \text{codim Range} D_\rho \mathcal{F}(0, \gamma_k) = 1 \). Besides, from (3.13) we also easily see that
\[ D_\gamma D_\rho \mathcal{F}(0, \gamma_k) \cos k\theta = \frac{k(k^2 - 1)}{R^2} \cos k\theta \notin \text{Range} D_\rho \mathcal{F}(0, \gamma_k). \quad (30) \]

From (27)–(30) we see that all assumptions of Crandall-Rabinowitz bifurcation theorem are satisfied. Hence, by applying that theorem we see that for any \( k \geq k^*, \) \((0, \gamma_k)\) is a bifurcation point of the equation (23) in the sense that there exists a nontrivial solution curve \( (\rho_\varepsilon(\theta), \gamma_\varepsilon) \) parameterized by \( \varepsilon \) in some interval \((-\varepsilon_k, \varepsilon_k)\), having the following form:
\[ \gamma_\varepsilon = \gamma_k + \varepsilon a_k + o(\varepsilon), \quad \rho_\varepsilon(\theta) = \varepsilon Y_{k1}(\theta) + o(\varepsilon), \]
where \( a_k \) is a nonzero real constant. Besides, by using the expressions (5) and (10) for the solution of the linearized problem we see that the components \( u_\varepsilon \) and \( v_\varepsilon \) for the corresponding solution of (5) are as follows:
\[ u_\varepsilon(r, \theta) = \sigma_s(r) + u_k(r)Y_{k1}(\theta)\varepsilon + o(\varepsilon), \quad v_\varepsilon(r, \theta) = p_s(r) + v_k(r)Y_{k1}(\theta)\varepsilon + o(\varepsilon), \]
where
\[ u_k(r) = \mu_k r^k \pi_k(r), \quad v_k(r) = \mu_k r^k \pi_k(r) + \beta_k(\gamma) r^k \]  
and explicit expression of \( \mu_k, \beta_k(\gamma) \) and \( \pi_k(r) \) can be found in section 2. This proves the assertion (1) of Theorem 1.1. \( \square \)

5. **Bifurcation in case** \( n \geq 3 \). In this section we give the proof of the assertion (2) of Theorem 1.1.

Recall that in the polar coordinates \((r, \omega)\) of \( \mathbb{R}^n \) the Laplacian operator has the form
\[
\Delta = \frac{\partial^2}{\partial r^2} + \frac{n-1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \Delta_{\omega},
\]
where \( \Delta_{\omega} \) represents the Laplace-Beltrami operator on \( S^{n-1} \). In the following, we identify a point \( \omega = (\omega_1, \omega_2, \cdots, \omega_{n-1}, \omega_n) \) on \( S^{n-1} \) with
\[
(\theta_1, \theta_2, \cdots, \theta_{n-2}, \theta_{n-1}) \in [0, \pi] \times [0, \pi] \times \cdots [0, \pi] \times [0, 2\pi)
\]
via the spherical coordinates

\[
\begin{align*}
\omega_1 &= \cos \theta_1, \\
\omega_2 &= \sin \theta_1 \cos \theta_2, \\
&\vdots \\
\omega_{n-1} &= \sin \theta_1 \sin \theta_2 \cdots \sin \theta_{n-2} \cos \theta_{n-1}, \\
\omega_n &= \sin \theta_1 \sin \theta_2 \cdots \sin \theta_{n-2} \sin \theta_{n-1}.
\end{align*}
\]

Let \( \xi = (\xi_1, \xi_2, \cdots, \xi_{n-1}) \) be the point on \( S^{n-2} \) related to \( \omega \), i.e.,
\[
\omega_2 = \xi_1 \sin \theta_1, \omega_3 = \xi_2 \sin \theta_1, \cdots, \omega_n = \xi_{n-1} \sin \theta_1,
\]
and denote by \( \Delta_\xi \) the Laplace-Beltrami operator on \( S^{n-2} \), so that
\[
\Delta_\omega = \frac{1}{\sin^{n-2} \theta_1} \frac{\partial}{\partial \theta_1} (\sin^{n-2} \theta_1 \frac{\partial}{\partial \theta_1}) + \frac{1}{\sin^2 \theta_1} \Delta_\xi.
\]

In what follows we redenote \( \theta_1 \) as \( \theta \). We use the notation \( Z^\nu_k(\omega) \) to denote the zonal spherical harmonics of degree \( k \) on \( S^{n-1} \) with pole \( e = (1, 0, \cdots, 0) \), i.e.,
\[
Z^\nu_k(\omega) = c_{nk} C^\nu_k^{-1}(\omega \cdot e) = c_{nk} C^\nu_k^{-1}(\cos \theta),
\]
where \( C^\lambda_k \) represents the ultraspherical polynomial of degree \( k \) and index \( \lambda \), i.e.,
\[
C^\lambda_0(t) = 1, \quad C^\lambda_k(t) = \frac{1}{\Gamma(\lambda)} \sum_{j=0}^{[\frac{k}{2}]} (-1)^j \frac{\Gamma(\lambda + k - j)}{j!(k-2j)!} (2t)^{k-2j} \quad (k = 1, 2, \cdots), \tag{33}
\]
and \( c_{nk} \) is the normalization factor. From (32) and (33) we see that the zonal spherical harmonics \( Z^\nu_k(\omega) \) are independent of the variables \( \theta_2, \cdots, \theta_{n-1} \), and they are polynomials of \( \cos \theta \) with all exponents being even numbers when \( k \) is an even integer. Therefore, for any \( \rho \in X, \rho \) is a function of the variable \( \theta \) only and satisfies the conditions \( \rho(\theta) = \rho(\pi - \theta) \) and \( \rho'(0) = \rho'(-\pi) = 0 \).

A significant difference between the cases \( n \geq 3 \) and \( n = 2 \) is that in the latter case the closure of the linear space spanned by all \( Z^\nu_k(\theta) = \cos(jk\theta) \) \((j = 0, 1, 2, \cdots)\) in \( C^{n+\frac{1}{2}}(S^1) \) is an algebra for any \( k \geq 2 \). In the case \( n \geq 3 \), however, this is no longer true. Hence there are some changes in the following deduction.
Proof. Theorem 1.1 (2): Let

\[
X = \text{closure of span}\{Z^n_j(\omega), j = 0, 1, 2, \ldots\} \text{ in } C^{m+\mu}(\mathbb{S}^{n-1}),
\]

\[
Y = \text{closure of span}\{Z^n_j(\omega), j = 0, 1, 2, \ldots\} \text{ in } C^{m-3+\mu}(\mathbb{S}^{n-1}).
\]

Using the facts mentioned above we see that there holds the following expression:

\[
Z^n_{2i}(\omega)Z^n_{2j}(\omega) = \sum_{l=0}^{i+j} a_l Z^n_{2l}(\omega),
\]

where \(a_l (l = 0, 1, \ldots, i+j)\) are real constants, so that both \(X\) and \(Y\) are algebras. Moreover, it is also not hard to check that the operations \(\rho \to (\partial_\theta \rho)^2\) and \(\rho \to \partial_\theta \rho \cdot \cot \theta\) map \(X\) and \(Y_0 = \text{closure of span}\{Z^n_j(\omega), j = 0, 1, 2, \ldots\}\) in \(C^{m-2+\mu}(\mathbb{S}^{n-1})\) into \(X_1 = \text{closure of span}\{Z^n_j(\omega), j = 0, 1, 2, \ldots\}\) in \(C^{m-1+\mu}(\mathbb{S}^{n-1})\) and \(Y\), respectively (cf. the proof of Lemma 5.3 of [5]). Now, we know that for a hypersurface in \(\mathbb{R}^n\) of the form \(r = R + \rho(\theta)\), where \(\rho \in C^2[0, \pi]\) with \(\rho'(0) = \rho'(\pi) = 0\), the mean curvature of this hypersurface is given by the following formula:

\[
\kappa = \frac{1}{n-1} \left\{ \frac{(n-1)[R_s + \rho(\theta)]^2 + n[\rho'(\theta)]^2 - [R_s + \rho(\theta)]\rho''(\theta)}{\{(R_s + \rho(\theta))^2 + [\rho'(\theta)]^2\}^{3/2}} \right. \\
- \left. \frac{(n-2)\rho'(\theta)\cot \theta}{[R_s + \rho(\theta)]\{(R_s + \rho(\theta))^2 + [\rho'(\theta)]^2\}^{1/2}} \right\},
\]

and the outward normal derivative of this hypersurface is the same with (26). Using these facts, the relation (24) and Lemma 5.3 of [5], we see that the relations (27) and (28) are still true in the \(n \geq 3\) case. Moreover, from Lemma 3.3 we can easily deduce that for all sufficiently large even integer \(k\),

\[
\text{Range } D_\rho F(0, \gamma_k) = \text{closure of span}\{Z^n_0(\omega), Z^n_2(\omega), \ldots, Z^n_{k-2}(\omega), Z^n_{k+2}(\omega), \ldots\}
\]

\[
\text{in } C^{m-3+\mu}(\mathbb{S}^{n-1}),
\]

(34)

which implies that \(\text{Range } D_\rho F(0, \gamma_k)\) is closed and has codimension 1 in \(Y\). Besides, Lemma 3.3 also shows that

\[
\text{Ker } D_\rho F(0, \gamma_k) = \text{span}\{Z^n_k(\omega)\}.
\]

(35)

Finally, by Lemma 3.3 we also easily see that

\[
D_\gamma D_\rho F(0, \gamma_k) Z^n_k(\omega) = \frac{k(k^2 + (n-2)k - (n-1))}{(n-1)R^3_k} Z^n_k(\omega) \notin \text{Range } D_\rho F(0, \gamma_k).
\]

(36)

From (27), (28) and (34)–(36) we see that all assumptions of Crandall-Rabinowitz bifurcation theorem are satisfied. Hence, by applying that theorem and arguing similarly as in Section 4 we obtain the assertion (2) of Theorem 1.1. This completes the proof of Theorem 1.1.

\[
\square
\]
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