Abstract—In this note, we study monotone dynamical systems with respect to polyhedral cones. Using the half-space representation and the vertex representation, we propose three equivalent conditions to certify monotonicity of a dynamical system with respect to a polyhedral cone. We then introduce the notion of gauge norm associated with a cone and provide closed-from formulas for computing gauge norms associated with polyhedral cones. A key feature of gauge norms is that contractivity of monotone systems with respect to them can be efficiently characterized using simple inequalities. This result generalizes the well-known criteria for Hurwitzness of Metzler matrices and provides a scalable approach to search for Lyapunov functions of monotone systems with respect to polyhedral cones. Finally, we study the applications of our results in transient stability of dynamic flow networks and in scalable control design with safety guarantees.
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I. INTRODUCTION

Motivation and problem statement: Monotone systems are a class of dynamical systems characterized by preserving a partial ordering along their trajectories. The framework of monotone systems has been successfully used to model complex systems in nature, such as bio-chemical cascade reactions [1] as well as engineered system, such as transportation networks [2]. It is known that monotone systems exhibit highly ordered dynamical behaviors [3] that can be used to establish stability of their interconnection [4], to develop computationally efficient techniques for their control synthesis [5, 6] and to perform reachability analysis to ensure their safety [7].

Contraction theory is a classical framework for studying dynamical systems where stability is defined incrementally between two arbitrary trajectories. Contracting systems feature desirable transient and asymptotic behaviors including the following:

i) Forgetting their initial conditions;

ii) Exponential convergence to a single trajectory;

iii) Input-to-state robustness with respect to disturbances and unmodeled dynamics.

While the study of contracting systems can be traced back to the 1950s, many recent works have focused on infinitesimal frameworks [8] and Finsler–Lyapunov frameworks [9] for analysis of contracting systems.

A large body of the research in monotone system theory focuses on cooperative systems, i.e., systems that are monotone with respect to the positive orthant. It is well known that cooperative systems are amenable to efficient stability analysis using suitable Lyapunov functions [10], a feature that can be used to develop computationally efficient techniques for control design of large-scale cooperative systems. For cooperative dynamical systems over networks, several recent works have focused on construction of sum-separable or max-separable Lyapunov functions, i.e., Lyapunov functions that can be represented as sum or maximum of scalar-valued functions of each state component [11, 12]. It turns out that, for cooperative systems, contractivity plays an essential role in the design of sum-separable and max-separable Lyapunov functions. In [13], contraction with respect to the $\ell_\infty$- and $\ell_1$-norm has been used to establish existence of sum-separable and max-separable Lyapunov function for cooperative systems. In [14], contraction theory with respect to a Riemannian metric has been used to study sum-separable and max-separable Lyapunov functions for cooperative systems.

Monotonicity with respect to arbitrary cones accommodates a significantly broader class of systems than cooperativity. For example, for linear dynamical systems, it is known that if all the eigenvalues of the system are real, then there exists a cone with respect to which the system is monotone [15, Th. 3.5]. Furthermore, monotonicity with respect to polyhedral cones is closely-related to the problem of existence of an internally positive realization [16, 17]. For linear systems, monotonicity with respect to arbitrary cones on $\mathbb{R}^n$ has been studied in [18]. The paper [19] studies necessary and sufficient conditions for positivity of a linear operator with respect to a polyhedral cone. For nonlinear systems, a variational characterization of monotonicity with respect to arbitrary cones is presented in [20], and a generalization of positivity with respect to an arbitrary cone is proposed in [21].

Nonetheless, certifying monotonicity of systems with respect to arbitrary cones is usually computationally complicated. Moreover, many techniques developed for cooperative systems, including those in [10], [11], [12], [13], and [14], do not generalize easily or at all to the broader class of monotone systems. In particular, the connection between contraction theory and monotone system theory with respect to arbitrary cones and the existence of suitable Lyapunov functions for stability analysis of monotone systems with respect to arbitrary cones is not well understood or studied. Exceptions are [22], which considers searching for a polyhedral cone which makes a nonlinear system monotone, and [23], which studies incremental stability of monotone systems with respect to arbitrary or polyhedral cones.

Contributions: In this note, we study monotonicity and contractivity of dynamical systems with respect to polyhedral cones. First, given an arbitrary polyhedral cone, we provide three equivalent characterization of dynamical systems that are monotone with respect to this polyhedral cone. To the best of authors’ knowledge, this result is novel for non-proper or nonpointed polyhedral cones. Second, given a proper cone and a vector in its interior, we introduce the notion of the gauge and the dual gauge norms as natural metrics for studying contractivity of monotone systems. We provide closed-form formulas for computing the gauge and dual gauge norms and characterize the sublevel sets of the gauge and dual gauge matrix measures. Third, for monotone systems with respect to proper polyhedral cones, we provide necessary and sufficient condition for their contractivity with respect to both the gauge norm and the dual gauge norm. Our conditions for contractivity with respect to the gauge and dual gauge norms are generalizations of the closed-form expressions for $\ell_\infty$-norm and $\ell_1$-norm contractivity of cooperative systems. As the first application of our analysis, we study...
transient behavior of edge flows in networks with nodal dynamics. The key element of our approach is a nonpointed polyhedral cone defined using the structure of the network. Finally, using our results in this note, we propose a scalable control design scheme for a nonlinear dynamical system constrained to be in a safe subset of its state space. Our approach uses linear programming to design a suitable feedback controller such that the closed-loop system avoids the unsafe region.

II. NOTATIONS AND MATHEMATICAL PRELIMINARY

Let \( C \) be a set with a relation \( \leq \). Then, \( \preceq \) is a preorder if
1. \( x \leq x \), for every \( x \in C \);
2. \( x \leq y \) and \( y \leq z \) implies that \( x \leq z \).

A preorder \( \preceq \) is a partial order if it additionally satisfies:
3. \( x \leq y \) and \( y \leq x \) implies that \( x = y \).

Let \( W \) be a vector spaces and \( S \subseteq W \). The convex hull of \( S \) is denoted by \( \text{conv}(S) \) and the interior of \( S \) is denoted by \( \text{int}(S) \). The standard partial ordering \( \preceq \) on \( \mathbb{R}^n \) is defined as \( v \preceq w \) if \( v_i \leq w_i \), for every \( i \in \{1, \ldots, n\} \). A matrix \( A \in \mathbb{R}^{n \times n} \) is Metzler if all its off-diagonal elements are nonnegative. The set of \( n \times n \) Metzler matrices is denoted by \( M_{+}^n \). For a given matrix \( A \in \mathbb{R}^{n \times n} \), we denote its transpose by \( A^\top \in \mathbb{R}^{n \times n} \) and its Moore-Penrose inverse by \( A^\dagger \in \mathbb{R}^{n \times n} \). Given a vector \( x \in \mathbb{R}^n \), we define the diagonal matrix \( \text{diag}(x) \in \mathbb{R}^{n \times n} \) by \( \text{diag}(x)_{ii} = x_i \), for every \( i \in \{1, \ldots, n\} \). For a vector space \( V \), we denote its dual with \( V^* \) and the dual-pairing between \( V \) and \( V^* \) is denoted by \( \langle \phi, v \rangle = \phi(v) \), for every \( \phi \in V^* \) and every \( v \in V \).

A cone \( K \subseteq \mathbb{R}^n \) is polyhedral if
\[
K = \{ x \in \mathbb{R}^n | \phi(x) \geq 0 \ \forall i \in \{1, \ldots, m\} \}
\] (1)
where \( \phi_i : \mathbb{R}^n \to \mathbb{R} \) is a linear functional for every \( i \in \{1, \ldots, m\} \).

Given a polyhedral cone \( K \subseteq \mathbb{R}^n \), there exist two matrices \( H \in \mathbb{R}^{n \times n} \) and \( V \in \mathbb{R}^{n \times n} \) such that \( K \) has the following equivalent representations [26, Th. 1.3]:
\[
K = \{ x \in \mathbb{R}^n | Hx \geq 0 \}
\] (2)
\[
K = \{ Vx \in \mathbb{R}^n | x \geq 0 \}
\] (3)

The representation (2) is called a half-space representation (H-rep) of the cone \( K \) and the matrix \( H \) is called the generating matrix for the cone \( K \). The representation (3) is called a vertex representation (V-rep) of the cone \( K \) and the matrix \( V \) is called the generating matrix for the cone \( K \). Given a polyhedral cone \( K \subseteq \mathbb{R}^n \) with an H-rep as in equation (2) and a V-rep as in equation (3), the pair \((H, V)\) is called a representation for the polyhedral cone \( K \). For a polyhedral cone \( K \) with a representation \((H, V)\), the dual cone \( K^* \) is a polyhedral cone with representation \((V^\top, H^\top)\) [27, Th. 4.7]. Several algorithms exist for transforming H-rep to V-rep and vice versa, including Fourier-Motzkin elimination [26] and the double description method [28].

The next lemma uses a representation \((H, V)\) of the polyhedral cone \( K \) to find the closed-form expressions for the preorders \( \preceq_K \) and \( \preceq_{K^*} \). We refer to [29] for the proof of this lemma.

Lemma 3.1 (H-rep and V-rep of polyhedral cones): Let \( K \subseteq \mathbb{R}^n \) be a polyhedral cone with representation \((H, V)\) such that \( H \in \mathbb{R}^{n \times n} \) and \( V \in \mathbb{R}^{n \times n} \). The following statements are equivalent:
1. \( v \preceq_{K} w \);
2. \( Hv \preceq_{W} Hw \).

In addition, the following statements are equivalent:
3. \( v \preceq_{K^*} w \);
4. \( V^\top v \preceq_{V^\top} V^\top w \).

Given a cone \( K \subseteq \mathbb{R}^n \), the linear operator \( A : \mathbb{R}^n \to \mathbb{R}^n \) is called
i) \( K \)-positive if \( AK \subseteq K \);
ii) \( K \)-Metzler if, for every \( \phi \in K^* \) and every \( v \in K \) such that \( \langle \phi, v \rangle = 0 \), we have \( \langle \phi, Av \rangle \geq 0 \).

In the literature, \( K \)-Metzler matrices are sometimes referred to as cross-positive matrices [18] or \( K \)-cooperative matrices [30]. It is known that \( A \) is \( K \)-positive if and only if \( A^\top \) is \( K^* \)-positive [15, Th. 2.24]. For a polyhedral cone \( K \), the following lemma establishes a connection between the \( K \)-Metzler and \( K \)-positive operators. We postpone the proof of this lemma to Appendix A.

Lemma 3.2: Let \( A : \mathbb{R}^n \to \mathbb{R}^n \) be a linear operator and \( K \subseteq \mathbb{R}^n \) be a polyhedral cone. The following statements are equivalent:
1. \( A \) is \( K \)-Metzler;
2. There exists \( h^* > 0 \) such that \( I_n + hA \) is \( K \)-positive for every \( h \in [0, h^*] \);
3. There exists \( \alpha^* > 0 \) such that \( A + \alpha I_n \) is \( K \)-positive for every \( \alpha \geq \alpha^* \).

IV. GAUGE AND DUAL GAUGE NORM

In this section, we consider a proper cone \( K \subseteq \mathbb{R}^n \) and we introduce the notion of gauge and dual gauge norms to define two different metric structures on \( \mathbb{R}^n \). Moreover, we introduce the gauge matrix measure associated to a gauge norm. As we will see later, the gauge matrix measure plays an important role in contraction theory of \( K \)-monotone systems. Given a vector \( e \in \text{int}(K) \), the gauge function (also called the Minkowski functional) \( ||e||_K : \mathbb{R}^n \to \mathbb{R}_{>0} \) of the interval \([-e, e]\) is defined as follows [31]:
\[
||v||_K = \inf \{ \lambda \in \mathbb{R}_{>0} | v \in \lambda [-e, e]_K \}
\] (4)

\( ^1 \) We note that, for a pointed and proper cone \( K \), a proof for this Lemma can be found in [18, Th. 8]. Unfortunately, the proof in [18] does not generalize to the cones that are not proper or pointed.
Using the identification \( (\mathbb{R}^n)^* \cong \mathbb{R}^n \), we can define another metric structure on \( \mathbb{R}^n \). If \( K \) is pointed, for a vector \( e^* \in \text{int}(K^*) \), the dual gauge function \( \| \cdot \|^{d}_{e^*,K^*} : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) of the interval \([-e^*,e^*]_K^* \) is defined as follows:

\[
\|v\|^{d}_{e^*,K^*} = \max \{ |\langle \xi, v \rangle| : \xi \in [-e^*,e^*]_K^* \}.
\]  

(5)

It is known that the gauge function defined in (4) is a seminorm. For pointed proper cones, both the gauge function and the dual gauge function defined in (5) are norms.

**Proposition 4.1 (Gauge and dual gauge norms):** Let \( \mathbb{R}^n \) be a finite dimensional vector space and \( K \subseteq \mathbb{R}^n \) be a proper cone. For every \( e \in \text{int}(K) \), the following statements hold:

i) The gauge function \( \| \cdot \|_{e,K} \) is a seminorm on \( \mathbb{R}^n \);

ii) If \( K \subseteq \mathbb{R}^n \) is pointed and \( e^* \in \text{int}(K^*) \), then the gauge function \( \| \cdot \|_{e^*,K^*} \) is a norm on \( \mathbb{R}^n \);

iii) The dual gauge function \( \| \cdot \|^{d}_{e^*,K^*} \) is a norm on \( \mathbb{R}^n \).

**Proof:** Regarding part (i), we first show that \( \|[-e^*,e^*]_K \) is a neighborhood of the origin \( 0 \). Since \( e \in \text{int}(K) \) and \( K \) is a continuous function on \( \mathbb{R}^n \), we get \( \|0\| = \inf\{\|0\| : \theta \|0\| \leq 1 \} = 0 \). Similarly, we have \( \|e\| = \inf\{\|e\| : \theta \|e\| \leq 1 \} = 0 \). This implies that \( 0 \in \text{int}(S') \) where \( S' = \{x \in \mathbb{R}^n : x \leq_K x \} \). As a result, we get \( 0 \in \text{int}(S') \) and \( \text{int}(S') = \{x \in \mathbb{R}^n : x \leq_K x \} \). This means that \( \|[-e^*,e^*]_K \) is a neighborhood of the origin. Moreover, every neighborhood of the origin is absorbent in the vector space \( \mathbb{R}^n \).

For a polyhedral cone \( K \subseteq \mathbb{R}^n \) with a cone \( K^* \), there exist closed-form expressions for the gauge and the dual gauge norms.

**Lemma 4.2 (Formula for the gauge seminorms):** Suppose that \( K \subseteq \mathbb{R}^n \) is a polyhedral cone with a representation \((H, V)\) such that \( H \in \mathbb{R}^{m \times n} \) and \( V \in \mathbb{R}^{r \times n} \) with \( e \in \text{int}(K) \). Then

i) \( \|x\|_{e,K} = \|\text{diag}(H)e\|_V^{-1} \|x\|_H \) \( \in \mathbb{R}_{\geq 0} \).

ii) \( \|x\|^{d}_{e^*,K^*} = \|\text{diag}(V^\top e^*)^{-1}x\|_H \) \( \in \mathbb{R}_{\geq 0} \).

**Proof:** Regarding part (i), note that, by definition of the gauge norm, we have \( \|v\|_{e,K} = \inf\{\|v\|_H : \|\text{diag}(H)e\|_V^{-1} \|v\|_H \leq 1 \} \), and, as a result, we have \( \|x\|_{e,K} = \inf\{\|x\|_H : \|\text{diag}(H)e\|_V^{-1} \|x\|_H \leq 1 \} \). Thus, \( \|x\|_{e,K} \) is the dual norm to \( \|\cdot\|_{e^*,K^*} \) on \( \mathbb{R}^n \).

For a polyhedral cone \( K \subseteq \mathbb{R}^n \) with \( e \in \text{int}(K) \), there exist closed-form expressions for the gauge and the dual gauge norms. Consider the control system

\[
\dot{x} = f(x, u)
\]  

(6)

where \( x \in \mathbb{R}^n \) is the state system and \( u \in \mathbb{R}^p \) is the control input. We assume that \( K \subseteq \mathbb{R}^n \) is a cone.

**Definition 5.1 (Monotone systems):** Consider the control system (6) with a cone \( K \subseteq \mathbb{R}^n \). Then, system (6) is \( K \)-monotone if, for every \( x_0 \leq_K y_0 \) and every \( u \in \mathbb{R}^p \), we have

\[
x_u(t) \leq_K y_u(t),
\]  

for every \( t \in \mathbb{R}_{\geq 0} \)

where \( t \mapsto x_u(t) \) and \( t \mapsto y_u(t) \) are trajectories of (6) with input \( u \) starting from \( x_0 \) and \( y_0 \), respectively.
One can show that the control system (6) is $K$-monotone if and only if for every $x \preceq_K y$, every $\phi \in K^*$ satisfying $\langle \phi, x \rangle = \langle \phi, y \rangle$, and every $u \in \mathbb{R}^p$, we have [4, Th. 1]

$$
\langle \phi, f(x, u) \rangle \leq \langle \phi, f(y, u) \rangle.
$$

When the map $x \mapsto f(x, u)$ is continuously differentiable and $K$ is a proper cone, one can show that the control system (6) is $K$-monotone if and only if $D_s f(x, u) \in K$-Metzler, for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^p$ [30, Th. 3.5]. Our first result of this section provides three equivalent characterizations for the control system (6) to be $K$-monotone with respect to the same polyhedral cone $K$ with a representation $(H, V)$. Theorem 5.2 (Characterization of monotonicity): Consider the control system (6) with continuously differentiable $f$. Let $K \subseteq \mathbb{R}^n$ be a proper polyhedral cone with a representation $(H, V)$ such that $H \in \mathbb{R}^{m \times n}$ and $V \in \mathbb{R}^{n \times q}$. The following statements are equivalent:

i) The dynamical system (6) is $K$-monotone;

ii) There exists $\alpha^* : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}$ such that

$$
H D_s f(x, u) + \alpha I_n V \geq 0_{m \times q}
$$

(7)

for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^p$ and every $\alpha \geq \alpha^*(x, u)$;

iii) There exists $P : \mathbb{R}^n \times \mathbb{R}^p \to M_{m_n}$ such that

$$
H D_s f(x, u) = P(x, u) H
$$

(8)

for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^p$;

iv) There exists $Q : \mathbb{R}^n \times \mathbb{R}^p \to M_{m_q}$ such that

$$
D_s f(x, u) V = Q V(x, u)
$$

(9)

for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^p$.

Proof: First note that, using Lemma 3.2, the control system (6) is $K$-monotone if and only if there exists $\alpha^* : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}$ such that $D_s f(x, u) + \alpha I_n V \geq 0_{m \times q}$. Now, we can state our main result, which characterizes contractivity of a $K$-monotone system with respect to the gauge norm. Note that, if the polyhedral cone $K$ is pointed, then a similar result can be obtained for contractivity of the $K$-monotone system with respect to the dual gauge norm. We omit this result for brevity of presentation.

Theorem 5.4 (Semicontraction for the gauge seminorm): Consider the control system (6). Let $K \subseteq \mathbb{R}^n$ be a proper polyhedral cone with a representation $(H, V)$. Let $e \in int(K)$, $c \in \mathbb{R}$, and $\| \cdot \|_u$ be a norm on $\mathbb{R}^p$. Suppose that the control system (6) is $K$-monotone and $D_s f(x, u) \in Ker(H) \subseteq Ker(H)$, for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^p$. The following statements are equivalent:

i) $D_s f(x, u)e \leq -ceH e$, for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^p$;

ii) any two trajectories $x_u(t), y_u(t)$ with the same continuous input signal $u : \mathbb{R}_{\geq 0} \to \mathbb{R}^p$ satisfy

$$
\| x_u(t) - y_u(t) \|_u \leq e^{-ct} \| x_u(0) - y_u(0) \|_u K.
$$

iii) any two trajectories $x_u(t), y_u(t)$ with different continuous input signals $u, v : \mathbb{R}_{\geq 0} \to \mathbb{R}^p$ satisfy

$$
\| x_u(t) - y_u(t) \|_u \leq e^{-ct} \| x_u(0) - y_u(0) \|_u K
$$

$$
+ \ell \frac{1 - e^{-ct}}{c} \sup_{v \in [0, t]} \| u(\tau) - v(\tau) \|_u
$$

where $\ell = \sup_{x, u \in \mathbb{R}^n \times \mathbb{R}^p} \sup_{v \in \mathbb{R}^p} \| D_s f(x, u) v \|_u K$. Moreover, if the cone $K$ is pointed, condition (i) holds for some $c > 0$, and $u \in \mathbb{R}^p$ is a constant input signal, then:

iv) system (6) has a unique globally exponentially stable equilibrium point $x^* \in \mathbb{R}^n$;

v) the functions

$$
V_1(x) = \| \text{diag}(He)^{-1} H(x - x^*) \|_\infty
$$

$$
V_2(x) = \| \text{diag}(He)^{-1} H f(x, u) \|_\infty.
$$

are global Lyapunov functions for (6).

Proof: Regarding (i) $\iff$ (ii), first note that the control system (6) is $K$-monotone and thus $D_s f(x, u)$ is $K$-Metzler for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^p$ [30, Th. 3.5]. Now, using Theorem 4.3, the condition in part (i) is equivalent to $\mu \in \sigma(K)$, for every $(x, u) \in \mathbb{R}^n \times \mathbb{R}^p$. The result then follows from [33, Th. 59]. Regarding (i) $\implies$ (iii), by Lemma 4.2(ii), for every $x \in \mathbb{R}^n$, we have

$$
\| x \|_u K = \| \text{diag}(He)^{-1} H x \|_\infty.
$$

The result is then straightforward by replacing the norms in the proof of [33, Th. 37(ii)] by the seminorm $x \mapsto \| \text{diag}(He)^{-1} H x \|_\infty$. Regarding (ii) $\implies$ (iii), the result is straightforward by choosing $v(t) = u(t)$, for every $t \in \mathbb{R}_{\geq 0}$. Regarding (iv) $\implies$ (v), we note that if $K$ is a proper pointed cone, by Proposition 4.1, the gauge function $\| \cdot \|_u K$ is a norm. The results then follow by [34, Th. 3.8].

Remak 5.5 (Comparison with the literature):

i) Theorem 5.4 is a generalization of [13, Th. 2] to $K$-monotone systems for a proper polyhedral cone $K$. In addition, Theorem 5.4 provides an incremental input-to-state robustness bound for contractive $K$-monotone systems.
ii) In [23, Th. 4.5], a sufficient condition for exponential incremental stability of a \( K \)-monotone system is proposed based upon embedding the system into a higher dimensional space. In comparison, our Theorem 5.4 presents a necessary and sufficient condition for contractivity of \( K \)-monotone systems with respect to the gauge norm \( \| \cdot \|_{K,V,K} \). It is worth mentioning that exponential incremental stability is a weaker condition than contractivity with respect to any norm.

iii) Given a proper polyhedral cone \( K \subseteq \mathbb{R}^n \), the sufficient condition for exponential incremental stability in [23, Th. 4.5] requires searching for a vector \( v \in \mathbb{R}^m \) and a Metzler matrix \( P \in \mathbb{R}^{m \times n} \). However, the condition in Theorem 5.4(i) only requires searching for one scalar, i.e., \( c \in \mathbb{R} \). Thus, in cases when the proper polyhedral cone \( K \) is given, the sufficient condition in Theorem 5.4(i) is computationally more efficient than the condition in [23, Th. 4.5].

iv) For a control system on \( \mathbb{R}^n \) with a globally stable equilibrium point \( x^* \), the search for a quadratic Lyapunov function of the form \( V(x) = (x - x^*)^T \Sigma (x - x^*) \) solving for \( \frac{n(n-1)}{2} \) entries of the positive definite matrix \( \Sigma \in \mathbb{R}^{n \times n} \). In this context, Theorem 5.4(i) provides a scalable approach to construct global Lyapunov functions for the \( K \)-monotone system by searching for \( n \) components of a vector \( e \in \text{int}(K) \).

VI. APPLICATIONS

In this section, we present two applications of our framework for analysis and design of systems.

A. Monotone Edge Flows in Dynamic Networks

Consider a network of interconnected compartments, where the state of the compartment \( i \) is described by \( x_i \in \mathbb{R} \), for every \( i \in \{1, \ldots, n\} \). The interconnection of the compartments is described by a connected undirected graph \( G = (V, E) \), where \( V = \{1, \ldots, n\} \) is the set of nodes and \( E \subseteq \mathbb{V} \times V \) is the set of edges described by unordered pairs of vertices. The dynamics of the network is given by

\[
\dot{x} = f(x)
\]

where \( x = (x_1, \ldots, x_n)^T \) and \( f(x) = (f_1(x), \ldots, f_n(x))^T \). We assume that the vector field \( f \) satisfies the following translation-invariance property:

\[
f(x + c1_n) = f(x), \quad \text{for every } x \in \mathbb{R}^n, \quad c \in \mathbb{R} \tag{11}\]

In the literature, the translation-invariance property (11) is sometimes referred to as plus-homogeneity [35] and has shown to play a critical role in stability of \( K \)-monotone dynamical systems [20].

For every edge \( e = (i, j) \in E \), the edge flow from compartment \( i \) to compartment \( j \) is defined by \( x_i - x_j \). Given an edge orientation for the graph \( G \), the vector of the flows is given by \( B^T x \in \mathbb{R}^m \), where \( B \in \mathbb{R}^{m \times n} \) is the incidence matrix of the graph \( G \) associated to the given edge orientation [36, Ch. 9]. For many real-world interconnected systems, including power grids and traffic networks, edge flows correspond to physical quantities and play a crucial role in safety and security analysis of networks. In this section, we study the evolution of the edge flows in the dynamic flow network (10). We start our analysis of the flow dynamics (10) by defining the set

\[
I_e := \{ v \in \mathbb{R}^n | v_i \neq v_j, \text{ for every } (i,j) \in E \}.
\]

Given \( v \in I_e \), one can assign an edge orientation to the graph \( G = (V, E) \) such that if \( B^e \in \mathbb{R}^{m \times n} \) is the incidence matrix of \( G \) associated to this edge orientation, we have \( B^e v > 0_m \). For every \( v \in I_e \), we define the cone \( K^G_v \subset \mathbb{R}^n \) by

\[
K^G_v = \{ x \in \mathbb{R}^n | B^e_v x \geq 0_m \}. \tag{12}
\]

By definition of the incidence matrix \( B^e_v \), we have \( B^e_v v > 0_m \). This implies that \( v \in \text{int}(K^G_v) \). Therefore, \( K^G_v \) is a proper cone. However, \( K^G_v \) is not a pointed cone. This is because \( B^T v 1_n = 0_n \) and, thus, \( \text{span}\{1_n\} \notin K^G_v \cap (-K^G_v) \). The next theorem studies monotonicity and contractivity of edge flows in dynamic flow networks.

Theorem 6.1 (Monotonicity and contractivity of edge flows): Consider the dynamic flow network (10) over an undirected connected graph \( G = (V, E) \) and let \( v \in I_e \). The following statements are equivalent:

i) For every \( x \in \mathbb{R}^n \), there exists \( P(x) \in \mathbb{M}_m \), such that

\[
B^e_v D_v f(x) = P(x) B^e_v
\]

ii) For every two trajectories \( x(t), y(t) \) of system (10) satisfying \( B^e_v x(0) \leq B^e_v y(0) \), we have

\[
B^e_v x(t) \leq B^e_v y(t), \quad \text{for every } t \in \mathbb{R}_{\geq 0}.
\]

In addition, if condition (i) holds, \( c \in \mathbb{R} \), and \( e \in \text{int}(K^G_v) \), then the following statements are equivalent:

iii) \( B^e_v D_v f(x) \leq -c B^e_v e \), for every \( x \in \mathbb{R}^n \);

iv) for every two trajectories \( x(t), y(t) \) of system (10)

\[
\| \text{diag}(B^e_v e)^{-1} (B^e_v x(t) - B^e_v y(t)) \|_{\infty} \leq e^{-ct} \| \text{diag}(B^e_v e)^{-1} (B^e_v x(0) - B^e_v y(0)) \|_{\infty}
\]

for every \( t \in \mathbb{R}_{\geq 0} \).

Proof: The equivalence (i) \( \iff \) (ii) follows from Theorem 5.2(ii) and Lemma 3.1 applied to the cone \( K^G_v \). Regarding the equivalence (iii) \( \iff \) (iv), first note that by translation-invariance law (11), we have \( D_v f(x) 1_n = 0_n \). On the other hand, the graph \( G \) is connected and, thus, \( \text{ker}(B^e_v) = \text{span}\{1_n\} \). As a result, we have \( D_v f(x) \text{ker}(B^e_v) = \{0_n\} \subset \text{ker}(B^e_v) \). The result then follows from Theorem 5.4 and Lemma 4.2(ii).

Example 6.2 (Edge flows in averaging systems): Let \( G = (V, E) \) be a network with an undirected connected graph shown in Fig. 1 and consider the following continuous-time averaging system on \( G \):

\[
\dot{x} = -Lx
\]

where \( L = \begin{bmatrix} 2 & -1 & 0 \\ -1 & 2 & 0 \\ -1 & -1 & 1 \end{bmatrix} \) is the Laplacian matrix of \( G \).

Let \( v = [0, 1, 2, 3]^T \in I_e \). Then, one can see that \( B_e = \begin{bmatrix} 1 & 0 & 1 & 0 \\ -1 & 1 & 0 & 0 \\ 0 & 1 & 0 & -1 \end{bmatrix} \) and \( B^e \) is the incidence matrix of \( G \) associated with the orientation shown in Fig. 1. We note that \( L = B^e B^e_v \). One can check that

\[
-B^e_v L = \begin{bmatrix} -3 & 0 & 0 & 0 \\ 0 & -3 & 4 & -1 \\ -3 & 0 & 4 & -1 \\ 1 & 1 & -4 & 2 \end{bmatrix} = \begin{bmatrix} -3 & 0 & 0 & 0 \\ 0 & -3 & 0 & 1 \\ -3 & 0 & 0 & 1 \\ 0 & 1 & 1 & -2 \end{bmatrix} B^e_v
\]

Since

\[
\begin{bmatrix} -3 & 0 & 0 & 0 \\ 0 & -3 & 0 & 1 \\ 0 & 0 & -3 & 1 \\ 0 & 1 & 1 & -2 \end{bmatrix} \in \mathbb{M}_4, \text{ by Theorem 6.1, the edge flows of the averaging system } (13) \text{ are monotone. Moreover, one can pick}
Therefore, by Theorem (6.1), the edge flows $\ell$ of the averaging systems (13) are contracting with rate $\varepsilon = \frac{1}{2}$. Alternatively, one can define the edge flow variable $z = B^T \ell x$ to get the edge flow dynamics

$$\dot{z} = B^T \ell \dot{x} = -B^T \ell B x z = -L \ell z = \begin{bmatrix} -2 & 1 & -1 & 0 \\ 1 & -2 & -1 & 0 \\ -1 & -1 & 1 & -2 \\ 0 & 1 & 1 & -2 \end{bmatrix} z. \quad (14)$$

The matrix $L = B^T \ell B$ is called the edge Laplacian of $G$. It is interesting to note that the edge Laplacian matrix $L$ is not Metzler and $\lambda_{\text{max}}(-L) = 0$. Thus, one cannot deduce monotonicity or contractivity of the edge flows using the edge flow dynamics (14).

### B. Scalable Control Design With Safety Guarantees

Monotone system theory has been successfully used for scalable control design in cooperative systems [5] and in systems with rectangular safety constraints [37]. However, in many applications, due to the nature of the problem, estimating the safe set using hyper-rectangles can either make the control design infeasible or lead to overly-conservative results. In this section, we develop a scalable approach for state feedback design with safety guarantees, where we under-approximate the safe set using polytopes. Consider the following control system:

$$\dot{x} = f(x) + Bu + Cw$$ \quad (15)

where $x \in \mathbb{R}^n$ is the state of the system, $u \in \mathbb{R}^p$ is the control input, and $w \in \mathbb{R}^r$ is the vector of disturbance. We assume that $B \in \mathbb{R}^{n \times p}$ and $C \in \mathbb{R}^{n \times r}$ and the disturbance is bounded, i.e., there exists $\underline{w} \leq w(t) \leq \overline{w}$, for every $t \in \mathbb{R}_{\geq 0}$. We assume that the origin $0_n$ is a (possibly unstable) equilibrium point of $f$ and there exists a finite family of matrices $\{A_i\}_{i=1}^k$ such that

$$D_i f(x) \in \text{conv}\{A_1, \ldots, A_k\}, \quad \text{for every } x \in \mathbb{R}^n.$$ 

We assume that there exists a safe region in the state space denoted by $X \subset \mathbb{R}^n$. The goal is to design a state feedback controller $u = Fx$ for the control system (15) such that the closed-loop system avoids the unsafe region in the state space, for any bounded disturbances $w(t)$ in $[\underline{w}, \overline{w}]$. We also assume that these exists a polytope $P \subseteq \mathbb{R}^n$

$$P = \{x \in \mathbb{R}^n | \underline{h} \leq H x \leq \overline{h} \},$$

where $H \in \mathbb{R}^{n \times m}$ is a full column rank matrix and $\underline{h} \leq \overline{h} \in \mathbb{R}^m$ are such that the safe set $X$ can be underapproximated by $P$, i.e., we have $P \subseteq X$. Using the polytope $P$, one can define a polyhedral cone $K \subseteq \mathbb{R}^n$ with the following $H$-rep:

$$K = \{x \in \mathbb{R}^n | H x \geq \underline{m} \}.$$ \quad (16)

Let $V \in \mathbb{R}^{n \times q}$ be a generating matrix for the cone $K$, i.e., $K$ has a $V$-rep given by $K = \{V x | x \geq \underline{0}_q \}$. Indeed, using the cone $K$, the polytope $P$ can be described by the interval $[\underline{w}, \overline{w}]$, where $\underline{w} \leq \overline{w} \in \mathbb{R}^m$ is such that $H \underline{w} = \underline{h}$ and $H \overline{w} = \overline{h}$. We introduce the following linear programming feasibility problem with unknown parameters $F$ and $\alpha$:

$$H(A_i + BF + \alpha I) V \geq \underline{0}_m \quad \forall i \in \{1, \ldots, k\};$$

$$H(f(\overline{\eta}) + BF \overline{\eta}) + (HC)^+ \overline{w} + (HC)^- \underline{w} \leq \underline{m};$$

$$H(f(\underline{\eta}) + BF \underline{\eta}) + (HC)^+ \underline{w} + (HC)^- \overline{w} \geq \underline{m}. \quad (17)$$

**Theorem 6.3** (Control design via linear programming): Consider dynamical system (15) with the polyhedral cone $K \subseteq \mathbb{R}^n$ defined in (16). Suppose that linear programming (17) is feasible with a solution $(F^*, \alpha^*)$. By choosing the state feedback controller $u = F^* x$, we obtain the closed-loop system

$$\dot{x} = f(x) + BF^* x + Cw.$$ \quad (18)

Then, the polytope $P$ is a forward invariant set for system (18) for any disturbance $t \mapsto w(t)$ such that $w(t) \in [\underline{w}, \overline{w}]$ for all $t \in \mathbb{R}_{\geq 0}$.

**Proof:** Consider the closed-loop system (18). First, by the linear programming (17), $F^* \in \mathbb{R}^{n \times p}$ satisfies $H(A_i + BF^* + \alpha^* I) V \geq \underline{0}_m$, for every $i \in \{1, \ldots, k\}$. This implies that $H(D_i f(x) + BF^* + \alpha^* I)V \geq \underline{0}_m$, for every $x \in \mathbb{R}^n$. Therefore, by Theorem 5.2(ii), the closed-loop system (18) is $K$-monotone. Then, for every disturbance $t \mapsto w(t)$ with $w(t) \in [\underline{w}, \overline{w}]$

$$H(f(\overline{\eta}) + BF^* \overline{\eta} + Cw(t)) \leq H(f(\underline{\eta}) + BF^* \underline{\eta} + (HC)^+ \underline{w} + (HC)^- \overline{w} \leq \underline{m} \quad (19)$$

where the first inequality holds because $w(t) \in [\underline{w}, \overline{w}]$ and the second inequality holds by the linear programming (17). Therefore, by [3, Proposition 2.1], the trajectory of the closed-loop system starting from $\overline{\eta}$ is non-increasing with respect to the preorder $\preceq_K$. This means that $(x \in \mathbb{R}^n | x \preceq_K \overline{\eta})$ is invariant for the closed-loop system (18). Similarly, one can use the constraint $H(f(\underline{\eta}) + BF^* \underline{\eta} + Cw(t)) \geq 0_m$ to show that $(x \in \mathbb{R}^n | x \preceq_K \underline{\eta})$ is an invariant set for the closed-loop system (18). As a result, $(x \in \mathbb{R}^n | \underline{0}_K x \preceq_K \overline{\eta}) \cup (\overline{h}, \overline{\eta})_{\overline{K}} = \overline{P}$ is an invariant set for the closed-loop system (18).

**Example 6.4 (Feedback Controller for Inverted Pendulum):** Consider the inverted pendulum with the following dynamics:

$$\dot{x}_1 = x_2$$

$$\dot{x}_2 = \frac{g}{\ell} \sin(x_1) + u + w$$ \quad (19)

where $x_1$ and $x_2$ are the angular position and the angular velocity of the pendulum, $u \in \mathbb{R}$ is the control input, and $w \in \mathbb{R}$ is the disturbance. In this example, $g$ is the gravitational constant and $\ell$ is the length of the pendulum.

We assume that $\frac{g}{\ell} = 1$ and the disturbance is a time-varying unknown signal with $w(t) \in [-0.2, 0.2]$, for every $t \in \mathbb{R}_{\geq 0}$. The safe set is given by $X = \{x_1, x_2 \in \mathbb{R}^n | x_1 \leq \overline{\xi}, x_2 \leq \overline{\eta} \}$ and is shown in black in Fig. 2. First, note that $x_1 = x_2 = 0$ is an unstable equilibrium point for the inverted pendulum (19) without any input or disturbances. Second, for the inverted pendulum (19), there exists no controller that can make a rectangular neighborhood of $0_2$ forward invariant. This can be proved as follows: consider a rectangular neighborhood of $0_2$ and assume that $x_1 = \lambda > 0$ is an edge of this rectangle. Since the neighborhood contains $0_2$, there are points on this edge such that...
Since $x \in K$, there exist constants $c_1, \ldots, c_q \geq 0$ such that $x = \sum_{j=1}^q c_j v_j$. This implies that, for every $\alpha \geq \alpha^*_1$, we have
\[
\langle \phi_1, (A + \lambda I_n) x \rangle = \sum_{j \in S_1} c_j \langle \phi_1, (A + \lambda I_n) v_j \rangle + \sum_{j \in S_2} c_j \langle \phi_1, (A + \lambda I_n) v_j \rangle \geq 0
\]
where the last inequality holds using inequalities (20) and (21). Therefore, for every $i \in \{1, \ldots, m\}$, every $x \in K$, and every $\alpha \geq \max_{i \in \{1, \ldots, m\}} \alpha^*_1$, we have
\[
\langle \phi_1, (A + \lambda I_n) x \rangle \geq 0.
\]
As a result, for every $\alpha \geq \max_{i \in \{1, \ldots, m\}} \alpha^*_1$, we have $(A + \alpha I_n) K \subseteq K$. This means that, for every $\alpha \geq \max_{i \in \{1, \ldots, m\}} \alpha^*_1$, the matrix $A + \alpha I_n$ is $K$-positive. Regarding (iii) $\Rightarrow$ (i), we use the identity $A + \lambda I_n = \alpha (I_n + \frac{1}{\alpha} A)$. The matrix $A + \alpha I_n$ is $K$-positive, for every $\alpha \geq \alpha^*_1$. By setting $h^* = \frac{1}{\alpha^*_1}$, this implies that $I_n + \alpha I_n = h(A + h I_n)$ is $K$-positive, for every $0 \leq h \leq h^* = \frac{1}{\alpha^*_1}$.

B Proof of Theorem 4.3

Regarding (i) $\Rightarrow$ (ii), let $\epsilon > 0$ and note that by definition of the matrix measure, we have
\[
\lim_{h \to 0^+} \frac{\|I_n + h A\|_{e, K}}{h} \leq \lim_{h \to 0^+} \sup_{v \in \mathbb{R}^n, \|v\|_{e, K} = 1} \frac{\|I_n + h A\|_{e, K}}{h} \leq \mu_{e, K}(A) \leq c + \epsilon.
\]
Using the fact that \( \|v\|_{\ell^2, K^c}^2 = 1 \), a similar argument as in (22) will lead to the following inequality:
\[
\lim_{h \to 0^+} \frac{\|(I_n + hA)v\|_{\ell^2, K^c}^2 - 1}{h} \leq \mu_{h^2, K^c}(A) \leq c.
\]

Therefore, we have \( \|(I_n + hA)v\|_{\ell^2, K^c}^2 \leq 1 + ch \) and, thus, by definition of the dual gauge norm
\[
-1 - ch \leq (e^e, (I_n + hA)v) \leq 1 + ch.
\]

As a result, for every \( v \in K \), such that \( \|v\|_{\ell^2, K^c}^2 = 1 \)
\[
-1 - ch \leq ((I_n + hA^\dagger)e^e, v) \leq 1 + ch.
\]

Using the fact that \( (e^e, v) = 1 \), we get \(-c(e^e, v) \leq (A^*e^e, v) \leq c(e^e, v)\).
Note that the abovementioned inequalities hold for every \( v \in K \) satisfying \( \|v\|_{\ell^2, K^c}^2 = 1 \). Therefore, by definition of the preorder \( \leq_K \), we get \( A^*e^e \leq_K ce^e \). Regarding \( (v) \Rightarrow (iv) \), suppose that \( \phi \) is such that \(-e^e \leq_K \phi \leq_K e^e \). Since \( A \) is \( K \)-Metzler, by Lemma 3.2, there exists \( h' > 0 \) such that \( I_n + hA \) is \( K \)-positive for every \( h \in [0, h'] \). Therefore, using (15, Th. 2.24), the operator \( I_n + hA^\dagger \) is \( K \)-positive, for every \( h \in [0, h'] \). As a result, for every \( h \in [0, h'] \), we have \( 0 \leq_K (I_n + hA^\dagger)(e^e - \phi) \) and this implies that \( (I_n + hA^\dagger)e^e \leq (I_n + hA^\dagger)e^e \), \( e^e \), for every \( h \in [0, h'] \). Similarly, one can show that \(- (I_n + hA^\dagger)e^e \leq_K (I_n + hA^\dagger)\phi \), for every \( h \in [0, h'] \). This implies that, for every \( h \in [0, h'] \),
\[
- (1 + ch)e^e \leq_K - (I_n + hA^\dagger)e^e \leq_K (I_n + hA^\dagger)\phi \leq_K (I_n + hA^\dagger)\phi \leq_K (1 + ch)e^e.
\]

Therefore, for every \( -e^e \leq_K \phi \leq_K e^e \), we get
\[
\|(I_n + hA)v\|_{\ell^2, K^c}^2 = \max \{ |\phi, (I_n + hA)v| \} = \max \{ |((I_n + hA^\dagger)\phi, v)| \leq (1 + ch)\|\phi\|_{\ell^2, K^c}^2,
\]

where the last equality holds by definition of the dual gauge norm. Using the definition of the matrix measure, we get \( \mu_{h^2, K^c}(A) \leq c \).

Regarding \( (v) \iff (vi) \), the result follows from Lemma 3.1.
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