Gate-defined Two-dimensional Hole and Electron Systems in an Undoped InSb Quantum Well
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Quantum transport measurements are performed in gate-defined, high-quality, two-dimensional hole and electron systems in an undoped InSb quantum well. For both polarities, the carrier systems show tunable spin-orbit interaction as extracted from weak anti-localization measurements. The effective mass of InSb holes strongly increases with carrier density as determined from the temperature dependence of Shubnikov–de Haas oscillations. Coincidence measurements in a tilted magnetic field are performed to estimate the spin susceptibility of the InSb two-dimensional hole system. The $g$-factor of the two-dimensional hole system decreases rapidly with increasing carrier density.

I. INTRODUCTION

Silicon, with both $p$-type and $n$-type transport characteristics, is the building block of today’s complementary metal–oxide–semiconductor (CMOS) circuits. However, not every semiconductor exhibits high quality for both carrier types, and it is even more challenging to achieve ambipolar operation in a single device. Nowadays, in the widely used silicon CMOS technology, the integration of $p$- and $n$-type components is often achieved with sophisticated fabrication techniques. For example, ion implantation is adopted to reverse the polarity on the wafer locally [1,4]. In contrast to the established processes for silicon, many challenges still remain in devices based on III-V compounds, whose mobilities are in general much higher. The $p$- and $n$-type components in III-V devices mostly rely on different doping methods and materials, which have to be combined with specific metals for realizing ohmic contacts [1,5]. So far, most approaches rely on complex bilayer system designs, where $p$- and $n$-type layers are grown subsequently along the growth direction. There, the two-dimensional electron and hole gases (2DEG and 2DHG) are produced either by different choice of dopants, different semiconductor materials, or by electrostatic gating using both a top-gate and a back gate [1,12]. Recently, incorporating both a high-quality 2DHG and a 2DEG into a single device became possible in 2D materials, for example, in graphene, MoS$_2$ or black phosphorus [13,15], since in these materials one can contact carriers in both conduction bands and valence bands [17,21].

Narrow-gap III-V compounds, such as InAs and InSb, have also been proposed as systems that can potentially host both $p$- and $n$-type polarities [22,23]. InSb is known for the small effective mass of electrons and light holes in the bulk material, high carrier mobility at room temperature, strong spin-orbit interaction (SOI), and a large $g$-factor in both the $n$- and $p$-type regimes [24,30]. These unique properties are interesting for potential applications such as high-frequency electronics [31], optoelectronics [32], and spintronics [33]. More recently, InSb, together with InAs, has attracted attention as a potential platform for topological quantum information processing [34,36]. Various low-dimensional $n$-type InSb systems have been studied, including quantum wells [37,38], nanowires [39,40], and other as-grown nanomaterials [41,43]. In previous work on $n$-type quantum wells we have shown that the parabolic band approximation agrees with experimental data [41,46]. On the contrary, for lower-dimensional, $p$-type InSb, similar to other $p$-type III-V compounds, the band structures are predicted to be more complicated than their $n$-type counterparts. In general, they strongly depend on the dimensions, shape of the potential well, global or local strain fields, SOI, and the carrier confinement [17,39]. Since the growth and processing methods for $p$-type devices are not as mature as for $n$-type, there is a lack of in-depth experimental studies of $p$-type InSb [50]. So far, quantum transport measurements have been reported for $p$-type InSb nanowires [51,52] and quantum wells [50]. Also, room temperature experiments on $p$- and $n$-type InSb field-effect transistors were published [53]. However, limited by both the material quality and device design, the important properties of $p$-type InSb, such as scattering mechanisms, effective mass, $g$-factor, and SOI, have not been precisely characterized.

In this work, we present quantum transport measurements on a gate-defined 2DHG and 2DEG in an ambipolar Hall bar device based on a single, undoped InSb quantum well. Both the 2DHG and the 2DEG have relatively high mobility, even though the quantum well is close to the surface to allow for electrostatic top-gating. Shubnikov–de Haas (SdH) oscillations and the integer
quantum Hall effect are observed for both carrier polarities. From the temperature dependence of SdH oscillations, we extract the effective mass of InSb holes and observe a large band non-parabolicity. Moreover, the strong and tunable SOI of both the 2DHG and the 2DEG is characterized by weak antilocalization (WAL) measurements. Finally, a coincidence measurement of the g-factor in the 2DHG is performed, showing a strong dependence of the spin susceptibility on the carrier density.

II. SAMPLE PREPARATION

The InSb quantum well sample we discuss here is grown on a GaAs (100) substrate by molecular beam epitaxy (MBE). The metamorphic buffer heterostructure, which is based on a previous publication by Lehner et al. [37], is used to filter the crystallographical defects related to the lattice mismatch. As shown in the high-angle-annular-dark-field (HAADF) scanning-transmission-electron-microscope (STEM) image of the InSb quantum well sample in Fig. 1 (a), a 21.5-nm-thick InSb quantum well is sandwiched in-between In$_{0.9}$Al$_{0.1}$Sb confinement barriers, with an 8.5-nm-thick top barrier and a 2-$\mu$m-thick bottom barrier. We note that there is no intentional doping during growth.

After defining a standard 400 $\times$ 200 $\mu$m$^2$ Hall bar using chemical etching, Ti/Au ohmic contacts are evaporated. This combination of metals has been reported to provide ohmic contacts for both p- and n-type InSb [51, 52]. In the next step, the sample is coated with a 40-nm-thick aluminum oxide dielectric layer using atomic layer deposition (ALD) at 150°C. Finally, a Ti/Au top-gate covering the Hall bar and overlapping the contacts is deposited by electron-beam evaporation, as illustrated in the inset of Fig. 1(b).

III. SDH OSCILLATIONS AND INTEGER QUANTUM HALL EFFECTS

Transport measurements are performed using standard low-frequency lock-in techniques in a cryostat with a base temperature of 1.7 K. Figure 1(b) presents the two-terminal conductance $G_{1,4}$ between contacts 1 and 4 as a function of top-gate voltage $V_{TG}$. The conductance $G_{1,4}$ increases with increasing $V_{TG}$ for positive voltages and with decreasing $V_{TG} < -2$ V. In-between, the sample is insulating. This indicates that by sweeping $V_{TG}$ from negative to positive, the polarity of the charge carriers changes from p-type to n-type, while in-between, the Fermi level traverses the bandgap. Comparing the up- and down-sweep of $V_{TG}$ we find hysteresis. Therefore, we keep the sweep-direction fixed for the following measurements. In the n-type regime, down-sweeps of $V_{TG}$ are used, while up-sweeps are used in the p-type regime.

Now we measure the Hall bar sample with the standard method where a constant current is applied from contact 1 to contact 4. The longitudinal (between contact 2 and 3) and the transverse (between contact 3 and 5) resistivities, $\rho_{xx}$ and $\rho_{xy}$, are measured. Figures 2 (a) and (b) show the densities $n_h$ of holes and $n_e$ of electrons, determined from the classical Hall resistance ($\rho_{xy}$) at small
magnetic fields, and the corresponding Drude mobilities $\mu_h$ and $\mu_e$ obtained from $\rho_{xx}$ as a function of $V_{TG}$. Figure 2(c) summarizes the data into plots of density vs. mobility for electrons and holes. The hole density $n_h$ increases up to $5.0 \times 10^{11} \text{cm}^{-2}$ with decreasing $V_{TG}$ and reaches the mobility $\mu_h = 21,000 \text{cm}^2/\text{Vs}$. For comparison, also $n_e$ increases up to $5 \times 10^{11} \text{cm}^{-2}$ with increasing $V_{TG}$, but the corresponding $\mu_e$ reaches its maximum of $1.1 \times 10^8 \text{cm}^2/\text{Vs}$ at $n_e = 4.5 \times 10^{11} \text{cm}^{-2}$ and starts to decrease beyond. The decreasing electron mobility at increasing density suggests that interface roughness scattering starts to dominate.

Figures 3(a) and (d) present $\rho_{xx}$ and $\rho_{xy}$ vs. magnetic field $B$ in the hole and the electron regimes, where $V_{TG} = -5.1 \text{ V}$ and 1.5 V, respectively. The densities of both holes and electrons are $4 \times 10^{11} \text{cm}^{-2}$. We find pronounced SdH oscillations in $\rho_{xx}$ and quantum Hall plateaus close to $\rho_{xy} = h/eB$, where $\nu$ is the integer filling factor, in both the p-type and n-type regimes. The 2DEG and the 2DHG show a Zeeman splitting in the SdH oscillations starting at and below very different filling factors ($\nu = 3$ for holes and $\nu = 9$ for electrons), indicating significant differences in effective mass and $g$-factors between electrons and holes. Related measurements are discussed further below. Landau fan diagrams of $\rho_{xx}$ and $\rho_{xy}$ for both 2DHG and 2DEG are presented in Figures 3(b,c) and (e,f), respectively. The corresponding filling factors for 2DHG and 2DEG are labeled as $n_h$ and $n_e$, respectively. Both regimes show the fan diagram of a single subband within the range of our measurements. Furthermore, for both 2DHG and 2DEG, there is no low-field, classical-positive magnetoresistance observed in $\rho_{xx}$ confirming that only a single subband is occupied for both polarities [55]. These measurements demonstrate the high quality of both the single-channel 2DEG and 2DHG electrically induced in the same device. Both of them are single-band systems, without the second electronic subband populated and without a noticeable splitting of the heavy-hole band due to SOI [54]. We can quantitatively estimate $\Delta n$, the carrier density at which the second electronic subband starts to be populated. Using the infinite-high quantum well model, $\Delta n$ is deduced to be $\sim 10^{11} \text{cm}^{-2}$, which is much larger than $n_e$ and $n_h$ in this work.

IV. EFFECTIVE MASS AND BAND NON-PARABOLICITY OF 2D HOLES

In our previous work, we have measured the effective mass of electrons in InSb quantum wells with the same thickness to be $\sim 0.016 m_0$ [48, 44, 46]. In the following, we present measurements of the effective mass of holes in the sample through the temperature dependence of the SdH oscillations at small magnetic fields. With the increase of the measurement temperature, the amplitude of the SdH oscillations will decrease until the oscillations vanish completely. The lower the effective mass, the higher the temperature at which the SdH oscillations can still be observed. The temperature dependence of the SdH oscillation is usually described by the Ando formula valid in the low magnetic field regime [55].

Figure 4(a) shows SdH oscillations for a hole density $n_h = 3.95 \times 10^{11} \text{cm}^{-2}$, measured at temperatures from 1.75 K to 7 K. The oscillating part of the resistivity, $\Delta \rho_{xx}$, is obtained by subtracting the smooth background ($\rho_{xx}$) from the measured $\rho_{xx}$. We select the local maxima and minima in the traces of $\Delta \rho_{xx}$ vs. $B$ to extract the temperature dependence of the SdH oscillations and plot the quantity $-\ln (\Delta \rho_{xx}/\rho_{xx}(T))$ as a function of temperature in Figure 4(b), where $T_0$ is the lowest temperature at which we measured the SdH oscillations. The effective mass $m^*$ is then obtained by fitting to the function $-\ln (\sinh (2\pi^2 m^* eB/\hbar^2))/2\pi^2 m^* eB$ with the effective mass being the fitting parameter. The deduced effective mass of holes is $m^* = 0.046 \pm 0.003 m_0$, roughly constant within
FIG. 3. (a) The SdH oscillations and integer quantum Hall effects of 2DHG. The filling factors are labeled in the figure. (b) and (c) The Landau fan diagrams of 2DHG. Both $\rho_{xx}$ and $\rho_{xy}$ are presented. (d), (e), and (f) Same as (a), (b), and (c), but in the n-type regime. The filling factors for 2DHG and 2DEG are labeled as $\nu_h$ and $\nu_e$, respectively. The white dashed lines correspond to the same carrier density $4 \times 10^{11}$ cm$^{-2}$, for both p- and n-types.

The quantum lifetime was extracted by fitting the data in Fig. 4(c) with the Dingle factor and using the effective mass determined above. At 1.75 K, we get a quantum lifetime of $\tau_q = 110 \pm 10$ fs from the slope of the linear fit $\ln \Delta \rho_{xx}/(\Delta \bar{\rho}_{xx}) f(B,T)$ vs. $1/B$, where $f(B,T) = (2\pi^2 k_B T/\hbar \omega_c)/\sinh (2\pi^2 k_B T/\hbar \omega_c)$. The quantum lifetime $\tau_q$ is roughly a constant within the temperature range investigated. Considering the scattering time $\tau_s = 0.435$ ps deduced from the Drude model at this carrier density, the Dingle ratio is $\tau_s/\tau_q \approx 4$. With the same carrier density in the n-type regime, the Dingle ratio is about 20.8 in this device. The large difference of the Dingle ratio may imply a large difference in the scattering mechanism in 2DHG and 2DEG.

We repeat the measurement of the effective mass at different hole densities. In Fig. 4(d), $m^*$ is plotted as a function of $n_h$. With the increase of $n_h$ from 3.1 to $4.85 \times 10^{11}$ cm$^{-2}$, the Fermi level shifts deeper into the valence band. At the same time, $m^*$ increases from 0.03 to 0.057 $m_e$. This indicates a very large band non-parabolicity. Compared to the effective mass of holes in InSb bulk material, our results show a slightly larger value than for the light holes ($0.015 m_e$) but a much smaller value than the effective mass of heavy holes ($\sim 0.43 m_e$). This indicates that the band structure of p-type InSb may have similarities to p-type GaAs with the light-hole heavy-hole degeneracy at the $\Gamma$ point being lifted due to the confinement in the growth direction. Theory predicts that the in-plane effective mass of the heavy-hole band is smaller than that of the light-hole band (mass inversion) [54]. The effective mass depends strongly on density, which either implies that bands are strongly altered by self-consistent effects, or strongly non-parabolic bands, or both [48]. Compared with previous publications, our $m^*$ are within the range of the results obtained through theoretical calculations and cyclotron resonance measurements [49, 50]. Nevertheless, the value of $m^*$ for holes depends on many factors, including the shape and width of the quantum wells, the strain, the carrier densities, and possibly the SOI. Using the measured $m^*$, we also obtain $\tau_q$ as a function of $n_h$ (inset of Fig. 4(d)), showing an increase of $\tau_q$ with increasing carrier density, similar to mobility [Fig. 2(c)].

Using the values determined for $m^*$, we qualitatively estimate the background impurity density $n_{imp}$ in the heterostructure. Since $\mu_{h(e)}$ is proportional to $n_{h(e)}$ in a wide range, we may assume that scattering by ionized background impurities is the dominant scattering mechanism for both p- and n-type conduction [56]. Therefore,
we estimate $n_{\text{imp}}$ with
\[
\frac{1}{\tau_{\text{tr}}} \approx \frac{n_{\text{imp}} m'^*}{2 \pi \hbar^3 k_F^2} \left( \frac{e^2}{2 \epsilon_{\text{insb}}} \right)^2 \int_0^{2k_F} dq q dq \left( \frac{q + q_{\text{TF}}}{2} \right)^2 \left( 1 - \left( \frac{q}{2k_F} \right)^2 \right). \tag{1}
\]

where $q_{\text{TF}}$ is the Thomas–Fermi wave vector, $\epsilon_{\text{insb}}$ is the dielectric constant of InSb, and $\tau_{\text{tr}}$ is the mean scattering time due to background impurity scattering [57, 58]. We calculate $n_{\text{imp}}$ in the range where mobilities are proportional to carrier densities for 2DHG and 2DEG, respectively. $n_{\text{imp}}$ is between $1.7 \times 10^{17} \text{cm}^{-3}$ and $3.8 \times 10^{17} \text{cm}^{-3}$ when $n_h$ is in a range of $3 \sim 4.7 \times 10^{11} \text{cm}^{-2}$. And when $n_h$ is in a range of $1.2 \sim 3 \times 10^{11} \text{cm}^{-2}$, $n_{\text{imp}}$ is between $1.3 \times 10^{17} \text{cm}^{-3}$ and $1.8 \times 10^{17} \text{cm}^{-3}$. This value is slightly higher than previous publications on InSb quantum wells [46, 59] and InAs quantum wells [60]. Then, it is worth comparing the mobilities of our 2DHG and 2DEG in the light of Eq. (1) considering the different effective masses of electrons and holes at $n_e = n_h = 3 \times 10^{11} \text{cm}^{-2}$. If $n_{\text{imp}}$ is the same for both 2DHG and 2DEG, this equation predicts $\mu_e/\mu_h \approx 2.4$. However, the measured mobility ratio is $\sim 6.2$, showing that the mobility of 2DHG in our InSb quantum well is lower than this prediction. This is similar to the high-mobility GaAs 2D systems [58, 61], and more investigation is needed to understand the scattering mechanism in InSb 2D systems quantitatively.

V. SOI OF 2DHG AND 2DEG

Both the high-quality 2DHG and 2DEG in undoped InSb quantum wells display tunable SOI, which we characterize by WAL measurements. Figure 5 shows the WAL measurement at different carrier densities for the 2DHG and the 2DEG at $1.7 \text{ K}$, respectively. For the convenience of comparison, we present $\Delta \rho_{xx}(B) = \rho_{xx}(B) - \rho_{xx}(0)$. To increase the signal-to-noise ratio, each trace presented represents the average of more than 5 consecutive measurements. In Fig. 5(a), with the increase of $n_h$ from $1.74$ to $3.86 \times 10^{11} \text{cm}^{-2}$, the local maximum of $\Delta \rho_{xx}$ at zero magnetic field develops into a minimum, which indicates the evolution from weak localization (WL) to WAL. Furthermore, in the WAL regime, $\Delta \rho_{xx}$ first increases and then decreases with the increase of the absolute value of $B$. At higher carrier densities, the turn-over magnetic field of $\Delta \rho_{xx}$ vs. $B$ moves to higher values. This implies an increase of the SOI with increasing $n_h$. For the 2DEG, we find WAL throughout the whole range of carrier densities which is from $1.85$ to $4.92 \times 10^{11} \text{cm}^{-2}$ (Fig. 5(c)). Here we point out that whether or not the 2D system is in the WL or WAL regimes mainly depends on the ratio between $l_{\text{SO}}$ and the mean-free-path $l_e$ [52]. In our device, $l_{\text{SO}}/l_e$ can be tuned over a larger range in the 2DHG than in the 2DEG. This

FIG. 4. Effective mass measurement for 2DHG. (a) Temperature dependence of SdH oscillations with $n_h = 3.95 \times 10^{11} \text{cm}^{-2}$. (b) Dingle factor fitting at different $B$. The squares are data and the lines are fitted curves. (c) The fitting of the quantum lifetime at $1.75 \text{ K}$. Inset: effective mass of holes are data and the lines are fitted curves. (c) The fitting of $n$ vs. $B$ when $n_h = 3.95 \times 10^{11} \text{cm}^{-2}$. (d) Effective mass as a function of carrier density. Error bars here are determined with the deviation of the fitting results. Inset: Dependence of $\tau_{\text{q}}$ on $n_h$ at $1.75 \text{ K}$. 


FIG. 5. Density dependence of WAL for both 2DHG and 2DEG. (a) and (b) present $\Delta \rho_{xx}$ and $\Delta \sigma_{xx}$ vs. $B$ for 2DHG, respectively. Circles are the data while black curves are fits. (c) and (e). Same as (a) and (b), but for the 2DEG. There are vertical offsets added in all the figures here for a clear presentation.

is the reason why the evolution from the WL regime to the WAL regime is not observed in the 2DEG.

To understand this process in-depth, we extract the coherence length and the spin-orbit length using the Hikami-Larkin-Nagaoka (HLN) expression \cite{62, 63}. Similar methods were also adopted in publications where WAL effects were measured in doped InSb quantum wells \cite{35}, InSb nanosheets \cite{64}, and in our previous work \cite{46}. As shown in Figs. 5(b) and (d), we convert the $\rho_{xx}$ and $\rho_{xy}$ to longitudinal conductivity ($\sigma_{xx}$) and subtract a classical polynomial background from the measurement in both p- and n-type regimes. The conductivity correction $\sigma_{xx}$ of WALs reads:

$$
\Delta \sigma_{xx}(B) = \frac{e^2}{2\pi^2 \hbar} \left\{ \Psi\left(\frac{1}{2} + \frac{H_{\phi}}{B} + \frac{H_{SO}}{B}\right) + \frac{1}{2} \Psi\left(\frac{1}{2} + \frac{H_{\phi}}{B} + \frac{2H_{SO}}{B}\right) - \frac{1}{2} \Psi\left(\frac{1}{2} + \frac{H_{\phi}}{B}\right) - \ln\left(\frac{H_{\phi} + H_{SO}}{B}\right) + \frac{1}{2} \ln\left(\frac{H_{\phi}}{B}\right) \right\}.
$$

Here, the two fitting parameters $H_{\phi}$ and $H_{SO}$ are the phase-coherence field and the spin-orbit field, respectively, and $\Psi$ is the digamma function. The two fitting parameters can be converted to phase-coherence length $l_{\phi}$ and spin-orbit length $l_{SO}$ using $l_{\phi} = \sqrt{\frac{\hbar}{4eH_{\phi}}}$ and $l_{SO} = \sqrt{\frac{\hbar}{4eH_{SO}}}$. We first focus on the 2DHG. As shown in Fig. 6(a), the phase coherence length $l_{\phi}$ increases from 0.31 to 0.59 $\mu$m with the increase of mobility. The reduction of decoherence agrees with the increase of mobility. In contrast to $l_{\phi}$, the spin-orbit length $l_{SO}$ decreases from 0.37 to 0.18 $\mu$m, which indicates an increase of the SOI with higher $n_h$.

Like for other systems with strong SOI, we estimate the energy scales of the SOI with a parabolic band approximation \cite{65, 66}. Since we have determined the effective mass of the holes, $\Delta_{SO}$, the energy splitting at the Fermi level due to SOI can be calculated according to $\Delta_{SO} = \sqrt{2\hbar^2/\tau_{tr} s_{SO}}$. The spin-orbit time $\tau_{SO}$ is calculated from $\tau_{SO} = \hbar/(4eD\hbar_{SO})$. Here, $D = \frac{\hbar^2}{2m^*}$ is the diffusion constant in 2D with $v_F$ being the Fermi velocity, which depends on $m^*$. Then, we normalize $\Delta_{SO}$.
energy is proportional to the total magnetic field, $B$, and the spin–orbit coefficient $\alpha_{SO}$ is constant at $\sim 53\,\text{meV}\,\text{Å}$. The constant $\alpha_{SO}$ is mainly due to the increasing mass. If we roughly estimate the Fermi energy using $E_F = \hbar^2 k_F^2 / 2m\nu$, the ratio $\Delta_{SO}/E_F$ increases from 5.2 % to 8.2 % in the range of $n_e$ measured.

The results for the 2DEG are qualitatively similar to those for the 2DHG. Here, as shown in Fig. 6(b), $\rho_{SO}$ decreases from 0.66 to 0.23 $\mu\Omega$, which implies an increasing SOI with increasing $n_e$. For electrons, $\Delta_{SO}$ increases from 0.73 to 3.2 meV, and $\alpha_{SO}$ increases from 34 to 91 meV. This value is approaching the results obtained recently in InAsSb quantum wells [67]. Interestingly, $\rho_{SO}$ reaches a maximum of $16\,\mu\Omega$ and decreases with higher $n_e$. This is likely because of the mobility in the 2DEG, when the electron density $n_e$ exceeds $4 \times 10^{11} \,\text{cm}^{-2}$.

VI. COINCIDENCE MEASUREMENTS OF 2DHG

Finally, we present measurements of the spin susceptibility of the 2DHG using the coincidence method. This method has been introduced in previous publications [44, 68]. The cyclotron energy is proportional to the perpendicular magnetic field $B_\perp$, while the Zeeman energy is proportional to the total magnetic field $B_{\text{tot}}$, if an isotropic $g$-factor is assumed. The ratio between these two energies can be continuously changed by changing $\theta$, the angle between the directions of sample normal and total magnetic field $B_{\text{tot}}$ [inset of Fig. 1(b)]. Therefore, $B_\perp$, the projection of the magnetic field onto the sample normal, is $B_\perp = B_{\text{tot}} \cos \theta$. Here, we introduce the parameter:

$$r = \frac{g^* \mu_B B_{\text{tot}}}{\hbar \omega_c} = \frac{g^* \mu_B B_{\text{tot}}}{e \hbar |B_\perp|/m^*}$$

(3)

to represent the ratio between Zeeman energy and cyclotron energy ($\mu_B$ is the Bohr magneton). Hence, we obtain $r \cos \theta = g^* m^*/2e n_e$. Whenever $r$ takes integer values, SdH-minima in $\rho_{xx}$ turn into maxima because the energy gap between the Landau levels neighboring in energy vanishes. The value of $r$ can therefore be obtained by following the behavior of the local maxima and minima of $\rho_{xx}$ for changing tilt angles $\theta$. In general, for example in InAs and InSb 2DEGs, the value of $\rho_{xx}$ at integer filling factors will change periodically between local minima and maxima, with increasing $r$ [65, 69]. Knowing $r$ and $\theta$, one can estimate the spin susceptibility to be $\chi = (g^* m^*)/(2 \pi h^2)$.

Figure 7 shows $\rho_{xx}$ as a function of $B_\perp$ with $\theta$ varying from 0 to $\sim 80^\circ$ for densities $n_e = 2.9$ and $4.9 \times 10^{11} \,\text{cm}^{-2}$. The tilt angle $\theta$ is calibrated precisely (within $0.1^\circ$) using the Hall effect at small $B_\perp$. As shown in Fig. 7(a), despite being limited by the range of the magnetic field, we observe local minima and maxima in $\rho_{xx}(B)$ to change as $\theta$ is increased. For instance, with increasing $\theta$, the local $\rho_{xx}$ maxima at $\nu = 5$ and 7 change to minima, while the pronounced minima at $\nu = 6$ and 4 change to maxima or vanish. This means that $r$ is approaching 1 when we increase $\theta$ from 0 to 78$^\circ$. As an estimation of the upper limit of the $g$-factor, we assume $r \approx 1$ when $\theta \geq 78^\circ$. This corresponds to a $g$-factor $g^* \leq 14$ for the measured $m^* \approx 0.03 m_e$. This estimation of the $g$-factor is in agreement with the value in bulk p-type InSb, which is $\sim 16$ [23, 54]. Here we also find that the local $\rho_{xx}$ minima for $\nu = 4$ and 3 appear in smaller $B_\perp$ when $\theta = 0$. This could be because of the effect of attractive scattering centers in the quantum well in the low density regime [70].

However, coincidence measurements at higher densities show different results. Figure 7(b) presents the coincidence measurement performed at $n_e = 4.9 \times 10^{11} \,\text{cm}^{-2}$. Even when $\theta$ is increased to 79.1$^\circ$, within the range of the magnetic field we can apply, there is no obvious dependence of $\rho_{xx}$ on $\theta$. Since p-type InSb is regarded to
be a material with strong SOI and large g-factor, it is unlikely that the g-factor is so strongly reduced in the higher density regime that there is no observable change of \( \rho_{xx} \) up to \( \theta = 79.1^\circ \). Since we have observed that the SOI of the 2DHG increases significantly with increasing \( n_h \), we hypothesize that the spin of the holes is locked with the orbits due to the larger SOI, implying a strongly anisotropic g-factor. Similar results have been reported in other p-type quantum wells and also in 2D materials, such as MoS\(_2\) \([7, 8]\).

VII. CONCLUSION

We have shown that both 2DHG and 2DEG can be induced by electrostatic gating in a single, shallow InSb heterostructure without any intentional doping. Thanks to the high quality of the sample, we are able to observe SdH oscillations and integer quantum Hall effects in both the p- and n-type regimes. In each regime, only a single electronic band is populated and contributes to transport. From the density dependence of the effective mass, we find that a large band non-parabolicity is present in the p-type regime. Furthermore, both 2DHG and 2DEG show tunable SOI. Finally, using coincidence measurements, we find that the spin susceptibility of InSb 2DHG strongly depends on the carrier density. Our work provides a better understanding of the detailed band structure and quantum properties of narrow-bandgap III-V compounds, and paves the way for applications of InSb in high-mobility electronics and quantum information processing devices.
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