Difference Equation for Quintic 3-Fold
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Abstract. In this paper, we use the Mellin–Barnes–Watson method to relate solutions of a certain type of $q$-difference equations at $Q = 0$ and $Q = \infty$. We consider two special cases; the first is the $q$-difference equation of $K$-theoretic $I$-function of the quintic, which is degree 25; we use Adams’ method to find the extra 20 solutions at $Q = 0$. The second special case is a fuchsian case, which is confluent to the differential equation of the cohomological $I$-function of the quintic. We compute the connection matrix and study the confluence of the $q$-difference structure.
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1 Introduction

Since the 1990s, the development of mirror symmetry has changed how people work on enumerative geometry and has made some surprising predictions in algebraic geometry. Calabi–Yau manifolds are essential in mirror symmetry. Among them, the quintic threefold was the first example for which mirror symmetry was used to make enumerative predictions [3].

There are several ways to state mirror symmetry. In Givental’s approach to mirror symmetry, two cohomology valued formal functions play a crucial role, i.e., the so-called $J$-function and $I$-function. The $J$-function, by definition, encodes all the genus zero Gromov–Witten invariants, so it is essential. However, it is pretty hard to obtain an explicit formula. On the other hand, the $I$-function given by the oscillatory integral is computable. In [7] Givental proved that $I$-function lies on the range of big $J$-function, and up to a change of coordinate, we can obtain $J$-function from $I$-function.

Let $X$ be the Fermat quintic, considered as a degree 5 hypersurface in $\mathbb{P}^4$, the cohomological $I$-function of $X$ is as follows

$$I_X^{\text{coh}}(h, e^t) = \sum_{d=0}^{\infty} \frac{\Gamma_{k=1}^{5d} (5H + kh)^{d} e^{t(H + d)}}{\prod_{k=1}^{d} (H + kh)^{5}},$$

where $H$ is the hyperplane class of $\mathbb{P}^4$, and $h$ is the equivariant parameter, since $H^4 = 0$ in the cohomology of $X$, the $I$-function of quintic satisfies the following degree 4 differential equation which is called the Picard–Fuchs equation

$$\left( \frac{d}{dt} \right)^{4} - 5^{5} e^{t} \left( h \frac{d}{dt} + \frac{H}{5} \right) \left( h \frac{d}{dt} + \frac{2H}{5} \right) \left( h \frac{d}{dt} + \frac{3H}{5} \right) = 0. \quad (1.1)$$

Let $Q = 5^{5} e^{t}$, the above differential equation becomes the following form

$$\left( \frac{d}{dQ} \right)^{4} - Q \left( \frac{d}{dQ} + \frac{H}{5} \right) \left( \frac{d}{dQ} + \frac{2H}{5} \right) \left( \frac{d}{dQ} + \frac{3H}{5} \right) = 0. \quad (1.1)$$
The fundamental solutions at $Q = 0$ are given by the expansion of $I^\text{coh}_X(h, Q)$, i.e.,

$$I^\text{coh}_X(h, Q) = I_0 \cdot 1 + I_1 \cdot H + I_2 \cdot H^2 + I_3 \cdot H^3 \mod (H^4).$$

More precisely, the coefficients of the $I$-function relative to the cohomology basis give the fundamental solutions of (1.1). Moreover, the fundamental solutions at $Q = \infty$ are related to FJRW theory [4] and could be constructed explicitly via the Frobenius method.

Around 2000, Givental [8] and Lee [11] introduced the $K$-theoretic Gromov–Witten (GW) invariants; these invariants are defined by replacing cohomological definitions by their $K$-theoretical analogs. The $K$-theoretic $J$-function and $I$-function are also defined and studied; unlike cohomological GW theory, the $K$-theoretic $I$-function satisfies a difference equation instead of a differential equation. For example, let us still consider quintic $X$, denote by $q^{Q\partial_q}$ the difference operator shifting $Q^k$ by $q^kQ^k$, the $K$-theoretic $I$-function of $X$ is as follows

$$I^K_X(q, Q) = P^{l_q(Q)} \sum_{d=0}^{\infty} \prod_{k=1}^{5d} \left(1 - P^5q^k\right) Q^d,$$

where $P = \mathcal{O}(-1)$ on $\mathbb{P}^4$, and

$$l_q(Q) = -Q \frac{\theta_q'(Q)}{\theta_q(Q)}$$

is the $q$-logarithm function. Here $\theta_q(Q)$ is the Jacobi’s theta function and the $q$-logarithm function satisfies

$$q^{Q\partial_q}(l_q(Q)) = l_q(Q) + 1.$$ 

Since $(1 - P)^5 = 0$ in $K(\mathbb{P}^4)$, the $K$-theoretic $I$-function of $X$ satisfies the following difference equation

$$\left[(1 - q^{Q\partial_q})^5 - Q \prod_{k=1}^{5} (1 - q^{5Q\partial_q + k})\right] I^K_X(q, Q) = 0.$$  

(1.3)

It is a degree 25 difference equation but not fuchsian (Definition 2.15).

The characteristic equation (see (3.1) for definition) at $Q = \infty$ is

$$(1 - q^{-1}x^5)(1 - q^{-2}x^5)(1 - q^{-3}x^5)(1 - q^{-4}x^5)(1 - q^{-5}x^5) = 0,$$

with 25 distinct roots. Using Frobenius method, we obtain 25 solutions (at $Q = \infty$) of (1.3) given by

$$W_{l,m}(1/Q) = e_{q,q^5\xi_m}(1/Q) \sum_{d \geq 0} P_{d-1}^{l_q(Q)} \prod_{k=0}^{d-1} \left(1 - \xi^{-m}q^{-k-l}\right) Q^{-d},$$

where

$$\xi^5 = 1, \quad l = 1, \ldots, 5, \quad m = 0, \ldots, 4,$$

and

$$e_{q,\lambda_q}(Q) = \frac{\theta_q(Q)}{\theta_q(\lambda_q Q)} \in \mathcal{M}(\mathbb{C}^*).$$

The function $e_{q,\lambda_q}$ satisfies the $q$-difference equation $q^{Q\partial_q}e_{q,\lambda_q}(Q) = \lambda_q e_{q,\lambda_q}(Q).$
The characteristic equation at \( Q = 0 \) is
\[(1 - x)^5 = 0,
\]
with \( 5 \) multiple roots. One may obtain explicit formulas for solutions via the Frobenius method. However, we could obtain \( 5 \) solutions at \( Q = 0 \) from \( I_5^\xi(q, Q) \) as mentioned above. We use Adams’ method to obtain the rest solutions.

**Proposition 1.1.** The exceptional \( 20 \) solutions of \((1.3)\) are given as follows: for each \( 20 \)th root of unity \( \xi \), we have a solution of form
\[
e^{p, \xi_p^{-1/2}}(z)F(z) = e^{p, \xi_p^{-1/2}}(z) \sum_{n \geq 0} f_n z^n,
\]
where \( z = Q^{\frac{1}{20}}, \, p = q^{\frac{1}{20}} \). Let \( \sigma_p = p^{2\sigma_p} \), then \( F(z) \) satisfies
\[
\left[(z - \xi p^{-2}\sigma_p)(z - \xi p^{-4}\sigma_p)(z - \xi p^{-6}\sigma_p)(z - \xi p^{-8}\sigma_p)(z - \xi p^{-10}\sigma_p)
- (z^5 - \xi^{-5}p^{-\frac{2}{7}}\sigma_p^5)(z^5 - \xi^{-5}p^{-\frac{4}{7}}\sigma_p^5)(z^5 - \xi^{-5}p^{-\frac{6}{7}}\sigma_p^5)ight]F(z) = 0.
\]

To the best of the author’s knowledge, the connection matrix is critical in classifying fuchsian difference equations, and very little is known about the non-fuchsian case. Even in the fuchsian case, the connection matrix is hard to obtain if the characteristic equation has multiple roots.

We construct the following \( K(\mathbb{P}^{n-1}) \) valued \( q \)-series motivated by \([4]\) to obtain connection matrix
\[
F_{m,n}(Q) = P_{q}(Q)^{\infty} \prod_{d=0}^{\infty} \frac{P\alpha_i(q)}{(Pq; q)_d^n} Q^d. \tag{1.4}
\]
Here we use \( \alpha \)-Pochhammer symbol notation:
\[
(a; q)_d := (1 - a)(1 - qa) \cdots (1 - q^{d-1}a) \quad \text{for} \quad d > 0.
\]
Since \( (1 - P)^n = 0 \) in \( K(\mathbb{P}^{n-1}) \), then \((1.4)\) satisfies the following difference equation
\[
\left[(1 - q^{\sigma_\partial d})^5 - Q \prod_{x=1}^{m} (1 - \alpha_i q^{\sigma_\partial d})\right] F_{m,n}(Q) = 0 \quad \text{mod} \quad (1 - P)^n. \tag{1.5}
\]

Suppose \( \alpha_i \notin \alpha_j q^{\mathbb{Z}\{0\}} \) then we could find the explicit formula for \( m \) solutions at \( Q = \infty \) denoted by \( \{W_k(1/Q)\}_{k=1}^{m} \) and we use Mellin–Barnes–Watson method to related solutions at \( Q = 0 \) and \( Q = \infty \).

**Theorem 1.2.** For \( m \geq n \), the \( K(\mathbb{P}^{n-1}) \) valued \( q \)-series has the following analytic continuation:
\[
P_{q}(Q)^{\infty} \prod_{d=0}^{\infty} \frac{P\alpha_i(q)}{(Pq; q)_d^n} Q^d = P_{q}(Q)^{\infty} \prod_{d=0}^{\infty} \frac{P\alpha_i(q; q)_{\infty}}{(Pq; q)_d^n} \sum_{j=1}^{m} \frac{(q; q, (P\alpha_j Q, q/(P\alpha_j Q); q_{\infty})_{\infty}}{(P\alpha_j, q/(P\alpha_j, Q, q/Q); q_{\infty})_{\infty}}
\times \frac{(\alpha_j^{-1}q; q_{\infty})_{\infty}}{(\alpha_i/\alpha_j, q_{\infty})_{\infty}} W_j(1/Q).
\]

As for applications, if we take \( n = 5, \, m = 25 \) and \( \{\alpha_i\}_{i=1}^{25} = \{\xi^k q^l \mid k, l = 1, 2, 3, 4, 5\} \), then \((1.4)\) becomes \((1.2)\). And if we take \( n = 4, \, m = 4 \) and \( \{\alpha_i\}_{i=1}^{4} = \{q^k\}_{i=1}^{4} \), then \((1.5)\) becomes
\[
\left[(1 - q^{\sigma_\partial d})^4 - Q \prod_{i=1}^{4} (1 - q^i q^{\sigma_\partial d})\right] F(Q) = 0. \tag{1.6}
\]
This difference equation is a lift of the differential equation (1.1), i.e., if we let \( q \to 1 \), then (1.6) becomes (1.1). This phenomenon is called confluence which was studied first by J. Sauloy in 2000 [15]. Under the above specific choice, the formula in Theorem 1.2 becomes

\[
p^k_q(Q) \sum_{d=0}^{\infty} \prod_{i=1}^{4} (Pq^i; q)_{d} Q^d = p^k_q(Q) \prod_{i=1}^{4} (Pq^i; q)_{\infty} \sum_{j=1}^{4} (q, q, Pq^j Q, q/(Pq^j Q); q)_{\infty}^{4} \times \prod_{i=1, i \neq j}^{4} (q^{-1} q_{q_{j/2}}(1/Q)) W_j(1/Q),
\]

where \( \{W_j(1/Q)\}_{j=1}^{4} \) are the fundamental solutions at \( Q = \infty \). If we expand two sides with respect to \( K \)-group basis \((1 - P)^k\), \( k = 0, 1, 2, 3 \), we obtain the connection matrix, for more details, see Section 5.1. Besides, the fundamental solutions of (1.6) at \( Q = 0 \) and \( Q = \infty \) are confluent to the solutions of (1.1), finally, we compute the confluence of the connection matrix.

The paper is arranged as follows. Section 2 reviews some basic definitions and concepts of difference equations and introduces some special functions. In Section 3, we use the difference equation of quintic as an example, and we use Adams’ method and Frobenius method to solve the degree 25 difference equation at \( Q = 0 \) and \( Q = \infty \) respectively. In Section 4, we generalize the difference equation for the quintic and construct a \( K \)-group valued series, and then we use the Mellin–Barnes–Watson method to relate solutions at \( Q = 0 \) and \( Q = \infty \). In Section 5, we apply the results in Section 4 to a particular fuchsian case, and we expand the formula with respect to the \( K \)-group basis \((1 - P)^k\) to find the connection matrix. Since the particular fuchsian case is confluent to the differential equation of quintic. In Section 6, we study the confluence of the connection matrix.

## 2 Preliminaries

In this section, we define some basic notions in the theory of \( q \)-difference equations. The main references are [13, 15, 16].

**Notations 2.1.** Here are some standard notations of general use:

- \( Q \) and \( q \) are complex variables and \( |q| < 1, q \neq 0 \),
- \( \mathbb{C}\{Q\} \) is the field of meromorphic germs at 0, is the quotient field of \( \mathbb{C}\{Q\} \),
- \( \mathcal{M}(\mathbb{C}^*) \) is the field of meromorphic functions on \( \mathbb{C}^* \),
- \( \mathcal{M}(\mathbb{C}^*, 0) \) is the ring of germs at punctured neighborhood of \( Q = 0 \),
- \( \mathcal{M}(\mathbb{E}_q) \) is the field of meromorphic functions on elliptic curve \( \mathbb{E}_q = \mathbb{C}^*/\mathbb{Z} \), i.e., the field of elliptic functions.
- \( (a; q)_d = (1 - a)(1 - qa) \cdots (1 - q^{d-1}a) \) for \( d \in \mathbb{N} \cup \{+\infty\} \) is the \( q \)-Pochhammer symbol.

**Definition 2.2.** A difference field is a pair \( (K, \sigma) \), where \( K \) is a field, and \( \sigma \) is a field automorphism of \( K \).

**Example 2.3.** We will focus on the fields in the above notations,

\[
\mathcal{M}(\mathbb{C}^*) \subset \mathcal{M}(\mathbb{C}^*, 0),
\]

they are all endowed with the \( q \)-shift operator \( \sigma_q := q^{Q_0 Q} : f(Q) \mapsto f(qQ) \). Let \( K = \mathcal{M}(\mathbb{C}^*) \) or \( \mathcal{M}(\mathbb{C}^*, 0) \). Usually, we denote the field of constants of the difference field \((K, \sigma_q)\) as \( K^{\sigma_q} \). For example, \( \mathcal{M}(\mathbb{C}^*)^{\sigma_q} = \mathcal{M}(\mathbb{C}^*)^{\sigma_q} = \mathcal{M}(\mathbb{E}_q) \). This is the main reason that the modular form such as elliptic function appears naturally in the theory of \( q \)-difference equation.
2.1 Regular singular $q$-difference equations

**Definition 2.4.** Let $(E_q): q^{Q_{0q}} X_q(Q) = A_q(Q)X_q(Q)$ be a $q$-difference system, with $A_q \in \text{GL}_n(K)$. We define the solution space of this $q$-difference equation by

$$\text{Sol}(E_q) = \{ X_q \in K^n \mid q^{Q_{0q}} X_q(Q) = A_q(Q)X_q(Q) \}.$$ 

**Remark 2.5.** From now on, we will focus on the local solutions at $Q = 0$, and the results will also hold for $Q = \infty$. The reason why we don’t consider solutions at other singular points is that: if a function $f(Q)$ is a solution of a $q$-difference equation $q^{Q_{0q}} f(Q) = a(Q)f(Q)$ and has a singularity at some $Q_0 \neq 0, \infty$, then $f(Q)$ has a singularity at any complex number $Q_0 q^k$.

**Proposition 2.6** ([16, Theorem 2.3.1, p. 118]). Let $(E_q): q^{Q_{0q}} X_q(Q) = A_q(Q)X_q(Q)$ be a $q$-difference system. Then, we have

$$\dim_{\mathcal{M}(E_q)}(\text{Sol}(E_q)) \leq \text{rank}(A_q).$$ 

**Definition 2.7.** Let $q^{Q_{0q}} X_q(Q) = A_q(Q)X_q(Q)$ be a $q$-difference system. A fundamental solution of this system is an invertible matricial solution $X_q \in \text{GL}_n(K)$ such that $q^{Q_{0q}} X_q(Q) = A_q(Q)X_q(Q)$.

**Definition 2.8.** Let $q^{Q_{0q}} X_q(Q) = A_q(Q)X_q(Q)$ be a $q$-difference system. Consider a matrix $P_q \in \text{GL}_n(K)$. The gauge transform of the matrix $A_q$ by the gauge transformation $P_q$ is the matrix

$$P_q \cdot [A_q] := (q^{Q_{0q}} P_q) A_q P_q^{-1}.$$ 

A second $q$-difference system $q^{Q_{0q}} X_q(Q) = B_q(Q)X_q(Q)$ is said to be equivalent (over $K$) by gauge transform to the first one if there exists a matrix $P_q \in \text{GL}_n(K)$ such that

$$B_q = P_q \cdot [A_q].$$

Let us define the regular singular $q$-difference equation. We shall start from the local analytic study, i.e., taking field $C(\{Q\})$, and then look for solutions in the field $K = \mathcal{M}(C^*)$ or $\mathcal{M}(C^*, 0)$.

**Definition 2.9.** Let $A_q \in \text{GL}_n(C(\{Q\}))$, a system $q^{Q_{0q}} X_q(Q) = A_q(Q)X_q(Q)$ is said to be regular singular at $Q = 0$ if there exists a $q$-gauge transform $P_q \in \text{GL}_n(C(\{Q\}))$ such that the matrix $(P_q \cdot [A_q])(0)$ is well-defined and invertible: $P_q \cdot [A_q](0) \in \text{GL}_n(C)$.

**Definition 2.10.** Consider a regular singular $q$-difference system $q^{Q_{0q}} X_q(Q) = A_q(Q)X_q(Q)$. Suppose $A_q(0) \in \text{GL}_n(C)$ and denote by $(\lambda_i)$ the eigenvalues of the matrix $A_q(0)$. This $q$-difference system is said to be non-$q$-resonant if for every $i \neq j$, we have $\frac{\lambda_i}{\lambda_j} \notin q^{\mathbb{Z}\setminus\{0\}}$, where $q^{\mathbb{Z}\setminus\{0\}} := \{ q^k \mid k \in \mathbb{Z}\setminus\{0\} \} \subset C$.

Let’s introduce some special functions which are needed to solve regular singular $q$-difference equations.

We define Jacobi’s theta function by

$$\theta_q(Q) = \sum_{d \in \mathbb{Z}} q^{\frac{(d-1)d}{2}} Q^d.$$ 

This function satisfies the $q$-difference equation $q^{Q_{0q}} \theta_q(Q) = \frac{1}{q} \theta_q(Q)$. And it has a famous Jacobi’s triple identity

$$\theta_q(Q) = (q; q)_\infty (-Q; q)_\infty (-q/Q; q)_\infty.$$ 

In the following, we define two special functions which are essential in solving regular singular (irregular) $q$-difference equations.
Definition 2.11. Let $\lambda_q \in \mathbb{C}^*$. The $q$-character associated to $\lambda$ is the function $e_{q,\lambda_q} \in \mathcal{M} (\mathbb{C}^*)$ defined by

$$e_{q,\lambda_q}(Q) = \frac{\theta_q(Q)}{\theta_q(\lambda_q Q)} \in \mathcal{M}(\mathbb{C}^*).$$

The function $e_{q,\lambda_q}$ satisfies the $q$-difference equation $q^{Q\partial_q}e_{q,\lambda_q}(Q) = \lambda_q e_{q,\lambda_q}(Q)$.

Definition 2.12. The $q$-logarithm is the function $\ell_q \in \mathcal{M} (\mathbb{C}^*)$ defined by

$$\ell_q(Q) = -Q\frac{\theta_q'(Q)}{\theta_q(Q)}.$$ 

By a little computation, one could know that the function $\ell_q$ satisfies the following $q$-difference equation

$$q^{Q\partial_q}\ell_q(Q) = \ell_q(Q) + 1.$$ 

Now we can state the existence of a fundamental solution for regular singular $q$-difference equations under certain conditions.

For a $q$-difference system $q^{Q\partial_q}X_q(Q) = A_q(Q)X_q(Q)$, without loss of generality, we assume $A_q(0) \in \text{GL}_n(\mathbb{C})$ and moreover that it is non-resonant. We can recursively build a gauge transform $F_q \in \text{GL}_n(\mathbb{C}(\{Q\}))$ which sends the matrix $A_q(0)$ to the constant matrix $A_q(Q)$, for details, see [16, Corollary 3.2.4]. Then we take the Jordan–Chevalley decomposition of $A_q(0) = A_sA_u$, where $A_s$ is semi-simple, $A_u$ is unipotent and $A_s, A_u$ commute.

Since $N = A_u - I_n$ is nilpotent, we can define

$$A_u^{\ell_q} := (I_n + N)^{\ell_q} := \sum_{k \geq 0} \binom{\ell_q}{k} N^k,$$  \hspace{1cm} (2.1)

where

$$\binom{\ell_q}{k} := \frac{\ell_q(\ell_q - 1) \cdots (\ell_q - (k - 1))}{k!}.$$ 

Note that (2.1) is actually a finite sum and $A_u^{\ell_q}$ is unipotent, and we have

$$q^{Q\partial_q}A_u^{\ell_q} = A_u^{\ell_q}A_u = A_u^{\ell_q}.$$ 

Thus we set

$$e_{q,A_u} := A_u^{\ell_q}.$$ 

Take a basis change $P$ to diagonalise $A_s = P^{-1}\text{diag}(\lambda_i)P$. We define

$$e_{q,A_s} := P^{-1}\text{diag}(e_{q,\lambda_i}(Q))P,$$  \hspace{1cm} (2.2)

which satisfies

$$q^{Q\partial_q}e_{q,A_s} = A_s e_{q,A_s} = e_{q,A_s}A_s.$$ 

Then one can check that the product $F_q e_{q,A_s} e_{q,A_u} =: X_q(Q)$ is a fundamental solution of the $q$-difference system $q^{Q\partial_q}X_q(Q) = A_q(Q)X_q(Q)$. We arrive at the following theorem.

Proposition 2.13 ([16, Theorem 3.3.1]). The $q$-difference system $\sigma_q X_q(Q) = A_q(Q)X_q(Q)$, regular singular at $Q = 0$, admits a fundamental matricial solution $X := Me_{q,C} \in \text{GL}_n(\mathcal{M}(\mathbb{C}^*,0))$, where $C \in \text{GL}_n(\mathbb{C})$ and where $M \in \text{GL}_n(\mathbb{C}(\{Q\}))$. The $e_{q,C}$ is defined by Jordan–Chevalley decomposition of $C$ as above.

Remark 2.14. Let $A, P \in \text{GL}_n(\mathbb{C})$, one can check that $e_{q,PAP^{-1}} = Pe_{q,A}P^{-1}$. Thus, (2.2) is independent of the choice of $P$. 


2.2 Monodromy of regular singular \(q\)-difference equations

Definition 2.15. A \(q\)-difference system \(q\partial q X_q(Q) = A_q(Q)X_q(Q)\) is called fuchsian if it is regular singular both at \(Q = 0\) and \(Q = \infty\).

It is easy to see the difference equation (1.3) is not fuchsian since it is not regular singular at \(Q = 0\). But we will see it is regular singular at \(Q = \infty\) (see (3.5)).

Definition 2.16. Let \(q\partial q X_q(Q) = A_q(Q)X_q(Q)\) be a fuchsian \(q\)-difference system. This \(q\)-difference system admits a fundamental solution \(X_0(Q)\) at \(Q = 0\) and a second one \(X_\infty(1/Q)\) at \(Q = \infty\). Birkhoff’s connection matrix (or \(q\)-monodromy) \(P_q\) is the ratio

\[
M_q(Q) = (X_\infty(1/Q))^{-1}X_0(Q).
\]

Since the connection matrix relates two fundamental matrix solutions. It is invariant by difference operator \(q\partial q\), i.e.,

\[
M_q(Q) \in \text{GL}_n(M(E_q)).
\]

However, it is not well defined: it depends on the choice of fundamental matrix solutions. To get rid of this dependence, we need to consider the following triple.

Definition 2.17. A Birkhoff connection triple is a triple

\[
(A^{(0)}, M_q, A^{(\infty)}) \in \text{GL}_n(C) \times \text{GL}_n(E_q) \times \text{GL}_n(C)
\]

up to certain equivalent. Where \(A^{(0)}\) and \(A^{(\infty)}\) are related to the fundamental solutions at \(Q = 0\) and \(Q = \infty\) respectively, for more details, see [16, p. 133].

The data of Birkhoff’s connection triples classifies fuchsian \(q\)-difference systems up to gauge transformations.

Proposition 2.18 ([16, Theorem 3.4.9]). Rational classes (under rational equivalence, i.e., over field \(C(Q)\)) of fuchsian rational systems are in bijection with equivalence classes of Birkhoff connection triples.

2.3 Confluence of regular singular \(q\)-difference equations

First, let us introduce some interesting formulas we needed when considering the confluence of difference equations. We fix \(\tau_0\) such that \(1 + \tau_0 > 0\) and \(q_0 := e^{-2i\pi \tau_0}\) and \(|q_0| < 1\). This defines a discrete logarithmic spiral \(q_0^\tau := \{ q_k^\tau \mid k \in \mathbb{Z} \} \subset C\) and a continuous spiral \(q_0^\tau := \{ q_k^\tau \mid k \in \mathbb{R} \} \subset C\). Let \(\Omega = C^* - q_0^\infty\). Denote by \(\log(Q)\) the logarithm on \(\Omega\) such that \(1 \mapsto 0\). Let \(Q^\mu := e^{\mu \log(Q)}\).

Lemma 2.19 ([15, Section 3.1.7, Corollaire 1]). Let \(q(t) = q_0^t\), \(t \in (0,1]\). Assume there exist complex numbers \(\alpha_0, \alpha_1 \in C\) so that \(Q_i(q(t)) = Q_0q_0^{\alpha_1 + \alpha(t)}\), \(Q_0 \in \Omega\). Then, on \(\Omega\), we have the uniform convergence when \(t \to 0\)

\[
\lim_{q \to 1} \frac{\theta_{q(t)}(Q_1(q(t)))}{\theta_{q(t)}(Q_2(q(t)))} = Q_0^{\alpha_2 - \alpha_1}.
\]

Proposition 2.20 ([15, Sections 3.1.3 and 3.1.4]). As the above notation, consider \(\lambda_{q(t)}, \mu \in C^*\) such that \(\frac{\lambda_{q(t)}^{-1}}{q - 1} \to \mu\). Then we have the asymptotics:

1. We have the uniform convergence on any compact of \(\Omega\)

\[
\lim_{t \to 0} (q(t) - 1)\ell_{q(t)}(-Q) = \log(Q).
\]
2. We have the uniform convergence on any compact of $\Omega$

$$\lim_{t \to 0} e_{q(t), \lambda q(t)} (-Q) = Q^\mu.$$ 

Now, let’s introduce the definition of confluence.

**Definition 2.21** ([15, Section 3.2]). Let $q(t) = q_0^t$, for $t \in (0, 1]$. A regular singular, non $q$-resonant difference system $q\partial_q X_q(Q) = A_q(Q)X_q(Q)$ is said to be confluent if it satisfies four conditions below. Set $B_q(Q) = A_q(Q) - I_d$, whose coefficients have poles $Q_1(q), \ldots, Q_k(q)$ in the input $Q$. We require that

1. The $q$-spirals satisfy $\int_{t=0}^k \mathcal{I}_i(q_0^t) q_0^R = \emptyset$.
2. There exists a matrix $\tilde{B} \in GL_n(\mathbb{C}(Q))$ such that

$$\lim_{t \to 0} B_q(t) = \tilde{B},$$

uniformly in $Q$ on any compact of $\mathbb{C}^* - \bigcup_{i=0}^k Q_i q_0^R$, set $Q_0 = 1$.
3. This limit defines a regular singular, non resonant differential system

$$Q \frac{d}{dQ} \tilde{X} = \tilde{B} \tilde{X}.$$ 

4. There exists, for each $t$, a Jordan decompositions $B_q(t)(0) = P_q^{-1} J_q(t) P_q(t)$ as well as

$$\tilde{B}(0) = \tilde{P}^{-1} \tilde{J} \tilde{P}.$$ 

We ask that

$$\lim_{t \to 0} P_q(t) = \tilde{P}.$$

If the difference system is confluent, then there is a confluence of the solutions.

**Proposition 2.22** ([13, Theorem V.2.4.7]). Let $q(t) = q_0^t$, for $t \in [0, 1]$. Consider a regular singular confluent $q$-difference system $q\partial_q X_q(Q) = A_q(Q)X_q(Q)$, whose limit system is $Q\partial Q \tilde{X}(Q) = \tilde{B}(Q) \tilde{X}(Q)$.

Assume that there exists a vector $X_0 \in \mathbb{C}^n \setminus \{0\}$, independent of $q$, such that $A_q(t)X_0 = X_0$ for all $t \in (0, 1]$. We also assume that we have a solution $X_q(Q)$ of the $q$-difference system satisfying the initial condition $X_q(0) = X_0$.

Let $\tilde{X}(Q)$ be the unique solution of $Q\partial Q X(Q) = \tilde{B}(Q) X(Q)$ satisfying the initial condition $\tilde{X}(0) = X_0$. We have

$$\lim_{t \to 0} X_q(t)(Q) = \tilde{X}(Q)$$

uniformly in $Q$ on any compact of $\mathbb{C}^* - \bigcup_{i=0}^k Q_i q_0^R$.

### 3 The difference equation for quintic

#### 3.1 General technique: Newton polygon

Let’s consider the equation

$$\sum_{i=0}^n a_i(Q)(\sigma_q)^i f(Q) = 0,$$
with

\[ a_i(Q) = a_{i,0} + a_{i,1}Q + a_{i,2}Q^2 + \cdots. \]

We call the following equation the *characteristic equation*

\[ a_n,0x^n + a_{n-1,0}x^{n-1} + \cdots + a_{1,0}x + a_{0,0} = 0, \tag{3.1} \]

which plays an important role in constructing solutions.

Denote by \( a_{i,j} \) the first nonzero coefficient in \( a_i(Q) \), and choosing \( i \)- and \( j \)-axes as horizontal and vertical axes respectively, plot the points \((n - i, j)\). Construct a broken line, convex downward, such that both ends of each segment of the line are points of the set \((n - i, j)\). Then we obtain a Newton polygon as follows

Note that the horizontal segment corresponds to the characteristic equation

\[ a_k,0x^k + a_{k-1,0}x^{k-1} + \cdots + a_{d,0}x^d = 0. \]

The degree of the above characteristic equation is 1 less than the number of points on or above that segment.

**Example 3.1.** Consider the following equation:

\[
[(Q^4 + 2Q^7)\sigma_q^6 + (Q + 3Q^5)\sigma_q^5 + (3 + 2Q^3)\sigma_q^4 + 2\sigma_q^3 + 3Q\sigma_q^2 + Q^2\sigma_q]f(Q) = 0.
\]

Then the associated Newton polygon is

The general technique to construct solutions is as follows:
• Horizontal segment: As mentioned above, it corresponds to characteristic equation. Using
the non-zero roots, we could construct the associated solutions as regular singular cases.
• Non-horizontal segment: For each non-horizontal segment of slope $\mu$, a rational number.
  – If $\mu = r$ is an integer, we consider a formal series solution of the form
    $$\theta^r_q(Q) \sum_{n=0}^{\infty} f_n(q)Q^n.$$  
  – If $\mu = t/s$ is a rational number with $s$ positive, then we consider a formal series
    solution of the form
    $$\theta^{t/s}_q(Q^{t/s}) \sum_{n=0}^{\infty} f_n(q)Q^{n/s}.$$  

For more details, see [1, 2, 14].

**Remark 3.2.** In Adams’ works, he used $q^{\mu(t^2-t)}$, where $t = \frac{\ln Q}{\ln q}$.

3.2 Solutions at $Q = 0$

The $K$-theoretic $I$-function of quintic is as follows [9]

$$I^K = P^\mu(Q) \sum_{d \geq 0} \frac{\prod_{k=1}^{5d} (1 - P^5q^k)}{\prod_{k=1}^{d} (1 - Pq^k)^5} Q^d,$$

it satisfies the following degree 25 difference equation

$$\left[(1 - q^{Qq^d})^5 - Q \prod_{k=1}^{5} (1 - q^k q^{5Qq^d})\right] I^K = 0 \mod ((1 - P)^5). \tag{3.2}$$

**Remark 3.3.** See [5] for additional discussion on $q$-deformed Picard–Fuchs equation.

The characteristic equation at $Q = 0$ is

$$(1 - x)^5 = 0.$$  

We can construct only 5 solutions by expanding $I^K_q(Q, Q)$ with respect to the $K$-group basis
$(1 - P)^k$, $k = 0, 1, 2, 3, 4$. Next we use Adams’ method to find other solutions at $Q = 0$. The
Newton’s polygon of the above difference equation (3.2) is as follows

![Newton's polygon](image)

Then we have solutions at $Q = 0$ of the form

$$\theta^{\frac{1}{5}Q\frac{1}{5}}(Q^{\frac{1}{5}}) G(Q^{\frac{1}{5}}) = \theta^{\frac{1}{5}}_q(Q^{\frac{1}{5}}) \sum_{d=0}^{\infty} g_d Q^{\frac{d}{5}}.$$
where $\theta_{q^\frac{1}{3n}}(Q^{\frac{1}{3n}})$ satisfies

$$q^{Q_3q_1} \theta_{q^\frac{1}{3n}}(Q^{\frac{1}{3n}}) = \left(\frac{1}{Q}\right)^{\frac{3n}{Q}} \theta_{q^\frac{1}{3n}}(Q^{\frac{1}{3n}}),$$

then

$$q^{5Q_3q_1} \theta_{q^\frac{1}{3n}}(Q^{\frac{1}{3n}}) = q^{-\frac{1}{2}} \left(\frac{1}{Q}\right)^{\frac{1}{2}} \theta_{q^\frac{1}{3n}}(Q^{\frac{1}{3n}}).$$

Substituting into (3.2), we find that $G(Q^{\frac{1}{3n}})$ satisfies the following difference equation:

$$\left[(Q^{\frac{1}{3n}} - q^{-\frac{1}{3n}}q^{Q_3q_1})(Q^{\frac{1}{3n}} - q^{-\frac{3}{3n}}q^{Q_3q_1})(Q^{\frac{1}{3n}} - q^{-\frac{1}{3n}}q^{Q_3q_1})(Q^{\frac{1}{3n}} - q^{Q_3q_1})
- (Q^{\frac{1}{3n}} - q^{-\frac{1}{2}}q^{5Q_3q_1})(Q^{\frac{1}{2}} - q^{-\frac{1}{2}}q^{5Q_3q_1})(Q^{\frac{1}{2}} - q^{5Q_3q_1})(Q^{\frac{1}{2}} - q^{\frac{1}{2}}q^{5Q_3q_1})\right] \times G(Q^{\frac{1}{3n}}) = 0.$$

Let $z = Q^{\frac{1}{3n}}, p = q^{\frac{1}{2n}}$ and $\sigma_p = p^{z\partial_z}$, then the above difference equation takes the following form

$$\left[(z - p^{-4}\sigma_p)(z - p^{-3}\sigma_p)(z - p^{-2}\sigma_p)(z - p^{-1}\sigma_p)(z - \sigma_p)
- (z^5 - p^{-10}\sigma_p^5)(z^5 - p^{-5}\sigma_p^5)(z^5 - \sigma_p^5)(z^5 - p^{5}\sigma_p^5)(z^5 - p^{10}\sigma_p^5)\right] G(z) = 0. \quad (3.3)$$

For $z = 0$, we obtain the characteristic equation

$$p^{-10}x^5 - x^{25} = 0,$$

i.e.,

$$x = \xi p^{-\frac{1}{2}}, \quad \text{for} \quad \xi^{20} = 1.$$

Consider a solution of the form

$$e_{p,\xi p^{-1/2}}(z)F(z) = e_{p,\xi p^{-1/2}}(z) \sum_{n \geq 0} f_n z^n,$$

then $F(z)$ satisfies

$$\left[(z - \xi p^{-\frac{9}{2}}\sigma_p)(z - \xi p^{-\frac{7}{2}}\sigma_p)(z - \xi p^{-\frac{5}{2}}\sigma_p)(z - \xi p^{-\frac{3}{2}}\sigma_p)(z - \xi^{-\frac{1}{2}}\sigma_p)
- (z^5 - \xi^5 p^{-\frac{25}{2}}\sigma_p^5)(z^5 - \xi^5 p^{-\frac{23}{2}}\sigma_p^5)(z^5 - \xi^5 p^{-\frac{21}{2}}\sigma_p^5)(z^5 - \xi^5 p^{-\frac{19}{2}}\sigma_p^5)\right] \times F(z) = 0.$$

After a short computation, we expand the above difference equation as follows

$$\left[\xi^5 p^{-\frac{25}{2}}(\sigma_p^{25} - \sigma_p^5) + 5\xi^4 p^{-8} z^{25} \sigma_p^4 - 10\xi^3 p^{-9} z^{23} \sigma_p^2 + 10\xi^2 p^{-2} z^{21} \sigma_p^2 - 5\xi p^{-\frac{1}{2}} z^{19} \sigma_p^4 + z^5 (1 - (1 + p^{\frac{15}{2}} + p^{\frac{13}{2}} + p^{\frac{11}{2}})\sigma_p^{20})
+ \xi^{15} (p^{\frac{15}{2}} + p^{\frac{13}{2}} + p^{\frac{11}{2}} + p^{\frac{9}{2}} + p^{\frac{7}{2}}) z^{10} \sigma_p^{15}
- \xi^{10} (p^{10} + p^{10} + p^{90} + p^{70} + p^{90} + p^{110} + p^{130}) z^{15} \sigma_p^{10}
+ \xi^{5} (p^{\frac{15}{2}} + p^{\frac{13}{2}} + p^{\frac{11}{2}} + p^{\frac{9}{2}} + p^{\frac{7}{2}}) z^{20} \sigma_p^5 - z^{25}\right] F(z) = 0. \quad (3.4)$$

Thus we arrive at the following proposition.
Proposition 3.4. The exceptional $20$ solutions of (3.3) are given as follows: for each $20$th root of unity $\xi$, we have a solution of form

$$e_p,\xi p^{-1/2}(z)F(z) = e_p,\xi p^{-1/2}(z) \sum_{n \geq 0} f_n z^n,$$

where $F(z)$ satisfies

$$\left[ (z - \xi p^{-\frac{1}{2}} \sigma_p)(z - \xi p^{-\frac{1}{2}} \sigma_p)(z - \xi p^{-\frac{1}{2}} \sigma_p)(z - \xi p^{-\frac{1}{2}} \sigma_p) ight.$$

$$\left. - (z^5 - \xi^5 p^{-\frac{22}{5}} \sigma_p^5)(z^5 - \xi^5 p^{-\frac{12}{5}} \sigma_p^5)(z^5 - \xi^5 p^{-\frac{8}{5}} \sigma_p^5)(z^5 - \xi^5 p^{-\frac{5}{5}} \sigma_p^5)(z^5 - \xi^5 p^{-\frac{3}{5}} \sigma_p^5) \right]$$

$$\times F(z) = 0.$$

**Proof.** From (3.4), only $f_0$ is a free variable, and $f_n$ is determined by $\{f_k\}_{k \leq n}$. Then we obtain $20$ solutions. □

Remark 3.5. The exceptional solutions are linearly independent over $M(\mathbb{E}_q)$, since their Wronskian matrix (see [16, Lemma 2.3.3]) does not equal to $0$. Actually, it is sufficient to see the Wronskian matrix for $\{e_p,\xi p^{-1/2}\}_{k=0}^{19}$ and it turns out to be the Vandermonde matrix.

### 3.3 Solutions at $Q = \infty$

Let $w = 1/Q$, (3.2) becomes

$$\prod_{k=1}^{5} \left( 1 - q^{-k} q^{5w \partial_w} - q^{10w q^{20w \partial_w}} (1 - q^{w \partial_w})^5 \right) F(w) = 0,
\quad (3.5)$$

which is regular singular. The characteristic equation is as follows

$$\prod_{k=1}^{5} \left( 1 - q^{-k} x^5 \right) = 0,$$

with $25$ distinct roots

$$q^{\frac{l}{5}} \xi^m, \quad l = 1, \ldots, 5, \quad m = 0, \ldots, 4.$$

Here $\xi$ is the fifth root of unity. For each root $q^{\frac{l}{5}} \xi^m$, we construct the following solution

$$W_{l,m}(w) = e_{q^{\frac{l}{5}} \xi^m}(w) \sum_{d \geq 0} f_d w^d.$$

Substituting the above formula into (3.5), since

$$q^{w \partial_w} e_{q^{\frac{l}{5}} \xi^m}(w) = q^{\frac{l}{5}} \xi^m e_{q^{\frac{l}{5}} \xi^m}(w),$$

then $\sum_{d \geq 0} f_d w^d$ satisfies the following difference equation

$$\prod_{k=1}^{5} \left( 1 - q^{-k} q^{5w \partial_w} - q^{10+4l} w q^{20w \partial_w} (1 - q^{l} \xi^m q^{w \partial_w})^5 \right) G(w) = 0.$$
Then one obtain 25 solutions at \( Q = \infty \) as follows

\[
W_{l,m}(w) = e_{q,q^5} \xi_m(w) \sum_{d \geq 0} \frac{\prod_{k=0}^{d-1} (1 - \xi^{-m} q^{-k} w^5)}{\prod_{k=0}^{d-1} (1 - q^{-k} w^5)} w^d
\]

\[
= e_{q,q^5} \xi_m(1/Q) \sum_{d \geq 0} \frac{\prod_{k=0}^{d-1} (1 - \xi^{-m} q^{-k} w^5)}{\prod_{k=0}^{d-1} (1 - q^{-k} w^5)} Q^{-d}.
\]

Since we require \(|q| < 1\) and

\[
\lim_{n \to \infty} \frac{\prod_{k=0}^{(n+1)-1} (1 - \xi^{-m} q^{-k} w^5)}{\prod_{k=0}^{(n+1)-1} (1 - q^{-k} w^5)} \frac{\prod_{k=0}^{5n-1} (1 - q^{-k} w^5)}{\prod_{k=0}^{n-1} (1 - \xi^{-m} q^{-k} w^5)} = \lim_{n \to \infty} \frac{\prod_{k=0}^{5n+4} (1 - q^{-k} w^5)}{\prod_{k=0}^{5n+1} (1 - \xi^{-m} q^{-k} w^5)} = 0.
\]

The 25 solutions are convergent.

**Remark 3.6.** These 25 solutions may relate to K-theoretic FJRW theory, for hints, see [10].

### 4 Auxiliary \( q \)-series and analytic continuation

In this section, we construct a \( K \)-group valued \( q \)-series, which is a generalization of the series (1.2), and it satisfies a difference equation like (3.2). Besides, we use Mellin–Barnes–Watson method to relate the solutions at \( Q = 0 \) and \( Q = \infty \).

#### 4.1 Auxiliary \( q \)-series

We construct the following \( K(\mathbb{P}^{n-1}) \) valued \( q \)-series motivated by [4]:

\[
F_{m,n}(\vec{\alpha}, Q) = P_{q}(Q) \sum_{d=0}^{\infty} \frac{\prod_{i=1}^{m} (P_{\alpha_i; q}^d)}{(P_{q; q}^d)_d} Q^d, \quad m \geq n.
\] (4.1)

Since \((1 - P)^n = 0\) in \( K(\mathbb{P}^{n-1}) \), then it satisfies the following difference equation:

\[
\left[(1 - q \partial Q)^n - Q \prod_{i=1}^{m} (1 - \alpha_i q^i \partial Q) \right] F_{m,n}(Q) = 0 \mod ((1 - P)^n).
\] (4.2)

Suppose \( \alpha_i \notin \alpha_j q^{\mathbb{Z}\backslash \{0\}} \), i.e., the difference equation is \((q)\)-non-resonant, the characteristic equation at \( Q = \infty \) is as follows

\[
\prod_{i=1}^{m} (1 - \alpha_i^{-1} x) = 0,
\]

with \( m \)-distinct roots \( \{\alpha_i\}_{i=1}^{m} \), the same as the discussion in previous section, for each root \( \alpha_i \), we construct a solution as follows

\[
W_i(1/Q) = e_{q,\alpha_i}(1/Q) \sum_{d \geq 0} f_d Q^{-d}.
\]

Recall

\[
q^{\alpha_i \partial Q} e_{q,\alpha_i}(1/Q) = \alpha_i^{-1} e_{q,\alpha_i}(1/Q),
\]
then \( \sum_{d \geq 0} f_d Q^{-d} \) satisfies the following difference equation
\[
\left[ (1 - \alpha_i^{-1} q^{Q \partial q})^n - Q \prod_{j=1}^m (1 - \alpha_j / \alpha_i q^{Q \partial q}) \right] G(Q^{-1}) = 0.
\]

Thus, we obtain
\[
W_j(1/Q) = e_{q, \alpha_j}(1/Q) \sum_{d \geq 0} \frac{\prod_{k=0}^{d-1} (1 - \alpha_j q^k)^n q^{(m-n) d(d-1)/2}}{\prod_{i=1}^m \prod_{k=1}^{d} (1 - \alpha_j / \alpha_i q^k)}
\times \left( (-1)^{m-n} \left( \prod_{i=1}^m \alpha_j / \alpha_i \right) \alpha_j^{-n} q^m / Q \right)^d
\]
\[
= e_{q, \alpha_j}(1/Q) \sum_{d \geq 0} \frac{\prod_{k=0}^{d-1} (1 - \alpha_j^{-1} q^{-k})^n}{\prod_{i=1}^m \prod_{k=1}^{d} (1 - \alpha_i / \alpha_j q^{-k})} Q^{-d}.
\]

**Remark 4.1.** The above solutions are linearly independent over \( \mathcal{M}(E_q) \). The same reason as Remark 3.2.

**Remark 4.2.** If we take \( n = 5, m = 25 \) and \( \{ \alpha_i \}_{i=1}^{25} = \{ \xi^l q^{5} \xi^{\kappa} \} \), then
\[
F_{25,5}(\{ \xi^l q^{5} \xi^{\kappa} \}, Q) = p_{l,m}(Q) \sum_{d \geq 0} \frac{\prod_{k=1}^{d} (1 - P^5 q^k)}{\prod_{k=1}^{d} (1 - P q^k)} Q^d,
\]
and for \( \alpha_j = q^{\xi^l} \xi^{\kappa} \), we have
\[
W_j(1/Q) = e_{q, \xi^l} \frac{1}{\xi^m}(1/Q) \frac{\prod_{k=0}^{d-1} (1 - q^{-l} \xi^{-m} q^{-k})^n}{\prod_{k=1}^{d} (1 - q^{-l} q^{-5k}) \cdots (1 - q^{-l} q^{-5k})} Q^{-d}
\]
\[
= e_{q, \xi^l}(1/Q) \sum_{d \geq 0} \frac{\prod_{k=0}^{d-1} (1 - \xi^{-m} q^{-k} \xi^{-l})^5}{\prod_{k=0}^{5d-1} (1 - q^{-k-l})} Q^{-d}
\]
\[
= W_{l,m}(1/Q).
\]

### 4.2 Analytic continuation

For the sake of simplicity, we shall assume in this section that \( 0 < q < 1 \) and write
\[
q = e^{-w}, \quad w > 0.
\]

The results can be extended to complex \( q \) in the unit disc using analytic continuation.

Consider the following contour integral. We follow the argument of [6, pp. 115–118] to show that this integral is well defined. For \( |Q| < 1 \), we can close the contour to the right, it equals to (4.1),
\[
p_{l,m}(Q) \sum_{i=1}^m (P \alpha_i ; q)_\infty \int_C \frac{(P q^{s+1} ; q)_\infty}{(P q ; q)_\infty} \frac{\pi(-Q)^s}{\sin \pi s - 2\pi i} ds.
\]

Here we view \( P = e^{-H} \). Although \( H \) is the hyperplane class, we consider it as a formal variable valued in \( \mathbb{C} \). \( C \) is a curve from \(-i\infty\) to \(+i\infty\) such that only the non-negative zeros of \( \sin \pi s \) lie on the right side of \( C \).
By the triangle inequality,
\[ |1 - |q|e^{-\omega \Re(s)}| \leq |1 - aq^s| \leq 1 + |a|e^{-\omega \Re(s)}, \]
we have
\[
\left| \frac{(Pq^{\omega+1}; q)^n}{\prod_{\alpha=1}^{m}(P\alpha; q^s)} \right| \leq \prod_{k=0}^{\infty} \frac{(1 + |P|e^{-(1+\Re(s))}k)^n}{\prod_{\alpha=1}^{m}(1 - |P\alpha|e^{-(1+\Re(s))}k)},
\]
which is bounded on the contour $C$. Hence the integral (4.3) converges if $|\arg(-Q)| < \pi$.

Let $C_{R+}$ be a large clockwise-oriented semicircle of radius $R$ with a center at the origin that lies to the right of $C$. The semicircle is terminated by $C$ and bounded away from the poles. Now consider the contour integral over $C_{R+}$ instead of $C$.

Setting $s = Re^\theta$, we have for $|s| < 1$ that
\[
\Re \left[ \frac{\log (-Q)^s}{\sin \pi s} \right] = R[\cos \theta \log |Q| - \sin \theta \arg(-Q) - \pi |\sin \theta|] + O(1)
\leq -R[\sin \theta \arg(-Q) + \pi |\sin \theta|] + O(1).
\]
Hence, when $|Q| < 1$ and $|\arg(-Q)| < \pi - \delta$, $0 < \delta < \pi$, we have
\[
\frac{(-Q)^s}{\sin \pi s} = O[\exp(-\delta R |\sin \theta|)],
\]
as $R \to \infty$, then the integral on $C_{R+}$ tends to zero as $R \to \infty$. Therefore, by applying Cauchy’s theorem, we can prove (4.3) equals to (4.1) through tedious computation.

Similarly, if we replace the contour $C$ by a contour $C_{R-}$ consisting of a large counterclockwise-oriented semicircle of radius $R$ with center at the origin that lies to the left of $C$. From an asymptotic formula
\[
\Re[\log(q^s; q) \infty] = \frac{\omega}{2}(\Re(s))^2 + \frac{\omega}{2} \Re(s) + O(1),
\]
as $R \to -\infty$. Without loss of generality, we assume $P = q^h$, $\alpha_i = q^{a_i}$ and let $h$, $a_i$ be real numbers.

Then
\[
n(1 + h + \Re(s))^2 + n(1 + h + \Re(s)) - \sum_{i=1}^{m} [(a_i + h + \Re(s))^2 + (a_i + h + \Re(s))] = 2 \left[ n(1 + h) - \sum_{i=1}^{m} (a_i + h) \right] \Re(s) + (n - m)(\Re(s) + \Re^2(s)) + \text{const}.
\]
Note that $q = e^{-w}$, $w > 0$, then the asymptotic formula for $(q^s; q) \infty$ implies that
\[
\frac{(Pq^{\omega+1}; q)^n}{\prod_{\alpha=1}^{m}(P\alpha; q^s)} = O \left( q^{m-a} \prod_{\alpha=1}^{m} P\alpha \frac{\Re(s)}{(Pq)^n} \right),
\]
when $\Re(s) \to -\infty$ with $s$ bounded away from the zeros and poles.

Similarly, it can be shown that if $|Q|$ is big enough, we can close the contour the left, i.e., the integral (4.3) on $C_{R-}$ tends to zero as $R \to -\infty$. Thus, (4.3) equals to the sum of residues at
\[
s = w^{-1}(-H + \log \alpha_j + l \cdot 2\pi i) - k \quad \text{and} \quad s = -1 - h,
\]
where \( j = 1, \ldots, m, l \in \mathbb{Z}, n, h \in \mathbb{N} \). The residue at \( s = -1 - h \) contains a term
\[
(1-P)^n
\]
from
\[
(Pq^{s+1}; q)_\infty^n.
\]
And the residue at \( s = w^{-1}(-H + \log \alpha_j + l \cdot 2\pi i) - k \) is
\[
\text{Res}_{s=w^{-1}(-H+\log \alpha_j+l \cdot 2\pi i)-k} \left( Pq^{s+1}; q \right)_\infty^n \frac{\pi(-Q)^s}{\sin \pi s} \]
\[
= \frac{(-1)^{k-1} q^{1-k} p_{\infty}^{n} (q^{k+1} q_{\infty}^{(k+1) n} (-1)^k q^{k(k+1) 2} \right) \times \frac{\pi(-Q)^{w^{-1}(-H+\log \alpha_j)-k w^{-1}}}{\sin \pi (w^{-1}(-H + \log \alpha_j) - k + w^{-1}2l\pi i)} \exp \{ 2l\pi i w^{-1} \log (-Q) \}.}
\]
If we sum over \( k \), we obtain
\[
\sum_{k=0}^{\infty} \frac{(-1)^{k-1} q^{1-k} p_{\infty}^{n} (q^{k+1} q_{\infty}^{(k+1) n} (-1)^k q^{k(k+1) 2} \right) \times \frac{\pi(-Q)^{w^{-1}(-H+\log \alpha_j)-k w^{-1}}}{\sin \pi (w^{-1}(-H + \log \alpha_j) - k + w^{-1}2l\pi i)} \exp \{ 2l\pi i w^{-1} \log (-Q) \}.}
\]
If we sum over \( l \), we have
\[
\sum_{l=-\infty}^{\infty} \frac{\exp \{ 2l\pi i w^{-1} \log (-Q) \}}{\sin(w^{-1}(-H + \log \alpha_j)\pi + 2l\pi^2 w^{-1})} (-Q)^{w^{-1}(-H+\log \alpha_j)} \]
\[
= - \frac{w(q, q, P\alpha_j Q, q/(P\alpha_j Q); q)_{\infty}}{\pi(P\alpha_j, q/(P\alpha_j), Q, q/Q; q)_{\infty}},
\]
which comes from the following lemma.

**Lemma 4.3** ([6, equation (4.3.9), p. 119]).
\[
\sum_{m=-\infty}^{\infty} \csc (\alpha \pi - 2m\pi^2 w^{-1}) \exp \{ 2m\pi i w^{-1} \log (-Q) \} (-Q)^{-\alpha} = \frac{w(q, q, aQ, q/(aQ); q)_{\infty}}{\pi(a, q/a, Q, q/Q; q)_{\infty}},
\]
where \( a = q^{-\alpha} = e^{-\rho \alpha} \).

Summing up the above discussion, we arrive at the following theorem.

**Theorem 4.4.** Suppose \( \alpha_i \notin \alpha_j Q^{\mathbb{Z}} \{0\} \). For \( m \geq n \), the \( K(\mathbb{P}^{m-1}) \) valued \( q \)-series has the following analytic continuation:
\[
P_{\alpha}(Q) \sum_{d=0}^{\infty} \prod_{i=1}^{m} (P\alpha_i; q)_d Q^d = P_{\alpha}(Q) \prod_{i=1}^{m} (P\alpha_i; q)_{\infty} \sum_{j=1}^{m} (q, q, P\alpha_j Q, q/(P\alpha_j Q); q)_{\infty} \]
\[
	imes \frac{(\alpha_j^{-1} q; q)_{\infty} \cdot e^{-1/(1) Q}_{\infty} \cdot W_j(1/Q)}{\prod_{i=1, i \neq j}^{m} (\alpha_i/\alpha_j q)_{\infty} (q; q)_{\infty}} W_j(1/Q).
\]
for \( |Q| < 1 \) and \( \arg(-Q) < \pi - \delta, 0 < \delta < \pi \).

**Remark 4.5.** In general, the above formula only contains a part of solutions at \( Q = 0 \).
5 A special fuchsian case

Consider the following difference equation:

$$\left[(1 - q^{Q\partial_Q})^4 - Q(1 - q^{1/2}Q^{Q\partial_Q}) (1 - q^{5/2}Q^{Q\partial_Q}) (1 - q^{3/2}Q^{Q\partial_Q}) (1 - q^{1/2}Q^{Q\partial_Q})\right]F(Q) = 0. \quad (5.1)$$

By definition, it is fuchsian. One could easily construct the solutions at $Q = \infty$, indeed, let $w = 1/Q$, then (5.1) becomes

$$\left[(1 - q^{-1/2}q^{w\partial_w}) (1 - q^{-5/2}q^{w\partial_w}) (1 - q^{-3/2}q^{w\partial_w}) (1 - q^{-1/2}q^{w\partial_w}) - q^2w(1 - q^{w\partial_w})^4\right]G(w) = 0.$$

The characteristic equation of the above difference equation at $w = 0$ is

$$(1 - q^{-1/2}x)(1 - q^{-5/2}x)(1 - q^{-3/2}x)(1 - q^{-1/2}x) = 0,$$

with 4 different roots

$$x = q^{\frac{i}{2}}, \quad i = 1, 2, 3, 4.$$ 

So the difference equation is non-resonant. By using Frobenius method, we could construct solutions of the form

$$W_i(w) = e_{q,q^{\frac{i}{2}}}(w)\tilde{W}_i(w) = e_{q,q^{\frac{i}{2}}}(w)\sum_{n=0}^{\infty} g_n w^n.$$  

After a short computation one obtain four solutions as follows

$$W_1(1/Q) = e_{q,q^{\frac{1}{2}}}(1/Q)q_{4\phi_3}(q^{\frac{1}{2}}, q^{\frac{3}{2}}, q^{\frac{5}{2}}, q^{\frac{7}{2}}, q^{\frac{3}{2}}; q, q^2/Q), \quad (5.2)$$

$$W_2(1/Q) = e_{q,q^{\frac{1}{2}}}(1/Q)q_{4\phi_3}(q^{\frac{3}{2}}, q^{\frac{5}{2}}, q^{\frac{7}{2}}, q^{\frac{9}{2}}; q, q^2/Q), \quad (5.3)$$

$$W_3(1/Q) = e_{q,q^{\frac{1}{2}}}(1/Q)q_{4\phi_3}(q^{\frac{3}{2}}, q^{\frac{5}{2}}, q^{\frac{7}{2}}, q^{\frac{9}{2}}; q, q^2/Q), \quad (5.4)$$

$$W_4(1/Q) = e_{q,q^{\frac{1}{2}}}(1/Q)q_{4\phi_3}(q^{\frac{4}{2}}, q^{\frac{6}{2}}, q^{\frac{8}{2}}; q, q^2/Q). \quad (5.5)$$

**Remark 5.1.** By a small trick, we could find the formula for $\tilde{W}_i(w)$ easily. Note that, for $\alpha \notin \mathbb{N}$, we have

$$(1 - q^{w\partial_w})^k e_{q,q^{\alpha}}(w)\tilde{W}(w) = e_{q,q^{\alpha}}(w)(1 - q^{\alpha} \cdot q^{w\partial_w})^k\tilde{W}(w).$$

For example, $\tilde{W}_1(w)$ satisfies the following difference equation

$$\left[(1 - q^{w\partial_w})(1 - q^{-1/2}q^{w\partial_w})(1 - q^{-5/2}q^{w\partial_w})(1 - q^{-3/2}q^{w\partial_w}) - q^2w(1 - q^{1/2}q^{w\partial_w})^4\right]\tilde{W}_1(w) = 0.$$ 

From the above explicit form, it’s quite easy to find a $q$-hypergeometric series representation for $\tilde{W}_1(w)$.

Let’s consider the solutions of (5.1) at $Q = 0$, the characteristic equation is as follows

$$(1 - x)^4 = 0.$$ 

From the general theorem (see [2, 14] for details), we have solutions of the form

$$G_i(Q) = l_i(Q)G_{i-1}(Q) + g_i(Q), \quad i = 2, 3, 4, \quad (5.6)$$
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where
\[
G_1(Q) = \sum_{d=0}^{\infty} \prod_{i=1}^{4} \frac{(q^x_i; q)_d}{(q; q)_d} Q^d = 4\phi_3(q^{\frac{1}{2}}, q^{\frac{2}{3}}, q^{\frac{3}{4}}; q, q, q; Q)
\]  
(5.7)
is a solution of (5.1) and \(g_1(Q)\) are power series.

For general \(q\)-hypergeometric function \(4\phi_3(a_1, a_2, a_3; b_1, b_2; q; z)\), we have the following famous transformation formula.

**Proposition 5.2** ([6, equation (4.5.2), p. 120]).

\[
4\phi_3(a_1, a_2, a_3; b_1, b_2; q; z) = \left(\frac{a_2, a_3, b_1/a_1, b_2/a_1, b_3/a_1, a_1z, q/a_1z; q}{b_1, b_2, b_3, a_2/a_1, a_3/a_1, a_4/a_1, z, q/z; q}\right) \times 4\phi_3\left(a_1a_1q/b_1, a_1q/b_2, a_1q/b_3, a_1q/a_2, a_1q/a_3, a_1q/a_4; q^{-1}\right) + \text{idem}(a_1, a_2, a_3, a_4).
\]  
(5.8)
The symbol “idem\((a_1, a_2, a_3, a_4)\)” after an expression stands for the sum of the 3 expressions obtained from the preceding expression by interchanging \(a_1\) with \(a_k\), \(k = 2, 3, 4\).

So in our special case, (5.7) can be written as a combination of (5.2)–(5.5). As mentioned before, the other solutions has the form of (5.6) which is hard to compute. Thus, it’s very hard to find the connection matrix.

### 5.1 Connection matrix

Notice that (5.1) is a special case of (4.2) with \(n = m = 4\) and
\[
\alpha_i = q^{\frac{x}{5}}, \quad i = 1, 2, 3, 4,
\]
then
\[
F_{4,4}(\{q^{\frac{x}{5}}\}_{i=1}^{4}, Q) = P_{4,q}(\{q^{\frac{x}{5}}\}_{i=1}^{4}, Q) = P_{4,q}(Q) \sum_{d=0}^{\infty} \prod_{i=1}^{4} \frac{(Pq^{\frac{x}{5}}; q)_d}{(Pq; q)_d} Q^d.
\]  
(5.9)
The solutions of difference equation (5.1) at \(Q = 0\) are given by the expansion of \(F_{4,4}(\{q^{\frac{x}{5}}\}_{i=1}^{4}, Q)\) with respect to \((1 - P)^i, i = 0, 1, 2, 3\). From Theorem 4.4, then we have

**Corollary 5.3.**

\[
P_{4,q}(Q) \sum_{d=0}^{\infty} \prod_{i=1}^{4} \frac{(Pq^{\frac{x}{5}}; q)_d}{(Pq; q)_d} Q^d = P_{4,q}(Q) \prod_{i=1}^{4} \frac{(Pq^{\frac{x}{5}}; q)}{(Pq; q)} \sum_{j=1}^{4} \frac{(q, q, Pq^{\frac{x}{5}}Q, q/\frac{Pq^{\frac{x}{5}}Q}{Q})}{\prod_{i=1, i \neq j}^{4} (q^{\frac{x}{5}}; q)} \times W_j(1/Q).
\]  
(5.10)

**Remark 5.4.** Taking \(P = 1\) in the above formula, we obtain
\[
\sum_{d=0}^{\infty} \prod_{i=1}^{4} \frac{(q^{\frac{x}{5}}; q)_d}{(q; q)_d} Q^d = \sum_{k=1}^{4} \frac{(q^{\frac{x}{5}} \cdots k \cdots q^{\frac{x}{5}}; q^{-1/2}, q^{-1/3}, q^{-1/4}; q)}{(q^{\frac{x}{5}} \cdots k \cdots q^{\frac{x}{5}}; q, q, q; q)} \times 4\phi_3\left(q^{\frac{x}{5}}q^{\frac{x}{5}}q^{\frac{x}{5}}q^{\frac{x}{5}}; q^{\frac{x}{5}}q^{\frac{x}{5}}q^{\frac{x}{5}}q^{\frac{x}{5}}; q^{\frac{x}{5}}q^{\frac{x}{5}}q^{\frac{x}{5}}q^{\frac{x}{5}}; q, q; Q\right).
\]
It agrees with (5.8).
In order to obtain the connection matrix, we need to expand (5.10) with respect to \((1 - P)^k\) \(k = 1\). Notice that
\[
P^l_q(Q) = (1 - (1 - P))^{\ell_q(Q)} = \sum_{k \geq 0} (-1)^k \binom{\ell_q(Q)}{k} (1 - P)^k,
\]
where
\[
\binom{\ell_q(Q)}{k} = \frac{1}{k!} \prod_{r=0}^{k-1} (\ell_q(Q) - r).
\]
Then
\[
P^l_q(Q) \sum_{d=0}^{\infty} \prod_{i=1}^{4} \frac{(P_q^i; q)_d}{(P_q^i; q)_d} Q^d = \sum_{m=0}^{3} \sum_{a+b=m} (-1)^a \binom{\ell_q(Q)}{a} X_b(q, Q)(1 - P)^m,
\]
where \(X_b(q, Q)\) is the coefficient of
\[
\sum_{d=0}^{\infty} \prod_{i=1}^{4} \frac{(P_q^i; q)_d}{(P_q^i; q)_d} Q^d = \sum_{b=0}^{3} X_b(q, Q)(1 - P)^b.
\]
Let’s consider the expansion of \((Pq^\alpha; q)_\infty\) and \((P^{-1}q^\alpha; q)_\infty\). By definition
\[
(Pq^\alpha; q)_\infty = \prod_{k=0}^{\infty} (1 - Pq^{\alpha + k}).
\]
For \((1 - Pq^{\alpha + k})\), we have
\[
(1 - Pq^{\alpha + k}) = (1 - q^{\alpha + k} + q^{\alpha + k}(1 - P)) = (1 - q^{\alpha + k})(1 + \frac{q^{\alpha + k}}{1 - q^{\alpha + k}}(1 - P)).
\]
Then
\[
\prod_{k=0}^{\infty} (1 - q^{\alpha + k}) \left(1 + \frac{q^{\alpha + k}}{1 - q^{\alpha + k}}(1 - P)\right)
\]
\[
= (q^\alpha; q)_\infty \prod_{k=0}^{\infty} \left[1 + \sum_{k=0}^{\infty} \frac{q^{\alpha + k}}{1 - q^{\alpha + k}}(1 - P) + \sum_{i<j} \frac{q^{2\alpha + i+j}}{(1 - q^{\alpha + i})(1 - q^{\alpha + j})} (1 - P)^2 + \sum_{i<j<l} \frac{q^{3\alpha + i+j+l}}{(1 - q^{\alpha + i})(1 - q^{\alpha + j})(1 - q^{\alpha + l})} (1 - P)^3 + O((1 - P)^4)\right].
\]
Similarly,
\[
(1 - P^{-1}q^{\alpha + k}) = 1 - \frac{q^{\alpha + k}}{1 - (1 - P)} = (1 - q^{\alpha + k})(1 - P) - q^{\alpha + k}(1 - P)^2 - q^{\alpha + k}(1 - P)^3 + O((1 - P)^4).
\]
Then
\[
\prod_{k=0}^{\infty} \left((1 - q^{\alpha + k}) - q^{\alpha + k}(1 - P) - q^{\alpha + k}(1 - P)^2 - q^{\alpha + k}(1 - P)^3 + O((1 - P)^4)\right)
\]
\[
= (q^\alpha; q)_\infty \prod_{k=0}^{\infty} \left[ 1 - \sum_{k=0}^{\infty} q^{\alpha+k} (1 - P^{-1}) \right] \\
+ \left( \sum_{i<j}^{\infty} \frac{q^{2\alpha+i+j}}{(1-q^{\alpha+i})(1-q^{\alpha+j})} - \sum_{k=0}^{\infty} \frac{q^{\alpha+k}}{1-q^{\alpha+k}} \right) (1 - P)^2 \\
+ \left( - \sum_{i<j<l}^{\infty} q^{3\alpha+i+j+l} (1-q^{\alpha+i})(1-q^{\alpha+j})(1-q^{\alpha+l}) + 2 \sum_{i<j}^{\infty} q^{2\alpha+i+j} (1-q^{\alpha+i})(1-q^{\alpha+j}) \\
- \sum_{k=0}^{\infty} \frac{q^{\alpha+k}}{1-q^{\alpha+k}} \right) (1 - P)^3 + O((1 - P)^4).
\]

In order to simplify the computation, we introduce the following notations

\[
f_1(x) = \sum_{k=0}^{\infty} \frac{xq^k}{1 - xq^k}, \\
f_2(x) = \sum_{i<j}^{\infty} \frac{x^2q^{i+j}}{(1-xq^i)(1-xq^j)}, \\
f_3(x) = \sum_{i<j<l}^{\infty} \frac{x^3q^{i+j+l}}{(1-xq^i)(1-xq^j)(1-xq^l)}
\]

and

\[
F_1(x_1, x_2, x_3, x_4) = - \sum_{k=1}^{4} f_1(x_k), \\
F_2(x_1, x_2, x_3, x_4) = - \sum_{k=1}^{4} f_2(x_k) + \sum_{i<j}^{4} f_1(x_i) f_1(x_j), \\
F_3(x_1, x_2, x_3, x_4) = - \sum_{k=1}^{4} f_3(x_k) + \sum_{i<j}^{4} (f_1(x_i) f_2(x_j) + f_2(x_i) f_1(x_j)) \\
- \sum_{i<j<l}^{4} f_1(x_i) f_1(x_j) f_1(x_l).
\]

With a little computation, we obtain

\[
\prod_{i=1}^{4} \frac{(Pq^\frac{i}{2}; q)_\infty}{(Pq; q^4)_\infty} = \prod_{k=1}^{4} \frac{(q^\frac{i}{2}; q)_\infty}{(q; q^4)_\infty} \left[ 1 + (F_1(q^\frac{i}{2}) - F_1(q))(1 - P) \\
+ (F_1(q)^2 - F_1(q^\frac{i}{2}) F_1(q) - F_2(q) + F_2(q^\frac{i}{2}))(1 - P)^2 \\
+ (F_1(q)^3 + F_1(q^\frac{i}{2}) (F_1(q)^2 - F_2(q)) + 2F_1(q) F_2(q) - F_1(q) F_2(q^\frac{i}{2}) \\
- F_3(q) + F_3(q^\frac{i}{2}))(1 - P)^3 \right] + O((1 - P)^4).
\] (5.12)

Here we use the notations:

\[
F_1(q^\frac{i}{2}) := F_1(q^\frac{i}{2}, q^\frac{i}{2}, q^\frac{i}{2}, q^\frac{i}{2}), \\
F_1(q) := F_1(q, q, q, q).
\]
For simplicity, we write the above formula as

\[
\frac{\prod_{i=1}^{4} (Pq^i; q)_{\infty}}{(Pq; q^4)_{\infty}} = \prod_{k=1}^{4} (q^k; q)_{\infty} \left[ 1 + \sum_{k=1}^{3} \mathbb{F}_k \cdot (1 - p)^k + O((1 - P)^4) \right]
\]

(5.13)

where \( \mathbb{F}_k \) stands for the coefficient of \((1 - P)^k\) in (5.12).

Similarly, we consider

\[
(Px; q)_{\infty} (P^{-1}x^{-1} q; q)_{\infty}
\]

Then

\[
(1 - Px^d) (1 - qP^{-1}x^{-1} q^d)
\]

\[
= (1 - xq^d + xq^d(1 - P))((1 - qx^{-1} q^d) - qx^{-1} q^d(1 - P) - qx^{-1} q^d(1 - P)^2
\]

\[
- qx^{-1} q^d(1 - P)^3 + O((1 - P)^4)
\]

\[
= (1 - xq^d) (1 - qx^{-1} q^d) \left[ 1 + \frac{xq^d(1 - qx^{-2})}{(1 - xq^d)(1 - qx^{-1} q^d)} (1 - P)
\]

\[
- \frac{q^d+1x^{-1}}{(1 - xq^d)(1 - qx^{-1} q^d)} (1 - P)^2
- \frac{q^d+1x^{-1}}{(1 - xq^d)(1 - qx^{-1} q^d)} (1 - P)^3 + O((1 - P)^4) \right].
\]

Set

\[
g_1(x) = \sum_{d=0}^{\infty} \frac{xq^d(1 - qx^{-2})}{(1 - xq^d)(1 - qx^{-1} q^d)},
\]

\[
g_2(x) = \sum_{i<j\ k=i,j} \prod_{k=i,j} \left( \frac{xq^k(1 - qx^{-2})}{(1 - xq^k)(1 - qx^{-1} q^k)} \right) - \sum_{d=0}^{\infty} \frac{q^d+1x^{-1}}{(1 - xq^d)(1 - qx^{-1} q^d)},
\]

\[
g_3(x) = \sum_{i<j<k=1, j} \prod_{k=i,j,l} \left( \frac{xq^k(1 - qx^{-2})}{(1 - xq^k)(1 - qx^{-1} q^k)} \right) - \sum_{i\neq j} \prod_{k=i,j} \frac{q^d+1x^{-1}}{(1 - xq^d)(1 - qx^{-1} q^d)} - \sum_{d=0}^{\infty} \frac{q^d+1x^{-1}}{(1 - xq^d)(1 - qx^{-1} q^d)}.
\]

Then

\[
(Px; q)_{\infty} (P^{-1}x^{-1} q; q)_{\infty}
\]

\[
= \frac{\theta_q(-x)}{(q; q)_{\infty}} (1 + g_1(x)(1 - P) + g_2(x)(1 - P)^2 + g_3(x)(1 - P)^3 + O((1 - P)^4)).
\]

So we obtain

\[
\frac{(Pq^\frac{k}{2} Q, P^{-1}Q^{-1} q^{1 - \frac{k}{2}}; q)_{\infty}}{(Pq^\frac{k}{2}, P^{-1} q^{1 - \frac{k}{2}}; q)_{\infty}} = \frac{\theta_q(-q^\frac{k}{2} Q)}{\theta_q(-q^\frac{k}{2})} [1 + (g_1(q^\frac{k}{2} Q) - g_1(q^\frac{k}{2}))(1 - P)
\]

\[
+ (g_1(q^\frac{k}{2} Q) \cdot q^\frac{k}{2}) + g_2(q^\frac{k}{2} Q) - g_2(q^\frac{k}{2})) (1 - P)^2
\]

\[
+ (g_1(q^\frac{k}{2}) - g_1(q^\frac{k}{2} Q) - g_3(q^\frac{k}{2} Q) + g_1(q^\frac{k}{2} Q) (g_2(q^\frac{k}{2}) - g_2(q^\frac{k}{2}))
\]

\[
+ 2g_1(q^\frac{k}{2}) g_2(q^\frac{k}{2}) + g_3(q^\frac{k}{2} Q) - g_3(q^\frac{k}{2})) (1 - P)^3]
\]

\[
+ O((1 - P)^4).
\]

(5.14)
For simplicity, we write the above formula as follows
\[
\frac{(P^2_q Q, P^{-1} Q^{-1} q^{-b}; q)_\infty}{(P^2_q, P^{-1} q^{-b}; q)_\infty} = \theta_q(-q^b) \left[ 1 + \sum_{k=1}^{3} G_k \cdot (1 - P)^k + O((1 - P)^4) \right],
\] (5.15)

where $G_k$ stands for the coefficient of $(1 - P)^k$ in (5.14).

In conclusion, we arrive at the following corollary.

**Corollary 5.5.** The 4 solutions of (5.1) at $Q = 0$ are given as the expansion of (5.9), i.e.
\[
\sum_{a+b=m} (-1)^a \left( \ell_q(Q) \right)_a X_b(q, Q), \quad m = 0, 1, 2, 3,
\]
where $X_b(q, Q)$ is defined in (5.11). The 4 solutions of (5.1) at $Q = \infty$ are given explicitly as (5.2)–(5.5). The connection matrix is as follows

- $X_0(q, Q) = \sum_{d=0}^{\infty} \Pi_{k=1}^{d} (q^\frac{d}{k}; q) (q; q)^{d} (q^\frac{q}{k}, q^\frac{1}{k}, q^\frac{1}{k}, q^\frac{1}{k}; q)_\infty (q^\frac{q}{k}; q^\frac{k}{k}; q)_\infty (Q, q; q; q; q)_\infty \times e^{-1}_{q^\frac{qk}{k}} (1/Q) W_k(1/Q) .

- $X_1(q, Q) = \sum_{d=0}^{\infty} \Pi_{k=1}^{d} (q^\frac{d}{k}; q) (q^\frac{q}{k}, q^\frac{1}{k}, q^\frac{1}{k}, q^\frac{1}{k}; q)_\infty (q^\frac{q}{k}; q^\frac{k}{k}; q)_\infty (Q, q; q; q; q)_\infty \times (G_1 + E_1) e^{-1}_{q^\frac{qk}{k}} (1/Q) W_k(1/Q) .

- $X_2(q, Q) = \sum_{d=0}^{\infty} \Pi_{k=1}^{d} (q^\frac{d}{k}; q) (q^\frac{q}{k}, q^\frac{1}{k}, q^\frac{1}{k}, q^\frac{1}{k}; q)_\infty (q^\frac{q}{k}; q^\frac{k}{k}; q)_\infty (Q, q; q; q; q)_\infty \times (G_2 + E_2 + G_1 F_1) e^{-1}_{q^\frac{qk}{k}} (1/Q) W_k(1/Q) .

- $X_3(q, Q) = \sum_{d=0}^{\infty} \Pi_{k=1}^{d} (q^\frac{d}{k}; q) (q^\frac{q}{k}, q^\frac{1}{k}, q^\frac{1}{k}, q^\frac{1}{k}; q)_\infty (q^\frac{q}{k}; q^\frac{k}{k}; q)_\infty (Q, q; q; q; q)_\infty \times (G_3 + E_3 + G_2 F_1 + G_1 F_2) e^{-1}_{q^\frac{qk}{k}} (1/Q) W_k(1/Q) .

Here, for simplicity, we use the notations $G_k$ and $F_k$ defined in (5.13) and (5.15).

6 Confluence of the $q$-difference structure

Notice that
\[
\lim_{q \to 1} \frac{1 - q^{\theta q}}{1 - q} = Q \frac{d}{dQ},
\]
then one could easily see that the following difference equation is confluent to (1.1), i.e.,
\[
\lim_{q \to 1} \left[ (1 - q^{\theta q})^4 - Q \left( 1 - q^\frac{1}{5} q^{\theta q} \right) (1 - q^\frac{2}{5} q^{\theta q}) (1 - q^\frac{3}{5} q^{\theta q}) (1 - q^\frac{4}{5} q^{\theta q}) \right] / (1 - q)^4
\]
\[
= \left[ \left( Q \frac{d}{dQ} \right)^4 - Q \left( Q \frac{d}{dQ} + \frac{1}{5} \right) \left( Q \frac{d}{dQ} + \frac{2}{5} \right) \left( Q \frac{d}{dQ} + \frac{3}{5} \right) \left( Q \frac{d}{dQ} + \frac{4}{5} \right) \right].
\]
In the following, we set $q(t) = e^{-t}$ and $P = q^H = e^{-tH}$. 

Lemma 6.1.

\[
\lim_{t \to 0} P_{q}(Q) \sum_{d=0}^{\infty} \frac{\prod_{i=1}^{d} (Pq_{i}^k; q)_{d}}{(Pq^d; q)_{d}} dQ^d = Q^H \sum_{d=0}^{\infty} \frac{\prod_{i=1}^{d} (H + \frac{i}{5})_{d}}{(H + 1)^{4}d} dQ^d \mod (H^4).
\]

Proof. Since

\[
\lim_{t \to 0} \prod_{k=1}^{d} \frac{(1 - Pq^k)}{(1 - q^k)} = \prod_{k=1}^{d} \frac{(H + k)}{d!}, \quad \lim_{t \to 0} \frac{(1 - P^k)}{(1 - q^k)} = H^k,
\]

and

\[
P_{q}(Q) = \sum_{k \geq 0} (-1)^k \binom{\ell_q(Q)}{k}(1 - P)^k = \sum_{k \geq 0} (q - 1)^k \binom{\ell_q(Q)}{k} (1 - P^k)(1 - q)^k.
\]

Then from Proposition 2.20, we arrive at the conclusion. \(\blacksquare\)

The \(q\)-Gamma function is defined as follows

\[
\Gamma_q(x) = \frac{(q; q)_{\infty}}{(q^x; q)_{\infty}}(1 - q)^{1-x}.
\]

It has a nice property

\[
\lim_{q \to 1} \Gamma_q(x) = \Gamma(x).
\]

Using \(q\)-Gamma function, we rewrite (5.10) in the following form

\[
P_{q}(Q) \sum_{d=0}^{\infty} \frac{\prod_{i=1}^{d} (Pq_{i}^k; q)_{d}}{(Pq^d; q)_{d}} dQ^d
\]

\[
= P_{q}(Q) \frac{\Gamma_q(H + 1)^4}{\Gamma_q(H + \frac{1}{5}) \Gamma_q(H + \frac{2}{5}) \Gamma_q(H + \frac{3}{5})} \sum_{k=1}^{4} \frac{\Gamma_q(\frac{1-k}{5}) \cdots k \cdots \Gamma_q(\frac{4-k}{5})}{\Gamma_q(1 - \frac{k}{5})^4} \times \Gamma_q(H + \frac{k}{5}) \Gamma_q(-H + 1 - \frac{k}{5}) \frac{\theta_q(-q^{H+k/5}Q)}{\theta_q(-Q)} e^{-1/q,q^{k/5}(1/Q)} W_k(1/Q).
\]

(6.1)

After taking limit, we arrive at the following proposition.

Proposition 6.2.

\[
Q^H \sum_{d \geq 0} \frac{\prod_{i=1}^{5d} (5H + k)}{\prod_{k=1}^{5d} (H + k)^5} (Q/5^5)^d
\]

\[
= 5^{5H} \sum_{k=1}^{4} \frac{5^{k-1} \Gamma(5 - k)}{\Gamma(5H + 1)} \sum_{k=1}^{4} \prod_{i=1,i \neq k}^{5} (i - k) \Gamma(1 - \frac{k}{5}) \frac{\pi e^{-\pi i (H + \frac{k}{5})}}{\sin \left(\pi \left(H + \frac{k}{5}\right)\right)} \tilde{W}_k(1/Q),
\]

(6.2)

where

\[
\tilde{W}_k = \sum_{d \geq 0} \frac{\prod_{i=0}^{d-1} (\frac{k}{5} + l)^5}{\prod_{l=0}^{5d-1} (k + l)} (5^5/Q)^d.
\]
Proof. After taking limit, the left hand side of (6.1) becomes
\[
Q^H \sum_{d=0}^{\infty} \prod_{i=1}^{4} \left( \frac{H + \frac{1}{5} + d}{(H + 1)^4_d} \right) Q^d = Q^H \sum_{d=0}^{\infty} \prod_{i=1}^{4} \left( \frac{\Gamma(H + \frac{1}{5} + d)}{\Gamma(H + \frac{1}{5})} \right)^4 Q^d.
\]
Recall some formulas of Gamma function:
\[
\Gamma(x) \Gamma(1 - x) = \frac{\pi}{\sin(\pi x)},
\]
\[
\Gamma(n x)(2\pi)^{(n-1)/2} = n^n x^{-\frac{1}{2}} \Gamma(x) \Gamma\left( x + \frac{1}{n} \right) \cdots \Gamma\left( x + \frac{n-1}{n} \right).
\]
Then
\[
\prod_{i=1}^{4} \left( \frac{\Gamma(H + \frac{1}{5} + d)}{\Gamma(H + \frac{1}{5})} \right)^4 \frac{\Gamma(H + d + 1)}{\Gamma(H + 1)} = \frac{1}{5^d} \frac{\Gamma(5H + 5d + 1)}{\Gamma(5H + 1)}.
\]
Thus, we arrive at the left-hand side of (6.2).

After taking limit, the right-hand side of (6.1) becomes
\[
Q^H \frac{\Gamma(H + 1)^4}{\Gamma(H + \frac{1}{5}) \cdots \Gamma(H + \frac{4}{5})} \sum_{k=1}^{5} \frac{\Gamma(1 - k) \cdots \hat{k} \cdots \Gamma(4 - k)}{(1 - \frac{k}{5})^4} \frac{\Gamma\left( H + \frac{k}{5} \right)}{\Gamma\left( H + 1 - \frac{k}{5} \right)}
\times (Q^{-H - \frac{1}{5}} \hat{W}_k(1/Q)) = \frac{\Gamma(H + 1)^4}{\Gamma(H + \frac{1}{5}) \cdots \Gamma(H + \frac{4}{5})} \sum_{k=1}^{5} \frac{\Gamma(1 - k) \cdots \hat{k} \cdots \Gamma(4 - k)}{(1 - \frac{k}{5})^4} \frac{\Gamma\left( H + \frac{k}{5} \right)}{\Gamma\left( H + 1 - \frac{k}{5} \right)}
\times \Gamma\left( H + \frac{k}{5} \right) \Gamma\left( -H + 1 - \frac{k}{5} \right) e^{\pi i(-H - \frac{1}{5})} \hat{W}_k(1/Q),
\]
similarly,
\[
\frac{\Gamma(H + 1)^4}{\Gamma(H + \frac{1}{5}) \cdots \Gamma(H + \frac{4}{5})} = \frac{\Gamma(H + 1)^5}{\Gamma(5H + 1)} (2\pi)^{2/5},
\]
and
\[
\frac{\Gamma(1 - k) \cdots \hat{k} \cdots \Gamma(4 - k)}{(1 - k) \cdots \hat{k} \cdots (4 - k)} \frac{\Gamma\left( H + \frac{k}{5} \right)}{\Gamma\left( H + 1 - \frac{k}{5} \right)} = \frac{5^3 \prod_{k=1}^{5} \Gamma(1 - \frac{k}{5} + \frac{4}{5}) \Gamma(1 - \frac{k}{5})}{(1 - k) \cdots \hat{k} \cdots (4 - k) \Gamma(1 - \frac{k}{5})^5}
\]
\[
= \frac{5^{k-1-1/2}(2\pi)^2}{\Gamma(5 - k)} \frac{\Gamma(5 - k)}{\Gamma(1 - \frac{k}{5})^5}.
\]
Thus we arrive at the right-hand side of (6.2). ■

Remark 6.3. Recall that in the introduction, we have the change of variables
\[
Q = 5^5 e^t.
\]
Under the above change of variables, (6.2) becomes
\[
e^{tH} \sum_{d=0}^{\infty} \prod_{k=1}^{5} \Gamma(5H + k) \Gamma(5H + 1) \Gamma(5H + 1) \sum_{k=1}^{5} \frac{5^{k-1} \Gamma(5 - k)}{\Gamma(1 - \frac{k}{5})^5} e^{\pi i(H + \frac{k}{5})} \hat{W}_k.
\]
From [4], we know
\[
\frac{\Gamma(H+1)^5}{\Gamma(5H+1)} = 1 + C(2\pi i)^2 H^2 - E(2\pi i)^3 H^3 + O(H^4),
\]
where \( C = 5/12 \) and \( E = -\xi(3)40/(2\pi i)^3 \) with \( \xi(3) \) equals to Apéry’s constant, i.e., it is related to the intersection theory of the quintic three-fold. We hope the expansion of the above equation on both sides with respect to the basis \( \{H^i\}_{i=0}^3 \) will match the result in [4, formula (53)] up to the monodromy at 0 and \( \infty \). For additional discussion on confluence, see [13] for projective spaces, and [12] for weak Fano manifolds.
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