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Abstract

In this paper, we introduce an efficient algorithm for the quantum amplitude estimation task which is tailored for near-term quantum computers. The quantum amplitude estimation is an important problem which has various applications in fields such as quantum chemistry, machine learning, and finance. Because the well-known algorithm for the quantum amplitude estimation using the phase estimation does not work in near-term quantum computers, alternative approaches have been proposed in recent literature. Some of them provide a proof of the upper bound which almost achieves the Heisenberg scaling. However, the constant factor is large and thus the bound is loose. Our contribution in this paper is to provide the algorithm such that the upper bound of query complexity almost achieves the Heisenberg scaling and the constant factor is small.

1 Introduction

The application of near-term quantum computers has been attracting significant interest recently. In the near-term quantum computers, the depth of the circuit and the number of qubits are constrained for reducing the noise. Under the constraints, most of the quantum algorithms which realize quantum speed-up in the ideal quantum computers are not available in the near-term quantum computers. The development of algorithms tailored for near-term quantum computers is demanded.

In this paper, we focus on the problem of quantum amplitude estimation in near-term quantum computers. Quantum amplitude estimation is the problem of estimating the value of \( \sin \theta \) in the following equation:

\[
A|0\rangle^n |0\rangle = \sin \theta |\tilde{\Psi}_1\rangle_n |1\rangle + \cos \theta |\tilde{\Psi}_0\rangle_n |0\rangle.
\]

It is well known that the amplitude estimation can be applied to quantum chemistry, finance and machine learning [1–10]. In these applications, the cost of execution is high, thus how to reduce the number of calling \( A \) while estimating \( \theta \) with required accuracy, is the heart of the problem.

The efficient quantum amplitude estimation algorithm which uses the phase estimation has been well documented in previous literature [11,12]. The algorithm achieves Heisenberg scaling, that is, if we demand that the estimation error of \( \sin^2 \theta \) is within \( \epsilon \) with the probability larger than 1/2, then the query complexity (required number of the call of the operator \( A \)) is \( O(1/\epsilon) \). However, the phase estimation requires a lot of noisy gates of two qubits and therefore is not suitable for near-term quantum computers. Thus, it is fair to inquire if there are any quantum amplitude estimation algorithms which work with less resources and still achieve Heisenberg scaling.

Recently, quantum amplitude estimation algorithms without phase estimation have been suggested in some literature [13–16]. Suzuki et al [13] suggests an algorithm which uses maximum likelihood estimation. It shows that the algorithm achieves Heisenberg scaling numerically but there is no rigorous proofs. Wie [14] also studies the problem in the context of quantum counting. Still, it is not rigorously proved that the algorithm achieves Heisenberg scaling. Aaronson et al [15] suggests an algorithm which achieves Heisenberg scaling and give rigorous proof. However, the constant factor proportional to \( \frac{1}{\epsilon} \ln \left( \frac{1}{\delta} \right) \) is large where \( \delta \) is the probability that the error is less than \( \epsilon \). Grinko et al [16] also suggests an algorithm which achieves Heisenberg scaling, but the constant factor is still large in the worst case even though it is shown numerically that the constant is smaller in most of the cases.

In this paper, we propose a quantum amplitude estimation algorithm without phase estimation which achieves the Heisenberg scaling and the constant factor proportional to \( \frac{1}{\epsilon^2} \ln \left( \frac{1}{\delta} \right) \) is smaller than previous
literature \cite{15,16}. The structure of the paper is as follows. In Section 2 we discuss our proposed algorithm. The validity of the algorithm is verified by numerical experiments in Section 3. In Section 4 we conclude with a discussion on future works. The complexity upper bound is proved in the Appendix.

2 Algorithm

In this section, we show our proposed algorithm. Before going into the detail, let us summarize the algorithm briefly.

Similar to the previous literature, we use the quantum amplitude amplification technique \cite{11}. Given the amplitude $\sin \theta$ that we want to estimate, the quantum amplitude amplification enables us to estimate the values of $\cos(2(2m+1)\theta)$ for each non-negative integer $m$ directly by measurements, and the resulting estimation errors of $\cos(2(2m+1)\theta)$ are of the order $O(\sqrt{s})$ with high probability when $s$ measurements are executed for each $m$.

Our algorithm estimates the values of $\cos(2(2m+1)\theta)$ for each $m = 2^{j-1} (j = 1 \ldots \ell)$ iteratively. As in Kitaev’s iterative phase estimation \cite{17} (see also \cite{18}), if $2(2^j+1)\theta \mod 2\pi (j = 1 \ldots \ell)$ are estimated and those estimation errors are within $\sim \pi/2$, then the value of $\theta$ can be iteratively estimated with error $O(1/2^j)$, meaning that the Heisenberg scaling is achieved. However, the value of $2(2^j+1)\theta \mod 2\pi (j = 1 \ldots \ell)$ cannot be determined only by the measurements $\cos(2(2^j+1)\theta)$ because there is ambiguity whether $2(2^j+1)\theta \mod 2\pi \in [0,\pi]$ or $2(2^j+1)\theta \mod 2\pi \in [\pi,2\pi]$. Our algorithm solves this ambiguity by taking two-stages method. The algorithm is in the first stage when $2(2^j+1)\theta < \pi$. In this stage, $2(2^j+1)\theta \mod 2\pi$ can be obtained from the estimate of $\cos(2(2^j+1)\theta)$ without ambiguity by using the inverse cosine function. When the estimate of $2(2^j+1)\theta \sim \pi/2$ at the iteration $j = j_0$, the algorithm moves to the second stage. In the second stage, $2(2^j+1)\theta$ might be larger than $\pi$, hence $2(2^j+1)\theta \mod 2\pi$ cannot be determined only by the measurements of $\cos(2(2^j+1)\theta)$ because of the above mentioned ambiguity. However, by combining the measurements of $\cos(2(2^j+1)\theta)$ with those of $\cos(2(2^j+1)\theta)$, the value of $\sin(2(2^j+1)\theta)$ can be estimated by using the trigonometric addition formula, and accordingly $2(2^j+1)\theta \mod 2\pi$ can be determined without the ambiguity. As a result, the algorithm can estimate the value of $\theta$ with the error less than $O(1/2^j)$.

The algorithm in the reference \cite{16} suggests a different approach for solving the ambiguity. However their method requires precise measurements of cosine in the worst case and therefore the complexity upper bound becomes loose. On the other hand, our proposed algorithm works with relatively rough estimates of cosine even in the worst case. Thus, as we will see in Section 3 and Appendix A the complexity upper bound of our algorithm is tighter than existing method.

In the following discussion in this section, we first define the problem in Section 2.1. Next we look into the algorithm in the reference \cite{16}. In Section 3 we conclude with a discussion on future works. The complexity upper bound is proved in the Appendix.

2.1 Preliminary

The quantum amplitude estimation is the problem of estimating the value of $a$ in the following equation:

$$|\Psi\rangle \equiv \mathcal{A}(0)_n|0\rangle = a|\tilde{\Psi}_1\rangle_n|1\rangle + \sqrt{1-a^2}|\tilde{\Psi}_0\rangle_n|0\rangle,$$

where $a \in [0,1]$. In applications, it often takes cost to execute $\mathcal{A}$, thus reducing the number of calling $\mathcal{A}$ while estimating $a$ with required accuracy is the heart of the problem.

As we see later, our proposed algorithm works correctly if the amplitude is less than or equals to 1/4. However, imposing the condition on $a$ is not necessary because the amplitude can be attenuated by adding an extra ancilla qubit as follows:

$$|\Psi\rangle \equiv X|0\rangle_n|00\rangle = \frac{a}{4}|\tilde{\Psi}_1\rangle_n|11\rangle + \frac{\sqrt{15}a}{4}|\tilde{\Psi}_1\rangle|10\rangle + \frac{\sqrt{1-a^2}}{4}|\tilde{\Psi}_0\rangle|01\rangle + \frac{\sqrt{15(1-a^2)}}{4}|\tilde{\Psi}_0\rangle|00\rangle.$$

$$= \sin \theta|\tilde{\Psi}_1\rangle_n|11\rangle + \cos \theta|\perp\rangle,$$

where $X = \mathcal{A} \otimes \mathcal{R}$ and $\mathcal{R}$ operates as follows:

$$R(0) = \frac{1}{4}|1\rangle + \frac{\sqrt{15}}{4}|0\rangle.$$

(3)
In the last line of (2), we define \( \sin \theta \equiv a/4 \) and \( |\perp\rangle \) as a state orthogonal to \( |\tilde{\Psi}_1\rangle_n|11\rangle \). As expected, the amplitude is attenuated as \( \sin \theta \in [0, 1/4] \) and therefore

\[
0 \leq \theta < 0.252.
\]

Thus, instead of estimating the value of \( a \) directly, we estimate the value of \( \theta \) and convert it to \( a \). The condition \( (4) \) is utilized as the initial bound in our proposed algorithm.

Similar to the original amplitude amplification \( [11] \), we define an operator \( Q \) as

\[
Q \equiv X(I_{n+2} - 2|0\rangle_{n+2}\langle 0|_{n+2})X^\dagger(I_{n+2} - 2I_n \otimes |11\rangle\langle 11|),
\]

where \( I_n \) is the identity operator in \( n \) dimension. It is worth mentioning that

\[
Q^m|\Psi\rangle = \sin(2m + 1)\theta|\tilde{\Psi}_1\rangle_n|11\rangle + \cos(2m + 1)\theta|\perp\rangle.
\]

We get the estimates of \( \cos(2(2m + 1)\theta) \) by measuring the state \( \theta \) for multiple \( m \); the following defined \( c_m \) readily computable from the measurement result, is an estimate of \( \cos(2(2m + 1)\theta) \):

\[
c_m = 1 - 2\frac{N_{11}}{N_{\text{shot}}},
\]

where \( N_{11} \) is the number of the results of the measurements in which the last two qubits in \( \theta \) are both one and \( N_{\text{shot}} \) is the total number of measurements of the state \( \theta \). The estimation error of \( c_m \) can be evaluated by using the Chernoff bound for the Bernoulli distribution as discussed in \( [17] \), i.e., given the confidence interval of \( c_m \) as \([c_m^\text{min}, c_m^\text{max}]\), the bounds of the interval are computed as

\[
c_m^\text{max} = \min \left[ 1, c_m + \sqrt{\ln \left( \frac{2}{\delta_c} \right) \frac{12}{N_{\text{shot}}}} \right], \quad c_m^\text{min} = \max \left[ -1, c_m - \sqrt{\ln \left( \frac{2}{\delta_c} \right) \frac{12}{N_{\text{shot}}}} \right].
\]

where \( \delta_c \) is the probability that the true value of \( c_m \) (i.e. \( \cos(2(2m + 1)\theta) \)) is out of the interval. For later purpose, we define three functions: \( \text{COS}(m, N_{\text{shot}}), \text{CHERNOFF}(c_m, N_{\text{shot}}, \delta_c) \) and \( \text{atan}(s, c) \). The function \( \text{COS}(m, N_{\text{shot}}) \) returns \( c_m \) as a result of \( N_{\text{shot}} \) times measurements of the state \( \theta \). The function \( \text{CHERNOFF}(c_m, N_{\text{shot}}, \delta_c) \) returns the confidence interval \([c_m^\text{min}, c_m^\text{max}]\) of \( c_m \) computed from the parameters: \( c_m, N_{\text{shot}} \) and \( \delta_c \). The function \( \text{atan}(s, c) \) is an extended arctangent function defined in the realm \( c, s \in [-1, 1] \) as

\[
\text{atan}(s, c) = \begin{cases} 
\arctan(s/c) & (c > 0) \\
\pi/2 & (c = 0, s > 0) \\
0 & (c = 0, s = 0) \\
-\pi/2 & (c = 0, s < 0) \\
\pi + \arctan(s/c) & (c < 0, s \geq 0) \\
-\pi + \arctan(s/c) & (c < 0, s < 0). 
\end{cases}
\]

Finally, we define \( N_{\text{orac}} \) as the number of calls of \( Q \) required for estimating \( \theta \). Our objective in this paper is providing an algorithm to estimate \( \theta \) with required accuracy while reducing the number of \( N_{\text{orac}} \).

### 2.2 Proposed Algorithm

In this subsection, we show our proposed algorithm. Our procedure is shown in Algorithm 1. Given \( [\theta_m^\text{min}, \theta_m^\text{max}] \) as the confidence interval of \( \theta \) in \( j \)-th iteration, the algorithm updates the values of \( \theta_m^\text{max} \) and \( \theta_m^\text{min} \) so that \( \theta_m^\text{max} - \theta_m^\text{min} \) becomes smaller in each iteration. The total iteration count \( j \) is a parameter given by users of the algorithm and it is chosen so that the final result satisfies the required accuracy. As we see later, given acceptable error of the amplitude \( \epsilon, \epsilon \sim 1/2^j \). Therefore, it is suffice to take \( j \) as \( j \sim \log_2(1/\epsilon) \).

Even though \( \theta \) is not always inside the confidence interval: \( [\theta_m^\text{min}, \theta_m^\text{max}] \), the probability is bounded and exponentially decreases as \( N_{\text{shot}}^{1\text{st}} \) and \( N_{\text{shot}}^{2\text{nd}} \) increases. Thus, for simplicity, we discuss only the case when

\footnote{The source code of the algorithm is shown in https://github.com/quantum-algorithm/faster-amplitude-estimation}
Algorithm 1 Faster Amplitude Estimation ($\delta_c$ and $\ell$ as the parameters)

1: $\#\theta^j_{\min}$ and $\theta^j_{\max}$: the confidence interval of $\theta$ in $j$-th iteration.
2: Set $\theta^0_{\min}$ to 0 and $\theta^0_{\max}$ to 0.252.
3: Set $N_{1st}\_shot = 1944 \ln \left( \frac{2}{\delta_c} \right)$ and $N_{2nd}\_shot = 972 \ln \left( \frac{2}{\delta_c} \right)$.
4: Set FIRST\_STAGE to true.
5: Set $j_0$ to $\ell$.
6: for $j = 1$ to $\ell$ do
7: if FIRST\_STAGE then
8: Set $c_{2j-1}$ to $\cos(2^{j-1}, N_{1st}\_shot)$.
9: Set $s_{2j-1}, c_{2j-1}$ to CHERNOFF($c_{2j-1}, N_{1st}\_shot, \delta_c$).
10: Set $\theta^j_{\max} = \arccos(c_{2j-1}^\min)/(2^{j+1} + 2)$ and $\theta^j_{\min} = \arccos(c_{2j-1}^\max)/(2^{j+1} + 2)$.
11: if $2^{j+1}\theta^j_{\max} \geq \frac{3\pi}{2}$ and $j < \ell$ then
12: Set $j_0$ to $j$.
13: Set $\nu = 2^j(\theta^j_{\max} + \theta^j_{\min})$ # the estimate of $2^{j+1}\theta$
14: Set FIRST\_STAGE to false.
15: end if
16: else
17: Set $c_{2j-1}$ to $\cos(2^{j-1}, N_{2nd}\_shot)$.
18: Set $s_{2j-1}, c_{2j-1}$ to $\cos(2^{j-1} + 2^{j-1}, N_{2nd}\_shot)/\sin\nu$.
19: Set $\rho_j$ to $\cos(s_{2j-1}, c_{2j-1})$.
20: Set $n_j$ to $\lceil \frac{1}{2\pi} (2^{j+1} + 2 \theta^j_{\max} - \rho_j + \pi/3) \rceil$ where $\lceil x \rceil$ is the largest integer which does not exceed $x$.
21: Set $\theta^j_{\min} = (2\pi n_j + \rho_j - \pi/3)/(2^{j+1} + 2)$ and $\theta^j_{\max} = (2\pi n_j + \rho_j + \pi/3)/(2^{j+1} + 2)$.
22: end if
23: end for

return $(\theta^j_{\min} + \theta^j_{\max})/2$, estimate of $\theta$ where the probability that $\theta \in [\theta^j_{\min}, \theta^j_{\max}]$ is larger than $1 - (2\ell - j_0)\delta_c$.

$\theta \in [\theta^j_{\min}, \theta^j_{\max}]$ holds for all $j$s in this subsection. As we show later, the probability that $\theta \in [\theta^j_{\min}, \theta^j_{\max}]$ holds for all $j$ is larger than $1 - 2\ell\delta_c$.

In the following, we show how our algorithm works. As we see in Algorithm\[1\] there are two stages and the estimation methods are different in each stage. At the beginning of the iteration ($j = 1$), the algorithm is in the first stage and later the algorithm may change into the second stage if a condition is satisfied. We show the detail in the following.

First Stage

The algorithm is in the first stage when $j = 1$ or when $j > 1$ and all $2^{k+1}\theta^k_{\max}(k = 1 \ldots j - 1)$ satisfy $2^{k+1}\theta^k_{\max} < \frac{3\pi}{8}$. In this stage, $\theta^j_{\min}, \theta^j_{\max}$ is gotten by inverting $c_{2j-1}^\min$ and $c_{2j-1}^\max$ as

$$\theta^j_{\max} = \arccos(c_{2j-1}^\min)/(2^{j+1} + 2), \quad \theta^j_{\min} = \arccos(c_{2j-1}^\max)/(2^{j+1} + 2)$$ \hspace{1cm} (10)

because $(2^{j+1}+2)\theta < \pi$ is guaranteed as the following argument; if $j = 1$, the bound [4] leads to $(2^{1+1}+2)\theta < 1.52 < \pi$, and if $j > 1$ and $2^{k+1}\theta^k_{\max} < \frac{3\pi}{8}$ for ($k = 1 \ldots j - 1$) then

$$(2^{j+1} + 2)\theta < 2(2^{j} \theta^{j-1}_{\max}) + 2\theta < 3/4\pi + 0.504 < \pi.$$ \hspace{1cm} (11)

The algorithm changes into the second stage if $2^{j+1}\theta^j_{\max} \geq 3\pi/8$. The two values are memorized for the purpose of our utilizing them in the second stage. One is $j_0$ defined as the last value of $j$ in the first stage. Another is $\nu$ defined as

$$\nu = 2^{j_0+1} \times \frac{\theta^{j_0}_{\max} + \theta^{j_0}_{\min}}{2}.$$ \hspace{1cm} (12)

Note that above defined $\nu$ is an estimate of $2^{j_0+1}\theta$ and the confidence interval is obtainable from the Chernoff bound.

\[4\]
In case that $2^{j+1} \theta_{\text{max}}^j$ is less than $3\pi/8$ for all $j < \ell$, the algorithm finishes without going to the second stage and the final result is $(\theta_{\text{max}}^\ell + \theta_{\text{min}}^\ell)/2$. The value of $j_0$ is set to $\ell$. In the case, the error of the final result is at most $\Delta \theta \equiv (\theta_{\text{max}}^\ell - \theta_{\text{min}}^\ell)/2 = (\arccos(c_{2^{-j_0}}^\ell) - \arccos(c_{2^{-j_0}}^\ell))/2^{\ell+2} + 4$. Thus, the error of the amplitude is bounded as

$$
\epsilon = 4 \sin(\theta + \Delta \theta) - \sin \theta < 4 \Delta \theta < \frac{\arccos(c_{2^{-j_0}}^\ell) - \arccos(c_{2^{-j_0}}^\ell)}{2^\ell}.
$$

(13)

The probability that $\theta$ is inside the confidence interval is $(1 - \delta_c)^\ell > 1 - \ell \delta_c (= 1 - (2\ell - j_0)\delta_c)$.

**Second Stage**

In the second stage, $(2^{j+1} + 2)\theta$ may be larger than $\pi$. Thus, the value of $(2^{j+1} + 2)\theta$ cannot be estimated by inverting $c_{2^{-j}}$. However, it is still possible to estimate the value of $(2^{j+1} + 2)\theta$ by utilizing the results of measurements in other angle: $(2^{j+1} + 2^h + 2\theta)$, in addition to the bounds of $\theta$ gotten in the previous iteration. Here, firstly we show how to estimate $(2^{j+1} + 2)\theta$ without considering $2\pi$ ambiguity.

(i) The estimate of $(2^{j+1} + 2)\theta_{\text{mod}2\pi}$

To estimate $(2^{j+1} + 2)\theta_{\text{mod}2\pi}$, not only the estimate of $\cos((2^{j+1} + 2)\theta)$ (i.e., $c_{2^{-j}}$) but also the estimate of $\sin((2^{j+1} + 2)\theta)$ are necessary. The estimate of $\sin((2^{j+1} + 2)\theta)$ is not directly obtainable from measurements but can be computed by the following procedure. From the trigonometric addition formula:

$$
\cos((2^{j+1} + 2^h + 1 + 2\theta)) = \cos((2^{j+1} + 2)\theta) \cos(2^{j+1} + 1 + 2\theta) - \sin((2^{j+1} + 2)\theta) \sin(2^{j+1} + 1 + 2\theta),
$$

(14)

if $\sin(2^{j+1} + 1 + 2\theta)$ is not zero,

$$
\sin((2^{j+1} + 2)\theta) = \cos((2^{j+1} + 2)\theta) \cos(2^{j+1} + 1 + 2\theta) - \cos((2^{j+1} + 2^h + 1 + 2\theta)).
$$

(15)

Replacing $\cos((2^{j+1} + 2)\theta)$ as $c_{2^{-j}}$, $2^{j+1} + 1 + 2\theta$ as $\nu$ and $\cos((2^{j+1} + 2^h + 1 + 2\theta)$ as $c_{2^{-j-1} + 2^h}$ in the right hand side of the above formula, we can define $s_{2^{-j}}$ as

$$
s_{2^{-j}} = \frac{c_{2^{-j}} \cos \nu - c_{2^{-j-1} + 2^h}}{\sin \nu},
$$

(16)

then $s_{2^{-j}}$ becomes the estimate of $\sin((2^{j+1} + 2)\theta)$. The estimation error of $s_{2^{-j}}$, reflects the estimation errors of $c_{2^{-j}}$, $c_{2^{-j-1} + 2^h}$ and $\nu$, which is discussed in Appendix A. It is straightforward to get the estimate of $(2^{j+1} + 2)\theta_{\text{mod}2\pi}$ from $s_{2^{-j}}$ and $c_{2^{-j}}$; if we define $\rho_j \in [-\pi, \pi]$ as

$$
\rho_j = \arctan(s_{2^{-j}}),
$$

(17)

then $\rho_j$ is an estimate of $(2^{j+1} + 2)\theta_{\text{mod}2\pi}$.

The confidence interval of $\rho_j$ can be derived from those of $c_{2^{-j}}$, $c_{2^{-j-1} + 2^h}$ and $\nu$ as in the case of $s_{2^{-j}}$. Note that there are two types of the confidence interval. One is the connected confidence interval, meaning that there is no discontinuities in the confidence interval, e.g., $[-\pi/3, \pi/4]$. Another is disconnected confidence interval, meaning that the confidence interval is separated to an interval containing $-\pi$ and an interval containing $\pi$, e.g., $[-\pi, -2\pi/3]$ and $[3\pi/4, \pi]$, which is realized when the confidence interval of $c_{2^{-j}}$ contains $\pi$. In the connected confidence interval case, given interval as $[a, b]$, we define $\Delta \rho_j = \max(\rho_j - a, b - \rho_j)$. On the other hand, in the disconnected confidence interval case, given intervals as $[-\pi, c]$ and $[d, \pi]$, we define $\Delta \rho_j$ as

$$
\Delta \rho_j = \begin{cases} 
\max(2\pi + \rho_j - d, c - \rho_j) & \text{(if } \rho_j \in [-\pi, c]) \\
\max(\rho_j - d, 2\pi + c - \rho_j) & \text{(if } \rho_j \in [d, \pi])
\end{cases}.
$$

(18)
The overview of the definition of $\Delta \rho_j$ is shown in Figure 1. The above defined $\Delta \rho_j$ can be interpreted as the estimation error of $\rho_j$ in a sense that

$$2\pi n_j + \rho_j - \Delta \rho_j \leq (2^{j+1} + 2)\theta \leq 2\pi n_j + \rho_j + \Delta \rho_j$$

holds with an unknown integer $n_j$ as long as the true value of $\rho_j$ (i.e. $(2^{j+1} + 2)\theta \mod 2\pi$) is inside the confidence interval.

(ii) The estimate of $(2^{j+1} + 2)\theta$

Now let us show how $(2^{j+1} + 2)\theta$ is estimated from $\rho_j$. Using (19) and the inequality,

$$(2^{j+1} + 2)\theta^{i-1}_{\text{min}} \leq (2^{j+1} + 2)\theta \leq (2^{j+1} + 2)\theta^{i-1}_{\text{max}},$$

it can be shown that

$$(2^{j+1} + 2)\theta^{i-1}_{\text{min}} - \rho_j - \Delta \rho_j \leq 2\pi n_j \leq (2^{j+1} + 2)\theta^{i-1}_{\text{max}} - \rho_j + \Delta \rho_j.$$  

Thus, if

$$(2^{j+1} + 2)(\theta^{i-1}_{\text{max}} - \theta^{i-1}_{\text{min}}) + 2\Delta \rho_j < 2\pi$$

then $n_j$ can be uniquely determined as

$$n_j = \frac{1}{2\pi} [(2^{j+1} + 2)\theta^{i-1}_{\text{max}} - \rho_j + \Delta \rho_j]$$

where $[x]$ is the largest integer that does not exceed $x$. By using (20) and (26), it can be inductively shown that if all $\rho_k (k = j_0 + 1 \ldots j - 1)$ are determined with the precision of $\Delta \rho_k \leq \pi/3$ then the condition (22) is satisfied.
Although (19) with $n_j$ in (26) gives the upper/lower bounds of $(2^{j+1} + 2)\theta$, a complicated procedure is necessary for evaluating $\Delta \rho_j$ in the algorithm. Thus, in our algorithm, instead of estimating $\Delta \rho_j$, we set the upper/lower bounds of $\theta$ at the $j$-th iteration as
\[
\theta_j^{\min} = \frac{2\pi n_j + \rho_j - \pi/3}{2^{j+1} + 2}, \quad \theta_j^{\max} = \frac{2\pi n_j + \rho_j + \pi/3}{2^{j+1} + 2},
\]
which are correct as far as $\Delta \rho_j \leq \pi/3$. In Appendix A, we show that for all $j (\geq j_0)$, $\Delta \rho_j \leq \pi/3$ holds and (19) is satisfied with the probability larger than $1 - (2^\ell - j_0)\delta_c$ when at least
\[
N_{1st}^{1st} = 1944 \ln \left(\frac{2}{\delta_c}\right), \quad N_{2nd}^{2nd} = 972 \ln \left(\frac{2}{\delta_c}\right).
\]
In the $\ell$-th iteration, the final result is set to $(\theta_\max^{\ell} + \theta_\min^{\ell})/2$. Then, the error of the final result $\Delta \theta$ is less than $\Delta \theta = (\theta_\max^{\ell} - \theta_\min^{\ell})/2 \leq \pi/(3 \cdot 2^{\ell+1})$. Thus, the error of the amplitude is
\[
\epsilon = 4 \left(\sin(\theta + \Delta \theta) - \sin \theta\right) < 4\Delta \theta < \frac{\pi}{3 \cdot 2^{\ell+1}}.
\]
We show the overview of our algorithm when $\ell = 5$ and $j_0 = 3$ in Figure 2.

### 2.3 Complexity Upper Bound

As we show in Appendix, by using our proposed algorithm, the required query complexity ($N_{orac}$) with which the estimation error of $a$ is less than $\epsilon$ with the probability less than $\delta$ is bounded as
\[
N_{orac} < \frac{4.1 \cdot 10^3}{\epsilon} \ln \left(\frac{4 \log_2(2\pi/3\epsilon)}{\delta}\right).
\]

| Value of $2^{j+1}\theta_j^{\max}$ | $< 3/8\pi$ | $< 3/8\pi$ | $\geq 3/8\pi$ | $\geq 3/8\pi$ |
|---------------------------------|-------------|-------------|-------------|-------------|
| Measurements                    | $\cos(2^{j-1}, N_{1st}^{1st})$ | $\cos(2^{j-1}, N_{2nd}^{2nd})$ |
| Estimation Formula              | $\theta_j^{\min} = \frac{\arccos(c_{2^{j-1}}^{\max})}{2^{j+1} + 2}$ | $\theta_j^{\max} = \frac{\arccos(c_{2^{j-1}}^{\min})}{2^{j+1} + 2}$ |
| Post Processes                  | Memorize $\theta_j^{\max} + \theta_j^{\min}$ and $j_0$ | Set final result as $\theta_\max^{\ell} + \theta_\min^{\ell}$ |

Figure 2: The overview of our algorithm when $\ell = 5$ and $j_0 = 3$. 
The worst case is realized when the algorithm moves to the second stage at the first iteration (when \( j = 1 \)). We see that the upper bound of \( N_{\text{orac}} \) almost achieves Heisenberg scaling: \( (N_{\text{orac}} \propto 1/\epsilon) \) because the dependency of the factor \( \ln(\log_2(\pi/\epsilon)) \) on \( \epsilon \) is small, e.g., even when \( \epsilon = 10^{-20} \), the factor is at most 6. The tightest upper bound in previous literature is given by \( [16] \) as \( N_{\text{orac}} < 1.15 \times 10^6 \epsilon \ln(3/20) \) in our notation. We see that the constant factor is \( O(10^2) \) times smaller in our algorithm.

Although detailed discussion is made in Appendix, here we briefly show why the upper bound is proportional to \( 1/\epsilon \). In order for \( \epsilon \) to be bounded as \( (27) \), it is sufficient that the errors of all \( c_{j-1}s \) used in our algorithm are less than \( 1/20 \), which is realized if \( N_{\text{shot}} \sim O(1000 \log (1/\delta)) \) measurements for each \( j \). The number of oracle calls in each \( j \) is about \( 2^{j-1} \) for each measurement. Thus, \( N_{\text{orac}} \sim N_{\text{shot}} \sum_{j=1}^{\ell} 2^{j-1} = N_{\text{shot}}2^{\ell} \propto N_{\text{shot}}/\epsilon \) as we expected.

3 Numerical Experiment

In this section, we verify the validity of the algorithm introduced in Section 2 by numerical experiments. We choose \( a = 0.1, 0.2, 0.3, \) and 0.4 as the amplitudes estimated. \( \delta_{c} \) is taken as 0.01. We compute \( N_{\text{orac}} \) and the estimation error \( \epsilon \) with changing the total number of algorithm steps \( \ell \). In each parameter set \((a, \ell)\), we execute 1000 trials of the algorithm.

The computation results are shown in Fig. 3. For each \( N_{\text{orac}} \), we plot the estimation error (green dots) so that 95% of the estimation errors in 1000 trials are equal to or smaller than the plotted value. In the same figure, we also show \( j_{0} \). For data points where the algorithm does not go to the second stage, we write “First Stage Only” instead of writing the value of \( j_{0} \). The data points are fitted with \( \log_{10}(N_{\text{orac}}) = -\log_{10}(\epsilon) + b \) (blue lines) where the fitting parameter \( b \) is determined by the least-squares.

Here is the list of notable points:

- As expected, the Heisenberg scaling \( N_{\text{orac}} \leq C \times 1/\epsilon \) is almost achieved.
• In “First Stage Only” cases, $\epsilon$ tends to be below the blue line, i.e., required $N_{\text{orac}}$ is small for fixed $1/\epsilon$ compared with the case when the algorithm goes to the second stage. Because in “First Stage Only” cases, the cause of the error is limited; only $\cos(2^{j+1} + 2)\theta$ is needed to estimate $2^{j+1}\theta$.

• As $\alpha$ increases, $j_0$ decreases as long as the algorithm goes to the second stage. Because, as $\alpha$ increases, $2^{j+1}\theta_{\text{max}} \geq 3/8\pi$ is satisfied with smaller $j$.

4 Conclusion

The quantum amplitude estimation is an important problem that can be applied in various applications. Recently, the way of solving the problem without the phase estimation has been studied. Some of them suggest algorithms which achieve Heisenberg scaling ($N_{\text{orac}} \leq C \times 1/\epsilon$) and they give rigorous proof. However the constant factor $C$ in each algorithm is large. Our contribution in this paper is providing an algorithm which almost achieves Heisenberg scaling and the constant factor is smaller than previous methods. We also give proof of the upper bound.

In a practical usage of the algorithm, some improvements might be possible. Although we determine the values of $N_{\text{1st shot}}$ and $N_{\text{2nd shot}}$ at the beginning of the algorithm for simplicity, we can reduce those values by iteratively determining them. For example, in the second stage, $N_{\text{2nd shot}}$ can be smaller than that in (26) as long as $n_j$ in (21) is uniquely determined. Investigating those possible improvements are left for future works.

The effect of noise should also be examined. Although our algorithm can reduce the depth of the circuit compared to the quantum phase estimation algorithm, the required depth is still $O(1/\epsilon)$ and the effect of noise is not neglectable. Thus, studying how to tailor noise in our algorithm would be important for discussing the practicability of our algorithm, which is also left for future works.
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In this appendix, we provide a proof of the complexity upper bound.

**Theorem 1.** The following upper bound holds for $N_{orac}$:

$$N_{orac} < \frac{4.1 \cdot 10^3}{\epsilon} \ln \left( \frac{4 \log_2(2\pi/3\epsilon)}{\delta} \right). \quad (29)$$

**Proof.** Our strategy to obtain the upper bound is calculating the required number of $N_{1st}^{1st}$ and $N_{2nd}^{2nd}$ for the algorithm to work correctly with the probability $1 - \delta$. Both upper bounds of $N_{1st}^{1st}$ and $N_{2nd}^{2nd}$ can be derived from the condition that our algorithm works correctly in the second stage because even though the condition from the first stage also bounds $N_{1st}^{1st}$ loosely, the most strict upper bound of $N_{1st}^{1st}$ can be gotten from the condition that the estimation error of $\nu$ is small enough. Thus, in the following, we only discuss the condition from the second stage.

In the second stage, as we mention in Section 2.2, the algorithm works correctly as long as $\Delta \rho_j \leq \pi/3$. Even though the conditions for $\text{atan} (s_{2j-1}, c_{2j-1})$ derived from $\Delta \rho_j \leq \pi/3$ are different depending on whether the confidence interval of $\rho_j$ is the connected confidence interval or the disconnected confidence interval, the required precisions for $s_{2j-1}$ and $c_{2j-1}$ do not change depending on the interval type. Therefore, in the following, we discuss only the case of the connected confidence interval. Then, the condition $\Delta \rho_j \leq \pi/3$ can be converted to

$$|\text{atan} (s_{2j-1}, c_{2j-1}) - \text{atan} (s_{2j-1}, c_{2j-1}^*)| \leq \frac{\pi}{3}. \quad (30)$$
where $s_{2j-1}^*, c_{2j-1}^*$ are the true values of $s_{2j-1}$ and $c_{2j-1}$ respectively. Given $\Delta c_{2j-1} = |c_{2j-1} - c_{2j-1}^*|$, $\Delta s_{2j-1} = |s_{2j-1} - s_{2j-1}^*|$, from (16) in Appendix B, the following inequality holds for the left hand side of (30):

\[ |\text{atan}(s_{2j-1}, c_{2j-1}) - \text{atan}(s_{2j-1}^*, c_{2j-1}^*)| < \max(2\Delta c_{2j-1} + 2\Delta s_{2j-1}, 3\Delta c_{2j-1}) \]  

(31)
as long as $\Delta c_{2j-1} < 1/4$ and $\Delta s_{2j-1} < 1/3$. On the other hand, from (16), it holds that

\[ \Delta s_{2j-1} = \left| -s_{2j-1}^* (\sin \nu - \sin(\nu - \Delta \nu)) + c_{2j-1}^* (\cos \nu - \cos(\nu - \Delta \nu)) + \Delta c_{2j-1} \cos \nu + \Delta c_{2j-1+2j_0-1} \right| \sin \nu \]

(32)

\[ \leq \sqrt{2 - 2 \cos(\Delta \nu)} + |\Delta c_{2j-1} \cos \nu| + |\Delta c_{2j-1+2j_0-1}| \]

(33)

where $\Delta \nu = \nu - 2^{j_0+1}\theta$ and $3\pi/8 - |\Delta \nu| \leq \nu \leq 3\pi/4 - |\Delta \nu|$. Thus, if at least the estimation errors are bounded as

\[ \Delta c_{2j-1} \leq \frac{1}{9} \]  

(34)

\[ \Delta c_{2j-1+2j_0-1} \leq \frac{1}{9} \]  

(35)

\[ |\Delta \nu| < \frac{\pi}{60} \]  

(36)

then it holds

\[ \Delta s_{2j-1} < \frac{\sqrt{2 - 2 \cos(\frac{\pi}{60})}}{\sin(\frac{\pi}{4} - \frac{\pi}{60})} + \frac{1}{5} |\cos(\frac{3\pi}{4} - \frac{\pi}{60})| + \frac{1}{5} < \frac{1}{3}. \]

(37)

As a result,

\[ |\text{atan}(s_{2j-1}, c_{2j-1}) - \text{atan}(s_{2j-1}^*, c_{2j-1}^*)| < \max(2 \cdot \frac{1}{9}, 2 \cdot \frac{1}{3}, 3 \cdot \frac{1}{9}) < \frac{\pi}{3} \]

(38)
is satisfied. Thus, by using (8),

\[ N_{shot}^{2nd} = 972 \ln \left( \frac{2}{\delta_c} \right) \]  

(39)

then both the conditions (34) and (35) is satisfied with the probability $1 - 2\delta_c$. On the other hand, (36) is achieved if at least

\[ \Delta c_{2j-1} < \frac{1}{9\sqrt{2}} \]  

(40)
holds in the first stage because

\[ \Delta \nu = \frac{1}{2} \left( \arccos \left( \frac{c_{2j_0-1}^\text{min}}{c_{2j_0-1}} \right) - \arccos \left( \frac{c_{2j_0-1}^\text{max}}{c_{2j_0-1}} \right) \right) \]

\[ \leq \frac{1}{2} \left( \arccos \left( \cos \left( \frac{3\pi}{4} \right) \right) - \arccos \left( \cos \left( \frac{3\pi}{4} + \frac{1}{9\sqrt{2}} \right) \right) \right) \]

\[ < \frac{\pi}{60}. \]

(41)

Thus, by using (5) again, it is shown that if

\[ N_{shot}^{1st} = 1944 \ln \left( \frac{2}{\delta_c} \right). \]

(42)
then (36) is satisfied with the probability $1 - \delta_c$. In summary, as far as (39) and (42) are satisfied, for all $j(> j_0)$, $\Delta \rho_j \leq \pi/3$ holds and (19) is satisfied as long as all the estimates of cosines are inside the confidence interval; the probability is $(1 - \delta_c)j_0 + 2(\ell - j_0) > 1 - (2\ell - j_0)\delta_c$. 
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Finally, we evaluate the query complexity in the worst case. The worst case is that the algorithm moves to the second stage at the first iteration ($j = 1$). In the case, the number of oracle call is

$$N_{\text{orac}} < N_{\text{shot}}^{1st} + \sum_{j=2}^{\ell} (2N_{\text{shot}}^{2nd} \times 2^{j-1}) = 1944 \ln \left( \frac{2}{\delta_c} \right) + 1944(2^\ell - 2) \ln \left( \frac{2}{\delta_c} \right).$$

(43)

and the success probability of the algorithm is $1 - (2^\ell - 2) \delta_c$. Thus, if we demand that the success probability is more than $1 - \delta$ then $\delta_c < \delta/2\ell$ and

$$N_{\text{orac}} < 1944 \cdot 2^\ell \ln \left( \frac{4\ell}{\delta} \right).$$

(44)

By combining with (27)

$$N_{\text{orac}} < 4.1 \cdot 10^3 \cdot \ell \ln \left( \frac{4 \log_2(2\pi/3\epsilon)}{\delta} \right).$$

(45)

\[\square\]

B Theorem for atan function

**Theorem 2.** When $c, c^*, s \in [-1, 1]$, $s^*$ takes one of the value of $\pm \sqrt{1-c^2}$, $\Delta c = |c - c^*|$ and $\Delta s = |s - s^*$], the following inequality holds:

$$|\text{atan}(s, c) - \text{atan}(s^*, c^*)| \leq \max(2\Delta c + 2\Delta s, 3\Delta c)$$

(46)

if $\Delta s < 1/2$ and $\Delta c < 1/4$ and if there is no discontinuity of $\text{atan}(s, c)$ in the intervals: $s^* - \Delta s \leq s \leq s^* + \Delta s$ and $c^* - \Delta c \leq c \leq c^* + \Delta c$.

**Proof.** It is suffice to prove in following three cases: (i) $cc^* > 0$ (ii) $cc^* < 0$ and (iii) $cc^* = 0$. In case (i) $cc^* > 0$, using trigonometric addition formulas for arctan, it holds that

$$|\text{atan}(s, c) - \text{atan}(s^*, c^*)| = |\text{arctan}(s, c) - \text{arctan}(s^*, c^*)|$$

$$= |\text{arctan} \left( \frac{s^* \Delta c - c^* \Delta s}{1 + c^* \Delta c + s^* \Delta s} \right)|$$

$$\leq \frac{|s^*| \Delta c + |c^*| \Delta s}{|1 - |c^*| \Delta c - |s^*| \Delta s|}$$

$$< 2\Delta c + 2\Delta s.$$  

(47)

To show the last inequality, we use $1 - |c^*| \Delta c - |s^*| \Delta s > 1 - \sqrt{(1/3)^2 + (1/4)^2} > 1/2$.

In case (ii) $cc^* < 0$,

$$|\text{atan}(s, c) - \text{atan}(s^*, c^*)| = \lim_{\eta \to 0} (|\text{arctan}(s, c) - \text{arctan}(s, \eta)|$$

$$+ |\text{arctan}(s, \eta) - \text{arctan}(s^*, -\eta)|)$$

$$+ |\text{arctan}(s^*, -\eta) - \text{arctan}(s^*, c^*)|)$$

(48)
where the sign of $\eta$ is same as that of $c$. The first term in (48) can be bounded as

$$\lim_{\eta \to 0} |\arctan(s, c) - \arctan(s, \eta)| = \lim_{\eta \to 0} \left| \frac{\partial}{\partial c} \arctan \left( \frac{s}{c} \right) \right|_{c = c_0} (c - \eta)$$

$$\leq \left| \frac{-s}{c_0^2 + s^2} (c - \eta) \right|$$

$$\leq \left| \frac{1}{(c_* - (c_* - c_0))^2 + (s_* - (s_* - s))^2} \right|$$

$$\leq \left| \frac{1}{(\frac{2}{5} - \frac{1}{4})^2 + (\frac{4}{5} - \frac{1}{3})^2} \right|$$

$$< 3|c|$$  \hspace{1cm} (49)

where $c_0$ take the value between $\eta$ and $c$, and we use the mean value theorem for showing the first equality. Similary,

$$\lim_{\eta \to 0} |\arctan(s_*, \eta) - \arctan(s_*, c_*)| < 3|c_*|.$$  \hspace{1cm} (50)

By substituting (49), (50) and $\lim_{\eta \to 0} |\arctan(s, \eta) - \arctan(s_*, \eta)| = 0$ (that follows from no-discontinuity condition) to the right-hand side of (48), it follows

$$|\arctan(s, c) - \arctan(s_*, c_*)| < 3(|c| + |c_*|) = 3\Delta c.$$  \hspace{1cm} (51)

The last equality holds because the signs of $c$ and $c_*$ are different.

In case (iii) $c_* = 0$, when $c_* = 0$,

$$|\arctan(s, c) - \arctan(s_*, c_*)| = \lim_{\eta \to 0} \left( \left| \frac{\pi}{2} - \arctan(s_*, \eta) \right| + |\arctan(s_*, \eta) - \arctan(s, \eta)| + |\arctan(s_*, \eta) - \arctan(s, c)| \right)$$  \hspace{1cm} (52)

where the sign $\pm$ is the same as the sign of $s$ and the sign of $\eta$ is same as that of $c$. The values of the first line go to 0 and the value of the second line can be evaluated by the same arguments as (49). Thus, it follows

$$|\arctan(s, c) - \arctan(s_*, c_*)| < 3(|c|) = 3\Delta c.$$  \hspace{1cm} (53)

By the same discussion, when $c = 0$

$$|\arctan(s, c) - \arctan(s_*, c_*)| < 3(|c_*|) = 3\Delta c.$$  \hspace{1cm} (54)

In all of the three cases, (46) is proved.