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Abstract—Most sensor setups for onboard autonomous perception are composed of LiDARs and vision systems, as they provide complementary information that improves the reliability of the different algorithms necessary to obtain a robust scene understanding. However, the effective use of information from different sources requires an accurate calibration between the sensors involved, which usually implies a tedious and burdensome process. We present a method to calibrate the extrinsic parameters of any pair of sensors involving LiDARs, monocular or stereo cameras, of the same or different modalities. The procedure is composed of two stages: first, reference points belonging to a custom calibration target are extracted from the data provided by the sensors to be calibrated, and second, the optimal rigid transformation is found through the registration of both point sets. The proposed approach can handle devices with very different resolutions and poses, as usually found in vehicle setups. In order to assess the performance of the proposed method, a novel evaluation suite built on top of a popular simulation framework is introduced. Experiments on the synthetic environment show that our calibration algorithm significantly outperforms existing methods, whereas real data tests corroborate the results obtained in the evaluation suite. Open-source code is available at [https://github.com/beltransen/velo2cam_calibration]

Index Terms—Automatic calibration, extrinsic parameters, LiDAR, monocular cameras, stereo cameras

I. INTRODUCTION

AUTONOMOUS driving relies on accurate information about the environment to make proper decisions concerning the trajectory of the vehicle. High-level inference modules receive these data from the perception systems, which must be therefore endowed with exceptional robustness under different circumstances such as illumination and weather.

Consequently, the design of perception systems intended for onboard automotive applications is currently geared towards topologies with several complementary sensory modalities. Vision systems are frequent in close-to-market vehicle setups [1] due to their ease of integration and their ability to provide appearance information. Stereo-vision systems, which use a pair of cameras separated a fixed distance to get depth information from the environment, stand out as a cost-effective solution able to provide additional dense 3D information to model the surroundings of the vehicle.

On the other hand, the remarkable development of 3D laser scanning technology has enabled its widespread use in both research and industry driving applications in recent years. Unlike vision systems, LiDAR range measurements are far from trivial. Existing calibration methods suffer from inaccurate estimation of the relative pose between the sensors, given by their extrinsic parameters, has been obtained beforehand through a calibration process.

However, multi-modal calibration is a problem that is still far from trivial. Existing calibration methods suffer from different problems, such as the need for burdensome ad-hoc environments or the lack of applicability to custom sensor setups. It is noteworthy that automotive setups require extraordinary accuracy in the calibration so that it is still valid for data association at long distances.

In this work, we present an original self-calibration method tailored to automotive sensor setups composed of vision devices and multi-layer LiDAR scanners. The approach, preliminarily introduced in [6], comprises robust reference point extraction branches, specific for each modality, and a final 3D point registration stage where the optimal transform relating a pair of sensors is obtained. The proposed solution has various
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novel properties:

- Instead of focusing on a particular setup, our method delivers satisfactory performance with a diversity of cameras and multi-layer LiDAR scanners, even those with a lower resolution (e.g., 16-layer devices). Besides, there are no significant restrictions on the relative pose of the sensors other than the need for an overlap zone between their fields of view: large displacements and strong rotations are admissible.
- It also provides a general framework that enables the extrinsic calibration of any combination of camera and LiDAR sensors; not only camera-LiDAR setups but also camera-camera and LiDAR-LiDAR combinations.
- A novel fiducial calibration target is introduced to avoid ambiguity and allow an uncomplicated and fast calibration process even in cluttered scenarios. Human intervention is limited to a minimum.
- A comprehensive set of experiments shows that the accuracy of the calibration result exceeds other approaches in the literature, being suitable for self-driving applications.

Along with this calibration method, we also propose a novel framework to assess extrinsic calibration algorithms based on a simulation environment. This approach provides a perfect ground truth of the transform between sensors in space and establishes a fair benchmark for comparing calibration methods through metrics that truly represent the accuracy of the final estimation. Besides, it allows testing virtually unlimited sensor devices and relative poses to guarantee the generality of the results.

The implementation of the method has been made publicly available to promote reproducibility and provide researchers and practitioners in the field with a convenient tool to face the usual problem of extrinsic calibration. The software is available as a package in the popular ROS framework. The synthetic test suite used for the experimentation has also been released.

The remainder of this paper is organized as follows. In Section II, a brief review of related work is provided. Section III presents a general overview of the proposed algorithm. In Sections IV and V, the details of the different stages of the approach are described. Section VI provides experimental results that assess the performance of the method. Finally, conclusions and open issues are discussed in Section VII.

II. RELATED WORK

The issue of calibration of extrinsic parameters expressing the relative pose of sensors of different modalities has been addressed by many researchers in the past, driven by its frequent application in robotics and automotive platforms. The camera-to-range problem has attracted considerable attention, although multi-camera and, more recently, multi-LiDAR systems have also been a subject of interest in the literature.

Calibration is frequently assumed as a process to be performed in a controlled environment before the regular operation of the perception stack. Traditional methods require manual annotation to some extent. However, since mis-calibrations are common in robotic platforms, research effort has usually focused on automatic approaches. As the process aims to find the correspondence between data acquired from different points of view, unambiguous fiducial instruments have been used as calibration targets, such as triangular boards, polygonal boards, spheres, and boxes. Such diversity of shapes deals with the necessity of the targets to be distinguishable in all data representations from sensors. Nonetheless, planar targets are particularly prevalent since they are easily detectable using range information and provide a characteristic shape that can be used to perform geometrical calculations. When monocular cameras are involved, the addition of visual features into the target, such as checkerboards or QR markers, allows retrieving the geometry of the scene by inferring the missing scale factor.

With the widespread introduction of LiDAR sensors providing high-resolution 3D point clouds in recent years, research interest has shifted to devices of this kind. Geiger et al. proposed a calibration method based on a single shot in the presence of a setup based on several planar checkerboards used as calibration targets. Velas et al. proposed an approach enabling the estimation of the extrinsic parameters using a single point of view, based on the detection of circular features on a calibration pattern. A custom calibration target is also used by Zhuang et al. to perform calibration between a dense LiDAR scanner and a camera. The method relies on the registration, in the 2D space of the image, of reference points found through elementary processing of both sensors’ data. Similarly, Zhou et al. made use of a checkerboard to solve the calibration problem by finding correspondences between its representations in LiDAR and image data, using either one or several poses. In general, these methods are targeted to dense range measurements so that 3D LiDAR scanners with lower resolution (e.g., the 16-layer scanner used in this work) entail particular issues that are addressed in this paper. Due to the popularity of this modality, some works are also being devoted to the topic of extrinsic calibration between multiple LiDAR scanners.

A relevant second group of approaches dispenses with any artificial calibration targets and uses the features in the environment. Moghadam et al. use linear features extracted from natural scenes to determine the transformation between the coordinate frames. Usually, these methods are suitable for indoor scenes populated with numerous linear landmarks, although some recent works have made efforts to adapt them to outdoor applications. In traffic environments, the ground plane and the obstacles have been used to perform camera-laser calibration, although some parameters are assumed as known. Other approaches are based on semi-automatic methods that perform registration on user-selected regions. More recently, Schneider et al. took advantage of a deep convolutional neural network to perform all the calibration steps in a continuous online procedure. CalibNet has been proposed as a self-supervised calibration framework where the network is trained to minimize the geometric and photometric errors. However, models of this type are difficult to apply to custom sensor setups as they require prior training.
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On the other hand, the assessment of calibration methods remains an open issue, given that an accurate ground truth of the parameters defining the relationship between the pose of the sensors cannot be obtained in practice. The lack of standard evaluation metrics has led to the use of custom schemes, which are difficult to extend to other domains and eventually based on inaccurate manual annotations. In this regard, Levinson and Thrun [26] presented a method to detect miscalibrations through the variations in an objective function computed from the discontinuities in the scene. A different approach was proposed by Pandey et al. [27], who performed calibration through the maximization of mutual information computed using LiDAR reflectivity measurements and camera intensities.

Nevertheless, current calibration methods still do not provide a comprehensive response to the need to estimate the extrinsic parameters of certain sensor setups, such as the ones found in autonomous driving. They are either excessively focused on specific configurations, lacking generalization ability, or have not been sufficiently validated due to the unavailability of objective assessment methods. We intend to provide a wide-ranging approach able to perform calibration in a large variety of setups and situations, including those usually overlooked, and prove its adequacy quantitatively through a novel benchmark that allows fair comparison with existing methods.

III. Method Overview

We present a method to estimate the rigid-body transformation that defines the relative pose between a pair of sensors. Each of these sensors can be a LiDAR scanner, a monocular camera, or a stereo camera, in any possible combination.

The transformation between the pair of sensors can be defined by a vector of six parameters \( \theta = (t_x, t_y, t_z, r_x, r_y, r_z) \), which describe the position and rotation of one of the devices in the reference frame attached to the other one. Rotations around the axes \( (r_x, r_y, r_z) \) are usually referred to as roll, pitch, and yaw angles.

Parameters in \( \theta \) unambiguously define a matrix \( T \) that can be used to transform a 3D point between the two coordinate systems. For instance, in a LiDAR-monocular setup, a point \( p_M \) in monocular coordinates, \( \{M\} \), can be transformed into LiDAR space, \( \{L\} \), by means of \( p_L = T_{LM} p_M \) once the transformation matrix \( T_{LM} \) is built. Note that, in that particular case, the parameters \( \theta_{LM} \), used to obtain \( T_{LM} \), express the pose of \( \{M\} \) with respect to \( \{L\} \).

With the proposed approach, the transformation is obtained automatically from data retrieved by the sensors to be calibrated. A custom-made planar target is used to provide features that are detected and paired between both data representations. As noticeable in the two different embodiments shown in Fig. 2, this calibration pattern is endowed with geometrical and visual characteristics that enable the estimation of keypoints in LiDAR, stereo, and monocular modalities. On the one hand, four circular holes are used to take advantage of geometrical discontinuities in LiDAR and stereo point clouds. On the other hand, four ArUco markers [28] are placed near the corners so that 3D information can be inferred from monocular images.

The method does not impose severe limits on the relative pose between the devices and is therefore suitable for sensor setups where the magnitudes of the translation and rotation parameters are substantial. Only two reasonable constraints are required. First of all, there has to be an overlapping area between the sensors’ field of view, where the calibration target is to be placed. Secondly, the holes in the pattern must be well visible in the data retrieved by the sensors; in particular, whenever range data is involved in the calibration, each circle must be represented by at least three points. In the case of multi-layer LiDAR sensors, this means that at least two scan planes intersect with each of the circles. Moreover, the parameters intrinsic to each device (e.g., focal lengths or stereo baseline) are assumed known.

The procedure is designed to be performed in a static environment. Although the method can provide a quick estimate of the extrinsic parameters with just one pose of the target, it is possible to increase the accuracy and robustness of the results by accumulating several positions, as will be shown later.

The proposed calibration algorithm, illustrated in Fig. 3, is divided into two different stages: the first one involves the segmentation of the calibration target and the localization of the reference points in each of the sensors’ coordinate systems; on the other hand, the second one performs the computation of the transformation parameters that enable the registration of the reference points.

IV. Target Segmentation

This first stage aims to localize the calibration target in each sensor’s data. Consequently, the measurements at this stage are relative to the local coordinate system of the corresponding sensor. As the features used to localize the pattern are different for each modality, three different variants of the procedure are proposed here, one per sensor type. In all cases, the output of this stage is a set of four 3D points representing the center of the holes in the target, in local coordinates. These points will be later used to find correspondences between the different data sources.

Although the processing of LiDAR and stereo data has some differences, especially at the beginning of the segmentation stage, both share a common trunk once the useful range data is represented in a 3D point cloud structure. The monocular alternative is substantially different as it relies on the ArUco markers instead.

The procedure described in this section is intended to be applied to every data frame provided by the corresponding sensor. Data from all sensors are processed in parallel, so they...
Fig. 3. Overview of the different stages of the presented method. For 3D inputs (in blue): plane segmentation, target detection, circles segmentation, and reference points estimation. For monocular cameras (in green): ArUco markers detection, estimation of the target’s 3D pose, and reference points estimation. Then, for each frame and modality: geometric consistency check, point aggregation, and sensor registration.

A. LiDAR Data Preprocessing

Data from a LiDAR scanner is assumed to be represented as a 3D point cloud, \( P^L_0 \), with measurements distributed into different layers, as typical in mechanical devices based on rotating mirrors. Before feeding the data to the segmentation procedure, pass-through filters are applied in the three cartesian coordinates to remove points outside the area where the target is to be placed, avoiding spurious detections that could slow down the processing. The limits of the pass-through filters must be set according to the location and size of the sensors’ overlapping area. The resulting cloud, \( P^L_1 \), must represent both the calibration target and the points behind it visible from the LiDAR through the holes.

As a first step towards segmenting the holes in the pattern, the points representing the edges of the target must be extracted. For the LiDAR modality, we follow the method in [26] to find depth discontinuities. Each point in the cloud, \( p_i \in P^L_1 \), is assigned a magnitude representing the depth gradient with respect to their neighbors:

\[
p_{i,\Delta} = \max(p_{i-1,r} - p_{i,r}, p_{i+1,r} - p_{i,r}, 0)
\]

Where \( p_{i,r} \) is the range measurement given by the sensor for the point \( p_i \) (i.e., the spherical radius coordinate), and \( p_{i-1} \) and \( p_{i+1} \) are the points adjacent to \( p_i \) in the same scan plane. Then, we filter out all points \( p_i \) with a discontinuity value \( p_{i,\Delta} < \delta_{\text{discont},L} \), resulting in \( P^L_2 \). Note that this procedure assumes that measures from rays passing through the holes exist, so they must collide with some solid located behind the target within the measurement range of the LiDAR.

B. Stereo Data Preprocessing

When one of the sensors to be calibrated is a stereo-vision system, data processing starts by converting the raw image pair into a 3D point cloud using a stereo matching procedure. In our experiments, we use the Semi-Global Block Matching (SGBM) variant of [29] implemented by OpenCV, which we found reasonably accurate for depth estimation. Note that, when this modality is involved, the calibration target is expected to have some texture (e.g., wood grain) so that the stereo correspondence problem can be successfully solved. However, in our experiments, we found that the intensity differences caused by the pattern borders themselves are generally sufficient. Since the system is assumed canonical and the baseline between cameras known, points can be then provided with an estimate of their depth, and a 3D point cloud \( P^S_0 \) can be straightforwardly obtained using the pinhole model.

Similar to the LiDAR branch, pass-through filters are applied to \( P^S_0 \) to limit the search space. However, for the stereo modality, the extraction of the points representing the target edges in the filtered cloud, \( P^S_1 \), relies on the appearance information provided by one of the images of the stereo pair. Concretely, a Sobel filter is applied over the image, and then, all points in \( P^S_1 \) that map to pixels with a low value in the Sobel image (smaller than \( \tau_{\text{sobel},S} \)) are filtered out, producing \( P^S_2 \). In this way, edge segmentation is less affected by inaccuracies in border localization, which are frequent in stereo matching.

C. Range Data

The steps followed to segment the pattern holes in the preprocessed point clouds are common for both the LiDAR and stereo modalities. The intended outcome is an estimate of the 3D location of the centers in sensor coordinates.

1) Plane Segmentation: First of all, a plane segmentation using RANSAC is applied to \( P_1 \) (the cloud resulting from the pass-through filters, either \( P^L_1 \) or \( P^S_1 \)), which provides a plane model \( \pi \) representing the calibration target. To ensure the model’s accuracy, we use a tight RANSAC threshold \( \delta_{\text{plane}} \), which neutralizes all the points representing extraneous objects, and impose that the plane must be roughly vertical in
sensor coordinates, with a tolerance $\alpha_{\text{plane}}$. If it is impossible to find a plane that fits the data, the current frame is discarded.

Afterward, the plane model $\pi$ is employed in $P_2$ (i.e., the cloud representing the edges of the pattern) to remove all the points not belonging to the plane. A threshold of $\delta_{\text{inliers}}$ is considered for the inliers. Consequently, the new cloud $P_3$ contains only points representing the edges of the calibration target; that is, the outer borders and the holes.

2) **Transformation to 2D Space:** As all the remaining points belong to the same plane, dimensionality reduction is performed at this point. This is implemented by transforming $P_3$ so that the XY-plane coincides with $\pi$ and projecting all the 3D points onto $\pi$. Points in the resulting $P_4$ cloud are, therefore, in 2D space.

3) Circle Segmentation: Next, 2D circle segmentation is used to extract a model of the pattern holes present in $P_4$. This step is performed iteratively in a process that seeks out the most supported circle and removes its inliers before starting the search for the next one. Iterations continue until the remaining points are not enough to describe a circle. If at least four circles have been found, the procedure moves forward; otherwise, the current frame is not considered. Inliers are required to be below a threshold of $\delta_{\text{circle}}$ from the model, and only circles within a radius tolerance of $\delta_{\text{radius}}$ are considered.

The points found in the circle segmentation procedure are checked for geometric consistency with the dimensions of the pattern. To that end, the centers are grouped in sets of four, and the dimensions of the rectangle that they form (diagonal, height, width, and perimeter) are compared with the theoretical and the dimensions of the rectangle that they form (diagonal, pattern. To that end, the centers are grouped in sets of four, checked for geometric consistency with the dimensions of the target; that is, the outer borders and the holes.

At the end of the segmentation stage, two clouds $P_p$ must have been generated, one per sensor involved in the calibration. Each represents the 3D location of the reference points (the centers of the target holes) for a single static scene in the coordinate frame attached to the respective sensor.

These data would be enough to find the transform representing the relative pose of the sensors. However, different sources of error inherent to the method (e.g., sensor noise, sparsity of data, and non-deterministic procedures such as RANSAC) can affect the accuracy of the result. To increase the robustness of the algorithm, we augment the information available by repeatedly applying the segmentation step and accumulating the results in two different ways.

1) **Accumulation over Several Data Frames:** Since it is usually feasible to maintain the calibration scene static for a certain period, we accumulate the points that compose $P_p$ over $N$ data frames to generate $P_p'$, and then perform Euclidean clustering on this cumulative cloud. If more than four clusters are found, data is considered unreliable and not used for registration; otherwise, cluster centroids, stored in the resulting cloud $P_c$, are employed as a consolidated estimate of the centers’ locations. The clustering parameters, namely cluster tolerance $\delta_{\text{cluster}}$, minimum cluster size $N_{\text{cluster,min}}$, and maximum cluster size $N_{\text{cluster,max}}$, depend on the number of iterations taken into account.

According to the experimental results shown later, we usually adopt $N = 30$, which offers satisfactory results in a limited timeframe. Naturally, the time necessary to complete the procedure depends on the sensor’s framerate but is rarely longer than a few seconds.

2) **Accumulation over Several Target Poses:** As will be shown later, the method can deliver an estimated calibration with a single target position. However, it is possible to increase the accuracy of the estimation by considering more than four reference points. If the segmentation procedure is repeated for $M$ different poses of the calibration target with respect to the sensors, the $P_c$ clouds obtained with each pose are accumulated in a $P_c'$ cloud where $4 \times M$ reference points are available to perform the registration stage. For the segmentation of each pose, both the sensor and the target are assumed static.

If the poses of the target are selected so that the resulting reference points are not coplanar and cover a wide range of distances from the sensors, the additional constraints provided by the new poses solve possible ambiguities and improve the overall quality of the final calibration.
V. REGISTRATION

As a result of the segmentation stage, two clouds \( P_c' \), one per sensor, are obtained. They contain the estimated 3D location of the centers of the circles expressed in sensor coordinates; that is, with respect to a frame attached to the sensor.

The goal of the registration step is to find the optimal parameters \( \hat{\theta} \) so that when the resulting transformation \( \hat{T} \) is applied, it results in the best alignment (i.e., minimum distance) between the reference points obtained from both sensors. Note that the approach has been designed to handle only two sources at a time so that the problem can be viewed as a multi-objective optimization with \( 4 \times M \) objective functions.

Before that, the registration procedure needs that each point in one of the \( P_c' \) clouds is correctly paired with its homologous in the other cloud; that is, pairs of points representing the same reference points in both clouds must be associated.

A. Point Association

A point association procedure has been developed to avoid assuming that reference points in both \( P_c \) clouds have the same ordering in their respective coordinate frames. Note that this condition would not be fulfilled when calibrating a front-facing 360° LiDAR and a rear-looking camera, for instance.

Therefore, we convert the four centers in each \( P_c \) to spherical coordinates and only assume that the point that appears highest in the cloud, that is, the one with the lowest inclination angle, belongs to the upper row of the calibration target (i.e., either the top-left or the top-right circle).

Distances from this point to the other three determine the correct ordering. In that way, each point can be associated with the circle in the calibration target that it represents: top-left (tl), top-right (tr), bottom-left (bl), and bottom-right (br). The procedure is repeated for each of the \( M \) poses of the calibration target, so that each point \( p_i \) in \( P_c' \) is provided with labels \( p_{i,a} \) and \( p_{i,m} \) containing the hole in the pattern and the pose to which it corresponds, respectively:

\[
\begin{align*}
    p_{i,a} &\in \{tl, tr, bl, br\} \quad \text{(2)} \\
p_{i,m} &\in \{1, \ldots, M\} \quad \text{(3)}
\end{align*}
\]

B. Solution

Later, the two resulting clouds, obtained from two arbitrary modalities \( X \) and \( Y \) and denoted here by \( P^X \) and \( P^Y \), undergo a Umeyama registration procedure [31], responsible for finding the rigid transformation that minimizes the distance between their corresponding points. That is, assuming that the points in each cloud, \( p^X_{i,a} \in P^X \) and \( p^Y_{i,m} \in P^Y \), are ordered so that, \( \forall i:\)

\[
p^X_{i,a} = p^Y_{i,a} \land p^X_{i,m} = p^Y_{i,m} \quad \text{(4)}
\]

Then, the desired transformation matrix \( \hat{T}_{XY} \) is the one that minimizes the least-squares error criterion given by:

\[
\frac{1}{4} \cdot M \sum_{i=1}^{4-M} \| p^X_{i} - \hat{T}_{XY} p^Y_{i} \|^2 \quad \text{(5)}
\]

This optimization problem is solved through singular value decomposition (SVD) and provides a closed-form solution from which the set of parameters expressing the relative position between both sensors, \( \theta_{XY} \), can be straightforwardly retrieved. Conveniently, the Umeyama method handles singular situations where all the points are coplanar, as is the case when a single pattern position \( M = 1 \) is used, thus avoiding misjudging them as reflections.

VI. EXPERIMENTS

The validation of the proposed approach has been addressed from two different perspectives. First, tests on a realistic synthetic test suite have been performed to retrieve plentiful quantitative data with respect to perfect ground truth. Second, the method has also been applied in a real environment to prove the validity of the approach in real use cases.

All the experiments were carried out without user intervention, except for the tuning of the pass-through filters mentioned in Sec. IV, which must be coarsely adapted to the location of the calibration pattern. The rest of the parameters were set to a fixed value for all the experiments, as reported in Table I. Unless otherwise stated, reference points are accumulated over 30 frames \( N = 30 \); however, it should be noted that every frame delivered by the sensors counts toward this limit, regardless of whether a four-point solution has been extracted from it. Conversely, only successful frames \( N' \) are taken into account for the cluster size limits.

| Parameter                  | Description                        |
|----------------------------|------------------------------------|
| Preprocessing (edge segmentation) |                                 |
| \( \delta_{\text{discont}} \) | Distance threshold (LiDAR)        |
| \( \tau_{\text{Sobel}} \)     | Sobel intensity threshold (stereo) |
| Plane segmentation         |                                    |
| \( \delta_{\text{plane}} \)   | Distance threshold                 |
| \( \alpha_{\text{plane}} \)   | Angular tolerance                 |
| \( \delta_{\text{diam}} \)    | Distance threshold for outlier removal |
| Circle segmentation        |                                    |
| \( \delta_{\text{circle}} \)  | Distance threshold (LiDAR)        |
| \( \delta_{\text{circle}} \)  | Distance threshold (stereo)       |
| \( \delta_{\text{radius}} \)  | Radius tolerance (stereo)         |
| \( \delta_{\text{consistency}} \) | Geometry consistency tolerance   |
| Clustering                 |                                    |
| \( N_{\text{cluster}}_{\min} \) | Minimum cluster size              |
| \( N_{\text{cluster}}_{\max} \) | Maximum cluster size              |
| \( \delta_{\text{cluster}} \) | Cluster tolerance                 |

A. Synthetic Test Environment

As stated before, the quantitative assessment of the set of extrinsic parameters relating two sensors in space is a nontrivial issue, as it is impossible, in practice, to obtain exact ground truth. Most works dealing with extrinsic calibration in the literature use manual annotations [15] or other approximations such as scene discontinuities [26].

In order to provide a comprehensive set of data describing the performance of the proposed method, we use the synthetic test suite proposed in [6], where the exact-ground truth of
the relative transformation between sensors is available. The open-source Gazebo simulator [32] was used, and the operation modes of the three sensor modalities considered in this work (i.e., LiDAR, and stereo and monocular cameras) were faithfully replicated, taking into account the specifications of real devices in terms of field of view, resolution, and accuracy. Table II shows the set of devices used in the experiments.

| Device                  | Modality | Resolutiona | HFOV |
|-------------------------|----------|-------------|------|
| FLIR Bumblebee XB3      | Stereo   | 1280 × 960  | 43°  |
| Velodyne VLP-16         | LiDAR    | 16 layers, 0.2° | 360° |
| Velodyne HDL-32         | LiDAR    | 32 layers, 0.2° | 360° |
| Velodyne HDL-64         | LiDAR    | 64 layers, 0.2° | 360° |
| FLIR Blackfly S 31S4C-C | Monocular| 2048 × 1536  | 85°  |

a Image resolution, for cameras, and number of channels and horizontal (azimuth) angular resolution, for LiDAR scanners.

Remarkably, the different LiDAR devices employed in the experiments are fairly representative of the diversity of laser scanners available in the market regarding the number of scanning layers and their distribution, thus enabling the assessment of the adaptability of the reference point extraction approach.

A model of the fiducial calibration target was also created by mimicking the appearance of the actual wooden embodiment shown in Fig. 2a. In the experiments, the target was placed with a wall behind so that LiDAR beams going through the circular holes reach a surface, generating the necessary gradient between foreground and background points. Gaussian noise \( \epsilon \sim \mathcal{N}(0, (K\sigma_0)^2) \) was applied to the sensors’ captured data, with \( \sigma_0 = 0.007 \) and \( \sigma_0 = 0.008 \) m for the pixel intensities (expressed in a range from 0 to 1) and the LiDAR distances, respectively. The noise factor \( K \) allows simulating ideal, noise-free environments \( (K = 0) \), realistic environments \( (K = 1) \), and noisy environments \( (K = 2) \). \( K = 1 \) is used by default.

Despite the eventual domain gap, experiments in this controlled setup enable systematic analysis and provide valuable insight into the method that will be otherwise unfeasible. Experimentation in the synthetic suite can be divided into three different focus points: reference point extraction, calibration with a single target position, and multi-pose calibration.

1) Single-Sensor Experiments: The first set of tests is aimed to analyze the accuracy in the extraction of the reference points from the four circular openings in the calibration target. Four different relative positions between sensor and calibration pattern, combining translations and rotations, were considered. Table III shows the position of the calibration pattern in sensor coordinates for each of these configurations, assuming that axes are defined as customary in LiDAR devices; i.e., \( x \) pointing forward, \( y \) to the left, and \( z \) upward. As in Sec. III translation is denoted by \( (t_x, t_y, t_z) \), whereas \( (r_x, r_y, r_z) \) represent roll, pitch, and yaw rotations (in radians).

These setups were purposely chosen to investigate the limits of the reference point extraction branches. In fact, the method was unable to provide results in some extreme configurations; concretely, with the VLP-16 LiDAR in P3 and P4, the HDL-32 LiDAR in P4, and the stereo camera in P4 as well. In the case of the LiDAR scanners, their limited resolution made it impossible to find the circles at far distances, whereas the stereo was affected by the substantial degradation in depth estimation that this modality suffers as the distance increases.

In typical use cases, it should be possible to avoid these situations by restricting the pattern locations to a reasonable range of distances with respect to the sensors.

The reference point localization performance was measured by determining the distance between the estimation provided by the approach and the ground-truth position of the center of the corresponding circle. The assignment was unambiguous in all cases and could be straightforwardly performed based on distance. Results were aggregated over three iterations for each pose and modality to account for the effect of the stochastic processes in the pipeline (e.g., RANSAC segmentations).

Firstly, Fig. 4 analyzes the effect of noise in the reference points location error. The results show that the procedure is highly robust to noise in all the modalities, given that the impact is limited to an increase in the standard deviation of the error in noisy situations \( (K = 2) \). In all cases, the error is well below 1 cm for the P1 and P2 configurations (upwards and downwards triangle markers in the graph), whereas P3 (circle markers) and, especially, P4 (square markers) involve a significant increase across all the noise levels. This fact is particularly noticeable for the monocular modality (please note the different scale in the y-axis), where the accuracy in the detection of the ArUco markers proves to be much more sensitive to the size of their projections onto the image than to the pixel-wise noise.

Focusing on the realistic noise setup \( (K = 1) \), Fig. 5 shows the single-frame estimation error in each of the four configurations, further highlighting the relative position between sensor and calibration pattern as a significant factor. Apart from the most challenging configurations, the reference point localization proves accurate and precise across all the modalities, with LiDAR scanners exhibiting high robustness even in P3 and P4. As mentioned before, monocular struggles with these configurations but shows an excellent performance in P1 and P2.

The effect of the point aggregation and clustering strategy introduced in Sec. IV-E1 is investigated in Table IV where the root-mean-square error (RMSE) of single-frame estimations and 30-iterations cluster centroids are compared under realistic noise conditions. The cluster centroid proves to be a consistently better representation of the reference points than the single-frame estimation in all cases, achieving a more remarkable improvement in situations with high dispersion.

The noise factor \( \sigma \) allows concretely, with the VLP-16 LiDAR in P3 and P4, the HDL-64 LiDAR in P4, and the stereo camera in P4 as well. In
the density of LiDAR data seems to influence the calibration target and, to a lesser extent, by the sensor modality. In contrast, the density of LiDAR data seems to have little influence on the results, although minor differences in the way laser beams interact with the target depending on

Once again, the results suggest that the accuracy in reference point extraction is primarily impacted by the relative pose of the calibration target and, to a lesser extent, by the sensor modality. In contrast, the density of LiDAR data seems to have little influence on the results, although minor differences in the way laser beams interact with the target depending on the layer distribution produce a few counterintuitive results.

2) Single-Pose Experiments: Next, the full calibration pipeline will be evaluated considering only a single target position; that is, for \( M = 1 \). To that end, four combinations representative of real automotive sensor setups were analyzed:

A. HDL-32/HDL-64 (LiDAR/LiDAR)
B. Monocular/HDL-64 (camera/LiDAR)
C. Monocular/monocular (camera/camera)
D. Stereo/HDL-32 (camera/LiDAR)

Setups A and C embody situations where several devices of the same modality are included in the same sensor setup to enhance the field of view or the resolution of the captured data, whereas setups B and D exemplify setups aimed at camera/LiDAR sensor fusion. Both situations are frequently found in the onboard perception literature, even jointly on the same platform, e.g., [33].

For each setup, the three different relative positions between sensors reported in Table [V] were considered. They were picked from [6] as a representative set of configurations involving a wide range of translations and rotations. Representative pictures of these configurations in the synthetic test suite are depicted in Fig. [6]. As in the previous case, three different iterations were considered in the results for each possibility. In all cases, the calibration pattern was placed arbitrarily in a location suitable for both sensors. Like in the per-sensor analysis, different distances to the target are used to further study its effect on final calibration.

The analysis is now focused on the final calibration result. Therefore, following [15], results are given in terms of the linear (\( e_t \)) and angular (\( e_r \)) errors between the estimated rigid-body transformation and the ground truth:

\[
e_t = \| \hat{t} - t \| \tag{6}
\]

\[
e_r = \angle(\hat{R}^{-1}R) \tag{7}
\]

Where \( t \) is the translation vector, \( t = (tx, ty, tz) \), and \( R \) the \( 3 \times 3 \) rotation matrix, representing the \( r_x \), \( r_y \), and \( r_z \) rotations;
both elements compose the transformation matrix:

\[
T = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix}
\]

In the first place, the effect of the number of data frames used for reference point extraction, \(N\), was studied. Fig. [7] aggregates the error for every setup and configuration when the calibration procedure is stopped at a point in the \(N = [1, 40]\) interval. The results suggest that the method can provide a reliable estimation of the extrinsic parameters in a wide range of values of \(N\), even with very few iterations. Nevertheless, \(N = 30\) offers a fair accuracy-time tradeoff where outliers are extremely rare.

![Fig. 6. Sensor setups for the single-pose experiments in the synthetic environment: P1 (a), P2 (b), and P3 (c)](image)

Table [VI] shows a comparison of the proposed approach with two single-pose LiDAR-camera calibration methods in the literature: the one by Geiger et al. [15], which estimates both the intrinsic and extrinsic parameters of the sensors with only one shot, and the one proposed by Velas et al. [16], which makes use of a calibration pattern very similar to ours. For a fair comparison, all the methods were fed with sensor data from the synthetic test suite, as reported in [6]. The sensor setup was composed of the stereo camera and the HDL-64 LiDAR introduced in Table [III]. We consider the two available options for reference point extraction in visual data: stereo and monocular, the latter employing the left image of the stereo rig as input. The errors were averaged over the same three poses used in the previous experiments.

![Fig. 7. Linear (a) and angular (b) calibration errors vs. number of iterations considered for clustering (\(N\)). The solid line represents the median and the shaded area, the interquartile range (IQR).](image)

### Table VI

| Set. | Error \(e_t\) (cm) | \(e_r\) (\(10^{-2}\) rad) | P1 | P2 | P3 |
|------|-------------------|---------------------|----|----|----|
| A    | 8.94 (1.49)       | 4.36 (0.72)         | 17.39 (2.13) | 3.91 (0.48) | 11.95 (1.56) |
| B    | 10.34 (0.53)      | 5.08 (0.26)         | 4.31 (0.29) | 2.23 (0.13) | 9.68 (0.22) |
| C    | 0.17 (0.01)       | 0.03 (0.01)         | 0.08 (0.00) | 0.04 (0.00) | 0.16 (0.00) |
| D    | 9.62 (1.12)       | 2.85 (0.34)         | 47.02 (1.49) | 14.87 (0.47) | 31.60 (2.95) |

Table [VII] shows a comparison of the proposed approach with two single-pose LiDAR-camera calibration methods in the literature: the one by Geiger et al. [15], which estimates both the intrinsic and extrinsic parameters of the sensors with only one shot, and the one proposed by Velas et al. [16], which makes use of a calibration pattern very similar to ours. For a fair comparison, all the methods were fed with sensor data from the synthetic test suite, as reported in [6]. The sensor setup was composed of the stereo camera and the HDL-64 LiDAR introduced in Table [III]. We consider the two available options for reference point extraction in visual data: stereo and monocular, the latter employing the left image of the stereo rig as input. The errors were averaged over the same three poses used in the previous experiments.

### Table VII

| Method | \(e_t\) (cm) | \(e_r\) (rad) |
|--------|--------------|---------------|
| Geiger et al. [15] | 0.93 (0.36) | 1.30 (1.35) |
| Velas et al. [16] | 0.99 (1.17) | 0.35 (0.37) |
| Ours (Stereo-LiDAR) | 0.12 (0.09) | 0.04 (0.03) |
| Ours (Monocular-LiDAR) | 0.12 (0.12) | 0.04 (0.03) |

Accordings to these results, the stereo and mono alternatives yield similar accuracy, significantly outperforming the other methods. Particularly noteworthy is the substantial improvement in angular error brought about by our approach,

![Image](image)
which stands out as the only one suitable for data fusion at far distances. These results prove that the baseline method, requiring a single pose of the calibration pattern \((M = 1)\), works acceptably and provides a solid foundation for the full version with \(M > 1\).

3) Multi-Pose Experiments: The last set of experiments focuses on the aggregation strategy presented in Sec. IV-E2\(^\text{a}\) where the registration procedure is performed on \(M \times 4\) points coming from \(M\) different calibration target positions. The sensor setups are identical to those used in the single-pose tests, but only the first configuration (P1) has been selected. For every sensor pair, the calibration pattern was moved along five different poses within a range of \(5 \times 5\) m in front of the devices, up to \(6\) m in depth. To avoid the eventual bias introduced by the poses ordering, results are obtained through three different iterations in which the sorting is changed.

The evolution of the linear and angular calibration errors with \(M\) follows an almost-exponential decay for all the tested setups, as shown in Fig. 8\(^\text{a}\) (please note the logarithmic scale). Only by introducing an additional target pose, an average reduction of 61.2\% (linear) / 68.15\% (angular) can be achieved. Increasing the number of poses is positively beneficial up to \(M = 3\); higher values lead to mixed effects ranging from almost neutral to slightly positive. Nevertheless, when five poses are employed, the average errors drop by 85.42\% (linear) / 87.01\% (angular). The largest decreases correspond to the HDL-32/HDL-64 setup, where the reduction is around 97\% for both kinds of errors, yielding a final calibration with a deviation of 6.5 mm and 0.002 rad from the ground truth.

![Fig. 8. RMSE of the linear (a) and angular (b) calibration errors (m and rad) vs. number of calibration poses (M) for four sensor setups.](image)

The proposed approach has been compared with the state-of-the-art method recently introduced by Zhou et al. \cite{18}, aimed at LiDAR-camera calibration using one or several views of a checkerboard. To that end, we used the implementation included in the MATLAB Lidar Toolbox \cite{34}. Tests were performed with the monocular/HDL-64 sensor setup, using \(M = 2\) and \(M = 3\) poses of the respective calibration patterns. Mean calibration errors by both methods are shown in Table VIII\(^\text{a}\).

| Method          | \(M = 2\)   | \(M = 3\)   |
|-----------------|-------------|-------------|
| Zhou et al. \cite{18} | 1.51 0.63 1.08 0.50 | 1.15 0.39 0.82 0.24 |

As apparent from the results, the performance of both approaches is comparable, although our method achieves consistent improvements that even exceed 50\% for the angular error when \(M = 3\). These results confirm the effectiveness of the aggregation of reference points across different target locations, providing a calibration solution that features sub-centimeter accuracy.

B. Real Test Environment

The set of experiments presented in the previous section offers a systematic and exact analysis of the performance of the proposed calibration method. Nevertheless, experiments in a real use case were also carried out to validate the applicability of the approach, assessing its adequacy to meet the requirements of the intended application.

The CNC manufactured calibration targets shown in Fig. 2\(^\text{a}\) were employed in the process. We performed two rounds of experiments using different sensor stacks to test the multiple capabilities of the approach adequately. Both configurations were mounted on an experimental vehicle’s roof rack.

For the first round, depicted in Fig. 9a\(^\text{a}\), two Velodyne VLP-16 LiDARs and a Bumblebee XB3 camera were mounted in a rig, with rotations emulating the ones that can be found in vehicle setups. In this step, we performed two different calibration procedures: monocular/LiDAR, involving one of the cameras of the stereo system and one of the LiDAR scanners, and LiDAR/LiDAR, between the two VLP-16 devices.

In the second round, we used the configuration shown in Fig. 9b\(^\text{a}\) with the Bumblebee XB3 stereo camera, a Basler acA2040-35gc camera with a 90° HFOV lens, a Robosense RS-LiDAR-32, and a Velodyne VLP-16 Hi-Res LiDAR. Here, we tested three different calibration alternatives: stereo/LiDAR, linking the XB3 and the VLP-16 Hi-Res scanner, monocular/LiDAR, this time with the wide-angle Basler camera and the RS-LiDAR-32, and monocular/monocular, between two of the cameras of the stereo system.

The sensors used in these experiments have very different features from each other; thus, the VLP-16 Hi-Res LiDAR has a tighter layer distribution than the regular VLP-16, whereas the RS-LiDAR-32 has twice as many scan planes, but they

![Fig. 9. The two sensor setups used in the real experiments. Calibrated pairs of devices are framed with the same color.](image)
are irregularly spread, with much higher density around the central area. All the devices pose their own challenges for calibration, as the set of locations where the four circles of the calibration pattern are fully visible is much more limited than, for example, with the Velodyne HDL-64. As for the cameras, the narrow field of view exhibited by the XB3’s cameras (43°) contrasts with the wide angle of the Basler. Overall, the number and variety of sensors and combinations used in the experiments ensure the generality of the results. As with the synthetic experiments, points were extracted from the accumulation of \( N = 30 \) frames, and \( M = 5 \) target poses were used. The rest of the parameters remained unchanged from Table II.

Ground truth of the relative position between sensors was not available, but some illustrative statistics about the performance of the calibration procedure with real sensors are presented below. On the one hand, Fig. 10 shows the dispersion of the estimated reference points across different poses of the calibration pattern, each represented by a point. Data from the five separate calibration procedures are included. The black line represents the mean, the dark shadow spans the standard deviation, and the light shadow covers 1.96 times the standard error of the mean.

![Fig. 10. Dispersion in the localization of the reference points in real experiments for the different camera (c.) and LiDAR (L.) devices.](image)

The results confirm that the dispersion in the LiDAR and stereo modalities is significantly higher than the one exhibited by its monocular counterpart, as suggested by the tests in the synthetic environment. However, the deviation is still small enough to enable higher accuracy in registration. It is possible to observe the presence of outliers corresponding to some particular poses of the calibration pattern; however, they do not raise relevant issues for the multi-pose calibration as they are well mitigated by the rest of the poses.

On the other hand, Fig. 11 shows the difference, measured in linear and angular errors, of the calibrations performed with \( M \in [1, 4] \) versus the final result with \( M = 5 \). The results validate the conclusion drawn in the previous section: using several pattern poses \( (M > 1) \) causes significant changes in the calibration result up to 3 poses, where it plateaus.

In the particular case of the narrow-angle camera/narrow-angle camera calibration, the result can be compared with the baseline provided by the manufacturer for the rectified stereo pair, yielding an average error across coordinates of 2.73 mm.

Finally, Fig. 12 depicts various examples of traffic scenarios captured by the calibrated sensor setups, with specific regions enlarged so that the details can be well perceived. The first four correspond to the first sensor stack and illustrate the performance of the narrow-angle camera/16-layer LiDAR and 16-layer LiDAR/16-layer LiDAR calibrations. The last two show the results of the stereo/Hi-Res 16-layer LiDAR and wide-angle camera/32-layer LiDAR calibrations, respectively. As shown, the use of the extrinsic parameters extracted by the proposed approach enables a perfect alignment between both data modalities, even at a considerable distance from the car, being especially noticeable when representing thin objects (e.g., lamp poles or trees).

### VII. Conclusion

We have presented an approach to obtain the extrinsic parameters representing the relative pose of any pair of sensors involving LiDARs, monocular or stereo cameras, of the same or different modalities. Unlike the existing works, the simplicity of the calibration scenarios and the characteristics provided by the proposed target allow obtaining accurate results for most sensing setups featured by autonomous vehicles. Moreover, minimal user intervention is required.

Additionally, we have introduced an advanced simulation suite that copes with the traditional imprecision at performance assessment and provides exact ground truth that enables a reliable evaluation of extrinsic calibration methods.

Results obtained from the conducted experiments demonstrate that the algorithm presented in this work notably outperforms existing approaches. Tests performed over real data confirm the accuracy obtained in the simulation environment.

Nevertheless, the presented approach has room for improvement in certain aspects. Currently, manual pass-through filters are required to ease the target segmentation step in cluttered scenes. Introducing an automated target isolation process would remove the need for human intervention. On the other hand, as the relative pose between the target and the sensors has an influence on the accuracy of the reference point extraction, developing a guided method that guarantees sufficient variability of the different target locations during the multi-pose approach, now selected by the human operator, would likely enhance the quality of the calibration result.

Some other complementary lines of work remain open for the future. An outlier rejection scheme might be useful to dis-
card spurious samples obtained in the reference point extraction procedure. At this point, accurate modeling of the sensor noise could be convenient, which will also enable adapting the parameter settings to each particular device. Besides, the proposed method has been designed to determine a fixed set of extrinsic parameters before the perception system is deployed; however, sensor setups mounted in movable platforms, such as autonomous vehicles, can suffer miscalibrations during regular operation. The use of the proposed method would require the ability to detect these situations early, prompting the user to perform a recalibration when necessary.

Although there is still a road ahead, this proposal provides a practical approach to solve a common problem for the scientific community working in this field, bringing autonomous driving and robotics solutions closer to their final deployment.
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