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1. Introduction

The classical large sieve inequality, a very useful tool with a wide range of applications in analytic number theory, originated from J. V. Linnik’s study \cite{13} on the distribution of quadratic non-residues. There have been many subsequent refinements and extensions on the large sieve. One direction of investigating the large sieve is to establish such results for sparse sets of moduli. For prime moduli, this was obtained by D. Wolke in \cite{16}. In recent years, the large sieve for moduli that are values of polynomials with degree at least two was studied in a series of papers \cite{14} \cite{6} \cite{10} \cite{15} \cite{17}).

In \cite{17}, the second-named author conjectured that the following large sieve inequality holds for $k$-th power moduli ($k \in \mathbb{N}$ arbitrary but fixed):

$$
\sum_{q \leq Q} \sum_{a=1 \atop (a,q)=1}^{q^k} \left| \sum_{M<n \leq M+N} a_n e \left( \frac{an}{q^k} \right) \right|^2 \ll \varepsilon (QN)^\varepsilon \left( Q^{k+1} + N + N^{1-1/k}Q^{1+k/k} \right) \sum_{M<n \leq M+N} |a_n|^2.
$$

Here $Q, N \in \mathbb{N}, M \in \mathbb{Z}, \varepsilon$ is any positive constant, and \( \{a_n\} \) is any arbitrary sequence of complex numbers. Additionally, it is proved in the same paper \cite{17} that

$$
\sum_{q \leq Q} \sum_{a=1 \atop (a,q)=1}^{q^k} \sum_{M<n \leq M+N} a_n e \left( \frac{an}{q^k} \right) \ll \varepsilon (QN)^\varepsilon \left( Q^{k+1} + N + N^{1-1/k}Q^{1+k/k} \right) \sum_{M<n \leq M+N} |a_n|^2,
$$

where $\kappa = 2^{k-1}$. Improvements of this result have been established in \cite{5} \cite{3} \cite{10}.

An analogue result of (1.1) was established for the Gaussian field by S. Baier and A. Bansal \cite{2}, showing that

$$
\sum_{q \in \mathbb{Z}[i]\setminus\{0\} \mod q^k} \sum_{\chi(q) \leq Q \atop (r,q)=1} a_n \cdot e \left( \frac{nr}{q^k} \right) \ll (QN)^\varepsilon \left( Q^{k+1} + N + N^{1-1/k}Q^{1+k/k} \right) \sum_{n \in \mathbb{Z}[i] \atop \chi(n) \leq N} |a_n|^2,
$$

where $\Re(z)$ denotes the real part of $z$ for any $z \in \mathbb{C}$ and $\chi(n)$ the norm the element $n$ in the number field. A further improvement of the above result for square moduli was given recently in \cite{3}.

Motivated by the above results, we are interested in large sieve results for power moduli in imaginary quadratic number fields. Throughout the paper, we let $K$ be such a field and write $O_K$ for the ring of integers in $K$. It is well-known that we have $K = \mathbb{Q}(\sqrt{d})$ with $d$ a negative, square-free rational integer. Then (see \cite{12} Section 3.8) the discriminant $D_K$ of $K$ is

$$
D_K = \begin{cases} 
   d & \text{if } d \equiv 1 \pmod{4}, \\
   4d & \text{if } d \equiv 2, 3 \pmod{4}.
\end{cases}
$$
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Let $\mathcal{N}(q)$ and $\text{Tr}(q)$ denote the norm and the trace, respectively, of $q \in \mathcal{O}_K$. For any complex number $z$, we define

$$\tilde{e}_K(z) = \exp \left( \text{Tr} \left( \frac{z}{\sqrt{D_K}} \right) \right) = \exp \left( 2\pi i \left( \frac{z}{\sqrt{D_K}} - \frac{\overline{z}}{\sqrt{D_K}} \right) \right).$$

To obtain a large sieve result for any number field, our first observation is that it is more proper to use the additive character $\tilde{e}_K(z)$ instead of $e(\Re(z))$ in the general case, as $\tilde{e}_K(z)$ naturally appears in the arithmetic of number fields. For example, in the definition of the Gauss sum associated to Hecke characters (see [12, (3.86)]). Next, we note that a generalization of the large sieve for number fields was established by M. N. Huxley [11]. In the case of imaginary quadratic number fields $K$, it takes the form

$$\left( \sum_{q \in \mathcal{O}_K \setminus \{0\} \atop \mathcal{N}(q) \leq Q \atop (r,q)=1} \sum_{n \in \mathcal{O}_K \atop \mathcal{N}(n) \leq N} a_n \cdot \tilde{e}_K \left( \frac{nr}{q} \right) \right)^2 \ll (Q^2 + N) \sum_{n \in \mathcal{O}_K \atop \mathcal{N}(n) \leq N} |a_n|^2. \tag{1.2}$$

In this paper, we first extend the above mentioned result of Baier and Bansal on large sieve for power moduli in the Gaussian field to all imaginary quadratic number fields. Our result is

**Theorem 1.1.** Let $K$ be any imaginary quadratic number field. Let $k \in \mathbb{N}$, $\kappa = 2^{k-1}$, $Q, N \geq 1$ and $(a_n)_{n \in \mathcal{O}_K}$ be any sequence of complex numbers. Then

$$\left( \sum_{q \in \mathcal{O}_K \setminus \{0\} \atop \mathcal{N}(q) \leq Q \atop (r,q)=1} \sum_{n \in \mathcal{O}_K \atop \mathcal{N}(n) \leq N} a_n \cdot \tilde{e}_K \left( \frac{nr}{q^k} \right) \right)^2 \ll (QN)^{\varepsilon} \left( Q^{k+1} + NQ^{1-1/\kappa} + N^{1-1/\kappa}Q^{1+k/\kappa} \right) \sum_{n \in \mathcal{O}_K \atop \mathcal{N}(n) \leq N} |a_n|^2,$$

where $\varepsilon$ is any positive constant, and the implied $\ll$-constant depends on $k$ and $\varepsilon$.

Our proof of Theorem [11] follows along similar lines as in [2]. In particular, we apply Poisson summation over number fields to treat the related counting problem. The choice of the additive character $\tilde{e}_K(z)$ allows us to present our arguments more concisely.

We note that in the case of the Gaussian field, an improvement of Theorem [11] for the case of square moduli was given by Baier and Bansal in [3] Theorem 3] recently in the following form:

$$\left( \sum_{q \in \mathbb{Z}[i] \setminus \{0\} \atop \mathcal{N}(q) \leq Q \atop (a,q)=1} \sum_{n \in \mathbb{Z}[i] \atop \mathcal{N}(n) \leq N} a_n \cdot e \left( \frac{n\Re(q)}{q^2} \right) \right)^2 \ll (QN)^{\varepsilon} \left( Q^3 + Q^2\sqrt{N} + N \right) \sum_{n \in \mathbb{Z}[i] \atop \mathcal{N}(n) \leq N} |a_n|^2. \tag{1.3}$$

In fact, a number of results are obtained in [3] and we show in what follows that these results can be at least extended to the case of all imaginary quadratic number fields of class number one. To do so, we need the following generalizations of the notations introduced in [3].

Let $|z|$ denote the modulus of $z \in \mathbb{C}$ as a complex number and

$$B(y, u) = \{ z \in \mathbb{C} : |z - y| \leq u \}$$

for the closed ball with center $y$ and radius $u$. We let $S$ be any set satisfying

$$S \subseteq B(0, Q^{1/2}) \cap (\mathcal{O}_K \setminus \{0\}).$$

For any $t \in \mathcal{O}_K \setminus \{0\}$, we define

$$S_t = \{ q \in \mathcal{O}_K : tq \in S \}.$$  

We further define

$$A_t(u, k, l) = \sup_{y \in \mathbb{C}} \left| \{ q \in S_t \cap B(y, u) : q \equiv l \mod k \} \right|,$$

where $0 \leq u \leq \sqrt{Q}/|t|$, $k \in \mathcal{O}_K \setminus \{0\}$ and $l \in \mathcal{O}_K$ with $(k, l) = 1$.

Our next two results in this paper extend the large sieve inequality given in [3] Theorem 1] for general sets $S$ of moduli to any imaginary quadratic number field.
Theorem 1.2. Let $K$ be any imaginary quadratic number field. We have

$$\sum_{q \in S \text{ a mod } q \atop (a, q) = 1} \sum_{n \in \mathcal{O}_K \atop \chi(n) \leq N} a_n \cdot \epsilon_K \left( \frac{na}{q} \right)^2 \ll N \left( 1 + \sup_{r \in \mathcal{O}_K \setminus \{0\}} \sup_{z \in \mathbb{C}} \frac{\sup_{h \in \mathcal{O}_K} \sum_{m \in \mathcal{O}_K} A_t \left( \frac{\sqrt{q}}{\sqrt{N}t|z|} \cdot \frac{r}{h} \right)}{\sum_{n \in \mathcal{O}_K \atop \chi(n) \leq N} |a_n|^2} \right).$$

Under certain conditions on the size of $A_t(u, k, l)$, we derive from Theorem 1.2 the following

Theorem 1.3. Let $K$ be any imaginary quadratic number field. Suppose that for all $t$, $k$, $l$, $u$ with $|t| \leq N^{1/4}$, $|k| \leq N^{1/4}/|t|$, $(k, l) = 1$ and $|k|\sqrt{q}/(\sqrt{|D_K|}N^{1/4}) \leq u \leq \sqrt{q}/|t|$, we have

$$A_t(u, k, l) \leq \left( 1 + \frac{|S_t|/\mathcal{N}(k)}{Q/|t|^2} \cdot u^2 \right) X.$$

Then

$$\sum_{q \in S \text{ a mod } q \atop (a, q) = 1} \sum_{n \in \mathcal{O}_K \atop \chi(n) \leq N} a_n \cdot \epsilon_K \left( \frac{na}{q} \right)^2 \ll \left( N + QXN^\varepsilon \left( \sqrt{N} + |S| \right) \right) \sum_{n \in \mathcal{O}_K \atop \chi(n) \leq N} |a_n|^2.$$

Theorem 1.3 allows us to generalize 1.3 in the next theorem to all imaginary quadratic number field of class number one.

Theorem 1.4. Let $K$ be any imaginary quadratic number field of class number one. We have

$$\sum_{q \in \mathcal{O}_K \setminus \{0\} \text{ a mod } q^2 \atop \chi(q) \leq Q} \sum_{n \in \mathcal{O}_K \atop \chi(n) \leq N} a_n \cdot \epsilon_K \left( \frac{na}{q^2} \right)^2 \ll (QN)^\varepsilon \left( Q^3 + Q^2\sqrt{N} + N \right) \sum_{n \in \mathcal{O}_K \atop \chi(n) \leq N} |a_n|^2,$$

where $\varepsilon$ is any positive constant, and the implied constant $\ll$-constant depends only on $\varepsilon$.

Our last result derives from Theorem 1.2 a version of the large sieve for all imaginary quadratic number field of class number one when $S$ is the full set of all primes with norm $\leq Q$. This result can be regarded as an analogue of the above mentioned result of Wolke [10] for prime moduli in the classical setting.

Theorem 1.5. Let $K$ be any imaginary quadratic number field of class number one. Let $Q \geq 16$, $N = Q^{1+\delta}/16$, $0 < \delta < 1$. Then

$$\sum_{\chi(p) \leq Q \text{ a mod } p \atop (a, p) = 1} \sum_{n \in \mathcal{O}_K \atop \chi(n) \leq N} a_n \cdot \epsilon_K \left( \frac{na}{p} \right)^2 \ll \frac{1}{1 - \delta} \cdot \frac{Q^2 \log \log Q}{\log Q} \sum_{n \in \mathcal{O}_K \atop \chi(n) \leq N} |a_n|^2,$$

where $p$ runs over the primes in $\mathcal{O}_K$.

Our proofs of Theorems 1.2 1.5 are slight modifications of the proofs of Theorems 1–4 in 8, the main ingredient being a Dirichlet approximation theorem in $\mathbb{C}$ using elements in $K$ (see Lemma 2.4). We shall therefore only indicate the necessary modifications in Section 4 and skip most of the details.

We end the section with the following remarks. The condition of class number one in Theorems 1.4 and 1.5 ensures that the ring of integers is a unique factorization domain, a requirement in the proofs of those theorems. It would also be interesting to work out the analogues of the theorems in this paper for real quadratic fields, as the situation there is quite different (the infinite group of units, for example).
1.6. **Notations.** The following notations and conventions are used throughout the paper.

- \( e(z) = \exp(2\pi iz) = e^{2\pi iz} \)
- \( f = O(g) \) or \( f \ll g \) means \( |f| \leq cg \) for some unspecified positive constant \( c \).

2. **Preliminaries**

2.1. **Imaginary quadratic number fields.** Let \( K \) be an imaginary quadratic number field. Then we have \( K = \mathbb{Q}(\sqrt{d}) \) with \( d \) a negative and square-free rational integer. The following facts concerning \( K \) can be found in [12, Section 3.8]. The ring of integers \( \mathcal{O}_K \) is a free \( \mathbb{Z} \) module, \( \mathcal{O}_K = \mathbb{Z} + \omega_K \mathbb{Z} \), where

\[
\omega_K = \begin{cases} 
\frac{1}{2}(1 + \sqrt{d}) & \text{if } d \equiv 1 \pmod{4}, \\
\sqrt{d} & \text{if } d \equiv 2, 3 \pmod{4}.
\end{cases}
\]

Note that if we write \( q = q_1 + q_2 \omega_K \), then

\[\mathcal{N}(q) = \begin{cases} 
q_1^2 + q_1 q_2 + \frac{1 - d}{4} q_2^2 & \text{if } d \equiv 1 \pmod{4}, \\
q_1^2 - d q_2^2 & \text{if } d \equiv 2, 3 \pmod{4}.
\end{cases}\]

2.2. **Poisson Summation in number fields.** We note the following Poisson summation formula for \( \mathcal{O}_K \) (see the proof of [19, Lemma 4.1]), which is itself an easy consequence of the classical Poisson summation formula in 2 dimensions:

\[
\sum_{j \in \mathcal{O}_K} f(j) = \sum_{k \in \mathcal{O}_K} \tilde{f}(k), \quad \text{with} \quad \tilde{f}(k) = \int \int_{\mathbb{R}^2} f(x) e_K(x) \, dx dy.
\]

We readily derive from the above Poisson summation formula that for any \( b \in \mathcal{O}_K, Q > 0 \),

\[
\sum_{x \in \mathcal{O}_K} \tilde{e}_K(b \cdot x) f \left( \frac{x}{\sqrt{Q}} \right) = Q \cdot \sum_{y \in \mathcal{O}_K} \tilde{f} \left( \sqrt{Q} y \right).
\]

We shall also need the following Poisson summation formula for \( K \):

**Lemma 2.3.** For any Schwartz class function \( W \), we have for all \( X > 0 \),

\[
\sum_{m \in \mathcal{O}_K} \frac{W(\mathcal{N}(m)/X)}{\mathcal{N}(m)/X} = \frac{X}{\mathcal{N}(n)} \sum_{k \in \mathcal{O}_K} \tilde{W}_K \left( \sqrt{\frac{\mathcal{N}(k)/X}{\mathcal{N}(n)/X}} \right) e_K \left( \frac{k r}{n} \right),
\]

where

\[
\tilde{W}_K(t) = \int \int_{\mathbb{R}^2} W(x) e_K(-t(x + y \omega_K)) \, dx dy, \quad t \geq 0.
\]

It follows from [3] (2.15) that for any \( j \geq 1 \),

\[
\tilde{W}_K(t) \ll_j \min\{1, t^{-j}\}.
\]

2.4. **Dirichlet approximation in \( \mathbb{C} \).** In the proof of Theorem [12], we need the following version of the Dirichlet approximation theorem in \( \mathbb{C} \) which enables us to approximate \( z \in \mathbb{C} \) by an element of \( K \). This lemma generalizes the result given in [7, Theorem 4.5].

**Lemma 2.5.** Given any \( z = x + iy \in \mathbb{C} \) and \( N \in \mathbb{N} \), there exist algebraic integers \( p = p_1 + p_2 \omega_K, q = q_1 + q_2 \omega_K \) in \( \mathcal{O}_K \) with \( 0 < |q| \leq N \) such that

\[
|z - \frac{p}{q}| \leq \frac{\sqrt{|D_K|}}{|q| N}.
\]

**Proof.** The inequality in (2.3) can be written as

\[
|x + iy - \frac{p_1 + p_2 \omega_K}{q_1 + q_2 \omega_K}| \leq \frac{\sqrt{|D_K|}}{|q_1 + q_2 \omega_K| N}.
\]
We recast the above inequality as

\[(2.4) \quad |(x + iy)(q_1 + q_2\omega_K) - (p_1 + p_2\omega_K)| \leq \frac{\sqrt{|D_K|}}{N}.
\]

We simplify the above inequality according to the value of \(\omega_K\). When \(\omega_K = \sqrt{d}\), we rewrite it as

\[
|q_1 x + \sqrt{-d}q_2 y - p_1| + i \left( q_1 y + q_2 x \sqrt{-d} - p_2 \sqrt{-d} \right) \leq \frac{\sqrt{|D_K|}}{N}.
\]

Then inequality (2.4) holds if

\[
\max \left\{ |q_1 x + \sqrt{-d}q_2 y - p_1|, \quad |q_1 y + q_2 x \sqrt{-d} - p_2 \sqrt{-d}| \right\} \leq \frac{\sqrt{|D_K|/\sqrt{2}}}{N}.
\]

Now, by Minkowski’s linear forms theorem (see [14, p. 67, Theorem 1.41]), the system of inequalities:

\[
\begin{align*}
|q_1 x + \sqrt{-d}q_2 y - p_1| &\leq \frac{\sqrt{|D_K|/\sqrt{2}}}{N}, \\
|q_1 y + q_2 x \sqrt{-d} - p_2 \sqrt{-d}| &\leq \frac{\sqrt{|D_K|/\sqrt{2}}}{N}, \\
|q_1| &\leq 2^{-1/2} N, \\
|q_2| &\leq 2^{-1/2} N/\sqrt{-d}
\end{align*}
\]

has a non-zero solution in integers \(p_1, p_2, q_1, q_2\). Hence (2.4) has a solution with \(0 < |q| = |q_1 + q_2\omega_K| \leq N\).

When \(\omega_K = (1 + \sqrt{d})/2\), we rewrite inequality (2.4) as

\[
\left|\left(q_1 x + q_2 x/2 + \sqrt{-d}q_2 y/2 - p_1 - p_2/2\right) + i \left(q_1 y + q_2 x \sqrt{-d}/2 + q_2 y/2 - p_2 \sqrt{-d}/2\right)\right| \leq \frac{\sqrt{|D_K|}}{N}.
\]

Then inequality (2.4) holds if

\[
\max \left\{ |q_1 x + q_2 x/2 + \sqrt{-d}q_2 y/2 - p_1 - p_2/2|, \quad |q_1 y + q_2 x \sqrt{-d}/2 + q_2 y/2 - p_2 \sqrt{-d}/2| \right\} \leq \frac{\sqrt{|D_K|/\sqrt{2}}}{N}.
\]

Again, it follows from Minkowski’s linear forms theorem that the system of inequalities:

\[
\begin{align*}
|q_1 x + q_2 x/2 + \sqrt{-d}q_2 y/2 - p_1 - p_2/2| &\leq \frac{\sqrt{|D_K|/\sqrt{2}}}{N}, \\
|q_1 y + q_2 x \sqrt{-d}/2 + q_2 y/2 - p_2 \sqrt{-d}/2| &\leq \frac{\sqrt{|D_K|/\sqrt{2}}}{N}, \\
|q_1 + q_2/2| &\leq 2^{-1/2} N, \\
|q_2| &\leq 2^{1/2} N/\sqrt{-d}
\end{align*}
\]

has a non-zero solution in integers \(p_1, p_2, q_1, q_2\). Hence (2.4) has a solution with \(0 < |q| = |q_1 + q_2\omega_K| \leq N\). This completes the proof of the lemma. \(\square\)

### 2.6. Large sieve for \(\mathbb{R}^m\)

Let \(s = (s_1, s_2, \ldots, s_m) \in \mathbb{R}^m\). We denote the Euclidean norm of \(s\) by \(\|s\|_2\). Thus,

\[
\|s\|_2 = \sqrt{\sum_{i=1}^{m} s_i^2}.
\]

In the proof of our results, we shall also need the following two versions of the large sieve. The first one is valid for all \(m\), which is established in [2, Theorem 3]:

**Lemma 2.7.** Let \(R, N \in \mathbb{N}, N \geq 2, x_1, \ldots, x_R \in \mathbb{R}^m\) and \((a_n)_{n \in \mathbb{Z}^m}\) be any \(m\)-fold sequence of complex numbers. Then

\[
\sum_{i=1}^{R} \left( \sum_{\|n\|_2 \leq N^{1/m}} a_n \cdot e(n \cdot x_i) \right)^2 \ll FN \sum_{\|n\|_2 \leq N^{1/m}} |a_n|^2,
\]

where

\[
F = \max_{1 \leq i \leq R} \left\{ j \in \{1, \ldots, R \} : \min_{z \in \mathbb{Z}^m} \|x_j - x_i - z\|_2 \leq \frac{\sqrt{m}}{N^{1/m}} \right\}.
\]
The next one is specific to the case \( m = 2 \), which is established in [\( Z \) Theorem 5]:

**Lemma 2.8.** Let \( R, N \in \mathbb{N}, N \geq 2 \), \( x_1, \ldots, x_R \in \mathbb{R}^2 \) and \( (a_n)_{n \in \mathbb{Z}^2} \) be any double sequence of complex numbers. Suppose that \( 0 < \Delta \leq 1/2 \). Set

\[
K_0(\Delta) = \sup_{\alpha \in \mathbb{R}^2} \left\{ r \in \{1, 2, \ldots, R\} : \min_{z \in \mathbb{Z}} \|x_r - \alpha - z\|_2 \leq \Delta^{1/2} \right\} .
\]

Then

\[
\sum_{i=1}^R \left| \sum_{n \in \mathbb{Z}^2} a_n \cdot e(n \cdot x_i) \right|^2 \ll K_0(\Delta)(N + \Delta^{-1}) \sum_{n \in \mathbb{Z}^2} |a_n|^2 .
\]

### 3. Proof of Theorem 1.1

#### 3.1. A general treatment

Let

\[
T = \sum_{q \in S} \sum_{r \mod q \ (r,q)=1} \left| \sum_{n \in \mathcal{O}_K} a_n \cdot \bar{e}_K \left( \frac{nr}{q} \right) \right|^2 .
\]

Here \( S \) is an arbitrary multiset of elements of \( \mathcal{O}_K \setminus \{0\} \). We shall first estimate \( T \) in general and later restrict \( S \) to the set of \( k \)-th powers.

We now write \( n = s + t\omega_K \) and note that for any \( z \in \mathbb{C} \), we have

\[
e_K(zn) = e\left( \left( \frac{z - z}{\sqrt{D_K}} , \frac{z\omega_K - \overline{z\omega_K}}{\sqrt{D_K}} \right) \cdot (s, t) \right) .
\]

We apply this to rewrite \( T \) as

\[
T = \sum_{q \in S} \sum_{r \mod q \ (r,q)=1} \left| \sum_{n \in \mathcal{O}_K} a_n \cdot e \left( \left( \frac{r/q - r/q}{\sqrt{D_K}} , \frac{r/q\omega_K - r/q\omega_K}{\sqrt{D_K}} \right) \cdot (s, t) \right) \right|^2 .
\]

where we define (note that \( n = s + t\omega_K \))

\[
a_{s,t} = \begin{cases} a_n & \text{if } \mathcal{N}(n) \leq N , \\ 0 & \text{otherwise} . \end{cases}
\]

The second equality in (3.2) then follows by observing that \( \mathcal{N}(n) \leq N \) implies that \( \| (s, t) \|_2 \leq \sqrt{N} \).

We now apply Lemma 2.7 with \( m = 2 \) to (3.2) to see that we have

\[
(3.3) \quad T \ll EN \sum_{n \in \mathcal{O}_K} |a_n|^2 ,
\]

where

\[
E = \max_{r_1, q_1} \left\{ (r_2, q_2), r_2 \ (\text{mod } q_2), (r_2, q_2) = 1 : \right. \\
\min_{z \in \mathbb{Z}} \left\| \left( \frac{r_2/q_2 - r_2/q_2}{\sqrt{D_K}} , \frac{r_2/q_2\omega_K - r_2/q_2\omega_K}{\sqrt{D_K}} \right) - \left( \frac{r_1/q_1 - r_1/q_1}{\sqrt{D_K}} , \frac{r_1/q_1\omega_K - r_1/q_1\omega_K}{\sqrt{D_K}} \right) \right\|_2 \leq \frac{1}{N} \left\} .
\]

Here we make the conventions that for \( j = 1, 2 \),

\[
q_j \in S , \quad Q/2 < \mathcal{N}(q_j) \leq Q .
\]
We note that by writing \( q = q_1 + q_2 \omega_K \) with \( q_1, q_2 \in \mathbb{R} \), we have (noting that \( \omega_K \omega_K = D_K \))

\[
\frac{q - q_1}{\sqrt{D_K}} = q_2, \quad \frac{q \omega_K - q_1 \omega_K}{\sqrt{D_K}} = q_1 + q_2 (\omega_K + \omega_K).
\]

From this we see that by writing \( z = (z_1, z_2) \) and replacing \( r_2 \) by

\[
\begin{align*}
\{ r_2 - q_2 (z_2 + z_1 \omega_K) \} & \quad \text{if } \omega_K = \sqrt{d}, \\
\{ r_2 - q_2 (z_2 - z_1 + z_1 \omega_K) \} & \quad \text{if } \omega_K = \frac{1 + \sqrt{d}}{2},
\end{align*}
\]

we can drop the requirement for \( r_2 \) to run over the set of residue classes modulo \( q_2 \) so that \( r_2 \) is now regarded as an algebraic integer co-prime to \( q_2 \). We thus deduce that \( E \) is majorized by

\[
\max_{r_1, q_1} \left\{ (r_2, q_2), (r_2, q_2) = 1 : \left\| \left( \frac{r_2/q_2 - r_2/q_2}{\sqrt{D_K}}, \frac{r_2/q_2 \omega_K - r_2/q_2 \omega_K}{\sqrt{D_K}} \right) - \left( \frac{r_1/q_1 - r_1/q_1}{\sqrt{D_K}}, \frac{r_1/q_1 \omega_K - r_1/q_1 \omega_K}{\sqrt{D_K}} \right) \right\|_2^2 \leq \frac{1}{N} \right\}
\]

It follows from \((3.4)\) that

\[
\left\| \left( \frac{z - q_1}{\sqrt{D_K}}, \frac{z \omega_K - q_1 \omega_K}{\sqrt{D_K}} \right) \right\|_2^2 \geq |d|^{-1} \mathcal{N}(z).
\]

We then obtain from \((3.5)\) that

\[
E \leq \max_{q_1 \in S} \mathcal{N}(q_1) \leq \mathcal{N}(q_1) \leq Q, \quad (r_2, q_2) = 1, |d|^{-1} \mathcal{N} \left( \frac{r_2 - r_1}{q_2} \right) \leq N^{-1}
\]

We now choose two Schwartz class functions \( \Phi_i \) for \( i = 1, 2 \) satisfying \( \Phi_i(x) \geq 1 \) when \( |x| \leq 1 \). We can let \( \Phi_1 \) to be arbitrary and we shall fix \( \Phi_2 \) later. We further define

\[
\Psi_i = \Phi_i \circ \mathcal{N} \quad \text{for } i = 1, 2.
\]

Using these notations together with the observation that

\[
|d|^{-1} \mathcal{N} \left( \frac{r_2}{q_2} - \frac{r_1}{q_1} \right) \leq N^{-1} \iff \mathcal{N}(r_1 q_2 - r_2 q_1) \leq \frac{|d| \mathcal{N}(q_1) \mathcal{N}(q_2)}{N},
\]

we infer that

\[
E \leq \max_{q_1 \in S} \mathcal{N}(q_1) \leq \mathcal{N}(q_1) \leq Q, \quad (r_2, q_2) = 1, |d|^{-1} \mathcal{N} \left( \frac{r_2 - r_1}{q_2} \right) \leq N^{-1}
\]

\[
E \leq \max_{q_1 \in S} \frac{|d| \mathcal{N}(q_1) \mathcal{N}(q_2)}{N}
\]

(3.6)

Applying the Poisson summation formula, Lemma \(2.23\) yields

\[
\sum_{n \equiv_{q_1 q_2} q_1} \Phi_1 \left( \frac{b \sqrt{N}}{q_1 \sqrt{d} Q} \right) \sum_{q_2 \in S} \Phi_2 \left( \mathcal{N} \left( \frac{q_2 \sqrt{Q}}{q_1 \sqrt{d} Q} \right) \right)
\]

(3.7)

So from \((3.6)\) and \((3.7)\), we get that

\[
E \leq \max_{r_1, q_1} \frac{Q}{N} \sum_{q_2 \in S} \Phi_1 \left( \frac{b \sqrt{N}}{q_1 \sqrt{d} Q} \right) \sum_{j \in \mathcal{O}_K} \frac{r_1 q_2}{q_1} \tilde{\Phi}_{1,K} \left( \sqrt{\mathcal{N}(j) q_1} \sqrt{d} Q \right)
\]

(3.8)
3.2. Weyl differencing. Now we take $S$ as the set of non-zero $k$-th powers in $O_K$. We write $Q_0 = Q^{1/k}$ and replace $q_i$ by $q_i^k$ ($i = 1, 2$). In what follows, we assume that $Q_0 > N^{1/(2k)}$ for otherwise the desired result follows from \[1.2\] upon extending the set of moduli to all non-zero integers in $O_K$. We further note that \[2.4\] gives
\[
\sum_{q_2 \in \mathcal{O}_K} \Psi_2 \left( \frac{q_2^k}{Q_0^{k/2}} \right) \ll Q_0.
\]
We use the above estimate to bound the contribution of $j = 0$ on the right-hand side of \[3.8\] to see that
\[
E \ll \frac{Q_0^{k+1}}{N} \max_{Q_0/\delta < (q_1, q_2) \leq Q_0 \wedge \delta} \left\{ \Phi_{1, K} \left( \frac{\lambda (j) d |Q_0^k}}{N} \right) \cdot \sum_{q_2 \in \mathcal{O}_K} \Psi_2 \left( \frac{q_2^k}{Q_0^{k/2}} \right) \cdot \tilde{e}_K \left( \frac{jr_1 q_2^k}{q_1^k} \right) \right\}
\]
(3.9)
\[
\ll \frac{Q_0^k}{N} + \frac{Q_0^k}{N} \max_{Q_0/\delta < (q_1, q_2) \leq Q_0 \wedge \delta} \sum_{\mathcal{O}_K \wedge \delta} \Phi_{1, K} \left( \frac{\lambda (j) d |Q_0^k}}{N} \right) \cdot |S_k (q_1, r_1, j)|,
\]
where
\[
S_k (q_1, r_1, j) = \sum_{q_2 \in \mathcal{O}_K} \Psi_2 \left( \frac{q_2^k}{Q_0^{k/2}} \right) \cdot \tilde{e}_K \left( \frac{jr_1 q_2^k}{q_1^k} \right).
\]

Multiplying out the square and setting $\alpha_1 = q_2 - q$, we obtain
\[
|S_k (q_1, r_1, j)|^2 = \sum_{q_2, q \in \mathcal{O}_K} \Psi_2 \left( \frac{q_2^k}{Q_0^{k/2}} \right) \cdot \Psi_2 \left( \frac{q^k}{Q_0^{k/2}} \right) \cdot \tilde{e}_K \left( \frac{jr_1 q_2^k}{q_1^k} \right) (q_2^k - q^k)
\]
(3.10)
\[
= \sum_{\alpha_1, q \in \mathcal{O}_K} \Psi_2 \left( \frac{q^k}{Q_0^{k/2}} \right) \cdot \Psi_2 \left( \frac{(\alpha_1 + q)^k}{Q_0^{k/2}} \right) \cdot \tilde{e}_K \left( \frac{jr_1 q_2^k}{q_1^k} \right) ((\alpha_1 + q)^k - q^k).
\]
We observe that the contribution of $q, \alpha$‘s with $\lambda (q), \lambda (\alpha_1 + q) > Q_0^{1+\varepsilon}$ is negligible, it thus follows that the contribution of $\alpha_1$‘s with $\lambda (\alpha_1) > Q_0^{1+\varepsilon}$ is negligible. We write
\[
P_{k, \alpha_1} (q) = (\alpha_1 + q)^k - q^k = \left( \frac{k}{1} \right) \cdot \alpha_1 q^{k-1} + \left( \frac{k}{2} \right) \cdot \alpha_1^2 q^{k-2} + \cdots + \left( \frac{k}{k} \right) \cdot \alpha_1^k,
\]
and get that
\[
|S_k (q_1, r_1, j)|^2 \ll \sum_{\lambda (\alpha_1) \leq Q_0^{1+\varepsilon}} S_{k-1} (q_1, r_1, j, \alpha_1),
\]
where
\[
S_{k-1} (q_1, r_1, j, \alpha_1) := \sum_{q_2 \in \mathcal{O}_K} \Psi_2 \left( \frac{q^k}{Q_0^{k/2}} \right) \cdot \Psi_2 \left( \frac{(\alpha_1 + q)^k}{Q_0^{k/2}} \right) \cdot \tilde{e}_K \left( \frac{jr_1 q_2^k}{q_1^k} \right) \cdot P_{k-1, \alpha_1} (q).
\]
If $k > 2$, the Cauchy-Schwarz inequality gives
\[
|S_k (q_1, r_1, j)|^4 \ll Q_0^{1+\varepsilon} \sum_{\alpha_1 \in \mathcal{O}_K} \sum_{\lambda (\alpha_2) \leq Q_0^{1+\varepsilon}} |S_{k-1} (q_1, r_1, j, \alpha_1)|^2.
\]
Multiplying out the square, changing variables and truncating the resulting sums in a similar way as above, we obtain
\[
|S_{k-1} (q_1, r_1, j, \alpha_1)|^2 \ll \sum_{\alpha_2 \in \mathcal{O}_K} \sum_{q_2 \in \mathcal{O}_K} \Psi_2 \left( \frac{q_2^k}{Q_0^{k/2}} \right) \Psi_2 \left( \frac{(\alpha_1 + q)^k}{Q_0^{k/2}} \right) \Psi_2 \left( \frac{(\alpha_2 + q)^k}{Q_0^{k/2}} \right) \Psi_2 \left( \frac{(\alpha_1 + \alpha_2 + q)^k}{Q_0^{k/2}} \right) \cdot \tilde{e}_K \left( \frac{jr_1 q_2^k}{q_1^k} \right) \cdot P_{k-2, \alpha_1, \alpha_2} (q),
\]
where
\[
P_{k-2, \alpha_1, \alpha_2} (q) = k(k-1)\alpha_1 \alpha_2 q^{k-2} + \cdots
\]
is a polynomial of degree $k - 2$ in $q$. We continue this process of repeated use of Cauchy-Schwarz and differencing until we have reached a linear polynomial so that
\[
|S_k(q_1, r_1, j)|^\kappa \ll Q_0^{-k+\varepsilon} \sum_{\alpha \in \mathcal{O}_K} \prod_{q \in \mathcal{O}_K} \prod_{u \in \{0, 1\}^{k-1}} \Psi_2 \left( \frac{(u \cdot \alpha + q)^k}{Q_0^{k/2}} \right) \cdot \tilde{e}_K \left( \frac{jr_1}{q_1^k} \cdot P_{1, \alpha}(q) \right),
\]
where $\kappa = 2^{k-1}$, $\alpha = (\alpha_1, \ldots, \alpha_{k-1})$, $u = (u_1, \ldots, u_k)$, $u \cdot \alpha$ is the standard inner product and
\[
P_{1, \alpha}(q) = k! \alpha_1 \cdots \alpha_{k-1} \cdot \left( q + \frac{1}{2} \cdot (\alpha_1 + \cdots + \alpha_{k-1}) \right).
\]

3.3. Poisson summation. We now specify our choice of $\Psi_2$ by setting
\[
\Phi_2(t) = \exp \left( -\frac{\pi}{\kappa} \sqrt{t} \right) \text{ so that } \Psi_2(z) = \Phi_2(\mathcal{N}(z)) = \exp \left( -\frac{\pi}{\kappa} \sqrt{\mathcal{N}(z)} \right).
\]

We further set
\[
g(z) = \prod_{u \in \{0, 1\}^{k-1}} \Psi_2 \left( \left( z + \frac{u \cdot \alpha}{\sqrt{Q_0}} \right)^k \right).
\]
Then by taking
\[
b = \frac{k! \alpha_1 \cdots \alpha_{k-1} jr_1}{q_1^k},
\]
we obtain that
\[
\left| \sum_{q \in \mathcal{O}_K} \prod_{u \in \{0, 1\}^{k-1}} \Psi_2 \left( \frac{(u \cdot \alpha + q)^k}{Q_0^{k/2}} \right) \cdot \tilde{e}_K \left( \frac{jr_1}{q_1^k} \cdot P_{1, \alpha}(q) \right) \right| = \left| \sum_{x \in \mathcal{O}_K} \tilde{e}_K (b \cdot x) g \left( \frac{x}{\sqrt{Q_0}} \right) \right|.
\]
Applying (2.1) gives
\[
\sum_{x \in \mathcal{O}_K} \tilde{e}_K (b \cdot x) g \left( \frac{x}{\sqrt{Q_0}} \right) = Q_0 \cdot \sum_{y \in -b + \mathcal{O}_K} \tilde{g} \left( \sqrt{Q_0} y \right).
\]
It follows that
\[
|S_k(q_1, r_1, j)|^\kappa \ll Q_0^{-k+1+\varepsilon} \sum_{\alpha \in \mathcal{O}_K} \sum_{\beta \in \mathcal{O}_K} \tilde{g} \left( \sqrt{Q_0} \cdot \left( \beta - \frac{k! \alpha_1 \cdots \alpha_{k-1} jr_1}{q_1^k} \right) \right).
\]

To compute the Fourier transform of $g(z)$, we note that
\[
g(z) = \begin{cases} 
\exp \left( -\frac{\pi}{\kappa} \cdot \sum_{u \in \{0, 1\}^{k-1}} \left( z_{1,u}^2 + z_{1,u} z_{2,u} + \frac{1 - d}{4} z_{2,u}^2 \right) \right) & \text{if } d \equiv 1 \pmod{4} , \\
\exp \left( -\frac{\pi}{\kappa} \cdot \sum_{u \in \{0, 1\}^{k-1}} \left( z_{1,u}^2 - d z_{2,u}^2 \right) \right) & \text{if } d \equiv 2, 3 \pmod{4} ,
\end{cases}
\]
where we write
\[
z = z_1 + z_2 \omega_K, \quad \alpha = \alpha^{(1)} + \alpha^{(2)} \omega_K, \quad z_{1,u} = z_i + \frac{u \cdot \alpha^{(i)}}{\sqrt{Q_0}}, \quad i = 1, 2.
\]
Completing the squares, we deduce that
\[
g(z) = \exp \left( -\frac{\pi}{\kappa Q_0} \cdot \left( \sum_{u \in \{0, 1\}^{k-1}} \mathcal{N}(u \cdot \alpha) - \frac{1}{\kappa} \mathcal{N} \left( \sum_{u \in \{0, 1\}^{k-1}} u \cdot \alpha \right) \right) \right) \cdot \exp \left( -\pi \mathcal{N} \left( z + \frac{\sum_{i=1}^{k-1} \alpha^{(i)}}{2Q_0} \right) \right).
\]
A direct computation shows that the Fourier transform of $g(z)$ is
\begin{equation}
\bar{g}(z) = A \exp \left( -\frac{\pi}{\kappa Q_0} \cdot \left( \sum_{u \in \{0,1\}^{k-1}} \mathcal{N}(u \cdot \alpha) - \frac{1}{\kappa} \mathcal{N} \left( \sum_{u \in \{0,1\}^{k-1}} u \cdot \alpha \right) \right) \right) \cdot \bar{e}_K \left( \sum_{i=1}^{k-1} \alpha_i z \right) \cdot \exp \left( -\frac{\pi}{|d|} \mathcal{N}(z) \right),
\end{equation}
where $A$ is some constant whose value depends only on $d$.

As a direct consequence of the triangle inequality for norms, we note that
\[ \sum_{u \in \{0,1\}^{k-1}} \mathcal{N}(u \cdot \alpha) - \frac{1}{\kappa} \mathcal{N} \left( \sum_{u \in \{0,1\}^{k-1}} u \cdot \alpha \right) \geq 0. \]
We then deduce by plugging (3.11) into (3.10) that
\begin{equation}
|S_k (q_1, r_1, j)|^\kappa \ll Q_0^{k-1+\varepsilon} \sum_{\alpha \in \mathcal{O}_K^{-1}} \sum_{\beta \in \mathcal{O}_K} \exp \left( -\frac{\pi Q_0}{|d|} \mathcal{N} \left( \beta - \frac{k! \alpha_1 \cdots \alpha_{k-1} j r_1}{q_1^2} \right) \right).
\end{equation}

3.4. Counting. To bound the sum in the maximum in (3.9), we first note that by (2.2),
\begin{equation}
\sum_{j \in \mathcal{O}_K \setminus \{0\}} \Phi_{1,k} \left( \sqrt{\frac{N |d_0|}{N}} \right) \left| \frac{S_k (q_1, r_1, j)}{N} \right| \ll 1 + \sum_{j \in \mathcal{O}_K \setminus \{0\}} \sum_{\alpha \in \mathcal{O}_K^{-1}} \sum_{\beta \in \mathcal{O}_K} \left| S_k (q_1, r_1, j) \right|^\kappa
\end{equation}
where the second line follows from Hölder’s inequality. Using (3.12) and taking into account that the contributions of $\beta$’s with
\[ \mathcal{N} \left( \beta - \frac{k! \alpha_1 \cdots \alpha_{k-1} j r_1}{q_1^2} \right) > Q_0^{\varepsilon-1} \]
is negligible, we arrive at
\[ \sum_{j \in \mathcal{O}_K \setminus \{0\}} \left| S_k (q_1, r_1, j) \right|^\kappa \ll Q_0^{k-1+\varepsilon} \sum_{j \in \mathcal{O}_K \setminus \{0\}} \sum_{\alpha \in \mathcal{O}_K^{-1}} \sum_{\beta \in \mathcal{O}_K} \left| S_k (q_1, r_1, j) \right|^\kappa 1.
\]
Writing $d = k! \alpha_1 \cdots \alpha_{k-1} j$ and noting that the number of divisors of $d \in \mathcal{O}_K \setminus \{0\}$ is bounded by $O(\mathcal{N}(d)^\varepsilon)$, we obtain
\begin{equation}
|S_k (q_1, r_1, j)|^\kappa \ll (N Q_0)^{(k+1)\varepsilon} \cdot Q_0^{k-1+\varepsilon} \sum_{j \in \mathcal{O}_K \setminus \{0\}} \sum_{\alpha \in \mathcal{O}_K^{-1}} \sum_{\beta \in \mathcal{O}_K} \left| S_k (q_1, r_1, j) \right|^\kappa 1
\end{equation}
Observing that the number of residue classes modulo $q_1^k$ is $\mathcal{N}(q_1^k) \leq Q_0^k$, we get
\begin{equation}
\sum_{\mathcal{N}(d) \leq (k!)^2 N Q_0^{k-1}} 1 \ll 1 + \frac{N}{Q_0^{k+1-\varepsilon}}.
\end{equation}
Note that we also have

\[(3.16) \quad \sum_{l \in \mathcal{O}_K} 1 \leq \sum_{l \in \mathcal{O}_K, \lambda(l) \leq Q_0^{e+k-1}} 1 \ll Q_0^{k-1+2\varepsilon}.\]

Combining (3.14), (3.15) and (3.16), we see that

\[(3.17) \quad \sum_{j \in \mathcal{O}_K \setminus \{0\}, \lambda(j) \leq NQ_0^{-k}} |S_k(q_1, r_1, j)|^\kappa \ll (Q_0 N)^{(2k+3)\varepsilon} (Q_0^\kappa + N Q_0^{-k-1}).\]

It then follows from (3.9), (3.13) and (3.17) that we have

\[(3.18) \quad E \ll Q_0^{k+1}/N + (Q_0 N)^\varepsilon \left( \frac{Q_0^{1+k/\kappa}}{N^{1/\kappa}} + Q_0^{1-1/\kappa} \right).\]

The assertion of Theorem 1.1 now follows readily from (3.3) and (3.18) by dividing the moduli into dyadic intervals and replacing \(Q_0\) by \(Q\).

4. Proofs of Theorems 1.2–1.5

We define \(U\) as the way we define \(T\) in (3.1), except that we remove the condition that \(Q/2 < \mathcal{N}(q) \leq Q\). We aim to estimate \(U\) by first rewriting it as we did in (3.2) (with \(n = s + t \omega_K\))

\[U = \sum_{q \in \mathcal{S}} \sum_{r \bmod q \atop (r,q)=1} \left| \sum_{n \in \mathcal{O}_K, \lambda(n) \leq N} a_n \cdot e\left( \frac{r/q - r/q}{\sqrt{D_K}}, \frac{r/q \omega_K - r/q \omega_K}{\sqrt{D_K}} \right) \cdot (s,t) \right|^2.\]

To bound \(U\), we employ Lemma 2.5 to see that

\[U \ll K(\Delta)(N + \Delta^{-1}) \sum_{n \in \mathcal{O}_K, \lambda(n) \leq N} |a_n|^2,\]

where

\[K(\Delta) = \sup_{\alpha \in \mathbb{R}^2} \left\{ (r,q) \in \mathcal{O}_K \times \mathcal{S} : (r,q) = 1, \min_{\epsilon \in \mathbb{R}^2} \left\| \frac{r/q - r/q}{\sqrt{D_K}}, \frac{r/q \omega_K - r/q \omega_K}{\sqrt{D_K}} - \alpha \right\|_2 \leq \Delta^{1/2} \right\}.\]

If we write \(r/q = q_1 + q_2 \omega_K, \alpha = (\alpha_1, \alpha_2)\), then it follows from (3.4) that

\[\left\| \left( \frac{r/q - r/q}{\sqrt{D_K}}, \frac{r/q \omega_K - r/q \omega_K}{\sqrt{D_K}} \right) - \alpha \right\|_2 = \sqrt{(q_2 - \alpha_1)^2 + (q_1 + q_2 (\omega_K + \omega_K) - \alpha_2)^2}.\]

It is easy to see that when \(\omega_K = \sqrt{d}\), we have

\[(4.1) \quad \sqrt{(q_2 - \alpha_1)^2 + (q_1 + q_2 (\omega_K + \omega_K) - \alpha_2)^2} \geq \frac{1}{\sqrt{-d}} \left| \frac{r}{q} - \alpha' \right|, \text{ where } \alpha' = \alpha_2 + \alpha_1 \sqrt{-d}.\]

When \(\omega_K = \left( 1 + \sqrt{d} \right) / 2\), we have

\[(q_2 - \alpha_1)^2 + (q_1 + q_2 (\omega_K + \omega_K) - \alpha_2)^2 = (q_1 + q_2 - \alpha_2)^2 + (q_2 - \alpha_1)^2.\]

Applying the inequality \(2(a^2 + b^2) \geq (a + b)^2\) for any real numbers \(a, b\), we see that

\[2 \left( \left( q_1 + q_2 - \alpha_2 \right)^2 + \left( \frac{q_2 - \alpha_1}{2} \right)^2 \right) \geq \left( q_1 + q_2 - \alpha_2 - \frac{q_2 - \alpha_1}{2} \right)^2 = \left( q_1 + \frac{q_2}{2} - \alpha_2 + \frac{\alpha_1}{2} \right)^2.\]

Note that we also have

\[\left( \frac{q_2 \sqrt{-d}}{2} - \frac{\alpha_1 \sqrt{-d}}{2} \right)^2 = \frac{d}{4} (q_2 - \alpha_1)^2.\]
We then deduce that (note that we have $-d \geq 2$ in our case)
\[
\left(\frac{q_2 \sqrt{-d} - \alpha_1 \sqrt{-d}}{2}\right)^2 + \left(q_1 + \frac{q_2}{2} - \alpha_2 + \frac{\alpha_1}{2}\right)^2 = \frac{-d}{4} \left(q_2 - \alpha_1\right)^2 + \left(q_1 + \frac{q_2}{2} - \alpha_2 + \frac{\alpha_1}{2}\right)^2 \\
\leq (-d) \left(\left(q_1 + q_2 - \alpha_2\right)^2 + \left(q_2 - \alpha_1\right)^2\right).
\]

It follows that when $\omega_K = (1 + \sqrt{d})/2$, we have
\[
(4.2) \quad \sqrt{(q_2 - \alpha_1)^2 + \left(q_1 + q_2(\omega_K + \bar{\omega}_K) - \alpha_2\right)^2} \geq \frac{1}{\sqrt{-d}} \left|\frac{r}{q} - \alpha''\right|, \text{ where } \alpha'' = \alpha_2 - \frac{\alpha_1}{2} + \frac{\sqrt{-d}}{2} d.\]

We then conclude from (4.1) and (4.2) that
\[
K(\Delta) \leq \sup_{\alpha \in \mathbb{C}} P(\alpha),
\]
where
\[
P(\alpha) = \left|\left\{(a, q) \in \mathcal{O}_K \times S : \frac{a}{q} = 1, \left|\frac{a}{q} - \alpha\right| \leq \sqrt{-d} \Delta^{1/2}\right\}\right|.
\]
Replacing $\Delta$ by $\Delta/(-d)$, we may assume $d = -1$ in the definition of $P(\alpha)$. Thus we have
\[
P(\alpha) = \sum_{\substack{q \in S \colon (a, q) = 1 \\text{ for } a / q \in B(\alpha, \Delta^{1/2})}} 1.
\]

To estimate $P(\alpha)$, we approximate $\alpha$ by a suitable element of $\mathcal{O}_K$. Let
\[
\tau = \frac{1}{\Delta^{1/4}}.
\]
Then, using Lemma 2.5, $\alpha$ can be written in the form
\[
(4.3) \quad \alpha = \frac{b}{r} + z, \text{ where } b, r \in \mathcal{O}_K, \ (b, r) = 1, \ |z| < \frac{\sqrt{|D_K|}}{|r|^{1/\tau}}, \ 0 < |r| \leq \tau.
\]
Thus, it suffices to estimate $P\left(\frac{b}{r} + z\right)$ for all $b, r, z$ satisfying (4.3). We further note that, as in the case of [3] (24), we may assume that
\[
|z| \geq \Delta^{1/2}.
\]
We then deduce that
\[
K(\Delta) \leq \sup_{r \in \mathcal{O}_K} \sup_{b \in \mathcal{O}_K} \sup_{z \in \mathbb{C}} \sup_{1 \leq |r| \leq \tau \ (b, r) = 1} \sup_{\Delta^{1/2} \leq |z| \leq \sqrt{\frac{|D_K|}{|r|}}} P\left(\frac{b}{r} + z\right).
\]

One then uses arguments similar to those in the proofs of Theorems 1–4 in [3] to complete the proofs of Theorems 1.2 and 1.5.
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