Edge Detecting New Physics the Voronoi Way
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We point out that interesting features in high energy physics data can be determined from properties of Voronoi tessellations of the relevant phase space. For illustration, we focus on the detection of kinematic “edges” in two dimensions, which may signal physics beyond the standard model. After deriving some useful geometric results for Voronoi tessellations on perfect grids, we propose several algorithms for tagging the Voronoi cells in the vicinity of kinematic edges in real data. We show that the efficiency is improved by the addition of a few Voronoi relaxation steps via Lloyd’s method. By preserving the maximum spatial resolution of the data, Voronoi methods can be a valuable addition to the data analysis toolkit at the LHC.
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Introduction. Experimental searches for new physics (NP) are ultimately searches for “features” in the data. In high energy physics, the data is represented by a collection of “events”, which are distributed in phase space, \( \mathcal{P} \), according to the fully differential cross-section

\[
\frac{d\sigma}{d\vec{x}} \equiv f(\vec{x}, \{ \alpha \}). \tag{1}
\]

Here \( \vec{x} \in \mathcal{P} \) is a particular phase space point, typically labelled by momentum components of final state particles, while \( \{ \alpha \} \) is a set of model parameters, e.g., particle masses, widths, couplings, etc. Thus, the distribution of events in phase space is nothing but a Monte Carlo sampling of the function \( f \), which generally consists of two contributions:

\[
f(\vec{x}, \{ \alpha \}) \equiv f_{\text{SM}}(\vec{x}, \{ \alpha_{\text{SM}} \}) + f_{\text{NP}}(\vec{x}, \{ \alpha_{\text{NP}} \}). \tag{2}
\]

Here \( f_{\text{SM}} \) is the distribution expected from Standard Model (SM) processes, a.k.a. “the background”, while \( f_{\text{NP}} \) describes possible new physics, i.e., “the signal”.

The traditional method to search for new physics is in counting experiments, where one measures the total number of events in a suitably chosen region of phase space, \( \mathcal{P}_0 \). New physics then manifests itself as an excess over the SM expectation \( \int_{\mathcal{P}_0} f_{\text{SM}}(\vec{x}, \{ \alpha_{\text{SM}} \}) d\vec{x} \). However, a much more powerful approach is to look at the differential properties of the observed events in phase space, and attempt to identify structural features in their distributions, which might be present in \( f_{\text{NP}} \), but not in \( f_{\text{SM}} \). An example of this method is the bump-hunting technique in resonance searches, where the Breit-Wigner peak in \( f_{\text{NP}} \) “stands out” over the smooth background described by \( f_{\text{SM}} \).

The situation gets much more complicated if some of the decay products (e.g., neutrinos or dark matter particles) are invisible in the detector. Even then, the signal distribution \( f_{\text{NP}} \) often exhibits some special features, e.g., kinematic endpoints, kinematic boundaries, kinks, and cusps, which are absent in the background distribution \( f_{\text{SM}} \). This greatly motivates the development of new methods for reliable identification of such features in the data, which would be tantamount to a new physics discovery.

In this letter, we focus on two-dimensional high energy particle physics data, leaving the straightforward generalization to higher dimensions to a future study. We assume that the signal distribution exhibits a characteristic “edge”, along which \( f_{\text{NP}} \) is discontinuous, as is typical of a kinematic boundary in phase space. Edge detection is a well-studied problem in the experimental and observational sciences. There are, however, several challenges for edge detection in particle physics that may frustrate standard approaches, namely

1. The data may be relatively sparse. Most work in edge detection has focused on images, where there is a data point at each pixel. By contrast, in particle physics we may want to discover new physics with a relatively small number of signal events, when large regions of phase space may remain unpopulated.

2. We may not know analytically the class of distributions, \( f_{\text{SM}} + f_{\text{NP}} \), that describe the data. If we know the parametric form of the distribution \( f \), likelihood methods can be used to determine edges. However, it is generally difficult to obtain an exact analytical form for \( f_{\text{SM}} \), particularly in the case of reducible backgrounds, where detector effects play a major role. We may also wish to be sensitive to “surprises” in the data with regards to new physics — after all, we cannot be sure, \( \textbf{a priori} \), that we have correctly guessed the specific new physics model. Even if we have some idea of where the new physics edges may be found, a general procedure may still be of greater practical use.

3. The data may be in more than two dimensions. As we mentioned above, edge detection is generally applied to two-dimensional images. However, multivariate analyses are ubiquitous in particle physics; in general, we will face the problem of finding an \( (n-1) \)-dimensional kinematic boundary in an \( n \)-dimensional parameter space.
FIG. 1: Left: a traditional two-dimensional binned histogram for a planar stochastic point process with 2000 events generated according to the distribution (3). Right: the Voronoi tessellation of the same data.

The class of methods we propose can handle all three of these challenges, making them an important addition to the experimentalist’s toolkit for Run 2 at the CERN Large Hadron Collider (LHC). The starting point of our analysis is the Voronoi tessellation of our two-dimensional data, where each “event” \( i \) is treated as the corresponding generator point for the \( i \)-th Voronoi polygon. Voronoi tessellations have been successfully used in various areas of science, including condensed matter physics, astronomy, and astrophysics, but so far have not been applied to data analysis in high energy physics. At the same time, one can think of the outcome from any high-energy collider experiment as an inhomogeneous Poisson point process with an intensity function (1). Voronoi methods were designed for the analysis of precisely such processes.

The Voronoi approach is ideally suited for finding interesting (e.g., singular) features in \( f_{NP} \), since it preserves the maximum spatial resolution in the data. To see this, consider a toy example where 2000 data “points” \((x,y)\) are generated according to the periodic function

\[
f(\vec{x}) = 1 + \sin \left( 6\pi \sqrt{x^2 + y^2} \right).
\] (3)

The standard approach is to bin the data, e.g., as shown in the left panel of Fig. 1. It is clear that interesting features of the underlying distribution are being lost as a result of averaging within each bin. In contrast, the Voronoi tessellation of the same data, shown in the right panel of Fig. 1 clearly displays the radial periodicity and rotational symmetry of the data. Furthermore, by construction, the areas \( a_i \) of the Voronoi polygons serve as local estimators of the values of the generating function \( f(\vec{x}) \) at the location \( \vec{x}_i \) of each generator point \( p_i \)

\[
f(\vec{x}_i) \sim 1/a_i. \] (4)

One can further interpolate between the generator points by the method of natural neighbor interpolation.

**Voronoi Methods for Edge Detection.** Since we do not assume the exact knowledge of \( f_{NP} \), we do not attempt here to reconstruct the function itself, but focus instead on finding edge features such as discontinuities. Edge detection algorithms for binned data readily exist; our methods will apply to the corresponding Voronoi tessellation and include the following steps:

1. Construct the Voronoi tessellation for the data set.
2. Compute relevant attributes of the Voronoi cells.
3. (Optionally) use the information from the previous step to further process the data in some way.
4. Use some criterion to flag “candidate” edge cells.

We can gain useful intuition from a toy example illustrating this procedure. Consider the probability distribution within the unit square,

\[
f(x,y) = \frac{2}{1+\rho} \left[ \rho H(0.5 - x) + H(x - 0.5) \right], \] (5)

where \( H(x) \) is the Heaviside step function and \( \rho \) is a constant density ratio. We generate 1400 points and show the resulting Voronoi tessellation in Fig. 2 where the Voronoi polygons have been color-coded by their area (upper left), perimeter (upper right), number of neighboring polygons (lower left) or scaled variance (lower right).

The first three panels of Fig. 2 reveal that: (a) the areas of the Voronoi polygons scale in accordance with (4); (b) the perimeter is somewhat correlated with the area, but the connection is not as direct as in (4); (c) the typical number of neighbors is similar in the two bulk
regions. Neither of these three quantities is able to characteristically pick out the edge cells (outlined in black). This motivates us to introduce the scaled variance of the areas of the neighboring cells,
\[ \sigma_{a} / \bar{a} \equiv \frac{1}{\bar{a}} \sqrt{\sum_{n \in N_{i}} (a_{n} - \bar{a})^2 / |N_{i}| - 1}, \]  
where \( N_{i} \) is the set of neighbors of the \( i \)-th Voronoi polygon, and \( \bar{a}(N_{i}) \) is their mean area. The lower right panel in Fig. 2 shows that the scaled variance is quite successful in identifying edge cells, thus we shall choose (6) as our main selection variable.

The results from the stochastic process shown in Fig. 2, and in particular the success of the variable in (6), can be understood analytically if we analyze a perfect lattice which mimics the probability distribution (5). The grid is generated by two integers, \( n \) and \( m \), as
\[ \vec{R} = [(n + 0.5) \hat{x} + (m + 0.5) \hat{y}] [H(-n) + rH(n)], \]  
where the vectors \( \hat{x} \) and \( \hat{y} \) form an orthonormal basis and \( r \equiv \sqrt{\rho} \) is the corresponding linear density ratio. An example grid for \( r = 3 \) is shown in the upper left panel of Fig. 3. In particular, we focus on the two columns of edge cells: in the L region (blue \( \times \) symbols) and the R region (red + symbols). The remaining three panels in Fig. 3 show plots of some of their properties as a function of \( r \).

We see that both the area and the perimeter of the edge cells are slightly modified from their nominal values in the bulk, but remain in between the two extreme bulk values. On the other hand, the scaled variance is identically zero for both bulk regions, and monotonically increasing with \( r \) for the edge region.

FIG. 3: A perfect lattice grid (7) for \( r = 3 \) (upper left), and dependence on \( r \) for several parameters of interest: cell area (upper right), cell perimeter (lower left) and scaled variance (lower right). Black circles denote bulk cells, while blue \( \times \) (red +) symbols indicate edge cells in the L (R) region.

Voronoi relaxation via Lloyd’s algorithm. Since we are dealing with a stochastic process, statistical fluctuations are inevitably present in the data. In particular, the lower right panel in Fig. 2 reveals pockets of bulk cells with relatively high values of \( \sigma_{a} / \bar{a} \). Here we propose to filter out such extraneous cells by first applying a few iterations of Lloyd’s algorithm, where at each iteration, the generator point is moved to the centroid of the corresponding Voronoi cell. The left (right) panel in Fig. 4 shows the result of this operation after one (five) such Lloyd iterations. As expected, relaxation causes the Voronoi polygons to become more regularly shaped. More importantly, the fluctuations within the bulk regions are washed out, thus increasing the contrast between edge cells and bulk cells.

FIG. 4: Evolution of the Voronoi tessellation from Fig. 2 after one (left panel) and five (right panel) Lloyd relaxation steps. The cells are color coded by the scaled variance (6).

The left panel in Fig. 5 takes a closer look at one representative area near the edge and shows the result of several successive Lloyd iterations. In general, each gen-

FIG. 5: Left: a zoomed-in region near the vertical edge, showing the original generator points, and their subsequent locations in the course of several Lloyd iterations. The points are color-coded according to the scaled displacement, \( d_{i} / \sqrt{a_{i}} \). Right: Predictions for \( d_{i} / \sqrt{a_{i}} \) for the first Lloyd step, as a function of \( r \), for the case of a perfect lattice grid (7).
erator point \( i \) is displaced a certain distance \( d_i \) from its original location. It is interesting to note that the edge points appear to be displaced the farthest, which is easy to understand in terms of simple diffusion. This observation suggests another criterion for selecting edge cells — based on their displacement during the Lloyd relaxation. For convenience, we define a dimensionless quantity, the scaled displacement \( d_i / \sqrt{a_i} \), where we normalize by the square root of the cell area, \( a_i \). The color coding in the left panel in Fig. 5 demonstrates that the scaled displacement could be a useful alternative to the scaled variance \( \mathcal{S} \). This is confirmed for the case of the perfect grid \( \mathcal{G} \) by the exact results shown in the right panel of Fig. 5.

Having defined a selection algorithm for edge cells, it is prudent to study quantitatively the efficiency of the algorithm, e.g., in terms of ROC curves \( \mathcal{R} \). For this purpose, we generate high statistics samples for \( \mathcal{G} \), where we treat the edge cells as “signal” and the bulk cells as “background”. We then plot the signal selection efficiency, \( \varepsilon_S \), versus the background efficiency, \( \varepsilon_B \), for different values of the minimum cut on the variable \( \mathcal{S} \). In the left panel of Fig. 6 we show several \( \varepsilon_S(\varepsilon_B) \) curves, for different values of the density ratio \( \rho \), and either with (solid) or without (dashed) Lloyd relaxation. We see that the algorithm works better for higher density contrasts between the two regions. Note also the significant improvement as a result of adding the Voronoi relaxation.

In order to quantify the accuracy of our selection of edge cells, we use the standard area under the curve \( \mathcal{A} \) (AUROC) as represented by the Gini coefficient

\[
G_1 \equiv 2 \text{AUROC} - 1 = 2 \int_0^1 d\varepsilon_B \times \varepsilon_S(\varepsilon_B) - 1, \tag{8}
\]

where a value of 1 is obtained from the ROC curve of a perfectly discriminating variable, while a value of 0 corresponds to a totally random selection of events. The right panel of Fig. 6 shows the dependence of \( G_1 \) on the number of Lloyd steps. We see that the accuracy improves very quickly within the first few iterations, and reaches an optimum plateau, after which the power of the test is degraded as the Voronoi grid begins to asymptote to the centroidal tessellation.

**An example from supersymmetry.** As an application of the proposed edge detection method, we consider a standard benchmark example from supersymmetry, squark pair production at the 13 TeV LHC. For simplicity, we focus on asymmetric events in which one squark undergoes a long cascade decay through a heavy neutralino, \( \tilde{\chi}_2^0 \), a slepton, \( \tilde{\ell} \), and a light neutralino, \( \tilde{\chi}_1^0 \); while the other decays directly to \( \tilde{\chi}_1^0 \). The mass spectrum was chosen as \( m_{\tilde{q}} = 400 \text{ GeV}, m_{\tilde{\chi}_2^0} = 300 \text{ GeV}, m_{\tilde{\ell}} = 280 \text{ GeV}, \) and \( m_{\tilde{\chi}_1^0} = 200 \text{ GeV} \). The observed final state particles are two jets and two leptons, whose invariant mass distributions have been well studied and are known to exhibit kinematic edges. Here we focus on the dilepton invariant mass, \( m_{\ell\ell} \), and the three-body jet-lepton-lepton invariant mass, \( m_{j\ell\ell} \). With the correct jet assignment, signal events are constrained to the region outlined by the solid black line in Fig. 7 [8, 38], where for plotting convenience we use the \( (m_{\ell\ell}^2, (m_{j\ell\ell}^2 - m_{\ell\ell}^2)/6) \) plane. Since we cannot measure the charge of the jet, there is a two-fold combinatorial ambiguity, thus the plot contains two entries per event. We also include the main SM background from \( t\bar{t} \) dilepton events.

In the upper two panels of Fig. 7, the Voronoi cells are color coded by their scaled variance \( \mathcal{S} \). The left panel is the original data, while the right panel includes 5 Lloyd steps. In the lower left panel we reconsider the original data, but extend the calculation of \( \mathcal{S} \) to include up to 5 tiers of nearest neighbors. We see that both Voronoi relaxation as well as including more tiers of neighbors have the benefit of reducing the fluctuations and sharpening the edge. The two procedures can also be done simultaneously — the lower right panel of Fig. 7 shows the result after 3 Lloyd steps and including 3 tiers of neighbors.
Summary. In this letter, we have argued that the discovery of new kinematic features is an essential step in the discovery of physics beyond the standard model and have advocated the use of Voronoi methods for this purpose. The great flexibility of Voronoi methods is a blessing for the experimentalist; many useful properties of the Voronoi cells can be used to construct powerful variables tailored to specific new physics scenarios. A voluminous, quantitative study of the many options available to the experimenter will be presented in a companion paper [20].
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