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Abstract

There has been rapid progress recently on 3D human rendering, including novel view synthesis and pose animation, based on the advances of neural radiance fields (NeRF). However, most existing methods focus on person-specific training and their training typically requires multiview videos. This paper deals with a new challenging task – rendering novel views and novel poses for a person unseen in training, using only multiview images as input. For this task, we propose a simple yet effective method to train a generalizable NeRF with multiview images as conditional input. The key ingredient is a dedicated representation combining a canonical NeRF and a volume deformation scheme. Using a canonical space enables our method to learn shared properties of human and easily generalize to different people. Volume deformation is used to connect the canonical space with input and target images and query image features for radiance and density prediction. We leverage the parametric 3D human model fitted on the input images to derive the deformation, which works quite well in practice when combined with our canonical NeRF. The experiments on both real and synthetic data with the novel view synthesis and pose animation tasks collectively demonstrate the efficacy of our method.

1. Introduction

Free-view human character rendering and animation has numerous applications in avatar creation, telepresence, movie production, among others. While traditional methods \cite{6, 26, 32} use dense multiview camera rigs or depth sensors to accomplish this task, recent neural rendering approaches \cite{30, 36, 37, 46} have shown that free-view rendering and animation can be achieved using sparse color cameras, which could significantly reduce the device setup and capture cost. In particular, promising results have been shown by methods \cite{30, 36, 37} that are based on the neural radiance field (NeRF) \cite{29} representation. With NeRF, the generated multiview images not only have decent quality, but also enjoy high 3D consistency by virtue of an explicit, physics-based rendering process, thus enabling visually pleasing free-view and animated human video creation.

However, due to the high complexity of human motion and appearance, existing methods \cite{30, 36, 37} are typically trained in a person-specific setup, i.e., one model is trained for one single person, to obtain best rendering quality. Such a setup is clearly not scalable, as rendering any new character would require a tedious model training process. Moreover, these methods need multiview video for training in order to handle different human poses. This requirement further restricts the practical usefulness of these methods.

This paper deals with a challenging but more practical problem setup – training a model that can render unseen persons directly in a feed-forward manner, and using only
still images captured at sparse viewpoints as input, as illustrated in Fig. 1. A simple yet effective method is proposed for this task. Our key insight is that human bodies share a similar geometric structure, which can be leveraged to learn a rendering model transferable to new subjects. Prior studies [43,49] have shown that using images as conditional input, it is possible to train a generic NeRF for common objects, especially for those in a same category. Although these methods focus on rigid objects or static scenes, the spirit of generalization applies to our problem as well.

To leverage the shared human body structure and attain better generalization ability, we learn a radiance field in a canonical space where different people with various poses are well aligned. We use a pose-aligned canonical space defined by a 3D human body parametric model – SMPL [24] in this work – to achieve this. We apply pre-defined volumetric deformations to connect the canonical space with the target space (for the target image) and the observation space (for the input images). The deformation is simply defined by propagating the skinning weights defined on the SMPL human surface to the 3D volume and applying standard linear blend skinning. The input to NeRF is a 3D point in the canonical space and corresponding image features retrieved on the input images, similar to [43,49].

Our method is named Multi-Person Skinning NeRF, or MPS-NeRF, for the goal to handle generic person and its skinning-based deformation derived by SMPL [24]. It allows for not only novel view synthesis but also plausible novel pose animation, thanks to the animatable nature of our deformation-based NeRF representation and its seamless combination with the parametric human model. We evaluate our method on the Human3.6M dataset [13] and another synthetic dataset created by the body models from the THuman [51] dataset. The results on both novel-view and novel-pose synthesis tasks have demonstrated the effectiveness of our method.

The contributions of this paper can be summarized as follows. First, we explore a challenging task of novel-view and novel-pose rendering for unseen persons given only sparse multiview images. To our knowledge, this task is not handled by any existing method. We propose a novel and simple method for this task, which defines a shared canonical space to facilitate generalizable NeRF training and leverages a parametric human model to derive volume deformation. Albeit its conceptual simplicity, the method works surprisingly well as demonstrated on both real and synthetic datasets. The rendering quality is even on par with or better than previous person-specific models. Our method could serve as a strong baseline model for future works towards generalizable 3D human rendering.

2. Related Work

Neural 3D representations and rendering. Recently, neural rendering based on implicit function has emerged as an effective way of novel view synthesis. In this context, various 3D representations were studied such as occupancy networks [28], SDF [33], Implicit field [5], and SRN [41]. In particular, NeRF [29] achieves photorealistic synthesis by modeling the 3D scene as a continuous 5D function. Though NeRF yields impressive quality, it can only deal with static scenes. Several studies try to handle non-rigid objects by employing deformation to map the observation space to the canonical space [34,38,42]. Some works are devoted to generalizing NeRF with images as conditional input [43,49]. This paper presents a NeRF-based method dedicated to generalizable human rendering.

Human performance capture and 3D reconstruction. 3D human reconstruction has been widely studied in the literature. Earlier works are based on 2D keypoints [9], multi-view consistency [7], or depth maps [3,45]. Later, parametric 3D human models [14,24] have been frequently deployed [4,17,18,20,35], where optimal parameters which deform the human model to match the input data are fitted. However, the parametric 3D model has the limited capacity, leading to less generalizability to clothed people. Recently, implicit field based methods were proposed to capture detailed surface geometry from one or few views [39,40]. Yet, the reconstructed geometry is difficult to be deformed into novel poses. ARCH [12] proposes to combine the parametric model with the implicit field to predict rigged 3D clothed humans. The model yields the detailed geometry as well as the pixel-aligned colors. However, these approaches require large-scale ground-truth meshes of clothed persons, while ours is trained on sparse views with coarse SMPL meshes.

Human rendering. A few studies have been proposed for human image synthesis with the NeRF framework. Generally, human-prior information such as a skeleton or a parametric model was adopted to mitigate the large deformation of human bodies. NeuralBody [37] adopts SMPL [24] and uses per-vertex latent code which is used to generate a continuous latent code volume. By deforming the SMPL mesh, any pose and view can be rendered through the proposed framework. In Neural Actor [23] and Ani-NeRF [36], SMPL is deployed to unwrap the 3D space into a canonical pose, where pose-dependent residual deformation is also considered. H-NeRF [47] combines SDF with NeRF for rendering and temporal reconstruction. NHP [19] purposes a generalizable model but they still need sparse videos as input. Though these studies can synthesize plausible images, all of them are person-specific models or conditioned on sparse videos. In contrast, we aim at learning a person-agnostic model generalizable to unseen persons using only still images.
3. Method

Ours goal is to train a generic model which can directly synthesize a human image with novel viewpoint and/or pose in a feed-forward fashion using only multiview images as conditional input. For the input multiview images, we assume the calibration parameters and the human region masks are known. We also assume the parameters of a 3D human parametric models fitted to the multiview images are given. In this work, we use SMPL [24] as our parametric model. The SMPL parameters can be obtained by applying existing fitting methods based on keypoints, silhouette, multiview consistency or any other possible means [4, 14, 22, 50].

3.1. Overview

The overall framework of our method is presented in Fig. 2. The input consists of a sparse set of observed multiview images \( \{I_i\} \) associated with their camera parameters \( \{v_i\} \) and fitted SMPL model shape and pose parameters \( \beta, p^o \), and the camera and pose parameters \( v^t, p^t \) of the target view. The output is the human image rendered at \( v^t \) with pose \( p^t \). Note that if \( p^t = p^o \), the task is known as novel view synthesis; otherwise we synthesize novel poses as in an animation task.

To render the target image, we follow recent works [30, 36, 37] and base our rendering scheme on NeRF [29], which is a compact yet powerful representation for neural rendering. To compute the color of a pixel on the target image, we cast a ray to the 3D space which passes the camera center and the pixel. We then sample points along the ray, predict their densities and colors using a neural network, and accumulate the colors following the volumetric rendering scheme [27, 29].

The key lies in how we compute the density \( \sigma \) and color \( c \) for a point \( x^t \) in the target space. Inspired by [43, 49], we use image features as conditional input to the network for density and color prediction. A straightforward solution would be projecting \( x^t \) onto the input image planes to get features and then combining the features with \( x^c \) as the input to NeRF. However, the complex, non-rigid human motions make the radiance field prediction difficult to learn and generalize to different people with various poses. Besides, this method can only be applied to the novel view synthesis task. For novel pose synthesis, it lacks a way to handle pose change for feature retrieval, nor does it offer a mechanism to drive an animation with desired pose change.

Our method defines a canonical space where 3D human bodies are aligned based on the SMPL model. To predict the density and color, we deform \( x^t \) to this canonical space and use the deformed point as the input to the network instead of \( x^t \). The point is further deformed to the observation space and projected onto the input images to retrieve the multiview features which are also used for radiance prediction.

3.2. Canonical Space and Volume Deformation

The canonical space is a pose-aligned space for different human bodies. Its coordinate system is defined the same as the SMPL model. The pose shown in Fig. 2 is defined as our canonical pose, and we found this using this canonical pose leads to better geometry and rendering results for the leg region compared to the T-shape rest pose in SMPL. The notion of a canonical space has been used in previous deformable NeRF schemes such as [34, 36, 38]. Compared to these methods, our main motivation is to learn a NeRF for different subjects in one shared space to foster generalization, whereas their goal is to model the dynamics of one single scene or object.

We apply two deformation fields to connect the canonical space with the observation space and target space, respectively. The former is used to retrieve image features from the input images for radiance prediction, while the lat-
fter is for rendering the output image. We formulate our deformation as an extended skinning process by propagating the surface skinning weights of SMPL model to the volume. The SMPL model provides a pre-defined skinning weight vector $\omega \in \mathbb{R}^{24}$ for each vertex on the body surface for skinning. Following [2, 12, 36], for each point in the volume, we assign the skinning weights of its closest body vertex. Note that nothing prevents us from using multiple nearest neighbors on body surface to build a fuzzy association similar to [48]. In practice, we did not observe significant improvements in our experiments and thus opted for the simplest formulation. With the assigned skinning weights, volume deformation can be calculated by the linear blend skinning formulation. Specifically, for a point $x^c$ in the canonical space, the function $\rho^{c\rightarrow o}(\cdot)$ deforming it to the observation space can be written as:

$$\begin{align*}
x^o = \rho^{c\rightarrow o}(x^c) = \text{LBS}(x^o; \omega(x^o)) = \left( \sum_{j=1}^{24} \omega_j(x^c)T_j \right)x^c,
\end{align*}$$

(1)

where $T_j \in \text{SE}(3), j = 1, \ldots, 24$ are the known rigid transformations of the body joints. Deforming a point $x^c$ in the target space to the canonical space requires an inverse LBS function:

$$\begin{align*}
x^c = \rho^{t\rightarrow c}(x^t) = \text{LBS}^{-1}(x^t; \omega(x^t)) = \left( \sum_{j=1}^{24} \omega_j(x^t)T_j \right)^{-1}x^t.
\end{align*}$$

(2)

**Discussion.** The deformation so-obtained provides an approximation of the true correspondence field when the target and observed poses are different (i.e., $p^t \neq p^o$). While it is possible to learn a refined deformation field in some constrained situation (e.g., a residual skinning weight field is learned in the person-specific model of [36]), this task is extremely challenging for the inverse LBS. This is because a point $x^t$ in the 3D space could be on arbitrary body part for different target poses. In [36], a per-frame latent code is jointly learned to alleviate this issue, and a test-time optimization is further needed to optimize the latent code for a novel pose. However, learning such a deformation network that is generalizable to any unseen person under arbitrary pose is prohibitively difficult. Our finding is that the simple deformation scheme works quite well in our method, where an image-conditioned NeRF is trained with this deformation scheme and will learn to adapt to it to ensure best rendering quality.

### 3.3. Image-Conditioned Rendering

The input to our canonical NeRF is a point in the canonical space and features extracted from the input images. To get the image features, we first apply a CNN on the images $\{I_i\}$ to extract feature maps $\{F_i\}$. For a canonical space point $x^c$, we deform it to the observation space as $x^o$ and project it onto the input image planes. A set of features is extracted using bilinear interpolation. We also sample RGB colors on the images and append them to the extracted features to form the final image features $\{f_i\}$:

$$f_i = [F_i(\Pi(x^c, v^o_i)), I_i(\Pi(x^o, v^o_i))],$$

(3)

where $\Pi(\cdot)$ denotes the 3D-2D projection function.

Next, we fuse the extracted multiview features for the subsequent radiance field prediction. Human images contain severe self-occlusions, thus feature fusion is not trivial especially under very few views (e.g., three or four) with large view angle differences. In our method, we employ the attention mechanism in Transformers [8, 44] for effective feature fusion. Two self-attention blocks are applied to generate two features, one for geometry prediction and another for color:

$$f_{geo} = \text{Attn}_{geo}(\{f_i\}), \quad f_{color} = \text{Attn}_{color}(\{f_i\}).$$

(4)

The fused features, together with the coordinate of canonical space point, are then fed into an MLP network to predict density $\sigma$ and color $c$. Our network is adapted from [29] with a few tweaks. Notably, we replace the view direction input with our fused color feature for the final color prediction:

$$\begin{align*}
\sigma, h &= \text{MLP}_1(\gamma(x^c), f_{geo}), \\
c &= \text{MLP}_2(h, f_{color}),
\end{align*}$$

(5)

(6)

where $\text{MLP}_1$ and $\text{MLP}_2$ are partial MLP layers with same structures as [29] except for the first layer, and $\gamma(\cdot)$ is the positional encoding function.

Finally, the volumetric rendering procedure [15, 29] for a ray $r(t) = o + td$ in the target space can be written as:

$$\begin{align*}
C(r) &= \int_{t_n}^{t_f} T(t) \sigma(\rho^{t\rightarrow o}(r(t)))c(\rho^{t\rightarrow o}(r(t)))dt, \\
T(t) &= \exp\left(-\int_{t_n}^{t} \sigma(\rho^{t\rightarrow o}(r(s)))ds\right),
\end{align*}$$

(7)

(8)

where the integrals can be estimated by using point samples along the ray.

### 3.4. Training Loss

Our method contains three submodules that need to be trained: the CNN for image feature encoding, the attention blocks for feature fusion, and the MLP for canonical NeRF. All these networks are trained in an end-to-end manner using images from a collection of people in the training set. After training, our method can be applied on new subjects for novel view and novel pose synthesis. The following loss functions are used for training.
Color loss. Given ground-truth target images, we apply the color loss to supervise the training, defined as:
\[
L_{\text{color}} = \sum_{r \in \Omega} \| C(r) - C^*(r) \|^2_2, \tag{9}
\]
where \(\Omega\) is the ray collections for pixels on the target image, and \(C^*(r)\) is the ground-truth color.

Mask loss. We also leverage the mask labels of the ground-truth images to train the radiance fields. The mask loss is defined as:
\[
L_{\text{mask}} = \sum_{r \in \Omega} \| M(r) - M^*(r) \|^2_2, \tag{10}
\]
where \(M(r)\) is the accumulated volume density and \(M^*(r)\) is the binary mask label.

Smoothness loss. We incorporate a normal smoothness prior to encourage smooth geometry. Similar to [31], we enforce the normal vector of a canonical point \(x^c\) and a point sampled in its neighborhood to be close:
\[
L_{\text{smooth}} = \sum_{x^c} \| n(x^c) - n(x^c + \epsilon) \|^2_2, \tag{11}
\]
where \(\epsilon\) is a small perturbation randomly drawn from uniform distribution during training. The normal at a point \(x^c\) is calculated by \(n(x^c) = \frac{\nabla_{x^c} \sigma(x^c)}{\| \nabla_{x^c} \sigma(x^c) \|}\), where \(\nabla\) denotes the spacial gradient which can be obtained by network back-propagation.

Shape loss. To further regularize the learned geometry and avoid overfitting, we add a weak constraint that the learned geometry should not be too far away from the fitting SMPL model. Concretely, we penalize the normal of a point \(x^c\) in our learned geometry and that of its nearest body vertex \(y\) on the SMPL body surface:
\[
L_{\text{shape}} = \sum_{x^c, y} \| n(x^c) - n(y^c) \|^2_2, \tag{12}
\]
where SMPL vertex normal \(n(y^c)\) is constant and can be pre-computed.

In summary, the overall loss function we use to train our MPS-NeRF can be written as:
\[
L = L_{\text{color}} + \lambda_1 L_{\text{mask}} + \lambda_2 L_{\text{smooth}} + \lambda_3 L_{\text{shape}}, \tag{13}
\]
where \(\lambda\)'s are the balancing weights.

4. Experiments

Implementation details. Our method is implemented with PyTorch\(^1\). We use Adam optimizer [16] with a learning rate of 5e-4 to train the models. The loss weights are set as \(\lambda_1=1.0, \lambda_2=0.1, \) and \(\lambda_3=0.1\) in all the experiments. We use 2 Nvidia Tesla V100 GPUs for training with a batch size of 350 rays on each GPU. Training takes about one day on the datasets we used.

More implementation details can be found in the suppl. material.

Datasets. We use two datasets to evaluated our method and compare it with previous methods. The first one is Human3.6M [13], which contains video sequences of different human actors captured from 4 synchronized cameras. Following [36], we conduct experiments on 7 subject: S1, S5, S6, S7, S8, S9, and S11. Specifically, we train 7 MPS-NeRF models where each model is trained with 6 subjects and tested on the remaining 1 subject in a leave-one-out cross-validation setup. Three views out of the four are selected as the input to our method, with the remaining view left out for supervision (training set) and result evaluation (test set). The same three input views as in [36] are used. We train and test our method using fitted SMPL parameters and image masks provided by [36] which are obtained using [14] and [10], respectively.

To evaluate our method on a larger people collection, we construct another dataset using textured 3D human meshes of 30 randomly-selected subjects from the THuman dataset [51]. Each person has about 30 meshes with different poses, from which 20 are randomly chosen to construct our multi-view, multi-pose image dataset. We randomly split the 30 subjects into a training set with 25 subjects and a test set with the remaining 5 subjects. For each person and each pose, we render 24 images from different camera viewpoints. All the cameras point to body center with their azimuth and elevation angles evenly-sampled in \([0^\circ, 360^\circ]\) and \([0^\circ, 35^\circ]\), respectively. The reconstructed SMPL parameters provided by the THuman dataset [51] are used.

4.1. Results and Comparison with Prior Art

Competing methods. To our knowledge, MPS-NeRF is the first person-agnostic framework for novel-view and novel-pose human synthesis using multiview images. Hence, for reference purpose, we compare our method with recent person-specific models NeuralBody (NB) [37] and Animatable NeRF (AniNeRF) [36]. For these methods, one model is trained and tested on a single subject, so 7 models on Human3.6M and 5 models on THuman are used in our experiments. For the evaluation on Human3.6M, we report the numerical and visual results of NB and AniNeRF provided by the authors. To evaluate the methods on THuman, we train the two methods using the released source codes.

Note that for fair comparison, all experimental configurations such as input SMPL parameters, image masks, input views, test image sets, and evaluation protocols are made identical for all the methods.

\(^1\) All source codes and trained models will be publicly released.
Table 1. Comparison of our method with NB [37], AniNeRF [36] on the Human3.6M dataset. Best and second best results are marked with bold and underline, respectively.

| Subject | Novel View Synthesis | | | Novel Pose Synthesis | | |
|---------|----------------------|---|---|----------------------|---|---|
|         | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM | PSNR | SSIM |
|         | NB   | AniNeRF | Ours | NB   | AniNeRF | Ours | NB   | AniNeRF | Ours | NB   | AniNeRF | Ours |
| S1      | 22.87 | 22.05 | **25.40** | 0.897 | 0.888 | **0.926** | 22.11 | 21.37 | 21.87 | 0.879 | 0.868 | **0.880** |
| S5      | **24.6** | 23.27 | 24.30 | **0.917** | 0.892 | 0.908 | **23.51** | 22.29 | 21.49 | **0.897** | 0.875 | 0.871 |
| S6      | 22.82 | 21.13 | **23.94** | 0.888 | 0.854 | **0.893** | 23.52 | 22.59 | **23.63** | 0.889 | 0.884 | **0.891** |
| S7      | 23.17 | 22.50 | **24.27** | **0.914** | 0.890 | 0.911 | **22.33** | 22.22 | 21.88 | **0.889** | 0.878 | 0.868 |
| S8      | 21.72 | 22.75 | **23.66** | 0.894 | 0.898 | **0.920** | 20.94 | **21.78** | 21.15 | 0.876 | 0.882 | **0.888** |
| S9      | 24.28 | **24.72** | 24.55 | **0.910** | 0.908 | 0.899 | 23.04 | **23.72** | 23.33 | 0.884 | **0.886** | 0.875 |
| S11     | 23.70 | 24.55 | **25.12** | 0.896 | 0.902 | **0.913** | 23.72 | **23.91** | 23.53 | 0.884 | 0.889 | **0.891** |
| Average | **23.31** | 23.00 | **24.46** | 0.903 | 0.890 | **0.910** | **22.74** | 22.55 | 22.41 | 0.885 | 0.880 | 0.881 |

Figure 3. Novel view synthesis results on Human3.6M (top two rows) and THuman (bottom two rows). Note that the three images on the left are only used by our method as input to render these unseen subjects at inference time. NeuralBody [37] and AniNeRF [36] are person-specific models which only need camera parameters to render a novel view of these trained subjects.

**Novel view synthesis results.** In our experiments on Human3.6M, all the methods are evaluated on the testing splits of NB and AniNeRF, which contain 49-200 frames for each person. Table 1 presents the quantitative comparison of our
MPS-NeRF with the other two methods. Although all the testing persons are unseen to MPS-NeRF, it yields better novel view synthesis results than the other two approaches (e.g., 1dB higher in average PSNR). Figure 3 shows the visual result comparison of our method and the others. It can be observed that our method generalizes well to the novel testing persons in the view synthesis task. Compared to NB and AniNeRF, our results exhibit less texture distortions.

To evaluate the methods on THuman, we use images with three evenly-spaced azimuth angles 0°, 120° and 240° as the input for all methods and test on another 8 views. With these 3 views, NB and AniNeRF are trained on all 20 poses of each of the 5 testing persons. In contrast, we train a single MPS-NeRF model on 25 training persons each with 20 poses, and use all 24 views as supervision. Table 2 shows the numerical results of different methods on the test set. Again, our method yields better results than both NB and AniNeRF in terms of the average PSNR and SSIM. AniNeRF clearly underperforms in this case. As the pose number for each person is limited and there is no global body rotation, AniNeRF struggles to predict a reasonable novel view image. Figure 3 presents the qualitative results of different methods. Visually inspected, NB and our method are able to generate reasonable results with comparable quality.

**Novel pose synthesis results.** For the novel pose synthesis task on Human3.6M, we evaluate the results of different methods with the testing view and poses from the test sets of NB and AniNeRF. For our MPS-NeRF, we choose one pose from the training set of NB and AniNeRF to synthesize the novel pose of an unseen testing person. The quanti-
Table 2. Comparison of NB [37], AniNeRF [36], and our method on the THuman dataset.

| Method    | Novel View | Novel Pose |
|-----------|------------|------------|
|           | PSNR | SSIM | PSNR | SSIM |
| NB        | 24.86 | 0.929 | 23.36 | 0.903 |
| AniNeRF   | 20.10 | 0.841 | 17.25 | 0.791 |
| Ours      | **25.63** | **0.935** | **23.92** | **0.911** |

Representative results are presented in Table 1. It shows that all three methods performed comparably, with our result marginally worse than NB and AniNeRF (e.g., average PNSR 22.41dB from our method vs. 22.74dB and 22.55dB from NB and AniNeRF, respectively). This indicates that our trained model generalizes well to not only unseen person but also various poses. Figure 4 shows some visual results of different methods. While it appears that our results are slightly more blurry than NB and AniNeRF, it generally contains less high-frequency artifacts.

In the novel pose synthesis experiments on THuman, we also use three input views as in the novel view synthesis task. NB and AniNeRF are trained on all the 20 poses of each person. For evaluation, we take another 5 poses from the THuman dataset and render a novel pose test set for each subject. Our method is trained on 25 training subjects each with 20 poses, and tested on the same test set as NB and AniNeRF. The quantitative results presented in Table 2 shows that our method performed best. It is slightly better than NB (average PNSR 23.92dB vs. 23.36dB). Again, AniNeRF performed poorly due to limited training poses. Some visual results are presented in Figure. 4.

4.2. Analysis and Ablation study

We further test MPS-NeRF with more input views on the THuman dataset and analyze their impact. We also conduct ablation studies to validate the efficacy of different modules.

Impact of input view number. In this experiment, we train and test our method using different numbers of input views from 3 to 12. Table 3 shows that the performance of our method gradually increases with more input views and gets saturated when the number is greater than 8. One visual example is presented in Fig. 5, which shows that the noise is gradually suppressed and boundary becomes sharper and more accurate with an increasing input view number.

Impact of canonical space To validate the importance of using a canonical space, we remove it in our implementation and retrain our model. Note that in this setup, our method is very similar to the image-conditioned NeRF methods for generic scenes [43, 49]. As shown in Table 4, the performance drops significantly for both the novel-view and novel-pose synthesis tasks, which indicates that our canonical space design is critical for generalizable human rendering. Due to space constrain, the visual comparison is presented in the suppl. material.

Impact of attention-based feature fusion. We also verify the efficacy of our attention-based feature fusion scheme by replacing it with a simple feature average pooling strategy. The performance also drops dramatically as shown in Table 4, demonstrating that multiview feature fusion cannot be handle naively and our feature fusion method is substantial for good performance. Due to space constrain, the visual examples are presented in the suppl. material.

5. Conclusion

In this paper, we proposed a novel-view and novel-pose human synthesis approach which can be generalizable for unseen persons with sparse multiview images as input. Our key idea is to leverage a canonical-space NeRF and a volume deformation scheme derived by human body parametric model to achieve better generalizability. Our method is simple but works surprisingly well as demonstrated by the extensive experiments. We hope that our method can serve as a strong baseline model for generic 3D human rendering.

Our current deformation scheme cannot handle very loose clothing and garments with complex geometry (e.g., a long coat or opened jacket). Our future work will be devoted to designing a generalizable, learning-based deformation scheme to better handle such cases.
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A. More Network and Implementation Details

We use the first 7 convolution layers of ResNet-34 [11] as our image feature encoder, with the original max-pooling layer removed. The images are downsampled to half resolution before feeding into the encoder CNN. The MLP for canonical NeRF is adapted from [29]. The $MLP_1$ subnet (Eq. 5 of the main paper) has 8 layers each with 256 feature dimensions. $MLP_2$ (Eq. 6 of the main paper) has 2 hidden layers with 256 feature dimensions. ReLU activation is used for all hidden layers. Following Mip-NeRF [1], we use a shifted softplus activation: $\log(1 + \exp(x - 1))$ to produce density $\sigma$. For color $c$, instead of using the sigmoid activation, we use a “widened” sigmoid function $f(x) = (1 + 2\epsilon)/(1 + \exp(-x)) - \epsilon$, with $\epsilon = 0.001$.

To render a pixel on the target image, a ray is cast to the 3D volume and points are sampled along the ray for radiance accumulation. Instead of using the sampling strategy in original NeRF [29] which samples points in the whole volume, we follow [37] to sample points within a 3D bounding box derived based on the SMPL model.

Our learning rate starts from $5e-4$ and decays by a factor 0.5 for every 30K interactions, and the maximum iteration number is set to 120K.

B. More Dataset Details

Human3.6M. For the experiments on Human3.6M [13], we use the same frame number setup as in AniNeRF [36] for the novel-view and novel-pose synthesis tests. The details are presented in Table 5. During training, we use three input views (#0, #1, #2) as input, and use all the four view (#0, #1, #2, #3) as supervision. For the novel view synthesis task on an unseen person, we input 3 views (#0, #1, #2) and test on view #3 for each frame. For novel pose synthesis, we choose 3 fixed images from views (#0, #1, #2) as our input, construct the canonical human NeRF, and deform it to all the target novel poses.

Table 5. Number of frames used to evaluate the novel-view and novel-pose synthesis tasks.

|        | S1  | S5  | S6  | S7  | S8  | S9  | S11 |
|--------|-----|-----|-----|-----|-----|-----|-----|
| Novel view | 150 | 250 | 150 | 300 | 250 | 260 | 200 |
| Novel pose | 49  | 127 | 83  | 200 | 87  | 133 | 82  |

THuman. The 25 training subjects and 5 test subjects we use from THuman [51] are listed in Table 6 and Table 7, respectively.

| Subject | S1  | S5  | S6  | S7  | S8  | S9  | S11 |
|---------|-----|-----|-----|-----|-----|-----|-----|
| S1      |     |     |     |     |     |     |     |
| S5      |     |     |     |     |     |     |     |
| S6      |     |     |     |     |     |     |     |
| S7      |     |     |     |     |     |     |     |
| S8      |     |     |     |     |     |     |     |
| S9      |     |     |     |     |     |     |     |
| S11     |     |     |     |     |     |     |     |

C. Reconstructed 3D Shapes

Although the NeRF-based representation does the explicitly recover 3D geometry, we can still extract proxy 3D shapes using the density field predicted by the network. Specifically, we first define a 3D human bounding box based on the target pose SMPL model which has a size of $2m \times 2m \times 2m$, and discretize it to a $256 \times 256 \times 256$ voxel grid. Then we deform the voxel centers from the target space to the canonical space, and evaluate their volume densities using our canonical NeRF network. Finally, the density values are binarized and the Marching Cubes algorithm [25] is applied to extract a mesh. Figure 6 presents the extracted proxy 3D shapes for the input images as well as the reposed target shapes using our deformation scheme. Note that we did not apply any post-processing on the extracted 3D shapes such as the Gaussian smoothing used in AniNeRF [36].

D. More Ablation Study Results

**Person-specific training.** Although our goal is to build a generalizable model which can handle unseen persons, we also evaluate our method in a person-specific training setup for a reference. In these tests, we train and test our MPS-NeRF on one person using the the setup of NB and AniNeRF. As shown in Table 8, the models trained in this way yield better results than our original setting for both the novel-view and novel-pose synthesis tasks. They also outperform NB and AniNerF on these two tasks.
Figure 6. Proxy 3D shapes reconstructed by our method. The meshes are extracted by running the Marching Cubes algorithm on the binarized volume density, and we did not apply any post-processing such as mesh smoothing.

Table 8. More comparisons and ablation studies on the Human3.6M dataset. Ours denotes our method trained with 6 subjects and tested on the remaining 1 subject in a leave-one-out cross-validation setup. Ours ps denotes our method trained in a person-specific manner similar to NB and AniNeRF.

| Subject | Novel View Synthesis | Novel Pose Synthesis |
|---------|----------------------|----------------------|
|         | PSNR  | SSIM   | PSNR  | SSIM   |
|         | NB    | AniNeRF | Ours | NB    | AniNeRF | Ours | Ours ps | NB    | AniNeRF | Ours | Ours ps |
| S1      | 22.87 | 22.05   | 25.40 | 24.24 | 0.897 | 0.888 | 0.926 | 0.907 |
| S5      | 24.6  | 23.27   | 24.30 | 24.39 | 0.917 | 0.892 | 0.908 | 0.912 |
| S6      | 22.82 | 21.13   | 23.94 | 24.18 | 0.888 | 0.854 | 0.893 | 0.894 |
| S7      | 23.17 | 22.50   | 24.27 | 24.35 | 0.918 | 0.890 | 0.911 | 0.911 |
| S8      | 21.72 | 22.75   | 23.66 | 23.65 | 0.894 | 0.898 | 0.920 | 0.916 |
| S9      | 24.28 | 24.72   | 24.55 | 25.39 | 0.910 | 0.908 | 0.899 | 0.909 |
| S11     | 23.70 | 24.55   | 25.12 | 25.47 | 0.896 | 0.902 | 0.913 | 0.915 |
| Average | 23.31 | 23.00   | 24.46 | 24.52 | 0.902 | 0.890 | 0.910 | 0.909 |
|         | 22.74 | 22.55   | 22.41 | 22.80 | 0.885 | 0.880 | 0.881 | 0.886 |

Impact of canonical space. The quantitative comparison to evaluate the impact of our canonical space has been presented in the main paper, which shows the performance drops significantly without the canonical space. Here we further show the visual comparison in Figure 7. As can be observed, the results without a canonical space contain more unwanted artifacts. Moreover, the predicted human boundary is clearly erroneous for some cases (e.g., see the arm in the third row).

Impact of attention-based feature fusion. The quantitative evaluation in the main paper has shown that our attention-based feature fusion is also critical. Here we further qualitatively compare the results of using our attention-based feature fusion and using naive feature pooling. As shown in Fig. 7, without our attention-based fusion the synthesized images are blurry and suffer from severe color distortions.

E. Results on ZJU-MoCap Dataset

We also tested our method on the ZJU-MoCap dataset [37], where we train on 6 subjects using 4 views as input. Figure 8 shows the results of our method on an unseen testing person. Our method still generates reasonable results for both the novel-view and novel-pose synthesis tasks, despite the person in not the training set. For a reference, we also present the visual results of Neural-
Figure 7. Impact of canonical space and attention-based feature fusion on novel view (top two rows) and novel pose (bottom two rows) synthesis tasks.

Body [37]. Note that in this dataset, the actors make constant body spinning during video shooting, unlike the Human3.6M dataset where the body movements are more natural. This greatly eases the novel-view synthesis learning task for person-specific models. Therefore, NeuralBody can generate remarkable novel view synthesis results. Still, our novel pose synthesis results are comparable to NeuralBody, despite the person is unseen to our model.

Figure 8. Results of our method tested on one subject from the ZJU-MoCap dataset [37]. Note that in this dataset, the actors make constant body spinning during video shooting, unlike the Human3.6M dataset where the body movements are more natural. This greatly eases the novel-view synthesis learning task for person-specific models. Our method still generates reasonable results for both novel-view and novel-pose synthesis despite the person is unseen during training.