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Abstract
Background: From cell phones to aerospace, artificial intelligence (AI) has wide-reaching influence in the modern age. In this review, we discuss the application of AI solutions to an equally ubiquitous problem in cytopathology – thyroid fine needle aspiration biopsy (FNAB). Thyroid nodules are common in the general population, and FNAB is the sampling modality of choice. The resulting prevalence in the practicing pathologist’s daily workload makes thyroid FNAB an appealing target for the application of AI solutions. Summary: This review summarizes all available literature on the application of AI to thyroid cytopathology. We follow the evolution from morphometric analysis to convolutional neural networks. We explore the application of AI technology to different questions in thyroid cytopathology, including distinguishing papillary carcinoma from benign, distinguishing follicular adenoma from carcinoma and identifying non-invasive follicular thyroid neoplasm with papillary-like nuclear features by key words and phrases. Key Messages: The current literature shows promise towards the application of AI technology to thyroid fine needle aspiration biopsy. Much work is needed to define how this powerful technology will be of best use to the future of cytopathology practice.

Introduction
Pathology is at the dawn of a major paradigm shift with increased applications of digital and computational pathology. The standard practice of using a light microscope for diagnosis has remained largely unchanged for over a century. This diagnostic model has been transforming since the advent of digital pathology. Glass slides are being digitized into whole slide images (WSIs) more frequently, a process facilitated by the introduction of high-output digital slide scanners. The digital images created from WSIs have allowed the development of the field of computational pathology which uses the massive amount of data generated to facilitate computer-assisted diagnostics [1, 2]. Recent advances in deep learning [3] in solving image classification tasks, such as classification and categorization, have revolutionized the field. Some high-capacity deep neural network models have been reported to be comparable to human performance [4]. Although most current efforts have centered on the evaluation of histologic sections, it is important to remember that one of the earliest commercial applications of computational pathology was a cytology-centered application for cervico-vaginal cytology specimens (Papnet). Although not commercially successful, many other investigators have evaluated the use of computational pathology tools such as artificial intelligence (AI) in different types of cytology specimens. Among the different types of cytology specimens evaluated, thyroid fine needle aspira-
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tion biopsy (FNAB) cytology specimens are of particular interest due to their potential clinical impact. Thyroid nodules are reported to occur in 19–68% of randomly selected individuals, with higher frequencies in women and the elderly [5, 6], and this incidence has dramatically increased with the advent of high-resolution ultrasound. The main clinical issue is the need to rule out thyroid cancer in all these thyroid nodules, which occurs in 7–15% of cases depending on age, sex, radiation exposure history, family history, and other factors [7]. To address this issue, FNAB of these thyroid nodules is recommended according to their size and radiological appearance [8].

The sensitivity and specificity of thyroid FNAB are reported to be 68–98% and 56–100%, respectively. However, 15–30% of thyroid FNAB are classified as indeterminate. Approximately 25% of the indeterminate cases will be diagnosed as malignant in surgical resections, suggesting that a large proportion of surgeries are unnecessary [9–12]. Although tests based on molecular profiling of thyroid FNAB have been developed in an attempt to refine the diagnosis among indeterminate thyroid FNAB diagnosis, these molecular tests show limitations and demonstrate variable sensitivity and specificity among the several commercially available tests [13, 14]. AI, including machine learning, has the hypothetical capability to further refine the evaluation of thyroid FNAB specimens. Several investigators have studied the use of AI in thyroid FNAB, and their work is summarized below.

**Early Studies: Benign versus Malignant**

The literature on AI solutions in thyroid cytopathology predates the recent AI boom by over a decade [15]. In 1996, Karakitsos et al. [16] attempted to classify benign and malignant follicular and Hurtle cell lesions using a neural network. Geometric and densometric features of approximately 100 nuclei from each of the 51 patients’ Giemsa-stained smears were measured. Using these measurements, 2 different neural networks were trained and tested. The first attempted to classify the cell into one of the 4 categories: benign follicular cell, benign oncocytic, malignant follicular cell, and malignant oncocyte. This performed reasonably well on the training set data (82.24, 76.28, 95.12, and 68.19% of cells correctly classified for follicular cells, benign oncocyties, malignant follicular cells [i.e., papillary carcinoma], and malignant oncocyties, respectively). The test data were less impressive (47.97, 57.25, 71.32, and 26.86% of cells correctly classified for follicular cells, benign oncocyties, malignant follicular cells, and malignant oncocyties, respectively). The second classifier simply attempted to categorize the nucleus as benign or malignant. This performed much better than the four-class classifier at test time, achieving 91.12 and 89.64% for benign and malignant nuclei, respectively, correctly classified for an overall accuracy of 90.61% on test data.

This same group performed a similar study using a learning vector quantizer neural network [16]. This time, the vectorized input were the mean and standard deviations of the measured morphometric data per case. The four-class classifier results were not impressive. The authors postulated that the classifier had difficulty distinguishing oncocytic from follicular lesions. The two-class classifier was able to distinguish benign from malignant lesions with 94.9% sensitivity and 98.9% specificity.

Later studies by this group abandoned the four-class classifier and focused on distinguishing benign from malignant lesions. In their study published in 2006 [17], the authors used morphometric nuclear data extrapolated from May Grunwald-Giemsa-stained smears. Nuclei were categorized into either benign or malignant using 4 independent classifiers: a linear classifier, a two-layer feed-forward neural network, 3 two-layer feed-forward networks combined by the Adaboost algorithm, and a K-nearest neighbour classifier. If the percentage of benign nuclei in a given case exceeded the average between the maximum percentage of nuclei called benign by the classifier in a malignant case and the minimum percentage of nuclei called benign in a benign case, that case was classified as benign. The most successful classifier on test data was the combination of 3 two-layer feed-forward networks generated by the Adaboost algorithm with 5 nodes, though notably this only outperformed the K-nearest neighbour classifier by 0.56%.

Gopinath et al. [18–20] published several studies with a similar approach to classify thyroid tumours into benign versus malignant lesions. In this case, statistical textural features from images of thyroid lesions were input into one or more classifiers, including decision tree, K-nearest neighbour, Elman neural network, and support vector machine. These studies were problematic, however, as the input data were images taken from the Papanicolaou Society of Cytopathology online atlas. Because the classifier was trained by and tested on textbook images, it is unlikely that the results would be widely applicable to real-world applications. This is one example of overfitting. Overfitting occurs when the AI’s concept for what constitutes ground truth is too narrow. The issue of overfitting most commonly arises in the context of small sample size or when the training data have insufficient variation to capture the variation seen in practice.
Convolutional Neural Networks to Determine Benign from Malignant

More recent studies utilize convolutional neural networks (CNNs) for analysis. CNNs are ideal for image analysis because unlike other neural network architectures, CNNs retain spatial information while moving from one layer to the next. Few papers have been written applying CNNs to thyroid cytopathology. All narrowed their focus to distinguishing papillary thyroid carcinomas (PTCs) from non-PTCs.

Sanyal et al. [21] published on CNNs to assess thyroid nodules in 2018. They trained their algorithm on 186 images of PTCs and 184 images of goitre, lymphocytic thyroiditis, and nodules cytologically diagnosed as follicular lesions. These images were taken from Romanowsky-stained smears at ×10 and ×40 objective magnifications and then cropped to 512 × 512 pixel images. The evaluation dataset comprised 174 images taken from 10 different smears. The same 21 foci of PTCs and 66 foci of non-PTCs were photographed at both ×10 and ×40 objective magnifications. The images were analyzed separately, and then the data for each focus were compiled. When either the ×10 or the ×40 objective magnification images were required to be called positive to consider the lesion malignant, the algorithm demonstrated a sensitivity and specificity of 90.48 and 83.33%, respectively. If both the ×10 and the ×40 objective magnification images were required to classify a lesion as malignant, the sensitivity (33.33%) suffered significantly at the hands of an admittedly impressive increase in specificity (98.48%).

Guan et al. [22] subsequently published on the use of a CNN experiment using 224 × 224 pixel images of liquid-based preparations (Surepath stained with hematoxylin and eosin) taken at ×40 objective magnifications. Two separate AI architectures, VGG-16 [23] and Inception-v3 [24], were trained on 407 images of PTCs and 352 images of benign nodules and then tested on 69 PTC images and 59 images of benign nodules. All 887 images were taken from 20 Surepath slides and the images randomly assigned into the test and training sets. In an ideal scenario, the test and training cases would be completely separate. The data showed the VGG-16 model was able to predict the correct category with 100% sensitivity and 94.91% specificity. The Inception-v3 model achieved a sensitivity of 98.55%, with a specificity of 86.44%, though it is difficult to ascertain the influence training and testing different images of the same tumour had on the results.

Non-Graphical Input to Determine Benign from Malignant

While image analysis seems like the most obvious application of AI technology to the analysis of thyroid, several groups have taken a different approach. Instead, Zoulias et al. [26] reviewed 1,886 non-malignant and 150 malignant smears noting the presence or absence of 67 microscopic features. These data were used to train an artificial neural network, support vector machine, and K-nearest neighbour [26]. These were both analyzed separately and using a majority voting classifier. The majority voting classifier, which combined the results of all 3 algorithms, outperformed each algorithm separately, with a sensitivity of 89.1% and a specificity of 99.4%.

Similarly, Ippolito et al. [27] used pathologist-defined microscopic characteristics but also integrated clinical
data and ultrasound characteristics into their algorithm. Their aim was to triage indeterminate and follicular lesions into high- or low-risk categories using a neural network framework. Their algorithm demonstrated a sensitivity of 85.7% and a specificity of 58.8%.

**Follicular Adenoma versus Carcinoma**

The distinction between follicular adenoma and follicular carcinoma currently requires a surgical resection to evaluate for capsular and vascular invasion. Determination of benign from malignant follicular lesions by FNAB is a problem for which a solution continues to evade cytopathologists. This is exactly the problem for which Shapiro et al. [28] and Savala et al. [29] sought an AI solution. Shapiro et al. [28] trained 3 two-layer automated neural networks on different sets of data. The first was trained on pathologist-identified cytologic features, including the presence of colloid, structure of the tissue fragments, and cytoplasmic and nuclear features. The second used morphometric features as input data. The third neural network used 256 × 256 pixel colour images of Giemsa-stained smears. The cytologic, morphometric, and image algorithms correctly classified 93, 96, and 87% of cases, respectively.

Savala et al. [29] also sought an AI solution to delineate follicular adenoma from follicular carcinoma. The neural network architecture they employed was slightly deeper with 5 hidden nodes. They used a combination of both semiquantitatively evaluated cytologic features and morphometric parameters. The sample size was relatively small, with 26 cases of follicular adenoma and 31 cases of follicular carcinoma in total. The algorithm was able to correctly categorize the 3 follicular adenomas and 6 follicular carcinomas in the testing set.

**Non-Invasive Follicular Thyroid Neoplasm with Papillary-Like Nuclear Features versus Papillary Carcinoma**

Non-invasive follicular thyroid neoplasm with papillary-like nuclear features (NIFTP) is a low-risk neoplasm [30] that might not require surgical treatment. As a result, the distinction between NIFTP and PTC is clinically essential. Similar to follicular adenoma and carcinoma, a resection specimen is currently required to make this distinction in order to fully evaluate for presence of papillary formations and invasion. Maleki and colleagues [31] used a novel approach to the application of AI technologies to this important question. They processed key words and phrases from the microscopic descriptions, which were then used to train a support vector machine. There was not a separate test cohort, but the validation showed a sensitivity of 72.6% and a specificity of 81.6%.

Perhaps, the most interesting outcome of this study was the generation of weights for the key words and phrases. The weights reflected how often each key word or phrase was associated with a given outcome (i.e., NIFTP or PTC). The top 2 key words/phrases in favour of NIFTP over classic PTC were “scant colloid” and “microfollicular pattern.” The top 2 words/phrases in favour of cPTC were “papillary” and “pale chromatin.” While more study is needed, this novel approach could be applied to the generation of diagnostic criteria in the future.

**Practical Applications**

These studies represent over 2 decades of research applying a variety of AI technologies to evaluate thyroid cytology specimens. Unfortunately, no application has demonstrated to be robust enough for clinical use. Currently, there are still significant technologic hurdles that must be addressed before AI applications to thyroid FNAB are ready for clinical use.

One issue is the development of algorithms that are suitable for thyroid specimens. The majority of studies referenced above are able to perform adequately when the possible interpretations are limited to binary outcomes, but the interpretation of thyroid FNAB is more complex than the current technologies are able to address. Another major technological problem is the time required to scan cytology specimens. Optimal digital images from cytology specimens require scanning of the cytology preparation in multiple layers, so-called “z-stacking,” to recreate the three dimensionality usually seen in cytology specimens. Current commercial scanners available on the market require a long time to scan a slide with multiple z-stacking layers, making it very difficult to implement their use in clinical practice. Additionally, these digital scanners are expensive and there is no real perceivable return of investment at this moment, especially in the absence of validated algorithms. Nonetheless, the commercial success of AI applications in automated cervical screening might provide a roadmap towards development of a similar thyroid FNAB solution.
Conclusion

In this article, we have summarized the significant advancements that have been made in the field of AI applications to thyroid cytopathology. While a significant amount of work has been done, we are only at the dawn of a major paradigm shift in pathology towards digital and computational pathology. As more cytopathologists embrace this new technology, we will begin to define how future pathologists can leverage AI technologies to answer essential clinical questions.
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