Spatial imaging of carbon reactivity centers in Pd/C catalytic systems†
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Gaining insight into Pd/C catalytic systems aimed at locating reactive centers on carbon surfaces, revealing their properties and estimating the number of reactive centers presents a challenging problem. In the present study state-of-the-art experimental techniques involving ultra high resolution SEM/STEM microscopy (1 Å resolution), high brilliance X-ray absorption spectroscopy and theoretical calculations on truly nanoscale systems were utilized to reveal the role of carbon centers in the formation and nature of Pd/C catalytic materials. Generation of Pd clusters in solution from the easily available Pd2dba3 precursor and the unique reactivity of the Pd clusters opened an excellent opportunity to develop an efficient procedure for the imaging of a carbon surface. Defect sites and reactivity centers of a carbon surface were mapped in three-dimensional space with high resolution and excellent contrast using a user-friendly nanoscale imaging procedure. The proposed imaging approach takes advantage of the specific interactions of reactive carbon centers with Pd clusters, which allows spatial information about chemical reactivity across the Pd/C system to be obtained using a microscopy technique. Mapping the reactivity centers with Pd markers provided unique information about the reactivity of the graphene layers and showed that >2000 reactive centers can be located per 1 μm² of the surface area of the carbon material. A computational study at a PBE-D3-GPW level differentiated the relative affinity of the Pd2 species to the reactive centers of graphene. These findings emphasized the spatial complexity of the carbon material at the nanoscale and indicated the importance of the surface defect nature, which exhibited substantial gradients and variations across the surface area. The findings show the crucial role of the structure of the carbon support, which governs the formation of Pd/C systems and their catalytic activity.

Introduction

Supported Pd/C systems are ubiquitously used in research and industry as classical catalysts of monumental practical importance for carrying out synthetic transformations.1 In spite of their outstanding role in catalysis and organic synthesis, a mechanistic picture at an atomic scale and insight into their reactivity are still to be accomplished – these questions have been intriguing researchers for many years. Of particular challenge is the atomic-scale mechanism for the formation of Pd/C systems and the spatial imaging of carbon reactivity centers (i.e. the location and characterization of the carbon reactivity centers in 3-D space).

Imaging is a powerful technique for revealing the structure and morphology of an object by constructing a visual representation of the object. The excellent ability of imaging to reveal structural features has led to outstanding applications of imaging in biology, chemistry and physics.2–4 Ultrasound, magnetic resonance and X-ray (tomography) imaging are the leading and most widely used diagnostic and analytical tools in medicine, nanotechnology, materials science, catalysis and many other areas. The range of the studied systems varies from the human body to micro-, nano- and sub-nanosized objects, such as cells, nanoparticles and individual atoms.5–8 Typically, to create an image that reflects the scanned area of interest of an object, the object is irradiated with radiation of a specific wavelength and the corresponding physical response is recorded.

Detailed investigation of the unique structure and properties of metal–carbon systems is currently a challenging task. Nano-scale imaging that combines Raman spectroscopy and microscopy is particularly useful for characterizing carbon systems.9
Spatial imaging techniques have been applied to visualize structural information, physical parameters, chemical bonding and electronic properties and to map surface morphologies. Knowledge of these features is necessary for developing practical applications of graphene. Determining edge/crystal orientations, measuring stacking orders, revealing atomic lattice and topological defects and mapping the three-dimensional (3-D) structures of composite materials are just a few representative examples of how structural imaging is applied to graphene systems. Structural studies have revealed the existence of non-uniform reactivity patterns on the surfaces, edges and defect locations of graphene. Several types of defects increase the reactivity and enable new applications of graphene. Locations that contain a single vacancy, multiple vacancies, Stone–Wales defects, substitutional impurities, dislocations or grain boundaries are of particular importance.

Reconstructed defects (for example, reconstructed multiple vacancies, Stone–Wales defects and substitutional impurities) induce local changes in the η-electron density and enhance the chemical reactivity of certain graphene sites. The additional attachment of functional groups to vacancy-type defects can be easily realized.

Grain boundaries and zigzag edges possess unique reactivity patterns that result from areas of locally modulated electron density. Reconstructed vacancy defects are important for incorporating additional species (e.g., metal atoms) into the graphene lattice.

Dramatic variations in the reactivity at different spatial locations in graphene provide fascinating opportunities for the development of new technological materials with a wide range of applications for catalysis, medicine and electronics, among other topics. However, achieving this goal requires direct, detailed imaging of the reactivity of graphene and rational design of functional active sites. As discussed above, several techniques are available for imaging and obtaining information about the structure of graphene, whereas imaging of the reactivity remains a challenge.

Here, we present a new and efficient approach for the spatial imaging of the reactivity of graphene layers on a carbon surface using Pd nanoparticles as a contrast agent. The chemical imaging of graphene layers was successfully realized in 3-D space, thereby enabling the mapping and visualization of localized reactivity patterns. The procedure developed for the spatial imaging of the reactivity of graphene layers permits the detection and visualization of various types of defect sites. It is important to emphasize that the detected sites are classified according to their reactivity rather than their morphology or composition. Analysis of the morphology and composition is accessible using standard structural imaging techniques, however the visualization of reactivity is a challenge.

As the necessary theoretical base to this work, recent computational studies have shown that trapping metal atoms on the defect sites of graphene and doped graphene is a feasible process and the unbinding is strongly thermodynamically unfavourable. The binding of metal particles to the defect sites of carbon surfaces was observed experimentally and is in agreement with the computational predictions.

The unique reactivity of Pd clusters, revealed in the present study, provided a convenient procedure to carry out the practical imaging procedure. Pd clusters were found as excellent markers of reactivity centers with a high contrast in microscopic detection (contrast agent). The overall picture of the metal–carbon interactions revealed in the present study provides a unique insight into the formation and nature of the well-known Pd/C catalytic system.

Results and discussion

Recently, we have demonstrated that Pd₂ species stabilized with weakly coordinated dibenzylideneacetone (dba) ligands exhibit fluxional behavior in solution; this behavior results in the generation of Pd clusters and nanoparticles (NPs) under mild conditions. In the present study, we investigated the interaction of Pd clusters with a carbon surface and revealed that palladium species generated in a solution of Pd₂dba₃ preferentially attach to the chemically reactive sites of the carbon surface. The key result of the present study was a demonstration of the ability to separate localized areas in graphene layers according to variations in the activity of specific sites.

The dissolution of Pd₂dba₃ in chloroform afforded a dark red solution, in which the Pd clusters may be generated at 40 °C. The addition of a carbon material with graphene layers led to a rapid reaction with the Pd centers and the complete consumption of the Pd₂dba₃ from the solution. The reaction can be easily monitored as the solution changes from dark red to colorless (Fig. 1a and b). Nuclear magnetic resonance (NMR) spectroscopy clearly revealed a decrease in the Pd₂dba₃ concentration in the solution and the release of free uncoordinated dba ligands while the solution was stirred at 40 °C (Fig. 1c). Generation of the Pd seeds and growth of the Pd clusters was followed by their attachment to the carbon surface (Fig. 2a). Field-emission scanning electron microscopy (FE-SEM) observations revealed that Pd clusters were attached to the carbon surface in a specific order (Fig. 2b and c). High resolution STEM study characterized individual metal nanoparticles (Fig. 2d) formed upon metal attachment from the Pd₂dba₃ molecular precursor (Fig. 2e). In particular, the interaction of the Pd clusters with the graphene layers resulted in the coverage of the carbon surfaces by Pd NPs depending on the degree of chemical activity of the carbon sites (the most reactive carbon sites were covered by Pd NPs first). Consequently, the observed Pd-mapping provided a unique opportunity for the spatial imaging of the chemical reactivity of the graphene layers. The attachment of Pd particles to the carbon surface is a highly thermodynamically favoured process, which proceeds irreversibly under the studied conditions (see also the results of the quantum chemical calculations).

It was therefore possible to visualize several different reactivity patterns and defect types using the developed approach (Fig. 3). Statistical analysis was done based on 150 samples prepared in this way and more than 1000 microscopy images were recorded. All the images showed clearly visible sets of patterns of nanoparticle allocation, which confirms the reliable
reproducibility of the method. In Fig. 3a, there are primarily individual Pd NPs, which are most likely settled onto point defects. This type of detection is suitable for observing single vacancies, Stone–Wales defects, substitutional impurities and adatoms. Fig. 3b shows local accumulations of Pd NPs, which is likely due to the presence of larger defects, such as multiple
vacancies, in these areas. The Pd NPs were arranged in short chains on the graphene surface, as shown in Fig. 3c, which indicated the coverage of the linear defects. As shown in Fig. 3d, chains of Pd NPs bordered the grain boundaries, which allowed the individual domains of graphene to be visualized. Fig. 3f shows the chains of Pd NPs that were attached along the carbon surface bends. The observed effect originates from topological defects on the surface of the carbon material. Most of the aforementioned images (Fig. 3a–c and e) contain chains of Pd NPs that helped to map the borders of the graphene sheets. We performed an extensive set of experiments to confirm the wide scope of the developed approach and its applicability to visualize reactivity patterns of many types of graphene-layered structures (see the ESI†).
The sensitivity to various types of defects and coverage patterns of the reactive sites can be tuned by changing the Pd$_2$dba$_3$ concentration in solution and by varying the amount of carbon material. Increasing the Pd-to-carbon ratio allowed the degree of surface coverage to be controlled (Table 1). With low surface coverage, only the most reactive sites of the carbon surface were mapped (entries 1 and 2; Table 1); with medium surface coverage, further information about carbon sites with high and medium reactivity was obtained (entries 3 and 4; Table 1); high surface coverage provided the complete details about all of the available reactive centers of the carbon surface (entries 5 and 6; Table 1).

Profiling the reactivity of the carbon surface by Pd-mapping was successfully achieved either by changing the amount of Pd$_2$dba$_3$ while keeping the amount of carbon material fixed (entries 1–6) or by changing the amount of carbon material while keeping the amount of Pd$_2$dba$_3$ fixed (entries 7–11).

It is important to note the rather narrow size distribution of the attached NPs that was observed in each experiment. Small variations in the Pd NPs sizes were observed upon changing from the low- to high-coverage mappings.

The optimal conditions for obtaining medium surface coverage included a 40:1 mass ratio of carbon material and Pd$_2$dba$_3$ and stirring at 40°C for 4 h. It is especially important to perform scaling experiments to study the effects of small amounts of carbon material. Indeed, scaling experiments were successfully performed for the entire range of 1–100 mg of carbon material by optimizing the volume of solvent as the key parameter (entries 9–14; Table 1).

In the developed imaging approach, the spatial detection of chemical reactivity was achieved by placing suitable markers, i.e., Pd NPs of an easily detectable size (5–11 nm). The developed procedure resulted in informative images that reflected the distribution of defects and sites of chemical reactivity on the carbon surface. Metal NPs were easily detected with commonly available electron microscopy hardware and provided a nanoscale resolution of the chemical reactivity of the graphene layers.

Varying the concentration of the metal complex in solution and the ratio between the metal and carbon material thus provides a flexible tool for controlling the resolution of and information obtained from the analysis. Aggregate formation did not occur under the optimal conditions, and the number of produced NPs was sufficient for visualizing the patterns of interest.

The unique imaging capabilities of the developed technique were revealed by studying the time dynamics of the Pd-mapping of the carbon surface (Fig. 4). The coverage of the surface of the carbon material by NPs gradually increased until the Pd from the solution was completely consumed (see also Fig. 1). The spatial imaging and mapping of the reactivity were achieved according to the following process: first, single NPs attached to the most-reactive sites on the carbon surface. Then, NPs attached to the less-reactive defect sites on the carbon surface. Finally, chains of NPs formed on the individual graphene layers. Further processing led to greater coverage of the carbon surface and the formation of continuous chains along the edges and domain boundaries. Amazingly, the size of the NPs quickly stabilized and remained almost unchanged during the process (Fig. 4). Such a growth process provides an excellent opportunity for spatial imaging the reactivity centers of a carbon material under simple conditions.

$$\text{Pd}_2\text{dba}_3 + C_{\text{carbon material}} \xrightarrow{\text{CHCl}_3, 40 \degree \text{C}, 4 \text{h}} \text{Pd-NPs} \cdot C_{\text{carbon material}} + \text{dba}$$

The spatial imaging resolution also depends on the temperature maintained during the mapping of Pd in solution. Smaller-sized NPs (2–3 nm) were observed upon heating the solution at 70 °C, whereas larger particles of 6–7 nm in size were produced at 40 °C. The process was much faster at 70 °C.

| Entry | Pd$_2$dba$_3$, mg | CHCl$_3$, ml | Carbon material, mg | Average NP diameter, nm | Coverage of Pd NPs on the carbon surface$^a$ |
|-------|------------------|--------------|----------------------|-------------------------|------------------------------------------|
| 1     | 0.400            | 5.0          | 100                  | 5 ± 2                   | Low                                      |
| 2     | 0.500            | 5.0          | 100                  | 5 ± 1                   | Low                                      |
| 3     | 1.250            | 5.0          | 100                  | 8 ± 2                   | Medium                                   |
| 4     | 2.500            | 5.0          | 100                  | 9 ± 3                   | Medium                                   |
| 5     | 5.000            | 5.0          | 100                  | 9 ± 3                   | High                                     |
| 6     | 10.000           | 5.0          | 100                  | 15 ± 3                  | High                                     |
| 7     | 1.000            | 5.0          | 200                  | 9 ± 3                   | Low                                      |
| 8     | 1.000            | 5.0          | 400                  | 6 ± 1                   | Very low                                 |
| 9     | 1.000            | 5.0          | 100                  | 7 ± 2                   | Medium                                   |
| 10    | 1.000            | 2.0          | 50                   | 6 ± 1                   | Medium                                   |
| 11    | 1.000            | 5.0          | 20                   | 11 ± 3                  | Medium                                   |
| 12    | 0.500            | 1.5          | 15                   | 6 ± 1                   | Medium                                   |
| 13    | 0.500            | 1.0          | 10                   | 7 ± 2                   | Medium                                   |
| 14    | 0.025            | 0.5          | 1                    | 7 ± 2                   | Medium                                   |

$^a$ The coverage was measured as the number of NPs per 1 μm$^2$ of surface area; the ranges were roughly classified as low, medium and high coverage with <800 NPs per μm$^2$, 800–2000 NPs per μm$^2$ and >2000 NPs per μm$^2$, respectively.
(~1 min) than at 40 °C (~4–5 h). Thus, employing a higher temperature during Pd-mapping in solution accelerates the analysis and can increase the resolution. However, at high temperatures, a tendency to form large agglomerates of Pd NPs was observed. The formation of agglomerates reduces the quality of defect visualization; consequently, high temperatures should be used carefully. As a general protocol, we favor a temperature of 40 °C as an optimal balance between imaging resolution and accuracy in the location of reactivity patterns. Mild reaction conditions were important for maintaining the natural state of the sample and avoiding damage to the sample. The carbon defects imaging method described in the present study is perfectly compatible with routinely available hardware for scanning electron microscopy. Regular microscopes allow the easy detection and accurate characterization of particles with sizes about 5–7 nm (Table 1).

For a complete mechanistic picture it is important to understand whether the formation of Pd nanoparticles, which is described above (Fig. 2), involves the growth of small metal clusters. Such atomic scale processes cannot be detected by routine scanning electron microscopy because of insufficient resolution.

A scanning transmission electron microscope (STEM) Hitachi HD-2700 equipped with a CEOS GmbH spherical aberration (Cs) corrector was used for recording the high resolution images. This technique allows SE and STEM images to be recorded with a spatial resolution of 1 Å. Unique insight into the Pd/C sample with a magnification of 2 million times and 5

---

**Fig. 4** Temporal monitoring of the imaging process: changes in the coverage of the surface of the carbon material (in NPs per μm²; blue curve) and in the sizes of the Pd particles attached to the surface (in nm; black curve); medium coverage conditions were utilized (entry 3; Table 1).

**Fig. 5** High-resolution images of the Pd NPs attached to the carbon surface: (a) SE image; (b) ADF-STEM image; (c) SE image of the same particles with higher magnification; (d) ADF-STEM image of the same particles with higher magnification.
million times was gained using the aberration corrected scanning electron (SE) images (Fig. 5a and c), as well as high resolution annular dark field (ADF) STEM images (Fig. 5b and d) of the same region. Individual atoms of the Pd nanoparticles can be seen on the ADF STEM images.

The study showed that the Pd nanoparticles were concentrated directly at the borders of the carbon layers and their attachment to the edges of the carbon surface can be seen. On the high resolution images, Pd nanoparticles with the sizes of 0.7–2 nm were detected along with larger nanoparticles with sizes of 5–6 nm, which were described above. It can be seen that by increasing the particle size, their shape becomes more regular.

Particles with sizes of 5 nm or more have a regular spherical shape, whereas particles with sizes of less than 2 nm, typically have less symmetrical shape. High resolution EDX-elemental mapping images were recorded to confirm the supposed nature of the observed nanoparticles and of the support (see the ESI, Fig. S25†). It can be seen on EDX-elemental mapping images that the observed nanoparticles are indeed the palladium particles on the carbon sheets.

Data obtained by the HD-2700 microscope allowed the fine details of the structure of the system to be observed, and the high resolution images confirmed our conclusions about the selective attachment of Pd NPs to the edges of the carbon sheets, and revealed the presence of small palladium clusters trapped by the carbon surface (Fig. 2).

The electronic structure of the attached Pd NPs was characterized by recording the X-ray absorption near edge structure (XANES). Pd LIII-edge XANES spectroscopy was employed to determine the chemical state of the palladium on the carbon material.

Palladium was deposited onto the carbon surface from a solution of Pd$_2$dba$_3$ in chloroform at 40 °C. The mapping process was performed until the Pd$_2$dba$_3$ was completely consumed, and the Pd absorption spectra of the resulting carbon material were recorded. To support the analysis, XANES spectra of the prepared sample and of two standard compounds (Pd$_2$dba$_3$·CHCl$_3$ and Pd foil) were recorded (Fig. 6).

Although the palladium atoms in both of the standard compounds are considered to be Pd$^0$, there is a notable shift of the white line position in the Pd LIII-edge XANES spectrum of Pd$_2$dba$_3$·CHCl$_3$ compared with that of the Pd foil. Thus, the difference between metallic and coordination compounds can be easily observed.

The positions and shapes of the white (main absorption) lines for the Pd foil and Pd attached to carbon are similar, whereas the peak position of the white line and the overall spectral shape of Pd/carbon are very different from the spectrum of the initial Pd$_2$dba$_3$ compound. The oscillations above the absorption white line that are visible in the Pd foil are washed out in the case of the NPs on the carbon material. Most of the Pd atoms were in the metallic state, which is different from those in the Pd$_2$dba$_3$ and bulk Pd foil. The blue shift of the white line of Pd/carbon relative to the Pd foil may have been caused by size effects and interactions with the support.

![Fig. 6 XANES spectra at the Pd LIII edge of the carbon material mapped with palladium NPs (orange line), the initial Pd$_2$dba$_3$·CHCl$_3$ (green line) and Pd foil as a standard sample (blue line).](image-url)
The results of the synchrotron study revealed that palladium mapping was achieved by the attachment of small metal particles and that Pd$_2$dba$_3$ was largely converted to Pd(0) metallic species during the reaction with the carbon material. The results are in excellent agreement with the NMR and electron microscopy studies discussed above.

A theoretical study was carried out for independent confirmation of the preferable palladium–carbon interactions over specific carbon centers and for an estimation of the relative reactivity of carbon centers in this process. The chemisorption of Pd$_2$ on pristine graphene and defective graphene was modeled by computational methods and several point and 1D defects were considered (see Fig. S26 in the ESI†). Two-layer models of the graphene adsorbent were used, except for the model of the grain boundary defect.

A similar model of the grain boundary defect was proposed in the literature. Most computational studies reported to date deal with point defects on graphene. In the present computational study we have addressed the Pd/C system and focused on the experimental findings.

Using spin-polarized computations at the PBE-D3-GPW level of theory we mapped the relative reactivity of Pd$_2$ species towards pristine and defective graphene. Notably, truly nanoscale systems with up to 434 atoms were modeled. The adsorption energies were estimated according to the following formula:

$$E_{\text{ads}} = E_{\text{Pd}_2+\text{Gr}} - (E_{\text{Gr}} + E_{\text{Pd}_2})$$

where $E_{\text{Pd}_2+\text{Gr}}$, $E_{\text{Gr}}$, and $E_{\text{Pd}_2}$ are the total energies of the bound complex and the total energies of free graphene and the Pd$_2$ cluster, correspondingly. Thus, negative values correspond to exothermic binding of Pd$_2$ to the carbon surface, and lower values correspond to a higher affinity of the defects to the Pd$_2$ species. Only fully optimized geometries were considered.

The values of adsorption energy predicted in this study are summarized in Fig. 7 (see also Table S1 in the ESI†). As revealed in the computational study, the relative affinity of the Pd$_2$ species to point-defects, 1D-defects and pristine graphene changes in the following order: uncapped armchair edge (armchair-uncapped) > uncapped zigzag edge (zigzag-uncapped) > single vacancy (SV) > double vacancy (DV) > H-terminated zigzag edge (zigzag-O) > H-terminated zigzag edge (zigzag-H) > H-terminated armchair edge (armchair-H) > defect of Stone–Wales type (SW) > grain boundary (GB) > pristine graphene.

The defects with dangling bonds were found to be the most reactive, followed by the DV-defect and then by the O-terminated and H-terminated steps. Next in the sequence were the defects of Stone–Wales type and the grain boundary. The adsorption of Pd$_2$ near the grain boundary is less exothermic compared to the case of point defects (mainly the Stone–Wales type defect) however the relative exothermicity may be underestimated in this case since a one-layer model of graphene was used. It should also be noted that the number of dangling bonds in the models of uncapped steps with zigzag and armchair-edges is different (3 and 4 correspondingly), thus making the mutual ordering of these defects model dependent. As we anticipated from the experimental study, Pd$_2$ adsorption on the pristine graphene is the least exothermic. Thus, one may expect that defect sites on graphene or graphite surfaces should be first decorated with Pd species long before the non-defected surface would be able to bind Pd species.

We have also evaluated the possibility of Pd$_2$ binding to small palladium particles. We estimated the adsorption energy of Pd$_2$ on a cub-octahedral Pd$_{27}$ nanoparticle at the same level of theory (PBE-D3-GPW), and the $E_{\text{ads}}$ of the palladium dimer on the nanoparticle was highly exothermic (–123 to –110 kcal mol$^{-1}$). Thus, if there is enough of the Pd dimer in solution, small palladium nanoparticles undetectable by regular SEM imaging should grow under the experimental conditions until they become clearly visible. Varying the amount of Pd$_2$dba$_3$ and monitoring of the consumption of this complex can be easily done as discussed above.

Several adsorption configurations that had varying values of $E_{\text{ads}}$ were found in many cases. These may differ due to different Pd atom positions, for example, adsorption of both Pd atoms on the O-terminated step is much preferred to the case where one Pd atom is bound to an oxygen atom and the other one is located on the pristine surface in close proximity of the step (see...
Experimental

General methods and materials

Pd$_2$dba$_3$·CHCl$_3$ was synthesized according to the reported procedure. Unless otherwise noted, the experiments were conducted in screw-cap glass tubes equipped with a magnetic stir bar.

For the FE-SEM measurements the samples were mounted on a 25 mm aluminum specimen stub and fixed with conductive silver paint. The FE-SEM images were processed using the Image Tool software package (the average diameter of the nanoparticles and the degree of surface coverage were measured).

NMR spectra were recorded using a Bruker Avance 600 spectrometer equipped with a 5 mm BBI probe. Data processing was performed with the TOPSPIN software package.

General imaging procedure

Pd$_2$dba$_3$·CHCl$_3$, the carbon material and 5 ml of CHCl$_3$ were placed into the reaction vessel and stirred at 40 °C for 4 h. The solution became colorless after completion of the reaction. The carbon material was separated from the solution by filtration or centrifugation and dried. When necessary, the samples were washed with acetone to remove free dba, which can reduce the quality of SEM images.

Electron microscopy images were recorded using a Hitachi SU8000 field-emission scanning electron microscope (FE-SEM). Images were acquired in a secondary electron mode with
accelerating voltages of 10, 20 and 30 kV and a working distance of 8–10 mm. About 150 samples were characterized and >1000 images were recorded for a reliable statistical analysis.

**Experiment details.** Pd$_2$dba$_3$·CHCl$_3$ (0.4 mg for entry 1; 0.5 mg for entry 2; 1.25 mg for entry 3; 2.5 mg for entry 4; 5 mg for entry 5; 10 mg for entry 6 and 1 mg for entries 7 and 8 in Table 1), the carbon material (100 mg for entries 1–6; 200 mg for entry 7 and 400 mg for entry 8 in Table 1) and 5 ml of CHCl$_3$ were placed into the reaction vessel and stirred at 40 °C for 4 h.

**NMR monitoring**

Pd$_2$dba$_3$·CHCl$_3$ (10 mg), the carbon material (200 mg) and 20 ml of CHCl$_3$ were placed into a 50 ml round-bottom flask equipped with a magnetic stir bar. The reaction mixture was stirred for 5.5 h until the solution became colorless. During the imaging process, 0.5 ml aliquots of the reaction mixture were placed into NMR tubes at specific time intervals. Chloroform was removed from the samples using a nitrogen flow, and 0.6 ml of CDC$_3$ was added (high-purity Ag-stabilized CDC$_3$ was used). NMR analysis was performed immediately after sample preparation. The concentrations of Pd$_2$ and free dba were calculated according to a previously reported method.**

**Imaging at various temperatures**

Pd$_2$dba$_3$·CHCl$_3$ (1 mg), the carbon material (10 mg) and 1 ml of CHCl$_3$ were placed into the reaction vessel and stirred at room temperature for 96 h at 40 °C for 4 h or at 70 °C for 1 min until the solution became completely colorless. The carbon material was separated from the suspension using the procedure described above.

**Scaling procedure**

Pd$_2$dba$_3$·CHCl$_3$ (1 mg for entries 9, 10 and 11; 0.5 mg for entries 12 and 13 and 0.025 mg for entry 14 in Table 1), the carbon material (100 mg for entry 9; 50 mg for entry 10; 20 mg for entry 11; 15 mg for entry 12; 10 mg for entry 13 and 1 mg for entry 14 in Table 1) and CHCl$_3$ (5 ml for entries 9 and 11; 2 ml for entry 10; 1.5 ml for entry 12; 1 ml for entry 13 and 0.5 ml for entry 14 in Table 1) were placed into the reaction vessel and stirred at 40 °C (4 h for entries 9–13 and 80 min for entry 14 in Table 1). The carbon material was separated from the suspension using the procedure described above.

**Time variation**

Pd$_2$dba$_3$·CHCl$_3$ (5 mg), the carbon material (500 mg) and 25 ml of CHCl$_3$ were placed into a 50 ml round-bottom flask equipped with a magnetic stir bar. The reaction mixture was stirred for 5.5 h until the solution became colorless. During the imaging process, 2.5 ml aliquots of the reaction mixture were sampled at specific time intervals. The carbon material was filtered, washed with acetone and dried.

**High resolution images and EDX-elemental mapping**

A scanning transmission electron microscope (STEM) instrument Hitachi HD-2700 equipped with a CEOS GmbH spherical aberration (Cs) corrector was utilized for the production of high resolution SE images and STEM images. All images were recorded at an accelerating voltage of 200 kV. The analysis time for the EDX-elemental mapping was 10 minutes.

**X-Ray spectroscopic studies**

X-Ray absorption spectra at the Pd $L_{III}$-edge were recorded at beamline ID26 of the European Synchrotron Radiation Facility (ESRF). The incident beam was selected using the (111) reflection of a pair of cryogenically cooled Si crystals, which provided an energy bandwidth of 0.45 eV. Higher harmonics were suppressed by three Si mirrors operating in total reflection mode. The spectra were recorded in a total fluorescence yield (TFY) mode using a photodiode. The total flux on the sample was $10^{13}$ photons per second with a beam footprint of $200 \times 600 \mu m^2$ (vertical × horizontal).

**Computational procedures**

The GPW method implemented in the CP2k program (version 2.6) was used for all the computations presented. Spin-polarized computations were performed in all cases. The dispersion-corrected PBE functional was used for modeling the Pd$_2$ adsorption on pristine and defective graphene. The cutoff of the finest grid level (5 integration grids were used in all cases) and REL_CUTOFF values of 1000 Ry and 60 Ry, correspondingly, were chosen. In the case of the Pd atoms, the norm-conserving pseudopotentials of Hutter and co-workers, including semi-core states were chosen (GTH-PBE-q18) and the non-linear core corrected pseudopotentials were used for the other atoms. A DZVP-MOLOPT-SR-GTH basis set was used in all computations performed.

The electrostatic interactions with periodic images were suppressed in the case of the Pd atom, Pd$_2$, Pd$_3$, and Pd$_4$, in all directions (ref. 54), and in the direction perpendicular to the graphene plane in the case of the graphene and Pd–graphene systems.

Fermi-Dirac smearing with an electronic temperature of 300 K was used in all calculations except with the isolated Pd$_2$ clusters and the Pd atom, and 300 molecular orbitals were added to allow partial occupancies in all calculations, except the Pd$_2$ and Pd atom cases. The number of unpaired electrons was not fixed for the 2D-periodic systems and was fixed to be an integer number for Pd$_n$ ($n = 1, 2, 79, 81$) systems. The Pd atom and Pd$_2$ cluster were treated as having singlet and triplet spin states correspondingly. A standard diagonalization algorithm with a Broyden mixing scheme was used to solve the Kohn–Sham equations during the geometry optimization runs, and a KS-SCF convergence criterion of $1.0 \times 10^{-6}$ Ha was chosen.

The geometry optimizations were performed with the BFGS algorithm, and the convergence criteria were equal to $\sim 1.1 \times 10^{-3}$ Å, $\sim 0.5 \times 10^{-3}$ Å, $\sim 5.7 \times 10^{-4}$ Ha Å$^{-1}$ and $\sim 3.8 \times 10^{-4}$ Ha Å$^{-1}$ for the maximal step size, the RMS step size, the maximum force component and the RMS force respectively. The cell parameters were kept fixed during the geometry optimizations.
Model systems were constructed according to the following procedure. Firstly, rectangular two-layer graphene cells were generated with the C-C bond length equal to 1.42 Å. Some carbon atoms were cut off and then some atoms were displaced or functionalized to construct models of defective graphene or GNRs qualitatively close to the corresponding ground state geometries. Models of the Pd$_n$ species ($n = 1, 2, 79, 81$) were placed in the center of a 24.0 $\times$ 24.0 $\times$ 24.0 Å cubic box, and the Pd$_n$ ($n = 2, 79, 81$) were subjected to geometry optimization. The optimized Pd$_n$ molecules were placed near the optimized graphene systems or optimized Pd$_{39}$ nanoparticles in several spatial configurations, and the optimized non-equivalent output structures were included in the present article. Vacuum layers of thickness >1 nm were added to graphene and Pd-graphene systems from both sides of the graphene.

The computational resources were generously provided by the Research Computing Center of Lomonosov Moscow State University (top 22 worldwide in 2014, http://www.top500.org/list/2014/11/). Preliminary calculations (computational protocol optimization, search for different adsorption configurations and lowest energy spin states) took three weeks of computations on Lomonosov supercomputer nodes, each node consists of two Intel® Xeon® X5570 or Intel® Xeon® X5670 CPUs. All calculations (preliminary and production) took more than 300k CPU hours on the nodes of the Lomonosov supercomputer.
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