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Preface

General Relativity is, in its own right, a very elegant and mathematically well established Theory of Gravity. Even though it has passed many tests, it has some serious drawbacks and therefore cannot be regarded as the fundamental Theory to describe Gravitation. As it is well known the basic drawbacks of GR are, the inability to explain the late time Cosmological acceleration, the dark matter problem, the early Universe description and the fact that it is not renormalizable. Along with the aforementioned problems, there is also the need for the Grand Unification, that certainly demands that GR should be modified, at least in the microscopic world. Therefore, the past few years, there was a tremendous interest in Modified Gravity. In general, there are many ways to modify General Relativity. To name a few, one can consider extra fields (scalar, vector,... etc), extend the spacetime dimensions ($n > 4$), generalize the geometry to include torsion and so on (see for instance [1] for a more extensive discussion). Among the many approaches to modify gravity, in this Thesis we will consider modifications that arise due to the generalization of the spacetime geometry. In particular, we will study what is broadly known as Metric-Affine Theories of Gravity (MAG).

The main feature of MAGs is that the underlying geometry is no longer Riemannian and possesses both torsion and non-metricity. In this generalized non-Riemannian geometry vectors rotate (torsion) and undergo a length change (non-metricity) when transported on the manifold (see detailed discussion in 1st Chapter). The geometry on the manifold can be fully described once a metric $g_{\mu\nu}$ and an independent affine connection $\Gamma^\lambda_{\mu\nu}$ are given. In this framework $\{\mathcal{M}, g, \Gamma\}$, the metric and the connection are not a priori related and a relation among them may be found only after solving the field equations. This general procedure for solving for the affine connection for generic actions is also presented in this Thesis. The main advantage of MAG that distinguishes it from the rest of Modified Gravity Theories is that the modifications in this case are naturally produced by the generalization
of the geometry and have a well established geometrical meaning. The new degrees of freedom that come from torsion and non-metricity are beautifully encoded in the affine connection. In addition, in the general Metric-Affine formalism, the connection couples with the matter fields and the inclusion of particle’s spin is easily formulated into the Theory. This is what happens for instance in the so-called Einstein-Cartan Theory where the space apart from curvature, also possesses torsion (but zero non-metricity). There also exists the Weyl space which is torsionless but with curvature and a specific part of non-metricity. Therefore we see that many theories can be obtained as special cases of the general MAG. Another great advantage of Metric-Affine Gravity is that, when written in the language of differential forms, it can be seen as a gauge theory of gravity. Furthermore, Metric-Affine Gravity is an excellent tool that allows microscopic properties of matter to act as sources for the gravitational field since it takes into account the intrinsic characteristics of particles such as spin, dilation current, hypercharge etc. (as mentioned above). For more information on the advantages and motivation for MAG see [2].

Even though the extensive study of MAG has started a few decades ago there are many things that need to be addressed. To name a few, what is the role of projective invariance and its relevance to physics (if there is any) and how can we break it?. In addition, since both torsion and non-metricity can be determined once a connection is given, how can one solve for the affine connection for general theories? Can we classify Theories with dynamical/non-dynamical connections? Under which circumstances a connection becomes dynamical? How does the presence of torsion and non-metricity affects the Raychaudhuri equation and which are the most general modified Friedmann equations with torsion and non-metricity? Can we formulate actions that are conformally and/or projective invariant? The above questions are some of the many that are addressed in this thesis. To be more specific let us sketch the most important novel features about MAG that are presented in this thesis

- A very detailed and extensive introduction into the generalized geometry is presented. The geometrical role of torsion and non-metricity is discussed in depth and many illustrative examples (most of which were absent from the literature) are given.

- A new way to break the projective invariance in Metric-Affine $f(R)$ theories of gravity is proposed, that treats the torsion and non-metricity vectors on equal footing.
• The general proof on how to solve for the affine connection in MAG is presented (for the first time in the literature) and the results are collected in 3 subsequent Theorems.

• The classification of a broad class of Theories that yield Einstein’s Gravity in vacuum is presented and proved.

• A method to excite torsion by coupling surface terms with scalar is extended to include also non-metricity.

• The Kinematics of torsion and non-metricity in FRW Universes is presented. The most general expression for non-metricity in such spaces is derived along with the modified Friedmann equations with non-metricity.

• The peculiar Metric-Affine $f(R) \propto R^2$ is extensively studied and the duality between torsion and non-metricity is derived for such Theories. The key point that allows to map vectorial torsion to Weyl non-metricity is found and a proof of the map is given. The cosmological solutions are also found for this peculiar case.

• The most general form of the Raychaudhuri equation is derived (for the first time in the literature) for spaces of arbitrary dimension that have both torsion and non-metricity. The result is applied to Cosmology and Cosmological solution in the presence of torsion and non-metricity are found respectively. For completeness we also derive the vorticity evolution equation.

• Scale Transformations in Metric-Affine Geometry are considered and scale invariant Theories are constructed with respect to the three possible scale transformations in the Metric-Affine Geometry. The identities that come along with the Invariances are obtained and the parameter space, of Theories that respect each transformation, is found.

Of course, the above list is but a very small contribution to the fruitful field called Metric-Affine Gravity and many other questions need to be answered. We will touch upon future projects and possible extensions of this study in the last chapter.

\footnote{For torsion the results were, for long time, known in the literature.}
0.1 Publications/Collaborations

The content of this PhD Thesis is mainly based (but not restricted to) on the following publications (newest first)

1. "Exactly Solvable Connections in Metric-Affine Gravity" [3]

2. "Scale Transformations in Metric-Affine Geometry" [4]

3. "Torsion/non-metricity Duality in f (R) Gravity" [5]

4. "Friedmann-like Universes with Torsion" [6]

5. "Raychaudhuri Equation in Spacetimes with Torsion and Non-metricity" [7]

6. "Self tuning scalar tensor black holes" [1]

where (most of) the publications were done in a collaboration with the respective Professors and Colleagues (see References and also Acknowledgments for more details).
0.2 Conventions/Notations

| Conventions/Notations | \( \delta^\nu_\mu \) | Kronecker's delta |
|-----------------------|---------------------|------------------|
|                       | \( \varepsilon_{\mu\nu\rho\sigma} \) | Totally antisymmetric Levi-Civita symbol |
|                       | \( \varepsilon_{\mu\nu\rho\sigma} = \sqrt{-g} \varepsilon_{\mu\nu\rho\sigma} \) | Levi-Civita tensor |
|                       | \( \delta^{\mu_1\mu_2...\mu_k}_{\nu_1\nu_2...\nu_k} \) | Generalized Kronecker delta |
|                       | \( g_{\mu\nu} = g_{\mu\nu}(x^\alpha) \) | Metric tensor of general spacetimes |
|                       | \( g = \det(g_{\mu\nu}) \) | Determinant of the metric tensor |
|                       | \( Tr(A_{\mu\nu}) = g^{\mu\nu} A_{\mu\nu} \) | Generalization of the trace of a matrix \( A_{\mu\nu} \) in curved spacetimes |
|                       | \( \eta_{\mu\nu} = \text{diag}(-1,1,1,1) \) | Minkowski metric tensor |
|                       | \( \Gamma^\alpha_{\mu\nu} \) | Linear Affine Connection |
|                       | \( \Gamma^\alpha_{\mu\nu} \) | Levi-Civita connection (or Christoffel symbols) |
|                       | \( \nabla_\mu \) | Covariant derivative with respect to the Affine Connection |
|                       | \( R^\nu_{\mu\nu\sigma} \) | Riemann (or curvature) tensor |
|                       | \( S^\lambda_{\mu\nu} \equiv \Gamma^\lambda_{[\mu\nu]} \) | Torsion tensor |
|                       | \( Q_{\alpha\mu\nu} \equiv -\nabla_\alpha g_{\mu\nu} \) | Non-metricity tensor |
|                       | \( \Psi \) | Collectively denotes matter fields |
|                       | \( \mathcal{L} \) | Lagrangian density |
|                       | \( T_{\mu\nu} \equiv -\frac{2}{\sqrt{-g}} \frac{\delta S_M[g,\Gamma,\Psi]}{\delta g^{\mu\nu}} \) | Energy-momentum (or stress-energy) tensor |
|                       | \( \Delta^\mu\nu_\lambda \equiv -\frac{2}{\sqrt{-g}} \frac{\delta S_M[g,\Gamma,\Psi]}{\delta \Gamma^\lambda_{\mu\nu}} \) | Hyper-momentum Tensor |
|                       | \( a(t) \) | Scale factor |
|                       | \( H(t) \equiv \frac{\dot{a}}{a} \) | Hubble parameter |
|                       | \( p(t) \) | Pressure of a perfect fluid |
|                       | \( \rho(t) \) | Density of a perfect fluid |
|                       | \( \psi, \phi \) | Scalar fields |
|                       | \( \kappa = 8\pi G \) | Gravitational constant |
|                       | \( G \) | Newton's Gravitational constant |
|                       | \( m_{\text{pl}}^2 = \kappa^{-1} \) | Squared Plank mass |

A list of some of the conventions/notations that are used throughout the thesis is given above. We try to be as standard and self-consistent as possible with the conventions and
there is an indication whenever a different notation is used.

We furthermore adopt natural units, that is, \(c = 1 = \hbar\). Notice also, that we have chosen the convention \(\eta_{\mu\nu} = \text{diag}(-1, 1, 1, 1)\) for the Minkowski metric tensor as this is the most common choice made in GR textbooks. As a result, for the Robertson-Walker metric we have

\[
ds^2 = -N^2(t)dt^2 + a^2(t) \left( \frac{dr^2}{1-Kr^2} + r^2(d\theta^2 + \sin^2\theta d\phi^2) \right) \tag{1}
\]

We denote the symmetric and antisymmetric parts of a tensor with round and square brackets respectively. For instance, given a rank-2 tensor \(T_{\mu\nu}\), its symmetric part is expressed as

\[
T_{(\mu\nu)} = \frac{1}{2}(T_{\mu\nu} + T_{\nu\mu}) \tag{2}
\]

while the antisymmetric reads

\[
T_{[\mu\nu]} = \frac{1}{2}(T_{\mu\nu} - T_{\nu\mu}) \tag{3}
\]

As a final remark, we use the standard notation for the indices. Namely, the Greek indices \(\mu, \nu, \rho, \ldots\) etc. run from 0 to 3 (or from 0 to \(n-1\) for general dimensions) while Latin indices run over the spatial part of spacetime, that is \(i, j, k, \ldots = 1, 2, 3\). Tangent space indices will be denoted by the first letters of the Latin alphabet, namely \(a, b, c, \ldots\) and will run from 0 to (n-1).

\[\text{One usually adopts the gauge } N(t) = 1.\]
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Introduction

Geometrical modifications of Gravity by generalizing the affine connection have a long history and date back to the works of Weyl [8] and Cartan [9]. In Weyl’s theory the connection was symmetric but not metric compatible while Cartan’s was a metric one but with an antisymmetric part (torsion). A general space that has an affine connection that is neither metric compatible nor symmetric constitutes what is broadly known as non-Riemannian Geometry. The underlying Gravity theory in such a geometry is called Metric-Affine Gravity [2]. In the Metric-Affine formulation, the metric tensor $g_{\mu\nu}$ and the affine connection $\Gamma^\lambda_{\mu\nu}$ are treated as independent variables and a relation among them may be found only after using the field equations. In the general formulation, both the gravity and matter sectors can depend on the affine connection. The additional contributions in the Metric-Affine theories come from torsion and non-metricity. Torsion is the antisymmetric part of the connection and the non-metricity measures the failure of the connection to be metric compatible (see definitions in next chapter). Both of these features can be computed once an affine connection $\Gamma^\lambda_{\mu\nu}$ is given.

Metric-Affine Theories of Gravitation are particularly interesting for studying modifications of Gravity (beyond General Relativity) because the modifications, in this case, are introduced naturally by extending the geometry to be non-Riemannian. In view of this, along with the need to modify General Relativity, the latter have attracted some attention during the past few years [10, 11, 12, 13, 14, 15], especially when it comes to Palatini $f(R)$ Gravity [11, 12]. The Palatini approach is based on the assumption that the matter part of the action does not depend on the connection. With such a simplifying assumption, it can be shown (see for instance [16]) that the connection in Palatini $f(R)$ lacks dynamics and can be expressed in terms of the metric, its derivatives and the matter fields. The situation

\footnote{To be more specific, this is true only for torsion. In order to compute the non-metricity tensor one also needs to have a metric (along with the affine connection).}
changes radically when one allows matter to couple to the connection. In this case (Metric-Affine \( f(R) \)) the connection becomes dynamical in general [10]. Staying in the realm of Palatini Gravity it was shown in [17] (and also in [14]) that for Ricci squared families of the type \( f(R, R_{(\mu\nu)}R^{\mu\nu}) \) the affine connection can still be algebraically eliminated and carries no dynamics. The way to solve for the affine connection was also presented there [17, 14]. This is not the case however when one generalizes to families of the type \( f(R, R_{\mu\nu}R^{\mu\nu}) \) and in this case the connection becomes dynamical, as shown in [13], even for the simplifying case of vanishing torsion. From an effective field theory perspective, theories containing second order invariants of torsion and non-metricity were studied in [19] and [10] where it was found that to this order the connection lacks dynamics, but of course will become dynamical once higher order terms are added.

Therefore, from the above discussion we see that it is important to have a tool for obtaining the form of the affine connection for a given theory and see whether the latter becomes dynamical or not. This is one of the subjects that we investigate throughout this thesis. To be more specific, we present a systematic way to do so for specific Metric-Affine theories, for the first time in the literature. With this at hand, one can study in depth, Metric-Affine Theories. We will be using the above result throughout the thesis in order to study the various MAG theories. In addition, there are many questions that arise when one is working in a generalized geometry such as, what is the form of the Raychaudhuri equation in non-Riemannian spaces, how do torsion and non-metricity look like in a highly symmetric spacetime such as an FLRW Universe, etc. The aforementioned questions along with many others are answered in the various chapters of the thesis. To be more specific, the thesis is organized as follows.

In the first Chapter we define the various geometrical quantities that characterize a non-Riemannian geometry. We also present many examples in order to illustrate the geometric meaning of torsion and non-metricity since we believe that such examples are absent from the literature and will help one gain a deeper understanding of the generalized geometry. In addition, we carefully compute all the tricky parts that arise in computations due to the presence of torsion and non-metricity such as non-trivial surfaces terms, generalized Bianchi identities etc. Finally we introduce and develop all the necessary machinery needed.

---

The renormalizability of theories containing quadratic torsion and non-metricity scalars was studied in [18].
to study MAG model building.

In the second Chapter we explore the MAG model building. We start by the Einstein Hilbert action, solve the equations of motion and discuss the projective freedom. We then proceed with $f(R)$ theories and we also touch upon projective invariance breaking in Metric-Affine $f(R)$ theories. In particular, we review the two methods that have been suggested in the literature ([20] [12]) in order to break this invariance and also present another possibility. Our approach on breaking the projective invariance treats the torsion and non-metricity vectors on equal footing and can therefore be considered as the more appropriate one. We then continue by deriving the field equation of more general Metric-Affine theories.

In Chapter 3 we use a well known procedure to excite torsional degrees of freedom by coupling surface terms to scalars. We extend this procedure in order to excite non-metric degrees of freedom. We then apply these methods to excite torsion and non-metric degrees of freedom simultaneously.

Then, in Chapter 4 which seems to be the most important Chapter of the thesis, at least with regards to its use in applications, we present a step by step way to solve for the affine connection in non-Riemannian geometries, for the first time in the literature. We start with certain assumptions which we relax later on. We collect our results and present them as 3 subsequent Theorems. We then consider three simple examples and apply our results in order to illustrate the procedure and discuss the cases of dynamical/non-dynamical connections.

A peculiar $f(R)$ case is studied in Chapter 5. This is the conformally (as well as projective invariant) invariant theory $f(R) = \alpha R^2$ which contains an undetermined scalar degree of freedom. For this case we study separately cosmological solutions\(^{5}\) for the pure non-metricity case and observe that the solution is identical to the pure torsion case presented in [21]. We can map one theory to another by making a simple exchange between the torsion and non-metricity vectors. We then go on and study the same model but now allowing both torsion and non-metricity to be present. We then discuss the torsion-nonmetricity duality for this simple case and show how one can treat vectorial torsion for Weyl non-metricity in projective invariant theories.

We then turn our attention to Cosmology with torsion and non-metricity (Chapter 6).

\(^{5}\)Of course this model cannot be regarded as a viable cosmological model since there is an undetermined scalar degree of freedom.
After studying to some degree the kinematics with torsion and non-metricity we derive the allowed forms of torsion and non-metricity that can live in such spacetimes. In addition we obtain the form of fixed length non-metricity that is allowed in FLRW spacetimes. We also find cosmological solutions with torsion and also derive the modified Friedmann equations in the presence of non-metricity.

In Chapter 7, we formulate the necessary setup for the 1 + 3 splitting of the generalized spacetime. Having clarified the subtle points (that generally stem from non-metricity) in the aforementioned formulation we carefully derive the generalized Raychaudhuri equation in the presence of both torsion and non-metricity (along with curvature). This, as it stands, is the most general form of the Raychaudhuri equation that exists in the literature. It is the Raychaudhuri equation in generic non-Riemannian spaces. We then specialize to the pure torsion and pure non-metricity cases and discuss similarities and differences. In addition, considering first vectorial torsion (and vanishing non-metricity) and then Weyl non-metricity (and vanishing torsion) we find find cosmological solutions for each case. As it turns out the two cosmological solutions are identical by again exchanging (with the appropriate factors) the torsion and Weyl vectors. This, as we have discussed in previous chapter, is a consequence of the simplified forms of torsion and non-metricity we have chosen and we will not expect it to hold true for more general geometries since non-metricity caries more degrees of torsion in general. Closing this Chapter we also find some solutions for fixed length vector non-metricity and also derive the evolution equation for vorticity, in non-Riemannian spaces, for completeness.

We close this Thesis by considering three possible scale transformations that one can consider in Metric-Affine Geometry. These are, conformal transformations of the metric (keeping the connection fixed), projective transformations of the connection (keeping the metric fixed) and frame rescalings which are composed by a combination of conformal transformation accompanied by a special projective transformation. After computing how the torsion and non-metricity tensors change under these transformations, we prove the identities that have to be obeyed by actions that are invariant with respect to these transformations. We then construct theories quadratic in torsion and non-metricity, derive the general field equations and impose conditions on the parameters. Continuing, we also consider parity violating terms and write down the most general quadratic action with torsion and non-metricity including all possible parity-even and parity-odd scalars. For
this case we also restrict the parameter space and find the conditions on the parameters in order for the given theory to be invariant under conformal, projective and frame rescaling transformations respectively.

Let us now review the vielbein and coordinate formalisms for Gravity, and discuss the variational approaches before starting with our introduction for the non-Riemannian geometry. We start by defining the notions of frame fields and spin connection and discuss the exterior forms approach to MAG.

### 0.3 Frames and Co-frames on a differential manifold $\mathcal{M}_n$

We shall start with a very brief discussion of Metric-Affine Gravity written in the language of exterior differential forms. This formalism, certainly has many advantages with regards to computations as well as the gauge nature of MAG. The independent fields used in the variational principle are now the co-frame $e^a$ and the linear (or oftentimes called spin) connection $\omega^a{}_b$ (see definitions in what follows). These variables $(e, \omega)$ are related to the basic fields of the coordinate formalism $(g, \Gamma)$. After giving the basic definitions of this approach we will almost exclusively work on the coordinate formalism having as our variables the metric tensor and the independent affine connection. Let us for te time being review the MAG setup using forms. Consider an $n - \text{dim}$ differentiable manifold $\mathcal{M}_n$. Then, at each point $P$ we can define the so-called tangent vector space (at $P$) $T_P(\mathcal{M}_n)$ which is of the same dimensionality $n$ with the manifold. Having defined the tangent space we can consequently introduce a local vector basis on it. We call this local vector basis -$e_a$ local frame$^6$ $a = 0, 1, ..., n-1$. Our conventions for the indices are the following. Latin ones $a, b, c, ...$ are frame indices (anholonomic)$^7$ while the Greek ones $\mu, \nu, \rho, ...$ are coordinate indices. Both of them run over the dimensionality of the manifold, that is from 0 to $n - 1$. Given a local

---

$^6$It is also very common to refer to it as vielbein (the German word for many-legs; as many as the dimensionality of the manifold). In 4-$\text{dim}$ it is called vierbein(four legs) or a tetrad which is the Greek word for a group of four.

$^7$Holonomic indices are those which can be expanded in a local coordinate basis $\partial_\mu$. On the contrary, anholonomic indices cannot be written as partials, that is we cannot write $\partial_a$. 
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coordinate basis \( \partial_\mu = \frac{\partial}{\partial x^\mu} \) we can expand the frame \( e_a \) as

\[
e_a = e^\mu_a \partial_\mu
\]  

(4)

Note that \( e_a \) can be regarded as an anholonomic basis so long as \( \det(e^\mu_a) \neq 0 \). Given a tangent space \( T_P(M_n) \) we can define its dual space \( T^*_P(M_n) \) which is referred to as the co-tangent space. On the co-tangent space \( T^*_P(M_n) \) we can define the co-frame \( \vartheta^a \) which is, by definition, given by

\[
e_a \mid \vartheta^b = \delta^b_a
\]  

(5)

where \( \mid \) denotes interior product. In addition, in the co-tangent space there exists an 1-form basis \( dx^\mu \) and the co-frame may be expanded as

\[
\vartheta^b = e^b = e^\mu_b dx^\mu
\]  

(6)

From the above definitions we also conclude that

\[
e^\mu_a e^b_\mu = \delta^b_a
\]  

(7)

that is \( e^b_\mu \) is the inverse of \( e^\mu_a \). Note that the requirement \( \det(e^\mu_a) \neq 0 \) also forces \( \det(e^b_\mu) \neq 0 \). Indeed, taking the determinant of the above equation it follows that

\[
\det(e^\mu_a) \det(e^b_\mu) = \det(\delta^b_a) = 1 \Rightarrow \det(e^b_\mu) = \frac{1}{\det(e^\mu_a)} \neq 0
\]  

(8)

given that \( \det(e^\mu_a) \neq 0 \). With the help of vierbeins one can write the metric tensor (in \( 4-dim \) for instance) as

\[
g_{\mu\nu} = e^a_\mu e^b_\nu \eta_{ab}
\]  

(9)

where \( \mu, \nu \) are coordinate indices while \( a, b \) are tangent space indices and \( \eta_{ab} = (-1, 1, 1, 1) \) is the tangent-space Minkowski metric. Then, one also has

\[
e \equiv \det(e^\mu_a) = \sqrt{-g}
\]  

(10)

as can be easily checked by taking the determinant of the equation above. In addition, the tetrad field may be used to relate the internal and external index tensors, according to

\[
A^\mu = e^\mu_a A^a, \quad A^b = e^b_\mu A^\mu
\]  

(11)

\[\text{8We use both symbols } \vartheta^b \text{ and } e^b \text{ for the co-frame since both of them appear in the literature depending on ones preference in notations.}\]
Notice now that given a metric tensor, the orthonormal frame is not unique. Indeed, we can always perform a general linear transformation parametrized by the matrices \( \Lambda^a_b \), on the frame

\[
e^a_\mu \rightarrow \tilde{e}^a_\mu = \Lambda^a_b e^b_\mu
\]

\[
e^\mu_a \rightarrow \tilde{e}^\mu_a = (\Lambda^{-1})^b_a e^\mu_b
\]

with \( \Lambda^a_c (\Lambda^{-1})^c_b = \delta^a_b \) and we then get the same metric

\[
g_{\mu\nu} = \tilde{e}^a_\mu \tilde{e}^b_\nu \eta_{ab} = e^a_\mu e^b_\nu \eta_{ab}
\]

where we have used the fact that \( \eta_{ab} \Lambda^a_c \Lambda^b_d = \eta_{cd} \). Let us now define the spin connection \( \omega^a_b \). Consider a vector valued form \( v^a \). The exterior covariant derivative is defined to be

\[
Dv^a := dv^a + \omega^a_b \wedge v^b
\]

The above definition may of course be defined for tensor valued forms. With this definition at hand one defines the torsion 2-form

\[
\mathcal{T}^a := De^a = de^a + \omega^a_b \wedge e^b
\]

from which we see that torsion is the field strength of local translations. Continuing we may define the curvature 2-form

\[
\mathcal{R}^a_b := d\omega^a_b + \omega^a_c \wedge \omega^c_b
\]

and the non-metricity 1-form

\[
Q_{ab} := -D\eta_{ab} = 2\omega_{(ab)}
\]

The first two of the above are sometimes called Cartan’s first and second structural equations. With these definitions the Bianchi identities may be easily derived

\[
DT^a = \mathcal{R}^a_b \wedge e^b
\]

\[
D\mathcal{R}^a_b = 0
\]

\[
DQ_{ab} = 2\mathcal{R}_{(ab)}
\]

Now note that any \( p \)-form in an \( n \)-dim space (with \( p \leq n \)) can be expanded in a coordinate basis according to

\[
\alpha = \frac{1}{p!} \alpha_{\mu_1 \ldots \mu_p} dx^{\mu_1} \wedge \ldots \wedge dx^{\mu_p}
\]
The same of course holds true for vector valued forms too. For instance, for torsion we have

\[ T^a = \frac{1}{2} T^{a}{}_{\mu\nu} dx^\mu \wedge dx^\nu \] (23)

Then multiplying by the vielbeins \( e^a_\mu \) we can switch from Lorentz indices to coordinate (or world) indices. So for the above example with torsion, we have

\[ T^\lambda{}_{\mu\nu} = e^{\lambda}_a T_a{}_{\mu\nu} \] (24)

The above tensor, as we will show later, is equal (up to numerical factors) to the torsion defined in the coordinate formalism as the anti-symmetric part of the affine connection \( \Gamma^\lambda{}_{\mu\nu} \). The link between frame and coordinate formalism is provided by the so-called ”tetrad postulate”\(^{10}\) which we will discuss briefly later on.

We will return to the orthonormal frames at some point and also define the spin connection (or tangent space connection) but for the most part of this thesis we will almost exclusively work on the coordinate formalism. For more on frames and the vielbein formalism the reader is referred to ([2, 22]).

### 0.4 Einstein-Hilbert action in metric and vielbein formulations

As it is known, Einstein’s field equations can be derived by the variation of the so-called Einstein-Hilbert action

\[ S_{EH} = \int d^n x \sqrt{|g|} R \] (25)

with respect to the metric tensor and subsequent application of the Principle of Least Action \( \delta g S = 0 \). In the above \( R = g^{\mu\nu} R_{\mu\nu} \) is the Ricci scalar, \( g \) is the determinant of the metric tensor and \( \sqrt{|g|} d^n x \) the \( n - \text{dim} \) invariant volume element. Action (25) as it stands, yields Einstein’s equations in vacuum and if one wants to derive the full field equations, one has to add a matter action to it. Then, upon applying the Principle of least action to

\[ S[g_{\mu\nu}] = S_{EH}[g_{\mu\nu}] + S_M[g_{\mu\nu}] = \int d^n x \sqrt{|g|} R + S_M[g_{\mu\nu}] \] (26)

Note that our definition when we expand forms in a coordinate basis is the following. The coordinate indices come first (on the very left) and then the Lorentz ones follow (right).

\(^{10}\)It is common in the literature to call it postulate, however this linking equation for the two formalism need not be postulated.
and making the identification
\[ T_{\mu\nu} := -\frac{2}{\sqrt{|g|}} \frac{\delta S}{\delta g^{\mu\nu}} \] (27)
qs the energy-momentum tensor of matter, one arrives at the full Einstein equations in the presence of matter. We should point out something that was extremely crucial in our discussion so-far. That the actions considered above depend only on the metric tensor and not on the connection. To arrive at such a result two assumption have to be made, firstly that the connection is metric compatible and secondly that is torsionless. These two assumptions together force the connection to be uniquely given by the expression
\[ \Gamma^\alpha_{\mu\nu} = \frac{1}{2} g^{\alpha\beta} \left( \partial_\mu g_{\beta\nu} + \partial_\nu g_{\beta\mu} - \partial_\beta g_{\mu\nu} \right) \] (28)
which is called the Levi-Civita connection. The crucial point is that in such a formalism the connection carries no dynamics as it is uniquely specified in terms of the metric and its first derivatives as seen above. This formalism (where both \( \nabla_\gamma g_{\mu\nu} = 0 \) and \( \Gamma^\lambda_{[\mu\nu]} = 0 \)) is called the Metric formalism of Gravity. These two constraints form essentially what we call a Riemannian Geometry\(^{11}\). There also exist the so-called Palatini and Metric Gravity. We define what exactly do we mean by that in the next subsection. We now go on by writing the Einstein-Hilbert action in the language of differential forms. This is exactly the same as the one we have given above, just written in a different language. However, one should be able (given the appropriate tools) to jump from one formalism to another. This is what we do here. Firstly, we give the Einstein-Hilbert action in the language of differential forms and then translate it to the one in the metric formalism.

### 0.5 Gravity in the Language of differential forms

An equivalent formulation of gravity an be achieved my writing the action in terms of exterior differential forms and consider as basic independent fields the co-frame \( e^a \) and the so-called linear connection (or spin connection) \( \omega^a_{\ b} \) instead of \( g_{\mu\nu} \) and \( \Gamma^\lambda_{\ [\mu\nu]} \). For instance, the Einstein-Hilbert action, in this formalism, is given by
\[
S_{EH}[e, \omega] = \frac{1}{4\kappa} \int_M \epsilon_{abcd} e^a \wedge e^b \wedge R^{cd} \] (29)
\(^{11}\)When the assumptions of vanishing non-metricity and torsion are abandoned one is dealing with a non-Riemannian Geometry. This is exactly what we have in a Metric-Affine Gravity framework as we will see below.
where $R^{ab}$ is the curvature $2 - form$ constructed out of the spin connection $1 - form$ as

$$R^a_{\ b} = d\omega^a_{\ b} + \omega^a_{\ c} \wedge \omega^c_{\ b} \tag{30}$$

Variation of the above action with respect to the two independent fields $e, \omega$ gives Einstein equations in vacuum but with an undetermined vectorial projective mode. We will discuss thoroughly about this projective freedom later on, but we should point out that this mode exists because the above action is invariant under projective transformations of the linear connection

$$\omega^a_{\ b} \to \omega^a_{\ b} + \delta^a_b \xi \tag{31}$$

where $\xi$ is an arbitrary one-form. The same holds true when one is working in the coordinate formalism (with the fields $g, \Gamma$) where the Ricci scalar is also invariant under projective transformations of the affine connection $\Gamma^\lambda_{\ \mu\nu}$ (see discussion in Chapter-2). As a last note we remark that the above action can be shown to be equivalent to the one in the coordinate formalism. More specifically, it holds that

$$\epsilon_{abcd} e^a \wedge e^b \wedge R^{cd} = 2R\sqrt{-g}d^4x \tag{32}$$

as can be easily seen by expanding $R^{ab} = \frac{1}{2} R^{ab}_{\ \mu\nu} dx^\mu \wedge dx^\nu$, $e^a = e^a_\mu dx^\mu$ and using the fact that $dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3 = d^4x$. We will come back to the frame formalism at some point but from the most part we will be working in the coordinate formalism. Let us now discuss the three most common (among the many) variational approaches to gravity.

0.5.1 Most common Variational Approaches for Gravity

There are 3 basic variational approaches to Gravity\textsuperscript{12} These are the Metric, the Palatini and the Metric – Affine Gravities. Each one of them predicts different dynamics, in general, but in some particular cases they coincide, as we discuss in what follows. Before introducing any of them, we should point out that throughout the thesis we are going to be focusing mostly on the Metric – Affine approach which is the most general among them. Let us now explore the aforementioned approaches.

\textsuperscript{12}In fact there is also the purely affine theory of Gravity where the basic field is only the affine connection but we will not discuss it here. For a review see for instance [23] and references therein.
Metric – Theories of Gravity

In Metric – Theories of Gravity one makes two assumptions. Firstly, that the connection is metric compatible, that is
\[ \nabla_\alpha g_{\mu\nu} = 0 \quad (33) \]
along with the assumption of a torsion-free connection
\[ \Gamma^\alpha_{\mu\nu} = S^\alpha_{\mu\nu} = 0 \Rightarrow \Gamma^\alpha_{\mu\nu} = \Gamma^\alpha_{\nu\mu} \quad (34) \]

The above two conditions completely fix the connection to be the Levi–Civita connection
\[ \Gamma^\alpha_{\mu\nu} = \frac{1}{2} g^{\alpha\beta} (\partial_\mu g_{\beta\nu} + \partial_\nu g_{\beta\mu} - \partial_\beta g_{\mu\nu}) \quad (35) \]

Then, the only independent quantity on the manifold is the metric tensor. This defines a Riemannian geometry (pseudo-Riemannian in our case) and the space is fully described by the metric tensor. We should point out that this need not be the case in general. Indeed, the metric tensor and the connection define, in general, different notions on the manifold. For the former defines distances and angles between vectors, while the latter defines parallel transfer of vector and tensor fields on the manifold. Thus, in the case of Metric Gravity there is not much of a choice, if one were to write a Gravity action this can only depend on the metric tensor. The mathematical expression of such an action is
\[ S = S_G[g_{\mu\nu}] + S_M[g_{\mu\nu}, \Psi] \quad (36) \]

with both gravity and matter actions metric-dependent only. Here \( S_G \) and \( S_M \) stand for the Gravity and matter parts of the action respectively. Relaxing the assumptions of vanishing non-metricity and torsion we have the Palatini and Metric-Affine approaches which we give below.

**Palatini Gravity**

In Palatini Gravity no a-priori assumptions about the compatibility of the metric or the torsionlessness of the connection are made. Thus, metric and connection are independent fields, both fundamental each with their own geometrical significance. However, one assumption is made; that the matter part of the action does not depend on the connection\(^{13}\).

\(^{13}\)The covariant conservation of the energy-momentum tensor in Palatini Gravity was shown in [24].
A general action in the Palatini formulation reads

\[ S = S_G[g_{\mu\nu}, \Gamma^\kappa_{\alpha\beta}] + S_M[g_{\mu\nu}, \Psi] \] (37)

Then, in order to derive the field equations one has to independently vary with respect to the metric tensor-\( \delta g \) as well as with respect to the connection-\( \delta \Gamma \). Note that the connection here is not symmetric in general and also the metric compatibility condition does not hold true. As a result the connection-\( \Gamma^\kappa_{\alpha\beta} \) is not (in general) the Levi-Civita connection. It is said in the literature that if one chooses the Einstein-Hilbert Lagrangian density, that is \( \mathcal{L}_G = R \), then the Palatini procedure coincides with Einstein’s theory formulated in Metric-approach. However, this is not true. To achieve so, an additional assumption for the vanishing of either the torsion vector or the Weyl vector must also be made. As we will see in what follows, for non vanishing torsion and Weyl vectors, the theory obtained is Einstein’s Gravity with an additional vector degree of freedom which is left unspecified. We will also show how this vectorial degree of freedom can be canceled through a projective transformation of the connection.

**Metric–Affine Gravity**

A generalization of the Palatini-Gravity is the so-called Metric–Affine Gravity in which the matter action does depend on the independent connection as well. The general action is then written as

\[ S = S_G[g_{\mu\nu}, \Gamma^\kappa_{\alpha\beta}] + S_M[g_{\mu\nu}, \Gamma^\kappa_{\alpha\beta}, \Psi] \] (38)

Exactly this dependence of the matter action on the connection, defines a new tensor

\[ \Delta^{\mu\nu}_{\alpha} \equiv -\frac{2}{\sqrt{-g}} \frac{\delta S_M[g_{\mu\nu}, \Gamma^\alpha_{\mu\nu}]}{\delta \Gamma^\mu_{\alpha\nu}} \] (39)

which is called the *Hypermomentum–tensor* [25]. Note that the above quantity is indeed a tensor. This is so because even though \( \Gamma^\mu_{\alpha\beta} \) is not a tensor, the variation \( \delta \Gamma^\mu_{\alpha\beta} \) being a difference of connections, is a tensor. It is worth noting that there seems to exist a relation between the spin of a particle (intrinsic property) and the non-vanishing of the Hypermomentum-tensor which results in different gravitational effects. In particular it can be shown that the antisymmetric part of the Hypermomentum tensor identically vanishes for spinless particles but has a non-zero value for particles that do have spin[26]. Under certain assumptions, Metric-Affine Gravity can reproduce Einstein’s theory and therefore
be compatible with observational analysis. We should also point out that among these three approaches, *Metric–Affine Gravity* is the least studied, mostly because of its complexity. The dynamics of the latter has been studied to some extent in works like [2, 20, 27, 10], and some solutions have found in [28, 29, 30, 31, 32] however its effects are not completely understood\textsuperscript{14}. It is our purpose to analyze it here as thoroughly as possible and study its consequences both as a pure Gravitational theory as well as with regard to its cosmological consequences.

\textsuperscript{14}For some recent inflationary scenarios in Metric-Affine Gravity see [33].
Chapter 1

Introduction to Non-Riemannian Geometry

In this chapter we review, define and develop the necessary notions that constitute the generalized geometry. We pay special attention to the geometrical meaning of torsion and non-metricity by giving many illustrative examples. We also deal with subtle points that arise in computations and develop the necessary machinery needed in order to study MAG theories.

1.1 Introduction to Non-Riemannian geometry

Let us introduce here the basic mathematical quantities that constitute a generalized non-Riemannian geometry. The most general Gravity Theory that is based on a non-Riemannian geometry is the so called Metric-Affine Gravity[2]. First of all note that the term non-Riemannian refers to a generalized geometry where apart from the curvature the space is also endowed with torsion (i.e. vectors rotate upon parallel transport and as a result infinitesimal parallelograms do not exist) and non-metricity (dot products and lengths of vectors are not preserved while moving on the manifold). It is important to stress out that curvature, torsion and non-metricity are different geometrical entities and one can have the one without necessarily the others. For example, we may have a space that is metric and flat but has a non-vanishing torsion. This is the case in what is known as the teleparallel formulation of Gravity. In this formulation curvature and non-metricity are zero and gravity is due to torsion (see [22, 34] for instance). There also exists the symmetric teleparallel
formulation \textsuperscript{35, 36} where one has zero curvature and torsion but a non-vanishing non-metricity. A space with zero torsion and non-metricity but non-vanishing curvature is our familiar Riemannian space of General Relativity. A space that has all three vanishing will be a Euclidean (or Minkowski) space.

Note that the three aforementioned geometrical quantities can all be calculated when the two fundamental objects of a manifold are given, a metric $g_{\mu \nu}$ and a connection $\Gamma^\lambda_{\mu \nu}$. The former defines distances and angles between vectors and the latter defines parallel transfer of vectors (or tensor fields in general) on the manifold. In a general non-Riemannian space, these two quantities (metric and connection) are independent\textsuperscript{1} and only become interrelated when further assumptions are made. For instance, when one assumes a torsion-free and metric-compatible connection, the resulting connection is uniquely defined in terms of the metric tensor and its derivatives and is the familiar Levi-Civita connection (see subsequent discussion). We now proceed by giving the basic definitions that built a non-Riemannian geometry.

\subsection*{1.1.1 Connection and Riemann tensor}

We will give now the general definitions of the connection and the Riemann tensor. We should point out that these definitions do not need the existence of a metric. Let us firstly introduce a general connection $\Gamma^\alpha_{\mu \nu}$ which is used in order to define parallel transport (through covariant differentiation) of tensorial fields. For a general tensorial field of rank $(n,m)$ one has

$$
\nabla_\mu T^{\alpha_1 \alpha_2 \ldots \alpha_n}_{\beta_1 \beta_2 \ldots \beta_m} = \partial_\mu T^{\alpha_1 \alpha_2 \ldots \alpha_n}_{\beta_1 \beta_2 \ldots \beta_m} + \Gamma^{\alpha_1}_{\rho \mu} T^{\rho \alpha_2 \ldots \alpha_n}_{\beta_1 \beta_2 \ldots \beta_m} + \ldots + \Gamma^{\alpha_2}_{\rho \mu} T^{\alpha_1 \rho \alpha_2 \ldots \alpha_{n-1} \rho}_{\beta_1 \beta_2 \ldots \beta_m} + \ldots + \Gamma_{\rho \mu} T^{\alpha_1 \alpha_2 \ldots \alpha_n}_{\rho \beta_2 \ldots \beta_m} - \Gamma^\rho_{\beta_1 \mu} T^{\alpha_1 \alpha_2 \ldots \alpha_n}_{\beta_1 \rho \beta_2 \ldots \beta_m} - \ldots - \Gamma^\rho_{\beta_{m,\mu}} T^{\alpha_1 \alpha_2 \ldots \alpha_n}_{\rho \beta_2 \ldots \beta_{m-1} \rho} \tag{1.1}
$$

Notice that according to our definition the index $\mu$ that appears in the covariant derivative is placed at the very right of the connection\textsuperscript{2} In particular, for a rank-2 tensorial field\textsuperscript{3}

\footnote{To quote Albert Einstein himself: "The essential achievement of GR, namely to overcome rigid space, is only indirectly connected with the introduction of a Riemannian metric. The directly relevant conceptual element is the displacement field $\Gamma^\lambda_{\mu \nu}$ which expresses the infinitesimal displacement of vectors".}

\footnote{Some authors define it the other way around. It is important to strictly stick to whichever definition one adopts, since this will have an impact on the definition of the Riemann tensor.}

\footnote{That is, all possible combinations of rank-2, namely (2,0), (1,1) and (0,2).}
the following hold true
\[ \nabla_\mu T^{\alpha\beta} = \partial_\mu T^{\alpha\beta} + \Gamma^\alpha_{\rho\mu} T^{\rho\beta} + \Gamma^\beta_{\rho\mu} T^{\alpha\rho} \quad (1.2) \]
\[ \nabla_\mu T^\alpha_\beta = \partial_\mu T^\alpha_\beta + \Gamma^\alpha_{\rho\mu} T^\rho_\beta - \Gamma^\beta_{\rho\mu} T^\alpha_\rho \quad (1.3) \]
\[ \nabla_\mu T_{\alpha\beta} = \partial_\mu T_{\alpha\beta} - \Gamma^\rho_{\alpha\mu} T^{\rho\beta} - \Gamma^\rho_{\beta\mu} T^{\alpha\rho} \quad (1.4) \]

Contracting in \( \alpha, \beta \) the second equation above (i.e. forming the scalar quantity \( T \equiv T^\alpha_\alpha \)) we immediately conclude that
\[ \nabla_\mu T = \partial_\mu T + \Gamma^\alpha_{\rho\mu} T^\rho_\alpha - \Gamma^\alpha_{\rho\mu} T^\rho_\alpha = \partial_\mu T \Rightarrow \]
\[ \nabla_\mu T = \partial_\mu T \quad (1.5) \]
confirming that on scalars covariant differentiation reduces to partial one. Now regarding scalar densities\(^4\), it holds that
\[ \nabla_\mu P = \partial_\mu P - \Gamma^\nu_{\lambda\mu} P \quad (1.7) \]

for a scalar density \( P \) of weight \( w \). Also, for a tensor density \( T^{\alpha_1...\alpha_n}_{\beta_1...\beta_m} \) of weight \( w \) one has
\[ \nabla_\mu T^{\alpha_1...\alpha_n}_{\beta_1...\beta_m} = \partial_\mu T^{\alpha_1...\alpha_n}_{\beta_1...\beta_m} + \Gamma^\alpha_{\lambda\mu} T^{\lambda...\alpha_n}_{\beta_1...\beta_m} + \ldots + \Gamma^{\alpha_n}_{\lambda\mu} T^{\alpha_1...\lambda}_{\beta_1...\beta_m} - \Gamma^\lambda_{\beta_1\mu} T^{\alpha_1...\alpha_n}_{\lambda...\beta_m} - \ldots - \Gamma^\lambda_{\beta_m\mu} T^{\alpha_1...\alpha_n}_{\beta_1...\lambda} - w\Gamma^\lambda_{\lambda\mu} T^{\alpha_1...\alpha_n}_{\beta_1...\beta_m} \quad (1.8) \]

Notice the appearance of the term \(-w\Gamma^\lambda_{\lambda\mu} T^{\alpha_1...\alpha_n}_{\beta_1...\beta_m}\) with regards to the definition of the covariant derivative of a tensor field \((n, m)\).

Let us proceed now by giving the Riemann tensor. Forming the commutator of two covariant derivatives and acting it on a vector \( u^\mu \) we arrive at
\[ [\nabla_\alpha, \nabla_\beta] u^\mu = 2 \nabla_\nu [\nabla_\beta] u^\mu = R^\mu_{\nu\alpha\beta} u^\nu + 2 S^\nu_{\alpha\beta} \nabla^\nu u^\mu \quad (1.9) \]
where
\[ R^\mu_{\nu\alpha\beta} := 2 \partial_\alpha \Gamma^\mu_{[\nu|\beta]} + 2 \Gamma^\mu_{\rho[\alpha} \Gamma^\rho_{|\nu]\beta} \quad (1.10) \]

\(^4\)Recall that a scalar density-\( P \) of weight \( w \) transforms as \( P \rightarrow P' = J^\nu P \) under a general coordinate transformation \( x \rightarrow x' = f(x) \). Notice that the Jacobian of the transformation reads \( J = \left| \frac{\partial x}{\partial x'} \right| \) according to our definition. As a result the determinant of the metric tensor and the square root of it, are scalar densities of weights +2 and +1 respectively! If one defines the Jacobian \( J = \left| \frac{\partial x'}{\partial x} \right| \) then the above weights are −2 and −1 respectively.
is the so-called Riemann tensor and the horizontal bars around an index denote that this index is left out of the (anti)-symmetrization. In addition, it appears the torsion tensor
\[ S_{\alpha\beta}^{\nu} \]
which is given by the antisymmetric part of the connection
\[ S_{\nu}^{\alpha\beta} := \Gamma_{\nu[\alpha}^{\beta]} = \frac{1}{2}(\Gamma_{\nu\alpha}^{\beta} - \Gamma_{\nu\beta}^{\alpha}) \] (1.11)
Alternatively, one may also define the torsion tensor by acting the anti-symmetrized double covariant derivative to a scalar, namely
\[ \nabla_{[\mu} \nabla_{\nu]} \phi = S_{\mu
u}^{\lambda} \nabla_{\lambda} \phi \] (1.12)
for any scalar \( \phi \). We should point out that by the above definition of the Riemann tensor alone, the only symmetry that the latter possesses is antisymmetry in its last two indices. Further symmetries appear only after imposing a torsionless connection (\( S_{\alpha\beta}^{\nu} = 0 \)) and a metric compatible metric (\( \nabla_{\alpha} g_{\mu\nu} = 0 \)). This allows one to form the following contractions
\[ R_{\mu}^{\alpha\beta} \]
\[ R_{\nu}^{\mu\beta} \]
\[ R_{\nu\alpha}^{\mu} \]
Note that the last contraction above is up to a minus sign equal to the second one and need not be considered separately. This defines the Ricci tensor
\[ R_{\nu\beta} := R_{\nu\mu\beta} = 2 \partial_{\mu} \Gamma_{\beta}^{\nu} - 2 \partial_{\beta} \Gamma_{\mu\nu}^{\nu} \] (1.13)
which is not symmetric in \( \nu, \beta \) in general. In addition, the very first contraction above defines a new tensor which is non-vanishing only when non-metricity is present (\( \nabla_{\mu} g_{\alpha\beta} \neq 0 \)), and goes by the name homothetic curvature
\[ \hat{R}_{\alpha\beta} := R_{\mu\alpha\beta} = 2 \partial_{\alpha} \Gamma_{\beta}^{\mu} - \partial_{\beta} \Gamma_{\mu}^{\mu} \] (1.14)
Note now that for the above considerations no metric is required. When the space is also endowed with a metric tensor there is a third independent contraction that can be formed
\[ \tilde{R}_{\mu}^{\beta} = g^{\nu\alpha} R_{\nu\alpha\beta} := 2 g^{\nu\alpha} \partial_{\alpha} \Gamma_{\beta}^{\nu} + 2 g^{\nu\alpha} \Gamma_{\rho}^{\nu} \partial_{\rho} \Gamma_{\alpha}^{\beta} \] (1.15)
\footnote{Note that even though the connection is not a tensor the difference between two connections does behave as a tensor.}
However, the Ricci scalar is still uniquely defined since
\[ \bar{R} = \bar{R}_\alpha^\alpha = R_\beta^{\alpha\beta\alpha}g^{\beta\mu} = -R_{\beta\alpha\mu}g^{\beta\mu} = -R_{\beta\mu}g^{\beta\nu} = -R \] (1.16)

1.1.2 Torsion tensor and related vectors

As we have already seen, the torsion tensor is defined as
\[ S_\lambda^\mu = \Gamma_\lambda^{\mu[\nu]} \] (1.17)
with this at hand we can define two new quantities. The first one is obtained by contracting in \((\mu = \lambda)\),
\[ S_\mu \equiv S_\mu^\lambda \] (1.18)
which we shall call the torsion vector. The second is a pseudo-vector that comes about when contracting with the Levi-Civita tensor, and in 4-dim reads
\[ \tilde{S}_\mu \equiv \epsilon_{\mu\nu\rho\sigma}S_{\nu\rho\sigma} \] (1.19)

Torsion decomposition

Having defined the two torsion vectors \(S_\mu\) and \(\tilde{S}_\mu\) and recalling that torsion is antisymmetric in its first two indices, we may write
\[ S_{\mu\nu\lambda} = a g_{\lambda[\mu}S_{\nu]} + b \epsilon_{\mu\nu\lambda\rho}\tilde{S}_\rho + Z_{\mu\nu\lambda} \] (1.20)
where \(a, b\) constants to be determined and \(Z_{\mu\nu\lambda}\) is the remaining piece of torsion when we subtract \(S_\mu\) and \(\tilde{S}_\mu\) out. Contracting the above with \(\epsilon_{\mu\nu\lambda\alpha}\) we get
\[ -\tilde{S}_\alpha = 0 - 3! b\tilde{S}_\alpha + \epsilon_{\mu\nu\lambda\alpha}Z_{\mu\nu\lambda} \] (1.21)
from which we conclude that
\[ b = \frac{1}{6}, \text{ and } \tilde{Z}_\alpha \equiv -\epsilon_{\mu\nu\lambda\alpha}Z_{\mu\nu\lambda} = 0 \] (1.22)

Now, contracting with \(g^{\nu\lambda}\) it follows that
\[ S_\mu = a \left(1 - n\right)S_\mu + 0 + Z_{\mu\nu\lambda}g^{\nu\lambda} \] (1.23)

\(^6\)Of course the other scalar that we can form by contracting the homothetic curvature with the metric is automatically zero since the former is antisymmetric and the latter symmetric in their indices.
that is
\[ a = \frac{2}{1 - n}, \quad \text{and} \quad Z_{\mu} \equiv Z_{\mu\nu\lambda}g^{\nu\lambda} = 0 \quad (1.24) \]
We have therefore fully decomposed the torsion tensor
\[ S_{\mu\nu\lambda} = \frac{2}{1 - n} g_{[\mu} S_{\nu]} + \frac{1}{6} \epsilon_{\mu\nu\lambda\rho} S^\rho + Z_{\mu\nu\lambda} \quad (1.25) \]
where the Z-tensor satisfies
\[ \tilde{Z}_{\alpha} \equiv -\epsilon^{\mu\nu\lambda\alpha} Z_{\mu\nu\lambda} = 0, \quad \text{and} \quad Z_{\mu} \equiv Z_{\mu\nu\lambda} g^{\nu\lambda} = 0 \quad (1.26) \]
For the torsion decomposition in the language of differential forms, the reader is referred to [37, 38, 2].

**Geometrical Meaning of torsion**

The effect of torsion on geometrical grounds is that infinitesimal parallelograms do not exist due to it. In others words we cannot form small parallelograms by parallel transportation of one vector to the direction of the other and vice versa. The end result is a pentagon. To see this consider two curves \( C : x^\mu = x^\mu(\lambda) \) and \( \tilde{C} : \tilde{x}^\mu = \tilde{x}^\mu(\lambda) \) with tangent vectors
\[ u^\mu = \frac{dx^\mu}{d\lambda} \quad (1.27) \]
and
\[ \tilde{u}^\mu = \frac{d\tilde{x}^\mu}{d\lambda} \quad (1.28) \]
respectively. Now, let us \( d\tilde{x}^\mu\)-displace \( u^\alpha \) along \( \tilde{C} \) to obtain \( u^{\prime\alpha} \) which in first order is given by
\[ u^{\prime\alpha} = u^\alpha + (\partial_\mu u^\alpha)d\tilde{x}^\mu \quad (1.29) \]
but since \( u^\alpha \) is parallely transported along \( \tilde{C} \), it holds that
\[ \frac{d\tilde{x}^\mu}{d\lambda} \nabla_\mu u^\alpha = 0 = \frac{d\tilde{x}^\mu}{d\lambda} \partial_\mu u^\alpha + \Gamma^\alpha_{\nu\mu} \frac{d\tilde{x}^\mu}{d\lambda} u^\nu \quad \Rightarrow \]
\[ (\partial_\mu u^\alpha)d\tilde{x}^\mu = -\Gamma^\alpha_{\nu\mu} u^\nu \tilde{u}^\mu d\lambda \quad (1.30) \]
which when substituted back in (1.29) results in
\[ u^{\prime\alpha} = u^\alpha - \Gamma^\alpha_{\nu\mu} u^\nu \tilde{u}^\mu d\lambda \quad (1.31) \]
Doing the same job but now for a $\mathrm{d}x^\mu$-displacement of $\tilde{u}^a$ along $\mathcal{C}$, we get

$$\tilde{u}'^a = \tilde{u}^a - \Gamma^a_{\nu\mu} \tilde{u}^\nu u^\mu \mathrm{d}\lambda = \tilde{u}^a - \Gamma^a_{\mu\nu} \tilde{u}^\mu u^\nu \mathrm{d}\lambda$$  \hspace{1cm} (1.32)

Subtracting the latter two, it follows that

$$(\tilde{u}^a + u'^a) - (u^a + \tilde{u}'^a) = 2 S^a_{\mu\nu} \tilde{u}^\mu u^\nu \mathrm{d}\lambda$$  \hspace{1cm} (1.33)

Notice now that for the infinitesimal parallelogram to exist, the vectors $(\tilde{u}^a + u'^a)$ and $(u^a + \tilde{u}'^a)$ should be equal and as it is clear from the above, this is not true in the presence of torsion. Defining the vector that shows this deviation as $V^a \mathrm{d}\lambda = (\tilde{u}^a + u'^a) - (u^a + \tilde{u}'^a)$ the latter can also be written as

$$V^a = 2 S^a_{\mu\nu} \tilde{u}^\mu u^\nu$$  \hspace{1cm} (1.34)

which is the vector that shows how much the parallelogram has been deformed.

**Illustrative Example**

Let us examine now the role of torsion, with a simple two dimensional example. Consider a $2 - \text{dim}$ Euclidean (i.e flat) space with vanishing non-metricity but with a non-vanishing torsion. Take the familiar orthonormal vector basis $\{e_i\}$, $i = 1, 2$ on the $xy$-plane. Next, consider the lines $C : y = 0$ and $\tilde{C} : x = 0$ with tangent vectors $u = e_1$ and $\tilde{u} = e_2$ respectively. Now, take the vector $\tilde{u} = e_2$ and parallel transport it along the line $C$ a parameter distance $\lambda_1 = 1$ to obtain $\tilde{u}'$. Also, parallel transport $u = e_1$ along $\tilde{C}$ a parameter distance $\lambda_2 = 1$ to obtain $u'$. The connecting vector between the two is

$$V^a = 2 S^a_{\mu\nu} \tilde{u}^\mu u^\nu$$  \hspace{1cm} (1.35)

as we have already seen, and depends solely on torsion. To see now how is torsion related to rotations, denote as $\theta$ the angle between $\tilde{u}'$ and the $x$-axis and as $\phi$ the angle between the vector $u'$ and the $y$-axis. Then, by means of elementary vector analysis we find

$$\tilde{u}' = \cos \theta e_1 + \sin \theta e_2$$  \hspace{1cm} (1.36)

---

7 This only holds true for small displacements in the directions of $\tilde{u}^\mu$ and $u'^\nu$ which themselves are computed at the starting point of the path.

8 Bear in mind that the resulting vectors $\tilde{u}', u'$ retain the length of the initial vectors $u, \tilde{u}$ which lengths in our case are both equal to one. If non-metricity was present their lengths would also change under parallel transport. In this example, however, we consider only torsion in order explore its geometrical meaning.
and
\[ u' = \sin \phi e_1 + \cos \phi e_2 \] (1.37)

Also, it holds that
\[ \tilde{u} + u' + V = u + \tilde{u}' \] (1.38)

so that
\[ V = (1 + \cos \theta - \sin \phi)e_1 + (\sin \theta - 1 - \cos \phi)e_2 \] (1.39)

Furthermore, using the fact that \( u^\mu = \delta^\mu_1 \) and \( \tilde{u}^\mu = \delta^\mu_2 \) equation (1.35) becomes
\[ V^\alpha = 2S_{21}^\alpha \] (1.40)

or in components
\[ V^1 = 2S_{21}^1, \quad V^2 = 2S_{21}^2 \] (1.41)

and by writing out \( V \) in the \( \{e_i\} \) basis
\[ V = V^1e_1 + V^2e_2 = 2S_{21}^1e_1 + 2S_{21}^2e_2 = S_xe_1 + S_ye_2 \] (1.42)

where we have defined \( S_x \equiv 2S_{21}^1 \), \( S_y \equiv 2S_{21}^2 \) the 2 only components of torsion in \( 2-dim \).

Comparing the above equation with (1.39) we find the relation between the components of torsion and the angles of rotation of the transported vectors
\[ S_x = 1 + \cos \theta - \sin \phi \] (1.43)
\[ S_y = \sin \theta - 1 - \cos \phi \] (1.44)

From these it is now pretty apparent how is torsion related to the rotation of vectors. Let us go one step further and compute the actual area of the pentagon that is formed due

\[ ^9 \text{Recall that in general } n-dim \text{ spaces the torsion tensor has } n^2(n-1)/2 \text{ components.} \]
to torsion. Notice that if no torsion was present we would have the formation of a square (since we have picked $\lambda_1 = \lambda_2 = 1$) with area $\sigma_0 = 1$ but now we have a pentagon and we would like to compute its area. One way to do this is by a specific application of Green’s theorem which gives the area enclosed by a closed curve in terms of a closed line integral. As it is well known, it holds that

$$\sigma = \oint_{C_0} x dy$$ (1.45)

Breaking up the integral into its five individual line integrals that constitute the pentagon we finally arrive at

$$\sigma(\theta, \phi) = \frac{1}{2} \left[ 2 \cos \theta + \sin \theta \cos \theta - \sin \phi \cos \phi + (1 + \sin \theta)(1 + \sin \theta + \cos \phi) \right]$$ (1.46)

After some rearranging, it can also be brought to the more symmetric form

$$\sigma(\theta, \phi) = \frac{1}{2} \left[ 1 + \cos \theta + \cos \phi + \sin \theta + \sin \phi - \cos (\theta + \phi) \right]$$ (1.47)

and this is the area of the pentagon that did not close to square due to torsion. Notice that when there is no rotation (i.e torsion is zero) $\theta = 0 = \phi$ and $\sigma(0, 0) = 1$ the area of the square. Now, in the case where the effect of torsion is small, one can approximate $\sin x \simeq x$ and $\cos x \simeq 1$ where $x \ll 1$ stands for both $\theta, \phi$ such that $S_x \simeq \theta$, $S_y \simeq -\phi$ and the pentagon area is given by

$$\sigma(\theta, \phi) \simeq 1 + \frac{\theta + \phi}{2}$$ (1.48)

or

$$\sigma(\theta, \phi) \simeq 1 + \frac{S_x - S_y}{2} = 1 + S_{21}^1 + S_{12}^2$$ (1.49)

in terms of the torsion components. Again, the unity on the right hand side is the area of the square that is formed when there is no torsion, and the rest is the modification of the original area due to torsion effects.

1.1.3 The non-metricity Tensor

In a general metric affine space, as we have already pointed out, the connection is not metric compatible. This failure of the connection to covariantly conserve the metric is called the
non-metricity tensor and is defined as

\[ Q_{\alpha \mu \nu} := -\nabla_\alpha g_{\mu \nu} \]  

(1.50)

We should also mention that the non-metricity is a quantity that depends both on the metric tensor and the connection. Indeed, expanding (1.50) we obtain

\[ Q_{\alpha \mu \nu} := -\nabla_\alpha g_{\mu \nu} = -\partial_\alpha g_{\mu \nu} + \Gamma^\rho_{\mu \alpha} g_{\rho \nu} + \Gamma^\rho_{\nu \alpha} g_{\mu \rho} \]  

(1.51)

from which, the dependence on \( \Gamma^\lambda_{\mu \nu} \) and \( g_{\mu \nu} \) is apparent. Notice that the corresponding expression of the non-metricity with upper indices is given by

\[ Q^\alpha_{\beta \rho} := g^{\mu \alpha} g^{\nu \beta} Q_{\mu \nu \rho} = -g^{\mu \alpha} g^{\nu \beta} \nabla_\rho g_{\mu \nu} = \]

\[ = -\nabla_\rho (g^{\mu \alpha} g^{\nu \beta} g_{\mu \nu}) + g_{\mu \nu} g^{\mu \alpha} \nabla_\rho g^{\nu \beta} + g_{\mu \nu} g^{\nu \beta} \nabla_\rho g^{\mu \alpha} = \]

\[ = -\nabla_\rho g^{\alpha \beta} + \delta^\alpha_\mu \nabla_\rho g^{\nu \beta} + \delta^\beta_\nu \nabla_\rho g^{\mu \alpha} = +\nabla_\rho g^{\alpha \beta} \Rightarrow \]

\[ Q^\alpha_{\beta \rho} = +\nabla_\rho g^{\alpha \beta} \]  

(1.52)

where on going from the first to the second line we have employed Leibniz’s rule. Notice also the sign difference compared to the expression (1.50). Having defined the non-metricity tensor there exist two independent vectors that one can form out of it. The first one is formed by contracting the second and third indices of the latter with the metric tensor \(^{10}\) and goes by the name Weyl vector

\[ Q_\alpha := g^{\mu \nu} Q_{\alpha \mu \nu} = Q^\alpha_{\mu \nu} = Q^\mu_{\alpha \mu} \]  

(1.53)

The second vector is formed by contracting the first and second indices with the metric \(^{11}\), namely

\[ \tilde{Q}_\nu := g^{\mu \alpha} Q_{\alpha \mu \nu} = Q^\mu_{\alpha \mu} = -g^{\mu \alpha} \nabla_\alpha g_{\mu \nu} \]  

(1.54)

and does not seem to go with any particular name in the literature. We shall call it 2nd non-metricity vector and write it in the suppressed notation 2nmv in what follows. We

\(^{10}\)In the literature it is common to also divide this vector by the spacetime dimensionality. That is \( Q_\mu \rightarrow Q_\mu / n \). However, our definition here does not include this factor.

\(^{11}\)Note that the possibility to contract first and third index also exists. However, since non-metricity is symmetric in the second and third indices this vector would be the same with the one formed here.
should point out that this is the same vector that one can form by contracting (1.52) in $\rho$ and $\alpha$ (or $\rho$ and $\beta$). Indeed, one has

$$\tilde{Q}^\beta := Q_\alpha{}^{\alpha \beta} = \nabla_\alpha g^{\alpha \beta} = g^{\nu \beta} g^{\mu \alpha} Q_{\alpha \mu \nu} = g^{\nu \beta} \tilde{Q}_\nu$$  \hspace{1cm} (1.55)$$

Thus, two independent vectors can be formed out of non-metricity and metric tensor alone.

**Non-metricity decomposition**

As we mentioned we have two independent vectors (a priori) of non-metricity, $Q_\mu$ and $\tilde{Q}_\mu$, so we may decompose the non-metricity tensor as

$$Q_{\alpha \mu \nu} = a Q_\alpha g_{\mu \nu} + b Q_\mu g_{\nu \alpha} + c Q_\nu g_{\mu \alpha} + d \tilde{Q}_\alpha g_{\mu \nu} + e \tilde{Q}_\mu g_{\nu \alpha} + f \tilde{Q}_\nu g_{\mu \alpha} + \Omega_{\alpha \mu \nu}$$  \hspace{1cm} (1.56)$$

where the coefficients $a, b, c, d, e, f$ are to be found and $\Omega_{\alpha \mu \nu}$ is the traceless part of non-metricity. To find the coefficients we simply impose upon the above decomposition the definitions

$$Q_\alpha = Q_{\alpha \mu \nu} g^{\mu \nu}$$  \hspace{1cm} (1.57)$$

$$\tilde{Q}_\nu = Q_{\alpha \mu \nu} g^{\alpha \mu}, \quad \tilde{Q}_\mu = Q_{\alpha \mu \nu} g^{\alpha \nu}$$  \hspace{1cm} (1.58)$$

to obtain the system of equation

$$an + b + c = 1$$

$$dn + e + f = 0$$

$$a + b + cn = 0$$

$$d + e + fn = 1$$

$$a + bn + c = 0$$

$$d + en + f = 1$$

along with the conditions$^{12}$ $\Omega_{\alpha \mu \nu} g^{\mu \nu} = 0$ and $\Omega_{\alpha \mu \nu} g^{\alpha \mu} = 0$. The latter is easily solved and we obtain

$$a = \frac{n + 1}{(n + 2)(n - 1)}$$  \hspace{1cm} (1.59)$$

$$b = c = -\frac{1}{(n + 2)(n - 1)}$$  \hspace{1cm} (1.60)$$

$^{12}$Note that $\Omega_{\alpha \mu \nu}$ is of course symmetric in $\mu, \nu$. 
\[
d = -\frac{2}{(n+2)(n-1)} \quad (1.61)
\]
\[
e = f = \frac{n}{(n+2)(n-1)} \quad (1.62)
\]
which when substituted back in the non-metricity tensor give us its decomposition
\[
Q_{\alpha \mu \nu} = \frac{n + 1}{(n+2)(n-1)} Q_{\alpha g \mu \nu} - \frac{2}{(n+2)(n-1)} Q_{(\mu g \nu)\alpha} \\
- \frac{2}{(n+2)(n-1)} \tilde{Q}_{\alpha \mu \nu} + \frac{2n}{(n+2)(n-1)} \tilde{Q}_{(\mu g \nu)\alpha} + \Omega_{\alpha \mu \nu} \quad (1.63)
\]
or
\[
Q_{\alpha \mu \nu} = \left(\frac{n+1}{(n+2)(n-1)} Q_{\alpha} - 2\tilde{Q}_{\alpha}\right) g_{\mu \nu} + \frac{2}{(n+2)(n-1)} \left(n \tilde{Q}_{(\mu g \nu)\alpha} - Q_{(\mu g \nu)\alpha}\right) + \Omega_{\alpha \mu \nu} \quad (1.64)
\]
where \(\Omega_{\alpha \mu \nu}\) is the traceless part, satisfying \(\Omega_{\alpha \mu \nu} g^{\mu \nu} = 0\) and \(\Omega_{\alpha \mu \nu} g^{\alpha \mu} = 0\). Again, for the same decomposition but in the language of differential forms, the reader is referred to [37, 38, 2].

**Geometrical meaning of Non-Metricity**

To see the effect on non-metricity in the space let us consider two vectors \(a^\mu\) and \(b^\mu\) and form their inner product \(a \cdot b = a^\mu b^\nu g_{\mu \nu}\). Now, let us parallel transport both vectors along a given curve \(C : x^\mu = x^\mu(\lambda)\). For a Riemannian space (both torsion and non-metricity vanish) we know that upon such a transportation their inner product does not change, that is
\[
\frac{D}{d\lambda}(a \cdot b) = 0 \quad (1.65)
\]

When non-metricity is present a computation now reveals
\[
\frac{D}{d\lambda}(a \cdot b) = \frac{dx^\alpha}{d\lambda} (\nabla_\alpha a^\mu) b_\mu + \frac{dx^\alpha}{d\lambda} (\nabla_\alpha b^\nu) a_\nu + \frac{dx^\alpha}{d\lambda} (\nabla_\alpha g_{\mu \nu}) a^\mu b^\nu \quad (1.66)
\]
Now, since \(a^\mu\) and \(b^\mu\) are parallel transported along the curve, it holds that
\[
\frac{dx^\alpha}{d\lambda} (\nabla_\alpha a^\mu) = 0, \quad \frac{dx^\alpha}{d\lambda} (\nabla_\alpha b^\nu) = 0 \quad (1.67)
\]
so we are left with
\[
\frac{D}{d\lambda}(a \cdot b) = -Q_{\alpha \mu \nu} \frac{dx^\alpha}{d\lambda} a^\mu b^\nu \quad (1.68)
\]
from which we conclude that, when non-metricity is present, the inner product of two vectors does change when we parallel transport them along a curve. Note that for \(b^\mu = a^\mu\) the above becomes
\[
\frac{D}{d\lambda}(\|a\|^2) = -Q_{\alpha \mu \nu} \frac{dx^\alpha}{d\lambda} a^\mu a^\nu \quad (1.69)
\]
which means that the magnitude of a vector changes when we parallel transport it along a given curve! Therefore non-metricity has to do with vectors non-preserving their magnitudes and inner products.

**An illustrative example**

Let us find how does the length of a vector change in the case where the non-metricity is Weyl non-metricity. Recall that for Weyl geometry, we have

\[ Q_{\alpha \mu \nu} = \frac{1}{n} Q_{\alpha} g_{\mu \nu} \quad (1.70) \]

and the length of a vector \( a^\mu \), when transferred along a given curve \( C : x^\alpha = x^\alpha(\lambda) \), satisfies

\[
\frac{D}{d\lambda} (\|a\|^2) = -\frac{1}{n} Q_{\alpha} \frac{dx^\alpha}{d\lambda} g_{\mu \nu} a^\mu a^\nu = -\frac{1}{n} Q_{\alpha} \frac{dx^\alpha}{d\lambda} \|a\|^2 \quad (1.71)
\]

Setting \( l^2 = \|a\|^2 \) and integrating that last one, it follows that

\[
l(x) = l_0 e^{-\frac{1}{2n} \int_C Q_{\alpha} dx^\alpha} \quad (1.72)
\]

from which we see that the change of the length is generally path dependent. In the case where the Weyl vector is exact, that is \( Q_{\mu} = \partial_\mu \phi \), we have what is known as a Weyl integrable geometry (WIG) for which the change on the vector’s length depends only on the endpoints of the curve \( C \), and for a closed loop the vector retains its initial length.

**Geometric Meaning of Homothetic Curvature**

Recall, that in a previous section we defined the homothetic curvature tensor \( \hat{R}_{\mu \nu} \) as the first contraction of the Riemann tensor \( \hat{R}_{\mu \nu} := R^\alpha_{\alpha \mu \nu} \). This tensor has a purely non-metric nature and is in fact related to the non-metricity vector through

\[ \hat{R}_{\mu \nu} = \frac{1}{2} (\partial_\mu Q_\nu - \partial_\nu Q_\mu) = \partial_{[\mu} Q_{\nu]} \quad (1.73) \]

as we prove in later section. That is, the homothetic curvature is the curl of the non-metricity vector. To see its geometrical meaning, let us go back to the length change of a vector when transferred along a curve \( C \). If \( C \) is taken to be a closed curve (loop) then the length varies as

\[ l(x) = l_0 e^{-\frac{1}{2n} \int_C Q_{\alpha} dx^\alpha} \quad (1.74) \]
but, using Stoke’s theorem
\[
\oint_c Q_\alpha \, dx^\alpha = \int_S \partial_{[\mu} Q_{\nu]} dS^{\mu\nu} = \int_S \hat{R}_{\mu\nu} dS^{\mu\nu} \tag{1.75}
\]
where \(S\) is a surface that is enclosed by \(C\) and \(dS^{\mu\nu}\) the differential area element. Using this \((1.74)\) becomes
\[
l(x) = l_0 e^{-\frac{1}{2n} \oint_s \hat{R}_{\mu\nu} dS^{\mu\nu}} \tag{1.76}
\]
and from this we see that homothetic curvature is related with the length change that a vector experiences when transported along a closed loop. If non-metricity is weak, or the loop is small enough, by Taylor expanding we see that the total length change is given by
\[
\delta l \simeq -\frac{l_0}{2n} \int_S \hat{R}_{\mu\nu} dS^{\mu\nu} \tag{1.77}
\]
from which we see that the homothetic curvature serves as a generator of length changes of vector fields along closed paths.

**Toy Model**

Having established \((1.76)\) let us play a little bit with the form of non-metricity to arrive at an interesting formula. To be more specific, consider a flat Euclidean 3 − \(dim\) space that may posses non-vanishing non-metricity as well as torsion\(^{13}\). Furthermore, assume we have a non-metric configuration with a non-metricity vector such that
\[
Q = \frac{3}{\alpha} (ye_1 - xe_2) \tag{1.78}
\]
where \(\alpha\) is a constant with area dimensions and \(e_i, \quad i = 1, 2\) the usual orthonormal basis on the \(xy\)-plane. Take now the closed curve to lie on the \(xy\)-plane, then
\[
\oint_c Q_\alpha \, dx^\alpha = \oint_c Q \cdot dr = \int_S \left( \nabla \times Q \right) \cdot dS =
\]
\[
= -\frac{6}{\alpha} \iint_S d\sigma = -\frac{6}{\alpha} \sigma \tag{1.79}
\]
where \(\sigma\) is the area enclosed by \(C\). Substituting this back to \((1.74)\) and setting \(n = 3\), we get
\[
l(x) = l_0 e^{-\frac{1}{8} \oint_c Q_\alpha \, dx^\alpha} = l_0 e^{\frac{\pi}{\alpha}} \Rightarrow
\]
\(^{13}\)The presence of torsion does not modify anything here, it simply rotates the vector when it is parallely transported along the curve. So, torsion rotates the vectors and non-metricity changes their lengths!
\[ l(x) = l_0 e^{\frac{x}{\tilde{z}}} \]  

(1.80)

Thus, for such an arrangement of non-metricity the change in length of a vector transported along a closed curve \( C \) depends on the surface area that \( C \) encloses! In addition, if the ratio \( \sigma/\alpha \) is small enough, the total change in length is exactly proportional to that surface, namely

\[ \delta l \simeq \frac{l_0}{\alpha} \sigma \]  

(1.81)

**Fixed Length Vectors**

Now as we have seen, one consequence of non-metricity is that it changes the length of the vectors\(^{14}\) when we transport them in space. So, one may ask are their any vectors, that retain their length in the presence of non-metricity? For generic non-metricity the answer is no. However, there exists a type of non-metricity for which we have vectors that remain unchanged. These are called **fixed length vectors**. To see what kind of non-metricity allows for the existence of such vectors let us take a careful look at (1.69),

\[ D \frac{d}{d\lambda} (\| a \|^2) = -Q_{\alpha\mu\nu} \frac{d}{d\lambda} a^{\mu} a^{\nu} \]  

(1.82)

Taking \( a^{\mu} \) to be proportional to \( dx^{\mu}/d\lambda \) we obtain

\[ D \frac{d}{d\lambda} (\| a \|^2) \propto -Q_{\alpha\mu\nu} a^{\alpha} a^{\mu} a^{\nu} = -Q_{(\alpha\mu\nu)} a^{\alpha} a^{\mu} a^{\nu} \]  

(1.83)

Form the above we see that in order to have fixed lengths the right hand side must be zero, and given that \( a^{\mu} \) is random we must have

\[ Q_{(\alpha\mu\nu)} = 0 \]  

(1.84)

in order for the theory to possess fixed length vectors. Any non-metricity that has vanishing totally symmetric part will admit fixed length vectors. This condition is also presented in the classic Schrödinger’s *Spacetime − Structure* \([39]\). Let us go one step further and actually compute the simplest form of such non-metricity. The most straightforward decomposition of such a tensor would be in terms of a vector field, say \( A_\mu \) and the metric \( g_{\mu\nu} \), so that

\[ Q_{\alpha\mu\nu} = a A_\alpha g_{\mu\nu} + b g_{\alpha(\mu} A_{\nu)} + c A_\mu A_\nu A_\alpha \]  

(1.85)

\(^{14}\)The other consequence is the change of the dot product of two vectors.
where $a, b, c$ are parameters to be computed and we demanded that the combinations are symmetric in $\mu, \nu$. Now since $Q_{\alpha \mu \nu}$ cannot have a totally symmetric part the last term on the right hand side of the above must be absent, and hence $c = 0$. Now, demanding $Q_{(\alpha \mu \nu)}a^\alpha a^\mu a^\nu = 0$ for random $a^\mu$ we get the relation

$$a + b = 0 \Rightarrow a = -b$$

(1.86)

Notice also that we may set $b = 1$ since this $b$ can be absorbed in a redefinition of $A_\mu$.

Taking all the above into consideration, we finally arrive at

$$Q_{\alpha \mu \nu} = A_\alpha g_{\mu \nu} - g_{\alpha (\mu} A_{\nu)}$$

(1.87)

we can check that this form of non-metricity indeed satisfies $Q_{(\alpha \mu \nu)} = 0$. We have

$$Q_{(\alpha \mu \nu)} = \frac{1}{3!}(Q_{\alpha \mu \nu} + Q_{\alpha \nu \mu} + Q_{\mu \alpha \nu} + Q_{\mu \nu \alpha} + Q_{\nu \alpha \mu} + Q_{\nu \mu \alpha}) =$$

$$= \frac{1}{3!}(2Q_{\alpha \mu \nu} + 2Q_{\mu \nu \alpha} + 2Q_{\nu \alpha \mu}) =$$

$$= \frac{1}{3!}\left(2A_\alpha g_{\mu \nu} - g_{\alpha \mu} A_{\nu} - g_{\alpha \nu} A_{\mu} + 2A_\mu g_{\nu \alpha} - g_{\mu \nu} A_{\alpha} - g_{\mu \alpha} A_{\nu} + 2A_\nu g_{\alpha \mu} - g_{\nu \alpha} A_{\mu} - g_{\nu \mu} A_{\alpha}\right) = 0$$

(1.88)

Now, as can be easily checked by contracting with the metric tensor, the Weyl and second non-metricity vectors, are related to this $A_\mu$ through

$$Q_{\mu} = (n - 1)A_{\mu} , \quad \tilde{Q}_{\mu} = -\frac{(n - 1)}{2}A_{\mu}$$

(1.89)

From which we establish the relation between the two non-metricity vectors

$$Q_{\mu} = -2\tilde{Q}_{\mu}$$

(1.90)

Interestingly, this kind of non-metricity (that preserves lengths) overcomes Einstein’s objection to the Weyl theory of unification\footnote{In Weyl’s theory the non-metric tensor was given by $Q_{\alpha \mu \nu} = \frac{1}{n}Q_{\alpha}g_{\mu \nu}$ which definitely does not satisfy $Q_{(\alpha \mu \nu)} = 0$ and therefore does not preserve the lengths of vectors.}. To recap, If the non-metricity is of of the form (1.84) the theory possesses fixed length vectors.

### 1.1.4 Connection decomposition

Having defined torsion and non-metricity we are now in a position to decompose the general connection in terms of the latter plus the Levi-Civita connection. To do so, we start by...
writing out the definition of the non-metricity

\[ Q_{\alpha\mu\nu} = -\nabla_\alpha g_{\mu\nu} = -\partial_\alpha g_{\mu\nu} + \Gamma^\rho_{\mu\alpha} g_{\rho\nu} + \Gamma^\rho_{\nu\alpha} g_{\rho\mu} \]  

(1.91)

and upon successive permutations \( \alpha \rightarrow \mu, \mu \rightarrow \nu, \nu \rightarrow \alpha \) on the above we may also write\(^{16}\)

\[ Q_{\mu\nu\alpha} = -\nabla_\mu g_{\nu\alpha} = -\partial_\mu g_{\nu\alpha} + \Gamma^\rho_{\nu\mu} g_{\alpha\rho} + \Gamma^\rho_{\alpha\mu} g_{\nu\rho} \]  

(1.92)

and

\[ Q_{\nu\alpha\mu} = -\nabla_\nu g_{\alpha\mu} = -\partial_\nu g_{\alpha\mu} + \Gamma^\rho_{\alpha\nu} g_{\mu\rho} + \Gamma^\rho_{\mu\alpha} g_{\nu\rho} \]  

(1.93)

Now, upon subtracting the very first equation above from the last two, we derive

\[ -Q_{\alpha\mu\nu} + Q_{\mu\nu\alpha} + Q_{\nu\alpha\mu} = -\left( \partial_\mu g_{\nu\alpha} + \partial_\nu g_{\alpha\mu} - \partial_\alpha g_{\mu\nu} \right) + 2\Gamma^\rho_{\mu\nu} g_{\alpha\rho} - 2S_{\mu\nu\alpha} + 2S_{\alpha\nu\mu} + 2S_{\alpha\mu\nu} \]  

(1.94)

In addition, substituting

\[ \Gamma^\alpha_{\ [\beta\gamma]} = S_{\beta\gamma}^\alpha \]  

(1.95)

and using

\[ \Gamma^\rho_{\ (\mu\nu)} = \Gamma^\rho_{\mu\nu} - S_{\mu\nu}^\rho \]  

(1.96)

the last one recasts to

\[ -Q_{\alpha\mu\nu} + Q_{\mu\nu\alpha} + Q_{\nu\alpha\mu} = -\left( \partial_\mu g_{\nu\alpha} + \partial_\nu g_{\alpha\mu} - \partial_\alpha g_{\mu\nu} \right) + 2\Gamma^\rho_{\mu\nu} g_{\alpha\rho} - 2S_{\mu\nu\alpha} + 2S_{\alpha\nu\mu} + 2S_{\alpha\mu\nu} \]  

(1.97)

where \( S_{\mu\nu\alpha} := S_{\mu\nu}^\rho g_{\alpha\rho} \). Finally, multiplying (and contracting) through \( g^{\alpha\lambda} \) we can bring the last equation to the form

\[ \Gamma^\lambda_{\mu\nu} = \frac{1}{2} g^{\alpha\lambda} (\partial_\mu g_{\nu\alpha} + \partial_\nu g_{\alpha\mu} - \partial_\alpha g_{\mu\nu}) + \frac{1}{2} g^{\alpha\lambda} (Q_{\mu\nu\alpha} + Q_{\nu\alpha\mu} - Q_{\alpha\mu\nu}) - g^{\alpha\lambda} (S_{\alpha\mu\nu} + S_{\alpha\nu\mu} - S_{\mu\nu\alpha}) \]  

(1.98)

We recognize the first part on the right-hand side as the Levi-Civita connection for which we use the tilde notation to distinguish it from the general connection, namely

\[ \tilde{\Gamma}^\lambda_{\mu\nu} := \frac{1}{2} g^{\alpha\lambda} (\partial_\mu g_{\nu\alpha} + \partial_\nu g_{\alpha\mu} - \partial_\alpha g_{\mu\nu}) \]  

(1.99)

\(^{16}\)We do assume that the metric tensor is symmetric since any antisymmetric part of it lacks a geometrical interpretation.
Thus,
\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{1}{2} g^{\alpha\lambda}(Q_{\mu\nu\alpha} + Q_{\nu\alpha\mu} - Q_{\alpha\mu\nu}) - g^{\alpha\lambda}(S_{\alpha\mu\nu} + S_{\alpha\nu\mu} - S_{\mu\nu\alpha}) \] (1.100)
we have fully decomposed the connection into a Riemannian-part (Levi-Civita connection), a contribution coming from non-metricity and another one due to torsion. It is common to introduce, at this point, a tensor which measures the deviation of the general connection with respect to the Levi-Civita one. This is the so-called distortion tensor\[17\]
\[ N^\lambda_{\mu\nu} := \Gamma^\lambda_{\mu\nu} - \tilde{\Gamma}^\lambda_{\mu\nu} = \frac{1}{2} g^{\alpha\lambda}(Q_{\mu\nu\alpha} + Q_{\nu\alpha\mu} - Q_{\alpha\mu\nu}) - g^{\alpha\lambda}(S_{\alpha\mu\nu} + S_{\alpha\nu\mu} - S_{\mu\nu\alpha}) \] (1.101)
or
\[ N_{\alpha\mu\nu} = \frac{1}{2}(Q_{\mu\nu\alpha} + Q_{\nu\alpha\mu} - Q_{\alpha\mu\nu}) - (S_{\alpha\mu\nu} + S_{\alpha\nu\mu} - S_{\mu\nu\alpha}) \] (1.102)
In addition, the combination
\[ K^\lambda_{\mu\nu} = g^{\alpha\lambda}(S_{\alpha\mu\nu} + S_{\alpha\nu\mu} - S_{\mu\nu\alpha}) \] (1.103)
appearing above is oftentimes referred to as the contorsion. Note that we can split the distortion tensor into some symmetric and antisymmetric parts. Indeed, taking the symmetric part of (1.102) in \(\alpha, \mu\) and using the symmetries of \(Q_{\alpha\mu\nu}\) and \(S_{\alpha\mu\nu}\) we arrive at\[18\]
\[ Q_{\nu\alpha\mu} = 2N_{(\alpha\mu)\nu} \] (1.104)
While, when one takes the antisymmetric part in \(\mu, \nu\) arrives at
\[ S_{\mu\nu\alpha} = N_{[\alpha\mu\nu]} \] (1.105)
In addition, its totally antisymmetric part is given by
\[ N_{[\alpha\mu\nu]} = S_{[\mu\nu\alpha]} = S_{[\alpha\mu\nu]} \] (1.106)
as can be easily checked. Note also that when we are looking at the autoparallels only the symmetric part \(N^\lambda_{(\mu\nu)}\) contributes to the equation, which is equal to
\[ N^\lambda_{(\mu\nu)} = \frac{1}{2} g^{\alpha\lambda} (2Q_{(\mu\nu)\alpha} - Q_{\alpha\mu\nu}) - g^{\alpha\lambda} 2S_{\alpha(\mu\nu)} \] (1.107)

\[17\] Again, even though connections are not tensors, the difference between connections defines 'legal' tensors.
\[18\] Another way to derive this is by starting from the definition of non-metricity, (covariant derivative of the metric tensor )decompose the connection into the Levi-Civita and its non-Riemannian parts and use the fact that the non-metricity of the Levi-Civita connection is zero.
and from this, it is apparent that a completely antisymmetric torsion \(S_{\alpha\mu\nu} = S_{[\alpha\mu\nu]}\) has no effect on autoparallels. In addition, we see that as far as the motion of a test particle is concerned, a particle that 'feels' torsion but does not 'feel' non-metricity, will follow the same trajectory\(^{19}\) with a particle that 'experiences' only non-metricity but not torsion, when the two are related via

\[
2Q_{(\mu\nu)\alpha} - Q_{\alpha\mu\nu} = 4S_{\alpha(\mu\nu)}
\]

Thus, for such configurations torsion and non-metricity are indistinguishable as long as autoparallel motion is concerned, and there is a duality of a sub-space of torsion with a sub-space of non-metricity. We will see this duality clearly later on when we study specific theories of gravity. Now, having decomposed the affine connection (see eq. (1.98)), we may compute the contractions \(\Gamma^\lambda_{\lambda\mu}, \Gamma^\lambda_{\mu\lambda}\) which will prove to be useful in later calculations. A straightforward computations yields

\[
\Gamma^\lambda_{\lambda\mu} = \tilde{\Gamma}^\lambda_{\lambda\mu} + \frac{1}{2}Q_\mu
\]

\[
\Gamma^\lambda_{\mu\lambda} = \tilde{\Gamma}^\lambda_{\mu\lambda} + \frac{1}{2}Q_\mu + 2S_\mu
\]

By subtracting them and using the fact that the Levi-Civita connection \(\tilde{\Gamma}^\lambda_{\mu\nu}\) is symmetric, we obtain

\[
\Gamma^\lambda_{\lambda\mu} - \Gamma^\lambda_{\mu\lambda} = -2S_\mu
\]

Let us now proceed with the decomposition of the Riemann tensor.

### 1.1.5 Riemann Tensor Decomposition

The general Riemann tensor (calculated with respect to the affine connection) can be fully decomposed in terms of a Riemannian part plus contributions from torsion and non-metricity. This decomposition is very helpful since it also allows one to fully decompose the Ricci tensor and scalar as well. Let us derive this decomposition here. By the definition of the Riemann tensor, one has

\[
R^\mu_{\nu\alpha\beta} := 2\partial_\alpha \Gamma^\mu_{[\nu,\beta]} + 2\Gamma^\mu_{\rho[\alpha} \Gamma^\rho_{\nu]\beta]\]

\(^{19}\)Maybe this is too strong a statement, since whether the particle would follow an autoparallel or a geodesic is an open subject in the literature.
Then, substituting
\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + N^\lambda_{\mu\nu} \]  
(1.113)
it follows that
\[ R^\mu_{\nu\alpha\beta} = \tilde{R}^\mu_{\nu\alpha\beta} + \tilde{\nabla}_\alpha N^\mu_{\nu\beta} - \tilde{\nabla}_\beta N^\mu_{\nu\alpha} + N^\mu_{\rho\alpha} N^\rho_{\nu\beta} - N^\mu_{\rho\beta} N^\rho_{\nu\alpha} \]  
(1.114)
where we have added and subtracted the term \( \tilde{\Gamma}^\rho_{\beta\alpha} N^\mu_{\nu\rho} \) in order to form the covariant derivative constructed out of the Levi-Civita connection. Note that quantities that appear with a tilde are computed with respect to the Levi-Civita connection and are therefore the Riemannian parts. Having this we can immediately decompose the Ricci tensor, to find
\[ R_{\nu\beta} = \tilde{R}_{\nu\beta} + \tilde{\nabla}_\mu N^\mu_{\nu\beta} - \tilde{\nabla}_\beta N^\mu_{\nu\mu} + N^\mu_{\rho\mu} N^\rho_{\nu\beta} - N^\mu_{\rho\beta} N^\rho_{\nu\mu} \]  
(1.115)
As long as the Ricci tensor is concerned, a further contraction of the above with the metric tensor, reveals
\[ R = \tilde{R} + \tilde{\nabla}_\mu (A^\mu - B^\mu) + B_\mu A^\mu - N_{\alpha\mu\nu} N^{\mu\nu\alpha} \]  
(1.116)
where we have defined \( A^\mu \equiv g^{\nu\beta} N^\mu_{\nu\beta} \) and \( B^\mu \equiv N^{\alpha\mu}_{\alpha} \). Note now that when taken into an integral the second term appearing above is a surface term due to the fact that the metric tensor is compatible with the Levi-Civita-formed covariant derivative. Note also that the vectors \( A_\mu \) and \( B_\mu \) can be expressed in terms of the non-metricity and torsion vectors as follows
\[ A_\mu = \tilde{Q}_\mu - \frac{1}{2} Q_\mu - 2 S_\mu \]  
(1.117)
\[ B_\mu = \frac{1}{2} Q_\mu + 2 S_\mu \]  
(1.118)
Note now that these two vectors also appear when decomposing the contracted covariant derivative of a vector field\(^{20}\) in Riemannian and non-Riemannian parts. Indeed, for any vector \( w^\mu \) it holds that
\[ \nabla_\mu w^\mu = \tilde{\nabla}_\mu w^\mu + N^\mu_{\nu\mu} w^\nu = \tilde{\nabla}_\mu w^\mu + B_\mu w^\mu \]  
(1.119)
The other combination (the \( A^\mu \)) appears when we contract the covariant derivative of a covariant vector \( w_\nu \) with the metric tensor. More specifically, we have
\[ g^{\mu\nu} \nabla_\mu w_\nu = \nabla_\mu (w_\nu g^{\mu\nu}) - w_\nu \nabla_\mu g^{\mu\nu} = \nabla_\mu w^\mu - \tilde{Q}_\mu w_\mu = \tilde{\nabla}_\mu w^\mu + (B_\mu - \tilde{Q}_\mu) w^\mu = \tilde{\nabla}_\mu w^\mu + A_\mu w^\mu \]  
(1.120)
\(^{20}\)In a flat space and in the absence of torsion and non-metricity this is of course the divergence of the vector field.
where we have used the obvious fact \( B_\mu - \tilde{Q}_\mu = -A_\mu \). To conclude, we have
\[
\nabla_\mu w^\mu = \tilde{\nabla}_\mu w^\mu + B_\mu w^\mu = \tilde{\nabla}_\mu w^\mu + \left( \frac{1}{2} \tilde{Q}_\mu + 2S_\mu \right) w^\mu
\]
(1.121)
as well as
\[
g^{\mu\nu} \nabla_\mu w_\nu = \nabla_\mu w^\mu - A_\mu w^\mu = \tilde{\nabla}_\mu w^\mu + \left( -\tilde{Q}_\mu + \frac{1}{2} Q_\mu + 2S_\mu \right) w^\mu
\]
(1.122)
Looking at (1.116) we see that for zero non-metricity \( Q_\alpha^\mu = 0 \) but non-zero torsion, one finds that\(^{[41]}\)
\[
R = \tilde{R} + S_{\mu\nu\alpha} S^{\mu\nu\alpha} - 2S_{\mu\nu\alpha} S^{\alpha\mu\nu} - 4S_\mu S^\mu - 4\tilde{\nabla}_\mu S^\mu
\]
(1.123)
then defining the torsion \( \mathcal{T} \)-scalar by
\[
\mathcal{T} \equiv S_{\mu\nu\alpha} S^{\mu\nu\alpha} - 2S_{\mu\nu\alpha} S^{\alpha\mu\nu} - 4S_\mu S^\mu
\]
(1.124)
we have
\[
R = \tilde{R} + \mathcal{T} - 4\tilde{\nabla}_\mu S^\mu
\]
(1.125)
and for a flat geometry \( R = 0 \) it follows that the Riemannian Ricci scalar differs from the \( \mathcal{T} \)-scalar by a total derivative. Therefore their variation is the same and considering the action built up from the \( \mathcal{T} \)-scalar one obtains the teleparallel equivalent of GR (see \([22]\) for instance). Similarly, considering only non-metricity and vanishing torsion \( S_{\mu\nu\lambda} = 0 \) we find
\[
R = \tilde{R} + \frac{1}{4} Q_\alpha Q^\alpha - \frac{1}{2} Q_{\alpha\mu} Q^{\mu\alpha} - \frac{1}{4} Q_\mu Q^\mu + \frac{1}{2} Q_\mu \tilde{Q}^\mu + \tilde{\nabla}_\mu (\tilde{Q}^\mu - Q^\mu)
\]
(1.126)
and defining the non-metricity \( Q \)-scalar as
\[
Q \equiv \frac{1}{4} Q_\alpha Q^{\alpha\mu} - \frac{1}{2} Q_{\alpha\mu} Q^{\mu\alpha} - \frac{1}{4} Q_\mu Q^\mu + \frac{1}{2} Q_\mu \tilde{Q}^\mu
\]
(1.127)
it follows that
\[
R = \tilde{R} + Q + \frac{1}{2} Q_\mu \tilde{Q}^\mu
\]
(1.128)
which again for a flat geometry \( R = 0 \) gives
\[
\tilde{R} = -Q - \frac{1}{2} Q_\mu \tilde{Q}^\mu + \tilde{\nabla}_\mu (\tilde{Q}^\mu - Q^\mu)
\]
(1.129)
then the variation of \( \tilde{R} \) is the same with the variation of \( Q \) and considering the action built from the \( Q \)-scalar one obtains the symmetric teleparallel equivalent of General Relativity (\([35],[40]\)). Now, if we allow for both torsion and non-metricity then it follows that
\[
R = \tilde{R} + \mathcal{T} + Q + Q \ast \mathcal{T} + \tilde{\nabla}_\mu (\tilde{Q}^\mu - Q^\mu - 4S^\mu)
\]
(1.130)
\(^{[41]}\)We easily arrive at this result by substituting \( N_{\alpha\mu\nu} \) in terms of torsion and execute the calculations.
where we have defined the mixed $Q \ast T$-scalar

$$Q \ast T \equiv 2Q_{\alpha\mu\nu}S^{\alpha\mu\nu} + 2S_{\mu}(\tilde{Q}^{\mu} - Q^{\mu}) \quad (1.131)$$

Further defining

$$Z \equiv T + Q + Q \ast T \quad (1.132)$$

we have that

$$R = \tilde{R} + Z + \tilde{\nabla}_{\mu}(\tilde{Q}^{\mu} - Q^{\mu} - 4S^{\mu}) \quad (1.133)$$

and we see that for a flat geometry

$$\tilde{R} = -Z - \tilde{\nabla}_{\mu}(\tilde{Q}^{\mu} - Q^{\mu} - 4S^{\mu}) \quad (1.134)$$

and the variations of $\tilde{R}$ and $Z$ are the same since they only differ by a total derivative.

We should mention that the general teleparallel equivalent with both torsion and non-metricity (but vanishing curvature), as given from the above equation, has not been studied extensively in the literature. Therefore, it seems to be a very interesting subject worth further studying in the future.

### 1.2 Autoparallels and Geodesics

There are two distinctively different notions on a manifold. The autoparallel and the geodesic curves. In general relativity where both torsion and non-metricity are assumed to vanish these two notions coincide. When dealing with a Metric-Affine geometry though, these need not be the same and separately define two different geometrical concepts. In what follows we give their definitions and study some cases where the two give entirely different results.

#### 1.2.1 Autoparallels

Consider a smooth manifold on an n-dim space and a curve $C$ parametrized as $x^{\mu} = x^{\mu}(\lambda)$ where $\mu = 0, 1, ..., n - 1$ and $\lambda$ is the curve parameter. The curve $C$ is said to be autoparallel if and only if the tangent vector of the curve $u^{\mu} = \frac{dx^{\mu}}{d\lambda}$ is parallel transported along $C$, namely

$$\frac{D}{d\lambda}u^{\mu} = \frac{dx^{\nu}}{d\lambda}\nabla_{\nu}u^{\mu} = u^{\nu}\nabla_{\nu}u^{\mu} = 0 \quad (1.135)$$
or, expanding the covariant derivative

\[
\frac{d^2 x^\mu}{d\lambda^2} + \Gamma^\mu_{\alpha\beta} \frac{dx^\alpha}{d\lambda} \frac{dx^\beta}{d\lambda} = 0
\]

(1.136)

where \( \Gamma^\mu_{\alpha\beta} \) is the general affine connection which is, in general, different from the Levi-Civita connection as we have already seen. The solution \( C : x^\mu = x^\mu(\lambda; x^\alpha_0; \dot{x}^\alpha_0) \) where \((x^\alpha_0, \dot{x}^\alpha_0)\) are initial conditions, define the autoparallel curve. More generally, for every tensorial field \( T_{\mu\nu...\kappa} \) we can define the parallel transport of the latter by

\[
\frac{D}{d\lambda} T_{\mu\nu...\kappa} = \frac{dx^\alpha}{d\lambda} \nabla_\alpha T_{\mu\nu...\kappa} = 0
\]

(1.137)

The above is known as the equation of parallel transport.

1.2.2 Geodesics

As it is well known from Euclidean geometry (flat plane geometry) the shortest distance between two given points is the straight line joining the points. Given now a space that has curvature, the natural question as to what the shortest curve joining two points would look like rises. The way to find the differential equations of the shortest curve in a curved space is to minimize the path length

\[
S = \int ds = \int \sqrt{|g_{\mu\nu}dx^\mu dx^\nu|} = \int \sqrt{\left| g_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} \right|} d\lambda
\]

(1.138)

where \( ds^2 = g_{\mu\nu}dx^\mu dx^\nu \) is the line element also known as the first fundamental or just the metric. Note that when the space is Lorentzian the above is written as

\[
S = \int \sqrt{-g_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda}} d\lambda
\]

(1.139)

By either directly varying the path \( x^\mu \to x^\mu + \delta x^\mu \) in the latter and using the principle of least action or by using Lagrange equations

\[
\frac{d}{d\lambda} \left( \frac{\partial L}{\partial \dot{x}^\mu} \right) - \frac{\partial L}{\partial x^\mu} = 0
\]

(1.140)

with \( L = \sqrt{g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu} \)

we derive the equations giving the geodesic curves

\[
\frac{d^2 x^\mu}{d\lambda^2} + \frac{1}{2} g^{\mu\rho}(\partial_\rho g_{\beta\rho} + \partial_\beta g_{\alpha\rho} - \partial_\rho g_{\alpha\beta}) \frac{dx^\alpha}{d\lambda} \frac{dx^\beta}{d\lambda} = 0
\]

(1.141)

22 The dot indicates differentiation with respect to \( \lambda \), that is \( f = df/d\lambda \).
23 Again dot indicates differentiation with respect to \( \lambda \).
It is worth noting now that the above combination of the metric and its first derivatives is exactly the Levi-Civita connection. Therefore, the geodesic equations are written as

\[ \frac{d^2x^\mu}{d\lambda^2} + \tilde{\Gamma}^\mu_{\alpha\beta} \frac{dx^\alpha}{d\lambda} \frac{dx^\beta}{d\lambda} = 0 \]  

(1.142)

The solution \( \gamma : x^\mu = x^\mu(\lambda; x^\alpha_0; \dot{x}^\alpha_0) \) \(^{24}\) We should emphasize now the difference of the latter with equation (9.86) that we derived for autoparallels. The connection here is the Levi-Civita connection, but for autoparallels the connection used is the general affine connection of the space. Although the two coincide in general relativity, in a general Metric-Affine framework these are not the same. Indeed, using the connection decomposition (4.9) that we derived in previous chapter, the autoparallel equation becomes

\[ \frac{d^2x^\lambda}{d\lambda^2} + \tilde{\Gamma}^\lambda_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = -g^{\alpha\lambda} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} \left[ \frac{1}{2} Q_{\mu\nu\alpha} + \frac{1}{2} Q_{\nu\mu\alpha} - \frac{1}{2} Q_{\alpha\mu\nu} - S_{\alpha\mu\nu} - S_{\mu\alpha\nu} \right] \]  

(1.143)

Now, recalling that \( Q_{\alpha\mu\nu} = Q_{\alpha\nu\mu} \) along with \( S_{\alpha\mu\nu} = -S_{\mu\alpha\nu} \), and using the fact that \( \dot{x}^\mu \dot{x}^\nu \) is symmetric, we have

\[ \frac{d^2x^\lambda}{d\lambda^2} + \tilde{\Gamma}^\lambda_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = -g^{\alpha\lambda} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} \left[ \frac{1}{2} Q_{\mu\nu\alpha} + \frac{1}{2} Q_{\nu\mu\alpha} - \frac{1}{2} Q_{\alpha\mu\nu} - 2S_{\mu\alpha\nu} \right] \]  

(1.144)

From the above equation we see that because of torsion and non-metricity, geodesics and autoparallels are, in general, different curves. We illustrate this difference between geodesics and autoparallels with some examples and prove the Theorems regarding projectively equivalent connections in the Appendix. We may now proceed by giving the definitions of the energy-momentum and hyper-momentum tensors.

### 1.2.3 Energy-momentum and Hyper-momentum Tensors

Having defined and explored the generalized geometry let us continue by introducing the physical content that gives rise to such a geometry. Following the literature we define the Energy-Momentum Tensor as the variation of the matter sector (of the action) with respect to the metric, namely

\[ T_{\alpha\beta} := -\frac{2}{\sqrt{-g}} \frac{\delta S_M}{\delta g^{\alpha\beta}} = -\frac{2}{\sqrt{-g}} \frac{\partial (\sqrt{-g} L_M)}{\partial g^{\alpha\beta}} \]  

(1.145)

\(^{24}\)Note that we chose to use the letter \( \gamma \) for the geodesic curve here in order to distinguish it from the autoparallel curve \( C \).
Now, since matter can also depend on the affine connection, its variation with respect to it defines the Hyper-momentum tensor \([25]\)

\[
\Delta^\lambda_{\mu\nu} := -\frac{2}{\sqrt{-g}} \frac{\delta S_M}{\delta \Gamma^\lambda_{\mu\nu}} = -\frac{2}{\sqrt{-g}} \frac{\partial (\sqrt{-g} L_M)}{\partial \Gamma^\lambda_{\mu\nu}} \tag{1.146}
\]

An important thing that is almost never mentioned in the literature is that the above two tensors are not completely independent. Indeed, since \(g_{\alpha\beta}\) and \(\Gamma^\lambda_{\mu\nu}\) are independent variables, it holds that

\[
\frac{\partial^2 (\sqrt{-g} L_M)}{\partial g^{\alpha\beta} \partial \Gamma^\lambda_{\mu\nu}} = \frac{\partial^2 (\sqrt{-g} L_M)}{\partial \Gamma^\lambda_{\mu\nu} \partial g^{\alpha\beta}} \tag{1.147}
\]

and as a result

\[
\frac{1}{\sqrt{-g}} \frac{\partial}{\partial g^{\alpha\beta}} \left( \sqrt{-g} \Delta^\lambda_{\mu\nu} \right) = \frac{\partial T_{\alpha\beta}}{\partial \Gamma^\lambda_{\mu\nu}} \tag{1.148}
\]

Therefore we see that the energy-momentum and hyper-momentum tensors are not independent. If the latter is applied for a perfect fluid for instance, where \(T^\mu_{\nu}\) is independent of the connection, the hyper-momentum tensor has to satisfy

\[
\frac{\partial}{\partial g^{\alpha\beta}} \left( \sqrt{-g} \Delta^\lambda_{\mu\nu} \right) = 0 \tag{1.149}
\]

So for a perfect fluid\(^{25}\)

\[
\sqrt{-g} \Delta^\lambda_{\mu\nu} = \text{independent of } g_{\mu\nu} \tag{1.150}
\]

In addition, in the so-called Palatini Theories the matter action \(S_M\) is assumed to be independent of the connection and therefore \(\Rightarrow \Delta^\lambda_{\mu\nu} = 0\). The latter means that in this case (Palatini Gravity) the energy momentum tensor is independent of the connection, as seen from (1.148). This result is crucial when studying the dynamical content of a connection and we will use it latter on when we touch upon the subject of dynamical/non-dynamical connections.

### 1.2.4 Curvature Identities

As we have already seen, the anti-symmetrized covariant derivative on a vector field, yields

\[
[\nabla_\alpha, \nabla_\beta] u^\mu = 2 \nabla_{[\alpha} \nabla_{\beta]} u^\mu = R^\mu_{\nu\alpha\beta} u^\nu + 2 S^\mu_{\alpha\beta} \nabla_\nu u^\mu \tag{1.151}
\]

When acting on a co-vector gives

\[
[\nabla_\alpha, \nabla_\beta] u_\mu = 2 \nabla_{[\alpha} \nabla_{\beta]} u_\mu = -R^\lambda_{\mu\alpha\beta} u_\lambda + 2 S^\nu_{\alpha\beta} \nabla_\nu u_\mu \tag{1.152}
\]

\(^{25}\)Assuming that its form remains the same as in GR.
And in the trivial case of a scalar, one has
\[ \nabla_{[\alpha} \nabla_{\beta]} \phi = S_{\alpha\beta}^{\phantom{\alpha\beta} \nu} \nabla_{\nu} \phi \quad (1.153) \]

Of course we can generalize the above considerations for higher rank tensors, for instance for a rank-2 tensor we have
\[ [\nabla_{\alpha}, \nabla_{\beta}] T_{\mu\nu} = -R^{\lambda}_{\phantom{\lambda} \mu\alpha\beta} T_{\lambda\nu} - R^{\lambda}_{\phantom{\lambda} \nu\alpha\beta} T_{\lambda\mu} + 2S_{\alpha\beta}^{\phantom{\alpha\beta} \lambda} \nabla_{\lambda} T_{\mu\nu} \quad (1.154) \]

which when applied to the metric tensor yields
\[ [\nabla_{\alpha}, \nabla_{\beta}] g_{\mu\nu} = -R^{\lambda}_{\phantom{\lambda} \mu\alpha\beta} g_{\lambda\nu} - R^{\lambda}_{\phantom{\lambda} \nu\alpha\beta} g_{\lambda\mu} + 2S_{\alpha\beta}^{\phantom{\alpha\beta} \lambda} \nabla_{\lambda} g_{\mu\nu} \quad (1.155) \]

Recalling now the definition of non-metricity
\[ Q_{\alpha\mu\nu} \equiv -\nabla_{\alpha} g_{\mu\nu} \],

we get the identity
\[ R_{(\mu\nu)\alpha\beta} = \nabla_{[\alpha} Q_{\beta]\mu\nu} - S_{\alpha\beta}^{\phantom{\alpha\beta} \lambda} Q_{\lambda\mu\nu} \quad (1.156) \]

Notice from the above that the Riemann tensor is antisymmetric in its first two indices only for a metric connection \((Q_{\alpha\mu\nu} = 0)\). Another identity comes about when we fully anti-symmetrize the Riemann tensor in its three lower indices. In words
\[ R^{\alpha}_{\phantom{\alpha} [\beta\mu\nu]} = \frac{2}{3!} \left( R^{\alpha}_{\phantom{\alpha\beta} \mu\nu} + R^{\alpha}_{\phantom{\alpha\nu} \mu\beta} + R^{\alpha}_{\phantom{\alpha\mu} \nu\beta} \right) = \frac{2}{3!} \left( R^{\alpha}_{\phantom{\alpha} \beta\mu\nu} + R^{\alpha}_{\phantom{\alpha} \nu\beta\mu} + R^{\alpha}_{\phantom{\alpha} \mu\nu\beta} \right) \quad (1.157) \]

where we used the fact that the Riemann tensor is already antisymmetric in its last two indices. Carrying out the calculations, we can easily arrive at
\[ R^{\alpha}_{\phantom{\alpha} [\beta\mu\nu]} = -2\nabla_{[\beta} S_{\mu\nu]} \phantom{\lambda}^{\alpha} - 4S_{[\beta\mu} \phantom{\lambda}^{\alpha} S_{\nu]\lambda}^{\alpha} \quad (1.158) \]

Notice that the latter vanishes for a torsion-free space \((S_{\alpha\beta}^{\phantom{\alpha\beta} \lambda} = 0)\) even when non-metricity is present. Contracting the above in \(\alpha = \beta\) we obtain a further identity
\[ R_{[\mu\nu]} = \frac{1}{2} \tilde{R}_{\mu\nu} + \nabla_{[\alpha} S_{\mu\nu]} \phantom{\lambda}^{\alpha} + 2\nabla_{[\mu} S_{\nu] \phantom{\lambda}^{\alpha} + 2(S_{\alpha\mu}^{\phantom{\alpha\mu} \lambda} S_{\nu}\phantom{\lambda}^{\alpha} + S_{\nu\alpha}^{\phantom{\alpha} \lambda} S_{\mu}\phantom{\lambda}^{\alpha} - S_{\mu\nu}^{\phantom{\mu\nu} \alpha} S_{\alpha}) \quad (1.159) \]

or
\[ R_{[\mu\nu]} = \frac{1}{2} \tilde{R}_{\mu\nu} + \nabla_{[\alpha} S_{\mu\nu]} \phantom{\lambda}^{\alpha} + 2\partial_{[\mu} S_{\nu]} \phantom{\lambda}^{\alpha} + 4S_{\alpha[m}^{\phantom{\alpha[m} \lambda} S_{n]\phantom{\lambda}^{\alpha} =
\]
\[ = \frac{1}{2} \tilde{R}_{\mu\nu} + \partial_{\alpha} S_{\mu\nu} \phantom{\lambda}^{\alpha} + 2\partial_{[\mu} S_{\nu]} \phantom{\lambda}^{\alpha} + 2\Gamma^{\lambda}_{\phantom{\lambda} \alpha[m\nu]} \phantom{\lambda}^{\alpha} + \Gamma^{\alpha}_{\phantom{\alpha\lambda} \alpha} S_{\mu\nu} \phantom{\lambda}^{\lambda} \quad (1.160) \]

from which we conclude that for the Ricci tensor to be symmetric, both torsion and non-metricity have to vanish. Another identity that is so scary even Schouten does not bother
writing it down is the one that involves interchanging the first two indices of the Riemann tensor with its last two. The starting point here is the identity

\[ A_{\mu\lambda\nu\kappa} = A_{\kappa\nu\mu\lambda} - \frac{3}{2} \left( A_{\mu[\lambda\kappa]} + A_{\lambda[\mu\kappa]} + A_{\kappa[\nu\lambda]} + A_{\nu[\mu\kappa]} \right) + A_{(\lambda\mu)\nu\kappa} + A_{(\kappa\mu)\nu\lambda} + A_{(\nu\kappa)\lambda\mu} + A_{(\nu\kappa)\mu\lambda} \]

(1.161)

which holds for any rank-4 tensor. Applying this to the Riemann tensor, and using the identities we derived above, it follows that

\[ R_{\mu\nu\kappa\lambda} - R_{\kappa\lambda\mu\nu} = 3 \left( g_{\mu\alpha} \nabla_{[\kappa} S_{\lambda\alpha]}^\alpha + g_{\nu\alpha} \nabla_{[\mu} S_{\lambda\alpha]}^\alpha + g_{\alpha\kappa} \nabla_{[\lambda} S_{\mu\nu]}^\alpha + g_{\alpha\lambda} \nabla_{[\nu} S_{\mu\kappa]}^\alpha \right) \]

\[ + 6 \left( g_{\mu\alpha} S_{[\kappa}^\beta S_{\lambda]}^\alpha + g_{\nu\alpha} S_{[\mu}^\beta S_{\kappa]}^\alpha + g_{\alpha\kappa} S_{[\lambda}^\beta S_{\nu]}^\alpha + g_{\alpha\lambda} S_{[\mu}^\beta S_{\nu]}^\alpha \right) \]

\[ + \nabla_{[\lambda} Q_{\nu}\mu \right] \nabla_{[\rho} Q_{\kappa]\mu} + \nabla_{[\rho} Q_{\lambda]\nu} + \nabla_{[\rho} Q_{\kappa}\lambda \nu} + \nabla_{[\rho} Q_{\lambda}\nu \kappa} + \nabla_{[\rho} Q_{\kappa}\lambda \mu} \]

\[ - \left( S_{\kappa\lambda}^\alpha Q_{\alpha\mu\nu} + S_{\nu\lambda}^\alpha Q_{\alpha\kappa\mu} + S_{\kappa\mu}^\alpha Q_{\alpha\lambda\nu} \right) \]

\[ + S_{\mu\nu}^\alpha Q_{\alpha\kappa\lambda} + S_{\mu\lambda}^\alpha Q_{\alpha\nu\kappa} + S_{\nu\kappa}^\alpha Q_{\alpha\lambda\mu} \]

(1.162)

and we see that the symmetry \( R_{\mu\nu\kappa\lambda} = R_{\kappa\lambda\mu\nu} \) only holds when both torsion and non-metricity vanish. The moral of the above identity is crystal clear: If you were to interchange the two first with the two last indices in the Riemann tensor, when the space is not Riemannian (i.e., has non-vanishing torsion and non-metricity) you’d better not do it! Another identity can be obtained by contracting the Riemann tensor with the Levi-Civita tensor to form the (parity violating) scalar

\[ \varepsilon^{\mu\nu\alpha\beta} \tilde{R}_{\mu\nu\alpha\beta} = 2 \tilde{\nabla}_\alpha (\varepsilon^{\alpha\nu\beta} N_{\mu\nu\beta}) + 2 \varepsilon^{\mu\nu\alpha\beta} S_{\alpha\beta}^\lambda (Q_{\mu\nu\lambda} - S_{\mu\nu\lambda}) \]

(1.163)

where we have used the decomposition (1.114) for the Riemann tensor, the fact that \( \varepsilon^{\mu\nu\alpha\beta} \tilde{R}_{\mu\nu\alpha\beta} = 0 \) for the Riemannian part and the fact that the Levi-Civita tensor is covariantly conserved with respect to the Levi-Civita connection (\( \tilde{\nabla}_\lambda \varepsilon_{\mu\nu\alpha\beta} = 0 \)). In a Riemannian space the right hand term is zero. Notice also that if torsion is zero, the right hand side of the above equation vanishes even if the space has non-metricity. This may become more apparent by observing that

\[ N_{[\alpha\mu\nu]} = S_{[\mu\nu\alpha]} = S_{[\alpha\mu\nu]} \]

(1.164)

such that

\[ \varepsilon^{\mu\nu\alpha\beta} \tilde{R}_{\mu\nu\alpha\beta} = 2 \tilde{\nabla}_\alpha (\varepsilon^{\alpha\nu\beta} S_{\mu\nu\beta}) + 2 \varepsilon^{\mu\nu\alpha\beta} S_{\alpha\beta}^\lambda (Q_{\mu\nu\lambda} - S_{\mu\nu\lambda}) \]

(1.165)
from which we conclude that

\[ \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta} = 0 \]  

(1.166)

if torsion is zero. In addition, using the definition of the torsion pseudo-vector \( \tilde{S}^\mu \equiv \varepsilon^{\mu\rho\nu\beta} S_{\rho\nu\beta} \), for a non-Riemannian space we have the above identity written in a more compact form

\[ \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta} = 2 \nabla_\alpha \tilde{S}^\alpha + 2 \varepsilon^{\mu\nu\alpha\beta} S^{\lambda}_{\alpha\beta}(Q_{\mu\nu\lambda} - S_{\mu\nu\lambda}) \]  

(1.167)

### 1.2.5 Weitzenbock identities (generalized Bianchi identities)

Let us now give the generalized Bianchi identities for a torsionfull, non-metric connection. These identities are also known as Weitzenbock identities. The first one we obtain by taking the covariant derivative of the Riemann tensor and antisymmetrize in three indices, which results in

\[ \nabla_{[\rho} R^\alpha_{\beta\mu\nu]} = 2 R^\alpha_{\beta\lambda\rho\mu\nu} \]  

(1.168)

where the vertical bars around an index indicate that this index is left out of the (anti-)symmetrization. Contracting the above in \( \alpha = \beta \) we also obtain another identity

\[ \nabla_{[\rho} \hat{R}_{\mu\nu]} = 2 \hat{R}_{\lambda\rho\mu\nu} \]  

(1.169)

We can also obtain an identity by contracting (1.168) in \( \rho = \alpha \) to obtain

\[ \nabla_\alpha R^\alpha_{\beta\mu\nu} - 2 \nabla_{[\rho} R^\rho_{\beta\mu\nu]} = -2 R_{\beta\lambda\rho\mu\nu} \]  

(1.170)

### 1.3 The Lie Derivative

As can be found in any GR textbook (see [41] for instance) when one is dealing with a Riemannian geometry, the partial derivatives that appear in a Lie derivative, can be replaced with the covariant ones. For instance, the Lie derivative of the contravariant vector \( u^\mu \) in the direction of \( \xi^\mu \), reads

\[ \mathcal{L}_\xi u^\alpha = \xi^\mu \partial_\mu u^\alpha - u^\mu \partial_\mu \xi^\alpha = \xi^\mu \nabla_\mu u^\alpha - u^\mu \nabla_\mu \xi^\alpha \]  

(1.171)

in a Riemannian space (both torsion and non-metricity are zero and the covariant derivative is computed with respect to the Levi-Civita connection). However, in an affine space where both torsion and non-metricity are not zero, the above is written as

\[ \mathcal{L}_\xi u^\alpha = \xi^\mu \partial_\mu u^\alpha - u^\mu \partial_\mu \xi^\alpha = \xi^\mu \nabla_\mu u^\alpha - u^\mu \nabla_\mu \xi^\alpha - 2 S^{\alpha}_{\mu\nu} u^\mu \xi^\nu \]  

(1.172)
We should stress out the the Lie derivative on any tensor field, in its original form, contains only partial derivatives of the associated quantities. If we insist upon expressing the final result in terms of the full covariant derivative we must also include the additional terms that appear due to torsion and non-metricity. The way to do this is to expand the covariant derivative, solve the partial derivative in terms of it and substitute it back in the Lie derivative. For example, let us prove the above result for the contravariant vector $u^{\alpha}$. We start by expanding

$$\nabla_\mu u^\alpha = \partial_\mu u^\alpha - \Gamma^\alpha_{\lambda\mu} u^\lambda$$

(1.173)

$$\nabla_\mu \xi^\alpha = \partial_\mu \xi^\alpha - \Gamma^\alpha_{\lambda\mu} \xi^\lambda$$

(1.174)

multiplying the former by $\xi^\mu$ and the latter by $u^\mu$ and subtracting them, it follows that

$$\xi^\mu \nabla_\mu u^\alpha - u^\mu \nabla_\mu \xi^\alpha = \xi^\mu \partial_\mu u^\alpha - u^\mu \partial_\mu \xi^\alpha + 2S^{\alpha}_{\mu\nu} u^\mu \xi^\nu \Rightarrow$$

$$\xi^\mu \partial_\mu u^\alpha - u^\mu \partial_\mu \xi^\alpha = \xi^\mu \nabla_\mu u^\alpha - u^\mu \nabla_\mu \xi^\alpha - 2S^{\alpha}_{\mu\nu} u^\mu \xi^\nu \Rightarrow$$

$$\mathcal{L}_\xi u^\alpha = \xi^\mu \nabla_\mu u^\alpha - u^\mu \nabla_\mu \xi^\alpha - 2S^{\alpha}_{\mu\nu} u^\mu \xi^\nu$$

(1.175)

In a similar manner we find the Lie derivative of a covariant vector $v_\mu$,

$$\mathcal{L}_\xi v_\mu = \xi^\alpha \partial_\alpha v_\mu - v_\alpha \partial_\mu \xi^\alpha = \xi^\alpha \nabla_\alpha v_\mu - v_\alpha \nabla_\alpha \xi^\alpha - 2S^{\alpha}_{\mu\nu} \xi^\alpha v_\nu$$

(1.176)

Now, for a rank 2 covariant tensor field $T_{\mu\nu}$ one computes

$$\mathcal{L}_\xi T_{\mu\nu} = \xi^\lambda \partial_\lambda T_{\mu\nu} + T_{\lambda\nu} \partial_\mu \xi^\lambda + T_{\mu\lambda} \partial_\nu \xi^\lambda$$

(1.177)

If $T_{\mu\nu}$ is taken to be the metric tensor $g_{\mu\nu}$, the above gives

$$\mathcal{L}_\xi g_{\mu\nu} = \xi^\lambda \partial_\lambda g_{\mu\nu} + g_{\lambda\nu} \partial_\mu \xi^\lambda + g_{\mu\lambda} \partial_\nu \xi^\lambda =$$

$$= \xi^\lambda \partial_\lambda g_{\mu\nu} + \partial_\mu \xi_{\nu} - \xi^\lambda \partial_\mu g_{\lambda\nu} + \partial_\nu \xi_{\mu} - \xi^\lambda \partial_\nu g_{\mu\lambda} =$$

$$= \partial_\mu \xi_{\nu} + \partial_\nu \xi_{\mu} - \xi^\lambda (\partial_{\mu} g_{\lambda\nu} + \partial_{\nu} g_{\lambda\mu} - \partial_{\lambda} g_{\mu\nu}) =$$

$$= \partial_\mu \xi_{\nu} + \partial_\nu \xi_{\mu} - 2\tilde{\Gamma}^{\lambda}_{\mu\nu} \xi_{\lambda} = \tilde{\nabla}_{\mu} \xi_{\nu} + \tilde{\nabla}_{\nu} \xi_{\mu}$$

(1.178)

where on going from the first to the second line we employed Leibniz’s rule and on going third to forth we used the definition of the Levi-Civita connection. Note that in the last line the covariant derivative computed with respect to the Levi-Civita connection, appears.
If we want to express the Lie derivative in terms of the general covariant derivative, we may use the connection decomposition

\[ \Gamma^\lambda_{\mu\nu} = \hat{\Gamma}^\lambda_{\mu\nu} + N^\lambda_{\mu\nu} \]  

and recast (1.178) to

\[ \mathcal{L}_\xi g_{\mu\nu} = \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu + 2N^\lambda_{(\mu\nu)} \xi_\lambda \]  

where we have used the relation

\[ \nabla_\mu \xi_\nu = \partial_\mu \xi_\nu - \Gamma^\lambda_{\nu\mu} \xi_\lambda = \hat{\nabla}_\mu \xi_\nu - N^\lambda_{\nu\mu} \xi_\lambda \]  

The above procedure can be generalized to derive the Lie derivative for tensor fields of arbitrary rank.

1.3.1 Non-trivial Surface terms

In Metric Gravity (GR is a special case of it) where we have neither torsion nor non-metricity, the following hold true

\[ S^\alpha_{\mu\nu} = 0 \]  
\[ \nabla_\mu \sqrt{-g} = 0 \]

which lead to trivial surface terms

\[ \int d^4x \nabla_\mu (\sqrt{-g} u^\alpha) = \int d^4x \sqrt{-g} \nabla_\mu u^\alpha = \int d^4x \partial_\mu (\sqrt{-g} u^\alpha) = surface\ term \]  

for any vector field \( u^\alpha \). However, in Metric-Affine spaces both non-metricity and torsion are non-vanishing and one has

\[ S^\alpha_{\mu\nu} \neq 0 \]  
\[ \nabla_\mu \sqrt{-g} = \partial_\mu \sqrt{-g} - \Gamma^\alpha_{\mu\alpha} \sqrt{-g} \neq 0 \]

Furthermore, the covariant derivative on contravariant vectors yields

\[ \nabla_\mu u^\nu = \partial_\mu u^\nu + \Gamma^\nu_{\alpha\mu} u^\alpha \]  

\(^{26}\)Recall that \( \sqrt{-g} \) is a scalar density of weight \(-1\).
and contracting in $\mu, \nu$ we obtain

$$\nabla_\mu u^\mu = \partial_\mu u^\mu + \Gamma^\mu_{\alpha\mu} u^\alpha$$

Thus, using the above, one has

$$\nabla_\mu (\sqrt{-g} u^\mu) = \partial_\mu (\sqrt{-g} u^\mu) + (\Gamma^\alpha_{\mu\alpha} - \Gamma^\alpha_{\alpha\mu}) \sqrt{-g} u^\mu \Rightarrow \nabla_\mu (\sqrt{-g} u^\mu) = \partial_\mu (\sqrt{-g} u^\mu) + \sqrt{-g} 2 S_\mu u^\mu$$

(1.189)

where $S_\mu := S_{\mu\nu}$. As a result the integral in (1.184) now takes the form

$$\int d^4 x \nabla_\mu (\sqrt{-g} u^\mu) = \int d^4 x \partial_\mu (\sqrt{-g} u^\mu) + \int d^4 x \sqrt{-g} 2 S_\mu u^\mu =$$

$$= surface \ term + \int d^4 x \sqrt{-g} 2 S_\mu u^\mu$$

(1.190)

Therefore, when both torsion and non-metricity are present there are additional contributions to the surface terms that need to be taken into account. However, note from the last equation that this contribution is proportional to the torsion vector $S_\mu$ and as a result the additional term comes solely by the presence of torsion and not of that of non-metricity. That is, equation (1.184) holds true in the absence of torsion even when the non-metricity is not zero. Now, consider an integral of the form

$$\int d^4 x \sqrt{-g} \nabla_\mu u^\mu$$

(1.191)

Using Leibniz’s rule and the above result we may express it as

$$\int d^4 x \sqrt{-g} \nabla_\mu u^\mu = \int d^4 x \nabla_\mu (\sqrt{-g} u^\mu) - \int d^4 x u^\mu \nabla_\mu \sqrt{-g} =$$

$$= surface \ term + \int d^4 x \sqrt{-g} 2 S_\mu u^\mu - \int d^4 x \sqrt{-g} u^\mu \frac{1}{2} g^{\alpha\beta} \nabla_\mu g_{\alpha\beta} =$$

$$= surface \ term + \int d^4 x \sqrt{-g} u^\mu \left(2 S_\mu + \frac{1}{2} g^{\alpha\beta} Q_{\mu\alpha\beta}\right)$$

therefore we obtain

$$\int d^4 x \sqrt{-g} \nabla_\mu u^\mu = \int d^4 x \sqrt{-g} u^\mu \left(2 S_\mu + \frac{1}{2} Q_\mu\right) + surface \ term$$

(1.192)

where $Q_\mu := Q_{\mu\nu} = g^{\alpha\nu} Q_{\mu\alpha\nu}$ is the Weyl vector. Notice that on going from the first to the second line we employed the identity

$$\nabla_\mu \sqrt{-g} = -\sqrt{-g} \frac{1}{2} g_{\alpha\beta} \nabla_\mu g^{\alpha\beta} = +\sqrt{-g} \frac{1}{2} g^{\alpha\beta} \nabla_\mu g_{\alpha\beta}$$

(1.193)
1.4 Useful Identities and Proofs

We begin here by giving some general identities for the Levi-Civita symbol firstly in arbitrary spacetime dimensions and then specializing to four. In general the following hold true

\[ \epsilon_{a_1a_2\ldots a_k\ldots a_n} \epsilon^{a_1a_2\ldots a_k\ldots a_b} = (-1)^{t(n-k)!k!} \delta^{b_1\ldots b_n}_{a_{k+1}\ldots a_n} \] (1.194)

\[ \epsilon_{a_1a_2\ldots a_{n-2}a} \epsilon^{a_1a_2\ldots a_n} = (-1)^{(n-2)!2} \delta^a_d \delta^b_d \] (1.195)

\[ \epsilon_{a_1a_2\ldots a_{n-1}a} \epsilon^{a_1a_2\ldots a_n} = (-1)^{(n-1)!} \delta^a_d \] (1.196)

\[ \epsilon_{a_1a_2\ldots a_n} \epsilon_{a_1a_2\ldots a_n} = (-1)^n \] (1.197)

where \( k \leq n \) and \( t \) is the signature of the space. Having the Levi-Civita symbol we can write the determinant of the metric tensor as follows

\[ g := \det (g_{ab}) = \frac{(-1)^t}{n!} \epsilon^{a_1a_2\ldots a_n} \epsilon_{b_1b_2\ldots b_n} g_{a_1b_1} \cdots g_{a_nb_n} \] (1.198)

which is a scalar density of weight \(-2\). Now, specializing in a \( 4-dim \) Lorentzian spacetime (i.e. \( n = 4, t = 1 \)) the above reduce to

\[ \epsilon^{\mu\nu\rho\lambda} \epsilon_{\mu\nu\rho\gamma} = -4! \delta^{\alpha\beta\gamma\lambda}_{[\mu \nu \rho \delta]} \] (1.199)

\[ \epsilon^{\mu\nu\rho\lambda} \epsilon^{\mu\nu\sigma} = -2!2! \delta^{\sigma\rho\lambda}_{[\mu \nu \delta]} \] (1.200)

\[ \epsilon^{\mu\nu\rho\lambda} \epsilon^{\mu\nu\rho\sigma} = -3! \delta^{\alpha\beta\gamma\lambda} \] (1.201)

\[ \epsilon^{\mu\nu\rho\sigma} \epsilon^{\mu\nu\rho\sigma} = -4! \] (1.202)

Also note that when no contraction among indices is involved, we have

\[ \epsilon^{\mu\nu\rho\lambda} \epsilon^{\sigma\alpha\beta\gamma} = -4! \delta^{\alpha\beta\gamma\lambda}_{\mu \nu \rho \delta} \] (1.203)

It is also worth noting that due to the non-tensorial nature of \( \epsilon_{\mu\nu\rho\sigma} \) one has

\[ \epsilon^{\mu\nu\rho\sigma} g_{\mu\alpha} g_{\nu\beta} g_{\rho\gamma} g_{\sigma\delta} = -g \epsilon_{\alpha\beta\gamma\delta} \] (1.204)

and

\[ \epsilon_{\mu\nu\rho\sigma} = -g \epsilon^{\mu\nu\rho\sigma} \] (1.205)

\footnote{Of course the same results hold true for any \( n \)-dim Lorentzian spacetime. We take \( n = 4 \) here just for convenience.}

\footnote{However, this can be converted to a tensor if we multiply by \( \sqrt{-g} \), namely \( \epsilon_{\mu\nu\rho\sigma} := \sqrt{-g} \epsilon_{\mu\nu\rho\sigma} \) does behave tensorial. Note that its contravariant tensor form is \( \epsilon^{\mu\nu\rho\sigma} := \epsilon^{\mu\nu\rho\sigma} \).}
Now, multiplying (and contracting) equation (1.204) by $g^{\kappa \delta}$ we arrive at

$$\epsilon^{\mu \nu \rho \kappa} g_{\mu \alpha} g_{\nu \beta} g_{\rho \gamma} = -g \epsilon_{\alpha \beta \gamma \delta} g^{\kappa \delta}$$

(1.206)

which is going to be used in what follows. The determinant of the metric tensor is now given by

$$g := \det (g_{\mu \nu}) = \frac{1}{4!} \epsilon^{\mu \nu \rho \sigma} \epsilon_{\alpha \beta \gamma \delta} g_{\mu \alpha} g_{\nu \beta} g_{\rho \gamma} g_{\sigma \delta}$$

(1.207)

Acting the covariant derivative on it, it follows that

$$\nabla_\lambda g = \frac{1}{4!} \epsilon^{\mu \nu \rho \sigma} \epsilon_{\alpha \beta \gamma \delta} g_{\mu \alpha} g_{\nu \beta} g_{\rho \gamma} g_{\kappa \delta} \nabla_\lambda g_{\kappa \delta} =$$

(1.208)

and with a relabeling of the dummy indices the latter becomes

$$\nabla_\lambda g = \frac{4}{4!} \epsilon^{\mu \nu \rho \sigma} \epsilon_{\alpha \beta \gamma \delta} g_{\mu \alpha} g_{\nu \beta} g_{\rho \gamma} \nabla_\lambda g_{\kappa \delta} =$$

(1.209)

In addition, using

$$0 = \nabla_\lambda 4 = \nabla_\lambda (g_{\mu \nu} g^{\mu \nu}) = g^{\mu \nu} \nabla_\lambda g_{\mu \nu} + g_{\mu \nu} \nabla_\lambda g^{\mu \nu}$$

(1.210)

we may write the above as

$$\nabla_\lambda g = +g g^{\mu \nu} \nabla_\lambda g_{\mu \nu} = -g_{\mu \nu} \nabla_\lambda g^{\mu \nu}$$

(1.211)

Recalling the definition of the non-metricity tensor

$$Q_{\lambda \mu \nu} = -\nabla_\lambda g_{\mu \nu}$$

(1.212)

along with that of the Weyl vector

$$Q_\lambda := g^{\mu \nu} Q_{\mu \nu} = Q_{\lambda \nu} = -g g^{\mu \nu} \nabla_\lambda g_{\mu \nu}$$

(1.213)

we finally arrive at

$$\nabla_\lambda g = -g Q_\lambda$$

(1.214)
Now, since \(-g > 0\) we have \(g = \sqrt{-g}\sqrt{-g}\) and therefore
\[
2\sqrt{-g}\nabla_\lambda \sqrt{-g} = gg^{\mu\nu}\nabla_\lambda g_{\mu\nu} \Rightarrow \frac{\nabla_\lambda \sqrt{-g}}{\sqrt{-g}} = \frac{1}{2}g^{\mu\nu}\nabla_\lambda g_{\mu\nu}
\] (1.215)

or
\[
\frac{\nabla_\lambda \sqrt{-g}}{\sqrt{-g}} = \nabla_\lambda \ln \sqrt{-g} = \frac{1}{2}g^{\mu\nu}\nabla_\lambda g_{\mu\nu} = -\frac{1}{2}g_{\mu\nu}\nabla_\lambda g^{\mu\nu} = -\frac{1}{2}Q_\lambda
\] (1.216)

Notice that the results derived so far not only hold true for \(\nabla_\lambda\) but also for any linear operator \(\hat{T}\). Indeed, our starting point was the following expression of the determinant
\[
g := \det (g_{\mu\nu}) = \frac{1}{4!}\epsilon^{\mu\rho\sigma\tau}\epsilon_{\alpha\beta\gamma\delta}g_{\mu\alpha}g_{\nu\beta}g_{\rho\gamma}g_{\sigma\delta}
\] (1.217)

Acting on it with \(\hat{T}\) and performing manipulations identical to the above ones, we would again arrive at
\[
\frac{\hat{T}\sqrt{-g}}{\sqrt{-g}} = \hat{T}\ln \sqrt{-g} = \frac{1}{2}g^{\mu\nu}(\hat{T}g_{\mu\nu}) = -\frac{1}{2}g_{\mu\nu}(\hat{T}g^{\mu\nu})
\] (1.218)

thus, a similar expression holds for the ordinary derivative. Indeed, setting \(\hat{T} \to \partial_\mu\) the latter takes the form
\[
\frac{\partial_\lambda \sqrt{-g}}{\sqrt{-g}} = \partial_\lambda \ln \sqrt{-g} = \frac{1}{2}g^{\mu\nu}\partial_\lambda g_{\mu\nu} = -\frac{1}{2}g_{\mu\nu}\partial_\lambda g^{\mu\nu}
\] (1.219)

In addition, setting \(\hat{T} \to \delta\) we also get the variation of the determinant
\[
\frac{\delta \sqrt{-g}}{\sqrt{-g}} = \delta \ln \sqrt{-g} = \frac{1}{2}g^{\mu\nu}\delta g_{\mu\nu} = -\frac{1}{2}g_{\mu\nu}\delta g^{\mu\nu}
\] (1.220)

Now, expanding (1.216) and using (1.219) it follows that
\[
\frac{\nabla_\lambda \sqrt{-g}}{\sqrt{-g}} = \frac{1}{2}g^{\mu\nu}\nabla_\lambda g_{\mu\nu} = \frac{1}{2}g^{\mu\nu}\partial_\lambda g_{\mu\nu} - \frac{1}{2}\left(\Gamma^\alpha_{\mu\lambda}g_{\nu\alpha} + \Gamma^\alpha_{\nu\lambda}g_{\mu\alpha}\right)g^{\mu\nu} = \frac{\partial_\lambda \sqrt{-g}}{\sqrt{-g}} - \frac{1}{2}2\Gamma^\mu_{\mu\lambda} \Rightarrow
\]

\[
\frac{\nabla_\lambda \sqrt{-g}}{\sqrt{-g}} = \frac{\partial_\lambda \sqrt{-g}}{\sqrt{-g}} - \Gamma^\mu_{\mu\lambda}
\]

\[
\nabla_\lambda \sqrt{-g} = \partial_\lambda \sqrt{-g} - \Gamma^\mu_{\mu\lambda} \sqrt{-g}
\]

and in terms of the Weyl vector
\[
\Gamma^\mu_{\mu\lambda} = (\partial_\lambda - \nabla_\lambda) \ln \sqrt{-g} = \partial_\lambda \ln \sqrt{-g} + \frac{1}{2}Q_\lambda
\] (1.221)
Having this last relation we can bring the homothetic curvature tensor to the form

\[ \hat{R}_{\mu\nu} := \partial_\mu \Gamma^\alpha_{\nu\alpha} - \partial_\nu \Gamma^\alpha_{\mu\alpha} = \]

\[ = \partial_\mu \partial_\nu (\ln \sqrt{-g}) + \frac{1}{2} \partial_\mu Q_\nu - \partial_\nu \partial_\mu (\ln \sqrt{-g}) - \frac{1}{2} \partial_\nu Q_\mu = \]

\[ = \frac{1}{2} \left( \partial_\mu Q_\nu - \partial_\nu Q_\mu \right) = \partial_\mu [Q_\nu] \Rightarrow \]

\[ \hat{R}_{\mu\nu} = \partial_\mu [Q_\nu] \] \quad (1.222)

From this we see that the form of the homothetic curvature resembles that of the field strength of electromagnetism \( F_{\mu\nu} = 2 \partial_\nu A_\mu \). Additionally, we conclude that non-metricity alone (the torsion does not enter at all) gives rise to the homothetic curvature. In particular the Weyl vector \( Q_\mu \), constructed out of the non-metricity tensor, fully determines the homothetic curvature. Therefore, any attempt to brake the projective invariance of the Einstein-Hilbert action, by imposing \( Q_\mu \) would automatically force the homothetic curvature to vanish as well. As a result, such a braking (\( i.e. Q_\mu = 0 \)) should be avoided since it implies a vanishing homothetic curvature without any physical justification. Note that another place that the homothetic tensor arises naturally is when one takes the anti-symmetrized covariant derivative of a scalar density (or more generally a tensor density). Indeed, considering the scalar density

\[ \Phi \equiv (\sqrt{-g})^w \phi \] \quad (1.223)

of weight \( w \), with \( \phi \) being a scalar and acting the antisymmetrized covariant derivative on it we arrive at

\[ [\nabla_\mu, \nabla_\nu] \Phi = -w \hat{R}_{\mu\nu} \Phi + 2 S_\lambda^\mu \nabla_\lambda \Phi \] \quad (1.224)

### 1.4.1 The Levi-Civita Tensor

From the Levi-Civita symbol one can construct the Levi-Civita tensor. To see this we start by

\[ \epsilon^{\mu\nu\rho\sigma} g_{\mu\alpha} g_{\nu\beta} g_{\rho\gamma} g_{\sigma\delta} = -g \epsilon_{\alpha\beta\gamma\delta} \] \quad (1.225)

and write it in the form

\[ \frac{\epsilon^{\mu\nu\rho\sigma}}{\sqrt{-g}} g_{\mu\alpha} g_{\nu\beta} g_{\rho\gamma} g_{\sigma\delta} = \sqrt{-g} \epsilon_{\alpha\beta\gamma\delta} \] \quad (1.226)

From which we see that defining

\[ \epsilon_{\mu\nu\rho} := \sqrt{-g} \epsilon_{\mu\nu\rho\sigma} \] \quad (1.227)
and

\[ \varepsilon^{\mu\nu\rho\sigma} := \frac{\epsilon^{\mu\nu\rho\sigma}}{\sqrt{-g}} \]  

(1.228)

it follows that

\[ \varepsilon^{\mu\nu\rho\sigma} g_{\mu\alpha} g_{\nu\beta} g_{\rho\gamma} g_{\sigma\delta} = \varepsilon_{\alpha\beta\gamma\delta} \]  

(1.229)

which proves the tensorial nature of \( \varepsilon_{\alpha\beta\gamma\delta} \). It is easy to check that this tensor also satisfies the set of identities (1.199) - (1.203) that hold for the Levi-Civita symbol, so for the Levi-Civita tensor one has\(^{29}\)

\[ \varepsilon_{\mu\rho\lambda} \varepsilon^{\mu\alpha\beta\gamma} = -1!3! \delta^\alpha_{[\nu} \delta^\beta_{\rho} \delta^\gamma_{\lambda]} \]  

(1.230)

\[ \varepsilon_{\mu\rho\lambda} \varepsilon^{\mu\nu\kappa\sigma} = -2!2! \delta^\kappa_{[\rho} \delta^\sigma_{\lambda]} \]  

(1.231)

\[ \varepsilon_{\mu\rho\lambda} \varepsilon^{\mu\nu\rho\sigma} = -3! \delta^\sigma_{\lambda} \]  

(1.232)

\[ \varepsilon_{\mu\rho\sigma} \varepsilon^{\mu\nu\rho\sigma} = -4! \]  

(1.233)

\[ \varepsilon_{\mu\rho\lambda} \varepsilon^{\sigma\alpha\beta\gamma} = -4! \delta^\sigma_{[\mu} \delta^\alpha_{\nu} \delta^\beta_{\rho} \delta^\gamma_{\lambda]} \]  

(1.234)

### 1.4.2 Covariant derivative of the Levi-Civita tensor

As it is well known an immediate implication of \( \nabla_{\alpha} g_{\mu\nu} = 0 \) is that the Levi-Civita tensor \( \varepsilon_{\alpha\beta\gamma\delta} = \sqrt{-g} \varepsilon_{\alpha\beta\gamma\delta} \), (where \( \varepsilon_{\alpha\beta\gamma\delta} \) is the Levi-Civita symbol) is covariantly conserved. However, for a general non-vanishing non-metricity this statement is not true. In general it holds that

\[ \nabla_\mu \varepsilon_{\alpha\beta\gamma\delta} = -\varepsilon_{\alpha\beta\gamma\delta} \frac{Q_{\mu}}{2} \]  

(1.235)

Let us prove this now. We have

\[ \nabla_\mu \varepsilon_{\alpha\beta\gamma\delta} = \partial_\mu (\sqrt{-g} \varepsilon_{\alpha\beta\gamma\delta}) - \sqrt{-g} \left( \Gamma^\lambda_{\alpha\mu} \varepsilon_{\lambda\beta\gamma\delta} + \Gamma^\lambda_{\beta\mu} \varepsilon_{\alpha\lambda\gamma\delta} + \Gamma^\lambda_{\gamma\mu} \varepsilon_{\alpha\beta\lambda\delta} + \Gamma^\lambda_{\delta\mu} \varepsilon_{\alpha\beta\gamma\lambda} \right) \]

\(^{29}\)To see this just start with the identities for the Levi-Civita symbol, write \( l = \frac{\sqrt{-g}}{\sqrt{-g}} \) and use the definition of the Levi-Civita tensor in its contravariant and covariant form.
Now, if any of $\alpha, \beta, \gamma, \delta$ are equal this is zero, so we need only consider the case $\alpha = 0, \beta = 1, \gamma = 2, \delta = 3$ (any other possibility follows from circular permutations of it). Then

$$\nabla_\mu \varepsilon_{0123} =$$

$$= (\partial_\mu \sqrt{-g}) \varepsilon_{0123} - \sqrt{-g} \left( \Gamma^\lambda_{0\mu} \varepsilon_{\lambda 123} + \Gamma^\lambda_{1\mu} \varepsilon_{0\lambda 23} + \Gamma^\lambda_{2\mu} \varepsilon_{01\lambda 3} + \Gamma^\lambda_{3\mu} \varepsilon_{012\lambda} \right) =$$

$$= (\partial_\mu \sqrt{-g}) \varepsilon_{0123} - \sqrt{-g} \varepsilon_{0123} \left( \Gamma^\lambda_{0\mu} + \Gamma^1_{1\mu} + \Gamma^2_{2\mu} + \Gamma^3_{3\mu} \right) =$$

$$= (\partial_\mu \sqrt{-g}) \varepsilon_{0123} - \sqrt{-g} \varepsilon_{0123} \Gamma^\lambda_{\lambda \mu} \Rightarrow$$

$$\nabla_\mu \varepsilon_{0123} = - \varepsilon_{0123} \sqrt{-g} \left( \Gamma^\lambda_{\lambda \mu} - \frac{1}{\sqrt{-g}} \partial_\mu \sqrt{-g} \right) \equiv \varepsilon_{0123} \left( \Gamma^\lambda_{\lambda \mu} - 1 \right) (1.236)$$

In addition, using (1.221) the latter finally takes the form

$$\nabla_\mu \varepsilon_{0123} = - \varepsilon_{0123} \frac{Q_\mu}{2}$$

(1.237)

which for general indices generalizes to

$$\nabla_\mu \varepsilon_{\alpha \beta \gamma \delta} = - \varepsilon_{\alpha \beta \gamma \delta} \frac{Q_\mu}{2}$$

(1.238)

and indeed we see that when non-metricity is there $(Q_\mu \neq 0)$ the Levi-Civita tensor is not covariantly conserved. However, when the theory is invariant under projective transformations of the connection, one can always use this freedom to define a volume-preserving connection, call it $\Gamma^\lambda_{\mu \nu}$, for which

$$\Gamma^\lambda_{\mu \nu}$$

$$\nabla_\mu \varepsilon_{\alpha \beta \gamma \delta} = 0$$

(1.239)

Indeed, suppose that we have an affine connection $\Gamma^\lambda_{\mu \nu}$ for which $\nabla_\mu \varepsilon_{\alpha \beta \gamma \delta} \neq 0$. Then, consider the projective transformation

$$\Gamma^\lambda_{\mu \nu} \rightarrow \Gamma^\lambda_{\mu \nu} = \Gamma^\lambda_{\mu \nu} + \delta^\lambda_\mu \xi_\nu$$

(1.240)

For the daggered connection the covariant derivative on $\varepsilon_{\alpha \beta \gamma \delta}$ yields

$$\left( \Gamma^\lambda_{\lambda \mu} + 4 \xi_\mu \right) \frac{1}{\sqrt{-g}} \partial_\mu \sqrt{-g} = - \varepsilon_{\alpha \beta \gamma \delta} \frac{Q_\mu}{2} + 4 \xi_\mu$$

and we see that if we choose $\xi_\mu = - \frac{1}{8} Q_\mu$ we have

$$\nabla_\mu \varepsilon_{\alpha \beta \gamma \delta} = 0$$

(1.241)

Such a connection, namely one that goes like

$$\Gamma^\lambda_{\mu \nu} = \Gamma^\lambda_{\mu \nu} - \frac{1}{8} \delta^\lambda_\mu Q_\nu$$

(1.242)

is called a volume preserving connection.

\textsuperscript{30}For a general $n$-dim spacetime the choice is $\xi_\mu = - Q_\mu / 2n$
1.4.3 Variations of the Torsion tensor

Let us now derive the variations for the torsion tensor \((S_{\mu}{}^\alpha)\) and torsion vector \((S_\mu \equiv S_{\mu\alpha}{}^\alpha)\) since we will be using them in the various theories we are going to study. Firstly, note that since the torsion does not depend on the metric, the \(\delta g_{\mu\nu}\) variation is identically zero, namely

\[
\delta g S_{\mu}{}^\alpha = \frac{\delta S_{\mu}}{\delta g^{\kappa\lambda}} \delta g^{\kappa\lambda} = 0
\]

(1.243) as well as

\[
\delta g S_\mu = 0
\]

(1.244)

Now to proceed with the \(\Gamma\)-variation we recall that we want to have a common factor \(\delta\Gamma\) appearing in the variation. Thus, we express the torsion tensor as

\[
S_{\alpha\beta}{}^\lambda = \frac{1}{2}(\Gamma^\lambda_{\alpha\beta} - \Gamma^\lambda_{\beta\alpha}) = \frac{1}{2}(\delta^\mu_\alpha \delta^\nu_\beta \Gamma^\lambda_{\mu\nu} - \delta^\nu_\alpha \delta^\mu_\beta \Gamma^\lambda_{\mu\nu}) =
\]

(1.245)

such that

\[
\delta\Gamma S_{\alpha\beta}{}^\lambda = \delta^\mu_\alpha \delta^\nu_\beta \delta\Gamma^\lambda_{\mu\nu}
\]

(1.246)

So long as the torsion vector is concerned we contract the above in \(\beta, \lambda\) to obtain

\[
\delta\Gamma S_\alpha = \delta\Gamma S_{\alpha\lambda}{}^\lambda = \delta^\mu_\alpha \delta^\nu_\lambda \delta\Gamma^\lambda_{\mu\nu}
\]

(1.247)

and for the torsion pseudo-vector (in 4-dim)

\[
\delta\Gamma \tilde{S}_\alpha = \epsilon^\mu_\alpha \delta\Gamma^\lambda_{\mu\nu}
\]

(1.248)

Having performed the variations of the torsion, we know proceed to derive the variations of the non-metricity tensor with respect to both the metric tensor and the connection.

---

31This is so because in order to form the torsion vector \(S_\mu\) we need only contract an upper with a lower index without the use of any metric. Notice also that if we were to form another vector by contracting the first two indices of the torsion with the metric tensor, the result would yield zero due to the fact that the torsion is antisymmetric in its first two indices while the metric tensor is symmetric. In words, \(\tilde{S}_\mu \equiv g^{\alpha\beta} S_{\alpha\beta}{}^\mu = 0\).
1.4.4 Variations of the Non-metricity tensor

Let us firstly obtain the variation of the non-metricity tensor with respect to the connection.

To do so we single out a common $\Gamma^\lambda_{\mu\nu}$-factor in the expression of the non-metricity as we did with the torsion. We have

$$Q_{\rho\alpha\beta} = -\nabla_\rho g_{\alpha\beta} = -\partial_\rho g_{\alpha\beta} + \Gamma^\lambda_{\alpha\rho} g_{\lambda\beta} + \Gamma^\lambda_{\beta\rho} g_{\lambda\alpha} =$$

$$= -\partial_\rho g_{\alpha\beta} + \delta^\nu_\rho \delta^\lambda_\alpha g_{\lambda\beta} + \delta^\nu_\beta \delta^\lambda_\rho g_{\lambda\alpha} =$$

$$= -\partial_\rho g_{\alpha\beta} + \delta^\nu_\rho (\delta^\lambda_\alpha g_{\lambda\beta} + \delta^\lambda_\beta g_{\lambda\alpha}) \Gamma^\lambda_{\mu\nu} \Rightarrow$$

$$Q_{\rho\alpha\beta} = -\partial_\rho g_{\alpha\beta} + \delta^\nu_\rho 2 \delta^\lambda_{(\alpha} g_{\beta)\lambda} \Gamma^\lambda_{\mu\nu}$$

(1.249)

Therefore, variation with respect to the connection, immediately gives

$$\delta \Gamma Q_{\rho\alpha\beta} = \delta^\nu_\rho 2 \delta^\lambda_{(\alpha} g_{\beta)\lambda} \Gamma^\lambda_{\mu\nu}$$

(1.250)

Let us now vary with respect to the metric tensor. Using the above definition of non-metricity along with the identity

$$\delta g_{\alpha\beta} = -g_{\mu\alpha} g_{\nu\beta} \delta g^{\mu\nu}$$

(1.251)

it follows that

$$\delta g Q_{\rho\alpha\beta} = -\partial_\rho \delta g_{\alpha\beta} + \Gamma^\lambda_{\alpha\rho} \delta g_{\lambda\beta} + \Gamma^\lambda_{\beta\rho} \delta g_{\lambda\alpha} =$$

$$= \partial_\rho (g_{\mu\alpha} g_{\nu\beta} \delta g^{\mu\nu}) - \Gamma^\lambda_{\alpha\rho} g_{\lambda\beta} \delta g^{\mu\nu} - \Gamma^\lambda_{\beta\rho} g_{\lambda\alpha} \delta g^{\mu\nu} =$$

$$= \partial_\rho (g_{\mu\alpha} g_{\nu\beta} \delta g^{\mu\nu}) - (\delta g^{\mu\nu}) g_{\lambda\mu} 2 g_{\nu(\alpha} \Gamma^\lambda_{\beta)\rho}$$

Thus, one has

$$\delta g Q_{\rho\alpha\beta} = \partial_\rho (g_{\mu\alpha} g_{\nu\beta} \delta g^{\mu\nu}) - (\delta g^{\mu\nu}) g_{\lambda\mu} 2 g_{\nu(\alpha} \Gamma^\lambda_{\beta)\rho}$$

(1.252)

We continue by varying the Weyl vector

$$Q_\nu \equiv -g^\alpha\beta \nabla_\nu g_{\alpha\beta} = -g^\alpha\beta \partial_\nu g_{\alpha\beta} + 2 \Gamma^\lambda_{\lambda\nu}$$

(1.253)

Variation with respect to the connection yields\(^{32}\)

$$\delta \Gamma Q_\nu = 2 \delta \Gamma^\lambda_{\mu\nu} = \delta \Gamma^\lambda_{\mu\nu} 2 \delta^\mu_\lambda \Rightarrow$$

\(^{32}\)This may also be obtained by contracting (1.250) with $g^{\alpha\beta}$. Of course, this can be done because the $\Gamma$-variation commutes with the metric tensor. However, this is not true for the $g$-variation.
\[ \delta_{\Gamma} Q_{\rho} = 2 \delta_{\rho}^{\nu} \delta_{\lambda}^{\mu} \delta \Gamma_{\mu \nu}^{\lambda} \]  

(1.254)

While variation with respect to the metric tensor gives

\[ \delta g_{Q_{\rho}} = -(\delta g^{\mu \nu}) \partial_{\rho} g_{\mu \nu} - g^{\alpha \beta} \partial_{\rho} \delta g_{\alpha \beta} \]  

(1.255)

Now, expanding the second term, we have

\[ g^{\alpha \beta} \partial_{\rho} \delta g_{\alpha \beta} = -g^{\alpha \beta} \partial_{\rho} (g_{\alpha \mu} g_{\nu \beta} \delta g^{\mu \nu}) = \]

\[ = -g_{\mu \nu} \partial_{\rho} \delta g^{\mu \nu} - 2(\delta g^{\mu \nu}) \partial_{\rho} g_{\mu \nu} \]  

(1.256)

such that

\[ \delta g_{Q_{\rho}} = -(\delta g^{\mu \nu}) \partial_{\rho} g_{\mu \nu} + g_{\mu \nu} \partial_{\rho} \delta g^{\mu \nu} + 2(\delta g^{\mu \nu}) \partial_{\rho} g_{\mu \nu} = \]

\[ = g_{\mu \nu} \partial_{\rho} \delta g^{\mu \nu} + (\delta g^{\mu \nu}) \partial_{\rho} g_{\mu \nu} = \partial_{\rho} (g_{\mu \nu} \delta g^{\mu \nu}) \]

Thus, the \( g \)-variation of the Weyl vector has the handy form

\[ \delta_{g} Q_{\rho} = \partial_{\rho} (g_{\mu \nu} \delta g^{\mu \nu}) \]  

(1.257)

Let us now proceed by varying the second non-metricity vector \( 2nmv \). Recall that the latter is given by

\[ \tilde{Q}_{\beta} = g^{\rho \alpha} Q_{\rho \alpha \beta} = -g^{\rho \alpha} \partial_{\rho} g_{\alpha \beta} + (g^{\mu \nu} g_{\beta \lambda} + \delta_{\beta}^{\mu} \delta_{\lambda}^{\nu}) \Gamma_{\mu \nu}^{\lambda} \]  

(1.258)

Variation with respect to the connection immediately gives

\[ \delta_{\Gamma} \tilde{Q}_{\beta} = (g^{\mu \nu} g_{\beta \lambda} + \delta_{\beta}^{\mu} \delta_{\lambda}^{\nu}) \delta \Gamma_{\mu \nu}^{\lambda} \]  

(1.259)

while variation with respect to the metric tensor reads

\[ \delta_{g} \tilde{Q}_{\beta} = -(\delta g^{\mu \nu}) \partial_{\rho} g_{\nu \beta} - g^{\rho \alpha} \partial_{\rho} \delta g_{\alpha \beta} + (\delta g^{\mu \nu}) g_{\beta \lambda} \Gamma_{\mu \nu}^{\lambda} + g^{\mu \nu} \Gamma_{\mu \nu}^{\lambda} \partial_{\rho} \delta g_{\beta \lambda} = \]

\[ = \delta g^{\mu \nu} \left[ - \partial_{\rho} g_{\nu \beta} + g_{\lambda \beta} \Gamma_{\mu \nu}^{\lambda} \right] - g^{\rho \alpha} \partial_{\rho} \delta g_{\alpha \beta} + g^{\mu \nu} \Gamma_{\mu \nu}^{\lambda} \partial_{\rho} \delta g_{\beta \lambda} \]  

(1.260)

Now using

\[ \delta g_{\alpha \beta} = -g_{\alpha \mu} g_{\beta \nu} \delta g^{\mu \nu} \]  

(1.261)

it can easily be shown that

\[ g^{\rho \alpha} \partial_{\rho} \delta g_{\alpha \beta} = -g_{\alpha \nu} g^{\rho \alpha} (\partial_{\rho} g_{\mu \alpha}) \delta g^{\mu \nu} - \partial_{\rho} (g_{\nu \beta} \delta g^{\mu \nu}) \]  

(1.262)
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as well as

\[ g^{\mu\nu} \Gamma^\lambda_{\mu\nu} \delta g_{\beta\lambda} = -g^{\rho\sigma} \Gamma^\alpha_{\rho\sigma} g_{\mu\alpha} g_{\nu\beta} \delta g^{\mu\nu} \quad (1.263) \]

and upon using these, the g-variation of \( \tilde{Q}_\beta \) reads

\[ \delta_g \tilde{Q}_\beta = \delta g^{\mu\nu} \left[ g_{\nu\beta} g^{\rho\alpha} (\partial_\rho g_{\mu\alpha}) + \Gamma^\lambda_{\mu\nu} g_{\lambda\beta} - g^{\rho\sigma} \Gamma^\alpha_{\rho\sigma} g_{\mu\alpha} g_{\nu\beta} \right] + g_{\nu\beta} (\partial_\mu \delta g^{\mu\nu}) \quad (1.264) \]

Notice that there is a quicker and more elegant way to derive the g-variation of non-metricity. This comes about by first recalling that the general covariant derivative \( \nabla_\alpha \) does not depend on the metric tensor. Then, using the definition of the variation, one has

\[ \delta_g Q_{\alpha\mu\nu} = -\nabla_\alpha (g_{\mu\nu} + \delta g_{\mu\nu}) + \nabla_\alpha g_{\mu\nu} = -\nabla_\alpha \delta g_{\mu\nu} \quad (1.265) \]

and also

\[ \delta_g Q_{\mu\nu}^\alpha = \nabla_\alpha (g^{\mu\nu} + \delta g^{\mu\nu}) - \nabla_\alpha g_{\mu\nu} = +\nabla_\alpha \delta g^{\mu\nu} \quad (1.266) \]

So, when coupled to a tensor filed (or a tensor density) \( T_{\mu\nu}^\alpha \), we have

\[ T_{\mu\nu}^\alpha \delta_g Q_{\mu\nu}^\alpha = \nabla_\alpha (T_{\mu\nu}^\alpha \delta g^{\mu\nu}) - (\delta g^{\mu\nu}) \nabla_\alpha T_{\mu\nu}^\alpha \quad (1.267) \]

where we have employed Leibniz’s rule for the covariant derivatives. Next we derive the variations of the Riemann tensor.

### 1.4.5 Variations of the Riemann tensor

For the sake of completeness we also give here the variations of the Riemann tensor (and its related contractions) with respect to the independent connection and the metric. First notice that the prototype of the Riemann tensor

\[ R^{\mu}_{\nu\alpha\beta} := 2\partial_\alpha \Gamma^\mu_{\nu[\rho]} + 2\Gamma^\mu_{\rho[\alpha} \Gamma^{\rho}_{\nu]\beta} \quad (1.268) \]

does not depend on the metric and therefore

\[ \delta_g R^{\mu}_{\nu\alpha\beta} = 0 \quad (1.269) \]

When the first index is brought down however we have a metric tensor dependence since

\[ R_{\rho\nu\alpha\beta} = g_{\mu\rho} R^{\mu}_{\nu\alpha\beta} \quad (1.270) \]

and thus

\[ \delta_g R_{\rho\nu\alpha\beta} = (\delta g_{\mu\rho}) R^{\mu}_{\nu\alpha\beta} = -\delta g^{\kappa\lambda} g_{\mu\kappa} g_{\rho\lambda} R^{\mu}_{\nu\alpha\beta} = -\delta g^{\kappa\lambda} g_{\rho\lambda} R_{\kappa\nu\alpha\beta} \quad (1.271) \]
Now, to derive the variation with respect to the connection we start by (1.268) and compute

\[ \delta \Gamma R^\mu_{\nu\alpha\beta} = R^\mu_{\nu\alpha\beta}[\Gamma + \delta \Gamma] - R^\mu_{\nu\alpha\beta}[\Gamma] \]  

(1.272)

and expanding \( R^\mu_{\nu\alpha\beta}[\Gamma + \delta \Gamma] \) to linear order in \( \delta \Gamma \) we finally arrive at

\[ \delta \Gamma R^\mu_{\nu\alpha\beta} = \nabla_\alpha (\delta \Gamma^\mu_{\nu\beta}) - \nabla_\beta (\delta \Gamma^\mu_{\nu\alpha}) - 2S^\lambda_{\alpha\beta} \delta \Gamma^\mu_{\nu\lambda} \]  

(1.273)

Having obtained all he necessary setup we are now in a position to study Metric-Affine Theories of Gravity. We do so in what follows.
Chapter 2

Metric-Affine Theories of Gravity

This chapter deals with the general Model-building of MAG (in the coordinate formalism). After reviewing Einstein’s theory in this formalism, we study Palatini as well as Metric-Affine $f(R)$ theories and also present another way to brake the projective invariance in the aforementioned theories. We then go on and derive the field equations for more general theories.

2.1 Metric Affine $f(R)$ Theories

Let us now study some characteristics of Metric Affine $f(R)$ theories and spot any differences with their Metric counterpart. Firstly we consider the vacuum theories and then we add matter. Before considering the general $f(R)$ case we firstly consider the Einstein Hilbert action in the Metric-Affine Framework.

2.1.1 Einstein’s Theory in the Metric-Affine Framework

We will show now that starting with the Einstein-Hilbert action and no matter fields, we end up with Einstein Gravity plus an additional unspecified vectorial degree of freedom that gives rise to both torsion and non-metricity but which can be eliminated by means of a projective transformation of the connection. This is possible because of the projective invariance of the Ricci tensor. However, this invariance is the very reason that renders the field equations problematic when one tries to add to the model a matter action that depends both on the metric and the connection. Then, one arrives at inconsistent field
This inconsistency can be handled by fixing to zero the vector components of either the torsion or Weyl vectors but it seems that the situation suggests that in the MAG framework more general actions than the Einstein-Hilbert should be used. To this end we also present some actions that yield consistent field equations and in vacuum give Einstein Gravity with no additional fields.

Vacuum Einstein’s Theory in MAG

Let us start with the Einstein-Hilbert action in \( n \)-dimensions

\[
S_{EH}[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}] = \int d^n x \sqrt{-g} R = \int d^n x \sqrt{-g} g^{\mu\nu} R_{(\mu\nu)}
\]

(2.1)

and no matter fields. Here, no a priori relation between the metric tensor \( g_{\mu\nu} \) and the connection \( \Gamma^\lambda_{\alpha\beta} \) have been assumed and therefore we have not assumed any torsionless and metric compatibility of the connection to begin with. Varying (2.1) with respect to \( g_{\mu\nu} \) and recalling that \( R_{\mu\nu} \) is independent of the metric, we derive

\[
\delta g S_{EH} = 0 \Rightarrow 0 = \int d^n x \sqrt{-g} g^{\mu\nu} \left[ R_{(\mu\nu)} - \frac{g_{\mu\nu}}{2} R \right]
\]

where we have used the identity

\[
\delta g \sqrt{-g} = -\sqrt{-g} \frac{g_{\mu\nu}}{2} \delta g^{\mu\nu}
\]

(2.2)

which is proved in the appendix. Now, since the latter must hold for any arbitrary variation \( \delta g^{\mu\nu} \), we have

\[
R_{(\mu\nu)} - \frac{g_{\mu\nu}}{2} R = 0
\]

(2.3)

We should point out that at this point that we cannot identify the above as the Einstein equations yet since the torsionlessness and metric compatibility conditions have not been assumed. Now, using

\[
\delta \Gamma_{\nu}^\mu R_{\rho\sigma} = \nabla_\sigma \delta \Gamma^\mu_{\nu\lambda} - \nabla_\lambda \delta \Gamma^\mu_{\nu\sigma} - 2 S_{\rho\sigma} \delta \Gamma^\mu_{\nu\rho}
\]

(2.4)

This inconsistency arises due to the invariance of the Ricci scalar under projective transformations of the connection as we have already pointed out and is expressed as an unphysical constraint imposed on the matter fields. This is not an attribute only of the Einstein-Hilbert action, any action that is projective invariant will yield inconsistent field equations when matter is added.
and varying \( \delta \Gamma \) with respect to the connection we get

\[
\delta \Gamma S_{EH} = 0 \Rightarrow \quad 0 = \int d^n x \delta \Gamma^\lambda_{\mu \nu} \left[ - \nabla_\lambda (\sqrt{-g} g^{\mu \nu}) + \nabla_\sigma (\sqrt{-g} g^{\mu \sigma}) \delta^\lambda_\chi + 2 \sqrt{-g} (S_\chi g^{\mu \nu} - S^\mu_\chi + g^{\mu \sigma} S_{\sigma \chi}^\nu) \right]
\]

(2.6)

for this to hold true for any arbitrary variation \( \delta \Gamma \) we must have

\[
- \nabla_\lambda (\sqrt{-g} g^{\mu \nu}) + \nabla_\sigma (\sqrt{-g} g^{\mu \sigma}) \delta^\lambda_\chi + 2 \sqrt{-g} (S_\chi g^{\mu \nu} - S^\mu_\chi + g^{\mu \sigma} S_{\sigma \chi}^\nu) = 0
\]

(2.7)

which is a relation that relates the metric tensor and the connection. It is common in the literature to denote the left hand side of the above equation (divided by \( \sqrt{-g} \)) as \( P^\mu_{\nu \lambda} \) and call it the Palatini tensor. Namely,

\[
P^\mu_{\nu \lambda} = - \frac{\nabla_\lambda (\sqrt{-g} g^{\mu \nu})}{\sqrt{-g}} + \frac{\nabla_\sigma (\sqrt{-g} g^{\mu \sigma}) \delta^\lambda_\chi}{\sqrt{-g}} + 2 \sqrt{-g} (S_\chi g^{\mu \nu} - S^\mu_\chi + g^{\mu \sigma} S_{\sigma \chi}^\nu)
\]

(2.8)

Note that in the above case (Einstein-Hilbert action with no matter fields) the Palatini tensor vanishes identically. The Palatini tensor has only \( n(n^2 - 1) \) instead of \( n^3 \) due to the fact that is traceless

\[
P^\mu_{\nu \lambda} = 0
\]

(2.9)

which is a general property and kills off \( n \)-equations\(^2\). This implies that a vectorial degree of freedom is left unspecified and as a result the connection can only be determined up to a vector. More specifically, we state that equation (2.7) implies that the connection takes the following form

\[
\Gamma^\lambda_{\mu \nu} = \hat{\Gamma}^\lambda_{\mu \nu} - \frac{2}{(n - 1)} S_\nu \delta^\lambda_\mu = \hat{\Gamma}^\lambda_{\mu \nu} + \frac{1}{2n} \delta^\lambda_\mu Q^\nu
\]

(2.10)

where \( \hat{\Gamma}^\lambda_{\mu \nu} \) is the Levi-Civita connection. To prove that, we start by contracting (2.7) in \( \nu \) and \( \lambda \) to get

\[
(n - 1) \nabla_\sigma (\sqrt{-g} g^{\mu \sigma}) + 2 \sqrt{-g} (2 - n) S^\mu = 0 \Rightarrow \quad S^\mu = \frac{(n - 1) \nabla_\sigma (\sqrt{-g} g^{\mu \sigma})}{2(n - 2) \sqrt{-g}}
\]

(2.11)

or

\[
\nabla_\sigma (\sqrt{-g} g^{\mu \sigma}) = 2 \sqrt{-g} \left( \frac{n - 2}{n - 1} \right) S^\mu
\]

(2.12)

\(^2\)That is, in 4-dim the Palatini tensor has 60 components while the remaining 4 components cannot be specified because of its traceless property.
Substituting that very last equation back to (2.7) we obtain

\[-\nabla_\lambda(\sqrt{-g}g^{\mu\nu}) + 2\sqrt{-g} \left( S_\lambda g^{\mu\nu} + \frac{1}{1-n} S^\mu S^\nu_\lambda + g^{\mu\nu} S_{\sigma\lambda}^\nu \right) = 0 \quad (2.13)\]

Playing a bit more, let us contract (2.13) by $g_{\mu\nu}$. We have

\[-g_{\mu\nu} \nabla_\lambda(\sqrt{-g}g^{\mu\nu}) + 2\sqrt{-g} \frac{n(n-2)}{(n-1)} S_\lambda = 0 \Rightarrow
\]

\[-n\frac{\nabla_\lambda\sqrt{-g}}{\sqrt{-g}} - g_{\mu\nu} \nabla_\lambda g^{\mu\nu} + 2\frac{n(n-2)}{(n-1)} S_\lambda = 0 \quad (2.14)\]

Using the identity proved in the appendix

\[\frac{\nabla_\lambda\sqrt{-g}}{\sqrt{-g}} = \nabla_\lambda \ln \sqrt{-g} = \frac{1}{2} g^{\mu\nu} \nabla_\lambda g_{\mu\nu} = -\frac{1}{2} g_{\mu\nu} \nabla_\lambda g^{\mu\nu} = -\frac{1}{2} Q_\lambda \quad (2.15)\]

the latter recasts to

\[S_\lambda = -\frac{(n-1)}{4n} Q_\lambda \quad (2.16)\]

which relates the torsion and Weyl vectors. One can also relate the second non-metricity vector $\tilde{Q}^\mu = Q^\sigma g^\sigma\mu = \nabla_\sigma g^\sigma\mu$ to $S^\mu$ and $Q^\mu$. To see this, we expand (2.12) and use (2.15) to get

\[g^{\mu\sigma} \frac{\nabla_\sigma\sqrt{-g}}{\sqrt{-g}} + \nabla_\sigma g^\sigma\mu = 2\frac{(n-2)}{(n-1)} S^\mu \Rightarrow
\]

\[-\frac{1}{2} Q_\sigma g^{\mu\sigma} + \tilde{Q}^\mu = 2\frac{(n-2)}{(n-1)} S^\mu \quad (2.17)\]

such that

\[\tilde{Q}^\mu = \frac{1}{2} Q^\mu + 2\frac{(n-2)}{(n-1)} S^\mu \quad (2.18)\]

Furthermore, using (2.16) we finally arrive at

\[\tilde{Q}^\mu = \frac{1}{n} Q^\mu = -\frac{4}{(n-1)} S^\mu \quad (2.19)\]

Thus, all three vectors $S^\mu$, $Q^\mu$ and $\tilde{Q}^\mu$ are related to one another. Going back to our proof now, we expand the first term in (2.13) and use equation (2.15) along with the definition $Q_\lambda^\mu \equiv +\nabla_\lambda g^{\mu\nu}$, to get

\[\frac{1}{2} g^{\mu\nu} Q_\lambda - Q_\lambda^\mu + 2 \left( S_\lambda g^{\mu\nu} + \frac{1}{1-n} S^\mu S^\nu_\lambda + g^{\mu\nu} S_{\sigma\lambda}^\nu \right) = 0 \quad (2.20)\]

Multiplying with $g^{\alpha\lambda}$ it follows that

\[\frac{1}{2} Q_\alpha g^{\mu\nu} - Q^{\alpha\mu\nu} + 2 \left( g^{\mu\nu} S^\alpha + \frac{1}{1-n} S^\mu g^{\alpha\nu} \right) + 2 S^{\mu\nu} = 0\]
such that

\[ Q^\alpha \nu + 2S^\alpha \nu = \frac{1}{2} g^\mu \nu Q^\alpha + 2 \left( g^\rho \nu S^\alpha + \frac{1}{1-n} S^\mu g^\rho \alpha \right) \]  

(2.21)

where the antisymmetry of \( S^\mu \nu \) in \( \mu, \alpha \) have been employed. Now we use the formula we had proved for the connection decomposition and try to pair the various terms in such a way as to be able to use the above equation. Recalling the decomposition,

\[ \Gamma^\lambda_{\mu \nu} = \tilde{\Gamma}^\lambda_{\mu \nu} + \frac{1}{2} g^\alpha \lambda \left( Q_{\mu \nu \alpha} + Q_{\nu \alpha \mu} - Q_{\alpha \mu \nu} \right) - g^\alpha \lambda \left( S_{\alpha \mu \nu} + S_{\alpha \nu \mu} - S_{\mu \nu \alpha} \right) \]  

(2.22)

we use the antisymmetry \( S_{\alpha \nu \mu} = -S_{\nu \alpha \mu} \) in order to re-express the latter as

\[ \Gamma^\lambda_{\mu \nu} = \tilde{\Gamma}^\lambda_{\mu \nu} + \frac{1}{2} g^\alpha \lambda \left[ \left( -Q_{\alpha \mu \nu} + 2S_{\alpha \mu \nu} \right) + \left( Q_{\mu \nu \alpha} + 2S_{\mu \nu \alpha} \right) + \left( Q_{\nu \alpha \mu} + 2S_{\nu \alpha \mu} \right) \right] \]  

(2.23)

Now, multiplying (2.21) by \(-1\) and adding the results obtained by successively permuting \( \mu \rightarrow \nu, \nu \rightarrow \alpha, \alpha \rightarrow \mu \) we obtain

\[ A_{\alpha \mu \nu} \equiv -\left( Q_{\alpha \mu \nu} + 2S_{\alpha \mu \nu} \right) + \left( Q_{\mu \nu \alpha} + 2S_{\mu \nu \alpha} \right) + \left( Q_{\nu \alpha \mu} + 2S_{\nu \alpha \mu} \right) = \]

\[ = \frac{1}{2} g_{\mu \nu} Q_{\alpha} - 2 \left( g_{\mu \nu} S_{\alpha} + \frac{1}{1-n} S_{\mu} g_{\nu \alpha} \right) \]

\[ + \frac{1}{2} g_{\nu \alpha} Q_{\mu} - 2 \left( g_{\nu \alpha} S_{\mu} + \frac{1}{1-n} S_{\nu} g_{\mu \alpha} \right) \]

\[ + \frac{1}{2} g_{\alpha \mu} Q_{\nu} - 2 \left( g_{\alpha \mu} S_{\nu} + \frac{1}{1-n} S_{\alpha} g_{\mu \nu} \right) \]  

(2.24)

Multiplying with \( g^\alpha \lambda \) and grouping common terms we obtain

\[ g^\alpha \lambda A_{\alpha \mu \nu} = g^\alpha \lambda \left[ \left( -Q_{\mu \nu \alpha} + 2S_{\mu \nu \alpha} \right) + \left( Q_{\mu \nu \alpha} + 2S_{\mu \nu \alpha} \right) + \left( Q_{\mu \nu \alpha} + 2S_{\mu \nu \alpha} \right) \right] = \]

\[ = \frac{1}{2} g_{\mu \nu} \left[ \frac{4n}{n-1} S_{\lambda} \right] + \delta^\lambda_{\mu} Q_{\nu} + \frac{2n}{(n-1)} S_{\mu} \delta^\lambda_{\nu} + \frac{2(n-2)}{(n-1)} S_{\nu} \delta^\lambda_{\mu} = \]

\[ = \frac{1}{2} \delta^\lambda_{\mu} \left[ Q_{\nu} + \frac{4(n-2)}{(n-1)} S_{\nu} \right] + \frac{1}{2} \delta^\lambda_{\nu} \left[ Q_{\mu} + \frac{4n}{(n-1)} S_{\mu} \right] \]

\[ = \frac{1}{2} \delta^\lambda_{\mu} \left[ Q_{\nu} + \frac{4(n-2)}{(n-1)} S_{\nu} \right] + \frac{1}{2} \delta^\lambda_{\nu} \left[ Q_{\mu} + \frac{4n}{(n-1)} S_{\mu} \right] \]

\[ = \frac{1}{2} \delta^\lambda_{\mu} \left[ Q_{\nu} + \frac{4(n-2)}{(n-1)} S_{\nu} \right] + \frac{8}{(n-1)} S_{\nu} \]

such that

\[ g^\alpha \lambda A_{\alpha \mu \nu} = -\frac{4}{(n-1)} S_{\nu} \delta^\lambda_{\mu} = \frac{1}{n} Q_{\nu} \delta^\lambda_{\mu} \]  

(2.25)

where in all steps we have employed equation (2.16). It is worth noting that the coefficients in front of \( g_{\mu \nu} \) and \( \delta^\lambda_{\nu} \) are exactly equal to zero. Substituting this very last equation into the expression for the connection we complete the proof

\[ \Gamma^\lambda_{\mu \nu} = \tilde{\Gamma}^\lambda_{\mu \nu} + \frac{1}{2} g^\alpha \lambda A_{\alpha \mu \nu} \]
\[ \Gamma^\lambda_{\mu\nu} = \hat{\Gamma}^\lambda_{\mu\nu} - \frac{2}{(n-1)} S^\lambda_\nu \delta^\lambda_\mu = \hat{\Gamma}^\lambda_{\mu\nu} + \frac{1}{2n} \delta^\lambda_\mu Q^\nu \]  (2.26)

Therefore, we conclude that indeed the connection is determined only up to an unspecified vectorial degree of freedom. This additional degree of freedom can be removed by means of a projective transformation of the connection

\[ \Gamma^\lambda_{\mu\nu} \longrightarrow \Gamma^\lambda_{\mu\nu} + \delta^\lambda_\mu \xi^\nu \]  (2.27)

if \( \xi^\nu \) is chosen to be equal to \(-Q^\nu/2n\). In addition, for connections of the form of (2.26) only the Levi-Civita part contributes in both the Einstein-Hilbert action and Einstein’s equations. Indeed, substituting (2.26) in the definition of the Riemann tensor

\[ R^{\mu}_{\nu\alpha\beta} := 2 \partial_{(\alpha} \Gamma^{\mu}_{\nu\beta)} + 2 \Gamma^{\nu}_{\rho(\alpha} \Gamma^{\rho}_{\beta)} \]  (2.28)

It can easily be seen that

\[ R^{\mu}_{\nu\alpha\beta} = \tilde{R}^{\mu}_{\nu\alpha\beta} + \frac{1}{n} \delta^\mu_\nu \partial_{[\alpha} Q_{\beta]} = \tilde{R}^{\mu}_{\nu\alpha\beta} + \frac{1}{n} \delta^\mu_\nu \hat{R}_{\alpha\beta} \]  (2.29)

where \( \tilde{R}^{\mu}_{\nu\alpha\beta} \) is the part of the Riemann tensor computed for the Levi-Civita connection, namely the Riemannian part while \( \delta^\mu_\nu \partial_{[\alpha} Q_{\beta]} / n \) represents the non-Riemannian contribution.

Subsequently, the Ricci tensor is given by

\[ R_{\nu\beta} = \tilde{R}_{\nu\beta} + \frac{1}{n} \partial_{[\nu} Q_{\beta]} = \hat{R}_{\nu\beta} + \frac{1}{n} \hat{R}_{\nu\beta} \]  (2.30)

from which we conclude that its symmetric part (which is the one that contributes to Einstein equation\(^3\)) is purely Riemannian

\[ R_{(\nu\beta)} = \tilde{R}_{(\nu\beta)} = \hat{R}_{\nu\beta} \]  (2.31)

As a result

\[ R = g^{\mu\nu} R_{\mu\nu} = g^{\mu\nu} \tilde{R}_{\mu\nu} \]  (2.32)

and therefore the additional vectorial degree of freedom does not appear in the Einstein equations. Having solved exactly for the connection we can now compute the torsion and

\(^3\)This is so because the Einstein Hilbert Lagrangian density is proportional to \( R = g^{\mu\nu} R_{\mu\nu} = g^{\mu\nu} R_{(\mu\nu)} \) since the metric tensor is symmetric. As a result, the antisymmetric part of \( R_{\mu\nu} \) gives no contribution to the equations of motion.
non-metricity tensors in closed form in terms of the unspecified torsion vector (or Weyl vector). Indeed, taking the antisymmetric part of (2.26) we obtain for the torsion

\[ S_{\mu \nu}^\lambda = \Gamma^\lambda_{[\mu \nu]} = \frac{2}{(n-1)} T_{[\mu \nu]} \Rightarrow \]

\[ S_{\mu \nu}^\lambda = -\frac{2}{(n-1)} T_{[\mu \nu]} = \frac{1}{n-1} \left( S_{\mu \nu}^\lambda - S_{\nu \mu}^\lambda \right) \]  

(2.33)

So long as the non-metricity tensor is concerned, by its definition we have

\[ Q_{\alpha \mu \nu} = -\partial_\alpha g_{\mu \nu} + \tilde{\Gamma}^\lambda_{\mu \alpha} g_{\lambda \nu} + \tilde{\Gamma}^\lambda_{\nu \alpha} g_{\lambda \mu} = \]

\[ = -\partial_\alpha g_{\mu \nu} + \tilde{\Gamma}^\lambda_{\mu \alpha} g_{\lambda \nu} + \tilde{\Gamma}^\lambda_{\nu \alpha} g_{\lambda \mu} + \frac{1}{2n} (g_{\lambda \nu} \delta^\lambda_\mu Q_\alpha + g_{\lambda \mu} \delta^\lambda_\nu Q_\alpha) = \]

\[ = \frac{1}{2n} (g_{\mu \nu} Q_\alpha + g_{\nu \mu} Q_\alpha) = \frac{1}{n} Q_\alpha g_{\mu \nu} \]

where in the second line we used the fact that the non-metricity of the Levi-Civita connection is zero. Therefore,

\[ Q_{\alpha \mu \nu} = \frac{1}{n} Q_\alpha g_{\mu \nu} \]  

(2.34)

Thus we see that both the torsion and non-metricity are non-vanishing and dependent on an unspecified vectorial degree of freedom. This is a consequence of the projective invariance of the Einstein-Hilbert action (which results in the tracelessness of the Palatini tensor \( P^{\mu \nu}_{\mu} = 0 \)). We conclude therefore that the Einstein-Hilbert action (without any matter fields) in the Metric-Affine framework does not reproduce Einstein’s theory. What it gives is, Einstein field equations along with an additional vectorial degree of freedom that produces non-vanishing torsion and non-metricity. Then, one could ask which action, in Metric-Affine framework, does give Einstein equations in vacuum without any additional degree of freedom. We show in what follows that such an action is not unique and present a number of models consisting of such action. We will present this, in this chapter after studying Metric-Affine \( f(R) \) Theories and projective invariance breaking by means of Lagrange multipliers. Let us therefore concentrate on \( f(R) \) for the time being.

### 2.1.2 Vacuum f(R) Theories (Aka Palatini f(R))

Since we are in vacuum, our starting action will be

\[ S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} f(R) \]

(2.35)
Varying with respect to the metric and using the principle of least action, we obtain

\[ \delta g S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ f'(R) R_{(\mu\nu)} - \frac{f(R)}{2} g_{\mu\nu} \right] = 0 \Rightarrow \]

\[ f'(R) R_{(\mu\nu)} - \frac{f(R)}{2} g_{\mu\nu} = 0 \] (2.36)

Now, using the fact that for a general tensor field (or tensor density) \( B^{\mu\nu} \) it holds that

\[ B^{\mu\nu} \delta_{\Gamma} R_{\mu\nu} = \delta_{\Gamma}^{\lambda} \mu\nu \left( - \nabla_{\lambda} B^{\mu\nu} + \nabla_{\alpha} (B^{\mu\alpha} \delta_{\lambda}^{\nu}) - 2B^{\mu\alpha} S_{\lambda\alpha}^{\nu} \right) + A \] (2.37)

where

\[ A = \nabla_{\lambda}(B^{\mu\nu} \delta_{\lambda}^{\mu\nu} - B^{\mu\lambda} \delta_{\sigma}^{\nu} \delta_{\mu\nu}^{\sigma}) \] (2.38)

we vary with respect to \( \Gamma^{\alpha}_{\mu\nu} \), to get

\[ - \nabla_{\lambda}(\sqrt{-g} f' g^{\mu\nu}) + \nabla_{\alpha}(\sqrt{-g} f' g^{\mu\alpha} \delta_{\lambda}^{\nu}) + 2\sqrt{-g} f'(S_{\lambda\mu\nu} - S_{\mu\nu}^{\lambda} - S_{\lambda}^{\mu\nu}) = 0 \]

Now we wish to solve the system of equations (2.36) and (2.39). To do so, we first take the trace of (2.36) to arrive at

\[ f'(R) R = \frac{n}{2} f(R) = 0 \] (2.39)

This is an algebraic equation on \( R \) and it will have a number of solutions\(^4\) \( R = R_{c\kappa} = c_{\kappa} = constant, \quad \kappa = 1, 2, ..., i \) where \( i \) is the number of solutions. Notice that for the specific choice \( f(R) \propto R^{n/2} \) the above is identically satisfied. We will study this case separately and give its cosmological solutions (for our \( n = 4 \) dim spacetime) in a next chapter. So, going back to our solutions, for \( R = R_{c\kappa} = c_{\kappa} = constant \) and using the latter equation, the field equations (2.36) take the form

\[ R_{(\mu\nu)} - \frac{R_{c\kappa}}{n} g_{\mu\nu} = 0 \] (2.40)

Also, since \( f'(R_{c\kappa}) \) is constant too, it can be pulled outside of the covariant derivative and (2.39) becomes

\[ f'(R_{c\kappa}) \sqrt{-g} P_{\lambda}^{\mu\nu} = 0 \] (2.41)

where

\[ P_{\lambda}^{\mu\nu} = - \nabla_{\lambda}(\sqrt{-g} g^{\mu\nu}) + \nabla_{\alpha}(\sqrt{-g} g^{\mu\alpha} \delta_{\lambda}^{\nu}) + 2(S_{\lambda\mu\nu} - S_{\mu\nu}^{\lambda} - S_{\lambda}^{\mu\nu}) \] (2.42)

\(^4\)The proof can be found in the appendix.

\(^5\)When this equation has no solutions inconsistencies will arise as shown in [].
is the Palatini tensor which we had defined earlier. This last equation implies
\[ P^\lambda_{\mu\nu} = 0 \] (2.43)
which in turn, as we have shown, says that the geometry is Riemannian but with an
undetermined vectorial degree of freedom. More specifically, as we showed in the previous
chapter, the vanishing of the Palatini tensor implies that
\[ R_{(\mu\nu)} = \tilde{R}_{\mu\nu}, \quad R = \tilde{R} \] (2.44)
and our field equations reduce to
\[ \tilde{R}_{\mu\nu} - \frac{c_\kappa}{n} g_{\mu\nu} = 0 \] (2.45)
The last equation, is Einstein equation with a cosmological constant. In fact, this is GR
with a whole set of Cosmological constants, for each solution \( R = R_\kappa \) we pick we have
a different theory with a Cosmological constant \( \Lambda_\kappa = \frac{C_\kappa}{n} \). For a good discussion on this
feature see also [12]. So, this is an interesting result especially when compared with metric
\( f(R) \) theories of Gravity in vacuum. In metric \( f(R) \) theories in vacuum the field equations
are of forth order and of course they are different from Einstein equations. On the other
hand, Metric-Affine \( f(R) \) theories in vacuum, are equivalent to a class of Einstein Gravities,
with different Cosmological constants which are solutions of (2.39) and each solution gives
a different value for the Cosmological constant. In fact, we have \( i \)-different theories, where \( i \)
is the number of solutions of (2.39). One important point take home though, is that in each
of these there is an undetermined vectorial degree of freedom which does not interfere with
Einstein equations at this point but nevertheless it is there, and will cause inconsistence
theories when matter is added as we will see later.

### 2.1.3 Metric Affine f(R) Theories With Matter

Let us now try to add a matter term to the gravity action (2.35) and derive the field equa-
tions for Metric Affine theories with matter. Note that this matter action can depend both
on the metric tensor and the connection \( S_M = S_M[g_{\alpha\beta}, \Gamma^\lambda_{\mu\nu}] \) and its variation with respect
to the metric tensor defines as usual the energy-momentum tensor while the variation with
respect to the connection gives the hypermomentum tensor. So, our full action will be
\[ S = S_G + S_M = \frac{1}{2\kappa} \int d^n x \sqrt{-g} f(R) + \int d^n x \sqrt{-g} \mathcal{L}_M \] (2.46)
Varying the above with respect to the metric tensor, we obtain

\[ f'(R)R_{\mu\nu} - \frac{f(R)}{2}g_{\mu\nu} = \kappa T_{\mu\nu} \quad (2.47) \]

where

\[ T_{\mu\nu} \equiv -\frac{2}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu\nu}} \quad (2.48) \]

the usual energy-momentum (or stress-energy) tensor. Variation with respect to the independent connection gives

\[ -\nabla_\lambda (\sqrt{-g}f'g^{\mu\nu}) + \nabla_\alpha (\sqrt{-g}f'g^{\mu\alpha}\delta^\nu_\lambda) + 2f'(S_\lambda g^{\mu\nu} - S^\mu_\delta\delta^\nu_\lambda - S_{\lambda\mu\nu}) = \kappa \Delta^{\mu\nu}_\lambda \quad (2.49) \]

where

\[ \Delta^{\mu\nu}_\lambda \equiv -\frac{2}{\sqrt{-g}} \frac{\delta S}{\delta \Gamma^{\mu\nu}_\lambda} \]

is the hypermomentum tensor which gives information of the spin, shear and dilation of matter. Notice now that the left hand side of (2.49) is the Palatini tensor computed for the modified tensor \( h^{\mu\nu} \equiv f'(R)g^{\mu\nu} \quad (2.50) \)

With this observation, we may write

\[ P^{\mu\nu}_\lambda (h) = \kappa \Delta^{\mu\nu}_\lambda \quad (2.51) \]

where

\[ P^{\mu\nu}_\lambda (h) \equiv -\nabla_\lambda (\sqrt{-g}f'g^{\mu\nu}) + \nabla_\alpha (\sqrt{-g}f'g^{\mu\alpha}\delta^\nu_\lambda) + 2f'(S_\lambda g^{\mu\nu} - S^\mu_\delta\delta^\nu_\lambda - S_{\lambda\mu\nu}) \quad (2.52) \]

and by applying the product rule for the covariant derivatives we find

\[ P^{\mu\nu}_\lambda (h) = f' P^{\mu\nu}_\lambda (g) + \delta_\lambda^\mu g^{\nu\alpha} \partial_\alpha f' - g^{\mu\nu} \partial_\lambda f' \quad (2.53) \]

where \( P^{\mu\nu}_\lambda (g) \) is the usual Palatini tensor computed with respect to the metric tensor \( g_{\mu\nu} \).

Now, as we have already seen the Palatini tensor has zero trace when contracted in its two fist indices, that is\(^6\)

\[ P^{\mu\nu}_\mu = 0 \quad (2.54) \]

\(^6\)This is just a mathematical convenience, \( h_{\mu\nu} \) has no physical significance.

\(^7\)This is true irrespective of the metric used since \( g_{\mu\nu} \) and \( h_{\mu\nu} \) are conformally related.
this is so because of the projective invariance of the Ricci scalar $R$, and the above holds as an identity. This enforces

$$\Delta_\mu^{\mu\nu} = 0$$ (2.55)

and this, obviously, cannot be correct for any form of matter. We can find many examples of matter for which $\Delta_\mu^{\mu\nu} \neq 0$. For instance, suppose that we have a vector field $A_\mu$ whose matter action contains a term that goes like

$$S_M[g_{\alpha\beta}, \Gamma^\lambda_{\mu\nu}] = -\frac{1}{4} \int d^n x \sqrt{-g} g^{\mu\alpha} g^{\nu\beta} (\nabla_\mu A_\nu)(\nabla_\alpha A_\beta)$$ (2.56)

The associated hypermomentum in this case, will be

$$\Delta_\lambda^{\mu\nu} = A_\lambda g^{\mu\alpha} g^{\nu\beta} (\nabla_\beta A_\alpha)$$ (2.57)

and therefore

$$\Delta_\mu^{\mu\nu} = A^\alpha (\nabla_\beta A_\alpha) g^{\beta\nu} \neq 0$$ (2.58)

So, we see that when one tries to add matter to Metric Affine $f(R)$ Gravities inconsistency arises due to the projective invariance of the Ricci scalar (and of course any function-$f(R)$ of it will respect this invariance too). To obtain a self-consistent theory one needs to somehow break this projective invariance by fixing a vectorial degree of freedom. This can be done by adding extra terms in the action that do not respect the projective invariance, but this is somewhat arbitrary. What seems more natural to do is to fix either the torsion or non-metricity vectors to zero by means of a Lagrange multiplier added to the matter action. In [20, 44] they fixed the Weyl vector $Q_\mu$ to zero\(^9\) but in [12] it was shown that this is not a viable choice and works only for $f(R) = R$ that is, only for the Einstein Hilbert action, and the best way to proceed is to set $S_\mu = 0$ by means of a Lagrange multiplier [12]. We review both of them in the following chapter, and we also propose another possibility.

\(^8\)Inconsistency may be too strong a word here. As pointed out in [36] these constraints on the matter fields, like eq.(??), are perfectly fine even desirable in some cases (see also [43] for a similar discussion). In addition all standard matter fields, both bosonic and fermionic, respect the projective symmetry so no consistency problem arises. So, whether projective invariance should be broken or not is an interesting open subject. However, its discussion goes beyond the scope of this paper. In these notes we just present another way to break the invariance given that one wants to break it.

\(^9\)A similar way of breaking the projective invariance was also presented in [45].
2.1.4 Braking the Projective Invariance

In order to break the projective invariance one needs to fix a vectorial degree of freedom. So, what vectors do we have at our disposal? As we have seen, we can construct two vectors out of non-metricity by contracting with the metric. These are the Weyl

\[ Q_{\alpha} = Q_{\alpha\mu\nu}g^{\mu\nu} \]  

(2.59)

and the second non-metricity vector

\[ \tilde{Q}_{\nu} = Q_{\alpha\mu\nu}g^{\alpha\mu} \]  

(2.60)

For torsion, because of its antisymmetry there is simply one vector to be constructed by contractions, and this is the torsion vector

\[ S_{\mu} = S_{\mu\lambda}^{\lambda} \]  

(2.61)

There is also another possibility, by contracting the torsion tensor with the Levi-Civita symbol we get the pseudo-vector

\[ \tilde{S}^{\alpha} = -\epsilon_{\mu\nu\lambda\alpha}S_{\mu\nu\lambda} \]  

(2.62)

However, this quantity is itself invariant under projective transformations of the connection and therefore it cannot be used to break the projective invariance. As a result, the vectors that could potentially break the projective invariance and produce a self-consistent theory, are \{\(Q_{\alpha}, \tilde{Q}_{\nu}, S_{\mu}\)\}. We explore the possibility of fixing each of them to zero separately.

Fixing \(S_{\mu} = 0\)

Let us now break the projective invariance and obtain a self-consistent theory by fixing the torsion vector to zero, as done in [12]. To this end we add the part

\[ S_B = \int d^nx\sqrt{-g}B_{\mu}S^{\mu} \]  

(2.63)

where \(B_{\mu}\) is a Lagrange multiplier that will fix \(S_{\mu}\) to zero. Therefore, our total action will be

\[ S[g_{\alpha\beta}, \Gamma_{\mu\nu}^{\lambda}, B_{\mu}] = S_G + S_M + S_B = \]  

(2.64)

\[ = \int d^nx\sqrt{-g}\left[ \frac{1}{2\kappa}f(R) + \mathcal{L}_M + B_{\mu}S^{\mu} \right] \]

\(^{10}\)In 4−dim for instance, we need to fix four degrees of freedom.

\(^{11}\)The torsion vector can be defined without the use of the metric tensor!
and the total variation will have three different parts to it
\[
\delta S = \delta_g S + \delta_\Gamma S + \delta_B S
\]  
(2.65)
so the least action principle will give
\[
\delta S = 0 \Rightarrow \delta_g S = 0 , \delta_\Gamma S = 0 , \delta_B S = 0
\]  
(2.66)
Now, the parts \(S_G\) and \(S_M\) we have already varied in the previous section, so we only need to focus on the variation of \(S_B\), which contains the parts
\[
\delta S_B = \delta_g S_B + \delta_\Gamma S_B + \delta_B S_B
\]  
(2.67)
and an easy calculation reveals
\[
\delta_g S_B = \int d^n x \sqrt{-g} \left(\delta g^{\mu\nu} \left[ -\frac{1}{2} g_{\mu\nu} B_\alpha S^\alpha + B_{(\mu} S_{\nu)} \right] \right)
\]  
(2.68)
\[
\delta_\Gamma S_B = \int d^n x \sqrt{-g} (\delta \Gamma^\lambda_{\mu\nu}) \left[ B^{[\mu} \delta^{\nu]} \right]
\]  
(2.69)
and
\[
\delta_B S_B = \int d^n x \sqrt{-g} (\delta B^{\mu}) S_{\mu}
\]  
(2.70)
respectively. So, varying the total action independently with respect to \(g_{\alpha\beta}, \Gamma^\lambda_{\mu\nu}\) and \(B^\rho\) and applying the Least Action Principle, we obtain the set of field equations
\[
f'(R)R_{(\mu\nu)} - \frac{f(R)}{2} g_{\mu\nu} = \kappa \left( T_{\mu\nu} - \frac{1}{2} g_{\mu\nu} B_\alpha S^\alpha - B_{(\mu} S_{\nu)} \right)
\]  
(2.71)
\[
- \frac{\nabla_\lambda (\sqrt{-g} f' g^{\mu\nu})}{\sqrt{-g}} + \frac{\nabla_\alpha (\sqrt{-g} f' g^{\alpha\beta} \delta^\lambda_{\mu\nu})}{\sqrt{-g}} + 2 f' (S_{\lambda} g^{\mu\nu} - S^{\mu} \delta^\lambda_{\nu} - S^{\nu} \delta^\lambda_{\mu}) = \kappa (\Delta_\lambda^{\mu\nu} - B^{[\mu} \delta^{\nu]}_{\lambda})
\]  
(2.72)
\[
S_\mu = 0
\]  
(2.73)
Using the last equation \((S_\mu = 0)\) the first two simplify and give
\[
f'(R)R_{(\mu\nu)} - \frac{f(R)}{2} g_{\mu\nu} = \kappa T_{\mu\nu}
\]  
(2.74)
\[
- \frac{\nabla_\lambda (\sqrt{-g} f' g^{\mu\nu})}{\sqrt{-g}} + \frac{\nabla_\alpha (\sqrt{-g} f' g^{\alpha\beta} \delta^\lambda_{\mu\nu})}{\sqrt{-g}} - 2 f' S^\lambda_{\mu\nu} = \kappa (\Delta_\lambda^{\mu\nu} - B^{[\mu} \delta^{\nu]}_{\lambda})
\]  
(2.75)
Now, taking the trace \( \mu = \lambda \) in the last one, the left hand side is identically zero (since this is the contraction the modified Palatini tensor \( P_\mu^{\mu\nu}(h) \)) and we are left with

\[
0 = \Delta_\mu^{\mu\nu} - \frac{1}{2}(B^\nu - nB^\nu) \Rightarrow
\]

\[
B^\mu = \frac{2}{1 - n} \Delta_\mu^{\mu\nu} = \frac{2}{1 - n} \tilde{\Delta}^\nu
\]

(2.76)

where we defined \( \Delta_\mu^{\mu\nu} \equiv \tilde{\Delta}^\nu \). Thus, this is the value we should pick for the Lagrange multiplier \( B_\mu \) in order to obtain self-consistent field equations, which upon this last substitution, take their final form

\[
f'(R)R_{(\mu\nu)} - \frac{f(R)}{2}g_{\mu\nu} = \kappa T_{\mu\nu}
\]

(2.77)

Along with the constraint \( S_\mu = 0 \) this is a set of consistent field equations, whose dynamics have studied to some extend in [12, 10]. We will review it here and add some new calculations regarding the form of non-metricity when the matter action does not depend on the connection. More specifically, we claim that when the connection is decoupled from the matter action \( (\Delta_\lambda^{\mu\nu} = 0) \) torsion vanishes and the non-metricity is not general but we have the case of a Weyl non-metricity. To prove this, setting the right hand side of (2.78) equal to zero, we obtain

\[
-\nabla_\lambda(\sqrt{-g}f'g^{\mu\nu}) \sqrt{-g} + \nabla_\alpha(\sqrt{-g}f'g^{\mu\alpha}g_{\lambda}^{\alpha}) - 2f'S_\lambda^{\mu\nu} =
\]

\[
\kappa \left( \Delta_\lambda^{\mu\nu} + \frac{2}{n - 1} \tilde{\Delta}^{(\mu\delta_\lambda)} \right)
\]

(2.78)

and contracting in \( \lambda = \nu \)

\[
\frac{(n - 1)}{2} \nabla_\alpha(\sqrt{-g}f'g^{\mu\alpha}) - 2f'S_\lambda^{\mu\lambda} = 0
\]

(2.79)

and substituting it above, we are left with

\[
\nabla_\alpha(\sqrt{-g}f'g^{\mu\alpha}) = 0
\]

(2.80)

but noticing that

\[
S_\lambda^{\mu\lambda} = g_{\lambda\alpha}S^{\alpha\mu\lambda} = -g_{\lambda\alpha}S^{\mu\alpha\lambda} = -g^{\mu\kappa}S_{\kappa\lambda}^{\lambda} = -g^{\mu\kappa}S_{\kappa}^{\lambda} = -S^\mu = 0
\]

(2.81)

and substituting it above, we are left with

\[
\nabla_\alpha(\sqrt{-g}f'g^{\mu\alpha}) = 0
\]

(2.82)
which when itself is substituted back in \(2.79\) simplifies it to
\[
\nabla_\lambda (\sqrt{-g} f' g^{\mu \nu}) \frac{1}{\sqrt{-g}} + 2 f' S_\lambda ^{\mu \nu} = 0
\] (2.83)

Taking the antisymmetric part in \(\mu, \nu\) of the above we conclude that
\[
S_\lambda \left[^{\mu \nu} \right] = 0 \Rightarrow S_\lambda (^{\mu \nu}) = 0 \Rightarrow S_\lambda ^{\mu \nu} = S_\lambda ^{\nu \mu}
\] (2.84)

That is, torsion has to be symmetric on its second and third indices. But recall that torsion is antisymmetric when exchanging first and second index. Any rank 3 tensor that has both of these symmetries has to identically vanish. To see this, given that
\[
S_{\mu \nu \lambda} = -S_{\nu \mu \lambda}, \; S_{\mu \nu \lambda} = S_{\mu \lambda \nu}
\] (2.85)

exploiting these symmetries, we have
\[
S_{\mu \nu \lambda} = S_{\mu \lambda \nu} = -S_{\lambda \mu \nu} = -S_{\nu \lambda \mu} = +S_{\nu \lambda \mu} =
\]
\[
= S_{\nu \mu \lambda} = -S_{\mu \nu \lambda} \Rightarrow
\]
\[
S_{\mu \nu \lambda} = 0
\] (2.86)

Thus, torsion vanishes and \(2.83\) becomes
\[
\nabla_\lambda (\sqrt{-g} f' g^{\mu \nu}) = 0
\] (2.87)

This very condition tells us that the non-metricity has to be of the Weyl type ( namely \(Q_{\alpha \mu \nu} \propto Q_{\alpha} g_{\mu \nu}\) ). To see this, expand the covariant derivative
\[
g'^{\mu \nu} f' \nabla_\lambda \sqrt{-g} + Q_\lambda ^{\mu \nu} + g^{\mu \nu} \partial_\lambda f' = 0
\] (2.88)

and use
\[
\frac{\nabla_\lambda \sqrt{-g}}{\sqrt{-g}} = -\frac{1}{2} Q_\lambda
\] (2.89)

to arrive at
\[
-\frac{1}{2} Q_\lambda g^{\mu \nu} + Q_\lambda ^{\mu \nu} + g^{\mu \nu} \partial_\lambda f' = 0
\] (2.90)

Contracting this with the metric tensor \(g_{\mu \nu}\) it follows that
\[
Q_\lambda = \frac{2n}{n-2} \partial_\lambda \ln f'
\] (2.91)
Finally, substituting the latter in the former we get
\[ Q_{\lambda\mu
u} = \frac{Q_\lambda}{n} g_{\mu
u} = \frac{2}{n-2} g_{\mu
u} \partial_\lambda \ln f' \] (2.92)

In addition, contraction of (2.127) with the metric tensor gives
\[ f'(R) R - \frac{n}{2} f(R) = \kappa T \] (2.93)

which defines the implicit function \( R = R(T) \) and therefore both \( f(R) \) and \( f'(R) \) are functions of \( T \) (\( f(R) = f(R(T)) = f(T) \) and \( f'(R) = f'(R(T)) = f'(T) \)). As a result, a given \( T_{\mu\nu} \) will give rise to Weyl non-metricity
\[ Q_{\lambda\mu
u} = \frac{Q_\lambda}{n} g_{\mu
u} = \frac{2}{n-2} g_{\mu\nu} \partial_\lambda \ln f'(T) \] (2.94)

In fact, this is an Integrable Weyl Geometry (IWG) since the Weyl vector is exact \((Q_\mu \propto \partial_\mu \ln f')\). So, to conclude, we have shown that a general \( f(R) \) theory for which \( S_\mu \) is fixed to zero and the matter fields do not couple to the connection \((\Delta_\lambda^{\mu\nu} = 0)\) results in a theory with zero torsion and a Weyl Integrable Geometry. This result is of course too restricting since it does not allow for any torsion at all. To address this problem we will propose another way to break the projective invariance in what follows. Before doing so let us explore first the possibility of fixing either of the non-metricity vectors \( Q_\mu, \tilde{Q}_\mu \) to zero.

**Fixing \( \tilde{Q}_\mu = 0 \)**

We now add the Lagrange multiplier \( C_\mu \) and the new piece to our action is
\[ S_C = \int d^n \sqrt{-g} C_\mu \tilde{Q}^\mu \] (2.95)

We could may as well have replaced \( \tilde{Q}^\mu \) with \( Q_\mu \) (this was the fixing proposed in [20]) in the above but identical results will follow as we show below. Again, let us consider the vacuum case where the Lagrange multiplier itself vanishes.\(^{12}\) Varying with respect to the connection and the Lagrange multiplier respectively we derive
\[ -\nabla_\lambda \left( \sqrt{-g} f' g^{\mu\nu} \right) + \nabla_\alpha \left( \sqrt{-g} f' g^{\mu\alpha \delta} \partial_\delta \right) + 2 f' \left( S_\lambda g^{\mu\nu} - S_\mu \delta_\lambda^\nu - S_\lambda^{\mu\nu} \right) = 0 \] (2.96)
\[ \tilde{Q}_\mu = 0 \] (2.97)

\(^{12}\)Not a-priori but after taking the trace and expressing it in terms of the Hypermomentum as we saw before.
Now, even though we have set $\tilde{Q}_\mu = 0$ we will keep $\tilde{Q}_\mu$ in our calculations to see what causes the problem when one tries to fix either of the non-metricity vectors. To this end, contacting (2.96) in $\lambda = \nu$ we get

\[(n - 1) \frac{\nabla_\alpha (\sqrt{-g} f' g^{\mu\alpha})}{\sqrt{-g}} + 2 f' (2 - n) S^\mu = 0 \Rightarrow \]

\[\nabla_\alpha (\sqrt{-g} f' g^{\mu\alpha}) = 2 \frac{(n - 2)}{n - 1} S^\mu \]  
(2.98)

which when substituted back above, gives

\[\frac{\nabla_\lambda (\sqrt{-g} f' g^{\mu\nu})}{\sqrt{-g}} + 2 f' (S_\lambda g^{\mu\nu} + \frac{1}{1 - n} S^{\mu} \delta^\nu_\lambda - S^{\mu \nu}_\lambda) = 0 \]  
(2.99)

After expanding the term in the covariant derivative and using the definitions of non-metricity, the above recasts to

\[\frac{1}{2} Q^{\mu \nu} - Q_\lambda^{\mu \nu} - g^{\mu \nu} \frac{\partial f'}{f'} + 2 (S_\lambda g^{\mu \nu} + \frac{1}{1 - n} S^{\mu} \delta^\nu_\lambda - S^{\mu \nu}_\lambda) = 0 \]  
(2.100)

where we have also divided through by $f'$. Contracting the latter with the metric tensor $g^{\mu \nu}$ it follows that

\[\frac{(n - 2)}{2} Q_\lambda - n \frac{\partial_f f'}{f'} + \frac{2n(n - 2)}{(n - 1)} S_\lambda = 0 \]  
(2.101)

Also, contacting (2.130) in $\lambda = \nu$ we obtain

\[- \frac{1}{2} Q^\mu + \tilde{Q}^\mu + \frac{\partial^\mu f'}{f'} - \frac{2(n - 2)}{(n - 1)} S^\mu = 0 \]  
(2.102)

Multiplying through by $n$ and bringing the index downstairs, we may write the last one as

\[- \frac{n}{2} Q_\lambda + n \tilde{Q}_\lambda + n \frac{\partial_f f'}{f'} - \frac{2n(n - 2)}{(n - 1)} S_\lambda = 0 \]  
(2.103)

Therefore, adding up equations (2.121) and (2.103) it follows that

\[- Q_\lambda + n \tilde{Q}_\lambda = 0 \]  
(2.104)

From this we see that fixing either of $Q_\lambda$ or $\tilde{Q}_\lambda$ to zero, the other vector must vanish too. So, by adding either of the Lagrange multipliers the end result is the same $\tilde{Q}_\mu = Q_\mu = 0$, and with this at hand, from (2.103) we conclude that

\[\frac{\partial_f f'}{f'} = 2 \frac{(n - 2)}{(n - 1)} S^\mu \]  
(2.105)
Substituting all of these back into (2.130) it follows that

\[ Q_\lambda^{\mu\nu} + 2S_\lambda^{\mu\nu} = \frac{2}{n-1} \left[ S_\lambda g^{\mu\nu} - S^n \delta_\lambda^{\nu} \right] \]  

(2.106)

or bringing \( \lambda \) upstairs

\[ Q^{\alpha\mu\nu} + 2S^{\alpha\mu\nu} = \frac{2}{n-1} \left[ S^{\alpha} g^{\mu\nu} - S^{\mu} g^{\alpha\nu} \right] \]  

(2.107)

Taking the symmetric part in \( \alpha, \mu \) in the above we obtain

\[ Q^{(\alpha\mu)\nu} = 0 \]  

(2.108)

where we have also used the fact that the torsion tensor is antisymmetric in its first two indices \( (S^{(\alpha\mu)}\nu = 0) \). The above equation implies that non-metricity has to be antisymmetric in its first two indices, but by definition it is symmetric in its last two. Any rank-3 tensor with such properties must identically vanish\(^{13}\) Indeed, given that

\[ Q^\alpha_{\mu\nu} = -Q^\mu_{\alpha\nu} \text{ and } Q^{\alpha\mu\nu} = Q^{\alpha\nu\mu} \]  

(2.109)

we compute

\[ Q^{\alpha\mu\nu} = -Q^{\mu\alpha\nu} = -Q^{\mu\nu\alpha} = Q^{\nu\mu\alpha} = Q^{\nu\alpha\mu} = -Q^{\alpha\nu\mu} = -Q^{\alpha\mu\nu} \]  

(2.110)

and therefore

\[ Q^{\alpha\mu\nu} = 0 \]  

(2.111)

and we see that the whole non-metricity vanishes. In addition, taking the antisymmetric part of (2.96) and contracting in \( \lambda = \mu \) we have

\[ \nabla_\alpha \left( \sqrt{-g'} g^{\mu\alpha} \right) = -2f' S^{\mu} \]  

(2.112)

which when placed against (2.98) demands that

\[ S^{\mu} = 0 \]  

(2.113)

and recalling that

\[ \frac{\partial_\mu f'}{f'} = 2 \frac{(n-2)}{(n-1)} S^{\mu} \]  

(2.114)

it follows that

\[ \partial_\mu f' = 0 \Rightarrow f' = \text{constant} \]  

(2.115)

\(^{13}\)We showed a similar result for torsion in the previous section.
which is true only when \( f(R) = R \) and therefore fixing either \( Q_\mu \) or \( \tilde{Q}_\mu \) to zero leads to inconsistency since it forces the \( f(R) \) to be linear in \( R \). To recap, fixing either \( Q_\mu = 0 \) or \( \tilde{Q}_\mu = 0 \) in order to break the projective invariance works only for \( f(R) = R \) and for general \( f(R) \) leads to inconsistencies\(^{14}\) Now, as we have seen fixing \( S_\mu = 0 \) breaks the projective invariance and produces a consistent theory. Notice however, that this is not the most general case one can have, especially when one needs to study theories when both the torsion and non-metricity vectors are different from zero. To this end we propose another method that breaks the projective invariance that is more general and instead of setting a vector to zero, establishes a relation between the torsion and non-metricity vectors. We do so in what follows.

**Our Proposal: Fixing** \((\alpha S_\mu - \beta Q_\mu - n\gamma \tilde{Q}_\mu) = 0\)

Instead of fixing any of the torsion and non-metricity vectors to zero, here we take a different route and impose a relation between them that can also break the projective invariance\(^{15}\) So, what we want to do is take a linear combination of the three vectors that we have and set it to zero, namely

\[
\alpha S_\mu - \beta Q_\mu - n\gamma \tilde{Q}_\mu = 0 \quad (2.116)
\]

where \( \alpha, \beta, \gamma \neq 0 \) are numbers and the minus signs and the factor \( n \) are put there just for convenience in the calculation. This constraint is imposed again by means of a Lagrange multiplier

\[
S_A = \int d^n x \sqrt{-g} A^\mu (\alpha S_\mu - \beta Q_\mu - n\gamma \tilde{Q}_\mu) \quad (2.117)
\]

where \( A^\mu \) is the Lagrange multiplier that establishes the relation between the three vectors. Our total action is

\[
S[g_{\alpha \beta}, \Gamma^\lambda_{\mu \nu}, A_\rho] = S_G + S_M + S_A = \int d^n x \sqrt{-g} \left[ \frac{1}{2\kappa} f(R) + L_M + A^\mu (\alpha S_\mu - \beta Q_\mu - n\gamma \tilde{Q}_\mu) \right] \quad (2.118)
\]

Variation with respect to the Lagrange multiplier gives

\[
\alpha S_\mu - \beta Q_\mu - n\gamma \tilde{Q}_\mu = 0 \quad (2.119)
\]

\(^{14}\)To be more specific, either of these constraints force the function \( f(R) \) to be linear in \( R \), which is unreasonable.

\(^{15}\)This proposal we presented in [3].
where the parameters $\alpha, \beta, \gamma$ are chosen such as not to preserve the projective invariance.

Let us again consider the case where the matter decouples from the connection ($\Delta \chi_{\mu\nu} = 0$) such that $A_{\mu} = 0$ and the result after varying with respect to the connection is the same with the one we obtained in the previous subsections, namely

$$\frac{1}{2} Q_{\lambda} g^{\mu\nu} - Q_{\lambda} \, g^{\mu\nu} - g^{\mu\nu} \frac{\partial f'}{f'} + 2(S_{\lambda} g^{\mu\nu} + \frac{1}{1 - n} S^\nu \delta^{\mu}_{\lambda} - S^{\mu}_{\lambda} \nu) = 0$$  

(2.120)

$$\frac{(n - 2)}{2} Q_{\lambda} - n \frac{\partial f'}{f'} + \frac{2n(n - 2)}{(n - 1)} S_{\lambda} = 0$$  

(2.121)

$$- \frac{1}{2} Q^{\mu} + \tilde{Q}^{\mu} + \frac{\partial f'}{f'} - \frac{2(n - 2)}{(n - 1)} S^{\mu} = 0$$  

(2.122)

and

$$Q_{\mu} - n \tilde{Q}_{\mu} = 0$$  

(2.123)

Substituting this last equation into the constraint we get

$$S_{\mu} = \left(\frac{\beta + \gamma}{\alpha}\right) Q_{\mu} = \lambda Q_{\mu}$$  

(2.124)

where we have defined $\lambda = (\beta + \gamma)/\alpha$ and in order to brake the projective invariance it must hold that $\lambda \neq \frac{n - 1}{4n}$.\footnote{For this value of the parameter $\lambda$ the combination $S_{\mu} - \lambda Q_{\mu}$ becomes projective invariant.}

Now, after some straightforward manipulations of the above equations, one can show that

$$S_{\mu} = \lambda Q_{\mu} = \lambda n \tilde{Q}_{\mu} = a \frac{2n \lambda}{(n - 2)} \frac{\partial f'}{f'}$$  

(2.125)

where

$$a = \frac{1}{1 + \frac{4n}{n - 1}}$$  

(2.126)

From which we see that all three vectors are related to each other and their source is the term $\frac{\partial f'}{f'}$. To gain more intuition on the above, let us vary the total action with respect to the metric tensor to obtain the field equations

$$f'(R)R_{(\mu\nu)} - \frac{f(R)}{2} g_{\mu\nu} = \kappa T_{\mu\nu}$$  

(2.127)

where we have also used the fact that $A_{\mu} = 0$. Again, taking the trace of the above field equations it follows that

$$f'(R)R - \frac{n}{2} f(R) = \kappa T$$  

(2.128)
which, as we have already discussed, defines the implicit function $R = R(T)$ and therefore both $f(R)$ and $f'(R)$ are functions of $T$ ($f(R) = f(R(T)) = f(T)$ and $f'(R) = f'(R(T)) = f'(T)$). Therefore, a given $T_{\mu\nu}$ will give rise to torsion and non-metricity through its trace and the torsion and non-metricity vectors are related and are proportional to this source which is a function of $T$, that is

$$S_\mu = \lambda Q_\mu = \lambda n \tilde{Q}_\mu = a \frac{2n\lambda}{(n-2)} \frac{\partial_\mu f'(T)}{f'(T)} \quad (2.129)$$

We would now wish to solve explicitly for the torsion and non-metricity tensors and find their exact forms. To do so, we substitute the above relation into

$$\frac{1}{2} Q_\lambda g^{\mu\nu} - Q_\lambda \, ^{\mu\nu} - g^{\mu\nu} \frac{\partial_\lambda f'}{f'} + 2 (S_\lambda g^{\mu\nu} + \frac{1}{1-n} S^{\mu} \delta_\lambda^\nu - S_\lambda \, ^{\mu\nu}) = 0 \quad (2.130)$$

to obtain

$$(Q_\lambda \, ^{\mu\nu} + 2 S_\lambda \, ^{\mu\nu}) = b g^{\mu\nu} Q_\lambda + \frac{2\lambda}{1-n} Q^\mu \delta_\lambda^\nu \quad (2.131)$$
or

$$(Q_{\alpha\mu\nu} + 2 S_{\alpha\mu\nu}) = b Q_{\alpha} g_{\mu\nu} + \frac{2\lambda}{1-n} Q_{\mu} g_{\nu\alpha} \quad (2.132)$$

where $b = \frac{1}{n} + \frac{2\lambda}{n-1}$. Note now that this tensor combination along with some index permutations of it appears in the connection decomposition

$$\Gamma_\lambda^{\mu\nu} = \tilde{\Gamma}_\lambda^{\mu\nu} + \frac{1}{2} g^{\alpha\lambda} \left( (Q_{\mu\nu}\alpha + 2 S_{\mu\nu}\alpha) + (Q_{\nu\alpha\mu} + 2 S_{\nu\alpha\mu}) - (Q_{\alpha\mu\nu} + 2 S_{\alpha\mu\nu}) \right) \quad (2.133)$$

So, carrying out the calculations we finally arrive at

$$\Gamma_\lambda^{\mu\nu} = \tilde{\Gamma}_\lambda^{\mu\nu} + \frac{1}{2} g^{\alpha\lambda} \left( A(Q_{\mu\nu}\alpha - Q_{\alpha} g_{\mu\nu}) + B Q_{\nu} g_{\mu\alpha} \right) \quad (2.134)$$

where $A = b - \frac{2n}{n-1} \lambda$, $B = b + \frac{2n}{n-1} \lambda$. Having this one can easily compute the torsion tensor

$$S_\mu \, ^{\lambda} = \Gamma_\lambda \, _{[\mu\nu]} = \frac{2}{n-1} \lambda Q_\mu \delta_\nu^\lambda \quad (2.135)$$

and using $S_\mu = \lambda Q_\mu$ we also make the consistency check

$$S_\mu \, ^{\lambda} = \frac{2}{n-1} S_{[\mu} \delta_\nu^\lambda} \quad (2.136)$$

So, we have the case of a vectorial torsion. As far as non-metricity is concerned, we substitute the last equation into (2.132) and after some straightforward calculations we finally arrive at

$$Q_{\alpha\mu\nu} = \frac{Q_\alpha}{n} g_{\mu\nu} \quad (2.137)$$
which is the case of a Weyl non-metricity. Note that the parameter $\lambda$ has canceled out in the expression for non-metricity. To conclude, what we have done here is to break the projective invariance and produce a viable metric affine $f(R)$ theory. Instead of setting $S_\mu = 0$ or $Q_\mu = 0$ (or even $\tilde{Q}_\mu = 0$) which singles out a vector out of the three that are available, we took a different route and imposed a constraint on the three vectors $(\alpha S_\mu - \beta Q_\mu - n\gamma \tilde{Q}_\mu = 0)$ that treats them on equal footing. Our result (when the connection decouples from the matter fields) is a fully consistent theory in which there exist both torsion and non-metricity, powered by a single vector that is sourced by the energy momentum tensor. More specifically, one has a vectorial torsion and a non-metricity of the Weyl type, with\(^{17}\)

\[
S_{\mu\nu}^\lambda = \frac{2}{n-1}S_{[\mu\delta}^\lambda \delta_{\nu]}^\nu
\]

\[
Q_{\alpha\mu\nu} = \frac{Q_\alpha}{n} g_{\mu\nu}
\]

\[
S_\mu = \lambda Q_\mu = \lambda n \tilde{Q}_\mu = a \frac{2n\lambda}{(n-2)} \frac{\partial f'(T)}{f'(T)}
\]

Some comments are now in order. Firstly, notice that in vacuum ($T_{\mu\nu} = 0$) both torsion and non-metricity vanish and therefore they are only introduced by matter fields. Secondly, the above expressions for the affine connection and subsequently for torsion and non-metricity, are algebraic ones since on the assumption that matter decouples from the connection ($\Delta_{\alpha\mu\nu} = 0$) we have that $T_{\mu\nu}$ is independent of the connection as seen from (1.148). So, breaking the invariance this way we see that the simplest forms of torsion and non-metricity can be sourced by the energy momentum tensor alone, and for further degrees of freedom to be excited, a hypermomentum tensor is also needed. Therefore, when $T_{\mu\nu} \neq 0$ and $\Delta_{\alpha\mu\nu} = 0$ only the lowest excitations of torsion and non-metricity can be produced. To obtain more general forms one needs to have a non-zero hypermomentum.

Notice now that one can also break the projective invariance by adding scalars, into the original action, that do not respect this symmetry. The easiest way to do this is by adding a scalar term built from any of the torsion/non-metricity vectors, since non of them respects the projective symmetry. Even though this seems somewhat artificial we shall present three simple models illustrating this possibility and then generalize the results to more general actions. We will do this procedure for the Einstein-Hilbert action (i.e. Ricci scalar) but the results can also be generalized in $f(R)$.

\(^{17}\)Thus, all three vectors $S_\mu, Q_\mu, \tilde{Q}_\mu$ are proportional to one another. A similar relation was obtained in the $2 - d$ MAG model of [46].
Model 1

Let us consider the model given by the action

\[ S = \frac{1}{2\kappa} \int d^nx \left[ \sqrt{-g}R + \gamma \sqrt{-g}g^{\mu\nu} S_\mu S_\nu \right] \]  \hspace{1cm} (2.141)

where \( \gamma \) is a parameter and \( S_\alpha \equiv S_\alpha^{\beta} \) the torsion vector. We now state that the above action exactly yields Einstein equations in vacuum without any additional degree of freedom. To see this we first vary the latter with respect to \( g_{\mu\nu} \) and apply the Principle of least action to arrive at

\[ \delta_g S = 0 \]
\[ R_{(\mu\nu)} - \frac{R}{2} g_{\mu\nu} = \gamma \left[ \frac{1}{2} S_\alpha S_\alpha g_{\mu\nu} - S_\mu S_\nu \right] \]  \hspace{1cm} (2.142)

which as they stand now seem to admit both torsion and non-metricity. However, varying with respect to the connection we obtain

\[ \delta_\Gamma S = 0 \]
\[ P_{\lambda}^\mu \nu + \gamma (S^\mu \delta_\nu^\lambda - S^\nu \delta_\mu^\lambda) = 0 \]  \hspace{1cm} (2.143)

recall that the Palatini tensor is given by

\[ P_{\lambda}^\mu \nu = -\left( \nabla_\mu (\sqrt{-g}g^{\nu\sigma}) \right) \right. + \left. \nabla_\nu (\sqrt{-g}g^{\mu\sigma}) \right) \delta_\lambda^\sigma + 2(S_\lambda g^{\mu\nu} - S^{\mu} \delta_\lambda^\nu + g^{\mu\sigma} S_\sigma \lambda \delta_\nu^\nu) \]  \hspace{1cm} (2.144)

and satisfies

\[ P_\mu^\mu \nu = 0 \]  \hspace{1cm} (2.145)

As a result, contracting (2.143) in \( \mu, \lambda \) and using the very last equation we arrive at

\[ \underbrace{P_{\mu}^{\mu \nu}}_{=0} + \gamma (1 - n) S^\nu = 0 \Rightarrow S^\nu = 0 \]  \hspace{1cm} (2.146)

which shows that the torsion vector vanishes. Substituting the latter back to (2.143) it follows that

\[ P_{\lambda}^\mu \nu = 0 \]  \hspace{1cm} (2.147)

and as we have already seen, this last condition implies that

\[ S_\lambda = -\frac{(n - 1)}{4n} Q_\lambda \]  \hspace{1cm} (2.148)
\[ S_{\mu\nu}^\lambda = \frac{-2}{(n-1)} S_{[\mu}^\delta\nu] = \frac{1}{n-1} \left( S_\mu^\delta - S_\nu^\delta \right) \] (2.149)

\[ Q_{\alpha\mu\nu} = \frac{1}{n} Q_\alpha g_{\mu\nu} \] (2.150)

which when combined with (2.146) yield

\[ Q_\lambda = 0 \] (2.151)

\[ S_{\mu\nu}^\lambda = 0 \] (2.152)

\[ Q_{\alpha\mu\nu} = 0 \] (2.153)

Therefore, we see that both torsion and non-metricity vanish in the end. In addition, substituting (2.146) back to (2.142) we recover Einstein’s equations

\[ R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} = 0 \] (2.154)

where \( R_{\mu\nu} \) is the symmetric Ricci tensor computed with respect to Levi-Civita connection. Thus, we have shown that the model considered here is equivalent to General Relativity in vacuum as claimed.

**Model 2**

As a second model we consider

\[ S = \frac{1}{2\kappa} \int d^n x \left[ \sqrt{-g} R + \lambda \sqrt{-g} g^{\mu\nu} Q_\mu Q_\nu \right] \] (2.155)

where \( \lambda \) is the model parameter and \( Q_\mu = -g^{\alpha\beta} \nabla_\mu g_{\alpha\beta} \) the Weyl vector. This Lagrangian was also considered by \[47\] in order to brake the projective invariance of the Ricci scalar.

Variation with respect to the metric gives

\[ \delta g S = 0 \Rightarrow R_{(\mu\nu)} - \frac{1}{2} g_{\mu\nu} = \lambda \left[ \frac{1}{2} Q_\alpha Q^{\alpha} g_{\mu\nu} - Q_\mu Q_\nu + g_{\mu\nu} \frac{\partial_\alpha (2\sqrt{-g} Q^\alpha)}{\sqrt{-g}} \right] \] (2.156)

Meanwhile, variation with respect to the connection yields

\[ \delta \Gamma S = 0 \Rightarrow P_\lambda^{\mu\nu} + 4\lambda Q^{\nu} \delta^\mu_\lambda = 0 \] (2.157)
Again, contracting in $\mu, \lambda$ and using the tracelessness of the Palatini tensor in the first two indices, we arrive at

$$4\lambda nQ^\nu = 0 \Rightarrow Q^\nu = 0$$

(2.158)

and substituting the latter back in (2.157) we derive

$$P_\lambda{}^{\mu\nu} = 0$$

(2.159)

which when combined with $Q^\nu = 0$ gives

$$S_\lambda = 0$$

(2.160)

$$S_{\mu\nu}{}^\lambda = 0$$

(2.161)

$$Q_{\alpha\mu\nu} = 0$$

(2.162)

Thus, the torsion and non-metricity vanish in this model as well. Substituting (2.158) in (2.156) we again end up with Einstein equations in vacuum

$$R_{\mu\nu} - \frac{R}{2} g_{\mu\nu} = 0$$

(2.163)

Model 3

In the previous models we added to the Einstein-Hilbert action, terms that looked like mass terms. Firstly a term of squared torsion vector and then the squared Weyl vector. We saw that in both models after some manipulations we end up with Einstein field equations with vanishing torsion and non-metricity. In this model we consider the other possibility left\(^{18}\) namely adding a squared second non-metricity vector. In words,

$$S = \frac{1}{2\kappa} \int d^nx \left[ \sqrt{-g}R + \alpha \sqrt{-g}g^{\mu\nu} \tilde{Q}_\mu \tilde{Q}_\nu \right]$$

(2.164)

where $\alpha$ is the model parameter and $\tilde{Q}_\mu = -g^{\alpha\beta} \nabla_\alpha g_{\beta\mu}$ is the second non-metricity vector. Varying the above action with respect to the metric tensor and applying the least action principle we arrive at

$$R_{(\mu\nu)} - \frac{R}{2} g_{\mu\nu} = \alpha \left[ \frac{1}{2} \tilde{Q}_\alpha \tilde{Q}^\alpha g_{\mu\nu} - \tilde{Q}_\mu \tilde{Q}_\nu ight.$$

$$- 2g^{\rho\sigma}(\partial_\rho g_{\mu\alpha} g_{\nu\beta}) \tilde{Q}^\beta - \Gamma^\lambda_{\mu\nu} \tilde{Q}_\lambda + \tilde{Q}_\nu g_{\mu\alpha} g^{\rho\sigma} \Gamma^\alpha_{\rho\sigma} + 2g_{\nu\beta} \frac{\partial_\mu (\sqrt{-g} \tilde{Q}^\beta)}{\sqrt{-g}} \right]$$

(2.165)

\(^{18}\)Note that as we have already pointed out there are three independent vectors (before solving the field equation) we can construct out of torsion and non-metricity, these are the torsion, Weyl, and second non-metricity vectors respectively denoted by $S_\mu, Q_\mu$ and $\tilde{Q}_\mu$.  
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The variation with respect to the connection yields

\[ P_\lambda{}^{\mu\nu} + g^{\mu\nu}2\tilde{Q}_\lambda + \delta^{\nu}_\lambda 2\tilde{Q}^\mu = 0 \quad (2.166) \]

Now, contracting the latter in \( \mu, \lambda \) and using the fact that \( P_\mu{}^{\mu\nu} = 0 \) it follows that

\[ 4\tilde{Q}^\nu = 0 \Rightarrow \tilde{Q}^\nu = 0 \quad (2.167) \]

which implies that

\[ P_\lambda{}^{\mu\nu} = 0 \quad (2.168) \]

and the last two equations combined, give

\[ Q_\lambda = 0 \quad (2.169) \]
\[ S_\lambda = 0 \quad (2.170) \]
\[ S_\mu{}^{\lambda}{}^{\nu} = 0 \quad (2.171) \]
\[ Q_{\alpha\mu\nu} = 0 \quad (2.172) \]

namely, also in this model torsion and non-metricity vanish, and upon substituting \( \tilde{Q}^\nu = 0 \) back in (2.165) we again end up with Einstein equations in vacuum

\[ R_{\mu\nu} - \frac{R}{2}g_{\mu\nu} = 0 \quad (2.173) \]

So we saw that by adding to the Einstein-Hilbert action a term that is quadratic in any of the torsion/non-metricity vectors, the resulting theory in vacuum is Einstein’s Gravity. In fact this will hold true even if we were to add a coupling term between these vectors. For instance, adding the term \( S_\mu Q^\mu \) would give the same result with the above. Interestingly the same result continuous to hold true if we add any function of the above combinations. We show this in what follows. First we start with torsion and then prove the generic result.

**A class of of equivalent Theories**

We will prove here (for the first time) that a generalized class of Theories in the Metric Affine Gravity (but with no matter) is equivalent to Einstein’s Gravity in vacuum. To start with, first notice that the results of Model – 1 we presented above continue to hold true even if we consider a general \( f(S_\mu S^\mu) \) added to the Einstein Hilbert action. Indeed, starting from

\[ S = \frac{1}{2\kappa} \int d^nx\sqrt{-g}\left[R + f(\chi)\right] \quad (2.174) \]

where $\chi \equiv S_\mu S^\mu$, variation with respect to the connection yields

$$P_\chi \, ^{\mu\nu} + f_\chi (S^\mu \delta^\nu_\chi - S^\nu \delta^\mu_\chi) = 0 \quad (2.175)$$

where $f_\chi = \frac{\partial f}{\partial \chi}$. This is identical to (2.143) where the parameter $\gamma$ has now been replaced with the function $f_\chi$. Note that this will again give a vanishing $S_\mu$ when traced over $\mu = \lambda$, which when substituted back will give a zero Palatini tensor and therefore vanishing torsion and non-metricity as we saw earlier. Therefore, we conclude that theories of the form (2.174) will give Einstein Gravity ($S_{\alpha\mu\nu} = 0, Q_{\alpha\mu\nu} = 0$) in vacuum without a projective mode. In fact, this result holds true when one adds any quadratic term of the torsion or non-metricity vectors. For instance, the theories

$$S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ R + f_1 Q_\mu Q^\mu \right] \quad (2.176)$$

and

$$S = \frac{1}{2\kappa} \int d^n x \sqrt{-\tilde{g}} \left[ R + f_2 \tilde{Q}_\mu \tilde{Q}^\mu \right] \quad (2.177)$$

will both give the same result as (2.174), that is, vacuum Einstein Gravity with vanishing torsion and non-metricity and no projective mode\(^\text{19}\). This can be seen easily from the fact that when varying such quadratic terms with respect to the connection the end result is proportional to $Q_\mu$ (or $\tilde{Q}_\mu$). Then taking the trace in the first two indices (of the equation we get when we vary wrt the connection) forces this $Q_\mu = 0$ (or $\tilde{Q}_\mu = 0$) which again implies the vanishing of $P_\chi \, ^{\mu\nu}$ and as a result the geometry is Riemannian.

The above considerations can also be generalized for gravitational actions given by

$$S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ R + f(\chi_1, \chi_2, \chi_3) \right] \quad (2.178)$$

where $\chi_1 = S_\mu S^\mu, \chi_2 = Q_\mu Q^\mu, \chi_3 = \tilde{Q}_\mu \tilde{Q}^\mu$. Indeed, variation of the above with respect to the connection, yields

$$P_\chi \, ^{\mu\nu} + f_{\chi_1} 4Q^\nu \delta^\mu_\chi + 2 f_{\chi_2} \left( \tilde{Q}_\lambda g^{\mu\nu} + \tilde{Q}_\mu \delta^\nu_\chi \right) + (1 - n) f_{\chi_3} S^{[\mu} \delta^{\nu]}_\chi = 0 \quad (2.179)$$

where $f_{\chi_i} = \frac{\partial f}{\partial \chi_i}, i = 1, 2, 3$. Taking the possible traces of the above, we arrive at

$$4n f_{\chi_1} Q_\mu + 4 f_{\chi_2} \tilde{Q}_\mu + (1 - n) f_{\chi_3} S_\mu = 0 \quad (2.180)$$

$$P_\mu + 4 f_{\chi_1} Q_\mu + 2(n + 1) f_{\chi_2} \tilde{Q}_\mu + (n - 1) f_{\chi_3} S_\mu = 0 \quad (2.181)$$

\(^{19}\)This is so because the added term does not respect the projective invariance.
$$\tilde{P}^\mu + 4f_{\chi_1}Q^\mu + 2(n + 1)f_{\chi_2}\tilde{Q}^\mu = 0$$  \hspace{1cm} (2.182)

with

$$P^\mu = P^\mu_{\nu} = (n - 1) \left[ \tilde{Q}^\mu - \frac{1}{2}Q^\mu \right] + 2(2 - n)S^\mu$$  \hspace{1cm} (2.183)

and

$$\tilde{P}_\lambda = g_{\mu\nu}P^\mu_{\nu} = \frac{(n - 3)}{2}Q_\lambda + \tilde{Q}_\lambda + 2(n - 2)S_\lambda$$  \hspace{1cm} (2.184)

Notice now, that the above is a homogeneous system of three equations with three unknowns (the vectors \(S_\mu, Q_\mu, \tilde{Q}_\mu\)) and this can only have a solution different from zero when the equations are linearly dependent or in other words, the determinant of the coefficients (in our case the functions \(f_{\chi_i}\)) of the unknowns is zero. This, however, will impose certain relations between the derivatives \(f_{\chi_i}\) and as a result restrict the possible forms of the function \(f\). So, we may assume that the determinant will be different from zero in general and therefore the solution of the above system will be \(S_\mu = 0 = Q_\mu = \tilde{Q}_\mu\). Then equation (2.179) becomes

$$P^\mu_{\nu} = 0$$  \hspace{1cm} (2.185)

which means that \(Q_{\alpha\mu\nu} = 0, S_{\alpha\mu\nu} = 0\) and therefore the theory is equivalent to Einstein Gravity in vacuum. This result can also be generalized even further to include actions of the form

$$S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ R + f(\chi_1, \chi_2, \chi_3, \chi_4, \chi_5, \chi_6) \right]$$  \hspace{1cm} (2.186)

where \(\chi_1 = S_\mu S^\mu, \chi_2 = Q_\mu Q^\mu, \chi_3 = \tilde{Q}_\mu \tilde{Q}^\mu, \chi_4 = Q_\mu S^\mu, \chi_5 = Q_\mu \tilde{Q}^\mu, \chi_6 = S_\mu \tilde{Q}^\mu\). So here we have proved that general classes of actions such as (2.178) and (2.186) are all equivalent to Einstein’s Gravity in vacuum. To the best of our knowledge, this general result appears for the first time in the literature. It would also be interesting to generalize the above considerations even further and find the general family of such Theories.

**Comment:** Notice that even though the above actions are equivalent to Einstein’s GR in vacuum, when matter is added (to these actions) the latter can differ greatly.

### 2.1.5 Special Case: The Palatini \(f(R)\) Gravity

The Palatini \(f(R)\) Gravity with matter has been extensively studied in the literature ([48], [12], [11], [49]) and therefore we shall not examine it further here. Note that with the term Palatini here we mean that the hypermomentum tensor vanishes identically, that
is the matter action is independent of the connection. With this simplification the Palatini $f(R)$ theory has been shown to be equivalent with a metric scalar tensor theory [12]. Also, constraints on Palatini $f(R)$ have been studied in [50]. The situation changes radically however when the connection couples to matter. Then the connection becomes dynamical and propagates more degrees of freedom than GR [10]. We shall now proceed with the discussion of more general families of Metric-Affine Theories.

2.2 General Metric-Affine Gravity Theories

2.2.1 Metric-Affine $f(R, R_{\mu\nu}R^{\mu\nu})$ Gravity

Having studied the dynamics of metric affine $f(R)$ gravities let us now review a slight generalization that appears in the literature, the $f(R, R_{\mu\nu}R^{\mu\nu})$ theories. In fact the most common example that is studied in the literature is the Palatini$^{20}$ $f(R, R_{(\mu\nu)}R^{(\mu\nu)})$ with zero torsion (see [11, 14] for instance). In these theories the symmetric part of the Ricci tensor appears in order to maintain the projective invariance$^{21}$. However, this invariance will again cause problems when one wants to study the general affine theory (where the hypermomentum does not vanish). For this reason we will start our discussion as general as possible, taking the full Ricci scalar in the gravitation action, let the connection couple to the matter fields and also consider torsion. We will also denote some special cases and refer to the literature for more details.

**Meric-Affine $f(R, R_{\mu\nu}R^{\mu\nu})$ with Matter**

We start by the action

$$S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} f(R, \chi) + S_M [g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \psi]$$  \hspace{1cm} (2.187)

where we have abbreviated $\chi \equiv R_{\mu\nu}R^{\mu\nu}$ and notice that we allow for both torsion and non-metricity. To proceed with the variations, let us first carefully vary $f(R, R_{\mu\nu}R^{\mu\nu})$.

$^{20}$Recall that in Palatini theories it is assumed that the connection does not couple to the matter fields, that is the hypermomentum is zero.

$^{21}$Even though the Ricci tensor $R_{\mu\nu}$ is not invariant under projective transformations, its symmetric part $R_{(\mu\nu)}$ is.
Variation with respect to the metric tensor yields

\[ \delta_g f = \frac{\partial f}{\partial R} \delta_g R + \frac{\partial f}{\partial \chi} \delta_g \chi = f_R \delta_g R + f_\chi \delta_g \chi \]  

(2.188)

Now

\[ \delta_g R = \delta_g (R_{\mu\nu} g^{\mu\nu}) = R_{\mu\nu} (\delta g^{\mu\nu}) = R_{(\mu\nu)} (\delta g^{\mu\nu}) \]  

(2.189)

where we have used the fact that \( R_{\mu\nu} \) is independent of the connection. Regarding the other scalar, one has

\[ \delta_g \chi = \delta_g (R_{\mu\nu} R^{\mu\nu}) = \delta_g (R_{\mu\nu} R_{\nu\alpha} g^{\mu\alpha} g^{\nu\beta}) = R_{\mu\nu} R_{\alpha\beta} \left( (\delta g^{\mu\alpha}) g^{\nu\beta} + g^{\mu\alpha} (\delta g^{\nu\beta}) \right) 
= (\delta g^{\mu\nu}) \left( R_{\mu\alpha} R_{\nu}^{\alpha} + R_{\alpha\mu} R_{\nu}^{\alpha} \right) \]  

(2.190)

and note that the last combination is symmetric in \( \mu, \nu \) as it should and that \( R_{\mu\alpha} R_{\nu}^{\alpha} \neq R_{\alpha\mu} R_{\nu}^{\alpha} \) unless the Ricci tensor is symmetric. Now, let us vary \( f \) with respect to the affine connection. We have

\[ \delta_\Gamma f = \frac{\partial f}{\partial R} \delta_\Gamma R + \frac{\partial f}{\partial \chi} \delta_\Gamma \chi = f_R \delta_\Gamma R + f_\chi \delta_\Gamma \chi \]  

(2.191)

and

\[ \delta_\Gamma R = \delta_\Gamma (g^{\mu\nu} R_{\mu\nu}) = g^{\mu\nu} (\delta_\Gamma R_{\mu\nu}) \]  

(2.192)

\[ \delta_\Gamma \chi = \delta_\Gamma (R_{\mu\nu} R^{\mu\nu}) = 2 R^{\mu\nu} (\delta_\Gamma R_{\mu\nu}) \]  

(2.193)

Substituting the last two into (2.191) it follows that

\[ \delta_\Gamma f = (f_R g^{\mu\nu} + 2 f_\chi R^{\mu\nu}) \delta_\Gamma R_{\mu\nu} \]  

(2.194)

and recalling that for any \( M^{\mu\nu} \) (this can be either a tensor field or a tensor density)

\[ M^{\mu\nu} \delta_\Gamma R_{\mu\nu} = \delta_\Gamma (M^{\mu\nu} R_{\mu\nu}) = \delta_\Gamma \left( -\nabla_\lambda M^{\mu\nu} + \nabla_\alpha (M^{\mu\alpha} \delta_\lambda^{\nu}) - 2 M^{\mu\alpha} S_{\lambda\alpha}^{\nu} \right) + A \]  

(2.195)

where

\[ A = \nabla_\lambda (M^{\mu\nu} \delta_\Gamma^{\lambda \mu\nu} - M^{\mu\lambda} \delta_\nu^{\mu\nu} \delta_\Gamma^{\alpha \mu\nu}) \]  

(2.196)

we have all the tools available to derive the variations. Using all the above we vary with respect to the metric and the connection, to arrive at

\[ -\frac{f}{2} g_{\mu\nu} + f_R R_{(\mu\nu)} + f_\chi (R_{\mu\alpha} R_{\nu}^{\alpha} + R_{\alpha\mu} R_{\nu}^{\alpha}) = \kappa T_{\mu\nu} \]  

(2.197)
\[-\nabla_\lambda (\sqrt{-g} B^{\mu \nu}) + \nabla_\alpha (\sqrt{-g} B^{\mu \nu}) \delta^\nu_\lambda + 2 \sqrt{-g} \left[ - B^{\mu \alpha} (S_{\lambda \alpha} \nu + S_{\alpha} \delta^\nu_\lambda) + B^{\mu \nu} S_\lambda \right] = \kappa \sqrt{-g} \Delta^\mu_\nu \]  

(2.198)

where

\[ B^{\mu \nu} \equiv f_R g^{\mu \nu} + 2 f_\chi R^{\mu \nu} \]  

(2.199)

These are the field equations for a general Metric-Affine \( f(R, R_{\mu \nu} R^{\mu \nu}) \). Notice that if we were to set torsion to zero (\( S_{\alpha \mu \nu} = 0 \)) from the onset, the set of field equations would read

\[-\frac{f}{2} g_{\mu \nu} + f_R R_{\mu \nu} + f_\chi (R_{\mu \alpha} R^{\alpha} \nu + R_{\alpha \mu} R^{\alpha} \nu) = \kappa T_{\mu \nu} \]  

(2.200)

\[-\nabla_\lambda (\sqrt{-g} B^{\mu \nu}) + \nabla_\alpha (\sqrt{-g} B^{(\mu |\alpha|)} \delta^\nu_\lambda) = \kappa \sqrt{-g} \Delta^\mu_\nu \]  

(2.201)

and observe that the last one is symmetrized in \( \mu, \nu \) since the connection was symmetric to begin with. For a more detailed discussion on the theory that contains the general \( R_{\mu \nu} \) term the reader is refereed to ([51], [13]) and for the theories where only \( R_{(\mu \nu)} \) enters see [14].

2.2.2 General \( \mathcal{L}(g_{\mu \nu}, R^\alpha_{\beta \gamma \rho}) \) Meric-Affine Gravity

Let us now generalize the considerations of the previous section and derive the field equations for a general action whose dependence on the connection (for the gravitational sector) comes entirely from the Riemann tensor\(^{22}\) (and its contractions, of course). So the gravitational sector of our Lagrangian density will be \( \mathcal{L}_G(g_{\mu \nu}, R^\alpha_{\beta \gamma \rho}) \) and the total action of these theories, reads

\[ S[g, \Gamma] = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \mathcal{L}_G(g_{\mu \nu}, R^\alpha_{\beta \gamma \rho}) + \int d^n x \sqrt{-g} \mathcal{L}_M(g_{\mu \nu}, \Gamma^\lambda_{\alpha \beta}, \psi) \]  

(2.202)

Note that both \( f(R) \) and \( f(R, R_{\mu \nu} R^{\mu \nu}) \) theories are special cases of the above action. Variation of the above with respect to the metric tensor gives

\[ \delta_g S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ \delta_g (\sqrt{-g} \mathcal{L}_G) + \delta_g (\sqrt{-g} \mathcal{L}_M) \right] = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ - \frac{1}{2} g_{\mu \nu} \mathcal{L}_G \delta g^{\mu \nu} + \frac{\partial \mathcal{L}_G}{\partial g^{\mu \nu}} \delta g^{\mu \nu} - \kappa T_{\mu \nu} \delta g^{\mu \nu} \right] = \frac{1}{2\kappa} \int d^n x \sqrt{-g} (\delta g^{\mu \nu}) \left[ - \frac{1}{2} g_{\mu \nu} \mathcal{L}_G + \frac{\partial \mathcal{L}_G}{\partial g^{\mu \nu}} - \kappa T_{\mu \nu} \right] = 0 \]  

(2.203)

\(^{22}\)This means that the action will depend on scalars built from the Riemann tensor and its contractions entirely and not from torsion and non-metricity. This inclusion will be considered in the next section.
So, the variation with respect to the metric tensor gives the filed equations

$$-\frac{1}{2}g_{\mu\nu}\mathcal{L}_G + \frac{\partial\mathcal{L}_G}{\partial g^{\mu\nu}} = \kappa T_{\mu\nu} \quad (2.204)$$

Now, varying the action with respect to the affine connection we get

$$\delta \Gamma S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ \delta \Gamma \mathcal{L}_G + 2\kappa \delta \Gamma \mathcal{L}_M \right] \quad (2.205)$$

Now using the chain rule we may write

$$\delta \Gamma \mathcal{L}_G = \frac{\partial \mathcal{L}_G}{\partial R^\lambda_{\mu\alpha\nu}} \delta \Gamma R^\lambda_{\mu\alpha\nu} \equiv \Omega^\mu_{\alpha\nu} \delta \Gamma R^\lambda_{\mu\alpha\nu} \quad (2.206)$$

where we have defined $\Omega^\mu_{\alpha\nu} \equiv \frac{\partial \mathcal{L}_G}{\partial R^\lambda_{\mu\alpha\nu}}$ and notice that this tensor is, by construction, antisymmetric in its last two indices ($\Omega^\mu_{\alpha\nu} = \Omega^\mu_{\nu\alpha}$). Now using

$$\delta \Gamma R^\mu_{\nu\alpha\beta} = \nabla_\alpha (\delta \Gamma^\mu_{\nu\beta}) - \nabla_\beta (\delta \Gamma^\mu_{\nu\alpha}) - 2S^\lambda_{\alpha\beta} \delta \Gamma^\mu_{\nu\lambda} \quad (2.207)$$

we compute

$$\sqrt{-g} \delta \Gamma \mathcal{L}_G = \Omega^\beta_{\alpha\gamma} \left[ \nabla_\gamma (\delta \Gamma^\alpha_{\beta\delta}) - \nabla_\delta (\delta \Gamma^\alpha_{\beta\gamma}) - 2S^\gamma_{\beta\delta} \delta \Gamma^\alpha_{\beta\gamma} \right] =$$

$$= 2\nabla_\gamma (\sqrt{-g} J^\gamma) - \kappa \Delta^\gamma_{\mu\nu} \left[ \nabla_\gamma (\sqrt{-g} \Omega^\mu_{\nu\alpha} + \Omega^\mu_{\nu\delta} S^\gamma_{\alpha\delta}) \right] \quad (2.208)$$

where we have set

$$J^\gamma = \Omega^\beta_{\alpha\gamma} \delta \Gamma^\alpha_{\beta\delta} \quad (2.209)$$

and now notice that

$$\int d^n x \nabla_\gamma (\sqrt{-g} J^\gamma) \quad (2.210)$$

is not a surface term, but rather

$$\int d^n x \nabla_\gamma (\sqrt{-g} J^\gamma) = \int d^n x \partial_\gamma (\sqrt{-g} J^\gamma) + \int d^n x \sqrt{-g} 2S^\mu_\mu J^\mu =$$

$$= s.t. + \int d^n x \sqrt{-g} 2S^\mu_\mu J^\mu \quad (2.211)$$

Taking all the above into consideration along with the definition

$$\delta \Gamma S_M \equiv \int d^n x \left( -\frac{\sqrt{-g}}{2} \Delta^\mu_{\alpha\nu} \right) \delta \Gamma^\lambda_{\mu\nu} \quad (2.212)$$

we finally arrive at

$$\delta \Gamma S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ \delta \Gamma \mathcal{L}_G + 2\kappa \delta \Gamma \mathcal{L}_M \right]$$

$$= \frac{1}{2\kappa} \int d^n x \sqrt{-g} (\delta \Gamma^\lambda_{\mu\nu}) \left( -2(\sqrt{-g} \Omega^\mu_{\nu\alpha}) \frac{1}{\sqrt{-g}} + 4\Omega^\mu_{\nu\alpha} S^\alpha - 2\Omega^\mu_{\nu\delta} S^\gamma_{\alpha\delta} - \kappa \Delta^\mu_{\nu\alpha} \right) \quad (2.213)$$
Thus, the field equations coming from the variation of the connection read

\[-2\left(\sqrt{-g}\Omega^{\mu\nu}\right) + 4\Omega_\lambda^{\mu\alpha\nu} S_\alpha - 2\Omega_\lambda^{\mu\gamma\delta} S_{\gamma\delta}^{\nu} = \kappa \Delta_\mu^{\nu}\] (2.214)

or in the more compact form

\[-\nabla_\alpha + 2S_\alpha)\left(\sqrt{-g}\Omega^{\mu\nu}\right) - \sqrt{-g}\Omega_\lambda^{\mu\gamma\delta} S_{\gamma\delta}^{\nu} = \frac{\kappa}{2}\sqrt{-g}\Delta_\mu^{\nu}\] (2.215)

or better yet

\[-\nabla_\alpha + 2S_\alpha)\left(O^{\mu\nu}\right) - O^{\mu\gamma\delta} S_{\gamma\delta}^{\nu} = \frac{\kappa}{2}\sqrt{-g}\Delta_\mu^{\nu}\] (2.216)

where we have defined the tensorial density \(O^{\mu\nu}\equiv\sqrt{-g}\Omega^{\mu\alpha\nu}\). So, to conclude, the field equations for a general \(\mathcal{L}(g_{\mu\nu}, R^{\beta\gamma\alpha\rho})\) metric-affine gravity, read

\[-\frac{1}{2}g_{\mu\nu}\mathcal{L}_G + \frac{\partial\mathcal{L}_G}{\partial g^{\mu\nu}} = \kappa T_{\mu\nu}\] (2.217)

\[-\nabla_\alpha + 2S_\alpha)\left(\sqrt{-g}\Omega^{\mu\nu}\right) - \sqrt{-g}\Omega_\lambda^{\mu\gamma\delta} S_{\gamma\delta}^{\nu} = \frac{\kappa}{2}\sqrt{-g}\Delta_\mu^{\nu}\] (2.218)

where

\[\Omega^{\mu\nu}_\lambda = \Omega^{\mu\alpha\nu}_\lambda \equiv \frac{\partial\mathcal{L}_G}{\partial R^{\lambda}_{\mu\alpha\nu}}\] (2.219)

To make contact we our previous derived results, taking \(\mathcal{L}_G = R\) (and let \(\mathcal{L}_M = 0\)) we compute

\[\Omega^{\mu\nu}_\lambda = \frac{\partial R}{\partial R^{\lambda}_{\mu\alpha\nu}} = \delta^{\beta}_{\gamma} g^{\kappa\alpha} \frac{\partial R^\gamma_{\kappa\beta\rho}}{\partial R^{\lambda}_{\mu\alpha\nu}} = g^{\mu\nu}[\delta^{\alpha\lambda}]\] (2.220)

where we have used the fact that

\[\frac{\partial R^\gamma_{\kappa\beta\rho}}{\partial R^{\lambda}_{\mu\alpha\nu}} = \delta^{\gamma\delta\lambda[n]}_{\kappa\beta\rho}\] (2.221)

Using this, along with the fact that

\[\frac{\partial R}{\partial g^{\mu\nu}} = R_{(\mu\nu)}\] (2.222)

the field equations take the form

\[R_{(\mu\nu)} - \frac{g_{\mu\nu}}{2}R = 0\] (2.223)

\[-\nabla_\lambda(\sqrt{-g}g^{\mu\nu}) + \nabla_\alpha(\sqrt{-g}g^{\mu\nu})\delta^{\nu}_{\alpha} + 2\sqrt{-g}(S_\lambda g^{\mu\nu} - S^{\mu\nu}\delta^{\nu}_{\alpha} + g^{\mu\sigma} S_{\sigma\lambda}^{\nu}) = 0\] (2.224)

which are, of course, the ones we obtained when we studied the vacuum Einstein’s gravity in the Metric-Affine framework. In addition, taking \(\mathcal{L}_G = f(R)\) we recover metric-affine
\( f(R) \) gravity and for \( \mathcal{L}_G = f(R, R_{\mu\nu}R^{\mu\nu}) \) one obtains the sub-class of theories we presented in the previous section. This is easily proved by using

\[
\frac{\partial (R_{\kappa\rho}R^{\kappa\rho})}{\partial R^{\lambda}_{\mu\alpha\nu}} = 2R^{[\nu\delta^\alpha]}_\lambda = R^{\mu\nu}\delta^\alpha_\lambda - R^{\mu\alpha}\delta^\nu_\lambda \tag{2.225}
\]

Notice also that the variations of the other contractions of the Riemann tensor read

\[
\frac{\partial (\hat{R}_{\beta\gamma})}{\partial R^{\lambda}_{\mu\alpha\nu}} = \delta^\lambda_\mu \delta^\gamma_\nu, \quad \frac{\partial (\hat{R}_{\kappa\rho}R^{\kappa\rho})}{\partial R^{\lambda}_{\mu\alpha\nu}} = 2\delta^\mu_\lambda \hat{R}^{\alpha\nu} \tag{2.226}
\]

\[
\frac{\partial (\bar{R}_{\kappa\rho})}{\partial R^{\lambda}_{\mu\alpha\nu}} = g_{\kappa\lambda}g^\mu_{[\alpha}g^{\nu]\beta}, \quad \frac{\partial (\bar{R}_{\kappa\rho}\bar{R}^{\kappa\rho})}{\partial R^{\lambda}_{\mu\alpha\nu}} = 2g^{[\alpha}_\mu \bar{R}^{\nu]_\lambda} \tag{2.227}
\]

and recall that \( \hat{R}_{\mu\nu} = R^\lambda_{\lambda\mu\nu} \) is the homothetic curvature and \( \bar{R}^{\mu}_{\beta\gamma} = g^{\alpha\nu}R^{\mu}_{\nu\alpha\beta} \) is the third independent contraction of the Riemann tensor (that can be formed once the space is endowed with a metric). Let us now generalize even further and derive the field equations when one also includes scalars built from torsion as well as non-metricity to the general action. That is we consider theories of the form \( \mathcal{L}_G(g_{\mu\nu}, R^\alpha_{\beta\gamma\rho}, S_{\mu\nu}^{\lambda}, Q_{\alpha\mu\nu}) \).

### 2.2.3 General \( \mathcal{L}(g_{\mu\nu}, R^\alpha_{\beta\gamma\rho}, S_{\mu\nu}^{\lambda}, Q_{\alpha\mu\nu}) \) Theories

To generalize the above considerations even further let us present the most general Gravity action that one can write down, whose dependence of the connection comes from scalars built from the Riemman, torsion and non-metricity tensors, and derive the field equations. Thus, the gravitation sector that we consider will be \( \mathcal{L}(g_{\mu\nu}, R^\alpha_{\beta\gamma\rho}, S_{\mu\nu}^{\lambda}, Q_{\alpha\mu\nu}) \). If we think about, this is indeed the most general Lagrangian one could write down (without including additional tensors constructed by the covariant derivatives of these tensors), since the way that the connection enters the action is through the tensors \( R^\alpha_{\beta\gamma\rho}(\Gamma, \partial \Gamma), S^{\lambda}_{\mu\nu}(\Gamma) \) and \( Q_{\alpha\mu\nu}(\Gamma) \) where torsion and non-metricity are linear in the connection while the Riemann tensor contains second order terms as well as derivatives of the connection. So, to begin with, we consider the theory given by

\[
S[g, \Gamma] = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \mathcal{L}_G(g_{\mu\nu}, R^\alpha_{\beta\gamma\rho}, S_{\mu\nu}^{\lambda}, Q_{\alpha\mu\nu}) + \int d^n x \sqrt{-g} \mathcal{L}_M(g_{\mu\nu}, \Gamma^{\lambda}_{[\alpha\beta}, \psi) \tag{2.228}
\]

Now notice that as they stand, in their original forms, the tensors \( R^\alpha_{\beta\gamma\rho} \) and \( S^{\lambda}_{\mu\nu} \) depend only on the connection and are independent of the metric while the non-metricity tensor.

\(^{23}\)Of course, this is true when these tensors appear in their prototype forms and when one raises or lowers indices, multiplication with the metric is involved and as a result the final tensor does depend on the metric. For instance, even though \( S^{\lambda}_{\mu\nu} \) is metric independent, the tensor \( S^{\lambda}_{\mu\nu} \) depends on the metric since \( S^{\lambda}_{\mu\nu} = g_{\lambda\alpha}S^{\lambda}_{\mu\nu} \).
depends on both the connection and the metric as can be seen by its very definition
\[ Q_{\alpha\mu\nu} = -\nabla_\alpha g_{\mu\nu} = -\partial_\alpha g_{\mu\nu} + \Gamma^\rho_{\mu\alpha} g_{\rho\nu} + \Gamma^\rho_{\nu\alpha} g_{\mu\rho} \] (2.229)

Therefore, when we vary the general action with respect to the metric tensor the chain rule will be applied only for non-metricity
\[
\delta_g L_G = \frac{\partial L_G}{\partial g_{\mu\nu}} \delta g_{\mu\nu} + \frac{\partial L_G}{\partial Q_{\rho\alpha\beta}} \delta Q_{\rho\alpha\beta}
\] (2.230)
or we may write it as
\[
\delta_g L_G = \frac{\partial L_G}{\partial g_{\mu\nu}} \delta g_{\mu\nu} + \frac{\partial L_G}{\partial Q_{\alpha\beta}} \delta Q_{\alpha\beta}
\] (2.231)
which will be more convenient for the calculations. Now, regarding the \( \Gamma \)-variation of \( L_G(g_{\mu\nu}, R^\nu_{\beta\gamma\rho}, S^\lambda_{\mu\nu}, Q_{\alpha\mu\nu}) \), one has
\[
\delta_\Gamma L_G = \frac{\partial L_G}{\partial R^\lambda_{\mu\alpha\nu}} \delta_\Gamma R^\lambda_{\mu\alpha\nu} + \frac{\partial L_G}{\partial S^\lambda_{\mu\nu}} \delta_\Gamma S^\lambda_{\mu\nu} + \frac{\partial L_G}{\partial Q_{\alpha\mu\nu}} \delta_\Gamma Q_{\alpha\mu\nu}
\] (2.232)
or
\[
\delta_\Gamma L_G = \Omega^\lambda_{\mu\alpha\nu} \delta_\Gamma R^\lambda_{\mu\alpha\nu} + V^\nu_{\lambda} S^\lambda_{\mu\nu} + W^{\alpha\mu\nu} \delta_\Gamma Q_{\alpha\mu\nu}
\] (2.233)
where we have defined
\[
\Omega^\lambda_{\mu\alpha\nu} \equiv \frac{\partial L_G}{\partial R^\lambda_{\mu\alpha\nu}} , \quad V^\nu_{\lambda} \equiv \frac{\partial L_G}{\partial S^\lambda_{\mu\nu}} , \quad W^{\alpha\mu\nu} \equiv \frac{\partial L_G}{\partial Q_{\alpha\mu\nu}}
\] (2.234)
and obviously, they obey to the symmetries \( \Omega^\lambda_{\mu\alpha\nu} = \Omega^\lambda_{\mu\alpha\nu} \), \( V^\nu_{\lambda} = V^\nu_{\lambda} \), \( W^{\alpha\mu\nu} = W^{\alpha\mu\nu} \) by construction. Now, notice that the first term on the right hand side of (2.233) we have already worked out in the previous section, so we only need to obtain the other two. Using
\[
\delta_\Gamma S^\lambda_{\alpha\beta} = \delta^\mu_{[\alpha} \delta^\nu_{\beta]} \delta_\Gamma \lambda_{\mu\nu}
\] (2.235)
\[
\delta_\Gamma Q_{\rho\alpha\beta} = 2 \delta^\nu^\rho \delta_{(\alpha}^\mu \delta_{\beta)}^\nu \delta_\Gamma \lambda_{\mu\nu}
\] (2.236)
the total variation of the gravitational sector reads
\[
\delta_\Gamma \int d^n x \sqrt{-g} \frac{1}{2\kappa} L_G = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \delta_\Gamma L_G = \\
= \frac{1}{2\kappa} \int \int d^n x \sqrt{-g} (2W^\nu_{\lambda\mu} + V^\nu_{\lambda} + A^\nu_{\lambda}) + s.t.
\] (2.237)
where
\[
\sqrt{-g} A^\nu_{\lambda} = (-\nabla_\alpha + 2S_\alpha)(\sqrt{-g} \Omega^\mu_{\lambda\nu}) - \sqrt{-g} \Omega^\nu_\lambda \mu\delta S^\lambda_\delta^\nu
\] (2.238)
Also recalling that the variation of the matter action with respect to the connection gives
\[
\delta \Gamma S_M \equiv \int d^m x \left( -\frac{\sqrt{-g}}{2} \Delta^{\mu\nu}_\lambda \right) \delta \Gamma^{\lambda}_{\mu\nu} \tag{2.239}
\]
we may vary the total action with respect to the connection, to get
\[
-2 \frac{\nabla_\alpha (\sqrt{-g} \Omega^{\mu\nu}_\lambda)}{\sqrt{-g}} + 4 \Omega^{\mu\nu}_\lambda S_\alpha - \Omega^{\mu\nu}_\lambda \Omega^{\gamma\delta}_\lambda S^{\gamma\delta}_\nu + 2 W^{\mu\nu}_{\lambda} + V^{\mu\nu}_{\lambda} = \kappa \Delta^{\mu\nu}_\lambda \tag{2.240}
\]
Going back to the metric tensor variation, using
\[
\delta g_{\mu\nu} = \nabla_\alpha (g_{\mu\nu} + \delta g_{\mu\nu}) - \nabla_\alpha g_{\mu\nu} = +\nabla_\alpha \delta g^{\mu\nu} \tag{2.241}
\]
it follows that
\[
\delta g S_G = \frac{1}{2\kappa} \int d^m x \sqrt{-g} \delta g^{\mu\nu} \left[ -\frac{1}{2} g_{\mu\nu} \mathcal{L}_G + \frac{\partial \mathcal{L}_G}{\partial g^{\mu\nu}} + \frac{1}{\sqrt{-g}} (2 S_\alpha - \nabla_\alpha) \sqrt{-g} \frac{\partial \mathcal{L}_G}{\partial Q_{\alpha}^{\mu\nu}} \right] \tag{2.242}
\]
Therefore, by varying the total action with respect to the connection and applying the principle of least action, we finally get
\[
- \frac{1}{2} g_{\mu\nu} \mathcal{L}_G + \frac{\partial \mathcal{L}_G}{\partial g^{\mu\nu}} + \frac{1}{\sqrt{-g}} (2 S_\alpha - \nabla_\alpha) \sqrt{-g} \frac{\partial \mathcal{L}_G}{\partial Q_{\alpha}^{\mu\nu}} = \kappa T_{\mu\nu} \tag{2.243}
\]
Collecting everything, we conclude that the field equations for a general Metric-Affine \( \mathcal{L}(g_{\mu\nu}, R^{\alpha}_{\beta\gamma\delta}, S^{\lambda}_{\mu\nu}, Q_{\alpha\mu\nu}) \) Theory, are
\[
-2 \frac{\nabla_\alpha (\sqrt{-g} \Omega^{\mu\nu}_\lambda)}{\sqrt{-g}} + 4 \Omega^{\mu\nu}_\lambda S_\alpha - \Omega^{\mu\nu}_\lambda \Omega^{\gamma\delta}_\lambda S^{\gamma\delta}_\nu + 2 W^{\mu\nu}_{\lambda} + V^{\mu\nu}_{\lambda} = \kappa \Delta^{\mu\nu}_\lambda \tag{2.244}
\]
\[
- \frac{1}{2} g_{\mu\nu} \mathcal{L}_G + \frac{\partial \mathcal{L}_G}{\partial g^{\mu\nu}} + \frac{1}{\sqrt{-g}} (2 S_\alpha - \nabla_\alpha) \sqrt{-g} \frac{\partial \mathcal{L}_G}{\partial Q_{\alpha}^{\mu\nu}} = \kappa T_{\mu\nu} \tag{2.245}
\]
where
\[
\Omega^{\mu\nu}_\lambda \equiv \frac{\partial \mathcal{L}_G}{\partial R^{\lambda}_{\mu\nu}}, \quad V^{\mu\nu}_{\lambda} \equiv \frac{\partial \mathcal{L}_G}{\partial S^{\lambda}_{\mu\nu}}, \quad W^{\alpha\mu\nu} \equiv \frac{\partial \mathcal{L}_G}{\partial Q_{\alpha\mu\nu}} \tag{2.246}
\]
These are the field equation of the most general Metric-Affine Gravity theory one could think of, since we have included a general dependence of the three basic objects of the underlying geometry namely, the curvature, torsion and non-metricity. Next we shall discuss a simple parity violating theory.
2.3 A Parity Violating Theory

Let us study now a parity violating theory of gravity. Our starting point will be the Einstein-Hilbert action

\[ S_{EH} = \frac{1}{2\kappa} \int d^n x \sqrt{-g} R \]  

(2.247)

plus the parity violating term\(^{24}\)

\[ \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta} \]  

(2.248)

where \(\varepsilon^{\mu\nu\alpha\beta}\) is the totally antisymmetric Levi-Civita tensor. Note that this term vanishes identically in Metric theories of Gravity due to the identity \(\tilde{R}^{\alpha}_{\ [\mu\nu]} = 0\) but when torsion and non-metricity are present this term is not zero\(^{25}\). So, our total action reads

\[ S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left( R + \alpha \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta} \right) \]  

(2.249)

where \(\alpha\) is a dimensionless parameter, the value of which we will discuss in what follows. Note that this term is not as arbitrary as it may seem at first sight. In fact, we may state that (2.249) is the most general action one can write down, that is linear in the Riemann tensor. Any scalar that is formed by contraction of the Riemann tensor with the metric tensor will give either the Ricci scalar (or a multiple of it) or zero. Then, the only other possibility to form a scalar is by contracting the Riemann tensor with the Levi-Civita tensor. Indeed, taking the various combinations that we mentioned, we have

\[ R_{\mu\alpha\beta\gamma} (A g^{\mu\alpha} g^{\beta\gamma} + B g^{\mu\beta} g^{\alpha\gamma} + C g^{\mu\gamma} g^{\alpha\beta} + D \varepsilon^{\mu\nu\alpha\beta}) = \]

\[ A \cdot 0 + BR + C(-R) + D \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta\gamma} = (B - C)R + D \varepsilon^{\mu\nu\alpha\beta} R_{\mu\alpha\beta\gamma} \]  

(2.250)

where \(A, B, C, D\) are parameters. Therefore, the most general gravity action that is linear in the Riemann tensor is the Einstein-Hilbert action plus the parity violating term \(\varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta}\).

We should point out that the parity violating term is also (just like the Ricci scalar) invariant under projective transformations of the connection and therefore one expects the theory to possess an unspecified vectorial degree of freedom. Let us now examine the filed

---

\(^{24}\)A similar theory but with torsion only was studied in\(^{52, 53}\).

\(^{25}\)To be more precise, this term is not zero because of torsion only, as can be seen easily from the identity

\[ R_{\ [\mu\nu]}^{\alpha} = -2\nabla_{[\mu} S_{\nu]}^{\alpha} - 4 S_{[\mu} \lambda S_{\nu]^{\lambda}}^{\alpha}. \]
equations of the theory. In order to vary with respect to the metric tensor we first write
\[
\delta_g S = \frac{1}{2\kappa} \delta_g \int d^n x \sqrt{-g} \left( R + \alpha \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta} \right) = 
\delta_g \int d^n x \left( \sqrt{-g} R + \alpha g_{\mu\nu} \sqrt{-g} \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta} \right)
\]
(2.251)
and now notice that writing
\[
\delta_g (\sqrt{-g} \varepsilon^{\mu\nu\alpha\beta} g_{\mu\nu}) = g_{\mu\nu} \delta_g (\sqrt{-g} \varepsilon^{\mu\nu\alpha\beta}) + \varepsilon^{\mu\nu\alpha\beta} g_{\mu\nu} (\delta_g g_{\mu\nu})
\]
(2.252)
and since
\[
\delta_g (\sqrt{-g} \varepsilon^{\mu\nu\alpha\beta}) = \delta_g (\sqrt{-g} \varepsilon^{\mu\nu\alpha\beta}) = 0
\]
(2.253)
we are left with
\[
\delta_g (\sqrt{-g} \varepsilon^{\mu\nu\alpha\beta} g_{\mu\nu}) = \varepsilon^{\mu\nu\alpha\beta} (\delta_g g_{\mu\nu})
\]
(2.254)
Also, recalling that the Riemann tensor $R_{\mu\nu\alpha\beta}$ is independent of the metric, it follows that
\[
\delta_g (\sqrt{-g} \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta}) = -\varepsilon^{\mu\nu\alpha\beta} (\nu R_{\mu\nu}) \delta g_{\mu\nu}
\]
(2.255)
Therefore, the total variation with respect to the metric tensor reads
\[
\delta_g S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} (\delta g^{\mu\nu}) \left[ R_{(\mu\nu)} - \frac{1}{2} g_{\mu\nu} R - \alpha \varepsilon_{(\nu}^{\alpha\beta\gamma} R_{\mu)\alpha\beta\gamma} \right] = 0
\]
(2.256)
and the first set of the field equations, reads
\[
R_{(\mu\nu)} - \frac{1}{2} g_{\mu\nu} R - \alpha \varepsilon_{(\nu}^{\alpha\beta\gamma} R_{\mu)\alpha\beta\gamma} = 0
\]
(2.257)
by contracting this with $g_{\mu\nu}$ we get the relation
\[
\alpha \varepsilon^{\mu\nu\alpha\beta} R_{\mu\nu\alpha\beta} = \left( 1 - \frac{n}{2} \right) R
\]
(2.258)
Variation with respect to the connection reads
\[
P_\lambda^{\mu\nu} + 2\alpha \left( -\nabla_\alpha (\sqrt{-g} \varepsilon^{\mu\nu\alpha\beta} g_{\lambda\beta}) + \varepsilon^{\mu\nu\beta\gamma} S_{\beta\gamma} g_{\lambda\alpha} + 4 S_\alpha \varepsilon^{\mu\nu\alpha\beta} g_{\lambda\beta} \right) = 0
\]
(2.259)
Of course, contracting the latter in $\mu = \lambda$ gives no new identity because of the projective invariance of the action. Contracting the above one time in $\nu = \lambda$ and one time by $g^{\mu\nu}$ we get
\[
P^{\mu} - 2\alpha S^{\mu} = 0
\]
(2.260)
\footnote{Notice that now the Levi-Civita tensor $\varepsilon^{\mu\nu\alpha\beta}$ appears and not the symbol. These are related through $\varepsilon^{\mu\nu\alpha\beta} = \frac{1}{\sqrt{-g}} \varepsilon^{\mu\nu\alpha\beta}$}
and
\[ \tilde{P}_\lambda + 2\alpha \tilde{S}_\lambda = 0 \] (2.261)

where
\[ P^\mu \equiv P_\nu \, \mu^\nu = (n - 1) \left[ \tilde{Q}^\mu - \frac{1}{2} Q^\mu \right] + 2(2 - n) S^\mu \] (2.262)

and
\[ \tilde{P}_\lambda \equiv g_{\mu\nu} P_\lambda \, ^\mu^\nu = \frac{(n - 3)}{2} Q_\lambda + \tilde{Q}_\lambda + 2(n - 2) S_\lambda \] (2.263)

Furthermore, using
\[ P^\mu + \tilde{P}^\mu = n\tilde{Q}^\mu - Q^\mu \] (2.264)

and
\[ P^\mu - \tilde{P}^\mu = (n - 2)(\tilde{Q}^\mu - Q^\mu - 4S^\mu) \] (2.265)

we add and subtract equations (2.260) and (2.261) to arrive at
\[ n\tilde{Q}^\mu - Q^\mu = 0 \] (2.266)

and
\[ (n - 2)(\tilde{Q}^\mu - Q^\mu - 4S^\mu) = 4\alpha \tilde{S}^\mu \] (2.267)

In addition, multiplying () by \( g^{\lambda\alpha} \) we get
\[ P^{\alpha\mu\nu} + 2\alpha \left( \frac{Q_\rho}{2} \varepsilon^{\rho\alpha\mu\nu} - \nabla_\rho \varepsilon^{\rho\alpha\mu\nu} + Q_{\beta\gamma}^\alpha \varepsilon^{\mu\nu\beta\gamma} + \varepsilon^{\alpha\mu\beta\gamma} S_{\beta\gamma}^\nu + 4S_\rho \varepsilon^{\rho\alpha\mu\nu} \right) = 0 \] (2.268)

To get another identity for the torsion and non-metricity vectors we contract this by \( \varepsilon_{\lambda\alpha\mu\nu} \) and use the identities
\[ \varepsilon^{\rho\alpha\mu\nu} \varepsilon_{\lambda\alpha\mu\nu} = -3! \delta_\lambda^\rho , \quad \varepsilon^{\mu\nu\beta\gamma} \varepsilon_{\lambda\alpha\mu\nu} = -2! \delta_\lambda^{[\beta} \delta_\alpha^{\gamma]} \]
\[ \nabla_\rho \varepsilon_{\lambda\alpha\mu\nu} = -\frac{Q_\rho}{2} \varepsilon_{\lambda\alpha\mu\nu} , \quad \varepsilon_{\lambda\alpha\mu\nu} \nabla_\rho \varepsilon^{\rho\alpha\mu\nu} = -3! \frac{Q_\lambda}{2} \]
\[ \frac{\nabla_\lambda \sqrt{-g}}{\sqrt{-g}} = -\frac{Q_\lambda}{2} , \quad \varepsilon_{\lambda\alpha\mu\nu} P^{[\alpha\mu\nu]} = -2S_{[\alpha\mu\nu]} \varepsilon_{\lambda\alpha\mu\nu} = -2\tilde{S}_\lambda \] (2.269)

to obtain
\[ -2\tilde{S}_\lambda + 2\alpha \left( -3! \frac{Q_\lambda}{2} + 3! \frac{Q_\lambda}{2} - 4\delta_\lambda^{[\beta} \delta_\alpha^{\gamma]} Q_{\beta\gamma}^\alpha - 4\delta_\lambda^{[\beta} \delta_\alpha^{\gamma]} S_{\beta\gamma}^\nu - 3! S_\lambda \right) = 0 \] (2.270)

or
\[ \tilde{S}_\mu + \alpha \left[ 2(Q_\mu - \tilde{Q}_\mu) + 28S_\mu \right] = 0 \] (2.271)
Collecting everything, our set of equations for the torsion and non-metricity vectors, is

\[ Q^\mu = n \tilde{Q}^\mu \]  \hspace{1cm} (2.272)

\[ \frac{(n - 1)}{2n} Q_\mu + 2S_\mu = \frac{2\alpha}{2 - n} \tilde{S}_\mu \]  \hspace{1cm} (2.273)

\[ \tilde{S}_\mu + \alpha \left[ 2(Q_\mu - \tilde{Q}_\mu) + 28S_\mu \right] = 0 \]  \hspace{1cm} (2.274)

Note now, that this is a system of 4 unknowns with 3 equations and therefore there is no unique solution. Of course, this we already knew since there is an unspecified vectorial degree of freedom due to the projective invariance of the action. What we would like to do is to solve everything in terms of one of these vectors (say \( \tilde{S}_\mu \)). We have some interesting cases depending on the value of the dimensionless parameter \( \alpha \). Let us examine them.

Substituting the first two of the above equations into the third one we get

\[ \left( \frac{1}{4} - \frac{2\alpha^2}{n - 2} \right) \tilde{S}_\mu + 5\alpha S_\mu = 0 \]  \hspace{1cm} (2.275)

From this we see that for

\[ \alpha = \pm \sqrt{\frac{n - 2}{8}} \]  \hspace{1cm} (2.276)

we have that

\[ S_\mu = 0 \]  \hspace{1cm} (2.277)

and subsequently

\[ \tilde{Q}_\mu = \frac{1}{n} Q_\mu = \pm \frac{\sqrt{2}}{\sqrt{n - 2} (1 - n)} \tilde{S}_\mu \]  \hspace{1cm} (2.278)

So, for this particular value of \( \alpha \) we have vanishing torsion vector and the non-metricity vectors are related to the torsion pseudo-vector by equation (2.278). For \( \alpha \neq \pm \sqrt{\frac{n - 2}{8}} \) we have that

\[ S_\mu = -\frac{1}{5\alpha} \left( \frac{1}{4} - \frac{2\alpha^2}{n - 2} \right) \tilde{S}_\mu \]  \hspace{1cm} (2.279)

and now the non-metricity vectors are given by

\[ Q_\mu = n \tilde{Q}_\mu = \frac{n}{5\alpha (n - 1)((n - 2))} (n - 2 - 28\alpha^2) \tilde{S}_\mu \]  \hspace{1cm} (2.280)

From which we see that when

\[ n - 2 - 28\alpha^2 = 0 \implies \alpha = \pm \sqrt{\frac{n - 2}{28}} \]  \hspace{1cm} (2.281)

both the non-metricity vectors vanish

\[ Q_\mu = 0 \hspace{1cm} \tilde{Q}_\mu = 0 \]  \hspace{1cm} (2.282)
and the torsion vector is given by

\[ S_\mu = \mp \frac{1}{2\sqrt{7(n-2)}} \tilde{S}_\mu \]  \hspace{1cm} (2.283)

Now, if \( \alpha \neq \pm \sqrt{\frac{n-2}{8}} \) and \( \alpha = \pm \sqrt{\frac{n-2}{28}} \) then, none of the vectors vanishes and they are related through

\[ S_\mu = -\frac{1}{5\alpha} \left( \frac{1}{4} - \frac{2\alpha^2}{n-2} \right) \tilde{S}_\mu \]  \hspace{1cm} (2.284)

\[ Q_\mu = n\tilde{Q}_\mu = \frac{n}{5\alpha(n-1)((n-2))} (n-2-28\alpha^2) \tilde{S}_\mu \]  \hspace{1cm} (2.285)

We should note that it would be interesting to find solutions for the above parity violating Theory. For the time being however we will focus our attention on another subject and see how one can generate torsional and non-metric degrees of freedom by coupling total derivatives to scalars.
Chapter 3

Exciting Torsional/Non-metric degrees of freedom

In this short chapter we will study in some detail a general procedure that may be used in order to generate torsional and non-metric degrees of freedom. The recipe here is to couple total derivative terms (that otherwise would be surface terms) to some spacetime function and add them to the Einstein-Hilbert action. We will start with a known model that generates torsion and then present some ways to excite also non-metric degrees of freedom. Then we also present ways that can generate both torsional and non-metric degrees of freedom.

3.1 A way to excite Torsional/Non-Metric d.o.f.

Let us firstly review a model that has been studied in [54, 55, 56] but now in the coordinate formalism. It is easy to show that the Nieh-Yan term considered there, translates to

$$\epsilon^{\mu \nu \rho \sigma} \partial_\mu S_{\nu \rho \sigma}$$

in the coordinate formalism. Therefore, in our formalism the total action reads

$$S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} R_{(\mu \nu)} g^{\mu \nu} + \frac{1}{2\kappa} \int d^4xF(x)\epsilon^{\mu \nu \rho \sigma} \partial_\mu S_{\nu \rho \sigma} =$$

$$= \frac{1}{2\kappa} \int d^4x \sqrt{-g} R_{(\mu \nu)} g^{\mu \nu} - \frac{1}{2\kappa} \int d^4x \epsilon^{\mu \nu \rho \sigma} (\partial_\mu F) S_{\nu \rho \sigma} + s.t.$$
where \( s.t. \) stands for surface term. Variation with respect to the connection yields

\[
P^\lambda_{\mu\nu} - \frac{1}{\sqrt{-g}} \delta_\beta^{[\mu} \delta_\gamma^{\nu]} \epsilon^{\alpha\beta\gamma\delta} g_{\lambda\delta}(\partial_\alpha F) = 0 \Rightarrow \nonumber \]

\[
\sqrt{-g} P^\lambda_{\mu\nu} - \epsilon^{\alpha\mu\nu\delta} g_{\lambda\delta}(\partial_\alpha F) = 0 \tag{3.3} \]

Now, since in this model the non-metricity is zero, the Palatini tensor reads

\[
P^\lambda_{\mu\nu} = 2 \left( g^{\mu\nu} S_\lambda - S^\mu_\lambda \delta_\lambda^\nu + g^{\mu\sigma} S_\sigma_\lambda^\nu \right) \tag{3.4} \]

and thus

\[
P^\mu_{\rho\sigma} = 2 \left( g^{\rho\sigma} S^\nu_\mu - g^{\sigma\nu} S^\rho_\mu + S^{\rho\sigma} \right) \tag{3.5} \]

Now, equation (3.3) can also be written as\(^1\)

\[
\sqrt{-g} P^\rho_{\nu\rho\sigma} - \epsilon^{\rho\sigma\nu\mu}(\partial_\mu F) = 0 \tag{3.6} \]

and contracting the above with \( \epsilon^{\mu\rho\sigma\nu} \) and using (9.62) we obtain

\[
2 \sqrt{-g} \epsilon_{\mu\rho\sigma\nu} S^{\rho\sigma\mu} - 3! \delta_\mu^\nu (\partial_\alpha F) = 0 \Rightarrow \nonumber \]

\[
\epsilon_{\mu\rho\sigma\nu} S^{\rho\sigma\nu} = 3 (\partial_\mu F) \tag{3.7} \]

where \( \epsilon_{\mu\rho\sigma\nu} \equiv \sqrt{-g} \epsilon_{\mu\rho\sigma\nu} \) is the Levi-Civita tensor. So, we may also write

\[
\epsilon_{\mu\rho\sigma\nu} S^{\rho\sigma\nu} = 3 (\partial_\mu F) \tag{3.8} \]

or

\[
\epsilon^{\mu\rho\sigma\nu} S_{\rho\sigma\nu} = 3 \sqrt{-g} g^{\mu\nu} (\partial_\nu F) \tag{3.9} \]

Substituting the latter in our action we arrive at

\[
S = \frac{1}{2\kappa} \int d^4x \left[ \sqrt{-g} R - \sqrt{-g} 3 g^{\mu\nu}(\partial_\mu F)(\partial_\nu F) \right] \tag{3.10} \]

We can also immediately see that

\[
S_\mu = 0 \tag{3.11} \]

\[
P^{\mu\nu\alpha} = -\epsilon^{\rho\mu\nu\alpha} \partial_\rho F \tag{3.12} \]

and

\[
S_{\mu\nu\alpha} = -\frac{1}{2} \epsilon_{\mu\nu\alpha\lambda} \partial^\lambda F \tag{3.13} \]

\(^1\)After a contraction with the metric tensor and some relabeling of the indices.
which when plugged into the connection decomposition yield

\[ \Gamma_{\mu
u} = \tilde{\Gamma}_{\mu\nu} + \frac{1}{2} \varepsilon_{\mu\nu\rho} \partial_{\rho} F \]  

(3.14)

From which we conclude that this kind of torsion (being totally antisymmetric) has no effect on the autoparallels and the latter coincide with the geodesics. Now, we can fully decompose our original action to a Riemannian part plus an axion field. Indeed, to see this first recall the Ricci scalar decomposition

\[ R = \tilde{R} + \tilde{\nabla}_\mu (A^\mu - B^\mu) + B_\mu A^\mu - N_{\alpha\mu\nu} N^{\mu\nu\alpha} \]  

(3.15)

Note now that the second term is a surface term and can therefore be dropped when taken into the action integral. Regarding the other quantities appearing, we compute for our case

\[ N_{\mu\nu\alpha} = -\frac{1}{2} \varepsilon_{\nu\alpha\rho} \partial^\rho F \]  

(3.16)

\[ A^\mu = N^\mu_{\nu\beta} g^{\nu\beta} = 0, \quad B^\mu = N^{\alpha\mu}_{\alpha} = 0 \]  

(3.17)

\[ N_{\alpha\mu\nu} N^{\mu\nu\alpha} = -\frac{3}{2} \partial_{\mu} F \partial^\mu F \]  

(3.18)

so that, when substituted back to our action give

\[ S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} \left[ \tilde{R} - \frac{3}{2} g^{\mu\nu} (\partial_\mu F)(\partial_\nu F) \right] \]  

(3.19)

which is the action of Einstein gravity plus an axionic massless field. For this model, the affine connection takes the form

\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + N^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{1}{2} \varepsilon^\lambda_{\mu\nu\rho} \partial_\rho F \]  

(3.20)

Note now that this type of torsion (totally) antisymmetric has no effect on the autoparallels and the latter coincide with the geodesics. However, for general torsion (even with vanishing non-metricity) the two are not the same.

### 3.2 Trying to excite non-metricity

We consider the model

\[ S = \frac{1}{2\kappa} \int d^4x \sqrt{-g}R(\mu\nu)g^{\mu\nu} + \frac{1}{2\kappa} \int d^4x F(x) \partial_\mu \varepsilon^{\mu\nu\rho\sigma} Q_\nu \partial_\rho Q_\sigma \]  

(3.21)
where \( Q_\mu = -g^{\alpha \beta} \nabla_\mu g_{\alpha \beta} \) is the Weyl vector. Notice that \( \partial_\mu \epsilon^{\mu \nu \rho \sigma} Q_\nu \partial_\rho Q_\sigma \) alone is a surface term, but when coupled to some function \( F(x) \) (as above) cannot be disregarded. In what follows we shall also use the homothetic curvature \( \hat{R}_{\mu \nu} \) defined by

\[
\hat{R}_{\mu \nu} := \partial_{[\mu} Q_{\nu]} \tag{3.22}
\]

Varying (3.35) with respect with the metric tensor we obtain

\[
R_{\mu \nu} - \frac{R}{2} g_{\mu \nu} = 0 \tag{3.23}
\]

which are the modified Einstein equations. Now, the variation with respect to the connection yields

\[
- \nabla_\lambda (\sqrt{-g} g^{\mu \nu}) + \nabla_\sigma (\sqrt{-g} g^{\mu \sigma}) \delta^\nu_\lambda + 2 \sqrt{-g} (g^{\mu \nu} S_\lambda - S^\mu_\lambda \delta_\nu^\nu + g^{\mu \sigma} S_\nu^{\sigma \lambda})
- \delta^\nu_\mu \partial_\alpha (4F \epsilon^{\alpha \nu \rho \sigma} \hat{R}^{\rho \sigma}) = 0 \tag{3.24}
\]

where \( S^\mu_\nu := \Gamma^\mu_{[\nu \nu]} \) is the torsion tensor and \( S_\mu := S^\nu_\mu \) the torsion vector. Contracting the latter in \( \mu, \lambda \) we arrive at

\[
\partial_\mu (F \epsilon^{\mu \nu \rho \sigma} \hat{R}^{\rho \sigma}) = 0 \Rightarrow \\
\partial_\mu (\epsilon^{\mu \nu \rho \sigma} F \partial_\rho Q_\sigma) = 0 \tag{3.25}
\]

Since we have included an additional field \( F(x) \) we must vary with respect to it as well. The variation reads

\[
\partial_\mu (\epsilon^{\mu \nu \rho \sigma} Q_\nu \partial_\rho Q_\sigma) = 0 \tag{3.26}
\]

Upon some examination of the field equations, one can show that \( Q_\mu = 0 \) and \( P_\lambda^{\mu \nu} = 0 \) and thus the model is trivial, leading to Einstein equations in vacuum. In what follows we try a couple of different things to excite non-metric degrees of freedom.

### 3.3 A Simple Non-metric Model

We consider the model given by the action

\[
I = I_R + I_\Lambda + 2I_Q \tag{3.27}
\]

where

\[
I_R = \int_M \epsilon_{abcd} e^a \wedge e^b \wedge R^{cd} \tag{3.28}
\]
is the Einstein-Hilbert action (up to numerical factors), $I_\Lambda$ is the cosmological constant term

$$I_\Lambda = \Lambda \int_M \epsilon_{abcd} e^a \wedge e^b \wedge e^c \wedge e^d$$

and we have also considered, in the total action, the presence of the term

$$I_Q = \int_M F(x) dC_W = \frac{1}{2} \int_M F(x) d(Q \wedge R^a_a)$$

where $F(x)$ is a scalar and $Q = Q_{ab} f^{ab}$, with $Q_{ab}$ being the non-metricity 1-form. Notice that the term $dC_w$ alone, being a total derivative term, would not affect the field equations. However, if we couple it to a scalar $F(x)$ we get a non-vanishing contribution. Indeed, one has

$$I_Q = \frac{1}{2} \int_M F(x) d(Q \wedge R^a_a) =$$

$$= \frac{1}{2} \int_M d \left[ F(x)(Q \wedge R^a_a) \right] - \frac{1}{2} \int_M dF(x) \wedge (Q \wedge R^a_a) =$$

$$= -\frac{1}{2} \int_M dF(x) \wedge (Q \wedge R^a_a) + st$$

where $st$ stands for surface terms. Having the total action we perform independent variations with respect to $e^a$, $\omega^a_{\dot{b}}$ and $F(x)$ respectively. We should mention that in this model no a priori assumptions about the torsionlessness and metricity of spacetime have been made\footnote{That is, the spacetime will possess both torsion and non-metricity in general.}.

Writing down the total action, we have

$$I = \int_M \left[ \epsilon_{abcd} e^a \wedge e^b \wedge R^{cd} + \Lambda \epsilon_{abcd} e^a \wedge e^b \wedge e^c \wedge e^d - dF(x) \wedge (Q \wedge R^a_a) \right]$$

Variation with respect to the vierbeins ($e^a$) yields

$$\epsilon_{abcd} e^b \wedge \left[ R^{cd} - \frac{\Lambda}{3} e^c \wedge e^d \right] = 0$$

which we recognize as the modified Einstein equations with torsion and non-metricity\footnote{Note that here the spin connection $\omega^a_{\dot{b}}$ is not related to $e^a$ with the usual way. A relation between them may be found after solving the field equations.}

Varying with respect to $\omega^a_{\dot{b}}$ we obtain

$$\eta_{bc} D \left[ \epsilon_{imae} e^l \wedge e^m \eta^{ce} - \delta^e_c dF \wedge Q \right] + 2 n_{ab} dF \wedge R^c_c = 0$$

where $D$ represents covariant differentiation and $Q_{ab} = -D \eta_{ab} = 2 \omega_{(ab)}$ is the non-metricity tensor. Finally, the $F$-variation gives the constraint

$$d(Q \wedge R^c_c) = 0$$
3.4 Model in the coordinate formalism

Let us consider the model of the previous section in the coordinate formulation:

\[ S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} R_{(\mu\nu)}g^{\mu\nu} + \frac{1}{2\kappa} \int d^4xF(x)\partial_\mu\epsilon^{\mu\nu\rho\sigma}Q_\nu\partial_\rho Q_\sigma \] (3.35)

where \( Q_\mu = -g^{\alpha\beta}\nabla_\mu g_{\alpha\beta} \) is the Weyl vector. Notice that \( \partial_\mu\epsilon^{\mu\nu\rho\sigma}Q_\nu\partial_\rho Q_\sigma \) alone is a surface term, but when coupled to some function \( F(x) \) (as above) cannot be disregarded. In what follows we shall also use the homothetic curvature \( \hat{R}_{\mu\nu} \) defined by

\[ \hat{R}_{\mu\nu} := \partial_{[\mu}Q_{\nu]} \] (3.36)

Varying (3.35) with respect with the metric tensor we obtain

\[ R_{(\mu\nu)} - \frac{R}{2}g_{\mu\nu} = 0 \] (3.37)

which are the modified Einstein equations. Now, the variation with respect to the connection yields

\[ -\nabla_\lambda(\sqrt{-g}g^{\mu\nu}) + \nabla_\sigma(\sqrt{-g}g^{\mu\sigma})\delta_\lambda^\sigma + 2\sqrt{-g}(g^{\mu\nu}S_\lambda - S_\nu^\sigma\delta_\lambda^\sigma + g^{\mu\sigma}S_\sigma^\nu) - \delta_\lambda^\nu\partial_\alpha(4F\epsilon^{\mu\nu\rho\sigma}\hat{R}_{\rho\sigma}) = 0 \] (3.38)

where \( S_\mu^\nu := \Gamma_\nu^{\alpha\mu} \) is the torsion tensor and \( S_\mu := S_\mu^\nu \) the torsion vector. Contracting the latter in \( \mu,\lambda \) we arrive at

\[ \partial_\mu(F\epsilon^{\mu\nu\rho\sigma}\hat{R}_{\rho\sigma}) = 0 \Rightarrow \partial_\mu(\epsilon^{\mu\nu\rho\sigma}F\partial_\rho Q_\sigma) = 0 \] (3.39)

Since we have included an additional field \( F(x) \) we must vary with respect to it as well. The variation reads

\[ \partial_\mu(\epsilon^{\mu\nu\rho\sigma}Q_\nu\partial_\rho Q_\sigma) = 0 \] (3.40)

Now, substituting (3.37) back in (3.38) we arrive at

\[ -\nabla_\lambda(\sqrt{-g}g^{\mu\nu}) + \nabla_\sigma(\sqrt{-g}g^{\mu\sigma})\delta_\lambda^\sigma + 2\sqrt{-g}(g^{\mu\nu}S_\lambda - S_\nu^\sigma\delta_\lambda^\sigma + g^{\mu\sigma}S_\sigma^\nu) = 0 \] (3.41)

which, as we have already seen, after some manipulations implies that

\[ S_\mu^\lambda = \Gamma^\lambda_{\mu\nu} = 0 \] (3.42)

\[ Q_\alpha^\mu = \nabla_\alpha g^{\mu\nu} = 0 \] (3.43)

Thus, the theory considered here is equivalent to General Relativity.

\[ ^4 \text{That is, the action is expressed in terms of the metric instead of the vielbeins.} \]
### 3.4.1 Side Note: Connecting the two formalisms

Having introduced both the coordinate (here the fields are $g_{\mu\nu}$, $\Gamma^\lambda_{\mu\nu}$) and the vierbein ($e^a$, $\omega_{ab}$) formalisms let us now give some connecting identities that help one to switch from one formalism to another. The starting point of everything that follows is the vielbein postulate. This states that the vielbeins are covariantly conserved, namely

$$\nabla_\nu e^a_\mu = 0 \quad (3.44)$$

Expanding the latter we derive

$$\partial_\nu e^a_\mu - \Gamma^\rho_{\mu\nu} e^a_\rho + \omega^a_\nu e^b_\mu = 0 \quad (3.45)$$

Now, to solve for $\Gamma^\lambda_{\mu\nu}$ we simply multiply (and contract) with $e^a_\lambda$ to get

$$\Gamma^\lambda_{\mu\nu} = e^a_\lambda \partial_\nu e^a_\mu + \omega^a_\nu e^b_\mu \quad (3.46)$$

while, multiplication with $e^c_\mu$ solves for $\omega_{\mu ab}$,

$$\omega^a_\nu e^c_\mu = \Gamma^\lambda_{\mu\nu} e^a_\lambda e^c_\mu - e^c_\nu \partial_\mu e^a_\mu \quad (3.47)$$

or

$$\omega_{\nu ab} = \Gamma^\lambda_{\mu\nu} e^c_\lambda e^\mu_b - e^\mu_b \partial_\nu e^a_\mu =
= \Gamma^\lambda_{\mu\nu} e^c_\lambda e^\mu_b + e^c_\mu \partial_\nu e^\mu_b \Rightarrow
\omega_{\nu ab} = \left( \Gamma^\lambda_{\mu\nu} e^\mu_b + \partial_\nu e^\lambda_b \right) e^c_\lambda \quad (3.48)$$

where we have also made some relabeling of the indices and used the fact that $e^\mu_b e^a_\mu = \eta_{ba}$.

We should point out that one would like to have an expression of $\omega_{\mu ab}$ in terms of the affine connection and the metric tensor only\footnote{Note that our definition of the index placing in both the vielbein and the spin connection is the following: the coordinate index goes first (left side) and then the Lorentz indices follow.} However, such a possibility does not exist since the vielbeins carry more degrees of freedom than the metric tensor does and therefore the former cannot be solved in terms of the latter. Notice now that if we define the 'Lorentz blind' covariant derivative

$$\hat{\nabla}_\mu A^\lambda_b := \partial_\mu A^\lambda_b + \Gamma^\lambda_{\nu\mu} A^\nu_b \quad (3.49)$$

\footnote{in the above the spin connection depends on the vielbeins as well.}
that is the covariant derivative that ‘sees’ only the coordinate indices, than the above can be written as
\[
\omega_{\mu ab} = e_{\lambda a} \nabla_{\mu} e_{\lambda b} \tag{3.50}
\]
In a similar manner we define the ‘coordinate blind’ covariant derivative or else the gauge covariant derivative to be
\[
D_{\nu} A_{\mu}^b := \partial_{\nu} A_{\mu}^b + \omega_{\nu a} A_{\mu}^a \tag{3.51}
\]
which when applied on the vielbeins, yields
\[
D_{\nu} e_{\mu}^b := \partial_{\nu} e_{\mu}^b + \omega_{\nu a} e_{\mu}^a \tag{3.52}
\]
and as a result, (3.50) can be written in the handy form
\[
\Gamma_{\mu \nu}^\lambda = e_{\lambda b} D_{\nu} e_{\mu}^b \tag{3.53}
\]
We would now like to show that the definitions of both the torsion and non-metricity coincide (up to sign factors due to definitions) for the two formalisms. Let us start with torsion. In the coordinate formalism, the latter is defined by
\[
S_{\mu \nu}^\lambda := \Gamma_{[\mu \nu]}^\lambda \tag{3.54}
\]
and upon using (3.53) it can also be expressed as
\[
S_{\mu \nu}^\lambda = e_{\lambda b} D_{[\mu e_{\nu}^b]} \tag{3.55}
\]
In the first order formalism, torsion is defined by the 2-form
\[
T^b := De^b = de^b + \omega^b_a \wedge e^a \tag{3.56}
\]
which when expanded in the \(\{dx^\mu\}\) basis, gives
\[
T^b = T_{\nu \mu}^b dx^\nu \wedge dx^\mu = (\partial_{[\nu} e_{\mu]}^b + \omega_{[\nu a} e_{\mu]}^a)dx^\nu \wedge dx^\mu = D_{[\nu e_{\mu}^b]} dx^\nu \wedge dx^\mu \tag{3.57}
\]
that is
\[
T_{\nu \mu}^b = D_{[\nu e_{\mu}^b]} \tag{3.58}
\]
We therefore, conclude that
\[
T_{\nu \mu}^\lambda = e_{\lambda b} T_{\nu \mu}^b = e_{\lambda b} D_{[\nu e_{\mu}^b]} = S_{\mu \nu}^\lambda \Rightarrow
\]
\[ T_{\mu\nu}^{\lambda} = -S_{\mu\nu}^{\lambda} \]  

(3.59)

which is what we wanted to show. Notice the appearance of the minus sign which is purely conventional and a remnant of the index placing definition in the affine connection. Keeping this in mind and sticking strictly to our definitions, this sign difference is not going to cause any problems. Another thing we can comment on is that even though torsion depends only on the affine connection (no metric dependence) in the coordinate formalism, when working on the vielbein formalism, the torsion 2-form depends both on \( e^a \) and \( \omega^a{}_b \). So long as non-metricity is concerned, in the coordinate formalism the definition reads

\[ Q_{\lambda\mu\nu} := -\nabla_{\lambda}g_{\mu\nu} \]  

(3.60)

while in the vielbein formalism is given by the one form

\[ Q_{ab} := -D\eta_{ab} = \omega_{ab} + \omega_{ba} = 2\omega_{(ab)} \Rightarrow \]

\[ Q_{ab} = Q_{\lambda ab}dx^\lambda = (\omega_{\mu ab} + \omega_{\lambda ba})dx^\lambda \]  

(3.61)

What we are to show now is that given one from the above we can compute the other one by some multiplication with the vielbeins. More specifically, we show that

\[ Q_{\lambda\mu\nu} = e^{a}{}_{\mu}e^{b}{}_{\nu}Q_{\lambda ab} = 2e^{a}{}_{\mu}e^{b}{}_{\nu}\omega_{\mu(ab)} \]  

(3.62)

To start with, first recall the relation relating the metric tensor with the vielbeins

\[ g_{\mu\nu} = e^{a}{}_{\mu}e^{b}{}_{\nu}\eta_{ab} \]  

(3.63)

which when substituted in [3.60] yields

\[ Q_{\lambda\mu\nu} = -\nabla_{\lambda}g_{\mu\nu} = -e_{\mu}{}^{a}e_{\nu}{}^{b}\nabla_{\lambda}\eta_{ab} = +2e_{\mu}{}^{a}e_{\nu}{}^{b}\omega_{\lambda(ab)} = e_{\mu}{}^{a}e_{\nu}{}^{b}Q_{\lambda ab} \]  

(3.64)

as desired. In addition, taking the interior product of

\[ Q_{ab} = Q_{\lambda ab}dx^\lambda = Q_{dab}e^d \]  

(3.65)

with \( e_c \), it follows that

\[ Q_{cab} = e_{c}[Q_{ab}] = 2e_{c}[\omega_{(ab)}] \]  

(3.66)

such that

\[ Q_{\lambda\mu\nu} = e_{c}^{\lambda}e_{\mu}{}^{a}e_{\nu}{}^{b}2(e_{c}[\omega_{(ab)}]) \]  

(3.67)
Note now that while in the first order formalism the non-metricity 1-form depends only on
the spin connection (vielbein independent) when switching to coordinate formalism, the
non-metricity tensor depends both on $g_{\mu\nu}$ and $\Gamma^\lambda_{\mu\nu}$. For more on the frame and exterior
form formalism of gravity one may consult \[22, 57\]. We may now proceed searching for
ways to excite non-metric degrees of freedom.

3.5 A way to excite non-metric d.o.f.

Let us start again with the Einstein-Hilbert action and couple the surface term

$$\partial_\mu(\sqrt{-g}Q^\mu)$$

where $Q_\mu$ is the Weyl vector, to a scalar $F$. In words, the action reads

$$S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} R(\mu\nu) g^{\mu\nu} + \frac{1}{2\kappa} \int d^n x F(x) \partial_\mu(\sqrt{-g}Q^\mu)$$

Variation of the above with respect to $g_{\mu\nu}$ yields the modified Einstein equations, while the
variation with respect to the connection gives

$$P^\lambda_{\mu\nu} - 2\delta^\lambda_\alpha g^{\mu\nu} \partial_\alpha F = 0$$

Now, contracting in $\mu = \lambda$ and using the tracelessness of the Palatini tensor in its first two
indices ($P^\mu_{\mu\nu} = 0$), we arrive at

$$g^{\alpha\nu} \partial_\alpha F = 0$$

which when substituted back in (3.70) implies that $P^\lambda_{\mu\nu} = 0$ and therefore the theory
considered here is again trivial. Same goes when one tries to add a term that includes the
second non-metricity vector $\tilde{Q}_\mu$ instead of the Weyl vector. Indeed, if we consider

$$S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} R(\mu\nu) g^{\mu\nu} + \frac{1}{2\kappa} \int d^n x F(x) \partial_\mu(\sqrt{-g}\tilde{Q}^\mu)$$

then upon varying with respect to the connection we arrive at

$$P^\lambda_{\mu\nu} - (\delta^\lambda_\alpha g^{\mu\nu} + g^{\alpha\mu} \delta^\lambda_\nu) \partial_\alpha F = 0$$

and again it follows that $P^\lambda_{\mu\nu} = 0$ and $\partial_\mu F = 0$ as before. So, we now want to find a way
to avoid this triviality. This triviality comes about due to the fact that while the Ricci
scalar is invariant under projective transformations of the connection

$$\Gamma^\lambda_{\mu\nu} \rightarrow \Gamma^\lambda_{\mu\nu} + \delta^\lambda_\mu \xi_\nu$$
the additional term in the action (in both cases) does not respect this symmetry and thus we have a vanishing vectorial degree of freedom. So, what we want, is to add a term that its variation with respect to the connection will yield a tensor that is also traceless in its first two indices. To this end, we add to the action a term that goes like

\[ I \propto \int d^n x F(x) \partial_\mu \left[ \sqrt{-g} (\alpha Q^\mu + \beta \tilde{Q}^\mu) \right] \] (3.75)

and choose the parameters \( \alpha, \beta \) in such a way so that the tensor obtained after varying with respect to the connection is identically traceless without imposing any field equation. We have

\[ A_\lambda^{\mu\nu} \equiv \frac{\delta}{\delta \Gamma_\lambda^{\mu\nu}} \left( \sqrt{-g}(\partial_\mu F)(\alpha Q^\alpha + \beta \tilde{Q}^\alpha) \right) = \] (3.76)

\[ = \sqrt{-g}(\partial_\mu F)\left[ 2\alpha \delta_\lambda^{\mu} g^{\alpha\nu} + \beta (\delta_\lambda^{\mu} g^{\alpha\nu} + g^{\mu\nu} \delta_\lambda^{\alpha}) \right] \]

and

\[ A_\mu^{\mu\nu} = \sqrt{-g}(\partial_\mu F)g^{\alpha\nu}2(\alpha n + \beta) \] (3.77)

So, we see that if we choose \( \alpha = -\beta/n, A_\mu^{\mu\nu} \) is identically zero. In fact, there is a deeper reason why one should choose this relation between the parameters. The reason being the projective invariance of the action that we discussed before. To see this, we first note that under a projective transformation of the form of (3.74), the non-metricity tensor changes as follows

\[ Q_{\alpha\mu\nu} \rightarrow Q_{\alpha\mu\nu} + 2\xi_\alpha g_{\mu\nu} \] (3.78)

and therefore the Weyl and second non-metricity vectors change correspondingly as

\[ Q_\mu \rightarrow Q_\mu + 2n\xi_\mu \] (3.79)

\[ \tilde{Q}_\mu \rightarrow \tilde{Q}_\mu + 2\xi_\mu \] (3.80)

Therefore, \( Q_\mu \) and \( \tilde{Q}_\mu \) are not projective invariant individually, but the combination

\[ Q_\mu - n\tilde{Q}_\mu \] (3.81)

remains invariant under (3.74), which of course amounts to the same choice for the parameters \( \alpha, \beta \) as above. Having said this let us now go back to our model. The action reads

\[ S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} + \frac{\beta}{2\kappa} \int d^n x F(x) \partial_\mu \left( \sqrt{-g}(-\frac{Q^\mu}{4} + \tilde{Q}^\mu) \right) \] (3.82)

\[ = \frac{1}{2\kappa} \int d^n x \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} - \frac{\beta}{2\kappa} \int d^n x \sqrt{-g} (\partial_\mu F)(-\frac{Q^\mu}{4} + \tilde{Q}^\mu) + s.t. \]
From now on we shall focus in four dimensions \((n = 4)\) and set \(\beta = 1\) because it can always be absorbed in the definition of \(F\). Variation of the above with respect to the metric tensor gives us the modified Einstein equations with non-metricity, while the variation with respect to the connection yields

\[
P^\lambda_{\mu\nu} = (\partial_\alpha F)[ -\frac{1}{2} g^{\alpha\nu}\delta^\mu_\lambda + \delta_\alpha^\lambda g^{\mu\nu} + \delta_\lambda^\mu g^{\alpha\nu} ] = 0 \tag{3.83}
\]

Note now that if we contract the in \(\mu = \lambda\) we do not get any constraint since the action we consider is projective invariant. It is easy to show that the affine connection for this model is

\[
\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{1}{4} g_{\mu\nu} \partial_\lambda F + \frac{1}{4} \delta^\lambda_\nu \partial_\mu F - \frac{5}{4} \delta^\lambda_\mu \partial_\nu F \tag{3.84}
\]

Having this we compute for the torsion and non-metricity tensors

\[
S^\lambda_{\mu\nu} = \frac{3}{2} \delta^\lambda_{[\mu} \partial_{\nu]} F \tag{3.85}
\]

and

\[
Q_{\alpha\mu\nu} = -2 g_{\alpha[\mu} \partial_{\nu]} F + \frac{1}{2} g_{\mu\nu} \partial_\alpha F \tag{3.86}
\]

respectively. We also compute

\[
-\frac{1}{4} Q_{\mu} + \tilde{\tilde{Q}}_{\mu} = \frac{9}{4} \partial_\mu F \tag{3.87}
\]

Upon substitution of the latter two into our action we arrive at

\[
S = \frac{1}{2\kappa} \int d^4 x \sqrt{-g} R_{\mu\nu} g^{\mu\nu} - \frac{1}{2\kappa} \int d^4 x \sqrt{-g} \frac{9}{4} g^{\mu\nu} \partial_\mu F \partial_\nu F \tag{3.88}
\]

### 3.6 Exciting both torsional and non-metric d.o.f.

#### 3.6.1 Model 1

Let us now try to excite torsional degrees of freedom along with the non-metric ones. To this end, we must add a surface term (coupled to a scalar) that also includes the torsion vector and the total combination has again to be invariant under projective transformations. As we have already seen, the Weyl and second non-metricity vectors, transform as

\[
Q_{\mu} \rightarrow Q_{\mu} + 2\eta \xi_{\mu} \tag{3.89}
\]

\[
\tilde{Q}_{\mu} \rightarrow \tilde{Q}_{\mu} + 2\xi_{\mu} \tag{3.90}
\]
under a projective transformation of the connection. From the definition of torsion it is obvious that under (3.74) the latter transforms as

$$S_{\mu}^\nu \rightarrow S_{\mu}^\nu + \delta_{[\mu}^\lambda \xi_{\nu]}$$

(3.91)

from which we deduce the transformation law for the torsion vector

$$S_{\mu} \rightarrow S_{\mu} + \frac{(1-n)}{2} \xi_{\mu}$$

(3.92)

From the above we see that an obvious combination (including all three) that remains invariant, under a projective transformation, is the following

$$Q_{\mu} - \tilde{Q}_{\mu} + 4S_{\mu}$$

(3.93)

So, our model consists of the action

$$S = \frac{1}{2\kappa} \int d^n x \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} + \frac{1}{2\kappa} \int d^n x F(x) \partial_{\mu} \left( \sqrt{-g} (Q^\mu - \tilde{Q}^\mu + 4S^\mu) \right)$$

(3.94)

$$= \frac{1}{2\kappa} \int d^n x \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} - \frac{1}{2\kappa} \int d^n x \sqrt{-g} (\partial_\mu F)(Q^\mu - \tilde{Q}^\mu + 4S^\mu) + s.t.$$ 

Let us concentrate on the variation with respect to the connection. This yields

$$P_\lambda^{\mu\nu} = (\partial_\alpha F) \left[ 2\delta_\lambda^\mu g_{\alpha\nu} - (\delta_\lambda^\nu g_{\alpha\mu} + \delta_\lambda^\alpha g_{\nu\mu}) + 2(\delta_\lambda^\nu g_{\alpha\mu} - \delta_\alpha^\nu g_{\lambda\mu}) \right] = (\partial_\alpha F) (\delta_\lambda^\nu g_{\mu\alpha} - \delta_\alpha^\nu g_{\lambda\mu}) = 2(\partial_\alpha F) g^{\mu[\alpha} \delta_{\nu]}$$

(3.95)

Contracting in $\nu = \lambda$ we arrive at

$$(n - 1) \left( \tilde{Q}^\mu - \frac{Q^\mu}{2} \right) + 2(2-n)S^\mu = (n-1)g^{\mu\alpha}(\partial_\alpha F)$$

(3.96)

or

$$(n - 1) \left( \tilde{Q}^\mu - \frac{Q^\mu}{2} \right) + 2(2-n)S^\mu = (n-1)(\partial_\mu F)$$

(3.97)

In addition, contracting (3.95) with $g_{\mu\nu}$ it follows that

$$\frac{(n-3)}{2} Q_{\mu} + \tilde{Q}_{\mu} + 2(n-2)S_{\mu} = (1-n)(\partial_\mu F)$$

(3.98)

Adding the latter two we obtain

$$Q_{\mu} = n\tilde{Q}_{\mu}$$

(3.99)

which when substituted to either one of the above, yields

$$(n - 1)\tilde{Q}_{\mu} + 4S_{\mu} = 2 \left( \frac{n-1}{2-n} \right) \partial_{\mu} F$$

(3.100)
Now, observe that this very quantity is the same appearing in the action. Indeed, using the latter two equations we may write

\[ Q_\mu - \tilde{Q}_\mu + 4S_\mu = (n - 1)\tilde{Q}_\mu + 4S_\mu = 2 \left( \frac{n - 1}{2 - n} \right) \partial_\mu F \]  

(3.101)

Therefore, substituting the above algebraic into our action, we arrive at

\[
\frac{1}{2\kappa} \int d^nx \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} + \frac{1}{2\kappa} \int d^nx \sqrt{-g} \left( \frac{n - 1}{n - 2} \right) g^{\mu\nu} \partial_\mu F \partial_\nu F + s.t. \]

(3.102)

3.6.2 Model 2

Let us now consider the action

\[
S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} + \frac{1}{2\kappa} \int d^4x \left[ \phi(x) \partial_\mu \left( \sqrt{-g} \left( -\frac{Q^\mu}{4} + \tilde{Q}^\mu \right) \right) + \chi(x) \epsilon^\mu{}_{\nu\rho\sigma} \partial_\nu S_{\rho\sigma} \right]
\]

\[
= \frac{1}{2\kappa} \int d^4x \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} - \frac{1}{2\kappa} \int d^4x \sqrt{-g} \left[ (\partial_\mu \phi)(-\frac{Q^\mu}{4} + \tilde{Q}^\mu) + \epsilon^\mu{}_{\nu\rho\sigma} (\partial_\nu \chi) S_{\rho\sigma} \right] + s.t.
\]

(3.103)

(3.104)

where we now consider two scalar fields, \( \phi(x) \) and \( \chi(x) \). Varying with respect to the connection we obtain

\[
P^\nu{}_{\rho\sigma} - \frac{1}{\sqrt{-g}} \epsilon^\nu{}_{\rho\sigma} (\partial_\mu \phi)(-\frac{Q^\mu}{4} + \tilde{Q}^\mu) + \epsilon^\nu{}_{\rho\sigma} (\partial_\nu \chi) S_{\rho\sigma} = 0
\]

(3.105)

The latter can also be written as

\[
P^\nu{}_{\rho\sigma} - \frac{1}{\sqrt{-g}} \epsilon^\nu{}_{\rho\sigma} (\partial_\mu \phi)(-\frac{Q^\mu}{4} + \tilde{Q}^\mu) + \epsilon^\nu{}_{\rho\sigma} (\partial_\nu \chi) S_{\rho\sigma} = 0
\]

(3.106)

and upon contracting with \( \epsilon^\mu{}_{\nu\rho\sigma} \) we arrive at

\[
3g^{\mu\alpha} \partial_\mu \phi = \epsilon^\alpha{}_{\nu\rho\sigma} S_{\nu\rho\sigma} \Rightarrow \epsilon^\nu{}_{\rho\sigma} S_{\nu\rho\sigma} = 3\sqrt{-g} g^{\mu\nu} (\partial_\nu \phi)
\]

(3.107)

Now, contracting (3.106) in \( \lambda = \nu \) we obtain

\[
3 \left[ \tilde{Q}^\mu - \frac{1}{2} Q^\mu \right] - 4 S^\mu = \frac{9}{2} g^{\mu\nu} (\partial_\nu \chi)
\]

(3.108)

In addition, a contraction with \( g_{\mu\nu} \) yields

\[
\frac{1}{2} Q_\lambda + \tilde{Q}_\lambda + 4S_\lambda - \frac{9}{2} (\partial_\lambda \chi) = 0
\]

(3.109)
or in its contravariant form

\[ \frac{1}{2}Q^\mu + \tilde{Q}^\mu + 4S^\mu = \frac{9}{2} g^{\mu \nu} (\partial_\nu \chi) \]  

(3.110)

Adding the latter with (3.108) we obtain

\[ 4\tilde{Q}^\mu - Q^\mu = 9g^{\mu \nu} (\partial_\nu \chi) \Rightarrow \frac{1}{4}Q^\mu + \tilde{Q}^\mu = \frac{9}{4} g^{\mu \nu} (\partial_\nu \chi) \]

Note now that, remarkably, the torsion vector has been dropped out and the combination on the left hand side is the very combination appearing in the action. Therefore, substituting the latter equation along with (3.107) into our original action, we finally arrive at

\[ S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} R(\nu \rho) g^{\mu \nu} - \frac{1}{2\kappa} \int d^4x \sqrt{-g} \left[ 3g^{\mu \nu} (\partial_\mu \phi)(\partial_\nu \phi) + \frac{9}{4} g^{\mu \nu} (\partial_\mu \chi)(\partial_\nu \chi) \right] + s.t. \]  

(3.111)

We note that extensions of the above are possible and one can also generate tensorial parts of torsion and non-metricity by coupling surface terms to tensor fields.
Chapter 4

Solving for the Connection in Metric-Affine Gravity

4.1 Exactly Solvable Models/Solving for the Affine Connection

Let us now give a systematic way to solve for the affine connection in Metric-Affine Theories. We state and prove our results as three subsequent Theorems. The Theorems we state and prove appear for the first time in the literature of MAG. First we start by allowing actions that are linear in the connection to be added to the Einstein Hilbert. The expression for the connection is then given by Theorem-1. Then, in Theorem-2 we generalize for $f(R)$ and in the last case we assume no restriction on the additional part of the action (Theorem-3). We then see some applications of our results with three simple examples and discuss the conditions for obtaining dynamical/non-dynamical connections.

4.1.1 Expression for an Exactly Solvable Connection

Let us start with our first Theorem\(^1\)

\(^1\)Here we will follow a step by step proof, in order to make the procedure of solving with respect to affine connection completely clear, since we think that such a systematic procedure is absent from the literature.
Theorem 1: Consider the action
\[
S[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] = \frac{1}{2\kappa} \int d^n x \sqrt{-g} R + S_1[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] \tag{4.1}
\]
where \(\phi\) denotes any other additional fields that may be present in the space and
\[
S_1[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] = \int d^n x \sqrt{-g} \mathcal{L}_1(g, \Gamma, \phi) \tag{4.2}
\]
Now given any general action \(S_1[g, \Gamma, \phi]\) that is

- At most linear in \(\Gamma^\lambda_{\mu\nu}\) and its partial derivatives
- Projective invariant

we state that the affine connection can solely be expressed in terms of variations of \(\mathcal{L}_1\)
and its form is the following
\[
\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} - \frac{g^{\lambda\alpha}}{2} (B_{\alpha\mu\nu} - B_{\nu\alpha\mu} - B_{\mu\alpha\nu}) - \frac{g^{n\lambda}}{(n-2)} g^\alpha_{\nu}[B_{\alpha\mu} - \tilde{B}_{\alpha\mu}] \tag{4.3}
\]
where
\[
B_{\lambda}^{\mu\nu} \equiv \frac{2\kappa}{\sqrt{-g}} \frac{\delta S_1}{\delta \Gamma^\lambda_{\mu\nu}} = \frac{2\kappa}{\sqrt{-g}} \frac{\partial (\sqrt{-g} \mathcal{L}_1)}{\partial \Gamma^\lambda_{\mu\nu}} \tag{4.4}
\]
and \(B^\mu \equiv B_{\lambda}^{\mu\lambda}, \tilde{B}^\mu \equiv g_{\alpha\beta} B^{\mu\alpha\beta}\).

Proof: Varying \(4.44\) with respect to the affine connection, we derive
\[
P_{\lambda}^{\mu\nu} + B_{\lambda}^{\mu\nu} = 0 \tag{4.5}
\]
where
\[
B_{\lambda}^{\mu\nu} \equiv \frac{2\kappa}{\sqrt{-g}} \frac{\delta S_1}{\delta \Gamma^\lambda_{\mu\nu}} = \frac{2\kappa}{\sqrt{-g}} \frac{\partial (\sqrt{-g} \mathcal{L}_1)}{\partial \Gamma^\lambda_{\mu\nu}} \tag{4.6}
\]
and \(P_{\lambda}^{\mu\nu}\) is the Palatini tensor which is defined by
\[
P_{\lambda}^{\mu\nu} \equiv \frac{1}{\sqrt{-g}} \frac{\delta S_{EH}}{\delta \Gamma^\lambda_{\mu\nu}} = \frac{1}{\sqrt{-g}} \frac{\partial (\sqrt{-g} R)}{\partial \Gamma^\lambda_{\mu\nu}} =
= -\frac{\nabla_{\lambda}(\sqrt{-g} g^{\mu\nu})}{\sqrt{-g}} + \frac{\nabla_{\sigma}(\sqrt{-g} g^{\mu\nu})}{\sqrt{-g}} \delta_{\lambda}^\nu + 2(g^{\mu\nu} S_{\lambda}^\lambda - S^\mu_{\lambda} \delta_{\lambda}^\nu + g^{\mu\sigma} S_{\sigma}^\nu) \tag{4.7}
\]
\(^2\)Notice that we made no assumption about the origin of the action. It may include both matter and gravitational parts so long as it satisfies the requirements that we impose! However, a gravitational sector that is linear in the connection is difficult to come up with, we just include it for generality. In the second Theorem we will assume that \(S_1\) contains only a matter sector.

\(^3\)Of course the result also contains the metric tensor and its derivatives as they appear for instance in the Levi-Civita part, but since this is too obvious we will omit mentioning it.
as we have already seen. Now, as we show in the appendix, the latter can also be written in the form

\[ P_{\alpha \mu \nu} = \left( \frac{Q^\alpha}{2} + 2S^\alpha \right) g^{\mu \nu} - (Q^\alpha_{\mu \nu} + 2S^\alpha_{\mu \nu}) + \left( \frac{\hat{Q}^\mu}{2} - \frac{Q^\mu}{2} - 2S^\mu \right) g^{\nu \alpha} \] (4.8)

With this at hand and recalling the connection decomposition in terms of the Riemannian part, non-metricity and torsion

\[ \Gamma^\lambda_{\mu \nu} = \tilde{\Gamma}^\lambda_{\mu \nu} + \frac{1}{2} g^{\alpha \lambda} (Q_{\mu \nu \alpha} + Q_{\nu \alpha \mu} - Q_{\alpha \mu \nu}) - g^{\alpha \lambda} (S_{\alpha \mu \nu} + S_{\alpha \nu \mu} - S_{\mu \nu \alpha}) \] (4.9)

we observe that the combination \((Q^\alpha_{\mu \nu} + 2S^\alpha_{\mu \nu})\) appears in both and can, therefore, be eliminated. Indeed, pairing up a bit the terms of the last equation, we may re-write it as

\[ \Gamma^\lambda_{\mu \nu} = \tilde{\Gamma}^\lambda_{\mu \nu} + \frac{1}{2} g^{\alpha \lambda} \left( (Q_{\mu \nu \alpha} + 2S_{\mu \nu \alpha}) + (Q_{\nu \alpha \mu} + 2S_{\nu \alpha \mu}) - (Q_{\alpha \mu \nu} + 2S_{\alpha \mu \nu}) \right) \] (4.10)

where we have used the fact that \(S_{\alpha \mu \nu} = -S_{\mu \alpha \nu}\). In addition, we observe that

\[ P_{\alpha \mu \nu} - P_{\nu \alpha \mu} - P_{\mu \nu \alpha} = A_{\alpha \mu \nu} - g_{\alpha \mu} \hat{Q}_\nu + 2g_{\nu \alpha} (\hat{Q}_\mu - Q_\mu - 4S_\mu) \] (4.11)

where

\[ A_{\alpha \mu \nu} = (Q_{\mu \nu \alpha} + 2S_{\mu \nu \alpha}) + (Q_{\nu \alpha \mu} + 2S_{\nu \alpha \mu}) - (Q_{\alpha \mu \nu} + 2S_{\alpha \mu \nu}) \] (4.12)

Thus, substituting the above combination into (4.10) we obtain

\[ \Gamma^\lambda_{\mu \nu} = \tilde{\Gamma}^\lambda_{\mu \nu} + \frac{g^{\alpha \lambda}}{2} (P_{\alpha \mu \nu} - P_{\nu \alpha \mu} - P_{\mu \nu \alpha}) + g^{\alpha \lambda} g_{\nu \alpha} (\hat{Q}_\mu - Q_\mu - 4S_\mu) + \frac{1}{2} \delta^\lambda_\mu \hat{Q}_\nu \] (4.13)

Now, as we also prove in the appendix, it holds that

\[ P^\mu \equiv P^\mu_{\lambda} = (n - 1) \left( \hat{Q}^\mu - \frac{1}{2} Q^\mu \right) + 2(2 - n) S^\mu \] (4.14)

\[ \tilde{P}^\mu \equiv g_{\alpha \beta} P^{\mu \alpha \beta} = \frac{(n - 3)}{2} Q^\mu + \hat{Q}^\mu + 2(n - 2) S^\mu \] (4.15)

such that

\[ P^\mu - \tilde{P}^\mu = (n - 2)(\hat{Q}^\mu - Q^\mu - 4S^\mu) \] (4.16)

Using this fact, the connection recasts to

\[ \Gamma^\lambda_{\mu \nu} = \tilde{\Gamma}^\lambda_{\mu \nu} + \frac{g^{\alpha \lambda}}{2} (P_{\alpha \mu \nu} - P_{\nu \alpha \mu} - P_{\mu \nu \alpha}) + \frac{g^{\alpha \lambda}}{(n - 2)} g_{\nu \alpha} (P_\alpha - \tilde{P}_\alpha) + \frac{1}{2} \delta^\lambda_\mu \hat{Q}_\nu \] (4.17)

\(^4\text{Fun Fact: This observation came to me as an insight during my visit in a CERN Winter School in 2015.}\)
Notice now that our total action is projective invariant by assumption. This means, as we have already seen, that the theory is invariant under
\[ \Gamma^\lambda_{\mu\nu} \rightarrow \Gamma^\lambda_{\mu\nu} + \delta^\lambda_\mu \xi_\nu \] (4.18)
for any vector \( \xi_\nu \). That is, there exists an unspecified vectorial degree of freedom. Using this very fact we can always make any gauge choice that we may like. As it is apparent from (4.17) in order to get rid of the last term (which is unspecified) we make the gauge choice
\[ \xi_\nu = -\frac{1}{2} \delta^\lambda_\mu \tilde{Q}_\nu \] (4.19)
Then, the connection assumes the form
\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{g^{\alpha\lambda}}{2} (P_{\alpha\mu\nu} - P_{\nu\alpha\mu} - P_{\mu\alpha\nu}) + \frac{g^{\alpha\lambda}}{(n-2)} g_{\nu|\mu} (P_\alpha - \tilde{P}_\alpha) \] (4.20)
Upon using (4.5) and defining \( B^\mu \equiv B^\mu_\lambda \) along with \( \tilde{B}^\mu \equiv g_{\alpha\beta} B^\mu_{\alpha\beta} \), we finally arrive at
\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} - \frac{g^{\alpha\lambda}}{2} (B_{\alpha\mu\nu} - B_{\nu\alpha\mu} - B_{\mu\alpha\nu}) - \frac{g^{\alpha\lambda}}{(n-2)} g_{\nu|\mu} (B_\alpha - \tilde{B}_\alpha) \] (4.21)
as stated.

Comment 1: The projective invariance of \( S_1 \) is only necessary in order to remove the term \( \frac{1}{2} \delta^\lambda_\mu \tilde{Q}_\nu \) from (4.17). If \( S_1 \) does not respect projective invariance one has to add the aforementioned term in the general result (4.21).

Comment 2: If there is no gravitational sector to \( S_1 \), i.e the latter is a purely matter action \( S_1 = S_M \) then \( B^\mu_\lambda = -\kappa \Delta^\mu_\lambda \) and the connection is found to be
\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{g^{\alpha\lambda}}{2} (\Delta_{\alpha\mu\nu} - \Delta_{\nu\alpha\mu} - \Delta_{\mu\alpha\nu}) + \frac{g^{\alpha\lambda}}{(n-2)} g_{\nu|\mu} (\Delta_\alpha - \tilde{\Delta}_\alpha) \] (4.22)
where \( \Delta^\mu = \Delta^\mu_\lambda \), \( \tilde{\Delta}^\mu = g_{\alpha\beta} \Delta^\mu_{\alpha\beta} \) which, as it stands, is an algebraic equation for the connection given the fact that for a matter sector linear in \( \Gamma \) the hypermomentum is independent of the connection.

Expressions for torsion and non-metricity

Having the above decomposition we can easily derive the expressions for torsion and non-metricity by their very definitions. Starting with torsion, we have
\[ S^\lambda_{\mu\nu} = \Gamma^\lambda_{|\mu\nu|} = \frac{1}{2} (B^\lambda_{[\mu\nu]} + B^\lambda_{[\nu\mu]} - B^\lambda_{[\mu\nu]}) - \frac{1}{2(n-2)} \delta^\lambda_\mu (B_\mu - \tilde{B}_\mu) \] (4.23)
As long as non-metricity is concerned, from its definition it follows that
\[ Q_{\alpha\mu\nu} \equiv -\nabla_\alpha g_{\mu\nu} = -\tilde{\nabla}_\alpha g_{\mu\nu} + \frac{1}{2} \left( B_{\alpha\mu\nu} + B_{\nu\alpha\mu} + B_{\alpha\nu\mu} - B_{\mu\nu\alpha} - B_{\nu\mu\alpha} \right) \tag{4.24} \]

Now, using the fact that the Levi-Civita connection is metric compatible \((\tilde{\nabla}_\alpha g_{\mu\nu} = 0)\) we obtain for the non-metricity
\[ Q_{\alpha\mu\nu} = B_{(\mu|\alpha\nu)} - B_{\alpha(\mu\nu)} \tag{4.25} \]

**Comment:** Since \( S_1[g, \Gamma] \) is linear in the connection, its variation \( B_{\alpha\mu\nu} \) is independent of the connection. Then, expression (4.21) is an algebraic equation for the connection. So in this case, not surprisingly, the connection carries no dynamics.

### 4.1.2 Generalizing the Theorem

Now, our above result may be readily generalized for actions of the form
\[ S[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] = \frac{1}{2\kappa} \int d^n x \sqrt{-g} f(R) + S_1[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] \tag{4.26} \]
where we have replaced \( R \) with a general \( f(R) \) function. In addition, we will now consider the additional part \( S_1 \) to be a purely matter part, that is \( S_1[g, \Gamma, \phi] = S_M[g, \Gamma, \phi] \). We do so in order to see how the energy tensors (energy momentum and hyper-momentum) enter the picture, especially with regards to the dynamical content of the connection. So, we may now state and prove a second theorem.

**Theorem 2:** Consider the action
\[ S[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] = \frac{1}{2\kappa} \int d^n x \sqrt{-g} f(R) + S_1[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] \tag{4.27} \]
where \( \phi \) denotes any other additional fields that may be present in the spacetime and
\[ S_1[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] = S_M[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] = \frac{1}{2\kappa} \int d^n x \sqrt{-g} L_M(g, \Gamma, \phi) \tag{4.28} \]

Now given any general matter action \( S_1[g, \Gamma, \phi] = S_M[g, \Gamma, \phi] \) that is

- At most linear in \( \Gamma^\lambda_{\mu\nu} \) and its partial derivatives

---

\(^5\)Similar results hold if we consider also a gravitational sector to \( S_1 \) but then there is no direct contact with the energy tensors.
we state that the affine connection can solely be expressed in terms of \( f'(T) \) (where \( T \) is the trace of the energy momentum tensor) and of \( \Gamma \)-variations of \( L_M \) (i.e. the hypermomentum \( \Delta_{\lambda}^{ \mu \nu} \)) and its form is the following

\[
\Gamma^\lambda_{\mu \nu} = \tilde{\Gamma}^\lambda_{\mu \nu} + \frac{g^{\lambda \alpha}}{2}(H_{\alpha \mu \nu} - H_{\nu \alpha \mu} - H_{\mu \alpha \nu}) + \frac{g^{\alpha \lambda}}{(n-2)}g_{\nu \mu}(H_{\alpha} - \tilde{H}_{\alpha})
\] (4.29)

where

\[
H_{\lambda}^{\mu \nu} \equiv -\frac{2\kappa}{f'\sqrt{-g}} \frac{\delta L_M}{\delta \Gamma^\lambda_{\mu \nu}} + \frac{1}{f'}(g^{\mu \nu} \partial_{\lambda} f' - \delta^\nu_{\lambda} \partial^\mu f') = \frac{\kappa}{f'} \Delta_{\lambda}^{\mu \nu} + \frac{1}{f'}(g^{\mu \nu} \partial_{\lambda} f' - \delta^\nu_{\lambda} \partial^\mu f')
\] (4.30)

and \( H^{\mu \nu} \equiv H^{\mu \nu}_{\lambda}, \quad \tilde{H}^{\mu \nu} \equiv g_{\alpha \beta}H^{\mu \nu}_{\alpha \beta}, \quad f' = f'(T), \quad T \equiv g^{\mu \nu}T_{\mu \nu} = g^{\mu \nu} \frac{2}{\sqrt{-g}} \frac{\partial (\sqrt{-g}L_M)}{\partial g^{\mu \nu}} \) and the prime denotes differentiation with respect to the Ricci scalar.

**Proof:** Varying (4.27) with respect to the connection we obtain

\[
P^\mu_{\lambda \nu}(h) = \kappa \Delta_{\lambda}^{\mu \nu}
\] (4.31)

where

\[
P^\mu_{\lambda \nu}(h) \equiv -\frac{\nabla_{\lambda}(\sqrt{-g}f'g^{\mu \nu})}{\sqrt{-g}} + \frac{\nabla_{\alpha}(\sqrt{-g}f'g^{\mu \alpha} \delta^\nu_{\lambda})}{\sqrt{-g}} + 2f'(S_{\lambda}g^{\mu \nu} - S^{\mu \nu} \delta^\lambda_{\nu} - S_{\lambda}^{\mu \nu})
\] (4.32)

is the Palatini tensor of the metric \( h_{\mu \nu} = f'(R)g_{\mu \nu} \), which is conformally related to \( g_{\mu \nu} \) and prime here denotes differentiation with respect to the Ricci scalar. \( \Delta_{\lambda}^{\mu \nu} \) is the usual hypermomentum tensor we have defined earlier. Now, expanding the covariant derivatives in the above we see that

\[
P^\mu_{\lambda \nu}(h) = f'P^\mu_{\lambda \nu}(g) + \delta^\nu_{\lambda}g^{\mu \alpha} \partial_{\alpha} f' - g^{\mu \nu} \partial_{\lambda} f'
\] (4.33)

where \( P^\mu_{\lambda \nu}(g) \) is the usual Palatini tensor of \( g_{\mu \nu} \). Then for \( f'(R) \neq 0 \) we may solve for the latter

\[
P^\mu_{\lambda \nu}(g) = \frac{1}{f'} \left( P^\mu_{\lambda \nu}(h) - \delta^\nu_{\lambda}g^{\mu \alpha} \partial_{\alpha} f' + g^{\mu \nu} \partial_{\lambda} f' \right)
\] (4.34)

or by virtue of (4.31)

\[
P^\mu_{\lambda \nu}(g) = \frac{1}{f'} \left( \kappa \Delta_{\lambda}^{\mu \nu} - \delta^\nu_{\lambda}g^{\mu \alpha} \partial_{\alpha} f' + g^{\mu \nu} \partial_{\lambda} f' \right)
\] (4.35)
Then recalling eq. (4.17) that we obtained in the first Theorem,

\[ \Gamma^\mu_{\lambda \nu} = \tilde{\Gamma}^\mu_{\lambda \nu} + \frac{g^\alpha_{\mu}}{2} \left( P_{\alpha \nu}(g) - P_{\nu \alpha}(g) - P_{\mu \alpha}(g) \right) + \frac{g^\alpha_{\nu}}{(n-2)} g_{\nu \mu} \left( P_{\alpha}(g) - \tilde{P}_{\alpha}(g) \right) + \frac{1}{2} \delta^\mu_{\nu} \tilde{Q}_\nu \]

and using the above, we find

\[ \Gamma^\mu_{\lambda \nu} = \tilde{\Gamma}^\mu_{\lambda \nu} + \frac{\kappa}{f'} \frac{g^\lambda_{\alpha}}{2} \left( \Delta_{\alpha \mu \nu} - \Delta_{\nu \alpha \mu} - \Delta_{\mu \nu \alpha} \right) + \frac{\kappa}{f'} \frac{g^\alpha_{\nu}}{(n-2)} g_{\nu \mu} \left( \Delta_{\alpha} - \tilde{\Delta}_{\alpha} \right) \]

\[ + \frac{1}{(n-2)f'} \left( \delta^\nu_{\mu} f' - g_{\mu \nu} \partial^\lambda f' \right) + \frac{1}{2} \delta^\mu_{\nu} \tilde{Q}_\nu \]

\[ (4.37) \]

where at this point \( f' = f'(R) \). Now, variation of our total action with respect to the metric, yields

\[ f'(R) R_{(\mu \nu)} - \frac{f(R)}{2} g_{\mu \nu} = \kappa T_{\mu \nu} \]

\[ (4.38) \]

where

\[ T_{\mu \nu} \equiv - \frac{2}{\sqrt{-g}} \frac{\delta S_M}{\delta g^{\mu \nu}} \]

\[ (4.39) \]

which we may contract with the metric tensor to obtain

\[ f'(R) R - \frac{n}{2} f(R) = \kappa T \]

\[ (4.40) \]

The latter defines the implicit function \( R = R(T) \) and therefore both \( f(R) \) and \( f'(R) \) are all functions of \( T \) (\( f(R) = f(R(T)) = f(T) \) and \( f'(R) = f'(R(T)) = f'(T) \)). With this at hand, and using the fact that our total action is projective invariant we may remove the term \( \frac{1}{2} \delta^\mu_{\nu} \tilde{Q}_\nu \) and write

\[ \Gamma^\mu_{\lambda \nu} = \tilde{\Gamma}^\mu_{\lambda \nu} + \frac{\kappa}{f'} \frac{g^\lambda_{\alpha}}{2} \left( \Delta_{\alpha \mu \nu} - \Delta_{\nu \alpha \mu} - \Delta_{\mu \nu \alpha} \right) + \frac{\kappa}{f'} \frac{g^\alpha_{\nu}}{(n-2)} g_{\nu \mu} \left( \Delta_{\alpha} - \tilde{\Delta}_{\alpha} \right) \]

\[ + \frac{1}{(n-2)f'} \left( \delta^\nu_{\mu} f' - g_{\mu \nu} \partial^\lambda f' \right) \]

\[ (4.41) \]

where \( f' \) is a function of \( T \) now. Finally, defining

\[ H_{\alpha \mu \nu} \equiv \frac{1}{f'} \left( \kappa \Delta_{\alpha \mu \nu} + g_{\mu \nu} \partial^\alpha f' - g_{\nu \alpha} \partial^\mu f' \right) \]

\[ (4.42) \]

we complete the proof

\[ \Gamma^\mu_{\lambda \nu} = \tilde{\Gamma}^\mu_{\lambda \nu} + \frac{g^\lambda_{\alpha}}{2} \left( H_{\alpha \mu \nu} - H_{\nu \alpha \mu} - H_{\mu \nu \alpha} \right) + \frac{g^\alpha_{\nu}}{(n-2)} g_{\nu \mu} \left( H_{\alpha} - \tilde{H}_{\alpha} \right) \]

\[ (4.43) \]

\[ 6 \text{Except in the case } f(R) \propto R^2 \text{ for which the left send hide of (4.40) is identically zero and the model allows only for conformally invariant matter (} T = 0 \text{). This exception have been studied in [5] where also the cosmological solutions were given for this case.} \]
4.1.3 Generalized Theorem

We may now relax our assumptions and let $S_1[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi]$ have an arbitrary dependence on the connection and its derivatives and may not respect the projective symmetry in general. This leads us to the third Theorem.

**Theorem 3:** Consider the action

$$S[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] = \frac{1}{2\kappa} \int d^nx \sqrt{-g} R + S_1[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi]$$

(4.44)

where

$$S_1[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}, \phi] = \frac{1}{2\kappa} \int d^nx \sqrt{-g} L_1(g, \Gamma, \phi)$$

(4.45)

has an arbitrary dependence on the affine connection and its derivatives. Then, the connection is given by the solution of

$$\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} - \frac{g^{\lambda\alpha}}{2} (B_{\alpha\mu\nu} - B_{\nu\alpha\mu} - B_{\mu\nu\alpha}) - \frac{g^{\alpha\lambda}}{(n-2)} g_{\nu[\mu}(B_{\alpha]} - \tilde{B}_{\alpha]})$$

(4.46)

where

$$B^\mu_{\lambda} = \frac{2\kappa \delta S_1}{\sqrt{-g} \delta \Gamma^\lambda_{\mu\nu}} = \frac{2\kappa}{\sqrt{-g}} \frac{\partial(\sqrt{-g} L_1)}{\partial \Gamma^\lambda_{\mu\nu}}$$

(4.47)

$B^\mu \equiv B^\mu_{\lambda}$, $\tilde{B}^\mu \equiv g_{\alpha\beta} B^{\mu\alpha\beta}$ and the above will be a differential equation for the connection in general since $B$ has an arbitrary dependence on the connection and its derivatives.

**Proof:** Following identical steps with Theorem-1 but now keeping in mind that $B^\mu_{\lambda}(\Gamma, \partial \Gamma)$ is a general function of the connection and its derivatives, we get

$$\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} - \frac{g^{\lambda\alpha}}{2} (B_{\alpha\mu\nu} - B_{\nu\alpha\mu} - B_{\mu\nu\alpha}) - \frac{g^{\alpha\lambda}}{(n-2)} g_{\nu[\mu}(B_{\alpha]} - \tilde{B}_{\alpha]})$$

(4.48)

where $B^\mu \equiv B^\mu_{\lambda}$, $\tilde{B}^\mu \equiv g_{\alpha\beta} B^{\mu\alpha\beta}$ and since $B^\mu_{\lambda}(\Gamma, \partial \Gamma)$ has an arbitrary dependence of the connection and its derivatives, the above is a dynamical equation for the connection in contrast to equation (4.21) which is an algebraic one. Having presented and proved the three Theorems we may now see some examples where the latter can by applied.

4.1.4 Example 1: Exciting Torsional d.o.f.

Let us now use the results we obtained for the connection decomposition (the 3 Theorems) in order to review the model studied in [54, 55, 56] but now in the coordinate formalism.
Same way we did in the previous chapter we start with the action\footnote{We studied exactly this model in the previous chapter so we will skip most of the calculations now.}

\[ S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} + \frac{1}{2\kappa} \int d^4x F(x) \epsilon^{\nu\rho\sigma} \partial_{\mu} S_{\nu\rho\sigma} = \]
\[ = \frac{1}{2\kappa} \int d^4x \sqrt{-g} R_{(\mu\nu)} g^{\mu\nu} - \frac{1}{2\kappa} \int d^4x \epsilon^{\nu\rho\sigma} (\partial_{\mu} F) S_{\nu\rho\sigma} + \text{s.t.} \] (4.49)

where \( F(x) \) is a scalar and s.t. stands for surface term. Notice that the additional piece here is linear in the connection and therefore falls in the category of our Theorem-1. So, we may proceed and use the result we obtained for the connection. Variation with respect to the connection yields\footnote{Where we have used the properties of the Levi-Civita symbol and also raised an index with the metric.}

\[ \sqrt{-g} P^{\nu\rho\sigma} = \epsilon^{\nu\rho\sigma} (\partial_{\mu} F) = 0 \] (4.50)

Also, since in this model the non-metricity is zero, the Palatini tensor reads

\[ P^{\nu\rho\sigma} = 2 \left( g^{\rho\sigma} S^{\nu} - g^{\nu\rho} S^{\sigma} + S^{\rho\sigma} \right) \] (4.51)

Now, contracting (4.50) with \( \epsilon^{\nu\rho\sigma} \) and also using the above, we obtain

\[ \epsilon_{\mu\nu\rho\sigma} S^{\rho\sigma} = 3 (\partial_{\mu} F) \] (4.52)

where \( \epsilon_{\mu\nu\rho\sigma} \equiv \sqrt{-g} \epsilon_{\mu\rho\sigma\nu} \) is the Levi-Civita tensor. So, we may also write

\[ \epsilon^{\nu\rho\sigma} S_{\nu\rho\sigma} = 3 \sqrt{-g} g^{\mu\nu} (\partial_{\nu} F) \] (4.53)

Substituting the latter in our action we arrive at

\[ S = \frac{1}{2\kappa} \int d^4x \left[ \sqrt{-g} R - \sqrt{-g} 3 g^{\mu\nu} (\partial_{\nu} F) (\partial_{\mu} F) \right] \] (4.54)

We can also immediately see that

\[ S_{\mu} = 0, \quad P^{\mu\nu\alpha} = -\epsilon^{\rho\mu\nu\alpha} \partial_{\rho} F, \quad S_{\mu\nu\alpha} = -\frac{1}{2} \epsilon_{\mu\nu\alpha\lambda} \partial^{\lambda} F \] (4.55)

which when plugged into the connection decomposition (4.21) of Theorem-1 yield

\[ \Gamma^{\lambda}_{\mu\nu} = \tilde{\Gamma}^{\lambda}_{\mu\nu} + \frac{1}{2} \epsilon^{\nu}_{\mu\rho} \partial^{\lambda}_{\rho} F \] (4.56)

From which we conclude that this kind of torsion (being totally antisymmetric) has no effect on the autoparallels and the latter coincide with the geodesics. Now, we can fully
decompose our original action to a Riemannian part plus an axion field. Indeed, to see this
first recall the Ricci scalar decomposition
\[ R = \tilde{R} + \nabla_\mu (A^\mu - B^\mu) + B_\mu A^\mu - N_{\alpha\mu\nu} N^{\mu\nu\alpha} \] (4.57)
Note now that the second term is a surface term and can therefore be dropped when taken
into the action integral. Regarding the other quantities appearing, we compute for our case
\[ N_{\mu\nu\alpha} = \frac{1}{2} \varepsilon_{\mu\nu\alpha\rho} \partial^\rho F \] (4.58)
\[ A^\mu = N^\mu_{\nu\beta} g^{\nu\beta} = 0, \quad B^\mu = N^{\alpha\mu}_{\alpha} = 0 \] (4.59)
\[ N_{\alpha\mu\nu} N^{\mu\nu\alpha} = -\frac{3}{2} \partial_\mu F \partial^\mu F \] (4.60)
so that, when substituted back to our action give
\[ S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} \left[ \tilde{R} - \frac{3}{2} g^{\mu\nu} (\partial_\mu F)(\partial_\nu F) \right] \] (4.61)
which is the action of Einstein gravity plus an axionic massless field. To recap, for this
model, the affine connection takes the form
\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + N^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{1}{2} \varepsilon^\mu_{\nu\rho} \partial^\rho F \] (4.62)
Note now that this type of torsion (totally) antisymmetric has no effect on the autoparallels
and the latter coincide with the geodesics. However, for general torsion (even with vanishing
non-metricity) the two are not the same.

4.1.5 Example 2: Metric-Affine \( f(R) \) with projective invariant
matter

Let us now apply the results of our connection decomposition and study some characteristics
of Metric Affine \( f(R) \) theories ([12, 11, 13, 14]). In the case where the matter is not projective
invariant one may break the invariance by one of the ways we saw in the previous chapter.
Interestingly, if matter fields that respect the projective invariant are added to \( f(R) \) we
have exactly the case we presented in Theorem-2. Then, applying the results of our second
Theorem we immediately get for the affine connection
\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{\kappa}{f'} \frac{g^{\lambda\alpha}}{2} (\Delta_{\alpha\mu\nu} - \Delta_{\nu\alpha\mu} - \Delta_{\mu\nu\alpha}) + \frac{\kappa}{f'} \frac{g^{\alpha\lambda}}{(n-2)} g_{\nu[\lambda} (\Delta_{\alpha]} - \tilde{\Delta}_{\alpha]} \]
\[ + \frac{1}{(n-2)f'} \delta^\lambda_{\nu} \partial_\mu f' - g_{\mu\nu} \partial^\lambda f' \], where \( f' = f'(T) \) (4.63)
With the above connection being dynamical when \( T_{\mu\nu} \) depends on the connection, and lacking dynamics when the latter is independent of the connection.

### 4.1.6 Example 3: A Theory with a dynamical connection

As an application of our third Theorem let us consider the theory

\[
S[g, \Gamma] = \int d^4x \sqrt{-g} \left( \frac{1}{2\kappa} R + \frac{\lambda}{2\kappa} R_{\mu\nu} R^{\mu\nu} \right) \tag{4.64}
\]

where \( \lambda \) is a parameter. Notice that there is no motivation behind the choice of this action, we consider it here as a simple example in order to apply our Theorem-3. It is known in the literature (see [13] for instance) that Theories of the family \( f(R, R_{\mu\nu} R^{\mu\nu}) \) admit a dynamical connection in general. Therefore, we expect that in the above Theory the connection is dynamical. This can be easily verified by using our third Theorem. To see this, let us vary the above action with respect to the connection, to get

\[
P_{\lambda}^{\mu\nu}(g) = -2\lambda P_{\lambda}^{\mu\nu}(R) \tag{4.65}
\]

where \( P_{\lambda}^{\mu\nu}(g) \) is the usual Palatini tensor computed with respect to the metric and

\[
P_{\lambda}^{\mu\nu}(R) \equiv -\frac{\nabla_{\lambda}(\sqrt{-g} R^{\mu\nu})}{\sqrt{-g}} + \frac{\nabla_{\sigma}(\sqrt{-g} R^{\nu\sigma})}{\sqrt{-g}} \delta_\lambda^\nu + 2(R_{\mu\nu} S_\lambda - S_\alpha R^{\mu\alpha} \delta_\lambda^\nu + R^{\nu\sigma} S_\sigma^\nu) \tag{4.66}
\]

Then using the result (4.48) of our third Theorem, we have

\[
\Gamma_{\mu\nu}^{\lambda} = \tilde{\Gamma}_{\mu\nu}^{\lambda} - g^{\lambda\alpha} \left( P_{\alpha\mu\nu}(R) - P_{\nu\alpha\mu}(R) - P_{\mu\nu\alpha}(R) \right) - 2\lambda \frac{g^{\lambda\alpha}}{(n-2)} g_{\nu}[\mu \left( P_{\alpha\mu}(R) - \tilde{P}_{\alpha\mu}(R) \right)] + \frac{1}{2} \delta_\mu^\lambda \tilde{Q}_{\nu} \tag{4.67}
\]

and the above is a dynamical equation for the connection. This is easily understood by the appearance of the terms such as \( \nabla_\lambda R^{\mu\nu} \) which contain higher order terms and derivatives of the connection. So, with this simple example we see an immediate application of our third Theorem. It goes beyond the purposes of this letter to investigate the above theory any further but we mention that a similar theory\(^9\) was studied in [13]. In particular it was shown there that for vanishing torsion, the Theory is equivalent to Einstein’s Gravity plus a Proca field [13]. Similar results (again for vanishing torsion) for an action containing the anti-symmetric part of the Ricci tensor and a quadratic non-metricity term were also found in [17]. However, for projective actions of the form \( f(R, R_{(\mu\nu)} R^{(\mu\nu)}) \) the connection lacks

\(^9\)The additional piece they added to the Einstein Hilbert part there was \( c_1 R^{(\mu\nu)} R_{(\mu\nu)} + c_2 R^{(\mu\nu)} R_{(\mu\nu)} \).
It would therefore be interesting to classify other actions that give similar results and the conditions upon which the connection lacks/gains. These subjects certainly worth further investigation.

4.2 Auxiliary Relation used for the Theorems

In this mini appendix we are going to express the Palatini tensor in terms of torsion and non-metricity (and their related vectors), an equation we used in order to prove our 3-Theorems. We start by writing down the definition of the Palatini tensor and expand the various terms to arrive at

\[
P_{\lambda}^{\mu \nu} = -g^{\mu \nu} \frac{\nabla_{\lambda} \sqrt{-g}}{\sqrt{-g}} - \nabla_{\lambda} g^{\mu \nu} + g^{\mu \sigma} \frac{\nabla_{\sigma} \sqrt{-g}}{\sqrt{-g}} \delta_{\lambda}^{\nu} + \delta_{\lambda}^{\nu} \nabla_{\sigma} g^{\mu \sigma} + 2 (S_{\lambda} g^{\mu \nu} - S^{\mu} \delta_{\lambda}^{\nu} + g^{\mu \sigma} S_{\sigma \lambda}^{\nu})
\]

(4.68)

and by using

\[
Q_{\lambda}^{\mu \nu} = \nabla_{\lambda} g^{\mu \nu}
\]

\[
\frac{\nabla_{\lambda} \sqrt{-g}}{\sqrt{-g}} = -\frac{1}{2} Q_{\lambda}
\]

\[
\tilde{Q}^{\mu} = \nabla_{\sigma} g^{\sigma \mu}
\]

it follows that

\[
P_{\lambda}^{\mu \nu} = -g^{\mu \nu} \frac{Q_{\lambda}}{2} - Q_{\lambda}^{\mu \nu} + \delta_{\lambda}^{\nu} \left( \tilde{Q}^{\mu} - \frac{Q_{\mu}}{2} \right) + 2 (S_{\lambda} g^{\mu \nu} - S^{\mu} \delta_{\lambda}^{\nu} + g^{\mu \sigma} S_{\sigma \lambda}^{\nu})
\]

(4.70)

and upon multiplying (and contracting) with \(g^{\alpha \lambda}\) we finally obtain

\[
P^{\alpha \mu \nu} = g^{\mu \nu} \left( \frac{Q_{\alpha}}{2} + 2S^{\alpha} \right) - (Q^{\alpha \mu \nu} + 2S^{\alpha \mu \nu}) + g^{\nu \alpha} \left( \tilde{Q}^{\mu} - \frac{Q_{\mu}}{2} - 2S_{\mu} \right)
\]

(4.72)

Note now that the second combination \((Q^{\alpha \mu \nu} + 2S^{\alpha \mu \nu})\) plus circular permutations is the exact one appearing on the decomposition of the connection. Then following the steps we outlined previously (Theorems) we can solve the affine connection in terms of the Palatini tensor as we showed.
Chapter 5

A Peculiar f(R) Case: The model $f(R) \propto R^2$

In this Chapter we will focus on the peculiar $f(R) \propto R^2$ case which as we have mentioned in previous Chapter does not give $R = constant$ in vacuum. We will first focus on the theory with vanishing torsion and compare our results with the work of [21] and then consider the general case with both torsion and non-metricity. We will see how the effects of torsion and non-metricity are indistinguishable when only vectorial degrees of freedom of the latter are excited.

5.1 Propagating Non-Metricity and its Cosmological implications

As it is well known [15, 16], generic Palatini $f(R)$ theories of gravity with matter (where we have both torsion and non-metricity but the matter fields do not couple to the connection), are equivalent to Brans-Dicke gravity with parameter $\omega_0 = -3/2$. The same holds when one turns on only torsion (with vanishing non-metricity) or turns on only non-metricity (with zero torsion). So, Palatini $f(R)$ with torsion only is in fact equivalent to Palatini $f(R)$ with only non-metricity, since both of them are equivalent to the same Brans-Dicke theory. In vacuum $f(R)$ theories are equivalent to General Relativity with a cosmological

\footnote{There, they considered the same theory but with vanishing non-metricity and non-vanishing torsion.}
except in the case were \( f(R) = \alpha R^2 \). This is the case under investigation here, that is our starting action is

\[
S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} \alpha R^2
\]  

(5.1)

where our connection is torsionless but non-metricity is present. Varying with respect to the metric we get

\[
2R \left( R_{(\mu\nu)} - \frac{R}{4} g_{\mu\nu} \right) = 0
\]  

(5.2)

which gives us two possibilities, either

\[
R = 0
\]  

(5.3)

or

\[
R_{(\mu\nu)} - \frac{R}{4} g_{\mu\nu} = 0
\]  

(5.4)

Here we consider that \( R \neq 0 \) since this is the trivial case, so the field equations are

\[
R_{(\mu\nu)} - \frac{R}{4} g_{\mu\nu} = 0
\]  

(5.5)

Note that these look like Einstein equations in vacuum, but there is an extra factor of \( 1/2 \) in front of the Ricci scalar. This factor does make a huge difference because if we were to take the trace of the above we would get no additional equation since the left hand side is identically zero in 4-dimensions. Now, upon varying with respect to the (symmetric) connection it follows that

\[
\nabla_\alpha \left( R \sqrt{-g} g^{\mu\nu} \right) - \nabla_\beta \left( R \sqrt{-g} g^{\beta(\mu)} \delta_{\alpha}^{\nu} \right) = 0
\]  

(5.6)

taking the trace in \( \alpha = \mu \) we get

\[
\nabla_\beta \left( R \sqrt{-g} g^{\beta\mu} \right) = 0
\]  

(5.7)

which when substituted back on the first one gives

\[
\nabla_\alpha \left( R \sqrt{-g} g^{\mu\nu} \right) = 0
\]  

(5.8)

Expanding the latter, we arrive at

\[
g^{\mu\nu} \partial_\lambda R - \frac{R}{2} g^{\mu\nu} Q_\lambda + R Q_\lambda \mu^\nu = 0
\]  

(5.9)

\(^2\)Actually many models with different cosmological constant corresponding to the roots of \( f'(R)R - 2f(R) = 0 \).

\(^3\)Of course, this contraction gives \( R = 0 \) for Einstein’s equations.
which when contracted by $g_{\mu\nu}$, gives

$$\frac{\partial_\mu R}{R} = \frac{1}{4} Q_\lambda \Rightarrow \partial_\lambda (\ln R) = \frac{1}{4} Q_\lambda \quad (5.10)$$

The latter is the equation that gives dynamics to non-metricity, even though we are in vacuum. Therefore in this model we see an example of propagating non-metricity. To see this more clearly, we can decompose the Ricci scalar in its Riemannian and non-metric parts

$$R = \tilde{R} - \frac{3}{4} \tilde{\nabla}_\mu Q^\mu - \frac{3}{32} Q_\mu Q^\mu \quad (5.11)$$

and by substituting the latter into (5.10) it follows that

$$\partial_\lambda \left( \tilde{R} - \frac{3}{4} \tilde{\nabla}_\mu Q^\mu - \frac{3}{32} Q_\mu Q^\mu \right) = \frac{1}{4} \left( \tilde{R} - \frac{3}{4} \tilde{\nabla}_\mu Q^\mu - \frac{3}{32} Q_\mu Q^\mu \right) Q_\lambda \quad (5.12)$$

which is an equation containing only the non-metricity and the metric. Furthermore, it is easy to show that

$$Q_{\lambda\mu\nu} = \frac{1}{4} g_{\mu\nu} Q_\lambda \quad (5.13)$$

which is the case of a Weyl non-metricity. With this at hand, the affine connection is easily found to be

$$\Gamma^\lambda{}_{\mu\nu} = \tilde{\Gamma}^\lambda{}_{\mu\nu} + \frac{1}{2n} \left( 2\delta^\lambda_{(\nu} Q_{\mu)} - Q^\lambda g_{\mu\nu} \right) \quad (5.14)$$

where $\tilde{\Gamma}^\lambda{}_{\mu\nu}$ is the Levi-Civita connection.

From this point on let us be more specific and study the cosmological implication of this model. To this end we consider a spatially flat FLRW universe equipped with the metric

$$ds^2 = -dt^2 + a^2(t) \left( dx^2 + dy^2 + dz^2 \right) \quad (5.15)$$

for which the non-vanishing Christoffel (Levi-Civita) symbols are

$$\tilde{\Gamma}^0{}_{ij} = a \dot{a} \delta_{ij} \quad (5.16)$$

$$\tilde{\Gamma}^i{}_{j0} = \frac{\dot{a}}{a} \delta^i_j \quad (5.17)$$

and the Riemannian parts of the Ricci tensor and scalar can be easily computed

$$\tilde{R}_{00} = -\frac{3 \ddot{a}}{a} \quad (5.18)$$

$$\tilde{R}_{ij} = 6 \left[ \frac{\ddot{a}}{a} + \left( \frac{\dot{a}}{a} \right)^2 \right] g_{ij} \quad (5.19)$$
Note now that the only non-vanishing component of non-metricity in such a universe is $Q_0 = Q(t)$ (since $Q_i$ defines a direction and therefore must identically vanish). Then, (5.10) can be directly integrated to give
\[ R = Ce^{\frac{1}{4}\int Q dt} \] (5.20)
which may be expanded to give
\[ 6(\dot{H} + 2H^2) + \frac{3}{4}\ddot{Q} + \frac{9}{4}HQ + \frac{3}{32}Q^2 = Ce^{\frac{1}{4}\int Q dt} \] (5.21)
Furthermore, taking the 00-component of the field equations we have
\[ R_{00} - \frac{1}{4}g_{00}R = 0 \Rightarrow \]
\[ \frac{\ddot{a}}{a} = \frac{C}{12}e^{\frac{1}{4}\int Q dt} - \frac{\dot{Q}}{8} - \frac{1}{8}HQ \] (5.22)
or
\[ (\dot{H} + H^2) + \frac{\dot{Q}}{8} + \frac{1}{8}HQ = \frac{C}{12}e^{\frac{1}{4}\int Q dt} \] (5.23)
where we have used the fact that for Weyl non-metricity, the full Ricci tensor reads:\]
\[ R_{\mu\nu} = \tilde{R}_{\mu\nu} + \frac{1}{2n} \left( \tilde{\nabla}_\mu Q_\nu + \tilde{\nabla}_\nu Q_\mu - (\tilde{\nabla}_\alpha Q^\alpha)g_{\mu\nu} \right) - \frac{1}{2} \tilde{\nabla}_\nu Q_\mu \]
\[ + \frac{(n-2)}{(2n)^2} \left( Q_\mu Q_\nu - (Q_\alpha Q^\alpha)g_{\mu\nu} \right) \] (5.24)
From which, we get the component:\]
\[ R_{00} = \tilde{R}_{00} - \frac{3}{8}(\dot{Q} + HQ) \] (5.25)
Now, upon combining (5.21) and (5.23), we arrive at
\[ H^2 + \frac{HQ}{4} + \frac{Q^2}{64} = \frac{C}{12}e^{\frac{1}{4}\int Q dt} \] (5.26)
Observing now that the terms at the left hand side form a complete square, the latter can be written as
\[ \left( H + \frac{Q}{8} \right)^2 = \frac{C}{12}e^{\frac{1}{4}\int Q dt} \] (5.27)
\[ ^4 \text{This is easily seen by decomposing the connection into the Levi-Civita plus the contribution for torsion and then substituting the result into the decomposition of the full Ricci tensor in terms of its Riemannian and non-metric part.} \]
\[ ^5 \text{We also set } n = 4 \text{ for the spacetime dimension.} \]
which gives

\[ H = H_0 e^{\frac{1}{2} \int Q dt} - \frac{Q}{8} \]  

(5.28)

where \( H_0 \) is a constant that can be both positive or negative. Note now that this is exactly the same expression, for the Hubble parameter, with the one found in [21] upon the exchange \( T \leftrightarrow \frac{2}{3} Q \). We comment more on this duality and make it more clear in what follows. Let us now find solutions for the scale factor.

**Solutions**

Integrating (5.28) for a general function \( Q(t) \) we get for the scale factor

\[ a(t) = a_0 e^{\Lambda(t)} \]  

(5.29)

where \( a_0 \) is another integration constant and

\[ \Lambda(t) = \int \left[ H_0 e^{\frac{1}{2} \int Q dt} - \frac{Q}{8} \right] dt \]  

(5.30)

which is the most general solution. Let us now assume that the non-metric component is constant, that is \( Q(t) = Q_0 \), then the above reads

\[ a(t) = a_0 e^{\frac{8H_0}{Q_0} Q_0 t - \frac{Q_0}{8} t} \]  

(5.31)

which is a non-metric cosmological expansion! It is interesting to note that one gets accelerated expansion even when there is on non-metricity \( Q_\mu = 0 \). Indeed, looking at (5.10) we see that for \( Q_\mu = 0 \) one gets \( \partial_\mu R = 0 \Rightarrow R = constant = \tilde{R} \). Then, we effectively have a cosmological constant sourced solely by the curvature scalar \( \tilde{R} \) as can be easily seen by the field equations

\[ \tilde{R}_{\mu\nu} = \frac{\tilde{R}}{4} g_{\mu\nu} = \Lambda g_{\mu\nu} \]  

(5.32)

where we have set \( \Lambda = \frac{\tilde{R}}{4} \). Then, assuming that \( \tilde{R} > 0 \), the solutions for the Hubble parameter and the scale factor read

\[ H = H_0 = \sqrt{\frac{\tilde{R}}{12}} = \sqrt{\frac{\Lambda}{3}} \]  

(5.33)

\[ a(t) = a_0 e^{H_0(t-t_0)} \]  

(5.34)

Note, of course, that the above cannot be regarded as a realistic cosmological model since we have a free function \((Q(t))\) in our Theory due to the conformal nature of the \( R^2 \) term. We do however consider it as a useful toy model to illustrate the connection between torsion and non-metricity, for simple models on a cosmological context.
Impact on vector’s lengths

As we know the presence of non-metricity changes the lengths of vectors (when the vector is parallely transported along a given curve) according to

$$\frac{d(w^\mu w_\mu)}{d\lambda} = -Q_{\alpha\mu\nu} \frac{dx^\alpha}{d\lambda} w^\mu w^\nu$$  \hspace{1cm} (5.35)

As we showed, in our case the non metricity takes the simple Weyl form

$$Q_{\alpha\mu\nu} = \frac{1}{4} Q_\alpha g_{\mu\nu}$$  \hspace{1cm} (5.36)

for which the above is written as

$$dl = -\frac{1}{4} l Q_\alpha d x^\alpha$$  \hspace{1cm} (5.37)

where $l = w^\mu w_\mu$. The later is easily integrated to give

$$l \propto e^{-\frac{1}{4} \int Q_\mu dx^\mu}$$  \hspace{1cm} (5.38)

and in the case of an FLRW universe

$$l \propto e^{-\frac{1}{4} \int Q_0(t) dt}$$  \hspace{1cm} (5.39)

and for the particular case where $Q_0(t) = Q_0 = cnst.$ takes the form

$$l = l_0 e^{-\frac{Q_0}{4} t}$$  \hspace{1cm} (5.40)

5.2 Torsion-Non metricity duality

Note that in our previous model, the Ricci scalar decomposition in terms of its Riemannian and non metric parts is given by

$$R = \tilde{R} - \frac{3}{4} \nabla_\mu Q^\mu - \frac{3}{32} Q_\mu Q^\mu$$  \hspace{1cm} (5.41)

or

$$R = \tilde{R} + \frac{3}{4} \dot{Q} + \frac{9}{4} HQ + \frac{3}{32} Q^2$$  \hspace{1cm} (5.42)

Now we state that this expression is dual to the one (which had only torsion) appearing in [] which was found there to be

$$R = \tilde{R} + 2 \dot{T} + 6 H T + \frac{2}{3} T^2$$  \hspace{1cm} (5.43)
Indeed, it can be easily seen that one maps to another by making the exchange

\[ T \leftrightarrow \frac{3}{8} Q \]  

(5.44)

This duality not only holds for an FLRW geometry but for any other geometry as can be easily seen from the general Ricci scalars

\[ R = \tilde{R} - 2\tilde{\nabla}_\mu T^\mu - \frac{2}{3} T^\mu T^\mu \]  

(5.45)

\[ R = \tilde{R} - \frac{3}{4} \tilde{\nabla}_\mu Q^\mu - \frac{3}{32} Q^\mu Q^\mu \]  

(5.46)

with the exchange

\[ T^\mu \leftrightarrow \frac{3}{8} Q^\mu \]  

(5.47)

for a general dimension \( n \) the latter is generalized to

\[ T^\mu \leftrightarrow \frac{n - 1}{2n} Q^\mu \]  

(5.48)

We should point out that this \( T^\mu \) vector that appears in [21] is related to the torsion vector through \( T^\mu = 2S^\mu \), so the duality really looks like

\[ S^a \leftrightarrow \frac{n - 1}{4n} Q^a \]  

(5.49)

Note now that this duality\(^6\) can also be seen when one is looking at the autoparallel equation. In the case of torsion the connection is found to be

\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} - \frac{2}{n - 1}\left(S^\lambda g_{\mu\nu} - S^\lambda \delta^\lambda_{\nu}\right) \]  

(5.50)

so that the autoparallel equation is

\[ \ddot{x}^a + \tilde{\Gamma}^a_{\mu\nu} \dot{x}^\mu \dot{x}^\nu = -\frac{2}{n - 1}(S^a \dot{x}^\mu) \dot{x}^\mu + \frac{2}{n - 1} S^a \dot{x}^2 \]  

(5.51)

where \( \dot{x}^2 = g_{\mu\nu} \dot{x}^\mu \dot{x}^\nu \) and the dot represents differentiation with respect to the affine parameter \( \lambda \). In the non-metric case the connection is

\[ \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} - \frac{1}{2n}\left(Q^\lambda g_{\mu\nu} - 2Q_{(\mu}\delta^\lambda_{\nu)}\right) \]  

(5.52)

with autoparallels

\[ \ddot{x}^a + \tilde{\Gamma}^a_{\mu\nu} \dot{x}^\mu \dot{x}^\nu = -\frac{1}{n}(Q^a \dot{x}^\mu) \dot{x}^\mu + \frac{1}{2n} Q^a \dot{x}^2 \]  

(5.53)

\(^6\)Similar dualities of torsion and non-metricity have reported previously in the literature [58, 16]. Note however that such dualities arise only when the theories at hand are projective invariant.
Note now that in both cases the first term on the right hand side of the autoparallel equation is of the form \( f(\lambda) \dot{x}^a \) which as we know can be dropped by a re-parametrization of the curve. So we see that the duality is also apparent in the autoparallel equation when one exchanges

\[
\frac{2}{n-1} S^a \leftrightarrow \frac{1}{2n} Q^a \tag{5.54}
\]

As far as the Ricci tensors are concerned, when only torsion is present one has

\[
R_{\mu\nu} = \tilde{R}_{\mu\nu} - \frac{2(n-2)}{(n-1)} \tilde{\nabla}_\nu S_\mu - \frac{2}{(n-1)} (\tilde{\nabla}_\alpha S^\alpha) g_{\mu\nu} + 4 \frac{(n-2)}{(n-1)^2} \left[ S_\mu S_\nu - (S_\alpha S^\alpha) g_{\mu\nu} \right] \tag{5.55}
\]

while, when we have only non-metricity

\[
R_{\mu\nu} = \tilde{R}_{\mu\nu} + \frac{1}{2n} \left( \tilde{\nabla}_\mu Q_\nu + \tilde{\nabla}_\nu Q_\mu - (\tilde{\nabla}_\alpha Q^\alpha) g_{\mu\nu} \right) - \frac{1}{2} \tilde{\nabla}_\nu Q_\mu + \frac{(n-2)}{(2n)^2} \left( Q_\mu Q_\nu - (Q_\alpha Q^\alpha) g_{\mu\nu} \right) \tag{5.56}
\]

Next we ask the question, what happens when both torsion and non-metricity are present and find generalizations to the solutions we found so far.

### 5.3 Mixed Torsion and Non-metricity

As we have already pointed out, when one allows only torsion to be present (for \( f(R) = R^2 \)) one gets accelerated expansion due to the torsion vector \( S_\mu \) and it can be seen that the full Ricci scalar reads

\[
R = C e^{\frac{4}{n-1} \int S_\mu dx^\mu} \tag{5.57}
\]

while when only non-metricity is present

\[
R = C e^{\frac{1}{2} \int Q_\mu dx^\mu} \tag{5.58}
\]

Now let us see what happens for a general \( f(R) = R^{\frac{\gamma}{2}} \) theory in vacuum when both torsion and non-metricity are different from zero. Variation with respect to the metric gives

\[
n^n R^{\frac{n}{2}-1} \left( R_{\mu\nu} - \frac{R}{n} g_{\mu\nu} \right) = 0 \tag{5.59}
\]
and disregarding the trivial solution $R = 0$, the field equations follow

$$R_{(\mu\nu)} - \frac{R}{n} g_{\mu\nu} = 0$$  \hspace{1cm} (5.60)$$

Varying with respect to the affine connection we get

$$-\nabla_\lambda (\sqrt{-g} g^{\mu\nu} R^{n/2-1}) + \nabla_\sigma (\sqrt{-g} g^{\mu\sigma} R^{n/2-1}) \delta_\nu^\lambda$$  \hspace{1cm} (5.61)$$

$$+ 2\sqrt{-g} R^{n/2-1}(S_\lambda g^{\mu\nu} - S^{\mu} \delta_\nu^\lambda + g^{\mu\sigma} S_\sigma_\nu) = 0$$  \hspace{1cm} (5.62)$$

and after some contractions it follows that

$$\frac{\partial_\nu R}{R} = \frac{1}{n} Q_\mu + \frac{4}{n-1} S_\mu$$  \hspace{1cm} (5.63)$$

which can be directly integrated to give

$$R = C e^{\int\left(\frac{1}{n} Q_\nu + \frac{4}{n-1} S_\nu\right) dx_\mu}$$  \hspace{1cm} (5.64)$$

After some lengthy calculations, we can also solve for the affine connection

$$\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{1}{2n} \left( \delta^\lambda_\nu \left( Q_\mu + \frac{4n}{n-1} S_\mu \right) - g_{\mu\nu} \left( Q^\lambda + \frac{4n}{n-1} S_\mu \right) \right) + \frac{1}{2} \delta^\lambda_\mu \tilde{Q}_\nu$$  \hspace{1cm} (5.65)$$

Note now that the last term containing $\tilde{Q}_\nu$ can be ignored due to the invariance of our starting action under projective transformations. Defining

$$w_\mu := \frac{1}{n} Q_\mu + \frac{4}{n-1} S_\mu = \frac{\partial_\mu R}{R}$$  \hspace{1cm} (5.66)$$

and dropping the last term, the latter may also be written as

$$\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \frac{1}{2} \left( \delta^\lambda_\nu w_\mu - g_{\mu\nu} w^\lambda \right)$$  \hspace{1cm} (5.67)$$

We should stress out from this final result, that there exists a possibility where we can have both torsion and non-metricity but their contributions in $w_\mu$ be such that they cancel out. This happens when $\frac{1}{n} Q_\mu + \frac{4}{n-1} S_\mu = 0$. Then, one has effectively a Riemannian space with the usual Levi-Civita connection. Also, using the above definitions, the Ricci tensor and scalar are decomposed according to

$$R_{\mu\nu} = \tilde{R}_{\mu\nu} - \frac{(n-2)}{2} \tilde{\nabla}_\nu w_\mu - \frac{1}{2} \left( \tilde{\nabla}_\alpha w^\alpha \right) g_{\mu\nu} + \frac{(n-2)}{4} \left[ w_\mu w_\nu - (w_\alpha w^\alpha) g_{\mu\nu} \right]$$  \hspace{1cm} (5.68)$$

$$R = \tilde{R} + (1 - n) \tilde{\nabla}_\mu w^\mu - \frac{(n-2)(n-1)}{4} w_\mu w^\mu$$  \hspace{1cm} (5.69)$$
Notice that for vanishing torsion \( S_\mu = 0 \) the above Ricci scalar reduces to (5.40) while when non-metricity is zero \( Q_\mu = 0 \) it reduces to (5.45). As far as the Ricci tensor is concerned, for vanishing torsion one gets (5.56)\(^9\) and for vanishing non-metricity (5.55). Having these, we can again find the evolution of the Hubble parameter

\[ H = H_0 e^{\frac{1}{2} \int \omega dt - \frac{w}{2}} \]  

(5.70)

where \( w = w_0 \).

### 5.4 Torsion/Non-Metricity interrelation

As we saw above, a geometry with vectorial torsion and zero non-metricity seems to have the same effects with a geometry that has Weyl non-metricity (i.e. vectorial form) and zero torsion. In fact this is always true if the theory at hand has projective invariance. This has been mentioned sometimes in the literature but no mathematical proof of the equivalence was ever given. We will now state and prove this equivalence for the first time in the literature (at least to our knowledge). So, we state and prove the following proposition.

**Proposition.** A projective invariant theory of gravity with vectorial torsion and zero non-metricity can be switched with a torsionless theory with Weyl non-metricity, by means of a projective transformation of the affine connection, and vice versa:

\[
S_{\mu\nu}^{\lambda} = 2 \frac{n-1}{n-2} S_{[\mu|\delta_\nu]} \quad Q_{\alpha\mu\nu} = 0 \iff S_{\mu\nu}^{\lambda} = 0 \quad Q_{\alpha\mu\nu} = \frac{Q_\alpha}{n} g_{\mu\nu}
\]  

(5.71)

**Proof:** Let us first prove the \( \Rightarrow \) \( \Rightarrow \) part. Starting with

\[
S_{\mu\nu}^{\lambda} = 2 \frac{n-1}{n-2} S_{[\mu|\delta_\nu]} \quad Q_{\alpha\mu\nu} = 0
\]  

(5.72)

let us perform the projective transformation (since our theory is respects projective invariance by assumption)

\[
\Gamma_{\mu\nu}^{\lambda} \rightarrow \hat{\Gamma}_{\mu\nu}^{\lambda} = \Gamma_{\mu\nu}^{\lambda} + \delta_{\mu}^{\lambda} \xi_{\nu}
\]  

(5.73)

Then, the torsion tensor transforms as

\[
\hat{S}_{\mu\nu}^{\lambda} = \frac{1}{n-1} \left( S_{\mu}^{\lambda} - \frac{n-1}{2} \xi_{\mu} \right) \delta_{\nu}^{\lambda} - \frac{1}{n-1} \left( S_{\nu}^{\lambda} - \frac{n-1}{2} \xi_{\nu} \right) \delta_{\mu}^{\lambda}
\]  

(5.74)

\(^9\)Note that in order to prove this one also needs to use the fact that because \( Q_\mu \) is exact \( (Q_\mu \propto \partial_\mu \ln |R|) \), it holds that \( \nabla_{[\nu} w_{\mu]} = 0 \) and therefore in this case the Ricci tensor is symmetric.
From which we see that for the gauge choice

$$\xi_{\mu} = \frac{2}{n-1} S_{\mu}$$

we have

$$\hat{S}_{\mu}^{\lambda} = 0$$

and

$$\hat{Q}_{\nu\alpha\mu} = 2N_{(\alpha\nu)\mu} = 2g_{\alpha\mu}\xi_{\nu} \Rightarrow \hat{Q}_{\alpha\mu\nu} = \frac{4}{n-1} S_{\alpha}g_{\mu\nu}$$

which is the case of a Weyl non-metricity with Weyl vector $Q_{\mu} = \frac{4n}{n-1} S_{\mu}$ and vanishing torsion. Conversely ($"\Leftarrow"$), starting with

$$S_{\mu}^{\lambda} = 0 ; Q_{\alpha\mu\nu} = \frac{Q_{\alpha}}{n} g_{\mu\nu}$$

and performing a projective transformation but now for the gauge choice

$$\xi_{\mu} = -\frac{1}{2n} Q_{\mu}$$

leaves us with

$$\hat{Q}_{\alpha\mu\nu} = 0$$

$$\hat{S}_{\mu}^{\lambda} = \delta_{[\mu}^{\lambda} \xi_{\nu]} = \frac{1}{2n} Q_{[\mu} \delta^{\lambda}_{\nu]}$$

which is the case of a metric theory with vectorial torsion! So, to conclude when we have very restricted forms of torsion and non-metricity, torsion and non-metricity can be exchanged with one another and therefore the effect of torsion is the same with that of non-metricity. Of course this is not true for general forms of torsion and non-metricity since the non-metricity tensor has more degrees of freedom from the torsion tensor. However, as we have seen for restricted forms the two are related. To state it one more time, a projective invariant theory with vectorial torsion and zero non-metricity can be traded by a (projective invariant) theory with Weyl non-metricity and zero torsion. Note that projective invariance is key here.
Chapter 6

Cosmology with Torsion and Non-metricity

In this Chapter we study to some degree the kinematics of torsion and non-metricity firstly for general spacetimes and then for FLRW Cosmologies. We then derive the allowed forms of torsion and non-metricity that can live in such highly symmetric Cosmological spacetimes. In addition we obtain, for the first time, the form of fixed length vector non-metricity that is allowed in FLRW spacetimes. We find cosmological solutions of universes with torsion and also derive, for the first time in the literature, the modified Friedmann equations in the presence of non-metricity.

6.1 Kinematics with Torsion and Non-Metricity

In this section we wish to study how does the time projected continuity equation

\[ u_\nu \nabla_\mu T^{\mu\nu} = 0 \]  

(6.1)

modify in the presence of torsion and non-metricity and then apply our results in Cosmology. In Einstein’s Gravity this is a direct consequence of the contracted Bianchi identities \( \nabla_\mu G^{\mu\nu} = 0 \) where \( G_{\mu\nu} \) is the Einstein tensor\(^1\)

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{R}{2} g_{\mu\nu} \]  

(6.2)

\(^1\)In Riemannian Geometry \( R_{\mu\nu} R^{\mu\nu} \).
and any quantity that appears is purely Riemannian. Now, when torsion and non-metricity are present, the Bianchi identities have a more complicated form\[^2\] and one expects to have an equation that goes like

\[
u_\nu \nabla_\mu T^{\mu \nu} = \nabla_\mu T^{\mu \nu} = \nabla_\mu \left( R^{(\mu \nu)} - \frac{R}{2} g^{\mu \nu} \right) =
\]

\[\text{Torsion + NonMetricity Terms} \neq 0\] (6.3)

In what follows we find exactly what the right hand terms look like firstly when one allows torsion (but with vanishing non-metricity) and later when one allows non-metricity (but with vanishing torsion). The entire analysis is done for the case when the Field equations are formalistically the same with Einstein Equations

\[G_{\mu \nu} \equiv R_{(\mu \nu)} - \frac{R}{2} g_{\mu \nu} = \kappa T_{\mu \nu}\] (6.4)

but with the quantities appearing in it having both the Riemannian and non-Riemannian contributions. So, let’s start with torsion.

### 6.1.1 Kinematics with Torsion

Let us consider the Einstein-Cartan model of Gravity, that is a torsion-full and metric theory of gravity given by

\[S = \frac{1}{2\kappa} \int d^4 x \sqrt{-g} R + S_M[g_{\mu \nu}, \Gamma^\lambda_{\alpha \beta}]\] (6.5)

Variation with respect to the metric tensor gives the modified torsion-full Einstein equations

\[G_{\mu \nu} \equiv R_{(\mu \nu)} - \frac{R}{2} g_{\mu \nu} = \kappa T_{\mu \nu}\] (6.6)

Note now that in Einstein equations only the symmetric part of the Ricci tensor contributes. The covariant derivative of the above reads

\[\kappa \nabla^\mu T_{\mu \nu} = \nabla^\mu G_{\mu \nu}\] (6.7)

where \(\nabla^\mu G_{\mu \nu} \neq 0\), and depends on torsion. Let us find the kinematics of the latter in the case of a perfect fluid

\[T_{\mu \nu} = \rho u_\mu u_\nu + p h_{\mu \nu}\] (6.8)

\[^2\]Of course their Riemannian parts themselves satisfy all the identities of Einstein’s Gravity but the quantities appearing in the field equations are the total ones with torsion and non-metric contributions too. These satisfy sets of identities that are much more complicated than their Riemannian counterparts.
where $u_\mu$ is an observers’ 4-velocity and $h_{\mu\nu} = g_{\mu\nu} + u_\mu u_\nu$ the projective tensor. For such a fluid, we readily derive

$$\nabla^\mu T_{\mu\nu} = \left[ \dot{\rho} + \Theta (\rho + p) \right] u_\nu + (\rho + p) A_\nu + D_\nu p$$

(6.9)

Now, regarding the part involving the Einstein tensor we proceed as follows. By contracting the Bianchi identities we obtain

$$\nabla^\mu \left( R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} \right) = -(2 R^\alpha_\beta S_{\nu\alpha\beta} + R_{\alpha\beta\lambda\nu} S^{\alpha\beta\lambda})$$

(6.10)

where $R_{\mu\nu}$ is now the full Ricci tensor (both symmetric and antisymmetric parts). Decomposing

$$R_{\mu\nu} = R_{(\mu\nu)} + R_{[\mu\nu]}$$

(6.11)

and using the fact that

$$R_{[\mu\nu]} = \nabla^\alpha S_{\mu\nu\alpha} + 2 S_\nu - \nabla^\mu S_{\nu\mu} - 2 \nabla^\mu (S_{\nu\mu\alpha} S^\alpha)$$

(6.12)

where $S_\mu \equiv S_{\mu\lambda}^\lambda$, it follows that

$$\nabla^\mu G_{\mu\nu} + \nabla^\mu R_{[\mu\nu]} = -(2 R^\alpha_\beta S_{\nu\alpha\beta} + R_{\alpha\beta\lambda\nu} S^{\alpha\beta\lambda}) \Rightarrow$$

$$\nabla^\mu G_{\mu\nu} = -\left[ \nabla^\mu \nabla^\alpha S_{\mu\nu\alpha} + \Box S_\nu - \nabla^\mu \nabla_\nu S_\mu - 2 \nabla^\mu (S_{\nu\mu\alpha} S^\alpha) + 2 R^\alpha_\beta S_{\nu\alpha\beta} + R_{\alpha\beta\lambda\nu} S^{\alpha\beta\lambda} \right]$$

(6.13)

Combining this with (6.7) and (7.66) it follows that

$$\kappa \left[ \dot{\rho} + \Theta (\rho + p) \right] u_\nu + \kappa (\rho + p) A_\nu + \kappa D_\nu p =$$

$$= -\left[ \nabla^\mu \nabla^\alpha S_{\mu\nu\alpha} + \Box S_\nu - \nabla^\mu \nabla_\nu S_\mu - 2 \nabla^\mu (S_{\nu\mu\alpha} S^\alpha) + 2 R^\alpha_\beta S_{\nu\alpha\beta} + R_{\alpha\beta\lambda\nu} S^{\alpha\beta\lambda} \right]$$

(6.14)

Projecting this along $u^\nu$ we have

$$\kappa \left[ \dot{\rho} + \Theta (\rho + p) \right] = \left[ \nabla^\mu \nabla^\alpha S_{\mu\nu\alpha} + \Box S_\nu - \nabla^\mu \nabla_\nu S_\mu - 2 \nabla^\mu (S_{\nu\mu\alpha} S^\alpha) \right] u^\nu$$

$$+ 2 R^\alpha_\beta S_{\nu\alpha\beta} u^\nu + R_{\alpha\beta\lambda\nu} S^{\alpha\beta\lambda} u^\nu$$

(6.15)

Note now that one would like to fully eliminate the last two terms (Riemann tensor depended) appearing on the RHS of the above and solely express everything in terms of torsion. Let us see how we can deal with the first one. We start by decomposing

$$2 R^\alpha_\beta S_{\nu\alpha\beta} u^\nu = 2 R^{[\alpha\beta]} S_{\nu\alpha\beta} u^\nu + 2 R^{(\alpha\beta)} S_{\nu\alpha\beta} u^\nu$$

(6.16)
Now, since the form of $R_{[\alpha\beta]}$ is known, the first term on the RHS of the latter is written as

$$2R^{[\alpha\beta]}S_{\nu\alpha\beta}u^\nu = 2\left[\nabla_\alpha S_{\mu}^{\phantom{\mu}\alpha} + 2\nabla_{[\mu}S_{\nu]} - 2S_{\mu}^{\phantom{\mu}\alpha}S^\alpha_{\alpha}\right]S^{\lambda\mu\nu}u_\lambda$$  \hspace{1cm} (6.17)

So long as the second one is concerned, we start by writing down the field equations

$$R^{(\alpha\beta)} - \frac{1}{2}Rg^{\alpha\beta} = \kappa T^{\alpha\beta}$$  \hspace{1cm} (6.18)

which when contracted with $S_{\nu\alpha\beta}$ yield

$$R^{(\alpha\beta)}S_{\nu\alpha\beta} - \frac{1}{2}RS_\nu = \kappa T^{\alpha\beta}S_{\nu\alpha\beta}$$  \hspace{1cm} (6.19)

and upon using

$$R = \kappa(\rho - 3p)$$  \hspace{1cm} (6.20)

along with

$$T^{\alpha\beta}S_{\nu\alpha\beta} = (\rho + p)S_{\nu\alpha\beta}u^\alpha u^\beta + pS_\nu$$  \hspace{1cm} (6.21)

we obtain

$$2R^{(\alpha\beta)}S_{\nu\alpha\beta} = \kappa\left[2(\rho + p)S_{\nu\alpha\beta}u^\alpha u^\beta + (\rho - p)S_\nu\right]$$  \hspace{1cm} (6.22)

Now, contract with $u^\nu$ to finally arrive at

$$2R^{(\alpha\beta)}S_{\nu\alpha\beta}u^\nu = \kappa(\rho - p)S_\nu u^\nu$$  \hspace{1cm} (6.23)

where we have used the fact that $S_{\nu\alpha\beta}u^\nu u^\alpha u^\beta = 0$ since $S_{\nu\alpha\beta}$ is antisymmetric in $\nu, \alpha$ and $u^\nu u^\alpha u^\beta$ fully symmetric in all its indices. Now we want to deal with the term $R_{\alpha\beta\lambda\nu}S^{\alpha\beta\lambda}u^\nu$.

Note that the fact that the index contracted with $u^\nu$ is the last one\(^3\) makes this term more elaborate to work with. A way to proceed goes as follows. Take the antisymmetrized Riemann tensor and contract it with the torsion tensor to obtain

$$R_{\alpha[\beta\mu]}S^{\alpha\beta\mu} = \frac{1}{3}\left(R_{\alpha\beta\mu
u}S^{\alpha\beta\mu} + R_{\alpha\nu\beta\mu}S^{\alpha\beta\mu} + R_{\alpha\mu\beta\nu}S^{\alpha\beta\mu}\right)$$  \hspace{1cm} (6.24)

Circularly permuting $\alpha \rightarrow \mu \rightarrow \beta \rightarrow \alpha$ in the torsion tensor, we also have

$$R_{\alpha[\beta\mu]}S^{\mu\alpha\beta} = \frac{1}{3}\left(R_{\alpha\mu\beta\nu}S^{\mu\alpha\beta} + R_{\alpha\nu\beta\mu}S^{\mu\alpha\beta} + R_{\alpha\mu\beta\nu}S^{\mu\alpha\beta}\right)$$  \hspace{1cm} (6.25)

and permuting once more

$$R_{\alpha[\beta\mu]}S^{\beta\mu\alpha} = \frac{1}{3}\left(R_{\alpha\beta\mu\nu}S^{\beta\mu\alpha} + R_{\alpha\nu\beta\mu}S^{\beta\mu\alpha} + R_{\alpha\mu\beta\nu}S^{\beta\mu\alpha}\right)$$  \hspace{1cm} (6.26)

\(^3\)If it were the second one (or the first one) we could have readily eliminate it by the very definition of the Riemann tensor (antisymmetrized covariant derivative acting on $u^\nu$).
Now, using the symmetries of both the Riemann and torsion tensor and some relabeling of the dummy indices, the last two equations may be written as

\[ R_\alpha [\beta \mu \nu] S^{\alpha \beta \mu} = \frac{1}{3} \left( R_{\alpha \nu \beta \mu} S^{\alpha \beta \mu} + R_{\alpha \nu \beta \mu} S^{\beta \mu \alpha} + R_{\alpha \nu \beta \mu} S^{\beta \mu \alpha} \right) \]  \hspace{1cm} (6.27)

and

\[ R_\alpha [\beta \mu \nu] S^{\beta \mu \alpha} = \frac{1}{3} \left( R_{\alpha \nu \beta \mu} S^{\alpha \beta \mu} + R_{\alpha \nu \beta \mu} S^{\beta \mu \alpha} + R_{\alpha \nu \beta \mu} S^{\beta \mu \alpha} \right) \]  \hspace{1cm} (6.28)

Combining all three\(^4\), we obtain

\[ R_\alpha \beta \mu \nu S^{\alpha \beta \mu} u_\nu = \frac{3}{2} \left( S^{\alpha \beta \mu} + S^{\mu \alpha \beta} - S^{\beta \mu \alpha} \right) \left( R_\alpha [\beta \mu \nu] u_\nu - \frac{1}{3} R_{\alpha \nu \beta \mu} u_\nu \right) \]  \hspace{1cm} (6.29)

Notice now, that the above combination of the torsion tensor is (up to a minus sign) exactly the contorsion tensor. More precisely, it holds that

\[ S^{\alpha \beta \mu} + S^{\mu \alpha \beta} - S^{\beta \mu \alpha} = -K^{\mu \alpha \beta} \]  \hspace{1cm} (6.30)

so that

\[ R_\alpha \beta \mu \nu S^{\alpha \beta \mu} u_\nu = K^{\mu \alpha \beta} \left( \frac{1}{2} R_{\alpha \nu \beta \mu} u_\nu - \frac{3}{2} R_{\alpha \nu \beta \mu} u_\nu \right) \]  \hspace{1cm} (6.31)

From this point on is simply a matter of application of identities to express everything in terms of torsion. Indeed, using

\[ R_\alpha \beta \mu \nu = -2 \nabla_{[\beta} S^{\mu \nu]} - 4 S^{\lambda \nu}_{\beta \lambda} u_{\nu} \]  \hspace{1cm} (6.32)

along with

\[ 2 \nabla_{[\alpha} \nabla_{\beta]} u_\mu = R^\mu_{\nu \alpha \beta} u_\nu + 2 S_{\alpha \beta \nu} \nabla_\nu u_\mu \Rightarrow \]

\[ R^\mu_{\nu \alpha \beta} u_\nu = 2 \left( \nabla_{[\alpha} \nabla_{\beta]} - S_{\alpha \beta \nu} \nabla_\nu \right) u_\mu \]  \hspace{1cm} (6.33)

it follows that

\[ R_\alpha \beta \mu \nu S^{\alpha \beta \mu} u_\nu = K^{\mu \alpha \beta} \left( \nabla_{[\beta} \nabla_{\mu]} S^{\lambda \nu}_{\alpha \lambda} u_{\alpha} + 3 u_\nu (\nabla_{[\beta} S^{\lambda \mu \nu}_{\alpha \lambda} + 2 S^{\lambda \mu \nu}_{[\beta \lambda} S^{\lambda \nu}_{\alpha]}) \right) \]

Substituting all the above in (6.15) we finally arrive at

\[ \kappa \left( \dot{\rho} + \Theta (\rho + p) \right) = (u^\nu \nabla_\mu + 2 u_\lambda S^{\lambda \mu \nu} (\nabla^\alpha S_{\mu \nu \alpha} + 2 \nabla_{[\mu} S_{\nu]} - 2 S_{\mu \nu \alpha} S^{\alpha}) + K^{\mu \alpha \beta} \left( \nabla_{[\beta} \nabla_{\rho]} - S^{\lambda \nu}_{\beta \lambda} \nabla_\nu \right) u_\alpha + 3 u_\nu (\nabla_{[\beta} S^{\lambda \mu \nu}_{\alpha \lambda} + 2 S^{\lambda \mu \nu}_{[\beta \lambda} S^{\lambda \nu}_{\alpha]}) \]

\[ + \kappa (\rho - p) S_\nu u_\nu \]  \hspace{1cm} (6.34)

\(^4\)That is subtracting the last one from the former two.
Note now that the latter can be generalized for any kind of matter that might be present in spacetime. Indeed, going back to our derivation one can easily check that the only term that was $T_{\mu\nu}$-dependent was $2R^{(\alpha\beta)}S_{\nu\alpha\beta}u^\nu$, which in the case of a general fluid takes the form

$$2R^{(\alpha\beta)}S_{\nu\alpha\beta}u^\nu = \kappa \left( -TS_{\nu}u^\nu + T^{\alpha\beta}u^\nu S_{\nu\alpha\beta} \right)$$

(6.35)
as can be easily seen by contracting the field equations

$$R^{(\alpha\beta)} - \frac{1}{2}Rg^{\alpha\beta} = \kappa T^{\alpha\beta}$$

(6.36)

with $u^\nu S_{\nu\alpha\beta}$. So, when no assumption about the matter filling the spacetime is made, the kinematic equation generalizes to

$$\kappa u^\nu \nabla^\mu T_{\mu\nu} = -\left( u^\nu \nabla^\mu + 2u_\lambda S^{\lambda\mu\nu} \right) \left( \nabla^\alpha S_{\mu\nu\alpha} + 2\nabla_{[\mu}S_{\nu]} - 2S_{\mu\nu\alpha} S^{\alpha} \right) - K^{\mu\nu\lambda\beta} \left[ \left( \nabla_{[\beta} \nabla_{\gamma]} - S_{\mu\beta} \nabla_{\lambda} \right) u_{\alpha} + 3u^\nu \left( \nabla_{[\beta} S_{\mu\nu\alpha]} + 2S_{[\beta\mu} S_{\nu\alpha]} \right) \right] - \kappa \left( -TS_{\nu}u^\nu + T^{\alpha\beta}u^\nu S_{\nu\alpha\beta} \right)$$

(6.37)

This is the kinematic’s equation generalization in the presence of torsion but with vanishing non-metricity. Next we do the same for non-vanishing non-metricity but zero torsion.

### 6.1.2 Kinematics of Non-metricity

Same way we did with torsion, we now consider a theory with non-metricity but vanishing torsion, that is given by

$$S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} R + S_M[g_{\mu\nu}, \Gamma^\lambda_{\alpha\beta}]$$

(6.38)

Variation with respect to the metric tensor gives the modified Einstein equations

$$G_{\mu\nu} \equiv R_{(\mu\nu)} - \frac{R}{2}g_{\mu\nu} = \kappa T_{\mu\nu}$$

(6.39)

which now contain non-metricity but vanishing torsion. Again, using the generalized Bianchi identities, we find

$$\nabla_{\mu}G^{\mu\nu} = C^\nu + (\tilde{Q}_{\mu} - \nabla_{\mu})R^{[\mu\nu]} - Q_{\rho\mu\beta}R^{\nu\beta} g^{\rho\nu} + (R^{[\mu\nu]} - Rg^{\mu\nu})\tilde{Q}_{\mu} - Q_{\rho\beta\mu} R^{\rho\beta\nu}$$

(6.40)

where

$$C^\nu = \nabla_{\mu} \left( g^{\mu\lambda} g^{\rho\nu} g^{\kappa\alpha} \left. \nabla_{[\kappa} Q_{\rho]\kappa \lambda] \right) \right) + Q^{\alpha\rho\nu} g^{\mu\lambda} \nabla_{[\kappa} Q_{\rho]\mu\alpha}$$

(6.41)
We now wish to express everything that appears at the right hand side, in terms of non-metricity. So, what we want to do again, is to express the Riemann tensor and its contractions in terms of the non-metricity and maybe matter \((T_{\mu\nu})\). In pretty much the same way as we did with torsion, using the generalized curvature identities and the field equations, after some heavy calculations we arrive at

\[
 u_\nu \nabla_\mu G^{\mu\nu} = \kappa \left[ T^{\mu\nu} (\tilde{Q}_\mu u_\nu - u^\alpha Q_{\alpha\mu\nu}) + \frac{T}{2} (\tilde{Q}_\mu + Q_\mu) u^\mu \right] \\
 - Q^{\mu\alpha\beta} \left[ u_\nu \left( 2 \nabla_{[\beta} Q_{\nu]\alpha\mu} - \nabla_{[\mu} Q_{\nu]\alpha\beta} \right) - 2 g_{\alpha\lambda} \nabla_{[\beta} \nabla_{\alpha]} u^\lambda \right] \\
 + u_\nu \left[ \nabla_\mu \left( g^{\mu\lambda} g^{\rho\nu} g^{\alpha\alpha} \left( \nabla_{[\rho} Q_{\nu]\kappa\lambda] \right) \right) + Q^{\alpha\mu\nu} g^{\mu\lambda} \nabla_{[\nu} Q_{\rho]\alpha] \right] \\
 + \frac{1}{2} u_\nu (\tilde{Q}_\mu - \nabla_\mu) \partial^{\mu} Q^\nu \tag{6.42}
\]

So, in this case the kinematic equation is

\[
 \kappa u_\nu \nabla_\mu T^{\mu\nu} = \kappa \left[ T^{\mu\nu} (\tilde{Q}_\mu u_\nu - u^\alpha Q_{\alpha\mu\nu}) + \frac{T}{2} (\tilde{Q}_\mu + Q_\mu) u^\mu \right] \\
 - Q^{\mu\alpha\beta} \left[ u_\nu \left( 2 \nabla_{[\beta} Q_{\nu]\alpha\mu} - \nabla_{[\mu} Q_{\nu]\alpha\beta} \right) - 2 g_{\alpha\lambda} \nabla_{[\beta} \nabla_{\alpha]} u^\lambda \right] \\
 + u_\nu \left[ \nabla_\mu \left( g^{\mu\lambda} g^{\rho\nu} g^{\alpha\alpha} \left( \nabla_{[\rho} Q_{\nu]\kappa\lambda] \right) \right) + Q^{\alpha\mu\nu} g^{\mu\lambda} \nabla_{[\nu} Q_{\rho]\alpha] \right] \\
 + \frac{1}{2} u_\nu (\tilde{Q}_\mu - \nabla_\mu) \partial^{\mu} Q^\nu \tag{6.43}
\]

and this is true for generic matter fields contained in \(T_{\mu\nu}\). Next we see some applications of the above considerations in Cosmology.

**FLRW Cosmology with Torsion**

Let us consider a flat universe filled with a fluid that generates torsion. The isotropy and homogeneity of such a space allow only one degree of freedom for torsion (call it \(\phi(t)\))

\[
 S_{0i}^j = \delta_i^j \dot{\phi}(t) \tag{6.44}
\]

or

\[
 S_{0ij} = g_{ij} \dot{\phi}(t) \tag{6.45}
\]

The modified Friedmann equations, in the presence of torsion, are then

\[
 \frac{\ddot{a}}{a} = -\frac{4\pi G}{3} (\rho + 3p) - 2\dot{\phi} \tag{6.46}
\]

\[
 \frac{\ddot{a}}{a} + \left( \frac{\dot{a}}{a} \right)^2 = -\frac{4\pi G}{3} (\rho + 3p) - 2(\dot{\phi} + 4\phi^2) - 6\frac{\dot{\phi}}{a} \tag{6.47}
\]
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and by subtracting the two, we get

\[
\left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi G}{3} \rho - 2 \left( 4\phi^2 + \frac{\dot{a}}{a} \phi \right)
\]  

(6.48)

Another combination, gives

\[
\dot{H} = -4\pi G(\rho + p) + 2(4\phi^2 - \dot{\phi} - H\phi)
\]  

(6.49)

Noticing now that

\[
h_{0i} = 0 = h_{00}
\]  

(6.50)

for a comoving observer, we can suggest for (6.45) the covariant form

\[
S_{\mu \nu \alpha} = 2u_{[\mu}h_{\nu]\alpha} \phi
\]  

(6.51)

Taking the above considerations into account, the continuity equation becomes

\[
\dot{\rho} + \Theta(\rho + p) = 3\phi(\rho - p) + \frac{24}{\kappa} H\phi^2
\]  

(6.52)

where

\[
\Theta \equiv \nabla_\mu u^\mu = 3H - 6\phi
\]  

(6.53)

Now, one might ask what is the physical significance of the scalar \(\phi\) torsional degree of freedom. If you assume that torsion is related to spin (which seems to be true) we can relate the torsion vector \(S_\alpha\) to a spin vector. Now, we can also observe that for the above ansatz for torsion, the torsion vector is written as

\[
S_\alpha = 3\phi u_\alpha
\]  

(6.54)

Notice now, that if the latter is regarded as a spin current (just as a regular current \(\vec{J} = \rho \vec{v}\)) we can see that \(3\phi\) is its spin density! As a result, spin conservation is ensured as long as

\[
\nabla^\alpha S_\alpha = 0
\]  

(6.55)

From which it follows the continuity equation for \(\phi\),

\[
\dot{\phi} + \Theta \phi = 0
\]  

(6.56)

\[A\text{ similar ansatz was given in}\ [59].\]
The latter closes the system of equations we need to solve to obtain solutions. To find a solution let us assume that \( \phi/H << 1 \), (and just focus on dust \( p = 0 \)) so that the system of equations becomes

\[
\dot{\phi} + \Theta \phi = 0 \Rightarrow (6.57)
\]
\[
\dot{\phi} + 3H \phi \approx 0 \quad (6.58)
\]
\[
\dot{\rho} + \Theta \rho \approx 3\phi \rho \quad (6.59)
\]
\[
(H + \phi)^2 \approx \frac{\kappa}{3} \rho \quad (6.60)
\]

Now, (6.58) can be directly integrated to give

\[
\phi = \frac{C_0}{a^3} \quad (6.61)
\]

Next we proceed by integrating (6.59) in two ways. First by eliminating \( \Theta \) (using the equation for \( \phi \))

\[
\dot{\rho} - \frac{\dot{\phi}}{\phi} \rho \approx 3\phi \rho \quad (6.62)
\]

which upon integration results in

\[
\frac{\rho}{\phi} = C_1 e^{\int \phi \, dt} \quad (6.63)
\]

and by expanding \( \Theta \),

\[
\dot{\rho} - 3H \rho \approx 9\phi \rho \quad (6.64)
\]

which leads to

\[
\rho a^3 = C_2 e^{9\int \phi \, dt} \quad (6.65)
\]

Combining the latter two equations, it follows that

\[
\rho = \frac{A}{a^3} \quad (6.66)
\]

where \( A = (C_0C_1)^{3/2}/\sqrt{C_2} \). Now, let us find the evolution of the scale factor. Upon using (6.60) we obtain

\[
H = \pm \sqrt{\frac{\kappa \sqrt{A}}{3 a^{3/2} - \frac{C_0}{a^3}}} \quad (6.67)
\]

and by separating variables and integrating we finally arrive at

\[
a^{3/2} + \frac{C_0}{\lambda} \ln \left( \lambda a^{3/2} - C_0 \right) = \frac{3\lambda}{2} t + C \quad (6.68)
\]
where \( \lambda = \pm \sqrt{\frac{2}{3}} \sqrt{A} \). Now, for a general barotropic fluid \( (p = w\rho) \) the solution of the system is

\[
\phi = \frac{C_0}{a^3} \quad (6.69)
\]

\[
\rho = \frac{B}{a^{3(1+w)}} \quad (6.70)
\]

which shows that when torsion is not strong enough \( (\phi H^{-1} \ll 1) \) the matter decouples and evolves as if torsion was not there.

### Radiation Solution

When radiation dominates the universe \( (w = 1/3) \) the solution for the scale factor reads

\[
C_1^2 t + C_2 = \frac{C_1}{2} a^2 + C_0 a + \frac{C_0}{C_1} \ln (c_1 a - C_0) \quad (6.71)
\]

where \( C_1, C_2 \) are integration constants. Notice that in this case the scale factor cannot become zero and its minimum value is \( a_{\text{min}} = C_0/C_1 \).

### Stiff matter solution

For a stiff matter model \( (w = 1) \) the solution is

\[
a(t) = \left[3(C_0 - C_1)t + 3C_2\right]^{1/3} \quad (6.72)
\]

and we see that in this case also the scale factor is nonzero for \( t = 0 \) in general (expect if \( C_2 = 0 \)).

### Inflation

When torsion is present, during inflation era, the universe expands as

\[
a(t) = \left[\frac{C_0}{C_1} + \frac{C_2}{C_1} e^{3C_1 t}\right]^{1/3} \quad (6.73)
\]

### Static Universe Solutions

Let us now study the case of a static universe scale factor-wise \( (\dot{a} = 0) \). The conservation equation for \( \phi \) then becomes

\[
\dot{\phi} = 6\phi^2 \quad (6.74)
\]
which when integrated, gives
\[ \phi(t) = \frac{1}{c_1 - 6t} \]  
(6.75)

Now, from Friedmann equation, we have
\[ \frac{\kappa}{3} \rho = 8 \phi^2 \Rightarrow \]
\[ \rho(t) = \frac{24}{\kappa} \frac{1}{(c_1 - 6t)^2} \]  
(6.76)

and from the continuity equation we find that
\[ p(t) = \frac{\dot{\rho}}{3 \phi} - 3 \rho = \frac{24}{\kappa} \frac{1}{(c_1 - 6t)^2} \]  
(6.77)

and we see that for such a universe the only possible matter form is stiff matter \((p = \rho)\)

### 6.2 Cosmology with non-metricity

Let us consider a flat \(FLRW\) cosmology with zero torsion but a non-vanishing non-metricity. As shown in [60] in such a universe the non-metricity tensor has three independent (a priori) degrees of freedom, call them \(A(t), B(t), C(t)\) and it holds that

\[ Q_{000} = A(t) \]  
(6.78)

\[ Q_{ij0} = \delta_{ij} \tilde{B}(t) = g_{ij} B(t) \]  
(6.79)

\[ Q_{0ij} = \delta_{ij} \tilde{C}(t) = g_{ij} C(t) \]  
(6.80)

Considering an Einstein-Hilbert action and the presence of a perfect fluid, the Friedmann equations with non-metricity are

\[ \ddot{a} a + \left( \frac{\dot{a}}{a} \right)^2 = -\frac{\kappa}{6} (-\rho + 3p) + \frac{1}{8} (C^2 + 6B^2 + AC + BC - 3AB) + \frac{3}{4} (\dot{B} - \dot{C}) \]  
(6.81)

\[ \ddot{a} a = -\frac{\kappa}{6} (\rho + 3p) - \frac{1}{2} \left[ \frac{\dot{a}}{a} A + \dot{B} + \frac{1}{2} (AB + C^2) \right] \]  
(6.82)

### 6.2.1 General form of the Non-metricity tensor in FLRW Universes

Let us now extend our previous considerations and derive the most general form that the non-metricity tensor can have in a general FLRW background (that is, for any value of the
curvature). To do so, consider an observer with 4-velocity $u^\mu$, then our building blocks for constructing $Q_{\alpha \mu \nu}$ can only be $\{u^\mu, g_{\mu \nu}\}$ and demanding symmetry in the last two indices of non-metricity, the only possible combinations will be

$$u_\alpha g_{\mu \nu}, \ g_{\alpha (\mu u_{\nu})}, \ u_\alpha u_\mu u_\nu$$  \hspace{1cm} (6.83)

and any of these combinations can have a factor in front of it that depends mostly on time (the $x^0 = t$ coordinate of the observer). These requirements leave no other choice than

$$Q_{\alpha \mu \nu} = F_1(t)u_\alpha g_{\mu \nu} + F_2(t)g_{\alpha (\mu u_{\nu})} + F_3(t)u_\alpha u_\mu u_\nu$$  \hspace{1cm} (6.84)

This is the most general form of the non-metricity tensor in FLRW Universes and is presented here for the first time in the literature. Note that in such a spacetimes, non-metricity is specified by three functions of time.

**Fixed Length Vectors in FLRW Universes**

As we have seen many times by now, one effect of the non-metricity is that it changes the length of any vector that lives in spacetime. However, a certain form of non-metricity can be found for which the space possesses what is known as fixed length vectors. This specific kind of non-metricity, as we have already seen, obeys

$$Q_{\alpha \mu \nu}v^\alpha v^\mu v^\nu = 0$$  \hspace{1cm} (6.85)

for any vector $v^\mu$, that is

$$Q_{(\alpha \mu \nu)} = 0$$  \hspace{1cm} (6.86)

namely, the completely symmetric part of non-metricity is zero. In a given spacetime, any non-metric configuration that respects (6.86) possesses fixed length vectors. Let us now find the general for for such a tensor in an FLRW spacetime. Firstly note that since the totally symmetric part of $Q_{\alpha \mu \nu}$ has to vanish, the term $u_\alpha u_\mu u_\nu$ has to be absent from (6.84) and therefore $F_3 = 0$ for this kind of non-metricity. Furthermore, expanding equation (6.85) we have

$$F_1 u^4 + F_2 u^4 = 0$$  \hspace{1cm} (6.87)

\[\text{Note that the length of any vector is fixed but the angle between two vectors will change due to non-metricity even for this special case.}\]
and for this to hold true for any \( u_\mu \) we must have \( F_2 = -F_1 \). Then, substituting this relation back in (6.84) we conclude that in an FLRW universe, with a fixed length non-metricity, the non-metricity tensor reads

\[
Q_{\alpha\mu\nu} = A(t) \left( u_\alpha g_{\mu\nu} - g_{\alpha(\mu} u_{\nu)} \right)
\]  

where \( A(t) = F_1(t) \). Therefore, in this universe the fixed length vector non-metricity evolution is determined by one time function.

\footnote{Again, as far as we know, this equation is presented for the first time in the literature here.}
Chapter 7

The Raychaudhuri Equation in Spaces with Torsion and Non-metricity

In this chapter we introduce and carefully develop the $1 + 3$ spacetime splitting for general non-Riemannian spaces. We therefore let the space possess generic torsion and non-metricity along with curvature and also allow the dimension to be arbitrary. Focusing on timelike observers, we identify and discuss the main differences between their kinematics and those of their counterparts living in standard Riemannian spacetimes. At the centre of our analysis lies the Raychaudhuri equation, which is the fundamental formula monitoring the convergence/divergence, namely the collapse/expansion, of timelike worldline congruences. To the best of our knowledge, we provide the most general expression so far of the Raychaudhuri equation, with applications to an extensive range of non-standard astrophysical and cosmological studies. Assuming that metricity holds, but allowing for nonzero torsion, we recover the results of analogous previous treatments. Focusing on non-metricity alone, we identify a host of effects that depend on the nature of the timelike congruence and on the type of the adopted non-metricity. We also demonstrate that in spaces of high symmetry one can recover the pure-torsion results from their pure non-metricity analogues, and vice-versa, via a simple ansatz between torsion and non-metricity. We then proceed to

\[1\text{ }\text{\textsuperscript{1}}\text{Forms of the Raychaudhuri equation with torsion have been developed in literature previously (see refs in what follows) however its form with non-metricity was not known until now. We derive here the most general expression with both torsion and non-metricity.}\]
derive the most generic equation for the evolution of vorticity. Some of the results of this
chapter we have published in [7].

7.1 Spacetime Splitting with Torsion and Non-Metricity

Let us generalize the 1 + 3 formulation in the presence of both torsion and non-metricity. The crucial thing now is that since non-metricity does not vanish, the length of every vector changes as one moves in spacetime. This has several important implications some of which include, the non-uniform passing of time for a co-moving observer, the fact that the velocity of the observer is no longer perpendicular to the acceleration (because the velocity is no longer of unit length) and the existence of two 'accelerations' as we shall see. In the following we define and use the needed set up for obtaining the expansion equation.

7.1.1 Velocity, acceleration and spatial projections

Let $u^\mu$ be the tangent vector of a curve and accordingly the 4-velocity of an observer, then the scalar $u_\mu u^\mu$ cannot be normalized to $-1$ (or 1) because the length of every vector changes in spacetime due to non-metricity. Therefore the normalization now reads

$$u_\mu u^\mu = g_{\mu\nu} u^\mu u^\nu = -l^2(x) \equiv -\phi(x)$$

(7.1)

with $u^\mu = \frac{dx^\mu}{dx}$. As we will see later this very equation tells us that now the 4-velocity and 4-acceleration of an observer are no longer perpendicular to each other. Let us define below the whole set up to be used in our analysis. First we define the observer’s spatial metric. The naive generalization

$$h_{\mu\nu} = g_{\mu\nu} + u_\mu u_\nu$$

(7.2)

does not seem to work here since the basic properties $h_{\mu\nu} u^\mu = 0 = h_{\mu\nu} u^\nu$ and $h_{\mu\nu} h^{\mu\nu} = n-1$ are not met. To fix this, we simply normalize the velocity term and define

$$h_{\mu\nu} = g_{\mu\nu} + \frac{u_\mu u_\nu}{l^2}$$

(7.3)

---

2 The Raychaudhuri equation in spaces with torsion has been presented in some previous works (see [61], [62], [63] for instance and for a spin fluid in [64] ) but for generic non-metricity no formula was ever given.
which now satisfies \( h_{\mu\nu}u^\mu = 0 = h_{\mu\nu}u^\nu \) and \( h_{\mu\nu}h^{\mu\nu} = n - 1 \) as can be easily checked. In addition, it also satisfies

\[
h_{\mu\alpha}h^{\nu\alpha} = h^{\nu}_{\phantom{\nu}\mu} = \delta^\nu_\mu + \frac{u_\mu u^\nu}{l^2} \tag{7.4}\]

We now define the projections along time and spatial space in the usual manner

\[
\dot{T}_{\alpha_1...\alpha_n}^{\beta_1...\beta_m} = u^\mu \nabla_\mu T_{\alpha_1...\alpha_n}^{\beta_1...\beta_m} \tag{7.5}
\]

\[
D_\mu T_{\alpha_1...\alpha_n}^{\beta_1...\beta_m} = h_\lambda^{\lambda} h_\gamma^{\alpha_1}...h_\delta^{\alpha_n} h_\delta^{\beta_1}...h_\delta^{\beta_m} \nabla_\lambda T_{\gamma_1...\gamma_n}^{\beta_1...\beta_m} \tag{7.6}
\]

respectively. With this at hand we can define the observer’s acceleration, but we have to be careful with the indices since the covariant derivative does not commute with the metric due to the presence of non-metricity. For this reason we devote a full subsection on the actual definition. Before doing so, let us first discuss some subtle points regarding the definition of the proper time and affine parametrization.

**Proper 'time' and Affine Parametrization**

When we defined the projection along time we defined it as (on a scalar for instance)

\[
\dot{F} = u^\mu \nabla_\mu F \tag{7.7}
\]

where

\[
u^\mu = \frac{dx^\mu}{d\lambda} \tag{7.8}
\]

is the tangent vector along the curve the observer follows, parametrized by the affine parameter \( \lambda \). We should stress out that for generic non-metricity this affine parameter cannot be the proper time, and the two coincide only when the theory possesses fixed length vectors\(^3\). To me more specific, given that

\[
g_{\mu\nu}u^\mu u^\nu = g_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = -l^2 \tag{7.9}
\]

and the definition of proper time

\[
d\tau^2 = -ds^2 = -g_{\mu\nu}dx^\mu dx^\nu \Rightarrow \frac{1}{l^2} = -g_{\mu\nu} \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau} \tag{7.10}
\]

\(^3\)Fixed length vectors can also exist in non-metric spaces given that the non-metricity tensor satisfies \( Q_{(\lambda\mu\nu)} = 0 \). This is certainly not true for Weyl non-metricity where \( Q_{\alpha\mu\nu} = 1/nQ_{\alpha}g_{\mu\nu} \).
By using the chain rule, it follows that
\[-l^2 = g_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = g_{\mu\nu} \frac{d\tau}{d\lambda} \frac{d\tau}{d\lambda} = - \left( \frac{d\tau}{d\lambda} \right)^2 \Rightarrow \]
\[\left( \frac{d\tau}{d\lambda} \right)^2 = l^2 \quad (7.11)\]
or
\[\left( \frac{d\tau}{d\lambda} \right) = l \quad (7.12)\]
and since \( l = l(x) \) is not constant in a generic non-metric space, the parameter \( \lambda \) cannot be identified with the proper time-\( \tau \) and their relation is given by (7.12). Given that \( l(x) \) can be specified when the non-metricity tensor is known, the latter can be integrated to give
\[\tau = \int l(x)d\lambda + C \quad (7.13)\]
Notice however that the time \( x^0 \) that a co-moving observer \( (u^i = 0) \) measures identifies with the proper time when \( g_{00} = -1 \) as in the case of an FLRW universe. To see this, using \( u^0 = \frac{dx^0}{d\lambda} \) and \( u^i = 0 \), equation (7.9) becomes
\[g_{00}(u^0)^2 = -l^2 \Rightarrow \]
\[\frac{dx^0}{d\lambda} = \frac{l}{\sqrt{-g_{00}}} \quad (7.14)\]
Comparing the last one with (7.12) we see that indeed when \( g_{00} = -1 \) we have that \( dx^0 = d\tau \) and the two 'times' are the same. To conclude, when taking the derivative one should be careful and the proper time is not a good parametrization for the curve. So, derivatives with respect to the affine parameter \( \lambda \) we will denote with a dot
\[\dot{F} \equiv \frac{dF}{d\lambda} = u^\mu \nabla_\mu F \quad (7.15)\]
and derivatives with respect to the proper time (and also with respect to \( x^0 \) when \( g_{00} = -1 \)) shall be denoted by a prime
\[F' \equiv \frac{dF}{d\tau} \quad (7.16)\]
and the two are related by
\[\dot{F} \equiv \frac{dF}{d\lambda} = \frac{dF}{d\tau} \frac{d\tau}{d\lambda} = l F' \quad (7.17)\]
or in operator form
\[\frac{d}{d\lambda} = l \frac{d}{d\tau} \quad (7.18)\]
Having clarified this point, we can move on and define the acceleration when non-metricity is present.
Path and Hyper Acceleration

The fact that the metric tensor is not covariantly conserved (non-metricity) means that we cannot freely raise and lower indices with the metric tensor inside the covariant derivative. This allows one to define two kinds of acceleration, one is the usual one

\[ A^\mu \equiv \dot{u}^\mu \equiv u^\lambda \nabla_\lambda u^\mu \]  

(7.19)

which we shall call the path acceleration since the vanishing of it implies that we have autoparallel motion.\(^4\) Note now that one may define another acceleration through

\[ a_\mu \equiv \dot{a}_\mu \equiv u^\lambda \nabla_\lambda a_\mu \]  

(7.20)

and notice that

\[ A^\mu \neq a^\mu \]  

(7.21)

but rather

\[ A^\mu = u^\lambda \nabla_\lambda u^\mu = u^\lambda \nabla_\lambda (u_\nu g^{\mu\nu}) \Rightarrow \]

\[ A^\mu = a^\mu + Q^{\lambda \mu \nu} u_\lambda u_\nu \]  

(7.22)

Also, it is worth pointing out that for autoparallel motion, the fact that \( A^\mu = 0 \) does not force \( a^\mu \) to vanish but rather fixes it to \( a^\mu = -Q^{\lambda \mu \nu} u_\lambda u_\nu \). From this we see that \( a^\mu \) arises due to non-metricity and we shall call it hyper acceleration since it does not vanish even for autoparallel motion.

Identities for the accelerations

As we have already mentioned the fact that the length of the 4-velocity changes due to non-metricity, implies that the acceleration (both the path and the hyper one) is no longer perpendicular to the velocity. In fact, this allows one two obtain some identities among them regarding their inner products. Starting with the relation

\[ u_\mu u^\mu = g_{\mu \nu} u^\mu u^\nu = -l^2(x) \equiv -\phi(x) \]  

(7.23)

\(^4\)A particle follows an autoparallel trajectory when its path acceleration is zero, that is \( A^\mu \equiv \dot{u}^\mu \equiv u^\lambda \nabla_\lambda u^\mu = 0 \) in contrast to the geodesic motion in which \( \ddot{u}^\lambda \nabla_\lambda \dot{u}^\mu = 0 \), where \( \nabla_\lambda \) is the covariant derivative computed with respect to the Levi-Civita connection.
and taking the covariant derivative of it, one time writing $u_\mu u^\mu = g_\mu\nu u_\mu u_\nu$ and the other writing it as $u_\mu u^\mu = g^{\mu\nu} u_\mu u_\nu$ we obtain

$$- Q_{\lambda\mu\nu} u^\mu u^\nu + 2 u_\mu \nabla_\lambda u^\mu = - \nabla_\lambda \phi$$

(7.24)

and

$$Q_\lambda^{\mu\nu} u_\mu u_\nu + 2 u^\mu \nabla_\lambda u_\mu = - \nabla_\lambda \phi$$

(7.25)

Now, contracting both with $u^\lambda$ it follows that

$$- Q_{\lambda\mu\nu} u^\mu u^\nu + 2 u_\mu A^\mu = - \dot{\phi}$$

(7.26)

as well as

$$Q_{\lambda\mu\nu} u^\lambda u^\mu u^\nu + 2 u_\mu a^\mu = - \dot{\phi}$$

(7.27)

which when added and subtracted lead to

$$u_\mu (A^\mu + a^\mu) = - \dot{\phi}$$

(7.28)

and

$$u_\mu (A^\mu - a^\mu) = Q_{\lambda\mu\nu} u^\lambda u^\mu u^\nu$$

(7.29)

respectively. From the above two we see that neither of the accelerations is perpendicular to the velocity when non-metricity is present. We should stress out that these identities are general and for any curve one considers, next we study how do these modify when one assumes autoparallel motion.

**Hyper-Acceleration For Autoparallel Motion**

Let us now specialize and see what happens when our curve is an autoparallel. In this case we have

$$A^\mu = \dot{u}^\mu \equiv u^\lambda \nabla_\lambda u^\mu = 0$$

(7.30)

which, recalling the relation

$$A^\mu = a^\mu + Q^{\mu\nu\lambda} u_\lambda u_\nu$$

(7.31)

implies that

$$a^\mu = - Q^{\mu\nu\lambda} u_\lambda u_\nu$$

(7.32)

---

5That is the observer we are considering is moving with zero path acceleration.
and the identities (7.28) and (7.29) become

\[ \dot{\phi} = -u_\mu a^\mu \]  

or upon combining them

\[ \dot{\phi} = Q_{\lambda\mu\nu} u^\lambda u^\mu u^\nu = Q_{(\lambda\mu\nu)} u^\lambda u^\mu u^\nu \]  

from this we see that when \( Q_{(\lambda\mu\nu)} = 0 \) we have that \( \dot{\phi} = 0 \implies \phi = \text{const.} = \ell^2 \) and the spacetime possesses fixed length vectors. This, of course, is not true for generic non-metricity. So, the length change will in general be (upon integrating the last one)

\[ \phi = \ell^2 = \int Q_{\lambda\mu\nu} u^\lambda u^\mu u^\nu d\lambda + C \]  

Next we see how all these simplify when the theory possesses fixed length vectors.

**Fixed Length Vectors**

As we stated in earlier chapter, for a theory to possess fixed length vectors we must have \( Q_{\lambda\mu\nu} u^\lambda u^\mu u^\nu = 0 \) for any vector or equivalently \( Q_{(\lambda\mu\nu)} = 0 \). Looking now at (7.36) we see that indeed this is the exact condition we must impose so as to achieve

\[ u_\mu u^\mu = -\ell^2 = -\dot{\phi} = -C = \text{constant} \]  

we might as well normalize this constant to be \( C = 1 \) so as to have the standard normalization

\[ u_\mu u^\mu = -1 \]  

If we further assume an autoparallel motion

\[ u^\alpha \nabla_\alpha u^\mu = 0 \]  

a whole set of interesting identities follows which we will give later on, after we have defined all the appropriate quantities. So, we devote the next section in defining all these quantities.
Now, in order to derive the Raychaudhuri equation we have to carefully define the various quantities appearing in it. Firstly, for convenience we define

\[ \xi_{\mu} \equiv u^{\alpha} \nabla_{\mu} u_{\alpha} \] (7.40)

Next we define the expansion, rotation and shear

\[ \Theta \equiv g^{\mu \nu} \nabla_{\mu} u_{\nu} \] (7.41)

\[ \omega_{\nu \mu} \equiv D_{[\mu} u_{\nu]} \] (7.42)

\[ \sigma_{\nu \mu} \equiv D_{<\mu} u_{\nu>} \equiv D_{(\mu} u_{\nu)} - \frac{2}{n-1} h_{\mu \nu} \] (7.43)

respectively. Notice now that \( \Theta \neq \nabla_{\mu} u^{\mu} \) but rather

\[ \nabla_{\mu} u^{\mu} = \Theta + u^{\mu} \tilde{Q}_{\mu} \] (7.44)

It also holds that

\[ \nabla_{\mu} u_{\nu} = D_{\mu} u_{\nu} - \frac{\xi_{\mu} u_{\nu} + u_{\mu} a_{\nu}}{l^2} - \frac{u_{\mu} u_{\nu} (a \cdot u)}{l^4} \] (7.45)

and

\[ D_{\mu} u_{\nu} = \omega_{\nu \mu} + \sigma_{\nu \mu} + \Theta + \frac{(a \cdot u)}{l^2} \frac{h_{\mu \nu}}{n-1} \] (7.46)

and upon combining them

\[ \nabla_{\mu} u_{\nu} = \omega_{\nu \mu} + \sigma_{\nu \mu} + \Theta + \frac{(a \cdot u)}{l^2} \frac{h_{\mu \nu}}{n-1} - \frac{\xi_{\mu} u_{\nu} + u_{\mu} a_{\nu}}{l^2} - \frac{u_{\mu} u_{\nu} (a \cdot u)}{l^4} \] (7.47)

where \( (a \cdot u) = a_{\mu} u^{\mu} = g^{\mu \nu} a_{\mu} u_{\nu} \). In addition with some basic calculations it can be seen that the whole set of equations

\[ 0 = \sigma_{\mu \nu} u^{\mu} = g^{\mu \nu} \sigma_{\mu \nu} = h^{\mu \nu} \sigma_{\mu \nu} = \omega_{\mu \nu} u^{\mu} = g^{\mu \nu} \omega_{\mu \nu} = h^{\mu \nu} \omega_{\mu \nu} = \omega_{\mu \nu} \sigma^{\mu \nu} = u^{\mu} D_{\mu} u_{\nu} = u^{\nu} D_{\mu} u_{\nu} \] (7.48)

is satisfied.

\(^6\)Each of these quantities can be split in its Riemannian and non-Riemannian pieces but this decomposition does not simplify things in any way. For instance the expansion can be written as \( \Theta = \tilde{\Theta} + (\tilde{Q}_{\mu} + \frac{1}{2} Q_{\mu} + 2 S_{\mu}) u^{\mu} \).
7.1.3 The Raychaudhuri equation

With this equipment at hand, we are now in a position to derive the evolution equations. As far as the expansion equation is concerned, we start from Ricci identity for $u^\mu$

$$2\nabla[\alpha \nabla_\beta]u_\mu = -R^\lambda_{\mu \alpha \beta}u_\lambda + 2S_{\alpha \beta}^\nu \nabla_\nu u_\mu \tag{7.49}$$

and contract it by $g^{\mu \beta}u^\alpha$ to obtain

$$g^{\mu \beta}u^\alpha(\nabla_\alpha \nabla_\beta u_\mu - \nabla_\beta \nabla_\alpha u_\mu) = -R_{\lambda \mu \alpha \beta}u^\lambda g^{\mu \beta} + 2S_{\alpha \nu}^{\mu \nu}u^\alpha \nabla_\nu u_\mu \tag{7.50}$$

We first carry out the calculations for the left hand side. After some partial integrations and using the definitions, a rather lengthy calculation reveals

$$g^{\mu \beta}u^\alpha(\nabla_\alpha \nabla_\beta u_\mu - \nabla_\beta \nabla_\alpha u_\mu) = \dot{\Theta} + \left[\Theta + \frac{(a \cdot u)^2}{l^2}\right]^2 + \sigma^2 - \omega^2$$

$$-\frac{(a \cdot u)^2}{l^4} - 2\frac{(a \cdot \xi)}{l^2} - u_\alpha Q^{\alpha \beta \mu} \nabla_\beta u_\mu - u_\alpha Q^{\mu \nu \alpha} \nabla_\nu u_\mu - g^{\mu \nu} \nabla_\mu a_\nu \tag{7.51}$$

where $\sigma^2 \equiv \sigma_{\mu \nu} \sigma^{\mu \nu}$, $\omega^2 \equiv \omega_{\mu \nu} \omega^{\mu \nu}$ and notice that $g^{\mu \nu} \nabla_\mu a_\nu \neq \nabla_\mu a_\mu$ but rather

$$\nabla_\mu a_\mu = g^{\mu \nu} \nabla_\mu a_\nu + \tilde{Q}^{\mu} a_\mu \tag{7.52}$$

Now as far as the right hand side is concerned the only tricky term is the one involving the Riemann tensor. Because of the limited symmetries now, the contraction does not give the Ricci tensor directly, but one has

$$-R_{\lambda \mu \alpha \beta}g^{\mu \beta} = +R_{\lambda \mu \alpha \beta}g^{\mu \beta} = \tilde{R}_{\lambda \alpha} \tag{7.53}$$

which is the third independent contraction of the Riemann tensor. To express this in terms of the Ricci tensor, which can latter on be eliminated in terms of the energy momentum tensor upon using the field equations, we use an identity we have proven

$$R_{(\mu \nu)\alpha \beta} = \nabla_{[\alpha} Q_{\beta] \mu \nu} - S_{\alpha \beta}^\lambda Q_{\lambda \mu \nu} \tag{7.54}$$

So by adding a zero we have

$$\tilde{R}_{\lambda \alpha} = R_{\lambda \mu \beta \alpha}g^{\mu \beta} = g^{\mu \beta} \left( R_{\lambda \mu \beta \alpha} + R_{\mu \lambda \beta \alpha} - R_{\lambda \mu \beta \alpha} \right) =$$

$$= g^{\mu \beta} 2R_{(\mu \lambda) \beta \alpha} - R_{\lambda \alpha} =$$

$$= 2g^{\mu \beta} \left( \nabla_{[\beta} Q_{\alpha] \lambda \mu} - S_{\beta \alpha}^\rho Q_{\rho \lambda \mu} \right) - R_{\lambda \alpha} \tag{7.55}$$
Thus, the relation
\[
\tilde{R}_{\lambda\alpha} = 2g^{\mu\beta}(\nabla_{[\beta}Q_{\alpha]}\lambda\mu - S_{\beta\alpha}^{\rho}Q_{\rho\lambda\mu}) - R_{\lambda\alpha}
\] (7.56)
holds as an identity! Using all the above eq. (7.50) takes the form
\[
\dot{\Theta} + \left(\frac{\Theta + \frac{u\cdot u}{l^2}}{n-1}\right)^2 + \sigma^2 - \omega^2 - g^{\mu\nu}\nabla_{\mu}u_{\nu}
- \frac{(a \cdot u)^2}{l^4} - 2\frac{(a \cdot \xi)}{l^2} - u_{\alpha}Q_{\beta}^{\alpha\beta\mu}\nabla_{\beta}u_{\mu} + u_{\alpha}Q_{\mu\nu}^{\alpha\nu}\nabla_{\nu}u_{\mu} =
- R_{\mu\nu}u^{\mu}u^{\nu} + 2u^{\mu}u^{\beta}\left(g^{\nu\alpha}\nabla_{[\nu}Q_{\beta]\mu\nu} - S_{\alpha\beta}^{\lambda}Q_{\lambda\mu}^{\alpha}\right) + 2u_{\alpha}S_{\alpha\mu\nu}\nabla_{\nu}u_{\mu}
\] (7.57)

Note that if we define the expansion rate
\[
\Theta_{D} \equiv g^{\mu\nu}D_{\mu}u_{\nu} = \Theta + \frac{a \cdot u}{l^2}
\] (7.58)
the above can be written as
\[
\dot{\Theta}_{D} + \frac{\Theta_{D}^2}{n-1} - \frac{d}{d\lambda}\left(\frac{(a \cdot u)}{l^2}\right) + \sigma^2 - \omega^2 - g^{\mu\nu}\nabla_{\mu}a_{\nu}
- \frac{(a \cdot u)^2}{l^4} - 2\frac{(a \cdot \xi)}{l^2} - u_{\alpha}Q_{\beta}^{\alpha\beta\mu}\nabla_{\beta}u_{\mu} + u_{\alpha}Q_{\mu\nu}^{\alpha\nu}\nabla_{\nu}u_{\mu} =
- R_{\mu\nu}u^{\mu}u^{\nu} + 2u^{\mu}u^{\beta}\left(g^{\nu\alpha}\nabla_{[\nu}Q_{\beta]\mu\nu} - S_{\alpha\beta}^{\lambda}Q_{\lambda\mu}^{\alpha}\right) + 2u_{\alpha}S_{\alpha\mu\nu}\nabla_{\nu}u_{\mu}
\] (7.59)

The last equation is the generalization of the Raychaudhuri equation in spaces where apart
from curvature and torsion, there is also non-metricity and to our knowledge appears for the
first time in literature. Notice that in this form the latter holds as a geometric identity and
only becomes an equation when an energy momentum tensor $T_{\mu\nu}$ and a hyper-momentum
tensor $\Delta_{\lambda}^{\mu\nu}$ are given. The former giving rise to curvature through the field equations
and the latter giving rise to both torsion and non-metricity through the Palatini equations
(equations obtained after varying with respect to the general affine connection). We should
also point out that in deriving the equation above no specific choice of the curve (that
the observer follows) was made, that is if one considers autoparallel motion $(A_{\mu} = 0)$ the
equation changes accordingly as we discuss in what follows. Before discussing some special
cases of the above derived generalized Raychaudhuri equation let us point out that the
above form is not in its irreducible form. Further decomposition of the terms $\nabla_{\mu}u_{\nu}, \nabla_{\mu}a_{\nu}$
leads to the fully irreducible form of the generalized Raychaudhuri equation in $n - dim$
spacetime with curvature, torsion and non-metricity, which reads

\[
\dot{\Theta} = -\frac{1}{n-1} \Theta^2 - R_{\mu\nu} u^\mu u^\nu - 2 \left( \sigma^2 - \omega^2 \right) + D^\mu a_\mu + \frac{1}{\ell^2} a_\mu A^\mu
\]

\[
+ \frac{2}{n-1} \left( \Theta + \frac{1}{\ell^2} a_\mu u^\nu \right) S_{\mu} u^\mu + 2 S_{\mu\nu\lambda} u^\mu (\sigma^{\nu\lambda} + \omega^{\nu\lambda}) + \frac{2}{\ell^2} S_{\mu\nu\lambda} u^\mu u^\nu u^\lambda
\]

\[
- \frac{1}{\ell^2} (a_\mu u^\nu) \cdot - \frac{2}{\ell^2} a_\nu u^\nu + \frac{n-2}{\ell^4 (n-1)} (a_\mu u^\mu)^2 + \frac{2}{\ell^2} a_\mu \xi^\mu - \dot{Q}_\mu u^\mu
\]

\[
+ \frac{1}{n-1} \left( \Theta + \frac{1}{\ell^2} a_\mu u^\nu \right) (Q_\mu - \dot{Q}_\mu) u^\mu - Q_{\mu\nu\lambda}(\sigma^{\mu\nu} + \omega^{\mu\nu}) u^\lambda - \frac{1}{\ell^2} Q_{\mu\nu\lambda} u^\mu u^\nu (a^\lambda + \xi^\lambda)
\]

\[
+ Q_{\mu\nu\lambda} u^\mu \sigma^{\nu\lambda} + \frac{1}{\ell^2} Q_{\mu\nu\lambda}(w^\mu \xi^\nu + a^\mu u^\nu) u^\lambda + u^\mu u^\nu \nabla^\lambda Q_{\mu\nu\lambda} + Q_\mu \lambda \beta Q_{\beta\lambda\nu} u^\mu u^\nu
\]

\[
+ 2 S_{\mu}^{\lambda \beta} Q_{\beta\lambda\nu} u^\mu u^\nu.
\]

Note that only the terms in the first line on the right-hand side of the above have Riemannian analogues. More specifically, in the absence of torsion and in the presence of metricity (i.e. when \(S_{\mu\nu\lambda} \equiv 0 \equiv Q_{\mu\nu\lambda}\)), the rest of the terms on the right-hand side of (7.60) vanish identically. Then, setting \(n = 4\), we recover the standard form of the Raychaudhuri equation (e.g. see [61, 62, 63, 65] and also keep in mind that \(a_\mu \equiv A_\mu\), with \(a_\mu u^\mu = 0 = A_\mu u^\mu\), and that \(\xi_\mu \equiv 0\) when metricity holds). Let us now see how the above generalized Raychaudhuri equation is simplified in the cases of pure torsion and pure non-metricity respectively.

### 7.1.4 The case of pure torsion

The terms in the second line on the right-hand side of Eq. (7.60) are purely torsional in nature, with the exception of the first which has a additional contribution from the non-metricity of the space (through the inner product \(a_\mu u^\mu\), which vanishes when metricity holds). Then, when dealing with a \(n\)-dimensional spacetime that has nonzero torsion but satisfies the metricity condition, expression (7.60) reduces to

\[
\dot{\Theta} = -\frac{1}{n-1} \Theta^2 - R_{\mu\nu} u^\mu u^\nu - 2 \left( \sigma^2 - \omega^2 \right) + D^\mu A_\mu + A^\mu A_\mu
\]

\[
+ \frac{2}{n-1} \Theta S_{\mu} u^\mu + 2 S_{\mu\nu\lambda} u^\mu \left( \sigma^{\nu\lambda} + \omega^{\nu\lambda} \right) + 2 S_{\mu\nu\lambda} A^\mu A^\nu u^\lambda,
\]

with the prime indicating differentiation with respect to proper time. Applying the above to a 4-dimensional spacetime, one recovers the Raychaudhuri equation of the Riemann-Cartan geometry derived in [61] (Alternative derivations of the Raychaudhuri equation with torsion have also been given in [62, 65, 63]). Note that, when doing the aforementioned
identification, one should also take into account the differences in the definitions of the torsion tensor and of the torsion vector between the two studies.

Following (7.61), torsion affects the convergence/divergence of a timelike congruence in a variety of ways, which depend on whether these worldlines are geodesics or not, as well as on whether they have nonzero shear or vorticity. The most straightforward effect of torsion propagates via the first term in the second line on the right-hand side of the above. More specifically, torsion enhances/inhibits the expansion/contraction of the worldline congruence depending on the sign of the inner product \((S_\mu u^\mu)\) between the torsion vector and the \(n\)-velocity (i.e. on the relative orientation of the two vector fields (see also [61] for further discussion).

As we mentioned in the previous section, Eq. (7.61) is of purely geometrical nature, since no matter fields have been introduced yet. In order to investigate the effects of gravity, we need to relate both the Ricci tensor and the torsion tensor to the material component of the spacetime. This can be done by means of, say, the Einstein-Cartan and the Cartan field equations.

### 7.1.5 The case of pure non-metricity

Finally, the terms seen in lines three to six on the right-hand side of (7.60) are due to the non-metricity of the space, with the last of them carrying a torsional contribution as well. Therefore, in the presence of non-metricity but in the absence of torsion, we may write

\[
\dot{\Theta} = -\frac{1}{n-1} \Theta^2 - R_{\mu\nu} u^\mu u^\nu - 2 \left( \sigma^2 - \omega^2 \right) + D^\mu a_\mu + \frac{1}{\ell^2} A^\mu a_\mu \\
+ \frac{1}{n-1} \left( \Theta + \frac{1}{\ell^2} a_\nu u^\nu \right) \left( Q_\mu - \dot{Q}_\mu \right) u^\mu + Q_{\mu\nu\lambda} u^\mu u^{\nu\lambda} - \frac{1}{\ell^2} Q_{\mu\nu\lambda} u^\mu u^\nu \left( a^\lambda + \xi^\lambda \right) \\
+ \frac{1}{\ell^2(n-1)} \left( \Theta - \frac{n-2}{\ell^2} a_\beta u^\beta \right) Q_{\mu\nu\lambda} u^\mu u^\nu u^\lambda + u^\mu u^\nu \nabla^\lambda Q_{\mu\nu\lambda} + Q_{\mu}^{\lambda\beta} Q_{\beta\nu\lambda} u^\mu u^\nu - \dot{Q}_\mu u^\mu \\
- \frac{1}{\ell^2} (a_\mu u^\mu) - \frac{1}{\ell^2(n-1)} \Theta (a_\mu + A_\mu) u^\mu + \frac{n-2}{\ell^2(n-1)} A_\mu a_\nu u^\mu u^\nu \\
+ \frac{1}{\ell^2} (a_\mu \xi^\mu + A_\mu \xi^\mu). \tag{7.62}
\]

Here, in contrast to Eq. (7.61), the overdot implies differentiation in terms of the affine parameter (i.e. relative to \(\lambda\) – see definitions in the beginning of the chapter.). According to the above, the implications of non-metricity for the convergence/divergence of a timelike congruence are multiple and not straightforward to decode. Similarly to the case of pure
torsion seen before, the most transparent effects are those depending on the orientation of
the non-metricity vectors and their derivatives \((Q_\mu, \dot{Q}_\mu, \ddot{Q}_\mu)\) relative to the \(u_\mu\)-field.

Before closing this subsection, we should point out that the Raychaudhuri formulae
given in expressions (7.60)-(7.62), are purely geometrical relations, which acquire physical
relevance after the energy-momentum and the hyper-momentum tensors are introduced.
The former gives rise to spacetime curvature and the latter to both torsion and non-
metricity, through the field equations and the Palatini equations respectively. Also note
that the nature of the observers’ worldlines, namely of the curves tangent to the \(n\)-velocity
vector \(u_\mu\), has so far been left unspecified. Assuming, for example, motion along autoparallel
curves the path-acceleration vanishes (i.e. \(A_\mu = 0\) – see §7.1.1 earlier), in which case the
Raychaudhuri equation simplifies considerably. Let us now focus on specific forms of torsion
and non-metricity, see how the Raychaudhuri equation simplifies and seek cosmological
solutions.

**Vectorial Torsion**

For a vectorial torsion of the form

\[
S_\lambda^{\mu\nu} = 2 \left[ S_{[\mu} \delta^\lambda_{\nu]} \right] = \frac{2}{n-1} S_{[\mu} \delta^\lambda_{\nu]}
\]

and vanishing non-metricity, the expansion equation takes the form

\[
\dot{\Theta} + \frac{\Theta^2}{n-1} + \sigma^2 - \omega^2 - \nabla_\mu u^\mu = -R_{\mu\nu} u^\mu u^\nu + \frac{2}{n-1} \left( u^\mu S_\mu \Theta - a^\mu S_\mu \right)
\]

which for autoparallel motion \((a_\mu = 0)\) simplifies to

\[
\dot{\Theta} + \frac{\Theta^2}{n-1} + \sigma^2 - \omega^2 = -R_{\mu\nu} u^\mu u^\nu + \frac{2}{n-1} (u^\mu S_\mu) \Theta
\]

**Exact Cosmological Solution For Generic Torsion Vector**

If we consider an empty and flat FLRW universe, the above equation can be solved exactly
for random torsion vector \(S_\mu\). Indeed, in this case we have

\[
\dot{\Theta} + \frac{\Theta^2}{3} = \frac{2}{3} (u^\mu S_\mu) \Theta
\]

Notice now that the expansion can be expressed as

\[
\Theta = \dot{\Theta} + 2 S_\mu u^\mu
\]
where

\[ \dot{\Theta} = \frac{3}{a} \tag{7.68} \]

is the Riemannian part and \( 2S_\mu u^\mu \) the contribution from torsion. Solving the latter equation for \( 2S_\mu u^\mu \) and substituting back into (7.66) we obtain

\[ \dot{\Theta} + \frac{2}{3} \Theta^2 = -\frac{\tilde{\Theta} \Theta}{3} \Rightarrow \]

\[ \dot{\Theta} + \frac{\tilde{\Theta} \Theta}{3} = 0 \Rightarrow \]

\[ \frac{\dot{\Theta}}{\Theta} + \frac{\dot{a}}{a} = 0 \Rightarrow \]

\[ \frac{d}{dt} \left( \ln \Theta \cdot a \right) = 0 \Rightarrow \]

\[ \Theta \cdot a = \text{const.} = c_0 \tag{7.69} \]

Expanding \( \Theta \) in the last one it follows that

\[ \dot{a} + \frac{2}{3} (S_\mu u^\mu) a = C_0 \tag{7.70} \]

and multiplying through by \( e^{\frac{2}{3} \int S_\mu dx^\mu} \) we get

\[ \dot{a} e^{\frac{2}{3} \int S_\mu dx^\mu} + \frac{2}{3} (S_\mu u^\mu) e^{\frac{2}{3} \int S_\mu dx^\mu} a = C_0 e^{\frac{2}{3} \int S_\mu dx^\mu} \tag{7.71} \]

Observe now that the left hand side can be written as the product derivative

\[ \frac{d}{dt} \left( a \cdot e^{\frac{2}{3} \int S_\mu dx^\mu} \right) = C_0 e^{\frac{2}{3} \int S_\mu dx^\mu} \tag{7.72} \]

and by integrating the last one we can solve for the scale factor

\[ a(t) = e^{-\frac{2}{3} \int S_\mu dx^\mu} \left[ C_1 + C_0 \int e^{\frac{2}{3} \int S_\mu dx^\mu} dt \right] \tag{7.73} \]

Thus, we have find the scale factor for any given torsion vector \( S_\mu \). Notice though that since we have considered a flat FLRW the only non-zero component of \( S_\mu \) is \( S_0(t) \) and depends only on time, so we can write the above as

\[ a(t) = e^{-\frac{2}{3} \int S_0(t) dt} \left[ C_1 + C_0 \int e^{\frac{2}{3} \int S_0(t) dt} dt \right] \tag{7.74} \]
7.1.6 Form for Weyl Non-metricity

Let us see apply now our generalized Raychaudhuri equation for a Weyl non-metricity. Recall that for Weyl non-metricity we have a single vector $Q_\mu$ defining non metricity, that is

$$Q_{\alpha\mu\nu} = \frac{1}{n} Q_{\alpha}g_{\mu\nu}$$  \hspace{1cm} (7.75)

and torsion is zero. For such an arrangement along with the demand that our curve is an autoparallel ($A^\mu = u^\alpha \nabla_\alpha u^\mu = 0$) the following hold true

$$\tilde{Q}_\mu = \frac{1}{n} Q_\mu \, , \, a_\mu = -\frac{(Q_\lambda u^\lambda)}{n} u_\mu$$  \hspace{1cm} (7.76)

$$Q_\mu u^\mu = -2n \frac{i}{l} \, , \, a_\mu u^\mu = -2l \dot{l}$$  \hspace{1cm} (7.77)

and equation $[7.59]$ takes the form

$$\dot{\Theta} + \frac{(\Theta - L)^2}{n - 1} + \sigma^2 - \omega^2 = -\dot{R}_{\mu\nu}u^\mu u^\nu$$  \hspace{1cm} (7.78)

where we have set

$$L = 2 \frac{i}{l}$$  \hspace{1cm} (7.79)

for convenience. In addition, splitting $\Theta$ into its Riemannian and non-Riemannian parts we have

$$\Theta = \tilde{\nabla}_\mu u^\mu + \left( -\tilde{Q}_\mu - \frac{Q_\mu}{2} \right) u^\mu \Rightarrow$$

$$\Theta = \partial_\mu u^\mu + \tilde{\Gamma}_\mu^{\lambda\mu}u^\lambda + \frac{n - 2}{2n} Q_\mu u^\mu$$  \hspace{1cm} (7.80)

Notice now that since $u^\mu = \delta_0^\mu l$ the partial derivative appearing on the right hand side is not zero but rather

$$\partial_\mu u^\mu = \partial_0 u^0 = \frac{dl}{d\tau} = \frac{i}{l}$$  \hspace{1cm} (7.81)

Taking all the above into consideration and setting $n = 4$ we finally arrive at

$$\Theta = -\frac{i}{l} + 3 \frac{\dot{a}}{a}$$  \hspace{1cm} (7.82)

We should stress out again that here the dot denotes differentiation with respect to the affine parameter $\lambda$ which is not the proper time.

\footnote{And also using the Christoffel symbols for a flat FRW spacetime.}
Solution for a $\sigma = 0 = \omega$ empty universe in 4-dim

Let us now seek a solution when both shear and rotation are zero and in the absence of matter for a $n = 4$ dimensional universe. We then, have to solve

$$\dot{\Theta} - \dot{L} + \frac{(\Theta - L)^2}{3} = 0 \quad (7.83)$$

This can be immediately integrated to give

$$\Theta = \frac{1}{\frac{2}{3} + C} + L \quad (7.84)$$

and as we noted before, the decomposition of $\Theta$ in Riemannian and non-Riemannian parts reads

$$\Theta = 3 \frac{\dot{a}}{a} - \frac{\dot{l}}{l} \quad (7.85)$$

such that

$$\Theta - L = 3 \frac{\dot{a}}{a} - 3 \frac{\dot{l}}{l} = \frac{d}{d\lambda} \left[ \ln \left( \frac{a^3}{l^3} \right) \right] \quad (7.86)$$

upon a second integration we can solve for the scale factor

$$a = C_0 (C_1 + \lambda) l \quad (7.87)$$

where

$$l = l_0 e^{-\frac{1}{8} \int Q_0 u^\mu d\lambda} = l_0 e^{-\frac{1}{8} \int Q_0 (\tau) d\tau} \quad (7.88)$$

and

$$\lambda = \int \frac{d\tau}{l} = \int \frac{d\tau}{l_0} e^{\frac{1}{8} \int Q_0 (\tau) d\tau} \quad (7.89)$$

So, we may write

$$a(\lambda) = C_0 l_0 (C_1 + \lambda) e^{-\frac{1}{8} \int Q_0 u^\mu d\lambda} \quad (7.90)$$

or

$$a(\tau) = C_0 l_0 e^{-\frac{1}{8} \int Q_0 (\tau) d\tau} \left[ C_1 + \int \frac{1}{l_0} e^{\frac{1}{8} \int Q_0 (\tau) d\tau} d\tau \right] \quad (7.91)$$

Now, from the last one we see an astonishing result. This solution looks similar to the solution (7.74) we found for vectorial torsion and zero non-metricity. In fact the two solutions are identical upon the exchange

$$S_\mu \leftrightarrow \frac{3}{16} Q_\mu \quad (7.92)$$

and notice that this duality is exactly the same with the one that appears in our other paper with $R^2$. This of course is due to the fact that vectorial torsion can be traded with Weyl non-metricity as we saw in a previous chapter.

---

8For general dimension-$n$ this duality reads $S_\mu \leftrightarrow \frac{n-1}{4n} Q_\mu$. 

163
7.1.7 Form for Fixed Length Vectors Non-metricity

As it can be easily checked for a fixed length vector theory and assuming autoparallel motion, the set of identities\footnote{Notice that no issue of affine parametrization not identified with the proper time arises since the magnitude of every vector remains constant ($u^\mu u_\mu = -1$). That is, $\lambda = \tau = t$.}

\[
\begin{align*}
  u^\mu a_\mu &= 0, \quad Q_{\alpha\mu\nu} u^\mu u^\nu = 0, \quad a^\nu = -Q_{\alpha\mu\nu} u^\alpha u^\mu = 0, \quad \xi_\alpha &= u^\mu \nabla_\alpha u^\mu = 0 \\
  u^\alpha Q_{\alpha\mu\nu} &= -A(t) h_{\mu\nu}, \quad Q_{\alpha\mu\nu} u^\nu = \frac{1}{2} A(t) h_{\alpha\mu} \\
  u^\alpha Q_{\alpha\mu\nu} \nabla_\mu u_\nu &= -A(t) \Theta, \quad u_\alpha Q^{\alpha\nu} \nabla_\nu u_\mu = \frac{1}{2} A(t) \Theta \\
  Q_\mu &= A(t)(n-1) u_\mu, \quad \dot{Q}_\mu = -\frac{1}{2} A(t)(n-1) u_\mu 
\end{align*}
\]

is satisfied. Note that all these hold true for general dimension $n$. Considering the 4–dim spacetime of our world, only the last two fix to

\[
Q_\mu = 3A(t) u_\mu, \quad \dot{Q}_\mu = -\frac{3}{2} A(t) u_\mu
\]

In this case we also have

\[
\begin{align*}
  u^\mu u^\beta g^{\nu\alpha} \nabla_\beta Q_{\alpha\mu\nu} &= \frac{3}{2} (\dot{A} + A^2) \\
  w^\mu u^\beta g^{\nu\alpha} \nabla_\alpha Q_{\beta\mu\nu} &= \frac{A}{2} \nabla_\mu u^\mu 
\end{align*}
\]

and

\[
\begin{align*}
  w^\mu u^\beta g^{\nu\alpha} \nabla_\alpha Q_{\beta\mu\nu} &= \frac{A}{2} \nabla_\mu u^\mu 
\end{align*}
\]

where $\nabla_\mu u^\mu = \Theta + \dot{Q}_\mu u^\mu$, which combine to give

\[
\begin{align*}
  w^\mu u^\beta g^{\nu\alpha} \nabla_\alpha Q_{\beta\mu\nu} &= -\frac{3}{4} \left( \dot{A} + \frac{1}{2} A^2 - \frac{1}{3} A \Theta \right) \\
  \dot{\Theta} &= -\frac{1}{3} \left( 5A \Theta + 3\dot{A} + \frac{3}{2} A^2 \right)
\end{align*}
\]

Using these results, the expansion equation takes the form

\[
\begin{align*}
  \dot{\Theta} + \frac{\Theta^2}{3} &= -\frac{1}{4} \left( 5A \Theta + 3\dot{A} + \frac{3}{2} A^2 \right) \\
  \dot{\Theta} &= \frac{\Theta^2}{3} = -\frac{1}{4} \left( 5A \Theta + 3\dot{A} + \frac{3}{2} A^2 \right)
\end{align*}
\]

and this is Raychaudhuri’s equation for a fixed length theory in an FLRW spacetime.

**Solution for** $A = A_0 = \text{const.}$

Let us now seek solutions for $A = A_0 = \text{constant}$. Then, the expansion equation becomes

\[
\dot{\Theta} + \frac{\Theta^2}{3} = -\frac{1}{4} \left( 5A_0 \Theta + \frac{3}{2} A_0^2 \right)
\]
which after completing the square, can be brought to
\[
\frac{d}{dt} \left( \Theta + \frac{15}{8} A_0 \right) + \frac{1}{3} \left( \Theta + \frac{15}{8} A_0 \right)^2 = \frac{C^2}{3}
\] (7.100)
where we have set \( C^2/3 = 51A_0^2/64 \). Considering the change of variable
\[
\Theta + \frac{15}{8} A_0 = y
\] (7.101)
the later is written as
\[
\dot{y} = \frac{1}{3} (C^2 - y^2)
\] (7.102)
which can be easily integrated to give
\[
y = C \left( \frac{C_1 e^{\frac{2C}{3} t} - 1}{C_1 e^{\frac{2C}{3} t} + 1} \right)
\] (7.103)
or
\[
\Theta(t) = C \left( \frac{C_1 e^{\frac{2C}{3} t} - 1}{C_1 e^{\frac{2C}{3} t} + 1} \right) - \frac{15}{8} A_0
\] (7.104)
where \( C_1 > 0 \) is an integration constant. Now we would like to study if our solution exhibits singularity as \( t \to 0 \) as in the case of Einstein’s General Relativity. Notice that one avoids an initial singularity as long as
\[
\dot{\Theta} + \frac{1}{3} \Theta^2 > 0
\] (7.105)
From the above solution, one trivially shows that
\[
\dot{\Theta} = \frac{4C^2}{3} \frac{C_1 e^{\frac{2C}{3} t}}{(1 + C_1 e^{\frac{2C}{3} t})^2} > 0
\] (7.106)
which is strictly positive for any \( C_1 > 0 \) and for every \( t \), that is it retains its initial sign for all times. Therefore, by enhancing the above inequality it follows that
\[
\dot{\Theta} + \frac{1}{3} \Theta^2 > 0
\] (7.107)
for every \( t \) and as a result the minimum and maximum values of \( \Theta \) are obtained for \( t = 0 \) and \( t \to \infty \) respectively. Notice that our solution can also be written as
\[
\Theta(t) = C - \frac{15}{8} A_0 - \frac{2C}{C_1 e^{\frac{2C}{3} t} + 1}
\] (7.108)
or, using the fact that \( C \approx 3A_0/2 \)
\[
\Theta(t) = -\frac{3A_0}{8} \left( 1 + \frac{8}{C_1 e^{A_0 t} + 1} \right)
\] (7.109)
Furthermore, decomposing $\Theta$ into its Riemannian and non-metric parts

$$\Theta = \tilde{\Theta} - 3A_0$$  \hfill (7.110)

equation we can integrate the above and solve for the scale factor

$$a(t) = C_2(C_1 + e^{-A_0 t}) e^{\frac{7}{8} A_0 t}$$  \hfill (7.111)

where $C_2 > 0$ is another integration constant. Assuming the initial conditions $a(t = 0) = a_0$ and $H(t = 0) = H_0$ for the scale factor and Hubble parameter respectively, the above can also be written as

$$a(t) = a_0 + a_0 \left( \frac{7}{8} A_0 - H_0 \right) (e^{-\frac{1}{8} A_0 t} - e^{\frac{7}{8} A_0 t})$$  \hfill (7.112)

where $a_0 > 0$. Since both $C_1, C_2 > 0$ we see that we have accelerated (inflation-like) expansion irrespective of the sign of $A_0$.

**Pseudo-vectorial Torsion**

For a pseudo-vectorial form of torsion, one has

$$S_{\mu\nu\lambda} = \frac{1}{3!} \epsilon_{\mu\nu\lambda\rho} \tilde{S}^\rho$$  \hfill (7.113)

such that

$$\dot{\Theta} + \frac{\Theta^2}{n-1} + \sigma^2 - \omega^2 - \nabla_\mu u^\mu = -R_{\mu\nu} u^\mu u^\nu + \frac{1}{3} \epsilon_{\alpha\beta\mu\nu} u_\alpha \tilde{S}_\beta \omega_{\mu\nu}$$  \hfill (7.114)

which, for autoparallel motion reads

$$\dot{\Theta} + \frac{\Theta^2}{n-1} + \sigma^2 - \omega^2 = -R_{\mu\nu} u^\mu u^\nu + \frac{1}{3} \epsilon_{\alpha\beta\mu\nu} u_\alpha \tilde{S}_\beta \omega_{\mu\nu}$$  \hfill (7.115)

Notice now that for an observer with $u_\mu = \delta_\mu^0$ only the spatial part $\omega_{ij}$ of rotation arises due to torsion.

**7.2 Vorticity Evolution**

Let us derive now, the evolution equation for the vorticity tensor in general non-Riemannian spaces, just for the sake of completeness. We prove the most general expression, for the first time in the literature. The starting point is again the Ricci identity

$$\nabla_\alpha \nabla_\beta u_\mu - \nabla_\beta \nabla_\alpha u_\mu = -R^\lambda_{\mu\alpha\beta} u_\lambda + 2 S_{\alpha\beta} \nabla_\nu u_\mu$$  \hfill (7.116)
which we may contract now by $u^\alpha$ and antisymmetrize in $\beta, \mu$ to arrive at
\begin{equation}
u^\alpha \nabla_\beta \nabla_\mu u_\mu = \frac{1}{2} (R_{\lambda \beta \alpha \mu} - R_{\alpha \mu \lambda \beta}) + 2 u^\alpha S^\nu_{\alpha \beta} \nabla_\nu u_\mu \tag{7.117}
\end{equation}

Now, using decomposition (7.47) we may take the antisymmetric part of it
\begin{equation}\nabla_\beta u_\mu = \omega_{\mu \beta} - \frac{1}{l^2} (\xi_{\beta} u_\mu + u_\beta a_\mu) \tag{7.118}
\end{equation}

which will help us compute the first term of the left hand side of the above
\begin{equation}u^\alpha \nabla_\alpha \nabla_\beta u_\mu = \dot{\omega}_{\mu \beta} + \frac{d}{dl} \left( \frac{1}{l^2} t_{[\mu \beta]} \right) \tag{7.119}
\end{equation}

where we have defined $t_\mu \equiv \xi_\mu - a_\mu$. Regarding the second term on the left hand side of the contracted Ricci identity, using partial integration we obtain
\begin{equation}u^\alpha \nabla_\beta \nabla_\mu |_{\alpha} u_\mu = \nabla_\nu a_\beta - \nabla_\alpha u_\beta \nabla_\mu u_\alpha \tag{7.120}
\end{equation}

To compute the last term of the above we first note that\footnote{To derive this we simply use $u^\alpha = g^{\alpha \nu} u_\nu$ and the definition of non-metricity.}
\begin{equation}(\nabla_\alpha u_\beta) g^\mu \nu = (\nabla_\alpha u_\beta) u_\nu Q^\mu_{\nu \alpha} + (\nabla_\alpha u_\beta) g^\nu \mu \nabla_\nu u_\nu \tag{7.121}
\end{equation}

and we only need to take care of the last term of the latter. After some lengthy calculations, we finally arrive at
\begin{equation}(\nabla_\alpha u_\beta) g^\nu \mu (\nabla_\nu u_\nu) = \omega_{\beta \alpha} \omega_\mu^\alpha + \sigma_{\beta \alpha} \sigma_\mu^\alpha + \omega_{\beta \alpha} \sigma_\mu^\alpha + \sigma_{\beta \alpha} \omega_\mu^\alpha \\
+ \frac{2}{n-1} \Theta_D (\omega_\beta u_\mu + \sigma_{\beta \mu}) - \frac{1}{l^2} u_\mu a_\alpha (\omega_{\beta \alpha} + \sigma_{\beta \alpha}) - \frac{1}{l^2} u_\beta \xi_\alpha (\omega_\mu^\alpha + \sigma_\mu^\alpha) \\
+ \frac{\Theta_D^2}{(n-1)^2} h_{\mu \beta} + \frac{u_\mu u_\beta}{l^4} \left[ - \frac{2}{n-1} \Theta_D (a \cdot u) + \frac{1}{l^2} (a \cdot u) (\xi \cdot u) + (\xi \cdot a) \right] \\
- \frac{1}{l^2} \frac{\Theta_D}{n-1} (a_\beta u_\mu + \xi_\mu u_\beta + u_\mu a_\beta) - \frac{1}{l^2} a_\beta \xi_\mu \tag{7.122}
\end{equation}

and taking its antisymmetric part in $\beta, \mu$ it follows that
\begin{equation}(\nabla_\alpha u_\beta) g^\nu \alpha \nabla_\nu u_\nu = 2 \sigma_{\alpha \beta} \omega_\mu^\alpha + \frac{2 \Theta_D}{n-1} \omega_{\beta \mu} - \frac{\Theta_D}{(n-1) l^2} u_{[\beta \mu]} \\
+ \frac{1}{l^2} (g^\nu \alpha \omega_{\alpha \beta} + t^\alpha \sigma_{\alpha \beta}) u_\mu - \frac{1}{l^2} u_{[\beta \xi_\mu]} \tag{7.123}
\end{equation}
where we have defined $p_\mu \equiv \xi_\mu + a_\mu$. Using, all the above, the contracted Ricci identity finally becomes

\[
\begin{aligned}
\dot{\omega}_{\lambda \nu} &= \nabla_{[\nu} a_{\lambda]} + 2\sigma_{\alpha[\nu} \dot{\omega}_{\lambda]}^\alpha - \frac{2\Theta_D}{n-1} \omega_{\lambda \nu} \\
+ (\nabla_\alpha u_{[\nu}) (Q_{\lambda]c}^\alpha + 2S_{\lambda[c}^\alpha) u^\kappa \\
+ \frac{d}{d\lambda} \left( \frac{1}{l^2} u_{[\nu} \xi_{\lambda]} \right) - \frac{\Theta_D}{(n-1)l^2} u_{[\nu} \xi_{\lambda]} - \frac{1}{l^2} (R_{\mu
u\kappa\lambda} - R_{\kappa\lambda\mu\nu}) u^\mu u^\kappa
\end{aligned}
\]

(7.124)

where $t_\mu \equiv \xi_\mu - a_\mu$, $p_\mu \equiv \xi_\mu + a_\mu$ and recall that $\Theta_D = \Theta + (a \cdot u)/l^2$. Now, notice that the last term of the above involving the Riemann tensor, namely

\[
\frac{1}{2} (R_{\mu\nu\kappa\lambda} - R_{\kappa\lambda\mu\nu}) u^\mu u^\kappa
\]

(7.125)

does not vanish as in Riemannian case\(^{11}\) as one cannot freely interchange the first two with the last two indices. To deal with this term let us recall identity (1.162)

\[
R_{\mu\nu\kappa\lambda} - R_{\kappa\lambda\mu\nu} = 3 \left( g_{\mu\alpha} \nabla_{[\nu} S_{\lambda\kappa]}^\alpha + g_{\nu\alpha} \nabla_{[\mu} S_{\lambda\kappa]}^\alpha + g_{\kappa\alpha} \nabla_{[\lambda} S_{\mu\nu]}^\alpha + g_{\lambda\alpha} \nabla_{[\kappa} S_{\mu\nu]}^\alpha \right)
+ 6 \left( g_{\mu\alpha} S_{[\nu\lambda}^\beta S_{\kappa\beta]}^\alpha + g_{\nu\alpha} S_{[\mu\lambda}^\beta S_{\kappa\beta]}^\alpha + g_{\kappa\alpha} S_{[\lambda\mu}^\beta S_{\nu\beta]}^\alpha + g_{\lambda\alpha} S_{[\kappa\mu}^\beta S_{\nu\beta]}^\alpha \right)
+ \nabla_{[\lambda} Q_{\kappa]\nu} + \nabla_{[\nu} Q_{\lambda]\kappa} + \nabla_{[\kappa} Q_{\mu]\lambda} + \nabla_{[\mu} Q_{\nu]\lambda} + \nabla_{[\mu} Q_{\lambda]\nu} + \nabla_{[\nu} Q_{\lambda]\mu}
- \left( S_{\lambda\kappa}^\alpha Q_{\alpha\mu} + S_{\nu\lambda}^\alpha Q_{\alpha\mu} + S_{\kappa\mu}^\alpha Q_{\alpha\nu} + S_{\mu\nu}^\alpha Q_{\alpha\lambda} + S_{\mu\alpha}^\alpha Q_{\alpha\nu} + S_{\nu\alpha}^\alpha Q_{\alpha\mu} \right)
\]

(7.126)

which we may contract by $u^\mu u^\kappa$ to arrive at

\[
\left( R_{\mu\nu\kappa\lambda} - R_{\kappa\lambda\mu\nu} \right) u^\mu u^\kappa =
3 \left( g_{\mu\alpha} \nabla_{[\nu} S_{\lambda\kappa]}^\alpha + g_{\nu\alpha} \nabla_{[\mu} S_{\lambda\kappa]}^\alpha + g_{\kappa\alpha} \nabla_{[\lambda} S_{\mu\nu]}^\alpha + g_{\lambda\alpha} \nabla_{[\kappa} S_{\mu\nu]}^\alpha \right) u^\mu u^\kappa
+ 6 \left( g_{\mu\alpha} S_{[\nu\lambda}^\beta S_{\kappa\beta]}^\alpha + g_{\nu\alpha} S_{[\mu\lambda}^\beta S_{\kappa\beta]}^\alpha + g_{\kappa\alpha} S_{[\lambda\mu}^\beta S_{\nu\beta]}^\alpha + g_{\lambda\alpha} S_{[\kappa\mu}^\beta S_{\nu\beta]}^\alpha \right) u^\mu u^\kappa
+ \left( \nabla_{[\lambda} Q_{\kappa]\nu} + \nabla_{[\nu} Q_{\lambda]\kappa} + \nabla_{[\kappa} Q_{\mu]\lambda} + \nabla_{[\mu} Q_{\nu]\lambda} + \nabla_{[\mu} Q_{\lambda]\nu} + \nabla_{[\nu} Q_{\lambda]\mu} \right) u^\mu u^\kappa
- \left( S_{\lambda\kappa}^\alpha Q_{\alpha\mu} + S_{\nu\lambda}^\alpha Q_{\alpha\mu} + S_{\kappa\mu}^\alpha Q_{\alpha\nu} + S_{\mu\nu}^\alpha Q_{\alpha\lambda} + S_{\mu\alpha}^\alpha Q_{\alpha\nu} + S_{\nu\alpha}^\alpha Q_{\alpha\mu} \right)
\]

(7.127)

\(^{11}\)In the Riemannian case, where both torsion and non-metricity vanish, one has $R_{\mu\nu\kappa\lambda} = R_{\kappa\lambda\mu\nu}$ and the aforementioned term is zero.
Substituting this back to (7.124) we obtain

\[
\dot{\omega}_{\lambda\nu} = \nabla_{[\nu}a_{\lambda]} + 2\sigma_{[\nu}[\omega_{\lambda]} - \frac{2\Theta_D}{n-1}\omega_{\lambda\nu}
\]

\[
+ (\nabla_{\alpha}u_{[\nu}\left(Q_{\lambda]\alpha}^\alpha + 2S_{\lambda\alpha}^\alpha\right)u^\kappa + \frac{1}{12}\left(p^\alpha\omega_{\alpha[\nu} + t^\alpha\sigma_{[\nu}\right)u_{\lambda}\]

\[
+ \frac{d}{d\lambda}\left(\frac{1}{12}u_{[\nu}l_{\lambda]}\right) - \frac{\Theta_D}{(n-1)12}u_{[\nu}l_{\lambda]} - \frac{1}{12}a_{[\nu}[\xi_{\lambda]}
\]

\[
\frac{3}{2}\left(g_{\mu\alpha}\nabla_{[\nu}S_{\lambda]a}^\alpha + g_{\nu\alpha}\nabla_{[\mu}S_{\lambda]a}^\alpha + g_{\nu\alpha}\nabla_{[\lambda}S_{\mu\nu}^\alpha + g_{\lambda\alpha}\nabla_{[\kappa}S_{\mu\nu}^\alpha\right)u^\mu u^\kappa
\]

\[
+ 3\left(g_{\mu\alpha}S_{[\nu}^\beta S_{\lambda]a}^\beta + g_{\nu\alpha}S_{[\mu}^\beta S_{\lambda]a}^\beta + g_{\nu\alpha}S_{[\lambda}^\beta S_{\mu\nu}^\beta + g_{\lambda\alpha}S_{[\kappa}^\beta S_{\mu\nu}^\beta\right)u^\mu u^\kappa
\]

\[
+ \frac{1}{2}\left(\nabla_{[\lambda}Q_{\kappa]u_{\mu] + \nabla_{[\nu}Q_{\lambda]\kappa]u_{\lambda] + \nabla_{[\mu}Q_{\nu\kappa]}u_{\lambda] + \nabla_{[\nu}Q_{\lambda]\kappa]u_{\lambda] + \nabla_{[\nu}Q_{\lambda}\kappa]u_{\lambda]}}\right)u^\mu u^\kappa
\]

\[- \frac{1}{2}\left(S_{\lambda\kappa}^\alpha Q_{\alpha\nu\mu} + S_{\nu\lambda}^\alpha Q_{\alpha\nu\mu} + S_{\nu\kappa}^\alpha Q_{\alpha\lambda\nu}\right)
\]

\[
+ S_{\mu\nu}^\alpha Q_{\alpha\lambda\kappa} + S_{\mu\lambda}^\alpha Q_{\alpha\nu\kappa} + S_{\nu\kappa}^\alpha Q_{\alpha\lambda\mu}\right)u^\mu u^\kappa
\]

(7.128)

which is the evolution equation for vorticity! To make the decomposition irreducible (as if in this form it is not already horrifying enough!) we may also substitute \(\nabla_{\alpha}u_{\nu}\) (appearing in the second line by its decomposition to finally arrive at

\[
\dot{\omega}_{\lambda\nu} = \nabla_{[\nu}a_{\lambda]} + 2\sigma_{[\nu}[\omega_{\lambda]} - \frac{2\Theta_D}{n-1}\omega_{\lambda\nu}
\]

\[
+ (\sigma_{[\nu} - \omega_{[\nu}\left(Q_{\lambda]\alpha}^\alpha + 2Q_{\lambda\alpha}^\alpha\right)u^\kappa + \frac{\Theta_D}{n-1}\left(Q_{[\lambda]_{[\nu]} + 2S_{[\lambda]_{[\nu]}\right)u^\kappa
\]

\[
+ \frac{\Theta_D}{(n-1)12}u_{[\nu}l_{\lambda]}\right) - \frac{\Theta_D}{(n-1)12}u_{[\nu}l_{\lambda]} - \frac{1}{12}a_{[\nu}[\xi_{\lambda]}
\]

\[
\frac{3}{2}\left(g_{\mu\alpha}\nabla_{[\nu}S_{\lambda]a}^\alpha + g_{\nu\alpha}\nabla_{[\mu}S_{\lambda]a}^\alpha + g_{\nu\alpha}\nabla_{[\lambda}S_{\mu\nu}^\alpha + g_{\lambda\alpha}\nabla_{[\kappa}S_{\mu\nu}^\alpha\right)u^\mu u^\kappa
\]

\[
+ 3\left(g_{\mu\alpha}S_{[\nu}^\beta S_{\lambda]a}^\beta + g_{\nu\alpha}S_{[\mu}^\beta S_{\lambda]a}^\beta + g_{\nu\alpha}S_{[\lambda}^\beta S_{\mu\nu}^\beta + g_{\lambda\alpha}S_{[\kappa}^\beta S_{\mu\nu}^\beta\right)u^\mu u^\kappa
\]

\[
\frac{1}{2}\left(\nabla_{[\lambda}Q_{\kappa]u_{\mu] + \nabla_{[\nu}Q_{\lambda]\kappa]u_{\lambda] + \nabla_{[\mu}Q_{\nu\kappa]}u_{\lambda] + \nabla_{[\nu}Q_{\lambda]\kappa]u_{\lambda] + \nabla_{[\nu}Q_{\lambda}\kappa]u_{\lambda]}}\right)u^\mu u^\kappa
\]

\[- \frac{1}{2}\left(S_{\lambda\kappa}^\alpha Q_{\alpha\nu\mu} + S_{\nu\lambda}^\alpha Q_{\alpha\nu\mu} + S_{\nu\kappa}^\alpha Q_{\alpha\lambda\nu}\right)
\]

\[
+ S_{\mu\nu}^\alpha Q_{\alpha\lambda\kappa} + S_{\mu\lambda}^\alpha Q_{\alpha\nu\kappa} + S_{\nu\kappa}^\alpha Q_{\alpha\lambda\mu}\right)u^\mu u^\kappa
\]

(7.129)

This is the evolution equation for vorticity in spaces with both torsion and non-metricity and is the most general one can have. This is the most general form of the vorticity evolution equation and (to the best of our knowledge) it is presented here for the first time.
in the literature. Again, at this point the above holds as an identity an only becomes an
equation once an energy momentum and a hyper-momentum tensors are given.

To complete the analysis we should also give the evolution equation for shear but since this is a lot more complicated even from the above, we will refrain from writing it down for obvious reasons. We may now change subject and study scale transformations in Metric-Affine Geometry.
Chapter 8

Scale Transformations in Metric-Affine Geometry

In this chapter we define some transformations that can be performed in a non-Riemannian space. In particular, we define the projective, conformal and frame rescaling transformations, and see the effect of those transformations on the basic geometrical quantities. We also state and prove some useful identities that follow when a scalar quantity is invariant under any of the above separately. We then compute how quadratic torsion and non-metricity scalars transform under those transformations and construct invariant actions with respect to each transformation. The results of this chapter we have published in [7].

8.1 Transformations in Metric Affine Manifolds

To start with, it will be helpful for our discussion later to define the scalars

Pure Non-Metricity Scalars

\begin{align*}
A_1 &= Q_{\alpha\mu\nu} Q^{\alpha\mu\nu} & (8.1) \\
A_2 &= Q_{\alpha\mu\nu} Q^{\mu\nu\alpha} & (8.2) \\
A_3 &= Q_{\mu} Q^{\mu} & (8.3) \\
A_4 &= q_{\mu} q^{\mu} & (8.4) \\
A_5 &= Q_{\mu} q^{\mu} & (8.5) \\
A_6 &= \epsilon^{\alpha\beta\gamma\delta} Q_{\alpha\beta\mu} Q_{\gamma\delta}^{\mu} & (8.6)
\end{align*}
where \( Q_\alpha \equiv Q_{\alpha\mu\nu}g^{\mu\nu} \) and \( \tilde{Q}_\mu = Q_{\lambda\mu\nu}g^{\lambda\nu} \).

**Pure Torsion Scalars**

\[
\begin{align*}
B_1 &= S_{\alpha\mu\nu}S^{\alpha\mu\nu} \\
B_2 &= S_{\alpha\mu\nu}S^{\alpha\mu\nu} \\
B_3 &= S_{\mu}S^{\mu} \\
B_4 &= t_\mu t^{\mu} \\
B_5 &= S_{\mu}t^{\mu} \\
B_6 &= \epsilon^{\alpha\beta\gamma\delta}S_{\alpha\beta\mu}S^{\gamma\delta}_{\mu} \\
B_7 &= \epsilon^{\alpha\beta\gamma\delta}S_{\lambda\beta\mu}S^{\lambda\gamma\delta}_{\mu} \\
B_8 &= \epsilon^{\alpha\beta\gamma\delta}S_{\mu\alpha\beta}S^{\gamma\delta}_{\mu}
\end{align*}
\]

where \( S_{\mu} \equiv S_{\mu\lambda}^{\lambda} \) and \( t^\alpha \equiv \epsilon^{\alpha\beta\gamma\delta}S_{\beta\gamma\delta} \).

**Mixed**

\[
\begin{align*}
C_1 &= Q_{\alpha\mu\nu}S^{\alpha\mu\nu} \\
C_2 &= Q_{\mu}S^{\mu} \\
C_3 &= q_{\mu}S^{\mu} \\
C_4 &= Q^{\mu}t_\mu \\
C_5 &= q^{\mu}t_\mu \\
C_6 &= \epsilon^{\alpha\beta\gamma\delta}Q_{\alpha\beta\mu}S^{\gamma\delta}_{\mu} \\
C_7 &= \epsilon^{\alpha\beta\gamma\delta}Q_{\alpha\beta\mu}S^{\gamma\delta}_{\mu}
\end{align*}
\]

We should remark that the parity-even scalars \( A_1, \ldots, A_5 \) \( B_1, B_2, B_3, C_1, C_2, C_3 \) exist for any dimension-\( n \) while the remaining parity-odd only for \( n = 4 \). Let us now proceed to discuss the transformations that can be formed in a Metric-Affine Geometry.

### 8.1.1 Projective Transformations

In this section we define and discuss more thoroughly projective transformations of the affine connection and see how some important tensors transform under such transformations. In addition, we present some projective invariant tensors and prove the connection
of tracelessness and projective invariance. So, to start our discussion, a projective transformation of the affine connection is defined as

\[ \Gamma^\lambda_{\mu\nu} \rightarrow \Gamma^\lambda_{\mu\nu} + \delta^\lambda_\mu \xi_\nu \]  

(8.22)

where \( \xi_\nu(x) \) is a random vector field. When this vector field is exact, namely when

\[ \xi_\nu = \partial_\nu \lambda \]  

(8.23)

for some scalar function \( \lambda(x) \) we have what is known as a special projective transformation

\[ \Gamma^\lambda_{\mu\nu} \rightarrow \Gamma^\lambda_{\mu\nu} + \delta^\lambda_\mu \partial_\nu \lambda \]  

(8.24)

Under transformation (8.22), the Riemann tensor transforms as

\[ R^\mu_{\nu\alpha\beta} \rightarrow R^\mu_{\nu\alpha\beta} - 2\delta^\mu_\nu \partial_{[\alpha} \xi_{\beta]} \]  

(8.25)

and therefore the transformation rule for the Ricci tensor is

\[ R_{\alpha\beta} \rightarrow R_{\alpha\beta} - 2\partial_{[\alpha} \xi_{\beta]} \]  

(8.26)

and for homothetic curvature

\[ \tilde{R}_{\alpha\beta} \rightarrow \tilde{R}_{\alpha\beta} - 2n\partial_{[\alpha} \xi_{\beta]} \]  

(8.27)

Notice that all of the above tensors are invariant under special projective transformations (since \( \partial_{[\alpha} \partial_{\beta]} \lambda = 0 \)) but not general ones. In addition, if the space is endowed with a metric we also have the transformation rule

\[ R_{\mu\nu\alpha\beta} \rightarrow R_{\mu\nu\alpha\beta} - 2g_{\mu\nu} \partial_{[\alpha} \xi_{\beta]} \]  

(8.28)

and the third contraction of the Riemann tensor \( \tilde{R}_{\mu\beta} = R_{\mu\nu\alpha\beta} g^{\nu\alpha} \) transforms according to

\[ \tilde{R}_{\mu\beta} \rightarrow \tilde{R}_{\mu\beta} - 2\partial_{[\mu} \xi_{\beta]} \]  

(8.29)

At this point we should stress out that even though the Ricci tensor \( R_{\mu\nu} \) is not projective invariant, its symmetric part \( R_{(\mu\nu)} \) is unaltered under projective transformations

\[ R_{(\mu\nu)} \rightarrow R_{(\mu\nu)} \]  

(8.30)

and as a result the Ricci scalar is invariant under projective transformations

\[ R \rightarrow R \]  

(8.31)
Thus, the Einstein-Hilbert action (and of course any $f(R)$ theory) has a gravitation sector that is invariant under projective transformations and this invariance is the reason why the Palatini tensor is traceless in its first two indices. Now regarding the transformations of torsion and non-metricity tensors, one can easily check that under projective transformations

$$S_{\mu\nu}{}^\lambda \rightarrow S_{\mu\nu}{}^\lambda + \delta_{[\mu}{}^{\lambda} \xi_{\nu]}$$  \hspace{1cm} (8.32)

or

$$S_{\mu\nu\alpha} \rightarrow S_{\mu\nu\alpha} + g_{\alpha[\mu} \xi_{\nu]}$$  \hspace{1cm} (8.33)

and

$$Q_{\alpha\mu\nu} \rightarrow Q_{\alpha\mu\nu} + 2 \xi_{\alpha} g_{\mu\nu}$$  \hspace{1cm} (8.34)

For their associate vectors we have

$$S_{\mu} \rightarrow S_{\mu} + \frac{(1 - n)}{2} \xi_{\mu}$$  \hspace{1cm} (8.35)

$$Q_{\mu} \rightarrow Q_{\mu} + 2 n \xi_{\mu}$$  \hspace{1cm} (8.36)

$$\tilde{Q}_{\mu} \rightarrow \tilde{Q}_{\mu} + 2 \xi_{\mu}$$  \hspace{1cm} (8.37)

Also, since

$$S_{[\mu\nu\alpha]} \rightarrow S_{[\mu\nu\alpha]}$$  \hspace{1cm} (8.38)

as is easily seen from (8.33) the torsion pseudo-vector remains invariant

$$\tilde{S}_{\mu} \rightarrow \tilde{S}_{\mu}$$  \hspace{1cm} (8.39)

With these at hand, we can find how the quadratic scalars transform under projective transformations. A straightforward calculation yields

$$\hat{A}_1 = A_1 + 4 Q_{\mu} \xi^{\mu} + 4 n \xi_{\mu} \xi^{\mu}$$  \hspace{1cm} (8.40)

$$\hat{A}_2 = A_2 + 4 q_{\mu} \xi^{\mu} + 4 \xi_{\mu} \xi^{\mu}$$  \hspace{1cm} (8.41)

$$\hat{A}_3 = A_3 + 4 n Q_{\mu} \xi^{\mu} + 4 n^2 \xi_{\mu} \xi^{\mu}$$  \hspace{1cm} (8.42)

$$\hat{A}_4 = A_4 + 4 q_{\mu} \xi^{\mu} + 4 \xi_{\mu} \xi^{\mu}$$  \hspace{1cm} (8.43)

$$\hat{A}_5 = A_5 + 2 (Q_{\mu} + n q_{\mu}) \xi^{\mu} + 4 n \xi_{\mu} \xi^{\mu}$$  \hspace{1cm} (8.44)

$$\hat{A}_6 = A_6$$  \hspace{1cm} (8.45)
for the pure non-metricity quadratic scalars. For the pure torsion scalars we find

\[ \hat{B}_1 = B_1 - 2S_\mu \xi^\mu + \frac{(n-1)}{2} \xi_\mu \xi^\mu \]  
(8.46)

\[ \hat{B}_2 = B_2 + S_\mu \xi^\mu + \frac{(1-n)}{4} \xi_\mu \xi^\mu \]  
(8.47)

\[ \hat{B}_3 = B_3 + (1-n)S_\mu \xi^\mu + \frac{(n-1)^2}{4} \xi_\mu \xi^\mu \]  
(8.48)

\[ \hat{B}_4 = B_4 \]  
(8.49)

\[ \hat{B}_5 = B_5 + \frac{(1-n)}{2} t_\mu \xi^\mu \]  
(8.50)

\[ \hat{B}_6 = B_6 - 2t_\mu \xi^\mu \]  
(8.51)

and for the mixed terms

\[ \hat{C}_1 = C_1 + \frac{1}{2} (q_\mu - Q_\mu + 4S_\mu) \xi^\mu + (1-n) \xi_\mu \xi^\mu \]  
(8.52)

\[ \hat{C}_2 = C_2 + \frac{(1-n)}{2} \left( Q_\mu + \frac{4}{1-n} S_\mu \right) \xi^\mu + (1-n) \xi_\mu \xi^\mu \]  
(8.53)

\[ \hat{C}_3 = C_3 + \frac{(1-n)}{2} \left( q_\mu + \frac{4n}{1-n} S_\mu \right) \xi^\mu + n(1-n) \xi_\mu \xi^\mu \]  
(8.54)

\[ \hat{C}_4 = C_4 + 2nt_\mu \xi^\mu \]  
(8.55)

\[ \hat{C}_5 = C_5 + 2t_\mu \xi^\mu \]  
(8.56)

\[ \hat{C}_6 = C_6 + 2t_\mu \xi^\mu \]  
(8.57)

Next we digress a bit and discuss more combinations that give projective invariant quantities.

**Projective Invariant Combinations**

As we have already seen, some quantities remain invariant under projective transformation, for instance the Ricci scalar

\[ R \rightarrow R \]  
(8.58)

is unchanged. Let us enumerate some (of the many) projective invariant combinations that can be formed. These include

- \( R \rightarrow R \)
- \( R_{(\mu\nu)} \rightarrow R_{(\mu\nu)} \)
- \( R_{[\mu\nu]\alpha\beta} \rightarrow R_{[\mu\nu]\alpha\beta} \)
• \((R_{\mu\nu\alpha\beta} - g_{\mu\nu}R_{\alpha\beta}) \longrightarrow (R_{\mu\nu\alpha\beta} - g_{\mu\nu}R_{\alpha\beta})\)

• \(\epsilon^{\mu\nu\alpha\beta}R_{\mu\nu\alpha\beta} \longrightarrow \epsilon^{\mu\nu\alpha\beta}R_{\mu\nu\alpha\beta}\)

• \((nR_{\mu\nu\alpha\beta} - g_{\mu\nu}\hat{R}_{\alpha\beta}) \longrightarrow (nR_{\mu\nu\alpha\beta} - g_{\mu\nu}\hat{R}_{\alpha\beta})\)

• \((\hat{R}_{\mu\nu} - nR_{\mu\nu}) \longrightarrow (\hat{R}_{\mu\nu} - nR_{\mu\nu})\)

• \(S_{[\alpha\mu\nu]} \longrightarrow S_{[\alpha\mu\nu]}\)

• \(\tilde{S}_\mu \longrightarrow \tilde{S}_\mu\)

• \((n\tilde{Q}_\mu - Q_\mu) \longrightarrow (n\tilde{Q}_\mu - Q_\mu)\)

• \((\tilde{Q}_\mu - Q_\mu - 4S_\mu) \longrightarrow (\tilde{Q}_\mu - Q_\mu - 4S_\mu)\)

• \((Q_\mu - \frac{4n}{4-n}S_\mu) \longrightarrow (Q_\mu - \frac{4n}{4-n}S_\mu)\)

• \((\alpha Q_\mu + \beta\tilde{Q}_\mu + \gamma S_\mu \longrightarrow (\alpha Q_\mu + \beta\tilde{Q}_\mu + \gamma S_\mu), \quad \text{with} \quad n\alpha + \beta + \frac{(1-n)}{4}\gamma = 0\)

• \((Q_{[\mu\nu]\alpha} + 2S_{\mu\nu\alpha}) \longrightarrow (Q_{[\mu\nu]\alpha} + 2S_{\mu\nu\alpha})\)

• \((Q_{\alpha\mu\nu} - \frac{Q_\alpha}{n}g_{\mu\nu}) \longrightarrow (Q_{\alpha\mu\nu} - \frac{Q_\alpha}{n}g_{\mu\nu})\)

• \((Q_{\alpha\mu\nu} - \tilde{Q}_\alpha g_{\mu\nu}) \longrightarrow (Q_{\alpha\mu\nu} - \tilde{Q}_\alpha g_{\mu\nu})\)

• \((S_{\mu\nu\alpha} - \frac{2n}{4-n}\delta^{\alpha}_{[\mu}S_{\nu]} \longrightarrow (S_{\mu\nu\alpha} - \frac{2n}{4-n}\delta^{\alpha}_{[\mu}S_{\nu]}\)

• \((R_{\mu\nu} + \frac{4}{4-n}\partial_{[\mu}S_{\nu]} \longrightarrow (R_{\mu\nu} + \frac{4}{4-n}\partial_{[\mu}S_{\nu]}\)

• \((\hat{R}_{\mu\nu} + \frac{4n}{4-n}\partial_{[\mu}S_{\nu]} \longrightarrow (\hat{R}_{\mu\nu} + \frac{4n}{4-n}\partial_{[\mu}S_{\nu]}\)

These are just a few projective invariant combinations one can form, and by no means all the possible ones. Notice that any scalar that it’s build up out of these combinations will also be projective invariant and as a result its variation with respect to the connection will yield a tensor that is traceless in its first two indices. We prove this (along with other two identities) after defining the conformal and frame rescaling transformations. Now let us continue with the conformal transformations.
8.1.2 Conformal Transformations

A conformal transformation of the metric is defined as

\[ g_{\mu\nu} \rightarrow \bar{g}_{\mu\nu} = e^{2\phi} g_{\mu\nu} \] (8.59)
\[ \Gamma^\lambda_{\mu\nu} \rightarrow \bar{\Gamma}^\lambda_{\mu\nu} = \Gamma^\lambda_{\mu\nu} \] (8.60)

that is under a conformal transformation the metric tensor picks up a conformal factor \( e^{2\phi} \) while the affine connection is left unchanged. Note that the contravariant form of the metric tensor transforms as

\[ \bar{g}^{\mu\nu} = e^{-2\phi} g^{\mu\nu} \] (8.61)

as can be easily seen from the relation \( g_{\mu\nu} g^{\nu\lambda} = \delta^\lambda_\mu \). In addition, the square root of the determinant of the metric obeys the transformation rule

\[ \sqrt{-\bar{g}} = e^{n\phi} \sqrt{-g} \] (8.62)

and for \( n = 4 \)

\[ \sqrt{-\bar{g}} = e^{4\phi} \sqrt{-g} \] (8.63)

which is obtained directly by first taking the determinant of (8.59) and then taking the square root of the result. From this last relation we infer the transformation rule for the Levi-Civita tensor

\[ \bar{\epsilon}_{\mu\nu\rho\sigma} = e^{4\phi} \epsilon_{\mu\nu\rho\sigma} \] (8.64)
\[ \bar{\epsilon}^{\mu\nu\rho\sigma} = e^{-4\phi} \epsilon^{\mu\nu\rho\sigma} \] (8.65)

and recall that \( \epsilon_{\mu\nu\rho\sigma} = \sqrt{-g} \eta_{\mu\nu\rho\sigma} \) where \( \eta_{\mu\nu\rho\sigma} \) is the Levi-Civita symbol. Using the above we see that torsion and non-metricity transform as

\[ \bar{S}^\lambda_{\mu\nu} = S^\lambda_{\mu\nu} \] (8.66)
\[ Q_{\alpha\mu\nu} = e^{2\phi} \left( Q_{\alpha\mu\nu} - 2(\partial_\alpha \phi) g_{\mu\nu} \right) \] (8.67)

and the related vectors

\[ \bar{Q}_\mu = Q_\mu - 2n \partial_\mu \phi \] (8.68)
\[ \bar{q}_\mu = q_\mu - 2 \partial_\mu \phi \] (8.69)
\[ \bar{S}_\mu = S_\mu \] (8.70)
\[ \bar{t}_\mu = t_\mu \] (8.71)
Then, it follows that all pure torsion scalars

\begin{align*}
B_1 &= S_{\alpha\mu\nu}S^{\alpha\mu\nu} \quad (8.72) \\
B_2 &= S_{\alpha\mu\nu}S^{\mu\alpha} \quad (8.73) \\
B_3 &= S_{\mu}S^{\mu} \quad (8.74) \\
B_4 &= t_{\mu}t^{\mu} \quad (8.75) \\
B_5 &= S_{\mu}t^{\mu} \quad (8.76) \\
B_6 &= \epsilon^{\alpha\beta\gamma\delta}S_{\alpha\beta\mu}S^{\mu\gamma\delta} \quad (8.77) \\
B_7 &= \epsilon^{\alpha\beta\gamma\delta}S_{\lambda\alpha\beta}S^{\lambda\gamma\delta} \quad (8.78) \\
B_8 &= \epsilon^{\alpha\beta\gamma\delta}S_{\mu\alpha\beta}S^{\mu\gamma\delta} \quad (8.79)
\end{align*}

transform conformally, that is

\[ \bar{B}_i = e^{-2\phi} B_i \quad (8.80) \]

for any \( i = 1, 2, \ldots, 8 \). This means that any combination \( \sqrt{-g}B_iB_j \) is conformally invariant.\(^1\)

Regarding the pure non-metricity scalars, one can verify the transformation laws

\begin{align*}
\bar{A}_1 &= \bar{Q}_{\alpha\mu\nu}\bar{Q}^{\alpha\mu\nu} = e^{-2\phi}\left[A_1 - 4Q^\mu\partial_\mu\phi + 4n(\partial\phi)^2\right] \quad (8.81) \\
\bar{A}_2 &= \bar{Q}_{\alpha\mu\nu}Q^{\mu\alpha} = e^{-2\phi}\left[A_2 - 4q^\mu\partial_\mu\phi + 4(\partial\phi)^2\right] \quad (8.82) \\
\bar{A}_3 &= \bar{Q}_\mu\bar{Q}^\mu = e^{-2\phi}\left[A_3 - 4nQ^\mu\partial_\mu\phi + 4n^2(\partial\phi)^2\right] \quad (8.83) \\
\bar{A}_4 &= \bar{q}_\mu\bar{q}^\mu = e^{-2\phi}\left[A_4 - 4q^\mu\partial_\mu\phi + 4(\partial\phi)^2\right] \quad (8.84) \\
\bar{A}_5 &= \bar{Q}_\mu\bar{q}^\mu = e^{-2\phi}\left[A_5 - 2(Q^\mu + n\mu^\mu)\partial_\mu\phi + 4n(\partial\phi)^2\right] \quad (8.85) \\
\bar{A}_6 &= e^{\alpha\beta\gamma\delta}\bar{Q}_{\alpha\beta\mu}\bar{Q}_{\gamma\delta}^\mu = e^{-2\phi}A_6 \quad (8.86)
\end{align*}

\(^1\)Weyl-Invariant extensions of the Metric-Affine Gravity were studied in \[66\] in 4-dim. The quadratic conformally invariant action was also given there.
and for the mixed terms

\[ \bar{C}_1 = \bar{Q}_{\alpha \mu \nu} \bar{S}^{\alpha \mu \nu} = e^{-2\phi} \left[ C_1 - 2S^\mu \partial_\mu \phi \right] \]  
(8.87)

\[ \bar{C}_2 = \bar{Q}_\mu \bar{S}^\mu = e^{-2\phi} \left[ C_2 - 2nS^\mu \partial_\mu \phi \right] \]  
(8.88)

\[ \bar{C}_3 = \bar{q}_\mu \bar{S}^\mu = e^{-2\phi} \left[ C_3 - 2S^\mu \partial_\mu \phi \right] \]  
(8.89)

\[ \bar{C}_4 = \bar{Q}^\mu \bar{t}_\mu = e^{-2\phi} \left[ C_4 - 2nt^\mu \partial_\mu \phi \right] \]  
(8.90)

\[ \bar{C}_5 = \bar{q}^\mu \bar{t}_\mu = e^{-2\phi} \left[ C_5 - 2t^\mu \partial_\mu \phi \right] \]  
(8.91)

\[ \bar{C}_6 = \bar{e}^{\alpha \beta \gamma \delta} \bar{Q}_{\alpha \beta \mu} \bar{S}_{\gamma \delta}^\mu = e^{-2\phi} \left[ C_6 - 2t^\mu \partial_\mu \phi \right] \]  
(8.92)

\[ \bar{C}_7 = \bar{e}^{\alpha \beta \gamma \delta} \bar{Q}_{\alpha \beta \mu} \bar{S}_{\gamma \delta}^\mu = e^{-2\phi} \left[ C_7 - 2t^\mu \partial_\mu \phi \right] \]  
(8.93)

8.1.3 Frame Rescaling

A frame rescaling transformation results in a combination of a conformal metric transformation + a special projective transformation. More specifically, we have

\[ \Gamma^\lambda_{\mu \nu} \rightarrow \tilde{\Gamma}^\lambda_{\mu \nu} = \Gamma^\lambda_{\mu \nu} + \delta^\lambda_{\mu} \partial_\nu \phi \]  
(8.94)

\[ g_{\mu \nu} \rightarrow \tilde{g}_{\mu \nu} = e^{2\phi} g_{\mu \nu} \]  
(8.95)

with the same scalar field \( \phi(x) \) appearing in both above. Interestingly, under the above transformations, the non-metricity tensor does not change and it just picks-up a conformal factor. In words

\[ \bar{Q}_{\alpha \mu \nu} = e^{2\phi} Q_{\alpha \mu \nu} \]  
(8.96)

as can be easily seen by applying both transformations on the non-metricity tensor. This makes the procedure of computing quadratic non-metricity scalars, extremely simple. Indeed, let us consider the scalars

\[ A_1 = Q_{\alpha \mu \nu} Q^{\alpha \mu \nu} \]  
(8.97)

\[ A_2 = Q_{\alpha \mu \nu} Q^{\mu \nu \alpha} \]  
(8.98)

\[ A_3 = Q_{\mu} Q^{\mu} \]  
(8.99)

\[ A_4 = q_{\mu} q^{\mu} \]  
(8.100)

\[ A_5 = Q_{\mu} q^{\mu} \]  
(8.101)

\[ A_6 = e^{\alpha \beta \gamma \delta} Q_{\alpha \beta \mu} Q^{\gamma \delta \mu} \]  
(8.102)
It is an easy matter to show that under frame rescalings

$$\tilde{A}_i = e^{-2\phi} A_i$$  \hspace{1cm} (8.103)

for any $i = 1, 2, ..., 6$. Therefore any combination $\sqrt{-g}A_iA_j$ is invariant under frame rescalings. As far as torsion is concerned, we have the transformation law

$$\tilde{S}_{\mu\nu}^\lambda = S_{\mu\nu}^\lambda + \delta_{[\mu}^\lambda \partial_{\nu]} \phi$$  \hspace{1cm} (8.104)

and for the torsion vector

$$\tilde{S}_\mu = S_\mu + \frac{(1-n)}{2} \partial_\mu \phi$$  \hspace{1cm} (8.105)

Then, considering the scalars

$$B_1 = S_{\mu\nu\alpha} S^{\mu\nu\alpha}$$  \hspace{1cm} (8.106)
$$B_2 = S_{\alpha\mu\nu} S^{\mu\nu\alpha}$$  \hspace{1cm} (8.107)
$$B_3 = S_\mu S^\mu$$  \hspace{1cm} (8.108)

we see that under a frame rescaling, the above transform as

$$\tilde{B}_1 = e^{-2\phi} \left[ B_1 - 2S_\mu \partial_\mu \phi + \frac{(n-1)}{2} (\partial \phi)^2 \right]$$  \hspace{1cm} (8.109)
$$\tilde{B}_2 = e^{-2\phi} \left[ B_2 + S_\mu \partial_\mu \phi + \frac{(1-n)}{4} (\partial \phi)^2 \right]$$  \hspace{1cm} (8.110)
$$\tilde{B}_3 = e^{-2\phi} \left[ B_3 + (1-n)S_\mu \partial_\mu \phi + \frac{(1-n)^2}{4} (\partial \phi)^2 \right]$$  \hspace{1cm} (8.111)

Notice that the combinations $B_1 + 2B_2$, $(n-1)B_1 - 2B_3$ and $(n-1)B_2 + B_3$ transform conformally. For the rest of the quadratic torsion scalars one finds

$$\tilde{B}_4 = e^{-2\phi} B_4$$  \hspace{1cm} (8.112)
$$\tilde{B}_5 = e^{-2\phi} \left[ B_5 + \frac{(1-n)}{2} t^\mu \partial_\mu \phi \right]$$  \hspace{1cm} (8.113)
$$\tilde{B}_6 = e^{-2\phi} \left[ B_6 - 2t^\mu \partial_\mu \phi \right]$$  \hspace{1cm} (8.114)
$$\tilde{B}_7 = e^{-2\phi} \left[ B_7 + t^\mu \partial_\mu \phi \right]$$  \hspace{1cm} (8.115)
$$\tilde{B}_8 = e^{-2\phi} \left[ B_8 - \frac{1}{2} t^\mu \partial_\mu \phi \right]$$  \hspace{1cm} (8.116)
For the mixed terms one finds

\[ \tilde{C}_1 = \tilde{Q}_{\alpha\mu} \tilde{S}^{\alpha\mu} = e^{-2\phi} \left[ C_1 + \frac{1}{2} (q^\mu - Q^\mu) \partial_\mu \phi \right] \]  
\[ (8.117) \]

\[ \tilde{C}_2 = \tilde{Q}_\mu \tilde{S}^\mu = e^{-2\phi} \left[ C_2 + \frac{1}{2} (1 - n) Q^\mu \partial_\mu \phi \right] \]  
\[ (8.118) \]

\[ \tilde{C}_3 = \tilde{q}_\mu \tilde{S}^\mu = e^{-2\phi} \left[ C_3 + \frac{1}{2} (1 - n) q^\mu \partial_\mu \phi \right] \]  
\[ (8.119) \]

\[ \tilde{C}_4 = \tilde{Q}_\mu \tilde{t}^\mu = e^{-2\phi} C_4 \]  
\[ (8.120) \]

\[ \tilde{C}_5 = \tilde{q}_\mu \tilde{t}^\mu = e^{-2\phi} C_5 \]  
\[ (8.121) \]

\[ \tilde{C}_6 = \tilde{\varepsilon}^{\alpha\beta\gamma\delta} \tilde{Q}_{\alpha\beta\mu} \tilde{S}^\mu_{\gamma\delta} = e^{-2\phi} C_6 \]  
\[ (8.122) \]

\[ \tilde{C}_7 = \tilde{\varepsilon}^{\alpha\beta\gamma\delta} \tilde{q}_{\alpha\beta\mu} \tilde{S}^\mu_{\gamma\delta} = e^{-2\phi} C_6 \]  
\[ (8.123) \]

Having obtained the needed setup we are now in a position to study theories invariant under the three above transformations we defined. Before doing so, let us make an aside and see what identities do these invariances impose on the theories that are invariant under those.

8.1.4 Invariances and Identities

We will show now that the variations of actions that are invariant under a transformation produce tensors that satisfy certain identities. More specifically we show that

1) If an action is invariant under projective transformations then its variation with respect to the connection produces a tensor that is traceless in its first two indices.

2) An action invariant under conformal transformations, produces a traceless tensor when varied with respect to the metric.

3) If an action is invariant under frame rescalings then the trace of its variation with respect to the metric tensor is related to the divergence of the trace in the first two indices of its variation with respect to the connection. We prove each of the above statements below.

**Projective Invariance and tracelessness**

As we have already pointed out the Palatini Tensor

\[ P^\mu_{\nu} = \frac{\delta R}{\delta \Gamma^\mu_{\nu}} \]  
\[ (8.124) \]

has zero trace when contracted in its first two indices, that is

\[ P^\mu_{\nu} = 0 \]  
\[ (8.125) \]
In fact as we have argued before, any tensor constructed out of a projective invariant quantity has this property. Let us prove this here. Consider the scalar quantity $\Psi$ that is invariant under projective transformations. Then define

$$\Xi_{\lambda}^{\mu\nu} \equiv \frac{\delta \Psi}{\delta \Gamma^\lambda_{\mu\nu}}$$  \hspace{1cm} (8.126)

Now consider the projective transformation

$$\Gamma^\lambda_{\mu\nu} \rightarrow \hat{\Gamma}^\lambda_{\mu\nu} = \Gamma^\lambda_{\mu\nu} + \delta^\lambda_{\mu} \xi^\nu$$  \hspace{1cm} (8.127)

such that

$$2 \delta_p \Gamma^\lambda_{\mu\nu} = \hat{\Gamma}^\lambda_{\mu\nu} - \Gamma^\lambda_{\mu\nu} = \delta^\lambda_{\mu} \xi^\nu$$  \hspace{1cm} (8.128)

Applying the latter transformation to $\Psi$, we have

$$\delta_p \Psi = \frac{\delta \Psi}{\delta \Gamma^\lambda_{\mu\nu}} \delta_p \Gamma^\lambda_{\mu\nu} = \Xi_{\lambda}^{\mu\nu} \delta^\lambda_{\mu} \xi^\nu = \Xi_{\mu}^{\mu\nu} \xi^\nu$$  \hspace{1cm} (8.129)

Now since $\Psi$ is invariant, we have that $\delta_p \Psi = 0$. Thus, using this, along with the fact that the vector $\xi^\nu$ is arbitrary, from the above we conclude that

$$\Xi_{\mu}^{\mu\nu} = 0$$  \hspace{1cm} (8.130)

as we stated.

**Conformal Invariance and Tracelessness**

As we have proved earlier, if a scalar quantity is invariant under projective transformations then its variation with respect to the connection yields a tensor (or tensor density if we do not divide the result by $\sqrt{-g}$) that is traceless in its first two indices. Similarly, if a scalar density (which we may integrate to construct an action of course) is invariant under conformal transformations then its variation with respect to the metric tensor yields a tensor that is traceless. Let us prove this here.

**Proof:** Consider the scalar density

$$\sqrt{-g} \Psi$$  \hspace{1cm} (8.131)

where $\Psi$ is a scalar. Then define the variation

$$M_{\mu\nu} \equiv \frac{1}{\sqrt{-g}} \frac{\delta (\sqrt{-g} \Psi)}{\delta g^{\mu\nu}}$$  \hspace{1cm} (8.132)

$^2\delta_p$ denotes a projective variation of the connection.
and denote its trace by \( M \equiv M_{\mu\nu}g^{\mu\nu} \). Consider now a conformal transformation of the metric

\[
\bar{g}_{\mu\nu} = e^{2\phi}g_{\mu\nu}
\]  

(8.133)

or in its contravariant form

\[
\bar{g}^{\mu\nu} = e^{-2\phi}g^{\mu\nu}
\]  

(8.134)

Expanding the latter for infinitesimal transformations, it follows that

\[
\bar{g}^{\mu\nu} \approx (1 - 2\phi)g^{\mu\nu} \Rightarrow \delta_c g^{\mu\nu} = -2\phi g^{\mu\nu}
\]  

(8.135)

where \( \delta_c g^{\mu\nu} \equiv \bar{g}^{\mu\nu} - g^{\mu\nu} \) denotes the infinitesimal change the metric undergoes under the conformal transformation. Given that (8.131) is invariant under conformal transformations we have

\[
\delta_c (\sqrt{-g}\Psi) = 0 \Rightarrow M_{\mu\nu}\delta_c g^{\mu\nu} = 0 \Rightarrow -2\phi M_{\mu\nu}g^{\mu\nu} = 0
\]

and since the last one must hold true for arbitrary \( \phi \) we conclude that

\[
M = M_{\mu\nu}g^{\mu\nu} = 0
\]  

(8.136)

as stated.

**Examples:** Let us confirm the strength of the above statement with two examples. First consider the scalar density \(^3\)(in 4dimensions)

\[
\sqrt{-g}R^2
\]  

(8.137)

which is conformally invariant as can be easily seen. Its metric variation is found to be

\[
M_{\mu\nu} = \frac{1}{\sqrt{-g}} \frac{\delta (\sqrt{-g}R^2)}{\delta g^{\mu\nu}} = 2R \left( R_{\mu\nu} - \frac{1}{4}g_{\mu\nu}R \right)
\]  

(8.138)

and therefore

\[
M = M_{\mu\nu}g^{\mu\nu} = 2R (R - R) = 0
\]  

(8.139)

as expected. As a second example consider

\[
\sqrt{-g}R_{\mu\nu}R^{\mu\nu}
\]  

(8.140)

\(^3\)This of course generalizes to any dimension and takes the form \( \sqrt{-g}R^2 \) where \( n \) is the dimension of the space.
which is also a conformally invariant quantity in $4 - \text{dim}$. Variation with respect to the metric yields

$$M_{\mu\nu} = \frac{1}{\sqrt{-g}} \frac{\delta (\sqrt{-g} R_{\mu\nu} R^{\mu\nu})}{\delta g^{\mu\nu}} = -\frac{1}{2} R_{\alpha\beta} R^{\alpha\beta} g_{\mu\nu} + R^\beta_{\mu} R^\nu_{\nu} + R^\beta_{\nu} R^\nu_{\beta}$$

which again gives a vanishing trace since

$$M = M_{\mu\nu} g^{\mu\nu} = -2 R_{\mu\nu} R^{\mu\nu} + R^\mu_{\mu} R_{\mu\nu} + R^\nu_{\mu} R^{\mu\nu} = 0$$

**Invariance under frame rescalings**

As we have seen a frame rescaling results in a conformal transformation + a special projective transformation both powered by a single scalar field $\phi(x)$. We will now prove that if a scalar density is invariant under frame rescalings then, the trace of its metric conjugate and the divergence of the trace of its connection conjugate are related to one another.

**Proof:** Consider the action

$$S = \int d^n x \sqrt{-g} \mathcal{L}$$

and recall the definitions of the metric and connection conjugates

$$M_{\mu\nu} \equiv \frac{1}{\sqrt{-g}} \frac{\delta (\sqrt{-g} \mathcal{L})}{\delta g^{\mu\nu}}$$

$$\Xi_{\lambda}^{\mu\nu} \equiv \frac{1}{\sqrt{-g}} \frac{\delta (\sqrt{-g} \mathcal{L})}{\delta \Gamma^{\lambda}_{\mu\nu}} = \frac{\delta \mathcal{L}}{\delta \Gamma^{\lambda}_{\mu\nu}}$$

and define the traces

$$M = g^{\mu\nu} M_{\mu\nu} , \quad \Xi^\mu = \Xi_{\lambda}^{\lambda\mu}$$

We now state that if (8.143) is invariant under frame rescalings then

$$2M + \frac{\partial_{\mu}(\sqrt{-g} \Xi^\mu)}{\sqrt{-g}} = 0$$

To prove this let us compute the change in (8.143) under frame rescalings. Using

$$\delta_f \tilde{g}^{\mu\nu} = \tilde{g}^{\mu\nu} - g^{\mu\nu} = -2\phi g^{\mu\nu}$$

This is most important because one can also have projective and conformal transformations that are powered by different fields. Then invariance means that both metric and connection conjugates have zero traces and they are not related. As an example consider $\sqrt{-g} R^2$ which is independently invariant under $\Gamma^\lambda_{\mu\nu} \rightarrow \Gamma^\lambda_{\mu\nu} + \delta^\lambda_{\mu} \xi_{\nu}$ and $g_{\mu\nu} \rightarrow e^{2\phi} g_{\mu\nu}$ (where $\xi_{\nu}$ and $\phi$ are not related to any way) and as a result $M = 0$ and $\Xi^\mu = 0.$
\[ \delta_{fr} \Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} - \Gamma^\lambda_{\mu\nu} = \delta^\lambda_{\mu} \partial_\nu \phi \] (8.149)

where \( \delta_{fr} \) denotes the change under frame rescalings, we compute

\[
\delta_{fr} S = \int d^n x \left[ \sqrt{-g} M_{\mu\nu} \delta_{fr} g^{\mu\nu} + \sqrt{-g} \Xi_{\lambda}^{\mu\nu} \delta_{fr} \Gamma^\lambda_{\mu\nu} \right] = \\
\int d^n x \left[ \sqrt{-g} (-2\phi g^{\mu\nu} M_{\mu\nu}) + \sqrt{-g} \Xi_{\lambda}^{\mu\nu} \delta^\lambda_{\mu} \partial_\nu \phi \right] = \\
\int d^n x \left[ -\sqrt{-g} 2\phi M + \sqrt{-g} \Xi_{\mu}^{\nu} \partial_\mu \phi \right] = \\
- \int d^n x \left[ \sqrt{-g} 2\phi M + \phi (\partial_\mu \sqrt{-g} \Xi_{\mu}^{\nu}) \right] + \int d^n x \partial_\mu (\sqrt{-g} \Xi_{\mu}^{\nu} \phi) = \\
- \int d^n x \phi \left[ \sqrt{-g} 2M + (\partial_\mu \sqrt{-g} \Xi_{\mu}^{\nu}) \right] + s.t. \quad (8.150)
\]

Then, ignoring surface terms, since \( S \) is invariant it follows that

\[ \delta_{fr} S \Rightarrow \phi \left[ \sqrt{-g} 2M + (\partial_\mu \sqrt{-g} \Xi_{\mu}^{\nu}) \right] = 0 \] (8.151)

and since the last must be true for arbitrary \( \phi \) we conclude that

\[ 2M + \frac{\partial_\mu (\sqrt{-g} \Xi_{\mu}^{\nu})}{\sqrt{-g}} = 0 \] (8.152)

as stated.

**Example:** As an example consider the scalar density

\[ \sqrt{-g} A^2 = \sqrt{-g} (Q_\mu Q^\mu)^2 \] (8.153)

which is invariant under frame rescalings in \( 4 - dim \) as can be easily seen. Its metric conjugate reads (where we have dropped a total derivative that is assumed to vanish on the boundary)

\[ M_{\mu\nu} = -\frac{1}{2} g_{\mu\nu} A^2 + 2 A Q_\mu Q_\nu - 4 g_{\mu\nu} \frac{\partial_\alpha (\sqrt{-g} Q^n A)}{\sqrt{-g}} \] (8.154)

with trace

\[ M = -16 \frac{\partial_\alpha (\sqrt{-g} Q^n A)}{\sqrt{-g}} \] (8.155)

The associated connection conjugate is found to be

\[ \Xi_{\lambda}^{\mu\nu} = 8 A Q_\nu \delta^\mu_{\lambda} \] (8.156)

with trace (in the first two indices)

\[ \Xi^{\nu} = 32 A Q^{\nu} \] (8.157)
So we observe that
\[
\frac{\partial_\mu (\sqrt{-g} \Xi^\mu)}{\sqrt{-g}} = 32 \frac{\partial_\alpha (\sqrt{-g} Q^\alpha A)}{\sqrt{-g}} = -2M \Rightarrow
\]
\[
2M + \frac{\partial_\mu (\sqrt{-g} \Xi^\mu)}{\sqrt{-g}} = 0
\]
as expected. Let us see now what do these invariances imply for the matter part of the action.

Identities for the Matter Sector

When the above invariances are also respected by the matter sector of the theory, they impose certain identities for the energy momentum and hypermomentum tensors. In particular, from the above discussion we immediately conclude that, if the matter action is invariant under projective transformations it holds that
\[
\Delta^\mu \equiv \Delta_{\lambda}^{\lambda\mu} = 0 \tag{8.159}
\]
Namely projective invariance means that the hypermomentum tensor is traceless in its first two indices. A weaker condition on \(\Delta_{\lambda}^{\mu\nu}\) is generated when the action is invariant only under special projective transformations but not general ones. Then, it holds that
\[
\partial_\mu (\sqrt{-g} \Delta_{\lambda}^{\lambda\mu}) = 0 \tag{8.160}
\]
for matter that is invariant under special projective transformations.

On the other hand, if the matter action is conformally invariant, then the associated theory calls only for a traceless energy momentum tensor, viz.
\[
T = T_{\mu\nu} g^{\mu\nu} = 0 \tag{8.161}
\]
Notice that if the theory is independently invariant under both of the above transformations, then it will satisfy both of the above identities. Lastly, for matter that is invariant under frame rescalings the traces of the energy momentum and hypermomentum tensors are related through
\[
2T + \frac{\partial_\mu (\sqrt{-g} \Delta_{\lambda}^{\lambda\mu})}{\sqrt{-g}} = 0 \tag{8.162}
\]
Variations

Let us gather here the various variations that we will use in what follows. We start with torsion and compute variations with respect to the metric first. We have

\[
T_{\mu\nu\lambda}(\delta g S_{\mu\nu\lambda}) = \delta g^{\mu\nu}(2T_{(\nu\alpha})S_{\mu}{}^{\alpha\beta})
\]

and also

\[
T^{\mu\nu\lambda}(\delta g S_{\mu\nu\lambda}) = -\delta g^{\mu\nu}(T_{\nu\alpha})S_{\alpha\beta\mu}
\]

where \( T_{\mu\nu\lambda} \) is an arbitrary tensor field (or tensor density). Then setting \( T_{\mu\nu\lambda} = S_{\mu\nu\lambda} \) one has

\[
S_{\mu\nu\lambda}(\delta g S_{\mu\nu\lambda}) = \delta g^{\mu\nu}(2S_{\nu\alpha\beta}S_{\mu}{}^{\alpha\beta})
\]

as well as

\[
S^{\mu\nu\lambda}(\delta g S_{\mu\nu\lambda}) = -\delta g^{\mu\nu}(S_{\alpha\beta\mu}S_{\alpha\beta\nu})
\]

such that

\[
\delta g(S_{\mu\nu\lambda}S^{\mu\nu\lambda}) = \delta g^{\mu\nu}(2S_{\nu\alpha\beta}S_{\mu}{}^{\alpha\beta} - S_{\alpha\beta\mu}S_{\alpha\beta\nu})
\]

In addition, setting \( T_{\mu\nu\lambda} = S_{\lambda\mu\nu} \) we conclude that

\[
\delta g(S_{\mu\nu\lambda}S^{\lambda\mu\nu}) = -S_{\nu\alpha\beta}S_{\mu}{}^{\alpha\beta}(\delta g^{\mu\nu})
\]

Now, using

\[
\delta g^{\epsilon_{\alpha\beta\gamma\delta}} = \delta g^{\mu\nu}(\epsilon_{\alpha\beta\gamma\delta}) = \frac{1}{2} \epsilon_{\alpha\beta\gamma\delta}g^{\mu\nu}\delta g^{\mu\nu}
\]

we compute

\[
A^\alpha \delta g t^\alpha = \delta g^{\mu\nu}\left[\frac{1}{2}g_{\mu\nu}A^\alpha t^\alpha + 2A^\lambda \epsilon_{\lambda\alpha\beta\gamma}S_{\mu}{}^{\alpha\beta}\right]
\]

where \( A^\mu \) is an arbitrary vector. Then, also using that \( \delta g S_{\mu} = 0 \) we find

\[
\delta g(t_{\alpha}S_{\alpha}) = \delta g^{\mu\nu}\left[\frac{1}{2}g_{\mu\nu}S_{\alpha} t^\alpha + 2\epsilon_{\lambda\alpha\beta\gamma}S_{\mu}{}^{\alpha\beta} + t_{\mu}S_{\nu}\right]
\]

and also

\[
\delta g(S_{\alpha}S_{\alpha}) = \delta g^{\mu\nu}(S_{\mu}S_{\nu})
\]
Following the same procedure for the rest of the quadratic torsion scalars, we finally derive the $g$–variations

\[
\delta_g B_1 = \delta g^{\mu\nu} \left( 2 S_{\nu\alpha\beta} S_{\mu}^{\ \alpha\beta} - S_{\alpha\beta\mu} S^{\alpha\beta}_\nu \right)
\]
\[
\delta_g B_2 = \delta g^{\mu\nu} (-S_{\nu\alpha\beta} S_{\mu}^{\ \alpha\beta})
\]
\[
\delta_g B_3 = \delta g^{\mu\nu} (S_{\mu} S_\nu)
\]
\[
\delta_g B_4 = \delta g^{\mu\nu} \left[ t_\mu t_\nu - g_{\mu\nu} t_\alpha t^\alpha + 4 t_\lambda \epsilon_{\lambda\nu\alpha\beta} S_{\mu}^{\ \alpha\beta} \right]
\]
\[
\delta_g B_5 = \delta g^{\mu\nu} \left( -\frac{1}{2} g_{\mu\nu} S_\alpha t^\alpha + 2 S_\lambda \epsilon_{\lambda\nu\alpha\beta} S_{\mu}^{\ \alpha\beta} + t_\mu S_\nu \right)
\]
\[
\delta_g B_6 = \delta g^{\mu\nu} \left( \frac{1}{2} g_{\mu\nu} B_6 - \epsilon^{\alpha\beta\gamma\delta} S_{\alpha\beta\mu} S_{\gamma\delta} \right)
\]
\[
\delta_g B_7 = \delta g^{\mu\nu} \left( \frac{1}{2} g_{\mu\nu} B_7 + 2 S_{\alpha\beta}^{\ \mu} S_\alpha^{\ \gamma\delta} \epsilon_{\nu\beta\gamma\delta} + \epsilon^{\alpha\beta\gamma\delta} S_{\mu\alpha\beta} S_{\nu\gamma\delta} \right)
\]
\[
\delta_g B_8 = \delta g^{\mu\nu} \left( \frac{1}{2} g_{\mu\nu} B_8 - \epsilon^{\beta\gamma\delta} S_\beta S_{\mu\alpha\beta} \right)
\]

(8.173)

### 8.1.5 Γ-Variations

For the Γ-variations of non-metricity scalars we find

\[
\delta_\Gamma A_1 = \delta_\Gamma (Q_{\alpha\mu\nu} Q^{\alpha\mu\nu}) = (4 Q^{\nu\mu}_\lambda) \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma A_2 = \delta_\Gamma (Q_{\alpha\mu\nu} Q^{\mu\nu}) = 2 (Q^{\mu\nu}_\lambda + Q^{\nu\mu}_\lambda) \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma A_3 = \delta_\Gamma (Q_{\mu} Q^{\mu}) = (4 Q^{\nu\mu}_\lambda) \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma A_4 = \delta_\Gamma (\tilde{Q}_{\mu} \tilde{Q}^{\mu}) = 2 (\tilde{Q}_{\lambda} g^{\mu\nu} + \tilde{Q}^{\mu} \delta^{\nu}_{\lambda}) \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma A_5 = \delta_\Gamma (Q_{\mu} \tilde{Q}^{\mu}) = (2 \tilde{Q}^{\nu} \delta^{\nu}_{\lambda} + Q_{\lambda} g^{\mu\nu} + Q^{\mu} \delta^{\nu}_{\lambda}) \delta \Gamma^{\lambda}_{\mu\nu}
\]

(8.174)

and for the pure torsion and mixed scalars

\[
\delta_\Gamma B_1 = \delta_\Gamma (S_{\mu\nu\lambda} S^{\mu\nu\lambda}) = 2 S_{\mu\nu}^{\ \lambda} \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma B_2 = \delta_\Gamma (S_{\mu\nu\lambda} S^{\lambda\mu\nu}) = 2 S_{\lambda}^{\ [\mu\nu]} \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma B_3 = \delta_\Gamma (S_{\mu} S^{\mu}) = 2 S^{[\mu\nu]} \delta^{\nu}_{\lambda} \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma C_1 = \delta_\Gamma (Q_{\alpha\mu\nu} S^{\mu\nu}) = (S^{\mu\nu}_\lambda - S_\lambda^{\ \mu\nu} + Q_{\mu\nu}^{\ [\alpha}) \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma C_2 = \delta_\Gamma (Q_{\mu} S^{\mu}) = (2 S_{\nu}^{\nu} \delta^{\nu}_{\lambda} + Q_{\mu}^{\nu} \delta^{\nu}_{\lambda}) \delta \Gamma^{\lambda}_{\mu\nu}
\]
\[
\delta_\Gamma C_3 = \delta_\Gamma (q_{\mu} S^{\mu}) = (S_{\lambda} g^{\mu\nu} + S^{\mu} \delta^{\nu}_{\lambda} + q_{\mu}^{\nu} \delta^{\nu}_{\lambda}) \delta \Gamma^{\lambda}_{\mu\nu}
\]
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8.1.6 A Simple Conformally Invariant Theory

As a warm up, let us study now a conformally invariant theory by coupling the Ricci scalar, to a scalar field $\psi$, in the metric-affine framework\(^5\). The nice thing now is that one does not need the existence of an additional gauge field $A_{\mu}$ in order to define the gauge covariant derivative on $\psi$ since torsion and non-metricity offer enough room to accommodate it into them. To be more specific, consider the action

$$
S = \frac{1}{2\kappa} \int d^n x \left[ \sqrt{-g} \psi^2 R + \lambda \sqrt{-g} g^{\mu\nu} D_{\mu} \psi D_{\nu} \psi \right]
$$

(8.175)

where $\lambda$ is a parameter and $D_{\mu} \psi$ the gauge covariant derivative on the field, to be defined in a moment. Notice now that the first term in the above action is invariant under conformal transformations of the metric

$$
g_{\mu\nu} \rightarrow \bar{g}_{\mu\nu} = e^{2\theta} g_{\mu\nu}
$$

(8.176)

provided that we simultaneously transform the scalar field as

$$
\psi \rightarrow \bar{\psi} = e^{\frac{(2-n)\theta}{2}} \psi
$$

(8.177)

In order to keep this invariance on the kinetic term too, one needs to replace the partial derivative $\partial_{\mu}$ with a covariant one $D_{\mu} = \partial_{\mu} + A_{\mu}$ and also impose a gauge transformation on the field $A_{\mu}$ ($A_{\mu} \rightarrow A_{\mu} + \partial_{\mu} \chi$) so as to have the transformation

$$
\bar{D}_{\mu} \bar{\psi} = e^{\frac{(2-n)\theta}{2}} D_{\mu} \psi
$$

(8.178)

and subsequently

$$
\sqrt{-\bar{g}} g^{\mu\nu} \bar{D}_{\mu} \bar{\psi} \bar{D}_{\nu} \bar{\psi} = g^{\mu\nu} D_{\mu} \psi D_{\nu} \psi
$$

(8.179)

which will ensure the conformal invariance of the total action. Now, what’s interesting is that we do not have to add this gauge field $A_{\mu}$ by hand, we have a generalized geometry offering torsion and non-metricity vectors that can do the job. Notice now that since the torsion vector $S_{\mu}$ does not change under conformal transformations, it cannot be regarded as our desired gauge field. The non-metricity (Weyl) vector however, transforms as

$$
\bar{Q}_{\mu} = Q_{\mu} - 2n \partial_{\mu} \theta
$$

(8.180)

\(^5\)Conformally invariant theories in the context of teleparallel gravity have been studied in \(^67\). Notice however the difference between the transformation law for torsion tensor in their formalism compared to ours.
under a conformal transformation. Therefore, defining the covariant derivative on the scalar field as

\[ D_\mu \equiv \partial_\mu + \frac{2 - n}{4n} Q_\mu \]  

(8.181)

ensures that (8.179) is satisfied. So, building the action this way, let us derive the field equations of (8.175). Variation with respect to the metric tensor yields

\[ -\frac{1}{2} g^{\mu\nu} \left( \psi^2 R + \lambda (D\psi)^2 \right) + \psi^2 R_{\mu\nu} + \lambda g_{\mu\nu} \psi D_\nu \psi \]

\[ + \lambda \frac{(n - 2)}{2n} g_{\mu\nu} \frac{\partial_\alpha (\sqrt{-g} D^\alpha \psi)}{\sqrt{-g}} = 0 \]  

(8.182)

where we have abbreviated \((D\psi)^2 = g^{\mu\nu} D_\mu \psi D_\nu \psi\). Now, since our initial action is conformally invariant one would expect that the trace of the above equation identically vanishes. In fact, the trace of the above equation gives the same equation that one gets when varying with respect to the scalar field \(\psi\). Therefore, when the equation of motion for \(\psi\) is on shell, the above trace vanishes identically. To see this first note that the trace of the above field equations is

\[ \psi^2 R + \lambda (D\psi)^2 - \lambda \frac{\partial_\alpha (\sqrt{-g} D^\alpha \psi)}{\sqrt{-g}} = 0 \]  

(8.183)

On the other hand, varying the action with respect to \(\psi\), we obtain

\[ R\psi - \lambda \frac{\partial_\alpha (\sqrt{-g} D^\alpha \psi)}{\sqrt{-g}} - \lambda \frac{(n - 2)}{4n} Q^\mu (D_\mu \psi) = 0 \]  

(8.184)

Multiplying this by \(\psi\) (given that \(\psi \neq 0\)) and doing a partial integration it follows that

\[ R\psi^2 - \lambda \frac{\partial_\alpha (\sqrt{-g} D^\alpha \psi)}{\sqrt{-g}} + \lambda \left( \partial_\mu + \frac{2 - n}{4n} Q_\mu \right) D^\mu \psi = 0 \]  

(8.185)

or equivalently

\[ \psi^2 R + \lambda (D\psi)^2 - \lambda \frac{\partial_\alpha (\sqrt{-g} D^\alpha \psi)}{\sqrt{-g}} = 0 \]  

(8.186)

which is indeed the same equation with (8.183). Lastly, variation of the action with respect to the connection yields

\[ P_\lambda ^\mu\nu (h) + \lambda \frac{(2 - n)}{n} \delta_\lambda ^\mu (D^\nu \psi) = 0 \]  

(8.187)

where

\[ P_\lambda ^\mu\nu (h) \equiv - \nabla_\lambda (\sqrt{-g} \psi^2 g^{\mu\nu}) \frac{1}{\sqrt{-g}} + \nabla_\alpha (\sqrt{-g} \psi^2 g^{\mu\nu} \delta_\lambda ^\alpha) \frac{1}{\sqrt{-g}} + 2\psi^2 (S_\lambda g^{\mu\nu} - S^\mu \delta_\lambda ^\nu - S_\lambda ^{\mu\nu}) \]  

(8.188)
is the Palatini tensor computed with respect to the metric \( h_{\mu \nu} = \psi^2 g_{\mu \nu} \). This tensor can also be written as

\[
P_\lambda^{\mu \nu}(h) = \psi^2 P_\lambda^{\mu \nu}(g) + \delta_\lambda^{\mu} g^{\mu \alpha} \partial_\alpha \psi^2 - g^{\mu \nu} \partial_\lambda \psi^2
\]  

(8.189)

where \( P_\lambda^{\mu \nu}(g) \) is the usual Palatini tensor computed with respect to the metric tensor \( g_{\mu \nu} \). Looking back at (8.187), contracting in \( \mu = \lambda \) and using the fact that the Palatini tensor is traceless in its first two indices\(^6\), it follows that

\[
D^\nu \psi = 0
\]

(8.190)

which when substituted back at (8.187) gives

\[
P_\lambda^{\mu \nu}(h) = 0 \Rightarrow \psi^2 P_\lambda^{\mu \nu}(g) = \delta_\lambda^{\mu} g^{\mu \alpha} \partial_\alpha \psi^2 + g^{\mu \nu} \partial_\lambda \psi^2
\]

(8.191)

with this at hand we can use the connection decomposition (Theorem-1, Chapter 4) and easily find the affine connection

\[
\Gamma_\lambda^{\mu \nu} = \tilde{\Gamma}_{\mu \nu} + \frac{2}{n - 2} g_{\mu \nu} \frac{\partial \psi}{\psi} - \frac{2}{n - 2} \delta_\lambda^{\nu} \frac{\partial \psi}{\psi} + \frac{1}{2} \delta_\lambda^{\nu} \tilde{Q}_\nu
\]

(8.192)

Before finding the expressions for torsion and non-metricity that follow from the above, let us expand (8.190) to get

\[
\partial_\mu \psi - \frac{(n - 2)}{4n} Q_\mu \psi = 0
\]

(8.193)

from which we conclude that

\[
Q_\mu = \frac{4n}{n - 2} \frac{\partial_\mu \psi}{\psi}
\]

(8.194)

that is, the Weyl vector is exact and powered by the scalar field-\( \psi \). Now, using the above connection decomposition and the fact that

\[
S_\mu^{\lambda \nu} = N_\lambda^{\mu \nu}
\]

(8.195)

and

\[
Q_{\alpha \mu \nu} = 2 N_{(\alpha \mu) \nu}
\]

(8.196)

\(^{6}\)Note that both \( P_\mu^{\nu \nu}(g) = 0 \) and \( P_\mu^{\nu \nu}(h) = 0 \), that is any Palatini tensor that is built from a metric conformally related to \( g_{\mu \nu} \) is also traceless in its first two indices.
where \( N_{\mu\nu} \equiv \Gamma_{\mu\nu} - \hat{\Gamma}_{\mu\nu} \), it follows that
\[
S_{\lambda}^{\mu\nu} = -2 \frac{\partial[\lambda\mu\nu]}{\psi} + \frac{1}{2} \delta_{\lambda}^{\mu} \tilde{Q}_{\nu} \quad (8.197)
\]
and
\[
Q_{\alpha\mu\nu} = \tilde{Q}_{\alpha\mu\nu} \quad (8.198)
\]
Contracting the last equation with \( g^{\mu\nu} \) we conclude that \( Q_{\alpha} = n \tilde{Q}_{\alpha} \)
\[
Q_{\alpha\mu\nu} = \frac{1}{n} Q_{\alpha\mu\nu} \quad (8.199)
\]
also recalling that \( Q_{\mu} = \frac{4n}{n-2} \frac{\partial_{\mu}\psi}{\psi} \) we have
\[
Q_{\alpha\mu\nu} = \frac{4}{n-2} g_{\mu\nu} \frac{\partial_{\alpha}\psi}{\psi} \quad (8.200)
\]
which is the case of a Weyl integrable non-metricity. Also, using the above, the torsion tensor may be expressed as
\[
S_{\lambda}^{\mu\nu} = \frac{4}{n-2} \frac{\delta_{\lambda}^{\mu} \partial_{\nu}\psi}{\psi} \quad (8.201)
\]
with torsion vector
\[
S_{\mu} = -\frac{2(n-1)}{(n-2)} \frac{\partial_{\mu}\psi}{\psi} \quad (8.202)
\]
and the above is a case of vectorial torsion with an exact torsion vector. Finally, using the above results, the field equations for the scalar field and the metric imply
\[
R = 0 \quad (8.203)
\]
and
\[
R_{\mu\nu} = 0 \quad (8.204)
\]
Note however that these do not mean that we have Einstein’s Gravity in vacuum since the curvature has more degrees of freedom coming from torsion and non-metricity. So, in this simple conformally invariant model we have a Weyl non-metricity and vectorial torsion both sourced by the scalar field \( \psi \).

### 8.1.7 Generalized Quadratic Theory

The most general Theory of Gravity that is quadratic in torsion and non-metricity is given by
\[
S = \frac{1}{2\kappa} \int d^{n}x \sqrt{-g} \left[ \mathcal{L}_{Q} + \mathcal{L}_{T} + \mathcal{L}_{QT} \right] + S_{\text{Matter}} \quad (8.205)
\]
where

\[ L_Q = \sum_{i=1}^{6} a_i A_i \]  
\[ L_T = \sum_{i=1}^{8} b_i B_i \]  
\[ L_{QT} = \sum_{i=1}^{7} c_i C_i \]

and \( a_i, b_i, c_i \) are constant parameters. Furthermore, demanding a parity preserving theory, one is left with

\[
S = \frac{1}{2 \kappa} \int d^n x \sqrt{-g} \left[ a_4 A_4 + a_5 A_5 + \sum_{i=1}^{3} (a_i A_i + b_i B_i + c_i C_i) \right] + S_{\text{Matter}} = \\
= \frac{1}{2 \kappa} \int d^n x \sqrt{-g} \left[ b_1 S_{\alpha \mu \nu} S^{\alpha \mu \nu} + b_2 S_{\alpha \mu \nu} S^{\mu \alpha \nu} + b_3 S_{\mu} S^{\mu} \\
a_1 Q_{\alpha \mu \nu} Q^{\alpha \mu \nu} + a_2 Q_{\alpha \mu \nu} Q^{\mu \alpha \nu} + a_3 Q_{\mu} Q^{\mu} + a_4 q_{\mu} q^{\mu} + a_5 Q_{\mu} q^{\mu} \\
+ c_1 S_{\alpha \mu \nu} S^{\alpha \mu \nu} + c_2 Q_{\mu} S^{\mu} + c_3 q_{\mu} S^{\mu} \right] + S_{\text{Matter}}
\]

Notice now that for the parameter choice \( b_1 = 1, b_2 = -2, b_3 = -4, a_i = 0 = c_i \) and imposing a vanishing curvature and non-metricity, one recovers the teleparallel equivalent of GR. In addition, demanding vanishing curvature and torsion and taking \( a_1 = -a_3 = 1/4, a_2 = -a_5 = -1/2, a_4 = 0, b_i = 0 = c_i \) one obtains the symmetric teleparallel equivalent of GR. Furthermore if we pick \( b_1 = 1, b_2 = -1, b_3 = -4, a_1 = -a_3 = 1/4, a_2 = -a_5 = -1/2, a_4 = 0, c_1 = -c_2 = c_3 = 2 \) and impose only vanishing curvature we reproduce a generalized equivalent to GR that admits both torsion and non-metricity. Now, in order to obtain a conformally invariant theory we should first restrict the above parameters and find a specific combination for which the total Lagrangian density transforms conformally, namely it only picks up a factor \( e^{-2 \theta} \). To do so, we use the transformation laws for the quadratic scalars that we obtained earlier. Then under a conformal transformation, we have

\[ \mathcal{L}_T = e^{-2 \theta} \mathcal{L}_T \]
\[ \mathcal{L}_Q = e^{-2 \theta} \mathcal{L}_Q - e^{-2 \theta} Q^\mu \partial_\mu \theta (4a_1 + 4na_3 + 2a_5) \]
\[ -e^{-2 \theta} q^\mu \partial_\mu \theta (4a_2 + 4a_4 + 2na_5) \]
\[ + e^{-2 \theta} (\partial \theta)^2 4(na_1 + a_2 + n^2a_3 + a_4 + na_5) \]
\[ \hat{L}_{QT} = e^{-2\theta} L_{QT} - e^{-2\theta} 2S^\mu \partial_\mu \theta (c_1 + nc_2 + c_3) \]  

(8.212)

From these we conclude that the parameter choice

\[
\begin{align*}
4a_1 + 4na_3 + 2a_5 &= 0 \\
4a_2 + 4a_4 + 2na_5 &= 0 \\
na_1 + a_2 + n^2a_3 + a_4 + na_5 &= 0 \\
c_1 + nc_2 + c_3 &= 0
\end{align*}
\]  

(8.213)

and whatever \( b_i \)'s guarantee that

\[
\hat{L}_Q + \hat{L}_T + \hat{L}_{QT} = e^{-2\theta} (L_Q + L_T + L_{QT})
\]  

(8.214)

as we desired. The above parameter choice ensures that the total action is conformally invariant! Now, let us consider frame rescalings, then it can be easily seen that

\[
\hat{L}_Q = e^{-2\theta} L_Q
\]  

(8.215)

\[
\hat{L}_T = e^{-2\theta} L_T + e^{-2\theta} S^\mu \partial_\mu \theta \left( -2b_1 + b_2 + (1 - n)b_3 \right) + \left( \frac{n - 1}{4} \right) e^{-2\theta} (\partial \theta)^2 \left( 2b_1 - b_2 + (n - 1)b_3 \right)
\]  

(8.216)

\[
\hat{L}_{QT} = e^{-2\theta} L_{QT} + \frac{1}{2} e^{-2\theta} Q^\mu \partial_\mu \theta \left( - c_1 + (1 - n)c_2 \right) + \frac{1}{2} e^{-2\theta} q^\mu \partial_\mu \theta \left( c_1 + (1 - n)c_3 \right)
\]  

(8.217)

Then, frame rescaling invariance

\[
\hat{L}_Q + \hat{L}_T + \hat{L}_{QT} = e^{-2\theta} (L_Q + L_T + L_{QT})
\]  

(8.218)

is ensured so long as

\[
-2b_1 + b_2 + (1 - n)b_3 = 0 \\
-c_1 + (1 - n)c_2 = 0 \\
c_1 + (1 - n)c_3 = 0
\]  

(8.219)

and whatever \( d_i \)'s. Now, let us see how our action changes under projective transformations of the connection

\[
\Gamma^\lambda_{\mu\nu} \rightarrow \hat{\Gamma}^\lambda_{\mu\nu} = \Gamma^\lambda_{\mu\nu} + \delta^\lambda_\mu \xi_\nu
\]

\[
g_{\mu\nu} \rightarrow \hat{g}_{\mu\nu} = g_{\mu\nu}
\]  

(8.220)
We compute

\[
\hat{L}_Q = \mathcal{L}_Q + (4a_1 + 4na_3 + 2a_5)Q_\mu \xi^\mu + (4a_2 + 4a_4 + 2na_5)q_\mu \xi^\mu \\
+ (4na_1 + 4a_2 + 4n^2a_3 + 4a_4 + 4na_5)\xi_\mu \xi^\mu
\tag{8.221}
\]

\[
\hat{L}_T = \mathcal{L}_T + \left[ -2b_1 + b_2 + (1 - n)b_3 \right] S_\mu \xi^\mu \\
- \frac{(n - 1)}{4} \left[ -2b_1 + b_2 + (1 - n)b_3 \right] \xi_\mu \xi^\mu
\tag{8.222}
\]

\[
\hat{L}_{QT} = \mathcal{L}_{QT} + \frac{1}{2} \left[ -c_1 + (1 - n)c_2 \right] Q_\mu \xi^\mu + \frac{1}{2} \left[ c_1 + (1 - n)c_3 \right] q_\mu \xi^\mu \\
+ 2(c_1 + nc_2 + c_3)S_\mu \xi^\mu + (1 - n)(c_1 + nc_2 + c_3)\xi_\mu \xi^\mu
\tag{8.223}
\]

Therefore, the total action changes according to

\[
\hat{L}_Q + \hat{L}_T + \hat{L}_{QT} = \mathcal{L}_Q + \mathcal{L}_T + \mathcal{L}_{QT} \\
+ \left[ 2(2a_1 + 2na_3 + a_5) + \frac{1}{2} \left( -c_1 + (1 - n)c_2 \right) \right] Q_\mu \xi^\mu \\
+ \left[ 2(2a_2 + 2a_4 + na_5) + \frac{1}{2} \left( c_1 + (1 - n)c_3 \right) \right] q_\mu \xi^\mu \\
+ \left[ -2b_1 + b_2 + (1 - n)b_3 + 2(c_1 + nc_2 + c_3) \right] S_\mu \xi^\mu \\
\left[ 4(na_1 + a_2 + n^2a_3 + a_4 + na_5) + \frac{(n - 1)}{4} \left( 2b_1 - b_2 + (n - 1)b_3 \right) - (n - 1)(c_1 + nc_2 + c_3) \right] \xi_\mu \xi^\mu
\tag{8.224}
\]

Then, projective invariance is ensured if the parameters satisfy

\[
4(2a_1 + 2na_3 + a_5) - c_1 + (1 - n)c_2 = 0
\tag{8.225}
\]

\[
4(2a_2 + 2a_4 + na_5) + c_1 + (1 - n)c_3 = 0
\tag{8.226}
\]

\[
-2b_1 + b_2 + (1 - n)b_3 + 2(c_1 + nc_2 + c_3) = 0
\tag{8.227}
\]

\[
16(na_1 + a_2 + n^2a_3 + a_4 + na_5) \\
+ (n - 1)\left( 2b_1 - b_2 + (n - 1)b_3 - 4(c_1 + nc_2 + c_3) \right) = 0
\tag{8.228}
\]

The important thing to note here is that the parameters \(a_i, b_i, c_i\) mix when one demands projective invariance. This means that \(\mathcal{L}_Q, \mathcal{L}_T\) and \(\mathcal{L}_{QT}\) are not independently projectively invariant but their sum is. This was not the case when we considered conformal and frame
rescaling transformations where the parameters did not mix and \( \mathcal{L}_Q, \mathcal{L}_T \) and \( \mathcal{L}_{QT} \) where all independently invariant under the associated transformations.

Having restricted the parameter space in each of the transformations we can now obtain an invariant theory by coupling the above to \( \psi^2 \). We first combine the case of conformal and frame rescaling transformations in a single action given by

\[
S = \frac{1}{2\kappa} \int d^nx \sqrt{-g} \psi^2 \left[ a_4 A_4 + a_5 A_5 + \sum_{i=1}^{3} (a_i A_i + b_i B_i + c_i C_i) \right] + S_\psi = \frac{1}{2\kappa} \int d^nx \sqrt{-g} \left[ \psi^2 \left( b_1 S_{\alpha \mu \nu} S^{\alpha \mu \nu} + b_2 S_{\alpha \mu \nu} S^{\mu \alpha} + b_3 S_{\mu} S^{\mu} \right) + a_1 Q_{\alpha \mu \nu} Q^{\alpha \mu \nu} + a_2 Q_{\alpha \mu \nu} Q^{\mu \nu \alpha} + a_3 Q_{\mu} Q^{\mu} + a_4 q_{\mu} q^{\mu} + a_5 Q_{\mu} q^{\mu} \right. \\
\left. + c_1 Q_{\alpha \mu \nu} S^{\alpha \mu \nu} + c_2 Q_{\mu} S^{\mu} + c_3 q_{\mu} S^{\mu} \right] + \lambda g^{\mu \nu} D_\mu \psi D_\nu \psi = \int d^nx \sqrt{-g} \left[ \psi^2 \mathcal{L} + \lambda g^{\mu \nu} D_\mu \psi D_\nu \psi \right] 
\]

where again \( \lambda \) is a parameter, \( D_\mu \) is the gauge covariant derivative to be defined later, and \( \mathcal{L} = \mathcal{L}_Q + \mathcal{L}_T + \mathcal{L}_{QT} \) with

\[
\mathcal{L}_Q = a_1 Q_{\alpha \mu \nu} Q^{\alpha \mu \nu} + a_2 Q_{\alpha \mu \nu} Q^{\mu \nu \alpha} + a_3 Q_{\mu} Q^{\mu} + a_4 q_{\mu} q^{\mu} + a_5 Q_{\mu} q^{\mu} \\
\mathcal{L}_T = b_1 S_{\alpha \mu \nu} S^{\alpha \mu \nu} + b_2 S_{\alpha \mu \nu} S^{\mu \alpha} + b_3 S_{\mu} S^{\mu} \\
\mathcal{L}_{QT} = c_1 Q_{\alpha \mu \nu} S^{\alpha \mu \nu} + c_2 Q_{\mu} S^{\mu} + c_3 q_{\mu} S^{\mu}
\]

Now, it will be convenient for the calculations to define the 'superpotentials'

\[
\Omega^{\alpha \mu \nu} \equiv a_1 Q^{\alpha \mu \nu} + a_2 Q^{\mu \nu \alpha} + a_3 g^{\mu \nu} Q^{\alpha} + a_4 g^{\alpha \mu} q^{\nu} + a_5 g^{\alpha \mu} Q^{\nu} \\
\Sigma^{\alpha \mu \nu} \equiv b_1 S^{\alpha \mu \nu} + b_2 S^{\mu \alpha} + b_3 g^{\mu \nu} S^{\alpha} \\
\Pi^{\alpha \mu \nu} \equiv c_1 S^{\alpha \mu \nu} + c_2 g^{\mu \nu} S^{\alpha} + c_3 q^{\alpha \mu} S^{\nu}
\]

for non-metricity, torsion and their mixing, respectively. With these, the above are written as

\[
\mathcal{L}_Q = Q_{\alpha \mu \nu} \Omega^{\alpha \mu \nu} \\
\mathcal{L}_T = S_{\alpha \mu \nu} \Sigma^{\alpha \mu \nu} \\
\mathcal{L}_{QT} = Q_{\alpha \mu \nu} \Pi^{\alpha \mu \nu}
\]
We are now in a position to derive the variations of the above. Let us first compute variations with respect to the metric. We have

\[
\sqrt{-g} \psi^2 \delta_g L_Q = (\delta g^\mu\nu) \left[ \sqrt{-g} \psi^2 L_{(\mu\nu)} + (2S_{\lambda} - \nabla_{\lambda}) J_{(\mu\nu)}^\lambda + g_{\mu\nu}(2S_{\lambda} - \nabla_{\lambda}) \zeta^\lambda \right]
\]

+ \alpha_4 (2g_{\mu\nu} - \nabla_{(\mu})(\sqrt{-g} \psi^2 g_{\nu})) \]  

(8.239)

where

\[
L_{\mu\nu} = (a_1 Q_{\mu\alpha\beta} + a_2 Q_{\alpha\beta\mu}) Q_{\nu}^{\alpha\beta} + (a_3 Q_{\mu} + a_5 q_{\mu}) Q_{\nu} + a_3 Q_{\alpha\mu\nu} Q^{\alpha}
\]

+ \Omega^\alpha_{\mu\nu}(a_4 q^{\alpha} + a_5 Q^{\alpha}) - \Omega^\alpha_{\nu\lambda} Q_{\alpha\beta\mu} - \Omega_{\alpha\mu\beta} Q^{\alpha\beta}_\nu
\]

(8.240)

and we have also defined the tensor densities

\[
J_{(\mu\nu)}^\lambda \equiv \sqrt{-g} \psi^2 (a_1 Q_{\mu\nu}^{\lambda} + a_2 Q_{\mu\nu}^{\lambda}) + \Omega^\lambda_{\mu\nu}
\]

(8.241)

\[
\zeta^\lambda = \sqrt{-g} \psi^2 (a_3 Q^{\lambda} + a_5 q^{\lambda})
\]

(8.242)

Continuing with the pure torsion and mixed part, we obtain

\[
\sqrt{-g} \psi^2 \delta_g L_T = (\delta g^\mu\nu) \sqrt{-g} \psi^2 \left[ b_1 (2S_{\alpha\beta\nu} S_{\mu}^{\alpha\beta} - S_{\alpha\beta\mu} S_{\nu}^{\alpha\beta}) - b_2 S_{\alpha\beta\nu} S_{\mu}^{\alpha\beta} + b_3 S_{\mu} S_{\nu} \right]
\]

(8.243)

\[
\sqrt{-g} \psi^2 \delta_g L_{QT} = (\delta g^\mu\nu) \sqrt{-g} \psi^2 \left[ \Pi_{\alpha\beta\mu} Q_{\nu}^{\alpha\beta} - (c_1 S_{\alpha\beta\nu} Q_{\mu}^{\alpha\beta} + c_2 S^{\alpha\beta} Q_{\alpha\mu\nu} + c_3 S^{\alpha} Q_{\mu\nu\alpha}) + \frac{1}{\sqrt{-g} \psi^2} (2S_{\lambda} - \nabla_{\lambda}) (\sqrt{-g} \psi^2 \Pi_{\lambda\mu\nu}^\lambda) \right]
\]

(8.244)

Using all the above we can now derive the field equations for the conformally and frame rescaling invariant theories. To obtain a conformally invariant theory, the parameters must satisfy (8.213) and the gauge covariant derivative on the scalar field has to be defined as

\[
D_{\mu} \equiv \partial_{\mu} - \left( \frac{n - 2}{4n} \right) Q_{\mu}
\]

(8.245)

On the other hand, in order to obtain a frame rescaling invariant theory, the parameter space is restricted to (8.283) and the gauge derivative is defined as

\[
D_{\mu} \equiv \partial_{\mu} - \left( \frac{n - 2}{n - 1} \right) S_{\mu}
\]

(8.246)

Having clarified this, the field equations after varying with respect to the metric tensor are

\[
\psi^2 \left( Z_{(\mu\nu)} - \frac{1}{2} g_{\mu\nu} \mathcal{L} \right) - \frac{1}{2} g_{\mu\nu} \lambda (D\psi)^2 + \lambda \left( D_{\mu} \psi D_{\nu} \psi + K_{\mu\nu} \right) = 0
\]

(8.247)
where
\[ Z_{\mu\nu} \equiv L_{\mu\nu} + \xi_{\mu\nu} + b_1(2S_{\nu\alpha\beta}S_{\mu}^{\alpha\beta} - S_{\alpha\beta\mu}^{\alpha\beta}) - b_2S_{\nu\alpha\beta}S_{\mu}^{\alpha\beta} + b_3S_{\mu}S_{\nu} + \Pi_{\mu\alpha\beta}Q_{\nu}^{\alpha\beta} - (c_1S_{\alpha\beta\nu}Q^{\alpha\beta} + c_2S^{\alpha}Q_{\alpha\mu\nu} + c_3S^{\alpha}Q_{\mu\nu\alpha}) + \frac{1}{\sqrt{-g\psi^2}}(2S_{\mu} - \nabla_{\lambda})(\sqrt{-g\psi^2}\Pi^\lambda_{\mu\nu}) \] (8.248)

\[ \xi_{\mu\nu} \equiv \frac{1}{\sqrt{-g\psi^2}}\left[(2S_{\mu} - \nabla_{\lambda})J^\lambda_{\mu\nu} + g_{\mu\nu}(2S_{\lambda} - \nabla_{\lambda})\Sigma_{\lambda} \right] (8.249) \]

\[ \int d^n x \sqrt{-g}K_{\mu\nu} \equiv \int d^n x \sqrt{-g}(D^\alpha\psi)\frac{\delta(D^\alpha\psi)}{\delta g_{\mu\nu}} \] (8.250)

and therefore
\[ K_{\mu\nu} = \frac{(n - 2)}{2n}g_{\mu\nu}\frac{\Delta_{\lambda}(\sqrt{-g\psi^2}D^{\alpha}\psi)}{\sqrt{-g}} \] (8.251)

for the conformally invariant theory and
\[ K_{\mu\nu} = 0 \] (8.252)

for the frame rescaling invariant theory\(^7\). Let us continue with the rest of the field equations. Variation with respect to the connection gives
\[ \psi^2\left(H^{\mu\nu\lambda}_{\lambda} + \delta^\mu_k \lambda + \delta^\mu_h \lambda + g^{\mu\nu}h_{\lambda} + f^{\mu\nu}k_{\lambda} + \Theta^{\mu\nu}_{\lambda} = 0 \right) \] (8.253)

where
\[ H^{\mu\nu\lambda}_{\lambda} \equiv a_1Q^{\mu\nu\lambda}_{\lambda} + 2a_2(Q^{\mu\nu\lambda}_{\lambda} + Q^{\lambda}_{\mu\nu\lambda}) + 2b_1S^{\mu\nu\lambda}_{\lambda} + 2b_2S^{[\mu\nu]}_{\lambda} + c_1(S^{\mu\nu\lambda}_{\lambda} - S^{\nu\mu}_{\lambda} + Q^{\mu\nu}_{\lambda}) \] (8.254)

\[ k_{\mu} \equiv 4a_3Q_{\mu} + 2a_5q_{\mu} + 2c_2S_{\mu} \] (8.255)

\[ h_{\mu} \equiv a_5Q_{\mu} + 2a_4q_{\mu} + c_3S_{\mu} \] (8.256)

\[ f_{\mu} \equiv c_2Q_{\mu} + c_3q_{\mu} + 2b_3S_{\mu} \] (8.257)

and
\[ \Theta^{\mu\nu}_{\lambda} \equiv \frac{\partial}{\partial g^{\mu\nu}_{\lambda}}(\lambda g^{\alpha\beta}D_{\alpha}\psi D_{\beta}\psi) \] (8.258)

\(^7\)This is so because in this case the gauge covariant derivative is constructed in terms of \( S_\mu \) and the latter is independent of the metric tensor.
which for the conformally invariant case takes the form

$$\Theta_{\mu \nu}^{\lambda} = -\lambda \left( \frac{n-2}{n} \right) \psi (D^\nu \psi) \delta_{\lambda}^{\mu}$$

(8.259)

and for the frame rescaling invariant theory

$$\Theta_{\mu \nu}^{\lambda} = -2\lambda \left( \frac{n-2}{n-1} \right) \psi (D[\mu \psi) \delta_{\lambda}^{\nu]}$$

(8.260)

with the gauge covariant derivative given by (8.245) for the former and (8.284) for the latter respectively. To conclude, for the conformally invariant case the Γ-field equations read

$$\psi^2 \left( H_{\mu \nu}^{\lambda} + \delta^\mu_{\lambda} k^\nu + \delta^\nu_{\lambda} h^\mu + g^{\mu \nu} h + f^{[\mu} \delta_{\lambda]}^{\nu] \right) = \lambda \left( \frac{n-2}{n} \right) \psi (D^\nu \psi) \delta_{\lambda}^{\mu}$$

(8.261)

and for the frame rescaling invariant case

$$\psi^2 \left( H_{\mu \nu}^{\lambda} + \delta^\mu_{\lambda} k^\nu + \delta^\nu_{\lambda} h^\mu + g^{\mu \nu} h + f^{[\mu} \delta_{\lambda]}^{\nu] \right) = 2\lambda \left( \frac{n-2}{n-1} \right) \psi (D[\mu \psi) \delta_{\lambda}^{\nu]}$$

(8.262)

Now, to close the system of the field equations it remains to vary with respect to the scalar $\psi$. For the conformally invariant case we find

$$\psi L = \lambda \left( \frac{n-2}{4n} Q_{\mu} D^\mu \psi + \frac{\partial_{\mu}(\sqrt{-g} D^\mu \psi)}{\sqrt{-g}} \right)$$

(8.263)

while for the frame rescaling invariant theory, one obtains

$$\psi L = \lambda \left( \frac{n-2}{n-1} S_{\mu} D^\mu \psi + \frac{\partial_{\mu}(\sqrt{-g} D^\mu \psi)}{\sqrt{-g}} \right)$$

(8.264)

Before gathering our results let us examine (8.261) and (8.262) a little further. To do so, notice that we can consider three operations on (8.261) and (8.262). We can contract in $\mu = \lambda$, contact in $\nu = \lambda$ and multiply (and contact) by $g^{\mu \nu}$. Then we get three vector equations that we may formally write as

$$\alpha_1 Q_{\mu} + \alpha_2 q_{\mu} + \alpha_3 S_{\mu} = \frac{\partial_{\mu} \psi}{\psi}$$

$$\beta_1 Q_{\mu} + \beta_2 q_{\mu} + \beta_3 S_{\mu} = \frac{\partial_{\mu} \psi}{\psi}$$

$$\gamma_1 Q_{\mu} + \gamma_2 q_{\mu} + \gamma_3 S_{\mu} = \frac{\partial_{\mu} \psi}{\psi}$$

(8.265)

where the $\alpha_i, \beta_i, \gamma_i$ are all combinations of $a_i, b_i, c_i$ and $\lambda$. Then the above system of equations can be formally solved\footnote{Assuming that the determinant of the matrix corresponding to the system does not vanish.} to give

$$Q_{\mu} = \lambda_1 \frac{\partial_{\mu} \psi}{\psi}, \quad q_{\mu} = \lambda_2 \frac{\partial_{\mu} \psi}{\psi}, \quad S_{\mu} = \lambda_3 \frac{\partial_{\mu} \psi}{\psi}$$

(8.266)
where the $\lambda'$s depend on $\alpha_i, \beta_i, \gamma_i$. This result when substituted back at (8.261) and (8.262) yield

$$H^{\mu\nu}_{\lambda} = \sigma_1 \delta^\mu_{\lambda}\partial_{\nu}\psi + \sigma_2 \delta^\nu_{\lambda}\partial_{\mu}\psi + \sigma_3 g^{\mu\nu}\partial_{\lambda}\psi$$  (8.267)

where again $\sigma_i'$s depend on $a_i, b_i, c_i$, and $\lambda$. We are now in a position to recap our results.

So, starting with

$$S = \int d^n x \sqrt{-g} \left[ \psi^2 L + \lambda g^{\mu\nu} D_\mu\psi D_{\nu}\psi \right]$$

$$= \frac{1}{2\kappa} \int d^n x \sqrt{-g} \left[ \psi^2 \left( b_1 S_{\alpha\mu\nu} S^{\alpha\mu\nu} + b_2 S_{\alpha\mu\nu} S^{\mu\alpha\nu} + b_3 S_{\mu} S_{\nu} \right) + a_1 Q_{\alpha\mu\nu} Q^{\alpha\mu\nu} + a_2 Q_{\alpha\mu\nu} Q^{\mu\alpha\nu} + a_3 Q_{\mu} Q^{\mu} + a_4 q_{\mu} q^{\mu} + a_5 Q_{\mu} q^{\mu} + a_6 q_{\mu} q^{\mu} \right]$$

$$+ \frac{1}{\sqrt{-g}} \left( S_{\lambda} - \nabla_{\lambda} \right) \left( \sqrt{-g} \psi^2 \right)$$  (8.268)

A conformally invariant theory is produced when the parameters satisfy

$$4a_1 + 4n a_3 + 2a_5 = 0$$
$$4a_2 + 4n a_4 + 2na_5 = 0$$
$$na_1 + a_2 + n^2 a_3 + a_4 + na_5 = 0$$
$$c_1 + nc_2 + c_3 = 0$$
$$b_i's \ is \ no \ constraint$$  (8.269)

and the gauge covariant derivative is defined as

$$D_\mu = \partial_\mu - \left( \frac{n-2}{4n} \right) Q_\mu$$  (8.270)

Then the field equations following from the above, read

**g-Variation:**

$$\psi^2 \left( Z_{(\mu\nu)} - \frac{1}{2} g_{\mu\nu} L \right) - \frac{1}{2} g_{\mu\nu} \lambda (D\psi)^2 + \lambda \left( D_\mu\psi D_{\nu}\psi + K_{\mu\nu} \right) = 0$$  (8.271)

where

$$Z_{\mu\nu} = L_{\mu\nu} + \xi_{\mu\nu} + b_1 (2S_{\alpha\beta\mu} S^{\alpha\beta}_{\nu} - S_{\alpha\beta\mu} S^{\alpha\beta}_{\nu}) - b_2 S_{\alpha\beta\mu} S^{\mu\alpha\beta}_{\nu} + b_3 S_{\mu} S_{\nu}$$

$$+ \Pi_{\mu\alpha\beta} Q_{\nu}^{\alpha\beta} - (c_1 S_{\alpha\beta\nu} Q^{\alpha\beta}_{\mu} + c_2 S^{\alpha}_{\mu} Q_{\alpha\mu\nu} + c_3 S^{\alpha}_{\mu} Q_{\mu\nu\alpha})$$

$$+ \frac{1}{\sqrt{-g}} \left( 2S_{\lambda} - \nabla_{\lambda} \right) (\sqrt{-g} \psi^2 \Pi_{\mu\nu}^{\lambda})$$  (8.272)
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\[ \zeta_{\mu\nu} \equiv \frac{1}{\sqrt{-g\psi^2}} \left[ (2S_\lambda - \nabla_\lambda)J^\lambda_{(\mu\nu)} + g_{\mu\nu}(2S_\lambda - \nabla_\lambda)\zeta^\lambda \right. \\
+ \alpha_4(2S_{(\mu}(\nabla_{\nu)}(\sqrt{-g\psi^2}q_\nu)) \right] \] (8.273)

\[ L_{\mu\nu} = (a_1 Q_{\mu\alpha\beta} + a_2 Q_{\alpha\beta\mu})Q_{\nu}^{\alpha\beta} + (a_3 Q_\mu + a_5 q_\mu)Q_\nu + a_3 Q_{\alpha\mu\nu}Q^\alpha \\
+ Q_{\mu\nu\alpha}(a_4 q^\alpha + a_5 Q^\alpha) - \Omega^{\alpha\beta}_{\nu\alpha\beta} - \Omega_{\alpha\mu\beta}\right)Q^{\alpha\beta}_{\mu\nu} \] (8.274)

\[ J^\lambda_{(\mu\nu)} \equiv \sqrt{-g\psi^2}(a_1 Q^\lambda_{\mu\nu} + a_2 Q^\lambda_{\mu\nu} + \Omega^\lambda_{\mu\nu}) \] (8.275)

\[ \zeta^\lambda = \sqrt{-g\psi^2}(a_3 Q^\lambda + a_5 q^\lambda) \] (8.276)

\[ K_{\mu\nu} = \frac{(n-2)}{2n} g_{\mu\nu} \partial_\alpha(\sqrt{-g\psi^2}D^\alpha \psi) \] (8.277)

**Γ-Variation:**

\[ \psi^2 \left( H^\mu_{\lambda\nu} + \delta^\mu_\lambda k^\nu + \delta^\nu_\lambda h^\mu + g^{\mu\nu}h_\lambda + f^{(\mu\delta^\nu_\lambda)} \right) = \lambda \left( \frac{n-2}{n} \right) \psi(D^\mu \psi) \delta^\mu_\lambda \] (8.278)

where

\[ k_\mu \equiv 4a_3 Q_\mu + 2a_5 q_\mu + 2c_2 S_\mu \] (8.279)

\[ h_\mu \equiv a_5 Q_\mu + 2a_4 q_\mu + c_3 S_\mu \] (8.280)

\[ f_\mu \equiv c_2 Q_\mu + c_3 q_\mu + 2b_3 S_\mu \] (8.281)

**ψ-Variation:**

\[ \psi \mathcal{L} = \lambda \left( \frac{n-2}{4n} Q_\mu D^\mu \psi + \frac{\partial_\mu(\sqrt{-g^2} D^\mu \psi)}{\sqrt{-g}} \right) \] (8.282)

For the **frame rescaling** invariant theory the action is again (8.268) but now the parameters have to satisfy

\[ a_i = \text{no constraint} \]

\[ -2b_1 + b_2 + (1-n)b_3 = 0 \]

\[ -c_1 + (1-n)c_2 = 0 \]

\[ c_1 + (1-n)c_3 = 0 \] (8.283)

and the gauge covariant derivative must be defined as

\[ D_\mu \equiv \partial_\mu - \left( \frac{n-2}{n-1} \right) S_\mu \] (8.284)

For this case the field equations are **g-Variation:**

\[ \psi^2 \left( Z_{(\mu\nu)} - \frac{1}{2} g_{\mu\nu} \mathcal{L} \right) - \frac{1}{2} g_{\mu\nu} \lambda (D\psi)^2 + \lambda (D_\mu \psi D_\nu \psi) = 0 \] (8.285)
where
\[ Z_{\mu\nu} \equiv L_{\mu\nu} + \xi_{\mu\nu} + b_1(2S_{\alpha\beta\sigma}S_{\mu}^{\alpha\beta} - S_{\alpha\beta\mu}S_{\nu}^{\alpha\beta}) - b_2S_{\mu\alpha\beta}S_{\nu}^{\alpha\beta} + b_3S_{\mu}S_{\nu} \]
\[ + \Pi_{\mu\nu\alpha\beta}Q_{\nu}^{\alpha\beta} - (c_1S_{\alpha\beta\nu}Q_{\mu}^{\alpha\beta} + c_2S_{\mu}Q_{\alpha\nu} + c_3S_{\mu}Q_{\nu}) \]
\[ + \frac{1}{\sqrt{-g\psi^2}}(2S_{\lambda} - \nabla\lambda)(\sqrt{-g\psi^2}\Pi^\lambda_{\mu\nu}) \]
\[ (8.286) \]
\[ \xi_{\mu\nu} \equiv \frac{1}{\sqrt{-g\psi^2}}[(2S_{\lambda} - \nabla\lambda)J^\lambda_{(\mu\nu)} + g_{\mu\nu}(2S_{\lambda} - \nabla\lambda)\xi^\lambda] \]
\[ + \alpha_4(2S_{(\mu} - \nabla_{(\mu})(\sqrt{-g\psi^2}q_{\nu)}) \]
\[ (8.287) \]
\[ L_{\mu\nu} = (a_1Q_{\alpha\mu\beta} + a_2Q_{\alpha\nu\mu})Q_{\nu}^{\alpha\beta} + (a_3Q_{\mu} + a_5q_{\mu})Q_{\nu} + a_3Q_{\alpha\nu\mu}Q_{\nu} \]
\[ + Q_{\mu\nu\alpha}(a_4q_{\alpha} + a_5Q_{\alpha}) - \Omega_{\mu\nu\alpha}\Omega_{\alpha\nu\beta} - \Omega_{\alpha\nu\beta}\Omega_{\nu\beta\mu} \]
\[ (8.288) \]
\[ J^\lambda_{(\mu\nu)} \equiv \sqrt{-g\psi^2}(a_1Q_{\mu\nu}^{\lambda} + a_2Q_{\mu\nu}^{\lambda} + \Omega_{\mu\nu}\lambda) \]
\[ (8.289) \]
\[ \zeta^\lambda = \sqrt{-g\psi^2}(a_3Q_{\lambda} + a_5q_{\lambda}) \]
\[ (8.290) \]
\[ \Gamma\text{-Variation:} \]
\[ \psi^2(H^\mu_{\lambda} + \delta^\mu_{\lambda}k^\nu + \delta^\nu_{\lambda}h^\mu + f^\mu_{\lambda}h^\nu + f^\nu_{\lambda}h^\mu) = 2\lambda \left(\frac{n-2}{n-1}\right) \psi(D^\mu\psi)\delta^\mu_{\psi} \]
\[ (8.291) \]
\[ \psi\text{-Variation:} \]
\[ \psi\mathcal{L} = \lambda \left(\frac{n-2}{n-1}\right) S_{\mu}D^\mu\psi + \frac{\partial_\mu(\sqrt{-gD^\mu\psi})}{\sqrt{-g}} \]
\[ (8.292) \]
Apart from the two above invariant theories, another case is of interest and this is the case of projective invariance. Note that in order to obtain a projective invariant theory no scalar field is required, so we may set \( \psi = 1 \) and \( \lambda = 0 \) to our starting action to arrive at
\[ S = \int d^n x \sqrt{-g} \mathcal{L} \]
\[ = \frac{1}{2\kappa} \int d^n x \sqrt{-g}\left[ b_1S_{\alpha\mu\nu}S^\alpha_{\mu\nu} + b_2S_{\alpha\mu\nu}S^\mu_{\nu\alpha} + b_3S_{\mu}S_{\mu} \right. \]
\[ + a_1Q_{\alpha\mu\nu}Q^\alpha_{\mu\nu} + a_2Q_{\alpha\mu\nu}Q^\mu_{\nu\alpha} + a_3Q_{\mu}Q_{\mu} + a_4q_{\mu}q_{\mu} + a_5Q_{\mu}q_{\mu} \]
\[ + c_1Q_{\alpha\mu\nu}S^\alpha_{\mu\nu} + c_2Q_{\mu}S_{\mu} + c_3q_{\mu}S_{\mu} \]
\[ (8.293) \]
The above defines projective invariant theories so long as the parameters satisfy
\[ 4(2a_1 + 2na_3 + a_5) - c_1 + (1 - n)c_2 = 0 \]
\[4(2a_2 + 2a_4 + na_5) + c_1 + (1 - n)c_3 = 0 \quad (8.295)\]
\[-2b_1 + b_2 + (1 - n)b_3 + 2(c_1 + nc_2 + c_3) = 0 \quad (8.296)\]
\[16(na_1 + a_2 + n^2a_3 + a_4 + na_5) + (n - 1)(2b_1 - b_2 + (n - 1)b_3 - 4(c_1 + nc_2 + c_3)) = 0 \quad (8.297)\]

### 8.1.8 Including the Parity-Odd terms

Now, let us also add the parity violating terms into our general quadratic action. One thing we should clarify however is the redundancy among these terms. In particular, in 4-dimensions there are only two independent parity-odd quadratic pure torsion terms. That is, from the four parity-odd torsion scalars we considered \(B_5, B_6, B_7, B_8\) only two are independent. A way to see this is starting by

\[t^\rho = \epsilon^{\rho\kappa\lambda\sigma} S_{\kappa\lambda\sigma} \quad (8.298)\]

which when contracted by \(\epsilon_{\rho\alpha\beta\mu}\) and using \(\epsilon^{\rho\kappa\lambda\sigma} \epsilon_{\rho\alpha\beta\mu} = -3! \delta^{\kappa}_{\alpha} \delta^{\lambda}_{\beta} \delta^{\sigma}_{\mu}\) gives

\[\epsilon_{\rho\alpha\beta\mu} t^\rho = -3! S_{[\alpha\beta\mu]} \quad (8.299)\]

Exploiting the antisymmetry of the torsion tensor in its first two indices the above may be expressed as

\[\epsilon_{\rho\alpha\beta\mu} t^\rho = -2(S_{\alpha\beta\mu} + S_{\mu\alpha\beta} + S_{\beta\mu\alpha}) \quad (8.300)\]

Furthermore, contracting the above with \(\epsilon^{\alpha\beta\gamma\delta}\) and using \(\epsilon_{\rho\alpha\beta\mu} \epsilon^{\alpha\beta\gamma\delta} = -4\delta_{\rho}^{[\gamma} \delta_{\delta]}^{\beta}\) we finally arrive at

\[2t^{[\gamma\delta]} = \epsilon^{\alpha\beta\gamma\delta} S_{\alpha\beta\mu} + 2\epsilon^{\alpha\beta\gamma\delta} S_{\mu\alpha\beta} \quad (8.301)\]

The latter is the key equation that gives the relations among the parity-odd terms. To obtain these, we first contract \(8.301\) by \(S_{\gamma\delta}^\mu\) and use the definitions of \(B_i\)’s to obtain

\[2B_5 = B_6 + 2B_8 \quad (8.302)\]

In addition, contracting with \(S_{\gamma\delta}^\mu\) this time, gives

\[-B_5 = B_8 + 2B_7 \quad (8.303)\]
Therefore, we have two equations relating the $B_5, \ldots, B_8$ and so only two of the four are independent. We may choose the $B_5$ and $B_6$. Regarding the mixed parity-odd terms, we note that out of the four combinations $C_4, C_5, C_6, C_7$ only the three are independent. This is easily seen by contracting with $Q_{\gamma \delta}^\mu$ to arrive at

$$C_4 - C_5 = C_6 + 2C_7$$

therefore one scalar is redundant and we choose to disregard $C_7$. Before writing down the general quadratic action including the above parity-odd terms to the original action, let us point out another redundant term, this time though a parity-even one, and that is $B_4 = t_\mu t^\mu$. By a direct calculation, this is found to be

$$B_4 = t_\mu t^\mu = \epsilon_{\mu \alpha \beta \gamma} \epsilon^{\mu \kappa \lambda \rho} S^{\alpha \beta \gamma} S_{\kappa \lambda \rho} = -3! \delta_a \delta_b \delta_c \delta_d S^{ab} S_{cd} = \epsilon_{\alpha \beta \gamma} S_{\alpha \beta \gamma} = -2(1 + 2B_2)$$

In conclusion, for the parity-odd case we have 2 independent pure torsion scalars, 3 independent mixed scalars and 1 pure non-metric scalar. Note that our results are in perfect agreement with the number of parity-odd scalars that were considered in [18]. Thus, in $4 - \text{dim}$ there will be 6 parity-odd quadratic scalars added to our general action. With the points we presented above on the redundant scalars we may set

$$b_7 = b_8 = c_7 = b_4 = 0$$

since the scalars with those coefficients all depend on the other basic scalars as we showed earlier. So, our total action including the parity-odd terms reads

$$S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} \psi^2 \left[ b_1 S_{\alpha \mu \nu} S^{\alpha \mu \nu} + b_2 S_{\alpha \mu \nu} S^{\mu \nu \alpha} + b_3 S_{\mu} S^{\mu} + a_1 Q_{\alpha \mu \nu} Q^{\alpha \mu \nu} + a_2 Q_{\alpha \mu \nu} Q^{\mu \nu \alpha} + a_3 Q_{\mu} Q^{\mu} + a_4 q_{\mu} q^{\mu} + a_5 Q_{\mu} q^{\mu} + a_6 \epsilon^{\alpha \beta \gamma \delta} Q_{\alpha \beta \mu} Q^{\mu \gamma \delta} + b_5 S_{\mu} t^{\mu} + b_6 \epsilon^{\alpha \beta \gamma \delta} S_{\alpha \beta \mu} S^{\mu \gamma \delta} + c_4 Q_{\mu} t^{\mu} + c_5 q_{\mu} t^{\mu} + c_6 \epsilon^{\alpha \beta \gamma \delta} Q_{\alpha \beta \mu} S^{\mu \gamma \delta} \right] + \frac{1}{2\kappa} \int d^4x \sqrt{-g} \lambda g^{\mu \nu} D_\mu \psi D_\nu \psi$$

\(^9\text{For the pure non-metricity parity-odd scalars we just have one term-} A_6 \text{ so we may not worry about redundancy here.}\)
Note that the first three lines of the above represent the quadratic parity-even terms (as appear in [8.229]), and in the forth and fifth line we have included the 6 parity-odd terms $A_6, B_5, B_6, C_4, C_5, C_6$. Let us now find the parameter space for the above action to be invariant under each of the three transformations. Let us start with the conformal transformations. The newly added parity-odd terms transform as

$$
\bar{A}_6 = e^{-2\theta} A_6, \quad \bar{B}_5 = e^{-2\theta} B_5, \quad \bar{B}_6 = e^{-2\theta} B_6,
$$

$$
\bar{C}_4 = e^{-2\theta} (C_4 - 2n \partial_\mu \partial_\mu \theta),
$$

$$
\bar{C}_5 = e^{-2\theta} (C_5 - 2t \partial_\mu \partial_\mu \theta),
$$

$$
\bar{C}_6 = e^{-2\theta} (C_6 - 2t \partial_\mu \partial_\mu \theta)
$$

under a conformal metric transformation. Defining then the parity-odd Lagrangian densities

$$
\mathcal{L}_{p-odd}^Q \equiv a_6 \epsilon^{\alpha\beta\gamma\delta} Q_{\alpha\beta\mu} Q^{\mu}_{\gamma\delta} = a_6 A_6
$$

$$
\mathcal{L}_{p-odd}^T \equiv b_5 S_\mu \tau_\mu + b_6 \epsilon^{\alpha\beta\gamma\delta} S_{\alpha\beta\mu} S^{\mu}_{\gamma\delta} = b_5 B_5 + b_6 B_6
$$

$$
\mathcal{L}_{p-odd}^{QT} \equiv c_4 Q_\mu \tau_\mu + c_5 q_\mu \tau_\mu + c_6 \epsilon^{\alpha\beta\gamma\delta} Q_{\alpha\beta\mu} S^{\mu}_{\gamma\delta} = c_4 C_4 + c_5 C_5 + c_6 C_6
$$

$$
\mathcal{L}_{p-odd} \equiv \mathcal{L}_{p-odd}^Q + \mathcal{L}_{p-odd}^T + \mathcal{L}_{p-odd}^{QT}
$$

we see that the latter transform as

$$
\bar{\mathcal{L}}_{p-odd}^Q = e^{-2\theta} \mathcal{L}_{p-odd}^Q , \quad \bar{\mathcal{L}}_{p-odd}^T = e^{-2\theta} \mathcal{L}_{p-odd}^T
$$

$$
\bar{\mathcal{L}}_{p-odd}^{QT} = e^{-2\theta} \mathcal{L}_{p-odd}^{QT} - e^{-2\theta} 2t (\partial_\mu \partial_\mu \theta)(nc_4 + c_5 + c_6)
$$

The transformation for the parity-even part of the Lagrangian we have already computed in the previous section. So, for the total action to be invariant under conformal transformations we must have\(^{10}\)

$$
4a_1 + 4na_3 + 2a_5 = 0
$$

$$
4a_2 + 4a_4 + 2na_5 = 0
$$

$$
na_1 + a_2 + n^2 a_3 + a_4 + na_5 = 0
$$

$$
c_1 + nc_2 + c_3 = 0 , \quad b_i's = no\;\text{constraint}
$$

$$
nc_4 + c_5 + c_6 = 0 , \quad a_6 = whatever
$$

\(^{10}\)Of course in what follows $n = 4$. 205
Note that the first four constraints in the above are the ones we had derived previously for the pure parity-even Lagrangian and the last constraint is imposed on the parity-odd part. We should mention that the additional constraint establishes a relation only between the coefficients of the parity-odd terms and does not mix them with the parameters of the parity-even scalars! Now, under a frame rescaling the parity-odd parts transform as

\[
\tilde{\mathcal{L}}_{Qp}^{p-\text{odd}} = e^{-2\theta} \mathcal{L}_{Qp}^{p-\text{odd}}, \quad \tilde{\mathcal{L}}_{T}^{p-\text{odd}} = e^{-2\theta} \mathcal{L}_{T}^{p-\text{odd}} + e^{-2\theta} t^\mu \partial_\mu \theta \left( \frac{1-n}{2} b_5 - 2b_6 \right) \quad (8.315)
\]

\[
\tilde{\mathcal{L}}_{QT}^{p-\text{odd}} = e^{-2\theta} \mathcal{L}_{Q}^{p-\text{odd}} \quad (8.316)
\]

And for the total action to be invariant under frame rescalings, the parameters must satisfy

\[
a_i = \text{no constraint}
\]

\[
-2b_1 + b_2 + (1-n)b_3 = 0
\]

\[
-c_1 + (1-n)c_2 = 0
\]

\[
c_1 + (1-n)c_3 = 0
\]

\[
\frac{1-n}{2} b_5 - 2b_6 = 0 \quad , \quad b_5, b_6 = \text{no constraint} \quad (8.317)
\]

Again, the first four constraints above are the same with the pure parity-even theory and the last one is imposed among the parameters of the parity-odd terms. Now, in order to study the parameter space for the projective invariant case, again there is no need for a scalar field \(\psi\) to compensate for the invariance, and our action is therefore

\[
S = \frac{1}{2\kappa} \int d^4x \sqrt{-g} \left[ b_1 S_{\alpha\mu\nu} S^{\alpha\mu\nu} + b_2 S_{\alpha\mu\nu} S^{\mu\nu\alpha} + b_3 S_\mu S^\mu + a_1 Q_{\alpha\mu\nu} Q^{\alpha\mu\nu} + a_2 Q_{\alpha\mu\nu} Q^{\mu\nu\alpha} + a_3 Q_\mu Q^\mu + a_4 q_\mu q^\mu + a_5 q_\mu q^\mu + b_5 S_\mu t^\mu + b_6 \epsilon^{\alpha\beta\gamma\delta} S_\alpha S_\beta S_{\gamma\delta} + c_1 S_\mu t^\mu + c_2 q_\mu t^\mu + c_3 \epsilon^{\alpha\beta\gamma\delta} S_\alpha S_\beta S_{\gamma\delta} + c_4 q_\mu q^\mu + c_5 q_\mu q^\mu + c_6 \epsilon^{\alpha\beta\gamma\delta} Q_{\alpha\beta\mu} Q_{\gamma\delta} \right]
\]
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for the most general case (including the parity-odd scalars too). As we have already seen, the parity-even part transforms as

$$\hat{L}_{Q}^{p-even} + \hat{L}_{T}^{p-even} + \hat{L}_{QT}^{p-even} = L_{Q}^{p-even} + L_{T}^{p-even} + L_{QT}^{p-even}$$

\[
+ \left[ 2(2a_1 + 2na_3 + a_5) + \frac{1}{2} \left( -c_1 + (1 - n)c_2 \right) \right] Q_{\mu} \xi^{\mu} \\
+ \left[ 2(2a_2 + 2a_4 + na_5) + \frac{1}{2} \left( c_1 + (1 - n)c_3 \right) \right] q_{\mu} \xi^{\mu} \\
+ \left[ -2b_1 + b_2 + (1 - n)b_3 + 2(c_1 + nc_2 + c_3) \right] S_{\mu} \xi^{\mu} \\
\left[ 4(na_1 + a_2 + n^2a_3 + a_4 + na_5) + \frac{(n-1)}{4} \left( 2b_1 - b_2 + (n-1)b_3 \right) - (n-1)(c_1 + nc_2 + c_3) \right] \xi_{\mu} \xi^{\mu}
\]

where

$$L_{Q}^{p-even} = a_1 Q_{\alpha \mu \nu} Q^{\alpha \mu \nu} + a_2 Q_{\alpha \mu \nu} Q^{\alpha \mu \nu} + a_3 Q_{\mu} Q^{\mu} + a_4 q_{\mu} q^{\mu} + a_5 Q_{\mu} q^{\mu}$$

$$L_{T}^{p-even} = b_1 S_{\alpha \mu \nu} S^{\alpha \mu \nu} + b_2 S_{\alpha \mu \nu} S^{\alpha \mu \nu} + b_3 S_{\mu} S^{\mu}$$

$$L_{QT}^{p-even} = c_1 Q_{\alpha \mu \nu} S^{\alpha \mu \nu} + c_2 Q_{\mu} S^{\mu} + c_3 q_{\mu} S^{\mu}$$

(8.319)

Now, the parity-odd part transforms according to

$$\hat{L}_{Q}^{p-odd} = L_{Q}^{p-odd}$$

$$\hat{L}_{T}^{p-odd} = L_{T}^{p-odd} + b_5 - \frac{n}{2} t_{\mu} \xi^{\mu} - 2b_6 t_{\mu} \xi^{\mu}$$

$$\hat{L}_{QT}^{p-odd} = L_{QT}^{p-odd} + 2t_{\mu} \xi^{\mu} ( nc_4 + c_5 + c_6 )$$

as can be easily checked. As a result, the total Lagrangian density $L = L^{p-even} + L^{p-odd}$ undergoes the transformation

$$\hat{L} = \hat{L}^{p-even} + \hat{L}^{p-odd} = L$$

\[
+ \left[ 2(2a_1 + 2na_3 + a_5) + \frac{1}{2} \left( -c_1 + (1 - n)c_2 \right) \right] Q_{\mu} \xi^{\mu} \\
+ \left[ 2(2a_2 + 2a_4 + na_5) + \frac{1}{2} \left( c_1 + (1 - n)c_3 \right) \right] q_{\mu} \xi^{\mu} \\
+ \left[ -2b_1 + b_2 + (1 - n)b_3 + 2(c_1 + nc_2 + c_3) \right] S_{\mu} \xi^{\mu} \\
\left[ 4(na_1 + a_2 + n^2a_3 + a_4 + na_5) + \frac{(n-1)}{4} \left( 2b_1 - b_2 + (n-1)b_3 \right) - (n-1)(c_1 + nc_2 + c_3) \right] \xi_{\mu} \xi^{\mu} \\
+ 2 \left( \frac{1-n}{4} b_5 - b_6 + nc_4 + c_5 + c_6 \right) t_{\mu} \xi^{\mu}
\]

(8.320)
So, **projective invariance** is ensured if the parameters satisfy

\[
4(2a_1 + 2a_3 + a_5) - c_1 + (1 - n)c_2 = 0 \tag{8.321}
\]

\[
4(2a_2 + 2a_4 + na_5) + c_1 + (1 - n)c_3 = 0 \tag{8.322}
\]

\[-2b_1 + b_2 + (1 - n)b_3 + 2(c_1 + nc_2 + c_3) = 0 \tag{8.323}
\]

\[
16(na_1 + a_2 + n^2a_3 + a_4 + na_5) \\
+ (n - 1)\left(2b_1 - b_2 + (n - 1)b_3 - 4(c_1 + nc_2 + c_3)\right) = 0 \tag{8.324}
\]

\[
\frac{1 - n}{4}b_5 - b_6 + nc_4 + c_5 + c_6 = 0 \tag{8.325}
\]

Note that in comparison with the pure parity-even case, the first four constraints remain the same, and a fifth additional constraint is imposed only among the parameters of the parity-odd scalars. The important thing is that the constraints again do not mix the parameters of the parity-even with the parameters of the parity-odd scalars.

### 8.1.9 Conformally Invariant Quartic Actions

Having established the transformation laws for the quadratic torsion and non-metricity scalars let us now find some (of the many!) quartic combinations that remain invariant under conformal metric transformations. To start with, let us first note that

\[
(n\bar{A}_1 - \bar{A}_3) = e^{-2\theta}(nA_1 - A_3)
\]

\[
(\bar{A}_2 - \bar{A}_4) = e^{-2\theta}(A_2 - A_4)
\]

\[
\left(\bar{A}_5 - \frac{n}{2}\bar{A}_4 - \frac{1}{2n}\bar{A}_3\right) = e^{-2\theta}\left(A_5 - \frac{n}{2}A_4 - \frac{1}{2n}A_3\right)
\]

\[
\bar{B}_i = e^{-2\theta}B_i, \quad \forall i
\]

\[
(\bar{C}_1 - \bar{C}_3) = e^{-2\theta}(C_1 - C_3)
\]

\[
(n\bar{C}_1 - \bar{C}_2) = e^{-2\theta}(nC_1 - C_2)
\]

\[
(n\bar{C}_3 - \bar{C}_2) = e^{-2\theta}(nC_3 - C_2)
\]

\[
(2\bar{C}_2 - n\bar{C}_1 - n\bar{C}_3) = e^{-2\theta}(2C_2 - nC_1 - nC_3)
\]

under \(\tilde{g}_{\mu\nu} = e^{2\theta}g_{\mu\nu}\). This in turn means that any of the above combinations when squared or multiplied by another combination of the list, yields a conformally invariant scalar. For instance

\[
\sqrt{-g}(nA_1 - A_3)^2 \tag{8.326}
\]
\[ \sqrt{-g}(A_2 - A_1)B_2 \]  

are both conformally invariant. Following the above procedure one can find more conformally invariant quartic scalars.
Chapter 9

Discussion/Conclusions

Metric-Affine Theories of Gravity have certainly paved the way towards a better understanding of gravitation. The enriched (non-Riemannian) geometry in such theories is well understood (in terms of torsion and non-metricity) and the modifications compared to GR have also a nice geometrical meaning. In addition, one of the main advantages of MAG is that it has direct link with the microscopic properties of matter\[^{68}\]. Therefore, it makes it easier to unify gravitation with other forces and as a possible result, may allow for the quantization of gravity\[^{2}\]. As pointed out in \[^{69}\] the non-Riemannian spacetime geometry can only be detected by probing matter with microstructure\[^{1}\].

In this thesis we tackled and answered but few of the many questions that arise in such interesting geometries. Let us review what we have done here. After introducing the basic geometric elements that constitute a non-Riemannian geometry, we gave many of examples in order to illustrate the role of torsion and non-metricity on geometrical grounds. Then, we went on and derived the field equations for specific Theories and later on we generalized for general Metric-Affine Theories. We paid special attention to \(f(R)\) theories and presented another way to break the projective invariance in these theories. The peculiar case \(f(R) = \alpha R^2\) was also separately studied in a next chapter and the cosmological solutions were given. We then extended a known method to generate torsion (by coupling surface terms to scalars) to include non-metricity. Some models where both torsion and non-metricity can be excited were presented.

Having stressed out how important it is to have a tool to solve for the affine connection we proved, for the first time in the literature, a step by step way to solve for the affine

\[^{1}\text{See for instance }[70].\]
connection. We started with certain assumptions about the additional action\textsuperscript{2} that may be added to the Einstein-Hilbert, generalized our result to $f(R)$ and then to arbitrary actions. We presented and proved our results as 3 subsequent Theorems and applied each Theorem to a specific example to illustrate the procedure. We also discussed the cases of dynamical/non-dynamical connections and how our Theorems may applied to classify the dynamical content of the connection of a given theory.

Continuing, we focused our attention on the effects of torsion and non-metricity in Cosmology. More specifically, after discussing the kinematics of FLRW universes with torsion and non-metricity, we presented the most general form that torsion can have in such highly symmetric spacetimes (the result was already known in the literature). In addition, using symmetry arguments we derived the most general form of non-metricity in such spacetimes. We also showed how the results are simplified in the case of Weyl and fixed length vector non-metricity. The modified Friedmann equations, in the presence of non-metricity, were also given in this Chapter.

Then, in Chapter 7 we derived for the first time in the literature the Raychaudhuri equation with both torsion and non-metricity. We should point out that in the presence of torsion only (along with curvature) the Raychaudhuri equation was known in the literature and has been derived independently from many groups (see for instance \textsuperscript{[62, 61, 65, 63] }). However, in the presence of non-metricity such expression was not known till now. We therefore derived the most general form of the Raychaudhuri equation by allowing the presence of both torsion and non-metricity (and also considered general dimension $n$). We then applied the results to cosmology and found the cosmological solutions of theories that have torsion of vectorial form and vanishing non-metricity. Then, we switched on Weyl non-metricity and considered vanishing torsion. It is worth noting that the solutions for the scale factor look identical upon exchanging the torsion and Weyl vectors. This is a consequence of the interrelation between vectorial torsion and Weyl non-metricity for projective invariant theories. We also found a solution for fixed length vector non-metricity and derived the evolution of vorticity for general non-Riemannian spaces.

Finally, we defined three possible scale transformations that one can consider in a Metric-Affine Geometry. These are, conformal transformations of the metric (with fixed connection), projective transformations of the connection (with fixed metric) and frame

\textsuperscript{2}More specifically we considered actions that are linear in the connection.
rescalings of the orthonormal frame that result in a combination of a conformal transformation of the metric along with a special projective transformation of the connection. We carefully obtained all the independent quadratic scalars for pure torsion, pure non-metricity and mixed terms. We considered general quadratic theories and obtained the parameter space of the theories respecting each of the aforementioned transformations. We then, extended the discussion and also included parity violating terms. For this case we also found the parameter space for theories invariant under each transformation. The general field equations for all cases were also derived.

Let us now discuss some future extensions of the above study. First of all let us note that the three Theorems for the affine connection may be used in order to study wide classes of MAG Theories and possibly classify theories with regards to the dynamical content of their connections. For instance, which subclasses of the general Horndeski’s theory admit a non-dynamical connection? Upon what assumptions the connection becomes dynamical? These are but few cases where the connection Theorems can be applied. For instance we may just as well use the results of the Theorems to study teleparallel and symmetric teleparallel theories of gravity in the coordinate formalism. Turning our attention to the generalized Raychaudhuri equation, the applications are endless. For instance we could study how the singularity Theorems are modified, find solutions of astronomical and cosmological interest, examine further what effects the non-metric terms produce an so on. Also it would be interesting to find solutions for the modified Friedmann equations with non-metricity that we presented in Chapter 6 and compare them with the ones of pure torsion dominated universes.
Appendix A

9.0.1 Flat Space

As a first example let us consider the theory (in the Metric-Affine framework) given by the Einstein-Hilbert action alone. As we had shown, this theory admits an additional vectorial unspecified degree of freedom. In addition, we saw that this degree of freedom does not affect Einstein equations but it does affect the autoparallels as we will show now. As we proved, the affine connection for this theory takes the form

\[ \Gamma^\lambda_{\mu
u} = \tilde{\Gamma}^\lambda_{\mu
u} - \frac{2}{(n-1)} S^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu
u} + \frac{1}{2n} \delta^\lambda_{\mu} Q^\nu \] (9.1)

Now, to investigate whether there is a difference or not between geodesics and autoparallels let us consider a flat space, namely one that there is always a coordinate system in which we have \( g_{\mu\nu} = \eta_{\mu\nu} = \text{diag}(-1, 1, 1, ..., 1) \) and \( \tilde{\Gamma}^\lambda_{\mu\nu} = 0 \). Then, the geodesic equation becomes

\[ \frac{d^2 x^\mu}{d\lambda^2} + \tilde{\Gamma}^\mu_{\alpha\beta} \frac{dx^\alpha}{d\lambda} \frac{dx^\beta}{d\lambda} = 0 \Rightarrow \frac{d^2 x^\mu}{d\lambda^2} = 0 \] (9.2)

and integrating twice, it follows that

\[ x^\mu(\lambda) = c^\mu \lambda + b^\mu, \quad c^\mu, b^\mu = \text{const.} \] (9.3)

which is the equation for a straight line as expected. Now let us find the autoparallel curves. Before doing so, let us slightly generalize and compute how a general vector field \( u^\mu \) changes under parallel transport along a given curve. To this end we use the parallel transport equation that we have already given previously, for the connection at hand. We have

\[ \dot{u}^\mu + \Gamma^\mu_{\alpha\beta} u^\alpha \dot{x}^\beta = 0 \] (9.4)

This holds for Lorentzian spaces. For a Riemannian space (only positive inner products) one would have \( g_{\mu\nu} = \delta_{\mu\nu} = \text{diag}(1, 1, 1, ..., 1) \).
but for the given model and since we are considering flat space, it holds that

\[ \Gamma^{\lambda}_{\mu\nu} = \tilde{\Gamma}^{\lambda}_{\mu\nu} = \frac{1}{2n} \delta^\lambda_{\mu} Q_{\nu} = \frac{1}{2n} \delta^\lambda_{\mu} Q_{\nu} \]  

(9.5)

so that

\[ \dot{u}^\mu + \frac{1}{2n} Q_{\nu} \frac{dx^\nu}{d\lambda} u^\mu = 0 \Rightarrow du^\mu + \frac{1}{2n} Q_{\nu} dx^\nu u^\mu = 0 \]

Now, multiplying through by \( e^{\frac{1}{2n} \int Q_{\nu} dx^\nu} \) it follows that

\[ d\left( u^\mu e^{\frac{1}{2n} \int Q_{\nu} dx^\nu} \right) = 0 \Rightarrow u^\mu e^{\frac{1}{2n} \int Q_{\nu} dx^\nu} = \text{const.} = u^\mu(0) \]  

(9.6)

Therefore

\[ u^\mu = u^\mu(0) e^{-\frac{1}{2n} \int Q_{\nu} dx^\nu} \]  

(9.7)

where \( u^\mu(0) \) is the initial value of the vector field. If the loop is closed the above becomes

\[ u^\mu = u^\mu(0) e^{-\frac{1}{2n} \oint C Q_{\nu} dx^\nu} \]  

(9.8)

Thus, the magnitude changes according to

\[ \|u\|^2 = u^\mu u_\mu = \|u(0)\|^2 e^{-\frac{1}{2n} \oint C Q_{\nu} dx^\nu} \]  

(9.9)

From the last two equations we conclude that when we parallel transport a vector in flat space (but in the presence of torsion and non-metricity\(^4\)) its direction remains the same but its magnitude changes. If we take now \( u^\mu \) to be the tangent vector on the curve, that is \( u^\mu = \dot{x}^\mu = \frac{dx^\mu}{d\lambda} \), the latter becomes

\[ \dot{x}^\mu = \dot{x}^\mu(0) e^{-\frac{1}{2n} \oint C Q_{\nu} dx^\nu} \]  

(9.10)

Integrating the above once more, we derive the autoparallel curves

\[ x^\mu(\lambda) = x^\mu(0) + \dot{x}^\mu(0) \int e^{-\frac{1}{2n} \oint C Q_{\nu} dx^\nu} d\lambda \]  

(9.11)

As we can see now, it happens that autoparallels are also straight lines in this space. Indeed, using the above, one can write

\[ \frac{x^0(\lambda) - x^0(0)}{\dot{x}^0(0)} = \frac{x^1(\lambda) - x^1(0)}{\dot{x}^1(0)} = \ldots = \frac{x^{n-1}(\lambda) - x^{n-1}(0)}{\dot{x}^{n-1}(0)} \]

(9.12)

which are the equations of straight lines in n-dim space.

\(^4\)To be more specific, in the presence of a vectorial degree of freedom that gives torsion and non-metricity as given in this model.
9.0.2 Poincare half-plane

Next we consider the Poincare half-plane which is given by the metric

$$ds^2 = \frac{1}{y^2} \left( dx^2 + dy^2 \right), \quad y > 0$$  \hspace{1cm} (9.13)

that is, a space with metric tensor $g_{ij} = \frac{1}{y^2} \text{diag}(1,1) = \frac{1}{y^2} \delta_{ij}, \ i, j = 1, 2$. As it can be easily seen, the non-vanishing Christoffel symbols for the given metric are

$$\tilde{\Gamma}_{22}^2 = \tilde{\Gamma}_{12}^1 = \tilde{\Gamma}_{21}^1 = -\frac{1}{y}$$  \hspace{1cm} (9.14)

Therefore, the geodesic equations

$$\ddot{x}^k + \Gamma_{kj}^i \dot{x}^i \dot{x}^j = 0$$  \hspace{1cm} (9.15)

read

$$\ddot{x} - 2 \frac{\dot{x} \dot{y}}{y} = 0$$  \hspace{1cm} (9.16)

$$\ddot{y} + \frac{\dot{x}^2}{y} - \frac{\dot{y}^2}{y} = 0$$  \hspace{1cm} (9.17)

To solve this system, first assume that $\dot{x} \neq 0$, then dividing (9.16) by it we obtain

$$\frac{\ddot{x}}{\dot{x}} - 2 \frac{\ddot{y}}{\dot{x}} = 0 \Rightarrow$$

$$\frac{d}{d\lambda} \left( \ln \dot{x} - \ln y^2 \right) = 0 \Rightarrow \frac{d}{d\lambda} \left( \ln \frac{\dot{x}}{y^2} \right) = 0 \Rightarrow$$

$$\frac{\dot{x}}{y^2} = \text{const.} = c_1$$  \hspace{1cm} (9.18)

In addition, multiplying the second equation by $1/y$ we have

$$\frac{y \ddot{y} - \dot{y}^2}{y^2} + \frac{\dot{x}}{y^2} \dot{x} = 0$$  \hspace{1cm} (9.19)

Now, noting that

$$\frac{d}{d\lambda} \left( \frac{\dot{y}}{y} \right) = \frac{y \ddot{y} - \dot{y}^2}{y^2}$$  \hspace{1cm} (9.20)

and substituting $\frac{\dot{x}}{y^2} = c_1$ from (9.18), it follows that

$$\frac{d}{d\lambda} \left( \frac{\dot{y}}{y} \right) + c_1 \dot{x} = 0 \Rightarrow \frac{d}{d\lambda} \left( \frac{\dot{y}}{y} + c_1 x \right) = 0$$

that is

$$\frac{\dot{y}}{y} + c_1 x = \text{const.} = c_2$$  \hspace{1cm} (9.21)
and multiplying through by $y^2$ we finally arrive at

\[
\dot{y} + c_1 y^2 \frac{x}{\dot{x}} = \frac{y^2}{\dot{x}/c_1} \Rightarrow
\]

\[
y\dot{y} + x\dot{x} - \frac{c_2}{c_1} \dot{x} = 0 \Rightarrow
\]

\[
d\left( \frac{y^2}{2} + \frac{x^2}{2} - \frac{c_2}{c_1} x \right) = 0 \Rightarrow
\]

\[
y^2 + x^2 - 2\frac{c_2}{c_1} = c_3 \tag{9.22}
\]

completing the square in $x$ we then find that

\[
y^2 + x^2 - 2\frac{c_2}{c_1} + \left( \frac{c_2}{c_1} \right)^2 = c_3 + \left( \frac{c_2}{c_1} \right)^2 \equiv a^2 \Rightarrow
\]

\[
\left( x - \frac{c_2}{c_1} \right)^2 + y^2 = a^2 \tag{9.23}
\]

which represent half-circles in the upper half-plane ($y > 0$). These are the one type of geodesics in the Poincaré half-plane. Notice that in arriving to this result we have assumed that $\dot{x} \neq 0$. So, we should also solve the geodesic equations in the case $\dot{x} = 0 \Rightarrow x(\lambda) = \text{const.} = c_4$. Then, the first geodesic equation is trivially satisfied and from the second one we have

\[
\frac{\ddot{y}}{y^2} - \frac{\dot{y}^2}{y^2} = 0 \Rightarrow d\left( \frac{\dot{y}}{y} \right) = 0 \Rightarrow \frac{\dot{y}}{y} = \text{const.} = c_5 \tag{9.24}
\]

which, once integrated gives

\[
y(\lambda) \propto e^{cz\lambda} \tag{9.25}
\]

The latter one along with $x(\lambda) = \text{const.} = c_4$ represent half-lines in the upper half-plane. Therefore we conclude that in the Poincaré half-plane there exist two kinds of geodesics\footnote{The initial conditions, of course, specify in which one among these one is on.} half-circles and half-lines. It is interesting to look now for solutions of the autoparallel equations in the Poincaré half-plane and see whether they are the same or not with geodesics.

We again consider the model where the connection is given by

\[
\Gamma^k_{ij} = \tilde{\Gamma}^k_{ij} + \frac{1}{2n} \delta^k_i Q_j \tag{9.26}
\]

Then, the autoparallel equations are

\[
\ddot{x}^k + \tilde{\Gamma}^k_{ij} \dot{x}^i \dot{x}^j = -\frac{1}{2n} Q_{ij} \dot{x}^i \dot{x}^j \tag{9.27}
\]
Thus, setting \( k = 1 \) and \( k = 2 \) respectively, we get

\[
\ddot{x} - 2\frac{\dot{x}\dot{y}}{y} = -\frac{1}{2n}(Q_j\dot{x}^j)\dot{x}
\]

and

\[
\ddot{y} + \frac{\dot{x}^2}{y} - \frac{\dot{y}^2}{y} = -\frac{1}{2n}(Q_j\dot{x}^j)\dot{y}
\]

For \( \dot{x} \neq 0 \) the first one becomes

\[
\frac{\ddot{x}}{x} - 2\frac{\dot{x}\dot{y}}{y} = -\frac{1}{2n}(Q_j\dot{x}^j) \Rightarrow \\
\frac{d}{d\lambda} \left( \ln \frac{\dot{x}}{y^2} \right) = -\frac{1}{2n}(Q_j\dot{x}^j)
\]

such that

\[
\ln \frac{\dot{x}}{y^2} = -\frac{1}{2n} \int Q_j dx^j + C_1 \Rightarrow \\
\frac{\dot{x}}{y^2} = Ae^{-\frac{1}{2n} \int Q_j dx^j}
\]

where \( A = e^{C_1} \). This is a first integral of the system. Taking the second equation now, and dividing by \( y \) it follows that

\[
\frac{\ddot{y} - \dot{y}^2}{y^2} + \frac{\dot{x}}{y^2} \dot{x} = -\frac{1}{2n}(Q_j\dot{x}^j) \frac{\dot{y}}{y} \Rightarrow \\
\frac{d}{d\lambda} \left( \frac{\dot{y}}{y} \right) + Ae^{-\frac{1}{2n} \int Q_j dx^j} \dot{x} = -\frac{1}{2n}(Q_j\dot{x}^j) \frac{\dot{y}}{y}
\]

where we have employed \( \text{(9.31)} \). Multiplying the latter by \( e^{\frac{1}{2n} \int Q_j dx^j} \) we obtain

\[
e^{\frac{1}{2n} \int Q_j dx^j} d \left( \frac{\dot{y}}{y} \right) + \frac{1}{2n}(Q_j dx^j) e^{\frac{1}{2n} \int Q_j dx^j} \frac{\dot{y}}{y} + Ax \dot{x} = 0 \Rightarrow \\
= e^{\frac{1}{2n} \int Q_j dx^j} \frac{d}{d\lambda} \left( \frac{\dot{y}}{y} e^{\frac{1}{2n} \int Q_j dx^j} + Ax \right) = 0
\]

such that

\[
\frac{\dot{y}}{y} e^{\frac{1}{2n} \int Q_j dx^j} + Ax = \text{const.} = B
\]

Now, in order to eliminate the exponential factor from the latter we use equation \( \text{(9.31)} \), namely

\[
e^{\frac{1}{2n} \int Q_j dx^j} = \frac{Ay^2}{\dot{x}}
\]
and the above recasts to
\[ A \dddot{y} + Ax - B = 0 \] (9.36)

or
\[ y \dddot{y} + x \dddot{x} - \frac{B}{A} \dddot{x} = 0 \Rightarrow \]
\[ \frac{d}{d\lambda} \left( \frac{y^2}{2} + \frac{x^2}{2} - \frac{B}{A}x \right) = 0 \Rightarrow y^2 + x^2 - 2\frac{B}{A}x = C \]

Completing the square again, we arrive at
\[ \left( x - \frac{B}{A} \right)^2 + y^2 = r_0^2, \quad r_0^2 = C + \left( \frac{B}{A} \right)^2 \] (9.37)

Thus, one type of geodesics is again half-circles. Now, for \( \dddot{x} = 0 \) we have
\[ \dddot{y} - \frac{\dddot{y}^2}{y} = -\frac{1}{2n} Q_2 y^2 \Rightarrow \]
\[ \frac{d}{d\lambda} \left( \frac{\dddot{y}}{y} \right) = -\frac{1}{2n} Q_2 y \dddot{y} \] (9.38)

Setting \( u \dddot{y} = \) it follows that
\[ \frac{du}{u} = -\frac{1}{2n} Q_2 dy \Rightarrow u = C_0 e^{-\frac{1}{2n} \int Q_2 dy} \Rightarrow \]
\[ \dddot{y} = y C_0 e^{-\frac{1}{2n} \int Q_2 dy} \Rightarrow \int \frac{1}{y} e^{-\frac{1}{2n} \int Q_2 dy} dy = C_0 \lambda + \text{const.} \] (9.39)

When the latter is reversed to define \( y = y(\lambda) \) together with \( x(\lambda) = \text{const.} \) will again represent straight half-lines in the upper half-plane. Therefore we conclude that the autoparallels are exactly the same with the geodesics in the Poincaré half-plane and for the given metric. The reason for that is due to the fact that the connection
\[ \Gamma^k_{ij} = \tilde{\Gamma}^k_{ij} + \left( \begin{array}{c} \frac{1}{2n} \delta^k_i Q_j \\
\frac{1}{2n} \delta^k_j Q_i \end{array} \right) \] (9.40)
is projectively equivalent to \( \tilde{\Gamma}^k_{ij} \). And, as it is well known from theory, two connections \( \Gamma^k_{ij}, C^k_{ij} \) that are projectively equivalent, i.e. there exists a vector \( a_i \) such that
\[ \Gamma^k_{(ij)} = C^k_{(ij)} + \delta^k_i a_j + \delta^k_j a_i \] (9.41)
share the same autoparallel curves! In our case
\[ \Gamma^k_{(ij)} = \tilde{\Gamma}^k_{(ij)} + \left( \begin{array}{c} \frac{1}{4n} \delta^k_i Q_j \\
\frac{1}{4n} \delta^k_j Q_i \end{array} \right) \] (9.42)
and by comparison with the above we conclude that \( C^k_{(ij)} = \tilde{\Gamma}^k_{(ij)} \) and \( a_i = \frac{1}{4n} Q_i \). That is, the connections \( \Gamma^k_{ij} \) and \( \tilde{\Gamma}^k_{ij} \) are projectively equivalent and therefore share the same autoparallels which are the geodesics of \( \tilde{\Gamma}^k_{ij} \) that we have already found.
9.0.3 Illustrative examples

Let us now consider two simple cases in which the effect of torsion and non-metricity is apparent and produces deviations from the geodesic motion. Rewriting the equation for autoparallels

\[
\frac{d^2 x^\lambda}{d\lambda^2} + \tilde{\Gamma}^\lambda_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = -g^{\alpha\lambda} \frac{dx^\alpha}{d\lambda} \left[ \frac{1}{2} Q_{\mu\nu\alpha} + \frac{1}{2} Q_{\mu\alpha\nu} - \frac{1}{2} Q_{\alpha\mu\nu} - 2 S_{\alpha\mu\nu} \right] \tag{9.43}
\]

let us suppose that a configuration of torsion and non-metricity exists such that

\[
\left[ \frac{1}{2} Q_{(\mu\nu)\alpha} + \frac{1}{2} Q_{(\mu|\alpha|\nu)} - \frac{1}{2} Q_{\alpha(\mu\nu)} - 2 S_{\alpha(\mu\nu)} \right] = a_\alpha g_{\mu\nu} \tag{9.44}
\]

where \( a_\mu \) represents a vectorial degree of freedom. Then, the above equation becomes

\[
\frac{d^2 x^\lambda}{d\lambda^2} + \tilde{\Gamma}^\lambda_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = -g^{\alpha\lambda} a_\alpha g_{\mu\nu} = -a_\lambda \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} \Rightarrow
\]

\[
\ddot{x}^\lambda + \tilde{\Gamma}^\lambda_{\mu\nu} \dot{x}^\mu \dot{x}^\nu = -a_\lambda \dot{x}^\mu \dot{x}_\mu \tag{9.45}
\]

We now proceed by solving the latter in the case of \( 2 - \)dim Euclidean flat space as well as for the Poincare half-plane, for specific choices of \( a_\mu \).

\( 2 - \)dim Euclidean flat space

For this space the geodesics are of course straight lines. However, as we will show, the autoparallels (for this configuration) are not. We have

\[
g_{ij} = \delta_{ij} \tag{9.46}
\]

and

\[
\tilde{\Gamma}^i_{jk} = 0 \tag{9.47}
\]

Furthermore, taking the vector \( a_i \) to be

\[
a_i = (1, 1) \tag{9.48}
\]

the differential equations giving the autoparallel curves, become

\[
\ddot{x} = -(\dot{x}^2 + \dot{y}^2) \tag{9.49}
\]

\[
\ddot{y} = -(\dot{x}^2 + \dot{y}^2) \tag{9.50}
\]
Therefore

\[ \ddot{x} = \dot{y} \Rightarrow \]  \hspace{1cm} (9.51)

\[ \dot{x} = \dot{y} + c_1 \Rightarrow \]  \hspace{1cm} (9.52)

\[ x = y + c_1\lambda + c_2 \]  \hspace{1cm} (9.53)

Now, inserting (9.52) into (9.49) in order to eliminate \( \dot{y} \), it follows that

\[ \ddot{x} = -\left[ \dot{x}^2 + (\dot{x} - c_1)^2 \right] \]  \hspace{1cm} (9.54)

To solve this, consider the transformation

\[ z = \dot{x} - \frac{c_1}{2} \Rightarrow \]  \hspace{1cm} (9.55)

\[ \dot{z} = \ddot{x} \]  \hspace{1cm} (9.56)

such that

\[ \dot{z} = -\left[ \left( z + \frac{c_1}{2} \right)^2 + \left( z - \frac{c_1}{2} \right)^2 \right]= -2 \left[ z^2 + \left( \frac{c_1}{2} \right)^2 \right] \Rightarrow \]  \hspace{1cm} (9.57)

\[ \frac{dz}{\left[ z^2 + \left( \frac{c_1}{2} \right)^2 \right]} = -2d\lambda \]  \hspace{1cm} (9.58)

which, upon integration, gives

\[ \frac{1}{\left( \frac{c_1}{2} \right)} \arctan \left( \frac{z}{\frac{c_1}{2}} \right) = -2\lambda + \tilde{c}_3 \Rightarrow \]  \hspace{1cm} (9.59)

\[ z = \frac{c_1}{2} \tan \left( c_3 - c_1\lambda \right) \]

where \( c_3 = \tilde{c}_3c_1/2 \). Therefore

\[ \dot{x} = \frac{c_1}{2} \left[ 1 + \tan \left( c_3 - c_1\lambda \right) \right] \]  \hspace{1cm} (9.60)

which with a final integration results in

\[ x(\lambda) = \frac{c_1}{2} \left[ \lambda + \frac{1}{c_1} \ln \left| \cos (c_3 - c_1\lambda) \right| \right] + c_4 \]  \hspace{1cm} (9.61)

Furthermore, using the fact that

\[ x = y + c_1\lambda + c_2 \]  \hspace{1cm} (9.62)

we also find \( y \) in terms of \( \lambda \),

\[ y(\lambda) = \frac{c_1}{2} \left[ -\lambda + \frac{1}{c_1} \ln \left| \cos (c_3 - c_1\lambda) \right| \right] + (c_4 - c_2) \]  \hspace{1cm} (9.63)
and we have find the parametric solution for autoparallels. Going one step further we can solve (9.62) for \( \lambda \) and eliminate it to express the solution as

\[
x + y = \ln | \cos (c_3 + c_2 + y - x) | + (2c_4 - c_2)
\] (9.64)

from which it is now apparent that the solutions are not, in general (that is for \( c_1 \neq 0 \)), straight lines.

**Poincare half-plane**

As another example we consider again the Poincare half-plane. For this space, as we proved before, there exist two kind of geodesics, half-circles and half-lines on the upper half-plane. It is interesting to see know how the autoparallels would look like considering again a torsion and non-metricity configuration which gives a connection of the form

\[
\Gamma^i_{jk} = \tilde{\Gamma}^i_{jk} + a^i g_{jk}
\] (9.65)

Thus, the autoparallel curves satisfy

\[
\ddot{x}^i + \tilde{\Gamma}^i_{jk} \dot{x}^j \dot{x}^k = -\dot{x}^j \dot{x}^k a^i g_{jk}
\] (9.66)

namely (setting \( i = 1, 2 \) respectively)

\[
\ddot{x} - 2 \frac{\dot{x} \dot{y}}{y} = -\frac{1}{y^2}(\dot{x}^2 + \dot{y}^2)a^1
\] (9.67)

\[
\ddot{y} + \frac{\dot{x}^2}{y} - \frac{\dot{y}^2}{y} = -\frac{1}{y^2}(\dot{x}^2 + \dot{y}^2)a^2
\] (9.68)

Now, this can be solved most easily\(^6\) by taking a vector \( a^i \) that goes like

\[
a^i = (0, -y)
\] (9.69)

Then, the above equations read

\[
\ddot{x} = 2 \frac{\dot{x} \dot{y}}{y}
\] (9.70)

\[
\ddot{y} = 2 \frac{\dot{y}^2}{y}
\] (9.71)

For \( \dot{x} \neq 0 \) we divide the two to arrive at

\[
\frac{\ddot{x}}{\dot{x}} = \frac{\ddot{y}}{\dot{y}}
\] (9.72)

\(^6\)And at the same time avoiding the triviality \( a^i = (0, 0) \).
That is
\[
\frac{d}{d\lambda} \left( \ln \frac{\dot{y}}{\dot{x}} \right) = 0 \Rightarrow \dot{y} = c_1 \dot{x} \Rightarrow y = c_1 x + c_2
\] (9.73)
which represent straight lines on the upper half-plane. For \( \dot{x} = 0 \) the solutions are
\[
x = c_1 \\
y = \frac{1}{c_3 - c_2 \lambda}
\] (9.74)
which are again straight lines that are parallel to the \( y \)-axis. Therefore, we conclude that for the given torsion- non-metricity configuration, on the Poincare plane, the autoparallels are only straight lines.

### 9.1 Projective equivalent connections

Let us state and prove here a well-known Theorem about equivalent connections. The Theorem states that given two symmetric connections \( \Gamma^\lambda_{\mu\nu} \) and \( \tilde{\Gamma}^\lambda_{\mu\nu} \) related by
\[
\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \delta^\lambda_\rho A_\rho + \delta_\lambda^\rho A_\mu
\] (9.75)
where \( A_\mu \) is an arbitrary vector field, the two connections define the same autoparallel curves, just with a different parametrization. Indeed, suppose \( \tilde{C} : \tilde{x}^\mu = \tilde{x}^\mu(\lambda) \) (\( \lambda \) being the curve parameter) is the autoparallel curve derived from \( \tilde{\Gamma}^\lambda_{\mu\nu} \) and therefore satisfies
\[
\frac{d^2 \tilde{x}^\alpha}{d\lambda^2} + \tilde{\Gamma}^\alpha_{\mu\nu} \frac{d\tilde{x}^\mu}{d\lambda} \frac{d\tilde{x}^\nu}{d\lambda} = 0
\] (9.76)
Now let \( C : x^\mu = x^\mu(\lambda) \) be the autoparallel curve satisfied by \( \Gamma^\lambda_{\mu\nu} \) and so
\[
\frac{d^2 x^\alpha}{d\lambda^2} + \Gamma^\alpha_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = 0
\] (9.77)
we state that the connection \( \Gamma^\lambda_{\mu\nu} \) in the latter equation can be replaced by \( \tilde{\Gamma}^\lambda_{\mu\nu} \) if the parametrization of the curved is changed. To see this let us expand \( \Gamma^\lambda_{\mu\nu} \) in the above using equation (9.86) to obtain
\[
\frac{d^2 x^\alpha}{d\lambda^2} + \tilde{\Gamma}^\alpha_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = -\left( \delta^\alpha_\mu A_\nu + \delta^\alpha_\nu A_\mu \right) \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} \Rightarrow
\]
\[
\frac{d^2 x^\alpha}{d\lambda^2} + \Gamma^\alpha_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = - \left( 2A^\nu_{\mu} \right) \frac{dx^\alpha}{d\lambda} \Rightarrow \\
\frac{d^2 x^\alpha}{d\lambda^2} + \tilde{\Gamma}^\alpha_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = f(\lambda) \frac{dx^\alpha}{d\lambda} 
\]

where we have set
\[
f(\lambda) = -2A^\nu_{\mu} \frac{dx^\nu}{d\lambda} 
\]

Now consider the change of variables \( s = s(\lambda) \). Using the chain rule it follows that
\[
\frac{dx^\alpha}{d\lambda} = \frac{dx^\alpha}{ds} \frac{ds}{d\lambda} = \frac{dx^\alpha}{d\lambda} \frac{ds}{d\lambda} = \frac{dx^\alpha}{d\lambda} \frac{ds}{d\lambda} 
\]

as well as
\[
\frac{d^2 x^\alpha}{d\lambda^2} = \frac{d^2 x^\alpha}{ds^2} s^2 + \frac{d x^\alpha}{d\lambda} \frac{ds}{d\lambda} \frac{d s}{d\lambda} 
\]

where the dot denotes differentiation with respect to \( \lambda \). Plugging these into our autoparallel equation, we obtain
\[
\frac{d^2 x^\alpha}{ds^2} + \tilde{\Gamma}^\alpha_{\mu\nu} \frac{dx^\mu}{ds} \frac{dx^\nu}{ds} = \frac{1}{s^2} \left( f(\lambda) \frac{ds}{d\lambda} - \frac{d s}{d\lambda} \right) \frac{dx^\alpha}{ds} 
\]

from which we see that if we choose \( s(\lambda) \) such that
\[
f(\lambda) \frac{ds}{d\lambda} - \frac{d s}{d\lambda} = 0 
\]

the right hand side vanishes and the autoparallel equation is identical to the one satisfied by \( \tilde{\Gamma}^\alpha_{\mu\nu} \). In addition, integrating twice the latter differential equation we find the exact re-parametrization that we need to perform
\[
s(\lambda) = \int g(\lambda) d\lambda 
\]

where
\[
g(\lambda) = e^{\int f(\lambda) d\lambda} = e^{-\int 2A^\nu_{\mu} d x^\nu} 
\]

Therefore we conclude that two symmetric connections \( \Gamma^\lambda_{\mu\nu} \) and \( \tilde{\Gamma}^\lambda_{\mu\nu} \) related by
\[
\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \delta^\lambda_{\mu} A^\nu + \delta^\lambda_{\nu} A^\mu 
\]

share the same autoparallel curves but with a different parametrization in general. As we do throughout the thesis we use this result where we take \( \Gamma^\lambda_{\mu\nu} \) to be our general affine connection and identify \( \tilde{\Gamma}^\lambda_{\mu\nu} \) with the Levi-Civita connection.
9.2 Projective equivalent connections—Extension to non-symmetric connections

Let us generalize now the previous Theorem in the case where the connection is not necessarily symmetric, that is we allow torsion in our space. We claim that two connections \( \Gamma^\lambda_{\mu\nu} \) and \( \tilde{\Gamma}^\lambda_{\mu\nu} \), related by

\[
\Gamma^\lambda_{\mu\nu} = \tilde{\Gamma}^\lambda_{\mu\nu} + \delta^\lambda_\mu A_\nu + \delta^\lambda_\nu B_\mu + K^\lambda_{\mu\nu}
\]

(9.87)

where \( A_\mu, B_\mu \) are arbitrary vector fields and \( K^\lambda_{\mu\nu} \) is a tensor that is antisymmetric in \( \mu, \nu \).

As before suppose \( \tilde{C} : \tilde{x}^\mu = \tilde{x}^\mu(\lambda) \) is the autoparallel curve for \( \tilde{\Gamma}^\lambda_{\mu\nu} \), that is

\[
d^2 \tilde{x}^\alpha d\lambda^2 + \tilde{\Gamma}^\alpha_{\mu\nu} d\tilde{x}^\mu d\tilde{x}^\nu = 0
\]

(9.88)

Now let \( C : x^\mu = x^\mu(\lambda) \) be the autoparallel curve of \( \Gamma^\lambda_{\mu\nu} \) and so

\[
d^2 x^\alpha d\lambda^2 + \Gamma^\alpha_{\mu\nu} dx^\mu d\lambda dx^\nu d\lambda = 0 \Rightarrow
\]

\[
\frac{d^2 x^\alpha}{d\lambda^2} + \Gamma^\alpha_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = -\left( \delta^\alpha_\mu A_\nu + \delta^\alpha_\nu B_\mu \right) \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} + K^\lambda_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} \Rightarrow
\]

\[
\frac{d^2 x^\alpha}{d\lambda^2} + \Gamma^\alpha_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = -\left( A_\mu + B_\mu \right) \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} \Rightarrow
\]

\[
\frac{d^2 x^\alpha}{d\lambda^2} + \Gamma^\alpha_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = f(\lambda) \frac{dx^\alpha}{d\lambda}
\]

(9.89)

where now we have set

\[
f(\lambda) = -(A_\mu + B_\mu) \frac{dx^\mu}{d\lambda}
\]

(9.90)

and on going from the second to the third line we have used the fact that \( K^\lambda_{\mu\nu} \frac{dx^\mu}{d\lambda} \frac{dx^\nu}{d\lambda} = 0 \) since \( K^\lambda_{\mu\nu} \) is antisymmetric in \( \mu, \nu \). In the exact same way we did for the symmetric connection, we again consider the re-parametrization \( s = s(\lambda) \) and the above equation takes the form

\[
\frac{d^2 x^\alpha}{ds^2} + \tilde{\Gamma}^\alpha_{\mu\nu} \frac{dx^\mu}{ds} \frac{dx^\nu}{ds} = \frac{1}{\dot{s}^2} \left( f(\lambda) s - \dot{s} \right) \frac{dx^\alpha}{ds}
\]

(9.91)

and as before we choose \( s(\lambda) \) such that

\[
f(\lambda) s - \dot{s} = 0
\]

(9.92)

Therefore we end up with

\[
\frac{d^2 x^\alpha}{ds^2} + \tilde{\Gamma}^\alpha_{\mu\nu} \frac{dx^\mu}{ds} \frac{dx^\nu}{ds} = 0
\]

(9.93)
where
\[ s(\lambda) = \int g(\lambda) d\lambda \]  
and
\[ g(\lambda) = e^{\int f(\lambda) d\lambda} = e^{-\int (A_\mu + B_\mu) dx^\mu} \]

So we conclude that if we have an affine connection of the form
\[ \Gamma^{\lambda}_{\mu\nu} = \tilde{\Gamma}^{\lambda}_{\mu\nu} + \delta^{\lambda}_{\mu} A_\nu + \delta^{\lambda}_{\nu} B_\mu + K^{\lambda}_{\mu\nu} \]

where \( \tilde{\Gamma}^{\lambda}_{\mu\nu} \) is the Levi-Civita connection and the rest is terms coming from torsion and non-metricity, this connection has the same autoparallel curves with \( \Gamma^{\lambda}_{\mu\nu} \), that is, for such a connection autoparallels and geodesics coincide.

**Autoparallel-Geodesic deviation for small torsion and non-metricity**

Now, one may ask, how much do autoparallels differ from geodesics when the non-Riemannian effects (torsion and non-metricity) are small? To this end let us consider a geodesic curve \( x^\mu = x^\mu(\lambda) \), which of course satisfies the equation
\[ \ddot{x}^\alpha + \tilde{\Gamma}^{\alpha}_{\mu\nu} \dot{x}^\mu \dot{x}^\nu = 0 \]  

In addition, let us consider an autoparallel curve \( y^\mu = y^\mu(\lambda) \), for which as we know it holds that
\[ \ddot{y}^\alpha + \Gamma^{\alpha}_{\mu\nu} \dot{y}^\mu \dot{y}^\nu = 0 \]  

Now let us suppose that the non-Riemannian effect (deviation from the Levi-Civita connection) is small enough. Then, the affine connection can be written as
\[ \Gamma^{\alpha}_{\mu\nu} \approx \tilde{\Gamma}^{\alpha}_{\mu\nu} + \delta \Gamma^{\alpha}_{\mu\nu} \]

where \( \delta \Gamma^{\alpha}_{\mu\nu} \) represents the small deviation from the Levi-Civita connection. Accordingly, the two curves also differ by a small amount \( \delta x^\mu \) and one has
\[ y^\mu \approx x^\mu + \delta x^\mu \]

Taking all the above into consideration and neglecting higher order terms in \( \delta \Gamma^{\alpha}_{\mu\nu}, \delta x^\mu \), it follows that
\[ (\delta \ddot{x}^\alpha) + 2\tilde{\Gamma}^{\alpha}_{\mu\nu} \dot{x}^\mu (\delta \dot{x}^\nu) + \delta \Gamma^{\alpha}_{\mu\nu} \dot{x}^\mu \dot{x}^\nu = 0 \]
9.3 Geodesic/Autoparallel deviation

Let us study here a concept that is of great importance in General Relativity and that is the geodesic deviation equation. Physically this describes how a congruence of free falling particles that initially rest on nearby geodesics (in GR geodesics and autoparallels coincide) deviate or converge as they move under the presence of curvature. Mathematically it expresses the deviation of nearby geodesics (as we move along them) from being parallel due to the curvature of space. We will study here how the equations modify when also torsion and non-metricity are present in the space along with curvature. A crucial point here is that, as we have mentioned many times before, geodesics and autoparallels are different curves in general. Therefore, we will study how nearby geodesics/autoparallels deviate from one another as we move along them. Let us start the discussion by considering a curve $C : x^\mu = x^\mu(t)$ which for the most part will remain general and only assume it to be a geodesic or autoparallel after the calculations are performed. In the usual manner (as done in most textbooks) let us consider the tangent vector to our reference curve

$$T^\mu = \frac{\partial x^\mu}{\partial t}$$

and the deviation vector pointing at nearby geodesics/autoparallels

$$X^\mu = \frac{\partial x^\mu}{\partial s}$$

where $t$ is the affine parameter along the fixed curve (geodesic/autoparallel) and $s$ the parameter pointing at nearby geodesics/autoparallels. Then, $x^\mu = x^\mu(t, s)$ defines a surface, the vectors $T^\mu, X^\mu$ form a coordinate basis and it holds that

$$[X, T] = X^\beta \partial_\beta T^\alpha - T^\beta \partial_\beta X^\alpha = 0$$

Now, in expressing the partial derivatives, appearing in the commutator above, with the covariant ones we note that there is an extra term appearing due to torsion. More precisely, expanding the above one has

$$X^\beta \nabla_\beta T^\alpha - T^\beta \nabla_\beta X^\alpha + 2 S_{\beta \gamma}^\alpha X^\beta T^\gamma = 0 \Rightarrow$$

$$T^\beta \nabla_\beta X^\alpha = X^\beta \nabla_\beta T^\alpha + 2 S_{\beta \gamma}^\alpha X^\beta T^\gamma$$

Now, define the ‘relative velocity’ of geodesics/autoparallels via

$$V^\alpha = T^\beta \nabla_\beta X^\alpha$$
and subsequently, the ’relevant acceleration’

\[ a^\alpha \equiv T^\gamma \nabla_\gamma (T^{\beta} \nabla_\beta X^\alpha) \quad (9.107) \]

Expanding the latter, we obtain

\[
a^\alpha = T^\gamma \nabla_\gamma (T^{\beta} \nabla_\beta X^\alpha) = \\
= T^\gamma \nabla_\gamma (X^{\beta} \nabla_\beta T^\alpha + 2S^\alpha_{\beta\gamma} X^{\beta} T^\gamma) = \\
= (T^\gamma \nabla_\gamma X^\beta)(\nabla_\beta T^\alpha) + T^\gamma \nabla_\gamma \nabla_\beta T^\alpha + T^\gamma \nabla_\gamma (2S^\alpha_{\beta\gamma} X^{\beta} T^\gamma) \quad (9.108)
\]

and upon using (9.105) and the definition of the anti-symmetrized covariant derivative acting on a vector, a straightforward but rather lengthy calculation yields

\[
a^\mu = R^\mu_{\nu\rho\sigma} T^\nu T^\rho X^\sigma + T^\lambda \nabla_\lambda (2S_{\alpha\beta}^\mu X^\alpha T^\beta) + X^\lambda \nabla_\lambda (T^\beta \nabla_\beta T^\mu) \quad (9.109)
\]

Note now that the third term on the RHS of the above is zero only for autoparallels and not for geodesics. So, for autoparallels we have that

\[
T^\beta \nabla_\beta T^\mu = 0 \quad (9.110)
\]

and as a result the autoparallel deviation equation looks like

\[
a^\mu = R^\mu_{\nu\rho\sigma} T^\nu T^\rho X^\sigma + T^\lambda \nabla_\lambda (2S_{\alpha\beta}^\mu X^\alpha T^\beta) \quad (9.111)
\]

As for the geodesic, it holds that

\[
T^\beta \tilde{\nabla}_\beta T^\mu = 0 \quad (9.112)
\]

where \( \tilde{\nabla}_\beta \) is the covariant derivative computed with respect to the Levi-Civita connection. Therefore, on a geodesic \( T^\beta \nabla_\beta T^\mu \) is not zero but rather

\[
T^\beta \nabla_\beta T^\mu = T^\beta \tilde{\nabla}_\beta T^\mu + N^\mu_{\nu\rho} T^\nu = N^\mu_{\nu\rho} T^\nu \quad (9.113)
\]

and so, the geodesic deviation equation is given by

\[
a^\mu = R^\mu_{\nu\rho\sigma} T^\nu T^\rho X^\sigma + T^\lambda \nabla_\lambda (2S_{\alpha\beta}^\mu X^\alpha T^\beta) + X^\lambda \nabla_\lambda (N^\mu_{\nu\rho} T^\nu T^\rho) \quad (9.114)
\]

### 9.3.1 Expressing the connection in terms of the Palatini tensor

In this section we are going to express the general affine connection in terms of the Palatini tensor plus vectorial torsion and non-metricity contributions.\[^7\] We start by writing down

\[^7\]Of course there is also the Levi-Civita part to it.
the definition of the Palatini tensor and expand the various terms to arrive at

\[ P_{\lambda}^{\mu\nu} = -g^{\mu\nu} \frac{\nabla_{\lambda} \sqrt{-g}}{\sqrt{-g}} - \nabla_{\lambda} g^{\mu\nu} + g^{\mu\sigma} \frac{\nabla_{\sigma} \sqrt{-g}}{\sqrt{-g}} \delta_{\lambda}^{\nu} + \delta_{\lambda}^{\nu} \nabla_{\sigma} g^{\mu\sigma} \]  

(9.115)

\[ + 2 (S_{\lambda} g^{\mu\nu} - S^{\mu} \delta_{\lambda}^{\nu} + g^{\mu\sigma} S_{\sigma\lambda}^{\nu}) \]  

(9.116)

and by using

\[ Q_{\lambda}^{\mu\nu} = + \nabla_{\lambda} g^{\mu\nu} \]

\[ \frac{\nabla_{\lambda} \sqrt{-g}}{\sqrt{-g}} = - \frac{1}{2} Q_{\lambda} \]

\[ \dot{Q}^{\mu} = \nabla_{\sigma} g^{\sigma\mu} \]

it follows that

\[ P_{\lambda}^{\mu\nu} = -g^{\mu\nu} \frac{Q_{\lambda}}{2} - Q_{\lambda}^{\mu\nu} + \delta_{\lambda}^{\nu} \left( \dot{Q}^{\mu} - \frac{Q^{\mu}}{2} \right) \]  

(9.117)

\[ + 2 (S_{\lambda} g^{\mu\nu} - S^{\mu} \delta_{\lambda}^{\nu} + g^{\mu\sigma} S_{\sigma\lambda}^{\nu}) \]  

(9.118)

and upon multiplying (and contracting) with \( g^{\alpha\lambda} \) we finally obtain

\[ P^{\alpha\mu\nu} = g^{\mu\nu} \left( \frac{Q^{\alpha}}{2} + 2 S^{\alpha} \right) - (Q^{\alpha\mu\nu} + 2 S^{\alpha\mu\nu}) + g^{\nu\alpha} \left( \dot{Q}^{\mu} - \frac{Q^{\mu}}{2} - 2 S^{\mu} \right) \]  

(9.119)

Note now that the second combination \( (Q^{\alpha\mu\nu} + 2 S^{\alpha\mu\nu}) \) plus circular permutations is the exact one appearing on the decomposition of the connection.
Appendix B

10.1 Properties of the Palatini tensor

We prove here some basic properties of the Palatini tensor that we have been using throughout the thesis. Recalling its definition

$$P_{\lambda}^{\mu\nu} = -\nabla_{\lambda}(\sqrt{-g}g^{\mu\nu}) + \frac{\nabla_{\sigma}(\sqrt{-g}g^{\mu\sigma})\delta^{\nu}_{\lambda}}{\sqrt{-g}} + 2(S_{\lambda}g^{\mu\nu} - S^{\mu}_{\nu}\delta^{\nu}_{\lambda} + g^{\mu\sigma}S_{\sigma\lambda}^{\nu})$$

and contracting in $\mu, \lambda$, immediately follows that

$$P_{\mu}^{\mu\nu} = -\nabla_{\mu}(\sqrt{-g}g^{\mu\nu}) + \frac{\nabla_{\sigma}(\sqrt{-g}g^{\mu\sigma})}{\sqrt{-g}} + 2(S^{\nu} - S^{\nu} + 0) = 0 \Rightarrow P_{\mu}^{\mu\nu} = 0$$

(10.1)

thus, the Palatini tensor is traceless in first and second index. Contracting now in $\nu, \lambda$ we have

$$P_{\nu}^{\mu\nu} = (n - 1)\frac{\nabla_{\sigma}(\sqrt{-g}g^{\mu\sigma})}{\sqrt{-g}} + 2(2 - n)S^{\mu}$$

(10.2)

and upon using

$$\nabla_{\sigma}g^{\mu\sigma} = \tilde{Q}^{\mu}$$

(10.3)

along with

$$\frac{\nabla_{\sigma}\sqrt{-g}}{\sqrt{-g}} = -\frac{1}{2}Q_{\sigma}$$

(10.4)

the latter recasts to

$$P_{\nu}^{\mu\nu} = (n - 1)\left[\tilde{Q}^{\mu} - \frac{1}{2}Q^{\mu}\right] + 2(2 - n)S^{\mu}$$

(10.5)
To obtain a third identity, we multiply (and contract) with \( g_{\mu\nu} \) and use the above relations for the Weyl and second non-metricity vector, to arrive at

\[
g_{\mu\nu} P_\lambda{}^{\mu\nu} = \frac{(n - 3)}{2} Q_\lambda + \tilde{Q}_\lambda + 2(n - 2) S_\lambda
\]  

(10.6)

Now, defining \( P^\mu \equiv P_\nu{}^{\mu\nu} \) and \( \tilde{P}^\mu \equiv g_{\alpha\beta} P^{\mu\alpha\beta} \) adding and subtracting the above two, we get

\[
P^\mu + \tilde{P}^\mu = n\tilde{Q}^\mu - Q^\mu
\]  

(10.7)

and

\[
P^\mu - \tilde{P}^\mu = (n - 2)(\tilde{Q}^\mu - Q^\mu - 4S^\mu)
\]  

(10.8)

respectively, and notice that both of the above combinations are projective invariant! Another useful relation comes about by taking the antisymmetric part of the Palatini tensor, which is equal to

\[
P_\lambda{}^{[\mu\nu]} = 2A_{[\mu}^{\delta\nu]} + 2g^{[\mu}{}_{[\sigma\lambda]} S^{\nu]}_{\sigma\lambda}
\]  

(10.9)

where

\[
A^\mu = \frac{1}{2} \tilde{Q}^\mu - \frac{1}{4} Q^\mu - S^\mu
\]  

(10.10)

Using the definitions of non-metricity tensor and vectors we can easily express the Palatini tensor in the form

\[
P_\lambda{}^{\mu\nu} = \delta_\lambda^\nu \left( \tilde{Q}_\mu - \frac{1}{2} Q^\mu - 2S^\mu \right) + g^{\mu\nu} \left( \frac{1}{2} Q_\lambda + 2S_\lambda \right) - (Q_\lambda{}^{\mu\nu} + 2S_\lambda{}^{\mu\nu})
\]  

(10.11)

such that

\[
P^{[\alpha\mu\nu]} = g^{[\alpha\nu} \tilde{Q}^{\mu] + 2g^{[\nu}{}_{[\alpha]} \left( \frac{1}{2} Q_\lambda + 2S_\lambda \right) - (Q^{\alpha\mu\nu} + 2S^{\alpha\mu\nu})
\]  

(10.12)

Note now, that the fully antisymmetric part of the Palatini tensor is determined only by the torsion tensor (the non-metricity part drops out)

\[
P^{[\alpha\mu\nu]} = -2S^{[\alpha\mu\nu]}
\]  

(10.13)

In addition, the completely symmetric part of it is solely determined by non-metricity. Indeed, the above can also be written as

\[
P^{[\alpha\mu\nu]} = g^{[\alpha\nu} \tilde{Q}^{\mu] + 2g^{[\nu}{}_{[\alpha]} \left( \frac{1}{2} Q_\lambda + 2S_\lambda \right) - (Q^{\alpha\mu\nu} + 2S^{\alpha\mu\nu})
\]  

(10.14)

and by taking the fully symmetric part it follows that

\[
P^{(\alpha\mu\nu)} = g^{(\alpha\nu} \tilde{Q}^{\mu)} - Q^{(\alpha\mu\nu)}
\]  

(10.15)
10.1.1 The Hodge Star Operator

Given a $p$-form $\Psi$ expanded in the coordinate 1-form basis $\{dx^a\}$,

$$\Psi = \frac{1}{p!} \Psi_{a_1a_2...a_p} dx^{a_1} \wedge dx^{a_2} \wedge ... \wedge dx^{a_p}$$  \hspace{1cm} (10.16)

the operation of the Hodge star $\ast$ maps it into the $(n - p)$-form

$$\ast \Psi := \frac{1}{(n-p)!p!} \sqrt{|g|} g^{a_1c_1}...g^{a_pc_p} \epsilon_{a_1...a_pb_1...b_{n-p}} \Psi_{c_1...c_p} \vartheta^{b_1} \wedge ... \wedge \vartheta^{b_{n-p}}$$  \hspace{1cm} (10.17)

10.1.2 Calculus of Variations

Let us see how the Calculus of Variations arises out of pure mathematical curiosity. Consider the integral

$$I[y(x)] = \int_{x_1}^{x_2} dx f(y(x), y'(x), x)$$  \hspace{1cm} (10.18)

where $y(x)$ is a function of $x$, $y'(x) = \frac{dy}{dx}$ and $f$ an arbitrary function of the given arguments.

We ask now, for which curve $y(x)$ does the above integral get its extreme value (maximum or minimum)? Note that if we had a function $I(\epsilon)$ we would know how to proceed, the extremum (or extrema if there are more than one) occurs exactly there where

$$\frac{dI}{d\epsilon} = 0$$  \hspace{1cm} (10.19)

However, in our case, after the integration is performed we are left with a number (which of course cannot be varied). Here is where the magic of mathematics comes in. Suppose we have found that function which extremizes the integral, call it $y(x)$. We then consider a family of curves parametrized by $\epsilon$, deviating by this solution. We denote them by

$$Y(x, \epsilon)$$  \hspace{1cm} (10.20)

and we demand that they continuously depend on $\epsilon$ and for $\epsilon = 0$ we recover our extreme curve $y(x)$, namely

$$Y(x, 0) = y(x)$$  \hspace{1cm} (10.21)

In addition all the curves should end up to the same points on the plane, namely

$$Y(x_1, \epsilon) = y(x_1) = y_1, \quad Y(x_2, \epsilon) = y(x_2) = y_2$$  \hspace{1cm} (10.22)

---

1We call $I[y(x)]$ a functional. A functional is a map $C^n \rightarrow \mathbb{R}$, where $C^n$ is the set of $n$-times differentiable continuous functions. It should be differentiated from a function which is a map $\mathbb{R} \rightarrow \mathbb{R}$.  
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Now, we have constructed a function $I(\epsilon)$ which we are allowed to vary with respect to $\epsilon$. One then has
\[
\frac{dI}{d\epsilon} = \frac{d}{d\epsilon} \int_{x_1}^{x_2} dx f(Y(x, \epsilon), Y'(x, \epsilon), x) = \int_{x_1}^{x_2} dx \frac{\partial}{\partial \epsilon} f(Y(x, \epsilon), Y'(x, \epsilon), x)
\]
and using the chain rule
\[
\frac{dI}{d\epsilon} = \int_{x_1}^{x_2} dx \left[ \frac{\partial f}{\partial Y} \frac{\partial Y}{\partial \epsilon} + \frac{\partial f}{\partial Y'} \frac{\partial Y'}{\partial \epsilon} \right] = \int_{x_1}^{x_2} dx \left[ \frac{\partial f}{\partial Y} \frac{\partial Y}{\partial \epsilon} + \frac{\partial f}{\partial Y'} \frac{\partial Y'}{\partial \epsilon} - \frac{\partial Y}{\partial \epsilon} \frac{d}{dx} \left( \frac{\partial f}{\partial Y'} \right) \right]
\]
but since partial derivatives commute, we may write
\[
\frac{\partial Y'}{\partial \epsilon} = \frac{\partial}{\partial x} \left( \frac{\partial Y}{\partial \epsilon} \right)
\]
and therefore
\[
\frac{dI}{d\epsilon} = \int_{x_1}^{x_2} dx \left[ \frac{\partial f}{\partial Y} \frac{\partial Y}{\partial \epsilon} + \frac{\partial f}{\partial Y'} \frac{\partial Y'}{\partial \epsilon} \right]
\]
Now we remove the parameter $\epsilon$ by setting $\epsilon = 0$ since the introduction of it was made for auxiliary reasons. Then, partial derivatives with respect to $x$ are reduced to total ones
\[
\frac{\partial}{\partial x} \rightarrow \frac{d}{dx}
\]
and by definition
\[
Y(x, \epsilon) \bigg|_{\epsilon=0} = Y(x, 0) = y(x)
\]
Note also that since the parametrization is regular, one has
\[
\frac{\partial Y}{\partial \epsilon} \neq 0, \quad \forall \ \epsilon
\]
The extremum then occurs exactly there where
\[
\frac{dI}{d\epsilon} \bigg|_{\epsilon=0} = 0
\]
Taking all the above into account, one arrives at
\[
0 = \int_{x_1}^{x_2} dx \left[ \frac{\partial f}{\partial Y} \bigg|_{\epsilon=0} \frac{\partial Y}{\partial \epsilon} \bigg|_{\epsilon=0} + \frac{d}{dx} \left( \frac{\partial f}{\partial Y'} \frac{\partial Y'}{\partial \epsilon} \right) \bigg|_{\epsilon=0} - \frac{\partial Y}{\partial \epsilon} \bigg|_{\epsilon=0} \frac{d}{dx} \left( \frac{\partial f}{\partial Y'} \right) \bigg|_{\epsilon=0} \right] = \left[ \left( \frac{\partial f}{\partial Y'} \frac{\partial Y}{\partial \epsilon} \right) \bigg|_{\epsilon=0} \right]_{x_1}^{x_2} + \int_{x_1}^{x_2} dx \left[ \frac{\partial f}{\partial y} \bigg|_{\epsilon=0} - \frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) \right]
\]
Now as an immediate consequence of (10.22) we have that
\[ \frac{\partial Y}{\partial \epsilon} \bigg|_{\epsilon=0, x=x_i} = 0, \quad i = 1, 2 \] (10.31)
at the end points \( x_1, x_2 \). Indeed, Taylor expanding \( Y(x, \epsilon) \) in \( \epsilon \) around the solution \( y(x) \) it follows that
\[ Y(x, \epsilon) \approx y(x) + \frac{\partial Y}{\partial \epsilon} \bigg|_{\epsilon=0} \epsilon + O(\epsilon^2) \] (10.32)
and by evaluating the latter at \( x_i \) (\( i = 1, 2 \)) we obtain
\[ y_i \approx y_i + \frac{\partial Y}{\partial \epsilon} \bigg|_{\epsilon=0, x=x_i} \epsilon \implies \frac{\partial Y}{\partial \epsilon} \bigg|_{\epsilon=0, x=x_i} = 0 \] (10.33)
to first order in \( \epsilon \). Using this we see that the first term in the second line of (10.30) vanishes and we are left with
\[ \int_{x_1}^{x_2} dx \left( \frac{\partial Y}{\partial \epsilon} \right) \bigg|_{\epsilon=0} \left[ \frac{\partial f}{\partial y} - \frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) \right] \] (10.34)
and since this must be true for any \( \left( \frac{\partial Y}{\partial \epsilon} \right) \bigg|_{\epsilon=0} \) we conclude that
\[ \frac{\partial f}{\partial y} - \frac{d}{dx} \left( \frac{\partial f}{\partial y'} \right) = 0 \] (10.35)
We are now in a position to answer the question we raised at the beginning of this section. The function \( y(x) \) that extremizes the integral
\[ I[y(x)] = \int_{x_1}^{x_2} dx f(y(x), y'(x), x) \] (10.36)
can be found by solving the differential equation (10.35). It is, in fact, an astonishing result. However, the whole derivation was somewhat involved. There exists an equivalent method that can be used in a more straightforward manner and appears to be more practical in applications. Let us unfold it here. To first order in \( \epsilon \) we can write
\[ Y(x, \epsilon) \approx y(x) + \epsilon g(x) \] (10.37)
where \( g(x) = (\partial Y)_{\epsilon=0} \). We then define the deviation from the extreme path \( y(x) \) via
\[ \delta y := Y(x, \epsilon) - y(x) = \epsilon g(x) \] (10.38)
so that \( Y(x, \epsilon) = y(x) + \delta y \). We also define the variation of the functional through
\[ \delta I := I[Y] - I[y] = I[y + \delta y] - I[y] \] (10.39)
Then, for small deviations, expanding in $\epsilon$ one has

$$
\delta I = I[y + \delta y] - I[y] = I[y + \epsilon g(x)] - I[y] \approx
$$

$$
\approx I[y] + \frac{dI}{d\epsilon} \bigg|_{\epsilon = 0} \epsilon g(x) - I[y] = \frac{dI}{d\epsilon} \bigg|_{\epsilon = 0} \delta y
$$

and therefore

$$
\delta I = I[y + \delta y] - I[y] \approx \frac{dI}{d\epsilon} \bigg|_{\epsilon = 0} \delta y 
$$

(10.40)

to first order in $\epsilon$. The latter implies that the condition $\frac{dI}{d\epsilon} \bigg|_{\epsilon = 0} = 0$ for the extreme curve $y(x)$ is translated into the equivalent restriction

$$
\delta I = I[y + \delta y] - I[y] = 0
$$

(10.41)

and due to the fact that the derivation was made for small $\epsilon$ to first order, the above equation is called the first variation. This method is indeed more straightforward to use as the following examples demonstrate.

10.1.3 Principle of Least Action

The principle of least action seems to be the most profound and useful tool in theoretical physics. Simply put, it is the application of Calculus of Variations for physical problems. There are several reasons contributing to this privileged position of this principle. First of all, its apparent simplicity and elegance lead to straightforward examinations of the systems under consideration. In addition, it provides a new, powerful way to look at known problems, gives additional intuition, and the symmetries of the system appear in an apparent way. Another reason is its Universality. Namely, it is used in many different areas of physics with great success in all cases. For instance, it is used in Classical mechanics, Electrodynamics, Particle Physics, and in Gravity as we have solely used it throughout this thesis. These are but few reasons telling us why the Principle of Least Action is considered to be the most profound concept of modern theoretical physics. In the following subsections we present some of its many applications and examine the physical significance in each case.
10.1.4 With dependence on higher derivatives

Let us now allow for a Lagrangian which depends on higher order (greater than the first) derivatives. The form of such a Lagrangian is

\[ L = L\left(y(x), y'(x), \ldots, y^{(n)}(x), x\right) \]  

(10.42)

where, with \( y^{(n)}(x) \) we denote the \( n \)th derivative of \( y(x) \) with respect to \( x \), namely \( y^{(n)}(x) := \frac{d^n}{dx^n} y(x) \). Now we also assume that all the derivatives up to \((n-1)\)-order of the variation vanish at the boundaries, along with \( \delta y \). In words

\[ \delta y|_{t_i} = 0 = \delta y'|_{t_i} = \ldots = \delta y^{(n-1)}|_{t_i} \]  

(10.43)

where \( i = 1, 2 \). By definition we have

\[ \delta L = L(y + \delta y, y', \ldots, y^{(n)}, x) - L(y, y', \ldots, y^{(n)}, x) \]  

(10.44)

and Taylor expanding \( L(y + \delta y, y', \ldots, y^{(n)}, x) \) we arrive at (keeping only linear terms)

\[ L(y + \delta y, y', \ldots, y^{(n)}, x) \approx L(y, y', \ldots, y^{(n)}, x) + \frac{\partial L}{\partial y}\delta y + \frac{\partial L}{\partial y'}\delta y' + \ldots + \frac{\partial L}{\partial y^{(n)}}\delta y^{(n)} \]  

(10.45)

and therefore

\[ \delta L = \frac{\partial L}{\partial y}\delta y + \frac{\partial L}{\partial y'}\delta y' + \ldots + \frac{\partial L}{\partial y^{(n)}}\delta y^{(n)} \]  

(10.46)

The variation of the action will then be

\[ \delta S = \delta \int dx L(y, y'', \ldots, y^{(n)}, x) = \int dx \delta L = \int_{x_1}^{x_2} dx \left( \frac{\partial L}{\partial y}\delta y + \frac{\partial L}{\partial y'}\delta y' + \ldots + \frac{\partial L}{\partial y^{(n)}}\delta y^{(n)} \right) \]  

(10.47)

Now, to manipulate the terms involving derivatives of \( \delta y \) we first compute

\[ \int_{x_1}^{x_2} dx \frac{\partial L}{\partial y'} \delta y' = \left[ \frac{d}{dx} \left( \frac{\partial L}{\partial \delta y} \delta y \right) - \frac{\partial L}{\partial y} \delta y \right] \]  

(10.48)

\[ = \left[ \frac{d}{dx} \left( \frac{\partial L}{\partial \delta y} \delta y \right) \right]_{x_1}^{x_2} - \int_{x_1}^{x_2} dx \delta y \left[ \frac{d}{dx} \left( \frac{\partial L}{\partial \delta y} \delta y \right) \right] = - \int_{x_1}^{x_2} dx \delta y \left[ \frac{d}{dx} \left( \frac{\partial L}{\partial \delta y} \right) \right] \Rightarrow \]

\[ \int_{x_1}^{x_2} dx \frac{\partial L}{\partial y'} \delta y' = - \int_{x_1}^{x_2} dx \delta y \left[ \frac{d}{dx} \left( \frac{\partial L}{\partial \delta y} \right) \right] \]

Since the variations \( \delta y, \ldots \) etc are small we can drop quadratic and higher order terms.
continue with

$$\int_{x_1}^{x_2} dx \frac{\partial L}{\partial y''} \delta y'' = \left[ \frac{d}{dx} \left( \frac{\partial L}{\partial y'} \delta y' \right) \right]_{x_1}^{x_2} - \int_{x_1}^{x_2} dx \left[ \frac{d}{dx} \left( \frac{\partial L}{\partial y'} \delta y' \right) \right] =$$

$$= \left( \frac{\partial L}{\partial y'} \delta y' \right) |_{x_1}^{x_2} - \int_{x_1}^{x_2} dx \frac{d}{dx} \left( \frac{\partial L}{\partial y'} \delta y' \right) = \cdots =$$

$$= \int_{x_1}^{x_2} dx \delta y \left[ \frac{d^2}{dx^2} \left( \frac{\partial L}{\partial y'} \right) \right] \Rightarrow$$

$$\int_{x_1}^{x_2} dx \frac{\partial L}{\partial y''} \delta y'' = \int_{x_1}^{x_2} dx \delta y \left[ \frac{d^2}{dx^2} \left( \frac{\partial L}{\partial y'} \right) \right] \tag{10.49}$$

now we see the pattern, all the derivatives on $\delta y$ are now acting on the terms that contain partial derivatives of $L$ with respect to $y$, and for an odd number of partial integrations we pick up a factor $-1$ whilst for even number a factor of $+1$. Indeed, for any term $\frac{\partial L}{\partial y^{(k)}}$, with $k = 0, 1, 2, \ldots, n$ the $k$–th derivative it will hold

$$\int_{x_1}^{x_2} dx \frac{\partial L}{\partial y^{(k)}} \delta y^{(k)} = \int_{x_1}^{x_2} dx \left[ \frac{d}{dx} \left( \delta y^{(k-1)} \frac{\partial L}{\partial y^{(k)}} \right) - \delta y^{(k-1)} \frac{d}{dx} \left( \frac{\partial L}{\partial y^{(k)}} \right) \right] =$$

$$= \int_{x_1}^{x_2} dx \delta y^{(k-1)} \frac{d}{dx} \left( \frac{\partial L}{\partial y^{(k)}} \right) = \cdots =$$

$$= (-1)^k \int_{x_1}^{x_2} dx \delta y \left[ \frac{d^k}{dx^k} \left( \frac{\partial L}{\partial y^{(k)}} \right) \right] \Rightarrow$$

and so, indeed

$$\int_{x_1}^{x_2} dx \frac{\partial L}{\partial y^{(k)}} \delta y^{(k)} = (-1)^k \int_{x_1}^{x_2} dx \delta y \left[ \frac{d^k}{dx^k} \left( \frac{\partial L}{\partial y^{(k)}} \right) \right] \tag{10.50}$$

Therefore, the variation yields

$$\delta S = \delta \int_{x_1}^{x_2} dx L(y, y'', \ldots, y^{(n)}, x) = \int_{x_1}^{x_2} dx \delta L =$$

$$= \int_{x_1}^{x_2} dx \left( \frac{\partial L}{\partial y} \delta y + \frac{\partial L}{\partial y'} \delta y' + \ldots + \frac{\partial L}{\partial y^{(n)}} \delta y^{(n)} \right) =$$

$$= \int_{x_1}^{x_2} dx \delta y \left[ \frac{\partial L}{\partial y} - \frac{d}{dx} \left( \frac{\partial L}{\partial y'} \right) + \ldots + (-1)^n \frac{d^n}{dx^n} \left( \frac{\partial L}{\partial y^{(n)}} \right) \right] =$$

$$= \int_{x_1}^{x_2} dx \delta y \left[ \sum_{k=0}^{n} (-1)^k \frac{d^k}{dx^k} \left( \frac{\partial L}{\partial y^{(k)}} \right) \right] = 0 \tag{10.51}$$

and for the last one to hold true we must have

$$\sum_{k=0}^{n} (-1)^k \frac{d^k}{dx^k} \left( \frac{\partial L}{\partial y^{(k)}} \right) = 0 \tag{10.52}$$
10.1.5 Classical Particle Mechanics

Consider now a classical particle moving in an 1–dim potential \( V(q) \), where \( q \) is a canonical coordinate. The Lagrangian for this system is simply

\[
L(q, \dot{q}) = T - V = \frac{1}{2} m \dot{q}^2 - V(q)
\]  

(10.53)

The Principle of Least Action gives

\[
\delta \int_{t_1}^{t_2} dt L(q, \dot{q}) = 0 \Rightarrow \int_{t_1}^{t_2} dt \delta L(q, \dot{q}) = 0
\]  

(10.54)

(10.55)

and as has been proven before for the general case

\[
\delta L = \frac{\partial L}{\partial q} \delta q + \frac{\partial L}{\partial \dot{q}} \delta \dot{q}
\]  

(10.56)

with \( \delta q = 0 \) at the endpoints \( t_1, t_2 \). Partially integrating the second term, it follows that

\[
\delta L = \frac{\partial L}{\partial q} \delta q + \frac{d}{dt}\left( \frac{\partial L}{\partial \dot{q}} \delta q \right) - \delta q \frac{d}{dt}\left( \frac{\partial L}{\partial \dot{q}} \right)
\]  

(10.57)

so that, equation (10.55) gives

\[
0 = \int_{t_1}^{t_2} dt \left[ \frac{\partial L}{\partial q} \delta q + \frac{d}{dt}\left( \frac{\partial L}{\partial \dot{q}} \delta q \right) - \delta q \frac{d}{dt}\left( \frac{\partial L}{\partial \dot{q}} \right) \right] = \\
= \left( \frac{\partial L}{\partial \dot{q}} \right)_{t_1}^{t_2} + \int_{t_1}^{t_2} dt \delta q \left[ \frac{\partial L}{\partial q} - \frac{d}{dt}\left( \frac{\partial L}{\partial \dot{q}} \right) \right] = \\
= \int_{t_1}^{t_2} dt \delta q \left[ \frac{\partial L}{\partial \dot{q}} - \frac{d}{dt}\left( \frac{\partial L}{\partial \dot{q}} \right) \right]
\]  

(10.58)

Now since \( t_1 \) and \( t_2 \) are arbitrary and the latter should vanish for any variation \( \delta g \) we conclude that

\[
\frac{\partial L}{\partial q} - \frac{d}{dt}\left( \frac{\partial L}{\partial \dot{q}} \right) = 0
\]  

(10.59)

this is the famous Euler-Lagrange equation.

10.1.6 Some basic Variations

We present and prove here some of the basic variations that have extensively been used throughout the derivations. Let us start by the definition of the inverse metric tensor

\[
g_{\mu\nu} g^{\nu\alpha} = \delta^\alpha_\mu
\]  

(10.60)
and vary the last by noting that $\delta_\mu^\alpha$ is constant, to get

$$0 = (\delta g_\mu^\nu)g^{\nu\alpha} + (\delta g^{\nu\alpha})g_\mu^\nu \quad (10.61)$$

Now, contracting with $g_{\alpha\beta}$ we arrive at

$$0 = (\delta g_\mu^\nu)\delta_\nu^\beta + (\delta g^{\nu\alpha})g_\mu^\nu g_{\alpha\beta} \Rightarrow$$

$$\delta g_{\mu\beta} = -g_{\mu\nu}g_{\alpha\beta}(\delta g^{\nu\alpha}) \quad (10.62)$$

An alternative derivation of the same relation goes as follows,

$$\delta g_{\mu\nu} = \delta(g_{\mu\alpha}g_{\nu\beta}g^{\alpha\beta}) =$$

$$= (\delta g_{\mu\alpha})g_{\nu\beta}g^{\alpha\beta} + g_{\mu\alpha}(\delta g_{\nu\beta})g^{\alpha\beta} + g_{\nu\alpha}(\delta g^{\alpha\beta}) =$$

$$= (\delta g_{\mu\alpha})g_{\nu\beta}g^{\alpha\beta} + \delta g_{\mu\nu} + \delta g_{\nu\alpha} \Rightarrow$$

$$\delta g_{\mu\nu} = (\delta g_{\mu\alpha})g_{\nu\beta}g^{\alpha\beta} + \delta g_{\mu\nu} + \delta g_{\nu\alpha} \Rightarrow$$

$$\delta g_{\mu\nu} = -g_{\mu\alpha}g_{\nu\beta}\delta g^{\alpha\beta} \quad (10.63)$$

Now varying

$$g_{\mu\nu}g^{\mu\nu} = 4 \quad (10.64)$$

we get

$$g^{\mu\nu}\delta g_{\mu\nu} = -g_{\mu\nu}\delta g^{\mu\nu} \quad (10.65)$$

Of course, the above results hold true for an general $n$ – dimensional Riemannian (or pseudo-Riemannian) space namely

$$g_{ab}g^{bc} = \delta^c_a \quad (10.66)$$

and

$$g_{ab}g^{ab} = n \quad (10.67)$$

so that

$$\delta g_{ab} = -g_{ac}g_{bd}\delta g^{cd} \quad (10.68)$$

as well as

$$g^{ab}\delta g_{ab} = -g_{ab}\delta g^{ab} \quad (10.69)$$

where the indices $a, b, c, d, \ldots$ run over the dimensionality of the space (namely from 1 to $n$). Let us now compute the variation of the square root of the determinant of the metric
tensor. We do the calculation fully general for \( n - dim \) Riemannian spaces and then apply it for the pseudo-Riemannian \( 4 - dim \) space of General relativity. Firstly, we write the determinant simply as

\[
g = \det(g_{ab})
\]  

(10.70)

We have that

\[
\delta(\sqrt{g}) = \frac{1}{2\sqrt{g}} \delta g
\]  

(10.71)

Now, for any square \( n \times n \) matrix \( A \) it holds that

\[
\det(A) = e^{Tr(A)}
\]  

(10.72)

Setting \( A \rightarrow g_{ab} \) in the above, we arrive at

\[
g = \det(g_{ab}) = e^{Tr(g_{ab})}
\]  

(10.73)

and under the variation \( g_{ab} \rightarrow g_{ab} + \delta g_{ab} \) it follows that

\[
\det(g_{ab} + \delta g_{ab}) = e^{Tr(g_{ab} + \delta g_{ab})} = e^{Tr(g_{ab}) + Tr(\delta g_{ab})} = e^{Tr(g_{ab})} e^{Tr(\delta g_{ab})} \equiv e^{Tr(\delta g_{ab})}
\]  

(10.74)

where on going from the second to the third equality we employed the linearity of the trace.

Since the variations \( \delta g \) are small, in the expansion of \( e^{Tr(\delta g_{ab})} \) we can neglect second and higher order terms \((\delta g)^2 \approx 0\) and we shall have

\[
e^{Tr(\delta g_{ab})} \approx 1 + Tr(\delta g_{ab})
\]  

(10.75)

and therefore

\[
\det(g_{ab} + \delta g_{ab}) \approx g \left( 1 + Tr(\delta g_{ab}) \right)
\]  

(10.76)

but, by the definition of the trace

\[
Tr(\delta g_{ab}) = g^{ab} \delta g_{ab}
\]  

(10.77)

so that

\[
\det(g_{ab} + \delta g_{ab}) \approx g \left( 1 + g^{ab} \delta g_{ab} \right)
\]  

(10.78)

Using the latter to the definition of the variation, we arrive at

\[
\delta g = \delta \left( \det(g_{ab}) \right) = \det(g_{ab} + \delta g_{ab}) - \det(g_{ab}) \approx \approx g \left( 1 + g^{ab} \delta g_{ab} \right) - g = gg^{ab} \delta g_{ab}
\]  

(10.79)
It has been proven before that
\[ g^{ab} \delta g_{ab} = -g_{ab} \delta g^{ab} \] (10.80)
thus we finally obtain
\[ \delta g = -g_{ab} \delta g^{ab} \] (10.81)
It also follows that
\[ \delta (\sqrt{g}) = \frac{1}{2} \frac{\delta g}{\sqrt{g}} = -\frac{1}{2} \frac{g_{ab} \delta g^{ab}}{\sqrt{g}} = \frac{1}{2} \sqrt{g_{ab} \delta g^{ab}} \Rightarrow \\
\delta (\sqrt{g}) = -\frac{1}{2} \sqrt{g_{ab} \delta g^{ab}} \] (10.82)
Now, in order to get the expression for the 4 \(-\) dim pseudo-Riemannian space of General relativity, we simply replace \( g \rightarrow -g \) and let the indices run from 0 to 3 (The usual Greek ones). We then have
\[ \delta (\sqrt{-g}) = \frac{1}{2} \frac{\delta g}{\sqrt{-g}} = -\frac{1}{2} \frac{g_{\mu \nu} \delta g^{\mu \nu}}{\sqrt{-g}} \] (10.83)
where \( \mu, \nu = 0, 1, 2, 3 \). In addition eq. [10.81] provides a nice formula that allows one to compute in compact form, variations of any power of the determinant. Indeed, for a general Riemannian space, the variation of the \( n \) \(-\)th power of \( g \) will be
\[ \delta (g^n) = n g^{n-1} \delta g = -n g^{n-1} g_{ab} \delta g^{ab} = -ng^n g_{ab} \delta g^{ab} \Rightarrow \\
\delta (g^n) = -ng^n g_{ab} \delta g^{ab} \] (10.84)
If we now sum over the body of all natural numbers \( (n \in) \) we obtain
\[ \sum_{n=0}^{\infty} \delta (g^n) = -\left( \sum_{n=0}^{\infty} ng^n \right) g_{ab} \delta g^{ab} \] (10.85)
Assuming now that \( g < 1 \), in order to calculate the sum appearing on the right hand side we start by
\[ \frac{1}{1 - x} = \sum_{n=0}^{\infty} x^n, \ |x| < 1 \] (10.86)
and differentiate with respect to \( x \), to get
\[ \frac{1}{(1 - x)^2} = \sum_{n=0}^{\infty} n x^{n-1}, \ |x| < 1 \] (10.87)
multiplying through by \( x \)
\[ \frac{x}{(1 - x)^2} = \sum_{n=0}^{\infty} n x^n, \ |x| < 1 \] (10.88)
\[ ^3 \text{This } n \text{ here has nothing to do with the dimension of spacetime, it is merely an arbitrary real number} \]
Thus, setting $x = g$ to the last one, we obtain

$$
\frac{g}{(1 - g)^2} = \sum_{n=0}^{\infty} ng^n, \quad |g| < 1
$$

(10.89)

so that equation \[10.85\] assumes the nice form

$$
\sum_{n=0}^{\infty} \delta(g^n) = -\frac{g}{(1 - g)^2} g_{ab} \delta g^{ab}, \quad |g| < 1
$$

(10.90)

We should mention here that we arrived to this compact form because of our assumption that $|g| < 1$. This is a necessary condition we must impose in order for the sum to converge. When $|g| \geq 1$ the sum diverges and such a compact formula does not exist.

10.2 The Affine Group

10.2.1 The rigid Affine Group $A(n, R)$

Consider a flat $n-$dim affine space $R^n$. We define the rigid affine group to be the semi-direct product group

$$
A(n, R) := R^n \circledcirc GL(n, R)
$$

(10.91)

where $R^n$ represents the group of $n - \text{dim}$ translations and $GL(n, R)$ is the group of $n - \text{dim}$ general linear transformations. Note that the symbol $\circledcirc$, in the above, denotes the semi-direct product of two groups. The affine group can be seen as the generalization of the Poincare group (in $n - \text{dim}$)

$$
P := R^n \circledcirc SO(1, n - 1)
$$

(10.92)

with the group $SO(1, n - 1)$ being generalized to $GL(n, R)$. The action of the affine group on an affine n-vector $x = \{x^a\}, a = 0, 1, ..., n - 1$, goes as follows

$$
x \longrightarrow x' = \Lambda x + \tau
$$

(10.93)

where $\Lambda = \{\Lambda^a_b\}$ is an element of $GL(n, R)$ and $\tau = \{\tau^a\} \in R^n$. Considering two successive actions of the affine group on $x$, it follows that

$$
x'' = \Lambda' x' + \tau' = \Lambda' (\Lambda x + \tau) + \tau' \Rightarrow
$$

\[\text{Usually, one also uses the symbol } T^n \text{ for } n - \text{dim} \text{ translations.}\]
Thus, on the group level, we have the composition law

$$(\Lambda', \tau') \circ (\Lambda, \tau) = (\Lambda' \Lambda, \Lambda' \tau + \tau') \quad (10.95)$$

Note that due to the mixing of the elements of the two groups, as seen in the second argument of the right-hand side we do not have a direct product group. We therefore have a semi-direct product group. It is of convenience now, to use a M"{o}bius type representation. The latter consists of exactly that subgroup of $GL(n+1, R)$ which leaves the $n - \dim$ hyperplane $\bar{R}^n := \{ \bar{x} = \begin{pmatrix} x \\ 1 \end{pmatrix} \in R^{n+1} \}$ invariant. In words

$$A(n, R) = \left\{ \begin{pmatrix} \Lambda & \tau \\ 0 & 1 \end{pmatrix} \in GL(n+1, R) \bigg| \Lambda \in GL(n, R), \ \tau \in R^n \right\} \quad (10.96)$$

As a result, an affine transformation on $\bar{x}$ will yield

$$\bar{x}' = A \bar{x} = \begin{pmatrix} \Lambda & \tau \\ 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ 1 \end{pmatrix} = \begin{pmatrix} \Lambda x + \tau \\ 1 \end{pmatrix} \quad (10.97)$$

which of course reproduces the transformation law $x \to x' = \Lambda x + \tau$, for the $R^n$ subpart, as required. We now proceed by giving the algebra $a(n, R)$ of the rigid affine group. For the translational part we have the $n - \dim$ translation operators $P_c$. In addition, the $gl(n, R)$ algebra is spanned by the generators $L^a_c$. Thus, the full algebra of the rigid affine group is given by

$$[P_a, P_b] = 0 \quad (10.98)$$
$$[L^a, P_c] = \delta^a_c P_b \quad (10.99)$$
$$[L^a, L^c] = \delta^d_a L^c - \delta^c_d L^a \quad (10.100)$$

---

5Recall that the direct product group $G$, of two groups $h$ and $g$ with composition laws $\circ$ and $\bullet$ respectively, is defined by $G = h \otimes g$ and the composition law reads $G_1 \ast G_2 = (h_1 \circ h_2, g_1 \bullet g_2)$, with $h_1, h_2 \in h$ \ , $g_1, g_2 \in g$. That is the subgroups do not mix under the composition.
10.2.2  The Gauged Affine Group $A(n, R)$

We now want to find an expression for the affine gauge group. In order to do so, we let the transformation parameters (that is $\Lambda, \tau$) go local. Namely

$$\Lambda \rightarrow \Lambda(x)$$
$$\tau \rightarrow \tau(x)$$

We then define the affine gauge group to be

$$A(n, R) = \left\{ \begin{pmatrix} \Lambda(x) & \tau(x) \\ 0 & 1 \end{pmatrix} \right| \begin{array}{l} \Lambda(x) \in GL(n, R), \\
\tau(x) \in T(n, R) \end{array} \right\} \quad (10.101)$$

In a Yang-Mills like manner, we go on introducing the generalized affine connection

$$\bar{\Gamma} = \begin{pmatrix} \Gamma^{(L)} & \Gamma^{(T)} \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} \Gamma^a_b L^b_a & \Gamma^{(T)} a P_a \\ 0 & 0 \end{pmatrix} \quad (10.102)$$

where $\Gamma^{(L)}$ is an $n \times n$ matrix corresponding to the linear transformations part, and $\Gamma^{(T)}$ an n-dim row vector related to the translational part. The above connection is also an 1-form and can be expanded as

$$\bar{\Gamma} = \bar{\Gamma}_\mu dx^\mu \quad (10.103)$$

In addition, it transforms inhomogeneously under an affine gauge transformation, according to

$$\bar{\Gamma} A^{-1}(x) \rightarrow \bar{\Gamma}' = A^{-1}(x)\bar{\Gamma}A(x) + A^{-1}(x)dA(x) \quad (10.104)$$

with $A(x), A^{-1}(x) \in A(n, R)$. Our definition of an active transformation is that which is formed by the action of the inverse group element $A(x)^{-1}$. The components of the latter can be found by using

$$A(x)A^{-1}(x) = \mathbb{1}_{(n+1)\times(n+1)} \quad (10.105)$$

which readily gives

$$A^{-1}(x) = \begin{pmatrix} \Lambda^{-1}(x) & -\Lambda^{-1}(x)\tau(x) \\ 0 & 1 \end{pmatrix} \quad (10.106)$$

Now, the curvature 2-form $\bar{R}$, associated with the above connection, will be $^6$

$$\bar{R} := d\bar{\Gamma} + \bar{\Gamma} \wedge \bar{\Gamma} = \begin{pmatrix} d\Gamma^{(L)} & d\Gamma^{(T)} \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} \Gamma^{(L)} \wedge & \Gamma^{(T)} \wedge \\ 0 & 0 \end{pmatrix} \begin{pmatrix} \Gamma^{(L)} & \Gamma^{(T)} \\ 0 & 0 \end{pmatrix} \Rightarrow$$

$^6$The exterior product of Lie algebra-valued forms is evaluated with respect to the adjoint group representation.
\[ \bar{R} = \begin{pmatrix} d\Gamma^{(L)} + \Gamma^{(L)} \wedge \Gamma^{(L)} & d\Gamma^{(T)} + \Gamma^{(L)} \wedge \Gamma^{(T)} \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} R^{(L)} & R^{(T)} \\ 0 & 0 \end{pmatrix} \]  

(10.107)

Note that the curvature does transform covariantly under the action of the affine group. Indeed, we have the transformation rule

\[ \bar{R} \xrightarrow{A^{-1}(x)} \bar{R}' = A^{-1}(x) \bar{R} A(x) \]  

(10.108)

under the group action. Consider now an affine \( p \)-form

\[ \bar{\Psi} = \begin{pmatrix} \Psi \\ 1 \end{pmatrix} \]  

(10.109)

Then, the exterior covariant derivative \( \bar{D} := d + \bar{\Gamma} \wedge \) will act on it, according to

\[ \bar{D} \bar{\Psi} = \begin{pmatrix} d\Psi + \Gamma^{(L)} \wedge \Psi + \Gamma^{(T)} \\ 0 \end{pmatrix} = \begin{pmatrix} D\Psi + +\Gamma^{(T)} \\ 0 \end{pmatrix} \]  

(10.110)

Therefore, in order to recover the covariant exterior derivative \( D := d + \Gamma^{(L)} \), with \( \Gamma^{(L)} = \Gamma^b_a \rho(L^a_b) \)\(^7\), one must impose \( \Gamma^{(T)} = 0 \). Acting once more with the covariant exterior derivative operator on the above, it follows that

\[ \bar{D} \bar{D} \bar{\Psi} = \begin{pmatrix} DD\Psi + +D\Gamma^{(T)} \\ 0 \end{pmatrix} = \bar{R} \bar{\Psi} \]  

(10.111)

Now, having the form of \( A^{-1}(x) \) and the transformation law \((10.104)\) for the generalized affine connection-\( \bar{\Gamma} \), we find the transformation laws for the linear and translation parts, to be

\[ \bar{\Gamma}^{(L)} \xrightarrow{A^{-1}(x)} \bar{\Gamma}^{(L)'} = \Lambda^{-1}(x) \bar{\Gamma}^{(L)} \Lambda(x) + \Lambda^{-1}(x)d\Lambda(x) \]  

(10.112)

\[ \bar{\Gamma}^{(T)} \xrightarrow{A^{-1}(x)} \bar{\Gamma}^{(T)'} = \Lambda^{-1}(x) \bar{\Gamma}^{(T)} + \Lambda^{-1}(x)D\tau(x) \]  

(10.113)

respectively. From the above we conclude that the transformation rule for the \( \Gamma^{(L)} \) part is that of a Yang-Mills type connection (closes to itself without including any \( \tau(x)'s \) from the group \( \mathcal{T}(n, R) \)) for \( \mathcal{GL}(n, R) \) and so we make the identification

\[ \Gamma^{(L)} = \Gamma = \Gamma^b_a L^a_b \]  

(10.114)

\(^7\)The quantity \( \rho(L^a_b) \) denotes representation type and depends on the field on which the covariant derivative acts upon.
Namely, we identify $\Gamma^{(L)}$ with the linear connection $\Gamma$. Now, as long as the $\Gamma^{(T)}$ part is concerned, we see that the latter does not transform as a covector (due to the additional term $D\tau(x)$) and therefore acquires no identification with Lie algebra-valued connection of $R^n$.

\[\text{Recall that the generators of the } R^n \text{ algebra are the translation operators } P_\alpha.\]
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