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ABSTRACT

In the Middle Ages texts were learned by heart and spread using oral means of communication from generation to generation. Adaptation of the art of prose and poems allowed keeping particular descriptions and compositions characteristic for many literary genres. Taking into account such a specific construction of literature composed in Latin, we can search for and indicate the probability patterns of familiar sources of specific narrative texts. Consideration of Natural Language Processing tools allowed us the transformation of textual objects into numerical ones and then application of machine learning algorithms to extract information from the dataset. We carried out the task consisting of the practical use of those concepts and observation to create a tool for analyzing narrative texts basing on open-source databases. The tool focused on creating specific search tools resources which could enable us detailed searching throughout the text. The main objectives of the study take into account finding similarities between sentences and between documents. Next, we applied machine learning algorithms on chosen texts to calculate specific features of them (for instance authorship or centuries) and to recognize sources of anonymous texts with a certain percentage.

Keywords
Natural Language Processing · Latin Text · Bert · LatinBert · Machine Learning

All code is available here: https://github.com/MachineLearningJournalClub/THUS-Torun
1 Introduction

Writing texts in the Middle Ages required sticking to specific rules of composition. The variety of medieval rhetoric providing instruction in the production of letters and documents is referred to as \textit{ars dictandi}, deriving from the Latin verb \textit{dictare} - "to compose". The term was used during the Middle Ages to designate any composition types, and it was based on the assumption that authors had to produce their texts in line with well-worked models [19].

Detecting the sources of a Latin text and inferring their historical ages or the authors whose writing styles are comparable would be fundamental for the reasons stated above. Anonymous documents could be matched with the most likely author to obtain more specific basic information about the context. That would allow an understanding of a more extensive historical and cultural context as give a deeper insight into international relations.

A way to achieve this goal is employing tools from Natural Language Processing (NLP), a Machine Learning (ML) field that aims to analyze text and extract useful information from them [21]. NLP has proved to be the best way for Topic Extraction, Sentiment Analysis, and Text Summarization in which we are the most interested in [14], [17].

However, this proves to be a challenge for our purpose, as most of the existing NLP tools are developed for modern languages. Historical language often differs significantly from its modern counterpart in several aspects that make a naive application of these tools problematic [4] [18].

Some steps have been done in the direction of building NLP tools to preprocess Latin texts [7], for words lemmatization and part-of-speech tagging with Deep Learning tools [12], for text categorization with Latin etymologies [10], as well as for identifying intertextual relationships between authors [6]. However, none of these technologies has yet been used to classify the origin of entire Latin texts.

There are ongoing efforts to digitize historical documents to help their preservation and to improve their accessibility to further the possibility of discovering interesting features [18]. The emerging field of digital humanities aims to exploit these opportunities by combining traditional methods with computer-based tools as information retrieval, lemmatizers, part-of-speech taggers, data mining, visualization, and geographic information systems [2]. However, there has been surprisingly little communication between fields of humanities computing and computational methods. Due to the need to create an effortful application for historical documents analysis, we suggest producing a different way to investigate given data. This work aims to generate a model that can perform the recognition of authors in the Latin language. On this basis, we extracted three annotated samples of Latin documents from the Latin Library database (https://www.thelatinlibrary.com/). Suggested work may be a further step in the field of digital humanities.

2 Research Questions

The study’s objective is to investigate the employment of a general pipeline to extract qualitative and quantitative information from Latin texts operating ML algorithms. In particular, our approach focuses on detecting stylistic features of the texts. A semantic NLP approach is proposed to find general characteristics. That may help with capturing domain knowledge, for illustration, by finding similarities between documents. That could be helpful for historians and linguists to investigate the technical features of a text without processing all of them itself. It could be, for example, beneficial to classify authors according to writing styles or historical ages. Equally, it would be valuable to hypothesize the authorship of anonymous documents basing similarities with authors of the same period or location.

Using different methods, we aim to explore the structure of texts and the differences between authors. The main questions we want to answer are:

- May ML methods help find a way to classify a group of texts by authors?
- Is it possible to match anonymous documents to the authors with similar styles?

Additionally, a network representation that aims to capture and constitute the relationship between different Latin authors has been proposed.
3 Methods

We developed our analysis in different steps: first, by considering NLP tools to transform textual objects into numerical ones, an operation called embedding. Then by applying some well-known machine learning algorithms to extract useful information from the dataset.

3.1 Natural Language Processing

Natural Language Processing, or NLP, is a computational technique that allows language analysis. During this work, NLP has been used to analyze Latin texts. In particular, we handled some examinations that are usually carried out manually in ancient languages.

The most common tools to carry out NLP analysis work on modern languages only. For this reason, analyzing ancient texts with machine learning is usually a demanding job. Additionally, another challenge encountered is the unavailability of ancient works in text formats. Usually, OCR techniques are needed, and it is not easy to find sources online. However, Latin Library provides a database of text files. In this way, it has not been necessary to focus on the translation step.

LatinBERT allowed us to improve our analysis since it was a pre-trained model to work on ancient Latin. In Figure 1, the steps followed to extract information from the text are summarized.

3.1.1 Preprocessing

The preprocessing phase is conducted to prepare the text for further analysis. The goal is to clean the raw text and make it consistent, to apply algorithms for the embedding. Cleaning means, for instance, handling punctuation, removing uninformative words or correcting spelling errors.

In particular, the preprocessing operation applied in this analysis are the following:

- Removing numbers and uninformative words: numbers do not possess semantic meaning, so they are removed. The same goes for misspelt words that the algorithm is not able to correct referring to a standard Latin vocabulary.
- Converting to lower cases to standardize the text.
- Removing punctuation: for analyzing whole documents we also remove the punctuation, while we retain it when we analyzed the texts at the sentence level.

3.1.2 Word embedding

The computational analysis of written documents requires the transformation of the text into mathematical objects on which we can perform operations. This is done by assigning a unique numerical vector to each word or sentence, creating a projection of the terms in a high dimensional vector space. We refer to this process as word embedding. Numerous algorithms in the literature can be employed to achieve this goal, but little has been done about ancient languages. In the present work, we make use of LatinBERT, a contextual language model for Latin, trained on 642.7 million words from various sources from the classical era to the 21st century (Corpus Thomisticum, Internet Archive, Latin Library, Patrologia Latina, Perseus, Latin Wikipedia).

LatinBERT, as all BERT models, produces contextual embeddings of the words. Hence, each term is expressed as a unique vector, and its value depends on the context in which the word appears. BERT models take all the words appearing in a sentence and infer the relationship between them. This approach allows the model to deal with polysemic expressions, associating them with diverse embeddings when representing different concepts. BERT models have proven to be more effective than other embedding techniques because, when they compute the embedding for a word, they take into consideration all previous and next words in the same sentence. The model was made available by the authors for future research in the field.

3.2 Similarities measures

By applying Latin-Bert it is possible to encode documents into vectors and then exploit their geometrical properties to define similarity between the native texts. The most intuitive way to extract information about the closeness of two
vectors in space is through the *Euclidean distance*, which naturally represents the shortest distance between two points.

An alternative way to quantify such closeness is by computing the *cosine similarity* $\phi$ of pairs of vectors, a metric often used in NLP to measure similarity between words or texts. It is measured by the cosine of the angle $\theta$ between two vectors $V$ and $W$, and it determines whether the two vectors point in the same direction [11]:

$$\phi = \cos(\theta) = \frac{V \cdot W}{\|V\| \|W\|} = \frac{\sum_{i=1}^{n} v_i w_i}{\sqrt{\sum_{i=1}^{n} v_i^2} \sqrt{\sum_{i=1}^{n} w_i^2}}. \quad (1)$$

Here $v_i$ and $w_i$ are the components of the $n$-dimensional vectors $V$ and $W$, in our case standing for the word embedding vectors of the documents.

The value of $\phi$ ranges between -1 and 1. Values of $\phi$ closer to -1 indicate dissimilarity, while values of $\phi$ closer to 1 mean similarity between the two objects. If $\phi$ is close to zero, then no significant correlation between the two texts exists.

### 3.3 Clustering Analysis

Complementary with computing similarity measures between texts, we can group them based on their closeness in the multi-dimensional space they lie with *clustering analysis*. Clustering algorithms belong to the general class of Unsupervised ML techniques and apply when the objects divide into natural groups, referred to as clusters. There exist numerous algorithms that can be used for this purpose. The one we selected is one of the most popular, the *K-means* algorithm. It consists of grouping the vectors by evaluating the euclidean distance between them, resulting in the assignment of each data point to the nearest cluster [3].

### 3.4 Visualization

A further step that must be taken into account when working with digital humanities is making the results intuitive and intelligible. The best way to deal with such interpretability is to create a graphical representation of the results.

A way to visualize documents in such a high-dimensional numerical form is employing *dimensionality reduction*. Since the visualization of points in dimensions 4 and above is impossible, it’s necessary to reduce them to be represented as points in dimensions 2 or 3.

In our work, we applied the *Uniform Manifold Approximation and Projection* (UMAP) embedding algorithm to reduce two to the dimension of the embedding vectors. UMAP exploits geometrical and topological features of the vectors to preserves their global structure: the embedding is found by searching for a low dimensional projection of the data that has the closest possible equivalent topological structure [15]. Once we obtain such low-dimensional projection, we can visualize the vectors in the plane and observe how they cluster and their relationships.

The best way to represent relationships between objects is by employing graphs. A graph $G$ is an ordered pair $(V, E)$, where $V$ is a set of nodes and $E$ is a set of edges. Nodes represent items, while edges represent relationships between them and can be weighted with geometric measures capturing the degree of such relationships, such as the cosine similarity or the euclidean distance previously introduced. The information about the connectivity patterns and the weights are collected in the *connectivity matrix* $W$ of the graph. In the present study, nodes represent authors, while the links represent the connection between them and are weighted with their degree of similarity.

### 4 Results

In the present work, three sets of Latin text fragments from different authors were analyzed. Latin text samples were taken from authors from diverse centuries and works.

The first part of the analysis was the preprocessing part. That is useful to normalize the text by removing punctuation and numbers and converting words to the lower cases.
An example of this technique is observable by the sentence "Populus autem eodem anno me consulem, cum cos uterque bello cecidisset, et triumvirum rei publicae constituendae creavit." that is preprocessed as "populus autem eodem anno me consulem cum cos uterque bello cecidisset et triumvirum rei publicae constituendae creavit".

Preprocessed sentences have been then modified with Latin-BERT in their numerical counterpart. The primary analysis has been performed in two different ways: firstly, converting the sentences into numerical objects, secondly processing the entire document.

That results in two sets of 768-dimensional vectors collected in two matrices.

Additionally, information about the author of the texts in two label vectors has been collected where each element is represented by an integer number and standing for the specific author.

Once the vectors were collected, we carried on the following analysis.

4.1 Group texts by authors

After the pre-processing, as stated previously, we obtain two different sets of vectors: one for the conversion of single tenses and another for entire documents.

It is then possible to extract similarities between sentences and documents through clustering analysis on the embedded texts. The expectation was that the numerical counterpart of sentences or documents from the same author clusterized across the vectorial space.

The K-means algorithm creates a fit, computing the labels for each vector. That is performed on the two sets of vectors separately. The algorithm performance is evaluated by checking the correspondence between the K-means labels and the author labels, collected in the label vectors previously defined. We obtain an accuracy of 0.91 on the first set and an accuracy of 0.96 on the second. The above results clearly show that both entire documents or just short sentences clusterize concerning the author who wrote them.

To show such a tendency to cluster based on authorship, we plot the embedded vectors in a lower-dimensional space using UMAP, as shown in Figure 2 and 3.

4.2 Authors’ relationships network

The relationships between authors have been captured by creating a network representation of the similarities. The vectors usually cluster according to the authorship, as it has been previously verified on the single sentences and the entire documents cases.

For this analysis, the focus has been placed on the second sample of vectors. In particular, the set of the 23 K-means centroids has been involved. Those centroids depict the central points of each cluster and can be considered as vectors representing the author classes.

After computing the cosine similarity for each pair of centroids and collecting the values in a 23×23 matrix the matrix is normalized with the Min-Max Scaling to make relationships more evident.

Finally, the rescaling cosine similarity matrix is used as a weighted connectivity matrix to create the network capturing the relationship between authors 4. In a second stage, a threshold at 0.7 allows displaying only the most relevant connections between authors 5.

4.3 Author recognition for Gesta Principum Polonorum

In the present section, we deal with the question of authorship of the Gesta Principum Polonorum. The unknown author is referred to as ‘Gallus Anonymus’ and there are different hypotheses about who is.

Original Gallus Anonimus texts do not exist anymore since they have been lost at an unknown time (supposedly around the 12th century, because then Gallus repeats the errors proper to the later manuscripts) 5. Originally there were 8 Chronicles, while now only their authorized copies are available. However, the most significant information for linguists is that they were not multiplied mechanically, since they date back before the popularization of printing. Replication
by hand changed the overall structure because it adds personal perspective according to the time and individuals that perform this operation.

Many medieval works argue about the nationality and origin of Gallus Anonymous. Cognitive values resulting from the determination of the author’s origin would allow them to add a historical message to his texts. One of the hypotheses is based on similarities observed between the Gesta and the text from an author known as the ‘Monk of Lido’ from Venice. The text considered is the ‘Translatio Sancti Nicolai’ [9].

To confirm these hypotheses and find new similarities, the following analysis has been developed. Taking a set of 39 full texts of varying lengths (7897–173,536 words) and genres (history, theology, political theory) written by 22 different authors (counting Gallus and Monk as separate authors), they are transformed into single sentences from these texts in their vectorial form by using Latin-BERT, as previously mentioned. That produces 2200 vectors of 768 components, afterwards fitted the K-means algorithm on them. Since the accuracy of the algorithm is still high (0.91), it is possible to compute the centroids for each cluster considering them as representative elements of the author classes. The cosine similarity between each pair of K-means centroids was collected in a $22 \times 22$ matrix [6].

The above computation indicates a 0.95 similarity between Gallus Anonymus and Monk of Lido. It also points out a high similarity between Gallus Anonymus and William of Malmesbury, Suger, and Rupert.

The cited results not only confirm the hypothesis of the attribution of the Gesta Principum Polonorum to the Monk of Lido but also brings up other authorship attribution possibilities which could be taken into account in further historical studies.

5 Conclusions

During the work exposed, different methods have been applied to Latin texts to conduct analysis and find similarities using NLP and machine learning techniques.

In particular, LatinBERT has been involved instead of word2vec or doc2vec, used in previous works [6]. By using a pre-trained model, it has been possible to conduct a different kind of analysis without having to find sources to train the model.

The final product of this work is a pipeline that could be followed to extract information from ancient texts. In particular, this paper focuses on Latin texts, but the same could be easily applied to other languages by changing the preprocessing phase. In fact, after this step, the sentences are embedded into mathematical objects and placed into a geometrical space to detect closeness between these vectors. This closeness, which is detected by clustering the dataset and applying the K-means method, gives information about the similarities of the objects in the text.

The first step conducted consist of a method to detect the authorship of a text. That is carried out by detecting similarities and clustering with a metric that considers similarities between authors. In this way, we conclude that our model can cluster the text we involved with high accuracy (> 90%). Additionally, with a similarity matrix, it is also possible to gain information about similarities between authors.

Another method developed to underline the connection between authors is the relationship network, a network representation that displays the bonds between the centroids of the clusters.

Finally, we applied the analysis we performed to shed light with a computational approach on the open question of the authorship of the anonymous Gesta Principum Polonorum. Our results strongly support the previous hypothesis of attribution of the document to the Monk of Lido.
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Figure 1: Information extraction methodology followed.

Figure 2: Clusters of documents by authors: Each point represent a text and each color correspond to an author.
Figure 3: Clusters of sentences by authors: Each point represent a sentence and each color correspond to an author.
Figure 4: Network representation of the relationship between authors. Link are weighted with the cosine similarity measure.
Figure 5: Network representation of the relationship between authors. Only stronger connections are shown.
Figure 6: Cosine similarity matrix.