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Recent years have enjoyed an overwhelming interest in quantum thermodynamics, a field of research aimed at understanding thermodynamic tasks performed in the quantum regime. Further progress, however, seems to be obstructed by the lack of experimental implementations of thermal machines in which quantum effects play a decisive role. In this work, we introduce a blueprint of quantum field machines, which—once experimentally realized—would fill this gap. Even though the concept of the QFM presented here is very general and can be implemented in any many-body quantum system that can be described by a quantum field theory. We provide here a detailed proposal of how to realize a quantum machine in one-dimensional ultracold atomic gases, which consists of a set of modular operations giving rise to a piston. These can then be coupled sequentially to thermal baths, with the innovation that a quantum field takes up the role of the working fluid. In particular, we propose models for compression on the system to use it as a piston, and coupling to a bath that gives rise to a valve controlling heat flow. These models are derived within Bogoliubov theory, which allows us to study the operational primitives numerically in an efficient way. By composing the numerically modeled operational primitives we design complete quantum thermodynamic cycles that are shown to enable cooling and hence giving rise to a quantum field refrigerator. The active cooling achieved in this way can operate in regimes where existing cooling methods become ineffective. We describe the consequences of operating the machine at the quantum level and give an outlook of how this work serves as a road map to explore open questions in quantum information, quantum thermodynamic, and the study of non-Markovian quantum dynamics.
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I. INTRODUCTION

As elevated and set in stone as the basic principles of thermodynamics may appear, there is a development emerging that could not have been anticipated when this theory was being conceived. Indeed, the basic laws were formulated in an effort to understand the functioning of macroscopic machines that can be described by classical physics. However, due to advances in quantum technologies the question that currently begs for an answer is what happens if we consider heat engines for which quantum laws and effects are expected to play an important role. Indeed, there has been a significantly increased recent interest in exploring thermodynamic notions in the quantum regime [1–7].

One of the most notable insights that has been achieved in this context is, on the one hand, the increased role of knowledge and control giving rise to potentially superior performance of quantum machines. On the other hand, inevitable fluctuations of energy pose novel conceptual
challenges in defining thermodynamic quantities at the quantum scale. Additionally, in the quantum regime thermal and quantum correlations may range over substantial portions of the elements of the machine, possibly influencing its dynamics. These fundamental questions have stimulated interesting experimental developments, e.g., fully controlling a quantum system such as a trapped ion [8–10], a single impurity electron spin in a silicon tunnel field-effect transistor [11] or an electronic circuit [12] to engineer behavior reminiscent of thermal machines. In ensembles of nitrogen-vacancy centers in diamond, the first quantum signatures have just been observed [13].

There is a caveat, however, constituting a serious road block in this avenue of research. It arguably turns out to be excessively difficult to experimentally realize a machine that works in the thermodynamics regime and at the same time shows genuinely quantum effects: this would be a physical system for which

(i) quantum mechanics is required to derive an appropriate effective physical model describing its dynamics, with genuine quantum correlations potentially playing a major role and

(ii) it is infeasible to control its every single degree of freedom.

Thus, ideally such a machine would consist of a quantum many-body system. The genuinely quantum behavior of such machines can in principle be witnessed by irregularities of the system going against the natural direction of entropy increase. Such irregularities are, however, generally difficult to observe due to the time scales of their occurrence being long, and therefore easily dampened by external dissipation. That this is nevertheless possible has been demonstrated in the recent observations of many-body recurrences [14,15].

Despite having the potential to play a similar role for the development of quantum thermodynamics as the steam engine did for the classical theory of thermodynamics, at the present stage, such machines have yet to be devised. This state of affairs seems a grave omission in particular in the light of the observation that it has been the study of the performance of machines that led to the development of classical thermodynamics in the first place.

In this work, we propose a blueprint for a quantum field machine (QFM) first conceived in Ref. [16] that would, once experimentally realized, qualify as being a genuine quantum thermal machine in this sense. One of the central challenges here is a trade-off between a sufficient size of the machine to meaningfully allow for thermodynamic considerations—after all, one has to make reference to thermal baths—and sufficient control of the dynamics. Only if suitable levels of control can be reached, one can hope to transcend features of classical statistical mechanics and reveal genuine quantum behavior of machines. Furthermore, elucidating quantum thermodynamic behavior will be even more important whenever the envisioned machine actually manages to perform a task that would otherwise be impossible to achieve by other means. A prominent example of such a potential task is refrigeration.

On the one hand, current cooling techniques applied to quantum systems (e.g., laser cooling, evaporative cooling) seem to have hit the ultimate (semi)classically possible limit; on the other hand, it is conceivable that quantum control over the cooling mechanism could serve to go beyond such a limit. In this sense, a genuine quantum machine could have revolutionary practical implications, very analogous to the steam engine example mentioned above. The QFM that we propose here intends precisely to address all of the aforementioned challenges posed when building genuine quantum machines:

(i) It is a genuine complex quantum many-body system, describable by means of effective quantum field theories that capture emergent degrees of freedom using different scales of refinement in the field theory model. In this particular work we focus on a QFM tuned on a Gaussian regime which is efficiently simulable numerically [17] and also a very good approximation for moderately short time scales. We, however, note that it can be implemented in a strongly correlated regime where a Gaussian treatment or even a perturbative treatment is not possible [18–20].

(ii) It offers potential new tools for quantum liquids and gases, e.g., by providing an additional stage of cooling, which does not involve diluting the system and can be applied after the use of existing techniques.

(iii) The available degrees of controllability makes it possible to exploit strong correlations and coherences for probing quantum effects. This is achieved by steering the functioning of the machine by our understanding of the physics of the system, instead of controlling individual degrees of freedom.

This anticipated device derives from ultracold atoms that in a tuneable fashion realize the full range from non-interacting to strongly correlated phononic quantum fields [18,19,21–23], as can be implemented on an atom chip [24–26]. The feature that renders it a machine is the presence of programmable time-dependent potentials allowing manipulation of the quantum fields. Such time-dependent potentials have been implemented in a one-dimensional (1D) experiment on an atom chip by means of a digital micromirror device (DMD) [27]. That is to say, the DMD devices take the role of “control knobs” of the machine, in particular also being responsible for the input of work. At the same time this field machine will operate at finite temperatures (in contrast to the majority of theoretical studies on quantum fields done with respect to the ground state), thus all these features come together when considering a QFM.

We shall start our investigation by laying out in Sec. II the concept of a QFM and describing its building blocks. In Sec. III we give a detailed introduction on how to implement a quantum field machine.
using one-dimensional quasicondensates manipulated on an atom chip with optical fields. In Sec. IV, we present a numerical study of each primitive operation described in the introduction and in Sec. V show how to compose them together to make a quantum field refrigerator and compare how it performs compared to state-of-the-art cooling techniques used in cold-atom experiments. Besides that, we discuss the phenomena of anomalous heat flow between two gases correlated by one of the primitives. Finally, in Sec. VI we complete the roadmap towards building a quantum field thermal machine by highlighting the near future directions of research that we will explore.

II. THE QUANTUM FIELD MACHINE

Thermodynamics is a versatile framework allowing the description of a large variety of machines. Any of these ordinary thermal machines can be explored in the quantum regime if one considers operating it under conditions where quantum effects prominently play a role. This is the pathway we take in this work, by considering the working fluid to be a Bose-Einstein condensate (BEC) and in the one-dimensional regime more precisely we consider quasicondensates [28]. In order to investigate the influence of quantum effects on the machine, it is a necessity to consider an appropriate quantum model that describes the system. At the same time, it is also crucial to understand how the quantum evolution of a system can be used to implement certain abstract but well-defined thermodynamic transformations, general enough to be independent of whether quantum effects are significantly involved or not.

A quantum thermal machine can be constructed by choosing a few suitable building blocks and applying some operations on them in a cyclic fashion, forming a thermodynamic cycle. For instance, as illustrated in Fig. 1 it is instructive to consider a quantum thermal machine consisting of three elements, of which two are thermal baths, while the third is a piston shuffling between them. The relevant degrees of freedom in our machine are phonons, which we describe with an effective quantum field theory. With these ingredients it is, e.g., possible to run a heat engine, by allowing heat transfer from the hot bath to the cold one, while work can be extracted from the piston. If quantum fluctuations play a significant role, their contribution would have to be taken into account for such a process. Moreover, since the individual components of the machine are small and they feature relatively large energy fluctuations, the systems may exhibit complex out-of-equilibrium dynamics during the operation of the cycle. In this work, we demonstrate the reverse process: in particular, we operate the machine as a quantum field refrigerator, using the piston to extract heat from one part of the machine and disposing it into another part. We show that with such an active cooling mechanism it is theoretically possible to cool down a system of ultracold atoms to a temperature regime in which other cooling methods are ineffective.

In order to implement such quantum field machines, we identify two basic operations, which we call quantum thermodynamic primitives (QTPs): a valve and a piston. The first allows control of the energy flow between elements of the machine. The second allows control of thermodynamic parameters during a stroke: by changing the volume, we modify pressure or temperature via the equation of state [21]. These basic ingredients of our thermodynamic protocols can be concatenated in a modular fashion to build up the complex range of potential applications for such a machine of interest. In what follows, we put particular emphasis on providing details about the functioning of a quantum field refrigerator as illustrated in Fig. 1.

A. Coupling and decoupling two quasicondensates: a valve

As depicted in Fig. 1, one of the essential ingredients for operating a quantum field machine is coupling its elements. This will be in general realized by allowing excitations to tunnel through a barrier, which controls energy flow.
between two parts, like in a valve. When considering such a valve in the quantum regime, we see some important differences compared to a similar operation in an ordinary thermal machine. Specifically, the following.

(i) In classical physics, merging of systems with identical density is largely featureless. In sharp contrast, with two quasicondensates, even if initially uncorrelated, due to phase gradients at the interface of the two systems, excitations of non-negligible magnitude are unavoidably created, and this consequently leads to an overall energy and entropy increase. Such quantum phase diffusion effects [29–32] can, however, be countered by enabling yet another quantum effect, which is coherent tunneling through a barrier, leading to phase locking [23,33–35].

(ii) Conversely, splitting two quasicondensates after they have established phase coherence may introduce quantum noise [36,37] related to the dynamical Casimir effect [38,39]. The production of excitations in this process, especially in a finite system would add an even larger amount of energy.

(iii) The individual elements are systems that feature correlations extending over sizeable lengths and times compared to the size and operation time scales of the machine, unlike in ordinary thermal machines. Notably, even at thermal equilibrium a single quasicondensate has a finite thermal coherence length \( \lambda_T \neq 0 \) [20,34], which would not be true if one were to simply set the reduced Planck constant to zero \( \hbar \rightarrow 0 \) entirely disregarding quantum effects.

(iv) Operating a valve in the quantum regime features recurrences during the evolution, an effect that has been also experimentally observed in Ref. [33], and is one of the signatures of non-Markovianity. This, among other consequences, implies that the concatenation of cycles of the QFM depends on the very precise timing of the individual elementary operations (i.e., the QTPs).

**B. Compressing and decompressing: a piston**

The defining feature of a piston is that its size can be changed, which, via the equation of state [21,40,41], leads to a change of internal energy. Because of this, the main role of the piston is that even if all the parts of the quantum field machine are in thermal equilibrium, one can introduce temperature differences by performing work upon the piston. This, in combination with the valve, enables heat flow in the desired direction. Again, if the physics of the piston involves quantum effects one can expect certain differences to ordinary thermal machines. For example, the following.

(i) While the energy is changing due to compression or decompression the piston may go out of thermal equilibrium, e.g., due to squeezing of internal modes [17,39].

(ii) Internal dynamics in the QFM elements occur within time scales comparable to timings of individual steps of the cycles considered. In contrast, in classical thermal machines concrete time scales are not comparable and hence usually discarded.

(iii) The piston essentially consists of a moving boundary, which is closely related to the dynamical Casimir effect [39].

To conclude this section, let us emphasize that these effects are particularly relevant also for practical applications. For example, while the amount of energy injected in a local operation is intensive, its effects are substantial. All of these effects jointly influence the quantitative performance of the quantum field machine, as we also observe in the numerical study that follows. In particular, regarding a general discussion about the efficiency of a quantum field machine see also Sec. VI B.

### III. IMPLEMENTING QUANTUM FIELD MACHINES IN 1D BOSE-EINSTEIN QUASICONDENSATES

This section discusses the basics for implementing a quantum field machine on ultracold one-dimensional gases. In Sec. III A we describe the microscopic model and the related effective Hamiltonian defining the energy of phononic fields. Section III B describes concisely the role of the DMD in engineering the desired QTPs, closely matching the experimental state of the art [27]. Finally, we discuss various diagnostic methods in Sec. III C.

#### A. Effective quantum field theory description of 1D cold atoms

Cold atomic gases at low temperatures and with a fixed average number of atoms are effectively one dimensional if the trap anisotropies are sufficiently large to constrain the dynamics in two (transversal) dimensions such that the dynamics effectively takes place in the remaining (longitudinal) direction [19,28]. In this regime, the system is well described by the Lieb-Liniger Hamiltonian, which reads

\[
\hat{H}_{LL} = \int dz \Psi^\dagger \left[ \frac{\hbar^2}{2m} \frac{\partial^2}{\partial z^2} + V(z,t) - \mu + \frac{g}{2} \Psi^\dagger \Psi \right] \Psi. \tag{1}
\]

Here \( \Psi(z) \) is the atomic annihilation operator at spatial position \( z \), which satisfies bosonic exchange statistics \( [\Psi(z), \Psi(z')] = \delta(z - z') \). The atomic mass is denoted by \( m \) and \( \hbar \) is the reduced Planck constant. The external potential \( V(z,t) \) is responsible for longitudinal trapping of the gas but can be also used as a means of implementing the necessary control operations for the machine. The quartic interaction has strength \( g/2 \), which is proportional to the scattering length of the atoms, and also depends on other characteristics of the trap, specific of the experimental implementation [33]. Finally, \( \mu \) is the chemical potential that can be fixed, e.g., by constraining the average
number of atoms $N_{\text{atoms}}$. In a semiclassical theory of such gases, the study of its evolution is constrained to the set of coherent states, thereby approximating the field operators by a classical wave function, that obeys the so-called Gross-Pitaevskii (GP) equation. The variational ground-state atomic density calculated from the GP equation, which we denote as $\rho_0(z)$, has the interpretation of the mean-density profile that can be measured by in situ density absorption [27,34] [see Eq. (A1), Appendix A]. By expressing the field operators in the polar decomposition,

$$\hat{\Psi}(z) = \sqrt{\rho_0(z)} \hat{1} + \delta \hat{\phi}(z) \hat{\phi}^*(z), \quad (2)$$

the GP equation translates into a system of hydrodynamic equations of a superfluid in the density-phase variables [42]

$$\partial_t \rho_0 + \partial_z (\rho_0 v) = 0,$$

$$\partial_t v + v \partial_z v = -\frac{1}{m} \partial_z \left( V - \mu + \frac{1}{\rho_0} P + Q \right), \quad (3)$$

where we define $v(z,t) = \hbar \partial_z \varphi(z,t)/m$ as the fluid velocity, and the terms $P$ and $Q$ are referred to as the pressure and quantum pressure term, respectively,

$$P = g \rho_0^2/2, \quad Q = -\frac{k^2}{2m \sqrt{\rho_0}} \varphi^2 \sqrt{\rho_0}. \quad (4)$$

Neglecting the last term $Q$, one obtains a set of Euler equations describing the flow of a nonviscous fluid with equation of state $P(\rho_0) = g \rho_0^2/2$. This is a semiclassical approximation to our system. In this approximation the gas has, at zero temperature, energy density $e(\rho_0) = g \rho_0^2/2$ and chemical potential $\mu(\rho_0) = g \rho_0$. Such an approximation is nevertheless insufficient to capture all quantum effects we aim at studying. Therefore, we employ a fully quantum treatment of the (linearized) evolution.

For inhomogeneous systems, namely $\rho_0(z) \neq \text{const}$, the model cannot be solved exactly due to the quartic term. However, it is well known that a quadratic approximation in the spirit of the Bogoliubov theory captures low-energy excitations [18,21] and works very well for certain time scales [17]. The effective model is obtained by expanding the Hamiltonian up to second order in the density $\delta \hat{\phi}(z)$ and phase $\hat{\phi}(z)$ fluctuation operators, which are again bosonic $[\delta \hat{\phi}(z), \hat{\phi}(z')] = i \hbar (z - z') \hat{1}$. They represent phononic excitations of a cold atomic gas and their energy is given by the following effective phononic Hamiltonian

$$\hat{H}_P[\rho_0] = \int dz \left\{ \frac{\hbar^2 \rho_0(z)}{2m} \left[ \partial_z \hat{\phi}(z) \right]^2 + \frac{g}{2} \delta \hat{\phi}^2(z) \right\}, \quad (5)$$

which can be decoupled in normal phononic modes. An important feature of this model is that wave packets travel with a speed of sound related to the mean density $c = \sqrt{g \rho_0/m}$.

The model in Eq. (5) provides a good effective description for experiments performed on an isolated quasicondensate [20,33,43–45]. However, in our simulations the QFM couples its initially isolated elements. Then, one has to additionally model what happens with the phase zero modes in the systems. A phase zero mode has the interpretation of the total momentum frame of the excitations. For an isolated system, this mode allows for phase fluctuations without an energy cost [29–32]. However, when two thermal systems, each with their individual zero mode, are coupled, the two zero modes hybridize to form the joint zero mode and one mode with fluctuations that cost energy. The energy cost can be large if the original phase zero modes are nontrivially populated, since the phase difference of two independent systems is fully random. Nevertheless, this is different in the physical system where the energy changes continuously. This can be described when considering a more refined modeling using the full Hamiltonian (1), which would dynamically induce phase locking between the two condensates during the process. Via the large coupling expansion of $\hat{H}_{LL}$, or arguing phenomenologically, an effective model can be derived that reads

$$\hat{H}[\rho_0] = \hat{H}_P[\rho_0] + 2\pi \hbar \int dz (j(z) \rho_0(z) \hat{\phi}^2(z), \quad (6)$$

where the additional term regularizes the zero modes. In our main simulations, we make the modeling simplification $J = \text{const}$, effectively gapping out the phase zero modes across the condensate at all times. The presence of this additional term can be interpreted as the quasicondensates being merged having been already phase locked prior to the merging. The phase-locking term effectively induces squeezing of the modes, which can be analytically seen in the homogeneous case. Quantitatively, in the numerical study that follows we use a small value $J = 20 \text{ mHz}$. Meanwhile, Appendix C3 contains a further discussion on using a more generic $J(z)$.

**B. Controlling the 1D quantum field simulator using a DMD**

To achieve the QTPs described in Sec. II, the longitudinal trapping potential $V(z,t)$ has to be precisely manipulated. For that, it is possible to create a dipole trap (which adds to the magnetic chip trap) by shining blue-detuned light on the atoms, which creates a conservative repulsive potential [46]. By spatially manipulating this light, one would be able to nearly arbitrarily shape the trap or add features to the existing magnetic trap.

Using a device such as the DMD for this purpose is a standard technique for many cold-atom experiments [47–51] (see also Ref. [52] for a review). In our specific
platform, we use a device with 1920 x 1080 (full HD) micromirrors that can be turned on (sending light to the atoms) or off (sending light outside of the optical path). The whole two-dimensional (2D) array of mirrors spans a spatial region, which is approximately 10 times the size of the BEC and each mirror in the DMD contributes with a Gaussian distribution of light, with a width of 0.4 μm in the plane of the atoms. This is roughly twice the healing length and several orders of magnitude smaller than the phase coherence length. Moreover, the fact that the DMD used in our platform has a refresh rate of 32 μs (3 orders of magnitude faster than the time scale of the atoms), allows the 1D potentials to effectively vary continuously in time. In fact, in Ref. [27], it has been demonstrated that different 1D potential landscapes can be implemented with a very high degree of control in this experimental setup.

It is also worth stressing that optimal control techniques can be used for the realization of the valve and piston QTPs in the experiment in a way maximizing the stability of the system. In Refs. [53,54], it has been demonstrated that, for the case of compressing the gas in a harmonic trap, it is possible to find shortcuts to adiabaticity. In this case, a single control parameter has been suitably optimized, which has been the frequency of the longitudinal harmonic trapping potential. This has allowed expansion of the gas without introducing longitudinal breathing of the mean density, which hints that optimal control should also be important for implementing a piston using a DMD potential. Similarly, for the valve it is important to switch on the coupling between the two systems, without introducing stray excitations into the system, which again can be optimized by appropriately tailored time-dependent potentials using the DMD. Performing optimal control of the elements of the QFM will have to take into account that a very fast manipulation of the cold atomic gas can enter into a supersonic regime, which leads to exciting physical effects that have been explored experimentally for the expansion of the gas [50], which is important for the piston and for local manipulation of the gas [55–57], which is relevant for the valve.

C. Space-and-time-resolved monitoring of thermodynamic transformations

In order to monitor the operation of a quantum thermal machine, observables that reveal local and global information about the state of the system are needed. Of special interest are for example atomic density, spectrum and occupation of excitations, or their coherences and correlations. These physical observables allow the monitoring and understanding of the details of thermodynamic processes, such as heat or entropy flow during the operations and the global thermodynamic properties for the qualitative analysis. There are several well-established methods to probe 1D quantum systems. These range from in situ measurements of density fluctuations [58–62] to measuring phase fluctuations in time of flight by either “density ripples” [63,64] or interference [65,66]. Information is extracted by analyzing the full distribution functions [67] or correlation functions [20,34,43,44]. It will be crucial to use these measurement methods to extract information about local properties of the system. This detects the action of local control when implementing the envisioned operations and resolving the thermodynamic transformations occurring in the elements of the QFM. Of specific interest, when probing the quantum thermodynamic processes, is the (local) occupations of excitations of the quantum fields, i.e., of the phonons. We first observe that the energy of the phonons in the system is defined as the expectation value of the quadratic Hamiltonian (5). Note that the coupling coefficient in the additional term in Eq. (6) is chosen precisely such that its overall contribution to the energy is negligible and it renders negligible also the contribution of the zero modes while merging two systems. Thus, by integrating Eq. (5) over the length of the condensate one would obtain the total energy of the system. On the other hand, access to the local phase-phase fluctuations

\[ C^{\phi\phi}(z', z) = \langle \hat{\phi}(z) \hat{\phi}(z') \rangle \] (7)

and to the second moments of local density fluctuations

\[ C^{\rho\rho}(z', z) = \langle \delta \hat{o}(z) \delta \hat{o}(z') \rangle \] (8)

also directly implies the knowledge of the local energy density, which is given by

\[ \frac{dE(z)}{dz} = \frac{\hbar^2 \rho_0(z)}{2m} \partial_z \partial_z C^{\phi\phi}_{|z_1 = z_2 = z} + \frac{g}{2} C^{\rho\rho}(z, z). \] (9)

Note that the cross-correlations between phase and density degrees of freedom

\[ C^{\phi\rho}(z', z) = \langle \hat{\phi}(z) \delta \hat{\rho}(z') \rangle \] (10)

do not contribute to energy and vanish in thermal equilibrium, though may be nonzero during out-of-equilibrium dynamics. At this point, two comments are in order.

(i) The expression of the local energy, Eq. (9), needs to be regularized due to divergences at the point \( z_1 = z_2 \). This is accounted for by considering a UV cutoff in the corresponding field theory, in order for the energy in the system to be finite.

(ii) The UV cutoff emerges naturally in the experiment. This is due to its finite imaging resolution and effects of “smearing” in time of flight [66]; therefore, one can measure only a coarse-grained expectation value of the fields averaged over a finite length scale \( \sigma_{res} \), and higher momentum modes cannot be detected.
The gradient of the phase operator \( \tilde{v} = \partial_i \tilde{\phi} \) can be interpreted as the velocity of wave packets traveling on top of the condensate (as per hydrodynamic description). Thus, the first term in the Hamiltonian (5) can be thought of as the energy content related to the speed of wave packets, while the other term relates to how much distortion to the local density they induce. It is important to note that both contributions must be measured in order to have the complete information about the energy in the system. As mentioned earlier, on the atom-chip platform, it is possible to measure experimentally by observing the quasicondensate in situ transversely (from the side) by means of density absorption [58–62].

In Appendix A, we discuss how measurements of the local density fluctuations of the atomic gas gives access to direct measurement of the GP profile \( \rho_0 \) and the second moments of the density fluctuations \( \nabla \rho \). Additionally, in Appendix A we describe a proposal for a tomographic reconstruction method similar to Ref. [17]; based on out-of-equilibrium data of \( \nabla \rho(t) \) at different times \( t \), one can recover \( \nabla \phi \). This then provides access to the second moments of phase fluctuations and hence the energy in the phase sector can be extracted.

Alternatively, one can envision interfering the system under study with a local oscillator [a large three-dimensional (3D) BEC] [47] or with an identical system [43,44,66] to extract the local phase correlations \( \rho_{\phi\phi} \). From them one can tomographically reconstruct correlations of density fluctuations \( \rho_{\rho\rho} \) [17]. If one can assume thermal equilibrium, then it is possible to extract the occupation numbers of phonons even from \( \rho_{\phi\phi} \) alone [44].

Global parameters like temperature can then be obtained also by “density ripples” [63,64]. The temperature is typically extracted by means of an appropriate fit to the correlations of the fluctuations of the atoms after a time-of-flight expansion.

It is important to understand which thermodynamic transformations have a substantial effect that is clearly detectable in the experiment. The precision for measuring the (changes) in temperature or energy in the system will depend on the reliability of the state preparation and the statistical sample size. We anticipate that changes of temperature or energy by about 10% should be large enough to obtain conclusive experimental results [33] (> 5σ) where one can be confident about, e.g., observing heat flow or cooling in a given system.

Each QTP that we propose is modeled by a Hamiltonian of the form Eq. (6) described in the previous section, which allows us to simulate the dynamics of phonons and to calculate corresponding energy changes in the system. As the model is quadratic, our simulations are done within the Gaussian framework and are computationally efficient. Moreover, this description allows us to efficiently evaluate information-theoretic entropies of such systems (e.g., relative entropy), which are relevant for thermodynamics of finite-sized quantum systems.

Our model allows us to derive core predictions in the framework described in Sec. III A. In our simulations we use parameters that fit state-of-the-art experiments of 1D quasicondensates performed on the atom-chip platform. More generally, our proposal is embedded in the broader framework of thermodynamics with multimode Gaussian states, with Gaussian operations modeling the action of external system control.

A. Coupling and decoupling two quasicondensates: a valve

Adjusting the external potential makes it possible to split the gas into two parts or merge at will [36]. We then study energy and correlation changes during the merging process. A simple model is considered, where two quasicondensates are coupled via a small buffer region. Specifically, we consider a bipartite system, with each part \( A \) and \( B \) initially thermal and approximately homogeneous, the two parts being separated by a buffer region of negligible size \( \ell \sim \xi_b \) so that phonons cannot tunnel. The Hamiltonian in Eq. (6) is specified by the GP profile, which we choose with a shape according to Fig. 2(a). Lastly, we specify Neumann boundary conditions (NBCs) at the edges. The density profiles that we choose have precisely the scope of smoothening further the boundary conditions in our implementation via a discretized lattice model.

Denoting \( \rho^A_0 \) and \( \rho^B_0 \) as GP profiles of parts \( A \) and \( B \), respectively, the initial Hamiltonian of the full system reads

\[
\hat{H}_{A|B} = \hat{H}[\rho^A_0] + \hat{H}[\rho^B_0],
\]

where the tiny separation at the interface is modeled by the Hamiltonian \( \hat{H}_{A|B} \) having in total four NBCs, two at the edges and two in the middle. Next, we define the joint system to have a GP profile

\[
\rho^{AB}_0(z) = \begin{cases} 
\rho^A_0(z) & z \in A, \\
\rho^B_0(z) & z \in B,
\end{cases}
\]

implementing the “gluing” of the profiles. Thus, in our minimal modeling approach, we neglect the precise spatial details of experimental control necessary to switch from two independent systems to the coupled case as we assume...

IV. NUMERICAL STUDIES OF QUANTUM THERMODYNAMIC PRIMITIVES

As sketched in Fig. 1 above, the piston and the valve are building blocks that allow construction of a refrigeration cycle. In this section, we present results on the numerical modeling of the individual quantum thermodynamic primitives involved.
that they are close and only a microscopic change is necessary for removing the small buffer region. With that, we can take the final Hamiltonian of the merged systems to be

$$\hat{H}_{AB} = \hat{H}[\rho_{0}] = \hat{H}_{A|B} + \hat{H}_{\text{int}}.$$  \hspace{1cm} (13)

This joint Hamiltonian has only two NBCs, and there is an interaction $\hat{H}_{\text{int}}$ between $A$ and $B$. Due to this coupling, the thermal state of $\hat{H}_{AB}$, in contrast with that of $\hat{H}_{A|B}$, contains correlations between $A$ and $B$.

Note that during this evolution the boundary conditions at the interface change dynamically. We handle this boundary condition issue by interpolating linearly between the uncoupled Hamiltonian with four NBCs and the coupled Hamiltonian with two NBCs. Thus, we model the time-resolved dynamics of the merging protocol by the time-dependent Hamiltonian

$$\hat{H}_{A-B}(t) = \left(1 - \frac{t}{t_{\text{merge}}}\right)\hat{H}_{A|B} + \frac{t}{t_{\text{merge}}}\hat{H}_{AB},$$  \hspace{1cm} (14)

within $t \in [0, t_{\text{merge}}]$. Here we model the situation that the change in the external potential makes the density profiles become smoothly interpolated. Note also that we perform a lattice discretization to compute the physical quantities of interest (see Appendix C) and in this framework mixing boundary conditions is well defined.

Subsequently, we consider two independent thermal quasicondensates, and adapt initial conditions that are natural for experiments, where evaporative cooling yields a thermal distribution of phonons with temperatures $T_A = T_B = 50$ nK at initial time $t = 0$. Thermal states are defined with respect to a given Hamiltonian $\hat{H}$, and the density matrix reads

$$\hat{\gamma}_T[\hat{H}] := Z^{-1}e^{-\hat{H}/(k_BT)},$$  \hspace{1cm} (15)

where $Z = \text{Tr}(e^{-\hat{H}/(k_BT)})$ is the partition function and $k_B$ is the Boltzmann constant. We use GP profiles with peak density $\rho_0^A = \rho_0^B = 100$ atoms/µm, smoothly falling off towards smaller values at the edges, see Fig. 2(a). These choices reflect typical experiments realized in a box trap of size $L = 50$ µm with $N_{\text{atoms}} = 5000$. The falloff at the edges according to the erf function has been chosen phenomenologically—any trap that is not infinitely strong will lead to a smooth falloff at the edges.

In Fig. 2(b) we show numerical results for a linear ramp with merging time $t_{\text{merge}} = 40$ ms. This is a relatively long time scale, chosen to demonstrate that excitations can be reflected at the edge and start returning towards the interface. Initially, energy is distributed homogeneously in $A$ and $B$ so we present the energy distribution relative to that value. This relative measure is employed throughout, since it allows us to disregard the cutoff-dependent shift coming from zero-point fluctuations. In fact, our effective Hamiltonian is not normal ordered but instead regularized by the healing length $\xi_h = \hbar/(mc)$ of the system (note that the cutoff $\Delta z$ in our numerical simulations is smaller than the healing length). As anticipated, merging two systems via tunnel coupling induces excitations in form of counterpropagating wave packets, see Ref. [55] for a detailed experimental and theoretical study of the dynamics of such excitations. The wave packets travel with the respective speed of sound, which in typical experiments on the
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**FIG. 2.** Operating a valve between two identical and independent thermal quasicondensates. (a) GP profiles. We consider two quasicondensates, which are homogeneous in the bulk but their density falls off towards zero at their edges. At position $z = 0$ there is initially the boundary condition that in our effective model at a single point implements the separation between the two systems. As the systems become coupled the energy can tunnel between the two systems through this point. Throughout on-line plots of real-space quantities bullets indicate the discretization lattice used in the simulation while the continuous lines are merely a guide to the eye. (b) Dynamics of energy density. We plot $dE(z)/dz$ defined in Eq. (9) for different times during the coupling of two quasicondensates. Initially, the energy density in each quasicondensate is uniform, and we use that value to normalize the plotted values. During the coupling, localized energy is injected at the interface of the two systems and travels ballistically away in the form of wave packets, which increase the energy density by approximately equal to 15%.
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atom-chip platform is $c \approx 2 \mu$m/ms [33]. The simulation predicts that the wave packets increase the local energy by a sizeable amount of approximately 15%. This may cause system dynamics to deviate from the linearized approximation. Nevertheless, the higher-order terms should have only the effect of dispersing the wave packets. According to our simulations, the amount of injected excitations is higher if systems are coupled at peak density, see Appendix C2. This is because in the lattice approximation we are adding an off-diagonal coupling between the two edges of $A$ and $B$ that scales $\propto \rho_0(z = 0)$ with density. Therefore, merging is “softer” if it occurs at a lower density value. Physically speaking, it is more stable to couple two sensitive systems harboring gapless excitations through diluted regions compared to at peak density.

It is instructive to analyze the correlations of the coupled state during the merging. As shown in Fig. 3, we find that initially there are no correlations between $A$ and $B$ and hence we see that two independent thermal quasicondensates are not thermal with respect to the joint Hamiltonian.

During merging, the parts become coupled and the established correlations drive the state towards being close to the joint thermal state, see Appendix C2 for more details. Interestingly, after the first traversal time, i.e., when a local excitation at the merging interface has traveled to the edges, the joint system is already close to being thermal in the bulk (cf. inset of Fig. 3).

The observation that the merged parts become jointly thermal can be further quantified by evaluating the relative entropy, given for any two states by $S(\hat{\gamma} || \hat{\sigma}) = \text{Tr}[\hat{\gamma}(\log \hat{\gamma} - \log \hat{\sigma})]$. Evaluating this with respect to a thermal state yields

$$S(\hat{\gamma} || \hat{S}_T[\hat{H}]) \equiv \left( F(\hat{\gamma}) - F(\hat{S}_T[\hat{H}]) \right) / (k_B T) \geq 0,$$

where $F(\hat{\sigma}) = \text{Tr}(\hat{H} \hat{\sigma}) - k_B T \hat{S}(\hat{\sigma})$ is the free energy of the state relative to the ambient temperature $T$ and the Hamiltonian $\hat{H}$. Here $\hat{S}(\hat{\sigma}) = -\text{Tr}(\hat{\sigma} \log \hat{\sigma})$ is the von Neumann entropy. Notably, the relative entropy is zero if and only if the two covariance matrices are the same (see Appendix B for further details). This makes it a strong measure of deviation from thermal equilibrium. Finally, this measure can be computed also for reduced density matrices, which then captures how systems are similar locally.

In order to check if the merging QTP is intensive we calculate the relative entropy of the state evolving during merging with respect to the thermal state of the coupled Hamiltonian at $T = 50$ nK. Initially, the relative entropy decreases rapidly, reflecting the ongoing thermalization around the interface of the two systems, where the correlations are being established. For the whole system the relative entropy does not reach zero and levels off to a constant value within about 10 ms. This is due to the wave packets being always present in the system, hence the impossibility for the entire system to be in thermal equilibrium. If we consider the reduced covariance matrix describing only the bulk middle region, we see that around 20 ms the relative entropy drops essentially to zero. This means that once the excitations leave the window of observation, the system left behind agrees in that region with the (joint) thermal state. Finally, for longer times the wave packets come back to the bulk and allow for detecting an out-of-equilibrium component of the state.

We expect that features observed in this numerical study should remain true even under perturbations to the model and thus that temperature for locally merged systems is an intensive generic feature of this QTP. This is because perturbations are not expected to change the character of low-energy excitations so the spectrum should remain approximately linear and a local change of the Hamiltonian should generically create a localized surplus of energy propagating through the system with the speed of sound.

In the case presented here, we have shown an example where there has been no net heat flow between two
systems. The next section shows how to enable heat flow between two systems, by performing work from outside, thereby creating an effective temperature difference. As an outlook, in Sec. VI A we also present the case of two initially different temperatures, observing that non-Markovianity effects in this case are even more pronounced and can potentially lead to further interesting effects, such as anomalous heat flow.

**B. Compressing and decompressing: a piston**

In this subsection, we see how external control, which compresses or expands the gas, enables a condensate to function as a piston. The external control will effectively perform work on the quasicondensate, increasing or decreasing its energy depending on the change in volume. This is similar to thermodynamics of an ideal gas with the difference that we are considering a quantum many-body system. Experimentally, operations for this QTP have already been implemented with use of shortcuts to adiabacity (see Ref. [53] where the extension of the GP profile has been stably modified).

Here, we propose a model to describe what happens to phonons when the confining trap (space occupied by the gas) changes. Let the length of a uniform system change continuously over time in the sense that a homogeneous GP profile \( \rho_0 \) with support of length \( L \) changes to \( \rho_0(t) \) with corresponding length \( L(t) \). The operation is assumed to preserve the atom number \( N_{\text{atoms}} = \rho_0 L \) so that

\[
\rho_0(t) = \frac{\rho_0 L(0)}{L(t)}. \tag{17}
\]

This time-dependent GP profile assumes that the change in volume is slow so that a homogeneous system remains homogeneous at all times. Under this assumption, the Hamiltonian (6) parametrized by a time-dependent GP profile \( \rho_0(t) \)

\[
\hat{H}(t) = \hat{H}[\rho_0(t)] \tag{18}
\]

describes the phonons during the size change. Using Eq. (18), the integration in Eq. (6) ranges over the time-dependent length of the system \( L(t) \). In the lattice approximation this is implemented by discretizing the Hamiltonian at each time considered, and identifying the respective cells at consecutive times as they change only infinitesimally. It is also possible to consider formulating the procedure using a fixed representation of momentum mode and time-dependent eigenmode wave functions [39].

In the homogeneous case by a change of the integration variable we can write the time-dependent Hamiltonian as

\[
\hat{H}(t) = \int_0^{L(0)} dz \left[ \frac{\hbar^2 \lambda^2(t) \rho_0}{2m} \left( \partial_z \phi \right)^2 + \frac{g}{2} \lambda(t) \delta z^2 + hJ \rho_0 \phi^2 \right], \tag{19}
\]

where we also define a rescaled density fluctuation field \( \delta \hat{z} = \delta \hat{z} / \lambda(t) \) in order to preserve the canonical commutation relations. In other words, this way we have \([\delta \hat{z}(z), \hat{\phi}(z')] = i \hbar (z - z') \). Here we make the integration limits explicit and change the frame so that the length of the system is effectively constant but the Hamiltonian density becomes time dependent due to the dimensionless ratio

\[
\lambda(t) = \frac{L(0)}{L(t)}. \tag{20}
\]

We observe that if the system stays homogeneous, then the time-dependent Hamiltonian (19) has the same momentum eigenmodes at all times \( t \), but they become squeezed. We should hence expect that compressing introduces squeezing of phase and density quadratures. See Appendix C5 for an extended discussion, including the numerical implementation of the compression model and see also Ref. [39] for a related study.

With this model we can simulate the functioning of a piston: in Fig. 4 we show the results of a simulation of a single stroke. It is moreover possible to check whether the piston remains thermal during the process. We first observe that the energy density stays homogeneously distributed at all times [cf. Fig. 4(a)]. Moreover, it changes in relation to volume: as shown in Fig. 4(b), the total energy increases and comes back to the initial value during the stroke of the piston. Nevertheless, a more refined check involving the relative entropy shows that the system is not at thermal equilibrium at all times. In particular, at a sequence of times during the evolution we evaluate the relative entropy between the time-dependent state and the thermal states corresponding to the system Hamiltonian. The thermal state with the lowest relative entropy gives then the effective fit for the temperature. It is clear that if the time-dependent state remains thermal at all times, then there will be a temperature for which the relative entropy vanishes. However, we find that this value is strictly positive, which indicates that the piston is away from thermal equilibrium during the compression-decompression process, and returns to thermal equilibrium only when reaching its original length. This effect can be naturally explained by the presence of squeezing in the system, but we focus here on the thermodynamic aspects of the model and refer to Ref. [39] for a discussion of the dynamical Casimir effect.

We can now use the compression QTP in order to enable heat flow between two systems. In Fig. 5, we show the steps (1)–(2) of the Otto cycle that are sketched in Fig. 1, i.e., we compress the piston, couple it to the bath and after decoupling decompress it back to its initial state. As before, piston and bath are initially both thermal. They also have the same overall shape of the GP profile, with the only difference that the bath is larger than the piston. As shown above, coupling two systems with the same temperatures
FIG. 4. Single stroke of a piston. A condensate of length 40 μm, initially thermal and homogeneous is compressed to half length within 15 ms and then re-expanded to its initial length in the same time. (a) Energy density during compression. The piston keeps a homogeneous energy density that increases when compressed due to increasing pressure of the gas. (b) (Non)equilibrium properties of piston. We plot over time the total energy relative to its initial value (blue dots) and the relative entropy to the closest thermal state as a color gradient during the compression and decompression. The piston goes out of equilibrium, as the relative entropy to the closest thermal state increases during compression. The reverse happens when the piston decompresses—it is again fully thermal at the initial energy and temperature at the end.

does not lead to heat flow. However, after the piston is compressed its energy is higher and so is its effective temperature. This creates an effective temperature difference between piston and bath, which, using then the valve QTP, enables heat flow from the piston to the bath. After this heat flow is completed we close the valve and decompress the piston to its initial length, and note from Fig. 5(a) that it becomes colder than it has been initially. Figure 5(a) shows the results of this protocol plotting the full spatiotemporal dynamics of energy density. In Fig. 5(b) we show that the compressed piston couples to the bath with effectively squeezed modes, so that the two systems are not at thermal equilibrium while the valve is open. Nevertheless energy in the piston decreases, due to heat flowing into the bath, which is seen in Fig. 5(a) in a form of a light-color stripe entering the bath. Finally, we find that the total energy in the piston decreases to a lower value than initially, thus we conclude that the piston has been overall cooled down. At the end of the protocol the decompression undoes the squeezing of the modes and the piston essentially comes back approximately to thermal equilibrium, signified by a low relative entropy to a thermal state.

Summarizing, we have performed work on the piston, which therefore allowed us to enable heat flow between

FIG. 5. Heat flow between the piston and bath. We consider the piston and bath being two initially independent condensates, with the bath being 3 times larger in size. The piston on the left is compressed to half of its original size. We then couple the piston to the bath at \( t = 15 \) ms and start decoupling them right after. (a) Energy density over time. We plot the energy as a color gradient in a space-time grid. The coupling between the two parts introduces the propagation of wave packets at the speed of sound, which is higher in the piston, due to the higher density resulting from compression. (b) Energy dynamics in nonequilibrium. We plot the ratio of average energy versus initial energy in the piston over time. We observe that it first increases strongly, while decreasing to a value that is less than 1, just before the piston starts coupling with our system of interest. This is what will allow us to cool the system with a full Otto cycle. We also plot the relative entropy to the best fit thermal state as a color gradient in the background and observe that during coupling the system goes strongly out of equilibrium, while returning to be close to equilibrium at the end.
condensates. By composing the compression QTP with the open valve QTP, we demonstrate that is is possible to deposit some of the piston’s energy into the bath.

V. COMPOSING QUANTUM THERMODYNAMIC PRIMITIVES TO BUILD A QUANTUM FIELD REFRIGERATOR

The challenge one faces studying cold atomic gases experimentally is that all methods of cooling eventually always reach a limit once the temperature is small enough. In the ultracold regime the last resort is to let some of the atoms escape the trap. Ideally one would like that (1) those particles leaving the system to be preselected such that they carry above-average energy, and (2) the gas left behind rethermalizes [68]. These two ingredients make up evaporative cooling. However, in one-dimensional systems they cease to apply, due to the change in scattering properties [69–72]. Nevertheless, in Ref. [73] the effect of letting atoms escape by applying an additional rf field has been explored in the 1D regime: at extremely cold temperatures it has been demonstrated that cooling continues, and its limits were also quantitatively mapped out.

The intensities and detuning of the applied rf field ensures the energy-independent loss of atoms [73]. This observation has suggested a successful modeling approach to the process by the phononic Hamiltonian (5) whose density parameter $\rho_0$ decreases over time according to the atom loss rate. Within this model the energy gets decreased due to this change in the Hamiltonian. By assuming that the uniform atom-loss process is sufficiently slow, the dynamics of phononic modes has been used to theoretically explain why the system is left approximately in thermal equilibrium with a decreasing temperature [73], see Refs. [74–76] for additional discussions.

By an analytical treatment, which assumed that (1) the atom-loss process is adiabatically slow, (2) only phonons rather than particlelike excitations are involved, and (3) shot noise has a negligible contribution, this model leads to the relation

$$T'/T \approx (\rho_0'/\rho_0)^{3/2}. \quad (21)$$

In harmonic confinement, the peak density is $\max(\rho_0) \propto N_{\text{atoms}}^{2/3}$, which together with Eq. (21) yields qualitative agreement with experimental observations: the coldest temperature reached is found to depend linearly on the number of atoms,

$$T \propto N_{\text{atoms}}. \quad (22)$$

Thus, the temperature of a condensate can be lowered by allowing for more atom losses; however, this dilutes the system and cannot be continued indefinitely, otherwise quasicondensate properties will be lost [28]. Equation (21) is also valid for a boxlike confinement, where the temperature dependence on atom number is expected to be nonlinear.

References [34,73] give representative values for cooling in a harmonic trap. For state-of-the-art data reached with boxlike confinement [33], $N_{\text{atoms}} \approx 5000$ confined atoms can form an approximately homogeneous condensate of about $L = 50 \, \mu\text{m}$, and the estimated temperature is $T \approx 50 \, \text{nK}$ [17,33]. Summarizing, uniform atom losses do lead to cooling, but this does not follow the usual mechanism of rethermalization via scattering as typically seen in evaporative cooling. Rather, this is a direct consequence of decreasing the density parameter in the phononic Hamiltonian.

In general, the effective barrier of Eq. (22) seems hard to overcome. The current achievable lowest temperature for a fixed prescribed density on the system is limited by the initial density and temperature of the gas accessible from previous stages of cooling (laser operated); and this initial density cannot be infinitely large, given the constraint of operating in the quasicondensate regime. Moreover, the evaporative cooling will eventually either exhaust the available atoms diluting the system (effectively leaving the quasicondensate regime), or completely lose its efficiency in the sense that the evaporation has negligible cooling effect due to infinite thermalization time. One therefore requires novel cooling methods to overcome this impasse.

A. Cooling by escaping atoms within QTP framework

In this section, we point out that cooling by uniform atom losses, which is the state-of-the-art cooling technique for one-dimensional gases in the lowest temperature regimes, can be conceptually captured in the QTP framework. In particular, consider a sequential concatenation of a dilution of the system and possibly coupling to a cold bath. The continuous dilution that arises from atoms escaping the system can be conceptually modeled by the piston and valve QTPs. Indeed, if during cooling we have the gas of $N_{\text{atoms}}$ atoms uniformly occupying the interval of length $L$, then after one particle escapes the linear density will change according to

$$\rho_0 = \frac{N_{\text{atoms}}}{L} \quad \Rightarrow \quad \rho_0' = \frac{N_{\text{atoms}} - 1}{L}. \quad (23)$$

However, the same can be achieved by the system behaving like a piston of size $L$ expanding by $\Delta L$, such that the linear density changes according to

$$\rho_0 = \frac{N_{\text{atoms}}}{L} \quad \Rightarrow \quad \rho_0' = \frac{N_{\text{atoms}}}{L + \Delta L}. \quad (24)$$

To complete the description we can impose $\Delta L$ to be such that $\rho_0''$ equals $\rho_0'$. Additionally, we imagine placing a valve to be positioned at $x = L$ at the edge of the piston, so
that when it expands to $L + \Delta L$, atoms exit the valve into vacuum, and after we close it the remaining system has the same density $\rho_0$ and the length is $L$, exactly as in evaporative cooling. In other words, in our modeling, the piston lowers the density by operating at constant particle number $N_{\text{atoms}}$ and varying length $L$; while in evaporative cooling, the change of density occurs at constant length $L$ but varying particle number $N_{\text{atoms}}$. However, on the level of intensive thermodynamical quantities, both are the same and this observation is implemented by the fiducial valve shutting of the $\Delta L$ portion of the expanded piston.

As a remark, the QTP framework can be also used to capture evaporative cooling involving a rethermalization process. When evaporative cooling is most effective in its operation, only the atoms that individually carry above average energy leave the system. This way of cooling is more efficient as each escaping atom carries on average more energy than an atom remaining in the system does. This can be modeled in the QTP framework by opening and closing a valve coupling the system to a cold bath. The heat flux and timing jointly govern the exchange of energy between the system and bath; they should be chosen such that the lowering of the system’s energy is the same as an evaporating atom would do.

### B. Cooling by atom-number dilution with a subsequent recompression to restore atom density

Cooling facilitated by atoms escaping the trap irreversibly dilutes the system. As explained above lowering the temperature of the atoms at a given density being fixed is the right way to compare different cooling approaches. As anticipated in Fig. 1 running refrigeration cycles like in a machine can be expected to lead to cooling without changing the atom density. However, it is also true that in a QFM as presented in Fig. 1 there are two subsystems, acting as the piston and bath, which are constituted by a sizeable amount of atoms. The question then arises: can any advantage be gained when aiming to cool at prescribed density in simply evaporating these systems?

While such a question is quite general, let us discuss it by formulating a representative protocol whose analysis will suggest an overall answer. First of all, if the dilution has to have any effect on the system we must allow for contact with the subsystem that we would like to cool at constant density. One way to achieve that is to consider the entire system (system, piston, and bath in Fig. 1) to be uniform, then cool it down by dilution implemented by the escaping atoms, and then use the piston QTP to compress the system back again to restore the density to the initial value. The idea here is that the evaporation of the amount of atoms taken up by the piston and bath should lead to cooling and after the compression the system should have the prescribed density.

However, we can anticipate that this effect will not lead to overall cooling. This is because the dilution cools down the system by reducing the density via the atom number but the compression heats the system up as should be in a gas and has been discussed in Fig. 4. Intuitively, on the phononic level this is seen by noticing that increasing the density, implemented by reducing the volume of the system, changes the Hamiltonian, which associates a larger energetic penalty to phase fluctuations. In other words, we first in a time-dependent fashion change the linear density to the same value by reducing the numerator (atom number) in its definition and then increase the density back to the initial value by decreasing the denominator (system length). As long as we are in the phononic regime it does not matter which process changes the density—the modeling will be the same and both processes, that is cooling by atom losses and recompression, admit the same modeling using the phononic Hamiltonian so one should expect that they are mutually complementary.

In Fig. 4 we show that a stroke by compression and recompression is effectively reversible in that the overall phononic energy returns to its initial level. In the model it does not matter whether the density is changed by changing the atom number or the length of the system. For this reason, we expect the reversibility of the phononic energy change to be also valid when combining the dilution process by uniform atom losses to cool down with the piston QTP to restore the density. This can be verified in a future experiment to lay the ground for implementing a quantum field refrigerator based on the QFM involving the much more sophisticated approach using cycles and composing many QTPs together.

On the theoretical grounds supplemented by the empirical knowledge drawn from past experiments the case for refrigeration via the QFM seems to be clear: reducing the entropy per particle in a subsystem of a cold-atom system should be achieved by moving this entropy to a bath as in a QFM. Having said that, considering other interesting variants of combining processes such as atom losses and QTPs described here for problems of interest, cooling being one particular example, is available experimentally and can be further explored in the future. As we show next, if one aims to achieve cooling in a systematic way it is advisable to run QTP cycles in a QFM as illustrated in Fig. 1.

### C. Quantum field refrigerator: QTP cycles for sequential cooling and reduction of entropy of a subsystem

In this section, we demonstrate how to compose the discussed primitives to perform a useful protocol, namely cooling. By simulating the quantum field refrigeration machine depicted in Fig. 1 at this density and temperature, we find a cooling cycle where the system temperature...
decreases, highlighting the usefulness of such a new active cooling protocol. The cycle works as follows.

1. The machine is initialized by setting a system, a piston, and a bath to their respective thermal equilibria.

2. The first nontrivial thermodynamic transformation is the compression of the piston with a subsequent interaction with the bath. The work inserted to compress the piston enables heat flow as shown above in Fig. 5.

3. After decoupling the piston from the bath, the piston is expanded back to its initial length. This aims to cool it down and when it subsequently interacts with the system it should take up some heat from it.

4. Finally, the piston and system are decoupled again and the cycle can be repeated.

In Fig. 6, we depict the energy changes of these three pieces of the QFM over the duration of the Otto refrigeration protocol obtained from a numerical simulation [77].
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**FIG. 6.** Top: quantum field refrigerator. The QFM is initialized in thermal equilibrium and equal density, i.e., the system, piston, and bath differ only in length, which is 40, 40, 120 μm, respectively. We run the Otto cycle by compressing the piston (15 ms), depositing heat in the bath (40 ms), and then expanding the piston again (15 ms). The cooling begins at around 70 ms by coupling the initially thermal system to the cooled piston. The systems exchange energy by the physical mechanism of the valve described in Sec. IV A. After the final splitting of the system and piston, we find that the system cools down, while the quantum field refrigerator extracts approximately 5% of the system’s initial energy. This drop in energy is large enough to be detected by existing experimental read-out methods. In this plot, one observes that further cycles continue to contribute to cooling of the system, but only in very small amounts. The currently used parameters are probably nonoptimal, and we anticipate improvements of the refrigeration efficiency via optimal control. This, however, will depend on the modeling of other details in the quantum simulation of this cycle. Bottom: time-and-space-resolved energy dynamics during the operation of the QFM. From the top we show the system, piston (which changes in size) and bath. Whenever a valve QTP is operated, wave packets are injected and multiple reflections in each system can occur. The principal wave packet in the bath is timed to arrive at the interface to the piston at around 160 ms when the valve is closing, so that the piston energy is not further increased. The overall amount of energy in the bath increases, which is due to the presence of multiple wave packets. It is noteworthy that, depending on scheduling, the larger among two coupled systems can take up two wave packets. Hence, considering the piston to be substantially larger than the system could allow the removal of all excitations from the system. This is also why the bath takes up most of the wave packets.
It can be seen that the piston first increases its energy due to compression ($t_{\text{comp}} = 15$ ms) and then lowers it during interaction with the bath and successive expansion ($t_{\text{merge}} + t_{\text{comp}} = 35$ ms). Finally, the piston increases again its energy when interacting with the system and then resizing to its original length (again $t_{\text{merge}} + t_{\text{comp}} = 35$ ms). Overall, at the end of the first cycle ($t_{\text{cycle}} = 110$ ms), the piston has slightly decreased in energy, while system and bath have consistently decreased and increased their energy, respectively. By performing three Otto cycles, we obtain cooling of 9% in a total time of 330 ms, which gives us an estimate of the cooling power of our QFM. However, we also observe that such cooling power actually decreases in subsequent cycles, thus raising the question of the ultimate limits of cooling for this machine. We discuss this interesting aspect further in Sec. VI B.

D. Discussion of the engine: our estimates versus other prospects

We consider rather conservative estimations for the parameters. Several ways to weaken the requirements can be explored in the experiment in order to obtain a higher cooling ratio. (i) As shown in the bottom panel of Fig. 6 the piston has been compressed to half its length, which ultimately limits the capacity of the machine to cool down. Performing more work and compressing the piston more would allow for further cooling. (ii) Modifying the barrier height and various other aspects of our QFM model, higher cooling ratios are possible as shown in Appendix C6. These among others could be to reset baths, coupling at higher density etc., which have features that depend on the particular implementation and hence cannot be completely anticipated theoretically ahead of performing the experiment. (iii) Let us remark that for the sake of simplicity and also for analogy with the usual thermodynamic Otto engine, the piston is the only component that changes size during the protocol. However, one can think of more general scenarios in which the bath is expanded while the piston is compressed, and afterwards, the system is compressed while the piston is expanded—after all in the experiment it is our goal to cool down the quasicondensate more than it is possible with existing methods and an unconventional quantum thermal machine with various elements changing their size would be helpful for this purpose. Summarizing, there are a lot of important points one can consider when devising a QFM. It is clear that once QTPs are realized, their conceptual clarity will be advantageous in order to appropriately compose them to achieve maximal possible cooling in the experiment.

VI. DISCUSSIONS AND FURTHER SCOPE

While further developing the framework of QFMs and during the upcoming efforts to realize a QFM experimentally, numerous questions relating to the fundamental physics of the system and technological implementation beyond the scope of this initial Paper will have to be further investigated. Our discussions below highlight several aspects, which could invite expertise from fields such as engineering and quantum control of out-of-equilibrium quantum many-body systems to become particularly useful. Thinking ahead, the program of devising a QFM presented in this work is also expected to stimulate a range of further theoretical investigations in the field of quantum thermodynamics [1–7]. These will range from (experimentally inspired) studies of the role of information in quantum thermodynamics to prospects for further development of the theory of quantum thermodynamics from a quantum-information perspective.

A. The role of information in the QFM

If we could—fictitiously—precisely measure the many-body eigenstates of our complete machine, we could in principle achieve complete control about the system. Needless to say, in a quantum many-body system this is impractical and we have to restrict ourselves to physically relevant, local, few-body observables and a finite set of their correlations. Reference [20] provides an overview on how far one can presently experimentally go in such endeavors. These limitations will define what we can possibly know about the system and what we can hence make elaborate use of—and what we are bound not to be able to know and therefore need to ignore. In this section, we highlight several important aspects of accessing information and correlations and observing their roles in such a many-body QFM. The manipulation of one-dimensional quasicondensates via relatively simple yet highly controlled thermodynamic processes in the deep quantum regime seems to be an ideal test bed for such considerations.

1. Correlations and anomalous heat flow

An interesting future direction is the exploration of the question how strongly are the elements of the QFM correlated, how to quantify and control these correlations, and how to make use of them explicitly in the design of a QFM. The coupling and decoupling of two interacting many-body systems, i.e., the operation of the valve QTP, is a direct way to induce correlations or even entangle the two. The canonical example thereby is the double well, that has a physics similar to a beam splitter in quantum optics. When the decoupling is slower than the time scale given by the interaction energy, the two systems will build up quantum correlations, which persist even if they are separated [78–80]. An indication that this also works for the excitations in a many-body system described by an effective quantum field theory is the observation of number squeezing in the modes created by slow splitting [44].

The engineering of such correlations is an important question especially in the context of work extraction [81],...
since they may produce interesting dynamics. In particular, with the exhaustion of correlations, instead of inputting extra energy and work into the system, one can induce a reverse in what is called the “thermodynamic arrow of time,” referring to a reverse in the direction of heat flow between two systems. Such a phenomenon is commonly referred to as anomalous heat flow [82,82–86]. Proof-of-principle experiments between qubits have been demonstrated, which involve the particular engineering of specific unitary processes to address a fixed, two-dimensional energy subspace [86]. There also exists experiments studying thermodynamic spin currents, which are blocked by the initial state preparation [87]. This blocking is anomalous but not in the sense that the current is reversed, for which correlations must be engineered appropriately. Thus an anomalous reversal of heat flow with a detailed experimental evaluation of the role of correlations in this process has yet to be worked out in detail for complex many-body systems in the quantum regime. This is an important question as it is not clear whether global, macroscopic operations are enough to generate (i) the right correlations, and (ii) dynamics that allow the emergence of such behavior.

Our simulations, on the other hand, predict that the process of merging two condensates creates the desired effect of creating correlations that will potentially lead to anomalous heat flows (see Fig. 7). We can quantify the amount of generated correlations by computing the mutual information between condensates $S$ and $P$, which is defined by

$$I(S : P) = S(\hat{\rho}_S) + S(\hat{\rho}_P) - S(\hat{\rho}_{SP}),$$

where we recall that $S(\cdot)$ is the von Neumann entropy of the quantum system. Note that nonmonotonous behavior of the mutual information can also be used as a signature of non-Markovianity [88,89]. For the Gaussian states in our study, these quantities are directly computable given the covariance matrices (see Appendix B). Furthermore, this can also be accessed in the experiments via tomographic data. We see from our simulations that the idle evolution of the joint many-body condensate is sufficient to produce periodic oscillations in the mutual information, in which a similar oscillatory behavior in the direction of heat flow (similar to an ac current) can be observed. It remains to verify how much of the change in mutual information is directly responsible for the reversal of heat flow. Not only this is a fundamentally interesting aspect to study by itself, but its natural presence in the working of the thermal machine also raises the question if one can use this heat flow to our advantage. For example, it is known that with correlations there is also the possibility of providing a way of implementing the extraction of macroscopic work probabilistically from a heat bath [90].

In this light, it would be interesting, also in relation to earlier experimental works on cooling cold atomic gases with sequential operations [91], to reveal such quantum aspects of protocols of this type in near-future atom-chip experiments. References [37,44] have uncovered signatures of quantum noise and squeezing during longitudinal splitting of the quasicondensates. This is an exciting indication that it can be possible to reveal (with statistical significance) the presence of entanglement under similar conditions, e.g., quantum correlations between eigenmodes reflecting the effect of various perturbations that can be applied. The detailed study and controlled usage of these phenomena is therefore one of the future directions of immediate interest, which our platform of interest has a natural advantage of studying.
For the simulations of the full quantum fridge (Fig. 6) we currently assume that dephasing occurs after we split systems, i.e., the correlations between the elements of the QFM are modeled to be lost every time splitting is completed. This should be understood as establishing a reference, first-case study where temperature fluctuations and dephasing due to long cycle times render the effect of correlations on the QFM operation to be small. This should then be compared with experiments, in order to understand the extent of how correlations influence the machine performance. Moreover, further lowering the currently accessible temperatures will allow the few phonon regime to be entered in which quantum vacuum fluctuations will certainly become manifest. These features are closely connected to entanglement in real space [92,93] because the phononic vacuum is entangled in real space as it can be understood via arguments from conformal field theory [94]. In this regime, the thermal coherence length $\lambda_T$ will be comparable to the system size and phase correlations will decay polynomially instead of exponentially.

2. Non-Markovian effects

Besides anomalous heat flow, there are more generic non-Markovian effects, which our system can be used as a observational test bed [88,89,95,96] on thermodynamic operations. Such dynamics originate from the intermediate size of the bath so that a backflow of information occurs. The presumably principal source of non-Markovianity is hinted at in Fig. 6, where we see that the wave packets injected by operating the valve get reflected from the boundaries of the system and come back to the position of their origin in finite time, in fierce violation of any meaningful Markov approximation. Notably, this effect should be expected to hold also in the presence of weak non-Gaussian perturbations as various atom-chip experiments have already experimentally demonstrated that these features remain intact in close to integrable situations, also in the presence of nontrivial trap geometries.

In most works on quantum thermodynamics [97,98], an infinite bath is considered, but it is unclear under which conditions these modeling assumptions would be valid for the intermediate-sized baths in a QFM experiment. The studies of local recurrences can be seen as entry points to interesting theoretical studies of the possible repercussions of wave packets returning back to their origin in finite time.

Loss of information ultimately proceeds through dephasing of collective excitations. For quasicondensates these are phonons [37,99,100], the dephased state emerges in a light-cone fashion [43], and is described by a generalized Gibbs ensemble [44], i.e., different modes can have effectively different temperatures determined by the state preparation. The long time behavior depends on the spectrum of these collective modes. If the atoms are confined to a box-shaped trap, then the phonon frequencies become commensurate, i.e., $\omega_k = \pi ck/L$, with $k = 1, 2, \ldots$ being the mode index, and recurrences are observable at short times [33,101]. This effect is a distinct source of non-Markovianity from the localized wave packets returning to their origin in finite time and can occur even in a homogeneous system. As detailed in Ref. [17] the recurrence is a recurrence of the squeezed (momentum) modes, where each mode $k$ is represented by an ellipse in phase space rotating around the origin with frequency $\omega_k$ and all ellipses realign their axes as soon as the slowest $k = 1$ mode rotates by a full angle. In that moment the $k = 2$ mode will have made additionally one more full turn, and similarly higher modes too. In other words, due to the linear spectrum all modes realign. This pertains to eigenmode populations and the state in real-space can be homogeneous during the dynamics. This, however, does not occur in a harmonic longitudinal confinement with trap frequency $\omega_{0L}$, where the eigenfrequencies are nonlinear $\omega_k = \omega_{0L}\sqrt{k(k+1)}/2$ [28] and are incommensurate. Still, when the entire system is engineered to be captured by few collective commensurate modes, non-Markovian behavior and significant memory effects can dominate the system dynamics.

Let us illustrate that with an example: the role of the reservoir in a thermal machine cycle will strongly depend on the design of the mode spectrum and on when the “contacts” take place. In other words, the timing of the valve QTPs will matter. If the recoupling is in between recurrences, the reservoir will appear dephased and with seemingly no memory of what happened during the previous cycle. However, the system is coherent: by changing the timing the valve coupling can occur at the time of the recurrence and the reservoir can appear to have memory of what happened during a previous cycle, and hence be a non-Markovian bath. Designing the longitudinal confinement in each part of the thermal machine will allow us to have in principle (nearly) full control of the memory of selected states in the thermal machine at later times. This will allow us to design and probe a large variety of interesting Markovian and non-Markovian situations [102–106].

3. Finite-size effects due to energy fluctuations

Individual realizations of the experiment are subjected to non-negligible thermal fluctuations. A particularly interesting question lies in observing the predictions related to finite-size effects derived in various theoretical frameworks of quantum thermodynamics. Our systems are small, and therefore can be heavily influenced by fluctuations in energy. Moreover, we are interested in a single-shot process of cooling, namely to run the machine for at most a few cycles for a single initial preparation; as opposed to preparing a large amount of identical condensates and seeking to cool them only on average. The performance of
machines in such a single-shot setting has typically been captured by additional “thermodynamic laws,” which are distinct from the standard laws that are valid in the thermodynamic limit. Such “laws” are essentially constraints, which have been phrased in terms of (i) generalized free energies in the context of a resource-theoretic language of quantum thermodynamics [107], (ii) fine-grained Jarzynski inequalities [108], or (iii) other measures specifically tailored for Gaussian systems [109]. These are intricate and important theoretical descriptions. But make-or-break questions for the significance of such pictures presumably are the following ones: can we observe their predictions? Specifically, how relevant are they to characterize the potentials and limits of practical thermodynamic protocols such as the cooling scheme proposed in this work? Much remains to be explored in this direction for quantum many-body systems in contrast to other physical settings where specific ideas have been proposed [110].

B. Efficiency of quantum machines: notions of work and performance versus theoretical limits

Turning our attention to the notion of efficiency of quantum machines, we would like to connect the expected performance of our proposal to limits set in the literature. A couple of comments are in order before we begin this discussion. First of all, there are different notions of efficiency that one could discuss: on the one hand, the quantum efficiency would compare how much work is drawn from the quantum system in order to implement the machine operation. For a fridge that would be the coefficient of performance, simply given by the quotient of the heat removed from the target system and the work performed by the piston. On the other hand, the complete efficiency would be the quotient of heat removed by total work invested in keeping the machine running, i.e., including the power drawn by the computers, DMD, and other physical machinery that is needed to keep the system running as a whole. As the cost of control is generically orders of magnitude above the energy scale of the system, any complete evaluation of efficiency of a controlled quantum engine (such as we propose) would not be very meaningful, since running this machine as an engine to generate work would be futile: much more work would have to be put into the control as one could possibly expect to gain. The quantum efficiency on the other hand, does not have a great operational meaning unless supplemented by further context: from a pragmatic perspective, it is unclear why one should care only about the work that is specifically done by the piston and ignore all the work that went into generating the field defining the piston in the first place.

The main goal of the machine is to cool down a target system in ways that transcend the possibilities of purely classical refrigeration processes. Here, an exciting direction is to instead explore experimentally the fundamental limits of cooling, as they are usually captured in readings of the third law(s) of (quantum) thermodynamics. Adapting the terminology from recent works [111,112], the QTP toolbox can be seen as coherent building blocks for a thermal machine, whereas resource-theoretic operations are energy incoherent. Nevertheless, coherent operations (i.e., time-dependent Hamiltonian control operations) and incoherent operations (i.e., resource-theoretic operations), if both given the same amount of complexity, can achieve similar performance (final energy) in terms of cooling of qubit systems [111]. Therefore, the fundamental bounds obtained from resource-theoretic frameworks in machine performance [107,113,114], especially such as the third law derivations [114,115], may be a valuable benchmark.

In all thermodynamical processes considered for our QFM in the future, an important issue is the notion of work itself. Indeed, quantifying work extraction in the quantum regime can be treated by various theoretical frameworks of quantum thermodynamics and might yield different results depending on the definition used [116]. For the refrigeration cycle that we propose here, however, the useful output of the QFM is easy to assess, as shown in Fig. 6. This, however, is not as straightforward in general for other tasks that may be implemented with the QTPs that we have presented. In that case, additional ideas for quantifying quantum work will have to be developed in accordance with our modeling involving exclusively unitary processes induced by time-dependent Hamiltonians. For example, since we always initialize the quasicondensates in a thermal state, this process is similar to the standard setting of fluctuation relations [117]. However, the statements of work extraction provided by fluctuation relations involve initial and final projective energy measurements on the system, which is not directly measurable in experiments with quantum many-body systems.

QTPs can be used to perform work on systems and in the process we saw that this brings them out of equilibrium. Therefore, in the resource-theoretic framework of quantum thermodynamics [107,118] they should be interpreted as being resourceful and hence stand in contrast to free operations and states, which are usually studied in this formalism. This highlights the gap between this powerful, but abstract, framework with what is meaningfully achievable in experimental setups. So far, the energetic worth of nonthermal resource states has been studied in the context of distillation rates [119,120]. Our platform will provide a test bed for quantifications on the level of operations rather than states and might be potentially useful for practical settings.

C. Experimental realization of a QFM

The first type of energy referring to known properties can in the widest sense be related to work, the latter to heat and entropy. Ultimately, it is the amount of information one has about the energy present in the system that decides
whether it should be interpreted as heat or work [1,113,121–125]. Aside from the conceptual issue of separating work and heat, much progress has also been made in theoretical quantum thermodynamics, in terms of predictions of how energy exchange in finite-sized quantum systems would occur.

In the present Paper, we deliberately focus on a simple and straightforward way of implementing a QFM in the form of a one-dimensional bosonic quantum gas, which can be described with a Gaussian effective model. Having said that, there are many interesting directions that can be explored in order to extend our proposal.

1. Non-Gaussian QFMs

We have left it open to what extent higher-order, non-Gaussian contributions will play a substantial role in the operation of the QFM in the experiment. One example where these could potentially matter is when running the QFM with a long cycle time. This is because of dephasing or damping effects, which are not present in the TLL model can occur in real experiments already around 50 ms [17,33]. We currently take into account effects of dephasing or damping effects, which are not present in the TLL model considered in our simulation is 40 ms. A key aspect of future investigations will be to comprehensively explore weak non-Gaussian effects arising from such effects. We expect many-body dephasing to primarily have the effect of thermalizing the bath, but otherwise not obstructing the heat flow, which occurs faster than the onset of any dephasing observed so far. Nevertheless, a detailed study will provide more substantial insights into this important aspect.

The second interesting case is to notice that during the splitting and recombination, the mean density at the interface is low and there the linearized phononic description might break down. This may lead higher-order interactions to become substantial and induce scattering of phonons around the interface. In the experimental implementation, one can extract higher-order correlations and study non-Gaussian correlations [20]. If present, they can be studied by numerical field theoretic calculations [126] or compared with predictions based on fundamental relations in quantum thermodynamics [127].

Finally, the existing atom-chip platform allows one to controllably add sine-Gordon interactions [20,23] and hence also non-Gaussian QFMs can be explored experimentally. The sine-Gordon model is paradigmatic for our understanding of quantum field theory [128–131] thanks to its rich physics, e.g., excitations of finite mass and nontrivial topological properties. The experimental implementation [20] following the quantum simulation proposal from Ref. [23] has been realized using two longitudinally tunnel-coupled one-dimensional quasicondensates. In this case, the system should be described by relative degrees of freedom, the relative phase \( \hat{\varphi}_{rel}(z) \) and density \( \delta \hat{\rho}_{rel}(z) \) fluctuation fields. These fields are obtained by considering the difference of the respective fields of each of the condensates, see, e.g., Ref. [33] for a detailed discussion in relation to a recent experiment. Using interferometric measurements [20,33,34,65,66] correlation functions of the relative phase can be measured, which allowed substantiation of the fact that the physical system has been correctly described by the effective sine-Gordon Hamiltonian for two adjacent quasicondensates

\[
\hat{H}_{SG} = \int dz \left\{ \frac{\hbar^2 \rho_0(z)}{4m} \left[ \partial_z \hat{\varphi}_{rel}(z) \right]^2 + g \delta \hat{\rho}_{rel}(z)^2 \right\} - \int dz \ 2\hbar J \rho_0 \cos(\hat{\varphi}_{rel}(z)),
\]

with effective field operators now capturing the relative phonon modes and interacting with a non-Gaussian cosine term. Tuning of the tunnel coupling \( J \) is possible experimentally, which would allow building QFMs in various interaction regimes, ranging from a system of noninteracting modes to a strongly correlated quantum system with topological excitations. See Ref. [16] for further details in the context of thermal machines and Ref. [20] for a detailed experimental study of the many-body aspects of the model.

Summarizing, the two coupled one-dimensional quasicondensates will allow us to build and study strongly correlated QFMs, where the degree of correlations (that is, the degree of higher-order correlation functions that are relevant) can be experimentally tuned. It is known that the time evolution of interacting local quantum systems is computationally hard (technically speaking, it is bounded-error quantum polynomial time (BQP) complete in worst-case complexity), and in practice computationally demanding for classical computers for physically relevant problems. This applies as well to the equilibrium processes involved in the operation of the QFM. While numerical studies may prove inefficient, the properties of these strongly correlated QFMs can be probed experimentally in detail by measurements of (higher-order) correlation functions [20,132].

2. Matter-wave interferometry of parallel QFMs

An intriguing idea is to run machines in parallel. This opens up the possibility to compare the operation of two identical machines by direct observation of matter-wave interferometry [133]. On the atom chip it is possible to conceive of two machines positioned side by side, parallel to each other (Fig. 1 would then be the side view of two machines) and they would be identical in the sense of having the same initial state preparations and subsequent control operations implementing QTPs making up the Otto cycle. This can be done using well-established
protocols of manipulating the gas using a longitudinal double well and interference has been observed in this case in various situations [15, 20, 33, 37, 65, 132]. Interferometry by its nature looks at relative fluctuations and hence disregards classical disturbances in the operation, which are identical for both systems and directly measures quantum fluctuations. Their appearance should be studied interferometrically for various initial states of the two systems including the following.

(i) Two independent systems created by cooling two cold atomic clouds separately. This provides the base case to be compared to when studying more interesting initial states.

(ii) Two systems that are dephased in a prethermalized state [37]. In this case the temperature of relative degrees of freedom has been found not to be fully determined by the cooling process but rather to be related to the tunnel coupling $J$ in Eq. (26) present during state preparation.

(iii) Two systems with (nearly) identical phonon modes with strongly suppressed quantum noise in the relative degrees of freedom. Such states have been achieved experimentally [44, 80] and can be further improved by optimal control of the splitting process [134].

Each of these approaches would prepare machines that would have distinct initial conditions and an experimental study would allow insights to be gained on how these influence the operation of the QFMs. Observing features where cases (ii)–(iii) would differ from the simple case of independent machines (i) would then most likely require a nonclassical explanation.

3. Necessity of optimal control for operations of the QFM

In our present study we have involved only very simple protocols to operate the different primitives building a QFM. In a real-world implementation, one would naturally like to speed up and optimize the different steps of a QFM. This should be in fact expected to be a crucial matter. This can be done by implementing optimal control methods [135–138], such as those reported for splitting a double well in Ref. [134] or for the excitation process in Ref. [139]. Notably, some of the control theory is already established for the piston QTP and has been successfully implemented [53]. There, a harmonic trapping potential has been considered and the extension of the GP profile has stably been modified. This involved the fact that modifying a harmonic trapping potential acts essentially as a lens for the individual atoms making up the system, so not only one can compress them appropriately but also accurately decelerate them when needed.

4. Diagnostic tools for QFMs

Finally, a particularly important direction to study is the development of further diagnostic techniques for the system along the lines of recent developments [17, 20, 34, 47, 58–66, 140–142]. We have discussed in Sec. III C and Appendix A the current experimental read-out capabilities and have proposed how to enhance them by novel variants of tomographic data analysis [17]. Detailed monitoring of the QFM will be crucial and novel hardware solutions can aid that goal.

A particularly interesting possibility is to trap a three-dimensional condensate close to the one-dimensional QFM and use it as a sensing device. Matter-wave interference between two systems of different dimensionality seems to be interesting in its own right offering to study a wealth of various physical phenomena [66, 141]. In addition, it could be expected to provide additional read-out resources with the goal of circumventing the current imaging resolution limitations that are difficult to improve otherwise. The implementation of this scheme would have the advantage of providing a direct measurement of the phase along of a single quasicondensate in contrast of the indirect tomographic approach. See Ref. [47] for related work in this direction and additionally Refs. [7, 143] for a discussion of possibilities for immersion cooling.

Finally, let us remark about the possibility of performing nondestructive measurements, which are essential, e.g., for an analysis of a thermodynamical process using fluctuation relation theorems, which involves a two-step measurement process on the same system. Currently the measurements performed in experiments using the atom chip are destructive, see, e.g., Ref. [66] for a discussion of measurements following a time-of-flight expansion. When experimenting with 1D systems destructive measurements are experimentally easier because of the small atom number. In that case one can illuminate the complete system for readout and every atom scatters many photons. Measuring in time of flight has the additional advantage that the atomic cloud, which is initially only a few 100 nm in transverse size, can expand transversely to a size that is above the resolution limit of the imaging optics (as used in Refs. [144, 145]). For a long time of flight, the atoms have moved away from the atom-chip elements that were being used for the control in the experiment, thus reducing spurious light scattering that can contaminate the pictures. Such a measurement is destructive in two ways: (1) the gas is released from the trap, (2) as the atoms are heated up so much by the light scattering that the low-energy quasicondensate description for the atomic cloud is not valid anymore: the BEC evaporates unless the system is large [146–151]. Thus, nondestructive measurements in our system can not be performed by illuminating the atoms for readout multiple times but rather in a less disruptive way, e.g., by out coupling of atoms [147]. Here, one would like to remove selectively atoms from a portion of the system and measure these projectively away from the system. This has the advantage that the system will not be destroyed and the measurement can
be repeated. Additionally, imaging individual out-coupled atoms allows consideration of quantum-limited measurements [152,153]. However, the mechanical effects of even the second-order Zeeman effect in the strong magnetic field gradients of the chip traps, which are still on to keep the remaining system running, make these measurements more difficult. Still, these engineering challenges could be overcome in near term.

For applications in quantum thermodynamics and fluctuation relation theorems, it should be noted that these measurements would be local in space (product measurements of commuting observables). This is in contrast to many protocols assuming projective measurements in the entangled and nonlocal energy eigenbasis—in general it is not clear how to achieve these experimentally demanding requirements in quantum many-body systems.

As a final outlook, let us remark that measurements using outcoupled atoms could potentially allow for implementing error mitigation for the refrigeration QFM: when merging two systems, the number of excitations will be influenced by phase diffusion of the phase zero mode and the measurement of the relative phase between the outcoupled atoms could allow selection of the experimental runs that happen to have fewer excitations than the average realization. Assessing the back action on the system and the influence on the performance of the QFM in such a scheme is an interesting question for future study.

5. Relation of our proposal to other platforms

At the heart of this work stands the design of a specific QFM based on continuous cold atomic programmable potentials, for good reason, as this is a blueprint for a quantum thermal machine following the desiderata that we have laid out. In this sense, we see this specific choice rather as a strength of this proposal and not a weakness.

Having said that, it should be clear that ideas of creating a toolbox of thermodynamic primitives as macroscopic operations over quasicondensates, reminiscent of operations acting on bulk systems in conventional thermodynamics, may well carry over to other cold atomic platforms, stressing the generality of the approach taken. Specifically, for systems of cold atoms in optical lattices, digital mirror devices have been used to implement programmable potentials [154,155]. In such settings, giving rise to programmable Bose-Hubbard dynamics, a coupling and decoupling giving rise to a valve and the compressing and decompressing realizing a piston could be realized, following the general prescription of this work.

On a related but different note, we mention the relationship of the present proposal to other proposals of quantum thermal machines or refrigerators that have been put forward. Indeed, cold atomic quantum thermal machines have been considered [7], investigating the refrigeration of an atomic cloud, but not following the mindset of operational primitives laid out here. There, the use of two atomic species has been suggested, in which one atomic species implements the working medium and the other implements two baths that are hot and cold, respectively. Our proposed system is simpler and therefore presumably more robust against experimental uncertainties and imperfections than that of Ref. [7], which requires a very high level of control over the system and very precise fine tuning of experimental parameters. The recent work Ref. [156] starts with a gas of rubidium atoms cooled down to low temperatures, where the thermal machine, however, consists of individual cesium atoms and does not operate in the quantum many-body regime. Work already mentioned above demonstrates thermoelectricity in a fermionic ultracold atoms channel, connected to two reservoirs [91].

Further away still from the setting we consider here are proposed refrigeration schemes based on a phonon-pumping mechanism in nanomechanical systems [157,158]. These schemes also aim at achieving cooling of a quantum system, albeit in a quite different way from the setting considered here. In that work, noninteracting phonons are suggested to provide the work fluid, in contrast to massive atoms that are in the focus of attention in the present work. The phonon number is not preserved and a nanomechanical system is expected to be open. This observation—together with the fact that the piston is anticipated to be realized as a traveling lattice perturbation acting as a semireflective barrier—seems to come along with substantial experimental challenges. There are also similarities, in that cycles involving three subsystems are being considered. In the present work, the cycles are composed of operational primitives involving massive and potentially interacting atomic quantum systems.

The most significant contribution of the present work is to carefully introduce and discuss these basic operations at hand of numerical results based on an accurate microscopic model, for which the cyclic processes in quantum thermodynamics devised are more an example than an aim in its own right.

VII. CONCLUSIONS

In this work, we have set out to devise a blueprint for a genuine quantum thermal machine in one-dimensional ultracold atomic gases, a platform that we propose to realize complex thermodynamic tasks. We have proposed a quantum field machine (QFM) involving phononic degrees of freedom described by an effective quantum field theory. When devising this blueprint, resorting to a quantum mechanical description has been crucial to reduce the physical description of the system to a point where the functioning of the machine can be easily grasped. In order to provide guidance towards constructing thermal field machines, we characterize a toolbox of thermodynamic
primitives, which are macroscopic operations over quasi-condensates, reminiscent of operations acting on bulk systems in conventional thermodynamics. Our proposal puts forward a scheme for a refrigeration QFM that involves a system featuring quantum effects, a cold atomic gas, and the machine performs a useful task—cooling of phononic quantum fields. In contrast to previous realizations of quantum engines this cannot be practically achieved by controlling every single degree of freedom of the system as there are just too many. It goes without saying that this task is useful and we hence fully accommodated the three requirements that we have set in the outset of this work for a thermal machine to be a genuine quantum machine. We found that quantum effects present in our QFM are currently detrimental to its cause: operating the valve of the QFM induces inevitable excitations adding thermal noise of reservoirs. This is rooted in the quantum effect of phase diffusion of phase zero modes and in the dynamical Casimir effect and features a detailed temporal structure thus far ignored. Remarkably, even after accounting for realistic “imperfections” expected in the experiment we predict notable cooling. As detailed, exploring further quantum features is possible, including (i) at sufficiently low temperatures entanglement or zero-point fluctuations leading to sub-Poissonian noise when operating the valve [37], (ii) non-Gaussian QFMs [20], (iii) non-Markovian QFMs [33], (iv) parallel machines amenable to measurements using matter-wave interferometry [20,33,37,44,159], (v) quantum phase diffusion and phase-locking via Josephson oscillations [159], (vi) few phonon regime similar to quantum optics in the few photon regime where the quantized nature of the energy spectrum becomes manifest and individual runs of the QFM will unavoidably fluctuate.

It is clear that this work constitutes only a commencing study of a research program of a larger scope. We perform classically efficient numerical simulations, but calculations for a non-Gaussian QFM are expected to hit the computational complexity barrier: it is key to our work that the blueprint for a QFM devised here resorts to a quantum many-body regime, in contrast to work that aims at understanding single-atom heat machines [160]. Even though our operational principles and cycles are reminiscent of those of classical heat engines, i.e., canonical thermodynamical transformations, we highlighted some interesting issues obstructing understanding the functioning of our QFM using resource theories. We have encountered quantum features which in the future should, to the contrary of our current observations, be seen not as a burden but as a potential advantage: they should be used to improve the performance of the thermal machine in the deep quantum regime.

Our theoretical model for a Gaussian QFM is expected to largely capture the qualitative operation of the QFM. The quantitative features may change and there is a rich number of entry points for non-Gaussian behavior to set in. We expect their effect to be small and to not overhaul our predictions. Ultimately, whether this will play out to be true in reality can only be decided by performing an experiment.

We firmly believe that such a machine can and should be built, which will deepen our understanding of thermodynamics in the quantum regime. Further progress in the research field of quantum thermodynamics necessitates the development of useful quantum machines to drive, motivate, and guide the theoretical development of the corresponding laws, just as the advent of steam engines propelled the development of thermodynamics in the 19th century. It is our hope that the roadmap laid out in this work will serve this cause well.
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APPENDIX

This appendix provides sections accompanying the discussion presented in the main text as follows. We begin by giving in Appendix A more details about the precise quantities that can be measured in experiments on the atom chip and discuss how to connect these to thermodynamical quantities. Next, in Appendix B we summarize...
the essential ingredients of the bosonic Gaussian formalism, which is the analytical base for the numerical code that produced our results. Finally, Appendix C provides an extended discussion on simulation details, including precise formulation of the lattice approximation employed in the code, extended description of the valve QTP [including how to compute the energy density or compare to the continuum limit in the scenario of sudden (quench) merging], of the piston QTP (including additional discussion of the model, compression dynamics and details of coupling inhomogeneous QFTs after compression) and finally we discuss different relaxations of parameter constraints that have yielded an almost 30% cooling ratio.

APPENDIX A: EXPERIMENTALLY MONITORING THERMODYNAMIC TRANSFORMATIONS IN PHONONIC QUANTUM SIMULATORS

Let us begin by discussing which quantities, if measured experimentally, would reveal insights about the thermodynamic transformations in the system. We then proceed by explaining what are the direct experimental observables and how to connect to the desirable thermodynamical observables. In experiments, one should distinguish the cases of having a single quasicondensate and two which are adjacent. First let us discuss the former case where we have access to measurements of the atom numbers locally by transversal density absorption imaging (from the side). These numbers will be ultimately binned together due to finite resolution. The recovered atom number per bin \(N_i(z_j, t)\) will fluctuate randomly between realizations \(i\) and will give spatially resolved data where \(z_j\) can be measured in steps of about \(\Delta z_{\text{res}} = 2 \mu m\) on the atom chip. The quantities obtained for this lattice can be compared to theory by convoluting the continuum quantities by a Gaussian function with \(\sigma_{\text{res}} = 3 \mu m\) and evaluating \([17,34]\). After taking this data at a given time \(t\) one can obtain the density fluctuations as follows. The empirical mean of the observable random variable \(N_i(z_j, t)\) gives access to the GP profile

\[
\rho_0(z_j, t) \approx \frac{1}{M} \sum_{i=1}^{M} N_i(z_j, t).
\]

After subtracting these values from the individual realizations and squaring the shifted random variable we obtain the estimator

\[
\Gamma^{\rho\rho}(z_j, z_j', t_i) \approx \frac{1}{M} \sum_{i=1}^{M} \left[ N_i(z_j, t_i) - \rho_0(z) \right] \times \left[ N_i(z_j', t_i) - \rho_0(z) \right].
\]

Indeed, what we obtain by this is nothing else than the estimate the second moments of density fluctuations away from the mean density of the quasicondensates. The on-site correlation gives information about the energy of phonons. As discussed in Sec. III in the main text, the total energy in the system can be obtained by considering the formal expression for expectation value of the Hamiltonian

\[
\langle \hat{H}[\rho_0] \rangle = \int dz \left\{ \frac{\hbar^2}{2m} \rho_0(z) \left[ (\partial_z \hat{\varphi}(z))^2 \right] + g \frac{1}{2} \langle \delta \hat{\varphi}(z)^2 \rangle \right\}.
\]

(A3)

Of course in the experiment one can measure only at discrete positions but what we can do is try to obtain this quantity via a finite Riemann sum, specifically in the density sector we find

\[
E_\rho(t) = \frac{g}{2} \int dz \langle \delta \hat{\varphi}(z)^2 \rangle \approx \frac{g}{2} \sum_j C^{\rho\rho}(z_j, z_j, t_i) \Delta z_{\text{res}}.
\]

(A4)

By considering the summand in this expression we get access to the energy density for the density fluctuations. Studying how it changes in time between different pixel positions \(z_j\) will then give information about the dynamics of the energy of density fluctuations in the system.

For the single quasicondensate, as explained in the main text, it is not possible to measure directly the phase fluctuations. This is important, however, in order to assess the energy contribution coming from the gradient of the phase operator. This information can be obtained via a tomographic approach by studying the velocities of wave packets going through the system, as demonstrated recently [17]. The basic idea is that the phononic Hamiltonian can be put to a normal form

\[
\hat{H} = \sum_{k>0} \frac{\hbar \omega_k}{2} (\hat{\varphi}_k^2 + \delta \hat{\varphi}_k^2) + \frac{g}{2} \Delta \hat{\varphi}_0^2
\]

(A5)

using the eigenmode operators \(\hat{\varphi}_k, \delta \hat{\varphi}_k\) that depend on the GP profile arising from cosine eigenfunctions in the homogeneous case. We then find that the dynamics of the density fluctuation operator reveals information about the phase operator by means of the relation

\[
\delta \hat{\varphi}_k(t) = \cos(\omega_k t) \delta \hat{\varphi}_k + \sin(\omega_k t) \hat{\varphi}_k.
\]

(A6)

Exploiting this expression to relate observables at different times and using the analysis and reconstruction methods developed in Ref. [17] should then give access to the second moments of the phase fluctuations. Specifically, one would reconstruct the second moments \(C_{k,k'} = \langle \hat{\varphi}_k \hat{\varphi}_{k'} \rangle\) of eigenmodes \(k, k'\) and we can obtain the total energy
Additionally, one can translate the second moments of the eigenmodes to real space after performing the derivative on the eigenfunctions, which should give the local information about the energy.

When considering two condensates one has access to interferometric measurements of the relative phase fluctuations \( \hat{\varphi}_{\text{rel}} = \hat{\varphi}_1 - \hat{\varphi}_2 \) between two quasicondensates and based on nonequilibrium variations of that observable, relative density fluctuations \( \delta \hat{\varrho}_{\text{rel}} = \delta \hat{\varrho}_1 - \delta \hat{\varrho}_2 \) were reconstructed in Ref. [17]. Density absorption is still available to measure density fluctuations of the common degrees of freedom \( \delta \hat{\varrho}_{\text{com}} = \delta \hat{\varrho}_1 + \delta \hat{\varrho}_2 \) but is usually less revealing.

**APPENDIX B: GAUSSIAN MODELS IN THE SIMULATIONS OF QTPS**

The continuous Hamiltonian given in Eq. (5) can be appropriately discretized, which we explain in Appendix C1. The system can then be described in terms of quadrature operators, in particular, one can describe the quantum states and dynamics with the Gaussian framework of covariance matrices and symplectic transformations. In this section, we present a short summary of the formalism of Gaussian quantum information, see, e.g., Refs. [161,162] for more complete reviews on the subject.

We consider bosonic systems of \( N \) bosonic modes, associated with quadratures

\[
\hat{\mathbf{X}} := (\hat{q}_1, \hat{q}_2, \ldots, \hat{q}_N, \hat{p}_1, \hat{p}_2, \ldots, \hat{p}_N)^T
\]

that can be seen as the \( N \) position and momentum operators, respectively. The canonical commutation relations can be captured as \[ [\hat{X}_i, \hat{X}_m] = i\Omega_{lm} \] for \( l, m = 1, \ldots, N \), giving rise to the symplectic form

\[
\Omega = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

Given a density matrix \( \hat{\varrho} \), we define the vector of mean values \( \mathbf{X} := \langle \hat{\mathbf{X}} \rangle_{\hat{\varrho}} = \text{Tr}(\hat{\varrho} \hat{\mathbf{X}}) \) : these are the first moments of the set of quadrature operators \( \hat{\mathbf{X}} \) corresponding to the quantum state. The second moments can be collected in the covariance matrix with entries

\[
\Gamma_{ij} := \langle \hat{\mathbf{X}}_i \hat{\mathbf{X}}_j + \hat{\mathbf{X}}_j \hat{\mathbf{X}}_i \rangle_{\hat{\varrho}} - 2 \langle \hat{\mathbf{X}}_i \rangle_{\hat{\varrho}} \langle \hat{\mathbf{X}}_j \rangle_{\hat{\varrho}}.
\]

For a single mode, namely \( N = 1 \), the diagonal elements of \( \Gamma \) are simply the two variances \( \Gamma_{1,1} = 2(\Delta \hat{q}_1)^2 \) and \( \Gamma_{2,2} = 2(\Delta \hat{p}_1)^2 \). The single constraint for the real-valued matrix to correspond to a physical state is given by the **Heisenberg uncertainty relation**, which can be concisely written as

\[
\Gamma + i\Omega \geq 0.
\]

Of key importance in this work are bosonic Gaussian states. A general Gaussian state of \( N \) modes is fully described by the vector of mean values and the covariance matrix corresponding to all modes. Gaussian states are ubiquitous in physical systems. For example, thermal states \( \hat{\varrho}_T = \exp(-\beta \hat{H}) / \text{Tr}[\exp(-\beta \hat{H})] \) are Gaussian whenever the Hamiltonian \( \hat{H} \) is quadratic in the field operators, which again is a very common situation in many physical settings. In condensed-matter physics and in quantum field theory, such a situation would be referred to as being **noninteracting**. Generally, every Gaussian state with full support [163] can be written in a form resembling thermal states of quadratic Hamiltonians, namely there exists a \( H \) such that

\[
\hat{\gamma}[H] = \frac{1}{Z} \exp\left(-\frac{1}{2} \mathbf{X}^T \Gamma \mathbf{X} - \mathbf{X}^T \mathbf{H} \mathbf{X} \right)\]

\[
H = \begin{pmatrix} H_{qq} & H_{qp} \\ H_{pq} & H_{pp} \end{pmatrix},
\]

where \( H \) is a real positive semidefinite \( 2N \times 2N \) matrix written in block form for clarity and

\[
Z = \text{Tr}\left[ \exp\left(-\frac{1}{2} \mathbf{X}^T \Gamma \mathbf{X} - \mathbf{X}^T \mathbf{H} \mathbf{X} \right) \right] = \sqrt{\det[(\Gamma + i\Omega)/2]}.
\]

is the normalization, which can be fully determined by the covariance matrix of the Gaussian state \( \Gamma \). The relation between \( \Gamma \) and the matrix \( H \) appearing in the expression above is

\[
H = 2i\Omega \arccoth(i\Omega \gamma), \quad \gamma = i\Omega \tanh(i\Omega H/2).
\]

In turn, any generic quadratic (Hermitian) Hamiltonian can be written similarly as above, i.e., with \( H \) being a real positive-semidefinite \( 2N \times 2N \) matrix. Thus, as a difference with respect to the above matrix appearing in the expression for faithful Gaussian states, a generic quadratic Hamiltonian can also contain zero eigenvalues (and need not to be diagonalizable).

The (Gaussian) unitary evolution corresponding to the time-independent quadratic Hamiltonian translates into the symplectic transformation acting on the covariance matrix, given by

\[
G(t) = \exp(\Omega H t),
\]

such that the evolved covariance matrix is \( \Gamma(t) = G(t) \Gamma(0) G(t)^T \). A similar relation holds for the evolution
with time-dependent Hamiltonians, see, for example, the discussion on the QTP primitives in Appendix C. Thus, in the framework of Gaussian states and operations one can work directly with just the mean vector and the covariance matrix, since they jointly contain all the information that characterizes the Gaussian state. In particular, given a quadratic Hamiltonian $\hat{H} = \sum_{k,l} H_{k,l} \hat{x}_k \hat{x}_l$, the average energy of a state $\hat{\gamma}$ can be easily computed as

$$E_\gamma = \text{Tr}(\hat{H} \hat{\gamma}) = \sum_{k,l} H_{k,l} \text{Tr}(\hat{\gamma} \hat{x}_k \hat{x}_l) = \sum_{k,l} H_{k,l} \left( \frac{1}{2} \gamma_{k,l} + \langle \hat{x}_k \rangle_\gamma \langle \hat{x}_l \rangle_\gamma \right). \tag{B9}$$

The covariance matrix and the Hamiltonian matrix can be put into normal form by symplectic transformations, which read

$$\Gamma = M \left( \bigoplus_k \gamma_k \mathbb{1}_2 \right) M^T, \quad H = M \left( \bigoplus_k \omega_k \mathbb{1}_2 \right) M^T, \tag{B10}$$

where $M$ is a symplectic matrix and the $\{\gamma_k\}$ (respectively $\{\omega_k\}$) are the symplectic eigenvalues and are the eigenvalues of $i\Omega \Gamma$ (respectively $i\Omega H$). Clearly, the symplectic eigenvalues of $\Gamma$ and $H$ are related to each other in the same relation as Eq. (B7), e.g., for a thermal covariance matrix at inverse temperature $\beta^{-1} = k_B T$, we have

$$d_k = \coth(\beta \omega_k / 2), \tag{B11}$$

which is the usual relation between the normal-mode frequencies $\omega_k$ of a harmonic oscillator Hamiltonian and the normal covariances of its thermal state. Note that by identifying $\gamma_k = 2(n_k + 1)$, this agrees with the Bose-Einstein number distribution formula

$$\langle \hat{n}_k \rangle = e^{-\beta \omega_k} / (1 - e^{-\beta \omega_k}). \tag{B12}$$

The von Neumann entropy of a quantum state $\rho$ can be also directly computed from its covariance matrix $\Gamma$, and in particular just from its symplectic eigenvalues (as is true for every unitarily invariant quantity). In fact, recall the definition

$$S(\hat{\gamma}) := -\text{Tr}(\hat{\gamma} \log \hat{\gamma}), \tag{B13}$$

and that it is invariant under unitaries. By considering the density matrix expressed as in Eq. (B5), we notice that we can first apply local unitaries (namely displacement operators) so to put $\hat{X}_\sigma = 0$. Then, by taking the matrix logarithm, we find the expression for the von Neumann entropy of a (faithful) Gaussian state to be

$$S(\hat{\gamma}[H]) = \frac{1}{2} \log \det \left( \frac{\Gamma + i\Omega}{2} \right) + \frac{1}{2} \sum_{k,l} \text{arcoth}(i\Omega_{k,l}/(i\Omega \Gamma)_{k,l}), \tag{B14}$$

and in terms the symplectic eigenvalues of the covariance matrix it reads

$$S(\hat{\gamma}[H]) = \sum_{k=1}^N \left[ \left( \frac{d_k + 1}{2} \right) \log \left( \frac{d_k + 1}{2} \right) - \left( \frac{d_k - 1}{2} \right) \log \left( 1 - \frac{d_k - 1}{2} \right) \right]. \tag{B15}$$

For a thermal covariance matrix with $\beta > 0$, we can rewrite this expression in terms of normal mode frequencies:

$$S(\beta) = \sum_k \left[ \beta \omega_k e^{-\beta \omega_k} / (1 - e^{-\beta \omega_k}) - \log(1 - e^{-\beta \omega_k}) \right]. \tag{B16}$$

Recall that $F(\cdot) = \text{Tr}(H \cdot) - S(\cdot) / \beta$ is the nonequilibrium free energy of the state relative to its surrounding ambient temperature $\beta^{-1}$ and its corresponding Hamiltonian $H$. In the case of thermal states, the free energy is given as

$$F(\beta) = \text{Tr}(\hat{H} \hat{\gamma}[\hat{H}]) - \beta^{-1} S(\beta) = \beta^{-1} \sum_k \log(1 - e^{-\beta \omega_k}). \tag{B17}$$

Given two faithful Gaussian states $\hat{\gamma}$ and $\hat{\sigma}$, each on $N$ bosonic modes, described by covariance matrices $\Gamma$ and $\Upsilon$, respectively, it is also easy to compute their relative entropy according to

$$S(\hat{\gamma} \| \hat{\sigma}) = -S(\hat{\gamma}) - \text{Tr}(\hat{\gamma} \log \hat{\sigma}) = \text{Tr} \left[ \hat{\gamma} (\log \hat{\gamma} - \log \hat{\sigma}) \right], \tag{B18}$$

essentially because again it is easy to compute the logarithm of such states. Since the first term is nothing but the negative von Neumann entropy that can be computed according to Eq. (B15), we can see this by just considering the second term. By considering the form, Eq. (B5), of faithful Gaussian states, we obtain

$$\text{Tr}(\hat{\gamma} \log \hat{\sigma}) = -\log Z_\sigma + \text{Tr} \left[ \hat{\gamma} \left( -\frac{1}{2} (\hat{X} - \hat{X}_\sigma)^T H_\sigma (\hat{X} - \hat{X}_\sigma) \right) \right], \tag{B19}$$
where we simply use the fact that the logarithm and exponential of a matrix are inverse functions. We can also simplify further the above expression and write it just in terms of (combinations of) covariance matrices elements as

\[
-\text{Tr}(\hat{\gamma} \log \hat{\sigma}) = \frac{1}{2} \log \det[(\Gamma + i\Omega)/2] + \frac{1}{4} \sum_{k,l} \Gamma_{k,l}(H_{\sigma})_{k,l} + \frac{1}{2} (\hat{X}_\sigma - \hat{X}_\rho)^T H_{\sigma} (\hat{X}_\sigma - \hat{X}_\rho),
\]

(B20)

which leads to

\[
S(\hat{\gamma} \| \hat{\sigma}) = \frac{1}{2} \left[ \log \left( \frac{\det[(\Gamma + i\Omega)/2]}{\det[(\Gamma + i\Omega)/2]} \right) + \frac{1}{2} \sum_{k,l} \Gamma_{k,l}(H_{\sigma})_{k,l} + \frac{1}{2} (\hat{X}_\sigma - \hat{X}_\rho)^T H_{\sigma} (\hat{X}_\sigma - \hat{X}_\rho) \right],
\]

(B21)

where we also use the expression (B14) for the von Neumann entropy. Note once more that the matrices \(H_{\sigma}\) and \(H_{\rho}\) can be also directly obtained from \(\Gamma\) and \(\Omega\), respectively, through Eq. (B7). Another useful expression can be written down, containing explicitly the symplectic eigenvalues of the two covariance matrices. For that we notice that the logarithm of the partition function \(Z_{\sigma}\) can also be expressed as

\[
\log Z_{\sigma} = \frac{1}{2} \sum_{k} \log \left((\nu_k^2 - 1)/2\right),
\]

(B22)

where \(\{\nu_k\}\) are the symplectic eigenvalues of \(\Gamma\). Thus, we can write

\[
S(\hat{\gamma} \| \hat{\sigma}) = -S(\hat{\gamma}) + \sum_{k} \log \left((\nu_k^2 - 1)/2\right)
\]

\[
+ \frac{1}{4} \sum_{k,l} \Gamma_{k,l}(H_{\sigma})_{k,l}
\]

\[
+ \frac{1}{2} (\hat{X}_\sigma - \hat{X}_\rho)^T H_{\sigma} (\hat{X}_\sigma - \hat{X}_\rho),
\]

(B23)

where we can also use the expression (B15) for \(S(\rho)\). Finally, note that if \(\sigma\) is a true thermal state of a Hamiltonian \(H\) at inverse temperature \(\beta > 0\), then for any state \(\rho\), we have

\[
S(\hat{\gamma} \| \hat{\sigma}) = \beta [F(\hat{\gamma}) - F(\hat{\sigma})].
\]

(B24)

**APPENDIX C: DETAILS OF THE QTP SIMULATIONS**

**1. Lattice discretization scheme**

Here we define a lattice version of the phononic Hamiltonian, obtained by discretizing the interval \([-L, L]\) into \(N\) pixels, each of size \(\Delta z = 2L/N\) [21,164]. This is particularly important to make numerical calculations, especially for the case of nonhomogeneous external potentials. Fixing \(N\), for \(i = 1, \ldots, N + 1\) the coordinates of the discretization lattice read \(z_i = -L + 2L \frac{i-1}{N}\), and we define discretization pixels, which are the closed intervals \(p_i = [z_i, z_{i+1}]\) for \(i = 1, \ldots, N\). We then introduce the discretized version of density and phase operators as the integration of the field operators via

\[
\hat{\varphi}_i^{(N)} = \frac{1}{\Delta z} \int_{p_i} dz \hat{\varphi}(z), \quad \delta \hat{\varphi}_i^{(N)} = \frac{1}{\Delta z} \int_{p_i} dz \delta \hat{\varphi}(z),
\]

(C1)

with \(|p_i| = \Delta z = 2L/N\). These discretized operators yields a vector of canonical coordinates

\[
\hat{X} = \left(\delta \hat{\varphi}_1^{(N)}, \cdots, \delta \hat{\varphi}_N^{(N)}, \hat{\varphi}_1^{(N)}, \cdots, \hat{\varphi}_N^{(N)}\right)^T,
\]

(C2)

satisfying (rescaled) bosonic canonical commutation relations

\[
[\hat{X}_j, \hat{X}_k] = i \Omega_{j,k}/\Delta z,
\]

(C3)

where \(\Omega\) is defined in Eq. (B2). As explained in Ref. [17], in the continuum limit \(N \to \infty\), the right-hand side will yield a Dirac delta because \(1/\Delta z\).

To discretize the model, we follow Ref. [21] and consider the geometric mean

\[
\eta_i = \sqrt{\rho_0(z_i) \rho_0(z_{i+1})}
\]

(C4)

for \(i = 1, \ldots, N\). The discretization of the effective model will be a quadratic operator in the discretized modes \(\hat{\varphi}_i^{(N)}\) and \(\delta \hat{\varphi}_i^{(N)}\). At the lowest-order approximation, one obtains

\[
\hat{H} \approx \sum_{i=1}^{N-1} \frac{\hbar^2 \eta_i}{2m} \frac{(\hat{\varphi}_i^{(N)} - \hat{\varphi}_{i+1}^{(N)})^2}{\Delta z} + \Delta z \sum_{i=1}^{N} \frac{g(z_i)}{2} \left(\delta \hat{\varphi}_i^{(N)}\right)^2 =: \hat{H}_N.
\]

(C5)

Note that so far in the main text, we have suppressed for simplicity the possible spatial dependence of the coupling
constant $g$, which is true for a homogeneous quasicondensate and in general has little influence. In general, $g$ depends on the GP profile,

$$g(z) = \hbar \omega_1 a_s [2 + 3a_s \rho_0(z)]/[1 + 2a_s \rho_0(z)]^{3/2}, \quad (C6)$$

where we have used the functional notation $H_{\phi\phi}[\rho_0, \Delta z]$ to emphasize that these couplings depend on the mean-field density profile and the size of the pixels. We additionally added a small term $\propto J$, which is meant to regularize the zero mode. This way, all computations are made with fully supported Gaussian states so that numerical instabilities do not occur. Physically, it can be interpreted as adding a small mass term of the type $\propto \omega_1 a_s [2 + 3a_s \rho_0(z)]/[1 + 2a_s \rho_0(z)]^{3/2}$ and we have checked that, as long as the coupling is chosen to be around $J \approx 0.01$ the dynamics is not affected in the times scales of 300 ms that we have in mind. See also Appendix C3 below for a more extended discussion.

Starting from a set of canonical coordinates $\hat{\mathbf{X}}$, then for a symplectic $M \in \mathbb{R}^{2N \times 2N}$, i.e., fulfilling

$$M \Omega M^T = \Omega, \quad (C10)$$

we have that $\hat{r} = M \hat{\mathbf{X}}$ will again denote a vector of canonically commuting operators, which can be seen by explicitly checking that $\hat{r}$ again fulfills $[\hat{r}_j, \hat{r}_k] = i \Omega_{jk}/\Delta z$.

We can then diagonalize our Hamiltonian as follows: first, we use the symplectic matrix

$$M_1 = \begin{pmatrix} \sqrt{H_{pp}}^{-1} & 0 \\ 0 & \sqrt{H_{pp}} \end{pmatrix} = M_1^T, \quad (C11)$$

since $H_{pp}$ is diagonal. Then, we have

$$M_1^T H M_1 = \mathbb{I}_N \oplus \sqrt{H_{pp}^{-1} H_{\phi\phi} \sqrt{H_{pp}}}, \quad (C12)$$

$$H = 1/2 \cdot \hat{\mathbf{X}}^T (H_{pp}[g, \Delta z] \oplus H_{\phi\phi}[\rho_0, \Delta z]) \hat{\mathbf{X}}, \quad (C7)$$

$$H_{pp}[\Delta z] = \Delta z \cdot \text{diag}[g(z_1), g(z_2), \ldots, g(z_N)], \quad (C8)$$

$$H_{\phi\phi}[\rho_0, \Delta z] = \frac{\hbar^2}{m \Delta z} \begin{pmatrix} \eta_1 & \eta_1 & \eta_2 & \cdots & -\eta_{N-2} & \eta_{N-2} + \eta_{N-1} & -\eta_{N-1} \eta_{N-1} \end{pmatrix} + 2\hbar \text{diag} \left[ J(z_1) \eta(z_1), \ldots, J(z_N) \eta(z_N) \right], \quad (C9)$$

where $\hat{H}_{\phi\phi}$ is the matrix of the phase couplings in the new coordinates, which is real and symmetric, and therefore can be diagonalized by an orthogonal transformation $O$ with $\hat{H}_{\phi\phi} = O \Sigma O^T$. Here, $\Sigma$ is diagonal and we assume that all zero eigenvalues are sorted to the first $N^0 \geq 0$ positions, i.e., $\Sigma = 0_{N^0} \oplus \Sigma$ with $\Sigma > 0$ diagonal and we define the eigenfrequencies $\omega$ via $\hat{\Sigma}^{1/2} = \text{diag}(\omega_{N^0+1}, \ldots, \omega_N)$. With the diagonal matrix $\Sigma_{\phi} = 0_{N^0} \oplus \Sigma$ and the transformation

$$M_2 = \begin{pmatrix} O \Sigma_{\phi}^{-1/4} & 0 \\ 0 & O \Sigma_{\phi}^{-1/4} \end{pmatrix} \quad (C13)$$

we obtain

$$M_2^T M_1^T H M_1 M_2 = (\mathbb{I}_{N^0} \oplus \hat{\Sigma}^{1/2}) \oplus (0_{N^0} \oplus \hat{\Sigma}^{1/2}). \quad (C14)$$

That is, in the canonical coordinates $\hat{r} = (\hat{Q}_1, \ldots, \hat{Q}_N, \hat{P}_1, \ldots, \hat{P}_N) = \sqrt{\Delta z} (M_1 M_2)^{-1} \hat{\mathbf{X}}$ we have that the Hamiltonian in Eq. (C7) takes the form

$$\hat{H} = 1/2 \sum_{j=1}^{N^0} \hat{Q}_j^2 + 1/2 \sum_{j=N^0+1}^{N} \omega_j (\hat{P}_j^2 + \hat{Q}_j^2). \quad (C15)$$

Finally, we can define creation and annihilation operators $(\hat{c}_j^\dagger, \hat{c}_j)$ for each normal mode from the relation

$$\hat{P}_j^2 + \hat{Q}_j^2 = 2 \hat{c}_j^\dagger \hat{c}_j + 1. \quad (C16)$$

Note that the new coordinates satisfy true canonical commutation relations $[\hat{Q}_k, \hat{P}_j] = i \delta_{kj}$ and consequently we
also have
\begin{equation}
[\hat{c}_k, \hat{c}^\dagger_l] = \delta_{k,l},
\end{equation}
for all \(k, l\). However, our original discretized field operators satisfy rescaled commutation relations. This means that the symplectic matrix corresponding to the evolution with \(\hat{H}_N\) in the original coordinates is given by Eq. (B8), where the symplectic form is rescaled, namely \(\Omega \mapsto (\Delta z)^{-1}\Omega\).

Thermal states of the above Hamiltonian have covariance matrices of the form \(\Gamma = \Gamma_{\rho\rho} \oplus \Gamma_{\phi\phi}\), and can also be explicitly computed from the normal modes and the corresponding symplectic transformation, namely Eqs. (B10) and (B11). The expression is somewhat complicated for the general case, but for the special case of homogeneous systems (which we are interested in) \(H_{\rho\rho} = \kappa I\) with \(\kappa := \Delta z\), we get
\begin{equation}
\Gamma_\beta = \frac{1}{\sqrt{\kappa}} H^{1/2}_\phi \oplus \sqrt{\kappa} H^{-1/2}_\phi + \frac{1}{\sqrt{\kappa}} (H^{1/2}_\phi T) \oplus \sqrt{\kappa} (H^{-1/2}_\phi T),
\end{equation}
where
\begin{equation}
T := 2 \left( \exp(2\beta \sqrt{\kappa} H^{1/2}_\phi) - I \right)^{-1}.
\end{equation}

As discussed in the previous Appendix B, diagonalizing the Hamiltonian in terms of normal modes, the covariance matrix becomes also diagonal with symplectic eigenvalues given by Eq. (B11). From these symplectic eigenvalues one can also write down the (von Neumann) entropy and the free energy as in Eqs. (B16) and (B17).

### 2. Details of merging and splitting

In this section, we provide an extended discussion of the merge and split primitive. This is a three-step process, involving two condensates \(A\) and \(B\) with lengths \(L_A\) and \(L_B\) and densities \(\rho^A_0\) and \(\rho^B_0\), and consisting in the following:

(a) merging the two initially independent condensates during a time \(t_{\text{merge}}\);

(b) letting them evolve with the fully merged Hamiltonian for a time \(t_{\text{evolve}}\); and

(c) splitting the joint condensate back into two parts \(A\) and \(B\), with the same lengths as the initials, during a time \(t_{\text{split}}\).

#### a. Merging

For the merging process, we encounter a time-dependent Hamiltonian \(\hat{H}_{A-B}(t)\) such that
\begin{equation}
\hat{H}_{A-B}(0) = \hat{H}_N^A[\rho^A_0] + \hat{H}_N^B[\rho^B_0],
\end{equation}
where our Hamiltonians are given by the lattice model in Eq. (C5) and (keeping constant the small distance cutoff \(\Delta z\)) are functionals of the initial mean-field density profiles of the two condensates. Note that since we would like to couple the two systems, we require them to have a consistent momentum cutoff \((\Delta z)^2 = (\Delta z)^B = \Delta z\) (so that waves traveling across quasi-condensates with same atom density in the simulation should not change in speed due to the different discretization), and consequently their number of pixels will be in the same proportion as their lengths, i.e.,
\begin{equation}
N^A = L_A \Delta z = N^B L_A/L_B.
\end{equation}

The coupling matrix of the uncoupled Hamiltonian in Eq. (C20) is by
\begin{equation}
H_{\rho\rho,AB} = H_{\rho\rho,A} \oplus H_{\rho\rho,B}, \quad H_{\phi\phi,AB} = H_{\phi\phi,A} \oplus H_{\phi\phi,B}.
\end{equation}

To merge the condensates, an interaction Hamiltonian is switched on, so that the joint Hamiltonian as in Eq. (C7) has a matrix representation given by
\begin{equation}
H_{\rho\rho,AB} = H_{\rho\rho,A} \oplus H_{\rho\rho,B} + \frac{t}{t_{\text{merge}}} H_{\text{int}},
\end{equation}
where the interaction matrix is given by
\begin{equation}
(H_{\text{int}})_{ij} = \frac{\hbar^2}{2m \Delta z} \eta_{N^A} \left( \delta_{N^A,i} \delta_{N^A,j} + \delta_{N^A,i+1} \delta_{N^A,j+1} \\
- \delta_{N^A,i} \delta_{N^A,i+1} - \delta_{N^A,j} \delta_{N^A,j} \right),
\end{equation}
with \(\eta_{N^A} := \sqrt{\rho^A(N^A)} \cdot \rho^B(1)\). Note that this interaction contains also the local terms in the boundary region \([N^A, N^A + 1]\). We hence see that the couplings during the merging are given by
\begin{equation}
H_{A-B}(t) = \left( 1 - \frac{t}{t_{\text{merge}}} \right) H_{A|B} + \frac{t}{t_{\text{merge}}} H_{AB}.
\end{equation}

For the numerical implementation, we also discretize the time evolution so that we divide the \([0, t_{\text{merge}}]\) time interval into \(N_t\) steps of duration \(\Delta t = t_{\text{merge}}/N_t\). Then, the symplectic evolution matrix reads
\begin{equation}
G_{\text{merge}}(t_{\text{merge}}) = \prod_{j=1}^{N_t} \exp\left[ \Omega H_{A-B}(t_j)/\Delta z \right],
\end{equation}
where \(H_{A-B}(t) = H_{N^A} + H_{N^B} + (j/N_t) H_{\text{int}}\). Examples of eigenmodes for the time-dependent Hamiltonian are plotted in Figs. 8 and 9 for a homogeneous GP profile with or without a trapezoidal buffer region. We find that mode functions that are odd in \(z\) hybridize via a jump, which
gets smoothened during the merging while, mode functions, which are even in \( z \) get glued automatically. We see also that all modes have a local extremum at the boundary, which means we have Neumann boundary conditions.

In the main text we have shown the results for a model of the quasicondensates where the GP profile falls off smoothly from its peak value in the bulk to a lower value on the edges. In principle, it is possible to consider the effective model to be constant everywhere, whereas the edge of the condensate (where excitations get reflected) can be modeled by the boundary conditions. However, this abstraction turns out to be too simplistic. Figure 10 provides a demonstration of what occurs in such a scenario. Since the process is simulated via the merging of the boundary conditions of the two condensates, in particular occurring at a single pixel, it is hence independent of the momentum cutoff. As a result, momenta at all scales are populated, however, this does not faithfully capture the physics of the continuum model, since the dispersion relation is not linear. In order to avoid this, it is therefore necessary for the model to resolve details of the coupling zone.

b. Idle evolution

In between merging and splitting, one can allow some idle evolution time \( t_{\text{evolve}} \) in which the joint system evolves with the fully coupled Hamiltonian. This can be applied with a single symplectic matrix, since the Hamiltonian is time independent. Wave packets injected during the previous merging process will travel ballistically through the entire joint system (as long as we have taken care to remain in the regime where high-momentum modes are negligible and the linear dispersive relation holds).

c. Splitting

Finally, we implement the splitting procedure by a time-dependent Hamiltonian reversing the linear interpolation that has been discussed for merging. In the numerical simulation the covariance matrix of the \( A \) and \( B \) quasicondensates after merging, idle evolution, and splitting would have the form

\[
\Gamma_{A-B}(t_{\text{tot}}) = G_{\text{split}} G_{\text{evolve}} G_{\text{merge}} \Gamma_{A-B}(0) G_{\text{merge}}^T G_{\text{evolve}}^T G_{\text{split}}.
\]

(C27)
For reasons discussed in the main text, whenever we simulate the Otto cycle, we neglect the correlations between the two parts of the split condensate at the end of the process. In other words, we project the final covariance matrix into the direct sum of the two local covariance matrices for systems $A$ and $B$, i.e., at the end of the full protocol, $t = t_{\text{tot}} = t_{\text{merge}} + t_{\text{evolve}} + t_{\text{split}}$, by setting

$$\Gamma_{A-B}^{\text{fin}}(t_{\text{tot}}) = \Gamma_A(t_{\text{tot}}) \oplus \Gamma_B(t_{\text{tot}}),$$

(C28)

where $\Gamma_A(t_{\text{tot}})$ is the submatrix of $\Gamma_{A-B}(t_{\text{tot}})$ corresponding to the subsystem $A$ and $\Gamma_B(t_{\text{tot}})$ corresponds to $B$.

d. Energy density injected during merging QTP

Given the quadratic Hamiltonian over time $\hat{H}_{A-B}(t)$ we would like to study also the spatial distribution of the energy. In the discretized models, it is natural to study the energy per pixel $z$, namely

$$E(z, t) = E_z(t) \Delta z = \frac{1}{2} [H_{A-B}(t) \Gamma_{A-B}(t)]_{zz} \Delta z,$$

(C29)

where the notation $(\cdot)_{zz}$ refers to the diagonal matrix element at pixel $z$. Note that if $\Delta z$ is constant, this amounts to just computing the quantities $E_z(t)$. Plotting $E_z$ over pixel positions is then a way of visualizing which regions in space have more energy than others. Doing this over varying times can show us how energy flows over time from one part of the system to the other. For example, in Fig. 10, we observe that merging the two systems amounts to inserting energy at their boundary continuously over the merging time (or in discrete bits at each Trotter time step). This energy then flows through the system at speed of sound velocity (which is $c = \sqrt{g \rho_0 / m} \propto \sqrt{\rho_0}$), reaching the external boundaries and then bouncing back toward the center. Thus, in particular, if the ratio between the coupling time $t_{\text{merge}}$ and the length of a system (say $A$) is chosen such that

$$c = L_A / t_{\text{merge}},$$

(C30)

then the energy perturbation precisely reaches the external boundary of system $A$. Similarly for system $B$. Clearly, then, when the two lengths $L_A$ and $L_B$ are not equal the energy flow cannot be synchronized so that the perturbation wave bounces back to the interface from both external walls at the same time. During the idle evolution time $t_{\text{evolve}}$ no additional energy is injected, but the energy flow continues. Finally, during the splitting process some energy is taken away from the system, again continuously over the splitting time and at the interface between the two parts. However, the total amount of energy taken back during the splitting is in general lower than the one inserted during merging. Hence, the total energy inserted during the entire protocol is always non-negative, and the amount is smaller given a protocol with longer time.

As a last comment, we note that the fact that our simulations use discretized space and time also implies that, besides the fact that energy is injected and ejected at the interface in discretized bits over $t_{\text{merge}}$ and $t_{\text{split}}$, the energy flow also takes places in pixels over time steps. In particular, all of this imposes us once more for consistency to make sure that the two coupled systems have the same small distance cutoff $\Delta z$, which also ensures that the lengths in the two systems are in the same ratios between their number of pixels. This issue becomes particularly important when a compression and expansion QTP takes place before merging since in that case, as we are going to discuss in detail in the next subsection, the cutoff $\Delta z$ changes in time.
3. Regularization of the zero mode: phase locking via excitation tunneling

Here we discuss more in detail the additional complications arising from the zero modes of the phononic model and how to regularize them, in order to avoid instabilities during coupling. The mode expansion of Eq. (5) reads

$$\hat{H}_P[\rho_0] = \sum_{k>0} \frac{\hbar}{2m} \omega_k (\hat{\varphi}_k^2 + \hat{\varphi}_k^2) + \frac{g}{2} \delta_{ZM},$$  \hspace{1cm} (C31)

where $\omega_k$ are the eigenfrequencies of the phase and momentum eigenmodes $\phi_k, \delta_k \hat{\phi}$ and there is a special mode, called the zero mode, $\delta_{ZM} \propto \int dz \delta(z)$, which is different from $k > 0$ eigenmodes as the canonically conjugate quantity $\hat{\varphi}_{ZM} \propto \int dz \hat{\phi}(z)$ does not appear in the Hamiltonian, i.e., it does not cost energy. The zero mode has the interpretation of total momentum frame of the excitations [29–32].

This mode expansion can be found in the continuum limit by solving the set of partial differential equation associated to the Heisenberg equations of motion, namely

$$\begin{cases}
\partial_t \delta \varphi(z,t) = \frac{\hbar}{m} \partial_z \left[ \rho_0(z) \partial_z \varphi(z,t) \right] \\
\partial_z \varphi(z,t) = -\frac{g}{m} \partial_z \left[ \rho_0(z) \partial_z \varphi(z) \right],
\end{cases} \hspace{1cm} (C32)

and similarly for $\delta \varphi(z,t)$. We can then find solutions that form an orthonormal basis with respect to the scalar product

$$\langle f, g \rangle := \int dz \, f(z)g(z),$$  \hspace{1cm} (C34)

i.e., we have $\langle \varphi_k(z), \varphi_l(z) \rangle = \langle \delta \varphi_k(z), \delta \varphi_l(z) \rangle = \delta_{k,l}$, where $\delta_{k,l}$ is the Kronecker delta.

However, besides those, one can also find a solution with $\omega_k = 0$, which gives rise to the zero mode with quadrature operators denoted by $\hat{\delta}_{ZM}$ and $\hat{\varphi}_{ZM}$. These are necessary for the set of eigenmode functions to be complete and we can expand the field operators as

$$\begin{align*}
\hat{\delta}(z,t) &= \hat{\delta}_{ZM} + \sum_{k=0} \sqrt{\frac{\hbar \omega_k}{g}} \delta \varphi_k(z) (e^{i\omega_k t} \hat{a}_k^\dagger + e^{-i\omega_k t} \hat{a}_k), \\
\hat{\varphi}(z,t) &= \hat{\varphi}_{ZM} - \frac{g}{\hbar} \hat{\delta}_{ZM} - i \sum_{k=0} \sqrt{\frac{g}{\hbar \omega_k}} \varphi_k(z) \\
&\times (e^{i\omega_k t} \hat{a}_k^\dagger - e^{-i\omega_k t} \hat{a}_k),
\end{align*}$$  \hspace{1cm} (C35)

and we define eigenmode operators at $t = 0$ (with $k > 0$) from the relations

$$\delta \hat{\varphi}_k = \sqrt{\frac{\hbar \omega_k}{g}} (\hat{a}_k^\dagger + \hat{a}_k), \hspace{1cm} \varphi_k = -i \sqrt{\frac{g}{\hbar \omega_k}} (\hat{a}_k^\dagger - \hat{a}_k),$$  \hspace{1cm} (C36)

such that they obey canonical commutation relations $[\delta \hat{\varphi}_k, \varphi_l] = i \delta_{k,l}$ for all $k,l$.

Let us now consider the time evolution when coupling two systems governed by the Hamiltonian

$$\hat{H}_{A-B}(t) = \left(1 - \frac{t}{t_{merge}}\right) \hat{H}_{AB} + \frac{t}{t_{merge}} \hat{H}_{AB}$$  \hspace{1cm} (C37)

for $t \in [0, t_{merge}]$. Note that now at each instant $t$ this Hamiltonian has implicitly different boundary conditions at the interface $z = 0$. See also Figs. 8 and 9 where the eigenmode functions of this time-dependent Hamiltonian are shown at different times $t/t_{merge}$ for the discretized model.

Thus, we see that, while coupling, the zero modes of the two systems will hybridize to form the joint zero mode and one mode that costs energy. However, this energy cost will cause the coupled system to have enormous energy if the original phase zero modes were non-trivially populated, which leads to an unstable time evolution. In this situation the lowest order phononic model is not anymore a good approximation to the Lieb-Liniger model (1) as the density fluctuations may no longer be small.

Nevertheless, one can refine the model considered here to reflect more accurately the corresponding physical process: energy will change continuously, since when we couple the systems by ramping down the separation barrier, there will be an additional term in the Hamiltonian, representing tunneling between the condensates. The density phase expansion of this term will additionally give rise to a term of the type $\hbar J \cos(\Delta \varphi)$ penalizing phase fluctuations $\Delta \varphi = \hat{\varphi}_L - \hat{\varphi}_R$ ranging over the interface. The action of this term is to induce phase locking between the two condensates being merged together, see Refs. [33,34,159,167] for experimental discussions and references therein for the theoretical overview. The large coupling expansion of this term motivates the effective model we used in the numerical simulations

$$\hat{H}[\rho_0] = \hat{H}_P[\rho_0] + \int dz \, J(z) \rho_0(z) \varphi(z)^2.$$  \hspace{1cm} (C38)

a. Analytical derivation of gapping out the zero mode in the homogeneous phase-locking model

In the experiment the phase-locking term will be acting around the interface. For the case of large extension of this coupling (or two sideways coupled systems [33,168]) it is
instructive to consider \( J = \text{const} \) throughout the condensates. In this case additionally taking \( \rho_0 = \text{const} \) we can analytically see that this term effectively gaps out the phase zero mode. One way to see this is by noticing that this term amounts to add a (small) “mass” term to Eq. (C32), leading to the modified Sturm-Liouville problem

\[
\omega_k^2 \psi_k(z) = -\frac{g}{m} \partial_z \left[ \rho_0(z) \partial_z \psi_k(z) \right] + 2J \rho(z) \psi_k(z),
\]

(C39)

which effectively removes the zero mode.

Let us show this specifically in the case when all coupling constants do not vary over the condensate of length \( L \), i.e., \( g(z) = g, \rho_0(z) = \rho_0 \) and \( J(z) = J \). The Hamiltonian then reads

\[
\hat{H} = \int_0^L dz \left\{ \frac{\hbar^2 \rho_0}{2m} \left[ \partial_z \hat{\psi}(z) \right]^2 + \frac{g}{2} \hat{\delta}(z)^2 + \hbar J \rho_0 \hat{\psi}(z)^2 \right\},
\]

(C40)

and has no zero modes unless \( J = 0 \). In this case the eigenfrequencies read

\[
\omega_k = \frac{\pi ck}{L}
\]

(C41)

with the speed of sound given by \( \sqrt{g \rho_0 / m} \). To bring the Hamiltonian to the normal form, we define the squeezing constants

\[
\alpha_k = \sqrt{\frac{\hbar \omega_k}{g}} + \delta_{k,0}
\]

(C42)

from which we define for \( k > 0 \)

\[
\hat{\delta}_k := \alpha_k \sqrt{\frac{2}{L}} \int_0^L dz \cos(\pi k z/L) \hat{\delta}(z) \quad \text{and} \quad 
\hat{\phi}_k := \alpha_k^{-1} \sqrt{\frac{2}{L}} \int_0^L dz \cos(\pi k z/L) \hat{\phi}(z)
\]

(C43)

and

\[
\hat{\delta}_0 := \sqrt{\frac{1}{2L}} \int_0^L dz \hat{\delta}(z) \quad \text{and} \quad \hat{\phi}_0 := \sqrt{\frac{1}{2L}} \int_0^L dz \hat{\phi}(z),
\]

(C44)

which stand out by having different normalization constants and would be the zero-mode operators for \( J = 0 \).

Using standard trigonometric integrals we find

\[
\int_0^L dz \hat{\delta}(z)^2 = \sum_{k=0}^{\infty} \alpha_k^2 \delta_k^2 \quad \text{and} \quad \int_0^L dz \partial_z \hat{\psi}(z)^2
\]

\[
= \sum_{k=0}^{\infty} \frac{\pi^2 k^2 \rho_0^2}{L^2 \alpha_k^2} \quad \text{and} \quad \int_0^L dz \hat{\psi}(z)^2
\]

\[
= \sum_{k=0}^{\infty} \alpha_k^{-2} \hat{\phi}_k^2.
\]

(C45)

Therefore,

\[
\hat{H} = \sum_{k=1}^{\infty} \frac{\hbar \omega_k}{2} \left[ \delta_k^2 + \hat{\phi}_k^2 \right] + \frac{g}{2} \hat{\delta}_0^2 + \hbar J \rho_0 \hat{\phi}_0^2.
\]

(C46)

Further defining

\[
\zeta_k := \frac{4gJ \rho_0}{\hbar^2 \omega_k^2}
\]

(C47)

for \( k > 0 \) we obtain the form

\[
\hat{H} = \sum_{k=1}^{\infty} \frac{\hbar \omega_k}{2} \left[ \delta_k^2 + (1 + \zeta_k) \hat{\phi}_k^2 \right] + \frac{g}{2} \hat{\delta}_0^2 + \hbar J \rho_0 \hat{\phi}_0^2.
\]

(C48)

Thus, the \( k = 0 \) eigenmode of \( \hat{H} \) has the eigenfrequency \( \omega_{k=0} = \hbar \sqrt{gJ \rho_0} \) and is not a zero mode when \( J \neq 0 \). We also see that there is additionally a squeezing interaction, which decays for \( k \to \infty \). Figure 11 shows plots of merging for different values of \( J \) when assuming that the phase-locking term acts homogeneously in space. Figure 12 shows merging obtained by artificially removing the zero mode, in order to highlight its contribution to the excitations present during the merging.

b. Justification of the phase-locking model

Finally we provide a justification for the phenomenological model above. The argument is based on the theoretical observation from Ref. [35] that a potential barrier is effectively transparent for low-frequency excitations. This hints that we can phase-lock systems in order to reduce the impact of excitations coming from zero-mode coupling and once this is done one can reduce the barrier further to increase heat transmission.

We consider a quasicondensate of mean density \( \rho_0 \) in a box of length \( 2L \gg 2a \) (below we set \( L \to \infty \) for simplicity) with a barrier extending from \( z = -a \) to \( z = a \) and having a finite height, which exceeds the chemical
FIG. 11. Coupling of two quasicondensates for different initial phase-locking. Similarly to the main text we consider the phase locking to act with constant strength along each of the condensates and show the influence of other values of $J$ on the outcome of merging. (a) For a low value of $J = 0.005$ Hz there is substantially more excitations compared to the value $J = 0.01$ Hz used for all plots presented in the main text. (b) On the other hand, for larger values of phase locking such as $J = 0.1$ Hz the excitations become suppressed as the phase zero mode acquires a larger energetic penalty and its initial thermal second moments are smaller. Note, that when increasing the tunnel coupling $J$ further, one expects a non-Gaussian regime due to non-negligible interactions stemming from the full cosine potential [20].

potential by $U_B$. Moreover, we assume that tunnel coupling between zero modes of the left and right quasicondensates is negligible. This means that the background density and low-energy excitations feel a hard wall at $z = -a$ for the left quasicondense and at $z = a$ for the right quasicondensate. For concreteness, let us focus on the left quasicondensate, and it is clear that similar considerations apply also for the right one. The background solution in the bulk (far from the leftmost end) is $\Psi_{0,L}(z) = \sqrt{\rho_0} \tanh[-(z + a)/\xi_h]$, $z < -a$, where $\xi_h = \hbar/(mc)$ is the healing length. Considering the first order in matter field fluctuation $\tilde{\Psi}_L = \Psi_{0,L} + \delta \tilde{\Psi}_L$ around the full stationary solution the Hamiltonian term corresponding to atom scattering becomes (neglecting a constant term)

$$\hat{V}_L = 2g \int_{-\infty}^{-a} dz \mid \Psi_{0,L} \mid^2 \delta \tilde{\Psi}_L(z) \delta \tilde{\Psi}_L(z).$$  \hspace{1cm} (C49)

This term, because of the large gradient of $\Psi_{0,L}$ in the two bulks, couples low-energy excitations to high-energy ones. The former can be represented as $\delta \tilde{\Psi}_L(z,t) \tanh[-(z + a)/\xi_h]$, where $\delta \tilde{\Psi}_L(z,t)$ is subject to Neumann boundary conditions at $z = -a$. The factor $2g \mid \Psi_{0,L} \mid^2 \delta \tilde{\Psi}_L(z) \delta \tilde{\Psi}_L(z)$ follows from considering the adiabatic solution of the time-dependent GPE for excitations with a frequency much lower than $g\rho_0/h$ and makes the fluctuation vanishing at the wall. Let us now consider the propagation

FIG. 12. Merging of homogeneous systems where the zero mode is artificially removed from the evolution. Using the eigenmode decomposition for $J = 0$ we set $\delta \tilde{\phi}_0 = \phi_0 = 0$ in the Hamiltonian that governs the merging and compute the initial state using a pseudoinverse disregarding the zero mode. We see a behavior, both qualitative and quantitative, similar to merging with a regularization coupling chosen as $J = 0.01$ Hz.
of high-energy excitations. The high-energy, particlelike excitations propagating from the left ($>\rangle$) or from the right ($<\rangle$) are parametrized with the following set of orthogonal functions:

$$
\psi^<_K(z) \approx \begin{cases} 
 e^{i k z} + i \sin \beta_k e^{i a z} e^{-i k z}, & z < -a \\
 \cos \beta_k e^{i a z} e^{i k z}, & z > a 
\end{cases},
$$

$$
\psi^>_K(z) \approx \begin{cases} 
 \cos \beta_k e^{i a z} e^{-i k z}, & z < -a \\
 e^{-i k z} + i \sin \beta_k e^{i a z} e^{i k z}, & z > a 
\end{cases}. 
$$

(C50)

Here, $\alpha_k$, $\beta_k$ parametrize the transmission and reflection amplitudes ($k > 0$) and we also have $\langle \psi^<_K | \psi^>_K \rangle = \delta_{z',z} \delta(k' - k)$, $z', z = >, <, <.$

We can expect that $\cos \beta_k$ rapidly increases from almost 0 to almost 1, when $k$ approaches $q_B = \sqrt{2mU_B}/\hbar$. We apply a perturbative approach, with the Hamiltonian with hard walls at $z = \pm a$ being the unperturbed Hamiltonian and the Hamiltonian with the barrier of a finite height being the perturbed one. The second-order approximation yields the following term coupling low-energy excitation fields in the left and right quasicondensates:

$$
\hat{H}_{LR} = - \int_{-\infty}^{a} dz \int_{a}^{\infty} dz' \mathcal{J}(z,z') [\delta \hat{\Psi}_L^\dagger(z) \delta \hat{\Psi}_R(z')] + \text{H.c.} 
$$

(C51)

where the effective coupling coefficient is

$$
\mathcal{J}(z,z') = \frac{4(g \rho_0)^2}{U_B} \tanh^3 \left( \frac{z + a}{\xi_h} \right) \tanh^3 \left( \frac{z' - a}{\xi_h} \right) \\
\times \int_{q_B} \frac{dk}{\pi} \frac{q_0^2}{k^2} \{ \cos[k(z + z')] + \cos[k(z - z') - \alpha_k - \beta_k] \}
$$

(C52)

In the harmonic approximation, we replace $\delta \hat{\Psi}_L^\dagger \delta \hat{\Psi}_R \approx (1/2) \rho_0 (\hat{\varphi}_L - \hat{\varphi}_R)^2$ (after neglecting density fluctuations [22]) obtaining

$$
\hat{H}_{LR} \approx \text{const} + \frac{1}{2} \int_{-\infty}^{a} dz \int_{a}^{\infty} dz' \mathcal{J}(z,z') \rho_0 [\hat{\varphi}(z) - \hat{\varphi}(z')]^2 
$$

(C53)

$$
\approx \frac{1}{2} \int_{-\infty}^{a} dz \int_{a}^{\infty} dz' \mathcal{J}(z,z') \rho_0 \hat{\varphi}(z)^2 + \frac{1}{2} \int_{a}^{\infty} dz \mathcal{J}(z) \rho_0 \hat{\varphi}(z)^2 \\
- \int_{-\infty}^{a} dz \int_{a}^{\infty} dz' \mathcal{J}(z,z') \rho_0 \hat{\varphi}(z) \hat{\varphi}(z'),
$$

(C54)

which motivates the phenomenological model (C38). Note that in Eq. (C38) we further neglect the last interaction term $- \int_{-\infty}^{a} dz \int_{a}^{\infty} dz' \mathcal{J}(z,z') \rho_0 \hat{\varphi}(z) \hat{\varphi}(z')$.

**c. Phase diffusion after removing the phase-locking interaction**

We consider a thermal state with $J \neq 0$ with full support and finite energy penalty on the $k = 0$ eigenmode (for $J = 0$ it is the phase zero mode). We thus have $\langle \hat{\varphi}_0^2 \rangle \propto k_B T$ (and $\langle \delta \hat{\varphi}_0^2 \rangle \propto k_B T$ similar to the ordinary $k > 0$ modes. We then perform a quench to $J = 0$, which means $\hat{\varphi}_0 \to \hat{\varphi}_{ZM}$ and $\delta \hat{\varphi}_0 \to \delta \hat{\varphi}_{ZM}$, and observe how the phase zero mode grows given by the equation

$$
\langle \hat{\varphi}_{ZM}^2(t) \rangle = \langle \hat{\varphi}_0^2 \rangle + \frac{g^2 t^2}{\hbar^2} \langle \delta \hat{\varphi}_0^2 \rangle. 
$$

(C55)

Figure 13 demonstrates the effect of taking into account zero-mode phase diffusion during the merging process.

**4. Sudden merging in the continuous QFT limit and additional checks of the numerical simulation**

Let us also briefly discuss here how our simulations compare with the continuum limit $\Delta z \to 0$. Essentially, besides the fact that the field operators themselves have the appropriate continuum limit, in the static case we are also interested in recovering the spectrum and the eigenfunctions of the Hamiltonian (5) to some extent. In particular, let us consider two types of density profiles $\rho_0(z)$ that are piecewise constant functions: (1) two disconnected parts of lengths $L_A$ and $L_B$ on intervals $[-L_A,0]$ and $(0,L_B]$, where the interface is at $z = 0$, which corresponds to the Hamiltonian $\hat{H}_{A|B}$ and (2) a single system with length $L_{AB} = L_A + L_B$ where the high wall at the interface has been removed, which corresponds to the Hamiltonian $\hat{H}_{AB}$. We further impose Neumann (open) boundary conditions at all boundary points, i.e., $\partial_n \hat{\varphi}_L|_{-L_A} = \partial_n \hat{\varphi}_R|_{-L_A} = \partial_n \hat{\varphi}_L|_{L_B} = \partial_n \hat{\varphi}_R|_{L_B} = 0$, and similarly for the point $z = 0$ in case (1). In such cases, solutions to Eq. (C32) can be easily found on each interval and are given by usual oscillatory functions with a linear dispersion relation

$$
\omega_k(L) = \pi c k / L,
$$

(C56)

where $c = \sqrt{g \rho_0 m}$ is the speed of sound, $k$ is an integer number and it also depends on the length of the corresponding interval $L \in \{L_A,L_B,L_{AB}\}$. In case (1) we have the two solutions for $k > 0$
Josephson junction and could counteract phase diffusion.

... during preparation), and design the cycle times to be shorter. The amount of excitations here is an overestimate as we did not include where the zero phase mode has no contribution to energy and diffuses according to Eq. (C55) for a total time of 25 ms. When the systems are again merged, as shown in (b), we see that large excitations can potentially be induced due to the diffusion of the zero mode. In order to minimize the energy of excitations one should choose a large $J$ in the beginning (meaning a stronger phase locking during preparation), and design the cycle times to be shorter. The magnitude of excitations here is an overestimate as we did not include in the modeling the possibility of phase locking the condensates before merging, this process could involve strong correlations via the Josephson junction and could counteract phase diffusion.

\[ \delta \varphi_{2k-1}^{AB}(z) = \varphi_{2k-1}^{AB}(z) = \begin{cases} \sqrt{\frac{2}{L_A}} \cos \left[ \pi k(z + L_A)/L_A \right] & \text{for } z \in [-L_A, 0], \\ 0 & \text{for } z \in (0, L_B] \end{cases} \]

\[ \delta \varphi_{2k}^{AB}(z) = \varphi_{2k}^{AB}(z) = \begin{cases} \sqrt{\frac{2}{L_B}} \cos \left[ \pi k(z - L_B)/L_B \right] & \text{for } z \in [-L_A, 0] \\ 0 & \text{for } z \in (0, L_B] \end{cases} \]

With corresponding dispersion relations, respectively, $\omega_{2k-1} = \pi c k/L_A$ and $\omega_{2k} = \pi c k/L_B$. Note that in the case $L_A = L_B$ there is a degeneracy between even and odd modes.

For case (2), instead, we have the solutions

\[ \varphi_{2k}^{AB}(z) = \begin{cases} \sqrt{\frac{2}{L_{AB}}} \cos \left[ \pi k(z + L_{AB})/L_{AB} \right] & \text{for } z \in [-L_A, 0], \\ 0 & \text{for } z \in (0, L_B] \end{cases} \]

with dispersion relation $\omega_{2k}^{AB} = \pi c k/L_{AB}$. The agreement of the dispersion relation and the profile of the eigenmode functions in the static case can be observed in Figs. 14 and 15 where a comparison with the discretized homogeneous model with or without a trapezoidal buffer region is shown.

Afterwards, let us try to compare the dynamics of the merging QTP with its continuous quantum field limit. First of all, we observe that the initial state in the continuous QFT, i.e., the thermal state of the QFT limit of the split Hamiltonian, would have the spectrum of the covariance matrix given by $\langle (\hat{\varphi}_k)^2 + (\delta \varphi_k)^2 \rangle = 2 \langle \hat{n}_k \rangle + 1$, where $\langle \hat{n}_k \rangle = 1/\left( \exp(\beta \omega_k) - 1 \right)$ are the normal-mode occupation numbers, given by the usual Bose-Einstein distribution. Then, from the fact that for our initial state we have $\langle \hat{a}^+_k \hat{a}_k \rangle + \langle \hat{a}^+_k \hat{a}_k \rangle = 0$ and $\langle \hat{a}^+_k \hat{a}_k \rangle = (2 \langle \hat{n}_k \rangle + 1) \delta_{k,0}$, we obtain for the initial real-space correlation matrix

\[ C_{A-B}(z, z', t = 0) = C^{\rho\rho}(z, z') \oplus C^{\phi\phi}(z, z') \]

\[ = \sum_{k > 0} \frac{\hbar \omega_k}{g} \delta \varphi_k(z) \delta \varphi_k(z') (2 \langle \hat{n}_k \rangle + 1) \]

\[ \oplus \sum_{k > 0} \frac{g}{\hbar \omega_k} \varphi_k(z) \varphi_k(z') (2 \langle \hat{n}_k \rangle + 1), \]

where here and in the following discussion we discard the zero mode, since in the simulations we have regularized it as discussed in Appendix C3.
Clearly, the result in Eq. (C60) is very similar to the discretized case, but contains small differences in the normal-mode frequencies and in the functional form of the normal modes with respect to the real-space modes. For the energy density we thus obtain

\[
\frac{dE(z, 0)}{dz} = \left( \frac{\hbar^2 \rho_0(z)}{2m} \partial_{z_1} \partial_{z_2} C_{\phi}^{\phi}(z_1, z_2, t = 0) \right)|_{z_1 = z_2 = z} \\
+ \frac{g}{2} C_{\phi}^{\phi}(z, z, t = 0) \\
= \hbar \sum_{k>0} \left( \frac{\rho_0}{2m \omega_k} \partial_z \varphi_k(z)^2 + \frac{\omega_k}{g} \delta \varphi_k^2(z) \right) \\
\times (2\langle \hat{n}_k \rangle + 1) \\
= \begin{cases} \\
\frac{\hbar}{L_A} \sum_{k \ odd} \omega_k(\langle \hat{n}_k \rangle + 1/2) & \text{for } z \in [-L_A, 0], \\
\frac{\hbar}{L_B} \sum_{k \ even} \omega_k(\langle \hat{n}_k \rangle + 1/2) & \text{for } z \in (0, L_B], \\
\end{cases}
\]

where in the first equality we have used \( \langle \hat{\alpha}_l^\dagger \hat{\alpha}_l + \hat{\alpha}_k \hat{\alpha}_k^\dagger \rangle = (2\langle \hat{n}_k \rangle + 1)\delta_{k,l} \) and in the second equality we used that

\[
\rho_0 \left[ \frac{\omega_k}{2m} \partial_z \varphi_k(z)^2 + \frac{\omega_k}{2g} \delta \varphi_k^2(z) \right] = \begin{cases} \\
\frac{\omega_k}{L_A} & \text{for } k \ odd, \\
\frac{\omega_k}{L_B} & \text{for } k \ even \\
\end{cases}
\]

for all \( z \), respectively, in \([-L_A, 0]\) and \((0, L_B]\), and we have that the functions are zero otherwise. Let us now consider the time-dependent interaction. The energy density at time \( t > 0 \) during this evolution is calculated as

\[
\frac{dE(z, t)}{dz} = \left( \frac{\hbar^2 \rho_0(z)}{2m} \partial_{z_1} \partial_{z_2} C_{\phi}^{\phi}(z_1, z_2, t)|_{z_1 = z_2 = z} \right) \\
+ \frac{g}{2} C_{\phi}^{\phi}(z, z, t),
\]

where now we need the diagonal blocks of the correlation matrix at time \( t \), namely \( C_{\phi}^{\phi}(z, z', t) = \langle \hat{\psi}(z, t) \hat{\psi}(z', t) \rangle \) and \( C_{\phi}^{\phi}(z, z', t) = \langle \delta \hat{\psi}(z, t) \delta \hat{\psi}(z', t) \rangle \), which, in turn, can be calculated from the instantaneous eigenmode functions at time \( t \), that are given essentially by solving Eq. (C32), but now with different boundary conditions at the interface point \( z = 0 \). See Figs. 8 and 9 for a plot of the lowest-lying eigenmode functions in the discretized model.

Specifically, given the eigenmode functions \( \varphi_k^{(0)}(z) \) and \( \delta \varphi_k^{(0)}(z) \) of the Hamiltonian at time \( t \), together with the corresponding eigenmode frequencies \( \omega_k^{(0)} \), we can find the time-evolved field operators at time \( t \) as

\[
\hat{\psi}(z, t) = -i \sum_k \sqrt{\frac{g}{\hbar \omega_k^{(0)}}(z)} \left( e^{i \omega_k^{(0)} t_k^+} - e^{-i \omega_k^{(0)} t_k^-} \right),
\]

where \( t_k^+ \) and \( t_k^- \) are the instantaneous creation and annihilation, obtained with a (real) Bogoliubov transformation

\[
\hat{\psi}(z, t) = \sum_k u_k \hat{\psi}_k + v_k \hat{\psi}_k^\dagger,
\]

from those at \( t = 0 \). The Bogoliubov coefficients are obtained by imposing that the operators \( \hat{\psi}(z, t = 0) \) and
FIG. 15. Dispersion relations for the homogeneous GP profile. For a homogeneous profile (top) we find that for high momentum modes the dispersion relation is no longer approximately linear due to the lattice discretization. This leads to the dispersion of the wave packets during for example merging. The inset shows that approximately 30% of the low-energy modes already gives rise to a good approximation to the continuum limit, especially for discretizations above the order of approximately 100 pixels, which is the resolution at where our simulations were performed (see also Fig. 16).

FIG. 16. Dispersion relations for the trapeze GP profile. When compared to Fig. 15, the dispersion relation for higher modes is closer to a linear curve, especially for high-momentum modes. This is why when using such a trapeze GP model when putting condensates in heat contact, we observe wave packets undergoing significantly less dispersion. Since less atoms are considered in this condensate due to the trapeze-shaped profile (TP), the low-lying energy modes are better approximated by the continuum limit assuming a homogeneous condensate with GP profile at \( \rho_0 = \langle \rho_0(z) \rangle_{\text{TP}} = \text{const.} \)

\[
\delta \hat{Q}(z, t = 0) \text{ coincide with the initial ones, i.e.,}
\]

\[
- i \sum_k \sqrt{\frac{g}{\hbar \omega_k}} \psi_k(0) (z) \sum_l (u_{k,l} - v_{k,l}) (\hat{a}_l^\dagger - \hat{a}_l) = - i \sum_k \sqrt{\frac{g}{\hbar \omega_k}} \psi_k(0) (z) (\hat{a}_k^\dagger - \hat{a}_k),
\]

(C68)

and can be extracted from the scalar products between the initial and the instantaneous eigenmode functions:

\[
\begin{align*}
-u_{k,l} - v_{k,l} &= \frac{\omega_k^{(0)}}{\omega_l^{(0)}} \langle \varphi_l^{(0)}(z), \varphi_k^{(0)}(z) \rangle, \\
-u_{k,l} + v_{k,l} &= \frac{\omega_k^{(0)}}{\omega_l^{(0)}} \langle \delta \varphi_l^{(0)}(z), \delta \varphi_k^{(0)}(z) \rangle,
\end{align*}
\]

(C69)

where the relation on the right comes from a similar condition on the \( \delta \varphi \) eigenfunctions. Thus, substituting all of the above relations, the evolved correlation matrices can be obtained through the formulas...
The squeezing of eigenmodes can also be seen in real space as shown here: one finds that the overall magnitude of phase fluctuations decreases while for the density fluctuations it increases. The cross-correlations do not contribute to the energy of the piston but their presence signifies that the system is not thermal during compression.
\[ C_{A-B}(z, z', t) = \sum_{k,l,r} (2(\hat{n}_k) + 1) \frac{g}{\hbar \sqrt{\omega_i^{(0)} \omega_r^{(0)}}} \varphi_i^{(0)}(z) \varphi_r^{(0)}(z') 2 \left\{ (u_{l,k} v_{r,k} + v_{l,k} u_{r,k}) \cos \left( (\omega_r^{(0)} - \omega_i^{(0)}) t \right) \right\}, \]

and

\[ C_{A-B}^{ep}(z, z', t) = \sum_{k,l,r} (2(\hat{n}_k) + 1) \frac{\hbar \sqrt{\omega_i^{(0)} \omega_r^{(0)}}}{g} \delta \tilde{g}_i^{(0)}(z) \delta \tilde{g}_r^{(0)}(z') 2 \left\{ (u_{l,k} v_{r,k} + v_{l,k} u_{r,k}) \cos \left( (\omega_r^{(0)} - \omega_i^{(0)}) t \right) \right\}, \]

and finally we obtain the expression for the energy density by plugging all of this into Eq. (C65)

\[ \frac{dE(z, t)}{dz} = \hbar \sum_{k,l,r} (\hat{n}_k) + \frac{1}{2} \left\{ S_{lr}^{(0)}(z) \left\{ (u_{l,k} v_{r,k} + v_{l,k} u_{r,k}) \cos \left( (\omega_r^{(0)} - \omega_i^{(0)}) t \right) \right\} \right\} + D_{lr}^{(0)}(z) \left\{ (u_{l,k} v_{r,k} + v_{l,k} u_{r,k}) \cos \left( (\omega_r^{(0)} + \omega_i^{(0)}) t \right) \right\}, \]

where, to shorten the notation, we define the quantities

\[ S_{lr}^{(0)}(z) := \left\{ \frac{\rho_0(z) g}{m \sqrt{\omega_i^{(0)} \omega_r^{(0)}}} [\partial_z \varphi_i^{(0)}(z)] [\partial_z \varphi_r^{(0)}(z)] + \sqrt{\omega_i^{(0)} \omega_r^{(0)}} \delta \tilde{g}_i^{(0)}(z) \delta \tilde{g}_r^{(0)}(z) \right\}, \]

\[ D_{lr}^{(0)}(z) := \left\{ \sqrt{\omega_i^{(0)} \omega_r^{(0)}} \delta \tilde{g}_i^{(0)}(z) \delta \tilde{g}_r^{(0)}(z) - \frac{\rho_0(z) g}{m \sqrt{\omega_i^{(0)} \omega_r^{(0)}}} [\partial_z \varphi_i^{(0)}(z)] [\partial_z \varphi_r^{(0)}(z)] \right\}, \]

which depend only on the instantaneous eigenfunctions and eigenfrequencies. Hence, to calculate the energy density at time \( t \) we just need the additional calculation of the Bogoliubov coefficients.

As an illustrative example, let us now consider the case \( L_A = L_B = L \) and in which we quench directly to the full \( H_{AB} \) at \( t = 0^+ \) are given by Eq. (C59) with \( L_{AB} = 2L \) and the corresponding eigenfrequencies are \( \omega_k^{(+)} = \pi ck/2L \) with the same sound velocity \( c \), which are just half of the corresponding odd frequencies at \( t = 0^- \). Note, however, that at \( t = 0^- \) there is a degeneracy, such that the \( \omega_k \) with odd \( k \) have the same values as the even \( k \). Thus, \( \omega_k^{(+)} \) coincide with the even eigenfrequencies at \( t = 0^- \). The quantities Eq. (C73) at time \( t = 0^+ \) read

\[ S_{lr}^{(+)}(z) = \frac{\pi c}{2L} \sqrt{r} \sin \left[ \pi (l + r)(z + L)/2L \right], \]

\[ D_{lr}^{(+)}(z) = \frac{\pi c}{2L} \sqrt{r} \cos \left[ \pi (l + r)(z + L)/2L \right]. \]

Furthermore, the Bogoliubov coefficients satisfy

\[ u_{2k-1,l} = \frac{1}{2} \frac{\omega_l^{(+)} + \omega_k^{(0)}}{\sqrt{\omega_k^{(0)} \omega_l^{(+)}}} , \quad O_{k,j} = \frac{2k + l}{\sqrt{2k}} , \quad O_{k,j} = u_{2k,l}, \]

\[ v_{2k-1,l} = \frac{1}{2} \frac{\omega_l^{(+)} - \omega_k^{(0)}}{\sqrt{\omega_k^{(0)} \omega_l^{(+)}}} , \quad O_{k,j} = \frac{2k - l}{\sqrt{2k}} , \quad O_{k,j} = v_{2k,l}, \]

(C75)
where

\[
O_{k,l} = \frac{\sqrt{2}}{L} \int_0^L dz \cos(\pi kz/L) \cos(\pi l z/2L) = \frac{\sqrt{2}}{\pi(k + l/2)} \left( k \sin\left[\left(k - l/2\right)\pi\right] + (-1)^k \sin\left(l\pi/2\right) \right)
\]  

(C76)

are the scalar products between the eigenfunctions at \( t = 0^- \) and \( t = 0^+ \). Plugging all of this into Eq. (C72) we finally obtain the energy density at time \( t > 0 \) as

\[
\frac{dE(z,t)}{dz} = \hbar \sum_{k \text{ even}} \sum_{r,l} \left( \langle \hat{n}_k \rangle \frac{1}{2} \pi c \right) \left[ (4k^2 + lr) \sin \left[ \pi (l + r)(z + L)/2L \right] \cos \left[ \pi ct(r-l)/2L \right] 
\right.
\]

\[
+ (4k^2 - lr) \cos \left[ \pi (l + r)(z + L)/2L \right] \cos \left[ \pi ct(r+l)/2L \right] \right].
\]  

(C77)

and we can see that this expression reflects a superposition of waves traveling at speed of sound \( c \), and, in particular, there is no dispersion.

5. Details of compression and expansion

Here we give a more detailed discussion of the approximations that were involved in formulating the piston model in the main text. We consider the Lieb-Liniger model for the gas trapped in a box of changing size from \( L(0) \) to \( L(t) \). After the standard phononic expansion \( \hat{\Psi} = \sqrt{\rho} e^{i\phi} \) in the long wavelength limit the Hamiltonian can be approximated as

\[
\hat{H}_{LL} \approx \int_0^L dz \left[ \frac{\hbar^2}{2m} \left( \partial_z \hat{\varphi} \right)^2 + \frac{g}{2} \hat{\varphi}^2 \right].
\]  

(C78)

We next split the operators around the classical hydrodynamical solutions, specifically we introduce the density fluctuations \( \hat{\rho} = \rho_0 + \delta \hat{\rho} \) and phase fluctuations \( \hat{\varphi} = \varphi + \hat{\varphi} \).

The classical phase can be interpreted as the velocity potential by means of the equation \( v = \hbar \partial_z \varphi/m \). In a simple case where only one wall is moving we have that the classical hydrodynamic equations

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial z} (\rho v) = 0,
\]  

(C79)

\[
\frac{\partial v}{\partial t} + v \frac{\partial v}{\partial z} = -\frac{g}{m} \frac{\partial \rho}{\partial z},
\]  

(C80)

have a solution given by

\[
\rho_0(t) = \frac{N}{L(t)}, \quad v(z,t) = \frac{\dot{L}(t)}{L(t)}.
\]  

(C81)

In this case we find that the velocity depends on the position and matches the velocity of the moving wall at the boundary, namely that \( v(z = 0) = 0 \) and \( v[z = L(t)] = \dot{L}(t) \). This solution is obtained in the long-wavelength limit and neglecting the acceleration of the walls [169]. A similar solution can be obtained also in the case of both walls moving, with Neumann boundary conditions at each wall.

By integrating the velocity we obtain the classical phase field \( \varphi \), which we next use to linearize the Hamiltonian (C78). We thus obtain the model

\[
\hat{H}(t) = \int_0^{L(t)} dz \left[ \frac{\hbar^2}{2m} \left( \partial_z \hat{\varphi} \right)^2 + \frac{g}{2} \delta \hat{\varphi}^2 
\right.
\]

\[
+ \frac{\hbar L(t)}{2L(t)} \left[ \delta \hat{\rho} \left( \partial_z \hat{\varphi} \right) + \left( \partial_z \hat{\varphi} \right) \delta \hat{\rho} \right].
\]  

(C82)

If the evolution is slow (adiabatic), a lattice model with the fixed number of sites can serve as a good approximation to the discrete-value representation of the continuous system. Thus, in the following we neglect the second cross-coupling term between phases and densities, so to model a quasistatic case where the GP profile gets compressed very slowly. Then, it is also illustrative to observe explicitly how this process works in an infinitesimal stepwise fashion. The infinitesimal length change is

\[
L \to L = (1 + \epsilon) L,
\]  

(C83)

and, correspondingly, a homogeneous GP profile \( \rho_0 \) changes to \( \rho_0(\epsilon) = (1 + \epsilon)^{-1} \rho_0 \). Then, the Hamiltonian after the size change reads

\[
\hat{H}_\epsilon = \int_0^{L(t)} dz \left[ \frac{\hbar^2}{2m(1 + \epsilon)} \left( \partial_z \hat{\varphi} \right)^2 + \frac{g}{2} \delta \hat{\varphi}^2 \right],
\]  

(C84)

which is Eq. (C82) without the last term. Thus we observe that if a GP profiles changes slowly in length then the phonons are described by a similar Hamiltonian, only with modified couplings. Note that here we did not consider explicitly the phase-locking term \( \hat{H}_J \), however, since it
has a linear dependence on the density, it does not change while changing the total length. In the main text instead, we wrote down the full Hamiltonian with the additional (unmodified) phase-locking term, which is also what we considered in our simulations.

In the lattice model, we perform a similar procedure, but work fully in real space, this time with the Hamiltonian as a functional of both mean-field density and the small-distance cutoff. Starting from the discretized Hamiltonian $\hat{H}_N[\rho_0, \Delta z]$ of a single condensate with $N$ pixels, length $L = N\Delta z$, and density $\rho_0$, we perform at each step a small length change $L \xrightarrow{\text{step}} L' = N\Delta \zeta$, corresponding to a renormalization

$$
\hat{H}_N[\rho_0, \Delta z] \mapsto \hat{H}_N[\rho_0(\epsilon), \Delta \zeta] = \hat{H}_\rho(1 + \epsilon) \oplus \hat{H}_\phi/(1 + \epsilon)^2,
$$

(C85)

where we use that $\rho_0(\epsilon) = \rho_0/(1 + \epsilon)$ and $\Delta \zeta = (1 + \epsilon)\Delta z$. Thus, we see that we are implementing a discretized version of the Hamiltonian (C84).

Then, in order to complete the full length change $\Delta L$ in a time $t_{o}\text{mp} = N_i\Delta t$, where $\Delta t$ is a small time interval and $N_i$ is the total number of Trotter steps, at each discrete time step we perform an infinitesimal length change, such that

$$
\epsilon = \Delta L/N_i.
$$

(C86)

What we get is the state of the phonons after compressing by a finite amount. This assumes that the phonons always see a quasistatic background metric, which is their dynamical time scales are much faster than how we compress the condensate. We observe that a sufficiently slow compression will not mix much between the modes and there will be thermal squeezing of the phonons. We also see that the energy will in fact change. This is expected, since we are performing work on the system by compressing it, which means it should increase in energy. The compression protocol is therefore our main way to realize a piston, where one may actively perform and extract work on a condensate by changing its length, and therefore its energy density and effective temperature.

a. Renormalizing the cutoff during compression QTP

Let us now discuss a technical detail arising in the compression and expansion QTP (see Fig. 17). An implicit difference between the initial and final Hamiltonians of a compression and expansion step is that the continuous field theory should be defined in the time-dependent line $[0, L(t)]$. In principle, we can also make a change of the integration variable $z \mapsto \zeta = zL(0)/L(t)$, such that the theory is defined with a constant length. However, a subtle issue arises: the field commutation relations $[\delta \hat{\varphi}(\zeta), \hat{\varphi}'(\zeta')] = i\delta(\zeta - \zeta')$ depend on the coordinate $\zeta$; thus a rescaling of the coordinate must be compensated by a corresponding rescaling of the density fluctuation field, in order to maintain the correct commutation relations. Then, calling $\lambda(t) = L(0)/L(t)$ we define the transformation

$$
\delta \hat{H} = \delta \hat{\varphi} + \lambda(t)\delta \varphi,
$$

and density $\rho(\zeta) = \rho(\lambda(t)\zeta)$, so that the Hamiltonian (C82) becomes

$$
\hat{H} = \int_0^{L(0)} d\zeta \left[ \frac{\hbar^2}{2m} \left( \frac{\partial \varphi(\zeta)}{\partial \zeta} \right)^2 + \frac{1}{2} \lambda^2(\zeta) \delta(\zeta) \right],
$$

(C88)

which effectively amounts to a renormalization of the line differential as

$$
d\zeta = d\zeta = \lambda(t)dz,
$$

(C89)

at the same time ensuring that the fields satisfy the correct commutation relations:

$$
[\delta \varphi(\zeta), \varphi(\zeta')] = i\delta(\zeta - \zeta')/\lambda(t)
$$

$$
[\delta \varphi(\zeta), \varphi(\zeta')] = i\delta(\zeta - \zeta').
$$

(C90)

Note that by making this field transformation, the full Hamiltonian (C82) is transformed in such a way that the time derivatives of its parameters disappear. Therefore, the Hamiltonian (C88) can be approximated by a lattice model without restrictions on the rate of change of parameters, i.e., no assumption about adiabaticity is required anymore. However, one has still to be careful with defining correctly the new rescaled density-fluctuation field in the discretized model.

A similar issue arises also working directly in the discretized version of Eq. (C84): by fixing the number of pixels and just rescaling the cutoff $\Delta z$ at each Trotter step we are changing its effective momentum cutoff. Concretely, if we keep the number of pixels we see that the discretization length $\Delta \zeta$ has changed according to

$$
\Delta \zeta = \frac{L e}{L} \Delta z.
$$

(C91)

It is important to stress once more that the covariance matrices satisfy the Heisenberg constraint that depends on $\Delta z$. Thus, we begin with a covariance matrix $\Gamma$ that satisfies

$$
\Gamma + \frac{1}{\Delta z}i\Omega \geq 0,
$$

(C92)

but after size change it should satisfy

$$
\Gamma + \frac{1}{\Delta \zeta}i\Omega \geq 0.
$$

(C93)

However, the natural way to implement the compression is, as we discussed above, to apply a symplectic transformation $G(\epsilon) = \exp(\Omega H_L/\Delta \zeta)$ that preserves the symplectic
form and hence does not allow to switch between the Heisenberg cones with $\Delta z \mapsto \Delta \zeta$. The way to implement the latter switch is to multiply the condition of the second cone and find that

$$\Gamma + \frac{1}{\Delta \zeta} i \Omega \geq 0 \Leftrightarrow \frac{\Delta z}{\Delta \zeta} \Gamma + \frac{1}{\Delta \zeta} i \Omega \geq 0. \quad \text{(C94)}$$

Hence we can now do the compression by setting

$$\Gamma(t_{\text{comp}}) = \frac{\Delta z}{\Delta \zeta} G(t_{\text{comp}}) \Gamma(0) G^T(t_{\text{comp}}), \quad \text{(C95)}$$

where $G(t_{\text{comp}})$ implements the Trotterized evolution from Eq. (C85). This covariance matrix will satisfy the Heisenberg relation at the target discretization length. This is not anymore just a sympletic transformation, but an affinely sympletic transformation, which preserves the sympletic form up to an overall prefactor.

6. Achieving larger cooling in the Otto cycle

In the main text, we have shown how to concatenate the QTPs introduced, in order to operate a refrigerator to cool down part of the system. The remaining question is then how can we optimize the transfer of energy from the system to the bath (via piston), by tuning the various parameters that we have, such as $t_{\text{merge}}, t_{\text{split}}, t_{\text{comp}}, L_{P(B,S)}$ etc. We discuss the effects and therefore the strategy of choice for some of the parameters below.

1. Initial lengths (and length ratios) of system, piston, and bath. The lengths of each machine compartment determines their heat capacity. For example, a larger piston would be able to absorb (or lose) more heat when interacting with the system (bath). The size of the bath would largely determine how strong the non-Markovian effects are, especially since wave packets are traveling ballistically in the condensate. For example, in our simulations the bath is only 3 times larger, which is a realistic figure when considering implementations. According to Fig. 6, the wave packets induced in the bath at the piston-bath interface has already traveled to the other bath edge and returned to the interface during the second cycle of piston-bath interaction, effectively making the process non-Markovian. In Fig. 18, we see a simulation where one effectively simulates a Markovian bath (and piston) by reinitializing them before every new cycle.

2. Compression ratio of piston. It is clear that the more compression the piston undergoes, the more work is injected into the refrigerator. This causes a larger effective temperature difference between piston and bath, thereby inducing a larger amount of heat flow between them, which in turn increases the capability of the piston to later absorb heat while interacting with the system. While in classical scenarios the piston stays in equilibrium while gradually increasing in temperature, our model of compression as discussed in Sec. IIB is akin to squeezing, and therefore the higher the amount of compression, the further we expect the system goes out of equilibrium, which is seen in our simulations.

3. Compression ratio of bath and system. In the protocol we presented, for simplicity, the bath and system never undergo any change in length. However, if we imagine the three condensates on a chip, whenever we compress the piston, this leaves additional room for the bath to expand. Such an additional step, if undertaken, will further increase the temperature gradient and therefore facilitate heat flow.

4. Total duration when merging and splitting two systems. Suppose two systems are connected and heat flow occurs due to an effective temperature gradient. How would one design the protocol to allow a maximum amount of net heat flow? Naturally, one expects that in the long time limit, energy will be equally distributed throughout the joint system, i.e., they thermalize. However, we are interested mostly in finite time scales. Therefore, in practice, the most relevant parameters to set are the timings of merging, with respect to the lengths of the interacting systems. Moreover, the energy input during merging is non-negligible due to the relatively small sizes of each system. To overcome this, for example, one could time the protocol so that when we split the condensates again at the end, the wave packets come back to the interface and then are taken out of the system due to the change in Hamiltonian. This can be done because we know the speed of sound in the condensate, concretely, it becomes natural to set $t_p = L_p/c$, where $t_p$ is a relevant time scale of the piston process. This illustrates the role of information in such a process: although a lot of energy may be injected during merging, the information about this energy is preserved, and therefore it can be suitably retrieved (instead of being irreversibly lost into other degrees of freedom).

5. Further refinements when considering the GP profile of condensates. We have seen this in the case of putting two systems into heat contact. When a single condensate sits in the trap, the bulk region has a roughly uniform density, which is why one usually considers the fairly good approximation of a homogeneous $\rho_0$. The situation becomes more complicated when two such systems are merged: ideally, we would like the contact interface to have large atom density as well, so that heat transport is maximized. However, we saw from the simulations that this induced extremely high-momentum
modes, which may cause us to observe more dispersion, and furthermore the Luttinger liquid analysis may no longer be useful in such regimes. On the other hand, having a small contact interface such as shown in the trapeze profile would imply that heat flow occurs more slowly in finite time scales.
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