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Abstract

We present an approach to learn dense, continuous 2D-3D correspondence distributions over the surface of objects from data with no prior knowledge of visual ambiguities like symmetry. We also present a new method for 6D pose estimation of rigid objects using the learnt distributions to sample, score and refine pose hypotheses. The correspondence distributions are learnt with a contrastive loss, represented in object-specific latent spaces by an encoder-decoder query model and a small fully connected key model. Our method is unsupervised with respect to visual ambiguities, yet we show that the query- and key models learn to represent accurate multi-modal surface distributions. Our pose estimation method improves the state-of-the-art significantly on the comprehensive BOP Challenge, trained purely on synthetic data, even compared with methods trained on real data. The project site is at surfemb.github.io.

1. Introduction

Establishing 2D-3D correspondences is a core problem in computer vision. For an image of an object with no visual ambiguity, a 3D object point can in theory be uniquely identified for a 2D point in the image. However, under visual ambiguities caused by symmetry, occlusion, lighting, etc., there can be a set of possible 3D correspondences. Ideally, we would have not just a best guess, but a full distribution over possible correspondences. To the best of our knowledge, we are the first to present such distributions. We learn the distributions implicitly from data with no information about symmetries or other ambiguities.

There is a wide range of pose estimation methods for rigid objects. Many establish 2D-3D correspondences [12, 21, 25, 26, 28, 31] followed by PnP-RANSAC [9], and mainly differ in how they establish correspondences. Some methods establish correspondences for a fixed set of object keypoints [26, 28] while others establish dense (pixel-wise) correspondences [5, 12, 21, 25, 31]. Regressing coordinates directly [5, 21, 25, 28, 31] assumes a uni-modal distribution, which is problematic in case of visual ambiguities, leading most of them to handle global symmetries explicitly. This, however, only handles global symmetries, not other kinds of visual ambiguity. A recent approach [12] handles ambiguities implicitly by estimating a probability distribution over surface fragments. This model is able to represent multi-modal distributions, but the representation is limited by the computational cost of representing a large amount of surface fragments. They mitigate this by choosing 64 fragments and regressing a within-fragment offset, but this still amounts to 256 output channels per object in their encoder-decoder network, and their representation is effectively reduced to a discrete probability distribution over 64 refined object coordinates.

Another recent work [23] proposes to establish dense 2D-3D correspondences using continuous surface embed-
editions with few output channels. However, they only establish a single correspondence per pixel and do not discuss or show the ability to represent distributions or other ways to handle ambiguities, nor do they use it for object pose estimation.

This work presents an approach to learning dense and continuous 2D-3D correspondence distributions with a contrastive loss. At inference, we evaluate the distributions for approximately 75,000 object coordinates. The correspondence distributions are represented by two models: a small fully connected network, the key model, mapping object coordinates to key embeddings, and an encoder-decoder convolutional network, the query model, mapping color images to dense query embedding images. Each query then represents a correspondence distribution over keys, and the two models are trained jointly with a contrastive loss. This representation enables the models to represent accurate multimodal correspondence distributions with low computational requirements.

We obtain an initial pose estimate with PnP-RANSAC, where many pose hypotheses are sampled based on the correspondence distributions and evaluated using a score based on the training loss. Our models are thus explicitly trained to maximize the score for the correct pose. We further refine the best scoring pose hypothesis to obtain our final pose estimate.

We evaluate our method on the seven varied datasets in the BOP Challenge [14]. For ITODD [7], we show a 79% relative improvement over the previous state-of-the-art RGB method, and for T-LESS [13] and HB [15] our RGB method trained purely on synthetic data is state-of-the-art, even compared with methods trained on real data and methods using depth. Our RGB method shows state-of-the-art results across all seven datasets, compared to other methods trained on synthetic data, and our RGBD method trained on purely synthetic data is state-of-the-art on the BOP Challenge, even compared with methods trained on real data.

Our primary contributions are:

- Presenting continuous 2D-3D correspondence distributions that are accurate up to ambiguities like symmetry.
- A state-of-the-art object pose estimation method using the distributions to sample, score and refine poses, handling symmetries and other ambiguities implicitly.

Interactive examples and all code to reproduce the results in this work is available on the project site.

2. Related Work

There exists a wide range of pose estimation approaches. High-performing classical methods [8, 35] and hybrids [18] rely on depth information and use point-pair based voting.

Some learning based approaches [19, 20, 36] regress a representation of the pose directly. PoseCNN [36] regresses depth, the projected 2D center and a quaternion for each region-of-interest in a custom detection pipeline. DeepIM [20] proposes iterative refinement by regressing a pose difference between a render of the pose hypothesis and the input image. CosyPose [19] builds on DeepIM, adding several improvements, including a continuous rotation parameterization, handling symmetries explicitly, and using more recent architectures. [4, 34] train autoencoders to capture rotation information in a latent representation. After training, they build a latent codebook representing a large set of rotations, and during inference, they either choose the nearest neighbour in the codebook [34] or design a distribution [4] over rotations. [33] shows that the autoencoder can be shared across multiple objects and generalize to unseen objects. The latent representation in [4, 33, 34] handles symmetries implicitly, but assumes that the object frame’s origin lies on the planes or axes of symmetries, and does not represent positional ambiguity. Our method does not assume anything about the placement of the object frame and is able to represent both positional and rotational ambiguities by the distributions of correspondences.

 Other learning based approaches are based on establishing 2D-3D correspondences [5, 12, 21, 25, 26, 28, 31] followed by a variant of PnP-RANSAC. BB8 [28] regresses the 2D coordinates of projected 3D bounding box corners and handles symmetries explicitly by limiting the ground truth pose space based on the object symmetry. PVNet [26] regresses vector fields toward the 2D projections of a set of fixed 3D key points and handles symmetries like BB8. Pix2Pose [25] employs an encoder-decoder network to regress dense object coordinates of the object surface. To handle symmetry, they calculate the loss with respect to the pose that has the smallest loss while being valid under symmetry, and further use a Generative Adversarial Network to lock on to a plausible mode. In addition to dense correspondences, SO-Pose [5] also estimates self-occlusion maps to constrain their pose hypotheses. CDPN [21] regresses dense correspondences but only use them to estimate the rotation, and instead uses a separate head to regress the translation. DPODv2 [31] also regresses dense correspondences. They obtain an initial pose with PnP-RANSAC and refine the pose based on differentiable rendering and the estimated dense correspondences. They handle symmetry similar to BB8 and PVNet. [27] regresses dense hand-crafted 3D features to establish 2D-3D correspondences, even for objects not seen during training. While their feature definition handles symmetries implicitly, they are by definition limited to local, rotation invariant 3D information. EPOS [12] learns a dense 2D-3D correspondence distribution and handles symmetries implicitly. They do so by discretizing the surface into a set of fragments and predicting a probability distri-
We aim to learn a surface distribution describing which image-coordinates, final pose estimate. Then refined based on the surface distributions to obtain the surface distributions. The best scoring pose hypothesis istribution and score each hypothesis based on the mask and we sample pose hypotheses from the correspondence distribution. In a PnP-RANSAC fashion, we represent and learn correspondence distributions.

There are also works outside object pose estimation, that aim to establish correspondences. [10] learns embeddings in a self-supervised fashion with a contrastive loss to establish 2D-2D correspondences across images for object manipulation. [23] proposes to establish dense 2D-3D correspondences using continuous surface embeddings, and their framework for learning correspondences is similar to ours with some important differences. Most importantly, they only establish a single correspondence per pixel and do not discuss or show the ability to represent distributions or in other ways handle ambiguities. Nor do they use the obtained correspondences for object pose estimation. There are more differences, including that their key model embeddings are explicitly regularized to be continuous, whereas the continuity of our embeddings are primarily driven by visual ambiguity, and that they use a fixed set of object vertices during training, whereas we use a contrastive loss, sampling from the surface during training.

3. Methods

This section presents our pose estimation method. We begin with a short overview, then describe in more detail how we represent and learn correspondence distributions and lastly how pose estimates are obtained from those distributions.

3.1. Overview

Similar to other approaches [5, 19–21, 25], we base our method on image crops from a detection model. We feed an image crop through our model to obtain dense (pixel-wise) surface distributions and a mask which together form a correspondence distribution. In a PnP-RANSAC fashion, we sample pose hypotheses from the correspondence distribution and score each hypothesis based on the mask and surface distributions. The best scoring pose hypothesis is then refined based on the surface distributions to obtain the final pose estimate.

3.2. Learning Correspondence Distributions

Given an image crop, \( I \in \mathbb{R}^{H \times W \times 3} \), of an object and image-coordinates, \( u \), inside the mask of the object, \( u \in M \), we aim to learn a surface distribution describing which point, \( c \), on the object surface, \( c \in S \subset \mathbb{R}^3 \), the pixel corresponds to

\[
p(c | I, u, u \in M).
\]

We consider the mask to be the set of pixels, where the object is present, even if it is occluded.

Let \( q \in \mathbb{R}^E \) be a query and \( k \in \mathbb{R}^E \) be a key in a shared embedding space with dimension \( E \), and let each surface point, \( c_i \), be represented by a corresponding key, \( k_i \). Similar to [23], given a query, we define the surface distribution over a discrete set of surface points, \( \hat{S} \subset S \), as the softmax over dot products between the query and all keys

\[
\Pr(c_i | q, \hat{S}) = \frac{\exp(q^T k_i)}{\sum_{c_j \in \hat{S}} \exp(q^T k_j)}, \quad c_i \in \hat{S}.
\]

We use a key model, a small fully connected network, \( g : \mathbb{R}^3 \mapsto \mathbb{R}^E \), to map surface points to keys, and a query model, an encoder-decoder convolutional network, \( f : \mathbb{R}^{H \times W \times 3} \mapsto \mathbb{R}^{H \times W \times E} \), to map color images to query images. With the set of surface points, \( \hat{S} \), sampled uniformly from the object surface, and a set of image coordinates, \( \hat{U} = \{u_1, \ldots, u_N\} \), sampled uniformly from the object mask, we define the embedding loss as the InfoNCE [24] loss

\[
L_E = -\frac{1}{|U|} \sum_{u \in U} \log \sum_{c_i \in S \cup c_u} \frac{\exp(q_u^T k_i)}{\exp(q_u^T k_i)}
\]

where \( q_u \) refers to the query in the query image at \( u \), and \( k_u = g(c_u) \) refers to the key from the object coordinate, \( c_u \), that is present at \( u \) (Fig. 1). [24] shows that optimizing this loss will result in estimating the probability density ratio

\[
\exp(q_u^T k_i) \propto \frac{p(c_i | q)}{p(c_i)},
\]

regardless of the sample size, \(|\hat{S}|\). Since we sample \( c_i \) uniformly from the surface, it follows that \( \exp(q_u^T k_i) \propto p(c_i | q) \), which means that we by normalizing over the object surface are indeed estimating the probability density function in Eq. 1

\[
p(c_i | I, u, u \in M) = \frac{\exp(q_u^T k_i)}{\sum_{j \in S} \exp(q_u^T k_j)}.
\]

Until now, we have only looked at surface distributions, assuming pixel coordinates to be inside the object mask. To establish a distribution over correspondences, \( p(c, u | I) \), we add a channel in the same convolutional architecture as the query model to estimate the object mask, and let the discrete distribution over image coordinates, \( \Pr(u | I) \), be proportional to the estimated probability that the object is present at pixel \( u \)

\[
\Pr(u | I) \propto \Pr(u \in M | I, u).
\]

The distribution over correspondences is then modeled by

\[
p(c, u | I) = \Pr(u | I)p(c | I, u).
\]
With $L_M$ being the average binary cross-entropy loss for the mask, the total loss is

$$L = L_E + L_M.$$  

(8)

**Notes on Representation.** While some simple visual ambiguities, like global symmetry, can be modelled explicitly, it is questionable whether it is feasible to explicitly model all relevant ambiguities. Learning ambiguities from data requires the model to be able to represent the ambiguities, and while the representation could in theory be in pose space, we are not aware of any work successfully learning multimodal object pose distributions directly.

The dense query image can be seen as a proxy for a pose distribution. The key model represents an object-specific surface distribution model with $E$ parameters, where the query model estimates the model parameters pixel-wise. Maximizing the probability of the ground truth coordinates (Eq. 3) encourages the key model to model the types of visual ambiguities that are most common in the data, and only those, leading to an efficient representation. In case of global symmetry, the key model can simply learn to map symmetric points to the same keys, but it can also represent more complex and view-dependent ambiguities.

To provide intuition on the representational capacity of the embeddings, let us imagine mapping an object’s surface onto the surface of a 3D sphere and let those 3D coordinates represent keys. We then see that a query identifies onto the surface of a 3D sphere and let those 3D coordinates represent keys. We then see that a query identifies any key uniquely when it has the same direction as the key and an infinite norm. A lower query norm gradually leaks more and more distribution mass onto neighbouring keys. Three embedding dimensions are thus enough to represent distributions with simple ambiguities, but more embedding dimensions allow the models to represent more ambiguities.

### 3.3. From Embeddings to Pose

At inference, 2D-3D correspondences are established based on the estimated correspondence distribution from Equation 7. The correspondences form pose hypotheses which are scored based on the agreement with the estimated mask and correspondence distributions, and the best scoring pose hypothesis is refined by a local maximization of the probability of the visible surface coordinates.

**Sampling Pose Hypotheses.** While the 2D-3D correspondence distribution is continuous in the sense that it can be evaluated for any point on the surface, we choose a large set of points, $S \subset S, |S| \approx 75,000$, sampled evenly from the object surface, using [2] as implemented in Meshlab.

For each query, the probability distribution over keys is computed and multiplied with the mask probability to obtain the correspondence probabilities (Eq. 7), which can be sampled from efficiently with inversion sampling. Sampling directly from this distribution results in an even sampling inside the estimated mask. To sample image coordinates with lower entropy more often, we sharpen the correspondence distribution by sampling proportional to $\Pr(c, u | I)^\gamma$ instead, where $\gamma = 1.5$ is chosen qualitatively. Pose hypotheses are found from correspondences by AP3P [16] as implemented in OpenCV\(^2\).

Since we are trying to establish correspondences only for the part of the surface that is not self-occluded, the correspondences used to obtain a pose hypothesis should be visible under the pose hypothesis. We discard the pose hypotheses where this is not the case based on the correspondence normals.

**Pose Hypothesis Scoring.** We propose a pose score based on the training loss, which has two parts. The first part represents the agreement with the estimated mask, and the second part represents the agreement with the estimated correspondence distributions. We define the mask score as the estimated average log likelihood of the pose hypothesis mask

$$s_M = \frac{1}{|U|} \sum_{u \in U} \log \Pr(\hat{M}_u),$$  

(9)

where $U$ is the discrete set of all pixel coordinates in the image, and $\hat{M}_u$ denotes whether or not the object is present at $u$ under the pose hypothesis. We define the correspondence score as the estimated average log likelihood of the visible surface coordinates of the pose hypothesis

$$s_C = \frac{1}{|M|} \sum_{u \in M} \log \Pr(c_u | q_u, u \in M).$$  

(10)

To relate the two scores, we normalize by their maximum entropy

$$s = \frac{s_M}{\log(2)} + \frac{s_C}{\log(|S|)},$$  

(11)

$\Pr(c | q)$ is calculated once for all query-key pairs, obtaining a table, $l \in R^H \times W \times |S|$, used for the inversion sampling, and for efficient computation of Eq. 10 by indexing. The table has memory requirements proportional to $|U| \times |S|$, and we use square images of resolution 224, so we downscale the query image by a factor of three to make it fit in GPU memory.

For the correspondence score, we max pool $l$ spatially with a kernel size three and stride one. Max pooling is intended to make the score more robust, as pose hypotheses will not be penalized for being a few pixels off. This is analogous to the reprojection error threshold in common PnP-RANSAC [9] frameworks. Max pooling does compromise precision in favor of robustness, but ideally refinement makes up for this compromise.

---

\(^2\)https://opencv.org/
Rasterization is relatively expensive, so instead, we project all object coordinates in \( \hat{S} \) into the image and choose only the object coordinate closest to the camera per pixel.

**Refinement.** The pose hypothesis with the best score is refined by local maximization of the correspondence score in Equation 10. We start by rendering the visible object coordinates under the initial pose hypothesis. For the optimization objective, we then project the object coordinates into the image under the current pose to sample the query image with bilinear interpolation and evaluate the numerator in Equation 2. As evaluating the denominator is computationally expensive, it is instead pre-computed for all queries initially to obtain a denominator-image which is also sampled by bilinear interpolation.

The objective is maximized with BFGS as implemented in SciPy\(^3\), and the gradient is computed by automatic differentiation in PyTorch\(^4\).

**Using Depth Images.** Estimating accurate depth from a single color image is notoriously hard. When a depth image is available, we adjust the depth of our pose estimate.

We find the set of image coordinates where the query norm is at least 80% of the maximum query norm across the image. The high query norm indicates that the model is certain, so we assume these coordinates to correspond to visible parts of the target object. We find the difference between the depth image and estimated depth under the pose hypothesis for each of those coordinates and choose the depth adjustment as the median of those differences.

We need to choose a ray to adjust the depth along. We use the ray that goes through the center of mass of the chosen image coordinates.

**Architecture and Training Details.** For the query model, we use a U-Net [30] architecture with an ImageNet [3] pretrained ResNet-18 [11] backbone. As MLPs with ReLU activations have shown to be biased towards low frequencies in their input [29], we use the Siren [32] MLP for the key model with the motivation that locally consistent embeddings should be a result of visual ambiguity, not limitations of the MLP.

We make heavy use of image augmentations during training. We add translation and scale noise to the ground truth crops to simulate detector inaccuracies and sample image rotations uniformly. From the Alumentations\(^5\) library, we use GaussianBlur, ISONoise, GaussNoise, CLAHE, CoarseDropout and ColorJitter. We further add debayering artifacts and unsharp masking. All image augmentations have a 50 % chance of being applied.

We implement and train our models in Python with PyTorch. We use Adam [17] with a learning rate of \( 3 \cdot 10^{-4} \) for the query model and \( 3 \cdot 10^{-5} \) for the key model, warming up the learning rate linearly over the first 2000 steps. We use a batch size of 16 and sample 1024 query-key pairs inside the object mask and 1024 negative keys from uniform surface samples per crop (Fig. 1). We use 12 embedding dimensions and have a separate key model per object and a separate decoder per object in the query model. The query encoder is shared across objects in a dataset. We train and run our models on an Nvidia RTX 2080.

**4. Experiments**

We evaluate our method on the BOP Challenge [14], which is not yet saturated and arguably the most comprehensive rigid body pose estimation benchmark with seven datasets; LM-O [1], T-LESS [13], TUD-L [14], IC-BIN [6], ITODD [7], HB [15] and YCB-V [36]. The task involves pose estimation from a single image with a varying number of instances of varying number of objects (ViVo). BOP evaluates three pose errors based on visible surface discrepancy (VSD), maximum symmetry-aware surface distance (MSSD), and maximum symmetry-aware projection distance (MSPD). An average recall is computed for each of the errors, AR_VSD, AR_MSSD, AR_MSPD, based on a set of error thresholds, and the average recall, AR, refers to the average of the three average recalls.

We train our models on the synthetic, physically based rendering datasets provided by the BOP Challenge. Because the datasets vary in number of objects and instances, we train our models 5 epochs for IC-BIN, 10 epochs for T-LESS, ITODD, HB and YCBV and 20 epochs for LM-O and TUD-L. Training time is 1-2 days on a single Nvidia RTX 2080, which is significantly less compute than e.g. CosyPose [19] that trains on 32 Nvidia V100 for 10 hours.

We also fine-tune on the real training datasets which are provided for T-LESS, TUD-L and YCB-V. Since the real dataset for T-LESS only contains separated objects with a black background, we fine-tune on a mixture of synthetic and real images for this dataset.

During inference, we use the available detection crops from the models in CosyPose [19] trained on the synthetic images. We use a simple test-time augmentation, where the input is rotated 0, 90, 180 and 270 degrees, fed through the model, rotated back and averaged.

Inference time is approximately 2.2s per image crop, including around 20ms for the query model forward pass, 1.2s for PnP-RANSAC, and 1.0s for pose refinement. Our implementation is written in Python. A compiled version could reduce inference time. We also use a fixed number of 20,000 iterations during PnP-RANSAC. Early termination and further pose pruning could reduce the PnP-RANSAC time.

---

\(^3\)https://scipy.org/
\(^4\)https://pytorch.org/
\(^5\)https://albumentations.ai/
Table 1. Average Recall on the BOP Core datasets. Methods are split into three groups; RGB methods trained purely on synthetic data, RGB methods that are also trained on real data for T-LESS, TUD-L and YCB-V, and methods using depth. The best performing method for each dataset in each group is marked in bold. Synth: Trained purely on the synthetic data provided by the BOP Challenge. Note that real training data is only available for three of the datasets, so some entries are duplicates. * Methods do not use the provided training images.

Visualizing Embeddings. We reduce embeddings to three dimensions for visualization by summation over each of three distinct sets of embedding dimensions, and normalize the range into the valid RGB range, making sure to have zero visualized by gray. Key embeddings are further demeaned before summation. Summation over embedding dimensions does mean ambiguity in the visualization, but we find that it better portrays the embedding manifold in practice than subsampling dimensions or PCA.

Qualitative Results. Our models learn embeddings (Fig. 3) that are meaningful in the sense that surface points that are visually similar, e.g. because of symmetry, have similar embeddings. We find the key embeddings for objects especially interesting as they represent the learnt latent models of the objects, and we find that those latent models align well with our own mental models. For an object with continuous rotational symmetry, we inspect the key embedding manifold (Fig. 2) using UMAP [22] and show that the key model has learnt the expected one-dimensional embedding manifold without any prior knowledge about the symmetry.

We also show that the models trained on synthetic data produce accurate correspondence distributions on real images (Fig. 4). Note that distributions from occluded queries (top left, yellow) have higher entropy distributions, and in the case where there is no visual ambiguity (bottom right, yellow and red), the way that the distribution is imprecise

Main Results. Our main results are presented in Tab. 1. For ITODD, we show a 79 % relative improvement over the next best RGB method. Our RGB method trained on synthetic data is state-of-the-art on T-LESS and HB, even compared with methods trained on real data and methods using depth.

Our method is state-of-the-art across all datasets compared with other methods trained on synthetic data. Our RGBD method trained purely on synthetic data is state-of-the-art on the BOP Challenge, even compared to methods that train on real data.
is still meaningful, giving most probability to the correct modes and some probability to visually similar modes. To the best of our knowledge, no other work has shown correspondence distributions of this quality.

Pose estimation examples are shown in Fig. 5.

Ablation Study. We investigate the effect of different hyper-parameters in Tab. 2. Specifically, we look at six vs twelve embedding dimensions, a single decoder (but with object-specific last layers) vs a separate decoder per object, with or without refinement, and with or without test time augmentation.

More embedding dimensions, separate decoders and test time augmentation all show steady improvements, and refinement shows a significant improvement. The forward pass on the query model is computationally inexpensive compared to pose scoring and pose refinement, so test time augmentation is an effective way to improve performance. We hypothesize that test time augmentation improves performance by providing a smoother query image, leading to a better posed refinement optimization problem.

Failure Cases. Not surprisingly, we observe that our method trained on synthetic data performs best, when the CAD models represent the real objects well. For some objects, like the bowl and cup in YCB-V, the CAD models contain baked-in reflections. Since these reflections are always present in the data, even under heavy data augmentation, our models learn to rely on these.

For other objects, like the models in TUD-L and IC-BIN and some objects in LM-O and ITODD, the CAD model geometry appear to be significantly different from the real surfaces, which leads to sub-optimal pose scoring and refinement on the real images.

We find that some ground truth poses are surprisingly poor. This is especially apparent for LM-O, TUD-L, IC-BIN and YCB-V, as seen in Fig. 6. Ground truth poses for HB and ITODD are not publicly available. Poor ground truth poses on the test datasets set an upper bound on the achievable performance, unless the pose errors are biased and can be learnt from the training data. In that case, meth-

Table 2. Ablation study of our method on T-LESS [13]. E: number of Embedding dimensions, SD: a Separate Decoder per object, R: with Refinement. TA: Test time rotation Augmentation.
5. Future Work and Limitations

We have trained our models with limited compute, we have only done limited parameter search, and we use a U-Net [30] architecture for the query model. More compute, other hyper parameters and other encoder-decoder architectures may improve performance. Our method only leverages information from a single-view but pose sampling, pose evaluation and pose refinement could all be extended to multi-view variants. Our refinement method assumes that the visible object surface does not change significantly during refinement, and we have observed refinement failing because of this assumption. Our method is effectively a four-stage approach: detections from an image, distributions from a crop, initial pose from distributions and refinement. This is similar to related methods but indisputably makes our pipeline more complex than end-to-end approaches.

6. Conclusion

We have proposed a way to learn dense and continuous 2D-3D correspondence distributions from color images. The distributions are learnt implicitly from data with a contrastive loss and no prior knowledge about ambiguities like symmetry. The distributions are represented in object-specific latent spaces by an encoder-decoder query model and a small fully connected key model. We have also proposed a new pose estimation method using these distributions for pose sampling, pose scoring and pose refinement. Our method is unsupervised with respect to visual ambiguities, yet we have shown that the query- and key models learn to represent accurate multi-modal surface distributions. Our pose estimation method has improved the state-of-the-art significantly on the comprehensive BOP Challenge, trained purely on synthetic data, even compared with methods trained on real data.
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