INTRODUCTION

Graphical representations of information, such as instructional diagrams, flowcharts, infographics, and so on are commonplace in our daily environment. This is an increasing trend as digital tools make graphics easier and cheaper to produce, and as audiences' expectations for visualised information grow. The communication of science is especially dependent on graphical representations. Graphics and diagrams are essential tools for scientists to discuss, communicate and even conceptualise their research, as is discussed in more detail by Cook (2006). Graphics are also widely used for the public communication of science, and Trumbo (2000) pointed out that the recent proliferation of science images in general media has created a need for more research to determine what in fact these images communicate.

Research on graphics tends to focus on the interpretation and understanding of information from graphs and diagrams and the like. Much of this work targets what we will refer to as cognitive outcomes—information transfer, data reading, the development of mental models, recall, and so on. This is perfectly reasonable of course, since science diagrams and graphics are commonly used in educational, research, or other settings where such outcomes are a primary concern. Research of this nature on seductive details (e.g. Wiley, 2019), naïve realism (e.g. Hegarty, Smallman, & Stull, 2012; Smallman & St John, 2005), and multimedia design (e.g. Mayer & Moreno, 2002), along with broader frameworks such as Cognitive Load Theory (Cook, 2006) support a reductionist trend in the design of instructional graphics to reduce extraneous details and strive for focused simplicity.

However other affective, emotional, or attitudinal influences of graphics which may be important for communicators, remain largely unexplored. For example, in addition to educating their audience, environmental communicators may also strive for an emotional impact aimed at changing behaviour. Similarly, a graphic’s influence on interest and motivation (in addition to understanding) may be of use to science communicators and science educators.

There are of course exceptions to this trend toward a purely cognitive focus, and notable examples include acknowledgements of potential emotional and...
motivational impacts of seductive details (e.g. Park, Flowerday, & Brünken, 2015; Park, Moreno, Seufert, & Brünken, 2011), and the influence of emotional design (attention to aesthetics, colour, anthropomorphism, or decorative photographs) on viewer mood and subsequent learning (e.g. Heidig, Mülller, & Reichelt, 2015; Plass, Heidig, Hayward, Homer, & Um, 2014; Schneider, Nebel, & Rey, 2016). This study aims to extend on our understanding of affective impacts of diagram design by exploring the influence of visual context on non-cognitive outcomes.

The Importance of Context

Context is widely considered to be important in cognition and education. Since the latter half of the 20th century, cognitive development theories tend to consider contextual factors to be inseparable from cognition and knowledge acquisition (Butterworth, 1992, p. 1; Ceci & Roazzi, 1994, p. 74). In various branches of psychology context is not only considered as external factors relative to a given object, but also an internal quality that determines the conditions of knowledge activation and the limit of knowledge validity. It is often studied for, among other things, its influence on attention, and its priming effects on recall (Bazire & Brézillon, 2005).

Context has also been shown to influence cognitive strategies, outcome prediction, performance on Piaget's conservation tasks, and transfer of problem solving skills (Ceci & Roazzi, 1994, pp. 77–83).

Context is particularly important for Constructivist approaches to education which are derived from a model of learning as an ongoing process of reconciling new information with existing mental models. In this framework new information always shares a conceptual overlap, or connection, with other information (Klassen, 2006), and therefore context becomes a critical influence on how new information is interpreted and understood. Klassen (2006) aptly describes learning as 'an attempt to find appropriate and desirable contexts into which to fit new knowledge', while Marton (1981) points out that even within the same individual, understanding of the same basic concept varies depending on the context in which it is applied.

Klassen (2006) notes that recent efforts in science education (scientific literacy, science for everyone, critical thinking, constructivism, contextual teaching) emphasize the importance of contextualising topics and teaching about science—how it was developed, how concepts relate to each other—rather than the facts of science alone. These efforts have been shown to have an impact on learning through elevated meaningfulness, relevance, knowledge transfer, motivation, and engagement (e.g. Bennett, Hogarth & Lubben, 2003; Cordova & Lepper, 1996; Gilbert, 2006).

Context is an extremely broad term. The general meaning of the word is too nebulous to be useful for research purposes, so a specific definition and demarcation of the scope of the term is required. In this study ‘Context’ refers to visual context in the form of a background illustration in a diagram. Illustrations used in this study were portrayals of locations that were germane to the informational content of the diagram. This included objects or entities within those locations that were either germane to the content, or germane to the location but extraneous to the content. In this study, consideration of context did not extend to other aspects such as the physical location or social setting of the viewing.

Relevance and Its Roles in Attention, Motivation, and Learning

Relevance is considered to play an important role in learning and motivation. Expectancy-Value theory considers ‘value’—the degree to which a student values an activity—to be an important determinant of students’ choices, performance, effort, and persistence with that activity (Wigfield & Eccles, 2000). Here, ‘value’ is closely related to relevance, in that a sense of connection to individual experience, life goals, or personal values influences the attribution of value to a task, and the two constructs are often equated in the literature.

Motivational interest theories also point out the importance of relevance for its role in stimulating Triggered Situational Interest (interest in a particular situation or environment) and Maintained Situational Interest (a state of focussed attention), which in turn lead to longer term Individual Interest (Hidi & Renninger, 2006). In their review paper Schraw and Lehman (2001) describe a number of studies which suggest relevance as a factor involved in determining interest, and since interest has positive influences on attention, recognition and recall, persistence and effort, academic motivation, learning, positive attitude, and cognitive performance (Hidi & Renninger, 2006), relevance is a desirable characteristic for both formal and informal learning environments in a range of education and communication fields.

Unfortunately, relevance is not consistently defined across the literature, and in some cases is left undefined. Frymier and Shulman (1995) point out that in the educational psychology literature, relevance variously refers to the perception of how well course content satisfies personal needs, personal goals, or career goals, or a perceived connection between content and a student’s goals, values, behaviours, ideas, or experiences. In this study relevance is defined as any perceived connection to the viewer (characteristics, ideas, interests,
activities, customs, habits, experiences) or the viewer’s goals (needs, desires, dreams, aspirations). This definition was adopted for its applicability for this study as well as for situating findings within existing frameworks involving relevance.

**Research Questions**

In a previous study (Wood & Stocklmayer, 2018) we found qualitative evidence for a relationship between diagrammatic context and a perception of relevance. In that study, viewers of biological life cycle diagrams which included a contextual background illustration tended to perceive the information as personally relevant, more than viewers of similar diagrams without the contextual background. Viewers of the contextualised diagrams also felt more empathy and concern for the animals depicted.

Biological lifecycle diagrams are used in a range of situations, both in formal and informal learning environments, and are commonly depicted both with and without contextual backgrounds. A purely reductionist approach to the design of these diagrams is likely result in decontextualized designs, however given the importance of context and its relationship with relevance—another important construct for communication and learning—it is worth investigating non-cognitive impacts of diagrammatic context that may be important for educational and communication outcomes.

In this study we employed quantitative methods across a larger sample of participants than our previous study, to address the following research questions.

- How does the presence of visual context in a life cycle diagram affect viewers’…

  - RQ1) …perception of relevance of the information?
  - RQ2) …concern for the depicted animal?
  - RQ3) …perception of importance of the information presented?
  - RQ4) …interest in the information presented?

RQ1 and RQ2 were aimed at more broadscale confirmation of relationships uncovered in our earlier qualitative study (Wood & Stocklmayer, 2018), while RQ3 and RQ4 targeted potential relationships identified from suggestions in the literature and from our own intuitions.

**METHODS**

**Experimental Design**

A 2 x 2 between groups comparison with Species (aquatic mussel/ gooseneck barnacle) and Context (context/ no context) as independent variables was conducted in the form of an online survey. Respondents were randomly assigned to one of four diagram conditions (mussel/ no context, mussel/ context, barnacle/ no context, barnacle/ context). After viewing their assigned diagram, respondents were then asked a series of comprehension questions, followed by attitude scale items measuring respondents’ perceptions of relevance, interest, importance, and concern with respect to information represented in the diagram.

**Life Cycle Diagrams**

Context and No Context versions of generalized life cycle diagrams for an aquatic mussel and a gooseneck barnacle were developed specifically for use in this study (see Figure 1). Context and No Context versions were identical except for the presence or absence of a background scene. The No Context version simply showed the life stages arranged in a circle on a plain white background, in what might be termed the “traditional” presentation of a life cycle, while for the Context version this was overlaid on an illustration of the animal’s habitat, with lines connecting each life stage with its location in the habitat. To preserve informational equivalency, brief text descriptions of each life stage, including location and habitat information, appeared in both versions.

**Comprehension Check**

A simple comprehension check was developed consisting of six multiple choice questions. The first was a self-assessment of understanding, this was followed by questions covering comprehension of key information presented in the diagram, and ‘far transfer’ application of comprehension to a question not addressed in the diagram. Rather than a comprehensive assessment of participants’ understanding, this simple check was to confirm whether or not the inclusion of context had an obvious negative impact on comprehension. Comprehension questions are shown in Table 1.

**Development of Attitude Scales**

An attitude scale was developed targeting various aspects of relevance, along with situational interest, perceived importance of the information, and concern for the animal depicted in the diagram. Some scale items were adapted from related studies (e.g. Walker, 2012) but most were developed for this study. This process involved generating a ‘raw’ list of candidate scale items, then in consultation with colleagues, evaluating each item on its likelihood of accurately measuring the construct it targeted, and selecting items that were expected to be most effective. The resulting shorter list of items was then reviewed by independent volunteer subjects, and based on their feedback a final list was developed (Table 2). Each item was a five-point Likert scale (Strongly disagree, Disagree, Neutral, Agree, Strongly agree) asking
participants' level of agreement or disagreement with a short statement. Responses were coded from 1 to 5 for statistical analysis.

**Administration of the Survey**

The study was administered using the commercially available survey platform surveymodo.com to collect the data. Important priorities for the design of the survey were a reasonably short completion time to avoid participant fatigue, and clear, unambiguous questions and instructions that avoid influencing or biasing responses.

Upon commencing the survey, participants were given an explanation of the research project and asked for their consent to participate. They were then randomly allocated to one of the four diagram types and shown the corresponding diagram. Participants were instructed that they would subsequently be asked questions about the diagram, that they could view the diagram for as long as they wished, but would not be able to return to the diagram after proceeding. Next, participants were asked open-ended qualitative questions about their impressions of the diagram. This was followed by the comprehension check and then the attitudes scale. Participants were also asked additional qualitative questions, as well as questions on their attitudes toward nature, demographics, educational level, and prior experiences. The data for these questions are not discussed in this report, however they are mentioned here since they contributed to the overall length and structure of the survey, and consequently imposed restrictions on the length of the attitudes scale. Finally, participants were thanked for their time and provided with additional information on the study and how data would be used.

The majority of participants were recruited to the survey from an appeal post on the Facebook page of science media company ScienceAlert. At the time of this study the ScienceAlert Facebook page had 7 million subscribers, mostly in the USA, Australia, and India.
41% of whom were female, and 78% under 35 years old (ScienceAlert Pty Ltd, n.d.). Remaining participants were recruited from two websites1 and a Reddit discussion group2 dedicated to recruiting volunteers for academic studies.

**Participants**

A total of 854 completed responses were collected, of which 24 were identified as speeders (less than 20 sec viewing diagram, or less than 5 min to complete the survey), straight-liners (all responses the same, or all but one response the same for attitude scale), or non-qualifiers (under 18 years) and subsequently removed, leaving 8303 clean responses for analysis. The sample comprised a younger age group (median age 31 years, though ranging from 18 to 88 years), with a small female majority (56.3%). They represented 60 different countries, primarily Australia (31.7%), the USA (30.8%) and the UK (6.9%). A high proportion of respondents were post-secondary educated (81.8%), and many had tertiary level biology education (university biology courses 18.3%, undergraduate major or postgraduate degree 26.9%). Furthermore, 35% of respondents considered themselves to have a basic understanding of biology, while 60.2% rated their understanding as intermediate or expert level. The group was generally positive toward nature, with 86.9% interested or very interested in animals, nature and the environment, 61.2% spending time in nature at least once or more per month, and 96% reporting that they enjoy these experiences. This group was unlikely to

---

1 ScienceAlert Pty Ltd, n.d.
2 Reddit discussion group
3 Clean responses for analysis
be representative of the wider population and this was probably a function of the recruitment method (interested volunteers who were recruited mostly from a young group of subscribers to a science news service). Representative sampling was not logistically possible for this study, but while it is something to consider when interpreting the findings, a non-representative sample does not nullify the results of the study.

**Statistical Analysis**

Data was analysed using the statistical computing and graphics language R (Version 3.3.1) (R Core Team, 2016) and development environment R Studio (Version 0.99.903) (RStudio Team, 2015). Add-on packages ‘dplyr’ (Wickham & Francois, 2016), ‘psych’ (Revelle, 2016), ‘GPArotation’ (Bernaards & Jennrich, 2005), ‘moments’ (Komsta & Novomestky, 2015), and ‘MASS’ (Venables & Ripley, 2002) were used for specific statistical functions, and ‘ggplot2’ (Wickham, 2009) for data plots and output.

**RESULTS AND ANALYSIS**

**Comprehension Check**

A simple unweighted comprehension score was calculated for each participant by awarding one point for each correct answer for comprehension questions 2–6. The mean performance of participants in the No Context and Context conditions for each species were then compared using a Student’s t-test. No significant difference was detected between No Context and Context scores for the mussel group (No Context mean = 3.64; Context mean = 3.82; t(429.46) = 1.71; p = .088). However for the barnacle group, participants showed improved scores in the Context condition (No Context mean = 3.68; Context mean = 3.93; t(386.71) = 2.27; p = .024; Cohen’s d = 0.23).

A chi-squared test for independence was used to examine the distributions of answers for individual questions. All incorrect answers were pooled and the binary distributions of correct/incorrect responses were compared between No Context and Context conditions for both the Barnacle and Mussel groups. Only one of the comprehension questions showed a statistically significant difference in the distribution of correct and incorrect answers between No Context and Context groups, and that was the habitat question (“Where does this animal live?”). Both Barnacle and Mussel groups showed an increase in correct answers to this question under the Context condition (Table 3).

**Attitude Scale Validity**

The attitude scale used in this study was newly developed, so it was important to determine that scale items behaved as expected, and that they did indeed measure the constructs they were intended to target.
Exploratory factor analysis (EFA) was conducted to determine whether grouped scale items correlated with each other—an indication that they were accurately targeting the intended underlying constructs. The EFA was conducted using R (Version 3.3.1) (R Core Team, 2016) and R Studio (Version 0.99.903) (RStudio Team, 2015), and following the procedure outlined by Buchanan (2016). Missing data and outliers were removed leaving 804 responses with interval data for 19 variables, satisfying FA requirements of 300 or more samples of at least interval data with 5 or more variables. The data also showed acceptable mean sampling adequacy Kaiser-Meyer-Olkin test: MSA = .93), scale item correlation adequacy (Bartlet’s test: \( \chi^2(171) = 6507.83, p < .001 \)), and no signs of multicollinearity or excessively correlated variables (max correlation R = .64). Analysis of distribution plots, skewness, and Kurtosis scores showed that most items fell into acceptable ranges of normality, however it should be noted that normally distributed data, while preferred, is not a strict requirement for factor analysis (Coakes, Steed, & Ong, 2010, p. 134), particularly when it is used to summarize relationships between large numbers of variables (Tabachnick & Fidell, 2007, p. 613) as it was in this study. Transformation of the data did not improve normality so analysis was conducted on non-transformed data.

Parallel analysis, scree plot examination, and Kaiser criteria were used to determine the number of factors to be used for EFA. Parallel analysis suggested 6 factors, the scree plot suggested 2, and Kaiser criteria suggested 1 (eigenvalues > 1) or 2 (eigenvalues > .7). This gave a broad range of suggestions from 1 to 6. EFA is often focused on maximum data reduction, or explaining as much as possible of the variance among a large number of variables using the smallest possible number of underlying factors. In this study however, the focus was on the relationships between items and underlying constructs rather than maximum reduction of complexity. With this in mind EFA was trialled with two-, three-, and four-factors. The four-factor solution was deemed to be the best compromise between data compression and excessive removal of items that didn’t fit the simpler solutions, thus providing a framework to understand the relationships between items, while maintaining enough resolution to be useful for our purposes.

Two items needed to be removed from the four-factor solution—R2 for failing to load sufficiently on any factor, and MSI1 for co-loading on multiple factors. The resulting model had very good fit indices (RMSR = .03, Tucker Lewis = .935, RMSEA = .058, CFI = .965), acceptable reliability scores (raw alpha Factor 1 = .87, Factor 2 = .78, Factor 3 = .77, Factor 4 = .74) and explained 51% of the variance. Factor loadings of individual items are given in Table 4, and correlations between factors can be seen in Figure 2.

Apart from the two non-performing items, R2 and MSI1, items targeting the same underlying construct loaded together, confirming that the attitude scale items correlated with each other as expected, and suggesting that they were valid indicators of the constructs they were targeting. Items for Triggered Situational Interest and Maintained Situational Interest loaded together onto the same factor, suggesting the attitude scale could not distinguish between these two closely related constructs at a four-factor level of analysis. Rather, the items grouped together as the broader construct of Situational Interest. For subsequent analysis, items were grouped into composite variables representing the underlying constructs they targeted (Table 4).

### Relationships between Constructs

The loading of Relevance as a Connection to Self (Rself) items with Importance (Imp) and Concern (Con) items on factor ML1 (Importance, Concern, Connection to Self) suggests a close relationship between these constructs. Similarly, Relevance as a Connection to Interests (Rint) items loaded with Situational Interest (Int) items on factor ML3 (Interest) as might be expected given their common concern with participant interest. Factor correlations (Figure 2) also showed that ML1 (Rself, Imp, Con) correlated...
strongly (.7) with ML3 (Rint, Int), moderately (.5) with ML4 (containing Relevance as utility (Ruti)), and moderately (.4) with ML2 (containing Relevance as experience (Rexp)). ML3 showed moderate correlations with ML4 (.5), and ML2 (.4). It is interesting that while relationships between Relevance and other constructs of Interest, Importance, and Concern are discussed in the literature and may be have been a predictable outcome here, it is clear from these results that such relationships are dependent on the aspect of relevance under scrutiny.

**Impact of Context on Relevance and Concern**

To investigate the impact of diagram context on each of the constructs measured by the attitude scale, species data (gooseneck barnacle, aquatic mussel) were separated and t-tests were conducted to compare mean
scores for each of the construct variables between No Context and Context groups. The mussel data showed no statistically significant difference on any of the construct variables. However, for the barnacle group, there were statistically significant increases from No Context to Context conditions in Rexp ($t(379.91) = 2.96, p = .003$) and Con ($t(380.89) = 2.19, p = .03$) (see Table 5).

This suggests that the inclusion of visual context in a diagram had a small but significant effect on viewers' perception of a connection between the gooseneck barnacle information and their own personal experience, along with an impact on their sense of concern for the animal. Even a small effect size is worth noting given the large sample size (383 datapoints for barnacle group).

However, if adjustments are made to avoid the possibility of inflated Type I error rate due to multiple testing, the change in Rexp remains significant, but confidence in the validity of the effect on Con diminishes. (Benjamini-Hochberg correction Rexp: $p = 0.02$, Con: $p = 0.10$). This leaves some uncertainty over whether or not the effect of context on concern is a true result.

A comparison of the change in mean Rexp scores with context between the mussel and barnacle groups reveals an interesting difference. Mean Rexp score rose from No Context to Context conditions in the barnacle group, but for the mussel group mean Rexp remained flat across conditions at a level similar to the Context condition of the barnacle group. In other words, Context was associated with higher Rexp scores than No Context for barnacle data, whereas in the mussel group, scores were consistently higher regardless of context (Figure 3).

**DISCUSSION**

**Research Questions**

The results reported here provide clear evidence that there was in fact a relationship between the presence of visual context in diagrams and viewers' perceptions of the relevance of that information (RQ1). Specifically, viewers'
were more likely to feel that the information in a diagram was more connected to their own everyday experience when the diagram contained a contextual background. Interestingly, this relationship was evident for only one of the species used in this study—the gooseneck barnacle. For the mussel species, perceived relevance under the no-context condition was higher than that of the barnacle group, and did not change with the addition of context. This suggests that the effect of context observed here may have been a compensatory effect, helping to stimulate a sense of relevance for a topic that was not inherently considered relevant. For a topic that was already perceived as relevant, the addition of context did not increase that further. It is to be expected that the response to visual context is likely to vary according to the specific characteristics of the individual viewer, but these results suggest that subject matter along with an individual’s relationship with that subject matter, is also likely to influence any impacts of visual context.

This study also uncovered evidence for a relationship between visual context and an elevated sense of concern (RQ2). Although the statistical significance of this relationship was reduced by conservative adjustments aimed at avoiding Type I errors under multiple testing situations, we feel that this relationship should not be completely discounted, particularly since we saw clear qualitative evidence for such a relationship in an earlier study (Wood & Stocklmayer, 2018). The literature also reports direct connections of relevance with motivation (Frymier & Shulman, 1995), interest, and class performance (Hulleman, Godes, Hendricks, & Harackiewicz, 2010; Hulleman & Harackiewicz, 2009).

In this project, we found context to have an influence on Relevance (as experience), however there was no clear indication of a subsequent impact on Situational Interest, as might be expected from other reports in the literature. One possible reason for this lies with how relevance is defined. ‘Relevance’ in the literature variously refers to usefulness, importance, connection to interests and experience, or is left undefined. Perhaps the experience aspect of relevance in this project was qualitatively different from the relevance examined in other studies in the literature, resulting in different relationships between context and downstream motivation constructs. Alternatively, the apparent lack of impact of context on

| Table 5. Comparison of mean Rexp and Con scores for No Context and Context treatments in the barnacle group |
|--------------------------------------------------|--------------------------------------------------|
| Rexp' | Con' |
| mean | sd | mean | sd |
| No context | 9.92 | 2.58 | 6.96 | 1.65 |
| Context | 10.71 | 2.63 | 7.32 | 1.62 |
| t (379.91) = 2.96, p = 0.003 | t (380.89) = 2.19, p = 0.03 |
| Cohen's d = 0.30 (small) | Cohen's d = 0.22 (small) |

*max possible score = 15
†max possible score = 10

| factors in the EFA showed moderate connections between Relevance as a connection to experience (which did vary significantly with context) and factors representing Importance and Interest, which suggests there may be some secondary correlation of importance and interest with context, via relevance. However any impact of context on importance or interest was too small to be detected in this study. The Relationship between Context, Relevance, and Interest

A relationship between context and relevance is likely to be important given that the literature suggests a series of links between relevance and situational interest (Hidi & Renninger, 2006; Schraw & Lehman, 2001), between situational interest and individual interest (Hidi & Renninger, 2006), and between individual interest and improvements in attention, recognition, recall, persistence, effort, academic motivation, learning, positive attitude, and cognitive performance (Hidi & Renninger, 2006). The literature also reports direct connections of relevance with motivation (Frymier & Shulman, 1995), interest, and class performance (Hulleman, Godes, Hendricks, & Harackiewicz, 2010; Hulleman & Harackiewicz, 2009).

In this project, we found context to have an influence on Relevance (as experience), however there was no clear indication of a subsequent impact on Situational Interest, as might be expected from other reports in the literature. One possible reason for this lies with how relevance is defined. ‘Relevance’ in the literature variously refers to usefulness, importance, connection to interests and experience, or is left undefined. Perhaps the experience aspect of relevance in this project was qualitatively different from the relevance examined in other studies in the literature, resulting in different relationships between context and downstream motivation constructs. Alternatively, the apparent lack of impact of context on
Situational Interest may have been because any influence was simply too small to detect across the diverse range of participants in this study.

However, these findings do suggest the potential for a positive impact of context on SI (and the subsequent benefits which that entails). Context was clearly associated with feelings of relevance in this project, and the literature asserts that relevance leads to interest. In the specific setting of this research, it was an aspect of relevance related to personal experience that was most affected by context, but it is reasonable to expect that other aspects of relevance may also be influenced by different types of context or under different conditions. If the context - relevance relationship is further elucidated in conjunction with identification of specific aspects of relevance that are most likely to lead to elevated interest, it may be possible to target interest through specific context designs. The implications this could have for a range of communication and education settings are self-evident.

Defining Specific Aspects of Relevance

This study also revealed some unexpected insights into the nature of the relevance construct. As we have mentioned, relevance is not consistently or rigorously defined in the literature. Its general meaning is very broad, but for research purposes it is usually taken as narrower, more specific constructs which differ between research projects according to particular aims and needs.

For this project, relevance was defined as ‘a perceived connection to the viewer (values, characteristics, ideas, interests, activities, customs, habits, experiences) or the viewer’s goals (needs, desires, dreams, aspirations)’, and items targeting various aspects of this definition (self, experience, interests, and utility) were developed for use in the attitude scale. EFA revealed that although these aspects of relevance were related to each other, they were in some cases more closely related to other constructs altogether. Relevance (self) was very closely related to Importance and Concern, and Relevance (interest) was related to Situation Interest, while Relevance (experience) and Relevance (utility) appeared to be more distinct from the other aspects. It seems that rather than being a single construct, relevance, as it was defined in this study, is a conglomerate of narrower constructs, which may have more in common with other constructs considered to be separate from relevance than they do with each other. The literature certainly suggests such relationships, for example between relevance and interest, but our results highlight the importance of specificity when targeting

Figure 3. Difference in mean Rexp scores between context treatments for each species group. Error bars show standard deviations
relevance, and have important implications for relevance studies.

**The Potential of Context as an Aid to Comprehension**

The comprehension check in this study was intended to be a simple confirmation of whether the addition of context was an obvious detriment to understanding. There was no evidence of such a negative impact. In fact there were small improvements in participants’ recall of the habitat of the subject animal, an aspect of the content related to the context. This information was included in the text descriptions for both No Context and Context diagrams, but the visual depiction of the habitat in the Context diagrams seemed to reinforce this information. This confirms that design choices that might sometimes be considered superfluous visual embellishment or decorations can actually play a role in consolidating target information in cases where there is a direct depiction of some aspect of the target information, as there was in this example. However, more importantly for the objectives of this study, these results show that the inclusion of context in the diagrams used in this study did not impose additional cognitive load that might jeopardize the educational objectives of the diagrams. Cognitive Load Theory predicts that when cognitive resources are in high demand, for example when processing more challenging content, the additional cognitive load due to visual distractions could result in diminished comprehension and recall. Although that did not appear to be the case for the diagrams in this study, outcomes might be different for diagrams presenting more cognitively challenging material.

**FINAL COMMENTS**

This study demonstrated that the presence of visual context in a diagram can influence perceptions of the relevance of the information presented, and the moderate effect sizes detected in this study have the potential to be far more important when considering impacts over multitudinous viewings during an individual’s lifetime, or across an entire population.

Since relevance has been linked to higher interest, motivation, and learning performance, these findings have important implications for a range of education and communication fields where diagrams or graphics are employed in either formal or informal learning settings. This includes, but is not limited to, science education, along with science, environmental, and health communications.

Of course the context - relevance relationship is unlikely to be a simple one. It is likely to depend on characteristics of the context, the subject matter, and the viewer, as well as specific aspects of the relevance construct. Further clarification of these complexities could offer a valuable addition to the toolset of educators, communicators, and diagram designers.

More broadly, this study shows that in addition to important cognitive impacts, diagram design choices can also have influences on affective and emotional responses that might make important contributions toward education and communication objectives.

**NOTES**

1 Online Psychology Research (www.onlinepsychologyresearch.com); Call for Participants (www.callforparticipants.com)

2 SampleSize (https://www.reddit.com/r/SampleSize/)

3 In addition, a small number of responses with missing data, outliers, or otherwise unusable data were excluded from some statistical analyses. The maximum number of usable data points was used for each analysis, but this varied from test to test depending on the specific requirements and conditions of the test. Subsequently N values vary to a small degree between analyses.
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