Quantum Machine Learning models are composed by VQC in a very natural way. There are already some empirical results proving that such models provide an advantage in supervised/unsupervised learning tasks. However, when applied to RL, less is known. In this work, we consider Policy Gradients using an hardware-efficient ansatz. We prove that the complexity of obtaining an $\epsilon$-approximation of the gradient using quantum hardware scales only logarithmically with the number of parameters, considering the number of quantum circuits executions. We test the performance of such models in benchmarking environments and verify empirically that such quantum models outperform typical classical neural networks used in those environments, using a fraction of the number of parameters. Moreover, we propose the utilization of the Fisher Information spectrum to show that the quantum model is less prone to barren plateaus than its classical counterpart. As a different use case, we consider the application of such variational quantum models to the problem of quantum control and show its feasibility in the quantum-quantum domain.
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1 Introduction

RL is responsible for many important developments in Artificial Intelligence. Successes such as beating the world champion of Go [1] and being able to solve numerous complex games without any human intervention [2] were relevant milestones in Artificial Intelligence. For the first time, algorithms can capture the essence of complex environments and perform optimal planning without any supervising. Indeed, RL became useful in real-world complex problems such as self-driving vehicles [3], automated trading [4, 5], recommender systems [6] and quantum physics [7], among many others. The recent advancements in RL are strongly associated to advances in Deep Learning [8]; RL models based on deep neural networks enable scaling to environments with large state-action spaces.

There are already some results suggesting that RL agents obeying quantum mechanics rules can outperform classical RL agents [9, 10, 11, 12, 13] and were even tested in a real photonic quantum device [14]. Although provable quantum speedups have been shown, these algorithms suffer from the same scaling problem as classical RL tabular methods [15]: they do not scale easily to real-world problems with large state-action spaces. Additionally, the lack of fault-tolerant quantum computers [16] further compromises the ability to robustly execute algorithms handling problems of significant size.
VQC present themselves as viable alternatives to the algorithms reported in the references above. Besides being shallow enough to be confidently executed on current NISQ (Noisy Intermediate Scale Quantum) hardware \[17\], they are parameterized models able to learn the task at hand. Variational models are also referred to as quantum neural networks \[18\]. Although approximately universal \[19\], fundamental questions on the expressivity and trainability of VQC remain to be answered, especially from a perspective relevant to RL.

This paper proposes the use of VQC to construct policies for RL agents, leading to a quantum version of the Policy Gradient algorithm \[20\]. Their effectiveness is shown through some well known benchmarking environments, empirically demonstrating an advantage with respect to classical neural networks from both a scoring perspective and in what concerns the size of the network, i.e. the total number of parameters to optimize. It is proved that gradient estimation, using quantum hardware, exhibits a logarithmic complexity with the number of parameters to be optimized. Furthermore, it is empirically demonstrated that randomly initializing the parameters of the quantum neural network can vastly damage the agent’s performance suggesting that there is an optimal initialization strategy for policy gradients in benchmarking environments. The effect of barren plateaus in policy gradients, compared with classical neural networks, is studied using the Fisher information matrix spectrum as a metric. Finally, as a first step towards applying variational quantum models in the quantum-quantum domain, we suggest an application to quantum control where the quantum agent learns how to prepare a single-qubit gate with high fidelity in a model-free scenario, i.e. without any notion of the system’s Hamiltonian. In optimal quantum control, gate fidelity is improved by exploiting the full knowledge of the system’s Hamiltonian \[21\]. However, when the system’s dynamics is unknown, such methods are no longer viable. This constitutes the reason why applying the variational quantum methods may indeed be relevant \[22\]. In this setting, a quantum RL agent optimize in a model-free setting the gate fidelity, learning from the noisy environment.

The main contributions of this paper are:

- development of softmax-policies using shallow VQC showing an empirical advantage in benchmarking environments in terms of the average cumulative reward, compared to classical neural networks.
- reduction in the total number of parameters trained compared to classical neural networks and other quantum models applied to the same benchmarking environments.
- remonstration of a logarithmic bound on the gradient estimation sample complexity with respect to the number of parameters.
- development of an initialization technique for quantum policy gradients.
- study of barren plateaus in quantum policy gradient optimization surface for benchmarking environments, using the Fisher Information matrix spectrum as a metric.
- design of a quantum control environment application as a use case for the variational quantum model.

The rest of the paper is organized as follows. Section 2 reviews the state-of-the-art of quantum variational methods applied to RL with function approximation. Section 3 summarizes the fundamental theory behind Policy Gradient methods. Section 4 details the design of the proposed VQC and the correspondent quantum variational policy gradient algorithm. Section 5 explores trainability under gradient-based optimization using quantum hardware and estimates the number of samples needed to approximate the gradient. Section 6 presents the performance of the quantum variational algorithm on benchmarking environments. Moreover, an empirical analysis comparing the quantum and classical algorithms is given. Section 7 presents the benefits of using VQC from a theoretical basis, supporting the empirical advantage shown in the previous section.In Section 8 we explore the applicability of the proposed variational quantum circuit in the context of a quantum-quantum setting, by designing a quantum control environment. Section 9 closes the paper with some concluding remarks and suggestions for future work.

## 2 Related Work

Despite numerous publications focusing on Quantum Machine Learning (QML), the literature on variational methods applied to Reinforcement Learning (RL) remains scarce. Most results to date focus on value-based function approximation rather than policy-based. Chen et al. \[23\] use Variational Quantum Circuits (VQC’s) as quantum value function approximators for discrete state-spaces and, in \[24\] the authors generalize the former result to continuous state-spaces. Even if the above methods exhibit promising results in a range of problems, Lockwood et al. \[25\] show that simple Q-Networks (i.e. state-action value approximators) based on Double Deep Q-Learning are not adequate for some environments, such as the Pong and Breakout Atari games. Indeed, there are environments in which Policy-based methods, which learn a policy instead of a value function, promise to achieve better performance.
Jerbi et al. [26] proposes a novel quantum variational policy-based algorithm achieving better performance than previous value-based methods in a set of benchmarking environments. Our work uses an **hardware-efficient ansatz** to construct a simpler variational architecture that solves well-known benchmarking environments. It exploits different initialization techniques and uses a different methodology to analyse the impact of classical and quantum policies applied to Policy Gradient methods.

Sanchis et al. [27] also show promising results applying hybrid quantum-classical policy-based algorithms to solve real-world problems like vehicle routing. In [28], the authors propose a variational method for the Actor-Critic framework of RL with both actor and critic being represented as VQC’s; this is the only work so far operating on the quantum-quantum context of QML [29], i.e. a quantum agent acting upon a quantum environment. The authors suggest that the variational method could be used to solve quantum control problems. Our approach is to consider the simpler policy-based algorithm REINFORCE, to derive a policy for quantum control problems.

### 3 Policy Gradient methods

Differently from value-based methods, Policy Gradient methods try to learn a parameterized policy $\pi(a|s, \theta) = Pr\{a_t = a|s_t = s, \theta_t = \theta\}$, where $\theta \in \mathbb{R}^k$ is the parameter vector of size $k$, $s$ and $a$ are the state and action, respectively, and $t$ is the time instant, that can optimally select actions without resorting to a value function. These methods try to maximize a performance measure $J(\theta)$, also referred to as objective function, by performing gradient ascent on $J(\theta)$, i.e.

$$\theta_{t+1} = \theta_t + \eta \nabla_{\theta} J(\theta)$$

where $\eta$ is the learning rate. The policy is parameterized either by a linear function or an Artificial Neural Network (ANN’s). Provided that the action space is discrete and relatively small, then the most prominent way of balancing exploration and exploitation is by sampling an action from the so-called **Softmax-Policy**, also known as Neural Policy [30]:

$$\pi(a|s, \theta) = \frac{e^{b(s,a,\theta)}}{\sum_{b \in A} e^{b(s,b,\theta)}}$$

where $b(s,a,\theta) \in \mathbb{R}$ is a numerical preference for each state-action pair and $A$ is the action set. For the sake of legibility, $A$ will be omitted whenever a policy similar to equation (2) is presented. The policy gradient theorem [31] states that the gradient of the objective function can be casted as a function of the policy itself as in Equation (3):

$$\nabla_{\theta} J(\theta) = \mathbb{E}_{s} \left[ R_{sa} \nabla_{\theta} \log \pi(a|s, \theta) \right]$$

where $R_{sa}$ is the reward obtained from starting in state $s$ and taking action $a$. Equation (6) refers to a single time-step gradient. In general, the Monte-Carlo policy gradient known as REINFORCE [20], computes the gradient of samples obtained from $N$ trajectories of length $T$ (i.e. sequences of $T$ actions) under the parameterized policy. Therefore, the reward $R_{sa}$ is replaced by the correspondent $\gamma$-discounted cumulative reward, known as the **return** and denoted by $G(\tau)$ (see Equation (4)), for trajectory $\tau$. The return from each time step $t$ of the trajectory is calculated as in Equation (5):

$$G(\tau) = \sum_{t=0}^{T-1} \gamma^t r_{t+1}$$

leading to the following policy-gradient update rule:

$$\nabla_{\theta} J(\theta) = \mathbb{E}_{\tau \sim \pi_\theta} \left[ \sum_{t=0}^{T-1} G_t(\tau) \nabla_{\theta} \log \pi(a_t|s_t, \theta) \right]$$

A known limitation of the REINFORCE algorithm happens due to Monte-Carlo estimates. Stochastically sampling the trajectories results in gradient estimators with high variance, which deteriorate the performance as the environment’s complexity increases [32]. Therefore, a variance reduction technique known as control variate or baselines $b(s_t)$ is used to improve the Monte Carlo gradient estimator without increasing the number of samples $N$. Baselines are subtracted
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1It is important to refer that Equations (3) and (6) assume the same initial state, thus ignoring the expectation over the initial state distribution, $d_0$. The general expression should have $d_{0, \pi}$. 

---
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to the return such that it smooths the optimization landscape. Algorithm\textsuperscript{1} presents REINFORCE with baseline, which estimates the gradient at each time step with a batch size of $N$ trajectories. For the benchmarking environments in Section\textsuperscript{6}, we use the average return as the variance reduction baseline, calculated as in equation (7).

$$b(s_t) = \frac{1}{T-t-1}G_t(\tau)$$  \hspace{1cm} (7)

\textbf{Algorithm 1:} REINFORCE with baseline

\textbf{Data:} Parameterized policy $\pi_{\theta}$, learning rate $\eta$

\textbf{while} True \textbf{do} \\
\hspace{1cm} $\nabla_{\theta} J(\theta) = 0$ \\
\hspace{1cm} \textbf{for} $i = 0 \ldots N - 1$ \textbf{do} \\
\hspace{2cm} Generate trajectory of the form $\tau_i = \{(s_0, a_0, r_0), \ldots, (s_{T-1}, a_{T-1}, r_{T-1})\}$ following $\pi_{\theta}$ \\
\hspace{2cm} Compute gradient with baseline $\nabla_{\theta} J(\theta) = \nabla_{\theta} J(\theta) + \sum_{t=0}^{T-1} (G_t(\tau_i) - b(s_t)) \nabla_{\theta} \log \pi(a_t|s_t, \theta)$ \\
\hspace{1cm} end \\
\hspace{1cm} $\nabla_{\theta} J(\theta) = \frac{1}{N} \nabla_{\theta} J(\theta)$ \\
\hspace{1cm} update parameters via gradient ascent $\theta = \theta + \eta \nabla_{\theta} J(\theta)$ \\
\textbf{end}

Advanced Policy-Gradient methods, like Actor-Critic \cite{33}, are known to further reduce the variance of the gradient estimate, however, with a cost of an additional value-function approximator.

4 Quantum Policy Gradient methods

This section details the VQC-based policy gradient proposed here. The main difference with respect to classical neural policies is that numerical preferences $h(s, a, \theta) \in \mathbb{R}$ are the output of measurements in a given parameterized quantum circuit. The result can be represented as the expectation value of a given observable or the probability of measuring a basis state. We resort to the former, since it allows for more compact representations of objective functions \cite{34}. Additionally, the type of ansatz used by the proposed VQC implies that $\theta \in \mathbb{R}^k$ is a high dimensional vector corresponding to the angles of arbitrary single-qubit rotations.

\textbf{VQC’s} are composed of four main building blocks, as represented in Figure 1. Initially, a state preparation routine or embedding, $S$, encodes datapoints into the quantum system. Next, a unitary $U(\theta)$ maps the data into higher dimensions of the Hilbert space. Such a parameterized model corresponds to linear methods in quantum feature spaces. This is followed by a measurement scheme, which obtains expectation values that are post-processed by a classical computer and fed to the objective function. We proceed by a careful analysis of each block of Figure 1, defining the full Quantum Neural Policy and a description of the correspondent training procedure.

![Figure 1: Building blocks of Variational Quantum Circuits.](image)

4.1 Embedding

While classically there is no great emphasis on the encoding itself, the state-preparation routine is a crucial step for any variational quantum algorithms. Actually, there are numerous ways of encoding data into a quantum processor \cite{35}. In order to allow for continuous-state spaces, angle encoding \cite{36} is used. Arbitrary Pauli rotations $\sigma \in \{\sigma_x, \sigma_y, \sigma_z\}$ can
be used to encode a single feature per qubit. Hereby, given a state $s$ with $n$ features, $s = \{s_1, s_2, \ldots, s_n\}$, $\sigma_x$ rotations are used, requiring $n$ qubits to encode $|s\rangle$, as given by equation (8):

$$|s\rangle = \bigotimes_{i=1}^{n} e^{-j\sigma_x s_i |b_i\rangle}$$

(8)

where $|b_i\rangle$ refers to the $i$th qubit of an $n$-qubit register initially in the zero state $|0^n\rangle$, i.e. $|b_i\rangle = |0\rangle$, for all $i$.

Each feature needs to be normalized such that $s_i \in [-\pi, \pi]$. Typically, in RL environments, the range of each feature is unknown. In this work, resorts to normalization based on the $L_\infty$ norm. The main advantage of angle encoding lies in the simplicity of generating the encoding, given the composition of solely $n$ single-qubit gates, thus giving rise to a circuit of depth 1. In contrast, the main disadvantage is the linear dependence between the number of qubits and the number of features characterizing the agent’s state.

### 4.2 Parameterized model

In RL applications, unlike other domains, no problem-inspired ansatze which exploit the physics behind the problem are known, to the best of one’s knowledge. This can be explained by the difficulty of expressing and training RL agent’s policies as Hamiltonian-based evolution models [34]. Our goal however is to design a NISQ ansatz to capture the agent’s optimal policy in different environments. Therefore, this work uses a parameterized model from the family of hardware-efficient ansatze [34] that has an adaptive behaviour as a classical feed-forward neural network. The main advantage of the hardware efficient ansatz is its versatility, accommodating encoding symmetries and bringing correlated qubits closer for depth reduction [37]. The ansatz consists of an alternating-layered architecture composed of single-qubit gates followed by a cascade of entangling gates as pictured in Figure 2.

![Figure 2: Hardware-efficient ansatz for RL based on single-qubit rotation gates.](image)

A single layer is composed of two single-qubit $\sigma_y$, $\sigma_z$ rotation gates per qubit, i.e. applied to each angle encoded feature, followed by a cascade of entangling gates, such that features are correlated in a highly entangled state. The ansatz includes $2n$ single qubit rotation gates per layer, each gate parameterized by a given angle. Therefore, there are $2nL$ trainable parameters, for $L$ total number of layers. The entangling gates follow a pattern that changes over the number of layers, inspired by the circuit-centric classifier design [19]. The pattern follows a modular arithmetic CNOT[$i, (i + l) \mod n$] where $i \in [1, \ldots, n]$ and $l \in [1, \ldots, L]$ indexes the layers. Increasing the number of layers increases the correlation between features.

### 4.3 Measurement

An arbitrary state $|\psi\rangle \in C^{2^n}$ is represented by an arbitrary superposition over the basis states, as in Equation (9).

$$|\psi\rangle = \sum_{i=0}^{2^n-1} c_i |\psi_i\rangle$$

(9)

Measuring the state $|\psi\rangle$ in the computational basis ($\sigma_z$ basis) collapses the superposition into one of the basis states $|\psi_i\rangle$ with probability $|c_i|^2$, as given by the Born rule [38]. In general, the expectation value of some observable $\hat{O}$, is
given by the summation of each possible outcome, i.e. the eigenvalue $e_i$ weighted by its respective probability $|c_i|^2$ as in Equation (10).

$$\langle \hat{O} \rangle = \langle \psi | \hat{O} | \psi \rangle = \sum_{i=0}^{2^n-1} e_i |c_i|^2$$  \hspace{1cm} (10)

Let $\hat{O}$ be the single-qubit $\sigma_z$ measurement, applied to the $i^{th}$-qubit. Given that the $\sigma_z$ eigenvalues are $[-1, 1]$, the expectation value $\langle \sigma_z^i \rangle$ can be obtained by Equation (11).

$$\langle \sigma_z^i \rangle = \langle \psi | \sigma_z^i | \psi \rangle = \sum_{i=0}^{2^n-1} (-1)^{f(i)} |c_i|^2$$  \hspace{1cm} (11)

where $f(i) = 1$ if the $i^{th}$-qubit is in the state $|1\rangle$, and $f(i) = 0$ otherwise. Note that estimating the expectation value depends on the knowledge about the probability of each outcome. For that reason, several circuit repetitions are required to obtain an accurate estimate of the expectation value. Let the state $|\psi\rangle$ be the quantum state obtained from the encoding of an agent’s state via $S(s)$, and the parameterized block $U(\theta)$, as in Sections 4.1 and 4.2 respectively. Let $\langle \sigma_z^i \rangle$ be the quantum analogue of the numerical preference for action $i$, that we represent by $\langle a_i \rangle$ for clarity. Its expectation can be formally described by Equation (12) and estimated via Equation (11).

$$\langle a_i \rangle_0 = \langle 0^n | S(s) \dagger U(\theta) \dagger \sigma_z^i U(\theta) S(s) | 0^n \rangle$$  \hspace{1cm} (12)

For a policy with $|A|$ possible actions, each $\sigma_z$ measurement corresponds to the numerical preference of each action, thus $|A|$ single-qubit estimated expectation values are needed. If the number of features in the agent’s state is larger than the number of actions, the single-qubit measurements occur only on a subset of qubits. Such measurement scheme is qubit-efficient [35].

Figure 3 represents the full VQC for an environment with four feature states and four actions with three parameterized layers.

**4.4 Classical Post-processing**

The final layer of the VQC, indicated in Figure 1 is the classical post-processing of the measurement outcomes. The goal of such post-processing is the conversion of estimated values to the quantum neural policy represented in Equation (13). The main difference compared to the softmax-policy of Equation 2 is that the numerical preference $h(s, a, \theta)$ is given by the expected values measured on the quantum processor, as calculated in Section 4.3.

$$\pi(a|s, \theta) = \frac{e^{\langle a \rangle_s}}{\sum_b e^{\langle b \rangle_s}}$$  \hspace{1cm} (13)

Using a single $\sigma_z$ measurement outcome to represent the numerical preference of one action as in Section 4.3 imposes a threshold upon the greediness of the ultimate policy generated. This will always allow for exploratory behaviour,
which can negatively impact on the performance of RL agents, especially in deterministic environments. As an example, consider the case of a 2-action MDP. The policy is a vector of two entries that represents a discrete probability distribution over the action set:

\[
\pi = [\pi(a_0|s, \theta), \pi(a_1|s, \theta)] \tag{14}
\]

Given that each entry of Equation (14) is given by a \(\sigma_z\) measurement, this value will be bounded to \(\sigma_z \in [-1, 1]\). Therefore, the biggest difference between action preferences happens when the estimated vector is \([1, -1]\). Thus, the softmax normalized vector will be:

\[
\pi_a = [\pi(a_0|s, \theta), \pi(a_1|s, \theta)]
\]

\[
= [0.88, 0.12] \tag{15}
\]

\[
\pi(a|s, \theta) = \frac{e^{\beta \langle a \rangle}}{\sum_b e^{\beta \langle b \rangle}} \tag{16}
\]

In this case, the policy always has a \(\sim 0.1\) probability of selecting the worst action; the same rationale applies to larger action sets. A trainable parameter \(\beta\) is added to the quantum neural policy as depicted by Equation (17). \(\beta\) has the effect of scaling the output values from the quantum circuit measurements. Such technique resembles an energy-based model, but instead of decreasing \(\beta\) over time, we consider it as a hyperparameter to be tuned along with \(\theta\) and let the optimization itself find the optimal parameter that assures convergence towards the optimal policy, according to the necessities of the corresponding stochastic environment.

5 Gradient Estimation

Typically, classical optimization is used within the VQC's context to minimize/maximize the cost function. Although quantum-aware gradient-free optimizers already exist [39], this work resorts to classical gradient-based optimization is used, for two main reasons:

1. Gradient-based optimization provides significant advantages over gradient-free approaches, especially from the convergence point of view [40];
2. Gradient-based optimization can be performed using the same quantum device that computes expectations \(\langle a_i \rangle_\theta\).

Gradient-based optimization on a quantum computer can be devised using parameter-shift rules [41], whose analytical formulation is presented in Equation (18).

\[
\nabla_\theta \langle a_i \rangle_\theta = r_i \langle a_i \rangle_\theta + \frac{\pi_i}{\pi_j} - r_i \langle a_i \rangle_\theta - \frac{\pi_i}{\pi_j} \tag{18}
\]

For parameterized models with single-qubit rotation gates in \(\{\sigma_x, \sigma_y, \sigma_z\}\) there are two distinct eigenvalues \(r_i = \pm \frac{1}{\sqrt{2}}\) (e.g. the model proposed in figure 2). The expectation values \(\langle a_i \rangle_\theta\) are thus differentiable. This section analyses the number of samples necessary to obtain an \(\epsilon\)-approximation of the policy-gradient (Equation (6)) using parameter-shift differentiation. The accuracy of the gradient is intrinsically dependent on the accuracy of the computed expectation values. Thus, a good estimate for the number of samples depends on the number of the quantum circuit evaluations.

Lemmas 5.1 - 5.6 are used to bound an unbiased estimate of the policy-gradient of a single trajectory presented in Equation (6). Notwithstanding, Algorithm 1 computes \(N\) estimates to further reduce the variance and increase the accuracy of the policy-gradient. For that reason, assuming \(N\) trajectories of \(T\) time-steps, the policy-gradient algorithm uses \(O(NT)\) samples. Theorem 5.7 bounds the optimal number of trajectories \(N\), to achieve an \(\epsilon\)-approximation of the policy-gradient.

Lemma 5.1 (\(\epsilon\)-approximation of expectation value). Let \(\langle a_i \rangle_\theta\) be the numerical preference for action \(i\) obtained from the expectation value of the computational basis measurement. Let \(\epsilon\) be the estimation associated error depending on the number of evaluations of the quantum circuit, \(m\). An \(\epsilon\)-approximation of the expectation value is:
\[(a_i)_\theta \in [-1(1-\epsilon), 1-\epsilon] \tag{19}\]

where \[\epsilon = \sqrt{\frac{z^2(1-p)}{m}} \tag{20}\]

**Proof.** Measuring a single qubit is equivalent to sampling from a Bernoulli distribution. Therefore, the probability of a single-qubit to be bounded by Wald interval \[35\] with an error \(\epsilon\) is

\[\epsilon = \sqrt{\frac{z^2(1-p)}{m}} \tag{21}\]

where \(z\) is the confidence level, \(\hat{p}\) is the estimate and \(m\) is the number of circuit repetitions. Equation (21) is maximized for \(\hat{p} = \frac{1}{2}\) for the case of a uniform superposition. Given that the ideal single-qubit computational basis expected value is \(\langle a_i \rangle_\theta \in [-1, 1]\), for approximation error \(\epsilon\), the \(\epsilon\)-approximation is \(\langle a_i \rangle_\theta \in [-1(1-\epsilon), 1-\epsilon]\).

**Lemma 5.2 (Range of the gradient of \(\sigma_z\) observable).** Let \(\langle a \rangle_\theta\) correspond to the expectation value of a single-qubit computational basis measurement. The gradient of the observable using the parameter-shift rule (Equation (18)) is such that

\[\nabla_\theta \langle a \rangle_\theta \in [-1(1-\epsilon), 1-\epsilon] \tag{22}\]

**Proof.**

\[\nabla_\theta \langle a \rangle_\theta = \frac{1}{\pi} \frac{r_i}{\pi r_i} \langle a_i \rangle_\theta^+ - \frac{1}{\pi} \frac{r_i}{\pi r_i} \langle a_i \rangle_\theta - \frac{1}{\pi} \frac{r_i}{\pi r_i} = \frac{1}{2} \left( \langle a_i \rangle_\theta^+ - \langle a_i \rangle_\theta - \frac{1}{\pi r_i} \right) \tag{23}\]

and therefore belongs to the interval \([-1(1-\epsilon), 1-\epsilon]\]. Using parameter-shift rules in the context of policy gradients is not trivial, given the need to differentiate the neural policy in Equation (17), which cannot directly apply the parameter-shift rule to the expected values. However, expanding Equation (18) leads to a new expression for the gradient of the log-policy that depends intrinsically on expected values.

**Lemma 5.3 (Log-policy gradient).** Let \(\pi(a|s, \theta)\) be a policy s.t \(\theta \in \mathbb{R}^k\) and \(s \in S, a \in A\). Then, the log-policy gradient is given by the expansion in terms of the expectation values \(\langle a_i \rangle_\theta\), estimated in a quantum circuit as

\[\nabla_\theta \log \pi(a|s, \theta) = \beta \left( \nabla_\theta \langle a \rangle_\theta - \sum_b \pi(b|s, \theta) \nabla_\theta \langle b \rangle_\theta \right) \tag{24}\]

**Proof.**

\[\nabla_\theta \log \pi(a|s, \theta) = \nabla_\theta \log \frac{e^{\beta \langle a \rangle_\theta}}{\sum_b e^{\beta \langle b \rangle_\theta}} \]

\[= \nabla_\theta \left( \log e^{\beta \langle a \rangle_\theta} - \log \sum_b e^{\beta \langle b \rangle_\theta} \right) \]

\[= \beta \nabla_\theta \langle a \rangle_\theta - \frac{\nabla_\theta \sum_b e^{\beta \langle b \rangle_\theta}}{\sum_b e^{\beta \langle b \rangle_\theta}} \]

\[= \beta \left( \nabla_\theta \langle a \rangle_\theta - \sum_b \pi(b|s, \theta) \nabla_\theta \langle b \rangle_\theta \right) \]

Using Lemma 5.2 and Lemma 5.3, it is possible to bound the size of log-policy gradient.
Lemma 5.4 (Range of the log-policy gradient). Let \( \pi(a|s, \theta) \) be a policy \( s.t \ \theta \in \mathbb{R}^k \) and \( s, a \in S, A \). Then, the log-policy gradient is given by the gradient of observables \( \langle a \rangle_\theta \). Thus, the log-policy gradient is bounded by
\[
\nabla_\theta \log \pi(a|s, \theta) = [-2\beta(1 - \epsilon), 2\beta(1 - \epsilon)]
\]

Proof.
\[
\nabla_\theta \log \pi(a|s, \theta) = \beta \left( \nabla_\theta \langle a \rangle_\theta - \sum_b \pi(b|s, \theta) \nabla_\theta \langle b \rangle_\theta \right)
\]
which belongs to the interval \([-2\beta(1 - \epsilon), 2\beta(1 - \epsilon)]\). The last step required to obtain an unbiased estimate of the policy-gradient is to bound the return the agent can obtain following an arbitrary policy.

Lemma 5.5 (Return size). Let \( R_{\text{max}} \) be the maximum reward the agent can obtain in a single time step \( t \) and \( \gamma \in [0, 1] \) be the discount factor. Thus, the time-step return in Equation (6) is bounded by:
\[
G_t(\tau) = \frac{R_{\text{max}}}{1 - \gamma}
\]

Proof.
\[
G_t(\tau) = \sum_{t=0}^{\infty} \gamma^t r_t \leq \sum_{t=0}^{\infty} \gamma^t R_{\text{max}} \leq R_{\text{max}} \sum_{t=0}^{\infty} \gamma^t \leq \frac{R_{\text{max}}}{1 - \gamma}
\]

Using Lemma 5.5 and Lemma 5.4, it is possible to bound an unbiased estimate of the policy-gradient.

Lemma 5.6 (unbiased estimate of the policy-gradient). Let \( \tau \) be a trajectory sampled under policy \( \pi \). Thus, for \( T \) steps, an unbiased estimate of the gradient is bounded by:
\[
\nabla_\theta J(\theta) \in [-2\beta(1 - \epsilon) T, 2\beta(1 - \epsilon) T \frac{R_{\text{max}}}{1 - \gamma}]
\]

Proof.
\[
\nabla_\theta J(\theta) = \mathbb{E}_{\tau \sim \pi_\theta} \left[ \sum_{t=0}^{T-1} G_t(\tau) \nabla_\theta \log \pi(a_t|s_t, \theta) \right] \\
\leq \frac{R_{\text{max}}}{1 - \gamma} \mathbb{E}_{\tau \sim \pi_\theta} \left[ \sum_{t=0}^{T-1} \nabla_\theta \log \pi(a_t|s_t, \theta) \right] \\
\leq \frac{R_{\text{max}}}{1 - \gamma} \sum_{t=0}^{T-1} \mathbb{E}_{\tau \sim \pi_\theta} \left[ \nabla_\theta \log \pi(a_t|s_t, \theta) \right] \\
\leq \frac{R_{\text{max}}}{1 - \gamma} T \mathbb{E}_{\tau \sim \pi_\theta} \nabla_\theta \log \pi(a_t|s_t, \theta)
\]

which belongs to the interval \([-2\beta(1 - \epsilon) \frac{R_{\text{max}}}{1 - \gamma} T, 2\beta(1 - \epsilon) \frac{R_{\text{max}}}{1 - \gamma} T] \). Lemma 5.6 bounds the size of an unbiased estimate of the policy-gradient in a single episode of \( T \) steps. Considering \( N \) different estimates, the agent requires \( \mathcal{O}(NT) \) samples. Let \( \nabla_k J(\theta) \) be the \( k^{th} \) component of the gradient, Theorem 5.7 provides a bound on the number of samples required to obtain an \( \epsilon \)-approximation, concerning all parameters \( k \).

Theorem 5.7 (\( \epsilon \)-approximation of the policy-gradient). Let \( \theta \in \mathbb{R}^k \). In order to generate, with probability \( 1 - \delta \), an \( \epsilon \)-approximate estimate \( \nabla_\theta J(\theta) \) such that
\[
|\nabla_\theta^* J(\theta) - \nabla_\theta J(\theta)| \leq \epsilon
\]
the quantum policy-gradient requires a number of samples given by:
\[
\mathcal{O}(NT) = \frac{8T^3 (\frac{R_{\text{max}}}{1 - \gamma})^2 \beta^2 (1 - \epsilon)^2}{\epsilon^2} \log\left( \frac{k}{\delta} \right)
\]
Proof. Consider the bound on the unbiased estimate of the policy-gradient (Lemma 5.6). From Hoeffding’s inequality \[42\], an average gradient of \( N \) estimates is \( \epsilon \)-approximate with probability given by Equation (33)

\[
P[\nabla_\theta J(\theta) - \nabla_\theta J(\theta) \geq \epsilon] \leq \exp\left(\frac{-2N\epsilon^2}{(4\beta(1-\epsilon)TR_{\text{max}})^2}\right) \tag{33}
\]

From the union bound, for all parameters \( k \), the probability is less than

\[
P\left[\bigcup_{i=1}^{k} \exp\left(\frac{-2N\epsilon^2}{(4\beta(1-\epsilon)TR_{\text{max}})^2}\right)\right] \leq k\exp\left(\frac{-2N\epsilon^2}{(4\beta(1-\epsilon)TR_{\text{max}})^2}\right) \tag{34}
\]

Let \( \delta \) be the probability computed by the Equation (34). Hence, if

\[
N = \frac{8T^2(R_{\text{max}})^2\beta^2(1-\epsilon)^2}{\epsilon^2\log(\frac{k}{\delta})} \tag{35}
\]

the gradient estimate is \( \epsilon \)-approximately correct, with probability \( 1 - \delta \). Moreover, \( \epsilon \) reflects the approximation error inherited from sampling single-qubit measurements. In addition, an \( \epsilon \)-estimate of the gradient scales only logarithmically with the number of parameters.

6 Performance in simulated environments

This section discusses the performance of the proposed quantum neural policy through evaluation with well known benchmarking environments from the OpenAI Gym library \[43\]. Empirical evidence is shown that the quantum neural policy can outperform typical classical neural networks used in several toy problems. The following performance assessment methodology was used:

1. several classical neural policies, composed of classical neural networks with two hidden layers, were used and the best performing network was selected;
2. the performance of the best classical neural policy was compared with the quantum model using the empirical reward over the number of episodes as the figure of merit.

All quantum circuits were built using the Pennylane library \[44\] and trained using the PyTorch automatic differentiation backend \[45\]. All training instances used the most common classical optimizer, ADAM \[46\].

6.1 Numerical Experiments

The CartPole-v0 and Acrobot-v1 environments were selected as benchmarks for the quantum neural policy. They have a continuous state-space with a relatively small feature-space (2 to 6 features). Moreover, they share a small discrete action-space (2 to 3 possible actions). The reward function varies accordingly to each environment, making it harder to learn from environment to environment. For example, the CartPole environment is known to have a high variance. Environments have different episode lengths as well. All environment specifications are presented in table 1.

| Environment   | #Features | #Actions | Reward Function (per step) | Max #steps (per episode) | Terminal states                      |
|---------------|-----------|----------|----------------------------|--------------------------|-------------------------------------|
| CartPole-v0   | 4         | 2        | 1                          | 200                      | Out of bounds or reward 200 or below horizontal line |
| Acrobot-v1    | 6         | 3        | -1                         | 500                      | 500 steps                           |

Table 1: Description of the environments.
Figures 4 and 5 present the average reward for different classical network configurations for the benchmarking environments. The results show that a fully connected neural network with two hidden layers of 64 neurons each performs reasonably better than other architectures for the CartPole-v0 environment. For Acrobot-v1 the fully connected neural network with a hidden-layer of 64 neurons and 128 neurons behave similarly. However, as the plot depicts, the network with 64 neurons has a stable training which justifies its choice. During training, the agent’s performance was substantially damaged using other architectures, reflected in the sharp curve in the picture. Such behaviour happens regularly in Policy Gradient methods, especially in REINFORCE, due to high variance in gradient estimates, leading to high exploration rates. This phenomenon is referred to as catastrophic forgetting. It happens not only in RL but in sequential learning from artificial neural networks in general [47].

The second step compares the performance of the quantum neural policy against the aforementioned classical architecture. Empirical evidence shows that increasing the number of layers would increase the expressivity of the model [48]. At the same time, increasing the number of layers leads to more complex optimization tasks, given that there are more parameters to be optimized. For some variational architectures, there is a threshold for the expressivity in terms of the number of layers [49]. We encountered precisely this in practice. For Cartpole the expressivity of the quantum neural policy saturates after three layers and for the Acrobot after five layers. The agent’s performance is deteriorated rather than improved. The model hyperparameters, e.g. the learning rate, were fully tuned by trial and error as opposed to \( \beta \) that was randomly initialized. The optimal configuration of both the learning rate and the number of layers used in the quantum neural policy is present in table 2.

| Environment   | Learning rate | #Layers | Batch size |
|---------------|---------------|---------|------------|
| CartPole-v0   | 0.1           | 3       | 10         |
| Acrobot-v1    | 0.1           | 5       | 10         |

Table 2: Hyperparameter configuration, the number of layers trained, and batch size for both environments.

Figures 6 and 7 compare the performance of the quantum and classical neural policies for the Cartpole and Acrobot environments, respectively. It is important to notice that the comparison was made by plotting the average cumulated reward through several episodes. Additionally, the benchmarking environments are noisy, therefore a running mean was computed to smooth the reward plots.

From Figure 6 we can conclude that the quantum neural policy outperforms its classical analogue in the CartPole-v0 environment. There is clear evidence that the quantum-inspired policy needs fewer interactions with the environment to converge to optimal behaviour. It is also clear that the quantum model exhibits higher variance than the classical one, which keeps the model from converging to a deterministic policy. Such stochastic policy always shows an exploration rate for suboptimal actions.

For the Acrobot-v1 environment, the quantum agent distinguishes itself from the classical one in terms of performance. It is perfectly observable that the Acrobot environment has a lower variance compared to the Cartpole. However, what is notable from Figure 7 is the lower variance of the quantum agent compared to its classical counterpart for the same environment.
6.2 The effect of initialization

The parameters initialization strategy can dramatically improve the convergence of a machine learning algorithm. Initializing all weights to zero or some other constant makes the learning essentially prohibitive because all neurons will be computing the same function. Therefore, the only crucial property is that the initial parameters need to break the symmetry between different neurons [8]. Such is the reason for random initialization in practice. However, if the random parameters are too large, the activation function will always be saturated. That makes the learning task very difficult. For that reason, parameters are initialized at random but drawn from a Gaussian distribution. The He [50] and the Glorot [51] initialization strategies are the most commonly used to balance initialization and regularization [8].

In quantum machine learning models, the problem persists. However, in this section, we claim that the Glorot initialization can at least in principle be considered to initialize the parameters of quantum policy gradients very efficiently. The empirical results reported in Section 6.1 were obtained using such a strategy.

The Glorot strategy samples the parameters of the network from a normal distribution \( N(0, \text{std}^2) \) with standard deviation given by Equation (36):

\[
\text{std} = \text{gain} \cdot \sqrt{\frac{2}{\text{fan}_{in} + \text{fan}_{out}}} \tag{36}
\]

where \( \text{gain} \) is a constant multiplicative factor, \( \text{fan}_{in} \) is the number of inputs and \( \text{fan}_{out} \) the number of outputs. It was devised to initialize all layers with approximately the same activation and gradient variance. Furthermore, it works under the assumption that the neural network does not have any nonlinear activations, thus making it reducible to a chain of matrix multiplications. The latter assumption motivates the use of this strategy in quantum learning models, given that quantum neural networks are composed of unitary layers without nonlinearities. Essentially, the only nonlinearity is introduced by the measurement [38]. In the quantum setting, we considered that \( \text{fan}_{in} \) corresponds to the number of features embedded in the VQC and \( \text{fan}_{out} \) as the number of computational basis measurements.

Figures 8, 9 plot the average reward obtained by the quantum agent in the CartPole and Acrobot environments respectively, following the most common initialization strategies. It is fair to conclude that the Glorot initialization has the best performance and stability among the two.

7 Measuring Advantage

In this section further steps are taken towards studying possible advantages of quantum RL agents from a theoretical perspective, following two different strategies:

- **Parameter Count** - Comparison between quantum and classical agents in terms of the number of parameters trained. It is not yet clear whether this is a robust approach to quantify advantage, given that the number of parameters alone can be misleading. For example, the function \( \sin(\theta) \) has a single parameter and it is more complex than polynomial \( ax^3 + bx^2 + cx + d \). However, having smaller networks could enable solutions for larger problems at a smaller cost. Even though only parameter-shift rules are allowed on real quantum
hardware, it enables a lower cost on memory than backpropagation. Perhaps for large enough problems, the training difference may be negligible from a tradeoff between memory and time consumption.

- **Fisher Information** - The spectrum of the Fisher Information matrix is related to the effect of barren plateaus in the optimization surface itself. Studying the properties of the matrix eigenvalues should help to explain the hardness of training.

### 7.1 Parameter Count

In this section we compare the number of optimized parameters in the quantum and classical neural policy for the simulated environments, summarized in Table 3. The input layer of a classical neural network is related to the number of qubits in a quantum circuit. Furthermore, we take the number of layers in the VQC as the number of hidden layers in a classical neural network. Given that the quantum circuit is unitary, the number of neurons in a quantum neural network is constant, i.e. equal to the system’s number of qubits.

| Environment | Policy  | Input layer | Output layer | Neurons | Rotations per qubit | \( \beta \) | #Parameters |
|-------------|---------|-------------|--------------|---------|---------------------|------|-------------|
| CartPole-v0 | Quantum | 4           | 2            | N.A     | 2                   | Yes  | 25          |
| CartPole-v0 | Classical | 4          | 2            | 64      | N.A                | No   | 384         |
| Acrobot-v1  | Quantum | 6           | 3            | N.A     | 2                   | Yes  | 33          |
| Acrobot-v1  | Classical | 6          | 3            | 64      | N.A                | No   | 576         |

Table 3: Number of parameters trained for both environments

Table 3 documents a massive reduction in the number of parameters in the quantum neural network when compared with the classical counterpart, for all three benchmarking environments. Notice that the comparison is between the quantum model and the best empirical classical model as depicted in Figure 4. In the CartPole environment, we obtained a reduction in the order of \( \sim 15 \) and a reduction of \( \sim 17 \) for the Acrobot environment.

### 7.2 Fisher Spectrum

The Fisher Information \([52]\) is crucial both in computation and statistics as a measure of the amount of information in a random variable \( X \) in a statistical model parameterized by \( \theta \). In its most general form it amounts to the covariance matrix of the gradient vectors, or score functions. Having data points \( x \) described by the model \( p(x|\theta) \) where \( \theta \in \mathbb{R}^k \) and \( x \) is drawn i.i.d from \( p \), the Fisher Information matrix

\[
F(\theta) = \mathbb{E}_{x \sim p} \left[ \nabla_\theta \log p(x|\theta) \nabla_\theta \log p(x|\theta)^\top \right] \in \mathbb{R}^{k \times k}
\]  

(37)
captures the sensitivity with respect to changes in the parameter space. It can be approximated by the empirical Fisher information matrix as in Equation (38):

$$F(\theta) = \frac{1}{T} \sum_{t=1}^{T} \nabla_{\theta} \log p(x_t | \theta)^{\top} \nabla_{\theta} \log p(x_t | \theta)^{\top}$$

Equation (38) captures the curvature of the score function at all parameter combinations. That is, it can be used as a measure for the study of barren plateaus in maximum likelihood estimators [53], given that all the entries of the matrix will approach zero with the flatness of the model’s landscape. This effect is captured by looking at the spectrum of the matrix. If the model is in a barren plateau, then the eigenvalues of the matrix will be closer to zero [54].

In the context of policy gradients, the empirical Fisher information matrix [55] is obtained by multiplying the vector resultant of the gradient of the log-policy with its transpose as in Equation (39):

$$F(\theta) = \frac{1}{T} \sum_{t=1}^{T} \nabla_{\theta} \log \pi(a_t | s_t, \theta)^{\top} \nabla_{\theta} \log \pi(a_t | s_t, \theta)^{\top}$$

Inspecting the spectrum of the matrix in Equation (39) reveals the flatness of the loss landscape. Thus, it can be used to harness the hardness of the model’s trainability for both RL agents based on classical neural networks and VQC’s [54].

Figures 10 and 11 plot the average Fisher information spectrum for the respective batch size used in training epochs during the entire training for the CartPole and Acrobot environments, respectively. The spectrum of the Fisher information matrix of the quantum model exhibits significantly larger eigenvalues than the classical model on average during the entire training. We observe the same behaviour for both CartPole and Acrobot environments. This explains the improvement of the training performance for quantum agents (section 6) compared to classical ones. Furthermore, the spectrum of the quantum agent in the Acrobot environment is larger, on average, than the spectrum of the quantum agent in the CartPole environment, which may explain the observed stability in training in the Acrobot compared to CartPole. Although the empirical evidence seems encouraging, further analysis is required to completely understand the behavior of both the classical and quantum agents.

8 Quantum control

In Section 6 we validated the performance of the quantum variational agent in well-known benchmarking environments. However, such environments are classical, i.e. they exhibit a trade of information between a quantum and a classical channel. Such trade incurs an overhead in the quantum system relative to the encoding of classical information into the quantum processor. In complex real-world problems, efficient encoding of information constitutes the bottleneck of NISQ devices, and a poor encoding scheme may reduce the potential quantum advantage [56]. However, if the quantum agent works within a quantum environment, the cost of data encoding can often be neglected, and there is room for potential quantum advantages from quantum data [56]. To that end, in this section, we design a quantum environment as
a use case for the variational quantum model constructed in Section 4. This environment constitutes a quantum control problem, namely quantum state preparation. In this setting, the quantum agent must learn how to prepare the state $|1\rangle$ with high fidelity, starting from ground state $|0\rangle$. The mapping $|0\rangle \mapsto |1\rangle$ can be characterized by a time-dependent Hamiltonian $H(t)$ of the form of Equation (40) as described in [57].

$$H(t) = 4J(t)\sigma_z + h\sigma_x$$  \hspace{1cm} (40)

where $h$ represents the single-qubit energy gap between tunable control fields. In this work, $h$ is considered a constant energy unit. $J(t)$ represents the dynamical pulses controlled by the RL quantum agent. In a model-free setting, the RL agent controls the pulse sequence, and the quantum environment prepares the state associated with time step $t + 1$, given the Hamiltonian at time step $t$. The fidelity between the target state $|\psi_T\rangle = |1\rangle$ and the prepared state $|\psi_t\rangle$ naturally serves as the reward $r_t$ for the agent at time step $t$, as in Equation (41).

$$r_t = |\langle \psi_t | \psi_T \rangle|^2$$  \hspace{1cm} (41)

The goal is, thus, using the policy gradient algorithm of Section 4 to learn how to maximize reward, i.e. to maximize the fidelity. The full RL loop can be visualized in Figure 12.

![Figure 12: Agent-Environment interface for quantum control.](image)

The learning procedure defines a fixed number of time steps $N = 20$, from which the RL agent must be able to create the desired quantum state. At each time step, the quantum environment prepares the quantum state obtained from applying the time-dependent Hamiltonian $H(t)$, converted to a set of unitary gates $U(t)$, such that

$$|\psi_{t+1}\rangle = U(t) |\psi_t\rangle$$  \hspace{1cm} (42)

Each sequence of $N$ pulses corresponds to an episode. The quantum agent should learn the optimal behaviour, i.e. the optimal pulse sequence, such that it corresponds to the state with maximum fidelity throughout several episodes. The quantum variational architecture selected to solve the quantum control environment was the same as described in Section 4. In this setting, the main difference is the lack of encoding. The quantum agent receives the quantum state obtained from the corresponding time-step Hamiltonian applied at each time step. The number of actions in this setting is only two, $A = [0, 1]$, representing the binary behaviour of the agent, i.e. if decides to apply a pulse $A = 1$, or not $A = 0$. A sequence of $N$ actions corresponds to $N$ pulses. Figure 13 illustrates the running average reward evolution through a sequence of 2000 episodes (dark-purple) and the full noisy rewards (light-purple). The running average converges to the maximum fidelity. One can easily conclude that the agent learns how to produce the desired state with maximum fidelity.

The learning curve plotted in Figure 13 was obtained following a policy generated from the variational quantum architecture suggested in Section 4. In this case, a single parameterized layer was enough to produce high fidelity results. Figure 14 represents the average spectrum of the Fisher Information matrix for the quantum control experiment.

It can be observed in Figure 14 that the eigenvalues of the Fisher information matrix decrease during the training, becoming null at approximately half of the training. At first, the plot can be misleading because it indicates the presence of barren plateaus. However, Figure 13 shows that the training converged to the optimal fidelity state, i.e. the training parameters already converged to the loss function global maximum and thus, the gradients should become null. In this case, the flatness of the loss function does not correspond to barren plateaus and, thus to the infeasibility of training but rather signals the convergence to the maximum.
In the setting of quantum control (at least in this small experience), the Glorot initialization technique (see Section 6.2) appears superior with respect to other random initialization strategies. That is, initializing the parameters of the variational quantum circuit with the Glorot strategy leads to faster convergence towards the maximum fidelity state and stable training curves. Such behaviour can be observed in Figure 15.

9 Conclusions

In this work, we embed a VQC into the decision-making process of a RL agent, following the policy gradient algorithm. This resulted in a simpler variational architecture that was used to effectively solve well-known benchmarking environments. The empirical results demonstrate that such variational quantum models outperform classical neural networks in a selection of benchmarking environments. In particular, it shows that the quantum-inspired policy needs fewer interactions to converge to an optimal behaviour. Moreover, the quantum model benefit from a reduction in terms of the number of parameters that need to be optimized.

The same quantum model was used for both computing expectation values and estimating the gradients following parameter-shift rules. A bound on the number of samples required to estimate an $\epsilon$-approximation of the gradient using parameter-shift rules was demonstrated: we proved that the sample complexity grows only logarithmically with the number of parameters, taking into account the number repetitions of the quantum circuit.

A first step is taken towards investigating the effect of barren plateaus in quantum policy gradients by exploiting the spectrum of the Fisher Information matrix. For benchmarking environments, the Fisher spectrum of the quantum models seems to be composed of larger eigenvalues when compared to the classical counterpart. In principle, this suggests that the optimization surface is less prone to plateaus in these cases. The latter observation reinforces the empirical advantage observed in the quantum model. Furthermore, the variational quantum model was applied to the
problem of quantum control, namely quantum state preparation. It was verified that a quantum model with a single layer is able to prepare a single-qubit at state $\ket{1}$ with high fidelity. With respect to future work, in the light of the empirical results shown for the benchmarking environments, it would be interesting to apply such RL-based variational quantum models to quantum control problems of large dimension. Specifically, their application to noisy environments, would be of great general interest. It is also crucial to study the effect of the quantum models from a theoretical basis. The quantum Fisher Information [58] should be addressed to analyze the information behind these quantum states. Moreover, it would be interesting to embed the Quantum Fisher Information in a Natural Gradient optimization [59] to derive Quantum Natural Policy Gradients. Advanced RL models such as Actor-Critic or Deep Deterministic Policy Gradients (DDPG), could be enhanced by this sort of quantum-aware optimization.
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