Methodologies and Wearable Devices to Monitor Biophysical Parameters Related to Sleep Dysfunctions: An Overview
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Abstract: Sleep is crucial for human health from metabolic, mental, emotional, and social points of view; obtaining good sleep in terms of quality and duration is fundamental for maintaining a good life quality. Over the years, several systems have been proposed in the scientific literature and on the market to derive metrics used to quantify sleep quality as well as detect sleep disturbances and disorders. In this field, wearable systems have an important role in the discreet, accurate, and long-term detection of biophysical markers useful to determine sleep quality. This paper presents the current state-of-the-art wearable systems and software tools for sleep staging and detecting sleep disorders and dysfunctions. At first, the paper discusses sleep’s functions and the importance of monitoring sleep to detect eventual sleep disturbance and disorders. Afterward, an overview of prototype and commercial headband-like wearable devices to monitor sleep is presented, both reported in the scientific literature and on the market, allowing unobtrusive and accurate detection of sleep quality markers. Furthermore, a survey of scientific works related the effect of the COVID-19 pandemic on sleep functions, attributable to both infection and lifestyle changes. In addition, a survey of algorithms for sleep staging and detecting sleep disorders is introduced based on an analysis of single or multiple biosignals (EEG—electroencephalography, ECG—electrocardiography, EMG—electromyography, EOG—electrooculography, etc.). Lastly, comparative analyses and insights are provided to determine the future trends related to sleep monitoring systems.
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1. Introduction

Sleep is a fundamental biological process for human life, as it plays a fundamental role in maintaining physical, psychological, emotional, and social health thanks to its restorative, regenerative, conservative, consolidating, and protective functions [1–3]. In fact, sleep’s poor quality or its insufficient duration can have both short- and long-term repercussions, such as a decrease in life’s quality, difficulty in concentrating, learning problems, bad mood, excessive daytime sleepiness, accidents of various types, weakening of the immune system, propensity to contract infections and diseases, etc. [4–6]. Numerous negative health impacts, such as an elevated risk of hypertension, diabetes, obesity, depression, heart attack, and stroke, have been associated with the cumulative long-term effects of sleep disturbances and sleep deprivation [7]. The most common sleep disorders, according to their prevalence, are the following: insomnia, sleep apnea, restless legs syndrome (RLS), hypersomnia, parasomnia, circadian rhythm disorders, obstructive sleep apnea, nocturnal, epilepsy, etc. [8–11]. Therefore, monitoring sleep and related disorders is crucial in preventing diseases [12–14].

Moreover, sleep health is a complex sleep-wakefulness pattern adaptable to individual, social, and environmental needs and supports physical and mental health [15]. Subjective
satisfaction, optimal timing, adequate duration, high efficiency, and maintained attentiveness throughout waking hours are characteristics of healthy sleep. Thus, quantifying sleep health requires a set of measurable quantities related to physical, mental, and neurobehavioral well-being. These lasts can be classified into five dimensions: sleep duration, continuity, timing, alertness, sleepness, and satisfaction/quality. Some of them are based on subjective evaluation (e.g., satisfaction/quality); thus, sleep health can be quantified through subjective reports.

Wearable devices offer a valuable contribution in this area, as they allow collection, analysis, and transmission during sleep of vital and functional parameters, including body temperature, heart rate, respiratory rate, blood oxygen saturation, etc. [16–21]. Furthermore, these solutions are discreet and not bulky (contrary to the polysomnography exam, which remains the gold standard for recording electroencephalographic, respiratory, cardiac, and eye movements activities) and allow sleep monitoring even from home. Moreover, the recent spread of COVID-19 had a negative impact on sleep due to increased anxiety, insecurity, stress, fear, loneliness, depression, etc. These sleep alterations affect a wide portion of the global population, not only subjects who tested positive for this infection [22–24].

Therefore, this paper aims to analyze the state-of-the-art headband-like wearable devices applied to the head to identify the best solution that balances accuracy in parameter detection and comfort [25,26]. We have focused on the devices applied to the head as they can acquire a set of parameters similar to that of polysomnography, mainly the EEG, carrying out multiple information about the user’s brain activity during sleep. In particular, both research works and commercial devices were analyzed and discussed to evaluate the state of development of the scientific community in this area. Both hardware and firmware sections of discussed wearable devices have been thorough, highlighting the strengths and weaknesses of discussed solutions. Afterward, a survey of conventional and machine learning algorithms and software tools for sleep staging and detecting sleep disorders based on the processing of single or multiple biosignals (e.g., EEG—electroencephalography, ECG—electrocardiography, EMG—electromyography, and/or EOG—electrooculography). Comparative analyses are provided in every section, providing insights for determining the best solutions for sleep staging and disorder detection. Finally, an overview of research works dealing with the consequences of the sleep on the COVID-19 pandemic is presented, ascribable to both effects of infections on the human body and change of habits.

The main contributions of the proposed paper are:

- An in-depth discussion about sleep’s role in psychological, physiological, and behavioral mechanisms and the importance of sleep monitoring to detect and track symptoms related to sleep disturbances or disorders;
- A comprehensive overview of prototype and commercial wearable devices for sleep monitoring, reported in the scientific literature and on the market, enabling discreet and accurate monitoring of users’ vital signs during sleep;
- An overview of classical and representative-learning algorithms for sleep staging and sleep disorder detection by analyzing data related to single or multiple vital signs;
- A survey of the scientific works analyzing the effect of the COVID-19 pandemic on sleep functions, ascribable to both infection and changes in lifestyle.

The review paper presented here differs from similar ones as it treats both commercial and prototype devices discussed in the literature, giving the reader a more comprehensive understanding of the subject. In addition, the presented article separately discusses wearable devices and algorithms for sleep classification and sleep dysfunction detection, allowing for a more in-depth analysis of the individual issues. In contrast, other review works provide a unified discussion of devices and algorithms, not providing a detailed discussion of the architecture, mode of operation, and performance of the presented devices. Finally, our work discusses the consequences of the COVID-19 pandemic on sleep due to infection and lifestyle changes; we believe this to be an added value since, to our knowledge, no review paper discusses this topic in the literature.
The paper is arranged as follows: Section 2 deals with the function of sleep in psychophysiological and behavioral mechanisms and the importance of monitoring the sleep stage and detecting eventual sleep disorders/disturbances. Then, the important role of wearable devices is discussed for continuous and non-invasive sleep monitoring that does not require the presence of qualified technicians. Thus, Section 3 proposes an overview of wearable devices reported in scientific literature. Afterward, Section 4 introduces a survey of wearable devices available on the market. The goal is to determine the best solutions, taking into account the type and number of parameters detected, as well as the possible availability of a wireless module for real-time data transfer and invasiveness (for commercial devices, even the cost). Section 5 focuses on conventional and deep learning algorithms that can be used to analyze data collected through various sensors and extract features (essential for the sleep stages classification and sleep disorders detection). Finally, the effects of the COVID-19 pandemic on sleep are discussed, reporting a clinical case concerning a male subject with mild infection.

2. Importance of Sleep Monitoring

This section outlines an overview of sleep mechanisms and related disorders, stressing the importance of sleep monitoring to prevent such diseases [27–29]. Sleep is characterized scientifically by the individual behavior while asleep and the accompanying physiological changes occurring in the waking brain’s electrical cycles during sleep. A reduction or lack of mobility, slow eye movements, a distinctive sleeping body posture, lower reactivity to external stimuli, longer reaction time, heightened arousal threshold, diminished cognitive function, and unconscious but reversible state are the behavioral phenomena featuring sleep. Moreover, physiological changes may be measured using specific clinical tests involving the acquisition of several biosignals, such as EEG, EOG, EMG, or ECG.

Sleep is classified into two main states: non-rapid eye movement (NREM) sleep, which is distinguished into three stages (i.e., N1, N2, N3), and rapid eye movement (REM) sleep. The first is defined by a gradual decrease in reactivity to stimulus, slow rolling eye movements, slightly reduced mobility, reversible unconscious state, and synchronized EEG characterized by slow-wave activity associated with spindles and K-complexes, as well as diminished muscular tone. The latter is characterized by fast eye movements, reduced reactivity to stimulus, muscular atonia, fast rhythms, and myoclonic jerks. In addition, other symptoms are desynchronized EEG featured by theta waves, periodic swings in blood pressure and heart rhythm, irregular respiration, phasic tongue movements, and may include a few episodes of apnea or hypopnea [27]. The two states alternate in a cyclic way (from 4 to 6 cycles during sleep, each lasting from 90 to 110 min, Figure 1). From 20% to 25% of total sleep duration in adults is spent in REM sleep, while the remaining 75–80% is spent in NREM sleep. In a healthy adult, there is a gradual progression from wakefulness to sleep onset, NREM sleep, and REM sleep [27]. Nevertheless, this trend is heavily affected by the nervous system’s maturation, changing from childhood to adulthood, as discussed in [27].

The hypothalamus’s suprachiasmatic nuclei master clock regulates the sleep-and-wake circadian rhythm. In addition, the neuroanatomical substrates of NREM sleep are primarily found in the ventrolateral preoptic nucleus of the hypothalamus, while those of REM sleep are found in the pons.

Functional anomalies in the autonomic and somatic nervous systems can induce significant repercussions on sleep, often resulting in sleep disorders. These last can be classified into two distinct categories: dyssomnias and parasomnia. The first category comprises the disorders that cause trouble falling or staying asleep, such as insomnia, obstructive sleep apnea, RLS, periodic limb movement, and circadian rhythm disorders. In contrast, the second category includes disorders involving irregular actions executed during sleep, such as arousal disorders, parasomnias associated with REM sleep, and enuresis [30]. It is known that sleep is essential since its functions are assumed to be restorative, conservative, adaptive, thermoregulatory, and memory consolidative. Therefore, sleep deprivation has short and long-term negative repercussions, whether caused by lifestyle or sleep disorders.
Short-term consequences include diminished attention and focus, decreased quality of life, higher absenteeism with lower productivity, and workplace, home, and road accidents. Long-term consequences include increased morbidity and mortality from increasing automotive accidents, coronary artery disease, heart failure, high blood pressure, obesity, type 2 diabetes mellitus, stroke, cognitive impairment, and depression. Nevertheless, long-term and short-term repercussions are still a research topic.

Figure 1. Sleep stages of a healthy adult: non-rapid eye movement (NREM, blue bars) and rapid eye movement (REM, orange bars) stages.

Good sleep quality and duration are very important for astronauts, who, instead, often suffer from sleep disorders due to microgravity, isolation, monotonous repetition, workload, low temperatures, noise, interruption of sleep for operational necessities, irregular working schedule, reduced homeostatic regulation, etc. [31]. Among the problems deriving from a poor duration and quality of sleep, it is possible to identify reduced cognitive performance, reduction in concentration and motivation, stress, depression, anxiety, cardiovascular deconditioning, muscle atrophy, and space adaptation syndrome (SAS) as well as a decreased immune response [32,33]. For this reason, NASA (National Aeronautics and Space Administration) has added sleep deprivation among the risk factors that can compromise the cognitive and operational performance and health of astronauts and the safety of missions in orbit. Researchers and scientists are still studying the countermeasures that can be used to avoid the mentioned problems. In [31], some countermeasures for sleep disorders have been proposed, such as creating a good environment in the cabin, adjusting work-rest schedules appropriately, training crew members, intervening pharmacologically, carrying out light treatment, providing adequate psychological support, practicing Tai Chi and using TCM (traditional Chinese medicine).

PSG, which stands for polysomnography, is the gold standard for sleep monitoring, recording several physiologic parameters related to sleep [31]. PSG involves the acquisition of several vital signs, such as EEG, EOG, ECG, EMG, and anterior tibialis EMG, respiratory effort, airflow, and pulse oximetry (i.e., the amount of oxygen in the blood). Electrodermal activity (EDA) is an excellent indicator of the sympathetic nerve’s variations, affected by the sweat glands and blood vessels in the skin. EDA can be a useful tool for describing the various sleep phases compared to other physiological measurements. In detail, the REM phase is featured by high sympathetic nerve activity combined with low muscle tone [34]; moreover, low sympathetic activity is associated with the NREM phase [35,36]. EDA can also be efficiently and reliably acquired using wrist wearable devices during the sleep and wake stages [37]. The collected data can be provided as input for a machine learning algorithm to identify the sleep stage.
3. Survey of Wearable Devices for Sleep Monitoring Presented in the Literature

PSG is the reference tool for diagnosing sleep disorders and objectively analyzing the sleep macro and micro-architecture; however, this clinical test requires very bulky clinical instruments. On the other hand, it necessitates a significant number of channels and a large number of electrodes connected to the skin, often causing skin irritation [38]. Furthermore, the electrodes dry out over time, causing a reduction in signal quality. Moreover, electrodes in a PSG monitoring are usually set up by a qualified technician, limiting the possibility of taking these recordings in a person’s home.

However, scientific groups and companies developed a new category of wearable devices and accessories, such as eyewear, masks, devices positioned on the nose, etc., to track sleep and determine its quality. In [39], C. Beach et al. proposed a new electrooculogram device that may be worn to track eye movements. The authors integrated into a traditional eye mask, kept in place merely by the conventional elastic strap, a sensing electrode made by conductive graphene-based textiles from nylon, simply sewing nylon fabric into the unmodified mask using non-conductive polyester thread. Because the device is similar to a classic sleep mask, the device is comfortable and discreet [40]. The mask uses only two EOG channels to classify sleep: the first includes two horizontal electrodes on either side of the eyes, and the second consists of a reference electrode on the forehead. As a final remark, the mask has been tested on four people, demonstrating that the textile graphene-based electrodes sewed inside a traditional sleep mask can be used to track eye movement and successfully detect eye blinks with a signal-to-noise ratio (SNR) above 16.5 dB.

In [41], the authors presented the development of a soft and textile-based sensor platform, called PhyMask, which can reliably measure all of the signals needed for precise sleep stage tracking, as well as extract spindles and K-complexes sleep markers without sacrificing comfort. PhyMask can accurately detect:

- Brain activity using EEG with a high SNR, measuring also advanced sleep markers, such as sleep spindles and K-complexes;
- Eye movement using EOG;
- Physiological factors, with high accuracy for measuring heart rate (median error of 1.7 beats/min) and respiration (median error of 1 BrPM);
- Sleep stages, almost as well as polysomnography;
- Gross body movement and sleep posture.

In detail, PhyMask electrodes should be placed closer to the brain area to obtain significant EEG signals. As a result, an electrode is placed on each side of the head, and one in the center, which serves both as a reference and common ground. In addition, they use fabric-based pressure sensors to monitor the pressure produced by blood pulsing through the facial artery and the small head vibrations caused by blood pumping and respiration over a greater surface area. EEG and EOG signals are provided by biopotential electrodes and cardiorespiratory signals by pressure sensors. Experimental tests were conducted comparing the sleep staging provided by PhyMask with those provided by commercial devices (Fitbit and Oura ring), demonstrating an F1 score of 0.91 using polysomnography as ground truth. The test results demonstrated that the proposed device could accurately detect EEG spindles and K-complexes events, obtaining Cohen’s kappa of sensitivity, specificity, and accuracy higher than 0.8 [41]. In [42], I. Hussain et al. presented a low-cost, portable, and wearable EEG system as a possible prediction tool for stroke onset and post-stroke clinical care. The HealthSOS system consists of an eye mask embedded portable EEG device, an application programming interface (API, based on Java), the networking, signal processing, and machine learning modules, knowledgebase, and a medical health advisor service. The eye mask integrated electrode system and an EEG control module to collect EEG data in the resting state. Therefore, the eye mask includes two dry gold-plated convex EEG electrodes positioned at the frontal cortex Fp1 and Fp2, the best location for recording brainwaves. The open-source OpenBCI Cyton Board (manufactured by OpenBCI Inc., New York, NY, USA) captures EEG signals in portable EEG devices, sending them to a mini-computer through Bluetooth Low Energy (BLE) module. The most important markers
for early stroke prediction are revised brain symmetry index (rsBSI), delta-alpha ratio, and delta-theta ratio, used as features for a machine learning algorithm to infer the stroke onset. In particular, the authors employed the support vector machine (SVM) model for detecting the stroke events starting from a set of 48 EEG features; the used model reaches a 92% overall accuracy in stroke prediction.

Many disorders (e.g., stroke, epilepsy, and Parkinson’s disease) can be associated with major abnormal events during sleep. Thus, in [43], the authors have proposed a sleep mask with multiple integrated physiological sensors for collecting and aggregating physiological inputs and a mobile app for data storage, signal processing, and analytics. The mask includes a high-sensitivity microphone as the acoustic sensor to monitor the breathing sound, a triaxial accelerometer to detect head movements and position during sleep, and an eye motion sensor to detect any eye movements. Furthermore, in [44], the authors presented Chesma, a comfortable and lightweight mask that detects physiological signals, such as eye and cardiac parameters, from the face, ensuring good accuracy. It has integrated an ion-conductive fabric pressure sensor that detects pulse waveforms and five hydrogel electrodes (tAgTrode) that wirelessly track eye movements. Four tAgTrodes are located around both eye sockets and the last on the center of the forehead. After acquiring the signals, they are processed and, using a BLE transmission module, sent to a computer every 10 ms. The experiment showed a linear relationship between the eye’s movement and the voltage value measured by the EOG. The authors suggest that the amplitude and frequency of eye movements change as the user transits from awake to deep sleep. In addition, the mask could find application in studies of biomarkers for sleep disorders related to neurodegenerative diseases, such as REM sleep behavior disorder, epilepsy event detection and stroke.

In [45], the authors proposed a new device, ARAM (apnea and rest analysis mask), for monitoring obstructive sleep apnea syndrome (OSA syndrome), which can be used at home without the help of a qualified technician. The ARAM tracks the breathing process through a simple nasal cannula for measuring airflow to detect OSA events and behaviors during sleep (movements and noise) through a microphone and an accelerometer.

Another wearable system, called Morfea, for comfortably detecting sleep apnea and hypopnea events at home is presented in [46]. It is a tiny nasal device that does not use electrodes or cables, so it is comfortable, unobtrusive, lightweight, and does not disturb sleep. It comprises an integrated photoplethysmography (PPG) and a triaxial accelerometer, a microcontroller, and a BLE transmission module to acquire data and then transmit them to a PC for displaying the acquired data in real time. Two methodologies have been implemented, the first based on the power spectral density (PSD) and the second on the pulse wave amplitude (PWA) of the signal, both of which generates a flag (=0 if there are no apnea events, =1 if any). The final output will result from an OR operation between the two flags. Finally, more than 500 apnea and hypopnea episodes were detected, classifying them indiscriminately under the common name apnea, providing an AHI (Apnea-Hypopnea Index) parameter for quantifying the apnea severity, defined as the number of apnea events in the monitoring time. The results demonstrated that Morfea reaches an 89% sensitivity and 93% accuracy in detecting the apnea events.

Table 1 summarizes the scientific works previously discussed, classifying them from the point of view of the number and typology of detected parameters, availability of wireless communication modules, and invasiveness evaluated according to the authors’opinion.

As a result, PhyMask is the device that offers the best balance of comfort and accuracy while tracking sleep parameters. It detects the highest number of parameters compared to the other analyzed devices and provides the opportunity to transfer data through a wireless module. However, the Chesma, with its five hydrogel electrodes, enables an excellent SNR (18.31 dB against −2.62 dB obtained with dry electrodes), allowing accurate tracking of the eye movements and heart parameters also in conditions in which motion artifacts are present. In addition, the two acquired information can be usefully processed for both sleep staging and sleep disorder detection [47,48].
Table 1. Comparison among the scientific works previously discussed from the point of view of number and typology of detected parameters, availability of wireless connectivity to transfer data, and invasiveness.

| Work             | Number of Detected Parameters | Type of Detected Parameters                                      | Availability of Wireless Module to Transfer Data | Tested Individuals | Accuracy | Sensitivity | Invasiveness |
|------------------|-------------------------------|------------------------------------------------------------------|-------------------------------------------------|--------------------|----------|-------------|-------------|
| Mask B [39]      | 1                             | Eye movement                                                     | No                                              | 4                  | N.A.     | N.A.        | Low         |
| Phymask [41]     | 5                             | Brain activity, eye movement, heart, and respiration rate, sleep stages, body movement | Yes                                             | 10                 | >0.8     | >0.8        | Low         |
| HealthSOS [42]   | 1                             | Brain activity                                                   | Yes                                             | 37                 | 92%      | 98%         | Low         |
| Smart Sleep Mask [43] | 4                  | Eye movement, head position, temperature, and breathing sounds | Yes                                             | 1                  | N.A.     | N.A.        | Low         |
| Chesma [44]      | 2                             | Eye movement, heart rate                                         | Yes                                             | 1                  | N.A.     | N.A.        | Low         |
| ARAM [45]        | 2                             | Respiration activity, body movement                              | No                                              | 6                  | N.A.     | N.A.        | Medium      |
| Morhea [46]      | 3                             | Apnea and hypopnea events, chest movements, head position        | Yes                                             | 1                  | 93%      | 89%         | Medium      |

1 Not available, 2 Cohen kappa coefficient.

4. Overview of Commercial Wearable Devices for Detecting Sleep Disorders

After introducing several wearable devices for sleep monitoring proposed in the scientific literature, this section will illustrate an overview of commercial devices on the market. The most popular devices put comfort ahead of precision. They are not well-adapted to monitor sleep disorders because they solely use heart rate, breathing, and body movement measures to determine sleep quality. In fact, these devices are aimed at healthy users, but they cannot be considered sufficiently reliable for diagnostic sleep disorders.

In [49], Goldstein et al., presented a device called BrainBit, which can be placed on a user’s forehead to track sleep. The device has four EEG channels, with mechanisms for removing EMG and EOG signal components to monitor the electrical brain activity and bioelectricity of the forehead, face, head, and eye muscles [50]. The headband is composed of flexible and non-stretchable ribbon on which the golden dry electrodes, the battery, an integrated electronic board, and an elastic fabric band are placed, as shown in Figure 2.

![Figure 2](image.png)

Figure 2. Schematic (a) and real (b) views of BrainBit (1: ribbon, 2: elastic band, 3: electrodes, 4: electronic module, 5: removable battery, 6: eyelet, 7: clasp) [49].

The four electrodes are placed on the temporal (positions T3 and T4) and occipital (positions O1 and O2) lobe regions; in contrast, the reference sensor is positioned on the
forehead. Using the BLE technology, BrainBit transmits the collected biological signals to a PC or a mobile app, where software filters the data and obtains the signals’ spectrum. The great disadvantage of dry electrodes is the rapid degradation of their contact impedance, thus worsening the signal quality [51].

Another commercial device to monitor sleep is Philips’ SmartSleep [52]; it is a lightweight and comfortable wearable sleep headband but not suitable for people with sleep disorders. SmartSleep is also used to track astronauts’ sleep and improve its quality. The device is an EEG-based smart mask to detect deep sleep conditions based on the EEG signal in real-time. When the integrated sensors detect the user in the deep sleep phase, the device emits audio tones to increase the slow waves that characterize this sleep stage. During night use, the device has Bluetooth and Wi-Fi modules turned off. Only when the consumer no longer wears it, this last sends the data to the smartphone app, deriving and visualizing the sleep metrics, such as the amount of time in deep sleep, the time spent falling asleep, the number of times where sleep is interrupted, time spent awake, etc. This operation modality is the major limitation of such a device, especially if real-time sleep quality and staging supervision is required. The device consists of a fabric band, a wet sensor placed behind the right ear (up to three times), and two embedded speakers.

Muse S (Gen 2), in [53], is a headband that allows collecting EEG data and heart parameters (HR and HRV) during sleep, using silver electrodes and a PPG (Photoplethysmographic) sensor, as well as keeping track of the time spent in each stage of sleep, detecting the body position and respiratory activity through inertial sensors. The device is also equipped with “digital sleeping pills” (DSP), which emit immersive sound signals designed to help users fall asleep or fall back asleep if sleep has been interrupted. The device can be used for up to 10 consecutive hours. The fabric headband is lightweight (i.e., only 41 g) and fits different head sizes (from 48 to 63 cm in circumference). The device transmits data via Bluetooth 4.2 to the Muse app. A problem with this device lies in the electrodes’ flat conformation, which could lead to incorrect readings when the area of the body has hair. Tests were conducted to verify the device’s performance, comparing the Muse S to laboratory monitoring devices. Tests have shown that the commercial device can provide detailed and accurate information. A recent 2021 study led by Western University, Cambridge Brain Science, Hatch, and Interaxon that used Muse S EEG-sleep support technology showed a 20% improvement in the Pittsburgh Sleep Quality Index relative to controls wanting to improve their sleep [54].

In [55], Dreem 2 is presented; it allows measuring brain activity, heart rate, respiratory rate, and body movement. The device is a headband that allows the screening, diagnosis, and treatment of sleep disorders directly at the user’s home. The headband integrates six custom-designed EEG electrodes (four frontal and two rear) to monitor brain activity, a PPG sensor to monitor the HR discreetly, and an accelerometer to detect head movements and breathing patterns. In detail, the Dreem 2 can detect the breathing frequency by analyzing the real-time audio recorded during the night by an integrated microphone. However, this detection method is sensitive to the background and glitches, which proper filtering techniques can overcome [56].

Some tests have compared this device to PSG, demonstrating that Dreem 2 is reliable and, therefore, a valid alternative to laboratory tests. The Insomnia Severity Index (ISI) was estimated both before and after using the device to evaluate the effectiveness of Dreem 2 in curing insomnia. The authors applied the CBT-I (Cognitive Behavioral Therapy for Insomnia) exercises and guidelines to design an effective in-app digital program that, when used with the Dreem headband, can encourage patients to take the necessary steps toward healthier sleep. The results demonstrated that 71% of users no longer have insomnia, 91% fall asleep easier taking 21 min less to fall asleep, and 78% wake up fewer times during sleep (Figure 3) [57].
iBand+, presented in [58], is an AI-based (artificial intelligence) headband for detecting EEG signals and head movements. It consists of two stereo speakers placed under the pillow and RGB LEDs (light-emitting diodes) on the headband. The device helps develop lucid dreaming discipline, improve sleep quality, and wake sleeping users gradually. In a lucid dream, the dreamer is aware that he is dreaming and can take control of it without waking up. With the brainwave entrainment technique, which is a method to sync brainwaves with a particular steady rhythmic stimulus, iBand+ helps the user’s brain associate some pulsing sounds and flickering light stimulus with dreams. Lucid dreaming discipline can help users decrease nightmares and stress, improving concentration and creativity. The device also tracks sleep stages, and once the user has fallen asleep, it turns off audiovisual signals and emits white noise, improving sleep quality. In the morning, through a smart alarm, the headband wakes the user up by emitting sounds during the light sleep stage.

Neuroon Open, in [59], is a wearable mask developed by a Polish startup that detects EEG and EOG signals, blood oxygenation (through PPG sensor), and body temperature; it helps users wake up full of energy and facilitates lucid dreams. Indeed, these data are processed by a suitable sleep staging algorithm run on a custom mobile application; it also calculates the sleep efficiency and provides useful suggestions to enhance sleep habits to obtain a better night’s sleep. The device consists of an adjustable strap with a pulse oximeter, electrodes, EEG and EOG sensors, thermometers, LEDs, and a triaxial accelerometer (Figure 4).

Through BLE 4.0 (designed and marketed by Bluetooth Special Interest Group—BSIG, Kirkland, WA, USA), collected data are transmitted to a mobile device, where Neuroon app allows users to check their sleep analysis (also in real-time) and read personalized tips on improving sleep quality. In addition, through Neuroon app, the users can measure their subjective evaluation of sleep quality every morning. They are given an A/B test, and the combination of self-evaluation and physiological data provides information about the best sleep pattern that suits them. Moreover, this device can help users induce lucid dreaming through light, vibration, and acoustic stimuli and wake up naturally by simulating the light of gradually rising dawn. If the user does not wake up, the device adds vibrations and an audio signal from the mobile phone.

Also, the Somni mask, developed by Somni Ltd. (Delft, The Netherlands) startup, monitors sleep by tracking the eye and head movements [60]. Furthermore, the device should create lucid dreams without disturbing sleep by emitting auditory and visual signals. It is composed of a fabric mask similar to conventional ones and, on it, there is an electronic section with a button to turn the device on/off and test the light signals, audio

![Figure 3. Comparison between ISI scores before and after using Dreem 2 program [55].](image-url)
input, and a micro-USB input (Figure 5a). It is not equipped with speakers, so users must connect the headphones to hear the soothing melodies. In addition, the device does not have a wireless module to transfer data, but it can be connected to a PC or a USB OTG (On-The-Go) interface. Inside the mask, an eye-tracking device and accelerometer detect head movements (Figure 5b). However, the headband design may not be comfortable for the user since it has an electronic section positioned in the front part of the mask, causing a feeling of weight on the face.

Figure 4. Front (a) and rear (b) views of Neuroon Open mask [59].

Figure 5. External (a) and internal (b) views of the Somni mask [60].

BrainLink Pro headset, manufactured by Shenzhen Macrotellect Ltd. (Shenzhen, China), monitors brain activity, heart rate, body temperature, and head movements [61]. It consists of three dry metal electrodes, a filter, an amplifier, an A/D converter, a lithium battery lasting 3–4 h, and an adjustable headband that also fits children’s heads. The headband is connected to a smartphone or computer via the BLE 4.0 protocol. The device includes a multi-user EEG acquisition/processing/analysis section called Mindmesh, comprising a
Bluetooth gateway, MindMesh EEG sensors, and a front-end acquisition system, allowing the concurrent acquisition of brainwaves of up to 50 users. As a result, the device acquires signals with a sampling frequency of 512 Hz, converting them with a 12-bit ADC, ensuring 0.25 μV precision in the signal acquisition and less than 2 ms dynamic response. The device is not oriented to sleep analysis but allows non-invasive detection of EEG signals, which can be used to monitor sleep. Among the device limitations, similarly to other devices previously discussed, the use of dry flat electrodes leads to problems related to contact impedance and applications in hairy body areas. Furthermore, this headband integrates a reference electrode applied to the ear by a clip, which in the long term could create discomfort and irritation to the user.

Sleep Shepherd is a breathable, lightweight, and comfortable headband manufactured by Sleep Shepherd LLC to track head movements, monitor brain activity during sleep, and improve quality [62]. It guides the user toward deep sleep through some binaural beats, played into each ear with two different frequencies. Changing binaural beats’ frequency according to the actual cerebral activity, the device can also wake the user up gradually and during the lightest sleep stage. It comprises EEG sensors and uses NeuroSky’s brain signal filtering technology to remove noises; it also includes a gyroscope and movement sensor for monitoring the user’s movements. The device can be connected wirelessly to a smartphone to display the data collected during the night, such as the duration of sleep, the duration of the deep one, the head movements, the number of times the sleep was interrupted, the time at which the user fell asleep and woke up, etc. However, the device does not stage sleep according to the five standard phases previously described (wake, N1, N2, N3, and REM) but only discerns between awake, light, and deep sleep. Tests were conducted on four healthy awake participants to quantify the accuracy of the NeuroSky sensors and SVM classifier. The participants were divided according to information, mild concentration, and background noise [63]. As a result, classifying the information from noise or mild concentration, the developed system demonstrated high accuracy, with an average of about 86.76.

In [64], Advanced Brain Monitoring Inc. presents the Sleep Profiler headset that monitors the EEG, EOG, and EMG signals and, optionally, ECG, PPG, head position, or quantitative snoring parameters, using a microphone and an accelerometer (Figure 6). In addition, the model SP29 includes a nasal transducer, a cannula, a pulse rate sensor, and an oximeter. The device is very precise, and it can detect sleep spindles (recording their duration and PSD), distinguish the stages of sleep, identify irregular sleep patterns, and monitor insomnia, hypersomnia, and other sleep disorders. Researchers also use it to evaluate dementia, consequences on sleep due to drug use, effects on memory due to poor sleep quality, etc. [64]; however, it cannot replace clinical ECG or EMG. The Sleep Profiler is very lightweight (71 g) and has up to 8 channels, an internal memory of 8 Gb that can record signals over 10–16 h, and a battery lasting about 30 h. The device uses a speaker to send vocal outputs in case of incorrect operation due to the wrong position of the sensors, which could not be well adherent to the skin. It can also transmit signals in real-time to a tablet or a PC using Bluetooth 2.0 or 5.0 protocol to allow experts to monitor signals or just upload data to a cloud server. In detail, the Sleep Profiler implements automatic event detection algorithms to determine an overall supine and non-supine AHI and ODI (Oxygen Desaturation Indices) [65]. The airflow detection rules were created to mimic how humans would identify apneas based on a >90% drop in airflow for 10 or more seconds and hypopneas based on a >30% reduction in airflow volume. The algorithms used sliding scale thresholds based on the strength of the airflow signal to reduce the identification of over-scored events when there is little airflow. With 3% SpO₂ desaturation happening between 5 and 120 s from baseline and 1% recovery occurring within 30 s of the nadir, desaturation events required to validate hypopneas were identified using algorithms applied to the least filtered beat-by-beat SpO₂ signal (four-beat fast average). Separate counts of desaturation occurrences were made.
Figure 6. Internal view of Sleep Profiler headband, consisting of EEG sensor (a), optical sensor (b), strip pad (c), and sensor snap (d) [64].

In [66], tests were performed to understand the effectiveness of the Sleep Profiler headband; it was used to acquire 3 EEG signals, sampled at 256 Hz with a ± 1000 µV dynamic range and filtered with 0.1 Hz high-pass and 80 Hz low-pass filters. The detected signals were then evaluated by some experts, who analyzed the waveforms of the EEG signal to confirm detection veracity, especially near transitions from one stage to another. In summarizing, the five experts had a mean interscorer agreement of 75.9%, with 90.1%, 51.3%, 75.5%, 67.2%, and 91.1% for stages awake, N1, N2, N3, and REM stages, respectively; the mean kappa score was 0.70 (range 0.61 to 0.78) across all 10 comparisons. As a result, the performed studies have shown that Sleep Profiler is quite accurate. Even one night of recording is enough to characterize abnormal slow-wave sleep, spindle activity, and irregularities in heart rate.

Finally, Table 2 compares the commercial devices previously discussed from the point of view of the number and typology of detected parameters, integrated sensors, available biofeedbacks or post-interventions to improve sleep, and the cost to establish the best solution for tracking sleep. In conclusion, Sleep Profiler is the device that includes the largest number of sensors that track numerous physiological parameters despite its small size and lightness. The only flaw is that after 50 nights, the sensor strip has to be replaced and, probably, the headband too. Nevertheless, Sleep Profiler uses common Ag/AgCl disposable electrodes, which ensures a larger signal quality but requires their substitution after each use.

Table 2. Comparison between the devices discussed above from the point of view of number and typology of the integrated sensors, gathered parameters, and cost.

| Device       | Number of Parameters Detected | Integrated Sensors | Gathered Parameters                      | Feedbacks/Interventions                                  | Cost     |
|--------------|-------------------------------|--------------------|------------------------------------------|---------------------------------------------------------|----------|
| BrainBit [50] | 4                             | EEG, PPG, EMG, EOG | Brain activity, heart rate, body movement, eye movement | Psychology and cognitive remediation                      | USD $499 |
| SmartSleep [67] | 1                             | EEG                | Brain activity                           | Audio tones to boost the slow wave                       | USD $399 |
| Muse S [53]  | 4                             | EEG, PPG, gyroscope, accelerometer | Brain activity, heart rate, breath rate, body movements | Digital sleeping pills (sleep stories and meditation, ambient soundscape, nature and music biofeedbacks) | USD $399 |
Table 2. Cont.

| Device              | Number of Parameters Detected | Integrated Sensors                                      | Gathered Parameters                          | Feedbacks/Interventions          | Cost          |
|---------------------|------------------------------|--------------------------------------------------------|-----------------------------------------------|---------------------------------|--------------|
| Dreem 2 [55]        | 4                            | EEG, PPG, gyroscope, accelerometer                     | Brain activity, heart rate, breath rate, body movement | CBT-I exercises                 | N.A. 1       |
| iBand+ [58]         | 2                            | EEG, accelerometer, gyroscope                          | Brain activity, head movement                 | Audio tones to induce sleep     | USD $449     |
| Neuroon Open [59]   | 4                            | EEG, EOG, PPG, thermometer,                          | Brain activity, eye movement, body temperature, blood oxygenation | Audio tones to induce sleep     | N.A. 1       |
| Somni [60]          | 2                            | EOG, accelerometer                                     | Eye movement, head movement                   | Audiovisual feedback to induce sleep | N.A. 1       |
| BrainLink Pro [61]  | 4                            | EEG, PPG, gyroscope, thermometer, accelerometer,      | Brain activity, heart rate, body temperature, head movement | No                              | USD $259     |
| Sleep Shepherd [62] | 2                            | EEG, gyroscope, movement sensor                       | Brain activity, head movement                 | Binaural tones to induce sleep  | N.A. 1       |
| Sleep Profiler [64] | 5                            | EEG, EOG, EMG, accelerometer, ECG (optional), PPG (optional), nasal transducer (model SP29), pulse rate sensor (model SP29), oximeter (model SP29) | Brain activity, eye movement, head position, heart rate, quantitative snoring | No                              | N.A. 1       |

1 Not available.

5. A Survey about Algorithms for Sleep Staging and Disorders Detection

This section proposes conventional and representation learning algorithms for sleep staging and disorder detection by analyzing the features extracted from biosignals acquirable through wearable devices. The aim is to provide some details about software tools commonly used for the abovementioned purposes, not lingering on acquisition modality according to the application scenario. In particular, Section 5.1 analyzes different algorithms for sleep stage classification based on AASM (American Academy of Sleep Medicine) guidelines. In contrast, Section 5.2 describes the implementation of algorithms that allow feature extraction for the early identification and treatment of sleep disorders.

5.1. Overview of Algorithms for Sleep Staging

As already stated, sleep plays an essential role in human life, but regrettably, many subjects suffer from sleep disorders, such as difficulty in initiating and maintaining sleep, circadian rhythm irregularities, and movement and breathing disorders, with serious repercussions in everyday life as well as on the subjects’ health. In detail, 70 million U.S. adults have sleep disorders, where 48% report snoring, 37.9% unintentionally falling asleep during the day, and 4.7% nodding off or falling asleep while driving [68,69]. The most prevalent specific sleep disturbance is insomnia, which is reported by 10% of individuals with chronic insomnia and 30% of adults with short-term disorders; besides, 25 million adults show OSA (i.e., 9–21% of women and 24–31% of men). Therefore, a scalable evaluation of the sleep of healthy people and patients with disorders can improve their life quality from a physical, mental, financial, and social point of view [70]. It can be carried out using non-invasive devices that accurately take a series of measurements, including EEG, EMG, EOG, and PPG, and, exploiting robust and efficient machine learning algorithms, analyze sleep architecture to determine its stages.

Moreover, the amount of information contained in these signals can be increased by developing new approaches [71]. For example, sleep/wake dynamics analysis can be conducted using the HRV (heart rate variability); it represents the fluctuation of the cardiac
contraction times between each beat and the next due to physiological factors or external stimuli. In the scientific literature, this index is increasingly assuming a fundamental role since it represents the state of well-being of physiological systems, including sleep. HRV reflects autonomic nervous system activity, highlighting a higher parasympathetic activity during the NREMS phase and a balance variation from parasympathetic predominance to sympathetic hyperactivity, featuring the REMS phase [72]. Therefore, it can also be used to classify the individual’s current state: when the subject is awake, the heart rate is higher, and the heart rhythm is more variable; whereas when the subject is asleep, the parasympathetic autonomic nervous system dominates, the sympathetic component decreases with sleep depth, the heart rate is lower and reaches its minimum value during deep sleep (NREM stage), when the heart rhythm stabilizes.

In [71], J. Malik et al., to quantify HRV, proposed using a CNN (convolutional neural network), which can manage an enormous amount of data and identify useful elements for classification (e.g., sleep stage classification). Therefore, the ECG signal, acquired by a common 32-channel polygraph, was split into 30 s epochs; before passing it through 5 convolution blocks, it is concatenated with the previous 4 min and 30 s and normalized by subtracting its median value. In each convolution block, a bias is added; the output is passed through a rectified linear unit (ReLU) activation function. Then, there are two dense layers of 20 nodes each, associated with other biases and ReLU activation functions, finally feeding a 2-node output layer. The softmax function is used to normalize the network’s output, which, if related to the “wake” node and greater than or equal to the output of the “sleep” node during a given epoch, demonstrated that the subject was awake. Using the four databases, the CNN performances in distinguishing between wake and sleep stages can be expressed in accuracy, sensitivity, specificity, Cohen’s kappa coefficient, and AUC values (Table 3). This algorithm could be easily applied to data gathered by a head-worn wearable device acquiring the ECG signal on the user’s head, as reported in [73].

Table 3. CNN model performance in distinguishing between wake and sleep stages, measured by true positive (TP), false positive (FP), false negative (FN), accuracy (ACC), area under the ROC curve (AUC), precision (PR), sensitivity (SE), and specificity (SP) [71].

|               | CGMH-Training | CGMH-Validation | DRAMS Subjects | UCDSADB |
|---------------|---------------|-----------------|----------------|---------|
| TP            | 4.464         | 1.800           | 1.777          | 1.838   |
| FP            | 2.143         | 1.763           | 2.151          | 2.853   |
| TN            | 31.550        | 14.906          | 14.532         | 12.883  |
| FN            | 3.315         | 1.633           | 1.572          | 2.400   |
| SE (%)        | 57.4          | 52.4            | 53.1           | 43.4    |
| SP (%)        | 93.6          | 89.4            | 87.1           | 81.9    |
| ACC (%)       | 86.8          | 83.1            | 81.4           | 73.7    |
| PR (%)        | 67.6          | 50.5            | 45.2           | 39.2    |
| F1            | 0.62          | 0.51            | 0.49           | 0.41    |
| AUC           | 0.90          | 0.83            | 0.81           | 0.72    |
| Kappa         | 0.54          | 0.41            | 0.38           | 0.24    |

HRV was also the object of study in [74], as it is a low-cost alternative to PSG for automated sleep stage classification. In particular, to model long-term sleep-related information, M. Radha et al., proposed the LSTM (long short-term memory) network, which exploits ECG signals to distinguish four sleep stages: wake, REM, N1/N2, and N3 stages (Table 4). The proposed model considers the dependence between the night duration and the expected sleep stages, modeling a rigid sleep architecture restricted to short-term
patterns; it is also inappropriate for insomnia patients. Connecting two stacks of LSTM multiple layers in parallel makes it possible to identify the past and future sleep epochs.

Table 4. Summarizing table with the performance of the sleep stage classification algorithm presented in [74].

| Stage   | Precision   | Accuracy   | Cohen’s Kappa |
|---------|-------------|------------|---------------|
| Wake    | 0.73 ± 0.20 | 0.90 ± 0.07| 0.63 ± 0.19   |
| REM     | 0.71 ± 0.22 | 0.92 ± 0.04| 0.68 ± 0.22   |
| N1/N2   | 0.80 ± 0.11 | 0.79 ± 0.08| 0.56 ± 0.15   |
| N3      | 0.62 ± 0.33 | 0.92 ± 0.04| 0.53 ± 0.27   |

Also, HRV data can be extracted with sensors different from ECG, PPG, and heart sound signals; for instance, in [75], H. Hwang et al. focus on a stages classification method based on PVDF (polyvinylidene fluoride) sensor. Some tests were conducted to evaluate the method’s performance involving 12 normal subjects and 13 subjects suffering from OSA. Information on breathing (such as the average frequency and the variability of respiratory rate, useful for defining the NREM and REM stages) and the patient’s body movement (useful for defining the state of wakefulness) was retrieved from the PVDF’s sensor signal, exploiting the decision rules algorithm based on the IF-THEN statement. The test demonstrated that the developed method could classify the sleep stages with a 70.9% accuracy and a 0.48 kappa score. Instead, in [76], a model based on epoch location in a sleep cycle was presented, adapting a priori probabilities over time for different sleep stages. They recorded respiratory effort signals (using RIP—respiratory inductance plethysmography sensor) of 685 healthy participants chosen from the Sleep Heart Health Study data set. They used an XGBoost algorithm, a decision tree-based machine learning algorithm ideal for small and medium-structured data. The developed method reached a 0.56 ± 0.12 Cohen’s kappa. Instead, in [77], 3D accelerometers and optical PPG sensors were employed to extract HRV features and motion and respiratory movements using a non-temporal model. To validate the linear discriminant algorithm (LDA) used in this study to estimate sleep stages, 60 healthy adults aged from 18 to 60 years were involved in one-night recordings. The algorithm was trained on a known set of annotated sleep data from a target population and then applied to new sleep records, thus constituting a machine learning system for staging sleep. For each 30 s epoch, the classifier generates a different label (i.e., ‘Wake’, ‘Light’, ‘Deep’, or ‘REM’). Some post-processing criteria were implemented to penalize improbable physiological patterns, resulting in further gains in classifier accuracy. For instance, the transition between wake and deep sleep needs intermediate steps; thus, a single isolated wake epoch is improbable during a period of deep sleep epochs. In this case, that label can be converted to a surrounding one. As a result, the model achieved a 69% accuracy and a 0.52 ± 0.14 Cohen’s kappa.

Moreover, some sleep classification algorithms were proposed in the scientific literature from variables extracted from the respiration signal, such as the respiratory variability (RV) data [78]. K. Aggarwal et al. proposed a new approach for sleep staging based on CPAP (continuous positive air pressure) nasal flow signals and on a framework that combines CNN (to detect high-level features from flow sensors) and RNN (recurrent neural network to extract the feature’s context) [79]. Moreover, the neural network exploits a CRF (chain-structured conditional random field) algorithm to represent sleep dynamics. The presented architecture is a variation of ResNet (residual neural network) used in computer vision and time-series analysis. The system provides for the recording of the flow signals sampled at 32 Hz; for each 30 s epoch, the architecture estimates the corresponding sleep stage label: W (wake), R (REM), L (light sleep), or D (deep sleep). The proposed architecture was tested on 400 subjects suffering from sleep apnea, recording nasal flow signals sampled at 32 Hz for 7.5 h; the experimental results demonstrated that the proposed classification system achieved a 0.57 Cohen’s kappa and 74.1% accuracy.
EEG is the primary data source to determine the user’s sleep stage while discussing sleep staging. EEG is a useful indicator of the sleep stage, given the variation of its characteristics in amplitude and frequency as a function of the astronaut’s sleep phase [80]. EEG signals of certain frequencies: sleep spindles (12–14 Hz), slow waves (0.5–4 Hz), alpha waves (8–12 Hz), and theta oscillations (4–8 Hz) are very important in distinguishing the different phases of sleep, which can be easily extracted through common frequency analysis.

In addition, A. Malafeev et al. tested several machine learning algorithms, RF (random forest), LSTM networks, and CNN-LSTM networks, trained on two data sets [81]. Additionally, researchers classified sleep stages based on features or raw data using a supervised technique in machine learning. Features considered by the first approach are spindles (12–14 Hz) and slow (0.5–4 Hz), alpha (8–12 Hz), and theta waves (4–8 Hz) analyzed in the frequency domain. For classification, researchers proposed two methods: RF (random forest), based on decision trees, where every node corresponds to a feature, or ANN (artificial neural network), composed of interconnected neurons. The second approach involves DNNs (deep neural networks), an ANN that can model complex systems and automatically learn features using CNNs. The researchers implemented the learning of temporal structures of sleep by applying an HMM (hidden Markov model) to the output of RF classification and an MF (matrix factorization) to the data or applying RNNs, which consider the temporal structure of the data, also using information about future epochs. Some tests estimated the algorithms’ performance based on Cohen’s kappa. In addition, the study introduced in [82] illustrates a sleep staging method based on EEG signals, which involves signal pre-processing, characteristic parameters detection, and sleep stage identification. The pre-processing operation aims to reduce high-frequency background noise, low-frequency baseline wander, and artifact disturbance, apply a low-pass filter, split signals into 30 s data, and remove baseline drift and artifacts. The method employs the DWT (discrete wavelet transform) for deriving features, choosing a 4 Hz decomposition frequency since the EEG signal’s power is mostly concentrated between 0 and 30 Hz. The TSVM (transfer support vector machine) algorithm is used for EEG signal classification to automatically detect the sleep stage. The proposed method was evaluated using 60 sets of physiological signal data from the NSRR (National Sleep Research Resource) library, involving 6441 healthy subjects. Experimental analysis shows that the TSVM algorithm reaches an average of 88.05 TPR (true positive rate), a 96.11 TNR (true negative rate), and a 75.10 precision indicator.

Also, in [83], EEG signals are used for automatic sleep stage classification. The researchers proposed the IMBEFs (improved model-based essence features) model extracted from LE (locality energy) and DSSMs (dual state space models), estimated on LSBs (low-level sub-bands) and HSBs (high-level sub-bands), which are the result of EEG signals decomposition through WPD (wavelet packet decomposition). Begged trees classifier was chosen for sleep stages identification, among others, such as linear and quadratic discriminant, quadratic SVM, fine KNN, and RUSBoosted trees, because it achieved an overall accuracy, calculated on different databases, higher than others (about 95.35%). The sleep classifier achieved a 92.04% overall accuracy using the S-EDF database and an 81.65% overall accuracy using the ISRUC3 database.

Numerous solutions could be applied to the sleep staging problem, performing joint analysis of several biosignals (EEG, ECG, HR, HRV, RR, SpO₂, etc.), together with the movement of some regions of the face (eyes, chin) [84]. Again, the classification algorithms are typically based on ML (neural network, SVM—support vector machine), LDA (linear discriminant analysis), and decision rules algorithms [85,86].

R. Agarwal et al., presented a computer-assisted sleep staging (CASS) method to standardize the analysis of recordings; it is based on features segmentation and iterative self-organization methodologies to identify patterns and then correlate them to a stage’s label [87]. Researchers used a data set composed of EEG, EOG, and EMG signals sampled at 128 Hz. The 12 involved subjects were aged from 17 to 62 years, and some of them suffered from sleep disorders, such as narcolepsy or sleep apnea. The classification is
based on specific features: signal amplitude, dominant rhythm, FWE, presence of spindles, ASI (Alpha-Slow-wave Index), TSI (Theta-Slow-wave Index), and presence of EMs (eye movements). Post-processing operation allows substitution of a label in the case of a clear wrong assignment. Afterward, the presence of alpha and spindle activity, ASI, EMs, and atony are also evaluated using a decision tree algorithm.

In [88], the authors proposed a sleep stage identification algorithm based on HRV and EDR (ECG-derived respiration) obtained by ECG signals. The proposed method performs a baseline wander removal and R-peaks detection (PanTompkins algorithm). In particular, EDR is the extraction of information about breathing from ECG. This operation is performed using the N-PCA (neural-principal component analysis) approach, decreasing data set dimensionality and removing redundancy. EDR extraction can be performed by analyzing morphological variation, R-peaks, T-peaks amplitude variations, and area under the QRS complex, assuming that breathing alters ECG signals due to electrodes’ movements during breathing and thoracic impedance variations. Features evaluation and determination are performed using the Kruskal–Wallis method and the mRMR (minimum redundancy maximum relevance) algorithm, used as a multivariate filter to decrease features’ dimensionality, remove redundancy, and rank features through their pertinence to the target [89,90]. For classification, they used a multi-class SVM classifier with RBF (radial basis function) to identify wake, REM, and NREM stages, analyzing EDR and HRV data both in time and frequency domains. A k-fold cross-validation approach was used for implemented method validation, with k equal to 10. Researchers used the MIT-BIH Polysomnographic database to evaluate the detection algorithm, choosing 18 records, consisting of ECG, EEG, breathing signals, and blood pressure signals, of healthy subjects and patients suffering from sleep disorders aged between 35 and 49 years. Signals were acquired with a 250 Hz sampling frequency and then segmented every 30 s. Experimental tests showed an 81.76% accuracy and a 92.35% specificity for wake vs. sleep (WS) classification and a 75.15% accuracy and an 81.12% specificity for wake, REM, and NREM (WRN) classification.

In [91], the authors compared some classifiers, such as Bayesian LDs (linear discriminants), HMMs, and CRF, for simultaneous classification of multiple sleep stages (in particular, wake, REM, N1, N2, and N3 stages) based on cardiorespiratory features, evaluating the possibility of using them to analyze sleep of patients with OSA. Then, Hamilton–Tompkins QRS detector was used to detect QRS complexes, each composed of 3 deflections in ECG waveforms. Then, both ECG and RIP signals’ features were identified through variable-length windows applied on each 30 s epoch, except for those contaminated by artifacts, and were normalized, obtaining zero mean and unit standard deviation. The Bayesian LD classifier exploits the Bayes’ rule to decrease error probability by selecting each epoch’s most probable sleep stage. The authors used a k-fold cross-validation approach to validate the three classifiers, with k equal to 10. The results demonstrated that the Bayesian LD classifier achieved a 0.34 Cohen’s kappa and 48.76% accuracy, the HMM classifier a 0.25 Cohen’s kappa and 42.92% accuracy, and the CRF classifier a 0.42 Cohen’s kappa and 61.10% accuracy in identifying the five sleep stages. Therefore, the CRF classifier performed better than the others.

In [92], the authors presented an automated approach for sleep stage identification based on single-lead ECG signals, from which HRV and EDR are extracted. Classification is performed using beat detection, CPC (cardiopulmonary coupling) in the time and frequency domains, a trained CNN, and an SVM algorithm. CPC was calculated through the coherence, the power in specific bands of the cross-spectral density between EDR and RSA (respiratory sinus arrhythmia) signals, and the HRV cross-spectrogram in 5 min window. After, CPC spectrograms were used by CNN to extract corresponding features and identify sleep stages automatically. To validate implemented method, the researchers used a k-fold cross-validation technique, with k equal to 10, and applied that to each database considered above. As a result, the algorithm achieved a 75.6 ± 9.0% average accuracy and a 0.54 Cohen’s kappa for the SLPDB database, a 65.6 ± 1.3% average accuracy, and
a 0.31 Cohen’s kappa for the CinC2018tDB database, and a 65.9 ± 0.7% average accuracy and a 0.47 Cohen’s kappa for the SHHSv1 database. Finally, Table 5 summarizes the algorithms for sleep staging, classifying them according to the number and typology of detected parameters, algorithms involved in the proposed solution, and the number of participants involved in the research.

Table 5. Summarizing table of the algorithms for sleep staging discussed above from the points of view of number and typology of detected parameters, employed algorithms, and the number of participants.

| Authors                     | Number of Detected Parameters | Detected Parameters                                                                 | Number of Sleep Stage | Accuracy [%] | Used Algorithms | Participants               |
|-----------------------------|-------------------------------|-------------------------------------------------------------------------------------|-----------------------|--------------|-----------------|-----------------------------|
| J. Malik et al. [71]        | 2                             | ECG and PPG (deriving HRV and IHR)                                                  | 2                     | 86.8         | CNN             | 56 patients and 90 healthy subjects |
| M. Radha et al. [74]        | 4                             | ECG, EEG, EOG, EMG (deriving HRV)                                                   | 4                     | N.A. 2       | LSTM            | 97 patients and 195 healthy subjects |
| H. Hwang et al. [75]        | 2                             | Breathing activity and body movements from the PVDF sensor                          | 2                     | 70.9         | Decision rules algorithm | 13 patients and 12 healthy subjects |
| A. Tataraidze et al. [76]   | 1                             | Effort signals using RIP                                                             | 4                     | N.A. 2       | XGB, a decision tree-based algorithm | 685 healthy subjects |
| Z. Beattie et al. [77]      | 2                             | Breathing activity and body movements from a 3D accelerometer and optical PPG (deriving HRV) | 4                     | 69.0         | LDA             | 60 healthy subjects |
| K. Aggarwal et al. [79]     | 1                             | Breathing activity from CPAP                                                        | 4                     | 74.1         | CRF             | 400 patients                |
| A. Malafeev et al. [81]     | 4                             | EEG, EMG, ECG, and EOG                                                             | 5                     | N.A. 2       | RF, LSTM, CNN-LSTM | 23 patients and 18 healthy subjects |
| W. Wen [82]                 | 1                             | EEG                                                                                 | 5                     | N.A. 2       | SVM             | 6641 healthy subjects |
| H. Shen et al. [83]         | 1                             | EEG                                                                                 | 4                     | 92.0         | Begged trees    | Patients and healthy subjects from three databases |
| R. Agarwal et al. [87]      | 3                             | EEG, EOG, and EMG                                                                  | 6                     | N.A. 2       | CASS            | 12 subjects, some of them suffering from sleep disorders |
| A. Rahimi et al. [88]       | 1                             | ECG (deriving HRV and EDR)                                                          | 2                     | 81.8         | SVM             | Not specified               |
| P. Fonseca et al. [91]      | 2                             | ECG and RIP                                                                         | 5                     | 61.1%        | LD, HMM, CRF    | 231 subjects, some of them suffering from sleep disorders |
| Q. Li et al. [92]           | 1                             | ECG (deriving HRV, EDR, and RSA)                                                    | 3                     | 85.1%        | CPC, CNN, SVM   | 7451 subjects               |

1 Instantaneous heart rate; 2 not available.

5.2. Algorithms for Detecting Sleep Disorders

The importance of sleep is well known, but around 60 sleep-related disorders have been identified [93], including OSA, from which an ever-increasing number of people suffer (in 2013, around 200 million cases, especially middle-aged men [94,95], in 2020 reaching 1 billion cases [96]). In addition to OSA patients, the number of subjects suffering from other sleep disorders is increasing, representing a serious problem because these disorders enhance morbidity and mortality risks, especially in older adults [97,98]. Thus, it is vital to recognize and monitor episodes associated with these problems by analyzing biosignals, such as chest movements and ECG, EEG, and EMG signals, to diagnose and treat sleep
disorders early and choose the most effective therapy. The data analysis can be easily and effectively carried out using machine learning and deep learning algorithms.

The study in [99] focuses on sleep apnea detection through single-lead ECG signals, using machine learning algorithms, 14 conventional ones and 19 deep learning ones, including LDA, QDA (quadratic discriminate analysis), LR (logistic regression), Gaussian naïve Bayes classifiers, Gaussian process, SVMs, K-nearest neighbor (KNN), DT (decision tree), ET (extra tree), RF, AdaBoost, GB (gradient boosting), MLP (multi-layer perceptron), MV (majority voting), convolutional networks, and DRNNs (deep recurrent neural networks). To evaluate these models’ performance, the researchers conducted tests on three data sets (training, validation, and test data sets). After R-peaks extraction (pre-processing), the conventional machine learning approach included feature extraction: the time-domain, frequency-domain, and non-linear features were detected from the ECG data. After extraction, features were selected, discarding irrelevant ones, and data were dimensionally reduced by applying the Karhunen-Loève transform. Finally, the last step included classification through several machine learning algorithms (implemented in Python using Google Colaboratory Environment) to detect sleep apnea episodes. To train and test the proposed system, researchers used the k-fold cross-validation method, with k equal to 5. The efficiency of each feature in representing the onset of apnea episodes was measured and compared with that of other ones using the ET algorithm. The results indicated that the power of the ECG HF component (high frequency, from 0.15 to 0.4 Hz) achieved a higher score. Instead, deep learning algorithms performed even better because they automatically extract features from signals: the ZFNet-BiLSTM, ZFNet-GRU (gated recurrent unit), and VGG16-LSTM achieved the highest accuracy and specificity (88.13% and 92.27%), the highest sensitivity (84.26%), and the highest F-score (84.24%), respectively.

In [100], the authors proposed a method based on single-channel EEG signals for sleep disorders detection, namely insomnia, NFLE (nocturnal frontal lobe epilepsy), narcolepsy, RBD (REM behavior disorder), PLM (periodic leg movement) disorder, and SDB (sleep-disordered breathing). The researchers used CAP (cyclic alternating pattern) sleep database for the model’s creation, where sleep stages were classified as W (Wake), S1, S2, S3, S4, or REM. Afterward, the authors readapted them following the AASM criterion, thus combining S3 and S4 in the N3 deep sleep stage and naming S1 and S2 as N1 and N2 light sleep stages, respectively. Each sleep stage’s analysis contributed to the identification of sleep disorders. After acquiring raw EEG data, they were pre-processed for background noise removal (using a pass-band filter with finite impulse response and Kaiser window) and segmented into 30 s epochs. These lasts were classified into sleep stages using the labels defined by the database and AASM guidelines. Subsequently, EEG signals were filtered through biorthogonal THFB (triplet half-band filter bank) for epochs’ partition into eight sub-bands, from which Hjorth parameters (activity, mobility, and complexity) were extracted. Then, they are fed to different supervised machine learning algorithms for sleep disorders classification, namely EBT (ensemble bagged trees), EBooT (ensemble boosted trees), SVMs, and KNN. Among them, EBT and EBooT classifiers showed better performances. All tests and training were performed through MATLAB R2020a, using Statistics and Machine Learning Toolboxes, and the model was validated using k-fold cross-validation, with k equal to 10. The model using the EBT classifiers achieved a 99.23%, 96.17%, 98.21%, 98.82%, 98.30%, and 98.83% accuracy in detecting insomnia, NFLE, narcolepsy, RBD, PLM, and SDB, respectively; the model based on EbooT classifier achieved 98.6%, 95.2%, 97.3%, 99.1%, 98.4%, and 98.0% in detecting insomnia, NFLE, narcolepsy, RBD, PLM, and SDB, respectively.

The respiratory signal also represents a rich source of information regarding the patient’s physiological state, allowing the detection of breathing irregularities, such as sleep disorders (apnea, hypopnea, etc.). In addition, this signal can be easily extracted by processing other biosignals, which can be acquired through wearable devices. In detail, ECG and airflow signals can be used for apnea detection, with this last measured by a pulse oximeter [101]. Abnormalities in airflow induce a reduction in blood oxygen
saturation level (SpO$_2$), which can be exploited to automatically detect apnea episodes during sleep. In [101], the authors used three databases (HuGCDN2008, AED, and UCD) to create and train the model. The researchers proposed CNN to automatically detect sleep apnea episodes. It included many kinds of layers: three input layers that obtained raw data, convolutional kernels, which detected features, non-linear layers, which used ReLU, a pooling layer that increased training velocity by reducing data’s dimensionality, fully connected layers to link previous layer neuron and next layer one, batch normalization layers, normalized exponential function layer, and an output layer. Using a multi-objective hyperparameter algorithm (NSGA-II), CNN hyperparameters could be optimized and chosen without the involvement of an expert. This operation was performed on the database HuGCDN2008 and then tested to assess performances using the remaining two databases. Performances were evaluated and compared through a 2D ROC curve. The results indicated that the AED database achieved the highest accuracy (92.65%) in detecting sleep apnea from 1 min inputs.

In [102], the authors proposed a method based on HR and HRV’s spectral analysis to identify sleep stages and detect OSA episodes. Indeed, HRV’s normal values vary in the case of sleep disorders, whereas sleep staging relies on sympathetic and parasympathetic activity detection. In particular, the sympathovagal balance is assessed by the LF components, which cover the frequency range from 0.04 to 0.15 Hz; in contrast, the parasympathetic tone is determined by the HF components, which present frequencies greater than 0.15 Hz. Therefore, the balance between sympathetic and parasympathetic systems can be evaluated by LF/HF ratio. Experimental tests employed ECG recordings of both patients suffering from apnea and healthy subjects collected in the Apnea-ECG, MIT-BIH, St. Vincent’s, CHUS, and Fantasia databases.

Similarly, in [103], the authors presented a method that exploited a software package, called RHRV, for HRV analysis and chronic sleep disorders identification, implemented using the statistical environment R. At first, the algorithm extracted HR signals and detected the QRS complexes using the ecgpuwave function. In addition, an algorithm was developed for artifact identification and rejection. After that, a cubic spline interpolation with a 4 Hz frequency was applied to the signal to prepare it for power spectral analysis. The signal’s spectrogram was calculated using the STFT (Short-Time Fourier Transform) on a zero mean signal segment with a 30 s window and a 2.5 s displacement. After, the LF/HF ratios were calculated, obtaining on average: 1.29 for the Apnea-ECG database class A, 1.08 for Apnea-ECG database class C, 1.18 for the MIT-BIH database, 1.28 for St. Vincent’s database, 0.97 for CHUS database, and 1.06 for Fantasia database. As a result, Apnea-ECG database class A, MIT-BIH database, St. Vincent’s database, and CHUS database achieved a 90.0%, 77.78%, 52.00%, and 28.07% sensitivity, respectively.

In [104], different deep learning algorithms were designed for automatic sleep apnea detection from single-lead ECG biosignal. In their proposal, HRV and EDR were extracted from ECG signals, pre-processed, at first, to reduce artifacts and background noise, and then divided into 1 min segments. Afterward, using the Hamilton–Tompkins algorithm, R-peaks were detected, calculating their amplitude and R–R intervals through the Welch method, interpolated at 3 Hz. The derived signals are fed into deep learning algorithms, i.e., DRNNs (LSTM, GRU, and bidirectional LSTM-BiLSTM) and CNN (a variant of LeNet-5). PhysioNet Apnea-ECG Database v1.0.0 was used to train and test the developed models; it included 70 recordings from ECG signals digitized at 100 Hz. Subjects involved were aged 27 to 63 years and had a maximum of 86.8 AI (Apnea Index), 57.1 HI (Hypopnea Index), and 93.5 AHI. 90% of the data set was used for training, whereas the remaining 10% was for validation. As a result, LeNet achieved an 80.50% accuracy, 72.37% sensitivity, 85.31% specificity, and 73.97% F1-score; LSTM achieved an 80.18% accuracy, 75.06% sensitivity, 83.33% specificity, and 74.25% F1-score; GRU achieved an 80.10% accuracy, 77.22% sensitivity, 81.86% specificity, and 74.71% F1-score; BiLSTM achieved an 80.15% accuracy, 72.83% sensitivity, 84.65% specificity, and 73.65% F1-score. It is evident that CNN, particularly LeNet, achieved greater accuracy and specificity, which means that CNNs are more suitable for identifying
sleep apnea episodes. However, GRU achieved the greatest sensitivity and F1 score, thus detecting fewer false positive negatives.

Table 6 summarizes the algorithms for detecting sleep disorders analyzed above, considering the number and typology of detected parameters, the used algorithms, and the extracted features.

Table 6. Summarizing table of the algorithms for detecting sleep disorders discussed above, considering the number and typology of detected parameters, used algorithms, and extracted features.

| Work                          | Number of Detected Parameters | Detected Parameters | Type of Used Algorithm | Detected Sleep Disorder | Features Extracted                                                                 |
|-------------------------------|-------------------------------|---------------------|------------------------|------------------------|-----------------------------------------------------------------------------------|
| M. Bahrami et al. [99]        | 1                             | ECG                 | LDA, QDA, LR, Gaussian naïve Bayes classifiers, Gaussian process, SVMs, KNN, DT, ET, RF, AdaBoost, GB, MLP, MV, convolutional networks, and DRNNs | Sleep apnea            | From R–R intervals: minimum, range, median, mean, standard deviation, skewness, kurtosis, the standard deviation of successive differences between adjacent R–R intervals, root mean square of successive differences between normal heartbeats, VLF, LF, HF, cardiovagal index, cardio sympathetic index |
| S. S. Mostafa et al. [101]    | 1                             | EEG                 | EBT; EBooT, SVMs, KNN | OSA                    | Activity, mobility, and complexity                                                |
| M. Sharma et al. [100]        | 2                             | ECG and SpO₂         | CNN and NSGA-II        | Insomnia, NFLE, RBD, PLM disorder, and SDB | N.A. ¹                                                                           |
| M. J. Lado et al. [102]       | 1                             | ECG (deriving HR and HRV) | RHRV                  | OSA                    | LF/HF quotient                                                                   |
| M. Bahrami et al. [104]       | 1                             | ECG                 | DRNNs and CNN          | Sleep apnea            | R-peak amplitude and R–R intervals                                                |

¹ Not available.

According to us, the approach proposed in [102] offers the best perfective in detecting sleep detection systems since HRV can be easily and unobtrusively extracted using integrated PPG sensors without needing electrodes placed on the skin. In fact, the HRV can be extracted from the PPG signal collected by wearable devices [105], allowing discreet and accurate sleep stage detection.

6. Effects of COVID-19 Pandemic on Sleep

Poor quality of sleep, sleep deprivation, or sleep disorders constituted already a serious problem because they affected a large portion of the population, but recently they have considerably increased following the pandemic, even in subjects not affected by the COVID-19, due to increased anxiety, fear, depression, stress, and loss of daily routine [106,107]. During the pandemic, around 40% of the population had trouble sleeping (previously, 24% had sleep problems). Even new terms, “Coronasomnia” or “COVID-somnia”, have been coined to indicate the set of symptoms related to sleep disorders, including:

- Insomnia;
- Sleep disruptions;
- Irregularity of the circadian rhythm;
- Nightmares;
- Reduction in sleep quality and duration;
- Excessive daytime sleepiness;
- Decreased focus;
- Bad mood.

Moreover, these symptoms are common among frontline medical staff; they were already at a high risk of sleep deprivation because of their nighttime shifts. However, the pandemic further increased poor sleep quality rates, leading to the compromization of
immune systems and declination of their cognitive performance, increasing the likelihood of becoming infected and not allowing them to do their job well. Moreover, a recent meta-analysis demonstrated that fear of contracting the virus, mandatory isolation and lockdown, job loss and financial problems, and all other restrictions caused higher rates of anxiety (from 6.3% to 50.9%), depression (from 14.6% to 48.3%), PTSD (post-traumatic stress disorder, from 7.0% to 53.8%), psychological distress (from 34.4% to 38.0%), and stress (from 8.1% to 81.9%). The effects of COVID-19 on daily life are evident, but there are also long-term ones, which researchers are still analyzing.

In [108], the authors conducted a meta-analysis using research data extracted from the following databases, scholarly search engines, and preprints servers: American Psychological Association PsycINFO, Cochrane, CINAHL (Cumulative Index to Nursing and Allied Health Literature), EBSCOhost, EMBASE, Google Scholar, MEDLINE, ProQuest Medical, ScienceDirect, Scopus, Web of Science, medRxiv.org, Preprints.org, psyarxiv.com, arXiv.org, and bioRxiv.org. They examined issues related to the spreading of the COVID-19 pandemic, focusing on the sleep quantity and quality of patients affected by COVID-19, health care workers, and the population. Data extraction was systematically performed following the “Data extraction for complex meta-analysis (DECiMAL)” guide, which helps reviewers with complex meta-analysis, using Microsoft Excel or Microsoft Access for small data sets and STATA or R software for bigger ones [109]. The results are provided as a point estimate with 95% confidence intervals in a forest plot. Overall, 44 records were analyzed, involving 54231 subjects from 13 different nations. The investigation showed that China presented a pooled prevalence rate of sleep disorders of 26.5%, whereas Italy and France presented higher statistics (55.0% and 50.8%, respectively); Germany presented a 38.8% pooled prevalence rate. Analysis of the general population, health care workers, and patients showed a 32.3%, 36.0%, and 74.8% pooled prevalence rate, respectively. Furthermore, it turned out that the men, especially the elderly and those affected by COVID-19, were related to a higher prevalence of sleep disorders. Usually, studies on this topic estimated sleep disorders with PSQI (Pittsburg Sleep Quality Index); in particular, general population and health care workers achieved a 37.9% and a 39.7% PSQI, respectively. In this case, younger subject presented a higher PSQI. Another method used for estimating sleep disorders was ISI (Insomnia Severity Index); the general population presented a 29.7% prevalence rate.

In [110], the authors used wearable devices as a chance to monitor COVID-19 patients at home. In particular, they involved a mild COVID-19 patient, aged 53 years, who already used to monitor his sleep with wearable devices to analyze physiological alterations. In addition, he was under observation for 55 days through 3 wearable devices: Oura ring Gen 2, which continually monitored sleep, and Fitbit Versa 2 and iSleep Watch, which worked for 12 h a day. This study has shown that COVID-19 impacted sleep patterns (e.g., TST—total sleep time or WASO—wake after sleep onset) and that sleep disorders could influence disease development. Thus, sleep could be used as a biomarker to track the disease’s evolution. Sleep length gradually increased from 10 to 12 h each day. On the tenth day, the patient presented lymphopenia, a reduced level of lymphocytes in the blood whose function is to determine the immune response to external agents; this blood deficiency was also linked to poor sleep. In the next days, the results indicated a significant increase in sleep fragmentation, and the WASO cumulative duration increased (52 ± 12 versus 80 ± 12 min, p < 0.001); but on the nineteenth day, some improvements were recorded, and TST decreased returning to 7 h. Finally, sleep quality was enhanced two days before taste and smell returned to normal.

In [111], the researchers focused on the effects of backlit screen exposure just before sleep on sleep disorders during the mandatory isolation term (from the end of March to the end of April 2020) due to the COVID-19 pandemic. For this purpose, they involved 7107 subjects in a survey based on sleep quality according to PSQI, ISI, and a partial version of the MEQr (Morningness-Eveningness Questionnaire). A second survey involved 2123 subjects aged 18 to 82 years to investigate their habits regarding the use of backlit screens during the two hours before falling asleep and, in particular, if electronic device usage has increased,
reduced, or remained unchanged during the restriction period. The study showed that subjects who use screens more tended to present lower sleep quality and sleep disorders, such as alterations in the sleep/wake cycle, moderate and severe insomnia, a reduced TST, difficulty falling asleep, and delayed bedtime and rising time. In this subjects’ group, the number of poor sleepers decreased by 10.7% ($\chi^2 = 19.90, p = 0.04$, and Cohen’s $g = 0.18$), and insomnia occurred 7.3% fewer times ($\chi^2 = 12.21, p = 0.04$, and Cohen’s $g = 0.24$). Finally, subjects who did not change habits showed changes from the point of view of insomnia occurrence, which, indeed, has decreased by 2.8% ($\chi^2 = 188.51, p = 0.002$, and Cohen’s $g = 0.13$) and poor sleepers’ number, that decreased by 2.3% ($\chi^2 = 200.25, p = 0.17$, and Cohen’s $g = 0.04$). The results suggested a direct link between evening backlit screen exposition and the temporal course of sleep disorders during isolation. In particular, longer screen exposure before falling asleep negatively influenced sleep patterns, increasing electronic device usage after sunset.

COVID-19 had a significant impact on the younger population; in [93], some studies conducted on children aged 12 years or under are summarized to analyze the disease’s effects on their sleep and determine eventual sleep disorders. School closures due to the pandemic led to alterations in children’s sleep patterns. Different works demonstrated that poor sleep quality has detrimental consequences on their social, emotional, cognitive, and functional development [112,113]; as a result, it affects children’s health and behavior. For their study, the researchers used different tools, such as SDSC (Sleep Disturbance Scale for Children), which quantifies sleep problems, PSQI (which indicates sleep quality, latency, duration, efficiency, and disorders), BISQ (Brief Infant Sleep Questionnaire), and CSHQ (Children’s Sleep Habits Questionnaire). The most researched metric in children was sleep duration, as in the pre-confinement literature [114]. Most children slept 9–10 h, consistent with earlier findings [115,116]. According to another study, younger children slept for longer periods, which is consistent with the results of other authors [117]. This conclusion, however, contradicted findings from other research, in which most children slept 8–10 h, with the shortest time occurring among the eldest children aged from 8 to 12 years [118,119].

A large-scale international survey was presented in [120]; the authors used a standardized questionnaire to investigate the sleep and day problems that occur before and after the COVID-19 pandemic. The study involved 22151 participants who answered questions about the effects of COVID-19, confinement, and financial problems on sleep. In detail, they used a linear regression model to adjust the results based on sex, age, ethnicity, educational level, previous sleep disturbance, and severity of the COVID-19 pandemic in the area where the questionnaire was presented.

The results indicated that during the outbreak, each daytime and sleep problem worsened by at least 10%. Some individuals have also reported improvements in daytime efficiency and sleep quality. For example, about 20% of individuals experienced a worsening sleep quality, while only 5% experienced an improvement. Poor sleep, early awakening, and daytime fatigue were also strongly linked to COVID-19. Poor sleep quality, problems falling asleep, and a decline in hypnotic use were all linked to confinement. Even in fully fitted logistic regression models, financial distress was linked to every sleep and daytime problem, including nightmares and exhaustion.

Moreover, electronic device usage increased among children following the confinement, which could affect sleep; a rise in latency time has been reported at all ages, by as much as 1 h [121–123]. Finally, the lack of routines and timetables during isolation severely impacted children’s behavior and sleep habits. The most significant alterations have been longer sleep durations, later bedtimes and waking up times, increased sleep latency, daytime drowsiness, and other sleep disorders.

In Ref. [124], consumer wearable devices were used to monitor different physiological parameters for detecting the onset of COVID-19 infectious disease. As for the effects on sleep, the obtained results have shown that the COVID-19 illness considerably alters steps and sleep patterns, with a significant increase in sleep duration. In Ref. [125], the authors
developed a smartphone app that collects and processes the smartwatch and activity tracker data together with self-reported symptoms and COVID-19 diagnostic testing results. Similarly, they found that the sleep and activity of COVID-19-positive participants were impacted significantly more than COVID-19-negative ones, with an increase in the sleep duration of the COVID-19 symptomatic patients.

7. Conclusions

Sleep is a fundamental process that helps your body and mind to recover so that you may wake up feeling rejuvenated and aware. Healthy sleep is also important for keeping the body disease-free and healthy. The brain cannot operate correctly and efficiently without enough sleep. Your capacity to focus, think clearly, and process memory could be hampered by a lack of sleep or sleep-related disorders. For these reasons, sleep monitoring is increasingly interesting to the scientific community leading to the development of several systems and algorithms for tracking sleep and early detecting sleep disorders/dysfunctions. In this field, wearable devices are assuming a fundamental role, exploiting their ability to gather user biophysical signals accurately and uninvasively. This review aims to analyze the state-of-art of current wearable technologies and algorithms for monitoring sleep, aiming to stage and detect issues related to the sleep process (e.g., insomnia, restless legs syndrome, narcolepsy, and sleep apnea). In detail, a discussion about the importance of sleep monitoring is reported, pointing out physiological, psychological, and behavioral consequences of sleep deprivation. Then, an overview of wearable devices for sleep monitoring present in the scientific literature is introduced, lingering on architectural and functional aspects. Furthermore, several commercial wearable devices for monitoring sleep are discussed and analyzed, allowing a simplified and discreet detection of sleep stages and disorders directly at the user’s home. At the end of both overviews, comparative analyzes between the devices discussed are presented from a structural and functional point of view. Then, state-of-art about recent and advanced algorithms for sleep staging and detecting sleep disorders are introduced, starting from biosignals such as ECG, EEG, RR, EMG, and EOG. In addition, in this case, comparisons and technical evaluations of discussed algorithms are reported to highlight their potentialities and future prospects. Finally, scientific studies related to the effects on human life of the COVID-19 pandemic are discussed due to both the consequences of infections and changes in lifestyle.

The presented review focuses on finite wearable devices for sleep monitoring and algorithms for sleep staging and detecting sleep disorders, unlike other scientific works, which deal in a general and indistinct way with sensing techniques for sleep tracking, without distinguishing whether wearable systems and algorithms [14,19]. On the contrary, other reviews point out commercial wearable devices but do not consider prototype devices reported in the scientific literature and do not linger on algorithms for sleep classification and detecting sleep dysfunctions [13,126]. In addition, the presented work covers a relatively novel topic, treating the effect of the COVID-19 pandemic on the human body and lifestyle. In addition, an in-depth discussion on algorithms for detecting sleep disorders is presented, unlike other works considering only solutions for sleep classification [127]. Instead, in [128], the authors do not linger on algorithms and software tools but only on wearable devices reported in the literature, not considering commercial sensing systems.
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