The denoising of the TEM response from a PRBS source with Hilbert-Huang transform
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Abstract—The denoising process is critical when processing transient electromagnetic (TEM) sounding data. For the full waveform PRBS response, an inadequate noise estimation may result in an erroneous interpretation. We consider the Hilbert-Huang transform and its application to suppress the noise in the PRBS response. The focus is on the thresholding scheme to weed out the energy corresponding to the noise and the analysis of the signal based on its Hilbert time-frequency representation. The method firstly decomposes the signal into the intrinsic mode function, and then, inspired by the thresholding scheme in wavelet analysis, an adaptive and interval thresholding is conducted to set to zero all the components in intrinsic mode function which are lower than a threshold related to the noise level. The algorithm is based on the characteristic of the PRBS response. The HHT based denoising scheme is tested on the synthetic data and applied to the field data with different noise level. The result shows that the proposed method has a good capability in denoising and detail preservation.
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I. INTRODUCTION

Over the past decades, transient electromagnetic method (TEM) has become widely used in hydro geophysical investigation[10], mineral[11] and hydrocarbon exploration[12]. In this procedure, much effort has been made to improve the accuracy of the TEM method to meet the demands of the sensitivity properties of different exploration targets in diverse geological settings. Among this, Ziolkowski proposed to use PRBS signals as the source waveform for the EM system used in multi-transient electromagnetic method (MTEM)[9], which is considered to be an improvement over conventional source waveform.

One of the advantage of the PRBS signal is that it contains all frequencies at almost equal amplitude within a desired bandwidth[13]. In addition, the frequency range and its density are controllable by properly setting the stage and the bit duration of the PRBS signals so that the detecting accuracy for the targets at different depth can be optimized. However, the recorded full waveform PRBS response cannot be directly inverted and interpreted, and the deconvolution process is needed to obtain the impulse response which can be used to further acquire the electrical resistivity contrast underground. The deconvolution is a typical inverse problem from the Fredholm integral equation of first kind, which makes it difficult to obtain useful solution at the presence of noise. Therefore, the noise contents should be suppressed before the deconvolution procedure.

The Hilbert-Huang transform (HHT), a new signal analysis method mainly used to process the non-stationary signal, was proposed by Huang[6]. It has a vast number of diverse applications such as biomedical, watermarking and audio processing. Apart from the specific application listed above, the HHT has been proved useful in geophysical signal denoising for the seismic[14], microseismic[15] and MT data[16]. The empirical mode decomposition (EMD) and Hilbert spectrum analysis (HSA) is naturally suited to the PRBS signal, for they share similar properties of the zero crossings and extremums. Hence, the HHT is expected to have a good effect in suppressing the noise in PRBS signal.

In this paper, the denoising scheme based on the HHT for the PRBS signal is proposed. Firstly, the principle of the HHT method and the steps involved in the decomposition and thresholding procedures are given in detail. Then, the field data for the signal with different signal to noise ratio are processed using the presented denoising scheme.

II. THE HILBERT-HUANG TRANSFORM-BASED
DENOISING METHOD

The Hilbert-Huang transform consists of empirical mode decomposition and Hilbert spectral analysis. The Hilbert transform (HT) can give an easily understandable time-frequency-energy description of a time serials, while the EMD can generate components of the time serials whose Hilbert transform can lead to physically meaningful definitions of the instantaneous frequency. Therefore, the combination of HT and EMD provides a powerful signal analysis tool. In this section we will first briefly introduce the theory of the empirical mode decomposition and the Hilbert transform. Then, the principles of the adaptive and interval thresholding algorithm proposed in this paper will be presented.

1) The Empirical Mode Decomposition

The EMD is a signal decomposition algorithm proposed by Huang et al. (1998). The decomposition has a implicitly simple assumption that, at any time, the data may have many coexisting oscillatory modes of significantly different frequencies, one superimposed on the other. This mode is
called intrinsic mode function (IMF) which is intuitive, direct and adaptive. Besides it is a posteriori defined basis derived from the data. The basis satisfies empirically all the major mathematical requirements for a time serials decomposition method, including convergence, orthogonally and uniqueness. The IMFs are found by an iterative procedure called sifting algorithm, the derived IMFs satisfy the following condition:

a) In the whole data set, the number of extremum and the number of zero crossings must equal or differ at most by one;

b) At any data point, the mean value of the envelope defined using the local minima and the envelope defined using the local maxima are zero.

Given that the PRBS satisfies these two conditions, the EMD is naturally suited to decompose the response excited by the PRBS source signal. Hence, the EMD is hopefully to get some useful decomposition outcomes in this case.

2) The Hilbert Spectral Analysis

The time serials $X(t)$ can be expressed in terms of the Hilbert amplitude and instantaneous frequency by conducting a Hilbert transform on the obtained IMFs. For each IMF $c_j(t)$, its Hilbert transform $y_j(t)$ is:

$$y_j(t) = \frac{1}{\pi} P \int_{-\infty}^{\infty} \frac{c_j(\tau)}{t-\tau} d\tau,$$

(1)

Where $P$ is the Cauchy principle value of the singular integral. Then we can obtain the analytic function $z_j(t)$ with the Hilbert transform $y_j(t)$ of $c_j(t)$,

$$z_j(t) = c_j(t) + iy_j(t) = a_j(t)e^{i\theta_j(t)},$$

(2)

Where $i = \sqrt{-1}$, and

$$a_j(t) = \sqrt{c_j^2(t) + y_j^2(t)}, \quad \theta_j(t) = \arctg\left(\frac{y_j(t)}{c_j(t)}\right).$$

(3)

Here, $a_j$ and $\theta_j$ is the instantaneous amplitude and phase of $j$th order IMF respectively, and the instantaneous frequency is simply

$$\omega_j(t) = \frac{d}{dt} \theta_j(t).$$

(4)

Essentially, equation (2) defines the Hilbert transform as the convolution of $c_j(t)$ with $1/\pi t$. Therefore, it emphasizes the local properties of $c_j(t)$. The polar coordinate expression further clarifies the local nature of this expression: it is the best local fit of an amplitude and phase-varying trigonometric function to $c_j(t)$. The past application of Hilbert transform is all limited to the narrow band-passed signal, which is narrow-banded with the same number of extremum and zero crossing. It is introduced above that the IMFs are all narrow-banded and satisfy the conditions of the extremum and zero crossing. Hence, the Hilbert transform can be applied to the IMFs.

With both amplitude and frequency being a function of time, the Hilbert spectral representation for the time serials $X(t)$ can be defined as:

$$H(\omega, t) = \sum_{j=1}^{N} a_j(t) \exp\left(\int \omega_j(t) dt\right).$$

(5)

Thus, the marginal spectrum which represents the accumulated amplitude over that entire data span can be defined accordingly

$$h(\omega) = \int_0^T H(\omega, t) dt,$$

(6)

Where $[0, T]$ is the temporal domain within which the data is defined. The marginal spectrum offers a measure of the total amplitude contribution from each frequency value, serving as an alternative spectrum expression to the traditional Fourier spectrum.

III. EXAMPLES

In this section, the methods stated previously are applied to the experimental field data. The field data are collected at molybdenum mines in Inner Mongolia, China, with the purpose of testing the equipment. The electrical dipole source and the inline receiver configuration are adopted. A 12 stage PRBS sequences with a bit rate of 512 samples per second are injected into the earth via a pair of source electrodes, the transmitting current and the inline electric field are recorded simultaneously with a sampling rate of 16 kHz. The bit rate is chosen so that the penetration depth corresponding to the frequency range of the source signal will cover the concerned depth interval. We select the recorded voltage at three different sites to exam the denoising capability of the proposed HHT method, and the voltage presented here has been normalized by the length of the source bipole and the receiver bipole.

Fig. 1 The first 12 IMFs of a segment of time serials recorded at source position=120 m, receiver position=580 m
The analysis of the signal at this site is to demonstrate the characteristic of the response excited by the PRBS signal. Because the offset is small, the recorded signal is of good quality so that we can truly get the features of its HHT results.

Fig. 1 shows the original signal and its decomposed IMFs. It can be inferred from the Fig. that the energy of the original signal at each IMF is basically concentrated on the time interval of polarity switching for the lower order IMF. As the order of IMF gets higher, the time interval gets broadened and finally become uniformly distributed over the entire time range for the high order IMF. For instance, for the first polarity switching around 0.02 s in Fig. 41a, it can be seen clearly that the energy is focused on the interval around 0.02 s in IMF1 to IMF3. For the IMFs from IMF9 to IMF12, the concentration of energy vanished, the amplitude of IMFs is nearly in the same level. This feature can be also seen in Fig. 2a where the location of the stripes indicates the switching of polarity in the signal.

![Time-frequency analysis-Hilbert Spectrum](image)

Fig. 2 HHT time-frequency energy distribution plot of a segment of time serials recorded at Source position=120 m, Receiver position=580 m (a)before and (b)after denoising

The consistency of the location of the energy concentration and the polarity switching indicates the IMFs features when the signal is of good quality. Therefore, this consistency can be used to suppress the energy from the noise by wiping out the components with relatively lower amplitude beyond the polarity switching interval. Accordingly, the proposed EMD interval thresholding with C=0.5, m1=1 and m2=3 is conducted. Fig. 2b shows the HHT time-frequency energy distribution plot of the denoised signal. The frequency component beyond the polarity switching interval has been greatly suppressed compared to the time-frequency energy distribution of the original signal in Fig. 2a. Besides, this technique has well preserved the waveform

IV. CONCLUSION

This paper demonstrates that the HHT is a useful tool for analysis and suppression of the noise in the PRBS signal, because it distinguishes between the structured signal and noise within each IMF. The EMD decomposed the signal into different scales so that the thresholding can serve as an alternative to simple band-pass filtering with the advantage of nonstationarity, adaptivity and detail preservation. The reasoning of thresholding is to set to zero all the components in IMFs which are lower than a threshold related to the noise level. Besides, the HHT time-frequency energy distribution plot provides us with the ability to examine the signal in an instantaneous frequency aspect. The processed results of the synthetic and field data show that the denoising method presented here is highly effective in removing data defects and as much as possible retaining the useful contents in the signal.
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