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\textbf{ABSTRACT}

This paper proposes a system of integro-difference equations to model the spread of Carcinus maenas, commonly called the European green crab, that causes severe damage to coastal ecosystems. A model with juvenile and adult classes is first studied. Here, standard theory of monotone operators for integro-difference equations can be applied and yields explicit formulas for the asymptotic spreading speeds of the juvenile and adult crabs. A second model including an infected class is considered by introducing a castrating parasite Sacculina carcini as a biological control agent. The dynamics are complicated and simulations reveal the occurrence of periodic solutions and stacked fronts. In this case, only conjectures can be made for the asymptotic spreading speeds because of the lack of mathematical theory for non-monotone operators. This paper also emphasizes the need for mathematical studies of non-monotone operators in heterogeneous environments and the existence of stacked front solutions in biological invasion models.

\section{1. Introduction}

Biological invasions are considered to be one of the greatest threats to the integrity of most ecosystems on earth [31]. These invasions are seen in many kinds of species over a wide range of environments. Some recent examples include the Asian carp invading the Laurentian Great Lakes [35], zebra mussels invading freshwater lakes in North America [28], and the mountain pine beetle range expansion into Alberta, Canada [14]. This paper considers Carcinus maenas, commonly referred to as the European green crab, because it is native to the Atlantic, Baltic, and North Sea coasts of Europe from Mauritania to Norway [25].

C. maenas was first found in Cape Cod in 1817 [32] and discovered on the western coast of California in 1989 [13]. Since its arrival, the invasive green crab population has caused severe ecological and economic damage. In a field experiment on a mudflat in Pompelot Harbour, Nova Scotia C. maenas removed 80\% of the softshell clam population [9]. Many other studies have also emphasized the detrimental effects of green crab predation on the fishing industry [6, 10, 16]. Colautti \textit{et al.} estimated the potential economic impact of C. maenas on bivalve and crustacean fisheries and aquaculture in the Gulf of St. Lawrence.
to be approximately $42–$109 million [5]. The green crab invasion also affect the biodiversity of the ecosystem, for example, *C. maenas* have been reported to consume around 30% of the juvenile winter flounder population each year [36].

The use of mathematical models to study the spread of green crab to non-native ranges is not new. In 1996, Grosholz used a single-staged reaction diffusion model to study the spread of green crab [12]. The standard diffusion process can be easily modelled using a Gaussian dispersal kernel. In 2006, Byers and Pringle built a stage-structured model of benthic adult and planktonic larva stages [3]. In their model, the adults are sessile, while the larvae disperse through the water column. The main results show how variability in ocean currents can greatly influence the spread of a marine species, including upstream spread of green crab. In 2014, Kanary *et al.* used a stage-structured integro-difference equation model to study the effect of competition between two genotypes of green crab [18]. A primary result shown by the authors is that elimination of an established green crab population is essentially impossible by harvesting.

The motivation to study the spread of *C. maenas* is clear and one important question to address is whether a biological control agent could control the spread of this invasive species. *Sacculina carcini*, found in the green crabs native range, is a parasitic castrator of crabs that prevents the crab from molting and reproducing [37]. When a female crab becomes infected with the parasite, the crab becomes unable to produce its own eggs and begins to treat the parasite’s eggs as its own. After the parasite’s eggs hatch, the newly born parasites can then spread through the water column to infect a host crab. In recent literature, the idea of using *S. carcini* as a biological control agent has been a popular topic [11, 37, 38]. In this paper, we extend the previous studies of green crab invasions by building and analysing a stage-structured integro-difference model that include the introduction of *S. carcini* as a biological control agent.

We choose to use a discrete-time mathematical model because the majority of the green crab reproduction is known to happen once a year during a short period triggered by the molting of the female crab [19]. In order to understand the long-time behaviour of solutions to these types of models, we need the concept of asymptotic spreading speed. A simple way to explain this is via the following canonical example. Consider the recursion

\[ u_{t+1}(x) = Q[u_t](x) := \int_{-\infty}^{\infty} k(x - y)g(u_t(y)) \, dy, \]  

(1)

where \( k(x) \) is a probability density function, \( g \in C^1[0,1] \) is a density-dependent growth function with the following properties: \( g(0) = 0, g(1) = 1, g'(u) \geq 0, g'(0) > 1, g(u) > u, \) and \( g(u) \leq g'(0)u \) in \([0,1]\). Then there exist two numbers, \( c_+^* \) and \( c_-^* \), such that if \( u_0 \in [0,1] \) is non-trivial and vanishes outside a finite interval, and we let \( \{u_t, t \geq 0\} \) be the solutions of Equation (1), then \( \lim_{t \to \infty} \max_{x \in [-tc_1,tc_2]} u_t(x) = 0 \) for any \( c_2 > c_+^* \) and \( c_1 > c_-^* \). Furthermore, \( \lim_{t \to \infty} \min_{x \in [-tc_1,tc_2]} u_t(x) = 1 \) for any \( c_2 < c_+^* \) and \( c_1 < c_-^* \). Thus, \( c_+^* (c_-^*) \) is commonly referred to as the asymptotic spreading speed of the operator Q in the positive (negative) \( x \)-direction.

Recursions of the form (1) have many applications in theoretical biology [20, 39, 40]. The above result about the asymptotic spreading speed of the operator Q has been generalized and an extension of it to systems is presented in Appendix 1. A very readable paper on this subject is the 1996 paper by Kot *et al.* [21].
The goal of this paper is to classify all potential behaviours for solutions of the model described by System (2) under different parameter relations and to explore the use of S. carcini as a biological control agent. It has been shown that there is much geographic variability in the green crab fecundity [38], survival [30], and dispersal [1]. Thus, we do not choose to fit the model to data, but provide a general framework that can be applied to a given region of interest.

The organization of this paper is as follows. In the next section, we present our integro-difference equation model to study the spread of the green crab. In Section 3, a special case consisting of only juvenile and adult populations is analysed. Then in Section 4 we analyse the model including the infection process by the castrating parasite. In this case, the dynamics are complicated and the behaviour of the solutions are captured primarily through simulations. We end the paper with some concluding remarks summarizing the main results and possible extensions to our work.

2. Mathematical model

We consider a stage-structured model of juvenile, adult, and infected crabs. The population density of juvenile, adult, and infected crabs at time $t$ and location $x$ are denoted by $J_t(x)$, $A_t(x)$, and $I_t(x)$, respectively. The following system of equations models the progression from year $t$ to year $t + 1$ of the green crabs:

$$
\begin{align*}
J_{t+1}(x) &= s(1 - m)(1 - T_p(x))J_t(x) + \int_{-\infty}^{\infty} k_c(x - y)f(A_t(y)) \, dy, \\
A_{t+1}(x) &= sm(1 - T_p(x))J_t(x) + s(1 - T_p(x))A_t(x), \\
I_{t+1}(x) &= smT_p(x)J_t(x) + sT_p(x)A_t(x) + s_pI_t(x).
\end{align*}
$$

(2)

The progression of the juvenile class to the next generation can occur in two ways. First, some of the juvenile crabs survive to the next generation, do not mature, and do not get infected. This is represented by the first term on the right of the first equation of (2), where $s$ is the survival probability, $m$ is the probability of maturation, and $T_p(x)$ is the probability of transmission of the parasite. The second way is when the adult crabs at location $y$ produce larvae at the rate according to the fecundity function $f(A_t(y))$, and the larvae then disperse from location $y$ to $x$ according to the dispersal kernel $k_c(x - y)$. Since we have to include dispersal from all locations $y$ to $x$, we integrate the product of the dispersal kernel with the fecundity function over $\mathbb{R}$. After the dispersal, the larvae mature to become juveniles in the next generation. This process is represented by the last term of the first equation of (2). We shall return to discuss $f$, $T_p$, and $k_c$ later in this section.

The progression to the next generation of the adult class can occur in two ways: juveniles can mature into the adult class if they survive, mature, and do not get infected, or adult crabs can remain adults if they survive but do not get infected. This is described by the second equation of (2).

The progression of the infected class can occur in three ways. First, juveniles can survive, mature into adults, and become infected. Second, adult crabs can survive and be infected. Finally, infected crabs can survive to the next generation where the survival probability of infected crabs is denoted by $s_p$. These three processes are summarized by the third equation in (2).
We now return to discuss the fecundity function \( f \). Fecundity is defined as the physiological maximum potential reproductive output of an individual [2]. For the green crab, we assume that \( f \) has the following functional form:

\[
 f(A_t(y)) := \int f_0 e^{-\gamma A_t(y)} A_t(y),
\]

which is commonly called a Ricker function. The use of a Ricker function is advantageous if there is overcompensation in a population from density dependence. One common way that overcompensation is seen in marine organisms is through cannibalism of their own larvae. The European green crab is known to consume its own larvae when resources are scarce [27]. In a 2014 paper, Miller and Morgan showed that recently ovigerous female shore crabs consumed 25–30% of their own larvae, whereas non-ovigerous crabs consumed 90% of the larvae [26]. The authors also found that there is a positive relationship between the amount of time that the crab was starved and the increase in cannibalism of larvae. It is therefore more appropriate to use a Ricker function than a Beverton–Holt function for fecundity.

One important feature of the model is that the parasite populations are not modelled directly; only the stage-structured crab populations are directly modelled. The parasite interactions are incorporated into the infected population. The infected crabs do not infect the juvenile and adult class by direct contact. Transmission of the parasite occurs from an infected crab that releases \( \sigma \) parasites into the water, where \( \sigma \) is the average number of parasites produced per infected female. Then the parasites at location \( y \) disperse to location \( x \) according to the probability density function \( k_p(x - y) \), and attempt to find a host to infect. For brevity, we define the underlying dispersal of the parasite released from a host by \( L_p(x) \). In the model, we assume that \( T_p(x) \in [0, 1] \) and is an increasing function of \( L_p(x) \). Thus, \( T_p(x) \) and \( L_p(x) \) are defined by

\[
 T_p(x) := \frac{L_p(x)}{\rho + L_p(x)}, \quad (4)
\]

and

\[
 L_p(x) := \int_{-\infty}^{\infty} k_p(x - y)\sigma I_t(y)dy, \quad (5)
\]

where \( \rho \) is a positive scaling constant.

In System (2) and Equation (5), \( k_c \) and \( k_p \) are probability density functions, which model the dispersion of crab larvae and parasites, respectively. They are assumed to be asymmetric Laplace distributions instead of the traditional Gaussian distribution because the crab larvae and parasites are known to be transported in the water due to the ocean current with a constant settling rate. The dispersal kernels have the form

\[
 k_c(x) := \frac{a c_1 a c_2}{a c_2 - a c_1} \begin{cases} e^{a c_1 x} & x \leq 0, \\ e^{a c_2 x} & x > 0, \end{cases}
\]

and

\[
 k_p(x) := \frac{a p_1 a p_2}{a p_2 - a p_1} \begin{cases} e^{a p_1 x} & x \leq 0, \\ e^{a p_2 x} & x > 0, \end{cases}
\]
where

\[ a_{c1,c2} := \frac{v}{2D} \pm \sqrt{\left( \frac{v}{2D} \right)^2 + \frac{\alpha_c}{D}}, \]  

(8)

and

\[ a_{p1,p2} := \frac{v}{2D} \pm \sqrt{\left( \frac{v}{2D} \right)^2 + \frac{\alpha_p}{D}}. \]  

(9)

In Equations (8) and (9), \( v \) is the advection speed of the current, \( D \) is the diffusion coefficient, and \( \alpha_c \) and \( \alpha_p \) are the settling rates for crab larvae and parasites, respectively. The formulas for \( a_{c1,c2} \) and \( a_{p1,p2} \) are commonly used for modelling the dispersion of an organism that diffuses in an advective current with a constant dropout probability [24]. Note that the advection speed and the diffusion coefficient are the same for the crab larvae and parasite because they disperse in the same water column. Here, the current is assumed to flow in the positive \( x \)-direction. From Equations (8) and (9), \( a_{c2}, a_{p2} < 0 < a_{c1}, a_{p1} \) and \( a_{c1} + a_{c2} = a_{p1} + a_{p2} = v/D > 0 \).

Throughout this paper, we assume that \( f_0 > 1, s, s_p \in (0, 1), m \in (0, 1], \) and \( \gamma > 0 \). The values \( s, s_p, m = 0 \) are not considered because these cases make drastic yet uninteresting simplifications to the model. When \( s = 0 \) (\( s_p = 0 \)), biologically this means that crabs not infected (infected) by the parasites cannot survive. When \( m = 0 \), the biological meaning is that a juvenile crab never mature into an adult crab. We now present the mathematical analysis of the model.

### 3. The juvenile–adult model

We first consider the case when there are no infected crabs in the population. This is a special case of System (2) with \( T_p(x) = 0 \). We use this model to study how the invasive crabs spread in the absence of the parasite. The juvenile–adult (JA) model is

\[ J_{t+1}(x) = s(1 - m)J_t(x) + \int_{-\infty}^{\infty} k_c(x - y)f(A_t(y)) \, dy, \]

\[ A_{t+1}(x) = smJ_t(x) + sA_t(x), \]  

(10)

where \( f \) and \( k_c \) are defined by Equations (3) and (6), respectively. Since \( f'(A) = f_0(1 - \gamma A)e^{-\gamma A} \), we have \( f(A) \leq f'(0)A \) for \( A \geq 0 \). Furthermore, if \( 0 \leq A \leq 1/\gamma \), the right side of System (10) is a monotone operator.

#### 3.1. Analysis of the steady states

Consider System (10) without dispersion:

\[ J_{t+1} = s(1 - m)J_t + f_0e^{-\gamma A_t}A_t, \]

\[ A_{t+1} = smJ_t + sA_t. \]  

(11)

In what follows, stability means linear stability. A steady state solution is stable if the eigenvalues of the Jacobian matrix evaluated at the steady state lie inside the unit circle in the
complex plane. There are only two steady states: \((J_0, A_0) = 0\) the extinction steady state and \((J^*, A^*)\) the non-trivial steady state, where

\[
J^* = \frac{1-s}{sm} A^*
\]

and

\[
A^* = -\frac{1}{\gamma} \ln \left[ \frac{(1-s)(1-s(1-m))}{f_0 sm} \right].
\]

Note that \(A^* > 0\) if and only if

\[
f_0 > \frac{(1-s)(1-s(1-m))}{sm}.
\]

We assume that \(f_0 sm \neq (1-s)(1-s(1-m))\) so that \((J^*, A^*) \neq 0\).

**Proposition 3.1:** Let \(A^* < 1/\gamma\). Then the stability of the steady states can be classified as follows:

(i) If \((J^*, A^*)\) exists in the positive quadrant, then it is stable and \((J_0, A_0)\) is unstable.
(ii) If \((J^*, A^*)\) does not exist in the positive quadrant, then \((J_0, A_0)\) is stable.

**Proof:** We divide the proof into the two cases.

(i) The Jacobian matrix evaluated at the steady state \((J^*, A^*)\) is

\[
M^* := \begin{bmatrix}
\frac{s(1-m)}{sm} & (1-\gamma A^*)f_0 e^{-\gamma A^*} \\
\frac{(1-s)(1-s(1-m))}{f_0 sm} & s
\end{bmatrix}.
\]

The characteristic polynomial of \(M^*\) has the form \(\lambda^2 - \beta \lambda + \alpha = 0\), where \(\beta = s(2-m) \geq 0\) and \(1 + \alpha = 1 + s^2(1-m) - (1-\gamma A^*) sm f_0 e^{-\gamma A^*} < 2\). Then \((J^*, A^*)\) is stable if and only if \(|\lambda| < 1\). From [7], \(|\lambda| < 1\) if and only if \(|\beta| < 1 + \alpha < 2\). Also,

\[
\beta < 1 + \alpha \iff -1 < -(1-\gamma A^*).
\]

The last inequality is valid since \(A^* > 0\). Therefore, if \((J^*, A^*)\) exists it is stable.

(ii) The Jacobian matrix at the origin is

\[
M_0 := \begin{bmatrix}
\frac{s(1-m)}{sm} & f_0 \\
\frac{(1-s)(1-s(1-m))}{sm} & s
\end{bmatrix}.
\]

The characteristic equation is \(P(\lambda) \equiv \lambda^2 - s(2-m)\lambda + s^2(1-m) - sm f_0 = 0\). The condition \(\beta < 1 + \alpha\) is equivalent to

\[
f_0 < \frac{(1-s)(1-s(1-m))}{sm}.
\]

However, this is the opposite of condition (14). Therefore, if \((J^*, A^*)\) does lie in the positive quadrant, the origin is stable. The proof of the proposition is complete. ■
3.2. Determining the asymptotic spreading speed

We now consider the model with dispersion. Let \( u_t = [I_t, A_t]^T \), and let \( Q[u_t] \) denote the operator on the right side of System (10). Let \( \beta = (J^*, A^*) \). The linearization of \( Q \) at the origin is

\[
M[u](x) := \int_{-\infty}^{\infty} [K(x - y) \circ L]u(y) \, dy,
\]

where

\[
L = \begin{bmatrix} s(1 - m) & f_0 \\ m & s \end{bmatrix}, \quad K(x) = \begin{bmatrix} \delta_0 & k_c(x) \\ \delta_0 & \delta_0 \end{bmatrix},
\]

\( \circ \) denotes the Hadamard product, \( k_c \) is defined by Equation (6), and \( \delta_0 \) is the Dirac-delta function concentrated at the origin. The following result follows from Proposition A.1 in Appendix 1.

**Proposition 3.2:** Let the hypotheses of Proposition 3.1 and Equation (14) hold. Then the asymptotic spreading speeds for the operator \( Q \) in the positive and negative x-directions are given by

\[
c^*_+ = \min_{0 < z < -a_{c_2}} \left[ \frac{1}{z} \ln(\rho_+(z)) \right]
\]

and

\[
c^*_- = \min_{0 < z < a_{c_1}} \left[ \frac{1}{z} \ln(\rho_-(z)) \right],
\]

respectively, where

\[
\rho_+(z) = s \left( 1 - \frac{1}{2}m \right) + \frac{1}{2} \sqrt{(sm)^2 + \frac{4f_0 sm a_c a_{c_2}}{(z + a_{c_1})(z + a_{c_2})}},
\]

\[
\rho_-(z) = s \left( 1 - \frac{1}{2}m \right) + \frac{1}{2} \sqrt{(sm)^2 + \frac{4f_0 sm a_c a_{c_2}}{(z - a_{c_1})(z - a_{c_2})}}.
\]

**Proof:** Recall that \( a_{c_2} < 0 < a_{c_1} \). For the asymmetric Laplace distribution, the moment generating function for the crab dispersion kernel is

\[
m_+(z) = \int_{-\infty}^{\infty} k_c(x)e^{zx} \, dx = \frac{a_{c_1} a_{c_2}}{(z + a_{c_1})(z + a_{c_2})}
\]

for \(-a_{c_1} < z < -a_{c_2}\). Similarly,

\[
m_-(z) = \int_{-\infty}^{\infty} k_c(x)e^{-zx} \, dx = \frac{a_{c_1} a_{c_2}}{(z - a_{c_1})(z - a_{c_2})}
\]

for \(a_{c_2} < z < a_{c_1}\). From Proposition A.1, the asymptotic spreading speeds for the operator \( Q \) in the positive and negative x-directions are given by

\[
c^*_+ = \min_{0 < z < -a_{c_2}} \left[ \frac{1}{z} \ln(\rho_+(z)) \right] \quad \text{and} \quad c^*_- = \min_{0 < z < +a_{c_1}} \left[ \frac{1}{z} \ln(\rho_-(z)) \right],
\]
respectively, where \( \rho_{\pm}(z) \) are the largest eigenvalues of
\[
B_{\pm}(z) = \begin{bmatrix}
s(1 - m) & f_0 a_1 a_2 \\ sm & (z \pm a_1)(z \pm a_2)
\end{bmatrix}.
\] (28)

It is easy to verify that
\[
\rho_{\pm}(z) = s \left( 1 - \frac{1}{2} m \right) + \frac{1}{2} \sqrt{(sm)^2 + \frac{4 f_0 sm a_1 a_2}{(z \pm a_1)(z \pm a_2)}}.
\] (29)

The proof of the proposition is complete.

\[ \blacksquare \]

**Remark 1:** We now show that \( c_{\star}^+ > 0 \). The characteristic equation of \( B_{\pm}(z) \) is
\[
P_{\pm}(\lambda) = (s(1 - m) - \lambda)(s - \lambda) - f_0 sm a_1 a_2 / ((z + a_1)(z + a_2)).
\] The condition \( \rho_{\pm}(z) > 1 \) is the same as \( P_{\pm}(1) < 0 \), or
\[
z^2 + (a_1 + a_2)z + a_1 a_2 - \frac{f_0 sm a_1 a_2}{(1 - s)(1 - s(1 - m))} > 0,
\] (30)
for \( 0 < z < -a_2 \). Since \( a_1 + a_2 > 0 \), the minimum of this quadratic polynomial occurs at \( z = 0 \). Thus, \( c_{\star}^+ > 0 \) if
\[
f_0 > \frac{(1 - s)(1 - s(1 - m))}{sm}.
\] (31)

Note that Equation (31) is the same as condition (14), the requirement for \((J^* , A^*)\) to exist in the positive quadrant and to be stable. Therefore, we can conclude that \( c_{\star}^+ \) is always positive. Next, we find the condition for \( c_{\star}^- > 0 \). The characteristic equation of \( B_{\pm}(z) \) is
\[
P_{\pm}(\lambda) = (s(1 - m) - \lambda)(s - \lambda) - f_0 sm a_1 a_2 / ((z - a_1)(z - a_2)).
\] The condition \( P_{\pm}(1) < 0 \) is the same as
\[
z^2 - (a_1 + a_2)z + a_1 a_2 - \frac{f_0 sm a_1 a_2}{(1 - s)(1 - s(1 - m))} > 0,
\] (32)
for \( 0 < z < a_1 \). The minimum occurs at \( z = (a_1 + a_2)/2 \). The condition \( c_{\star}^- > 0 \) is guaranteed by the inequality
\[
- \frac{v^2}{4D^2} + \frac{a_\varepsilon}{D} \left( \frac{f_0 sm}{(1 - s)(1 - s(1 - m))} - 1 \right) > 0.
\] (33)

Thus, \( c_{\star}^- \) can become negative if the current is too strong. From the definition of \( k_\varepsilon(x) \) it is clear that \( c_{\star}^- < c_{\star}^+ \).

### 4. The juvenile–adult–infected model

In this section, we consider model (2). For simplicity, we assume that \( s_p = s \) and \( m = 1 \). It is reasonable to assume that \( m = 1 \) if the amount of time it takes for a juvenile crab to mature is relatively short compared to the time scale of the model. We also scale our model by multiplying each stage by \( \sigma/\rho \) and redefining \( \sigma J_t/\rho , \sigma A_t/\rho , \sigma I_t/\rho \) as the new \( J_t, A_t, I_t \),
respectively. We also let $\gamma \rho / \sigma$ be the new $\gamma$. The non-dimensionalized model is given by the following system of integro-difference equations:

$$
J_{t+1}(x) = \int_{-\infty}^{\infty} k_c(x - y) f(A_t(y)) \, dy,
$$

$$
A_{t+1}(x) = s(J_t(x) + A_t(x))(1 - T_p(x)),
$$

$$
I_{t+1}(x) = s(J_t(x) + A_t(x)) T_p(x) + sI_t(x),
$$

where $f$ defined by Equation (3) denotes juveniles produced in the next generation and $k_c$ defined by Equations (6) and (8) is the dispersal of the crab larvae from location $y$ to $x$ in the water column, and $T_p(x)$ is the transmission probability defined by Equations (4) and (5).

### 4.1. Analysis of the steady states

Without dispersal, $T_p(x) = I_t(x)/(1 + I_t(x))$ and the model is given by

$$
J_{t+1} = f_0 e^{-\gamma A_t} A_t,
$$

$$
A_{t+1} = \frac{s(J_t + A_t)}{1 + I_t},
$$

$$
I_{t+1} = \frac{s(J_t + A_t) I_t}{1 + I_t} + sI_t.
$$

There are three steady states, which we denote by

$$
O^* = (0, 0, 0),
$$

$$
B^* = \left(1 - \frac{1}{s}\right) \frac{1}{\gamma} \ln \left(\frac{1 - s}{f_0 s}\right), -\frac{1}{\gamma} \ln \left(\frac{1 - s}{f_0 s}\right), 0\right),
$$

$$
E^* = (J^*, A^*, I^*),
$$

where

$$
J^* := f_0 e^{-\gamma (1-s)} (1 - s),
$$

$$
A^* := 1 - s,
$$

and

$$
I^* := s(f_0 e^{-\gamma (1-s)} + 1) - 1.
$$

Here, $O^*$ is the extirpation steady state, $B^*$ is the parasite-free steady state, and $I^*$ is the coexistence steady state. Let $\mu = f_0 e^{-\gamma (1-s)} + 1$. Then $E^*$ exists if and only if

$$
\mu s > 1 \text{ or } f_0 > \left(\frac{1}{s} - 1\right) e^{\gamma (1-s)}.
$$

Also, from Equation (37), $B^*$ exists if and only if

$$
f_0 > 1/s - 1.
$$

In what follows, we assume that $\mu s \neq 1$ to avoid $B^* = E^*$ and $f_0 \neq 1/s - 1$ to avoid $B^* = O^*$. 

Lemma 4.1: The positive octant \( \{ J_t > 0, A_t > 0, I_t > 0 \} \) and the plane \( \{ I_t = 0 \} \) are invariant under the map (35). The sequence \( \{(J_t, A_t, I_t), t \geq 0\} \) is bounded as \( t \to \infty \).

Proof: The first part of this lemma is obvious. The maximum value of \( f_0 e^{-\gamma x} \) occurs at \( x = 1/\gamma \). Let \( \sigma_t = J_t + A_t + I_t \). Then

\[
\sigma_{t+1} = f_0 e^{-\gamma A_t A_t} + s \sigma_t \leq M + s \sigma_t.
\]

Let \( \tilde{\sigma}_t \) satisfies the recursion \( \tilde{\sigma}_{t+1} = M + s \tilde{\sigma}_t \). Then it is easy to see that

\[
\tilde{\sigma}_{t+1} = M \sum_{j=0}^{t-1} s^j + s^t \tilde{\sigma}_0
\]

and \( \sigma_t \) converges as \( t \to \infty \). Since \( 0 \leq \sigma_t \leq \tilde{\sigma}_t, J_t, A_t, I_t \) are bounded as \( t \to \infty \). The proof of the lemma is complete.

Before the steady states are analysed we must first introduce a few concepts about stability and bifurcations. The Jury test for maps (discrete-time) is equivalent to the Routh–Hurwitz condition for flows (continuous-time). The Jury test states that all roots of the polynomial \( p(z) \equiv z^3 + a_1 z^2 + a_2 z + a_3 = 0 \) lie inside the unit circle (i.e. \( E^* \) stable) if and only if:

\[
\begin{align*}
\text{(i)} & \quad p(1) > 0, \\
\text{(ii)} & \quad p(-1) < 0, \\
\text{(iii)} & \quad |a_3| < 1, \\
\text{(iv)} & \quad |a_2 - a_1 a_3| < |1 - a_3^2|, \\
\text{(v)} & \quad |a_1 - a_2 a_3| < |a_2 - a_1 a_3 + 1 - a_3^2|.
\end{align*}
\]

One method for proving the existence of periodic solution is the Neimark–Sacker theorem [34], which gives sufficient conditions for a Hopf bifurcation to occur for maps. In our case, suppose \( \lambda_1(\gamma) \) is the real eigenvalue and \( \lambda_2(\gamma), \lambda_2(\gamma) \) are the pair of complex eigenvalues for the matrix \( M_\gamma \) defined by Equation (54). We need to show that there exists an interval \( \mathcal{I}_\epsilon = (\gamma^* - \epsilon, \gamma^* + \epsilon) \) such that (a) \( |\lambda_1(\gamma)| < 1 \) for \( \gamma \in \mathcal{I}_\epsilon \), (b) \( |\lambda_2(\gamma)| < 1 \) for \( \gamma \in (\gamma^* - \epsilon, \gamma^*), |\lambda_2(\gamma)| = 1 \) and \( |\lambda_2(\gamma)| > 1 \) for \( \gamma \in (\gamma^*, \gamma^* + \epsilon) \), (c) \( \lambda_2(\gamma^*) \neq 1 \) for \( j = 3, 4 \) (non-resonance condition), and (d) \( d|\lambda_2(\gamma^*)|/d\gamma < 0 \) (transversality condition). To determine the stability of the bifurcated solution, one needs to compute the normal form of the map. This is beyond the scope of this paper. We present two lemmas that will be of assistance in the following proposition.

Lemma 4.2: The condition of the Hopf bifurcation theorem , that a pair of complex eigenvalues leaves the unit circle first as \( E^* \) loses its stability, must occur when condition (iv) of the Jury test is violated.

The following lemma gives a computable condition to check the transversality condition. It is more convenient to use \( \mu \) as our bifurcation parameter instead of \( \gamma \).
Lemma 4.3: Let \( f_0 \) and \( s \) be given. Suppose for some \( \mu \)-interval \( \mathcal{I} \), the polynomial \( p(\lambda) \) defined by Equation (55) has one real root, \( \lambda_1(\mu) \), and a pair of complex conjugate roots \( \lambda_2(\mu), \bar{\lambda}_2(\mu) \). Suppose also that for some \( \mu^* \in \mathcal{I}, |\lambda_2(\mu)| > 1 \) for \( \mu < \mu^* \), \(|\lambda_2(\mu)| = 1 \) for \( \mu = \mu^* \), and \(|\lambda_2(\mu)| < 1 \) for \( \mu > \mu^* \). Then \( \frac{d}{d\mu}|\lambda_2(\mu^*)| < 0 \) holds unless \( \mu^*, f_0 \) and \( s \) satisfy the relation

\[
1 - \ln f_0 + \ln(\mu^* - 1) = \frac{(s^2 - s)\mu^* + (1 + s)}{-2 \mu^*s + s + s^2 + 1}.
\]

The proof of Lemmas 4.2 and 4.3 are given in Appendices 2 and 3, respectively. The following proposition summarizes the stability properties of the steady states for the juvenile–adult–infected (JAI) model.

Proposition 4.4: Suppose \( f_0 \neq 1/s - 1 \) and \( \mu s \neq 1 \). Then the stability of the steady states of System (35) can be classified as follows:

(i) If \( f_0 < 1/s - 1 \), then \( O^* \) is stable and \( B^* \) and \( E^* \) do not exist;

(ii) If \( 1/s - 1 < f_0 < (1/s - 1)e^\gamma(1-s) \), then \( O^* \) is unstable, \( B^* \) is stable while \( E^* \) does not exist;

(iii) If \( f_0 > (1/s - 1)e^\gamma(1-s) \) and \( \gamma > \frac{1}{2} \), then there exists \( \gamma^* \) such that if \( \gamma < \gamma^* \), then \( O^*, B^* \) are unstable and \( E^* \) is stable. As \( \gamma \) crosses \( \gamma^* \), Hopf bifurcation occurs, a periodic solution emerges, and \( E^* \) loses its stability.

Proof: The Jacobian matrix for the right side of System (35) is

\[
M := \begin{bmatrix}
0 & f_0 e^{-\gamma A_t} (1 - \gamma A_t) \\
\frac{s}{1 + I_t} & \frac{s}{s I_t} \\
\frac{s}{1 + I_t} & \frac{s}{1 + I_t}
\end{bmatrix}.
\]

(i) At the origin \( O^* \), the Jacobian matrix is

\[
M_0 := \begin{bmatrix}
0 & f_0 & 0 \\
0 & s & 0 \\
0 & 0 & s
\end{bmatrix}.
\]

Eigenvalues of \( M_0 \) are \( s, \frac{1}{2} (s \pm \sqrt{s^2 + 4sf_0}) \). These eigenvalues lie inside the unit circle if and only if \( f_0 < 1/s - 1 \). From Equations (42) and (43), \( B^* \) and \( E^* \) do not exist.

(ii) Suppose we are in Case (ii) so that \( B^* \) exists and \( O^* \) is unstable. The Jacobian matrix at \( B^* \) is

\[
M_B := \begin{bmatrix}
0 & \left( \frac{1-s}{s} \right) (1 + \tau) & 0 \\
\frac{\tau}{\gamma} & \frac{\tau}{\gamma} + s \\
0 & 0 & -\frac{\tau}{\gamma} + s
\end{bmatrix}.
\]
where $\tau := \ln((1-s)/(f_0s))$. The eigenvalues of $M_B$ are $s - \tau/\gamma, \frac{1}{2}(s \pm \sqrt{s^2 + 4(1-s)(1+\tau)})$. Note that Equation (43) is equivalent to $\tau < 0$. The last two eigenvalues of $J_B$ come from the stability analysis of $B^*$ as a steady state in the invariant plane ($I_t = 0$). The first eigenvalue is always positive and is greater than 1 if and only if $s - 1 > \tau/\gamma$, which is same as $\mu s > 1$. Thus, $B^*$ is unstable if and only if $E^*$ exists.

(iii) We now turn to Case (iii) of the proposition. We first investigate the stability of $E^*$ using the Jury test [7] and show how a Hopf bifurcation may occur. The Jacobian matrix evaluated at $E^*$ is

$$M_E := \begin{bmatrix}
0 & \eta & 0 \\
\frac{1}{\mu} & \frac{1}{\mu} & \frac{1}{\mu} \left(1 - \frac{1}{s}\right) \\
s - \frac{1}{\mu} & s - \frac{1}{\mu} & s - \frac{1}{\mu} + \frac{1}{\mu s}
\end{bmatrix},$$

where $\eta := (\mu - 1)(1 - \gamma(1-s))$. The characteristic equation for $M_E$ is

$$p(z) := z^3 + a_1z^2 + a_2z + a_3 = 0,$$

where

$$a_1 = -\left(s + \frac{1}{\mu s}\right),$$

$$a_2 = -\frac{1}{\mu}(\mu - 1)(1 - \gamma(1-s)) - 1,$$

and

$$a_3 = \frac{1}{\mu}(\mu - 1)(1 - \gamma(1-s)).$$

The condition $\mu s > 1$ puts an upper bound on $\gamma$, namely $\gamma_m := \ln[f_0s/(1-s)]/(1-s)$. Henceforth, we shall regard $\gamma \in (\frac{1}{2}, \gamma_m)$ as our bifurcation parameter for given $f_0$ and $s$. In order for there to be a Hopf bifurcation at $\gamma^*$, the polynomial (55) has to have one real root and a pair of complex conjugate roots near $\gamma^*$. The necessary and sufficient condition for a cubic polynomial to have one real root and a pair of complex conjugate roots is

$$\frac{b^2}{4} + \frac{a^3}{27} > 0,$$

where $a = \frac{1}{3}(3a_2 - a_1^2)$ and $b = \frac{1}{27}(2a_1^3 - 9a_1a_2 + 27a_3)$. (60)

This condition is equivalent to

$$(2a_1^3 - 9a_1a_2 + 27a_3)^2 + 4(3a_2 - a_1^2)^3 > 0.$$ (61)

Hence, using Lemma 4.2 we determine that condition (iv) of the Jury test is violated when $E^*$ loses its stability. For a given $\mu^* = f_0e^{-\gamma^*(1-s)} + 1$, Lemma 4.3 shows that we have sufficient condition for a Hopf bifurcation to occur. The proof of Proposition 4.4 is complete. ■
Table 1. An example of Hopf bifurcation.

| γ   | λ₁     | λ₂, λ₂ | |λ₂| | p(1) |
|-----|--------|--------|---|---|------|
| 5.27| 0.9103 | 0.1490 ± 0.9888i | 0.9999 | 0.1526 |
| 5.28| 0.9109 | 0.1497 ± 0.9892i | 1.0004 | 0.1517 |

| γ   | p(−1) | E₁     | E₂     | E₃     |
|-----|-------|--------|--------|--------|
| 5.27| −4.3896 | −0.0898 | −0.0002 | −0.2915 |
| 5.28| −4.3955 | −0.0883 | 0.0014  | −0.2900 |

Notes: Parameter values \( f₀ = 20 \) and \( s = 0.54 \). From Equations (48), (49), and (50), we define \( E₁ := |a₂| - 1 \), \( E₂ := |a₂ - a₁a₃| - |1 - a₂| \), and \( E₃ := |a₁ - a₃ - a₂ - a₁a₃ + 1 - a₂| \). The results give an illustration to the result presented in Lemma 4.2.

Example 4.5: Numerical simulations reveal that if \( O^*, B^*, E^* \) exist and are unstable, solutions of System (35) approach a periodic solution. This periodic solution bifurcates from \( E^* \) as \( γ \) crosses a critical value \( γ^* \) and \( E^* \) loses its stability.

We present an example of a Hopf bifurcation that occurs somewhere between \( γ = 5.27 \) and 5.28 with \( f₀ = 20 \) and \( s = 0.54 \). Note that in Table 1, \( E₂ \) changes sign meaning that condition (iv) is first violated as proved in Lemma 4.2. Figure 1 (a) and 1 (b) are numerical solutions of System (35) for these two sets of parameter values.

4.2. Simulations of the JAI model with dispersion

We now consider the JAI model with dispersion. There are two difficulties with studying System (34). First, the operator on the right is non-monotone due to overcompensation and the form of \( T_p \). Currently, there is no mathematical theory to determine the asymptotic spreading speed for non-monotone operators except in some special cases [15, 41].

Second, the model has a boundary steady state, \( B^* \), which may result in the formation of stacked front solutions. The profile of a stacked front solution looks like a staircase of travelling wave fronts, hence the name stacked front. To the authors’ knowledge, the idea of stacked fronts was first introduced in a 1977 paper by Fife and McLeod [8, Theorem 3.3] for a single nonlinear reaction–diffusion equation. The results of Fife and McCleod were later extended to systems by Roquejoffre et al. [33]. In 2011, Iida et al. proved the existence of stacked front solutions for an \( m \)-component cooperative system with equal diffusion coefficients and boundary equilibria [17]. However, all previous theoretical works on stacked fronts were done for partial differential equations. The proofs relied on the use of comparison functions, which were constructed from phase plane analysis. Since integro-difference equations are non-local operators and there is no phase plane analysis, theoretical proofs of the existence of stacked front solutions are still unavailable. In this subsection, we provide numerical simulations to show the existence of stacked front solutions for the JAI model.

We present simulations for the different types of behaviour according to Proposition 4.4. For all cases, we assume that the settling rate of crab larvae is \( α_c = \frac{1}{50} \), meaning that on average it takes 50 days for the crab larvae to enter the juvenile stage and the settling rate for parasites is \( α_p = \frac{1}{9} \), meaning that on average it takes 9 days for the parasites to find a host to infest. Also, advection is \( v = 0.85 \) km/day and diffusion is \( D = 100 \) km²/day.

Case (i): \( f₀ < 1/s − 1 \). In this case, only \( O^* \) exists and is stable. We prove that all solutions to System (34) converge to zero as \( t \to \infty \). The proof of this statement is outlined in Appendix 4 and hence simulations are not provided. Biologically, this is the desired case.
Figure 1. The blue, green, and red curves correspond to the juvenile, adult, and infected classes, respectively. Parameter values: $f_0 = 20$, $s = 0.54$, $\gamma = 5.27$ for (a) and $\gamma = 5.28$ for (b). The initial conditions are $J_0 = A_0 = I_0 = 1$. The first break occurs at $t = 125$ and the plot continues at $t = 100025$, denoted by the tick marks on the time axis. The steady state $E^* \approx (0.81465, 0.46, 0.49633)$. In the left plot, we can see that $E^*$ is stable and there is no Hopf bifurcation because $\gamma < \gamma^*$. In the right plot, a Hopf bifurcation occurs because $\gamma > \gamma^*$ with $E^*$ being unstable but there is a stable periodic solution which oscillates around $E^*$. Because the green crab population is completely eradicated. The only condition that must be satisfied for eradication of the green crab population is $f_0 < 1/s - 1$.

Case (ii): $1/s - 1 < f_0 < (1/s - 1)e^{\gamma(1-s)}$. In this case $O^*$ and $B^*$ exist but not $E^*$. Furthermore, $O^*$ is unstable and $B^*$ is stable. Solutions to System (34) spreads with $\beta$ in Equations (A3) and (A4) being $B^*$ except that we do not have an explicit formula for $c^\pm_\ast$ so we make a formal conjecture to their values in Conjecture 4.6. A biological interpretation of Case (ii) is that the infected class dies out quickly and invasions of the juvenile and adult crabs continue to propagate. This case is not favourable in terms of $S.~carnici$ being an
Figure 2. Simulations of System (34) when \( B^* \) is stable. The blue, green, and red curves correspond to the juvenile, adult, and infected classes, respectively. In example (a) \( f_0 = 3, s = 0.4, \gamma = 7, \) and \( B^* \approx (0.1485, 0.0990, 0) \). In this case, there is no oscillation behind the wave front because the eigenvalues of the matrix \( MB \) defined in Proposition 4.4 are real valued: \( \lambda_{\pm} \approx 0.6734, -0.2734 \). In example (b) \( f_0 = 19, s = 0.35, \gamma = 7, \) and \( B^* \approx (0.6169, 0.3322, 0) \). The oscillatory behaviour of the solution in the tail of the wave front occurs because two of the eigenvalues of \( MB \) defined in Proposition 4.4 are complex valued: \( \lambda_{\pm} \approx 0.1750 \pm 0.9115i \) with \( |\lambda_{\pm}| \approx 0.9282 \). Note that in both examples, \( c^*_+ > c^- \) so the right front spreads faster as expected from the definition of \( k_c(x) \) in Equation (6).

effective biological control agent because the parasite population does not persist. Figure 2 shows typical examples of solutions where \( B^* \) is stable.

Conjecture 4.6: Consider the system of equations given by System (34) with \( 1/s - 1 < f_0 < (1/s - 1)e^{\gamma(1-s)} \). We conjecture that the asymptotic spreading speed, \( c^*_+ \), for the juvenile and adult classes is given by formulas (21) and (22) provided in Proposition 3.2 with \( m = 1 \). Table 2 gives an example to support this conjecture.

Case (iii): \( f_0 > (1/s - 1)e^{\gamma(1-s)} \). For the spatially independent case, a Hopf bifurcation may occur if \( E^* \) becomes unstable. For example, if one considers the model given by System (34) with \( f_0 = 20 \) and \( s = 0.54 \), then for \( \gamma \leq 5.27 \), there is no Hopf bifurcation and \( E^* \) is stable. For \( \gamma \geq 5.28 \) a Hopf bifurcation occurs forcing a stable periodic solution to appear about the unstable steady state \( E^* \).

Another unique feature of this case is that stacked fronts can arise as a solution to System (34). When stacked front solutions occur, the leading front propagates with only the juvenile and adult classes whose tail converges to \( B^* \), the parasite-free steady state. The
Table 2. Numerical (JAI numerical and JA numerical) and analytical (Formulas (21) and (22)) results for the asymptotic spreading speed for two simulations of System (34), where $B^*$ is stable to support Conjecture 4.6.

| $f_0 = 3, s = 0.4, \gamma = 7$ | $c_-$ | $c_+$ |
|-------------------------------|-------|-------|
| JAI numerical                 | 29.8335 | 84.4159 |
| JA numerical                  | 29.8407 | 84.4273 |
| Formulas (21) and (22)        | 30.3211 | 85.4008 |

| $f_0 = 19, s = 0.35, \gamma = 7$ | $c_-$ | $c_+$ |
|-------------------------------|-------|-------|
| JAI numerical                 | 86.8253 | 187.1559 |
| JA numerical                  | 86.8302 | 187.1655 |
| Formulas (21) and (22)        | 88.5271 | 190.5510 |

Notes: In the table, it is clear that the numerical results from the JA and JAI models agree but there is some discrepancy between the theoretical results and results from numerical simulations due to numerical errors in approximating convolution on a finite interval. Note that the numerical speeds calculated are always less than the theoretical speed.

trailing front propagates according to the slower moving infected class whose tail converges to $E^*$, the coexistence steady state. Figure 3 shows the results of three simulations to illustrate the different behaviour as described in the previous paragraphs. We formulate another conjecture about the asymptotic spreading speeds for the leading and trailing fronts.

**Conjecture 4.7:** Consider the system of equations given by System (34) with $f_0 > (1/s - 1)e^{\gamma(1-s)}$, where stacked front solutions occur. We conjecture that the asymptotic spreading speed for the leading front is given by those formulas in Proposition 3.2 with $m = 1$, while the asymptotic spreading speed for the trailing front is given by the following formulas:

\[
c_+ = \min_{0 < z < -a_{p2}} \left[ \frac{1}{z} \ln(s(B^*_J + B^*_A)m_+(z) + s) \right], \tag{62}
\]

\[
c_- = \min_{0 < z < +a_{p1}} \left[ \frac{1}{z} \ln(s(B^*_J + B^*_A)m_-(z) + s) \right], \tag{63}
\]

where

\[
m_+(z) = \frac{a_{p1}a_{p2}}{(z + a_{p1})(z + a_{p2})}, \tag{64}
\]

\[
m_-(z) = \frac{a_{p1}a_{p2}}{(z - a_{p1})(z - a_{p2})}, \tag{65}
\]

and $B^*_J, B^*_A$ are the $J, A$ components of $B^*$.

The reasoning behind Conjecture 4.7 is the following. Ahead of the leading front, there are no infected crabs and hence the juvenile and adult crabs propagate according to System (34) with $I_t = 0$. These asymptotic spreading speeds are the same as those derived in model (10) with $m = 1$. Ahead of the trailing front, $I_t = B^*_J$ and $A_t = B^*_A$. The linearization of the last equation of (34) about $B^*$ yields the equation

\[
I_{t+1}(x) = s(B^*_J + B^*_A) \int_{-\infty}^{\infty} k_p(x - y)I_t(y) \, dy + sI_t(x). \tag{66}
\]

Formulas (62) and (63) follow from this observation and Proposition A.1. Table 3 provides some numerical results to support Conjecture 4.7. In the case where there is no
Figure 3. The blue, green, and red curves correspond to the juvenile, adult, and infected classes, respectively. In example (a) $f_0 = 20, s = 0.54, \gamma = 5.27$. This is the case where $E^*$ is stable so there is no Hopf bifurcation. The solution forms a stacked front with the leading front connecting $O^*$ to $B^*$ and the trailing front connects $B^*$ to $E^*$, where $B^* \approx (0.5102, 0.5989, 0)$ and $E^* \approx (0.8147, 0.4600, 0.4963)$. The leading front oscillates before converging to $B^*$ because two of the eigenvalues of $M_B$ are $\approx 0.2700 \pm 0.9586i$ while the third is $\approx 1.1389$ clearly showing that $B^*$ is unstable. The eigenvalues of $M_E$ are $\lambda_{E^*} \approx 0.1490 \pm 0.9888i$ with $|\lambda_{E^*}| \approx 0.9999$ and the third eigenvalue is $\approx 0.9103$. Thus, $E^*$ is stable. In example (b) $f_0 = 20, s = 0.54$ and $\gamma = 5.4$. This is the case where $E^*$ is unstable so there is a Hopf bifurcation. The solution also forms a stacked front. Here, $B^* \approx (0.4979, 0.5845, 0)$ and $E^* \approx (0.7674, 0.4600, 0.4408)$. We choose $\gamma$ to be much larger than 5.27 to make the bifurcated solution about $E^*$ more visible. We do not include the leading front in the plots for (b) because the behaviour is similar to example (a) and we are more interested in the Hopf bifurcation. In example (c) $f_0 = 2.7187, s = 0.3585$, and $\gamma = 0.0825$. This is the case where $E^*$ is stable and there is no stacked front. It is clear that $B^*$ is unstable and $E^*$ is stable because the largest eigenvalue of $M_B$ is $\approx 5.4285$ and the eigenvalues of $M_E$ are $\lambda_{E^*} \approx 0.9307 \pm 0.2780i$, where $|\lambda_{E^*}| \approx 0.9713$ and the third eigenvalue is $\approx -0.7234$. 
Table 3. Numerical (Leading Front JAI numerical, JA numerical, Trailing Front, JAI numerical, and I numerical) and analytical (Formulas (21), (22), (62), and (63)) results for the asymptotic spreading speed for simulations of System (34), where $E^*$ is stable and stacked front solutions exist where I numerical is a simulation of Equation (66). Both cases support Conjecture 4.7.

|                | $c^-_L$ | $c^+_L$ | $c^-_{JAI}$ | $c^+_JAI$ | $c^-_I$ | $c^+_I$ |
|----------------|---------|---------|-------------|-----------|---------|---------|
| Leading Front JAI numerical | 103.2843 | 216.1826 | 103.2890 | 216.1926 | 11.6324 | 21.9085 |
| JA numerical | 103.2890 | 216.1926 | 105.4709 | 220.4714 | 11.6202 | 21.9085 |
| Formulas (21) and (22) | 105.4709 | 220.4714 | 11.6324 | 21.9085 | 11.6202 | 21.9085 |
| Trailing Front JAI numerical | 11.6324 | 21.9085 | 11.6202 | 21.9085 | 11.9567 | 22.4471 |
| I numerical | 11.6202 | 21.9085 | 11.6202 | 21.9085 | 11.9567 | 22.4471 |
| Formulas (62) and (63) | 11.9567 | 22.4471 | 11.9567 | 22.4471 | 11.9567 | 22.4471 |

Notes: As in Table 2, the numerical speeds calculated are less than theoretical speeds because of numerical errors resulting from computing the convolutions over a finite interval.

Table 4. Numerical (JAI numerical and JA numerical) and analytical (Formulas (21) and (22)) results for the asymptotic spreading speed for simulations of System (34), where $E^*$ is stable and a single front propagates. We can see that the numerical results agree with the analytical results given by Conjecture 4.8. The relative errors for $c^-_JAI$ and $c^+_JAI$ for the JAI simulations are 1.67% and 1.01%, respectively.

|                | $c^-_JAI$ | $c^+_JAI$ | $c^-_JA$ | $c^+_JA$ |
|----------------|---------|---------|---------|---------|
| f_0 = 2.7187, s = 0.3585, $\gamma = 0.0825$ | 18.8762 | 66.3448 | 18.9047 | 66.3676 |
| JAI numerical | 18.8762 | 66.3448 | 18.9047 | 66.3676 |
| JA numerical | 18.8762 | 66.3448 | 18.9047 | 66.3676 |
| Formulas (21) and (22) | 19.6770 | 67.6610 | 19.6770 | 67.6610 |

5. Conclusion and discussion

This paper presents a mathematical approach for studying the spatial spread of C. maenas, which has invaded the coastal regions of Northern America causing severe damage to the local ecosystem. The mathematical model presented takes the form of a system of discrete-time integral recursions (2). The spatial spread of the crabs is modelled using dispersal kernels, which includes the effects of diffusion and advection of coastal current with a constant settling rate. We consider a control strategy by introducing a castrating parasite, S. carini, and explore the population dynamics of the European green crab.

The primary results presented in this paper are the formulas for the asymptotic spreading speeds and the classification of solutions behaviour. For model (10), we are able to provide theoretical formulas. However, for model (34), we can only make conjectures on the asymptotic spreading speeds and provide numerical evidence to support our conjectures. The classifications for the behaviour of solutions provide easy conditions to determine the type of solution one would expect for a particular set of parameter values.

The results in this paper clearly demonstrate the need to develop mathematical tools to analyse models in non-homogeneous environments and non-monotone operators. This
is seen in Conjectures 4.6–4.8. There is also need for mathematical theory of existence of stacked front solutions for non-local operators such as integro-difference equations.

The JA model only has two steady states, the extirpation steady state and the non-trivial steady state. We proved that the population will persist if and only if condition (14) is satisfied. This simple inequality can be checked easily for a given set of parameter values. Thus, the model predicts that the green crabs will either grow to capacity or become extirpated.

For the JA model we are able to use the theory for asymptotic spreading speeds for monotone operators to derive formulas for the spread of green crab without inclusion of the parasite dynamics as a biological control. Therefore, without the parasites the crabs spread up and down the coast causing damage to the ecosystem. As expected from the choice of dispersal kernel, the formulas for the asymptotic spreading speed predict that the crabs travel faster in the direction of the advection (downstream). We showed that the downstream speed for the green crab spread is always positive. This means that the green crab will continue to spread until there is no remaining viable habitat to invade. We were also able to show that under certain conditions, for example, very strong advection, the green crab cannot spread upstream. In this case, the upstream green crab population would not continue to spread upstream but instead the population would collapse upon itself. To further understand which parameters most affect the asymptotic spreading speed, one could perform a sensitivity analysis of $c_{±}^*$. For an easy read on how to perform sensitivity analysis, see [29].

The JAI model includes the introduction of the castrating parasite, *S. carcini*, as a biological control agent. The dynamics of this model are much more complicated than the JA model. The model has three steady states: $O^*$ the extirpation steady state, $B^*$ the parasite-free steady state, and $E^*$ the coexistence steady state. The ecological interpretations of Proposition 4.4 are as follows.

Case (i): When $f_0 < 1/s - 1$, the extirpation steady state is stable and the parasite-free and coexistence steady states do not exist. It is interesting to see that the eradication condition only depends on $f_0$ and $s$, not the amount of infected crabs in the system. Thus, if we are looking to eradicate an established local green crab population, a control measure that affects the linearized fecundity ($f_0$) and/or survival probability ($s$) should be used.

Case (ii): When $1/s - 1 < f_0 < (1/s - 1)e^{γ(1-s)}$ the extirpation steady state is unstable, the parasite-free steady state is stable, and the coexistence steady state does not exist. Thus, the juvenile and adult classes will spread and the entire infected class will die. We hypothesize that the population will spread according to Equations (21) and (22) as done in the JA model. Thus, as explained in the JA model, the crab population will always spread downstream and if there is strong enough advection then the upstream population front will also spread downstream.

Case (iii): When $f_0 > (1/s - 1)e^{γ(1-s)}$ the extirpation and parasite-free steady states are unstable. The coexistence steady state is stable if $γ < γ^*$ and a Hopf bifurcation occurs otherwise. One interesting case of System (34) is that all constant steady state solutions exist but are unstable and Hopf bifurcation occurs. This idea is well understood mathematically. Another interesting case is the existence of stacked front solutions of System (34). It is well known that stacked front solutions can only occur if a boundary steady state exists. In our case, the only boundary steady state is the parasite-free steady state and we see that the juvenile and adult populations will always outrun the infected population when stacked front solutions occur. This suggests that the use of *S. carcini* as a biological control agent
would not be effective if introduced at a single point in time, because the juvenile and adult populations will always outrun the infected crab population.

There are some limitations of the model presented in this paper that should be addressed. The introduction of *S. carcini* could have severe impact on the native crab species. The interactions between the native crab and *S. carcini* need to be fully explored before making any decisions about the effectiveness of the parasite as a biological control agent. Second, we do not explore the relationship between *C. maenas* and native species. Including competition between the different species for resources may change the dynamics of the population growth and spread of *C. maenas*. Also, we do not model *S. carcini* directly in the present model. Including an equation for the parasite population over time could allow one to derive a more general model. The use of *S. carcini* as a biological control agent raises another issue because it is not species specific to *C. maenas* [22]. In our model, there is no consideration on how *S. carcini* affects other native crab populations. This problem needs to be studied before determining the effectiveness of *S. carcini* as a biological control in terms of risk assessment.

The model we studied is one dimensional in space. *C. maenas* is also known as the common shore crab because of affinity for living in shallow water, 5–6 m, but has been found in depths of up to 60 m [4]. This restriction on the crabs’ habitat allows for us to make the simplifying assumption that the population only spreads up and down the coast. It is known that the green crab also moves in and out of shore due to tides. An incorporation of this aspect into the model would add another spatial dimension and would require a different time scale. The model also assumes that the coastline is infinitely long in order to apply the mathematical theory of asymptotic spreading speed. This is a reasonable assumption because the distance the green crab spread is short compared to the length of the coastline. Another assumption is that the demographic and dispersal parameters in the model are assumed to be independent of location. Including these effects will result in an operator that is non-homogeneous; that is, it does not commute with translations.

The order of biological events is important in understanding models defined by mathematical recursions. For our model, we perform census of the population at time *t*, the crabs then reproduce followed by the larvae dispersing. Finally, the crabs mature and survive to the next generation before the next censusing occurs. To obtain data to validate the model, censusing of crab densities should be collected after dispersal when the number of larvae is small.
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Appendix 1. Asymptotic spreading speed for a system

The following proposition is taken from [23]. Let \( \beta \in \mathbb{R}^n \) be a positive vector. We define

\[
C = \{ u = (u_1, \ldots, u_n) | 0 \leq u(x) \leq \beta, u_i(x) : \mathbb{R} \to [0, \beta^i] \}
\]

is piecewise continuous for \( i = 1, \ldots, n \).

Proposition A.1: Let \( Q = (Q^1, \ldots, Q^n) : C \to C \) satisfy the following conditions:

1. \( Q[0] = 0, Q[\beta] = \beta, 0 \) is unstable and \( \beta \) is stable with respect to \( Q \).
2. \( Q \) is translation invariant and has no other fixed point besides \( 0 \) and \( \beta \) in \( C \).
3. \( Q \) is monotone or order-preserving in \( C \); that is, if \( u \leq v \) in \( C \), then \( Q[u] \leq Q[v] \).
(4) \( Q \) is continuous in the topology of uniform convergence on bounded subsets of \( \mathbb{R} \).

(5) Let

\[
(M[u](x))_j = \sum_{j=1}^{n} \int_{-\infty}^{x} u_j(x-y)m^j(y) \, dy
\]

be the linearization of \( Q \) at 0, where \( m^j(y) \geq 0 \) is an integrable function. We assume that

\[
Q[u] \leq M[u] \quad \text{for all } u \in C. \tag{A1}
\]

(6) The matrix \( B_{\pm}(z) = (b^j_{\pm}(z)) \), where

\[
b^j_{\pm}(z) = \int_{-\infty}^{\infty} e^{\pm z y} m^j(y) \, dy
\]

is irreducible for \( 0 < z < z_{\pm} \).

Let \( \rho_{\pm}(z) \) be the spectral radius of \( B_{\pm}(z) \) and let

\[
c^*_{\pm} = \min_{0 < z < z_{\pm}} \frac{1}{z} \ln \rho_{\pm}(z). \tag{A2}
\]

Then \( c^*_{\pm} \) are the asymptotic spreading speeds of the operator \( Q \) in the positive and negative directions, respectively, in the following sense. Let \( u_0 \in C, u_0 \) is non-trivial and vanishes outside of a bounded interval in \( \mathbb{R} \). Let \( u_t \) be defined by \( u_{t+1} = Q[u_t] \) for \( t = 0, 1, 2, \ldots \). Suppose \(-c^*_{-} < c^*_{+}\). Then for any small \( \varepsilon > 0 \),

\[
\lim_{t \to \infty} \min_{x \in [-t(c^*_+, \varepsilon), t(c^*_+, \varepsilon)]} |u_t(x) - \beta| = 0 \tag{A3}
\]

and

\[
\lim_{t \to \infty} \max_{x \not\in [-t(c^*_+, \varepsilon), t(c^*_+, \varepsilon)} |u_t(x)| = 0. \tag{A4}
\]

**Appendix 2. Proof of Lemma 4.2**

**Proof:** Condition (i) or (ii) cannot be violated first because that would mean the pair of complex eigenvalues that leaves the unit circle first is not satisfied. Condition (iii) cannot be violated first because suppose \(|a_3| = 1\). Then conditions (iv) and (v) are also violated with \( a_2 = a_1 a_3 \) and \( a_1 = a_2 a_3 \). If \( a_3 = \eta/\mu = 1 \), then \( \gamma(1-s)f_0 e^{-\gamma(1-s)} = -1 \), which is a contradiction. If \( a_3 = \eta/\mu = -1 \), then \( a_1 = -a_2 \), which implies that \(-s + 1/\mu s) = \eta - 1/\mu = -1 \). Simplifying, we have \( \mu s = 1 \), also a contradiction. It remains to show that condition (v) cannot be violated first. Suppose the strict inequality in Equation (50) is replaced by equality. Because of Equation (48), condition (iv) becomes \(|a_2 - a_1 a_3| < 1 - a_3^2\). Therefore, the term inside the absolute value on the right side of Equation (50) is non-negative, yielding either

\[
a_1 - a_2 a_3 = a_2 - a_1 a_3 + 1 - a_3^2 \quad \text{or} \quad (a_1 - a_2 a_3) = a_2 - a_1 a_3 + 1 - a_3^2.
\]

Rearranging and simplifying, we have

\[
p(-1) = -1 + a_1 - a_2 + a_3 = 0 \quad \text{or} \quad p(1) = 1 + a_1 + a_2 + a_3 = 0.
\]

Therefore, either condition (46) or (47) is violated. The proof of the lemma is complete.

**Appendix 3. Proof of Lemma 4.3**

**Proof:** In this calculation, \( f_0 \) and \( s \) are constant and \( \mu \) is the bifurcation parameter. Recall that \( \mu = f_0 e^{-\gamma(1-s)} + 1 \) and \( \eta = (\mu - 1) (\delta + \ln(\mu - 1)) \), where \( \delta = 1 - \ln f_0 \). Then \( \eta \mu = 1 + \eta/(\mu - 1) \).
Suppose quadratic equation are

\[(a_3)_\mu = \left( \frac{\eta}{\mu} \right) \mu = \frac{1}{\mu} + \frac{a_3}{\mu(\mu - 1)}.\]

If condition (iv) were the first to be violated, we can write it as \(a_2 - a_1 a_3 = 1 - a_3^2\) because if \(a_2 - a_1 a_3 < 0\), then the expression inside the absolute value on the right of Equation (50) is zero, yielding a contradiction. Let

\[g(\mu) := a_2 - a_1 a_3 - 1 + a_3^2 = \frac{1}{\mu} - a_3 - a_1 a_3 - 1 + a_3^2.\]

Recall that \(a_1 = -s - 1/(\mu s)\). Then \((a_1)_\mu = 1/(\mu^2 s)\) and

\[g'(\mu) = -(1 + a_1 - 2a_3) \left( \frac{1}{\mu} + \frac{a_3}{\mu(\mu - 1)} \right) - \frac{1}{\mu^2} \left( 1 + \frac{a_3}{s} \right).\]

Suppose \(g(\mu^*) = g'(\mu^*) = 0\). From above, we have

\[(\mu^* - 1)(1 + a_1 - 2a_3) = \left( 1 - \frac{1}{\mu^*} + a_3 + a_1 a_3 \right) - \frac{\mu^* - 1}{\mu^*} \left( \frac{a_3}{s} \right).\]

Solving for \(a_3\) from this equation and equating the result to the definition of \(a_3\), we have

\[a_3 = \frac{\mu^* - 1}{\mu^*} (\delta + \ln(\mu^* - 1))\]

\[= \frac{(\mu^* - 1)[(s^2 - s)\mu^* + (1 + s)]}{\mu^* (2\mu^* s + s + s^2 + 1)}.

The proof of the lemma is complete.

**Appendix 4. Proof of Case (i)**

**Proof:** Let \((\bar{J}_t, \bar{A}_t)\) be the solutions of System (34) with \(I_t = 0\) in the second equation, and let \((J_0, A_0) \leq (\bar{J}_0, \bar{A}_0)\). Then one can show that \((J_t, A_t) \leq (\bar{J}_t, \bar{A}_t)\) for all \(t\). Let \((\bar{J}_0, \bar{A}_0)\) be a constant vector. Then so are \((\bar{J}_t, \bar{A}_t)\) for \(t \geq 1\), which satisfy the recursion

\[\bar{A}_{t+1} = sf_0 e^{-\gamma \bar{A}_t} + s \bar{A}_t.\]

Since \(f_0 < 1/s - 1\), \(\bar{A}_t\) is dominated by the sequence \(\{a_t\}\), which satisfies the recursion

\[a_{t+1} = \theta (1 - s)a_{t-1} + sa_t, \quad \theta = \frac{sf_0}{1 - s} \in (0, 1).\]

Let \(a_t = r^t\). Then \(r\) satisfies \(r^2 - c_1 r - c_2 = 0\), where \(c_1 = s\) and \(c_2 = \theta (1 - s)\). The roots of this quadratic equation are

\[r_1 = \frac{1}{2} \left( c_1 + \sqrt{c_1^2 + 4c_2} \right), \quad r_2 = \frac{1}{2} \left( c_1 - \sqrt{c_1^2 + 4c_2} \right).\]

Since \(0 < c_1 + c_2 < 1\), we have \(|r_i| < 1, i = 1, 2\). Thus, \(a_t \to 0\) as \(t \to \infty\). The proof is complete.