Ab initio prediction of the mechanical properties of alloys: The case of Ni/Mn-doped ferromagnetic Fe
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First-principles alloy theory, formulated within the exact muffin-tin orbitals method in combination with the coherent-potential approximation, is used to study the mechanical properties of ferromagnetic body-centered cubic (bcc) Fe$_{1-x}$M$_x$ alloys (M=Mn or Ni, 0 ≤ x ≤ 0.1). We consider several physical parameters accessible from ab initio calculations and their combinations in various phenomenological models to compare the effect of Mn and Ni on the properties of Fe. Alloying is found to slightly alter the lattice parameters and produce noticeable influence on elastic moduli. Both Mn and Ni decrease the surface energy and the unstable stacking fault energy associated with the {110} surface facet and the {110}(111) slip system, respectively. Nickel is found to produce larger effect on the planar fault energies than Mn. The semi-empirical ductility criteria by Rice and Pugh consistently predict that Ni enhances the ductility of Fe but give contradictory results in the case of Mn doping. The origin of the discrepancy between the two criteria is discussed and an alternative measure of the ductile-brittle behavior based on the theoretical cleavage strength and single-crystal shear modulus $G$[110](111) is proposed.

PACS numbers: 71.15.Nc, 62.20.-x, 71.20.Be, 75.50.Bb

I. INTRODUCTION

Duplex stainless steels (DSS) have achieved great success in the development of stainless steels and have led to numerous commercial applications. They consist of approximately equal amounts of ferrite and austenite. Though DSS successfully combined the merits of these two phases, the brittle cleavage problem in the ferrite component has attracted further consideration [1]. In order to grasp the mechanism of ductility in DSS, in the present work we concentrate on the effect of Mn and Ni additions on the intrinsic properties of ferromagnetic Fe. Both alloying elements are fundamental constituents of DSS and they are primarily responsible for the stabilization of the austenite phase in the low-carbon alloys.

The mechanical properties of engineering alloys are determined by a series of mechanisms controlling the dislocation glide (such as elasticity, grain size, texture, grain boundary cohesion, solid solution and precipitation hardening). Describing such phenomena using merely ab initio calculations is not feasible. On the other hand, the mechanical properties are closely related to several material parameters which are within reach of such theoretical tools. In particular, the fracture work depends on the surface energy, elastic energy, and plastic energy [2]. Following the relationship between the crack and the surface energy ($\gamma_s$), and the plastic deformation and the unstable stacking fault (USF) energy ($\gamma_u$), Rice [3] proposed that the brittle-ductile behavior can be effectively classified by the $\gamma_s/\gamma_u$ ratio. In body-centered cubic (bcc) system, plastic deformation shows various kinds of complexity due to its intricate dislocation core structure, multiple slip systems and the cross slip between them. According to the Peierls-Nabarro model, the shear stress necessary for moving a dislocation in the lattice can be estimated as $\tau_p = 2G/(1-\nu)\exp[-2a/(b(1-\nu))]$, where $G$ is the shear modulus, and $\nu$ the Poisson ratio. Here $a$ represents the characteristic interlayer distance, and $b$ is the Burgers vector. For a fixed structure, $a/b$ depends only on the slip system. Accordingly, the greatest $a$ and the shortest $b$ give the lowest resistant stress, which corresponds to the most likely slip system. Usually, such slip systems have the closest packed atomic plane and the closest packed slip direction. In the bcc lattice, this is the $\{110\}$ slip system, i.e., slip occurs along the $\langle 111 \rangle$ direction on the $\{110\}$ planes. A recent molecular dynamics study [4] showed that other plane families such
as \{112\} and \{123\} can be also efficient in bcc Fe.

Unfortunately, both the USF energy and the surface energy for a particular crystallographic facet are extremely difficult to verify from experiments, and thus today the limited available data are exclusively based on first-principles quantum-mechanical calculations. However, long before the era of “ab initio materials science”, Pugh summarized dozens of experimental data and developed a simple phenomenological model [2] which correlates the fracture properties with some easily accessible elastic parameters. According to this model, the ductility of materials can be characterized by the ratio between the bulk modulus \(B\) and the shear modulus \(G\). Ductile materials usually possess \(B/G > \chi_P \equiv 1.75\), whereas brittle materials have typically \(B/G < \chi_P\). The Pugh ratio is often used in modern computational materials science to assess and predict trends at relatively low calculation cost.

One can easily establish a qualitative connection between the Pugh criterion and that of Rice. The surface energy is known to correlate with the cohesive energy [5–08]. For weakly anisotropic lattices, \(\mu \equiv C_{12}/C_{44}\) is the Zener anisotropy ratio. Hence, for both limiting cases, the Pugh ratio in-}

terior to study the possible mechanisms behind the well-known facet cleavage problem in DSS alloys, which to a large extent limits their engineering applications, here we carry out systematic electronic structure calculations to find the single-crystal and polycrystalline elastic parameters and the surface and USF energies as a function of chemical composition. We consider the \{110\}\{111\} slip system due to its special role in the plastic deformation of the bcc lattice. Accordingly, we compute the surface energy for the \{110\} crystallographic facet and the USF energy for the \{110\} plane along the \langle111\rangle slip direction. The theoretical predictions are used to assess various ductility parameters discussed above.

The rest of the paper is divided into three main sections and conclusions. Section IV gives a brief description of the employed theoretical tools, an introduction to the theory of elasticity and planar defects, and lists the important numerical details. The results are presented and discussed in Sections III and IV respectively.

\section{II. THEORETICAL TOOLS}

\subsection{A. Total energy method}

The total energy calculations were performed using the exact muffin-tin orbitals (EMTO) method [10, 12–14]. This density functional theory (DFT) solver is similar to the screened Korringa-Kohn-Rostoker method, where the exact Kohn-Sham potential is represented by large overlapping potential spheres. Inside these spheres the potential is spherically symmetric and constant between the spheres. It was shown [10, 13, 16] that using overlapping spheres gives a better representation of

\begin{equation}
\frac{B}{G} = \left\{ \begin{array}{ll}
5 \left( \frac{4}{5} Z^{-1} + \mu \right) (2Z^{-1} + 3)^{-1} & \text{(Voigt)} \\
\frac{4}{5} \left( \frac{2}{5} Z^{-1} + \mu \right) (3 + 2Z) & \text{(Reuss)}
\end{array} \right.
\end{equation}

where \(Z \equiv 2C_{44}/(C_{11} - C_{12})\) is the Zener anisotropy ratio. Hence, for both limiting cases, the Pugh ratio increases linearly with \(\mu \equiv C_{12}/C_{44}\). For isotropic crystals \(Z = 1\) and thus the Pugh criterion for ductility requires \(\mu \gtrsim 1.08\). For weakly anisotropic lattices (\(Z \sim 2\), which is the case of the present alloys), the above condition modifies to \(\eta \gtrsim 0.92\) or \(\eta \gtrsim 1.07\) corresponding to the Reuss or Voigt value, respectively. For this anisotropy level, the Hill average requires \(\mu \gtrsim 0.99\) for ductile materials. The above defined \(\mu\) parameter is closely connected to the Cauchy pressure \(C_{12} - C_{44} = C_{44}(\mu - 1)\). Negative Cauchy pressure (i.e., \(\mu < 1\)) implies angular character in the bonding and thus characterizes covalent crystals while positive Cauchy pressure (\(\mu > 1\)) is typical for metallic crystals [11]. In other words, if the resistance of the crystal to shear \(C_{44}\) is larger than the resistance to volume change \(C_{12}\), the system shows covalent features and vice versa. This condition based on the Cauchy pressure is in line with the one formulated by Pugh.

Compared to the criteria based on Pugh ratio and Cauchy pressure, the condition developed by Rice is expected to give more physical insight into the mechanism of plastic deformation. However, the application of Rice condition based on planar defect energies is related to the specific deformation mode and crystal orientation. In principle, one should analyze all possible cases with appropriate statistical weights. Except simple cases, such as the face-centered cubic (fcc) lattice, this makes the Rice approach rather cumbersome. In turn, the Pugh rule was established from a series of experimental data and is based on simple physical quantities. Although many assumptions are involved in this empirical approach, it has been confirmed to be practical in a large number of former scientific studies.

In the present work, we focus on the alloying effect of Ni and Mn on ferrite Fe-based dilute alloys. In order to study the possible mechanisms behind the well-known facet cleavage problem in DSS alloys, which to a large extent limits their engineering applications, here we carry out systematic electronic structure calculations to find the single-crystal and polycrystalline elastic parameters and the surface and USF energies as a function of chemical composition. We consider the \{110\}\{111\} slip system due to its special role in the plastic deformation of the bcc lattice. Accordingly, we compute the surface energy for the \{110\} crystallographic facet and the USF energy for the \{110\} plane along the \langle111\rangle slip direction. The theoretical predictions are used to assess various ductility parameters discussed above.

The rest of the paper is divided into three main sections and conclusions. Section IV gives a brief description of the employed theoretical tools, an introduction to the theory of elasticity and planar defects, and lists the important numerical details. The results are presented and discussed in Sections III and IV respectively.
the full-potential as compared to the traditional muffin-
tin or atomic-sphere approximations. Within the EMTO
method, the compositional disorder is treated using the
coherent-potential approximation (CPA) and the total
energy is computed via the full-charge density tech-
nique. The EMTO-CPA method has been in-
molved in many successful applications focusing upon
the thermo-physical properties of alloys and compounds,
surface energies, and stacking-fault energies. Here we
would like to make a brief com-
ment on CPA. Due to the single-site nature, CPA cannot
account for the effect of local concentration fluctuations,
short-range order effect and local lattice relaxation. This
means that modeling the alloy by CPA one implicitly
assumes a completely homogeneous random solid solu-
tion with a rigid underlying crystal lattice. On the other
hand, CPA can be used to describe fluctuations within
the supercell, e.g. near the unstable stacking fault or
surface, by using variable concentrations for each atomic
layer. This feature is used here as well when studying the
segregation effects (see Section II.C). In the case of Fe-
Ni and Fe-Mn alloys, embedding a single impurity atom
into the mean-field (CPA) Green function means that we
omit the inter-dependence between magnetic state and
the local environment, which in turn could lead to spe-
cific local relaxation effects. In particular, within the
present approximation the magnetic state of Mn is de-
termined by the coherent Green function (representing
the average effect of all alloying elements) rather than by
the actual nearest neighbor atoms. Nevertheless, such
local effects are expected to be relatively small when the
impurity level is below \( \sim 10\% \) (i.e. all impurities are
mostly surrounded by Fe).

The self-consistent EMTO calculations were performed
within the generalized-gradient approximation proposed
by Perdew, Burke, and Ernzerhof (PBE). The per-
formance of this approximation was verified for the Fe-
based systems in many former investigations. The one-electron equations were solved within the soft-
core scheme and using the scalar-relativistic approxima-
tion. The Green’s function was calculated for 16 com-
plex energy points distributed exponentially on a semi-
circular contour including states within 1 Ry below the
Fermi level. In the basis set, we included \( s, p, d, \) and
\( f \) orbitals and for the one-center expansion of the full-
charge density an orbital cut-off \( l_{\text{max}} = 8 \) was used. The
total energy was evaluated by the shape function tech-
nique with cut-off \( l_{\text{shape}}^{\text{max}} = 30 \). For the undistorted
bcc structure, we found that a homogeneous \( k \)-mesh of
\( 37 \times 37 \times 37 \) ensured the required accuracy. For the elastic
constant calculations, we used about \( \sim 30000 \) \(-\) 31000
uniformly distributed \( k \) points in the Brillouin zones of the orthorhombic and monoclinic structures. The po-
tential sphere radii for the alloy components were fixed
to the average Wigner-Seitz radius. For the surface en-
ergy and USF energy calculations, the \( k \)-mesh was set to
\( 9 \times 23 \times 2 \) in the the Brillouin zone of the base-centered
orthorhombic super-cell.

The impurity problem was solved within the single-site
CPA approximation, and hence the Coulomb system of a particular alloy component \( i \) may contain a non-zero net
charge. Here the effect of charge misfit was taken into ac-
count using the screened impurity model (SIM). According
to that, the additional shift in the one-electron potential and the corresponding correction to the total
energy are controlled by the dimensionless screening pa-
rameters \( \alpha_i \) and \( \beta \), respectively. The parameters \( \alpha_i \) are
usually determined from the average net charges and elec-
 trostatic potentials of the alloy components obtained in
regular supercell calculations. The second dimen-
sionless parameter \( \beta \) is determined from the condition
that the total energy calculated within the CPA should
match the total energy of the alloy obtained using the sup-
ercell technique. For most of the alloys, the suggested
optimal values of \( \alpha_i \) and \( \beta \) are \( \sim 0.6 \) and \( \sim 1.2 \), respec-
tively. Often \( \alpha_i \) for different alloy components are assumed to the same and \( \beta = 1 \) is used.

In the present work, considering the volume sensitivity of \( \alpha_i \), a dynamic SIM was applied for the Fe-Ni
system. According to that, the optimal \( \alpha_i \) varies as
\( 1.099, 1.130, 1.160, 1.179, 1.186, 1.182, 1.179, 1.172, 1.163 \) for 9 lattice parameters \( a \) ranging from \( \sim 2.805 \) to
\( \sim 2.891 \) \( \text{Å} \) (with interval of \( \sim 0.011 \) \( \text{Å} \)). The second
SIM parameter \( \beta \) was fixed to 1. For Fe-Mn, the SIM
parameters show rather weak volume dependence, so
\( \alpha_i \) and \( \alpha_i = \beta \alpha_i \) were chosen to be 0.79 and 0.90,
respectively. The above figures for the SIM parameters
were obtained for a specific concentration (6.25 \% Ni or
Mn in Fe) and thus they are strictly valid only for that
particular disordered system. However, in this study
we assumed the same values for all binaries, i.e.,
the concentration dependence of the SIM parameters was
omitted.

B. Elastic properties

The elastic properties of a single-crystal are described
by the elements of the elasticity tensor. In a cubic lattice,
there are three independent elastic constants: \( C_{11}, C_{12}
\) and \( C_{44} \). The tetragonal shear elastic constant \( (C') \) and
the bulk modulus \( (B) \) are connected to the single-crystal
elastic constants through \( B = (C_{11} + 2C_{12})/3 \) and \( C' =
(C_{11} - C_{12})/2 \).

The adiabatic elastic constants are defined as the sec-
ond order derivatives of the energy \( (E) \) with respect to
strain. Accordingly, the most straightforward way to ob-
tain the elastic parameters is to strain the lattice and
evaluate the total energy change as a function of lattice
distortion. In practice, the bulk modulus is derived from
the equation of state, obtained by fitting the total energy
data calculated for a series of volumes \( (V) \) or cubic lattice
constants \( (a) \) by a Morse-type function. Since we are
interested in equilibrium (zero pressure) elastic param-
eters, the fitting should involve lattice points nearby the
equilibrium. It is known that bcc Fe undergoes a weak
magnetic transition at slightly enlarged lattice parameters \((a \approx 2.9 \text{ Å})\), which should be excluded from the fitting interval to avoid undesirable scatter of the computed bulk modulus \([44]\). Accordingly, the present Morse-type fit was limited to lattice parameters smaller than 2.9 Å. The same interval was applied to all considered binary alloys to minimize the numerical noise due to the volume mesh.

Since the total energy depends on volume much more strongly than on small lattice strains, volume-conserving distortion are usually more appropriate to calculate \(C_o\) and \(C_{44}\). Here, we employed the following orthorhombic \(D_o\) and monoclinic \(D_m\) deformations

\[
D_o = \begin{pmatrix}
1 + \delta_o & 0 & 0 \\
0 & 1 - \delta_o & 0 \\
0 & 0 & \frac{1}{1 - \delta_o^2}
\end{pmatrix}
\]

and

\[
D_m = \begin{pmatrix}
1 & \delta_m & 0 \\
\delta_m & 1 & 0 \\
0 & 0 & \frac{1}{1 - \delta_m^2}
\end{pmatrix},
\]

where \(\delta\) denotes the distortion parameter. For both lattice deformations, six different distortions \(\delta = 0, 0.01, 0.02, \ldots, 0.05\) were used. These deformations lead to total energy changes \(\Delta E(\delta_o) = 2VC'\delta_o^2 + O(\delta_o^4)\) and \(\Delta E(\delta_m) = 2VC_{44}\delta_m^2 + O(\delta_m^4)\), respectively, where \(O\) stands for the neglected terms.

The polycrystalline shear modulus was obtained from the single-crystalline elastic constants according to the Hill average \([42]\), \(G = (G_V + G_R)/2\), of the Voigt, \(G_V = (C_{11} - C_{12} + 3C_{44})/5\), and Reuss, \(G_R = 5(C_{11} - C_{12})C_{44}/[4C_{44} + 3(C_{11} - C_{12})]\), bounds.

C. Surface and unstable stacking fault energy

The schematics of the USF and surface model are illustrated in Fig. 1. For USF (panel a), we show a top view along the \([110]\) direction of the two atomic layers next to the stacking fault. The slip direction for the second (filled open circles) atomic layer is also shown. For the surface model (panel b), we show the side view along the \([001]\) direction of the two surface atomic layers (filled circles) and the two empty layers (empty circles) mimicking the vacuum.

The surface energy \((\gamma_s)\) of chemically homogeneous alloys (without segregation) was extracted from total energy calculations for slabs following the method proposed by Fiorentini and Methfessel \([10]\). No reference to separately computed bulk total energies is made in this approach. Instead, the reference bulk energy per layer is deduced from a linear fit to the slab total energy versus the slab thickness. Slabs with 8, 10, and 12 atomic layers separated by 6 vacuum layers were used. According to Punkkinen et al. \([17]\) the surface relaxation effects are small for the \([110]\) surface facet of Fe and have an insignificant effect on the magnitude of the surface energy. Our calculations confirmed this finding, and therefore here we omitted the effect of relaxation in all surface energy calculations.

The USF energy \((\gamma_u)\) was obtained in the following way. First, the total energies of 16, 20, and 24 layers thick supercells (each containing two USF) were calculated, and the bulk energy per layer was extracted from a linear fit to the energy versus thickness. Because the USF seriously disturbs the atomic arrangement in the vicinity of the stacking fault plane, structural relaxations perpendicular to the fault plane have to be taken into account. We considered the relaxation effect for pure bcc Fe and found that the first inter-layer spacing at the USF increases by approximately 4%. For the Fe-based alloys, we kept the Mn/Ni content below 10%, which is expected to have a small additional effect on the layer relaxation. Therefore, we used the structural relaxation obtained for pure Fe for all binaries considered here.

We also considered the effect of segregation on the surface energy and the USF energy. To this end, we varied the composition of the atomic layers next to the stacking fault or at the surface. Unfortunately, the above described method to compute the formation energies based entirely on the slabs/supercells with different sizes is not applicable when the chemical concentration profile is no longer homogeneous. Instead, all segregation studies were performed for a slab/supercell with fixed size and the impact of segregation was interpreted with respect to the homogeneous slab/supercell with the same size. In that way, possible numerical errors associated with the reference system were kept at minimal level. In particular, the effect of segregation on the USF energy was derived by subtracting the energy of the supercell without USF from the energy of the supercell with USF, both with segregation on the slip planes. The surface energy for the chemically inhomogeneous systems was computed following the method proposed in Ref. \([43]\) based on the grand canonical ensemble and involving the effective chemical potentials.

\[
\begin{pmatrix}
1 & \delta_o & 0 \\
0 & 1 - \delta_o & 0 \\
0 & 0 & \frac{1}{1 - \delta_o^2}
\end{pmatrix}
\]

and

\[
\begin{pmatrix}
1 & \delta_m & 0 \\
\delta_m & 1 & 0 \\
0 & 0 & \frac{1}{1 - \delta_m^2}
\end{pmatrix}
\]
III. RESULTS: INTRINSIC MATERIAL PARAMETERS

A. Parameters of ferromagnetic bcc Fe

We assess the accuracy of the EMTO method for the present systems by comparing the results obtained for pure Fe with those derived from previous full-potential calculations and the available experimental data. Results are listed in Table I. The present lattice parameter \(a\) is consistent with those from Refs. [49, 53]. All theoretically predicted equilibrium lattice parameter are, however, slightly smaller than the experimental value, 2.866 Å [51], which is due to the weak PBE over binding. Theory reproduces the experimental magnetic moment accurately.

In Table I the present single-crystal elastic constants and the bulk modulus of bcc Fe are compared with data from literature. The EMTO results are consistent with the other theoretical elastic constants, the deviations being typical to the errors associated with such calculations. However, compared to the experimental data, EMTO is found to overestimate \(C_{11}\) by about \(\sim 19\%\), and underestimates \(C_{44}\) by \(\sim 18\%\). The larger \(C_{11}\) (and the larger bulk modulus) can be partly accounted for by the underestimated lattice parameter [37]. We notice that the excellent agreement in Ref. [49] between the theoretical and experimental bulk moduli is somewhat suspicious since the quoted single-crystal elastic constants results in 187 GPa for the bulk modulus (compared to 172 GPa reported in Ref. [49]), which is close to the present finding and also to that from Ref. [53]. The pseudopotential [50] equilibrium lattice parameter is the largest among the theoretical predictions listed in the table, which might explain why the pseudopotential bulk modulus is surprisingly close to the experimental value.

The EMTO surface energy is in close agreement with the full-potential result [47] and also with the semi-empirical value valid for an “average” surface facet [55]. The present USF energy (1.08 J/m²) reproduces the full-potential result from Ref. [52] within \(\sim 10\%\), which is well acceptable taking account that the present method is based on muffin-tin and full-charge density approximations. We recall that today it is not yet possible to measure the USF energy.

B. Equilibrium volumes and magnetic moments of Fe-Ni and Fe-Mn alloys

According to the equilibrium phase diagrams, in ferromagnetic bcc Fe the maximum solubility of Mn is \(\sim 3\%\) and that of Ni is \(\sim 5.5\%\). Nevertheless, in duplex stainless steels, solid solutions with substantially larger amount of Mn and Ni may appear as a result of the delicate balance between volume and surface effects. Hence, in the present theoretical study we go well beyond the experimental solubility limits and discuss the trends up to 10% solute atoms in the Fe matrix. The calculated equilibrium lattice parameters for bcc binary Fe\(_{1-x}\)Mn\(_x\) and Fe\(_{1-x}\)Ni\(_x\) alloys are shown in Fig. 2 for \(0 \leq x \leq 0.1\). We find that for both binaries the lattice parameters show a weak dependence on the amount of alloying addition \(x\). Our results, especially the alloying trends, are in reasonable agreement with the available experimental data [50, 57].

The lattice parameter of bcc Fe increases with Mn addition as \(x\) increases from 0 to 0.05. When Fe is alloyed with more than 5% Mn, the lattice parameter shows a small negative slope as a function of \(x\). Due to the limited solubility of Mn in bcc Fe, the experimental data is restricted below \(\sim 3\%\) Mn. In contrast to Mn, the lattice parameter of Fe\(_{1-x}\)Ni\(_x\) monotonically increases with the Ni amount. Sutton et al. [50] reported that the lattice parameter of Fe\(_{1-x}\)Ni\(_x\) is a linear function of \(x\) up to \(\sim 5\%\) Ni with small slope and remains constant at larger concentrations. This trend is reproduced by the present theory, although the switch from a weak positive slope to a constant value seems to be shifted to larger concentrations (Fig. 2).

The present theory slightly overestimates the observed volume expansion due to alloying. This can have both theoretical and experimental origin. From the side of theory, the exchange-correlation functional (PBE) may produce a noticeable effect since it performs differently for the present metals. For instance, while PBE underestimates the equilibrium lattice parameter of bcc Fe by \(\sim 1.0\%\), it slightly overestimates that of fcc Ni (\(\sim 0.3\%\)) [47, 58]. This error results in \(\sim 0.004\) Å “extra” increase of the lattice parameter at 10% Ni compared to the ideal case when the DFT error stays at the same level for different elements. A careful inspection of Fig. 2 shows that the above error accounts for about 30% of the deviation.
obtained between the theoretical and experimental slopes of \( a(x) \) for the Fe-Ni system. Another possible source of error is the neglect of all thermal effects in the present theory. From the experimental point of view, not all measured data points are relevant for the present comparison. That is because both Ni and Mn are fcc stabilizers, and thus a perfect bcc single-phase is hard to attain. Moreover, in the process of preparing the samples, different quenching temperatures and various annealing methods lead to subtle changes in the measured lattice parameter.

The overall small influence of Mn/Ni alloying addition on the lattice parameter of Fe can be explained from the atomic volume and the magnetic moment. The atomic volumes of Mn and Ni are very close to that of Fe. Hence, based on the linear rule of mixing, small amounts of Mn and Ni should not affect the volume of Fe to a large extent. On the other hand, the observed small increment can be ascribed to the complex magnetic interaction between the solute atoms and ferromagnetic Fe matrix.

The local magnetic moments in Fe-Mn and Fe-Ni are displayed in Fig. 3 as a function of composition and lattice parameter. These results were extracted from the CPA calculations and the local magnetic moments represent the magnetic moment density integrated within the corresponding Wigner-Seitz cells. Around the equilibrium lattice parameters (~2.84 ~2.85 Å), the Mn moments are antiparallel to those of Fe. The magnitude of Mn local magnetic moment \( \mu(\text{Mn}) \) decreases from ~1.7\( \mu_B \) to about zero as the amount of Mn increases from zero to 10% (Fig. 3 upper right panel). This trend is consistent with the previous findings, namely that above ~10% Mn, the coupling between Fe and Mn becomes ferromagnetic. At the same time, the magnetic moment of Fe \( \mu(\text{Fe}) \) is increased slightly with Mn addition up to ~5% Mn, above which a very weak decrease of \( \mu(\text{Fe}) \) can be observed (Fig. 3 upper left panel). The enhanced \( \mu(\text{Fe}) \) expands the volume as a result of the positive excess magnetic pressure. For \( x \gtrsim 0.05 \), the small negative slope of \( \mu(\text{Fe}) \) leads to vanishing excess magnetic pressure and thus to shrinking volume, in line with Fig. 2. On the other hand, the Ni moments \( \mu(\text{Ni}) \) always couple parallel with the Fe moments (Fig. 3 lower right panel) and Ni addition increases \( \mu(\text{Fe}) \) (Fig. 3 lower left panel). This in turn increases the excess magnetic pressure and yields monotonously expanding volume with \( x \). The electronic structure origin of the alloying-induced enhancement for the Fe magnetic moment for the present binaries is discussed in Ref. [61].

In order to gain more insight into the magnetic coupling between Mn and the bcc Fe host, we constructed a 2\times2\times2 supercell in terms of the conventional bcc unit cell (16-atom supercell) containing one or two Mn impurity atoms, which correspond to 6.25% Mn and 12.5% Mn, respectively. In the case of one isolated impurity atom, Mn couples antiferromagnetically to Fe and the average magnetic moments of Fe and Mn are almost identical to those from the corresponding CPA calculation. In the case of 12.5% Mn in the supercell, both Mn moments align parallel with respect to the surrounding Fe host irrespective of their relative positions in the supercell. However, the magnitude of their moments scales with the distance be-

---

**TABLE I: Theoretical and experimental lattice parameter \( a \) (in units of Å), magnetic moment \( \mu \) (in \( \mu_B \)), single-crystal elastic constants (in GPa), surface energy \( \gamma_s \) (in J/m\(^2\)) and USF energy \( \gamma_s \) (in J/m\(^2\)) for ferromagnetic bcc Fe.**

| Method    | \( a \)  | \( \mu \) | \( C_{11} \) | \( C_{12} \) | \( C_{44} \) | \( C' \) | \( B \) | \( \gamma_s \) | \( \gamma_s \) |
|-----------|----------|----------|-----------|-----------|-----------|-------|-----|------------|------------|
| EMTO      | 2.838    | 2.21     | 288.9     | 133.7     | 100.0     | 77.6  | 185.4 | 2.47       | 1.08       |
| PAW       | 2.838\(^{[49]}\) | 2.21\(^{[49]}\) | 271\(^{[49]}\) | 145\(^{[49]}\) | 101\(^{[49]}\) | 63\(^{[49]}\) | 172\(^{[49]}\) | 2.50\(^{[47]}\) | 0.98\(^{[52]}\) |
| PP        | 2.848\(^{[53]}\) | 2.25\(^{[53]}\) | 289\(^{[53]}\) | 118\(^{[53]}\) | 115\(^{[53]}\) | 85.5\(^{[50]}\) | 176\(^{[50]}\) |              |            |
| FLAPW     | 2.84\(^{[53]}\) | 2.17\(^{[53]}\) | 279\(^{[53]}\) | 140\(^{[53]}\) | 99\(^{[53]}\) | 69.5\(^{[50]}\) | 186\(^{[50]}\) |              |            |
| FPLMTO    | 2.812\(^{[54]}\) | 303\(^{[54]}\) | 150\(^{[54]}\) | 126\(^{[54]}\) | 76.5\(^{[54]}\) | 201\(^{[54]}\) |        |            |            |
| Expt.     | 2.866\(^{[51]}\) | 2.22\(^{[51]}\) | 243.1\(^{[51]}\) | 138.1\(^{[51]}\) | 121.9\(^{[51]}\) | 52.5\(^{[51]}\) | 173.1\(^{[51]}\) | 2.41\(^{[55]}\) |            |

---

**FIG. 3**: (Color online) The map of the local magnetic moments \( \mu(x) \) (in units of \( \mu_B \)) as a function of chemical composition and lattice parameter \( a \) (in units of Å) for Fe and Mn in Fe\(_{1-x}\)Mn\(_x\) (upper panels) and Fe and Ni in Fe\(_{1-x}\)Ni\(_x\) (lower panels).
between them. If the two Mn atoms are located at nearest neighbor sites, their local magnetic moments are strongly reduced which may be interpreted as a result of competing magnetic interactions between Mn-Mn and Mn-Fe. At the same time, the local magnetic moments of the nearest Fe atoms remain almost at the level of pure bcc Fe, similar to the CPA result. These tests, based on supercell calculations, confirm that CPA accurately mimics the behavior of the magnetic moments versus concentration in the dilute limit.

C. Elastic parameters

The theoretical single-crystal elastic constants and polycrystalline elastic moduli of the Fe-Ni and Fe-Mn alloys are plotted in Figs. 4 and 5 as a function of composition and the corresponding data are listed in Table II. The results indicate rather impressive alloying effects of Mn/Ni on the elastic parameters. We find that Mn and Ni produce similar effects on $C_{11}$ of Fe. Namely, $C_{11}$ decreases with $x$ below $\sim 7\%$ alloying addition, and then increases at larger concentrations. But Mn and Ni give different effects on $C_{12}$. Below $\sim 6\%$ Ni, $C_{12}$ keeps constant with Ni content, and then strongly increases with further Ni addition. On the other hand, $C_{12}$ drops from 133.7 to 103.2 GPa as the Mn concentration increases from zero to $\sim 8\%$. At larger concentrations, the effect of Mn on $C_{12}$ changes sign. The peculiar concentration dependencies obeyed by $C_{11}$ and $C_{12}$ originate mainly from the non-linear trend of the corresponding bulk modulus shown in Fig. 5.

The two cubic shear elastic constants also exhibit complex trends. $C'$ decreases with Ni addition, which means that Ni decreases the mechanical stability of the bcc lattice. At the same time, Mn is found to have very small impact on the tetragonal shear elastic constant. $C_{44}$ increases with Mn addition, but remains nearly constant upon alloying Fe with Ni. The present trends for the elastic constants are very close to those reported by Zhang et al. [37] using the same total energy method. The small differences seen at larger concentrations, especially in the case of the bulk modulus, are due to the different numerical parameters used in these two works.

The theoretical polycrystalline elastic moduli $B$, $E$, and $G$ (Fig. 5) reproduce reasonably well the experimental trends [62] except perhaps for alloys encompassing about 10\% solute. This discrepancy is most likely due to the fact that the Fe-Mn and Fe-Ni binary alloys with $x \geq 0.05$ exist as a mixture of bcc and fcc phases. On the theory side, the lattice parameters of Fe-Ni and Fe-Mn alloys are underestimated as a result of the employed exchange-correlation approximation (Fig. 2), which at least partly explains why theory in general overestimates the elastic moduli.

On a qualitative level, the trends of the bulk moduli we understand as the result of the interplay between chemical and volume effects. The calculated bulk moduli of pure Ni and Mn in the bcc lattice ($B$(Mn)$\approx 222$ GPa, $B$(Ni)$\approx 193$ GPa) are both larger than that of Fe. Hence, at large concentrations the bulk moduli of binary alloys should eventually increase. On the other hand, at low concentrations (less than $\sim 7\%$), the interaction between the impurity atoms is weak and thus the trend of the bulk modulus is mainly governed by the volume effect. Increasing volume in turn produces a drop in the bulk modulus, in agreement with Fig. 5.

The results for Fe-Ni indicate that the polycrystalline elastic moduli $E$ and $G$ monotonically decrease with solute concentration. For Fe-Mn, the alloying effect can be divided into two parts: when $x$ is less than $\sim 0.05$, $G$ and $E$ remain constant with $x$. When $x$ is larger than $\sim 0.05$, both $G$ and $E$ increase with Mn content. Since the Voigt and Reuss bounds depend only on the single-
crystal shear elastic constants, the trends of $G$ in Fig. 5 directly emerge from those of $C_{44}$ and $C'$ (Fig. 4). We recall that for isotropic crystals, $G$ reduces exactly to the single-crystal shear elastic constant ($C_{44} = C'$). The Young modulus is a mixture of $B$ and the Pugh ratio $B/G$, viz. $E = 9B/(3B/G + 1)$, which is nicely reflected by the trends in Fig. 6. For Fe$_{1-x}$Ni$_x$ with Ni content below $\sim 6\%$, $B/G$ remains nearly constant with $x$ (Table III), and thus the corresponding $E$ resembles the bulk modulus. At larger Ni concentrations, $B/G$ increases substantially which explain the continuous decrease of $E$. In the case of Fe-Mn, $B/G$ decreases with Mn addition which gives a strong positive slope to the Young modulus as compared to that of $B$.

D. Surface energy and unstable stacking fault energy

The calculated surface energies and USF energies of Fe$_{1-x}$Mn$_x$ and Fe$_{1-x}$Ni$_x$ are shown in Fig. 6 as a function of $x$. Both Mn and Ni are predicted to decrease the surface energy of the $\{110\}$ facet of bcc Fe. Nickel has a stronger effect than Mn. Namely, 10\% Ni addition reduces the surface energy of Fe by 0.17 J/m$^2$, which is about 7\% of the surface energy of pure Fe, whereas Mn lowers the surface energy by 0.07 J/m$^2$ (about 3\%). The alloying effect on the surface energy can be understood on a qualitative level using the surface energies calculated for the alloy components. Nickel has substantially smaller surface energy (considering the close-packed fcc surfaces) than bcc Fe, and thus Ni addition is expected to reduce $\gamma_s$ of Fe. The surface energy of $\alpha$-Mn is larger than that of Fe. However, when considering the bcc lattice, the surface energy of Mn turns out to be intermediated between those of Ni and Fe, which is nicely reflected by the relative effects of Mn and Ni on $\gamma_s$.

The USF energy shows a similar dependence on Ni/Mn alloying as the surface energy; it decreases from 1.08 to 0.92 J/m$^2$ upon 10\% Ni addition, which is about 15\% of the USF energy of pure Fe. Compared to the effect of Ni, 10\% Mn produces a smaller change in $\gamma_u$ (5\%). Using the same methodology as for Fe and Fe-alloy, we computed the USF of hypothetical bcc Mn and bcc Ni for the present slip system and at the volume of bcc Fe. We obtained 0.63 J/m$^2$ for Mn and 0.44 J/m$^2$ for Ni. These figures are in line with the trends from Fig. 6.

The segregation effect on the surface energy and USF energy are shown in Fig. 7. We find that both Mn and Ni segregate to the fault plane. Above $\sim 1\%$ solute concentration in bulk Fe, the surface energy and the USF energy decrease slightly with segregation of Ni/Mn to the layer at the planar fault. In this segregation calculation we kept the volume the same as in the bulk (host alloy). Therefore, only the chemical segregation effect is considered and the local volume expansion effect nearby fault plane due to the segregating solute atoms was ignored. The results show that the segregation effect on the surface energy is larger for Ni than for Mn. Furthermore, the surface segregation effect slightly increases with increasing Mn content in Fe-Mn dilute alloy. For the USF energy, the segregation effect of Mn is similar to that of Ni when the concentrations are small. However, with increasing solution amount $x$, the segregation of Mn to stacking fault increases with high degree, but the effect of Ni remains almost the same.

The surface energy and the USF energy are primarily determined by the properties of the surface layer and the slip layers, respectively. Segregation changes the concentration of the solute at the surface or slip plane. Because
Mn and Ni have lower planar fault energies than Fe (in the bcc structure), both formation energies of the chemically homogeneous Fe-alloys are expected to decrease as the Mn or Ni solute concentration increases, in line with the present results. The effect is more pronounced for Ni since its USF/surface energy is smaller than that of Mn.

### IV. DISCUSSION

#### A. Ductile and brittle properties

The fracture behavior of a specific material rests on various conditions, such as, the presence of flaws, the way and the magnitude of the applied stress, temperature, strain rate, and alloying elements. Alloying changes the interaction among atoms, and produces indispensable influences on the mechanical properties like the elastic response or the ductile versus brittle behavior. In the following, the ductility of the dilute Fe-Mn and Fe-Ni binary alloys is addressed using previously established effective theoretical models and phenomenological relationships based on planar fault energies and elastic constants. These models are widely used and often overused in combination with *ab initio* calculations and thus a careful assessment of their performance is of common interest. Here we employ four criteria discussed in the introduction to estimate the effect of Mn/Ni on the ductility of ferromagnetic bcc Fe. These criteria are based on the Poisson ratio (ν), the Cauchy pressure \((C_{12} - C_{44})\), the Pugh ratio \(B/G\), and the Rice ratio \(\gamma_s/\gamma_u\). We recall that the first two criteria are closely connected with the Pugh conditions and thus no substantial deviations between them are expected.

The present theoretical predictions are shown in Fig. 8. Both \(B/G\) and Poisson’s ratio indicate that Mn makes the ferrite Fe-based alloys more brittle. According to Pugh criterion, about 4% Mn is needed to transfer the Fe alloy from the ductile into the brittle regime. On the other hand, small Ni addition (\(< 6\)%) keeps the good ductility of Fe whereas larger amounts of Ni make the Fe-Ni system more ductile.

The Cauchy pressure \((C_{12} - C_{44})\) follows very closely the trend of \(B/G\) and that of the Poisson ratio. However, the Cauchy pressure becomes negative at a slightly larger concentration (~6%) than the critical value in \(\sim 4\%). The small difference between the "predictions" based on these phenomenological correlations originates from the elastic anisotropy of the present alloys (cf. Eq. (1)).

According to the theory developed by Rice, the ratio \(\gamma_s/\gamma_u\) is associated with the fracture behavior. The increment of \(\gamma_s/\gamma_u\) stimulates the creation of dislocations. In such cases, the stress around a crack tip will be released by slipping the atomic layers. A decreasing ratio, on the other hand, means that the material will crack by opening new micro surfaces.
Figure 8 shows that for $\text{Fe}_{1-x}\text{Ni}_x$, $\gamma_s/\gamma_u$ increases as a function of $x$ indicating that the system becomes more ductile with Ni addition. Although Ni decreases both $\gamma_s$ and $\gamma_u$ simultaneously, the alloying effect on the USF energy is more pronounced, resulting in an increasing Rice ratio from 2.27 corresponding to pure Fe to 2.47 belonging to $\text{Fe}_{0.9}\text{Ni}_{0.1}$. In the case of Mn addition, we observe relatively small changes in the Rice ratio. Small amounts of Mn make the Fe-Mn alloy slightly more ductile in terms of the Rice parameter (compared to pure Fe), but with increasing Mn content beyond $\sim 6\%$ the $\gamma_s/\gamma_u$ ratio saturates around 2.35.

According to the present theoretical results for the Rice parameter, Ni has stronger effect in making the alloy ductile compared to Mn. In addition, more than 6% addition of Mn makes the bcc phase relatively more brittle. In fact, in terms of the USF, one would predict that both Ni and Mn make the dislocation formation in Fe more easy, and the effect of Ni is superior to that of Mn. On the other hand, both elements decrease the surface energy as well, making the cracking opening more likely.

Before turning to the comparison between the Pugh and Rice criteria, we make an observation based on the present segregation studies. Allowing for surface and interfacial segregation leads to small changes in the USF energy and the surface energy (cf. Section III.D). In terms of the Rice parameter, in alloys containing 5% impurity 5% surface/USF segregation increases slightly the $\gamma_s/\gamma_u$ ratio ($\sim 2\%$ for Fe-Ni and $\sim 4\%$ for Fe-Mn). That is because in both binary systems the USF energy is lowered by a larger degree than the surface energy upon segregation (Fig. 7). These changes are far below those associated with the effect of bulk concentration (Fig. 8). In addition, taking into account the different time-scales for atomic diffusion and dislocation movement, we conclude that the segregation effects may safely be omitted for the present discussion.

### B. Pugh criterion versus Rice criterion

In the case of Fe-Ni alloys, the conclusion drawn from $\gamma_s/\gamma_u$ is consistent with the other three criteria based on $B/G$, Poisson ratio, and Cauchy pressure. When we look for the individual trends, we find that this consistency is to some extent incidental, especially at large Ni content. Namely, while both $G$ and $\gamma_u$ decrease with Ni addition, the trends for the surface energy and $B$ strongly deviate from each other above $\sim 5\%$ Ni. At low Ni levels $B$ and $\gamma_u$ follow similar trends, but the relatively large $B$ of Fe$_{0.9}$Ni$_{0.1}$ is not supported by the strongly decreased $\gamma_s$ calculated for this alloy. The reason why $\gamma_s/\gamma_u$ and $B/G$ still predict similar effects (from the Rice and Pugh conditions) is simply due to the strong decrease calculated for $\gamma_u$ upon Ni addition.

In the case of Fe$_{1-x}$Mn$_x$, the conclusions made based on the Rice and Pugh criteria contradict each other. While $B/G$ decreases for $x \lesssim 0.08$, $\gamma_s/\gamma_u$ shows a weak increase for these alloys. We find that for this system, $G$ and $\gamma_u$ follow completely different trends as a function of Mn content (Figs. 5 and 6), and the deviation between the trends of $\gamma_s$ and $B$ is also pronounced (although at low and intermediate Mn level both of them show decreasing trends). From these results, we conclude that the two ductility criteria (Pugh and Rice) lead to inconsistent results, a fact that questions their reliability and limits their scope.

In the following we make an attempt to understand the origin of this discrepancy. To this end, we make use of the particular shear elastic constant associated with the present slip system as well as of the concept of theoretical cleavage stress. These two quantities are considered here as possible alternative measures of the materials resistance to dislocation slip and cleavage, respectively, and are expected to give a better estimate of the corresponding effects compared to the polycrystalline $G$ and $B$ employed in the Pugh criterion.

Within the Griffith theory of brittle fracture, the theoretical cleavage stress is often approximated as

$$\sigma_{cl.\{lmn\}} = \left( \frac{E_{lmn}\gamma_{lmn}}{d_{lmn}} \right)^{1/2},$$

where $\{lmn\}$ stands for the cleavage plane, $E_{lmn}$, $\gamma_{lmn}$ and $d_{lmn}$ are the corresponding Young modulus, surface energy and interlayer distance, respectively. Irwing and Orowan extended the above equation (modified Griffith equation) by including the plastic work before fracture. Here we neglect this additional term, i.e. $\gamma_{lmn}$ represents merely the solid vacuum interface energy. Using our calculated elastic constants, lattice parameters and surface energy, we computed $\sigma_{cl.}$ for Fe-Mn and Fe-Ni for the $\{110\}$ plane, for which


\[ E_{110} = 12C'\{C_{44}B/(C_{11}C_{44} + 3C'B) \}. \]

The alloying-induced changes for \( \sigma_{cl}\{110\} \) are compared to those calculated for the surface energy in Fig. 9 upper panel. Here the change \( \eta_X(x) = |X(x) - X(0)| / X(0) \) (\( X(x) \) stands for the cleavage stress or the surface energy for \( \text{Fe}_{1-x}\text{Mn}_x \) alloy) is expressed relative to the corresponding value in pure Fe \( X(0) \). It is found that \( \eta_{\sigma_{cl}}(x) \) and \( \eta_\eta \) follow similar trends for Fe-Ni, but strongly deviate for Fe-Mn.

Before explaining this deviation in the case of Mn doping, we introduce the shear modulus associated with the present slip system.

In bcc alloys, slip occurs primarily in the \{110\} plane along the \{111\} with Burgers vector \((1/2,1/2,1/2)\). The associated shear modulus can be expressed as

\[ G\{110\}\{111\} = \frac{3C_{44}C'}{C' + 2C_{44}}, \]

(3)

We note that the above modulus in fact expresses the shear for any possible shear plane \{hmn\} which contains the \{111\} shear direction. In the original Pugh criteria, the averaged shear modulus \( G \) is used which in anisotropic materials can substantially differ from \( G\{110\}\{111\} \). The alloying-induced changes for \( G\{110\}\{111\} \) are compared to those calculated for the USF energy in Fig. 9 lower panel. Interestingly, we find that \( \eta_{G\{110\}\{111\}} \) and \( \eta_\sigma \) are practically identical for Fe-Ni. Both \( G\{110\}\{111\} \) and \( \gamma_\sigma \) decrease by \( \sim 15\% \) when 10\% Ni is added to Fe. Nickel substantially softens the elastic modulus associated with the \{110\}\{111\} shear which is nicely reflected by the decrease of the energy barrier for the \{110\}\{111\} slip. For Fe-Mn, \( \eta_{G\{110\}\{111\}} \) and \( \eta_\sigma \) are also close to each other for Mn content below \( \sim 5\% \), but show large deviations at larger concentrations. Adding more Mn to \( \text{Fe}_{0.95}\text{Mn}_{0.05} \) further decreases the USF energy, but \( G\{110\}\{111\} \) changes slope and shows a weak increase for \( \text{Fe}_{0.9}\text{Mn}_{0.1} \) relative to the value for pure Fe.

We suggest that the different behaviors obtained for Fe-Ni and Fe-Mn has to a large extent magnetic origin. That is because in contrast to Ni, Mn is a weakly itinerant magnet and thus any (here structural) perturbation can have a marked impact on its magnetic state. To illustrate that, in Fig. 10 we plotted the local magnetic moments for the unit cells used for the USF energy and surface energy calculations. In the case of Fe-Ni, we see no substantial deviation in the local magnetic moments as we approach the planar fault area. Both Ni and Fe moments near the fault plane remain close to the bulk value. However, for Fe-Mn, the local magnetic moments...
of Mn next to the planar fault prefer a very strong antiferromagnetic coupling with the Fe matrix irrespective of the bulk concentration. Although the bulk moments approach zero as the Mn content increases to 10%, the interface Mn moments remain around $-2.2\mu_B$ and those on the surface around $-3.1\mu_B$. This strong antiferromagnetic Fe-Mn coupling near the USF interface and surface indicates an energetically stable configuration that can lower the corresponding formation energy. Indeed, removing this degree of freedom by fixing all Mn moments to the corresponding bulk value (i.e., modeling a situation similar to the case of Fe-Ni system) increases the the surface energy and USF energy of Fe-Mn. The relative changes of the corresponding $\gamma_s^{{FS}}$ and $\gamma_u^{{FS}}$ values (FS stands for fixed-spin) relative to those of pure Fe are shown in Fig. 4. It is found that $\gamma_u^{{FS}}$ for Fe$_{0.9}$Mn$_{0.1}$ approaches the USF energy of pure Fe. In fact, constraining the magnetic moments near the planar fault brings the trend followed by $\gamma_u^{{FS}}$ rather close to that of $G\{110\}\{111\}$ (Fig. 4 lower panel). A similar impact of the constrained magnetic moment is seen for the surface energy as well. Namely, for Fe-Mn $\gamma_s^{{FS}}$ and the theoretical cleavage stress show similar concentration dependencies (Fig. 4 upper panel). On this ground, we conclude that the deviations seen between the surface energy and cleavage stress and between the USF energy and the shear modulus in the case of Fe-Mn are due to the stable antiferromagnetic state of Mn near the planar faults.

Using the FS results for the Rice parameter, we get a weak decrease of $\gamma_u^{{FS}}/\gamma_s^{{FS}}$ above $\sim 5\%$ Mn addition to Fe (shown in Fig. 11 upper panel). Thus, the fixed-moment result for the Rice parameter is somewhat closer to the original Pugh ratio, both of them predicting enhanced intrinsic brittleness for the Fe-Mn solid solution. This demonstrates that the discrepancy seen between the two criteria (Fig. 5) is partly due to the weak magnetic behavior of Mn associated with the planar defects but absent in the elastic moduli. We suspect that the situation in non-magnetic alloys could be closer to the case of Fe-Ni, where a good parallelism between the Pugh and Rice conditions is found. However, further theoretical research is needed before making the final verdict for this question.

Finally, we test the ratio between the cleavage energy and the shear modulus associated with the slip system, $\lambda\{l,a\} = \sigma_{ca}\{l,a\}/J\{110\}\{111\}$, as a possible alternative measure of the ductile-brittle behavior. In the upper panel of Fig. 11 we compare the Rice parameters (from Fig. 11) to $\lambda\{110\}$. For Fe-Ni, we find a good correspondence between the two measures. Namely both of them increase with Ni addition, indicating enhanced ductility. For Fe-Mn, slightly larger deviation occurs at large Mn content. As we discussed above, part of this deviation may be ascribed to magnetism and in particular to the stable antiferromagnetic state of Mn around the planar faults.

Since in bcc metals, cleavage predominantly occurs in the $\{100\}$ plane, in addition to the previously discussed cleavage stress, we also computed $\sigma_{ca}\{100\}$ using the corresponding surface energy and $E_{100} = 6C''B/(C_{11} + C_{12})$. The so obtained $\lambda\{100\}$ parameters are shown in the lower panel of Fig. 11 together with the Rice parameters calculated using the surface energy for the $\{100\}$ facet. We find that the two sets of Rice parameters (upper and lower panels) predict rather similar effects. The situation for $\lambda$ is very different: $\lambda\{100\}$ monotonously increases with Ni and decreases with Mn addition. The inconsistency between the Rice parameter and $\lambda$ obtained for the $\{100\}$ plane is a consequence of the limited information built in the Rice ratio (merely through the surface energy) compared to the cleavage stress (involving both the Young modulus and the surface energy). We conclude that in contrast to the Rice parameter, the average $\lambda$ (taking into account both cleavage planes) indicates increased brittleness for Fe-Mn and increased ductility for Fe-Ni. For both alloys, the present predictions based on $\lambda$ are in line with the observations [3].

V. CONCLUSION

We have investigated the effect of Mn and Ni addition on the mechanical properties of ferromagnetic bcc Fe. Fe-Ni, the lattice parameter increases nearly linearly with alloying whereas in Fe-Mn, the lattice parameter increases up to $\sim 5\%$ Mn and then decreases with further Mn addition.

For both Fe-Mn and Fe-Ni alloys, the elastic moduli show a nonlinear trends as a function of concentration. The surface energy and the unstable stacking fault en-
ergy decrease by adding Mn or Ni to Fe. For both planar fault energies, Ni shows a stronger effect than Mn. Segregation seems to have a minor effect on the surface and USF energies for dilute Fe-Ni and Fe-Mn alloys. According to semi-empirical correlations based on the Poisson ratio, the Cauchy pressure, and the Pugh ratio, we have found that Mn makes the bcc Fe-based dilute alloy more brittle and Ni makes it more ductile. However, the study of $\gamma_\alpha/\gamma_\beta$ for the $\{110\}$ surface and the $\{110\}$$\langle111\rangle$ slip systems indicates that both binary alloys become more ductile with increasing solute concentration although the relative fracture behavior is consistent with the other three criteria. This discrepancy between the Rice and the Pugh criteria is ascribed to the complex magnetic effects around the planar fault, which are however missing from the bulk parameters entering the Pugh/Cauchy criterion.

Using the theoretical cleavage stress and the shear modulus associated with the dominant slip system in bcc alloys, we introduce an alternative measure for the ductile-brittle behavior. We find that our $\lambda(100) \equiv \sigma_{\alpha\beta}/\{110\}$$\langle111\rangle$ ratio is able to capture the observed alloying effects in the mechanical properties of Fe-rich Fe-Ni and Fe-Mn alloys. The superior performance of $\lambda$ compared to the Rice parameter lies in the additional information built in the theoretical cleavage stress as compared the surface energy.
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