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Abstract. The present paper explores the spectral cocycle defined in [BS20] in the special case of bijective substitutions on two letters, the most prominent example being the Thue-Morse substitution. We derive an explicit subexponential behaviour of the deviations from the expected exponential behavior. Moreover, these sharp bounds will be exploited to prove that the top Lyapunov exponent is greater or equal to the top exponent of the subshift topological factors after a renormalization. In order to obtain such results for the substitutive subshift factors, we define a special kind of sum, which is a multiple version of the twisted Birkhoff sum. For the particular case of the Thue-Morse substitution, we derive that the exponent is zero, we give an explicit subexponential bound for the twisted Birkhoff sums and we do the same for subshift topological factors.

1. Introduction

This paper continues the work of [BS14, BS20] around the spectral cocycle defined explicitly in [BS20]. The study of this extension of the Rauzy-Veech cocycle has given fruitful results as effective rates of weakly mixing for several classes of systems such as interval exchange transformations [AFS23], linear flows on translations surfaces of genera higher or equal than 2 [For22] and special suspension flows over more general S-adic systems (including substitutions) [BS18, BS20, BS21]. Other consequences are the nature of the spectral measures involved, specifically, sufficient and necessary conditions for purely singular spectrum [BS19, BS20, BS22, BGM19].

The results of this work are first steps towards a general understanding of the behavior of the top Lyapunov exponent (and more generally, the whole Lyapunov spectrum) of the spectral cocycle under conjugacy and semiconjugacy, which is a completely open question: subshift topological factors may be associated to more complex substitutions, in particular the cocycle matrices may be of higher dimension. Therefore, it is not clear that the estimates on the matrices are transfered to the factors: consider the next example (from [Dek14]). The Thue-Morse substitution is given by $\zeta_{TM}: 0 \mapsto 01, 1 \mapsto 10$. A conjugate substitution (see subsection 2.3 for background) $\sigma : A \to A^+$ on the alphabet $A = \{w_1, w_2, \ldots, w_{12}\}$ is given by

\[
\begin{align*}
\sigma(0) &= w_4 w_{10} \\
\sigma(1) &= w_4 w_{10} \\
\sigma(2) &= w_5 w_{11} \\
\sigma(3) &= w_4 w_{10} \\
\sigma(4) &= w_5 w_{11}
\end{align*}
\]
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Consider the subshift \( X_\sigma \subset \mathcal{A}^\mathbb{Z} \) associated to \( \sigma \) (see subsection 2.1), and \( \delta \) the Kronecker delta. Our results show in particular that all the sums of the form
\[
\sum_{k=0}^{2^n-1} \delta_{x_k,a} e^{2\pi i k \omega}, \quad a \in \mathcal{A}
\]
have a subexponential behavior for any \( x = (x_n)_{n \in \mathbb{Z}} \in X_\sigma \) and almost every \( \omega \in [0,1) \). This is just one example (of infinitely many) constructed with the classical method introduced by M. Queffélec (see \cite{Que10}).

We expect that the methods introduced in this work pave the way for obtaining similar results in a much larger class of substitutions, for example, substitutions of constant length. We emphasize the fact that there is no systematic method to calculate the Lyapunov exponents in the general case. Some particular cases where this is possible are the case of bijective abelian substitutions (see \cite{BG19}) and constant length substitutions on two letters (see \cite{Man17, BCM20}).

For the time being, we have restricted our attention to bijective substitutions on two letters, the Thue-Morse substitution being the most prominent example. In this case, we obtain some rigidity on the behavior of the top Lyapunov exponent with respect to the subshift factors, stated in Theorem 1.2. A special property of bijective substitutions on two letters we take advantage of is that we may represent its twisted Birkhoff sums as a Riesz product. Namely, for the Thue-Morse substitution, the twisted Birkhoff sum over a fixed point may be expressed as
\[
p_n(\omega) = \prod_{j=0}^{n-1} 2 \sin(\pi \{\omega 2^j\}).
\]

A lot of attention has been given to the understanding of the asymptotics of \( L^p \) norms of \( p_n \): part of the proof of a prime number theorem for the sum-of-digits function, due to Maduit and Rivat in \cite{MR10}, uses the asymptotic
\[
||p_n||_1 \sim 2^{n^\delta}, \text{ with } \delta = 0.40325...
\]
A survey with the link between these products and the Thue-Morse sequence is found in \cite{Que18}. We will be interested in the asymptotics of \( p_n \) for fixed \( \omega \) as \( n \) goes to infinity. Apparently contradictory with the latter result, the growth is subexponential for generic \( \omega \). The next result answers a question implicitly asked in \cite{BCM20}.

**Theorem 1.1.** There exists a positive constant \( B \) such that for almost all \( \omega \), there is a positive integer \( n_0(\omega) \) such that for all \( n \geq n_0(\omega) \),
\[
\max(p_n(\omega), p_n^{-1}(\omega)) \leq e^{B \sqrt{n \log \log(n)}}.
\]

It might be worth to compare this result with the growth of a cocycle in the context of discrete Schrödinger operators arising from the Thue-Morse substitution found in \cite{LQ17}, where the authors show a similar subexponential behavior.

Theorem 1.1 will imply, in particular, that the top Lyapunov exponent of the spectral cocycle for the Thue-Morse substitution vanishes, which is a known fact (see \cite{BCM20}). In fact, this will be the case for all topological factors of the Thue-Morse subshift coming from an aperiodic substitution. Moreover, we will prove a
more general result for all primitive aperiodic bijective substitutions on a two letter alphabet, which is our main result. Let $\rho(A)$ be the spectral radius of a matrix $A$.

**Theorem 1.2.** Let $\zeta$ be an aperiodic, primitive and bijective substitution on two letters of constant length $q$. If $\sigma$ is an aperiodic substitution such that the associated dynamical system is a topological factor of the one associated to $\zeta$, then the corresponding top Lyapunov exponents of the spectral cocycle satisfy

$$\frac{\chi^{+}_{\sigma}(\omega)}{\log(\rho(M_{\sigma}))} \leq \frac{\chi^{+}_{\zeta}(\omega)}{\log(q)},$$

for Lebesgue almost all $\omega$, where $M_{\sigma}$ is the substitution matrix of $\sigma$.

As we shall see, the nonnegativity of the top Lyapunov exponent of the spectral cocycle is a general fact (Theorem 3.1), so for the Thue-Morse substitution we have the next result.

**Corollary 1.3.** For every topological factor of the Thue-Morse subshift coming from an aperiodic substitution $\sigma$ we have $\chi^{+}_{\sigma}(\omega) = 0$, for Lebesgue almost all $\omega$.

In fact, there is only one non-trivial subshift factor of the Thue-Morse subshift up to conjugacy (this may be deduced from [CDK17] and [CQY16]) which is given by the period doubling substitution. But there is no unicity of the substitution used to represent a subshift (in fact, there are infinitely many, see Theorem 2.8 below), and it is not necessarily true that two substitutions with conjugate systems have the same top Lyapunov exponent of the spectral cocycle.

We organize the paper as follows: in Section 2 we recall several notions around substitutions and dynamics, in particular, those related to the Thue-Morse sequence. In addition we recall the definition of the spectral cocycle (and results on its top Lyapunov exponent), the twisted Birkhoff sum and consider one generalization: the twisted correlation. To finish, we state a result about asymptotic laws of expanding maps of the unit interval which will be essential for our estimates.

Section 3 begins with three general results about the top Lyapunov exponent of the spectral cocycle. It continues with finer estimates for the twisted Birkhoff sums in the Thue-Morse case (in particular, showing its subexponential behavior) and for constant length substitutions on two letters. We finish this section with upper bounds for the twisted correlations of Thue-Morse. For simplicity and as a motivation, the bounds are proved in the simplest case, but presented in general.

In Section 4 we state the analogous results of last section on the Thue-Morse substitution to an arbitrary bijective substitution on two letters. In particular, we state Theorem 4.7 which contains upper bounds for the twisted correlations. In Section 5 we present the proof of Theorem 1.2 based on the results of Section 4. Finally in the Appendix we present in full generality the proof of the upper bounds for the twisted correlations of bijective substitution on two letters.
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2. Background

2.1. Substitutions. For the basic notions on substitutions see for example [Que10]. Let us start by fixing a positive integer $m \geq 2$ and a finite alphabet $A = \{1, \ldots, m\}$. A substitution on the alphabet $A$ is a map $\zeta : A \rightarrow A^+$, where we use $A^+$ to denote the set of finite (non-empty) words on $A$. By concatenation, it is natural to extend a substitution to $A^+$ to $A^\mathbb{N}$ (one-sided sequences) or $A^\mathbb{Z}$ (two-sided sequences). In particular, the iterates $\zeta^n(a) = \zeta(\zeta^{n-1}(a))$ for $a \in A$, are well defined.

For a word $w \in A^+$ let $|w|$ be its length and let $|w|_a$ be the number of symbols $a$ found in $w$. The substitution matrix associated to a substitution $\zeta$ is the $m \times m$ matrix with integer entries defined by $M_\zeta(a,b) = |\zeta(b)|_a$. A substitution is called primitive if its substitution matrix is primitive (see [Que10], Chapter 5). If there exists $q \in \mathbb{N}, q \geq 2$ such that $|\zeta(a)| = q$ for all $a \in A$, we say that $\zeta$ is a constant-length substitution.

The substitution subshift associated to $\zeta$ is the set $X_\zeta$ of sequences $(x_n)_{n \in \mathbb{Z}} \in A^\mathbb{Z}$ such that for every $i \in \mathbb{Z}$ and $k \in \mathbb{N}$ exist $a \in A$ and $n \in \mathbb{N}$ such that $x_i \ldots x_{i+k}$ is a subword of some $\zeta^n(a)$. Let $w = w_0 \ldots w_k$ be a word in $A^+$ and $l \in \mathbb{Z}$. The cylinder at $l$ associated to $w$ is the set

$$[w]_l = \{(x_n)_{n \in \mathbb{Z}} \in X_\zeta \mid x_l = w_0, \ldots, x_{l+k} = w_k\}.$$ 

When $l = 0$ we will omit the subindex $l$. Abusing notation, let $[w]$ be the elements of $A^+$ that start with $w$, that is, having $w$ as a prefix. In particular, we will consider in the next sections the indicator function of a cylinder $[w] \subset X_\zeta$, which we will denote by $\mathbf{1}_{[w]}$.

A classical result is that the $\mathbb{Z}$-action by the left-shift $T((x_n)_{n \in \mathbb{Z}}) = (x_{n+1})_{n \in \mathbb{Z}}$ on $X_\zeta$ is minimal and uniquely ergodic when $\zeta$ is primitive (see [Que10], Chapter 5). From now on we only consider primitive and aperiodic substitutions, i.e., such that there are no shift-periodic sequences in the subshift.

Finally, let us recall the definition of conjugacy and semi-conjugacy. We say two subshifts $(X,T), (Y,T)$ are topologically conjugate if there is a homeomorphism $\pi : X \rightarrow Y$ such that $\pi \circ T = T \circ \pi$. If $\pi$ is only onto, then we say $X$ and $Y$ are topologically semi-conjugate, or that $Y$ is a factor of $X$.

2.2. Thue-Morse sequence and bijective substitutions. Let

$$\zeta_{TM} : 0 \mapsto 01, 1 \mapsto 10$$

be the Thue-Morse substitution. This substitution has two fixed points, namely, $\mathbf{u} = \zeta_{TM}^\infty(0)$ and $\mathbf{v} = \zeta_{TM}^\infty(1)$. The former one is called the Thue-Morse sequence. Note that $\mathbf{v}$ is equal to $\mathbf{u}$ after changing the symbols $0$’s for $1$’s and $1$’s for $0$’s.
Another characterization of this sequence which we will use along the whole text is the next arithmetic property valid for all integers \( k \geq 0 \):

\[
u_k = s_2(k) \pmod{2},
\]

where \( s_2(k) \) is equal to the sum of digits in the binary expansion of \( k \), i.e., if \( k = k_0 + \cdots + k_{n-1}2^{n-1} \) with \( k_j \in \{0,1\} \), then \( s_2(k) = k_0 + \cdots + k_{n-1} \).

The Thue-Morse substitution is a particular case of bijective substitution.

**Definition 2.1.** A substitution \( \zeta \) of constant length \( q \) is bijective if for all \( j \in \{1, \ldots, q\} \) there exists a permutation \( \pi_j \) of \( \mathcal{A} \) such that for all \( a \in \mathcal{A} \) we have \( \zeta(a)_j = \pi_j(a) \). In particular, for a fixed \( j \in \{1, \ldots, q\} \) all letters \( \zeta(a)_j \), for \( a \in \mathcal{A} \), are different.

As we will see in Section 4, an analogue of the arithmetic property of Thue-Morse is shared by all bijective substitution on two letters (see Corollary 4.5).

**Example 2.2.** Let us consider the alphabets \( \mathcal{A} = \{1, 2, 3, 4, 5\} \) and \( \mathcal{B} = \{0, 1\} \) and the following substitutions:

| \( \zeta_1 \) | \( \zeta_2 \) | \( \zeta_3 \) | \( \zeta_4 \) |
|----------------|----------------|----------------|----------------|
| 1 → 123325     | 2 → 235414     | 0 → 01101011   | 0 → 01010    |
| 2 → 235414     | 3 → 544231     | 1 → 10010100   | 1 → 11100    |
| 3 → 544231     | 4 → 311142     |                |              |
| 4 → 311142     | 5 → 452553     |                |              |
| 5 → 452553     |                |                |              |

The substitutions \( \zeta_1, \zeta_2 \) are of constant length \( (q = 6) \) on \( \mathcal{A} \). The substitution \( \zeta_1 \) is bijective and \( \zeta_2 \) is not bijective, since for \( j = 6 \) we have \( \zeta_2(1)_6 = \zeta_2(5)_6 = 3 \). The substitutions \( \zeta_3, \zeta_4 \) are of constant length \( (q = 8 \text{ and } q = 5 \text{ respectively}) \) on \( \mathcal{B} \). The substitution \( \zeta_3 \) is bijective and \( \zeta_4 \) is not bijective, since for \( j = 2 \) we have \( \zeta_4(0)_2 = \zeta_4(1)_2 = 1 \).

### 2.3. Conjugacy and factor list of a substitution subshift.

Here we recall some results on factors of substitution subshifts. First, we recall the classical result of Curtis-Hedlund-Lyndon on topological factor maps on general subshifts. For a shift space \( X \), let \( \mathcal{L}(X) \) be the set of all possible words appearing in elements of \( X \) of length \( r \geq 0 \).

**Definition 2.3.** A sliding block code \( \pi \) is a map between shift spaces \( X \subseteq \mathcal{A}^\mathbb{Z} \), \( Y \subseteq \mathcal{B}^\mathbb{Z} \) such that there exists an integer \( r \geq 0 \) and a map \( \tilde{\pi} : \mathcal{L}_{2r+1}(X) \to Y \) such that the image \( (y_n)_{n \in \mathbb{Z}} \in Y \) by \( \pi \) of \( (x_n)_{n \in \mathbb{Z}} \in X \) is given by the rule

\[
y_n = \tilde{\pi}(x_{n-r} \ldots x_n \ldots x_{n+r}) \quad \text{for all } n \in \mathbb{Z}.
\]

**Theorem 2.4** (see [LM95], Theorem 6.2.9). A function \( \pi : X \to Y \) is a sliding block code if and only if it is continuous and commutes with the shift map \( T \).

For substitution subshifts we have the next two general results.

**Theorem 2.5** ([Dur00]). Subshift topological factors of substitution systems are topologically conjugate to substitution subshifts.

**Theorem 2.6** ([DHS99]). There exist finitely many subshift topological factors of a substitution subshift up to topological conjugacy.
Deciding when two substitution systems are topologically conjugate or semiconjugate (one is a factor of the other) is a problem recently solved (the conjugacy problem follows from the second one by coalescence of substitution subshifts).

**Theorem 2.7** ([DL22]). For two uniformly recurrent substitution subshifts \((X, T)\) and \((Y, T)\), it is decidable whether they are semiconjugate. Moreover, if \((Y, T)\) is aperiodic, then there exists a computable constant \(r\) such that for any factor \(\pi: X \to Y\) there exist \(k \in \mathbb{Z}\) and a factor \(\pi': X \to Y\) of radius less than \(r\), such that \(\pi = T^k \circ \pi'\).

It is tempting to think we may list all factors from a given substitution system, but the radius \(r\) in the last result depends strongly on the factor system. On the other hand, in the constant length case, this is partially solved: it is possible to give the list of all factors of constant length (see [CDK17, DL22]). Examples of conjugate substitution systems to the Thue-Morse subshift which are not constant length are given in [Dek14].

**Theorem 2.8** ([Dek14]). There exist infinitely many non-constant length, primitive, injective substitutions with Perron-Frobenius eigenvalue equal to 2, conjugate to the Thue-Morse substitution.

**Example 2.9.** Consider the substitutions \(\zeta_1\) and \(\zeta_2\) defined below. Both are conjugate to the Thue-Morse substitution. The substitution \(\zeta_3\) (period doubling) defines a non-trivial topological factor.

\[
\zeta_1: 0 \mapsto 01, 1 \mapsto 20, 2 \mapsto 10,
\]

\[
\zeta_2: 0 \mapsto 012, 1 \mapsto 02, 2 \mapsto 01,
\]

\[
\zeta_3: 0 \mapsto 01, 1 \mapsto 00.
\]

2.4. **Solutions of** \(s_2(k + a) - s_2(k) = d\). Here we briefly recall some results from [EP17]. Consider the equation \(s_2(k + a) - s_2(k) = d\), for \(a \in \mathbb{N}\) and \(d \in \mathbb{Z}\). Let \(S_{a,d}\) be its solution set. Note that if \(d > \lceil \log_2(a) \rceil\), then \(S_{a,d} = \emptyset\). Also, \(d < -n\) implies \(S_{a,d} \cap \{0, \ldots, 2^n - 1\} = \emptyset\). These will be trivial cases of the next lemma.

To change between words and numbers represented by digits consider the next notation: \(k_2\) denotes the word associated to the digits of \(k\) in base 2, i.e., if \(k = k_0 + \cdots + k_{n-1}2^{n-1}\), then \(k_2 = k_0 \cdots k_{n-1} \in \{0,1\}^*\). Similarly, for a word \(w = w_0 \ldots w_{n-1} \in \{0,1\}^*\), let \(w^2\) be the number \(w_0 + \cdots + w_{n-1}2^{n-1}\).

**Lemma 2.10** (see [EP17], Lemma 2.1.1). There exists a finite set of words \(\mathcal{P}_{a,d} = \{p_a^d(1), \ldots, p_a^d(s)\} \subset \{0,1\}^*\), such that

\[
k \in S_{a,d} \iff k_2 \in \bigcup_{i=1}^{s} [p_a^d(i)],
\]

Let \(||\mathcal{P}_{a,d}||\) be the length of the longest word of \(\mathcal{P}_{a,d}\). We will keep using \(\mathcal{P}_{a,d}\) to denote the set made from elements from the old \(\mathcal{P}_{a,d}\) after adding all possible suffixes in \(\{0,1\}\) to all words which are not of maximal length \(||\mathcal{P}_{a,d}||\), making all the words of the new set of length \(||\mathcal{P}_{a,d}||\).

**Lemma 2.11.** For all \(a \in \mathbb{N}\) and \(d \in \mathbb{Z}\), the set \(\mathcal{P}_{a,d}\) (if it is non-empty) satisfies:

- \(#\mathcal{P}_{a,d} \leq 8a^3\).
- \(||\mathcal{P}_{a,d}|| = 2\lceil \log_2(a) \rceil + |d|\).
Proof. Both claims come direct from the proof of Lemma 2.10 and we generalize the proof to strongly \( q \)-additive functions in Lemma 6.1 (see also the proof of Corollary 6.2). Here we sketch the proof to use the explicit constants later in the particular case of the Thue-Morse substitution. For the second point, since \( a \) has at most \( \lceil \log_2(a) \rceil \) digits in base 2, the longest word of \( P_{a,d} \) has a prefix of length at most \( \lceil \log_2(a) \rceil \) followed by a suffix from some \( P_{1,d'} \), and \( |d'| \leq \lfloor \log_2(a) \rfloor + |d| \). In summary, \( ||P_{a,d}|| \leq 2 \lfloor \log_2(a) \rfloor + |d| \).

By our assumption, all words from \( P_{a,d} \) have the same length, i.e., we can take \( ||P_{a,d}|| = 2 \lfloor \log_2(a) \rfloor + |d| \). Finally, each suffix added is of length at most \( 2 \lfloor \log_2(a) \rfloor \) and \( a \) has at most \( \lceil \log_2(a) \rceil \) digits in base 2, which defines \( 2^{\lceil \log_2(a) \rceil} \) possible prefixes for the words in \( P_{a,d} \). In summary, we have \( \#P_{a,d} \leq 2^{\lceil \log_2(a) \rceil}2^{\lfloor \log_2(a) \rfloor} \leq 8a^3 \). □

2.5. Mixing coefficients and bounded law of iterated logarithm. A major technical tool needed to obtain the bounds of subsections 3.2 and 3.3 is a bounded law of iterated logarithm law for uniformly expanding systems, in the case of unbounded observables. Although the proof of this result does not play a role for our work, we comment on the context for completeness.

Following \([\text{DCM12}]\), the result comes from the study of some mixing coefficients, definition we recall next. For an integrable random variable \( X \) of a probability space \((\Omega, \mathcal{C}, \mathbb{P})\), set \( X(0) = X - \mathbb{E}(X) \). For a real random vector \((X_1, \ldots, X_k)\) and a \( \sigma \)-algebra \( \mathcal{F} \subset \mathcal{C} \), define

\[
\phi(\mathcal{F}, X_1, \ldots, X_k) = \sup_{(x_1, \ldots, x_k) \in \mathbb{R}^k} \frac{\left\| \mathbb{E} \left( \prod_{j=1}^{k} (\mathbb{1}_{\{X_j \leq x_j\}})^{(0)} \right) \right\|_{\infty}}{\left\| \mathbb{E} \left( \prod_{j=1}^{k} (\mathbb{1}_{\{X_j \leq x_j\}})^{(0)} \right) \right\|_{\infty}}.
\]

Let \( R \) be a bijective bimeasurable map of \( \Omega \). For a process \( X = (X_j)_{j \geq 0} \) such that \( X_i = R^i \circ X_0 \) and \( X_0 \) is measurable with respect to a \( \sigma \)-algebra \( \mathcal{F} \) that satisfies \( \mathcal{F} \subset R^{-1} \mathcal{F} \), define

\[
\phi_k(X)(n) = \max_{1 \leq i \leq k} \sup_{n \leq t_i < \cdots < t_1} \phi(\mathcal{F}, X_1, \ldots, X_k).
\]

The main importance of these coefficients is that a suitable control on them implies a bounded law of iterated logarithm for the Birkhoff sums of uniformly expanding maps of the interval (being one of its inverse branches the transformation \( R \)) and observables \( f \) in the closure of the family of functions \( \text{Mon}_2(M, \nu) \) (below we denote this closure by \( \text{Mon}_2^2(M, \nu) \)), where \( \text{Mon}_2(M, \nu) \) \((M > 0, \nu \text{ a measure on the unit interval})\) is the set of functions \( g : [0, 1] \rightarrow \mathbb{R} \) such that \( \nu(|g|^2) \leq M^2 \) (square-integrable with respect to the measure \( \nu \)) and \( g \) is a finite sum of functions which are monotonic in some interval and zero elsewhere.

**Theorem 2.12 (DCM12).** Let \( S \) be a uniformly expanding map of the unit interval with an absolutely continuous invariant measure \( \nu \). Then, for any \( M > 0 \) and \( f \in \text{Mon}_2^2(M, \nu) \), there exists a nonnegative constant \( A \) such that

\[
\sum_{n=1}^{\infty} \frac{1}{n} \nu \left( \max_{1 \leq k \leq n} \left| \sum_{i=0}^{k-1} (f \circ S^i - \nu(f)) \right| \geq A \sqrt{n \log \log(n)} \right) < \infty.
\]
This convergence implies a bounded law of iterated logarithm: for \( \nu \)-almost every \( \omega \),
\[
\limsup_{n \to \infty} \frac{1}{\sqrt{n \log \log(n)}} \left| \sum_{i=0}^{n-1} (f \circ S^i(\omega) - \nu(f)) \right| \leq A.
\]

2.6. Spectral cocycle and top Lyapunov exponents. As usual, we use the notation \( e(x) := e^{2\pi i x} \). Following [BS20], let \( \zeta \) be a substitution over \( \mathcal{A} = \{1, \ldots, m\} \) and let \( \zeta(a) = w_1 \ldots w_{k_a} \).

**Definition 2.13.** The spectral cocycle is the cocycle over \( T^m = (\mathbb{R}/\mathbb{Z})^m \) with \((a, b) \in \mathcal{A}^2 \) entry given by
\[
\mathcal{C}_\zeta(\xi, n) = \mathcal{C}_\zeta((M^T)^{n-1} \xi, 1) \ldots \mathcal{C}_\zeta(\xi, 1).
\]

The original definition actually uses a minus sign in the exponentials, but it is just a convention and it will not affect the calculations. Since we will only consider the spectrum of the substitution with the \( \mathbb{Z} \)-action, we will restrict this cocycle to the diagonal, i.e, for \( \xi = \omega \mathbf{1} \), with \( \omega \in [0, 1) \). In the case of constant length substitutions (of length \( q \)), the base dynamics is the \( q \)-times map \( \omega \mapsto q \omega \) (mod 1) over \( T \).

**Example 2.14.** Let \( \zeta_{TM} : 0 \mapsto 01, 1 \mapsto 10 \) be the Thue-Morse substitution. Then, for \((\xi_0, \xi_1)^T = \omega \mathbf{1} \),
\[
\mathcal{C}_{\zeta_{TM}}(\omega \mathbf{1}, 1) = \begin{pmatrix} 1 & e(\omega) \\ e(\omega) & 1 \end{pmatrix},
\]
\[
\mathcal{C}_{\zeta_{TM}}(\omega \mathbf{1}, n) = \begin{pmatrix} 1 & e(2^{n-1} \omega) \\ e(2^{n-1} \omega) & 1 \end{pmatrix} \ldots \begin{pmatrix} 1 & e(\omega) \\ e(\omega) & 1 \end{pmatrix}.
\]

The pointwise top Lyapunov exponent of the spectral cocycle \( \mathcal{C}_\zeta \), is defined for \( \omega \in [0, 1) \) as
\[
\chi^+_\zeta(\omega) = \limsup_{n \to \infty} \frac{1}{n} \log ||\mathcal{C}_\zeta(\omega \mathbf{1}, n)||.
\]

By the Furstenberg-Kesten theorem, this is in fact a limit for almost every \( \omega \). In the case of a constant length substitution, since the \( q \)-times map \( x \mapsto qx \) (mod 1) \((q \in \mathbb{N}, q \geq 2) \) is an ergodic transformation for the Lebesgue measure (denoted by \( \text{Leb} \)), the Furstenberg-Kesten theorem implies that \( \chi^+_\zeta(\omega) \) is almost everywhere constant, value we will denote by \( \chi^+_\zeta \). A reference for general theory on cocycles is [Via14].

2.7. Results on binary constant length substitutions. We recall some results proved in [BCM20] concerning constant length substitutions on two letters. The main result gives an expression of the top Lyapunov exponent as the logarithmic Mahler measure of certain polynomial.

**Theorem 2.15** ([BCM20], Theorem 1.1). Let \( \zeta \) be a substitution of length \( q \) on two letters. Then
\[
\chi^+_\zeta = m(P).
\]

for some polynomial \( P \in \mathbb{Z}[X] \) with integer coefficients and degree \( q - 1 \), where \( m(P) \) denotes the logarithmic Mahler measure of \( P \).
In fact, in [BCM20] they also prove that the other Lyapunov exponent vanishes, but we will not use this fact. A crucial observation to prove this result is the next

**Lemma 2.16** ([BCM20], Remark 4.3). Let $\zeta$ be a substitution of length $q$ on two letters, $v = (1, -1)^T$ and $P$ the polynomial of Theorem 2.15. Then

$$C_\zeta(\omega^1, n)v = \prod_{k=0}^{n-1} P(e(q^k \omega))v$$

and

$$\chi_\zeta^+ = \lim_{n \to \infty} \frac{1}{n} \log \|C_\zeta(\omega^1, n)v\|.$$  

Let us mention that the polynomial $P$ is explicit and depends only on the bijective columns of the substitution, that is, on elements $j \in \{1, \ldots, q\}$ such that $\zeta(0)_j \neq \zeta(1)_j$.

### 2.8. Twisted Birkhoff sums and twisted correlations.

In this subsection we define a special kind sum appearing in the calculations of the top Lyapunov exponents for factors of Thue-Morse, but whose study might be interesting by itself. First, we recall the notion of twisted Birkhoff sum:

**Definition 2.17.** Let $(X, \mu, T)$ be a measure-preserving system, $f$ a measurable function and $\omega \in [0, 1)$. The **twisted Birkhoff sum** $S_f^N(\omega, x)$ (at time $N$, of parameter $\omega$) of $f$ at a point $x \in X$ is defined by

$$S_f^N(\omega, x) = \sum_{k=0}^{N-1} f(T^k x)e(k \omega).$$

This type of sum (or integral in the continuous case) is of major importance in several recent works like [MM20, Tre20, BS21, AFS23] since uniform (on $x \in X$) upper bounds allow one to obtain lower bounds for the dimension of spectral measures of the dynamical systems involved: substitutions, interval exchange transformations, suspensions over $S$-adic systems (including translation surfaces) and higher dimensional tilings.

A generalization of this kind of sum is the next concept. For more generalizations of multiple ergodic sums see for example [Eis13] and references therein.

**Definition 2.18.** Let $(X, \mu, T)$ be a dynamical system, $f$ a measurable function. Let $a_1 < \cdots < a_t$ positive integers and $\omega \in [0, 1)$. The (accumulated) **twisted correlation** $C_f^N(a_1, \ldots, a_t, \omega, x)$ (at time $N$, of parameters $a_1, \ldots, a_t$ and $\omega$) of $f$ at a point $x \in X$ is defined by

$$C_f^N(a_1, \ldots, a_t, \omega, x) = \sum_{k=0}^{N-1} f(T^k x)f(T^{k+a_1} x)\cdots f(T^{k+a_1} x)e(k \omega).$$

We will study this concept in the case of subshifts arising from bijective substitutions on two letters, and for the indicator functions $1_{[0]}$, $1_{[1]}$. It turns out that better algebraic properties emerge if we consider the function $1_{[0]} - 1_{[1]}$, and the twisted correlation of the former functions may be bounded from above using a finite combination of twisted correlations of the latter function. For this last function we denote its twisted correlations by $C_{X}^+(a_1, \ldots, a_t, \omega, x)$. For example, if
we consider \( u \) the Thue-Morse sequence (note that we are only interested in the nonnegative coordinates), the twisted correlation will be of the form

\[
C_N^+(a_1, \ldots, a_t, \omega, u) = \sum_{k=0}^{N-1} (-1)^{s_2(k)+s_2(k+a_1)+\ldots+s_2(k+a_t)} e(k\omega).
\]

Of course, for the other fixed point of the Thue-Morse substitution denoted by \( v \), we have the next simple relation for the twisted correlation (recall that \( v \) is just \( u \) after swapping 0’s and 1’s):

\[
C_N^+(a_1, \ldots, a_t, \omega, u) = (-1)^{t+1} C_N^+(a_1, \ldots, a_t, \omega, v).
\]

Where do these sums come up? They appear naturally when studying the twisted Birkhoff sums of (topological) subshift factors of a substitution (on two letters) subshift: by Theorem 2.4 every factor \( \pi \) comes from a map \( \hat{\pi} : \mathcal{L}_{2r+1} \to \mathcal{B} \), for some \( r \geq 0 \). By Theorem 2.5 factors of substitution systems are conjugate to substitution subshifts. Let \( a, b \in \mathcal{B}, \sigma \) the factor substitution and \( w \) any element of \( X_\sigma \) starting with \( \sigma^n(a) \). If \( x \in \pi^{-1}(\{w\}) \), we have the next relation for \( f = \mathbb{1}_{[0]} \):

\[
S_{\sigma^n(a)}^f(\omega, w) = \sum_{w: \hat{\pi}(w) = a} \sum_{k=0}^{|\sigma^n(a)|-1} \mathbb{1}_{[w_0, \ldots, w_r]}(T^k x) e(k\omega)
\]

\[
= \sum_{w: \hat{\pi}(w) = a} \sum_{k=0}^{|\sigma^n(a)|-1} \mathbb{1}_{[w_0, \ldots, w_r]}(T^{k-r} x) \ldots \mathbb{1}_{[w_1]}(T^{k+r} x) e(k\omega)
\]

Note in the last equality there are some terms depending on negative coordinates, but the number of terms is bounded (in fact computable according to Theorem 2.7) as \( n \) goes to infinity, so it will not interfere with determining asymptotic bounds. Using the simple relation between the indicator functions, we obtain the twisted Birkhoff sum of the factor as a sum of different twisted correlation in the Thue-Morse subshift. The details are explained in Section 6.

Remark 2.19. The case \( \omega = 0 \), i.e., of correlations of higher order, has been recently studied in [BC23].

3. Results

3.1. Top Lyapunov exponent of a general substitution. A simple observation leads to a basic fact about the top Lyapunov exponent of an arbitrary substitution. Here and in the proof of Proposition 3.1, we use the following simple fact: consider \( f(x) = \log(|2 \cos(\pi x)|) \), \( g(x) = \log(|2 \sin(\pi x)|) \). It is an exercise to check that \( f, g \in L^1([0, 1], \text{Leb}) \) and both have mean equal to zero.

Proposition 3.1. Let \( \zeta \) be an arbitrary substitution on \( \mathcal{A} \). Then, \( \chi_\zeta^+(\omega) \geq 0 \) for Lebesgue almost every \( \omega \in [0, 1) \).

Proof. Note that for the line of the matrix \( \mathcal{C}(\omega, n) \) indexed by \( a \in \mathcal{A} \), all complex exponentials \( 1, \ldots, e((|\zeta^n(a)| - 1)\omega) \) appear as a summand in some entry of this line. From this fact we deduce rapidly,

\[
||\mathcal{C}(\omega, n)||_\infty \geq \sum_{b \in \mathcal{A}} |\mathcal{C}(\omega, n)(a, b)|
\]
We know indeed, note that the vector argument is the next one: call \( f(x) = \log([2 \cos(\pi x)]) \). We will conclude the proof by means of the next Borel-Cantelli based argument: let \( \varepsilon > 0 \) and \( \Theta_n(\varepsilon) = \Theta_n = \{ \omega \in [0, 1] | f(G(\{C^n(\phi)\}) \geq n \varepsilon \}$. Since the Lebesque measure is invariant for all \( q \)-times maps,

\[
\text{Leb}(\Theta_n) = \text{Leb}(\{ \omega \in [0, 1] | f(G(\{C^n(\phi)\}) \geq n \varepsilon \})
\]

\[
= \text{Leb}(\{ \omega \in [0, 1] | |f(\omega)| \geq n \varepsilon \})
\]

\[
= \sum_{k \geq n} \text{Leb}\left( \left\{ \omega \in [0, 1] | k \leq \frac{|f(\omega)|}{\varepsilon} < k + 1 \right\} \right).
\]

Then,

\[
\sum_{n \geq 1} \text{Leb}(\Theta_n) = \sum_{n \geq 1} \sum_{k \geq n} \text{Leb}\left( \left\{ \omega \in [0, 1] | k \leq \frac{|f(\omega)|}{\varepsilon} < k + 1 \right\} \right)
\]

\[
= \sum_{k \geq 1} k \text{Leb}\left( \left\{ \omega \in [0, 1] | k \leq \frac{|f(\omega)|}{\varepsilon} < k + 1 \right\} \right)
\]

\[
\leq \int_0^1 \frac{|f(x)|}{\varepsilon} \, dx < +\infty.
\]

From Borel-Cantelli lemma we deduce that for any \( \varepsilon > 0 \), \( \text{Leb}(\lim \inf_n \Theta_n(\varepsilon)) = 1 \). Considering \( \Theta = \bigcap_i \lim \inf_n \Theta_n(1/i) \) we have \( \text{Leb}(\Theta) = 1 \) and for any \( \omega \in \Theta \), \( \lim_{n} f(G(\{C^n(\phi)\})) = 0 \).

**Remark 3.2.** A similar result is proved in Theorem 3.34 of [BGM19], but for almost every parameter in the line generated by the Perron-Frobenius eigenvector instead of the vector \( \tilde{\omega} \) as in our case. It is worth mentioning also that the top Lyapunov exponent of the general cocyle as defined in Definition 2.13 is nonnegative if we assume the substitution matrix has no eigenvalues that are roots of unity, as shown in Corollary 2.8 of [BS22].

To finish this section we prove a result regarding the rest of the Lyapunov spectrum of a constant length substitution.

**Proposition 3.3.** Let \( \zeta \) be a substitution of constant length \( q \) on an alphabet \( A \) of cardinality \( d \). Then there exists a Lyapunov exponent \( \lambda_j(\omega) = 0 \) almost surely.

**Proof.** Indeed, note that the vector \( \tilde{\omega} \in \mathbb{R}^d \) is a rigth eigenvector of \( \mathcal{C}(\omega \tilde{\omega}, n) \) with eigenvalue

\[
\prod_{j=0}^{n-1} 1 + e(q^j \omega) + \cdots + e(q^{(d-1)}j \omega) = \prod_{j=0}^{n-1} P_d(e(q^j \omega)).
\]

We know \( m(P_d) = 0 \), since it is the product of cyclotomic polynomials. Therefore, if \( \tilde{\omega} \in W_j \) for some \( j \in 1, \ldots, d \) in the filtration, by the Birkhoff ergodic theorem

\[
\lim_{n \to \infty} \frac{1}{n} \log||\mathcal{C}(\omega \tilde{\omega}, n)\tilde{\omega}|| = \lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \log(|P_d(q^j \omega)|) = m(P_d) = 0,
\]
for Lebesgue almost every $\omega$. That is, the Lyapunov exponent $\chi_j(\omega) = 0$ almost surely.

\[ \square \]

3.2. The Thue-Morse top Lyapunov exponent. The fact that the top Lyapunov exponent for Thue-Morse is equal to zero is not a new result, in fact the result is really explicit for all constant length substitutions on two letters: see [BCM20]. As hinted in the introduction, this is related to the growth of the Thue-Morse polynomials. In this subsection we will recall the proof of this fact and then prove an explicit subexponential upper bound for the Thue-Morse polynomials.

Let $v = (1, -1)^T$ and note that $v$ is an eigenvector for all matrices appearing in the cocycle:

\[
\mathcal{C}_{\mathrm{TM}}(\omega \mathbf{1}, n)v = \left( \begin{array}{cc}
\frac{1}{e(2^{n-1}\omega)} & e(2^{n-1}\omega) \\
e(\omega) & 1
\end{array} \right) \cdots \left( \begin{array}{cc}
\frac{1}{e(\omega)} & e(\omega) \\
e(\omega) & 1
\end{array} \right) v
\]

\[ = \prod_{j=0}^{n-1} \left( 1 - e(\omega 2^j) \right) v. \]

As pointed out in [BCM20], it is enough to study this direction to calculate the top Lyapunov exponent. Set $f(\omega) = 2 \sin(\pi \omega) (= |1 - e(\omega)|)$. Since $S : [0, 1) \rightarrow [0, 1)$ defined by $Sx = 2x \mod 1$ is ergodic for the Lebesgue measure, we have that for almost every $\omega$,

\[
\frac{1}{n} \log ||\mathcal{C}_{\mathrm{TM}}(\omega \mathbf{1}, n)|| = \frac{1}{n} \log \prod_{j=0}^{n-1} f(S^j \omega) + \frac{1}{n} \log(||v||)
\]

\[ = \frac{1}{n} \sum_{j=0}^{n-1} \log(f(S^j \omega)) + \frac{1}{n} \log(||v||)
\]

\[ \rightarrow \int_0^1 \log(f(x))dx = 0. \]

In fact, we can show a finer estimate for the growth of the product $p_n(\omega) := \prod_{j=0}^n 2 \sin(\pi \{2^j \omega\})$.

**Proposition 3.4.** There exists a positive constant $B$ such that for almost all $\omega$, there is a positive integer $n_0(\omega)$ such that for all $n \geq n_0(\omega)$,

\[
\max(p_n(\omega), p_n^{-1}(\omega)) \leq e^{B \sqrt{n \log \log(n)}},
\]

where $p_n(\omega) = \prod_{j=0}^n 2 \sin(\pi \{2^j \omega\})$.

**Proof.** Fix $\varepsilon > 0$. Consider the function of the unit interval $f(x) = \log(2 \sin(\pi x))$. One can check that $\text{Leb}(f) = 0$ and $\text{Leb}(|f|^2) \leq 2^2$. Set $f_1, f_2$ as

\[
f_1(x) = 2 \log(2 \sin(\pi x)) \text{ if } x \in (0, 1/2] \text{ and } f_1(x) = 0 \text{ otherwise},
\]

\[
f_2(x) = 2 \log(2 \sin(\pi x)) \text{ if } x \in [1/2, 1) \text{ and } f_2(x) = 0 \text{ otherwise}.
\]

Then, $f = \frac{1}{2} f_1 + \frac{1}{2} f_2$ and $f \in \text{Mon}_2(2, \text{Leb})$. We may apply Theorem 2.12 to the doubling map $S$ and the function $f$: we get for almost every $\omega$ there exists
\[ n_0(\omega) \geq 1 \text{ such that for every } n \geq n_0(\omega), \]
\[ \left| \sum_{j=0}^{n} f \circ S_j^i(\omega) \right| \leq (A + \varepsilon) \sqrt{n \log \log(n)}. \]

To obtain the desired inequality we take exponential both sides, by noticing that
\[ e^{|x|} = e^{\max(x, -x)} = \max(e^x, e^{-x}). \]

3.3. Top Lyapunov exponent for a binary constant length substitution.

We generalize the calculations made in the last subsection in this more general setting: we will show an explicit subexponential deviation from the expected exponential growth for the spectral cocycle.

**Theorem 3.5.** Let \( \zeta \) be a substitution of length \( q \) on two letters and \( I = \chi^+ \). There exists a positive constant \( B \) such that for almost all \( \omega \) there exists a positive integer \( n_0(\omega) \) such that for all \( n \geq n_0(\omega) \),
\[ e^{-B \sqrt{n \log \log(n)}} \leq \frac{\|C_\zeta(\omega, n)\|}{e^{nI}} \leq e^{B \sqrt{n \log \log(n)}}. \]

**Proof.** Let \( P \) the integer polynomial appearing in Lemma 2.16 (which can be deduced directly from \( \zeta \) as explained in [BCM20]) and \( v = (1, -1)^T \). The real function \( f : \omega \mapsto \log(|P(e(\omega))|) \) is defined everywhere in \([0, 1]\) except maybe at \( q \) points, since the trigonometric polynomial \( P(e(\omega)) \) has degree \( q - 1 \).

The reader may check that \( f \in L^1([0, 1], \text{Leb}) \), \( \text{Leb}(f) = m(P) = I \) (by Theorem 2.13) and \( f \in L^2([0, 1], \text{Leb}) \), i.e., there exists \( M > 0 \) such that \( \text{Leb}(f^2) < M^2 \). We may decompose \( f \) into a finite sum of increasing and decreasing functions (as in the case of the Thue-Morse substitution in last section) taking into account the zeros and critical points of \( P(e(\omega)) \). In summary, \( f \in \text{Mon}_2(M, \text{Leb}) \) and by Theorem 2.12 there exists \( B > 0 \) such that for Lebesgue almost every \( \omega \in [0, 1) \) there exists \( n_0(\omega) \geq 1 \) such that for every \( n \geq n_0(\omega) \),
\[ \left| \log(|C_\zeta(\omega, n)|) - nm(P) \right| \leq B \sqrt{n \log \log(n)}, \]

i.e.,
\[ e^{-B \sqrt{n \log \log(n)}} \leq \frac{\|C_\zeta(\omega, n)\|}{e^{nI}} \leq e^{B \sqrt{n \log \log(n)}}, \]

where \( I = \chi^+ = m(P) \). \( \square \)

3.4. Upper bounds for twisted correlations: the Thue-Morse case.

In this subsection we look for upper bounds for the twisted correlations \( C_{2n}(a_1, \ldots, a_r, \omega) \) for the Thue-Morse subshift. A remark on notation: given \( F : \mathbb{N} \rightarrow \mathbb{C}, G : \mathbb{N} \rightarrow \mathbb{R}^+ \) and some parameters \( a, b > 0 \), we write
\[ F = O_{a,b}(G) \]
if there exists \( C = C(a, b) > 0 \) depending only on \( a, b \) such that for all \( n \geq 0 \) we have
\[ |F(n)| \leq CG(n). \]

The main result of this section is the next one.
Theorem 3.6. Let $C_{2n}^\pm (a_1, \ldots, a_t, \omega, u)$ be the twisted correlation defined in Definition 2.18 for $F = 1_{[0]} - 1_{[1]}$ and $u$ the Thue-Morse sequence. Then

- if $t$ is even, there exists $B > 0$ independent of $\omega$ and $t$ such that for almost every $\omega$,
  $$C_{2n}^\pm (a_1, \ldots, a_t, \omega, u) = O_{\omega, t} \left( n^t e^{B \sqrt{n \log \log (n)}} \right).$$

- if $t$ is odd, for every $\varepsilon > 0$ and almost every $\omega$,
  $$C_{2n}^\pm (a_1, \ldots, a_t, \omega, u) = O_{\omega, t} \left( n^{t+\varepsilon} \right).$$

For simplicity we will only prove the case $t = 1$ here. For the general case, see the Appendix.

Equivalently, we will prove the upper bound for $\tilde{C}_{2n}(a, \omega, u) := \sum_{k=0}^{2^n-1} [1 + (-1)^{s_2(k+a) + s_2(k)}] e(k\omega)$, since the geometric sum is bounded by a constant depending on $\omega$, so it can be included in the $O_{\omega, t}$ sign. Let us recall that if $d > \lfloor \log_2(a) \rfloor$, then $\mathcal{S}_{a,d} = \emptyset$; and $d < -n$ implies $\mathcal{S}_{a,d} \cap \{0, \ldots, 2^n-1\} = \emptyset$. Recall also that for a word $w = w_0 \ldots w_{n-1} \in \{0,1\}^n$, $\pi w$ is the integer $w_0 + \cdots + w_{n-1} 2^{n-1}$. Finally, note that we can change $s_2(k+a) + s_2(k)$ for $s_2(k+a) - s_2(k)$ because it is in the exponent of $-1$.

$$\tilde{C}_{2n}(a, \omega, u) = \sum_{k=0}^{2^n-1} [1 + (-1)^{s_2(k+a) - s_2(k)}] e(k\omega)$$

$$= 2 \sum_{d=-\lfloor \log_2(a) \rfloor}^{\lfloor n/2 \rfloor} \sum_{k \in \mathcal{S}_{a,-2d}} e(k\omega)$$

$$= 2 \sum_{d=-\lfloor \log_2(a) \rfloor}^{\lfloor n/2 \rfloor} \sum_{\substack{k \in \mathcal{S}_{a,-2d} \cap \{0, \ldots, 2^n-1\}}} e(k\omega)$$

$$= 2 \sum_{d=-\lfloor \log_2(a) \rfloor}^{\lfloor n/2 \rfloor} \sum_{\substack{k \in \mathcal{S}_{a,-2d} \cap \{0, \ldots, 2^n-1\}}} e \left( \frac{2^n}{|P_{a,-2d(i)}|} k + \frac{2^n}{|P_{a,-2d(i)}|} \omega \right)$$

$$= 2 \sum_{d=-\lfloor \log_2(a) \rfloor}^{\lfloor n/2 \rfloor} \sum_{\substack{k \in \mathcal{S}_{a,-2d} \cap \{0, \ldots, 2^n-1\}}} e \left( \frac{2^n}{|P_{a,-2d(i)}|} \omega \right)$$

By the first claim of Lemma 2.11

$$|\tilde{C}_{2n}(a, \omega, u)| \leq 8a^3 \sum_{d=-\lfloor \log_2(a) \rfloor}^{\lfloor n/2 \rfloor} \frac{1}{|\sin \left( \frac{\pi}{2^n} |P_{a,-2d(i)}| + 1 - \omega \right)|^{1/2}}$$

$$\leq 4\pi a^3 \sum_{d=-\lfloor \log_2(a) \rfloor}^{\lfloor n/2 \rfloor} \frac{1}{|2^n |P_{a,-2d(i)}| + 1 - \omega |^{1/2}}$$
By the second claim of the same lemma,
\[ |\tilde{C}_{2n}(a, \omega, u)| \leq 4\pi a^3 \sum_{d=-\lceil \log_2(a) \rceil}^{\lceil \log_2(a) \rceil + 2d + 1} \left( 2^{\lceil \log_2(a) \rceil + 2d} \right)^{-1}. \]

Now we recall a well-known consequence of Borel-Cantelli lemma.

**Lemma 3.7** (see [BHL17], Lemma 6.2.6). Let \( \varepsilon > 0 \) and \( q > 1 \). For almost every \( x \in \mathbb{R} \) there exists \( d_0(x) \in \mathbb{N} \) such that
\[ \|q^n x\|_{\mathbb{R}/\mathbb{Z}} \geq \frac{1}{n^{1+\varepsilon}}, \]
holds for every \( n \geq d_0(x) \).

Then,
\[ |\tilde{C}_{2n}(a, \omega, u)| = O_{a, \omega} \left( \sum_{d=d_0(\omega)}^{\lfloor n/2 \rfloor} (2^{\lceil \log_2(a) \rceil} + 2d + 1)^{1+\varepsilon} \right) \]
\[ = O_{a, \omega}(n^{2+\varepsilon}). \]

This finishes the proof for the case \( t = 1 \). We have already seen the case \( t = 0 \), which is the case of twisted Birkhoff sums in last section.

To finish this section, we will pass to uniform bounds for the twisted correlations for all points of the subshift. We relay on the classic prefix-suffix decomposition:

**Proposition 3.8** ([DT89], Lemma 1.6). Let \( \zeta \) be a primitive substitution with Perron-Frobenius eigenvalue \( \theta \). For any \( x \in X_\zeta \), and \( N \geq 1 \) there exists \( n \geq 1 \) such that
\[ x_{[0, N-1]} = s_0 \zeta(s_1) \ldots \zeta^n(s_n) \zeta^n(p_n) \ldots \zeta(p_1)p_0, \]
where \( p_i, s_i \) are respectively proper prefixes and suffixes (possibly empty) of words of \( \{ \zeta(a) | a \in A \} \) and \( p_n, s_n \) not both equal to the empty word. Moreover, there exists \( C > 0 \) such that \( |\log(N) - n \log(\theta)| \leq C \).

**Corollary 3.9.** Let \( C_N^{\pm}(a_1, \ldots, a_t, \omega, x) \) be the twisted correlation over \( x \in X_{\zeta^T_M} \). Then

- if \( t \) is even, there exists \( B > 0 \) independent of \( \omega \) and \( t \) such that for almost every \( \omega \),
  \[ C_N^{\pm}(a_1, \ldots, a_t, \omega, x) = O_{a_t, \omega} \left( \log(N)^{t+1} e^B \sqrt{\log(N) \log \log \log(N)} \right). \]
- if \( t \) is odd, for every \( \varepsilon > 0 \) and almost every \( \omega \),
  \[ C_N^{\pm}(a_1, \ldots, a_t, \omega, x) = O_{a_t, \omega} \left( \log(N)^{t+2+\varepsilon} \right). \]

**Proof.** Following the decomposition from Proposition 3.8, the bound follows simply from triangle inequality:
\[ |C_N^{\pm}(a_1, \ldots, a_t, \omega, x)| \]
\[ \leq \sum_{j=0}^{n} \delta_{p_j, 0} |C_{[\zeta_j^T_M(p_j)]}^{\pm}(a_1, \ldots, a_t, \omega, u)| + \delta_{p_j, 1} |C_{[\zeta_j^T_M(p_j)]}^{\pm}(a_1, \ldots, a_t, \omega, v)| \]
\[ + \sum_{j=0}^{n} \delta_{s_j,0} |C^+_{\xi_M(s_j)}(a_1, \ldots, a_t, \omega, u)| + \delta_{s_j,1} |C^+_M(s_j)(a_1, \ldots, a_t, \omega, v)| \]

\[ = \begin{cases} \sum_{j=0}^{n} O_{a_t, \omega} \left(j^i e^B \sqrt{j \log \log(j)} \right) & \text{if } t \text{ is even,} \\ \sum_{j=0}^{n} O_{a_t, \omega} \left(j^{t+1+i} \right) & \text{if } t \text{ is odd.} \end{cases} \]

\[ \leq \begin{cases} (n+1) O_{a_t, \omega} \left(n^i e^B \sqrt{n \log \log(n)} \right) & \text{if } t \text{ is even,} \\ (n+1) O_{a_t, \omega} \left(n^{t+1+i} \right) & \text{if } t \text{ is odd.} \end{cases} \]

By using the second claim of Proposition 3.8 we finish the proof of the corollary. \[ \square \]

4. Bijective substitutions on two letters

In this section we generalize results from Section 3 to general bijective substitutions on two letters. For the rest of the section let \( q \) be an integer greater or equal to two.

4.1. Top Lyapunov exponent. First let us see an arithmetic property for a general bijective substitution on two letters.

**Definition 4.1.** We say a function \( h : \mathbb{N} \rightarrow \mathbb{Z} \) is strongly \( q \)-additive if for all \( n \geq 0 \) and \( j = 0, \ldots, q - 1 \)

\[ h(qn + j) = h(n) + h(j). \]

**Remark 4.2.** Note that a strongly \( q \)-additive function is completely determined by the values \( h(1), \ldots, h(q-1) \) (and \( h(0) \) is necessarily equal to 0). For more properties on (strongly) \( q \)-additive functions, see for example [DG10].

**Example 4.3.** The sum-of-digits function \( s_2 \) is a strongly 2-additive function.

From now on consider consider \( \zeta \) a bijective substitution of length \( q \) on \( A = \{0, 1\} \). We suppose \( \zeta(0) \) start with 0, since otherwise we can work with \( \zeta^2 \) which is a bijective substitution of length \( q^2 \) on \( A \) and necessarily satisfies the latter condition. It will have associated the same subshift (and so, the same subshift factors) and the fact that

\[ \frac{\chi^+_{\zeta}}{\log(q)} = \frac{\chi^+_{\zeta^k}}{\log(q^k)} \text{ for all } k \geq 1, \]

justify this assumption to prove Theorem 1.2. Consider \( u = (u_n)_{n \geq 0} = \zeta^\infty(0) \).

**Lemma 4.4.** For \( \zeta \) as above, the function \( F = 1_{[0]} - 1_{[1]} \) defined on \( X_\zeta \) satisfy

\[ F(T^{qn+j}u) = F(T^n u)F(T^j u) \]

(i.e., \( F \) is strongly \( q \)-multiplicative, see [DG10]).

**Proof.** Since \( u = \zeta(u) \) we have that for all \( n \geq 0 \) and \( 0 \leq j < q, u_{qn+j} = \zeta(u_n)_j \). Let \( H(n) = F(T^n u) \), then

\[ H(qn + j) = \begin{cases} 1 & \text{if } u_{qn+j} = 0 \\ -1 & \text{if } u_{qn+j} = 1 \end{cases} = \begin{cases} 1 & \text{if } \zeta(u_n)_j = 0 \\ -1 & \text{if } \zeta(u_n)_j = 1 \end{cases} \]

and

\[ H(j) = \begin{cases} 1 & \text{if } u_j = 0 \\ -1 & \text{if } u_j = 1 \end{cases} = \begin{cases} 1 & \text{if } \zeta(0)_j = 0 \\ -1 & \text{if } \zeta(0)_j = 1 \end{cases}. \]
If \( u_n = 0 \), then \( H(n) = 1 \) and

\[
H(qn + j) = \begin{cases} 
1 & \text{if } \zeta(0)_j = 0 \\
-1 & \text{if } \zeta(0)_j = 1
\end{cases} = H(j) = H(n)H(j).
\]

If \( u_n = 1 \), then \( H(n) = -1 \) and

\[
H(qn + j) = \begin{cases} 
1 & \text{if } \zeta(1)_j = 0 \\
-1 & \text{if } \zeta(1)_j = 1
\end{cases} = -H(j) = H(n)H(j),
\]

where we used the bijectivity of the substitution in the second equality. \( \square \)

**Corollary 4.5.** There is a strongly \( q \)-additive function \( h : \mathbb{N} \to \mathbb{Z} \) such that

\[
F(T^n u) = (-1)^{h(n)}
\]

**Proof.** It is clear we can define a function \( \hat{h} : \mathbb{N} \to \mathbb{Z}/2\mathbb{Z} \) that satisfy the strong \( q \)-additive property. To pass to a strongly \( q \)-additive function \( h : \mathbb{N} \to \mathbb{Z} \) such that for all \( n \geq 1 \) we have \( h(n) \equiv \hat{h}(n) \pmod{2} \), we just have to make any choice of elements in \( \{0, \ldots, 2(q-1)\} \) such that \( h(j) \equiv \hat{h}(j) \pmod{2} \) for \( j = 1, \ldots, q-1 \) and define the rest the terms \( h(n) \) by induction. \( \square \)

4.2. **Twisted correlations.** As before, we will consider the twisted correlations over a fixed point of the substitution and for the function \( F = 1_{[0]} - 1_{[1]} \). By Corollary 4.5, consider \( h : \mathbb{N} \to \mathbb{Z} \) a strongly \( q \)-additive function such that

\[
F(T^n u) = (-1)^{h(n)}.
\]

Therefore we will study the sum

\[
C^\pm_{q^n}(a_1, \ldots, a_t, \omega, u) = \sum_{k=0}^{q^n-1} (-1)^{h(k)+h(k+a_1)+\cdots+h(k+a_t)}e(k\omega).
\]

As in the case of Thue-Morse, we have the next result for the growth of twisted correlations: let \( I = \chi^+_\zeta \) be the top Lyapunov exponent of the spectral cocycle.

**Theorem 4.6.** Let \( C^\pm_{q^n}(a_1, \ldots, a_t, \omega, u) \) be the twisted correlation defined in Definition 2.18 for \( F = 1_{[0]} - 1_{[1]} \). Then,

- if \( t \) is even, there exists \( B > 0 \) independent of \( \omega \) and \( t \) such that for almost every \( \omega \),

\[
C^\pm_{q^n}(a_1, \ldots, a_t, \omega, u) = O_{a_t, \omega} \left( n^t e^{nB\sqrt{n\log \log(n)}} \right).
\]

- if \( t \) is odd, for every \( \varepsilon > 0 \) and almost every \( \omega \),

\[
C^\pm_{q^n}(a_1, \ldots, a_t, \omega, u) = O_{a_t, \omega}(n^t+1+\varepsilon).
\]

We will prove this result in the Appendix. Of course, we may generalize to an arbitrary point of the subshift \( X_\zeta \) using the prefix-suffix decomposition.

**Corollary 4.7.** Let \( C^\pm_N(a_1, \ldots, a_t, \omega, x) \) be the twisted correlation over \( x \in X_\zeta \). Then

- if \( t \) is even, there exists \( B > 0 \) independent of \( \omega \) and \( t \) such that for almost every \( \omega \),

\[
C^\pm_N(a_1, \ldots, a_t, \omega, x) = O_{a_t, \omega} \left( N^t/\log(q) \log(N)^{t+1}e^{B\sqrt{\log(N)\log\log\log(N)}} \right).
\]
• if \( t \) is odd, for every \( \varepsilon > 0 \) and almost every \( \omega \),
\[
C_N^\pm(a_1, \ldots, a_t, \omega, x) = O_{a_1, \omega}(\log(N)^{t+2+\varepsilon}).
\]

Proof. The proof is the same of Corollary 3.9 \( \square \)

5. Top Lyapunov Exponents of Factors

In this section we will prove Theorem 1.2. The proof relies on the bounds for the twisted correlations found in subsection 3.4 we will see that the twisted Birkhoff sums of the factor subshift, correspond to linear combinations of twisted correlations on the factorized system.

The sketch of the proof has already been shown in the background section, but here is written down explicitly and rigorously. Let \((X_\sigma, T)\) be an aperiodic topological factor of \((X_\zeta, T)\) arising from the aperiodic substitution \(\sigma\), where \(\zeta\) is a bijective substitution on the alphabet \(A\) of constant length \(q \geq 2\). By Theorem 2.7, the factor map \(\pi : X_\zeta \rightarrow X_\sigma\) is defined by a map \(\hat{\pi}\) of radius \(r\), where \(r\) is a computable constant depending on \(X_\sigma\). Let \(I = \chi^\pm_\zeta\) be the top Lyapunov exponent of the spectral cocycle for \(\zeta\), being almost everywhere constant since \(\zeta\) is of constant length. Consider a point \(w\) such that at position zero it has the block \(\sigma^n(a)\), for a letter \(a \in A\). Choose any \(x \in \pi^{-1}(\{w\})\). Then, setting \(f = \mathbb{1}_{\{0\}}\), we have
\[
|\mathcal{C}_x(\omega, n)(a, b)| = |S^f_{|\sigma^n(a)}(\omega, w)|
\]
\[
\leq \sum_{w: \hat{\pi}(w) = b} \sum_{k = 0}^{(|\sigma^n(a)| - 1)} \sum_{r = 0}^{(T^k - r x) \ldots (T^k + r x) e(k \omega)} \mathbb{1}_{[w - r]}(T^k - r x) \ldots \mathbb{1}_{[w + r]}(T^k + r x) e(k \omega) + \Delta_r.
\]

In the last sum, there are terms depending on negative coordinates of \(x\), but at most on the first \(r\) negative coordinates, which we leave apart in the term \(\Delta_r\) since they make no difference in the asymptotic as \(n\) goes to infinity.

Consider the next simple relations for \(F(x) = \mathbb{1}_{\{0\}}(x) - \mathbb{1}_{\{1\}}(x)\):
\[
\mathbb{1}_{\{0\}}(x) = \frac{1}{2} [1 + F(x)],
\]
\[
\mathbb{1}_{\{1\}}(x) = \frac{1}{2} [1 - F(x)].
\]
By definition \(C_N^\pm(a_1, \ldots, a_t, \omega, x) = C_N^F(a_1, \ldots, a_t, \omega, x)\). In the last inequality above we replace each factor \(\mathbb{1}_{\{0\}}(x), \mathbb{1}_{\{1\}}(x)\) by \(\frac{1}{2} [1 + F(x)], \frac{1}{2} [1 - F(x)]\) respectively, and develop the product, yielding a sum of twisted correlations with parameters \(a_t\) belonging to non-empty subsets of \(\{0, \ldots, 2r\}\), of the function \(F\) (note the obvious abuse of notation for the parameters in the twisted correlations below and the addition of one of these terms into \(\Delta_r\)):
\[
|\mathcal{C}_\sigma(\omega, n)(a, b)| \leq \sum_{w: \hat{\pi}(w) = b} \sum_{S \subseteq \{0, \ldots, 2r\}} C_{|\sigma^n(a)| - (r + 1)}(S, \omega, x) + \Delta_{r, b}.
\]
We may estimate each twisted correlation using Corollary \[4.7\]. We claim that for any \(\varepsilon > 0\) there exists a constant \(C_{b,r,\omega} > 0\) depending on \(b, r, \omega\) such that
\[
|\mathcal{C}_\sigma(\omega, n)(a, b)| \leq C_{b,r,\omega} |\sigma^n(a)|^{I/\log(q)+\varepsilon}
\]
\[
\leq C_{b,r,\omega} (||M^T\sigma||_\infty)^{I/\log(q)+\varepsilon}
\]
The second inequality is obvious by definition of the substitution matrix and the norm \(||\cdot||_\infty\). For the first one, note that by Corollary \[4.7\] we have that for \(N = |\sigma^n(a)| - (r+1)\)
\[
|C_N^T(\mathcal{S}_\omega, x)| = O_{\eta_1,\omega} \left(N^{I/\log(q)} \log(N)^{2r+2} e^{B\sqrt{\log(N)\log\log\log(N)}} \right),
\]
since the bound in Corollary \[4.7\] in the odd case dominates the one of the even case. Since for any \(\varepsilon > 0\) we have, \(\log(N)^{2r+2} = O_\varepsilon(N^\varepsilon)\) and \(e^{B\sqrt{\log(N)\log\log\log(N)}} = O(N^\varepsilon)\) (for our purposes, \(B\) is a universal constant). Then
\[
N^{I/\log(q)} \log(N)^{2r+2} e^{B\sqrt{\log(N)\log\log\log(N)}} = O_\varepsilon(N^{I/\log(q)+\varepsilon})
\]
\[
= O_\varepsilon \left(|\sigma^n(a)|^{I/\log(q)+\varepsilon}\right),
\]
which proves the claim.

This implies
\[
\chi_\sigma^+(\omega) = \limsup_{n \to \infty} \frac{1}{n} \log(|\mathcal{C}_\sigma(\omega, n)(a, b)|)
\]
\[
\leq (I/\log(q) + \varepsilon) \log \left(\limsup_{n \to \infty} ||M^T\sigma||_\infty^{1/n}\right)
\]
\[
= \log \left(\rho(M^T\sigma)\right) (I/\log(q) + \varepsilon),
\]
i.e.,
\[
\frac{\chi_\sigma^+(\omega)}{\log(\rho(M^T\sigma))} \leq \frac{I}{\log(q)} + \varepsilon
\]
(note that \(M^T\sigma\) has the same spectral radius as \(M\sigma\) since they have the same eigenvalues). Since \(\varepsilon > 0\) is arbitrary, we obtain the conclusion of Theorem \[1.2\].

6. Appendix

6.1. Preliminary lemmata. Let \(h : \mathbb{N} \to \mathbb{Z}\) be a strongly \(q\)-additive function. As in the case of \(s_2\), we consider for \(a \in \mathbb{N}\) and \(d \in \mathbb{Z}\) the set \(\mathcal{S}_{a,d}\) of positive integer solutions \(n\) to the equation
\[
h(n+a) - h(n) = d.
\]
We have the same structure for the solutions as shown by the next lemma. The proof is the same as in Lemma 2.1.1 in [EP17]. We recall the notation introduced in subsection \[2.4\] let \(k\) be a nonnegative integer. Let \(k_q\) be the word associated to the digits of \(k\) in base \(q\), i.e., if \(k = k_0 + \cdots + k_{n-1}q^{n-1}\) then, \(k_q = k_0 \cdots k_{n-1} \in \{0, 1, \ldots, q-1\}^\ast\). Similarly, for a word \(w = w_0 \cdots w_{n-1} \in \{0, 1, \ldots, q-1\}^\ast\), let \(\overline{w_q}\) be the number \(w_0 + \cdots + w_{n-1}q^{n-1}\).
Lemma 6.1. There exists a (possibly empty) finite set of words
\[ \mathcal{P}_{a,d} = \{ p_d^a(1), \ldots, p_d^a(s) \} \subset \{0, 1, \ldots, q - 1\}^* \]
such that
\[ k \in \mathcal{S}_{a,d} \iff k_i \in \bigcup_{i=1}^{s} [p_d^a(i)], \]

Proof. Let us proceed by induction on \( a \): if \( a = 1 \) and \( k \in \mathcal{S}_{1,d} \) we have two cases:

• \( k = ql + r \) for some \( l \geq 0 \) and \( 0 \leq r < q - 1 \). Then \( h(k+1) = h(l) + h(r+1) \)
and since \( h(k) = h(l) + h(r) \), the equation is equivalent to
\[ h(r+1) - h(r) = d. \]

There is only a finite number of prefixes (least significant digits), in fact of
length 1, that satisfy this equation.

• \( k = lq^p + r \) for some \( p \geq 1 \) and \( 0 \leq r < q - 1 \). Then, \( h(k+1) = h(l) + h(r+1) \)
and since \( h(k) = h(l) + h(r) + ph(q-1) \),
the equation is equivalent to
\[ h(r+1) - h(r) - ph(q-1) = d \]

In particular, \( p \) is bounded for fixed \( d \) and again there is only a finite number
of prefixes that satisfy this equation.

Suppose this is true for \( a \geq 1 \) and let \( m \) be an integer between \( a + 1 \) and \( qa \). Let
\( k \equiv j \pmod{q} \), then
\[ h(k) = h\left(\frac{k-j}{q}\right) + h(j). \]
Note that \( a + 1 \leq m + j = ql + r \leq qa + j \), and so \( l \leq a \). Then
\[ h(k+m) = h\left(\frac{k-j}{q} + l\right) + h(r). \]
That is, \( k = ql' + j \) and \( k' \in \mathcal{S}_{l+d+h(j)-h(r)}. \)

An analog of Lemma 2.11 holds in this broader case. We will keep using \( \mathcal{P}_{a,d} \) to
denote the set of words in \( \mathcal{P}_{a,d} \) (if it is non-empty) after adding suffixes in such a
way the length of every word is of equal length to the longest one.

Lemma 6.2. For all \( a \in \mathbb{N} \) and \( d \in \mathbb{Z} \), there exist positive constants \( C_a \) and \( D_a \) such that the set
\( \mathcal{P}_{a,d} \) satisfies
\[ \# \mathcal{P}_{a,d} \leq C_a. \]
\[ ||\mathcal{P}_{a,d}|| = D_a + |d|. \]

Proof. For the first claim, note that in the proof of Lemma 6.1 if \( a = 1 \) there is a
fixed number of prefixes (or least significant digits) for the solutions of the equations
(considering them as words). For \( m \geq 1 \) between \( a + 1 \) and \( qa \), we reduce the
problem by dividing \( m \) by \( q \). Repeating this procedure at most the length of \( \frac{a}{q} \)
times, we obtain a finite number of prefixes and the number of them only depends
on \( a \), that is, we bound \#\( \mathcal{P}_{a,d} \) by a positive constant \( C_a \).

For the second claim, note that in the proof of Lemma 6.1 if \( a = 1 \) the length of
the prefixes of the solutions is bounded by some fixed constant plus the absolute
value of \( d \). For an integer \( m \geq 1 \) between \( a + 1 \) and \( qa \), we divide again by \( q \)
to reduce the problem, and we obtain that the length of the possible prefixes is bounded by a constant depending on \(a\) plus \(|d|\).

Finally, to obtain the equality of the second claim, we simply complete the words of \(P_{a,d}\) with all possible suffixes, to make all words of the same length. Since the possible suffixes only depends on \(a\), we may simply redefine \(C_a\) in such a way that the cardinal \(P_{a,d}\) is bounded by this constant.

Both Lemma 6.1 and Lemma 6.2 have a multiple versions.

**Corollary 6.3.** Let \(1 \leq a_1 < \ldots < a_t\) be positive integers and \(d_1, \ldots, d_t \in \mathbb{Z}\). Then

\[
k \in \bigcap_j S_{a_j,d_j} \iff \mathbf{k}_i \in \bigcup_i \left[p_{a_1,\ldots,a_t}^{d_1,\ldots,d_t}(i)\right],
\]

for some words \(p_{a_1,\ldots,a_t}^{d_1,\ldots,d_t}(i) \in \bigcap_j P_{a_j,d_j} =: P_{a_1,\ldots,a_t}^{d_1,\ldots,d_t}\), where \(i = 1, \ldots, \#P_{a_1,\ldots,a_t}^{d_1,\ldots,d_t}\) if this set is non-empty.

**Corollary 6.4.** By completing shorter words of \(P_{a_1,\ldots,a_t}^{d_1,\ldots,d_t}\) (if this set is non-empty) there exist positive constants \(\mathcal{C}_{a_t}, \mathcal{D}_{a_t}\), such that

- \(\#P_{a_1,\ldots,a_t}^{d_1,\ldots,d_t} \leq \mathcal{C}_{a_t}\),
- \(\|P_{a_1,\ldots,a_t}^{d_1,\ldots,d_t}\| = \mathcal{D}_{a_t} + |d_j|\), for some \(1 \leq j^* \leq t\).

Both corollaries can be checked rapidly since all of these words correspond to elements of some \(P_{a_j,d_j}\) which has the longest words among all these sets, or it is empty for the choice of \(a_1, \ldots, a_t, d_1, \ldots, d_t\).

### 6.2. Upper bounds for twisted correlations

Let us begin with the case when \(t\) is odd. First note that the equation \(h(k + a) - h(k) = d\) may have solutions in \(\{0, \ldots, q^n - 1\}\) only if \(d \in \{-2qn, \ldots, h(a)\}\). For every \(j = 1, \ldots, t\), consider \(D_j = \{-2qn, \ldots, h(a_j)\}\) and the decomposition \(D_j = D_j^+ \cup D_j^e\) in even and odd elements respectively.

Since the geometric series of the exponentials is bounded by a constant depending on \(\omega\), we consider equivalently \(\widetilde{C}_{q^n}(a_1, \ldots, a_t, \omega, \mathbf{u}) = C_{q^n}(a_1, \ldots, a_t, \omega, \mathbf{u}) + \sum_{k=0}^{q^n-1} e(k\omega)\). Note also that since \(t\) is odd, we can change the exponent of \(-1\) from \(h(k) + h(k + a_1) + \cdots + h(k + a_t)\) to

\[
h(k + a_1) - h(k) + h(k + a_2) - h(k) \cdots + h(k + a_t) - h(k).
\]

Using these facts we have

\[
\widetilde{C}_{q^n}(a_1, \ldots, a_t, \omega, \mathbf{u}) = \sum_{k=0}^{q^n-1} \left(1 + (-1)^{h(k) + h(k + a_1) + \cdots + h(k + a_t)}\right) e(k\omega)
\]

\[
= \sum_{k=0}^{q^n-1} \left(1 + \prod_{j=1}^{t} (-1)^{h(k + a_j) - h(k)}\right) e(k\omega)
\]

\[
= 2 \sum_{d_j \in D_j^e} \sum_{k \in \bigcap_j S_{a_j,d_j}} \sum_{c_1 + \cdots + c_t \equiv 0 \mod 2} e(k\omega),
\]

where

\[
d_j \in D_j^e, c_1 + \cdots + c_t \equiv 0 \mod 2, 0 \leq k \leq q^n - 1.
\]
The first sum in the last equality sums over all elements of each $D_{i}^{q}, \ldots, D_{t}^{q}$, for all combinations of variables $c_{1}, \ldots, c_{t} \in \{0, 1\}$ satisfying $c_{1} + \cdots + c_{t} \equiv 2 \ 0$.

Applying Corollary 6.3 and via simple calculations involving geometric series, we obtain

$$\tilde{C}_{q^{n}}(a_{1}, \ldots, a_{t}, \omega, u) = 2 \sum_{d_{j} \in D_{j}^{q}} \sum_{c_{1} + \cdots + c_{t} = 0} e(k \omega).$$

$$= 2 \sum_{d_{j} \in D_{j}^{q}} \sum_{c_{1} + \cdots + c_{t} = 0} e \left( \left( q^{n} \omega \right) - 1 \right) \sum_{d_{j} \in D_{j}^{q}} \sum_{c_{1} + \cdots + c_{t} = 0} e \left( q^{n} \omega \right).$$

$$= 2 (e(q^{n} \omega) - 1) \sum_{d_{j} \in D_{j}^{q}} \sum_{c_{1} + \cdots + c_{t} = 0} e \left( q^{n} \omega \right).$$

Taking the absolute value and by Corollary 6.3

$$|\tilde{C}_{q^{n}}(a_{1}, \ldots, a_{t}, \omega, u)| \leq 2 \sum_{d_{j} \in D_{j}^{q}} \sum_{c_{1} + \cdots + c_{t} = 0} \frac{1}{|\sin (\pi q^{n} \omega) + 1 \omega|}.$$
Since \( \sum_{q=0}^{n-1} (-1)^{h(k)} e(k \omega) = O_{\omega} \left( \frac{e^{nT + B \sqrt{n \log \log(n)}}}{n} \right) \) almost surely by Theorem A.6 and we want a weaker estimate, it is enough to prove the required upper bound for \( \tilde{C}_{q^n}(a_1, \ldots, a_t, \omega, \mathbf{u}) \). Note also that since \( t \) is even, we can change the exponent of \(-1\) from \( h(k+2) + \cdots + h(k+a_t) \) to \( h(k+a_1) + \cdots + h(k+a_t) \) to justify the third equality below (and also that \((-1)^{h(k)} = e(h(k)/2)).

\[
\begin{align*}
\tilde{C}_{q^n}(a_1, \ldots, a_t, \omega, \mathbf{u}) & = \sum_{k=0}^{q^n-1} \left( (-1)^{h(k)} + (-1)^{h(k)+h(k+a_1) + \cdots + h(k+a_t)} \right) e(k \omega) \\
& = \sum_{k=0}^{q^n-1} (-1)^{h(k)} \left( 1 + (-1)^{h(k+a_1)+\cdots+h(k+a_t)} \right) e(k \omega) \\
& = \sum_{k=0}^{q^n-1} (1 + \prod_{j=1}^{t} (-1)^{h(k+a_j)+h(k-a_j)}) e \left( \frac{h(k)}{2} + k \omega \right) \\
& = 2 \sum_{d_j \in D_{d_j}^j} \sum_{k \in \cap_j S_{a_j,d_j} \cap \cap_i |S_{a_i,d_i}| \leq q^n-1} \sum_{0 \leq k \leq q^n} e \left( \frac{h(k)}{2} + k \omega \right) \\
& = 2 \sum_{d_j \in D_{d_j}^j} \sum_{c_1 + \cdots + c_t \equiv 0} \sum_{k=0}^{q^n-||\mathbf{p}_{d_1,\ldots,d_t}||_{\omega} - 1} e \left( \frac{h(k)}{2} + k \omega \right) \mathfrak{A}_k,
\end{align*}
\]

where

\[
\mathfrak{A}_k = e \left( \frac{h(q ||\mathbf{p}_{d_1,\ldots,d_t}||_{\omega} + \mathbf{p}_{a_1,\ldots,a_t}(i))}{2} + \left( q ||\mathbf{p}_{d_1,\ldots,d_t}||_{\omega} \right) \mathbf{p}_{a_1,\ldots,a_t}(i) \right) \omega
\]

Let us factorize the terms independent of \( k \) in the exponentials \( \mathfrak{A}_k \), and continue from the last line.

\[
\tilde{C}_{q^n}(a_1, \ldots, a_t, \omega, \mathbf{u}) = 2 \sum_{d_j \in D_{d_j}^j} \sum_{c_1 + \cdots + c_t \equiv 0} e \left( \frac{h(q ||\mathbf{p}_{d_1,\ldots,d_t}||_{\omega} + \mathbf{p}_{a_1,\ldots,a_t}(i))}{2} + \left( q ||\mathbf{p}_{d_1,\ldots,d_t}||_{\omega} \right) \mathbf{p}_{a_1,\ldots,a_t}(i) \right) \omega \\
= 2 \sum_{d_j \in D_{d_j}^j} \sum_{c_1 + \cdots + c_t \equiv 0} e \left( \frac{h(q ||\mathbf{p}_{d_1,\ldots,d_t}||_{\omega})}{2} + k \left( q ||\mathbf{p}_{d_1,\ldots,d_t}||_{\omega} \right) \mathbf{p}_{a_1,\ldots,a_t}(i) \right) \omega \\
\]

By Theorem 3.5 there exists a universal $B > 0$ (we use Lemma 2.16 in the last equality). Taking the absolute value, this is, for all $n$
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