Hybrid Models Incorporating Bivariate Statistics and Machine Learning Methods for Flash Flood Susceptibility Assessment Based on Remote Sensing Datasets
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Abstract: Flash floods are considered to be one of the most destructive natural hazards, and they are difficult to accurately model and predict. In this study, three hybrid models were proposed, evaluated, and used for flood susceptibility prediction in the Dadu River Basin. These three hybrid models integrate a bivariate statistical method of the fuzzy membership value (FMV) and three machine learning methods of support vector machine (SVM), classification and regression trees (CART), and convolutional neural network (CNN). Firstly, a geospatial database was prepared comprising nine flood conditioning factors, 485 flood locations, and 485 non-flood locations. Then, the database was used to train and test the three hybrid models. Subsequently, the receiver operating characteristic (ROC) curve, seed cell area index (SCAI), and classification accuracy were used to evaluate the performances of the models. The results reveal the following: (1) The ROC curve highlights the fact that the CNN-FMV hybrid model had the best fitting and prediction performance, and the area under the curve (AUC) values of the success rate and the prediction rate were 0.935 and 0.912, respectively. (2) Based on the results of the three model performance evaluation methods, all three hybrid models had better prediction capabilities than their respective single machine learning models. Compared with their single machine learning models, the AUC values of the SVM-FMV, CART-FMV, and CNN-FMV were 0.032, 0.005, and 0.055 higher; their SCAI values were 0.05, 0.03, and 0.02 lower; and their classification accuracies were 4.48%, 1.38%, and 5.86% higher, respectively. (3) Based on the results of the flood susceptibility indices, between 13.21% and 22.03% of the study area was characterized by high and very high flood susceptibilities. The three hybrid models proposed in this study, especially CNN-FMV, have a high potential for application in flood susceptibility assessment in specific areas in future studies.
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1. Introduction

Flash floods arise from interactions between the hydrological and the atmospheric systems. They are characterized by a runoff peak developing over a period of minutes to hours during or after heavy rainfall, and they generally occur in the river basins smaller than 200 km² [1]. They are considered to be one of the most devastating and frequent natural disasters worldwide [2]. Over the last few decades, the number of such disasters...
and the amount of damage generated have significantly increased due to the global climatic change [3]. For example, ~4.63 million km$^2$ of China is susceptible to flash floods, which have threatened 560 million people [4]. In Europe, 40% of flood-related casualties between 1950 and 2006 were caused by flash floods [5], and the percentage in southern Europe has exceeded 80% [6]. Therefore, it is an indispensable task to study flood susceptibility (defined as the probability of flooding) in order to develop preventive measures and reduce the impacts of flash floods. The accurate identification of flood-prone areas plays a crucial role in this task [7]. Thus, flood susceptibility maps with high precisions are widely considered into the flood risk management as a non-structure measure [8].

In recent years, several types of methods have been mainly applied in flood susceptibility mapping, including multi-criteria decision analysis (MCDA) methods based on knowledge-driven, physically-based simulation methods and statistical methods and machine learning methods driven by historical data. The MCDA methods (i.e., the analytical hierarchy process and analytical network process) are considered to be simple but subjective [9]. The physically based simulation methods (i.e., the MIKE 11 [10] and FLO-2D) can describe the details of the flash flood, but they require a sea of input data and substantial computational resources [11]. In contrast to the MCDA and physically based simulation methods, the latest techniques, i.e., statistical methods and machine learning methods, overcome the shortcomings of the MDCA and physical simulation methods and are able to quickly and accurately predict the susceptibility to flooding. Therefore, they have been widely used in many recent studies [12–15]. The main statistical methods used in flood susceptibility mapping include the frequency ratio [15], weights of evidence [16], index of entropy [17], and statistical index [18]. However, due to the complex mechanism of flood occurrence, the accuracies of these statistical methods are not very high [19]. In this context, machine learning methods have been introduced in order to improve the accuracy of flood susceptibility predictions because these methods can solve nonlinear problems better [20]. In recent years, many machine learning algorithms have been successfully applied in the assessment of the susceptibility to natural disasters, such as support vector machine (SVM) [21], random forest algorithm [22], classification and regression trees (CART) [23], boosted regression trees [24], and artificial neural networks [25]. These methods are modeled based on the rule of treating past flood points as dependent variables and flood conditioning factors as explanatory variables. In addition, past flood data can be used to evaluate the performance of these models, which is one of the advantages of these methods.

Although machine learning methods have significantly improved the accuracy of flood susceptibility predictions compared to statistical methods, no single method or technique is considered to be the best in all areas. One of the reasons for this phenomenon is that a single method has some shortcomings, which limit the performance of the flood susceptibility prediction [17]. It is difficult to ensure that the input data for the flood susceptibility prediction most appropriately represent the flooding in the single method, which may cause the model to miss the best fit function or the true distribution of the sample set [17]. However, a hybrid model is considered to be an effective technique for solving this problem. Therefore, integrating the statistical and machine learning methods to create hybrid models has become a popular trend in recent researches. In this regard, Costache et al. used one bivariate statistical method (Statistical Index) and its novel ensemble with the following machine learning models: Logistic Regression, Classification and Regression Trees, Multilayer Perceptron, Random Forest, and Support Vector Machine and Decision Tree CART to predict the flash flood susceptibility in Bâscă Chiojdului River Basin. From their results, it can be found that the proposed Multilayer Perceptron–Statistical Index (MLP-SI) ensemble has the highest efficiency [18]. Wang et al. integrated two independent models of frequency ratio and index of entropy with multilayer perceptron and classification and regression tree models to evaluate the flood susceptibility of Poyang County, in China [17]. Tehrany et al. integrated the weights-of-evidence and four kernel types of SVM in flood susceptibility mapping in Terengganu, and found that the WoE-RBF-
SVM showed the best performance [26]. In addition, there are a lot of studies that have made contributions in this regard [27,28]. The common conclusion of the above studies of hybrid models is that these hybrid models have improved flood susceptibility prediction capabilities. Therefore, new hybrid models need to be investigated further.

In this context, based on nine flash flood conditioning factors, three hybrid models were proposed in this study to predict the flood susceptibility in Dadu River basin by integrating a bivariate statistic method (FMV) and three machine learning methods (SVM, CART, and CNN). The aims of this study are as follows: (1) proposing and validating the three hybrid models to enrich the methods for predicting flood susceptibility and (2) predicting and assessing the flood susceptibility of the Dadu River Basin for mitigating the negative effects of the flash flood disasters in the study area.

2. Materials

2.1. Study Area

The present study is focused on the Dadu River Basin (28°24′–33°65′N, 99°62′–103°77′E), which is situated on the eastern margin of the Tibetan Plateau and to the west of the Sichuan Basin (Figure 1). The Dadu River, as a tributary of the Min River and a sub-tributary of the Yangtze River, has a full length of 1062 km, an elevation drop of 4175 m, and a catchment area of 90,016 km². The study area is highly undulatory, with altitudes ranging from 337 to 7304 m. The precipitation in the Dadu River Basin increases from north to south and reaches 116 mm/day in the south. Eighty percent of the precipitation in the study area occurs from May to October [29]. Despite the high degree of afforestation (78%), the high precipitation, high slopes, and dense ditches frequently lead to severe flash flood events [30,31].

![Figure 1](https://www.sohu.com/a/413756156_583574 (accessed on 18 November 2021)).

Figure 1. The study area of Dadu river basin: (a) digital elevation model (DEM), and inventory map in Dadu river basin; (b) the location of Dadu river basin in China; and (c) flooded area in the city of Ya’an. Note: panel (c) is cited from https://www.sohu.com/a/413756156_583574 (accessed on 18 November 2021).

2.2. Data

2.2.1. Flash Flood Inventory Map

The inventory of the areas previously affected by flash floods is the basic information for predicting areas where flash floods could occur in future [27]. In particular, for machine
learning and statistical models, the accuracy of the historical flash flood locations significantly affects the prediction results. In this study, the flash flood inventory maps were obtained from the National Flash Flood Investigation and Evaluation Project (NFFIEP), which was launched by the Ministry of Water Resources of China and the Ministry of Finance of China in 2013 [4]. In this project, the flood disaster areas were determined by data collection and analysis and field surveys which were assumed as points for collection [4]. Thus, the central location of the historical flash flood ditch is used to indicate the location where the flash flood occurred. However, because of the age of many flash flood events, it is difficult to determine their boundaries and height today. Meanwhile, this project recorded the longitude, latitude, time, casualties, and economic losses of historical flash flood events from 1949 to 2015. More importantly, the reliability and attributes of these flash floods were strictly inspected by the experts and scholars of the China Institute of Water Resources and Hydropower [32]. Since the establishment of this database, it has successfully served a large number of studies [4,33,34].

There was a total of 485 flash floods in the Dadu River Basin (Figure 1). In addition to the flooded points, we randomly selected an equal number of non-flooded points in the study area. When applying them in the machine learning and statistical models, a value of 1 was assigned to the flooded points (i.e., the positive samples), and a value of 0 was assigned to the non-flooded points (i.e., the negative samples). Finally, 70% of the positive and negative samples were combined as the training sample (340 flood points and 340 non-flood points) and the remaining 30% were used as the validation sample (145 flood points and 145 non-flood points). In order to select the best model in the training process, the above training sample was again divided into 80% and 20% used to be the sub-training sample (272 flood points and 272 non-flood points) and testing sample (68 flood points and 68 non-flood points), respectively. Thus, a total of 272 flood and 272 non-flood points were used to train the models, 68 flood points and 68 non-flood points were used to test the models, and 145 flood points and 145 non-flood points were used to validate the models.

2.2.2. Flash Flood Conditioning Factors

Based on the formation mechanism of the flash floods, we considered nine factors from two perspectives (triggering factors and disaster-pregnant environment) based on previous studies [35–37]. These flash flood conditioning factors include the altitude, slope, slope aspect, topographic wetness index (TWI), maximum three-day precipitation (M3DP), land cover, soil texture, normalized difference vegetation index (NDVI), and distance to the river (DR). Each of these factors were converted into a gridded database with a spatial resolution of 1 km × 1 km in ArcGIS. The primary sources of the factors are presented in Table 1. Furthermore, short descriptions of the factors that influence the flash flood occurrence are provided below.

Altitude (Figure 2a) is an important factor affecting flood occurrence. In general, areas with lower altitudes experience higher river discharge and a greater likelihood of flooding [38]. The altitude of the study area increases from southeast to northwest, ranging from 337 to 7304 m. In this study, the altitude was represented by a digital elevation model (DEM) obtained from the Geospatial Data Cloud site, Computer Network Information Center, Chinese Academy of Sciences (GDC). The spatial resolution of DEM has been converted into 1 km × 1 km by Resample tool in ArcGIS. Slope (Figure 2b) is considered to be one of the factors with the most influence on flash flood genesis [27]. Due to the nature of water flowing downhill, the slope can directly affect the vertical percolation and surface runoff [39]. Generally, floods occur more frequently in areas with low slopes. The slopes in the study area are highly variable, even reaching 52.6° in some places. The slope factor used in this study was calculated using the DEM. Slope aspect (Figure 2c) is defined as the direction of the maximum slope of the terrain surface [40], which was also obtained from the DEM in this study. It is generally accepted that the slope aspect affects flooding in an indirect way, that is, by controlling various geographic and environmental factors, i.e., vegetation, soils, and rainfall [41]. In this study, the
Slope aspect map was divided into 10 categories ranging from flat to north zones. The TWI (Figure 2d) is a significant factor in flood susceptibility mapping, which reflects the geotechnical wetness [42]. As a signal for water accumulation in a river basin, the TWI values are positively correlated with the likelihood of flooding. In this study, the TWI was also calculated from the DEM, and the detailed calculation formula was presented by Ali et al. [43]. The M3DP (Figure 2e), a representative factor for rainfall, is a triggering factor for flooding. It has been shown to have a non-negligible influence on the occurrence of floods [44]. Higher M3DP values generally signify a higher risk of flooding. The rainfall in the study area decreases from south to north, and the M3DP varies from 37 to 167 mm. The M3DP values used in this study were calculated using Global Precipitation Measurement (GPM) database, which records the average daily precipitation across the world. As a new generation of precipitation observation satellites, GPM was launched in February 2014 by National Aeronautics and Space Administration, integrating advanced microwave detection technology and data correction algorithms [45]. More importantly, its applicability in many regions of China has been verified [46]. The GPM data were resampled to 1 km × 1 km using the kriging interpolation method [17]. The land cover (Figure 2f) and soil texture (Figure 2g) are considered to have significant effects on flooding and drought incidences [47]. In the study area, there are six types of land cover and 12 types of soil texture. These two factors were both derived from the Data Center for Resources and Environmental Sciences, Chinese Academy of Sciences. Among them, the land cover data provided by this platform were produced by human visual interpretation based on Landsat TM. The NDVI (Figure 2h) has been used extensively for predicting flood susceptibility [48], and it represents the status of the vegetation cover. The higher the NDVI, the higher the vegetation cover and the lower the potential for flooding. The study area is basically covered with vegetation with NDVI of 0–0.92. The NDVI data used in this study was obtained from the National Earth System Science Data Center. The DR (Figure 2i) is also a commonly used factor for identifying the flood susceptibility because river flows are the main pathways for flood discharge and areas near rivers are susceptible to flooding [23]. The DR values were calculated by imposing multifarious buffer zones every 1000 m around the four-level river systems. To prepare the input for the bivariate statistics method, following the method used in previous studies [18,19], all five continuous numerical factors (altitude, slope, TWI, M3DP, and NDVI) were divided into five classes using the natural break method.

Table 1. Primary sources for the datasets used in this study.

| Factors                  | Sub-Factors                         | Source of Data                                      | Time       | Resolution |
|-------------------------|-------------------------------------|-----------------------------------------------------|------------|------------|
| Flood inventory map     | Historical flash flood points       | National Flash Flood Investigation and Evaluation Project (NFFIEP) | 1949–2015  | 1:50,000   |
| DEM                     | Altitude                            | Geospatial Data Cloud                               | 2010       | 30 m × 30 m |
|                         | Slope                               | (www.gscloud.cn) (accessed on 8 May 2021)           |            |            |
|                         | Slope aspect                        |                                                     |            |            |
|                         | TWI                                 |                                                     |            |            |
| GPM                     | Maximum three-day precipitation (M3DP) | National Aeronautics and Space Administration (https://pmm.nasa.gov/precipitation-measurement-missions) (accessed on 26 March 2021) | 2000–2018  | 0.1° × 0.1° |
| Land use                | Land cover                          | Resource and Environment Data Cloud Platform (https://www.resdc.cn/) (accessed on 6 April 2021) | 2010       | 1 km × 1 km |
Table 1. Cont.

| Factors  | Sub-Factors   | Source of Data                                                                 | Time   | Resolution       |
|----------|---------------|-------------------------------------------------------------------------------|--------|------------------|
| Soil     | Soil texture  | Resource and Environment Data Cloud Platform                                   | 2010   | 1 km × 1 km      |
|          |               | (https://www.resdc.cn/) (accessed on 16 April 2021)                           |        |                  |
| Vegetation | NDVI         | National Earth System Science Data Center (https://www.geodata.cn/)           | 2015   | 1 km × 1 km      |
|          |               | (accessed on 23 April 2021)                                                   |        |                  |
| River    | Distance to river (DR) | National Flash Flood Investigation and Evaluation Project (NFFIEP) | 2013   | 1:1,000,000      |

Figure 2. Flash flood conditioning factors: (a) altitude, (b) slope, (c) slope aspect, (d) topographic wetness index (TWI), (e) maximum three-day precipitation (M3DP), (f) land cover, (g) soil texture, (h) normalized difference vegetation index (NDVI), and (i) distance to the river (DR).
3. Methods
3.1. Feature Selection Methods
3.1.1. Information Gain Method
To avoid overfitting, feature selection is an essential step before applying the machine learning algorithms. This is because the use of less redundant data results in a performance boost of the model and leads to less opportunity for noise-based decisions [49]. Therefore, feature selection was used to improve the performance of the flood susceptibility model. The information gain (IG) method is a popular feature selection method, which was proposed by Hunt et al. (1966). It was selected not only for its ability to eliminate invalid indicators, but also for its ability to rank the importance of the input variables [50]. Information theory is the basis of the IG method, which calculates the amount of gain. The IG value for each flash flood conditioning variable $F_i$ was estimated using the following formula [51]:

$$IG(Y_i|F_i) = H(Y) - H(Y|F_i),$$ (1)

where $H(Y)$ is the entropy value of $Y_i$, and $H(Y|F_i)$ is the entropy of $Y$ after associating the values of the flash flood conditioning factor $F_i$.

3.1.2. Variance Inflation and Tolerance
Multi-collinearity analysis was carried out to evaluate the correlations between the flash flood conditioning factors. In general, severe multi-collinearity makes it difficult for the model to accurately estimate by mistakenly describing the relevant factors in the statistical models [52]. The variance inflation (VIF) and tolerance (TOL) were used to examine the multi-collinearity among the factors in this study. When VIF > 10 or TOL < 0.1, the factor has multiple collinearity problems and needs to be eliminated [52].

3.2. Bivariate Statistics Method
The FMV was selected as the bivariate statistics method in this study. Fuzzy logic was first proposed by Lotfi Zadeh in 1965 for computing set theory as fuzzy logic [53]. In reality, the relationship between variables or concepts is often inaccurate and ambiguous, which makes it difficult to describe the relationship using values of 0 (irrelevant) or 1 (relevant). However, fuzzy logic solves this problem by showing a gray look into the actual world and by finding a way to draw the external facts [53]. For example, if black is represented by 0 and white is represented by 1, then gray will be a number between 0 and 1, that is, fuzzy logic is a method that shows the correctness of the numbers between 0 and 1 [54]. Fuzzy principles have been implemented in several methods, such as frequency ratio (FR) and weight of evidence et al. [55]. Among which the frequency ratio (FR) is one of the most popular [56]. The FR can be calculated as follows [56]:

$$FR_{ij} = \frac{A_{ij}}{A_j} \frac{B_j}{B_{ij}},$$ (2)

where $FR_{ij}$ is the FR value of class $i$ of factor $j$, $A_{ij}$ is the number of flash floods within class $i$ of factor $j$, $A_j$ is the number of total flash floods in factor $j$, $B_{ij}$ is the number of pixels in class $i$ of factor $j$, and $B_j$ is the total number of pixels in factor $j$.

After calculating the $FR_{ij}$, the fuzzy membership values are obtained using the following equation:

$$\mu_{ij} = \frac{FR_{ij}}{\max_i(FR_{ij})},$$ (3)

where $u_{ij}$ is the FMV of class $i$ of factor $j$.

3.3. Machine Learning Methods
3.3.1. Support Vector Machine
The SVM algorithm is a cogent prediction machine learning method based on the structural risk minimization principle and statistical learning theory [57]. This algorithm
implements binary classification by constructing a hyperplane, which can divide the training data based on the bands and an optimization algorithm. This hyperplane is generated by transforming the original input space into a higher-dimensional feature space \[58\]. After finding the hyperplane, the support vector whose position is closest to the hyperplane can be identified \[59\]. Then, a specific kernel function is applied to transform the input data into two classes: non-flood susceptibility and flood susceptibility \(0, 1\) \[23\]. Several kernel functions are used in SVM, but numerous studies \[19, 24\] have shown that the radial basis function (RBF) has a better performance than the other kernels in the context of flood prediction. Thus, the RBF function was used in this study. The major steps of the algorithm are as follows:

1. Assume that \(T = \{x_1, x_2, ..., x_n, y\}\) is the training set of known samples where \(x_i\) is the \(i_{th}\) input data, and \(y\) is the output data where \(i = 1, 2, ..., n\).
2. Separate the training set into two categories using an \(n\)-dimensional hyperplane to obtain the maximum interval:
   \[
   \frac{1}{2} ||w||^2, \\
y_i((w \cdot x_i) + b) \geq 1,
   \]
   where \(||w||\) is the norm of the hyperplane normal, \(b\) is a scalar base, and \((\cdot)\) represents the product operation.
3. Using the Lagrange multiplier, the cost function can be defined as follows:
   \[
   L = \frac{1}{2} ||w||^2 - \sum_{i=1}^{n} \lambda_i (y_i((w \cdot x_i) + b) - 1),
   \]
   where \(\lambda_i\) is the Lagrangian multiplier. By using standard procedures, the solution can be obtained by minimizing the duality of \(w\) and \(b\) using Equation (6) \[60\].
4. For the non-separable case, the constraints can be modified by introducing slack variables, \(\xi_i\) \[60\]:
   \[
   y_i((w \cdot x) + b) \geq 1 - \xi_i,
   \]
   Thus, Equation (6) becomes
   \[
   L = \frac{1}{2} ||w||^2 - \frac{1}{\nu} \sum_{i=1}^{n} \xi_i,
   \]
   where \(\nu \in (0, 1]\), which is introduced in order to account for misclassifications \[61\].
   The BRF is described as follows:
   \[
   K(x_i, x_j) = e^{-\gamma(x_i - x_j)^2}, \gamma > 0,
   \]
   where \(\gamma\) is the parameter of the kernel function. Sometimes kernel functions are parameterized using \(\gamma = 1/2\sigma^2\), where \(\sigma\) is an adjustable parameter that governs the performance of the kernel.

3.3.2. Classification and Regression Trees

The CART, proposed by Breiman et al. in 1984 \[62\], is a nonparametric machine learning method that can build predictions based on the input variables \[63\]. Both the classification and regression tasks can be accomplished by the CART algorithm. For the classification problem, the predictors used can be number, binary, and categorical \[19\]. This is considered to be an advantage of the CART. Another advantage is the resistance to missing data \[64\] because the determination of the optimal ramification tree does not use a missing value. When using the CART to make the predictions, the missing values are processed using substitutes (surrogates) \[62\]. The predicted values are represented by
the average of the response values. The optimal sampling rule of the CART algorithm, i.e., modified towing, is expressed as follows:

\[ I(Split) = \left( 0.25(1 - q))^u \sum_k |PL(k) - PR(k)| \right)^2, \tag{10} \]

where \( k \) denotes the target classes; \( PL(k) \) and \( PR(k) \) are the probability distributions of the targets in the left and right child nodes, respectively; and the power term \( u \) embeds a user-trollable penalty in splits that generate unequal-sized child nodes [65].

### 3.3.3. Convolutional Neural Network

The CNN was proposed by Bengio et al. in order to overcome the challenge of decreased speed in the learning process faced by traditional artificial neural networks (ANNs) when analyzing complex networks [66]. The CNN is still a neural network, and it carries the local connections among the different layers. In recent years, several CNN architectures have been established to solve increasingly complicated nonlinear problems, among which, the 1D-CNN is regarded as the most typical [67] and was used in this study. In general, the 1D-CNN has five neuronal layers, including an input layer, a convolutional layer, a pooling layer, a fully connected neural network layer, and an output layer. To simplify the problem, small squares of input data were used to extract the features in the input layer. The convolution layer needs an image matrix and a filter to process a series of mathematical operations. The role of the pooling layer is to reduce the number of parameters while retaining the critical information. The fully connected neural network layer, which is a simple and multilayer perceptron, is used to identify the object classes and to learn the weights.

### 3.4. Model Performance Evaluation Methods

#### 3.4.1. Statistical Measures

As statistical measures, the sensitivity, specificity, and k-index were used to evaluate the performances of the models. These indexes reflect the classification accuracy of a model, which, in this study, is the ability of the model to correctly differentiate the flood pixels from the non-flood pixels [68]. Specifically, the sensitivity and specificity represent the proportion of flood events that are classified as flood pixels and the proportion of non-flood locations that are classified as non-flood pixels, respectively [69]. The statistical indexes, including the sensitivity, specificity, and accuracy, were calculated using the following equations [69]:

\[
\text{Sensitivity} = \frac{TP}{TP + FN}, \tag{11}\]

\[
\text{Specificity} = \frac{TN}{FP + TN}, \tag{12}\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}, \tag{13}\]

where \( FP \) (false positive) and \( FN \) (false negative) are the numbers of pixels erroneously classified. In addition, the Root Mean Squared Error (RMSE) (Equation (8)) was used to determine the difference between the expected and actual flood results. Although it is generally believed that the lower the RMSE, the better the model performance [70], Singh et al. claimed that RMSE values less than half the SD of the measured data may be considered low and acceptable for model evaluation [71]. Therefore, the SDs of prediction values were calculated in this study to provide reference for understanding the RMSE.
Notably, the SDs of real sample datasets are equal to 0.5, because these datasets contain only the same number of 0 (non-flood points) and 1 (flood points).

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (X_{\text{predicted}} - X_{\text{actual}})^2},
\]  

(14)

The seed cell area index (SCAI) was used to compare the ratio of the density of the flood locations and the areas of the susceptibility classes in this study. Lower SCAI values indicate a higher flood susceptibility. This approach is helpful in evaluating the consistency and effectiveness of the models [72]. The SCAI is calculated as follows [73]:

\[
SCAI = \frac{\text{Aerea extent of susceptibility classes} (\%) }{ \text{Inventory of floods in each susceptibility classes} (\%)},
\]  

(15)

3.4.2. ROC Curve

In general, the receiver operating characteristic (ROC) curve is applied to describe the performance of a statistical model that combines different clues and test results for predictive purposes [27]. The area under the curve (AUC) is the most important indicator of a ROC curve and can directly reflect the accuracy of a model. The greater the AUC, the better the model. In this study, the training dataset was used to determine the success rate curve, and the validation dataset were used to determine the prediction rate curve. The success rate and the prediction rate reflect the goodness of fit and the prediction power of the models, respectively [74]. The AUC can be calculated as follows:

\[
AUC = \frac{\sum TP + \sum TN}{P + N},
\]  

(16)

where TP (true positive) and TN (true negative) are the number of pixels that are correctly classified, P is the total number of pixels with flash floods, and N is the total number of pixels without flash floods.

3.5. Processing

The methodological workflow implemented in this study is schematically shown in Figure 3. First, a database comprising a flood inventory map and nine flash flood condition factors was created from different sources. Next, we applied the information gain method to extract the valid factors and used the VIF and TOL to verify that there were no serious collinear relationships between the factors. Then, based on the training dataset, we used the FMV model to calculate the FMV values of the factors’ classes and input them into the three machine learning models for training. In addition, the three single machine learning models also were trained using the training dataset. Meanwhile, the test dataset was used to evaluate the training accuracy of the models and determine the optimal parameters of the models. Finally, the flood susceptibility maps were generated, and the prediction performances of the models were evaluated using the ROC and several statistical methods. It should be noted that the machine learning models were run using the packages in R software.
4. Results

4.1. Feature Selection

The predictive abilities of the nine flash flood conditioning factors in terms of flood susceptibility are shown in Figure 4. The altitude had the highest IG value of 0.47, followed by the M3DP (0.38), TWI (0.2), soil texture (0.19), land cover (0.18), DR (0.09), slope (0.09), slope aspect (0.05), and NDVI (0). These results indicate that the IG values of the remaining eight factors were greater than 0, except for the NDVI. This phenomenon (IG value of NDVI < 0) can be explained by the fact that the precipitation in this area exceeded the maximum interception capacity of the tree canopy, and thus the protective effect of the forest was eliminated from the hydrological point of view [27]. Therefore, the NDVI was not further employed to train the six models.

| Flash Flood Conditioning Factors | Collinearity Statistics |
|----------------------------------|-------------------------|
| Altitude                         | 0.183                   | 5.476 |
| M3DP                             | 0.235                   | 4.252 |
| TWI                              | 0.570                   | 1.756 |
| DR                               | 0.727                   | 1.376 |
| Slope                            | 0.784                   | 1.276 |
| Land Cover                       | 0.800                   | 1.251 |
| Soil Texture                     | 0.934                   | 1.071 |
| Slope Aspect                     | 0.950                   | 1.053 |

M3DP is maximum three-day precipitation; TWI is topographic wetness index; DR is distance to the river.
Figure 4. Information Gain (IG) values of the flash flood conditioning factors: altitude, slope, slope aspect, topographic wetness index (TWI), maximum three-day precipitation (M3DP), land cover, soil texture, normalized difference vegetation index (NDVI), and distance to the river (DR).

Table 2 presents the results of the multi-collinearity analysis of the eight flash flood conditioning factors (not including the NDVI). It can be seen that the altitude had the highest VIF (5.476) and the lowest TOL (0.183). However, neither of these values exceeded the critical values (10 and 0.1, respectively), indicating the absence of multicollinearity among the eight flash flood conditioning factors. Thus, all eight of the flash flood conditioning factors were taken into account in the modeling.

4.2. Fuzzy Membership Value

The FMV calculation results are presented in Table 3, and the relative distribution of the flood pixels within the factor classes are shown in Figure 5. It can be seen that four classes had FMV values of 0. Among these classes, one was attributed to the altitude, two belonged to the soil texture, and one belonged to the slope aspect. This is because there were no flood pixels in these classes.

The highest FMV values (1.00) for each factor occurred for the altitude class of 337–1494 m, the M3DP class of 116–167 mm, the TWI of $-6.50$ to 0.36, the DR class of <1000 m, the slope class of 0°–5.36°, the land cover class of built-up areas, the soil texture class of sandy-clay, and the slope aspect class of southeast. These classes had significantly different area ratios and flash flood point density ratios (Figure 5). In addition, as can also be seen from Figure 5, the variation in the FMV values of the five continuous numerical factors (altitude, M3DP, TWI, DR, and slope) exhibited a clear pattern. For the M3DP and TWI, the FMV values were positively correlated with the values of these factors, while for altitude, DR, and slope, the FMV values were inversely correlated with the value of the factors. These results indicate that the incidence of flash floods increased with increasing M3DP and TWI, while it decreased with increasing altitude, DR, and slope.

After the FMV calculations, the FMV values were input to the three hybrid models (SVM-FMV, CART-FMV, and CNN-FMV) for training and prediction.
Table 3. The fuzzy membership value (FMV) calculation results.

| Factors          | Classes     | Flood Pixels | Class Pixels | FR  | FMV |
|------------------|-------------|--------------|--------------|-----|-----|
| Altitude (m)     | 337–1494    | 193          | 12,150       | 5.65| 1.00|
|                  | 1494–2497   | 67           | 15,551       | 1.53| 0.27|
|                  | 2497–3373   | 56           | 16,957       | 1.17| 0.21|
|                  | 3373–4078   | 24           | 34,442       | 0.25| 0.04|
|                  | 4078–7304   | 0            | 41,845       | 0.00| 0.00|
|                  | 35.99–52.94 | 65           | 41,668       | 0.55| 0.09|
| M3DP (mm)        | 52.94–69.90 | 50           | 44,415       | 0.40| 0.07|
|                  | 69.90–91.48 | 74           | 16,184       | 1.63| 0.27|
|                  | 91.48–116.65| 71           | 13,955       | 1.81| 0.30|
|                  | 116.65–167  | 80           | 4723         | 6.03| 1.00|
|                  | -6.50–0.36  | 15           | 45,278       | 0.12| 0.02|
| TWI              | -0.36–3.48  | 24           | 31,427       | 0.27| 0.03|
|                  | 3.48–6.44   | 43           | 19,784       | 0.77| 0.10|
|                  | 6.44–9.73   | 80           | 16,359       | 1.74| 0.22|
|                  | 9.73–21.47  | 178          | 8097         | 7.82| 1.00|
|                  | <1000       | 163          | 12,271       | 4.73| 1.00|
| DR (m)           | 1000–2000   | 44           | 11,403       | 1.37| 0.29|
|                  | 2000–3000   | 17           | 10,866       | 0.56| 0.12|
|                  | 3000–5000   | 32           | 19,994       | 0.57| 0.12|
|                  | >5000       | 84           | 66,411       | 0.45| 0.10|
|                  | 0–5.36      | 155          | 30757        | 1.79| 1.00|
| Slope (°)        | 5.36–10.32  | 70           | 35,319       | 0.71| 0.39|
|                  | 10.32–15.47 | 65           | 28,303       | 0.82| 0.46|
|                  | 15.47–21.66 | 36           | 19,294       | 0.66| 0.37|
|                  | 21.66–52.61 | 14           | 7272         | 0.68| 0.38|
| Agriculture land | 146         | 7772         | 3.55         | 0.42|
| Land Cover       | Forests    | 93           | 47,515       | 0.37| 0.04|
|                  | Grassland  | 76           | 61,071       | 0.24| 0.03|
|                  | Water      | 10           | 808          | 2.34| 0.28|
|                  | Built-up areas | 14     | 313         | 8.45| 1.00|
|                  | Wasteland  | 1            | 3466         | 0.05| 0.01|
| Soil Texture     | Heavy-Clay | 1            | 2577         | 0.15| 0.01|
|                  | Silty-Clay | 115          | 51,601       | 0.85| 0.05|
|                  | Clay       | 26           | 1402         | 7.04| 0.38|
|                  | Silty-Clay-Loam | 36     | 22,955       | 0.60| 0.03|
|                  | Clay-Loam  | 0            | 354          | 0.00| 0.00|
|                  | Silty-Loam | 4            | 7575         | 0.20| 0.01|
|                  | Loamy-Clay | 103          | 27,590       | 1.42| 0.08|
|                  | Sandy-Clay | 22           | 453          | 18.43| 1.00|
|                  | Loam       | 12           | 1749         | 2.60| 0.14|
|                  | Sandy-Clay-Loam | 5   | 172         | 11.03| 0.60|
|                  | Sandy-Loam | 16           | 4030         | 1.51| 0.08|
|                  | Sandy/Loamy-Sand | 0 | 287   | 0.00| 0.00|
|                  | Flat zones | 0            | 24           | 0.00| 0.00|
| Slope Aspect     | North       | 18           | 7380         | 0.87| 0.60|
|                  | North-East  | 45           | 16,311       | 0.98| 0.68|
|                  | East        | 52           | 17,402       | 1.06| 0.73|
|                  | South-East  | 63           | 15,582       | 1.45| 1.00|
|                  | South       | 40           | 13,972       | 1.02| 0.70|
|                  | South-West  | 42           | 14,249       | 1.05| 0.72|
|                  | West        | 38           | 14,866       | 0.91| 0.63|
|                  | North-West  | 26           | 14,317       | 0.65| 0.45|
|                  | North       | 16           | 6942         | 0.82| 0.57|

M3DP is maximum three-day precipitation; TWI is topographic wetness index; DR is distance to the river.
4.3. Model Training Results

4.3.1. SVM and SVM-FMV

In order to determine the best model structure, the RMSE of the testing dataset (RMSE\textsubscript{testing}) was used to reflect the model’s performance. From the Table 4, it can be seen that the RMSE of each model is almost equal to the SD of prediction values and slightly higher than the half of SD of sample dataset (0.5). This result indicates that there is a difference between the observed and modeled flood susceptibility, but this difference could be considered as acceptable [75]. After conducting the 5 cross-validation procedure, the model with the lowest RMSE was identified as the best model structure. In this study, the best structure for the SVM model (RMSE\textsubscript{testing} = 0.38) is cost = 100 and gamma = 0.1, and the best structure for the SVM-FMV model (RMSE\textsubscript{testing} = 0.29) has the same cost but different gamma parameters (0.001) as the SVM.
Table 4. Statistical indices used to evaluate the models’ performances.

| Models       | TP  | TN  | FP  | FN  | Sensitivity | Specificity | Accuracy | SD   | RMSE |
|--------------|-----|-----|-----|-----|-------------|-------------|----------|------|------|
| **Training** |     |     |     |     |             |             |          |      |      |
| SVM          | 222 | 214 | 50  | 58  | 79.29       | 81.06       | 80.15    | 0.41 | 0.37 |
| SVM-FMV      | 229 | 218 | 43  | 54  | 80.92       | 83.52       | 82.17    | 0.38 | 0.36 |
| CART         | 253 | 229 | 19  | 43  | 85.47       | 92.34       | 88.60    | 0.33 | 0.30 |
| CART-FMV     | 245 | 213 | 27  | 59  | 80.59       | 88.75       | 84.49    | 0.36 | 0.35 |
| CNN          | 187 | 237 | 85  | 35  | 84.23       | 73.60       | 77.94    | 0.40 | 0.41 |
| CNN-FMV      | 242 | 216 | 30  | 56  | 81.21       | 87.80       | 84.19    | 0.35 | 0.33 |
| **Testing**  |     |     |     |     |             |             |          |      |      |
| SVM          | 55  | 55  | 13  | 13  | 80.88       | 80.88       | 80.88    | 0.39 | 0.38 |
| SVM-FMV      | 62  | 59  | 6   | 9   | 87.32       | 90.77       | 88.97    | 0.32 | 0.29 |
| CART         | 55  | 58  | 13  | 10  | 84.62       | 81.69       | 83.09    | 0.34 | 0.35 |
| CART-FMV     | 62  | 59  | 6   | 9   | 87.32       | 90.77       | 88.97    | 0.31 | 0.29 |
| CNN          | 43  | 62  | 25  | 6   | 87.76       | 71.26       | 77.21    | 0.40 | 0.40 |
| CNN-FMV      | 64  | 56  | 4   | 12  | 84.21       | 93.33       | 88.24    | 0.32 | 0.30 |

The statistical indices used to evaluate the performance of the SVM and the SVM-FMV models in terms of the training and the testing dataset are presented in Table 4. As can be seen, 222 flood pixels and 214 non-flood pixels were classified correctly in the training dataset of the SVM model, with a sensitivity and specificity of 79.29% and 81.06%, respectively, while 229 flood pixels and 218 non-flood pixels were classified correctly by the SVM-FMV model, with a sensitivity and specificity of 80.92% and 83.52%, respectively. Overall, the classification accuracies of the SVM and SVM-FMV reached 80.15% and 82.17%, respectively, in terms of the training dataset, and 80.88% and 88.97%, respectively, in terms of the testing dataset. This result indicated that the SVM and SVM-FMV models had a high training accuracy.

After the normalization, the flood susceptibility indices obtained using the SVM (FSI_{SVM}) and SVM-FMV (FSI_{SVM-FMV}) models were classified into five classes using the natural break method (Figure 6). In terms of the FSI_{SVM}, the first class of values (0–0.11) identified the zones with a very low flood susceptibility, accounting for 42.79% of the study area. The low (0.11–0.30), moderate (0.30–0.53), and high (0.53–0.78) susceptibility zones accounted for 22.43%, 12.86%, and 11.57% of the study area, respectively. Approximately 10.35% of the study area had a very high flood susceptibility. In terms of the FSI_{SVM-FMV}, the very low (0–0.07) and low (0.07–0.30) flood susceptibility classes accounted for 77.02% together of the Dadu River Basin, while the moderate (0.30–0.58) flood susceptibility class accounted for only 6.31%. The high (0.58–0.82) and very high (0.82–1.00) classes accounted for 8.74% and 7.92%, respectively.
Figure 6. Spatial distributions and area proportions of the FSI classes: (a) FSI\textsubscript{SVM}, (b) FSI\textsubscript{SVM-FMV}, (c) FSI\textsubscript{CART}, (d) FSI\textsubscript{CART-FMV}, (e) FSI\textsubscript{CNN}, and (f) FSI\textsubscript{CNN-FMV}.

4.3.2. CART and CART-FMV

The CART and CART-FMV models were constructed by the training dataset with the 5-fold cross-validation method. After the cross-validation procedure, according to the minimum RMSE\textsubscript{testing}, the optimal CART and CART-FMV trees were built (Figure 7). Note that the two trees were not pruned due to their simplicity and good performance.

In terms of the training dataset (Table 4), it can be seen that the CART and CART-FMV correctly classified the 253 and 245 flood pixels with sensitivities of 84.47% and 80.59%, respectively. The CART and CART-FMV had specificities of 92.34% and 88.75%, respectively, correctly classifying 229 and 213 non-flood pixels, respectively. Overall, the classification accuracies of the CART and CART-FMV reached 88.6% and 84.49%, respectively. In terms of the testing dataset, the classification accuracies of the CART and CART-FMV models reached 83.09% and 88.97%, respectively. These values showed that the two models had a good training performance.

For FSI\textsubscript{CART} and FSI\textsubscript{CART-FMV}, the natural break method was also used to reclassify them into five classes (Figure 6). For the FSI\textsubscript{CART}, the very low flood susceptibility accounted for 59.10% of the study area, followed by the very high (14.75%), low (11.51%), moderate (7.37%), and high (7.28%) classes. However, for the FSI\textsubscript{CART-FMV}, the situation was somewhat different. Although the very low class also accounted for the largest area (53.78%), the moderate class ranked second in area (18.12%) in terms of the FSI\textsubscript{CART}, not the very high class. Notably, the very high class also accounted for a large proportion (12.16%) of the study area. The low class and high class accounted for 7.04% and 8.90%, respectively.
Figure 7. Optimal tree used for (a) the CART model and (b) the CART-FMV hybrid model.

4.3.3. CNN and CNN-FMV

Based on the minimum RMSE$_{\text{testing}}$, after the 5-fold cross-validation and trial-and-error procedure, we determined the final CNN and CNN-FMV model structures (Figure 8). Considering the eight flash flood conditioning factors used in this study, the input shape was determined to be $8 \times 1$. In the convolutional layer, the rectified linear unit (relu) function was applied, which was considered to be the most typical activation function [66]. The filter and the kernel size were set to 100 and 2 in the convolutional layer, respectively. In addition, the pool shape in the pooling layer and the units in the full connected layer were determined to be 2 and 32, respectively.

![Architecture of the 1D-CNN used in this study.](image)

Figure 8. Architecture of the 1D-CNN used in this study.

Following the training processes of the two models, their classification results were counted and calculated (Table 4). For the CNN model, 187 flood pixels and 237 non-flood pixels were correctly classified, resulting in a sensitivity of 84.23% and a specificity...
of 73.60%. For the CNN-FMV model, 242 flood pixels and 216 non-flood pixels were correctly classified, resulting in a sensitivity of 81.21% and a specificity of 87.80%. Overall, the classification accuracies of the CNN and CNN-FMV reached 77.94% and 84.19%, respectively, in terms of the training dataset, while they reached 77.21% and 88.24%, respectively, in terms of the testing dataset. Thus, the two models were considered to have good training accuracy.

For the flood susceptibility indices of the CNN (FSI\textsubscript{CNN}) and CNN-FMV (FSI\textsubscript{CNN-FMV}), the range of values was also divided into five classes using the natural break method (Figure 6). In terms of the FSI\textsubscript{CNN}, over 75% of the entire region of the Dadu River Basin had very low and low flood susceptibilities. Notably, the very high class occupied the smallest area, just 5.73%, while the moderate and high classes accounted for 10.41% and 7.48% of the entire study area, respectively. With respect to the FSI\textsubscript{CNN-FMV}, the very low and low classes, between 0 and 0.28, accounted for 66% of the Dadu River Basin together, while the moderate and high classes accounted for 13.76% and 12.12%, respectively. Similar to the FSI\textsubscript{CNN}, the fifth class of the FSI\textsubscript{CNN-FMV}, characterized by very high flood susceptibility, accounted for the smallest area (7.74%).

### 4.4. Model Training Results

#### 4.4.1. Statistical Measures

In terms of the validation dataset (Table 5), the CART-FMV had the highest classification accuracy (85.86%) and the highest sensitivity (84.67%) and specificity (87.14%) values, while the classification accuracies of the SVM and CNN were the lowest (78.28%). Notably, the classification accuracy of each of the three individual machine learning models (SVM, CART, and CNN) was lower than that of their corresponding respective hybrid models (SVM-FMV, CART-FMV, and CNN-FMV).

| Models    | TP | TN | FP | FN | Sensitivity | Specificity | Accuracy | SD  | RMSE |
|-----------|----|----|----|----|-------------|-------------|----------|-----|------|
| Validating|    |    |    |    |             |             |          |     |      |
| SVM       | 120| 107| 25 | 38 | 75.95       | 81.06       | 78.28    | 0.42 | 0.39 |
| SVM-FMV   | 121| 119| 24 | 26 | 82.31       | 83.22       | 82.76    | 0.37 | 0.36 |
| CART      | 124| 121| 21 | 24 | 83.78       | 85.21       | 84.48    | 0.36 | 0.35 |
| CART-FMV  | 127| 122| 18 | 23 | 84.67       | 87.14       | 85.86    | 0.35 | 0.35 |
| CNN       | 104| 123| 41 | 22 | 82.54       | 75.00       | 78.28    | 0.40 | 0.41 |
| CNN-FMV   | 128| 116| 17 | 29 | 81.53       | 87.22       | 84.14    | 0.33 | 0.34 |

Based on the SCAI results, the SCAI value of the very high class in the CNN-FMV was the lowest (0.11) and that in the CART was the highest (0.19). In addition, all three individual machine learning models (SVM, CART, and CNN) had higher SCAI values than their respective corresponding hybrid models (SVM-FMV, CART-FMV, and CNN-FMV).

#### 4.4.2. ROC Curve

The success rate curves, which were computed using the training dataset, are shown in Figure 9a. From these success rate curves, it can be seen that the CNN-FMV hybrid model had the highest performance (AUC = 0.935), followed by the CART-FMV hybrid model (AUC = 0.915) and the SVM-FMV model (AUC = 0.884). Compared to the three hybrid models, the three individual machine learning models had lower AUC values in terms of the training datasets, with AUC values of 0.884, 0.887, and 0.857 for the SVM, CART, and CNN, respectively.
Similar to the success rate curves, the prediction rates were graphically represented as curves using the validation samples (Figure 9b). Thus, the CNN-FMV hybrid model had the highest performance (AUC = 0.912), followed by the CART-FMV and SVM-FMV hybrid models, both of which had an AUC value of 0.898. Consistent with the success rate results, the AUC values of the three individual machine learning models for the prediction rate were lower than the AUC values of their respective hybrid models. The AUC values of the SVM, CART, and CNN were 0.866, 0.893, and 0.857, respectively.

5. Discussion

5.1. Assessment of the Methodology

One of the elements of novelty of this study is represented by the first application of machine learning models to assess the flood susceptibility within the Dadu River Basin. More important novelty is reflected in the first application of the following ensemble models to determine flood susceptibility in this study: SVM-FMV, CART-FMV, and CNN-FMV. As a bivariate statistical method, the FMV has been used for landslide susceptibility mapping [56], but it has rarely been applied in flood susceptibility mapping as well as in ensemble modeling. In this context, exploring the applicability of FMV in ensemble modelling become one of the novelties of this study. As shown in formulations (2) and (3), one of the advantages of the FMV is that it can be simply and easily implemented since the calculation is based on the FR. Therefore, it has great potential in future practical application. In addition, as with all bivariate statistical models, the FMV provides a good representation of the relationships between the flood conditioning factors and the flood occurrence. However, bivariate statistical methods lack the ability to capture the hidden characteristics of floods because of the complex triggering mechanism of floods [17]. Fortunately, machine learning models can reflect more of the high-dimensional relationships between the non-linearly related input variables [76]. As a popular machine learning model, the SVM is widely used in the assessment of flood and even landslide susceptibility [23,77]. This algorithm has been demonstrated to have an excellent generalization ability [25]. As a decision tree algorithm, the CART is popularly used in the assessment of natural disaster susceptibility. The data distribution and the existence of data outliers do not have a huge impact on its results, which is one of the advantages of this algorithm [78]. The CNN, as one of the most popular deep learning techniques, is able to obtain reliable results comparable to or superior to those of conventional machine learning methods [79]. In 2020, Wang et al. proposed two CNN frameworks for flood susceptibility prediction [80]. Gang et al. and Khosravi et al. have applied CNN to the prediction of flood susceptibility in cities and Iran, respectively [66,67]. However, the application of CNN in flood susceptibility prediction is still rare [80]. It is unclear whether CNN can be combined with statistical models to improve the accuracy of flood susceptibility prediction. In order to explore this issue, CNN was used to ensemble with FMV for the first time in this study. Overall, in the three hybrid models presented in this study, the FMV clearly depicts the relationship between
the factors and flooding, and it can provide a more appropriate data representation for the machine learning methods than the raw data. Therefore, the hybrid models potentially have better accuracies and performances in flood susceptibility mapping than the single machine learning models.

5.2. Assessment of the Model Performances

According to the model training results (Table 4 and Figure 9a), the classification accuracies ranged from 77.79% for the CNN to 88.60% for the CART, and the AUC values ranged from 0.884 for CNN to 0.935 for CNN-FMV. According to the model validation results (Table 5 and Figure 9b), the classification accuracies ranged from 78.28% for the CNN to 85.86% for the CART, and the AUC values ranged from 0.857 for CNN to 0.912 for CNN-FMV. These classification accuracies and AUC values were higher than 0.75% and 0.80, respectively, which showed that all the six models had acceptable fitting accuracies and good prediction performances. Therefore, the applications of these six models in this study were successful. However, in terms of training dataset (Table 4 and Figure 9a), it can be seen that the CART had the best classification accuracy of 88.60%, while the CNN-FMV hybrid model had the highest AUC value of 0.935. In terms of validation dataset (Table 5 and Figure 9b), we can observe that the one with the highest classification accuracy was the CART-FMV hybrid model (85.86%), while the one with the highest AUC value was the CNN-FMV hybrid model (0.912). The reason for this result is due to the fact that this study treated values with predictions greater than 0.5 as 1 (flood point), and vice versa, as 0 (non-flood point) when calculating the classification accuracy, which is different from calculating AUC values [81]. Therefore, the ranking of each model based on the classification accuracy and the ranking based on the AUC value may be different, a phenomenon that also appeared in many studies [17,19,27,28,43,69,70,81]. In other words, the model with the maximum classification accuracy does not necessarily have the highest AUC value. However, as a useful method for representing the quality of the probabilistic natural disaster susceptibility model classifiers, the ROC curve indicates that the CNN-FMV hybrid model had the highest Success-rate and prediction-rate AUC values, 0.935 and 0.912 respectively. This result indicates that the CNN-FMV hybrid model had the best fitting and prediction performances in this study. In addition, the SCAI results revealed that the CNN-FMV hybrid model had the lowest SCAI value (0.11), which also indicates that it had the best result in terms of the validation results. This is because the FMV can express the degree of correlation between each class in the factors and the development of floods. Moreover, the CNN can consider the topographical information of the surrounding environment to achieve a higher performance [67].

Another important finding was obtained from the model validation results (Table 5 and Figure 9). Compared with their single machine learning models, the AUC values of the SVM-FMV, CART-FMV, and CNN-FMV were 0.032, 0.005, and 0.055 higher; their SCAI values were 0.05, 0.03, and 0.2 lower; and their classification accuracies were 4.48%, 1.38%, and 5.86% higher, respectively. These results suggest that the three hybrid models proposed in this study are some degree of accuracy improvement compared to their respective single machine learning models. Therefore, these three models can be used as a benchmark for future studies, the main scope of which will be to assess the flash flood susceptibility in specific areas. However, some studies on the ensemble modeling in flash flood susceptibility have showed higher AUC values of their hybrid models. For example, Costache et al. showed ADT-IOE have excellent capability for flood susceptibility prediction with AUC = 0.972 in Suha River Basin [27]. At first glance, it seems that the accuracy of the hybrid models proposed in this study is less than the ADT-IOE model that have already been used in a basin. However, the Suha River Basin (363 km²) is much smaller than our study basin (90,016 km²). Therefore, it is reasonable for the model to have lower accuracy in a larger area. For a large area, the study of Dodangeh et al. showed that SVR-HS model had a lower accuracy (AUC = 0.75) than the hybrid models proposed by this study [81], although the area of the basin studied in their research (18,644 km²) is only
quarter of Dudu River Basin. Therefore, the proposed hybrid models are promising in flash flood susceptibility prediction, especially in a large basin.

Although, the RMSE result in this study showed that these models are not perfect, due to the RMSE is not smaller than a half of SD. However, when review relative previous studies [14,81], it is can be found that the SD of prediction values is also almost equal to the RMSE in their studies. This result indicates that the SD and RMSE results obtained in this study is not perfect but reasonable. This may be one of the limitations of the flood susceptibility mapping based on machine learning models compared to hydrological model. As shown in the study of Kastridis et al., the results based hydrological model may have a better RMSE [75].

In terms of the FSI results of the six models, the percentages of the high and very high FSI values ranged from 13.2% for the CNN to 22.02% for the CART. These zones were mainly distributed in the southern part of the Dadu River Basin, where the terrain is relatively flat and the precipitation is high. In addition, the valley areas in the northern part of the Dadu River Basin are similarly characterized by high or very high flood susceptibilities. The above two spatial distribution characteristics of the high and very high flood susceptibility classes are similar to the results obtained by Costache and Bui [19].

5.3. Applications and Limitations

The three hybrid models (SVM-FMV, CART-FMV, and CNN-FMV) proposed in this study have been demonstrated to be excellent at predicting flood susceptibility. Thus, they can be applied to any other area as an effective method of identifying flood-prone areas. In addition, these models also have the potential to be applied to the susceptibility assessment of other natural disasters, such as landslides and mudslides. Furthermore, the results of this study (the flood susceptibility map) may be useful in helping the local authorities take the most appropriate measures to mitigate the negative effects of flash floods.

However, several limitations exist in this study. The results generated by these three hybrid models cannot describe the details of flooding including the flood inundation extent, water depth, and the velocity [82]. For more detailed scales, such as river sector, the development of a combined hydraulic model is recommended, which can more easily take into account anthropogenic influences in order to assess the extent of flooding for different probability estimates of flow [43]. In the modelling process of this study, only the typical CNN architecture (1D-CNN) was used, and the use of higher dimensional architectures (2D-CNN and 3D-CNN) is suggested for future studies. On the other hand, using binary values (0, 1) for flood absence and presence cannot reflect the frequencies of each point, which should be considered in future studies as possible [81]. In addition, only the location of the flood events was taken into account when preparing the flood sample, not the date of the occurrence. However, the date of the flooding could reflect the effects of the changes in certain factors on the occurrence of flooding, such as land use changes. This topic is also an interesting future research direction. In terms of the flood factor selection, more number of them could be considered, such as slope-length, curvature, and others, which may contribute to better prediction accuracy. In terms of the results, we did not list the importance of each factor. This is due to the fact that the main purpose of this study was to compare the performances of the novel hybrid models and, except for the CART, both the SVM and CNN algorithms cannot be used to directly calculate the importance of the factors. Note that the FSI results of the six models have some degree of variation (Figure 6). As was described by Shafizadeh-Moghadam et al., each method creates different results [24]. Thus, the technique of combining the results of individual models, which is considered to generate more generalizable results, could be applied in future studies. In addition, integrating machine learning and physical simulation methods for flood susceptibility mapping is worth to be considered in future studies.
6. Conclusions

Flash flood events are becoming more frequent worldwide. Therefore, the accurate identification of areas prone to flash floods is particularly important in flash flood prevention and mitigation. In this study, we proposed three proposed hybrid models (SVM-FMV, CART-FMV, and CNN-FMV) to identify the areas prone to flash floods within the Dadu River basin. Then, we evaluated the capabilities of these three hybrid models for flood susceptibility prediction and compared them with three single machine learning models. The ROC curves revealed that the CNN-FMV hybrid model had the best fitting (AUC value = 0.915) and prediction performance (AUC value = 0.912). This result is attributed to the fact that FMV clearly depicts the relationship between the factors and flooding, and CNN achieve a higher performance by considering the topographical information of the surrounding environment. In addition, according to the validation results of the ROC, the statistical measures, and the SCAI, the three novel hybrid models proposed in this study all outperformed their respective single machine learning models in terms of flood susceptibility prediction. Compared with their respective single machine learning models, the AUC values of the SVM-FMV, CART-FMV, and CNN-FMV were 0.032, 0.005, and 0.055 higher; their SCAI values were 0.05, 0.03, and 0.2 lower; and their classification accuracies were 4.48%, 1.38%, and 5.86% higher, respectively. Therefore, these three hybrid models can be used as a reference for future studies involving flood susceptibility predictions and even for predicting other natural disasters in a given area. The FSI results obtained in this study revealed that the proportion of the area with high and very high flood susceptibilities ranged from 13.2% for the CNN to 22.02% for the CART. These zones were mainly distributed in the southern part of the Dadu River Basin where the terrain is relatively flat and the precipitation is high. However, flash flood susceptibility mapping cannot describe the details of flooding such as flood inundation extent, and also cannot quantify the impact of the flood management measures. In future study, it is recommended to develop combined hydraulic model.

Author Contributions: Conceptualization, J.L. and J.X.; methodology, J.L.; software, J.W.; validation, Z.Y. and H.S.; formal analysis, N.W.; investigation, W.C.; resources, J.L.; data curation, J.W.; writing—original draft preparation, J.L.; writing—review and editing, J.X.; visualization, W.C.; supervision, J.X.; project administration, H.S.; funding acquisition, J.X. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Key R & D project of Sichuan Science and Technology Department (Grant No. 2021YFQ0042), Key R & D project of Sichuan Science and Technology Department (Grant No. 21QYCX0016), National Key R&D Program of China (2020YFD1100701), Strategic Priority Research Program of the Chinese Academy of Sciences (Grant No. XDA20030302), Science and Technology Project of Xizang Autonomous Region (Grant No. XZ201901-GA-07), National Flash Flood Investigation and Evaluation Project (Grant No. SHZH-IWHR-57), and Project form Science and Technology Bureau of Altay Region in Yili Kazak Autonomous Prefecture (Grant No.Y99M4600AL).

Institutional Review Board Statement: The study did not involve humans or animals.

Informed Consent Statement: The study did not involve humans or animals.

Data Availability Statement: Precipitation data (GPM) are available at https://disc.gsfc.nasa.gov/datasets/GPM_3IMERGDE_06/summary?keywords=GPM (accessed on 26 March 2021). DEM data are available at http://www.gscloud.cn/ (accessed on 8 May 2021). Land use data are available at https://www.resdc.cn/ (accessed on 6 April 2021). NDVI data are available at https://www.geodata.cn/ (accessed on 23 April 2021). River data and flood inventory map are available at the National Flash Flood Investigation and Evaluation Project.

Conflicts of Interest: The authors declare no conflict of interest.
28. Costache, R.D.; Thao, N.T.P.; Bui, D.T. Novel Ensembles of Deep Learning Neural Network and Statistical Learning for Flash-Flood Susceptibility Mapping. *Water* **2020**, *12*, 1549–1573. [CrossRef]

29. Yang, Y.; Tang, G.Q.; Lei, X.H.; Hong, Y.; Yang, N. Can Satellite Precipitation Products Estimate Probable Maximum Precipitation: A Comparative Investigation with Gauge Data in the Dadu River Basin. *Remote Sens.* **2018**, *10*, 41. [CrossRef]

30. Hou, Y.; Liu, R.; Zhao, J. Characteristics of flood disaster in dry-hot valley of Dadu river in Hanyuan county, Sichuan province in Qing Dynasty. *Bull. Soil Water Conserv.* **2019**, *39*, 271–277.

31. Zhang, D. Research on Uncertainty Analysis of Flood Frequency; China Institute of Water Resources & Hydropower Research: Beijing, China, 2015.

32. Yuan, X.M.; Liu, Y.S.; Huang, Y.H.; Tian, F.C. An approach to quality validation of large-scale data from the Chinese Flash Flood Survey and Evaluation (CFFSE). *Nat. Hazards* **2017**, *89*, 693–704. [CrossRef]

33. Ali, S.A.; Parvin, F.; Pham, Q.B.; Vojtek, M.; Vojtekova, J.; Costache, R.D.; Thao, N.T.P.; Nguyen, H.Q.; Ahmad, A.; Ghorbani, M.A. Flash-flood hazard assessment using ensembles and Bayesian-based machine learning models: Application of the simulated annealing feature selection method. *Sci. Total Environ.* **2020**, *711*, 14. [CrossRef]

34. Chen, W.; Peng, J.B.; Hong, H.Y.; Shahabi, H.; Pradhan, B.; Liu, J.Z.; Zhu, A.X.; Pei, X.J.; Duan, Z. Landslide susceptibility modelling using GIS-based machine learning techniques for Chongren County, Jiangxi Province, China. *Sci. Total Environ.* **2021**, *750*, 1–25. [CrossRef]

35. Hou, Y.; Liu, R.; Zhao, J. Characteristics of flood disaster in dry-hot valley of Dadu river in Hanyuan county, Sichuan province in Qing Dynasty. *Bull. Soil Water Conserv.* **2019**, *39*, 271–277.

36. Khosravi, K.; Shahabi, H.; Pham, B.T.; Adamowski, J.; Shirzadi, A.; Pradhan, B.; Dou, J.; Ly, H.B.; Grof, G.; Ho, H.L.; et al. A comparative assessment of flood susceptibility modeling using Multi-Criteria Decision-Making Analysis and Machine Learning Methods. *J. Hydrol.* **2019**, *573*, 311–323. [CrossRef]

37. Khosravi, K.; Shahabi, H.; Pham, B.T.; Adamowski, J.; Shirzadi, A.; Pradhan, B.; Dou, J.; Ly, H.B.; Grof, G.; Ho, H.L.; et al. A comparative assessment of flood susceptibility modeling using a hybrid approach based on the feature selection technique and ensemble methods. *Geocarto Int.* **2020**, 1–25. [CrossRef]

38. Xiong, J.N.; Pang, Q.; Cheng, W.M.; Wang, N.; Yong, Z.W. Reservoir risk modelling using a hybrid approach based on the feature ratio, statistical index, and weights-of-evidence models and their comparison in landslide susceptibility mapping in Central Nepal Himalaya. *Arab. J. Geosci.* **2014**, *7*, 725–742. [CrossRef]

39. Khosravi, K.; Shahabi, H.; Pham, B.T.; Adamowski, J.; Shirzadi, A.; Pradhan, B.; Dou, J.; Ly, H.B.; Grof, G.; Ho, H.L.; et al. A comparative assessment of flood susceptibility modeling using Multi-Criteria Decision-Making Analysis and Machine Learning Methods. *J. Hydrol.* **2019**, *573*, 311–323. [CrossRef]

40. Arora, A.; Arabameri, A.; Pandey, M.; Siddiqui, M.A.; Shukla, U.K.; Bui, D.T.; Mishra, V.N.; Bhardwaj, A. Optimization of state-of-the-art fuzzy-metaheuristic ANFIS-based machine learning models for flood susceptibility prediction mapping in the Middle Ganga Plain, India. *Sci. Total Environ.* **2021**, *750*, 21. [CrossRef] [PubMed]

41. Ali, S.A.; Parvin, F.; Pham, Q.B.; Vojtek, M.; Vojtekkova, J.; Costache, R.; Lih, N.T.T.; Nguyen, H.Q.; Ahmad, A.; Ghorbani, M.A. GIS-based comparative assessment of flood susceptibility mapping using hybrid multi-criteria decision-making approach, naive Bayes tree, bivariate statistics and logistic regression: A case of Topla basin, Slovakia. *Ecol. Indic.* **2020**, *117*, 23. [CrossRef]

42. Liu, J.F.; Wang, X.Q.; Zhang, B.; Li, J.; Zhang, J.Q.; Liu, X.J. Storm flood risk zoning in the typical regions of Asia using GIS technology. *Nat. Hazards* **2017**, *87*, 1691–1707. [CrossRef]

43. Jin, X.; Shao, H.; Zhang, C.; Yan, Y. The applicability evaluation of three satellite products in Tianshan Mountains. *J. Nat. Resour.* **2016**, *31*, 2074–2085.

44. Chen, X.; Zhong, R.; Wang, Z.; Lai, C.; Zhang, J. Evaluation on the accuracy and hydrological performance of the latest-generation GPM IMERG product over South China. *J. Hydraul. Eng.* **2017**, *48*, 1147–1156.

45. Peng, Y.; Wang, Q.H.; Wang, H.T.; Lin, Y.Y.; Song, J.Y.; Cui, T.T.; Fan, M. Does landscape pattern influence the intensity of drought and flood? *Ecol. Indic.* **2019**, *103*, 173–181. [CrossRef]

46. Powell, S.J.; Jakeman, A.; Croke, B. Can NDVI response indicate the effective flood extent in macrophyte dominated floodplain wetlands? *Ecol. Indic.* **2014**, *45*, 486–493. [CrossRef]

47. Bui, D.T.; Ho, T.C.; Pradhan, B.; Pham, B.T.; Nhu, V.H.; Revhaug, I. GIS-based modeling of rainfall-induced landslides using data mining-based functional trees classifier with AdaBoost, Bagging, and MultiBoost ensemble frameworks. *Environ. Earth Sci.* **2021**, 75, 22. [CrossRef]

48. Yang, Q.L.; Shao, J.M.; Scholz, M.; Plant, C. Feature selection methods for characterizing and classifying adaptive Sustainable Flood Retention Basins. *Water Res.* **2011**, *45*, 993–1004. [CrossRef] [PubMed]

49. Chen, W.; Peng, J.B.; Hong, H.Y.; Shahabi, H.; Pradhan, B.; Liu, J.Z.; Zhu, A.X.; Pei, X.J.; Duan, Z. Landslide susceptibility modelling using GIS-based machine learning techniques for Chongren County, Jiangxi Province, China. *Sci. Total Environ.* **2018**, *626*, 1121–1135. [CrossRef] [PubMed]

50. Hou, Y.; Liu, R.; Zhao, J. Characteristics of flood disaster in dry-hot valley of Dadu river in Hanyuan county, Sichuan province in Qing Dynasty. *Bull. Soil Water Conserv.* **2019**, *39*, 271–277.

51. Zhang, D. Research on Uncertainty Analysis of Flood Frequency; China Institute of Water Resources & Hydropower Research: Beijing, China, 2015.
81. Dodangeh, E.; Panahi, M.; Rezaie, F.; Lee, S.; Bui, D.T.; Lee, C.W.; Pradhan, B. Novel hybrid intelligence models for flood-susceptibility prediction: Meta optimization of the GMDH and SVR models with the genetic algorithm and harmony search. *J. Hydrol.* **2020**, *590*. [CrossRef]

82. Mazzoleni, M.; Bacchi, B.; Barontini, S.; Baldassarre, G.D.; Pilotti, M.; Ranzi, R. Flooding Hazard Mapping in Floodplain Areas Affected by Piping Breaches in the Po River, Italy. *J. Hydrol. Eng.* **2013**, *19*, 717–731. [CrossRef]