Quantum circuit dynamics via path integrals: Is there a classical action for discrete-time paths?
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Abstract

It is straightforward to compute the transition amplitudes of a quantum circuit using the sum-over-paths methodology when the gates in the circuit are balanced, where a balanced gate is one for which all non-zero transition amplitudes are of equal magnitude. Here we consider the question of whether, for such circuits, the relative phases of different discrete-time paths through the configuration space can be defined in terms of a classical action, as they are for continuous-time paths. We show how to do so for certain kinds of quantum circuits, namely, Clifford circuits where the elementary systems are continuous-variable systems or discrete systems of odd-prime dimension. These types of circuit are distinguished by having phase-space representations that serve to define their classical counterparts. For discrete systems, the phase-space coordinates are also discrete variables. We show that for each gate in the generating set, one can associate a symplectomorphism on the phase-space and to each of these one can associate a generating function, defined on two copies of the configuration space. For discrete systems, the latter association is achieved using tools from algebraic geometry. Finally, we show that if the action functional for a discrete-time path through a sequence of gates is defined using the sum of the corresponding generating functions, then it yields the correct relative phases for the path-sum expression. These results are likely to be relevant for quantizing physical theories where time is fundamentally discrete, characterizing the classical limit of discrete-time quantum dynamics, and proving complexity results for quantum circuits.

1. Introduction and summary

1.1. The question

The sum-over-paths methodology in quantum mechanics, pioneered by Richard Feynman, offers an alternative to the standard means of expressing quantum dynamics, just as the least-action formulation of classical dynamics offers an alternative to the standard Hamiltonian formulation \[1\]. In particular, it allows one to determine the probability amplitude of making a transition among states for any given (possibly time-dependent) Hamiltonian operator describing the quantum dynamics of the system. There is, however, a second type of problem to which it can be applied. Here, one is given a modular description of the quantum system’s dynamics—for instance, a description of a quantum circuit with gates that are drawn from some fixed set of possibilities—and the goal is to compute the transition amplitudes of the overall circuit from a knowledge of the transition amplitudes of each gate.

The distinction between these two types of problems is best illustrated by an example. Suppose one is interested in the transverse position of an atom as it passes through an interferometer. It is then useful to treat different components in the interferometer as gates in a circuit. Determining the propagator associated to a particular gate given a knowledge of the Hamiltonian governing the dynamics of the atom as it passes through that gate is a problem of the first sort. Determining the propagator associated to the entire interferometric set-up...
given a knowledge of the propagators associated to each gate is a problem of the second sort. We shall refer to the two sorts of problems henceforth as the continuous-time scenario and the circuit scenario respectively. In either scenario, one can consider the system’s degrees of freedom to be discrete or continuous. An interferometer is an example of a circuit acting on continuous degrees of freedom, while the circuits that are most commonly studied in the field of quantum computation involve discrete degrees of freedom.

A quantum circuit can be specified by a sequence of gates, where each gate is characterized by a unitary operator. The dynamics that occurs within each gate is generally not specified. This is because only the overall functionality of the gate is important for the functionality of the circuit as a whole, and there are many different choices of the dynamics within the gate that lead to the same functionality. For instance, a piece of polaroid and a birefringent crystal both allow one to achieve the overall functionality of a polarization filter, even though the evolution of the light within the two sorts of components is quite different. Given that the dynamics internal to each gate is irrelevant—and may in fact be unknown—the problem of computing the overall functionality of a circuit cannot be cast into the sum-over-paths methodology of the continuous-time scenario. Instead, one requires a sum-over-paths methodology that is explicitly catered to the circuit scenario, wherein each gate in the circuit is treated as a black box.

It is straightforward to express the transition amplitude of a circuit in terms of a sum or integral over discrete-time paths. Suppose \( q \) is a label for the basis relative to which we compute amplitudes on a given system—called the configuration of that system. For a circuit acting on \( n \) systems, the configuration of the \( n \) systems is a vector \( \vec{q} \equiv (q_1, \ldots, q_n) \), where \( q_i \) is the configuration of the \( i \)th system. Suppose the circuit is a sequence of \( N \) unitaries, \( \{\hat{U}_k\}_{k=1}^N \), so that the total unitary is \( \hat{U} = \hat{U}_N \cdots \hat{U}_2 \hat{U}_1 \). It is then appropriate to discretize time into \( N \) steps. Denoting the configuration at time step \( k \) by \( \vec{q}_k \equiv (q_1^{(k)}, \ldots, q_n^{(k)}) \), a discrete-time path through the configuration space is a sequence of \( N + 1 \) configurations,

\[
\gamma = (\vec{q}_0, \vec{q}_1, \ldots, \vec{q}_N).
\]

Figure 1 depicts a circuit acting on \( n \) systems with a gate depth of \( N \) and illustrates our labeling convention for the discrete-time paths.

If the configuration is a continuous variable—for instance, if the Hilbert space of each system is \( L^2(\mathbb{R}) \) so that \( q^{(0)} \in \mathbb{R} \)—then we can insert resolutions of the identity between every pair of adjacent unitaries to obtain

\[
\langle \vec{q}_N | \hat{U} | \vec{q}_0 \rangle = \int \prod_{k=1}^N \langle \vec{q}_k | \hat{U}_k | \vec{q}_{k-1} \rangle \, d\vec{q}_{N-1} \cdots d\vec{q}_1,
\]

where \( d\vec{q}_k \equiv dq_1^{(k)} \cdots dq_n^{(k)} \). Defining the amplitude associated with the path \( \gamma \in \mathbb{R}^{(N+1)} \) as

\[
A(\gamma) = \prod_{k=1}^N \langle \vec{q}_k | \hat{U}_k | \vec{q}_{k-1} \rangle,
\]

the amplitude \( \langle \vec{q}_N | \hat{U} | \vec{q}_0 \rangle \) can be expressed as the following integral over discrete-time paths

\[
\langle \vec{q}_N | \hat{U} | \vec{q}_0 \rangle = \int_{\mathbb{R}^{(N+1)}} A(\gamma) \, d\gamma,
\]

where \( \mathbb{R}^{(N+1)} \) denotes the space of discrete-time paths that begin at \( \vec{q}_0 \) and end at \( \vec{q}_N \) and where \( \int_{\mathbb{R}^{(N+1)}} (\cdots) \, d\gamma \) denotes \( \int (\cdots) \, d\vec{q}_N \cdots d\vec{q}_0 \).

If, on the other hand, the configuration is a discrete variable—for instance, if the Hilbert space for each system is \( \mathbb{C}^d \) so that our label is discrete, \( d^{(0)} \in \mathbb{Z}_d \)—then we have
\[
\langle q_N | \hat{U} | q_0 \rangle = \sum_{q_{N-1} \in \mathbb{Z}_2^d} \cdots \sum_{q_1 \in \mathbb{Z}_2^d} \prod_{k=1}^{N} \langle q_k | \hat{U}_k | q_{k-1} \rangle.
\]
(1.5)

Defining the amplitude for a discrete-time path \( \gamma \in (\mathbb{Z}_2)^{(N+1)} \) by equation (1.3), we have
\[
\langle q_N | \hat{U} | q_0 \rangle = \sum_{\gamma \in \mathbb{P}_d(q_0, q_N)} A(\gamma),
\]
(1.6)

where \( \mathbb{P}_d(q_0, q_N) \) denotes the space of discrete-time paths that begin at \( q_0 \) and end at \( q_N \).

Under various circumstances, it is possible to restrict the set of paths appearing in the sum or integral. The paradigm example of this occurs in an interference experiment, where if the particle is known to pass through a screen containing slits, then one can restrict the path integral to those paths that pass through one of the slits. For instance, if the particle reaches the plane of the screen at the \( k \)th time step and the slit in the screen is at position \( x \), then the transition amplitude for step \( k \) has the form \( \langle q_k | \hat{U}_k | q_{k-1} \rangle \propto \delta(q_k - q_{k-1}) \delta(q_k - x) \), where \( \delta \) represents the Dirac-delta function. Integrating over \( q_k \), the delta function forces all paths to pass through the point \( q_k = x \), so that one can restrict the integral to these paths alone.

Another example of a restriction on the set of paths—the one that will be important here—is when a gate in the circuit maps the set of configurations to itself via some bijective map. In this case, we have \( \langle q_k | \hat{U}_k | q_{k-1} \rangle \propto \delta(q_k - f(q_{k-1})) \) for some bijective function \( f \), and it is sufficient to restrict the sum over paths to those paths for which \( \tilde{q}_k = f(\tilde{q}_{k-1}) \).

In the continuous-time scenario, one seeks to determine the transition amplitudes for a unitary that is generated by a Hamiltonian (possibly time-dependent) over some time interval. This is achieved by partitioning the time interval into a large number of small intervals and factorizing the unitary into a sequence of unitaries, one for each time step. In the limit of small step size, it is well known that the functional over paths appearing in the path sum has the form
\[
A(\gamma) = N e^{i S[\gamma]},
\]
(1.7)

where \( S[\gamma] \) is the classical action\(^5\) of the path \( \gamma \) and \( N \) is a complex number that is independent of the path. Much of the success of the sum-over-paths methodology relies on the fact that only the phase and not the magnitude of the amplitude \( A(\gamma) \) is path-dependent, and this in turn is a consequence of taking the limit of small step size.

This fact generally fails to hold in the circuit scenario. If the gates of the circuit are black boxes, then the most fine-grained sequence into which the overall unitary associated with the circuit can be factorized is one wherein each element of the sequence corresponds to a gate in the circuit. But for an arbitrary gate, the associated unitary \( U_1 \) has matrix elements \( \langle q_k | U_1 | q_{k-1} \rangle \) for which the phase and magnitude may be dependent on \( q_k \) and \( q_{k-1} \). Therefore, in general, both the phase and magnitude of the amplitude \( A(\gamma) \) may be dependent on the path \( \gamma \).\(^6\)

Nonetheless, the functional that appears in the path sum can have a form analogous to equation (1.7) for specific types of quantum circuits. This occurs when all of the gates appearing in the circuit have the property of being balanced. The property of being balanced is defined relative to the orthogonal basis used to define the configuration space in the path sum. It holds when every transition among basis elements that has a non-zero probability of occurrence under the gate has the same probability of occurrence. As an example, for a qubit wherein the configuration space in the path sum is the basis of eigenstates of the Z Pauli operator, the gate associated to the Z Pauli operator is balanced, as is every gate associated to a linear combination of the X and Y Pauli operators. The Z Pauli leaves each basis element invariant, so that only the trivial transition has non-zero probability, while for the X and Y Paulis, each basis element is taken to an equal superposition of basis elements, so that the state transitions that have non-zero probability of occurrence is the full set, and each occurs with equal probability.

We now provide a precise definition of the balanced property. Although each unitary in the sequence \( \{ U_k \}^N_{k=1} \) may in general act on all \( n \) systems, it is common to consider gate sets with gates that act on small subsets of the systems (as will be the case in the Clifford circuits we study further on). We therefore define the property of being balanced for a gate \( \hat{U} \) where the number of inputs and outputs is \( m \), which may differ from \( n \).

**Definition 1.** Let \( | \tilde{q} \rangle \) denote the basis elements for the inputs of the gate and let \( | \bar{Q} \rangle \) denote the basis elements for its outputs. The gate \( \hat{U} \) is said to be balanced if

\( ^5 \) Here and elsewhere in the article, any action for a path on a CV configuration space will be assumed to be dimensionless when it appears in a path integral expression, that is, it will be expressed in units of \( \hbar \) in that context.

\( ^6 \) Functionals \( A(\gamma) \) wherein both the phase and the magnitude are path-dependent (corresponding to a complex action functional) have seen applications in the sum-over-paths methodology for continuous-time dynamics (e.g., [7, 3]). Whether similar generalizations of the standard sum-over-paths methodology can be of use in the circuit scenario is an interesting question which we do not pursue here.
\forall \vec{q}, \vec{Q} \in \mathbb{R}^m \text{ (or } (\mathbb{Z}_d)^m) : \langle \vec{Q} | \hat{U} | \vec{q} \rangle = \mathcal{M} e^{i S(\vec{q}, \vec{Q})} \delta(\vec{g}(\vec{q}, \vec{Q}))

(1.8)

where \(\mathcal{M}\) is a complex constant, \(S(\vec{q}, \vec{Q})\) is a function of \(\vec{q}\) and \(\vec{Q}\) with values in the field \(\mathbb{R}\), \(\vec{g}\) is a smooth map \(\mathbb{R}^m \times \mathbb{R}^m \rightarrow \mathbb{R}^m \) (or \((\mathbb{Z}_d)^m \times (\mathbb{Z}_d)^m \rightarrow (\mathbb{Z}_d)^m\)) and \(\delta\) is a Dirac-delta function on \(\mathbb{R}^m\) (or a Kronecker delta function on \((\mathbb{Z}_d)^m\)). In other words, for the subset of values of \(\vec{q}\) and \(\vec{Q}\) where the amplitude \(\langle \vec{Q} | \hat{U} | \vec{q} \rangle\) is non-zero—a subset that one can always specify through a condition of the form \(g(\vec{q}, \vec{Q}) = 0\)—this amplitude is equal in magnitude and differs only in phase.

For a circuit composed entirely of balanced gates, the functional over discrete-time paths appearing in the path sum has the form

\[\gamma \mapsto A(\gamma) = \mathcal{M} e^{i S(\gamma)} \delta(\gamma)\]

(1.9)

where \(\mathcal{M}\) is a complex number that is path-independent, \(S(\gamma)\) is a real-valued function of \(\gamma\), and \(\delta(\gamma)\) is a Dirac delta (or Kronecker delta) function that specifies the paths of non-zero amplitude. Specifically, if the unitary at time step \(k\) is made up entirely of balanced gates, so that \(\langle \vec{q}_k | \hat{U}_k | \vec{q}_{k-1} \rangle = \mathcal{M} e^{i S_k(\vec{q}_{k-1}, \vec{q}_k)} \delta(\vec{g}_k(\vec{q}_{k-1}, \vec{q}_k))\), then we have

\[\mathcal{M} = \prod_{k=1}^{N} \mathcal{M}_k, \quad S(\gamma) = \sum_{k=1}^{N} S_k(\vec{q}_{k-1}, \vec{q}_k), \quad \delta(\gamma) = \prod_{k=1}^{N} \delta(\vec{g}_k(\vec{q}_{k-1}, \vec{q}_k)).\]

(1.10)

Denoting by \(\mathcal{P}(\vec{q}_0, \vec{q}_N)\) the space of paths of non-zero amplitude that start at \(\vec{q}_0\) and end at \(\vec{q}_N\), one then has for continuous variables,

\[\langle \vec{q}_N | \hat{U} | \vec{q}_0 \rangle = \mathcal{M} \int_{\mathcal{P}(\vec{q}_0, \vec{q}_N)} e^{i S(\gamma)} \ d\gamma,\]

(1.11)

where \(\int_{\mathcal{P}(\vec{q}_0, \vec{q}_N)} \ d\gamma\) is integration over \(\mathcal{P}(\vec{q}_0, \vec{q}_N)\) with respect to the measure induced by \(\delta(\gamma)\). For discrete variables,

\[\langle \vec{q}_N | \hat{U} | \vec{q}_0 \rangle = \mathcal{M} \sum_{\mathcal{P}(\vec{q}_0, \vec{q}_N)} e^{i S(\gamma)}.

(1.12)

The notion of balanced gates was introduced in the context of discrete systems by Dawson et al [5], who were also the first to consider the sum-over-paths methodology in the circuit scenario. They noted that certain gate sets that are universal for quantum computation—such as the gate set consisting of only the Hadamard and Toffoli gates—are comprised entirely of balanced gates. As such, circuits built from this gate set can be analyzed by a sum-over-paths methodology, and this was used to provide simple proofs of some known complexity results, for example that \(BQP \subseteq \text{PP}\). Bacon et al [6] extended their work by considering algebraic circuits defined by a gate set consisting of three phase-changing gates and a Fourier transform gate. Because the elements of this gate set are also all balanced, it is possible to apply the sum-over-paths methodology to algebraic circuits as well.

Certain well-studied families of circuits, known as Clifford circuits, also have gate sets comprised entirely of balanced gates. Clifford circuits were first introduced in the context of qubits [8], but were subsequently generalized to CV systems [9] and \(d\)-level systems for \(d > 2\) (qudits) [10, 11]. Dawson et al noted that the balanced property held for qubit Clifford circuits. It is not difficult to see that it holds for CV and qudit Clifford circuits as well.

In all such circuits—indeed, any circuit consisting entirely of balanced gates—the sum-over-paths methodology provides an alternative way of computing transition amplitudes for the whole circuit from a knowledge of the transition amplitudes of each gate.
In this article, we are not, however, interested in the sum-over-paths approach for its use as an alternative technique of solving quantum dynamics for circuits, but rather for the novel perspective that it offers on the difference between quantum and classical theories of that circuit.

In the case of continuous-time dynamics, the bridge between the classical and the quantum theory is made through the phase factor $S[\gamma]$ that is assigned to a path $\gamma$ in the path integral expression for the dynamics; it is simply the classical action of the path $\gamma$. Specifically, in the case of $n$ systems described by CVs undergoing continuous-time dynamics over a time interval $[0, T]$, a path $\gamma$ is specified, in the limit of small step-size, as a function $\vec{q} : [0, T] \rightarrow \mathbb{R}^n$, and the classical action of this path is the integral of the Lagrangian of the system along the path,

$$ S[\gamma] \equiv \int_0^T \mathcal{L}(\dot{\vec{q}}(t), \, \vec{q}(t)) \, dt. \quad (1.13) $$

We here address the following question: for discrete-time dynamics, can the phase $S[\gamma]$ appearing in the path integral expression be understood as the action functional for a discrete-time path $\gamma$ in a classical counterpart of the quantum circuit? The main result of our article is a demonstration that it can be so understood for certain kinds of circuits.

1.2. Summary of results

Our demonstration that the phase of a discrete-time path can be understood in terms of an action functional necessitates solving two problems about discrete-time classical dynamics:

1. Defining an action functional for discrete-time classical dynamics.
2. Determining the discrete-time classical dynamics associated to a given type of discrete-time quantum dynamics.

Our solutions to these two problems will be outlined in the rest of the introduction and elaborated upon in the main text. Once these two foundations are laid, it becomes straightforward to verify that for certain types of quantum circuits, the action functional for their classical counterparts is what determines the relative phases of paths in the sum-over-paths expression for the quantum dynamics.

**Defining an action functional for discrete-time dynamics.** To understand what counts as a good definition of an action functional in discrete-time dynamics, we review the role that the action functional plays in continuous-time dynamics. In fact, it plays two related roles:

1. It determines the classical trajectories via a least-action principle.
2. It generates the symplectomorphism associated with evolution over a time interval via its evaluation on the classical trajectories over that interval.

The first role is well-known, while the second role is worth reviewing. Suppose that one is considering continuous-time dynamics defined by a Hamiltonian $H(\vec{q}, \vec{p})$ over a time interval $[0, T]$ and let $(\vec{q}_d(t), \vec{p}_d(t))$ be the solution to Hamilton’s equations with initial value $(\vec{q}, \vec{p})$. Then the dynamics over the given time interval is described by the symplectomorphism $\phi : (\vec{q}, \vec{p}) \mapsto (\vec{Q}, \vec{P})$ by setting $\vec{Q} = \vec{q}_d(T)$ and $\vec{P} = \vec{p}_d(T)$. Note that $\vec{q}_d(t)$ can also be characterized as the solution to the Euler–Lagrange equations with boundary conditions $\vec{q}_d(0) = \vec{q}$ and $\vec{q}_d(T) = \vec{Q}$ for the Lagrangian $\mathcal{L}(\vec{q}, \vec{p})$ associated to $H(\vec{q}, \vec{p})$. Consider the function of $\vec{q}$ and $\vec{P}$ that one obtains by evaluating the action functional on the classical trajectory through configuration space that begins at $\vec{q}$ and ends at $\vec{Q}$, denoted $\gamma_{cl}$,

$$ G_d(\vec{q}, \vec{Q}) \equiv S[\gamma_{cl}] = \int_0^T \mathcal{L}(\dot{\vec{q}}_d(t), \, \vec{q}_d(t)) \, dt. \quad (1.14) $$

It is well-known [12] that this function generates the symplectomorphism $\phi$ in the sense that

$$ p^{(i)} = -\frac{\partial G_d(\vec{q}, \vec{Q})}{\partial \dot{q}^{(i)}}, \quad p^{(i)} = \frac{\partial G_d(\vec{q}, \vec{Q})}{\partial Q^{(i)}}. \quad (1.15) $$

In other words, the generating function of a symplectomorphism induced by Hamiltonian dynamics is exactly the action functional evaluated on the classical trajectories.

Now consider discrete-time classical dynamics for a CV system, such as the classical interferometer described earlier. Suppose that the nature of the dynamics is specified modularly, as a sequence of symplectomorphisms on the system’s phase space. For both the case of a physical theory wherein time is fundamentally discrete and the case of circuit dynamics wherein the internal dynamics of each gate is unknown,
there is no Lagrangian describing a continuous-time dynamics within a given time-step. Nonetheless, the association between generating functions and actions described above provides a means of defining an action without reference to such a Lagrangian. Specifically, if the symplectomorphism for the $k$th time-step is denoted $\phi_k$ and has a generating function $G_0(\tilde{q}_{k-1}, \tilde{p}_k)$, one can simply interpret the latter as the total action of the transition from $\tilde{q}_{k-1}$ to $\tilde{q}_k$ under $\phi_k$. One can then define the action functional for the discrete-time path $\gamma = (\tilde{q}_0, \ldots, \tilde{q}_N)$ as the sum over time-steps of the actions associated to each transition, 

$$S(\gamma) = S(\tilde{q}_0, \ldots, \tilde{q}_N) = \sum_{k=1}^{N} G_0(\tilde{q}_{k-1}, \tilde{q}_k).$$  

(1.16)

The reason it is appropriate to identify this as the discrete-time action functional is that, as we will prove in proposition 1, it plays one of the roles that the continuous-time action functional plays, namely, that if one evaluates it on the classical discrete-time trajectories, one obtains the generating function for the symplectomorphism associated to the overall dynamics of the whole circuit, as we will prove in lemma 3. It is in this sense that it is appropriate to understand the sum of the generating functions as an action functional, even for discrete variables.$$^{13}$$

We will show that this result about discrete-time dynamics goes through not just for CVs but for discrete variables as well. In the latter case, we imagine that a single system has a phase space with coordinates taking values in the ring $\mathbb{Z}_d$, so that the phase space of $n$ such systems is $(\mathbb{Z}_d)^{2n}$, and the discrete-time dynamics is specified as a sequence of symplectomorphisms on this phase space. At first glance, it is not obvious that the connection between generating functions and actions that was described above can be leveraged to define a discrete-time action functional in this case. The difficulty is that, as is evident from equation (1.15), generating functions are typically characterized in a way that makes explicit use of differential calculus, and for discrete variables, one does not have a notion of differentiation in the usual sense.

To resolve this issue, we call upon the algebra-geometry correspondence. While this has many incarnations in various areas of mathematics, the underlying idea is that one can frequently establish a dictionary which translates geometric structures of a space into structures on its algebra of functions, and vice-versa. The particular instantiation we need is the duality between the geometry of so-called affine schemes and the algebra of commutative rings ([$13$], chapter II.2).

Under this duality, the algebraic counterpart of an affine space over $\mathbb{Z}_d$ is an algebra of polynomials with coefficients in $\mathbb{Z}_d$, where the number of variables equals the dimension of the affine space. Explicitly, for the classical phase space of $n$ systems with coordinates $q^{(i)}, p^{(i)}$, each taking values in $\mathbb{Z}_d$, one has the correspondence

$$(\mathbb{Z}_d)^{2n} \rightarrow \mathbb{Z}_d[q^{(1)}, \ldots, q^{(n)}, p^{(1)}, \ldots, p^{(n)}] \equiv \mathbb{Z}_d[\tilde{q}, \tilde{p}].$$  

(1.17)

We exploit this correspondence by identifying what structure on the algebra of polynomials is the dual of a differential structure on the discrete space. Fortunately this question has long been answered by algebraic geometers. The structure goes by the name of the Kähler differential forms on the algebra $\mathbb{Z}_d[\tilde{q}, \tilde{p}]([$13$], chapter II.8).

The algebra-geometry correspondence forces us to define generating functions for the dynamics of discrete systems not as polynomial functions over the reals, but rather as polynomial functions over $\mathbb{Z}_d$,

$$G(\tilde{q}, \tilde{Q}) \in \mathbb{Z}_d[\tilde{q}, \tilde{Q}].$$  

(1.18)

For example, for any symplectomorphism $\phi$ associated to a single system, that is, $\phi : \mathbb{Z}_d \times \mathbb{Z}_d \rightarrow \mathbb{Z}_d \times \mathbb{Z}_d$ and $(Q, P) = \phi(q, p)$, the generating function is a polynomial in two variables, $q$ and $Q$, with coefficients in $\mathbb{Z}_d$,

$$G_\phi(q, Q) : \mathbb{Z}_d \times \mathbb{Z}_d \rightarrow \mathbb{Z}_d.$$  

(1.19)

Similarly for symplectomorphisms on pairs of systems, $\phi : (\mathbb{Z}_d)^2 \times (\mathbb{Z}_d)^2 \rightarrow (\mathbb{Z}_d)^2 \times (\mathbb{Z}_d)^2$, the associated generating function is a polynomial with coefficients in $\mathbb{Z}_d$,

$$G_\phi(\tilde{q}, \tilde{Q}) : (\mathbb{Z}_d)^2 \times (\mathbb{Z}_d)^2 \rightarrow \mathbb{Z}_d.$$  

(1.20)

It follows that if we define the total action of a given transition under a symplectomorphism by evaluating the associated generating function on the given initial and final configurations, then the action will be $\mathbb{Z}_d$-valued.

We can then define a $\mathbb{Z}_d$-valued action functional for a discrete-time path as the sum over time-steps of the action of the transition at each time-step, so that equation (1.16) applies, but is $\mathbb{Z}_d$-valued. Just as in the CV case, if one evaluates this discrete-time action functional on the classical discrete-time trajectories, one obtains the generating function for the symplectomorphism associated to the overall dynamics of the whole circuit, as we show in lemma 3. It is in this sense that it is appropriate to understand the sum of the generating functions as an action functional, even for discrete variables.$$^{13}$$

$^{13}$Note that our proposal agrees with that of Baez and Gilliam [$14$] concerning what sorts of mathematical object should represent a discrete-time and discrete-variable analog of the action functional.
We have shown that our discrete-time action functional plays the second role that its continuous-time counterpart plays, but what about the first role? Does it also define classical discrete-time trajectories by a least-action principle?

A bit of reflection shows that the question is not well-posed without substantial revision to the statement of the principle. For discrete degrees of freedom in particular, the normal manner of thinking about it—in terms of an extremization of the action functional—does not work. As we noted above, the algebra-geometry correspondence forces the action to be \( \mathbb{Z}_d \)-valued in this case, and \( \mathbb{Z}_d \) is not an ordered set, so that there is no possibility of defining a principle of extremality in terms of it. It may be possible, however, to recast the principle in terms of stationary points in the space of paths rather than in terms of extermization. To do so, one must translate to the discrete-variable context the normal story about how to express the variation of the action induced by a small variation in the path. But it is not even clear what is the appropriate sort of variation of the path to consider. Presumably, if this question can be answered, then stationary points can be identified using a scheme wherein Kahler differential forms play the role of normal derivatives. In the case of continuous degrees of freedom, where the action functional is real-valued, the question is well-posed, but we do not have the answer. Whether our proposal for a discrete-time action functional can recover classical paths by some principle of stationary action (for either discrete or continuous degrees of freedom) remains an open question.

Because it remains unclear whether it is possible to understand discrete-time classical dynamics in terms of a principle of stationary action, in this work we focus on demonstrating that our proposed functional over discrete-time paths plays the second role that the action functional over continuous-time paths plays in classical dynamics, that of defining a generating function. It is in this sense that our proposed functional does indeed merit the title of an action functional.

**Determining the classical counterpart of quantum discrete-time dynamics.** For certain kinds of quantum circuits involving only balanced gates, we can identify the natural classical counterpart and its description in terms of a phase space and symplectomorphisms. In particular, we do so for CV Clifford circuits and for qudit Clifford circuits where the dimension \( d \) of the elementary systems is an odd prime.

The CV case is the easiest to consider because there it is obvious which classical phase space to associate to a given quantum state space and (at least for the CV Clifford gates) which symplectomorphisms to associate to given quantum unitaries. This is achieved using the Wigner representation, which defines a classical model of the quantum dynamics (specifically, a non-contextual hidden variable model) [15]. The Wigner representation associates a symplectomorphism to each of the elementary gates of a CV Clifford circuit, and from the latter we obtain a generating function. In this way, we can identify the action functional for the overall circuit. We then proceed to show (in theorem 2) that this action functional yields the correct phases in the path sum expression for the quantum dynamics, that is, we show that it yields the functional \( S(\gamma) \) of equation (1.9).

To achieve an analogical interpretation of \( S(\gamma) \) in equation (1.9) for discrete rather than CV systems in a circuit scenario, one must first of all determine what symplectic space should be associated with a given discrete quantum system. This is not evident a priori because for discrete systems, such as the intrinsic spin degree of freedom, the quantum dynamics was not obtained historically by quantizing a classical theory of discrete variables.

However, it turns out that for certain qudit Clifford circuits, there is clarity about what is the natural classical counterpart. These are the so-called ‘quopit’ Clifford circuits, where a quopit is a qudit where the dimension \( d \) is an odd prime [16]. What is special about quopit Clifford circuits is that they are known to admit a non-contextual hidden variable model, and this model provides the classical counterpart of the quantum dynamics [14]. For quopit Clifford circuits, the model is provided by a discrete analog of the Wigner representation proposed by Gross, where the Clifford operations are represented as transformations of an affine space over the finite field \( \mathbb{Z}_d \) [17].

The discrete Wigner representation associates to every elementary gate of a quopit Clifford circuit a symplectomorphism on the discrete phase space [16]. Using the techniques described earlier, one can define generating functions in terms of these and consequently also an action functional. We show (in theorem 4) that

---

14 This is not at odds with the fact that the full quantum theory fails to admit of such a model because Clifford circuits do not realize arbitrary unitaries.

15 In fact, Gross’s Wigner representation is defined for all odd dimensions, not just odd prime. In that case \( \mathbb{Z}_d \) is no longer a field, which significantly increases the difficulty of working with this representation. Nonetheless, the elementary gate set for composite dimensions has been worked out by Hostens [11], but it is much more complicated and we do not consider it here. We believe that similar results as ours should hold for arbitrary odd dimensions.

16 The symplectomorphisms arising from both the discrete and CV Wigner representations are all affine, that is, a composition of a linear symplectic map and a phase-space translation. We nonetheless propose, in sections 2.2 and 3.3, the discrete-time analogs of action functionals for dynamics given by arbitrary (i.e., not necessarily affine) symplectomorphisms. As the formalism employed naturally accommodates this broader class of dynamics it adds no further mathematical technicalities while greatly expanding the range of applicability of our proposal.
considered quantum cellular automata fundamentally discrete, implying discrete-time rather than continuous-time dynamics. Some have also functional this choice does indeed yield the correct expressions for the quantum dynamics, that is, we show that the functional $S(\gamma)$ of equation (1.9) can indeed be written as a sum of the generating functions of the symplectomorphisms associated to the gates.

The idea of looking at sums of generating functions as generalizations of the action functional is in part inspired by a little-known paper of Dirac [18] wherein he explores the possibility of a Lagrangian approach to quantum mechanics. While Dirac was not successful at reformulating quantum mechanics, he did notice certain formal similarities between the generating functions of symplectomorphisms and the infinitesimal generators of unitary operations that implement a change of basis, and it was this work that ultimately inspired Feynman’s formulation of the path integral (as Feynman notes in his Nobel lecture). By exploring this connection in the discrete-time scenario, our results serve to clarify the precise role of generating functions in the sum-over-paths formulation of quantum theory.

1.3. Significance for understanding the quantum–classical distinction

The physical relevance of whether or not the exponent in the path integral expression can be interpreted as a classical action functional is this: if it can be so interpreted, then one has built a bridge between a classical theory and its corresponding quantum theory for discrete-time dynamics. In particular, one obtains insights into two aspects of this bridge:

1. Schemes for quantization, that is, how to define the quantum counterpart of a given classical evolution.

2. The definition of intrinsically quantum behavior, that is, determining when a given experiment fails to admit of a classical explanation.

Although the first aspect concerns a map from classical to quantum, while the second concerns a map from quantum to classical (or the lack thereof), there remains an important distinction between them. For the problem of quantization, one has a particular classical phase-space and Hamiltonian in mind. For the problem of determining whether an experiment admits of a classical explanation, on the other hand, one would like to be permissive about the nature of the classical phase-space and Hamiltonian that can appear in the explanation.

We discuss each aspect in turn.

Quantization. For continuous-time dynamics, the sum-over-paths approach provides a means of making inferences from the Lagrangian description of the classical dynamics to its quantum dynamics. Indeed, it is this sort of problem that has driven the development of the vast technical machinery and wide-ranging applications of the path integral. The sum-over-paths methodology arguably provides the most fruitful approach to the problem of quantization. In particular, recall that, unlike canonical quantization, the path integral formulation of quantum theory can be applied to classical theories that have a Lagrangian formulation but no Hamiltonian formulation. Consequently, the path integral approach has a broader scope.

In terms of applications, understanding the sum-over-paths methodology for the circuit scenario may provide a means to directly ‘quantize’ certain classical circuits. Studying the quantum generalization of various types of circuits, codes, and other tools from classical computer science has been a source of many innovations in the field of quantum computation. The present work deviates from the traditional approach to such generalizations insofar as it requires a phase-space description of the classical circuit. We hope that the novelty of this perspective may offer new insights.

A sum-over-paths methodology for the circuit scenario can also address the problem of quantizing theories of physics wherein time is fundamentally discrete. Many have espoused the idea that discrete-time dynamics might be the correct basis for physics while the standard continuous-time dynamics might be merely a useful approximation thereto. In the classical context, the idea has been pursued through the study of cellular automata. The fact that cellular automata have a dynamical law that is similar to laws of physics in being both time-independent and spatially local, and the fact that many choices of this law yield dynamics having features that are strongly reminiscent of physics, including a fundamental limit to the speed of propagation of influences, the possibility of evolving stable structures and complex structures, and computational universality, has motivated many to pursue a reconstruction of physical theories in terms of them [19–21]. In the quantum context, the fact that it is in principle impossible to resolve spatial distances and times arbitrarily finely [22, 23] and the idea that lengths and times, like other observables in quantum theory, ought to take values in a discrete spectrum [24, 25] also motivate researchers to pursue formulations of physics wherein space and time are fundamentally discrete, implying discrete-time rather than continuous-time dynamics. Some have also considered quantum cellular automata (see, e.g., [26, 27]) as a basis for physics [28].

Generally, researchers pursuing discrete-time dynamics as the basis of physics favor the assumption that the internal degrees of freedom of systems should be taken to be discrete. Nonetheless, a discrete-time dynamics for continuous degrees of freedom is another consistent option. For instance, in the quantum context, one can
consider scalar fields as the systems which evolve over discrete time, and in the classical context, one can consider cellular automata where the internal state of each cell is a continuous variable [21].

It is our hope that the results in this article might provide some insight into how to achieve quantization in such discrete-time classical theories.

For instance, if one constructs a cellular automaton wherein the state-space of a cell can be understood as a phase space and the update rule (the discrete-time dynamics) can be understood as a symplectomorphism, then our results provide a way of determining the quantized version of that cellular automaton. In this sense, our work connects most with an approach to classical discrete-time dynamics termed 'discrete mechanical systems', where, unlike standard cellular automata, one aims for a discrete generalization of Hamiltonian and Lagrangian descriptions of the dynamics [14].

Note that if one starts from classical discrete-time theories wherein the dynamics is generated by a set of symplectomorphisms, and one uses the sum-over-paths methodology outlined here to determine the quantum counterpart of this theory, then the discrete-time quantum theories that one obtains can always be formulated as a kind of quantum circuit. Importantly, however, not every sort of quantum circuit that the Hilbert-space formalism of quantum theory permits us to define can arise in this fashion. This method of quantization can only yield quantum circuits wherein each of the fundamental gates has the property of being balanced. Our work therefore provides some reason for thinking that this restricted class of quantum circuits may be a better starting point for any research program that aims to build a quantum formulation of physics wherein space and time are fundamentally discrete.

**Intrinsically quantum behavior.** Discussions of the distinction between quantum and classical dynamics often appeal to the path integral methodology: a given quantum dynamics is thought to admit of a classical model (hence to not be intrinsically quantum) if the typical action scale is large compared to Planck’s constant, such that the amplitudes of paths which deviate from the action-extremizing path tend to cancel. It is not at all clear, however, how this notion of quantum–classical correspondence might be applied to a discrete-time evolution, such as arises in a quantum circuit.

Meanwhile, the notions of local causality [29] and of noncontextuality [30, 31] are naturally suited to the question of whether a given quantum circuit admits of a classical explanation. In this approach, one considers the set of possible circuits that can be built up from the elementary gate set, and one inquires about the possibility of explaining the experimental data for each of these in terms of a locally causal model or in terms of a non-contextual model. The notion of a non-contextual model of an experiment was generalized in [32] and the generalization was shown to be equivalent to the existence of a non-negative quasiprobability representation [33, 34], another popular notion of classicality. Note that the notion of classicality that emerges in such work does not involve the ratio of typical actions to Planck’s constant.

It is our view that we will not have understood the quantum–classical distinction until such time as we have a notion of intrinsically quantum behavior that is independent of how one formulates quantum theory (whether it be with path integrals or Schrödinger dynamics, for instance) and of whether one is considering continuous-time or discrete-time dynamics. Insofar as our work contributes to understanding the quantum–classical distinction in the path integral formulation of discrete-time dynamics, it is a step on the path towards such a unified notion of intrinsic quantumness.

The idea that a quantum dynamics should be deemed effectively classical only if the associated sum over paths is dominated by a single path (the action-extremizing one) has recently been challenged by Kent [35]. Our work provides further reason to be sceptical of this notion of classicality, independently of the reasons provided by Kent. If one understands a quantum dynamics to admit of a classical explanation when it admits of a non-contextual model (or, equivalently, a non-negative Wigner representation), then Clifford circuit quantum dynamics admit of a classical explanation. And yet, as we will show here, the path-sum expression for such dynamics cannot be reduced to the contribution of a single path. Our work therefore provides a starting point for a re-assessment of what is the correct notion of the classical limit in the path integral formulation of quantum theory.

Finally, the question of which families of quantum circuits admit of a classical model has practical significance: it can help to identify the resources that are responsible for quantum-over-classical advantages for information processing. It has recently been shown that certain types of non-classicality can constitute resources for cryptographic and computational tasks. For instance, Bell-inequality violations are a resource for device-independent cryptography [36, 37]. Furthermore, failing to admit of a non-contextual model (equivalently, failing to admit of a positive quasiprobability representation) has recently been implicated in quantum computational speed-up [38–40]. A broader perspective on non-classicality in the circuit scenario promises more such insights. It may also help to determine whether a given computational architecture, such as the one implemented by D-wave, has intrinsically quantum features or not [41].

**Outline.** The outline of the paper is as follows. The CV and quopit Clifford circuits are considered separately in sections 2 and 3, respectively. This is because, although the end results are quite similar, the mathematics
involved is quite different. After introducing these circuits, in sections 2.1 and 3.1, we explicitly describe the resulting sum-over-paths expressions for transition amplitudes in theorems 1 and 3. The remainder of each section is devoted to showing that the functionals \( S(\tau) \) (of equation (1.9)) are the generating functionals of the corresponding symplectic representations. More specifically, for the CV case, we introduce generating functions in section 2.2 and then, in section 2.3, we introduce the symplectic representation and prove theorem 2. For the qudit case, we introduce the symplectic representation via the discrete Wigner transform in section 3.2. Then, in section 3.3, we introduce Kähler differentials and use them to define the corresponding generating functional. Finally, in section 3.4, we prove theorem 4 and section 4 offers some concluding remarks. As some of the mathematics used in section 3 may not be familiar to some readers, we have included an appendix with some additional background information.

Notational conventions. Arrows \( (\vec{x}) \) indicate vector quantities and bracketed superscripts \( (x^{(i)}) \) their components. Hats \( (\hat{x}) \) indicate operators. Subscripts \( (x_i) \) will be used to index time steps. \( \mathbb{Z}_d \) denotes the ring of integers modulo \( d \). Complex conjugation will be represented by an overbar \( (\bar{z}) \).

2. CV Clifford circuits

2.1. Sum-over-paths expression for CV Clifford circuits

We turn our attention to applying the sum-over-paths methodology to a particular example of a family of quantum circuits for which every gate in the generating set is balanced: the subset of quantum circuits known as CV Clifford circuits. These have previously been studied as the appropriate generalization of qubit Clifford circuits for continuous variable [9]. In fact, it has been shown that such circuits can be efficiently simulated on a classical computer, an extension of the Gottesman–Knill theorem from qubits to CV systems [42]. Our interest in CV Clifford circuits comes from a more foundational perspective, namely, that they can be described by a non-contextual hidden variable model [15], which provides the means by which we identify an action functional over the paths, as we shall see in section 2.3.

The goal of this section is to determine, for an arbitrary CV Clifford circuit, a sum-over-paths expression for its transition amplitudes as in equation (1.11). We then show that the exponent of the phase factor associated to each allowed path can be understood as a discrete-time generalization of the action functional. We introduce this notion in section 2.2 and then, in section 2.3, we prove that it agrees with our calculation of the aforementioned phase factor.

An \( n \)-system CV Clifford circuit consists of preparations and measurements in the configuration basis of \( L^2(\mathbb{R}^n) \) and an elementary gate set consisting of the following 1-system and 2-system gates:

\[
\hat{F} = e^{-i\Theta(\hat{q}^2 + \hat{p}^2)}
\]

\[
\hat{P}(\eta) = e^{-i\eta \hat{q}}, \quad \eta \in \mathbb{R}
\]

\[
\hat{X}(\tau) = e^{-i\tau \hat{p}}, \quad \tau \in \mathbb{R}
\]

\[
\hat{S} = e^{-i\alpha(\hat{x}^{(1)} + \hat{p}^{(1)})},
\]

along with \( \hat{F}^\dagger \) and \( \hat{P}^\dagger(\eta) \) and \( \hat{X}^\dagger(\tau) \) are already included as \( \hat{P}(\eta) \) and \( \hat{X}(\tau) \). \( \hat{F} \) is called the Fourier gate and corresponds to evolution for unit duration under the Hamiltonian for a harmonic oscillator with mass \( \frac{m}{2} \) and frequency \( \omega \) (it is the analog of the Hadamard gate in a qubit Clifford circuit). It is intuitively understood as a rotation in phase space by \( \pi/2 \). \( \hat{P}(\eta) \) is called a phase gate (by analogy to the phase gate in a qubit Clifford circuit), and corresponds to a phase-space squeezing operation (via a position-dependent boost). The \( \hat{X}(\tau) \) gate (a generalization of the Pauli-\( X \) gate in a qubit Clifford circuit) implements a translation of the configuration by \( \tau \). Finally, \( \hat{S} \) is called the sum gate (it is the analog of the CNOT gate in a qubit Clifford circuit) and can be understood as a translation of the second system by an amount equal to the coordinate of the first. The intuitive phase-space accounts that we have just provided for these quantum gates will be shown, in section 2.3, to be an accurate description of the associated symplectomorphisms.

Bartlett et al [42] have shown that CV Clifford circuits can (up to a global phase factor) implement all and only those unitaries lying in the so-called \( n \)-system CV Clifford group, \( C_n \). To define \( C_n \), one must first introduce the \( n \)-system CV Pauli group \( G_n \). Denote the group of unitaries on \( L^2(\mathbb{R}^n) \) by \( U( L^2(\mathbb{R}^n)) \). \( G_n \) is the subgroup of \( U( L^2(\mathbb{R}^n)) \) that is generated by \( \{ \hat{X}_i(\tau), \hat{Z}_i(\sigma) : \tau, \sigma \in \mathbb{R}, i \in \{1, \ldots, n\} \} \) where \( \hat{X}_i(\tau) \) is the operator that translates system \( i \) by \( \tau \) and \( \hat{Z}_i(\sigma) := e^{i\sigma \hat{p}} \) is the operator that boosts system \( i \) by \( \sigma \).

Definition 2. The \( n \)-system CV Clifford group, \( C_n \), is defined to be the normalizer of the \( n \)-system CV Pauli group inside \( U( L^2(\mathbb{R}^n)) \), that is, \( C_n := N(G_n) \).
Note that $C_n$ has $U(1)$ as a subgroup given by the operators $e^{i\theta}1$. Then Bartlett et al \cite{42} prove that the set
$$\{ \hat{F}_i, \hat{P}(\eta)_j, \hat{X}(\tau)_j, \Sigma_{ij} : \eta, \tau \in \mathbb{R}, i, j \in \{1, \ldots, n\}\}$$
(2.2)
are a generating set for the group $C_n/U(1)$.

Consider a given $n$-system CV Clifford circuit $C$ implementing a unitary $\hat{U} \in C_n$. To calculate the amplitudes for each path through the configuration space, we first need the matrix elements for the elementary gates.

**Lemma 1.** The matrix elements for the elementary CV Clifford gates are:

- $\langle Q|\hat{F}|q\rangle = \frac{1-i}{2\sqrt{\pi}} e^{-iQq}$;
- $\langle Q|\hat{F}^\dagger|q\rangle = \frac{1+i}{2\sqrt{\pi}} e^{iQq}$;
- $\langle Q|\hat{P}(\eta)|q\rangle = e^{-i\eta} \delta(Q - q)$;
- $\langle Q|\hat{X}(\tau)|q\rangle = \delta(Q - (q + \tau))$;
- $\langle Q^{(1)}, Q^{(2)}|\hat{S}|q^{(1)}, q^{(2)}\rangle = \delta(Q^{(1)} - q^{(1)})\delta(Q^{(2)} - (q^{(2)} + q^{(1)}))$;
- $\langle Q^{(1)}, Q^{(2)}|\hat{S}^\dagger|q^{(1)}, q^{(2)}\rangle = \delta(Q^{(1)} - q^{(1)})\delta(Q^{(2)} - (q^{(2)} - q^{(1)}))$.

It follows that all of these gates are balanced.

**Proof**

- We use the fact that $\hat{F}$ corresponds to evolution for unit duration under the Hamiltonian for a harmonic oscillator with mass $\frac{\ell}{\pi}$ and frequency $\frac{\pi}{2}$, the matrix elements of which are well-known (e.g. problem 3–8 in \cite{1}), to infer that
  $$\langle Q|\hat{F}|q\rangle = \frac{1-i}{2\sqrt{\pi}} e^{-iQq}. \hspace{2cm} (2.3)$$

  It follows that
  $$\langle Q|\hat{F}^\dagger|q\rangle = \langle q|\hat{F}|Q\rangle = \frac{1+i}{2\sqrt{\pi}} e^{iQq}. \hspace{2cm} (2.4)$$

- The matrix elements of $\hat{P}(\eta)$ are trivial to compute:
  $$\langle Q|\hat{P}(\eta)|q\rangle = e^{-i\eta} \delta(Q - q). \hspace{2cm} (2.5)$$

- For $\hat{X}(\tau)$, one has
  $$\langle Q|\hat{X}(\tau)|q\rangle = \int dp \langle Q|e^{-i\tau\hat{p}}|p\rangle \langle p|q\rangle$$
  $$= \frac{1}{2\pi} \int dp \ e^{i\tau(Q-p-q)}$$
  $$= \delta(Q - (q + \tau)). \hspace{2cm} (2.6)$$

- Finally, for $\hat{S}$, one has
  $$\langle Q^{(1)}, Q^{(2)}|\hat{S}|q^{(1)}, q^{(2)}\rangle = \int dp \langle Q^{(1)}, Q^{(2)}|\hat{S}|q^{(1)}, p\rangle \langle p|q^{(2)}\rangle$$
  $$= \frac{1}{\sqrt{2\pi}} \int dp \ e^{i\tau(-q^{(2)}-q^{(1)})} \langle Q^{(1)}, Q^{(2)}|q^{(1)}, p\rangle$$
  $$= \frac{1}{2\pi} \delta(Q^{(1)} - q^{(1)}) \int dp \ e^{i\tau(-q^{(2)}+q^{(1)})}$$
  $$= \delta(Q^{(1)} - q^{(1)})\delta(Q^{(2)} - (q^{(2)} + q^{(1)})). \hspace{2cm} (2.7)$$
It follows that
\[
\langle Q^{(1)}, Q^{(2)} | \hat{S} | q^{(1)}, q^{(2)} \rangle = \langle q^{(1)}, q^{(2)} | \hat{S} | Q^{(1)}, Q^{(2)} \rangle
\]
\[
= \delta(Q^{(1)} - q^{(1)}) \delta(Q^{(2)} - (q^{(2)} - q^{(1)})).
\]  
(2.8)

For any system at any time-step where the circuit has no gate acting, we shall describe the gate as identity and denote it by 1. The identity gate is a special case of \( \hat{X}(\tau) \) where \( \tau = 0 \) and a special case of \( \hat{P}(\eta) \) where \( \eta = 0 \), so that we can infer from lemma 1 that its contribution to the amplitude is simply \( \delta(Q - q) \). (Note that although we could have simply represented the identity gate by \( \hat{X}(0) \) or \( \hat{P}(0) \) in a description of the circuit, it is more straightforward to treat it distinctly.)

For a CV Clifford circuit \( \mathcal{C} \), the amplitude of any path \( \gamma \) through configuration space is given, according to equation (1.9), by
\[
A_{\mathcal{C}}(\gamma) = \mathcal{M}_e e^{i S_e(\gamma)} \delta(g_e(\gamma))
\]
where \( \mathcal{M}_e, S_e(\gamma) \) and \( \delta(g_e(\gamma)) \) can be decomposed into contributions from each time-step in the manner described by equation (1.10). It should be noted that gates acting on different systems during the same time-step contribute to the overall amplitude exactly as they would if they acted at consecutive time-steps, and hence their contributions also combine in the fashion described by equation (1.10). Lemma 1 then allows us to express the contribution of each gate to the amplitude explicitly. We see that each \( \hat{F} \) gate introduces a path-independent complex factor of \( \frac{1}{2 - i} \) to the normalization and each \( \hat{F}^\dagger \) gate a factor of \( \frac{1 + i}{2 - i} \). Let \( q(\gamma) \) denote the configuration at the input of a gate for path \( \gamma \), while \( Q(\gamma) \) denotes the configuration at its output for path \( \gamma \). In terms of this notation, each \( \hat{F} \) gate introduces a phase factor of \( e^{-i q(\text{gate}) q(\gamma)} \), each \( \hat{F}^\dagger \) gate a phase factor of \( e^{i q(\text{gate}) q(\gamma)} \). Finally, we get non-trivial constraints on the allowed paths from the \( \mathbf{I}, \hat{P}(\eta), \hat{X}(\tau), \hat{\Sigma} \) and \( \hat{\Sigma}^\dagger \) gates.

These results are summarized in the following theorem. Here, \( \sum_{\hat{F} \text{ gates}} \) denote a sum over all \( \hat{F} \) gates in \( \mathcal{C} \), and similarly for any other sort of gate, and \( \#(\hat{F}) \) \((\#(\hat{F}^\dagger)) \) denotes the number of \( \hat{F} \) gates \((\hat{F}^\dagger) \) gates.

**Theorem 1.** For an \( n \)-system CV Clifford circuit \( \mathcal{C} \) implementing the overall unitary \( \hat{U} \in \mathbb{C}_n \), the transition amplitudes can be computed by the sum-over-paths expression
\[
\langle \hat{q}_N | \hat{U} | \hat{q}_0 \rangle = \mathcal{M}_e \int_{\mathbb{C}^{\hat{F}^\dagger} \hat{F} \text{ gates}} e^{i S_e(\gamma)} \, d\gamma,
\]
(2.9)
where
\[
\mathcal{M}_e = \left( 1 - i \frac{1}{2 - i} \right)^{\#(\hat{F})} \left( 1 + i \frac{1}{2 - i} \right)^{\#(\hat{F}^\dagger)},
\]
and
\[
S_e(\gamma) = - \sum_{\hat{F} \text{ gates}} q(\text{gate}) Q(\gamma) + \sum_{\hat{F}^\dagger \text{ gates}} q(\text{gate}) Q(\gamma) - \sum_{\hat{P}(\eta) \text{ gates}} \frac{\eta}{2} q(\text{gate})^2.
\]
and where \( \int_{\mathbb{C}^{\hat{F}^\dagger} \hat{F} \text{ gates}} \) denotes integration over \( \hat{q}_1, ..., \hat{q}_{N-1} \) subject to the following constraints
\[
\forall \mathbf{I}, \hat{P}(\eta) \text{ gates: } Q(\text{gate}) = q(\text{gate}).
\]
\[
\forall \hat{X}(\tau) \text{ gates: } Q(\text{gate}) = q(\text{gate}) + \tau.
\]
\[
\forall \hat{\Sigma} \text{ gates: } Q^{(1)}(\text{gate}) = q^{(1)}(\text{gate}), \quad Q^{(2)}(\text{gate}) = q^{(1)}(\text{gate}) + q^{(2)}(\text{gate}).
\]
\[
\forall \hat{\Sigma}^\dagger \text{ gates: } Q^{(1)}(\text{gate}) = q^{(1)}(\text{gate}), \quad Q^{(2)}(\text{gate}) = q^{(2)}(\text{gate}) - q^{(1)}(\text{gate}).
\]
(2.11)

What is important for us is the functional form of \( S_e(\gamma) \) because we seek to show that it can be interpreted as a generalized action functional through the theory of generating functions. Before doing so, however, we pause to present a scheme for implementing the constraint on the allowed paths, inspired by the one presented in Dawson et al [5], and which proceeds by providing an explicit parameterization of the space of allowed paths.

For the gates \( \mathbf{I}, \hat{P}(\eta), \hat{X}(\tau), \hat{\Sigma} \) and \( \hat{\Sigma}^\dagger \), one sees that for each configuration of the input(s), there is a unique configuration of the output(s) having non-zero amplitude. For the gates \( \hat{F} \) and \( \hat{F}^\dagger \), on the other hand, for any configuration of the input, every configuration of the output has a non-zero amplitude. For the latter gates, therefore, we must introduce a free parameter for the configuration at their output.
It follows that the number \( L \) of parameters sufficient to describe the space of allowed paths is just the sum of the number of \( \hat{F} \) gates and the number of \( \hat{F}_i \) gates, \( L \equiv \#(\hat{F}) + \#(\hat{F}_i) \). We will call these the free configuration parameters and denote them by \( \eta_i \), with the collection represented by the vector \( \mathbf{\eta} \equiv (\eta_1, \ldots, \eta_L) \). (Note that, unlike elsewhere in this article, the subscript in this notation does not indicate the time-step to which the configuration pertains; it is merely an index for the free parameters.) It follows that every allowed path can be expressed as a function of these parameters, \( \gamma(\mathbf{x}) \). However, the path \( \gamma(\mathbf{x}) \) may not be an allowed path for all choices of values for the \( L \) parameters, and so the parameters are constrained to live in some subspace of \( \mathbb{R}^L \).

To visualize the free configuration parameters and the constraints they satisfy, it is useful to annotate the circuit. The general prescription, which we illustrate with a concrete example in figure 2, is as follows:

1. Label the configurations of the input systems by \( \{ \eta_i^{(0)} \}_{i=1}^n \), and the configurations of the output systems by \( \{ \eta_i^{(f)} \}_{i=1}^n \).

2. For every system immediately following an \( \hat{F} \) gate or an \( \hat{F}_i \) gate, label the configuration of that system by \( \eta_i \), where \( i \) ranges from 1 to \( L \), the number of such gates in the circuit.

3. For every system immediately following a \( \hat{P}(\eta) \) or \( \hat{X}(\tau) \) gate, and every pair of systems immediately following a \( \hat{S} \) or \( \hat{S}_i \) gate, do not introduce a new label for the configurations of those systems, but rather specify, for each output of the gate, its functional dependence on the inputs of the gate (according to the functional relations determined in lemma 1).

Finally, constraints on the free configuration parameters arise from the final boundary condition at the output of the circuit. For every \( i \in \{1, \ldots, n\} \), define \( B^{(i)}(\mathbf{x}) \) to be the configuration of the \( i \)th system at the output of the circuit as a function of the free configuration parameters \( \mathbf{x} \). The form of this function can depend on the configurations of the input systems \( \eta_0 \), which are given as initial conditions, as well as the \( \tau \) and \( \eta \) parameters of the \( \hat{X}(\tau) \) and \( \hat{P}(\eta) \) gates which are given by the specification of the circuit. In our example of figure 2, for instance,

\[
B^{(1)}(\mathbf{x}) = x_1 + \tau, \\
B^{(2)}(\mathbf{x}) = q^{(2)}_0 - x_1, \\
B^{(3)}(\mathbf{x}) = x_0.
\]  

For a general circuit \( \mathcal{C} \), the vector of free configuration parameters \( \mathbf{x} \), is constrained to the set \( \mathcal{E}_C(\eta_0, \eta_f) \), where

\[
\mathcal{E}_C(\eta_0, \eta_f) \equiv \{ \mathbf{x} \mid B^{(i)}(\mathbf{x}) = q^{(i)}_f, \forall i \in \{1, \ldots, n\} \}. 
\]  

In general, each constraint equation on \( \mathbf{x} \) defines an affine hyperplane in \( \mathbb{R}^L \). As such, \( \mathcal{E}_C(\eta_0, \eta_f) \) describes the (possibly empty) intersection of these affine hyperplanes.

For the example of figure 2, for instance, the set is

\[
\{ \mathbf{x} \mid x_1 + \tau = q^{(1)}_f, \eta_0 = q^{(2)}_f, x_2 = q^{(3)}_f \}.
\]

Note that in our example, the free configuration parameter \( x_2 \) is fixed directly by the final boundary condition, so that one need not have introduced it. Indeed, one can restrict the free configuration parameters to the systems that are at the output of non-terminal \( \hat{F} \) and \( \hat{F}_i \) gates (where non-terminal means not the last gate acting on a given system). This does not, however, change the complexity of solving the constraints.
Given this parameterization of the allowed paths, we can rewrite equation (2.9) as

\[ \langle \hat{q}_f | \hat{U} \hat{q}_i \rangle = \gamma \int_{\mathcal{E}(\hat{q}_i, \hat{q}_f)} e^{iS_{\mathcal{E}}(\vec{\gamma}(\vec{x}))} \, d^4x, \]

(2.15)

where \( \int_{\mathcal{E}(\hat{q}_i, \hat{q}_f)} \) denotes integration over the subspace given as the intersection of affine hyperplanes within \( \mathbb{R}^2 \) that are picked out by the constraints on \( x_1, \ldots, x_n \) in the definition of \( \mathcal{E}(\hat{q}_i, \hat{q}_f) \).

Within this integral, the phase of an allowed path is specified as a function of the free parameters \( \vec{x} \) by adapting the functional form of equation (2.10) to the labeling scheme described above. For instance, in our example, the phase of the path determined by free parameters \( \vec{x} \) is

\[ S_{\mathcal{E}}(\vec{\gamma}(\vec{x})) = -q^{(1)}_0 x_1 + (q^{(2)}_0 + q^{(3)}_0) x_2 - \frac{\eta}{2} (q^{(2)}_0)^2. \]

2.2. The discrete-time analog of the action functional for CV systems

Let \( \Omega^j(\mathbb{R}^2n) \) denote the vector space of all j-forms on the phase space \( \mathbb{R}^2n \), and let \( \Omega(\mathbb{R}^2n) = \bigoplus_{j=0}^{2n} \Omega^j(\mathbb{R}^2n) \) denote the algebra of all differential forms on \( \mathbb{R}^2n \). Introducing canonical coordinates \( (\vec{q}, \vec{p}) \), the 2-form \( \omega \in \Omega^2(\mathbb{R}^2n) \) defined by

\[ \omega = \sum_{i=1}^{n} dq^{(i)} \wedge dp^{(i)} \]

(2.16)

is a symplectic form because it is non-degenerate and \( d\omega = 0 \). A smooth function \( \phi: \mathbb{R}^2n \to \mathbb{R}^2n, (\vec{q}, \vec{p}) \mapsto (\vec{Q}, \vec{P}) \) is said to be a symplectomorphism if

\[ \sum_{i=1}^{n} dq^{(i)} \wedge dp^{(i)} = \sum_{i=1}^{n} dQ^{(i)} \wedge dP^{(i)}. \]

(2.17)

There is a canonical 1-form,

\[ \theta = \sum_{i=1}^{n} p^{(i)} dq^{(i)}. \]

(2.18)

which satisfies \( \omega = -d\theta \). One can restate the condition for \( \phi \) to be a symplectomorphism, equation (2.17), in terms of this canonical 1-form \( \theta: \phi \) is a symplectomorphism if and only if there is a \( \vec{G}(\vec{q}, \vec{p}) \subset C^\infty(\mathbb{R}^2n) \) such that

\[ \sum_{i=1}^{n} p^{(i)} dQ^{(i)} = \sum_{i=1}^{n} p^{(i)} dq^{(i)} = d\vec{G}(\vec{q}, \vec{p}). \]

(2.19)

We call such a \( \vec{G}(\vec{q}, \vec{p}) \) a generating function associated to the symplectomorphism \( \phi \) [12]. We note that the existence of a generating function for every symplectomorphism depends on the fact that every closed 1-form on \( \mathbb{R}^2n \) is exact. Note that generating functions are only unique up to the addition of scalars.

If the \( \vec{q} \) and \( \vec{Q} \) variables can be taken to be independent, then one can express \( \vec{G}(\vec{q}, \vec{p}) \) purely in terms of \( \vec{q} \) and \( \vec{Q} \), i.e., \( \vec{G}(\vec{q}, \vec{Q}) = \vec{G}(\vec{q}, \vec{P}(\vec{q}, \vec{Q})) \). It then follows from equation (2.19) that

\[ p^{(i)} = -\frac{\partial \vec{G}}{\partial q^{(i)}} \]

(2.20)

which is the sense in which \( \vec{G}(\vec{q}, \vec{Q}) \) generates the symplectomorphism \( \phi \). Because \( \vec{q} \) and \( \vec{Q} \) can indeed be taken to be independent in all of the cases we will consider, whenever we refer to the generating function, we mean \( \vec{G}(\vec{q}, \vec{Q}) \).

Note that for a symplectomorphism \( \phi: (\vec{q}, \vec{p}) \mapsto (\vec{Q}, \vec{P}) \) that results from a continuous-time Hamiltonian dynamics acting over a finite time interval, the generating function of that symplectomorphism, \( \vec{G}(\vec{q}, \vec{Q}) \), is simply the action of the classical trajectory over that time interval which has \( q \) as the initial configuration and \( Q \) as the final configuration, as in equation (1.14).

We now apply the proposal of equation (1.16) from the introduction, namely, that the analog of the action functional for discrete-time dynamics is the sum of the generating functions associated to the symplectomorphisms that make up the discrete-time dynamics.

Consider an \( n \)-system CV Clifford circuit with \( N \) time-steps, so that the space of paths is \( \mathbb{R}^{n(N+1)} \). Let \( \Phi = \{ \phi_k \}_{k=1}^{N} \) be the sequence of symplectomorphisms of \( \mathbb{R}^{2n} \) associated to the circuit, and denote the generating function associated to \( \phi_k \) by \( \vec{G}_k \).

\[ \text{The fact that the } \vec{G}_k(\vec{q}_{k-1}, \vec{q}_k) \text{ can be written as real polynomials over } \vec{q}_{k-1} \text{ and } \vec{q}_k \text{ will be demonstrated explicitly in lemma 3}. \]
\[ G_{\phi_i}(q_{k-1}, p_k) \in \mathbb{R}[\dot{q}_{k-1}, \dot{q}_k]. \]  

(2.21)

The definition of an action functional for discrete-time paths of CV systems, proposed in equation (1.16) of the introduction, specifies that the action functional for this circuit should be as follows.

**Definition 3.** The action functional over paths in \( \mathbb{R}^{2n(N+1)} \) that is associated to the sequence of symplectomorphisms \( \Phi = \{ \phi_{k-1} \}_{k=1}^N \), denoted \( \gamma \mapsto S_{\Phi}(\gamma) \), is

\[ S_{\Phi}(q_0, \ldots, q_N) \equiv \sum_{k=1}^N G_{\phi_k}(q_{k-1}, \dot{q}_k). \]  

(2.22)

Note that \( S_{\Phi} \) defines a functional on the set of discrete-time paths through configuration space. Given any such path \( \gamma = (q_0, \ldots, q_N) \), \( S_{\Phi} \) can be evaluated on \( \gamma \) to obtain the real number \( S_{\Phi}(\gamma) \) which is the total action of the path \( \gamma \) under the dynamics \( \Phi \).

As discussed in the introduction, at equation (1.14), for continuous-time dynamics, the evaluation of the action functional on the classical trajectory yields the generating function of the overall symplectomorphism encoding the dynamics. As will now be demonstrated, the same property holds true for the discrete-time action functional of definition 3.

Given a path \( \Gamma = (q_0, \overrightarrow{p}_1, \ldots, q_N, \overrightarrow{p}_N) \in (\mathbb{R}^{2n})^{N+1} \) through phase space one can extract a path \( \Gamma^q = (q_0, \ldots, q_N) \in (\mathbb{R}^n)^{N+1} \) through configuration space. For each choice of initial phase space value \( \Gamma_0 = (q_0, \overrightarrow{p}_0) \), a sequence of symplectomorphisms \( \Phi = \{ \phi_k \}_{k=1}^N \) defines a canonical path through phase space

\[ \Gamma^q_{\Phi}(q_0, \overrightarrow{p}_0) = (\Gamma_0, \Phi_1(\Gamma_0), \Phi_2(\Gamma_0), \ldots, \Phi_N(\Gamma_0)), \]  

(2.23)

where \( \Phi_1 = \phi_1 \circ \cdots \circ \phi_1 \) is the overall symplectomorphism implemented after the \( i \)-th time-step. We then define a classical trajectory having initial configuration \( \overrightarrow{q}_0 \) and final configuration \( \overrightarrow{q}_N \) to be a path through configuration space

\[ \gamma^q_{\Phi}(\overrightarrow{q}_0, \overrightarrow{q}_N) = (\Gamma^q_{\Phi}(\overrightarrow{q}_0, \overrightarrow{p}_0)) \]  

(2.24)

for some choice of \( \overrightarrow{p}_0 \) such that the \( q \)-component of \( \phi_N \circ \cdots \circ \phi_1(\Gamma_0) \) equals \( q_N \).

Note that for specific dynamics \( \Phi \) and boundary values \( \overrightarrow{q}_0 \) and \( \overrightarrow{q}_N \), \( \gamma^q_{\Phi}(\overrightarrow{q}_0, \overrightarrow{q}_N) \) may not exist, and when it does exist it is not necessarily unique\(^{18}\).

**Proposition 1.** For a sequence of symplectomorphisms \( \Phi = \{ \phi_{k-1} \}_{k=1}^N \), let a classical discrete-time trajectory through a CV configuration space \( \mathbb{R}^n \) having initial configuration \( \overrightarrow{q}_0 \) and final configuration \( \overrightarrow{q}_N \) be denoted \( \gamma^q_{\Phi}(\overrightarrow{q}_0, \overrightarrow{q}_N) \). The action functional of definition 3, evaluated on \( \gamma^q_{\Phi}(\overrightarrow{q}_0, \overrightarrow{q}_N) \), yields exactly the generating function of the overall symplectomorphism \( \Phi; S_{\Phi}(\gamma^q_{\Phi}(\overrightarrow{q}_0, \overrightarrow{q}_N)) = G_{\phi_k}(\overrightarrow{q}_0, \overrightarrow{q}_N) \).

**Proof.** For simplicity of presentation, we will work with the action functional defined on discrete-time paths through phase space rather than through configuration space. This results in no loss of generality as this is in fact the most natural domain of definition (equation (2.19)). The action functional for paths through phase space is given by

\[ S_{\Phi}(\overrightarrow{q}_0, \overrightarrow{p}_0, \ldots, \overrightarrow{q}_{N-1}, \overrightarrow{p}_{N-1}) \equiv \sum_{k=1}^N G_{\phi_k}(\overrightarrow{q}_{k-1}, \overrightarrow{p}_{k-1}). \]  

(2.25)

In a similar manner to how \( S_{\Phi} \) can be evaluated for paths through configuration space, \( \hat{S}_{\Phi} \) can be evaluated on paths \( \Gamma = (\overrightarrow{q}_0, \overrightarrow{p}_0, \ldots, \overrightarrow{q}_N, \overrightarrow{p}_N) \) through phase space to obtain a real number \( \hat{S}_{\Phi}(\Gamma) \). Let \( q \) and \( p \) superscripts denote, respectively, the position and momentum components of a phase-space object, so that \( \Gamma^q \) is the path through configuration space defined by the path \( \Gamma^p \) through phase space. Note that \( \hat{S}_{\Phi}(\Gamma^q) = S_{\Phi}(\Gamma^p) \) since for any symplectomorphism \( \phi : (\overrightarrow{q}, \overrightarrow{p}) \mapsto (\overrightarrow{Q}, \overrightarrow{P}) \) for which \( q \) and \( Q \) can be taken to be independent, \( G_{\phi}(\overrightarrow{q}, \overrightarrow{p}) = G_{\phi}(\overrightarrow{Q}, \overrightarrow{P}) \).

\(^{18}\) Examples are found in the next section: for the single symplectomorphism \( \phi_{k-1} \), for a given choice of initial and final boundary conditions on the configuration space, there are many choices of the initial momentum that are consistent with the symplectomorphism, and for the single symplectomorphism \( \phi_{k-1} \), it is straightforward to find examples of initial and final boundary conditions on the configuration space which are inconsistent with this symplectomorphism.
Making use of the shorthand $\mathcal{F} \equiv \sum_{i=1}^{n} x^{i} \text{d}y^{i}$, one has the following:

$$
\begin{align*}
\text{d}G_{\phi_{\Gamma}}(q_{0}, p_{0}) & \equiv \text{d}\Phi_{N}(\Gamma(0)^{p}) \text{d}\Phi_{N}(\Gamma(0)^{q}) - p_{0} \text{d}q_{0} \\
& = (\Phi_{N}(\Gamma(0)^{p}) \text{d}\Phi_{N}(\Gamma(0)^{q}) - \Phi_{N-1}(\Gamma(0)^{p}) \text{d}\Phi_{N-1}(\Gamma(0)^{q})) + \cdots + (\Phi_{1}(\Gamma(0)^{p}) \text{d}\Phi_{1}(\Gamma(0)^{q}) - p_{0} \text{d}q_{0}) \\
& = \text{d}G_{\phi_{\Gamma}}(\Phi_{N-1}(\Gamma(0))) + \cdots + \cdots + \text{d}G_{\phi_{\Gamma}}(\Phi_{1}(\Gamma(0))) \\
& \equiv \text{d}S_{\phi}(\Phi(\Gamma(0)^{p}, \Phi(\Gamma(0)^{q})).
\end{align*}
$$

By assumption one has that $G_{\phi_{\Gamma}}(q_{0}, p_{0}) = G_{\phi_{\Gamma}}(q_{0}, \Phi(\Gamma(0)^{q}))$ and $S_{\phi}(\Phi(\Gamma(0)^{p}, \Phi(\Gamma(0)^{q}))$ differ by the addition of a constant. Since the generating function is itself only defined up to this same ambiguity the claimed result follows.

We now turn to determining the explicit form of the generating functions associated to each of the gates in the generating set of the CV Clifford group.

### 2.3. Symplectomorphisms and generating functions for CV Clifford gates

To see that our proposal for the action functional of a path, equation (2.10), does indeed yield the functional that appears in the path-sum expression, equation (2.10), we must specify the classical counterpart of each gate in the generating set of the CV Clifford group, that is, both the classical symplectomorphism associated to it and the generating function of this symplectomorphism. For an $n$-system CV Clifford circuit, it is natural to take $\mathbb{R}^{2n}$ with basis $(q^{(1)}, \ldots, q^{(n)}, p^{(1)}, \ldots, p^{(n)})$ and the usual symplectic form as the underlying symplectic manifold.

Looking at the expressions for the unitaries associated to the elementary gate set for CV Clifford circuits, equation (2.1), one sees that a Hamiltonian operator can be associated to each gate. Each such Hamiltonian operator defines a classical Hamiltonian function on $\mathbb{R}^{2}$ (or $\mathbb{R}^{4}$ for the $\Sigma$ gate) in the usual way, and thus a symplectomorphism on $\mathbb{R}^{2}$ (or $\mathbb{R}^{4}$). (Note that one can equally well deduce the symplectomorphism associated to each CV Clifford gate by determining its Wigner representation.)

**Lemma 2.** The elementary CV Clifford gates of equation (2.1) are associated to the following symplectomorphisms:

- $\phi_{\hat{F}} : (q, p) \mapsto (p, -q);
- \phi_{\hat{F}'} : (q, p) \mapsto (-p, q);
- \phi_{\hat{\Sigma}(\eta)} : (q, p) \mapsto (q, p - \eta q);
- \phi_{\hat{F}(\tau)} : (q, p) \mapsto (q + \tau, p);
- \phi_{\hat{\Sigma} : (q^{(1)}, q^{(2)}, p^{(1)}, p^{(2)}) \mapsto (q^{(1)} + q^{(2)}, p^{(1)} + p^{(2)});}
- \phi_{\hat{\Sigma}'} : (q^{(1)}, q^{(2)}, p^{(1)}, p^{(2)}) \mapsto (q^{(1)} - q^{(2)}, p^{(1)} + p^{(2)}).$

These will be called the elementary CV Clifford symplectomorphisms.

**Proof**

- The $\hat{F}$ gate corresponds to evolution under the Hamiltonian $H_{\hat{F}}(q, p) = \frac{\pi}{4} (p^{2} + q^{2})$ for a time interval of unit duration. Solving Hamilton’s equation for this Hamiltonian yields:

$$
q(t) = q(0) \cos \left( \frac{\pi t}{2} \right) + p(0) \sin \left( \frac{\pi t}{2} \right), \quad p(t) = p(0) \cos \left( \frac{\pi t}{2} \right) - q(0) \sin \left( \frac{\pi t}{2} \right),
$$

and substituting $t = 1$ yields:

$$
\phi_{\hat{F}} : (q, p) \mapsto (p, -q).
$$

Similarly, the $\hat{F}'$ gate corresponds to evolution under the negative of this Hamiltonian for a unit time interval, and so

$$
\phi_{\hat{F}'} : (q, p) \mapsto (-p, q).
$$

- The gate $\hat{P}(\eta)$ corresponds to evolution under the Hamiltonian $H_{\hat{P}}(q, p) = \frac{1}{2} q^{2}$ for a time interval of duration $\eta$. Solving Hamilton’s equations for this Hamiltonian yields:

$$
q(t) = q(0), \quad p(t) = -q(0) t + p(0),
$$

and substituting $t = 1$ yields:

$$
\phi_{\hat{P}} : (q, p) \mapsto (p, -q).
$$

- The gate $\hat{P}(\tau)$ corresponds to evolution under the Hamiltonian $H_{\hat{P}}(q, p) = \frac{1}{2} q^{2}$ for a time interval of duration $\tau$. Solving Hamilton’s equations for this Hamiltonian yields:

$$
q(t) = q(0), \quad p(t) = -q(0) t + p(0),
$$

and substituting $t = 1$ yields:

$$
\phi_{\hat{P}} : (q, p) \mapsto (-p, q).
$$

- The gate $\hat{\Sigma}$ corresponds to evolution under the Hamiltonian $H_{\hat{\Sigma}}(q, p) = \frac{1}{2} (q^{2} - p^{2})$ for a time interval of duration $\eta$. Solving Hamilton’s equations for this Hamiltonian yields:

$$
q(t) = q(0), \quad p(t) = -q(0) t + p(0),
$$

and substituting $t = 1$ yields:

$$
\phi_{\hat{\Sigma}} : (q, p) \mapsto (q, p + \eta q).
$$

- The gate $\hat{\Sigma}'$ corresponds to evolution under the Hamiltonian $H_{\hat{\Sigma}'}(q, p) = \frac{1}{2} (q^{2} + p^{2})$ for a time interval of duration $\eta$. Solving Hamilton’s equations for this Hamiltonian yields:

$$
q(t) = q(0), \quad p(t) = -q(0) t + p(0),
$$

and substituting $t = 1$ yields:

$$
\phi_{\hat{\Sigma}'} : (q, p) \mapsto (p, q).
$$
and substituting \( t = \eta \) gives

\[
\phi_{P(\eta)} : (q, p) \mapsto (q, p - \eta q).
\] (2.30)

- The gate \( \hat{X}(\tau) \) corresponds to evolution under the Hamiltonian \( H(q, p) = p \) for a time interval of duration \( \tau \). Solving Hamilton’s equations for this equation yields,

\[
q(t) = t + q(0), \quad p(t) = p(0),
\] (2.31)

and substituting \( t = \tau \) gives

\[
\phi_{\hat{X}(\tau)} : (q, p) \mapsto (q + \tau, p).
\] (2.32)

- Finally, the \( \hat{S} \) gate corresponds to evolution under the Hamiltonian \( H(q, p) = q^{(1)}p^{(2)} \) for a time interval of unit duration. Again, solving Hamilton’s equations yields,

\[
q^{(1)}(t) = q^{(1)}(0) + q^{(2)}(0)t \quad q^{(2)}(t) = q^{(1)}(0)t + q^{(2)}(0),
\] (2.33)

and substituting \( t = 1 \) gives

\[
\phi_{\hat{S}} : (q^{(1)}, q^{(2)}, p^{(1)}, p^{(2)}) \mapsto (q^{(1)}, q^{(2)} + q^{(1)}, p^{(1)} - p^{(2)}, p^{(2)}).
\] (2.34)

The \( \hat{S}^{\dagger} \) gate corresponds to evolution under the negative of this Hamiltonian for the same duration, so that

\[
\phi_{\hat{S}^{\dagger}} : (q^{(1)}, q^{(2)}, p^{(1)}, p^{(2)}) \mapsto (q^{(1)}, q^{(2)} - q^{(1)}, p^{(1)} + p^{(2)}, p^{(2)}).
\] (2.35)

We now turn to the generating functions associated to each of these symplectomorphisms.

**Lemma 3.** The following are the generating functions of the elementary CV Clifford symplectomorphisms:

\[
\begin{align*}
G_{\phi_{F}}(q, Q) &= -qQ, \\
G_{\phi_{F}}(q, Q) &= qQ, \\
G_{\phi_{\hat{X}(\tau)}}(q, Q) &= -\frac{\eta}{2}q^2, \\
G_{\phi_{\hat{X}(\tau)}}(q, Q) &= 0; \\
G_{\phi_{\hat{S}}}(q^{(1)}, q^{(2)}, Q^{(1)}, Q^{(2)}) &= 0; \\
G_{\phi_{\hat{S}^{\dagger}}}(q^{(1)}, q^{(2)}, Q^{(1)}, Q^{(2)}) &= 0.
\end{align*}
\]

**Proof.** These follow by direct computation using the definition in equation (2.19)

- For the \( \hat{F} \) gate,

\[
P \, dQ - p \, dq = -q \, dp - p \, dq = d(-qp) = d(-qQ).
\] (2.36)

- For the \( \hat{F}^{\dagger} \) gate,

\[
P \, dQ - p \, dq = q \, d(-p) - p \, dq = d(-qp) = d(qQ).
\] (2.37)

- For the \( \hat{P}(\eta) \) gate,

\[
P \, dQ - p \, dq = (p - \eta q) \, dq - p \, dq = -\eta q \, dq = d\left(-\frac{\eta}{2}q^2\right).
\] (2.38)
For the $X$ gate,
\[ P \ dQ - p \ dq = p \ d(q + \tau) - p \ dq = d(0). \] (2.39)

For the $\hat{Z}$ gate,
\[
\begin{align*}
P^{(1)} dQ^{(1)} + P^{(2)} dQ^{(2)} - p^{(1)} dq^{(1)} - p^{(2)} dq^{(2)} \\
= (p^{(1)} - p^{(2)}) dq^{(1)} + p^{(2)} d(q^{(2)} + q^{(1)}) - p^{(1)} dq^{(1)} - p^{(2)} dq^{(2)} \\
= d(0).
\end{align*}
\] (2.40)

For the $\hat{Z}^\dagger$ gate,
\[
\begin{align*}
P^{(1)} dQ^{(1)} + P^{(2)} dQ^{(2)} - p^{(1)} dq^{(1)} - p^{(2)} dq^{(2)} \\
= (p^{(1)} + p^{(2)}) dq^{(1)} + p^{(2)} d(q^{(2)} - q^{(1)}) - p^{(1)} dq^{(1)} - p^{(2)} dq^{(2)} \\
= d(0).
\end{align*}
\] (2.41)

Note that instances of the identity gate correspond to the identity symplectomorphism $(q, p) \mapsto (q, p)$ and have generating function equal to 0. Note also that if gates act in parallel on different systems, the symplectomorphism for the overall gate is simply the composition of the symplectomorphisms of the component gates, and the generating function for the overall gate is simply the sum of the generating functions of the component gates.

2.4. Main result

Let $\mathcal{C}$ be an $n$-system CV Clifford circuit consisting of $N$ time-steps and wherein all the gates are CV Clifford gates. To such a circuit, there is an associated sequence of symplectomorphisms of $\mathbb{R}^{2n}$, denoted $\Phi = \{ \phi_k \}_{k=1}^N$, where each of the $\phi_k$ is composed of the elementary CV Clifford symplectomorphisms described in lemma 2.

Then, according to our definition 3, the action functional over discrete-time paths associated to $\phi$, denoted $\gamma \mapsto S_\phi(\gamma)$, is the sum of the generating functions associated to these symplectomorphisms. Specifically, lemma 3 implies that
\[
S_\phi(\gamma) = - \sum_{\text{gate}} q(\text{gate}) Q(\text{gate}) + \sum_{\text{gate}} q(\text{gate}) Q(\text{gate}) - \sum_{\phi_{(g)}} n q(\text{gate})^2,
\] (2.42)

where we have adopted the notational convention introduced above theorem 1. Comparison with (2.10) then establishes our main result for CV Clifford circuits.

Theorem 2. Consider an $n$-system CV Clifford circuit $\mathcal{C}$, associated in quantum theory with a unitary $\hat{U} \in C_n$ and associated, in its classical counterpart, to a symplectomorphism $\Phi$. The functional $S_\phi(\gamma)$ that specifies, via definition 3, the action of the discrete-time path $\gamma$ through the classical counterpart of the circuit is precisely equal to the functional $S_\phi(\gamma)$ that defines the phase assigned to $\gamma$ in the sum-over-paths expression for the transition amplitude of the quantum circuit, equation (1.11).

3. Quopit Clifford circuits

3.1. Sum-over-paths expression for quopit Clifford circuits

We turn now to quopit Clifford circuits. Clifford circuits for collections of discrete systems of arbitrary dimension $d$ were first introduced by Gottesman in [10] as a higher dimensional version of the qubit stabilizer codes for fault-tolerant quantum computation (and it was shown that the Gottesman–Knill theorem extends to these higher dimensions). A qudit of dimension $d$ equal to an odd prime has been termed a ‘quopit’ [16]. Hence, quopit Clifford circuits are Clifford circuits wherein the elementary systems are dimension $d$ for an odd prime.

This section will follow a structure similar to section 2. We begin by determining a sum-over-paths expression for transitions amplitudes of quopit Clifford circuits, as in equation (1.11), thus identifying the functional over paths appearing in the exponent of the phase factor. We then address the question of whether this functional admits of an interpretation in terms of a generalized action functional, just as was done in sections 2.2 and 2.3. A discrete phase space representation of quopit Clifford circuits is described in section 3.2.
In section 3.3, it is shown how to define generating functions for symplectomorphisms on a discrete phase space using tools from algebraic geometry. In section 3.4, the symplectomorphisms associated to the gates in the elementary gate set are identified, and, using the tools of section 3.3, we find the associated generating functions. Finally, we show that an action functional defined via the sum of these generating functions coincides with the functional appearing in the exponent of the phase factor for the sum-over-paths expression of the circuit dynamics.

An \( n \)-quopit Clifford circuit consists of preparations and measurements in the computational basis of \( (\mathbb{C}^d)^{\otimes n} \), where \( d \) is an odd prime, and has elementary gate set \( \{ F, R, S \} \), where for a given quopit, \( F \) is the Fourier gate, \( R \) the Phase gate and \( S \) the Sum gate. Clark has proven [43] that the set \( \{ F, R, S \} \) are a generating set for the group \( U(1) \). Clark has proven [43] that the set \( \{ F, R, S \} \) are a generating set for the group \( U(1) \).

\[
\hat{F} = \frac{1}{\sqrt{d}} \sum_{q,q' \in \mathbb{Z}_d} \chi(qq') \langle q | q' \rangle,
\]
\[
\hat{R} = \sum_{q \in \mathbb{Z}_d} \chi(q) (-q(q - 1)) \langle q | q \rangle,
\]
\[
\hat{S} = \sum_{q,q' \in \mathbb{Z}_d} | q, q + q' \rangle \langle q, q' |,
\]

where

\[
\chi(p) = \exp \left( \frac{2\pi}{d} i p \right)
\]

and arithmetic operations on elements of \( \mathbb{Z}_d \) are done modulo \( d \). We call \( \hat{F} \) the Fourier gate, \( \hat{R} \) the Phase gate and \( \hat{S} \) the Sum gate.

It has been shown by Clark [43] that this gate set can (up to a global phase factor) implement any unitary lying in the \( n \)-quopit Clifford group, which we denote \( C_{d,n} \). To define this group, we must introduce the \( n \)-quopit Pauli group, denoted \( \mathcal{G}_{d,n} \), the \( d \)-dimensional generalization of the qubit Pauli group. This is the subgroup of \( U((\mathbb{C}^d)^{\otimes n}) \) generated by \( \{ \chi(q_i), \chi(p_i) : i \in \{1, \ldots, n\} \} \) and \( \mathcal{G}_{d,1} \), where \( i \) labels the quopits and where for a given quopit,

\[
\chi(q_i) = \sum_{q \in \mathbb{Z}_d} \chi(q) | q \rangle \langle q |,
\]

\[
\chi(p_i) = \sum_{q \in \mathbb{Z}_d} | q + 1 \rangle \langle q |.
\]

**Definition 4.** The \( n \)-quopit Clifford group, \( C_{d,n} \), is defined to be the normalizer of the \( n \)-quopit Pauli group \( \mathcal{G}_{d,n} \) inside \( U((\mathbb{C}^d)^{\otimes n}) \), that is, \( C_{d,n} = N(\mathcal{G}_{d,n}) \).

Note that \( C_{d,n} \) has \( U(1) \) as a subgroup given by the operators \( e^{i\theta}I \). Clark has proven [43] that the set

\[
\{ \hat{F}, \hat{R}, \hat{S}_{i,j} : i, j \in \{1, \ldots, n\} \}
\]

are a generating set for the group \( C_{d,n}/U(1) \).

Let \( C \) be a given \( n \)-quopit Clifford circuit implementing a unitary \( \hat{U} \in C_{d,n} \). To calculate the corresponding transition amplitudes one must first know the matrix elements for each of the elementary gates.

**Lemma 4.** The matrix elements for the elementary quopit Clifford gates are:

\[
\langle Q | \hat{F} | Q \rangle = \frac{1}{d^2} \chi(qQ),
\]
\[
\langle Q | \hat{R} | Q \rangle = \chi(q) (2^{-1} q(q - 1)) \delta_{q,q'},
\]
\[
\langle Q^{(1)}, Q^{(2)} | \hat{S} | Q^{(1)}, Q^{(2)} \rangle = \delta_{Q^{(1)},Q^{(2)}}, \delta_{Q^{(1)},Q^{(2)}}, \delta_{Q^{(1)+},Q^{(2)}},
\]

It is evident, therefore, that these gates are balanced.

These identities are straightforward to verify.

If, at some time-step, a quopit has no gate acting on it, we shall describe the gate as identity and denote it by \( 1 \). The identity gate can be obtained by acting the Fourier gate twice in succession, so that one can infer from lemma 1 and a short calculation that its contribution to the amplitude is what one expects, namely, \( \delta_{Q,q} \).

Following argumentation parallel to that provided in section 2, except where the variables take values in \( \mathbb{Z}_d \) as opposed to \( \mathbb{R} \), we obtain the following result.

**Theorem 3.** Given an \( n \)-quopit Clifford circuit \( C \) implementing a unitary \( \hat{U} \in C_{d,n} \) the transition amplitudes can be computed by the sum-over-paths expression,
\[ \langle \tilde{q}_N | \hat{U} | \tilde{q}_D \rangle = \mathcal{N}_e \sum_{\gamma \in \mathcal{P}_e(\tilde{q}_D, \tilde{q}_N)} e^{iS_e(\gamma)}, \tag{3.5} \]

where

\[ \mathcal{N}_e = \frac{1}{d^{nR/2}}, \tag{3.6} \]

where

\[ S_e(\gamma) = \frac{2\pi}{d} \left( - \sum_{r \text{ gates}} q^r(\text{gate}) Q(\text{gate}) + \sum_{d \text{ gates}} 2^{-1} q^d(\text{gate}) (q^d(\text{gate}) - 1) \right), \tag{3.7} \]

and where the set of allowed paths is given by \( \mathcal{P}_e(\tilde{q}_D, \tilde{q}_N) \), defined as the set of paths satisfying the following constraints

\[ \forall \begin{bmatrix} 1 \end{bmatrix}, \hat{R} \text{ gates} : Q(\text{gate}) = q(\text{gate}) \]

\[ \forall \begin{bmatrix} \bar{\Sigma} \end{bmatrix} \text{ gates} : Q^{(1)}(\text{gate}) = q^{(1)}(\text{gate}), \quad Q^{(2)}(\text{gate}) = q^{(1)}(\text{gate}) + q^{(2)}(\text{gate}). \tag{3.8} \]

For the remainder of this section, we will show that \( S_e(\gamma) \) can be understood as a generalized action functional.

As before, however, we pause here to describe a method of implementing the constraint to the allowed paths in terms of a parameterization. We denote the initial configurations by \( \tilde{q}_0 \) and the final configurations by \( \tilde{q}_D \) and for each \( \hat{F} \) gate in the circuit we introduce a free configuration parameter at its output. We denote the free configuration parameters as \( \tilde{x} \equiv (x_0, \ldots, x_n) \), where \( L = \#(\hat{F}). \) Letting \( B^{(i)}(\tilde{x}) \) denote the configuration of the \( i \)th system at the output of the circuit, one has that the space of allowed values of \( \tilde{x} \) is

\[ \mathcal{P}_e(\tilde{q}_D, \tilde{q}_N) = \{ \tilde{x} \in \mathbb{Z}_d^2 \mid B^{(i)}(\tilde{x}) = q^{(0)}_i, \forall i \in \{1, \ldots, n\} \}. \tag{3.9} \]

Just as was found for the continuous case, each of the above equations defines an affine hypersurface in \( \mathbb{Z}_d^2 \), and so \( \mathcal{P}_e(\tilde{q}_D, \tilde{q}_N) \) is a (possibly empty) subset of \( \mathbb{Z}_d^2 \) given by the intersection of \( n \) affine hypersurfaces. Given this parameterization, we have

\[ \langle \tilde{q}_D | \hat{U} | \tilde{q}_N \rangle = \mathcal{N}_e \sum_{\tilde{x} \in \mathcal{P}_e(\tilde{q}_D, \tilde{q}_N)} e^{iS_e(\gamma(\tilde{x}))}. \tag{3.10} \]

### 3.2. Symplectic representation of discrete systems

Consider the vector space \((\mathbb{Z}_d)^{2n}\) with basis \((q^{(1)}, \ldots, q^{(n)}), (p^{(1)}, \ldots, p^{(n)})\). One can introduce a symplectic inner product on this space in the usual fashion: letting

\[ J \equiv \begin{pmatrix} 0_{n \times n} & I_{n \times n} \\ -I_{n \times n} & 0_{n \times n} \end{pmatrix}, \tag{3.11} \]

one defines \( \tilde{u}, \tilde{v} \in \mathbb{Z}_d^{2n}, \)

\[ [\tilde{u}, \tilde{v}] \equiv \tilde{u}^T J \tilde{v}. \tag{3.12} \]

It is readily verified that \([\cdot, \cdot]\) is skew-symmetric and non-degenerate. As such, \([\tilde{u}, \tilde{v}]\) defines a symplectic inner product and \((\mathbb{Z}_d)^{2n}\) can be understood as a discrete phase space. An element \( S \in \text{End}(\mathbb{Z}_d^{2n}) \) is said to be symplectic if it preserves the symplectic inner product, i.e., if for each \( \tilde{u}, \tilde{v} \in \mathbb{Z}_d^{2n}; [S\tilde{u}, S\tilde{v}] = [\tilde{u}, \tilde{v}] \). The collection of all such elements forms the symplectic group, denoted by \( \text{Sp}(2n, \mathbb{Z}_d) \). Furthermore, elements \( D_{q} \in \text{End}(\mathbb{Z}_d^{2n}) \) such that \( \forall \tilde{u} \in \mathbb{Z}_d^{2n}, D_q \tilde{u} = \tilde{u} + \tilde{d} \) where \( \tilde{d} \in \mathbb{Z}_d^{2n} \) are said to be phase-space displacements, and the collection of all such elements forms the group \( \mathbb{Z}_d^{2n} \). Combinations of the latter two sorts of elements form the group \( \text{Sp}(2n, \mathbb{Z}_d) \times \mathbb{Z}_d^{2n} \), which we term the symplectic affine group.

Following Gross’s work on the discrete Wigner representation, one can represent elements of the computational basis as probability distributions on the discrete phase space \( \mathbb{Z}_d^{2n} \) and elements of the Clifford group as elements of \( \text{Sp}(2n, \mathbb{Z}_d) \times \mathbb{Z}_d^{2n} \) acting thereon [17]. This allows one to define a symplectic representation of qudit Clifford circuits.

The discrete Wigner transformation associates to each density operator \( \hat{\rho} \in B((\mathbb{C}^d)^{\otimes n}) \) the quasi-probability distribution on \( \mathbb{Z}_d^{2n} \) defined by

\[ W_{\hat{\rho}}(\tilde{q}, \tilde{p}) = \frac{1}{d^n} \sum_{\tilde{x} \in \mathbb{Z}_d^n} \chi(\tilde{q}, \tilde{p}) |\tilde{q} + 2^{-1} \tilde{x} | |\tilde{p} - 2^{-1} \tilde{x} |. \tag{3.13} \]

For computational basis elements \( |\tilde{q}_0 \rangle \langle \tilde{q}_0| \) a simple calculation shows that \( W_{|\tilde{q}_0 \rangle \langle \tilde{q}_0|} \) is the uniform distribution supported on the phase space line \( \{ (\tilde{q}_0, \tilde{p}) : \tilde{p} \in \mathbb{Z}_d \} \). Similarly, for an element \( |\tilde{p}_0 \rangle \langle \tilde{p}_0| \) of the momentum basis (the eigenbasis of \( \chi(\tilde{q}) \)), \( W_{|\tilde{p}_0 \rangle \langle \tilde{p}_0|} \) is uniformly supported on the phase space line \( \{ (\tilde{q}, \tilde{p}_0) : \tilde{q} \in \mathbb{Z}_d \} \).

For our purposes, the most important of Gross’s results is the following [17]:

\[ \]
Proposition 2. There is a map $\mu : \text{Sp}(2n, \mathbb{Z}_d) \times \mathbb{Z}_d^{2n} \rightarrow C_{d,n}$ satisfying

1. $\mu(S, \bar{a})\mu(T, \bar{b}) = e^{i\theta}\mu(ST, S\bar{a} + \bar{b})$ for some $\theta$, i.e., $\mu$ is a projective representation of $\text{Sp}(2n, \mathbb{Z}_d) \times \mathbb{Z}_d^{2n}$.

2. For each $\hat{U} \in C_{d,n}$ there is an $(S, \bar{a}) \in \text{Sp}(2n, \mathbb{Z}_d) \times \mathbb{Z}_d^{2n}$ such that $\mu(S, \bar{a}) = e^{i\theta}\hat{U}$ for some $\theta$.

3. For any density operator $\hat{\rho}$ and any $\bar{v} \in \mathbb{Z}_d^{2n}$, $W_{\rho}(S_{\bar{a}}\hat{\rho}s_{\bar{a}})(S\bar{v} + \bar{a}) = W_{\rho}^{(\bar{v})}(\bar{v})$ (covariance property).

Note that property 2 in proposition 2 guarantees the existence of a symplectomorphism $(S, \bar{a})$ for every element of the Clifford group, but not necessarily its uniqueness. Nonetheless, such uniqueness does in fact hold.

Corollary 1. To each $\hat{U} \in C_{d,n}$ there is a unique $(S, \bar{a}) \in \text{Sp}(2n, \mathbb{Z}_d) \times \mathbb{Z}_d^{2n}$ such that $\mu(S, \bar{a}) = e^{i\theta}\hat{U}$ for some $\theta$.

The proof of this corollary is included in appendix A.

Therefore, given a quopit Clifford circuit $C$, there is a sequence of symplectomorphisms of $\mathbb{Z}_d^{2n}$, $\Phi_{C} = \{\phi_{k}\}_{k=1}^{N}$, where each $\phi_{k}$ is the elementary symplectomorphism associated to one of the elementary gates composing $C$. We will now see that it is possible to define generating functions for these symplectomorphisms using a theory of differential forms on the affine space $\mathbb{Z}_d^{2n}$.

3.3. The discrete-time analog of the action functional for discrete systems

On first thought, one might think that one can only define symplectic structures on smooth manifolds. However, a careful examination of the material presented in section 2.2 shows that it was not the manifold structure itself which was important but rather the existence of an algebra of differential forms. To generalize to the symplectic vector space $\mathbb{Z}_d^{2n}$ it therefore suffices to construct an analog of differential forms in this context. Fortunately, the well-known Kähler differentials in algebraic geometry were invented for exactly this purpose ([13] chapter II.8). Rather then delve headfirst into the theory of Kähler differentials, in this section we will instead give a concrete description which more than suffices for our purposes. For interested readers, more details about the underlying mathematical structure are provided in appendix B.

One begins by considering the algebra of polynomials in $2n$ variables over $\mathbb{Z}_d$,

$$
\mathbb{Z}_d[q^1, \bar{p}] \equiv \mathbb{Z}_d[q^{(1)}, \ldots, q^{(n)}, p^{(1)}, \ldots, p^{(n)}].
$$

(3.14)

Elements of $\mathbb{Z}_d[q^i, \bar{p}]$ can be formally differentiated using the usual formulas for differentiating polynomial functions, except that one must remember to do all arithmetic operations modulo $d$. One can then define the algebra of Kähler differential forms on $\mathbb{Z}_d^{2n}$, denoted $\Omega(\mathbb{Z}_d^{2n})$, as follows. They are $\mathbb{Z}_d$-linear combinations of terms of the form

$$
f_{i_1, \ldots, i_k, j_1, \ldots, j_l} dq^{i_1} \wedge \cdots \wedge dq^{i_k} \wedge dp^{j_1} \wedge \cdots \wedge dp^{j_l},
$$

(3.15)

subject to the same relations as the usual differential forms on $\mathbb{R}^{2n}$. One can similarly decompose the Kähler differentials as

$$
\Omega(\mathbb{Z}_d^{2n}) = \oplus_{j=0}^{2n} \Omega^{j}(\mathbb{Z}_d^{2n}),
$$

(3.16)

where $\Omega^{j}(\mathbb{Z}_d^{2n})$ is the vector space of Kähler $j$-forms. Finally, there is a differential

$$
d : \Omega^{j}(\mathbb{Z}_d^{2n}) \rightarrow \Omega^{j+1}(\mathbb{Z}_d^{2n})
$$

(3.17)

which is defined just as it is for differential forms on $\mathbb{R}^{2n}$, except that the usual derivative is replaced with the formal derivative explained above.

Just as one does for $\mathbb{R}^{2n}$, we can extend the symplectic inner product on $\mathbb{Z}_d^{2n}$, defined in equation (3.12), by introducing a symplectic form $\omega \in \Omega^{2}(\mathbb{Z}_d^{2n})$,

$$
\omega = \sum_{i=1}^{n} dq^{(i)} \wedge dp^{(i)}.
$$

(3.18)

This form satisfies $d\omega = 0$ and is non-degenerate in the sense outlined in appendix B. While we will not need the latter property for this paper, we feel that the fundamental role it plays in the formulation of classical dynamics on symplectic manifolds warrants its proof for the affine symplectic spaces we are considering.

19 To endow a vector space with an algebra of differential forms, it must first be endowed with further geometric structure. When defining differential forms on $\mathbb{R}^{n}$ we use that this is not just a vector space but also a smooth manifold. For the vector spaces $\mathbb{Z}_d^{2n}$ the appropriate geometric structure is that of an affine scheme.
In this context, a morphism $\mathbb{Z}_d^{2n} \to \mathbb{Z}_d^{2n}$ is a function $(\tilde{q}, \tilde{p}) \mapsto (\tilde{Q}, \tilde{P})$ such that the components of $\tilde{Q}$ and $\tilde{P}$ can be written as polynomials in the components of $\tilde{q}$ and $\tilde{p}$ with coefficients in $\mathbb{Z}_d$. With this definition, we say that a morphism $(\tilde{q}, \tilde{p}) \mapsto (\tilde{Q}, \tilde{P})$ is symplectic if and only if

$$\sum_{i=1}^{n} dq^{(i)} \wedge dp^{(i)} = \sum_{i=1}^{n} dQ^{(i)}(\tilde{q}, \tilde{p}) \wedge dP^{(i)}(\tilde{q}, \tilde{p}).$$

(3.19)

There is also a discrete canonical 1-form $\theta = \sum_{i=1}^{n} P^{(i)} dq^{(i)}$ satisfying $d\theta = \omega$. We can thus make the definition:

**Definition 5.** Given a symplectomorphism $\phi : (\tilde{q}, \tilde{p}) \mapsto (\tilde{Q}, \tilde{P})$ there is an $\varepsilon \in \Omega^1(\mathbb{Z}_d^{2n})$ such that

$$\sum_{i=1}^{n} P^{(i)} dQ^{(i)} - \sum_{i=1}^{n} P^{(i)} dq^{(i)} = \varepsilon,$$

(3.20)

and $d\varepsilon = 0$. If further $\exists \tilde{G}(\tilde{q}, \tilde{p}) \in \mathbb{Z}_d[\tilde{q}, \tilde{p}]$ such that $\varepsilon = d\tilde{G}(\tilde{q}, \tilde{p})$ then we call $\tilde{G}(\tilde{q}, \tilde{p})$ a generating function associated to $\phi$.

This only defines the generating function up to addition by a constant. To remove this ambiguity we will choose the generating function to have no degree 0 components.

Notice that there exist forms which are closed but not exact and so one cannot necessarily associate a generating function to each symplectomorphism $\phi$. We will see in section 3.4 the elementary quopit Clifford symplectomorphisms do indeed have associated generating functions.

Just as in the continuous case, it may be possible to rewrite the generating function $\tilde{G}(\tilde{q}, \tilde{p})$ in terms of $\tilde{q}$ and $\tilde{Q}$. This can be done exactly when the polynomial expressions for $\tilde{Q} = \tilde{Q}(\tilde{q}, \tilde{p})$ can be inverted to express $\tilde{p}$ in terms of $\tilde{q}$ and $\tilde{Q}$. As we will see, for the affine symplectomorphism associated to elements of the elementary quopit Clifford gates, it is always possible to do this inversion. As such, from now on when we refer to the generating function, we mean $G(\tilde{q}, \tilde{Q}) := \tilde{G}(\tilde{q}, \tilde{p}(\tilde{q}, \tilde{Q}))$.

Finally, consider an $n$-quopit Clifford circuit consisting of a sequence of $N$ gates, so that the space of paths through configuration space is $\mathbb{Z}_d^{n(N+1)}$. Let $\Phi = \{\phi_k\}_{k=1}^{N}$ be the sequence of symplectomorphisms of $\mathbb{Z}_d^{2n}$ associated to each gate, and denote the generating function associated to $\phi_k$ by

$$G_{\phi_k}(\tilde{q}_{k-1}, \tilde{q}_k) \in \mathbb{Z}_d[\tilde{q}_{k-1}, \tilde{q}_k].$$

(3.21)

Based on the proposed definition of action functional for discrete-time paths of discrete systems, presented in the introduction, the action functional for a quopit Clifford circuit is as follows.

**Definition 6.** The action functional over paths in $\mathbb{Z}_d^{n(N+1)}$ that is associated to the sequence $\Phi$ of symplectomorphisms of $\mathbb{Z}_d^{2n}$, denoted $\gamma \mapsto S_{\Phi}(\gamma)$, is

$$S_{\Phi}(\tilde{q}_0, \ldots, \tilde{q}_N) = \frac{2\pi}{d} \sum_{k=1}^{N} G_{\phi_k}(\tilde{q}_{k-1}, \tilde{q}_k).$$

(3.22)

This definition of the action functional over discrete-time paths through the discrete configuration space $\mathbb{Z}_d^n$ is clearly the precise analog of the definition of the action functional over discrete-time paths on a continuous configuration space provided in definition 3.

Discrete systems admit a precise analog of proposition 1 as well.

**Proposition 3.** For a sequence of symplectomorphisms $\Phi = \{\phi_k\}_{k=1}^{N}$, let a classical discrete-time trajectory through a discrete configuration space $(\mathbb{Z}_d)^n$ having initial configuration $\tilde{q}_0$ and final configuration $\tilde{q}_N$ be denoted $\gamma^{\Phi}(\tilde{q}_0, \tilde{q}_N)$. The action functional of definition 6, evaluated on $\gamma^{\Phi}(\tilde{q}_0, \tilde{q}_N)$, yields, up to a factor of $\frac{2\pi}{d}$, the generating function of the overall symplectomorphism $\Phi_N; S_{\Phi}(\tilde{q}_0^{\Phi}(\tilde{q}_0, \tilde{q}_N)) = \frac{2\pi}{d} G_{\Phi_N}(\tilde{q}_0^{\Phi}, \tilde{q}_N^{\Phi}).$

Because Kähler differential can be manipulated in precisely the same way as standard differentials, the proof follows precisely that of proposition 1 with the insertion of appropriate factors of $\frac{2\pi}{d}$.

It remains to determine the precise form of the generating functions for the gates in the generating set of a quopit Clifford circuit.
3.4. Symplectomorphisms and generating functions for quopit Clifford gates

In section 3.2, we saw how the discrete Wigner transform provides a representation of a given \( n \)-quopit \( N \) time-step Clifford circuit \( C \) on the discrete phase space \( \mathbb{Z}_d^{2n} \) in terms of a sequence of symplectomorphisms \( \Phi = \{ \phi_k \}_{k=1}^N \). Further, in section 3.3 we defined the action functional \( S_F \) of such a sequence in terms of generating functions of the individual elements \( \phi_k \). To show that the phase functional \( S_g \) appearing in the path sum agrees with the action functional \( S_g \), it remains only to compute the symplectomorphisms and generating functions of the elementary quopit Clifford gates.

Lemma 5. The following symplectomorphisms are associated to the elementary quopit Clifford gates:

- \( \phi_F : (q, p) \mapsto (-p, q) \)
- \( \phi_R : (q, p) \mapsto (q, p + q - 2^{-1}) \)
- \( \phi_C : (q^{(1)}, q^{(2)}, p^{(1)}, p^{(2)}) \mapsto (q^{(1)} + q^{(2)}, p^{(1)} - p^{(2)}, p^{(2)}) \)

These will be called the elementary quopit Clifford symplectomorphisms.

Proof. These are determined by direct calculation using property 3 of proposition 2, making frequent use of the identity,

\[
\sum_{\zeta \in \mathbb{Z}_d} \chi(\zeta \cdot x) = d \delta_{x,0}. \tag{3.23}
\]

- For the \( \hat{F} \) gate, one has,

\[
W_{\hat{F}}(\hat{F})(-p, q) = \frac{1}{d} \sum_x \chi(xq)(-p + 2^{-1}x) \left\langle \frac{1}{\sqrt{d}} \sum_{a,b} \chi(ab)|a\rangle \langle b| \right\rangle \hat{\rho} \left( \frac{1}{\sqrt{d}} \sum_{s,t} \chi(st)|s\rangle \langle t| \right) - p - 2^{-1}x \tag{3.24}
\]

where in the second last line, we used the change of variables \( x = b - s \).

- For the \( \hat{R} \) gate, one has

\[
W_{\hat{R}}(\hat{R})(q, p + q - 2^{-1})
\]

\[
= \frac{1}{d} \sum_x \chi(x(p + q - 2^{-1}))(q + 2^{-1}x) \left( \sum_s \chi(2^{-1}s(s - 1))|s\rangle \langle s| \right)
\]

\[
\times \hat{\rho} \left( \sum_t \chi(2^{-1}t(t - 1))|t\rangle \langle t| \right) |q - 2^{-1}x\rangle
\]

\[
= \frac{1}{d} \sum_{x,s,t} \chi(x(p + q - 2^{-1}) - 2^{-1}s(s - 1) + 2^{-1}t(t - 1))(q + 2^{-1}x)|s\rangle \langle t| \langle tlq - 2^{-1}x\rangle
\]

\[
= \frac{1}{d} \sum_x \chi(xp)(q + 2^{-1}x)|p\rangle q - 2^{-1}x\rangle = W_{\hat{R}}(q, p). \tag{3.25}
\]
• For the $\hat{\Sigma}$ gate, one has
\[
W_{\hat{\Sigma}}(q^{(1)}, q^{(2)}; p^{(1)}, p^{(2)}) = \frac{1}{d^2} \sum_{x^{(1)}, x^{(2)}} f(x^{(1)}, p^{(1)} - p^{(2)}) + x^{(2)} p^{(2)} \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} + 2^{-1} x^{(2)} \rangle
\times \left( \sum_{a, b} \hat{\rho} \langle a, b \rangle \hat{\rho} \langle s, t \rangle \langle s, s + t \rangle \langle q^{(1)} - 2^{-1} x^{(1)}, q^{(2)} - 2^{-1} x^{(2)} \rangle \right)
\times \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} + 2^{-1} x^{(2)} \rangle \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} - 2^{-1} x^{(2)} \rangle
\times \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} + 2^{-1} x^{(2)} \rangle \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} - 2^{-1} x^{(2)} \rangle
\times \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} + 2^{-1} x^{(2)} \rangle \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} - 2^{-1} x^{(2)} \rangle
\times \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} + 2^{-1} x^{(2)} \rangle \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} - 2^{-1} x^{(2)} \rangle
\times \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} + 2^{-1} x^{(2)} \rangle \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} - 2^{-1} x^{(2)} \rangle
\times \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} + 2^{-1} x^{(2)} \rangle \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} - 2^{-1} x^{(2)} \rangle
\times \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} + 2^{-1} x^{(2)} \rangle \langle q^{(1)} + 2^{-1} x^{(1)}, q^{(2)} - 2^{-1} x^{(2)} \rangle.
\]

(3.26)

where in the third line, we have made the substitution $\hat{x}^{(2)} = x^{(2)} - x^{(1)}$.

\[\]

Lemma 6. The following are the generating functions of the symplectomorphisms associated to the elementary quopit Clifford gates:

\[\]
\begin{itemize}
  \item $G_{\alpha^1}(q, Q) = qQ$;
  \item $G_{\alpha^2}(q, Q) = 2^{-1} q(q - 1)$;
  \item $G_{\alpha^3}(q^{(1)}, q^{(2)}, Q^{(1)}, Q^{(2)}) = 0$.
\end{itemize}

Proof. Much like lemma 3, this follows by direct computation from the definition in (3.20).

As before, instances of the identity gate correspond to the identity symplectomorphism $(q, p) \mapsto (q, p)$ and have generating function equal to 0, and if gates act in parallel on different systems, the generating function for the overall gate is simply the sum of the generating functions of the component gates.

Let $\mathcal{C}$ be an $n$-system quopit Clifford circuit constituting a sequence of $N$ time-steps, and let $\Phi = \{ \phi_k \}_{k=1}^N$ denote the sequence of symplectomorphisms of $\mathbb{R}_d^2$ associated to the circuit. Using the quopit Clifford symplectomorphisms described in lemma 5, and definition 6, the action functional over discrete-time paths associated to $\Phi$, denoted $\gamma \mapsto S_\Phi(\gamma)$, is the sum of the generating functions associated to these symplectomorphisms. Specifically, lemma 6 implies that

\[\]
\[S_\Phi(\gamma) = \frac{2 \pi}{d} \left( \sum_{\mathcal{G}} q(\text{gate}) Q(\text{gate}) + \sum_{\mathcal{R}} 2^{-1} q(\text{gate})(q(\text{gate}) - 1) \right),\]

(3.27)

which clearly corresponds to the phase factor in equation (3.7).

Theorem 4. Consider an $n$-quopit Clifford circuit $\mathcal{C}$, associated in quantum theory with a unitary $\hat{U} \in \mathbb{C}_d$, and associated, in its classical counterpart, to a symplectomorphism $\Phi$. The functional $S_\Phi(\gamma)$ that specifies, via definition 6, the action of the discrete-time path $\gamma$ through the classical counterpart of the circuit is precisely equal to the functional $S_\mathcal{C}(\gamma)$ that defines the phase assigned to $\gamma$ in the sum-over-paths expression for the transition amplitude of the quantum circuit.

4. Concluding remarks

In order to evaluate whether one can express quantum circuit dynamics by a sum-over-paths expression wherein the relative phases of paths are determined by a classical action functional, we began this article with a proposal for how to define an action functional for discrete-time classical dynamics. Such a proposal was also made in the work of Baez and Gilliam [14], who sought to provide a Lagrangian formulation of discrete-time dynamics for discrete degrees of freedom. It is currently unclear, however, precisely how our proposal relates to theirs. Their approach bears many similarities to ours, in that it has its foundations in algebraic geometry and the theory of Kähler differentials. Indeed, their article was a significant source of inspiration for the current work. The action functionals they consider take the same mathematical form as ours, namely a sum of polynomials in
variables describing adjacent time steps. However, their action functionals are used to define a discrete-time version of the Euler–Lagrange equations, whereas we associate ours to a Hamiltonian description of the discrete-time dynamics. A natural strategy for future attempts to relate the two approaches is to develop a generalization of the Legendre transform for discrete-time dynamics.

The sum-over-paths methodology has demonstrated its utility for proving relationships between quantum complexity classes. Just as it was applied by Dawson et al to prove upper bounds on the power of arbitrary quantum circuits, so it can be applied, using the results of this paper, to prove upper bounds on the power of Clifford circuits. For instance, as we show in [7], theorem 3 can be used to provide an alternative proof of (a variant of) the Gottesman–Knill theorem for quopit Clifford circuits, which states that Clifford circuits can be efficiently simulated by a classical computer [44]. More precisely, the variant that we are able to prove in [7] states that Clifford circuits can be efficiently simulated in the STR($n$) sense\(^{25}\), where a STR($n$)-simulation is defined to be a deterministic classical algorithm which takes as input a pair $(T, y)$, where $T$ is a description of a quantum circuit on $n$ registers and $y \in \mathbb{F}_p^n$ is a length $n$-string, and outputs the probability $p_T(y)$ that the outcome $y$ is observed [45]. Note that this result is weaker than the strong form of the Gottesman–Knill theorem [46], which requires that the classical simulation compute not just the joint probabilities, but also any arbitrary marginal probabilities.

One can also consider other restricted models of quantum circuits, like matchgate circuits, which are circuits consisting of a certain class of two-qubit gates. Such circuits have been shown to be classically simulable under particular conditions [47–49]. An open question raised in [49] is whether one can understand the classical simulability of such circuits via a classical hidden-variable model. In light of our work, a further question that can be asked is whether such circuits can be described in terms of a classical action, if one describes such circuits using the sum-over-paths formulation.

When considering discrete variables, we have focused on Clifford circuits for systems having dimensions which are primes larger than 2. As quibit Clifford circuits are the most familiar for those in the quantum computing community, it is natural to ask to what extent our results extend to this case. The elementary gates for qubit Clifford circuits are

\[
\hat{H} = \frac{1}{\sqrt{2}} \sum_{q, q' \in \mathbb{Z}_2} (-1)^{q q'} |q\rangle \langle q'|,
\]

\[
\hat{S} = \sum_{q \in \mathbb{Z}_2} i^q |q\rangle \langle q|,
\]

\[
\text{CNOT} = \sum_{q, q' \in \mathbb{Z}_2} |q, q + q'\rangle \langle q, q'|,
\]

which are known as the Hadamard, Phase and CNOT gates, respectively. Because these gates are balanced, one can write a sum-over-paths expression for the transition amplitudes as in equation (1.11). One can readily see that the phase factor of a path through such a circuit is of the form

\[
e^{2\pi i S(\gamma)}
\]

where

\[
S(\gamma) = \sum_{\text{H gates}} 2q(gate)Q(gate) + \sum_{\text{S gates}} q(gate)
\]

is a polynomial with coefficients in the ring $\mathbb{Z}_4$. The surprise here is that this is a polynomial over $\mathbb{Z}_4$ rather than $\mathbb{Z}_2$. It is surprising because the classical configuration variable associated to the computation basis of a qubit, which defines the space of paths in the path-sum, takes its values in $\mathbb{Z}_2$ rather than $\mathbb{Z}_4$.

Related to this fact, there is a significant obstruction to understanding $S(\gamma)$ as an action functional for a classical counterpart to qubit Clifford circuits. For quopit Clifford circuits, we obtained the classical counterpart by looking at Gross’s discrete Wigner representation [17]. The property of this representation that we exploited is its so-called Clifford covariance, proven by Gross and recalled in our proposition 2. It is due to this covariance property that one can represent the elementary gates by symplectomorphisms of the discrete phase space.

However, the Wigner representation introduced by Gross is not defined for qubit systems. And while there are alternate approaches to Wigner representations of qubit systems, such as those introduced by Gibbons et al [30], these representations are only required to be covariant under phase-space displacements, that is, units generated by the Weyl operators $\{e^{ip\hat{q}} : p \in \mathbb{R}\}$ and $\{e^{iq\hat{p}} : q \in \mathbb{R}\}$, rather than the full Clifford group. Covariance under the full Clifford group is a very strong requirement to place on a Wigner representation. For $n$

\(^{25}\)A STR($n$)-simulation is a special case of a STR($f(n)$)-simulation, obtained by setting $f(n) = n$. As defined in [45], a STR($f(n)$)-simulation of a set of computational tasks is a deterministic classical algorithm that on input $(T, I, y_{[n]})$, where $T$ is a description of a quantum circuit on $n$ registers, $I = \{i, \ldots, i_{[n]}\} \subseteq [n]$ and $y_{[n]} = \{y_n, \ldots, y_{i_{[n]}}\}$, outputs the probability $p_T^I(y_{i_{[n]}})$ that the outcome $y_{i_{[n]}}$ is observed.
quopit systems, where \( d \) denotes the dimension, there are \((d^n)^{d+1}\) distinct Wigner representations that are covariant under phase-space displacements, but Gross’s Wigner representation is the unique representation which is Clifford covariant. For qubits, it is an even stronger requirement; indeed, it has recently been shown by Zhu [51] that it is impossible to define a Clifford-covariant Wigner representation for qubits.

This rules out using a Wigner representation of qubit Clifford circuits to determine their classical counterpart. While we have no alternate proposal at present, the algebra-geometry correspondence gives some hint as to what the structure of the discrete phase space must be. In particular, since \( S(\gamma) \) is a polynomial with coefficients in \( \mathbb{Z}_4 \), the discrete phase space should be some space over \( \mathbb{C}_d \) carrying an action of the \( \mathbb{S}_n \mathbb{T}_b \), the discrete symplectomorphisms.

Indeed, phase spaces of this sort have been previously considered in the literature [52]. Wallman and Bartlett [53] define a positive quasi-probability representation of single qubit Clifford circuits having underlying phase space
\[
\{(q, p) \mid q \in \{0, 2\} \subset \mathbb{Z}_4, p \in \mathbb{Z}_4\}. \tag{4.3}
\]

Unfortunately the permutation underlying the phase gate cannot be written as a polynomial map of \((q, p)\) and hence it is not possible to apply the techniques presented in this paper. Nonetheless, exploring spaces over \( \mathbb{Z}_4 \) as phase spaces for qubit Clifford circuits does suggest a new line of inquiry, namely, for each \( n \geq 0 \) one could look for a symplectic space over \( \mathbb{Z}_4 \) carrying an action of the \( n \)-qubit Clifford group such that the associated action functional is the one appearing in the expression for the amplitude of a path.

Acknowledgments

RWS acknowledges Stephen Bartlett for useful discussions at an early stage of this project. The research was begun while DEK and MDP were completing the Perimeter Scholars International Masters program at Perimeter Institute and benefitted from subsequent visits, in particular, on the occasion of the 2015 Convergence conference. Research at Perimeter Institute is supported in part by the Government of Canada through NSERC and by the Province of Ontario through MRI.

DEK is supported by the National Science Scholarship from the Agency for Science, Technology and Research (A*STAR). MDP is supported by NSERC through the Doctoral Postgraduate Scholarship and by Corpus Christi College, Oxford.

Appendix A. Proof of corollary 1

The proof proceeds by assuming that there are two distinct symplectomorphisms, \((S, \tilde{a})\) and \((T, \tilde{b})\), associated to the same unitary \( \hat{U} \in \mathbb{C}_d \), such that \( \hat{U} = \mu(S, \tilde{a}) = \exp(i\mu(T, \tilde{b})) \), and deriving a contradiction.

Note that if the unitary \( \hat{V} \) is associated to the symplectomorphism \((T, \tilde{b})\), then the inverse unitary, \( \hat{V}^{-1} \), is associated to the inverse of the latter, \((T^{-1}, -T^{-1}\tilde{b})\). Note also that composition of unitaries corresponds to composition of the symplectomorphisms.

Consider the symplectomorphism \((T^{-1}, -T^{-1}\tilde{b}) \circ (S, \tilde{a})\). The associated unitary is
\[
\mu((T^{-1}, -T^{-1}\tilde{b}) \circ (S, \tilde{a})) \propto \mu(T^{-1}, -T^{-1}\tilde{b}) \circ \mu(S, \tilde{a}) \propto \hat{U}^\dagger \hat{U} \propto \mathbb{1}, \tag{A.1}
\]
where \( \propto \) denotes that the two sides differ by a unit complex number. Property 3 of proposition 2 implies the identity
\[
W_{\mu((T^{-1}, -T^{-1}\tilde{b}) \circ (S, \tilde{a}))(\tilde{v})}((T^{-1}, -T^{-1}\tilde{b}) \circ (S, \tilde{a})(\tilde{v})) = W_{\mu(\tilde{v})}(\tilde{v}). \tag{A.2}
\]
Combining this with equation (A.1), we infer that
\[
W_{\mu((T^{-1}, -T^{-1}\tilde{b}) \circ (S, \tilde{a}))(\tilde{v})}((T^{-1}, -T^{-1}\tilde{b}) \circ (S, \tilde{a})(\tilde{v})) = W_{\mu(\tilde{v})}(\tilde{v}). \tag{A.3}
\]

Given that \((S, \tilde{a})\) and \((T, \tilde{b})\) are by assumption distinct, the element \((T^{-1}, -T^{-1}\tilde{b}) \circ (S, \tilde{a})\) is distinct from the identity symplectomorphism. It follows that there exists a \( \tilde{v} \in \mathbb{Z}_d^d \) such that
\[
\tilde{v} = \tilde{v}' \equiv (T^{-1}, -T^{-1}\tilde{b}) \circ (S, \tilde{a})(\tilde{v}). \tag{A.4}
\]
But for any pair of vectors, \((\tilde{v}, \tilde{v}')\) such that \( \tilde{v} = \tilde{v}' \), there exists a \( \tilde{p} \) such that
\[
W_{\mu(\tilde{v})}(\tilde{v}') = W_{\mu(\tilde{v})}(\tilde{v}). \tag{A.5}
\]
Letting $\vec{v} \equiv (q_1, \ldots, q_n, p_1, \ldots, p_n)$, and similarly for $\vec{v}'$, we see this as follows. If $q_i = q_i'$, then take $\hat{\rho}$ to be an eigenstate of $\chi(q_i)$ with eigenvalue $\chi(q_i)$, in which case, $W_\rho(\vec{v}) = 0$ while $W_\rho(\vec{v}') = 0$. Similarly, if $p_i = p_i'$, then take $\hat{\rho}$ to be an eigenstate of $\chi(p_i)$ with eigenvalue $\chi(p_i)$.

Equations (A.5) and (A.3) provide our contradiction.

Appendix B. Kähler differential forms

In this section we will first discuss some further mathematical details of the Kähler differential forms introduced in section 3.3, and we will then prove that the discrete symplectic form (3.18) is non-degenerate. The material on Kähler differentials covered here is well-known in the algebraic geometry literature ([13], chapter II.8) but we will nonetheless review the basic structures for the benefit of readers who are likely unfamiliar with this subject.

Kähler differentials can be defined by any commutative algebra $B$ over a field $\mathbb{K}$. The case considered in the main text are when $d\mathbb{K} = 0$ and $B = \mathbb{K}[q, p]$, but for now we will not restrict to this case.

To begin, one first defines Kähler 1-forms, $B_1^W$. These will be a module over $B$, which is essentially to say that $B_1^W$ will be a vector space where the scalars come from $B$ instead of just $\mathbb{K}$.

**Definition 7.** The module $B_1^W$ of Kähler 1-forms is the $B$-module generated by elements of the form $db$ where for each $b \in B$, the following relations hold

1. $d(b_1 + b_2) = db_1 + db_2$
2. $d(b_1 b_2) = d(b_1)b_2 + b_1 db_2$
3. $d\lambda = 0$

**Definition 8.** The algebra of Kähler differential forms $\Omega(B)$ is defined to be the exterior algebra on $B_1^W$. More explicitly, $\Omega(B)$ consists of $B$-linear combinations of terms of the form $db_1 \wedge \cdots \wedge db_j, \ b_i \in B$, subject to the relations generated by those in definition 7 as well as those generated by for each $b_1, b_2 \in B$,

1. $db_1 \wedge db_2 = -db_2 \wedge db_1$
2. $db_1 \wedge db_1 = 0$

The Kähler differential forms are not just an algebra, but indeed a commutative DGA.

**Definition 9.** Let $B$ be an algebra over a field $\mathbb{K}$. We say that $B$ is graded if it has a decomposition into vector spaces

$$B = B_0 \oplus B_1 \oplus B_2 \oplus \cdots,$$

such that if $b_1 \in B_i$ and $b_2 \in B_j$ then $b_1 b_2 \in B_{i+j}, B$ is called commutative if $b_1 b_2 = (-1)^{|b_1|} b_2 b_1$.

The grading on the Kähler differentials comes from the decomposition $\Omega(B) = \bigoplus_{j=0}^{\infty} \Omega^j(B)$, where $\Omega^j(B)$ is the vector space of $j$-forms in the usual sense.

**Definition 10.** A differential graded algebra (DGA) over a field $\mathbb{K}$ is a graded algebra $B$ over $\mathbb{K}$ equipped with a differential $d : B \to B$ such that for $b \in B_i$, $b \in B_j$,

1. $d$ is $\mathbb{K}$-linear
2. $d(b_i) \in B_{i+1}$
3. $d^2 = 0$
4. $d(b_1 b_2) = d(b_1)b_2 + (-1)^{|b_1|}b_1 d(b_2)$

The differential on the Kähler differentials is defined by

$$d(b_0 db_1 \wedge \cdots \wedge db_j) = db_0 \wedge db_1 \wedge \cdots \wedge db_j$$

and extending $\mathbb{K}$-linearly.
Returning to the case when $\mathbb{K} = \mathbb{Z}_d$ and $B = \mathbb{Z}_d[\vec{q}, \vec{p}]$, since $d$ is $\mathbb{Z}_d$-linear and satisfies the Leibniz rule, for any $f \in \mathbb{Z}_d[\vec{q}, \vec{p}]$,
\[
df = \sum_{i=1}^{n} \frac{\partial f}{\partial q^{(i)}} \, d q^{(i)} + \sum_{i=1}^{n} \frac{\partial f}{\partial p^{(i)}} \, d p^{(i)},
\]
(4.4)
where by $\frac{\partial f}{\partial q^{(i)}}$ and $\frac{\partial f}{\partial p^{(i)}}$ the formal derivative is meant. Thus, the claim in section 3.3 that Kähler differential forms on the affine space $\mathbb{Z}_d^{2n}$ can be manipulated according to the familiar rules for differential forms on $\mathbb{R}^{2n}$ holds.

We now turn to the question of whether or not the symplectic form (3.18) is non-degenerate. Recall that a 2-form $\varepsilon$ on $\mathbb{R}^{2n}$ is a skew-symmetric form that takes two vector fields and outputs a smooth function. We say that such a form is non-degenerate if the map
\[
\Gamma(T \mathbb{R}^{2n}) \ni X \mapsto \varepsilon(X, -) \in \Omega^1(\mathbb{R}^{2n})
\]
is an isomorphism. For our affine space $\mathbb{Z}_d^{2n}$, we wish to define a notion of non-degeneracy for elements of $\Omega^2(\mathbb{Z}_d^{2n})$.

First, recall that a vector field on $\mathbb{R}^{2n}$ is a $\mathbb{R}$-linear map $\nu : C^\infty(\mathbb{R}^{2n}) \to C^\infty(\mathbb{R}^{2n})$ which satisfies for each $f_1, f_2 \in C^\infty(\mathbb{R}^{2n})$, $\nu(f_1 f_2) = \nu(f_1) f_2 + f_1 \nu(f_2)$ analogously we define.

**Definition 11.** A $\mathbb{Z}_d$-linear map $D : \mathbb{Z}_d[\vec{q}, \vec{p}] \to \mathbb{Z}_d[\vec{q}, \vec{p}]$ is said to be a derivation if for each $f_1, f_2 \in \mathbb{Z}_d[\vec{q}, \vec{p}]$, $\nu(f_1 f_2) = \nu(f_1) f_2 + f_1 \nu(f_2)$. The space of all such derivations, $\text{Vec}(\mathbb{Z}_d^{2n})$, forms an $\mathbb{Z}_d[\vec{q}, \vec{p}]$-module which we call the algebraic vector fields on $\mathbb{Z}_d^{2n}$.

Next, we define a pairing between algebraic 1-forms and vector fields by
\[
\{ \cdot, \cdot \} : \Omega^1(\mathbb{Z}_d^{2n}) \times \text{Vec}(\mathbb{Z}_d^{2n}) \to \mathbb{Z}_d[\vec{q}, \vec{p}] \ni \{ \text{da}, \nu \} = \nu(a),
\]
(4.6)
and extend by $\mathbb{Z}_d[\vec{q}, \vec{p}]$-linearity in each argument. That is for $f_1, g_1, h_j \in \mathbb{Z}_d[\vec{q}, \vec{p}]$ and $v_j \in \text{Vec}(\mathbb{Z}_d^{2n})$,
\[
\left\{ \sum_i f_i \, dg_i, \sum_j h_j v_j \right\} = \sum_{i,j} f_i h_j v_j(g_j).
\]
(4.7)
Using this pairing we reconsider elements of $\Omega^2(\mathbb{Z}_d^{2n})$ as skew-symmetric $\mathbb{Z}_d[\vec{q}, \vec{p}]$-bilinear forms on $\text{Vec}(\mathbb{Z}_d^{2n})$. Given $\varepsilon = \sum_i f_i \, dg_i \wedge dh_i$ and $u, v \in \text{Vec}(\mathbb{Z}_d^{2n})$, we define
\[
\varepsilon(u, v) = \sum_i f_i(u(g_i) v(h_i) - u(h_i) v(g_i)) = -\varepsilon(v, u).
\]
(4.8)

**Definition 12.** Let $\varepsilon \in \Omega^2(\mathbb{Z}_d^{2n})$ be non-degenerate if the map $\text{Vec}(\mathbb{Z}_d^{2n}) \ni u \mapsto \varepsilon(u, -)$ is an isomorphism of $\mathbb{Z}_d[\vec{q}, \vec{p}]$-modules.

**Theorem 5.** The symplectic form $\omega = \sum_{i=1}^{n} dq^{(i)} \wedge dp^{(i)} \in \Omega^2(\mathbb{Z}_d^{2n})$ is non-degenerate.

**Proof.** Let $u, v \in \text{Vec}(\mathbb{Z}_d^{2n})$ be such that $\omega(u, -) = \omega(v, -)$. This implies that
\[
\sum_{k=1}^{n} (u(q^{(k)}) \, dp^{(k)} - u(p^{(k)}) \, dq^{(k)}) = \sum_{k=1}^{n} (v(q^{(k)}) \, dp^{(k)} - v(p^{(k)}) \, dq^{(k)}).
\]
However, since $\Omega^2(\mathbb{Z}_d^{2n})$ is a free $\mathbb{Z}_d[\vec{q}, \vec{p}]$-module generated by $\{ dq^{(1)}, \ldots, dq^{(n)}, dp^{(1)}, \ldots, dp^{(n)} \}$ the above equality implies that $u(q^{(k)}) = v(q^{(k)})$ and $u(p^{(k)}) = v(p^{(k)})$. Since $\mathbb{Z}_d[\vec{q}, \vec{p}]$ is freely generated as an algebra by the $q^{(k)}$ and $p^{(k)}$, $u = v$. We have thus proven injectivity.

Let $\beta \in \Omega^2(\mathbb{Z}_d^{2n})$. $\beta$ may be written as
\[
\beta = \sum_{k=1}^{n} (\beta_1^k \, dq^{(k)} + \beta_2^k \, dp^{(k)}).
\]
(4.10)
Let $u$ be the derivation defined as $u(q^{(k)}) = \beta_2^k$ and $u(p^{(k)}) = -\beta_1^k$. Then clearly $\omega(u, -) = \beta$, and hence it is surjective.
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