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Abstract—We show that the spectral efficiency of a direct detection transmission system is at most 1 bit/s/Hz less than the spectral efficiency of a system employing coherent detection with the same modulation format. Correspondingly, the capacity per complex degree of freedom in systems using direct detection is lower by at most 1 bit.

Index Terms—Channel capacity, Optical detection, Modulation.

I. INTRODUCTION

RECENTLY, the field of optical communications is witnessing a revival of interest in direct detection receivers, which are often viewed as a promising low-cost alternative to their expensive coherent counterparts [1]–[12]. This process stimulates an interesting fundamental question to whose answer the present paper is dedicated: What is the difference between the information capacity of a direct detection system and that of a system using coherent detection?

In order to answer this question we consider the channel schematic illustrated in Fig. 1a, which consists of a transmitter that is capable of generating any desirable complex waveform whose spectrum is contained within a bandwidth $B$, a noise source of arbitrary spectrum and statistics, a propagation channel, and a receiver. Although the linearity of the channel and the additivity of the noise are immaterial to our analysis, we will assume these properties in the beginning, while postponing the generalization of our discussion to Sec. IV. The direct detection receiver in our definition is one that recovers the communicated data from the intensity (i.e. absolute square value) of the received electric field, while using a single photodiode (PD). As illustrated in Fig. 1a, it consists of a square optical band-pass filter of width $B$ that rejects out of band noise, a photo-diode whose output current is proportional to the received optical intensity and a processing unit that recovers the information. The benchmark to which we compare the direct detection receiver, is the coherent receiver, in whose case the complex-valued received optical field is reconstructed.

Intuitively, it is tempting to conclude that since a direct detection receiver ignores one of the two degrees of freedom that are necessary for uniquely characterizing the electric field, its capacity should be close to half of the capacity of a coherent system. Surprisingly, this notion turns out to be incorrect, and as we show in this paper, the capacity per complex degree of freedom in systems using direct detection is lower by not more than 1 bit than that of fully coherent systems. Correspondingly, the loss in terms of spectral efficiency is limited to be no greater than 1 bit/s/Hz.

Throughout the paper, in order to simplify the notation, we will assume that the transmitted field is scalar. This assumption does not affect the generality of the results, as the transmission of orthogonal polarization components through linear channels is independent.

II. RELATION TO PRIOR WORK

Our result, stating that a direct detection channel is characterized by almost the same capacity as a coherent channel, requires some clarification in view of its being in an apparent contradiction to prior work, where the capacity of a seemingly similar channel was found to be lower by approximately a factor of two. This work consists of Ref. [13] published by the authors of the current manuscript, as well as a number of more recent works, the most relevant of which are contained in Refs. [14]–[17]. In order to avoid confusion, we will adopt the terminology of [16] and refer to the channels studied in those papers as various flavors of the intensity channel, whereas the term direct detection channel will only be used in reference to the channel that we study here. The reason for this apparent contradiction boils down to the fact that all the versions of the intensity channel assume that the information
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1For simplicity, in what follows we will assume that the proportionality coefficient is 1.
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is encoded at a given rate $B$ directly onto the intensity of the transmitted optical signal and then it is recovered by sampling the received signal’s intensity at exactly the same rate. In all cases, the channel is assumed to be memoryless and the optical bandwidth (and hence also the spectral efficiency) do not play any role. The studies in [14]–[17] can be given practical justification when considering very short-reach, or very old optical systems that used a low-coherence optical source (such as a light-emitting diode). Indeed, with such sources the optical phase is far too noisy to be used for transmitting information and the source linewidth is so much greater than the modulation bandwidth that relating to spectral efficiency in the modern sense is not meaningful.

In contrast to the above, the direct detection channel is inspired by modern fiber-optic communications systems, the vast majority of which relies on a highly coherent laser source – one whose linewidth is substantially smaller than the bandwidth of the modulation. This is the reason for our assumption that the transmitter in the direct detection channel can encode information into any complex waveform with the only constraint being that its spectrum is contained in some bandwidth $B$. In addition, since the process of photo-detection involves frequency doubling, the spectrum of the measured intensity is contained in a two-sided bandwidth of $2B$, and hence sampling at the rate of $2B$ is imperative in order to extract the information present in the photo-detection current.

In order to further clarify the difference between the direct detection channel and the intensity channel, we denote the complex-valued field received after optical filtering, by $E(t)$. Since the spectrum of $E(t)$ is contained in a bandwidth $B$, it can be rigorously expressed as

\[
E(t) = \sum_{k=-\infty}^{\infty} E_k \text{sinc} \left[ \pi(Bt - k) \right],
\]

where $\text{sinc}(x) = \sin(x)/x$, and where $E_k = E(t = k/B)$ are the complex-field samples carrying the transmitted information. The detected photo-current is proportional to $I = |E(t)|^2$. If this photocurrent were to be sampled at a rate of $B$, as in [13]–[17], the samples at $t = n/B$ would have been equal to $I_n = |E_n|^2$, and the phase information would have been lost. In this case the drop in the amount of extracted information (and hence the capacity) would have been roughly a factor of 2, similarly to the results obtained in [13]–[17]. Yet, in the direct detection channel the sampling of the photo-current is done at a rate of $2B$, so that the middle-point samples that are taken at $t = (n + 0.5)/B$ are also obtained. These middle samples are given by

\[
I_{n+1/2} = \sum_{k,m=-\infty}^{\infty} \text{sinc} \left[ \pi \left( n - m + \frac{1}{2} \right) \right] \times \text{sinc} \left[ \pi \left( n - k + \frac{1}{2} \right) \right] E_m^* E_k,
\]

and they are clearly affected by the phase differences between the various complex-field samples. In fact, as our final result indicates, knowledge of all intensity samples ($I_n$ and $I_{n+1/2}$ for all $n$) allows one to collect almost all of the information contained in the complex optical field.

We note that the idea of increasing the information rate by sampling the received analog signal at a rate that is higher than $B$, has been considered previously [18]. This is a natural idea in cases where the receiver contains a nonlinear element that expands the analog bandwidth of the received waveform so that sampling at $B$ is no longer sufficient in order to collect all the information from the analog waveform. In our case the nonlinearity is that of square-law detection and it expands the analog bandwidth by exactly a factor of 2. Hence, unlike the case studied in [18], where the doubling of the sampling rate produced only minuscule benefits, here sampling at $2B$ is sufficient in order to extract all the information contained in the analog intensity waveform, and there is no benefit in increasing the sampling rate farther.

Finally, it is instructive to relate to the most widespread example, where the additive noise of Fig. 1a is white Gaussian. In this case, our theory implies that the capacity of the direct detection channel is within 1 bit of $\log(1 + \text{SNR})$ [19], where the SNR is the ratio between the average power of the information carrying signal and the variance of the filtered noise (summed over both quadratures). Conversely, as demonstrated in [13] and [17], the capacity of the intensity channel (i.e. one that samples the received intensity at the rate $B$) in the limit of high SNR, is $0.5 \log(\text{SNR})/2$ — roughly half of the direct detection channel’s capacity.

III. THE INFORMATION CAPACITY OF A DIRECT DETECTION RECEIVER

A. The definition of distinguishable waveforms

Usually, in engineering practice, two waveforms $E_1(t)$ and $E_2(t)$ are said to be distinguishable when the energy of the difference between them is greater than $0$,

\[
\int_{-\infty}^{\infty} |E_1(t) - E_2(t)|^2 dt > 0.
\]

In the context of optical communications this definition is too restrictive, because in all cases of interest, optical receivers (including coherent receivers) are unable to distinguish between waveforms that differ only by a constant (i.e. time independent) phase\(^2\). Owing to this reality, we define waveforms to be distinguishable only when they can be told apart by an ideal coherent receiver. Formally, this means that $E_1(t)$ and $E_2(t)$ are distinguishable only when they remain distinguishable according to Eq. (3), even if one of them is rotated in the complex plane by some arbitrary constant phase, i.e.

\[
\int_{-\infty}^{\infty} |E_1(t) - e^{i\theta}E_2(t)|^2 dt > 0.
\]

\(^2\)In Ref. [13], the capacity in the high SNR limit is written as $0.5 \log(\text{SNR})/4$, but the difference is only in the SNR definition, which relates to the noise variance in one quadrature.

\(^3\)In order to overcome this limitation, the transmitter and receiver would have to share an exact time-reference (on the scale of a fraction of a single optical cycle!). In principle, this can be achieved by means of an atomic clock. However, the costs of such a solution on the one hand, and the minuscule potential benefit in terms of information rate, on the other hand, ensure that this solution isn’t deployed.
of periodicity is not a limiting factor in our arguments, as once as a Fourier series having at most \( M \) non-zero elements, \( E(t) \), whose intensity is \( I(t) = |E_0(t)|^2 \) in order to extract the transmitted data. Our first claim, which is key to proving the main arguments of this paper, is that there are at most \( 2^{M-1} \) distinguishable legitimate waveforms \( E_j(t) \) (with \( j = 0, 1, \ldots, 2^{M-1} \)), whose intensities \( |E_j(t)|^2 \) are equal to \( I(t) \). An illustration of this idea in the case of \( M = 4 \) can be found in Figure 2.

In order to formally prove our statements, we express \( E(t) \) as a Fourier series having at most \( M \) non-zero elements,

\[
E(t) = \sum_{k=0}^{M-1} F_k e^{-i k \Omega t},
\]

where \( \Omega = \frac{2 \pi B}{M} \). The Fourier coefficients are given by

\[
F_k = \frac{B}{M} \int_0^{M/B} E(t) e^{i k \Omega t} \, dt = \frac{1}{M} \sum_{n=0}^{M-1} E_n e^{i \frac{2 \pi n k}{M}},
\]

with \( E_n = E(t = n/B) \), and where the second equality in (5) takes advantage of the relation between the Fourier series coefficients and the discrete Fourier transform in band-limited periodic signals. We now assign

\[
A(Z) = \sum_{k=0}^{M-1} F_k Z^k
\]
to be the Z-transform of the Fourier coefficients \( \{F_k\}_{k=0}^{M-1} \).

Clearly, \( E(t) = A(\exp(-i \Omega t)) \), and hence special attention needs to be paid to the cases where the value of \( Z \) is on the unit circle. When \( F_{M-1} \neq 0 \), \( A(Z) \) is an \( M - 1 \) degree polynomial which admits \( M - 1 \) zeros, and it can be expressed as

\[
A(Z) = C \prod_{k=0}^{M-1} (Z - Z_k), \quad \text{with} \quad C = \frac{F_0}{\prod_{k=0}^{M-1} (-Z_k)}.
\]

Consider now the functions

\[
U_k(Z) = \frac{Z Z_k^* - 1}{Z - Z_k},
\]

one for each zero of \( A(Z) \). Since \( |U_k(\exp(i \theta))| = 1 \), these functions have the property that the action of \( U_k(\exp(-i \Omega t)) \) on \( E(t) \) produces a pure phase modulation and hence they can be considered as the dual of all-pass filters where time and frequency are interchanged. When any combination of these functions multiplies \( A(Z) \), it does not change the degree of the resulting polynomial, as the corresponding zeros of \( A(Z) \) are simply reflected with respect to the unit circle, as illustrated below. For example, if we multiply \( A(Z) \) by the product of \( U_1(Z), U_3(Z) \), and \( U_7(Z) \), the zeros \( Z_1, Z_3, \) and \( Z_7 \) are replaced by \( 1/Z_1^*, 1/Z_3^*, \) and \( 1/Z_7^* \), respectively. Yet, the modulus of the product \( A(Z) U_1(Z) U_3(Z) U_7(Z) \) remains identical to the modulus of \( A(Z) \) when \( Z \) is on the unit circle (and in particular, when \( Z = \exp(-i \Omega t) \)). Since there is a total of \( M - 1 \) functions \( U_k(Z) \), there are \( 2^{M-1} \) functions \( A_j(Z) \) that have the same modulus on the unit circle. Thus, we end up with \( 2^{M-1} \) time waveforms \( E_j(t) = A_j(\exp(-i \Omega t)) \) whose intensity is \( I(t) \), i.e., identical to the intensity of \( E(t) \). Note that \( \{U_k(Z)\}_{k=0}^{M-1} \) are the only functions applying a pure phase modulation to \( E(t) \) that also preserve the number of elements in the Z-transform (the degree of the polynomial) and consequently the spectral width of the resulting time waveforms. For this reason \( \{E_j(t)\}_{j=1}^{2^{M-1}} \) are the only temporal waveforms whose intensity is \( I(t) \), and whose spectrum is fully contained within the bandwidth \( B \). A further discussion of the uniqueness of the waveforms \( \{E_j(t)\}_{j=1}^{2^{M-1}} \) is provided in the appendix.

Prior to concluding this section, it is interesting to stress that while \( 2^{M-1} \) is the highest possible number of distinguishable band-limited waveforms whose intensity equals \( I(t) \), the actual number of such waveforms is \( 2^{N_0} \), where \( N_0 \) is the number of zeros that are not located on the unit circle. That is because when a zero \( Z_i \) falls on the unit circle, \( U_i(Z) \) can
be easily verified to be a constant (i.e. Z-independent) phase-factor whose application to $A(Z)$ does not produce a new waveform. Note also that in this situation $E(t_l) = 0$ with $t_l = \text{arg}(Z_l)/\Omega$.

C. The implications to capacity

We now prove the following relation between $C_d$ – the information capacity of the direct detection channel, and the capacity $C_c$ of a system using coherent detection

$$C_c - 1 \leq C_d \leq C_c$$

(10)

where in all cases, we are referring to the capacity per complex degree of freedom.\footnote{Interestingly, when $E(t)$ equals 0 exactly $M - 1$ times within the time period $M/B$, then it is also the only waveform that is band-limited to $B$ and has that particular intensity.} We denote by $X$ the input alphabet of our channel and by $Y'$ the output alphabet available to a coherent receiver. The output alphabet that is available to a direct detection receiver is denoted by $Y$. Since no constraints are imposed on the transmitter, the alphabet $X$ contains all complex waveforms without restriction. The alphabet $Y'$, on the other hand, contains only those complex waveforms that are band-limited to $B$, whereas $Y$ contains all real-valued waveforms that can be obtained by squaring the absolute value of the waveforms contained in $Y'$. Communication requires that a probability $p_x(x)$ is prescribed to the transmission of each individual waveform $x \in X$.\footnote{The number of complex degrees of freedom is $M$, which is the product of the temporal duration of the signal $M/B$ and the bandwidth $B$.} The effect of the communications channel (noise distortions etc.) is characterized by the conditional probabilities of detecting a given element $y' \in Y'$ (in the case of coherent detection), or $y \in Y$ (in the case of direct detection), given that a particular element $x \in X$ was transmitted. These conditional probabilities are denoted by $p_{y|x}(y'|x)$ and $p_{y|x}(y|x)$, respectively. The mutual information per complex degree of freedom between the transmitter and each of the two receivers equals\footnote{Since $x$ is an element of the alphabet $X$ it represents a time dependent waveform. Nonetheless, in order to keep the notation simple, we avoid writing $x(t)$, leaving the time dependence of $x$ implicit. Additionally, in order to avoid over-cluttering the notation, we denote the probability distribution of $x$ simply by $p_x(x)$. A similar practice is used with the elements of $Y$ and $Y'$.}

$$I(X;Y') = \frac{1}{M} [H(Y') - H(Y'|X)],$$

$$I(X;Y) = \frac{1}{M} [H(Y) - H(Y|X)],$$

(11, 12)

where the entropy $H(Y)$ and the conditional entropy $H(Y|X)$ are given by\footnote{In line with our simplified notation, summation over $x$ and $y$ should be interpreted in a generalized sense. In addition $p_y(y) = \sum_x p_x(x)p_{y|x}(y|x)$.}

$$H(Y) = -\sum_y p_y(y) \log_2(p_y(y))$$

$$H(Y|X) = -\sum_x p_x(x) \sum_y p_{y|x}(y|x) \log_2(p_{y|x}(y|x)),$$

(13, 14)

and where the corresponding equations $H(Y')$ and $H(Y'|X)$ are obtained by replacing $y$ with $y'$ in all places. The capacities $C_c$ and $C_d$ are obtained by maximizing the mutual information values of Eqs. (11) and (12) with respect to the transmitted distribution $p_x(x)$. In order to derive Eq. (10), we take advantage of the relation

$$I(X;Y') = I(X;Y',Y) = I(X;Y) + I(X;Y'|Y) \leq I(X;Y) + \frac{M-1}{M},$$

(15)

where the first equality follows from the fact that $I(X;Y'|Y') = 0$, and the second equality follows from the relations

$$I(X;Y',Y) = \frac{1}{M} [H(Y) - H(Y'|Y')],$$

$$I(X;Y) = \frac{1}{M} [H(Y) - H(Y|Y')],$$

$$I(X;Y'|Y) = \frac{1}{M} [H(Y) - H(Y'|Y')].$$

(16, 17, 18)

The last inequality is true because $Y'$ can take no more than $2^{M-1}$ functional values for any given $Y$. In the limit of large $M$, Eq. (15) reduces to

$$I(X;Y') - 1 \leq I(X;Y) \leq I(X;Y').$$

(19)

Note that expressions (15) and (19) hold for any distribution of the transmitted alphabet $P_x(x)$. This means that, for any modulation format, the information per complex degree of freedom that can be extracted when using a direct detection receiver is at most one bit less than the information per channel use that can be extracted with coherent detection.

When $p_x(x)$ is set to be the distribution that maximizes $I(X;Y')$, we arrive at

$$C_c = 1 \leq I_p(X;Y) \leq C_c,$$

(20)

where $I_p(X;Y)$ is the mutual information $I(X;Y)$ that corresponds to the distribution $p_x(x)$ for which $C_c$ is attained. Clearly, $C_d \geq I_p(X;Y)$ and hence $C_d \geq C_c - 1$. Nonetheless, $C_d$ remains smaller or equal to $C_c$, as follows from the right-side inequality of Eq. (15). This concludes the proof of Eq. (10).

Finally, we note that the capacity per complex degree of freedom, which we have evaluated in Sec. III-C, is identical to the spectral efficiency, which is the more commonly used term in the context of fiber communications. Hence the spectral efficiency of a direct detection system is at most 1 bit/sec/Hz smaller than that of a system using coherent detection. In order to see that the two are exactly the same, note that $B$ is both the bandwidth of the optical signal as well as the number of complex degrees of freedom that are transmitted per second.

IV. EXTENSION TO NONLINEAR SYSTEMS OR TO NON-ADDITIVE NOISE

Fiber-optic communications are often affected by the nonlinear propagation phenomena taking place in optical fibers. Their effect is not only to distort the signal itself, but also to cause a nonlinear interaction between the signal and noise, in which case the noise can no longer be modeled as additive. From the standpoint of our current study, the only difficulty that is imposed by this situation is that it is impossible to relate to the spectrum occupied by the data-carrying signal.
as a constant, and hence the definition of spectral efficiency becomes problematic. Nonetheless, it must be stressed that our analysis of the received waveforms in Sec. III did not explicitly assume anything about the type of noise, or propagation. Therefore, our results with respect to the capacity of the optically filtered signal in Fig. 1b, remain perfectly valid. In other words, after band-pass filtering, the information per degree of freedom that is contained in the received complex optical signal is at most one bit larger than the information contained in its intensity. With this said, it must be noted that we do not claim that positioning of a square filter in front of the receiver is an optimal practice in the nonlinear case. Nonetheless, in practical situations encountered in fiber communications, the inclusion of such a filter is practically unavoidable.

V. DISCUSSION

While Eq. (10) corresponds to the only relevant case of $M \rightarrow \infty$, the opposite limit of $M = 1$, which can be deduced from Eq. (15) may challenge one’s physical intuition, as it predicts equality between the mutual information values corresponding to direct and coherent detection. For this reason the discussion of this special case is interesting in spite of the fact that it is of no practical importance whatsoever. In order to resolve this apparent conundrum, note that the case $M = 1$ represents a situation in which the complex field $E$ is time independent. In particular, the phase difference between any two possible fields is also time independent, implying that the fields are distinguishable only provided that their intensities differ. Hence, in this artificial situation, the coherent receiver has no advantage over the direct detection receiver and therefore their capacities are identical.

Another curious point related to the assumption of periodicity is that it is not the only convenient choice for arriving at the result of Sec. III B. Since $E(t)$ is band limited and its spectrum is contained within $\omega \in [0, B]$, it can be written as

$$E(t) = \sum_{n=-\infty}^{\infty} E_n e^{-i(Bt-n)\pi} \text{sinc}[\pi(Bt-n)], \quad (21)$$

where, as noted earlier, $E_n = E(t = n/B)$, and where $\text{sinc}(x) = \sin(x)/x$. If we impose the requirement that $E_n = 0$ for $n < 0$ and for $n \geq M$, we end up with a band-limited, but non-periodic $E(t)$. Nonetheless, the number of waveforms $E_j(t)$ whose intensity equals that of $E(t)$ remains at most $2^{M-1}$. In order to see that, consider a time interval of $M'/B$ that contains the interval $M/B$ at its center. Assume also that $M' \gg M$, so that the tails of the various sinc functions decay to the extent that the signal within $M'/B$ can be extended periodically without introducing any bandwidth broadening. We may now apply the reasoning of Sec. III to the signal in the interval $M'/B$, according to which the number of equal intensity waveforms is 2 to the power of the number of zeros in $A(Z)$ that do not coincide with the unit circle. Evidently, the number of such zeros is at most $M - 1$, because there are at least $M' - M$ zeros that fall on the unit circle. These are the zeros of $E(t)$ at the times $t_l = l/B$ (with $l$ being outside of the range of 0 to $M - 1$), which correspond to zeros in $A(Z)$ at $Z_l = \exp(i\Omega t_l)$, i.e. on the unit circle.

Finally, it is important to stress the consequences of our definition of direct detection, which requires that the incoming optical signal is detected by a single photo-diode per polarization, and without any manipulation of the signal prior to photo-detection. This definition excludes not only the use of a local oscillator, as in coherent detection, but also all self-coherent schemes, such as the ones proposed in [20], and phase-reconstruction schemes of the kind considered in [21], [22].
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APPENDIX A

Our discussion in Sec. III involved the statement that the number of distinguishable complex waveforms that are characterized by a bandwidth $B$ and a period $M/B$, cannot be greater than $2^{M-1}$. One justification for this claim is that the only functions in Z-domain that produce pure phase modulation and do not increase the order of the polynomial $A(Z)$ (and hence they do not increase the bandwidth of $E(t)$) are of the form $c_k(ZZ_k - 1)/(Z_k - 1)$, where $Z_k$ is one of the zeros of $A(Z)$ and $c_k$ a constant. In order for these functions not to change the time-domain intensity waveform of $E(t)$, one must have $Z_k = Z_k^*$ and $|c_k| = 1$, so that the amplitude of the function’s transfer function on the unit circle is 1. This means that the only functions that can be applied to $A(Z)$ without changing neither the order of the polynomial, nor the intensity waveform, are the $M-1$ functions specified in Eq. (9). Indeed, the number of such function combinations does not exceed $2^{M-1}$. Here, we also present an alternative proof that is based on the uniqueness of minimum-phase functions.

Given a periodic band-limited waveform, we have shown that by reflecting any of its zeros with respect to the unit circle, as described in Sec. III B, one obtains a different waveform having the same intensity, bandwidth, and time-period. If we look at an arbitrary given waveform $E_0(t) = \sqrt{T(t)} \exp(i\phi(t))$ of the above specified characteristics, and identify all of its zeros, we can chose to reflect only the zeros that are inside the unit circle, thereby producing a new waveform $E_m(t) = \sqrt{T(t)} \exp(i\phi_m(t))$, having the same intensity $I(t)$, but a different phase. Since the spectrum of $E_m(t)$ is contained between 0 and $B$, and since all of its zeros in Z-domain are outside the unit circle, it belongs to a special class of functions that is famously known as functions of minimum-phase [23]. One of the most well known properties of such functions is that up to an immaterial constant, their

---

8The requirement that there is no manipulation of the signal prior to photo-detection can be replaced by the requirement that no manipulation other than all-pass filtering (e.g. dispersion) is applied prior to photo-detection. The reason is that all pass filtering can also be done at the transmitter and hence it does not affect the assumption of this work.
phase is uniquely determined by their intensity by means of the the Hilbert transform. Namely, \( \phi(t) = H \left[ \log \sqrt{I(t)} \right] + c \), where \( H \cdot \) designates the Hilbert transform and where \( c \) is an unknown constant. Since waveforms differing only by a constant phase are indistinguishable in our definition (see Sec. III/B), we conclude that the minimum phase function that corresponds to a given intensity profile is unique.

The uniqueness of the minimum-phase function implies that each waveform in the set of distinguishable equal intensity waveforms that are band-limited to \( B \) and periodic in \( M/B \), can be obtained from any other waveform in the set by means of functions of the form given in Eq. (I), whose effect is to reflect the zeros of the waveforms that it acts upon in \( Z \)-domain. Had it not been so, different waveforms in the set would have produced different minimum phase functions. Therefore the total number of distinguishable waveforms in the set cannot exceed \( 2^{M-1} \).
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