Constraining the top electroweak sector of the SMEFT through \( Z \) associated top pair and single top production at the HL-LHC
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We study the processes \( pp \to t\bar{t}Z \) and \( pp \to tZj \) in the framework of Standard Model Effective Field Theory (SMEFT), employing conventional cut-and-count as well as machine learning techniques to take advantage of kinematic information in complex final states involving multiple leptons and \( b \) jets. We explore the projected sensitivity for two SMEFT operators, \( \mathcal{O}_{Z} \) and \( \mathcal{O}_{W} \), that induce electroweak dipole moment interactions for top quarks, through direct searches in these electroweak top production processes at the HL-LHC. New physics modifications to dominant backgrounds are also considered. We show that the new physics sensitivity can be enhanced through a combination of differential distributions for relevant kinematic observables and machine learning techniques. Searches in \( t\bar{t}Z \) and \( tZj \) production result in stronger constraints on \( \mathcal{C}_{Z} \) and \( \mathcal{C}_{W} \), respectively. At the HL-LHC, \( \mathcal{C}_{Z} \) can be probed up to \( -0.41 \lesssim \mathcal{C}_{Z} \lesssim 0.47 \) through searches in the \( pp \to t\bar{t}Z + tWZ \to 3\ell + 2b + \geq 2j \) channel while \( \mathcal{C}_{W} \) can be probed up to \( -0.14 \lesssim \mathcal{C}_{W} < 0.11 \) from searches in the \( pp \to tZj + t\bar{t}Z \to 3\ell + 1b + 1/2j \) channel, at 95\% CL.

I. INTRODUCTION

The precise measurement of top quark interactions has been a cornerstone of the new physics search program at the Large Hadron Collider (LHC). New physics effects can manifest themselves in the couplings of the top quark, and can be potentially probed via direct or indirect collider searches. While the ability of high energy colliders to probe new physics through strong top quark production has been well-established, electroweak top processes are only now being discovered for the first time. Future runs of the LHC will provide access to not only the cross section, but also the kinematics of such processes. This can give us a better handle on the electroweak couplings of the top quark.

Non-standard top quark couplings have been widely explored in the literature (c.f. Refs. [1–4] and references therein). A model-agnostic way to ask about potential deviations from the SM is to use effective field theory (EFT). The Standard Model effective field theory (SMEFT) [5–8] has become a standard tool for assessing the sensitivity of future LHC analyses to new physics, in a way that is independent of assumptions on the details of BSM states. The first basis of non-redundant dimension-6 operators, known as the Warsaw basis, was introduced in Ref. [9]. Building upon robust theoretical developments in SMEFT [9–23], a comprehensive exploration of the phenomenological aspects of higher dimension operators has been performed. Non-standard interactions in the Higgs and top sectors encoded by SMEFT operators have been actively scrutinized in the context of current LHC data and with regards to its future sensitivity [18, 19, 24–39], often in conjunction with measurements at the Tevatron [40] and electroweak precision tests at LEP [41] (c.f. Refs. [34, 42–50]).

In this work, we focus on the associated production of top quarks with a \( Z \) boson at the high luminosity LHC (HL-LHC: \( \sqrt{s} = 13 \) TeV, \( \mathcal{L} = 3 \text{ ab}^{-1} \)) in the SMEFT framework with dimension 6 operators that affect electroweak top couplings. We consider production of top quark pairs, \( pp \to t\bar{t}Z \), as well as single top quark-\( Z \) associated production \( pp \to tZj \). Both of these channels can be instrumental in probing the neutral current interactions of the top, but have so far remained limited by statistics. The inclusive cross-section for \( pp \to t\bar{t}Z \) has been measured by the ATLAS and CMS collaborations using LHC Run-II data collected at \( \mathcal{L} \sim 3 \text{ fb}^{-1} \) not very long ago [51, 52], and differential measurements in \( t\bar{t}Z \) [53] have only recently begun. Likewise, the CMS collaboration reported the first \( tZj \) observation in Ref. [54] using the Run-II dataset corresponding to \( \mathcal{L} \sim 77 \text{ fb}^{-1} \), and differential cross-section measurements appeared for the first time in Ref. [55]. Differential information for both \( t\bar{t}Z \) and \( tZj \) is expected to become readily accessible at the HL-LHC. Eventually, the HL-LHC will be an ideal testing ground to explore these rare top electroweak processes. Complementing the rate measurements with differential cross-sections will allow us to probe top electroweak couplings with much better precision than at present [56]. Because the effects of heavy new physics grow with energy, the tails of the distributions are the best places to probe new physics. It is thus crucial that kinematics are maximally leveraged in order to gain the best possible sensitivity to new physics. Furthermore, the \( t\bar{t}Z \) and \( tZj \) processes feature complicated topologies with many final-state objects. It is thus also interesting to go beyond traditional analyses in order to maximally constrain new physics. We consider both standard cut-and-count techniques as well as novel approaches based on machine learning which allow us to more efficiently optimize our analyses. Rather than parameterizing the link between amplitudes and experimental data with transfer functions, e.g. as with the matrix element method, we apply machine learning-based algorithms directly to
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detector-level events to better approximate a full experimental analysis.

This paper is organized as follows. In Section II, we discuss the SMEFT framework with a focus on the top electroweak sector. Current constraints on \(\mathcal{O}_{1W}\) and \(\mathcal{O}_{1Z}\) are also discussed. We review the sensitivity of \(pp \to t\bar{t}Z\) to \(\mathcal{O}_{1W}\) and \(\mathcal{O}_{1Z}\) in Section III A. Here, we also define relevant kinematic observables and examine their sensitivity to the SMEFT operators. In Section III B, we perform a detailed collider analysis to extract the projected sensitivity of the HL-LHC in probing \(\mathcal{O}_{1W}\) and \(\mathcal{O}_{1Z}\) through direct searches in the leptonic \(pp \to t\bar{t}j\) channel. We summarize our results in Section IV.

II. SMEFT FRAMEWORK

Here, we discuss the Standard Model Effective Field Theory (SMEFT) framework [5–7] with a main focus on electroweak interactions in the top sector. If new BSM physics is present at a heavy mass scale \(\Lambda\) far above the electroweak scale \(v = 246\) GeV, its implications at lower scales can be parameterized through higher dimensional effective operators suppressed by appropriate powers of \(\Lambda\). These higher dimensional operators provide a model-independent way of parametrizing deviations from the Standard Model (SM). Considering the SM to be the low energy limit of the full theory, the effective SMEFT Lagrangian can be written by augmenting the SM Lagrangian with these new physics operators,

\[
\mathcal{L}_{\text{SMEFT}} = \mathcal{L}_{\text{SM}} + \sum_i \frac{C_i}{\Lambda^2} \mathcal{O}_i^{(6)} + \mathcal{O}(\Lambda^{-4}). \tag{1}
\]

Here \(\{\mathcal{O}_i^{(6)}\}\) represents the set of operators respecting the symmetries of the SM with mass dimension \(d = 6\). New physics effects from operators with mass dimension \(d \geq 8\) are subdominant and have been ignored in this work. In Eq. 1, \(C_i\) are the Wilson coefficients. They are free parameters by definition and are constrained by experimental measurements. Typically, the set of \(d = 6\) operators \(\{\mathcal{O}_i^{(6)}\}\) results in the following modifications to any measured observable \(X\),

\[
X = X_{\text{SM}} + \sum_i X_i C_i^{(6)} + \sum_{i,j} X_i^{ij} C_i^{(6)} C_j^{(6)} + \cdots, \tag{2}
\]

where the term linear in \(C_i\) encodes interference between SM and \(\mathcal{O}_i^{(6)}\), while the last term represents non-linear pure SMEFT effects.

There are 59 independent \(d = 6\) SMEFT operators for one generation of fermions, assuming baryon number conservation. We will restrict ourselves to operators involving third-generation quarks. In the Warsaw basis [9], then, 31 of these operators involve the top quark. Restricting to the CP-conserving scenario, 11 such operators can be constructed from four heavy quark fields which include the left-handed quark \(SU(2)_L\) doublet \(Q_3\), right-handed top \(U_3\), and/or right-handed bottom \(SU(2)_L\) singlet \(D_3\). These four-heavy-quark operators are mainly constrained by measurements in processes involving \(t\bar{t}t\bar{t}\) and \(t\bar{b}b\) final states [57]. Furthermore, apart from four-heavy-quark operators, 9 operators involve two heavy quarks along with bosonic fields [9, 36, 37]. Of these, the top chromomagnetic dipole operator \(\mathcal{O}_{1G} = (\bar{Q}_3\sigma^{\mu\nu}T^A U_3) \bar{H} G_{\mu\nu}^{a,1}\) modifies the coupling of the top with gluons, and can be constrained by processes such as \(tt, t\bar{t}W, t\bar{t}Z, t\bar{t}H, tZ, tW\) and single Higgs production in the gluon fusion channel \(gg \to h\); \(\mathcal{O}_{1H} = (H^1 H)(\bar{Q}_3 U_3 H)\) modifies the tree-level Higgs-top coupling, and is constrained by \(tH\) measurements and \(gg \to H\) production; linear combinations of \(\mathcal{O}_{1HQ}^{(1)} = (H^1 i\bar{D}_\mu H) \bar{Q}_3 \gamma^\mu Q_3\) and \(\mathcal{O}_{1HQ}^{(3)} = (H^1 i\bar{D}_\mu^I H) \bar{Q}_3 \gamma^\mu \gamma^\tau Q_3\) are constrained by \(Z\bar{b}b\) measurements at LEP and electroweak top processes respectively [49]; \(\mathcal{O}_{1Hh} = (iH^1 D_\mu H)(U_3^* \gamma^a D_\nu)\) can be constrained by measurements of top decay and \(h \to b\bar{b}\) measurements [58]; and \(\mathcal{O}_{1W} = (Q_3^a \sigma^{\mu\nu} D_3^a) \gamma^I \bar{W}_{\mu\nu}\) can be constrained by single top production. Then, each of the operators \(\mathcal{O}_{1Hh}\) and \(\mathcal{O}_{1W}\) mainly contributes at \(\mathcal{O}(\Lambda^{-4})\) since the interference of these operators with the SM vanishes in the limit \(m_b \to 0\) [37, 59]. The remaining three operators with two quarks and bosonic fields are,

\[
\begin{align*}
\mathcal{O}_{1W} &= (\bar{Q}_3 \sigma^{\mu\nu} U_3) H^a \bar{W}_{\mu\nu} \tag{3} \\
\mathcal{O}_{1B} &= (\bar{Q}_3 \sigma^{\mu\nu} U_3) H B_{\mu\nu} \tag{4} \\
\mathcal{O}_{1H} &= (H^1 i\bar{D}_\mu H) U_3 \gamma^\tau Q_3 \tag{5}
\end{align*}
\]

\(\mathcal{O}_{1W}\) modifies the charged current coupling of the top quark, and can be probed through \(W\) helicity fraction measurements and electroweak top processes [49], while \(\mathcal{O}_{1B}\) and \(\mathcal{O}_{1H}\) are substantially less constrained. The latter two operators modify the neutral current interactions of the top quark, and can only be constrained by \(t\bar{t}Z/\gamma\) and \(tZ(j)\). As discussed previously, measurements in these processes have remained statistically limited until now, and differential measurements have started to appear only recently. The upcoming differential data is expected to improve the sensitivity to \(\mathcal{O}_{1W}\) and \(\mathcal{O}_{1B}\), but not as much for \(\mathcal{O}_{1H}\) since the scattering amplitudes do not exhibit any energy growth with \(\mathcal{O}_{1H}\) [56].

Motivated by future LHC measurements in electroweak top processes, then, our focus in this work is the electroweak top dipole operators \(\mathcal{O}_{1W}\) and \(\mathcal{O}_{1B}\). The current limits from a global fit of Higgs, electroweak and top data are \(−0.12 < C_{1W} < 0.51\) and \(−4.5 < C_{1B} < 1.2\) at 95% CL individually [49]. To separate out the effects of neutral current interactions, we will work in a basis where our operators of interest are \(\mathcal{O}_{1W}\) and the combination

\[
\mathcal{O}_{1Z} = −\sin\theta_W \mathcal{O}_{1B} + \cos\theta_W \mathcal{O}_{1W} \tag{6}
\]

We adopt the operator notation of Ref. [9].
where, $\theta_W$ is the Weinberg angle. Both $O_{1W}$ and $O_{1Z}$ can contribute to $t\bar{Z}j$ and $t\bar{T}j$ processes at the production level. Our goal is to explore the projected sensitivities for $O_{1W}$ and $O_{1Z}$ through searches in $t\bar{T}Z$ and $T\bar{Z}j$ at the HL-LHC using a combination of rate and differential cross-section measurements. With the exception of some recent studies [50, 53], most global fits as well as direct probes for $O_{1Z}$ have relied on rate measurements alone. The differential cross-sections for $p_{T,Z}$ and $\cos \theta^*$, where $\theta^*$ is the angle between the $Z$ boson and the negatively charged lepton in the center of mass frame of the $Z$ boson, have been measured in the $t\bar{T}Z$ channel for the first time by the CMS experiment using LHC Run-II data collected at $\mathcal{L} \sim 77$ fb$^{-1}$ [53]. With the inclusion of differential information, $C_{1Z}$ has been constrained up to $-1.1 \lesssim C_{1Z} \lesssim 1.1$ at 95% CL, which is a considerable improvement over the previous CMS ($\mathcal{L} \sim 36$ fb$^{-1}$) bound $-2.6 \lesssim C_{1Z} \lesssim 2.6$ at 95% CL [52]. We now proceed to analyze the prospects for HL-LHC measurements to improve upon these existing limits.

### III. ELECTROWEAK TOP PRODUCTION

As discussed previously, we perform a detailed collider analysis to study the sensitivity of top electroweak processes at the HL-LHC to the SMEFT operators $O_{1W}$ and $O_{1Z}$, focusing on $t\bar{T}Z$ and $t\bar{Z}j$ production. These processes allow for the testing of neutral top electroweak couplings that are not accessible through top decay, i.e. $O_{1Z}$, while $O_{1W}$ can affect both production and decay. For $t\bar{T}Z$, we study the $3\ell^+ + 2b + \geq 2j$ channel, while for $t\bar{Z}j$, we focus on the $3\ell^+ + b + 1/2j$ final state. Our choice for the aforesaid final states is largely motivated by the absence of major background contributions from QCD processes and non-prompt leptons which are relatively difficult to simulate. These final states also offer sufficient statistics at the HL-LHC to make use of kinematic information. For each final state, our general approach is to maximize the ability of an HL-LHC search to discriminate SM electroweak top production and backgrounds from SMEFT contributions. We make use of three different methods for each channel: (1) a traditional cut-and-count analysis, where we optimize manually on a selection of kinematic variables; (2) a deep neural network (DNN) approach, with a multi-layer perceptron trained on a larger set of kinematic quantities; and (3) likelihood ratio inference using MadMiner [60].

Throughout our analysis, we make use of signal and background events that are simulated at leading order (LO) with MadGraph5\_aMC@NLO [61] in the 5-flavor scheme with the NNPDF2.3QED [62] parton distribution function. We choose a fixed EFT renormalization scale $\mu_{\text{EFT}} \sim (m_t + m_Z)/4$ [56, 63] and generate events at center-of-mass energy $\sqrt{s} = 13$ TeV. Pythia 8 [64] is used to simulate showering and hadronization effects and Delphes-3.5.0 [65] is utilized for fast detector simulation with the default HL-LHC card [66]. The pre-selection cuts

$$p_{T,T} > 10 \text{ GeV}, p_{T,j} > 25 \text{ GeV}, p_{T,b} > 25 \text{ GeV},$$

$$|\eta_\ell| < 4.0, |\eta_b| < 4.0, |\eta_j| < 4.0.$$  \hspace{2cm} (7)

are applied to all final state objects.

In the cut-and-count and DNN analyses, we maximize the NP signal significance,

$$\sigma^\mathit{NP}_{\mathit{sig}} = \frac{|S_{\mathit{SMEFT}} - S_{\mathit{SM}}|}{\sqrt{S_{\mathit{SM}}}}.$$  \hspace{2cm} (8)

Here, $S_{\mathit{SMEFT}}$ represents the yield in the signal region including the SMEFT contributions to the signal processes while $S_{\mathit{SM}}$ represents the number of events expected from SM processes alone. That is, $S_{\mathit{SMEFT}}$ includes pure SM contributions, interference between SMEFT operators and SM, and non-linear pure SMEFT terms. In the MadMiner analyses, we calculate the significance in the $O_{1W}, O_{1Z}$ plane from the inferred likelihood ratio directly. We note that the inclusion of $O(\Lambda^4)$ pure SMEFT terms is relatively more important for the $t\bar{T}Z$ channel where the interference term $O(\Lambda^2)$ undergoes accidental suppression due to cancellation between the $gg \rightarrow t\bar{T}Z$ and $q\bar{q} \rightarrow t\bar{T}Z$ production channels [18].

We now turn to the application of these approaches to the final states that are relevant for constraining top neutral current couplings.

#### A. $pp \rightarrow t\bar{T}Z + tWZ \rightarrow 3\ell + 2b + \geq 2j$

We select events with exactly three isolated leptons ($l = e, \mu$), two $b$ tagged jets and at least two light jets ($j$) in the final state satisfying the cuts of Eq. 7. We further impose $p_{T,\ell_1} > 40 \text{ GeV}$ and $p_{T,\ell_2} > 20 \text{ GeV}$, where $\ell_1$ and $\ell_2$ are the leading and sub-leading leptons. We reconstruct the $Z$ boson by requiring at least one same flavor opposite sign (SFOS) lepton pair with invariant mass $m_{Z} \pm 10 \text{ GeV}$. In cases where all three isolated leptons are of the same flavor, two such SFOS pairs could be obtained. In such instances, the pair with invariant mass closest to $m_{Z}$ is associated with the $Z$ boson.

We next pursue the reconstruction of the semileptonic $t\bar{T}$ system. The full reconstruction of the semileptonic $t\bar{T}$ system is challenging due to the unknown longitudinal momentum of the neutrino $\nu$ produced from the leptonic top $t_\ell$, as well as combinatorial ambiguities between $b$ tagged jets and light jets. The non-SFOS lepton ($\ell_W$) is associated with the leptonically decaying top ($t_\ell$). We then compute the longitudinal momentum ($p_\nu$) of $\nu$ by constraining the invariant mass of $\ell_W$ and $\nu$ with the on-shell $W$ boson mass $m_{W}$. This leads to either two solutions or no solutions for $p_\nu$. We reject events with no solutions. In events with two solutions, we choose the one which minimizes $(m_{\ell_W\nu} - m_{W})^2$. Having identified $p_\nu$, the only missing piece in the reconstruction of $t_\ell$ is the choice of the $b$ tagged jet $b_{t_\ell}$. Before identifying $b_{t_\ell}$, however, we discuss the hadronically decaying
top $t_h$, which decays via $t_h \rightarrow (W \rightarrow jj)b$. The pair of light jets associated with $t_h$ is identified by minimizing $(m_{jj} - m_W)^2$. We refer to this light jet pair as $\{j_{1t}, j_{2t}\}$ where $p_{T,j_{1t}} > p_{T,j_{2t}}$. Finally, we pair the $b$ tagged jets with $t_ℓ$ and $t_h$ by minimizing

$$(m_{iℓb} - m_t)^2 + (m_{jℓb} - m_t)^2,$$

where $i, k = 1, 2$ with $i \neq k$ and $m_t$ is the mass of the top quark $m_t = 173.3$ GeV [67]. We refer to the $b$ tagged jet associated with the hadronic top as $b_{t_h}$. 

The dominant source of background is SM $tℓZ$. Subdominant contributions can arise from $W+Z$, $tWZ$, $tℓb$, $tℓγ$, $tℓW$, $tℓVV$ ($V = W, Z$) and $tℓℓ$. We ignore contributions from $tW$, $tVV$ and $tℓℓ$ due to their smaller rates at the HL-LHC. Among the remaining background processes, $tW$, $tℓh$, $tℓγ$ can be modified by $O_{ℓZ}$ as well as $O_{tW}$. However, the event rates for $tℓh$ and $tℓγ$ are roughly two orders of magnitude smaller compared to that for $tℓZ$. Therefore, in the cut-based and multi-variate DNN analysis, new physics effects in $tℓZ$ to that for $tℓZ$ and $tW$ are roughly two orders of magnitude smaller compared to that for $tℓZ$. We refer to the light jet pair as $\{t_{ℓ}, b_{t_h}\}$. The other notation $m_{ℓℓ}$, $m_{ℓb}$ is the transverse mass of $W$ and $Z$ respectively, for objects between azimuthal angles and pseudorapidities, respectively for $t_ℓ$ and $t_h$ is the angle between particles associated with the final state objects $h$. The other notation $H_{R}$, $\Delta \eta_{h}$, $\Delta \phi_{h}$ denote the final state objects having the highest transverse momentum at the detector level, for SMEFT $tℓZ$ and $tℓW$ with $C_{tZ} = 2.0$, and their pure SM counterparts. The subset of these four observables resulted in the maximal value of $σ_{sNP}^4$ among several other combinations of observables from Eq. (10) considered for the cut-based analysis. In the bottom panel of the respective figures, we show the ratio of new physics to SM scenario SMEFT/SM. We observe that the ratio SMEFT/SM exceeds ≥ 1 in the tails of the $m_{t_h}Z$ and $H_T$ distributions, in accordance with the general expectation that the effects of higher dimension operators should grow with energy. At $H_T \sim 1$ TeV, the NP contributions from $C_{tZ} = 2.0$ in $tℓZ$ and $tℓW$ can be larger than their SM counterparts by O(50%). On the other hand, the ratio SMEFT/SM is mostly above 1 for both $tℓZ$ and $tℓW$ at lower values of $Δϕ_{ℓℓ\ell}$ and $ΔR_{ℓℓ}^{\min}$, owing to the inverse relationship between the opening angles and boosts of the intermediate-state particles. We particularly highlight the distribution of $ΔR_{ℓℓ}^{\min}$ due to its negative correlation with the transverse momentum of the $Z$ boson $p_{T,Z}$ which is one of the most sensitive observables to constrain $C_{tZ}$ [26, 68]. The ratio SMEFT/SM increases with larger $p_{T,Z}$. At relatively large $p_{T,Z}$, the leptons from $Z$ decay are highly collimated leading to small $ΔR$ separation, and thus dominantly constitute the lower bins of the $ΔR_{ℓℓ}^{\min}$ distribution.

We proceed to make selection cuts on the aforesaid observables, $m_{t_h}Z$, $H_T$, $ΔR_{ℓh}^{\min}$ and $Δϕ_{ℓℓ\ell}$, which maximize $σ_{sNP}^4$ in Eq. (8). This cut-based optimization is performed separately for each of 8 signal benchmarks corresponding to different values of $\{C_{tZ} = \pm 2.0, \pm 1.5, \pm 1.0, \pm 0.5\}$. The optimized selection cuts, cut-flow of signal and background rates, and signal significance values $σ_{sNP}^4$, are presented in Table I. We observe that the optimized signal regions prefer strong cuts on $m_{t_h}Z$ and $H_T$ viz $m_{t_h}Z > 500$ GeV (400 GeV) and $H_T > 350$ GeV (500 GeV) at $C_{tZ}=1.0$ (-1.0), which concurs with the observations in Fig. 1 where we observe an enhancement in the ratio SMEFT/SM at large values of these observables. Similarly, many of the optimized signal regions prefer lower $ΔR_{ℓh}^{\min}$ and $Δϕ_{ℓℓ\ell}$. This aspect is more apparent at relatively smaller values of $C_{tZ} = +0.5$, −0.5 where the large $H_T$ and $m_{t_h}Z$ regions feature a weaker SMEFT-induced enhancement. For $C_{tZ} = 0.5$, we obtain a signal significance of 1.99 which increases to 5.57 at $C_{tZ} = 1.0$. For negative values of $C_{tZ}$, $σ_{sNP}^4$ improves from 2.04 at $C_{tZ} = -0.5$ to 5.17 at $C_{tZ} = -1.0$. This variation of $σ_{sNP}^4$ with $C_{tZ}$ is summarized in the left panel of Fig. 3 as blue solid line. We observe that $O_{tW}$ can be probed up to $-0.49 < C_{tZ} < 0.51$ at the HL-LHC at the 2σ level through searches in the $pp \rightarrow tℓZ + tℓW \rightarrow 3ℓ + 2b + 2γ$ channel.

While $O_{tZ}$ leads to new physics contributions only at the production level, $O_{tW}$ can induce modifications of both top production and decay by virtue of its modification to the $tWb$ vertex. We perform a separate cut-based analysis to estimate the projected sensitivity for $O_{tW}$ at the HL-LHC. For this analysis, we consider several subsets of observables from Eqn. (10) for cut-based optimization. Among them, the subset of $\{H_T, ΔR_{ℓb}^{\min}, Δϕ_{ℓℓ\ell}\}$, leads to the strongest sensitiv-
| Optimized cuts | $m_{t,W} >$ | $H_T >$ | $\Delta R_{tW}^{\min}$ | $\Delta \phi_{tW,t_t} <$ |
|----------------|---------|--------|-------------------|------------------|
| SMeFT $tZ$    | 2664    | 2611   | 2609              | 2608             |
| $ttZ$         | 151     | 149    | 148               | 148              |
| $tWZ$         | 1853    | 1800   | 1796              | 1795             |
| $WZ$          | 118     | 115    | 115               | 115              |
| $tth$         | 14.1    | 12.8   | 12.8              | 12.8             |
| $t\gamma$     | 19.7    | 18.9   | 18.9              | 18.9             |

| Significance  | 18.17   | 18.47  | 18.51             | 18.51            |

| Optimized cuts | $m_{t,W} >$ | $H_T >$ | $\Delta R_{tW}^{\min}$ | $\Delta \phi_{tW,t_t} <$ |
|----------------|---------|--------|-------------------|------------------|
| SMeFT $tZ$    | 2569    | 2302   | 2227              | 2189             |
| $ttZ$         | 138     | 135    | 131               | 128              |
| $tWZ$         | 1892    | 1827   | 1756              | 1721             |
| $WZ$          | 120     | 116    | 113               | 111              |
| $tth$         | 14.7    | 13.1   | 12.8              | 12.6             |
| $t\gamma$     | 19.9    | 19.1   | 18.5              | 18.2             |

| Significance  | 10.55   | 10.72  | 10.83             | 10.84            |

| Optimized cuts | $m_{t,W} >$ | $H_T >$ | $\Delta R_{tW}^{\min}$ | $\Delta \phi_{tW,t_t} <$ |
|----------------|---------|--------|-------------------|------------------|
| SMeFT $tZ$    | 947     | 912    | 906               | 906              |
| $ttZ$         | 69.7    | 67.2   | 66.9              | 66.9             |
| $tWZ$         | 781     | 748    | 742               | 742              |
| $WZ$          | 65.1    | 62.6   | 62.2              | 62.2             |
| $tth$         | 117     | 106    | 104               | 104              |
| $t\gamma$     | 3.2     | 2.7    | 2.7               | 2.7              |

| Significance  | 5.47    | 5.54   | 5.57              | 5.57             |

| Optimized cuts | $m_{t,W} >$ | $H_T >$ | $\Delta R_{tW}^{\min}$ | $\Delta \phi_{tW,t_t} <$ |
|----------------|---------|--------|-------------------|------------------|
| SMeFT $tZ$    | 830     | 794    | 308               | 325              |
| $ttZ$         | 66.4    | 64.1   | 27.6              | 24.5             |
| $tWZ$         | 781     | 748    | 337               | 289              |
| $WZ$          | 65      | 63     | 26                | 26               |
| $tth$         | 117     | 106    | 43.8              | 38.4             |
| $t\gamma$     | 3.2     | 2.7    | 1.0               | 0.8              |

| Significance  | 1.61    | 1.55   | 1.61              | 1.99             |

| Optimized cuts | $m_{t,W} >$ | $H_T >$ | $\Delta R_{tW}^{\min}$ | $\Delta \phi_{tW,t_t} <$ |
|----------------|---------|--------|-------------------|------------------|
| SMeFT $tZ$    | 821     | 794    | 308               | 325              |
| $ttZ$         | 66.4    | 64.1   | 27.6              | 24.5             |
| $tWZ$         | 781     | 748    | 337               | 289              |
| $WZ$          | 65      | 63     | 26                | 26               |
| $tth$         | 117     | 106    | 43.8              | 38.4             |
| $t\gamma$     | 3.2     | 2.7    | 1.0               | 0.8              |

| Significance  | 1.61    | 1.55   | 1.61              | 1.99             |

TABLE I. Optimized selection cuts on $m_{t,W}$, $H_T$, $\Delta R_{tW}^{\min}$ and $\Delta \phi_{tW,t_t}$, applied successively, to maximize the NP signal significance $\sigma_S^{NP}$ of cut-based collider analysis in the $pp \rightarrow ttZ + tWZ \rightarrow 3t + 2b + 2\gamma$ channel to explore the projected sensitivity to $C_{tW}$ at $\sqrt{s}$ = 13 TeV LHC with $\mathcal{L} = 3$ ab$^{-1}$. The optimized cuts, signal and background yields, and $\sigma_s$ values are shown for $\{C_{tW} = \pm 2.0, \pm 1.5, \pm 1.0, \pm 0.5\}$. No cuts are applied on $m_{t,W}$ and $\Delta \phi_{tW,t_t}$ in the signal regions that are optimized for $C_{tW} = 1.5, -2.0$, and $C_{tW} = 1.0, -1.0, -1.5$, respectively.

In Fig. 2, we present their distributions, at the detector level, for SMeFT $ttZ$ and $tWZ$ at $C_{tW} = 0.72$, and SM $ttZ$, $tWZ$ and $tth$. Unlike the $C_{tZ}$ scenario, the ratio SMeFT/SM for $ttZ$ in Fig. 2 remains roughly close to 1, demonstrating a reduced sensitivity to $C_{tW}$, except in the highly boosted $H_T$ regime, $H_T > 1100$ GeV, which is marred by large statistical uncertainty. We consider 6 different signal benchmarks corresponding to $\{C_{tW} = \pm 0.72, \pm 0.48, \pm 0.24\}$. The optimized cuts on $H_T$, $\Delta R_{tW}^{\min}$ and $\Delta \phi_{tW,t_t}$, signal and background yields, and $\sigma_S^{NP}$ values are presented in Table II. We obtain $\sigma_S^{NP} = 11.92$ (7.62) for $C_{tW} = 0.72$ (−0.72), which decreases to 3.64 (2.90) at $C_{tW} = 0.24$ (−0.24). From the cut flows in Table II, we see that the kinematic cuts do not significantly increase the significance. This follows from the reduced dependence of the kinematic distributions in Fig. 2 on the EFT operator, and we do not expect large gains beyond a rate-only measurement. Us-
that the HL-LHC would be able to probe \( C_{tZ} \) as illustrated in the left panel of Fig. 3 as red solid line. We observe that the HL-LHC would be able to probe \( C_{tW} \) up to \(-0.19 \lesssim C_{tW} \lesssim 0.16\) at 2\( \sigma \) uncertainty through searches in the \( pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3\ell + 2b + \geq 2j \) channel. We also find other subsets of observables that lead to roughly comparable sensitivity \( \text{viz.} \{H_T,p_{T,Z},p_{T,W},\Delta R_{\ell b}^{\text{min}}\}, \)

FIG. 1. *Top panels:* Distributions for the invariant masses of the hadronically decaying top and Z boson \( m_{t\bar{t}Z} \) (left), and minimum \( \Delta R \) separation between a pair of leptons \( \Delta R_{\ell\ell}^{\text{min}} \) (right). *Bottom panels:* Distributions for the scalar sum of the transverse momenta of all visible final state objects \( H_T \) (left), and the azimuthal angle difference \( \Delta \phi_{tW}\ell \) between the leptonically decaying top and \( \ell_W \) (right). The distributions correspond to SMEFT \( t\bar{t}Z \) (black solid) and \( tWZ \) (blue solid) with \( C_{tZ} = 2.0, SM \) \( t\bar{t}Z \) (black dashed), \( tWZ \) (blue dashed) and \( tth \) (red dashed). The results are shown at detector level for the LHC with \( \sqrt{s} = 13 \) TeV.

FIG. 2. Distributions for the scalar sum of the transverse momenta of all visible final state objects \( H_T \) (left), minimum \( \Delta R \) separation between a lepton and \( b \) jet pair \( \Delta R_{\ell b}^{\text{min}} \) (center), and difference of azimuthal angles for the leptonically decaying top and \( \ell_W \) \( \Delta \phi_{tW}\ell \) (right), for SMEFT \( t\bar{t}Z \) (black solid) and \( tWZ \) (blue solid) with \( C_{tW} = 0.72, SM \) \( t\bar{t}Z \) (black dashed), \( tWZ \) (blue dashed) and \( tth \) (red dashed). The results are presented at the detector level for the LHC with \( \sqrt{s} = 13 \) TeV.
TABLE II. Optimized selection cuts on \( H_T, \Delta P_{\text{min}}^\text{min} \) and \( \Delta \phi_{\ell t \ell t} \), applied successively, to maximize the signal significance \( \sigma_{NP} \) from cut-based collider analysis in the \( pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3\ell + 2b + \geq 2j \) channel to estimate the projected sensitivity for \( \mathcal{O}_{\ell t} \) at \( \sqrt{s} = 13 \text{ TeV} \) LHC with \( \mathcal{L} = 3 \text{ ab}^{-1} \). The optimized cuts, signal background, and yields are shown for \( \{C_W = \pm 0.72, \pm 0.48, \pm 0.24\} \). No cuts are applied on \( H_T \) for \( \mathcal{C}_{tW} = 0.72, -0.72, -0.24 \), on \( \Delta P_{R_{tb}}^\text{min} \) for \( \mathcal{C}_{tW} = 0.24 \), and on \( \Delta \phi_{\ell t \ell t} \) for \( \mathcal{C}_{tW} = 0.48, -0.48 \).

\[
\{P_T/Z, P_{T,W}, m_{t_t \ell t \ell}, \Delta P_{R_{tb}}^\text{min}, \Delta \phi_{\ell t \ell t} \}.
\]

\[
\begin{array}{cccccc}
\mathcal{C}_{\ell t} & \text{SMEFT} & t\bar{t}Z & tWZ & tWZ/WZ & \alpha & \sigma_{NP} \\
2.0 & 1557 & 84.5 & 942 & 58.6 & 73.6 & 1.9 & 7.7 & 0.60 & 19.23 \\
1.5 & 979 & 56.9 & 673 & 44.5 & 51.8 & 0.9 & 5.9 & 0.64 & 11.22 \\
1.0 & 1185 & 68.8 & 984 & 63.6 & 81.8 & 2.3 & 8.7 & 0.60 & 6.10 \\
0.5 & 640 & 40.3 & 582 & 41.9 & 57.2 & 3.5 & 5.5 & 0.60 & 2.15 \\
-0.5 & 1038 & 63.7 & 963 & 61.8 & 81.8 & 7.0 & 9.8 & 0.56 & 2.3 \\
-1.0 & 906 & 56.3 & 743 & 51.2 & 68.2 & 1.5 & 6.2 & 0.62 & 5.69 \\
-1.5 & 1594 & 93.7 & 1179 & 77.6 & 111.8 & 3.6 & 11.0 & 0.56 & 11.61 \\
-2.0 & 2016 & 111 & 1258 & 82.9 & 114.9 & 4.3 & 11.8 & 0.55 & 20.18 \\
\end{array}
\]

TABLE III. Signal significance \( \sigma_{NP} \) from DNN analysis in \( pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3\ell + 2b + \geq 2j \) channel for \( \{C_{\ell t} = \pm 2.0, \pm 1.5, \pm 1.0, \pm 0.5\} \) at \( \sqrt{s} = 13 \text{ TeV} \) LHC with \( \mathcal{L} = 3 \text{ ab}^{-1} \). The signal rates for SMEFT \( t\bar{t}Z \) and \( tWZ \) processes, background rates for SM \( t\bar{t}Z, tWZ, t\gamma, \ell t \ell t, \) and \( WZ + \text{jets} \) are presented. The optimal DNN score \( \alpha \) and corresponding signal significance \( \sigma_{NP} \) are also shown.

While the cut-based approach is simple to apply and easily interpretable using the individual features of the selected observables, it is less effective in exploring any correlations which might exist among the observables. Furthermore, it becomes progressively more cumbersome as the dimensionality of input features is increased.

Therefore, in order to comprehensively explore the sensitivity for \( \mathcal{O}_{\ell t} \) and \( \mathcal{O}_{tW} \), we also perform a machine-learning based multivariate analysis using a Deep Neural Network (DNN), using the same signal benchmarks as for the cut-based approach. While the cut-based analysis only takes into account the differences in the shape of a few selected distributions, the neural networks can exploit the shape information of a much larger number of input features while also taking into account the NP deviations in their correlations. For each signal benchmark, we construct a fully connected DNN using Keras, which takes as input the 150 observables of Eq. (10). Each DNN has between 4 and 8 hidden layers; the number of layers and the number of nodes in each layer are optimized for each benchmark. We use the Rectified Linear Unit (ReLU) activation function in each layer except for the final one, where the Sigmoid activation function is used instead in order to provide an output classifying an event as SM-like (0) or SMEFT-like (1). Training is performed on a subset of our event sample using Adam optimization to minimize binary cross-entropy loss over 200 epochs, with a learning rate of \( 10^{-5} \) and a batch size of 64. In order to avoid overtraining, we apply early stopping using a validation set.

The training data for the DNN is comprised of \( t\bar{t}Z \) and \( tWZ \) events with at least one SMEFT vertex, and SM \( t\bar{t}Z, tWZ \) and \( WZ + \text{jets} \) events. The network is trained to distinguish the pure EFT \( t\bar{t}Z \) and \( tWZ \) events from the SM processes. The test data is comprised of SMEFT \( t\bar{t}Z \) and \( tWZ \) events (sensitive to pure SM, interference terms, and NP squared terms), and SM \( t\bar{t}Z, tWZ, t\gamma, t\ell \ell t, \) and \( WZ + \text{jets} \) events. SM \( t\gamma \) and \( t\ell \ell t \) events are not included in the training data due to their relatively lower cross sections.

We identify events with DNN output values above a cutoff \( \alpha \) as signal-like, and those with output scores below \( \alpha \) as background. After each network is trained, we choose the value of \( \alpha \) that maximizes \( \sigma_{NP} \). The resulting signal and background yields are listed in Tables III and IV. In the case of \( \mathcal{O}_{\ell t} \), the multivariate DNN analysis improves the projected sensitivity by \( \sim \mathcal{O}(5-10)\% \) compared to cut-based optimization. For example, \( \sigma_{NP}^{\alpha} \) for
$C_{tZ} = 0.5$ (-0.5) improves from 1.9 (2.0) with the cut-based analysis to 2.1 (2.3) with the DNN. For $O_{tW}$, the differences between the cut-based and DNN results are smaller. We interpolate $S^{NP}_S$ as a function of $C_{tZ}$ ($C_{tW}$) using the results in Table III (Table IV), and present them in the left panel of Fig. 3 as blue (red) solid lines. The projected sensitivity for $O_{tZ}$ reaches up to $-0.45 \lesssim C_{tZ} \lesssim 0.48$ at 2σ uncertainty, thus, registering $O(7\%)$ improvement over the cut-based results. In the case of $O_{tW}$, the projected sensitivity reaches up to $-0.19 \lesssim C_{tW} \lesssim 0.15$ which is almost comparable to the results from the cut-based analysis. Next, we assess the most important input observables in the dataset using the Python-based ELIS tool [69]. Specifically, we calculate the permutation feature importance by measuring the decrements in model score when the data for each feature is randomly shuffled among events. We compute the permutation importance scores of input observables in all of the DNN models trained on our signal benchmarks. Although the relative weight of observables exhibits variation across different signal benchmarks, the subset of the most sensitive observables remains almost unchanged. We list 35 such observables which typically feature in the list of leading permutation scores for all signal benchmarks:

\[
\begin{align*}
&m_{tℓbℓ}, m_{tℓ/ℓZ}, m_{tℓ/tZ}, H_T, pT, ℓT/ℓZ, ℓT/ℓW, ℓT/bb, \\
pT, Z, pT, ℓ/Tbℓ, ℓ/TbZ, ℓ/Tbℓ, ΔR_{ℓ/ℓ}, ΔR_{ℓ/ℓ}, \Delta R_{ℓ/b}, \Delta R_{ℓ/b}, \\
&φ_{ℓT}, φ_{ℓZ}, Δφ_{ℓ/T/ℓZ}, Δφ_{ℓ/T/ℓW}, Δφ_{ℓ/T/bb}, \\
&Δφ_{bb}, Δφ_{bb}, Δφ_{bb}, Δφ_{bb}, Δφ_{bb}, \eta_{bℓ}, \eta_{bℓ}, \eta_{bℓ}, \eta_{bℓ}, Δη_{bℓ}, Δη_{bℓ}.
\end{align*}
\]

Training DNN models with only these 35 input observables results in sensitivities that are comparable to those from models trained using all 150 observables listed in Eq. (10).

We note that pure EFT $tℓZ$ and $tWZ$ events used in the training dataset have been generated in the MadGraph5_aMC@NLO framework by setting the squared coupling order $NP^2 > 0$, and particle decay chains cannot be specified together with squared coupling orders. As a result, the pure EFT events used for training the DNN model include NP effects at the production level only and lack spin-correlation effects in top decays. However, in the scenario with non-zero $C_{tW}$, the SMEFT $tℓZ$ and $tWZ$ events in the test dataset include NP contributions both for production and top decay, along with top spin-correlation effects in the final state objects. The consequence of this disparity are expected to be more pronounced for $tℓZ$ (compared with $tWZ$) which also happens to be the most dominant signal. This difference between the training and test datasets could be responsible for the meagre improvement in the projected sensitivity from a multivariate DNN analysis over the traditional cut-based approach. On the other hand, $O_{tZ}$ affects $tℓZ$ and $tWZ$ at the production level only. Therefore, when we examine the projected sensitivity to $O_{tZ}$, the only source of disparity between the training and test datasets is top spin correlation effects. Overall, the inconsistency between the training and test datasets is expected to be less severe in the case of $O_{tZ}$ than for $O_{tW}$.

In order to ensure that we are not losing sensitivity to NP operators in the DNN analysis from the missing correlation effects in the training data, we also estimate the projected sensitivities through a likelihood-based approach which takes into account new physics effects both at production and decay along with $tt$ spin-correlation effects. To achieve this, we use the MadMiner tool which employs machine-learning based event information extraction techniques to obtain the event likelihood ratio as a function of the SMEFT parameters [60, 70]. The event likelihood ratio $r(x|θ, θ_{SM}) = p(x|θ)/p(x|θ_{SM})$, where $p(x|θ)$ is the probability of observables $x$ given theory parameters $θ = \{C_{tZ}, C_{tW}\} (θ_{SM} = \{0, 0\})$, is the most powerful test statistic to discriminate the hypothesis $θ$ from $θ_{SM}$ [70]. However, at the detector level, $r(x|θ, θ_{SM})$ is an intractable function due to conditioning from several latent variables such as parton showering, hadronization, and detector response. On the other hand, the joint likelihood ratio $r(x, z|θ, θ_{SM})$ can be computed for every Monte Carlo (MC) simulated event at the detector level [60, 70]. In addition, the joint score $t(x, z|θ_0) = \nabla_θ p(x, z|θ_0)$, the gradient of the joint likelihood ratio at reference positions $θ_0$ in theory parameter space, can also be computed from MC simulation and used to help estimate the true likelihood ratio $r(x|θ, θ_{SM})$. MadMiner uses matrix element information from MC event samples and shape information in reconstructed observables to train a neural network using an appropriate loss functional that depends on $r(x, z|θ, θ_{SM})$ and/or $t(x, z|θ_0)$. The loss function is defined such that its minimizing function is the intractable event likelihood ratio $r(x|θ)$ and the trained NN is an estimator of $r(x|θ)$ [70]. This estimated likelihood ratio is sensitive to both linear and non-linear NP effects. In the presence of SMEFT operators $θ_i$, the matrix squared element at the parton level $|M|^2$ is given by,

\[
|M|^2 = 1 \cdot |M|_{SM}^2(x, θ_{SM}) + \sum_i θ_i^2 \cdot |M|_{BSM}^2(x, θ_i)
\]

\[
+ \sum_{i \neq j} 2 θ_i \cdot Re\{|M|_{SM}^2(x, θ_{SM}) |M|_{BSM}^2(x, θ_i)\}
\]

\[
+ \sum_{i, j} 2 θ_i θ_j \cdot Re\{|M|_{SM}^2(x, θ_i) |M|_{BSM}^2(x, θ_j)\},
\]

where $|M|_{SM}^2(x, θ_{SM})$ represents the matrix squared element for the SM, while $|M|_{BSM}^2(x, θ_i)$ represents the matrix squared element for pure SMEFT interactions corresponding to $θ_i$. Eq. (12) can be factorized through a morphing technique into the product of an analytic function $w_c(θ)$ that is exclusively dependent on $θ$ and a phase space dependent function $f_c(x)$, summed over $c$ compo-
FIG. 3. Left panel: Projected sensitivity for $O_{tZ}$ (top panel) and $O_{tW}$ (bottom panel) from searches in $pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3l + 2b + \geq 2j$ (red) channels at the HL-LHC. The solid and dashed lines represent the projections from cut-based and DNN analysis, respectively. Central panel: Projected sensitivity for $O_{tZ}$ through searches in $pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3l + 2b + \geq 2j$ (blue) channel using MadMiner. The blue and red solid lines denote the variation of p-values as a function of $C_{tZ}$ when new physics effects are included at both production and decay level, and only at production, respectively. Right panel: Similar to central panel but with $C_{tW}$ instead of $C_{tZ}$. The results are presented for $\sqrt{s} = 13$ TeV LHC with $\mathcal{L} = 3$ ab$^{-1}$.

FIG. 4. Projected sensitivity using MadMiner in the \{C_{tZ}, C_{tW}\} plane from searches in the $pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3l + 2b + \geq 2j$ channel at the 13 TeV LHC with $\mathcal{L} = 3$ ab$^{-1}$.

\begin{equation}
|\mathcal{M}|^2 = \sum_c w_c(\theta) \cdot f_c(x).
\end{equation}

Here, the $f_c(x)$ are not necessarily positive or normalized distributions. The number of components $c$ is equal to the number of elements in Eq. (12), which also defines the number of signal benchmarks that form the morphing basis. Once the parton level event weights (or matrix squared elements) are computed at these $c$ signal benchmarks, the “morphing setup” can evaluate the event weights at any given $\theta$. In the present study, $\theta_i$ has two components, $C_{tZ}$ and $C_{tW}$. Thereby, the morphing basis would include 6 components (or signal benchmarks with different $\theta$) if new physics effects are considered at the production level only. Since $C_{tW}$ also affects top decay, the morphing basis consists of 12 benchmarks. Accordingly, we generate event samples for $t\bar{t}h$, $tWZ$, $t\ell\gamma$ and $t\bar{t}h$ processes at 12 different benchmark values of $\theta$. MadMiner utilizes the event weights for these 12 benchmarks to interpolate the event weights in the \{C_{tZ}, C_{tW}\} plane through the morphing setup. We consider squared and quartic ansatz for $C_{tZ}$ and $C_{tW}$, respectively, in the morphing technique. The squared ansatz for $C_{tZ}$ is prompted by its contribution at the production level only while $C_{tW}$ contributes both at production and decay level actuating the quartic ansatz. We generate $10^6$ events for each of the aforesaid processes and reconstruct all of the observables in Eq. (10). We consider a fully connected neural network with 3 hidden layers each containing 100 nodes. Training is performed using the ALICES algorithm \cite{71} over 120 epochs. The ALICES loss functional depends on both the joint likelihood ratio $r(x, z|\theta, \theta_{SM})$ and the joint score $t(x, z|\theta_0)$ to maximize the inclusion of information that can be obtained from the MC event samples simulated at the detector level. The relative weights of the terms in the ALICES loss functional that depend on the joint score and the joint likelihood ratio is parametrized by the hyperparameter $\alpha$, which we set equal to 1. We employ a batch size of 128, the tanh activation function, and Adam optimization, with a learning rate that exponentially decays from $10^{-4}$ to $10^{-6}$.

In Fig. 4, we present the projection contours in the \{C_{tZ}, C_{tW}\} plane from searches in the $pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3l + 2b + \geq 2j$ channel at the HL-LHC using MadMiner. The estimated likelihood ratio is used to draw the 2d contour in Fig. 4 as a function of $\theta = \{C_{tZ}, C_{tW}\}$. In order to set 1d limits along the direction of $C_{tZ}$ or $C_{tW}$, we profile the estimated event likelihood ratio over the other theory parameter. We present the 1d projection limits for $C_{tZ}$ and $C_{tW}$ in the central and right panels of Fig. 3, respectively. The projected sensitivity for $C_{tZ}$ reaches up to $-0.41 \lesssim C_{tZ} \lesssim 0.47$ at 95% CL. We note
that the MadMiner analysis showcases a marginal improvement over the projected limits from the DNN analysis ($-0.45 \lesssim C_tZ \lesssim 0.48$ at 2$\sigma$) and roughly (5 - 10)$\%$ improvement over the cut-based results ($-0.49 \lesssim C_tZ \lesssim 0.51$ at 2$\sigma$).

As discussed previously, the differential distributions in the $pp \to t\bar{t}Z + tWZ$ channel at the HL-LHC display a sizeable sensitivity to $C_tZ$. Correspondingly, their inclusion in addition to the rate measurements help in boosting new physics sensitivity. The cut-and-count analysis leads to an improvement of roughly 1.5$\%$ and 25$\%$ in $\sigma_{NP}$ for $C_tZ = 2.0$ and 0.5, respectively, compared to pure rate measurements. Typically, we would expect the machine learning techniques to be more efficient in unveiling BSM effects in correlated multi-dimensional feature space than conventional cut-and-count methods. For example, the DNN methodology leads to roughly 5$\%$ (35$\%$) improvement in the projected sensitivity over rate measurements for $C_tZ = 2.0$ (0.5). On the contrary, the cut-and-count optimization and machine learning techniques lead to only $\lesssim 5$% enhancement in signal significance over rate-only measurements for the various $C_{tW}$ benchmarks. This behavior is expected since the differential measurements in the $pp \to t\bar{t}Z + tWZ \to 3\ell + b \pm 1/2j$ channel displays only minuscule sensitivity to $C_{tW}$. Furthermore, in the $C_{tW}$ scenario, all three analysis techniques considered in the present study lead to similar sensitivities, MadMiner: $-0.19 \lesssim C_{tW} \lesssim 0.16$ at 95$\%$ CL, DNN: $-0.19 \lesssim C_{tW} \lesssim 0.15$ at 2$\sigma$, and cut-based: $-0.18 \lesssim C_{tW} \lesssim 0.18$ at 2$\sigma$.

**B. $pp \to t\bar{t}Z + tWZ \to 3\ell + b \pm 1/2j$**

In this section we focus on the leptonic decay mode for $t\bar{t}Z$: $pp \to t\bar{t}Z \to (t \to \ell b)(Z \to \ell\ell)$. Other top electroweak processes, notably $t\bar{t}Z$ and $tWZ$ production, can also contribute to this final state. These processes would be affected by $O_{tZ}$ and $O_{tW}$, and we consider new physics modifications from SMEFT operators to them as part of our signal. The dominant background sources are SM $t\bar{t}Z$, $WZ + \text{jets}$, $t\bar{t}Z$ and $tWZ$, while sub-dominant contributions can arise from $t\ell\gamma$, $\ell b$ and $VVV$ ($V = W,Z$). We ignore new physics modifications to $t\ell\gamma$ and $\ell b$ since their relative production rates are considerably smaller compared to $t\bar{t}Z$ and $t\bar{t}Z$.

We select events containing exactly three isolated leptons, one $b$ tagged jet, and one or two light jets. The individual particles are required to pass the selection criteria in Eq. (7). Additionally, the leading (sub-leading) lepton is required to have $p_T > 40$ GeV (25 GeV). We follow the strategy adopted in Sec. III A to reconstruct the $Z$ boson and identify the lepton $\ell_W$ associated with top decay. The unknown $p_T^z$ is computed by constraining the invariant mass of $\ell_W$ and the unobservable $\nu$ with the on-shell $W$ boson mass. Events which lead to zero solutions for $p_T^z$ are rejected. In cases with two solutions, we choose the solution that minimizes $(m_{t,\nu b} - m_t)^2$. The last missing piece of our event topology is the light jet $j_r$ that recoils against the $t\bar{t}Z$ system. We identify the leading jet that is not $b$ tagged as this jet.

We reconstruct various kinematic observables in the laboratory frame, and center of mass frames of the $W$ and $tZj_r$, to discriminate the new physics signal from background. The observables are listed below:

\begin{align}
\theta_{\ell W}^W (\alpha_W = \ell_W, \nu, \beta = \ell_W, \nu, b), \\
\theta_\ell^t (\ell = \ell_1, \ell_2, \ell_W, b, j_r, t), \\
p_{T,\ell}, \theta_\ell^c, \phi_\ell^c, E_\ell^c (\ell = c, t, Z, tZj_r), \\
m_k \{ k = Z, t, tZ, tZj_r, m_{\ell_1,\ell_2,W}, m_{\ell_1,\ell_2,W}^{\text{max}}, \}
\end{align}

\begin{align}
\Delta \phi_{\ell W}^Z, \Delta \phi_{\ell W}^Z \{ \xi = \ell_1, \ell_2, Z; \rho = \ell_W, b, j_r \}, \\
\Delta \phi^t_{\ell W} Z, \Delta \phi^t_{\ell W} Z \{ \ell = \ell_1, \ell_2, \ell_W, \Delta R_{tb}^\text{min}, \Delta R_{tt}^\text{min}, \}
\end{align}

\begin{align}
m_{T,tW}, m_{T,tZ}, p_{T,jr}, p_{T,jb}, p_{T,\ell b}, H_T.
\end{align}

Here, $\alpha_W$ and $\beta$ denote the decay products of the $W$ and top respectively, $\ell_1$ and $\ell_2$ form the SFOS lepton pair that constitutes the $Z$ boson, $\theta_\ell^t$ is the angle between particle $k$ and the beam direction in the rest frame of particle $i$, $m_{\ell_1,\ell_2,W}$ is the invariant mass of the three leptons in the final state, and $\Delta \phi^t_{\ell W} Z$ represents the azimuthal angle difference between $m$ and $n$ in the rest frame of $tZj_r$. The other variables in Eq. 14 have their usual meanings.

We first perform a cut-based analysis to estimate the projected sensitivity for $C_tZ$ by optimizing the selection cuts on $H_T$, $p_{T,Z}$ and $\Delta R_{tt}^\text{min}$. Several other observable subsets from Eq. (14) are also considered for the cut-based analysis; however, the combination of $\{H_T, p_{T,Z}, \Delta R_{tt}^\text{min}\}$ leads to the best sensitivity. The optimization is performed for the 8 signal benchmarks considered in Sec. III A. We illustrate the distributions for $H_T$, $p_{T,Z}$ and $\Delta R_{tt}^\text{min}$ at the detector level in Fig. 5. The red, black and blue solid lines represent SMEFT $(tZj, t\bar{t}Z$ and $tWZ$ events, respectively, for $C_tZ = 2.0$, while the dashed lines represent the respective SM processes. The distributions for the $WZ + \text{jets}$ background are presented as green dashed lines. In the bottom panel of the respective figures, the ratio SMEFT/SM is displayed. We observe the same trends in the tails of the $H_T$ and $p_{T,Z}$ distributions for $t\bar{t}Z$, $tWZ$ and $tZj_r$, as well as for $tWZ$. Based on the distributions for $H_T$ and $p_{T,Z}$ in Fig. 5, the significance is likely to be enhanced in the boosted $Z$ region. Additionally, in the top quark recoils against the $Z$ boson, a boosted $Z$ would also imply a boosted top and $j_r$ system. Consequently, since the azimuthal angle difference between the decay products of the top is inversely correlated with its boost, going to low $\Delta R_{tt}^\text{min}$ would also be effective in discriminating the SMEFT signal; generally, we expect that the final state lepton with the smallest $\Delta R$ separation from the top would be $\ell_W$. This effect leads to the ratio SMEFT/SM becoming greater than 1 in Fig. 5 for $\Delta R_{tt}^\text{min} \lesssim 0.7$. We further note that for $p_{T,Z} \gtrsim 500$ GeV, the SMEFT contributions are larger than SM by at least a factor of 2. However, this high $p_T$ region is also marred by relatively larger statistical fluctuations as illustrated by the error bars in the bottom.
FIG. 5. Distributions for the scalar sum of the transverse momenta of all visible final state objects $H_T$ (left), transverse momentum of the $Z$ boson $p_{T,Z}$ (center), and minimum $\Delta R$ separation between the top and lepton pair $\Delta R_{t\ell}^{\text{min}}$ (right). The distributions correspond to SMEFT $tZj$ (red solid), $t\bar{t}Z$ (black solid) and $tWZ$ (blue solid) processes with $C_{tZ} = 2.0$. SM distributions for $tZj$ (red dashed), $t\bar{t}Z$ (black dashed), $tWZ$ (blue dashed) and $WZ + \text{jets}$ (green dashed) are also shown. The distributions are presented at the detector level assuming $\sqrt{s} = 13 \text{ TeV}$ at the LHC.

FIG. 6. Top panels: Distributions for the scalar sum of the transverse momenta of all visible final state objects $H_T$ (left), and minimum $\Delta R$ separation between the top and lepton pair $\Delta R_{t\ell}^{\text{min}}$ (right). The distributions correspond to SMEFT $tZj$ (red), $t\bar{t}Z$ (black solid) and $tWZ$ (blue solid) with $C_{tW} = 0.72$, SM $tZj$ (red dashed), $t\bar{t}Z$ (black dashed), $tWZ$ (blue dashed) and $WZ + \text{jets}$ (green dashed). The results are shown at detector level for the LHC with $\sqrt{s} = 13 \text{ TeV}$.

In Table V, we present optimized cuts on $H_T$, $p_{T,Z}$, and $\Delta R_{t\ell}^{\text{min}}$ that maximize $\sigma_{NP}$ in the present search channel for $C_{tZ} = \pm 2.0, \pm 1.5, \pm 1.0$, and $\pm 0.5$. As discussed previously, the optimized signal regions feature a strong lower cut on $H_T$ and/or $p_{T,Z}$, as well as an upper cut on $\Delta R_{t\ell}^{\text{min}}$. We observe that $\sigma_{NP} = 1.51 (1.38)$ for $C_{tZ} = 0.5 (-0.5)$, improving to $9.30 (10.33)$ for $C_{tZ} = 1.5 (-1.5)$. The variation of $\sigma_{NP}$ with $C_{tZ}$ is
The color codes are adopted from the subset from Eq. (14). The strongest sensitivity is obtained for the subset \( \{ C_{\ell W}, \Delta R_{\ell \ell}, \Delta \eta_{bj} \} \). Comparable sensitivity is observed for the subset \( \{ \sigma_{NP}, \Delta R_{min}, \Delta \eta_{bj} \} \). We illustrate their distributions at the detector-level for SMEFT \( t/Zj, t/Zj \) and \( tZW \) with \( C_{\ell W} = 0.72 \), and their SM counterparts, in Fig. 6. The color codes are adopted from Fig. 5. As before, the SMEFT/SM ratio remains \( \sim 1 \) throughout for \( t/Zj \). On the other hand, both \( t/Zj \) and \( tZW \) have their kinematics affected by the new physics, with SMEFT/SM \( \gtrsim 1 \) in the tails of the \( H_T \) and \( p_T,Z \) distributions, as well as at smaller values of \( \Delta R_{min} \). Simultaneously, the tail of the \( \Delta \eta_{bj} \) distribution for \( W/Z+jets \) falls slowly when compared to that for \( t/Zj \), suggesting that the rapidity gap between the b jet and the recoiling light flavor jet can be used to reduce the \( W/Z+jets \) background. We optimize the selection cuts on our selected observables in order to maximize the signal significance. The cut flows for our final selections are shown in Table VI. We note that after adjusting cuts on the other observables, notably \( H_T \), the \( Z \) transverse momentum does not provide any additional sensitivity. Thus, we omit \( p_T,Z \) from Table VI and display the sensitivity after cuts on \( H_T, \Delta R_{min} \) and \( \Delta \eta_{bj} \). As for the \( 3b+2g \) channel in the previous subsection, kinematic cuts alone provide limited increase in sensitivity to \( O_{\ell W} \).  
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TABLE VI. Optimized selection cuts on \( H_T, \Delta R_{min}^{\ell \ell} \) or \( \Delta \eta_{bj} \), applied successively, to maximize the signal significance \( \sigma_N \) for SMEFT signal benchmarks with \( \{ C_{\ell W} = \pm 0.72, \pm 0.48, \pm 0.24, \pm 0.12 \} \) through searches in \( pp \to t/Zj + t/Zj + t/WZ \to 3b+1b+1g \) channel at \( \sqrt{s} = 13 \) TeV LHC with \( \mathcal{L} = 3 \text{ ab}^{-1} \). The optimized cuts, signal and background yields, and \( \sigma_N \) values are shown. No cuts are applied on \( H_T \) in the signal region optimized for \( C_{\ell W} = 0.72 \).  
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begin, we follow a strategy similar to that in Sec. III A with similar training hyperparameters. The training dataset is constituted of pure EFT $tZj$ and $tZ$ events, as well as SM $tZj$, $tZ$, and $tW + jets$ events. Pure EFT $tWZ$ events are not included in the training dataset due to sub-dominant rates. The pure EFT events are assigned a score of 1 while SM events are given a score of 0. We train the DNN as a classification model. The test dataset includes SMEFT $tZj$, $tZ$, $tWZ$, and SM $tZj$, $tZ$, $tW$, $WZ + jets$ and $t\gamma$. As before, in the training dataset new physics effects are included only at the production level, and not in decay. However, new physics modifications are included in both production and top decay in the test dataset. The goal of the DNN model is to improve the difference between SMEFT events and their respective SM counterparts. The projected sensitivity obtained through this strategy is more or less comparable to that from cut-based optimization in the same channel (Tables V and VI). The lack of improvement in the performance of the DNN when compared to the cut-based analysis could be partly ascribed to the imperfections in the training dataset as discussed in Sec. III A. Secondly, the DNN has to simultaneously learn the distinct features emerging from the presence of EFT operators in two different signal processes viz $tZj$ and $tZ$, the two of which comprise the dominant contribution to the NP signal. Using this observation to our advantage, we follow a slightly different approach in the DNN analysis. Instead of training a single network, we train two distinct DNNs,

- $NN_{tZj}$: trained to discriminate SMEFT $tZj$ events from SM backgrounds; training dataset includes pure EFT $tZj$, and SM $tZj$, $tZ$ and $WZ + jets$ events. We note that it does not include pure EFT $t\bar{t}Z$ events.

- $NN_{t\bar{t}Z}$: trained to discriminate SMEFT $t\bar{t}Z$ events from SM backgrounds; the model is trained on pure EFT $t\bar{t}Z$, and SM $tZj$, $t\bar{t}Z$ and $WZ + jets$ events only.

To quantify the gain in using networks targeting the influence of $tZj$ ad $t\bar{t}Z$ separately, we compute the F1 score,

$$F1 = \frac{2 \cdot (R \ast P)}{R + P}$$

where the recall $R$ is the fraction of signal events that are predicted by the model to be signal-like, and the precision $P$ is the fraction of true signal events among all events that are predicted to be signal-like. A higher F1 score indicates better classifier performance. For the purpose of illustrating the benefit of multiple networks, we calculate the recall and precision of each network using a cutoff of 0.5, i.e. taking events with a score of $\geq 0.5$ ($< 0.5$) to be classified as signal (background) by a given network. With this definition, the F1 scores for $NN_{tZj}$ and $NN_{t\bar{t}Z}$ are in the range of $\sim 0.2 - 0.3$ and $\sim 0.3 - 0.4$ across all signal benchmarks corresponding to different values of $C_{tZ}$. By comparison, when training a single DNN to separate all SMEFT events from SM backgrounds, the F1 scores are smaller, typically in the range of $\sim 0.1 - 0.2$. This demonstrates the improvement that can be obtained with networks dedicated to capturing the effect of SMEFT operators in separate processes.

Then, the trained DNN models $NN_{tZj}$ and $NN_{t\bar{t}Z}$ are applied to the test dataset comprised of SMEFT $tZj$, $tZ$, $tWZ$ events, and all SM backgrounds $vix tZj$, $t\bar{t}Z$, $tWZ$, $WZ + jets$ and $t\gamma$. Rather than specifying a particular DNN score cutoff as for the F1 score comparison above, for our final analysis we identify the DNN scores $\alpha' = \{\alpha_{tZj}, \alpha_{t\bar{t}Z}\}$ which maximize the signal significance $\sigma_S^{NP^*}$,

$$\sigma_S^{NP^*}(\alpha') = \frac{S_S^{SMEFT}(\alpha') - S_S^{SM}(\alpha')}{\sqrt{B^*(\alpha')}}$$

$$S_S^{SMEFT}(\alpha') = \sum_i S_i^{SMEFT}(\alpha'), \quad B^*(\alpha') = \sum_k S_k^{SM}(\alpha');$$

$$\{i = tZj, t\bar{t}Z, tWZ\}; \{k = i, t\gamma, WZ + jets\}.$$  

In Eq. (17), $S_i^{SMEFT}(\alpha')$ and $S_k^{SM}(\alpha')$ are computed in the following way,

$$S_i^{SMEFT}(\alpha') = NN_{tZj}(S_i^{SMEFT}) + NN_{t\bar{t}Z}(S_i^{SMEFT})$$

where, $NN_{tZj}(S_i^{SMEFT})$ and $NN_{t\bar{t}Z}(S_i^{SMEFT})$ represent the number of events at the HL-LHC for the SMEFT process $i$ ($i = tZj, t\bar{t}Z, tWZ$) and SM process $k$ ($k = i, t\gamma, WZ + jets$), respectively, with DNN output score greater than $\alpha_{tZj}$ after being passed through $NN_{tZj}$. Similarly, $NN_{t\bar{t}Z}(S_k^{SM})$ and $NN_{t\bar{t}Z}(S_k^{SM})$ denote the respective event rates with DNN score greater than $\alpha_{t\bar{t}Z}$ when subjected to $NN_{t\bar{t}Z}$. The SMEFT signal yield for process $i$, $S_i^{SMEFT}(\alpha') = \{\alpha_{tZj}, \alpha_{t\bar{t}Z}\}$ (c.f. Eq. (18)), is computed by adding the event rates for SMEFT process $i$ with DNN score $\geq \alpha_{tZj}$ and $\geq \alpha_{t\bar{t}Z}$ when subjected to $NN_{tZj}$ and $NN_{t\bar{t}Z}$, respectively. This is equivalent to summing the contributions from two signal regions, each of which is trained with distinct neural networks, $NN_{tZj}$ and $NN_{t\bar{t}Z}$. The total signal yields for the SM processes $k$ are also computed in a similar manner. We then employ Eq. (16) to compute the signal significance $\sigma_S^{NP^*}$. In Table VII, we present the event rates $S_i^{SMEFT}$ and $S_k^{SM}$ at the HL-LHC for the optimized DNN score $\alpha'$ that maximizes the signal significance $\sigma_S^{NP^*}$ for 8 signal benchmarks for $C_{tZ}$ considered in Sec. III A. Separate $NN_{tZj}$ and $NN_{t\bar{t}Z}$ models are trained at each of these benchmarks. We follow an analogous strategy for $C_{tW}$.
TABLE VII. Signal significance $\sigma_{3PN}^S(\alpha)$ from DNN analysis in $pp \to tZj + tZ + tWZ \to 3f + 1b + 1/2j$ channel for $\{C_{tZ} = \pm 2.0, \pm 1.5, \pm 1.0, \pm 0.5\}$ at $\sqrt{s} = 13$ TeV LHC with $\mathcal{L} = 3$ ab$^{-1}$. The signal rates for SMEFT $tZj$, $tZ$ and $tWZ$ processes, background rates for SM $tZj$, $tZ$, $tWZ$, $t\gamma$ and $WZ +$ jets, and the optimal DNN score are presented.

where we consider 6 signal benchmarks similar to that in Sec. IIIA. The optimized signal and background event rates along with signal significance values are presented in Table VIII.

TABLE VIII. Signal significance $\sigma_S$ from DNN analysis in $pp \to tZj + tZ + tWZ \to 3f + 1b + 1/2j$ channel for $\{C_{tZ} = \pm 0.72, \pm 0.48, \pm 0.24\}$ at $\sqrt{s} = 13$ TeV LHC with $\mathcal{L} = 3$ ab$^{-1}$. The signal rates for SMEFT $tZj$, $tZ$ and $tWZ$ processes, background rates for SM $tZj$, $tZ$, $tWZ$, $t\gamma$ and $WZ +$ jets are presented. The optimal DNN score $\alpha$ and corresponding signal significance $\sigma_{3PN}^S$ are also shown.

With the DNN analysis, we observe a signal significance of $\sigma_{3PN}^S = 18.3$ (19.47) at 2$\sigma$ for $C_{tZ} = 2.0$ (−2.0) which is $\sim 10\%$ higher compared to that from cut-based optimization ($\sigma_{SNP} = 16.8$ (17.76)). The margin of improvement reduces as we move towards smaller values of $C_{tZ}$. For example, at $C_{tZ} = 0.5$ (−0.5), the DNN leads to $\sigma_{3PN}^S = 1.66$ (1.44) which is roughly 5% higher than their cut-based counterparts ($\sigma_{SNP} = 1.51$ (1.38)). The improvement from the DNN is more apparent in the scenario where $O_{1W}$ is the NP operator. For $C_{1W} = 0.72$ (−0.72), we observe $\sigma_{SN}^S = 14.2$ (9.31) which is roughly $\geq 10\%$ higher than the cut-based results. Even at smaller values of $C_{1W} = 0.24$ (−0.24), we observe an improvement of $\geq 20\%$ over the cut-based results.

We interpolyate $\sigma_{3PN}^S$ as a function of $C_{tZ}$ using the results from Table VII. The results are illustrated in the left panel of Fig. 7 as blue dashed lines. In the same figure, we illustrate the obtainable significance $\sigma_{3PN}^S$ as a function of $C_{tW}$ as red dashed lines. Our results indicate that $C_{tZ}$ and $C_{tW}$ could be probed up to $-0.61 \lesssim C_{tZ} \lesssim 0.55$ and $-0.16 \lesssim C_{tW} \lesssim 0.12$ at 2$\sigma$, respectively, through searches in the $pp \to tZj + tZ + tWZ \to 3f + 1b + 1/2j$ channel at the HL-LHC.

Before concluding the present section, we also employ MadMiner to estimate the projected sensitivities for $O_{1Z}$ and $O_{1W}$ through searches in the $pp \to tZj + tZ + tWZ \to 3f + 1b + 1/2j$ channel at the HL-LHC. Unlike the DNN training dataset, where new physics effects from $O_{1W}$ are considered only at the production level, the MC event samples for $tZj$, $tZ$, and $tWZ$, used in MadMiner, include new physics modifications to top decay as well. We include 10$^6$ event samples for each of these processes as well as the $WZ +$ jets background, and reconstruct all kinematic observables in Eq. (14). Similar to the analysis in Sec. IIIA, we assume a quartic ansatz for $C_{1W}$ and a squared ansatz for $C_{tZ}$ in the morphing setup. The network structure is also similar to that in Sec. IIIA. In the present case, we perform the training using the RASCAL algorithm [72] over 150 epochs. The hyperparameter for the RASCAL loss function is set to 1. We consider the RASCAL algorithm in the present section since it leads to better projected sensitivities compared to that from ALICES algorithm. Similar to ALICES, the RASCAL loss functional is defined using the joint likelihood ratio $r(x, \theta_{SM})$ as well as the joint scores $t(x, |\theta_{SM})$ and its minimizing function is the intractable event likelihood ratio $r(x|\theta, \theta_{SM})$. The other network hyperparameters are selected as in Sec. IIIA.

We present the projection contours from searches in the $pp \to tZj + tZ + tWZ \to 3f + 1b + 1/2j$ channel at the HL-LHC using MadMiner in the $\{$C_{tZ}, C_{1W}$\}$ plane in Fig. 8. The sensitivities at 68%, 95% and 90% CL are illustrated as red, blue and grey shaded regions, respectively. Since the estimated likelihood ratio is a function of both $\theta = \{C_{1W}, C_{tZ}\}$, in order to set 1d limits for $C_{1W}$ or $C_{tZ}$, we profile over the other. We present the distribution of $p$-values as a function of $C_{1W}$ and $C_{tZ}$ in central and right panels of Fig. 7, respectively. We observe that $C_{tZ}$ could be probed up to $-0.59 \lesssim C_{tZ} \lesssim 0.55$ while the projected sensitivity for $O_{1W}$ reaches up to $-0.14 \lesssim C_{1W} \lesssim 0.11$ at 95% CL.

The 1d projection limits for $C_{tZ}$ and $C_{1W}$ from searches in the $pp \to tZj + tZ + tWZ \to 3f + 1b + 1/2j$ channel at the HL-LHC using the cut-and-count methodology and machine learning techniques are summarized in the bottom panels of the subfigures in Fig. 9. In the $C_{tZ}$ scenario, the optimized selection cuts on $p_{T, Z}, H_T$ and $\Delta R_{\ell q}$ (vid Table V), lead to a considerable improvement (\geq 15%) in signal significance over rate-only measurements for all signal benchmarks considered in the
present study. As discussed previously, the cut-based study yields a projected sensitivity of $-0.65 \lesssim C_{tZ} \lesssim 0.58$ at 2σ uncertainty. The DNN and MadMiner analyses lead to a further improvement of roughly 5% in the projected sensitivities. The aforesaid observations are indicative of the potent sensitivity of differential measurements in the $pp \to t\bar{t}Z + tWb + ZWZ \rightarrow 3\ell + 1b + 1/2j$ channel to $C_{tZ}$ and $C_{tW}$, and emphasize the necessity of including them along with rate measurements at the high luminosity run of the LHC. Our results also illustrate that the machine learning techniques are relatively more efficient in extracting the new physics information from differential measurements in the signal channel considered in this section.

For comparison, we also summarize the analogous limits arising from the $t\bar{t}Z$ analyses of Sec. IIIA in the top panels of Fig. 9. Notably, the sensitivity to $O_{tW}$ only improves with the use of kinematic information for the $t\bar{t}Z$ channel. The reason that $t\bar{t}Z$ production is less sensitive to this operator is that the dominant diagrams for this process, consisting of top pair production with a single electroweak vertex for $Z$ emission, are unaffected by $O_{tW}$. Thus, $O_{tW}$ only affects $t\bar{t}Z$ through its influence on the top quark decay. For $t\bar{t}Zj$, by contrast, $O_{tW}$ affects production as well as decay, so its effects show up in all of the kinematic distributions more readily.
IV. CONCLUSIONS

While top production in association with electroweak bosons is beginning to be observed experimentally, the HL-LHC offers the possibility of measuring these processes with sufficient statistics to leverage kinematic information in the final state. New physics can affect top electroweak production even if any BSM states are too heavy to observe directly. In this work, we investigated the projected sensitivities for the dimension 6 SMEFT electroweak dipole operators $O_{1Z}$ and $O_{1W}$ at leading order at the HL-LHC through searches in $pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3\ell + 2b + \geq 2j$ and $pp \rightarrow tZj + t\bar{t}Zj + tWZ \rightarrow 3\ell + 1b + 1/2j$ channels. We considered a comprehensive set of observables in both channels, and combined rate information with differential cross-section measurements to boost the projected sensitivities. Both conventional cut-and-count techniques and machine-learning based multivariate analysis techniques have been used. In the latter category, we adopted Deep Neural Networks and MadMiner.

We considered new physics contributions from $O_{1Z}$ at the production level, and from $O_{1W}$ at the production level as well as top decay. Furthermore, non-linear pure SMEFT $O(\Lambda^{-4})$ contributions in addition to $O(\Lambda^{-2})$ interference contributions have been considered. We optimized a cut-based analysis using different subsets of observables, identifying those which lead to the strongest sensitivity. We also identified the most important observables that steer the sensitivity to $C_{1Z}$ and $C_{1W}$ obtained through a multivariate DNN technique.

In the $pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3\ell + 2b + \geq 2j$ channel, sensitivity to $C_{1Z}$ improved with the utilization of kinematic measurements on top of rate information for all signal benchmarks considered in this work. In the aforesaid channel, $C_{1Z}$ can be probed at the HL-LHC up to $-0.49 \leq C_{1Z} \leq 0.51$ at 2$sigma$ using cut-and-count techniques. The potential reach for $C_{1Z}$ improves further upon adopting the ML-based techniques viz DNN and MadMiner. The strongest sensitivity is obtained with MadMiner, which can probe $C_{1Z}$ up to $-0.41 \leq C_{1Z} \leq 0.47$ at 95% CL. In the case of $C_{1W}$, the projected sensitivity does not increase significantly after the inclusion of kinematic information due to the smaller sensitivity of $t\bar{t}Z$ to $C_{1W}$.

The $pp \rightarrow tZj + t\bar{t}Zj + tWZ \rightarrow 3\ell + 1b + 1/2j$ channel exhibits a relatively weaker sensitivity to $C_{1Z}$. Using cut-based techniques, the projected sensitivity to $C_{1Z}$ at the HL-LHC stands at $-0.65 \leq C_{1Z} \leq 0.58$ at 2$sigma$. The DNN and MadMiner analyses lead to $\sim 5\%$ improvement in the projected limits, $-0.61 \leq C_{1Z} \leq 0.55$ (DNN) and $-0.59 \leq C_{1Z} \leq 0.55$ (MadMiner). Compared to $pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3\ell + 2b + \geq 2j$ channel, relatively stronger limits are found on $C_{1W}$ in the $pp \rightarrow tZj + t\bar{t}Zj + tWZ \rightarrow 3\ell + 1b + 1/2j$ channel. Here, the inclusion of kinematic information leads to a noticeable improvement in the projected sensitivity to $C_{1W}$ with the use of deep learning. While the cut-based technique resulted in only a marginal improvement over rate-only measurements, both the DNN and MadMiner analyses led to a $\gtrsim 10\%$ improvement. The strongest sensitivity to $C_{1W}$ is exhibited by MadMiner in the $pp \rightarrow tZj + t\bar{t}Zj + tWZ \rightarrow 3\ell + 1b + 1/2j$ channel wherein $C_{1W}$ can be probed up to $-0.14 \leq C_{1W} \leq 0.11$ at 95% CL at the HL-LHC. Among the two channels considered in this work, the $pp \rightarrow t\bar{t}Z + tWZ \rightarrow 3\ell + 2b + \geq 2j$ channel has a stronger sensitivity to $C_{1Z}$ while the $pp \rightarrow tZj + t\bar{t}Zj + tWZ \rightarrow 3\ell + 1b + 1/2j$ channel is more sensitive to $C_{1W}$, with both ultimately displaying considerable improvements upon the inclusion of differential measurements.

The inclusion of next to leading order effects in the signal and background processes while developing search strategies may help to further improve the projected reach since both production rates and differential distributions in $t\bar{t}Z$ and $tZj$ are susceptible to modifications from higher order effects [56, 73]. Furthermore, combination with other relevant decay channels for $t\bar{t}Z$ and $tZj$ at the HL-LHC may lead to potential improvements.

The high statistics afforded by the HL-LHC will enable detailed study of kinematics in a variety of processes which are currently relatively rare, notably those involving electroweak couplings. Machine learning techniques can enhance our ability to maximize the sensitivity to new physics from complex final states. This work demonstrates the application of such methods to top production in association with neutral gauge bosons, finding success in improved limits on higher-dimensional operators that parameterize new physics. It is likely that there are further opportunities to exploit kinematic information in electroweak physics at the HL-LHC.
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