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Abstract
In federated distributed learning, the goal is to optimize a global training objective defined over distributed devices, where the data shard at each device is sampled from a possibly different distribution (a.k.a., heterogeneous or non i.i.d. data samples). In this paper, we generalize the local stochastic and full gradient descent with periodic averaging– originally designed for homogeneous distributed optimization, to solve nonconvex optimization problems in federated learning. Although scant research is available on the effectiveness of local SGD in reducing the number of communication rounds in homogeneous setting, its convergence and communication complexity in heterogeneous setting is mostly demonstrated empirically and lacks through theoretical understating. To bridge this gap, we demonstrate that by properly analyzing the effect of unbiased gradients and sampling schema in federated setting, as long as the gradient diversity of local data shards is bounded, the implicit variance reduction feature of local distributed methods generalizes to heterogeneous data shards and exhibits the best known convergence rates both in general nonconvex and nonconvex under Polyak-Łojasiewicz condition (generalization of strong-convexity). Our theoretical results complement the recent empirical studies that demonstrate the applicability of local GD/SGD to federated learning and characterize the conditions that these methods exhibit fast convergence. We also specialize the proposed local method for networked distributed optimization. To the best of our knowledge, the obtained convergence rates are the sharpest known to date on the convergence of local decant methods with periodic averaging for solving nonconvex federated optimization in both centralized and networked distributed optimization.

1 Introduction
With the emergence of datasets of an unprecedented size and the availability of distributed computing resources, distributed learning and the use of distributed optimization for machine learning has becoming of increasing importance and often crucial for deployment of large-scale machine learning [3]. Distributed learning can leverage parallel processing resources in order to allow learning large-scale problems in reasonable time, and perhaps more importantly, allows handling massive data sets that can not be stored and processed in a single machine.

The most notable works on distributed optimization focus on consensus problems, where each machine holds a subset of training data which share the same distribution with other machines (i.e., the data shard at each machine is sampled independently and identically (i.i.d.) from a single unknown distribution) and the goal is to communicate between the machines so as to jointly optimize the average objective to learn a centralized model. Formally, assume there are $p$ distributed machines where each machine holds a different data shard $\mathcal{S}_i = \{(x_{i1}, y_{i1}), (x_{i2}, y_{i2}), \ldots, (x_{inn_i}, y_{inn_i})\}$ with $n_i$ samples that are sampled i.i.d. from a source distribution $\mathcal{D}$ over instance space $\mathcal{X} \times \mathcal{Y}$ and the goal is to collectively solve the following optimization problem associated with the empirical risk over whole training data

\[
(P1) \quad \min_w \frac{1}{p} \sum_{i=1}^{p} f_i(w),
\]
where \( f_i(w) = \frac{1}{|S_i|} \sum_{(x_i,y_i) \in S_i} \ell(w; (x_i,y_i)) \) is the average loss over training examples in \( S_i \) for a given convex or non-convex loss function \( \ell: \mathcal{W} \times \Xi \rightarrow \mathbb{R}_+ \) with \( \mathcal{W} \subseteq \mathbb{R}^d \) being the parameter space.

Motivated by learning a centralized global model from training data distributed over hundreds to millions of remote devices with possibly different data distribution and privacy concerns of sharing local data, the Federated Learning (FL) is pioneered as a special case of distributed learning very recently in [17] and has received much attention in the context of machine learning. Unlike the standard distributed learning, in federated learning each machine holds a different source distribution \( D_i \) over instance space \( \Xi = \mathcal{X} \times \mathcal{Y} \) from which it can sample training instances (data distribution across the machines/devices can be arbitrarily heterogeneous), and this distribution corresponds to a local generalization error or risk \( R_i(w) = \mathbb{E}_{(x,y) \sim D_i}[\ell(w; (x,y))] \) for a prediction model \( w \in \mathcal{W} \) and predefined loss function \( \ell: \mathcal{W} \times \Xi \rightarrow \mathbb{R}_+ \) (compare to P1 where the goal is to minimize global risk \( R(w) = \mathbb{E}_{(x,y) \sim \Xi}[\ell(w; (x,y))] \)). Given a distributed data sample \( S = S_1 \cup S_2 \cup \ldots \cup S_p \) where data shard \( S_i, i = 1, \ldots, p \) is sampled from \( D_i \), the goal is to find a single predictor \( w \) that performs well on all devices. To this end, we minimize the aggregated empirical risk over all available data either by weighting individual loss functions proportional to their sample sizes \([17,25]\) (P2) or agnostic minimax loss \([26]\) (P3):

\[
\begin{align*}
\text{(P2)} & \quad \min_w \sum_{i=1}^p \frac{n_i}{n} f_i(w) \quad \text{(P3)} & \quad \min_w \max_{\lambda \in \Delta_p} \sum_{i=1}^p \lambda_i f_i(w),
\end{align*}
\]

where \( n_i = |S_i| \) is the size of \( i \)th data shard, \( n \) is the total number of samples and \( \Delta_p \) is the \( p \)-dimensional simplex, i.e., \( \Delta_p = \{ \lambda \in \mathbb{R}^p \mid \sum \lambda_i = 1, \lambda_i \geq 0, i = 1,2,\ldots,p \} \).

Compared to standard distributed optimization as in (P1), there are few key challenges we need to overcome in federated learning. First, frequent communication is undesirable in FL as it is expensive and intrusive due to unreliable and relatively slow network connections. As a result, the key challenge in FL is reaching a consensus between possibly very different distributions with minimal number of communications, and the problem still becomes harder when more machines are involved. Beyond expensive communication, another key distinguishing feature of FL is data privacy, where transfer of local data to a single data center for centralized training is prohibited. As a result, federated models are learned by aggregating model updates submitted by devices. Moreover, in FL, only a subset of devices, say \( K \subseteq [p] \equiv \{1,2,\ldots,p\} \), participate at each round of training (with either stochastic or adversarial availability), which requires efficient sampling methods to guarantee the convergence of final model. Last but not least, to protect confidentiality of the training data, the central machine by design has no visibility into how these updates are generated, making the model vulnerable to a model-poisoning attacks from malicious devices [2].

Since the communication overhead is one of the key challenges that hinders the scalability of distributed optimization algorithms to learn from extremely large number of devices in federated setting, in this paper we aim at developing communication efficient algorithms for federated learning with provable convergence rates. To this end, we investigate the convergence of local Gradient Descent (GD) and local Stochastic Gradient Descent (SGD) with periodic averaging in federated setting. In local GD/SGD, the idea is to perform local updates with periodic averaging, wherein machines update their own local models which involve only their local training data, and the models of the different machines are averaged periodically \([24,31,33,36,37,39,40]\).

The motivating impetus for this work is recent studies that demonstrate that the local SGD is favourable to parallel SGD as it requires less number of communications to converge to the desired accuracy while preserving the linear speedup. For instance, in [31] it has been shown that for strongly convex loss functions, with a fixed mini-batch size and after \( T \) iterations, the linear speedup of the parallel SGD is attainable only with \( O(\sqrt{pT}) \) rounds of communication, with each device performing \( E = O(\sqrt{T/p}) \) local updates before communicating its local model. If \( p < T \), this is a significant improvement than the naive parallel SGD which requires \( T \) rounds of communication. This result is further generalized and tightened in [9] by demonstrating that under Polyak-Łojasiewicz condition, \( O((pT)^{1/3}) \) rounds of communication suffice to achieve a linear speed up, that is, an error of \( O(1/pT) \).

These results motivates us to examine the convergence of the local descent methods, both SGD and GD, in centralized and decentralized federated learning. However, to accomplish this goal, there are few key challenges to overcome. First, since the distribution of local data shards are different, the local gradients
The main contribution of this paper is to theoretically analyze the convergence of local GD/SGD in federated learning. Specifically, we show that implicit variance reduction of local descent methods, which is observed in homogeneous setting, even holds in heterogeneous distribution of local data conditioned on the fact that hyperparameters (i.e., learning rate or the number of local updates and selected devices) are properly chosen based on the gradient diversity of local objectives. Moreover, due to restarting property of local SGD at
We use work in two categories of local SGD with periodic averaging and federated optimization. In Section 3 we elaborate later in our analysis, our goal is to characterize the choice of learning rate and number of local updates based on gradient diversity of local objectives to guarantee the convergence. We also extend all of our convergence rates to the setting where at each communication period parameter server samples a predetermined number of devices. To summarize, the present work makes the following contributions:

- We provide the convergence analysis of local SGD with periodic averaging for general non-convex optimization problems in both parameter server and decentralized distributed settings. Our convergence rate is $O\left(\frac{1}{\sqrt{KT}}\right)$ without any residual error due to dissimilarity of local objectives. This bound, in case of full device participation ($K=p$), matches the convergence rate of $[1]$, which employs an explicit variance reduction in local SGD. We note that our analysis reveals that linear speed up can be achieved as long as the learning rate is smaller than a quantity which is inversely proportional to gradient diversity of data shards. This theoretical result is consistent with experimental result of $[27]$.

- We provide the convergence analysis of local SGD with periodic averaging for heterogeneous data distribution for non-convex objectives under Polyak-Łojasiewicz (PL) condition. Our convergence analysis improves the convergence rate in $[20,28]$ from $O\left(\frac{E^2}{T}\right)$ to $O\left(\frac{1}{\sqrt{T}}\right)$ in terms of dependence on $E$. Our analysis removes bounded gradient assumption and at the same time it increases the size of local updates from $E = O(1)$ to $O\left(\frac{T^{\frac{1}{2}}}{K^{\frac{1}{4}}}\right)$ to achieve the same convergence rate.

- We provide the convergence analysis of local GD with periodic averaging for heterogeneous data distribution for non-convex objectives satisfying PL assumption. While the rate obtained in $[16]$, i.e., $O\left(\frac{1}{T}\right) + O\left(E^2\sigma_j^2\right)$ where $\sigma_j^2 = \frac{1}{p} \sum_{j=1}^{p} \|\nabla f_j(w^*)\|^2$ is the average gradient at global optimal solution, indicates a growing residual error proportional to $E$ (even for convex objectives), the rate we obtain does not suffer from a residual error and it matches the convergence rate of distributed GD for non-convex objectives under PL condition. Furthermore, our convergence analysis covers the convergence error of distributed GD when $E = 1$.

- In networked distributed setting, we derive an $O\left(\frac{T^{\frac{1}{2}}}{p^{1.5}}\right)$ convergence rate for local SGD where participating device periodically communicate their local solutions with direct neighbors. Our analysis is based on weaker assumptions compared to concurrent work $[21]$, and even improves the convergence rate from $O\left(\frac{E^2}{pT} + \frac{pE}{T}\right)$ for the proposed decaying strategy local SGD in $[21]$ to $O\left(\frac{1}{\sqrt{pT}}\right)$.

### Organization

The remainder of this paper is organized as follows. In Section 2, we discuss the most related work in two categories of local SGD with periodic averaging and federated optimization. In Section 3 we review the Local Federated Descent optimization algorithm and specialize to stochastic and full gradient settings. We then discuss the main assumptions we make to obtain the claimed convergence rates both in centralized and decentralized networked models. The bounds in Section 3 are stated with some simplifications for the sake of presentation and to compare these results with the best known bounds in the literature. In Section 4, we provide the convergence results in more detail, with more technical aspects of our proofs deferred to the appendices. Finally, in Section 5 we summarize the results and mention potential future directions.

### Notation

Throughout the paper, we adopt the following notation. We use bold-face lower and upper case letters such as $\mathbf{w}$ and $\mathbf{W}$ to denote vectors and matrices, respectively. The set of numbers $\{1, 2, \ldots, p\}$ is denoted by $[p]$ for brevity. The derivative of a finite-sum function $f(\mathbf{w})$ when evaluated on a subset of training examples $\mathcal{S}$ is denoted by $\nabla f(\mathbf{w}; \mathcal{S})$. We use $E[\cdot]$ to denote the expectation of a random variable. The dot product between two vectors $\mathbf{w}$ and $\mathbf{w}'$ is denoted by either $\langle \mathbf{w}, \mathbf{w}' \rangle$ or $\mathbf{w}^T \mathbf{w}'$. Throughout this paper, we only consider the $L_2$ norm of vectors represented by $\| \cdot \|$. Finally, for a given symmetric matrix $\mathbf{W} \in \mathbb{R}^{p \times p}$ we use $\lambda_1(\mathbf{W}), \ldots, \lambda_p(\mathbf{W})$ to denote its eigenvalues. Finally, the notation $a|b$ is used to indicate $a$ divides $b$. 


2 Additional Related Research

There is a very large body of work on distributed optimization in different settings, and studying their convergence under various criteria. Here we would like to draw connections to and put our work in context of subset of work that has given bounds on the convergence of local GD/SGD with periodic averaging and federated optimization.

Local SGD with Periodic Averaging. The references [24,40] introduce the one shot averaging, which can be considered as an extreme case of periodic averaging ($E = T$), and show empirically that one-shot averaging works well for a range of optimization problems. From theoretical standpoint, yet, the convergence analysis of one-shot averaging is still an open problem. It is also shown in [37] that one-shot averaging can result in inaccurate solutions for some non-convex optimization problems. Furthermore, they illustrate that more frequent averaging in the beginning can improve the performance. [6,11,29,38] analyze convergence from statistical point of view with only one-pass over the training data which usually is not sufficient for the convergence of training error. Empirical advantages of model averaging is studied in [5,13,23,25,27,32]. In these references, it is indicated empirically that model averaging can speed up convergence to achieve a given accuracy by improving communication cost. Additionally, for one-shot averaging [11] provides speedup with respect to bias and variance for the special case of quadratic square optimization problems. Focusing on distributed linear regression, [10] shows that by adding careful amount of redundancy via coding theoretic tools, linear regression can be solved with one-shot communication. There are a few recent work such as [31,33,36] try to maximize $E$, while achieving linear speed up. The largest $E = O(T^{3/4}/p^{1/4})$ to achieve linear speed up, is provided by [8] recently.

While the majority of the convergence analysis of previous studies of local SGD with periodic averaging such as [31,33] is based on i.i.d. data distribution at each machine/device, the reference [9] shows a trade-off between the amount of data redundancy and the accuracy of local SGD for non-i.i.d. data distribution at each machine. Also, [35] provides the convergence of local SGD with momentum for non-i.i.d. data distribution with maximum allowable $E = O(T^{3/4}/p^{1/4})$. [11] shows that applying some variance reduction technique over Local SGD with $E = O(T^{3/4}/p^{1/4})$, can achieve linear speed up for non-i.i.d. data distribution for general non-convex optimization. In this paper, we show that we can achieve same performance without applying variance reduction technique and provide convergence rates for local GD algorithm on heterogeneous data and compare our analysis over the recent work of [16].

Federated Optimization. Federated optimization is pioneered in [17,25]. [4,7] study the empirical performance of federated optimization. Even though it is shown that federated optimization works well empirically, theoretical understanding for the case of general non-convex objective and non-i.i.d. data distribution is still lacking. There are a few research effort to analyze the convergence in general. The references [18,28,30] study the convergence analysis for both strong convex optimization and under some sort of dissimilarity assumption between optimal local objective function and global optimal solution or gradients at various devices. We provide the convergence analysis for both general non-convex and non-convex under PL assuming bounded gradient diversity among local devices. To reduce the drift among local workers, few studies attempt to either regularize updates such as proximal regularization [28] or utilize controlled averaging [15] (In Subsection 3.5 we make connection between this paper and reducing diversity). In a concurrent work to the present paper, [21] proposed a decaying strategy decentralized local SGD that alternates between multiple local updates and multiple decentralized communications where every device in networks makes multiple local updates followed by multiple decentralized communications with its neighbors.

Finally, we note that another research direction in federated learning is the analysis of fairness. In particular, to satisfy fairness with respect to different local objectives, [26] casts the federated optimization into a minmax optimization problem (problem P2 in Eq. (2)) and provides the convergence analysis for obtained solution. Another recent work [19] suggests fair algorithm for federated learning and evaluates their algorithms empirically. For a more comprehensive and up-to-date overview of recent progress in federated learning and interesting potential future directions see [18].
Algorithm 1 LFD($E, K, q$): Local Federated Descent with Periodic Averaging.

1: \textbf{Inputs:} $w^{(0)}$ as an initial model shared by all local devices, $E$ as the number of local updates, $K$ as the number of devices selected by server with corresponding sampling probabilities $q = [q_1, q_2, \ldots, q_p]^\top$.
2: Server chooses a subset $P_t$ of $K$ devices at random (device $j$ is chosen with probability $q_j$);
3: for $t = 0, 1, \ldots, T$ do
4:   parallel for all chosen devices $j \in P_t$ do:
5:     if $t$ does not divide $E$ do
6:       $w_j^{(t+1)} = w_j^{(t)} - \eta_t d_j^{(t)}$
7:     else
8:       Each chosen device $j$ sends $w_j^{(t)}$ for $j \in P_t$ back to the server.
9:   Server computes
10:      $\bar{w}^{(t+1)} = \frac{1}{K} \sum_{j \in P_t} \left[ w_j^{(t)} - \eta_t d_j^{(t)} \right]$
11:   Server broadcasts $\bar{w}^{(t+1)}$ to all devices.
12:   Server chooses a set of devices $P_{t+1}$ with distribution $q_j$.
13: end if
14: end parallel for
15: end
16: \textbf{Output:} $\bar{w}^{(T)} = \frac{1}{K} \sum_{j \in P_T} w_j^{(T)}$

3 Local Federated Optimization

In this section, we set up the distributed optimization algorithms of interest. Our goal is to show that the local gradient and stochastic gradient descent with periodic averaging also converge for solving distributed optimization problems in federated setting for both general non-convex functions and non-convex functions satisfying PL condition as long as the drift among local objectives, quantified by gradient diversity, is bounded.

To do so, we first formally state the optimization problem that we aim at solving and present the Local Federated Decent (LFD) algorithm with periodic averaging, that is a modified version of local SGD, and thereafter, specialize it to full and stochastic gradient settings. We also extend LFD to networked optimization where every device can communicate with direct neighbors in communication rounds. We present the main convergence rates for proposed algorithms under different standard assumptions and defer the detailed convergence analysis to appendix.

3.1 Distributed federated optimization

As mentioned earlier, in this paper, we focus on the following distributed optimization problem:

$$\min_w f(w) \triangleq \sum_{j=1}^{p} q_j f_j(w)$$  \hspace{1cm} (3)

where $p$ is the number of devices, and $q_j$ is the weight of $j$th device such that $q_j \geq 0$ and $\sum_{j=1}^{p} q_j = 1$, and $f(w)$ is global objective function.

In federated setting, we assume that the $j$th device holds $n_j$ training data $S_j = \{ (x_1, y_1), (x_2, y_2), \ldots, (x_{n_j}, y_{n_j}) \}$ sampled i.i.d. from $j$th local distribution $D_j$. The local cost function $f_j(\cdot)$ is defined by

$$f_j(w) \triangleq \frac{1}{n_j} \sum_{(x_i, y_i) \in S_j} \ell(w; (x_i, y_i)),$$  \hspace{1cm} (4)

where $\ell(\cdot; \cdot)$ is the loss function that could be convex or nonconvex. We note that when all the local distributions are same $D_j = D$, $j = 1, 2, \ldots, p$ and local objectives are weighted equally, the optimization problem reduces to the standard homogeneous distributed optimization.
Before delving into the proposed algorithm and its convergence analysis, we would like to pause and highlight the key challenges we focus on in solving the above optimization problem. First, we note that since different local data shards are generated from a different distribution, in designing optimization algorithms for solving Eq. (3) the heterogeneity in distributions needs to be taken into account. Specifically, the local (stochastic) gradients, while being unbiased with respect to the local objectives, are no longer unbiased with the key difference that the data shards at different machines do not share the same distribution. This is where

\[ K \]

To pick a subset of devices at communication step, we use the sampling scheme introduced in [20]. Specifically, the average gradient at optimal global solution of heterogeneity by measuring the discrepancy among local objectives in convergence analysis: [16] assumes optimum of individual devices. As a result, different notions are introduced in literature to quantify the degree where there is no gain in aggregated optimization as the global optimum might significantly depart from the local local objectives drift significantly, e.g., the local gradients are orthogonal or even are at opposite directions, convergence rate or even divergence when data shards drift significantly. The main reason is that when the shards might cause the divergence of vanilla (local) distributed GD/SGD if the learning rate or the number of local updates are not chosen properly. In fact, the federated averaging is shown to suffer from slow convergence. Hence, the key hurdle in analyzing the convergence which necessitates careful tuning of learning rate or the number of selected devices as we elaborate later in the analysis of convergence rates.

**Degree of heterogeneity and convergence** As mentioned earlier, the heterogeneity among local data shards might cause the divergence of vanilla (local) distributed GD/SGD if the learning rate or the number of local updates are not chosen properly. In fact, the federated averaging is shown to suffer from slow convergence rate or even divergence when data shards drift significantly. The main reason is that when the local objectives drift significantly, e.g., the local gradients are orthogonal or even are at opposite directions, there is no gain in aggregated optimization as the global optimum might significantly depart from the local optimum of individual devices. As a result, different notions are introduced in literature to quantify the degree of heterogeneity by measuring the discrepancy among local objectives in convergence analysis: [16] assumes the average gradient at optimal global solution

\[ \sigma_f^2 = \frac{1}{p} \sum_{j=1}^{p} \| \nabla f_j(w^*) \|^2 \]

is bounded, where \( w^* \) is the global minimum, the analysis in [21] and [20] relies on the bounded variance of local gradients with respect to global gradient

\[ \frac{1}{p} \sum_{j=1}^{p} \| \nabla f_j(w) - \nabla f(w) \|^2 \leq \kappa_f^2, \quad \forall w \in \mathbb{R}^d \]
is also used in [35] to derive the convergence analysis of local SGD with momentum over non-i.i.d. distribution, and finally the analysis of [28] is based on local bounded dissimilarity $\mathbb{E} \| \nabla f_j(w) \|^2 \leq \| \nabla f(w) \|^2 B^2$ where $B$ is an upper bound for $\mathbb{B}(w) \triangleq \sqrt{\frac{\| \nabla f_j(w) \|^2}{\| \nabla f(w) \|^2}} \leq B$ for $1 \leq j \leq p$. Similar to previous studies, to guarantee the convergence, our analyses rely on a condition over hyperparameters (i.e., learning rate, number of local updates, and the number of sampled devices) that depends on the degree of heterogeneity among local objectives as defined below:

**Definition 1** (Weighted Gradient Diversity). We indicate the following quantity as weighted gradient diversity among local objectives:

$$\Lambda(w, q) \triangleq \frac{\sum_{j=1}^{p} q_j \| \nabla f_j(w) \|^2}{\| \sum_{j=1}^{p} q_j \nabla f_j(w) \|^2} \quad (7)$$

We note that the notion of gradient diversity is first introduced in [34] to measures the dissimilarity between concurrent gradient updates in i.i.d. distributed setting to understand the effect of mini-batch size on speedup, i.e., the largest permitted mini-batch size that can be used without any decay in performance or to avoid speedup saturation. Unlike [34], our modified notion of gradient diversity is introduced to quantify heterogeneity among local objectives to establish conditions on convergence in non-i.i.d. setting. In federated setting, a different version of this quantity is also appeared in the convergence analysis of [28] as denoted by $\mathbb{B}(w)$ above.

In the remainder of this section we specialize LFD to full and stochastic settings and state the main assumptions we make to establish convergence rates. We also discuss the convergence of LFD in networked distributed optimization.

### 3.2 Local Federated GD (LFD)

In the first specialization of LFD algorithm, dubbed as LFGD, we consider the setting where the local machines compute the gradient of their own entire data shard in updating the local solutions in Eq. (5), i.e,

$$d_j^{(t)} = g_j^{(t)} \triangleq \nabla f_j(w_j^{(t)}; S_j), \quad (8)$$

We now turn to state the convergence rate of the local LFD with full gradients. Our convergence analysis is based on the following standard assumptions:

**Assumption 1** (Smoothness and Lower Boundedness). The local objective function $f_j(\cdot)$ of $j$th device is differentiable for $1 \leq j \leq p$ and $L$-smooth, i.e., $\| \nabla f_j(u) - \nabla f_j(v) \| \leq L \| u - v \|, \forall u, v \in \mathbb{R}^d$. We also assume that the value of global objective function $f(\cdot)$ is bounded below by a scalar $f^*$.

**Assumption 2** ($\mu$-Polyak-Łojasiewicz (PL)). The global objective functions $f(\cdot)$ is differentiable and satisfy the Polyak-Łojasiewicz condition with constant $\mu$, i.e., $\frac{1}{2} \| \nabla f(w) \|^2 \geq \mu (f(w) - f(w^*))$ holds $\forall w \in \mathbb{R}^d$ with $w^*$ being the optimal solution of global objective.

We remark that the PL condition is a generalization of strong convexity, as $\mu$-strong convexity implies $\mu$-Polyak-Łojasiewicz (PL), e.g., see [14] for more details. Therefore, all of our results based on $\mu$-PL assumption also leads to similar convergence rate for $\mu$-strongly convex functions. We also note that while many popular convex optimization problems such as logistic regression and least-squares are often not strongly convex, but satisfy $\mu$-PL condition [14]. Furthermore, the PL condition does not require convexity necessarily.

The convergence rates of LFGD is summarized in the following theorem. The convergence rate is presented with some simplifications for the sake of presentation, while it is presented in full generality in Section 4.

**Theorem 3.1** (informal). For $LFD(E, K, q)$ with $E$ local updates, under Assumptions 1 and 2, if we choose the learning rate $\eta$ and local updates $E$ such that

$$L\eta \left(1 + \frac{4\kappa E}{(1 - \mu\eta)^{E-1}}\right) \leq \frac{1}{\lambda}, \quad (9)$$


holds, where \( \lambda \) is an upper bound over the weighted gradient diversity, i.e., \( \Lambda(\hat{w}, q) \leq \lambda \) and all local models are initialized at the same point \( \hat{w}(0) \), after \( T \) iterations we have:

\[
\mathbb{E} \left[ f(\hat{w}(T)) - f^* \right] \leq O \left( e^{-\eta \mu T} \right),
\]

where \( f^* \) is the global minimum, \( \kappa = \frac{\lambda}{\mu} \), and the expectation is with respect to randomness is selecting the devices.

A few remarks about the rate stated in Theorem 3.1 are in place.

**Remark 1.** From the condition on learning rate, a smaller gradient diversity is favorable to achieve a fast convergence rate as the learning rate is inversely proportional to \( \lambda \). To elaborate on this we note that when the data shards at different machines are sampled from same distribution (i.i.d. setting) or even identical, the gradient diversity would be very small and as a result a larger learning rate or number of local updates can be taken. In contrast, when the gradients at different data shards are almost orthogonal, or even on opposite directions, the weighted gradient diversity becomes large which leads to a very small learning rate (in a sense that potentially there is no descent direction in the span of local gradients that could result in reducing the objective as the gradients are at opposite directions which equivalently implies the choice of \( \eta \approx 0 \) to not hurt the current solution). This observation explains the slow convergence (or even divergence) of federated averaging when applied to highly heterogeneous data shards.

**Remark 2.** To understand Theorem 3.1, let \( E = T^3 \) for \( 0 \leq \beta \leq 1 \). In one extreme of spectrum, setting \( \beta = 0 \), condition (9) reduces to \( \eta \leq \frac{1}{L \lambda (1+4\kappa T)} \), hence Theorem 3.1 leads to the convergence of fully synchronous distributed GD where all the local models are averaged at every iteration. On the other side of the spectrum, if we set \( \beta = 1 \) which corresponds to one-shot distributed GD, condition (9) reduces to

\[
\eta \leq \frac{(1-\eta \mu)^{T-1}}{\lambda L (1-\eta \mu)^T + 4\kappa T} \leq \frac{(1-\eta \mu)^{T-1}}{4\lambda L \kappa T}
\]

indicating that \( \eta \) needs to be set to zero for large \( T \). Moreover, note that even for the choice of \( \eta = O \left( \frac{(1-\eta \mu)^{T-1}}{T} \right) \) the convergence bound becomes

\[
\mathbb{E} \left[ f(\hat{w}(T)) - f^* \right] \leq O \left( e^{-\mu T} \right) = O \left( e^{-\mu (1-\eta \mu)^T} \right) = O \left( e^{-\mu (1-\eta \mu)^T} \right)
\]

which means algorithm does not converge. Therefore, the LFGD operates between these two extremes.

**Remark 3.** As discussed before, the original convergence analysis of federated optimization algorithms also relies on quantifying the dissimilarity of local gradients and global gradient via different notions along with an additional assumption on the boundedness of gradients. Interestingly, our convergence analysis for both local GD and local SGD does not rely on any additional assumption which is consistent with more recent analysis in [16].

**Comparison to past work** Before proceeding further, we would like to compare the achieved bound to the one obtained in [16] that analyzes the convergence of LFGD when all the machines participate in communication round (full device participation with \( K = p \)). The convergence analysis in [16] only holds for convex optimization problems and suffers from residual error which is proportional to \( E^2 \), i.e., \( O(E^2 \sigma_f^2) \). In contrast, while our convergence analysis focuses on non-convex optimization under PL condition, it demonstrates similar asymptotic performance with distributed GD, and at the same time it allows much bigger \( E \) as long as condition in Eq. (9) is satisfied where the residual error is fixed and independent of \( E \). The detailed comparison of two bounds is summarized in Table 1. Interestingly, both in our analysis and the one proposed in [16], the convergence rate of LFGD does not depend on the number of devices and no assumption is made about the dissimilarity of local gradients as mentioned above.
3.3 Local federated SGD (LFS GD)

We now shift our attention to the case where local machines are only allowed to sample a mini-batch of fixed size to update their local models, dubbed as local federated SGD (LFS GD). In particular, at every iteration $t$ the $j$th device samples a mini-batch $\xi_j^{(t)}$ of size $B$, identically and independently from its own data shard $S_j$, and uses to calculate the local gradient:

$$d_j^{(t)} = \tilde{g}_j^{(t)} = \frac{1}{B} \nabla f_j(w_j^{(t)}, \xi_j^{(t)})$$  \hspace{1cm} (12)

Following the convention, we assume that mini-batches are unbiased over each machine’s data shard. In other words, using the notation $\tilde{g}_j^{(t)} = \frac{1}{B} \nabla f_j(w_j^{(t)}, S_j)$, for the stochastic gradient $\bar{g}_j^{(t)}$ computed on a minibatch $\xi_j^{(t)} \subseteq S_j$ and $|\xi_j^{(t)}| = B$ we have:

$$E_{\xi_j^{(t)}}[\bar{g}_j^{(t)}|w_j^{(t)}] = \tilde{g}_j^{(t)}$$  \hspace{1cm} (13)

The convergence analysis of LFS GD relies on the following standard assumption on the variance of local stochastic gradients [3].

**Assumption 3** (Bounded Local Variance). For every local data shard $S_j, j = 1, 2, \ldots, p$, we can sample an independent mini-batch $\xi \subseteq S_j$ with $|\xi| = B$ and compute an unbiased stochastic gradient $\bar{g}_j = \frac{1}{B} \nabla f_j(w; \xi), E_{\xi}[\bar{g}_j] = g_j = \frac{1}{|S_j|} \nabla f_j(w; S_j)$ with the variance bounded as

$$E_{\xi}[\|g_j - \bar{g}_j\|^2] \leq C_1 \|g_j\|^2 + \frac{\sigma^2}{B}$$  \hspace{1cm} (14)

where $C_1$ is a non-negative constants and inversely proportion to the mini-batch size and $\sigma$ is another constant controlling the variance bound.

We begin with a simple theorem that shows the convergence of LFS GD for non-convex functions under PL condition.

**Theorem 3.2** (Informal). LFS GD($E, K, q$) with $E$ local updates, under Assumptions 1-3, if we choose the learning rate as $\eta_i = \frac{4}{\mu(t+1)}$ where $\alpha = \alpha E + 4$ with $\alpha$ being a constant satisfying $\alpha \exp(-\frac{2}{\alpha}) < \kappa \sqrt{192\lambda(\frac{K+1}{K})}$ where $\lambda$ is an upper bound on the weighted gradient diversity, for sufficiently large $E$, if initialize all local model parameters at the same point $\bar{w}^{(0)}$, after $T$ iterations, leads to the following error bound:

$$E[f(\bar{w}^{(T)}) - f^*] \leq O \left( \frac{1}{K T} \right),$$

where $f^*$ is the lower bound over cost function.

**Remark 4.** To better illustrate the obtained rate in Theorem 3.2, consider the special case of i.i.d. data distributions with $q_j = \frac{1}{p}$ and $K = p$. In this case, the rate reduces to $O(\frac{1}{KT}) = O(\frac{1}{p T})$ with $E = O \left( \frac{\kappa^2}{p^2 K T} \right)$ which matches the convergence error of local SGD in [8] with sampling, which is the known sharpest bound to the best of our knowledge.

The next theorem states the convergence of LFS GD for general non-convex loss functions.

**Theorem 3.3** (Informal). For LFS GD($E, K, q$), if for all $0 \leq t \leq T - 1$, under Assumptions 1 and 3, for learning rate $\eta = \frac{2}{T} \sqrt{\frac{K}{K^3}}$, $E = O \left( \frac{\sqrt{T}}{K T^2} \right)$, $K = \Omega \left( \sqrt{\lambda} \right)$ where $\lambda$ being an upper bound on the weighted gradient diversity, if all local model parameters are initialized at $\bar{w}^{(0)}$, the average-squared gradient after $T$ iterations is bounded as follows:

$$\frac{1}{T} \sum_{t=0}^{T-1} E[\|\nabla f(\bar{w}^{(t)})\|^2] \leq O \left( \frac{1}{\sqrt{K T}} \right).$$  \hspace{1cm} (15)
Algorithm 2 \( \text{NFSGD}(E, W, q) \): Networked Local Federated SGD.

1: **Inputs:** \( w^{(0)} \) as an initial model shared by all devices, the mixing matrix \( W \), the objective weights vector \( q \), and the number of local updates \( E \) (averaging period)
2: for \( t = 0, 1, \ldots, T \) do
3:     parallel for all devices \( (1 \leq j \leq p) \) do
4:         if \( t \) does not divide \( E \) do
5:             Sample a mini-bath of size \( B \) and compute \( \tilde{g}^{(t)}_j \)
6:         \( w^{(t+1)}_j = w^{(t)}_j - \eta \tilde{g}^{(t)}_j \)
7:     else
8:         \( j \)-th device broadcasts \( w^{(t)}_j \) for \( 1 \leq j \leq p \) to its neighbours according to the mixing matrix \( W \).
9:         \( j \)-th device computes \( w^{(t+1)}_j = \sum_{i=1}^{p} q_i \left[ w^{(t)}_j - \eta \tilde{g}^{(t)}_j \right] W_{ji} \)
10:     end parallel for
11: end
12: **Output:** \( \bar{w}^{(T)} = \sum_{i=1}^{p} q_i w^{(T)}_i \)

**Remark 5.** It is worthy to note that one important implication of Theorem 3.3 is that for smaller \( \lambda \), i.e., more drifting local data distributions, linear speed up can be achieved in expectation even when smaller number of device \( K \) are sampled in aggregation step. For instance when data shards are exactly same (i.e., \( \nabla f_j(w) = \ldots = \nabla f_p(w) \)), then \( \Lambda(w, q) = 1 \) which requires \( K = \Omega(1) \). On the other hand, when the gradients at local machines are orthogonal, e.g., \( \nabla f_j(w) = e_i \) where \( e_i \) is the \( i \)-th standard basis, \( \Lambda(w, q) = p \) which results in \( K = \Omega(\sqrt{p}) \), assuming \( d > p \). In worst case scenario, when the data on different devices drift significantly or the gradients are at opposite directions, the vanilla aggregation may result in divergence. Finally, we note that the LFSGD algorithm reduces to the local SGD with periodic averaging in homogeneous setting [31, 33] by letting \( K = p \) and sampling mini-batch \( \xi_j \) from entire data set, rather than individual data shards, and the obtained bounds match with communication complexity of \( E = O\left(\sqrt{\frac{T}{p}}\right) \).

**Comparison to past work** To better illustrate the significance of obtained bounds, we compare our rates to best known results in stochastic setting in the context of federated optimization. In contrast to [20] and [28] that focus on analyzing the convergence of federated optimization for strongly-convex functions under restricted assumptions as shown in Table 1, our analysis is for general non-convex problems yet under weaker assumptions (e.g., removing bounded gradient assumption). Specifically, in comparison to [28], where the analysis of convergence for general non-convex problems uses the assumption of \( \nabla^2 f_j(w) \succeq -L I \), the linear speed up is not achievable. In contrast to [28], while removing second moment assumption, we are able to achieve a linear speed up. Furthermore, we improve the convergence error in [20, 28] from \( O\left(\frac{K^2}{T}\right) \) to \( O\left(\frac{1}{KT}\right) \) for non-convex function satisfying PL condition. Also, we note that our convergence rate reduces to \( O\left(\frac{1}{KT}\right) \), allowing us to improve the number of local update from \( E = O(1) \) in [20, 28] (which is required to asymptotically match the rate of parallel SGD, i.e., \( O(1/(pT)) \)) to \( E = T^{\frac{3}{2}}/K^2 \), which leads to much smaller number of communications. These key differences make our convergence rate tighter and more general than those obtained in [20, 28].

3.4 Networked local federated SGD (NFSGD)

Thus far, we consider the distribution optimization in a centralized setting where a single server node communicates with the local machines to periodically update the global centralized solution. We now turn to the setting wherein the local machines are distributed in a network and can only communicate with their direct neighbors in communication rounds. Towards this end, we assume that the \( p \) devices form a graph \( G = (V, E) \), where the set of nodes \( V \), \( |V| = p \) constitutes the machines.

In the proposed networked local federated SGD (NFSGD) algorithm as detailed in Algorithm 2, every
machine communicates its local solution with the immediate neighbors. We note that unlike centralized algorithms discussed before, no sampling is conducted in communication rounds due to sparsity of network. Also since the main purpose of introducing sampling in centralized setting is to mitigate the communication deficiency which might be caused by slow workers in communication rounds as the server node needs to wait for all other machines to share their local solutions. However, in the networked or decentralized setting, since every machine needs to communicate with direct neighbors, the harm caused by straggler machines is less severe and sampling can be avoided. Consequently, in NFSGD no sampling is conducted in communication rounds.

We now turn to analyzing the convergence of NFSGD. But before that we need to make a standard assumption about the connectivity of underlying communication graph. In particular, to make sure the update in a node can be propagated to other nodes in the network in reasonable number of iterations, we assume that the network is well connected. To be precise, let $W \in [0, 1]^{p \times p}$ denote the mixing matrix for the network where $W_{ij}$ is the weight of link connecting $i$th and $j$th devices.

**Definition 2.** The weighting matrix $W \in \mathbb{R}^{p \times p}$ is called mixing matrix for network if it is symmetric and doubly symmetric that satisfies the following conditions:

- $W_{ij} \geq 0, \forall i, j \in [p] \times [p]$
- For the all one vector $1 \triangleq [1, \ldots, 1]^T$, we have $W 1 = 1$

We note that when $W$ is simply an adjacency matrix, communication between any pair of devices, say $i$ and $j$, is possible whenever $W_{ij} = 1$ and $W_{i,j} = 0$ means that there is no direct communication link between $i$th and $j$th devices.

We make the following standard assumption about the mixing matrix that is also used in analysis of standard networked distributed optimization algorithms [12, 22, 33].

**Assumption 4.** We assume that for the mixing matrix $W$ the magnitudes of all eigenvalues except the largest one are strictly less than one, i.e.,

$$\zeta = \max \{ |\lambda_2(W)|, |\lambda_p(W)| \} < \lambda_1(W) = 1,$$

where $\lambda_i(W)$ is the $i$th eigenvalue of the $W$.

The following theorem states the convergence of NFSGD algorithm. Compared to standard networked distributed optimization algorithms, the key distinguishing ingredient of our analysis is heterogeneity of data distribution.

**Theorem 3.4** (Informal). For NFSGD($E, W, q$), if for all $0 \leq t \leq T - 1$, under Assumptions 1, 3 and 4, with learning rate $\eta = \frac{1}{T} \sqrt{T}$ for $T \geq 4\lambda^2 \left( \frac{\zeta_1}{p} + 2 \right)^2$, and $E = O \left( \frac{1 - \zeta_2}{1 + \zeta_2} \right)^T/p^{1.5}$ with $p = \Omega \left( \frac{\sqrt{1 + \zeta_2}}{1 + \zeta_2} \right)$ and all local model parameters are initialized at the same point $\bar{w}^{(0)}$, the average-squared gradient after $T$ iterations is bounded as follows:

$$\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left[ \| \nabla f(\bar{w}^{(t)}) \|^2 \right] \leq O \left( \frac{1}{\sqrt{pT}} \right)$$

(16)

where $\zeta$ is the second largest eigenvalue of mixing matrix $W$.

**Remark 6.** As can be seen in Table 1, our convergence rate claimed in Theorem 3.4 matches the convergence rate obtained in [1], but [1] utilizes an explicit variance reduction in local SGD. Moreover, the empirical results of [1] demonstrates that for non-i.i.d. data distributions, local SGD with explicit variance reduction outperforms vanilla local SGD, which leaves a gap on the theoretical understanding of explicit variance reduction technique in federated setting and is worthy of further investigation.
Comparison to past work In context of decentralized algorithms, the concurrent work [21] proposed a variant of local SGD that alternatives between multiple local updates and multiple communication steps and shows that under additional assumption of \( \frac{1}{2} \sum_{j=1}^{p} \| \nabla f_j(w) - \nabla f(w) \|^2 \leq \kappa_j^2 \) (i.e., degree of non-i.i.d.), the proposed algorithm convergences at rate of \( \frac{1}{2} \sum_{t=0}^{T-1} E \| \nabla f(\bar{w}(t)) \|^2 \leq \frac{2}{\eta^2} [f(\bar{w}^{(0)})-f_*] + \frac{\eta L \kappa_j^2}{pE} + \frac{4L^2 \sigma^2 \kappa_j^2 C_1 + 4L^2 \sigma^2 \kappa_j^2 C_2}{pE} \) where \( 1 \leq C_1 \leq C_2 \) are constants depending on \( E \) and \( \zeta \) in [21]. Furthermore, it is shown that with help of decaying \( \eta \) and with certain choice of learning rate, convergence rate of \( O \left( \frac{\sqrt{E}}{T} + \frac{pE}{T} \right) \) is achievable. However, our analysis while removing additional assumption on the dissimilarity of gradients, with proper choice of \( \eta \) tightens the convergence rate to \( \frac{\sqrt{E}}{\sqrt{T}} \) even with fixed number of local updates \( E \).

3.5 Guaranteed convergence via reducing the gradient diversity

The obtained bounds heavily relies on the fact that we properly choose the learning rate, and the number of local updates or sampled machines based on the gradient diversity among local objectives (e.g., \( \eta \propto \frac{1}{\sqrt{T}} \)), where \( \lambda \) is an upper bound over gradient diversity quantity in Definition 1), in the sense that violation of bounded gradient diversity assumption may lead to convergence failure. Therefore, when the gradient diversity quantity becomes large (as it is the case for highly non-i.i.d. data distributions), tuning learning rate can be difficult. This observation sheds light on devising mechanisms to reduce the gradient diversity to improve the convergence. In fact, such a mechanism for convex objectives is recently proposed in [15], where authors suggest to augment the local gradients with a controlled variance variate \( c_j, j = 1, 2, \ldots, p \) to reduce the drift among gradients shared by different devices. Specifically, the suggested stochastic controlled averaging strategy update can be written as \( \tilde{g}_{j}^{(t+1)} = \bar{g}_{j}^{(t+1)} - c_j + \frac{1}{p} \sum_{j=1}^{p} c_j \), where the standard averaged stochastic gradient is substituted by \( \bar{g}_{j}^{(t+1)} \). The claim is that due to used correction term \( c_j - \frac{1}{p} \sum_{j=1}^{p} c_j \), under the condition that \( \| c_j - c_i \|^2 \leq 2 \langle \bar{g}_j - \bar{g}_i, c_j - c_i \rangle \leq 0 \), the new updating scheme reduces the gradient diversity. To see this, for a pair of devices \( i \neq j \), we have

\[
\| \bar{g}_j - \bar{g}_i \|^2 = \| \bar{g}_j - \bar{g}_i - (c_j - c_i) \|^2 \\
= \| \bar{g}_j - \bar{g}_i \|^2 + \| c_j - c_i \|^2 - 2 \langle \bar{g}_j - \bar{g}_i, c_j - c_i \rangle \\
\leq \| \bar{g}_j - \bar{g}_i \|^2 \quad (17)
\]

where \( \Omega \) comes from condition \( \| c_j - c_i \|^2 \leq 2 \langle \bar{g}_j - \bar{g}_i, c_j - c_i \rangle \) \( \leq 0 \). Therefore, the proposed approach mitigates the drift among local gradients by reducing the gradient diversity which guarantees the convergence. Interestingly, we note that the algorithm introduced in [1] can also be considered as diversity reducing schema, where an explicit variance reduction technique is introduced to reduce the gradient diversity among devices.

4 Convergence Analysis

In this section, we present the detailed convergence analysis of the proposed algorithms. We state the main results and defer the proofs to the Appendix. Before stating the convergence rates for proposed algorithms, let us first illustrate the key technical contribution to derive the claimed bounds. To do so, let us define an auxiliary variable \( \bar{w}^{(t)} = \frac{1}{K} \sum_{j \in P_t} w^{(t)}_j \), which is the average model across selected machines \( P_t \) at iteration \( t \). We note that the per iteration auxiliary average is introduced for the ease of derivations as it is only computed in communication rounds. Using the definition of \( \bar{w}^{(t)} \), the update rule in Algorithm 1, can be written as:

\[
\bar{w}^{(t+1)} = \bar{w}^{(t)} - \eta_t \left[ \frac{1}{K} \sum_{j \in P_t} d_j^{(t)} \right], \quad (18)
\]
which can be written equivalently as
\[
\bar{w}^{(t+1)} = \bar{w}^{(t)} - \eta t \nabla f(\bar{w}^{(t)}) + \eta t \left[ \nabla f(\bar{w}^{(t)}) - \frac{1}{K} \sum_{j \in P_t} d_j^{(t)} \right],
\]
thus establishing a connection between our algorithm and the perturbed SGD with deviation \((\nabla f(\bar{w}^{(t)}) - \frac{1}{K} \sum_{j \in P_t} d_j^{(t)})\). Two key technical difficulties to bound the effect of perturbed gradients are as follows: i) since the distribution of data at different machines is different, the averaged local gradients are biased with respect to gradient of the global objective and ii) periodic model averaging introduces a residual error with respect to fully synchronous setting that needs to be controlled appropriately. Indeed, we show that by averaging with properly chosen number of local updates, we can reduce the variance of biased gradients and obtain the desired convergence rates, indicating that implicit variance reduction feature of local SGD that is observed in i.i.d setting [31] generalizes to non-i.i.d setting as well with a careful but somehow involved analysis.

We note that in dealing with non-i.i.d. data as in federated learning caution needs to be exercised. For instance, the analysis of [33] for non-convex or the analysis of [31] for strongly convex problems in federated setting do not directly handle non-i.i.d. distribution of data shards as both works make the unbiased sampling assumption over entire data set to decouple full gradient over (entire data set) at average model from full gradient observed at local models. Then, simply utilizing the Lipschitz continuity of the global cost function \(f(w)\) in Eq. (3) suffices to obtain the desired bounds. However, our analysis (in particular Lemma B.3 in appendix) shows that we can decouple gradients over each device’s full data shard observed at average model from corresponding local model to use Lipschitz continuity of local cost functions (Assumption 1).

### 4.1 Convergence of LFGD

We start by stating the main theorem on convergence of local federated descent optimization with full local gradients.

**Theorem 4.1.** For LFGD\((E, K, q)\) with \(E\) local updates, under Assumptions 1 - 2, if we choose the learning rate, \(\eta\), number of local updates \(E\), such that
\[
\eta \left( L + \frac{4\kappa LE}{\sqrt{(1 - \mu\eta)^{E-1}}} \right) \leq \frac{1}{\lambda},
\]
holds, where \(\lambda\) is an upper bound over the weighted gradient diversity, i.e., \(\Lambda(w, q) \leq \lambda\) and all local model parameters initialized at the same point \(\bar{w}^{(0)}\), after \(T\) iterations we have:
\[
\mathbb{E} \left[ f(\bar{w}^{(T)}) - f^* \right] \leq \mu^{\text{length}} \mathbb{E} \left[ f(\bar{w}^{(0)}) - f^* \right],
\]
where \(f^*\) is the global minimum and expectation is taken with respect to randomness in selecting the devices.

The proof of theorem is given in Appendix A and relies on several novel ideas: i) as local gradients are biased with respect to the gradient of global objective \(\mathbb{E} [g^{(t)}_j = \nabla f_j(w_j^{(t)}; s_j)] \neq \nabla f(w_j^{(t)})\), we need to bound the deviation of local gradients from gradient used in communication step, ii) since the local updates of devices may be very different from each other due to heterogeneity of local data shards, we need to bound the deviation of local intermediate solutions from virtual averaged solution, i.e., \(\|\bar{w}^{(t)} - w_j^{(t)}\|^2\) for all devices \(j = 1, 2, \ldots, p\). Equipped with these two results, we show that by proper choice of learning rate \(\eta\) and number of local updates \(E\), the desired bound is achievable conditioned on the fact that the weighted gradient diversity among local objectives is bounded.

We note that one immediate implication of Theorem 4.1 is that with proper choice of \(E\) local GD has similar convergence rate to the distributed GD asymptotically. Similar observation can be found in [16]. Furthermore, similar to the analysis in [16], an interesting observation is that the convergence rate is independent of the number of devices due to fact that the devices are agnostic to sampling schema.
4.2 Convergence of LFSGD

We now state the convergence rate of LFSGD for non-convex objectives under PL condition.

Theorem 4.2. LFSGD(\(E, K, q\)) with \(E\) local updates, under Assumptions 1 to 3, if we choose the learning rate as \(\eta = \frac{4}{\mu(K+\nu)}\) where \(\nu = \alpha E + 4\) with \(\alpha\) being a constant satisfying \(\alpha \exp\left(-\frac{2}{\alpha}\right) < \kappa \sqrt{192\lambda} \left(\frac{K+\nu}{K}\right)^{192}\), initializing all local model parameters at the same point \(\bar{w}^{(0)}\), for \(E\) sufficiently large to ensure that \(4(a - 3)E^{-1}L(C_1 + K) \leq \frac{64L^2(K+1)}{\mu K} (E - 1)(E + 1)^{\frac{1}{2}}\), \(\frac{32L^2}{\mu}C_1(E - 1)(a + 1)^{E^{-2}} \leq \frac{64L^2}{\mu K} (E - 1)E(a + 1)^{E^{-2}}\) and

\[
E \geq 1 + \frac{a^2 + 6\alpha}{\lambda(K+\nu)}192\kappa^2e^\frac{\tau}{2} - \alpha^2 + \frac{\sqrt{5}}{\lambda(K+\nu)}192\kappa^2e^\frac{\tau}{2} - \alpha^2
\]

after \(T\) iterations we have:

\[
E \left[ f(\bar{w}^{(T)}) - f^* \right] \leq \frac{a^3}{(T + a)^3} E \left[ f(\bar{w}^{(0)}) - f^\ast \right] + \frac{4\nu \sigma^2 \tau (T + 2a)}{\mu KB(T + a)^3} + \frac{256\kappa^2 \sigma^2 \tau (E - 1)}{\mu KB(T + a)^3}
\]

where \(f^*\) is the global minimum and \(\kappa = L/\mu\) is the condition number and \(\lambda\) is the upper bound on the weighted gradient diversity.

The proof can be found in Appendix B.

The following corollary shows that the above rate reduces to the best-known upper bound when all functions are identical (i.i.d. setting).

Corollary 4.3. In Theorem 4.2, choosing \(E = O\left(\frac{\kappa^2}{\mu KB^3}\right)\) leads to the following error bound:

\[
E \left[ f(\bar{w}^{(T)}) - f^\ast \right] \leq O\left(\frac{BK(\alpha E + 4)^3 + T^2}{BK(T + a)^3}\right) = O\left(\frac{1}{KB T}\right)
\]

The following theorem states the convergence rate of stochastic local SGD for general non-convex objectives. The proof is deferred to Appendix C.

Theorem 4.4. For LFSGD(\(E, K, q\)), if for all \(0 \leq t \leq T - 1\), under Assumptions 1 and 2, if the learning rate satisfies

\[
-\eta \geq \frac{1}{\nu + \frac{(K + 1)L^2\nu^3}{\mu K} + 
\frac{2C_1 \nu^2}{K} + \frac{L \nu^2}{2}} \left(\frac{C_1}{K} + 1\right) \leq 0
\]

and all local model parameters are initialized at the same point \(\bar{w}^{(0)}\), the average-squared gradient after \(T\) iterations is bounded as follows:

\[
\frac{1}{T} \sum_{t=0}^{T-1} E \left[ \|\nabla f(\bar{w}^{(t)})\|^2 \right] \leq \frac{2\left[f(\bar{w}^{(0)}) - f^\ast\right]}{\eta T} + \frac{\eta L \nu^2}{KB} + \frac{2\nu^2 L^2 (E + 1) \nu^2}{B} \left(\frac{K + 1}{K}\right)
\]

where \(f^\ast\) is the global minimum and \(\nu\) is the upper bound over the weighted gradient diversity.

Remark 7. We note that for the choice of \(\eta = \frac{1}{\nu \sqrt{K}}\) the condition (23) reduces to \((E + 1)^2 \geq \left[\frac{T}{K} \left(\frac{K}{\nu K + 1} - \sqrt{\frac{2}{T} (\frac{K + C_1}{K + 1})}\right) - 2C_1\right] = O\left(\frac{T}{K}\right)\). Therefore, setting the number of local updates to \(E = O\left(\sqrt{\frac{2}{T}}\right)\) when \(K = \Omega\left(\sqrt{\lambda}\right)\) does not violate the learning rate condition, resulting in an \(O\left(K^{1.5}T^{0.5}\right)\) communication complexity.
Corollary 4.5. From condition over learning rate in Theorem 4.4 we derive the following relationship among \( \eta, K \) and \( E \) that is required for the convergence of LFSGD:

\[
\eta \leq \frac{-L\left(\frac{C_1}{K} + 1\right) + \sqrt{L^2\left(\frac{C_1}{K} + 1\right)^2 + \frac{4}{\lambda} \left(\frac{K+1}{K}\right)L^2(2C_1 + E(E+1))}}{2\left(\frac{K+1}{K}\right)L^2(2C_1 + E(E+1))} \approx O \left( \frac{1}{LE\sqrt{\lambda}} \right)
\]  

(25)

An immediate result of the Theorem 4.4 is the following:

Corollary 4.6. For LFSGD(\(E, K = p, q\)) with full participation, if for all \( 0 \leq t \leq T - 1 \), under Assumptions 1 and 3, the learning rate satisfies

\[
-\frac{\eta}{2\lambda} + \frac{(p+1)L^2\eta^3[2C_1 + E(E+1)]}{2p} + \frac{L\eta^2}{2} \left( \frac{C_1}{p} + 1 \right) \leq 0
\]

(26)

and all local model parameters are initialized at the same point \( \bar{w}^{(0)} \), the average-squared gradient after \( E \) iterations is bounded as follows:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left[ \|\nabla f(\bar{w}^{(t)})\|^2 \right] \leq \frac{2[f(\bar{w}^{(0)}) - f^*]}{\eta T} + \frac{L\eta \sigma^2}{pB} + \frac{2\eta^2 L^2(2C_1 + E(E+1))\sigma^2}{B} \left( \frac{p + 1}{p} \right)
\]

(27)

where \( f^* \) is the global minimum.

The above rate corresponds to the convergence analysis of local SGD with heterogeneous data distribution without any additional assumption.

Remark 8. Recently [1] established a convergence rate similar to Theorem 4.4 using a variance reduction technique over local SGD for non-iid data. Due to similarity of obtained rates, our analysis demonstrates that the local SGD inherently has an implicit variance reduction feature.

4.3 Convergence of NFSGD

The following theorem establishes the convergence rate of networked local SGD algorithm.

Theorem 4.7. For NFSGD(\(E, W, q\)) algorithm, if for all \( 0 \leq t \leq T - 1 \), under Assumptions 1, 3 and 4, if the learning rate satisfies

\[
\frac{2L^2\eta^2C_1E}{1 - \zeta^2} + \frac{L^2\eta^2E^2}{1 - \zeta} \left( \frac{2\zeta^2}{1 + \zeta} + \frac{2\zeta}{1 - \zeta} + \frac{E - 1}{E} \right) + \eta L \left( \frac{C_1}{p} + 1 \right) \leq \frac{1}{\lambda}
\]

(28)

and all local model parameters are initialized at the same point \( \bar{w}^{(0)} \), the average-squared gradient after \( E \) iterations is bounded as follows:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left[ \|\nabla f(\bar{w}^{(t)})\|^2 \right] \leq \frac{2[f(\bar{w}^{(0)}) - f^*]}{\eta T} + \frac{\eta Lo^2}{pB} + \frac{L^2\eta^2\sigma^2}{B} \left( \frac{1 + \zeta^2}{1 - \zeta^2}E - 1 \right)
\]

(29)

where \( f^* \) is the global minimum and \( \zeta \) is the second largest eigenvalue of mixing matrix \( W \) and \( \lambda \) is the upper bound on the weighted gradient diversity.

Remark 9. The proof of theorem can be found in Appendix D. Interestingly, the convergence rate matches the best-known rate in homogeneous data distribution counterpart in [33], and can be extended to obtain linear speed up and we exclude the proof here.

Remark 10. We note that for the choice of \( \eta = \frac{1}{T} \sqrt{p} \) the condition (28) reduces to \( E \leq (1 - \zeta)\sqrt{\frac{T}{10xp}} \) (see Corollary 1 in [33] and proof of Theorem 3.4 in appendix). Therefore, the choice of \( E = O \left( \frac{1 - \zeta^2}{1 + \zeta^2} \right) \sqrt{\frac{T}{p}} \) with \( p = \Omega \left( \sqrt{\frac{1 + \zeta^2}{1 - \zeta^2}} \right) \) as the number of local updates at each device does not violate the learning rate condition.
5 Conclusion and Future Directions

In this paper, we studied the convergence of local full and stochastic gradient descent algorithms with periodic averaging in distributed federated learning, where the distributions of data shards are heterogeneous. For general non-convex and non-convex under Polyak-Łojasiewicz condition optimization problems, we established the best known convergence rates via careful analysis of learning rate and number of local updates based on the gradient diversity of local objectives. We believe that the core techniques we introduced to derive the convergence rates for biased (stochastic) gradients and coping with residual errors manifested by local updates are interesting by their own and could play a role in further theoretical analysis of distributed optimization algorithms in federated setting.

We leave a number of issues for future research. One potential future direction is to see whether we can improve the convergence of federated algorithm with applying adaptive synchronization scheme (i.e., reducing communication period adaptively). We note that despite recent progress on analyzing the communication complexity of local methods, a rigorous understanding of advantage of local updates from communication complexity standpoint still remains an open question in both homogeneous and heterogeneous settings. Another interesting future direction would be considering the effect of dynamic mini-batch size over convergence analysis, interpolating between local GD and local SGD. Furthermore, tightening the convergence analysis of variance reduced local SGD would be another potential future work as our analysis demonstrated that the vanilla local SGD, thanks to its implicit variance reduction, enjoys the same convergence rate with a recently proposed explicit variance reduction proposal. Generalizing our analysis to agnostic setting (i.e., problem P3) to reduce the number of communications is an interesting open question that is worthy of investigation. Finally, as our analysis demonstrated, the convergence in federated setting heavily depends on the gradient diversity of local objectives and as a result devising effective mechanisms to reduce diversity among local gradients to obtain faster rates would be an interesting research question.

Acknowledgment

We would like to thank Anit Kumar Sahu for clarification on the rates obtained in [28] and bringing [15] to our attention. We also would like to thank Ziyi Chen for useful comments on the early version of this paper and pointing out a technical error.

References

[1] Anonymous authors. Variance reduced local sgd with lower communication complexity. Submitted to ICLR, 2020.

[2] Arjun Nitin Bhagoji, Supriyo Chakraborty, Prateek Mittal, and Seraphin Calo. Analyzing federated learning through an adversarial lens. arXiv preprint arXiv:1811.12470, 2018.

[3] Léon Bottou, Frank E Curtis, and Jorge Nocedal. Optimization methods for large-scale machine learning. Siam Review, 60(2):223–311, 2018.

[4] Sebastian Caldas, Peter Wu, Tian Li, Jakub Konečný, H Brendan McMahan, Virginia Smith, and Ameet Talwalkar. Leaf: A benchmark for federated settings. arXiv preprint arXiv:1812.01097, 2018.

[5] Kai Chen and Qiang Huo. Scalable training of deep learning machines by incremental block training with intra-block parallel optimization and blockwise model-update filtering. In 2016 ieee international conference on acoustics, speech and signal processing (icassp), pages 5880–5884. IEEE, 2016.

[6] Antoine Godichon-Baggioni and Sofiane Saadane. On the rates of convergence of parallelized averaged stochastic gradient algorithms. arXiv preprint arXiv:1710.07926, 2017.
[7] Neel Guha, Ameet Talwalkar, and Virginia Smith. One-shot federated learning. *arXiv preprint arXiv:1902.11175*, 2019.

[8] Farzin Haddadpour, Mohammad Mahdi Kamani, Mehrdad Mahdavi, and Viveck Cadambe. Local sgd with periodic averaging: Tighter analysis and adaptive synchronization. *Advances in Neural Information Processing Systems*, 2019.

[9] Farzin Haddadpour, Mohammad Mahdi Kamani, Mehrdad Mahdavi, and Viveck Cadambe. Trading redundancy for communication: Speeding up distributed sgd for non-convex optimization. In *ICML*, pages 2545–2554, 2019.

[10] Farzin Haddadpour, Yaoqing Yang, Viveck Cadambe, and Pulkit Grover. Cross-iteration coded computing. In *2018 56th Annual Allerton Conference on Communication, Control, and Computing (Allerton)*, pages 196–203. IEEE, 2018.

[11] Prateek Jain, Sham M Kakade, Rahul Kidambi, Praneeth Netrapalli, and Aaron Sidford. Parallelizing stochastic gradient descent for least squares regression: mini-batching, averaging, and model misspecification. *Journal of Machine Learning Research*, 18(223):1–42, 2018.

[12] Zhanhong Jiang, Aditya Balu, Chinnay Hegde, and Soumik Sarkar. Collaborative deep learning in fixed topology networks. In *Advances in Neural Information Processing Systems*, pages 5904–5914, 2017.

[13] Michael Kamp, Linara Adilova, Joachim Sicking, Fabian Hüger, Peter Schlicht, Tim Wirtz, and Stefan Wrobel. Efficient decentralized deep learning by dynamic model averaging. In *Joint European Conference on Machine Learning and Knowledge Discovery in Databases*, pages 393–409. Springer, 2018.

[14] Hamed Karimi, Julie Nutini, and Mark Schmidt. Linear convergence of gradient and proximal-gradient methods under the polyak-Łojasiewicz condition. In *Joint European Conference on Machine Learning and Knowledge Discovery in Databases*, pages 785–811. Springer, 2016.

[15] Sai Praneeth Karimireddy, Satyen Kale, Mehryar Mohri, Sashank J Reddi, Sebastian U Stich, and Ananda Theertha Suresh. Scaffold: Stochastic controlled averaging for on-device federated learning. *arXiv preprint arXiv:1910.06378*, 2019.

[16] Ahmed Khaled, Konstantin Mishchenko, and Peter Richtárik. First analysis of local gd on heterogeneous data. *arXiv preprint arXiv:1909.04715*, 2019.

[17] Jakub Konečný, H Brendan McMahan, Felix X Yu, Peter Richtárik, Ananda Theertha Suresh, and Dave Bacon. Federated learning: Strategies for improving communication efficiency. *arXiv preprint arXiv:1610.05492*, 2016.

[18] Tian Li, Anit Kumar Sahu, Ameet Talwalkar, and Virginia Smith. Federated learning: Challenges, methods, and future directions. *arXiv preprint arXiv:1908.07873*, 2019.

[19] Tian Li, Maziar Sanjabi, and Virginia Smith. Fair resource allocation in federated learning. *arXiv preprint arXiv:1905.10497*, 2019.

[20] Xiang Li, Kaixuan Huang, Wenhao Yang, Shusen Wang, and Zhihua Zhang. On the convergence of fedavg on non-iid data. *arXiv preprint arXiv:1907.02189*, 2019.

[21] Xiang Li, Wenhao Yang, Shusen Wang, and Zhihua Zhang. Communication efficient decentralized training with multiple local updates. *arXiv preprint arXiv:1910.09126*, 2019.

[22] Xiangru Lian, Ce Zhang, Huan Zhang, Cho-Jui Hsieh, Wei Zhang, and Ji Liu. Can decentralized algorithms outperform centralized algorithms? a case study for decentralized parallel stochastic gradient descent. In *Advances in Neural Information Processing Systems*, pages 5330–5340, 2017.
[23] Tao Lin, Sebastian U Stich, and Martin Jaggi. Don’t use large mini-batches, use local sgd. arXiv preprint arXiv:1808.07217, 2018.

[24] Ryan McDonald, Keith Hall, and Gideon Mann. Distributed training strategies for the structured perceptron. In Human Language Technologies: The 2010 Annual Conference of the North American Chapter of the Association for Computational Linguistics, pages 456–464. Association for Computational Linguistics, 2010.

[25] H Brendan McMahan, Eider Moore, Daniel Ramage, Seth Hampson, et al. Communication-efficient learning of deep networks from decentralized data. arXiv preprint arXiv:1602.05629, 2016.

[26] Mehryar Mohri, Gary Sivek, and Ananda Theertha Suresh. Agnostic federated learning. arXiv preprint arXiv:1902.00146, 2019.

[27] Daniel Povey, Xiaohui Zhang, and Sanjeev Khudanpur. Parallel training of dnns with natural gradient and parameter averaging. arXiv preprint arXiv:1410.7455, 2014.

[28] Anit Kumar Sahu, Tian Li, Maziar Sanjabi, Manzil Zaheer, Ameet Talwalkar, and Virginia Smith. On the convergence of federated optimization in heterogeneous networks. arXiv preprint arXiv:1812.06127, 2018.

[29] Ohad Shamir and Nathan Srebro. Distributed stochastic optimization and learning. In 2014 52nd Annual Allerton Conference on Communication, Control, and Computing (Allerton), pages 850–857. IEEE, 2014.

[30] Virginia Smith, Chao-Kai Chiang, Maziar Sanjabi, and Ameet S Talwalkar. Federated multi-task learning. In Advances in Neural Information Processing Systems, pages 4424–4434, 2017.

[31] Sebastian U Stich. Local sgd converges fast and communicates little. arXiv preprint arXiv:1805.09767, 2018.

[32] Hang Su and Haoyu Chen. Experiments on parallel training of deep neural network using model averaging. arXiv preprint arXiv:1507.01239, 2015.

[33] Jianyu Wang and Gauri Joshi. Cooperative sgd: A unified framework for the design and analysis of communication-efficient sgd algorithms. arXiv preprint arXiv:1808.07576, 2018.

[34] Dong Yin, Ashwin Pananjady, Max Lam, Dimitris Papailiopoulos, Kannan Ramchandran, and Peter Bartlett. Gradient diversity: a key ingredient for scalable distributed learning. In International Conference on Artificial Intelligence and Statistics, pages 1998–2007, 2018.

[35] Hao Yu, Rong Jin, and Sen Yang. On the linear speedup analysis of communication efficient momentum sgd for distributed non-convex optimization. arXiv preprint arXiv:1905.03817, 2019.

[36] Hao Yu, Sen Yang, and Shenghuo Zhu. Parallel restarted sgd for non-convex optimization with faster convergence and less communication. arXiv preprint arXiv:1807.06629, 2018.

[37] Jian Zhang, Christopher De Sa, Ioannis Mitliagkas, and Christopher Ré. Parallel sgd: When does averaging help? arXiv preprint arXiv:1606.07365, 2016.

[38] Yuchen Zhang, Martin J Wainwright, and John C Duchi. Communication-efficient algorithms for statistical optimization. In Advances in Neural Information Processing Systems, pages 1502–1510, 2012.

[39] Fan Zhou and Guojing Cong. On the convergence properties of a k-step averaging stochastic gradient descent algorithm for nonconvex optimization. arXiv preprint arXiv:1708.01012, 2017.

[40] Martin Zinkevich, Markus Weimer, Lihong Li, and Alex J Smola. Parallelized stochastic gradient descent. In Advances in neural information processing systems, pages 2595–2603, 2010.
Appendix

Before proceeding to detailed proofs, we introduce some notation for the clarity in presentation. Recall, we use $\mathcal{P}_t$ to denote the subset of randomly selected machines/devices at each averaging period with $|\mathcal{P}_t| = K$, where the probability of choosing $i$th worker is $q_i$ with $\sum_{i=1}^{K} q_i = 1$. We use $g_i = \nabla f_j(w) \triangleq \nabla f(w; S_i)$ and $\tilde{g}_i \triangleq \nabla f(w; \xi_i)$ for $1 \leq i \leq p$ to denote the full gradient and stochastic gradient at $i$th data shard, respectively, where $\xi_i \subseteq S_i$ is a uniformly sampled mini-batch. The corresponding quantities evaluated at $i$th machines local solution at $t$th iteration $w_i^{(t)}$ are denoted by $g_i^{(t)}$ and $\tilde{g}_i^{(t)}$. We also define the following notations:

$$w^{(t)} = [w_1^{(t)}, \ldots, w_p^{(t)}],$$

$$\xi^{(t)} = \{\xi_i^{(t)} \mid i \leq p\},$$

to denote the set of local solutions and sampled mini-batches at iteration $t$ at different machines, respectively.

We use notation $E[\cdot]$ to denote the conditional expectation $E_{\xi^{(t)}}[\cdot]$. We indicate the expectation over random device selection at server at each communication round by $E_{\mathcal{P}_t}[\cdot]$.

The following short-hand notation will be found useful in the analysis of the convergence of variants of LFD algorithm:

$$\bar{w}^{(t)} \triangleq \frac{1}{K} \sum_{j \in \mathcal{P}_t} w_j^{(t)}, \quad \bar{g}^{(t)} \triangleq \frac{1}{K} \sum_{j \in \mathcal{P}_t} g_j^{(t)}, \quad g^{(t)} \triangleq \frac{1}{K} \sum_{j \in \mathcal{P}_t} g_j^{(t)} \quad (30)$$

Furthermore, in what follows we assume that $\lambda$ is an upper bound on the weighted gradient diversity among local objectives, i.e.,

$$\Lambda(w, q) \triangleq \sum_{j=1}^{p} q_j \| \nabla f_j(w) \|_2^2 \leq \lambda \quad (31)$$

Finally, recall that the updating rule for the proposed local decent algorithms is as follows:

$$\bar{w}^{(t+1)} = \bar{w}^{(t)} - \eta_t d^{(t)} \quad (32)$$

where $d^{(t)} \triangleq \frac{1}{K} \sum_{j \in \mathcal{P}_t} d_j^{(t)}$ with $d_j^{(t)}$ being either stochastic or full gradient computed at $j$th machine at iteration $t$. From the updating rule in Eq. (32) and assumption on the $L$-smoothness of the objective function, we have the following inequality:

$$f(\bar{w}^{(t+1)}) - f(\bar{w}^{(t)}) \leq -\eta_t \langle \nabla f(\bar{w}^{(t)}), d^{(t)} \rangle + \frac{\eta_t^2 L}{2} \| d^{(t)} \|^2 \quad (33)$$

that will be used frequently in our proofs.

A Proof of Theorem 4.1

In this section we prove the convergence of LFGD algorithm. Towards this end, recalling the notation $g^{(t)} \triangleq \frac{1}{K} \sum_{j \in \mathcal{P}_t} g_j^{(t)}$, and following the $L$-smoothness gradient assumption on global objective, by using $g^{(t)}$ in inequality (33) we have:

$$f(\bar{w}^{(t+1)}) - f(\bar{w}^{(t)}) \leq -\eta_t \langle \nabla f(\bar{w}^{(t)}), g^{(t)} \rangle + \frac{\eta_t^2 L}{2} \| g^{(t)} \|^2 \quad (34)$$

By taking expectation on both sides of above inequality over sampling of devices $\mathcal{P}_t$, we get:

$$E_{\mathcal{P}_t} \left[ f(\bar{w}^{(t+1)}) - f(\bar{w}^{(t)}) \right] \leq -\eta_t E_{\mathcal{P}_t} \left[ \langle \nabla f(\bar{w}^{(t)}), g^{(t)} \rangle \right] + \frac{\eta_t^2 L}{2} E_{\mathcal{P}_t} \left[ \| g^{(t)} \|^2 \right] \quad (35)$$
We note that for the convergence of LFGD we do not have mini-batch sampling as local machines use the full gradient over their local data, therefore, the expectation is only taken with respect to the randomness of selection of $K$ devices with sampling probabilities $q_1, q_2, \ldots, q_P$. To simplify the notation, in what follows we drop $P_t$ and simply use $\mathbb{E}[-]$ to denote expectation with respect to this randomness.

The following lemma bounds the second term in right-hand side of (35) by relating the averaged gradient over sampled machines to the full gradient of individual local data shards.

**Lemma A.1.** For the local federated GD algorithm (LFGD), we have the following bound:

$$
\mathbb{E} \left[ \|g^{(t)}\|^2 \right] \leq \sum_{j=1}^{P} q_j \| \nabla f_j(w_j^{(t)}) \|^2 \\
\leq \lambda \sum_{j=1}^{P} q_j \| \nabla f_j(w_j^{(t)}) \|^2
$$

(36)

The following lemma upper bounds the first term in right-hand side of (35).

**Corollary A.2.** Under Assumptions 1 and 2, and according to the Algorithm 1 we have:

$$
-\eta \mathbb{E} \left[ \langle \nabla f(\bar{w}^{(t)}), g^{(t)} \rangle \right] \leq -\mu \eta_k (f(\bar{w}^{(t)}) - f^*) - \frac{\eta \eta_k}{2} \| \sum_{j=1}^{P} q_j \nabla f_j(w_j^{(t)}) \|^2 + \frac{\eta L^2}{2} \| \sum_{j=1}^{P} q_j (\bar{w}^{(t)} - w_j^{(t)}) \|^2,
$$

(37)

The next lemma shows that on average how much the local solutions deviate from the average solution. Recall that the average solution is calculated periodically after every $E$ local iterations and per iteration virtual average $\bar{w}^{(t)}$ is introduced for analysis purposes.

**Lemma A.3.** For LFGD algorithm, we have the following bound on the difference of virtual averaged solution and the individual local solutions:

$$
\mathbb{E} \left[ \sum_{j=1}^{P} q_j \| \bar{w}^{(t)} - w_j^{(t)} \|^2 \right] \leq 4E \sum_{k=t_c+1}^{t-1} \eta^2 \sum_{j=1}^{P} q_j \| \nabla f_j(w_j^{(k)}) \|^2,
\leq 4E \lambda \sum_{k=t_c+1}^{t-1} \eta^2 \sum_{j=1}^{P} q_j \| \nabla f_j(w_j^{(k)}) \|^2
$$

(38)

where $t_c \triangleq \lfloor \frac{t}{E} \rfloor E$ denotes the most recent communication round, and expectation $\mathbb{E}[\cdot]$ is taken with respect to sampling of devices at each communication round.

Note that this lemma implies that the term $\sum_{j=1}^{P} q_j \| \bar{w}^{(t)} - w_j^{(t)} \|^2$ only depends on the iterations $t_c + 1$ through $t - 1$, thanks to restarting property of local GD algorithm.

By plugging back all the above lemmas and corollary into (35), and considering a fixed learning rate $\eta_1 = \ldots = \eta_T = \eta$ for all iterations we get:

$$
\mathbb{E} \left[ f(\bar{w}^{(t+1)}) \right] - f^* \leq (1 - \mu \eta) \mathbb{E} \left[ f(\bar{w}^{(t)}) - f^* \right] + \frac{\eta}{2} (-1 + L \lambda \eta) \sum_{j=1}^{P} q_j \| \nabla f_j(w_j^{(t)}) \|^2
\leq \frac{\eta L^2}{2} \left[ 4E \lambda \sum_{k=t_c+1}^{t-1} \eta^2 \sum_{j=1}^{P} q_j \| \nabla f_j(w_j^{(k)}) \|^2 \right]
\equiv \Delta \mathbb{E} \left[ f(\bar{w}^{(t)}) - f^* \right] + \frac{\eta}{2} (-1 + L \lambda \eta) \sum_{j=1}^{P} q_j \| \nabla f_j(w_j^{(t)}) \|^2
$$
\[ + B \sum_{k=t_c+1}^{t-1} \eta^2 \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(k)})^2, \]  

(39)

where in \( t \) we use the following abbreviations:

\[ \Delta \triangleq 1 - \mu \eta \]  
\[ B \triangleq 2 \lambda \eta L^2 E, \]  

(40)  

(41)

In the following lemma, we show that with proper choice of learning rate the negative coefficient of the \( \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(t)}) \|_2^2 \) can be dominant at each local computation period. Thus, we can remove the terms including \( \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(t)}) \|_2^2 \) from the bound in (39) and obtain the desired convergence rate. To this end, we first derive a condition on learning rate that the terms including \( \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(t)}) \|_2^2 \) vanish, and then state proper choices for learning rate as a function of number of local updates \( E \) that guarantees the desired condition on learning rate to hold.

Lemma A.4. Let \( t_c \triangleq \lfloor t / E \rfloor E, \{ a_t \}_t, a_t \geq 0, \{ e_t \}_t, e_t \geq 0 \) be sequences satisfying

\[ a_{t+1} \leq (1 - \mu \eta) a_t + \frac{\eta}{2} \left( -1 + L \lambda \eta \right) e_t + B \sum_{k=t_c+1}^{t-1} \eta^2 e_k \]  

(42)

Then, if

\[ \eta \leq \frac{1}{L \lambda + \frac{2B}{\Delta^{k-1}}} \left[ 1 - \Delta^{k-1} \right] \]  

(43)

holds for \( \Delta = 1 - \mu \eta \) and \( B = 2 \lambda \eta L^2 E \), the recursive relation in (42) reduces to

\[ a_{t+1} \leq (1 - \mu \eta) a_t. \]

An immediate implication of Lemma A.4, with \( a_t = \mathbb{E} \left[ f(\bar{w}^{(t)}) - f^* \right] \) and \( e_k = \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(k)}) \|^2 \), is that the inequality in (39) can be simplified as follows:

\[ \mathbb{E} \left[ f(\bar{w}^{(t+1)}) \right] - f^* \leq \Delta \mathbb{E} \left[ f(\bar{w}^{(t)}) - f^* \right] \]  

(44)

Summing up the above inequality over \( t = 1, 2, \ldots, T \) gives:

\[ \mathbb{E} \left[ f(\bar{w}^{(T)}) \right] - f^* \leq (1 - \mu \eta)^T \mathbb{E} \left[ f(\bar{w}^{(0)}) - f^* \right] \]  

(45)

as stated in the theorem.

To complete the proof, we only left with showing that the condition in (43) can be satisfied. Indeed, the following lemma shows that if the learning rate is chosen properly based on number of local updates \( E \) the condition holds.

Lemma A.5. If learning rate \( \eta \) and the number of local updates \( E \) satisfy the condition

\[ \eta \left( L + \frac{4L^2 E}{\mu(1 - \mu \eta)^{E-1}} \right) \leq \frac{1}{\lambda} \]  

(46)

the condition (43) is implied.
B Proof of Theorem 4.2

In this section we prove the convergence rate of LFSGD algorithm with stochastic local mini-batch gradients for non-convex objectives satisfying the PL condition. But first, we state a sequence of key lemmas that will be used as the building blocks of convergence proof. We start with a basic lemma which forms the main ground for proof.

**Lemma B.1.** Under Assumption 1 we have:

\[
E \left[ E_{P_t} \left[ f(\bar{w}^{(t+1)}) - f(\bar{w}^{(t)}) \right] \right] \leq -\eta_t E \left[ E_{P_t} \left[ \langle \nabla f(\bar{w}^{(t)}), \tilde{g}^{(t)} \rangle \right] \right] + \frac{\eta_t^2 L}{2} E \left[ E_{P_t} \left[ \|\tilde{g}^{(t)}\|^2 \right] \right]
\]

(47)

The proof is straightforward, but for the sake of completeness we include it here.

**Proof.** From the smoothness assumption in Eq. (33) by setting \(d^{(t)} = \tilde{g}^{(t)}\), we have

\[
f(\bar{w}^{(t+1)}) - f(\bar{w}^{(t)}) \leq -\eta_t \langle \nabla f(\bar{w}^{(t)}), \tilde{g}^{(t)} \rangle + \frac{\eta_t^2 L}{2} \|\tilde{g}^{(t)}\|^2
\]

(48)

By taking expectation, first, with respect to the chosen devices (\(P_t\)) and then with respect to randomness in i.i.d local mini-batch samples (\(\{\xi_1, \ldots, \xi_p\} | w_1, \ldots, w_p\)) the proof is concluded. Note that the order of taking expectation follows from the fact that devices are chosen first and thereafter the stochastic mini-batch gradients are computed and noting the fact that devices are agnostic to the random selection at every communication round.

The second term in right hand side of (47) is upper-bounded by the following lemma.

**Lemma B.2.** Under Assumption 3 and our sampling scheme in Algorithm 1, we have the following bound

\[
E \left[ E_{P_t} \left[ \|\tilde{g}^{(t)}\|^2 \right] \right] \leq \left( \frac{C_1}{K} + 1 \right) \left[ \sum_{j=1}^p q_j \|\nabla f_j(w_j^{(t)})\|^2 \right] + \frac{\sigma^2}{KB}
\]

\[
\leq \lambda \left( \frac{C_1}{K} + 1 \right) \left[ \sum_{j=1}^p q_j \|\nabla f_j(w_j^{(t)})\|^2 \right] + \frac{\sigma^2}{KB}
\]

(49)

The first term in right-hand side of (47) is bounded with following lemma.

**Lemma B.3.** Under Assumptions 1, and according to the Algorithm 1 the expected inner product between stochastic gradient and full batch gradient can be bounded with:

\[
-\eta_t E \left[ E_{P_t} \left[ \langle \nabla f(\bar{w}^{(t)}), \tilde{g}^{(t)} \rangle \right] \right] \leq -\frac{\eta_t}{2} \|\nabla f(\bar{w}^{(t)})\|^2 - \frac{\eta_t}{2} \sum_{j=1}^p q_j \|\nabla f_j(w_j^{(t)})\|^2 + \frac{\eta_t L^2}{2} \sum_{j=1}^p q_j \|w_j^{(t)} - w_j^{(t)}\|^2
\]

(50)

An immediate implication of Lemma B.3 is the following.

**Corollary B.4.** Under Assumptions 1 and 2, and according to the Algorithm 1 the expected per-iteration inner product between stochastic gradient and full batch gradient can be bounded by:

\[
-\eta_t E \left[ E_{P_t} \left[ \langle \nabla f(\bar{w}^{(t)}), \tilde{g}^{(t)} \rangle \right] \right] \leq -\mu_t (f(\bar{w}^{(t)}) - f^*) - \frac{\eta_t}{2} \sum_{j=1}^p q_j \|\nabla f_j(w_j^{(t)})\|^2 + \frac{\eta_t L^2}{2} \sum_{j=1}^p q_j \|w_j^{(t)} - w_j^{(t)}\|^2
\]

(51)
Proof. From Lemma B.3 we have:

\[-\eta \mathbb{E}_p \left[ \langle \nabla f(\bar{w}^{(t)}), \bar{g}^{(t)} \rangle \right] \leq \frac{-\eta}{2} \| \nabla f(\bar{w}^{(t)}) \|^2 - \frac{\eta}{2} \sum_{j=1}^{p} q_j \nabla f_j(\bar{w}^{(t)}_j) \| \bar{w}^{(t)}_j - w^{(t)}_j \|^2 \]

\[\leq -\eta \mu (f(\bar{w}^{(t)}) - f^*) - \frac{\eta}{2} \sum_{j=1}^{p} q_j \nabla f_j(\bar{w}^{(t)}_j) \| \bar{w}^{(t)}_j - w^{(t)}_j \|^2 \]

where \( \circ \) follows from PL property.

The following lemmas bounds the last term in (53), i.e., the average distance of local solutions from their virtual average.

**Lemma B.5.** Under Assumptions 3 we have:

\[
\mathbb{E} \left[ \sum_{j=1}^{p} q_j \| \bar{w}^{(t)} - w^{(t)}_j \|^2 \right] \leq 2 \left( \frac{K+1}{K} \right) \left[ (C_1 + E) \sum_{k=t_c+1}^{t-1} \eta_k^2 \sum_{j=1}^{p} q_j \sum_{k=t_c+1}^{t-1} \eta_k^2 \| \nabla f_j(w^{(k)}_j) \|^2 + \sum_{k=t_c+1}^{t-1} \eta_k^2 \sigma^2 \lambda \right] \leq 2 \left( \frac{K+1}{K} \right) \left[ \lambda[C_1 + E] \sum_{k=t_c+1}^{t-1} \eta_k^2 \| \sum_{j=1}^{p} q_j \nabla f_j(w^{(k)}_j) \|^2 + \sum_{k=t_c+1}^{t-1} \eta_k^2 \sigma^2 \right].
\]

Again, note that this lemma implies that the term \( \mathbb{E} \sum_{j=1}^{p} \| \bar{w}^{(t)} - w^{(t)}_j \|^2 \) only depends on iterations \( t_c + 1 \leq \frac{1}{B} E + 1 \text{ through } t - 1 \).

By plugging back all the above lemmas and Lemma B.2 into (47), we get:

\[
\mathbb{E}[f(\bar{w}^{(t+1)})] - f^* \leq (1 - \mu \eta_t) \mathbb{E}[f(\bar{w}^{(t)}) - f^*) + \frac{L \eta^2 \sigma^2}{2KB} + \frac{\eta t L^2}{K} \left( \sum_{k=t_c+1}^{t-1} \eta_k^2 \frac{K+1}{K} \sigma^2 \right)
\]

\[+ \frac{\eta}{2} \left[ 1 + \frac{L \lambda \eta_t (C_1 + K)}{K} \right] \| \sum_{j=1}^{p} q_j \nabla f_j(\bar{w}^{(t)}_j) \|^2 \]

\[+ \frac{\eta t L^2 (K+1)}{K^2} \left[ \lambda \left( C_1 + E \right) \right] \sum_{k=t_c+1}^{t-1} \eta_k^2 \| \sum_{j=1}^{p} q_j \nabla f_j(w^{(k)}_j) \|^2 \]

\[\equiv \Delta_t \mathbb{E}[f(\bar{w}^{(t)}) - f^*) + c_t + \frac{\eta}{2} \left[ -1 + \lambda L \eta_t \left( \frac{C_1 + K}{K} \right) \right] \| \sum_{j=1}^{p} q_j \nabla f_j(\bar{w}^{(t)}_j) \|^2 \]

\[+ B_t \sum_{k=t_c+1}^{t-1} \eta_k^2 \| \sum_{j=1}^{p} q_j \nabla f_j(w^{(k)}_j) \|^2 ;
\]

where in \( \circ \) we used the following abbreviations for simplicity:

\[\Delta_t \equiv 1 - \mu \eta_t \]

\[c_t \equiv \frac{\eta t L^2}{KB} \left[ \eta_t + \frac{L (K+1)}{K} \sum_{k=t_c+1}^{t-1} \eta_k^2 \right] \]

\[B_t \equiv \frac{\lambda (K+1) \eta t L^2}{K^2} \left( C_1 + E \right) ,
\]
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Lemma B.6. Let \( t_c \triangleq \lfloor \frac{t}{E} \rfloor \), \( \{a_t\}_t, a_t \geq 0, \{e_t\}_t, e_t \geq 0, \{c_t\}_t \), be sequences, with constant \( D \), satisfying
\[
a_{t+1} \leq (1 - \mu \eta_t)a_t + c_t + \frac{\eta_t}{2} \left( -1 + D \eta_t \right)e_t + B_t \sum_{k=t_c+1}^{t-1} \eta_k^2 e_k
\]  
(59)
where \( B_t \triangleq A \eta_t (E + h) \) wherein \( A \) and \( h \) are constants. Then, for time period \([t_c + 1, t]\) if learning rates satisfy
\[
\eta_t \leq \frac{1}{D} \\
\eta_{t-1} \leq \frac{1}{D + 2 \frac{B_t}{\eta_t}} \\
\vdots \\
\eta_{t_c-1} \leq \frac{1}{D + \frac{2}{\eta_{t_c-1}} \sum_{i=t_c+1}^{t-1} \Delta_i B_{t_c+2} + \cdots + \Delta_i B_{t-1} + B_t}
\]  
(60)
the recursive relation in (59) reduces to
\[
a_{t+1} \leq (1 - \mu \eta_t)a_t + c_t
\]  
(61)

Next, using Lemma B.6 with constants \( D = \frac{\lambda L(C_t + K^2)}{K} \) and sequence \( B_t \triangleq \frac{\lambda (K+1) \eta_t L^2 (C_t + E)}{K^2} \), we conclude that for time period \([t_c, t]\) the bound in (55) reduces to
\[
\mathbb{E} \left[ f(\bar{\mathbf{w}}(t+1)) \right] - f^* \leq (1 - \mu \eta_t)\mathbb{E} \left[ f(\bar{\mathbf{w}}(t)) - f^* \right]
\]  
(62)

In the following lemma—which is essentially proven in [8] and adopted here to support random sampling of a subset of devices in communication rounds, we show that with proper choice of learning rate this bound holds for all iterations. We include a distilled proof in Appendix E for completeness.

Lemma B.7. Let \( \alpha \) be a positive constant that satisfies \( \alpha \exp \left( -\frac{2}{\alpha} \right) < \kappa \sqrt{192 \lambda \left( \frac{K+1}{K} \right)} \) and \( a = \alpha E + 4 \).

Initializating all local model parameters at the same point \( \bar{\mathbf{w}}^{(0)} \), for \( E \) sufficiently large to ensure that
\[
4(a - 3)^{E-1}L(C_t + K) \leq \frac{4L^2(K+1)}{\mu K^2} (E-1)E(a+1)^{E-2} \leq \frac{32L^2}{\mu} C_t (E-1)(a+1)^{E-2} \leq \frac{64L^2}{\mu} (E-1)E(a+1)^{E-2}
\]
and
\[
E \geq 1 + \frac{\alpha^2 + 6\alpha}{\lambda \left( \frac{K+1}{K} \right) 192 \kappa^2 e \frac{\pi}{2} - \alpha^2} + \sqrt{\frac{\lambda \left( \frac{K^2+1}{K} \right) 192 \kappa^2 e \frac{\pi}{2} - \alpha^2}{\lambda \left( \frac{K+1}{K} \right) 192 \kappa^2 e \frac{\pi}{2} - \alpha^2}}
\]
then, under Assumptions 1 to 3, if we choose the learning rate \( \eta_t = \frac{4}{\mu(t+a)} \) inequality (35) reduces to
\[
\mathbb{E} \left[ f(\bar{\mathbf{w}}(t+1)) \right] - f^* \leq \Delta_t \mathbb{E} \left[ f(\bar{\mathbf{w}}(t)) - f^* \right] + c_t
\]  
(63)
for all iterations.

We conclude the proof of Theorem 4.2 with the following lemma:

Lemma B.8. For the learning rate as given in Lemma B.7, iterating over (63) leads to the following bound:
\[
\mathbb{E}[f(\bar{\mathbf{w}}^{(T)}) - f^*] \leq \frac{a^3}{(T+a)^3} \mathbb{E}[f(\bar{\mathbf{w}}^{(0)}) - f^*] + 4\kappa \sigma^2 T(T + 2a) + \frac{256 \kappa^2 \sigma^2 T(E - 1)}{\mu K B(T + a)^3}
\]  
(64)
C Proof of Theorem 4.4

In this section we obtain the convergence rate of LFSGD for general non-convex objectives. The proof is based on Assumption 1, by using $\hat{g}^{(t)}$ in (33) and taking expectation over random selection of devices that results in

$$E\left[E_{R_t} [f(\bar{w}^{(t+1)})] - f(\bar{w}^{(t)})\right] \leq -\eta E\left[E_{R_t} [\langle \nabla f(\bar{w}^{(t)}), \hat{g}^{(t)} \rangle]\right] + \frac{\eta^2 L}{2} E E_{R_t} \left[\|\hat{g}^{(t)}\|^2\right] \quad (65)$$

By taking the average of above inequality for all iterations $t = 1, 2, \ldots, T$, we get

$$\frac{1}{T} \sum_{t=0}^{T-1} E\left[E_{R_t} [f(\bar{w}^{(t+1)})] - f(\bar{w}^{(t)})\right] \leq \frac{1}{T} \sum_{t=0}^{T-1} \left( -\eta E\left[E_{R_t} [\langle \nabla f(\bar{w}^{(t)}), \hat{g}^{(t)} \rangle]\right] + \frac{\eta^2 L}{2} E E_{R_t} \left[\|\hat{g}^{(t)}\|^2\right]\right)$$

(66)

To bound the first term in right hand side of (66), we need the following result which is specialization of Lemma B.5 to over entire iterations.

Lemma C.1. Under Assumptions 3 we have:

$$\frac{1}{T} \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_j E\left[E_{R_t} \left[\|\bar{u}^{(t)} - w_j^{(t)}\|\right]\right] \leq \frac{2C_1 + E(E + 1)}{T} \eta^2 \left( \frac{K + 1}{K} \right) \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_j \|g_j^{(t)}\|^2 + \frac{\eta^2 (K + 1)(E + 1)\sigma^2}{KB}$$

$$\leq \frac{\lambda \eta^2 (2C_1 + E(E + 1))}{T} \left( \frac{K + 1}{K} \right) \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_j \|g_j^{(t)}\|^2 + \frac{\eta^2 (K + 1)(E + 1)\sigma^2}{KB}$$

(67)

We continue the proof by utilizing Lemmas B.2 and C.1 to further upper bound (66) as follows:

$$\frac{1}{T} \sum_{t=0}^{T-1} E\left[E_{R_t} [f(\bar{w}^{(t+1)})] - f(\bar{w}^{(t)})\right] \leq \frac{1}{T} \sum_{t=0}^{T-1} \left( -\eta E\left[E_{R_t} [\langle \nabla f(\bar{w}^{(t)}), \hat{g}^{(t)} \rangle]\right] + \frac{\eta^2 L}{2} E E_{R_t} \left[\|\hat{g}^{(t)}\|^2\right]\right)$$

$$\leq \frac{1}{T} \sum_{t=0}^{T-1} \left( -\frac{\eta}{2} \|\nabla f(\bar{w}^{(t)})\|^2 - \frac{\eta}{2} \sum_{j=1}^{p} q_j \|\nabla f_j(w_j^{(t)})\|^2\right)$$

$$+ \frac{\lambda \eta^2 L}{2T} \left( \frac{K + 1}{K} \right) \left( \frac{2C_1 + E(E + 1)}{T} \eta^2 \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_j \|\nabla f_j(w_j^{(t)})\|^2\right)$$

$$+ \frac{\eta L^2}{2T} \left( \frac{K + 1}{K} \right) \left( \frac{T(E + 1)\eta^2 \sigma^2}{B} \right)$$

$$+ \frac{1}{T} \sum_{t=0}^{T-1} \frac{L \eta^2}{2} \left( \lambda \left( \frac{C_1}{K} + 1 \right) \left[ \sum_{j=1}^{p} q_j \|\nabla f_j(w_j^{(t)})\|^2 \right] + \frac{\sigma^2}{KB}\right)$$

$$= \frac{1}{T} \sum_{t=0}^{T-1} \left( -\frac{\eta}{2} \|\nabla f(\bar{w}^{(t)})\|^2 - \frac{\eta}{2} \sum_{j=1}^{p} q_j \|\nabla f_j(w_j^{(t)})\|^2\right)$$

$$+ \frac{\eta L^2}{2T} \left( \frac{K + 1}{K} \right) \left( \lambda (2C_1 + E(E + 1)) \eta^2 \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_j \|\nabla f_j(w_j^{(k)})\|^2 + \frac{T(E + 1)\eta^2 \sigma^2}{B}\right)$$

$$+ \frac{1}{T} \sum_{t=0}^{T-1} \frac{\lambda L \eta^2}{2} \left( \frac{C_1}{K} + 1 \right) \left[ \sum_{j=1}^{p} q_j \|\nabla f_j(w_j^{(t)})\|^2 \right] + \frac{L \eta^2 \sigma^2}{2} \frac{\sigma^2}{KB}$$

(68)
Now from (68) we have:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[f(\tilde{w}^{(t+1)})] - f(\bar{w}^{(t)}) \leq -\frac{1}{T} \sum_{t=0}^{T-1} \eta \|\nabla f(\tilde{w}^{(t)})\|^2 \\
+ \frac{1}{T} \sum_{t=0}^{T-1} \left[ -\frac{\eta}{2} \lambda \frac{(K+1)L^2 \eta^3 [2C_1 + E(E+1)]}{2K} + \frac{\lambda \eta^2}{2} \left( \frac{C_1}{K} + 1 \right) \right] \\
\leq -\frac{1}{T} \sum_{t=0}^{T-1} \eta \|\nabla f(\tilde{w}^{(t)})\|^2 + \frac{\eta^3 L^2 (E+1) \sigma^2}{B} \left( \frac{K + 1}{K} \right) + \frac{L \eta^2 \sigma^2}{2 KB} \tag{69}
\]

where \( \circ \) follows if the following condition holds:

\[
-\frac{\eta}{2} + \frac{\lambda (K+1) L^2 \eta^3 [2C_1 + E(E+1)]}{2K} + \frac{\lambda \eta^2}{2} \left( \frac{C_1}{K} + 1 \right) \leq 0 \tag{70}
\]

By rearranging (69) we get:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\|\nabla f(\tilde{w}^{(t)})\|^2 \leq 2 \frac{[f(\tilde{w}^{(1)}) - f^*]}{\eta T \sigma^2} + \frac{L \eta^2 \sigma^2}{KB} + \frac{2 \eta^2 \sigma^2 L^2 (E+1)}{B} \left( \frac{K + 1}{K} \right) \tag{71}
\]

C.1 Proof of (Informal) Theorem 3.3

By plugging \( \eta = \frac{1}{T} \sqrt{\frac{K}{T}} \) in (71) we get:

\[
2 \frac{[f(\tilde{w}^{(0)}) - f^*]}{\eta T} + \frac{L \eta^2 \sigma^2}{KB} + \frac{2 \eta^2 \sigma^2 L^2 (E+1)}{B} \left( \frac{K + 1}{K} \right) = O \left( \frac{1}{\sqrt{KT}} \right) + \frac{2 \eta^2 K \sigma^2}{B} \left( E + 1 \right) \left( \frac{K + 1}{K} \right) \\
\overset{\circ}{=} O \left( \frac{1}{\sqrt{KT}} \right) + \frac{2 \eta^2 K \sqrt{T}}{B} \left( K + 1 \right) \left( \frac{K}{K} \right) \tag{72}
\]

where \( \circ \) follows from \( E + 1 = O \left( \frac{\sqrt{T}}{K^{1.5}} \right) \). Next step is to ensure that this choice of \( E \) does not violate the condition over learning rate in (70). To this end, we derive the condition over \( E + 1 \). We can further simplify (70) with plugging the value of learning rate \( \eta = \frac{1}{T} \sqrt{\frac{K}{T}} \) as follows:

\[
E(E+1) \leq (E+1)^2 \leq \left[ \frac{T}{K} \left( \frac{K}{\lambda (K+1)} - \sqrt{\frac{K}{T} (K + C_1)} \right) - 2C_1 \right] = O \left( \frac{T}{\sqrt{K}} \right) \tag{73}
\]

and if \( (E+1)^2 = O \left( \frac{T}{\sqrt{K}} \right) \leq O \left( \frac{T}{\sqrt{K}} \right) \), or equivalently \( K = \Omega \left( \sqrt{\lambda} \right) \) both conditions can be satisfied simultaneously.
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D Proof of Theorem 4.7

For this part of the paper, we will use the following short-hand notations for ease of exposition:

\[
\bar{w}^{(t)} \triangleq \sum_{j=1}^{p} q_j w_j^{(t)}, \quad \tilde{g}^{(t)} \triangleq \sum_{j=1}^{p} q_j \tilde{g}_j^{(t)}
\]  

(74)

We note that one distinguishing feature of our proof compared to [33], is that how we define auxiliary variables \(\bar{w}^{(t)}\) and \(\tilde{g}^{(t)}\) as these terms are adaptive to various data samples at each device.

Now using the fact that \(W_1^{p \times 1} = 1^{p \times 1}\), where \(1^{p \times 1} = [1, \ldots, 1]^T \in \mathbb{R}^p\), we have the following relation for the auxiliary variable

\[
\bar{w}^{(t+1)} = \bar{w}^{(t)} - \eta \tilde{g}^{(t)},
\]  

(75)

To see that form the following matrices:

\[
W^{(t)} = \begin{bmatrix} q_1 w_1^{(t)} & \ldots & q_p w_p^{(t)} \end{bmatrix},
\]

\[
\tilde{G}^{(t)} = \begin{bmatrix} q_1 \tilde{g}_1^{(t)} & \ldots & q_p \tilde{g}_p^{(t)} \end{bmatrix},
\]

\[
P^{(t)} = \begin{cases} W & \text{if } t \\ I_{p \times p} & \text{otherwise.} \end{cases}
\]

(76)

the updating can be equivalently written as

\[
W^{(t+1)} = \left[ W^{(t)} - \eta \tilde{G}^{(t)} \right] P^{(t)}
\]

Then, multiplying both sides with \(1^{p \times 1}\) and using the Assumption 4, we get

\[
W^{(t+1)} 1^{p \times 1} = \left[ W^{(t)} - \eta \tilde{G}^{(t)} \right] P^{(t)} 1^{p \times 1} = \left[ W^{(t)} - \eta \tilde{G}^{(t)} \right] 1^{p \times 1}
\]

which leads to Eq. (75).

From the \(\ell_2\)-smoothness gradient assumption on the objective we have:

\[
f(\bar{w}^{(t+1)}) - f(\bar{w}^{(t)}) \leq -\eta \langle \nabla f(\bar{w}^{(t)}), \tilde{g}^{(t)} \rangle + \frac{\eta^2 L}{2} \| \tilde{g}^{(t)} \|^2
\]  

(77)

By taking the expectation on both sides of above inequality and summing up for all iterations, we get

\[
\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left[ f(\bar{w}^{(t+1)}) \right] - \mathbb{E} \left[ f(\bar{w}^{(t)}) \right] \leq \frac{1}{T} \sum_{t=0}^{T-1} -\eta \mathbb{E} \left[ \langle \nabla f(\bar{w}^{(t)}), \tilde{g}^{(t)} \rangle \right] + \frac{1}{T} \sum_{t=0}^{T-1} \frac{\eta^2 L}{2} \mathbb{E} \left[ \| \tilde{g}^{(t)} \|^2 \right]
\]  

(78)

Lemma D.1. Under Assumptions 3, we have the following bound:

\[
\mathbb{E} \left[ \| \tilde{g}^{(t)} \|^2 \right] \leq \left( \frac{C_1}{p} + 1 \right) \left[ \sum_{j=1}^{p} q_j \| \nabla f_j \|_{l_2} \right]^2 + \frac{\sigma^2}{pB}
\]

\[
\leq \left( \frac{C_1}{p} + 1 \right) \left[ \lambda \sum_{j=1}^{p} q_j \| \nabla f_j \|_{l_2} \right]^2 + \frac{\sigma^2}{pB}
\]  

(79)

Lemma D.2. Under Assumptions 1, 3 and 4, we have:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_j \mathbb{E} \left[ \| w_j^{(t)} - w_j^{(t)} \|_{l_2} \right] \leq \frac{\eta^2 \sigma^2}{B} \left( \frac{1 + \zeta^2}{1 - \zeta^2} E - 1 \right) + \frac{2\eta^2 C_1 E 1}{T} \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_j \| \nabla f_j \|_{l_2} \]

(78)
With an application of Lemma B.2, the above inequality can be easily generalized to show Lemma D.2, in particular by using \( \sum_{j=1}^{p} q_j \| \nabla f_j(w_j^{(t)}) \|^2 \) instead of \( \frac{1}{p} \sum_{j=1}^{p} \| \nabla f_j(w_j^{(t)}) \|^2 \) in original theorem, and we skip it.

Having above results in place, we now proceed to upper bound (78) and derive the claimed bound:

\[
\mathbb{E} \left[ f(\tilde{w}^{(t+1)}) - f(w_j^{(t)}) \right] \leq \frac{1}{T} \sum_{t=0}^{T-1} -\eta \mathbb{E} \left[ \left\langle \nabla f(\tilde{w}^{(t)}), \tilde{g}^{(t)} \right\rangle \right] + \frac{1}{T} \sum_{t=0}^{T-1} \eta^2 L \mathbb{E} \left[ \| \tilde{g}^{(t)} \|^2 \right]
\]

\[
\leq -\eta \frac{1}{2} \sum_{t=0}^{T-1} \| \nabla f(\tilde{w}^{(t)}) \|^2 - \eta \frac{1}{2} \sum_{t=0}^{T-1} \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(t)}) \|^2
\]

\[
+ \frac{\eta L^2}{2} \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_j \| \tilde{w}^{(t)} - w_j^{(t)} \|^2
\]

\[
+ \frac{\lambda \eta L^2}{2} \left( \frac{C_1}{p} + 1 \right) \left[ \frac{1}{T} \sum_{t=0}^{T-1} \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(t)}) \|^2 \right] + \frac{\eta^2 L \sigma^2}{2pB}
\]

where \( \zeta \) is the second largest eigenvalue of mixing matrix \( W \).

To prove Lemma D.2 we need the following result from [33] (see the of Theorem 1 and its proof in appendix of [33]) for the special case of \( q_j = \frac{1}{p} \):

\[
\frac{1}{T} \sum_{t=0}^{T-1} \frac{1}{p} \sum_{j=1}^{p} \mathbb{E} \left[ \| \tilde{w}^{(t)} - w_j^{(t)} \| \right] \leq \frac{\eta^2 \sigma^2}{B} \left( \frac{1 + \zeta^2}{1 - \zeta^2} E - 1 \right) + \frac{2 \lambda \eta^2 C_1 E}{1 - \zeta^2} \frac{1}{T} \sum_{t=0}^{T-1} \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(t)}) \|^2
\]

\[
+ \frac{\lambda \eta^2 E^2}{1 - \zeta} \left( \frac{2 \zeta^2}{1 + \zeta} + \frac{2 \zeta}{1 - \zeta} + \frac{E - 1}{E} \right) \frac{1}{T} \sum_{t=0}^{T-1} \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(t)}) \|^2
\]

\[
\leq \frac{\eta^2 \sigma^2}{B} \left( \frac{1 + \zeta^2}{1 - \zeta^2} E - 1 \right) + \frac{2 \lambda \eta^2 C_1 E}{1 - \zeta^2} \frac{1}{T} \sum_{t=0}^{T-1} \| \sum_{j=1}^{p} q_j \nabla f_j(w_j^{(t)}) \|^2
\]

(80)
where $\Theta$ follows from the condition:

$$2L^2\eta^2 C_1 E \left( \frac{2\zeta^2}{1+\zeta} + \frac{2\zeta}{1-\zeta} + \frac{E-1}{E} \right) + \eta L \left( C_1 \frac{p}{1+\zeta} + 1 \right) \leq \frac{1}{\lambda} \tag{83}$$

The rest of the proof is similar to the proof of Theorem 4.4.

### D.1 Derivation of Conditions in Theorem 3.4

Adopting the approach in [33] (see Eq. (145)) condition in Eq. (83) reduces to

$$\eta L \left( \frac{C_1}{p} + 2 \right) + \frac{5\eta^2 L^2 E^2}{(1-\zeta)^2} \leq \frac{1}{\lambda} \tag{84}$$

Therefore, by plugging $\eta = \frac{1}{\lambda} \sqrt{T}$ we get

$$\sqrt{\frac{p}{T}} \left( \frac{C_1}{p} + 2 \right) + \frac{p}{T} \frac{5E^2}{(1-\zeta)^2} \leq \frac{1}{\lambda} \tag{85}$$

which with $T \geq 4\lambda^2 \left( \frac{C_1}{p} + 2 \right)^2$ leads to the condition

$$E \leq (1-\zeta) \sqrt{\frac{T}{10\lambda p}} \tag{86}$$

Therefore, if $p = \Omega \left( \frac{1+\zeta^2}{1+\xi^2} \sqrt{\lambda} \right)$ with $E = \left( \frac{1-\zeta^2}{1+\xi^2} \right) \sqrt{\frac{T}{p}}$, linear speed up can be achieved.

### E Proof of Omitted Lemmas

We will use the following fact (which is also used in [20]) in proving results.

**Fact E.1.** Let $\{x_i\}_{i=1}^p$ denote any fixed deterministic sequence. We sample a multiset $\mathcal{P}$ (with size $K$) uniformly at random where $x_j$ is sampled with probability $q_j$ for $1 \leq j \leq p$ with replacement. Let $\mathcal{P} = \{i_1, \ldots, i_K\} \subset [p]$ (some $i_j$’s may have the same value). Then

$$\mathbb{E}_\mathcal{P} \left[ \sum_{i \in \mathcal{P}} x_i \right] = \mathbb{E}_\mathcal{P} \left[ \sum_{k=1}^{K} x_{i_k} \right] = K \mathbb{E}_\mathcal{P} [x_{i_k}] = K \left[ \sum_{j=1}^{p} q_j x_j \right] \tag{87}$$

**E.1 Proof of Lemma A.1**

The proof is straightforward and follows from the definition of gradient over sampled machines. In particular, for the set of sampled machines $\mathcal{P}_t, |\mathcal{P}_t| = K$ we have

$$\|g^{(t)}\|^2 = \left\| \frac{1}{K} \sum_{j \in \mathcal{P}_t} g_j^{(t)} \right\|^2$$
The proof simply follows from definition:

\[
\frac{1}{K} \sum_{j \in \mathcal{P}_t} \| g_j^{(t)} \|^2,
\]

where \(\oplus\) follows from the inequality \(\| \sum_{i=1}^m a_i \|^2 \leq m \sum_{i=1}^m \| a_i \|^2\) where \(a_i \in \mathbb{R}^n\).

Applying Fact E.1 on both sides of (88) results in the following:

\[
\mathbb{E}_{\mathcal{P}_t} \| g^{(t)} \|^2 \leq \mathbb{E}_{\mathcal{P}_t} \frac{1}{K} \sum_{j \in \mathcal{P}_t} \| g_j^{(t)} \|^2
\]

\[
= \sum_{j=1}^p q_j \| g_j^{(t)} \|^2
\]

\[
\leq \lambda \left( \sum_{j=1}^p q_j g_j^{(t)} \right)^2
\]

where \(\oplus\) follows from the definition of weighted gradient diversity and an upper bound \(\lambda\) over this quantity.

### E.2 Proof of Corollary A.2

The proof simply follows from definition:

\[
-\eta \mathbb{E} \left[ \langle \nabla f(\tilde{w}^{(t)}), g^{(t)} \rangle \right] = -\eta \mathbb{E} \left[ \langle \nabla f(\tilde{w}^{(t)}), \frac{1}{K} \sum_{j \in \mathcal{P}_t} g_j^{(t)} \rangle \right]
\]

\[
\overset{\oplus}{=} -\eta \left[ \langle \nabla f(\tilde{w}^{(t)}), \sum_{j=1}^p q_j \nabla f_j(\bar{w}_j^{(t)}) \rangle \right]
\]

\[
= -\frac{\eta}{2} \left[ \| \nabla f(\tilde{w}^{(t)}) \|^2 + \| \sum_{j=1}^p q_j \nabla f_j(\bar{w}_j^{(t)}) \|^2 - \| \nabla f(\tilde{w}^{(t)}) - \sum_{j=1}^p q_j \nabla f_j(\bar{w}_j^{(t)}) \|^2 \right]
\]

\[
\overset{\oplus}{=} -\frac{\eta}{2} \left[ -\| \nabla f(\tilde{w}^{(t)}) \|^2 - \| \sum_{j=1}^p q_j \nabla f_j(\bar{w}_j^{(t)}) \|^2 + \| \sum_{j=1}^p q_j \left[ \nabla f_j(\tilde{w}^{(t)}) - \nabla f_j(\bar{w}_j^{(t)}) \right] \|^2 \right]
\]

\[
\overset{\oplus}{=} -\mu \eta (f(\tilde{w}^{(t)}) - f^*) - \frac{\eta}{2} \| \sum_{j=1}^p q_j \nabla f_j(\bar{w}_j^{(t)}) \|^2 + \frac{\eta L^2}{2} \sum_{j=1}^p q_j \| \tilde{w}^{(t)} - w_j^{(t)} \|^2
\]

(90)

where \(\oplus\) holds because of Fact E.1, \(\ominus\) comes from \(2\langle a, b \rangle = \| a \|^2 + \| b \|^2 - \| a - b \|^2\), \(\oplus\) is due to Assumption 1, and finally \(\oplus\) follows from Assumption 2.

### E.3 Proof of Lemma A.3

Let us set \(t_e = \left\lfloor \frac{t}{E} \right\rfloor \). Therefore, according to Algorithm 1 we have:

\[
\tilde{w}^{(t_e+1)} = \frac{1}{K} \sum_{j \in \mathcal{P}_t} w_j^{(t_e+1)}
\]

(91)
Then, for $1 \leq j \leq p$, the local model can be expressed as
\[
\mathbf{w}_j(t) = \mathbf{w}_j(t-1) - \eta_{t-1} \mathbf{g}_j(t-1) = \mathbf{w}_j(t-2) - \left[ \eta_{t-2} \mathbf{g}_j(t-2) + \eta_{t-1} \mathbf{g}_j(t-1) \right] = \bar{\mathbf{w}}(t_{c+1}) - \left[ \sum_{k=t_c+1}^{t-1} \eta_k \mathbf{g}_j^{(k)} \right],
\] (92)
where $\odot$ follows from the updating rule of Algorithm 1. Now, from (92) we compute the average model as follows:
\[
\bar{\mathbf{w}}(t) = \bar{\mathbf{w}}(t_{c+1}) - \left[ \frac{1}{K} \sum_{j \in P_t} \sum_{k=t_c+1}^{t-1} \eta_k \mathbf{g}_j^{(k)} \right]
\] (93)
First, without loss of generality, suppose $t = s_t E + r$ where $s_t$ and $r$ denotes the indices of communication round and local updates, respectively. We note that for $t_{c+1} < t \leq t_c + E$, $E_t \left\| \bar{\mathbf{w}}(t) - \mathbf{w}_l^{(t)} \right\|^2$ does not depend on time $t \leq t_c$ for $1 \leq j \leq p$. We bound the term $E_t \left\| \bar{\mathbf{w}}(t) - \mathbf{w}_l^{(t)} \right\|^2$ for $t_{c+1} + 1 \leq t = t_c + r \leq t_c + E$ as follows:
\[
E_{P_t} \left\| \bar{\mathbf{w}}(t_{c+r}) - \mathbf{w}_l^{(t_{c+r})} \right\|^2 = E_{P_t} \left\| \bar{\mathbf{w}}(t_{c+1}) - \left[ \sum_{k=t_c+1}^{t-1} \eta_k \mathbf{g}_j^{(k)} \right] - \bar{\mathbf{w}}(t_{c+1}) + \left[ \frac{1}{K} \sum_{j \in P_t} \sum_{k=t_c+1}^{t-1} \eta_k \mathbf{g}_j^{(k)} \right] \right\|^2
\leq 2 \left[ \left\| \sum_{j \in P_t} \eta_k \mathbf{g}_j^{(t_{c+k})} \right\|^2 + E_{P_t} \frac{1}{K} \sum_{j \in P_t} \sum_{k=1}^{r} \eta_k \mathbf{g}_j^{(t_{c+k})} \right] \right\|^2
\] (94)
where $\odot$ holds because $t = t_c + r \leq t_c + E$, and $\odot$ is due to $\left\| \mathbf{a} - \mathbf{b} \right\|^2 \leq 2(\left\| \mathbf{a} \right\|^2 + \left\| \mathbf{b} \right\|^2)$. Next, we bound Eq. (94) as follows:
\[
\leq 2 \left( \sum_{k=1}^{r} \eta_k^2 \left\| \mathbf{g}_j^{(t_{c+k})} \right\|^2 + \sum_{j=1}^{p} \eta_k^2 \sum_{k=1}^{r} \eta_k \left\| \mathbf{g}_j^{(t_{c+k})} \right\|^2 \right)
\] (95)
where $\odot$ follow from inequality $\left\| \sum_{i=1}^{m} \mathbf{a}_i \right\|^2 \leq m \sum_{i=1}^{m} \left\| \mathbf{a}_i \right\|^2$.
Expanding the expectation over sampling probabilities of devices in (95), we obtain:
\[
\sum_{j=1}^{p} q_j \left\| \bar{\mathbf{w}}(t) - \mathbf{w}_j^{(t)} \right\|^2 \leq 2 \left( \sum_{j=1}^{p} q_j \sum_{k=1}^{r} \eta_k^2 \left\| \mathbf{g}_j^{(t_{c+k})} \right\|^2 + \sum_{j=1}^{p} \sum_{k=1}^{r} \eta_k q_j \left\| \mathbf{g}_j^{(t_{c+k})} \right\|^2 \right)
= 4r \sum_{j=1}^{p} q_j \eta_k \left\| \mathbf{g}_j^{(t_{c+k})} \right\|^2
\leq 4E \sum_{k=t_c+1}^{t-1} \sum_{j=1}^{p} q_j \eta_k \left\| \mathbf{g}_j^{(k)} \right\|^2,
\] (96)
where $\odot$ is due to $r \leq E$. Finally, Eq. (96) leads to
\[
\sum_{j=1}^{p} q_j \left\| \bar{\mathbf{w}}(t) - \mathbf{w}_j^{(t)} \right\|^2 \leq 4E \sum_{k=t_c+1}^{t-1} \sum_{j=1}^{p} q_j \eta_k \left\| \nabla f_j(\mathbf{w}_j^{(k)}) \right\|^2
\leq 4E \lambda \sum_{k=t_c+1}^{t-1} \eta_k \sum_{j=1}^{p} q_j \left\| \nabla f_j(\mathbf{w}_j^{(k)}) \right\|^2.
\] (97)
as stated in the lemma. Note that $\odot$ follows from upper bound over the weighted gradient diversity $\lambda$. 
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E.4 Proof of Lemma A.4

In this section, we derive the necessary condition we need to impose on learning rate to make sure the bound stated in Lemma A.4 holds. Before establishing the necessary conditions on learning rate, we note that in the statement of lemma since \(c_t\) only affects \(a_t\) and it is independent of \(e_t\) and its co-efficient, we can simply show the statement for \(c_t = 0\) and the final result follows immediately for \(c_t \neq 0\).

To do so, we start by deriving the conditions on learning rate that, for every time instance, allows us to remove the terms involving the coefficients of \(e_k = \|\sum_{j=1}^{p} q_j \nabla f_j(w_j^{(k)})\|^2\) from the upper bound. Recalling the notations \(\Delta = 1 - \mu\eta\) and \(B = 2\eta L^2 E\), we have:

\[
 a_{t+1} \leq \Delta a_t + \frac{\eta}{2} (-1 + L\eta) e_t + 2\eta L^2 E \sum_{k=t+1}^{t-1} \eta^2 e_k \\
\leq (1 - \eta \mu) a_t + B \sum_{k=t+2}^{t-1} \eta^2 e_k \\
= \Delta a_t + B \left( \eta^2 \sum_{k=t+1}^{t-2} e_k + \eta^2 e_{t-1} \right),
\]

(98)

where \(\circ\) follows from the choice of

\[
\eta \leq \frac{1}{\lambda L}.
\]

In what follows we show that the terms multiplied \(B\) can be recursively removed:

\[
a_{t+1} \leq \Delta a_t + B \left( \sum_{k=t+1}^{t-2} \eta^2 e_k + \eta^2 e_{t-1} \right) \\
\leq \Delta \left[ \Delta a_t + \frac{\eta}{2} \left( -1 + \eta \lambda L \right) e_{t-1} + B \left( \sum_{k=t+1}^{t-1} \eta^2 e_k + \eta^2 e_{t-2} \right) \right] + B \left( \sum_{k=t+1}^{t-2} \eta^2 e_k + \eta^2 e_{t-1} \right) \\
= \Delta^2 a_{t-1} + \frac{\eta \Delta}{2} \left[ -1 + \lambda L \eta + \frac{2\eta B}{\Delta} \right] e_{t-1} + (\Delta B + B) \left( \sum_{k=t+1}^{t-3} \eta^2 e_k + \eta^2 e_{t-2} \right),
\]

(100)

Now we bound (100) using condition \(-1 + \lambda L \eta + \frac{2\eta B}{\Delta} \leq 0\) or equivalently

\[
\eta \leq \frac{1}{\lambda L + \frac{2B}{\Delta}},
\]

which gives us the following bound:

\[
\leq \Delta^2 a_{t-1} + \left[ \Delta B + B \right] \left( \sum_{k=t+1}^{t-3} \eta^2 e_k + \eta^2 e_{t-2} \right) \\
\leq \Delta^2 \left[ \Delta a_{t-2} + \frac{\eta}{2} \left( -1 + \lambda L \eta \right) e_{t-2} + B \left( \eta^2 \sum_{k=t+1}^{t-4} e_k + \eta^2 e_{t-3} \right) \right] \\
+ \left[ \Delta B + B \right] \left( \eta^2 \sum_{k=t+1}^{t-3} e_k + \eta^2 e_{t-2} \right) \\
= \Delta^3 a_{t-2} + \frac{\Delta^2 \eta}{2} \left[ -1 + \lambda L \eta + \frac{2\eta B}{\Delta^2} \left( \Delta B + B \right) \right] e_{t-2}
\]
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\[+ \left( \Delta^2 B + \Delta B + B \right) \left( \sum_{k=t+1}^{t-1} \eta^2 e_k + \eta^2 e_{t-3} \right) \]
\[\leq \Delta^3 a_{t-2} + \left( \Delta^2 B + \Delta B + B \right) \left( \eta^2 \sum_{k=t+1}^{t-1} e_k + \eta^2 e_{t-3} \right), \tag{101} \]

where \( \oplus \) follows from \(-1 + \lambda \eta \lambda + \frac{2\eta}{\Delta^2} \left[ \Delta B(E) + B(E) \right] \leq 0 \) or equivalently
\[\eta \leq \frac{1}{L \lambda + \frac{2 B}{\Delta^2} [\Delta + 1]}. \tag{102} \]

By induction on (101) we get:
\[a_{t+1} \leq \Delta^{E-1} a_{t+2} + \frac{\Delta^{E-2} \eta}{2} \left[ -1 + \lambda \eta + \frac{2\eta}{\Delta^{E-2}} \left[ \Delta^{E-3} B + \ldots + \Delta B + B \right] \right] e_{t+2} \]
\[+ \left[ \Delta^{E-2} B + \ldots + \Delta B + B \right] e_{t+1} \]
\[\leq \Delta^{E-1} a_{t+2} + \left[ \Delta^{E-2} B + \ldots + \Delta B + B \right] e_{t+1}, \tag{103} \]

similarly \( \oplus \) follows from the condition
\[-1 + \lambda \eta \lambda + \frac{2\eta}{\Delta^{E-2}} \left[ \Delta^{E-3} B + \ldots + \Delta B + B \right] \leq 0 \]

which gives
\[\eta \leq \frac{1}{L \lambda + \frac{2 B}{\Delta^{E-2}} [\Delta^{E-3} B + \ldots + \Delta B + B]}, \tag{104} \]

Continuing from (103) results in:
\[a_{t+1} \leq \Delta^{E} a_{t+1} + \frac{\Delta^{E-1} \eta}{2} \left[ -1 + \lambda \eta + \frac{2\eta}{\Delta^{E-1}} \left[ \Delta^{E-2} B + \ldots + \Delta B + B \right] \right] e_{t+1} \]
\[\leq \Delta^{E} a_{t+1}, \tag{105} \]

where \( \oplus \) is due to the update rule that \( \bar{w}^{(t+1)} = u_j^{(t+1)} \) for all \( 1 \leq j \leq p \), and \( \ominus \) comes from
\[0 \geq -1 + \lambda \eta \lambda + \frac{2\eta}{\Delta^{E-1}} \left[ \Delta^{E-2} B + \ldots + \Delta B + B \right] \]
\[\tag{106} \]

which simplifies as
\[\eta \leq \frac{1}{\lambda L + \frac{2 B}{\Delta^{E-1}} [\Delta^{E-2} + \ldots + \Delta + 1]}, \tag{107} \]

We note the final condition is tighter than the condition in (99) and implies it.

### E.5 Proof of Lemma A.5

The proof follows from lower bounding the constraint imposed on the learning rate. Specifically, we have:
\[
\frac{1}{L \lambda + \frac{2 B}{\Delta^{E-1}} [\Delta^{E-2} + \ldots + \Delta + 1]} = \frac{1}{L \lambda + \frac{2 B}{\Delta^{E-1}} \frac{1-\Delta^{E-1}}{1-\Delta}},
\]
\[
\|g(t) - \bar{g}(t)\|_2^2 = \frac{1}{L\lambda + \frac{4ML^2\eta}{\Delta^{n-1}} \frac{1}{\mu - \Delta}} - \frac{1}{L\lambda + \frac{4ML^2\eta}{\Delta^{n-1}} \frac{1}{\mu \eta}}
\]

(108)

Therefore, by the choice of learning rate \(\eta\) satisfying:

\[
\eta \leq \frac{1}{\lambda \left( L + \frac{4L\eta}{\Delta^{n-1}} \frac{1}{\mu} \right)}
\]

(109)

which yields to the condition:

\[
\eta \left( L + \frac{4EL^2}{\mu(1 - \mu_\eta)} \right) \leq \frac{1}{\lambda}
\]

(110)

E.6 Proof of Lemma B.2

The following lemma is a middle step in proving Lemma B.2.

Lemma E.2. Under Assumptions 3 and our sampling scheme in Algorithm 1, we have the following variance bound from the averaged stochastic gradient:

\[
E \left[ E_{P_t} \left[ \|\bar{g}(t) - g(t)\|_2^2 \right] \right] \leq \frac{C_1}{K} \sum_{j=1}^{p} q_j \|\nabla f_j(w_j(t))\|^2 + \frac{1}{K} C_2^2
\]

(111)

Proof. We have

\[
E \left[ \|\bar{g}(t) - g(t)\|_2^2 \right] \overset{3}{=} E \left[ \| \frac{1}{K} \sum_{j \in P_t} \bar{g}_j(t) - \frac{1}{K} \sum_{j \in P_t} g_j(t) \|^2 \right]
\]

(112)

\[
= \frac{1}{K^2} E \left[ \sum_{j \in P_t} \left( \| \bar{g}_j(t) - g_j(t) \|^2 + \sum_{i \neq j} \langle \bar{g}_j(t) - g_j(t), \bar{g}_i(t) - g_i(t) \rangle \right) \right]
\]

\[
= \frac{1}{K^2} \sum_{j \in P_t} E_{\xi_j(t) \mid w(t)} \left( \| \bar{g}_j(t) - g_j(t) \|^2 + \sum_{i \neq j} \langle \bar{g}_j(t) - g_j(t), \bar{g}_i(t) - g_i(t) \rangle \right)
\]

(113)

\[
\overset{2}{=} \frac{1}{K^2} \sum_{j \in P_t} C_1 \|g_j(t)\|^2 + \frac{C_2^2}{K}
\]

(114)

where in ① we use the definition of \(\bar{g}^t\) and \(g^t\), in ② we use the fact that mini-batches are chosen in i.i.d. manner at each local machine, and ③ immediately follows from Assumptions 3.

Next, by taking expectation from both sides of (114) with respect to random sampling of devices, we get:

\[
E_{P_t} \left[ E \left[ \|\bar{g}(t) - g(t)\|_2^2 \right] \right] \leq E_{P_t} \left[ \frac{C_1}{K^2} \sum_{j \in P_t} \|g_j(t)\|^2 + \frac{C_2^2}{K} \right]
\]

\[
= \frac{C_1}{K^2} E_{P_t} \left[ \sum_{j \in P_t} \|g_j(t)\|^2 \right] + \frac{C_2^2}{K}
\]
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\[
\mathbb{E}_j \left[ \sum_{j=1}^p q_j \| \mathbf{g}_j^{(t)} \|^2 \right] \triangleq \frac{KC_1}{K^2} \sum_{j=1}^p q_j \| \mathbf{g}_j^{(t)} \|^2 + \frac{C_2^2}{K}
\]

where \( \triangledown \) comes from Fact E.1.

Equipped with Lemma E.2, we now turn to proving Lemma B.2. First we note that the Assumption 3 implies \( \mathbb{E}[\tilde{\mathbf{g}}_j^{(t)}] = \mathbf{g}_j^{(t)} \), from which we have

\[
\mathbb{E} \left[ \| \tilde{\mathbf{g}}^{(t)} \|^2 \right] = \mathbb{E} \left[ \| \mathbf{g}^{(t)} - \mathbb{E}[\mathbf{g}^{(t)}] \|^2 \right] + \| \mathbb{E}[\mathbf{g}^{(t)}] \|^2
\]

\[
= \mathbb{E} \left[ \| \mathbf{g}^{(t)} - \mathbf{g}^{(t)} \|^2 \right] + \| \mathbf{g}^{(t)} \|^2
\]

\[
\leq \frac{C_1}{K^2} \sum_{j \in P_t} \| \mathbf{g}_j^{(t)} \|^2 + \frac{C_2^2}{K} + \frac{1}{K} \sum_{j \in P_t} \| \mathbf{g}_j^{(t)} \|^2
\]

\[
\leq \frac{C_1}{K^2} \sum_{j \in P_t} \| \mathbf{g}_j^{(t)} \|^2 + \frac{C_2^2}{K} + \frac{1}{K} \sum_{j \in P_t} \| \mathbf{g}_j^{(t)} \|^2
\]

\[
= \left( \frac{C_1 + K}{K^2} \right) \sum_{j \in P_t} \| \mathbf{g}_j^{(t)} \|^2 + \frac{C_2^2}{K}
\]

where \( \triangledown \) and \( \triangledown \) follows from the fact that \( \| \sum_{i=1}^m a_i \|^2 \leq m \sum_{i=1}^m \| a_i \|^2 \) where \( a_i \in \mathbb{R}^n \). Applying Fact E.1 on both sides of (15) and using the upper bound over the weighted gradient diversity, \( \lambda \),

\[
\mathbb{E}_{P_t} \mathbb{E} \left[ \| \tilde{\mathbf{g}}^{(t)} \|^2 \right] \leq \lambda \left( \frac{C_1 + K}{K^2} \right) \sum_{j=1}^p q_j \| \mathbf{g}_j^{(t)} \|^2 + \frac{C_2^2}{K}
\]

results in the stated bound.

E.7 Proof of Lemma B.3

Let \( P_t = \{i_1, \ldots, i_K\} \) and \( \mathbf{g}^{(t)} = \frac{1}{K} \sum_{j \in P_t} \tilde{\mathbf{g}}_j^{(t)} \) be the set of sampled machines and average of their local stochastic gradients at \( t \)th iteration, respectively. We have:

\[
-\mathbb{E}_{\{\xi_1^{(t)}, \ldots, \xi_p^{(t)}|w_1^{(t)}, \ldots, w_p^{(t)}\}} \mathbb{E}_{\{i_1, \ldots, i_K\} \in P_t} \left[ \left\langle \nabla \tilde{f}(\tilde{\mathbf{w}}^{(t)}), \tilde{\mathbf{g}}^{(t)} \right\rangle \right]
\]

\[
= -\mathbb{E}_{\{\xi_1^{(t)}, \ldots, \xi_p^{(t)}|w_1^{(t)}, \ldots, w_p^{(t)}\}} \mathbb{E}_{\{i_1, \ldots, i_K\} \in P_t} \left[ \left\langle \nabla \tilde{f}(\tilde{\mathbf{w}}^{(t)}), \frac{1}{K} \sum_{j \in P_t} \tilde{\mathbf{g}}_j^{(t)} \right\rangle \right]
\]

\[
\overset{\triangledown}{=} -\mathbb{E}_{\{i_1, \ldots, i_K\} \in P_t} \mathbb{E}_{\{\xi_1^{(t)}, \ldots, \xi_p^{(t)}|w_1^{(t)}, \ldots, w_p^{(t)}\}} \left[ \left\langle \nabla \tilde{f}(\tilde{\mathbf{w}}^{(t)}), \frac{1}{K} \sum_{j \in P_t} \tilde{\mathbf{g}}_j^{(t)} \right\rangle \right]
\]

\[
= -\left\langle \nabla \tilde{f}(\tilde{\mathbf{w}}^{(t)}), \mathbb{E}_{P_t} \left[ \frac{1}{K} \sum_{j \in P_t} \mathbb{E}_{\xi_j^{(t)}} [\tilde{\mathbf{g}}_j^{(t)}] \right] \right\rangle
\]

\[
= -\left\langle \nabla \tilde{f}(\tilde{\mathbf{w}}^{(t)}), \mathbb{E}_{P_t} \left[ \frac{1}{K} \sum_{j \in P_t} \nabla f_j(w_j^{(t)}) \right] \right\rangle
\]

\[
= -\left\langle \nabla \tilde{f}(\tilde{\mathbf{w}}^{(t)}), \frac{1}{K} \mathbb{E}_{P_t} \left[ \sum_{k=1}^K \nabla f_j(w_{ik}^{(t)}) \right] \right\rangle
\]

\[
\overset{\triangledown}{=} -\left\langle \nabla \tilde{f}(\tilde{\mathbf{w}}^{(t)}), \frac{1}{K} \left[ \sum_{j=1}^p q_j \nabla f_j(w_j^{(t)}) \right] \right\rangle
\]
where \( \mathbb{1} \) is due to the fact that random variables \( \xi^{(t)} \) and \( \mathcal{P}_t \) are independent, since the choice of random mini-batch is independent of whether or not a device is selected randomly, \( \mathbb{2} \) follows from Fact E.1, \( \mathbb{3} \) is due to \( 2\langle \mathbf{a}, \mathbf{b} \rangle = \| \mathbf{a} \|^2 + \| \mathbf{b} \|^2 - \| \mathbf{a} - \mathbf{b} \|^2 \), \( \mathbb{4} \) holds because of convexity of \( \| \cdot \|_2 \), and \( \mathbb{5} \) follows from Assumption 1.

### E.8 Proof of Lemma B.5

Let us set \( t_c \triangleq \lfloor \frac{4}{E} \rfloor E \). Therefore, according to Algorithm 1 we have:

\[
\mathbf{w}^{(t+1)} = \frac{1}{K} \sum_{j \in \mathcal{P}_t} \mathbf{w}^{(t+1)}_j
\]

for \( 1 \leq j \leq p \). Then, the update rule of Algorithm 1, can be rewritten as:

\[
\mathbf{w}_j^{(t)} = \mathbf{w}_j^{(t-1)} - \eta_{t-1} \mathbf{g}_j^{(t-1)} \triangleq \mathbf{w}_j^{(t-2)} - \left[ \eta_{t-2} \mathbf{g}_j^{(t-2)} + \eta_{t-1} \mathbf{g}_j^{(t-1)} \right] = \mathbf{w}^{(t+1)} - \sum_{k=t+1}^{t-1} \eta_k \mathbf{g}_j^{(k)},
\]

where \( \mathbb{1} \) follows from the updating rule. Continuing from (119), we now compute the average model as follows:

\[
\bar{\mathbf{w}}^{(t)} = \mathbf{w}^{(t+1)} - \frac{1}{K} \sum_{j \in \mathcal{P}_t} \sum_{k=t+1}^{t-1} \eta_k \mathbf{g}_j^{(k)}.
\]

First, without loss of generality, suppose \( t = t_c + r \) where \( r \) denotes the indices of local updates. We note that for \( t_c + 1 < t \leq t_c + E \), \( \mathbb{E}_t \| \mathbf{w}^{(t)} - \mathbf{w}^{(t)}_j \|^2 \) does not depend on time \( t \leq t_c \) for \( 1 \leq j \leq p \).

We bound the term \( \mathbb{E}_t \| \mathbf{w}^{(t)} - \mathbf{w}^{(t)}_j \|^2 \) for \( t_c + 1 \leq t = t_c + r \leq t_c + E \) in three steps: 1) We first relate this quantity to the variance between stochastic gradient and full gradient, 2) We use Assumption 1 on unbiased estimation and i.i.d sampling, 3) We use Assumption 3 to bound the final terms.

**Step 1: Relating to variance**

\[
\mathbb{E}_t \left[ \| \mathbf{w}^{(t+r)} - \mathbf{w}^{(t+r)}_j \|^2 \right] = \mathbb{E}_t \left[ \| \bar{\mathbf{w}}^{(t+1)} - \left( \sum_{k=t+1}^{t-1} \eta_k \mathbf{g}^{(k)}_l \right) - \mathbf{w}^{(t+1)} + \left( \frac{1}{K} \sum_{j \in \mathcal{P}_t} \sum_{k=t+1}^{t-1} \eta_k \mathbf{g}^{(k)}_j \right) \|^2 \right]
\]

\[
\triangleq \mathbb{E}_t \left[ \left\| \sum_{k=1}^{r} \eta_{t_c+k} \mathbf{g}^{(t_c+k)}_l - \frac{1}{K} \sum_{j \in \mathcal{P}_t} \sum_{k=1}^{r} \eta_{t_c+k} \mathbf{g}^{(t_c+k)}_j \right\|^2 \right]
\]
\begin{align}
\leq & \ 2 \left[ \mathbb{E} \left[ \left\| \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right\|^2 \right] + \mathbb{E} \left[ \left\| \frac{1}{K} \sum_{j=1}^{r} \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \right] \right] \\
= & \ 2 \left[ \mathbb{E} \left[ \left\| \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right\|^2 \right] - \mathbb{E} \left[ \left\| \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \right] + \mathbb{E} \left[ \left\| \frac{1}{K} \sum_{j=1}^{r} \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \right] \right] \\
& + 2 \mathbb{E} \left[ \left\| \frac{1}{K} \sum_{j=1}^{r} \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \right] + \mathbb{E} \left[ \left\| \mathbf{g}_{(t+c)^{k}} \right\|^2 \right] + \mathbb{E} \left[ \left\| \frac{1}{K} \sum_{j=1}^{r} \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \right] \\
\leq & \ 2 \left[ \mathbb{E} \left[ \left\| \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right\|^2 \right] + \sum_{w \neq z \neq v} \left\| \mathbf{g}_{(t+c)^{k}} \right\|^2 \right] + \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right\|^2 \right] \\
& + \frac{1}{K^2} \sum_{j=1}^{r} \sum_{k=1}^{r} \left\| \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \\
& \leq \ 2 \left( \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right) + \frac{1}{K^2} \sum_{j=1}^{r} \sum_{k=1}^{r} \left\| \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \\
& \leq \ 2 \left( \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right) + \frac{1}{K^2} \sum_{j=1}^{r} \sum_{k=1}^{r} \left\| \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \\
& = 2 \left( \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right) + \frac{1}{K^2} \sum_{j=1}^{r} \sum_{k=1}^{r} \left\| \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \\
& \leq \ 2 \left( \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right) + \frac{1}{K^2} \sum_{j=1}^{r} \sum_{k=1}^{r} \left\| \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2
\end{align}

where (i) holds because $t = t_c + r \leq t_c + E$, (ii) is due to $\|a - b\|_2 \leq 2(\|a\|_2 + \|b\|_2)$, (iii) comes from $\mathbb{E}[w^2] = \mathbb{E}[(w - \mathbb{E}[w])^2] + \mathbb{E}[w]^2$, (iv) comes from unbiased estimation Assumption 1.

Step 2: Local unbiased estimation and i.i.d. sampling

\begin{align}
= & \ 2 \left( \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right) + \frac{1}{K^2} \sum_{j=1}^{r} \sum_{k=1}^{r} \left\| \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \\
& \leq \ 2 \left( \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right) + \frac{1}{K^2} \sum_{j=1}^{r} \sum_{k=1}^{r} \left\| \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2 \\
& = 2 \left( \sum_{k=1}^{r} \eta_{t+c} \mathbf{g}_{(t+c)^{k}} \right) + \frac{1}{K^2} \sum_{j=1}^{r} \sum_{k=1}^{r} \left\| \mathbf{g}_{j}^{(t+c)^{k}} \right\|^2
\end{align}

(\textcopyright) is due to independent mini-batch sampling as well as unbiased estimation assumption over individual local
deriving the conditions on the learning rate that allows us to make the coefficients upper bound.

**E.9 Proof of Lemma B.6**

Now by applying Fact E.1 on both sides of Eq. (125) and using the upper bound over the weighted gradient diversity the proof is concluded.

**E.9 Proof of Lemma B.6**

We start by deriving the conditions on the learning rate that allows us to make the coefficients $D_t$ and $B_t$ negative and consequently cancel out the contribution of the terms including $\| \sum_{j=1}^{p} g_j \nabla f_j(w^{(t)}) \|^2$ from upper bound.
Remark 11. Before proceeding to the proof, note that in this Lemma since \( c_t \) only influences \( a_t \) and is independent from the \( e_t \) and its co-efficient, if Lemma holds for \( c_t = 0 \), it will hold also for the case of \( c_t \neq 0 \). Therefore, without loss of generality we prove this Lemma for the case of \( c_t = 0 \).

We have:

\[
a_{t+1} \leq (1 - \mu \eta_t) a_t + \frac{\eta_t}{2} (-1 + D \eta_t) e_t + B_t \sum_{k=t+1}^{t-1} \eta^2_k e_k, \tag{126}
\]

Now we can derive the first condition over learning rate where the bound in (126) reduces to:

\[
\leq (1 - \eta_t \mu) a_t + B_t \sum_{k=t+1}^{t-1} \eta^2_k e_k
\]

\[
= (1 - \eta_t \mu) a_t + B_t \left( \sum_{k=t+1}^{t-1} \eta^2_k e_k + \eta^2_{t-1} e_{t-1} \right), \tag{127}
\]

where \( \otimes \) follows from \( \Delta_t \triangleq 1 - \mu \eta_t \) and the choice of

\[
\eta_t \leq \frac{1}{D}; \tag{128}
\]

With this notation in mind, we continue from (127) as follows:

\[
a_{t+1} \leq \Delta_t a_t + B_t \left( \sum_{k=t+1}^{t-1} \eta^2_k e_k + \eta^2_{t-1} e_{t-1} \right)
\]

\[
\leq \Delta_t \left[ \Delta_{t-1} a_{t-1} + \frac{\eta_{t-1}}{2} (-1 + \eta_{t-1} D) e_{t-1} + B_{t-1} \left( \sum_{k=t+1}^{t-2} \eta^2_k e_k + \eta^2_{t-2} e_{t-2} \right) \right] + B_t \left( \sum_{k=t+1}^{t-2} \eta^2_k e_k + \eta^2_{t-1} e_{t-1} \right)
\]

\[
= \Delta_t \Delta_{t-1} a_{t-1} + \frac{\eta_{t-1} \Delta_t}{2} \left[ -1 + D \eta_{t-1} + \frac{2C \eta_{t-1} B_t}{\Delta_t} \right] e_{t-1} + (\Delta_t B_{t-1} + B_t) \left( \sum_{k=t+1}^{t-2} \eta^2_k e_k + \eta^2_{t-2} e_{t-2} \right), \tag{129}
\]

Now the bound in (129) under condition \(-1 + D \eta_{t-1} + \frac{2\eta_{t-1} B_t}{\Delta_t} \leq 0 \) or equivalently

\[
\eta_{t-1} \leq \frac{1}{D + 2 \frac{B_t}{\Delta_t}},
\]

gives us the following bound:

\[
\leq \Delta_t \Delta_{t-1} a_{t-1} + (\Delta_t B_{t-1} + B_t) \left( \sum_{k=t+1}^{t-2} \eta^2_k e_k + \eta^2_{t-2} e_{t-2} \right)
\]

\[
\leq \Delta_t \Delta_{t-1} \left[ \Delta_{t-2} a_{t-2} + \frac{\eta_{t-2}}{2} \left[ -1 + D \eta_{t-2} \right] e_{t-2} + B_{t-2} \left( \sum_{k=t+1}^{t-3} \eta^2_k e_k + \eta^2_{t-3} e_{t-3} \right) \right]
\]

\[
+ (\Delta_t B_{t-1} + B_t) \left( \sum_{k=t+1}^{t-2} \eta^2_k e_k + \eta^2_{t-2} e_{t-2} \right)
\]

\[
= \Delta_t \Delta_{t-1} \Delta_{t-2} a_{t-2} + \frac{\Delta_t \Delta_{t-1} \eta_{t-2}}{2} \left[ -1 + D \eta_{t-2} + \frac{2\eta_{t-2}}{\Delta_t \Delta_{t-1}} \left[ \Delta_t B_{t-1} + B_t \right] \right] e_{t-2}
\]
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which leads to

\[
0 \geq -1 + D\eta_{t-2} + \frac{2\eta_{t-2}}{\Delta_i\Delta_i\Delta_i} [\Delta_i B_{t-1} + B_t]
\]

where \(\Delta_i\) follows from 

\[
\eta_{t-2} \leq \frac{1}{D + \frac{2}{\Delta_i\Delta_i\Delta_i} [\Delta_i B_{t-1} + B_t]}
\]

By induction on (130) we get:

\[
a_{t+1} \leq \Pi^t_{i=t_c+1} \Delta_i a_{t_c+1} + \frac{\Pi^t_{i=t_c+2} \Delta_i \eta_{t_c+1}}{2} \left[ -1 + D\eta_{t_c+1} + \frac{2\eta_{t_c+1}}{\Pi^t_{i=t_c+2} \Delta_i} [\Pi^t_{i=t_c+3} \Delta_i B_{t_c+2} + \ldots + \Delta_i B_{t-1} + B_t] \right]
\]

where \(\Delta_i\) follows from

\[
0 \geq -1 + D\eta_{t_c+1} + \frac{2\eta_{t_c+1}}{\Pi^t_{i=t_c+2} \Delta_i} [\Pi^t_{i=t_c+3} \Delta_i B_{t_c+2} + \ldots + \Delta_i B_{t-1} + B_t]
\]

which leads to

\[
\eta_{t_c+1} \leq \frac{1}{D + \frac{2}{\Pi^t_{i=t_c+2} \Delta_i} [\Pi^t_{i=t_c+3} \Delta_i B_{t_c+2} + \ldots + \Delta_i B_{t-1} + B_t]}
\]

E.10 Proof of Lemma B.7

Before proceeding to the proof of next Lemma, according to the condition derived in Lemma B.6, we would like to highlight the fact that

\[
\frac{1}{\lambda L(C_1 + K)} \leq \frac{1}{\lambda L(C_1 + K) + \frac{2K B_t}{\Delta_i}}
\]

Therefore, for the proof of Lemma B.7, we focus on the minimum quantity of term

\[
\frac{1}{\lambda L(C_1 + K) + \frac{2K}{\Pi^t_{i=t_c+2} \Delta_i} [\Pi^t_{i=t_c+3} \Delta_i B_{t_c+2} + \ldots + \Delta_i B_{t-1} + B_t]}
\]

In the following, we show that the imposed conditions on the learning rate are satisfied for all of the iterations. We use some properties over the learning rate related quantities as follows:

1) \(\eta_{t_1} > \eta_{t_2}\) if \(t_1 < t_2\).

2) \(\Delta_{t_1} < \Delta_{t_2}\) if \(t_1 < t_2\).
3) \( B_{t_1} > B_{t_2} \) if \( t_1 < t_2 \).

Using these properties, we have:

\[
\begin{align*}
&\frac{1}{\lambda L(C_1 + K) + \frac{2K}{\Pi_{i=t_e+2}^{c+2} \Delta_i} [\Pi_{i=t_e+3}^{c+1} \Delta_i B_{t_e+2} + \ldots + \Delta_i B_{t_e-1} + B_t]} \\
&\geq \frac{1}{\lambda L(C_1 + K) + \frac{2K}{\Pi_{i=t_e+2}^{c+2} \Delta_i} B_1 [\Pi_{i=t_e+3}^{c+1} \Delta_i + \ldots + \Delta_i + 1]} \\
&= \frac{1}{\lambda L(C_1 + K) + \frac{2K}{\Pi_{i=t_e+2}^{c+2} \Delta_i} B_1 [\Pi_{i=t_e+3}^{c+1} \Delta_t + \ldots + \Delta_T + 1]} \\
&\geq \frac{1}{\lambda L(C_1 + K) + \frac{2K}{\Pi_{i=t_e+2}^{c+2} \Delta_i} B_1 [\Delta_T^{E-2} + \ldots + \Delta_T + 1]} \\
&\geq \frac{1}{\lambda L(C_1 + K) + \frac{2K}{\Delta_T} B_1 [E - 1]}
\end{align*}
\]

\(^1\) is due to item (3), \(^2\) follows from property item (2) and finally \(^3\) holds because of property item (2), \(^4\) follows from \( t - (t_e + 3) \leq E - 2 \), and \(^5\) follows from \( \Delta_T \leq 1 \).

Next, we show that for the choice of \( a = \alpha E + 4 \) where \( \exp(-\frac{2}{\alpha}) < \kappa \sqrt{192\lambda \left( \frac{K+1}{K} \right)} \) the conditions hold.

To this end, we have

\[
\eta_t = \frac{4}{\mu(t + a)} \\
\leq \eta_t \\
\leq \frac{1}{\lambda L(C_1 + K) + \frac{2K}{\Delta_t} B_1 [E - 1]} \\
= \Delta_t^{E-1} \lambda L(C_1 + K) + 2KB_1 [E - 1] \\
= (\frac{1}{\alpha + 1})^{E-1} L(C_1 + K) + 2KB_1 [E - 1] \\
= (\frac{1}{\alpha + 1})^{E-1} \lambda L(C_1 + K) + 2K \left( \frac{4L^2 (K+1)(C_1+E)}{\mu K (a+1)} \right) (E - 1) \\
= (a - 3)^{E-1} \lambda L(C_1 + K) + (\frac{K+1}{K}) \frac{8M^2}{\mu} (C_1 (E - 1) + (E - 1)E)(a + 1)^{E-2},
\]

From (136), we have:

\[
4\lambda(a - 3)^{E-1} L(C_1 + K) + \alpha \frac{32L^2}{\mu} \left( \frac{K+1}{K} \right) (C_1 (E - 1) + (E - 1)E)(a + 1)^{E-2} \\
\leq \frac{192\lambda L^2}{\mu^2} \left( \frac{K+1}{K} \right) (E - 1)E(a + 1)^{E-2}
\]
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\[ \leq \mu [(t + a)(a - 3)](a - 3)^{E-2}, \quad (137) \]

where \( \alpha \) follows from the fact that \((a - 3)^{E-1} L(C_1 + K) \leq \frac{16L^2}{\mu} E(E - 1)(a + 1)^{E-2} \) and \( \frac{32L^2}{\mu} C_1 \left( \frac{K+1}{K} \right) (E - 1)(a + 1)^{E-2} \leq \left( \frac{K+1}{K} \right) \frac{64L^2}{\mu} (E - 1)^2 (a + 1)^{E-2} \).

Letting \( a = \alpha E + 4 \) and to analyze the worse case set \( t = 1 \) in inequality (137) which leads to the following condition:

\[ \frac{\alpha^2 E^2 + 6\alpha E + 5}{192\lambda \left( \frac{K+1}{K} \right) \frac{L}{\mu} E(E - 1)} \leq \left( \frac{a + 1}{a - 3} \right)^{E-2} \]
\[ = \left( 1 + \frac{4}{a - 3} \right)^{E-2} \]
\[ = \left( 1 + \frac{4}{\alpha E + 4 - 3} \right)^{E-2} \]
\[ \leq e^{\frac{4E-2}{\alpha E + 4}} \]
\[ \leq e^{\frac{a}{\alpha}}, \quad (138) \]

where \( \alpha \) follows from the property that \( \frac{E-2}{\alpha E + 1} \) is non-decreasing with respect to \( E \). From (138) we get our condition over \( \alpha \) as follows:

\[ \left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2 \right) E^2 - \left( \lambda \left( \frac{K+1}{K} \right) 192\lambda^2 e^{\frac{a}{\alpha^2}} + 6\alpha \right) E - 5 \geq 0 \quad (139) \]

which implies first \( \frac{\alpha}{e^{\frac{a}{\alpha}}} \leq \kappa \sqrt{192\lambda \left( \frac{K+1}{K} \right)} \) and second

\[ E \geq \frac{\left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} + 6\alpha \right) + \sqrt{\left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} + 6\alpha \right)^2 + 20 \left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2 \right)}}{2 \left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2 \right)} \quad (140) \]

which holds for \( a = \alpha E + 4 \) and \( E = O \left( \frac{E^2}{K^2} \right) \). Note that using the inequality \( \sqrt{a^2 + b^2} \leq a + \sqrt{b} \) we can upper bound right-hand side of (140) by

\[ \frac{\left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} + 6\alpha \right) + \sqrt{\left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} + 6\alpha \right)^2 + 20 \left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2 \right)}}{2 \left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2 \right)} \]
\[ \leq \frac{2 \left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} + 6\alpha \right) + \sqrt{20 \left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2 \right)}}{2 \left( \lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2 \right)} \]
\[ = 1 + \frac{\alpha^2 + 6\alpha}{\lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2} + \frac{\sqrt{5}}{\lambda \left( \frac{K+1}{K} \right) 192\kappa^2 e^{\frac{a}{\alpha^2}} - a^2} \quad (142) \]

### E.11 Proof of Lemmas B.8

Now letting \( \zeta(t) \triangleq E[f(\tilde{w}^{(t)} - f^*)] \) and multiplying both sides of (63) with \((t + b + 1)^2\) we get:

\[ \zeta(t + 1) \leq \Delta_t \zeta(t) + c_t \quad (143) \]
Next, by defining \( z_t \triangleq (t + a)^2 \) similar to [31], we have
\[
\Delta_t \frac{z_t}{\eta_t} = \frac{(1 - \mu \eta_t) \mu (t + a)^3}{4} = \frac{\mu (a + t - 4)(a + t)^2}{4} \leq \frac{\mu (a + t - 1)^3}{4} = \frac{z_{t-1}}{\eta_{t-1}} \tag{144}
\]

Now by multiplying both sides of (145) with \( \frac{z_t}{\eta_t} \) we have:
\[
\frac{z_t}{\eta_t} \zeta(t + 1) \leq \zeta(t) \Delta_t \frac{z_t}{\eta_t} + \frac{z_t c_t}{\eta_t} \tag{145}
\]
where \( \triangleq \) follows from (144). Next iterating over (145) leads to the following bound:
\[
\zeta(T) \frac{z_T}{\eta_T} \leq (1 - \mu \eta_0) \frac{z_0}{\eta_0} \zeta(0) + \sum_{k=0}^{T-1} \frac{z_k}{\eta_k} c_k \tag{146}
\]

Final step in proof is to bound \( \sum_{k=0}^{T-1} \frac{z_k}{\eta_k} c_k \) as follows:
\[
\sum_{k=0}^{T-1} \frac{z_k}{\eta_k} c_k = \mu \sum_{k=0}^{T-1} (k + a)^3 \left( \frac{L \eta_k^2 \sigma^2}{2pB} + \frac{\eta_k L^2}{p} \left( \sum_{k=\eta_{t+1}}^{k-1} \eta_k^2 \frac{(p + 1) \sigma^2}{pB} \right) \right)
\]
\[
\leq \frac{\mu}{4} \sum_{k=0}^{T-1} (k + a)^3 \left( \frac{L \eta_k^2 \sigma^2}{2pB} + \frac{\eta_k L^2}{p} \eta_k^2 \left( \frac{1}{\eta_k E} \right) \left( E - 1 \right) \right) \frac{(p + 1) \sigma^2}{b} \frac{p}{p} \tag{147}
\]
\( \triangleq \) is due to fact that \( \eta_t \) is non-increasing.
Next we bound two terms in (147) as follows:
\[
\sum_{k=0}^{T-1} (k + a)^3 \eta_k^2 = \sum_{k=0}^{T-1} (k + a)^3 \frac{16}{\mu^2 (k + a)^2} = \frac{16}{\mu^2} \sum_{k=0}^{T-1} (k + a) = \frac{16}{\mu^2} \left( \frac{T(T - 1)}{2} + aT \right) \leq \frac{8T(T + 2a)}{\mu^2}, \tag{148}
\]
and similarly we have:
\[
\sum_{k=0}^{T-1} (k + a)^3 \eta_k^2 \left( \frac{1}{\eta_{k+1} E} \right) \leq \frac{64}{\mu^3} \sum_{k=0}^{T-1} (k + a)^3 \left( \frac{1}{k + a} \right)^2 \left( \frac{1}{\eta_k E + a} \right)^2 \leq \frac{64}{\mu^3} \sum_{k=0}^{T-1} \left( \frac{k + a}{k + a} \right)^2 \tag{149}
\]
where \(\oplus\) follows from \(\frac{k}{E}a \geq |k + a|\) and \(\ominus\) comes from the fact that \(\frac{n}{[n]} \leq 2\) for any integer \(n > 0\).

Now, we get:

\[
\sum_{k=0}^{T-1} \frac{z_k}{\eta_k} c_{k-1}(k) \leq \frac{L\sigma^2\mu}{8pB} \frac{8T(T + 2a)}{\mu^2} + \frac{L^2\delta^2}{4\rho^2} \frac{(256 \sigma^2 T)}{\mu^3 T}
\]

\[
= \frac{L\sigma^2 T(T + 2a)}{pB\mu} + \frac{64L^2\sigma^2 T(E - 1)}{pB\mu^2}
\]

\[
= \frac{\kappa\sigma^2 T(T + 2a)}{pB} + \frac{64\kappa\sigma^2 T(E - 1)}{pB}, \quad (150)
\]

Then, the upper bound becomes as follows:

\[
\zeta(T)^{\frac{2T-1}{\eta T-1}} = \mathbb{E}[f(\bar{w}^{(t)}) - f^*] \frac{\mu(T + a)^3}{4}
\]

\[
\leq (1 - \mu_0)^{\frac{2T-1}{\eta T-1}} \zeta(0) + \sum_{k=0}^{T-1} \frac{\eta_k}{\eta_k} z_k c_k
\]

\[
\leq (1 - \mu_0)^{\frac{2a}{\eta_0}} \zeta(0) + \frac{\kappa\sigma^2 T(T + 2a)}{pB} + \frac{64\kappa\sigma^2 T(E - 1)}{pB}
\]

\[
\leq \mu_0 \frac{a^3}{(T + a)^3} \mathbb{E}[f(\bar{w}^{(0)}) - f^*] + \frac{4\kappa\sigma^2 T(T + 2a)}{\mu_0 pB(T + a)^3} + \frac{256\kappa\sigma^2 T(E - 1)}{\mu_0 pB(T + a)^3}. \quad (151)
\]

Finally, from (151) we conclude:

\[
\mathbb{E}[f(\bar{w}^{(t)}) - f^*] \leq \frac{a^3}{(T + a)^3} \mathbb{E}[f(\bar{w}^{(0)}) - f^*] + \frac{4\kappa\sigma^2 T(T + 2a)}{\mu_0 pB(T + a)^3} + \frac{256\kappa\sigma^2 T(E - 1)}{\mu_0 pB(T + a)^3} \quad (152)
\]

**E.12 Proof of Lemma C.1**

Recalling \(t_c \triangleq \frac{1}{E} E\) and \(\bar{w}^{(t_c+1)} = \frac{1}{K} \sum_{j \in P_t} w_j^{(t_c+1)}\), the local solution at \(j\)th machine at any particular iteration \(t > t_c\) can be written as:

\[
w_j^{(t)} = w_j^{(t-1)} - \eta \bar{g}_j^{(t-1)} \overset{\ominus}{=} w_j^{(t-1)} - \left[\eta \bar{g}_j^{(t-2)} + \eta \bar{g}_j^{(t-1)}\right] = w_j^{(t_c+1)} - \sum_{k=t_c+1}^{t-1} \eta \bar{g}_j^{(k)}, \quad (153)
\]

where \(\oplus\) follows from the update rule of local solutions. Now, from (153) we compute the average virtual model at \(t\)th iteration as follows:

\[
\bar{w}^{(t)} = \bar{w}^{(t_c+1)} - \frac{1}{K} \sum_{j \in P_t} \sum_{k=t_c+1}^{t-1} \eta \bar{g}_j^{(k)} \quad (154)
\]

First, without loss of generality, suppose \(t = s_t E + r\) where \(s_t\) and \(r\) denotes the indices of communication round and local updates, respectively.

Next consider that for \(t_c + 1 < t \leq t_c + E\), \(\mathbb{E}_t ||\bar{w}^{(t)} - w_j^{(t)}||^2\) does not depend on time \(t \leq t_c\) for \(1 \leq j \leq p\).

Therefore, for all iterations \(0 \leq t \leq T - 1\) we can write:

\[
\frac{1}{T} \sum_{t=0}^{T-1} \sum_{j=1}^{p} \mathbb{E}_t ||\bar{w}^{(t)} - w_j^{(t)}||^2 = \frac{1}{T} \sum_{s_t=0}^{T-1-1} \sum_{r=1}^{E} \sum_{j=1}^{p} \mathbb{E}_t ||\bar{w}^{(s_t E + r)} - w_j^{(s_t E + r)}||^2 \quad (155)
\]
Step 2: Relating to variance

\[
E\|\tilde{w}^{(s_tE+r)} - w_t^{(s_tE+r)}\|^2 = E\|\tilde{w}^{(t_{c+1})} - \tilde{w}^{(t_{c+1})} + \frac{1}{K} \sum_{j \in P_t} \sum_{s_k = 1}^{t_{c+1}} \eta_{g_i}^{(s_kE+k)}\|^2
\]

\[
= E\|\sum_{k=1}^{r} \eta_{g_i}^{(s_tE+k)} - \frac{1}{K} \sum_{j \in P_t} \sum_{s_k=1}^{r} \eta_{g_j}^{(s_tE+k)}\|^2 \\
\leq 2 \left[ E\|\sum_{k=1}^{r} \eta_{g_i}^{(s_tE+k)}\|^2 + E\|\frac{1}{K} \sum_{j \in P_t} \sum_{s_k=1}^{r} \eta_{g_j}^{(s_tE+k)}\|^2 \right] \\
= 2 \left[ E\|\sum_{k=1}^{r} \eta_{g_i}^{(s_tE+k)}\|^2 - E\left[ \sum_{k=1}^{r} \eta_{g_i}^{(s_tE+k)}\right]\|^2 + \|E\left[ \sum_{k=1}^{r} \eta_{g_i}^{(s_tE+k)}\right]\|^2 \\
+ \|E\left[ \frac{1}{K} \sum_{j \in P_t} \sum_{s_k=1}^{r} \eta_{g_j}^{(s_tE+k)}\right]\|^2 \right]
\]

where \(1\) holds because \(t = s_tE + r \leq t_{c} + E\), \(2\) is due to \(|a - b|^2 \leq 2(|a|^2 + |b|^2)\), \(3\) comes from \(E[w^2] = E[|w - E[w]|^2] + E[w]^2\), \(4\) comes from unbiased estimation Assumption 1.

Step 2: Unbiased estimation and i.i.d. sampling

\[
= 2E\left[ \sum_{k=1}^{r} \eta^2 \|g_i^{(s_tE+k)} - g_i^{(s_tE+k)}\|^2 \\
+ \sum_{w \neq z \neq v \neq w} \left\langle \eta_{g_i}^{(w)} - \eta_{g_i}^{(w)}, \eta_{g_v}^{(z)} - \eta_{g_v}^{(z)} \right\rangle + \|\sum_{k=1}^{r} \eta_{g_i}^{(s_tE+k)}\|^2 \\
+ \frac{1}{K^2} \sum_{k=1}^{r} \|g_i^{(s_tE+k)} - g_i^{(s_tE+k)}\|^2 \\
+ \frac{1}{K^2} \sum_{w \neq z \neq v \neq w} \left\langle \eta_{g_v}^{(w)} - \eta_{g_v}^{(w)}, \eta_{g_v}^{(z)} - \eta_{g_v}^{(z)} \right\rangle + \frac{1}{K} \sum_{j \in P_t} \sum_{s_k=1}^{r} \eta_{g_j}^{(s_tE+k)}\|^2 \right] \]

\[
= 2E\left[ \sum_{k=1}^{r} \eta^2 \|g_i^{(s_tE+k)} - g_i^{(s_tE+k)}\|^2 + \|\sum_{k=1}^{r} \eta_{g_i}^{(s_tE+k)}\|^2 \right]
\]
where

Now taking expectation over the random selection of workers of (158), we obtain:

\[
\begin{align*}
& \frac{1}{K^2} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} - \mathbf{g}_j \|^2 + \frac{1}{K} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \\
\leq & \ 2 \mathbb{E} \left( \sum_{k=1}^r \eta^2 \| \mathbf{g}_i^{(s_t E + k)} - \mathbf{g}_i \|^2 + \frac{1}{K} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \right) \\
& + \frac{1}{K^2} \sum_{j \in P_t} \sum_{k=1}^r \| \mathbf{g}_j^{(s_t E + k)} - \mathbf{g}_j \|^2 + \frac{1}{K} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \\
= & \ 2 \left( \sum_{k=1}^r \eta^2 \mathbb{E} \| \mathbf{g}_i^{(s_t E + k)} - \mathbf{g}_i \|^2 + \frac{1}{K} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \right) \\
& + \frac{1}{K^2} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \mathbb{E} \| \mathbf{g}_j^{(s_t E + k)} - \mathbf{g}_j \|^2 + \frac{1}{K} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2, \tag{157}
\end{align*}
\]

\( \bigcirc \) is due to independent mini-batch sampling as well as unbiased estimation assumption, and \( \bigcirc \) follows from inequality \( \sum_{i=1}^m a_i \|^2 \leq m \sum_{i=1}^m \| a_i \|^2 \).

**Step 3: Using Assumption 3**

Next step is to bound the terms in (157) using Assumption 3 as follow:

\[
\begin{align*}
\mathbb{E} \| \mathbf{w}^{(t)} - \mathbf{w}_t^{(t)} \|^2 & \leq 2 \left( \sum_{k=1}^r \eta^2 \left( \| \mathbf{C}_i \| \mathbf{g}_i^{(s_t E + k)} \right) \|^2 + \frac{\sigma^2}{B} \right) + r \sum_{k=1}^r \eta^2 \| \mathbf{g}_i^{(s_t E + k)} \|^2 \\
& + \frac{1}{K^2} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \left( \| \mathbf{C}_j^{(s_t E + k)} \right) \|^2 + \frac{\sigma^2}{B} + r \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \\
= & \ 2 \left( \sum_{k=1}^r \eta^2 \mathbb{E} \| \mathbf{g}_i^{(s_t E + k)} \|^2 + \frac{\sigma^2}{B} \right) + r \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \\
& + \frac{1}{K^2} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \mathbb{E} \| \mathbf{g}_j^{(s_t E + k)} - \mathbf{g}_j \|^2 + \frac{1}{K} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2, \tag{158}
\end{align*}
\]

Now taking expectation over the random selection of workers of (158), we obtain:

\[
\begin{align*}
\mathbb{E}_{P_t} \left[ \mathbb{E} \| \mathbf{w}^{(t)} - \mathbf{w}_t^{(t)} \|^2 \right] & \leq 2 \mathbb{E}_{P_t} \left( \sum_{k=1}^r \eta^2 \mathbb{E} \| \mathbf{g}_i^{(s_t E + k)} \|^2 + \frac{\sigma^2}{B} \right) + r \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \\
& + \frac{1}{K^2} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \mathbb{E} \| \mathbf{g}_j^{(s_t E + k)} \|^2 + \frac{\sigma^2}{B} + r \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \\
\overset{\bigcirc}{=} & \ 2 \left( \sum_{k=1}^r \eta^2 \mathbb{E} \| \mathbf{g}_i^{(s_t E + k)} \|^2 + \frac{\sigma^2}{B} \right) + r \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2 \\
& + \frac{1}{K^2} K \sum_{j=1}^p \eta_j \sum_{k=1}^r \eta^2 \mathbb{E} \| \mathbf{g}_j^{(s_t E + k)} \|^2 + \frac{1}{K} \sum_{j \in P_t} \sum_{k=1}^r \eta^2 \| \mathbf{g}_j^{(s_t E + k)} \|^2, \tag{159}
\end{align*}
\]

where \( \bigcirc \) comes from applying Fact E.1. Now, we upper bound \( \sum_{j=1}^p \eta_j \mathbb{E}_{P_t} \left[ \mathbb{E} \| \mathbf{w}^{(t)} - \mathbf{w}_j^{(t)} \| \right] \) using
as follows:

\[
\sum_{r=1}^{E} \sum_{t=1}^{p} q_{j} E_{p_{r}} \left[ \mathbb{E} \| \mathbf{w}_{(s_{t} E + k)} - \mathbf{w}_{j}^{(s_{t} E + k)} \| \right] \leq 2 \sum_{t=1}^{r} \sum_{k=1}^{p} q_{j} \left( \sum_{t=1}^{r} \eta_{q} C_{1} \| \mathbf{g}_{i}^{(s_{t} E + k)} \|^2 + \sum_{t=1}^{r} \eta_{q} \frac{\sigma_2}{B} + \sum_{t=1}^{r} \eta_{q} \frac{\sigma_2}{KB} \right) + \frac{1}{K^2} \sum_{j=1}^{E} q_{j} \sum_{k=1}^{p} \eta_{q} C_{1} \| \mathbf{g}_{j}^{(s_{t} E + k)} \|^2 + \frac{K}{K^2} \sum_{q=1}^{p} q_{j} \sum_{k=1}^{E} \eta_{q} \| \mathbf{g}_{j} \|^2 \]

\[
= 2 \eta_{q} \sum_{t=1}^{r} \sum_{k=1}^{p} q_{j} \| \mathbf{g}_{j}^{(s_{t} E + k)} \|^2 + \frac{E(E + 1) \sigma_2}{2B} + \frac{E(E + 1) \sigma_2}{2KB} + \frac{E(E + 1) \sigma_2}{2K} \sum_{q=1}^{p} q_{j} \sum_{k=1}^{E} \| \mathbf{g}_{j} \|^2 \]

\[
\leq 2 \eta_{q} \left( \sum_{k=1}^{E} C_{1} \sum_{t=1}^{p} q_{j} \| \mathbf{g}_{j}^{(s_{t} E + k)} \|^2 + \frac{E(E + 1) \sigma_2}{2B} \right) + \frac{E(E + 1) \sigma_2}{2KB} + \frac{E(E + 1) \sigma_2}{2K} \sum_{q=1}^{p} q_{j} \sum_{k=1}^{E} \| \mathbf{g}_{j} \|^2 \]

\[
= \frac{\eta_{q}^2 (K + 1)}{K} \left( \left( 2C_{1} + E(E + 1) \right) \sum_{k=1}^{E} q_{j} \| \mathbf{g}_{j}^{(s_{t} E + k)} \|^2 + \frac{E(E + 1) \sigma_2}{B} \right).\]

where \( \odot \) follows from the fact that the terms \( \| \mathbf{g}_{j} \|^2 \) are positive.

Finally, taking summation over communication periods in (163) gives:

\[
\sum_{s_{t}=0}^{(T-1)/E-1} \sum_{r=1}^{E} \sum_{t=1}^{p} q_{j} E_{p_{r}} \left[ \mathbb{E} \| \mathbf{w}_{(s_{t} E + k)} - \mathbf{w}_{j}^{(s_{t} E + k)} \| \right] \leq \frac{\eta_{q}^2 (K + 1)}{K} \left( \left( 2C_{1} + E(E + 1) \right) \sum_{s_{t}=0}^{(T-1)/E-1} \sum_{k=1}^{E} q_{j} \| \mathbf{g}_{j}^{(s_{t} E + k)} \|^2 \right) + \frac{T(E + 1) \sigma_2}{2B} + \frac{T(E + 1) \sigma_2}{2KB} \sum_{q=1}^{p} q_{j} \sum_{k=1}^{E} \| \mathbf{g}_{j} \|^2 \]

\[
= \frac{\eta_{q}^2 (K + 1)}{K} \left( \left( 2C_{1} + E(E + 1) \right) \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_{j} \| \mathbf{g}_{j}^{(t)} \|^2 + \frac{T(E + 1) \sigma_2}{B} \right)\]

which leads to

\[
\frac{1}{T} \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_{j} E_{p_{r}} \left[ \mathbb{E} \| \mathbf{w}_{(t)} - \mathbf{w}_{j}^{(t)} \| \right] \leq \frac{(2C_{1} + E(E + 1)) \eta_{q}^2 (K + 1)}{T} \sum_{t=0}^{T-1} \sum_{j=1}^{p} q_{j} \| \mathbf{g}_{j}^{(t)} \|^2 + \frac{\eta_{q}^2 (K + 1)(E + 1) \sigma_2}{KB}\]

48
\[ \leq \frac{(2C_1 + E(E + 1)) \lambda \eta^2 (K + 1)}{T} \sum_{t=0}^{T-1} \left( \sum_{j=1}^{p} \| q_j g_j^{(t)} \|^2 + \frac{\eta^2 (K + 1)(E + 1) \sigma^2}{KB} \right) \]

where \( \oplus \) follows from the definition of weighted gradient diversity and bound \( \Lambda(q, q) \leq \lambda \).