United Approach to Modelling of the Hot Deformation Behavior, Fracture, and Microstructure Evolution of Austenitic Stainless AISI 316Ti Steel
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Abstract: Hot deformation is one of the main technological stages of products made from metallic materials. It is strictly required to decrease the costs of developing optimized technologies at this stage without a significant decrease in the products’ quality. The present investigation offers an algorithm to unite three different models to predict the hot deformation behavior, fracture, and microstructure evolution. The hot compression and tension tests of the AISI 316Ti steel were conducted using the thermomechanical simulator Gleeble 3800 for the models’ construction. The strain-compensated constitutive model and the Johnson–Mehl–Avrami–Kolmogorov (JMAK)-type model of the grain structure evolution show a satisfactory accuracy of 4.38% and 6.9%, respectively. The critical values of the modified Rice and Tracy fracture criteria were determined using the experimental values of the relative cross-section reduction and finite element calculation of the stress triaxiality. The developed models were approved for the stainless AISI 316Ti steel by the hot torsion with tension test.
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1. Introduction

Austenitic stainless steels are necessary constructional materials in the nuclear industry [1,2]. The hot deformation stage is an essential part of the technological process for most of the products made from steel [3,4]. At this stage, the fine grain microstructure is formed and subsequently controls the steel’s mechanical properties, especially impact and tensile strength [5]. The obtaining of the fine microstructure provides an elevated level of the properties. However, obtaining the fine microstructure requires applying hard deformation schemes at a lower temperature, leading to failure during hot forming even for such well-deformable materials as austenitic stainless steels [6,7]. Evaluating the optimal hot deformation conditions that provide the required microstructure without material losses is essential for materials scientists and technologists. This fact requires developing a united approach for modelling hot deformation behavior, fracture, and microstructure evolution.

The constitutive modelling of hot deformation behavior is one of the essential parts for developing optimal technology. Such models were constructed for 00Cr23Ni4N [8], 18Cr-5Ni-4Cu-N [9], AISI 304L [10], 317LN–Cu [11], and AISI 310S [12] stainless steels. The constitutive models’ parameters strictly depended on the chemical composition and initial
microstructural characteristics of the steel. As a result, it is required to create a constitutive model for each considered steel to increase the accuracy and predictability.

The second step of the unified model development is a mathematical description of the fracture conditions during the ductile materials’ deformation at high temperatures. By now, the fracture process can be described in two ways: using models of nucleation and the growth of pores and cracks [13–15] and phenomenological models of the relationship between the fracture criterion and the processing parameters. The first approach involves complex models of pore formation and evolution at the microstructural level. The second approach does not imply modelling the material flow at the microlevel, considering only the effect of deformation conditions on macroscopic fracture. Even though the first type of model has a greater physical justification, the second has simple regularities and a significantly smaller number of unknown parameters, making it more attractive for practical application. One of the first phenomenological models was the Johnson–Cook model [16], which describes the dependence of critical strain $\varepsilon_f$ on stress triaxiality ($\sigma^*$), strain rate ($\dot{\varepsilon}$, s$^{-1}$) and deformation temperature ($T$, K):

$$\varepsilon_f = \left[ D_1 + D_2 \dot{\varepsilon}_0^{D_3 \sigma^*} \right] \left[ 1 + D_4 \ln \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right] \left[ 1 + D_5 \frac{T - 298}{T_m - 298} \right]$$

(1)

where $D_1$–$D_5$ are material’s constants, $\dot{\varepsilon}_0$ (s$^{-1}$) and $T_m$ (K) are reference strain rate and temperature, respectively. Stress triaxiality may be determined as:

$$\sigma^* = \frac{\sigma_m}{\bar{\sigma}}$$

(2)

where hydrostatic stress $\sigma_m$ (MPa) and equivalent stress $\bar{\sigma}$ (MPa) are calculated by the following formulas:

$$\sigma_m = 1/3(\sigma_1 + \sigma_2 + \sigma_3)$$

(3)

$$\bar{\sigma} = \sqrt{\frac{(\sigma_1 - \sigma_2)^2 + (\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2}{2}}$$

(4)

where $\sigma_1, \sigma_2, \sigma_3$ are the principal stresses, MPa.

However, the Johnson–Cook model demonstrates a low accuracy at small and negative stress triaxiality values [17–19], and the scientists have supposed another fracture criterion. Therefore, Bao and Wierzbicki used a system of equations for different levels of stress triaxiality [20]:

$$\varepsilon_f = A[\sigma^* + 1/3]^B$$ for $\sigma^* = -0.33$–$0$

(5)

$$\varepsilon_f = C\sigma^* - D\sigma^* + E$$ for $\sigma^* = 0$–$0.4$

(6)

$$\varepsilon_f = F\sigma^{* - 1}$$ for $\sigma^* = 0.4$–$0.95$

(7)

where $A, B, C, D, E,$ and $F$ are the material’s constants.

Hu-Chen has developed a plastic fracture criterion that includes two coupled fracture mechanisms and has demonstrated its high accuracy in predicting ductile fracture over a wide range of stress triaxiality [21]:

$$\left[ \left( \frac{\sigma_1 - \sigma_3}{\bar{\sigma}} \right)^{C_1} + \sigma^* - \frac{1}{3} \right]^{C_2} \varepsilon_f = C_3$$

(8)

where $C_1, C_2, C_3$ are material’s constants.

In addition to models that describe the critical value of plastic deformation, accumulated energy models were also developed. Thus, Cockcroft and Latham [22] have proposed a criterion defining the integral accumulation of damage during deformation:

$$CL = \int_0^{\varepsilon_f} \sigma_1 d\bar{\sigma}$$

(9)
where $\bar{\varepsilon}$ is equivalent deformation, $\bar{\varepsilon}_f$ is its critical value, $\sigma_1$ is the first principal stress.

Rice and Tracy have modified this criterion by using stress triaxiality instead of principal stress [23]:

$$RT = \int_0^{\bar{\varepsilon}_f} e^{\sigma^*} d\bar{\varepsilon}$$  \hspace{1cm} (10)

This model has demonstrated good predictability for fracture behavior of FeMnAl-CMo steel [24] and the Ti40 titanium alloy [25]. Additionally, the Rice and Tracy model was modified to consider the nonlinear influence of accumulated strain on the fracture criteria [26]:

$$mRT = \int_0^{\bar{\varepsilon}_f} e^{\sigma^*} e^{\gamma \varepsilon} d\bar{\varepsilon}$$  \hspace{1cm} (11)

where $\gamma$ is a material’s constant. The modified Rice and Tracy model has shown high accuracy in predicting fracture behavior of stainless AISI 310S [27] and ferritic/martensitic 13CrMoNbV [28] steels.

The integral dependence of the critical value of accumulated energy on hydrostatic stress was assumed by the Oyane [29] Equation (12) and Norris [30] Equation (13):

$$K = \int_0^{\bar{\varepsilon}_f} \left(1 + \frac{\sigma_m}{B\sigma} \right) d\bar{\varepsilon}$$  \hspace{1cm} (12)

$$K = \int_0^{\bar{\varepsilon}_f} \left(\frac{1}{1 - \sigma_m} \right) d\bar{\varepsilon}$$  \hspace{1cm} (13)

where $B$ and $k$ are materials’ constants.

Another critical stage of the united approach to modelling is the development of the microstructure evolution model. The stainless steels’ microstructure during hot deformation is determined by the dynamic recrystallization process [31,32]. It is known that kinetics of the dynamic recrystallization may be described by Johnson–Mehl–Avrami–Kolmogorov (JMAK) equation [33–35]:

$$X_{DRX} = 1 - \exp \left[ -\beta \cdot \left(\varepsilon - \varepsilon_c \right) / \left(\varepsilon_{0.5} - \varepsilon_c \right) \right]$$  \hspace{1cm} (14)

where $X_{DRX}$ is a volume fraction of the dynamically recrystallized grains, $\beta_d = \ln(2) = 0.693$. $\varepsilon_c$ is a critical strain for the beginning of the dynamic recrystallization. The strain $\varepsilon_c$ proportional to strain at the maximum stress value ($\varepsilon_p$) on the deformation curve:

$$\varepsilon_c = a_1 \cdot \varepsilon_p$$  \hspace{1cm} (15)

Peak strain is dependent on the Zener–Hollomon parameter:

$$\varepsilon_p = a_p \cdot Z_p^{m_p}$$  \hspace{1cm} (16)

where $Z_p$ is described by strain rate compensated temperature dependence:

$$Z_p = \dot{\varepsilon} exp \left( \frac{Q_p}{R \cdot T} \right)$$  \hspace{1cm} (17)

$\varepsilon_{0.5}$ is a strain related to 50% of recrystallized grains in the microstructure. Its value may also be determined empirically:

$$\varepsilon_{0.5} = a_3 \cdot Z_{0.5}^{m_{0.5}}$$  \hspace{1cm} (18)

$$Z_{0.5} = \dot{\varepsilon} exp \left( \frac{Q_{0.5}}{R \cdot T} \right)$$  \hspace{1cm} (19)

The values of the materials constants $a_p, a_{0.5}, m_p, m_{0.5}, Q_p$(J·mol$^{-1}$), $Q_{0.5}$(J·mol$^{-1}$), $k_d$ are determined experimentally using the true stress–true strain curves obtained at different
strain rates and temperatures. Constant $a_1$ has a value of about 0.83 in accordance with Shen et al. [36].

The size of the dynamically recrystallized grains at the stage of steady-state flow is practically independent of the strain and is determined only by the strain rate and deformation temperature:

$$d_{DRX} = a_d \cdot Z_d^{m_d}$$

$$Z_d = \dot{\varepsilon} exp\left(\frac{Q_d}{R \cdot T}\right)$$

where $a_d$, $m_d$, $Q_d$ (J·mol$^{-1}$) are material constants that are determined empirically using microstructural investigations. By now, the microstructure evolution models for the different types of stainless steels were constructed. Some of such models are listed in Table 1.

| Steel          | $X_{DRX}$ | $d_{DRX}$ | Reference |
|----------------|-----------|-----------|-----------|
| 21Cr-11Ni-N-RE | $k_d = 1.503$, $\beta = 0.952$ | 10,971$\dot{\varepsilon}^{-0.136}$ | [31] |
|                | $\varepsilon_c = 0.062$, 0.0255 exp $\left[\frac{11,501}{RT}\right]$ | | |
| Ni55CrMoNbAl   | $k_d = 1.76$, $\beta = 0.693$ | 8826$\dot{\varepsilon}^{-0.01}$ | [37] |
|                | $\varepsilon_c = 0.014$, 0.06 exp $\left[\frac{28,950}{RT}\right]$ | | |
|                | $\dot{\varepsilon}_{0.5} = 0.053$, 0.05 exp $\left[\frac{27,200}{RT}\right]$ | | |
| AISI 316       | $k_d = 0.029$, 0.04 exp $\left[\frac{16,550}{RT}\right]$ | 0.3$\dot{\varepsilon}^{-0.123}$ | [38] |
|                | $\beta = 0.693$, 0.06 exp $\left[\frac{25,590}{RT}\right]$ | | |
|                | $\varepsilon_c = 1.97$, 0.124 exp $\left[\frac{51,300}{RT}\right]$ | | |
| AISI 310S      | $k_d = 1.78$, $\beta = 0.693$ | 3062$\dot{\varepsilon}^{-0.067}$ | [12] |
|                | $\varepsilon_c = 0.0175$, 0.06 exp $\left[\frac{33,390}{RT}\right]$ | | |
|                | $\dot{\varepsilon}_{0.5} = 0.05$, 0.056 exp $\left[\frac{28,900}{RT}\right]$ | | |
| AISI 316LN     | $k_d = 3.417$, $\beta = 0.867$ | 20,975.5$\dot{\varepsilon}^{-0.193}$ | [39] |
|                | $\varepsilon_c = 0.09$, 0.12 exp $\left[\frac{15,209}{RT}\right]$ | | |
|                | $\dot{\varepsilon}_{0.5} = 0.26$, 0.24 exp $\left[\frac{17,314}{RT}\right]$ | | |

Three considered stages of the technology development may be united by the finite element (FE) approach. At the current state, the finite element simulation of hot deformation and heat treatment processing is the most powerful tool providing the optimal thermo-mechanical parameters without any sufficient material expenses [40–44]. This approach to calculating deformation and fracture processes has been successfully applied for the conditions of cutting [45], cold [46], and hot plastic deformation [47,48].

Despite many of the works devoted to investigating and modelling the hot deformation behavior, fracture and microstructure evolution of metallic materials, all of the models were described independently of each other. The simultaneous realization and approbation of such models were not presented up to now in the literature. In the present work, the united finite element approach considering hot deformation behavior, fracture conditions, and microstructure evolution was developed and approved for the 316Ti stainless steel. The realization of the developed united approach for different materials in semi-industrial conditions should be done as a next step of the investigation and may approve its applicability.
2. Materials and Methods

The chemical composition of the investigated steel AISI 316Ti is given in Table 2. The as-received state of materials was annealing after hot deformation. The initial microstructure of the steel, which is shown in Figure 1, was fully recrystallized. As one can see from XRD-pattern (Figure 1b), the microstructure mainly consists of austenite grains with an average size of 54 ± 4 µm (Figure 1a).

Table 2. Chemical composition of the AISI 316Ti steel (wt. %).

|   | C   | Si  | Mn | Cr  | Ni  | Mo | Ti | Co  | Fe   |
|---|-----|-----|----|-----|-----|----|----|-----|------|
|  | 0.08| 0.5 | 1.9| 16.8| 10.5| 2.0| 0.24| 0.16| Balance |

Figure 1. Initial microstructure of the investigated steel: (a) light microscopy (LM) image and (b) X-ray diffraction (XRD) pattern.

The mechanical testing at elevated temperatures (tension, compression, and torsion with tension) was carried out using the thermomechanical simulator Gleeble 3800 (DSI Systems, Dallas, TX, USA). Samples for compression were cylinders with a height of 15 mm and a diameter of 10 mm. The specimens with cylindrical deformation zone with a diameter of 5 and 10 mm and lengths of 10 and 20 mm were used for tensile and torsion with tension tests, respectively. A high vacuum of $10^{-3}$ Pa was created in the chamber before heating to prevent oxidation at high temperatures. The heating rate up to the deformation temperature was 5 K s$^{-1}$. Hot deformation was carried out in the temperature range of 1173–1473 K and at strain rates of 0.1–10 s$^{-1}$. The samples were immediately quenched after the deformation by compressed air. Compression stress–strain curves were recalculated to consider the friction and adiabatic heating during deformation [49,50].

The grain microstructure of the samples was investigated using a scanning electron microscope (SEM) Tescan-VEGA3 LMH (TESCAN, Czech Republic) equipped with an energy dispersive X-ray spectrometer (EDS) (X-MAX80), and an EBSD–HKL detector (NordlysMax EBSD) and light microscope Carl Zeiss Axiovert 200 (Carl Zeiss, Germany). The microstructure investigation samples were mechanically polished and electrochemically etched at 5 V for 110–120 s in the 10% solution of oxalic acid in water. The average grain size was measured by the linear intercept method at three images for each deformation condition. Diffractometer Bruker Advance D8 (Bruker, Germany) was used to investigate the phase composition of the steel. The X-ray scanning was done in the range of the 2θ angle of 20–90° with a step of 0.1° and a holding time of 10 s.

Setaram LabSys calorimeter (Setaram, France) was used for the determination of the phase transformation temperatures. Differential thermal analysis (DTA) was performed at heating and cooling rates of 0.33 K·s$^{-1}$ in the temperature range of 1273–1773 K. Thermodynamic calculations were carried out using thermodynamic database TCFe7 of the Thermocalc software.
FE calculations of the deformation behavior, fracture, and microstructure evolution were performed using the Deform 3D software. The FE simulation objects have the same sizes, such as real samples for mechanical testing using thermomechanical simulation. The objects were meshed into 30,000 and 100,000 tetrahedral elements for the tension and torsion with tension tests, respectively. During calculation, the deformation conditions completely followed the actual testing process: the movement boundary conditions were applied to one of the simulated sample edges, while another edge was fixed.

3. Results

3.1. Thermodynamic Calculations and Phase Transformation Temperatures

The temperature range for hot deformation of 1173–1473 K was chosen accordingly to thermodynamic calculations. The dependence of the mass fraction of the phases on temperature is shown in Figure 2a. The austenite is the only phase present in the temperature range of 1173–1473 K. This fact was approved experimentally: as one can see from Figure 2b, there are no significant effects in the chosen temperature diapason on the DTA-curve.

3.2. Hot Deformation Behavior Modelling

The hot deformation of the steel in the austenitic phase range proceeds in two main stages. At the first stage, two main structural changes are strain hardening (SH) and dynamic recovery (DRV). During this stage, the stress increases with a strain and achieves saturation. At the second stage of the deformation, dynamic recrystallization (DRX) is added to the SH and DRV processes. This stage appears by the maximum on the stress–strain curve when the increase of the SH’s stress is compensated by softening from the annihilation of the dislocations (DRV) and nucleation of new undeformed grains (DRX). However, it is known that the DRX process begins at the strain, which is lower than the peak strain at the deformation curve. Usually, the critical strain may be determined as a minimum on the dθ/dσ vs. σ graph where θ = dσ/dε is a strain hardening coefficient [51]. As shown in Figure 3, the stage of the DRX in the AISI 316Ti may be achieved only at high temperatures in the range of 1373–1473 K due to high stacking fault energy (SFE). The calculated SFE value accordingly [52] is about 49 mJ·m^-2, which is higher than for the AISI 304 (19 mJ·m^-2) [53] and AISI 301 (6.7 mJ·m^-2) [54] austenitic steels. The high value of the SFE makes the dissociation of the dislocations in the slip plane difficult. The dislocations cross-slip proceeds more easily, leading to the annihilation of the dislocations without nucleation of new grains.
Figure 3. True stress vs. true strain curves for hot deformation of the AISI 316Ti steel at a strain rate of (a) 0.1 s$^{-1}$, (b) 1 s$^{-1}$, and (c) 10 s$^{-1}$. The comparison between the predicted and the experimental values of the flow stress (d).

The Zener–Hollomon parameter-based constitutive model was constructed using the experimental data. The universal hyperbolic sine law was used to describe stress dependence on the strain rate ($\dot{\varepsilon}$ s$^{-1}$) and temperature (T, K):

$$Z = A_{HS} [\sinh(\alpha \sigma)]^{n_{HS}}$$

(22)

where $Z$ is the Zener–Hollomon parameter:

$$Z = \dot{\varepsilon} e^{\frac{Q_{HS}}{RT}}$$

(23)

where $A_{HS}$, $n_{HS}$ and $\alpha$ are experimentally determined parameters, $Q_{HS}$ is the effective activation energy of the hot deformation, J/mol, $R$ is the universal gas constant (8.314 J·mol$^{-1}$·K$^{-1}$).

However, the description of special cases of the constitutive models is required to determine the $\alpha$ parameter’s value. The power-law form of the constitutive model is applicable for low stresses:

$$Z = A_P \sigma^{n_P}$$

(24)

The exponential form is usually used for a high level of stress:

$$Z = A_E e^{\beta \sigma}$$

(25)

where $A_P$, $n_P$, $A_E$, and $\beta$ are experimentally determined parameters.
Parameter $\alpha$ may be approximately determined as:

$$\alpha \approx \frac{\beta}{nP}$$ (26)

It is known that the materials constants’ values are dependent on the strain [55,56]. The fourth-order polynomial dependences were used to determine the value of the coefficients at different strains to increase the accuracy of the constitutive model:

$$\ln(A_{HS}) = 20.8 + 136.8 \varepsilon - 471.4 \varepsilon^2 + 685.4 \varepsilon^3 - 352.6 \varepsilon^4$$ (27)

$$\alpha = 0.014 - 0.066 \varepsilon + 0.222 \varepsilon^2 + 14.52 \varepsilon^3 - 6.11 \varepsilon^4$$ (28)

$$Q_{HS} = 274 + 1282.7 \varepsilon - 4375.9 \varepsilon^2 + 6441 \varepsilon^3 - 3373 \varepsilon^4$$ (29)

$$n_{HS} = 6.05 + 0.17 \varepsilon - 10.49 \varepsilon^2 + 14.52 \varepsilon^3 - 14.52 \varepsilon^4$$ (30)

The accuracy of the strain-compensated constitutive model was quantified using average absolute relative error (AARE) and Pearson’s correlation coefficient ($R$), which are expressed as [57]:

$$AARE(\%) = \frac{100}{N} \sum_{i=1}^{N} \left| \frac{E_i - P_i}{E_i} \right|$$ (31)

$$R = \frac{\sum_{i=1}^{N} (E_i - \bar{E}) (P_i - \bar{P})}{\sqrt{\sum_{i=1}^{N} (E_i - \bar{E})^2 \sum_{i=1}^{N} (P_i - \bar{P})^2}}$$ (32)

Here, $E$ is the experimental value and $P$ is the predicted by the model stress, and $\bar{E}$ and $\bar{P}$ are those mean values. $N$ is the number of experimental points used for model construction. As shown in Figure, the model’s accuracy is high ($R = 0.992$ and $AARE = 4.38\%$). It means that obtained dependences may be used for the FE simulation of the tension and torsion with tension tests.

3.3. Hot Fracture Modelling

Tensile tests at temperatures of 1173, 1273, 1373, and 1473 K and strain rates of 1 s$^{-1}$ and 10 s$^{-1}$ were carried out to determine the fracture strain (the relative cross-section reduction ($\Psi$) after failure). The engineering stress–strain curves, the fracture surface of the samples, and the values of $\Psi$ are shown in Figure 4.

![Figure 4. Experimental tensile curves of the AISI 316Ti steel at (a) 1 s$^{-1}$ and (b) 10 s$^{-1}$ (the values $\Psi_T$ is the relative cross-section reduction at the correspondent temperature).](image-url)
The modified Rice and Tracy fracture model in conformity with Equation (11) was used to simulate the fracture process. The dependences of the stress triaxiality (\(\sigma^*\)) on the strain in the center of the samples were calculated using the FE simulation of the tension process. As shown in Figure 5, the dependences have a similar tendency for all simulation conditions. The value of the stress triaxiality increases up to the beginning of the deformation localization. After the necking, \(\sigma^*\) decreases up to experimental fracture strain (circles at the plots). The obtained dependences were integrated to determine the critical values of the modified Rice and Tracy criteria at each test temperature and strain rate following Equation (11). As one can see in Figure 6, the critical values are dependent on the Zener–Hollomon parameter by a power law:

\[
mRT_{cr} = AZ^n = 4.2 \left[ \dot{\epsilon} \frac{345.900}{RT} \right]^{0.03}
\]

Figure 5. Calculated dependence of the stress triaxiality \(\sigma^*\) on the strain of the AISI 316Ti steel at (a) 1173 K, (b) 1273 K, (c) 1373 K, and (d) 1473 K and the distribution of the strain in the samples at the value which correspond the experimental fracture strain (circles).

The strain rate sensibility of the critical values is low, and the deformation temperature has a crucial influence on fracture behavior. The effective activation energy of the fracture 345.9 kJ·mol\(^{-1}\) has a lower value in comparison with the \(Q_{HS}\) value (420 kJ·mol\(^{-1}\) for a strain rate of 0.8). It may be explained by a lower energy barrier for the appearance and coalescence of the voids during hot deformation compared to the process of the dislocations’ generation and movement.
3.4. Dynamic Recrystallization Model

The DRX kinetics parameters of the AISI 316Ti steel were determined using true stress–true strain curves from the maximum stress to steady-state mode. The volume fraction of the DRX grains was assumed from the additive contributions of the deformed and recrystallized grains to overall stress value:

$$X_{\text{DRX}} = \frac{\sigma_p - \sigma}{\sigma_p - \sigma_{ss}},$$  \hspace{1cm} (34)

where $\sigma_p$ is the peak stress which corresponds to the stress of the deformed grains, $\sigma_{ss}$ is the steady-state stress characterizing the deformation resistance of the recrystallized grains, and $\sigma$ is the current stress value. Examples of the fittings using the JMAK model (14) and Equation (34) are shown in Figure 7a. The $k_A$ parameter has a value of about 1.7 for all compression tests conducted at the temperatures of 1373, 1423, and 1473 K and the strain rates of 0.1, 1, and 10 s$^{-1}$. This value approximately correspondent to the ones obtained earlier [36,58].
Equations (16)–(19). The values of both effective activation energies of recrystallization at the beginning and in the middle of the DRX are significantly larger than the values for the effective activation energy of the deformation. It may be described by the significant influence of the dynamic recovery on the microstructural changes due to high SFE value. Some of the dislocations annihilate before new grains’ nucleation, and the energetic barrier of the DRX increases.

The microstructures of the AISI 316Ti steel after hot plastic deformation are shown in Figure 8. The average grain size is in the range of 7–30 µm. Its value is significantly dependent on the deformation conditions and decreases with increasing the strain rate and decreasing the temperature. The experimental grain size values were used for the determination of the unknown material’s constants in Equations (20) and (21). The dependence \( \ln(d_{\text{DRX}}) \) vs. \( \ln(Z_d) \) is shown in Figure 9a. The effective activation energy \( Q_d = 922 \text{ kJ} \cdot \text{mol} \) (steady stage) has a value almost equal to a value of \( Q_{0.5} = 915 \text{ kJ} \cdot \text{mol} \) (middle of the DRX process) and higher than the value at the beginning of the DRX \( Q_P = 722 \text{ kJ} \cdot \text{mol} \). It means that the new grains’ growth in the deformed matrix is the limiting process of dynamic recrystallization. The comparison of the calculated and experimental grain size values is shown in Figure 9b. The average absolute relative error was 6.9%, comparable with the mean grain size value’s measurement error. This fact allows us to include the constructed model in the united scheme of modelling the hot deformation behavior, fracture, and microstructure evolution.

Figure 8. The microstructure of the AISI 316Ti steel after hot deformation.

Figure 9. Dependence of \( \ln(d_{\text{DRX}}) \) on \( \ln(Z) \) (a) and (b) a comparison of the experimental and calculated grain size after hot deformation of the AISI 316Ti steel.
3.5. Approving of the Constructed Models

The torsion with tension test was conducted experimentally and simulated using the FE method to approve the constructed models. As shown in Figure 10a, the experimental and calculated torque vs. torsion curves are in good accordance (the average absolute relative error was 6.9%). The traces of the severe plastic deformation are seen on the fracture surface. The failure proceeded after large plastic deformation by torsion and with insignificant localization due to tension forces.

![Figure 10](image)

Figure 10. A comparison of the experimental and calculated hot deformation curve during simultaneous torsion (3.14 rad/s) and tension (5 mm/s) (a). Insets are the sample’s appearance after testing, fracture surface, and grain size distribution in the cross-section after failure. The EBSD mapping of the steel microstructure after fracturing in the center (b) and near the surface (c).

After the deformation, the microstructure is fully recrystallized due to large plastic deformation before the fracture (Figure 10b,c). The average grain size was 10 ± 4 and 7 ± 3 µm in the center and near the surface of the sample, respectively. These values are in good accordance with the calculated values. The grain size value obtained by FE simulation changed from 11.3 to 8.5 µm in the samples’ cross-section’s radial direction.

3.6. Algorithm for the United Approach Realization

The constructed models may be united to the one algorithm and realized through FE calculation of the complex deformation processes. The scheme of the algorithm is shown in Figure 11. Such an algorithm gives information about the conditions of the material’s possible failure. It also forecasts the grain size, which is the most important microstructural characteristic of the material after hot deformation. The iterative realization of the FE simulation step of the algorithm may give recommendations about optimal deformation parameters that do not lead to the products’ failure and provide the required microstructure.

The united approach to the modelling of the hot deformation behavior may be useful for the development of the optimal technologies not only for the stainless steels but for a wide range of the new metallic materials, such as heat-resistant steels, multiprincipal element alloys (so-called high-entropy alloys), titanium alloys and other hard deformable materials.
4. Conclusions
1. The united approach for modelling the hot deformation behavior, fracture, and microstructure evolution was developed and approved for the AISI 316Ti steel.
2. The constructed strain compensated constitutive model of hot deformation behavior for the AISI 316Ti steel in the temperature range of 1173–1473 K and at the strain rate of 0.1, 1, and 10 s\(^{-1}\) showed a high accuracy with an average absolute relative error of 4.38%.
3. The modified Rice and Tracy fracture model was realized to predict the investigated steel's fracture behavior. It was shown that the critical value of the fracture criteria is dependent on the Zener–Hollomon parameter by a power law.
4. The model of the AISI 316Ti steel microstructure evolution during dynamic recrystallization was constructed. The comparison of the effective activation energies' values shows that the limiting factor of the dynamic recrystallization proceeding is the growth of the new grains in the deformed matrix.
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