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Abstract

We prove the lack of asymptotic collisions between particles following the Cucker-Smale flocking model with a bonding force and its simplification. Moreover, we prove that in the case of the CSB model with a singular communication weight, finite-in-time collisions are impossible. Consequently, we establish existence of the global-in-time minimal distance between the particles. Furthermore, we show that asymptotic distribution of particles is confined within a ball of a given radius.

I. INTRODUCTION

Emergence of pattern formation is an ubiquitous phenomenon observed in the collective behavior of ensembles of self-propelled particles, e.g., flocking of birds or herding of sheep. In this paper, we use the jargon “flocking” to describe such a collective dynamics. More precisely, “flocking” represents a phenomenon in which self-propelled particles organize into an ordered motion using only limited environmental information and simple rules [19]. Recently, several mathematical models on the flocking phenomena have appeared in the literature [8], [12], [21].
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They have been extensively studied owing to their potential engineering applications in sensor networks, the formation control of robots and unmanned aerial vehicles, etc. [13], [15], [16]. Among such models, the Cucker-Smale (C-S) model describes the dynamics of particles with all-to-all interaction to align their velocities [8], [10], [11]. The research on the C-S model branches in various directions that are based on the applicational character of the model and thus are often qualitative in nature. Such directions include collision-avoidance [1], [3], [7], asymptotic behavior and pattern formation [4], [16], [20]. Furthermore, the issue of collision-avoidance sparks the study on the C-S model with a singular kernel [3], [14], [17], [18]. On the other hand, the dynamics of the original C-S model exhibits only the property of velocity alignment and, in particular, there is no information about asymptotic pattern formation. Thus to enforce specific pattern formation, additional forces have been implemented [1], [9]. For further information we refer to [5], [6].

Particularly in [9], the authors adjust the C-S model by introducing a bonding force, controlling the distances between the particles to obtain dynamics in which particles do not collide or disperse asymptotically (and, in a sense, are bonded with each other). This C-S model with bonding force (CSB model) is governed by the following system

\[
\begin{align*}
\frac{dx_i}{dt} &= v_i, \quad x_i, v_i \in \mathbb{R}^d, \quad i = 1, 2, \ldots, N, \quad t > 0, \\
\frac{dv_i}{dt} &= \frac{K_1}{N} \sum_{j=1}^{N} \psi(|x_j - x_i|)(v_j - v_i) \\
&\quad + \frac{\tilde{K}}{N} \sum_{j=1}^{N} \frac{1}{2r_{ij}^2} [(v_i - v_j) \cdot (x_i - x_j)] (x_j - x_i) \\
&\quad + \frac{K_2}{N} \sum_{j=1}^{N} \frac{r_{ij} - 2R}{2r_{ij}} (x_j - x_i), \quad r_{ij} := |x_i - x_j|,
\end{align*}
\]  

(I.1)

where \( N \) is the number of particles, \((x_i, v_i)\) denotes position and velocity of \( i \)th \( d \)-dimensional particle, constants \( K_1, K_2 \) and \( \tilde{K} \) control the intensity of the interaction and, finally, constant \( R \) influences the asymptotic distance between the particles. The communication weight \( \psi: \mathbb{R}_+ \to \mathbb{R}_+ \) is generally a non-increasing, smooth function. The CSB model differs from the original Cucker-Smale model by the addition of the latter two terms in (I.1)\_2, which together compose the bonding force.

At the first glance the bonding force in (I.1) forces an asymptotic pattern in which distance between the particles converges to \( 2R \). However, when the number of the particles is much larger than the dimension of the space, this pattern formation is physically impossible. Instead,
we observe in numerical simulations, that the particles move towards an “energy minimizing” configuration. When the numerical simulation for CSB system (I.1) is implemented, we find that the particles converge to a pattern, which is characterized by a uniform spread of the particles in a ball of radius $2R$ (see Figure 2). In particular one observes the lack of asymptotic collisions between the particles, even though, until now, asymptotic collision-avoidance was not proven mathematically.

**Main goal.** The main goal of this paper is to introduce a simplification of the CSB model that admits a global-in-time minimal distance between the particles. The simplified CSB system reads as follows:

$$
\begin{cases}
\frac{dx_i}{dt} = v_i, \quad x_i, v_i \in \mathbb{R}^d, \quad i = 1, 2, \ldots, N, \quad t > 0, \\
\frac{dv_i}{dt} = \frac{K_1}{N} \sum_{j=1}^{N} \psi(|x_j - x_i|)(v_j - v_i) + \frac{K_2}{N} \sum_{j=1}^{N} \frac{r_{ij} - 2R}{2r_{ij}}(x_j - x_i).
\end{cases}
$$

(I.2)

The main motivation for our research comes from the applications in robotic multi-agent systems. The issue of collision avoidance is widely studied from the engineering point of view (e.g. [2]). Existence of a minimal distance between the agents seems especially important for a safe operation of unmanned aerial vehicles. On the other hand simplification of the system itself may reduce its computational complexity.

The main mathematical contribution of our work is the proof of asymptotic collision-avoidance and asymptotic bound on position of the particles for the CSB system (original (I.1) and simplified (I.2)). It bridges the gap between numerical simulations and theoretical knowledge for the CSB system. Furthermore we expand the ideas introduced in [3], proving finite-time collision avoidance, provided that the communication weight $\psi$ is sufficiently singular.

In our considerations, we assume that $\psi$ is a singular communication weight of the form

$$
\psi(s) = s^{-\alpha}, \quad \alpha \geq 1.
$$

(I.3)

However, most of our results remain true also in case of regular $\psi$. Additionally we do not apply the specific form of $\psi$ given by (I.3) and our argumentation can be easily generalized to any $\psi$ that is not integrable near zero. Finally, let us note that our methods strongly rely on finiteness...
of the number of the particles $N$ and do not provide too much information on the kinetic or hydrodynamic limit as $N \to \infty$.

The remainder of this paper is organized as follows. In Section II, we review some of the standard facts, most notably the total energy estimate. Section III contains precise statement of the main results and proofs. Finally, Section IV presents several numerical experiments supporting our analysis.

**Notation.** For given families of vectors $\{x_i\}_{i=1}^N$ and $\{v_i\}_{i=1}^N$ in $\mathbb{R}^d$, we define

$$x_{ij} := x_i - x_j, \quad v_{ij} := v_i - v_j, \quad r_{ij} := |x_{ij}|,$$

(I.4)

where $| \cdot |$ denotes the standard $\ell_2$-norm in $\mathbb{R}^d$. Furthermore, for the system of $N$ particles, we use the following abbreviated notation

$$x := (x_1, \ldots, x_N), \quad v := (v_1, \ldots, v_N), \quad \text{where} \quad x_i, v_i \in \mathbb{R}^d.$$

Finally, we use the generic harmless constant $C > 0$ if the precise control of constants is not beneficial.

**II. Preliminaries**

We begin our considerations by presenting the basic conservation law, energy estimate and a uniform bound on the relative position $r_{ij} = |x_i - x_j|$ for (I.2). Since the CSB system (I.2) is Galilean invariant, we assume, without a loss of generality, that

$$\sum_{i=1}^N x_i^0 = 0 \quad \text{and} \quad \sum_{i=1}^N v_i^0 = 0.$$

Then, thanks to the anti-symmetric property of the right-hand side of (I.2)_2, it is easy to see that

$$\frac{d}{dt} \left( \sum_{i=1}^N x_i \right) = \frac{d}{dt} \left( \sum_{i=1}^N v_i \right) = 0, \quad \text{and hence}$$

$$\sum_{i=1}^N x_i(t) = \sum_{i=1}^N v_i(t) = 0, \quad \text{for all} \ t > 0. \quad (\text{II.1})$$

Let us present the basic energy estimate for system (I.2), with kinetic, potential and total energy defined by

$$\mathcal{E}_k := \frac{1}{2} \sum_{i=1}^N |v_i|^2, \quad \mathcal{E}_p := \frac{K_0}{8N} \sum_{i,j=1}^N (r_{ij} - 2R)^2, \quad \mathcal{E} := \mathcal{E}_k + \mathcal{E}_p.$$
**Proposition II.1.** Let \((x, v)\) be a smooth solution to system \((I.2)\) subjected to initial data \((x^0, v^0)\). Then the total energy \(E\) is a non-increasing function with respect to time and the relative distance between the particles is uniformly bounded. More precisely, we have

\[
\begin{align*}
(1) \quad & \frac{dE(t)}{dt} \leq -\frac{K_1}{2N} \sum_{i,j=1}^{N} \psi(|x_i - x_j|)|v_i - v_j|^2, \\
(2) \quad & \sup_{t \geq 0} \sup_{i,j} |x_i(t) - x_j(t)| < 2R + \sqrt{\frac{8NE(0)K_2}{K_2}} =: d_M.
\end{align*}
\]

**Proof.** The proof is a simplification of the proof of Proposition 1 from [9] and thus we omit the details. Assertion (1) is obtained through a direct calculation of derivatives of \(E_k\) and \(E_p\) and symmetrization. Then, (2) follows by a direct application of the energy estimate \(E_p \leq E \leq E(0)\).

\[\square\]

**Remark II.1.** Proposition II.1 is valid for system \((I.1)\). It also holds regardless of whether the communication weight is singular or regular, since the analysis is based only on the structure of the system.

### III. Main Results

In this section, we present our main results. Our results apply to two (four including the original CSB system \((I.1)\)) frameworks:

- **(F1):** Simplified CSB system \((I.2)\) with a singular communication weight \((I.3)\):

- **(F2):** Simplified CSB system \((I.2)\) with regular communication weight e.g. \(\psi(s) = (1 + s)^{-\alpha}\) with \(\alpha > 0\).

Both frameworks are considered in \(\mathbb{R}^d\) on the time interval \([0, \infty)\) subjected to the initial data \((x^0, v^0)\) that are non-collisional, i.e.,

\[x_i^0 \neq x_j^0, \quad \text{for all } 1 \leq i \neq j \leq N.\]

**Remark III.1.**

All of our results remain true also in the case of the original CSB model \((I.1)\). The only difference is that one needs to deal with the middle term on the right-hand side of \((I.1)\) which is non-singular and it does not produce any substantial difficulty.
A. Collision-avoidance and existence

**Proposition III.1.** Both frameworks $F_1$ and $F_2$ admit a unique classical solution. In particular, in the singular framework $F_1$ particles do not collide in any finite time.

**Proof.** The existence in framework $F_1$ comes directly from the collision avoidance, since the system is regular outside of times of collision. The overall proof of collision avoidance is almost the same as the proof of Theorem 2.1 from [3]. The main difference comes from the bonding force term. The proof in [3] is based on dividing the particles into two groups: Group $A$ of particles that collide with each other and Group $B$ of the remaining particles. Then the singular interactions within $A$ overwhelm the bounded interactions between $A$ and $B$. In the case of the CSB model we simply put the bounded influence of the bonding force together with the interactions between $A$ and $B$, which are dominated by the singular interactions within $A$. The existence in framework $F_2$ can be proved by using standard ODE theory.

B. Asymptotic decay of the kinetic energy

**Proposition III.2.** In both frameworks $F_1$ and $F_2$, the kinetic energy decays to 0:

$$E_k(t) \to 0, \quad \text{as} \quad t \to \infty.$$

**Proof.** The following proof is valid in both cases $F_1$ and $F_2$. We define

$$\|v\|^2 := \sum_{i=1}^{N} |v_i|^2 = 2E_k \left( = \frac{1}{2N} \sum_{i,j=1}^{N} |v_i - v_j|^2 \quad \text{due to (II.1)} \right).$$

Then, from Proposition II.1, we have

$$\frac{dE_k(t)}{dt} \leq -K_1 \psi_m \sum_{i,j=1}^{N} |v_i - v_j|^2 = -K_1 \psi_m \|v\|^2,$$

and thus

$$K_1 \psi_m \int_{0}^{\infty} \|v(t)\|^2 dt \leq E(0).$$

Thus $\|v(t)\| \to 0$ up to a subsequence. To conclude that actually $\|v(t)\| \to 0$ we require information on uniform-in-time regularity of $\|v\|$. Therefore, we aim to prove that $\|v\|^2$ is uniformly continuous. We multiply $v_i$ to (I.2), sum over all the indices and symmetrize to obtain

$$\frac{1}{2} \frac{d}{dt} \|v\|^2 = -\frac{K_1}{2N} \sum_{i,j=1}^{N} \psi(r_{ij}) |v_{ij}|^2 - \frac{K_2}{4N} \sum_{i,j=1}^{N} \frac{r_{ij} - 2R}{r_{ij}} v_{ji} \cdot x_{ij}.$$
In the above equation, we recall notation (I.4). By (III.1) it leads to

\[
\frac{1}{2} \frac{d}{dt} \|v\|^2 \leq -K_1 \psi_m \|v\|^2 + |I|.
\]

(III.3)

Recall that our aim is to prove that \(\|v\|^2\) is uniformly continuous. We already know that a part of its derivative \(P\) is integrable due to (III.1) and (III.2). Next we show that \(I\) is bounded. By Cauchy-Schwarz inequality and boundedness of the relative distance (see Proposition II.1), we have

\[
|I| \leq \frac{K_2}{4N} \sum_{i,j=1}^{N} |r_{ij} - 2R| |v_i - v_j| \leq \sqrt{K_2 E(0)} \|v\|.
\]

(III.4)

However, we also know that \(\|v\| = \sqrt{2E_k} \leq \sqrt{2E(0)}\). Boundedness of \(\|v\|\), together with (III.4), implies that \(I\) is bounded on \([0, \infty)\). Now we come back to (III.3) to see that the derivative of \(\|v\|^2\) is a sum of an integrable function \(P\) and a bounded function \(I\). Therefore

\[
\|v(t)\|^2 = \|v(0)\|^2 - 2 \int_0^t P \, ds - 2 \int_0^t I \, ds,
\]

where \(f_1\) is absolutely continuous (since its derivative is integrable on \([0, \infty)\)) and \(f_2\) is Lipschitz continuous. Both absolutely continuous and Lipschitz continuous functions are uniformly continuous and thus \(\|v\|^2\) is uniformly continuous. Since \(\|v\|^2\) is also integrable by (III.2), we conclude that \(\|v\| \to 0\) as \(t \to \infty\).

\[\square\]

Remark III.2. We note here that the decay of the velocity does not directly imply the convergence of the system toward an equilibrium. If the decay of the velocity is sufficiently slow, the position may not converge, even though the velocity converges to 0. Consider for example \(x(t) = \log t\) with \(v = \frac{dx}{dt} = \frac{1}{t}\). Although we do not have analytically rigorous proof of convergence of position, we provide numerical evidence of convergence of position in Section IV.

C. Global minimal distance between particles

Next we aim to prove the strict positivity of asymptotic inter-particle distance.

Proposition III.3. In both frameworks \(F_1\) and \(F_2\) there exists \(T > 0\) and \(\rho > 0\) such that

\[
|x_i(t) - x_j(t)| \geq \rho \quad \text{for all} \ t \geq T, \ i, j = 1, \ldots, N.
\]
We use two convenient observations. The first one, established in [1], is the following comparability principle for the minimal and maximal inter-particle distance.

**Lemma III.1** ([1]). Let \((x, v)\) be the solution to (I.1) or (1.2). Then there exists a constant \(\mu > 1\) such that \(\max_{i \neq j} r_{ij} \leq \mu \min_{i \neq j} r_{ij}\).

**Proof.** The proof can be found in [1], Proposition 5.6, page 641.

The second one is a simple observation that if the total energy \(E\) is strictly smaller than \(K_2 N R^2\) at any time \(t = T\), then there cannot be any asymptotic (or any finite-time) collisions between the particles after the time \(T\). It is an immediate corollary of Proposition II.1. Suppose that there is a collision at the time \(t = t_0\). Then, by Lemma III.1, any collision between two particles implies the total collapse of the particles, which leads to \(r_{ij}(t_0) = 0\) for all \(i, j = 1, 2, \ldots, N\). Then, from the definition of potential energy, we have

\[
E(t_0) \geq E_p(t_0) = \frac{K_2 N}{2} R^2.
\]

Therefore, once the total energy becomes less than \(\frac{K_2 N}{2} R^2\) at time \(T\), we have \(E_p(s) \leq E(s) \leq E(T)\) for \(s > T\) and the total collapse between the particles is impossible. Again by Lemma III.1, any collision between particles is impossible and due to the sharpness of \(E(T) < \frac{K_2 N}{2} R^2\), the smallest distance between particles is positive in \([T, \infty)\). We summarize these observations:

- **(A)** There exists a constant \(\mu > 1\) such that \(\max_{i \neq j} r_{ij} \leq \mu \min_{i \neq j} r_{ij}\);
- **(B)** If at any time \(T\), we have \(E(T) < \frac{K_2 N}{2} R^2\), then there exists \(\rho > 0\) such that \(\min_{i \neq j} r_{ij} \geq \rho\) in \([T, \infty)\).

By observation (A) it suffices to show that the asymptotic total collapse of the positions is impossible with \(t \to \infty\). Let

\[
r(t) := \sqrt{\sum_{i,j=1}^{N} |x_i - x_j|^2}.
\]

Note that, using the notation \(\|v\|\) introduced in the proof of Proposition III.2, we have

\[
\sum_{i,j=1}^{N} |v_{ij}|^2 = \sum_{i,j=1}^{N} |v_i - v_j|^2 = 2N \sum_{i=1}^{N} |v_i|^2 = 2N \|v\|^2.
\]

Therefore, our goal is to prove that there exists \(T > 0\) and \(\rho > 0\), such that for all \(t \geq T\) we have \(r(t) \geq \rho\). However we begin with a weaker claim that we present in the following lemma.
Lemma III.2. In both frameworks $F_1$ and $F_2$ there exists a sequence $t_n \to \infty$ and $\rho > 0$, such that $r(t_n) \geq \rho$. In other words, $r$ does not converge to 0 with $t \to \infty$.

Proof. The proof varies depending on the framework. We begin with, what we believe is, a more natural argumentation in the case of regular weight.

\(\diamond\) Regular weight. In the $F_2$ case we assume for simplicity that $\psi(0) = 1$. We differentiate $r^2$ with respect to time to get

$$
\frac{d}{dt} r^2 = 2 \sum_{i,j=1}^{N} x_{ij} \cdot v_{ij}.
$$

Then we apply (I.2) to find the second derivative of $r^2$:

$$
\begin{align*}
\frac{d^2}{dt^2} r^2 &= 2 \sum_{i,j=1}^{N} |v_{ij}|^2 + \frac{2K_1}{N} \sum_{i,j,k} x_{ij} \cdot \left( v_{ki} \psi(r_{ki}) - v_{kj} \psi(r_{kj}) \right) \\
&\quad + \frac{K_2}{N} \sum_{i,j,k} x_{ij} \cdot \left( \frac{r_{ki} - 2R}{r_{ki}} x_{ki} - \frac{r_{kj} - 2R}{r_{kj}} x_{kj} \right) \\
&= 4N\|v\|^2 + I_1 + I_2.
\end{align*}
$$

Estimation of $I_1$ and $I_2$ follow by symmetrization (i.e., by exchanging the indices $i \leftrightarrow k$ and $j \leftrightarrow k$), which leads to

$$
I_1 = -2K_1 \sum_{i,j=1}^{N} x_{ij} \cdot v_{ij} \psi(r_{ij}), \quad I_2 = -K_2 \sum_{i,j=1}^{N} r_{ij} (r_{ij} - 2R).
$$

Therefore we have

$$
\frac{d^2}{dt^2} r^2 = 4N\|v\|^2 - 2K_1 \sum_{i,j=1}^{N} x_{ij} \cdot v_{ij} \psi(r_{ij}) - K_2 \sum_{i,j=1}^{N} r_{ij} (r_{ij} - 2R). \tag{III.6}
$$

On the other hand

$$
\frac{d^2}{dt^2} r^2 = 2 \frac{d}{dt} \left( \frac{dr}{dt} \right)^2 = 2 \left( \frac{dr}{dt} \right)^2 + 2r \frac{d^2r}{dt^2}. \tag{III.7}
$$

Combining (III.6) and (III.7), together with Cauchy-Schwarz inequalities

$$
\left| \frac{dr}{dt} \right| \leq \sqrt{2N}\|v\|, \quad \text{and} \quad |I_1| \leq 2\sqrt{2N}K_1 r \|v\|.
$$
leads to
\[ r \frac{d^2 r}{dt^2} = \frac{1}{2} \frac{d^2}{dt^2} r^2 - \left( \frac{dr}{dt} \right)^2 \geq -K_1 \sum_{i,j=1}^{N} x_{ij} \cdot v_{ij} \psi(r_{ij}) \]
\[ - \frac{K_2}{2} \sum_{i,j=1}^{N} r_{ij}^2 + K_2 R \sum_{i,j=1}^{N} r_{ij} \geq -K_1 \| v \| - \frac{K_2}{2} r^2 + K_2 R. \]

We divide both sides of the above inequality by \( r \) to obtain
\[ \frac{d^2 r}{dt^2} \geq -K_1 \| v \| - \frac{K_2}{2} r + K_2 R. \]

We know from Proposition III.2 that \( \| v(t) \| \to 0 \) as \( t \to \infty \), thus if \( r(t) \) also decays to 0, then for all sufficiently large \( t \), we have
\[ \frac{d^2 r}{dt^2} \geq \frac{K_2}{2} R, \]
which is impossible with \( r(t) \to 0 \). Therefore \( r \) does not converge to 0 as \( t \to \infty \) and the assertion of the lemma is proved.

\( \diamond \) **Singular weight.** In the \( F_1 \) case the argumentation is different. By the definition of the total energy and noting that \( \sum r_{ij} \geq \sqrt{\sum r_{ij}^2} \), we estimate it as
\[ E = E_k + E_p = \frac{1}{2} \| v \|^2 + \frac{K_2}{8N} r^2 + \frac{K_2}{2N} R \sum_{i,j=1}^{N} \left( R - r_{ij} \right) \]
\[ \leq \frac{1}{2} \| v \|^2 + \frac{K_2}{8N} r^2 + \frac{K_2}{2N} R(N^2 R - r). \] (III.8)

Furthermore, by Proposition II.1, we know that
\[ \int_0^\infty \| v \|^2 \psi(r)dt = \frac{1}{2N} \int_0^\infty \sum_{i,j=1}^{N} |v_{ij}|^2 \psi(r_{ij})dt \]
\[ \leq \frac{1}{2N} \int_0^\infty \sum_{i,j=1}^{N} |v_{ij}|^2 \psi(r_{ij})dt \leq E(0), \]
which implies that there exists a sequence \( t_n \to \infty \), such that
\[ \| v(t_n) \|^2 \psi(r(t_n)) \to 0. \]
If we define \( a_n := \|v(t_n)\|^2 \psi(r(t_n)) = \|v(t_n)\|^2 r^{-\alpha}(t_n) \), we have,

\[
a_n \to 0, \quad \text{and} \quad \|v(t_n)\|^2 = a_n r^\alpha(t_n).
\]

Now assume that \( r(t) \to 0 \) as \( t \to \infty \). Then we come back to (III.8) to see that

\[
\mathcal{E}(t_n) \leq \frac{1}{2} a_n r^\alpha(t_n) + \frac{K_2}{8N} r^2(t_n) + \frac{K_2}{2N} R(N^2 R - r(t_n)).
\]

Therefore, if we fix sufficiently large \( n_0 \) so that

\[
a_n < \frac{K_2 R}{4N}, \quad \text{and} \quad r(t_n) < 1, \quad \text{for all} \quad n \geq n_0,
\]

then,

\[
\mathcal{E}(t_{n_0}) < \frac{1}{2} \frac{K_2 R}{4N} r^\alpha(t_{n_0}) + \frac{K_2}{8N} r(t_{n_0}) + \frac{K_2}{2N} R^2 - \frac{K_2}{2N} r(t_{n_0})
\]

\[
\leq \frac{1}{2} \frac{K_2 R}{4N} r(t_{n_0}) + \frac{K_2}{8N} r(t_{n_0}) + \frac{K_2}{2N} R^2 - \frac{K_2}{2N} r(t_{n_0})
\]

\[
\leq \frac{K_2}{2} R^2 - \frac{K_2}{4N} r(t_{n_0}) < \frac{K_2 N}{2} R^2.
\]

Here we note that, since \( \alpha \geq 1 \) and \( r < 1 \), we have \( r^\alpha \leq r \). Thus, by observation (B), it is impossible that \( r \to 0 \) as \( t \to \infty \) and the claim of the lemma is proved.

**Proof of Proposition III.3** Lemma III.2 states that regardless of the framework, there exists a subsequence \( t_n \to \infty \) and \( \rho > 0 \), such that \( r(t_n) \geq \rho \). We may assume without a loss of generality that \( \rho \leq R \).

We prove Proposition III.3 by contradiction. Suppose that there exists another subsequence \( s_n \to \infty \), such that \( r(s_n) \to 0 \). It means that \( \mathcal{E}_p(s_n) \to \frac{K_2 N}{2} R^2 \). Thanks to Darboux property, there exists a sequence \( q_n \to \infty \) such that \( t_n \leq q_n \leq s_n \) and \( R \geq r(q_n) \geq \rho \) (see Figure 1).

Then, by observation (A), we have \( R \geq r_{ij}(q_n) \geq \frac{1}{\mu N^2} \rho \) since

\[
r_{ij} \geq \min_{1 \leq i \neq j \leq N} r_{ij} \geq \frac{1}{\mu} \max_{1 \leq i \neq j \leq N} r_{ij} \geq \frac{r}{\mu N^2}.
\]

Then

\[
\mathcal{E}(q_n) = \mathcal{E}_k(q_n) + \mathcal{E}_p(q_n) \leq \mathcal{E}_k(q_n) + \frac{K_2 N}{8} \left( 2R - \frac{\rho}{\mu N^2} \right)^2
\]

and since \( \mathcal{E}_k(q_n) \to 0 \) by Proposition III.2, there exists \( n_0 \), such that

\[
\mathcal{E}(q_{n_0}) \leq \frac{K_2 N}{8} \left( 2R - \frac{\rho}{2\mu N^2} \right)^2 < \frac{K_2 N}{2} R^2.
\]
Fig. 1: Schematic explanation for Darboux property. We introduce $q_n$ because we do not know that $r(t_n) \leq R$.

Then, observation $(B)$ implies that there exists $\tilde{\rho} > 0$ such that for all $t > q_{n_0}$ and all $i, j = 1, ..., N$, we have $r_{ij}(t) \geq \tilde{\rho}$. This is contradictory to the assumption of existence of sequence $\{s_n\}$ and the proof of Proposition III.3 is completed.

We combine Propositions III.1 and III.3 to obtain the following corollary.

**Corollary III.1** (Global minimal distance). *In framework $F_1$ there exists a global minimal distance between the particles.*

**D. Bound on the relative distance**

**Proposition III.4.** *In both frameworks $F_1$ and $F_2$ we have*

$$
\limsup_{t \to \infty} |x_i(t)| \leq 2R, \quad \limsup_{t \to \infty} |x_i(t) - x_j(t)| \leq 4R.
$$

*Proof.* The lack of asymptotic collisions ensured by Proposition III.3 provides a uniform-in-time regularity of the right-hand side of (I.2) regardless whether the communication weight is singular or not. Therefore both $v_i$ and $\frac{dv_i}{dt}$ are uniformly continuous and since $v_i \to 0$ as $t \to \infty$, we have

$$
0 = \lim_{t \to \infty} \frac{dv_i}{dt} = \lim_{t \to \infty} \frac{K_2}{N} \sum_{j=1}^{N} \frac{1}{2r_{ij}} (r_{ij} - 2R)(x_j - x_i).
$$
The above equality implies that for any fixed \( \varepsilon \ll 1 \), there exists sufficiently large \( t_0 \) such that for \( t > t_0 \),
\[
\left| \sum_{j=1}^{N} \left[ x_j - x_i - \frac{2R}{r_{ij}}(x_j - x_i) \right] \right| < \varepsilon, \quad i = 1, 2, \ldots, N, \quad t > t_0.
\] (III.9)

Together with the zero-sum condition \( \sum_{i=1}^{N} x_i = 0 \) (see (II.1)), (III.9) implies
\[
\left| |x_i| - \frac{2R}{N} \sum_{j=1}^{N} \frac{x_{ji}}{r_{ji}} \right| \leq \left| x_i + \frac{2R}{N} \sum_{j=1}^{N} \frac{x_{ji}}{r_{ji}} \right| < \varepsilon, \quad i = 1, 2, \ldots, N.
\]
Therefore, we have the asymptotic bound for the positions
\[
|x_i| \leq \left| \frac{2R}{N} \sum_{j=1}^{N} \frac{x_j - x_i}{|x_j - x_i|} \right| + \varepsilon \leq 2R + \varepsilon,
\]
and relative distances
\[
r_{ij} = |x_i - x_j| \leq |x_i| + |x_j| \leq 4R + 2\varepsilon.
\]
Since \( \varepsilon \) was arbitrary, this directly implies
\[
\limsup_{t \to \infty} |x_i| \leq 2R, \quad \text{and} \quad \limsup_{t \to \infty} r_{ij} \leq 4R.
\]

IV. NUMERICAL SIMULATION

In this section, we provide the numerical simulation supporting the analytical theorems in this paper. We conduct four simulations: to illustrate the asymptotic bound for position; to compare decay of the energy across four cases of singular or regular original and simplified CSB system; to illustrate the collision avoidance granted by the singularity of the communication weight; and to show that from the numerical perspective the positions of the particles converge to an equilibrium.

A. Asymptotic bound for position

Once the asymptotic bound for position is obtained, it is easy to see that the asymptotic relative distance between particles is at most twice the bound for position. To conduct the numerical simulation, we randomly choose \( N = 10, 15, 20, 25 \) initial positions and velocities from 2 dimensional random vectors uniformly distributed on \([-5, 5] \times [-5, 5]\) respectively. We
also take $R = 2$. Figure 2 shows the solutions at $t = 500$, at which the solutions are near equilibrium. The large circle is centered at the center of mass with radius $2R$. As expected in Proposition III.4, all of the particles stay in that circle, which implies that the radius of position is bounded by $2R$ and their relative distances are bounded by $4R$.

![Graphs showing various pattern formation](image)

Fig. 2: Various pattern formation for different number of particles.

B. Energy decay

Figure 3 presents evolution of the kinetic, potential and total energy for each considered models with the same initial condition. Here, we use the same initial distribution as in Section IV-A. As
expected in Propositions [II.1 and III.2] the kinetic energy $E_k$ decays to 0 and the total energy converges to a limit value. We note here that the simplified CSB model shows more oscillatory behavior than the original one, which implies that the additional term in original CSB model is somehow related to preventing oscillation.

![Energy decay plots]

(a) Original CSB, regular kernel  
(b) Original CSB, singular kernel  
(c) Simplified CSB, regular kernel  
(d) Simplified CSB, singular kernel

Fig. 3: Energy decay of various CSB model.

C. Lower bound for distance between particles

We pick a one-dimensional initial position uniformly from $[-5, 5]$ and initial velocity from $[-2, 2]$. To compare the singular and regular case, we take two interaction kernels $\psi_s$ and $\psi_r$ as
follows:
\[
\psi_s(r) := \frac{1}{r}, \quad \text{and} \quad \psi_r(r) := \frac{1}{1 + r}.
\]

Fig. 4: Particle trajectories for (a) singular and (b) regular kernels in 1-dimension.

Figure 4(a) shows the numerical result for the singular kernel \( \psi_s \). Here, we find that there is a minimum relative distance attained near \( t = 3 \). However, for the case of regular kernel in Figure 4(b) there are collisions between particles, and the lower bound of relative positions between the particles can only be attained in the asymptotic sense.

D. Convergence of position

Finally we measure the magnitude of velocity to check whether the particles converge to equilibrium. Figure 5 shows the maximum velocity \( v_{\max} \) defined as
\[
v_{\max}(t) := \max_{1 \leq i \leq N} |v_i(t)|.
\]
In the figure, we multiply \( v_{\max} \) by \( t^{1.5} \) in order to show the clear meaning of the graph. In Figure 5 one can find that the function \( t^{1.5}v_{\max} \) is bounded from the above and decays to 0 over time. This implies that there exists a positive constant \( C > 0 \) such that
\[
v_{\max} \leq \frac{C}{t^{1.5}},
\]
which further implies the convergence of position, since velocity is absolutely integrable. Therefore, although we cannot provide analytically rigorous proof of convergence of position, we observe that positions of particles converge to the equilibrium.

REFERENCES

[1] Ahn, S. M., Choi, H., Ha, S.-Y., and Lee, H.: *On collision-avoiding initial configurations to Cucker-Smale type flocking models*. Commun. Math. Sci., 10(2), 625-643 (2012).

[2] Almasri, M. M., Alajlan, A. M., Elleithy, K. M.: *Trajectory Planning and Collision Avoidance Algorithm for Mobile Robotics System*. IEEE Sensors Journal, 16(12), 5021-5028, 2016.

[3] Carrillo, J. A., Choi, Y.-P., Mucha, P. B., and Peszek, J.: *Sharp conditions to avoid collisions in singular Cucker-Smale interactions*. Nonlin. Anal. RWA., 37, 317-328 (2017).

[4] Carrillo, J. A., Fornasier, M., Rosado, J. and Toscani, G.: *Asymptotic flocking dynamics for the kinetic Cucker-Smale model*. SIAM J. Math. Anal. 42, 218-236 (2010).

[5] Carrillo, J. A. Fornasier, M., Toscani, G. and Vecil, F.: *Particle, kinetic, and hydrodynamic models of swarming*. Mathematical modeling of collective behavior in socio-economic and life sciences. 297-336, Model. Simul. Sci. Eng. Technol., Birkhauser Boston, Inc., Boston, MA, 2010.
[6] Choi, Y.-P., Ha, S.-Y. and Li, Z.: Emergent dynamics of the Cucker-Smale flocking model and its variants. In N. Bellomo, P. Degond, and E. Tadmor (Eds.), Active Particles Vol.I - Theory, Models, Applications(tentative title), Series: Modeling and Simulation in Science and Technology, Birkhauser-Springer.

[7] Cucker, F. and Dong, J.-G.: Avoiding collisions in flocks. IEEE Trans. Automatic Control 55, 1238-1243 (2010).

[8] Cucker, F. and Smale, S.: Emergent behavior in flocks. IEEE Trans. Automat. Control 52, 852-862 (2007).

[9] Park, J., Kim, H. J. and Ha, S.-Y.: Cucker-Smale flocking with inter-particle bonding forces. IEEE Trans. Automat. Control 55 (2010), no. 11, 2617–2623.

[10] Ha, S.-Y. and Liu, J.-G.: A simple proof of Cucker-Smale flocking dynamics and mean field limit. Commun. Math. Sci. 7, 297-325 (2009).

[11] Ha, S.-Y. and Tadmor, E.: From particle to kinetic and hydrodynamic description of flocking. Kinetic Relat. Models 1, 415-435 (2008).

[12] Justh, E. and Krishnaprasad, P.: A simple control law for UAV formation flying. Technical Report 2002-38 (http://www.isr.umd.edu).

[13] Leonard, N. E., Paley, D. A., Lekien, F., Sepulchre, R., Fratantoni, D. M. and Davis, R. E.: Collective motion, sensor networks and ocean sampling. Proc. IEEE 95, 48-74 (2007).

[14] Mucha, P.B. and Peszek, J.: The Cucker-Smale equation: singular communication weight, measure-valued solutions and weak-atomic uniqueness. Arch. Rational Mech. Anal., 227: 273. https://doi.org/10.1007/s00205-017-1160-x (2018).

[15] Paley, D. A., Leonard, N. E., Sepulchre, R., Grunbaum, D. and Parrish, J. K.: Oscillator models and collective motion. IEEE Control Systems Magazine 27, 89-105 (2007).

[16] Perea, L., Elosegui, P. and Gómez, G.: Extension of the Cucker-Smale control law to space flight formation. J. of Guidance, Control and Dynamics 32, 527-537 (2009).

[17] Peszek, J.: Existence of piecewise weak solutions of a discrete Cucker-Smale's flocking model with a singular communication weight. J. Differential Equations, 257(8), 2900-2925 (2014).

[18] Peszek, J.: Discrete Cucker-Smale flocking model with a weakly singular weight. SIAM J. Math. Anal., 47(5), 3671-3686 (2015).

[19] Toner, J. and Tu, Y.: Flocks, herds, and Schools: A quantitative theory of flocking. Physical Review E. 58, 4828-4858, 1998.

[20] Topaz, C. M. and Bertozzi, A. L.: Swarming patterns in a two-dimensional kinematic model for biological groups. SIAM J. Appl. Math. 65, 152-174 (2004).

[21] Vicsek, T., Czirók, A. Ben-Jacob, I. Cohen and O. Schochet: Novel type of phase transition in a system of self-driven particles. Phys. Rev. Lett. 75, 1226-1229 (1995).