Potential of mean force for electrical conductivity of dense plasmas

C. E. Starrett

1Los Alamos National Laboratory, P.O. Box 1663, Los Alamos, NM 87545, U.S.A.
(Dated: February 24, 2022)

The electrical conductivity in dense plasmas can be calculated with the relaxation-time approximation provided that the interaction potential between the scattering electron and the ion is known. To date there has been considerable uncertainty as to the best way to define this interaction potential so that it correctly includes the effects of ionic structure, screening by electrons and partial ionization. Current approximations lead to significantly different results with varying levels of agreement when compared to benchmark calculations and experiments. We present a new way to define this potential, drawing on ideas from classical fluid theory to define a potential of mean force. This new potential results in significantly improved agreement with experiments and benchmark calculations, and includes all the aforementioned physics self-consistently.
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I. INTRODUCTION

Accurate prediction of electronic conductivity in dense plasmas has proved to be a challenging problem. One approach is to use density functional theory molecular dynamics (DFT-MD) coupled with the Kubo-Greenwood formalism [1–6]. This method is thought to be accurate but is limited in the problems it can be applied to due to its significant computational expense. Moreover, fundamental questions like its treatment of electron-electron collisional effects are still active areas of research [6]. Experimentally, the subject is an active area of research [7] and has a long history [8–12], in part due to the difficulty in obtaining model independent measurements.

Another class of methods starts from the Boltzmann equation and introduces a relaxation-time approximation [13] in which electrons are scattered from ions and other electrons. The question then becomes one of calculating the electron-ion and electron-electron cross sections. In the degenerate electron limit this approach becomes identical to the famous Ziman method [14, 15].

To calculate the electron-ion cross section in dense plasmas one needs to be able to model partial ionization induced by density and temperature, and also the corresponding changes in the ionic structure. Average atom models have long been used for this purpose [14, 16–21]. They are DFT based models that attempt to calculate the properties of one averaged atom in the plasma. They are computationally efficient and are well suited to making wide ranging tables of data [16].

While on the face of it, it seems natural to couple these average atoms to the relaxation time approximation and thus calculate conductivities, it turns out that the results are sensitive to exactly how this coupling is done. Specifically, one needs to define an electron-ion scattering potential, and how this definition is made strongly effects the resulting conductivities [14, 17, 22, 23].

II. THEORETICAL MODEL

A. Conductivity in terms of the electron relaxation time

In the relaxation-time approximation the conductivity is given by

$$
\sigma_{DC} = \int_0^\infty \left( -\frac{df}{d\epsilon} \right) N_e(\epsilon) \tau_\epsilon d\epsilon
$$

(1)

where $\tau_\epsilon$ is the energy dependent relaxation time, $f$ is the Fermi-Dirac occupation factor,

$$
N_e(\epsilon) = n_0^e \int_0^\epsilon d\epsilon' \chi(\epsilon')
$$

(2)

Unless otherwise stated, atomic units are used throughout in which $\hbar = m_e = e = k_B = a_B = 1$, and the symbols have their usual meanings.

In this paper we explore a new method of coupling average atom models to the relaxation-time approximation that extends the potential of mean force from classical fluid theory [24] to the quantum domain. Thus, a new quantum potential of mean force is defined. It includes correlations with electrons and ions surrounding the central scatterer through the quantum fluid equations known as the quantum Ornstein-Zernike equations [25]. We find that the new potential leads to generally more accurate conductivity predictions when compared to DFT-MD simulations and experiments for aluminum over a wide range of conditions. We also explore the influence of electron-electron collisions by including a correction factor due to Reinholz et al [26], and find that plays a significant and important role in certain cases.
and $\chi(\epsilon)$ is the density of states such that the number of valence electrons per atom $Z$ is

$$Z = \frac{n_e^0}{n_f^0} = \int_0^\infty d\epsilon \chi(\epsilon) f(\epsilon, \mu_e)$$

(3)

Here $\mu_e$ is chemical potential and $n_e^0$ ($n_f^0$) is the density of valence electrons (ions). If we take the density of states $\mu_e$, then

$$\eta = \frac{\epsilon_n^3}{3\pi^2}$$

(5)

where $\epsilon = \sqrt{2} \mu_e$. The resulting equation that we will use here is

$$\sigma_{DC} = \frac{1}{3\pi^2} \int_0^\infty \left( -\frac{df}{d\epsilon} \right) \eta, \epsilon, d\epsilon$$

(6)

### B. The electron relaxation time’s relation to the momentum transport cross section

The relaxation time is related to the mean free path $\lambda_e$ by

$$\tau_e = \frac{\lambda_e}{\nu}$$

(7)

which is in turn related to the momentum transport cross section $\sigma_{TR}(\epsilon)$

$$\lambda_e = \frac{1}{n_f^0 \sigma_{TR}(\epsilon)}$$

(8)

hence

$$\tau_e = \frac{1}{n_f^0 \nu \sigma_{TR}(\epsilon)}$$

(9)

### C. The momentum transport cross section in terms of scattering phase shifts

The momentum transport cross section is calculated from

$$\sigma_{TR}(p) = 2\pi \int_0^\pi d\theta \frac{d\sigma}{d\theta}(\epsilon, \theta)(1 - \cos \theta) \sin \theta$$

(10)

where $p = m_e v$ and $d\sigma/d\theta(\epsilon, \theta)$ is the differential cross section for one scatterer in the plasma. This can be calculated from the scattering phase shifts $\eta_l(\epsilon)$ once the single center scattering potential $V^{scatt}(r)$ is known.

$$\frac{d\sigma}{d\theta}(\epsilon, \theta) = |\mathcal{F}(\epsilon, \theta)|^2$$

(11)

where the scattering amplitude $\mathcal{F}$ is

$$\mathcal{F}(\epsilon, \theta) = \frac{1}{p} \sum_{l=0}^\infty (2l + 1) \sin \eta_l e^{\eta_l} P_l(\cos \theta)$$

(12)

The angular integral in equation (10) can be carried out analytically, yielding

$$\sigma_{TR}(\epsilon) = \frac{4\pi}{p^2} \sum_{l=0}^\infty (l + 1) (\sin (\eta_{l+1} - \eta_l))^2$$

(13)

### D. Choice of scattering potential

To calculate the scattering amplitude $\mathcal{F}$ or momentum transfer cross section $\sigma_{TR}(r)$ we need a scattering potential $V^{scatt}(r)$. The physical picture inherent to our application of the relaxation time approximation is that electrons scatter off one center at a time, and that the plasma is made up of identical scattering centers. The question then becomes: what defines a scattering center?

1. **Pseudoatom (PA) potential**

   Let’s assume that the plasma is made up of an ensemble of identical pseudoatoms. Each pseudoatom is a nucleus and a spherically symmetric screening cloud of electrons with density $n_e^{PA}(r)$. The total potential for the plasma is then

$$V(r) = \sum_{i=1}^N V^{PA}(|r - R_i|)$$

(14)

where the sum is over the $N$ nuclei in the plasma and

$$V^{PA}(r) = -\frac{Z}{r} + \int d^3r' \frac{n_e^{PA}(r')}{|r - r'|} + V^{xc}[n_e^{PA}(r)]$$

(15)

with $V^{xc}[n]$ being the contribution from electron exchange and correlation.

In the high energy limit the Born cross section becomes accurate and the scattering cross section for the whole plasma is

$$\frac{d\sigma^{plasma}}{d\theta}(\epsilon, \theta) = \left| \frac{V(q)}{2\pi} \right|^2$$

(16)

where

$$q^2 = 2p^2[1 - \cos \theta]$$

(17)

and the Fourier transform of the potential is

$$V(q) = \int d^3r e^{-irq} V(r)$$

(18)

Taking the Fourier Transform of equation (14) and using the definition of the ionic structure factor

$$S_{ii}(q) = \frac{1}{N} \langle \rho q \rho_{-q} \rangle$$

(19)
where
\[ \rho_q = \sum_i e^{-\imath q R_i} \]
and the angular brackets indicate that the configurational average has been taken, the differential cross section per scattering center becomes
\[
\frac{d\sigma}{d\theta}(\epsilon, \theta) = S_{ii}(q) \left| V^{PA}(q) - 2\pi \right|^2
\]
This is valid when the Born approximation is accurate (i.e. for weak scattering, typically high energy scattering electrons). To return to the strong scatterer picture for which the Born approximation is invalid, one approach is to replace the Born cross section \( |V^{PA}(q)/2\pi|^2 \) with its t-matrix equivalent, equations (11) and (12), i.e.
\[
\frac{d\sigma}{d\theta}(\epsilon, \theta) = S_{ii}(q) \left| F^{PA}(\epsilon, \theta) \right|^2
\]
where \( F^{PA} \) is the scattering amplitude for the \( V^{PA}(r) \) potential. However, as the differential cross section now depends on \( S_{ii}(q) \), the angular integral in equation (10) can longer be done analytically and must be done numerically.\(^2\)

Using this approach the Born limit of the scattering cross section is recovered, and so the method should be accurate at high temperatures or high densities where the scattering electrons have high energies. However, at relatively lower densities and temperatures (like room temperature and pressure), the Born cross section will be significantly in error, and therefore equation (22) may also be significantly in error.

2. Average atom (AA) potential

An alternative and routinely used \([16, 17, 20, 21, 27-29]\) definition of the scattering potential is to use an average atom potential \( V^{AA}(r) \). There are a number of realistic variations on how this should be defined but such variations are relatively unimportant for present purposes. We define
\[
V^{AA}(r) = -\frac{Z}{r} + \int_{r<R_{WS}} d^3r' n_e^{AA}(r') + \int_{r>R_{WS}} d^3r' n_e^{AA}(r') + V^{xc}(n_e^{AA}(r))
\]
where the integral and the potential are confined to the ion sphere with (Wigner-Seitz) radius \( R_{WS} \). The ion sphere is required to the charge neutral and typically \( V^{AA}(r) = 0 \) for \( r > R_{WS} \). In this approach
\[
\frac{d\sigma}{d\theta}(\epsilon, \theta) = S_{ii}(q) \left| F^{AA}(\epsilon, \theta) \right|^2
\]
In deriving this result \([30]\) one assumes a muffin-tin potential and a crude estimate of multiple scattering effects gives rise to the ionic structure factor \( S_{ii}(q) \). The average atom potential \( V^{AA}(r) \) cannot recover the Born limit and equation (24) will be incorrect in the high temperature or high density limit.

3. Potential of mean force (MF)

We desire the potential felt by one electron as it scatters from one center. This scattering does not happen in isolation as in the \( V^{PA}(r) \) approximation (equation 22). For classical ("cl") particles the Ornstein-Zernike equations can be used to define a potential of mean force that includes the potential created by the central scatterer as well as its correlations with surrounding scattering centers. In the hyper-netted chain closure approximation (HNC) this reads
\[
V^{MF,cl}(r) = V(r) - \frac{1}{\beta} \left( h(r) - C(r) \right)
\]
\[
= V(r) + n^0 \int d^3r' C(|r - r'|) \frac{h(r')}{-\beta} \]

\(^2\) From a numerical point of view the angular integral in equation (10) is not particularly difficult.
where \( h(r) \) is the pair correlation function\(^3\), \( C(r) \) the direct correlation function, \( n^0 \) is the particle density, \( V(r) \) the direct interaction potential between two particles (e.g. the coulomb potential), and \( \beta \) is the inverse temperature. Such a mean field potential has been used successfully for calculation of ionic transport quantities [24, 31]. The analogous electron-ion potential when considering quantal electrons is given by the quantum Ornstein-Zernike equations as [25, 32]

\[
V^{MF}(r) = V_{ie}(r) + n^0_i \int d^3r C_{ie}(\beta) h_{ii}(r') + n^0_e \int d^3r C_{ee}(\beta) h_{ee}(r')
\]

where \( C_{ie} \) (\( C_{ee} \)) is the electron-ion (electron) direct correlation function. The quantum Ornstein-Zernike equations are valid when the electrons respond linearly to the ions, i.e. in the linear response regime. Thus it is necessary to artificially separate the electrons into two groups: those that are bound the nucleus (\( n^{ion}_e(r) \)) and therefore respond very non-linearly, and those that are not bound (\( n^{ext}_e(r) \)), and for which linear response is reasonably accurate. This was the approach taken in [33, 34] where the quantum Ornstein-Zernike equations were solved and resulting pair distribution functions where shown to be accurate. Adopting that model, \( V_{ie}(r) \) becomes

\[
V_{ie}(r) = -\frac{Z}{r} + \int d^3r' \frac{n^{ion}_i(r')}{|r - r'|} + V^{xc}[n^{ion}_e(r)]
\]

Using the relation [33]

\[
C_{ij}(k) = -\beta V^{C}_{ij}(k) + \tilde{C}_{ij}(k)
\]

where \( V^{C}_{ij}(k) = Z_i Z_j 4\pi/k^2 \) is the Coulomb potential in Fourier space between two charges \( Z_i \) and \( Z_j \), and collecting terms gives

\[
V^{MF}(r) = V^{PA}(r) + n^0_i \int d^3r' \frac{\tilde{Z} h_{ii}(r') + n^{ext}_e(r')}{|r - r'|} + V^{xc}[n^{ext}_e(r)] + n^0_i \int d^3r' \frac{C_{ie}(\beta)}{\beta} h_{ii}(r')
\]

with

\[
n^{ext}_e(r') = \int d^3r' n^{ext}_e(r') h_{ii}(|r - r'|)
\]

and \( \tilde{Z} = n^0_i/n^0_i = \int d^3r n^{scf}(r) \). \( V^{MF}(r) \) is the scattering potential for one scattering center, and implicitly includes the ionic structure \( (S_{ii}(q) = 1 + n^0_i h_{ii}(q)) \), i.e. \( S_{ii}(q) \) does not explicitly appear as in equations [22] and [24] for the pseudoatom and average atom differential cross sections. Hence, the angular integral in equation [10] can be carried out analytically and we directly solve equation [13].

In the high temperature regime \( h_{ii}(r) \to 0 \forall r \), and \( \tilde{C}_{ie}(r) \to 0 \forall r \), hence \( V^{MF}(r) \to V^{PA}(r) \), and the Born limit will be recovered.

It is interesting to note that the potential of mean force obtained above (equation [26]) is that same as the potential used in Chihara’s QHNC model [26]. There it has not been used for conductivity calculations.

In figure 1 examples of these three potentials \( V^{AA}(r) \), \( V^{MF}(r) \) and \( V^{PA}(r) \) are shown for aluminum at 2 eV and 2.7 g/cm\(^3\) (top panel) and 0.1 g/cm\(^3\) (bottom panel). For the higher density case correlations are important and \( V^{MF}(r) \) is close to \( V^{AA}(r) \), whereas for the lower density case correlations are less important and \( V^{MF}(r) \) is closer to \( V^{PA}(r) \).

III. NUMERICAL RESULTS

To generate the potentials needed for calculation of the conductivities \( (V^{AA}(r), V^{PA}(r) \) and \( V^{MF}(r) \) we have used the model of references [33, 34]. In this model DFT is used to determine the electronic structure of one average atom in the plasma. This provides a closure relation for the quantum Ornstein-Zernike equations, which are thus solved self-consistently for all quantities of interest.

---

\(^3\) \( h(r) \) is simply related the structure factor \( S(q) = 1 + n^0 h(q) \).
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FIG. 5: (Color online) Electrical conductivity of aluminum at 2.7 g/cm\(^3\) as calculated in the present approach for the three potentials \( V^{AA}(r) \), \( V^{PA}(r) \) and \( V^{MF}(r) \), compared to the experiment of Milchberg et al \[11\]. Also shown are DFT-MD results due to Sjostrom et al \[2\] and Sesame 29371.

In figure 5 calculations at high densities, but tend to be too large at lower densities, compared to the experimental data. In contrast, \( V^{PA}(r) \) gives reasonable results at lower densities, but underestimates the QMD results at high densities. \( V^{MF}(r) \) gives reasonable, but not perfect, agreement at both low and high densities, for both temperatures. Including the electron-electron collision factor, agreement with the experiment and the DFT-MD simulations for the mean force potential is markedly improved. This further strengthens the case that electron-electron collisions should be explicitly accounted for when using the relaxation time approach. We note that the correction factor is the same for all three potentials, but its effect is only shown for \( V^{MF}(r) \) for clarity.

It should also be noted that the range of conditions plotted in figure 3 is a particularly challenging regime to model due to the recalculation of electrons as density is lowered. This recalculation explains the structures in the present results, which are a consequence of the spherical symmetry in the underlying model \[33, 34\], and are probably too pronounced. Also shown in the figure are Sesame 29371 curves, which were designed to fit the experiments \[8\] and as a consequence agree very well with those experiments. At the highest densities shown, the Sesame curve overestimates the QMD calculations, particularly at 30 K.

In figure 3 calculations of the resistivity of warm dense aluminum at 0.1 g/cm\(^3\) and 0.3 g/cm\(^3\) are compared to the experimental results of Clérouin et al \[9, 10\] and DeSilva et al \[8\] as well as DFT-MD results from reference \[1\]. Results using all three types of potential are shown. All the theory curves are reasonably close to each other for temperatures greater than 2 eV. For temperatures lower that this the variance significantly increases. Compared to the Clérouin et al data the mean-force potential gives reasonable agreement for both densities, whereas neither \( V^{AA}(r) \) or \( V^{PA}(r) \) give a consistent level of agreement with the data at both densities. \( V^{AA}(r) \) is closer to the data at the higher density, where correlations with surrounding ions are relatively important, while \( V^{PA}(r) \) is closer at the lower density, where the influence of correlations reduced. While the agreement of the \( V^{MF} \) calculations is not perfect it should be remembered that neither is the underlying model \[33, 34\] or the experiments, which themselves do not agree with each other. The effect of electron-electron collisions is significant in for the lower temperatures. We note that the temperatures of the experiments of Clérouin et al are obtained through comparison with DFT-MD simulations \[10\] and are not measured directly. For completeness we have also compared to Sesame calculations that are based on the model of \[35\]. The Sesame result tends to overestimate the Clérouin et al data. They are fit to the DeSilva et al data \[25\] and are therefore is good agreement with those experiments.

In figure 4 we compare to the experiment of reference \[11\]. This experiment reported results for solid density aluminum up to high temperatures. We also compare to DFT-MD results from reference \[2\]. At the lower temperatures (20 eV and below) the results using \( V^{MF}(r) \) agree well with the experiment. They underestimate the DFT-MD results of \[2\] by \( \sim 20\% \) at 1 eV. Note that the increase in conductivity in going from 5 to 10 eV reported by Sjostrom et al \[2\] may be an artifact of the pseudopotential used \[11\]. The \( V^{PA}(r) \) results significantly underestimate the conductivity in the low temperature regime compared to both the DFT-MD and experimental results. The \( V^{AA}(r) \) results over predict the conductivity.
in this regime. At higher temperatures none of the results from the potentials match the experiment. However, it has been pointed out [12] that the temperatures reported in [11] are dependent on a model for ionization, and that different models yield significantly different temperatures (eg. the 40 eV point becomes 23.5eV). Moreover, while dc conductivity was reported, it as an ac conductivity at 4.026 eV that was measured. Finally, we also show the Sesame result. This curve has a much sharper drop at low temperatures, and a different slope as temperature is increased. Over the temperature range shown the maximum difference between Sesame and the \( V^{MF}(r) \) curve is a factor of \( \sim 2 \), but is generally closer. The effect of electron-electron collisions is small due to the relatively high degeneracy of the plasma and relatively large electron-ion collision cross section.

While generation of the potential \( V^{MF}(r) \) using the model of references [33] [34] is computationally inexpensive relative to DFT-MD simulations, is still takes 30 minutes to 1 hour per density temperature point. With a view to generating tables of conductivity data it is desirable to find an even more computationally efficient model. One option is to use a Thomas-Fermi based DFT model, in place of the Kohn-Sham description used above [33] [34]. With such a model it takes seconds to generate \( V^{MF}(r) \). In figure 6 we compare conductivities using the Kohn-Sham and Thomas-Fermi methods of generating \( V^{MF}(r) \). We find that for the densities shown the Thomas-Fermi and Kohn-Sham results agree very closely for temperature greater than 25 eV. The Thomas-Fermi model therefore offers a rapid shortcut to realistic potentials for sufficiently high temperatures.

In figure 7 we compare calculations based on the present \( V^{MF}(r) \) model to the Sesame table 29371, based on the model of [13] [35], up to 1000 eV. We find that the present model shows much more sensitivity to density than Sesame 29371 does and that the effect of electron-electron collisions remains relatively small even at these high temperatures. At 1000 eV the present model is \( \sim 13 \) % larger for 2.7 g/cm\(^3\), while at 0.027 g/cm\(^3\), the present model gives conductivities \( \sim 25 \) % lower.

IV. CONCLUSIONS

We have presented a potential of mean force that, coupled with the relaxation time approximation, is used to calculate electrical conductivity of dense plasmas. Compared to previously used potentials we found improved agreement with experiments and bench mark calculations across a range of temperatures and densities for aluminum. We note that the new potential takes into account the self-consistent ionic structure factor implicitly, in contrast to other methods where the structure factor appears explicitly. This is important because to generate the potential of mean force, one needs a model that self-consistently solves the quantum Ornstein Zernike equations, whereas previously the scattering potential and structure factor have often been generated by distinct models.

In applying the new model the influence of electron-electron collisions was included using the fit formula of reference [26]. It was found that for dense hydrogen this was essential for agreement with experiments that are thought to be accurate, indicating the importance and correctness of their inclusion. In comparison with experiments on aluminum by DeSilva et al [8], it was found that inclusion of electron-electron collisions significantly improved agreement with both the experiments and bench mark calculations.

We also tested the effect of generating the potential of mean force with a Thomas-Fermi DFT based model as opposed to the more accurate Kohn-Sham DFT calculation. It was found that for aluminum from 0.027 to 2.7 g/cm\(^3\) the TF based model was accurate for temperatures greater than \( \sim 25 \) eV, a fact that greatly speeds up the calculations. It is important to realise that while the potential can be generated using the TF based model, the conductivity itself is based on a calculation of the phase shifts in the usual way.

The new method was compared to Sesame table 29371 for aluminum and was found to have a significantly greater dispersion with respect to density at high temperature than Sesame. At low temperatures significant differences (up to a factor of \( \sim 2 \)) were also observed.

While we have demonstrated that the new potential results in generally improved agreement with bench mark calculations and experiments, the model as a whole is not perfect and could be further improved in a number of ways. Perhaps the most apparent error is that the potential assumes on average ionic configuration, instead of a weighted range of configurations. This leads to structures in the conductivity as a function of density and
temperature that are likely to be too pronounced. This predominately effects the lower densities and temperatures considered here. Other potential sources of error or uncertainty include the influence of a more realistic density of states factor \[36\], or the choice of exchange and correlation potential in the underlying DFT calculation \[17\].

We have focused mainly on aluminum, for which most experimental data is available, but there is no fundamental restriction and the method should be applicable to other materials. Also, it is straightforward to extend to the calculation of thermal conductivity. However, recent investigations \[6\] point to the need for caution with such calculations with respect to the inclusion of electron-electron collisions. Finally, we point out that this new potential is also applicable to opacity calculations \[13\] where it could aid in the assessment of the influence of ionic structure on opacity \[14\].
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Appendix A: Calculation of phase shifts

Calculation of the scattering amplitudes requires the scattering phase shifts \( \eta(\epsilon) \) for the potential. These are calculated in the usual way via continuum state normalization. However, high plasma temperatures and low densities require phase shifts at large \( l (\gtrsim 10 000) \) are required and \( \epsilon \) (up to \( \sim 1000 E_h \)). Such cases are numerically more challenging and a number of schemes have been proposed to circumvent their calculation \[18\] \[27\]. We have implemented a different scheme that we found to be accurate and reliable.

The phase shifts are calculated in the semi-classical JWKB approximation with knowledge only of the scattering potential \[35\].

\[
\eta(\epsilon) = \frac{\int_{R_C}^{\infty} \left[ p^2 - 2V^{\text{scatt}}(r) - \frac{(l + \frac{1}{2})^2}{r^2} \right]^{\frac{1}{2}} dr }{\int_{(l+\frac{1}{2})p}^{\infty} \left[ p^2 - \frac{(l + \frac{3}{2})^2}{r^2} \right]^{\frac{1}{2}} dr} \quad (A1)
\]

where \( R_C \) is the classical turning point which restricts the integrand of the first integral to be positive energy

\[
p^2 - 2V(R_C) - (l + \frac{1}{2})^2 R_C^2 = 0 \quad (A2)
\]

We have found this calculation to be fast, accurate and stable even for very large \( l (\gtrsim 30 000) \). Typically we switch to this calculation for energies greater than 50 \( E_h \) or orbital angular momenta greater than 30.

---
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