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1 Introduction

In this paper we consider the eigenvalue problem for the operator

\[ Hu = (-1)^m \sum_{|\alpha|=|\beta|=m} D^\alpha (A_{\alpha\beta}(x)D^\beta u), \quad x \in \Omega, \quad (1.1) \]

subject to homogeneous Dirichlet or Neumann boundary conditions, where \( m \in \mathbb{N} \), \( \Omega \) is a bounded open set in \( \mathbb{R}^N \) and the coefficients \( A_{\alpha\beta} \) are Lipschitz continuous functions satisfying the uniform ellipticity condition (2.5) on \( \Omega \). For a precise statement of the eigenvalue problem, see Definition 2.12 and Theorem 2.8.

We consider open sets \( \Omega \) for which the spectrum is discrete and can be represented by means of a non-decreasing sequence of non-negative eigenvalues

\[ \lambda_1[\Omega] \leq \lambda_2[\Omega] \leq \cdots \leq \lambda_n[\Omega] \leq \cdots \]

where each eigenvalue is repeated as many times as its multiplicity.
In this paper we prove estimates for the variation
\[ |\lambda_n[\Omega_1] - \lambda_n[\Omega_2]| \]
of the eigenvalues corresponding to two open sets \( \Omega_1, \Omega_2 \).

There is vast literature on spectral stability problems for elliptic operators (see e.g., Hale [11], Henry [12] for references). However, little attention has been devoted to the problem of spectral stability for higher order operators and in particular to the problem of finding explicit qualified estimates for the variation of the eigenvalues. Moreover, most of the existing qualified estimates for second order operators were obtained under certain regularity assumptions on the boundaries.

Our analysis comprehends operators of arbitrary even order, with homogeneous Dirichlet or Neumann boundary conditions, and open sets admitting arbitrarily strong degeneration. In fact, we consider bounded open sets whose boundaries are just locally the subgraphs of continuous functions. We only require that the ‘atlas’ \( \mathcal{A} \), with the help of which such open sets are described, is fixed: we denote by \( C(\mathcal{A}) \) the family of all such open sets (see Definition 3.1). In \( C(\mathcal{A}) \) we introduce a natural metric \( d_\mathcal{A} \) (the ‘atlas distance’) which can be easily computed. Given two open sets \( \Omega_1, \Omega_2 \in C(\mathcal{A}) \), the distance \( d_\mathcal{A}(\Omega_1, \Omega_2) \) is just the maximum of the sup-norms of the differences of the functions describing locally the boundaries of \( \Omega_1 \) and \( \Omega_2 \) (see Definition 5.1).

The first main result of the paper is that for both Dirichlet and Neumann boundary conditions the eigenvalues of (1.1) are locally Lipschitz continuous functions of the open set \( \Omega \in C(\mathcal{A}) \) with respect to the atlas distance \( d_\mathcal{A} \). Namely, in Theorems 5.12 and 6.25 we prove that for each \( n \in \mathbb{N} \) there exist \( c_n, \epsilon_n > 0 \) such that for both Dirichlet and Neumann boundary conditions the estimate
\[ |\lambda_n[\Omega_1] - \lambda_n[\Omega_2]| \leq c_n d_\mathcal{A}(\Omega_1, \Omega_2) \] (1.2)
holds for all open sets \( \Omega_1, \Omega_2 \in C(\mathcal{A}) \) satisfying \( d_\mathcal{A}(\Omega_1, \Omega_2) < \epsilon_n \).

By estimate (1.2) we deduce an estimate expressed in terms of the lower Hausdorff-Pompeiu deviation of the boundaries
\[ d_{HP}(\partial \Omega_1, \partial \Omega_2) = \min\left\{ \sup_{x \in \partial \Omega_1} d(x, \partial \Omega_2), \sup_{x \in \partial \Omega_2} d(x, \partial \Omega_1) \right\}. \]

To do so, we restrict our attention to smaller families of open sets in \( C(\mathcal{A}) \). Namely, for a fixed \( M > 0 \) and \( \omega : [0, \infty] \rightarrow [0, \infty] \) satisfying very weak natural conditions, we consider those open sets \( \Omega \) in \( C(\mathcal{A}) \) for which any of the functions \( \bar{x} \mapsto g(\bar{x}) \), describing locally the boundary of \( \Omega \), satisfies the condition
\[ |g(\bar{x}) - g(\bar{y})| \leq M \omega(|\bar{x} - \bar{y}|), \]
for all appropriate \( \bar{x}, \bar{y} \): we denote by \( C^{\omega,\alpha}_M(\mathcal{A}) \) the family of all such open sets (see Definition 7.3). For instance, if \( 0 < \alpha \leq 1 \) and \( \omega(t) = t^\alpha \) for all \( t \geq 0 \) then we obtain open sets with Hölder continuous boundaries of exponent \( \alpha \): this class is denoted below by \( C^{0,\alpha}_M(\mathcal{A}) \). It is possible to choose a function \( \omega \) going to zero arbitrarily slowly which allows dealing with open sets with arbitrarily sharp cusps.
The second main result of the paper is for open sets \( \Omega_1, \Omega_2 \in C^\omega_M(A) \). Namely, in Theorem 7.16 we prove that for each \( n \in \mathbb{N} \) there exist \( c_n, \epsilon_n > 0 \) such that
\[
|\lambda_n[\Omega_1] - \lambda_n[\Omega_2]| \leq c_n \omega(d_{HP}(\partial \Omega_1, \partial \Omega_2)),
\]
for all open sets \( \Omega_1, \Omega_2 \in C^\omega_M(A) \) satisfying \( d_{HP}(\partial \Omega_1, \partial \Omega_2) < \epsilon_n \).

In particular in Corollary 7.23 we deduce that if \( \Omega_1, \Omega_2 \in C^\omega_M(A) \) satisfy
\[
(\Omega_1)_\epsilon \subset \Omega_2 \subset (\Omega_1)^\epsilon \quad \text{or} \quad (\Omega_2)_\epsilon \subset \Omega_1 \subset (\Omega_2)^\epsilon,
\]
where \( \epsilon > 0 \) is sufficiently small then
\[
|\lambda_n[\Omega_1] - \lambda_n[\Omega_2]| \leq c_n \epsilon^\omega(\epsilon).
\]
Here \( \Omega_\epsilon = \{ x \in \Omega : d(x, \partial \Omega) > \epsilon \} \), \( \Omega^\epsilon = \{ x \in \mathbb{R}^N : d(x, \Omega) < \epsilon \} \), for any set \( \Omega \) in \( \mathbb{R}^N \).

In the case \( \Omega_1, \Omega_2 \in C^\omega_M(A) \) estimate (1.4) takes the form
\[
|\lambda_n[\Omega_1] - \lambda_n[\Omega_2]| \leq c_n \epsilon^\alpha.
\]

In the case of Dirichlet boundary conditions and \( m = 1 \) some estimates of the form (1.5) were obtained in Davies [8] under the assumption that a certain Hardy-type inequality is satisfied on \( \Omega_1 \) (see also Pang [15]). In the case of Dirichlet boundary conditions and \( m = 1 \), estimate (1.5) was proved in [5]. In the case of Dirichlet boundary conditions, \( m = 2 \) and open sets with sufficiently smooth boundaries an estimate of the form (1.5) was obtained in Barbatis [1].

In the case of Neumann boundary conditions and \( m = 1 \), estimate (1.5) was proved in Burenkov and Davies [4] for open sets \( \Omega_1, \Omega_2 \in C^{\omega,\alpha}_M(A) \) satisfying \( (\Omega_1)_\epsilon \subset \Omega_2 \subset \Omega_1 \). We remark that the result in [4] concerns only inner deformations of an open set and second order elliptic operators. Moreover, the proof in [4] is based on the ultracontractivity which holds for second order elliptic operators in open sets with Hölder continuous boundaries. Since ultracontractivity is not guaranteed for more general open sets, we had to develop a different method.

The third main result of the paper concerns the case \( \Omega_1 = \Omega \) and \( \Omega_2 = \phi(\Omega) \), where \( \phi \) is a suitable diffeomorphism of class \( C^m \). In this case we make very weak assumptions on \( \Omega \): if \( m = 1 \) it is just the requirement that \( H \) has discrete spectrum. Under such general assumptions we prove that for both Dirichlet and Neumann boundary conditions there exists a constant \( c > 0 \) independent of \( n \) such that
\[
|\lambda_n[\Omega] - \lambda_n[\phi(\Omega)]| \leq c(1 + \lambda_n[\Omega]) \max_{0 \leq |\alpha| \leq m} \| D^\alpha(\phi - \text{Id}) \|_{L^\infty(\Omega)},
\]
if \( \max_{0 \leq |\alpha| \leq m} \| D^\alpha(\phi - \text{Id}) \|_{L^\infty(\Omega)} < e^{-1} \) (see Theorem 4.8 and Corollary 4.15).

The paper is organized as follows: in Section 2 we introduce some notation and we formulate the eigenvalue problem for operator (1.1); in Section 3 we define the class of open sets under consideration; in Section 4 we consider the case of diffeomorphic open sets; in Section 5 we prove estimate (1.2) for Dirichlet boundary conditions; in Section 6 we prove estimate (1.2) for Neumann boundary conditions; in Section 7 we prove estimates (1.3), (1.4) for both Dirichlet and Neumann boundary conditions; in Appendix we discuss some properties of the atlas distance \( d_A \), the Hausdorff-Pompeiu lower deviation \( d_{HP} \) and the Hausdorff-Pompeiu distance \( d_{HP} \).
2 Preliminaries and notation

Let \( N, m \in \mathbb{N} \) and \( \Omega \) be an open set in \( \mathbb{R}^N \). We denote by \( W^{m,2}(\Omega) \) the Sobolev space of complex-valued functions in \( L^2(\Omega) \), which have all distributional derivatives up to order \( m \) in \( L^2(\Omega) \), endowed with the norm

\[
\| u \|_{W^{m,2}(\Omega)} = \sum_{|\alpha| \leq m} \| D^\alpha u \|_{L^2(\Omega)}.
\]  

(2.1)

We denote by \( W^{m,2}_0(\Omega) \) the closure in \( W^{m,2}(\Omega) \) of the space of the \( C^\infty \)-functions with compact support in \( \Omega \).

**Lemma 2.2** Let \( \Omega \) be an open set in \( \mathbb{R}^N \). Let \( V(\Omega) \) be a subspace of \( W^{m,2}(\Omega) \) such that the embedding \( V(\Omega) \subset W^{m-1,2}(\Omega) \) is compact. Then there exists \( c > 0 \) such that

\[
\| u \|_{W^{m,2}(\Omega)} \leq c \left( \| u \|_{L^2(\Omega)} + \sum_{|\alpha|=m} \| D^\alpha u \|_{L^2(\Omega)} \right),
\]  

(2.3)

for all \( u \in V(\Omega) \).

**Proof.** Since \((V(\Omega), \| \cdot \|_{m,2})\) is compactly embedded in \( W^{m-1,2}(\Omega) \) and \( W^{m-1,2}(\Omega) \) is continuously embedded in \( L^2(\Omega) \), by Lions’ Lemma (cf. e.g., Berger [2, p. 35]) it follows that for all \( \epsilon \in [0,1[ \) there exists \( c(\epsilon) > 0 \) such that

\[
\| u \|_{W^{m-1,2}(\Omega)} \leq \epsilon \| u \|_{W^{m,2}(\Omega)} + c(\epsilon) \| u \|_{L^2(\Omega)}
\]

hence

\[
\| u \|_{W^{m-1,2}(\Omega)} \leq \frac{\epsilon}{1-\epsilon} \sum_{|\alpha|=m} \| D^\alpha u \|_{L^2(\Omega)} + \frac{c(\epsilon)}{(1-\epsilon)} \| u \|_{L^2(\Omega)},
\]  

(2.4)

for all \( u \in V(\Omega) \). Inequality (2.3) immediately follows.

Let \( \hat{m} \) be the number of the multi-indices \( \alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{N}_0^N \) with length \( |\alpha| = \alpha_1 + \cdots + \alpha_N \) equal to \( m \). Here \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). For all \( \alpha, \beta \in \mathbb{N}_0^N \) such that \( |\alpha| = |\beta| = m \), let \( A_{\alpha \beta} \) be bounded measurable real-valued functions defined on \( \Omega \) satisfying \( A_{\alpha \beta} = A_{\beta \alpha} \) and the uniform ellipticity condition

\[
\sum_{|\alpha|=|\beta|=m} A_{\alpha \beta}(x)\xi_\alpha \xi_\beta \geq \theta |\xi|^2
\]  

(2.5)

for all \( x \in \Omega, \xi = (\xi_\alpha)_{|\alpha|=m} \in \mathbb{R}^\hat{m} \), where \( \theta > 0 \) is the ellipticity constant.

Let \( V(\Omega) \) be a closed subspace of \( W^{m,2}(\Omega) \) containing \( W^{m,2}_0(\Omega) \). We consider the following eigenvalue problem

\[
\int_\Omega \sum_{|\alpha|=|\beta|=m} A_{\alpha \beta} D^\alpha u D^\beta \bar{v} dx = \lambda \int_\Omega u \bar{v} dx,
\]  

(2.6)

for all test functions \( v \in V(\Omega) \), in the unknowns \( u \in V(\Omega) \) (the eigenfunctions) and \( \lambda \in \mathbb{R} \) (the eigenvalues).

Clearly problem (2.6) is the weak formulation of an eigenvalue problem for the operator \( H \) in (1.1) subject to suitable homogeneous boundary conditions.
and the choice of \( V(\Omega) \) corresponds to the choice of the boundary conditions (see e.g., Nečas \[14\]).

We set

\[
Q\Omega(u,v) = \int_\Omega \sum_{|\alpha|=|\beta|=m} A_{\alpha\beta} D^\alpha u D^\beta \bar{v} dx, \quad Q\Omega(u) = Q\Omega(u,u), \quad (2.7)
\]

for all \( u, v \in W^{m,2}(\Omega) \).

If the embedding \( V(\Omega) \subset W^{m-1,2}(\Omega) \) is compact, then the eigenvalues of equation (2.6) coincide with the eigenvalues of a suitable operator \( H_{V(\Omega)} \) canonically associated with the restriction of the quadratic form \( Q_\Omega \) to \( V(\Omega) \). In fact, we have the following theorem.

**Theorem 2.8** Let \( \Omega \) be an open set in \( \mathbb{R}^N \). Let \( m \in \mathbb{N} \), \( \theta > 0 \) and, for all \( \alpha, \beta \in \mathbb{N}_0^N \) such that \( |\alpha| = |\beta| = m \), let \( A_{\alpha\beta} \) be bounded measurable real-valued functions defined on \( \Omega \), satisfying \( A_{\alpha\beta} = A_{\beta\alpha} \) and condition (2.5).

Let \( V(\Omega) \) be a closed subspace of \( W^{m,2}(\Omega) \) containing \( W^{m,2}_0(\Omega) \) and such that the embedding \( V(\Omega) \subset W^{m-1,2}(\Omega) \) is compact.

Then there exists a non-negative self-adjoint linear operator \( H_{V(\Omega)} \) on \( L^2(\Omega) \) with compact resolvent, such that \( \text{Dom}(H_{1/2}^{1/2} V(\Omega)) = V(\Omega) \) and

\[
<H_{V(\Omega)}^{1/2} u, H_{V(\Omega)}^{1/2} v >_{L^2(\Omega)} = Q_\Omega(u,v), \quad (2.9)
\]

for all \( u, v \in V(\Omega) \). Moreover, the eigenvalues of equation (2.6) coincide with the eigenvalues \( \lambda_n[H_{V(\Omega)}] \) of \( H_{V(\Omega)} \) and

\[
\lambda_n[H_{V(\Omega)}] = \inf_{L \leq V(\Omega)} \sup_{\dim L = n \atop u \neq 0} \frac{Q_\Omega(u)}{\|u\|^2_{L^2(\Omega)}}, \quad (2.10)
\]

**Proof.** By Lemma 2.2, inequality (2.5) and by the boundedness of the coefficients \( A_{\alpha\beta} \), it follows that the space \( V(\Omega) \) endowed with the norm defined by

\[
\|u\|^2_{L^2(\Omega)} + Q_\Omega(u) \]

for all \( u \in V(\Omega) \), is complete. Indeed, this norm is equivalent on \( V(\Omega) \) to the norm defined by (2.1). Thus, the restriction of the quadratic form \( Q_\Omega \) to \( V(\Omega) \) is a closed quadratic form on \( V(\Omega) \) (cf. Davies \[7\] pp. 81-83) and there exists a non-negative self-adjoint operator \( H_{V(\Omega)} \) on \( L^2(\Omega) \) satisfying \( \text{Dom}(H_{1/2}^{1/2} V(\Omega)) = V(\Omega) \) and condition (2.9) (cf. \[7\] Theorem 4.4.2]). Since the embedding \( V(\Omega) \subset L^2(\Omega) \) is compact then \( H_{V(\Omega)} \) has compact resolvent (cf. \[7\] Ex. 4.2]). The fact that the eigenvalues of equation (2.6) coincide with the eigenvalues of the operator \( H_{V(\Omega)} \) is well known. Finally, the variational representation in (2.10) is given by the well-known Min-Max Principle (cf. \[7\] Theorem 4.5.3]).

**Definition 2.12** Let \( \Omega \) be an open set in \( \mathbb{R}^N \). Let \( m \in \mathbb{N} \), \( \theta > 0 \) and, for all \( \alpha, \beta \in \mathbb{N}_0^N \) such that \( |\alpha| = |\beta| = m \), let \( A_{\alpha\beta} \) be bounded measurable real-valued functions defined on \( \Omega \), satisfying \( A_{\alpha\beta} = A_{\beta\alpha} \) and condition (2.5).

If the embedding \( W^{m,2}_0(\Omega) \subset W^{m-1,2}(\Omega) \) is compact, we set

\[
\lambda_n[D[\Omega]] = \lambda_n[H_{W^{m,2}_0(\Omega)}],
\]
If the embedding $W^{m,2}(\Omega) \subset W^{m-1,2}(\Omega)$ is compact, we set
\[ \lambda_{n,N}[\Omega] = \lambda_n[H_{W^{m,2}(\Omega)}]. \]

The numbers $\lambda_{n,D}[\Omega]$, $\lambda_{n,N}[\Omega]$ are called the Dirichlet eigenvalues, Neumann eigenvalues respectively, of the operator (1.1).

When we refer to both Dirichlet and Neumann boundary conditions we write just $\lambda_n[\Omega]$ instead of $\lambda_{n,D}[\Omega]$ and $\lambda_{n,N}[\Omega]$.

**Remark 2.13** If $\Omega$ is such that the embedding $W_0^{1,2}(\Omega) \subset L^2(\Omega)$ is compact (for instance, if $\Omega$ is an arbitrary open set with finite Lebesgue measure) then also the embedding $W_0^{m,2}(\Omega) \subset W^{m-1,2}(\Omega)$ is compact and the Dirichlet eigenvalues are well-defined.

If $\Omega$ is such that the embedding $W^{1,2}(\Omega) \subset L^2(\Omega)$ is compact (for instance, if $\Omega$ has a continuous boundary, see Definition (2.1)) then the embedding $W^{m,2}(\Omega) \subset W^{m-1,2}(\Omega)$ is compact and the Neumann eigenvalues are well-defined.

**Example 2.14** Let $\Omega$ be an open set in $\mathbb{R}^2$. We consider the bi-harmonic operator $\Delta^2$ in $\mathbb{R}^2$ and the sesquilinear form
\[ Q_{\Omega}(u, v) = \int_{\Omega} \left( \frac{\partial^2 u}{\partial x_1^2} \frac{\partial^2 \bar{v}}{\partial x_1^2} + 2 \frac{\partial^2 u}{\partial x_1 \partial x_2} \frac{\partial^2 \bar{v}}{\partial x_1 \partial x_2} + \frac{\partial^2 u}{\partial x_2^2} \frac{\partial^2 \bar{v}}{\partial x_2^2} \right) dx, \quad u, v \in V(\Omega), \]
where $V(\Omega)$ is either $W_0^{2,2}(\Omega)$ (Dirichlet boundary conditions) or $W^{2,2}(\Omega)$ (Neumann boundary conditions). Recall that the Euler-Lagrange equation for the minimization of the quadratic form $Q_{\Omega}(u, u)$ is $\Delta^2 u = 0$. Observe that condition (2.5) is satisfied with $\theta = 1$.

Let $H_{V(\Omega)}$ be the operator associated with the quadratic form $Q_{\Omega}$ as in Theorem 2.8. Consider the eigenvalue problem
\[ H_{V(\Omega)} u = \lambda u. \quad (2.15) \]

In the case $V(\Omega) = W_0^{2,2}(\Omega)$ equation (2.15) is the weak formulation of the classical eigenvalue problem for the bi-harmonic operator subject to Dirichlet boundary conditions
\[ \begin{cases} 
\Delta^2 u = \lambda u, & \text{in } \Omega, \\
u = 0, & \text{on } \partial \Omega, \\
\frac{\partial u}{\partial n} = 0, & \text{on } \partial \Omega, 
\end{cases} \quad (2.16) \]
for bounded domains $\Omega$ of class $C^2$. Here $n = (n_1, n_2)$ is the unit outer normal to $\partial \Omega$.

In the case $V(\Omega) = W^{2,2}(\Omega)$ equation (2.15) is the weak formulation of the classical eigenvalue problem for the bi-harmonic operator subject to Neumann boundary conditions
\[ \begin{cases} 
\Delta^2 u = \lambda u, & \text{in } \Omega, \\
\frac{\partial^2 u}{\partial n^2} = 0, & \text{on } \partial \Omega, \\
d \frac{\partial^2 u}{ds \partial n^2} + \frac{\partial u}{\partial n} = 0, & \text{on } \partial \Omega, 
\end{cases} \quad (2.17) \]
for bounded domains $\Omega$ of class $C^2$. Here

$$\frac{\partial^2 u}{\partial n^2} = \sum_{i,j=1}^{2} \frac{\partial^2 u}{\partial x_i \partial x_j} n_i n_j, \quad \frac{\partial^2 u}{\partial n \partial t} = \sum_{i,j=1}^{2} \frac{\partial^2 u}{\partial x_i \partial x_j} n_i t_j,$$

$s$ denotes the arclength of $\partial \Omega$ (with positive orientation), $t = (t_1, t_2)$ denotes the unit tangent vector to $\partial \Omega$ (oriented in the sense of increasing $s$). This follows by a standard argument and by observing that if $u, v \in C^4(\bar{\Omega})$ then by the Divergence Theorem

$$Q_\Omega(u, v) = \int_\Omega \Delta^2 u \bar{v} dx - \int_{\partial \Omega} \frac{\partial \Delta u}{\partial n} \bar{v} d\sigma + \int_{\partial \Omega} \left( n_1 \nabla \frac{\partial u}{\partial x_1} + n_2 \nabla \frac{\partial u}{\partial x_2} \right) \cdot \nabla \bar{v} d\sigma$$

$$= \int_\Omega \Delta^2 u \bar{v} dx + \int_{\partial \Omega} \left( \frac{\partial^2 u}{\partial n^2} \frac{\partial \bar{v}}{\partial n} + \frac{\partial^2 u}{\partial n \partial t} \frac{\partial \bar{v}}{\partial t} - \frac{\partial \Delta u}{\partial n} \bar{v} \right) d\sigma.$$

One may also consider the sesquilinear form

$$Q_\Omega^{(\nu)}(u, v) = \nu \int_\Omega \Delta u \Delta \bar{v} + (1 - \nu) Q_\Omega(u, v), \quad u, v \in V(\Omega).$$

If $0 \leq \nu < 1$ then condition (2.5) is satisfied with $\theta = 1 - \nu$. Observe that the Euler-Lagrange equation for the minimization of the quadratic form $Q_\Omega^{(\nu)}(u, u)$ is again $\Delta^2 u = 0$.

Let $H_{V(\Omega)}^{(\nu)}$ be the operator associated with the quadratic form $Q_\Omega^{(\nu)}$ as in Theorem 2.8. Consider the eigenvalue problem

$$H_{V(\Omega)}^{(\nu)} u = \lambda u. \quad (2.18)$$

In the case $V(\Omega) = W_0^{2,2}(\Omega)$ equation (2.18) is another weak formulation of the classical eigenvalue problem (2.16).

In the case $V(\Omega) = W^{2,2}(\Omega)$ equation (2.18) is the weak formulation of the classical eigenvalue problem for the bi-harmonic operator subject to Neumann boundary conditions depending on $\nu$

$$\begin{cases}
\Delta^2 u = \lambda u, & \text{in } \Omega, \\
\nu \Delta u + (1 - \nu) \frac{\partial^2 u}{\partial n^2} = 0, & \text{on } \partial \Omega, \\
(1 - \nu) \frac{d}{ds} \frac{\partial^2 u}{\partial n \partial t} + \frac{\partial \Delta u}{\partial n} = 0, & \text{on } \partial \Omega. 
\end{cases} \quad (2.19)$$

The bi-harmonic operator subject to these boundary conditions with $0 < \nu < 1/2$ arises in the study of small deformations of a thin plate under Kirchhoff hypothesis in which case $\nu$ is the Poisson ratio of the plate (see e.g., Nazaret [13] and the references therein).

### 3 Open sets with continuous boundaries

We recall that for any set $V$ in $\mathbb{R}^N$ and $\delta > 0$ we denote by $V_\delta$ the set $\{x \in V : d(x, \partial V) > \delta\}$. Moreover, by a rotation in $\mathbb{R}^N$ we mean a $N \times N$-orthogonal matrix with real entries which we identify with the corresponding linear operator acting in $\mathbb{R}^N$. 
Definition 3.1 Let $\rho > 0$, $s,s' \in \mathbb{N}$, $s' \leq s$ and $\{V_j\}_{j=1}^s \subset$ be a family of bounded open cuboids and $\{r_j\}_{j=1}^s \subset$ be a family of rotations in $\mathbb{R}^N$.

We say that that $\mathcal{A} = (\rho,s,s',\{V_j\}_{j=1}^s,\{r_j\}_{j=1}^s)$ is an atlas in $\mathbb{R}^N$ with the parameters $\rho,s,s',\{V_j\}_{j=1}^s,\{r_j\}_{j=1}^s$, briefly an atlas in $\mathbb{R}^N$.

We denote by $C(\mathcal{A})$ the family of all open sets $\Omega$ in $\mathbb{R}^N$ satisfying the following properties:

(i) $\Omega \subset \bigcup_{j=1}^s (V_j)_{\rho}$ and $(V_j)_{\rho} \cap \Omega \neq \emptyset$;
(ii) $V_j \cap \partial \Omega \neq \emptyset$ for $j = 1, \ldots, s'$, $V_j \cap \partial \Omega = \emptyset$ for $s' < j \leq s$;
(iii) for $j = 1, \ldots, s$

$$r_j(V_j) = \{ x \in \mathbb{R}^N : a_{ij} < x_i < b_{ij}, i = 1, \ldots, N \},$$

and

$$r_j(\Omega \cap V_j) = \{ x \in \mathbb{R}^N : a_{Nj} < x_N < g_j(\bar{x}), \bar{x} \in W_j \},$$

where $\bar{x} = (x_1, \ldots, x_{N-1})$, $W_j = \{ \bar{x} \in \mathbb{R}^{N-1} : a_{ij} < x_i < b_{ij}, i = 1, \ldots, N-1 \}$ and $g_j$ is a continuous function defined on $\overline{W}_j$ (it is meant that if $s' < j \leq s$ then $g_j(\bar{x}) = b_{Nj}$ for all $\bar{x} \in \overline{W}_j$);

moreover for $j = 1, \ldots, s'$

$$a_{Nj} + \rho \leq g_j(\bar{x}) \leq b_{Nj} - \rho,$$

for all $\bar{x} \in \overline{W}_j$.

We say that an open set $\Omega$ in $\mathbb{R}^N$ is an open set with a continuous boundary if $\Omega$ is of class $C(\mathcal{A})$ for some atlas $\mathcal{A}$.

We note that, for an open set $\Omega$ of class $C(\mathcal{A})$, inequality (2.3) holds for all $u \in W^{m,2}(\Omega)$ with a constant $c$ depending only on $\mathcal{A}$. More precisely, we denote by $D_\Omega$ the best constant for which inequality (2.3) is satisfied for $V(\Omega) = W_0^{m,2}(\Omega)$. We denote by $N_\Omega$ the best constant for which inequality (2.3) is satisfied for $V(\Omega) = W^{m,2}(\Omega)$. Then we have the following (for a proof we refer to Burenkov [3], Thm. 6, p. 160).

Lemma 3.2 Let $\mathcal{A}$ be an atlas in $\mathbb{R}^N$, $m \in \mathbb{N}$. There exists $c > 0$ depending only on $N, \mathcal{A}$ and $m$ such that

$$1 \leq D_\Omega \leq N_\Omega \leq c,$$

for all open sets $\Omega \in C(\mathcal{A})$.

Lemma 3.4 Let $\mathcal{A}$ be an atlas in $\mathbb{R}^N$. Let $m \in \mathbb{N}$, $L, \theta > 0$ and, for all $\alpha, \beta \in \mathbb{N}$ with $|\alpha| = |\beta| = m$, let $A_{\alpha\beta} \in L^\infty(\bigcup_{j=1}^s V_j)$ satisfy $A_{\alpha\beta} = A_{\beta\alpha}$, $\|A_{\alpha\beta}\|_{L^\infty(\bigcup_{j=1}^s V_j)} \leq L$ and condition (2.3).

Then for each $n \in \mathbb{N}$ there exists $\Lambda_n > 0$ depending only on $n, N, \mathcal{A}, m$ and $L$ such that

$$\lambda_{n,N}[\Omega] \leq \lambda_{n,D}[\Omega] \leq \Lambda_n,$$

for all open sets $\Omega \in C(\mathcal{A})$. 
Proof. The inequality \( \lambda_{n,N}[\Omega] \leq \lambda_{n,D}[\Omega] \) is well known. Now we prove the second inequality. Clearly, there exists a ball \( B \) of radius \( \rho/2 \) such that \( B \subset \Omega \) for all open sets \( \Omega \in C(A) \). By the well-known monotonicity of the Dirichlet eigenvalues with respect to inclusion it follows that

\[
\lambda_{n,D}[\Omega] \leq \lambda_{n,D}[B].
\]

Thus it suffices to estimate \( \lambda_{n,D}[B] \). Clearly there exists \( c > 0 \) depending only on \( N \) and \( m \) such that

\[
Q_B(u) \leq cL \int_B |\nabla^m u|^2 \, dx,
\]

for all \( u \in W^m_0(B) \), where \( \nabla^m u = (D^\alpha u)_{|\alpha| = m} \). By (2.10) and (3.6) it follows that

\[
\lambda_{n,D}[B] \leq \Lambda_n \equiv cL \inf_{L \leq W^m_0(\Omega) \setminus u \neq 0} \frac{\int_B |\nabla^m u|^2 \, dx}{\int_B |u|^2 \, dx} < \infty.
\]

Clearly \( \Lambda_n \) depends only on \( n, N, \rho, m \) and \( L \).

\( \square \)

4. The case of diffeomorphic open sets

Lemma 4.1 Let \( \Omega \) be an open set in \( \mathbb{R}^N \). Let \( m \in \mathbb{N}, B_1, B_2 > 0 \) and \( \phi \) be a diffeomorphism of \( \Omega \) onto \( \phi(\Omega) \) of class \( C^m \) such that

\[
\max_{1 \leq |\alpha| \leq m} |D^\alpha \phi(x)| \leq B_1, \quad |\det \nabla \phi(x)| \geq B_2,
\]

for all \( x \in \Omega \). Let \( B_3 > 0 \) and, for all \( \alpha, \beta \in \mathbb{N}^N_0 \) such that \( |\alpha| = |\beta| = m \), let \( A_{\alpha\beta} \) be measurable real-valued functions defined on \( \Omega \cup \phi(\Omega) \) satisfying

\[
\max_{|\alpha|=|\beta|=m} |A_{\alpha\beta}(x)| \leq B_3,
\]

for almost all \( x \in \Omega \cup \phi(\Omega) \). Then there exists \( c > 0 \) depending only on \( N, m, B_1, B_2, B_3 \) such that

\[
|Q_{\phi(\Omega)}(u \circ \phi(-1)) - Q_\Omega(u)| \leq c\mathcal{L}(\phi) \int_\Omega \sum_{1 \leq |\alpha| \leq m} |D^\alpha u|^2 \, dx,
\]

for all \( u \in W^m_0(\Omega) \), where

\[
\mathcal{L}(\phi) = \max_{1 \leq |\alpha| \leq m} \|D^\alpha (\phi - \text{Id})\|_{L^\infty(\Omega)} + \max_{|\alpha|=|\beta|=m} \|A_{\alpha\beta} \circ \phi - A_{\alpha\beta}\|_{L^\infty(\Omega)}.
\]
Proof. By changing variables and using a known formula for high derivatives of composite functions (cf. e.g. Fraenkel \[10\], Formula B), we have that

\[ Q_{\phi(\Omega)}(u \circ \phi^{(-1)}) = \int_{\phi(\Omega)} \sum_{|\alpha|=|\beta|=m} A_{\alpha \beta} D^\alpha (u \circ \phi^{(-1)}) \overline{D^\beta (u \circ \phi^{(-1)})} dy \]

\[ = \int_{\Omega} \sum_{|\alpha|=|\beta|=m} \left( A_{\alpha \beta} D^\alpha (u \circ \phi^{(-1)}) \overline{D^\beta (u \circ \phi^{(-1)})} \right) \circ \det \nabla \phi |dx \]

\[ = \int_{\Omega} \sum_{|\alpha|=|\beta|=m} A_{\alpha \beta} \circ \phi \sum_{1 \leq |\eta| \leq |\alpha|} \sum_{1 \leq |\xi| \leq |\beta|} D^\eta u \overline{D^\xi u} \left( p_{\alpha \eta}(\phi^{(-1)}) p_{\beta \xi}(\phi^{(-1)}) \right) \circ \phi |\det \nabla \phi |dx \]

\[ = \sum_{|\alpha|=|\beta|=m} \sum_{1 \leq |\eta| \leq |\alpha|} \sum_{1 \leq |\xi| \leq |\beta|} \int_{\Omega} \left( A_{\alpha \beta} p_{\alpha \eta}(\phi^{(-1)}) p_{\beta \xi}(\phi^{(-1)}) \right) \circ \phi D^\eta u \overline{D^\xi u} |\det \nabla \phi |dx, \quad (4.6) \]

for all \( u \in W^{m,2}(\Omega) \), where for all \( \alpha, \eta \) with \( 1 \leq |\eta| \leq |\alpha| = m \), \( p_{\alpha \eta}(\phi^{(-1)}) \) denotes a polynomial of degree \(|\eta|\) in derivatives of \( \phi^{(-1)} \) of order between 1 and \(|\alpha|\), with coefficients depending only on \( N, \alpha, \eta \).

We recall that for each \( \alpha \) with \( 1 \leq |\alpha| \leq m \) there exists a polynomial \( p_{\alpha}(\phi) \) in derivatives of \( \phi \) of order between 1 and \(|\alpha|\), with coefficients depending only on \( N, \alpha \), such that

\[ (D^\alpha \phi^{(-1)}) \circ \phi = \frac{p_{\alpha}(\phi)}{(\det \nabla \phi)^{2|\alpha|-1}}. \quad (4.7) \]

In order to estimate \( Q_{\phi(\Omega)}(u \circ \phi^{(-1)}) - Q_{\Omega}(u) \) it is enough to estimate the expressions

\[ (A_{\alpha \beta} p_{\alpha \eta}(\phi^{(-1)}) p_{\beta \xi}(\phi^{(-1)})) \circ \phi |\det \nabla \phi | - (A_{\alpha \beta} p_{\alpha \eta}(\tilde{\phi}^{(-1)}) p_{\beta \xi}(\tilde{\phi}^{(-1)})) \circ \tilde{\phi} |\det \nabla \tilde{\phi}|, \]

where \( \tilde{\phi} = \text{Id} \). This can be done by using the triangle inequality and by observing that (4.7) implies that

\[ |(D^\alpha \phi^{(-1)}) \circ \phi - (D^\alpha \tilde{\phi}^{(-1)}) \circ \tilde{\phi}| \leq c \max_{1 \leq |\beta| \leq |\alpha|} \|D^\beta (\phi - \tilde{\phi})\|_{L^\infty(\Omega)}, \]

where \( c \) depends only on \( N, \alpha, B_1, B_2 \). \( \square \)

**Theorem 4.8** Let \( U \) be an open set in \( \mathbb{R}^N \). Let \( m \in \mathbb{N} \), \( B_1, B_2, B_3, \theta > 0 \). For all \( \alpha, \beta \in \mathbb{N}_0^N \) with \(|\alpha| = |\beta| = m\), let \( A_{\alpha \beta} \) be measurable real-valued functions defined on \( U \), satisfying \( A_{\alpha \beta} = A^{\beta \alpha} \) and conditions (2.3), (4.3) in \( U \). The following statements hold.

(i) There exists \( c_1 > 0 \) depending only on \( N, m, B_1, B_2, B_3, \theta \) such that for all \( n \in \mathbb{N} \), for all open sets \( \Omega \subset U \) such that the embedding \( W^{m,2}_0(\Omega) \subset W^{m-1,2}(\Omega) \) is compact, and for all diffeomorphisms of \( \Omega \) onto \( \phi(\Omega) \) of class \( C^m \) satisfying (4.2) and such that \( \phi(\Omega) \subset U \), the inequality

\[ |\lambda_{n, D}[\Omega] - \lambda_{n, D}[\phi(\Omega)]| \leq c_1 D^2_\Omega (1 + \log_D[\Omega]) \mathcal{L}(\phi) \quad (4.9) \]

holds if \( \mathcal{L}(\phi) < (c_1 D^2_\Omega)^{-1} \).
(ii) There exists $c_2 > 0$ depending only on $N, m, B_1, B_2, B_3, \theta$ such that for all $n \in \mathbb{N}$, for all open sets $\Omega \subset U$ such that the embedding $W^{m,2}(\Omega) \subset W^{m-1,2}(\Omega)$ is compact, and for all diffeomorphisms of $\Omega$ onto $\phi(\Omega)$ of class $C^m$ satisfying (4.2) and such that $\phi(\Omega) \subset U$, inequality

$$\left| \lambda_{n,N}[\Omega] - \lambda_{n,N}[\phi(\Omega)] \right| \leq c_2 N_\Omega^2 (1 + \lambda_{n,N}[\Omega]) \mathcal{L}(\phi), \quad (4.10)$$

holds if $\mathcal{L}(\phi) < (c_2 N_\Omega^2)^{-1}$.

**Proof.** We prove statement (i). Let $\Omega \subset U$ be an open set such that the embedding $W^{m,2}_0(\Omega) \subset W^{m-1,2}(\Omega)$ is compact and $\phi$ be a diffeomorphism of $\Omega$ onto $\phi(\Omega)$ of class $C^m$ satisfying (4.2) and such that $\phi(\Omega) \subset U$. By inequalities (2.3), (2.5), (4.4) it follows that there exists $c_3 > 0$ depending only on $N, m, B_1, B_2, B_3, \theta$ such that

$$\left| Q_{\phi(\Omega)}(u \circ \phi^{(-1)}) - Q_\Omega(u) \right| \leq c_3 \mathcal{D}_\Omega^2 (\|u\|_{L^2(\Omega)}^2 + Q_\Omega(u)) \mathcal{L}(\phi). \quad (4.11)$$

Clearly we have

$$\left| \frac{Q_{\phi(\Omega)} (u \circ \phi^{(-1)})}{\|u \circ \phi^{(-1)}\|_{L^2(\phi(\Omega))}^2} - \frac{Q_\Omega(u)}{\|u\|_{L^2(\Omega)}^2} \right| \leq \frac{|Q_{\phi(\Omega)}(u \circ \phi^{(-1)}) - Q_\Omega(u)|}{\int_\Omega |u|^2 |\det \nabla \phi| dx} + \frac{Q_\Omega(u) \int_\Omega |u|^2 |\det \nabla \phi| - 1| dx}{\int_\Omega |u|^2 |\det \nabla \phi| dx \int_\Omega |u|^2 dx}. \quad (4.12)$$

By observing that $\mathcal{D}_\Omega \geq 1$ and by combining inequalities (4.11) and (4.12) it follows that there exists $c_4 > 0$ depending only on $N, m, B_1, B_2, B_3, \theta$ such that for all $u \in W^{m,2}_0(\Omega)$

$$\left| \frac{Q_{\phi(\Omega)} (u \circ \phi^{(-1)})}{\|u \circ \phi^{(-1)}\|_{L^2(\phi(\Omega))}^2} - \frac{Q_\Omega(u)}{\|u\|_{L^2(\Omega)}^2} \right| \leq c_4 \mathcal{D}_\Omega^2 \left( 1 + \frac{Q_\Omega(u)}{\|u\|_{L^2(\Omega)}^2} \right) \mathcal{L}(\phi), \quad (4.13)$$

which can be written as

$$(1 - c_4 \mathcal{D}_\Omega^2 \mathcal{L}(\phi)) \frac{Q_\Omega(u)}{\|u\|_{L^2(\Omega)}^2} - c_4 \mathcal{D}_\Omega^2 \mathcal{L}(\phi) \leq \frac{Q_{\phi(\Omega)}(u \circ \phi^{(-1)})}{\|u \circ \phi^{(-1)}\|_{L^2(\phi(\Omega))}^2} \leq (1 + c_4 \mathcal{D}_\Omega^2 \mathcal{L}(\phi)) \frac{Q_\Omega(u)}{\|u\|_{L^2(\Omega)}^2} + c_4 \mathcal{D}_\Omega^2 \mathcal{L}(\phi). \quad (4.14)$$

Assume now that $1 - c_4 \mathcal{D}_\Omega^2 \mathcal{L}(\phi) > 0$. Observe that the map $C_{\phi}$ of $L^2(\phi(\Omega))$ which takes $u \in L^2(\Omega)$ to $C_{\phi} u = u \circ \phi^{-1}$ is a linear homeomorphism which restricts to a linear homeomorphism of $W^{m,2}_0(\Omega)$ onto $W^{m,2}_0(\phi(\Omega))$, and that the embedding $W^{m,2}_0(\phi(\Omega)) \subset W^{m-1,2}(\phi(\Omega))$ is compact. Then by applying the Min-Max Principle (2.10) and using inequality (4.14), it easy to deduce the validity of inequality (4.9).

The proof of statement (ii) is very similar. In this case one should observe that the map $C_{\phi}$ defined above restricts to a linear homeomorphism of $W^{m,2}(\Omega)$ onto $W^{m,2}(\phi(\Omega))$ and that if the embedding $W^{m,2}(\Omega) \subset W^{m-1,2}(\Omega)$ is compact then also the embedding $W^{m,2}(\phi(\Omega)) \subset W^{m-1,2}(\phi(\Omega))$ is compact. □
Corollary 4.15 Let $\mathcal{A}$ be an atlas in $\mathbb{R}^N$. Let $m \in \mathbb{N}$, $B_1, B_2, L, \theta > 0$ and, for all $\alpha, \beta \in \mathbb{N}_0^N$ with $|\alpha| = |\beta| = m$, let $A_{\alpha\beta} \in C^{0,1}(\cup_{j=1}^s V_j)$ satisfy $A_{\alpha\beta} = A_{\beta\alpha}$, $\|A_{\alpha\beta}\|_{C^{0,1}(\cup_{j=1}^s V_j)} \leq L$ and condition (2.9).

Then there exists $c > 0$ depending only on $N, \mathcal{A}, m, B_1, B_2, L, \theta$ such that for all $n \in \mathbb{N}$, for all open sets $\Omega \subseteq C(\mathcal{A})$, and for all diffeomorphisms of $\Omega$ onto $\phi(\Omega)$ of class $C^m$ satisfying (4.2) and such that $\phi(\Omega) \subseteq \cup_{j=1}^s V_j$, the inequality

$$|\lambda_n[\Omega] - \lambda_n[\phi(\Omega)]| \leq c(1 + \lambda_n[\Omega]) \max_{0 \leq |\alpha| \leq m} \|D^\alpha(\phi - \text{Id})\|_{L^\infty(\Omega)}$$

holds for both Dirichlet and Neumann boundary conditions, if

$$\max_{0 \leq |\alpha| \leq m} \|D^\alpha(\phi - \text{Id})\|_{L^\infty(\Omega)} < c^{-1}.$$  

**Proof.** It suffices to apply Lemma 3.2 and Theorem 4.8. \qed

5 Estimates for Dirichlet eigenvalues via the atlas distance

**Definition 5.1** Let $\mathcal{A} = (\rho, s, s', \{V_j\}_{j=1}^s, \{r_j\}_{j=1}^s)$ be an atlas in $\mathbb{R}^N$. For all $\Omega_1, \Omega_2 \subseteq C(\mathcal{A})$ we define the ‘atlas distance’ $d_\mathcal{A}$ by

$$d_\mathcal{A}(\Omega_1, \Omega_2) = \max_{j=1, \ldots, s} \sup_{(x, x') \in \partial_j(V_j)} |g_{1j}(x) - g_{2j}(x)|,$$  

where $g_{1j}, g_{2j}$ respectively, are the functions describing the boundaries of $\Omega_1, \Omega_2$ respectively, as in Definition 3.1(iii).

We observe that the function $d_\mathcal{A}(\cdot, \cdot)$ is in fact a distance in $C(\mathcal{A})$ (for further properties of $d_\mathcal{A}$ see also Appendix).

If $\Omega \subseteq C(\mathcal{A})$ it will be useful to set

$$d_j(x, \partial \Omega) = |g_j((r_j(x))) - (r_j(x))_N|,$$  

for all $j = 1, \ldots, s$ and $x \in V_j$, where $g_j$ and $r_j$ are as in Definition 3.1.

Let $\mathcal{A} = (\rho, s, s', \{V_j\}_{j=1}^s, \{r_j\}_{j=1}^s)$ be an atlas in $\mathbb{R}^N$. We consider a partition of unity $\{\psi_j\}_{j=1}^s$ such that $\psi_j \in C_c^\infty(\mathbb{R}^N)$, $\text{supp} \psi_j \subseteq (V_j)_\rho, 0 \leq \psi_j(x) \leq 1$, $|\nabla \psi_j(x)| \leq G$ for all $x \in \mathbb{R}^N$ and $j = 1, \ldots, s$, where $G > 0$ depends only on $\mathcal{A}$, and such that $\sum_{j=1}^s \psi_j(x) = 1$ for all $x \in \cup_{j=1}^s (V_j)_\rho$.

For $\epsilon \geq 0$ we consider the following transformation

$$T_\epsilon(x) = x - \epsilon \sum_{j=1}^s \xi_j \psi_j(x), \quad x \in \mathbb{R}^N,$$  

where $\xi_j = r_j^{(-1)}((0, \ldots, 1))$, which was introduced in Burenkov and Davies [4].

Then we have the following variant of Lemma 18 in [4].
Lemma 5.5 Let $A = (\rho, s, s', \{V_j\}_{j=1}^s, \{\gamma_j\}_{j=1}^s)$ be an atlas in $\mathbb{R}^N$.

Then there exist $A_1, A_2, E_1 > 0$ depending only on $N$ and $A$ such that

$$\max_{0 \leq |\alpha| \leq m} \left\| D^\alpha (T_\epsilon - \text{Id}) \right\|_{L^\infty (\mathbb{R}^N)} \leq A_1 \epsilon,$$

(5.6)

and such that

$$\frac{1}{2} \leq 1 - A_2 \epsilon \leq \det \nabla T_\epsilon \leq 1 + A_2 \epsilon,$$

(5.7)

for all $0 \leq \epsilon < E_1$. Furthermore,

$$T_\epsilon (\Omega_1) \subset \Omega_2,$$

(5.8)

for all $0 < \epsilon < E_1$, for all $\Omega_1, \Omega_2 \in C(A)$ such that $\Omega_2 \subset \Omega_1$ and

$$d_A (\Omega_1, \Omega_2) < \frac{\epsilon}{s},$$

(5.9)

**Proof.** Inequalities (5.6), (5.7) are obvious. We now prove inclusion (5.8). Let $\Omega_1, \Omega_2 \in C(A)$ satisfy $\Omega_2 \subset \Omega_1$ and (3.5). For all $j = 1, \ldots, s$ we denote by $g_{1j}$, $g_{2j}$ respectively, the functions describing the boundaries of $\Omega_1, \Omega_2$ respectively, as in Definition 3.1 (iii). For all $x \in \bigcup_{j=1}^s V_j$ we set $J(x) = \{ j \in \{1, \ldots, s \} : x \in (V_j)_{\delta_j} \}$. Let $x \in \Omega_1$. By the proof of [4, Lemma 18] it follows that if $0 < \delta < \frac{\epsilon}{4}$ then $T_{\epsilon} (x) \in \Omega_1 \cap (V_j)_{\delta_j}$ and $d_j (T_{\epsilon} (x), \partial \Omega_1) \geq \epsilon \psi_j (x)$ for all $j \in J(x)$, where $\{\psi_j\}_{j=1}^s$ is the appropriate partition of unity satisfying $\text{supp} \psi_j \subset (V_j)_{\frac{\delta_j}{4}}$. Therefore

$$\sum_{j \in J(x)} d_j (T_{\epsilon} (x), \partial \Omega_1) \geq \epsilon \sum_{j \in J(x)} \psi_j (x) = \epsilon \sum_{j=1}^s \psi_j (x) = \epsilon.$$

Hence there exists $j \in J(x)$ such that $d_j (T_{\epsilon} (x), \partial \Omega_1) \geq \frac{\epsilon}{s}$, which implies

$$(r_j (T_{\epsilon} (x)))_N < g_{2j} (r_j (T_{\epsilon} (x))).$$

(5.10)

Indeed, assume to the contrary that $(r_j (T_{\epsilon} (x)))_N \geq g_{2j} (r_j (T_{\epsilon} (x)))$. Then we would have

$$d_A (\Omega_1, \Omega_2) \geq g_{1j} (r_j (T_{\epsilon} (x))) - g_{2j} (r_j (T_{\epsilon} (x)))$$

$$= g_{1j} (r_j (T_{\epsilon} (x))) - (r_j (T_{\epsilon} (x)))_N + (r_j (T_{\epsilon} (x)))_N - g_{2j} (r_j (T_{\epsilon} (x)))$$

$$\geq g_{1j} (r_j (T_{\epsilon} (x))) - (r_j (T_{\epsilon} (x)))_N = d_j (T_{\epsilon} (x), \partial \Omega_1) \geq \frac{\epsilon}{s}$$

(5.11)

which contradicts (5.9). Thus, (5.10) holds hence $T_{\epsilon} (x) \in \Omega_2$. \qed

Theorem 5.12 Let $A$ be an atlas in $\mathbb{R}^N$. Let $m \in \mathbb{N}$, $L, \theta > 0$ and, for all $\alpha, \beta \in \mathbb{N}_0^N$ with $|\alpha| = |\beta| = m$, let $A_{\alpha \beta} \in C^{0,1} (\bigcup_{j=1}^s V_j)$ satisfy $A_{\alpha \beta} = A_{\beta \alpha}$, $\|A_{\alpha \beta}\|_{C^{0,1} (\bigcup_{j=1}^s V_j)} \leq L$ and condition (2.5).

Then for each $n \in \mathbb{N}$ there exist $c_n, \epsilon_n > 0$ depending only on $n, N, A, m, L, \theta$ such that

$$|\lambda_{n, D} (\Omega_1) - \lambda_{n, D} (\Omega_2)| \leq c_n d_A (\Omega_1, \Omega_2),$$

(5.13)

for all $\Omega_1, \Omega_2 \in C(A)$ satisfying $d_A (\Omega_1, \Omega_2) < \epsilon_n$. 

Proof. Let $0 < \epsilon < E_1$ where $E_1 > 0$ is as in Lemma 5.5 and let $\Omega_1, \Omega_2 \in C(A)$ satisfy (5.9). We set $\Omega_3 = \Omega_1 \cap \Omega_2$. Clearly, $\Omega_3 \in C(A)$ and $d_A(\Omega_3, \Omega_1)$, $d_A(\Omega_3, \Omega_2) < \epsilon/s$. By Lemma 5.5 applied to the couples of open sets $\Omega_i, \Omega_3$ it follows that $T_i(\Omega_i) \subset \Omega_3$, $i = 1, 2$. By the monotonicity of the eigenvalues with respect to inclusion it follows that

$$\lambda_{n,D}[\Omega_3] \leq \lambda_{n,D}[\Omega_i] \leq \lambda_{n,D}[T_i(\Omega_i)], \quad i = 1, 2. \quad (5.14)$$

Since in Lemma 3.4 $\Lambda_n$ depends only on $n, N, A, m$ and $L$, in Corollary 4.15 $c$ depends only on $N, A, m, B_1, B_2, L$ and $\theta$, and in Lemma 5.5 $E_1$ and $A_1$ depend only on $N$ and $A$, by (4.16), (3.5) and (5.6) it follows that there exist $\bar{c}_n, \bar{\bar{c}}_n > 0$ such that

$$\lambda_{n,D}[\Omega_3] - \lambda_{n,D}[\Omega_i] \leq \lambda_{n,D}[T_i(\Omega_i)] - \lambda_{n,D}[\Omega_i] \leq \bar{c}_n \epsilon, \quad i = 1, 2,$$

if $0 < \epsilon < \bar{\bar{c}}_n$. Hence

$$|\lambda_{n,D}[\Omega_1] - \lambda_{n,D}[\Omega_2]| \leq \max_{i=1,2}\{\lambda_{n,D}[\Omega_3] - \lambda_{n,D}[\Omega_i]\} \leq \bar{c}_n \epsilon.$$

Take here $\epsilon = 2sd_A(\Omega_1, \Omega_2)$, then inequality (5.13) holds with $c_n = 2s \bar{c}_n$ if $d_A(\Omega_1, \Omega_2) < \epsilon_n = \bar{\bar{c}}_n/(2s)$.

Let $A = (\rho, s, s', \{V_j\}_{j=1}^s, \{r_j\}_{j=1}^s)$ be an atlas in $\mathbb{R}^N$. For all $x \in V' = \cup_{j=1}^s V_j$ we set $J'(x) = \{j \in \{1, \ldots, s'\} : x \in V_j\}$. Let $\Omega \in C(A)$. Then we set

$$d_A(x, \partial \Omega) = \max_{j \in J'(x)} d_j(x, \partial \Omega),$$

for all $x \in V'$, where $d_j(x, \partial \Omega)$ is defined in (5.3). Observe that if $\Omega \in C(A)$ then $\partial \Omega \subset V'$. Therefore if $\Omega_1, \Omega_2 \in C(A)$ then

$$d_A(\Omega_1, \Omega_2) = \sup_{x \in \partial \Omega_1} d_A(x, \partial \Omega_2) = \sup_{x \in \partial \Omega_2} d_A(x, \partial \Omega_1). \quad (5.15)$$

For all $\epsilon > 0$ we set

$$\Omega_{\epsilon,A} = \Omega \setminus \{x \in V' : d_A(x, \partial \Omega) \leq \epsilon\},$$

$$\Omega'_{\epsilon,A} = \Omega \cup \{x \in V' : d_A(x, \partial \Omega) < \epsilon\}.$$

Lemma 5.16 Let $A$ be an atlas in $\mathbb{R}^N$ and $\epsilon > 0$. If $\Omega_1$ and $\Omega_2$ are two open sets in $C(A)$ satisfying the inclusions

$$(\Omega_1)_{\epsilon,A} \subset \Omega_2 \subset (\Omega_1)^{\epsilon,A} \quad (5.17)$$

or

$$(\Omega_2)_{\epsilon,A} \subset \Omega_1 \subset (\Omega_2)^{\epsilon,A}, \quad (5.18)$$

then

$$d_A(\Omega_1, \Omega_2) \leq \epsilon. \quad (5.19)$$
Proof. Assume that inclusion \((5.17)\) holds. Let \(x \in \partial \Omega_2\). We consider three cases. Case \(x \in \Omega_1\). Since \(x \notin \Omega_2\) then \(x \notin (\Omega_1)_{e,A}\) hence by definition of \((\Omega_1)_{e,A}\) it follows that \(x \in V'\) and \(d_A(x, \partial \Omega_1) \leq \epsilon\). Case \(x \in \partial \Omega_1\). Obviously \(d_A(x, \partial \Omega_1) = 0\). Case \(x \notin \Omega_1\). In this case there exists a sequence \(x_n \in \Omega_2 \setminus \Omega_1, n \in \mathbb{N}\) converging to \(x\). Since \(x_n \notin \Omega_1\) then \(d_A(x_n, \partial \Omega_1) < \epsilon\) because \(x_n \in (\Omega_1)_{e,A}\). By observing that \(J'(x_n) = J'(x)\) for all \(n\) sufficiently large, one can pass to the limit and obtain \(d_A(x, \partial \Omega_1) \leq \epsilon\). Thus, in any case we have that \(d_A(x, \partial \Omega_1) \leq \epsilon\) for all \(x \in \partial \Omega_2\) and \((5.19)\) follows by \((5.18)\). The same argument applies when inclusion \((5.18)\) holds.

\[\Box\]

**Corollary 5.20** Let \(A\) be an atlas in \(\mathbb{R}^N\). Let \(m \in \mathbb{N}, L, \theta > 0\) and, for all \(\alpha, \beta \in \mathbb{N}_0^N\) with \(|\alpha| = |\beta| = m\), let \(A_{\alpha\beta} \in C^{0,1}(\bigcup_{j=1}^s V_j)\) satisfy \(A_{\alpha\beta} = A_{\beta\alpha}\), \(\|A_{\alpha\beta}\|_{C^{0,1}(\bigcup_{j=1}^s V_j)} \leq L\) and condition \((2.2)\).

Then for each \(n \in \mathbb{N}\) there exist \(c_n, \epsilon_n > 0\) depending only on \(n, N, A, m, L, \theta\) such that

\[|\lambda_n,\mathcal{D}[\Omega_1] - \lambda_n,\mathcal{D}[\Omega_2]| \leq c_n \epsilon_n, \tag{5.21}\]

for all \(0 < \epsilon < \epsilon_n\) and for all \(\Omega_1, \Omega_2 \in C(A)\) satisfying \((5.17)\) or \((5.18)\).

**Proof.** Inequality \((5.21)\) follows by inequality \((5.13)\) and inequality \((5.19)\). \(\Box\)

## 6 Estimates for Neumann eigenvalues via the atlas distance

In this section we prove Theorem 6.25. The proof is based on Lemmas 6.2 and 6.13.

**Definition 6.1** Let \(U\) be an open set in \(\mathbb{R}^N\) and \(\rho\) a rotation. We say that \(U\) is a ‘\(p\)-patch’ if there exist an open set \(G_U \subset \mathbb{R}^{N-1}\) and functions \(\varphi_U, \psi_U : G_U \rightarrow \mathbb{R}\) such that

\[\rho(U) = \{(\bar{x}, x_N) \in \mathbb{R}^N : \psi_U(\bar{x}) < x_N < \varphi_U(\bar{x}), \bar{x} \in G_U\} .\]

The ‘thickness’ of the \(p\)-patch is defined by

\[R_U = \inf_{\bar{x} \in G_U} (\varphi_U(\bar{x}) - \psi_U(\bar{x})) ;\]

the ‘thinness’ of the \(p\)-patch is defined by

\[S_U = \sup_{\bar{x} \in G_U} (\varphi_U(\bar{x}) - \psi_U(\bar{x})) .\]

If \(\Omega_2 \subset \Omega_1\) and \(\Omega_1 \setminus \Omega_2\) is covered by a finite number of \(\rho\)-patches contained in \(\Omega_1\), then we can estimate \(\lambda_{n,\mathcal{N}}[\Omega_2] - \lambda_{n,\mathcal{N}}[\Omega_1]\) via the thinness of the patches.

**Lemma 6.2** Let \(m \in \mathbb{N}\) and \(\Omega_1\) be an open set in \(\mathbb{R}^N\) such that the embedding \(W^{m,2}(\Omega_1) \subset W^{m-1,2}(\Omega_1)\) is compact. For all \(\alpha, \beta \in \mathbb{N}_0^N\) with \(|\alpha| = |\beta| = m\), let \(A_{\alpha\beta}\) be bounded measurable real-valued functions defined on \(\Omega_1\), satisfying \(A_{\alpha\beta} = A_{\beta\alpha}\) and condition \((2.2)\) in \(\Omega_1\). Let \(\sigma \in \mathbb{N}, R > 0\).

Assume that \(\Omega_2 \subset \Omega_1\) is such that the embedding \(W^{m,2}(\Omega_2) \subset W^{m-1,2}(\Omega_2)\) is compact and there exist rotations \(\{\rho_j\}_{j=1}^\sigma\) and two sets \(\{U_j\}_{j=1}^\sigma, \{\tilde{U}_j\}_{j=1}^\sigma\) of \(\rho_j\)-patches \(U_j\) and \(\tilde{U}_j\) satisfying the following properties
(a) $U_j \subset \bar{U}_j \subset \Omega_1$, for all $j = 1, \ldots, \sigma$;

(b) $G_{U_j} = G_{\bar{U}_j}$, $\varphi_{U_j} = \varphi_{\bar{U}_j}$, for all $j = 1, \ldots, \sigma$;

(c) $R_{\bar{U}_j} > R$, for all $j = 1, \ldots, \sigma$;

(d) $\Omega_1 \setminus \Omega_2 \subset \bigcup_{j=1}^{\sigma} U_j$.

Then there exists $d > 0$ depending only on $N, m, R$ such that for all $n \in \mathbb{N}$

$$\lambda_{n,N}[\Omega_2] \leq \lambda_{n,N}[\Omega_1](1 + d_n \max_{j=1,\ldots,\sigma} S_{U_j}),$$

(6.3)

if $\max_{j=1,\ldots,\sigma} S_{U_j} < d_n^{-1}$, where

$$d_n = 2\sigma d(1 + \theta^{-1} \lambda_{n,N}[\Omega_1]).$$

(6.4)

**Proof.** By (a) and (b) it follows that $\psi_{\bar{U}_j} \leq \psi_{U_j}$ for all $j = 1, \ldots, \sigma$. Let $u \in W^{m,2}(\Omega_1)$. By (d)

$$\int_{\Omega_1 \setminus \Omega_2} |u|^2 dy \leq \sum_{j=1}^{\sigma} \int_{U_j} |u|^2 dy = \sum_{j=1}^{\sigma} \int_{\rho_j(U_j)} |u \circ \rho_j^{-1}|^2 dx.$$  

(6.5)

Let, for brevity, $v_j = u \circ \rho_j^{-1}$. Clearly,

$$\int_{\rho_j(U_j)} |u \circ \rho_j^{-1}|^2 = \int_{G_{U_j}} \int_{\psi_{U_j}(x)} |v_j(\bar{x}, x_N)|^2 d\bar{x} dx_N.$$  

(6.6)

Since $v_j \in W^{m,2}(\rho_j(\bar{U}_j))$ it follows that for almost all $\bar{x} \in G_{\bar{U}_j}$ the function $v_j(\bar{x}, \cdot)$ belongs to the space $W^{m,2}(\psi_{\bar{U}_j}(\bar{x}), \varphi_{\bar{U}_j}(\bar{x}))$. Moreover, by (c) it follows that $\varphi_{\bar{U}_j}(\bar{x}) - \psi_{\bar{U}_j}(\bar{x}) \geq R$. Thus by Burenkov [3, Thm. 2, p.127] there exists $\bar{d} > 0$ depending only on $m, R$ such that

$$\|v_j(\bar{x}, \cdot)\|^2_{L^\infty(\psi_{\bar{U}_j}(\bar{x}), \varphi_{\bar{U}_j}(\bar{x}))} \leq \bar{d} \left( \|v_j(\bar{x}, \cdot)\|^2_{L^2(\psi_{\bar{U}_j}(\bar{x}), \varphi_{\bar{U}_j}(\bar{x}))} + \left\| \frac{\partial^m v_j}{\partial x_N^m} (\bar{x}, \cdot) \right\|^2_{L^2(\psi_{\bar{U}_j}(\bar{x}), \varphi_{\bar{U}_j}(\bar{x}))} \right).$$

(6.7)

By inequality (6.7) and property (b)

$$\int_{G_{U_j}} \int_{\psi_{U_j}(x)} |v_j(\bar{x}, x_N)|^2 d\bar{x} dx_N$$

$$\leq \int_{G_{U_j}} (\varphi_{U_j}(\bar{x}) - \psi_{U_j}(\bar{x})) \|v_j(\bar{x}, \cdot)\|^2_{L^\infty(\psi_{U_j}(\bar{x}), \varphi_{U_j}(\bar{x}))} d\bar{x}$$

$$\leq \bar{d} S_{U_j} \left( \|v_j\|^2_{L^2(\rho_j(U_j))} + \left\| \frac{\partial^m v_j}{\partial x_N^m} \right\|^2_{L^2(\rho_j(\bar{U}_j))} \right)$$

$$\leq d S_{U_j} \left( \|u\|^2_{L^2(\Omega_1)} + \sum_{|\alpha|=m} \|D^\alpha u\|^2_{L^2(\Omega_1)} \right),$$

(6.8)
where \( d > 0 \) depends only on \( N, m, R \).

Let \( \psi_n[\Omega_1], n \in \mathbb{N}, \) be an orthonormal sequence of eigenfunctions corresponding to the eigenvalues \( \lambda_{n,N}[\Omega_1] \). We denote by \( L_n[\Omega_1] \) the linear subspace of \( W^{m,2}(\Omega_1) \) generated by the \( \psi_1[\Omega_1], \ldots, \psi_n[\Omega_1] \). If \( u \in L_n[\Omega_1] \) and \( \|u\|_{L^2(\Omega_1)} = 1 \) then by (6.5), (6.6), (6.8)

\[
\int_{\Omega_1 \setminus \Omega_2} |u|^2 \leq \sigma d \max_{j=1,\ldots,\sigma} S_{U_j}(1 + \theta^{-1}Q_{\Omega_1}(u)) \leq \sigma d \max_{j=1,\ldots,\sigma} S_{U_j}(1 + \theta^{-1}\lambda_n[\Omega_1]).
\] (6.9)

Let \( T_{12} \) be the restriction operator from \( \Omega_1 \) to \( \Omega_2 \). Clearly, \( T_{12} \) maps \( W^{m,2}(\Omega_1) \) to \( W^{m,2}(\Omega_2) \). For all \( n \in \mathbb{N} \) and for all \( u \in L_n[\Omega_1] \), \( \|u\|_{L^2(\Omega_1)} = 1 \) we have

\[
\|T_{12}u\|_{L^2(\Omega_2)}^2 = \int_{\Omega_1} |u|^2 - \int_{\Omega_1 \setminus \Omega_2} |u|^2 \geq 1 - \sigma d \max_{j=1,\ldots,\sigma} S_{U_j}(1 + \theta^{-1}\lambda_n[\Omega_1])
\] (6.10)
and

\[
Q_{\Omega_2}(T_{12}u) \leq Q_{\Omega_1}(u) \leq \lambda_n[\Omega_1]
\]

because \( \sum_{|\alpha| = |\beta| = m} A_{\alpha\beta} \xi_\alpha \xi_\beta \geq 0 \) for all \( \xi_\alpha, \xi_\beta \in \mathbb{C} \). Thus, in the terminology of [6], \( T_{12} \) is a transition operator from \( H_{W^{m,2}(\Omega_1)} \) to \( H_{W^{m,2}(\Omega_2)} \) with the measure of vicinity \( \delta(H_{W^{m,2}(\Omega_1)}, H_{W^{m,2}(\Omega_2)}) = \max_{j=1,\ldots,\sigma} S_{U_j} \) and the parameters \( a_n = \sigma d(1 + \theta^{-1}\lambda_n[\Omega_1]), b_n = 0 \). Thus, by the general spectral stability theorem [6, Theorem 3.2] it follows that

\[
\lambda_{n,N}[\Omega_2] \leq \lambda_{n,N}[\Omega_1] + 2(a_n\lambda_{n,N}[\Omega_1] + b_n)\delta(H_{W^{m,2}(\Omega_1)}, H_{W^{m,2}(\Omega_2)})
\]

if \( \delta(H_{W^{m,2}(\Omega_1)}, H_{W^{m,2}(\Omega_2)}) < (2a_n)^{-1} \) which immediately gives (6.3). \( \square \)

Lemma 6.11 Let \( \mathcal{A} \) be an atlas in \( \mathbb{R}^N \). Let \( m \in \mathbb{N}, L, \theta > 0 \) and, for all \( \alpha, \beta \in \mathbb{N}^N \) with \( |\alpha| = |\beta| = m \), let \( A_{\alpha\beta} \in L^\infty(\bigcup_{j=1}^s V_j) \) satisfy \( A_{\alpha\beta} = A_{\beta\alpha}, \|A_{\alpha\beta}\|_{L^\infty(\bigcup_{j=1}^s V_j)} \leq L \) and condition (2.3). Then for each \( n \in \mathbb{N} \) there exist \( c_n, \epsilon_n > 0 \) depending only on \( n, N, \mathcal{A}, m, L, \theta \), such that

\[
\lambda_{n,N}[\Omega_2] \leq \lambda_{n,N}[\Omega_1] + c_n d_A(\Omega_1, \Omega_2),
\] (6.12)
for all \( \Omega_1, \Omega_2 \subset C(\mathcal{A}) \) satisfying \( \Omega_2 \subset \Omega_1 \) and \( d_A(\Omega_1, \Omega_2) < \epsilon_n \).

Proof. Let \( \mathcal{A} = (\rho, s, s', \{V_j\}_{j=1}^s, \{r_j\}_{j=1}^s), \Omega_1, \Omega_2 \subset C(\mathcal{A}) \) and \( \Omega_2 \subset \Omega_1 \). For all \( j = 1, \ldots, s \) we denote by \( g_{1j}, g_{2j} \) respectively, the functions describing the boundaries of \( \Omega_1, \Omega_2 \) respectively, as in Definition 3.1 (iii). We consider two sets of \( \{U_j\}_{j=1}^s, \{\tilde{U}_j\}_{j=1}^s \) of \( r_j \)-patches \( U_j, \tilde{U}_j \) defined as follows:

\[
\tilde{U}_j = r_j^{-1}(\{(\bar{x}, x_N) : \bar{x} \in W_j, a_{Nj} < x_N < g_{1j}(\bar{x})\}),
\]

\[
U_j = r_j^{-1}(\{(\bar{x}, x_N) : \bar{x} \in W_j, g_{2j}(\bar{x}) < x_N < g_{1j}(\bar{x})\}),
\]

where \( W_j \) and \( a_{Nj} \) are as in Definition 3.1. Observe that conditions (a), (b), (c), (d) of Lemma 6.2 are satisfied with \( s = s' \) and \( R = \rho \). Moreover, \( \max_{j=1,\ldots,\sigma} S_{U_j} = d_A(\Omega_1, \Omega_2) \). Thus by applying Lemma 6.2 to the open sets \( \Omega_1, \Omega_2 \) and the sets of patches defined above, and by Lemma 3.4 we immediately deduce the validity of (6.12). \( \square \)

Our next aim is to consider the case \( \Omega_2 = T_\epsilon(\Omega_1) \) where \( T_\epsilon \) is the map defined in (5.24).
Lemma 6.13. Let $\mathcal{A}$ be an atlas in $\mathbb{R}^N$. Then there exist $\epsilon_0, A, R > 0$ and $\sigma \in \mathbb{N}$ depending only on $N, \mathcal{A}$, and for each open set $\Omega \in C(\mathcal{A})$ and for each $0 < \epsilon < \epsilon_0$ there exist rotations $\{\rho_j\}_{j=1}^\sigma$ and sets $\{U_j\}_{j=1}^\sigma$, $\{\bar{U}_j\}_{j=1}^\sigma$ of $\rho_j$-patches $U_j$, $\bar{U}_j$ satisfying conditions (a), (b), (c), (d) in Lemma 6.2 with $\Omega_1 = \Omega$ and $\Omega_2 = T_{\epsilon}(\Omega)$ and such that $\max_{j=1,...,\sigma} S_{U_j} < A\epsilon$.

Proof. In fact, we shall prove that there exist a family of rotations $\{\rho_j\}_{j=1}^\sigma$, a family $\{G_j\}_{j=1}^\sigma$ of bounded open sets in $\mathbb{R}^{N-1}$, and a family $\{\varphi_j\}_{j=1}^\sigma$ of functions $\varphi_j$ continuous on $G_j$ such that for all $0 < \epsilon < \epsilon_0$

$$\Omega \setminus T_{\epsilon}(\Omega) \subset \bigcup_{j=1}^\sigma U_j^{[\epsilon]} \quad (6.14)$$

and

$$U_j^{[\epsilon]} \subset \bar{U}_j \subset \Omega, \quad (6.15)$$

where the $\rho_j$-patches $U_j^{[\epsilon]}$, $\bar{U}_j$ are defined by

$$\rho_j(U_j^{[\epsilon]}) = \{(\bar{x}, x_N) \in \mathbb{R}^{N-1} : \varphi_j(\bar{x}) - A\epsilon < x_N < \varphi_j(\bar{x}), \bar{x} \in G_j\}, \quad (6.16)$$

and

$$\rho_j(\bar{U}_j) = \{(\bar{x}, x_N) \in \mathbb{R}^{N-1} : \varphi_j(\bar{x}) - R < x_N < \varphi_j(\bar{x}), \bar{x} \in G_j\}. \quad (6.17)$$

Let $\mathcal{A} = (\rho, s, s', \{V_j\}_{j=1}^s, \{r_j\}_{j=1}^s)$ and $\Omega \in C(\mathcal{A})$. We split the proof into four steps.

Step 1. Let for each non-empty set $J \subset \{1, \ldots, s'\}$, $V_J = \cap_{j \in J}(V_j)^\sharp$ and $d = \dim \text{Span}\{\xi_j\}_{j \in J}$. Recall that $\xi_j = r_j^{(-1)}(0, \ldots, 1)$. By the proof of Lemma 19 in [4] it follows that there exist vectors $\xi_J = \xi_{J1}, \xi_{J2}, \ldots, \xi_{Jd}$ and a rotation $r_J$ such that:

1) $\xi_J, \xi_{J2}, \ldots, \xi_{Jd}$ is an orthonormal basis for $\text{Span}\{\xi_j\}_{j \in J}$ and $r_J(\xi_J) = e_N$, $r_J(\xi_{J2}) = e_{N-1}$, $\ldots$, $r_J(\xi_{Jd}) = e_{N-d+1}$,

2) there exist continuous functions $\varphi_J, \psi_J$ defined on $G_J$ where $G_J = \text{Pr}_{x_N=0}$ $r_J(V_J \cap \Omega)$ ($\text{Pr}_{x_N=0}$ denotes the orthogonal projector onto the hyperplane with the equation $x_N = 0$) such that

$$r_J(V_J \cap \Omega) = \{(\bar{x}, x_N) \in \mathbb{R}^{N-1} : \psi_J(\bar{x}) < x_N < \varphi_J(\bar{x})\}, \quad (6.18)$$

and such that

$$\{ (\bar{x}, y) \in \mathbb{R}^{N-1} : y < \varphi_J(\bar{x}), \bar{x} \in G_J, (\bar{x}, y) \in r_J(V_j), \forall j \in J \} \subset r_J(\Omega), \quad (6.19)$$

3) the function $\varphi_J$ satisfies the Lipschitz condition with respect to the variables $v = (x_{N-d+1}, \ldots, x_{N-1})$ uniformly with respect to the variables $u = (x_1, \ldots, x_{N-d})$ on $G_J$, i.e.,

$$|\varphi_J(u, v) - \varphi_J(u, w)| \leq L_J|v - w|, \quad \text{for all } (u, v), (u, w) \in G_J,$$

where $L_J > 0$ depends only on $\{V_j\}_{j=1}^s$ and $\{r_j\}_{j=1}^s$.

Observe that by (6.18) and (6.19) it follows that

$$\{(\bar{x}, x_N) \in \mathbb{R}^{N-1} : \bar{x} \in G_J, \psi_J(\bar{x}) - \frac{\rho}{4} < x_N < \varphi_J(\bar{x})\} \subset r_J(\Omega) \quad (6.20)$$
because the distance of \((\bar{x}, \psi_J(\bar{x}))\) to the boundary of \(r_J(V_j)\) is greater than \(\xi\) for all \(j \in J\) and \(\bar{x} \in G_J\).

**Step 2.** For \(x \in \mathbb{R}^N\) let as in [4]

\[
J(x) = \{ j \in \{ 1, \ldots, s \} : x \in (V_j)^{\frac{1}{2}} \rho \}.
\]

Observe that \(J(x) \subset \{ 1, \ldots, s' \}\) if \(x \in \partial \Omega\). The inclusion \(\text{supp} \psi_j \subset (V_j)^{\frac{1}{2}} \rho\) implies that \(\psi_j(x) = 0\) for \(j \notin J(x)\) and

\[
T_\epsilon(x) = x - \epsilon \sum_{j \in J(x)} \xi_j \psi_j(x), \quad x \in \mathbb{R}^N.
\]

For any subset \(J \subset \{ 1, \ldots, s \}\) we set

\[
\tilde{V}_J = \{ x \in \mathbb{R}^N : J(x) = J \}
\]

so that \(\mathbb{R}^N = \bigcup_{J \subset \{ 1, \ldots, s' \}} \tilde{V}_J\) and

\[
T_\epsilon(x) = x - \epsilon \sum_{j \in J} \xi_j \psi_j(x), \quad x \in \tilde{V}_J.
\]

**Step 3.** Let \(x \in \tilde{V}_J \cap \partial \Omega\). Since \(\|T_\epsilon - \text{Id}\|_\infty \leq \epsilon\) and \(T_\epsilon(\Omega) \subset \Omega\) we have that \(T_\epsilon(x) \in V_J \cap \Omega\) for all \(0 < \epsilon \leq \xi\). Let \(r_J(x) = (\beta^{(1)}, \beta^{(2)}, \beta_N)\) where \(\beta^{(1)} = (\beta_1, \ldots, \beta_{N-d})\), \(\beta^{(2)} = (\beta_{N-d+1}, \ldots, \beta_{N-1})\) and \(\beta_N = \varphi_J(\beta^{(1)}, \beta^{(2)})\). Since \(T_\epsilon(x) - x \in \text{Span}\{\xi_j\}_{j \in J}\), it follows that \(r_J(T_\epsilon(x)) = (\beta^{(1)}, \gamma^{(2)}, \gamma_N)\) for some \(\gamma^{(2)} = (\gamma_{N-d+1}, \ldots, \gamma_{N-1})\) and \(\gamma_N\). Since \(T_\epsilon(x) \in V_J \cap \Omega\), for the distance \(d_J(T_\epsilon(x))\) of \(T_\epsilon(x)\) from \(\partial \Omega\) in the direction of the vector \(\xi_J\) we have

\[
d_J(T_\epsilon(x)) = \varphi_J(\beta^{(1)}, \gamma^{(2)}) - \gamma_N
= \varphi_J(\beta^{(1)}, \gamma^{(2)}) - \beta_N + \beta_N - \gamma_N
= \varphi_J(\beta^{(1)}, \gamma^{(2)}) - \varphi_J(\beta^{(1)}, \beta^{(2)}) + \beta_N - \gamma_N
\leq L_J|\gamma^{(2)} - \beta^{(2)}| + |\gamma_N - \beta_N|
\leq (L_J + 1)|r_J(T_\epsilon(x)) - r_J(x)|
= (L_J + 1)|T_\epsilon(x) - x|.
\] (6.21)

Let

\[
A = \max_{J \subset \{ 1, \ldots, s' \}} \left( L_J + 1 \right)
\] (6.22)

and \(U^{[k]}_J\) be defined by

\[
\rho_J(U^{[k]}_J) = \{ (\bar{x}, x_N) \in \mathbb{R}^{N-1} : \varphi_J(\bar{x}) - A\epsilon < x_N < \varphi_J(\bar{x}), \ \bar{x} \in G_J \}.
\] (6.23)

Then by (6.21) it follows that \(T_\epsilon(\tilde{V}_J \cap \partial \Omega) \subset U^{[k]}_J\) and

\[
T_\epsilon(\partial \Omega) = \bigcup_{J \subset \{ 1, \ldots, s' \}} T_\epsilon(\tilde{V}_J \cap \partial \Omega) \subset \bigcup_{J \subset \{ 1, \ldots, s' \}} U^{[k]}_J.
\] (6.24)

**Step 4.** Let \(y \in \Omega \setminus \bigcup_{J \subset \{ 1, \ldots, s' \}} U^{[k]}_J\). By the definition of \(U^{[k]}_J\) it follows that \(y \notin U^{[k]}_J\) for all \(0 < \epsilon' \leq \epsilon\). Thus by (6.21) it follows that \(y \notin T_\epsilon(\partial \Omega)\). This
implies that the topological degree \( \deg(\Omega, T_\epsilon, y) \) of the triple \((\Omega, T_\epsilon, y)\) is well defined (see e.g., Deimling [9, §1]) and by homotopy invariance \( \deg(\Omega, T_\epsilon, y) = \deg(\Omega, T_0, y) = 1 \) for all \( 0 < \epsilon \leq \epsilon' \). Thus the equation \( T_\epsilon(x) = y \) has a solution \( x \in \Omega \) hence \( y \in T_\epsilon(\Omega) \) (see e.g., Deimling [9 Thm. 3.1]). This shows that 

\[ \Omega \setminus T_\epsilon(\Omega) \subset \bigcup_{J \ni \{1, \ldots, s\}} U_J^{[\epsilon]} . \]

To complete the proof of the lemma it suffices to choose \( \sigma \) to be the number of nonempty subsets of \( \{1, \ldots, s\} \), \( \epsilon_0 = \frac{\epsilon}{4}, R = \frac{\epsilon}{4} \) (see (6.21)), and \( A \) as in (6.22).

\[ \blacksquare \]

**Theorem 6.25** Let \( \mathcal{A} \) be an atlas in \( \mathbb{R}^N \). Let \( m \in \mathbb{N}, L, \theta > 0 \) and, for all \( \alpha, \beta \in \mathbb{N}^N_0 \) with \( |\alpha| = |\beta| = m \), let \( A_{\alpha\beta} \in C^{0,1}(\bigcup_{j=1}^s V_j) \) satisfy \( A_{\alpha\beta} = A_{\beta\alpha}, \parallel A_{\alpha\beta} \parallel_{C^{0,1}(\bigcup_{j=1}^s V_j)} \leq L \) and condition (2.2).

Then for each \( n \in \mathbb{N} \) there exist \( c_n, \epsilon_n > 0 \) depending only on \( n, N, \mathcal{A}, m, L, \theta \) such that

\[ |\lambda_{n,N}[\Omega_1] - \lambda_{n,N}[\Omega_2]| \leq c_n d_{\mathcal{A}}(\Omega_1, \Omega_2), \quad (6.26) \]

for all \( \Omega_1, \Omega_2 \in C(\mathcal{A}) \) satisfying \( d_{\mathcal{A}}(\Omega_1, \Omega_2) < \epsilon_n \).

**Proof.** In this proof \( c_n, \epsilon_n \) denote positive constants depending only on some of the parameters \( n, N, \mathcal{A}, m, L, \theta \) and their value is not necessarily the same for all the inequalities below.

Let \( E_1 > 0 \) be as in Lemma 5.5. Let \( 0 < \epsilon < E_1 \) and \( \Omega_1, \Omega_2 \in C(\mathcal{A}) \) satisfy (5.9). We set \( \Omega_3 = \Omega_1 \cap \Omega_2 \). Clearly, \( \Omega_3 \in C(\mathcal{A}) \) and \( d_{\mathcal{A}}(\Omega_3, \Omega_1), d_{\mathcal{A}}(\Omega_3, \Omega_2) \leq \frac{\epsilon}{8} \). By Lemma 5.5 applied to the couple of open sets \( \Omega_1, \Omega_3 \) it follows that \( T_\epsilon(\Omega_1) \subset \Omega_3 \) hence

\[ T_\epsilon(\Omega_3) \subset T_\epsilon(\Omega_1) \subset \Omega_3. \quad (6.27) \]

We now apply Lemma 6.13 to the set \( \Omega = \Omega_3 \). It follows that if \( 0 < \epsilon < \epsilon_0 \) there exist rotations \( \{\rho_j\}_{j=1}^s \) and two sets \( \{U_j\}_{j=1}^s, \{\tilde{U}_j\}_{j=1}^s \) of \( \rho_j \)-patches \( U_j, \tilde{U}_j \) satisfying conditions (a), (b), (c), (d) in Lemma 6.2 with \( \Omega_1 \) replaced by \( \Omega_3 \) and \( \Omega_2 \) replaced by \( T_\epsilon(\Omega_3) \), and such that \( \max_{j=1,\ldots,s} S_{U_j} < A\epsilon \). In particular,

\[ \Omega_3 \setminus T_\epsilon(\Omega_3) \subset \bigcup_{j=1}^s U_j, \quad (6.28) \]

hence by (6.27), (6.28) it follows

\[ \Omega_3 \setminus T_\epsilon(\Omega_1) \subset \bigcup_{j=1}^s U_j. \quad (6.29) \]

Now we apply Lemma 6.2 to the couple of open sets \( \Omega_3, T_\epsilon(\Omega_1) \) by using the sets of patches defined above. Since \( \max_{j=1,\ldots,s} S_{U_j} < A\epsilon \), by Lemma 6.2 it follows that if \( A\epsilon < d_n^{-1} \) then

\[ \lambda_{n,N}[T_\epsilon(\Omega_1)] \leq \lambda_{n,N}[\Omega_3](1 + d_n A\epsilon), \quad (6.30) \]

where \( d_n \) is defined by (6.4). By inequality (6.30) and Lemma 3.4 it follows that there exist \( c_n, \epsilon_n > 0 \) such that

\[ \lambda_{n,N}[T_\epsilon(\Omega_1)] \leq \lambda_{n,N}[\Omega_3] + c_n \epsilon \quad (6.31) \]

if \( 0 < \epsilon < \epsilon_n \). On the other hand, by Lemma 3.4 Corollary 4.15 and by inequalities (5.6), (5.7) it follows that there exist \( c_n, \epsilon_n > 0 \) such that

\[ |\lambda_{n,N}[\Omega_1] - \lambda_{n,N}[\Omega_1]| \leq c_n \epsilon \quad (6.32) \]
if $0 < \epsilon < \epsilon_n$. Thus by (6.31), (6.32) it follows that there exist $c_n, \epsilon_n > 0$ such that
\[
\lambda_{n,N}[\Omega_1] \leq \lambda_n[\Omega_3] + c_n \epsilon
\] (6.33)
if $0 < \epsilon < \epsilon_n$. By Lemma 6.11 applied to the couple of open sets $\Omega_1, \Omega_3$ it follows that there exist $c_n, \epsilon_n > 0$ such that
\[
\lambda_{n,N}[\Omega_3] \leq \lambda_{n,N}[\Omega_1] + c_n \epsilon
\] (6.34)
if $0 < \epsilon < \epsilon_n$. Thus, by (6.33), (6.34) it follows that
\[
|\lambda_{n,N}[\Omega_1] - \lambda_{n,N}[\Omega_3]| \leq c_n \epsilon
\] (6.35)
if $0 < \epsilon < \epsilon_n$. Clearly inequality (6.35) holds also with $\Omega_2$ replacing $\Omega_1$: it is simply enough to interchange the role of $\Omega_1$ and $\Omega_2$ from the beginning this proof. Thus
\[
|\lambda_{n,N}[\Omega_2] - \lambda_{n,N}[\Omega_3]| \leq c_n \epsilon
\] (6.36)
if $0 < \epsilon < \epsilon_n$. By (6.35), (6.36) we finally deduce that for each $n \in \mathbb{N}$ there exist $c_n, \epsilon_n > 0$ such that
\[
|\lambda_{n,N}[\Omega_1] - \lambda_{n,N}[\Omega_2]| \leq c_n \epsilon,
\] (6.37)
for all $0 < \epsilon < \epsilon_n$ and for all $\Omega_1, \Omega_2 \in C(A)$ satisfying $d_A(\Omega_1, \Omega_2) < \epsilon$. Finally, by arguing as in the last lines of the proof of Theorem 5.12 we deduce the validity of (6.26). \qed

As for Dirichlet boundary conditions we have a version of Theorem 6.25 in terms of $\epsilon$-neighborhoods with respect to the atlas distance.

**Corollary 6.38** Let $\mathcal{A}$ be an atlas in $\mathbb{R}^N$. Let $m \in \mathbb{N}$, $L, \theta > 0$ and, for all $\alpha, \beta \in \mathbb{N}_0^N$, with $|\alpha| = |\beta| = m$ let $A_{\alpha\beta} \in C^{0,1}(\cup_{j=1}^s V_j)$ satisfy $A_{\alpha\beta} = A_{\beta\alpha}$, $\|A_{\alpha\beta}\|_{C^{0,1}(\cup_{j=1}^s V_j)} \leq L$ and condition (2.2).

Then for each $n \in \mathbb{N}$ there exist $c_n, \epsilon_n > 0$ depending only on $n, N, \mathcal{A}, m, L, \theta$ such that
\[
|\lambda_{n,N}[\Omega_1] - \lambda_{n,N}[\Omega_2]| \leq c_n \epsilon,
\] (6.39)
for all $0 < \epsilon < \epsilon_n$ and for all $\Omega_1, \Omega_2 \in C(\mathcal{A})$ satisfying (5.17) or (5.18).

**Proof.** Inequality (6.39) follows by inequality (6.26) and inequality (5.19). \qed

### 7 Estimates via the lower Hausdorff-Pompeiu deviation

If $C \subset \mathbb{R}^N$ and $x \in \mathbb{R}^N$ we denote by $d(x, C)$ the euclidean distance of $x$ to $C$.

**Definition 7.1** Let $A, B \subset \mathbb{R}^N$. We define the lower Hausdorff-Pompeiu deviation of $A$ from $B$ by
\[
d_{HP}(A, B) = \min\left\{\sup_{x \in A} d(x, B), \sup_{x \in B} d(x, A)\right\}. \quad (7.2)
\]
If the minimum in (7.2) is replaced by the maximum, then the right-hand side becomes the usual Hausdorff-Pompeiu distance $d_{HP}(A, B)$ of $A$ and $B$. Note that in contrast to the Hausdorff-Pompeiu distance $d_{HP}$ which satisfies the triangle inequality and defines a distance on the family of closed sets, the lower Hausdorff-Pompeiu deviation $d_{HP}$ is not a distance or a quasi-distance. Indeed, it suffices to notice that $d_{HP}(A, B) = 0$ if and only if $A \subseteq B$ or $B \subseteq A$: thus if $A \nsubseteq B$ and $B \nsubseteq A$ then $d_{HP}(A, B) > 0$ but $d_{HP}(A, A \cup B) + d_{HP}(A \cup B, A) = 0$.

In this section we aim at proving an estimate for the variation of the eigenvalues via the lower Hausdorff-Pompeiu deviation of the boundaries of the open sets.

We now introduce a class of open sets for which we can estimate the atlas distance $d_A$ via the lower Hausdorff-Pompeiu deviation of the boundaries.

**Definition 7.3** Let $A$ be an atlas in $\mathbb{R}^N$. Let $\omega : [0, \infty[ \rightarrow [0, \infty]$ be a continuous non-decreasing function such that $\omega(0) = 0$ and, for some $k > 0$, $\omega(t) \geq kt$ for all $0 \leq t \leq 1$.

Let $M > 0$. We denote by $C_{M}(A)$ the family of all open sets $\Omega$ in $\mathbb{R}^N$ belonging to $C(A)$ and such that all the functions $g_j$ in Definition 3.1(iii) satisfy the condition

$$|g_j(\bar{x}) - g_j(\bar{y})| \leq M\omega(|\bar{x} - \bar{y}|),$$

(7.4)

for all $\bar{x}, \bar{y} \in \mathbb{W}_j$.

We also say that an open set is of class $C_{M}(\cdot)$ if there exists an atlas $A$ and $M > 0$ such that $\Omega \in C_{M}(A)$.

**Lemma 7.5** Let $\omega : [0, \infty[ \rightarrow [0, \infty]$ be a continuous non-decreasing function such that $\omega(0) = 0$ and, for some $k > 0$, $\omega(t) \geq kt$ for all $t \geq 0$.

Let $W$ be an open set in $\mathbb{R}^{N-1}$. Let $M > 0$ and $g$ be a function of $\overline{W}$ to $\mathbb{R}$ such that

$$|g(\bar{x}) - g(\bar{y})| \leq M\omega(|\bar{x} - \bar{y}|),$$

for all $\bar{x}, \bar{y} \in \mathbb{W}$. Then

$$|g(\bar{x}) - x_N| \leq (M + k^{-1})\omega(d((\bar{x}, x_N), \text{Graph}(g))),$$

(7.6)

for all $\bar{x} \in \overline{W}$ and $x_N \in \mathbb{R}$.

**Proof.** For all $\bar{x}, \bar{y} \in W$

$$|g(\bar{x}) - x_N| \leq |g(\bar{x}) - g(\bar{y})| + |g(\bar{y}) - x_N|$$

$$\leq M\omega(|\bar{x} - \bar{y}|) + k^{-1}\omega(|g(\bar{y}) - x_N|)$$

$$\leq (M + k^{-1})\omega(|(\bar{x}, x_N) - (\bar{y}, g(\bar{y}))|),$$

(7.7)

hence by the continuity of $\omega$

$$|g(\bar{x}) - x_N| \leq (M + k^{-1})\inf_{\bar{y} \in \overline{W}}\omega(|(\bar{x}, x_N) - (\bar{y}, g(\bar{y}))|)$$

$$\leq (M + k^{-1})\omega(d((\bar{x}, x_N), \text{Graph}(g))) .$$

(7.8)
Lemma 7.9 Let $\mathcal{A}$ be an atlas in $\mathbb{R}^N$. Let $\omega : [0, \infty) \rightarrow [0, \infty]$ be a continuous increasing function satisfying $\omega(0) = 0$ and, for some $k > 0$, $\omega(t) \geq kt$ for all $0 \leq t \leq 1$. Let $M > 0$.

Then there exists $c > 0$ depending only on $N, \mathcal{A}, \omega, M$ such that

$$d_j(x, \partial \Omega) \leq c \omega(d(x, \partial \Omega)), \quad (7.10)$$

for all open sets $\Omega \in C_M^{\omega(\cdot)}(\mathcal{A})$, for all $j = 1, \ldots, s$ and for all $x \in (V_i)_{x/2}$.

Proof. Let $\tilde{\omega}$ be the function of $[0, \infty]$ to itself defined by $\tilde{\omega}(t) = \omega(t)$ for all $0 \leq t \leq 1$ and $\tilde{\omega}(t) = t + \omega(1) - 1$ for all $t > 1$. Clearly $\tilde{\omega}$ is continuous and non-decreasing, and $\tilde{\omega}(t) \geq kt$ for all $t \geq 0$ where $k = \min \{k_1, 1, \omega(1)\}$; moreover

$$\min \left\{1, \frac{\omega(1)}{\omega(A)}\right\} \omega(a) \leq \tilde{\omega}(a) \leq \max \left\{1, \frac{\tilde{\omega}(A)}{\omega(1)}\right\} \omega(a), \quad (7.11)$$

for all $A > 0$ and for all $0 \leq a \leq A$. By the first inequality in $(7.11)$ it follows that $\Omega \in C_M^{\omega(\cdot)}(\mathcal{A})$ where $M = \max \left\{1, \frac{\omega(D)}{\omega(1)}\right\}$ and $D$ is the diameter of $\cup_{j=1}^s V_j$.

Then by Lemma 7.5 applied to each function $g_j$ describing the boundary of $\Omega$ as in Definition 3.1 (iii) and by the second inequality in $(7.11)$ it follows that for each $j = 1, \ldots, s$ and for all $(\bar{y}, y_N) \in r_j(V_j)$

$$|g_j(\bar{y}) - y_N| \leq (\tilde{M} + \tilde{k}^{-1}) \tilde{\omega} \left(d((\bar{y}, y_N), \text{Graph}(g_j))\right) \leq \max \left\{1, \frac{\tilde{\omega}(D)}{\tilde{\omega}(1)}\right\} (\tilde{M} + \tilde{k}^{-1}) \omega \left(d((\bar{y}, y_N), \text{Graph}(g_j))\right). \quad (7.12)$$

Observe that if $y \in r_j((V_j)_{x/2})$ and $d((\bar{y}, y_N), \text{Graph}(g_j)) < \frac{\rho}{2}$ then $d(r_j^{-1}(y), \partial \Omega)$ equals $d((\bar{y}, y_N), \text{Graph}(g_j))$; if $y \in r_j((V_j)_{x/2})$ and $d((\bar{y}, y_N), \text{Graph}(g_j)) \geq \frac{\rho}{2}$ then $d \left(r_j^{-1}((\bar{y}, y_N)), \partial \Omega\right) \geq \frac{\rho}{2}$. Hence

$$\omega \left(d((\bar{y}, y_N), \text{Graph}(g_j))\right) \leq \frac{\omega(D)}{\omega(\frac{\rho}{2})} \omega \left(d \left(r_j^{-1}((\bar{y}, y_N)), \partial \Omega\right)\right). \quad (7.13)$$

So by $(7.12)$ and $(7.13)$ it follows that if $y \in r_j((V_j)_{x/2})$ then

$$|g_j(\bar{y}) - y_N| \leq c\omega \left(d(r_j^{-1}(y), \partial \Omega)\right),$$

where $c = \max \left\{1, \tilde{\omega}(D)/\tilde{\omega}(1)\right\}$ $(\tilde{M} + \tilde{k}^{-1}) \omega(D)/\omega(\rho/2)$. Hence, for $x \in (V_j)_{x/2}$, by $(5.3)$

$$d_j(x, \partial \Omega) = |g_j(r_j(x)) - r_j(x)|_N \leq c\omega(d(x, \partial \Omega)).$$

\[ \square \]

Lemma 7.14 Let $\mathcal{A} = (\rho, s, s', \{(V_j)_{s-1}\}, \{r_j\})$ be an atlas in $\mathbb{R}^N$. Let $\mathcal{A} = (\rho/2, s, s', \{(V_j)_{s-1}\}, \{r_j\})$. Let $\omega : [0, \infty) \rightarrow [0, \infty]$ be a continuous non-decreasing function satisfying $\omega(0) = 0$ and, for some $k > 0$, $\omega(t) \geq kt$ for all $0 \leq t \leq 1$. Let $M > 0$.

Then there exists $c > 0$ depending only on $N, \mathcal{A}, \omega, M$ such that

$$d^{\mathcal{A}}(\partial \Omega_1, \partial \Omega_2) \leq d_j(\Omega_1, \Omega_2) \leq c\omega(d^{\mathcal{A}}(\partial \Omega_1, \partial \Omega_2)), \quad (7.15)$$

for all opens sets $\Omega_1, \Omega_2 \in C_M^{\omega(\cdot)}(\mathcal{A})$. 23
Proof. For each \( x \in \partial \Omega_1 \) there exists \( y \in \partial \Omega_2 \) such that \( |x-y| \leq d_{\tilde{A}}(\Omega_1, \Omega_2) \): indeed, if \( r_j(x) = (\bar{x}, x_N) \) for some \( j = 1, \ldots, s' \) it is sufficient to consider \( y \in \partial \Omega_2 \) such that \( \tilde{r}_j(y) = \bar{x} \). It follows that \( d(x, \partial \Omega_2) \leq d_{\tilde{A}}(\Omega_1, \Omega_2) \) for all \( x \in \partial \Omega_1 \). In the same way, \( d(x, \partial \Omega_1) \leq d_{\tilde{A}}(\Omega_1, \Omega_2) \) for all \( x \in \partial \Omega_2 \). Thus, the first inequality in (7.13) follows. The second inequality in (7.13) immediately follows by (7.10), by the continuity of \( \omega \), by property (5.15) and by Definition 7.1. \( \square \)

**Theorem 7.16** Let \( \mathcal{A} \) be an atlas in \( \mathbb{R}^N \). Let \( m \in \mathbb{N}, L, M, \theta > 0 \) and, for all \( \alpha, \beta \in \mathbb{N}_0^N \) with \( |\alpha| = |\beta| = m \), let \( A_{\alpha, \beta} \in C^{0,1}(\cup_{j=1}^s V_j) \) satisfy \( A_{\alpha, \beta} = A_{\beta, \alpha} \), \( \|A_{\alpha, \beta}\|_{C^{0,1}(\cup_{j=1}^s V_j)} \leq L \) and condition (2.2). Let \( \omega : [0, \infty[ \to [0, \infty[ \) be a continuous non-decreasing function satisfying \( \omega(0) = 0 \) and, for some \( k > 0 \), \( \omega(t) \geq kt \) for all \( 0 \leq t \leq 1 \).

Then for each \( n \in \mathbb{N} \) there exist \( \epsilon_n, \epsilon_n > 0 \) depending only on \( n, N, \mathcal{A}, m, L, M, \theta, \omega \) such that for both Dirichlet and Neumann boundary conditions

\[
|\lambda_n[\Omega_1] - \lambda_n[\Omega_2]| \leq c_n \omega(d_{\mathcal{HP}}(\partial \Omega_1, \partial \Omega_2)), \tag{7.17}
\]

for all \( \Omega_1, \Omega_2 \in C_M^{0,1}(\mathcal{A}) \) satisfying \( d_{\mathcal{HP}}(\partial \Omega_1, \partial \Omega_2) < \epsilon_n \).

Proof. Observe that if \( \Omega_1, \Omega_2 \in C(\mathcal{A}) \) then also \( \Omega_1, \Omega_2 \in C(\tilde{\mathcal{A}}) \) where \( \tilde{\mathcal{A}} = (\rho/2, s, s', \{(V_j)_{\rho/2}\}_j, \{r_j\}_j, V, \alpha) \). Thus by inequalities (5.13), (6.26) applied to \( \Omega_1, \Omega_2 \) as open sets in \( C(\mathcal{A}) \) and by inequality (7.15) we deduce the validity of (7.17).

Recall that for any \( \Omega \) we set

\[
\Omega^\epsilon = \{x \in \mathbb{R}^N : d(x, \Omega) < \epsilon\},
\]

and

\[
\Omega_\epsilon = \{x \in \Omega : d(x, \partial \Omega) > \epsilon\}.
\]

**Lemma 7.18** If \( \Omega_1 \) and \( \Omega_2 \) are two open sets satisfying the inclusions

\[
(\Omega_1)_\epsilon \subset \Omega_2 \subset (\Omega_1)^\epsilon, \tag{7.19}
\]

or

\[
(\Omega_2)_\epsilon \subset \Omega_1 \subset (\Omega_2)^\epsilon, \tag{7.20}
\]

then

\[
d_{\mathcal{HP}}(\partial \Omega_2, \partial \Omega_1) \leq \epsilon. \tag{7.21}
\]

Proof. Similarly to the proof of Lemma 5.16 inclusions (7.19) and (7.20) imply that \( \sup_{x \in \partial \Omega_2} d(x, \partial \Omega_1) \leq \epsilon \), \( \sup_{x \in \partial \Omega_1} d(x, \partial \Omega_2) \leq \epsilon \) respectively. Hence if (7.19) or (7.20) is satisfied then at least one of these inequalities is satisfied which implies (7.21). \( \square \)

Observe that if \( \Omega_1 \) and \( \Omega_2 \) are two open sets satisfying inclusion (7.19) then it may happen that they do not satisfy inclusion (7.20), and

\[
\sup_{x \in \partial \Omega_1} d(x, \partial \Omega_2) > \epsilon, \tag{7.22}
\]

see Examples 8.4, 8.5 in Appendix.
Corollary 7.23 Under the same assumptions of Theorem 7.16, for each \( n \in \mathbb{N} \) there exist \( c_n, \epsilon_n > 0 \) depending only on \( n, N, A, m, L, M, \theta, \omega \) such that for both Dirichlet and Neumann boundary conditions
\[
|\lambda_n[\Omega_1] - \lambda_n[\Omega_2]| \leq c_n \omega(\epsilon),
\]
for all \( 0 < \epsilon < \epsilon_n \) and for all \( \Omega_1, \Omega_2 \in C^{\omega(\epsilon)}_M(A) \) satisfying (7.19) or (7.20).

Proof. Inequality (7.24) follows by inequalities (7.17) and (7.21). \( \square \)

8 Appendix

8.1 On the atlas distance

Given an atlas \( \mathcal{A} \) in \( \mathbb{R}^N \), it is immediate to prove that the function \( d_\mathcal{A} \) of \( C(\mathcal{A}) \times C(\mathcal{A}) \) to \( \mathbb{R} \) which takes \( (\Omega_1, \Omega_2) \) to \( d_\mathcal{A}(\Omega_1, \Omega_2) \) for all \( (\Omega_1, \Omega_2) \in C(\mathcal{A}) \times C(\mathcal{A}) \), is a metric on the set \( C(\mathcal{A}) \).

Lemma 8.1 Let \( \mathcal{A} \) be an atlas in \( \mathbb{R}^N \). Let \( \Omega_n, \ n \in \mathbb{N} \), be a sequence in \( C(\mathcal{A}) \). For each \( n \in \mathbb{N} \) let \( g_{jn}, \ j = 1, \ldots, s \), be the functions describing the boundary of \( \Omega_n \) as in Definition 3.1 (iii). Then the sequence \( \Omega_n, \ n \in \mathbb{N} \), is convergent in \( (C(\mathcal{A}), d_\mathcal{A}) \) if and only if for all \( j = 1, \ldots, s \) the sequences \( g_{jn}, \ n \in \mathbb{N} \), are uniformly convergent on \( W_j \). Moreover, if \( g_{jn} \) converge uniformly to \( g_j \) on \( W_j \) for all \( j = 1, \ldots, s \) then \( \Omega_n \) converges in \( (C(\mathcal{A}), d_\mathcal{A}) \) to the open set \( \Omega \in C(\mathcal{A}) \) whose boundary is described by the functions \( g_j \) as in Definition 3.1 (iii).

Proof. It is enough to prove that if the sequences \( g_{jn}, \ n \in \mathbb{N} \), converge to \( g_j \) uniformly on \( W_j \) for all \( j = 1, \ldots, s \) then the sequence \( \Omega_n, \ n \in \mathbb{N} \), converges in \( (C(\mathcal{A}), d_\mathcal{A}) \) to the open set \( \Omega \in C(\mathcal{A}) \) whose boundary is described by the functions \( g_j \) as in Definition 3.1 (iii) (the rest is obvious). We divide the proof into two steps.

Step 1. We prove that if \( x \in V_h \cap V_k \) for \( h \neq k \) and \( r_h(x) = (\bar{x}, g_h(\bar{x})) \) for some \( \bar{x} \in W_h \) then there exists \( \bar{y} \in W_k \) such that \( r_k(x) = (\bar{y}, g_k(\bar{y})) \). Observe that \( x = \lim_{n \to \infty} r_h^{-1}(\bar{x}, g_kn(\bar{x})) \) and there exists \( \bar{n} \in \mathbb{N} \) such that \( r_k^{-1}(\bar{x}, g_hn(\bar{x})) \in V_h \cap V_k \) for all \( n \geq \bar{n} \). For each \( n \geq \bar{n} \) there exists \( \bar{y}_n \in W_k \) such that \( r_k(r_h^{-1}(\bar{x}, g_hn(\bar{x}))) = (\bar{y}_n, g_kn(\bar{y}_n)) \). Clearly \( \lim_{n \to \infty} r_k(r_h^{-1}(\bar{x}, g_hn(\bar{x}))) = r_k(x) \) hence \( \lim_{n \to \infty} (\bar{y}_n, g_kn(\bar{y}_n)) = r_k(x) \). By the uniform convergence of \( g_kn \) to \( g_k \) on \( W_k \) it follows that there exists \( \bar{y} \in W_k \) such that \( \lim_{n \to \infty} (\bar{y}_n, g_kn(\bar{y}_n)) = (\bar{y}, g_k(\bar{y})) \). Thus \( \lim_{n \to \infty} r_k(r_h^{-1}(\bar{x}, g_hn(\bar{x}))) = (\bar{y}, g_k(\bar{y})) \) and \( x = r_k^{-1}(\bar{y}, g_k(\bar{y})) \) as required.

Step 2. We prove that if \( x \in V_h \cap V_k \) for \( h \neq k \), \( r_h(x) = (\bar{x}, x_N) \) for some \( \bar{x} \in W_h \) and \( x_N < g_h(\bar{x}) \) then there exists \( \bar{y} \in W_k \) such that \( r_k(x) = (\bar{y}, y_N) \) and \( y_N < g_k(\bar{y}) \). Indeed there exists \( \bar{n} \in \mathbb{N} \) such that \( x_N < g_hn(\bar{x}) \) for all \( n \geq \bar{n} \). Thus \( x \in V_h \cap V_k \cap \Omega_{\bar{n}} \), hence
\[
(r_k(x))_N < g_kn(r_k(x)),
\]
and by passing to the limit it follows that
\[
(r_k(x))_N \leq g_k(r_k(x)).
\]
If \((r_k(x))_N = g_k(r_k(x))\), then by Step 1 there exists \(\bar{z} \in W_h\) such that \(r_h(x) = (\bar{z}, g_h(\bar{z}))\) which implies \(\bar{z} = \bar{x}\) and \(g_h(\bar{z}) = x_N\) which contradicts the assumption that \(x_N < g_h(\bar{x})\). Thus we have proved that 

\[(r_k(x))_N < g_k(r_k(x)).\]

In other words, \(r_k(x) = (\bar{y}, y_N)\) where \(\bar{y} = r_k(x)\), \(y_N = (r_k(x))_N\), and \(y_N < g_k(\bar{y})\) as required.

By Steps 1, 2 it follows that the set

\[\Omega = \bigcup_{j=1}^s r_j^{(-1)}(\{(\bar{x}, x_N) : \bar{x} \in W_j, \ a_{Nj} < x_N < g_j(\bar{x})\})\]

is such that

\[r_j(\Omega \cap V_j) = \{(\bar{x}, x_N) : \bar{x} \in W_j, \ a_{Nj} < x_N < g_j(\bar{x})\}.\]

Thus \(\Omega \in C(\mathcal{A})\). Obviously \(\lim_{n \to \infty} d_A(\Omega_n, \Omega) = 0\). \(\square\)

**Theorem 8.2** Let \(\mathcal{A}\) be an atlas in \(\mathbb{R}^N\). Then \((C(\mathcal{A}), d_A)\) is a complete metric space. Moreover, for each function \(\omega\) satisfying the assumptions of Definition 7.3 and for each \(M > 0\), \(C^w_M(\mathcal{A})\) is a compact set in \((C(\mathcal{A}), d_A)\).

**Proof.** The completeness of \((C(\mathcal{A}), d_A)\) and the closedness of the set \(C^w_M(\mathcal{A})\) follows directly by Lemma 8.1 (in the second case one should take into account that condition (7.4) with fixed \(\omega\) and \(M\) allows passing to the limit).

By the definition of \(C^w_M(\mathcal{A})\) it follows that for all \(j = 1, \ldots, s\) the sets \(G_j = \{g_j[\Omega]\}_{\Omega \in C^w_M(\mathcal{A})}\) of functions \(g_j[\Omega]\) entering Definition 7.3 which are defined on the bounded cuboids \(W_j\), are bounded in the sup-norm and equicontinuous due to condition (7.4) where \(\omega\) and \(M\) are the same for all \(\Omega \in C^w_M(\mathcal{A})\). By the Ascoli-Arzelà Theorem the sets \(G_j\), being closed, are compact with respect to the sup-norm.

Let \(\{\Omega_n\}_{n \in \mathbb{N}}\) be a sequence in \(C^w_M(\mathcal{A})\). Since the sets \(G_j\) are compact it follows that, possibly considering a subsequence, \(\{g_{jn}\}_{n \in \mathbb{N}}\), where \(g_{jn} = g_j[\Omega_n]\), converges uniformly on \(W_j\) to some continuous functions \(g_j\), \(j = 1, \ldots, s\). By Lemma 8.1 the sequence \(\{\Omega_n\}_{n \in \mathbb{N}}\) converges in \((C(\mathcal{A}), d_A)\) to the open set \(\Omega\) defined by the functions \(g_j\), \(j = 1, \ldots, s\). Therefore the set \(C^w_M(\mathcal{A})\) is relatively compact in \((C(\mathcal{A}), d_A)\) and, being closed, is compact. \(\square\)

### 8.2 Comparison of atlas distance, Hausdorff-Pompeiu distance, and lower Hausdorff-Pompeiu deviation

Observe that

\[d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2) \leq d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2) \leq d_A(\Omega_1, \Omega_2), \tag{8.3}\]

for all \(\Omega_1, \Omega_2 \in C(\mathcal{A})\). (The first inequality is trivial, the second can be proved by using the same argument used in the proof of Lemma 7.14.)

The following examples show that \(d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2)\) can be much smaller than \(d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2)\), and \(d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2)\) can be much smaller than \(d_A(\Omega_1, \Omega_2)\).
Example 8.4 Let \( N = 2, \ c > \sqrt{3} \) and \( 0 < \epsilon < 1/\sqrt{3} \). Let

\[
\Omega_1 = \{(x_1, x_2) \in \mathbb{R}^2 : c|x_2| < x_1 < c\}
\]

and \( \Omega_2 = (\Omega_1)_\epsilon \). Then \( \Omega_1, \Omega_2 \) satisfy inclusion \( (7.19) \) but not \( (7.20) \).

Moreover, the lower Hausdorff-Pompeiu deviation of the boundaries can be much smaller than their usual Hausdorff-Pompeiu distance, because

\[
d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2) = \epsilon \quad \text{and} \quad d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2) = \epsilon \sqrt{c^2 + 1}.
\]

Example 8.5 Let a function \( \psi : [0, \infty[ \to [0, \infty[ \) be such that \( \psi(0) = \psi'(0) = 0 \) and \( \psi'(t) > 0 \) for all \( t > 0 \). Let \( \omega : [0, \infty[ \to [0, \infty[ \) be the inverse function of \( \psi \).

Let \( N = 2 \) and

\[
\Omega_1 = \{(x_1, x_2) \in \mathbb{R}^2 : \omega(|x_2|) < x_1 < \omega(1)\}.
\]

Let \( P = (x_1, 0) \) be a point with \( x_1 > 0 \) sufficiently small so that \( d(P, \partial \Omega_1) = d(P, \{(t, \psi(t)) : 0 \leq t \leq \omega(1)\}) = |P - Q| \) for some point \( Q = (\xi, \psi(\xi)) \) with \( 0 < \xi < \omega(1) \). We set \( d(P, \partial \Omega_1) = \epsilon \). By elementary considerations it follows that

\[
x_1 = \xi + \psi(\xi)\psi'(\xi) \quad \text{and} \quad \epsilon = \psi(\xi)\sqrt{1 + \psi'(\xi)^2}.
\]

This implies that \( x_1 \sim \xi \) and \( \epsilon \sim \psi(\xi) \) as \( \xi \to 0^+ \), hence \( x_1 \sim \omega(\epsilon) \) as \( \epsilon \to 0^+ \).

Now let \( \Omega_2 = (\Omega_1)_\epsilon \). Clearly \( \Omega_1, \Omega_2 \) satisfy inclusion \( (7.19) \) and

\[
\sup_{x \in \partial \Omega_2} d(x, \partial \Omega_1) = \epsilon.
\]

However, since \( P \in \partial \Omega_2 \), we have

\[
\sup_{x \in \partial \Omega_1} d(x, \partial \Omega_2) \geq x_1 \sim \omega(\epsilon)
\]

as \( \epsilon \to 0^+ \), hence \( \Omega_1, \Omega_2 \) cannot satisfy \( (7.20) \) for small values of \( \epsilon \) because \( \lim_{x \to 0^+} \omega(\epsilon)/\epsilon = \infty \). Moreover, there exist \( c_1, c_2 > 0 \) such that for all sufficiently small \( \epsilon > 0 \)

\[
c_1\omega(d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2)) \leq d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2) \leq c_2\omega(d_{\text{HP}}(\partial \Omega_1, \partial \Omega_2)).
\]

(The second inequality follows by \( (7.13) \).) This means in particular that the usual Hausdorff-Pompeiu distance \( d_{\text{HP}} \) between the boundaries may tend to zero arbitrarily slower than their lower Hausdorff-Pompeiu deviation \( d_{\text{HP}} \).

Example 8.6 Let \( N = 2 \). Let \( A = (\rho, s, s', \{V_j\}_{j=1}^{s}, \{r_j\}_{j=1}^{s}) \) be an atlas in \( \mathbb{R}^2 \)

with \( V_1 = [-2, 2][x] - 2, 2] \). Let \( \omega : [0, \infty[ \to [0, \infty[ \) be a continuous increasing function such that \( \omega(0) = 0 \) and, for some \( k > 0 \), \( \omega(t) = kt \) for all \( 0 \leq t \leq 1 \).

Assume also that \( \omega(1) = 1 \) and that, for some \( M > 0 \), \( |\omega(x) - \omega(y)| \leq M\omega(|x - y|) \) for all \( 0 \leq x, y \leq 1 \). Let \( 0 < \epsilon < 1/2 \). Let \( \Omega_1, \Omega_2 \in C_{M^{-1}}(A) \) with

\[
r_1(\Omega_1 \cap V_1) = \{(x_1, x_2) : -2 < x_1 < 2, -2 < x_2 < g_{11}(x_1)\}
\]

\[
r_1(\Omega_2 \cap V_1) = \{(x_1, x_2) : -2 < x_1 < 2, -2 < x_2 < g_{12}(x_1)\}
\]
where

\[
g_{11}(x_1) = \begin{cases} 
1 - \omega(|x_1|) & \text{if } |x_1| \leq 1, \\
0 & \text{if } 1 < |x_1| < 2,
\end{cases}
\]

(8.7)

\[
g_{12}(x_1) = \begin{cases} 
g_{11}(x_1 - \epsilon) & \text{if } -2 + \epsilon \leq x_1 < 2, \\
0 & \text{if } -2 < x_1 < -2 + \epsilon,
\end{cases}
\]

(8.8)

and \( \Omega_1 \cap V_j = \Omega_2 \cap V_j \) for all \( 2 \leq j \leq s \). It is clear that \( d^{\text{HP}}(\partial \Omega_1, \partial \Omega_2) \leq \epsilon \), and \( d_A(\Omega_1, \Omega_2) \geq g_{11}(0) - g_{12}(0) = \omega(\epsilon) \). Thus

\[
\omega(d^{\text{HP}}(\partial \Omega_1, \partial \Omega_2)) \leq d_A(\Omega_1, \Omega_2).
\]

(8.9)

Acknowledgements. This research was supported by the research project “Problemi di stabilità per operatori differenziali” of the University of Padova, Italy and partially supported by the grant of INTAS (project 05-1000008-8157). The first author was also supported by the grant of RFBR - Russian Foundation for Basic Research (project 05-01-01050).

References

[1] G. Barbatis, Boundary decay estimates for solutions of fourth-order operators elliptic equations, Arkiv för Matematik, 45, pp. 197-219, 2007.

[2] M.S. Berger, Nonlinearity and functional analysis, Academic Press (Harcourt Brace Jovanovich, Publishers), New York-London, 1977.

[3] V.I. Burenkov, Sobolev spaces on domains, B.G. Teubner, Stuttgart, 1998.

[4] V.I. Burenkov, E.B. Davies, Spectral stability of the Neumann Laplacian, J. Differential Equations, 186, pp. 485-508, 2002.

[5] V.I. Burenkov, P.D. Lamberti, Spectral stability of Dirichlet second order uniformly elliptic operators, J. Differential Equations, 244, pp. 1712-1740, 2008.

[6] V.I. Burenkov, P.D. Lamberti, Spectral stability of general non-negative self-adjoint operators with applications to Neumann-type operators, J. Differential Equations, 233, 345-379, 2007.

[7] E.B. Davies, Spectral theory and differential operators, Cambridge University Press, Cambridge, 1995.

[8] E.B. Davies, Sharp boundary estimates for elliptic operators, Math. Proc. Camb. Phil. Soc., 129, 165-178, 2000.

[9] K. Deimling, Nonlinear functional analysis, Springer-Verlag, Berlin, 1985.

[10] L.E. Fraenkel, Formulae for high derivatives of composite functions, Math. Proc. Camb. Phil. Soc., 83, pp. 159-165, 1978.

[11] J.K. Hale, Eigenvalues and perturbed domains, Ten mathematical essays on approximation in analysis and topology, 95-123, Elsevier B. V., Amsterdam, 2005.
[12] D. Henry, Perturbation of the boundary in boundary-value problems of partial differential equations, London Mathematical Society Lecture Note Series, 318, Cambridge University Press, Cambridge, 2005.

[13] C. Nazaret, A system of boundary integral equations for polygonal plates with free edges, *Math. Methods Appl. Sci.*, 21, 1998, 165-185.

[14] J. Nečas, Les méthodes directes en théorie des équations elliptiques, Masson et Cie., Paris, 1967.

[15] M.M.H. Pang, Approximation of ground state eigenvalues and eigenfunctions of Dirichlet Laplacians, *Bull. London Math. Soc.*, 29, pp. 720-730, 1997.

DIPARTIMENTO DI MATEMATICA PURA ED APPLICATA, UNIVERSITÀ DEGLI STUDI DI PADOVA, VIA TRIESTE 63, 35121 PADOVA, ITALY