A Simple Transformation for Offline-Parsable Grammars and its Termination Properties
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Abstract We present, in easily reproducible terms, a simple transformation for offline-parsable grammars which results in a provably terminating parsing program directly top-down interpretable in Prolog. The transformation consists in two steps: (1) removal of empty-productions, followed by: (2) left-recursion elimination. It is related both to left-corner parsing (where the grammar is compiled, rather than interpreted through a parsing program, and with the advantage of guaranteed termination in the presence of empty productions) and to the Generalized Greibach Normal Form for DCGs (with the advantage of implementation simplicity).

1 Motivation

Definite clause grammars (DCGs) are one of the simplest and most widely used unification grammar formalisms. They represent a direct augmentation of context-free grammars through the use of (term) unification (a fact that tends to be masked by their usual presentation based on the programming language Prolog). It is obviously important to ask whether certain usual methods and algorithms pertaining to CFGs can be adapted to DCGs, and this general question informs much of the work concerning DCGs, as well as more complex unification grammar formalisms (to cite only a few areas: Earley parsing, LR parsing, left-corner parsing, Greibach Normal Form).

One essential complication when trying to generalize CFG methods to the DCG domain lies in the fact that, whereas the parsing problem for CFGs is decidable, the corresponding problem for DCGs is in general undecidable. This can be shown easily as a consequence of the noteworthy fact that any definite clause program can be viewed as a definite clause grammar "on the empty string", that is, as a DCG where no terminals other than [] are allowed on the right-hand sides of rules. The Turing-completeness of definite clause programs therefore implies the undecidability of the parsing problem for this subclass of DCGs, and a fortiori for DCGs in general. In order to guarantee good computational properties for DCGs, it is then necessary to impose certain restrictions on their form such as offline-parsability (OP), a nomenclature introduced by Pereira and Warren [11], who define an OP DCG as a grammar whose context-free skeleton CFG is not infinitely ambiguous, and show that OP DCGs lead to a decidable parsing problem.2

Our aim in this paper is to propose a simple transformation for an arbitrary OP DCG putting it into a form which leads to the completeness of the direct top-down interpretation by the standard Prolog interpreter: parsing is guaranteed to enumerate all solutions to the parsing problem and terminate. The existence of such a transformation is known: in [1, 2], we have recently introduced a "Generalized Greibach Normal Form" (GGNF) for DCGs, which leads to termination of top-down interpretation in the OP case. However, the available presentation of the GGNF transformation is rather complex (it involves an algebraic study of the fixpoints of certain equational systems representing grammars.). Our aim here is to present a related, but much simpler, transformation, which from a theoretical viewpoint performs somewhat less than the GGNF transformation (it involves some encoding of the initial DCG, which the GGNF does not, and it only handles offline-parsable grammars, while the GGNF is defined for arbitrary DCGs), but in practice is extremely easy to implement and displays a comparable behavior when parsing with an OP grammar.

The transformation consists of two steps: (1) empty-production elimination and (2) left-recursion elimination.

The empty-production elimination algorithm is inspired by the usual procedure for context-free grammars. But there are some notable differences, due to the fact that removal of empty-productions is in general impossible for non-OP DCGs. The empty

---

1 Thanks to Pierre Isabelle and François Perrault for their comments, and to CITI (Montreal) for its support during the preparation of this paper.

2 DCGs on the empty string might be dismissed as extreme, but they are in fact at the core of the offline-parsability concept. See note 3.

3 The concept of offline-parsability (under a different name) goes back to [8], where it is shown to be linguistically relevant.

The GGNF factorizes an arbitrary DCG into two components: a "unit sub-DCG on the empty string", and another part consisting of rules whose right-hand side starts with a terminal. The decidability of the DCG depends exclusively on certain simple textual properties of the unit sub-DCG. This sub-DCG can be eliminated from the GGNF if and only if the DCG is offline-parsable.
The least-recursion elimination algorithm is adapted from a transformation proposed in [4] in the context of a certain formalism ("Lexical Grammars") which we presented as a possible basis for building reversible grammars. The key observation (in slightly different terms) was that, in a DCG, if a nonterminal \( g \) is defined literally by the two rules (the first of which is left-recursive):

\[
g(X) \rightarrow g(Y), \quad d(Y, X).
\]

\[
g(X) \rightarrow t(X).
\]

then the replacement of these two rules by the three rules (where \( d.t.c \) is a new nonterminal symbol, which represents a kind of "transitive closure" of \( d \)):

\[
g(X) \rightarrow t(Y), \quad d.t.c(Y, X).
\]

\[
d.t.c(X, X) \rightarrow [].
\]

\[
d.t.c(X, Z) \rightarrow d(X, Y), \quad d.t.c(Y, Z).
\]

preserves the declarative semantics of the grammar. We remarked in [4] that this transformation "is closely related to left-corner parsing", but did not give details. In a recent paper [7], Mark Johnson introduces "a left-corner program transformation for natural language parsing", which has some similarity to the above transformation, but which is applied to definite clause programs, rather than to DCGs. He proves that this transformation respects declarative equivalence, and also shows, using a model-theoretic approach, the close connection of his transformation with left-corner parsing [12, 9, 10].

It must be noted that the left-recursion elimination procedure can be applied to any DCG, whether OP or not. Even in the case where the grammar is OP, however, it will not lead to a terminating parsing algorithm unless empty productions have been previously eliminated from the grammar, a problem which is shared by the usual left-corner parser-interpreter.

Due to the space available, we do not give here correctness proofs for the algorithms presented, but expect to publish them in a fuller version of this paper. These algorithms have actually been implemented in a slightly extended version, where they are also used to decide whether the grammar proposed for transformation is in fact offline-parsable or not.

## 2 Empty-production elimination

It can be proven that, if DCG0 is an OP DCG, the following transformation, which involves repeated partial evaluation of rules that rewrite into the empty string, terminates after a finite number of steps and produces a grammar DCG without empty-productions which is equivalent to the initial grammar on non-empty strings.

**Input:** an offline-parsable DCG.

**Output:** a DCG without empty rules equivalent to DCG0 on non-empty strings.

**Algorithm:**

1. Initialize LIST1 to a list of the rules of DCG0, set LIST2 to the empty list.
2. While there exists an empty rule \( R \): \( A(T_1, ..., T_k) \rightarrow [] \) in LIST1 do:
   - Move ER to LIST2.
   - For each rule \( R: B(V_1, ..., V_m) \rightarrow \alpha \) in LIST1 such that \( \alpha \) contains an instance of \( A(\ldots) \) (including new such rules created inside this loop) do:
     - Append to LIST1 a rule \( R' : B(V_1, ..., V_m) \rightarrow \alpha' \) obtained from \( R \) by removing \( A(T_1, ..., T_k) \) from \( \alpha \) (or by replacing it with \([\] \) if this was the only nonterminal in \( \alpha \)), and by unifying the \( T_i's \) with the \( S_i's \).
3. Set DCG to LIST1.

For instance the grammar consisting in the nine rules appearing above the separation in fig. 1 is transformed into the grammar (see figure):

\[
s(s(NP, VP)) \rightarrow vp(NP), \ vp(VP).
\]

\[
vp(vp(vp(N, C)), C) \rightarrow n(N), \ comp(C).
\]

\[
vp(vp(n(sleep), C)), C) \rightarrow [sleep], \ comp(C).
\]

\[
comp(c(A, C)) \rightarrow comp(C), \ adv(A).
\]

\[
adv(adv(here)) \rightarrow [here].
\]

\[
adv(adv(today)) \rightarrow [today].
\]

\[
p(vp(n(sleep), nil)) \rightarrow comp(C).
\]

\[
vp(vp(N, nil)) \rightarrow n(N).
\]

\[
comp(c(nil, A)) \rightarrow adv(A).
\]

\[
vp(vp(n(sleep), nil)) \rightarrow [sleep].
\]

\[
s(s(vp(vp(n(sleep), nil), V)), V) \rightarrow vp(VP).
\]
3 Left-recursion elimination

The transformation can be logically divided into two steps: (1) an encoding of DCG into a "generic" form DCG', and (2) a simple replacement of a certain group of left-recursive rules in DCG' by a certain equivalent non left-recursive group of rules, yielding a top-down interpretable DCG". An example of the transformation DCG → DCG' → DCG" is given in fig. 2.

The encoding is performed by the following algorithm:

**input:** an offline-parsable DCG without empty rules.
**output:** an equivalent "encoding" DCG'.

**algorithm:**
- Initialize LIST to a list of the rules of DCG.
- Initialize DCG' to the list of rules (literally):
  - `g(X) → g(Y), d(Y, X)`.
  - `g(X) → t(X)`.
- While there exists a rule R of the form `A(T1,...,Tk) → B(S1,...,Sl)` in LIST do:
  - Remove R from LIST.
  - Add to DCG' a rule R':
    - `d(B(£'l,...,Sl), A(T1,...,Tk)) → α'`,
    - where α' is obtained by replacing any `C(V1,...,Vm)` in α by `g(C(V1,...,Vm))`, or is set to `[]` in the case where α is empty.
- While there exists a rule R of the form `A(T1,...,Tk) → [terminal] α` in LIST do:
  - Remove R from LIST.
  - Add to DCG' a rule R':
    - `t(A(T1,...,Tk)) → [terminal] α'`,
    - where α' is obtained by replacing any `C(V1,...,Vm)` in α by `g(C(V1,...,Vm))`, or is set to `[]` in the case where α is empty.

The procedure is very simple. It involves the creation of a generic nonterminal `g(X)`, of arity one, which performs a task equivalent to the original nonterminals `s(X1,...,Xn), vp(X1,...,Xrn),...`. The goal `g(s(X1,...,Xn))`, for instance, plays the same role for parsing a sentence as did the goal `s(X1,...,Xn)` in the original grammar.

Two further generic nonterminals are introduced: `t(X)` accounts for rules whose right-hand side begins with a terminal, while `d(Y, X)` accounts for rules whose right-hand side begins with a nonterminal. The rationale behind the encoding is best understood from the following examples, where `⇒` represents rule rewriting:

```
v_p(vp(v(sleep), C)) → [sleep], comp(C)
⇒ g(v_p(vp(v(sleep), C))) → [sleep], g(comp(C))
⇒ g(X) → [sleep],
   (X = vp(vp(v(sleep), C)), g(comp(C)))
```

```
s(s(NP, VP)) → np(NP), vp(VP)
⇒ g(s(s(NP, VP))) → g(np(NP)), g(vp(VP))
⇒ g(X) → g(Y),
   (X = s(s(NP, VP)), Y = np(NP), g(vp(VP)))
```

The second example illustrates the role played by `d(Y, X)` in the encoding. This nonterminal has the following interpretation: X is an "immediate" extension of Y using the given rule. In other words, Y corresponds to an "immediate left-corner" of X.

The left-recursion elimination is now performed by the following "algorithm":

**input:** a DCG' encoded as above.
**output:** an equivalent non left-recursive DCG".

**algorithm:**
- Initialize DCG" to DCG'.
- In DCG", replace literally the rules:
  - `g(X) → g(Y), d(Y, X)`.
  - `g(X) → t(X)`.
- By the rules:
  - `g(X) → t(Y), d_tc(Y, X)`.
  - `d_tc(X, Y) → d(X, Z)`,
  - `d(Y, X) → []`.

In this transformation, the new nonterminal `d_tc` plays the role of a kind of transitive closure of `d`. It can be seen that, relative to DCG", for any string w and any terminal x, the fact that `g(z)` rewrites into w—or, equivalently, that there exists a ground term x such that `t(x)` rewrites into w—is equivalent to the existence of a sequence of ground terms `x = x_1, ... , x_k = z` and a sequence of strings `w_1, ... , w_k` such that `t(x_1)` rewrites into `w_1`, `d(x_1, x_2)` rewrites into `w_2`, ..., `d(x_{k-1}, x_k)` rewrites into `w_k`, and such that w is the string concatenation `w = w_1 ... w_k`.

From our previous remark on the meaning of `d(Y, X)`, this can be interpreted as saying that "constituent x is a left-corner of constituent z", relatively to string w.

The grammar DCG" can now be compiled in the standard way—via the adjunction of two "differential list" arguments—into a Prolog program which can be executed directly. If we started from an offline-parsable grammar DCG0, this program will enumerate all solutions to the parsing problem and terminate after a finite number of steps.10
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\[ s(NP, VP) \rightarrow np(NP), vp(VP). \]
\[ np(np(N, C)) \rightarrow n(N), comp(C). \]
\[ n(n(people)) \rightarrow [people]. \]
\[ n(\text{you}) \rightarrow []. \]
\[ np(np(n\text{(sleep)}, C)) \rightarrow [\text{sleep}], comp(C). \]
\[ comp(c(C, A)) \rightarrow comp(C), adv(A). \]
\[ comp(\text{nil}) \rightarrow []. \]
\[ adv(\text{here}) \rightarrow \text{[here]}. \]
\[ adv(\text{today}) \rightarrow \text{[today]}. \]
\[ n(\text{you}), C) \rightarrow comp(C). \]
\[ np(np(N, \text{nil})) \rightarrow n(N). \]
\[ comp(c(\text{nil}, A)) \rightarrow adv(A). \]
\[ np(np(n\text{(sleep)}, \text{nil})) \rightarrow [\text{sleep}]. \]
\[ np(np(n\text{(you)}), \text{nil}) \rightarrow []. \]
\[ s(s(np(n\text{(you)}), \text{nil}), VP) \rightarrow vp(VP). \]

Figure 1: Empty-production elimination.
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Figure 2: Encoding (DCG') of a grammar (DCG) and left-recursion elimination (DCG").