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Abstract

We study an emergent semiclassical time crystal composed of two interacting driven-dissipative bosonic modes. The system has a discrete $\mathbb{Z}_2$ spatial symmetry which, depending on the strength of the drive, can be broken in the time-crystalline phase or it cannot. An exact semiclassical mean-field analysis, numerical simulations in the quantum regime, and the spectral analysis of the Liouvillian are combined to show the emergence of the time crystal and to prove the robustness of the oscillation period against quantum fluctuations.

1. Introduction

The advances in preparing and manipulating quantum matter in the laboratory during the past decades has led to a growing interest in out-of-equilibrium quantum phases [1–10]. Simultaneously, a great degree of attention has been devoted to the search for the spontaneous breaking of time-translational invariance [11–18]. Both efforts has converged on the realization of a time-crystalline phase of matter, the so called discrete or Floquet time crystals [19, 20]. There, a many-body quantum system self-organizes and responds with a period different from the one imposed by the time-periodic external drive, breaking the discrete time-translational symmetry. An important characteristic of Floquet time crystals is that strong disorder is needed to induce many-body localization preventing the system from absorbing energy from the drive and heating up towards a featureless thermalized state.

Another type of time crystal dissipates energy to the environment instead of relying on disorder [21–38]. Interestingly, a subgroup of these are not driven at all [22] or the driving is such that the time-dependence can be completely eliminated by moving to a rotating frame [24, 26, 29, 30, 32–36, 38]. In these cases, the symmetry breaking is assessed with respect to the time-independent dynamical generator, usually the Lindblad superoperator $\mathcal{L}$ of a Markovian master equation, $\partial_t \hat{\rho} = \mathcal{L}(\hat{\rho})$. Such dissipative quantum systems have one or more attractive steady states that respect the time-translational invariance of $\mathcal{L}$. In the thermodynamic limit, however, the steady state might never be reached, signalling that the continuous time-translational symmetry is broken. If one finds a time-periodic response on a function $f(\tau) = \lim_{N \to \infty} \text{Tr}[\hat{O}\hat{\rho}(t + \tau)]$—$N$ being the system size—for a suitable system operator $\hat{O}$ one can say that a time crystal has been formed. Crucially, the period is not constrained to integer multiples of the drive period and can vary continuously with the system’s parameters.

Most of the dissipative time crystals with continuous time-translation symmetry studied so far rely on long-range interactions [22, 24, 26, 30, 34–36, 38], which occur naturally in systems with dipolar interactions or can be engineered, for instance, by coupling matter to a common resonant mode of a lossy cavity. This means those systems can be well described by mean-field equations in the infinite-volume thermodynamic limit, and so be regarded as emergent semiclassical time crystals. A few exceptions [32, 33] rely on a different notion of ‘thermodynamic limit’ in effectively zero dimensions [39], where the number of bosonic excitations diverge in a system with one or a few bosonic modes and quantum fluctuations become negligible. These therefore belong to the same kind of time crystals.
The majority of the time crystals which have been studied so far have an underlying symmetry in addition to the time-translational symmetry, and the two are broken together. In Floquet time-crystals, for example, it is normally a global parity symmetry ($\mathbb{Z}_2$), and this leads to long-range correlations in both time and space. For this reason the time-crystalline order is sometimes dubbed spatio-temporal order [16, 17, 40–42]. This spatial symmetry is not a requisite in continuous time crystals [22, 33], yet when it is present it is broken [24, 26, 30, 32, 34–36, 38].

In this work we study an emergent semiclassical time crystal in a dissipative system with two interacting bosonic modes which are driven and possess a minimal spatial $\mathbb{Z}_2$ symmetry. We show that, depending on the strength of the drive, the time-crystalline phase is either accompanied by the $\mathbb{Z}_2$-symmetry breaking or it is not. This only occurs in a well-defined ‘thermodynamic limit’ in which the numbers of bosonic excitations diverge. By analysing how our quantum system scales towards this limit, we show the emergence of these time-ordered phases (i) proving that the period of the oscillations is robust against quantum fluctuations as well as (ii) providing insight on the feasibility of observing long-lived oscillations in an experimental realization in which the system might be far from the ‘thermodynamic limit’.

The system we consider is the Bose–Hubbard dimer (BHD), which in its closed system version has been a prototypical model capable of explaining interesting macroscopic coherent dynamics, such as self-trapping and nonlinear Josephson-like oscillations in a Bose–Einstein condensate trapped in a double-well potential [43–46]. While there is an intrinsic quantum aspect to Bose–Einstein condensates—their statistics—quantum correlations are normally irrelevant and the condensates can be modelled by classical nonlinear wave equations. Nevertheless, by taking into account quantum correlations, it has been suggested that the Josephson-like oscillations in the driven-dissipative BHD dimer [47, 48] can be regarded as a signature of a dissipative time crystal [32, 33].

Unlike the most common case in which each mode has its own dissipative channel, the BHD we consider has nonlocal dissipation (also called dissipative coupling or collective dissipation). The idea of having self-sustained periodic oscillations in Bose–Einstein condensates with this kind of dissipation has been explored in the context of weak-lasing and frequency comb generation [29, 49–51], although with incoherent instead of coherent drive. Nonlocal dissipation is also encountered in other models of dissipative time crystals [22, 26, 52]. We propose the intuitive explanation that such collective process enhances synchronization between different parts of the system, which is in a sense what happens in continuous time crystals [26]. Even though it is often neglected in theoretical modelling, nonlocal dissipation occurs naturally in many systems in which there is one environment weakly-interacting with the whole system, being a crucial requirement for obeying quantum detailed balance [53]. In a previous work [32], we have shown that this dissipation together with the interactions decouple the two collective modes in the coherently driven BHD, forming periodic oscillations between the two modes and thus a time crystal. There, the two bosonic modes were symmetrically driven which rendered the time crystal bistable: for a pump-strength window, it was possible to find two distinct time-crystalline periods depending on the initial condition imposed on the system. The dimer had a spatial $\mathbb{Z}_2$ symmetry (the swap mode 1 ↔ mode 2), which was found to be broken throughout the time crystalline phase. Here, considering a different driving configuration, we show that the spatial $\mathbb{Z}_2$ symmetry does not need to be broken in all regions of the time crystalline phase.

2. The model

We consider an open BHD with nonlocal dissipation which evolves according to the Lindblad equation ($\hbar = 1$)

$$\dot{\hat{\rho}} = -i [\hat{\mathcal{H}}, \hat{\rho}] + \gamma \mathcal{D}[\hat{a}_1 + \hat{a}_2](\hat{\rho}),$$

(1)

where $\mathcal{D}[\hat{X}](\hat{\rho}) = \hat{X}\hat{\rho}\hat{X}^\dagger - \frac{1}{2}(\hat{X}\hat{\rho}\hat{X}^\dagger + \hat{X}^\dagger\hat{\rho}\hat{X})$ is the standard Lindblad dissipator. In a frame rotating with the pump frequency $\omega_p$, the Hamiltonian reads

$$\hat{\mathcal{H}} = \sum_{i=1,2} (-\Delta \hat{a}_i^\dagger \hat{a}_i + U \hat{a}_i^\dagger \hat{a}_i \hat{a}_i \hat{a}_i^\dagger) - J (\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_1 \hat{a}_2^\dagger) + F (\hat{a}_1 - \hat{a}_2 + (\hat{a}_1 - \hat{a}_2)^\dagger).$$

(2)

Here, $\hat{a}_i$ is the bosonic annihilation operator of the $i$-mode, $\Delta = \omega_p - \omega_c$ is the frequency detuning between the pump frequency and the resonant frequencies $\omega_c$ of the two modes, $U$ is the interaction strength, $J$ is the coupling between the two modes, $F$ is the pump amplitude, and $\gamma$ is the decay rate.

To better appreciate the effects the drive and the dissipation have over the two modes, we can rewrite the Lindblad equation in terms of bonding and antibonding modes $\hat{a}_b = (\hat{a}_1 + \hat{a}_2)/\sqrt{2}$ and
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where we have defined $\tilde{\alpha}_{A,B} = \alpha_{A,B}/\sqrt{N}$. We can see that these equations are scale invariant and, in particular, they are exact ($\langle \tilde{a}_1, \tilde{a}_2 \rangle = \alpha_{1,2}$) in the weak-coupling $N \to +\infty$ limit, which we study in this work.

We will consider parameter values for which equation (4) are not amenable to perturbative expansions (see [59] for instance), as all energy scales will be equally important. Note that in the laboratory, the interaction strength $U$ is not easily controlled, yet is usually weaker than all other energy scales. Therefore, a large $N$ limit is achieved solely by increasing the pump amplitude up to the level where the modes population become large enough such that the effective interaction energy $U(\tilde{a}_1, \tilde{a}_2)$ is relevant. For this reason $\tilde{F}$ is the only parameter we vary throughout this work.

In a previous work [32] we considered the same model but with a pump acting over the bonding instead of the antibonding mode. There we found that the time-translational symmetry of the steady state was broken and it was accompanied by a first-order dissipative phase transition in the form of bistability. This means there was a region of parameter space where one could see long-lived oscillations with one of two different frequencies, depending on the initial conditions. In the current work the symmetries are different, so bistability is now replaced by a second-order phase transition due to the breaking of a $\mathbb{Z}_2$ symmetry, as we explain in the following.

2.1. Symmetries

Our system has a discrete (also dubbed weak, see [60]) $\mathbb{Z}_2$ symmetry $\tilde{a}_1 \leftrightarrow -\tilde{a}_2$ (or $\tilde{a}_1 \leftrightarrow -\tilde{a}_2$) described by the bonding parity operator $\hat{P} = (-1)^{\tilde{a}_1\tilde{a}_2} = \sum_{n_1,n_2=0}^{\infty} (-1)^{n_1+n_2} |n_1, n_2\rangle \langle n_2, n_1|$ (written in the Fock basis of the 1, 2 modes).

Note that due to the coherent drive, there is no $U(1)$ phase invariance.

For any finite value of $N$, the dynamical equation (1) has a unique steady state (i.e., time-independent) which is symmetric $\hat{\rho}_a = \hat{P}\hat{\rho}_a\hat{P}$. However, both the $\mathbb{Z}_2$ symmetry and the time-translational symmetry of the steady state can be broken in the $N \to +\infty$ limit where the number of bosons in the system diverge.

Naturally, then, our order parameters to witness spatial and time symmetry breakings in the semiclassical limit should be $\lim_{N \to \infty} \tilde{\alpha}_B(t) = \lim_{N \to \infty} N^{-1/2} \text{Tr} \{\hat{a}_B\hat{\rho}(t)\}$ and any time-dependent function $f(\tau) = \lim_{N \to \infty} N^1/2 \text{Tr} \{\hat{O}\hat{\rho}(t + \tau)\}$, respectively. If $f(t)$ is periodic, then the system would be in a time-crystalline phase. In the next section we will show that we find periodic oscillations for all values of the pump amplitude $\tilde{F}$, but the $\mathbb{Z}_2$ symmetry is broken only for a particular region.

3. Mean-field semiclassical dynamics and symmetry breakings

In this section we analyse the dynamical behaviour of our semiclassical model (4). We look for fixed points and their stability, as well as the formation of limit cycles. In the first part we present the numerical results we obtain by solving (4) and then we give an analytical explanation. But first, since the nomenclature for nonlinear dynamics varies from one physics community to another, we first give a brief summary.

The fixed points are the stationary solutions, i.e., $\partial_t \tilde{\alpha}_{A,B} = 0$, and their local stability is deduced from the eigenvalues of the Jacobian matrix obtained linearising the equations around them. If we express (4), and their complex conjugates, in vector notation as $\partial_t \tilde{\alpha} = G(\tilde{\alpha})$ where $\tilde{\alpha} = (\tilde{a}_B, \tilde{a}_0, \tilde{a}_A, \tilde{a}_A)^T$, the expansion $\tilde{\alpha} \to \tilde{\alpha}_0 + \delta$ for $\delta$ the fluctuations vector leads us to the linear equation $\partial_t \delta = \hat{M}\delta$ where $M = (\partial G/\partial \tilde{\alpha})|_{\tilde{\alpha}_0}$ is the Jacobian matrix. Depending on the real part of the eigenvalues, the fixed point can be (locally) attractive, stable but non-attractive, or repulsive, corresponding to having all eigenvalues negative, at least one equal to zero, or at least one positive, respectively. A limit cycle is a periodic orbit in phase space; when a trajectory enters a limit cycle it remains there forever.

3.1. Numerical results

We find five regions in parameter space which are shown in figure 1(b), highlighted in different colors and annotated using Roman numerals. We plot the rescaled order parameter $|\alpha_B|/\sqrt{N}$ of the $\mathbb{Z}_2$ symmetry as a function of the rescaled driving amplitude $\tilde{F}/\sqrt{N}$, showing that in regions II–IV the $\mathbb{Z}_2$ symmetry is broken. The time-translational symmetry is broken in all regions. In the following we explain the dynamics in each one of them.

In regions I and V there is a single non-attractive fixed point (dotted black line in figure 1(b)) which preserves the symmetry. This fixed point is never reached; all the trajectories go into a family of limit cycles on the antibonding mode alone, as the bonding mode amplitude goes to zero. These can be seen in panel (c) of the same figure, where we show a phase space portrait for $\tilde{F} = 0.5$ in region I. For panel (b) [as well as for (c)–(e)] we allow 100 random initial conditions to evolve until they have become stationary and then
we sample $\tilde{\alpha}_{A,B}(t)$ with a rate $(\gamma \Delta t)^{-1} = 10^{-2}$.

In regions II and IV there are three repulsive fixed points (dashed black line); one of them preserves the symmetry and two of them belong to a symmetry-related pair ($\tilde{\alpha}_B \leftrightarrow -\tilde{\alpha}_B$) breaking the symmetry. Here there is also a family of symmetry-preserving limit cycles revolving around the fixed point with $\alpha_B = 0$. Additionally, there are symmetry-breaking attractive limit cycles: in the low end of region II, a pair of them emerge from the fixed point as the pump amplitude rises, converging eventually to the fixed points with symmetry-breaking when region III is reached (see below). The same happens in regions IV in reverse. The different limit cycles can be seen in figures 1(d.i) and (d.ii), where we plot a phase space portrait for $\tilde{F} = 0.95$. Note we now plot the phase space of both modes as the bonding mode does not vanish.

Finally, in region III, the two symmetry-breaking repulsive fixed points of II and IV become attractive. There are only symmetry-preserving limit cycles in this region and they revolve around the repulsive fixed point with $\alpha_B = 0$. The fixed point (indicated by an arrow) and the limit cycles can be seen in panel (c), where we plot a phase portrait for $\tilde{F} = 1.2$. We do not show the bonding mode in this case, as it goes to zero (for the limit cycles) or to the finite fixed point value indicated by the order parameter in panel (b).

We can connect the image in figure 1(a) with the dynamics just described to have a pictorial understanding. Succinctly we can say: in regions I and V the red (symmetric) mode is not occupied and the blue (antisymmetric) mode always oscillates; in regions II and IV both red and blue modes always oscillate; and in region III either the blue mode oscillates and the red mode is empty or both modes are occupied without any oscillations.

In figure 2 we show examples of limit cycles for regions I and II by plotting the modes' amplitudes as a function of time. For the moment we just focus on the curves for $N = \infty$, which correspond to the semiclassical case. In panel (a), for low pump $F/\sqrt{N} = 0.5$, we can see that the limit cycle is reached when the bonding mode goes to zero on a short time scale. In panels (b) and (c) we show the same quantities for a pump amplitude $F/\sqrt{N} = 0.95$, inside region II. In panel (b) the initial condition is such that a symmetry-preserving limit cycle is reached, while in (c), it is such that a symmetry-breaking limit cycle is obtained. On the right hand side of the figure, we show the Fourier transforms of the antibonding mode $\tilde{\alpha}_A/\sqrt{N}$ and we observe there are equidistant frequency peaks akin to frequency combs. This implies the corresponding periods are commensurate with each other, meaning a single common period governs the oscillations. Nevertheless, the frequency difference between consecutive peaks has a nontrivial dependence on all parameters. Although not shown, we note that all the frequency peaks can also be seen in the Fourier spectrum of the dynamics after the transient, when the system is in a fully periodic motion. Moreover, the same frequencies are obtained from the amplitude or phase oscillations.
3.2. Analysis

Some intuition about the dynamical behaviour can be gained by noting that, if $J - \Delta > 0$, which is our case, a fixed point of (4) is given by

$$\tilde{\alpha}_A^{fp} = 0,$$

$$\tilde{\alpha}_B^{fp} = \left( -\frac{\tilde{F}}{\sqrt{2U}} + \sqrt{\frac{F^2}{2U^2} + \left( \frac{1 - \Delta}{3U} \right)^3} \right)^{1/3} - \left( -\frac{\tilde{F}}{\sqrt{2U}} + \sqrt{\frac{F^2}{2U^2} + \left( \frac{1 - \Delta}{3U} \right)^3} \right)^{1/3}$$

(5)

where $\tilde{\alpha}_A^{fp}$ is real and negative and the solution of the depressed cubic equation $\tilde{U}(\tilde{\alpha}_A^{fp})^3 + (J - \Delta)\tilde{\alpha}_A^{fp} + \sqrt{2\tilde{F}} = 0$. This is the symmetry-preserving fixed point found for all $\tilde{F}$ in the numerical analysis and shown in figure 1(b). The eigenvalues of the Jacobian matrix which determines its linear stability are given by

$$\lambda_+^B = -\gamma \pm \sqrt{\tilde{U}^2(\tilde{\alpha}_A^{fp})^4 - (2\tilde{U}(\tilde{\alpha}_A^{fp})^2 - \Delta - J)^2},$$

$$\lambda_-^B = \pm i\sqrt{(J - \Delta + 2\tilde{U}(\tilde{\alpha}_A^{fp})^2 - \tilde{U}^2(\tilde{\alpha}_A^{fp})^4)}.$$  

(6)

(7)

The eigenvalues $\lambda_+^A$ are purely imaginary meaning (5) cannot be attractive. Instead, a family of limit cycles can be reached: whenever $\tilde{\alpha}_B = 0$ the two modes decouple, and the dynamical equation of $\tilde{\alpha}_A(t)$ corresponds to the semiclassical equation of a coherently driven, dissipationless nonlinear harmonic oscillator

$$i\partial_t \tilde{\alpha}_A \approx (-\Delta + J + \tilde{U}|\tilde{\alpha}_A|^2)\tilde{\alpha}_A + \sqrt{2\tilde{F}}.$$  

(8)

The limit cycle attained depends on all parameters and the value of $\tilde{\alpha}_A(t)$ at the time when $\tilde{\alpha}_B$ vanishes. A similar effective decoupling mechanism has been studied in [32].

There is an instability signalled by $\text{Re}[\lambda_+^B] > 0$ where two symmetry-breaking fixed points emerge. This inequality is satisfied in a region where the following two conditions are fulfilled:

$$J + \Delta > \tilde{U}(\tilde{\alpha}_A^{fp})^2 \quad \text{and} \quad \sqrt{\tilde{U}^2(\tilde{\alpha}_A^{fp})^4 - (2\tilde{U}(\tilde{\alpha}_A^{fp})^2 - \Delta - J)^2} > \gamma.$$  

(9)

For the parameters we use in figure 1 (same throughout the manuscript) these two inequalities are simultaneously satisfied in the region $\tilde{F}/\gamma \in [0.927, 1.596]$, which corresponds to regions II–IV.

Interestingly, the bonding mode amplitude need not be zero for the effective decoupling of the two modes. When the amplitude is small ($|\tilde{\alpha}_B| \ll 1$), equation (4b) decouples from (4a), resulting in equation (8) which drives the antibonding mode into periodic oscillations. At the same time, equation (4a) becomes linear in the bonding mode while the antibonding mode acts as a drive giving

$$i\partial_t \tilde{\alpha}_B \approx (-\Delta - J - i\gamma)\tilde{\alpha}_B + \tilde{U}(\tilde{\alpha}_A(t))^2\tilde{\alpha}_B^* + 2(\tilde{\alpha}_A(t))^2\tilde{\alpha}_B.$$  

(10)

Note that only the time dependence of $\tilde{\alpha}_A$ is written explicitly. This is to highlight that, since $\alpha_A(t)$ is periodic, it will cause the bonding mode to oscillate with the same period—this is, it is acting as a Floquet driving. This explains why in regions II and IV a family of symmetry-breaking limit cycles organise around the unstable fixed points emerging from the instability outlined in (9).

We remark on the importance of a pure nonlocal dissipation. If local dissipators in the form of $\kappa \sum_i D[\tilde{a}_i](\tilde{\rho})$ (with small $\kappa \ll \gamma$) were to be added to (1), the oscillations in the bonding and antibonding modes would be damped for all values $\tilde{F}$. Even though the system would preserve the $\mathbb{Z}_2$ symmetry, one would be able to observe long-lived oscillations only up to a time $\sim \kappa^{-1}$.

Having given an analytical explanation for the phase space of our system in the $N \to +\infty$ limit, we remark that an analysis that does not go beyond mean-field is incomplete: quantum fluctuations may well destroy the semiclassical limit cycles. A transparent example can be found in [61], where a linearisation method is developed to show that quantum fluctuations smear out the semiclassical limit cycle of the Van der Pol oscillator. In order to prove the robustness against quantum fluctuations, we proceed in the next section by solving our system exactly deep in the quantum regime ($N = 1$) and carrying out a ‘finite-size’ expansion in terms of the scaling parameter $N$. 
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4. Quantum dynamics

For our numerical calculations in this section, we have appropriately truncated the Fock space in the 1–2 basis ensuring convergence in the results for each value of the scaling parameter $N$. For the time evolution of expectation values, we solve (1) using a photon-counting unravelling [62] of the master equation and averaging over $5 \times 10^3$ quantum jump trajectories, recovering to an excellent accuracy the full dynamics of the density matrix. We also use the Wigner phase space representation and the truncated Wigner approximation (TWA) [62] — we invite the reader to see appendix A for details.

By studying the time evolution of the rescaled expectation values $\langle \hat{a}_{\lambda,\beta} \rangle(t)/\sqrt{N}$ for increasing values of $N$, we gain insight on both symmetry breakings we are interested in. Firstly, the emergence of periodic oscillations in $|\langle \hat{a}_{\lambda} \rangle |(t)/\sqrt{N}$ for all the pump amplitudes we consider would highlight the time-translation symmetry breaking. Secondly, if the $\mathbb{Z}_2$ symmetry is to be broken for an $\mathcal{F}$ window (i.e., regions II–IV), the response of $|\langle \hat{a}_0 \rangle |(t)/\sqrt{N}$ should provide evidence for critical slowing down in this region due to the necessary closing of the Liouvillian eigenvalue gap [63] (more to this below).

We compare the previously shown semiclassical limit cycles with the dynamics of the quantum regime in figure 2. It clearly depicts the emergence of periodic oscillations in the antibonding mode as $N$ is increased. Recall that panel (a) corresponds to a low pump amplitude in region I, while panels (b) and (c) correspond to region II with different initial conditions. Looking at the oscillations in the bonding mode in (b) and (c), we can see that also in the quantum regime a symmetry-preserving or symmetry-breaking limit cycle is approached with increasing $N$. Furthermore, we can observe in the Fourier spectrum of figures 2(a)–(c) that the long-lived oscillations in the quantum regime have frequency peaks matching those of the semiclassical limit. In particular, this proves that the period of the oscillations is robust against quantum fluctuations. For $N$ up to 50 we have used quantum jump trajectories while for the very high $N = 200$ we have used the TWA which is a very good approximation for weak interactions ($U = \hat{U}/N = 0.005$).

Thanks to the linearity of the Lindblad equation we can expand its formal solution in eigenmodes of the superoperator $\mathcal{L}$ as

$$\hat{\rho}(t) = e^{\mathcal{L}t}(\hat{\rho}(0)) = \sum_{j \geq 0} c_j e^{\lambda_j t} \hat{\rho}_j = \hat{\rho}_a + \sum_{j \geq 1} c_j e^{\lambda_j t} \hat{\rho}_j,$$

where $\hat{\rho}_j$ are the eigenmodes, $\lambda_j$ the complex eigenvalues, and $c_j$ coefficients that depend on the initial condition. As our notation suggests, $\lambda_0 = 0$ is associated with the steady state eigenmode $\hat{\rho}_0 = \hat{\rho}_a$. The other eigenvalues have negative real part (verified numerically), hence $|\text{Re}\lambda_j|$ correspond to decay rates of the transient modes, while $|\text{Im}\lambda_j|$ are frequencies. Since the steady state preserves the symmetry of $\mathcal{L}$, this picture suggests that to have a phase transition at least one non-zero eigenvalue must vanish in the $N \to +\infty$ limit (or in a thermodynamic limit, in general). This is analogous to the gap closing in a second-order phase transition of a closed quantum system [64].

In order to obtain the eigenvalues of a general Liouvillian superoperator $\mathcal{L}$, one normally proceeds by first writing it as a matrix, $\hat{\mathcal{L}}$, and then diagonalizing it. In our case, thanks to the discrete $\mathbb{Z}_2$ symmetry, the $\hat{\mathcal{L}}$ obtained from (1) decomposes into two block matrices as

$$\hat{\mathcal{L}} = \hat{\mathcal{L}}^+ \oplus \hat{\mathcal{L}}^- = \begin{bmatrix} \hat{\mathcal{L}}^+ & 0 \\ 0 & \hat{\mathcal{L}}^- \end{bmatrix},$$

where $(\pm)$ refers to the two eigenspaces corresponding to eigenvalues $\pm 1$ of the symmetry operator $\mathcal{P} = \hat{\mathcal{P}} \otimes \hat{\mathcal{P}}$ that commutes with $\hat{\mathcal{L}}$. Details can be found in appendix B. The usefulness of this is twofold. Firstly, it reduces the computational cost of finding the eigenvalues. Secondly, eigenmodes in the $(+)$-subspace are $\mathbb{Z}_2$-symmetric while eigenmodes in the $(-)$-subspace are antisymmetric. This means we should be able to find evidence of the time-translationally symmetry breaking in the spectrum of $\hat{\mathcal{L}}^+$ alone, and of the $\mathbb{Z}_2$ symmetry breaking in the spectrum of $\hat{\mathcal{L}}^-$. In figure 3 we show the non-zero eigenvalues of $\hat{\mathcal{L}}$ with smallest absolute real part as a function of the pump amplitude for different values of $N$. In panel (a), we show an eigenvalue $(\lambda_+)$ of $\hat{\mathcal{L}}^+$ which is purely real and goes to zero as $N$ increases. In panel (b), for the same symmetry subspace, we show a second eigenvalue $(\lambda_-)$ which is complex. When $N$ is increased, its real part tends to zero while its imaginary part converges to a finite value. This eigenvalue is responsible for the emergent oscillations for all the pump values we consider. In order to appreciate this, we have included in panel (b) the frequency predicted from the semiclassical linearised equations, i.e., from (5) and (7). Clearly $|\text{Im} \lambda_+|$ approaches the semiclassical frequencies.

The smallest eigenvalue $(\lambda_-)$ of $\hat{\mathcal{L}}^-$ tends to zero with increasing $N$ in the region where the semiclassical analysis predicts the broken $\mathbb{Z}_2$ phase. This is shown in figure 3(c), where we have delimited between
Figure 3. Liouvillian’s eigenvalues with smallest absolute real part as a function of $\frac{F}{\sqrt{N}}$ for different values of $N$. (a) and (b) The two smaller eigenvalues of $\hat{L}^+$. $\lambda_{+1}^+$ is real and $\lambda_{+2}^+$ is complex, with its imaginary part approaching the semiclassical frequency ($\frac{7}{N}$) (black dashed line) as $N$ is increased. (c) The smaller eigenvalue of $\hat{L}^-$. Its real part approaches zero by increasing $N$ in a region where its imaginary part vanishes. The region between vertical dashed blue lines corresponds to regions II – IV where the semiclassical analysis predicts breaking of the $Z_2$ symmetry. The markers are just a guide; each curve contains 76 points.

Figure 4. Algebraic scaling of the eigenvalues. $\text{Re} \lambda_{-1}^+$ and $\text{Re} \lambda_{+2}^+$ as a function of $N$ in log–log scale. For each $N$, we take the largest value of the curves for $\text{Re} \lambda_{-1}^+$ in the left panel of figure 3(c). At the same values of pump amplitude, we extract the $\text{Re} \lambda_{+2}^+$. In the left (right) panel we see the eigenvalue show a dependence $\lambda \propto N^\beta$ with $\beta = -0.52$ ($\beta = -0.64$) (fit, dashed blue).

vertical blue dashed lines regions II–IV (in the plot for the real part). The real part of the eigenvalue has an inverted parabolic shape approaching zero with increasing $N$, while the imaginary part is zero throughout this region. The asymptotic vanishing of this eigenvalue explains the critical slowing down in the convergence to the steady–steady expectation values of non-symmetric operators, as shown for the bonding mode in figure 2(c). Figure 2(b) does not show the same critical slowing down in the bonding mode in spite of sharing the same pump amplitude. This can be understood by recalling that the coefficients $c_j$ in (11) depend on the initial conditions; in the latter case the initial state does not couple to the eigenmode associated to $\lambda_{-1}^+$.

Figure 4 shows the scaling of $\text{Re} \lambda_{-1}^+$ and $\text{Re} \lambda_{+2}^+$ with $N$ in a log–log scale. For $\text{Re} \lambda_{-1}^+$, we take the largest value of each curve shown in figure 3(c), and we extract $\text{Re} \lambda_{+2}^+$ for the same values of the pump amplitude. We see that both eigenvalues are well fitted by an algebraic scaling $\lambda \propto N^\beta$ with $\beta = -0.52$ for $\lambda_{-1}^+$ and $\beta = -0.64$ for $\lambda_{+2}^+$, showing that their real part vanish in the $N \to +\infty$ limit.

In region III the semiclassical prediction is not completely accurate. It predicts there is either a steady state with $Z_2$ broken or a limit cycle only in the antibonding mode. Yet from figures 3 and 4 one can deduce limit cycles will always be found in both modes throughout region III. Even though one could fine tune the initial condition such that a symmetric or non-symmetric steady state is reached—in the $N \to +\infty$ limit when the gaps are closed—any perturbation or time-delayed two-point measurement on the system would be enough to make the bonding and antibonding occupations oscillate forever. To illustrate this point, we show in figure 5 the second-order coherence of the bosonic modes $\hat{a}_1$ (left panel) and $\hat{a}_0$ (right panel) for
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condensates can evolve autonomously when the population in the damped one is small. We note that this behaviour is nonlinearly coupled and that only one of them is explicitly damped (cf (3)).

decoupling between the bonding and antibonding modes. The key ingredients are that these modes are eigenmodes, as in (14).

existence of limit cycles, even in the quantum regime. In our current case, however, one would expect that long-lived oscillations in the mode(s) with smallest decay rate(s). If one of them has no decay channel—like in the case discussed in this work—then a time crystal would be found.

in the case discussed in [67], where an eigenoperator of the Hamiltonian \( \{H, A\} = \omega A \). These algebraic conditions are sufficient to show the existence of limit cycles, even in the quantum regime. In our current case, however, one would expect that the frequency \( \omega \) (in the \( N \rightarrow \infty \) limit) is given by the semiclassical frequency in (7), which depends on all parameters including the decay rate \( \gamma \). The exact condition for coherent dynamics put forward by Buča et al in [67] gives an \( \omega \) depending on Hamiltonian parameters alone. We hypothesise there could be a complementary, and less precise, case to that algebraic condition where \( \dot{A} \), and thus the commutators as well, depend themselves on expectation values, such that only in a thermodynamic limit some of them vanish and a clear indication of coherent dynamics is obtained.

\[ \tilde{F} = 1.2 \] in region III, and two values of \( N \). In the long time limit, the coherence is given by

\[
S_j^{(2)}(\tau) = \lim_{\tau \to \infty} \frac{\langle \hat{a}_j^\dagger(t)\hat{a}_j^\dagger(\tau + t)\hat{a}_j(\tau + t)\hat{a}_j(t) \rangle}{\langle \hat{a}_j^\dagger(t)\hat{a}_j(t) \rangle^2} = \frac{\text{Tr}[\hat{a}^\dagger_j\hat{a}_j e^{\mathcal{L}\tau}(\hat{\rho}^j)]]}{\text{Tr}[\hat{a}^\dagger_j\hat{a}_j\hat{\rho}_a]} ,
\]

where \( j \) can be 1, 2, A, or B, and we have defined \( \hat{\rho}^j = \hat{a}_j\hat{\rho}_a\hat{a}_j^\dagger / \text{Tr}[\hat{a}_j^\dagger\hat{a}_j\hat{\rho}_a] \). The last equality in the above equation emphasises the following: the first detection transforms \( \hat{\rho}_a \) into \( \hat{\rho}^j \), which is then evolved up to a time \( \tau \) where the second detection occurs. Noting that \( \hat{\rho}^j \) can be expanded as a linear combination of \( \mathcal{L} \)'s eigenmodes, as in (11), we can conclude that the long-lived eigenmodes are probed by the measurement [65].

5. Discussion and outlook

The time crystal discussed in this work pertains to the class of emerging semiclassical time crystals also discussed in [22–28, 30, 32–36]. The mechanism behind it can be traced to the effective dynamical decoupling between the bonding and antibonding modes. The key ingredients are that these modes are nonlinearly coupled and that only one of them is explicitly damped (cf (3)). The other (non-damped) mode can evolve autonomously when the population in the damped one is small. We note that this behaviour is closely related to the one found in frequency combs in the weak-lasing regime of dissipatively coupled condensates [66]. The mean-field model for the two dissipatively-coupled Bose–Einstein condensates considered in that work, can also be obtained by the semiclassical limit of the Lindblad master equation

\[
\partial_t \hat{\rho} = -i \sum_{i=1}^2 \left( \omega_i \hat{a}_i^\dagger \hat{a}_i + \frac{\alpha_i}{2} \hat{a}_i^\dagger \hat{a}_i \hat{a}_i^\dagger \hat{a}_i \right) - \frac{J}{2} (\hat{a}_1^\dagger \hat{a}_2 + \hat{a}_2^\dagger \hat{a}_1), \hat{\rho} \right) 
+ \gamma \mathcal{D}[\hat{a}_1 + \hat{a}_2](\hat{\rho}) + \sum_{i=1}^2 (\Gamma - \gamma) \mathcal{D}[\hat{a}_i](\hat{\rho}) + \mathcal{W} \mathcal{D}[\hat{a}_i^\dagger](\hat{\rho}),
\]

which considers incoherent \( (W) \) instead of coherent pump. The dissipative coupling is crucial, and the limit cycles are found when the population in the two modes are small and the nonlinearity \( \alpha \) becomes inefficient, like in our case.

This phenomenon can be generalised to spatially extended configurations of bosonic modes. In a ring, for instance, one would need that the different linear modes (with well defined angular momentum) have different dissipation rates. Then, coherently pumping one of the linear modes would result in periodic long-lived oscillations in the mode(s) with smallest decay rate(s). If one of them has no decay channel—like in the case discussed in this work—then a time crystal would be found.

It would be interesting to relate the limit cycles we find to the mechanism outlined in [67], where an operator \( \hat{A} \) which commutes with the Lindblad operators, \( [\hat{L}_i, \hat{A}] = [\hat{L}_i^\dagger, \hat{A}] = 0 \), is at the same time an eigenoperator of the Hamiltonian \( \{\hat{H}, \hat{A}\} = \omega \hat{A} \). These algebraic conditions are sufficient to show the existence of limit cycles, even in the quantum regime. In our current case, however, one would expect that the frequency \( \omega \) (in the \( N \rightarrow \infty \) limit) is given by the semiclassical frequency in (7), which depends on all parameters including the decay rate \( \gamma \). The exact condition for coherent dynamics put forward by Buča et al in [67] gives an \( \omega \) depending on Hamiltonian parameters alone. We hypothesise there could be a complementary, and less precise, case to that algebraic condition where \( \dot{A} \), and thus the commutators as well, depend themselves on expectation values, such that only in a thermodynamic limit some of them vanish and a clear indication of coherent dynamics is obtained.
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Appendix A. Truncated Wigner approximation

In the Wigner representation one can obtain a generalized Fokker–Planck equation for the Wigner quasi-probability distribution

\[ W(\alpha_1, \alpha_2, t) = \frac{1}{\pi} \int \mathcal{D}z_1 \mathcal{D}z_2 \Tr[\hat{D}(iz_1) \otimes \hat{D}(iz_2)|\hat{\rho}(t)|] e^{-i[z_1^* \alpha_1 + z_2^* \alpha_2]} \]  

(A.1) 

where \( \hat{D}(\alpha) = e^{i\alpha^d - \alpha^a} i \) is the displacement operator.

For the system under consideration, the truncated Wigner approximation amounts to neglecting the third-order derivatives

\[ \frac{iU}{4} \left( \frac{\partial}{\partial \alpha_1^d} \frac{\partial}{\partial \alpha_2^a} - \frac{\partial}{\partial \alpha_1^a} \frac{\partial}{\partial \alpha_2^d} \right) W \] 

for \( j = 1, 2, \) (A.2) 

which scale as \( \propto N^{-3/2} \), while the first- and second-order derivative terms in the Fokker–Planck equation are made of terms of orders \( N \) and 1.

The truncated Fokker–Planck equation for \( W \) can then be mapped into stochastic Langevin equations for \( \alpha_i \), yielding

\[ \begin{align*} 
\partial_t \alpha_1 &= [i\Delta - \gamma/2 - 2iU(|\alpha_1|^2 - 1)]\alpha_1 + (iJ - \gamma/2)\alpha_2 - iF + \sqrt{\gamma/2} \eta_1 \\
\partial_t \alpha_2 &= [i\Delta - \gamma/2 - 2iU(|\alpha_2|^2 - 1)]\alpha_2 + (iJ - \gamma/2)\alpha_1 + iF + \sqrt{\gamma/2} \eta_2. 
\end{align*} \]  

(A.3) 

\( \eta_i \) are complex Gaussian noises satisfying \( \langle \eta_i(t) \rangle = 0 \) and \( \langle \eta_i(t) \eta_j(t') \rangle = \delta_{ij} \delta(t - t') \), where the average is over stochastic realizations.

Appendix B. Symmetry of the Lindbladian

We briefly introduce the mapping of the super operator \( \mathcal{L} \) into a matrix, which allows us to build upon common linear algebra knowledge: if two matrices commute, it is possible to separate the matrix into blocks.

In the doubled Hilbert space (or Liouvillian space) superoperators and operators are mapped into operators and vectors, respectively. Choosing a row-wise reshaping, a superoperator \( \mathcal{S}(\rho) \equiv \hat{C}_1 \hat{\rho} \hat{C}_2 \) becomes \( \mathcal{S}(\rho) = (\hat{C}_1 \otimes \hat{C}^*_2)|\rho| \) where \( \mathcal{T} \) is the transpose and \( \hat{\rho} = \sum_i \rho_{ij} |i\rangle \langle j| = \sum_i \rho_{ij} |i\rangle \otimes |j\rangle \).

Our system has the discrete \( \mathbb{Z}_2 \) symmetry which can be expressed as \( \mathcal{L}(\hat{P} \hat{\rho} \hat{P}^\dagger) = \hat{P} \mathcal{L}(\hat{\rho}) \hat{P}^\dagger \) for any \( \hat{\rho} \), or equivalently, \( (\hat{P} \otimes \hat{P}^\dagger) \mathcal{L} = \mathcal{L} (\hat{P} \otimes \hat{P}^\dagger) \). This is, they commute. Since \( \hat{P} \) has eigenvalues \( \pm 1 \), we can split the Liouvillian into two blocks, and obtain (12):

\[ \mathcal{L} = \begin{bmatrix} \mathcal{L}^+ & 0 \\ 0 & \mathcal{L}^- \end{bmatrix} \equiv \begin{bmatrix} \mathcal{L}_{++} & \mathcal{L}_{+-} & 0 & 0 \\ \mathcal{L}_{-+} & \mathcal{L}_{-} & 0 & 0 \\ 0 & 0 & \mathcal{L}_{++} & \mathcal{L}_{+-} \\ 0 & 0 & \mathcal{L}_{-+} & \mathcal{L}_{-} \end{bmatrix}, \]  

(B.1) 

where \( \mathcal{L}_{++} \) corresponds to projecting onto the eigenspaces of \( \hat{P} \) and \( \hat{P}^\dagger \) with eigenvalue \( +1 \) on the right- and left-hand sides of \( \mathcal{L} \), and so on.
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