Determination of the beginning the Steady-State for controlled processes in monitoring systems with limited resources
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Abstract. This paper describes the basic approach for determination of the steady-state conditions of physical processes such as boiling or other phase transitions in control systems with limited resources. In this research, we consider the particular case of a control system that should determine the moment when the water temperature reaches boiling point. In different systems, the accurate determination of the boiling point is important, because it results in other functions such as switching off or transitioning to other states. Hence, we explore the possibility of applying our approach in systems with limited resources, using cheap temperature inertial sensors. During the investigation, we encountered a delay in identifying the boiling point, caused by inertia. These issues demonstrate the need for the further improvement of the suggested approach in this particular case. However, generally our results indicate the applicability of this approach for control systems.

1 Introduction

Considering the general approaches used for determining steady-state conditions in systems that determine specific time points, which affects decision-making control systems, we consider the particular case of the boiling point.

For such systems, it is important to determine control points accurately. These systems encounter distinctive conditions such as temperature sensor tolerance and inertia. For highly accurate sensors, which could be used in monitoring systems [1,2], a simple temperature measurement could be applicable.
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Figure 1 displays the temperature curve and specific key moments in the boiling process of water: start of the boiling process, moment when the system reaches boiling point, and the switching off point. Here, “ON” refers to the start of the heating process, “Begin” signifies the appearance of rising water bubbles, and “MAX” indicates the switching off point of the heater. Further, “OFF” is the time when the system recognizes the beginning of the steady-state, which means the actual switching off point for the heater.

In this scenario, the control system receives temperature data from sensors, and then determines a boiling point for instigating further actions such as switching off the heater. The accuracy of boiling point determination clearly depends on temperature sensor tolerance. The specific sensor construction, and its positioning, could generate inertia that would affect receiving the actual data for the system. In other words, there is a delay before the system receives the data. This could be a critical point for high-accuracy monitoring systems applied in the automation industry, aerospace, and aviation [1-5].

Considering the example of a system using a simple temperature sensor, which adds an additional variable delay in the determination of specific time points, this resulted in variable time points for the switching phases. This was due to the sensor inertia, which caused inaccuracies in identifying the required time points. Moreover, the amount of inertia varies for different types of sensor. For instance, for an NTC thermistor used as a temperature sensor, the time delay could be 60–80 s [6-12].

Figure 2 shows a typical NTC temperature sensor, and its construction could cause inertia, because of the position of the NTC thermistor in the metal case. However, when the NTC thermistor is set into the metal case during production there is a position tolerance, which is
not provided in the datasheet. Therefore, when using sensors with unknown inertia, a control system with limited recourses cannot determine the necessary control point accurately. Hence, an approach capable of recognizing the steady-state is needed [15-20].

2 Methods

As described previously, in ideal conditions the accurate determination of the boiling point demands a non-inertial sensor, or a sensor with a known inertia induced time delay. However, the idea of using a non-inertial temperature sensor is not possible in reality. Therefore, we consider the process \( T(t) \), which was shown in Fig. 1, and suggest determining the transitional process in the frequency domain.

Our study is based on using an NTC thermistor as a temperature sensor, and here we consider the process of boiling different volumes of water. We considered 0.5, 1.5, and 1.7 L in our research.

To meet the requirements of accurate time points and limited computational resources, we propose the fast Walsh–Hadamard transform for converting time domain data into the frequency domain.

Hadamard's transformation is not so demanding on computing resources due to the fact that it does not require computationally complex mathematical operations like sine, cosine, exponential and logarithm. It intends to become simple arithmetic operations like multiplication, addition, and subtraction, by using the Walsh function as a basis function. It is also more accurate due to these operations like sine, cosine, and logarithm with a floating point have a rounding error. This fact makes the transformation non-orthogonal. As an additional optimization, you can use fixed-point numbers or reduce calculations to integer operations.

Let us consider the temperature curve as \( T(t) \). The Walsh–Hadamard transform is defined as follows:

\[
y_n = \frac{1}{N} \sum_{i=0}^{N-1} T_i(t) \text{WAL}(n,i), \quad n = 1, 2, ..., N - 1
\]  

(1)

where \( T(t) \) is the temperature curve related to time, \( N \) is the total number of samples, and \( \text{WAL}(n,i) \) is the Walsh–Hadamard transform.

For simplifying the computation we use a simple rectangular window function \( D_n(t) \) as follows:

\[
y_n = \left( \frac{1}{N} \sum_{i=0}^{N-1} T_i(t) \cdot \text{WAL}(n,i) \right) D_n(t), \quad n = 1, 2, ..., N - 1
\]  

(2)

The figure below illustrates several frequency coefficients that were derived after performing equations 1-2.
Fig. 3. Graphs showing the eight frequency coefficients derived after the Walsh-Hadamard transform using the window function. After analyzing all the coefficients, only four were taken into consideration. The time span of the window function was defined empirically.

By looking at the eight frequency coefficient functions, we attempted to distinguish the coefficients by identifying distinctive visible signs of steady-state. After the analysis, the fourth coefficient was chosen.

However, the selected coefficient had additional noise. Therefore we attempted to remove the noise by applying a median filter $med(y_n)$. The results are shown in Fig. 4.

Fig. 4. Removing noise by applying a median filter. Sample step = 0.1 s.

The application of moving average is another possible method suitable for removing noise.
Fig. 5. Removing noise by applying moving average.

An analysis of the results demonstrates that using the moving average appears to be more appropriate because of limited system resources.

The resulting graph shows the necessity of the time threshold and level threshold in steady-state determination.

Fig. 6. Time and level (yellow line) thresholds for the water boiling process.

The existence of additional noise, which is highlighted in Fig. 6, demands the presence of these thresholds. At the top of the curve, it is apparent that the function decreases and then increases to a value of 0.1. At the outset, therefore, after the curve decreases, we set a time threshold after which we wait until the curve crosses the level threshold.

3 Results

A series of experiments was conducted including checking sensors with different time inertia on water volumes 0.5 liters, 1.0 liters, 1.5 liters, 1.7 liters with different starting temperatures: 50 °C, 60° C, 70° C, 80° C, 90° C. Using the experimental data sets, verification and refinement of the method.

A series of experiments was conducted including checking sensors with different time inertia (Response time) on water volumes 0.5 liters, 1.0 liters, 1.5 liters, 1.7 liters with
different starting temperatures: 50 °C, 60 °C, 70 °C, 80 °C, 90 °C. Using the experimental data sets, we performed verification and refinement of the method.

For experiments to determine the point of initial boiling point, it should be clarified the boiling stages considered in the experiments. For the experiments, two stages were distinguished from the beginning of the heating of the volume of water to the moment of boiling. After reaching a certain temperature, the water enters the stage of active boiling. We mean active boiling as the process when the air filling the entire volume at the certain temperature, while the surface temperature has not reached the boiling point. The time required for active boiling depends on the volume of liquid.

In addition, the results of the refinement of the method and the obtained values of the thresholds were tested experimentally on the volumes of water 0.5l, 1.0l, 1.5l, 1.7l. In the experimental verification of the algorithm, the accuracy of determining the boiling point in small volumes is higher than in large volumes.

As mentioned previously, we set time and level thresholds for our algorithm. This enables resolving problems with additional undesirable noise. We also considered the case when the water was already heated, and the temperature of the water was reducing to below the boiling point. If we start the heating process again, our approach cannot determine the beginning of the steady-state. For this reason, we had to add the condition of waiting for the temperature, which is equal to approximately 80 °C.

In Fig. 7, the finite state machine is shown. Here, we are waiting for the water to reach the 80 °C point. Then, the moment when the curve is decreasing is tracked to the level threshold of −0.1 and falls below the zero points in the graph. Subsequently, we wait while the curve reaches the 0.1 point during 10 samples.

The algorithm accumulates the ten samples. This was added in order to exclude one-time bursts. Also, with a large volume of water, the process may not be so clearly determined on the graph and, despite the filtering of noise, for a short time, the value of the curve may reach certain conditions (bursts).

![Finite-state machine](image)

The effect of application our approach is shown in Fig. 8.
Fig. 8. The determination of the beginning the steady-state of the boiling process

4 Discussion

Having considered all related aspects for the accurate determination of the beginning the steady-state of a physical process such as a boiling process or other phase transition in a control system with limited resources, we assume our solution could be applied throughout general industrial applications.

This method has the advantage that it does not fully depend on absolute values. In the case of most experiments, the result was satisfactory, which indicates the applicability of the algorithm.

The delay which is added to the moment of determining the beginning of the steady-state process could be caused by the filtering part of the algorithm, which is there to remove undesirable noise. This was one of the main concerns faced during our study.

However, the particular results have shown the need to improve our approach further, because the water boiling process provided unstable results.

Subsequent improvements of this algorithm will consist of the improvement of the algorithmic part of noise reduction because noise reduction adds an additional time delay in the performing process of the algorithm.
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