When the positivity of the $h$-vector implies the Cohen-Macaulay property

F. Cioffi · R. Di Gennaro

Abstract We study relations between the Cohen-Macaulay property and the positivity of the $h$-vector of a locally Cohen-Macaulay equidimensional closed subscheme $X \subset \mathbb{P}^n_K$, showing that these two conditions are equivalent for those $X$ which are close to a complete intersection $Y$ (of the same codimension) in terms of the difference between the degrees. More precisely, let $X$ be contained in $Y$, either of codimension two with $\text{deg}(Y) - \text{deg}(X) \leq 5$ or of codimension $\geq 3$ with $\text{deg}(Y) - \text{deg}(X) \leq 3$. Over a field $K$ of characteristic 0, we prove that $X$ is arithmetically Cohen-Macaulay if and only if its $h$-vector is positive, improving results of a previous work. If $X$ is a curve, this result holds in every characteristic different from 2. We find also other classes of schemes for which the positivity of the $h$-vector implies the Cohen-Macaulay property and provide several examples.
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1 Introduction

Let $X \subset \mathbb{P}^n_K$ ($K$ algebraically closed field) be a locally Cohen-Macaulay (LCM, for short) equidimensional closed subscheme, which is contained in a complete
intersection $Y$ of the same codimension $c$. It is well-known that, if $X$ is arithmetically Cohen-Macaulay (aCM, for short), then its $h$-vector is admissibile, and in particular also positive. Anyway, there are subschemes $X$ with positive $h$-vector that are not aCM (see Example 3.4).

We show that the Cohen-Macaulay property and the positivity of the $h$-vector are equivalent for those subschemes $X$ which are close to $Y$ in terms of the difference between the degrees, precisely in the following cases:

- $X$ is 1-dimensional over a field $K$ of characteristic different from two, and either $n = 3$ and $\deg(Y) - \deg(X) \leq 5$ or $n \geq 4$ and $\deg(Y) - \deg(X) \leq 3$ (Theorem 3.3);
- $X$ has dimension $\geq 2$ over a field $K$ of null characteristic, and either $c = 2$ and $\deg(Y) - \deg(X) \leq 5$ or $c \geq 3$ and $\deg(Y) - \deg(X) \leq 3$ (Theorems 5.2 and 6.1).

Nevertheless, there are also other classes of subschemes for which the positivity of the $h$-vector implies the Cohen-Macaulay property (see Propositions 5.3 and 6.3, and [6, Proposition 4.6]). These statements improve results described in [5,6], where admissible $h$-vectors are considered, instead of positive $h$-vectors.

The results for curves cannot be improved, due to suitable examples provided by Davis (see Sect. 3 of [10]) and to some extensions of them (see [6, Examples 4.6 and 4.7 and the Appendix]). Here, we provide a class of non-aCM but ICM equidimensional surfaces $X \subset \mathbb{P}_K^4$ with admissible $h$-vectors, such that $\deg(Y) - \deg(X) \geq 10$, by exploiting the Davis’ technique (see Proposition 5.5). The subschemes that belong to this class are constructed applying an odd number of direct algebraic linkages, instead of sequences of basic double links, that are the tools used in [24] to obtain an analogous construction in even liaison classes.

As it is common in the study of the Cohen-Macaulay property, we use general hyperplane sections and, hence, the properties of 0-dimensional schemes, which are always aCM. Nevertheless, the only knowledge of 0-dimensional schemes is not sufficient to give answers to our question because we deal also with schemes that are not aCM. So, we look also at the features of liaison, at the notion of extremal curves and at properties of Borel ideals. We compute saturated Borel ideals with a given Hilbert polynomial by the applet BORELGENERATOR of P. Lella (see at www.personalweb.unito.it/paolo.lella/HSC/borelGenerator.html) and based on an algorithm described in [7] and further developed in [22] (an analogous algorithm is described in [26]).

Similar problems have been treated by means of the admissibility of the $h$-vector in [6,10–12,24], in different situations, with different approaches, and also in the context of simplicial complexes (see [16] and the references therein).

2 Basic definitions and results

Let $K$ be an algebraically closed field and $S := K[x_0, \ldots, x_n]$ be the polynomial ring over $K$ in $n + 1$ variables. Let $M = \bigoplus_{t \geq 0} M_t$ be a finitely generated standard graded $K$-algebra of Krull dimension $k + 1$. 
Definition 2.1 The Hilbert function of $M$ is the function $H_M(t) := \dim_K M_t$, for every $t \geq 0$.

For every integer $i \geq 0$, the $i$-th difference of $H_M$ is the function $\Delta^i H_M : \mathbb{N} \to \mathbb{N}$ defined letting $\Delta^0 H_M := H_M$ and, for each $i > 0$, $\Delta^i H_M(0) := 1$ and $\Delta^i H_M(t) := \Delta^{i-1} H_M(t) - \Delta^{i-1} H_M(t-1)$ for all $t > 0$.

For every integer $i \geq 0$, the $i$-th sum of $H_M(t)$ is the function $\Sigma^i H_M : \mathbb{N} \to \mathbb{N}$ defined letting $\Sigma^0 H_M := H_M$ and, for each $i > 0$, $\Sigma^i H_M(0) := 1$ and $\Sigma^i H_M(t) := \Sigma^i H_M(t-1) + \Sigma^{i-1} H_M(t)$ for each $t > 0$.

It is well-known that there is a polynomial $P_M(z) \in \mathbb{Q}(z)$ such that $H_M(t) = P_M(t)$, for $t \gg 0$. This polynomial is the Hilbert polynomial of $M$ and has degree $k$. The regularity of the Hilbert function $H_M$ is $\rho_M := \min\{i \mid H_M(t) = P_M(t), \forall t \geq i\}$.

Recall that the Hilbert series $\sum_{t \in \mathbb{N}} H_M(t)z^t$ of $M$ is equal to a rational function of type $h(z)/(1 - z)^{k+1}$, where $k+1$ is the Krull dimension of $M$ and $h(z)$ is a polynomial with integer coefficients.

Definition 2.2 The polynomial $h(z) = h_0 + h_1 z + \cdots + h_s z^s \in \mathbb{Z}[z]$ is the $h$-polynomial of $M$ and $(h_0, h_1, \ldots, h_s)$ is the $h$-vector of $M$. We say that an $h$-vector $(h_0, h_1, \ldots, h_s)$ is positive if the integers $h_i$ are positive, for all $0 \leq i \leq s$.

Remark 2.3 Observe that $(h_0, h_1, \ldots, h_s) = (\Delta^{k+1} H_M(0), \Delta^{k+1} H_M(1), \ldots, \Delta^{k+1} H_M(\rho_M + k))$ and $\Sigma^{k+1}(\Delta^{k+1} H_M) = H_M$.

Given two positive integers $a$ and $t$, $a$ can be written uniquely in the form $a = \binom{k(t)}{t} + \binom{k(t-1)}{t-1} + \cdots + \binom{k(j)}{j}$, where $k(t) > k(t-1) > \cdots > k(j) \geq j \geq 1$. Let

$$a^{(t)} := \binom{k(t) + 1}{t + 1} + \binom{k(t - 1) + 1}{t} + \cdots + \binom{k(j) + 1}{j + 1}.$$

A numerical function $H : \mathbb{N} \to \mathbb{N}$ is admissible if $H(t+1) \leq H(t)^{<t>}$ for all $t \geq 1$ and $H(0) = 1$. A finite sequence of positive integers $h_0, h_1, \ldots, h_s$ is admissible if the corresponding function given by $H(0) = h_0$, $H(1) = h_1$, $\ldots$, $H(s) = h_s$, $H(s + i) = 0$, for every $i > 0$, is admissible.

Remark 2.4 It is well-known that a finite sequence $h_0, h_1, \ldots, h_s$ of (positive) integers is the $h$-vector of a Cohen-Macaulay (standard) graded $K$-algebra if and only if it is admissible [29, Theorem 1.5]. In particular, the $h$-vector of a Cohen-Macaulay graded $K$-algebra is positive. Anyway, there are graded $K$-algebras with positive but non-admissible $h$-vector, as next example shows.

Example 2.5 The function $H(t) : 1 \ 4 \ 10 \ P(t) = 9t - 10$ is the Hilbert function of a standard homogeneous $K$-algebra, with positive but non-admissible $h$-vector $(1, 2, 3, 1, 2)$. By [15, Theorem 3.3], we can construct a reduced $K$-algebra with this property, because the first difference of $H(t)$ is admissible.

Definition 2.6 (i) A finitely generated graded $K$-module $M$ is $m$-regular if the $i$-th syzygy module of $M$ is generated in degree $\leq m + i$, for all $i \geq 0$. The regularity $\text{reg}(M)$ of $M$ is the smallest integer $m$ for which $M$ is $m$-regular.
(ii) With the common notation of ideal sheaf cohomology (we refer to [18,25]), a coherent sheaf $F$ on $\mathbb{P}_k^n$ is $m$-regular if $H^i(F(m-i)) = 0$ for all $i > 0$. The Castelnuovo-Mumford regularity (or regularity) $\text{reg}(F)$ of $F$ is the smallest integer $m$ for which $F$ is $m$-regular.

The saturation of a homogeneous ideal $I \subseteq S$ is $I^{\text{sat}} = \{ f \in S \mid \forall j = 0, \ldots, n, \exists r \in \mathbb{N} : x_j^r f \in I \}$ and the ideal $I$ is saturated if $I^{\text{sat}} = I$.

Let $X \subset \mathbb{P}_K^n$ be a closed subscheme of dimension $k$ and $I_X$ its homogeneous (saturated) defining ideal. Instead of $H_S/I_X$, $P_S/I_X$, $\rho_S/I_X$ we can write $H_X$, $P_X$, $\rho_X$. The $h$-vector of $X$ is the $h$-vector of $S/I_X$. If $P_X := \frac{d^X}{k!} + \ldots$, then $\deg(X) := d$ is the degree of $X$ and

$$\deg(X) = \sum_{t=0}^{\rho_X+k} \Delta^{k+1} H_X(t).$$

The regularity $\text{reg}(X)$ of $X$ is defined as the regularity $\text{reg}(I_X)$, since the regularity of a saturated homogeneous ideal $I$ equals the regularity of its sheafification.

3 Cohen-Macaulayness and positive $h$-vector for curves

With the same notation of Sect. 2, we say that the scheme $X \subset \mathbb{P}_K^n$ has Cohen-Macaulay postulation if there is an aCM closed subscheme $W \subset \mathbb{P}_K^n$ such that $H_W = H_X$. If $X$ is a closed subscheme with Cohen-Macaulay postulation and with odd dimension, then $\text{reg}(X) > \rho_X + 1$ [6, Proposition 2.4]. Now, we see that an analogous result holds more generally for odd-dimensional subschemes with a positive $h$-vector.

**Proposition 3.1** If $X \subset \mathbb{P}_K^n$ is a closed subscheme with odd dimension $k$ and positive $h$-vector, then $\text{reg}(X) > \rho_X + 1$.

**Proof** Let $(h_0, h_1, \ldots, h_s)$ be the $h$-vector of $X$. By Remark 2.3, we have $s = \rho_X + k$ and $h_t = \Delta^{k+1} H_X(t) > 0$, for every $0 \leq t \leq \rho_X + k$, because the $h$-vector is positive. Hence, again by Remark 2.3 and by formula (1), we have $\Delta^k P_X(\rho_X + k) = \deg(X) = \sum_{t=0}^{\rho_X+k} \Delta^{k+1} H_X(t) > \sum_{t=0}^{\rho_X+k-1} \Delta^{k+1} H_X(t) = \Delta^k H_X(\rho_X + k - 1)$.

Observe that $\Delta^{k-i} P_X(\rho_X + k - i) = \Delta^{k-i} H_X(\rho_X + k - i) \neq \Delta^{k-i} H_X(\rho_X + k - i - 1)$, for every $0 \leq i \leq k$. In particular, for $i = 1$ we obtain

$$\Delta^{k-1} P_X(\rho_X + k - 2) < \Delta^{k-1} H_X(\rho_X + k - 2)$$

and, repeating the same argument for every $1 \leq i \leq k$, we find $\Delta^{k-i} P_X(\rho_X + k - i) > \Delta^{k-i} H_X(\rho_X + k - i)$, if $i$ is even, and $\Delta^{k-i} P_X(\rho_X + k - i - 1) < \Delta^{k-i} H_X(\rho_X + k - i - 1)$, if $i$ is odd. Thus, if $i = k$ is odd, we obtain $H_X(\rho_X - 1) > P_X(\rho_X - 1)$ and we can apply [8, Proposition 2.5].

Let $C$ be a curve, i.e. a 1-dimensional closed subscheme of a projective space $\mathbb{P}_K^n$. By Proposition 3.1, if $C$ has Cohen-Macaulay postulation then $\text{reg}(C) > \rho_C + 1$. An
other interesting consequence of the positivity of the h-vector involves the arithmetic genus of a curve.

**Proposition 3.2** If \( C \subset \mathbb{P}_K^n \) is a curve with positive h-vector, then its arithmetic genus \( g \) is non-negative.

**Proof** If \((h_0, h_1, \ldots, h_e)\) is the h-vector of \( C \) and \( H_C \) is the Hilbert function of \( C \), then the first difference \( \Delta H_C = (h_0, h_0 + h_1, \ldots, \sum_{0 \leq i \leq s} h_i, \sum_{0 \leq i \leq s} h_i, \ldots) \) is strictly increasing until it becomes equal to \( \deg(C) = \sum_{0 \leq i \leq s} h_i \), because the h-vector is positive. Hence, by construction we get \( \deg(C)(s-1) + 1 \geq \sum_{0 \leq i \leq s-1} \Delta H_C(i) = H_C(s-1) = P_C(s-1) = \deg(C)(s-1) + 1 - g \), so \( g \geq 0 \).

We are already able to state our results for curves, giving a new version of [6, Theorem 4.2] and [6, Proposition 4.6].

**Theorem 3.3** Let \( ch(K) \neq 2 \) and \( C \subset \mathbb{P}_K^n \) be a lCM curve. If either \( n = 3 \) and \( \deg(Y) - \deg(C) \leq 5 \) or \( n \geq 4 \) and \( \deg(Y) - \deg(C) \leq 3 \), then \( C \) is aCM if and only if the h-vector of \( C \) is positive.

**Proof** It is enough to apply Proposition 3.1 and then either [6, Theorem 4.2] or [6, Proposition 4.6].

The \( K \)-algebra of Example 2.5 defines a space curve with positive but non-admissible h-vector. Anyway, that curve has embedded components, so it is not lCM because a lCM curve is also equidimensional. Now, we describe an example of lCM space curve that is non-aCM and has positive (but non-admissible) h-vector.

**Example 3.4** Let \( C \) be the rational curve given by the rational map \( \Phi : \mathbb{P}^1_K \rightarrow \mathbb{P}^3_K \) such that \( \Phi(u, v) := (u^5 + v^5, u^4v + uv^4, u^3v^2 + v^5, u^2v^3) \). The Hilbert function of \( C \) is \( H_C(i) : 1495s + 1 \). We apply to \( C \) three successive basic double links (we refer to [25] for the definition of a basic double link) of type \((1, 7), (1, 7)\) and \((1, 9)\), respectively, obtaining a curve \( \tilde{C} \) with non-admissible h-vector \((1, 2, 3, 4, 5, 5, 1, 2)\), by [25, Proposition 5.4.5(d)].

To construct the curve \( \tilde{C} \) of Example 3.4, we have used the notion of basic double link, for which we referred to [25]. In next section we will recall the notion of direct algebraic linkage that we will allows us to give an alternative proof of Theorem 3.3 in which the combinatorial nature of the h-vector is exploited (see Remark 4.6).

### 4 Liaison and hyperplane sections

In this section we recall some basic results on liaison theory and, especially, on algebraically linked schemes, referring mainly to [25, Chapter 5]. As in Sect. 2, let \( X \subset \mathbb{P}_K^n \) be a closed subscheme of dimension \( k \) and \( I_X \) its (saturated) defining ideal.

It is always possible to find positive integers \( \beta_1 \leq \cdots \leq \beta_{n-k} \) and a complete intersection \( Y \) of type \((\beta_1, \ldots, \beta_{n-k}) \) containing \( X \) (see Theorem 3.14 of Chapter VI of [21]). Recall that \( \text{reg}(Y) = \sum \beta_i - (n-k) + 1 \).

The h-vector of a complete intersection \( Y \subset \mathbb{P}_K^n \) of type \((\beta_1, \beta_2) \) and of dimension \( k = n-2 \) is:

\[
\begin{array}{c}
\beta_1 & \beta_2 \\
\beta_2 & \beta_3 \\
\vdots & \vdots \\
\beta_{n-k} & \beta_{n-k+1} \\
\end{array}
\]
\[ \Delta^{k+1} H_Y(t) : 1 \ 2 \ \ldots \ \beta_1 \ \ldots \ \beta_1 \ \beta_1 - 1 \ \ldots \ 2 \ 1 \ 0, \]  
\[ (2) \]

where \( \beta_1 \) appears \( \beta_2 - \beta_1 + 1 \) times, and \( \text{reg}(Y) = \beta_1 + \beta_2 - 1 \). A complete intersection \( Y \) is also an arithmetically Gorenstein scheme and an arithmetically Gorenstein scheme of codimension two is always a complete intersection.

If we suppose that \( X \) is also ICM and equidimensional, we can say that \( X \) and an other closed ICM equidimensional subscheme \( X' = \mathbb{P}^n \) are algebraically directly linked (linked, for short) by \( Y \) if \( I_{X'} = (I_Y : I_X) \).

A liaison is an equivalent relation generated by direct algebraic linkage (linkage, for short). Recall that the dimension is preserved under liaison and linkage is preserved by general hypersurface section \([25, \text{Proposition 5.2.17}]\).

**Theorem 4.1** \([9, \text{Theorem 3}]\) Let \( Y \) be a \( k \)-dimensional Gorenstein scheme containing properly a \( k \)-dimensional aCM scheme \( W \) defined by a saturated ideal \( I_W \). Let \( W' \) be the scheme linked to \( W \) by \( Y \). Let \( \alpha \) and \( \alpha' \) be the initial degrees of \( I_W / I_Y \) and of \( I_{W'}/I_Y \), respectively. Then,

(i) \( \text{reg}(W) + \alpha' = \text{reg}(W') + \alpha = \text{reg}(Y) \);

(ii) \( \Delta^{k+1} H_Y(t) = \Delta^{k+1} H_W(t) + \Delta^{k+1} H_{W'}(\text{reg}(Y) - 1 - t), \) for every \( 0 \leq t \leq \text{reg}(Y) - 1 \).

**Notation 4.2** If \( X \subset \mathbb{P}^n_K \) is a subscheme of dimension \( k > 0 \), we denote by \( X_{k-i} \) the subscheme obtained by applying \( i \) successive general hyperplane sections to \( X \), where \( 0 \leq i \leq k \). In particular, if \( k \geq 2 \), \( C := X_1 \) is the curve obtained by applying \( k - 1 \) successive general hyperplane sections to \( X \) and \( Z := X_0 \) is a general hyperplane section of \( C \). Moreover, when \( X \) is equidimensional and ICM, we denote by \( C' \) and \( Z' \), respectively, the curve and the \( 0 \)-dimensional scheme linked to \( C \) and \( Z \) by general hyperplane sections of a complete intersection \( Y \) containing properly \( X \).

**Remark 4.3** (a) If \( k > 0 \), \( h \in S_1 \) is a general linear form which is not a zero-divisor on \( S/I_X \) and \( J := (I_X, h) \), the saturated ideal \( J^{sat}/(h) \) of \( X_1 \) is the curve obtained by applying \( k \) successive general hyperplane sections to \( X \) and \( Z := X_0 \) is a general hyperplane section of \( C \). Moreover, when \( X \) is equidimensional and ICM, we denote by \( C' \) and \( Z' \), respectively, the curve and the \( 0 \)-dimensional scheme linked to \( C \) and \( Z \) by general hyperplane sections of a complete intersection \( Y \) containing properly \( X \).

(b) If \( X \) is aCM, then \( \Delta H_X(t) = H_{X_{k-1}}(t) \) for all \( t \). The converse is false in general, but true for curves. Anyway, an equidimensional and ICM closed subscheme \( X \) of dimension \( k \geq 2 \) is aCM if and only if its general hyperplane section is aCM ([20, \text{Proposition 2.1}] or [25, \text{Theorem 1.3.3}]).

(c) A curve \( C \) without Cohen-Macaulay postulation has a non-admissible \( h \)-vector \((h_0, h_1, \ldots, h_s)\), but the first sum \((h_0, h_0 + h_1, \ldots, \sum_i h_i, \ldots)\), which is equal to \( \Delta H_C \), has to be admissible by (a).

**Lemma 4.4** (i) If \( X \subset \mathbb{P}^n_K \) is a closed ICM equidimensional subscheme, then \( X_{k-i} \) is equidimensional and ICM, for every \( i \leq k \). If moreover \( X \) has codimension 2 and is non-degenerate, then \( X_{k-i} \) is non-degenerate, for every \( i \neq k \).
(ii) Let \( t_0 := \min\{t \in \mathbb{N} : H_X(t) < H_Y(t)\} \) and, for every \( 1 \leq i \leq k \), \( t_i := \min\{t \in \mathbb{N} : H_{X_{k-i}}(t) < \Delta^i H_Y(t)\}. \) Then

\[
t_0 \geq t_1 \geq \cdots \geq t_k = \min\{t \in \mathbb{N} : \Delta H_Z(t) < \Delta^{k+1} H_Y(t)\}. \tag{3}
\]

**Proof** (i) For \( i = k \), the first part of the statement is trivial because \( X_0 = Z \) is a 0-dimensional scheme, so it is aCM.

For \( i < k \), recall that a scheme \( X \) is equidimensional and ICM if and only if its deficiency modules \( \bigoplus_i H^j(I_X(t)), \ j > 0 \), have finite length. This property is preserved by general hyperplane section due to the sequence

\[
0 \rightarrow H^0(I_X(t-1)) \rightarrow H^0(I_X(t)) \rightarrow H^0(I_{X_{k-1}, H}(t)) \rightarrow
\]

\[
H^1(I_X(t-1)) \rightarrow H^1(I_X(t)) \rightarrow H^1(I_{X_{k-1}}(t)) \rightarrow \ldots . \tag{4}
\]

where \( H \) is a general hyperplane. Hence, \( X_{k-i} \) is equidimensional and ICM, for every \( i < k \).

Further, in codimension two, if \( X \) is non-degenerate also \( X_{k-i} \) is non-degenerate, for every \( i < k \) [6, Proposition 1.4].

(ii) By Remark 4.3(a), we have \( \Delta H_Y(t_0) > \Delta H_X(t_0) \geq H_{X_{k-1}}(t_0) \) and we deduce that \( t_1 \leq t_0 \); from \( \Delta^2 H_Y(t_1) > \Delta H_{X_{k-1}}(t_1) \geq H_{X_{k-2}}(t_1) \) we deduce that \( t_2 \leq t_1 \); and so on.

**Lemma 4.5** The arithmetic genus of \( C' \) is

\[
g' = D_t + \deg(C') \left( -t + \sum \beta_i - (c + 1) - 1 \right) + 1, \tag{5}
\]

where \( D_t = \Delta^{k-1} P_Y(t) - P_C(t) \), for every \( t \geq \max\{\rho_C, \reg(Y) - 2\} \).

**Proof** Denoting by \( \bar{g} \) and \( g \) the arithmetic genus respectively of \( Y \) and \( C \), we obtain

\[
\left( \prod_i \beta_i - \deg(C') \right) \cdot t + 1 - g = \prod_i \beta_i \cdot t + 1 - \bar{g} - D_t .
\]

By applying [25, Corollary 5.2.14], for which \( g - g' = \frac{1}{2} \left( \sum_{i=1}^n \beta_i - n - 1 \right) (\deg(C) - \deg(C')) \), and by the shape of the arithmetic genus of a complete intersection curve (see, for example, [25, page 36]), for which we have \( \bar{g} = \frac{1}{2} \sum_i \beta_i \left( \sum_{i=1}^n \beta_i - n - 1 \right) + 1 \), we obtain the thesis. \( \Box \)

**Remark 4.6** By analyzing the admissibility of the \( h \)-vector, we can prove the part of Theorem 3.3 for space curves also in the following geometric way, that is of course more complicated, but that highlights the combinatorial nature of the notion of \( h \)-vector.

We look for all the possible positive \( h \)-vectors of \( C \), taking into account the relations among the integers \( t_0 \) and \( t_1 \) of Lemma 4.4 and the fact that \( \Delta H_Z \) can differ from the \( h \)-vector of \( Y \) only in degrees \( \geq \reg(Y) - \deg(Z') \), by Theorem 4.1.

\( \Box \) Springer
Table 1  Possible positive $h$-vectors for a non-aCM curve $C$ with minimal arithmetic genus, when $\Delta H_{Z'}$: 111111

| $\beta_1$ | $t$ | $\text{reg}(Y) - 5$ | $\text{reg}(Y) - 4$ | $\text{reg}(Y) - 3$ | $\text{reg}(Y) - 2$ | $\text{reg}(Y) - 1$ |
|-----------|-----|--------------------|--------------------|--------------------|--------------------|--------------------|
| 2         | $\Delta^2 H_Y$ | 2                 | 2                  | 2                  | 2                  | 1                  |
|           | $\Delta^2 H_C$ | 2                 | 2                  | 1                  | 0                  | 0                  |
|           | $\Delta H_Z$   | 1                 | 1                  | 1                  | 1                  | 0                  |
| 3         | $\Delta^2 H_Y$ | 3                 | 3                  | 3                  | 2                  | 1                  |
|           | $\Delta^2 H_C$ | 3                 | 3                  | 1                  | 0                  | 0                  |
|           | $\Delta H_Z$   | 2                 | 2                  | 2                  | 1                  | 0                  |
| 4         | $\Delta^2 H_Y$ | 4                 | 4                  | 3                  | 2                  | 1                  |
|           | $\Delta^2 H_C$ | 4                 | 4                  | 1                  | 0                  | 0                  |
|           | $\Delta H_Z$   | 3                 | 3                  | 2                  | 1                  | 0                  |
| $\geq 5$  | $\Delta^2 H_Y$ | 5                 | 4                  | 3                  | 2                  | 1                  |
|           | $\Delta^2 H_C$ | 5                 | 4                  | 1                  | 0                  | 0                  |
|           | $\Delta^2 H_C$ | 4                 | 6                  | 0                  | 0                  | 0                  |
|           | $\Delta H_Z$   | 4                 | 3                  | 2                  | 1                  | 0                  |

If $Z'$ is not degenerate or is degenerate of degree at most 4, then all the possible positive $h$-vectors of $C$ are admissible and we get the thesis by [6, Theorem 4.2]. So, let $Z'$ be degenerate of degree 5, i.e. $\Delta H_{Z'}$: 1111110.

If $\text{ch}(K) = 0$ then $C'$ is a plane curve by [19, Theorem 2.1] and so $C$ is aCM. If $\text{ch}(K) = p > 0$, we find that the arithmetic genus $g'$ of $C'$ is always positive, in contradiction with [19, proof of Theorem 3.3], where Hartshorne studies non-degenerate space curves with degenerate general hyperplane section. Indeed, by looking at all the possible sequences that can be $h$-vectors of $C$ in this case, we obtain that $\rho_C \leq \text{reg}(Y) - 1$. So, by Lemma 4.5 applied with $t = \text{reg}(Y) - 1 = \beta_1 + \beta_2 - 2 \geq \rho_C$, we obtain $g' = D_{\text{reg}(Y) - 1} - 9$, where $D_{\text{reg}(Y) - 1}$ is the difference between the values assumed on $\text{reg}(Y) - 1$ by the Hilbert polynomials of $Y$ and of $C$, respectively. In Table 1 we collect all the sequences that give rise to Hilbert polynomials $P_C(t)$ for $C$ that assume the maximum possible value on $\text{reg}(Y) - 1$, with the consequence that the corresponding value of $D_{\text{reg}(Y) - 1} = 11$ is the minimum possible. Hence, we obtain $g' \geq 11 - 9 > 0$.

5 Cohen-Macaulayness and positive $h$-vector in codimension two

With the notation stated in Sect. 4, let $X \subset \mathbb{P}_K^n$ be a non-degenerate codimension two subscheme that is ICM and equidimensional. Thus, $k = n - 2$ is the dimension of $X$ and $C$ is a space curve. Recall that, for every $i \neq k$, $X_{k-i}$ is non-degenerate, equidimensional and ICM as $X$, by Lemma 4.4.

We will need the following characterization of a space extremal curve in terms of the $h$-vector. We refer to [4, 13] for the definition and geometric descriptions of a space extremal curve. For a large class of explicit examples of extremal space curves see [23] and the references therein.
Table 2  The case $\Delta H_Z(t) : 122$

| $t$ | $0$ | $\ldots$ | $\text{reg}(Y) - 3$ | $\text{reg}(Y) - 2$ | $\text{reg}(Y) - 1$ | $\text{reg}(Y)$ |
|-----|-----|-----------|-----------------|-----------------|-----------------|----------------|
| $\Delta^{k+1} H_Y$ | 1   | $\ldots$ | $a_{\text{reg}(Y) - 3}$ | 2               | 1               | 0              |
| $\Delta^{k+1} H_X$ | 1   | $\ldots$ | $a_{\text{reg}(Y) - 3} - 2$ | 0               | 0               | 0              |
| $\Delta^2 H_C$     | 1   | $\ldots$ | $a_{\text{reg}(Y) - 3} - 2$ | 0               | 0               | 0              |
| $\Delta H_Z$       | 1   | $\ldots$ | $a_{\text{reg}(Y) - 3} - 2$ | 0               | 0               | 0              |

**Proposition 5.1** Let $ch(K) = 0$ and $C \subset \mathbb{P}^3_K$ be a space curve of degree $d \geq 5$ with general hyperplane section $Z$. Then $C$ is an extremal curve if and only if $\Delta H_Z(t) : 121 \ldots 1$.

**Proof** It is enough to apply [13, Theorem 8], because $Z$ has character $(d - 1, 2)$ iff $\Delta H_Z(t) : 121 \ldots 1$, by the definition of character of a plane 0-dimensional scheme (see [14]). One can also use geometric arguments due to [28] (to find a plane curve $C_\pi$ of degree $d - 1$ contained in $C$) and then [4, Theorem 2.1]. □

In the following, we use Notation 4.2.

**Theorem 5.2** Assuming $ch(K) = 0$ and $n \geq 4$, let $X \subset \mathbb{P}^n_K$ be a lCM equidimensional codimension two subscheme contained in a complete intersection $Y$ with $\deg(Y) - \deg(X) \leq 5$. Then $X$ is aCM if and only if $X$ has positive $h$-vector.

**Proof** For the cases $\deg(Y) - \deg(X) \leq 4$ we refer to the proof of [6, Theorem 4.9], because in that proof only the positivity of the $h$-vector has been used.

For the case $\deg(Y) - \deg(X) = 5$, according to the notation of Sect. 1, by Remark 4.3(b) we have that $\Delta H_C(t) \geq H_Z(t)$ for every $t$ and the equality holds for every $t$ iff $C$ is aCM. In the hypothesis that the $h$-vector of $X$ is positive, we consider all possible $\Delta H_Z(t)$ such that $deg(Z') = 5$.

If $\Delta H_{Z'} : 11111$, then $Z'$ is degenerate with $deg(C') = deg(Z') = 5 \geq 3$; so, being $ch(K) = 0$, $C'$ is a plane curve [19, Theorem 2.1], then $C'$ is aCM, thus $C$ is.

If $\Delta H_{Z'}(t) : 122$, according to Table 2 we get $\Delta H_Z(t) = 0$, for every $t \geq \text{reg}(Y) - 2$, by Theorem 4.1. Then, recalling that $k = n - 2$ is the dimension of $X$, we obtain

$$
\sum_t \Delta^{k+1} H_X(t) = \deg(X) = \deg(Z) = \sum_{t \leq \text{reg}(Y) - 3} \Delta H_Z(t),
$$

by formula (1), and $t_i \geq t_k = \text{reg}(Y) - 3$, for every $0 \leq i < k$, by Lemma 4.4. In particular, we have

$$
\Delta^{k+1-i} H_{X_{k-i}}(t) = \Delta^{k+1} H_Y(t), \text{ for every } t < \text{reg}(Y) - 3 \text{ and } 0 \leq i \leq k,
$$

and $\Delta^{k+1} H_X(\text{reg}(Y) - 3) \geq \Delta H_Z(\text{reg}(Y) - 3)$. So, it follows $\Delta^{k+1} H_X(t) = \Delta H_Z(t)$, for every $t \geq \text{reg}(Y) - 3$, otherwise the $h$-vector of $X$ would have some
negative entries, for \( t > \text{reg}(Y) - 3 \). As a consequence, we have also \( \Delta^2 H_C(t) = \Delta H_Z(t) \), for every \( t \geq \text{reg}(Y) - 3 \), because \( t_{k-1} \geq t_k = \text{reg}(Y) - 3 \). Now, we can apply Remark 4.3(b).

If \( \Delta H_{Z'}(t) : 1 \ 2 \ 1 \ 1 \), then the curve \( C' \) is extremal by Proposition 5.1. Thus, \( C' \) is aCM or there is not a lCM surface with \( C' \) as general hyperplane section, by [3, Theorem 1.1 and Corollary 3.6].

By the same arguments applied in the proof of Theorem 5.2 we get the following result.

**Proposition 5.3** The conclusion of Theorem 5.2 holds also for every \( d' = \text{deg}(Y) - \text{deg}(X) \geq 6 \) when

1. \( Z' \) is degenerate; or
2. \( Z' \) has maximal rank, i.e. \( H_{Z'}(t) = \min \{ d', \left( \frac{d' + 2}{2} \right) \} \).

Moreover, in \( \mathbb{P}^n_K \), \( n \geq 4 \), there is not a lCM subscheme \( X' \) of codimension two with \( Z' \) as 0-dimensional hyperplane section such that \( \Delta H_{Z'}(t) : 1 \ 2 \ 1 \ldots \ 1 \).

**Remark 5.4** By Proposition 5.3, the condition \( \text{deg}(Y) - \text{deg}(X) \leq 5 \) does not characterize the equidimensional lCM schemes that are forced to be aCM by the positivity of their \( h \)-vector.

In [6, Remark 4.10], we gave an example of a non-aCM, but lCM equidimensional surface \( X \) in \( \mathbb{P}^4_K \) with Cohen-Macaulay postulation and \( \text{deg}(Y) - \text{deg}(X) = 10 \), by exploiting the technique of Davis to construct examples of non-aCM space curves \( C' \) of degree \( d' \geq 6 \) (see [10] and [6, Appendix]) linked to curves with Cohen-Macaulay postulation. More precisely, we applied an odd number of suitable linkages to the Veronese surface \( V \) in \( \mathbb{P}^4_K \) (e.g. [18, Cap. II, Ex. 7.7]) for which we know that \( h^1(\mathcal{I}_V(t)) = 0 \) if \( t \neq 1 \), \( h^1(\mathcal{I}_V(1)) = 1 \) and \( h^2(\mathcal{I}_V(t)) = 0 \) for every \( t \) [2, Example 3.7] (see also [27] for a study of the Veronese surface and its degenerations in an analogous topic). Starting from this example, now we exhibit a class of non-aCM surfaces in \( \mathbb{P}^4_K \) with Cohen-Macaulay postulation.

As recalled in [6, Appendix], by applying successive suitable linkages to the union of two skew lines in \( \mathbb{P}^3_K \), Davis constructs the following two types of space curves (where \( Z \) is the general hyperplane section):

1. curves \( D \subset \mathbb{P}^3_K \) of type \([a, r]\), with \( a > r > 0 \), such that

   \[ \alpha(I_Z) = \rho_Z - 1 = a; \quad \Delta H_Z(a) = a; \quad \Delta H_Z(a + 1) = r; \quad h^1(\mathcal{I}_D(a)) = 1; \]

2. curves \( D \subset \mathbb{P}^3_K \) of type \([a, r]\), with \( a > r > 1 \), such that

   \[ \alpha(I_Z) = \rho_Z - 1 = a; \quad \Delta H_Z(a) = r; \quad \Delta H_Z(a + 1) = 1; \quad h^1(\mathcal{I}_D(a)) = 1. \]

For every \( d' \geq 6 \), \( d' \neq 7, 8, 12 \), let \( e_{d'} := \max \{ t : \left( \frac{t}{2} \right) \leq d' \} \) and \( f_{d'} := d' - \left( \frac{e_{d'}}{2} \right) \).

A non-aCM curve \( C_{d'} \) with Cohen-Macaulay postulation and contained in a complete intersection \( Y \) with \( \text{deg}(Y) - \text{deg}(C_{d'}) = d' \) is obtained by applying a linkage with
complete intersection of type \((\beta_1, \beta_2) = (e_{d'} + 1, e_{d'} + 1)\) to a curve \(C'_{d'}\), chosen among the curves \(D\) of type \([a, r]\) or \([[a, r]]\) according to the table below:

| \(d'\) | \(e_{d'} - f_{d'}\) | \(C'_{d'}\) |
|---|---|---|
| 1 | \([e_{d'} - 1, f_{d'} - 1]\) | \([[d]'\) |
| 2 | \([e_{d'} - 1, 2]\) | \([[d]'\) |
| 3 | \([e_{d'} - 1, f_{d'}]\) | \([[d]'\) |
| \(\geq 4\) | \([e_{d'} - 2, f_{d'} + 1]\) | \([[d]'\)

For \(d' = 7, 8, 12\), the curves \(C_{d'}\) are constructed in a slightly different way.

**Proposition 5.5** There exists an ICM equidimensional surface \(X \subset \mathbb{P}_k^4\) contained in a complete intersection \(Y\), with \(\deg(Y) - \deg(X) = d'\), such that \(X\) is non-aCM, but has Cohen-Macaulay postulation, for every integer \(d' \in \{10, 14, 15, 19, 20, 21, 22\} \cup \left( \bigcup_{t \geq 8} \left( \left( \frac{t}{2} \right) - 3, \left( \frac{t}{2} \right) - 2, \left( \frac{t}{2} \right) - 1, \left( \frac{t}{2} \right), \left( \frac{t}{2} \right) + 1 \right) \right)\).

**Proof** It is crucial for our purpose that the general hyperplane section of the Veronese surface \(V\) of \(\mathbb{P}_k^4\) is a curve \(C\) that is linked to two skew lines by a linkage of type \((2, 3)\), as one can check by a computation and by [10, Lemma-Definition, page F8]. Indeed, many of the curves of types \([a, r]\) and \([[a, r]]\) are constructed from two skew lines by linkages, the first of which generates \(C\). Thanks to the fact that linkage preserves general hyperplane sections, by applying to \(V\) the same linkages, we obtain surfaces \(X'_{d'}\), whose general hyperplane sections are curves of type \([a, r]\) or \([[a, r]]\). With a further linkage of type \((\beta_1, \beta_2) = (e_{d'} + 1, e_{d'} + 1)\), we obtain a surface \(X\) whose general hyperplane section is the curve \(C_{d'}\) of Davis, which has Cohen-Macaulay postulation. Moreover, if the number of applied linkages is odd, by the Hartshorne-Schenzel Theorem we obtain that \(h^1(I_X(t)) = h^2(I_V(t)) = 0\), for every \(t\), so that \(\Delta H_X(t) = H_{C_{d'}}(t)\) [25, Remark 2.1.3] and also \(X\) has Cohen-Macaulay postulation, because \(X\) shares its \(h\)-vector with \(C_{d'}\).

First, we observe that the described strategy works in the cases considered in the following table: we apply successively linkages of the listed types to the surface of \(\mathbb{P}_k^4\) denoted by \(S\), obtaining the above surface \(X'_{d'}\) of degree \(d'\); after a further linkage, we get the surface \(X\) with Cohen-Macaulay postulation.

| \(d'\) | \(S\) | Linkages | Further linkage | \(h\)-Vector of \(X\) |
|---|---|---|---|---|
| 10 | \(V\) | \((3, 4), (3, 6)\) | \((6, 6)\) | \([1, 2, 3, 4, 5, 6, 5]\) |
| 14 | \(X'_{10}\) | \((4, 6), (4, 7)\) | \((6, 6)\) | \([1, 2, 3, 4, 5, 6, 1]\) |
| 15 | \(V\) | \((3, 3), (3, 4), (4, 5), (4, 7)\) | \((7, 7)\) | \([1, 2, 3, 4, 5, 6, 7, 6]\) |
| 19 | \(X'_{14}\) | \((5, 7), (5, 8)\) | \((7, 7)\) | \([1, 2, 3, 4, 5, 6, 7, 2]\) |
| 20 | \(X'_{15}\) | \((5, 7), (5, 8)\) | \((7, 7)\) | \([1, 2, 3, 4, 5, 6, 7, 1]\) |
| 21 | \(V\) | \((3, 3), (3, 4), (4, 4), (4, 5), (5, 6)(5, 8)\) | \((8, 8)\) | \([1, 2, 3, 4, 5, 6, 7, 8, 7]\) |
| 22 | \(V\) | \((3, 4), (4, 5), (5, 6), (5, 8)\) | \((8, 8)\) | \([1, 2, 3, 4, 5, 6, 7, 8, 6]\) |
In this construction there is a type of recursion useful to prove that our strategy works well also in the remaining cases. Indeed, for $d' \in \mathbb{U}_{t \geq 8}\left\{ \left(\frac{d}{2}\right) - 3, \left(\frac{d}{2}\right) - 2, \left(\frac{d}{2}\right) - 1 \right\}$, by the construction of [10] it is enough to apply successively two linkages of type $(t - 2, t)$ and $(t - 2, t + 1)$ to $X_{\tilde{d}}$, where $\tilde{d} = \left(\frac{d - 1}{2}\right) - 2, \left(\frac{d - 1}{2}\right) - 1, \left(\frac{d - 1}{2}\right)$, respectively. With a further linkage of type $(t, t)$ we obtain the desired surface $X$, after a total odd number of linkages applied to $V$.

For $d' = \left(\frac{d}{2}\right)$, we observe that the curve $C_{\tilde{d}'}$ is of type $[t - 2, 1]$ and is obtained from $C$ by linkages of type $(3, 3), (3, 4), \ldots, (t - 3, t - 3), (t - 3, t - 2), (t - 2, t - 1), (t - 2, t + 1)$. Starting from the Veronese surface $V$, with a further linkage of type $(t + 1, t + 1)$ we obtain the desired surface $X$.

For $d' = \left(\frac{d}{2}\right) + 1$, the curve $C_{\tilde{d}'}$ is of type $[t - 2, 2]$ and is obtained from $C$ by linkages of two types: first $(3, 3), (3, 4), \ldots, (t - 4, t - 3), (t - 3, t - 2), (t - 2, t - 1), (t - 2, t + 1)$. Starting from the Veronese surface $V$, with a further linkage of type $(t + 1, t + 1)$ we obtain the desired surface.

\[ \square \]

6 Cohen-Macaulayness and positive $h$-vector in codimension higher than two

With the same notation of the previous sections, $Y$ is a complete intersection of type $(\beta_1, \ldots, \beta_{n-k})$ containing properly $X$ and $\text{reg}(Y) = \sum \beta_i - c + 1$, where $c = n - k$ is the codimension of $X$ and $Y$.

In this section, we suppose $\text{ch}(K) = 0$ and use the notion of Borel ideal. Recall that a Borel ideal is an ideal fixed under the action of the Borel subgroup of upper-triangular invertible matrices, if $x_0 < x_1 < \cdots < x_n$, or under the action of the lower-triangular invertible matrices, if $x_0 > x_1 > \cdots > x_n$. Here, we consider the latter setting.

In generic coordinates, the initial ideal of an ideal $I$, with respect to a fixed term order $<$, is a constant Borel monomial ideal called the generic initial ideal of $I$. We denote by $\text{gin}(I)$ the generic initial ideal of a homogeneous ideal $I$ with respect to the degree reverse lexicographic term order and we set $\text{gin}(X) := \text{gin}(I(X))$ for any subscheme $X$. For a survey on this subject we refer to [17]. It is well-known that $\text{reg}(X) = \text{reg}(\text{gin}(X))$ ([1, Theorem 4.2] and that, if $Z$ is a general hyperplane section of $X$, then $\text{gin}(Z) = (\text{gin}(X), x_n)^{\text{sat}} / (x_n)$ [17, Proposition 2.9].

**Theorem 6.1** Let $X \subset \mathbb{P}^n_K$ $(n \geq 4)$ be a lcm equidimensional subscheme of codimension $c = n - k \geq 3$ contained in a complete intersection $Y$ with $\text{deg}(Y) - \text{deg}(X) \leq 3$. Then $X$ is aCM if and only if $X$ has positive $h$-vector.

**Proof** We will follow the same approach of the proof of Theorem 5.2 and use Notation 4.2.

If $\Delta H_Z$ is either 1 0 or 1 1 0 or 1 2 0, then $\Delta H_Z(t) = 0$ for every $t \geq \text{deg}(Y) - 1$ by Theorem 4.1, hence $\text{reg}(Y) - 2 \leq t_k$ by the definition of $t_k$ in Lemma 4.4. So, we have $\Delta H_Z(\text{deg}(Y) - 2) \leq \Delta^{k+1} H_X(\text{deg}(Y) - 2) \leq \Delta^{k+1} H_Y(\text{deg}(Y) - 2)$. In particular, $\Delta H_Z(\text{deg}(Y) - 2) = \Delta^{k+1} H_X(\text{deg}(Y) - 2)$, otherwise the $h$-vector of $X$ should be non-positive by the same argument on the degree already applied in the
proof of Theorem 5.2. As a consequence, we get \( \Delta H_Z(t) = \Delta H_C(t) \) for every \( t \) and the thesis follows by Remark 4.3(b).

It remains to analyze the case \( \Delta H_{Z'} : 1 \ 1 \ 1 \), in which \( \text{reg}(Y) - 3 \leq t_k \). Recall that the arithmetic genus of a lCM curve of degree 3 is \( \leq 1 \) and the equality holds if and only if the curve is planar (e.g. [19]).

Let \( c = 3 \) and \( X \) be non-aCM. Then, by Theorem 4.1 and by degree arguments, i.e. \( \sum_{t \geq 0} \Delta^{k+1} H_X(t) = \text{deg}(X) = \text{deg}(Y) - 3 \), we obtain the following situation:

| \( t \) | 0 | \ldots | \text{reg}(Y) - 3 | \text{reg}(Y) - 2 | \text{reg}(Y) - 1 | \text{reg}(Y) |
|-------|---|-------|-----------------|-----------------|-----------------|-----------------|
| \( \Delta^{k+1} H_Y \) | 1 | \ldots | \text{areg}(Y) - 3 | 3 | 1 | 0 |
| \( \Delta^{k+1} H_X \) | 1 | \ldots | \text{areg}(Y) - 3 | 1 | 0 | 0 |
| \( \Delta H_Z \) | 1 | \ldots | \text{areg}(Y) - 3 - 1 | 2 | 0 | 0 |

and \( \Delta^{k+1} H_X(t) = \Delta^{k+1} H_Y(t) = 0 \), for every \( t \geq \text{reg}(Y) = \sum \beta_i - c + 1 \). Applying Lemma 4.5 with \( t = \text{reg}(Y) - 2 = \sum \beta_i - c + 1 \) and computing \( D_t = \Delta^{k-1} P_Y(t) - P_C(t) = 2 \), we obtain \( g' = 0 \), hence \( P_C(t) = 3t + 1 \). Using the already cited applet BorelGenerator of P. Lella, \( gin(C') \) can be one of the following Borel ideals:

\[
J_1 = (x_0, x_1, x_2^4, x_2^3 x_3), \quad J_2 = (x_0, x_1^2, x_1 x_2, x_1 x_3, x_2^3), \quad J_3 = (x_0, x_1^2, x_1 x_2, x_2^3).
\]

Since \( Z' \) is a planar scheme, then \( gin(Z') \) is univocally determined by its \( h \)-vector; so, \( gin(Z') = (x_0, x_1, x_2^3) \) and by [17, Proposition 2.9] we exclude \( J_3 \). We exclude also \( J_1 \) because in this case \( g' = 1 \neq 0 \), as \( C' \) would be a plane curve of degree 3. Finally, we exclude \( J_2 \), because in that case \( C' \) should be a non-degenerate space curve of degree 3, meanwhile \( Z' \) is degenerate in \( \mathbb{P}^2_K \), contrary to [19, Theorem 2.1]. Hence, we obtain the thesis for \( c = 3 \).

Let \( c \geq 4 \) and \( X \) be non-aCM. Then, we obtain several possible situations. The first one generalizes the case \( c = 3 \) and is

| \( t \) | 0 | \ldots | \text{reg}(Y) - 3 | \text{reg}(Y) - 2 | \text{reg}(Y) - 1 | \text{reg}(Y) |
|-------|---|-------|-----------------|-----------------|-----------------|-----------------|
| \( \Delta^{k+1} H_Y \) | 1 | \ldots | \text{areg}(Y) - 3 | \( c \) | 1 | 0 |
| \( \Delta^{k+1} H_X \) | 1 | \ldots | \text{areg}(Y) - 3 | \( c - 2 \) | 0 | 0 |
| \( \Delta H_Z \) | 1 | \ldots | \text{areg}(Y) - 3 - 1 | \( c - 1 \) | 0 | 0 |

the second one is

| \( t \) | 0 | \ldots | \text{reg}(Y) - 3 | \text{reg}(Y) - 2 | \text{reg}(Y) - 1 | \text{reg}(Y) |
|-------|---|-------|-----------------|-----------------|-----------------|-----------------|
| \( \Delta^{k+1} H_Y \) | 1 | \ldots | \text{areg}(Y) - 3 | \( c \) | 1 | 0 |
| \( \Delta^{k+1} H_X \) | 1 | \ldots | \text{areg}(Y) - 3 | \( c - 3 \) | 1 | 0 |
| \( \Delta H_Z \) | 1 | \ldots | \text{areg}(Y) - 3 - 1 | \( c - 1 \) | 0 | 0 |
where $\Delta^{k+1} H_X(t) = \Delta^{k+1} H_Y(t) = 0$, for every $t \geq \text{reg}(Y) = \sum b_i - c + 1$; only for $c > 4$, there are other possible cases, in which we have always $\Delta^{k+1} H_X(\text{reg}(Y) - 2) < c - 3$.

In the first case, as for $c = 3$, we obtain $g' = 0$; in the second case, we apply Lemma 4.5 for $t = \text{reg}(Y) - 2$, computing $D_t = \Delta^{k-1} P_Y(t) - P_C(t) = 3$ and obtaining $g' = 1$. So, we have either $P_{C'}(t) = 3t + 1$ or $P_{C'}(t) = 3t$.

In the first case, as for $c = 3$, we obtain for $C'$ the possible generic initial ideals $J'_1 = (x_0, \ldots, x_{n-3}, x^4_{n-2}x_{n-1}, x^3_{n-2}), J'_2 = (x_0, \ldots, x_{n-4}, x^2_{n-3}, x_{n-3}x_{n-2}, x_{n-3}x_{n-1}, x^3_{n-2})$ and $J'_3 = (x_0, \ldots, x_{n-4}, x^2_{n-3}, x_{n-3}x_{n-2}, x^2_{n-2})$, that we exclude with the same arguments as before. In the second case, we get $\text{gin}(C') = (x_0, \ldots, x_{n-3}, x^2_{n-2})$ and $C'$ would be aCM. In the other cases, applying Lemma 4.5 with $t = \rho_C \geq \text{reg}(Y) - 2$, we obtain $g' > 1$, that is absurd.

**Example 6.2** Just to give an example of the situations that can occur for $c > 4$ in the proof of Theorem 6.1, we consider the following case

| $t$ | $\text{reg}(Y) - 3$ | $\text{reg}(Y) - 2$ | $\text{reg}(Y) - 1$ | $\text{reg}(Y)$ |
|-----|----------------------|----------------------|----------------------|------------------|
| $\Delta^{k+1} H_Y$ | 1 | $a_{\text{reg}(Y) - 3}$ | $c$ | 1 |
| $\Delta^{k+1} H_X$ | 1 | $a_{\text{reg}(Y) - 3}$ | $c - 4$ | 1 |
| $\Delta H_Z$ | 1 | $a_{\text{reg}(Y) - 3} - 1$ | $c - 1$ | 0 |

For $t = \text{reg}(Y) - 1$, we obtain $D_t = \Delta^{k-1} P_Y(t) - P_C(t) = 8$ and $g' = 3$.

**Proposition 6.3** The statement of Theorem 6.1 holds also with $\text{deg}(Y) - \text{deg}(X) \geq 4$ if $H_{Z'}(t) = \min \{d', \left(\frac{t+c}{c}\right)\}$, i.e. $Z'$ has maximal rank in $\mathbb{P}_K^r$.
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