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ABSTRACT. In this paper we investigate the properties of the free Sheffer systems, which are certain families of martingale polynomials with respect to the free Lévy processes. First, we classify such families that consist of orthogonal polynomials; these are the free analogs of the Meixner systems. Next, we show that the fluctuations around free convolution semigroups have as principal directions the polynomials whose derivatives are martingale polynomials. Finally, we indicate how Rota’s finite operator calculus can be modified for the free context.

1. INTRODUCTION

Hermite polynomials $H_n(x, t) = (-1)^n t^n e^{x^2/2t} \frac{\partial^n}{\partial x^n} e^{-x^2/2t}$ are related to the Gaussian convolution semigroup $\mu_t(dx) = \frac{1}{\sqrt{2\pi t}} e^{-x^2/2t} dx$ in two ways. First, for every fixed $t$, the polynomials $\{H_n(x, t)\}_{n=0}^\infty$ are the monic orthogonal polynomials with respect to $\mu_t$. Second, they are martingale polynomials for the corresponding Lévy process, namely the Brownian motion. This means that if $\{B(t)\}$ is a Brownian motion, for each $n$ the process $H_n(B(t), t)$ is a martingale with respect to the standard filtration of $\{B(t)\}$. This easily follows from the fact that the exponential generating function of these polynomials $\sum_{n=0}^\infty \frac{1}{n!} H_n(x, t) z^n$ is precisely $e^{xz - tz^2/2}$, the exponential martingale for the Brownian motion. This result goes back at least to [McK69].

Polynomials whose exponential generating function has a general form of this type $f(z) e^{u(z)x}$ are called Sheffer systems. These systems, especially a particular sub-class of them called the Appell systems, have been investigated in depth (see, for example, [Lai74] and their references, as well as the references of our Section 5). If in addition the polynomials are orthogonal, they are called Meixner systems. There is a complete classification of these systems due to Meixner, described in detail in [Sch00, Chapter 4]. See also [FS93, Chapter 5] for the description of the same objects from a somewhat different point of view. Up to various re-scalings, Meixner systems form a one-parameter family consisting of the Meixner / Laguerre / Meixner-Pollaczek polynomials, with the Hermite and Charlier polynomials obtained as limiting cases.

The first part of this paper is concerned with the investigation of the corresponding objects in free probability. This is a non-commutative probability theory, in which the usual independence is replaced by a different notion of free independence, and the usual convolution is replaced by the notion of (additive) free convolution. Over the last twenty years, this theory has exhibited depth which may someday rival that of the classical probability theory. It also exhibits surprising analogy with the usual probability theory; the structure underlying this analogy still remains largely a mystery. The results of this paper provide further examples of this analogy. Namely, we define the free Sheffer systems to be the systems of polynomials which are martingales for processes with freely independent increments; see the precise definitions in the next section. Then the free Meixner systems are the free Sheffer systems consisting of orthogonal polynomials. It was known that the
Chebyshev polynomials of the 2nd kind are martingale polynomials for the free Brownian motion \cite{Bia97}, and it follows from the results of \cite{Ans00} that the corresponding statement holds for the free Charlier polynomials and the free Poisson process. We show here that up to re-scaling, the free Meixner systems also form a one-parameter family, with the aforementioned free analogs of the Hermite and the Charlier systems arising as limits. The free Meixner polynomials are much simpler than the classical ones: their recursion relations have almost constant coefficients. Nevertheless, the analogy with the classical case is exact. This is especially surprising since the free Meixner systems do not correspond to the classical ones in the canonical bijection between the classical and the free infinitely divisible distributions; see Section 3.1.

The second part of this paper was motivated by the article \cite{CD99}. There, using free stochastic calculus, Cabanal-Duvillard re-proved the result of Johannson \cite{Joh98} that the principal directions for the fluctuations around the semicircular limit for large Gaussian random matrices are given by the Chebyshev polynomials of the first kind; he also re-proved the corresponding result for the Wishart matrices, and extended both results to pairs of random matrices. The method of proof involves precisely the kind of martingale and orthogonality properties we are considering here. Instead of the random matrix context, in this paper we consider a semigroup of operators of convolution with a family of freely infinitely divisible distributions. These operators are non-linear, and we consider their differentials. We show that the principal directions for these differentials are given by polynomials whose derivatives are martingale polynomials.

In the third part of the paper, we begin the investigation of the free Sheffer systems using the finite operator calculus machinery of Rota. The original finite operator calculus describes precisely the classical Sheffer systems. Multiple generalizations of that calculus have been considered; in particular, free binomial sequences fit into one of such generalizations. Interestingly, however, the free Sheffer sequences can also be considered in the context of a different kind of finite operator calculus, which apparently has not been investigated before.

\textbf{Acknowledgments.} I would like to thank Franz Lehner, Jim Pitman, Thierry Cabanal-Duvillard, and Dan Voiculescu for useful conversations.

2. Preliminaries

2.1. Formal power series. Let \( \mathbb{C}[x] \) be the algebra of complex polynomials in an indeterminate \( x \). We will frequently abuse notation by denoting, for example, by \( x^n \) the function \( x \mapsto x^n \). Denote by \( C^1(\mathbb{R}_+) \) the space of complex-valued differentiable functions, and by \( C^1(\mathbb{R}_+)[x] \) the space of polynomials in \( x \) with coefficients that are differentiable functions of \( t \in \mathbb{R}_+ \). We will consider formal power series \( H(t, z) = \sum_{k=0}^{\infty} a_k(t) z^{-k} \) in \( z^{-1} \) and formal Laurent series \( H(t, z) = \sum_{k=-\infty}^{\infty} a_k(t) z^k \) in \( z \). More generally, we will consider formal power series \( H(x, t, z) = \sum_{k=0}^{\infty} P_n(x, t) z^n \) in \( z \), where \( P_n(x, t) \) is a polynomial in \( x \) of degree \( n \) with \( t \)-dependent coefficients. For a formal power series \( H(z), \frac{1}{H(z)} \) will always denote its inverse under multiplication; this is well-defined iff \( H(0) \neq 0 \). \( H^{-1}(z) \) will always denote its inverse under composition; this is well-defined iff \( H(0) = 0, H'(0) \neq 0 \). Denote by \( \mathcal{P}_{0,1} \), the space of all formal power series \( u \) in \( z \) with coefficients in \( \mathbb{C} \) such that \( u(0) = 0, u'(0) = 1 \).

For a linear functional \( \nu \) on \( \mathbb{C}[x] \), denote \( \langle \nu, p \rangle \) the value of \( \nu \) on \( p \in \mathbb{C}[x] \). Denote \( m_n(\nu) = \langle \nu, x^n \rangle \), the \( n \)-th moment of \( \nu \). Clearly the functional \( \nu \) can be identified with its moment sequence \( \{ m_n(\nu) \}_{n=0}^{\infty} \). Denote by \( \mathcal{M} \) the space of all linear functionals on \( \mathbb{C}[x] \), by \( \mathcal{M}_1 \) the subset \( \{ \nu \in \mathcal{M} | \langle \nu, 1 \rangle = 1 \} \) of unital functionals, and by \( \mathcal{M}_0 = \{ \nu \in \mathcal{M} | \langle \nu, 1 \rangle = 0 \} \) the orthogonal complement to the constants.
2.2. Difference quotient. Define the canonical derivation \( \partial : \mathbb{C}[x] \to \mathbb{C}[x] \otimes \mathbb{C}[x] \) by the requirement that \( \partial(1) = 0, \partial(x) = 1 \otimes 1 \). If we identify \( \mathbb{C}[x] \otimes \mathbb{C}[x] \) with \( \mathbb{C}[x, y] \), then \( \partial f(x, y) = \frac{f(x) - f(y)}{x - y} \), the difference quotient. Moreover, define the maps \( \partial^k : \mathbb{C}[x] \to \mathbb{C}[x]^{\otimes (k+1)} \) by \( \partial^k = k(1 \otimes \cdots \otimes 1 \otimes \partial)\partial^{k-1} \). More explicitly, on monomials their action is

\[
\partial^k x^n = k! \sum_{i(0),i(1),\ldots,i(k) \geq 0} x^{i(0)} \otimes x^{i(1)} \otimes \cdots \otimes x^{i(k)}.
\]

Note that if \( m \) is the multiplication map \( \mathbb{C}[x] \otimes \mathbb{C}[x] \to \mathbb{C}[x] \), then \( m \circ \partial = \partial_x \).

For a formal power series \( H(x, t, z) \), by \( \partial_t, \partial_x, \partial, \) or \( \nu \) applied to it we mean the formal power series in \( z \) obtained by the term-wise application of these operations. In particular, for \( z \in \mathbb{C} \setminus \mathbb{R} \), \( x \in \mathbb{R} \), denote by \( \mathcal{R}_z \) the resolvent function \( x \mapsto \frac{1}{z-x} = \sum_{n=0}^{\infty} x^n z^{-(n+1)} \). It has the property that \( \partial \mathcal{R}_z = \mathcal{R}_z \otimes \mathcal{R}_z \), and more generally \( \partial^k \mathcal{R}_z = k! \mathcal{R}_z^{\otimes (k+1)} \).

2.3. Free convolution machinery. For the background in free probability, the reader should consult the main references [VDN92, Vo005]; whenever we don’t give specific references one of these can be used. See also [Spe97] for a survey of the combinatorial approach to free probability.

Let \( \nu \in \mathcal{M} \). Define the Cauchy transform of \( \nu \) to be the formal power series in \( 1/z \), \( G_{\nu}(z) = \langle \nu, \mathcal{R}_z \rangle = \sum_{n=0}^{\infty} m_n(\nu) z^{-(n+1)} \). If \( \nu \in \mathcal{M}_1 \), \( m_0(\nu) = 1 \). Therefore for such \( \nu \), the Cauchy transform series has an inverse under composition of the form \( K_{\nu}(z) = \frac{1}{z} + \sum_{n=1}^{\infty} r_n(\nu) z^n \), where \( \{r_n(\nu)\} \) are the free cumulants of \( \nu \). Finally, denote \( R_{\nu}(z) = K_{\nu}(z) - \frac{1}{z} \) the \( R \)-transform of \( \nu \), which is a power series in \( z \). The main property of the \( R \)-transform is that \( R_{\mu \boxplus \nu} = R_\mu + R_\nu \), where \( \boxplus \) is the operation of additive free convolution, which in this paper will be called simply free convolution. This is a certain commutative, associative, non-linear binary operation on probability measures, which can be extended to an operation on \( \mathcal{M}_1 \). The above property of the \( R \)-transform can be taken as the definition of \( \boxplus \). See the references for its relation to free independence, and also to the lattice of noncrossing partitions.

Let \( \mu \) be a probability measure all of whose moments are finite. Then to it naturally corresponds an element of \( \mathcal{M}_1 \), although this correspondence is neither injective nor surjective. In particular, the above notions apply to it. In fact, in this case \( G_\mu(z) = \int_{\mathbb{R}} \frac{1}{z-x} d\mu(x) \) is an analytic function on \( \mathbb{C} \setminus \mathbb{R} \), and \( K_\mu, R_\mu \) are analytic functions on a Stolz angle in \( \mathbb{C}_+ \). In this case \( \mu \) can be recovered from its Cauchy transform \( G_\mu \) by taking a weak limit:

\[
\mu(dx) = -\frac{1}{\pi} \lim_{\varepsilon \to 0^+} \Im G_\mu(x+i\varepsilon) dx.
\]

From now on we assume that \( \mu \) is an infinitely divisible distribution. This means that there exists a free convolution semigroup \( \{\mu_t\}_{t \in [0,\infty)} \) of probability measures, characterized by the properties that \( \mu_0 = \delta_0, \mu_t \boxplus \mu_s = \mu_{t+s}, \mu_1 = \mu, R_{\mu_t} = t R_\mu \). Throughout the paper \( G_{\mu_t}, K_{\mu_t}, R_{\mu_t} \) will be denoted by, respectively, \( G_t, K_t, R_t \). Denote \( F_{s,t} = K_s \circ G_t \). It satisfies \( F_{s,t}(0) = 0, F_{s,t}'(0) = 1 \). Let \( \nu \in \mathcal{M}_1, \nu_t = \nu \boxplus \mu_t, \) and \( G(t, z) = G_{\nu_t}(z) \). Then these formal power series satisfy a quasi-linear differential equation

\[
\partial_t G(t, z) + R_\mu(G(t, z)) \partial_z G(t, z) = 0.
\]

Throughout the paper, it should be clear from the context (whether the objects treated are measures or functionals) whether we are considering analytic functions or only formal power series.
2.4. Noncommutative stochastic processes. Let $(\mathcal{A}, E)$ be a noncommutative probability space. That is, $\mathcal{A}$ is a finite von Neumann algebra, $E$ is a faithful normal tracial state on $\mathcal{A}$, and $\tilde{\mathcal{A}}$ is the algebra of unbounded operators affiliated to $\mathcal{A}$. Let $\{X(t)\}_{t \in [0, \infty)}$ be a free Lévy process on $\mathcal{A}$ with distribution $\{\mu_t\}$. That is, for all $t$, $X(t)$ is a self-adjoint operator in $\tilde{\mathcal{A}}$, $X(0) = 0$, the distribution of $X(t)$ with respect to $E$ is $\mu_t$, and for any $0 < t_1 < t_2 < \ldots < t_n$, the family $\{X_{t_1}, X_{t_2} - X_{t_1}, \ldots, X_{t_n} - X_{t_{n-1}}\}$ is a freely independent family. Let $\{\mathcal{A}_t\}$ be the natural filtration of $\mathcal{A}$ induced by the process $\{X(t)\}$, and let $E_t : \mathcal{A} \to \mathcal{A}_t$ be the trace-preserving conditional expectations. They are characterized by the property that for $X \in \mathcal{A}, Y \in \mathcal{A}_t, E[XY] = E[E_t[X]Y]$.

It was proven in [Bia98] that the process $\{X(t)\}$ is a Markov process with respect to the natural filtration $\{\mathcal{A}_t\}$. More specifically, for any bounded Borel function $f$,

$$E_s[f(X(t))] = (\mathcal{K}_{s,t}(f))(X(s)).$$

Here $\{\mathcal{K}_{s,t}\}_{0 \leq s \leq t}$ is a family of Feller integral operators, characterized by the property that

$$\mathcal{K}_{s,t}(R_z) = R_{F_{s,t}(z)}$$

for any $z \in \mathbb{C} \setminus \mathbb{R}$. Since under our assumptions, $F_{s,t}$ has a formal power series expansion, it follows that the operators $\mathcal{K}_{s,t}$ can be extended to operators on $\mathbb{C}[x]$.

2.5. Martingale polynomials. Let a function $p(x, t), \mathbb{R} \times \mathbb{R}_+ \to \mathbb{C}$ be, for each $t$, bounded and measurable in $x$. We will call it a martingale function for $\{\mu_t\}$ if for all $s < t$, $\mathcal{K}_{s,t}(p(\cdot, t)) = p(\cdot, s)$. Then using the above characterization, $p$ is a martingale function if and only if the process $t \mapsto p(X(t), t)$ is a martingale, i.e. an $\{\mathcal{A}_t\}$-measurable process such that for $s < t$, $E_s[p(X(t), t)] = p(X(s), s)$. In particular, for any $z \in \mathbb{C} \setminus \mathbb{R}$, the function $\frac{1}{z(K_t(z)-x)}$ is a martingale function. These are the analogs of the exponential martingales for the usual Lévy processes. More generally, let $\Omega$ be a domain in $\mathbb{C} \setminus \mathbb{R}$, and $u, v$ be functions on it such that $0 \not\in u(\Omega)$, $\forall t \in \mathbb{R}_+, K_t(v(\Omega)) \subset \mathbb{C} \setminus \mathbb{R}$. Then for $z \in \Omega$, the process

$$t \mapsto \frac{1}{u(z)(K_t(v(z)) - X(t))}$$

is also a martingale. If $p(x, t)$ is a polynomial in $x$ such that for all $s < t$, $\mathcal{K}_{s,t}(p(\cdot, t)) = p(\cdot, s)$, we call it a martingale polynomial for the semigroup $\{\mu_t\}$.

Since all of the moments of $\mu$, and hence of all $\mu_t$, are finite, the function $K_t$ has a power series expansion

$$K_t(z) = \frac{1}{z} + t \sum_{n=1}^{\infty} r_n z^{n-1},$$

where $\{r_n\}$ are the free cumulants of $\mu$. Suppose the functions $u$ and $v$ have formal power series expansions so that $u, v \in \mathcal{P}_{0,1}$. Then we can define the polynomials $\{Q_n(x, t)\}_{n=0}^{\infty}$ by their generating function

$$\frac{1}{u(z)(K_t(v(z)) - x)} = H(x, t, z) = \sum_{n=0}^{\infty} Q_n(x, t) z^n.$$

Note that $Q_n(x, t)$ has degree $n$ as a polynomial in $x$, and its highest coefficient is equal to 1, independently of $t$. Moreover, it is also a polynomial of degree $n$ in $t$. Since there is an open set $\Omega$ such that for $z \in \Omega$, $H(x, t, z)$ is well-defined and so its power series expansion converges, it follows from (3) that for all $n$, the process $t \mapsto Q_n(X(t), t)$ is also a martingale. We will call any
such family of martingale polynomials a generalized free Sheffer system for \( \{ \mu_t \} \). If \( u = v \), we will call it a free Sheffer system. Finally, if \( u(z) = v(z) = z \), we will call it a standard Sheffer system for \( \{ \mu_t \} \); the term free Appell system would also be appropriate.

**Lemma 1.** Any martingale polynomial for \( \{ \mu_t \} \) is a linear combination of the elements of the standard Sheffer system for it.

*Proof.* Any martingale polynomial has a constant highest term coefficient (since \( \mathbb{E}_s[X(t)^n] = \mathbb{E}_s[(X(s) + (X(t) - X(s)))^n] = X(s)^n + \text{lower order terms} \)). So any martingale polynomial of degree \( n \) is a linear combination of the element of the standard Sheffer system of degree \( n \) and a martingale polynomial of degree at most \( (n - 1) \). The result follows by induction. \( \Box \)

2.6. **Orthogonal polynomials.** Since \( \mu \) has moments of all orders, we can define \( \{ P_n(x, t) \}_{n=0}^{\infty} \) to be the family of monic polynomials orthogonal with respect to \( \{ \mu_t \} \) (by which we mean that for each \( t \in \mathbb{R}_+ \), \( \{ P_n(\cdot, t) \} \) are orthogonal with respect to \( \mu_t \)). They will satisfy \( P_0(x, t) = 1 \) and a 3-term recursion relation

\[
P_{n+1}(x, t) = (x - \alpha_{n+1}(t))P_n(x, t) - \beta_n(t)P_{n-1}(x, t)
\]

for \( n \geq 0 \), with the convention that \( P_{-1} = 0 \), and all \( \beta_n(t) \geq 0 \). We will denote \( \gamma_n = \langle \mu_t, P_n^2(\cdot, t) \rangle = \prod_{j=1}^n \beta_j \).

In general the polynomials \( \{ P_n(x, t) \} \) will not be martingale polynomials.

**Definition 2.** A family of polynomials \( \{ P_n(x, t) \} \) orthogonal with respect to a free convolution semigroup \( \{ \mu_t \} \) that is also a generalized free Sheffer system for that semigroup is a free Meixner system.

2.7. **Semicircular distributions.** The semicircular distribution with mean \( \alpha \) and variance \( \beta \) is

\[
\sigma_{\alpha, \beta}(dx) = \frac{1}{2\pi \beta} \sqrt{4\beta - (x-\alpha)^2} 1_{[\alpha-2\sqrt{\beta}, \alpha+2\sqrt{\beta}]}(x) dx.
\]

Denote \( \sigma_t = \sigma_{0,t} \). Then \( \{ \sigma_t \} \) is a free convolution semigroup. See the main references and also the beginning of Section 4 for its importance. Also, the arcsine distribution with mean \( \alpha \) and variance \( 2/\beta \) is

\[
\sigma'_{\alpha, \beta}(dx) = \frac{1}{\pi} \frac{1}{\sqrt{4\beta - (x-\alpha)^2}} 1_{[\alpha-2\sqrt{\beta}, \alpha+2\sqrt{\beta}]}(x) dx.
\]

The monic Chebyshev polynomials of the second kind \( \{ U_n(x, t) \} \) are the orthogonal polynomials with respect to \( \{ \sigma_t \} \); they are defined by \( U_n(x, t) = t^{n/2}U_n(x/\sqrt{t}), U_n(2\cos \theta) = \frac{\sin(n+1)\theta}{\sin \theta} \). The Chebyshev polynomials of the first kind are the orthogonal polynomials with respect to \( \{ \sigma'_{0,t} \} \); they are defined by \( T_n(x, t) = t^{n/2}T_n(x/\sqrt{t}), T_n(2\cos \theta) = \cos n\theta \). Both families satisfy the recursion relations \( P_{n+1}(x) = xP_n(x) - P_{n-1}(x) \), with initial conditions \( U_0(x) = 1, U_1(x) = x, T_0(x) = 1, T_1(x) = \frac{1}{2}x \). They are related by \( \partial_x T_n(x, t) = \frac{n}{2} U_{n-1}(x, t) \).

3. **Free Meixner systems**

**Lemma 3.** Let \( \nu \) be a probability measure all of whose moments are finite. Let \( \{ P_n \}_{n=0}^{\infty} \) be the family of monic polynomials orthogonal with respect to \( \nu \), satisfying

\[
P_{n+1}(x) = (x - \alpha_{n+1})P_n(x) - \beta_n P_{n-1}(x)
\]

for \( n \geq 0 \), with all \( \beta_n \geq 0 \).
a. The generating function \( H(x, z) = \sum_{n=0}^{\infty} P_n(x)z^n \) has the form
\[
H(x, z) = \frac{1}{u(z)(f(z) - x)}
\]
for \( u, uf \) having formal power series expansions with \( u \in \mathcal{P}_{0,1}, (uf)(0) = 1 \) if and only if for some \( \alpha, \alpha', \beta, \beta' \) with \( \beta - \beta' \geq 0 \), \( \alpha_n = \alpha - \delta_n \alpha', \beta_n = \beta - \delta_n \beta' \).

b. In this case \( f = K_\nu \circ u \).

c. Let
\[
Q_n(x) = U_n(x - \alpha, \beta).
\]

Then under the conditions of (4),
\[
P_0(x) = Q_0(x),
\]
\[
P_1(x) = Q_1(x) + \alpha'Q_0(x),
\]
\[
P_n(x) = Q_n(x) + \alpha'Q_{n-1}(x) + \beta'Q_{n-2}(x)
\]
for \( n > 1 \).

Note that the polynomials \( \{Q_n\} \) above are orthogonal with respect to the semicircular distribution \( \sigma_{\alpha,\beta} \) of mean \( \alpha \) and variance \( \beta \).

**Proof.** First suppose that \( H \) is of the above form. The polynomials \( \{P_n\} \) form a basis of \( \mathbb{C}[x] \), so we may define the lowering operator \( A \) on \( \mathbb{C}[x] \) by \( AP_n = P_{n-1} \) for \( n \geq 0 \), and extend linearly. Then
\[
A(H)(x, z) = \sum_{n=0}^{\infty} (AP_n)(x)z^n = \sum_{n=0}^{\infty} P_{n-1}(x)z^n = zH(x, z).
\]
On the other hand,
\[
xH(x, z) = f(z)H(x, z) - \frac{1}{u(z)}.
\]
Therefore \( A(xH)(x, z) = zf(z)H(x, z) = xzH(x, z) + \frac{x}{u(z)} = \sum_{n=0}^{\infty} c_n z^n \). Thus finally, \( A(xP_n)(x) = xP_{n-1}(x) + c_n \). Now apply the operator \( A \) to the recursion relation. We obtain
\[
P_n(x) = (x - \alpha_{n+1})P_{n-1}(x) - \beta_n P_{n-2}(x) + c_n
\]
for \( n \geq 1 \). Subtracting from it the recursion relation for \( n - 1 \), we obtain
\[
(\alpha_n - \alpha_{n+1})P_{n-1}(x) + (\beta_{n-1} - \beta_n) P_{n-2}(x) + c_n = 0
\]
for \( n \geq 1 \). The polynomials \( \{P_n\} \) are linearly independent for different \( n \). We conclude that \( \alpha_1 - \alpha_2 + c_1 = 0, \alpha_n - \alpha_{n+1} = 0 \) for \( n > 1, \beta_1 - \beta_2 + c_2 = 0, \beta_{n-1} - \beta_n = 0 \) for \( n > 2 \). Therefore the recursion relations in fact have the form
\[
P_0(x) = 1,
\]
\[
P_1(x) = x - (\alpha - \alpha'),
\]
\[
P_2(x) = (x - \alpha)P_1(x) - (\beta - \beta')P_0(x),
\]
\[
P_n(x) = (x - \alpha)P_{n-1}(x) - \beta P_{n-1}(x)
\]
for \( n \geq 2 \), for some \( \alpha, \alpha', \beta, \beta' \) with \( \beta \geq 0, \beta - \beta' \geq 0 \).
Conversely, for polynomials with such recursion relations,
\[ H(x, z) = \frac{1 + \alpha' z + \beta' z^2}{1 + \alpha z + \beta z^2 - xz} = \frac{1}{u(z)(f(z) - x)}, \]
with
\[ u(z) = \frac{z}{1 + \alpha' z + \beta' z^2} \]
and
\[ f(z) = \frac{1}{z} + \alpha + \beta z. \]

Since \( \langle \nu, P_n(\cdot)P_0(\cdot) \rangle = \delta_{n0} \),
\[ 1 = \langle \nu, H(\cdot, z) \rangle = \frac{1}{u(z)} \langle \nu, R_{f(z)} \rangle = \frac{1}{u(z)} G_\nu(f(z)), \]
and so \( u(z) = G_\nu(f(z)), f = K_\nu \circ u \).

The expression for the polynomials \( \{P_n\} \) in terms of the polynomials \( \{Q_n\} \) follows from the fact that the latter satisfy the recursion relations
\[ Q_{n+1}(x) = (x - \alpha)Q_n(x) - \beta Q_{n-1}(x) \]
for \( n \geq 0 \).

**Remark 4.** Orthogonal polynomials with constant recursion coefficients have been described in \([CT84]\). The argument with the lowering operator above is similar to the original one of Meixner as described in \([Sch00]\); see also Section 5. Finally, for the free Poisson case (see below) the description of the orthogonal polynomials in terms of the shifted Chebyshev polynomials has appeared in \([HT99]\).

In the following theorem, the cases are labeled by the names of the distributions and the orthogonal polynomials for the corresponding classical Meixner systems.

**Theorem 5.** Up to affine transformations of \( x \) and re-scaling \( t \) by a positive factor, the following are all the non-trivial free Meixner systems. We list the recursion relations for the polynomials, the corresponding free convolution semigroup, its \( R \)-transform, the function \( u \) such that
\[ \sum_{n=0}^{\infty} P_n(x, t)z^n = H(x, t, z) = \frac{1}{u(z)(K_t(u(z)) - x)} = \frac{1}{1 + tu(z)R_\mu(u(z)) - u(z)x}, \]
and the expression in terms of shifted Chebyshev polynomials of the 2nd kind.

**Semicircular / Chebyshev:** This case corresponds to the classical Gaussian / Hermite case.
\[ P_{n+1}(x, t) = xP_n(x, t) - tP_{n-1}(x, t) \]
for \( n \geq 0 \).

\[ P_n(x, t) = U_n(x, t), \]
\[ \mu_t(dx) = \sigma_t(dx), \]
\[ u(z) = z, \quad R_\mu(z) = z. \]
Poisson / Charlier: $P_1(x, t) = x - t$, 

$$P_{n+1}(x, t) = (x - (t + 1))P_n(x, t) - tP_{n-1}(t)$$

for $n \geq 1$.

$$P_n(x, t) = Q_n(x, t) + Q_{n-1}(x, t)$$

for $n \geq 1$, where $Q_n(x, t) = U_n(x - (t + 1), t)$.

$$\mu_t(dx) = \frac{t}{x} \sigma_{1+t,t}(dx) + \max(1 - t, 0)\delta_0,$$

$$u(z) = \frac{z}{1 + z}, \quad R_\mu(z) = \frac{1}{1 - z}.$$

In the remaining three cases, for a parameter $a \geq 0$,

$$P_1(x, t) = x - at,$$

$$P_2(x, t) = (x - a(t + 2))P_1(x, t) - tP_0(x, t),$$

$$P_{n+1}(x, t) = (x - a(t + 2))P_n(x, t) - (t + 1)P_{n-1}(t)$$

for $n \geq 2$; thus $\alpha(t) = a(t + 2)$, $\beta(t) = t + 1$.

$$P_1(x, t) = Q_1(x, t) + 2aQ_0(x, t),$$

$$P_n(x, t) = Q_n(x, t) + 2aQ_{n-1}(x, t) + Q_{n-2}(x, t)$$

for $n \geq 2$, where $Q_n(x, t) = U(x - \alpha(t), \beta(t))$. Also,

$$u(z) = \frac{z}{1 + 2az + z^2}$$

and

$$R_\mu(z) = \frac{z^{-1} - \sqrt{(2a - z^{-1})^2 - 4}}{2}.$$ 

The free convolution semigroups are as follows.

Continuous binomial / Meixner-Pollaczek: $0 \leq a < 1$.

$$\mu_t(dx) = \frac{t\beta(t)}{x^2 + t^2(1 - a^2)} \sigma_{\alpha(t), \beta(t)}(dx).$$

Gamma / Laguerre: $a = 1$.

$$\mu_t(dx) = \frac{t(1 + t)}{x^2} \sigma_{2+t,1+t}(dx).$$

Negative binomial / Meixner: $a > 1$.

$$\mu_t(dx) = \frac{t\beta(t)}{x^2 - t^2(a^2 - 1)} \sigma_{\alpha(t), \beta(t)}(dx) + \max\left(1 - t\frac{a - \sqrt{a^2 - 1}}{2\sqrt{a^2 - 1}}, 0\right)\delta_{\sqrt{a^2 - 1}}(x).$$

Note that we make no claim that these families exhaust the situations when the orthogonal polynomials with respect to a free convolution semigroup $\{\mu_t\}$ are also martingale functions for it: we restrict the analysis to the generating functions of a specific form. However, see Lemma [1].
Proof. Let \(\{P_n(x, t)\}\) be a free Meixner system, and let \(\{\mu_t\}\) be the corresponding free convolution semigroup. By Lemma 8, \(\alpha_n(t) = \alpha(t) - \delta_n \alpha'(t), \beta_n(t) = \beta(t) - \delta_n \beta'(t),\) and
\[
H(x, t, z) = \frac{1}{u(t, z)(f(t, z) - x)},
\]
for
\[
u(t, z) = \frac{z}{1 + \alpha'(t)z + \beta'(t)z^2}
\]
and
\[
f(t, z) = \frac{1}{z} + \alpha(t) + \beta(t)z.
\]
For a free Meixner system, \(u\) does not depend on \(t\), and
\[
f(t, z) = K_t(u(z)) = \frac{1}{u(z)} + tR(u(z)).
\]
In particular, \(\{P_n(x, t)\}\) is in fact a free Sheffer system, rather than a generalized one. We also conclude that \(\alpha'(t) = \alpha', \beta'(t) = \beta', \alpha(t) = a_1 t + a_2, \beta(t) = b_1 t + b_2\), with \(b_1, b_2 \geq 0\). Moreover, since the measures \(\{\mu_t\}\) form a free convolution semigroup, the expectation and the variance of \(\mu_t\) are proportional to \(t\). For the measure \(\mu_t\), its expectation is equal to \(\alpha(t) - \alpha'\) and its variance is equal to \(\beta(t) - \beta'\). Therefore \(\alpha' = a_2, \beta' = b_2\). The case \(b_1 = 0\) is a degenerate case of zero variance, so assume \(b_1 > 0\), and in fact re-normalize \(t\) so that \(b_1 = \text{Var}(\mu_1) = 1\). We conclude that
\[
u(z) = \frac{z}{1 + a_2 z + b_2 z^2},
\]
and
\[
R_\mu \left( \frac{z}{1 + a_2 z + b_2 z^2} \right) = a_1 + b_1 z.
\]
Let
\[
w = \frac{z}{1 + a_2 z + b_2 z^2},
\]
i.e.
\[
b_2 z^2 + (a_2 - w^{-1})z + 1 = 0.
\]
First suppose \(b_2 = 0\). Then
\[
z = \frac{1}{w^{-1} - a_2} = \frac{w}{1 - a_2 w},
\]
and so
\[
R_\mu(w) = a_1 + \frac{w}{1 - a_2 w}.
\]
By adding a constant to \(x\) we may assume that \(a_1 = a_2\). For \(a_2 = 0\) we obtain the semicircular distribution. For \(a_2 \neq 0\), we may re-scale \(x\) so that \(a_1 = a_2 = 1\). We obtain the free Poisson distribution. See the more complicated cases below for the method.

From now on, assume \(b_2 \neq 0\). By re-scaling \(x\) and \(t\) we may assume that \(b_2 = b_1 = 1\). By adding a constant to \(x\) we may assume that \(a_2 = 2a_1\), and denote \(a_1\) by \(a\). Possibly by replacing \(P_n(x, t)\) by \((-1)^n P_n(-x, t)\) we may assume that \(a \geq 0\). Thus the recursion relation takes the form
\[
P_{n+1}(x, t) = (x - a(t + 2))P_n(x, t) - (t + 1)P_{n-1}(x, t)
\]
for \( n \geq 2 \), with \( \alpha(t) = a(t + 2) \), \( \beta(t) = t + 1 \).

From equations (5) and (6),

\[
R_\mu(w) = a + \frac{(2a - w^{-1}) - \sqrt{(2a - w^{-1})^2 - 4}}{2} = \frac{w^{-1} - \sqrt{(2a - w^{-1})^2 - 4}}{2},
\]

\[
K_t(w) = \frac{(2 + t)w^{-1} - t\sqrt{(2a - w^{-1})^2 - 4}}{2},
\]

so

\[
G_t(z) = \frac{(2 + t)z - t^2a - t\sqrt{(z - \alpha(t))^2 - 4\beta(t)}}{2(z^2 - t^2(a^2 - 1))}.
\]

Using equation (1), the formulas for \( \mu_t \) follow from equation (7). Note that in the negative binomial case, there is at most one atom, and there are no atoms in the gamma case \( a = 1 \).

The expressions for the orthogonal polynomials in terms of the Chebyshev polynomials of the 2nd kind follow immediately from Lemma 3. \( \square \)

**Remark 6.** More generally, we could consider the situation when the family of polynomials \( \{P_n\} \) is a generalized free Sheffer system for the free convolution semigroup \( \{\mu_t\} \) but is orthogonal with respect to some other family of measures \( \{\nu_t\} \) which do not form a free convolution semigroup. In this case we can conclude that \( \alpha(t) = a_1t + a_2, \beta(t) = b_1t + b_2, \)

\[
v(z) = \frac{z}{1 + a_2z + b_2z^2},
\]

\[
u(z) = \frac{z}{1 + \alpha'z + \beta'z^2},
\]

\[
R_\mu\left(\frac{z}{1 + a_2z + b_2z^2}\right) = a_1 + b_1z,
\]

and

\[
K_{\nu_t}(u(z)) = K_t(v(z)) = f(t, z) = \frac{1}{z} + \alpha(t) + \beta(t)z.
\]

Therefore the measures \( \{\mu_t\} \) form one of the families in Theorem 5, and the measures \( \{\nu_t\} \) are measures of the same type, but possibly with different parameters and scaling. In particular, whenever such a family \( \{\nu_t\} \) exists, the orthogonal polynomials with respect to the family \( \{\mu_t\} \) themselves form a free Meixner system. We do not calculate the measures \( \{\nu_t\} \) explicitly, except for one case: \( \alpha' = \beta' = 0, u(z) = z \). In this case \( \nu_t \) is the semicircular distribution with mean \( \alpha(t) \) and variance \( \beta(t) \), and the orthogonal polynomials are

\[
Q_n(x, t) = U_n(x - \alpha(t), \beta(t)).
\]

Since the relations (4) (with \( a_2 \) in place of \( \alpha' \), \( b_2 \) in place of \( \beta' \)) are invertible, we have already observed that these are martingale polynomials for \( \{\mu_t\} \).

### 3.1. Relation to classical orthogonal polynomials

There is a bijective correspondence between the classical and the free infinitely divisible measures investigated in detail in [BP99]; see [Ans01b] for a simple description of it in the case of measures all of whose moments are finite. This bijection naturally transforms limit theorems for independent random variables into limit theorems for freely independent random variables. In particular, it maps the normal distribution to the semicircular distribution, and the Poisson distribution to the free Poisson distribution (hence the name). We now
show that, surprisingly, except for these two cases, the correspondence provided by Theorem 5, that maps a classical Meixner system to the free Meixner system with the same parameter \( a \), is different from this bijection.

For measures with finite variance, the Bercovici-Pata bijection \( \Lambda \) takes the following form. Let \( \nu \) be an infinitely divisible measure with mean \( \lambda \) and canonical measure \( \tau \). That is, denoting by \( \mathcal{F}_\nu \) the Fourier transform of \( \nu \), \((\log \mathcal{F}_\nu)'(0) = \lambda \) and \((\log \mathcal{F}_\nu)''(\theta) = \mathcal{F}_\tau(\theta) \). Then \( \Lambda(\nu) \) is the freely infinitely divisible measure with mean \( \lambda \) and free canonical measure \( \tau \). That is, \( R_{\Lambda(\nu)}(z^{-1}) = \lambda + G_\tau(z) \).

For a free Meixner system with parameter \( a \), \( R_\mu(0) = a \). Thus

\[
R_\mu(w^{-1}) = a + \frac{w - 2a - \sqrt{(2a - w)^2 - 4}}{2}.
\]

Therefore, the free canonical measure of the free convolution semigroup corresponding to the parameter \( a \) is the semicircular distribution with mean \( 2a \) and variance 1.

On the other hand, for \( a = 1 \) the classical polynomials are the Laguerre polynomials. They are orthogonal with respect to the standard gamma distribution, which has the Fourier transform \((1 - i\theta)^{-1} \). But \((\log(1 - i\theta)^{-1})'' = (1 - i\theta)^{-2} \). Therefore its canonical measure is the gamma distribution with parameter 2 (in both cases the scaling parameter of the gamma distribution is taken to be 1). Thus, \( \Lambda \) does not map the classical Meixner system with parameter 1 to a free Meixner system.

**Remark 7** (q-interpolation). A possible explanation for the correspondence in Theorem 5 is provided by the following interpolating family of polynomials. For \( n \geq 0 \) and \( q \in [-1, \infty) \), denote by \( [n]_q = \sum_{i=0}^{n-1} q^i \) the q-integer, with the convention that \( [0]_q = 0 \). Define the q-Hermite polynomials by the recursion relation

\[
P_{n+1}(x,t) = xP_n(x,t) - t[n]_qP_{n-1}(x,t),
\]

the q-Charlier polynomials by

\[
P_{n+1}(x,t) = (x - (t + [n]_q))P_n(x,t) - t[n]_qP_{n-1}(x,t),
\]

and the q-Meixner family with parameter \( a \) by

\[
P_{n+1}(x,t) = (x - a(t + 2[n]_q))P_n(x,t) - [n]_q(t + [n - 1]_q)P_{n-1}(x,t),
\]

all for \( n \geq 0 \). Then we obtain the classical families for \( q = 1 \), and the free families for \( q = 0 \). See [SY00, Ans01b], Proposition 21, Lemma 24, and the discussion following it for further results about these families.

**Remark 8** (IID-Sheffer systems). If the parameter \( t \) is discrete rather than continuous, there are many more families of martingale polynomials. A standard example are the Krawtchouk polynomials \( P_n(x,N) \). Given a parameter \( p \in [0,1] \), these are orthogonal with respect to the corresponding binomial distribution, which is a convolution of \( N \) copies of the Bernoulli distribution \((1 - p)\delta_0 + p\delta_1 \). In free probability, the corresponding measure is the distribution of the sum of \( N \) freely independent projections. This distribution is easy to find, and in [AY99] the corresponding orthogonal polynomials, the free Krawtchouk polynomials, have been calculated; see also [SY00].
For the sum of $N$ freely independent projections of trace $p$, the corresponding orthogonal polynomials satisfy the recursion relations

\[ P_1(x, N) = x - Np, \]
\[ P_2(x, N) = (x - (Np + 1 - 2p))P_1(x, N) - Np(1 - p)P_0(x, N), \]
\[ P_{n+1}(x, N) = (x - (Np + 1 - 2p))P_n(x, N) - (N - 1)p(1 - p)P_{n-1}(x, N) \]

for $n \geq 2$. Thus, $\alpha(N) = a_1N + a_2$, $\beta(N) = b_1N + b_2$, with $a_1 = p$, $a_2 = 1 - 2p$, $b_1 = p(1 - p)$, $b_2 = -p(1 - p)$. Note that $b_2 < 0$, so these recursion relations are not of the standard free Meixner form. The corresponding generating function is

\[ H(x, N, z) = \frac{1 + (1 - 2p)z - p(1 - p)z^2}{(1 + (1 - 2p)z - p(1 - p)z^2) + N(pz + p(1 - p)z^2) - zx} = \frac{1}{1 + Nu(z)R(u(z)) - u(z)x}, \]

with

\[ u(z) = \frac{z}{1 + (1 - 2p)z - p(1 - p)z^2} \]

and

\[ R(z) = \frac{1 - z^{-1} - \sqrt{(1 - 2p - z^{-1})^2 + 4p(1 - p)}}{2} = R_{(1-p)\delta_0+p\delta_1}(z). \]

This implies that the free Krawtchouk polynomials are martingale polynomials for the free binomial process. That is, let $\{p_i\}_{i=1}^\infty$ is a family of freely independent projections of trace $p$, and let $X(N) = \sum_{i=1}^N p_i$, for $N \geq 1$. Then for the corresponding free Krawtchouk polynomials $\{P_n(x, N)\}$ and $N_0 < N$, the conditional expectation of $P_n(X(N), N)$ onto the von Neumann algebra generated by $\{X(k)\}_{k=1}^{N_0}$ is $P_n(X(N_0), N_0)$.

4. Fluctuations

**Notation 9.** A family $\{P_n\}_{n=0}^\infty$ of polynomials such that the degree of $P_n$ is $n$ form a basis in $C[x]$. Denote by $\{P_n^*\}$ the dual basis of $M$, determined by $\langle P_n^*, P_k \rangle = \delta_{nk}$. If the polynomials $\{P_n\}$ are orthogonal with respect to a probability measure $\nu$ that is uniquely determined by its moments, they are an orthogonal basis for $L^2(\mathbb{R}, \nu)$, and so $\{P_n^*\}$ is a basis for the dual space of measures $L^2(\mathbb{R}, \nu)'$. In this case we can identify explicitly that $P_n^*(dx) = \frac{1}{\gamma_n} P_n(x) \nu(dx)$, where $\gamma_n = \langle \nu, P_n^2 \rangle$.

Let $\tau$ be a probability measure with mean 0 and variance 1. Denote by $S_\tau$ the scaling operator, $S_\tau(\tau)(\Omega) = \tau(e^{-1}\Omega)$. Then the free central limit theorem states that $\tau^{\boxtimes n} \circ S_{1/\sqrt{n}} \rightarrow \sigma_1$ weakly. If we call $C$ the operator $\tau \mapsto (\tau \boxplus \tau) \circ S_{1/\sqrt{2}}$, then $\sigma_1$ is a fixed point of $C$, and the theorem says that it is an attracting fixed point, $C^m \tau \rightarrow \sigma_1$. In [Ans99], we investigated the fluctuations around this limit, and showed that the derivative $D_{\sigma_1}C$ of $C$ at $\sigma_1$ has eigenfunctions $T_n^*$ with eigenvalues $2^{1-n/2}$, where $\{T_n\}$ are the Chebyshev polynomials of the first kind. Here by the derivative $D_C(\nu)$ we will mean the Gâteaux derivative

\[ \lim_{\varepsilon \rightarrow 0} \frac{1}{\varepsilon} \left( C(\tau + \varepsilon \nu) - C(\tau) \right) \]
when the limit exists in the appropriate topology. In a remark in [CD99], Cabanal-Duvillard reinterpreted this result as follows:

\[ \sigma_t \boxplus (\sigma_s + \varepsilon T_n^*(s)) = \sigma_{t+s} + \varepsilon T_n^*(t+s) + o(\varepsilon). \]

Given this,

\[
((\sigma_1 + \varepsilon T_n^*) \boxplus (\sigma_1 + \varepsilon T_n^*)) \circ S_{1/\sqrt{2}} = \sigma_2 \circ S_{1/\sqrt{2}} + 2\varepsilon T_n^*(2) \circ S_{1/\sqrt{2}} + o(\varepsilon)
\]

\[
= \sigma_1 + 2\varepsilon 2^{-n/2}T_n^* \circ S_{\sqrt{2}} \circ S_{1/\sqrt{2}}
\]

\[= \sigma_1 + \varepsilon 2^{1-n/2}T_n^*, \]

so the previous result follows.

In this section we extend this analysis to all free convolution semigroups (Corollary 14) and, in a more precise sense, to all free Meixner systems (Corollary 16).

**Notation 10.** Let \( \mu \in \mathcal{M}_1 \). Denote by \( C_\mu \) the operator of free convolution with \( \mu \) on \( \mathcal{M}_1 \), \( C_\mu : \nu \mapsto \mu \boxplus \nu \). For \( \{ \mu_n \} \) a free convolution semigroup, denote \( C_{\mu_n} \) simply by \( C_t \). Note that unlike in the classical case, \( C_\mu \) is a non-linear operator.

\( \mathcal{M} \) is a topological vector space with the weak* topology induced on it as a dual space of \( \mathbb{C}[x] \). Note that if a sequence \( \{ \tau_n \} \) of elements of \( \mathcal{M} \) correspond to measures, and if the limit of this sequence corresponds to a unique measure, then the corresponding sequence of measures converges weakly.

The tangent space to \( \mathcal{M}_1 \) at any point is naturally identified with \( \mathcal{M}_0 \). So for \( \mu, \tau \in \mathcal{M}_1 \), \( \nu \in \mathcal{M}_0 \), we can define the Gâteaux derivative \( D_\tau C_\mu(\nu) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} (C_\mu(\tau + \varepsilon \nu) - C_\mu(\tau)) \) when the limit exists in the above topology on \( \mathcal{M}_0 \). This limit always exists; we delay the proof of this fact until Lemma 19.

**Lemma 11.** Let \( \{ \mu_t \} \) be a free convolution semigroup, and \( \nu \in \mathcal{M}_1 \). Denote \( \nu_t = \nu \boxplus \mu_t \). Let \( \{ \mathcal{D}_{t,\nu} \}_{t \in \mathbb{R}_+} \) be the family of operators on \( C^1(\mathbb{R}_+)[x] \) given by

\[
(8) \quad \mathcal{D}_{t,\nu} f = \sum_{n=1}^{\infty} \frac{1}{(n-1)!} \int f \left( 1 \otimes \nu_t^{(n-1)} \cdot (\partial_x \otimes 1)^{(n-1)} \partial^{n-1} f \right) + \partial_t f.
\]

a. For any \( f \in C^1(\mathbb{R}_+)[x] \), \( \partial_t \langle \nu_t, f \rangle = \langle \nu_t, \mathcal{D}_{t,\nu} f \rangle \).

b. For a martingale polynomial \( f \in C^1(\mathbb{R}_+)[x] \) and \( \nu = \delta_0 \), \( \mathcal{D}_{t,\delta_0} f = 0 \).

**Proof.** It suffices to prove the first part for a monomial \( f(x,t) = a(t)x^n \). Denoting \( m_n(t) = \langle \nu_t, x^n \rangle \),

\[ \partial_t \langle \nu_t, f \rangle = a'(t)m_n(t) + a(t)m'_n(t) = \langle \nu_t, \partial_t f \rangle + a(t)\partial_t \langle \nu_t, x^n \rangle. \]

Therefore it suffices to prove the statement for all the monomials \( x^n \). Let

\[ \mathcal{R}_z(x) = \sum_{n=0}^{\infty} x^n z^{-(n+1)} \]
be their formal generating function. Then \( G(t, z) = \langle \nu_t, \mathcal{R}_z \rangle = \sum_{n=0}^{\infty} m_n(t) z^{-(n+1)} \). On the other hand,

\[
\mathcal{D}_{t,\nu} \mathcal{R}_z = \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle I \otimes \nu_t^{\otimes (n-1)}, (\partial_x \otimes I^{\otimes (n-1)}) \partial^{n-1} \mathcal{R}_z \right\rangle + \partial_t \mathcal{R}_z
\]

(9)

\[
= \sum_{n=1}^{\infty} r_n \left\langle I \otimes \nu_t^{\otimes (n-1)}, (\partial_x \otimes I^{\otimes (n-1)}) \mathcal{R}_z^{\otimes n} \right\rangle
\]

\[
= \sum_{n=1}^{\infty} r_n G(t, z)^{n-1} \mathcal{R}_z^2 = -R_{\mu}(G(t, z)) \partial_z \mathcal{R}_z.
\]

So for \( \mathcal{R}_z \), the desired equation takes the form

\[
\partial_t G(t, z) = -R_{\mu}(G(t, z)) \partial_z G(t, z),
\]

which is equation (4).

Now we consider the second part. By Lemma [1], it suffices to show the second property for the polynomials in the standard Sheffer system, or indeed for their generating function \( H(x, t, z) = \frac{1}{z(K_t(z) - x)} \). But

\[
\mathcal{D}_{t,\delta_0} H(x, t, z) = \sum_{n=1}^{\infty} r_n \frac{1}{z(K_t(z) - x)} (K_t(z))^n - \frac{R_{\mu}(z)}{z(K_t(z) - x)^2} = 0.
\]

\[\square\]

**Remark 12.** Suppose that in the preceding lemma, \( \nu \) is in fact a probability measure. Then there is a free Lévy process \( \{X_t\} \) and an operator \( Y_0 \) freely independent from it, so that the distribution of \( Y_t = Y_0 + X_t \) is \( \nu_t \). Then

(10) \( (\mathcal{D}_{t,\nu} f)(Y(t), t) = \lim_{h \to 0} \frac{1}{h} (E_t[f(Y(t+h), t+h)] - f(Y(t), t)) = \partial_h |_{h=0} E_t[f(Y(t+h), t+h)] \)

and

\( (\mathcal{D}_{t,\nu} f)(x, t) = \lim_{h \to 0} \frac{1}{h} ((K_{t,t+h} f)(x, t+h) - f(x, t)) = \partial_h |_{h=0} (K_{t,t+h} f)(x, t+h). \)

That is, \( \{\mathcal{D}_{t,\nu}\} \) are the generators of the family of operators \( \{K_{s,t}\} \). In this case, the results of the preceding lemma follow immediately from equation (10). The expression (8) for \( \mathcal{D}_{t,\nu} \) follows essentially from equation (9):

\[
\mathcal{D}_{t,\nu} \mathcal{R}_z = \partial_h |_{h=0} \mathcal{R}_{F_{t,t+h}(z)} = \partial_h |_{h=0} \frac{1}{K_t(G_{t+h}(z)) - x} = \partial_h |_{h=0} \frac{1}{z - hR_{\mu}(G_{t+h}(z)) - x}
\]

\[
= \frac{R_{\mu}(G_t(z))}{(z-x)^2} = \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle I \otimes \nu_t^{\otimes (n-1)}, (\partial_x \otimes I^{\otimes (n-1)}) \partial^{n-1} \mathcal{R}_z \right\rangle.
\]

For compactly supported \( \{\mu_t\} \), this conclusion also follows from the functional Itô formula for the free Lévy processes obtained in [Ans01a].
Proposition 13. Let $p(\cdot, t)$ be a martingale polynomial for $\{\mu_t\}$. Let $g(\cdot, t)$ be a function such that $\partial_xg(x, t) = p(x, t)$. Let $\nu \in \mathcal{M}_0$. Then
$$
\langle D_{\mu}, C_t(\nu), g(\cdot, t + s) \rangle = \langle \nu, g(\cdot, s) \rangle.
$$

Proof. We will show that
$$
\langle \mu_t \boxplus (\mu_s + \varepsilon \nu), g(\cdot, t + s) \rangle = \langle \mu_{t+s}, g(\cdot, t + s) \rangle + \varepsilon \langle \nu, g(\cdot, s) \rangle + o(\varepsilon).
$$

Denote $\nu_t = \mu_t \boxplus (\mu_s + \varepsilon \nu)$. Apply part (B) of Lemma [1] to $p(\cdot, t) = \partial_xg(\cdot, t)$.

$$
0 = \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle I \otimes \mu_t^{\otimes(n-1)}, \left(\partial_x \otimes I^{\otimes(n-1)}\right) \partial^{n-1} \partial_x g(\cdot, t) \right\rangle + \partial_t \partial_x g(\cdot, t)
$$

$$
= \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle I \otimes \mu_t^{\otimes(n-1)}, \left((\partial_x^{2} \otimes I^{\otimes(n-1)}) + (n-1)(\partial_x \otimes I^{\otimes(n-2)} \partial_x)\right) \partial^{n-1} g(\cdot, t) \right\rangle + \partial_t \partial_x g(\cdot, t)
$$

$$
= \partial_x \left( \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle I \otimes \mu_t^{\otimes(n-1)}, \left((\partial_x \otimes I^{\otimes(n-1)}) + (n-1)(\partial_x \otimes I^{\otimes(n-1)}) \partial_x \right) \partial^{n-1} g(\cdot, t) \right\rangle + \partial_t \partial_x g(\cdot, t) \right)
$$

$$
= \partial_x \left( \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle I \otimes \mu_t^{\otimes(n-1)} + (n-1)\mu_t^{\otimes(n-1)} \otimes I, (\partial_x \otimes I^{\otimes(n-1)}) \partial^{n-1} g(\cdot, t) \right\rangle + \partial_t \partial_x g(\cdot, t) \right) = \text{const}
$$

as a function of $x$. Now apply part (B) of Lemma [1], and expand $(\mu_t \boxplus (\mu_s + \varepsilon \nu))^{\otimes n}$ in powers of $\varepsilon$:

$$(\mu_t \boxplus (\mu_s + \varepsilon \nu))^{\otimes n} = \mu_{t+s}^{\otimes n} + \varepsilon \sum_{i=1}^{n} \mu_{t+s}^{\otimes(i-1)} \otimes (\nu_t - \mu_{t+s}) \otimes \mu_{t+s}^{\otimes(n-i)} + o(\varepsilon).$$

We obtain

$$
\partial_t \langle \nu_t, g(t + s) \rangle
$$

$$
= \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle \nu_t^{\otimes n}, (\partial_x \otimes I^{\otimes(n-1)}) \partial^{n-1} g(\cdot, t + s) \right\rangle + \langle \nu_t, \partial_t g(\cdot, t + s) \rangle
$$

$$
= \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle \mu_{t+s}^{\otimes n}, (\partial_x \otimes I^{\otimes(n-1)}) \partial^{n-1} g(\cdot, t + s) \right\rangle + \langle \mu_{t+s}, \partial_t g(\cdot, t + s) \rangle
$$

$$
+ \varepsilon \sum_{n=1}^{\infty} \frac{1}{(n-1)!} r_n \left\langle (\nu_t - \mu_{t+s}) \otimes \mu_{t+s}^{\otimes(n-1)} + (n-1)(\mu_{t+s}^{\otimes(n-1)} \otimes (\nu_t - \mu_{t+s})), (\partial_x \otimes I^{\otimes(n-1)}) \partial^{n-1} g(\cdot, t + s) \right\rangle + \varepsilon \langle \nu_t - \mu_{t+s}, \partial_t g(\cdot, t + s) \rangle + o(\varepsilon).
$$
\[
\begin{align*}
\partial_t \langle \mu_{t+s}, g(\cdot, t+s) \rangle & + \varepsilon (\nu_t - \mu_{t+s})(\sum_{n=1}^{\infty} \frac{1}{(n-1)!} \int_n ^{\infty} (1 \otimes \mu_{t+s}^{(n-1)}) + (n-1)(\mu_{t+s}^{(n-1)} \otimes 1), \\
(\partial_x \otimes I^{(n-1)})(\varepsilon^{n-1} g(\cdot, t+s)) + \partial_t g(\cdot, t+s) & + o(\varepsilon)
\end{align*}
\]

since \(\langle \nu_t - \mu_{t+s}, 1 \rangle = 0\). Also,

\[
\langle \nu_0, g(\cdot, s) \rangle = \langle \mu_s + \varepsilon \nu, g(\cdot, s) \rangle = \langle \mu_s, g(\cdot, s) \rangle + \varepsilon \langle \nu, g(\cdot, s) \rangle.
\]

Therefore \(\langle \nu_t, g(t+s) \rangle = \langle \mu_{t+s}, g(\cdot, t+s) \rangle + \varepsilon \langle \nu, g(s) \rangle + o(\varepsilon)\).

\[\square\]

**Corollary 14.** Let \(\{V_n(x, t)\}_{n=1}^{\infty}\) be a family of fluctuation polynomials for \(\{\mu_t\}\), that is, any family such that for \(n \geq 1\), \(\partial_n V_n(x, t)\) is a martingale polynomial for \(\{\mu_t\}\) of degree \(n-1\). Then for each \(t \in \mathbb{R}^+\), \([1] \cup \{V_n(x, t)\}_{n=1}^{\infty}\) is a basis for \(C[x]\). Denote by \(\{V_n^*(t)\}_{n=1}^{\infty}\) the dual basis of \(M_0\). Then for \(n \geq 1\), \(D_{\mu_s} C_t(V_n^*(s)) = V_n^*(t+s)\).

**Proof.** The function \(\partial_n V_n(x, t)\) is a martingale polynomial.

\[
\langle \mu_t \oplus (\mu_s + \varepsilon V_n^*(s)), V_k(\cdot, t+s) \rangle = \langle \mu_{t+s}, V_k(\cdot, t+s) \rangle + \varepsilon \delta_{nk} + o(\varepsilon)
\]

Since they also take the same value on the scalar 1, we conclude that \(\mu_t \oplus (\mu_s + \varepsilon V_n^*(s)) = \mu_{t+s} + \varepsilon V_n^*(t+s) + o(\varepsilon)\).

\[\square\]

**Remark 15** (Algebraic infinite divisibility). For any \(\mu \in M_1\), we can define a free convolution semigroup \(\{\mu_t\} \subset M_1\) by \(R_{\mu} = t R_{\mu}\); the distinguishing characteristic of infinitely divisible probability measures is that for them all of \(\{\mu_t\}\) are in fact positive measures. But the analysis of this section, in particular the preceding corollary, applies equally well to such purely algebraic semigroups.

**Corollary 16.** Let \(\{\mu_t\}\) be a free convolution semigroup associated to a free Meixner system, and let \(\alpha(t), \beta(t)\) be the parameters of the corresponding recursion relations. Then the polynomials \(V_n(x, t) = T_n(x - \alpha(t), \beta(t))\) are a family of fluctuation polynomials for \(\{\mu_t\}\). In particular, \(D_{\mu_s} C_t : L_0^2(\mathbb{R}, \sigma^\prime_{\alpha(s), \beta(s)})' \to L_0^2(\mathbb{R}, \sigma^\prime_{\alpha(t+s), \beta(t+s)})'\). Here \(L_0^2(\mathbb{R}, \tau) = \{\nu \in L^2(\mathbb{R}, \tau)' | \langle \tau, 1 \rangle = 0\}\).

**Remark 17** (Classical case). Throughout this remark only, let \(\{\mu_t\}\) be a convolution semigroup with respect to the usual convolution \(\ast\), and let \(C_t\) be the operator of the usual convolution with \(\mu_t\) itself is a linear operator. Let \(\{P_n(x, t)\}\) be a collection of martingale polynomials for the corresponding classical Lévy process. Then it is easy to see that for the dual basis to these polynomials themselves, \(C_t P_n^*(s) = P_n^*(s+t)\). Note that the standard Sheffer system of polynomials has a generating function \(e^{x^2 - \log \mathcal{F}(x, t)}\), whose derivative is \(ze^{x^2 - \log \mathcal{F}(x, t)}\). Thus in the classical case, a derivative of a martingale polynomial is again a martingale polynomial. In particular, for a classical Meixner system, \(C_t : L_0^2(\mathbb{R}, \mu_s)' \to L_0^2(\mathbb{R}, \mu_{t+s})'\).

In fact, in the classical case, such a statement holds for any convolution operator \(C_{\mu}\). We want to show that for Borel probability measures \(\mu, \sigma\), if \(\nu \in L^2(\mathbb{R}, \sigma)'\), then \(\nu \ast \mu \in L^2(\mathbb{R}, \sigma \ast \mu)'\). By
definition, \( \nu \in L^2(\mathbb{R}, \sigma)' \) iff \( \forall f \in L^2(\mathbb{R}, \sigma), \langle \nu, f \rangle < \infty \). Therefore, it suffices to show that for \( f \in L^2(\mathbb{R}, \sigma \ast \mu) \), \( \langle \nu \ast \mu, f \rangle < \infty \). But

\[
\langle \mu \ast \nu, f \rangle = \langle \nu, f \ast \mu \rangle,
\]

where \( d\mu(x) = d\mu(-x) \). So it suffices to show that \( f \ast \mu \in L^2(\mathbb{R}, \sigma) \), in other words, that the operator of convolution with \( \mu \) maps \( L^2(\mathbb{R}, \sigma \ast \mu) \) into \( L^2(\mathbb{R}, \sigma) \).

For \( f \in L^1(\mathbb{R}, \sigma \ast \mu) \),

\[
\int |(f \ast \mu)(x)| \, d\sigma(x) = \int \left| \int f(x) d\mu(x - y) \right| \, d\nu(y) \leq \int \int |f(x)| d\mu(x - y) d\nu(y) = \int |f(x)| d(\mu \ast \sigma)(x) < \infty.
\]

For \( f \in L^\infty(\mathbb{R}, \sigma \ast \mu) \),

\[
\text{esssup} |f \ast \mu| \leq \text{esssup} |f| < \infty.
\]

The result follows by Riesz interpolation.

**4.1. Cauchy transforms.** Let \( \{ P_n(x, t) \} \) be the standard Sheffer system for \( \{ \mu_t \} \). Then

\[
K_{s,t}(P_n(\cdot, t)) = P_n(\cdot, s).
\]

Therefore the adjoint operator \( K_{s,t}^* \) on \( \mathcal{M} \) is defined and determined by

\[
\langle K_{s,t}^*(P_n^*(s)), P_k(\cdot, t) \rangle = \langle P_n^*(s), K_{s,t}(P_k(\cdot, t)) \rangle = \langle P_n^*(s), P_k(\cdot, s) \rangle = \delta_{nk}.
\]

That is, \( K_{s,t}^*(P_n^*(s)) = P_n^*(t) \).

**Lemma 18.** For \( \nu \in \mathcal{M} \), \( G_{K_{s,t}^* \nu}(z) = G_{\nu}(F_{s,t}(z)) \). In particular, if \( \{ P_n(x, t) \} \) is a family of martingale polynomials for \( \{ \mu_t \} \) and \( \{ P_n^*(t) \} \) is the dual basis of \( \mathcal{M} \), then \( G_{P_n^*(t)}(z) = G_{P_n^*(s)}(F_{s,t}(z)) \).

**Proof.** We only need to prove the first statement.

\[
G_{K_{s,t}^* \nu}(z) = \langle K_{s,t}^* \nu, R_z \rangle = \langle \nu, R_{F_{s,t}(z)} \rangle = G_{\nu}(F_{s,t}(z)).
\]

\( \square \)

**Example 1.** For a free Meixner system \( \{ P_n(x, t) \} \), we can find \( G_{P_n^*(t)} \) explicitly. If \( H(x, t, z) \) is the generating function of the polynomials \( \{ P_n(x, t) \} \),

\[
\frac{1}{G_t(z)(z - x)} = H(x, t, u^{-1}(G_t(z))) = \sum_{n=0}^{\infty} (u^{-1}(G_t(z)))^n P_n(x, t).
\]

Thus

\[
(u^{-1}(G_t(z)))^n = \langle P_n^*(t), H(\cdot, t, u^{-1}(G_t(z))) \rangle = \frac{1}{G_t(z)} G_{P_n^*(t)}(z),
\]

so

\[
G_{P_n^*(t)}(z) = G_t(z)(u^{-1}(G_t(z)))^n.
\]

For the modified Chebyshev polynomials of Remark 5, we obtain by the same method

\[
G_{Q_n^*(t)}(z) = u(G_t(z)) G_t(z)^n.
\]

**Lemma 19.** Let \( \nu \in \mathcal{M}_0 \).
a. Let $\mu, \tau \in \mathcal{M}_1$. Then

$$G_{\mu \boxplus (\tau + \nu)}(z) = G_{\mu \boxplus \nu}(z) + \varepsilon G_{\nu}(F_{\tau, \mu \boxplus \nu}(z))F'_{\tau, \mu \boxplus \nu}(z) + o(\varepsilon),$$

where $F_{\tau, \mu \boxplus \nu} = K_{\tau} \circ G_{\mu \boxplus \nu}$. That is, $G_{D_{\tau}C_{\mu}(\nu)}(z) = G_{\nu}(F_{\tau, \mu \boxplus \nu}(z))F'_{\tau, \mu \boxplus \nu}(z)$. In particular, the operator $D_{\tau}C_{\mu}$ on $\mathcal{M}_0$ is well defined.

b. Let $\{\mu_1\}$ be a free convolution semigroup. Then

$$G_{\mu_1 \boxplus (\mu_1 + \nu)}(z) = G_{\mu_1 + \nu}(z) + \varepsilon G_{\nu}(F_{\mu_1, \mu_1 + \nu}(z))F'_{\mu_1, \mu_1 + \nu}(z) + o(\varepsilon).$$

c. Let $\{V_n(x, t)\}$ be a family of fluctuation polynomials for $\{\mu_1\}$. Then

$$G_{V_n^*(s)}(F_{s,t}(z))F'_{s,t}(z) = G_{V_n^*(t)}(z).$$

**Proof.** Clearly only the first part needs to be proven. The method of proof is similar to that of [Ans99, Discussion 3.5]. Denote by $\mathcal{I}$ the operator of functional inversion on $\mathcal{P}_{0,1}$. Then for $u \in \mathcal{P}_{0,1}$ and $v$ a formal power series with $v(0) = v'(0) = 0$, the derivative of $\mathcal{I}$ at $u$ in the direction $v$ is $D_u\mathcal{I}(v) = -(u^{-1})'v(u^{-1})$. Therefore

$$G_{\tau + \epsilon \nu}(z) = G_{\tau}(z) + \varepsilon G_{\nu}(z),$$

$$K_{\tau + \epsilon \nu}(z) = K_{\tau}(z) - \varepsilon K'_{\tau}(z)G_{\nu}(K_{\tau}(z)) + o(\varepsilon),$$

$$K_{\mu \boxplus (\tau + \epsilon \nu)}(z) = R_{\mu} + K_{\tau}(z) - \varepsilon K'_{\tau}(z)G_{\nu}(K_{\tau}(z)) + o(\varepsilon),$$

$$G_{\mu \boxplus (\tau + \epsilon \nu)}(z) = G_{\mu \boxplus \nu}(z) + \varepsilon G_{\nu}(z)K'_{\tau}(G_{\mu \boxplus \nu}(z))G_{\nu}(K_{\tau}(G_{\mu \boxplus \nu}(z))) + o(\varepsilon),$$

$$G_{\mu_1 \boxplus (\tau + \epsilon \nu)}(z) = G_{\mu_1 \boxplus \nu}(z) + \varepsilon G_{\nu}(F_{\tau, \mu_1 \boxplus \nu}(z))F'_{\tau, \mu_1 \boxplus \nu}(z) + o(\varepsilon).$$

In order to prove that the operator $D_{\nu}C_{\mu}$ on $\mathcal{M}_0$ is well defined, it suffices to show that for $\nu \in \mathcal{M}_0$, $\lim_{\epsilon \to 0} \frac{1}{\epsilon} m_n(C_{\mu}(\tau + \epsilon \nu) - C_{\mu}(\tau))$ exists for all $n$, since we are considering $\mathcal{M}_0$ with the weak* topology. But we have just shown that the formal generating function of these moments converges to $G_{\nu}(F_{\tau, \mu \boxplus \nu}(z))F'_{\tau, \mu \boxplus \nu}(z)$.

**Example 2.** If $\{\mu_t\}$ is a free Meixner system and $V_n(x, t) = T_n(x - \alpha(t), \beta(t))$, we can again calculate $G_{V_n^*(t)}$ explicitly. Indeed, $\frac{d}{dt} U_n = \partial_x T_n$, so

$$\langle \partial_x U_n^*(t), T_k(\cdot, t) \rangle = -\langle U_n^*(t), \partial_x T_k^{\ast}(\cdot, t) \rangle = -\frac{n}{2} \delta_{nk},$$

and therefore $\partial_x U_n^*(t) = -\frac{n}{2} T_n^*(t)$. Then

$$G_{T_n^*(t)}(z) = \frac{-2}{n} G_{\partial_x U_n^*(t)}(z) = \frac{-2}{n} \langle \partial_x U_n^*(t), R_z \rangle = \frac{2}{n} \langle U_n^*(t), \partial_z R_z \rangle = \frac{-2}{n} \langle U_n^*(t), \partial_z R_z \rangle = \frac{-2}{n} \langle U_n^*(t), \partial_z R_z \rangle = \frac{-2}{n} \partial_z G_{U_n^*(t)}(z).$$

Therefore by equation (11),

$$G_{V_n^*(t)}(z) = \frac{-2}{n} \partial_z \left( u(G_t(z)) G_{V_n^*(t)}(z) \right).$$

In particular, for the semicircular semigroup $u(z) = z$, and we recover the results of [Ans99].
The following results are either contained in or easily deduced from [RKO73] (reprinted in [Rot75]). All the operators involved are linear.

**Proposition 20.** Let \( \{ P_n \}_{n=0}^\infty \) be a sequence of polynomials such that \( P_n \) is a monic polynomial of degree \( n \) and \( P_n(0) = 0 \) for \( n \geq 0 \). Let \( H(x, z) = \sum_{n=0}^\infty \frac{1}{n!} P_n(x)z^n \) be their exponential generating function. Let \( A \) be the corresponding lowering operator on \( \mathbb{C}[x] \), determined by \( AP_n = nP_{n-1} \). Let \( W \) be the corresponding umbral operator on \( \mathbb{C}[x] \), determined by \( W x^n = P_n \). The following conditions are equivalent.

a. Let \( \Delta : \mathbb{C}[x] \to \mathbb{C}[x] \otimes \mathbb{C}[x] = \mathbb{C}[x, y] \) be the usual co-multiplication \( \Delta(f)(x, y) = f(x + y) \). Then

\[
\Delta W = (W \otimes W)\Delta.
\]

b. For \( n \geq 0 \),

\[
P_n(x + y) = \sum_{k=0}^n \binom{n}{k} P_k(x)P_{n-k}(y).
\]

c. \( H(x + y, z) = H(x, z)H(y, z) \).

d. \( H(x, z) = e^{u(z)x} \), for some formal power series \( u \in \mathcal{P}_{0,1} \).

e. \( \partial_x H(x, z) = u(z)H(x, z) \).

f. \( A = u^{-1}(\partial_x) \), with the same \( u \).

g. \( A \) commutes with \( \partial_x \).

h. \( A \) is translation invariant.

If these conditions are satisfied, the sequence \( \{ P_n \} \) is called a binomial sequence.

The authors also define a Sheffer sequence to be a family of polynomials \( \{ S_n(x) \} \) such that \( S_n(x + y) = \sum_{k=0}^n \binom{n}{k} S_k(x)P_{n-k}(y) \) for some binomial sequence \( \{ P_n \} \), and a cross-sequence to be a family of polynomials \( \{ P_n(x, t) \} \) such that \( P_n(x + y, s + t) = \sum_{k=0}^n \binom{n}{k} P_k(x, s)P_{n-k}(y, t) \). They show that a large number of identities involving the classical orthogonal polynomials, and therefore a large number of combinatorial identities, are consequences of general identities for binomial sequences and cross-sequences. These results belong to the domain of umbral calculus; see [DBL95] for a comprehensive review. The Sheffer sequences have been extensively studied by other methods as well.

It is easy to see that cross-sequences are precisely the classical Sheffer systems in the algebraic context, that is, systems of polynomials corresponding not just to classical convolution semigroups of probability measures but more generally to convolution semigroups of functionals in \( \mathcal{M}_1 \); cf. Remark [13].

The results in the preceding proposition hold in much greater generality. All of the results in the following proposition are known, see various references in [DBL95]. Again, all the operators involved are linear.

**Proposition 21.** Let \( \beta \) be the sequence of positive real numbers, \( \beta = \{ [0]_\beta, [1]_\beta, [2]_\beta, \ldots \} \), with \( [0]_\beta = 0, [1]_\beta = 1 \). Denote \( [n]_\beta! = \prod_{i=1}^n [i]_\beta \), with \( [0]_\beta! = 1 \).

Define a linear operator \( D_\beta \) on \( \mathbb{C}[x] \) by \( D_\beta(x^n) = [n]_\beta x^{n-1} \). Define the formal power series \( \exp_\beta(z) = \sum_{n=0}^\infty \frac{1}{[n]_\beta!} z^n \). For \( a \in \mathbb{R} \), define the operator \( E_\beta^a = \exp_\beta(aD_\beta) \). Let \( \Delta_\beta \) be the map \( \mathbb{C}[x] \to \mathbb{C}[x] \otimes \mathbb{C}[x] \) determined by \( \Delta_\beta(f)(x, a) = E_\beta^a(f)(x) \). Then \( \Delta_\beta \) is co-associative.
Let \( \{P_n\}_{n=0}^{\infty} \) be a sequence of polynomials such that \( P_n \) is a monic polynomial of degree \( n \) and \( P_n(0) = 0 \) for \( n \geq 1 \). Let \( H(x, z) = \sum_{n=0}^{\infty} \frac{1}{[n]_{\beta}!} P_n(x) z^n \) be their generating function. Let \( A \) be the corresponding lowering operator on \( \mathbb{C}[x, z] \), determined by \( AP_n = [n]_{\beta} P_{n-1} \), with the usual convention \( P_{-1} = 0 \). Let \( W \) be the corresponding umbral operator on \( \mathbb{C}[x, z] \), determined by \( W x^n = P_n \). The following conditions are equivalent.

a. \( \Delta_\beta W = (W \otimes W) \Delta_\beta \).
b. For \( n \geq 0 \),
\[
\Delta_\beta(P_n)(x, y) = \sum_{k=0}^{n} \frac{[n]_{\beta}!}{[k]_{\beta}! [n-k]_{\beta}!} P_k(x) P_{n-k}(y).
\]
c. \( \Delta_\beta(H) = H \otimes H \).
d. \( H(x, z) = \exp_\beta(u(z) x) \), for some formal power series \( u \in \mathcal{P}_{0,1} \).
e. \( D_\beta H(x, z) = u(z) H(x, z) \).
f. \( A = u^{-1}(D_\beta) \), for the same \( u \).
g. \( A \) commutes with \( D_\beta \).
h. \( A \) commutes with \( E_\beta^a \) for all \( a \).
i. \( (A \otimes I) \Delta_\beta = \Delta_\beta A \).

**Proof:** \( \Delta_\beta \) is co-associative, i.e. \( (\Delta_\beta \otimes I) \Delta_\beta = (I \otimes \Delta_\beta) \Delta_\beta \), since both sides of this equation applied to \( x^n \) give
\[
\sum_{k,l,m \geq 0} \frac{[n]_{\beta}!}{[k]_{\beta}! [l]_{\beta}! [m]_{\beta}!} x^k \otimes x^l \otimes x^m.
\]
\( \Box \Leftrightarrow \Box \) \( \Delta_\beta(x^n) = \sum_{k=0}^{n} \frac{[n]_{\beta}!}{[k]_{\beta}! [n-k]_{\beta}!} x^k y^{n-k} \). Thus \( \Delta_\beta W x^n = \Delta_\beta P_n \), while
\[
(W \otimes W) \Delta_\beta x^n = (W \otimes W) \sum_{k=0}^{n} \frac{[n]_{\beta}!}{[k]_{\beta}! [n-k]_{\beta}!} x^k y^{n-k} = \sum_{k=0}^{n} \frac{[n]_{\beta}!}{[k]_{\beta}! [n-k]_{\beta}!} P_k(x) P_{n-k}(y).
\]
\( \Box \Leftrightarrow \Box \) Obvious.
\( \Box \Leftrightarrow \Box \) One direction is obvious. For the other, suppose \( H(x, z) = \sum_{n=0}^{\infty} \frac{1}{[n]_{\beta}!} F_n(z) x^n \), for some formal power series \( \{F_n\} \). Then
\[
D_\beta H(x, z) = \sum_{n=1}^{\infty} \frac{1}{[n-1]_{\beta}!} F_n(z) x^{n-1} = \sum_{n=0}^{\infty} \frac{1}{[n]_{\beta}!} F_{n+1}(z) x^n.
\]
This equals \( u(z) H(x, z) \) if \( F_n(z) = u(z)^n \) and \( H(x, z) = \exp_\beta(u(z) x) \).

\( \Box \Leftrightarrow \Box \). The operator \( A \) is determined by the equation \( (A H)(x, z) = z H(x, z) \). Let \( H(x, z) = \exp_\beta(u(z) x) \), with \( u^{-1}(z) = \sum_{k=1}^{\infty} b_k z^k \). Then
\[
u^{-1}(D_\beta) H(x, z) = u^{-1}(D) \sum_{n=0}^{\infty} \frac{1}{[n]_{\beta}!} u(z)^n x^n = \sum_{n=0}^{\infty} \frac{1}{[n]_{\beta}!} u(z)^n \sum_{k=1}^{\infty} b_k \frac{[n]_{\beta}!}{[n-k]_{\beta}!} x^{n-k}
\]
\[
= \sum_{m=0}^{\infty} \sum_{k=1}^{\infty} \frac{1}{[m]_{\beta}!} b_k u(z)^{m+k} x^m = \sum_{m=0}^{\infty} u^{-1}(u(z)) \frac{1}{[m]_{\beta}!} u(z)^m x^m
\]
\[
= z H(x, z),
\]
so \( A = u^{-1}(D_\beta) \).
Lemma 22. Suppose $A = u^{-1}(D_\beta)$, and so $D_\beta = u(A)$. Let $u(z) = \sum_{n=0}^{\infty} a_k z^n$. Then

$$D_\beta H(x, z) = u(A)H(x, z) = u(A)\sum_{n=0}^{\infty} \frac{1}{[n]_{\beta}!} P_n(x) z^n = \sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{[n-k]_{\beta}!} P_{n-k}(x) z^{m+k} a_k P_m(x) = u(z)H(x, z).$$

This is equal to $z(D_\beta H)(x, z)$ iff $a_{n-k} = a_{n+1,k+1}$ for $n \geq 1, k \geq 0$. But in that case, denoting $a_{n-k} = a_{n,k}$,

$$(D_\beta H)(x, z) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{[k]_{\beta}!} a_{n-k} P_k(x) z^n = \sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{[k]_{\beta}!} a_m P_k(x) z^{m+k} = u(z)H(x, z),$$

with $u(z) = \sum_{m=0}^{\infty} a_m z^m$. Since $P_n$ is a monic polynomial, $a_1 = 1$.

\[\begin{array}{rcl}
\text{(i)} &\Rightarrow& \text{(ii)}: \text{This follows from the definition of } E_\beta^n \text{ and the relation } (D_\beta f) = \lim_{a \to 0} \frac{E_\beta^n(f) - f}{a}.
\end{array}\]

\[\begin{array}{rcl}
\text{(ii)} &\Rightarrow& \text{(i)}: \text{Obvious.}
\end{array}\]

\[\begin{array}{rcl}
\text{(i)} &\Rightarrow& \text{(iii)}: \text{Obvious.}
\end{array}\]

\[\begin{array}{rcl}
\text{(ii)} &\Rightarrow& \text{(iv)}: \Delta_\beta H = (A \otimes I)\Delta_\beta H = (A \otimes I)(H \otimes H) = zH \otimes H = z\Delta_\beta H = \Delta_\beta AH.
\end{array}\]

\[\begin{array}{rcl}
\text{(iv)} &\Rightarrow& \text{(ii)}: \Delta_\beta H = \Delta_\beta \left( \sum_{n=0}^{\infty} \frac{1}{[n]_{\beta}!} u(z)^n x^n \right) = \sum_{n=0}^{\infty} \sum_{k=0}^{n} \frac{1}{[k]_{\beta}![n-k]_{\beta}!} u(z)^n x^k y^{n-k} = H(x, z)H(y, z).
\end{array}\]

Most of the results from [RKO73] have analogs in the context of Proposition 21. We list two examples. The proofs follow from that proposition and the relation $AW = WD_\beta$ between a lowering operator and the corresponding umbral operator.

**Lemma 22.** Call a lowering operator and an umbral operator operators appearing in these roles for some family of polynomials $\{P_n\}$ in the context of Proposition 27.

- The umbral operators form a group, anti-isomorphic to the group $\{P_{0,1}, \circ \}$. More specifically, for two umbral operators $W_1$, $W_2$ and the corresponding lowering operators $v_1(D_\beta)$, $v_2(D_\beta)$, the operator $W_2 W_1$ is the umbral operator corresponding to the lowering operator $v_1(v_2(D_\beta))$.

- For a family of polynomials with the generating function $\exp_\beta(u(z)x)$ with $u \in P_{0,1}$, 

$$f(u(x)) = \sum_{n=0}^{\infty} \frac{1}{[n]_{\beta}!} x^n (P_n(D_\beta)(f))(0).$$
The free probability case corresponds to the sequence \( \beta \) with \( [n]_\beta = 1 \) for \( n \geq 1 \). This case has already been singled out, for example, in [JR79, Part XII]. Namely, the classical case \( [n]_\beta = n \) is distinguished by the fact that \( \Delta_\beta \) is a homomorphism, and so \( \mathbb{C}[x] \) with the usual multiplication and co-multiplication \( \Delta_\beta \) is a bialgebra. The free probability case \( [n]_\beta = 1 \) is distinguished by the fact that \( \partial_\beta \), where \( \partial_\beta(f)(x,y) = \frac{\Delta_\beta(f)(x,y) - f(y)}{x} \), is a derivation, and so \( \mathbb{C}[x] \) with the usual multiplication and co-multiplication \( \partial_\beta \) is an example of an infinitesimal coalgebra of [JR79] or of a generalized difference quotient ring of [Voi00]. Note that the classical case is also the only one when \( D_\beta \) is a derivation.

In the free case, in addition to the Proposition 21 being valid, we also have different analogs of the first three statements of Proposition 20. Namely, in this case \( \mathbb{C}[x] \), in addition to being a coalgebra with co-multiplication \( \Delta_\beta \), also has the structure of a dual group in the sense of [Voi87] with an operation \( \Delta_* \). In the following proposition, for a pair of algebras \( A_1, A_2 \), by \( A_1 \ast A_2 \) we mean the algebraic reduced free product of algebras (amalgamated over the identity element). Clearly the free product \( \mathbb{C}[x] \ast \mathbb{C}[x] \) is isomorphic to \( \mathbb{C}(x,y) \), the algebra of polynomials in two non-commuting variables. For two unital operators \( W_1 \) on \( A_1 \), \( W_2 \) on \( A_2 \), their free product operator is the unital operator on \( A_1 \ast A_2 \) determined by \( (W_1 \ast W_2)(a_1a_2 \cdots a_n) = (W_{i(1)}a_{i(1)})(W_{i(2)}a_{i(2)}) \cdots (W_{i(n)}a_{i(n)}) \), where \( a_j \in A_{(i(j))} \) and for all \( j, i(j) \neq i(j+1) \).

**Proposition 23.** Let \( \beta \) be a sequence with \( [n]_\beta = 1 \) for \( n \geq 1 \). Consider the corresponding objects from Proposition 21. More specifically, in this case

\[
D_\beta f = \frac{f(x) - f(0)}{x} = (\partial f)(x,0), \quad \exp_\beta(z) = \frac{1}{1 - z}, \\
E_\beta^a(f)(x) = \frac{xf(x) - af(a)}{x - a} = x(\partial f)(x,a) + f(a), \\
\Delta_\beta(f)(x,y) = \frac{xf(x) - yf(y)}{x - y} = x(\partial f)(x,y) + f(y), \\
H(x,z) = \sum_{n=0}^{\infty} P_n(x)z^n, \quad AP_n = P_{n-1}.
\]

Then the following conditions are equivalent to the conditions of Proposition 21 for this \( \beta \).

a. Let \( \Delta_* : \mathbb{C}[x] \to \mathbb{C}[x] \ast \mathbb{C}[x] = \mathbb{C}(x,y) \) be the homomorphism \( \Delta_*(f)(x,y) = f(x + y) \). Then

\[
\Delta_* W = (W \ast W)\Delta_*. 
\]

b. For \( n \geq 1 \),

\[
P_n(x + y) = \sum_{k=1}^{n} \sum_{i(1),i(2),\ldots,i(k) \geq 1 \atop i(1) + i(2) + \ldots + i(k) = n} (P_{i(1)}(x)P_{i(2)}(y)P_{i(3)}(x)P_{i(4)}(y) \cdots + P_{i(1)}(y)P_{i(2)}(x)P_{i(3)}(y)P_{i(4)}(x) \cdots).
\]

c. The generating function \( H \) satisfies the equation

\[
H(x + y, z) = \frac{H(x, z)H(y, z)}{H(x, z) + H(y, z) - H(x, z)H(y, z)}.
\]

d. \( H(x, z) = \frac{1}{1 - u(z)x} \) for some formal power series \( u \in \mathcal{P}_{0,1} \).
Proof. (a) $\iff$ (b). Obvious.

(b) $\iff$ (c). Equation (13) is equivalent to

$$H(x + y, z) = 1 + \sum_{n=1}^{\infty} \sum_{k=1}^{n} \sum_{i(1), i(2), \ldots, i(k) \geq 1 \atop i(1) + i(2) + \cdots + i(k) = n} \left( P_{i(1)}(x)z^{i(1)} P_{i(2)}(y)z^{i(2)} P_{i(3)}(x)z^{i(3)} P_{i(4)}(y)z^{i(4)} \cdots \right)$$

$$+ P_{i(1)}(y)z^{i(1)} P_{i(2)(x)}z^{i(2)} P_{i(3)}(y)z^{i(3)} P_{i(4)}(x)z^{i(4)} \cdots$$

$$= 1 + \sum_{k=1}^{\infty} \left( \frac{(H(x, z) - 1)(H(y, z) - 1)(H(x, z) - 1) \cdots}{H(x, z)H(y, z)H(y, z)} \right)$$

This follows from the fact that the equation

$$\frac{1}{H(x + y)} = \frac{1}{H(x)} + \frac{1}{H(y)} - 1$$

has a unique formal power series solution $\frac{1}{H(x)} = 1 - ax$, for $a \in \mathbb{C}$. Therefore $H(x, z) = \frac{1}{1-u(z)x}$. Since $H(x, 0) = 1$ and $P_n$ is a monic polynomial of degree exactly $n$, we conclude that $u(0) = 0$, $u'(0) = 1$.

Note that the generating functions of the (algebraic) free Sheffer systems are precisely those satisfying

$$H(x + y, s + t, z) = \frac{H(x, s, z)H(y, t, z)}{H(x, s, z) + H(y, t, z) - H(x, s, z)H(y, t, z)}.$$ 

Indeed, by the same argument as before, the solutions of this equation are precisely of the form $\frac{1}{H(x, t)} = 1 + ax + bt$, for $a, b \in \mathbb{C}$. Therefore $H(x, t, z) = \frac{1}{1-tf(z) - u(z)x}$. Since $P_n$ is a monic polynomial of degree exactly $n$, $u(0) = 0$, $u'(0) = 1$, $f(0) = 0$. Therefore we can define $R_\mu$ by $R_\mu(z) = \frac{1}{2}f(u^{-1}(z))$, so that

$$H(x, t, z) = \frac{1}{u(z)(K_1(u(z)) - x)} = \frac{1}{1 - u(z)(x - tR_\mu(u(z)))}.$$ 

Note that $\mu \in \mathcal{M}_1$, it need not be a positive measure. We leave to the reader the analogs of equations (12) and (13) for the free Sheffer systems. Cf. [Leh00], where such expansions were considered in the more general operator-valued case.

Example 3 (Free Meixner systems). Time-zero polynomials of a free Sheffer system satisfy the conditions of Proposition 12. For the free Meixner systems, these are the following.

**Hermite (Chebyshev):** $P_n(x) = x^n$.

**Charlier:** $P_0(x) = 1$, $P_n(x) = x(x-1)^{n-1}$ for $n \geq 1$. 
Meixner / Laguerre / Meixner-Pollaczek: \( P_0(x) = 1 \), \( P_n(x) = xU_{n-1}(x - 2a) \) for \( n \geq 1 \).

Indeed, for the modified Chebyshev polynomials, the time-zero polynomials are \( Q_n(x) = U_n(x - 2a) \). Thus from equations (4), the time-zero polynomials of the free Meixner system with parameter \( a \) are \( P_n(x) = U_n(x - 2a) + 2aU_{n-1}(x - 2a) + U_{n-2}(x - 2a) = xU_{n-1}(x - 2a) \).

The sequence \( P_n(x) = x^n \) is a binomial sequence for any \( \beta \). However, already for the zero-time polynomials of the “\( \beta \)-Charlier systems”, this is in general not the case.

**Lemma 24.** The sequence \( P_n(x) = \prod_{k=0}^{n-1}(x - \lfloor k \beta \rfloor) \) is a \( \beta \)-binomial sequence in only two cases: \([n]_\beta = n\), or \([n]_\beta = 1\) for \( n \geq 1 \).

**Proof.** If the sequence \( P_n(x) = \prod_{k=0}^{n-1}(x - \lfloor k \beta \rfloor) \) is a \( \beta \)-binomial sequence, then the corresponding lowering operator, determined by \( AP_n = [n]_\beta P_{n-1} \), commutes with \( D_\beta \). Evaluating the identity \( AD_\beta = D_\beta A \) on \( x^n \) and comparing coefficients, we obtain a system of equations in \( \{ [j]_\beta \} \) that is linear in \([n]_\beta \). So by induction, the sequence \( \{ [n]_\beta \} \) is determined by \([2]_\beta \). From this analysis for \( x^3 \), we conclude that \([3]_\beta = \frac{1}{2}([2]_\beta + [2]_\beta^2)\), and from this analysis for \( x^4 \) we conclude that \([2]_\beta \) is a root of the equation \((x - 1)^2(x - 2)(x + 1) \). Since \([2]_\beta \geq 0\), it is equal to either 2 or 1. In the first case, \([n]_\beta = n\), which corresponds to the classical situation. In the second case, \([n]_\beta = 1\) for \( n \geq 1 \), which corresponds to the free situation.

Moreover, already for \( q \)-Hermite polynomials, their generating function is not of the form appearing in Proposition [21]. In particular, it is not clear if the families of Remark [7] can be interpreted as Sheffer systems, or even if their time-zero polynomials can be interpreted as binomial systems. On the other hand, some positive evidence for the Sheffer interpretation is provided by the fact \( \text{[BKS97]} \) that the \( q \)-Hermite polynomials are martingale polynomials for the \( q \)-Brownian motion with respect to its standard filtration. Also, we have recently learned from Professor Ismail about a different deformation of the umbral calculus, which may be appropriate for these families. This direction will be pursued in a future paper.

**References**

[Ans99] Michael Anshelevich, *The linearization of the central limit operator in free probability theory*, Probab. Theory Related Fields 115 (1999), no. 3, 401–416.

[Ans00] ———, *Free stochastic measures via noncrossing partitions*, Adv. Math. 155 (2000), no. 1, 154–179.

[Ans01a] ———, *Itô formula for free stochastic integrals*, arXiv:math.OA/0102063; to be published by the J. Funct. Anal., 2001.

[Ans01b] ———, *Partition-dependent stochastic measures and \( q \)-deformed cumulants*, Doc. Math. 6 (2001), 343–384.

[AY99] Mai Akiyama and Hiroaki Yoshida, *The orthogonal polynomials for a linear sum of a free family of projections*, Infin. Dimens. Anal. Quantum Probab. Relat. Top. 2 (1999), no. 4, 627–643.

[Bia97] Philippe Biane, *Free Brownian motion, free stochastic calculus and random matrices*, Free probability theory (Waterloo, ON, 1995), Fields Inst. Commun., vol. 12, Amer. Math. Soc., Providence, RI, 1997, pp. 1–19.

[Bia98] ———, *Processes with free increments*, Math. Z. 227 (1998), no. 1, 143–174.

[BKS97] Marek Bożejko, Burkhard Kümmerer, and Roland Speicher, *\( q \)-Gaussian processes: non-commutative and classical aspects*, Comm. Math. Phys. 185 (1997), no. 1, 129–154.

[BP99] Hari Bercovici and Vittorino Pata, *Stable laws and domains of attraction in free probability theory*, Ann. of Math. (2) 149 (1999), no. 3, 1023–1060, With an appendix by Philippe Biane.

[CD99] Thierry Cabanal-Duvillard, *Fluctuations de la loi empirique de grandes matrices aléatoires*, preprint, 1999.

[CT84] Joel M. Cohen and Alice R. Trenholme, *Orthogonal polynomials with a constant recursion formula and an application to harmonic analysis*, J. Funct. Anal. 59 (1984), no. 2, 175–184.

[DBL95] A. Di Bucchianico and D. Loeb, *A selected survey of umbral calculus*, Electron. J. Combin. 2 (1995), Dynamic Survey 3, 28 pp. (electronic).
[FS93] Philip Feinsilver and René Schott, *Algebraic structures and operator calculus. Vol. I*, Kluwer Academic Publishers Group, Dordrecht, 1993, Representations and probability theory.

[HT99] U. Haagerup and S. Thorbjørnsen, *Random matrices and K-theory for exact C*-algebras*, Doc. Math. 4 (1999), 341–450 (electronic).

[Joh98] Kurt Johansson, *On fluctuations of eigenvalues of random Hermitian matrices*, Duke Math. J. 91 (1998), no. 1, 151–204.

[JR79] S. A. Joni and G.-C. Rota, *Coalgebras and bialgebras in combinatorics*, Stud. Appl. Math. 61 (1979), no. 2, 93–139.

[Lai74] Tze Leung Lai, *Martingales and boundary crossing probabilities for Markov processes*, Ann. Probability 2 (1974), 1152–1167.

[Leh00] Franz Lehner, *On the computation of spectra in free probability*, arXiv:math.OA/0008084, 2000.

[McK69] H. P. McKean, Jr., *Stochastic integrals*, Academic Press, New York, 1969.

[RKO73] Gian-Carlo Rota, D. Kahaner, and A. Odlyzko, *On the foundations of combinatorial theory. VIII. Finite operator calculus*, J. Math. Anal. Appl. 42 (1973), 684–760.

[Rot75] Gian-Carlo Rota (ed.), *Finite operator calculus*, Academic Press Inc., New York, 1975.

[Sch00] Wim Schoutens, *Stochastic processes and orthogonal polynomials*, Springer-Verlag, New York, 2000.

[Spe97] Roland Speicher, *Free probability theory and non-crossing partitions*, Sém. Lothar. Combin. 39 (1997), Art. B39c, 38 pp. (electronic).

[SY00] Naoko Saitoh and Hiroaki Yoshida, *A q-deformed Poisson distribution based on orthogonal polynomials*, J. Phys. A 33 (2000), no. 7, 1435–1444.

[VDN92] D. V. Voiculescu, K. J. Dykema, and A. Nica, *Free random variables*, CRM Monograph Series, vol. 1, American Mathematical Society, Providence, RI, 1992, A noncommutative probability approach to free products with applications to random matrices, operator algebras and harmonic analysis on free groups.

[Voï87] Dan Voiculescu, *Dual algebraic structures on operator algebras related to free products*, J. Operator Theory 17 (1987), no. 1, 85–98.

[Voï00a] ———, *The coalgebra of the free difference quotient and free probability*, Internat. Math. Res. Notices 2000 (2000), no. 2, 79–106.

[Voï00b] ———, *Lectures on free probability theory*, Lectures on probability theory and statistics (Saint-Flour, 1998), Springer, Berlin, 2000, pp. 279–349.

DEPARTMENT OF MATHEMATICS, UNIVERSITY OF CALIFORNIA, BERKELEY, CA 94720

E-mail address: manshel@math.berkeley.edu