A New Deep Learning-Based Zero-Inflated Duration Model for Financial Data Irregularly Spaced in Time
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In stock trading markets, trade duration (i.e., inter-arrival times of trades) usually exhibits high uncertainty and excessive zero values. To forecast conditional distribution of trade duration, this study proposes a hybrid model called “DL-ZIACD” for short, which addresses the problem of excessive zero values by a zero-inflated distribution. Meanwhile, dynamics of the distribution time-varying parameters are captured by a specially designed deep learning (DL) architecture in which the behavioral patterns of large traders and small individual traders are represented separately by different blocks. The proposed hybrid model takes advantage of the strong fitting ability of deep learning methods while allowing for providing a probabilistic output. This paper empirically applied the established model to a large-scale dataset, containing 9,900,000 transactions of the Chinese Shenzhen Stock Exchange 100 Index (SZSE 100) constituents. To the best of our knowledge, no previous studies have applied conditional duration models to a dataset of such a large scale. For both the central location forecasting and the extreme quantile forecasting, our proposed model exhibited significant superiority over the benchmark models, which indicates that our DL-ZIACD model can provide accurate forecasts in conditional duration distribution.
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INTRODUCTION

In the electronic security trading system, limit orders are offered by potential buyers and sellers. A trade will be executed only if the maximum bid price from the buy limit orders is higher than the minimum asked price from the sell limit orders. This results in a high uncertainty of trade duration. During the continuous trading process, less waiting time means less risk of price drift, which is particularly important for the traders who need to execute a large number of trades while maintaining a basically stable price [1]. Hence, the prediction of trade duration can provide important liquidity information for market participants to make trade decisions. In order to model the duration sequences, researchers must use the autoregressive conditional duration (ACD) model [2], in which the duration is assumed to be the multiplication of conditional mean duration and an error term. Following this work, various studies were conducted to extend the classic ACD model from two perspectives. From one perspective, the researchers in Refs. [3–6] focused on extending...
the linear equation of conditional mean duration to nonlinear cases. From the other perspective, the ACD family models proposed in Refs. [7–11] try to choose a more suitable distribution to characterize the uncertainty of the error term. In 2018, a new ZIACD [12] model based on the zero-inflated negative binomial distribution was proposed to address the problem of excessive zero values.

Recently, financial researchers have paid more and more attention to machine learning methods, which succeed in natural language processing (NLP) and computer vision (CV) tasks. Random forests (RF), support vector regression (SVR), and deep neural networks (DNN) are successively applied to financial prediction tasks [13, 14]. Moreover, long short-term memory (LSTM) networks were deployed for constructing a hedge strategy in the financial market and achieved the highest returns compared with benchmark models, including RF, DNN, and logistic regression classifier (LOG) [15]. Although, the machine learning methods mentioned above can forecast future expectation, in many situations, we need to manage the risk of forecasting values (e.g., the financial volatility, the maximum loss given a probability level) simultaneously, which requires an accurate forecast in conditional duration distribution. Consequently, various studies [16–21] have been conducted to combine the machine learning methods and classic statistical models to realize this target. For instance, Peng et al. [20] used SVR to estimate the mean and the volatility equations of a conventional GARCH model, and the proposed SVR-GARCH model outperformed all the common models from the GARCH family in volatility prediction.

In this study, we extend the ZIACD model to establish a new hybrid model called “DL-ZIACD” for conditional duration distribution, utilizing a specially designed deep learning (DL) network. The established hybrid DL-ZIACD model is applied to nearly all constituent stocks of the Chinese Shenzhen Stock Exchange 100 Index (SZSE 100), and the results show that our DL-ZIACD model is superior to the benchmark models in forecasting conditional duration distribution. The contributions of this paper can be summarized as follows:

1. We propose a new hybrid zero-inflated duration model by building a deep learning network to forecast the time-varying parameters of conditional duration distribution.
2. The behavioral difference of large traders and small individual traders is taken into consideration when building the deep learning architecture of our DL-ZIACD model.
3. The proposed model is applied to a large-scale dataset, and fixed hyper parameters are adopted for all SZSE 100 constituents to reduce the impact of manual tuning.

The remains of this paper are organized as follows: In section Related Work, we review the related work of this paper. Section Methodology provides a detailed description of our proposed DL-ZIACD model. Section Empirical Research applied our proposed model to a large-scale dataset, and section Conclusion concludes this paper.

RELATED WORK

ACD Family Models

In order to estimate the conditional duration, the researchers most use the autoregressive conditional duration (ACD) model proposed by Engle et al. [2]. The classic version of the ACD model can be mathematically described as follows:

\[
y_i = \mu_i \varepsilon_i \quad (1)
\]

\[
\mu_i = \omega + \sum_{j=1}^{p} \alpha_{ij} y_{i-j} + \sum_{h=1}^{q} \beta_h \mu_{i-h} + \sum_{l=1}^{r} \gamma_l x_l \quad (2)
\]

\[
\varepsilon_i \sim \text{Exp} (1) \quad (3)
\]

In Equation (1), duration \( y_i \) is assumed as the multiplication of the expectation \( \mu_i \) and an error term \( \varepsilon_i \). In Equation (2), the expectation \( \mu_i \) is linearly dependent on the duration of the lagged periods and the lagged terms of itself. \( p \) and \( q \) in Equation (2) represent orders of the lags, and the model defined by the above formulas can be labeled as ACD (p, q). Besides, exogenous variables can also be added as the independent variables and are represented as the term \( \sum_{h=1}^{r} y_l x_l \) in Equation (3). In this paper, the ACD (p, q) model with exogenous variables is written as Exv-ACD (p, q) for short.

\[
\mu_i = \omega + \sum_{j=1}^{p} \alpha_{ij} y_{i-j} + \sum_{h=1}^{q} \beta_h \mu_{i-h} + \sum_{l=1}^{r} \gamma_l x_l \quad (4)
\]

Based on the work of Engle et al. [2], various studies were proposed to extend the classic ACD model by utilizing non-linear functions to fit the conditional mean equation or choosing more suitable distributions for the error term. Shi et al. [21] has reviewed the two types of extensions based on the classic ACD model in detail. In a recent study, authors in Blasques et al. [12] have utilized the zero-inflated negative binomial distribution [see Equation (5)] to address the excessive zero values of duration \( y_i \) and characterize the dynamics of the time-varying location parameter with the general autoregressive score (GAS) model.

\[
y_i \sim 0 \quad \text{with probability } \pi, \\
y_i \sim \text{NB} (\mu_i, \alpha) \quad \text{with probability } 1 - \pi. \quad (5)
\]

Machine Learning Methods Applied to Financial Data

In recent years, more and more researchers have tried to capture the complexity of financial time series data, utilizing machine learning methods. Serjam and Sakurai [22] chose the SVR model to predict the price movement in 1 min and got good results in simulated trading in the currency market. Kumar and Thenmozhi [13] compare the performance of the linear discriminant analysis, logit, artificial neural network, random forest and SVM in terms of predicting the direction of stock index daily movement. Chong et al. [14] systematically analyzed the potential of deep neural networks for stock
market prediction at high frequencies and found that the DNN method can extract additional information from the residuals of the autoregressive model, not vice versa. In Fischer and Krauss [15], LSTM networks are employed to financial market predictions in order to recognize temporal information of sequential data more effectively. However, these methods cannot assess the risk of the forecasted values. Therefore, the hybrid models combining machine methods and statistical models are proposed to realize this target while retaining the strong fitting ability.

**Hybrid Models**

Many hybrid models have been proposed to forecast the future state and assess the corresponding risk simultaneously. In 2003, Perez-Cruz et al. [16] utilized the SVM algorithm to give a better estimation for the parameters of the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model than the regular maximum likelihood method. In Refs. [17, 18], the output of the GARCH model was added to the input variables of ANN to improve the volatility prediction of three stock exchange indexes and oil price, respectively. Following the work of Refs. [17, 18], Kim and Won [19] used the parameters of the multiple GARCH-type models and other explanatory variables as the input of stacked LSTM layers to reduce prediction errors. In Peng et al. [20], the mean and volatility equations in the GARCH model are extended to the non-linear SVR decision function, and the proposed SVR-GARCH was applied to the high frequency data of three cryptocurrencies and traditional currencies. Inspired by these works, Shi et al. [21] extended the mean equation of the classic ACD model, utilizing LSTM networks to propose the LSTM-ACD model. The architecture of LSTM-ACD with the attention layer added is abbreviated to LSTM-ACD (attention) in this paper. However, the problem of excessive zero values is ignored in the work of Shi et al. [21].

In the ZIACD model proposed by Blasques et al. [12], a zero-inflated negative binomial distribution was chosen to describe the discrete duration with excessive zeros. However, this model required the assumptions that the time-varying location parameter followed the specification of GAS, and other parameters were assumed to be static, which are hard to fulfill in realistic situations. In a research for assisting clinical decision-making, Kabeshova et al. [23] built a deep learning architecture based on zero-inflated mixture of multinomial distributions (ZiMM) to predict long-term and blurry relapses.

In this paper, we also establish a hybrid model based on zero-inflated distribution to forecast conditional duration distribution. Compared with the ZIACD model proposed by Blasques et al. [12], we choose a zero-inflated exponential distribution as the underlying distribution because the research data are recorded with millisecond precision. In addition, the dynamics of the time-varying parameters of the zero-inflated distribution is modeled by the specially designed deep learning (DL) networks, which take the behavioral difference between large investors and small individual investors into consideration.

**METHODOLOGY**

In this section, the process of establishing the DL-ZIACD model is described in two steps. First, we introduce a zero-inflated exponential distribution to address the problem of excessive zero values for the duration with millisecond precision. Second, a specially designed deep learning architecture is proposed to predict the time-varying parameters of the zero-inflated exponential distribution.

**Zero-Inflated Exponential Distribution**

When researchers analyze the ultrahigh frequency financial data, zero values account for a large proportion in the transaction duration even if the duration is recorded with precision of milliseconds. In the distributions used to describe the error terms of the ACD family models, zero values usually have zero density, and estimations problems may arise correspondingly [12]. Therefore, the zero-inflated negative binomial distribution is utilized in Blasques et al. [12] to characterize the duration with excessive zeros. However, treating the duration with a count distribution is not a proper way if the transaction data are recorded with precision of milliseconds.

In this study, we deal with the duration via zero-inflated exponential distribution, which is a hybrid of one-point distribution and exponential distribution. The following equation [Equations (6, 7)] describe the zero-inflated exponential distribution mathematically:

\[
y_i \sim 0 \quad \text{with probability } p_i, \\
y_i \sim \mathcal{E}(\lambda_i) \quad \text{with probability } 1 - p_i. 
\]

\[
P \left( y_i \mid p_i, \lambda_i \right) = p_i, \quad y_i = 0, \\
f \left( y_i \mid p_i, \lambda_i \right) = (1 - p_i) \lambda_i e^{-\lambda_i y_i}, \quad y_i > 0. 
\]

For convenience, we introduce an indicator variable \( z_i \), defined as

\[
z_i = \begin{cases} 
0, & y_i > 0, \\
1, & y_i = 0. 
\end{cases} 
\]

Then the log likelihood function based on the distribution is calculated as follows:

\[
\ell = \sum_{i=1}^{n} \left( (1 - z_i) \log((1 - p_i)\lambda_i e^{-\lambda_i y_i}) + z_i \log(p_i) \right) 
\]

In this study, \( \lambda_i \) and \( p_i \) are both supposed to be time-varying parameters, which are dependent on the historical data. The dependency relationship will be characterized by a specially designed deep learning architecture.

**The Proposed DL-ZIACD Model**

There are two reasons that can explain the presence of excessive zero duration. One reason is that a large-volume trade may be broken into several smaller trades and executed at the same time. The other reason for zero duration is that algorithmic traders, who can react instantly to the arbitrage opportunity
FIGURE 1 | Architecture of the DL-ZIACD model.
by the trading program. The orders with large volume are usually offered by large traders such as institutional traders, and the algorithmic traders can also be viewed as a type of institutional traders. Therefore, the probability of zero duration \( p_i \) is highly related to the behavior of the large traders, who can make a decision based on a long sequence of historical data. Besides, a large-volume order means a high risk, which also drives the traders to spend more time on analyzing the historical data. We take these factors into consideration and design a \( p \) generator block, consisting of a LSTM layer and a fully connected layer to predict the probability of zero value one step ahead. Contrastingly, the parameter \( \lambda \), is more likely decided by the behavioral pattern of small individual traders, who provide the most liquidity for the stock market. Since the small individual traders are much less professional than the large traders, a two-layer fully connected network is utilized to predict the \( \lambda \) parameter.

As shown in Figure 1, we feed a long-term feature to the \( p \) generator block and a short-term feature to the \( \lambda \) generator block. We denote the raw feature sequence for the \( i \)th duration as \( F_i : [f_{j}] \ j = 1, 2, 3, \cdots , l \) where, the \( f_j \) represents the raw feature vector of the \( j \)th transaction and consists of the variables of volume, duration, price, etc., The long-term feature is sequential data of last \( l \) raw feature vectors selected from \( F_i \). At the same time, we concatenate the last \( s \) raw feature vectors to get the short-term feature for the \( \lambda \) generator block. Then we can acquire the distribution of the next duration based on the output of the two blocks.

We train the weights of the \( \lambda \) generator block and the \( p \) generator block jointly. The objective function is the negative value of the log likelihood function \( l \), defined in Equation (9). In addition, the last 30% of the available data is selected as the test set. The remaining data are split into the training set and the validation set according to the ratio of 7:3, and we make use of the early stopping method to prevent the overfitting problem. The detailed training process of our DL-ZIACD model is presented in Algorithm 1.

**EMPIRICAL RESEARCH**

**Data**

The widely quoted Shenzhen Stock Exchange 100 Index (SZSE 100) is a weighted index of 100 leading companies with large market capitalization and good liquidity in the Chinese Shenzhen Stock Exchange market. The data sample used in our study cover all the constituents of the Shenzhen Stock Exchange 100 Index (SZSE 100) released on December 31st, 2016. For each stock, the first 100,000 transactions executed during the consecutive auction session in 2017 are selected for the experiment, and 30% of the transactions are used as the test set. We exclude the stock of TIANJINZHONGHUIAN SEMICONDUCTOR CO., LTD. from the data sample as this stock was suspended for all the year in 2017. Hence, the sample used in this study consists of 99 constituent stocks of SZSE 100 and has a data scale of 9,900,000 transactions. As shown in Figure 2, for most of the stocks studied, the proportion of zero duration exceeds 40%. Therefore, it is theoretically inappropriate to ignore the problem of excessive zero values.

**Algorithm 1**

1: Set the early stopping \( Patience = 5 \), learning rate \( \rho = .1 \), batch size \( K = 1000 \), \( Maximum\ Epochs = 100 \), \( Last\ Im\ pro\vment = 0 \), \( Epoch = 0 \), \( -L_{\text{LastBest}} = 0 \);
2: Initialize weights \( W_p \) for the \( \lambda \) generator, \( W_\lambda \) for the \( p \) generator, and initialize the Adam Optimizer with an initial learning rate \( \rho_{\text{initia}l} = .1 \) and \( \text{decya} = .0001 \).
3: while not converged do
4: \( i = 0 \)
5: while \( i \cdot K < N_{\text{train}} \) do
6: \( M = K \)
7: \( if (i - 1) \cdot K \geq N_{\text{train}} \) then \( M = N_{\text{train}} \% K \)
8: Get \( M \) new feature sequences \( X_p^{(1)}, X_p^{(2)}, \cdots , X_p^{(M)} \) for the \( p \) generator block.
9: Get \( M \) new feature vectors \( X_\lambda^{(1)}, X_\lambda^{(2)}, \cdots , X_\lambda^{(M)} \) for the \( \lambda \) generator block.
10: Get the corresponding \( M \) labels \( y^{(1)}, y^{(2)}, \cdots , y^{(M)} \) and the current learning rate \( \rho \) from the Adam Optimizer,
11: Update the probability generator block: \( W_p = W_p - \rho \cdot \sum_{i=1}^{K} \frac{-\partial L(X_i^{(0)}, X_i^{(0)}, y_i^{(0)})}{\partial W_p} \)
12: Update the lambda generator block: \( W_\lambda = W_\lambda - \rho \cdot \sum_{i=1}^{K} \frac{-\partial L(X_i^{(0)}, X_i^{(0)}, y_i^{(0)})}{\partial W_\lambda} \)
13: \( i = i + 1 \)
14: Calculate the negative log likelihood function \( -L_{\text{val}} \) on validation set by \( W_\lambda \) and \( W_p \)
15: \( if -L_{\text{val}} < -L_{\text{LastBest}} \) then \( -L_{\text{LastBest}} = -L_{\text{val}} \), Last Im pro\vment = 0
16: else \( Last\ Im\ pro\vment = Last\ Im\ pro\vment + 1 \)
17: end if
18: \( if Last\ Im\ pro\vment \geq Patience, \ then \ Break \)
19: \( if Epoch \geq Maximum\ Epochs, \ then \ Break \)
20: end while

**Evaluation Criteria**

By training the parameters of the DL-ZIACD model based on Algorithm 1, we can forecast the conditional duration distribution function \( \hat{g} \), for each transaction in the future and acquire the quantiles of \( \hat{g} \). Being less likely to be affected by the extreme values of right-skewed distributions, the \textit{median} (50% quantile) is chosen to predict the value of the next trade duration. The prediction performance for the \( k \)th stock is measured by mean absolute error (MAE), which can be calculated by Equation (10):

\[
\text{MAE}_{\text{duration}}^k = \frac{1}{N} \sum_{i=1}^{N} |\hat{y}_i - y_i|
\]

By averaging the MAE of the SZSE 100 constituent stocks, we get the \( \text{MAE}_{\text{duration}} \) metric:

\[
\text{MAE}_{\text{duration}} = \frac{1}{99} \sum_{k=1}^{99} \text{MAE}_{\text{duration}}^k
\]
To further measure the agreement between the forecasted distribution $\hat{g}_i$ and the real distribution $g_i$, we also evaluate the prediction performance of quantiles at different probability levels generated from $\hat{g}_i$. The quantile of the $i$-th trade duration at the upper $\alpha$ level is denoted by $Q_{\alpha,i}$ and defined by the following equation:

$$\alpha = P(y_i < Q_{\alpha,i})$$  \hspace{1cm} (12)
Then the violation rates (VR) [11] can be given by

$$\hat{\alpha} = \frac{1}{N} \sum_{i=1}^{N} I(y_i > Q_{\alpha,i})$$

(13)

where $I$ represents an indicator function, which takes value 1 when duration $y_i$ exceeds the quantile $Q_{\alpha,i}$ and takes value 0 in other cases. We calculate the ratio of $\hat{\alpha}$ to $\alpha$ by $R_{\alpha} = \hat{\alpha}/\alpha$. The closer $R_{\alpha}$ is to 1, the better the performance is. As shown in Equation (14), the $MAE_{\alpha}^{ratio}$ metric is used to summarize the quantile forecasting performance on the 99 constituents of SZSE 100, where $R_{\alpha,k}$ denotes the $\hat{\alpha}/\alpha$ for the $k$th stock.

$$MAE_{\alpha}^{ratio} = \frac{1}{99} \sum_{k=1}^{99} |R_{\alpha,k} - 1|$$

(14)

In addition, the loss function $QL$ defined in Koenker and Bassett [24] to evaluate the performance of quantile regression is also chosen to assess the quantile forecasting performance in this
The quantile loss function for each stock can be calculated as follows:

\[
QL_\alpha = \sum_{i=1}^{N} \left( y_i - Q_{\alpha,i} \right) \left[ (1 - \alpha) - I(y_i < Q_{\alpha,i}) \right]
\]  

(15)

Similar to the $\text{MAE}_{\text{duration}}$ metric, we also average the $QL_\alpha$ of the SZSE 100 constituent stocks to acquire the $QL_\alpha$, which reflects the overall performance of quantile forecasting.

**Performance**

In section Related Work, the ACD, Exv-ACD, LSTM-ACD, and LSTM-ACD (attention) model have been introduced. In this paper, trade volume is specified as the exogenous variable for the Exv-ACD model. In the application of the ACD model and the Exv-ACD model, we choose the best order from (1, 1), (1, 2), (2, 1), and (2, 2) for each stock according to Akaike information criterion (AIC) [26]. As the temporal convolutional network (TCN) [25] architecture has exhibited superiority over the recurrent architectures in many sequence modeling tasks, we can also extend the mean equation of the classic ACD model by TCN architecture to propose a TCN-ACD model. In addition, the attention layer can also be added to the TCN-ACD to establish a TCN-ACD (attention) model. We set a number of filters to 16, dilation to [2, 3, 5, 9], and kernel size to 2. In this paper, the ACD, Exv-ACD, LSTM-ACD, LSTM-ACD (attention), TCN-ACD, TCN-ACD (attention) models are chosen as the benchmark models. The empirical results of the models are summarized in Table 1.

As shown in Table 1, our proposed DL-ZIACD model clearly outperforms all the other models in $\text{MAE}_{\text{duration}}$, which exhibits

![FIGURE 5](image-url)  

Detailed comparison of the seven models in $QL_\alpha$ by a pie chart (the size of each pie slice represents the percentage (number) of stocks on which the corresponding model achieves the lowest $QL_\alpha$).
We apply the DL-ZIACD model, as well as the benchmark models, to a large dataset, including all the constituents of SZSE 100 with a data scale of 9,900,000 transactions. Meanwhile, fixed hyper parameters are chosen for all the stocks to reduce the effect of manual tuning. Empirical results show that the DL-ZIACD model can provide accurate and robust forecasts in both central location and extreme quantiles for the conditional duration distribution. From the perspective of overall performance, the DL-ZIACD achieves the best results in most of the overall metrics (e.g., $\text{MAE}_{\text{duration}}^{5\%}$). In addition, the DL-ZIACD model outperforms all the benchmark models on most of the constituent stocks in $\text{MAE}_{\text{duration}}^{\alpha}$ and $\alpha$ at all probability levels. That means a high degree of agreement between the forecasted distribution and the real distribution.
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APPENDIX

FIGURE A1 | Detailed comparison of the seven models in $QL_\alpha$ by a line chart. (Each full line is plotted by connecting the $QL_\alpha$ value from the corresponding model on each stock).