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Abstract

Automatic face recognition has received significant performance improvement by developing specialised facial image representations. On the other hand, generic object recognition has rarely been applied to the face recognition. Spatial pyramid pooling of features encoded by an over-complete dictionary has been the key component of many state-of-the-art image classification systems. Inspired by its success, in this work we develop a new face image representation method inspired by the second-order pooling in [1], which was originally proposed for image segmentation.

The proposed method differs from the previous methods in that, we encode the densely extracted local patches by a small-size dictionary; and the facial image signatures are obtained by pooling the second-order statistics of the encoded features. We show the importance of pooling on encoded features, which is bypassed by the original second-order pooling method to avoid the high computational cost. Equipped with a simple linear classifier, the proposed method outperforms the state-of-the-art face identification performance by large margins. For example, on the LFW databases, the proposed method performs better than the previous best by around 13% accuracy.

I. INTRODUCTION

Face identification aims to find the subject in the gallery most similar to the probe face image. Despite decades of research effort, it is still an active topic in computer vision due to both its wide applications and technical challenges. The challenges are typically caused by various intra-class variations (e.g., face expressions, poses, ages, image contaminations, etc.), or lack of sufficient training data [2]. One of the key problems is to generate a robust and discriminant representation for facial images. Extensive research effort in the literature has been devoted to projecting the face vectors to a low-dimensional subspace, e.g., as in the method of eigenfaces [3], Fisher-faces [4], Laplacian faces [5], etc. However, these holistic feature based methods often are incapable to cope with the aforementioned problems well.

Recently, sparse representation based face classification has achieved promising results [6], [7]. Different from previous methods, these methods compute the representation of the probe image to achieve the minimum representation error in terms of a set of training samples or a dictionary learned from training images. Many algorithms have been developed in this category, which achieve state-of-the-art performance on face recognition with image corruptions [6], face disguises [7], [8] and small-size training data [9], [10].

To improve the face recognition performance, many local feature based methods has been proposed, which tend to show superior results over those based holistic features. Typical methods in this group include histograms of local binary patterns (LBP) [11], histograms of various Gabor features [12], [13], [14] and their fusions [15]. These local feature based methods have been proven to be more robust to mis-alignment and occlusions.

On the other hand, the local feature based image representation—bag-of-visual-words (BOV)—has been shown state-of-the-art recognition accuracy [16]. The typical pipeline of BOV is: low-level local feature extraction (raw pixels, SIFT etc.), feature quantization or encoding against a pre-trained dictionary, and descriptor generation by spatially pooling the encoded local features. This pipeline has been shown to achieve the state-of-the-art performance in generic image classification [17], [18], [19]. Despite the success of the BOV model in image classification, it has been rarely applied to face recognition.

The dimensionality of the learned image descriptor through the BOV pipeline is mainly determined by the size of trained dictionary (dimension of the encoded local features) and the pooling pyramid grids. It has been shown that a large dictionary size is critical to achieve a high accuracy for generic image classification [20]. In the...
meantime, pooling features over a spatial region leads to more compact representations, and also helps to make the representation invariant to image transformation and more robust [21]. The spatial pyramid pooling model [18] has made a remarkable success, for example, in conjunction with sparse coding techniques [19].

Average pooling and max-pooling are the two most popular pooling methods. The latter method usually leads to superior performance to the former one [19], [22]. Most previous methods compute first-order statistics in the pooling stage. In contrast, recently the average and max-pooling methods that incorporate the second-order information of local features have been proposed in [1] for image segmentation. Without an encoding stage, the second-order pooling strategy of [1] is directly applied to the raw SIFT descriptors.

Inspired by both the BOV model and the second-order pooling method of [1], here we propose a new method for facial image representation. First, local raw patches are densely extracted from the face images. The local patches are then encoded by an small-size dictionary, e.g., trained by K-means. The encoded features are finally pooled by employing the second-order statistics over a multi-level pyramid. The efficacy of the learned facial features are verified by the state-of-the-art performance on several public benchmark databases.

The BOV model has been less frequently studied on face recognition problems. The Fisher Vectors on densely sampled SIFT features were adopted in [23] for face verification problems. In contrast, we focus on raw intensity features. Also note that no pooling is applied in this method. Combination of sparse coding and spatial max-pooling has been used in [24] for face recognition. However, only the first-order statistics are computed in the pooling stage. Our contributions mainly include:

1. We propose a new facial representation method based on a combination of the BOV model and second-order pooling. To our knowledge, this is the first face feature extraction method using the second-order pooling technique.
2. Different from the standard BOV methods which usually involve an over-complete dictionary, we show that a very small number of dictionary basis are sufficient for face identification problems, in conjunction with the second-order pooling. In contrast to the method in [1], which does not apply encoding, we show that feature encoding is critically important for face identification and always improves the recognition accuracy.
3. Coupling with a simple linear classifier, the proposed method outperforms those state-of-the-art by large margins on several benchmark databases, including AR, FERET and LFW. In particular, the proposed method achieves perfect recognitions (100% accuracies) on the ‘Fb’ subset of the FERET dataset and the ‘sunglasses’ and ‘scarves’ subsets of the AR dataset. Our method obtains a higher accuracy than the best previous result by around 13% on LFW.

II. THE PROPOSED METHOD

In this section we present the details of the proposed method. We focus on extracting a discriminant representation of an image based on its raw intensity feature other than other specific designed ones like SIFT.

A. Dense local patch extraction

Without loss of generality, suppose that a facial image is of \( d \times d \) pixels. As the first step, we extract overlapped local patches of size \( r \times r \) pixels with a step of \( s \) pixels. Set \( l = \left\lfloor \frac{d - r}{s} + 1 \right\rfloor \), then each image is divided into \( l \times l \) patches. Let each local patch be a row vector \( x \).

It has been shown that dense feature extraction and the pre-processing step are critical for achieving better performance [20]. In practice, we extract local patches of \( 6 \times 6 \) pixels with a stride of 1 pixel. We then perform normalization on \( x \) as: \( \hat{x}_i = (x_i - m)/v \), where \( x_i \) is the \( i^{th} \) element of \( x \), and \( m \) and \( v \) are the mean and standard deviation of elements of \( x \). This operation contributes to local brightness and contrast normalization as in [20].

B. Unsupervised dictionary training

The goal of dictionary training is to generate a set of representative basis \( D = \{d_1, d_2, \ldots, d_m\} \in \mathbb{R}^{d \times m} \). Here \( m \) is the number of atoms, and \( d \) is the input dimension. A great deal of unsupervised dictionary learning methods has been developed, for example the K-means clustering, sparse coding, K-SVD [25]. Dictionary can also be trained with the help of category information, such as the supervised sparse coding method [24]. We adopt the K-means algorithm, since it is simple and effective. The dictionary size is a more important factor compared to the dictionary training algorithm.
With a first-order pooling method, it has been shown that the image classification accuracy is consistently improved as the dictionary size increases [20]. However, this is not necessarily true when a second-order pooling technique is applied. Perhaps surprisingly, with second-order pooling, a very small number of dictionary basis are sufficient to obtain high recognition accuracies. We will analysis this in the section III.

As a common pre-processing step in deep learning methods, whitening has been shown to yield sharply localized filters when dictionary are trained by clustering on raw data [20]. We apply the ZCA whitening on each patch [26] before the dictionary learning algorithm are applied.

C. Feature encoding

With the leaned dictionary, the pre-processed local patches are are then fed into the feature encoder to generate a set of mid-level features. Popular choices of encoding algorithms include the sparse coding [19], Locality-constrained linear coding (LLC [27]), etc. A good evaluation of different encoders can be found in [28]. The combinations of different dictionary learning and feature encoding methods are thoroughly studied in [29]. In our method, we adopt the soft threshold method, which encodes the patches by a simple feed-forward non-linearity with a fixed threshold. This simple encoder writes [29]:

$$f_j(x) = \max\{0, D_j^\top x - \alpha\}, \quad (1)$$

$$f_{j+m}(x) = \max\{0, -D_j^\top x - \alpha\}. \quad (2)$$

Here $f_j$ is the $j$th entry of the encoded feature vector $f$. Despite its simplicity, soft threshold achieves close performance with sparse coding on the image classification task.

D. Second-order pooling

As discussed before, feature pooling plays an important role in the BOV pipeline. The pooling procedure reduces the dimensionality of the learned mid-level features on each spatial region. Moreover, the pooled features are more robust to pose variations of face images.

Depart from most of the previous methods using the first-order pooling, following [1], we compute the second-order statistics of the encode features in the pooling stage. The second-order average-pooling over a spatial region $R$ is defined as:

$$F_{avg} = \sum_{i:f_i \in R} f_i \cdot f_i^\top / |R|, \quad (3)$$

where $f_i$ is the column feature vector learned from region $R$ and $|R|$ is the total number of feature vectors in region $R$. Through the outer product operation, information between all interacting pairs of descriptor dimensions is preserved. The computed $F_{avg}$ is a symmetric positive definite (SPD) matrix, which naturally forms a Riemannian manifold [1]. Mapping the second-order average pooling outputs by the Log-Euclidean metrics into the tangent space has been shown to significantly improve the classification. The power normalization [30] is also applied after the mapping in [1]. However, in our experiments, this operation do not shown any performance improvements for face identification. In practice, we only conduct the Log-Euclidean mapping:

$$F_{avg}^{log} = \log(F_{avg}). \quad (4)$$

The is computed by the algorithm in [31].

By concatenating together all the pooled second-order statistics over a multiple-level pyramid in one vector, we obtain the final representation of a face image. In this work, we feed the extracted features to a linear classifier to recognize the probe face image. A simple ridge regression based multi-class classifier was used in [32]. We use the same linear classifier for its computational efficiency. The ridge regression classifier has a closed-form solution, which makes the training even faster than the specialized linear support vector machine (SVM) solver LIBLINEAR [33]. Despite its simplicity, the classification performance of this ridge regression approach is on par with linear SVM [32]. Another benefit of this classifier is that, compared to the one-versus-all SVM, it only needs to compute the classification matrix $W$ once.
The key factors that affect the classification performance include the dictionary size and pooling pyramid levels. In addition, these two factors also determine the computational cost and the dimensionality of the learned image descriptor. In particular, the time complexity of the second-order pooling step is $O(m^2)$ with respect to the dictionary size $m$ (the dimensionality of the encoded local feature).

In this section, we thoroughly evaluate the impact of the components of the proposed algorithms. We vary the dictionary size from 5 to 100, as shown in Table I. Different pooling pyramids are tested: from the 3-level pyramid $\{1, 2, 4\}$ to a maximum 8-level pyramid $\{1, 2, 4, 6, 8, 10, 12, 15\}$. With this 8-level pyramid, pooling is performed on regular grids of $1 \times 1$, $2 \times 2$, ..., $15 \times 15$ and the obtained pooled features are concatenated altogether. The evaluation is conducted on the LFW-a dataset [34], and all the images are down-sampled to $64 \times 64$ pixels. The dataset’s description can be found in Section V. We set the number of training and testing samples per subject to 5 and 2 respectively on both of the two databases. The datasets’ description can be found in Section V.

As we can see from each row of Table I, the best recognition result is achieved with only a small number of dictionary basis for each pyramid. For example, the proposed algorithm reach its highest average recognition rate with a dictionary of only 20 atoms and a pyramid with 5 or 6 levels. This phenomenon is very different from the literature of generic classification, where the accuracy tends to be consistently improved as the dictionary size increases and a large over-complete dictionary is critical to achieve high accuracies [20]. A possible reason is that with second-order pooling, corresponding to all possible pairs of dictionary basis, the information between interacting pairs of local feature dimensions is preserved. This reduces the necessity of the use of redundant dictionary items.

From each column of Table I, we can observe that more pyramid levels (up to 6) tend to result in better performance. The information of the pooled representation is enriched from multi-scale patches. However redundant features do not always improve the final recognition rates. Accuracy drops are also observed with more than 8 pyramid levels, similar as the dictionary size.

Taken into account both the performance and computation cost, we set in the following paper the dictionary size and number of pyramid levels to 20 and 5, respectively.

### IV. Pooling on Encoded Features or Raw Patches?

In the previous BOV methods using the first-order pooling, the encoding stage is usually in conjunction with an over-complete dictionary, which consequently produces high-dimensional local features. Different from the first-order pooling methods, second-order pooling results in much larger computational complexities due to the outer product operations. To avoid this, the method in [1] choose to directly apply pooling on the raw local descriptors (e.g., SIFT) without any encoding stage. The authors claim that good performance can be obtained without any feature coding due to that the preservation of the second-order statistics.

In this section, we will explore whether feature encoding is critical for face identification, based on raw local patches. Table II shows the identification rates of the second-order method with and without feature encoding on LFW and FERET. The number of training and testing samples are set to 5 and 2 respectively on both of the two databases. The datasets’ description can be found in Section V.

It is clear that the classification accuracy is largely improved by second-order pooling encoded features than pooling raw features. In this case, the encoded features provide more discriminant information than the raw patches.

| pyramid levels | dictionary size |
|----------------|-----------------|
| 3 | 5 | 10 | 20 | 40 | 60 | 80 | 100 |
| 31.8 ± 4.1 | 76.5 ± 1.4 | 84.9 ± 1.3 | 86.2 ± 1.8 | 86.0 ± 1.6 | 85.2 ± 1.2 | 84.8 ± 1.5 |
| 66.1 ± 3.3 | 84.7 ± 1.7 | 88.0 ± 1.4 | 87.7 ± 2.6 | 86.7 ± 2.0 | 86.5 ± 1.9 | 86.1 ± 1.9 |
| 75.0 ± 2.0 | 86.5 ± 1.6 | 88.3 ± 1.3 | 88.2 ± 1.6 | 87.7 ± 1.3 | 88.0 ± 1.3 | 87.7 ± 1.1 |
| 77.0 ± 2.8 | 86.3 ± 1.7 | 88.3 ± 1.1 | 87.7 ± 1.4 | - | - | - |
| 76.5 ± 2.7 | 84.3 ± 1.8 | 86.1 ± 1.8 | 85.9 ± 1.7 | - | - | - |
TABLE II

|                | with encoding | without encoding |
|----------------|--------------|-----------------|
| LFW            | 88.3 ± 1.3   | 82.8 ± 2.4      |
| FERET          | 98.5 ± 0.3   | 95.0 ± 1.0      |

Therefore, for face identification problems we suggest using the second-order pooling method on the encoded local features, generated from a dictionary which is not necessarily large.

V. EXPERIMENTAL RESULTS

In this section, we thoroughly evaluate the proposed method on several public facial image datasets including FERET [35], AR [36], LFW [37] and Pubfig83 [38]. Since there are a great deal of algorithms developed in the face identification community, we only compare our method with a few of them, which are representing or reported to achieve the state-of-the-art results. These methods include the superposed sparse representation classifier (SSRC [10]), local patch based Volterra [39], multi-scale patch based MSPCRC [40], and the popular BOV model Locality-constrained linear coding (LLC [27]). The soft thresholding (ST) method [29] with the first-order pooling is also taken into comparison. Both LLC and soft thresholding use a 3-level pyramid and 1024 dictionary size. We set the regularization parameter $\lambda$ to 0.001 for SRC, RSC, MSPCRC and LLC, and 0.005 for SSRC, according to the authors’ recommendation. The parameter $\alpha$ is set to 0.25 for ST. For fair comparisons, contrast normalization and ZCA whitening are performed for both LLC, ST and our method.

A. FERET

The FERET dataset [35] is a widely-used standard face recognition benchmark set provided by DARPA. Since the images in FERET are collected in multiple sessions during several years, they have complex intraclass variability. In our first experiment on FERET, we apply the standard protocols. With the gallery Fa (1196 images of 1196 subjects), we test on four probe sets: Fb (1195 images of 1195 subjects), Fc (194 images of 194 subjects), Duplicate I (722 images of 243 subjects, denoted as DupI), and Duplicated II (234 images of 75 subjects, denoted as DupII). Fb and Fc are captured with expression and illumination variations respectively. DupI and DupII are captured at different times. All the images are aligned based on the manually located eye centers and normalized to $150 \times 130$ pixels.

In this experiment, we mainly compare our facial image representation method to other feature extraction algorithms. The first five methods in Table III are specifically designed for face feature extraction, which are based on Gabor feature [13], [14] or feature fusion with different features feature [15], [41], [42]. LLC and ST are two BOV methods.

The compared results are shown in Table III. It is clear that, on all four sessions the proposed method achieves the best performance. Among the five specific facial representation methods, MBC obtains superior results on Fb and Fc, while Xie’s method performs better on DupI and DupII. However, they are still inferior to our method, which is much simpler. We can also see that all the three BOV approaches LLC, ST and our method perform very well on the subset Fb and Fc with only expression and illumination variations. However, on the subset DupI and DupII with images taken at different years, LLC and ST obtain dramatic performance drop, while our second-order method still get very high accuracies. This demonstrates the discriminant ability of the proposed face image representation method.

In the second experiment on FERET, we used a subset of FERET which includes images with pose variations from 200 subjects. Each individual contains 7 samples with pose variations of up to 25 degrees. It is composed of images whose names are marked with ‘ba’, ‘bj’, ‘bk’, ‘be’, ‘bf’, ‘bd’ and ‘bg’. These images are cropped and resized to $80 \times 80$ pixels [43]. We randomly select 5 samples for training and 2 samples for testing. The mean results of 5 independent runs with images down-sampled to $64 \times 64$ pixels are shown in Table IV.

We can clearly see that our method achieves the highest recognition rate. In particular, our method obtains an accuracy of 98.5% which is higher than the second best SSRC by 16.4%. RSC does not show better results than SRC. The local patch based MSPCRC and Volterra do not perform well. This is probably because they are incapable of coping with pose variations.
TABLE III
Recognition accuracies (%) on FERET with standard protocols. Results of the first 5 methods are cited from [41] with identical settings.

| Session        | Fb(expression) | Fc (illumination) | DupI (aging) | DupII (aging) |
|----------------|----------------|-------------------|--------------|---------------|
| HGPP [13]      | 97.5           | 99.5              | 79.5         | 77.8          |
| Zou’s method [14] | 99.5          | 99.5              | 85.0         | 79.5          |
| Tan’s method [15] | 98.0          | 98.0              | 90.0         | 85.0          |
| Xie’s method [42] | 99.0          | 99.0              | 94.0         | 93.0          |
| MBC [41]       | 99.7           | 99.5              | 93.6         | 91.5          |
| LLC            | 99.6           | 100               | 78.4         | 69.2          |
| ST             | 98.8           | 99.5              | 70.5         | 68.0          |
| Ours           | **99.8**       | **100**           | **96.0**     | **96.6**      |

TABLE IV
Recognition accuracies (%) on FERET with pose variations. Results are based on 5 independent runs.

| Method          | SRC       | RSC      | MSPCRC   | Volterra | SSRC | Ours         |
|-----------------|-----------|----------|----------|----------|------|--------------|
| Accuracy        | 73.8 ± 2.0| 73.4 ± 2.6| 42.3 ± 2.8| 50.4 ± 2.3| 82.1 ± 1.6| **98.5 ± 0.3**|

B. AR

Since AR has been used very often to evaluate face recognition algorithms, we compare our methods to several published state-of-the-art results on this dataset. The AR dataset has 126 subjects (70 men and 56 women) and contains more than 4000 facial images. Each subject contains 26 images taken in two separate sessions. The images exhibit a number of variations including facial expression (neutral, smile, anger, scream), illumination (left light on, right light on, both sides light on) and occlusion (sunglasses, scarves). We select 100 subjects (50 men and 50 women) in our experiment. Four different situations are tested. For the ‘All’ situation, all the 13 images in the first session are used for training and the other 13 images in the second session for testing. For the ‘clean’ situation, 7 samples in each session with only illumination and expression changes are used for training and testing. For the ‘sunglasses’ and ‘scarf’ situation, 8 clean samples from two sessions are used for training and 2 images with sunglasses and scarf are used for testing. All the images are resized to 64 × 64 pixels. The test results are shown in Table V.

It is obvious that our method achieves the highest accuracies in all situations. In particular, our method achieves perfect recognitions (100%) when face images are with sunglasses and scarves occlusions on this dataset. To the best our knowledge, our method is the only one achieving this results in both occlusion situations. Again, our method show its discriminant ability for face images.

C. LFW

Following the settings in [40], here we use LFW-a, an aligned version of LFW using commercial face alignment software [34]. A subset of LFW-a including 158 subjects with each subject more than 10 samples are used. The

TABLE V
Comparison with recent state-of-the-art results (%) on AR with four different settings. For the first six methods, we quote the best reported results from the corresponding published papers, with the same experiment setting.

| Situation | Clean | Sunglasses | Scarves | All |
|-----------|-------|------------|---------|-----|
| SRC [6]   | 92.9  | 87.0       | 57.5    | -   |
| RSC [8]   | 96.0  | 99.0       | 97.0    | -   |
| DRDL [44] | 95.0  | -          | -       | -   |
| L2 [45]   | -     | 78.5       | 79.5    | 95.9|
| SSRC [10] | -     | 90.9       | 90.9    | 98.6|
| FDDL [7]  | 92.0  | -          | -       | -   |
| Volterra  | 90.9  | 96.1       | 92.1    | 87.5|
| ST        | 98.1  | 99.5       | 98.5    | 99.2|
| LLC       | 98.8  | 99.0       | 99.0    | 99.3|
| Ours      | **99.9** | **100** | **100** | **99.9** |
images are cropped to $121 \times 121$ pixels. We randomly selected 5 samples for training and another 2 samples for testing. All the images are finally resized to $32 \times 32$ pixels as in [40].

Table VI lists the compared identification accuracies. Consistent with the previous results, our method outperforms all other algorithms by even larger gaps on this very challenging dataset. We obtain higher accuracies than MSPCRC and ST by 29.7% and 4.8%, respectively. Table VII shows the compared results with different image sizes. If we use a larger image size $64 \times 64$, the accuracy of our method will increase to 88.3%, while ST and MSPCRC do not show any improvements. LLC achieves better results with larger image dimension, however it is still inferior to our method.

D. Pubfig83

Pubfig83 [38] is a subset of PubFig dataset [47], which includes a large collection of real-world images of celebrities collected from the Internet. With 100 more samples in each of the 83 individual, Pubfig83 is reconfigured for the problem of unconstrained face identification. We follow the evaluation protocol of [38] and use 90 samples for training, 10 samples for testing. The images are resized to $100 \times 100$ pixels and the rest results are based on 10 independent runs. The results are shown in Table VIII.

The first four results in Table VIII are quoted from [48] using different subspace method and combined representations of LBP, HOG and Gabor. RAW refers to the raw image representation, PLS refers to the partial least squares and PS-PLS refers to person specific PLS [48]. It is clear that our method outperforms all the other methods. In specific, the proposed method outperforms the best of other methods by 2.6%.

VI. Conclusion

In this paper, we propose a new representation method for facial images, inspired by the second-order pooling method in [1]. The key idea is to extract the second-order statistics of the encoded local features, which are generated by a small-size dictionary. We directly apply this method on densely extracted local patches other than specialized features like SIFT. We show that, with second-order pooling, the dictionary size (20 in all our experiments) is not necessarily as large as in the first-order method. We also show that the feature encoding procedure is critical for face identification problems, even if the dictionary is very small. The discriminant power of the proposed facial image representation methods has been verified by the state-of-the-art performance on several benchmark datasets. On the FERET database, for instance, our method achieves accuracies of 100%, 96.0% and 96.6% on the Fc, DupI and DupII subsets, respectively. The proposed method also outperforms the best report results on AR and LFW dataset on face identification problems.
We plan to explore the efficacy of the proposed image representation method on face verification problems in the future work.
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