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Composite bosons made of two bosonic constituents exhibit deviations from ideal bosonic behavior due to their substructure. This deviation is reflected by the normalization ratio of the quantum state of N composites. We find a set of saturable, efficiently evaluable bounds for this indicator, which quantifies the bosonic behavior of composites via the entanglement of their constituents. We predict an abrupt transition between ordinary and exaggerated bosonic behavior in a condensate of two-boson composites.
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Introduction. The (fermionic) bosonic behavior of any elementary or composite particle is ultimately implied by the spin-statistics theorem [1, 2], which can be derived under many different assumptions [3]. For composite bosons made of two fermions, the Pauli principle that acts on the constituents modifies the ideally expected bunching behavior [5–7], and changes the bosonic commutation relation [4]. The statistics of composites was recently re-considered from the perspective of quantum information [4]. Both, in the many-body properties of Bose-Einstein-Condensates (BECs) [8–11] and in dynamical processes [17–20], entanglement between two fermionic constituents turns out to be the crucial ingredient to ensure bosonic behavior [4].

While for atoms and molecules, the impact of the Pauli principle that acts on the constituent electrons is typically small [9], the question of the effective compositional hierarchy and the impact of bosonic and fermionic effects on a higher level remains open, e.g., for molecules made of two bosonic atoms, and it is lively debated for α-particles in nuclear physics [21–23]. For a composite boson made of two distinct bosonic constituents, no Pauli-blocking jeopardizes the multiple occupation of single-particle states. One could therefore expect such a compound to simply inherit the bosonic nature of its constituents. However, as we show below, the behavior of two-boson composites can heavily deviate from the ideal, because the single-particle states of the constituents tend to be unusually often multiply populated, leading to a super-bosonic compound. Although all matter is ultimately made of fermions, any high-level composite that is made of two bosonic constituents will face such super-bosonic effects.

The quantitative indicator for bosonic features in the many-body theory of composites is the composite-boson normalization ratio \( \chi_{N+1}/\chi_N \) [4]. However, even when the two-boson wavefunction is known, the complexity of the algebraic expression for \( \chi_{N+1}/\chi_N \) renders an evaluation for large \( N \) unfeasible [4].

Here, we solve this problem by providing tight, saturable bounds for the normalization ratio, which allow us to efficiently characterize two-boson composites via three easily accessible quantities: the number of composites \( N \), and the purity \( P \) and the largest eigenvalue \( \lambda_1 \) of the reduced density matrix of one constituent boson, which can be obtained from the two-boson wavefunction. This allows a quantitative discussion of the bosonic behavior of two-boson composites in terms of entanglement measures: The geometric measure of entanglement is connected to \( \lambda_1 \) via \( E_G = 1 - \lambda_1 \) [24], the Schmidt number fulfills \( K = 1/P \) [25]. In contrast to two-fermion composites, boson composites exhibit exaggerated bunching. As a remarkable consequence, an abrupt transition takes place between ordinary bosonic behavior and a super-condensation regime in which the extraordinary bunching tendency of the constituents dominates and the condensation of the constituent parts competes with the condensation of the composite whole.

Bisboson bosons. Every composite made of two distinguishable elementary bosons can be described by a wavefunction \( \Psi(\vec{r},\vec{r}) = \sum_{j=1}^{N} \sqrt{\lambda_j} \phi_j(\vec{r}) \psi_j(\vec{r}) \), expanded on Schmidt mode functions \( \phi_j, \psi_j \) [4, 25]. In second quantization, the creation of a composite boson is described by

\[
\hat{c}_j^\dagger = \sum_{j=1}^{S} \sqrt{\lambda_j} \hat{a}_j^\dagger \phi_j(\vec{r}), \quad \lambda_1 \geq \lambda_2 \geq \cdots \geq 0, \quad \sum_{j=1}^{S} \lambda_j = 1, \tag{1}
\]

where \( \hat{a}_j^\dagger (\hat{b}_j^\dagger) \) creates a boson in \( \phi_j (\psi_j) \). The creation of a bisboson is described by \( \hat{d}_j^\dagger := \hat{a}_j^\dagger \phi_j^\dagger(\psi_j^\dagger) \), which fulfills

\[
\begin{align*}
[\hat{a}_j, \hat{d}_k] &= [\hat{d}_j^\dagger, \hat{d}_k^\dagger] = 0, \tag{2} \\
[\hat{a}_j, \hat{d}_k] &= \delta_{j,k}(1 + 2 \hat{n}_j), \tag{3} \\
(\hat{d}_j^\dagger)^N |0\rangle &= N! |N\rangle_j, \tag{4}
\end{align*}
\]

where \( \hat{n}_j \) counts the number of bisbosons in the \( j \)th mode. Bisbosons tend to bunch more strongly than bosons, which is reflected by (3) and by the over-normalization of the \( N \)-bisboson state (4). This enhanced bunching tendency is ultimately rooted in the larger number of states
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An $N$-composite state is obtained by the $N$-fold application of the creation operator $\hat{c}$ on the vacuum,
\[ |N\rangle = \frac{(\hat{c}^\dagger)^N}{\sqrt{\chi_N}} |0\rangle, \]
where $\chi_N \geq 1$ is the composite boson normalization factor [4], which accounts for the over-normalization of those components of the wavefunction for which some Schmidt modes are occupied by more than one biboson. This factor is the complete homogeneous symmetric polynomial of degree $N$ in the Schmidt coefficients $\chi = (\lambda_1, \ldots, \lambda_S)$ [26]:
\[ \chi_N = N! \prod_{1 \leq p_1 \leq \cdots \leq p_N \leq S} \lambda_{p_k}, \]
where terms with $p_n = \cdots = p_{n+m}$ allow for multiply occupied modes. A variant of the Newton-Girard identity for symmetric polynomials [10 26] leads to the recursion
\[ \chi_N = (N - 1)! \sum_{m=1}^{N} \frac{\chi_{N-m}}{(N-m)!} M(m), \]
where we introduced the $m$th power-sum
\[ M(m) = \sum_{j=1}^{S} \lambda_j^m. \]

The normalization ratio $\chi_{N+1}/\chi_N$ [4] determines the bosonic quality of a state of $N$ biboson composites, e.g., for the expectation value of the commutator $[4, 10, 11]$,
\[ \langle N | [\hat{c}, \hat{c}^\dagger] | N\rangle = 1 + 2 \sum_{j=1}^{S} \lambda_j (N|\hat{n}_j|N) = 2 \frac{\chi_{N+1}}{\chi_N} - 1, \]
which implies that ideal bosons fulfil $\chi_{N+1}/\chi_N = 1$.
While the normalization ratio for bifermion bosons decreases monotonically with $N$ [9], we find the opposite behavior for biboson composites:
\[ 1 \leq \frac{\chi_N}{\chi_{N-1}} \leq \frac{\chi_{N+1}}{\chi_N} \leq \frac{N + 1}{N} \frac{\chi_N}{\chi_{N-1}} \leq N + 1, \quad (10) \]
where (a) and (d) are implied by the normalization of Schmidt coefficients [1], and proofs for (b) and (c) can be found in Refs. [27] and [28], respectively. In terms of the occupation of the Schmidt modes, the $N$-composite state [5] reads
\[ |N\rangle = \sqrt{\frac{N!}{\chi_N}} \sum_{m_1, \ldots, m_S \geq 0} \left[ \sqrt{\lambda_{j_m}} \right] |m_1 \ldots m_S\rangle, \quad (11) \]
where the unusual statistics of the bibosons becomes apparent through the absence of the normal combinatorial factors, which are compensated by the extraordinary bunching-pre-factors in [4].

Bounds on the normalization factor. The evaluation of $\chi_N$ through (2) or (9) scales prohibitively with $N$, even when shortcuts due to multiplicities of Schmidt coefficients are exploited [29]. To permit a quantitative discussion of two-boson composites, reliable bounds and approximations to $\chi_N$ are necessary.

For bifermion composites, the purity $P = M(2)$ of the reduced density matrix of one constituent fermion turns out to be an excellent indicator for bosonic behavior as long as $N \ll 1/P$ [9 10 14], since the influence of Pauli-blocking is largely governed by $P$. For biboson composites, however, a Schmidt mode can be multiply occupied, which induces exaggerated bunching in that mode, driven by the occupation-dependent commutator (3). The most populated Schmidt mode will eventually dominate the composites, and we expect the normalization factor of two distributions with the same purity $P$ but different largest Schmidt coefficient $\lambda_1$ to differ dramatically.

A remedy is our following bound for $\chi_N$ in $\lambda_1$ and $P$: From Eq. (7), we see that $\chi_N$ is monotonically increasing in all power-sums $M(m)$, since all appearing pre-factors are non-negative. Therefore, those distributions $\Lambda_{\max(\min)}$ with largest Schmidt coefficient $\lambda_1$ and purity $P$ that maximize (minimize) power-sums $M(m)$ also maximize (minimize) $\chi_N$ and $\chi_{N+1}/\chi_N$ [29]. We construct these distributions (see Fig. 2) and determine their corresponding $\chi_N$ explicitly: By virtue of (1), the unknown Schmidt coefficients $\lambda_{j \geq 2}$ fulfill
\[ \sum_{j=2}^{S} \lambda_j = 1 - \lambda_1; \quad \sum_{j=2}^{S} \lambda_j^2 = P - \lambda_1^2; \quad 0 \leq \lambda_j \leq \lambda_1. \quad (12) \]
Under this constraint, higher-order power-sums $M(m \geq 3)$ are maximized by $\Lambda_{\max(\lambda_1, P)}$, with [29]
\[ \lambda_1 = \lambda_2 = \cdots = \lambda_{L-1} \geq \lambda_L \geq \lambda_{L+1} = \cdots \lambda_S, \quad (13) \]
and $L = \lfloor P/\lambda^2 \rfloor$, where we assume the limit $S \to \infty$, such that only the first $L$ coefficients remain finite, while all others converge to zero. Conversely, power-sums are minimized by $\tilde{A}_{\min}(\lambda_1, P)$, with \cite{29}

$$\lambda_1 \geq \lambda_2 = \cdots = \lambda_{S-1} \geq \lambda_S, \quad S = 1 + \left\lfloor \frac{(1 - \lambda_1)^2}{P - \lambda_1^2} \right\rfloor. \quad (14)$$

The normalization factor $\chi_N$ of any distribution $\tilde{A}$ fulfills

$$\chi_N(\lambda_1, P) \leq \chi_{N+1}(\lambda_1, P) \leq \chi_N(\lambda_1, P). \quad (15)$$

An analogous hierarchy applies also for the normalization ratio $\chi_{N+1}/\chi_N$. Since $\tilde{A}_{\min(\max)}(\lambda_1, P)$ contain at most three different non-vanishing Schmidt coefficients $\lambda_j$, the bounds in \cite{14} can be evaluated easily as sums over incomplete $\Gamma$-functions \cite{29 30}.

We can infer weaker, however very instructive, bounds that depend uniquely on $\lambda_1$ or $P$. For this purpose, we find the possible intervals of $\lambda_1$ and $P$,

$$P \leq \lambda_{1,\min}(P) \leq \lambda_1 \leq \lambda_{1,\max}(P) = \sqrt{P}, \quad (16)$$

$$\lambda_1^2 = P_{\min}(\lambda_1) \leq P \leq P_{\max}(\lambda_1) \leq \lambda_1, \quad (17)$$

where

$$\lambda_{1,\min}(P) = \frac{1}{S} \left( \sqrt{\frac{PS - 1}{S - 1}} + 1 \right), \quad S = \left\lfloor \frac{1}{P} \right\rfloor$$

$$P_{\max}(\lambda_1) = \lambda_1^2 \left( \frac{1}{\lambda_1} \right) + \left( 1 - \lambda_1 \left( \frac{1}{\lambda_1} \right) \right)^2. \quad (18)$$

Lower (upper) bounds in $P$ – independent of $\lambda_1$ – are obtained for $\lambda_1 = \lambda_{1,\min(max)}(P)$, for which the maximizing and minimizing distributions coincide with the uniform (peaked) distribution \cite{14}. $\tilde{A}_{\max} = \tilde{A}_{\min} = \tilde{A}_{\min(peak)}$, which contain at most two distinct Schmidt coefficients $\lambda_j$. For these simple distributions, we find \cite{29},

$$PN + 1 \leq \frac{\chi_{N+1}}{\chi_N} \leq \sqrt{P} \left( \frac{\Gamma(N + 2, \frac{1}{\sqrt{P}})}{\Gamma(N + 1, \frac{1}{\sqrt{P}})} \right) \leq \sqrt{P}N + 1, \quad (19)$$

where $\Gamma(s, x)$ is the incomplete $\Gamma$-function \cite{30}, which saturates (b) for $N \gg 1/\sqrt{P}$.

On the other hand, lower (upper) bounds in $\lambda_1$ – independent of $P$ – are obtained for $P = P_{\min(\max)}(\lambda_1)$,

$$\lambda_1(N + 1) \leq \lambda_1 \leq \lambda_1(N + 1) \leq \lambda_1N + 1, \quad (20)$$

where (c) becomes efficient for $N \gg 1/\lambda_1$. The bounds are shown in Fig. 3, where we can read off three different regimes: For $N < 1/\sqrt{P}$, the bounds in $P$ (black dashed, Eq. \cite{19}) are efficient and $\chi_{N+1}/\chi_N - 1 < 1$, i.e. the composites behave rather bosonically. For $N > 1/\lambda_1$, we have $\chi_{N+1}/\chi_N - 1 > 1$, the composites are super-bosonic, and the largest Schmidt coefficient dominates the picture, making the bounds in $\lambda_1$ (blue dotted, Eq. \cite{20}) efficient. In the intermediate region, $1/\sqrt{P} < N < 1/\lambda_1$, both simple bounds are inefficient. When we keep the dependence on, both, $P$ and $\lambda_1$, Eq. \cite{15} gives a significantly tighter interval (red solid). Towards smaller values of $P$ and $\lambda_1$ (and larger pertinent composite particle numbers $N$), the bounds in \cite{19} and \cite{20} become more and more step-like and the transition between the regimes more abrupt.

\textbf{Counting statistics.} The occupation of the most prominent Schmidt mode explains the transition between the
two regimes. For non-interacting bosons and distinguishable particles that are distributed among 5 modes, the average number of particles in the first mode is \( \langle N \rangle_1 = N \lambda_1 \). For bibosons, however, this relation is no longer true, and the average population of each Schmidt mode depends on the total number of particles in the system: Although non-interacting, due to the population-dependent commutator \([3,9]\), bibosons are not independent! From Eq. \( (11) \), we infer the probability to find \( m_1 \) bibosons in the first Schmidt mode,

\[
P(m_1) = \frac{\lambda_1^{m_1} N!}{(N - m_1)!} \frac{\chi_{N - m_1}^{[\lambda_1, \ldots, \lambda_s]}}{\chi_N^{[\lambda_1, \lambda_2, \ldots, \lambda_s]}}.
\]

and obtain the average number of particles in that mode, \( \langle N \rangle_1 = \sum_{m_1=0}^{N} m_1 P(m_1) \). The fraction of particles in the first Schmidt mode \( \langle N \rangle_1/N \) is shown as a function of the total particle number \( N \) in Fig. [4] (b). The occupation jumps abruptly at \( N \approx 1/\lambda_1 \) from the initial combinatorial value \( \lambda_1 \) to \( 1/(L-1) \), where \( L = 1 \) is the multiplicity of \( \lambda_1 \) in the respective distribution. The jump takes place precisely at the value of \( N \) at which also the normalization ratio \( \chi_{N+1}/\chi_N \) jumps to larger values (Fig. [4] (a)).

When \( N \ll 1/\lambda_1 \), the population of the first Schmidt mode is small, and \( \langle N \rangle_1/N \approx \lambda_1 \), just as for bosons and distinguishable particles – the probability for two particles to populate the same mode is negligible, and the bunching of bibosons can be neglected. Although the composites condense in the state \( \Psi \), their constituents do not populate any state macroscopically. When we increase the number of composites \( N \) (or, alternatively, when we increase \( \lambda_1 \)), the first Schmidt mode is populated with a non-vanishing number of bibosons as soon as \( N \gtrsim 1/\lambda_1 \). Then, a “winner-takes-it-all”-effect takes place: Due to the occupation-dependent commutator \([3]\), an already occupied mode is likely to be populated further. Therefore, the first mode to attain a sizable population (i.e. mode 1) attracts all subsequently added particles. Eventually, the overwhelming majority of bibosons populate the first Schmidt mode, which induces the sudden change in the normalization ratio. Consistently, no combinatorial factors are present in \( (11) \), which effectively privileges the population of the first Schmidt mode. When all Schmidt coefficients \( \lambda_k \) are identical, as for the uniform distribution, no mode can be privileged with respect to the others, due to symmetry. Therefore, the occupation of the first Schmidt mode does not increase with \( N \) for \( \lambda_1 = \lambda_{1,\text{min}} = P \) in Fig. [4] whereas the counting statistics \( (21) \) still differs from the binomial statistics of distinguishable particles.

**Conclusions and outlook.** In Eq. \( (15) \), we provide an easily evaluable bound for the normalization factor and normalization ratio of biboson composites, which can be readily applied to any composite system to clarify whether the composite boson under consideration can be treated as ideal. By deliberately leaving the realm of ideal bosons, we observe a transition between two well-defined regimes: When \( N \sqrt{P} \ll 1 \), we have \( \chi_N \approx 1 \), and a condensate of biboson composites can be treated as a BEC of ordinary bosons with negligible substructure. For \( N \lambda_1 \gg 1 \), however, Schmidt modes with magnitude \( \lambda_1 \) are macroscopically populated, the resulting super-condensate is governed by the super-bunching tendency of bibosons. In the super-condensate, not only do all composites condense in the same state \( \Psi \), but on a subordinate level, also their constituents condense! To observe this BEC-BEC\(^2 \) transition, the macroscopic population of the Schmidt modes with the highest expansion coefficients may be addressed by a suitable species-selective probe.

We expect super-bunching of bibosons (see Fig. [1]) to facilitate the BEC of composites, which may occur at lower densities and higher temperatures than for a gas of elementary bosons. Remarkably, this provides an original means to probe the two-particle wave-function of the constituents non-destructively, via the statistical behavior of the composite \([18]\). Composites made of two identical bosons, or of three or even more bosonic constituents will behave in an even more violently super-bosonic way: The resulting commutator of multi-boson operators \([3]\) and the over-normalization \( (1) \) will be enhanced further. The absence of a general Schmidt decomposition for three-
particle states, however, renders an investigation beyond the two-constituent paradigm difficult. An approach via entanglement measures for multipartite entanglement seems advisable, and could further tighten the connection between composite-particle physics and quantum information. Another desideratum is the interference and the statistical behavior of biboson composites, which can be approached via the bounds presented here. The occupation-dependent commutator, however, makes a formal treatment difficult.

Physical composition is a hierarchical property, and we expect a subtle interplay between the Pauli principle that acts on all elementary fermions and the super-bunching induced by constituent bosons: For example, two fermions may be combined to form a composite boson, two such bosons may then be joined to another superordinate compound. Depending on the resulting four-fermion-state, the emerging composite needs to be treated as a “perfect” boson, as a super-bosonic two-boson compound, or as a sub-bosonic four-fermion aggregate. The normalization ratio then indicates which description is more appropriate, and may contribute, e.g., to the debate on $\alpha$-particle condensation.

Acknowledgements. The authors would like to thank Florian Mintert, Alagu Thilagam and Nikolaj Thomas Zinner for stimulating discussions and for valuable comments on the manuscript. M.C.T. gratefully acknowledges support by the Alexander von Humboldt-Foundation through a Feodor Lynen Fellowship. K.M. gratefully acknowledges support by the Villum Foundation. P.A.B. gratefully acknowledges support by the Programa de Movilidad Internacional CEI BioTic en el marco PAP-Erasmus, the MINECO grant FIS2011-24540 and the excellence grant FQM-7276 of the Junta de Andalucía.

[1] M. Fierz, Helv. Phys. Acta 12, 3 (1939).
[2] W. Pauli, Phys. Rev. 58, 716 (1940).
[3] A. Jabs, Found. Phys. 40, 776 (2009).
[4] C. K. Law, Phys. Rev. A 71, 034306 (2005).
[5] S. S. Avancini, J. R. Marinelli, and G. Krein, J. Phys. A: Math. Theor. 36, 9045 (2003).
[6] S. Rombouts, D. V. Neck, K. Peirs, and L. Pollet, Mod. Phys. Lett. A17, 1899 (2002).
[7] P. Sancho, J. Phys. A: Math. Theor. 39, 12525 (2006).
[8] M. Combescot, X. Leyronas, and C. Tanguy, Europ. Phys. J. B 31, 17 (2003).
[9] C. Chudzicki, O. Oke, and W. K. Wootters, Phys. Rev. Lett. 104, 070402 (2010).
[10] R. Ramanathan, P. Kurzynski, T. K. Chuan, M. F. Santos, and D. Kaszlikowski, Phys. Rev. A 84, 034304 (2011).
[11] M. Combescot, Europhys. Lett. 96, 60002 (2011).
[12] M. Combescot, O. Betbeder-Matibet, and F. Dubin, Phys. Rep. 463, 215 (2008).
[13] M. Combescot and O. Betbeder-Matibet, Phys. Rev. Lett. 104, 206404 (2010).
[14] M. C. Tichy, P. A. Bouvrie, and K. Mølmer, Phys. Rev. A 86, 042317 (2012).
[15] A. Gavrilik and Y. Mishchenko, Phys. Lett. A 376, 1596 (2012).
[16] A. M. Gavrilik and Y. A. Mishchenko, J. Phys. A: Math. Theor. 46, 145301 (2013).
[17] T. Brougham, S. M. Barnett, and I. Jex, J. Mod. Opt. 57, 587 (2010).
[18] M. C. Tichy, P. A. Bouvrie, and K. Mølmer, Phys. Rev. Lett. 109, 260403 (2012).
[19] P. Kurzyński, R. Ramanathan, A. Soeda, T. K. Chuan, and D. Kaszlikowski, N. J. Phys. 14, 093047 (2012).
[20] A. Thilagam, J. Math. Chem. 51, 1897 (2013).
[21] N. T. Zinner and A. S. Jensen, Phys. Rev. C 78, 041306 (2008).
[22] Y. Funaki, M. Girod, H. Horiiuch, G. Röpke, P. Schuck, A. Tohsaki, and T. Yamada, J. Phys. G: Nucl. Part. Phys. 37, 064012 (2010).
[23] N. T. Zinner and A. S. Jensen, J. Phys. G: Nucl. Part. Phys. 40, 053101 (2013).
[24] T.-C. Wei and P. M. Goldbart, Phys. Rev. A, 68 042307 (2003).
[25] R. Horodecki, M. Horodecki, and K. Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[26] I. G. Macdonald, Symmetric Functions and Hall Polynomials (Clarendon Press, Oxford, 1995).
[27] G. H. Hardy, J. E. Littlewood, and G. Pólya, Inequalities (Cambridge University Press, Cambridge, 1988).
[28] W. D. Banks and G. Martin, Integers 13, A69 (2013), arXiv:1301.0948 (2013).
[29] See Supplemental Material at [URL will be inserted by publisher] for derivations.
[30] F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark, editors, NIST Handbook of Mathematical Functions (Cambridge University Press, New York, NY, 2010).
[31] S.-Y. Lee, J. Thompson, P. Kurzynski, A. Soeda, and D. Kaszlikowski, Phys. Rev. A 88, 063602 (2013).
[32] M. Combescot, F. Dubin, and M. A. Dupupertis, Phys. Rev. A 80, 013612 (2009).
[33] T. K. Chuan and D. Kaszlikowski, Composite Particles and the Szilard Engine, arxiv:1308.1525, 2013.
[34] A. Thilagam, Binding energies of composite boson clusters using the Szilard engine, arXiv:1309.6493, 2013.
I. ALGEBRAIC PROPERTIES OF THE NORMALIZATION FACTOR

In order to make this Supplemental Material self-contained, we summarize useful algebraic relations for the normalization factor $\chi_N$, defined as Eq. (6) in the main text. We define

$$\Xi\{x_1, \ldots, x_N\} = N! \sum_{1 \leq p_1 \leq \cdots \leq p_N \leq S} \prod_{k=1}^{N} \lambda_{p_k}^{x_k}$$

such that

$$\chi_N = \Xi\{1, \ldots, 1\}.$$  \hspace{1cm} (23)

This representation of $\chi_N$ allows us to formulate a useful recursive relation,

$$\Xi\{x, 1, \ldots, 1\} = M(x) \Xi\{1, \ldots, 1\} + K \Xi\{x + 1, 1, \ldots, 1\}.$$  \hspace{1cm} (24)

Possible multiplicities of Schmidt coefficients are beneficial for evaluation, since these can be exploited via

$$\chi_{\vec{\Lambda}}^N = \chi_N \frac{(N + S - 1)!}{(S - 1)!}$$

for $\vec{\Lambda} = (\lambda \ldots \lambda)$, \hspace{1cm} (25)

and via

$$\chi_N^{[\lambda_1 \ldots \lambda_S]} = \sum_{M=0}^{N} \chi_M^{[\lambda_1 \ldots \lambda_L]} \chi_{N-M}^{[\lambda_{L+1} \ldots \lambda_S]} \binom{N}{M},$$

which can be easily proven starting from (22).

II. EXTREMIZING THE NORMALIZATION RATIO

Bounds for $\chi_N$ and for $\chi_{N+1}/\chi_N$ are equivalent: Maximal (minimal) $M(m)$s maximize (minimize) the normalization factor $\chi_N$ as well as the ratio $\chi_{N+1}/\chi_N$, as we show in the following.

Using Eq. (7) in the main text, we can write $\chi_{N+1} = \chi_N + X_N$, where $X_N \geq 0$ is a monotonically increasing function of all $M(m)$ with $2 \leq m \leq N$, such that we have

$$\frac{d}{dM(m)} \log(\chi_{N+1}) \geq \frac{d}{dM(m)} \log(\chi_N) \Leftrightarrow \frac{1}{\chi_{N+1}} \frac{d\chi_{N+1}}{dM(m)} \geq \frac{1}{\chi_N} \frac{d\chi_N}{dM(m)},$$

which implies

$$\frac{d}{dM(m)} \frac{\chi_{N+1}}{\chi_N} = \frac{1}{\chi_N} \frac{d\chi_{N+1}}{dM(m)} - \frac{\chi_{N+1}}{\chi_N^2} \frac{d\chi_N}{dM(m)}$$

$$\quad = \frac{1}{\chi_N} \left( \frac{d\chi_{N+1}}{dM(m)} - \frac{\chi_{N+1}}{\chi_N} \frac{d\chi_N}{dM(m)} \right) \geq 0.$$ \hspace{1cm} (28)

In other words, the monotonic dependence of $\chi_N$ on all $M(m)$ is inherited by $\chi_{N+1}/\chi_N$.

III. UPPER BOUND IN THE PURITY $P$ AND IN THE LARGEST SCHMIDT COEFFICIENT $\lambda_1$

By defining operations on the distributions of Schmidt coefficients analogous to those introduced in Refs. [1, 2], we find that the distribution $\vec{\Lambda}_{\text{max}}(\lambda_1, P)$ that maximizes the power-sums $M(m \geq 3)$ under the constraints $\lambda_j \leq \lambda_1$ and $\sum_j \lambda_j^2 = P$ is constructed as follows: The largest possible Schmidt coefficient $\lambda_1$ is repeated as often as possible – as
allowed by normalization and by the constrained purity \( P = M(2) \) – namely \((L-1)\) times, with \( L = \left\lceil P/\lambda_1^2 \right\rceil \). The \( L \)th coefficient \( \lambda_L \) is then chosen to be as large as possible, while normalization is ensured by the remaining \( S - L \) smaller coefficients,

\[
\lambda_1 = \lambda_2 = \cdots = \lambda_{L-1} \geq \lambda_L \geq \lambda_{L+1} = \cdots = \lambda_{S-1} = \lambda_S. \tag{29}
\]

We therefore need to solve the quadratic equation

\[
(L - 1)\lambda_1 + \lambda_L + (S - L)\lambda_S = 1, \\
(L - 1)\lambda_1^2 + \lambda_L^2 + (S - L)\lambda_S^2 = P, \tag{31}
\]

for \( \lambda_L \) and \( \lambda_S \):

\[
\lambda_L = \frac{1 - (L - 1)\lambda_1 + R}{S + 1 - L}, \\
\lambda_S = \frac{1 - (L - 1)\lambda_1 - R}{S + 1 - L} - (S - L)(S + 1 - L), \tag{32}
\]

where

\[
R = \sqrt{(S - L)(P(S + 1 - L) - 1 + (L - 1)\lambda_1(2 - \lambda_1 S))}, \tag{33}
\]

and, in order to ensure \( \lambda_S, \lambda_L \geq 0 \), \( S \) needs to be chosen large enough,

\[
S > \frac{(L - 1)(P - 2\lambda_1) + 1}{P - (L - 1)\lambda_1^2}. \tag{34}
\]

By applying Eq. \((26)\), we can write the normalization factor as follows,

\[
\lambda_N^{\max(\lambda_1, P)} = \sum_{M=0}^{N} \sum_{K=0}^{N-M} \frac{\lambda_1^{S-M-K} \lambda_L \lambda_M^{S-M-K} \lambda_K}{M!K!(N-M-K)!}. \tag{35}
\]

In the limit \( S \to \infty \),

\[
\lambda_L \to \sqrt{P - (L - 1)\lambda_1^2}, \tag{36}
\]

and the Schmidt coefficients \( \lambda_{L+1} \ldots \lambda_S \) are infinitesimally small and do not contribute to power sums \( M(m \geq 2) \). Using Eq. \((25)\), we find the normalization factor associated to those coefficients:

\[
\lim_{S \to \infty} \lambda_N^{\max(\lambda_1, \ldots, \lambda_S)} = \lim_{S \to \infty} \left( \frac{\lambda_1}{S - L} \right)^{N-M-K} \frac{(N - M - K + S - L - 1)!}{(S - L - 1)!} = \lambda_1^{N-M-K} \tag{37}
\]

where

\[
\lambda_\Sigma = 1 - (L - 1)\lambda_1 - \lambda_L, \tag{38}
\]

is the \( S \)-independent sum of all infinitesimal coefficients \( \lambda_S \). Applying \((25)\) again, the normalization factor becomes

\[
\lambda_N^{\max(\lambda_1, P)} = N! \sum_{M=0}^{N} \sum_{K=0}^{N-M} \lambda_1^{M} \lambda_L^{N-M-K} \lambda_\Sigma^{N-M-K} \left( \frac{M + L - 2}{L - 2} \right) \frac{1}{(N - M - K)!}. \tag{39}
\]

The sum over \( K \) may be recognized as the expansion of an incomplete \( \Gamma \)-function \([3]\),

\[
\lambda_N^{\max(\lambda_1, P)} = N! e^{\frac{\lambda_\Sigma}{\lambda_L}} \sum_{M=0}^{N} \frac{\lambda_1^{M} \lambda_L^{N-M}}{(N - M)!} \left( \frac{M + L - 2}{L - 2} \right) \Gamma \left( 1 + N - M, \frac{\lambda_\Sigma}{\lambda_L} \right). \tag{40}
\]
IV. LOWER BOUND IN THE PURITY $P$ AND IN THE LARGEST SCHMIDT COEFFICIENT $\lambda_1$

In analogy to the maximizing distribution, we find the distribution $\tilde{\Lambda}_{\text{min}}(\lambda_1, P)$ that minimizes the $M(m)$ by choosing as few coefficients $\lambda_2 \ldots \lambda_S$ as possible, namely $S = 1 + \left\lceil \frac{(1 - \lambda_1)^2}{P - \lambda_1^2} \right\rceil$, with

$$\lambda_1 \geq \lambda_2 = \cdots = \lambda_{S-1} \geq \lambda_S.$$  \hspace{1cm} (41)

We therefore need to find $\lambda_2$ and $\lambda_S$ that fulfill the quadratic equation

$$\lambda_1 + (S - 2)\lambda_2 + \lambda_S = 1,$$
$$\lambda_1^2 + (S - 2)\lambda_2^2 + \lambda_S^2 = P,$$  \hspace{1cm} (42)

which is solved by

$$\lambda_2, \ldots, S-1 = \frac{1 - \lambda_1}{S - 1} + \frac{R'}{(S - 2)(S - 1)},$$
$$\lambda_S = \frac{1 - \lambda_1 - R'}{S - 1},$$  \hspace{1cm} (43)

where

$$R' = \sqrt{(S - 2)(\lambda_1(2 - S\lambda_1) + (S - 1)P - 1)}.$$  \hspace{1cm} (44)

By recourse to (25) and (26), the normalization factor for $\tilde{\Lambda}_{\text{min}}(\lambda_1, P)$ becomes

$$\tilde{\chi}_N^\Lambda(\lambda_1, P) = N! \sum_{M=0}^{N} \sum_{K=0}^{N-M} \lambda_1^K \lambda_2^M \lambda_S^{N-M-K} \binom{M + S - 3}{S - 3},$$  \hspace{1cm} (45)

where the sum over $K$ evaluates to

$$\tilde{\chi}_N^\Lambda(\lambda_1, P) = N! \sum_{M=0}^{N} \lambda_2^M \frac{\lambda_1^{1+N-M} - \lambda_S^{1+N-M}}{\lambda_1 - \lambda_S} \binom{M + S - 3}{S - 3}.$$  \hspace{1cm} (46)

V. BOUNDS IN THE PURITY $P$

A. Lower bound

The distribution that minimizes the $M(m)$ under the constraint $M(2) = P$ is obtained for $\lambda_1 = \lambda_{1,\text{min}}(P)$, which yields the uniform distribution introduced in Ref. [2]. We then have

$$\lambda_{1,\text{min}}(P) = \lambda_1 = \lambda_2 = \cdots = \lambda_{S-1}, \quad \lambda_S = 1 - \lambda_1(S - 1) = \frac{1 - \sqrt{(S - 1)(SP - 1)}}{S}, \text{ with } S = \left\lceil \frac{1}{P} \right\rceil,$$  \hspace{1cm} (47)

such that the normalization factor becomes

$$\tilde{\chi}_N^\Lambda(\lambda_{1,\text{min}}(P), P) = \frac{N!}{(S - 2)!} \sum_{M=0}^{N} \lambda_1^M \lambda_S^{N-M} \frac{(M + S - 2)!}{M!} \geq P^N \frac{\Gamma(N + \frac{1}{P})}{\Gamma(N)},$$  \hspace{1cm} (48)

where the lower bound $(a)$ is obtained by ignoring all but the last summand in the sum over $M$. The numerical evaluation of (48) for the uniform distribution is most conveniently done via

$$\tilde{\chi}_N^\Lambda(\lambda_{1,\text{min}}(P), P) = \lambda_1^N \frac{(N + S - 2)!}{(S - 2)!} 2F_1 \left(1, -N, 2 - N - S, \frac{\lambda_S}{\lambda_1}\right),$$  \hspace{1cm} (49)

where $2F_1$ is the ordinary hypergeometric function [3].
B. Upper bound

The power sums $M(m)$ are maximized by $\lambda_1 \to \lambda_{1,\text{max}}(P)$. We obtain the peaked distribution with $S$ non-vanishing coefficients \[^2\]

$$\lambda_{1,\text{peak}} = \frac{1 + \sqrt{(S-1)(SP-1)}}{S}, \quad \lambda_j \in \{2, \ldots, S\}, \text{peak} = \frac{1 - \lambda_{1,\text{peak}}}{S-1}. \quad (50)$$

In the limit $S \to \infty$, the only non-vanishing coefficient is $\lambda_{1,\text{peak}} = \lambda_{1,\text{max}} = \sqrt{P}$, the sum of the other coefficients converges to $1 - \sqrt{P}$. Adapting (37), the normalization factor becomes

$$\hat{\lambda}_{\text{max}}(\lambda_{1,\text{max}}(P), P) = N! \sum_{M=0}^{N} P^{M/2}(1 - \sqrt{P})^{N-M} \frac{1}{(N-M)!}, \quad (51)$$

which can be expressed as an incomplete $\Gamma$-function \[^3\],

$$\hat{\lambda}_{\text{max}}(\lambda_{1,\text{max}}(P), P) = e^{\frac{1}{2}} (1 - \sqrt{P}) \Gamma (1 + N, \frac{1}{\sqrt{P}} - 1). \quad (52)$$

Using $\Gamma(x, y) = (x - 1)\Gamma(x - 1, y) + y^{x-1} e^{-y}$, one finds a simpler upper bound for the normalization ratio:

$$\frac{\hat{\lambda}_{\text{max}}(\lambda_{1,\text{max}}(P), P)}{\hat{\lambda}_{\text{max}}(\lambda_{1,\text{max}}(P), P)} \leq \sqrt{P} \frac{\Gamma(2 + N, \frac{1}{\sqrt{P}} - 1)}{\Gamma(1 + N, \frac{1}{\sqrt{P}} - 1)} = \sqrt{P} \frac{(1 + N) \Gamma (1 + N, \frac{1}{\sqrt{P}} - 1) + \frac{1}{\sqrt{P}} - 1)}{\Gamma \left(1 + N, \frac{1}{\sqrt{P}} - 1\right)} \quad (53)$$

$$= \sqrt{P} (N + 1) + \frac{\sqrt{P}^{N+1}}{\lambda_{\text{max}}(\lambda_{1,\text{max}}(P), P)} \leq \sqrt{P} N + 1,$$

which is recovered by the normalization factor

$$\hat{\lambda}_{\text{max}}(\lambda_{1,\text{max}}(P), P) \leq P^{\frac{N}{2}} \frac{\Gamma \left(N + \frac{1}{\sqrt{P}}\right)}{\Gamma \left(\frac{1}{\sqrt{P}}\right)}. \quad (54)$$

VI. Bounds in the largest Schmidt coefficient $\lambda_1$

A. Lower bound

Given $\lambda_1$, the power sums $M(m)$ are minimized for $P_{\text{min}}(\lambda_1) = \lambda_1^2$ in the limit $S \to \infty$. In this limit, the coefficient $\lambda_S$ in (43) vanishes and the sum of the coefficients $\lambda_2, \ldots, \lambda_{S-1}$ remains finite and equal to $1 - \lambda_1$. The resulting normalization ratio can be computed using (45),

$$\hat{\lambda}_{\text{min}}(\lambda_1, P_{\text{min}}(\lambda_1)) = N! \sum_{M=0}^{N} \lambda_1^M (1 - \lambda_1)^{N-M} \frac{1}{(N-M)!} \geq \lambda_1^N N! \quad \text{b} \quad (55)$$

where the inequality (b) is obtained by only allowing for the last summand in the sum over $M$. An efficient numerical evaluation is possible by using the representation as an incomplete $\Gamma$-function,

$$\hat{\lambda}_{\text{min}}(\lambda_1, P_{\text{min}}(\lambda_1)) = e^{\frac{1}{\lambda_1}} (1 - \sqrt{P}) \Gamma (1 + N, \frac{1}{\lambda_1} - 1). \quad (56)$$

B. Upper bound

Power sums $M(m)$ are maximized for $P = P_{\text{max}}(\lambda_1)$. Such a distribution is constructed by choosing the highest multiplicity possible of $\lambda_1$, i.e. there are $\left\lfloor \frac{1}{\lambda_1} \right\rfloor$ coefficients of magnitude $\lambda_1$, and one of magnitude $1 - \left\lfloor \frac{1}{\lambda_1} \right\rfloor \lambda_1$. The
resulting normalization factor reads
\[
\tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1)} = N! \sum_{M=0}^{N} \left( 1 - \left\lfloor \frac{1}{\lambda_1} \right\rfloor \lambda_1 \right)^M \lambda_1^{N-M} \left( N - M + \left\lfloor \frac{1}{\lambda_1} \right\rfloor - 1 \right),
\]
whose numerical evaluation is most efficient using
\[
\tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1)} = \lambda_1^N \left( \frac{N + \left\lfloor \frac{1}{\lambda_1} \right\rfloor - 1}{\left\lfloor \frac{1}{\lambda_1} \right\rfloor - 1} \right)! \, _2F_1 \left( 1, -N; 1 - N - \left\lfloor \frac{1}{\lambda_1} \right\rfloor ; \frac{1 - \lambda_1 \left\lfloor \frac{1}{\lambda_1} \right\rfloor}{\lambda_1} \right).
\]

When \( \lambda_1 \) is in the range between the inverses of two consecutive integers, \( 1/L < \lambda_1 < 1/(L-1) \), we can bind the normalization ratio by the one obtained for these extremes, \( \lambda_1 = 1/L \) and \( \lambda_1 = 1/(L-1) \):
\[
\frac{N}{L} + 1 < \frac{\tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1)}}{\tilde{\chi}_N^{\lambda_{N+1}, P_{\max}(\lambda_1)}} \leq \frac{N}{L-1} + 1.
\]
In that range, the normalization ratio is convex in \( \lambda_1 \), and the linear interpolation between the upper and lower bounds in (59) yields a simpler upper bound:
\[
\frac{\tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1)}}{\tilde{\chi}_N^{\lambda_{N+1}, P_{\max}(\lambda_1)}} \leq N\lambda_1 + 1.
\]
This relation is also inherited by the normalization factor, and
\[
\tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1)} \leq \prod_{j=0}^{N-1} (j/\lambda_1 + 1) = \lambda_1^N \frac{\Gamma(N + 1/\lambda_1)}{\Gamma(1/\lambda_1)},
\]

**VII. OVERVIEW OVER ALL BOUNDS**

In order to summarize the established results, we reproduce the bounds for the normalization factor \( \tilde{\chi}_N^{\lambda_1} \) of a distribution \( \tilde{\Lambda} \) with \( M(2) = P \) and with a maximal Schmidt coefficient \( \lambda_1 \):
\[
P_0 \left\{ \frac{\Gamma(N + \frac{1}{\lambda_1})}{\Gamma(\frac{1}{\lambda_1})} \right\}^{(c)} \leq \tilde{\chi}_N^{\lambda_1, (\lambda_1, P_{\min}(\lambda_1))} \leq \tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1)} \leq P \frac{\Gamma(N + \frac{1}{\lambda_1})}{\Gamma(\frac{1}{\lambda_1})} \left( \frac{1}{\lambda_1} \right)^{N-1} \tilde{\chi}_N^{\lambda_1, P_{\min}(\lambda_1)} \leq \tilde{\chi}_N^{\lambda_1, P_{\min}(\lambda_1), P_{\max}(\lambda_1)} \leq P \frac{\Gamma(N + \frac{1}{\lambda_1})}{\Gamma(\frac{1}{\lambda_1})} \left( \frac{1}{\lambda_1} \right)^{N-1} \tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1)} \leq \tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1), P_{\min}(\lambda_1)} \leq (d) \tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1), P_{\min}(\lambda_1)} \leq \tilde{\chi}_N^{\lambda_1, P_{\max}(\lambda_1), P_{\min}(\lambda_1)},
\]

The visual arrangement of the bounds reflects the graphical representation given in Fig. 2 in the main text. Inequalities marked with (c) are efficient, while those marked with (d) become tight only for \( N \gg 1/\lambda_1 \) or \( N \gg 1/\sqrt{P} \), respectively.
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