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Abstract: The emerging decentralized storage systems (DSSs), such as InterPlanetary File System (IPFS), Storj, and Sia, provide people with a new storage model. Instead of being centrally managed, the data are sliced up and distributed across the nodes of the network. Furthermore, each data object is uniquely identified by a cryptographic hash (ObjectId) and can only be retrieved by ObjectId. Compared with the search functions provided by the existing centralized storage systems, the application scenarios of the DSSs are subject to certain restrictions. In this paper, we first apply decentralized B+Tree and HashMap to the DSSs to provide keyword search. Both indexes are kept in blocks. Since these blocks may be scattered on multiple nodes, we ensure that all operations involve as few blocks as possible to reduce network cost and response time. In addition, the version control and version merging algorithms are designed to effectively organize the indexes and facilitate data integration. The experimental results prove that our indexes have excellent availability and scalability.
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1. Introduction

With the rapid development of internet technology, centralized storage has become an important business model in our daily life. Centralized storage not only provides a variety of storage services for both individuals and businesses but also supports different kinds of queries, thus meeting the needs of users. However, centralized storage systems depend on a trusted third party, which inevitably inherits the single point of failure drawback. Even if centralized storage systems are backed up for data availability, they still suffer from certain factors of force Majeure (such as political censorship), which can cause users to be unable to access their own data.

From the above point of view, data storage requires a more secure and free environment. The emerging DSSs, such as InterPlanetary File System (IPFS) [1], Storj [2], and Sia [3], can provide people with a new storage model. They are built on a peer-to-peer (p2p) network, so there is no need to rely on third-party platforms. In these systems, data are not managed by a central node but divided into blocks and distributed through the network. A data object can be accessed as long as it exists on any node. Each node in the network can share its free disk space, thus reducing the cost of decentralized storage. Users do not have to worry that they will not be able to access their own data because DSSs can be combined with blockchain to ensure data availability [4,5].

One of the key reasons why the traditional centralized storage systems can be applied to various fields is that they provide rich query services, which is exactly the defect of DSSs. In the DSSs, each node or data object is assigned a unique identifier (NodeId or ObjectId) by a cryptographic hash function. Analogously, each block has its BlockId, which is obtained by encrypting its stored content. Therefore, all data can only be accessed by hash values, which greatly limits the application of DSSs. In addition, centralized storage systems are not subject to encryption and they use different data...
structures to adapt to different scenarios. Inspired by this point, this paper aims to design a global index based on block storage to provide keyword search. However, there are several challenges. One is that there are no central nodes in DSSs, and each node manages its own data independently. The index should be directly accessed and updated by all nodes. Another is that the DSSs adopt the hash-based addressing and any modification to a block will result in a new block. If the index occupies multiple blocks, it must be effectively organized so that all operations can involve as few blocks as possible.

Driven by these demands, this paper chooses B+Tree and HashMap as the main index structures. These indexes are chosen for a few reasons, which are as follows. From the index type perspective, B+Tree and HashMap denote representatives of the tree and hash structures, respectively. In addition, these indexes have lower height and a reasonable number of branches, which is conducive to query and update. Finally, each of their nodes can store partial information, which is suitable for block storage.

The main contributions of our paper can be summarized as follows:

1. A query layer for DSSs is designed to support rich queries.
2. Well-known B+Tree and HashMap are used in combination with inverted index respectively as the global structures of the decentralized index, and add, update, and query operations are supported.
3. Version control is designed to manage multiple versions of the index, and index merging algorithms are proposed for different index structures to promote data integration.
4. The experiment is performed in a real IPFS cluster and the results show that the two indexes provide excellent availability and scalability.

The rest of the paper is organized as follows: In Section 2, related work and preliminaries are discussed. The two indexes are described in detail in Section 3. The version control is presented in Section 4. The experimental results are provided in Section 5. Lastly, the conclusions are drawn in Section 6.

2. Preliminaries and Related Work

2.1. Decentralized Storage Systems

Figure 1 shows an abstract decentralized storage architecture, including the network layer, local storage, block layer, and object layer. The network layer uses various configurable underlying network protocols to manage connections between nodes. This layer represents the cornerstone of decentralized systems, and avoids the problem of a single point of failure. Nodes in this layer have equal rights and jointly build a fully autonomous environment. Moreover, distributed hash table (DHT) [6,7] is also implemented in this layer. The discovery and connection of nodes and the transmission and positioning of data are all implemented with DHT. In general, a tuple <ObjectId or BlockId, [NodeId1, NodeId2, ...]> is stored in the DHT, and the information of other nodes that have been connected is stored in a routing table. At regular intervals, nodes exchange information in the DHT with each other to obtain more data.

![The architecture of decentralized storage systems.](image-url)
The local storage layer provides the upper-layer service. For instance, in the IPFS, the information in blocks that make up a file is stored in the Flatfs structure, while the blockchain [8] mostly employs LevelDB to store data.

The Block layer is responsible for dividing, decoding, and encrypting [9] data. These are local operations without involving other platforms, which ensure data security and user privacy. A block is the smallest unit of network distribution and local storage. In IPFS, the default block size is 256 kB. For each BlockId, the local node selects several nodes with the closest logical distance from the routing table, and sends <BlockId, NodeId\textsubscript{local}> to them. The logical distance is calculated by XORing BlockId and NodeId. The more prefix “0” exists in the result, the closer the logical distance is. In this cycle, a BlockId will eventually be mapped to the node with the closest logical distance to it in the network. Searching a BlockId is the same process, but, during the mapping process, if a node has the BlockId, results will be returned to the requester, and the query process will be terminated. This actually relies on the idea of consistent hashing [10].

The object layer is commonly organized by the block layer. It uses merkleDAG [11] to maintain the connection between blocks. ObjectId can help users verify whether the data object has been modified. The ObjectId of a maliciously modified data object cannot be correctly parsed into multiple BlockIds, so it cannot be accessed normally. In addition, when multiple nodes in the network upload the same data object, they will get the same ObjectId, which is a measure of DSSs to prevent creating data duplicates. The mapping and query processes of ObjectId are the same as for BlockId, which ensures that data of each node can be accessed by other nodes in the network. Based on such a safe and reliable architecture, this paper adds an index layer to provide search service.

2.2. Related Work

Many solutions have been proposed to implement the keyword search in DSSs, and they can be roughly divided into three categories: DHT-based search, centralized search, and global index-based search.

2.2.1. DHT-Based Search

This method maps keywords to nodes in the network. Any node can use the DHT substrate to determine the current live nodes that are responsible for a given keyword. In [12], the author used an XML data file as a local index to convert all queries into XML paths. The relational databases were used in [13], where queries were converted into SQL statements, and the database can also be used as a storage platform for original data. Reference [14] did not use files but proposed a conversion method of logical expressions and keywords. In some of the related studies, common index structures were used. Siva [15] organized the queryable data in an inverted index, and wrote it directly into DHT in the key-value form. In addition, QueenBee [16] sorted the results based on the inverted index. Reference [17] proposed a novel structure named Summary Prefix Tree (SPT) to solve the superset search problem. Unfortunately, the exchange of information via DHT is the main reason why p2p networks generate massive network traffic [18,19]. In addition, each keyword needs to be mapped via DHT, which makes this problem even more serious.

2.2.2. Centralized Search

The IPFS-search [20] is the representative of centralized search. It used some interfaces of IPFS to download files from the network and saved them in Elasticsearch. EtherQL [21] used a synchronization manager to get blockchain data from the Ethereum [8] network, parsed out the fields of blockchain, and stored them into MongoDB. Although it is a very reasonable idea to use existing mature tools to provide high-quality search services, this violates the principle of data discretization.
2.2.3. Global Index-Based Search

In fact, in the DHT-based search method presented in Section 2.2.1, each node maintained a local index, and the DHT aggregated these index information. The distributed wiki search [22] can be regarded as a prototype of the global index search. It is the search engine of a distributed Wikipedia mirror [23], which has been archived in the official projects of IPFS. A two-layer HashMap and inverted index were combined as the index structure in it, called Wiki HashMap. The index was stored in blocks, and operations on the index were also based on blocks. However, it could be operated only locally and supported only creation and query functions. More importantly, these operations always took a long time. In this paper, we optimized this novel structure. The deletion is a tricky problem in DSSs [24], which may lead to malicious destruction of data, so it is not provided for the time being.

3. Decentralized Index

In this section, the B+Tree and HashMap, which are two extensible, updatable, decentralized index structures, are introduced. First, the structure of B+Tree and its operation are described, and then the optimized HashMap and its advantages are presented.

3.1. Inverted Index

Inverted index consists of a dictionary and a posting list. The dictionary contains all the terms of text files, such as filename and content. For non-text files, in addition to filename, Apache Tika [25] is used to extract their metadata as basic information. The terms in the dictionary are arranged in lexicographic order and the posting list consists of multiple triples \((H_f, F_t, T_f)\), where \(H_f\) denotes the file’s hash, \(F_t\) represents the frequency of the terms in the file, and \(T_f\) represents the total number of terms in the file. Since the final results are sorted by Term Frequency-Inversed Document Frequency (TF-IDF) [26] algorithm, the posting list stores a collection of two-tuples \((H_f, TF_t)\). The frequency and inversed document frequency of a term in a file \((TF_t, IDFT_t)\) can be respectively calculated by:

\[
TF_t = \frac{F_t}{T_f},
\]

\[
IDFT_t = \log\frac{N_f}{1 + L_{tuples}},
\]

where \(N_f\) represents total number of files in the index, and \(L_{tuples}\) denotes the number of tuples contained in posting list of each term. \(TF_t \times IDFT_t\) indicates the relevance between the file and the term, and the higher the relevance is, the higher the ranking will be.

The data division of the inverted index is based on the characteristics of the superstructure. In the B+Tree, the inverted information belonging to the same leaf node is divided into one group. If the data size of this group exceeds the block size, the posting lists will be scattered into multiple blocks according to the lexicographic order of terms. Therefore, a group contains one or more blocks. However, in the HashMap, data distribution is uneven, so the bucket-merging strategy is used, which means that, under the premise of not exceeding a block size, two or more adjacent buckets are stored in one block. In this way, the inverted index is distributed in two kinds of blocks: single block and mixed block. A single block is marked with ‘1’, corresponding to a bucket, while a mixed block is marked with the size of the data it contains, which usually includes two or more buckets.

3.2. Decentralized B+Tree

The B+Tree was originally optimized for disk access, especially the nodes of the tree that are suitable for the size of disk pages for easy access. Analogously, it is also suitable for block access of decentralized storage.
The architecture of the B+Tree is illustrated in Figure 2, where it can be seen that it consists of two core elements, leaf nodes (labeled as 0) and index nodes (labeled as 1). The leaf node mainly contains the terms and their hashed posting lists, while the index node mainly contains the index keys and the hash values of its children. The root node is also classified as an index node. The decentralized B+Tree is similar to a regular B+Tree, except that the nodes store hash values instead of pointers. Furthermore, each node occupies a block.

The difference between decentralized B+Tree and traditional B+Tree in that there is no pointer between the leaf nodes in the former one. Namely, the previous leaf node does not save the BlockId of the next leaf node. As if a leaf node is updated, all predecessor nodes must be updated due to a new BlockId, which results in a high cost.

3.2.1. Create

The B+Tree is first created in memory, as shown on the left side of Figure 2. Suppose that the block size is $B$ bytes, BlockId occupies $S$ bytes, and each term occupies $T$ bytes. Then, the number of the branches for each index node is calculated by:

$$N_{\text{branches}} = \frac{B - S}{S + T},$$

while the number of terms stored in each leaf node is calculated by:

$$N_{\text{terms}} = \frac{B}{S + T}.$$  

The whole process does not involve node splitting. When one node is full, data are written directly into the next node. Ultimately, the tree is uploaded to the network starting from the leaf nodes. Each node occupies a block, and the BlockId obtained by calculation is recorded in the upper node until the $H_{\text{root}}$ is generated. Only with $H_{\text{root}}$ can we perform other operations on the index.

3.2.2. Update

The update includes local update and remote update. The blocks required for remote update do not exist locally. As mentioned in Section 2.1, these blocks need to be obtained from other nodes.
In the update process, a new term involves only a few blocks, as the hash value provides a shortcut. Starting from the root block, the new term is compared with the index keys of each layer to obtain the successor blocks until a leaf block is obtained. Then, the term and its posting list are inserted into the block, and the new BlockId generated is recorded to the upper node. Finally, a new index is created. In Figure 3, the distribution of index blocks is shown in the upper left part, where $N_1$ denotes the node that does the update operation, and $B_1$, $B_2$, and $B_3$ are stored on $N_2$, $N_3$, and $N_4$, respectively. In the update process, $N_1$ first gets $B_1$, $B_2$, $B_3$ locally, and then updates the data to $B_3$. Since the change in content will cause the recalculation of BlockId, three new blocks denoted as $B_1'$, $B_2'$, and $B_3'$ are generated. At the same time, for blocks that are not modified, such as $B_4$, their BlockIds will be written directly into the new blocks. In general, the update process generates not only a new version of the index but also a new copy of the blocks involved during this period, which improves index usability, and also promotes index discretization.

3.2.3. Query

Actually, query is the first step in the update process. If the term to be queried does not exist in the leaf node, this means that the data do not exist; otherwise, the results will be found and returned. In addition to keyword query, the decentralized B+Tree can also conduct range query. The query cannot start directly from leaf blocks but by extracting blocks within a given range from the root block. Finally, the results are taken from multiple data blocks, combined, and returned.

3.3. Decentralized HashMap

As a common data structure in memory, HashMap has a high level of performance in keyword search, but it usually takes up a large space. In particular, its uneven data distribution can cause some trouble to bucket persistence. Thus, certain optimization strategies should be used in the decentralized HashMap.

3.3.1. Create

As shown in Figure 4, the node types of decentralized HashMap include map and bucket. As is well-known, the structure of HashMap usually changes with the number of terms and its expansion is a tricky issue. In order to avoid affecting other blocks, the following strategy is adopted: If the terms stored in a bucket reach the upper limit $M$, all terms in this bucket will be hashed again and put into a
new map block in the next layer. Similarly, the HashMap is first built in memory, and then uploaded to the network from the bucket layer.

In order to facilitate searching, a map node takes up only one block. Suppose that the size of a block is $B$ bytes, the hash value of a term occupies $N$ bits, and the blockId occupies $L$ bits. Then, $N$ is the largest integer that satisfies the following equation:

$$2^N \leq \frac{8B}{N + L}.$$  \hspace{1cm} (5)

![Figure 4. The structure of HashMap.](image)

3.3.2. Update

If all terms are updated individually, the efficiency is definitely very poor. Therefore, the branch update method, which is an iterative process, is adopted. Starting from the root layer, at each layer, first, the hash value of the terms to be updated in this layer is calculated, and then the total number of terms corresponding to each hash key is calculated. It should be noted that, if a hash key already exists, the number of original terms must be added to the count. If the number exceeds $M$, the terms are rehashed, and the next level of maps is created to perform inserting; otherwise, updating is performed as described in Section 3.1. The problem of splitting the mixed bucket is considered, and a mixed bucket can be split into multiple buckets. The main objective is to ensure that terms with the same hash value are stored in the same block after splitting.

3.3.3. Query

The query process and time of HashMap are irregular, and they depend on the layer where the term is located. In each layer, if the term exists, the result will be returned directly; otherwise, the term is rehashed and found in the next layer. Generally, the HashMap does not exceed three layers. If there is no result, nothing will be returned.

4. Version Control

In the DSSs, if two nodes operate on one block at the same time, they will not interfere with each other. Because if a block is distributed to other nodes, it is no longer under the control of the original node. More importantly, in a decentralized system, modification means generating a new
block; that is, the original block still exists, and its content remains unchanged. Namely, the new block has both the original-block content and the new content. This is a natural version control mechanism, but it is adverse to managing the decentralized indexes because, as long as any node has $H_{root}$, it can operate this index and generate a new version. The indexed content and version numbers will increase exponentially. In terms of practicality, each node has its own requirements, and certain index information is useless to other nodes; therefore, version control \[27,28\] is necessary.

4.1. Version Note

Since there are no management nodes to help manage index versions, a version note is designed for each version. The version note mainly includes the hash value $H_v$ of the previous version note, the root hash $H_{root}$ of current version’s index, the number of indexed files $N_f$, the number of terms $N_t$, and the creation time $V_t$.

4.2. Version Merge

The pseudo-code of the B+Tree merging process is given in Algorithm 1. The idea is to merge small trees into large trees, where small trees denote trees with a small number of stored words ($H_{root2}$).

The specific steps are as follows. First, traverse $H_{root2}$ and find its leaf block $n$. Then, take the first word (firstKey) in $n$ and find the leaf block $n_1$ in $H_{root1}$, where the firstKey is located. If the hash values of the two blocks are the same, then the data stored in them are also the same, and there is no need to modify them; otherwise, insert the words in $n$ and their inverted index into $H_{root1}$. In this way, the newly generated $H_{root1}$ becomes the new root of the large tree.

**Algorithm 1: B+Tree Merge**

\[
\text{Input: } H_{root1}, H_{root2} \\
\text{Output: } H_{root1} \\
\text{1 Traverse } root_2 \text{ and } n \text{ is the node in } root_2; \\
\text{2 for } n \neq \text{nil and } n.Type == 0 \text{ do} \\
\text{3 firstKey = n.Keys[0];} \\
\text{4 } n_1 = \text{find}(H_{root1}, \text{firstKey}); \\
\text{5 if } n.Hash == n_1.Hash \text{ then} \\
\text{6 Skip;} \\
\text{7 else} \\
\text{8 } H_{root1} = \text{update}(H_{root1}, n); \\
\]

The pseudo-code of the HashMap merging is given in Algorithm 2. Similarly, this process is based on the idea of merging a small HashMap into a large HashMap. A HashMap is merged by layers. The specific steps are as follows. The HashMap is merged by layers. For each layer, merge the same hash keys in the two indexes, and write different hash keys and the inverted index into the large HashMap ($H_{root1}$). One of the more challenging problems is that each time a mixed block is merged, it is necessary to calculate whether the number of keys with the same hash values exceeds $M$ or the updated data exceed the block size. If so, the data in the bucket need to be split to generate new blocks.
Algorithm 2: HashMap Merge

**Input:** $H_{\text{root}1}, H_{\text{root}2}$

**Output:** $H_{\text{root}1}$

1. For each layer of $H_{\text{root}2}$;
2. for $H_{\text{root}2}.\text{HashList.length} > 0$ do
3. if hash values in $H_{\text{root}2}.\text{HashList}$ also exists in $H_{\text{root}1}.\text{HashList}$ in the same layer then
   4. write inverted index into $H_{\text{root}1}.\text{layer.Bucket}$;
5. else
6. write hash into $H_{\text{root}1}.\text{layer.HashList}$;
7. write inverted index into $H_{\text{root}1}.\text{layer.Bucket}$;
8. remove($H_{\text{root}2}.\text{HashList}$, hash values);
9. generate new $H_{\text{root}1}$

4.3. Garbage Collection

In the DSSs, each node can operate only its own data and has no right to interfere with the data of other nodes, so garbage collection is local. In the process of version merging, the data of the old blocks will be contained in the new blocks, so they can be deleted to save storage overhead. However, in reality, old blocks are not deleted immediately, but marked as non-permanent. When garbage collection is performed regularly, whether a block should be deleted is determined based on its status.

5. Experiment Evaluation

5.1. Experiment Setup

5.1.1. Datasets

In order to evaluate the decentralized B+Tree and HashMap, two sets of experiments were conducted. The first experiment was performed to compare the performance of Decentralized HashMap and the Wiki HashMap. Three datasets were taken from an online Wikipedia library [29]: “wiki-chemistry”, “wiki-physics” and “wiki-history”, as shown in Table 1; these sets contained 7706, 11,774 and 19,087 words, respectively. In another experiment, three well-known datasets from the information retrieval were used to compare the performances in create, update, and query operations between the decentralized B+Tree and HashMap. The datasets were American National Corpus(ANC), Brown Corpus, and the CMU Pronouncing Dictionary, and they contained 63,000, 42,069, and 115,694 words, respectively. In the ANC, 8000 words were randomly selected for the creation—then 5000 and 50,000 words for the update operation.

Table 1. The comparison of Wiki HashMap and Decentralized HashMap.

| Datasets          | Numer of Blocks | Create Time   | Query Time   |
|-------------------|-----------------|---------------|--------------|
|                   | Wiki HashMap    | Decentralized | Wiki HashMap  | Decentralized | Wiki HashMap  | Decentralized |
| Wikipedia-en-chemistry | 4376           | 4             | 17.77 min    | 2.47 s        | 650.23 ms    | 700.49 ms     |
| Wikipedia-en-physics  | 6394           | 6             | 25.41 min    | 4.79 s        |               |              |
| Wikipedia-en-history     | 7092           | 8             | 42.08 min    | 5.23 s        |               |              |
5.1.2. Environment

The experimental environment was based on the version 0.7.0 of IPFS. The two proposed indexes worked along with the relevant APIs supported by go-ipfs-api [30]. All experiments were conducted on a cluster with 15 commodity machines in a local area network. Each machine was equipped with a Windows 10 platform with Lenovo Intel(R) Core(TM) i5-3470 CPU @3.2 GHz, 8 GB RAM, 931 GB disk capacity and launched an IPFS node. Nodes on all machines constituted a private network.

5.2. Wiki HashMap

The comparison results of Wiki HashMap and Decentralized HashMap are shown in Table 1, where it can be observed that two proposed measures significantly improve the performance of Wiki HashMap. The hash value in the first layer of Wiki HashMap takes 12 bits, and the second layer takes 8 bits, so $2^{20}$ terms could be stored, which far exceeds the number of words that need to be stored, so the conflict rate is very low, almost one bucket per word. For this reason, it needs to occupy and upload a large number of blocks, while the Decentralized HashMap adopts a 12-bit hash value when the block size is 256 kB, which is used in Wiki HashMap, and a multi-layer structure. On the basis of increasing the collision rate, it adopts the bucket merge strategy to achieve better results.

Wiki HashMap does not support update operation, so only the results of the create and query processes are analyzed. Based on a large number of experimental results, the creation time is directly proportional to the number of blocks; for this reason, the creation time of the Decentralized HashMap is greatly reduced. However, Wiki HashMap performs better in query operation because the Decentralized HashMap needs to separate the query results from the mixed block. The Wiki HashMap only supports local query, while the Decentralized HashMap supports local query and remote query. Overall, the Decentralized HashMap has better performance.

5.3. Decentralized B+Tree and HashMap

5.3.1. Create

The creation process was completed at one node without including the other nodes. The response time included the construction of memory index and the upload of index blocks. The experimental results are shown in Figure 5, where it can be seen that, for the same dataset, as the data block increases, the create time decreases rapidly. This is because uploading blocks takes up most of the time, as presented in Figure 6. When a data block increases, this means that it stores more data, which reduces the number of blocks that need to be uploaded. Analogously, a dataset with fewer words has a shorter response time. However, based on the results of different structures, the HashMap occupies fewer blocks but takes longer time than B+Tree. It can be seen that the bucket merging strategy has played a very important role, but, according to the principle of time for space, numerous calculations are required to place the data. The B+Tree performs well because, in the process of memory creation, the data stored in each block have been determined. Therefore, in the creation of HashMap, the amount of calculation affects the final result.
5.3.2. Local Update

Local update was to update the index that already exists locally. During this period, the node would not send requests to other nodes. In the experiment, 5000 and 50,000 words were inserted into the indexes of Section 5.3.1, respectively.

The results of update time are shown in Figures 7 and 8. Overall, HashMap performs better. Based on the results presented in Figures 9 and 10, the HashMap gets (oldBlocks) and uploads (newBlocks) fewer blocks during the update process. However, as shown in Figure 8, when the block size is larger than 128 kB, B+tree gradually shows its advantage. In fact, during the update process, a large amount of node splitting occurs in B+Tree and HashMap. The difference is that the leaf nodes of B+tree do not contain the data of other leaf nodes, and the buckets may be mixed. Therefore, in the update process of HashMap, different buckets are separated and merged, resulting in excess calculations. These calculations determine the total time consumed in the case when the amount of data are large or the block size is large. In addition, it can be seen that the two structures only involve a small part of the blocks, which is a tough problem we overcome.
Figure 7. Comparison of the time between B+Tree and HashMap to update 5000 words.

Figure 8. Comparison of the time between B+Tree and HashMap to update 50,000 words.

Figure 9. The number of blocks involved in updating 5000 words (256 kB).
5.3.3. Remote Update

In the remote update, it is ensured that the update node is a newly created node and does not contain any data. Since, in the real environment, index blocks may be distributed on different nodes, in the experiment, all blocks of an index were distributed on one, five, and 10 nodes, successively. The p2p network was dynamic, so an additional operating time needed to be considered in the remote update, such as time of finding nodes, establishing connections, and transferring data.

The results of the remote update are shown in Figures 11 and 12. For the same dataset, the more nodes the index is distributed on, the longer the update time is. This is because the blocks that are obtained from one node need to be obtained from five or more nodes. Nevertheless, the time increases slowly, which benefits from certain system characteristics, of which one is that adjacent nodes always exchange information at regular intervals, thus saving some time. In addition, the IPFS supports batch requests for blocks, so multiple blocks can be get from one node at a time, and, according to Section 5.3.2, there are fewer blocks obtained. In fact, time is still spent in the local update process.

![Figure 10](image1.png)

**Figure 10.** The number of blocks involved in updating 50,000 words (256 kB).

![Figure 11](image2.png)

**Figure 11.** The time of remote update in B+Tree (256 kB).
5.3.4. Query

Figure 13 shows the time of local query and remote query for two data structures. As expected, remote query takes more time than local query. In addition, obviously, HashMap takes less time which is due to the data structure itself. In order to reduce the height of B+Tree, the leaf nodes do not store inverted indexes. However, the buckets in the HashMap save the inverted index. Therefore, the query of B+Tree always takes one more block than HashMap. In addition, the latency of obtaining a block is increasing with the block size. In remote query, it takes extra 20 ms to get a 16 kB block, and 150 ms to get a 512 kB block.

5.3.5. Version Merge

The version merging algorithm is to merge small trees into large trees. In Figure 14, the results of merging the big trees into the small trees are also presented. The “ANC-Brown” in the legend in Figure 14 indicates that “Brown” is merged into “ANC”. It is obvious that merging small trees is more efficient. At the same time, similar to the updated results, HashMap is suitable for small amounts of data, while the B+Tree performs better in large amounts of data.
5.3.6. Network Cost

As described in Section 2.1, in the DHT-based network, a large number of XOR operations are required to map resources to the nodes with the closest logical distance. In the IPFS, each mapping operation will generate three messages, that is, each node needs to select three nodes from the routing table and then to send the resource information to them. Thus, in the DHT-based search method, the number of messages sent by each node is three times that of keywords. For instance, the process of mapping 8000 words requires 24,000 messages. It can be seen from Figure 6 that the decentralized B+Tree only generates 12 (4 × 3) to 336 (112 × 3) messages, and the decentralized HashMap generates 9 (3 × 3) to 111 (37 × 3) messages; thus, the network traffic is reduced significantly. In addition, in the querying process, DHT-based search first needs to find all nodes that contained the keyword to be queried and then sends requests to these nodes. In contrast, the proposed indexes need to request only three to four blocks to get the final results. Thus, the proposed design can greatly reduce network overhead.

![Figure 14. Comparison of the time of version merge between B+Tree and HashMap.](image)

6. Conclusions

In recent years, DSSs have developed rapidly and they have been supporting not only file storage but also streaming data storage, even providing live broadcast service [31]. However, the fact of providing only hash-based search hinders their expansion in many areas. In this paper, we propose and investigate the performance of B+Tree and HashMap combined with the inverted index respectively in DSSs. The results show that our index structures have good availability and scalability. In addition, the problem of index version control is considered for the first time, and two simple algorithms are developed to resolve this problem. In fact, delay has always been a thorny issue [32] in the p2p system. The experiments show that, when nodes are distributed in a local area network, the operation times of decentralized B+Tree and HashMap are acceptable. Therefore, our future work will be to optimize these index structures to make them suitable for wide area networks and even larger network space.
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