Representations of the Lie superalgebra $\mathfrak{B}(\infty, \infty)$ and parastatistics Fock spaces

N.I. Stoilova

Institute for Nuclear Research and Nuclear Energy, Boul. Tsarigradsko Chaussee 72, 1784 Sofia, Bulgaria

J. Van der Jeugt

Department of Applied Mathematics, Computer Science and Statistics, Ghent University, Krijgslaan 281-S9, B-9000 Gent, Belgium.

Abstract

The algebraic structure generated by the creation and annihilation operators of a system of $m$ parafermions and $n$ parabosons, satisfying the mutual parafermion relations, is known to be the Lie superalgebra $\mathfrak{osp}(2m+1|2n)$. The Fock spaces of such systems are then certain lowest weight representations of $\mathfrak{osp}(2m+1|2n)$. In the current paper, we investigate what happens when the number of parafermions and parabosons becomes infinite. In order to analyze the algebraic structure, and the Fock spaces, we first need to develop a new matrix form for the Lie superalgebra $\mathfrak{B}(n, n) = \mathfrak{osp}(2n+1|2n)$, and construct a new Gelfand-Zetlin basis of the Fock spaces in the finite rank case. The new structures are appropriate for the situation $n \to \infty$. The algebra generated by the infinite number of creation and annihilation operators is $\mathfrak{B}(\infty, \infty)$, a well defined infinite rank version of the orthosymplectic Lie superalgebra. The Fock spaces are lowest weight representations of $\mathfrak{B}(\infty, \infty)$, with a basis consisting of particular row-stable Gelfand-Zetlin patterns.

1 Introduction

The original motivation for the present paper comes from some classical physical ideas, and more precisely from some conceptual difficulties of quantum mechanics. Let us sketch some of the historical background, starting with Wigner’s paper “Do the equations of motion determine the quantum mechanical commutation relations?” [1]. On the simplest example, the one dimensional harmonic oscillator, Wigner showed that a more general approach is to start from the equations of motion, Hamilton’s equations and the Heisenberg equations, instead of assuming that the position and momentum operators are subject to the canonical commutation relations. Actually he found an infinite set of solutions of the compatibility conditions of Hamilton’s equations and the Heisenberg equations. One of these solutions coincides with the canonical commutation relations. Each of these solutions is now known to correspond to a representation of the Lie superalgebra $\mathfrak{osp}(1|2)$.

Wigner’s solutions were generalized in 1953 by Green who wrote down the so called paraboson relations [2], generalizing the quadratic relations for Bose operators. He also generalized the ordinary Fermi operators to parafermion operators [2]. Parabosons and parafermions were applied in particular to quantum field theory [3–5] and to generalizations of quantum statistics [2, 6–14] (parastatistics).

We have been interested in parabosons and parafermions primarily because of the underlying algebraic structures, and the relation between Fock spaces and representations of these algebraic structures. Let us make this concrete by recalling some of the known algebraic relations. Whereas fermion operators satisfy quadratic (anti-commutation) relations, parafermion operators satisfy certain triple relations: a system of $m$ parafermion creation and annihilation operators $f_j^\pm (j = \ldots$
1, \ldots, m) is determined by
\[
[[f_j^\xi, f_k^\eta], f_l^\zeta] = (\epsilon - \eta)\delta_{kl}f_j^\xi - (\epsilon - \xi)\delta_{jl}f_k^\eta,
\] (1.1)
where \(j, k, l \in \{1, 2, \ldots, m\}\) and \(\eta, \epsilon, \xi \in \{+, -\}\) (to be interpreted as +1 and -1 in the algebraic expressions \(\epsilon - \xi\) and \(\epsilon - \eta\)). Similarly, a system of \(n\) pairs of parabosons \(b_j^\pm\) satisfies
\[
[[b_j^\eta, b_k^\xi], b_l^\zeta] = (\epsilon - \xi)\delta_{jl}b_k^\eta + (\epsilon - \eta)\delta_{kl}b_j^\xi.
\] (1.2)
These cubic or triple relations involve nested (anti-)commutators, just like the Jacobi identity of Lie (super)algebras. It was indeed shown later [15,16] that the parafermionic algebra determined by (1.1) is the orthogonal Lie algebra \(\mathfrak{so}(2m+1)\), and that the parabosonic algebra determined by (1.2) is the orthosymplectic Lie superalgebra \(\mathfrak{osp}(1|2n)\) [17].

Greenberg and Messiah [6] considered combined systems of parafermions and parabosons. Apart from two trivial combinations, there are two non-trivial relative commutation relations between parafermions and parabosons, also expressed by means of triple relations. The first of these are the so-called relative parafermion relations, determined by:
\[
[[f_j^\xi, f_k^\eta], b_l^\zeta] = 0, \quad [[b_j^\eta, b_k^\xi], f_l^\zeta] = 0,
\]
\[
[[f_j^\xi, b_k^\eta], f_l^\zeta] = -|\epsilon - \xi|\delta_{jl}f_k^\eta, \quad [[f_j^\xi, b_k^\eta], b_l^\zeta] = (\epsilon - \eta)\delta_{kl}f_j^\xi.
\] (1.3)
The parastatistics algebra with relative parafermion relations, determined by (1.1), (1.2) and (1.3), was identified by Palev [18] and is the orthosymplectic Lie superalgebra \(\mathfrak{osp}(2m+1|2n)\). The second case, where (1.1) and (1.2) are combined with so-called relative paraboson relations, leads to an algebra which has received attention in a number of papers [7–9, 19, 20], and is no longer a Lie superalgebra but a \(\mathbb{Z}_2 \times \mathbb{Z}_2\)-graded algebraic structure [7,21].

The identification of the underlying algebraic structures is one important aspect. The other important problem is to identify and describe the paraboson/parafermion Fock spaces as representations of the algebras involved. It is to this problem that we have contributed a number of solutions during the last years. These Fock spaces are characterized by a positive integer \(n\), often referred to as the order of statistics. Although there have been many approaches to parastatistics Fock spaces (often based on the so-called Green’s ansatz), the construction of a complete orthogonal basis of the Fock space and explicit actions of the parastatistics operators on these basis vectors has been completed only fairly recently. The explicit Fock representations for a system of \(m\) parafermions was given in [22], and that for a system of \(n\) parabosons in [23]. In both of these cases, the analysis of the Fock space by means of a Lie subalgebra of type \(\mathfrak{gl}\) of \(\mathfrak{so}(2m+1)\) or \(\mathfrak{osp}(1|2n)\) was essential, since that subalgebra provided a Gelfand-Zetlin (GZ) basis for the Fock space. In [24], we managed to extend these results to a combined system of \(m\) parafermions and \(n\) parabosons, satisfying the mutual relations (1.3). For this case, the Lie superalgebra \(\mathfrak{gl}(m|n)\) as subalgebra of \(\mathfrak{osp}(2m+1|2n)\) was essential, providing a GZ basis of the Fock spaces, being certain infinite-dimensional lowest weight representations of \(\mathfrak{osp}(2m+1|2n)\).

If one thinks of quantum fields described by parafermions and parabosons, one should consider however an infinite number of parabosons and parafermions [25]. Also from the mathematical point of view, letting \(m\) and \(n\) go to +\(\infty\) raises many interesting questions. For an infinite set of parafermions only, the underlying algebra becomes the infinite rank Lie algebra \(\mathfrak{so}(\infty)\), whereas for an infinite set of parabosons the underlying algebra becomes the infinite rank Lie superalgebra \(\mathfrak{osp}(1|\infty)\). Both of these cases have been studied, and for the Fock space it was possible to extend the GZ-basis of the finite rank algebras to the infinite rank case [26]. For a combined system of an infinite number of parafermions and an infinite number of parabosons, the problem of identifying the underlying algebra and the structure of the Fock spaces remained open. This is in fact the problem being solved in the current paper.
Note that this problem is not a straightforward limit generalization of the solution described in [24]. Indeed, for the $\mathfrak{osp}(2m+1|2n)$ solution, the basis of the Fock space consists of GZ-patterns related to a subalgebra chain of the following type:

\[
\mathfrak{osp}(2m+1|2n) \supset \mathfrak{gl}(m|n) \supset \mathfrak{gl}(m|n-1) \supset \mathfrak{gl}(m|n-2) \supset \cdots \\
\supset \mathfrak{gl}(m|1) \supset \mathfrak{gl}(m) \supset \mathfrak{gl}(m-1) \supset \cdots \supset \mathfrak{gl}(2) \supset \mathfrak{gl}(1).
\]  

(1.4)

As already discussed in [27], the corresponding GZ-basis patterns could possibly be extended for $n$ going to $\infty$, but not for both $m$ and $n$ going to infinity, since the above chain of subalgebras does not provide proper GZ-basis vectors for $\mathfrak{gl}(\infty|\infty)$. Instead, one has to introduce a different GZ-basis, referred to as the “odd Gelfand-Zetlin basis”, and constructed for covariant representations of $\mathfrak{gl}(n|n)$ in [27]. Note that one had to take $m = n$ in order to construct this basis. So in the case under consideration, the relevant chain of subalgebras is

\[
\mathfrak{osp}(2n+1|2n) \supset \mathfrak{gl}(n|n) \supset \mathfrak{gl}(n|n-1) \supset \mathfrak{gl}(n-1|n-1) \supset \mathfrak{gl}(n-1|n-2) \supset \cdots \\
\supset \mathfrak{gl}(2|2) \supset \mathfrak{gl}(2|1) \supset \mathfrak{gl}(1|1) \supset \mathfrak{gl}(1).
\]  

(1.5)

The “odd” GZ-patterns for the Fock spaces, as representations of $\mathfrak{osp}(2n+1|2n)$, derived from this chain will have certain stability properties that allow us to let $n$ grow to infinity.

In the present paper, we therefore start from the Lie superalgebra $\mathfrak{B}(n,n) = \mathfrak{osp}(2n+1|2n)$, for which we provide a new matrix realization in Section 2 (as the common one cannot be extended to infinite-dimensional matrices). In this new matrix realization, the operators corresponding to $n$ parafermions and $n$ parabosons are identified, and seen to generate a basis for $\mathfrak{osp}(2n+1|2n)$. The Fock space of order $p$ for such a set of parastatistics operators is identified as a lowest weight representation $V(p,n)$ of $\mathfrak{osp}(2n+1|2n)$ in Section 3. The main difference with [24] is that now the basis vectors of $V(p,n)$ are given in another form, namely as certain odd GZ-patterns of $\mathfrak{gl}(n|n)$. Since we are dealing with a new basis, the actions of the parastatistics operators also needs to be recomputed. This computation is really involved, although it follows the same line of thought as in [24], namely the matrix elements of the parastatistics operators should be products of $\mathfrak{gl}(n|n)$ Clebsch-Gordan coefficients and reduced matrix elements. The reduced matrix elements are basis-independent, so they must coincide with the ones computed in [24]. But the $\mathfrak{gl}(n|n)$ Clebsch-Gordan coefficients depend on the basis, so we had to recompute them in this “odd” GZ-basis. The results of this computation is given separately in Appendix A. In Section 4, we study the basis vectors of the Fock space $V(p,n)$ of $\mathfrak{B}(n,n)$ in further detail. The integer entries in the GZ-patterns of the basis vectors turn out to have interesting (combinatorial) properties. They have many stability properties that are preserved under the action of the parastatistics creation and annihilation operators. These stability properties allow us to define GZ-patterns for the case that $n$ becomes infinite. In Section 5 the infinite rank Lie superalgebra $\mathfrak{B}(\infty,\infty)$ is defined by means of a matrix form, consisting of certain infinite square matrices with only a finite number of nonzero entries. The identification of $\mathfrak{B}(\infty,\infty)$ as the Lie superalgebra generated by an infinite number of parafermions and parabosons (subject to particular mutual relations) is then rather straightforward. Then we turn to the Fock spaces $V(p)$ of such combined systems of parafermions and parabosons. Our analysis shows that a basis for these Fock spaces is given by infinite but row-stable odd GZ-patterns. The action of the parastatistics creation and annihilation operators on these basis vectors is given, and the rest of the section is devoted to proving that $V(p)$ is indeed an irreducible representation of $\mathfrak{B}(\infty,\infty)$ under the given action. The underlying idea is that the row-stability of the infinite GZ-patterns allow one to extend operator actions valid for the finite rank case to the case that $n$ becomes infinite.

The current paper forms the closing piece of a number of studies in which Fock representations were explicitly constructed, chronologically for a set of $n$ parabosons [23], a set of $m$
Parafermions [22], an infinite set of parabosons or parafermions [26], a combined set of $m$ parafermions and $n$ parabosons [21,24], and now a combined set of an infinite number of parafermions and parabosons.

2 The Lie superalgebras $\mathfrak{B}(n|n) \equiv \mathfrak{osp}(2n + 1|2n)$

In order to extend the results and the notation of the present section to the case of an infinite rank Lie superalgebra, it will be necessary to work with a different matrix realization (over the complex numbers) of the Lie superalgebra $\mathfrak{B}(n|n) \equiv \mathfrak{osp}(2n + 1|2n)$ than the commonly one used in [24,28]. We will give this new matrix realization here for $\mathfrak{B}(n, n)$, since that is the only case we need, but it is clear that it could be given for the more general case $\mathfrak{B}(m, n)$. For the labelling of rows and columns of matrices (and other objects), it will be convenient to use both negative and positive integers. In particular, when $m$ and $n$ are non-negative integers, we will use the following notation for ordered sets:

$$[-m, n] = \{-m, \ldots, -2, -1, 0, 1, 2, \ldots, n\}, \quad [-m, n]^* = \{-m, \ldots, -2, -1, 1, 2, \ldots, n\}. \quad (2.1)$$

Sometimes it will be convenient to write the minus sign of an index as an overlined number. With this convention, we have e.g. 

$$[\bar{2}, 3]^* = \{\bar{2}, \bar{1}, 1, 2, 3\} = \{-2, -1, 1, 2, 3\} \quad \text{and} \quad [\bar{n}, \bar{1}] = \{\bar{n}, \ldots, \bar{2}, \bar{1}\} = \{\bar{n}, \ldots, -2, -1\}.$$

We will also use 

$$Z^* = Z \setminus \{0\}, \quad Z_+ = \{0, 1, 2, \ldots\}, \quad Z_+^* = \{1, 2, 3, \ldots\}$$

and similarly for $Z_-$ and $Z_-^*$.

Let $I$ and $J$ be the $(2 \times 2)$-matrices

$$I := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad J := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad (2.2)$$

and let $B$ be the $(4n + 1) \times (4n + 1)$-matrix, with indices in $[-2n, 2n]$, given by $B = I \oplus \cdots \oplus I \oplus 1 \oplus J \oplus \cdots \oplus J$, or, written in block form:

$$B := \begin{pmatrix} I & 0 & \vdots & 0 \\ 0 & \ddots & \ddots & 0 \\ \vdots & \ddots & I & 0 \\ 0 & \ddots & 0 & J \end{pmatrix}. \quad (2.3)$$

Herein, 0 stands for the zero $(2 \times 2)$-matrix, the entry 1 is at position $(0, 0)$, and the empty parts of the matrix consist of zeros.

The matrices $X$ of the Lie superalgebra $\mathfrak{B}(n, n)$ will have the following block form:

$$X := \begin{pmatrix} X_{\bar{n}, \bar{n}} & \cdots & X_{\bar{n}, 1} & X_{\bar{n}, 0} & X_{\bar{n}, 1} & \cdots & X_{\bar{n}, n} \\ \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ X_{\bar{1}, \bar{n}} & \cdots & X_{\bar{1}, 1} & X_{\bar{1}, 0} & X_{\bar{1}, 1} & \cdots & X_{\bar{1}, n} \\ \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ X_{1, \bar{n}} & \cdots & X_{1, 1} & X_{1, 0} & X_{1, 1} & \cdots & X_{1, n} \\ \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ X_{n, \bar{n}} & \cdots & X_{n, 1} & X_{n, 0} & X_{n, 1} & \cdots & X_{n, n} \end{pmatrix}. \quad (2.4)$$
Herein, any matrix of the form $X_{ij}$ with $i, j \in [\bar{n}, n]^*$ is a $(2 \times 2)$-matrix, $X_{0,i}$ is a $(1 \times 2)$-matrix and $X_{i,0}$ a $(2 \times 1)$-matrix.

The Lie superalgebra $\mathfrak{g} = \mathfrak{B}(n, n) = \mathfrak{osp}(2n + 1|2n)$ is $\mathbb{Z}_2$-graded, $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$, whose homogeneous elements are referred to as even and odd elements, and the degree of a homogeneous element $X$ is denoted by $\deg(X)$. The even matrices $X$ will have zeros in the upper right and bottom left blocks, i.e. $X_{ij} = 0$ for all $(i, j) \in [\bar{n}, 0] \times [1, n]$ and $(i, j) \in [1, n] \times [\bar{n}, 0]$. The odd matrices $X$ will have zeros in the upper left and bottom right blocks, i.e. $X_{ij} = 0$ for all $(i, j) \in [\bar{n}, 0] \times [\bar{n}, 0]$ and $(i, j) \in [1, n] \times [1, n]$.

The actual definition, derived from [28], is then as follows: $\mathfrak{B}(n, n)_0$ consists of all even matrices $X$ of the form (2.4) such that

$$X^T B + BX = 0;$$

$\mathfrak{B}(n, n)_1$ consists of all odd matrices $X$ of the form (2.4) such that

$$X^{ST} B - BX = 0.$$

Herein $X^T$ is the ordinary transpose of $X$; $X^{ST}$ is the supertranspose of $X$, which is, for an odd matrix of the form $X = \left( \begin{array}{cc} 0 & U \\ V & 0 \end{array} \right)$ given by $X^{ST} = \left( \begin{array}{cc} 0 & V^T \\ -U^T & 0 \end{array} \right)$.

Concretely, $X$ belongs to $\mathfrak{B}(n, n)$ provided the blocks of (2.4) satisfy:

$$IX_{i,j} + X_{j,i}^T I = 0, \quad JX_{i,j} + X_{j,i}^T J = 0, \quad IX_{i,j} - X_{j,i}^T J = 0 \quad (i, j \in [1, n]);$$

$$X_{0,j} + X_{j,0}^T I = 0, \quad X_{0,j} - X_{j,0}^T J = 0 \quad (j \in [0, n]).$$

For homogeneous elements of type (2.4), the Lie superalgebra bracket is

$$[X, Y] = XY - (-1)^{\deg(X)\deg(Y)}YX,$$

with ordinary matrix multiplication in the right hand side.

Denote, as usual, by $e_{ij}$ the matrix with zeros everywhere except a $1$ on position $(i, j)$, where the row and column indices run from $-2n$ to $2n$. A basis of the Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{B}(n, n)$ consists of the elements $h_i = e_{2i-1, 2i-1} - e_{2i, 2i}$ ($i \in [1, n]$) and $h_0 = e_{2i, 2i} - e_{2i+1, 2i+1}$ ($i \in [\bar{n}, 1]$).

The corresponding dual basis of $\mathfrak{h}^*$ will be denoted by $\epsilon_i$ ($i \in [\bar{n}, n]^*$). The following elements are even root vectors with roots $\epsilon_{-i}$ and $-\epsilon_{-i}$ respectively ($i \in [1, n]$):

$$c_{-i}^+ \equiv f_{-i}^+ = \sqrt{2}(e_{-2i,0} - e_{0,-2i+1}),$$

$$c_{-i}^- \equiv f_{-i}^- = \sqrt{2}(e_{0,-2i} - e_{-2i+1,0}),$$

and odd root vectors with roots $\epsilon_i$ and $-\epsilon_i$ respectively ($i \in [1, n]$) are given by:

$$c_i^+ \equiv b_i^+ = \sqrt{2}(e_{0,2i} + e_{2i-1,0}),$$

$$c_i^- \equiv b_i^- = \sqrt{2}(e_{0,2i-1} - e_{2i,0}).$$

The operators $c_i^+$ are positive root vectors, and the $c_i^-$ are negative root vectors, their $\mathbb{Z}_2$ grading being

$$\deg(c_i^+) = 0 \text{ for } i \in [\bar{n}, 1], \quad \deg(c_i^+) = 1 \text{ for } i \in [1, n].$$

The remaining root vectors of $\mathfrak{B}(n, n)$ are given by elements of the form $[c_i^+, c_j^+]$, where $[\cdot, \cdot]$ is the Lie superalgebra bracket (corresponding to a commutator or anti-commutator). The factor $\sqrt{2}$ in (2.5)–(2.6) is introduced because then these operators satisfy the triple relations of parafemion and parafermion creation and annihilation operators (subject to the relative parafermion relations), given in the following theorem [18].
Theorem 1 (Palev). As a Lie superalgebra defined by generators and relations, \( \mathfrak{B}(n,n) \) is generated by the elements \( c_j^\pm \) \((j \in [\bar{n},n]^*)\) subject to the following relations

\[
[[f_j^+, f_k^+], f_l^+] = [\epsilon - \eta] \delta_{kl} f_j^+ - [\epsilon - \xi] \delta_{jl} f_k^+, \quad (j,k,l \in [\bar{n}, \bar{1}];) \\
[[f_j^+, f_l^+], b_k^+] = (\epsilon - \xi) \delta_{j} b_k^+ + (\epsilon - \eta) \delta_{kl} b_j^+, \quad (j,k,l \in [1, n]);
\]

\[
[[f_j^+, b_k^+], f_l^+] = 0, \quad [[f_l^+, b_k^+], f_j^+] = 0,
\]

\[
[[f_j^+, b_k^+], f_l^+] = -[\epsilon - \xi] \delta_{j} b_k^+ + \{f_j^+, b_k^+, f_l^+\} = (\epsilon - \eta) \delta_{kl} f_j^+, \quad (i,j \in [\bar{n}, \bar{1}], k,l \in [1, n]). \quad (2.9)
\]

Herein, \( \eta, \epsilon, \xi \in \{+, -\} \), are interpreted as +1 and −1 in the algebraic expressions \( \epsilon - \xi \) and \( \epsilon - \eta \).

The so-called triple relations (2.7)-(2.9) are important: they combine a system of \( n \) pairs of parafermion operators with a system of \( n \) pairs of paraboson operators in a particular way, that can be extended when \( n \) goes to infinity.

Before turning to representations, let us identify a subalgebra of \( \mathfrak{B}(n,n) \) that will play an important role.

**Proposition 2.** The \( 4n^2 \) elements

\[
[c_i^+, c_j^-] \quad (i, j \in [\bar{n}, n]^*) \quad (2.10)
\]

are a basis of the subalgebra \( \mathfrak{gl}(n|n) \).

This follows immediately from the fact that the elements

\[
E_{ij} = \frac{1}{2} [c_j^+, c_k^-]
\]

satisfy

\[
[E_{ij}, E_{kl}] = \delta_{jk} E_{il} - (-1)^{\deg(E_{ij}) \deg(E_{kl})} \delta_{ij} E_{kj}. \quad (2.11)
\]

Note also that

\[
[c_i^+, c^-_i] = 2h_i \quad (i \in [\bar{n}, \bar{1}]), \quad \{c_i^+, c^-_i\} = 2h_i \quad (i \in [1, n]). \quad (2.12)
\]

Hence \( \mathfrak{h} = \text{span} \{h_i, \ i \in [\bar{n}, [n]^*] \} \), the Cartan subalgebra of \( \mathfrak{B}(n,n) \), is also the Cartan subalgebra of \( \mathfrak{gl}(n|n) \).

### 3 Fock representations of \( \mathfrak{B}(n,n) \) in the “odd basis”

The parastatistics Fock space of order \( p \) (for the relative parafermion relations), with \( p \) a positive integer, has been constructed before [24] as an infinite-dimensional lowest weight representation \( V(p,n) \) of the algebra \( \mathfrak{B}(n,n) \). By definition [6,18] the parastatistics Fock space \( V(p,n) \) is the Hilbert space with vacuum vector \( |0\rangle \), defined by means of

\[
\langle 0|0 \rangle = 1, \quad c_j^- |0\rangle = 0, \quad (c_j^\pm)^\dagger = c_j^\mp, \quad [c_j^+, c_k^-] |0\rangle = p \delta_{jk} |0\rangle \quad (j,k \in [\bar{n}, n]^*) \quad (3.1)
\]

and which is irreducible under the action of the algebra \( \mathfrak{B}(n,n) \) generated by the elements \( c_j^\pm \).

By (2.12), one sees that \( |0\rangle \) is the lowest weight vector of \( V(p,n) \) with weight \([-\frac{p}{2}, \ldots, -\frac{p}{2}, \frac{p}{2}, \ldots, \frac{p}{2}] \) in the basis \( \{\epsilon_{-n}, \ldots, \epsilon_{-1}, \epsilon_1, \ldots, \epsilon_n\} \). These representations have been analyzed in [24]. The main result is the decomposition with respect to the subalgebra chain \( \mathfrak{B}(n,n) \supset \mathfrak{gl}(n|n) \), because then the Gelfand-Zetlin basis of the \( \mathfrak{gl}(n|n) \) representations can be used to label the vectors of \( V(p,n) \). The main difference here, compared to [24], is that we will need to use a different GZ-basis for the \( \mathfrak{gl}(n|n) \) representations, one that is appropriate for letting \( n \) grow to infinity. But of course, the branching \( \mathfrak{B}(n,n) \supset \mathfrak{gl}(n|n) \) is the same, and thus we have [24]:
Proposition 3. In the decomposition of $V(p,n)$ with respect to $\mathfrak{B}(n,n) \supset \mathfrak{gl}(n|n)$, all covariant representations of $\mathfrak{gl}(n|n)$ labeled by a partition $\lambda = (\lambda_1, \lambda_2, \ldots)$ appear with multiplicity 1, subject to $\lambda_1 \leq p$ and $\lambda + 1 \leq n$. In the basis $\{\epsilon_{-n}, \epsilon_{-1}, \epsilon_1, \ldots, \epsilon_n\}$, the highest weight of the $\mathfrak{gl}(n|n)$ covariant representation labeled by $\lambda$ is given by \cite{29}

\[
[m]^{2n} = [m_{-n, 2n}, \ldots, m_{-2, 2n}, m_{1, 2n}; m_{1, 2n}, m_{2, 2n}, \ldots, m_{n, 2n}]
\]

where

\[
m_{-i, 2n} = \lambda_{-i+1}, \quad (i \in [1,n])
\]

\[
m_{i, 2n} = \max\{0, \lambda' - n\}, \quad (i \in [1,n]),
\]

and $\lambda'$ is the partition conjugate to $\lambda$ (for partitions we follow the standard notations of \cite{30}).

Note that (3.3)-(3.4) implies

\[
m_{i, 2n} - m_{i+1, 2n} \in \mathbb{Z}_+, \quad (i \in [\bar{n}, \bar{2}] \cup [1, n - 1])
\]

and

\[
m_{-1, 2n} \geq \#\{i : m_{i, 2n} > 0, i \in [1, n]\}.
\]

An appropriate basis for the vectors of these covariant $\mathfrak{gl}(n|n)$ modules has been given in \cite{27}, and is referred to as “the odd GZ-basis.” This corresponds to a decomposition according to the subalgebra chain

\[\mathfrak{gl}(n|n) \supset \mathfrak{gl}(n|n-1) \supset \mathfrak{gl}(n-1|n-1) \supset \mathfrak{gl}(n-1|n-2) \supset \mathfrak{gl}(n-2|n-2) \supset \cdots \supset \mathfrak{gl}(1|1) \supset \mathfrak{gl}(1).\]

A particular feature of this odd GZ-basis, is that it can be extended \cite{27} for $n \to \infty$, which is not the case for the more conventional GZ-basis of $\mathfrak{gl}(n|n)$ \cite{31} \cite{34}. Combining the results of \cite{27} with the previous proposition, one has

Proposition 4. For any positive integer $p$, a basis of the Fock representation $V(p,n)$ of $\mathfrak{B}(n,n)$ is given by the set of vectors of the following form:

\[
|p; m\rangle^{2n} \equiv |m\rangle^{2n} = \left[ \begin{array}{c}
m_{n, 2n} & m_{n-1, 2n} & \cdots & m_{2, 2n} & m_{1, 2n} \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
m_{24} & m_{14} & m_{14} & m_{24} \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
m_{23} & m_{13} & m_{13} & m_{23} \\
\uparrow & \uparrow & \cdots & \uparrow & \uparrow \\
m_{12} & m_{12} \\
\uparrow & \uparrow \\
m_{11} 
\end{array} \right]
\]
where all \( m_{ij} \in \mathbb{Z}_+ \), satisfying \( m_{0,2n} \leq p \) and the GZ-conditions

\begin{enumerate}
\item \( m_{j,2n} - m_{j+1,2n} \in \mathbb{Z}_+ \), \( j \in [n, 2] \cup [1, n] \) and \( m_{-1,2n} \geq \# \{ i : m_{i,2n} > 0, \ i \in [1, n] \} \); 
\item \( m_{-i,2s} - m_{-i,2s-1} \equiv \theta_{-i,2s-1} \in \{0, 1\}, \ 1 \leq i \leq s \leq n; \)
\item \( m_{i,2s} - m_{i,2s+1} \equiv \theta_{i,2s} \in \{0, 1\}, \ 1 \leq i \leq s \leq n - 1; \)
\item \( m_{-1,2s} \geq \# \{ i : m_{i,2s} > 0, \ i \in [1, s] \}, \ s \in [1, n]; \)
\item \( m_{-1,2s-1} \geq \# \{ i : m_{i,2s-1} > 0, \ i \in [1, s - 1] \}, \ s \in [2, n]; \)
\item \( m_{i,2s} - m_{i,2s-1} \in \mathbb{Z}_+ \) and \( m_{i,2s-1} - m_{i+1,2s} \in \mathbb{Z}_+, \ 1 \leq i \leq s \leq n - 1; \)
\item \( m_{-i,2s-1} - m_{-i,2s} \in \mathbb{Z}_+ \) and \( m_{-i,2s} - m_{-i,2s+1} \in \mathbb{Z}_+, \ 1 \leq i \leq s \leq n - 1. \)
\end{enumerate}

Conditions 2 and 3 are referred to as “\( \theta \)-conditions.” Conditions 6 and 7 are often referred to as “betweeness conditions.” Conditions 1, 4 and 5 are related to (3.6) (or (3.3)), and assure that each row of (3.8) corresponds to the highest weight of a covariant representation of \( \mathfrak{gl}(t|t) \) or \( \mathfrak{gl}(t|t - 1) \) in the chain (3.7). Note that the arrows in this pattern have no real function, and can be omitted. We find it useful to include them, just in order to visualize the conditions. When there is an arrow \( a \to b \) between labels \( a \) and \( b \), it means that either \( b = a \) or else \( b = a + 1 \) (a \( \theta \)-condition). We will also refer to “rows” and “columns” of the GZ-pattern. Rows are counted from the bottom: row 1 is the bottom row in (3.8), and row 2n is the top row in (3.8). In an obvious way, columns 1, 2, 3 \ldots refer to the columns to the right of the dashed line in (3.8), and columns -1, -2, -3, \ldots (or 1, 2, 3, \ldots) to the columns to the left of this dashed line. For two consecutive rows in the GZ-pattern (3.8), about half of the labels involve \( \theta \)-conditions, and the other half involves betweeness conditions.

The top row of (3.8) corresponds to the highest weight of a \( \mathfrak{gl}(n|n) \) covariant representation, according to (3.3)-(3.6). The action of a set of \( \mathfrak{gl}(n|n) \) generators \( E_{ij} \) on such basis vectors of a covariant representation has been determined in [27]. For future reference, let us recall the action of the elements of the Cartan subalgebra of \( \mathfrak{gl}(n|n) \) or \( \mathfrak{B}(n, n) \), which involves now the label \( p \) since the \( E_{ii} \)’s have a nonzero action on the vacuum (i.e. the zero GZ-pattern):

\[
E_{-i,-i}|m\rangle^{2n} = \left( -\frac{p}{2} + \sum_{j \in [-i,i-1]^*} m_{j,2i-1} - \sum_{j \in [-i+1,i-1]^*} m_{j,2i-2} \right) |m\rangle^{2n}, \ i \in [1, n];
\]
\[
E_{ii}|m\rangle^{2n} = \left( \frac{p}{2} + \sum_{j \in [-i,i]^*} m_{j,2i} - \sum_{j \in [-i,i-1]^*} m_{j,2i-1} \right) |m\rangle^{2n}, \ i \in [1, n].
\]

Here, we want to go beyond the action of the \( E_{ij} \)’s, and describe the action of the generators \( c_i^\pm \) of \( \mathfrak{B}(n, n) \), i.e. the parastatistics operators, on the basis vectors (3.8). For the parastatistics creation operators, one can check that

\[
[E_{ij}, c_k^+] = \delta_{jk} c_i^+,
\]

so the set \( \{c_i^+ | i \in [\bar{n}, n]^* \} \) forms a standard \( \mathfrak{gl}(n|n) \) tensor of rank \([1, 0, \ldots, 0] \) (which is the highest weight of the standard covariant representation). This means that to every \( c_i^+ \) one can attach a unique GZ-pattern of the form (3.8) with top line 10\ldots0. Following the \( \mathfrak{gl}(n|n) \) actions on GZ-patterns (in particular, [27] (3.15)-(3.16)), it is easy to see that the 2n elements \( (c_n^+, c_{-n}^+, \ldots, c_2^+, c_{-2}^+, c_1^+, c_{-1}^+) \) correspond, in this order, to a GZ-pattern of type (3.8) consisting of \( k \) top rows of the form 10\ldots0 and \( 2n - k \) bottom rows of the form 0\ldots0 for \( k = 1, 2, \ldots, 2n \). For
The GZ-pattern with 0’s and 1’s is of course the one corresponding to $j$ in (3.16) is a reduced matrix element, and from the computational point of view, this is the main contribution of the current paper. The second factor in the right hand side of (3.16) is a tensor product rule for covariant representations of $\mathfrak{gl}(n|n)$; all patterns are of the form (3.8). These CGC’s will be determined and given in Appendix A. From (3.13), it follows that $W([1,0,\ldots,0]) \otimes W([m]^{2n}) = \bigoplus_{k \in [-n,n]^*} W([m]^{2n}_{+(k)})$, where in general $[m]^{2n}_{+(k)}$ is obtained from $[m]^{2n}$ by the replacement of $m_{k,2n}$ by $m_{k,2n} \pm 1$. On the right hand side of (3.15) the summands for which the conditions (3.5)–(3.6) are not fulfilled are omitted.

By standard analysis [23,35], the matrix elements of $c_+^i$ in $V(p,n)$ can be written as follows:

\[
2n (m'|c_+^i|m)^{2n} = \begin{pmatrix} [m]^{2n}_{+(k)} & [m]^{2n}_{m'2n-1} \\ |m'|^{2n}_{2n-1} & [m]^{2n}_{m'2n-1} \end{pmatrix} \times ([m]^{2n}_{+(k)}|[c_+^i]|m)^{2n}. 
\]

The GZ-pattern with 0’s and 1’s is of course the one corresponding to $c_+^i$, as described earlier. The first factor in the right hand side of (3.16) is a $\mathfrak{gl}(n|n)$ Clebsch-Gordan coefficient (CGC), where all patterns are of the form (3.8). These CGC’s will be determined and given in Appendix A. From the computational point of view, this is the main contribution of the current paper. The second factor in (3.16) is a reduced matrix element for the standard representation. The possible values of the patterns $|m'|^{2n}$ are determined by the $\mathfrak{gl}(n|n)$ tensor product rule and the first line of $|m'|^{2n}$ is of the form $[m]^{2n}_{+(k)}$.

It is important to realize that the reduced matrix elements depend only upon the $\mathfrak{gl}(n|n)$ highest weights $[m]^{2n}$ and $[m]^{2n}_{+(k)}$ (and not on the type of GZ basis that is being used.) These reduced matrix elements can be expressed by means of a row function:

\[
\rho(i) = \begin{cases} 2i & \text{for } i \in [1,n] \\ -2i - 1 & \text{for } i \in [n,1] \end{cases} \quad (3.14)
\]

Then the pattern corresponding to $c_+^i$ has rows of the form $10\cdots 0$ for each row index $j \in [\rho(i),2n]$ and zero rows for each row index $j \in [1,\rho(i) - 1]$.

It will be useful to express this correspondence by means of a row function:

\[
\rho(i) = \begin{cases} 2i & \text{for } i \in [1,n] \\ -2i - 1 & \text{for } i \in [n,1] \end{cases} \quad (3.14)
\]

Then the pattern corresponding to $c_+^i$ has rows of the form $10\cdots 0$ for each row index $j \in [\rho(i),2n]$ and zero rows for each row index $j \in [1,\rho(i) - 1]$.
elements have actually been determined in \[24\], Proposition 4:

\[
(m|^{2n}_+(k)|c^+|m\rangle^{2n}) = G_{n+k+1}(m_{-n,2n}, m_{-n+1,2n}, \ldots, m_{-1,2n}, m_{1,2n}, \ldots, m_{2n,2n}), \quad (k \in [-n, -1])
\]

\[
(m|^{2n}_+(k)|c^+|m\rangle^{2n}) = G_{n+k}(m_{-n,2n}, m_{-n+1,2n}, \ldots, m_{-1,2n}, m_{1,2n}, \ldots, m_{2n,2n}), \quad (k \in [1, n]).
\]

For the matrix elements of \(c^-_i\), we use the Hermiticity requirement \(3.1\):

\[
2^n(m'|c^-_i|m\rangle^{2n} = 2^n(m|c^+_i|m'|^{2n}).
\]

So in this way we obtain explicit actions of the \(\mathfrak{B}(n, n)\) generators \(c^\pm_i\) on a basis of \(V(p, n)\):

\[
c^+_i|m\rangle^{2n} = \sum_{k,m'} \begin{pmatrix} 10 \ldots 0 \ldots 0 & [m|^{2n}_+(k)|c^+\rangle^{2n} & |m'|^{2n}_+(k)\rangle^{2n} \end{pmatrix} \begin{pmatrix} [m|^{2n}_+(k)|c^+\rangle^{2n} & |m'|^{2n}_+(k)\rangle^{2n} \end{pmatrix},
\]

\[
c^-_i|m\rangle^{2n} = \sum_{k,m'} \begin{pmatrix} 10 \ldots 0 \ldots 0 & [m|^{2n}_-(k)|c^-\rangle^{2n} & |m'|^{2n}_-(k)\rangle^{2n} \end{pmatrix} \begin{pmatrix} [m|^{2n}_-(k)|c^-\rangle^{2n} & |m'|^{2n}_-(k)\rangle^{2n} \end{pmatrix}.
\]

4 Properties of the Fock representations \(V(p, n)\)

Before turning to the case where \(n\) goes to infinity, it is useful to collect some properties of the actions of the parastatistics creation and annihilation operators \(c^\pm_i\) on basis vectors \(|m\rangle^{2n}\) of \(V(p, n)\). For this purpose, let us write \(3.20) - (3.21)\) as

\[
c^+_i|m\rangle^{2n} = \sum_{m'} C^+ [i, |m\rangle^{2n}, |m'|^{2n}] |m'|^{2n},
\]

\[
c^-_i|m\rangle^{2n} = \sum_{m'} C^- [i, |m\rangle^{2n}, |m'|^{2n}] |m'|^{2n}.
\]

The coefficients \(C^\pm [i, |m\rangle^{2n}, |m'|^{2n}]\) are just a shorthand notation for the expressions in \(3.20) - (3.21)\), and all parts of these expressions (CGC’s and reduced matrix elements) are explicitly known.

One can think of the GZ-vectors of \(V(p, n)\) as follows. The vacuum vector \(|0\rangle\) is the GZ basis vector with all zeros: \(|0\rangle = |p; 0\rangle^{2n} \equiv |0\rangle^{2n}\). For example, for \(n = 3\),

\[
|0\rangle = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.
\]

The creation operators \(c^+_i (i \in [\bar{n}, n]^{+})\) have the effect of increasing certain entries in the GZ-pattern, and the annihilation operators \(c^-_i (i \in [\bar{n}, n]^{+})\) decrease certain entries in the GZ-pattern (which is why \(|0\rangle^{2n}\) is the vacuum vector).

Let us concentrate on the action of the creation operators. From the properties of the CGC’s (see Appendix), we have immediately the following:
Proposition 5. Let \( |m|^{2n} \) be a basis vector with a valid GZ-pattern (i.e. satisfying (3.9)). Then the only patterns \( |m'|^{2n} \) appearing in the right hand side of

\[
c_i^+ |m|^{2n} = \sum_{m'} C^+ [i, |m|^{2n}, |m'|^{2n}] |m'|^{2n} \quad (i \in [\bar{n}, n^*])
\]

are valid GZ-patterns \( |m'|^{2n} \) such that

\[
|m'|^j = \begin{cases} 
|m|^j & \text{for } j \in [1, \rho(i) - 1], \\
|m|^j + [0, \ldots, 0, 1, 0, \ldots, 0] & \text{for } j \in [\rho(i), 2n].
\end{cases}
\]

(4.4)

In other words, there are no changes in the entries of rows 1, 2, \ldots, \rho(i) − 1. And in rows \( \rho(i), \ldots, 2n \) there is a change by one unit for just one particular column index \( s \). The increase can be in any possible column, as long as the remaining pattern is still valid, i.e. as long as (3.9) is satisfied. For example, for \( n = 3 \) the action of \( c_1^+ \) on \( |0\rangle = |0\rangle^6 \) will give just one vector, namely the corresponding one appearing in (3.13). Then, e.g., \( c_{-3}^+ c_{-2}^+ |0\rangle^6 \) will give a linear combination of only two vectors, namely

\[
\begin{pmatrix}
2 & 0 & 0 \\
2 & 0 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\text{ and }
\begin{pmatrix}
1 & 1 & 0 \\
1 & 1 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

(4.5)

because all other ways of adding 1’s to row 5 and 6 (by the action of \( c_{-3}^+ \)) of the pattern

\[
c_{-2}^+ |0\rangle = \sqrt{p} \begin{pmatrix}
1 & 0 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

(4.6)

give rise to nonvalid GZ-patterns. Note that we have implicitly assumed that \( p \geq 2 \), since for \( p = 1 \) the first vector in (4.5) is zero.

For each row \( k \) of a GZ basis vector \( |m|^{2n} \), let \( |m_k| \) be the sum of all entries in row \( k \), i.e.

\[
|m_{2k}| = \sum_{i \in [-k,k]^*} m_{i,2k}, \quad |m_{2k+1}| = \sum_{i \in [-k-1,k]^*} m_{i,2k+1}.
\]

(4.7)

We will sometimes refer to \( |m_k| \) as the weight of row \( k \). By (4.4), one has:

\[
|m_1| \leq |m_2| \leq |m_3| \leq \cdots \leq |m_{2n-1}| \leq |m_{2n}|
\]

(4.8)

Consider row \( s \) for a general GZ pattern \( |m|^{2n} \):

\[
\ldots, m_{2s}, m_{1,s}, m_{1,s}, m_{2,s}, \ldots
\]

By the betweeness conditions in (3.9), it follows that both parts \( \ldots, m_{2s}, m_{1,s} \) and \( m_{1,s}, m_{2,s}, \ldots \) are partitions [30], since they consist of non-decreasing non-negative integers. We shall refer to these
partitions as the left and right part of row $s$. Furthermore, if $m_{1,s} = 0$, it follows from conditions 4 and 5 in (3.9) that the right part of row $s$ must be zero, i.e. in that case row $s$ is of the form

$$[\ldots, m_{3,s}, m_{2,s}, 0; 0, 0, \ldots] = [\nu_1, \nu_2, \ldots, 0, 0, 0, \ldots],$$

(4.9)

with $\nu$ some partition. The following definition will be crucial:

**Definition 6.** The pattern, or equivalently the associated basis vector, $|m|^{2n}$ is row-stable with respect to row $s$ if there exists a partition $\nu$ such that all rows $s, s+1, \ldots, 2n$ are of the form

$$[\nu_1, \nu_2, \ldots, 0, 0, 0, \ldots].$$

In that case, $s$ is called a stability index of $|m|^{2n}$.

Note that the length of these rows increases as the row index increases, but the increase is only by adding extra zeros in the left and right part of the row. For example, (4.6) is row-stable with respect to row 3, and the patterns in (4.5) are row-stable with respect to row 5.

Consider now the consecutive action of a number of $c_i^{+}$'s, and suppose $n$ is sufficiently large. We have

**Proposition 7.** Let $k < n$, then all basis vectors appearing in

$$c_{i_k}^{+} \cdots c_{i_2}^{+} c_{i_1}^{+}|0 \rangle \quad \text{(each } i_r \in \bar{n}, n^{*})$$

(4.10)

are row-stable with respect to some row index $s$.

**Proof.** Starting with the zero pattern, the action of each $c_i^{+}$ adds a +1 to the obtained pattern in some position of row $j$, for $j \in [\rho(i), 2n]$. This happens in such a way that the left parts of all the rows are partitions. Suppose we are at the end of the action (4.10), and that at that point there is some row index $s$ where the partition in the left part is of the form $[\nu_1, \nu_2, \ldots, 0]$, with $|\nu| = k$. Then by (4.8) all rows above $s$ have the same weight, and by conditions 3 and 6 of (3.9) this means that all rows $j$ with $j > s$ are of the form $[\nu_1, \nu_2, \ldots, 0, 0, 0, \ldots]$. Thus the pattern obtained is row-stable with respect to row $s$. Since the length of $\nu$ satisfies $\ell(\nu) \leq k < n$, there is at least one row $s \leq 2n$ such that the left part is of the form $[\nu_1, \nu_2, \ldots, 0]$, i.e. ending with a 0. (In the “worst case”, row $2n$ is of the form $[1, 1, \ldots, 0; 0, 0, \ldots]$.)

Row-stable patterns are in some sense preserved under the action of $c_i^{+}$'s.

**Proposition 8.** Let $|m|^{2n}$ be row-stable with respect to row $s$, where $s < 2n - 1$. Then the vectors $|m'|^{2n}$ appearing in $c_i^{+}|m|^{2n}$ are row-stable with respect to row $\max\{s + 2, \rho(i) + 1\}$.

**Proof.** There are two cases to be considered: $\rho(i) \leq s$ and $\rho(i) > s$.

1. Consider first the action of $c_i^{+}$ with $\rho(i) \leq s$. Then 1's are added in all rows $j$, $j \in [\rho(i), 2n]$, including row $s$. There are two subcases to be analyzed: $s$ even and $s$ odd.

1.1. Let $s$ be odd. As a generic example, let row $s$ of $|m|^{2n}$ be given by $[3, 2, 1, 0; 0, 0, 0]$. After the action of $c_i^{+}$, row $s$ in the resulting vectors $|m'|^{2n}$ is one of the following:

   - (1) $[4, 2, 1, 0; 0, 0, 0]$,
   - (2) $[3, 3, 1, 0; 0, 0, 0]$,
   - (3) $[3, 2, 2, 0; 0, 0, 0]$,
   - (4) $[3, 2, 1, 1; 0, 0, 0]$.

By condition 3 of (3.9), row $s + 1$ is respectively of the form

   - (1) $[4, 2, 1, 0; 0, 0, 0]$,
   - (2) $[3, 3, 1, 0; 0, 0, 0]$,
   - (3) $[3, 2, 2, 0; 0, 0, 0]$,
   - (4) $[3, 2, 1, 1; 0, 0, 0]$.

It is clear that for (1), (2) and (3) the resulting vector is row-stable with respect to row $s$. For (4), the conditions (3.9) imply that row $s + 2$ must be equal to $[3, 2, 1, 1; 0, 0, 0]$, and then the
vector is row-stable with respect to row \( s + 2 \). Clearly, this argument works whenever row \( s \) is of the form \([\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]\).

1.2. Let \( s \) be even. We first work again with a generic example, say row \( s \) of \(|m\)\(^{2n}\) is given by \([4, 3, 1; 0, 0, 0, 0]\). After the action of \( c_i^+ \), row \( s \) in the resulting vectors \(|m'|^{2n}\) is one of the following:

\[
(1) [5, 3, 1; 0, 0, 0, 0], \quad (2) [4, 4, 1; 0, 0, 0, 0], \quad (3) [4, 3, 2; 0, 0, 0, 0], \quad (4) [4, 3, 1; 0, 0, 0, 0].
\]

Again by conditions (3.9), row \( s + 1 \) is then respectively

\[
(1) [5, 3, 1; 0, 0, 0, 0], \quad (2) [4, 4, 1; 0, 0, 0, 0], \quad (3) [4, 3, 2; 0, 0, 0, 0], \quad (4) [4, 2, 1; 0, 0, 0, 0].
\]

For (1), (2) and (3) the resulting vector is row-stable with respect to row \( s \). For (4), the resulting vector is row-stable with respect to row \( s + 1 \). The argument generalizes when row \( s \) is of the form \([\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]\).

2. Consider next the action of \( c_i^+ \) with \( \rho(i) > s \). It is now a matter of considering the entries in row \( \rho(i) \) of \(|m\)\(^{2n}\). Exactly the same arguments as in cases 1.1 and 1.2 work here (with \( \rho(i) \) taking over the role of \( s \)), except that situation (4) of 1.1 does not appear (since \( \rho(i) > s \)). Hence in this case \(|m'|^{2n}\) is row-stable with respect to row \( \rho(i) \) or \( \rho(i) + 1 \).

For the action of the annihilation operators \( c_i^- \), the analysis is similar, but simpler. Similarly as in Proposition 5 when

\[
c_i^- |m\)\(^{2n}\) = \sum_{m'} C^- [i, |m\)\(^{2n}\), |m'|\(^{2n}\)] |m'|\(^{2n}\) \quad (i \in [\bar{n}, n]^*),
\]

then the only patterns \(|m'|^{2n}\) appearing in the right hand side of the above expression\(^6\) are valid GZ-patterns \(|m'|^{2n}\) such that

\[
|m'|^j = |m|^j \quad \text{for} \quad j \in [1, \rho(i) - 1],
\]

\[
|m'|^j = |m|^j + [0, \ldots, 0, -1, 0, \ldots, 0] \quad \text{for} \quad j \in [\rho(i), 2n].
\]

(4.11)

Suppose now that \(|m\)\(^{2n}\) has stability index \( s \). Then, in particular,

\[
|m_1| \leq |m_2| \leq \cdots \leq |m_s| = |m_{s+1}| = \cdots = |m_{2n-1}| = |m_{2n}|.
\]

(4.12)

If one acts on \(|m\)\(^{2n}\) by \( c_i^- \) with \( \rho(i) > s \), then \( |m_j| \) would remain unchanged, whereas all \(|m_j| \) with \( j \in [\rho(i), 2n] \) are decreased by 1. That would violate (4.8). Hence the action of \( c_i^- \) with \( \rho(i) > s \) on a vector \(|m\)\(^{2n}\) with stability index \( s \) is zero.

If one acts on \(|m\)\(^{2n}\) by \( c_i^- \) with \( \rho(i) \leq s \), then the combinatorics of the conditions (3.9) imply that in the resulting vectors all partitions must be the same in (the left parts of) rows \( s, s+1, \ldots, 2n \). Hence the action of \( c_i^- \) with \( \rho(i) \leq s \) on a vector \(|m\)\(^{2n}\) with stability index \( s \) can only yield vectors \(|m'|^{2n}\) which have \( s \) as stability index. Concluding:

**Proposition 9.** Let \(|m\)\(^{2n}\) be row-stable with respect to row \( s \). Then the vectors \(|m'|^{2n}\) appearing in \( c_i^- |m\)\(^{2n}\) are row-stable with respect to row \( s \).

Note that Proposition 7 where a string of creation operators was used, can be extended for a string of creation and/or annihilation operators. Consider

\[
c_{i_k}^{\eta_k} \cdots c_{i_2}^{\eta_2} c_{i_1}^{\eta_1} |0\), \quad \eta_r \in \{+1, -1\}, \quad i_r \in [\bar{n}, n]^*},
\]

(4.13)

\(^6\)To clarify the meaning, a basis vector is said to appear in an expression (where the expression is written as a linear combination of basis vectors) if its coefficient is nonzero in this linear combination.
with $0 \leq |\eta| = \eta_1 + \eta_2 + \cdots + \eta_k < n$. Then all basis vectors appearing in (4.13) are row-stable with respect to some row $s$. Note that in this case, the partition appearing in the stable row, 

$[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0],$

has $|\nu| = |\eta|$.

To complete this section, we will also establish a stability property of the coefficients in (4.11)-(4.12). Suppose that the top row of $|m|^{2n}$ has the zero partition as second part, i.e. it is of the form

$[m]^{2n} = [\nu_1, \nu_2, \ldots; 0, \ldots, 0]$

with $\nu$ a partition. Define a map $\phi_{2n+2}$ from the set of GZ-patterns $|m|^{2n}$ with zero second part to the set of GZ-patterns $|m|^{2n+2}$ with stability index $2n$ by:

$|m|^{2n+2} = \phi_{2n+2}(|m|^{2n}), \quad (4.14)$

with $[m]^{2n+1} = [\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0], \quad [m]^{2n+2} = [\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0, 0].$

In other words, the top row of $|m|^{2n}$ is just repeated twice, with the extra addition of zeros in order to have sufficient entries for the pattern $|m|^{2n+2}$. Clearly, the action of $\phi_{2n+2}$ can also be extended by linearity, on a linear combination of vectors $|m|^{2n}$ with zero second part.

**Proposition 10.** Let $|m|^{2n}$ be row-stable with respect to row $2n$, and $|m|^{2n+2} = \phi_{2n+2}(|m|^{2n})$ Then for all $i$ with $\rho(i) \leq 2n$ (or equivalently, $i \in [-n,n]^*$):

$c_i^+ |m|^{2n+2} = \phi_{2n+2} (c_i^+ |m|^{2n}).$

In other words, if

$c_i^+ |m|^{2n} = \sum_{m'} C^+ [i, |m|^{2n}, |m'|^{2n}] |m'|^{2n} \quad (4.15)$

then

$c_i^+ |m|^{2n+2} = \sum_{m'} C^+ [i, |m|^{2n}, |m'|^{2n}] \phi_{2n+2} (|m'|^{2n});$

or otherwise said:

$C^+ [i, |m|^{2n+2}, |m'|^{2n+2}] = C^+ [i, |m|^{2n}, |m'|^{2n}].$

**Proof.** First of all, all vectors $|m'|^{2n}$ in (4.15) are such that the 2nd part of row $2n$ consists of zeros, so $\phi_{2n+2} (|m'|^{2n})$ is well defined. Consider now $C^+[i, |m|^{2n+2}, |m'|^{2n+2}]$, of the form

$\left( \begin{array}{cc} 10 \cdots 00 & [m]^{2n+2} \\ 10 \cdots 0 & |m|^{2n+1} \\ \cdots & |m|^{2n+1} \\ 0 & |m'|^{2n+1} \end{array} \right) (|m|^{2n+2}_i ||c^+||[m]|^{2n+2}) \quad (4.16)$

for some row index $k$ with $k \in [-n-1,-2]$. It is now a matter of inspecting the CGC and reduced matrix element in this case. For the reduced matrix element, $|m|^{2n+2}$ is of the form

$[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0, 0]$

and $|m|^{2n+2}$ is of the same form, with one of the parts of $\nu$ increased by 1. From the explicit form of these reduced matrix elements [21] (3.24)-(3.25), it is not difficult to see that

$(|m|^{2n+2}_i ||c^+||[m]|^{2n+2}) = (|m|^{2n}_i ||c^+||[m]|^{2n}).$
Following the notation of the Appendix, the CGC of $\mathfrak{gl}(n+1|n+1)$ can be written as a product of two isoscalar factors times a CGC for $\mathfrak{gl}(n|n)$:

$$
\begin{pmatrix}
10 \cdots 0 \\
10 \cdots 0 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
= \begin{pmatrix}
10 \\
10 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\times
\begin{pmatrix}
10 \\
10 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
= \begin{pmatrix}
10 \\
10 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\times
\begin{pmatrix}
10 \\
10 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
\begin{pmatrix}
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2} \\
[m]^{2n+2}
\end{pmatrix}
= 1
\times
1
= 1.
\label{eq:4.17}
$$

By construction, up to additional 0's at the end of both parts, $[m]^{2n+2}$, $[m']^{2n+1}$ and $[m']^{2n} = [m]^{2n+(k+1)}$ are identical, all of the form

$$
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]
$$

where $\mu$ is a partition obtained from $\nu$ by increasing one part by 1. But for such special values, the isoscalar factors (given in the Appendix) simplify:

$$
\begin{pmatrix}
10 \\
10 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]^{2n+2} \\
[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]^{2n+1} \\
[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]^{2n} \\
[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]^{2n-1}
\end{pmatrix}
\begin{pmatrix}
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]^{2n+2} \\
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]^{2n+1} \\
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]^{2n} \\
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]^{2n-1}
\end{pmatrix}
= 1
\times
1
= 1
\times
1
= 1
\label{eq:A.19}
$$

by \eqref{eq:A.13}, and

$$
\begin{pmatrix}
10 \\
10 \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]^{2n+2} \\
[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]^{2n+1} \\
[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]^{2n} \\
[\nu_1, \nu_2, \ldots, 0; 0, \ldots, 0]^{2n-1}
\end{pmatrix}
\begin{pmatrix}
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]^{2n+2} \\
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]^{2n+1} \\
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]^{2n} \\
[\mu_1, \mu_2, \ldots, 0; 0, \ldots, 0]^{2n-1}
\end{pmatrix}
= 1
\times
1
= 1
\times
1
= 1
\label{eq:A.18}
$$

by \eqref{eq:A.18}. Thus we obtain the result. \hfill \Box

Note that Proposition \ref{prop:11} is also valid if one replaces $c_i^+$ by $c_i^-$.  

5 The Lie superalgebra $\mathfrak{B}(\infty, \infty)$ and its Fock representations $V(p)$

We are now in a position that we can extend both the parastatistics algebra $\mathfrak{B}(n,n)$ and its Fock representations $V(p,n)$ to the infinite rank case $\mathfrak{B}(\infty,\infty)$. As usual for infinite rank Lie algebras or Lie superalgebras, the matrix form will consist of certain infinite matrices with a finite number of non-zero elements \[37,39\].

Consider the set of all squared infinite matrices of the form

$$
X := \begin{pmatrix}
X_{2,2} & X_{2,1} & X_{2,0} & \vdots & \vdots \\
X_{1,2} & X_{1,1} & X_{1,0} & \vdots & \vdots \\
X_{0,2} & X_{0,1} & X_{0,0} & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
X_{2,2} & X_{2,1} & X_{2,0} & \vdots & \vdots \\
X_{1,2} & X_{1,1} & X_{1,0} & \vdots & \vdots \\
X_{0,2} & X_{0,1} & X_{0,0} & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots \\
\cdot & \cdot & \cdot & \cdot & \cdot
\end{pmatrix}
\label{eq:5.1}
$$

where the above indices take values in the set $\mathbb{Z}$. Herein, any matrix of the form $X_{ij}$ with $i,j \in \mathbb{Z}^*$ is a $(2 \times 2)$-matrix, $X_{0,i}$ is a $(1 \times 2)$-matrix and $X_{i,0}$ a $(2 \times 1)$-matrix. The infinite-dimensional Lie superalgebra $\mathfrak{B}(\infty,\infty)$ can be defined as the set of all squared infinite matrices of the form \eqref{eq:5.1}.
such that each matrix has only a finite number of nonzero entries, and such that the (non-zero) blocks satisfy

\[ IX_{i,j} + X_{T}^{T} I = 0, \quad J X_{i,j} + X_{T}^{T} J = 0, \quad IX_{i,j} - X_{T}^{T} J = 0 \quad (i,j \in \mathbb{Z}_+^*); \]

\[ X_{0,j} + X_{T}^{T} I = 0, \quad X_{0,j} - X_{T}^{T} J = 0 \quad (j \in \mathbb{Z}_+^*). \]

Such an element \( X \) is even if \( X_{ij} = 0 \) for all \( (i,j) \in \mathbb{Z}_- \times \mathbb{Z}_+^* \) and \( (i,j) \in \mathbb{Z}_+^* \times \mathbb{Z}_- \), and \( X \) is odd if \( X_{ij} = 0 \) for all \( (i,j) \in \mathbb{Z}_- \times \mathbb{Z}_- \) and \( (i,j) \in \mathbb{Z}_+^* \times \mathbb{Z}_+^* \). For homogeneous elements \( X \) and \( Y \), the Lie superalgebra bracket is defined as usual,

\[ [X,Y] = XY - (-1)^{\deg(X)\deg(Y)} YX, \]

and extended by linearity.

We can again consider the matrices \( e_{ij} \) consisting of zeros everywhere except a 1 on position \((i,j)\), where the row and column indices belong to \( \mathbb{Z} \). A basis of a Cartan subalgebra \( h \) of \( \mathcal{B}(\infty, \infty) \) consists of the elements \( h_i = e_{2i-1,2i-1} - e_{2i,2i} \) \( (i \in \mathbb{Z}_+^*) \) and \( h_i = e_{2i,2i-1} - e_{2i+1,2i+1} \) \( (i \in \mathbb{Z}_+^*) \). The corresponding dual basis of \( h^* \) is denoted by \( \epsilon_i \) \((i \in \mathbb{Z}_+^*)\). As in the finite rank case, we can identify the following even root vectors with roots \( \epsilon_i \) and \( -\epsilon_i \) respectively \((i \in \mathbb{Z}_+^*)\):

\[
c^+_{-i} \equiv f^+_{-i} = \sqrt{2}(e_{-2i,0} - e_{0,-2i+1}),
\]

\[
c^-_{-i} \equiv f^-_{-i} = \sqrt{2}(e_{0,-2i} - e_{-2i+1,0}),
\]

and odd root vectors with roots \( \epsilon_i \) and \( -\epsilon_i \) respectively \((i \in \mathbb{Z}_+^*)\):

\[
c^+_{i} \equiv b^+_{i} = \sqrt{2}(e_{0,2i} + e_{2i-1,0}),
\]

\[
c^-_{i} \equiv b^-_{i} = \sqrt{2}(e_{0,2i-1} - e_{2i,0}).
\]

The operators \( c^+_i \) can be chosen as positive root vectors, and the \( c^-_i \) as negative root vectors.

Just as in the finite rank case, the operators introduced here satisfy the triple relations of parastatistics. So we are dealing with an infinite number of parafemions and an infinite number of parabosons, satisfying the mutual relative parafemion relations. This is a straightforward extension of \((2.7)-(2.9)\), and these three sets of relations can be combined in a somewhat complicated form:

\[
[[c^+_j, c^+_k], c^+_l] = -2\delta_{jkl}\epsilon_{-1}\epsilon^{(l)}(-1)^{(k)(l)}c^+_k + 2\epsilon^{(l)}\delta_{k\ell}\epsilon_{-1}\epsilon^{(l)}c^+_j;
\]

\[
\xi, \eta, \epsilon = \pm \text{ or } \pm 1; \quad j, k, l \in \mathbb{Z}_+^*;
\]

and we used the abbreviation \( (i) = \deg(c^+_i) \).

It is not difficult to see that Theorem 11 extends to the infinite rank case:

**Theorem 11.** As a Lie superalgebra defined by generators and relations, \( \mathcal{B}(\infty, \infty) \) is generated by the elements \( c^+_i \) \((i \in \mathbb{Z}_+^*)\) subject to the relations \((5.2)-(5.4)\).

The parastatistics Fock space of order \( p \), with \( p \) a positive integer, can be defined as before, and will correspond to a lowest weight representation \( V(p) \) of the algebra \( \mathcal{B}(\infty, \infty) \). \( V(p) \) is the Hilbert space generated by a vacuum vector \( |0\rangle \) and the parastatistics creation and annihilation operators, i.e. subject to

\[
|0\rangle = 1, \quad c^-_j |0\rangle = 0, \quad (c^+_j)^\dagger = c^+_j, \quad [c^-_j, c^+_k]|0\rangle = p\delta_{jk}|0\rangle \quad (j, k \in \mathbb{Z}_+^*)
\]

and which is irreducible under the action of the algebra \( \mathcal{B}(\infty, \infty) \). Clearly \( |0\rangle \) is a lowest weight vector of \( V(p) \) with weight \( \ldots, -\frac{p}{2}, -\frac{p}{2}, \frac{p}{2}, \frac{p}{2}, \ldots \) in the basis \( \ldots, \epsilon_{-2}, \epsilon_{-1}, \epsilon_1, \epsilon_2, \ldots \).
In the following, we shall first describe the set of basis vectors of \( V(p) \), then give the action of the operators \( c_i^\pm \) on these basis vectors, and finally prove that under this action one is indeed dealing with an irreducible representation of the Lie superalgebra \( \mathfrak{B}(\infty, \infty) \).

The basic idea is that the GZ-patterns (3.8) consisting of \( 2n \) rows in the finite rank case can be extended to GZ-patterns with an infinite number of rows. But not all infinite GZ-patterns are valid, only the ones that are “row-stable” will correspond to vectors of \( V(p) \). (Note that in a previous paper [27], we were also dealing with “stable” GZ-patterns of \( \mathfrak{gl}(\infty|\infty) \) in an odd basis. The ones appearing in that earlier paper could be called “column-stable”, and are not the ones appearing here.)

Before giving a definition of infinite row-stable GZ-patterns, let us give an example. Consider the pattern with an infinite number of rows:

\[
|m\rangle^\infty = \begin{pmatrix}
\ddots & \ddots & \ddots & \ddots & \ddots \\
4 & 3 & 1 & 0 & 0 & 0 \\
4 & 3 & 1 & 0 & 0 & 0 \\
4 & 3 & 1 & 0 & 0 & 0 \\
4 & 3 & 1 & 0 & 0 & 0 \\
3 & 3 & 1 & 0 & & \\
3 & 2 & 1 & & & \\
2 & 2 & & & & \\
1 & & & & & \\
\end{pmatrix}.
\] (5.6)

The definition of stability is essentially the same as in the finite case: the pattern \( |m\rangle^\infty \) is row-stable with respect to row \( s \) if there exists a partition \( \nu \) such that all rows \( s, s+1, s+2, \ldots \) are of the form

\[\left[ \nu_1, \nu_2, \ldots ; 0,0,\ldots \right].\]

In that case, \( s \) is called a stability index of \( |m\rangle^\infty \). In the above example, the smallest stability index is 7.

The following proposition describes the basis of \( V(p) \).

**Proposition 12.** A basis of \( V(p) \) is given by all infinite row-stable GZ-patterns \( |m\rangle^\infty \) of the following form:

\[
|p;m\rangle^\infty \equiv |m\rangle^\infty =
\begin{pmatrix}
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
m_{n,2n} & \cdots & m_{2,2n} & m_{1,2n} & m_{1,2n} & m_{2,2n} & \cdots & m_{n-1,2n} & m_{n,2n} \\
\uparrow & \cdots & \uparrow & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
m_{n,2n-1} & \cdots & m_{2,2n-1} & m_{1,2n-1} & m_{1,2n-1} & m_{2,2n-1} & \cdots & m_{n-1,2n-1} & m_{n,2n-1} \\
\ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
m_{24} & m_{14} & m_{14} & m_{24} & & & & & & \\
\uparrow & \uparrow & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
m_{23} & m_{13} & m_{13} & & & & & & & & \\
\uparrow & \uparrow & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
m_{22} & m_{12} & m_{12} & & & & & & & & \\
\uparrow & \uparrow & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
m_{11} & & & & & & & & & & \\
\end{pmatrix}
\end{pmatrix}
\begin{pmatrix}
\vdots \\
[m]^{2n} \\
[m]^{2n-1} \\
[m]^{4} \\
[m]^{3} \\
[m]^{2} \\
[m]^{1} \\
\end{pmatrix} =
\begin{pmatrix}
\vdots \\
|\nu_1, \nu_2, \ldots; 0,0,\ldots\rangle \\
\end{pmatrix}
\]

where for each \( |m\rangle^\infty \) there should exist a row index \( s \) (depending on \( |m\rangle^\infty \)) such that row \( s \) is of the form

\[|m\rangle^s = [\nu_1, \nu_2, \ldots; 0,0,\ldots]\]
with $\nu$ a partition, all rows above $s$ are of the same form (up to extra zeros), and $\nu_1 \leq p$. Furthermore all $m_{ij} \in \mathbb{Z}_+$ and the usual GZ-conditions should be satisfied:

1. $m_{i-2r} - m_{i-2r-1} \equiv \theta_{i-2r-1} \in \{0, 1\}$, $1 \leq i \leq r$;
2. $m_{i-2r} - m_{i-2r+1} \equiv \theta_{i-2r} \in \{0, 1\}$, $1 \leq i \leq r$;
3. $m_{i-2r} \geq \#\{i : m_{i-2r} > 0, i \in [1, r]\}$, $r \in \mathbb{Z}_+$;
4. $m_{i-2r+1} \geq \#\{i : m_{i-2r+1} > 0, i \in [1, r]\}$, $r \in \mathbb{Z}_+$;
5. $m_{i-2r+2} - m_{i-2r+1} \in \mathbb{Z}_+$ and $m_{i-2r+1} - m_{i+1-2r+2} \in \mathbb{Z}_+$, $1 \leq i \leq r$;
6. $m_{i-1,2r} - m_{i-2r+1} \in \mathbb{Z}_+$ and $m_{i-2r+1} - m_{i-2r} \in \mathbb{Z}_+$, $1 \leq i \leq r$.

(5.8)

In order to define the action of the generators $c_i^\pm$ on such vectors $|m\rangle^\infty$, the map $\phi_{2n, \infty}$ should be extended in an obvious way. Let $|m\rangle^{2n}$ be a finite GZ-pattern of type (3.3) with $2n$ rows, such that row $2n$ is of the form

$$[\nu_1, \nu_2, \ldots; 0, 0, \ldots, 0].$$

Then $\phi_{2n, \infty}(|m\rangle^{2n})$ is the infinite GZ-pattern of type (5.7) consisting of the rows of $|m\rangle^{2n}$ to which an infinite number of rows $[\nu_1, \nu_2, \ldots; 0, 0, \ldots, 0]$ are added at the top (all identical, up to additional zeros). Conversely, if an infinite GZ-pattern $|m\rangle^\infty$ is given, which is stable with respect to row $2s$, then one can restrict the infinite pattern to a finite GZ-pattern, and

$$|m\rangle^{2s} = \phi_{2s, \infty}^{-1}(|m\rangle^\infty).$$

Both maps can be extended by linearity. Now we can define the action of $c_i^\pm$ on vectors $|m\rangle^\infty$ of type (5.7).

**Definition 13.** Given a vector $|m\rangle^\infty$ of $V(p)$ with stability index $2s$, and a generator $c_i^\pm$. Let $2n$ be such that $2n > \max\{2s, \rho(i)\}$. Then

$$c_i^\pm|m\rangle^\infty = \phi_{2n, \infty}(c_i^\pm|m\rangle^{2n}), \text{ where } |m\rangle^{2n} = \phi_{2n, \infty}^{-1}(|m\rangle^\infty).$$

(5.9)

Note that by Proposition [10], the value chosen for $2n$ does not play a role, as long as $2n > \max\{2s, \rho(i)\}$. Indeed, replacing $2n$ by $2n + 2$ would give the same action in (5.9). Eq. (5.9) really says the following: in order to act with $c_i^\pm$ on an infinite pattern, first truncate this pattern appropriately, then act with $c_i^\pm$ on the truncated pattern, and finally extend all finite patterns thus obtained again to infinite patterns.

**Theorem 14.** The vector space $V(p)$, with basis vectors given by (5.7), on which the action of the $B(\infty, \infty)$ generators $c_i^\pm$ ($i \in \mathbb{Z}^*$) is defined by (5.9), is an irreducible unitary Fock representation of $B(\infty, \infty)$.

The proof uses stability, and the fact that a finite set of generators $c_i^\pm$ ($i \in [\bar{n}, n]^*$) satisfies the defining triple relations when acting on a truncation of stable GZ-patterns.

**Proof.** Since $B(\infty, \infty)$ is generated by the elements $c_i^\pm$ ($i \in \mathbb{Z}^*$), $V(p)$ is a representation if we show that the action of the defining triple relation (5.4) on any vector $|m\rangle^\infty$ of $V(p)$ is valid. Let $|m\rangle^\infty$ be a vector of $V(p)$, with stability index $2s$. For any $\xi, \eta, \epsilon \in \{-1, +1\}$ and any $j, k, l \in \mathbb{Z}^*$, let

$$A_{j,k,l}^{\xi,\eta,\epsilon} = [[c_j^\xi, c_k^\eta], c_l^\epsilon] + 2\delta_{jl}\delta_{k,-\xi}(\xi (\epsilon) (\eta)) c_k^\eta - 2\delta_{kl}\delta_{\epsilon,-\eta}c_j^\epsilon. \quad (5.10)$$

We need to show that $A_{j,k,l}^{\xi,\eta,\epsilon}|m\rangle^\infty = 0$. In the given situation, let $n$ be such that

$$2n \geq \max\{2s, \rho(j), \rho(k), \rho(l)\} + 6.$$
The additional 6 is chosen because the action of \( A_{j,k,l}^{\xi,n,c} \) involves 3 actions of \( c_i^\pm \), and by Proposition \( \ref{prop:stability} \), every such action could increase the stability index in the resulting vector by 2. The vector \( |m\rangle^{2n} = \phi^{-1}_{2n,\infty}(|m\rangle^\infty) \) is a basis vector of the corresponding \( \mathcal{B}(n,n) \) Fock representation \( V(p,n) \), and by construction of \( n \) and the fact that \( V(p,n) \) is a representation, the following holds:

\[
A_{j,k,l}^{\xi,n,c}(m)^{2n} = 0. \tag{5.11}
\]

Think of the left hand side of (5.11) as a linear combination of GZ-vectors with 2n rows. By construction and by Propositions \( \ref{prop:stability} \) and \( \ref{prop:stability-2} \) all these vectors are stable with respect to row 2n. Hence one can apply \( \phi^{-1}_{2n,\infty} \), leading to

\[
A_{j,k,l}^{\xi,n,c}(m)^\infty = 0. \tag{5.12}
\]

So we are dealing with a representation. The inner product on \( V(p) \) is defined by \( \langle m'|m\rangle^\infty = \delta_{m,m'} \). With this, the representation \( V(p) \) is unitary, since the matrix elements of \( c_i^- \) and \( c_i^+ \) are related by

\[
\infty(m'|c_i^+|m\rangle^\infty = \infty(m|c_i^-|m')^\infty, \tag{5.13}
\]

by a straightforward extension of (3.19) and using the same stability argument as above.

The basis vector \( |0\rangle = |0\rangle^\infty \) (a zero GZ-pattern) clearly satisfies

\[
\langle 0|0\rangle = 1, \quad c_j^-|0\rangle = 0, \quad [c_j^-, c_k^+]|0\rangle = p\delta_{jk}|0\rangle \quad (j, k \in \mathbb{Z}^+) \tag{5.14}
\]

so we are dealing with a Fock representation.

\( V(p) \) is generated by \( |0\rangle \) and the action of the \( c_i^\pm \)'s. Indeed, let \( |m\rangle^\infty \) be any vector of \( V(p) \), stable with respect to row 2s. Let \( |m\rangle^{2s} = \phi_{2s,\infty}(|m\rangle^\infty) \), then \( |m\rangle^{2s} \) is an element of the Fock space \( V(p,s) \) of \( \mathcal{B}(s,s) \), since \( m_{-s,2s} \leq p \). Therefore, there must exist a polynomial expression \( A \), say of degree \( k \), of products of the generators \( c_i^\pm (i \in [s,s]) \) such that

\[
|m\rangle^{2s} = A|0\rangle^{2s}. \]

In order to apply \( \phi_{2s,\infty} \), we must be sure that the actions of \( \phi_{2s,\infty} \) and \( A \) in \( V(p,s) \) commute. Since each \( c_i^\pm \) appearing in \( A \) could increase the stability index by 2, let \( 2n = 2s + 2k \). Obviously, also in \( V(p,n) \) one has

\[
|m\rangle^{2n} = A|0\rangle^{2n}.
\]

Now one can apply \( \phi_2^{-1} \), yielding \( |m\rangle^\infty = A|0\rangle \). But then also irreducibility in \( V(p) \) follows, since \( \infty(m|A|0\rangle^\infty = 1 \) implies \( \infty(m|A^\dagger|m\rangle^\infty = 1 \), in other words, one can “return to the vacuum vector \( 0\rangle^\infty \) from any vector \( |m\rangle^\infty \).

\[
\Box
\]

6 Conclusion

For many years, the description of parastatistics Fock spaces with an infinite number of parafermions and parabosons was one of our ultimate goals. In the past, we had already managed to extend our results on Fock spaces for a finite number of parabosons to the case of an infinite number of parabosons \( \cite{20} \). At the same time, we could extend our construction of Fock spaces for a finite number of parafermions to that of an infinite number \( \cite{20} \). In both cases, the extension to an algebra with an infinite number of creation and annihilation operators as generators turned out to be rather natural. Also the construction of Fock spaces for the infinite rank case went without much difficulties.

Hence, after completing the description of Fock spaces for a combined system of \( m \) parafermions and \( n \) parabosons in \( \cite{21} \), our hope was that the limit process to a combined infinite set would also
be quite natural. Unfortunately, this was not the case. The Gelfand-Zetlin (GZ) basis of these Fock spaces had no natural limit for \( m \) and \( n \) going to infinity, essentially because the two triangular GZ patterns (related to those of \( \mathfrak{gl}(m) \) and \( \mathfrak{gl}(n) \)) cannot grow at the same time. So we had to rethink the situation.

The solution has been presented in this paper. The main ingredient is a new GZ basis for the Fock spaces of the finite case, but this time for a combined system of \( n \) parafermions and \( n \) parabosons. This GZ basis is referred to as the odd basis, a terminology introduced for the Fock spaces of the finite case, but this time for a combined system of \( \mathfrak{gl}(n|n) \) and \( \mathfrak{gl}(n|n) \) in [27]. The peculiar feature of this new basis is that the patterns consist of two opposite but entangled triangular GZ arrays. In this new basis it becomes again quite natural to investigate what happens when \( n \) grows to infinity, because the new GZ patterns have the right combinatorial properties. This led us to the introduction of infinite row-stable GZ-patterns, of which we showed that they constitute a basis for the Fock spaces of a combined system of an infinite number of parafermions and parabosons. In doing so, we also introduced an interesting new matrix form of the orthosymplectic Lie superalgebra \( \mathfrak{B}(n, n) \), which generalizes naturally to the infinite rank Lie superalgebra \( \mathfrak{B}(\infty, \infty) \).

A Appendix

The purpose of this appendix is to give the Clebsch-Gordan coefficients of \( \mathfrak{gl}(n|n) \) corresponding to the tensor product \( W([1, 0, \ldots, 0]) \otimes W([m]^{2n}) \) of the \( 2n \)-dimensional standard representation \( W([1, 0, \ldots, 0]) \) of \( \mathfrak{gl}(n|n) \) with any \( \mathfrak{gl}(n|n) \) covariant representation \( W([m]^{2n}) \). Such CGC’s have been computed in [31], however in the standard GZ-basis. Here we need these CGC’s in the “odd GZ-basis”, and that implies new calculations, which are quite involved.

We will briefly describe the technique used to compute these new CGC’s. As explained in the main text, the following tensor product is valid:

\[
W([1, 0, \ldots, 0]) \otimes W([m]^{2n}) = \bigoplus_{k \in [-n,n]^*} W([m]^{2n}_{+k}). \tag{A.1}
\]

One can thus formally write down two orthonormal bases in the space \( W([1, 0, \ldots, 0]) \otimes W([m]^{2n}) \):

\[
|1_j\rangle \otimes \begin{pmatrix} [m]^{2n} \\ [m]^{2n-1} \end{pmatrix} \in W([1, 0, \ldots, 0]) \otimes W([m]^{2n}) \tag{A.2}
\]

and

\[
\begin{pmatrix} [m]^{2n} \\ [m]^{2n-1} \end{pmatrix} \in W([m]^{2n}_{+k}), \quad (k \in [-n,n]^*), \tag{A.3}
\]

where the GZ-patterns appearing here satisfy the conditions in [31], and \(|1_j\rangle \) (\( j \in [1, 2n] \)) is a GZ-pattern consisting of only zeros in rows \( 1, 2, \ldots, j - 1 \) (as usual, counted from the bottom), and rows of the form \( 10 \cdots 0 \) in rows \( j, j + 1, \ldots, 2n \). A zero row will be denoted by \( 0 \cdots 0 = \mathbf{0} \), and a row of the form \( 10 \cdots 0 \) by \( \mathbf{1} \). The coefficients relating the two bases are the CGC’s:

Then in general

\[
\begin{pmatrix} [m]^{2n} \\ [m]^{2n-1} \end{pmatrix} = \sum \begin{pmatrix} 10 \cdots 0 \\ 0 \cdots \mathbf{0} \\ \cdots \end{pmatrix} \otimes \begin{pmatrix} [m]^{2n} \\ [m]^{2n-1} \end{pmatrix} = \begin{pmatrix} [m]^{2n} \\ [m]^{2n-1} \end{pmatrix} \otimes \begin{pmatrix} [m]^{2n} \\ [m]^{2n-1} \end{pmatrix}, \tag{A.4}
\]
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where the sum is over all possible values of \( j \) and all allowed values of the GZ-labels in the pattern \(|m\rangle^{2n-1}\). It will be useful to denote this CGC also as

\[
\begin{pmatrix}
10 \cdots 0 \\
10 \cdots 0 \\
\cdots \\
0
\end{pmatrix} ;
\begin{pmatrix}
|m\rangle^{2n} \\
|m\rangle^{2n-1}
\end{pmatrix}
\equiv
\begin{pmatrix}
|m\rangle^{2n} \\
|m\rangle^{2n-1}
\end{pmatrix}.
\]

Using the actions of (3.10)-(3.11) on both sides of (A.4), it is clear that GZ-patterns of the tensor product (A.1). First of all, recall that the representations of a Lie superalgebra like \( \mathfrak{gl}(n|n) \) are also \( \mathbb{Z}_2 \) graded, and we choose the highest weight vectors \( w_1 \in W([1,0,\ldots,0]) \) and \( w_2 \in W([m]\mathfrak{gl}(n|n)) \) to be even. Then it is clear that the highest weight vector \( w \in W([m]\mathfrak{gl}(n|n)) \) in the left hand side of (A.1) is simply \( w = w_1 \otimes w_2 \). Using the known action of the \( \mathfrak{gl}(n|n) \) “lowering” generators \( E_{ij} \) on \( w \) from [27], one can construct the other weight vectors of \( W([m]\mathfrak{gl}(n|n)) \). Acting by these generators also on vectors of the left hand side of (A.1), one can identify vectors on the left and right, and deduce the CGC’s of the form (A.4) with \( k = -n \). It is important to use the following rule in the actions on tensor products:

\[
E_{ij}(v_1 \otimes v_2) = (E_{ij}v_1) \otimes v_2 + (-1)^{\deg(E_{ij}) \deg(v_1)} v_1 \otimes (E_{ij}v_2). 
\] (A.5)

Having worked in this way through \( W([m]\mathfrak{gl}(n|n)) \), one should next identify the highest weight vector of the second representation in the right hand side of (A.1), i.e. \( w' \in W([m]\mathfrak{gl}(n|n)) \). Since the weight \( \mu \) of \( w' \) is known, one can construct the most general vector of \( W([1,0,\ldots,0]) \otimes W([m]\mathfrak{gl}(n|n)) \) with the same weight \( \mu \), and express that it is orthogonal to each vector of weight \( \mu \) belonging to \( W([m]\mathfrak{gl}(n|n)) \). This vector is unique, up to a phase (which is chosen appropriately). Then one can proceed to the other vectors of \( W([m]\mathfrak{gl}(n|n)) \), and get all CGC’s of the form (A.4) with \( k = -n + 1 \). Continuing in this way, explicit expression of the CGC’s can be computed.

For the final formulas of these CGC’s, it is useful to split them up in isoscalar factors and a CGC of a lower rank Lie superalgebra. This is done as follows:

\[
\begin{pmatrix}
10 \cdots 0 \\
10 \cdots 0 \\
\cdots \\
0
\end{pmatrix} ;
\begin{pmatrix}
|m\rangle^{2n} \\
|m\rangle^{2n-1}
\end{pmatrix}
\equiv
\begin{pmatrix}
|m\rangle^{2n} \\
|m\rangle^{2n-1}
\end{pmatrix} \times \begin{pmatrix}
10 \cdots 0 \\
10 \cdots 0 \\
\cdots \\
0
\end{pmatrix} ;
\begin{pmatrix}
|m\rangle^{2n-1} \\
|m\rangle^{2n-2}
\end{pmatrix}.
\] (A.6)

In the right hand side, the first factor is an isoscalar factor [36], and the second factor is a CGC of \( \mathfrak{gl}(n|n-1) \). The middle pattern in the \( \mathfrak{gl}(n|n-1) \) CGC is that of the \( \mathfrak{gl}(n|n) \) CGC with the first row deleted. The pattern in the isoscalar factor consists of the first two rows of the
Theorem: The Clebsch-Gordan coefficients corresponding to the tensor product

\[ W([1, 0, \ldots, 0]) \otimes W([m]^{2n}) \]

of the standard \((2n)\)-dimensional \(\mathfrak{gl}(n|n)\) representation \(W([1, 0, \ldots, 0])\) with an irreducible \(\mathfrak{gl}(n|n)\) covariant tensor module \(W([m]^{2n})\) are products of isoscalar factors:

for \(j = 1, 2, \ldots, 2n - 1:\)

\[
\left( \begin{array}{c|c|c} |1_j \rangle & [m]^{2n} |m]^{2n-1} & [m^{2n}]_{+\langle 1 \rangle} \end{array} \right) = \left( \begin{array}{c|c|c} \frac{10}{10} & \frac{m_{j}^{2n}}{m_{j}^{2n-1}} & \frac{m_{j}^{2n}}{m_{j}^{2n-1}} \end{array} \right) \times \cdots \\
\times \left( \begin{array}{c|c|c} \frac{10}{00} & \frac{m_{j}^{2n}}{m_{j}^{2n-1}} & \frac{m_{j}^{2n}}{m_{j}^{2n-1}} \end{array} \right) \times 1; \quad (A.7)
\]

for \(j = 2n:\)

\[
\left( \begin{array}{c|c|c} |1_{2n} \rangle & [m]^{2n} |m]^{2n-1} & [m^{2n}]_{+\langle 1 \rangle} \end{array} \right) = (-1)^{\sum_{i=1}^{n} \sum_{j=1}^{i-1} \theta_{j,2i-1} + \sum_{i=1}^{n} \sum_{j=1}^{i-1} \theta_{j,2i}} \\
\times \left( \begin{array}{c|c|c} \frac{10}{00} & \frac{m_{j}^{2n}}{m_{j}^{2n-1}} & \frac{m_{j}^{2n}}{m_{j}^{2n-1}} \end{array} \right). \quad (A.8)
\]

In the right hand side of (A.7)-(A.8),

\[
\left( \begin{array}{c|c|c} \frac{10}{e^{0}} & \frac{m_{t}^{2n}}{m_{t}^{2n-1}} & \frac{m_{t}^{2n}}{m_{t}^{2n-1}} \end{array} \right) \quad (\epsilon \in \{0, 1\})
\]

is a \(\mathfrak{gl}(t|t) \supset \mathfrak{gl}(t|t-1) (1 \leq t \leq n)\) or a \(\mathfrak{gl}(t|t-1) \supset \mathfrak{gl}(t-1|t-1) (2 \leq t \leq n)\) isoscalar factor following the chain of subalgebras

\[
\mathfrak{gl}(n|n) \supset \mathfrak{gl}(n|n-1) \supset \mathfrak{gl}(n-1|n-1) \supset \mathfrak{gl}(n-1|n-2) \supset \mathfrak{gl}(n-2|n-2) \supset \cdots \supset \mathfrak{gl}(1|1) \supset \mathfrak{gl}(1|0) \equiv \mathfrak{gl}(1). \quad (A.9)
\]

For the \(\mathfrak{gl}(t|t) \supset \mathfrak{gl}(t|t-1)\) isoscalar factors there are six different expressions, depending on the position of the pattern changes in the right hand side. For all these expressions, it is common to use other labels than the \(m_{j}\)'s:

\[
l_{i,2k-\varphi} = m_{i,2k-\varphi} - i (-k \leq i \leq -1); \quad l_{s,2k-\varphi} = -m_{s,2k-\varphi} + s (1 \leq s \leq k-\varphi), \quad \varphi = 0,1; \quad k = 1, \ldots, n. \quad (A.10)
\]

Furthermore, \(\prod_{i=a(\neq k)}^{b} l_{i,2t} \) means the product over all \(i\)-values running from \(a\) to \(b\), but excluding \(i = k\).

These six expressions are given by (A.11)-(A.16):

\[
\left( \begin{array}{c|c|c} \frac{10}{00} & \frac{m_{2t}^{2n}}{m_{2t-1}^{2n-1}} & \frac{m_{2t}^{2n}}{m_{2t-1}^{2n-1}} \end{array} \right) = (-1)^{t+k} (1 - \theta_{k,2t-1}) (-1)^{\sum_{i=k}^{1} \theta_{i,2i-1}} \\
\times \left( \prod_{i=-t(\neq k)}^{-1} \frac{l_{i,2t} - l_{i,2t-1} + 1}{l_{i,2t} - l_{i,2t-1}} \right) \frac{\prod_{i=1}^{t-1} (l_{k,2t} - l_{k,2t-1})}{\prod_{s=1}^{t} (l_{k,2t} - l_{k,2t+1})} \right)^{1/2} \quad (1 \leq t \leq n; \quad -t \leq k \leq -1); \quad (A.11)
\]
\[
\begin{align*}
\begin{pmatrix}
\begin{array}{c|c|c}
10 & [m^2t] & [m^2t_{i=1(k)}] \\
00 & [m^2t_{i=1-1}] & [m^2t_{i=1-1}]
\end{array}
\end{pmatrix} &= \left( \prod_{i=-t}^{-1} \left( \frac{l_{i,2t} - l_{k,2t}}{l_{i,2t-1} - l_{k,2t} + 1} \right) \prod_{s=1}^{t} \frac{l_{s,2t-1} - l_{k,2t} + 1}{l_{s,2t-1} - l_{k,2t}} \right)^{1/2} \\
&= (1)^{t+1} \left( \frac{l_{-1,2t} - l_{1,2t}}{l_{-1,2t} - l_{1,2t} + 1} \right)^{1/2} \quad (2 \leq t \leq n; \ 1 \leq k \leq t) \\
&= (1)^{t+1} \left( \frac{l_{-1,2t} - l_{1,2t}}{l_{-1,2t} - l_{1,2t} + 1} \right)^{1/2} \quad (t = k = 1);
\end{align*}
\]

\[
\begin{align*}
\begin{pmatrix}
\begin{array}{c|c|c}
10 & [m^2t] & [m^2t_{i=1(k)}] \\
10 & [m^2t_{i=1-1}] & [m^2t_{i=1-1}]
\end{array}
\end{pmatrix} &= \left( (-1)^{k+q} \prod_{i=-t}^{-1} \left( \frac{l_{i,2t} - l_{k,2t} - 1 - \delta_{k,q} + 2\theta_{i,2t-1}(l_{i,2t-1} - l_{q,2t-1})}{(l_{i,2t} - l_{k,2t})(l_{i,2t} - l_{q,2t})} \right)^{1/2} \right)
\end{align*}
\]

(13)
Also for the $g(t|t-1) \supset g(t-1|t-1)$ isoscalar factors there are six different expressions, depending on the position of the pattern changes in the right hand side. These six expressions are given by (A.17)-(A.22):

\[
\left(\begin{array}{c|c|c}
10 & m_{2t-1} & m_{2t-2} \\
0 & m_{2t-2} & m_{2t-2}\end{array}\right) - (A.17)
\]

\[
\left(\begin{array}{c|c|c}
10 & m_{2t-1} & m_{2t-2} \\
0 & m_{2t-2} & m_{2t-2}\end{array}\right) = \theta_{k,2t-2}(-1)^k(-1)^{t-1}\prod_{i=1(\neq k)}^{t-1} \left(\frac{l_k,2t-1 - l_{i,2t-1} - 1}{l_l,2t-1 - l_{i,2t-2} + 1}\right) (1 \leq k \leq t - 1); \quad (A.18)
\]

\[
\left(\begin{array}{c|c|c}
10 & m_{2t-1} & m_{2t-2} \\
0 & m_{2t-2} & m_{2t-2}\end{array}\right) = \theta_{k,2t-2}(-1)^k(-1)^{t-1}\prod_{i=1(\neq k)}^{t-1} \left(\frac{l_k,2t-1 - l_{i,2t-1} - 1}{l_l,2t-1 - l_{i,2t-2} + 1}\right) (1 \leq k \leq t - 1); \quad (A.19)
\]

\[
\left(\begin{array}{c|c|c}
10 & m_{2t-1} & m_{2t-2} \\
0 & m_{2t-2} & m_{2t-2}\end{array}\right) = \theta_{k,2t-2}(-1)^k(-1)^{t-1}\prod_{i=1(\neq k)}^{t-1} \left(\frac{l_k,2t-1 - l_{i,2t-1} - 1}{l_l,2t-1 - l_{i,2t-2} + 1}\right) (1 \leq k \leq t - 1); \quad (A.20)
\]

\[
\left(\begin{array}{c|c|c}
10 & m_{2t-1} & m_{2t-2} \\
0 & m_{2t-2} & m_{2t-2}\end{array}\right) = \theta_{k,2t-2}(-1)^k(-1)^{t-1}\prod_{i=1(\neq k)}^{t-1} \left(\frac{l_k,2t-1 - l_{i,2t-1} - 1}{l_l,2t-1 - l_{i,2t-2} + 1}\right) (1 \leq k \leq t - 1); \quad (A.21)
\]
\begin{align}
\left( \begin{array}{ccc}
10 & m^{2t-1} & m^{2t-2} \\
0 & m^{2t-1} & m^{2t-2} \\
\end{array} \right) = (-1)^{k-1}(-1)^{\sum_{i=1}^{t} \theta_{i,2t-2}} (\delta_{kq} + (1 - \delta_{kq}) \theta_{k,2t-2} (1 - \theta_{q,2t-2})) \\
\times \frac{1}{(l_{k,2t-1} - l_{q,2t-1})^{1-\delta_{kq}}} \left( \prod_{i=-t}^{-1} \left( \frac{l_{i,2t-1} - l_{q,2t-2}}{l_{i,2t-1} - l_{k,2t-1} + 1} \right) \prod_{i=-t+1}^{-1} \left( \frac{l_{i,2t-2} - l_{k,2t-1} + 1}{l_{i,2t-2} - l_{q,2t-2}} \right) \right) \right)^{(1-\theta_{q,2t-2})/2} \\
\times \left( \prod_{s=1}^{t-1} \frac{(l_{s,2t-2} - l_{q,2t-2} + 1 - \delta_{kq} + 2 \theta_{s,2t-2}) (l_{s,2t-2} - l_{q,2t-2})}{(l_{s,2t-1} - l_{k,2t-1}) (l_{s,2t-1} - l_{q,2t-2})} \right)^{(1-\theta_{q,2t-2})/2} (1 \leq k, q \leq t - 1); \\
\end{align}

(A.22)

In all of the formulas above, \( \dot{0} \) stands for an appropriate sequence of zeros in the pattern, and we use

\[ S(k, q) = \begin{cases} 
1 & \text{for } k \leq q \\
-1 & \text{for } k > q. 
\end{cases} \]

(A.23)

Acknowledgments

The authors were supported by the Joint Research Project “Lie superalgebras - applications in quantum theory” in the framework of an international collaboration programme between the Research Foundation – Flanders (FWO) and the Bulgarian Academy of Sciences. N.I. Stoilova was partially supported by the Bulgarian National Science Fund, grant KP-06-N28/6, and J. Van der Jeugt was partially supported by the EOS Research Project 30889451.

References

[1] Wigner E P 1950 Do the equations of motion determine the quantum mechanical commutation relations? Phys. Rev. 77 711-712
[2] Green H S 1953 A Generalized Method of Field Quantization Phys. Rev. 90 270-273
[3] Driuhl K, Haag R and Roberts J E 1970 On parastatistics Comm. Math. Phys. 18 204-226
[4] Mansouri F and Wu Xi Zeng 1989 Parastatistics and Conformal Field Theories in Two Dimensions J. Math. Phys. 30, 892-901
[5] Ohnuki Y and Kamefuchi S 1982 Quantum Field Theory and Parastatistics. Springer, Berlin
[6] Greenberg O W and Messiah A M 1965 Selection Rules for Parafields and the Absence of Para Particles in Nature Phys. Rev. 138 (5B) 1155-1167
[7] Tolstoy V N 2014 Once more on Parastatistics Phys. Part. Nucl. Lett. 11 933-937
[8] Yang W and Jing S 2001 A New Kind of Graded Lie Algebra and Parastatistical Supersymmetry Science in China (Series A) 44 1167-1173
[9] Yang W and Jing S 2001 Fock Space Structure for the Simplest Parasupersymmetric System Mod. Phys. Lett. A 16 963-971
[10] Kanakoglou K and Daskaloyannis C 2007 A braided look at Green ansatz for parabosons J. Math. Phys. 48 113516
[11] Nelson C A, Kraynova M, Mera C S and Shapiro A M 2016 Diagrams and parastatistical factors for cascade emission of a pair of paraparticles Phys. Rev. D 93 034039

[12] Kitabayashi T and Yasuè M 2018 Parafermionic dark matter Phys. Rev. D 98 043504

[13] Huerta Alderete C and Rodríguez-Lara B M 2017 Quantum simulation of driven para-Bose oscillators Phys. Rev. A 95 013820

[14] Huerta Alderete C and Rodríguez-Lara B M 2018 Simulating para-Fermi oscillators Scientific Reports 8 11572

[15] Kamefuchi S and Takahashi Y 1962 A generalization of field quantization and statistics Nucl. Phys. 36 177-206

[16] Ryan C and Sudarshan E C G 1963 Representations of parafermi rings Nucl. Phys. 47 207-211

[17] Ganchev A Ch and Palev T D 1980 A Lie Superalgebraic Interpretation of the Para-Bose Statistics J. Math. Phys. 21 797-799

[18] Palev T D 1982 Para-Bose and para-Fermi operators as generators of orthosymplectic Lie superalgebras J. Math. Phys. 23 1100-1102

[19] Kanakoglou K and Herrera-Aguilar A 2011 Graded Fock-like representations for a system of algebraically interacting paraparticles J. Phys.: Conf. Series 287 011237

[20] Kanakoglou K 2011 Ladder Operators, Fock-Spaces, Irreducibility and Group Gradings for the Relative Parabose Set Algebra Int. J. Alg. 5 413-428

[21] Stoilova N I and Van der Jeugt J 2018 The $\mathbb{Z}_2 \times \mathbb{Z}_2$-graded Lie superalgebra $\mathfrak{pso}(2m + 1|2n)$ and new parastatistics representations J. Phys. A: Math. Theor. 51 135201

[22] Stoilova N I and Van der Jeugt J 2008 The parafermion Fock space and explicit $\mathfrak{so}(2n + 1)$ representations J. Phys A: Math. Theor. 41 075202

[23] Lievens S, Stoilova N I and Van der Jeugt J 2008 The paraboson Fock space and unitary irreducible representations of the Lie superalgebra $\mathfrak{osp}(1|2n)$ Commun. Math. Phys. 281 805-826

[24] Stoilova N I and Van der Jeugt J 2015 A class of infinite-dimensional representations of the Lie superalgebra $\mathfrak{osp}(2m + 1|2m)$ and the parastatistics Fock space J. Phys. A: Math. Theor. 48 155202

[25] Palev T D 1992 Lie Superalgebras, Infinite-Dimensional Algebras and Quantum Statistics Rep. Math. Phys. 31 241-262

[26] Stoilova N I and Van der Jeugt J 2009 Parafermions, Parabosons and Representations of $\mathfrak{so}(\infty)$ and $\mathfrak{osp}(1|\infty)$ Intern. J. Math. 20 693-715

[27] Stoilova N I and Van der Jeugt J 2016 Gel’fand-Zetlin basis for a class of representations of the Lie superalgebra $\mathfrak{gl}(\infty|\infty)$ J. Phys. A: Math. Theor. 49 165204

[28] Kac V G 1977 Lie superalgebras Adv. Math. 26 8-96

[29] Van der Jeugt J, Hughes J W B, King R C and Thierry-Mieg J 1990 Character formulas for irreducible modules of the Lie superalgebras $\mathfrak{sl}(m/n)$ J. Math. Phys. 18 2278-2304

26
[30] Macdonald I G 1995 *Symmetric Functions and Hall Polynomials* 2nd edn (Oxford: Oxford University Press)

[31] Stoilova N I and Van der Jeugt J 2010 Gel’fand-Zetlin basis and Clebsch-Gordan coefficients for covariant representations of the Lie superalgebra $\mathfrak{gl}(m|n)$ *J. Math. Phys.* **51** 093523

[32] Molev A I 2011 Combinatorial Bases For Covariant Representations Of The Lie Superalgebra $\mathfrak{gl}(m|n)$ *Bull. Inst. Math. Acad. Sin.* **6** 415-462

[33] Gould M D, Isaac P S and Werry J L 2013 Invariants and reduced matrix elements associated with the Lie superalgebra $\mathfrak{gl}(m|n)$ *J. Math. Phys.* **54** 013505

[34] Gould M D, Isaac P S and Werry J L 2014 Matrix elements for type 1 unitary irreducible representations of the Lie superalgebra $\mathfrak{gl}(m|n)$ *J. Math. Phys.* **55** 011703

[35] King R C 1990 S-functions and characters of Lie algebras and superalgebras *IMA Volumes in Mathematics and its Applications* **19** 226-261

[36] Vilenkin N J and Klimyk A U 1992, *Representation of Lie Groups and Special Functions*, Vol. 3: *Classical and Quantum Groups and Special Functions* (Dordrecht: Kluwer Academic Publishers)

[37] Kac V G and Raina A K 1987 Bombay Lectures on highest weight representations of infinite-dimensional Lie algebras *Advanced Series in Mathematics* **2** (Singapore: World Scientific)

[38] Kac V G and Van De Leur W 1987 Super boson-fermion correspondence *Annales de l'institut Fourier* **37** 99-137

[39] Penkov I and Petukhov A 2018 Primitive ideals of $\mathfrak{U}(\mathfrak{sl}(\infty))$ *Bull. Lond. Math. Soc.* **50** 435448