3D intracranial artery segmentation using a convolutional autoencoder
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Abstract— Automated segmentation of intracranial arteries on magnetic resonance angiography (MRA) allows for quantification of cerebrovascular features, which provides tools for understanding aging and pathophysiological adaptations of the cerebrovascular system. Using a convolutional autoencoder (CAE) for segmentation is promising as it takes advantage of the autoencoder structure in effective noise reduction and feature extraction by representing high dimensional information with low dimensional latent variables. In this paper, we trained an 8-layer CAE to learn a 3D segmentation model of intracranial arteries from 49 cases of MRA data. After parameter optimization and prediction refinement, our trained model was shown to perform better than the three traditional segmentation methods in both binary classification and visual evaluation.
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I. INTRODUCTION

A healthy cerebrovascular system that delivers sufficient blood flow to all brain territories is of vital importance for maintaining brain health. Indeed, the pathogeneses of many common neurological diseases, such as stroke and dementia, have been revealed to involve significant vascular contributions [1]. Free from contrast medium and ionizing radiation, 3D time-of-flight (TOF) magnetic resonance angiography (MRA) is the most widely-used neurovascular imaging technique, which is able to display a comprehensive map of the cerebrovascular tree. Automated segmentation of the cerebrovascular tree on TOF MRA allows for quantification of global and territorial vascular features, which can be applied to serial images to understand changes in the cerebrovascular system under various physiological and pathological conditions.

However, it is challenging to accurately segment intracranial arteries on TOF MRA given the complex network of cerebral arteries with substantial inter-individual variations [2], and weak signals in small arteries due to slow or in-plane blood flow.

Previous automated intracranial artery segmentation and tracing methods have mostly relied on pattern recognition or model-based approaches such as vesselness filters [3], region growing [4] and fast marching [5]. Some of these methods were shown to be effective in a limited anatomical region or for a specific patient group. However, as traditional image processing methods depend heavily on human specified vessel descriptors, it remains difficult to generate a comprehensive cerebrovascular map with consistently high performance for general cases. A more robust method is needed for intracranial artery segmentation.

Recently, neural networks have shown advantages over traditional medical image segmentation methods, such as in skull stripping [6], and brain tumor segmentation [7]. These neural-network-based methods allow computational models composed of multiple processing layers to learn representations of data with multiple levels of abstraction and discover intricate structures in large data sets.

An auto-encoder (AE) model is a neural network used for unsupervised learning of efficient coding. The encoder part transforms an input into a typically lower-dimensional representation, and the decoder part is tuned to reconstruct the initial input from this representation [8]. The purpose of an AE was to learn a representation from a set of data, instead of predicting the target given input. However, Vincent et al. modified the AE to a denoising autoencoder (DAE) [9] to restore artificially corrupted input, as the model is trained to extract more useful features from the original input to solve the much harder denoising problem. For this application, the model is trained in a supervised way to predict the target rather than learning representations. When used in image processing, a convolutional autoencoder (CAE), one of the DAE models using convolutional layers and deconvolution layers, is an efficient and promising structure, as it fully utilizes the advantages of convolutional neural networks (CNNs), which have proven to be effective with noisy, shifted or corrupted image data [10], allowing patterns to be learned from local pixels and positioned at various locations.

In this paper, we used the CAE structure and trained the model in a supervised learning manner with labeled images as ground truth. The CAE structure was expected to denoise and extract useful features from the original images, and thus
was optimized to perform the intracranial artery segmentation on 3D TOF MRA.

II. METHODS

A. Data

Forty-nine brain TOF MRA images (620*620*243 in size, resolution of 0.3 mm³ per voxel) were acquired on a 3T Philips Ingenia MRI scanner using a standard head coil in our lab. Imaging parameters were: TR/TE = 14.7/3.5 ms, flip angle = 18°. The study was performed with IRB approval and informed consents were obtained for all participating subjects.

B. Preprocessing

We applied intensity correction [11] to correct image inhomogeneity and intensity normalization [12] to unify intensity ranges of all subjects between 0 to 1.

All the images were processed semi-automatically [13]. Arteries were first traced by a deformable model. Then, an experienced radiologist checked vascular connections to finalize the artery tracing results (3D positions along the centerline with radius). The traces were further verified by another radiologist. 3D labeled images were then created as ground truth by filling vessel surfaces rendered in the Visualization ToolKit (VTK) [14]. A representative case of the generated labeled image patches, along with the original image patches, is shown in Fig. 1.

C. Data separation

Forty-nine pairs of original and corresponding labeled images were randomly separated into three individual sets for unbiased validation and evaluation: 46 pairs for the training set, 2 pairs for the validation set (tuning network parameters), 1 pair for the test set (evaluating performance).

D. Network structure

With 3D TOF MRA images as input and binary coded 3D labeled images as output, our task can be categorized as a supervised learning for a two-class classification task.

Instead of using the whole 3D images as input and output, we used a cubic window of 16*16*16 voxels to slide through original and labeled images to extract a batch of image patches for training and prediction. The reasons for using patches instead of the whole 3D images are as follows: 1) Intracranial arteries have similar tubular structures; 2) Patch extraction significantly increases training samples and reduces the neural network scale; 3) The diameter of largest arteries rarely exceeds 16 pixels; 4) Computational efficiency and memory saving are considered.

We used an 8-layer convolutional autoencoder structure, as shown in Fig. 2. The encoder part consists of two consecutive blocks of convolution layers followed by max pooling layers. In the decoder part, we use deconvolution with strides of 2 to restore the dimension. Size of convolution/deconvolution kernels are cubes of 3. Kernel numbers are 32 for the first and last layer, and 16 for middle layers.

E. Training process

Due to hardware limitations, only about 20,000 patches of the original and labeled images could be trained at a time. However, even one original image can be cut into at most 80 million patches. The sliding stride is critical, as a small stride may cause similar patches to be selected repeatedly whereas a large stride may miss many regions with artery voxels.

We selected patches using a varied sliding window. A smaller stride of 5 first extracts patches if there is at least one voxel labeled as vascular region in labeled patches; then a larger stride of 14 is estimated according to the selection rate in the previous step to extract a similar number of all non-artery patches.

We trained the CAE model using patches from one image at a time. After all images were trained, the process was repeated.

F. Prediction process

Test images were cut into patches with the same sizes as the training data with half size overlapping in any direction, as input to the CAE. The prediction of CAE is a probability image showing likelihood of voxels to be artery regions. The predicted values from overlapped voxels were averaged when combining patches back to the original image size.

We applied a threshold to the probability image to generate binary prediction results for comparison with the labeled image. The threshold value giving the highest accuracy rate from the validation sets was applied for prediction in the test image.

We further applied a closing operation (dilate then erode) with a cubic structure-element of 3*3*3 after thresholding.

G. Parameter optimization

Several different scenarios are tried for optimizing a list of parameters for the CAE. Four metrics were used to evaluate the performance: 1) top Youden index (true positive rate – false positive rate); 2) area under the curve (AUC); 3) highest accuracy; and 4) calculation and memory cost for implementation.
The training parameters we optimized are: 1) activation function: rectified linear unit (ReLU), hyperbolic tangent (tanh), and the sigmoid function; 2) down/up sampling blocks number; 3) kernel numbers of convolution/deconvolution layers; 4) down-sampling method: max-pooling followed by convolution, or convolution with stride; 5) up-sampling method: up-sampling with neighbor voxels followed by deconvolution, or deconvolution with stride; 6) number of training images; 7) repetition: the times all the images were extracted and trained once.

H. Performance evaluation

The post-processed binary image was compared with the labeled image voxel by voxel. Binary classification performance was evaluated by accuracy, sensitivity, specificity, precision, and the dice similarity coefficient (DSC), defined as

\[ DSC = \frac{2(A \cap B)}{(A + B)} \]

where A is the ground truth result and B is the segmentation result. DSC ranges from 0 (no overlap) to 1 (identical results). DSC > 0.7 indicates excellent agreement [15].

As a reference, we also evaluated segmentation results by three traditional image processing methods: 1) Renyi Entropy method [16], the best among 16 threshold methods in the ImageJ toolkit [17]; 2) Phansalkar local threshold [18], the best among 9 local threshold methods in ImageJ; 3) the Frangi vesselness filter [3].

I. Computational setup

Codes are written using Tensorflow [19] and Keras [20]. The optimized CAE model was trained on a workstation with Intel® Xeon® CPU E5-2630 v3 @2.4GHz 8 cores, 32 GB Memory, NVIDIA GeForce GTX TITAN X on Windows 7.

III. EXPERIMENTAL RESULT

A. Parameter optimization

Training parameters were tuned and metrics were calculated for each option. The final optimized choices are: activation with ReLU, down/up sampling blocks of 2, kernel numbers: 32 and 16, downsample with max-pooling, upsample using deconvolution with stride, training with all images in training set with repetition of 2.

B. Comparison with traditional methods

| Models     | Accuracy  | Sensitivity | Specificity | Precision | DSC    |
|------------|-----------|-------------|-------------|-----------|--------|
| CAE (0.55) | 0.99788   | 0.63138     | 0.99961     | 0.88550   | 0.73716|
| CAE (0.55) | 0.99789   | 0.63422     | 0.99961     | 0.88438   | 0.73869|
| closing    | 0.99500   | 0.52331     | 0.99724     | 0.47272   | 0.49673|
| Renyi      | 0.85897   | 0.92017     | 0.85868     | 0.02992   | 0.05795|
| Phansalkar | 0.99731   | 0.56023     | 0.99937     | 0.80856   | 0.66187|
| Frangi     | 0.99485   | 0.92264     | 0.99520     | 0.47634   | 0.62830|

The binary classification results from CAE as well as traditional segmentation methods are shown in TABLE I.

C. Visual evaluation of segmented results

A threshold of 0.55 was selected and a morphological closing operation was then applied to the binary image. We found the closing operation is able to connect discontinued small arteries and fill small holes inside artery regions.

The generated MIP views of the labeled image, predicted image by CAE, and segmentation results using traditional methods of the test set in VTK as shown in Fig. 3.

D. Processing time

The training time for all the 46 MRA sets was 592 minutes. Prediction for each image took about one minute.

IV. DISCUSSION

A. Network structure

Autoencoder models have typically been used as an unsupervised learning approach to extract useful features from unlabeled data. For our supervised learning application, the idea of extracting useful features from voxels is similar,
but we are more interested in the performance of the final decoded results.

Vascular segmentation is different from tumor or skull segmentation in that the target is relatively small in volume and complex in shape. To segment fine details, a 3D neural network model is necessary. In some 3D applications [6], 2D slices of 3D images were trained, predicted, then stacked together. We used 3D patches and operations in our solution. Despite increased calculation time, additional information between slices contributed to consistent segmentation between slices. The use of patches reduces the model complexity and demand for training size.

One of the benefits of the neural network structure used in CAE is its adaptiveness to data. With little need for optimization, this model is also applicable to other images and has potential for segmentation tasks in other modalities.

B. Training process

Accurately labeled images are critical in training CAE models. However, labels are difficult to acquire for intracranial artery segmentation. It is time-consuming for humans to manually segment 3D artery regions, and it is equally challenging for automated algorithms to consistently generate high quality artery segmentation results. To balance time efficiency and segmentation quality, we used a semi-automated method to trace arteries in 3D space with human intervention and correction as the ground truth. It still takes more than one hour to trace and validate one case.

C. Comparison with traditional methods

As accuracy alone is not enough to evaluate the model performance when 99.4% of voxels are non-artery regions, five metrics were used for comparison between models.

We found CAE outperformed the Renyi Entropy and Frangi filter methods in all the five metrics, while the Phansalkar method has high sensitivity but low precision. If the threshold is set to 0.03, CAE outperforms the Phansalkar method in all metrics.

From visual evaluation of the segmentation results, we found the CAE method removed most scalp and fat tissue around the brain while maintaining the main structure of artery tree and even small arteries, such as the PComm. Still, some arteries were not segmented continuously, especially for peripheral segments of middle cerebral arteries where signal intensity becomes relatively low. Nonetheless, the overall visualization effect of the CAE method is superior to the traditional methods.

D. Future work

While CAE showed excellent agreement with ground truth (DSC: 0.74) in intracranial artery segmentation, additional improvement is possible. Future improvements may target better network training, incorporating patch location information, and improved network models.

V. CONCLUSION

We trained a convolutional autoencoder for intracranial artery segmentation on brain TOF MRA. Our model outperformed three traditional segmentation methods in both binary classification and visual evaluation. Accurate segmentation of the whole cerebral vasculature will facilitate quantification of global and territorial vascular features.
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