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Abstract—Non-local low-rank tensor approximation has been developed as a state-of-the-art method for hyperspectral image (HSI) restoration, which includes the tasks of denoising, compressed HSI reconstruction and inpainting. Unfortunately, while its restoration performance benefits from more spectral bands, its runtime also substantially increases. In this paper, we claim that the HSI lies in a global spectral low-rank subspace, and the spectral subspaces of each full band patch group should lie in this global low-rank subspace. This motivates us to propose a unified paradigm combining the spatial and spectral properties for HSI restoration. The proposed paradigm enjoys performance superiority from the non-local spatial denoising and light computation complexity from the low-rank orthogonal basis exploration. An efficient alternating minimization algorithm with rank adaptation is developed. It is done by first solving a fidelity term-related problem for the update of a latent input image, and then learning a low-dimensional orthogonal basis and the related reduced image from the latent input image. Subsequently, non-local low-rank denoising is developed to refine the reduced image and orthogonal basis iteratively. Finally, the experiments on HSI denoising, compressed reconstruction, and inpainting tasks, with both simulated and real datasets, demonstrate its superiority with respect to state-of-the-art HSI restoration methods.

Index Terms—Hyperspectral image, denoising, image restoration, non-local image modeling, low-rank tensor.

1 INTRODUCTION

Hyperspectral imagery (HSI) is a three-dimensional (3D) cube covering the spectral wavelength region from 0.4 to 2.5 $\mu$m at a nominal spectral resolution of less than 10 nm [1]. Thanks to the fast development of HSI techniques [2]–[4], they have become widely used in applications in remote sensing [5], medical diagnosis [6], face recognition [7], [8], and quality control [9]. However, real HSIs often suffer from different kinds of degradations, i.e., noise [10]–[13], undersampling [14]–[16] or missing data [17]–[19], because of imaging conditions in practice, weather conditions, or data transmission procedures. These kinds of degradation substantially influence the subsequent processing, and as a result, HSI restoration is a fundamental initial step for quality improvement and subsequent exploitation [16], [20], [21].

Restoration from a noisy, undersampled, or incomplete HSI is an ill-posed inverse problem, and the prior, which is also called a regularizer, is necessary to constrain the solution space [13], [16], [22]. HSIs have redundant information that can be regularized as different priors for the solution space in HSI restoration. The relevant popular priors can be categorized as spatial correlation, named non-local similarity. Methods based on non-local similarity have achieved state-of-the-art performance in HSI restoration tasks, such as denoising [10]–[13], [24], compressed HSI reconstruction [15], [16], [25]–[27], and inpainting [18], [19]. For different restoration tasks, a non-local strategy processes the HSIs via group matching the full band patches (FBPs, which are stacked by patches at the same HSI location over all bands) and a low-rank approximation of each non-local FB group (NLFBPG). This kind of non-local processing strategy faces a crucial problem. For HSIs, a higher number of spectral dimensions means a higher discriminant ability [28], thus more spectra are desired for subsequent application. However, as the number of spectra increases, the size of each NLFBPG also increases, leading to substantially more computations for the subsequent low-rank matrix/tensor approximations.

The spectral correlation of HSIs, modeled as a spectral low-rank approximation, has also been widely utilized for HSI denoising [20], [29], compressed HSI reconstruction [30]–[32] and inpainting [17], [18], [33]–[35]. However, because of the lack of spatial regularization, spectral low-rank regularization alone cannot restore the HSI efficiently. Therefore, spatial-based methods are embedded into the spectral low-rank regularization to simultaneously restore the HSI [36]–[41]. Another promising improvement is to project the original degraded HSI onto a low-dimensional spectral subspace and restore the projected HSI via spatial-based methods [34], [32]. Unfortunately, these two-stage methods are heavily influenced by the quality of projection and the efficiency of spatial restoration. All of them fail to capture a clean projection matrix, which keeps the low quality of the restored HSI.

This paper proposes a unified paradigm to deal with various HSI restoration tasks, namely, denoising, compressed HSI reconstruction, and inpainting. To alleviate the aforementioned
problems, the proposed paradigm integrates the spatial non-local similarity with the global spectral low-rank property. We start from the viewpoint that the HSI should lie in a low-dimensional spectral subspace \([43], [44]\), which has been widely accepted for hyperspectral imaging \([45]\), denoising \([46]\), and compressed sensing \([46], [47]\) tasks. Based on this fact, the all NLFBPGs should also lie in a common low-dimensional spectral subspace. Thus, the proposed paradigm first learns a global spectral low-rank orthogonal basis and subsequently exploits the spatial non-local similarity of the projected HSI on this basis. In our paradigm, the computational cost of non-local processing remains almost the same even with more spectral bands, and the global spectral low-rank property is also enhanced. The main novelties and contributions are summarized as follows:

- We propose a new unified paradigm for HSI restoration, that can jointly learn and iteratively update the orthogonal basis matrix and reduced image (Fig. 1). The proposed paradigm can guarantee the performance superiority via state-of-the-art non-local denoising methods, meanwhile get rid of the considerable computation burden caused by high spectral dimension non-local processing.
- An efficient alternating minimization algorithm with convergence analysis is developed. To enhance the real applications, we also design a linear strategy to adaptively predict the rank adaptation.
- Finally, the proposed restoration method is evaluated on simulated and real data. It is compared with other state-of-the-art methods on three important HSI restoration tasks, i.e., denoising, compressed HSI reconstruction, and inpainting. This paper is an extension of a previous conference paper \([48]\). Compared to \([48]\), we extend the work as follows: (i) We introduce a new objective (Section 3.1), which extends our model from HSI denoising to a more general HSI restoration model, that includes denoising, compressed HSI reconstruction, and inpainting (Section 4). (ii) The optimization in our conference paper is specific to denoising, as iterative regularization is used. Here, we propose an efficient alternating minimization algorithm with rank adaptation to solve the objective (Section 3.2). While the proposed algorithm is still based on alternating minimization, its subproblems are different, and it depends on a restoration model. (iii) We conduct additional experiments to evaluate HSI restoration, and our unified model achieves the best results not only for HSI denoising, but also for the compressed HSI reconstruction (Section 5.2) and inpainting (Section 5.3) tasks.

### Notations

We follow the tensor notation in \([49]\), the tensor and matrix are represented as Euler script letters, i.e. \(X\) and boldface capital letter, i.e. \(A\), respectively. For a \(N\)-order tensor \(X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}\), the mode-\(n\) unfolding operator is denoted as \(X_{(n)} \in \mathbb{R}^{I_n \times I_1 \cdots \hat{I}_n \cdots I_N}\). We have fold\(_n\)(\(X_{(n)}\)) = \(X\), in which fold\(_n\) is the inverse operator of unfolding operator. The Frobenius norm of \(X\) is defined by \(\|X\|_F = (\sum_{i_1} \sum_{i_2} \cdots \sum_{i_N} x_{i_1 i_2 \cdots i_N}^2)^{0.5}\). The mode-\(n\) product of a tensor \(X \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}\) and a matrix \(A \in \mathbb{R}^{I_n \times I_{n+1}}\) is defined as \(\mathcal{Y} = X \times_n A\), where \(\mathcal{Y} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_{n-1} I_{n+1}}\) and \(X \times_n A = \text{fold}_n(A X_{(n)})\).

## 2 RELATED WORK

Because restoration is an ill-posed problem, proper regularization from HSI prior knowledge is necessary \([38]\). The mainstream regularizer for HSI restoration can be grouped into two categories: non-local similarity regularizers and low-rank regularizers. We review these methods for HSI restoration in this section.

### 2.1 Non-local similarity based methods

Non-local similarity regularization has been widely utilized in HSI denoising \([10]\), compressed HSI reconstruction \([50], [51]\) and inpainting \([19]\). Specifically, \([12]\) was the first to introduce non-local low-rank modeling for HSI denoising. This non-local denoising architecture has two stage: FBPs grouping and low-rank tensor approximation. On the basis of this architecture,
different kinds of low-rank modeling for NFLFBPGs were proposed to simultaneously exploit the spatial non-local similarity and spectral low-rank property, including Tucker decomposition \cite{13}, sparsity regularized Tucker decomposition \cite{13}, Laplacian scale mixture low-rank modeling \cite{11}, weighted nuclear norm minimization \cite{51}, dimension-discriminative low-rank tensor recovery \cite{52}, weighted low-rank tensor recovery \cite{53}, and tensor ring decomposition \cite{54}. By estimating the latent low quality HSI from the degraded observations, the compressed HSI reconstruction and inpainting tasks are converted to the non-local denoising of a latent low quality HSI, resulting in state-of-the-art reconstruction \cite{15}, \cite{16}, \cite{38}, \cite{50} and inpainting \cite{19}, \cite{25}, \cite{55} results. However, as the number of spectra increases, the computational burden also increases substantially, impeding the application of non-local methods to real high-dimensional HSIs.

The above methods adopt low-rank regularization to explore the prior of local spatial correlation. However, Chang et al. \cite{10} claimed that the spectral and local low-rank property of NFLFBPGs is weak. Hence, they simply adopt a non-local low-rank prior to produce state-of-the-art HSI denoising results, while significantly reduce the computational burden. Thus, previous methods sub-optimally utilize spectral and local spatial correlation. How to balance the contributions of spectral correlation and non-local similarity remains a problem.

### 2.2 Global low-rank based methods

Global spectral low-rank correlation is another powerful prior for HSI restoration. As described in \cite{56}, the HSI has approximate spectral low-rank property, and the approximate dimension of the spectral subspace can be far less than that of the original image. Thus, by vectorizing each band of the HSI and reshaping the original 3D HSI into a 2D matrix, various low-rank approximations such as principal component analysis (PCA) \cite{59}, \cite{57}, \cite{58}, robust PCA \cite{20}, \cite{29}, \cite{22}, and low-rank matrix factorization \cite{46} have been directly adopted to the restoration of HSI. However, the reshaping processing of the spatial dimensions destroys the spatial correlation. Low-rank tensor approximation is one way to additionally exploit the spatial-low-rank correlation \cite{18}, \cite{33}, \cite{59}–\cite{61}. However, as pointed out in the introduction, simple low-rank regularization for spatial correlation is inappropriate, resulting in the failure of such methods to achieve the optimal restoration performance. Typically, there are two strategies to combine spatial correlation and the spectral low-rank property. In the first approach, many conventional spatial regularizers such as total variation \cite{36}, \cite{39}, \cite{62}, \cite{63} are combined with low-rank matrix/tensor approximation to simultaneously exploit the spatial non-local similarity and the global spectral low-rank property. Alternatively, a two-stage method is used to combine the spatial regularizer and spectral low-rank property together. This is done by first mapping the original HSI into a low-dimensional spectral subspace, and then restoring the mapped image via existing spatial restoration method or HOSVD \cite{64}, \cite{65}. These two-stage methods provide a new insight to restore the HSI in the transferred spectral space that is very fast. However, these methods do not refine the subspace and thus fail to combine the best of both worlds, i.e., non-local similarity and the global spectral low-rank property. Moreover, the extracted subspace is still of low quality.

### 3 Proposed NGmeet Paradigm

In this section, we propose a unified HSI restoration paradigm to integrate the spatial non-local similarity prior and global spectral low-rank property prior. We first solve a fidelity term-related problem to learn the latent input HSI by enhancing the consistency of the recovered output image with the observed data, and then learn a low-dimensional orthogonal basis and the related reduced image from the latent input HSI to explore the global spectral low-rank prior. Subsequently, the reduced image is updated by the non-local similarity prior. Finally, the optimization is iterated to refine the orthogonal basis and the reduced image, alternately. An overview of the proposed restoration paradigm is shown in Fig. \ref{fig1}.

#### 3.1 Unified restoration paradigm

Summarized from \cite{13}, \cite{15}, \cite{19}, \cite{51}, we assume that a clean HSI $X \in \mathbb{R}^{M \times N \times K}$ is corrupted by linear degradation operator $h$ and additive Gaussian noise $\mathcal{N}$ (with zero mean and variance $\sigma^2_0$). Then the degraded HSI $Y$ is generated by

$$Y = h(X) + \mathcal{N}. \quad (1)$$

By specifying different $h$, (1) can be adapted for various HSI restoration tasks. In this study, we choose three classical HSI tasks, i.e., denoising \cite{13} where $h$ is an identity operator (Section 4.1), reconstruction \cite{16}, \cite{51} where $h$ is a compressed measurement operator (Section 4.2), and inpainting \cite{17}, \cite{19}, \cite{35} where $h$ is a sampling operator (Section 4.3). Image restoration recovers a desired unknown image from corrupted observations given by $Y$. Usually, $Y$ is a sampled vector in the compressed HSI reconstruction problem and a tensor in HSI denoising and inpainting problems. Because the corruption process is irreversible, image restoration is usually an ill-posed problem \cite{13}, \cite{66}. Thus, it is necessary to utilize prior information or a regularizer for image restoration \cite{13}, \cite{16}.

In this paper, motivated by the problems with existing works discussed in Section \ref{sec2}, we propose a unified HSI restoration paradigm to simultaneously capture the non-local similarity and global spectral low-rank property priors.

- **First**, to capture the spectral low-rank property (Section \ref{sec2.2}), we are motivated to use a low-rank representation on the clean image, i.e.,

$$X = \mathcal{M} \times_3 A, \quad (2)$$

where $K \ll B, A \in \mathbb{R}^{B \times K}$ is an orthogonal basis matrix capturing the common subspace of different spectra, and $\mathcal{M} \in \mathbb{R}^{M \times N \times K}$ is the reduced image.

- **Second**, we add a spatial regularizer to denoise the reduced image $\mathcal{M}$. In this paper, we follow the state-of-the-art architecture as in \cite{10}, \cite{51} and adopt a non-local regularizer

$$||\mathcal{M}||_{\text{NL}} = \sum_j r(||\mathcal{M}||_{G^j}), \quad (3)$$

where $G^j$ represents the pre-defined non-local group, $||\mathcal{M}||_{G^j}$ extracts corresponding patches indicated by $G^j$ from the image $\mathcal{M}$ to form the $j$-th exemplar patch group, and $r$ is a regularizer imposed on all patches groups. Typically, TV \cite{36}, wavelets \cite{42} and CNN \cite{67}, \cite{68} can be adopted as the spatial regularizer $r$ to reduce the noise of $\mathcal{M}$.

Putting (2) and (3) into (1), the proposed non-local meets global (NGmeet) restoration paradigm is represented as

$$\min_{\mathcal{A}, \mathcal{M}} \frac{1}{2} ||Y - h(\mathcal{M} \times_3 \mathcal{A})||_F^2 + \lambda ||\mathcal{M}||_{\text{NL}} \text{ s.t. } A^T A = I. \quad (4)$$
where $\lambda$ is the trade-off parameter between the recovered output image and observed data. In addition, basis matrix $A$ must be orthogonal.

**Remark 3.1.** The orthogonal constraint $A^\top A = I$ is very important here. First, it encourages the representations held in $A$ to be more distinct. This helps to keep noise out of $A$. It preserves the distribution of noise, which allows us to estimate the remaining noise levels in the reduced image and employ a state-of-the-art Gaussian based non-local method for spatial denoising [10].

### 3.2 Efficient optimization by alternative minimization

The objective (3) needs to handle the orthogonal constraint on $A$ and complex regularization on $M$. Inspired by the success of half-quadratic splitting in image processing [66], [69], we introduce an auxiliary variable $Z$ and propose to relax (3) as follows:

$$\{A^+, M^+, Z^+\} = \arg\min_{A, M, Z} F(A, M, Z)$$  \hspace{1cm} (5)

where $F$ is defined as

$$F(A, M, Z) = \frac{1}{2} \|Y - h(Z)\|_F^2 + \lambda \|M\|_{\text{NL}} + \frac{\mu}{2} \|Z - M \times_3 A\|_F^2,$$

and the last quadratic term encourages $Z$ to be closed to $M \times_3 A$, and $\mu$ is a hyper-parameter to be tuned.

Based on the reformulation in (5), we are motivated to use alternating minimization [69], [70] for optimization (Algorithm 1).

**Algorithm 1** Non-local Meets Global (Ngmeet).

**Require:** Observed image $Y$, noise variance $\sigma^2$.

1. **Initialization:** $X_0$, estimating $K$ using HySime [56];
2. for $i = 1, 2, 3, \ldots$ do
3. **A. Latent input image estimation via (6):**
   Estimate latent input image $Z_i$;
4. **B. Spectral orthogonal basis optimization via (8):**
   Estimate orthogonal basis matrix $A_i$ and reduced image $M_i$ via SVD on $Y$;
5. **C. Non-local denoising on $M_i$ via (10):**
   - C.I: Obtain the set of non-local groups $\{G^j\}$ for $M_i$ via $k$-NN search for each reference patch in (11);  
   - C.II: Denoise $\{M^j\}$ via low-rank approximation and obtain $\{M^j\}$ with $\sigma^2$ in (12);  
   - C.III: Reconstruct the cubes $\{M^j\}$ to image $M_i$, and then denoise the latent HSI $X_i = M_i \times_3 A_i$ in (13);
6. **D. Noise re-estimation:** via (14);
7. **D.I:** Rank adaptation: $K = \min(K + \delta \times i, B)$;
8. return Recovered image $X_i = M_i \times_3 A_i$.

We provide the theoretical convergence analysis for Algorithm 1 in Section 3.3, by fixing the ideal cases of noise variance $\sigma^2$, dimension $K$, and non-local groups $\{G^j\}$ for each iteration. However, in the real applications, the estimation of dimension $K$ and the ideal non-local similar groups are the key problems. We introduce some empirical enhancement including non-local similar groups re-matching (Step 5-C.I), noise re-estimation (Step 6-D.I), and dimension $K$ re-estimation (Step 6-D.II) for each iteration to make sure that Ngmeet is more efficient for the real HSIs restoration. Next, we present the details to each step in Algorithm 1.

**Step 3: Latent input image estimation**

We first fix variables $M_{i-1}$ and $A_{i-1}$ and update latent variable $Z_i$. The optimization is formulated as

$$Z_i = \arg\min_Z \frac{1}{2} \|Y - h(Z)\|_F^2 + \frac{\mu}{2} \|Z - M_{i-1} \times_3 A_{i-1}\|_F^2.$$  \hspace{1cm} (6)

Specifically, the optimization of (6) is related to a quadratic regularized least-square problem, which has different fast solutions for different degradation problems. We discuss the solution for different HSI restoration tasks in Section 4.

**Step 4: Spectral orthogonal basis optimization via $A$**

In this stage, we identify the orthogonal basis matrix $A$ with the given $M_{i-1}$ and $Z_i$ from (5), which leads to

$$A_i = \arg\min_{A^+, A^-} \frac{1}{2} \|Z_i - M_{i-1} \times_3 A\|_F^2.$$  \hspace{1cm} (7)

The key challenge to optimizing $A$ is that, as we increase the dimension $K$ of $A_{i+1}$ in the next iteration, we will lose the closed-form solution of optimizing $A$ via (7). Thus, we propose to relax (7) as

$$\{\tilde{M}, A_i\} = \arg\min_{\tilde{M}, \lambda} \frac{1}{2} \|Z_i - M_{i-1} \times_3 A\|_F^2.$$  \hspace{1cm} (8)

The closed-form solution to (8) can be obtained by a singular value decomposition (SVD) on the folding matrix of $\{Z_i\}_{(3)}$, which can be efficiently computed. The optimization of $A$ via (8) is simply related to the latent input image $Z_i$ and suitable for any $K$.

**Remark 3.2.** We also provide a more elegant solution to (7)

$$A_i = \arg\min_{A^+, A^-} \frac{1}{2} \|Z_i - M_{i-1} \times_3 A\|_F^2 = \arg\max_{\tilde{M}} \langle A, (Z_i)_{(3)} (M_{i-1})_{(3)} \rangle.$$  \hspace{1cm} (9)

According to [13], the optimization of $A$ via (9) has the closed-form solution of $A_i = BC^\top$, where $(Z_i)_{(3)} (M_{i-1})_{(3)} \hat{=} BDC^\top$ is the SVD. However, the optimization (9) is only suitable for the first iteration. In the next iteration, the size of $A_{i+1}$ remains the same, as the limitation of the size of $M_i$. Therein, an empirically enhancement is introduced to augment the spectral size of $M_i$ via $[M_i, N_i]$, where $N_i \in \mathbb{R}^{M \times N \times \delta}$, and $(N_i)_{(3)}$ can be achieved by the first $\delta$ right singular value vectors of $(Z_{i+1} - M_i \times_3 A_i)_{(3)}$. The meaning of $\delta$ will be introduced in (15). Furthermore, the optimization of $A$ via (9) and (8) yields nearly identical HSI restoration results as analyzed in Section 5.4.1.
Step 5: Non-local denoising on $\mathcal{M}_i$

Here, we fix $\mathcal{A}_i$ and $Z_i$, and identify the reduced image $\mathcal{M}_i$ from $\mathcal{Z}_i$, which is given by

$$\arg\min_{\mathcal{M}} \frac{1}{2} \| \mathcal{M}_i - \mathcal{M} \|_F^2 + \lambda_0 \| \mathcal{M} \|_{NL},$$  \hspace{1cm} (10)

where $\tilde{\mathcal{M}}_i = Z_i \times_3 A_i^\top$ is from Lemma 3.1 and step 4, and $\lambda_0 = \lambda/\mu$.

**Lemma 3.1.** $\arg\min_{\mathcal{M}} \frac{1}{2} \| \mathcal{Z} - \mathcal{M} \times_3 \mathcal{A} \|_F^2 + \frac{1}{\mu} \| \mathcal{M} \|_{NL} = \arg\min_{\mathcal{M}} \frac{1}{2} \| \mathcal{Z} - \mathcal{M} \times_3 \mathcal{A} \|_F^2 + \frac{1}{\mu} \| \mathcal{M} \|_{NL}$ when $\mathcal{A} \mathcal{A}^\top = \mathbf{I}$.

With (10), we transfer the high dimensional original HSI denoising to the low-dimensional reduced image $\mathcal{M}_i$ denoising. However, since patches are overlapped with each other, there is no simple closed-form solution for (10). Following other works on non-local image denoising [19], [24], [70]–[73], we also approximate the optimal solution of (10) via following three steps

$$A_i^j = [\mathcal{M}_i]_{G_i^j} \text{ for all groups},$$  \hspace{1cm} (11)

$$\mathcal{M}_i = \text{prox}_{\lambda_0 r}(A_i^j) \text{ for all groups},$$  \hspace{1cm} (12)

$$\mathcal{M}_i = \text{aggrate all } \mathcal{M}_i,$$  \hspace{1cm} (13)

where (11) represents the searching for non-local groups $\{G_i^j\}$ as in step 5-C.I of Algorithm 1. If we fix $\{G_i^j\}$ for each iteration, we have the chance to obtain the theoretical convergence analysis as in Section 3.3. However, the empirical experience in the previous works [10], [51] has proved that the re-matching of non-local similar groups can boost the restoration performance. In this paper, we also perform such a re-matching step on the reduced image $\mathcal{M}_i$. As in step 5-C.I of Algorithm 1 we utilize $k$-NN [74] for the $j$-th exemplar patch on $\mathcal{M}_i$. The explanation of this empirical enhancement is that as the iterations, the noise level of $\mathcal{M}_i$ decreases, and therefore, the accuracy of non-local similar groups via $k$-NN also gradually increases.

In (12), $\text{prox}_{\lambda_0 r}(A_i^j)$ is known as the proximal operation in the optimization literature [75]. Instead, simple-closed form exists for (12). We reshape $A_i^j$ to the matrix along non-local dimension, and adopt a low-rank regularizer, i.e., WNWM [74], here in this paper. (12) can be computed by a singular value decomposition (SVD) on the matrix version of patch group $A_i^j$. In (13), the denoised group tensors are denoted as $\mathcal{M}_i$, and they can be directly used to reconstruct reduced image $\mathcal{M}_i$. The output of the recovered HSI of $i$-th iteration is $\mathcal{X}_i = \mathcal{M}_i \times_3 A_i$.

The performance superiority of our paradigm is guaranteed by state-of-the-art non-local spatial denoising [12], meanwhile, the computation complexity is controlled by the low-rank orthogonal basis exploration [7]. In this paper, we focus on the design of the proposed paradigm, since the spectral low-rank property has been explored by [7], we simply use matrix based WNWM [74] to denoise each non-local patch group $[\mathcal{M}_i]_{G_i^j}$. The better choice of the reduced image denoiser is explored in Tab. 10.

Step 6-D.I: Noise re-estimation

When we adopt WNWM [74] to solve the subproblem of (12), we need to estimate the parameter $\lambda_0 = \sigma_2^2$ with $\sigma_2^2$ standing for the noise level of $\mathcal{M}_i$, which changes during the iterations. Please note that many non-local denoising methods assume the noise in $\mathcal{M}_i$ follows a univariate Gaussian distribution [70]–[74]. If such assumption fails, the resulting performance can deteriorate substantially. Here, we have the following Proposition 3.2. Therefore, the noise distribution is preserved from $\mathcal{Y}$ to $\mathcal{M}_i$, which enables us to use the existing spatial denoising methods.

**Proposition 3.2.** Assume the noisy HSI $\mathcal{Z}$ is from (5), then the noise on the reduced image $\mathcal{Z} \times_3 P^\top$, where $P^\top P = \mathbf{I}$, still follows Gaussian distribution with zero mean and variance $\sigma_0^2$.

From Proposition 3.2 we know the noise level of $\mathcal{M}_i$ is the same as that of $\mathcal{X}_i$; thus, we propose to estimate it via

$$\sigma_i = \gamma \times \sqrt{\sigma_0^2 - \| \mathcal{X}_i - \mathcal{X}_0 \|_F^2 / (MNB)},$$  \hspace{1cm} (14)

where $\gamma$ is the scaling factor controlling the re-estimation of noise variance.

Step 6-D.II: Rank adaptation

The rank of subspace $\mathcal{A}$ leads to a trade-off between noise removal ability (lower ranks) and image preservation ability (higher ranks). In Algorithm 1 $\mathcal{A}$ is refined during the iteration, to adaptively adjust the estimated rank to boost the restoration performance. At the beginning of Algorithm 1 because the recovered image $\mathcal{X}_{i-1} = \mathcal{M}_{i-1} \times_3 A_{i-1}$ is of low quality, the latent input image $\mathcal{Z}_i$ obtained by (6) is also of low quality. As shown in (6), the orthogonal basis is substantially influenced by the low quality of latent input image $\mathcal{Z}_i$. Fortunately, after the spectral denoising (8) and spatial denoising (10), the quality of $\mathcal{X}_i = \mathcal{M}_i \times_3 A_i$ is substantially improved. As a result, in the next stage, the quality of $\mathcal{Z}_{i+1}$ is improved, resulting in a better estimation of the orthogonal basis via (8) and the reduced image via (10).

We initialize $K$ as a small value by HySime [50] (in step 1). When the latent input image $\mathcal{X}$ is of low quality, the estimated $K$ can be small to get rid of the noise and achieve the satisfied restored results. From another perspective, real HSIs have approximate spectral low-rank property and the noisy-free HSIs are of full-rank. It can be concluded that a smaller value $K$ results in the details missing in the HSI restoration. From the above discussion, as the iteration, we are motivated to increase $K$ by

$$K = \min(K + \delta \times i, B),$$  \hspace{1cm} (15)

where stepsize $\delta$ and $B$ are constant values. $\delta$ is the spectral rank estimation gap between the input $\mathcal{Z}_i$ of nearby iterations, and $B$ is the spectral size of image $\mathcal{X}$. As the iterations, the noise variance decreases, and we need a larger value $K$ to capture more details of the image. Therefore, $A_{i+1}$ has the ability to capture more useful information with the number of iterations. As we increase the dimension $K$ of $A_{i+1}$ in the next iteration, we will meet the challenge to optimize (7). We introduce two empirical methods to optimize (7) via (8) and (9), respectively. Furthermore, the optimization of $\mathcal{A}$ via the above two empirical methods will produce almost the same HSI restoration results as analyzed in Section 5.4.1.

3.3 Convergence Analysis

In this subsection, we fix the ideal cases of noise variance $\sigma_i^2$, dimension $K$, and non-local groups $\{G_i^j\}$ for each iteration. To analyze the convergence behavior of Algorithm 1 the main problem here is that we have many overlapped regularizers in (5), which are approximated by (11)–(13). To address this issue, we will make use of the proximal average theory [35], [76], [77] as
mathematics tools. Note that the tool is also new to the hyper-spectral image literature, as previous analysis is mostly based on ADMM [51]. Thus, they ignore the approximation problem on non-local patch groups. First, we make Assumption 1 on the regularizer \( r \). Assumption 1 is very general, which covers the TV [36] and weighted nuclear norm [74] regularization.

**Assumption 1 ([78]).** The regularizer \( r \) can be decomposed as \( r = r_1 - r_2 \) where \( r_1 \) and \( r_2 \) are convex functions.

**Proposition 3.3.** There exists a function \( \bar{r} \) such that \( \mathcal{M}^* = \text{prox}_r(\mathcal{M}_t) \) where \( \mathcal{M}^* \) is in (13) and \( \mathcal{M}_t \) is in (10).

From Proposition 3.3, we can see Algorithm 1 is optimizing another objective \( \bar{F} \), which is defined as

\[
\bar{F}(A, \mathcal{M}, Z) = \frac{1}{2} \left\| Y - h(Z) \right\|_F^2 + \lambda \bar{r}(\mathcal{M}) \\
\quad + \frac{\mu}{2} \left\| Z - \mathcal{M} \right\|_F^2, \quad \text{s.t.} \quad A^\top A = I.
\]

The approximation is guaranteed in Proposition 3.4, where the constant error is caused by using (11)–(13) to generate (10).

**Proposition 3.4.** \( 0 \leq \min F - \min \bar{F} \leq \lambda_0 c \) where \( c \) is a constant.

Subsequently, the convergence of Algorithm 1 is justified in below Remark 3.3.

**Remark 3.3.** Assume \( \bar{F} \) is coercive, step C.I (re-matching) and D.I-II (adaptation) are not performed, then each sequence \( \{A_i\}, \{\mathcal{M}_i\}, \{Z_i\} \) generated from Algorithm 1 has at least one limit points, and all limit points are also critical points of \( \bar{F} \).

### 3.4 The Importance of Iterative Refinement

Because denoising, compressed HSI reconstruction and inpainting can be formulated as the same optimization model [5] with different degradation operators \( h \), we take HSI denoising as an representative example to look into [5], and determine why NGmeet should perform better than all previous spectral low-rank methods [34]. First, we initialize \( Z_1 = Y \). Recall that in [5], our model tries to exploit the spectral low-rank property and decompose the noisy latent input \( Z_1 \) into a coarse spectral low-rank orthogonal basis \( A \) and reduced image \( \mathcal{M} \). Specifically, the \( i \)-th column of \( A \), denoted as \( A(\cdot,i) \), is regarded as the \( i \)-th signature of HSI, and the corresponding coefficient image \( \mathcal{M}(\cdot;i) \) is regarded as the abundance map. However, we model the spatial and spectral low-rank properties simultaneously, which enables an iterative refinement of the orthogonal basis matrix \( A \). To demonstrate the advantage of our model, we calculated the orthogonal basis \( A_1 \) and reduced image \( \mathcal{M} \) from noisy WDC with noise variance 50. The reference \( \hat{A} \) and \( \hat{M} \) are from the original clean WDC.

We firstly illustrate the advantage of our iterative paradigm model for orthogonal basis matrix and reduced image rectification. Fig. 2(a) presents the coefficient (or reduced) image before and after spatial denoising [10]. These results can also be obtained by a previous method [3]. Fig. 2(b) presents the absolute difference signature between the reference \( \hat{A} \) and \( A_1 \) \((A_2)\) obtained by our paradigm. Typically, the smaller absolute difference signature means a clearer orthogonal basis. Fig. 2(b) shows that the orthogonal basis \( A \) is refined by our proposed model iteratively, however ignored in [34]. Subsequently, we illustrate the advantage of our rank adaptation strategy [15], \( \delta = 0 \) in [15] means the fixed rank in the paradigm iterations. The rank adaptation with \( \delta > 0 \) helps the model to more precisely capture the detailed image information, as displayed in Fig. 2(c).

### 4 Application Examples

In this section, we implement the details of proposed NGmeet for three HSI restoration problems: denoising, compressed HSI reconstruction, and inpainting.

#### 4.1 HSI denoising

HSIs have been proved useful in different applications such as remote sensing [5], medical diagnosis [6], and face recognition [7]. However, during the imaging process, the HSIs are often corrupted by instrumental noise. Therefore, HSI denoising is necessary for subsequent applications. The purpose of HSI denoising is to obtain a clean image from the noisy image. For the denoising task using the proposed NGmeet, the degradation operator \( h \) is the identity operator, and \( \mathcal{N} \) stands for Gaussian distributed noise. The objective function now becomes

\[
\{\mathcal{A}, \mathcal{M}, Z\} = \arg\min_{\mathcal{A}, \mathcal{M}, Z} \frac{1}{2} \left\| Y - \mathcal{Z} \right\|_F^2 + \lambda \left\| \mathcal{M} \right\|_{\text{NL}} + \\
\quad + \frac{\mu}{2} \left\| Z - \mathcal{M} \right\|_F^2, \quad \text{s.t.} \quad A^\top A = I.
\]

Specifically, the noise variance is known in advance. We adopt a multiple regression theory-based approach [56] to estimate the noise variance for the real HSI dataset. The update of the latent input image \( Z \) is

\[
Z_t = \frac{1}{1 + \mu} (Y + \mu \mathcal{M}_{t-1} \times_3 A_{t-1}),
\]

By carefully choosing parameter \( \mu \) and initializing \( X_0 = 0 \), \( Z_1 = Y \), the optimization of (17) becomes a special case of iteration strategy proposed in our previous paper [48].
4.2 Compressed HSI reconstruction

High spectral resolution is beneficial for the applications of HSI but heavily increases the burden of data storage and transmission [13], [10], [28]. The aim of compressed HSI reconstruction is to compress the HSI via a small number of measurements in the encoder stage, so that the compressed data can be reconstructed in the decoder stage [16]. In this paper, we focus on the decoder stage, which recovers the HSI from the compressed data. We perform two kinds of compressed measurements in the encoder stage to evaluate the efficiency of the proposed NGmeet reconstruction method. First, the same as in [16], [40], we assume that the original HSI is available, and the random permuted Hadamard transform operator is adopted to compress (decoder) the image. Second, as introduced in [51], [57], a compressive sensor is used to obtain a coded compressed image with a priori designed measurement operator, which is called compressive HSI imaging. In both cases, we can assume that the sampling measurement operator \( h \) is known in advance, and our proposed NGmeet method can be successfully used to reconstruct the HSI, which is formulated as:

\[
\{ A^*, M^*, Z^* \} = \arg \min_{A, M, Z} \frac{1}{2} \| Y - h(Z) \|^2_F + \lambda \| M \|_{NL} + \frac{\mu}{2} \| Z - MA \|^2_F, \quad \text{s.t. } A^\top A = I.
\]  

To enhance consistency of the reconstructed image \( X' \) with measured data \( Y \), we need to optimize (6), which is equivalent to the following problem:

\[
h^* h(Z_i) + \mu Z_i = h^* Y + \mu M_{i-1} \times_3 A_{i-1},
\]

where \( h^* \) is the adjoint of \( h \) [40], [51]. The optimization of [19] can be efficiently solved by the preconditioned conjugate gradient method [40], [51].

In compressed HSI reconstruction, the HSI is free from Gaussian noise, but suffers from other kinds of degradations. We initialize the variance of the Gaussian noise to a small value to ensure the success of NGmeet. Other parameters, such as \( \lambda, \mu, \) and \( \gamma \) are set the same values used in the HSI denoising task; and warm start \( X_0 = M_0 \times_3 A_0 \) as [19].

4.4 Time complexity analysis

We compare the time complexity of NGmeet with other state-of-the-art non-local methods [10], [13]. Taking the application in Section 4.1 as an example, the main time complexity of each iteration in Algorithm 1 includes stage A—SVD (\( O(MNB^2) \)), and stage B—non-local low-rank denoising of each \( G^i \) \( O(Tn^2Kp^2) \). For different application tasks, the optimization of (6) is different but cheap to compute, and therefore, is omitted from the time complexity analysis. Tab. 1 presents the time complexity comparison between NGmeet with those of other non-local HSI denoising method. Here, LLRT and KBR only need stage B to perform denoising. As the results show, NGmeet costs an additional \( O(MNB^2) \) complexity in stage A, however, it will be at least \( B/K \) times faster in stage B.

| Method        | Stage A | Stage B |
|---------------|---------|---------|
| NGmeet        | \( O(MNB^2) \) | \( O(Tn^2Kp^2) \) |
| LLRT [10]     | —       | \( O(Tn^2Kp^2) \) |
| KBR [13]      | —       | \( O(TT_0(n^2Bp(n + B + p) + n^6 + B^3 + p^3)) \) |

5 Experiments

In this section, we present experimental results for the three HSI restoration tasks, denoising (Section 5.1), compressed HSI reconstruction (Section 5.2), and inpainting (Section 5.3). The experiments were programmed in Matlab on a computer equipped with a CPU Core i7-7820HK and 64G memory.

5.1 HSI denoising experiments

5.1.1 Simulated-data experiments

Setup. One multi-spectral image (MSI) from the CAVE dataset [4] and two HSI images, i.e., on each from the Pac [6] and WDC [7] datasets were used (Tab. 2). These images have been widely used in simulated-data studies [10], [12], [13], [34], [79]. Following the settings in [10], [12], additive Gaussian noise with noise variance \( \sigma^2_0 \) was added to the MSI/HSIs with various values of \( \sigma^2_0 \) of 10, 30, 50 and 100. Before denoising, the whole HSIs were normalized to [0, 255].

1. http://www1.cs.columbia.edu/CAVE/databases/
2. http://www.ehu.eus/ccwintco/index.php/
3. http://www.cse.psu.edu/~biehl/MultiSpec/hyperspectral
Quantitative comparison of different algorithms in the simulated HSI denoising experiments. The PSNR is in dB, and best results are in bold.

| Image | σ | Index | LRTA | LRTV | MTS-NMF | NAIL-RMA | PARAFAC | Fast-HyDe | TDL | KBR | LLRT | NGmeet |
|-------|---|-------|------|------|---------|----------|---------|----------|-----|-----|------|--------|
| CAVE  | 10| PSNR  | 44.12| 41.47| 44.27   | 28.51    | 38.01   | 46.72    | 45.58| 46.20| 47.14| 47.80  |
|       |   | SAM   | 7.90 | 16.34| 8.49    | 14.32    | 13.86   | 6.62     | 6.07| 8.94 | 4.65 | 4.71   |
|       | 30| PSNR  | 38.68| 35.32| 37.18   | 35.11    | 37.58   | 41.21    | 39.67| 41.52| 42.53| 43.15  |
|       |   | SAM   | 0.913| 0.818| 0.855   | 0.775    | 0.888   | 0.945    | 0.942| 0.942| 0.974| 0.972 |
|       | 50| PSNR  | 35.49| 32.27| 33.40   | 32.11    | 30.06   | 38.05    | 36.51| 39.41| 40.09| 40.43  |
|       |   | SAM   | 0.858| 0.719| 0.730   | 0.636    | 0.711   | 0.809    | 0.886| 0.924| 0.939| 0.950 |
|       | 100| PSNR | 31.21| 27.97| 27.96   | 27.90    | 24.29   | 33.41    | 31.90| 33.78| 36.25| 37.19  |
|       |   | SAM   | 0.755| 0.529| 0.493   | 0.453    | 0.256   | 0.748    | 0.754| 0.851| 0.910| 0.926  |
|       | 200| PSNR | 22.67| 54.85| 26.33   | 55.66    | 51.83   | 30.72    | 28.51| 26.41| 18.17| 16.22  |
| PaC   | 10| PSNR  | 38.49| 38.71| 40.64   | 41.46    | 33.39   | 42.22    | 41.46| 40.09| 41.95| 43.18  |
|       |   | SAM   | 0.975| 0.979| 0.988   | 0.987    | 0.986   | 0.990    | 0.988| 0.984| 0.989| 0.992 |
|       | 30| PSNR  | 32.07| 32.76| 35.45   | 34.17    | 30.92   | 35.98    | 34.43| 34.39| 35.04| 36.99  |
|       |   | SAM   | 0.908| 0.920| 0.958   | 0.941    | 0.845   | 0.962    | 0.947| 0.947| 0.957| 0.972 |
|       | 50| PSNR  | 29.11| 29.45| 32.51   | 30.71    | 29.24   | 33.32    | 31.31| 31.05| 32.00| 34.42  |
|       |   | SAM   | 0.836| 0.850| 0.921   | 0.866    | 0.936   | 0.904    | 0.892| 0.892| 0.918| 0.949 |
|       | 100| PSNR | 25.13| 26.22| 28.17   | 25.76    | 25.68   | 29.90    | 27.49| 27.80| 28.63| 30.71  |
|       |   | SAM   | 0.655| 0.729| 0.808   | 0.728    | 0.598   | 0.873    | 0.789| 0.793| 0.833| 0.892 |
|       | 200| PSNR | 10.17| 12.76| 8.40    | 12.93    | 20.22   | 8.68     | 7.07| 6.95| 7.68| 8.80   |
| WDC   | 10| PSNR  | 38.94| 36.64| 37.26   | 42.57    | 32.38   | 43.06    | 41.83| 40.58| 41.89| 43.71  |
|       |   | SAM   | 0.974| 0.968| 0.975   | 0.989    | 0.994   | 0.991    | 0.989| 0.989| 0.990| 0.995 |
|       | 30| PSNR  | 5.602| 4.655| 4.429   | 3.637    | 8.087   | 3.070    | 3.680| 3.090| 3.700| 3.830  |
|       |   | SAM   | 4.291| 3.94 | 5.46   | 3.883    | 5.106   | 5.084    | 5.043| 5.159| 6.200| 5.792 |
|       | 50| PSNR  | 0.917| 0.909| 0.953   | 0.958    | 0.898   | 0.971    | 0.953| 0.951| 0.967| 0.975  |
|       |   | SAM   | 8.351| 5.991| 5.557   | 7.014    | 9.009   | 5.140    | 6.400| 5.240| 5.460| 4.641  |
|       | 100| PSNR | 30.35| 30.12| 32.49   | 32.56    | 29.49   | 34.61    | 31.89| 31.61| 33.48| 35.14  |
|       |   | SAM   | 0.864| 0.849| 0.922   | 0.919    | 0.837   | 0.948    | 0.910| 0.900| 0.938| 0.956  |
|       | 200| PSNR | 9.43 | 7.39  | 6.71    | 9.22     | 13.64   | 6.57     | 13.94| 6.67 | 6.43 | 5.81   |

The following methods were compared: spectral low-rank methods, i.e., LRTA [59], LRTV [66], MTS-NMF [80], NAIL-RMA [79], PARAFAC [81], and FastHyDe [34]; spatial non-local similarity methods, i.e., TDL [12], KBR [13], LLRT [10], and the proposed NGmeet [7] (Algorithm 1), which combines the best of the above two fields. The hyper-parameters of all the comparison methods were set based on the authors’ code or suggestions in the relevant papers. The value of spectral dimension $K$ is the most important parameter. It was initialized by HySime [56] and updated via [15]. Parameter $\mu$ is used to control the contribution of non-local regularization, and $\gamma$ is a scaling factor controlling the re-estimation of noise variance [73]. We empirically set $\mu = 2, \lambda = 9$ and $\gamma = 0.5$ as recommended in [10]. Moreover, $\delta = 2$ in the whole experiments.

To thoroughly quantitatively evaluate the performance of the different methods, the peak signal-to-noise ratio (PSNR), the structural similarity (SSIM) [82] and the spectral angle mean (SAM) [10,36] indices were adopted. The SAM index is used to measure the mean difference in spectral angle between the original HSI and the restored HSI. A lower value of SAM indicates a higher similarity between the original and denoised images.

**Quantitative comparison.** For each noise level setting, we calculated the evaluation values of all the images from each dataset, as presented in Tab. 2. For each image from CAVE dataset, we selected a subset of size $300 \times 300 \times 31$ for the experiments. It can be easily observed that NGmeet achieves the best results in almost all cases. Another interesting observation is that in the MSI case, the non-local based method LLRT can achieve better results than FastHyDe, which has the best result of the spectral low-rank methods, but it does the opposite in the HSI cases. This phenomenon confirms the advantage of the NL-Low-rank property in the MSI processing and the spectral low-rank property in the HSI processing.

**Visual comparison.** To further demonstrate the efficiency of NGmeet, Fig. 5 shows the color images of the CAVE toy MSI (composed of bands 31, 11 and 6 [79]) before and after processing.
Fig. 3. Denoising results on the CAVE-toy image with the noise variance 100. The color image is composed of bands 31, 11, and 6 for the red, green, and blue channels, respectively.

Fig. 4. Real data experimental results on the Indian Pines dataset. The color image is composed of noisy bands 219, 109 and 1.

denoising. The PSNR value and the computational time of each method are given under the denoised images. It can be observed that FastHyDe, LLRT, and NGmeet have huge advantage over the rest of the comparison methods. The enlarged area shows that the results of FastHyDe and LLRT contain some artifacts. Our NGmeet method produces the best visual quality.

| TABLE 4 |
|------------------|------------------|
| Hyperspectral images used for real data experiments. |
| image size | Urban | Indian Pines |
| 200×200 | 145×145 |

5.1.2 Real-data experiments

Setup. Here, AVIRIS Indian Pines HSI [12] and HYDICE Urban image [13] were adopted for the real-data experiments (Tab. 4). As in [20], 20 water absorption bands (104-108, 150-163, 220 bands) of the Indian Pines HSI were excluded for illustration, because they do not contain useful information. The noisy HSIs were also scaled to the range [0 255], and the parameters of NGmeet was set as the same value as those in the simulated-data experiments. In addition, multiple regression theory-based approach [56] was adopted to estimate the initial noise variance of each HSI bands.

Visual comparison. Because clean reference images are not available for these data, we just present the real Indian Pines and Urban images before and after denoising in Figs. 4 and 5 respectively. It is clear that NGmeet can simultaneously remove the noise and keep the spectral details. LRTV produces the smoothest results. However, the color of the denoised result has large changes, indicating the loss of spectral information. The denoised results of FastHyDe and LLRT still contain stripes as shown in Fig. 4.

Hence, although NGmeet is designed under the assumption of Gaussian noise, it can also achieve the best results for real datasets.

5.2 Compressed HSI reconstruction experiments

5.2.1 Compressed HSI reconstruction

Setup. The MSI CAVE Toy, and two HSI images from PaC and WDC datasets were used. These datasets have also been widely used in compressed HSI reconstruction [16], [41], [50]. Following the settings in [50], we selected a subset from the Toy image, of size 300 × 300 × 31 for the experiments. The sampling ratio (SR)
Fig. 5. Real data experimental results on the Urban dataset of band 207.

TABLE 5
Quantitative comparison of different algorithms in the simulated HSI compressed reconstruction experiments. The best results are in bold.

| Image | SR | Index | IT | CPPCA | SpeCA | SSHBCS | CSF | JTenRe3DTV | NTSLR | NGmeet |
|-------|----|-------|----|-------|-------|--------|-----|------------|-------|-------|
| Toy   | 2% | PSNR(dB) | 25.79 | 7.20 | 23.65 | 20.40 | 23.54 | 29.46 | 28.24 | 32.20 |
|       | 5% | PSNR(dB) | 29.06 | 18.17 | 26.52 | 24.86 | 26.038 | 18.829 | 20.359 | 10.169 |
|       | 10% | PSNR(dB) | 32.62 | 21.37 | 29.68 | 24.24 | 32.43 | 41.69 | 40.52 | 47.69 |
|       | 15% | PSNR(dB) | 35.30 | 25.32 | 36.76 | 27.16 | 34.00 | 44.85 | 45.56 | 50.90 |
|       | 20% | PSNR(dB) | 39.03 | 28.32 | 39.56 | 29.05 | 35.08 | 47.75 | 48.25 | 53.32 |
| PaC   | 2% | PSNR(dB) | 23.69 | 13.85 | 27.65 | 13.86 | 26.76 | 28.60 | 28.51 | 29.02 |
|       | 5% | PSNR(dB) | 30.01 | 22.34 | 32.24 | 26.71 | 31.92 | 54.32 | 54.24 | 55.00 |
|       | 10% | PSNR(dB) | 36.66 | 20.14 | 46.63 | 13.815 | 6.913 | 69.41 | 58.65 | 56.65 |
|       | 15% | PSNR(dB) | 36.66 | 20.14 | 46.63 | 13.815 | 6.913 | 69.41 | 58.65 | 56.65 |
|       | 20% | PSNR(dB) | 36.66 | 20.14 | 46.63 | 13.815 | 6.913 | 69.41 | 58.65 | 56.65 |
| WDC   | 2% | PSNR(dB) | 31.38 | 26.30 | 39.56 | 26.71 | 31.92 | 54.32 | 54.24 | 55.00 |
|       | 5% | PSNR(dB) | 38.51 | 32.94 | 42.96 | 24.36 | 34.10 | 58.38 | 57.17 | 54.34 |
|       | 10% | PSNR(dB) | 38.51 | 32.94 | 42.96 | 24.36 | 34.10 | 58.38 | 57.17 | 54.34 |
|       | 15% | PSNR(dB) | 38.51 | 32.94 | 42.96 | 24.36 | 34.10 | 58.38 | 57.17 | 54.34 |
|       | 20% | PSNR(dB) | 38.51 | 32.94 | 42.96 | 24.36 | 34.10 | 58.38 | 57.17 | 54.34 |

varied as 2%, 5%, 10%, 15% and 20%. Before reconstruction, the MSI/HSIs were normalized to [0, 255].

The following methods were used for the comparison: IT [83],

CPPCA [84]14, SpeCA [84]15, SSHBCS [85], CSF [16]16

14. http://my.ece.msstate.edu/faculty/fowler/software.html
15. http://www.lx.it.pt/~bioucas/publications.html
Fig. 6. Compressed reconstruction results on the CAVE-Toy image with SR as 0.02.

Fig. 7. Spectral signature curves of pixel (150,150) reconstructed by different methods on CAVE-Toy with SR as 0.02.

JTenRe3DTV, NTSRLR, and the proposed NGmeet. The hyper-parameters of all comparison methods were set based on authors’ codes or suggestions in their papers. Similar to [50], NGmeet also adopted the IT method as the initialization. The values of other parameters in NGmeet were the same as those in the denoising case. We implemented NTSRLR on a supercomputer with 256G memory. On the WDC dataset, the supercomputer was out of memory when running NTSRLR. Hence we report the results on a subimage of size $100 \times 100 \times 191$.

Quantitative comparison. We calculated evaluation values of all the images from each dataset for each SR, and present the results in Tab. 5. We can see that NGmeet always achieves better evaluation results than the non-local similarity method NTSRLR and global-based method JTenRe3DTV. SpeCA yields evaluation values similar to those of NGmeet for the PaU and WDC datasets. However, it performs worse on the CAVE Toy image. CPPCA fails to reconstruct the image when the SR is low.

Visual comparison. Fig. 6 shows the color images of CAVE Toy (composed of bands 31, 11 and 6) before and after compressed reconstruction via different methods. Fig. 7 illustrates the spectral signature curves of pixel (150,150) reconstructed by different methods on CAVE Toy with SR of 0.02. SSHBCS fails to reconstruct the information of some bands, resulting in the loss of spectral information. JTenRe3DTV and NTSRLR produce some blurred details. Overall, NGmeet achieves the best visual results.

| Method      | GAP-TV | DeSCI | NGmeet |
|-------------|--------|-------|--------|
| PSNR        | 25.91  | 29.61 | 27.13  |
| SSIM        | 0.9094 | 0.9034 | 0.9130 |

5.2.2 Compressive HSI imaging

By utilizing the principles of compressed sensing, coded aperture snapshot spectral imagers (CASSI) have been employed for compressive HSI imaging [57]. Specifically, wavelength dependent coding is implemented by a coded aperture (physical mask) and a disperser, and the hardware compressed operator is known in advance. So far, GAP-TV [23] and DeSCI [51] methods have achieved satisfactory reconstruction results from images coded via CASSI. In this section, we also apply NGmeet to compressive HSI imaging reconstruction from the coded image, with the compressed operator provided by [51]. The evaluation data is the CAVE Toy image, which has also been utilized in [51].
5.3 HSI inpainting experiments

5.3.1 Simulated experiments

Setup. The MSI CAVE and HSI PaC images were used [19]. Following the settings in [19], we selected a subset from CAVE dataset of size $300 \times 300 \times 31$ for the experiments. The PaC image dataset is of size $200 \times 200 \times 80$. The observation ratio of pixels are of 5%, 10%, and 20%. Before inpainting, the MSI/HSIs were normalized to $[0, 255]$.

The following methods were compared: AWTC [18], HaLRTC [21], Tmac [23], HaLRTC [21], T-SVD [87], TVTR [17], LLRTC [19], NLLRTC [19], and NGmeet. Following [19], the proposed NGmeet was initialized as LLRTC.

Quantitative comparison. As presented in Tab. 6, NGmeet achieves the best results in almost all cases. Fig. 9 illustrates the PSNR and SSIM values of each band for different inpainting results on the Pavia dataset with SR as 0.05.

![Fig. 9. PSNR and SSIM values of each band for different inpainting results on Pavia dataset with SR as 0.05.](image)

Visual comparison. Fig. 10 illustrates the recovered images of different methods from PaU dataset with an SR of 5%. NGmeet achieves the highest PSNR and SSIM values almost in all bands, further demonstrating the advantage of the proposed method. The reconstruction results of GAP-TV and DeSCI were provided by [21]. Tab. 6 presents the evaluation values of NGmeet with those of GAP-TV and DeSCI. Fig. 8 illustrates different images reconstructed via different methods. It can be concluded that our method NGmeet achieves the best quantitative evaluation results, as well as the best visual results.

5.3.2 Remote sensing stripes inpainting

Experiments on the real-data stripes inpainting are performed here. The test data is consist of a time-series Landsat 7 ETM+ image of the Dubai area. The image size is $300 \times 300 \times 6 \times 8$, which is a spatial size of $300 \times 300$, 6 spectra, and 8 time nodes. We merged the spectral and time dimension and reshaped the image into size $300 \times 300 \times 48$ for the subsequent stripes inpainting. Fig. 12 displays one time node of a remote sensing image before and after inpainting via different methods. The color image is composed of bands 6, 5, and 4. Fig. 12(a-b) show the original missing image and the related masks, respectively. The visual results NGmeet achieves the best performance. LRRRTC, which is the initialization of NLLRTC and NGmeet, fails to reconstruct the missing image. However, both NLLRTC and NGmeet can rectify the missing information in LRRRTC and achieve the best and second-best inpainting results.

5.4 Ablation study

In this section, we report the results of an ablation study of our NGmeet model. We adopt the denoising task as the example because HSI restoration shares the same objective model [5] and denoising is the most fundamental task.

5.4.1 Empirical enhancement analysis

We firstly analysis NGmeet (Algorithm 1) with various empirical enhancement, including empirical solution (8) and (9) for step 5, re-matching of non-local similar groups and rank adaptation in each iteration. NGmeet($\delta = 2$) means $\delta = 2$ in Algorithm 1, NGmeet($\delta = 0$) means $\delta = 0$ in Algorithm 1, NGmeet($\delta = 0$, W/o Re) means adopting (9) to solve (7), NGmeet($\delta = 0$, W/o Re) means $\delta = 0$ without re-matching of non-local similar groups. From Fig. 13 NGmeet($\delta = 0$, W/o Re) perform almost the same in different restoration tasks, indicating the efficiency of optimizing A via (8) and (9), respectively. As the iterations, NGmeet($\delta = 2$) can achieve higher PSNR values compared to NGmeet($\delta = 0$), further suggesting the advantage of linear updating strategy of $K$. In addition, NGmeet($\delta = 0$) can achieve higher PSNR values compared to NGmeet($\delta = 0$, W/o Re). In summary, re-matching of non-local similar groups and rank adaptation of the dimension $K$ in Algorithm 1 disturb the theoretical convergence analysis; however, improve the performance.

Subsequently, we analyze parameter $K$, which is the key to integrating the spatial and spectral information. The proposed Algorithm 1 introduces a linear increase strategy (15) to estimate...
Fig. 10. Inpainting recovered image of different method from PaU dataset with SR as 0.05. The color image is composed of bands 80, 34, and 9 for the red, green, and blue channels, respectively.

### TABLE 7
Quantitative comparison of different algorithms in the simulated HSI inpainting experiments. The best results are in bold.

| Image | Index | AWTC | Tmac | HaLRTC | T-SVD | TVTR | LLRTC | NLLRTC | NGmeet |
|-------|-------|------|------|--------|-------|------|-------|--------|--------|
| Cave  | 5% PSNR(dB) | 18.02 | 25.27 | 19.81 | 27.90 | 27.93 | 32.80 | 36.80 | 38.10 |
|       | SSIM | 0.746 | 0.645 | 0.781 | 0.753 | 0.896 | 0.978 | 0.985 | 0.985 |
|       | SAM | 22.75 | 16.452 | 11.781 | 7.229 | 5.916 | 3.498 | 3.366 |
|       | 10% PSNR(dB) | 22.73 | 25.602 | 23.068 | 16.304 | 17.317 | 10.279 | 3.498 | 3.366 |
|       | SSIM | 0.799 | 0.798 | 0.882 | 0.944 | 0.965 | 0.978 | 0.983 | 0.983 |
|       | SAM | 22.75 | 16.452 | 11.781 | 7.229 | 5.916 | 3.498 | 3.366 |
|       | 20% PSNR(dB) | 29.34 | 34.18 | 32.76 | 36.79 | 43.95 | 43.65 | 48.35 | 49.90 |
|       | SSIM | 0.828 | 0.934 | 0.952 | 0.991 | 0.988 | 0.997 | 0.997 | 0.997 |
|       | SAM | 13.553 | 6.777 | 7.247 | 10.279 | 14.59 | 1.459 | 1.427 |
| PaU   | 5% PSNR(dB) | 27.53 | 26.62 | 23.47 | 28.03 | 31.86 | 35.19 | 38.84 | 39.81 |
|       | SSIM | 0.788 | 0.659 | 0.823 | 0.912 | 0.956 | 0.985 | 0.985 | 0.985 |
|       | SAM | 7.613 | 12.328 | 9.001 | 10.863 | 5.916 | 3.498 | 3.366 |
|       | 10% PSNR(dB) | 27.53 | 26.62 | 23.47 | 28.03 | 31.86 | 35.19 | 38.84 | 39.81 |
|       | SSIM | 0.799 | 0.798 | 0.882 | 0.944 | 0.965 | 0.978 | 0.983 | 0.983 |
|       | SAM | 22.75 | 16.452 | 11.781 | 7.229 | 5.916 | 3.498 | 3.366 |
|       | 20% PSNR(dB) | 29.34 | 34.18 | 32.76 | 36.79 | 43.95 | 43.65 | 48.35 | 49.90 |
|       | SSIM | 0.828 | 0.934 | 0.952 | 0.991 | 0.988 | 0.997 | 0.997 | 0.997 |
|       | SAM | 13.553 | 6.777 | 7.247 | 10.279 | 14.59 | 1.459 | 1.427 |

As analyzed in Section 3.2, with the increment of iterations, the noise variance decreases and the parameter K needs to increase to capture more detailed information. We adopt a linearly increase strategy with stepsize δ. Tab. 8 presents the influence of different δ with different σ₀² values and the related initial K by HySime. It can be observed that, the updating strategy of K improves the performance. In this paper, we fix the stepsize δ as 2 for the whole experiments.

### TABLE 8
The influence of different δ for NGmeet.

| PSNR(dB) | σ₀² = 10 | σ₀² = 50 | σ₀² = 100 |
|---------|----------|----------|-----------|
| δ = 0   | 43.09    | 36.49    | 33.54     |
| δ = 1   | 43.52    | 36.96    | 34.23     |
| δ = 2   | 43.43    | 37.02    | 34.21     |
| δ = 3   | 43.42    | 37.11    | 34.42     |

5.4.2 Computational efficiency

We demonstrate the efficiency of the proposed NGmeet. Compared to the previous non-local denoising methods, i.e., KBR [13] and LLRT [10]. NGmeet includes the additional stage A. Tab. 9 presents the computational time of the different stages of the three methods. These results, along with the complexity analysis in Tab. 1 and 9 lead us to conclude that NGmeet takes little time to project the original HSI onto a reduced image (stage A), however, earning huge advantage in stage B including group matching step and non-local denoising.

Fig. 15 displays the computational time and SSIM values of NGmeet, KBR [13] and LLRT [10]. As illustrated, with a larger number of bands, the computational time significantly increases.
Fig. 11. Spectral signature curves of pixel (50,50) reconstructed by all the compared methods on PaU with SR as 0.05.

Fig. 12. Reconstructed images of different methods from Landsat-7 dataset.

TABLE 9
Average running time (in seconds) of each stage for the non-local low-rank based methods. stage A: spectral low-rank denoising; stage B: spatial non-local low-rank denoising.

| Time (seconds) | KBR stage B | LLRT stage B | NGmeet stage A | NGmeet stage B | total |
|----------------|-------------|--------------|----------------|----------------|-------|
| CAVE           | 4330        | 1212         | 3              | 201            | 204   |
| Pat            | 528         | 488          | 2              | 37             | 39    |
| WDC            | 3570        | 1573         | 3              | 45             | 48    |

for KBR and LLRT but keeps almost the same for NGmeet. Besides, the best performance is also consistently best for NGmeet with different number of bands.

5.4.3 Convergence
To show the convergence behavior of NGmeet, Fig. 16 presents the PSNR values as the number of iterations increases on the WDC dataset. The results show that our method can converge to a stable PSNR value very quickly at different noise levels.

5.4.4 Choice of denoiser
In NGmeet, we choose WNNM [74] as the denoiser for each non-local patch. However, WNNM is not the only choice for our proposed NGmeet. Tab. 10 reports the results of NGmeet when either WNNM or WSNM [88] is used as the denoiser, the evaluation results of NGmeet with WSNM are a bit higher than those with WNNM. Thus, our proposed paradigm is consistent with other advanced denoiser, and better choice of the reduced image denoiser can further improve the results.

5.4.5 Comparison with deep learning
Deep learning has also been introduced to denoise HSIs [67], [89]. In HSI-DeNet [67], the model is trained on the ICVL dataset and tested on CAVE dataset. However, the authors [67] choose only 10 bands (bands 15-24) for training. For fair comparison, we also implement our proposed NGmeet on CAVE denoising with 10 bands, referred to as NGmeet_V1. Tab. 11 reports the qualitative evaluation results of HSI-DeNet and NGmeet_V1 and the original NGmeet (here, the test results were obtained for all CAVE bands, but only the related 10 bands were evaluated). From the results, it can be observed that our proposed method outperforms the deep learning based HSI-DeNet method, although HSI-DeNet was trained on the information from the ICVL dataset.

*26. https://labicvl.github.io/Datasets_Code.html*
Fig. 13. The comparison between the Algorithm 1 with different empirical settings. NGmeet(δ = 2) means δ = 2 in Algorithm 1, NGmeet(δ = 0) means δ = 0, NGmeet(9) means adopting (9) to solve (7), NGmeet(δ = 0, W/o Re) means δ = 0 without re-matching of non-local similar groups.

TABLE 10
Quantitative comparison of NGmeet with different non-local low-rank denoising algorithms on the simulated HSI PaU experiments. The PSNR is in dB, and best results are in bold.

| σ   | WNNM | WSNM | WSNM | WSNM |
|-----|------|------|------|------|
| Σ   | PSNR | SSIM | SAM  | PSNR | SSIM | SAM  | PSNR | SSIM | SAM  | PSNR | SSIM | SAM  |
| 10  | 43.17 | 0.992 | 2.61 | 36.97 | 0.971 | 4.30 | 34.29 | 0.948 | 5.18 | 30.61 | 0.890 | 6.86 |
| 30  | 43.44 | 0.992 | 2.45 | 37.19 | 0.972 | 3.95 | 34.40 | 0.949 | 4.74 | 30.68 | 0.892 | 6.66 |
| 50  | 43.65 | 0.992 | 2.26 | 37.52 | 0.973 | 3.59 | 34.68 | 0.950 | 4.34 | 30.80 | 0.894 | 6.48 |
| 100 | 43.86 | 0.992 | 2.07 | 37.85 | 0.974 | 3.25 | 34.90 | 0.951 | 4.03 | 31.02 | 0.896 | 6.28 |

Fig. 14. PSNR values achieved by NGmeet with different parameter K with δ = 0 on the PaC dataset.

Fig. 15. The computational time and SSIM values of different numbers of bands. WDC is used and noise variance is 100.

be concluded that when more bands are processed simultaneously, better denoising results can be obtained by our method.

6 CONCLUSION

In this paper, we have provided a new perspective about how to integrate spatial non-local similarity and global spectral low-rank property, which are explored using a low-dimensional orthogonal basis and reduced image denoising, respectively. The unified paradigm was used for the HSI restoration tasks of denoising, compressed HSI reconstruction and inpainting. We also proposed an alternating minimization method to solve the optimization of the proposed NGmeet method. The high performance of our method was confirmed by the simulated and real dataset experiments on the three different restoration tasks. In our unified spatial-spectral paradigm, the usage of WNNM [74] is not a must. In future, we plan to adopt Convolutional Neural Network [66, 67, 89, 90] to explore non-local similarity; and automated machine learning [91, 92] to help tuning and configuring hyper-parameters. Furthermore, we will also extend our model from Gaussian noise to mixed noise processing.
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