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The evolution of adiabatic waves with autoresonant trapped particles is described within the Lagrangian model developed in Paper I, under the assumption that the action distribution of these particles is conserved, and, in particular, that their number within each wavelength is a fixed independent parameter of the problem. One-dimensional nonlinear Langmuir waves with deeply trapped electrons are addressed as a paradigmatic example. For a stationary wave, tunneling into overcritical plasma is explained from the standpoint of the action conservation theorem. For a nonstationary wave, qualitatively different regimes are realized depending on the initial parameter $S$, which is the ratio of the energy flux carried by trapped particles to that carried by passing particles. At $S < 1/2$, a wave is stable and exhibits group velocity splitting. At $S > 1/2$, the trapped-particle modulational instability (TPMI) develops, in contrast with the existing theories of the TPMI yet in agreement with the general sideband instability theory. Remarkably, these effects are not captured by the nonlinear Schrödinger equation, which is traditionally considered as a universal model of wave self-action but misses the trapped-particle oscillation-center inertia.
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I. INTRODUCTION

Within the geometrical-optics (GO) approximation, adiabatic nonlinear waves in collisionless plasma are described conveniently within the average-Lagrangian formalism originally proposed by Whitham [1, 2]. In our Refs. [3, 4], further called Papers I and II, this formalism was restated to also accommodate effects of autoresonant particles trapped in wave troughs. Specifically, the corresponding Lagrangian density $\mathcal{L}$ and the nonlinear dispersion relation (NDR) were derived in Papers I and II (see also Ref. [5] and references therein), under the assumption that the action distribution of these particles is conserved, and, in particular, that their number within each wavelength is a fixed independent parameter of the problem. Here, the evolution of such waves will be studied.

It is commonly believed that, within the GO approximation, the wave evolution can be inferred from the NDR alone, in generalization of the well-known linear solution [6]. However, this does not apply to waves with autoresonant trapped particles. First of all, at small enough $a$, the adiabatic Lagrangian ceases to exist, because particles start to escape the wave potential. (Only $\delta$-shaped distributions of trapped particles are allowed at $a \to 0$.) Second, as flows from Paper I, $\mathcal{L}$ can contain terms which are independent of $a$ [so they cannot be inferred from Eq. (1)] and yet depend on $\omega$ and $k$, thus affecting the wave dynamics. This is also understood from the fact that trapped particles carry fractions of the wave momentum density $\rho = k_\omega$ and the energy flux density $\Pi = -\omega L_\omega$, a part of which is determined by the phase velocity rather than $a$. Therefore, examining just the NDR is insufficient to predict the evolution of these waves, contrary to Refs. [8–15]. Instead, the complete Lagrangian must be used [16].

Here, we show how effects captured by $\mathcal{L}$ but not by the NDR render the wave self-action due to autoresonant trapped particles unique among other self-action mechanisms. Specifically, we analyze the evolution of one-dimensional (1D) nonlinear Langmuir waves with deeply trapped autoresonant electrons as a paradigmatic example, illustrating the qualitative physics that is also expected for other distributions (except when dynamic trapping and detrapping become essential). For a stationary wave, tunneling into overcritical plasma [17–19] is explained from the standpoint of the action conservation theorem (ACT). For a nonstationary wave, qualitatively different regimes are realized depending on the initial parameter $S$, which is the ratio of the energy flux carried by trapped particles to that carried by passing particles. At $S < 1/2$, a wave is stable and exhibits group velocity splitting. At $S > 1/2$, the trapped-particle modulational instability (TPMI) develops, in contrast with the existing theories of the TPMI [9–11] yet in agreement with the general sideband instability (SI) theory [20]. Remarkably, these effects are not captured by the nonlinear Schrödinger equation (NLSE), which is traditionally considered as a universal model of wave self-action [6] but misses the inertial of the trapped-particle oscillation centers (OC).

The work is organized as follows. In Sec. [11] we formulate our analytical model in general. In Sec. [III] we present the wave Lagrangian in a simple form and derive the GO equations flowing from it. In Sec. [IV] we study waves in plasmas with parameters varying in space and time; in particular, wave tunneling into overcritical...
plasma is discussed. In Sec. VII we consider pulse propagation in homogeneous stationary plasma; specifically, the group velocity splitting is derived for $S < 1/2$, and the TPMI rate is calculated for $S > 1/2$. In Sec. VII we explain our results in the context of a more general stability criterion and compare them with other existing theories. In Sec. VII we summarize our main conclusions. Also, supplementary material is given in appendixes.

II. BASIC MODEL

The assumption that the number of trapped particles is fixed implies that (i) those are trapped in autoresonance deeply, such that they do not become untrapped when the wave parameters evolve; (ii) also, it is implied that there are no passing particles close to the resonance, so that no additional trapping can result from the wave evolution. (As models, corresponding distributions already proved useful for understanding paradigmatic effects driven by trapped particles [20–24]; yet, they can also form naturally as waves evolve [25].) Then, assuming also that the wave envelope is smooth and evolves slowly enough, an adiabatic Lagrangian density $\mathcal{L}$ in the GO approximation can be inferred from the general formalism reported in Paper I. For simplicity, we will focus on 1D nondissipative electrostatic waves in unmagnetized plasma here. In this case, $\mathcal{L}$ reads as (Paper I)

$$\mathcal{L} = \frac{(\partial_\pi \vec{\varphi})^2}{8\pi} + \frac{a^2}{16\pi} - \sum_s n_s (\mathcal{H}_s)_{fs},$$

(2)

which describes both the quasistatic potential $\vec{\varphi}$ (if any) and also the wave, to be characterized by the amplitude $a$, the frequency $\omega$, and the wave number $k$. The summation in Eq. (2) is taken over different species; $n_s$ are the corresponding densities averaged locally over the wave oscillations; $\mathcal{H}_s$ are the OC energies, and the angular brackets denote averaging over the particle distributions $f_s$.

We assume that $\omega$ is large enough, such that no ions are trapped and that the ion quiver motion is insignificant. Then,

$$n_i (\mathcal{H}_i)_{fs} = n_i \mathcal{H}_i = \mathcal{\Phi}_i + \epsilon n_i \vec{\varphi},$$

(3)

where $\mathcal{\Phi}_i$ is the ion thermal energy density, $\epsilon > 0$ is minus the electron charge, and $n_i$ is the ion density, which is equal to the electron unperturbed density $n_0$. (For clarity, we take the ion charge to be $e$.) Suppose also that the number of trapped electrons is small enough so that the wave can be considered monochromatic; for specific conditions see Refs. 20, 26, 27. Then, provided that all passing electrons are nonresonant, thus undergoing linear oscillations, one can write (Paper I)

$$n_e^{(p)} (\mathcal{H}_e^{(p)})_{fp} = \mathcal{\Phi}_e - (\epsilon - 1) \frac{a^2}{16\pi} - \epsilon n_e^{(p)} \vec{\varphi},$$

(4)

where $\mathcal{\Phi}_e$ is the electron thermal energy density, and $\epsilon(\omega, k)$ is the linear dielectric function. Finally, trapped electrons have (Paper I)

$$\mathcal{H}_e^{(t)} = \mathcal{E}_e^{(t)} - m_e u^2 / 2,$$

(5)

where $\mathcal{E}_e^{(t)}$ is the particle energy in the frame where the wave is stationary, $u = \omega / k$ is the phase velocity, and $m_e$ is the electron mass. Here, we will assume, for simplicity, that these particles initially reside at (and, due autoresonance, stick to) the very bottom of the wave potential troughs, so $\mathcal{E}_e^{(t)} = -ea/k - e\vec{\varphi}$. Hence,

$$n_e^{(t)} (\mathcal{H}_e^{(t)})_{fs} = -en_e^{(t)} a/k - en_e^{(t)} \vec{\varphi} - m_e n_e^{(t)} u^2 / 2.$$  

(6)

Combining the above equations yields

$$\mathcal{L} = \frac{ea^2}{16\pi} + e\sigma a + \frac{m\sigma \omega^2}{2k} + \frac{(\partial_\pi \vec{\varphi})^2}{8\pi} - e[n_0 - n^{(p)}] \vec{\varphi} + e\sigma k \vec{\varphi}. $$

(7)

Here we omitted the insignificant thermal energies, dropped the index $e$, and introduced $\sigma = n^{(t)}/k$, which is proportional to the number of trapped electrons within the local wavelength. In this paper, we will assume $\sigma(x, t) = const$ for simplicity; otherwise, see Paper I.

In what follows, we will also assume that the wave is close to stationary at each $x$. Then, to prevent the quasistatic field build-up, the total electron current must remain approximately zero (assuming that the ion current is zero). Hence, the flow velocity of passing electrons, $V_0$, is estimated as $18$ $19$

$$V_0 \sim u n^{(t)}/n^{(p)}. $$

(8)

We will assume that such $V_0$ does not affect the plasma dispersion, the condition being that the right-hand side of Eq. (6) remain small compared to other characteristic velocities in the system. In particular, we will require that it be small compared to the linear group velocity $v_{g0}$. (Remember that $v_{g0} \ll v_T \ll u$, where $v_T$ is the passing-electron thermal velocity; see also Sec. VII.) Thus,

$$\mathcal{N} \equiv \frac{n^{(t)}}{\kappa^2 n^{(p)}} \ll 1$$

(9)

will be assumed, where

$$\kappa \equiv k\lambda_D \ll 1,$$

(10)

and $\lambda_D = v_T/\omega_p$ is the Debye length. Since the bulk plasma is supposed to be cold, one can then take [28]

$$\epsilon = 1 - \frac{\omega_p^2}{\omega^2 - 3k^2u_T^2},$$

(11)

where $\omega_p = [4\pi n^{(p)} e^2/m]^{1/2}$ is the plasma frequency.
III. WAVE EQUATIONS

Varying $\mathcal{L}$ with respect to the wave variables yields wave equations in the geometrical-optics approximation as discussed in Paper I (see also Appendix A). In particular, $\partial_t \mathcal{L} = 0$ yields Eq. (1), or

$$\epsilon(\omega, k) + 8\pi\sigma e/a = 0,$$

which defines the wave NDR, $\omega = \omega(k, a)$. Using Eq. (11), one obtains then (cf. Paper I)

$$\omega^2 = \frac{\omega_p^2}{1 + 2\omega_i^2/\omega_E^2} + 3k^2v^2,$$

where $\omega_i = (4\pi n(t)e^2/m)^{1/2}$, and $\omega_E = (eak/m)^{1/2}$ is the characteristic frequency of the trapped-particle bounce oscillations in the wave troughs. Notice that the sinusoidal-wave approximation requires

$$\theta \equiv \omega^2/\omega_E^2 \ll 1.$$  (14)

Thus, even with the nonlinear corrections, within our model one still has the approximate equality $\omega^2 \approx \omega_p^2$; i.e., studied here are weakly nonlinear Langmuir waves.

Further, notice that $k = \partial_\xi \xi$ and $\omega = -\partial_\xi \xi$, where $\xi$ is the wave phase. Then $\delta_t \mathcal{L} = 0$ gives the ACT,

$$\partial_t \mathcal{I} + \partial_x \mathcal{J} = 0,$$

where $\mathcal{I} \equiv \mathcal{L}_\omega$ is the action density,

$$\mathcal{I} = \frac{\epsilon_\omega a^2}{16\pi} + m\sigma u,$$

and $\mathcal{J} \equiv -\mathcal{L}_k$ is the action flux density,

$$\mathcal{J} = -\frac{\epsilon_k a^2}{16\pi} + \sigma \left(\frac{mu^2}{2} - e\varphi\right).$$  (17)

As argued in Appendix A the contribution of $e\varphi$ in Eq. (17) can be neglected in the paradigmatic regimes that we consider here. (For effects of prescribed nonzero $\varphi$, which also flow from Eq. (15), see Ref. [25].) This eliminates $\varphi$ from the wave equations altogether, so the wave Lagrangian can henceforth be used in a reduced form,

$$\mathcal{L}(a, \omega, k) = \epsilon(\omega, k) \frac{a^2}{16\pi} + e\sigma a + \frac{m\sigma \omega^2}{2k},$$

yielding, in particular, that

$$\mathcal{I} \approx \frac{a^2}{8\pi\omega} + m\sigma u, \quad \mathcal{J} \approx \frac{3k\nu_1^2a^2}{8\pi\omega^2} + \frac{m\sigma u^2}{2}.$$  (19)

Remarkably, the contribution of autoresonant trapped particles to $\mathcal{L}$ is of lower order in $a$ than the leading (first) term. Compared to common nonlinear waves, this is quite unusual. Moreover, the third term in $\mathcal{L}$, which is due to the trapped-particle OC inertia, is completely independent of the field amplitude and yet cannot be dropped as it still depends on $\omega$ and $k$. Below, we show how certain paradigmatic effects result from this inertia term, specific to waves with trapped particles. Notice also that, at least qualitatively, those effects are not limited to the model of deeply trapped particles that we adopt. This is because the $a$-independent term in $\mathcal{L}$ originates from the second term in Eq. (5), which is independent of $\hat{L}_{(t)}$ and thus yields a contribution invariant to the trapped-particle distribution. In particular, the application of the Whitham’s approach in Ref. [15] is hence invalidated [30], and some other existing theories must be revised, as we will argue in Sec. IV.

IV. WAVE TRANSFORMATIONS IN PLASMA WITH VARYING PARAMETERS

Now that $\mathcal{L}$ is known explicitly, one can apply the ACT to infer the wave evolution in plasma with parameters varying in space and time. In particular, integrating Eq. (15) over the volume predicts the conservation of the wave total “number of quanta”, $\int \mathcal{I} \, dx = \text{const}$. Combined with the NDR, for a homogeneous wave this yields, for instance, $a = a(\omega(t))$ in the same manner as for linear waves discussed in Refs. [28, 31, 32]. Below, we consider another example, namely, stationary wave propagation in inhomogeneous plasma. Unlike in Refs. [17, 19], where an ad hoc solution of the Vlasov equation was employed to address a similar problem, we will show that our ACT yields the same results straightforwardly.

For a stationary wave Eq. (15) gives $\mathcal{J} = \text{const}$. Since one also has $\partial_x \omega = 0$ in that case [Eq. (12)], this is understood as conservation of the wave energy flux $\Pi = \omega \mathcal{J}$ (cf. Appendix B), or

$$\Pi^{(p)} + \Pi^{(t)} = \text{const},$$

where we introduced the densities of energy fluxes carried
by passing particles and trapped particles, respectively:
\[ \Pi^{(p)} = \frac{3k^2 c^2 \sigma^2}{8\pi \omega}, \quad \Pi^{(t)} = \frac{1}{2} n(t) m v^3 \]  
(21)
(cf. also Refs. [13,33]). If the ratio
\[ S \equiv \frac{\Pi^{(t)}}{\Pi^{(p)}} \]  
(22)
is small, one can anticipate that the wave is in the linear regime and is not affected significantly by trapped particles. However, \( S \) can become large as the plasma density varies along the ray trajectory. Then the wave dynamics becomes essentially nonlinear, which is seen as follows.

Let us introduce \( \Omega_p(x) = \omega_p(x)/\omega \) and \( \kappa = k\lambda_T \approx \kappa \), where \( \lambda_T = v_T/\omega \approx \lambda_D \); also, \( \nu = \sigma/(n_c v_T) \approx N_c \), with \( n_c \) being the critical density, and \( \phi = ea/(m_0 v_T) \). Then Eq. (20) rewrites as
\[ 3\zeta \phi^2 + \nu/\kappa^2 = 3\Theta, \]  
(23)
where \( \Theta \) is some constant determined by boundary conditions. Also, we can substitute \( \kappa \) from Eq. (13), namely,
\[ 3\zeta^2 \approx (1 - \Omega_p^2) + 2\nu/\phi. \]  
(24)
Then the equation for \( \phi \) reads as
\[ \frac{\phi^2}{\sqrt{3}} \sqrt{1 - \Omega_p^2 + 2\nu/\phi + \frac{\nu}{1 - \Omega_p^2 + 2\nu/\phi}} = \Theta. \]  
(25)
Hence, the effect of trapped particles is determined by two parameters: \( S \), defined in agreement with Eq. (22) as the ratio of the terms on the left-hand side here, and also \( \zeta \), which is a measure of how \( \kappa \) is affected by the nonlinearity [cf. Eq. (24)]; namely,
\[ S \sim \frac{\nu/\kappa^2}{\zeta \phi^2}, \quad \zeta \equiv \frac{\nu/\phi}{\kappa^2}. \]  
(26)
Suppose that a wave is launched from a subcritical region (\( \Omega_p < 1 \)) and initially is close to linear \( (S \ll 1, \zeta \ll 1) \), the boundary condition thus being \( \Theta \approx \zeta_0 \phi_0 \). Then, at first, \( \phi \approx \phi_0(\zeta_0/\zeta)^{1/2} \), so \( \zeta \) remains constant. Yet \( S \) grows as \( \kappa^2 \), and eventually one gets \( S \approx 1 \), at some \( x = x_0 \) [34]. Beyond that point, the second term in Eq. (23) dominates, resulting in constant \( \zeta^2 \approx \nu/(3\Theta) \). Hence Eq. (24) yields \( \Omega_p^2 - 1 + \nu/\Theta = 2\nu/\phi \), or
\[ \phi = \frac{2\nu}{\Omega_p^2 - 1 + \nu/\Theta}. \]  
(27)
As \( \Omega_p \) grows further, \( \phi \) starts to decrease then (Fig. 1). Finally, the wave reaches \( x = x_c \), where \( \Omega_p^2 = 1 \) [and thus \( \zeta(x_c) \approx 1 \)]. At that location, \( \phi \) equals about \( 2\Theta \) and then continues analytically into the overcritical region.

Hence, in contrast with a linear wave (for which a GO solution with nonzero \( \Pi \) would be impossible there), a nonlinear wave loaded with trapped particles can, in principle, penetrate overcritical plasma, in agreement with Refs. [17,19]. In particular, since the inhomogeneity scale does not enter the above equations explicitly, it can always be chosen large enough, so as to ensure the validity of the GO profile we derived. However, notice that such a wave will propagate adiabatically for limited time only. This is because \( S(x \gtrsim x_c) \gtrsim (\nu/\Theta)^{-1/2} \gg 1 \), in which case the wave is unstable, as we will now discuss.

V. PULSE PROPAGATION

Let us consider the envelope dynamics, assuming, for simplicity, that the plasma is homogeneous and stationary. Since the ACT [Eq. (15)], serving as the envelope equation, contains only first-order derivatives of \( a \), the diffraction is hereby neglected. Within this approximation, a linear pulse would conserve its shape, traveling at the linear group velocity \( v_g \). A nonlinear wave, in contrast, will undergo distortion, particularly because it can have two group velocities \( v_g \).

A. Group velocity splitting

Specifically, following Refs. [1,2], we define \( v_g \) here as the velocities of information (rather than that of the energy, like in Refs. [33,35]), which propagates along characteristics of the wave equation (Appendix B). Hence, \( v_g \) are found explicitly from Eqs. (B21)-(B24), via substituting Eq. (18) for \( \Pi \). Using Eqs. (10) and (14), after a tedious yet straightforward calculation, one gets then
\[ v_g = v_g(1 + S\Theta \pm g)/(1 + 3S\Theta^2), \]  
(28)
where \( v_{g0} \approx 3\kappa v_T \), and

\[
g = \Omega_E \sqrt{S(1/2 - S)},
\]

with \( \Omega_E \equiv \omega_E/\omega_p \); in particular, \( S = \vartheta/(3\Omega_E^2\kappa^2) \). We assume that the nonlinear corrections to \( v_{g0} \) are small, i.e.,

\[
S\vartheta \ll 1, \quad g \ll 1,
\]

where the former inequality ensures that the denominator in Eq. (28) is also close to unity. (For a summary of our assumptions, see Fig. 2.) Hence,

\[
v_g \approx v_{g0}\left[1 \pm \Omega_E \sqrt{S(1/2 - S)}\right],
\]

with a characteristic shape of \( v_g(\kappa) \) shown in Fig. 3.

Although small, the second term in Eq. (31) is retained because it is responsible for essentially nonlinear effects. In particular, consider the case when \( S < 1/2 \). Then \( g \) is real, causing the group velocity splitting by \( \Delta v_g = 2v_{g0}g \). This means, for example, that a general modulation imposed on the wave profile eventually splits into two signals propagating with different velocities [Fig. 4(a)]. Each signal may then evolve further, if having a finite spread of \( a \) and thus of \( v_g \) too; however, such a signal will be comprised of characteristics that all correspond to the same sign in Eq. (31), so further splitting per se will not occur. As we remind in Appendix B, the pulse splitting is an inherent feature of all nonlinear waves, as well known in classical hydrodynamics [2, 39] and also observed in plasma physics experiments [8, 49].

**B. TPMI**

In contrast, at \( S > 1/2 \), Eq. (31) yields no real solutions for \( v_g \). Then, the wave is TPMI-unstable, as illustrated in Fig. 4(b). One can also assess the wave stability using another approach, which yields the TPMI rate explicitly. Instead of searching for characteristics, take

\[
a = a_0 + \Delta a, \quad \omega = \omega_0 + \Delta \omega, \quad k = k_0 + \Delta k
\]

**FIG. 3:** (a) Nonlinear group velocities, \( v_g^+ \) and \( v_g^- \) [Eq. (31)] vs. \( \kappa \), for sample \( \Omega_E \) and \( \vartheta \); the dashed line shows the linear group velocity \( v_{g0} \). At \( S > 1/2 \), corresponding to \( \kappa < \kappa_S \equiv \Omega_E^{-1} \sqrt{2/3} \), no real solutions exist for \( v_g \), rendering the wave unstable. (b) Close-up at \( \kappa \approx \kappa_S \).

and assume that the perturbations, denoted by \( \Delta \), are small compared to the corresponding homogeneous parameters, denoted by 0. Then, one can linearize the GO equations [Eqs. (B1)-(B3)] and find the dispersion relation \( \Delta\omega(\Delta k) \), which is linear in the sense that it is independent of \( \Delta a \) (albeit not of \( \Delta a_0 \)). Specifically, under the same assumptions as for Eq. (31), one can show that

\[
\Delta \omega = \Delta k v_{g0}(1 \pm g).
\]

**VI. DISCUSSION**

**A. Stability criterion**

The TPMI threshold also can be inferred from the generalized Lighthill’s criterion (GLC), which states that a wave is stable when \( \omega_2(k, \ell)J_0(k, \ell) > 0 \) [Appendix B]. To see this, let us first rewrite \( I \) as

\[
I \approx \frac{a^2}{8\pi \omega_p} \frac{m \sigma \omega_p}{k},
\]

**FIG. 4:** (Color online) Evolution of the perturbation \( \Delta(a_0^2) = -0.03a_0^2 \exp(-x^2/\ell^2) \) to a homogeneous wave with the initial amplitude \( a_0 \). The solution is obtained by numerical integration of Eqs. (B1)-(B3), with \( \ell \) taken from Eq. (18), for the same parameters as in Fig. 3 and \( \ell = 20\lambda_D \). Shown is \( \Delta(a^2) \) (arbitrary color scaling), vs. \( t \) and \( x \) in the frame moving with the linear group velocity \( v_{g0} \); the units are \( \omega_p^{-1} \) and \( \lambda_D \), correspondingly. (a) \( \kappa = 0.2 \), so \( S = 1/4 \); the wave is stable, resulting in signal splitting. (b) \( \kappa = 0.1 \), so \( S = 1 \); the wave is TPMI-unstable.
from where one gets \( a = a(k, T) \), with \( a \chi > 0 \). Since \( \omega_n(k, a) > 0 \), the latter yields \( \omega_T (k, T) > 0 \), so the GLC takes the form \( \mathcal{J}_k (k, T) > 0 \). Further, using that

\[
\mathcal{J} \approx \frac{3k v_0^2 a^2}{8 \pi \omega_p^2} + \frac{m \sigma \omega_p^2}{2 k^2},
\]

we obtain

\[
\mathcal{J}_k \approx \frac{3 v_0^2 a^2}{4 \pi \omega_p^2} \left( 2 - S + \frac{k a k}{a} \right).
\]

Since \( k a k/a \approx 3 S k^2 \ll S \) [from Eq. (36)], the GLC hereby rewrites as \( S < 1/2 \), in agreement with the criterion that we found earlier from Eq. (31).

Notice that waves with other distributions of trapped electrons also can be studied similarly. (Of course, \( \sigma \) still must be conserved, which is not the case, e.g., for distributions nonzero near the trapping boundary; cf. Paper II.) For example, if \( \omega_n (k, a) < 0 \), the GLC would read as \( S > 1/2 \), assuming that Eqs. (36) and (37) still hold approximately. However, remember that the GLC, and the underlying Whitham’s formalism overall, neglects diffraction and assesses the stability of only adiabatic perturbations with small enough \( \Delta k \). Even when those are stable, at larger \( \Delta k \) a more general SI [21, 23, 40] may develop [20], for which the TPMI, when present, can be considered as the adiabatic limit. In particular, notice that it is the general SI rather than the TPMI that is responsible for the effects reported in Ref. [40].

**B. Comparison with the existing theories**

The SI is treated systematically in Ref. [20] from where a rate can be inferred that matches our Eq. (35) under the appropriate conditions (Appendix C). Yet, our results are in drastic variation with the traditional [11] models of the TPMI [9, 11], for those predict that a wave is always stable when resonant electrons remain deeply trapped [9]. The discrepancy is due to the fact that Refs. [9, 11] rely on the NLSE, which neglects the contribution of the \( a \)-independent term in \( \mathcal{L} \) and thus is generally inapplicable to waves with trapped particles [42]. A more detailed comparison would require accounting for diffraction (which is out of the scope of our model), but it is already seen that the NLSE-based models do not apply at large \( S \). (Interestingly, disagreement between those models and numerical simulations has already been reported before; see, e.g., Refs. [11, 43].)

In connection to this, notice that at \( k \gtrsim 0.2 \), which is usually associated with large enough \( n(t) \) [26], \( S > 1/2 \) is achieved easily, not to mention that SI may develop too. Thus, the effect of the trapped-particle OC inertia on \( \gamma \) that we discuss here is important for assessing the wave stability under practical conditions. Also notice that the actual NDR may be nonlocal (Paper II), contrary to the tacit assumption used commonly. Hence, further investigation may be needed to adequately model the TPMI and related effects.
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**Appendix A: Electrostatic potential**

Let us discuss the specific conditions under which the electrostatic potential \( \bar{\varphi} \) can be neglected in Eq. (17). First of all, the equation for \( \bar{\varphi} \) is obtained from \( \delta_x \mathcal{L} = 0 \) [Eq. (7)] and represents the usual Poisson’s equation,

\[
\partial^2_x \bar{\varphi} = -4 \pi e \left[ n_0 - n(p) - n(t) \right],
\]

where \( n_0 \) is determined by initial conditions, and \( n(t) \) is “frozen” into the wave, due to \( \sigma = \text{const.} \). To find \( n(p) \), consider the momentum equation for passing electrons,

\[
m ( \partial_t V_0 + V_0 \partial_x V_0 ) = \partial_x (e \bar{\varphi} - \Phi) - T \partial_x \ln n(p),
\]

where we assumed, for simplicity, that the plasma is isothermal and included the ponderomotive potential, \( \Phi \approx e^2 a^2 / (4 m \omega_p^2) \) (in contrast with Ref. [18], where \( \Phi \) was left out).

Since \( \Phi / m V_0^2 \sim \bar{\varphi}^{-2} \gtrsim 1 \), we can neglect the convective term on the left-hand side immediately. The other term can be estimated from

\[
m \partial_t V_0 \sim m v_{g0} \partial_x \bar{V}_0,
\]

**VII. CONCLUSIONS**

In this paper, the evolution of adiabatic waves with autoresonant trapped particles is analyzed under the assumption that the action distribution of these particles is conserved, and, in particular, that their number within each wavelength is a fixed independent parameter of the problem. Particularly, 1D nonlinear Langmuir waves with deeply trapped autoresonant electrons are addressed as a paradigmatic example, illustrating the qualitative physics that is also expected for other distributions (except when dynamic trapping and detrapping become essential). For a stationary wave, tunneling into overcritical plasma is explained from the standpoint of the action conservation theorem. For a nonstationary wave, qualitatively different regimes are realized depending on the initial parameter \( S \), which is the ratio of the energy flux carried by trapped particles to that carried by passing particles. At \( S < 1/2 \), a wave is stable and exhibits group velocity splitting. At \( S > 1/2 \), the trapped-particle modulational instability develops, in contrast with the existing theories of the TPMI yet in agreement with the general SI theory. Remarkably, these effects are not captured by the nonlinear Schrödinger equation, which is traditionally considered as a universal model of wave self-action but misses the trapped-particle OC inertia.
with tilde henceforth denoting perturbations to stationary values. From the continuity equation,
\[ \partial_t n^{(p)} + \partial_x \left[ n^{(p)} V_0 \right] = 0, \quad (A4) \]
one gets that \( \Delta V_0 \sim v_{g0} \tilde{n}^{(p)}/n^{(p)} \); hence,
\[ m \partial_t V_0 \sim m v_{g0}^2 \partial_x \tilde{n}^{(p)}/n^{(p)} \ll T \partial_x \tilde{n}^{(p)}/n^{(p)}. \quad (A5) \]
This allows one to neglect the inertia term compared to the pressure term in Eq. (A2), thus yielding
\[ \partial_x \left[ -e \tilde{\varphi} + \Phi + T \ln n^{(p)} \right] = 0. \quad (A6) \]
For weak enough waves, with \( \Phi \ll T \), or
\[ \Omega_E \ll \kappa, \quad (A7) \]
one can thereby estimate the maximum \( \tilde{\varphi} \) as
\[ e \tilde{\varphi} \lesssim T \ll m u^2. \quad (A8) \]
For the purpose of Sec. IV, Eq. (A8) is already enough to neglect \( e \tilde{\varphi} \) in Eq. (17). For the other regimes that we discuss, one may assume \( e \tilde{\varphi} \ll T \), yet what matters in Eq. (17) now are only variations of \( m u^2 \), which may not be smaller than \( e \tilde{\varphi} \); thus, Eq. (A8) becomes insufficient. In this case, let us revert to Eq. (A4) and substitute
\[ n^{(p)} = n_0^{(p)} e^{(e \tilde{\varphi} - \Phi)/T} \approx n_0^{(p)} \left[ 1 + (e \tilde{\varphi} - \Phi)/T \right] \quad (A9) \]
from Eq. (A6); hence,
\[ \lambda_D^2 \partial_{xx}^2 (e \tilde{\varphi}) = e \tilde{\varphi} - \Phi + T \tilde{n}^{(t)}/n_0^{(p)}, \quad (A10) \]
where \( n_0^{(p)} \) is the unperturbed density of passing electrons. The latter term in Eq. (A10) is negligible, due to
\[ T \tilde{n}^{(t)}/n_0^{(p)} \lesssim S k^4 \ll 1, \quad (A11) \]
provided that \( S \) is moderate. (Remember that we are mostly interested in regimes with \( S \sim 1 \).) At \( \lambda_D^2 \partial_{xx}^2 \ll 1 \), one gets then \( e \tilde{\varphi} \approx \Phi \). On the other hand,
\[ \frac{\sigma \Phi}{\epsilon_k a^2/16\pi} \sim N \ll 1 \quad (A12) \]
[Eq. 9]. Thus, again, \( e \tilde{\varphi} \) is negligible in Eq. (17).

**Appendix B: Nonlinear group velocities and wave stability**

In this appendix, we concisely restate, to avoid ambiguity, the concept of the group velocity for linear and nonlinear waves, as introduced originally by Whitham [1] [2] (see also Refs. [35] [41] [47]), and discuss how it is connected with the wave stability.

### 1. Conservation laws and flow velocities

For simplicity, we will assume a 1D system, the generalization to the case of multiple dimensions being straightforward. In the GO approximation, the wave is completely described by its amplitude \( a \), frequency \( \omega \), and the wave number \( k \), so the Lagrangian density can be taken in the form \( \mathcal{L}(a, \omega, k; t, x) \). Then, like in Sec. III the wave equations read as
\[ \mathcal{L}_a = 0, \quad (B1) \]
\[ \partial_t k + \partial_x \omega = 0, \quad (B2) \]
\[ \partial_t \mathcal{L}_\omega - \partial_x \mathcal{L}_k = 0. \quad (B3) \]
Equation (B1) defines the NDR, \( \omega = \omega(k, a) \). Equation (B2) is the consistency condition, satisfied due to
\[ \omega = -\partial_t \xi, \quad k = \partial_x \xi, \quad (B4) \]
where \( \xi \) is the field phase. [Notice, in particular, that Eq. (B2) can be understood as the continuity equation for wave crests, with \( k \) being the crest density, and \( \omega = ku \) being the crest flux density.] Finally, Eq. (B3) is the ACT, also known in the form (15), or
\[ \partial_t \mathcal{I} + \partial_x (v_I \mathcal{I}) = 0, \quad (B5) \]
with \( v_I = -\mathcal{L}_k/\mathcal{L}_\omega \) serving as the action flow velocity.

Suppose now that the medium is stationary, i.e., \( \mathcal{L} \) does not depend on \( t \) explicitly. Then, \( \partial_t \mathcal{L} = \mathcal{L}_\omega \partial_t \omega + \mathcal{L}_k \partial_t k \), where we used Eq. (B1). Thus,
\[ \partial_t (\omega \mathcal{L}_\omega - \mathcal{L}_k) = \omega \partial_t \mathcal{L}_\omega + \mathcal{L}_\omega \partial_t \omega - \mathcal{L}_k \partial_t \omega - \mathcal{L}_k \partial_t k \]
\[ = \omega \partial_t \mathcal{L}_\omega - \mathcal{L}_k \partial_t k \]
\[ = \omega \partial_x \mathcal{L}_k + \mathcal{L}_k \partial_x \omega \]
\[ = \partial_x (\omega \mathcal{L}_k), \quad (B6) \]
where Eqs. (B2) and (B3) were employed. Similarly, if \( \mathcal{L} \) does not depend on \( x \) explicitly, one gets
\[ \partial_x (k \mathcal{L}_k - \mathcal{L} = \partial_x (k \mathcal{L}_\omega). \quad (B7) \]
Equations (B6) and (B7) represent the conservation laws for the wave energy and momentum and can be written as
\[ \partial_t \varepsilon + \partial_x (v_I \varepsilon) = 0, \quad \partial_t \rho + \partial_x (v_I \rho) = 0, \quad (B8) \]
where we introduced
\[ \varepsilon = \omega \mathcal{L}_\omega - \mathcal{L}, \quad \rho = k \mathcal{L}_\omega \quad (B9) \]
for the energy density and the momentum density and
\[ v_I = -\frac{\omega \mathcal{L}_k - \mathcal{L}}{\omega \mathcal{L}_\omega - \mathcal{L}}, \quad v_I = -\frac{k \mathcal{L}_k - \mathcal{L}}{k \mathcal{L}_\omega} \quad (B10) \]
for the corresponding flow velocities. In particular, notice that the energy flux density \( \Pi \equiv \varepsilon v_I \) and the momentum flux density \( \mathcal{P} \equiv \rho v_I \) are then given by
\[ \Pi = -\omega \mathcal{L}_k, \quad \mathcal{P} = \mathcal{L} - k \mathcal{L}_k. \quad (B11) \]
In general, $v_T$, $v_x$, and $v_g$ are all different from each other. The exception is the linear regime, which is defined as the regime when $\omega(k)$, inferred from Eq. \[B1\], is independent of $a$. The latter is possible if $\mathcal{L}_a$ has the form $\mathcal{L}_a = \mathcal{D}(\omega,k)A_a$, where $A_a$ is some function such that $A_a$ is nonzero; hence $\mathcal{L} = \mathcal{D}(\omega,k)A$. Since Eq. \[B1\] thereby reads as $\mathcal{L}(\omega,k) = 0$, one has $\mathcal{L} = 0$, so

$$v_x = v_p = v_T = -\mathcal{L}_k/\mathcal{L}_\omega. \tag{B12}$$

From differentiating $\mathcal{L}(a,\omega(k),k) = 0$ with respect to $k$, one gets $-\mathcal{L}_a/\mathcal{L}_\omega = \omega_k \equiv v_{g0}$, with the latter known as the linear group velocity. Therefore, in the linear regime,

$$v_x = v_p = v_T = v_{g0}. \tag{B13}$$

Notice also that a pulse is usually linear at its front and tail (except in the presence of trapped particles), since the field is weak there. Hence, it is only within the pulse that Eq. \[B13\] can be violated, due to nonlinear effects.

2. Nonlinear group velocity

By analogy with the linear case [Eq. \[B13\]], the nonlinear group velocity $v_g$ is often defined as $v_x$ too \[35-38\], or as $\omega_k$ with the derivative taken at fixed $\mathcal{L}/\omega$, since

$$(\omega_k)_{\mathcal{L}/\omega} = -\frac{\partial_k(\mathcal{L}/\omega)}{\partial_a(\mathcal{L}/\omega)} = -\frac{\mathcal{L}_k}{\mathcal{L}_\omega} = v_x. \tag{B14}$$

However, this generalization is arbitrary, and other definitions, such as $v_g = v_p$ or $v_g = v_T$, would be equally justified. In fact, the latter would be more fundamental, because the ACT holds also in nonstationary medium, unlike the energy conservation law.] More consistently, $v_g$ is defined as the velocity of information, i.e., the velocity on characteristics \[1\,2\]. Below, we restate how it is calculated in the general nonlinear problem.

To find characteristics of Eqs. \[B1\], \[B3\], let us consider traveling-wave solutions, with the propagation velocity $v_g$ yet to be found. In other words, let us search for solutions in the form where all the wave variables are expressed through a single variable $\xi(x,t) \equiv x - X(t)$, such that $d_t X = v_g$; then, $\partial_x = d_\xi$ and $\partial_t = -v_g d_\xi$. In particular, one thereby gets from Eq. \[B12\] that

$$v_g = \omega'/k' \equiv d_k \omega, \tag{B15}$$

where primes denote $d_\xi$, and $d_k$ is taken in the sense that $\omega = \omega(k,a(k))$. [Notice that the latter local relation holds on a characteristic only, and generally there are two branches of $\omega(k,a(k))$ corresponding to the two different types of characteristics that we will find.] Hence, understanding the nonlinear group velocity as the characteristic velocity represents a natural generalization of $v_{g0}$.

To actually find $v_g$, we proceed as follows. Using that

$$\partial_t \mathcal{L}_\omega = \mathcal{L}_{\omega a} \partial_t a + \mathcal{L}_{\omega \omega} \partial_t \omega + \mathcal{L}_{\omega k} \partial_t k, \tag{B16}$$
$$\partial_x \mathcal{L}_k = \mathcal{L}_{ka} \partial_x a + \mathcal{L}_{kk} \partial_x k + \mathcal{L}_{kw} \partial_x \omega, \tag{B17}$$

one can rewrite the ACT as

$$v_g (\mathcal{L}_{\omega a} a' + \mathcal{L}_{\omega \omega} \omega' + \mathcal{L}_{\omega k} k') + \mathcal{L}_{ka} \partial_x a + \mathcal{L}_{kk} \partial_x k + \mathcal{L}_{kw} \partial_x \omega = 0. \tag{B18}$$

Here $a'$ can be derived from Eq. \[B1\], after differentiating the latter with respect to $\xi$:

$$0 = d_\xi \mathcal{L}_a = \mathcal{L}_{aa} a' + \mathcal{L}_{a \omega} \omega' + \mathcal{L}_{a k} k'. \tag{B19}$$

Specifically, one gets

$$\frac{da}{dk} = -\frac{\mathcal{L}_{aa} v_g + \mathcal{L}_{ak}}{\mathcal{L}_{aa}}, \tag{B20}$$

so Eq. \[B18\] rewrites as follows

$$pv_g^2 + 2rv_g + q = 0, \tag{B21}$$

where we introduced

$$p = \mathcal{L}_{aa} \mathcal{L}_{\omega \omega} - \mathcal{L}_{ka}^2, \quad r = \mathcal{L}_{aa} \mathcal{L}_{kk} - \mathcal{L}_{aa} \mathcal{L}_{k\omega}, \quad q = \mathcal{L}_{kk} \mathcal{L}_{aa} - \mathcal{L}_{ka}^2. \tag{B22-24}$$

Since Eq. \[B21\] is a quadratic equation for $v_g$, there are generally two group velocities different from each other (regardless of the type of nonlinearity), causing signal splitting. The exception is the linear regime. In that case, it is convenient to use $A$ instead of $a$ (Sec. \[B1\]); then the same equations hold, if $\partial_a$ is replaced with $\partial_A$. On the other hand, $\mathcal{L}_{AA} = 0$, so one obtains

$$v_g^2 \mathcal{L}_{\omega A}^2 + 2v_g \mathcal{L}_{\omega A} \mathcal{L}_{kA} + \mathcal{L}_{kA}^2 = 0 \tag{B25}$$

(cf. also Ref. \[39\]), yielding that the two roots coincide:

$$v_g = -\mathcal{L}_{kA} / \mathcal{L}_{\omega A} = -\mathcal{L}_k / \mathcal{L}_\omega = v_{g0}. \tag{B26}$$

Thus, we again see that the nonlinear $v_g$, defined as the characteristic velocity, equals $v_{g0}$ in the linear limit.

3. Stability criterion

If $\rho^2 < pq$, there are no real solutions for $v_g$, so no stable envelope is possible in this regime. This means that amplitude modulations will grow with time, i.e., the wave is modulationally unstable, unless $\rho^2 \geq pq$. Below, we will put this criterion in a yet different form \[2\], which we will need in the main text.

Let us choose the action density $I \equiv \mathcal{L}_\omega$ to serve as an independent variable instead of $a$. Also, using the NDR, exclude $\omega$ from the list of independent variables; hence,

$$\omega = \omega(k,I), \quad a = a(k,I), \quad J = J(k,I), \tag{B27}$$

where $J = -\mathcal{L}_k$ is the action flux density. In particular, notice that $\mathcal{L}$ takes the following form:

$$\mathcal{L}(a(k,I),\omega(k,I),k) \equiv \Lambda(k,I), \tag{B28}$$
so $\Lambda_A = \mathcal{I}_a - J$ and $\Lambda_T = \mathcal{I}_T$, due to Eq. (B1). Now Eqs. (B2) and (B3) on characteristics read as

\[-v_g k' + \omega_k k' + \mathcal{I}_T' = 0, \quad -v_g I' + J_k k' + J_T I' = 0.\]

From $\Lambda_A = \Lambda_{Tk}$, it follows that $\omega_k = J_T$, so one gets

\[v_g = \omega_k \pm \sqrt{\omega_T J_k}.\]  
(B29)

(In a linear wave, $\omega_T = 0$, so there is only one group velocity, $v_g = v_{g0}$.) Hence, the wave is stable if

\[\omega_T J_k > 0.\]  
(B30)

In particular, when $\omega_T$ is small, one can substitute in Eq. (B30) the lowest-order approximation for $J_T$, yielding $\omega_T J_k = \omega_T \mathcal{I} \partial_k v_{g0}$. Suppose that, approximately, $\mathcal{I} \propto a^2$ (corresponding to the most common choice of $a$), so $\omega_T \mathcal{I} = \omega_o a/2$. Then, required for stability is the condition $\omega_o \partial_k v_{g0} > 0$. The latter is equivalent to that flowing from, e.g., Eq. (4) in Ref. [9] or Eq. (7) in Ref. [48] and also agrees with the Lighthill's original criterion for weakly nonlinear waves [16]. Hence, in the main text, Eq. (B30) is called the generalized Lighthill's criterion.

Appendix C: TPMI as the adiabatic limit of SI

Let us compare the TPMI rate that we found in Sec. V with that flowing from Ref. [20] for the more general SI [21, 25, 40]. Specifically, we will consider the limit $S \gg 1$, where Eq. (23) of Ref. [20] applies, reading as

\[1 - \frac{A}{\Delta \omega^2} \left( S \mathcal{T} T \right)^2 = 0.\]  
(C1)

Here $\mathcal{A} = \Omega_E^2, \mathcal{T} = 3k^2, \Delta \omega = (\omega - \Delta k u_0)/\omega_o, u_0 = \omega_0/k_0, \Delta k = \Delta k/k_0$, and $S$ is defined as in our paper. Equation (C1) describes four eigenmodes, two of which correspond to oscillations at $\Delta \omega \approx \pm A^{1/2}$ and two others have yet lower frequencies. We will assume that the former are of zero amplitudes (remember that our theory applies only at time scales large compared to $\omega_o^{-1}$; see Paper I), so those are the lower-frequency modes that we will consider. Hence we take $\Delta \omega^2 < A$, in which case the first term in Eq. (C1) can be neglected, yielding

\[\left[ \Delta \omega + \Delta \mathcal{k} (1 - \mathcal{T}) \right]^2 = - \frac{\Delta \omega^2}{A} \left( S \mathcal{T} T \right)^2.\]  
(C2)

Treating the right-hand side as a perturbation, one gets

\[\Delta \omega \approx \Delta \mathcal{k} (1 - \mathcal{T}) \pm i \Delta \mathcal{k} \mathcal{T} \sqrt{\mathcal{A}}\]  
(C3)

(here we also used that $\mathcal{T} \ll 1$), which is equivalent to

\[\Delta \omega \approx \Delta k v_{g0} \pm i (\Delta k/\omega_o) ST \sqrt{\mathcal{A}}.\]  
(C4)

Since $\mathcal{T} A^{1/2} = 3 \Omega_E \mathcal{K}^2$, the instability rate $\gamma$ then equals

\[\gamma \approx \Delta k v_{g0} \Omega_E S,\]  
(C5)

which precisely matches our Eq. (35) taken at $S \gg 1$.
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