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Abstract

Given a row-finite, source-free, graph of rank $k$, we extend the definition of reduction introduced by Eckhardt et al. This constitutes a large step forward in the extension of the geometric classification of finite directed graph $C^*$-algebras presented by Eilers et al. to higher-rank graph $C^*$-algebras. This new move acts as an inverse to delay, directly extends the previous version, and provides previously undocumented Morita classes of $k$-graphs. In pursuit of this extension, we formalize what constitutes a higher-rank graph move. Specifically, we use this formalization as a bridge between the new geometric reasoning and the classical category theoretic construction.

1 Introduction

Recently, there have been an exciting number of advancements in the field of $C^*$-algebra classification by $K$-theoretic invariants. Specifically, the Elliott invariant has proven to be necessary and sufficient for classification of simple unital $C^*$-algebras which have finite nuclear dimension and satisfy the Universal Coefficient Theorem from [RS87]. That is, given two such algebras $A_1$ and $A_2$, we know $A_1 \cong A_2$ if and only if their Elliott invariants are isomorphic [TWW17, GLN20a, GLN20b]. An impressive amount of effort has already been put towards extending this result to the non-unital case [EGLN20].

Much effort has also been put into classifying $C^*$-algebras that are not simple. The most straightforward of these examples would be the Cuntz-Krieger algebras $O_A$. If $A$ is not irreducible, then $O_A$ is not a simple algebra [Cun81]. However, $O_A$ can be classified by ordered filtered $K$-theory [ERRS21]. The Cuntz-Krieger algebras are closely related to graph $C^*$-algebras. Because of this relationship, researchers have been able to interpret these classification results in a purely geometric context.

In particular, the work done by Eilers, Restorff, Ruiz, and Sørensen [ERRS21] determined a complete list of 6 Morita equivalence preserving graph moves. We call a move, $(M)$, taking $E$ to $E_M$, Morita equivalence preserving if $C^*(E_M) \sim_{ME} C^*(E)$. Further, given two graphs $E$ and $F$ such that $C^*(E) \sim_{ME} C^*(F)$ there exists a finite sequence of these Morita equivalence preserving moves and their inverses converting $E$ into $F$. In effect, [ERRS21] showed that the list of 6 moves completely classified graph $C^*$-algebras up to Morita equivalence.

This result was undoubtedly a huge step forward for the field, but there are a number of $C^*$-algebras that cannot be realized as $C^*(E)$ for some $E$. In particular, $C^*$-algebras with torsion in their $K_1$ group cannot be expressed in this way (cf-[RS04, Equation 3.3]). This was one of the motivations for the introduction of higher-rank graphs (sometimes called $k$-graphs) and their $C^*$-algebras by Kumjian and Pask [KP00]. These are natural analogues of graph $C^*$-algebras, but they have been shown to include some $C^*$-algebras with torsion in their $K_1$ group [Eva08]. Additionally, higher-rank graph $C^*$-algebras were crucial to the proof that every UCT Kirchberg algebra has nuclear dimension 1 [RSS15]. They relate to solutions of the Yang-Baxter equations [Yan16, Vdo21] and have provided key examples for noncommutative geometry [PRS08, HNP+18].

Because of the importance of these higher-rank graph $C^*$-algebras, it is sensible to try and generalize the result from [ERRS21]. Eckhardt, Fieldhouse, Gent, Gillaspy, Gonzales, and Pask began the project of generalizing the moves of Eilers et al. to the realm of $k$-graphs [EFG+22]. This paper introduced four $k$-graph moves that preserve Morita equivalence (insplitting, delay, sink deletion, and reduction). The move delay was first introduced by Bates and Pask [BP04] for directed graphs. However, in [ERRS21] it was observed that up to Morita equivalence reduction is a left inverse of delay and only one of those moves was necessary for complete classification of graph $C^*$-algebras. Ben Listhartke, in his PhD thesis work, continued with the project and extended the move outsplitting to $k$-graphs [Lisar].
This groundbreaking work left refinements and open questions for the community. This paper is meant to address two. Firstly, this paper will introduce a general definition of a higher-rank graph move. Since it is relatively easy to change a directed graph and still obtain a well-defined directed graph, such formal definitions were not necessary for \cite{ERRS21} and could be sidestepped with an ad hoc approach in \cite{EFG+22}. A similar issue was tackled in the early days of this field by \cite{KPS11} with their introduction of \( k \)-morphs. Notably, \( k \)-morphs can be used to change a graph of rank \( k \) by increasing the rank to \( k + 1 \). This is markedly different from the geometric changes introduced in \cite{EFG+22}. For this reason we create a definition of higher-rank graph move that encompasses \( k \)-morphs as well as those introduced by Eckhardt et al.

Secondly, this paper refines the move reduction, \((R)\), to rely on weaker hypotheses. We show that this is a well-defined higher-rank graph move preserving Morita equivalence. We show that \((R)\) respects the inherent monoidal category structures of higher-rank graphs and \( C^* \)-algebras. We then show that \((R)\) is a left inverse to delay, \((D)\), just as it was in the directed graph case.

The structure of the paper is as follows. In Section 3, we define a higher-rank graph move. Roughly speaking this is a way of associating a pair \((\Lambda, w)\), \( \Lambda \) a higher-rank graph and \( w \) a vertex in \( \Lambda \), satisfying a set of hypotheses, \( H_M \), with a higher-rank graph \( \Lambda_M \) such that there is a “memory” of \( \Lambda \). Section 4 discusses how we may construct a set of hypotheses for \((R)\) in a way that will preserve the tensor product structure inherent to higher-rank graphs and \( C^* \)-algebras. In particular, we define neighborhoods about a vertex and incorporate them into our hypotheses. Section 5 defines the move \((R)\) and demonstrates that it is well defined, preserves Morita equivalences, and geometrically encompasses the Morita equivalences implied by the monoidal category structure of \( C^* \)-algebras. Section 6 discusses in detail \((R)\)’s relation to the moves that inspired it \((CR)\) and \((D)\).

It is the hope of the author that the softening of hypotheses outlined in this paper can be applied to improve the moves insplit and outsplit. These changes will hopefully pave the way to extending the Cuntz splice to higher-rank graphs.
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## 2 Preliminaries

**Notation:** For this paper, we take \( 0 \in \mathbb{N} \). We view \( \mathbb{N}^k \) as a category with composition of morphisms given by addition. Note that the category is Abelian with a single object denoted \( 0 \) or \((0, \ldots, 0)\). Additionally, we will refer to the standard basis of \( \mathbb{N}^k \) as \( E := \{e_1, \ldots, e_k\} \) (when necessary we will use \( E_\ell \) as the standard basis of \( \mathbb{N}^\ell \)). Given a directed graph \((G^0, G^1, s_G, t_G)\), we denote the path category \( G^* \). Additionally, all path composition will be carried out from right to left.

**Definition 2.1.** \cite{KP00} Definitions 1.1] Let \( \Lambda \) be a countable category and \( d : \Lambda \to \mathbb{N}^k \) a functor. If \((\Lambda, d)\) satisfies the factorization property- that is, for every morphism \( \lambda \in \Lambda \) and \( n, m \in \mathbb{N}^k \) such that \( d(\lambda) = m + n \), there exist unique \( \mu, \nu \in \Lambda \) such that \( d(\mu) = m, d(\nu) = n \), and \( \lambda = \mu\nu \)- then \((\Lambda, d)\) is a \( k \)-graph (or graph of rank \( k \)).

A helpful source of examples is product graphs.

**Proposition 2.2.** \cite{KP00} Proposition 1.8] Let \( \Lambda_1 \) and \( \Lambda_2 \) be rank \( k \) and \( \ell \) graphs respectively. Then the product category \( \Lambda_1 \times \Lambda_2 \) with the product functor \( d_1 \times d_2 : (\lambda_1, \lambda_2) \mapsto (d_1(\lambda_1), d_2(\lambda_2)) \) is a \( k \times \ell \)-graph.

**Definition 2.3.** A functor \( \phi : (\Lambda_1, d_1) \to (\Lambda_2, d_2) \) is a higher-rank graph morphism if given composable pair \( \lambda_1, \lambda_2 \in \Lambda_1 \) we have \( \phi(\lambda_2\lambda_1) = \phi(\lambda_2)\phi(\lambda_1) \) and \( d_2(\phi(\lambda_1)) = d_2(\phi(\lambda_1)) \). If \( \phi \) is bijective, then \( \phi \) is called an isomorphism and we write \( \Lambda_1 \cong \Lambda_2 \).

**Remark 2.4.** Define the natural projection \( \pi_1 : \Lambda_1 \times \Lambda_2 \to \Lambda_1 \). Note that \( \pi_1 \) is a higher-rank graph morphism by construction.
For a set $A \subseteq \mathbb{N}^k$ we will define $\Lambda^A = \{\lambda \in \Lambda : d(\lambda) \in A\}$. When using singleton sets like $\{e_1\}$ we will suppress the $\{\}$. That is, $\Lambda^{e_1} := \Lambda^{\{e_1\}}$. We will regard $\Lambda^0$ as the set of vertices of $\Lambda$. In particular, the factorization property guarantees that for any $\lambda \in \Lambda$ there exist unique $v, w \in \Lambda^0$ such that $w\lambda v = \lambda$. We use the convention $s(\lambda) = v$ and $r(\lambda) = w$. This will allow us to define two more sets:

$w\Lambda = \{\lambda \in \Lambda : r(\lambda) = w\}$ and $\Lambda v = \{\lambda \in \Lambda : s(\lambda) = v\}$.

We define $w\Lambda^A$ and $\Lambda^A v$ analogously.

**Definition 2.5.** Adopting the convention, $E := \{e_1, \ldots, e_k\}$ the standard basis of $\mathbb{N}^k$. We say that a $k$-graph, $\Lambda$, is row-finite if for all $w \in \Lambda^0$ we have $|w\Lambda^E| < \infty$. Additionally we say that $\Lambda$ is source free if $|w\Lambda^E| \neq 0$ for all $w \in \Lambda^0$.

**Definition 2.6.** For a $k$-graph, $\Lambda$, each morphism in $\Lambda^E$ has a $s$ or $r$ in $\Lambda^0$. We define the 1-skeleton as the directed graph $G(\Lambda) = (\Lambda^0, \Lambda^E, s, r)$. This can be thought of as a colored digraph with each edge in $f \in \Lambda^E$ having the associated color $d(f) \in E$ (the standard basis of $\mathbb{N}^k$).

Let $\mathbb{F}^+_k$ be the free semigroup on generators, $E$. Using the notation introduced in [HRSW13], we extend $d|_{G(\Lambda)}$ to the functor $c : G(\Lambda)^* \to \mathbb{F}^+_k$. This functor is called the color order. There is also a canonical quotient map $\Pi : G(\Lambda)^* \to \Lambda$. We then define an equivalence relation on $G(\Lambda)^*$, $\sim_{\Lambda}$, such that $\lambda_1 \sim_{\Lambda} \lambda_2$ if and only if $\Pi(\lambda_1) = \Pi(\lambda_2)$.

**Proposition 2.7.** [HRSW13] Proposition 4.7 Let $\Lambda$ be a $k$-graph with one skeleton $G(\Lambda)$. If $\lambda, \eta \in G(\Lambda)^*$ such that $\lambda \sim_{\Lambda} \eta$ and $c(\lambda) = c(\eta)$ then $\lambda = \eta$. Further, there is a canonical action of $S_{|d(\lambda)|}$ on $c(\lambda)$ and for every $\sigma \in S_{|d(\lambda)|}$, there exists a unique $\eta \in G(\Lambda)^*$ such that $\lambda \sim_{\Lambda} \eta$ and $c(\eta) = \sigma \cdot c(\lambda)$.

The main result of [HRSW13] is the following

**Proposition 2.8.** [HRSW13] Theorem 4.4] Let $(G, d)$ be a $k$-colored digraph. Let $\sim$ be an equivalence relation on $G^*$ satisfying:

(KG0): If $\lambda \in G^*$ is a path such that $\lambda = \lambda_2\lambda_1$, then $[\lambda] = [p_2p_1]$ whenever $p_1 \in [\lambda_1]$ and $p_2 \in [\lambda_2]$.

(KG1): If $\lambda \in G^1$ then $\lambda \sim_{\Lambda} \mu$ implies $\lambda = \mu$.

(KG2): If $\lambda, \mu, \in G^1$ such that $s(\lambda) = r(\mu)$ and $d(\lambda) \neq d(\mu)$, then there exist a unique pair $\lambda', \mu' \in \Lambda^E$ such that $s(\lambda') = r(\mu')$, $d(\lambda) = d(\mu')$, $d(\mu') = d(\lambda')$, and $\lambda'\mu' \sim_{\Lambda} \lambda \mu$.

(KG3): Given a triplet $\lambda, \mu, \eta \in G^1$ such that $d(\lambda) \neq d(\mu) \neq d(\eta)$ the pairwise application of $\sim_{\Lambda}$ satisfies associativity.

The pair $(G^* / \sim, d)$ is a well-defined $k$-graph.

The upshot is that given a colored digraph $G$ with $k$ colors of edges, and an equivalence relation on $G^*$ that satisfies (KG0 - 3), then we may construct a graph of rank $k$ out of those objects. Further, each graph of rank $k$ will produce a unique pair $G(\Lambda)^* / \sim_{\Lambda}$ such that $G(\Lambda)^* / \sim_{\Lambda} \cong \Lambda$ [HRSW13] Theorem 4.5]. So, we may move between these two schematics of a $k$-graph with little to no effort.

**Remark 2.9.** Careful analysis of the product graph definition will reveal that $G(\Gamma \times \Lambda) = G(\Gamma) \boxtimes G(\Lambda)$, where $\square$ represents the Cartesian product of edge colored directed graphs. The factorization rule $\sim_{\times}$ is given by $(\gamma_1, \lambda_1) \sim_{\times} (\gamma_2, \lambda_2)$ if and only if $\gamma_1 \sim_{\Gamma} \gamma_2$ and $\lambda_1 \sim_{\Lambda} \lambda_2$.

**Remark 2.10.** Note that a functor between path categories $\phi : G(\Lambda_1)^* \to G(\Lambda_2)^*$ such that $\mu \sim_{\Lambda} \nu$ implies $\phi(\mu) \sim_{\Lambda} \phi(\nu)$ will induce a higher-rank graph morphism $\hat{\phi} : \Lambda_1 \to \Lambda_2$ such that $\hat{\phi}[\mu] = [\hat{\phi}(\mu)]$.

Since the move described in this paper is meant to be interpreted geometrically, we will be using the 1-skeleton picture almost exclusively. For this reason, we will take a moment to reintroduce the definition of a $k$-graph $C^*$-algebra in terms of the 1-skeleton.

**Definition 2.11.** [KP00] Definition 1.5] Let $\Lambda$ be a row-finite, source free $k$-graph. A Cuntz-Krieger (CK) $\Lambda$-family, $\{T_\lambda : \lambda \in \Lambda^E \cup \Lambda^0\}$, is a set of partial isometries such that:
For any $\lambda \mu \in \Lambda^E$, we have that $T^*_\lambda T^*_\mu = T_{\eta \gamma}$.

For any $\lambda \in \Lambda^E$, we have that $T^*_\lambda T^*_\lambda = T_e(\lambda)$.

For any $x \in \Lambda^0$ and $e_i \in E$, we have that $\sum_{\lambda \in x \Lambda^*} T^*_\lambda T^*_\lambda = T_x$.

$C^*(\Lambda)$ is defined as the universal $C^*$-algebra generated by a Cuntz-Krieger $\Lambda$-family, that is $C^*(\Lambda)$ is generated by a Cuntz-Krieger $\Lambda$-family $\{s_{\lambda} : \lambda \in \Lambda^E \cup \Lambda^0\}$ with the property that for any CK $\Lambda$-family $\{T_\lambda : \lambda \in \Lambda^E \cup \Lambda^0\}$ there exists an onto $*$-homomorphism $\pi_T : C^*(\Lambda) \to C^*(T)$ such that $\pi_T(s_{\lambda}) = T_\lambda$.

The final piece of the puzzle is that our work is concerned with preserving Morita equivalence between $C^*(\Lambda)$ and $C^*(\Lambda_R)$. To that end, we need to introduce some final results related to the general structure of $C^*(\Lambda)$. Our first result relates to the canonical gauge action $\alpha : \mathbb{T}^k \to \text{Aut}(C^*(\Lambda))$ defined by its action on the generators, $\{s_{\lambda} : \lambda \in \Lambda^E \cup \Lambda^0\}$:

$$\alpha_z(s_{\lambda}) = z^{d(\lambda)} s_{\lambda}$$

where, for $z = (z_1, \ldots, z_k) \in \mathbb{T}^k$, we define $z^{(n_1, n_2, \ldots, n_k)} := z_1^{n_1} z_2^{n_2} \cdots z_k^{n_k}$.

**Theorem 2.12.** [KP00, Theorem 3.4] (Gauge-Invariant Uniqueness Theorem) Fix a row-finite, source free $k$-graph, $\Lambda$, along with a $*$-homomorphism $\pi : C^*(\Lambda) \to B$. If $\pi(p_v) \neq 0$ for all $v$, and there exists an action $\beta : \mathbb{T}^k \to \text{Aut}(B)$ such that $\beta \pi = \pi \alpha$,

then $\pi$ is injective.

Using Theorem 2.12 we obtain many notable isomorphisms of $k$-graph $C^*$-algebras. The one that is most useful for our purposes is the following.

**Corollary 2.13.** [KP00, Corollary 3.5] For row finite source free higher-rank graphs, $\Lambda_1$ and $\Lambda_2$,

$C^*(\Lambda_1 \times \Lambda_2) \cong C^*(\Lambda_1) \otimes C^*(\Lambda_2)$.

Corollary 2.13 demonstrates that the monoidal category structure of higher-rank graphs relates directly to the monoidal category structure of $C^*$-algebras.

Using Theorem 2.13 effectively relies on constructing an action $\beta$. In constructing such actions we will utilize the following technical lemma.

**Lemma 2.14.** [EFG+23, Lemma 2.9] Let $\Sigma : \Lambda \to \mathbb{Z}^k$, the function $\beta : \mathbb{T}^k \to \text{Aut}(C^*(\Lambda))$ which satisfies

$$\beta_z(t_{\mu \nu}^*) = z^{d(\mu) - d(\nu)} t_{\mu \nu}^*$$

for all $\mu, \nu \in \Lambda$ and $z \in \mathbb{T}^k$, is an action of $\mathbb{T}^k$ on $C^*(\Lambda)$.

Lemma 2.14 will be the motivating tool behind the formal definition a higher-rank graph move. Until then, we will simply point out that this corollary defines gauge-like actions for functors to $\mathbb{Z}^k$.

Finally, we need a way of understanding Morita equivalence of $k$-graph $C^*$-algebras. There is a well known result from [All08] that we will restate here with added context to utilize later in our proofs. Specifically these results depend on the idea of a saturation whose definition follows.

**Definition 2.15.** Given a set $X \subseteq \Lambda^0$, we define its saturation, $\Sigma(X)$, as the smallest set that contains $X$ and is:

- **Hereditary:** If $v \in \Sigma(X)$ and $\lambda \in v \Lambda$, then $s(\lambda) \in \Sigma(X)$.
- **Saturated:** If for some $n \in \mathbb{N}^k$ we have $s(v \Lambda^n) \subseteq \Sigma(X)$, then $v \in \Sigma(X)$.

We now state a result that combines Remarks 3.2(2), Corollary 3.7, and Proposition 4.2 from [All08].

**Theorem 2.16.** [All08, 3.2(2), 3.7, 4.2] Let $\Lambda$ be a $k$-graph, $X \subseteq \Lambda^0$, and define $P_X = \sum_{v \in X} p_v$. If $\Sigma(X) = \Lambda^0$, then $P_X C^*(\Lambda) P_X \sim_{ME} C^*(\Lambda)$.
### 3 Higher-Rank Graph Moves

Thanks to the work of ERRS21, EFG+22, Lisar geometric transformations of higher-rank graphs have become a focus of recent research. Since this line of inquiry is still young, we will take some time to formalize certain concepts from a category theoretic perspective. In particular, we will offer new vocabulary that helps to unify this new work with classical higher-rank graph results.

**Definition 3.1.** [KPS11, Definition 2.2] For an ℓ-graph, Γ, a k-graph, Λ, and a monoid morphism ω: N^ℓ → N^k, a functor ψ: Γ → Λ is an ω-quasimorphism if ωd_Γ = d_Λψ.

For a k-graph, Λ, and an automorphism of N^k, α, there exists an α-quasi-isomorphism from (Λ, αd) to (Λ, αd). For this reason, much liberty can be taken with the ordering of the standard basis vectors.

**Definition 3.2.** Suppose that Ω is a small category and (Γ, Ω) → (Λ, Ω) is a k-graph. The pair of small category morphisms ϕ: Γ → Ω and δ_Ω: Ω → Z^ℓ is called a Ω-realization of Γ if δ_ϕϕ = d_Γ. Often for succinctness we will say “let ϕ be a Λ-realization” with the existence of δ_ϕ implied.

The word realization is chosen here since (im(ϕ), δ) always forms an ℓ-graph. Further still, Γ ≃ im(ϕ) for injective ϕ.

**Proposition 3.3.** If ω: N^ℓ → N^k is an injective monoid morphism, then an ω-quasimorphism between higher-rank graphs ψ: Γ → Λ induces a Λ-realization of Γ.

**Proof.** Since ω is injective, there exists a left inverse π such that πω = 1_N^ℓ. In particular, the tuple (ψ, πd_Λ) is a Λ-realization of Γ. That is, (πd_Λψ) = πωd_Γ = d_Γ.

**Proposition 3.6.** [ERRS21] ensures that higher-rank graph morphisms (which are 1-quasimorphisms [KP00, Definition 1.1]) likewise induce higher-rank graph realizations.

**Definition 3.4.** A higher-rank graph move (M) is a mapping from pairs (Λ, w), with Λ a higher rank graph and w ∈ Λ^0, satisfying a set of hypotheses, H_M, to the category of higher-rank graphs. The image of (Λ, w) is referred to as Λ_M. Further there exists either a Λ-realization of Λ_M or a Λ_M-realization of Λ.

As put forth in the introduction, this definition is meant to generalize the notion of graph move from ERRS21. This next proposition is meant to further emphasize this sentiment.

**Proposition 3.5.** Directed graph reduction (DR) [Sør13, Proposition 3.2] defined on a digraph, G, with regular vertex w such that |r^{-1}(w)| = |r(s^{-1}(w))| = 1 produces the graph G_{DR}^w


\[ G_{DR}^w = G^0 \setminus \{w\} \quad G_{DR}^1 = G^1 \setminus \{(s^{-1}(w) \cup r^{-1}(w)) \cup \{e_f : s(e) = w\} \}

\]

with s_{DR} and r_{DR} induced by s, r on G^1 \setminus (r^{-1}(w) \cup s^{-1}(w)), s_{DR}(ef) = s(f), and r_{DR}(ef) = r(e). (DR) is a graph move from (G*, w) to G_{DR}^* with G^-realization of G^w_{DR}.

**Proof.** Firstly, the set of hypotheses H_R is the requirement of rank 1, that is, w is a regular vertex, and |r^{-1}(w)| = |r(s^{-1}(w))| = 1. These hypotheses are on the tuple (G*, w). Next, G_{DR} is constructed explicitly so we may form the path category G_{DR}^*.

What remains is to find a G^*-realization of G_{DR}^*^*. This realization is defined on edges of G_{DR}^* and extended naturally to paths. On edges e ∈ G^1 \setminus (s^{-1}(w) \cup r^{-1}(w)), we use natural inclusion ϕ(e) = e. For the added edges, |e_f|, we define ϕ(|e_f|) = ef. Since we have defined ϕ: G_{DR}^* ∋ G*, this extends to a functor ϕ: G_{DR}^* → G^*.

Finally, we need the connecting functor δ: G^* → Z. Again, we define δ on G^1 and extend multiplicatively. δ(e) = 1 for r(e) ≠ w and δ(e) = 0 otherwise. This ensures that ϕδ = d_{DR} as desired.

The moves from ERRS21 fall into two families. In this paper, we introduce vocabulary to distinguish these families.

**Definition 3.6.** A higher-rank graph move, (A), is called an adjustment if for all pairs (Λ, w) satisfying H_A there exists a Λ-realization of Λ_A. We call this realization par_A: Λ_A → Λ, the parent function.
In the directed graph case, the moves (I), (O), (R), and (S) are adjustments. Interestingly \( \text{par}_S / \text{par}_R \) are injective and \( \text{par}_I / \text{par}_O \) are surjective.

**Definition 3.7.** A higher-rank graph move, \((\text{Sp})\), is called a splice if for all pairs \((\Lambda, w)\) satisfying \( H_{Sp} \) there exists a \( \Lambda_{Sp}\)-realization of \( \Lambda, \varphi_{Sp}: \Lambda \to \Lambda_{Sp} \).

In the directed graph case, the moves \((C)\) and \((P)\) are splices. Additionally, \( k \)-morphs which are defined in \([KPS11]\) are closely related to splices.

**Proposition 3.8.** Fixing a \( k \)-graph, \( \Gamma \), we may define the higher-rank graph splice, \( \text{Link} \Gamma \). A pair \((\Lambda, w)\) satisfies \( H_{L,\Gamma} \) if there exists a \( \Lambda - \Gamma \) morph, \( X \). \( \text{Link} \Gamma \) then sends \((\Lambda, w)\) to the linking \((k + 1)\)-graph \( \Sigma \) \([KPS11], \text{Definition 4.3} \).

**Proof.** This is an immediate consequence of the natural inclusion \( \Lambda \hookrightarrow \Sigma \) established in \([KPS11], \text{§4} \). □

In the work of \([ERRS21]\), directed graph moves were defined on the set of vertices and edges. In an effort to mirror this construction, \([EFG+22]\) defined their higher-rank graph moves in terms of the 1-skeleton. The following lemma is meant to better understand how a higher-rank graph move can be constructed geometrically from 1-skeletons.

**Lemma 3.9.** Let \( G \) be a directed graph with an edge coloring in \( \ell \) colors, \( d_G: G^1 \to E^\ell_\ell \). Let \( (\Lambda, d_\Lambda) \) be a \( k \)-graph with functors, \( \varphi: G^1 \to \Lambda \) and \( d: \Lambda \to \mathbb{Z}^\ell \) such that \( R\varphi = d_\Lambda \) on \( G^1 \). If \( (\text{Im}(\varphi), \sim, R) \) satisfies \( (KG2 - 3) \) then there exists an equivalence relation, \( \sim_\varphi \) such that \( G^*/\sim_\varphi \) is a well-defined \( \ell \)-graph.

**Proof.** Since our intention is to transform \( G \) into a higher-rank graph, we must construct \( \sim_\varphi \) such that it satisfies the \( K \) conditions. First, we define \( \sim_\varphi \) on \( G^0 \) and \( G^1 \) as \( f \sim_\varphi g \) if and only if \( f = g \). For paths \( \lambda, \nu \in G^n \) for \( n \geq 2 \), we define \( \lambda \sim_\varphi \nu \) if and only if \( \varphi(\lambda) = \varphi(\nu) \). By construction, \( \sim_\varphi \) satisfies \( (KG1) \). Additionally under this construction for all \( \lambda, \nu \in G^* \) \( \lambda \sim_\varphi \nu \) implies \( \varphi(\lambda) = \varphi(\nu) \).

To show \((KG0)\), let \( \lambda_1, \lambda_2, p_1, p_2 \in G^*, \lambda_1 \sim_\varphi \lambda_2 \), and \( p_2 \sim_\varphi \lambda_2 \). Consider \( \varphi(\lambda_1 \lambda_2) \). Since \( \varphi \) is a functor, we obtain

\[
\varphi(\lambda_1 \lambda_2) = \varphi(\lambda_1) \varphi(\lambda_2) = \varphi(p_1) \varphi(p_2) = \varphi(p_1 p_2).
\]

Finally, by hypothesis \( \sim_\varphi \) satisfies \((KG2 - 3) \). We conclude that \( G^*/\sim_\varphi \) is an \( \ell \)-graph. Lastly, this construction induces a natural \( \Lambda \)-realization of \( G^*/\sim_\varphi \) □

With Lemma 3.9 we obtain a methodology for constructing higher-rank graph adjustment. Specifically, we begin with a \( k \)-graph and alter the 1-skeleton to obtain a new colored digraph for which there is a natural parent functor. This natural parent function then induces a factorization rule which transforms the colored digraph into the adjusted higher-rank graph. While this methodology was not made explicit in \([EFG+22]\) if the reader were to revisit this work they will find that this was used to construct moves and demonstrate that they are well-defined.

The moves used in \([ERRS21]\) and those introduced in \([EFG+22]\) were of interest because of their affect on \( C^* \)-algebras. For this reason, we introduce vocabulary relating higher-rank graph moves to \( C^* \)-algebraic properties.

**Definition 3.10.** A higher-rank graph move \((M)\) is called subtle if for all pairs \((\Lambda, w)\) satisfying the hypotheses \( H_M \) and \( \Lambda \) source-free and row-finite there is Morita-equivalence \( C^*(\Lambda) \sim_{ME} C^*(\Lambda_M) \).

In the case of 1-graphs, it was shown that the 6 moves of \([ERRS21]\) were all subtle moves. Additionally, all moves introduced in \([EFG+22]\) were shown to be subtle.

**Proposition 3.11.** Suppose that \( \Gamma \) and \( \Lambda \) are \( \ell \) and \( k \)-graphs respectively. Let \( \varphi \) be a \( \Lambda \)-realization of \( \Gamma \), and let \( \{t_\gamma : \gamma \in \Gamma\} \) and \( \{s_\lambda : \lambda \in \Lambda\} \) be the generators of \( C^*(\Gamma) \) and \( C^*(\Lambda) \) respectively. If \( \{s_{\varphi(\lambda)} : \lambda \in \Lambda\} \) is a \( \text{CK} \) \( \Gamma \)-family, then there exists an injective *-homomorphism which we call \( \hat{\varphi} : C^*(\Gamma) \hookrightarrow C^*(\Lambda) \) such that \( t_\gamma \mapsto s_{\varphi(\gamma)} \).

**Proof.** By hypothesis, \( \{s_{\varphi(\gamma)} : \gamma \in \Gamma\} \) is a \( \text{CK} \) \( \Gamma \)-family. In particular, the universal property of \( C^*(\Gamma) \) gives a *-homomorphism \( \hat{\varphi} : C^*(\Gamma) \to C^*(\Lambda) \) such that \( t_\gamma \mapsto s_{\varphi(\gamma)} \). Since \( \varphi \) is a functor it sends vertices to vertices,
in particular, \( \hat{\varphi} \) sends no vertex projections to 0. Let \( \beta : \mathbb{T}^k \to \text{Aut}(C^*(\Lambda)) \) as defined in Lemma 2.14 with \( \partial \varphi \) and observe that
\[
\beta_z(s_{\varphi(\mu)}s_{\varphi(\nu)}^*) = z^\partial \varphi(\mu) - \partial \varphi(\nu) s_{\varphi(\mu)} s_{\varphi(\nu)}^* = z^{d_d(\mu) - d_d(\nu)} \hat{\varphi}(s_{\mu} s_{\nu}^*).
\]
By Theorem 2.12 we conclude that \( \hat{\varphi} \) is injective.

Proposition 3.11 yields a clear methodology for demonstrating that an adjustment, \((A)\), is subtle. Since \((A)\) comes equipped with a \(\Lambda\)-Realization of \(\Lambda_A\), it is only necessary to show that the parent function produces a CK \(\Gamma\)-function then apply Proposition 2.16.

As discussed in the introduction, both the category of higher-rank graphs and the category of \(C^*\)-algebras are monoidal. Thus we need a way of discussing how this information is preserved by graph moves.

**Theorem 3.12.** [BGR77, Theorem 1.2] (Brown-Green-Rieffel Theorem) Let \(A_1\) and \(A_2\) be \(C^*\)-algebras with countable approximate identities. Then \(A_1 \otimes K \cong A_2 \otimes K\) if and only if \(A_1\) is Morita equivalent to \(A_2\) (written \(A_1 \sim_{ME} A_2\)).

**Corollary 3.13.** Let \(\Omega\), \(\Lambda\), and \(\Gamma\) be source free, row-finite, \(j\), \(k\), and \(\ell\)-graphs respectively. If \(C^*(\Lambda) \sim_{ME} C^*(\Gamma)\), then \(C^*(\Lambda \times \Omega) \sim_{ME} C^*(\Gamma \times \Omega)\).

**Proof.** As shown in [KP00, Corollary 3.5], \(C^*(\Lambda \times \Omega) \cong C^*(\Lambda) \otimes C^*(\Omega)\). This coupled with the Brown-Green-Rieffel Theorem and the commutativity/associativity of tensor products gives:
\[
C^*(\Lambda \times \Omega) \otimes K \cong (C^*(\Lambda) \otimes K) \otimes \Omega \cong (C^*(\Gamma) \otimes K) \otimes \Omega \cong C^*(\Gamma \times \Omega) \otimes K.
\]

In short, the corollary above demonstrates that there is a second helpful property for graph moves to have. We define this property as robustness.

**Definition 3.14.** A higher-rank adjustment/splice, \((M)\) is said to be **robust** if for any pair \((\Lambda, w)\) satisfying \(H_M\) and any \(j\)-graph \(\Omega\) the product graph satisfies \(H_M\) and there exists an isomorphism making either of these diagrams commute (left for adjustments right for splices).

\[
\Lambda \times \Omega \leftrightarrow \Lambda_M \times \Omega \quad \Lambda \times \Omega \rightarrow \Lambda_M \times \Omega
\]

Notably, robustness is a property unique to higher-rank graph moves. Specifically, taking products increases the rank of the graph so the hypothesis set must accommodate all graph ranks. It can be checked that of the higher-rank graph moves in [EFG+22] only the moves \((D)\) and \((S)\) are robust. This is a desirable property for higher-rank graph moves preserving Morita equivalence to have. Specifically, it demonstrates that the move does not imply product graph Morita equivalences that it fails to account for.

**4 Neighborhoods of a Vertex and Reducibility**

A simple way to ensure robustness of a higher rank graph move is to define the hypothesis set, \(H_M\), with respect to only a subset of the \(k\) colors in the graph. We call this a color set, \(B \subseteq E\). This will ensure that after the basis grows when taking a product \(H_M\) is still satisfied.

In this section, we will lay the groundwork necessary to define hypothesis sets in this way. In particular, we will start from a pair \((\Lambda, w)\) and bifurcate the 1-skeleton into \(\Lambda_B\) and \(\Lambda^E\) (where \(E := E \setminus B\)). We then adjust these pieces individually with the goal of eventually recombining them into our adjusted higher-rank graph.
The focus of this section is to understand the particulars of this diagram. Our eventual goal is to define a graph move reduction for pairs \((\Lambda, w)\). Just as in \cite{Sor13}, we will need to establish criteria that make a vertex \(w\) reducible. This will be the start of our hypothesis set.

**Definition 4.1.** We say that \(w\) is **reducible** with color set \(\emptyset \neq B \subseteq E\) if there exists \(v \in \Lambda^0\) such that the following hold:

\[
\begin{align*}
\forall b \in B, \ wB &= \{f_b\} \\
\mu \in wEw &\implies d(\mu) \in B
\end{align*}
\]

We call \(wB\) the set of bridge edges and \(\Lambda^B_\omega\) the set of co-bridge edges.

Classically, the move reduction was used to remove a reducible vertex and its bridge edges. However, in our current state we cannot easily remove \(w\). If we did, it would make recombining impossible. To account for this, we must change \(\Lambda^E\).

**Definition 4.2.** For a \(k\)-graph, \(\Lambda\), a vertex \(w \in \Lambda^0\), and a color set, \(E \subseteq E\), we define the neighborhood about \(w\) in color set \(E\), \(U^E_w\), as the connected component of \(\Lambda^E\) containing \(w\).
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**Figure 4.3:** In the above figure, \(\Lambda\) is a 3-graph with its 1-skeleton pictured, and we take \(E\) to be the color red (dashed).

From this definition, we have found a compelling candidate in \((\Lambda^E)' = \Lambda^E \setminus U^E_\omega\). This however provokes us to further change \(\Lambda^B\) to account for the possibly missing vertices.

**Definition 4.4.** We say that \(w\) is **fully reducible** with color set \(B\) if after defining \(E := E \setminus B\) each \(x \in (U^E_\omega)^0\) is reducible with color set \(B\) and

\[
\bigcup_{x \in (U^E_\omega)} \Lambda^B_x \cap \bigcup_{x \in (U^E_\omega)} xB = \emptyset
\]

i.e. the bridge edges and co-bridge edges are disjoint. For any \(x \in (U^E_\omega)^0\), we utilize the notation \(f_{b,x}\) for the unique bridge edge of color \(b \in B\) such that \(r(f_{b,x}) = x\).
The disjoint condition can be thought of as an extension of the exclusion of loops in Definition 4.1. In particular, the following theorem demonstrates that the only way into \( U_w^E \) is a bridge edge and the only way out is a co-bridge edge.

**Proposition 4.5.** Let \( w \) be fully reducible. If \( \theta \) is a co-bridge edge, then \( r(\theta) \notin U_w^E \).

**Proof.** Suppose \( r(\theta) \in U_w^E \). By hypothesis, \( r(\theta) \) is reducible with color set \( B \). Since \( \theta \in r(\theta) \Lambda^B \), we conclude that \( \theta \) is a bridge edge, a contradiction.

Returning to Figure 4.3, we notice that \( w \) is a reducible vertex with color set black (solid) and blue (dotted). Further, with \( E \) taken as red (dashed), \( (U_w^E)^0 = \{w\} \), thus \( w \) is fully reducible. This example is of particular note because it is the 1-skeleton of a product graph.

## 5 The Move Reduction

Our current schematic for the higher-rank graph adjustment, \( (R) \), is represented in the figure below.

**Figure 5.1:** Recall from earlier that \( w \) was fully reducible with color set blue (dotted) and black (solid). For this reason we proceed by deleting \( U_w^E \) and reducing in \( \Lambda^B \) at each of the deleted vertices.

Since we have a way of associating an ordered pair \( (\Lambda, w) \) with a one skeleton, we may use Proposition 3.9 to obtain an adjustment. Specifically, we must define \( \vartheta : \Lambda \to \mathbb{Z}^E \) and \( \text{par} : G(\Lambda_R) \to \Lambda \) and show that \( \text{im}(\text{par}) \) satisfies \((KG2 − 3)\).

**Definition 5.2.** Reduction \( (R) \): Let \( \Lambda \) be a \( k \)-graph. Suppose that \( w \) is fully reducible with color set \( B \), and suppose that for any \( x \in (U_w^E)^0 \) the set \( x \Lambda^B \) is a stationary set with color set \( B \) (Definition 5.4). Define the colored digraph \( G(\Lambda_R) \) as follows:

\[
\begin{align*}
\Lambda_0^R &= \Lambda_0^0 \setminus (U_w^E)^0 \\
\Lambda_E^R &= \Lambda_E^E \setminus ((U_w^E)^E \cup \{r_B^{-1}(x) : x \in (U_w^E)^0\}) \\
r_R(\mu) &= r(\mu) \\
s_R(\mu) &= \left\{ \begin{array}{ll}
s(f_{b,s}(\mu)), & \text{if } s(\mu) \in U_w^E \\
s(\mu), & \text{otherwise.} \end{array} \right.
\end{align*}
\]

Note that in this construction each edge in \( \Lambda_E^R \) shares a name with an edge in \( \Lambda \). Thus we may define the natural inclusion \( \iota : \Lambda_E^R \to \Lambda_E \), and when necessary this may be extended multiplicatively. Fix a \( b \in B \), define \( \text{par} : \Lambda_E^R \to \Lambda \):

\[
\text{par}(\mu) = \left\{ \begin{array}{ll}
\iota(\mu)f_{b,s(\mu)}, & \text{if } s(\mu) \in (U_w^E)^0 \\
\iota(\mu), & \text{otherwise.} \end{array} \right.
\]
Extend \( \varphi : \Lambda \rightarrow \mathbb{Z}^k \):

\[
\varphi(\mu) = d(\mu), \text{ for } \mu \in \Lambda^E \text{ s.t. } s(\mu) \notin U^E_w \text{ or } d(\mu) \notin B \\
\varphi(\mu) = d(\mu) - b, \text{ for } \mu \in \Lambda^E \text{ s.t. } s(\mu) \in U^E_w \text{ and } d(\mu) \in B \\
\varphi(\lambda) = \sum_{i=1}^{[\lambda]} \varphi(\lambda_i), \text{ for } \lambda = \lambda_1 \cdots \lambda_1 \in G(\Lambda)^* \\
\varphi(x) = 0, \text{ for } x \in \Lambda^0.
\]

We now present the main theorem of the paper which we will prove at the end of this section.

**Theorem 5.3.** The graph move, \((R)\), is a well-defined, subtle, higher-rank graph adjustment.

We will prove this in two parts. First, we will demonstrate well-definedness of \((R)\) this involves showing that \( \varphi : \Lambda \rightarrow \mathbb{Z}^k \) is well-defined and showing that \( \text{im}(\varphi) \) satisfies \((KG2 - 3)\). From here, Proposition 3.9 will give a \( \Lambda \)-realization of \( \Lambda_R \) guaranteeing that \((R)\) is an adjustment. Second we will demonstrate that \((R)\) is subtle with the aid of Proposition 3.11.

Well-definedness of \( \varphi \) and the satisfaction of \((KG2 - 3)\) is dependent on the new addition to \( H_R \), the requirement that bridge edges be stationary. This definition is an extension of the complete edge [EFGF+22] Notation 6.1.

**Definition 5.4.** For a higher-rank graph \( \Lambda \), a set of edges \( \mathcal{F} \subseteq \Lambda^E \) is called *stationary* in color set \( \mathcal{B} \subseteq \mathcal{E} \) if for all \( f_1, f_2 \in \mathcal{F} \)

- \( s(f_1) = s(f_2) \) and \( r(f_1) = r(f_2) \)
- \( \lambda \in \Lambda^B \text{ then } \lambda f_1 \sim_\Lambda \nu \mu \) implies \( \mu \in \mathcal{F} \).
- \( \lambda \in \Lambda^B \text{ then } f_1 \lambda \sim_\Lambda \nu \mu \) implies \( \nu \in \mathcal{F} \).

**Lemma 5.5.** For a \( k \)-graph/vertex pair, \((\Lambda, w)\), satisfying \( H_R \), the proposed \( \varphi : \Lambda \rightarrow \mathbb{Z}^k \) is well-defined.

**Proof.** For an edge \( \lambda \in \Lambda^E \), \( \varphi(\lambda) = d(\lambda) \) whenever \( \lambda \notin \bigcup_{x \in U^E_w} \Lambda^B x \). For this reason, a path in \( \gamma \in G(\Lambda)^* \) will have \( \varphi(\gamma) = d(\gamma) - \ell(\gamma)b \) where \( \ell \) counts the number of co-bridge edges. For this reason, we need only prove that for paths \( \gamma, \eta \in G(\Lambda)^* \gamma \sim \eta \) implies \( \ell(\gamma) = \ell(\eta) \).

This can be reasoned as follows. Recall that \( \sim \) is generated by transpositions of two color paths. By definition, the number of co-bridge edges will be preserved under transposition with elements of \( \Lambda^E \). Proposition 4.5 forbids the composition of co-bridge edges. For this reason, consider \( \mu \theta \) with \( \theta \) a co-bridge edge, \( d(\mu) \in \mathcal{B} \), and \( s(\mu) \notin U^E_w \). For any equivalent path \( \lambda_2 \lambda_1 \), the sources must align so \( \lambda_1 \) is a co-bridge edge and \( \lambda_2 \) cannot be a co-bridge edge. The remaining case to check is a bridge/co-bridge pair \( \theta f \). For any equivalent path \( \lambda_2 \lambda_1 \), the stationary condition on bridge edges guarantees \( \lambda_1 \) a bridge edge in particular \( r(\lambda_1) \in U^E_w \). We conclude that \( \lambda_2 \) is a co-bridge edge.

**Remark 5.6.** Note that \( \text{im}(\varphi) \) may be partitioned into four sets, \( \Xi \) and \( \Theta \).

\[
\Xi = \{ \xi \in \Lambda^E : s(\xi), r(\xi) \notin U^E_w \} \\
\Theta = \{ \theta f_{b, \lambda} : s(\theta) \in U^E_w \text{ and } d(\theta) \in \mathcal{B} \}
\]

**Corollary 5.7.** For a path \( \xi \in \Xi^* \), relation \( \xi \sim \zeta \) implies \( \zeta \in \Xi^* \). As a consequence \( \Xi^*/\sim \) is a higher rank graph.

**Proof.** Suppose for sake of contradiction that \( \zeta \notin \Xi^* \). Since \( \xi \in \Xi^* \), we know that \( s(\xi), r(\xi) \notin U^E_w \). In particular, this means that \( s(\zeta), r(\zeta) \notin U^E_w \). Proposition 4.5 together with \( \zeta \notin \Xi^* \) guarantee that \( \ell(\zeta) > 0 \). This contradicts \( \zeta \sim \xi \).

Since \( \Xi^* \) is closed under the equivalence relation, \( \sim \), we may conclude that any contradiction of \((KG0 - 3)\) would contradict the fact that \((G(\Lambda)^*, \sim)\) satisfy \((KG0 - 3)\).
Lemma 5.8. For a $k$-graph/vertex pair, $(\Lambda, w)$, satisfying $H_R$, the triple $(\mathrm{im}(\mathrm{par}), \sim, \partial)$ satisfies $(KG2-3)$.

Proof. Recall that $\mathrm{im}(\mathrm{par}) = \Xi \cup \Theta$. Secondly, recall that $\Xi^*/\sim$ is a well-defined higher-rank graph and $\partial|\Xi = d|\Xi$. This means we need only check that $(KG2-3)$ are satisfied for paths containing elements of $\Theta$.

We begin by showing $(KG2)$. For a path $\xi f_{b,s}(\lambda)$ (which is two-colored under $\partial$), there exist many paths equivalent under $\sim$, but only one such path is contained in $\mathrm{im}(\mathrm{par})$. In particular, if $d(\xi) \in B$ then the stationary condition makes $\xi f f_\sim \lambda$ imply that $\lambda_1 = f_{b,s}(\theta)$ for some $s \in B$. If $\lambda \in \mathrm{im}(\mathrm{par})$, then the only bridge edge available is of the type $f_{b,s}(\theta)$. This means that $c(\lambda) = d(\xi) d(\theta) b$ or $d(\theta) d(\xi) b$. Identical reasoning will show that starting with $\theta f \xi$ ensures that $c(\lambda) = d(\theta) b d(\xi)$ or $d(\xi) d(\theta) b$.

If instead we suppose $d(\xi) \notin B$, then we claim that $\xi f f_\sim \lambda$ with $\lambda \in \mathrm{im}(\mathrm{par})$ implies that $d(\lambda_2) \in B$. To show this, suppose that $d(\lambda_2) \notin B$. This would imply that $d(\lambda_1) \in B$ and in particular since $s(\lambda_1) = s(f_{b,s}(\theta))$ the full reducibility of $w$ implies that $\lambda_1$ is a bridge edge. Since $d(\lambda_2) \notin B$, we conclude that $\lambda_2 \in U^E_w$ which contradicts the hypothesis that $\lambda \in \mathrm{im}(\mathrm{par})$. The stationary condition ensures that $\lambda_3$ is not a bridge edge. Therefore $c(\lambda) = d(\xi) d(\theta) b$ or $d(\theta) b d(\xi)$.

To demonstrate $(KG3)$, we need to consider a number of cases, yet each case uses nearly identical reasoning. For this reason we will show the case $\xi_2 \theta f \xi_1$ with $d(\xi_1) \in B$ and $d(\xi_2) \notin B$ which we believe will give the reader appropriate context to check the remaining cases.

Consider the two distinct ordered applications of $(KG2)$. That is $\xi_2 \theta f \xi_1 \sim \lambda \sim \omega \sim \zeta$ and $\xi_2 \theta f \xi_1 \sim \alpha \sim \beta \sim \gamma$

\[
\begin{align*}
c(\lambda) &= d(\xi_2) d(\xi_1) b d(\theta) \\
c(\alpha) &= d(\theta) b d(\xi_2) d(\xi_1) \\
c(\omega) &= d(\xi_2) d(\xi_2) b d(\theta) \\
c(\beta) &= d(\theta) b d(\xi_1) d(\xi_2) \\
c(\zeta) &= d(\xi_1) b d(\theta) d(\xi_2).
\end{align*}
\]

Since $c(\zeta) = c(\gamma)$, $\gamma \sim \zeta$, and $\Lambda$ is a higher-rank graph we conclude that $\zeta = \gamma$ and therefore $\mathrm{im}(\mathrm{par}), R, \sim$ satisfies $(KG2-3)$. Lemma 5.10 ensures that $\Lambda_R$ is a well-defined $k$-graph with $\Lambda$-realization $(\mathrm{par}, R)$ as defined.

We may now present the proof of the Theorem 5.3.

Proof of Theorem 5.3. Lemmas 5.5 and 5.8 combine with Proposition 5.4 to show that $(R)$ is a well-defined higher-rank graph adjustment.

It remains to show that $(R)$ is subtle. For this, we suppose that $(\Lambda, w)$ is a pair satisfying $H_R$ and $\Lambda$ is a row-finite, higher-rank graph. We will then show that $C^*(\Lambda) \sim_{ME} C^*(\Lambda_R)$.

Let $\{s_\lambda : \lambda \in \Lambda^0 \cup \Lambda^E\}$ be the canonical Cuntz-Krieger $\Lambda$-family generating $C^*(\Lambda)$. Define

\[T_\lambda = s_{\mathrm{par}(\lambda)}, \text{ for } \lambda \in \Lambda_R^0 \cup \Lambda_R^E.\]

We now proceed to show that this is a Cuntz-Krieger $\Lambda_R$-family. $(CK0)$ follows directly from $\mathrm{par}(x) = x$ for vertices $x$. $(CK1)$ follows from the fact that $\mu \sim_{R} \lambda$ if and only if $\mathrm{par}(\mu) \sim \mathrm{par}(\lambda)$.

Fix some $\mu \in \Lambda_R^E$, and it can be easily checked that $s(\mathrm{par}(\mu)) = s_R(\mu)$. So,

\[T_\mu^* T_\mu = s_{\mathrm{par}(\mu)}^* s_{\mathrm{par}(\mu)} = s_{s(\mathrm{par}(\mu))} = s_{s_R(\mu)} = T_{s_R(\mu)}.\]

This shows that $\{T_\lambda\}$ satisfies $(CK2)$.

All that remains is $(CK3)$. To demonstrate this, we will consider some $x \in \Lambda_R^0$ and $e_j \in \mathbb{N}^k$. We claim that for any $\mu \in \Lambda_R^0$ we have $T_\mu T_\mu^* = s_{i(\mu)} s_{i(\mu)}^*$. This amounts to recognizing first that $s_{i(\mu)} f_{s(i(\mu))} s_{i(\mu)}^* f_{s(i(\mu))} = s_{s(i(\mu))} f_{s(i(\mu))} s_{i(\mu)}^* f_{s(i(\mu))}$. Observe that since $s(\xi(\mu))$ is reducible with color set $B$ and $\{s_\lambda : \lambda \in \Lambda^0 \cup \Lambda^E\}$ satisfies $(CK3)$, we have that $s_{f_{s(i(\mu))}} s_{f_{s(i(\mu))}}^* = s_{f_{s(i(\mu))}}$.

Consider the sum

\[\sum_{\mu \in x \Lambda_R^0} T_\mu T_\mu^* = \sum_{\mu \in x \Lambda_R^0} s_{i(\mu)} s_{i(\mu)}^*.\]

Note that $x \notin U^E_w$ so $i(x \Lambda_R^0) = x \Lambda^0$. We re-index this sum to obtain

\[\sum_{\mu \in x \Lambda^0} s_{\mu} s_{\mu}^* = s_x = T_x,\]
and conclude that \( \{T_A\} \) satisfies \((CK3)\). In particular, Proposition 3.11 implies the existence of an injective \(*\)-homomorphism \( \bar{\varphi} : C^*(\Lambda_R) \rightarrow C^*(\Lambda) \). To demonstrate Morita equivalence, we must find a set \( X \subset \Lambda^0 \) such that \( P_X C^*(\Lambda) P_X = \text{im}(\bar{\varphi}) \) and demonstrate that \( \Sigma(X) = \Lambda^0 \).

Define the set \( X = \iota(\Lambda_R^0) = \Lambda^0 \setminus (U_w^\Omega)^0 \). We claim that that \( P_X C^*(\Lambda) P_X = \text{im}(\bar{\varphi}) \). Note the set equality:

\[
P_X C^*(\Lambda) P_X = \overline{\text{span}}\{s_\mu^s s_\lambda^s : r(\mu), r(\lambda) \in X \text{ and } s(\mu) = s(\lambda)\}.
\]

Take \( \mu, \lambda \in \Lambda \) such that \( s(\mu) = s(\lambda) \) and \( r(\mu), r(\lambda) \notin U_w^\Omega \). Since \( r(\mu), r(\lambda) \notin U_w^\Omega \) there exists a representation of \( \mu \) called \( \eta \gamma \) such that \( \eta \in \Xi^* \) and \( |d(\eta)| \) is maximal. Likewise we take a maximal representation of \( \lambda \) called \( \xi \). I claim that \( d(\gamma) \in \text{span}(B) \). If this was not the case then \( c(\gamma) \) would contain a color not in \( B \). By Proposition 2.27 there exists a representation of \( \gamma \) with final edge color not in \( B \) which by \((KG0)\) contradicts the maximality of \( \eta \).

We consider \( s_\mu^s s_\lambda^s = s_\eta^s s_\xi^s \in \text{im}(\bar{\varphi}) \) so we need only be concerned with \( s_\mu^s, s_\lambda^s \). Suppose that \( x := s(\gamma) \in U_w^\Omega \). By the reducibility of \( s(\gamma) \) and \((CK3)\), we have \( s_x = s_f(b,x) s_f(j,b,x) \). Thus we have equality \( s_y^s = s_f(b,y) s_f(j,b,y) \). We may therefore assume without loss of generality that \( s(\gamma) = s(\xi) \notin U_w^\Omega \).

I claim for all \( \gamma \in \Lambda \) with \( d(\gamma) \in \text{span}(B) \) and \( s(\gamma) \notin U_w^\Omega \). To prove this, we rely on the stationary condition. Since bridge edges and co-bridge edges are stationary, we may factor \( s_x = \prod s_{\chi_i} s_{\theta_i} f_i \), with \( \chi_i \in \Xi^* \) and \( \theta_i f_i \) a bridge/co-bridge pair. This makes the claim equivalent to showing that \( s_{\theta f} \in \text{im}(\bar{\varphi}) \) for any bridge/co-bridge pair.

Let \( \theta f \) be a bridge/co-bridge pair. If either \( d(\theta) = b \) or \( d(f) = b \) then \( \theta f \) is equivalent to an element of \( \Theta \) and \( s_{\theta f} \in \text{im}(\bar{\varphi}) \). Instead suppose that \( d(\theta), d(f) \neq b \). Appealing to the subtlety of sink deletion and the symmetry of \( \sim_{ME} \), we may assume that \( \Lambda^b s(\theta) \) is nonempty (if it were not \( s(\theta) \) would be a sink). Let \( \vartheta \in \Lambda^b s(\theta) \). This coupled with \((CK2 - 3)\) yields \( s_{\theta f} = (s_{\theta f} s_{f(b,s f)}) (s_{f(b,s f)} s_{f(j,b)}) (s_{f(j,b)}) \) each of which is a bridge/co-bridge pair with an edge of degree \( b \).

This proves the claim which finishes the proof of equality \( \text{im}(\bar{\varphi}) = P_X C^*(\Lambda) P_X \).

Finally we demonstrate that \( \Sigma(X) = \Lambda^0 \). This follows from the fact that \( \Sigma(X) \) is hereditary. Let \( y \in (U_w^\Omega)^0 \). Since \( y \) is a reducible vertex we know that \( r(s_B^y(x)) = x \notin U_w^\Omega \), which allows us to conclude that \( y \in \Sigma(X) \). By Theorem 2.10 we conclude that \( \text{im}(\bar{\varphi}) \sim_{ME} C^*(\Lambda) \).

Since \( \bar{\varphi} : C^*(\Lambda_R) \rightarrow C^*(\Lambda) \) was an isomorphism onto its image we may conclude that \( C^*(\Lambda) \sim_{ME} C^*(\Lambda_R) \) and \( \varphi \) is robust. 

As mentioned in Section 3 it is beneficial for subtle graph moves to be robust (Definition 3.14). We conclude this section by showing that \( \varphi \) is a robust higher-rank graph adjustment.

**Theorem 5.9.** The move \( \varphi \) is robust.

**Proof.** Suppose that \( \Lambda \) and \( \Omega \) are source free, row-finite graphs of rank \( k \) and \( j \) respectively. Further suppose that \( (\Lambda, w) \) is a pair satisfying \( H_R \). Our goal is two-fold. First, we show that for any \( y \in \Omega^0 \) the pair \( (\Lambda \times \Omega, (w, y)) \) satisfies \( H_R \). Second we demonstrate the existence of the connecting isomorphism.

We will use the canonical isomorphism \( \mathbb{N}^+ \times \mathbb{N} \cong \mathbb{N}^+ \) and slight abuse of notation to partition the standard basis \( E_{k+j} = E_k \cup E_j \). Since \( (\Lambda, w) \) satisfies \( H_R \), there exists a color set \( B \subseteq E_k \) such that \( w \) is fully reducible in color set \( B \). Since \( E_k \cup E_j \ \{B = \mathcal{E} \cup \mathcal{E} \text{ and } G(\Lambda \times \Omega) = G(\Omega) \} \), it can be quickly checked that for any \( y \in \Omega^0 \) the neighborhood of color set \( \mathcal{E} \cup \mathcal{E} \text{ about } (w, y) \) is \( U_w^\Omega \).

Let \( (x, y) \) be a vertex in \( U_w^\Omega \). Since \( B \subseteq E_k \), we have \( (\Lambda \times \Omega)^B (x, y) = \Lambda^{B_x} \times \{y\} \) and \((x, y)(\Lambda \times \Omega)^B = \Lambda^{B_x} \times \{x\} \). Thus \((x, y) \) satisfies Definition 4.1. Since \((x, y) \) was arbitrary, we conclude that \((w, y) \) is fully reducible with color set \( B \). According to Remark 2.9 the equivalence relation on \( G(\Lambda) \cap G(\Omega) \) takes the natural form \( \sim_{\Lambda} \times \sim_{\Omega} \). This means that since bridge edges are stationary with color set \( B \) under \( \sim_{\Lambda} \) the set \( \Lambda^{B_x} \times \{x\} \) is stationary with color set \( B \). We conclude that \( (\Lambda \times \Omega, w) \) satisfies \( H_R \).

With this knowledge we may construct \( \Lambda_R \times \Omega \) and \( (\Lambda \times \Omega)_R \). Since \( \varphi \) is an adjustment each will come equipped with an \( \Lambda \times \Omega \)-realization. Further, by the construction of \( \varphi \) these realizations are injective.
The connecting isomorphism can be obtained almost immediately. Careful examination of the definition of \(\text{par}_x\) will show that \(\text{im}(\text{par}_x) = \text{im}(\text{par}) \times \Omega\). This stems from the fact that \(\text{par}\) only acts differently from \(\mathbb{1}\) on edges with color in the set \(B\). These edges can only be found in the \(\Lambda\) factor.

From here we leverage injectivity. Since \(\text{par}_x\) is injective there is a two sided inverse defined on \(\text{im}(\text{par}_x) = \text{im}(\text{par}) \times \Omega\). That is the map \(\text{par}^{-1}_x \circ (\text{par} \times \mathbb{1}) : \Lambda_R \times \Omega \to (\Lambda \times \Omega)_R\) is a bijection that makes the diagram above commute. We conclude that \((R)\) is robust.

\[\square\]

6 Complete Edge Reduction, Delay, and Robustness

As put forth in the introduction, this section will be dedicated to showing that two of the moves from \([EFG+22]\) are indeed special cases of this new form of reduction. Specifically, they lie on opposite sides of a spectrum determined by the size of the color set \(B\).

We begin with the move \((CR)\) which requires the definition of a complete edge. This was a significant source of inspiration when defining stationary sets.

**Definition 6.1.** \([EFG+22]\) Notation 6.1] We say a collection of edges, \(G \subseteq \Lambda^E\), is a complete edge if it has the following properties:

1. \(G\) contains precisely one edge of each color;
2. \(s(g_1) = s(g_2)\) and \(r(g_1) = r(g_2)\) for every \(g_1, g_2 \in G\);
3. if \(g_1 \in G\) and \(\mu, \eta, g \in \Lambda^E\) satisfy \(\mu g_1 \sim g \eta\) or \(\mu g_1 \sim \eta g\), then \(g \in G\).

One can check that a complete edge is indeed a stationary set with color set \(E\).

**Definition 6.2.** Complete Edge Reduction (CR) \([EFG+22]\) Definition 6.3]: Let \(\Lambda\) be a \(k\)-graph and fix \(w \in \Lambda^0\) such that \(\Lambda^Ew\) and \(w\Lambda^E\) are complete edges and \(w \neq r(\Lambda^Ew) =: x\). Define

\[
\begin{align*}
\Lambda^0_{CR} &= \Lambda^0 \setminus \{w\} \\
\Lambda^E_{CR} &= \Lambda^E \setminus \Lambda^E w \\
s_{CR}(e) &= s(e) \\
r_{CR}(e) &= \begin{cases} r(e), & r(e) \neq w \\
x, & r(e) = w \end{cases}
\end{align*}
\]

Then fix \(g \in \Lambda^E w\) and define \(\text{par}\) on \(y \in \Lambda^0_{CR}\) and \(\gamma \in \Lambda^E_{CR}\) in the following way:

\[
\begin{align*}
\text{par}(y) &= \iota(y) \\
\text{par}(\gamma) &= \begin{cases} \iota(\gamma), & r(\iota(\gamma)) \neq w \\
g\iota(\gamma), & r(\iota(\gamma)) = w. \end{cases}
\end{align*}
\]

Now extend multiplicatively and define \(\mu \sim_{CR} \lambda\) if and only if \(\text{par}(\mu) \sim \text{par}(\lambda)\).

This move shares enough in common with \((R)\) that we can directly demonstrate \(\Lambda_R \cong \Lambda_{CR}\).

**Proposition 6.3.** If \((\Lambda, w)\) is a pair satisfying \(H_{CR}\), then the vertex \(w\) is fully reducible with color set \(E\), and \(\Lambda^E w = \{f_b : b \in B\}\) is a stationary set. Since \((\Lambda, w)\) satisfies \(H_R\) and \(H_{CR}\), \(\Lambda_R\) and \(\Lambda_{CR}\) exist with \(\Lambda_{CR} \cong \Lambda_R\).

**Proof.** Since \(w\Lambda^E\) is a complete edge, by definition for each \(e_i\) we have \(w\Lambda^E = \{f_{e_i}\}\). Since \(x = r(\Lambda^E w) \neq w\), we quickly conclude that \(w\) is reducible with color set \(E\). Since \(E = \emptyset\), we know that \(U^E_w = \{w\}\) and thus we have that \(w\) is fully reducible with color set \(E\). We note that since \(w\Lambda^E\) is a complete edge, \(\{f_{b,w} : b \in B\}\) is a stationary set with color set \(E\).

We may therefore construct \(\Lambda_R\). For ease of notation, we will label \(\Lambda^E w = \{g_b : b \in B\}\). Notice first that \(\Lambda^0_{CR} = \Lambda^0_R\) since \(U^E_w = \{w\}\). Compare \(\Lambda^E_{CR} = \Lambda^E \setminus \Lambda^E w\) and \(\Lambda^E_R = \Lambda^E \setminus r^{-1}(w)\), and note that
Define $\Lambda^D = \{ f_{b,w} : b \in B \}$ and $\Lambda^E = \{ g_b : b \in B \}$. We will associate $g_b \mapsto f_{b,w}$ and see that this yeilds a bijection between $\Lambda^E_{CR}$ and $\Lambda^E_R$. We need to check that $s_R, s_{CR}, r_R$, and $r_{CR}$ all agree under this bijection. Observe that

$$s_R(g_b) = s(f_{b,w}) = s_{CR}(f_{b,w}) \quad \text{ and } \quad r_R(g_b) = r(g_b) = x = r_{CR}(f_{b,w}).$$

We now check that $\sim_R$ gives the same equivalence classes as $\sim_{CR}$. This amounts to checking that after fixing $g \in \Lambda^E_{\mathcal{E}}$ for par$_{CR}$ and $d(g) \in E$ for par$_R$, we have par$_R(g_b) = g_b f_{d(g),w} \sim g f_{b,w} = \text{par}_{CR}(f_{b,w})$. We may now conclude that $\Lambda^D_{CR} \cong \Lambda^D_R$.

To discuss the move Delay (D) and its relationship to (R), we first present [EFG+22, Definition 4.1], with some notation changes. This definition is particularly technical. In essence, the goal is to choose an edge $f \in \Lambda^{e_1}$ and replace it with a path of length $2$, $f_1 f_2$. However, as we saw with reduction, local changes like this have a global effect on the $k$-graph. To account for this, (D) adds edges $C^e_{ij}$ for each $k \geq i > 1$ and also delays the edges in the set $C^{e_1}$. To prime the reader for this definition, we will state the following proposition which will be proved after the definition.

**Proposition 6.4.** The pair $(\Lambda, v_f)$ satisfy $H_R$. In particular,

1. $r_D(f^1) = v_f$ is reducible with color set $\{e_1\}$.
2. $U^e_{v_f} = \bigcup_{i=2}^{k} C^e_{D,i}.$
3. $(U^e_{v_f})^0 = \{v_g : g \in C^{e_1}\}$ and each of these are reducible with color set $\{e_1\}$.
4. $v_g A^B = \{g^1\}$ and thus is stationary with color set $\{e_1\}$.

**Definition 6.5.** Delay (D) [EFG+22, Definition 4.1]: Let $(\Lambda, d)$ be a $k$-graph and $G = (\Lambda^0, \Lambda^E, r, s)$ its underlying directed graph. Fix $f \in \Lambda^E$; without loss of generality, assume $d(f) = e_1$. Define the sets:

$$A_1 = \{f\} \cup \{g \in \Lambda^{e_1} : ag \sim fb \text{ or } ga \sim bf \text{ for some } a, b \in \Lambda^{e_i} \text{ for } 2 \leq i \leq k\},$$

$$A_m = \{e \in \Lambda^{e_1} : ag \sim eb \text{ or } ga \sim be \text{ where } a, b \in \Lambda^{e_i} \text{ for } 2 \leq i \leq k, g \in A_{m-1}\},$$

$$C^{e_1} = \bigcup_{j=1}^{\infty} A_j \subseteq \Lambda^{e_1}.$$  

Define $C^{e_1}$:

$$C^{e_1} = \{[ga] \in \Lambda : g \in C^{e_1}, a \in \Lambda^{e_i}\}.$$  

From these sets in $\Lambda$ we define the sets to be added to form $\Lambda_D$.

$$C^e_D = \{g^1, g^2 : g \in C^{e_1}\}$$

$$C_D^{e_1} = \{e_a : a \in C^{e_1}\}.$$  

Define the $k$-colored graph $G_D = (\Lambda^0_D, \Lambda^1_D, r_D, s_D)$ by

$$\Lambda^0_D = \Lambda^0 \cup \{v_g : g \in C^{e_1}\}, \quad \Lambda^{e_1}_D = (\Lambda^{e_1} \setminus C^{e_1}) \cup C_D^{e_1},$$

$$s_D(g^1) = s(g), s_D(g^2) = v_g, \quad r_D(g^1) = v_g, r_D(g^2) = r(g);$$

$$\Lambda^e_D = \Lambda^e \cup C_D^{e_1},$$

$$s_D(e_a) = v_g \text{ such that } bg \text{ represents } \alpha \text{ and } d(g) = e_1, \quad r_D(e_a) = v_b \text{ such that } ha \text{ represents } \alpha \text{ and } d(h) = e_1.$$
Let \( \iota_D : G_D \to G \) be the partially defined inclusion map with domain \( (\Lambda_D^0 \cup \Lambda_D^1) \setminus \left( \bigcup_{i=1}^k C_D^i \right) \cup \{ v_e : e \in C^{e_1} \} \).

Then, for edges \( g \in \Lambda_D^1 \setminus \bigcup_{i=1}^k C_D^i \), we can define

\[
 s_D(g) = s(\iota_D(g)), \quad r_D(g) = r(\iota(g)), \quad d_D(g) = d(\iota(g)).
\]

Let \( G_D^2 \) be the path category for \( G_D \) and define the equivalence relation \( \sim_D \) on bi-color paths \( \mu = \mu_2 \mu_1 \in G_D^2 \) according to the following rules.

**Case 1:** Assume \( \mu_1, \mu_2 \notin \bigcup_{i=1}^k C_D^i \). Then we set \( [\mu]_D = \iota^{-1}(\iota(\mu)) \).

**Case 2:** Suppose \( \mu_j \) lies in \( C^{e_1} \), so that \( \mu_j \in \{ g^1, g^2 \} \) for some edge \( g \in C^{e_1} \). If \( j = 1 \) and \( \mu_1 = g^2 \), then \( r(\mu_1) = s(\mu_2) = \iota^{-1}(r(g)) \in \iota^{-1}(\Lambda^0) \), and the edges in \( G_D \) with source in \( \iota^{-1}(\Lambda^0) \) and degree \( e_i \) for \( i \neq 1 \) are in \( \iota^{-1}(\Lambda^1) \). Therefore \( \mu_2 \in \iota^{-1}(\Lambda^{e_1}) \), and \( \iota(\mu_2)g \) is a bi-color path in \( G \), so \( \iota(\mu_2)g \sim h \) for edges \( h \in C^{e_1}, a \in \Lambda^{e_1} \). There is then an edge \( e_{[\mu_2]} \in \Lambda_D^1 \) with source \( s(\mu_1) = v_g \) and range \( v_h = s(h^2) \); we define \( \mu_2 \mu_1 = \mu_2 g^2 \sim_D h^2 e_{[\mu_2]} \).

![Figure 6.6](image-url)

**Figure 6.6:** A commuting square in \( G \) and its “children” in \( G_D \), when \( h, g \in C^{e_1} \).

If \( j = 1 \) and \( \mu_1 = g^1 \), the only edges in \( G_D \) with source \( r(g^1) = v_g \) and degree \( e_i \) for \( i \neq 1 \) are of the form \( e_{[bg]} = e_{[ha]} \) for some commuting square \( bg \sim h \) in \( \Lambda \). In this case, we will have \( h \in C^{e_1} \), and \( r(h^1) = v_h = r(e_{[bg]}) \), so we set \( e_{[bg]}g^1 \sim_D h^1 a \).

A similar argument shows that if \( j = 2 \), the path \( \mu_2 \mu_1 \) will be of the form \( h^1 a \) or \( h^2 e_{[ha]} \), whose factorizations we have already described.

**Case 3:** Assume \( \mu \) is of the form \( e_{[\beta]} e_{[\alpha]} \) for \( \alpha \in C_D^{e_1}, \beta \in C_D^{e_1} \) with \( i \neq j \). Now \( s_D(e_{[\beta]}) = r_D(e_{[\alpha]}) = v_g \) for some \( g \in C^{e_1} \), and consequently \( \alpha, \beta \in \Lambda \) are linked as shown on the left of Figure 6.7. Since \( \Lambda \) is a \( k \)-graph, the 3-color path outlining \( \beta \alpha \) generates a 3-cube in \( \Lambda \), which is depicted on the right of Figure 6.7.

![Figure 6.7](image-url)

**Figure 6.7:** The commuting squares of edges from \( \bigcup_{i=2}^k C_D^i \).

Let \( \delta \) and \( \gamma \) denote the faces of this cube which lie, respectively, opposite \( \beta \) and \( \alpha \). Since \( g \in C^{e_1} \), all of the vertical edges of this cube are in \( C^{e_1} \), and so \( \delta, \gamma \in C^{e_1} \). Moreover, the path \( e_{[\beta]} e_{[\alpha]} \) is composable in \( \Lambda_D \), and has the same source and range as \( e_{[\beta]} e_{[\alpha]} \). Set \( e_{[\beta]} e_{[\alpha]} \sim_D e_{[\gamma]} e_{[\delta]} \).
Before proving Proposition 6.4, it is important to point out that [EFG+22] Theorem 4.2, 4.3] showed that (D) is a well-defined, subtle, higher-rank graph adjustment.

**Proof of Proposition 6.4.** In this proof, all edges and vertices are in $\Lambda_D$. So, for notation’s sake we will write $s$ and $r$ instead of $s_D$ and $r_D$.

(I) This will follow directly from the definitions of $s_D$ and $r_D$ put forth above. Observe that $v_I\Lambda_D^Es(f) = \{ f_1 \}$ and this edge has color $e_1$ ensuring that the bridge edges are $f^1$ and the co-bridge edges are $f^2$.

(II) We first consider $\Lambda_D^E$. This removes the edges in $C_{D}^{e_1}$. From the given definitions of $s_D$ and $r_D$, these are the only edges with source $v_g$, for some $g \in C^{e_1}$, and range in $\Lambda$. Further, every edge of the undirected connected component is contained in $C_{D}^{e_1}$ for some $1 \leq i \leq k$, since the inductive definition is inherently undirected. This returns the desired equality.

(III) Suppose that $g \in C^{e_1}$. By definition, there exists some edge $a$ with $d(a) \neq e_1$ such that $ga$ is a well-defined path. In particular, $[ga] \in C^{d(a)}$. So $e_{[ga]} \in C^{d(a)}_D$ and further $r(e_{[ga]}) = v_g$ and $s(e_{[ga]}) = v_h$ for some $h \in C^{e_1}$. We conclude that $(U^g_{v_g})^0 = s \left( U^g_{v_g} \right) \cup r \left( U^g_{v_g} \right) = \{ v_g : g \in C^{e_1} \}$. From here we need only notice that a given $v_g$ is reducible with color set $\{ e_1 \}$. In particular, $v_g$ has bridge edge $g^1$ and co-bridge edge $g^2$ allowing us to conclude full reducibility of $v_f$.

(IV) This follows from the argument above. Further note from the definition of stationary that a singleton edge connecting $s(g)$ and $v_g$ is vacuously stationary.

\[ \square \]

With (D) it is clear that objects are added to the $k$-graph while (R) removes edges and vertices. This means that its relationship with (R) is clearly not a simple matter of $\Lambda_D \cong \Lambda_R$. Instead we recall that in [ERRS21] the sequences of graph moves between $E$ and $F$ can utilize these moves or their inverses (i.e. the path between $E$ and $F$ is possibly undirected). This means that if we show $(\Lambda_D)_R \cong \Lambda$, then we may conclude that the Morita equivalence between $C^*(\Lambda_D) \sim_{ME} C^*(\Lambda)$ can be thought of as a direct consequence of the fact that $C^*((\Lambda_D)_R) \sim_{ME} C^*(\Lambda_D)$. To this end we present the following proposition.

**Proposition 6.8.** For any $k$-graph, $\Lambda$, if $\Lambda_D$ is obtained by delaying $f \in \Lambda^{e_1}$ and reduction is performed on $(\Lambda_D, v_f)$ to obtain $(\Lambda_D)_R$, we have $(\Lambda_D)_R \cong \Lambda$.

**Proof.** From Proposition 6.4, we know that $(\Lambda_D)_R$ is well-defined. Further we may note that

\[
(\Lambda_D)^0_R = \Lambda_D^0 \setminus \{ v_g : g \in C^{e_1} \} = (\Lambda^0_0 \cup \{ v_g : g \in C^{e_1} \}) \setminus \{ v_g : g \in C^{e_1} \} = \Lambda^0
\]

\[
(\Lambda_D)^E_R = \Lambda_D^E \setminus ((U^g_{v_g})_E \cup \{ g^1 : g \in C^{e_1} \}) = \Lambda_D^E \setminus \left( \bigcup_{i=1}^{k} C^{e_1}_{D} \right) \cup \{ g^1 : g \in C^{e_1} \}
\]

At first it is worrying that we do not recover $\Lambda^E$ exactly, but this can be easily remedied by the identification $g^2 \mapsto g$. This is the right thing to do, because $r_D(g^2) = r_D(\iota_R(g^2)) = r_D(g^2) = r(g)$. Recall also that $g^2 \in (\Lambda_D)_R$ is such that $s_D(\iota_R(g^2)) = v_g$ and thus $s_D(g^2) = s_D(g^2 g^1) = s(g)$.

Being more precise, there is a bijective functor between the path categories $\phi : G((\Lambda_D)_R)^* \to G(\Lambda)^*$ such that for all $g^2 \in C^{e_1}_D$ we have $\phi(\iota_R^{-1}(g^2)) = g$ and, for the remaining edges, $\mu \mapsto \iota_D(\iota_R(\mu))$. It remains to show that this identification respects the relations $\sim_{DR}$ and $\sim$. That is, given $\mu \sim_{DR} \nu$ then $\phi(\mu) \sim \phi(\nu)$. This proof relies primarily on unpacking the definition of $\sim_{DR}$ and observing that $\phi$ acts this way by construction.

Using the notation from Remark 5.6, we may observe that $\Theta = \{ g^2 g^1 : g \in C^{e_1} \}$. In particular this means that

\[
\text{par}(\mu) = \begin{cases} g^2 g^1, & \iota_R(\mu) = g^2 \text{ for some } g \in C^{e_1} \\ \iota_R(\mu), & \text{otherwise} \end{cases}
\]
Let’s consider some path of length 2, \( \mu = \mu_2\mu_1 \), in \((\Lambda_D)_R\) and observe that \([\mu]_{DR} = [\operatorname{par}(\mu)]_D\). We will investigate cases based on whether \(\operatorname{par}(\mu) \in \Xi^*\) or \(\operatorname{par}(\mu) \notin \Xi^*\).

Suppose that \(\operatorname{par}(\mu) \in \Xi^*\). Then \(\operatorname{par}(\mu) = \iota_R(\mu)\). Further, since \(\operatorname{par}(\mu) \in \Xi^*\), we conclude that \(s_D(\iota_R(\mu_1)), s_D(\iota_R(\mu_2)) \notin \{v_g : g \in \mathcal{C}^e_1\}\) and thus we fall under Case 1 for \(\sim_D\). We conclude that:

\[
[\mu]_{DR} = [\operatorname{par}(\mu)]_D = [\iota_R(\mu)] = [\iota_D(\iota_R(\mu))] = [\phi(\mu)].
\]

Now suppose that either \(\operatorname{par}(\mu_1) \in \Theta\) or \(\operatorname{par}(\mu_2) \in \Theta\). We will closely examine the former, and note that a similar argument holds for the latter. If \(\operatorname{par}(\mu_1) \in \Theta\) then \(\mu_1 = \iota_R^{-1}(g^2)\) for some \(g \in \mathcal{C}^e_1\) and \(\operatorname{par}(\mu_2) = \iota_R(\mu_2)\). So, \(\operatorname{par}(\mu) = g^2g^1\iota_R(\mu_2)\). By the construction of Case 2 we know that

\[
[\mu_2\mu_1]_{DR} = [\iota_R(\mu_2)g^1g^2] = [\iota_D(\iota_R(\mu_2))g] = [\phi(\mu_2)\phi(\mu_1)].
\]

We conclude that \(\phi\) induces an isomorphism of \(k\)-graphs \(\Lambda \cong (\Lambda_D)_R\).

From the above results we see that the moves (CR) and (D) from [EFG+22] are special cases of the move (R) developed in this paper. This allows us to update the list of necessary Morita equivalence preserving \(k\)-graph moves.

- Insplitting (I) [EFG+22] §3
- Outsplitting (O) [Lisar] §4
- Sink Deletion (S) [EFG+22] §6
- Reduction (R)
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