Oscillatory criteria for the second order linear functional - differential equations with locally integrable coefficients
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Abstract. The Riccati equation method is used to establish some oscillatory criteria for the second order linear functional - differential equation of multiple terms with locally integrable coefficients. An interval oscillation criterion for the second order linear functional - differential equation is proved. We have obtained a generalization of an oscillation theorem of L. Berezanski and E. Braverman, a generalization of the well known Fite’s oscillation criterion and a new global solvability criterion for the second order linear functional - differential equations with advanced and retarded arguments.

Key words: Riccati equation, linear functional - differential equation, oscillation, interval oscillation, Fite’s oscillation theorem, oscillation criterion.

§1. Introduction

Let $q_k(t), \; k = 1, n$ be locally integrable and $\alpha_k(t), \; k = 1, n$ be locally bounded real valued functions on $[t_0; +\infty)$ and let $p(t)$ be a positive function on $[t_0; +\infty)$ such that $\frac{1}{p(t)}$ is locally integrable on $[t_0; +\infty)$. Consider the equation

$$(p(t)\phi'(t))' + \sum_{k=1}^{n} q_k(t)\phi(\alpha_k(t)) = 0, \quad t \geq t_0. \quad (1.1)$$

Denote $T_0 \equiv \min\{t_0; \inf_{t \geq t_0} \alpha_k(t)\}$. A real valued continuous function $\phi(t)$ on $[T_0; +\infty)$ is called a solution of Eq. (1.1), if $\phi'(t)$ is absolutely continuous on $[t_0; +\infty)$ and $\phi(t)$ satisfies Eq. (1.1) almost everywhere on $[t_0; +\infty)$.

Definition 1.1. Eq. (1.1) is called oscillatory if its each solution has arbitrarily large zeroes.

Definition 1.2. Eq. (1.1) is called oscillatory on the segment $[t_1; t_2]$ ($t_0 \leq t_1 < t_2 < +\infty)$, if its each solution vanishes on $[t_1; t_2]$. 
The study of the question of oscillation of linear functional-differential equations in particular of Eq. (1.1) is an important problem of qualitative theory of functional-differential equations and many works are devoted to it (see [1 - 6] and cited works therein). Among these works note [1] where the following important result is proved.

**Theorem 1.1.** Suppose \( p(t) \equiv 1, q_k(t) \geq 0, 0 \leq \alpha_k(t) \leq t, \ t \geq t_0, \ \lim_{t \to +\infty} \alpha_k(t) = +\infty, \ k = \overline{1,n}, \) and for each \( c = \text{const} > 0 \) the ordinary differential equation

\[
\phi''(t) + \left( \sum_{k=1}^{n} q_k(t) \frac{\alpha_k(t) - c}{t - c} \right) \phi(t) = 0, \quad t \geq t_0,
\]

is oscillatory. Then Eq. (1.1) is also oscillatory.

In this paper the Riccati equation method is used to establish oscillatory criteria for Eq. (1.1) in two new directions. The first direction is to obtain oscillatory criteria for Eq. (1.1) with both advanced and retarded arguments. The second one is to break nonnegativity condition imposed on the coefficients of Eq. (1.1) (see below Theorem 2.6 and Remark 2.1). In the first direction we have obtained a generalization of Theorem 1.1 (see below Theorem 2.4). The first integral criterion of oscillation for the equation

\[
\phi''(t) + q(t)\phi(t) = 0, \quad t \geq t_0,
\]

where \( q(t) \) is a continuous function on \([t_0; +\infty)\) was formulated and proved by Fite (see [7]) stating that if \( q(t) \geq 0, \ t \geq t_0, \) and \( \int_{t_0}^{+\infty} q(\tau) d\tau = +\infty, \) then Eq. (1.2) is oscillatory.

A generalization of this result is Theorem 2.4 proved below. In this work an oscillation criterion on the finite segment for Eq. (1.1) is obtained (in the second direction; see below Theorem 2.6).

For studying of oscillatory property of Eq. (1.1) in this work in general we shall letting the satisfaction of the following conditions (an exception is Theorem 2.6)

A) \( q_k(t) \geq 0, \ t \geq t_0, \ k = \overline{1,n}; \)

B) \( \lim_{t \to +\infty} \alpha_k(t) = +\infty, \ k = \overline{1,n}. \)

The criteria of this work can be attributed to two groups. To the first group we attribute the criteria with restriction

C) \( \int_{t_0}^{+\infty} \frac{d\tau}{p(\tau)} = +\infty. \)

To the second group we attribute the criteria without of restriction C).
§2. Main results

Let \( a_k(t) \), \( k = 1, n \), be real valued locally integrable functions on \((-∞; +∞)\) and let \( h_k \), \( k = 1, n \), be some real constants. Consider the functional - differential equation

\[
\phi''(t) + \sum_{k=1}^{n} a_k(t)\phi(t + h_k) = 0, \quad t \in (-∞; +∞) \tag{2.1}
\]

A real valued continuous function \( \phi(t) \) on \((-∞; +∞)\) is called a solution of Eq. (2.1) if \( \phi'(t) \) is absolutely continuous on \((-∞; +∞)\) and \( \phi(t) \) satisfies Eq. (2.1) almost everywhere on \((-∞; +∞)\). The restriction of any solution of Eq (2.1) on \([t_0; +∞)\) we also will call a solution of Eq. (2.1).

**Theorem 2.1.** Suppose \(|a_k(t)| \leq a_0^k, \quad k = 1, n, \quad t \in (-∞; +∞)\), and let the transcendental equation

\[
\lambda^2 = \sum_{k=1}^{n} a_k^0 e^{h_k \lambda} \tag{2.2}
\]

has negative and positive solutions. Then for each \( \gamma_0, \ t_0 \in (-∞; +∞) \) Eq. (2.1) has the solution \( \phi_0(t) \) on \((-∞; +∞)\) satisfying the conditions \( \phi_0(t_0) = \gamma_0, \ \phi_0'(t_0) = 0 \).

**Example 2.1.** The equation

\[
\phi''(t) + \frac{1 + \varepsilon}{4(1 + t^2)}[\phi(t - 7/8) + \phi(t + 2/3)] = 0 \tag{2.3}
\]

for each \( \gamma_0, \ t_0 \in (-∞; +∞) \) and for enough small \( \varepsilon > 0 \) has the solution \( \phi_0(t) \) on \((-∞; +∞)\) satisfying the conditions \( \phi_0(t_0) = \gamma_0, \ \phi_0'(t_0) = 0 \).

**Example 2.2.** The equation

\[
\phi''(t) + \frac{e \sin^2 t}{1 + e^2} \phi(t - 1) + \frac{1}{4(1 + t^2)} \phi(t + 1) = 0 \tag{2.4}
\]

for each \( \gamma_0, \ t_0 \in (-∞; +∞) \) has the solution \( \phi_0(t) \) on \((-∞; +∞)\) satisfying the conditions \( \phi_0(t_0) = \gamma_0, \ \phi_0'(t_0) = 0 \).

**Example 2.3.** The equation

\[
\phi''(t) + \frac{1}{7(1 + t^2)}[\phi(t - 3/2) + \phi(t + 3/2)] = 0 \tag{2.5}
\]

for each \( \gamma_0, \ t_0 \in (-∞; +∞) \) has the solution \( \phi_0(t) \) on \((-∞; +∞)\) satisfying the conditions \( \phi_0(t_0) = \gamma_0, \ \phi_0'(t_0) = 0 \).
Example 2.4. The equation
\[ \phi''(t) + 32 \sin t[\phi(t - 1/16) + \phi(t + 1/16)] = 0 \]  
(2.6)
for each \( \gamma_0, \ t_0 \in (-\infty; +\infty) \) has the solution \( \phi_0(t) = \gamma_0, \ \phi'_0(t_0) = 0 \).

Denote: \( \Omega \equiv \{1, \ldots, n\} \) \((n \geq 1)\), \( \Omega_+ \equiv \{k \in \Omega : \alpha_k(t) \geq t, \ t \geq t_k, \ \text{for some} \ t_k \geq t_0\} \), \( \Omega_- \equiv \{k \in \Omega : \alpha_k(t) \leq t, \ t \geq t_k, \ \text{for some} \ t_k \geq t_0\} \). Consider the equations
\[
(p(t)\phi'(t))' + \left[ \sum_{k \in \Omega_{\pm}} q_k(t) \right] \phi(t) = 0, \ t \geq t_0. \tag{2.7_{\pm}}
\]

**Theorem 2.2.** Let the conditions A) and B) be satisfied, and let \( \Omega_{\pm} \neq \emptyset \) the equations \( (2.7_{\pm}) \) be oscillatory. Then Eq. (1.1) is oscillatory.

In what follow under the symbol \( \int_{\xi}^{\eta} u(\tau) d\tau \) we shall mean the integration of the function \( u(t) \) by the direction from \( \xi \) to \( \eta \).

**Theorem 2.3.** Let the conditions A) and B) be satisfied, \( \Omega_{\pm} \neq \emptyset \) and let
\[
D) \ [ \int_{t_0}^{+\infty} \left( \sum_{k \in \Omega_{\pm}} q_k(\tau) \right) d\tau < +\infty.
\]

Then if the equations \( (2.7_-) \) and
\[
(p(t)\phi'(t))' + \left[ \sum_{k \in \Omega_{\pm}} q_k(t) \exp\{ \int_t^{+\infty} \left( \sum_{k \in \Omega_{\pm}} q_k(s) \right) ds \} \right] \phi(t) = 0, \ t \geq t_0, \tag{2.8}
\]
are oscillatory then Eq. (1.1) is also oscillatory.

The next theorem is a generalization of the mentioned above Fite’s result \( (p(t) \equiv 1, \ n = 1, \ \alpha_1(t) \equiv t) \).

**Theorem 2.4.** Let the conditions A) - C) be satisfied and let
\[
E) \ [ \int_{t_0}^{+\infty} \left( \sum_{k=1}^{n} q_k(\tau) \right) d\tau = +\infty.
\]

Then Eq. (1.1) is oscillatory.

Consider the equation
\[
(p(t)\phi'(t))' + \left[ \sum_{k \in \Omega_{\pm}} q_k(t) \exp\{ \int_t^{+\infty} \left( \sum_{k \in \Omega_{\pm}} q_k(s) \right) ds \} \right] \phi(t) = 0, \ t \geq t_0. \tag{2.9}
\]
\[
\sum_{k \in \Omega - \Omega^+} q_k(t) \left( \frac{\alpha_k(t)}{\int_{t_1}^{t} \frac{d\tau}{p(\tau)}} \right) \phi(t) = 0, \quad t > t_1 \geq t_0, \quad (2.9)
\]

The next result is a generalization of Theorem 1.1 (\(p(t) \equiv 1, \quad \Omega_+ = \emptyset\))

**Theorem 2.5.** Let the conditions A) - D) be satisfied, \(\Omega_+ \cup \Omega^- \neq \emptyset\) and let for each \(t_1 \geq t_0\) Eq. (2.9) be oscillatory. Then Eq. (1.1) is oscillatory.

Consider the equation

\[
(p(t)\phi'(t))' + \left[ \sum_{k \in \Omega^+} q_k(t) \exp \left\{ \int_{t}^{\infty} \frac{d\tau}{p(\tau)} \left( \int_{t}^{\tau} \left( \sum_{k \in \Omega^+} q_k(s) \right) ds \right) \right\} + \right.
\]

\[
+ \left. \sum_{k \in \Omega_+ \setminus \Omega^-} l_k q_k(t) \left( \frac{\alpha_k(t)}{\int_{t_0}^{t} \frac{d\tau}{p(\tau)}} \right) \phi(t) = 0, \quad t > t_0. \quad (2.10)\]

**Corollary 2.1** Let the conditions A) - D) be satisfied, \(\Omega_+ \cup \Omega^- \neq \emptyset\) and let for some \(l_k \in (0, 1), \quad k \in \Omega_+ \setminus \Omega^+, \) Eq. (2.10) be oscillatory. Then Eq. (1.1) is oscillatory.

Let \(t_0 \leq t_1 < t_2 < t_3 < t_4 < +\infty\). Denote: \(\omega_+ \equiv \{ k \in \Omega : \alpha_k(t) \geq t, t \in [t_1, t_2]\}; \quad \omega^-_1 \equiv \{ k \in \Omega : t_1 \leq \alpha_k(t) \leq t, t \in [t_1, t_2] \}; \quad \omega^-_2 \equiv \{ k \in \Omega : \alpha_k(t) \leq t, t \in [t_3, t_4] \}; \quad T_1 \equiv \inf_{t \in [t_1, t_2], k \in \Omega} \alpha_k(t); \quad T_2 \equiv \sup_{t \in [t_1, t_2], k \in \Omega} \alpha_k(t); \quad t^+_3 \equiv \sup_{k \in \omega^+_2} \alpha_k(t). \) Consider the equations

\[
(p(t)\phi'(t))' + \left[ \sum_{k \in \omega^+_2} q_k(t) \exp \left\{ \int_{t}^{T_1} \frac{d\tau}{p(\tau)} \left( \sum_{k \in \omega^+_2} q_k(s) \right) ds \right\} + \right.
\]

\[
+ \left. \sum_{k \in \omega^-_1} q_k(t) \left( \frac{\alpha_k(t)}{\int_{t_1}^{t} \frac{d\tau}{p(\tau)}} + \varepsilon \right) \phi(t) = 0, \quad t \in [t_1, t_2], \quad \varepsilon > 0; \quad (2.11)\]
\[(p(t)\phi'(t))' + \sum_{k \in \omega_2} q_k(t) \phi(t) = 0, \quad t \in [t_3, t_4]. \quad (2.12)\]

**Theorem 2.6.** Let \(\omega_+ \cup \omega^- \neq \emptyset, \ \omega^- \neq \emptyset\) and let the following conditions be satisfied:

a) \(q_k(t) \geq 0, \ t \in [T_1, T_2], \ k \in \Omega;\)

b) \(T_2^+ \leq \tau^-;\)

c) for some \(\varepsilon_0 > 0\) Eq. (2.11) is oscillatory on \([t_1, t_2]\) for all \(\varepsilon \in (0, \varepsilon_0);\)

d) Eq. (2.12) is oscillatory on \([t_3, t_4]\).

Then Eq. (1.1) is oscillatory on \([T_1, T_2]\).

**Remark 2.1.** If for Eq. (1.1) the conditions of Theorem 2.6 are fulfilled on each of intervals \([L_{2m}; L_{2m+1}], \ m = 1, 2, \ldots, \) where \(L_1 < L_2 \ldots L_m \ldots\) and \(\lim_{m \to +\infty} L_m = +\infty\) then Eq. (1.1) is oscillatory. Note that in this case outside of the set \(\cup_{m=1}^{+\infty}[L_{2m}; L_{2m+1}]\) the functions \(q_k(t), \ k = 1, 2, \ldots, \) can change their signs.

Example 2.4. By Theorem 2.2 Eq. (2.3) is oscillatory.

Example 2.5. By Theorem 2.4 Eq. (2.4) is oscillatory.

Example 2.6. By Theorem 2.5 Eq. (2.5) is oscillatory.

Example 2.7. Show that Eq. (2.6) is oscillatory. According to Remark 2.1 it is enough to show that Eq. (2.6) is oscillatory on each interval \([2m\pi; (2m+1)\pi], \ m = 1, 2, \ldots, \) Let \(m\) be fixed. set \(t_1 = (2m + \frac{1}{8})\pi, \ t_2 = (2m + \frac{1}{8})\pi - \frac{1}{16}, \ t_3 = (2m + \frac{1}{8})\pi + \frac{1}{16}, \ t_4 = (2m + 1)\pi - \frac{2}{3}.\)

Then we have \(T_1 = (2m + \frac{1}{8})\pi - \frac{1}{16}, \ T_2 = (2m + \frac{1}{8})\pi + \frac{1}{16}, \ t_2^+ = t_3^- = (2m + \frac{1}{8})\pi.\) From here it follows that for Eq. (2.6) the conditions a) and b) of Theorem 2.6 are fulfilled. By Sturm’s comparison

\[\phi''(t) + 32 \sin t \phi(t) = 0\]

ia oscillatory on each of intervals \([t_1; t_2]\) and \([t_3; t_4].\) Then (by Sturm’s comparison theorem) the conditions c) and d) of Theorem 2.6 for Eq. (2.6) are fulfilled. Therefore Eq. (2.6) is oscillatory on \([T_1; T_2](\subset [2m\pi; (2m+1)\pi]).\)

Example 2.8. Consider the equation

\[\phi''(t) + \frac{\lambda}{t \ln t \ln(t)} \phi(t) = 0, \quad t \geq 3, \ \lambda > 0 \quad (2.13)\]

It is not difficult to verify that the equation

\[\phi''(t) + \frac{\lambda (\ln t - t_1)}{t \ln t \ln(t) (t - t_1)} \phi(t) = 0, \quad t \geq 3,\]

is not oscillatory for all \(\lambda > 0, \ t > t_1\) (this fact follows from the inequality \(\frac{\lambda (\ln t - t_1)}{t \ln t \ln(t) (t - t_1)} \leq \frac{1}{4t^2}\) for all enough large \(t\) and from the non oscillation of Euler’s equation \(\phi''(t) + \frac{1}{4t^2} \phi(t) = 0\).
via Sturm’s comparison theorem). Therefore Theorem 2.5 is not applicable to Eq. (2.13). Since for each \( \lambda > 0 \), \( \int_{3}^{\infty} \frac{\lambda dt}{t \ln(t) \ln(\ln(t))} = +\infty \), by Theorem 2.4 Eq. (2.13) is oscillatory.

§3. Proof of the main results

Let \( a(t) \) and \( b(t) \) be real valued locally integrable functions on \([t_0; +\infty)\). Consider the Riccati equation
\[
y'(t) + a(t)y^2(t) + b(t) = 0, \quad t \geq t_0.
\] (3.1)
An absolutely continuous function \( y_0(t) \) on \([t_1; t_2)\) \((t_0 \leq t_1 < t_2 \leq +\infty)\) is called a solution of Eq. (3.1) on \([t_1; t_2)\), if \( y_0(t) \) satisfies (3.1) almost everywhere on \([t_1; t_2)\).

**Definition 3.1.** The set \([t_1; t_2)\) is called maximal existence interval for the solution \( y(t) \) of Eq. (3.1) on \([t_1; t_2)\), if \( y(t) \) cannot be continued to the right of \( t_2 \) as a solution of Eq. (3.1).

The solutions \( y(t) \) of Eq. (3.1), existing on \([t_1; t_2)\), are connected with the solutions \((\phi(t), \psi(t))\) of the system of equations
\[
\begin{cases}
\phi'(t) = a(t)\psi(t); \\
\psi'(t) = -b(t)\phi(t), \quad t \geq t_0.
\end{cases}
\] (3.2)
by equalities (see [8], pp. 153 - 154):
\[
\phi(t) = \phi(t_1) \exp \left\{ \int_{t_1}^{t} a(\tau)y(\tau)d\tau \right\}, \quad \phi(t_1) \neq 0, \quad \psi(t) = y(t)\phi(t).
\] (3.3)
Under a solution \((\phi(t), \psi(t))\) of the system (3.2) on any interval \([t_1; t_2)(\subset [t_0; +\infty))\) we mean an ordered pair of absolutely continuous functions \(\phi(t), \psi(t)\), defined on \([t_1; t_2),\) satisfying (3.2) almost everywhere on \([t_1; t_2)\). Using contraction mapping method it is not difficult to show that for each values \(\alpha_0\) and \(\beta_0\) the system (3.2) has the unique solution \((\phi(t), \psi(t))\) on \([t_0; +\infty)\), satisfying the initial conditions \(\phi(t_0) = \alpha_0, \ \psi(t_0) = \beta_0\). Hereafter we will assume that all solutions of equations and systems of equations be real valued and all functional equalities and inequalities which are considering on some sets we will understand their fulfillment almost everywhere on these sets.

Let \( b_1(t) \) be a real valued locally integrable function on \([t_0; +\infty).\) Along with Eq. (3.1) consider the Riccati equation
\[
y'(t) + a(t)y^2(t) + b_1(t) = 0, \quad t \geq t_0.
\] (3.4)
Before starting to prove the main results we need to prove two lemmas

**Lemma 3.1.** Let $a(t) \geq 0$, $b(t) \leq b_1(t)$, $t \in [t_1; t_2)$ ($t_0 \leq t_1 < t_2 \leq +\infty$), and let $y_1(t)$ be a solution of Eq. (3.4) on $[t_1; t_2)$. Then each solution $y_0(t)$ of Eq. (3.1) with $y_0(t_1) \geq y_1(t_1)$ exists on $[t_1; t_2)$, and

$$y_0(t) \geq y_1(t), \quad t \in [t_1; t_2).$$  \hspace{1cm} (3.5)

Proof. Let $[t_1; T)$ be the maximal existence interval for $y_0(t)$. Show that $T \geq t_2$. Suppose $T < t_2$. Then by virtue of (3.1) and (3.4) we have:

$$(y_0(t) - y_1(t))' + a(t)[y_0(t) + y_1(t)](y_0(t) - y_1(t)) + b(t) - b_1(t) = 0, \quad t \in [t_1; T).$$

From here is seen that $y_0(t) - y_1(t)$ is a solution to the linear equation

$$Y'(t) + a(t)[y_0(t) + y_1(t)]Y(t) + b(t) - b_1(t) = 0, \quad t \in [t_1; T).$$

Therefore according to Cauchy formula we have:

$$y_0(t) - y_1(t) = \exp\left\{- \int_{t_1}^{t} a(\tau) [y_0(\tau) + y_1(\tau)] d\tau\right\} y_0(t_1) - y_1(t_1) +$$

$$+ \int_{t_1}^{t} \exp\left\{ \int_{\tau}^{t} a(s) [y_0(s) + y_1(s)] ds\right\} (b_1(\tau) - b(\tau)) d\tau, \quad t \in [t_1; T).$$

From here and from the conditions of the lemma it follows that

$$y_0(t) \geq y_1(t), \quad t \in [t_1; T).$$  \hspace{1cm} (3.6)

Let $\phi_0(t) \equiv \exp\left\{ \int_{t_1}^{t} a(\tau) y_0(\tau) d\tau\right\}$, $\psi_0(t) = y_0(t) \phi_0(t), \quad t \in [t_1; T)$. By (3.1) - (3.3)

$(\phi_0(t), \psi_0(t))$ is a solution of the system (3.2) on $[t_1; T)$, which can be continued on $[t_0; +\infty)$ as a solution of Eq. (3.2). From (3.6) and from the inequalities $a(t) \geq 0$, $t \in [t_1; t_2)$, $T < t_2$ it follows that $\phi_0(t) \neq 0$, $t \in [t_1; t_3)$, for some $t_3 > T$. Then by (3.3) $\tilde{y}_0(t) \equiv \frac{\psi_0(t)}{\phi_0(t)}$ is a solution of Eq. (3.1) on $[t_1; t_3)$. Obviously $\tilde{y}_0(t)$ coincides with $y_0(t)$ on $[t_1; T)$. Therefore $[t_1; T)$ is not the maximal existence interval for $y_0(t)$. The obtained contradiction shows that $T \geq t_2$. This inequality with (3.6) prove (3.5). The lemma is proved.
Let \( \phi_0(t) \) be a solution of Eq. (1.1) such that \( \phi_0(t) \neq 0, \ t \in [t_1; t_2] \) \((t_0 \leq t_1 < t_2 \leq +\infty)\). Then it is not difficult to check that for the function \( y_0(t) \equiv \frac{p(t)\phi_0(t)}{\phi_0(t)} \) the following equality takes place

\[
y_0(t) + \frac{1}{p(t)}y_0^2(t) + \sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\infty} \frac{y_0(\tau)}{p(\tau)} d\tau \right\} = 0, \quad t \in [\tilde{t}_1; \tilde{t}_2],
\]

(3.7)

where \([\tilde{t}_1; \tilde{t}_2]\) \((\subset [t_1; t_2])\) is defined from the condition: \( \phi_0(\alpha_k(t)) \neq 0, \ t \in [t_1; t_2], \ k = 1, n \).

**Remark 3.1.** By (1.1) the function \( y_0(t) \) is absolutely continuous on \([t_1; t_2]\).

**Lemma 3.2.** Let the conditions A) - C) be fulfilled, and let \( \phi_0(t) \) be a solution of Eq. (1.1) such that \( \phi_0(t) \neq 0, \ t \geq t_1, \) for some \( t_1 \geq t_0 \). Then the function \( y_0(t) \equiv \frac{p(t)\phi_0(t)}{\phi_0(t)} \), \( t \geq t_1, \) is nonnegative on \([t_2; +\infty)\), where \( t_2 \geq t_1 \) such that \( \alpha_k(t) \geq t_1 \) for \( t \geq t_2, \ k = 1, n \).

**Proof.** By B) chose \( t_2 \geq t_1 \) such that \( \alpha_k(t) \geq t_1 \) for \( t \geq t_2, \ k = 1, n \). Then by virtue of (3.7) \( y_0(t) \) is a solution of the Riccati Equation

\[
y'(t) + \frac{1}{p(t)}y^2(t) + \sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\infty} \frac{y_0(\tau)}{p(\tau)} d\tau \right\} = 0, \quad t \geq t_2.
\]

(3.8)

Suppose that for some \( t_3 \geq t_2, \ y_0(t_3) < 0 \). Along with Eq. (3.8) consider the equation

\[
y'(t) + \frac{1}{p(t)}y^2(t) = 0, \quad t \geq t_3.
\]

(3.9)

Let \( y_1(t) \) be the solution of this equation with \( y_1(t_3) = y_0(t_3) \). Then obviously

\[
y_1(t) = \frac{1}{\int_{t_3}^{t} \frac{d\tau}{p(\tau)} + \frac{1}{y_0(t_3)}}, \quad t \in [t_3; t_4),
\]

where \([t_3; t_4)\) is the maximal existence interval for \( y_1(t) \). From the condition C) it follows that \( \int_{t_3}^{t_4} \frac{d\tau}{p(\tau)} + \frac{1}{y_0(t_3)} = 0 \) and \( t_4 < +\infty \). On the other hand applying Lemma 3.1 to the equations (3.8), (3.9) and (in view of A)) taking into account the inequality

\[
\sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\infty} \frac{y_0(\tau)}{p(\tau)} d\tau \right\} \geq 0, \quad t \geq t_3,
\]

we conclude that \( y_1(t) \) exists on \([t_3; +\infty)\). The obtained contradiction completes the proof of the lemma.
3.1. Proof of Theorem 2.1. Let \( \lambda_1 < 0 \) and \( \lambda_2 > 0 \) the solutions od transcendent equation (y) Then for each real constants \( c_1 \) and \( c_2 \) the function \( \chi_0(t) \equiv c_1 e^{\lambda_1 t} + c_2 e^{\lambda_2 t} \) is a solution of the equation
\[
\phi''(t) = \sum_{k=1}^{n} a_k^0 \phi(t + h_k)
\] (3.10)
on \(( -\infty; +\infty) \). Chose \( c_1 \geq 0 \) and \( c_2 \geq 0 \) such that \( c_1 + c_2 = |\gamma_0| \), \( c_1 \lambda_1 + c_2 \lambda_2 = 0 \). Then we have \( \chi_0(t_0) = |\gamma_0| \), \( \chi'_0(t_0) = 0 \). This means that \( \chi_0(t) \) is a solution of the functional - integral equation
\[
\chi(t) = |\gamma_0| + (A_0 \chi)(t), \quad t \in (-\infty; +\infty),
\] (3.11)wherw \( (A_0 \chi)(t) \equiv \int_{t_0}^{t} d\tau \int_{t_0}^{\tau} \left( \sum_{k=1}^{n} a_k^0 \chi(s + h_k)ds \right) ds, \quad t \in (-\infty; +\infty). \) Therefore for \( \chi_0(t) \) the equality
\[
\chi_0(t) = |\gamma_0| + \sum_{m=1}^{N} (A_0^m f_0)(t) + (A_0^{N+1} \chi_0)(t), \quad t \in (-\infty; +\infty),
\] takes place for arbitrary \( N = 1, 2, \ldots \), where \( f_0(t) \equiv |\gamma_0|, \quad t \in (-\infty; +\infty). \) Hence
\[
0 \leq |\gamma_0| + \sum_{m=1}^{N} (A_0^m f_0)(t) \leq \chi_0(t), \quad t \in (-\infty; +\infty),
\]From here it follows that the series \( F_0(t) \equiv |\gamma_0| + \sum_{m=1}^{+\infty} (A_0^m f_0)(t) \quad t \in (-\infty; +\infty) \) converges for each \( t \in (-\infty; +\infty) \). Denote: \( (Af)(t) \equiv \int_{t_0}^{t} d\tau \int_{t_0}^{\tau} \left( \sum_{k=1}^{n} a_k^0 f(s + h_k)ds \right) ds, \quad t \in (-\infty; +\infty), \) for arbitrary continuous function \( f(t) \) on \( (-\infty; +\infty) \). Taking into account the conditions of the theorem it is not difficult to verify that
\[
|(A_0^m f_0)(t)| \leq (a_0^m f_0)(t), \quad m = 1, 2, \ldots, \quad t \in (-\infty; +\infty).
\]From here and from the convergence of \( F_0(t) \) it follows the convergence of the series
\[
\phi_0(t) \equiv \gamma_0 + \sum_{m=1}^{+\infty} (A_0^m f_0)(t), \quad t \in (-\infty; +\infty).
\]Show that \( \phi_0(t) \) is the required solution. For this it is enough to sow that \( \phi_0(t) \) is a solution of the functional - integral equation
\[
\phi(t) = \gamma_0 + (A\phi)(t), \quad t \in (-\infty; +\infty).
\] (3.12)
Denote: \( F_N(t) \equiv \gamma_0 + \sum_{m=1}^{N} (A^mf_0)(t), \ t \in (-\infty; +\infty) \). We have \( \gamma_0 + (AF_N)(t) - F_N(t) = (A^{N+1}f_0)(t) \to 0 \) uniformly on \([-T; T]\) for each \( T > 0 \). Hence

\[
\phi_0(t) = \lim_{N \to +\infty} F_N(t) = \gamma_0 + \lim_{N \to +\infty} (AF_n)(t) \tag{3.13}
\]

uniformly on \([-T; T]\). For arbitrary \( \varepsilon > 0 \) we can chose \( N = N(\varepsilon) \) so large that \( |(A\phi_0)(t) - (F_N(t))| \leq \varepsilon, \ t \in [-T; T] \). It means that \( \lim_{N \to +\infty} (AF_n)(t) = (A\phi_0)(t) \) uniformly on \([-T; T]\).

Since \( T > 0 \) is arbitrary from here and from (6) it follows that \( \phi_0(t) \) is a solution to Eq. (5) on \((-\infty; +\infty)\). The theorem is proved.

3.2. Proof of Theorem 2.2. Suppose some solution \( \phi_1(t) \) of Eq. (1.1) has no arbitrarily large zeroes. Let then \( \phi_1(t) \neq 0, \ t \geq t_1 \) for some \( t_1 \geq t_0 \). Due to the condition B) chose \( t_2 \geq t_1 \) so large that \( \alpha_k(t) \geq t_1 \) for \( t \geq t_2 \), \( k = 1, n \). Then according to (3.7) for the function \( y_1(t) \equiv \frac{\phi_0(t)}{\phi_1(t)} \), \( t \geq t_1 \), the equality

\[
y'_1(t) + \frac{1}{p(t)} y^2_1(t) + \sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} = 0, \ t \geq t_2. \tag{3.14}
\]

is fulfilled. From here and from A) it follows that \( y_1(t) \) is a monotonically non increasing function on \([t_2; +\infty)\). Then the following cases are possible.

1) \( y_1(t) \geq 0, \ t \geq t_2 \);
2) \( y_1(t) < 0, \ t \geq t_3 \), for some \( t_3 \geq t_2 \).

Suppose the case 1) takes place. Let \( t_4 \geq t_2 \) be such that \( \alpha_k(t) \geq t, \ t \geq t_4 \), \( k \in \Omega_+ \). Then from A) it follows that

\[
\sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} \geq \sum_{k \in \Omega_+} q_k(t), \ t \geq t_4. \tag{3.15}
\]

Consider the Riccati equations

\[
y'_1(t) + \frac{1}{p(t)} y^2_1(t) + \sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} = 0, \ t \geq t_4. \tag{3.16}
\]

\[
y'_1(t) + \frac{1}{p(t)} y^2_1(t) + \sum_{k \in \Omega_+} q_k(t) = 0, \ t \geq t_4. \tag{3.17}
\]
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By (3.14) \( y_1(t) \) is a solution of Eq. (3.16) on \([t_4; +\infty)\). Let \( y_+(t) \) be the solution of Eq. (3.17) with \( y_+(t_4) = y_1(t_4) \). Then applying Lemma 3.1 to the equations (3.16) and (3.17) and taking into account (3.11) we conclude that \( y_+(t) \) exists on \([t_4; +\infty)\). Hence \( \phi_+(t) \equiv \exp\left\{ \int_{t_4}^t \frac{y_+(\tau)}{p(\tau)} d\tau \right\} \), \( t \geq t_4 \), is a solution to Eq. (2.7+) on \([t_4; +\infty)\), which can be continued on \([t_0; +\infty)\) as a solution to Eq. (1.1). It is evident that \( \phi_+(t) \neq 0, \ t \geq t_4 \). Therefore (2.7+) is not oscillatory which contradicts the condition of the theorem. Then it remains to suppose that 2) takes place. Let \( t_5 \geq t_3 \) be so large that \( \alpha_k(t) \leq t, \ t \geq t_5, \ k \in \Omega_- \). Then from A) it follows:

\[
\sum_{k=1}^{n} q_k(t) \exp\left\{ \int_{t}^{t_5} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} \geq \sum_{k \in \Omega_-} q_k(t), \quad t \geq t_5. \tag{3.18}
\]

Consider the Riccati equation

\[
y'(t) + \frac{1}{p(t)} y^2(t) + \sum_{k \in \Omega_-} q_k(t) = 0, \quad t \geq t_5. \tag{3.19}
\]

Let \( y_-(t) \) be the solution of this equation with \( y_-(t_5) = y_1(t_5) \). Then applying Lemma 3.1 to the equations (3.16) and (3.19) and taking into account (3.18) we conclude that \( y_-(t) \) exists on \([t_5; +\infty)\). Hence \( \phi_-(t) \equiv \exp\left\{ \int_{t_5}^t \frac{y_-(\tau)}{p(\tau)} d\tau \right\} \), \( t \geq t_5 \), is a solution of Eq. (2.7-) on \([t_5; +\infty)\), which can be continued on \([t_0; +\infty)\) as a solution of Eq. (2.7-). Obviously \( \phi_-(t) \neq 0, \ t \geq t_5 \). Therefore Eq. (2.7-) is not oscillatory, which contradicts the condition of the theorem. The obtained contradiction completes the proof of the theorem.

3.3. Proof of Theorem 2.3. Let \( \phi_1(t) \) be a solution of Eq. (1.1) such that \( \phi_1(t) \neq 0, \ t \geq t_1 \), for some \( t_1 \geq t_0 \). Then for the function \( y_1(t) \equiv \frac{p(t)\phi_1'(t)}{\phi_1(t)} \), \( t \geq t_1 \), the equality (3.14) is satisfied. Obviously \( y_1(t) \) is a solution of the linear equation

\[
Y'(t) + \frac{1}{p(t)} y_1(t) Y(t) + \sum_{k=1}^{n} q_k(t) \exp\left\{ \int_{t}^{t_1} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} = 0, \quad t \geq t_2,
\]

where \( t_2 \geq t_1 \) is so large that \( \alpha_k(t) \geq t_1 \) for \( t \geq t_2, \ k = 1, n \) (existence of \( t_2 \) is guaranteed by the condition B)). Therefore by Cauchy formula the equality

\[
y_1(t) = \exp\left\{ - \int_{\xi}^{t} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} \left[ y_1(\xi) - \int_{\xi}^{t} \left( \sum_{k=1}^{n} q_k(\tau) \exp\left\{ \int_{\xi}^{\tau} \frac{y_1(s)}{p(s)} ds \right\} d\tau \right) \right], \tag{3.20}
\]
\( t \geq \xi \geq t_2 \) is fulfilled. By (3.14) \( y_1(t) \) is a monotonically non increasing function on \([t_2; +\infty)\). Therefore for \( y_1(t) \) only the cases 1) and 2) are possible. Let the case 1) takes place. Then from the conditions A) and D) and from (3.19) we have:

\[
y_1(\xi) \geq \int_{\xi}^{+\infty} \left( \sum_{k \in \Omega_+} q_k(\tau) \right) d\tau, \quad \xi \geq t_2.
\]

Hence

\[
\sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{t_2} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} \geq \sum_{k \in \Omega_+} q_k(t) \exp \left\{ \int_{t}^{t_2} \frac{y_1(\tau)}{p(\tau)} \int_{\xi}^{+\infty} \left( \sum_{j \in \Omega_+} q_j(s) \right) ds \right\}, \quad (3.21)
\]

\( t \geq t_2 \). Further the arguments of the proof are analogous of the arguments of the proof of Theorem 2.2 only with the difference that in place of (3.15) is used (3.21). The proof of the theorem is complete.

### 3.4. Proof of Theorem 2.4

Suppose for some solution \( \phi_1(t) \) of Eq. (1.1) the inequality \( \phi_1(t) \neq 0, \ t \geq t_1 \), is fulfilled for some \( t_1 \geq t_0 \). Then for the function \( y_1(t) = \frac{p(t)\phi_1(t)}{\phi_1(t)}, \ t \geq t_1 \), the equality (3.19) holds. By virtue of Lemma 3.2 from the conditions A) - C) it follows that \( y_1(t) \geq 0, \ t \geq t_2 \). Then from (3.20) it follows:

\[
\int_{t_2}^{+\infty} \left( \sum_{k=1}^{n} q_k(\tau) \exp \left\{ \int_{t_2}^{t} \frac{y_1(s)}{p(s)} ds \right\} \right) d\tau \leq y_1(t_2). \quad (3.22)
\]

Due to the condition B) chose \( t_6 \geq t_2 \) so large that \( \alpha_k(t) \geq t_2, \ t \geq t_6, \ k = 1, n \). Then taking into account the conditions A) and E) we will get:

\[
\int_{t_2}^{+\infty} \left( \sum_{k=1}^{n} q_k(\tau) \exp \left\{ \int_{t_2}^{t} \frac{y_1(s)}{p(s)} ds \right\} \right) d\tau \geq \int_{t_2}^{+\infty} \left( \sum_{k=1}^{n} q_k(\tau) \right) d\tau = +\infty,
\]

which contradicts (3.22). The obtained contradiction completes the proof of the theorem.

### 3.5. Proof of Theorem 2.5

Suppose for some solution \( \phi_1(t) \) of Eq. (1.1) the inequality \( \phi_1(t) \neq 0, \ t \geq t_1 \), takes place for some \( t_1 \geq t_0 \). Then for the function \( y_1(t) = \frac{p(t)\phi_1(t)}{\phi_1(t)}, \ t \geq t_1 \), the equality (3.20) holds. By virtue of Lemma 3.1 from the conditions A) - C) it follows that \( y_1(t) \geq 0, \ t \geq t_2 \). Then taking into account D) from (3.20) we will get:

\[
y_1(t) \geq \int_{t}^{+\infty} \left( \sum_{k \in \Omega_+} q_k(\tau) \right) d\tau \quad t \geq t_2. \quad (3.23)
\]
Let $\xi > t_2$. Consider the Riccati equations

\[ y'(t) + \frac{1}{p(t)} y^2(t) + \sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} = 0, \quad t \geq \xi; \quad (3.24) \]

\[ y'(t) + \frac{1}{p(t)} y^2(t) = 0, \quad t \geq \xi; \quad (3.25) \]

Obviously $y_\xi(t) \equiv 1/ \int_{t_2}^{t} \frac{d\tau}{p(\tau)}$, $t \geq \xi > t_2$, is a solution to the last equation. Chose $\xi > t_2$ so close to $t_2$, that $y_\xi(\xi) > y_1(\xi)$. Then since $y_1(t)$ is a solution of Eq. (3.24) on $[\xi; +\infty)$, by virtue of Lemma 3.1 from A) it follows that

\[ y_1(t) \leq 1/ \int_{t_2}^{t} \frac{d\tau}{p(\tau)}, \quad t \geq \xi. \quad (3.26) \]

Without loss of generality we will take that $t_2 > t_0$ so large that $\alpha_k(t) \geq t$, $k \in \Omega_+$, $\alpha_k(t) \leq t$, $k \in \Omega_-$, $t \geq t_2$. Then taking into account the condition A) from (3.23) and (3.26) we will get:

\[
\sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} \geq \sum_{k \in \Omega_+} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} + \\
+ \sum_{k \in \Omega_- \setminus \Omega_+} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} \geq \sum_{k \in \Omega_+} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{d\tau}{p(\tau)} \int_{t}^{+\infty} \left( \sum_{j \in \Omega_+} q_j(s) \right) ds \right\} + \\
+ \sum_{k \in \Omega_- \setminus \Omega_+} q_k(t) \int_{t_2}^{t} \frac{ds}{p(s)} \overset{def}{=} Q(t), \quad \xi > t_2. \quad (3.27)
\]

Consider the Riccati equation

\[ y'(t) + \frac{1}{p(t)} y^2(t) + Q(t) = 0, \quad t \geq \xi. \]
Let \( y_2(t) \) be the solution of this equation with \( y_2(\xi) = y_1(\xi) \). Then since \( y_1(t) \) is a solution of Eq. (3.24) on \([\xi; +\infty)\), by virtue of Lemma 3.1 from (3.27) it follows that \( y_2(t) \) exists on \([\xi; +\infty)\). Hence, \( \phi_2(t) \equiv \exp \left\{ \int_{\xi}^{t} \frac{y_2(\tau)}{p(\tau)} d\tau \right\}, \quad t \geq \xi \), is a solution of Eq. (2.9) for \( t_1 = t_2 \)
on on \([\xi; +\infty)\), which can be continued on \([t_0; +\infty)\) as a solution of Eq. (2.9). Obviously \( \phi_2(t) \neq 0, \quad t \geq \xi \). Therefore for \( t_1 = t_2 \) Eq. (2.9) is not oscillatory, which contradicts the condition of the theorem. The obtained contradiction completes the proof of the theorem.

### 3.6 Proof of Corollary 2.1

Let \( 0 < l_k < 1, \quad k \in \Omega_+ \setminus \Omega_\partial \). Then from the condition C) it follows that for each \( t_1 \geq t_0 \) there exists \( t_2 > t_1 \) such that \( \int_{t_1}^{t_2} \frac{ds}{p(s)} = l_k \int_{t_0}^{t_2} \frac{ds}{p(s)} / \int_{t_0}^{t_2} \frac{ds}{p(s)}, \quad t \geq t_2, \quad k \in \Omega_\partial \). Therefore by virtue of the Sturm's comparison theorem (see [9], p. 334) from the oscillation of Eq. (2.9) it follows the oscillation of Eq. (2.8) for all \( t_1 > t_0 \). The proof of the corollary is complete.

**Remark 3.1.** From the proofs of Theorems 2.3 and 2.4 is seen that in their formulations the condition C) can be replaced by condition C′) Eq. (2.7) is oscillatory.

### 3.7 Proof of Theorem 2.6

Suppose some solution \( \phi_1(t) \) of Eq. (1.1) does not vanish on \([T_1; T_2]\). Then by (3.7) the function \( y_1(t) \equiv \frac{\phi_1(t)}{p(\tau)} e^{\int_{t_0}^{t} \frac{1}{p(\tau)} d\tau}, \quad t \in [T_1; T_2] \), is a solution of the Riccati equation

\[
y'(t) + \frac{1}{p(t)} y^2(t) + \sum_{k=1}^{n} \exp \left\{ \int_{t}^{t_0} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} = 0, \quad t \geq t_0,
\]

on \([t_1; t_4]\). From here and from the condition a) it follows that \( y_1(t) \) is a monotonically non increasing function on \([t_1; t_4]\). Hence by virtue of the condition b) the cases

I) \( y_1(t) \geq 0, \quad t \in [t_1; t_2^+], \quad II) \ y_1(t) \leq 0, \quad t \in [t_3^-; t_4],
\]

are possible

Let the case I) takes place. Consider the Riccati equation

\[
y'(t) + \frac{1}{p(t)} y^2(t) = 0, \quad t \geq t_1.
\]

It is evident that \( y_\varepsilon(t) \equiv \frac{1}{\left( \int_{t_1}^{t} \frac{d\tau}{p(\tau)} + \varepsilon \right)}, \quad t \geq t_1, \quad \varepsilon > 0, \) is a solution of this equation on \([t_1; +\infty)\). It also is evident that for enough small \( \varepsilon > 0 \) the inequality \( y_\varepsilon(t_1) \geq y_1(t_1) \) holds for all \( \varepsilon \in (0; \varepsilon_0) \). Then applying Lemma 3.1 to the equations (3.28) and (3.29) and
taking into account the condition a) we conclude that
\[ 0 \leq y_1(t) \leq \frac{1}{\int_{t_1}^{t} \frac{d\tau}{p(\tau)} + \varepsilon}, \quad t \in [t_1; t_4]. \] (3.30)

By (3.28) \( y_1(t) \) is a solution of the linear equation
\[ Y'(t) + \frac{y_1(t)}{p(t)} Y(t) + \sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} = 0, \quad t \in [t_1; t_4]. \]

Then by Cauchy formula
\[ y_1(t) = \exp \left\{ - \int_{\xi}^{t} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} \left[ y_1(\xi) - \int_{\xi}^{t} \left( \sum_{k=1}^{n} q_k(\tau) \exp \left\{ \int_{\xi}^{\alpha_k(\tau)} \frac{y_1(s)}{p(s)} ds \right\} \right) d\tau \right], \quad t \in [\xi; t_2], \]

\( t_1 \leq \xi \leq t_2 \). From here it follows that \( y_1(t) \geq \int_{\xi}^{t_2} \left( \sum_{k \in \omega^+} q_k(\tau) \right) d\tau, \quad t \in [t_1; t_2] \). From here and from (3.30) we will get:
\[ \sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)}{p(\tau)} d\tau \right\} \geq \sum_{k \in \omega^+} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{d\tau}{p(\tau)} \right\} \int_{\tau}^{t_2} \left( \sum_{j \in \omega^+} q_j(s) \right) ds \]
\[ + \sum_{k \in \omega^-} q_k(t) \int_{t_1}^{t} \frac{d\tau}{p(\tau)} + \varepsilon \]
\[ \def \varepsilon \{ Q_\varepsilon(t), \quad t \in [t_1; t_2]. \] (3.31)

Consider the Riccati equation
\[ y'(t) + \frac{1}{p(t)} y^2(t) + Q_\varepsilon(t) = 0, \quad t \in [t_1; t_2]. \]

Let \( Y_\varepsilon(t) \) be the solution of this equation with \( Y_\varepsilon(t_1) = y_1(t_1) \). Then by virtue of Lemma 3.1. from (3.31) it follows that \( Y_\varepsilon(t) \) exists on \([t_1; t_2]\) and
\[ Y_\varepsilon(t) \geq y_1(t), \quad t \in [t_1; t_2]. \] (3.32)
Then $\phi_{\varepsilon}(t) \equiv \exp \left\{ \int_{t_1}^{t} \frac{Y_{\varepsilon}(\tau)}{p(\tau)} d\tau \right\}$, $t \in [t_1; t_2]$, is a solution of Eq. (2.9) on $[t_1; t_2]$, which is continuuable on $[t_1; t_2]$ as a solution to Eq. (2.9). From (3.32) it follows that $\phi_{\varepsilon}(t) \neq 0$, $t \in [t_1; t_2]$. Hence (2.9) is not oscillatory on $[t_1; t_2]$, which contradicts the condition c) of the theorem. Therefore it remains to suppose that the case II) takes place. By virtue of a) for this case the inequality

$$
\sum_{k=1}^{n} q_k(t) \exp \left\{ \int_{t}^{\alpha_k(t)} \frac{y_1(\tau)d\tau}{p(\tau)} \right\} \geq \sum_{k \in \omega^-} q_k(t). \quad (3.33)
$$

is fulfilled on $[t_3; t_4]$. Consider the Riccati equation

$$
y'(t) + \frac{1}{p(t)} y^2(t) + \sum_{k \in \omega^-} q_k(t) = 0, \quad t \in [t_3; t_4].
$$

Let $y_2(t)$ be the solution of this equation with $y_2(t_3) = y_1(t_3)$. Then by virtue of Lemma 3.1 from (3.33) it follows that $y_2(t)$ exists on $[t_3; t_4]$ and

$$
y_2(t) \geq y_1(t), \quad t \in [t_3; t_4]. \quad (3.34)
$$

Therefore $\phi_2(t) \equiv \exp \left\{ \int_{t_3}^{t} \frac{y_2(\tau)}{p(\tau)} d\tau \right\}$, $t \in [t_3; t_4]$, is a solution of Eq. (2.12), which can be continued on $[t_3; t_4]$, as a solution to Eq. (2.12). From (3.34) it follows that $\phi_2(t) \neq 0$, $t \in [t_3; t_4]$. Therefore Eq. (2.12) is not oscillatory which contradicts the condition d) of the theorem. The obtained contradiction completes the proof of the theorem.
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