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Abstract. Cybersecurity is a domain where the data distribution is constantly changing with attackers exploring newer patterns to attack cyber infrastructure. Intrusion detection system is one of the important layers in cyber safety in today’s world. Machine learning based network intrusion detection systems started showing effective results in recent years. With deep learning models, detection rates of network intrusion detection system are improved. More accurate the model, more the complexity and hence less the interpretability. Deep neural networks are complex and hard to interpret which makes difficult to use them in production as reasons behind their decisions are unknown.

In this paper, we have used deep neural network for network intrusion detection and also proposed explainable AI framework to add transparency at every stage of machine learning pipeline. This is done by leveraging Explainable AI algorithms which focus on making ML models less of black boxes by providing explanations as to why a prediction is made. Explanations give us measurable factors as to what features influence the prediction of a cyber-attack and to what degree. These explanations are generated from SHAP, LIME, Contrastive Explanations Method (CEM), ProtoDash and Boolean Decision Rules via Column Generation (BRCG). We apply these approaches to NSL-KDD dataset for intrusion detection system (IDS) and demonstrate results.

Keywords: classification, intrusion detection system, cybersecurity, explainability, SHAP scores, explainable AI, Deep neural network, SHAP, LIME, AIX 360, BRCG, CEM, ProtoDash, local explanations, global explanations, rules

1 Introduction

Modern intrusion detection systems leverage Machine Learning (ML) to correlate network features, identify patterns in data and highlight anomalies corresponding to attacks. Security researchers spend many hours understanding these attacks and trying to classify them into known kinds like port sweep, password guess, teardrop, etc. However, due to the constantly changing attack landscape and emergence of advanced persistent threats (APT), hackers are continuously finding new ways to attack systems. Hence a static list of classification of attacks will not be able to adapt to new and novel
tactics adopted by adversaries. Also, ML systems typically end up being black boxes and do not do a very good job explaining why they flag certain network traffic. Recent research in explainable AI [1] [2] has led to explainable AI (XAI) as a dedicated field of study to explain the reasoning behind predictions made by ML models. Hence, we propose an explainable AI [3] framework along with intrusion detection system which would help analyst to make final decision.

For example, if we classify an attack as a ‘guess password’ and provide evidence that this is because the number of hot indicators is 1 and the source bytes is around 125 – it gives much better visibility to the security analyst on why the alert is flagged. Also, if the explanation matches the domain knowledge the analyst can easily approve it with confidence. Moreover, for a new attack when the anomaly is flagged and explanation given, the analyst may decide if this is a new pattern of unknown attack and possibly capture this as a rule [4] in a system like Zeek (formerly Bro-IDS). This analysis may eventually be combined with a natural language generating system that can provide concrete English statements explaining the alert and reasons for it.

It is seen that Deep Neural Networks (DNN) [5] outperforms ML algorithms. As per accuracy vs interpretability graph, as accuracy of the models increases, interpretability decreases. Hence less interpretability of DNN is one of the reasons why they are not deployed for real use cases such as bank loan approval. With the help of explainable AI techniques, we can convert untrustworthy model into trustworthy.

Above are the different steps involved in the ML pipeline. At every stage we can introduce explainable AI algorithms to get insights. Explanations generated using training data help to identify if there any biases present in the data, which can be modified before training the model. Explanations generated by using trained model can help to understand if model has learned any inappropriate rule or pattern, by retuning the model or reselecting the features better model can be obtained. Explanations which are instance specific can help to debug the model and also useful after model deployment. Thus, at every stage in ML pipeline these explanations make it easier to design and deploy best network intrusion detection system. Figure 2 shows how we can generate explanations for every type of user.

When any machine learning model is deployed into production, three types of users or consumers comes into a picture. First is data scientist who evaluates the ML model after training completes. Second is analyst - a person who takes the final decision based on model’s prediction and third is end user or customer who wants to know the reason for model’s prediction. Consider machine learning model for loan approval in a bank. First data scientist will design the model and before deployment he/she will check the model performance and confirm with domain expert. Loan officer will make final decision to approve or reject loan based on model’s output and

![Fig. 1. Steps involved in ML pipeline](image-url)
applicant will be keen to know reason for loan rejection or approval. For all of these users explainability is the solution.

![Diagram of Explainable AI Framework](image)

**Fig. 2.** Schematic of the explainable AI framework

For data scientist we present explainable AI methods such as SHAP [6] [7], BRCG [8] which provides global understanding of model’s behaviour. For Analyst, Protodash [9] method is used, it can show samples from training dataset which are similar to given sample, what are similarities and differences between them etc. And for end user LIME [10] [11], SHAP, CEM [12] methods for local explanations are used which help to understand which features in the input instance are contributing in model’s final decision and how model’s decision can be changed by tweaking which feature values by what amount.

### 2 Analysis of the Dataset

| Top Categories | Normal | Neptune | Snoop | PortSweep | Smurf | R2L | Backdoors | Loadmodule | U2R | Other |
|----------------|--------|---------|-------|-----------|-------|-----|-----------|------------|-----|-------|
| Mountain        | 67,342 | 41,214  | 3,633 | 2,999     | 2,666 | 1,403| 956       | 892        | 572 | 201   |
| KDD             | 58,710 | 46,356  | 759   | 141       | 665   | 73  | 359       | 13         | 61  | 61    |

![Basic Overview and Attack Distribution in NSL-KDD Dataset](image)

**Fig. 3.** Basic overview and attack distribution in NSL-KDD dataset
There are many datasets [13] available for IDS. We use the widely popular NSL-KDD dataset [14] [15] which contains several popular network intrusion attacks with key features captured using a network flow analysis tool and then labelled manually. Figure 3 shows comparison of Training (DataFrame) and Test (Compared) datasets volume in the NSL-KDD dataset. This analysis is done using the SweetViz [16] tool.

3 Classification Model

3.1 Preprocessing

NSL KDD data set has 42 features which consists of 3 categorical features, 6 binary features, 23 discrete features and 10 continuous features. We keep all features same except categorical features. We use one hot encoding to convert categorical features into binary features. For categorical data one hot encoding is preferred over ordinal/integer encoding as integer encoding introduces natural order relationship between categorical variables which is not true. Model may learn that ordering resulting in poor performance. Thus, number of features increase from 42 to 122. We normalized the data using min-max normalization [17] method before fitting the model on it.

3.2 Model Architecture

Dataset is classified into two classes – normal and attack. Any data point that is not labeled as ‘normal’ is treated as an ‘attack’. We trained binary classification model using fully connected deep neural networks [5]. Data from ‘KDDTrain+.txt’ is used to train the model and for evaluation we have used ‘KDDTest+.txt’.

In this experiment, fully connected network with RELU activation is used. There are 3 hidden layers in the network. Hidden layers contain 1024, 768 and 512 neurons respectively. Input dimension is 122 and output dimension is 2. Two neurons (with softmax activation) are preferred over one neuron (with sigmoid activation) in the output layer, as it provides better representation of SHAP explanations. The Structure of the classifier is – [122,1024,768,512,2].

Keras is used to build network intrusion detection model. Adam optimizer is used with learning rate of 0.01 and 100 epochs. Dropout is also used. The classifier mentioned above performs well. Following are the results.

| Accuracy | Precision | Recall | F1   |
|----------|-----------|--------|------|
| 0.824    | 0.964     | 0.713  | 0.820|

Table 1. Results on KDDTest+ dataset

4 Generating Explanations

Explainable AI has generated many interests in data science community from last few years. It is one of the hot research topics, many tools and libraries are releasing day by day to open up the black box models. However, there are no standard performance
measure metrics available to compare the performance of these methods. There is no single method of explainability which is superior than others. There are many ways to generate explanations [18] for ML models – model specific Vs model agnostic, local vs global, intrinsic vs post-hoc etc. Therefore, in this paper we have used more than one explainability techniques [19] to explain the deep learning model.

LIME is useful to generate local explanations for a particular instance which is local linear approximation for model’s behavior. If we consider model’s decision function, it may be very complex globally, but if we consider it around a particular instance it is easy to approximate using perturbation of samples. Linear model can be fitted around perturbed samples which will give us model insights locally.

Game theory approach is used in SHAP, it generates global and local explanations. Game theory consists of game and players, in our case game is to reproduce the outcome of the model and players are features used to train the model provided we have trained ML model with us. SHAP measures contribution made by each feature in the prediction made by the model. To determine the feature importance, outcome of every possible combination of features is considered. If there are ‘n’ features, then SHAP trains ‘2^n’ distinct predictive models. Dataset used is same in all models only change is number of features considered. The gap between predictions made by these models will help to calculate overall importance of the feature.

IBM research has developed open source toolkit named AI explainability 360 (AIX 360) for interpretability and explainability of machine learning models as well as data. It supports eight different algorithms for explainability. We have used three algorithms to explain deep neural network, according to their use in various steps of AI modelling pipeline.

ProtoDash algorithm uses training data and provides exemplar based explanations for summarizing dataset, it also explains prediction made by the model. BRCG trains interpretable model by using supervised learning algorithm for binary classification. It learns Boolean rules from data which are combination of simple OR of ANDs rules or AND of ORs rules. CEM is used to generate local explanations on trained model for a particular instance from the dataset. It finds what is minimally sufficient (PP – Pertinent Positive) and what should be necessarily absent (PN – Pertinent Negative) to maintain the original classification.

| Algorithm | ProtoDash | Boolean Decision Rules via Column Generation (BRCG) | Contrastive Explanation Method (CEM) |
|-----------|-----------|----------------------------------------------------|-------------------------------------|
| Use       | Explanations from training data                   | Train interpretable Model             | Local post-hoc explanations         |

Table 2. AIX 360 algorithms

5 Results

SHAP summary plot is global explanation of a model which combines feature importance with feature effect. Shapely value for a feature and particular sample is represented by a point on a summary plot. Features are on Y axis and shapely values are on
X-axis. Colors are used to represent low/high values. Features are arranged according to their importance, top feature in the summary plot is most important whereas bottom one is the least.

Fig. 4. SHAP summary plot – high value of ‘same_srv_rate’ increases the probability of attack whereas high value of ‘dst_host_error_rate’ decreases the probability of attack

SHAP global explanations are drawn by considering complete/partial dataset. SHAP local explanations consider only specific instance at a time and generates explanation, it shows which feature values are taking decision towards positive and which are taking towards negative. Figure 5 shows local explanation where probability of the output being attack is 1.00 and features along with their values are shown below such as ‘dst_host_same_srv_rate’, ‘same_srv_rate’, ‘service_private’ and so on. Features pushing the prediction higher are shown in red and those pushing predictions to lower are shown in blue. Note that these explanation changes as we change the input instance.

Fig. 5. SHAP force plot used for local explanations to explain a particular instance where output probability of ‘attack’ is 1 and shows features contributing in decision

Figure 6 below shows the SHAP force plot for group of points from test dataset. We combined 50 points from each category - normal and 3 types of attacks and plotted a force plot for this shown below. This is basically created by taking multiple force plots
for a single instance (shown in figure 5) rotating them by 90 degrees and stacking them horizontally. We see a clear separation on type of attack defined by the explanations.

![Image]

**Fig. 6.** SHAP force plot for 4 types of data points in NSL-KDD dataset

This shows how the influencing feature vary over the group of points.

We have trained DNN [5] to identify if network traffic is ‘normal’ or ‘attack’. We can summaries the model by using rules. We have used BRCG to extract rules out of the data. Rules are as follows:

**Predict Y=1 (Attack) if ANY of the following rules are satisfied, otherwise Y=0 (Normal):**

- wrong_fragment > 0.00
- src_bytes <= 0.00 AND dst_host_diff_srv_rate > 0.01
- dst_host_count <= 0.04 AND protocol_type_icmp
- num_compromised > 0.00 AND dst_host_same_srv_rate > 0.98
- srv_count > 0.00 AND protocol_type_icmp AND service_urp_i not

It is interesting to note the performance of the BRCG algorithm, it is as follows:

**Training Accuracy = 0.9823**

**Test Accuracy = 0.7950**

Which means by applying just these rules one can get ~80% accurate results on test data.

![Image]

**Fig. 7.** Explaining individual prediction of deep learning classifier using LIME
LIME generates local explanations. In figure 7 explanation is shown to determine if classification result is ‘Normal’ or ‘Attack’ along with probability and original instance values. Colors are used to highlight which features contributes to which class. Features in orange colour contributes to ‘attack’ and blue contributes to ‘normal’ category.

Table 3a. Similar instances predicted as attack 3b. Use of weights to show similarity

The person who takes final decision based on model’s output can get understanding of model’s decision if we show instances from the training dataset which are similar in different ways to test instance we want to understand. We considered first instance from test dataset for which model prediction is ‘attack’. Table 3a shows similar instances from training data, similarity is indicated by the weight mentioned in last row.

It also provides human friendly explanations showing feature values in terms of weight. More the weight, more the similarity. Above two tables- table 3a and table 3b represent five closest instances to the test instance. Based on the weights mentioned, we can see that instance under column 0 is the most representative of test instance as weight it 0.93. These tables would help the analyst to take final decision more confidently.

For end users, ML models should be transparent. They should get answers to their all queries such as why model made certain decision, which factors led to this decision, by making what changes model’s decision can be changed etc. CEM algorithm helps us to answer all these end user questions.

We considered one particular instance where prediction made was ‘normal’, CEM shows us how decision can be changed by making minimal changes in the feature values.

CEM can also highlight minimal set of features along with their values that would maintain the prediction made by the model. Looking at the statistics of explanations given by the CEM algorithm over bunch of applicants, one can get insight into what minimal set of features play important role. It is also possible to get values of these features for every type of attack.
Table 4. Pertinent negative and pertinent positives for an instance

First table shows that if we change feature values of only three features – duration, hot, dst_host_serror_rate from 0, 0, 0 to 0.02, 0.12, 0.03 respectively by keeping rest all feature values same, the classifier decision changes from ‘normal’ to ‘attack’. Second table shows minimum values required for the features to maintain same decision of the model. It shows five parameters num_root, count, srv_count, diff_srv_rate and dst_host_count along with their original value and minimum value required to model to make same decision.

6 Conclusion

Nowadays, Intrusion detection systems which uses machine learning algorithms are untrusted as reasons behind their decisions are unknown. We presented a framework where local and global explanations help to get important features in decision making, instance-wise explanations and relation between features and outcome of the system. By looking at the explanations Data scientists can understand what patterns model has learned, if learned patterns are wrong then data scientist can choose different set of features or make changes in the dataset so that model learns appropriately.

Network analyst makes the final decision by considering model’s prediction. Along with prediction, we provide explanations where similar instances are shown for which prediction of the model is same as the test instance so that network analyst understands similarities between them and can make final decision. Explanations provided for end users help them to understand which features are contributing in decision making with what weightage. So that they can alter values of features to change the model’s decision.

Thus, presented framework provides explanations at every stage of machine learning pipeline which are suited for different users in network intrusion detection system.

References

1. C. S. W. M. M. Daniel L. Marino, "An Adversarial Approach for Explainable AI in Intrusion Detection Systems," in IECON 2018 - 44th Annual Conference of the IEEE Industrial
2. K. Z. Y. X. W. Maonan Wang, "An Explainable Machine Learning Framework for Intrusion Detection System," IEEE Access, vol. 8, pp. 73127 - 73141, 16 April 2020.
3. D. Gunning, "Explainable Artificial Intelligence (XAI)," DARPA/I2O, November 2017. [Online]. Available: https://www.darpa.mil/attachments/XAIProgramUpdate.pdf.
4. G. S. Maheshkumar Sabhnni, "KDD Feature Set Complaint Heuristic Rules for R2L Attack Detection," in Proceedings of the International Conference on Security and Management, SAM 03, June 23 - 26, 2003, Las Vegas, Nevada, USA, Volume 1.
5. R. V. K. S. P. P. Rahul K. Vigneswaran, "Evaluating Shallow and Deep Neural Networks for Network Intrusion Detection Systems in Cyber Security," in In 2018 9th International Conference on Computing, Communication and Networking Technologies (ICCCNT) (pp. 1-6). IEEE, 2018.
6. S. Lundberg, "SHAP," 2020. [Online]. Available: https://github.com/slundberg/shap.
7. S.-I. I. Scott M. Lundberg, "A Unified Approach to Interpreting Model Predictions," in Advances in Neural Information Processing Systems 30, 2017.
8. O. G. D. W. Sanjeeb Dash, "Boolean Decision Rules via Column Generation," in Advances in Neural Information Processing Systems 31, 2018.
9. A. D. G. C. A. Karthik S. Gurumoorthy, "Efficient Data Representation by Selecting Prototypes with Importance Weights," in International Conference on Data Mining (ICDM), 2019.
10. S. S. C. G. Marco Tulio Ribeiro, ""Why Should I Trust You?: Explaining the Predictions of Any Classifier," in Proceedings of the 22nd ACM SIGKDD international conference on knowledge discovery and data mining, 2016.
11. M. T. C. Ribeiro, "LIME," 2020. [Online]. Available: https://github.com/marcotcr/lime
12. P.-Y. C. R. L. C.-C. T. P. T. K. S. P. D. Amit Dhurandhar, "Explanations based on the Missing: Towards Contrastive Explanations with Pertinent Negatives," in Advances in Neural Information Processing Systems 31, 2018.
13. S. S. S. K. J. Santosh Kumar Sahu, "A detail analysis on intrusion detection datasets," in 2014 IEEE International Advance Computing Conference (IACC), Gurgaon, India, 21-22 Feb. 2014.
14. "NSL_KDD," 31 July 2015. [Online]. Available: https://github.com/defcom17/NSL_KDD.
15. M. Tavallae, E. Bagheri, W. Lu and A. A. Ghorban, "A detailed analysis of the KDD CUP 99 data set," in submitted to Second IEEE Symposium on Computational Intelligence for Security and Defense Applications (CISDA), 2009
16. "SweetViz," 12 August 2020. [Online]. Available: https://github.com/fbdesignpro/sweetviz.
17. S. Loukas, "Everything you need to know about Min-Max normalization: A Python tutorial," 28 May 2020. [Online]. Available: https://towardsdatascience.com/everything-you-need-to-know-about-min-max-normalization-in-python-b79592732b79.
18. C. Molnar, Interpretable Machine Learning: A Guide for Making Black Box Models Explainable., 2020
19. V. A. a. R. K. E. B. a. P.-Y. C. a. A. D. a. M. H. a. S. C. H. a. S. H. a. Q. V. L. a. R. L. a. A. M. a. S. M. a. P. P. a. R. R. an, "One Explanation Does Not Fit All: A Toolkit and Taxonomy of AI Explainability Techniques," September 2019.
20. "AI Explainability 360 (v0.2.0)," 2019. [Online]. Available: https://github.com/Trusted-AI/AIX360.