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Abstract

In this paper, we classify all the variational discrete-time systems in quasi-standard form in $N$ degrees of freedom admitting coalgebra symmetry with respect to the generic realisation of the Lie–Poisson algebra $\mathfrak{s}l_2(\mathbb{R})$. This approach naturally yields several quasi-maximally and maximally superintegrable discrete-time systems, both known and new. We conjecture that this exhausts the (super)integrable cases associated with this algebraic construction.

1. Introduction

This paper is devoted to the classification and the study of a class of discrete-time systems in $N$ degrees of freedom admitting coalgebra symmetry with respect to the Lie–Poisson algebra $\mathfrak{s}l_2(\mathbb{R})$. We make use of the notion of coalgebra symmetry for discrete-time systems we recently introduced in [29]. The main outcome of this paper is that the coalgebra symmetry approach can be fruitfully used to systematically produce superintegrable discrete-time systems in an analogous way as its continuous counterpart introduced in [11, 13]. In particular, within this paper we introduce several seemingly new discrete-time systems, including an $N$-degrees of freedom discretisation of the celebrated Smorodinski–Winternitz system [21, 23], one of the first maximally superintegrable systems ever introduced [44].

To be more specific, we consider a class of discrete-time systems we call the systems in quasi-standard form which we define as the discrete Euler–Lagrange equations (dEL) of the following class of discrete Lagrangians (dLagrangian) [41]:

$$ L = \sum_{k=1}^{N} \ell_k(q_k(t+h)q_k(t)) - V(q(t)), \quad q(t) = (q_1(t), \ldots, q_N(t)). $$

(1.1)

Here $h > 0$ is a (fixed) constant and $t \in h\mathbb{Z}$, while the functions $q_k(t)$ are not supposed to be defined for all $t \in \mathbb{R}$. Following the tradition of [42, 54–56] we choose such notation to avoid confusing double indexing in the formulæ. Furthermore, we suppose that the functions $\ell_k = \ell_k(q)$ are smooth and locally invertible functions in a given open domain of $\mathbb{R}$. That is, the dLagrangian (1.1) is supposed to be a well-defined function on $U_i \times U_i \subset (\mathbb{R}^N)^2$, where $U_i, i = 1, 2$ are open subsets of $\mathbb{R}^N$. After we fix the explicit form of the functions $\ell_k$ we will specify the form of the sets $U_i, i = 1, 2$, see theorem 3.1.

Computing the discrete Euler–Lagrange equations associated to the dLagrangian (1.1) we have that a system in quasi-standard form has the following explicit expression:

$$ \ell_k'(q_k(t+h)q_k(t))q_k(t+h) + \ell_k'(q_k(t))q_k(t-h)q_k(t-h) = \frac{\partial V(q(t))}{\partial q_k(t)}, $$

(1.2)

for $k=1, \ldots, N$. The number $N$ is called the degrees of freedom of the system, and will be denoted throughout the paper with the shorthand notation d.o.f.. Because of the local invertibility assumptions on the functions $\ell_k$ we have that equation (1.2) is step-by-step solvable to determine the next iterate, as it was done in [54] in a particular case. In general, we will not show the solved equations to avoid cumbersome expressions.
Remark 1.1. Before going further we give a few remarks on the terminology we chose to adopt and the meaning of the parameters.

- The fixed parameter \( h > 0 \) has the meaning of time step between two different stages of the evolution of the system. If \( h \to 0^+ \) we have the so-called continuum limit. To be more precise, the limit \( h \to 0^+ \) gives a (possibly trivial) continuous-time system which needs to be discussed case-by-case. Indeed, each discrete-time system need an ad-hoc scaling of the parameters. We will discuss the continuum limits of the discrete-time systems we found in this paper in section 5.

- We choose to call “system in quasi-standard form” the systems (1.2) because if \( \xi_k(\xi) = \xi \) for all \( k=1,\ldots,N \) the system is in the so-called standard form, as defined in \([32, 57]\).

From the general theory of discrete-time variational systems, see \([17, 61]\) we have that they are naturally symplectic. Indeed, we can introduce the following canonical momenta:

\[
p_k(t) = \xi'(q_k(t)q_k(t - h))q_k(t - h), \quad k = 1, \ldots, N, \tag{1.3}
\]

and write the the dEL equations (1.2) in canonical form as:

\[
\xi'(q_k(t + h)q_k(t))q_k(t + h) + p_k(t) = \frac{\partial V(q(t))}{\partial q_k(t)}, \tag{1.4a}
\]

\[
p_k(t + h) = \xi'(q_k(t + h)q_k(t))q_k(t), \tag{1.4b}
\]

with \( k=1,\ldots,N \). Since in the right hand side of equation (1.4b) \( q(t + h) \) is present, the iteration step in equation (1.4) is intended as a two-step procedure. That is, it must be accomplished in the following way:

\[
(q(t), p(t)) \overset{(1.4a)}{\rightarrow} (q(t + h), p(t)) \overset{(1.4b)}{\rightarrow} (q(t + h), p(t + h)). \tag{1.5}
\]

We will denote the iteration from step \( t \) to \( t + h \) by \( \varphi_h \). As a map we will assume that \( \varphi_h: U_1 \times U_2 \to U_1 \times U_2 \), where the \( U_i \) are properly chosen open subsets of \( \mathbb{R}^N \). Once the sets \( U_i, i = 1, 2 \), are fixed there is a one-to-one correspondence between the discrete-time system in the form (1.4) and its map form. So, in this paper we will use interchangeably the words ‘discrete-time system’ and ‘map’.

From the general theory of discrete-time variational system the equations (1.4) preserve the canonical Poisson bracket:

\[
\{q_i(t), q_j(t)\} = \{p_i(t), p_j(t)\} = 0, \quad \{q_i(t), p_j(t)\} = \delta_{ij}, \tag{1.6}
\]

see \([17, 54, 63]\). Here, by preservation of a Poisson bracket we mean that the following relation holds true:

\[
\{q_i(t), q_j(t + h)\} = \{q_i(t), q_j(t)\}, \tag{1.7a}
\]

\[
\{p_i(t + h), p_j(t + h)\} = \{p_i(t), p_j(t)\}, \tag{1.7b}
\]

\[
\{q_i(t + h), p_j(t)\} = \{q_i(t), p_j(t)\}. \tag{1.7c}
\]

This implies that the map \( \varphi_h \) is a Poisson map. In particular, since the canonical Poisson bracket (1.6) has maximal rank we have that the map \( \varphi_h \) is a symplectic map.

From the general theory of integrable symplectic maps, we recall the following definitions:

- A symplectic map \( \varphi_h: U_1 \times U_2 \to U_1 \times U_2 \) possessing \( N \) functionally independent invariants in involution with respect to a non-singular Poisson bracket for all values of \( h > 0 \) is said to be a Liouville integrable map.

- A Liouville integrable map \( \varphi_h: U_1 \times U_2 \to U_1 \times U_2 \) possessing \( N + k \), with \( k > 0 \), functionally independent invariants in involution with respect to a non-singular Poisson bracket for all values of \( h > 0 \) is said to be a superintegrable map.

- A Liouville integrable map \( \varphi_h: U_1 \times U_2 \to U_1 \times U_2 \) possessing \( 2N - 2 \) functionally independent invariants in involution with respect to a non-singular Poisson bracket for all values of \( h > 0 \) is said to be a quasi-maximally superintegrable (QMS) map.

- A Liouville integrable map \( \varphi_h: U_1 \times U_2 \to U_1 \times U_2 \) possessing \( 2N - 1 \) functionally independent invariants in involution with respect to a non-singular Poisson bracket for all values of \( h > 0 \) is said to be a maximally superintegrable (QMS) map.

These definitions naturally generalise to the case of Poisson maps: a Poisson map \( \varphi_h: U_1 \times U_2 \to U_1 \times U_2 \) is said to be Liouville–Poisson integrable if, for all values of \( h > 0 \), it admits \( M - r \) functionally independent invariants in involution, where \( M \) is the number of equations and \( 2r \) is the rank of the preserved Poisson structure.
Remark 1.2. Differently from the review [44] on continuous superintegrability we consider superintegrability to require Liouville integrability, making it a stronger property. We decide to adopt this definition because as noticed already in [29] not all discrete-time systems admitting more than $N$ non-commuting invariants are integrable with respect to other commonly accepted notions of integrability for discrete-time systems, e.g. algebraic entropy [14].

For a complete overview on the integrability of Poisson and symplectic maps we refer to [17, 61, 63], the review part of the thesis [60], and our previous paper [29].

Before recalling the construction of coalgebra symmetry for discrete-time systems we make a final observation on continuum limits, i.e. the limits as $h \to 0^+$. Given a (super)integrable discrete-time system, if a continuum limit is known then it is expected to be (super)integrable as well. However, we observe that this does not necessarily follow from the (super)integrability of the associated discrete system. For instance, in [27] were presented several examples where in the continuum limit one invariant of a system in two d.o.f. is lost, yet the continuous-time system possesses two invariants. If both the discrete-time system for $h > 0$ and its continuum limit as $h \to 0$ are (super)integrable, we say that the discrete system is a (super)integrable discretisation.

We now briefly recall the definition of coalgebra symmetry for discrete-time systems we introduced in [29]. The concept of coalgebra was formulated in the theory of quantum groups [18, 19]. Precisely, a coalgebra is a pair of objects $(\mathfrak{A}, \Delta)$ where $\mathfrak{A}$ is a unital, associative algebra and $\Delta: \mathfrak{A} \to \mathfrak{A} \otimes \mathfrak{A}$ is a coassociative map. That is, $\Delta$ satisfies the following condition:

\[
(\Delta \otimes \text{Id}) \circ \Delta = (\text{Id} \otimes \Delta) \circ \Delta \iff \mathfrak{A}
\]

and it is an algebra homomorphism from $\mathfrak{A}$ to $\mathfrak{A} \otimes \mathfrak{A}$:

\[
\Delta(X \cdot Y) = \Delta(X) \cdot \Delta(Y) \quad \forall \ X, Y \in \mathfrak{A}. \tag{1.9}
\]

The map $\Delta$ is called the coproduct map. When there is no possible confusion on the coproduct map, it is customary to denote the coalgebra simply by $\mathfrak{A}$.

In [29] we gave the following definition:

Definition 1.3. A Poisson map $\varphi_h$ is said to possess the coalgebra symmetry with respect to the Poisson coalgebra $(\mathfrak{A}, \Delta)$ if for all $N \in \mathbb{N}$ the evolution of generators $A_i, i = 1, \ldots, K$ in a $N$ degrees of freedom realisation of the Poisson coalgebra is:

(i) closed in the Poisson coalgebra, that is:

\[
A_i(t + h) = a_i(A_1(t), \ldots, A_K(t)), \quad i = 1, \ldots, K, \tag{1.10}
\]

with $a_i \in C^\infty(\mathfrak{A})$,

(ii) it is a Poisson map with respect to the Poisson algebra $\mathfrak{A}$, i.e.:

\[
\{A_i(t + h), A_j(t + h)\} = \varphi_h(\{A_i(t), A_j(t)\}), \quad i, j = 1, \ldots, K, \tag{1.11}
\]

(iii) assuming that the Poisson algebra $\mathfrak{A}$ admits $r$ independent Casimir functions $\{C_1(t), \ldots, C_r(t)\}$, these are preserved as invariants by the map $\varphi_h$, i.e.:

\[
C_i(\varphi_h(t)) = C_i(t), \quad i = 1, \ldots, r. \tag{1.12}
\]

This definition allows us to provide an analogue of the construction of the invariants for Hamiltonian systems given in [11, 13], a result stated in [29], theorem 3.3.

The plan of the paper is the following: in section 2 we remind the main properties of the Lie–Poisson algebra $\mathfrak{sl}_2(\mathbb{R})$ and its generic symplectic realisation. In particular, we discuss the construction of the corresponding left and right Casimir invariants. In section 3 we classify all systems in quasi-standard form admitting coalgebra symmetry with respect to the generic realisation of the Lie–Poisson algebra $\mathfrak{sl}_2(\mathbb{R})$. This result is contained in theorem 3.1. In section 4 we study the Liouville–Poisson integrability of the dynamical system of the form (1.10) associated to the generic realisation of the Lie–Poisson algebra $\mathfrak{sl}_2(\mathbb{R})$. To be more specific, we impose the
existence of an additional polynomial invariant and prove in theorem 4.1 that it exists if the degree of the invariant is 1, 2, or 3. For invariants of higher degree we conjecture, based on the evidence obtained for degrees 4 and 5, that no polynomial invariants exist. In section 5 we identify the systems we found in section 4 in the explicit symplectic realisation. This gives us several integrable systems, which we put in the context of the literature. In particular, we find a discrete-time maximally superintegrable version of the Smorodinsky–Winternitz system. We note that the maximal superintegrability of this discrete-time model follows from a peculiar construction of the $\mathfrak{sl}(\mathbb{R})$ coalgebra which is possible only in this specific case. We also find a QMS reduction of the discrete-time Wojciechowski system, introduced in [56], and a generalisation of a $N$ degrees of freedom autonomous discrete-time Painlevé I equation we obtained in our earlier work [29]. In section 6 we provide some concluding remarks and discuss the further possible developments.

2. The $\mathfrak{sl}_2(\mathbb{R})$ Lie–Poisson coalgebra

The three-dimensional Lie–Poisson algebra $\mathfrak{sl}_2(\mathbb{R})$, spanned by the generators $J = \{J_+, J_+, J_+\}$, is characterized by the following Lie–Poisson brackets:

$$\{J_-, J_+\} = 4J_3, \quad \{J_3, J_+\} = 2J_+ - 2J_-, \quad \{J_3, J_-\} = -2J_-, \quad \text{(2.1)}$$

and it is endowed with the Casimir invariant:

$$C = C(J) = J_+ J_- - J_3^2. \quad \text{(2.2)}$$

This Lie–Poisson algebra can be endowed with a ‘natural’ coproduct map called the primitive coproduct [59]. Its explicit action on the basis generators and the unit element is given by $(\mu = \pm, 3)$:

$$\Delta(J_+) = J_+ \otimes 1 + 1 \otimes J_+, \quad \Delta(1) = 1 \otimes 1, \quad \text{(2.3)}$$

and extends to polynomial elements through the homomorphism property:

$$\Delta(J_+ J_+) = \Delta(J_+) \Delta(J_+), \quad \mu, \nu = \pm, 3. \quad \text{(2.4)}$$

For example, the coproduct of the Casimir function (2.2) is computed as:

$$\Delta(C) = \Delta(J_+ J_- - J_3^2) = \Delta(J_+) \Delta(J_-) - \Delta(J_3)^2$$

$$= (J_+ \otimes J_- + J_- \otimes J_+) (J_+ \otimes J_- + J_- \otimes J_+) - (J_3 \otimes J_3) = J_+ J_- \otimes J_3 + J_3 \otimes J_+ J_-$$

$$= (J_+ J_- - J_3^2) \otimes 1 + 1 \otimes (J_+ J_- - J_3^2) + J_+ \otimes J_+ J_- + J_- \otimes J_+ J_- - 2J_3 \otimes J_3 + J_3 \otimes J_3 J_3, \quad \text{(2.5)}$$

where we used the definition primitive coproduct (2.3) and the properties of the tensor products. From the definition of the Casimir invariant (2.2) we obtain the final result:

$$\Delta(C) = C \otimes 1 + 1 \otimes C + J_+ \otimes J_+ J_- + J_- \otimes J_+ J_- - 2J_3 \otimes J_3. \quad \text{(2.6)}$$

Note that the Casimir of $\mathfrak{sl}_2(\mathbb{R})$ genuinely contains new information because it is not just two tensor copies of the casimir $C$, but additional terms are present.

After giving this summary of the abstract properties related to the $\mathfrak{sl}_2(\mathbb{R})$ Lie–Poisson coalgebra we need a way to ‘embed’ these properties in the setting of (continuous or discrete-time) dynamical systems. To this end, we use the concept of symplectic realisation of a Lie–Poisson algebra as expressed in the following definition:

**Definition 2.1.** Assume we are given a Lie–Poisson algebra $\mathfrak{A}$ generated by $\{J_1, \ldots, J_m\}$, associated structure constants $c^\rho_{\mu, \nu}$, such as:

$$\{J_\mu, J_\nu\}_\mathfrak{A} = \sum_{\rho=1}^m c^\rho_{\mu, \nu} J_\rho, \quad \mu, \nu = 1, \ldots, m, \quad \text{(2.7)}$$

and Casimir invariants $\{C_1, \ldots, C_r\}$. A $N$ degrees of freedom symplectic realisation of the Lie–Poisson algebra $\mathfrak{A}$ is a map

$$D: \mathfrak{A} \rightarrow \Omega, \quad \text{(2.8)}$$

where $\Omega$ is an open subset of a symplectic manifold $(M, \omega)$ with $\text{dim } M = 2N$, such that it preserves the commutation relations (2.7):

$$\{D(J_\mu), D(J_\nu)\}_\omega = \sum_{\rho=1}^m c^\rho_{\mu, \nu} D(J_\rho), \quad \mu, \nu = 1, \ldots, m. \quad \text{(2.9)}$$

Moreover, the realisation $D: \mathfrak{A} \rightarrow \Omega$ is called generic if the dimension of $M$ equals the number of generators of $\mathfrak{A}$ minus the number of its Casimir functions, i.e.
2N = m − r. \hspace{1cm} (2.10)

**Remark 2.2.** We remark that on a symplectic manifold \((M, \omega)\), by Darboux theorem \([2]\) and its discrete-time analog \([17]\) we can introduce two sets of canonically conjugated variables \((\xi, \pi) \in U_k \times U_r \subseteq (\mathbb{R}^N)^2\), where \(\xi\) are the canonical coordinates, and \(\pi\) their corresponding canonical momenta, defined on some open sets \(U_k, U_r \subseteq \mathbb{R}^N\), and satisfying the canonical Poisson relations (analogous to (1.6)):

\[
\{\xi_i, \xi_j\} = \{\pi_i, \pi_j\} = 0, \quad \{\xi_i, \pi_j\} = \delta_{ij}.
\hspace{1cm} (2.11)
\]

Throughout the paper, we will denote the discrete-time variables in lowercase Latin letters and the continuous time variables in capital Latin letters. The Greek letters \(\xi\) and \(\pi\) will denote variables that can be either continuous or discrete-time. The difference between the discrete-time and the continuous-time cases is that in the continuous-time setting the dynamics is specified by a smooth function \(H = H(\xi, \pi)\), while in the discrete-time setting by a symplectic map \(\varphi_q^t\): \(U_k \times U_r \rightarrow U_k \times U_r\), as discussed in the Introduction.

A one degree of freedom symplectic realisation of \(sl(2, \mathbb{R})\) on \((\xi_0, \pi_0) \in \mathbb{R}^2 \times \mathbb{R}\) is given by:

\[
\begin{align*}
D(J_+) &= x_1^2 + \frac{b_1}{\xi_1^2}, \\
D(J_-) &= \xi_1^2, \\
D(J_0) &= \xi_0 \pi_0
\end{align*}
\hspace{1cm} (2.12)
\]

for arbitrary \(b_1 \in \mathbb{R}\). Indeed, from the canonical commutation relations (2.11) it is readily verified that:

\[
\begin{align*}
[D(J_+), D(J_-)] &= 4D(J_0), \\
[D(J_0), D(J_\pm)] &= \pm 2D(J_\pm).
\end{align*}
\hspace{1cm} (2.13)
\]

Moreover, this realisation is generic, since \(N = 1, m = 3\) and \(r = 1\). So, following the literature (see for example \([7, 16]\)), we will call this realisation the generic one d.o.f. symplectic realisation of \(sl(2, \mathbb{R})\). That said, we will identify the generators with the corresponding functions on the right hand side of (2.12). The image of the Casimir functions (2.2) through the realisation (2.12) reads:

\[
D(C(J)) = C(D(J)) = b_1 \in \mathbb{R}.
\hspace{1cm} (2.14)
\]

Once a realisation has been constructed, the primitive coproduct can be used to raise the number of degrees of freedom. For example, from formula (2.3) we obtain the following functions on \(\mathbb{R}_+^1 \times \mathbb{R}^2\):

\[
\begin{align*}
(D \otimes D)\Delta(J) &= \xi_1^2 + \xi_2^2, \\
(D \otimes D)\Delta(J_+) &= \pi_1^2 + \pi_2^2 + \frac{b_1}{\xi_1^2} + \frac{b_2}{\xi_2^2}, \\
(D \otimes D)\Delta(J_0) &= \xi_1 \pi_1 + \xi_2 \pi_2,
\end{align*}
\hspace{1cm} (2.15)
\]

once two copies of the one degree of freedom symplectic realisation (2.12) are considered, each of them associated to the corresponding site in the tensor product space \(1 \otimes 2\) with associated free parameters \(b_i \in \mathbb{R}\), \(i = 1, 2\).

The functions (2.15) provide two degrees of freedom symplectic realisation for the same Lie–Poisson algebra \(sl(4, \mathbb{R})\), now w.r.t. the canonical Poisson bracket in \(\mathbb{R}_+^2 \times \mathbb{R}^2\). The crucial point is that at this level the image of the Casimir element, which is now given by (2.6), turns out to be:

\[
(D \otimes D)\Delta(C(J)) = C((D \otimes D)\Delta(J)) = (\xi_1 \pi_2 - \xi_2 \pi_1)^2 + \frac{b_1}{\xi_1^2} \xi_2^2 + \frac{b_2}{\xi_2^2} \xi_1^2 + b_1 + b_2, \hspace{1cm} (2.16)
\]

that is, it is no longer a constant, but a function. Moreover, by construction, this function Poisson commutes with the generators in the two degrees of freedom symplectic realisation (2.15).

So, by applying the coproduct map iteratively, and extending its definition through the following generalization of the coassociativity property:

\[
\Delta^{[N]} = (\text{Id} \otimes \cdots \otimes \text{Id} \otimes \Delta^{[2]} \circ \Delta^{[N-1]}) = (\Delta^{[2]} \otimes \cdots \otimes \text{Id} \circ \Delta^{[N-1]})
\hspace{1cm} (2.17)
\]

where \(\Delta^{[1]} = \text{Id}\) and \(\Delta^{[2]} = \Delta\), one ends up with the \(N\) degrees of freedom symplectic realisation:

\[
J_+ = \sum_{k=1}^{N} \left( \frac{\pi_k^2 + \frac{b_k}{\xi_k^2}}{\xi_k^2} \right), \quad J_- = \sum_{k=1}^{N} \frac{\xi_k^2}{\xi_k^2}, \quad J_0 = \sum_{k=1}^{N} \xi_k \pi_k,
\hspace{1cm} (2.18)
\]

where the canonical variables are defined on \(\mathbb{R}_+^N \times \mathbb{R}^N\), and \(b_k \in \mathbb{R}, k = 1, \ldots, N\) are \(N\) associated arbitrary constants. In equation (2.18) and the following, we omit the symbol \((D \otimes \cdots \otimes D)\), because we will not consider different realisations. At this level, the crucial fact is that a total number of \((2N - 3)\) left and right Casimir invariants can be obtained from the left and right embedding of the \(m\)-th order \((2 \leq m \leq N)\) coproduct on the Casimir function (2.2):
\[ C^{[m]} = \Delta^{[m]}(C) \otimes \frac{\mathbb{R}^N}{\mathbb{Z}^N}, \quad C_{[m]} = \frac{\mathbb{R}^N}{\mathbb{Z}^N} \otimes \Delta^{[m]}(C). \] (2.19)

The image of these elements under the \( N \) d.o.f. symplectic realisation (2.18) reads as:

\[
C^{[m]} = \sum_{1 \leq i < j}^m \left[ L_{ij}^2 + b_i \frac{\xi_i^2}{\zeta_i} + b_j \frac{\xi_j^2}{\zeta_j} \right] + \sum_{j=1}^m b_j \quad m = 2, \ldots, N, \] (2.20a)

\[
C_{[m]} = \sum_{N-m+1 \leq i < j}^N \left[ L_{ij}^2 + b_i \frac{\xi_i^2}{\zeta_i} + b_j \frac{\xi_j^2}{\zeta_j} \right] + \sum_{j=N-m+1}^N b_j \quad m = 2, \ldots, N, \] (2.20b)

where we indicated the \( N(N-1)/2 \) rotation generators as:

\[ L_{ij} = \xi_i \zeta_j - \xi_j \zeta_i. \] (2.21)

These \((2N-3)\) quadratic (in the momenta) functions Poisson commute with the generators (2.18) by construction. Moreover, they turn out to be functionally independent.

**Remark 2.3.** We remark that if we restrict to the case \( N = 2 \) the left and right Casimir functions collapse to the same expression:

\[ C^{[2]} = C_{[2]} = \Delta^{[2]}(C) \] (2.22)

which is nothing but (2.6), the latter leading to the invariant (2.16) at a fixed realisation, as expected. This extends to any \( N \), in fact for \( m = N \) the two expressions collapse to:

\[ C^{[N]} = C_{[N]} = \Delta^{[N]}(C), \] (2.23)

where the action of the \( N \)th-order coproduct is given by (2.17). This is why formul\ae\ (2.20) give us \( 2N - 3 \) functionally independent invariants and not \( 2N - 2 \).

So, if the variables \( (\xi, \pi) = (Q, P) \in U_Q \times U_P \subset \mathbb{R}^N_+ \times \mathbb{R}^N \) are continuous, we can conclude that the family of Hamiltonian systems:

\[ h = h(J_x, J_y) = h\left(Q^2, P^2 + \sum_{k=1}^N b_k \frac{Q^k}{Q^{k-1}} Q \cdot P\right) \] (2.24)

where \( h \) is any smooth function of the generators of the Lie–Poisson algebra \( \mathfrak{so}(\mathbb{R}) \), is QMS. This is because the above Hamiltonian is automatically endowed with the \( 2N - 3 \) functionally independent invariants (2.20). On the other hand, in the discrete-time setting, there is no exact equivalent of the Hamiltonian function and the notion of coalgebra symmetry is replaced by definition 1.3. Thus, the problem of characterising discrete-time (symplectic) systems admitting \( \mathfrak{so}(\mathbb{R}) \) as a hidden coalgebra symmetry is much less trivial. In the case of systems in quasi-standard form, this problem is solved in theorem 3.1. Moreover, due to the absence of the Hamiltonian, these systems are not naturally born QMS, and in fact not even Liouville integrable. The problem of integrability is tackled in section 4.

**Remark 2.4.** We remark that the symplectic realisation with \( b_i = 0, \) for \( i = 1, \ldots, N, \) is connected to radially symmetric systems. In this particular case, the left and right Casimir invariants are:

\[
C^{[m]} = \sum_{1 \leq i < j}^m L_{ij}^2, \quad C_{[m]} = \sum_{N-m+1 \leq i < j}^N L_{ij}^2 \quad m = 2, \ldots, N, \] (2.25)

which are nothing but the Casimir invariants associated with rotation subalgebras \( \mathfrak{so}(m) \subseteq \mathfrak{so}(N) \). In the continuous setting, the Hamiltonian function (2.24) is given by:

\[ h = h(J_x, J_y) = h(Q^2, P^2, Q \cdot P). \] (2.26)

As expected, rotational symmetry is sufficient to provide quasi-maximal superintegrability. Notice that if we restrict to natural Hamiltonian systems defined in Euclidean \( N \)-space, i.e. we take:

\[ h(J_x, J_y, J_0) = J_x + V(J_x) \] (2.27)

then as a consequence of Bertrand’s theorem [2, 15], only two MS subcases arise. Namely, the Harmonic and Kepler-Coulomb (KC) systems, with the corresponding potentials given by:

\[ V(J_x) = \alpha J_x \quad \text{and} \quad V(J_x) = -\frac{\alpha}{\sqrt{J_x}}, \] (2.28)

respectively. In [29], proposition 4.2 it was proved that discrete-time radial systems in standard form admit \( \mathfrak{so}(\mathbb{R}) \) coalgebra. In the present paper in corollary 3.3 the converse is proved.
In general, the presence of non-central terms has the effect of breaking the radial symmetry, but by preserving quasi-maximal superintegrability, which is kept thanks to the existence of the new integrals obtained through the image of the left and right Casimir invariants under the realisation. Let us conclude the section by mentioning that with the same choice of potentials, but now in terms of the new realisation involving non-central terms, would result respectively in the N d.o.f. Smorodinsky-Winternitz system [21] and the N d.o.f. generalized KC system, the latter being the N d.o.f. generalization of the (fourth-order) superintegrable Hamiltonian introduced in [62].

Although the many advances pursued in the framework of superintegrable systems with an arbitrary number of d.o.f. using the method described above, which has also been applied to the analysis of many other Lie–Poisson coalgebras [8, 16], the problem of finding MS subcases is usually left open. This is due to the fact that additional integrals, not directly obtainable following this algebraic approach, may arise. From this perspective, even for the \( \mathfrak{sl}_2(\mathbb{R}) \) Lie–Poisson algebra, we have recalled how it is possible to reach quasi-maximal superintegrability at most, as a total number of \( 2N - 3 \) functionally independent integrals can be constructed, besides the Hamiltonian, from the left and right Casimir invariants. Thus, for MS subcases, the search for an additional missing functionally independent constant would be required.

3. Classification results

We state and prove the following classification result:

**Theorem 3.1.** A system in quasi-standard form (1.2) possesses coalgebra symmetry with respect to \( \mathfrak{sl}_2(\mathbb{R}) \) if and only if:

\[
\ell_k(\xi) = \int^\xi \left[ 1 - \frac{b_k}{\eta^2} \right] \mathrm{d}\eta, \quad b_k \in \mathbb{R}, \quad V = V(q^2).
\]  

(3.1)

This implies that the dLagrangian and the associated pairs of canonical variables are well-defined in the open set \( U = (\mathbb{R}^N)^{\times 2} \subset (\mathbb{R}^N)^{\times 2}, \) or an open subset of it depending on the form of the function \( V = V(\chi). \)

**Remark 3.2.** The ‘if’ part of this theorem is a generalisation of [29], proposition 4.2, where it is proved that radial systems in standard form admit coalgebra symmetry. The converse will be explicitly stated in corollary 3.3.

**Proof.** Consider the N d.o.f. realisation of \( \mathfrak{sl}_2(\mathbb{R}) \) given in equation (2.18) with respect to the discrete canonical variables \( (q(t), p(t)). \) Then, the evolution of the \( J_\ell(t) \) under the system (1.4) is:

\[
J_\ell(t + h) = \sum_{k=1}^N q_k^2(t)(\ell_k(q_k(t)q_k(t + h)))^2 + \frac{b_k}{q_k^2(t + h)}.
\]  

(3.2)

The right-hand side needs to be independent from \( q_k(t + h). \) To ensure this independence, we can differentiate equation (3.2) with respect to \( q_k(t + h) \) and put the result identically equal to zero:

\[
2q_k^3(t)(\ell_k'(q_k(t)q_k(t + h)))\ell_k''(q_k(t)q_k(t + h)) - 2\frac{b_k}{q_k^2(t + h)} = 0, \quad l = 1, \ldots, N.
\]  

(3.3)

Interpreting the equation in terms of the variable \( \xi_l = q_k(t)q_k(t + h), \) we can integrate equation (3.3) to:

\[
(\ell_k'(\xi_l))^2 = C_l - \frac{b_k}{\xi_l^2}, \quad l = 1, \ldots, N.
\]  

(3.4)

Plugging back into equation (3.2) we obtain:

\[
J_\ell(t + h) = \sum_{k=1}^N C_k q_k^2(t).
\]  

(3.5)

Imposing that the right-hand side of the equation is in \( \mathcal{C}^\infty(\mathfrak{sl}_2(\mathbb{R})) \) we easily obtain that \( C_k = C \) for all \( k. \) Note that, when integrating we obtain a condition of the following form:

\[
\ell(\xi_l) = \int^\xi \sqrt{C - \frac{b_l}{\eta^2} + D_l} \mathrm{d}\eta, \quad l = 1, \ldots, N,
\]  

(3.6)

but the additive constant \( D_l \) is inessential to equations of motion (1.2) and can be safely put to zero. Then, using the scaling:

\[
b_l \rightarrow Cb_l, \quad V(q) \rightarrow \sqrt{C}V(q),
\]  

(3.7)
we see that we can choose without loss of generality $C = 1$. This proves the first part of the theorem, represented by the first identity in (3.1). Moreover, from this follows that the dLagrangian and the associated pairs of canonical variables are well-defined in the open set $U = (\mathbb{R}_+^N)^2 \subset (\mathbb{R}^N)^2$ or an open subset of it depending on the form of the function $V = V(q(t))$.

We fixed the form of the coefficients $\zeta_k$, so now we proceed to derive the full system in order to check the conditions of definition 1.3. By direct computations we have:

\begin{align}
J_c(t + h) &= J_c(t), \\
J_p(t + h) &= J_p(t) - 2p \cdot \nabla V + (\nabla V)^2, \\
J_q(t + h) &= -J_q(t) + q \cdot \nabla V.
\end{align}

While it is possible to prove that the system (3.8) satisfies condition (ii), it is clear that conditions (i) and (iii) are not satisfied in general. As outlined in the last section of [29] we start by imposing that condition (iii) holds.

Evaluating the translation of the Casimir function (2.2) we have:

$$C(t + h) = C(t) - [2q^2(p \cdot \nabla V) - 2(q \cdot p)(q \cdot \nabla V) - q^2(\nabla V)^2] - (q \cdot \nabla V)^2].$$

To have the preservation of the Casimir functions, we impose that the term in square brackets is identically zero:

$$2q^2(p \cdot \nabla V) - 2(q \cdot p)(q \cdot \nabla V) - q^2(\nabla V)^2 - (q \cdot \nabla V)^2 = 0.$$  (3.10)

Since $V$ does not depend on $p$ we can take coefficients with respect to it. In this way we obtain that $V$ has to satisfy the following system of equations:

\begin{align}
p^i_0 \cdot q^2 \frac{\partial V}{\partial q_j} - q_i q \cdot \nabla V &= 0, \\
p^j_0 \cdot q^2(\nabla V)^2 - (q \cdot \nabla V)^2 &= 0.
\end{align}

Apply Lagrange's identity [65]:

$$\sum_{k=1}^N v_k^2 \sum_{k=1}^N w_k^2 = \left( \sum_{i=1}^N v_i w_i \right)^2 = \sum_{i=1}^N \sum_{j=i+1}^N (v_i w_j - v_j w_i)^2$$  (3.12)

to equation (3.11b) to obtain:

$$q^2(\nabla V)^2 - (q \cdot \nabla V)^2 = \sum_{i=1}^N \sum_{j=i+1}^N \left( q_i \frac{\partial V}{\partial q_j} - q_j \frac{\partial V}{\partial q_i} \right)^2 = 0.$$  (3.13)

This readily implies:

$$q_i \frac{\partial V}{\partial q_j} - q_j \frac{\partial V}{\partial q_i} = 0, \quad i = 1, \ldots, N, \quad j = i + 1, \ldots, N.$$  (3.14)

Not all equations in (3.14) are independent: one can only consider the subset with $i = 1$ and $j = 2, \ldots, N$. The solution of this system of $N - 1$ partial differential equations is given by $V = V(q^2)$, as in formula (3.1). The introduction of $V = V(q^2)$ makes equation (3.11a) vanish identically meaning that condition (iii) is satisfied. We observe then that further restrictions on the domain of the symplectic map can only come from the singularities of the function $V = V(q)$. Finally, the $\phi_{1}(\mathbb{R})$ associated dynamical system has the following form:

\begin{align}
J_c(t + h) &= J_c(t), \\
J_p(t + h) &= J_p(t) - 4J_q(t) V'(J_p(t)) + 4J_q[J_p(t)^2], \\
J_q(t + h) &= -J_q(t) + 2J_q^2 V(J_p(t)).
\end{align}

Hence, condition (i) is satisfied, and this ends the proof of the theorem.

From theorem 3.1 we have that the most general form of the $\phi_{1}(\mathbb{R})$ coaglebrically symmetric Lagrangian is:

$$L = \sum_{k=1}^N \int_{\mathbb{R}} \frac{b_k}{\eta^2} (1 - \frac{b_k}{\eta^2} d\eta) - V(q^2(t)),$$

whose associated discrete Euler–Lagrange equations are:

$$q_k(t + h) \left( 1 - \frac{b_k}{q_k^2(t)q_k^2(t + h)} \right) + q_k(t - h) \left( 1 - \frac{b_k}{q_k^2(t)q_k^2(t - h)} \right) = 2V'(q^2(t))q_k.$$  (3.17)
From formula (1.3) the symplectic form of the system is:

\[ q_k(t + h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_k^2(t + h)}} + p_k(t) = 2V'(q^3(t))q_k \]

(3.18a)

\[ p_k(t + h) = q_k(t) \sqrt{1 - \frac{b_k}{q_k^2(t)q_k^2(t + h)}}. \]

(3.18b)

We conclude this section with a corollary which represents the inverse of [29], proposition 4.2:

**Corollary 3.3.** A system in standard form

\[ L = \sum_{i=1}^{N} q_i(t + h)q_i(t) + V(q), \]

possesses coalgebra symmetry with respect to \( \mathbf{a}_2(\mathbb{R}) \) if and only if it is radially symmetric, i.e. \( V = V(q^3) \).

**Proof.** Observe that, from equation (3.16), if \( b_k = 0 \) for all \( k = 1, \ldots, N \) the corresponding system becomes in standard form. So, since theorem 3.1 is a necessary and sufficient condition the statement follows. \( \square \)

**Remark 3.4.** We remark that the dynamical system associated with the \( \mathbf{a}_2(\mathbb{R}) \) (3.15) is independent from the value of the constants \( b_k \). So, from the coalgebra point of view systems in standard form, that is \( b_k = 0 \) for all \( k = 1, \ldots, N \), and in quasi-standard form can be considered in the same way: the (super)integrability of a system in standard form can be transferred to a system in quasi-standard form and vice-versa.

## 4. Polynomial invariants of the associated dynamical system

As discussed in [29] in the discrete-time setting the existence of a rank one coalgebra symmetry alone it is not enough to guarantee the Liouville integrability of the underlying discrete-time system. This is different from the continuum setting, when this has been proven to be true, see [7, 9].

So, in this section, we will discuss the integrability of the system (3.15) assuming the existence of an additional polynomial invariant:

\[ I_d = \sum_{1 \leq i+j+k \leq d} a_{ijk}J_i^1J_j^1J_k^1. \]

(4.1)

Then we have the following result:

**Theorem 4.1.** If \( 1 \leq d \leq 3 \) the system (3.15) admits a polynomial invariant of the form (4.1), and in such cases we have:

\[ I_1 = J_+ + J_- - \kappa J_0, \]

(4.2a)

\[ I_2 = \lambda_1(J_+ + J_-) - \lambda_2J_3 - \lambda_3f_3^2, \]

(4.2b)

\[ I_3 = (J_+ + J_- + 2f_3)(\tau^2 - 2\tau f_3 + J_3 J_0) \]

(4.2c)

with the corresponding functions \( f(\xi) = V'(\xi) \):

\[ f_1 = \kappa, \quad f_2 = \frac{\lambda_1}{2}, \quad f_3 = \pm \frac{1}{2} + \frac{\tau}{2}. \]

(4.3a)

(4.3b)

(4.3c)

**Remark 4.2.** We remark that through degeneration of parameters in (4.3) the functions \( f_2 \) and \( f_3 \) are both connected to the function \( f_1 \). Indeed, if \( \lambda_3 \to 0 \) then \( f_2 \) degenerates to \( f_1 \), provided we make the identification \( \kappa = \lambda_1/\lambda_3 \). Similarly, if \( \tau \to 0 \) then \( f_3 \) degenerates to the particular case of \( f_1 \) with \( \kappa = \pm 1 \). A graphical representation of this degeneration scheme is given in figure 1. Moreover, we observe that there are countably many values of \( \kappa \) such that the associated evolution map, i.e. the map:

\[(J_+(t), J_-(t), J_3(t)) \mapsto (J_+(t + h), J_-(t + h), J_3(t + h)) \]

(4.4)

from equation (3.15) with \( f_1 = \kappa/2 \) is periodic. In appendix B we show how to find these values, but we shall not discuss these degenerate cases further.
Proof. The proof of this result is through direct computation by considering the three cases \( d = 1, 2, 3 \). Indeed, the system already possesses one Casimir function, so if we are able to prove the existence of a functionally independent invariant, we have proven integrability.

Case \( d = 1 \). This case is prototypical for the other two which can be proven directly, so we will give all the details of the proof. If \( d = 1 \) the invariant has the following form:

\[
I_1(t) = a_{1,0,0}I_1(t) + a_{0,1,0}J_1(t) + a_{0,0,1}J_3(t). \tag{4.5}
\]

Then, applying the translation by the step \( h \) and using the form of the system (3.15) we obtain:

\[
I_1(t + h) = a_{1,0,0}I_1(t) + a_{0,1,0}(J_1(t) - 4J_2(t)f(J_1(t)) + 4J_1J_2^2(J_1(t))) + a_{0,0,1}(-J_3(t) + 2J_1f(J_1(t))). \tag{4.6}
\]

We impose that \( I_1(t + h) = I_1(t) \). This yields a polynomial expression of degree one in \( J_1 \) and \( J_3 \). Taking coefficients with respect to these two variables, we obtain (after removing the non-zero common factors):

\[
a_{0,1,0} - a_{0,0,0} = 0, \quad 2f(J_1)a_{0,1,0} + a_{0,0,1} = 0, \quad 4f^2(J_1)a_{0,1,0} + 2f(J_1)a_{0,0,1} - a_{0,1,0} + a_{0,0,0} = 0. \tag{4.7}
\]

The first equation in (4.7) implies \( a_{1,0,0} = a_{1,0,0} \) with no other possibilities:

\[
a_{0,1,0} - a_{0,0,0} = 0, \quad 2f(J_1) + a_{0,0,1} = 0. \tag{4.8}
\]

If \( a_{0,1,0} \equiv 0 \) the first equation in (4.8) implies that \( f = \text{constant} \). This is not restricting because \( a_{0,1,0} = 0 \) yields \( I_1 \equiv 0 \), which must be discarded. Then, we write \( f(\zeta) = \kappa/2 \), with \( \kappa \neq 0 \), and the system reduces to the single algebraic equation:

\[
\kappa a_{0,1,0} + a_{0,0,1} = 0. \tag{4.9}
\]

Then the invariant (4.5) has the form:

\[
I_1(t) = a_{1,0,0}I_1(t) + J_1(t) - \kappa J_3(t). \tag{4.10}
\]

Scaling away the constant \( a_{1,0,0} \) we proved formula (4.2a), while formula (4.3a) was already established. The functional independence of the set \( \{ I_1, C \} \) is trivial, so the system is clearly integrable. This concludes the case \( d = 1 \).

Case \( d = 2 \). If \( d = 2 \) then the invariant has the following form:

\[
I_2(t) = a_{2,0,0}I_2^2(t) + a_{0,2,0}J_1^2(t) + a_{0,0,2}J_3^2(t) + a_{1,0,1}J_1(t)J_3(t) + a_{0,1,1}J_1(t)J_3(t) + a_{0,0,1}J_3(t)I_3(t) + a_{1,0,0}I_1(t)J_3(t) + a_{0,0,1}J_1(t)J_3(t) + a_{0,1,1}J_1(t)I_3(t). \tag{4.11}
\]

Writing \( I_2(t + h) = I_2(t) \) using the system (3.15) and taking the coefficients with respect to \( J_1 \) and \( J_3 \) we have the following equations (divided by total degree \( D \)):

\[
D = 2: \quad a_{2,0,0} - a_{2,0,0} = 0, \quad f(J_1)[4a_{0,2,0}f(J_1) + a_{0,1,1}] = 0, \quad 8a_{2,0,0}f(J_1) + a_{0,1,1} + a_{1,0,1} = 0, \tag{4.12a}
\]

\[
D = 1: \quad 8a_{0,2,0}f(J_1) - 2a_{0,1,1}J_1(t) + a_{0,0,1}f(J_1) + a_{0,1,1}J_1(t) + 2a_{0,0,1} = 0, \tag{4.12b}
\]

Figure 1. Degeneration scheme for the functions \( f_i \) in (4.3).
We solve these equations starting from the highest degree: $D = 2$ (4.12a). To obtain a non-trivial solution not considered for $d = 1$ we have to impose that all the coefficients with respect to $f(J_1)$ in (4.12a) vanish:

$$a_{2,0,0} = a_{0,2,0} = a_{0,1,1} = a_{0,1} = 0.$$  \hfill (4.13)

This reduces our system to:

$$D = 1:\quad a_{0,1,0} - a_{0,0,0} = 0,$$

$$\quad 2[(a_{0,0,2} + a_{1,1,0})J_+ + a_{0,1,0}]f(J_+) + a_{0,0,1} = 0,$$  \hfill (4.14a)

$$D = 0:\quad 4[(a_{0,0,2} + a_{1,1,0})J_+ + a_{0,1,0}]f^2(J_+)
\quad + 2a_{0,0,1}f(J_+) - a_{0,1,0} + a_{0,0,0} = 0.$$  \hfill (4.14b)

Solving the first equation for $D = 1$, i.e. putting $a_{0,1,0} = a_{0,0,0}$, and discarding the trivial solutions, we have that all the equations reduce to:

$$2[(a_{0,0,2} + a_{1,1,0})J_+ + a_{0,1,0}]f(J_+) + a_{0,0,1} = 0.$$  \hfill (4.15)

That is:

$$f(J_+) = -\frac{1}{2} \frac{a_{0,0,1}}{(a_{0,0,2} + a_{1,1,0})J_+ + a_{0,1,0}}.$$  \hfill (4.16)

Of these last four parameters we can choose three independent ones as follows:

$$a_{0,0,1} = \lambda_3, \quad a_{0,0,2} = -\lambda_2 - a_{1,1,0}, \quad a_{0,1,0} = \lambda_1.$$  \hfill (4.17)

This brings (4.16) into the form of (4.3b), and the invariant (4.11) into the following form:

$$I_2(t) = \lambda_3[J_+(t) + J_-(t)] - \lambda_2J_3(t) - \lambda_2f^2_1(t) + a_{1,1,0}J_1(t)f(t) - f_1(t).$$  \hfill (4.18)

Now, note that the coefficient of the $a_{1,1,0}$ is exactly the Casimir function $C$ of $sl(2,\mathbb{R})$, see formula (2.2). From theorem 3.1 this invariant is admitted by the system (3.15) regardless of the function $f = f(\xi)$. So, this invariant is trivial and we can safely discard it by putting $a_{1,1,0} = 0$ in (4.18) (we are already taking into account its existence). This proves formula (4.2b). The functional independence of the set $\{I_2, C\}$ is trivial, so the system is clearly integrable. This concludes the case $d = 2$.

Case $d = 3$. Let us consider now the case $I_1(t)$ in formula (4.1) (we omit the explicit form because it is rather cumbersome). We employ the same strategy we employed before: from the identity $I_1(t + h) = I_1(t)$ equate all the coefficients in $J_+, J_3$ to zero starting from the higher degree. Taking the coefficients of degree 3 in $J_+, J_3$ in $I_3(t + h) = I_3(t)$ we have the following equations:

$$J^3_+ : a_{0,3,0} - a_{3,0,0} = 0,$$

$$J^3_+ J_3 : -12f(J_+)a_{0,3,0} + a_{0,2,1} - a_{2,0,1} = 0,$$

$$J^3_3 : 48f^2(J_-)a_{0,3,0} + 8f(J_-)a_{0,2,1} + a_{0,1,2} - a_{0,0,2} = 0,$$

$$J^3_1 : -32f(J_-)a_{0,3,0} - 8f^2(J_-)a_{0,2,1} - 2f(J_-)a_{0,1,2} - a_{0,0,3} = 0.$$  \hfill (4.19)

Since the only possible solution for $f$ from this set of equations is the constant, we can safely put all the coefficients of $f$ to zero and obtain:

$$a_{0,0,3} = a_{0,1,2} = a_{0,2,1} = a_{0,3,0} = a_{1,0,2} = a_{2,0,1} = a_{3,0,0,0} = 0.$$  \hfill (4.20)

Inserting these values into $I_3(t + h) = I_3(t)$ the degree three terms disappear, and we can consider the degree two ones:

$$J^2_+ : (a_{1,2,0} - a_{2,1,0})J_+ + a_{0,2,0} - a_{2,0,0} = 0,$$

$$J^2_+ J_3 : 8f(J_-)a_{1,2,0} - a_{2,0,0} f(J_+) + 2f(J_-)a_{1,1,1} + a_{0,1,2} + a_{1,0,1} = 0,$$

$$J^2_3 : f(J_-)a_{2,0,0} + a_{2,0,0} f(J_+) + 2f(J_-)a_{1,1,1} + a_{0,1,1} = 0.$$  \hfill (4.21)

Taking the coefficients with respect to $J_-$ the first equation in (4.21) yields:

$$a_{2,1,0} = a_{2,0,0}, \quad a_{2,0,0} = a_{0,2,0}.$$  \hfill (4.22)

Discarding the trivial solution $f(J_-) = 0$ we have that $f(J_+)$ from the second and the third equation in (4.21) must be compatible. The compatibility condition is:
\( a_{0,0,1} = a_{0,1,1}. \) 

This yields a unique value for \( f(J_-) \):

\[
f(J_-) = -\frac{1}{4} J_+ a_{0,1,1} + a_{0,1,1}.
\]

At this point we can insert this value into \( I_2(t + h) = I_2(t) \) which now consists only of the linear and the degree zero terms. Now we can clear denominators and take coefficients with respect to \( f_- \). This leaves us with a system of 26 algebraic equations we can solve with a CAS, e.g. Maple. We omit the explicit form of the system, but we comment that we obtain 12 different solutions with the \texttt{solve} command from Maple 2016. Upon inspection only two new solutions do not produce trivial solutions and satisfy the condition that \( a_{1,2,0} \neq 0 \). The final form of the coefficients we obtained is shown in appendix A.

This yields the following form for the function \( f_- \):

\[
f(J_-) = \pm \frac{1}{2} - \frac{a_{0,0,1}}{4a_{1,2,0}} J_+.
\]

Since \( a_{1,2,0} \neq 0 \) we perform the scaling \( a_{0,0,1} = -2a_{1,2,0} \tau \). This proves formula (4.3c). To conclude the proof we notice that using the results as displayed in appendix A and the scaling just presented we have:

\[
I_2 = a_{1,2,0} (J_1(t) + J_-(t) + 2J_3(t)) [\tau^2 - 2\tau J_3(t) + J_1(t) J_-(t)]
+ a_{1,1,0} [J_1(t) J_-(t) - J_3(t)].
\]

Now, note that the coefficient of the \( a_{1,1,0} \) is exactly the Casimir function \( C \) of \( sl(\mathbb{R}) \), see formula (2.2). From theorem 3.1 this invariant is admitted by the system (3.15) regardless of the function \( f = f(\xi) \). So, this invariant is trivial and we can safely discard it by putting \( a_{1,1,0} = 0 \) (we are already taking into account its existence). Then, analogously to the case \( d = 1 \) we can scale away the constant \( a_{1,2,0} \) and we arrive at the expression (4.2c). The functional independence of the set \( \{ I_2, C \} \) is trivial, so the system is clearly integrable. This concludes the case \( d = 3 \) and hence concludes the proof of the theorem.

For invariants of degree \( d > 3 \), by direct computation it is possible to prove the following result:

**Lemma 4.3.** For all \( d > 3 \) the translated polynomial (4.1) on the solution of the system (3.15) is:

\[
I_d(t + h) = \sum_{1 \leq i + j + k + l \leq d} \sum_{p + q + r = j} \sum_{\kappa = 0}^k A_{i,j,k,p,q,r,l} J_+ f_1^{i+j+k+l} f_2^{q+j+k+l} f_3^{q+j+k+l},
\]

where

\[
A_{i,j,k,p,q,r,l} = (-1)^{\tau^2} \frac{\partial^{i+j+k+l}}{\partial^j \partial^q \partial^r} \left( \frac{j}{p}, \frac{k}{s} \right) 2^{2q + 2r + k + l}.
\]

Then, with a technique analogue to the one that we used to prove Theorem 4.1 we can see that for \( d=4,5 \) no different integrable systems are found. The calculations are of increasing complexity, so we don’t show them here. However, this leads to the following conjecture:

**Conjecture 1.** If \( d > 3 \) and the function \( f \) is different from the ones in the formula (4.3), then only trivial invariants are possible. Here, by a trivial invariant, we mean a linear combination of the power of the Casimir function (2.2):

\[
I_{\text{triv}}(t) = \sum_{k=1}^{[d/2]} a_k C^k.
\]

5. Study of the obtained systems

In this section, we present a more detailed study of the realisation in canonically conjugated coordinates \((q(t), p(t))\) of the integrable systems we found in the previous section.

5.1. Degree one invariant

We consider the system (4.3a) in the realisation of \( sl(\mathbb{R}) \) (2.11) with canonical coordinates \((q(t), p(t))\). The equation assumes the following form:

\[
q_k(t + h) \sqrt{1 - \frac{b_k}{q_k^2(t) q_k^2(t + h)}} + q_k(t - h) \sqrt{1 - \frac{b_k}{q_k^2(t) q_k^2(t - h)}} = \kappa q_k.
\]
From formula (1.3) the symplectic form of the system is:

\[
q_k(t + h) \left[ 1 - \frac{b_k}{q_k(t)q_k(t + h)} \right] + p_k(t) = \kappa q_k,
\]

(5.2a)

\[
p_k(t + h) = q_k(t) \left[ 1 - \frac{b_k}{q_k(t)q_k(t + h)} \right].
\]

(5.2b)

The case when \(b_k = 0\) for all \(k = 1, \ldots, N\) is a linear system and it was considered in [29], Example 1, so we will consider only the case when \(b_k \neq 0\).

**Remark 5.1.** We remark that the system (5.1) is symmetric with respect to the transformation:

\[
\tilde{q}^{(i)}(t) = (q_i(t), \ldots, -q_i(t), \ldots, q_N(t)),
\]

(5.3)

or its symplectic form (5.2) is symmetric under the transformation:

\[
\tilde{q}^{(i)}(t) = (q_i(t), \ldots, -q_i(t), \ldots, q_N(t)),
\]

(5.4a)

\[
\tilde{p}^{(i)}(t) = (p_i(t), \ldots, -p_i(t), \ldots, p_N(t)).
\]

(5.4b)

This implies that the system can be defined outside its natural domain as described theorem 3.1 by reflection. Reflecting with respect to each coordinate axis we obtain that the symplectic map (5.2) can be defined on the set

\[
U = \left\{ \prod_{k=1}^{N} \{x_k \neq 0\} \right\}^{\times 2}.
\]

(5.5)

The coalgebraic invariant (4.2a) has the following explicit form:

\[
H_k = \frac{1}{2} \sum_{k=1}^{N} \left[ p_k^2(t) + \frac{b_k}{q_k(t)} + \frac{1}{\kappa q_k(t)} + \kappa q_k(t)p_k(t) \right].
\]

(5.6)

From the coalgebra construction, we get the following two sets of invariants

\[
\mathcal{H}_1 = \{H_k, C^{[2]}, \ldots, C^{[N]}\}, \quad \mathcal{R}_1 = \{H_i, C_{[2]}, \ldots, C_{[N]}\},
\]

(5.7)

By induction on the d.o.f. \(N\), it is easy to see that both sets are functionally independent. As expected, this implies that the system (5.1) is Liouville integrable. Similarly the set

\[
\mathcal{T}_1 = \{H_k, C^{[2]}, \ldots, C^{[N]}, C_{[2]}, \ldots, C_{[N-1]}\},
\]

(5.8)

is made of functionally independent functions which implies the system (5.1) is QMS. As remarked in [29] this is the best we expect for general discrete-time systems with \(\mathcal{A}^2(\mathbb{R})\) coalgebra symmetry. However, this case is special because it is possible to consider a different set of invariants constructed from the following elements:

\[
\mathcal{H}_{[k]} = \sum_{k=1}^{N} \{H_k, C^{[2]}, \ldots, C^{[N]}\},
\]

(5.9)

where:

\[
H = \frac{1}{2} (J_+ + J_--\kappa J_3).
\]

(5.10)

Those \(N\) elements, at fixed realisation, result in the following functions:

\[
H_{[k]} = \frac{1}{2} \left( p_k^2 + q_k^2 + \frac{b_k}{q_k(t)} - \kappa q_k p_k \right), \quad k = 1, \ldots, N.
\]

(5.11)

This gives us another set of commuting invariants:

\[
\mathcal{C}_1 = \{H_{[1]}, \ldots, H_{[N]}\},
\]

(5.12)

which proves Liouville’s integrability again. Note that:

\[
H_i = \sum_{k=1}^{N} H_{[k]}.
\]

(5.13)

Then, the following set of invariants:

\[
\mathcal{S}_1 = \{H_{[1]}, \ldots, H_{[N]}, C^{[2]}, \ldots, C^{[N]}\},
\]

(5.14)

is a set of \(2N - 1\) functionally independent invariants. For explicit commutation relations involving left and right Casimir invariants, also with these additional constants, we refer the reader to [37–39]. Functional

\[
^3\text{We added a cosmetic 1/2 factor to better compare with the continuous case.}
\]
independence can be proven as follows. Define the point $\mathbf{m} = (1, \ldots, 1, 0, \ldots, 0)$. Then from direct computation we have:

$$v_k = \nabla H_k |_{\mathbf{m}} = \left( 0, \ldots, 0, \frac{-b_m + 1}{N}, 0, \ldots, 0, \frac{-b_m}{N}, 0, \ldots, 0 \right),$$

$$w_m = \nabla \mathcal{O}^m |_{\mathbf{m}} = \left( \sum_{i=1}^m b_i, \ldots, \sum_{i=1}^m b_i - b_m, 0, \ldots, 0 \right),$$

for $k = 1, \ldots, N$, and $m = 2, \ldots, N$ respectively and we defined $b_0 = \sum_{i=1}^m b_i$. Then we can define:

$$u_m = \sum_{i=1}^m b_0 - m b_i$$

$$= \begin{pmatrix} 0, \ldots, 0, \frac{b_0 - mb_1}{-b_1 + 1}, \ldots, \frac{b_0 - mb_m}{-b_m + 1}, 0, \ldots, 0 \end{pmatrix}, \quad m = 2, \ldots, N.$$  

So, we have that the Jacobian in $\mathbf{m}$

$$J_m = \frac{\partial (H_1, \ldots, H_N, \mathcal{O}^1, \ldots, \mathcal{O}^N)}{\partial (\mathbf{q}, \mathbf{p})} |_{\mathbf{m}} = \begin{pmatrix} v_1 \\ \vdots \\ v_N \\ w_1 \\ \vdots \\ w_N \end{pmatrix}.$$  

is equivalent through Gauss elimination to the upper triangular matrix:

$$\tilde{J}_m = \begin{pmatrix} v_1 \\ \vdots \\ v_N \\ u_1 \\ \vdots \\ u_N \end{pmatrix}.$$  

Since all the pivots of $\tilde{J}_m$ are non-zero it follows that $J_m = 2N - 1$ proving functional independence in the open set

$$U_{(+, \ldots, +)} = O_{(+, \ldots, +)} \times \mathbb{R}^N,$$

where $O_{(+, \ldots, +)}$ is the open positive orthant of $\mathbb{R}^N$ [53]. A similar argument runs in all other possible open sets

$$U_{(\pm, \ldots, \pm)} = O_{(\pm, \ldots, \pm)} \times \mathbb{R}^N, \quad O_{(\pm, \ldots, \pm)} = \{ \pm q_1 > 0, \ldots, \pm q_N > 0 \},$$

evaluating the Jacobian on the points $(\pm 1, \ldots, \pm 1, 0, \ldots, 0) \in U_{(\pm, \ldots, \pm)}$. Noting that solutions in one orthant evolve inside the same orthant, while the coordinate lines $\{ q_k = 0 \}_{k=1, \ldots, N}$ are not accessible by the evolution we have that these sets exhaust all the points of the phase space, because:

$$U \subset \bigcup_{i \in \{ \pm \}} U_{(i, \ldots, i)}. $$

where the set $U$ was defined in formula (5.5). So, this proves the functional independence of the invariants everywhere they are defined. This allows us to conclude that the dSW system (5.1) is MS.

In figure 2 we show an orbit of (5.1) near the fixed point

$$q_0 = \left( \frac{b_1}{1 - \kappa/2}, \ldots, \frac{b_N}{1 - \kappa/2} \right)^{1/4}.$$  

Note that the fixed points of the map (5.1) are all of the following form:

$$q_0^{(\pm, \ldots, \pm)} = \pm \left( \frac{b_1}{1 - \kappa/2}, \ldots, \frac{b_N}{1 - \kappa/2} \right)^{1/4}, \quad \kappa = 2 - h^2 \omega^2.$$  

Next, we note that the system (5.1) is a discretisation of the Smorodinsky–Winternitz (SW) oscillator (caged isotropic harmonic oscillator) [21, 23]. Indeed, under the following scaling:

$$q_k(t) = hQ_k(t), \quad b_k = h^2 \beta_k, \quad \kappa = 2 - h^2 \omega^2,$$  

\[\text{14}\]
in equation (5.1) we obtain that the leading order as $h \to 0$ is SW oscillator in Lagrangian form:

$$h^4\left(\dot{Q}_k + \omega^2 Q_k - \frac{\beta_k}{Q_k^3}\right) + O(h^5) = 0. \quad (5.25)$$

In the same way, writing the invariant (5.2a) using the definition of the canonical momentum (3.18b) and $Q_k = P_k$ we obtain:

$$H_i = h^4H_{SW} + O(h^5), \quad H_{SW} = \sum_{k=1}^{N} \left( P_k^2 + \omega^2 Q_k^2 + \frac{\beta_k}{Q_k^3} \right). \quad (5.26)$$

That is, at order 4 the Hamiltonian of the SW oscillator appears. The SW system is a well-known MS system whose invariants can be produced through the coalgebra symmetry method [7]. In particular, we note that the other invariants (2.20) and (5.10) are preserved in form through the scaling (5.24). Indeed, noting that in the limit $h \to 0$:

$$L_{ij} = \epsilon_{ij}h^3 + O(h^4), \quad \epsilon_{ij} = P_iQ_j - P_jQ_i, \quad (5.27)$$

we have that the invariants (2.20) are self-similar at order 6 in $h$:

$$\mathcal{C}^{(m)}(q, p) = h^6\mathcal{C}^{(m)}(Q, P) + O(h^7), \quad \mathcal{C}^{(m)}(q, p) = h^6\mathcal{C}^{(m)}(Q, P) + O(h^7), \quad (5.28)$$

while:

$$H_k = h^4H_{(k)} + O(h^5), \quad H_{(k)} = \frac{1}{2} \left( P_k^2 + \omega^2 Q_k^2 + \frac{\beta_k}{Q_k^3} \right). \quad (5.29)$$

A natural generalisation of the SW system arises if we consider anisotropy. That is, considering the following dynamical system:

$$H(\omega) = \frac{1}{2} \sum_{k=1}^{N} \left( P_k^2 + \omega^2 Q_k^2 + \frac{\beta_k}{Q_k^3} \right). \quad (5.30)$$

This system is clearly integrable considering the separation of variables in Cartesian coordinates. Following [22], see also [28, 52], the case when $\omega = (\omega_1, \ldots, \omega_N)$ where $(\omega_1, \ldots, \omega_N) \in \mathbb{Z}^N$ and the integers $l_i$ are coprime is MS. In the discrete-time setting we consider the Lagrangian:

$$L(c) = \sum_{k=1}^{N} \int_{Q(t)}^{Q(t+h)} \sqrt{1 - \frac{b_k}{c_k^2} d\xi - \frac{c_k^2}{2} Q_k^2(t)}, \quad (5.31)$$
Then, using the analogue invariants (5.10)

\[ H_k(\xi_k) = \frac{1}{2} \left( p_k^2 + q_k^2 + \frac{b_k}{q_k^2} - c_k q_k p_k \right), \quad k = 1, \ldots, N, \tag{5.32} \]

we prove that the dEL equations of the Lagrangian (5.31) are integrable. Finally, under the scaling, the associated dEL equations:

\[ q_k(t) = h Q_k(t), \quad b_k = h^2 \beta_k, \quad c_k = 2 - h^2 \omega_k^2, \tag{5.33} \]

reduce to the Hamiltonian system associated to (5.30).

Differently from the continuum case, the experimental evidence seems to suggest that the system (5.31) is not MS. Indeed, from an experimental study of the orbits of the system (5.31) it is evident that they do not lie on a closed curve, but rather they are a space-filling curve, dense in the phase space. For instance, figure 3 shows an orbit of the system (5.31) in two d.o.f. in the scaling (5.33) with parameters such that \( \omega_1/\omega_2 = 2/3 \in \mathbb{Q} \).

However, despite the frequency ratio is rational after \( M = 1000000 \) iterations a rectangle in the phase space is almost completely filled.

The orbit is taken in a neighbourhood of the fixed point:

\[ q_0(\omega_1, \omega_2) = \left( \frac{2}{\omega_1} \left( \frac{\beta_1}{4 - h^2 \omega_1^2} \right)^{\frac{1}{2}}, \frac{2}{\omega_2} \left( \frac{\beta_2}{4 - h^2 \omega_2^2} \right)^{\frac{1}{2}} \right). \tag{5.34} \]

The above remarks imply that for \( \omega \in \omega \mathbb{Z}^N \), the system (5.31) is an integrable, but not a MS discretisation of the anisotropic SW system (5.30). At the same time, the discussion made suggests that there might be some MS subcases of the system (5.31) for given values of the parameters \( c_k \). The search for this kind of MS system is outside the possibilities given by the coalgebra approach and will be the subject of future research. Here we limit ourselves to noting that in [28] the conditions for the MS of [22] for the anisotropic SW oscillator (5.30) were
derived using a perturbative multiple scales approach. This hints at the possibility of a similar procedure to isolate the MS subcases using, for instance, the multiple scales method for discrete-time systems in the spirit of [30].

5.2. Degree two invariant
We consider the system (4.3b) in the realisation of \( g_{i_j}(\mathbb{R}) \) (2.11) with canonical coordinates \((q(t), p(t))\). The equation assumes the following form:

\[
q_k(t + h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_k^2(t + h)}} + q_k(t - h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_k^2(t - h)}} = \frac{\lambda_1 q_k}{\lambda_3 - \lambda_2 \sum_{i=1}^{N} q_i^2(t)}.
\]

(5.35)

From formula (1.3) the symplectic form of the system is:

\[
p_k(t + h) = q_k(t) \sqrt{1 - \frac{b_k}{q_k^2(t)q_k^2(t + h)}} + p_k(t) = \frac{\lambda_1 q_k}{\lambda_3 - \lambda_2 \sum_{i=1}^{N} q_i^2(t)}.
\]

(5.36a)

\[
p_k(t + h) = \frac{\lambda_1 q_k}{\lambda_3 - \lambda_2 \sum_{i=1}^{N} q_i^2(t)}.
\]

(5.36b)

**Remark 5.2.** We remark that if \( \lambda_3 \neq 0 \) and \( b_k = 0 \) for all \( k = 1, \ldots, N \), this system is a generalisation of the McMillan map [43] introduced in [42]. Indeed in such a case if \( \lambda_3 \neq 0 \) considering the scaling \( q_k \mapsto \sqrt{\lambda_3} q_k \) and \( \lambda_i = \lambda_0 \sigma \) we obtain:

\[
q_k(t + h) + q_k(t - h) = \frac{\sigma q_k}{1 + \sum_{i=1}^{N} q_i^2(t)}.
\]

(5.37)

We discussed the coalgebra symmetry properties in [29], Subsection 6.2, where the method was used to prove that the system is QMS. We finally recall that the system (5.37) is an example of \( N \) d.o.f. integrable system in standard form [32, 57], which was later extended in a series of papers [55, 56]. For a general review on \( N \) d.o.f. integrable systems in standard form we refer also to [58], Chapter 25.

To complete the study on this system, including continuum limits and relation to known discrete-time integrable systems we distinguish the cases \( \lambda_3 \neq 0 \) and \( \lambda_3 = 0 \).

*Case \( \lambda_3 \neq 0 \).* For \( b_k = 0 \) for some \( k \in \{1, 2, \ldots, N\} \) and \( \lambda_3 \neq 0 \) we can scale away this constant through the reparametrisation \((\lambda_1, \lambda_2) = (\lambda_3 \sigma_1, \lambda_3 \sigma_2)\) and obtain the system:

\[
q_k(t + h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_k^2(t + h)}} + q_k(t - h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_k^2(t - h)}} = \frac{\sigma q_k}{1 + \sum_{i=1}^{N} q_i^2(t)}.
\]

(5.38)

**Remark 5.3.** We remark that the discrete-time system (5.38) is symmetric with respect to the coordinate transformation (5.3), thus allowing us to extend the domain of definition for negative values of the coordinates. However, from the right hand side of equation (5.38) we might need to restrict the domain of definition of this discrete-time system. Indeed, if \( \sigma_2 > 0 \) we need to exclude the N-sphere \( S^N(\sigma_2^{-1}) = \{q(t) = \sigma_2^{-1}\}\). So, in the end we have that the domain of definition of the discrete-time system (5.38) is:

\[
\mathcal{U} = \begin{cases} U \cap S^N(\sigma_2^{-1}) & \text{if } \sigma_2 > 0, \\ U & \text{if } \sigma_2 < 0. \end{cases}
\]

(5.39)

where the set \( U \) is given in equation (5.5).
In this case the coalgebraic invariant \( (4.2b) \) has the following explicit form:\(^4\)

\[
H_2(\lambda_3 \neq 0) = \frac{1}{2} \sum_{k=1}^{N} \left( p_k^2 + q_k^2 + \frac{b_k}{q_k^2} - \sigma_1 q_k p_k \right) - \frac{\sigma_1}{2} \left( \sum_{k=1}^{N} q_k^2 \right)^2,
\]

(5.40)

From the coalgebra construction, we get the following two sets of invariants

\[
\mathcal{L}_2 = \{ H_2(\lambda_3 \neq 0), \mathcal{C}^{[1]}, \ldots, \mathcal{C}^{[N]} \},
\]

(5.41a)

\[
\mathcal{R}_2 = \{ H_2(\lambda_3 \neq 0), \mathcal{C}^{[2]}, \ldots, \mathcal{C}^{[N]} \}.
\]

(5.41b)

By induction on the d.o.f. \( N \), it is easy to see that both sets are functionally independent. As expected, this implies that the system (5.38) is Liouville integrable. Similarly the set

\[
\mathcal{J}_2 = \{ H_2(\lambda_3 \neq 0), \mathcal{C}^{[1]}, \ldots, \mathcal{C}^{[N-1]} \},
\]

(5.42)

is made of functionally independent functions which implies the system (5.38) is QMS.

Coming to the continuum limit, we see that applying the scaling (5.24) as \( h \to 0 \) we obtain from the dEL equations (5.38):

\[
h^{3} \left[ \dot{Q}_k + \omega^2 Q_k - \frac{\beta_k}{Q_k^2} + 2\sigma_2 Q_k \sum_{j=1}^{N} Q_j^2 \right] + O(h^3) = 0,
\]

(5.43)

while for the invariant (5.40) we have:

\[
H_2 = h^4 H_{W}^{\text{QMS}} + O(h^5), \quad H_2^{\text{QMS}} = \frac{1}{2} \sum_{k=1}^{N} \left( p_k^2 + \omega^2 Q_k^2 + \frac{\beta_k}{Q_k^2} \right) + \frac{\sigma_2}{2} \left( \sum_{k=1}^{N} Q_k^2 \right)^2.
\]

(5.44)

The classical continuum system defined by \( H_{W}^{\text{QMS}} \) clearly possesses coalgebra symmetry with respect to \( \mathfrak{so}(2) \), and in fact it turns out to be a QMS deformation of the SW system:

\[
H_{W}^{\text{QMS}} = H_{SW} + \sigma_2 F(q^2), \quad F(\xi) = \frac{\xi^2}{2}.
\]

(5.45)

The continuum first integrals are again given by formula (5.28).

The system (5.45) is a particular case of the Wojciechowski system defined by the following Hamiltonian [66]:

\[
H_W = \frac{1}{2} \sum_{k=1}^{N} \left( p_k^2 + \omega^2 Q_k^2 + \frac{\beta_k}{Q_k^2} \right) + \frac{\sigma_2}{2} \left( \sum_{k=1}^{N} Q_k^2 \right)^2.
\]

(5.46)

In general, this system is proven to be integrable both through direct construction of the integrals or by the existence of a Lax pair, see [66].

This system was discretised in [54] as:

\[
q_k(t + h) \sqrt{1 - \frac{b_k}{q_k^2(t) q_k^2(t + h)}} + q_k(t - h) \sqrt{1 - \frac{b_k}{q_k^2(t) q_k^2(t - h)}} = \frac{2\epsilon_k q_k}{1 + \sum_{j=1}^{N} \epsilon_j q_j^2(t)}.
\]

(5.47)

Clearly, this system is a generalisation of the system (5.35) with \( \lambda_3 \neq 0 \), using the identification \( \epsilon_k = \sigma_2/2 \) and making the proper scaling in the coordinates \( q_k \) and the parameters \( b_k \). So, we have that the system (5.38) is a coalgebraic QMS subcase of the discrete-time Wojciechowski system (5.47).

**Remark 5.4.** We remark that there might be superintegrable subcases of the Wojciechowski system (5.46) if \( \omega_i/\omega_j \in \mathbb{Q} \) for some \( i, j \in \{1, \ldots, N\} \). At present, we did not prove the existence of these superintegrable subcases, but we limit ourselves to notice that the proofs of integrability of both [54, 66] do not work in the QMS case. So, it is reasonable to believe that the presented first integrals are not exhaustive of all the integrable cases and there might be intermediate cases between the Liouville integrable case (\( N \) invariants) and the QMS case (\( 2N - 2 \) invariants). The problem of the existence of superintegrable subcases of the Wojciechowski system (5.46) and its (possible) superintegrable discretisation will be the subject of future research.

**Case \( \lambda_3 = 0 \).** Let us assume now that \( \lambda_3 = 0 \) and that \( b_k \) are arbitrary (possibly also zero for all \( k = 1, 2, \ldots, N \)). In such a case, we can rescale \( \lambda_1 = - \lambda_2 \sigma_1 \) and the system (5.35) reduces to:

\(^4\) We remove the common factor \( \lambda_3 \) and add a cosmetic \( 1/2 \) factor to mimic the continuum case.

\(^5\) It is needed to go through the original system (5.35) and properly scale the parameters.
We remove the common factor \( \lambda_2 \) and add a cosmetic 1/2 factor.

\[
q_k(t + h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_{k+1}^2(t + h)}} + q_k(t - h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_{k-1}^2(t - h)}} = \sigma q_k \left( \sum_{l=1}^{N} q_l^2(t) \right)^{-1}.
\] (5.48)

**Remark 5.5.** We remark that the discrete-time system (5.48) is symmetric with respect to the coordinate transformation (5.3), thus allowing us to extend the domain of definition for negative values of the coordinates. In this case the right hand side does not give any additional restriction, so the system can be defined on the whole set \( U \) given in equation (5.5).

The coalgebraic invariant (4.2b) has the following explicit form:

\[
H_2(\lambda_3 = 0) = \frac{\sigma}{2} \sum_{k=1}^{N} q_k p_k + \frac{1}{2} \left( \sum_{l=1}^{N} q_l^2 \right)^2.
\] (5.49)

From the coalgebra construction, we get the same two sets of invariants as for \( \lambda_3 = 0 \) (5.41) case with \( H_2(\lambda_3 = 0) \) replaced by \( H_2(\lambda_3 = 0) \). The two sets are clearly functionally independent. In the same way replacing \( H_2(\lambda_3 = 0) \) with \( H_2(\lambda_3 = 0) \) in (5.42) we obtain a set of \( 2N - 2 \) functionally independent invariants for (5.48).

Summing up, we proved that the system (5.48) is Liouville integrable and moreover is QMS.

Differently from the \( \lambda_3 = 0 \) the continuum limit of the case \( \lambda_3 = 0 \) is not known. Analogously to [29], Subsection 5.3 it is possible to prove that no scaling of the form

\[
q(t) = q_0 + Ah^\gamma Q(t), \quad \sigma = \sigma(h), \quad q_0 \in \mathbb{S}^N, \quad \gamma \in \mathbb{N},
\] (5.50)

where \( \sigma(h) \) is an analytic function of its argument, balances the terms in the systems (5.48).

### 5.3. Degree three invariant

We consider the system (4.3c) in the realisation of \( \mathfrak{sl}_2(\mathbb{R}) \) (2.11) with canonical coordinates \((q(t), p(t))\). The equation assumes the following form:

\[
q_k(t + h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_{k+1}^2(t + h)}} \pm q_k(t) + q_k(t - h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_{k-1}^2(t - h)}} = \tau q_k \left( \sum_{l=1}^{N} q_l^2(t) \right)^{-1}.
\] (5.51)

From formula (1.3) the symplectic form of the system is:

\[
q_k(t + h) \sqrt{1 - \frac{b_k}{q_k^2(t)q_{k+1}^2(t + h)}} \pm q_k(t) + p_k(t) = \tau q_k \left( \sum_{l=1}^{N} q_l^2(t) \right)^{-1},
\] (5.52a)

\[
p_k(t + h) = q_k(t) \sqrt{1 - \frac{b_k}{q_k^2(t)q_{k+1}^2(t + h)}}.
\] (5.52b)

**Remark 5.6.** We remark that if \( b_k = 0 \) for all \( k = 1, \ldots, N \), the system (5.51) with the plus sign

\[
q_k(t + h) + q_k(t) + q_k(t - h) = \tau q_k \left( \sum_{l=1}^{N} q_l^2(t) \right)^{-1}.
\] (5.53)

is a particular case of an autonomous version of the discrete-time Painlevé I equation [25, 32] we introduced in [29], section 5 with the parameter \( \beta = 0 \). The coalgebra symmetry properties of the system (5.53) were discussed in [29], where we showed that the system is QMS. We also recall that the continuum limit of the system (5.53) is unknown.
Table 1. Known integrable cases of equation (3.17). The novel systems are highlighted in italic.

| deg | V(ξ) | Standard form | Quasi-standard form |
|-----|------|--------------|---------------------|
| 1   | \( \frac{\alpha_0}{2} \log(1 - \alpha_2 \xi) \) | D. t. isotropic harmonic oscillator [29] | Discrete-time SW system (5.1) |
| 2   | \( -\frac{\alpha_1}{2} \log(1 - \alpha_2 \xi) \) | N.d.o.f. McMillan system [42, 55] | QMS Wojciechowski system (5.38) [54] |
| 2   | \( \frac{\alpha_1}{2} \log \xi \) | New QMS system (5.48) | New QMS system (5.48) |
| 3   | \( \pm \frac{b_1}{2} - \frac{b_2}{4} \log \xi \) | N.d.o.f. aut-dPI system (5.53) [29] | New QMS system (5.48) |

Considering \( b_k = 0 \) for some \( k \in \{1, \ldots, N\} \) the coalgebraic invariant (4.2c) has the following explicit form\(^7\):

\[
H_3 = \frac{1}{2} \sum_{k=1}^{N} \left( p_k + q_k \right)^2 + \frac{b_1}{2} \sum_{k=1}^{N} q_k p_k + C^{[N]}.
\]  

(5.54)

From the coalgebra construction, we get the following two sets of invariants

\[
\mathcal{L}_3 = \{ H_3, C^{[2]}, \ldots, C^{[N]} \}, \quad \mathcal{R}_3 = \{ H_3, C^{[2]}, \ldots, C^{[N]} \}.
\]  

(5.55)

By induction on the d.o.f. \( N \) it is easy to see that both sets are functionally independent. As expected, this implies that the system (5.51) is Liouville integrable. Similarly the set

\[
\mathcal{J}_3 = \{ H_3, C^{[2]}, \ldots, C^{[N]}, C^{[2]}, \ldots, C^{[N-1]} \},
\]  

(5.56)

is made of functionally independent functions which implies the system (5.51) is QMS.

Based on the above discussion we have that the system (5.51) for \( b_k = 0 \) for some \( k \in \{1, \ldots, N\} \) is a novel QMS system, generalising the already known system (5.53).

We finally note that at present no continuous analogue of the system (5.51) is known. Indeed, analogously to the system (5.53) mentioned in remark 5.6 and to \[29\], Subsection 5.3, it is possible to prove that no scaling of the form (5.50) with \( \tau(h) \) analytic functions of its argument balances the terms in the systems (5.51).

6. Conclusions

In this paper, we gave the necessary and sufficient conditions for a discrete-time system in quasi-standard form (1.2) to admit coalgebra symmetry with respect to the generic symplectic realisation of the Lie–Poisson algebra \( sl_2(\mathbb{R}) \) in \( N \) degrees of freedom. In particular, from theorem 3.1 we see that the most general form of this system is the one considered in \[54\]. In this sense, we see that the coalgebra symmetry approach naturally selects the functional form for the functions \( \xi_k = \xi_k(\xi), k = 1, \ldots, N \).

As already discussed in \[29\] the systems in quasi-standard form (1.2) admitting coalgebra symmetry with respect to the generic symplectic realisation Lie–Poisson algebra \( sl_2(\mathbb{R}) \) in \( N \) degrees of freedom naturally possess \( 2N - 3 \) functionally independent invariants. However, in general these systems are not Liouville integrable. This is because we are missing an exact discrete-time equivalent of the Hamiltonian. So, to characterise the Liouville integrable cases we searched for polynomial invariants in the variables of the algebra \( sl_2(\mathbb{R}) \) of increasing degree for the associated dynamical systems (3.15). It turns out that such invariants do exist for degrees 1, 2, and 3, while for degrees 4, and 5 no new systems arise. This led us to conjecture that the only non-trivial Liouville integrable systems with a polynomial invariant are those admitting an invariant of degrees 1, 2, and 3. The proof of this conjecture is particularly challenging because, in general, it does not seem possible to resum the expression (4.27) to:

\[
I_d(t + h) = \sum_{l=0}^{d} F_l(J_{-}) I_{d-l}^l, \quad \text{(6.1)}
\]

which will make the claim easier to prove. Unfortunately, since in general not even the degree of the function \( f = f(\xi) \) is known it is not possible to apply the ‘destructive’ test of algebraic entropy \[14, 24, 26\]. For the very same reason it is not possible to apply the ‘constructive’ singularity confinement test \[24, 25\]. Under the (reasonable) assumption that \( f(\xi) \) is a rational function, one could try to apply a Nevanlinna theory for maps [1]. However, at present, such a theory is not enough developed to treat a system of the form (3.15). So, this topic will be the subject of further research.

\(^7\) We added a cosmetic 1/2 factor.

\(^8\) Quoting from [64] ‘Algebraic entropy. pro: it is canonical (invariant by birational changes of coordinates), and the vanishing of the entropy may serve as a characterisation of integrability, as the sign of catastrophic drop of the complexity, con: destructive rather than constructive, since it gives a yes/no answer to the question is this model integrable?’. Italics from the original text.
In the sequel section we carefully analysed the obtained systems in the realisation (2.18) and proved explicitly their Liouville integrability and quasi-maximal superintegrability. In addition, we found a maximally superintegrable system given by the discrete Lagrangian (5.1) which is a discretisation of the well-known SW system [21, 23]. We also discussed the possible generalisation (5.31) discretising the so-called caged anisotropic oscillator [22], which we showed to be Liouville integrable. Unfortunately, differently from its continuous counterpart, the system (5.31) does not appear to be maximally superintegrable from a numerical study of its orbits. Since this kind of analysis goes outside the applicability of the coalgebra method, this topic will be the subject of future research. Besides these cases, we found the coalgebraic subcase of the discrete-time Wojciechowski system (5.35), whose general case was constructed in [54]. Finally, we found a non-birational generalisation of a system we proposed in [29], which we deem to be new. In table 1 we give a compendium of the known Liouville integrable cases of equation (1.2).

Summing up, in this paper we proved that the coalgebra symmetry method can be applied to systematically produce N d.o.f. discrete-time superintegrable systems.

An interesting open problem is the existence of a coalgebraic discretisation of the Kepler–Coulomb system:

\[ H_{KC} = \frac{1}{2} \sum_{i=1}^{N} p_i^2 - \alpha \left( \sum_{i=1}^{N} q_i^2 \right)^{1/2}. \]  

(6.2)

This model is MS, through the existence of an additional integral of motion called the Laplace–Runge–Lenz vector [40, 44]. It would be interesting to show if it is possible to construct such an invariant in the discrete-time setting.

Another open problem is the generalisation to non-Euclidean manifolds. For the coalgebra approach to these systems, see for example a series of papers by Italian–Spanish school [3–7] culminating in the proof of a Bertrand-like theorem on curved space [12], linked to the so-called Perlick classification [51]. For a different, more geometric perspective on the subject, see the recent classification in [34, 35]. Finding a connection between these two approaches and building the discrete-time analogue will be subject of future research.

Finally, we note that the present construction can be applied to other Lie–Poisson algebras, especially the ones related to classified Lie algebras for which the Casimir functions are known, see [36, 45–50]. In the continuous setting this was done by Ballesteros and Blasco [8, 16]. We note that the most natural extension would be the two-photon or \( h_1 \) Lie–Poisson algebra [67], a Lie–Poisson algebra containing many other interesting Lie–Poisson algebras as subalgebras, including \( \mathfrak{sl}(\mathbb{R}) \), whose associated Hamiltonian integrable systems have been discussed in [10, 16].
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Appendix A. Explicit form of the coefficients in the case \( d = 3 \)

We list the explicit formulas for the coefficients obtained in the case \( d = 3 \) during the proof of theorem 4.1. We divide the polynomial \( I_3 \) into its homogeneous components:

\[ I_3(t) = I^{(1)}_3(t) + I^{(2)}_3(t) + I^{(3)}_3(t). \]  

(A1)

and list the coefficients by the degree of the component.
Appendix B. Periodic cases of the system (3.15) for $V = \kappa \xi / 2$

If $V = \kappa \xi / 2$ then the system (3.15) becomes:

\[
J_+ (t + h) = J_- (t), \quad (B1a)
\]

\[
J_- (t + h) = J_+ (t) - 2\kappa J_3 (t) + \kappa^2 J_+ (t), \quad (B1b)
\]

\[
J_3 (t + h) = -J_3 (t) + \kappa J_+ (t). \quad (B1c)
\]

This system is linear and it can be written in matrix form as follows:

\[
J (t + h) = MJ(t),
\]

\[
M = \begin{pmatrix}
0 & 1 & 0 \\
1 & \kappa^2 - 2\kappa & 0 \\
0 & \kappa & -1
\end{pmatrix}. \quad (B3)
\]

From standard techniques in systems of linear difference equations [20], Chap. 3 we have that the solution is given by:

\[
J(t_0 + lh) = M^l J(t_0). \quad (B4)
\]

Still following [20], Chap. 3 we can compute the $l$th power of the matrix $M$ (B3) through diagonalisation or Jordan block-form reduction. The characteristic polynomial of (B3) is:

\[
\rho_M (\mu) = (\mu - 1)[\mu^2 + (2 - \kappa^2)\mu + 1]. \quad (B5)
\]

Hence, the eigenvalues are:

\[
\mu_1 = 1, \quad \mu_2 = \frac{\kappa^2}{2} - 1 + \frac{\kappa}{2}\sqrt{\kappa^2 - 4}, \quad \mu_3 = \frac{\kappa^2}{2} - 1 - \frac{\kappa}{2}\sqrt{\kappa^2 - 4}. \quad (B6)
\]

The eigenvalues are different for all $\kappa \neq \pm 2$. This readily implies that the matrix is diagonalisable for every $\kappa \neq \pm 2$. When $\kappa = \pm 2$ the matrix is not diagonalisable because the only eigenvalue is $\mu_1 = 1$, which has geometric multiplicity one.

Then for $\kappa \neq \pm 2$ we have:

\[
M^l = G \text{diag} \left( 1, \left( \frac{\kappa^2}{2} - 1 + \frac{\kappa}{2}\sqrt{\kappa^2 - 4} \right)^l, \left( \frac{\kappa^2}{2} - 1 - \frac{\kappa}{2}\sqrt{\kappa^2 - 4} \right)^l \right) G^{-1}. \quad (B7)
\]

The periodicity condition is that there exists a $L \in \mathbb{N}$ such that $M^L = I_3$, where $I_3$ is the identity matrix. From equation (B7) this is true if and only if:

\[
\left( \frac{\kappa^2}{2} - 1 + \frac{\kappa}{2}\sqrt{\kappa^2 - 4} \right)^L = 1, \quad \left( \frac{\kappa^2}{2} - 1 - \frac{\kappa}{2}\sqrt{\kappa^2 - 4} \right)^L = 1. \quad (B8)
\]

Since the second equation in (B8) is the same as the first up to the discrete symmetry $\kappa \mapsto -\kappa$, we can just consider the solution of the first equation in (B8). That is, the solutions of (B2) are periodic of period $L \in \mathbb{N}$ if and only if $\kappa$ satisfies the following algebraic equation:

\[
\left( \frac{\kappa^2}{2} - 1 + \frac{\kappa}{2}\sqrt{\kappa^2 - 4} \right)^L = 1. \quad (B9)
\]

That is, the left hand side of equation (B9) must be a $L$th root of unity. Recalling that $L$th roots of unity can be written in complex exponential form as $z_k = \exp(2ik\pi/L)$ with $k = 0, \ldots, L-1$ we have:
\[
\frac{k^2}{2} - 1 + \frac{k}{2} \sqrt{k^2 - 4} = \exp\left(\frac{2ik\pi}{L}\right), \quad k = 0, \ldots, L - 1.
\]  
(B10)

That is, the solution can be written as:

\[
\kappa = \pm 2 \cos\left(\frac{k\pi}{L}\right), \quad k = 0, \ldots, L - 1.
\]  
(B11)

However, this is not definitive: we need to discard \(k = 0\) because it yields \(\kappa = \pm 2\) which is not acceptable, and since the cosine function is antiperiodic of antiperiod \(\pi\) we can choose the sign plus in (B11). So we denote the final expression of the solutions as \(\kappa_{k,L}\) and its expression is:

\[
\kappa_{k,L} = 2 \cos\left(\frac{k\pi}{L}\right), \quad k = 1, \ldots, L - 1.
\]  
(B12)

We underline that from formula (B12) we have \(|\kappa_{k,L}| < 2\), and for all values of \(k\) and \(L\) except for \[
\frac{k}{L} = \frac{1}{3}, \frac{2}{3}, \frac{2}{3},
\]

the numbers \(\kappa_{k,L}\) are irrational numbers. In particular, this implies that, for every \(L\) prime we will obtain new solutions. This implies that the set of values of \(\kappa_{k,L}\) such that the dynamical system is periodic is a countably infinite set.

**Remark B.1.** We remark that for \(L = 3\) we have:

\[
\kappa_{0,3} = 1, \quad \kappa_{1,3} = -1.
\]  
(B14)

That is, these cases correspond to the degenerate case of the function \(f_3\) as \(\tau \to 0\), see figure 1.
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