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Abstract
We describe a relationship between the monopole Floer homology of three-manifolds and the geometry of Riemann surfaces. For an automorphism \( \varphi \) of a compact Riemann surface \( \Sigma \) with quotient \( \mathbb{P}^1 \), there is a natural correspondence between theta characteristics \( L \) on \( \Sigma \) which are invariant under \( \varphi \) and self-conjugate spin\(^c\) structures \( \mathfrak{s}_L \) on the mapping torus \( M_\varphi \) of \( \varphi \). We show that the monopole Floer homology groups of \( (M_\varphi, \mathfrak{s}_L) \) are explicitly determined by the eigenvalues of the (lift of the) action of \( \varphi \) on \( H^0(L) \), the space of holomorphic sections of \( L \), and discuss several consequences of this description. Our result is based on a detailed analysis of the transversality properties of the Seiberg–Witten equations for suitable small perturbations.
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INTRODUCTION

In the past 30 years, Floer theoretic invariants of three-manifolds have been extremely successful in addressing questions in low-dimensional topology. Despite this, the geometric and topological meaning of these invariants is still very mysterious except in very few cases. With this in mind, in this paper, we investigate the interactions between monopole Floer homology \([15]\), a package of topological invariants of three-manifolds equipped with a spin\(^c\) structure \((Y, \mathfrak{s})\), and the classical study of the geometry of algebraic curves. This follows a general theme, namely, the study of the
interplay between Seiberg–Witten theory and complex geometry, which has been very fruitful since the early development of the theory (see, for example, [4, 9, 20, 21] among the many).

Consider a compact Riemann surface $\Sigma$ of genus $g \geq 2$, and choose an automorphism $\varphi$ (necessarily of finite order $d$) such that the quotient is $\mathbb{P}^1$. By Kummer theory, we can think of $\Sigma$ as the Riemann surface associated to the affine curve $z^d = p(w)$ for some polynomial $p$ (which possibly has multiple roots), and $\varphi(z, w) = (\zeta z, w)$ for some primitive $d$th root of unity $\zeta$. We then consider two objects:

- From the point of view of low-dimensional topology, we consider the mapping torus $M_\varphi$ of $\varphi$, which is a three-manifold with $b_1 = 1$.
- On the algebraic geometry side, we consider a theta characteristic of $\Sigma$, that is, one of the $2^{2g}$ holomorphic line bundles $L$ which are square roots of the canonical bundle $K$, that is, $L^2 \cong K$ [2].

The starting point of our result is that because $\Sigma/\varphi = \mathbb{P}^1$, there is a natural bijection

$$\{\text{self-conjugate spin}^c \text{ structures } \mathfrak{s} \text{ on } M_\varphi\} \leftrightarrow \{\varphi\text{-invariant theta characteristics } L\},$$

where a spin$^c$ structure $\mathfrak{s}$ is self-conjugate if it is isomorphic to its conjugate $\mathfrak{s} \cong \bar{\mathfrak{s}}$. Equivalently, $\mathfrak{s}$ is induced by some spin structure (as $b_1(M_\varphi) = 1$, it is induced by exactly two of them). We will denote the spin$^c$ structure corresponding to $L$ by $\mathfrak{s}_L$. This is closely related to the classical observation due to Atiyah [3] that there is a natural bijection

$$\{\text{spin structures on } \Sigma\} \leftrightarrow \{\text{theta characteristics } L\}. \quad (1)$$

We will investigate the interplay between the monopole Floer homology groups of $(M_\varphi, \mathfrak{s}_L)$ and the geometry of the theta characteristic $L$, specifically the space of its holomorphic sections $H^0(L)$. The latter is a very well-studied object closely related to the study of bitangents in projective geometry [7, Chapter 5]; in general, its dimension $h^0(L)$ depends on the underlying holomorphic geometry of $\Sigma$ in a subtle way. In our setup, because $L$ is $\varphi$-invariant, the action of $\varphi$ on $\Sigma$ lifts to an action $\tilde{\varphi}$ on $L$ (whose order is either $d$ or $2d$) compatible with the identification $L^2 \cong K$, and we obtain an induced finite order action $\tilde{\varphi}^*$ on $H^0(L)$ by pull-back. Our main result is the following.

**Theorem 0.1.** Suppose $\Sigma/\varphi = \mathbb{P}^1$, and consider a $\varphi$-invariant theta characteristic $L$. Then, for suitable choices of metric and perturbation, the Floer chain complex of $(M_\varphi, \mathfrak{s}_L)$ (possibly with coefficients in a local system $\Gamma$) is explicitly determined by the eigenvalues of the action of $\varphi^*$ on $H^0(L)$. Hence for any local coefficient system $\Gamma$, one can compute explicitly both the Floer homology group $HM_\varphi(M_\varphi, \mathfrak{s}_L; \Gamma)$ and the $U$-action in terms of the geometry of the theta characteristic $L$.

**Remark 0.1.** Because $\mathfrak{s}_L$ is a torsion spin$^c$ structure, the associated Floer homology groups admit an absolute $\mathbb{Q}$-grading [15, Chapter 38]; the description we will provide of the Floer chain complex allows to determine this grading up to an overall shift.

The exact description of the Floer chain complex will require some additional setup, and we refer the reader to Section 3 for a precise statement. For now we will content ourselves with some homological results that directly follow from the description. As $b_1(M_\varphi) = 1$, there are interesting local coefficient systems on the configuration space. Recall, for
example, that to each a 1-cycle $\eta$ in $M_\varphi$, in [15, Section 3.7] the authors associate a local system $\Gamma_\eta$ with fiber $\mathbb{R}$. The corresponding Floer groups with local coefficients $\check{HM}_*(M_\varphi, s_L; \Gamma_\eta)$ are $\mathbb{R}[U]$-modules, finite dimensional as $\mathbb{R}$-vector spaces, which play a central role when discussing gluing formulas for Seiberg–Witten invariants [15, section 3.8]. For such a torsion $\mathbb{R}[U]$-module, we will denote by $\text{gen}_{\mathbb{R}[U]}(\check{HM}_*(M_\varphi, s_L; \Gamma_\eta))$ the minimal number of generators (or, equivalently, the minimal number of cyclic summands in a direct sum decomposition). We will begin by stating the result for such local systems $\Gamma_\eta$ as they are simpler to state.

We will see in Section 1 that, because $\Sigma / \varphi = \mathbb{P}^1$, $\zeta$ and $\bar{\zeta}$ are never simultaneously eigenvalues of $\varphi^*$, so that we can write the list of eigenvalues (which are elements in $S^1$) as
\[ e^{i\pi r_1}, \ldots, e^{i\pi r_k} \quad \text{with} \quad 0 < |r_1| < \cdots < |r_k| < 1, \tag{2} \]
where $e^{i\pi r_i}$ has multiplicity by $m_i$.

**Theorem 0.2.** Suppose $\Sigma / \varphi = \mathbb{P}^1$ and $[\eta] \neq 0 \in H^1(M_\varphi; \mathbb{R})$. Then
\[ \dim_{\mathbb{R}}(\check{HM}_*(M_\varphi, s_L; \Gamma_\eta)) = h^0(L). \]
Furthermore, denote by $c_L$ the number of changes of sign in the sequence $r_1, \ldots, r_k$; we set $c_L = -1$ if such sequence is empty. Then, $\text{gen}_{\mathbb{R}[U]}(\check{HM}_*(M_\varphi, s_L; \Gamma_\eta)) = c_L + 1$.

**Remark 0.2.** The Floer homology groups admit a canonical $\mathbb{Z}/2$-grading [15, Section 22.4], and the group in the statement of the theorem lies entirely in even grading.

**Remark 0.3.** We will see in Section 4 that $\text{gen}_{\mathbb{R}[U]}(\check{HM}_*(M_\varphi, s_L; \Gamma_\eta))$ can be arbitrarily large using geometric techniques.

It is well known that $h^0(L) = \dim_{\mathbb{C}} H^0(L)$ is not invariant under deformations of the complex structure on $\Sigma$ ([10]). On the other hand, an amusing consequence of our results is a ‘topological’ proof that for a $\varphi$-invariant theta characteristic $L$, $h^0(L)$ is invariant under $\varphi$-invariant deformations of the complex structure.\(^\dagger\) In fact, one can use computations in Floer homology to obtain information about $H^0(L)$ and the action of $\varphi^*$ on it. For example, our results imply that $h^0(L)$ can be computed purely in terms of ‘classical’ topological invariants as follows.

**Theorem 0.3.** Suppose $\Sigma / \varphi = \mathbb{P}^1$, and consider a $\varphi$-invariant theta characteristic $L$. Then, $h^0(L)$ is the Reidemeister–Turaev torsion $\tau(M_\varphi, s_L)$.

A concrete computational method for the Reidemeister–Turaev torsion of mapping tori (in terms of Fox derivatives) can be found in [31, section VII.5.2]. Theorem 0.3 follows because Theorem 0.2 and Remark 0.2 also hold if we replace $\Gamma_\eta$ with suitable Novikov-type local coefficient systems $\Gamma$ as introduced in [15, Section 30.2]. We then have
\[ h^0(L) = \chi(\check{HM}_*(M_\varphi, s_L; \Gamma)). \]

\(^\dagger\) The author was not able to locate a non ‘topological’ proof of this fact in the literature.
The latter group is isomorphic to the version with a non-exact perturbation \( \widetilde{HM}, (M_\varphi, s_L, c; \Gamma) \) (cf. the discussion in [15, Section 42.5]) whose Euler characteristic is well known to be the same as the corresponding Reidemeister–Turaev torsion invariant [22, 30] (see also [24]).

**Example 0.1.** Consider the torus knot \( T_{p,q} \), where \( p, q \) are coprime integers. The zero surgery \( S^3_0(T_{p,q}) \) is the mapping torus of an automorphism \( \varphi \) of order \( pq \) of a surface of genus \((p - 1)(q - 1)/2\), leaving fixed a unique theta characteristic \( L_0 \) (because \( H_1(S^3_0(T_{p,q}); \mathbb{Z}) = \mathbb{Z} \)). Writing the symmetrized Alexander polynomial of \( T_{p,q} \) as

\[
\Delta_{T_{p,q}}(T) = T^{(p-1)(q-1)/2} \frac{(1 - T)(1 - T^{pq})}{(1 - T^p)(1 - T^q)} = a_0 + \sum_{i > 0} a_i (T^i + T^{-i}),
\]

Theorem 0.3 then implies the relation

\[
h^0(L_0) = \sum_{i > 0} ia_i.
\]

Notice that in the case of the torus knot \( T_{2,3} \) the 0-surgery (for which \( h^0(L_0) = 1 \)) is one of the flat manifolds discussed in [15].

To go beyond the computation of \( h^0(L) \), notice that the arguments in [25], which are based on the surgery exact triangle [16], also imply that \( \widetilde{HM}, (S^3_0(T_{p,q}), s_{L_0}; \Gamma_\eta) \) is cyclic as an \( \mathbb{R}[U] \)-module. We can therefore conclude from our theorem that all the eigenvalues of the action of \( \tilde{\varphi}^* \) on \( H^0(L_0) \) lie either in the upper or lower half-plane.

More generally, one can combine the very flexible computational tools of Heegaard Floer homology together with its isomorphism with monopole Floer homology (see [6, 14], and subsequent papers) to compute information about the action of \( \tilde{\varphi}^* \) on \( H^0(L) \) in other families of explicit examples. For example, the manifolds \( M_\varphi \) we consider are degree zero orbifold circle bundles over \( \mathbb{P}^1 \), so one could try to adapt the computation for the non-zero degree case in [26] via the mapping cone formula to our case of interest.

We then discuss the ‘basic’ version of Floer homology \( \widetilde{HM}, (M_\varphi, s_L) \); this is especially useful for example when studying the topology of negative definite manifolds bounding \( M_\varphi \) via the analogue of Frøyshov invariants for manifolds with \( b_1 = 1 \) [25]. Denoting the tower \( T_d = \mathbb{Z}[U, U^{-1}]/U \cdot \mathbb{Z}[U] \) with bottom element 1 lying in degree \( d \), we have the following.

**Theorem 0.4.** Suppose \( \Sigma/\varphi = \mathbb{P}^1 \). Then, up to an overall grading shift, we have the decomposition of \( \mathbb{Z}[U] \)-modules

\[
\widetilde{HM}, (M_\varphi, s_L) = T_{-1} \oplus T_{-2\Delta_L} \oplus HM, (M_\varphi, s_L)
\]

where

- \( \Delta_L \geq 0 \) is the difference between the maximum and the minimum in the sequence \( \sum_{i=1}^n \text{sgn}(r_i)m_i, \ n = 1, \ldots, k; \)
- the action of a generator of \( H^1(M_\varphi; \mathbb{Z}) \) maps the second tower (which lies in even absolute \( \mathbb{Z}_2 \) grading) surjectively onto the first;
• the reduced Floer homology group $HM_\bullet(M_\varphi, g_L)$ has minimal number of generators as $\mathbb{Z}[U]$-module given by $\max\{c_L, 0\}$ and lies in even absolute $\mathbb{Z}_2$ grading.

We record the following corollary, which generalizes the case discussed in Example 0.1.

**Corollary 0.5.** The reduced Floer homology $HM_\bullet(M_\varphi, g_L)$ is trivial if and only if all eigenvalues of the action of $\hat{\varphi}^*$ on $H^0(L)$ lie either on the upper or lower half plane.

### Geometric computations of Floer homology

We have so far discussed applications of computations of Floer homology to the study of invariant theta characteristics. Conversely, one can use Theorem 0.1 to compute the Floer homology groups of $(M_\varphi, g_L)$ in a geometric fashion if one can understand the action of $\hat{\varphi}^*$ on $H^0(L)$. In Section 4, we will show how this can be done for all automorphisms of prime order in terms of the ramification data of $\Sigma \to \mathbb{P}^1$ using the Atiyah–Bott $G$-spin theorem [1]. In particular, this can be used to show in concrete examples that $HM_\bullet(M_\varphi, g_L)$ can have arbitrarily large minimal number of generators as a $\mathbb{Z}[U]$-module.

### Idea of proof

Theorem 0.1 follows from a careful analysis of transversality, the key complication being that the spin$^c$ structures $g_L$ are torsion. Indeed, even if for a general automorphism $\varphi$ of a Riemann surface the unperturbed Seiberg–Witten equations on $M_\varphi$ (for suitable metrics) do not admit irreducible solutions, they always admit a $b_1(M_\varphi)$-dimensional torus $T$ of reducible solutions [15, section 4.2], which turns out to be highly degenerate. For example, in the case $\varphi$ is the identity, the Hessian of the Chern–Simons–Dirac functional $\mathcal{L}$ is singular along a copy of the $(2g - 2)$-dimensional theta divisor of $\Sigma$ in the $(2g + 1)$-dimensional torus of reducible solutions on $M_\varphi = S^1 \times \Sigma$; the computation of its Floer homology via surgery techniques [13] indeed confirms that very delicate things must happen when trying to perturb the equations to achieve transversality.

In this paper, we will focus on the case $\Sigma/\varphi = \mathbb{P}^1$, so that $M_\varphi$ has $b_1 = 1$ and the singularities on the circle of reducible solutions $T$ are as mild as one could hope; we will see how to achieve transversality while still maintaining a concrete understanding of the underlying geometry by adding suitable perturbations. In order to do so, we will use the same perturbations as those employed in [15, Chapter 37] to study the genus one case; on the other hand, our arguments are significantly more delicate (and indeed generalize those appearing there) as we cannot rely on the existence of a flat metric on the mapping torus.

**Remark 0.4.** From the point of view of geometrization, our manifolds of interest correspond to the product geometry $\mathbb{H}^2 \times \mathbb{R}$; three-manifolds with this geometry naturally arise when investigating the interplay of scalar curvature and non-torsion spin$^c$ structures [12].

In this sense, the manifolds $(M_\varphi, g_L)$ are very interesting from the point of view of monopole Floer homology: while the (suitably perturbed) Seiberg–Witten equations admit no irreducible solutions, $(M_\varphi, g_L)$ can have very rich Floer homology arising exclusively from the spectral flow
in the family Dirac operators parametrized by reducible solutions. The relation with algebraic geometry arises when describing the spectral flow in this family in terms of $H^0(L)$ and the action of $\varphi^*$. 

Structure of the paper

In Section 1, we recall the basic concepts relating spin structures and theta characteristic on Riemann surfaces with symmetries, and discuss the special features of having quotient $\mathbb{P}^1$. Section 2 represents the technical core of the paper; we show that we can suitably perturb the equations while still maintaining a solid understanding of the geometry of the problem. From this, in Section 3, we provide a concrete description of the Floer chain complexes in terms of the spectrum of the action on $H^0(L)$, and discuss computations. Finally, in Section 4, we provide concrete geometric computations for all automorphisms of prime order.

1 | PRELIMINARIES

Throughout the paper, it will be convenient to switch between holomorphic and spin geometry; we discuss some background on this dictionary here (see, for example, [3, 10, 27] for more details).

Consider a $2n$-dimensional Riemannian manifold $(X, g)$ equipped with a spin structure $\mathfrak{s}$. To this, we can associate a pair of spinor bundles $S^\pm \rightarrow X$ (which are $2n$-dimensional hermitian bundles), and the corresponding (chiral) Dirac operators

$$D^\pm : S^\pm \rightarrow S^\mp.$$

In the case $X$ is a Riemann surface $\Sigma$ of genus $g$, this construction can be interpreted purely in terms of Kähler geometry; this is because $\text{SO}(2) = \text{U}(1)$, and $\text{Spin}(2) \rightarrow \text{SO}(2)$ corresponds to the double cover of $\text{U}(1)$ onto itself. Namely, a spin structure is the same as a choice of one of the $2^{2g}$ square roots $L$ of the canonical bundle (i.e., $L^2 = K$); these are classically known as theta characteristics. One can then identify $S^+ = L$ and $S^- = \bar{L}$ with the natural connections and the Dirac operator $D^+$ can be interpreted as

$$D^+ = \sqrt{2}\partial : \Gamma(L) \rightarrow \Gamma(K \otimes L) = \Gamma(L),$$

where we identify $K \otimes L = \bar{L}$.

Remark 1.1. Throughout the paper, we use the standard conventions for complex geometry (see, for example, [11]) so that $\bar{\partial} f = (df)^{0,1}$ is given by

$$\bar{\partial} f = \frac{\partial f}{\partial \bar{z}} d\bar{z} \quad \text{with} \quad \frac{\partial f}{\partial \bar{z}} = \frac{1}{2} \left( \frac{d}{dx} + i \frac{d}{dy} \right).$$

The factor of $\sqrt{2}$ appears in (4) because in local coordinates the Dirac operator is $d/dx + id/dy$, and $d\bar{z}$ has norm $\sqrt{2}$. 

The space of holomorphic sections $H^0(L)$ can be identified as the space of positive harmonic spinors $H^+$. Similarly, $D^-$ is interpreted as the adjoint operator

$$D^- = \sqrt{2}\delta^* : \Gamma(L) = \Gamma(K \otimes L) \to \Gamma(L),$$

which gives us the identification of $H^1(L)$ with the space of negative harmonic spinors $H^-$. These ideas were used in [10] to provide the first examples of manifolds where the dimension of space of harmonic spinors depends on the underlying metric. There, it is also shown that in general the dimension of $H^\pm$ only depends on the conformal class of the metric, hence in the two-dimensional case, only on the Riemann surface structure. On the other hand, the parity of $h^0(L)$ is independent of the underlying holomorphic structure (a theta characteristic is called even/odd accordingly). This was first shown by Mumford [23], and reinterpreted via mod 2 index theory in the language we have just discussed by Atiyah [3].

Consider now a holomorphic automorphism $\varphi$ of $\Sigma$. We will mostly be interested in the case when $g \geq 2$, so that $\varphi$ automatically has finite order; in the case of a surface of genus 1 (which corresponds to the computations of flat three-manifolds in [15]), we will take this as an assumption. Then, $\varphi$ acts on the set of spin structures on $\Sigma$ by pull-back with at least one fixed point [3, Lemma 5.1]. Given such a fixed point $\mathfrak{s}$, $\varphi$ lifts to an automorphism of the spin structure $\widetilde{\varphi}$; if $\varphi$ has order $e$, then $\widetilde{\varphi}^e$ is a lift of the identity hence it is either $\pm \text{id}$. This leads in general dimensions to a quite rich story, see [1, 29]; in the case of surfaces, the situation is quite simple, and we record some results we will use later.

**Lemma 1.1.** Suppose $\varphi$ fixes a spin structure $\mathfrak{s}$ on $\Sigma$.

- If the order of $\varphi$ is odd, then $\varphi$ admits a lift of the same order;
- if the order of $\varphi$ is even, say $2m$, and $\varphi^m$ has at least one fixed point, then any lift $\varphi$ has order $4m$.

In particular, the hyperelliptic involution lifts to a spin automorphism of order 4, cf. [1, Proposition 8.46].

**Proof.** If the order $e$ is odd, then exactly one of $\varphi$ and $-\varphi$ has order $e$. Suppose then $e = 2m$ and $\varphi^m$ has a fixed point. Around this point, $\varphi^m$ acts as a rotation by $\pi$; this implies that any lift $\widetilde{\varphi}^m$ acts at that point as $\pm i$, so that it has order 4, and $\varphi$ has order $4m$. \qed

**Example 1.1.** Consider for example the torus obtained by identifying the opposite side of a square with the product Lie spin structure; in this case, the spinor bundles $S^\pm$ are trivial, and we can lift the actions

$$z \mapsto -z \quad \text{and} \quad z \mapsto iz$$

of order 2 and 4, respectively, as

$$(z, w_+, w_-) \mapsto (-z, i w_+, -i w_-)$$

and

$$(z, w_+, w_-) \mapsto (iz, e^{\pi i/4} w_+, e^{-\pi i/4} w_-).$$

Similarly the actions of order 3 and 6 can be studied via the realization of the torus as the quotient of a regular hexagon.
Remark 1.2. It is true in general that the action of $\varphi$ on $S^\pm$ (which are conjugate bundles) are conjugate.

Consider then the action of $\bar{\varphi}$ on the space of holomorphic sections $H^0(L)$ or, equivalently, the space of positive harmonic spinors $H^+$. Because $\bar{\varphi}$ has finite order $d$, this action is diagonalizable with eigenvalues $d$-th roots of unity, and have the following.

Definition 1.2. The spectrum $\text{spec}(\varphi, \mathfrak{s})$ is the set of eigenvalues of the action of $\varphi$ on $H^0(L)$, counted with multiplicity.

A key observation for our analysis of transversality is the following.

Lemma 1.3. Suppose the quotient of $\Sigma$ by $\varphi$ is $\mathbb{P}^1$. Then,

$$\text{spec}(\varphi, \mathfrak{s}) \cap \text{spec}(\bar{\varphi}, \mathfrak{s}) = \emptyset.$$  

In particular, $\pm 1$ do not belong to $\text{spec}(\varphi, \mathfrak{s})$.

In light of this lemma, we will denote the eigenvalues of $\varphi^*$ as

$$e^{\pi ir_1}, \ldots, e^{\pi ir_k} \quad \text{with} \quad 0 < |r_1| < \cdots < |r_k| < 1,$$

and $e^{\pi ir_j}$ has multiplicity by $m_j$.

Proof. Consider the (complex linear) multiplication map

$$m : H^0(L) \otimes H^0(L) \rightarrow H^0(K)$$

given by the identification $L^2 = K$. This is compatible with the actions of $\varphi$ and its lift $\bar{\varphi}$ in the sense that

$$m(\varphi^*(s_1), \bar{\varphi}^*(s_2)) = \varphi^*(m(s_1, s_2)).$$

Suppose by contradiction that both $\zeta, \tilde{\zeta} \in S^1$ belong to $\text{spec}(\varphi, \mathfrak{s})$, and consider non-zero sections with

$$\varphi^*(s_1) = \zeta \cdot s_1 \quad \bar{\varphi}^*(s_2) = \tilde{\zeta} \cdot s_2.$$  

Then, we obtain

$$\varphi^*(m(s_1, s_2)) = m(s_1, s_2),$$

so that $m(s_1, s_2)$ is (by unique continuation) a non-zero $\varphi$-invariant holomorphic 1-form on $\Sigma$. But this cannot exist because such a form would descend to a non-zero holomorphic 1-form on $\mathbb{P}^1$. \qed
Example 1.2. It is well known that holomorphic 1-forms on the hyperelliptic curve $y^2 = h(x)$ of genus $g$ (where $h$ has distinct roots) are of the form $p(x)dx/y$ for $p(x)$ a polynomial of degree at most $g - 1$ [19]; the only form invariant under the hyperelliptic involution $(x, y) \mapsto (x, -y)$ is the zero form. Hence, there is a lift $\tilde{\varphi}$ that acts on $H^0(L)$ as multiplication by $i$.

2 | THE SEIBERG–WITTECN EQUATIONS ON THE MAPPING TORUS $M_\varphi$

This section contains the key technical work behind the proof of Theorem 0.1. Consider automorphism $\varphi$ of $\Sigma$ with $\Sigma/\varphi = \mathbb{P}^1$, leaving invariant a theta characteristic $L$; denote by $\tilde{\varphi}$ a fixed lift, and denote its order by $d$. Choose a $\varphi$-invariant metric on $\Sigma$, and consider the induced metric on the mapping torus $M_\varphi$. Under the natural $d$-fold cover $S^1 \times \Sigma \to M_\varphi$, the self-conjugate spin$^c$ structure $\mathfrak{s}_L$ pulls back to the unique torsion one, $\mathfrak{s}_0$. It is well known that the unperturbed equations on $S^1 \times \Sigma$ do not admit irreducible solutions (see, for example, [18]), hence neither $M_\varphi$ admits them. We will then consider perturbations of the form

$$\tilde{\mathcal{L}} = \mathcal{L} - (\delta/2)\|\Psi\|^2 + \varepsilon f(B)$$

with $\delta, \varepsilon > 0$, where $f$ is induced by a Morse function on the circle $\mathbb{T}$ of reducible solutions on $M_\varphi$. We will show that for suitable choices of $f, \delta$, and $\varepsilon$, no irreducible solutions are introduced and one can achieve transversality in the sense of [15].

The perturbation, and the overall strategy of proof, closely follow the analysis in [15, Chapter 37] for the case of flat three-manifolds, with a significant complication: Their argument strongly relies on the fact that on a flat three-manifold harmonic, spinors and 1-forms are parallel, hence are determined by their value at a given point. This is not true for the manifolds we consider; on the other hand, we will see that the assumption $\Sigma/\varphi = \mathbb{P}^1$ allows to reach the same conclusions via the study of the pulled-back equations on $\Sigma \times S^1$ and the action of $\varphi$.

2.1 | The equations on $S^1 \times \Sigma$

In this subsection, we follow quite closely parts of [18]. Consider the manifold $S^1 \times \Sigma$ with the product metric. For later conveniences, we will consider the $S^1$ factor to be $\mathbb{R}/2\pi d\mathbb{Z}$, where $d \in \mathbb{N}$ is the order of the lift $\tilde{\varphi}$, with coordinate $t$.

Consider the trivial spin$^c$ structure $\mathfrak{s}_0$ on $\Sigma \times S^1$, denote by $S$ the spinor bundle, and fix a base spin connection $B_0$ arising from a spin structure obtained by taking the product of a spin structure on $\Sigma$ with the Lie structure on $S^1$. When restricted to each slice $\Sigma \times \{t\}$, the spinor bundle decomposes as

$$S = S^+ \oplus S^-$$

line bundles on $\Sigma$ of degree $\pm(g - 1)$ as in Section 1. Furthermore, if one identifies $S^+$ as a square root $L$ of the canonical bundle $K$ of $\Sigma$ and $S^-$ as $\overline{L}$, the Dirac operator

$$D_{B_0} : \Gamma(S) \to \Gamma(S)$$
is given by
\[ D_{B_0} = \begin{bmatrix} i \frac{d}{dt} & \sqrt{2} \frac{\partial}{\partial B_0} \\ \sqrt{2} \frac{\partial}{\partial B_0} & -i \frac{d}{dt} \end{bmatrix}, \]
where we added the dependence of the holomorphic derivative on the spin connection $B_0$ for clarity. From the three-dimensional viewpoint, the decomposition (6) is the one into $\pm i$-eigenspaces of $\rho(dt)$; indeed, if $dx$ and $dy$ are an oriented orthonormal dual basis at a point for $\Sigma$, the Clifford action is given by the Pauli matrices
\[ dt \mapsto \begin{bmatrix} i & 0 \\ 0 & -i \end{bmatrix}, \quad dx \mapsto \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \quad dy \mapsto \begin{bmatrix} 0 & i \\ i & 0 \end{bmatrix}. \tag{7} \]
We can write any other spin connection as $B = B_0 + b$ for some imaginary valued 1-form $b$; in turn, it will be convenient to decompose
\[ b = a_t + i f dt, \]
where each $a_t$ is an imaginary valued 1-form on $\Sigma$ and $f$ is a real-valued function on $S^1 \times \Sigma$. We will denote by $B^t$ the connection induced on the determinant line bundle; notice that we have $B^t = B_0^t + 2b$. As $F_{B_0^t} = 0$, we have
\[ F_{B^t} = 2db = 2[d_{\Sigma}a_t + (id_{\Sigma}f - \dot{a}_t) \wedge dt], \]
where $d_{\Sigma}$ is the exterior differential on $\Sigma$. Hence
\[ * F_{B^t} = 2[(*_{\Sigma} d_{\Sigma}a_t)dt - i *_{\Sigma} (d_{\Sigma}f + i \dot{a}_t)]. \]
Consider a section $\Psi$ of $S \to Y$ as a pair $(\alpha, \beta)$ of time-dependent sections of $S^\pm \to \Sigma$. We will consider for $\delta \geq 0$ the perturbed Seiberg–Witten equations
\[ D_B \Psi = \delta \Psi, \]
\[ \frac{1}{2} \rho(* F_{B^t}) + (\Psi \Psi^*)_0 = 0, \tag{8} \]
which are the equations for the critical points for the perturbed Chern–Simons–Dirac functional $\mathcal{L}(B, \Psi) - (\delta/2)\|\Psi\|^2$. In terms of $(\alpha, \beta)$, recall that we have
\[ (\Psi \Psi^*)_0 = \begin{bmatrix} \frac{1}{2}(|\alpha|^2 - |\beta|^2) & \alpha^* \\ \beta \alpha^* & \frac{1}{2}(|\beta|^2 - |\alpha|^2) \end{bmatrix}. \]
In order to study (8), we pull-back everything to a $2\pi d$-periodic configuration on $\mathbb{R} \times \Sigma$. We can use the gauge transformation $u = e^{i f / \delta}$ to kill the $dt$ component of $b$. Notice that the new configuration is not necessarily $2\pi d$-periodic anymore, but $|\alpha|$ and $|\beta|$ still are because $u$ is circle valued.
The Dirac operator $D_B$ is then just

$$D_B = \begin{bmatrix} i \frac{d}{dt} & \sqrt{2\partial^*_{B_t}} \\ \sqrt{2\partial_{B_t}} & -i \frac{d}{dt} \end{bmatrix},$$

where $\overline{\partial}_{B_t} = \overline{\partial}_{B_0} + a_{t}^{0,1}$. Hence $(\alpha, \beta)$ satisfy the system

$$i\dot{\alpha} + \sqrt{2\partial^*_{B_t}} \beta = \delta \alpha, \quad (9)$$

$$-i\dot{\beta} + \sqrt{2\partial_{B_t}} \alpha = \delta \beta. \quad (10)$$

Differentiating the second equation in the variable $t$, we then compute

$$\ddot{\beta} = -i\sqrt{2}\frac{d}{dt}(\overline{\partial}_{B_t} \alpha) + i\delta \dot{\beta}$$

$$= -i\sqrt{2}\left(\overline{\partial}_{B_t} \dot{\alpha} + a_{t}^{0,1} \wedge \alpha\right) + i\delta \dot{\beta}$$

$$= -i\sqrt{2}\left(i\sqrt{2}\partial^*_{B_t} \overline{\partial}_{B_t} \beta - i\delta \overline{\partial}_{B_t} \alpha + a_{t}^{0,1} \wedge \alpha\right) + i\delta \dot{\beta} \quad (11)$$

$$= 2\overline{\partial}_{B_t} \overline{\partial}^*_{B_t} \beta + |\alpha|^2 \beta - \delta \sqrt{2}\overline{\partial}_{B_t} \alpha + i\delta \dot{\beta}$$

$$= 2\overline{\partial}_{B_t} \overline{\partial}^*_{B_t} \beta + |\alpha|^2 \beta - \delta^2 \beta. \quad (12)$$

where the steps are as follows:

- To obtain (11), we apply $\overline{\partial}_{B_t}$ to (9).
- To obtain (12), we use

$$\beta\alpha^* = -i\sqrt{2}a_{t}^{0,1}. \quad (13)$$

To see this, notice first that if $\dot{a}_t = i(f dx + g dy)$, then $a_{t}^{0,1} = \frac{-g + if}{\sqrt{2}} d\bar{z}$. Furthermore, the component of $* \Sigma \dot{a}_t = i(-g dx + f dy)$ acting from $S^+$ to $S^-$ is given by multiplication by $i(-g + if)\frac{d\bar{z}}{\sqrt{2}}$. The anti-diagonal terms of second Seiberg–Witten equation therefore implies $\beta\alpha^* + i(-g + if)d\bar{z}/\sqrt{2} = 0$, hence our claim.

- To obtain (13), we use (10).

Taking inner products with $\beta$, and integrating over $\{t\} \times \Sigma$, we get

$$\langle \ddot{\beta}, \beta \rangle_{L^2(\Sigma)} = 2\|\overline{\partial}^*_{B_t} \beta\|_{L^2(\Sigma)}^2 + \|\alpha \otimes \beta\|_{L^2(\Sigma)}^2 - \delta^2 \|\beta\|_{L^2(\Sigma)}^2,$$

where $t$ is implicit in the notation for the $L^2$-norms. As

$$\frac{1}{2} \frac{d^2}{dt^2} \|\beta\|_{L^2(\Sigma)}^2 = \text{Re} \frac{d}{dt} \langle \ddot{\beta}, \beta \rangle_{L^2(\Sigma)} = \text{Re} \langle \ddot{\beta}, \beta \rangle_{L^2(\Sigma)} + \|\dot{\beta}\|_{L^2(\Sigma)}^2,$$
integrating over any interval of the form \([T, T + 2\pi d]\) and using periodicity of \(|\beta|\), we get the identity
\[
\|\dot{\beta}\|^2 + 2\|\tilde{\partial}_{B_t} \beta\|^2 + \|\alpha \otimes \dot{\beta}\|^2 = \delta^2\|\beta\|^2
\]
for the \(L^2\)-norms over \([T, T + 2\pi d] \times \Sigma\). A similar computation implies
\[
\|\dot{\alpha}\|^2 + 2\|\tilde{\partial}_{B_t} \alpha\|^2 + \|\alpha \otimes \dot{\beta}\|^2 = \delta^2\|\alpha\|^2,
\]
where again we are considering the \(L^2\)-norms over \([T, T + 2\pi d] \times \Sigma\). Using this, we can prove the following well-known fact.

**Lemma 2.1.** The only solutions to the Seiberg–Witten equations for \(\delta = 0\) are the reducible ones.

**Proof.** In this case, our identities above imply that \(\alpha\) and \(\beta\) are independent of \(t\). Fixing a value of \(t\), we also have that
\[
\tilde{\partial}_{B_t} \alpha = 0 \quad \text{and} \quad \tilde{\partial}_{B_t} \beta = 0,
\]
and because \(|\alpha \otimes \beta| = 0\), by unique continuation one of them must be identically zero. To conclude, we use the diagonal component of the second Seiberg–Witten equation:
\[
i \ast \Sigma d\Sigma a_t + \frac{1}{2}(|\alpha|^2 - |\beta|^2) = 0. \quad (14)
\]
Integrating over \(\{t\} \times \Sigma\), we obtain
\[
0 = \int_\Sigma |\alpha|^2 - |\beta|^2,
\]
so both \(\alpha\) and \(\beta\) vanish. \(\square\)

It is important to notice that while the reducible solutions form a smooth manifold (the \((2g + 1)\)-dimensional torus of flat connections), this is not a Morse–Bott singularity; this is because the Hessian of \(\mathcal{L}\) in the normal direction is degenerate exactly where \(D_B\) has kernel, and we have the following.

**Lemma 2.2.** Identify the torus of flat connections as the product of \(S^1 \times \text{Jac}(\Sigma)\). Then \(D_B\) has kernel exactly at \(\{0\} \times \Theta\), where \(\Theta\) is the theta divisor of \(\Sigma\) (which we identify as the divisor in the space of holomorphic line bundles of degree \(g - 1\) which admit non-zero holomorphic sections).

As a consequence, the structure of the singular set is highly dependent on the conformal structure of \(\Sigma\).

**Proof.** Consider a spin\(^c\) connection with \(B^t\) flat of the form \(B = A + i\lambda dt\) where \(B\) is pulled back from a connection on \(\Sigma\) and \(\lambda \in \mathbb{R}\). The Dirac operator is then given by
\[
D_B = \begin{bmatrix}
\frac{d}{dt} - \lambda & \sqrt{2}\tilde{\partial}_{A} \\
\sqrt{2}\tilde{\partial}_{A} & -\frac{d}{dt} + \lambda
\end{bmatrix}.
\]
Consider an element \((\alpha, \beta)\) in the kernel of \(D_B\). We can expand the spinors in Fourier modes with respect to \(t \in \mathbb{R}/2\pi d\mathbb{Z}\):

\[
\alpha = \sum_{n \in \mathbb{Z}} e^{i \frac{n}{d} t} \alpha_n, \quad \beta = \sum_{n \in \mathbb{Z}} e^{i \frac{n}{d} t} \beta_n,
\]

with \(\alpha_n, \beta_n\) sections of \(S^\pm \to \Sigma\). We get for each \(n \in \mathbb{Z}\) the equations

\[
-\left(\frac{n}{d} + \lambda\right) \alpha_n + \sqrt{2} \partial^* A \beta_n = 0,
\]

\[
\sqrt{2} \partial A \alpha_n + \left(\frac{n}{d} + \lambda\right) \beta_n = 0.
\]

Applying \(\sqrt{2} \partial A\) of the second equation, and substituting the first one in, we see that

\[
2 \sqrt{2} \partial A \alpha_n = -\left(\frac{n}{d} + \lambda\right)^2 \alpha_n,
\]

so that integrating by parts over \(\Sigma\), for every \(n\)

\[
2 \|\partial A \alpha_n\|^2 = -\left(\frac{n}{d} + \lambda\right)^2 \|\alpha_n\|^2.
\]

Similarly, we have the identity

\[
2 \|\partial A \beta_n\|^2 = -\left(\frac{n}{d} + \lambda\right)^2 \|\beta_n\|^2.
\]

Suppose \(\alpha_n \neq 0\) for some \(n\). This implies \(\lambda = -n/d\) for some \(n \in \mathbb{Z}\), so that \(B\) is gauge equivalent to \(A\) via the gauge transformation \(e^{i \frac{n}{d} t}\) (which is well defined because \(t \in \mathbb{R}/2\pi d\mathbb{Z}\)). Furthermore, \(\bar{\partial}_A \alpha_n = 0\), so that (the line bundle corresponding to the homorphic structure defined by) \(A\) belongs to the theta divisor of \(\Sigma\). Finally, notice that \(\bar{\partial}_A\) has kernel if and only if \(\bar{\partial}^* A\) does because they are adjoint to each other and have index zero by Riemann–Roch.

\[\square\]

2.2 Perturbing the equations on \(M_\varphi\), part 1

Let us begin by discussing the behavior of the perturbed equations (8) on \(S^1 \times \Sigma\) for \(\delta > 0\) small; for this, we will look at the corresponding equations in the blow-up configuration space, see [15, Chapter 6] for details. Suppose \((B_i, s_i, \varphi_i)\) is a sequence of irreducible solutions in the blow-up for \(\delta_i \to 0\). Here, \(\|\varphi_i\| = 1\) and we will denote \(\varphi_i = (\alpha_i, \beta_i)\). By compactness, such a sequence contains a subsequence converging up to gauge in the blow-up to a solution of the unperturbed equations; this is necessarily reducible by Lemma 2.1, so that \(s_i \to 0\) and we can write the limit as \((B, 0, \varphi)\) with \(B^i\) flat, \(D_B \varphi = 0\) (because of the first Seiberg–Witten equation), and \(\|\varphi\| = 1\). In particular, \(D_B\) has kernel, so the previous lemma implies that \(B\) is (up to gauge) the pull-back of a connection \(A\) on \(\Sigma\). Furthermore, the curvature equation (15) is unchanged under our perturbation, and reads in the blow-up as

\[
i \ast_{\Sigma} d_{\Sigma}(\alpha_i) + \frac{1}{2} s_i^2(|\alpha_i|^2 - |\beta_i|^2) = 0.
\]
Because we are assuming \( s_i > 0 \), integrating we have
\[
\int_{S^1 \times \Sigma} |\alpha_i|^2 = \int_{S^1 \times \Sigma} |\beta_i|^2.
\]
In the limit, writing \( \varphi = (\alpha, \beta) \), we obtain
\[
\int_{S^1 \times \Sigma} |\alpha|^2 = \int_{S^1 \times \Sigma} |\beta|^2.
\]
so that \( (\alpha, \beta) \) are both non-vanishing (indeed both have \( L^2 \)-norm \( 1/\sqrt{2} \)).

**Remark 2.1.** As such pairs \( (\alpha, \beta) \) do in general exist, so we cannot use this argument to rule out the existence of irreducible solutions on \( S^1 \times \Sigma \) for \( \delta \) small. Notice that [18, Lemma 19] claims a non-existence result for general \( \delta \), but the proof has a gap for \( \delta \neq 0 \).

We will now focus on our case of interest, the perturbed equations with \( \delta > 0 \) on the mapping torus \( M_\varphi \) of \( \varphi : \Sigma \to \Sigma \), where \( \Sigma/\varphi = \mathbb{P}^1 \). Throughout the section, it will be instructive to have in mind the simple case of the torus, Example 1.1. If the lift \( \tilde{\varphi} \) has order \( d \), there is a \( d \) to 1 covering map \( S^1 \times \Sigma \to M_\varphi \), and we denote by \( G \) the group of deck transformations (with natural generator \( g \)); there is a natural induced action of \( G \) on the spinor bundle. We will denote by \( \tau \in \mathbb{R}/2\pi\mathbb{Z} \) the coordinate in the mapping torus \( M_\varphi \); the covering map identifies \( t \) and \( \tau \). Because of our choice of metric, \( d\tau \) is the harmonic representative of a generator of \( H^1(M_\varphi; \mathbb{R}) \cong \mathbb{R} \).

The pull-back of a spin^c structure \( \mathfrak{s}_L \) is \( \mathfrak{s}_0 \), and a configuration on \( M_\varphi \) pulls back to a \( G \)-invariant one on \( S^1 \times \Sigma \). Gauge transformations \( M_\varphi \to S^1 \) correspond to \( G \)-invariant gauge transformations in the cover. We are now ready to prove the following result, which is the key technical point underlying our computations.

**Proposition 2.3.** Suppose \( \Sigma/\varphi = \mathbb{P}^1 \). Then, for sufficiently small \( \delta > 0 \), the perturbed Seiberg-Witten equations do not admit irreducible solutions.

**Proof.** Suppose the contrary is true. Pulling back to \( S^1 \times \Sigma \), we obtain from our discussion of compactness above (which holds \( G \)-equivariantly) that for a connection of the form \( B = A_0 + i\lambda d\tau \), where \( A_0 \) is the spin connection of \( L \), the operator \( D_B \) has kernel containing \( G \)-invariant configurations \( (\alpha, \beta) \) with both spinors non-zero. The only difference is that here we will only consider gauge transformations pulled-back from \( M_\varphi \), that is, which are \( 2\pi \)-periodic (rather than just \( 2\pi d \)-periodic); in particular, \( B \) is not necessarily equivalent to \( A_0 \).

As in the proof of Lemma 2.2, such a pair \( (\alpha, \beta) \) is of the form
\[
(e^{i\frac{\pi}{d} n_1} \alpha_*, e^{i\frac{\pi}{d} n_2} \beta_*)
\]
for \( \alpha_*, \beta_* \) sections of \( S^\pm \to \Sigma \) in the kernel of the operators \( \overline{\partial}_{A_0} \) and \( \overline{\partial}^*_{A_0} \), and some \( n \in \mathbb{Z} \). Notice that the gauge equivalence class as configurations in \( M_\varphi \) is determined by \( n \) modulo \( d \). If such a configuration is \( \tilde{\varphi} \)-invariant, we then have that
\[
\tilde{\varphi}^* \alpha_* = e^{2\pi in/d} \alpha_*, \quad \tilde{\varphi}^* \beta_* = e^{2\pi in/d} \beta_*.
\]
As both vectors are non-zero, this implies that \( e^{2\pi in/d} \) is an eigenvalue for the action of \( \tilde{\varphi}^* \) on both \( \ker \overline{\partial}_{A_0} = H^0(L) \) and \( \ker \overline{\partial}^*_{A_0} = H^1(L) \). But the latter is isomorphic to \( H^0(L) \) with the
conjugate action (Remark 1.2), so that $e^{-2\pi in/d}$ is an eigenvalue of $\tilde{\varphi}^*$ on $H^0(L)$, which contradicts Lemma 1.3.

From this, we can also readily determine those $B \in \mathbb{T}$ whose associated Dirac operators $D_B$ on $M_\varphi$ has kernel: The $e^{2\pi in/d}$-eigenspace on $H^\pm$ corresponds to the kernel of the operator associated to $B = A_0 - i\frac{n}{d}d\tau$. Lemma 1.3 implies that such a kernel only consists either of positive spinors or of negative spinors.

Fix $\delta > 0$ sufficiently small. For our purposes, it will be important to also determine the connections $B = A_0 + i\lambda d\tau \in \mathbb{T}$ for which the perturbed Dirac equation

$$D_B \Phi = \delta \Phi$$

on $M_\varphi$ has solutions. To do this, after pulling back to $S^1 \times \Sigma$, we can proceed as in the proof of Lemma 2.2 to obtain

$$2\delta^*_{A_0} \bar{\partial}_{A_0} \alpha_n = [\delta^2 - \left(\frac{n}{d} + \lambda\right)^2] \alpha_n$$

(17)

for all $n \in \mathbb{Z}$. Now, $2\delta^*_{A_0} \bar{\partial}_{A_0}$ is a non-negative second-order elliptic self-adjoint operator, hence it is diagonalizable in $L^2$ and has a least non-zero eigenvalue $s_0 > 0$. Choosing $0 < \delta < \sqrt{s_0}$, Equation (17) says that $\alpha_n$ is an eigenvector of eigenvalue

$$\delta^2 - \left(\frac{n}{d} + \lambda\right)^2 \leq \delta^2 < s_0$$

strictly smaller that the smallest non-zero one. Therefore, the eigenvalue is zero, and $\alpha_n$ belongs to the kernel of $2\delta^*_{A_0} \bar{\partial}_{A_0}$; integrating against $\alpha_n$ we have

$$\bar{\partial}_{A_0} \alpha_n = 0.$$  

The same holds for the $\beta_n$, and plugging this back in the first-order equation 2.4, we conclude as in Lemma 2.2 that

$$\left(\frac{n}{d} + \lambda + \delta\right) \alpha_n = 0 \quad \left(\frac{n}{d} + \lambda - \delta\right) \beta_n = 0,$$

so that if for example $\alpha_n \neq 0$, then $\lambda = -\frac{n}{d} - \delta$ and $\beta_n = 0$. We have shown the following.

Lemma 2.4. Choose $\delta > 0$ small. The connections $B \in \mathbb{T}$ such that $D_B \Phi = \delta \Phi$ has non-trivial solutions on $M_\varphi$ are of the form

$$B = A_0 - i\frac{n}{d} \pm \delta d\tau \quad \text{for some } n \in \mathbb{Z},$$

the kernel corresponding to the $e^{2\pi i n/d}$-eigenspace of the action of $\tilde{\varphi}^*$ on the spaces of harmonic spinors $H^\pm$, respectively.

So, roughly speaking, positive harmonic spinors are shifted clockwise while negative harmonic spinors are shifted counterclockwise, see Figure 1.
Consider \(0 < r < 1\). In both pictures, the depicted angle is \(\pi r\). The left picture represents the case in which \(e^{-\pi ir}\) is an eigenvalue of \(\tilde{\varphi}^*\) on \(H^+\), so that the upper (resp. lower) dot corresponds to the \(e^{\pi ir}\) eigenspace of the action of \(\tilde{\varphi}^*\) on \(H^\pm\) and the dashes represent the connections for which \(D_B\) has kernel. In the picture on the right, \(e^{\pi ir}\) is an eigenvalue of \(\tilde{\varphi}^*\) on \(H^+\) instead. Notice that the two cases are mutually exclusive by Lemma 1.3.

2.3 Perturbing the equations on \(M_\varphi\), part 2

The circle of reducibles solutions \(\mathbb{T}\) is still present after the perturbations we have added. If for none of the \(B \in \mathbb{T}\) the Dirac operator \(D_B\) on \(M_\varphi\) has kernel (i.e., by Lemma 2.4 we have \(H^0(L) = 0\)), we can conclude in the same way as in the case of \(S^1 \times S^2\) [15, Chapter 36]. Otherwise, in order to proceed, choose a Morse function

\[
f : \mathbb{T} \to \mathbb{R}
\]

with the following properties:

(a) The minima of \(f\) occur only at connections \(B_\ast \in \mathbb{T}\) for which the unperturbed Dirac equation has non-trivial kernel (i.e., the union of the spectrum of \(\tilde{\varphi}^*\) and its conjugate again by Lemma 2.4).

(b) At every connection \(B \in \mathbb{T}\) for which the perturbed Dirac equation (2.4) has non-trivial kernel, \(-\nabla f\) points towards the corresponding connection \(B_\ast\) for which the unperturbed Dirac equation has non-trivial kernel. Referring to Figure 1, this means that at each dash \(-\nabla f\) points towards the corresponding dot.

We will also assume that \(f\) is conjugation invariant and that \(\pm 1\) are maxima of \(f\). For example, one could choose as in the discussion for flat manifolds in [15, Chapter 37.4] a function \(f\) which has minima exactly at the connections \(B_\ast \in \mathbb{T}\) for which \(D_{B_\ast}\) has kernel, and for which the maxima do not lie between a dash and the corresponding dot.

For a fixed small \(\delta > 0\) as above, we consider for \(\varepsilon > 0\) the perturbed Chern–Simons–Dirac functional

\[
\mathcal{L} = \mathcal{L} - (\delta/2)||\Psi||^2 + \varepsilon f(B),
\]

where, by abuse of notation, \(f\) is the function on the configuration space induced by \(f\) via first projecting \(B\) to the harmonic part of \(B - A_0\) and then taking the quotient onto

\[
\mathbb{T} = H^1(M_\varphi; i\mathbb{R})/H^1(M_\varphi; 2\pi i\mathbb{Z}).
\]

Our claim is that for \(\varepsilon > 0\) small enough, the equations still do not have irreducible solutions. Suppose by contradiction that we have such a sequence \((B_j, s_j, \psi_j)\) with \(s_j > 0\) for \(\varepsilon_j \to 0\). By our choice of \(\delta > 0\), we can find a subsequence converging up to gauge to \((B, 0, \psi)\), a solution in the
blowup to the equations with $\varepsilon = 0$. Hence, $B \in \mathbb{T}$ and $D_{B_j}\psi = \delta\psi$ (looking at the first Seiberg–Witten equation), so that by Lemma 2.4, $B = B_s + i\lambda d\tau$ for some connection $B_s \in \mathbb{T}$ for which $D_{B_s}$ has kernel and $\lambda = \mp\delta$ (the sign depending on whether the spinor is positive or negative, respectively). The curvature part of the critical point equations of (18) takes the form

$$\frac{1}{2} * F_{B_j} + s^2 \rho^{-1}(\psi_j \psi_j^*) = -i\varepsilon_j \eta(B_j) d\tau.$$ 

Here, $\eta$ is (the pull-back to the configuration space of) a $2\pi$-periodic real-valued function on the space of harmonic forms of $M_\varphi$. Our assumption (b) on the Morse function $f$ implies

$$x \cdot (\eta(B_s + i xd\tau)) \geq 0$$

when $x \in \mathbb{R}$ (which we think of as the coordinate of $H^1(M_\varphi; i\mathbb{R})$ near $B_s$) is small and has the same sign as $\lambda$. Using exactness of $F_{B_j}$ and $s_j > 0$, integrating over $M_\varphi$ we see that

$$\int_{M_\varphi} \langle i\lambda_j d\tau, \rho^{-1}(\psi_j \psi_j^*) \rangle \leq 0,$$

where $i\lambda_j dt$ is the harmonic part of $B_j - B_s$, so in the limit

$$\int_{M_\varphi} \langle i\lambda d\tau, \rho^{-1}(\psi \psi^*) \rangle \leq 0.$$

On the other hand, by Lemma 2.4 and its proof, $\psi$ is a non-vanishing $D_{B_s}$-harmonic spinor, and satisfies $\rho(i\lambda d\tau)\psi = \delta\psi$; this last equation implies

$$\langle i\lambda d\tau, \rho^{-1}(\psi \psi^*) \rangle = \delta |\psi|^2 / 2 \geq 0,$$

with strict inequality almost everywhere by unique continuation (because $\delta > 0$), hence a contradiction.

Hence, for suitable small values of $\varepsilon, \delta > 0$, the perturbed functional (18) has no irreducible critical points, and we have a concrete description of the reducible critical points. In particular, by the assumptions on $f$ the corresponding perturbed Dirac operators have no kernel, so that the critical points in the blow-down are regular. Finally, we can introduce an additional small perturbation to achieve regularity in the blow-up in the sense of [15] (without introducing irreducible critical points), making in particular the spectrum of the perturbed Dirac operators at the reducible critical points simple; from this, in the next section, we will find a concrete description of the Floer chain complex in terms of the action of $\tilde{\varphi}^*$ on $H^0(L)$.

3 | THE FLOER CHAIN COMPLEX

From the description of the moduli spaces in the previous section, we can directly obtain a concrete expression for the Floer chain complexes as in the following. Denote as usual by

$$\mathcal{T}_d = \mathbb{Z}[U, U^{-1}] / U \cdot \mathbb{Z}[U]$$
the standard tower with generators $U^{-n}$ for $n \geq 0$, with gradings shifted so that the bottom element has degree $d$. When we do not want to specify the degree of the bottom element, we will use the notation $\mathcal{T}$ instead.

**Theorem 3.1.** Assume $\Sigma/\varphi = \mathbb{P}^1$. If $H^0(L) = 0$, then there are choices of metrics and perturbations for which the Floer chain complex of $\widetilde{HM}_*(M_\varphi, \mathfrak{s}_L)$ is given (up to an overall grading shift) by

$$\mathcal{T}_{-1} \oplus \mathcal{T}_0$$

with trivial differential. If $H^0(L) \neq 0$, denote the eigenvalues of $\varphi^*$ by

$$e^{\pi i r_1}, \ldots, e^{\pi i r_k}$$

with $0 < |r_1| < \cdots < |r_k| < 1$ and multiplicity $m_i$. Then, up to an overall grading shift, the Floer chain complex of $\widetilde{HM}_*(M_\varphi, \mathfrak{s}_L)$ has the form

$$\mathcal{T} \rightarrow \mathcal{T}^2 \rightarrow \cdots \rightarrow \mathcal{T}^2 \rightarrow \mathcal{T}$$

where the towers in the top/bottom row correspond to the maxima/minima of the Morse function on $\mathbb{T}$. Furthermore:

- for $1 < i < k$, if $r_i > 0$, then $\partial^r_i$ is multiplication by $U^{m_i}$ and $\partial^l_i$ is the identity; if $r_i < 0$, then $\partial^r_i$ is the identity and $\partial^l_i$ is multiplication by $U^{m_i}$.
- If $r_1 > 0$, then $\partial^r_1$ is multiplication by $U^{m_1}$ and $\partial^l_1$ is the diagonal inclusion; if $r_1 < 0$, then $\partial^r_1$ is the identity and $\partial^l_1$ is multiplication by $U^{m_1}$ followed by the diagonal inclusion.
- If $r_k > 0$, then $\partial^r_k$ is multiplication by $U^{m_k}$ followed by diagonal inclusion and $\partial^l_k$ is identity; if $r_k < 0$, then $\partial^r_k$ is the diagonal inclusion and $\partial^l_k$ is multiplication by $U^{m_k}$.

Finally, the gradings of the towers $\mathcal{T}$ are shifted so that all differentials have degree $-1$.

**Proof.** The case $H^0(L) = 0$ follows as in the computation for $S^1 \times S^2$ [15, Chapter 36]. The case $H^0(L) \neq 0$ follows from our description of the moduli spaces in the same way as in the computation for flat manifolds in [15, Chapter 37]. Choose a Morse function $f$ which has minima exactly at the connections $B_* \in \mathbb{T}$ for which $D_{B_*}$ has kernel; furthermore, we require that $f$ takes the same value at all maxima, and the same value at all minima.

The generators of the Floer chain complex $\tilde{C}$ are in bijection with the positive eigenvalues of the perturbed Dirac operators of the critical points of the Morse function $f: \mathbb{T} \to \mathbb{R}$. Because there are no irreducible critical points, the differential is simply

$$\tilde{\partial} = \tilde{\partial}^s - \tilde{\partial}^u \tilde{\partial}^s,$$

see [15, Chapter 22]. We can fix a reference $\mathbb{Z}$-grading so that all stable critical points over the minima (resp. maxima) have even (resp. odd) grading. Looking at the parity of the gradings, we conclude that any trajectories involved in the map $\tilde{\partial}^u$ (all which are irreducible) must connect two critical points which both lie over maxima of $f$ or both lie over minima of $f$. Because we chose $f$ to achieve the same value at all maxima and at all minima, such trajectories do not exist, and $\tilde{\partial} = \tilde{\partial}^s$. 

To determine $\bar{\partial}_s s$, consider two consecutive critical points $p, q$, respectively, a maximum and a minimum of $f$; recall that the minimum is one of the connections $B_s \in \mathbb{T}$ for which $D_{B_s}$ has kernel. Given two stable critical points lying over them with relative grading one, there is exactly one point in the moduli space of trajectories connecting them, so the map is given by

$T \xrightarrow{U^k} T,$

where $k$ is the complex spectral flow of the one parameter family of perturbed Dirac operators (and the gradings are shifted so the map has degree $-1$). The description of Lemma 2.4 identifies the spectral flow with the kernel of the Dirac operator $D_{B_s}$, hence the description in terms of eigenvalues of $\tilde{\varphi}^*$ (notice that there is spectral flow on exactly one of the two trajectories converging to $B_s$). Finally, orientations are readily determined because we work entirely with reducible moduli spaces.

Remark 3.1. In fact, in Subsection 2.3 we provided a description of the moduli spaces for more general Morse functions $f$ for which $-\text{grad} f$ crosses the locus of connections $B$ for which the perturbed Dirac equation has non-trivial kernel in the correct direction. Using these functions, we can construct more efficient chain complexes: When computing the complex, a sequence of consecutive eigenvalues $\lambda_i = e^{\pi i r_i}, \ldots, \lambda_j = e^{\pi i r_j}$ with $r_i, \ldots, r_j$ of the same sign can be replaced with a single eigenvalue of the same sign and multiplicity $m_i + m_{i+1} + \cdots + m_j$. See also Example 3.2 below.

From this description it is straightforward to compute the corresponding Floer homology groups; the key observation is that when $H^0(L) \neq 0$, in degrees high enough, the chain complex looks like

\[
\begin{array}{ccccccc}
\mathbb{Z} & \mathbb{Z}^2 & \cdots & \mathbb{Z}^2 & \mathbb{Z} \\
\mathbb{Z}^2 & \mathbb{Z}^2 & \cdots & \mathbb{Z}^2 & \mathbb{Z}^2 \\
\end{array}
\]

\begin{equation}
(19)
\end{equation}

where all the maps are either the identity or the diagonal inclusion; this is exactly the Morse complex of a circle with a function with exactly $2k$ minima, so the homology is that the circle.

Let us discuss some concrete examples, see Figure 2.
Example 3.1. Suppose there is a single eigenvalue \( \lambda_1 = e^{\pi i r_1} \) with \( r_1 > 0 \) of multiplicity \( m_1 \). Then, taking into account the gradings (up to an overall shift), the chain complex is given by

\[
\begin{array}{ccc}
\tau_{-2m_1+1} & \rightarrow & \tau_1 \\
\uparrow & & \uparrow \\
\tau_0^2 & & \tau_1 \\
\end{array}
\]

and we compute

\[
\text{HM}^\ast(M_\varphi, \mathcal{G}_L) = \tau_0 \oplus \tau_{1-2m_1}.
\]

Furthermore, one can also compute that the action of the generator of \( H_1(M_\varphi)/\text{tors} \) is surjective from the second tower onto the first.

Remark 3.2. In this example, and all the following ones, the computation for the conjugate spectrum (i.e., changing sign to all the \( r_i \)) is obtained by reflecting the picture of the chain complex with respect to a vertical line.

Example 3.2. Suppose there are two eigenvalues \( \lambda_i = e^{\pi i r_i} \) of multiplicity \( m_i \) with \( r_i > 0 \). Then, the chain complex with gradings is given by

\[
\begin{array}{ccc}
\tau_{-2(m_1+m_2)+1} & \rightarrow & \tau_{2m_1+1} \\
\uparrow & & \uparrow \\
\tau_{-2m_1} & & \tau_0^2 \\
\end{array}
\]

and we compute

\[
\text{HM}^\ast(M_\varphi, \mathcal{G}_L) = \tau_0 \oplus \tau_{1-2(m_1+m_2)}
\]

and the action of the generator of \( H_1(M_\varphi)/\text{tors} \) is surjective from the second tower onto the first.

In this case, following Remark 3.1, we can also use a Morse function which has only two minima corresponding to the two black dots on the right and two maxima at \( \pm 1 \).

Example 3.3. Suppose there are two eigenvalues \( \lambda_i = e^{\pi i r_i} \) of multiplicity \( m_i \) with \( r_1 < 0 < r_2 \). Then the Floer chain complex is

\[
\begin{array}{ccc}
\tau_{-2m_1+1} & \rightarrow & \tau_1 \\
\uparrow & & \uparrow \\
\tau_0^2 & & \tau_0^2 \\
\end{array}
\]

which has homology

\[
\text{HM}^\ast(M_\varphi, \mathcal{G}_L) = \tau_0 \oplus \tau_{1-2M} \oplus \mathbb{Z}[U]/U^m
\]

(20)

where \( M \) and \( m \) are, respectively, the maximum and the minimum of \( m_1, m_2 \); here the top element of the last summand lies in degree \(-1\).
Example 3.4. Suppose there are two eigenvalues \( \lambda_i = e^{\pi i r_i} \) of multiplicity \( m_i \) with \( r_1 > 0 > r_2 \). Then the chain complex is

\[
\begin{array}{c}
T_{2m_2} \\
\downarrow \\
T_{2m_2-1} \\
\downarrow \\
T_0 \\
\downarrow \\
T_{2m_1-1} \\
\uparrow \\
T_{2m_1} \\
\end{array}
\]

which has homology

\[
\tilde{HM}_*(M_\varphi, \mathcal{L}) = T_{2m-1} \oplus T_0 \oplus \mathbb{Z}[U]/U^m,
\]

where the bottom elements of the two last summands lie in the same grading.

Our description readily adapts to compute the Floer homology with respect to a non-trivial local system. For example, choosing a 1-cycle \( \eta \) with \( [\eta] \neq 0 \in H^1(M_\varphi; \mathbb{R}) \), we can consider the completed Floer homology \( HM_*(M_\varphi, \mathcal{L}, \Gamma_\eta) \) with coefficients in the local system \( \Gamma_\eta \) with fiber \( \mathbb{R} \); the key point is that in this case the analogue with local coefficients of the chain complex of the circle in Equation (19) has vanishing homology. We obtain the following:

- in Examples 3.1 and 3.2, a cyclic module \( \mathbb{R}[U]/U^m \) where \( m \) is \( m_1 \) or \( m_1 + m_2 \), respectively;
- in Example 3.3, the module \( \mathbb{R}[U]/U^M \oplus \mathbb{R}[U]/U^m \) (the top elements have the same grading);
- in Example 3.4, the module \( \mathbb{R}[U]/U^M \oplus \mathbb{R}[U]/U^m \) (the bottom elements have the same grading).

With these examples in mind, we are ready to prove the results from the Introduction.

Proof of Theorems 0.2 and 0.4. Consider the bottom degrees in which the Floer chain complex looks like (19), and set them to be 0 and \(-1\), respectively. Below this degrees, the Floer chain complex looks like a direct sum of chain complexes of the form

\[
\begin{array}{c}
\mathbb{Z} \\
\downarrow \\
\mathbb{Z} \\
\downarrow \\
\mathbb{Z} \\
\downarrow \\
\mathbb{Z} \\
\end{array}
\]

where all maps are isomorphisms, and the top row lies in even absolute \( \mathbb{Z}_2 \)-grading; this has homology \( \mathbb{Z} \) lying in the top grading represented by a signed sum of all generators in the top row. In particular, the bottom of the tower in homology whose all elements are in odd grading has degree \(-1\). The bottom of the other tower is then readily seen to be exactly the lowest grading among the towers corresponding to a maximum of the Morse function, which is exactly the quantity \(-2\Delta_L\) in the statement of Theorem 0.4.

Furthermore, the conjugation action induces an involution on the set of these chain subcomplexes; such actions have two kind of orbits:

1. pairs of complexes which are exchanged by the action; these are exactly those that do not involve critical points over the maxima at \( \pm 1 \in \mathbb{T} \);
2. complexes which are sent into themselves by the action; in this case the central copy of \( \mathbb{Z} \) lies over \( \pm 1 \).
Looking at the homology with local coefficients as in Theorem 0.2, each such subcomplex contributes a copy of $\mathbb{R}$ to the homology. Furthermore, each pair of ‘endpoints’ of such complexes of contributes an extra dimension to $H^0(L)$ via a spectral flow consideration. This proves that the dimension of $HM_s(M, s_L; \Gamma_\eta)$ is exactly $h^0(L)$. Finally, the statements about the minimal number of generators as $U$-modules follow from analogous arguments.

4 | GEOMETRIC COMPUTATIONS

In this final section, we discuss concrete computations of Floer homology that can be performed via our results by directly computing the action of the automorphism $\varphi$ on the space of holomorphic sections $H^0(L)$.

We begin with the case of an automorphism $\varphi$ of order 2, which corresponds to the case of hyperelliptic surfaces; such an automorphism leaves all spin structures invariant.

Proposition 4.1. Consider a hyperelliptic Riemann surface of genus $g$ with hyperelliptic involution $\varphi$, and $[\eta] \neq 0$. Among the $2^{2g}$ self-conjugate spin$^c$ structures $s_L$:

- exactly $\binom{2g+1}{g}$ have vanishing $HM_s(M, s_L; \Gamma_\eta)$;
- for any $1 \leq w \leq g$ odd, there are exactly $\binom{2g+2}{g-w}$ self-conjugate spin$^c$ structures with $HM_s(M, s_L; \Gamma_\eta) = \mathbb{R}[U]/U^{(w+1)/2}$.

To see this, notice that by Lemma 1.1 (see also Example 1.1), the lift $\tilde{\varphi}$ has order 4, and (after possibly taking the opposite lift) it acts on the space of harmonic spinors as multiplication by $i$.

Via Example 3.1, Proposition 4.1 is then a direct consequence of the computation of the $h^0(L)$ for the corresponding linear systems, which can be found in [2, Appendix B.3] and [5]; the statement is the following.

Proposition 4.2. Consider a hyperelliptic Riemann surface of genus $g$ with hyperelliptic involution $\varphi$. Among the $2^{2g}$ theta characteristics $L$:

- exactly $\binom{2g+1}{g}$ have $h^0(L) = 0$;
- for any $1 \leq w \leq g$ odd, there are exactly $\binom{2g+2}{g-w}$ theta characteristics $L$ with $h^0(L) = (w + 1)/2$.

The computation involves an explicit description of $2^{2g}$ divisors corresponding to the square roots of the canonical bundle in terms of the $2g + 2$ fixed points of the hyperelliptic involution.

For a general automorphisms of order $\geq 3$, the Floer homology groups will depend not only on the dimension of $H^0(L)$ but also on the spectrum of the action of $\tilde{\varphi}^*$. While it is in general quite challenging to compute such data, we can use the Atiyah–Bott $G$-spin theorem [1] to obtain useful information about it. We start by briefly recalling the geometric setup, which is more natural in the context of the spaces of harmonic spinors $H^\pm$. Given a finite order spin automorphism $\varphi$ (with lift $\tilde{\varphi}$) of a $2m$-dimensional spin manifold, we obtain a natural action $\tilde{\varphi}^*$ on the spaces $H^\pm$ of harmonic spinors. Its character is then defined to be

$$\chi(\tilde{\varphi}^*) = \text{tr}(\tilde{\varphi}^*|_{H^+}) - \text{tr}(\tilde{\varphi}^*|_{H^-}) \in \mathbb{C}.$$
Of course $\chi(id^*)$ is simply the index of $D^+$, which can be computed using the Atiyah–Singer index theorem. A generalization of this, known as the $G$-spin theorem [1], allows to compute $\chi(\phi^*)$ in terms of the fixed locus of $\phi$ and the action of $d\phi$ on the normal bundle of the fixed locus. In general, such a formula is very complicated to use in concrete situations because the local contributions come with a sign (where the lift $\tilde{\phi}$ comes into play) that is hard to determine. Luckily, in [28] the authors worked out exactly the sign contribution in the case of a hyperbolic $2m$-manifold for automorphisms that lift to spin automorphisms of the same order. Via Lemma 1.1, we can use this to study a spin action of odd order on a compact Riemann surface. The result is the following, where we consider the unique hyperbolic metric inducing the given conformal structure (notice that uniqueness implies that the metric is $\phi$-invariant).

**Proposition 4.3** (Theorem 8.1 of [28]). Consider an automorphism $\phi$ of odd order $d$ acting on a spin Riemann surface, and consider the lift $\tilde{\phi}$ with the same order. Suppose that $\phi$ has fixed points $p_1, \ldots, p_m$, and the action of $d\phi_{p_j}$ on the tangent space $T_{p_j}$ at $p_j$ is given by rotation by $\theta_j$, where $0 < |\theta_j| < \pi$. Then,

$$\chi(\tilde{\phi}^*) = i \sum_j \cos(\tilde{\theta}_j) \csc(\theta_j) = \frac{i}{2} \sum_j \csc(\tilde{\theta}_j),$$

where we denote by $\tilde{\theta}_j$ the square root of $\theta_j$ for which $d \cdot \tilde{\theta}_j \in 2\pi \mathbb{Z}$.

**Remark 4.1.** The formula implies $\chi(\tilde{\phi}^*) \in i \mathbb{R}$; this is consistent with the fact that on a surface the actions of $\tilde{\phi}^*$ on $H^\pm$ are dual to each other, cf. Remark 1.2.

**Remark 4.2.** Notice that the theorem does not assume $\Sigma/\phi = \mathbb{P}^1$. In general, given a $\phi$-invariant spin structure it is already an interesting question to determine whether such spin structure is even or odd (cf. [8] for the case in which the quotient is an elliptic curve).

We will now show how to use this theorem to compute the Floer homology for all automorphisms of prime odd order. In this case, there is only one invariant theta characteristic $L_0$ [17], and we denote the corresponding self-conjugate spin$^c$ structure by $\mathfrak{s}_0$.

**Theorem 4.4.** Consider an automorphism $\phi$ of $\Sigma$ with prime odd order with $\Sigma/\phi = \mathbb{P}^1$. Then, the spectrum of the action of $\tilde{\phi}^*$ on $H^0(L_0)$ can be explicitly determined in terms of rotation angles $d\phi_{p} \in S^1$ at the fixed points $p$ of $\phi$. As a consequence, the Floer homology groups of $(\mathcal{M}_\phi, \mathfrak{s}_0)$ can be determined explicitly in terms of the ramification data of $\phi$.

We begin by discussing very concretely the cases of automorphisms of order 3 and 5.

**Proposition 4.5.** Consider an automorphism $\phi$ of $\Sigma$ with order 3 with $\Sigma/\phi = \mathbb{P}^1$. Denote by $n_\pm$ the number of fixed points $p$ at which $d\phi_p = e^{\pm 2\pi i/3}$ respectively. Then, for $[\eta] \neq 0$ we have

$$\tilde{HM}_*(\mathcal{M}_\phi, \mathfrak{s}_0; \Gamma_\eta) = \mathbb{R}[U]/U^n,$$

where $n = |n_+ - n_-|/3$. 
Proof of Proposition 4.5. If the rotation angle at a fixed point is $\theta = e^{\pm 2\pi i/3}$, the corresponding half-angle is given by $\tilde{\theta} = e^{\mp 2\pi i/3}$; as $\csc(\pm 2\pi/3) = \pm 2\sqrt{3}/3$, the character of $\varphi^*$ is

$$\chi(\varphi^*) = \frac{i\sqrt{3}}{3}(n_+ - n_-).$$

By Lemma 1.3, $\varphi$ acts on $H^0(L)$ as multiplication by either $e^{\pm 2\pi i/3}$, in which case the character of $\varphi$ is

$$\pm(e^{2\pi i/3} - e^{-2\pi i/3}) \cdot h^0(L) = \pm i\sqrt{3} \cdot h^0(L).$$

So $H^0(L)$ has dimension $|n_+ - n_-|/3$, and the conclusion follows from the computation in Example 3.1.

In all concrete examples, we have seen so far the Floer group with twisted coefficient is cyclic; going only slightly further, we find examples that show that this is not always the case.

Proposition 4.6. There exist automorphisms $\varphi$ of order 5 for which $\widehat{HM}(M_\varphi, \mathfrak{g}_0; \Gamma_\eta)$ (with $[\eta] \neq 0$) is not a cyclic $\mathbb{R}[U]$-module; in fact, for every $n, m \geq 1$ there exists an automorphism with

$$\widehat{HM}(M_\varphi, \mathfrak{g}_0; \Gamma_\eta) = \mathbb{R}[U]/U^n \oplus \mathbb{R}[U]/U^m,$$

where we can require that either the top generators or the bottom generators of the summands lie in the same absolute grading.

Remark 4.3. The proof will show that in the case of order 5 maps, this exhaust all possibilities allowed; more generally, looking at larger primes $p$, our method allows to find automorphisms with arbitrarily large minimal number of generators as an $\mathbb{R}[U]$-module.

Proof of Proposition 4.6. In this case, the character $\chi(\tilde{\varphi}^*)$ will be an integral combination of

$$e^{2\pi i/5} - e^{-2\pi i/5} = 2i \sin \left(\frac{2\pi}{5}\right) = i \sqrt{\frac{5 + \sqrt{5}}{2}},$$

$$e^{4\pi i/5} - e^{-4\pi i/5} = 2i \sin \left(\frac{4\pi}{5}\right) = i \sqrt{\frac{5 - \sqrt{5}}{2}}.$$

As these are linearly independent over Q, and the spectrum of $\tilde{\varphi}^*$ contains only one of in each pair $e^{\pm 2\pi i/5}, e^{\pm 4\pi i/5}$ by Lemma 1.3, the spectrum is determined uniquely by $\chi(\varphi^*)$. We compute

$$\csc \left(\frac{2\pi}{5}\right)/2 = -\frac{1}{5} \cdot 2 \sin(2\pi/5) - \frac{2}{5} \cdot 2 \sin(4\pi/5),$$

$$\csc \left(\frac{4\pi}{5}\right)/2 = \frac{2}{5} \cdot 2 \sin(2\pi/5) - \frac{1}{5} \cdot 2 \sin(4\pi/5),$$

where $2\pi/5 = 6\pi/5$ and $4\pi/5 = 2\pi/5$. Hence, if the automorphism has $p$ fixed points of rotation $2\pi/5$ and $q$ fixed points of rotation $4\pi/5$ (where we count with signs), then the character is given...
by
\[ \chi(\tilde{\varphi}^*) = i \left( \frac{-p + 2q}{5} \cdot 2 \sin \left( \frac{2\pi}{5} \right) + \frac{-2p - q}{5} \cdot 2 \sin \left( \frac{4\pi}{5} \right) \right). \]

We can construct examples in which the action of $\tilde{\varphi}^*$ on $H^+$ has eigenvalues $e^{2\pi i/5}$ and $e^{4\pi i/5}$ with the desired multiplicities $m, n \in \mathbb{Z}$ (where negative multiplicity corresponds to the conjugate eigenvalue) by taking
\[ p = -m - 2n \quad \text{and} \quad q = 2m - n. \]

We can write down such automorphism explicitly as the natural $\mathbb{Z}/5$-action on a curve of the form $y^5 = f(x)$ for a suitable polynomial $f$, following [19, Chapter III.2]. Here, near a root of $f$ of multiplicity $a$ the local model of the singularity of the curve is $z^5 = w^a$, and the local rotation is given by $b \cdot 2\pi/5$, where $b$ is the inverse of $a$ modulo 5. The conclusion of the proposition follows from the computations in Examples 3.3 and 3.4.

To conclude, we discuss the proof of Theorem 4.4, whose proof is a generalization of the method we used in the examples above. The main observation is the following.

**Lemma 4.7.** Let $p$ an odd prime, and let $\zeta = e^{2\pi i/p}$. Then, the numbers $\zeta^i - \zeta^{-i}$ for $i = 1, \ldots, (p - 1)/2$ are linearly independent over $\mathbb{Q}$.

**Proof.** Suppose there is a non-trivial relation with rational coefficients $a_1, \ldots, a_{p-1/2}$. Then,
\[ a_1(\zeta - \zeta^{-1}) + a_2(\zeta^2 - \zeta^{-2}) + \cdots + a_{(p-1)/2}(\zeta^{(p-1)/2} - \zeta^{-(p-1)/2}) = 0. \]

Because there is no constant term, this reduces to a polynomial of degree $< p - 1$ satisfied by $\zeta$. This is a contradiction because $\zeta$ has minimal polynomial $1 + \zeta + \zeta^2 + \cdots + \zeta^{p-1}$ over $\mathbb{Q}$.

**Proof of Theorem 4.4.** Given an automorphism of odd prime order $p$, we can use the $G$-spin theorem to compute $\chi(\tilde{\varphi}^*)$ in terms of ramification data. Now, $\chi(\tilde{\varphi}^*)$ is an integral linear combination of $\zeta^i - \zeta^{-i}$ for $i = 1, \ldots, (p - 1)/2$, and by the previous lemma the coefficients are uniquely determined. Furthermore, no conjugate pairs $\zeta^i, \zeta^{-i}$ appear in the spectrum, so we obtain that $\chi(\tilde{\varphi}^*)$ determines completely the spectrum of the action of $\tilde{\varphi}^*$ on $H^0(L)$; we can then use this to determine the Floer chain complex and its homology as in Section 3.
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