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I. INTRODUCTION

Electron optics as an experimental discipline1 can be traced back to Busch2 who demonstrated the focusing action of an axial magnetic field on electron beams in vacuum. The similarity of the properties of ballistic conduction electrons in a degenerate electron gas and those of free electrons in vacuum suggests the possibility of electron optics in the solid state. Classical ballistic transport in metals, which has the character of geometrical optics, has been realized with the pioneering work of Sharvin3 and Tsoi4 on point contacts and electron focusing. This work has recently been extended to the quantum ballistic transport regime in the two-dimensional electron gas* (2DEG) in a GaAs–AlGaAs heterostructure.5,7,8 Essential advantages of this system are its reduced dimensionality and lower electron gas density, with correspondingly large Fermi wavelength, which can be varied locally by means of gate electrodes. Point contacts of variable width of the order of the Fermi wavelength have been defined by applying a negative voltage to a split-gate on top of the heterostructure.

An interesting and unexpected finding was the quantization of the conductance of these quantum point contacts in units of 2e²/h (see Fig. 1).6,7 This new effect can be understood by the similarity of transport through the point contact and propagation through an electron waveguide. Point contacts can also be used to inject a divergent beam of ballistic electrons in the 2DEG. The focusing of such a beam by a transverse magnetic field, acting as a lens, has been demonstrated in an electron focusing experiment.8,9 The boundary of the 2DEG, also defined by means of a gate, acts as a high-quality mirror, causing specular boundary scattering.8,9 For sufficiently large gate voltages the point contact width is smaller than the Fermi wavelength of the electrons. Quantum point contacts in this regime act as monochromatic point sources10 as demonstrated by the large interference structure found experimentally.8,9 The first building blocks for the exploitation of solid state electron optics have thus been realized.

In this chapter we discuss the theory of quantum ballistic transport applied to the conductance through quantum point contacts6,7 and coherent electron focusing8,9,10 stressing its character of electron optics in the solid state. A review with a wider scope and more experimental detail is Ref.11. Reviews of related topics in quantum ballistic transport can be found in Refs.12,13,14.

Section IV of this paper, dealing with the optical analogue of the conductance quantization of a quantum point contact, does not contain previously published material.

* A 2DEG is a degenerate electron gas which is strongly confined in one direction by an electrostatic potential well at the interface between two semiconductors, such that only the lowest quantum level in the well is occupied. Electrons in a 2DEG are thus dynamically constrained to move in a plane, and accordingly there is a 2D density of states.5
II. ELECTRONS AT THE FERMI LEVEL

In this section we discuss some elementary properties of the single electron states in a degenerate two-dimensional electron gas. In a large system, and in the effective mass approximation, these states waves with wave vector \( \mathbf{k} \). The conduction band is approximated by

\[
E(\mathbf{k}) = \frac{\hbar^2 k^2}{2m},
\]

with \( m \) the effective mass, which for GaAs is 0.067 \( m_e \). Linear transport at low temperatures can be formulated in terms of motion of electrons at the Fermi level \( E_F \). The group velocity of these conduction electrons is \( \mathbf{v}_F = \partial E/\partial \mathbf{k} = \hbar \mathbf{k}_F / m \), and their wavelength \( \lambda_F = h/mv_F \approx 40 \text{ nm} \) in the experiments. These quantities are obtained from the electron gas density \( n_s = (k_F)^2/2\pi \), which is a directly measurable quantity.

In a channel with width comparable to \( \lambda_F \), the transverse motion of the electrons is quantized, while the motion along the channel is free. The wave function is separable in a transverse bound state with quantum number \( n \), and a longitudinal plane wave \( \exp(iky) \). The dispersion relation \( E_n(k) \) of these quasi one-dimensional subbands or transverse waveguide modes is

\[
E_n(k) = E_n(0) + \frac{\hbar^2 k^2}{2m},
\]

where \( E_n(0) \) is the energy of the \( n \)-th bound state. The frequency \( E_n(0)/\hbar \) is the cut-off frequency of the mode, as in an optical fiber. The number of occupied modes \( N \) is the largest integer \( n \) such that \( E_n(0) \leq E_F \). Since \( E \) is still quadratic in \( k \), the group velocity \( \hbar k/m \) remains linear in the wave number, as in the bulk 2DEG.

III. CONDUCTANCE QUANTIZATION OF A QUANTUM POINT CONTACT

Van Wees et al.\(^\text{6} \) and Wharam et al.\(^\text{7} \) observed a sequence of steps in the conductance \( G \) of a point contact as its width was varied (by means of a gate voltage, see Fig. 1). The steps were at integer multiples of \( 2e^2/h \approx 13 \text{k}\Omega^{-1} \), a combination of fundamental constants which is familiar from the quantum Hall effect.\(^\text{8} \)

However, the conductance quantization was observed in the absence of a magnetic field, as well as in the presence of a magnetic field. An elementary explanation of this effect relies on the fact that the point contact acts in a way as an electron waveguide or multi-mode fiber.\(^\text{16,17} \)

Each populated one-dimensional subband or transverse waveguide mode contributes \( 2e^2/h \) to the conductance because of the cancellation of the group velocity and the one-dimensional density of states discussed in sec. 11

Since the number \( N \) of occupied modes is necessarily an integer, it follows from this simple argument that the total conductance is quantized

\[
G = \frac{2e^2}{h} N,
\]

as observed experimentally.\(^\dagger \)

For a square well confinement potential of width \( W \) one has \( N = k_F W/\pi \) in zero magnetic field, if \( W \gg \lambda_F \) so that the discreteness of \( N \) may be ignored. Eq. 3.1

\[^\dagger\] The resistance \( 1/G \) is non-zero for an ideal ballistic conductor of finite width, because it is a contact resistance. The existence of a contact resistance of order \( h/Ne^2 \) was first pointed out by Imry.\(^\text{18} \)
then gives the 2D analogue of the 3D Sharvin formula\(^\text{22}\) for the conductance of a classical ballistic point contact. However, the above argument leading to (3.1) holds irrespective of the shape of the confinement potential, or of the presence of a magnetic field.

A more detailed explanation of the conductance quantization requires a consideration of the coupling between quantum states in the narrow point contact to those in the wide 2DEG regions. As discussed in sec. VI in the more general context of electron focusing, this is essentially a transmission problem. Here it suffices to say that if the point contact opens up gradually into the wide regions, the transport is \textit{adiabatic}\(^\text{19,20,21}\) from the entrance to the exit of the point contact. The lowest \(N\) subbands at the wide entrance region (in one-to-one correspondence to those occupied in the point contact) are transmitted with probability 1, the others being reflected.

For the case that the point contact widens \textit{abruptly} into the 2DEG, deviations from (3.1) occur, for short channels mainly because of evanescent waves (or modes with a frequency above the cut-off frequency) which have a non-zero transmission probability, for longer channels mainly because of quantum mechanical reflections at their entrance and exit. Extensive numerical and analytical work\(^\text{22,23,24,25,26}\) has demonstrated that (3.1) is still a surprisingly good approximation — although transmission resonances may obscure the plateaus. Experimentally, a limited increase in temperature helps to smooth out the resonances and to improve the flatness of the plateaus.

### IV. OPTICAL ANALOGUE OF THE CONDUCTANCE QUANTIZATION

The analogy of ballistic transport through quantum point contacts with transmission of light through a multi mode fiber, or microwaves through a waveguide (summarized in Table I), naturally triggers the question: “Does the quantized conductance have an optical analogue, and if it does, why was it not known?” In this section we want to show that: “Yes, there is an optical analogue, but the experiment is not as natural for light as it is for electrons.”

Consider monochromatic light, of frequency \(\omega\) and polarization \(E_z = E_y = B_x = 0\), incident on a long slit (along the \(z\)-axis) in a metallic screen. The non-zero electric field component \(E_x(x, y)\) then satisfies the two-dimensional scalar wave equation (Ref.\textsuperscript{22}, page 561)

\[
\frac{\partial^2 E_x}{\partial x^2} + \frac{\partial^2 E_x}{\partial y^2} + k^2 E_x = 0, \quad \text{(4.1)}
\]

with \(k = \omega/c = 2\pi/\lambda\) the wave number (\(c\) is the velocity of light, and \(\lambda\) the wavelength). This equation is identical to the Schrödinger equation for the wave function \(\Psi(x, y)\) of an electron at the Fermi level in a 2DEG, with the identification \(k = k_F\). If the boundaries of the 2DEG are modeled by infinite potential walls, then the boundary conditions are also the same in the two problems (\(\Psi\) and \(E_x\) both vanish for \((x, y)\) on the boundary). From \(E_x\) one finds the non-zero magnetic field components \(B_x = -(i/k)\partial E_x/\partial y\), and \(B_y = -(i/k)\partial E_x/\partial x\), and hence the energy flux

\[
j = \frac{c}{8\pi} \text{Re}(\mathbf{E} \times \mathbf{B}^*) = \frac{c}{8\pi^2 k} \text{Re}(i\mathbf{E} \nabla E_x^*). \quad \text{(4.2)}
\]

This expression is identical, up to a numerical factor, to the quantum mechanical expression for the particle flux, \((\hbar/m)c\text{Re}(i\Psi \nabla \Psi^*)\). It follows that the ratio of transmitted to incident power in the optical problem is the same as the ratio of the transmitted to incident current in its electronic counterpart.

In optics one usually studies the transmission of a single incident plane wave, as a function of the angle of incidence. In a 2DEG, however, electrons are incident from all directions in the \(x-y\) plane, with an isotropic velocity distribution. The incident flux then has a \(\cos \theta\) angular distribution, where \(\theta\) is the angle with the normal to the screen. [Such an isotropic distribution results naturally from a “good” electron reservoir, because it is in thermal equilibrium]. If an equivalent illumination can be realized optically, then the incident power is distributed equally among the 1-dimensional transverse modes in front of the screen — as in the electronic problem. The transmission probability \(T\) (which appears in the Landauer formula \(\text{6,22}\), see section VI) is defined as the ratio of the total transmitted power \(P_{\text{trans}}\) to the incident power per mode (both per unit of length in the \(z\)-direction). The latter quantity is \(\lambda/2\) times the total incident energy flux \(j_{\text{in}}\), so that

\[
T \equiv \frac{2P_{\text{trans}}}{j_{\text{in}} \lambda}. \quad \text{(4.3)}
\]

The one-to-one correspondence with the electron transport problem now tells us that \(T\) is approximately quantized to the number \(N\) of 1D transverse modes in the slit,

\[
T \approx N = \text{Int} \left[ \frac{2W}{\lambda} \right]. \quad \text{(4.4)}
\]

On increasing the width \(W\) of the slit one would thus see a \textit{step wise} increase of the transmitted power, if the

| TABLE I |
| --- |
| photons | electrons |
| ray | trajectory |
| mode | subband |
| mode index | quantum number \(n\) |
| wave number \(k\) | canonical momentum \(\hbar k\) |
| frequency \(\omega\) | energy \(E = \hbar \omega\) |
| dispersion law \(\omega(k)\) | bandstructure \(E_n(k)\) |
| group velocity \(d\omega/dk\) | group velocity \(dE/\hbar k\) |
incident flux is kept constant. The height of the steps is \( j_n \lambda / 2 \). To observe well-developed plateaus the screen should have a certain thickness \( d \) in order to suppress the evanescent waves through the slit. A thickness \( d \approx (W \lambda)^{1/2} \) is sufficient (see Ref. 22). If \( d \) is much greater, the transmission steps can become obscured by Fabry-Perot like resonances from waves reflected at the front and back end of the slit. These can be avoided by smoothing the edges of the slit. Additional interference structure (not present in the electronic case) can occur if light incident from different angles is coherent.

Instead of the polarization given above, one can also use the polarization \( B_x = B_y = E_z = 0 \). The wave function \( \Psi \) then corresponds to the magnetic field component \( B_z \). The boundary condition on \( B_z \) is that its normal derivative vanishes on the screen. Although it is not obvious how to realize this boundary condition in the electronic case, the transmission steps are probably present irrespective of the boundary conditions (the conductance quantization in a 2D case occurs both for smooth and steep potential walls).

The above geometry was chosen to achieve a mapping onto the scalar two-dimensional electron transport problem. In 3D an electronic system showing the conductance quantization has not yet been realized experimentally, although it should be possible in principle. The 3D optical analogue may be more readily realizable. Consider a metallic screen in the \( x - y \) plane with an aperture of arbitrary shape. At a frequency \( \omega \) a number \( N \) of 2-dimensional transverse modes in the aperture are below cut-off. We would expect a stepwise increase in the transmitted power on increasing the size of the aperture (i.e. on increasing \( N \)), if the aperture is illuminated in such a way that the incident flux is distributed equally among the 2D transverse modes in front of the screen. The number \( dN \) of these modes per unit area with wave vectors within a solid angle \( d\Omega \) is (including both polarizations)

\[
dn = \frac{2}{2\pi} \frac{dk_x}{2\pi} \frac{dk_y}{2\pi} \frac{k^2}{2\pi^2} \cos \theta \, d\Omega, \tag{4.5}
\]

where \( \theta \) is the angle with the normal to the screen. It follows that (as in the 2D case discussed earlier) a \( \cos \theta \) distribution of the incident flux has the required equipartition of power among the transverse modes. This angular distribution is realized e.g. by the light scattered diffusely from a surface in front of the screen. The height of the transmission steps should be the incident power per mode. Now, the total number \( n \) of 2D transverse modes per unit area is

\[
n = \int_0^{2\pi} d\phi \int_0^{\pi/2} \frac{dn}{d\Omega} \sin \theta d\theta = \frac{2\pi}{\lambda^2}. \tag{4.6}
\]

We therefore predict for the 3D case that the height of the steps in the transmitted power (for an energy flux \( j_n \) incident on the screen) will be \( j_n \lambda^2 / 2 \pi \), assuming that the two independent polarizations of the modes in the aperture can be resolved (the steps are a factor of two larger if this is not the case).

It would be interesting to carry out this analogy between optics and micro-electronics experimentally.

V. CLASSICAL ELECTRON FOCUSING

Ballistic transport is in essence a transmission problem. One example is the conductance of a quantum point contact, which is determined by the total transmission probability through the constriction, in analogy with the transmission through a waveguide (cf. sect. 11 and 12). More sophisticated transmission experiments can be realized if one point contact is used as a collector. Electron focusing in the transverse field geometry due to Tsoi (24) is one of the simplest realizations of such an experiment. (Longitudinal electron focusing (24) is not possible in 2D). In our experiments, two adjacent point contacts are positioned on the same 2DEG boundary. The boundary as well as both point contacts are defined electrostatically in the 2DEG by means of a gate electrode of suitable shape, see Fig. 2. A constant current \( I \) is injected through one of the point contacts, and the voltage \( V \) on the second point contact (the collector) is measured. A transverse magnetic field is used to deflect the injected electrons, such that they propagate in skipping orbits along the 2DEG boundary from the injector towards the collector — provided the boundary scattering is specular. In Fig. 2 the skipping orbits are illustrated. A magnetic field acts as a lens, focusing the injected electron beam, as is evidenced in Fig. 2 by the presence of caustics or lines of focus (here the classical density of injected electrons is infinite). The focal points on the 2DEG boundary are separated by the classical cyclotron orbit diameter \( 2l_{\text{cycl}} = 2 m v_F / eB \). The classical transmission probability from injector to collector has a peak if a focus coincides with the collector, which happens if the distance between the two point contacts \( L = p \times 2l_{\text{cycl}} \), with \( p = 1, 2, \ldots \). As a result, the collector voltage as a function of magnetic field shows a series of peaks, called a focusing spectrum.

The classical transmission probability can be calculated straightforwardly as in the 3D metal case. A plot of the classical focusing spectrum assuming purely specular boundary scattering is given in Fig. 3 (top panel) using the experimental parameters \( L = 3.0 \mu \text{m} \) and \( k_F = 1.5 \cdot 10^8 \text{m}^{-1} \) and an estimated injector and collector width of 50 nm. The spectrum consists of a series of equidistant peaks of constant amplitude at magnetic fields which are multiples of \( B_{\text{focus}} = 2 h k_F / e L \approx 0.066 \text{T} \). The focusing signal oscillates around a value given by the conventional Hall resistance \( B / n \) as seen in the reverse field signal. In reverse fields no focusing peaks occur, because the electrons are deflected away from the collector. Note also that \( V_c / I \) is approximately quadratic in \( B \) for weak positive fields in contrast to the linear Hall resistance for reverse fields. These features are strikingly confirmed by the experiment (see Fig. 3 bottom panel).
which constitutes a direct observation of skipping orbits at the 2DEG boundary, and demonstrates that boundary scattering is highly specular (because the peaks at higher magnetic fields, corresponding to electrons multiply scattered by the boundary, do not diminish in amplitude). In contrast, in metals the amplitude of subsequent peaks usually diminishes rapidly, indicating partially diffuse boundary scattering. Specular scattering occurs if the Fermi wavelength is large compared to the spatial scale of the boundary roughness. This is difficult to achieve in metals (where $\lambda_F \approx 0.5 \text{ nm}$), but not in a 2DEG (where $\lambda_F$ is 100 times larger). This explains why specular scattering is found to be predominant in our experiments.

While the overall shape of the focusing spectra is as one expects from the classical calculation, an additional unexpected oscillatory structure is observed in the experiment. This is the signature of a new phenomenon: coherent electron focusing. As discussed in [VII], its origin is mode interference, the relevant modes being magnetic edge states coherently excited by the injecting point contact. Fig. 3 (lower panel) also shows the collector signal obtained after interchanging current and voltage leads, demonstrating the reproducibility of the fine structure. The symmetry of the focusing spectrum on interchanging injector and collector is an example of the Onsager-Casimir relation for the conductance (as opposed to conductivity) derived for quantum ballistic transport by Büttiker (see sec. [VI]). A related source-detector reciprocity theorem is well known in microwave transmission theory. In optics this is known as the reciprocity theorem of Helmholtz.

VI. ELECTRON FOCUSING AS A TRANSMISSION PROBLEM

Transport in the regime of diffusive motion is usually treated in terms of a local distribution function found from a self consistent solution of the linearized Boltzmann equation and the Poisson equation. Ballistic transport is inherently non-local, and can more naturally be viewed as a transmission problem. In the linear transport regime there is then no need to consider the self consistent electric field explicitly, which greatly simplifies the analysis. This approach originated in a paper by Landauer in 1957, and has since been generalized and extended by Büttiker to the case of a realistic conductor with multiple leads connected to the external current source and voltmeters. The equivalence of Büttiker’s approach and the more familiar linear response theory based on the Kubo formalism has been demonstrated. In this section we apply the Landauer-Büttiker formula to the electron focusing geometry. For simplicity, we consider the three-terminal configuration of Fig. 4 with point contacts in two of the probes, serving as injector and collector. (By a simple extension of the arguments in this section, one can also derive expressions for the four-terminal
equations to the two-terminal conductance of a single

discreteness of (6.1) can also be used in the classical limit, where the

two-terminal conductance is given by [Ref. 29]. The measured quantity is the ratio of collector voltage $V_c$ to $e$ (relative to the voltage of the drain) and injector current $I_i$. We then find from (6.1)

$$
\mu_c = \frac{T_{1\rightarrow c}}{N_c - R_c} \mu_i,
$$

$$
\frac{h}{2e} I_i = (N_i - R_i) \mu_i - T_{c\rightarrow i} \mu_c.
$$

The transmission probability $T_{c\rightarrow i}$ is evaluated in the next sections. This result is symmetric under interchange of injector and collector leads, with simultaneous reversal of the magnetic field, because

$$
\mu_c T_{1\rightarrow c} = T_{c\rightarrow i} \mu_c.
$$

VII. COHERENT ELECTRON FOCUSING

A. Experiment

The oscillatory structure superimposed on the classical focusing peaks in the experimental trace of Fig. 3 is a quantum interference effect. At higher magnetic fields (beyond about 0.4 T), the collector voltage shows oscillations with a much larger amplitude than the low field focusing peaks, and the resemblance to the classical focusing spectrum is lost. The oscillatory structure becomes especially dramatic on decreasing the width of the point contacts (by increasing the gate voltage), and at very low temperatures, if also the voltage drop across the injector point contact is maintained below $k_B T / e$. In Fig. 4(a) we show the experimental results for a device with 1.5 μm point contact separation, and estimated point contact width of 20–40 nm. Note the nearly 100% modulation of the focusing signal. A Fourier transform of the data (see inset of Fig. 5) shows that the large-amplitude high-field oscillations have a dominant periodicity of 100 mT, approximately the same as the periodicity $B_{\text{focus}}$ of the low field focusing peaks. This dominant periodicity is insensitive to changes in the gate voltage, and is the characteristic feature of coherent electron focusing which is most amenable to a direct comparison with theory.

In this section we present a theory of coherent electron focusing [9,10]. We start with a short discussion of magnetic edge states, which are the modes of this transmission problem. After a brief discussion of the excitation of these modes by the injecting point contact, we proceed by giving an explanation of the characteristic features of the observed spectrum in terms of mode interference.

geometry of Fig. 3. In order to have well defined initial and final states for the scattering problem, the probes are connected via idealized leads (or electron waveguides) to reservoirs at a constant electro-chemical potential. We denote by $\mu_i$ and $\mu_c$ the chemical potentials of the injector and collector reservoirs. The chemical potential of the drain reservoir, which acts as a current sink, is assigned the value zero.

Following Büttiker [29] we can relate the currents $I_\alpha$ ($\alpha = i, c, d$) in the leads to these chemical potentials via the transmission probabilities $T_{\alpha \rightarrow \beta}$ from reservoir $\alpha$ to $\beta$, and reflection probabilities $R_\gamma$ (from reservoir $\alpha$ back to the same reservoir). These equations have the form

$$
\frac{h}{2e} I_\alpha = (N_\alpha - R_\alpha) \mu_\alpha - \sum_{\beta \neq \alpha} T_{\alpha \rightarrow \beta} \mu_\beta.
$$

Here $N_\alpha$ is the number of occupied (spin degenerate) transverse waveguide modes or “channels” in lead $\alpha$. Eq. (6.1) can also be used in the classical limit, where the discreteness of $N_\alpha$ can be ignored. We first apply these equations to the two-terminal conductance of a single point contact. In that case all $\mu_\beta = 0$ for $\beta \neq \alpha$, and thus

$$
G \equiv \frac{I_\alpha}{\mu_\alpha/e} = \frac{2e^2}{h} T,
$$

with $T \equiv N_\alpha - R_\alpha$ the total transmission probability for the $N_\alpha$ channels in the leads. As discussed in sec. III for point contacts with $W \geq \lambda_F$ one has in a good approximation $T \approx N$, with $N \approx k_F W / \pi$ the number of occupied subbands in the constriction.

In the electron focusing experiments the collector is connected to a voltmeter, which implies $I_c = 0$ and $I_d = 0$. The transmission probability $T_{c\rightarrow i}$ is most amenable to a direct comparison with theory.
FIG. 5 Electron focusing spectra measured at 50 mK for a device with 1.5 μm point contact separation, showing large quantum interference structure. The inset gives the Fourier transform power spectrum, for $B > 0.8$ T, demonstrating that the dominant periodicity is the low field classical focusing periodicity. [From Ref. 20]

This treatment was first given in Ref. 10, and in a more detailed form in Ref. 9, together with an equivalent one in the ray-picture (interference between trajectories).

B. Skipping orbits and magnetic edge states

The motion of conduction electrons at the boundaries of a 2DEG in a perpendicular magnetic field is in skipping orbits, provided the boundary scattering is specular (see Figs. 2 and 6). (In a narrow channel traversing states can coexist with skipping orbits, as discussed e.g. in Ref. 27.) The position $(x, y)$ of the electron on the circle with center coordinates $(X, Y)$ can be expressed in terms of its velocity by

$$x = X + v_y/\omega_c, \quad y = Y - v_x/\omega_c,$$  \hspace{1cm} (7.1)

with $\omega_c = eB/m$ the cyclotron frequency. The separation $X$ of the center from the boundary is constant on a skipping orbit, while $Y$ jumps over a distance equal to the chord length on each specular reflection. The canonical momentum $p = mv - eA$ is given in the Landau gauge $A = (0, Bx, 0)$ by

$$p_x = mv_x, \quad p_y = -eBX,$$ \hspace{1cm} (7.2)

so that $p_y$ is a constant of the motion. The periodic motion perpendicular to the boundary leads to the formation of discrete quantized states (with quantum number $n$). These states are known as magnetic edge states (and in metals as magnetic surface states). The wave number $k_y \equiv p_y/h$, which can be expressed in the guiding center coordinate $X$ according to $X = -l_m^2k_y$. Here $l_m$ is the magnetic length, which plays a role similar to that of $\lambda_F$ in the absence of a magnetic field. Coherent electron focusing constitutes an interference experiment with quantum edge states at the Fermi energy. The wave number $k_y$ for these states has a quantized value, denoted by $k_n$. The phase of each edge state arriving at the collector is determined by $k_n$, and the functional dependence of $k_n$ on $n$ is thus important.

An exact quantum mechanical treatment is possible, but here it suffices to consider the semi-classical Bohr-Sommerfeld approximation applied to the periodic motion in the $x$ direction

$$\frac{1}{\hbar} \int p_x \, dx + \gamma = 2\pi n.$$ \hspace{1cm} (7.3)

The integral is over one period of the motion, and $\gamma$ is the sum of the phase shifts acquired at the two classical turning points. The phase shift upon reflection at the boundary is $\pi$, as in optics upon reflection of a metallic mirror. The other turning point is a caustic, giving rise to a phase shift of $-\pi/2$. Using (7.1,7.2,7.3) we can thus

$\dagger$ An essential difference between light optics and electron optics is hidden in this expression. Wave fronts are perpendicular to light rays. This is not the case for electrons in a magnetic field, because the phase velocity (in the direction of the canonical momentum $p$) is not parallel to the electron velocity $v$. Due to this "skew connection" the phase difference between paths connecting two points is determined by the sum of the optical path length difference and the Aharonov-Bohm phase corresponding to the magnetic flux piercing the area enclosed. This phase is included via the canonical momentum in (7.3), and has to be taken into account explicitly in a trajectory treatment of coherent electron focusing.\[\dagger\dagger\]

$\ddagger$ A lens cannot focus a particle flux tube to a point, because diffraction sets a lower limit to the flux tube cross section. At a small separation $R$ from a caustic the cross section is proportional to $R$, so that the amplitude $A \propto R^{-1/2}$. The sign change of $R$ upon passing through the caustic then leads to the phase factor $(-1)^{-1/2} = \exp(-i\pi/2)$.\[\ddagger\ddagger\]
write
\[
\frac{eB}{n} \int (Y - y) \, dx = 2\pi(n - \frac{1}{4}), \quad n = 1, 2, \ldots
\] (7.4)

This quantization rule has the simple geometrical interpretation that the flux enclosed by one arc of the skipping orbit and the boundary equals \((n - \frac{1}{4})\) times the flux quantum \(\hbar/e\) (see Fig. 3). This implies that the angle \(\alpha_n\), under which the skipping orbit is reflected from the boundary, is quantized. Simple geometry shows that
\[
\frac{\pi}{2} - \alpha_n - \frac{1}{4} \sin 2\alpha_n = \frac{2\pi}{k_F l_{\text{cycl}}} (n - \frac{1}{4}), \quad n = 1, 2, \ldots N,
\] (7.5)

with \(N\) the largest integer smaller than \(\frac{1}{2}k_F l_{\text{cycl}} + \frac{1}{4}\). (For simplicity, we approximate \(N \approx \frac{1}{2}k_F l_{\text{cycl}}\) in the rest of this paper.) It follows from Fig. 6 that \(k_n = k_F \sin \alpha_n\). The dependence of the wavenumber of each edge state on the mode index \(n\) is thus implicitly contained in (7.5).

C. Mode-interference and coherent electron focusing

In optics, a coherent point source results if a small hole in a screen is illuminated by an extended source. Such a point source excites the states on the other side of the screen coherently. A small point contact acts similarly, at least in weak magnetic fields, which is the reason why we can perform coherent electron focusing experiments. The wave function \(\Psi\) resulting from the coherent excitation at \(y = 0\) is of the form
\[
\Psi(x, y) = \sum_{n=1}^{N} w_n f_n(x) \exp(ik_ny). \quad (7.6)
\]

Here \(f_n(x)\) is the transverse wave function of mode \(n\), and \(w_n\) its excitation factor. The collector voltage is in a first approximation (in the regime \(W \ll \lambda_F\)), determined by the probability density of the wave function at an infinitesimal distance from the boundary, unperturbed by the presence of the collector point contact. In the coherent focusing regime, the probability density near the collector at \(y = L\) is dominated by the phase factors \(\exp(ik_nL)\), which vary rapidly as a function of \(n\). The weight factors \(w_n\) depend on the modeling of the point contacts, but do not affect the qualitative features of the focusing spectrum.

For point contacts modeled as an ideal point source, the transmission probability from injector to collector \(T_{1\rightarrow c}\), occurring in the general formula (6.3), can be written as a product of three sequential transmission probabilities.\footnote{This is in contrast to the opposite limit of adiabatic transport, realized for wider point contacts in strong magnetic fields.}

1. Through the injector point contact with probability \(G_i/(2e^2/h)\).

2. From the vicinity of the injector at \((x, y) = (0, 0)\) to a point \((0, L)\) near the collector point contact. This is directly proportional to the probability density close to the collector, which can be expressed as the square of a sum of \(N\) plane waves (cf. (7.6)).

3. From there through the collector with probability \(G_c/(2e^2/h)\).

Using a weight factor derived in Ref. 3, we thus find
\[
\frac{V_c}{I_t} = \frac{h}{2e^2} \left| \sum_{n=1}^{N} \frac{e^{ik_nL}}{N} \right|^2 \quad (7.7a)
\]
\[
= \frac{h}{2e^2} \left[ N + \sum_{n \neq n'} \sum_{n'} \cos[(k_n - k_{n'})L] \right]. \quad (7.7b)
\]

The first term in (7.7b) is the incoherent contribution, which gives \(V_c/I_t = (h/2e^2)N^{-1}\). This is just the ordinary Hall effect, without corrections due to focusing. The second term in (7.7b) represents a sum of oscillations in the transmission probability, expressed in terms of interference between pairs of edge states with different wave numbers.

In the experiment \(B\) is varied, affecting the values of \(k_n\) and \(N\). A plot of a numerical evaluation of (7.7) (for the experimental parameters of Fig. 3) is shown in FIG. 7. Theoretical electron focusing spectrum calculated from (7.7) for \(L = 1.5\, \mu m\). Inset shows the Fourier power spectrum for \(B > 0.8\, T\). No correction has been made for the finite width of the point contacts in the experiment of Fig. 3.
As in the experiment, we find fine structure\footnote{We have not attempted to model the partial spatial coherence due to the finite point contact size. This would introduce a coherence length into the problem, reflecting the properties of the point contact source, to be distinguished from the coherence length related to inelastic scattering, known in the field of transport in disordered conductors, which is a property of the medium.} on classical focusing peaks at low magnetic fields, which becomes entirely dominant at higher fields. It is apparent from Fig.\ref{fig:7} (and confirmed by Fourier transform) that the large-amplitude high-field oscillations have the same periodicity as the smaller low-field peaks — as observed experimentally. This is the main result of our calculation which we have found to be insensitive to details of the point contact modeling. (We have checked numerically that contributions due to evanescent waves, neglected in (7.4), are small). The calculation presented here assumes that all edge states are excited by the point contact (see Ref.\ref{ref:5}). The case of selective excitation of edge states which results if the point contacts are flared into a horn is discussed elsewhere.

If all $N$ modes arrive in phase at the collector, yields the upper bound of the focusing signal $V_c/I_i = h/2e^2 \approx 12.9 \, \text{kΩ}$, enhanced by a factor $N$ over the incoherent result. The minimum intensity due to destructive interference is zero. The largest oscillations observed experimentally (see Fig.\ref{fig:6}) are from $0.3$ to $10 \, \text{kΩ}$, which is close to these limits. Peaks of comparable magnitude are seen in the calculated spectrum (Fig.\ref{fig:8}). This demonstrates that a nearly ideal coherence between the different edge states has been realized in this experiment.

We now turn to a qualitative discussion of the origin of the periodicity in the focusing spectrum. The dependence on $n$ of the phase $k_n L$ at the collector is close to linear in a broad interval. Expansion of (7.7) around $\alpha_n = 0$ gives

$$k_n L = \text{constant} - 2\pi B_{\text{focus}} / k_F L \times \text{order} \left[ N - 2n \right] / N \ .$$

Here $B_{\text{focus}} = 2h k_F / e L$ is the same as the magnetic field which follows from the classical focusing condition $2l_{\text{cycl}} = L$ discussed in Sec.\ref{sec:4}. It follows from this expansion that, if $B / B_{\text{focus}}$ is an integer, a fraction of order $(1/k_F L)^{1/3}$ of the $N$ edge states interfere constructively at the collector. Because of the $1/3$ power this is a substantial fraction, even for the large $k_F L \approx 225$ of the experiment. This is confirmed by the plot in Fig.\ref{fig:5} of the phase for each edge state (modulo $2\pi$) obtained from a numerical solution of (7.5), as a function of $n$ for the second focusing peak. We conclude that the enhanced magnitude of the high field peaks with the classical focusing periodicity is a consequence of the constructive interference of a large fraction of the coherently excited edge states. The classical focusing spectrum\footnote{To be more precise, in the limit $\lambda_F / L \rightarrow 0$, $\lambda_F / W = \text{constant}$, one obtains focusing peaks with the classical $B_{\text{focus}}$ periodicity, and with negligible fine structure. However, the shape and height of the peaks will be different from the classical result in Fig.\ref{fig:6} (top panel), if one retains the condition that the point contact width $W \lesssim \lambda_F$. For a fully classical focusing spectrum one needs also that $\lambda_F / W \rightarrow 0$.} is regained in the limit $\lambda_F / L \rightarrow 0$. Raising the temperature induces a smearing of the focusing spectrum, but the line shape does not approach the classical one.

The edge states outside the domain of linear $n$-dependence of the phase give rise to additional interference structure, which does not have a simple periodicity. From (7.7), it is clear that the oscillations are, generally, determined by the mode interference wavelengths

$$\Lambda_{n,n'} = 2\pi / (k_n - k_{n'}).$$

Two modes $n$ and $n'$ arrive in phase at the collector, and thus interfere constructively, if the distance between injector and collector $L$ is an integer multiple of their mode-interference wavelength. The wave number $k_n$ has values between $\pm k_F$. It follows from (7.7) that the largest mode interference wavelength $\Lambda_{\text{max}} \equiv 2l_{\text{cycl}}$ (corresponding to interference between mode $n = N/2$ with its nearest neighbors\footnote{Using $k_n = k_F \sin \alpha_n$ and differentiating (7.4), we find a general expression for the mode-interference wavelength for neighboring modes $\Lambda_{n,n-1} = 2 \alpha_n^2 (k_F^2 - k_n^2)^{1/2}$ which is recognized as the chord length of the skipping orbit corresponding to the edge state $n$ (see Fig.\ref{fig:10}).}). This wavelength is associated with the dominant periodic oscillations, discussed above. The shortest mode interference wavelength is $\Lambda_{\text{min}} = \pi / k_F$ (corresponding to interference between mode $n = 0$ and $n = N$). This is shorter by a factor $\pi / 2k_F l_{\text{cycl}} \approx 1 / N$, the number of edge states. This explains why the fast...
oscillations in the focusing spectrum disappear at strong fields, where only a few edge states are occupied. We remark that in the latter case the argument based on \( \lambda \) breaks down, and as witnessed by the magnitude of some of the focusing peaks in Fig. 7 (or in the experiment), occasionally all the modes interfere constructively.

Our theory accounts for the most important novel features of the experiment, which are not observed in the classical ballistic transport regime in metals. A more quantitative comparison between theory and experiment requires a detailed analysis of the potential at the point contact and at the 2DEG boundary, something which we have not attempted. Also, we surmise that an exact treatment of the focusing for infinitesimally narrow point contacts on an exact infinitely repulsive potential boundary would be possible, since the transmission probabilities can then be expressed in terms of the unperturbed wave functions of the edge states — which are known exactly (Weber functions). Undoubtedly, such a calculation would give results different in detail from the calculated spectrum in Fig. 7. It is most likely, however, that — as in the case of related phenomena mentioned below — the uncertainties in the experimental conditions\(^9\) will preclude a better agreement with an exact theory. We stress that the observed appearance of high-field oscillations with the focusing periodicity, but with much large amplitude is characteristic for the mode-interference mechanism proposed.

Coherent electron focusing is a nice demonstration of a transmission experiment in the quantum ballistic transport regime. It has also yielded information of a more specific nature:\(^8,9,10\)

1. Boundary scattering in a 2DEG is highly specular, capable of sustaining descriptions of ballistic transport in terms of skipping orbits and magnetic edge states.

2. Electron motion in the 2DEG is ballistic and coherent over distances of several microns.

3. A small quantum point contact acts as a monochromatic point source, exciting a coherent superposition of edge states.

By combining these properties in the electron focusing geometry, a quantum interference effect leading to a conductance modulation of nearly 100% is realized.

VIII. OTHER MODE-INTERFERENCE PHENOMENA

In this paper we have discussed coherent electron focusing as a manifestation of electron optics in the solid state. Such analogies provide us with valuable insight if used with caution, and they can stimulate new experiments. We mention some other interesting analogies taken from different fields. Very long wavelength radio waves (\( \lambda \) of the order of 1 km) propagate around the earth as in a waveguide, bounded by the parallel curved conducting surfaces formed by the earth and the ionosphere. The guiding action explains why Marconi in 1902 could be successful in transmitting radio signals across the Atlantic ocean.\(^39\) Mode-interference is commonly observed as fading in radio signals at sunrise or sunset. Focusing of guided sound waves occurs in the ocean as a result of a vertical refractive index profile (due to gradients in hydrostatic pressure, salinity and temperature). The mode- and ray-treatments of the resulting interference patterns in the acoustic pressure have many similarities with our theory of coherent electron focusing.\(^40,41\) The propagation of curved rays along a plane surface (as in electron focusing), is formally equivalent to that of straight rays along a curved surface. We mention in this connection the clanging of sound to a curved wall, which is the mechanism responsible for the “whispering gallery” effect in St. Paul’s cathedral, explained by Lord Rayleigh,\(^42\) and for the talking wall in the Temple of Heaven in Peking.\(^43\)

Quantum ballistic transport can be studied in many geometries, and a wealth of results has been obtained by various groups.\(^42,43,44,45,46,47\) Many aspects of the present discussion have an applicability beyond the specific context of electron focusing. For example, the description of transport in terms of excitation, detection and interference of quantum subbands or magnetic edge states as modes in a transmission problem, is equally significant for the Aharonov-Bohm effect in small 2DEG rings or for transport in multiprobe “electron waveguides”.\(^43,44,45,46,47\) These concepts have also been applied to the quantum Hall effect.\(^42,43,44,45,46,47\) Another area of research concerns the reproducible conductance fluctuations observed as a function of magnetic field or gate-voltage in small disordered electronic systems. This field has been extensively explored in the diffusive transport regime, and a standard theory of these “universal conductance fluctuations” in terms of quantum interference of the conduction electrons on random paths is available.\(^43,45,46\) The physics underlying these fluctuations changes, however, as the ballistic transport regime is approached, because of the increasing importance of boundary scattering.\(^47,48\) For channels with a width comparable to the Fermi wavelength, a description of transport in terms of subbands, or modes becomes the natural one. A theory for fluctuations in this regime is not yet available. We believe that the concept of mode interference, discussed here for the purely ballistic transport regime, may present a useful point of departure. Some recent theoretical work proceeds in this direction,\(^52,53\) while several transport measurements may already be in the relevant regime.\(^54\)
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