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Abstract

The speed of sound in two-phase pipe flow systems is often several orders of magnitude greater than the travelling speed of hydraulic information (volume fractions.) Dynamically simulating such flows requires resolution of acoustic and hydraulic waves existing at vastly different spatial and temporal scales. If simulated on the same numerical grid, the need for accuracy in hydraulic waves will necessitate an exaggerated resolution of acoustic waves. Likewise, time steps restricted by the speed of sound are small compared to the time scales active in hydraulic waves. This constitutes a waste of computational potential. The method proposed herein decouples the hydraulic and acoustic scales, greatly improving computational efficiency.

The proposed dual grid method solves a four-equation compressible two-fluid model on a principal grid which robustly accounts for the pressure evolution and conserves mass and momentum. An incompressible two-equation model is at the same time solved on a finer grid, resolving the details of the hydraulic evolution. Information from both model formulations is coupled through the terms of the governing transport equations, providing consistency between the grids. Accurate and finely resolved schemes can then be employed for the incompressible two-fluid model without suffering from the time and stability restrictions otherwise enforced by acoustic waves. At the same time, the Hybrid Central-Upwind flux splitting scheme of Evje and Flåtten (2005a) allows for an explicit and numerically robust treatment of the acoustic waves without losing hydraulic accuracy.

The dual grid method is tested against four dissimilar problems: A shock tube problem, the water faucet problem, a surge wave and pressure wave problem and a roll-wave case. In all problems, the proposed scheme provided significant increases in computational efficiency and accuracy as compared with a single grid arrangement.

Keywords: dual grid method, hybrid central-upwind scheme, two-phase flow, pipe flow, two-fluid model, Roe scheme

*Corresponding author
Email address: andreas.h.akselsen@ntnu.no (A.H. Akselsen)
1. Introduction

Dynamic flow simulators have been a vital tools in industries like the nuclear industry (Ransom et al., 2001; Barre and Bernard, 1990) and the petroleum industry (Bendiksen et al., 1991; Larsen et al., 1997). Predictions of the flow topology, fluid transport and pressure loss, as well as the simulation of potentially damaging or dangerous scenarios, are among the key features of these simulation tools. Many, if not most, such simulators are based on the so-called two-fluid model, which is derived by averaging the fundamental conservation equations over district flow fields – for example a gas and a liquid field. The mechanism for hydrodynamic growth of long-wavelength instabilities is known to be an inherent feature of the two-fluid model (Barnea and Taitel, 1993). Capturing this mechanism has in recent years become a popular method for predicting the flow field topology and flow regime transitions in dynamic simulators (Issa and Kempf, 2003). This methodology has even found its way into commercial software for large scale pipeline systems (Kjolaas et al., 2013; Ransom et al., 2001).

The characteristic speeds active in gas-liquid flows can differ by several orders of magnitude. Sonic waves are artefacts of fluid compressibility and propagate much quicker than hydraulic waves pertaining to changes in the volume fraction. Hydraulic waves are responsible for the hydrodynamic growth of long-amplitude surface waves, often of primary interest. Acoustic or ‘sonic’ wave (waves in pressure) work on a time scale too small to affect long-amplitude waves significantly, giving the pressure an idle role regarding surface waves. All the same, sonic waves must be computed carefully if the simulation procedure is to remain numerically stable, placing a strict time step restriction on explicit solvers.

A simple way to allow a numerical scheme to operate at the slow time scales suited for hydraulic waves is to ignore compressibility altogether. The four-equation two-fluid model can then be reduced to a two-equation form as two pressure waves are removed from the system. Worth mentioning in regard to this incompressible two-equation model is Keyfitz (2003), who analysed it mathematically. Wangensteen (2010) proposed a flux splitting technique for intermittent single phase – two phase flows (slug flow) built on the two-equation model. He also constructed a Roe scheme based on Keyfitz’ formulation. The incompressible two-fluid model has further been used by Holmås (2010) to effectively simulate high-pressure flow in the roll-wave regime. These simulations compared favourably to the experimental campaign of Johnson (2005). Holmås’ formulation of the incompressible model was based on the formulation used by Watson (1989), which is somewhat cleaner than the one investigated by Keyfitz. The present author used that model formulation to construct a Roe scheme and schemes based on the principle of characteristics (Akselsen, 2017), proving very efficient.

The present work revisits the dual grid methodology for resolving hydraulic and acoustic waves on separate grids. The concept was investigated in (Akselsen and Nydal, 2015) using a primitive decoupling that discriminated between gas and liquid phases. The gas phase was associated with acoustic waves and designated to a coarse grid, while the liquid phase was resolved in greater detail. Although the method indicated the potential of the dual grid strategy, it suffered from grid dependent disturbances generated as large scale hydraulic information was projected down onto the smaller scales.

The presently presented method distinguishes between scale based on the compressibility itself, projecting only information pertaining to compressibility down onto the smaller scales.
A two-way coupling between the two computational grids is achieved using the flux splitting approach due to Evje and Flåtten (2005a), which also ensures a robust yet explicit treatment of the pressure. At the same time, the presented dual grid scheme exploits the benefits of the incompressible two-fluid model, in particular its neatness and simple eigenstructure. The resulting method is one which successfully neutralizes the difference in sonic and hydraulic travelling speeds. It allows for simple, explicit and affordable simulation in a variety of cases which on a single grid arrangement would require a semi-implicit formulation or significant computer power.

This article is structured as follows: The four-equation two-fluid model for stratified pipe flow is briefly presented in Section 2. Section 3 provides the building blocks of the dual grid scheme. This includes a summary of the Hybrid Central-Upwind (HCU) flux splitting scheme (Subsection 3.1,) the incompressible two-fluid model with a Roe scheme discretization (Subsection 3.3,) and the means by which these are coupled (Subsections 3.4.1 and 3.4.2.) Linear stability expressions are presented in Subsection 4.1, while Subsection 4.2 illustrates how the two-grid arrangement maintains the properties of the HCU scheme presented in (Evje and Flåtten, 2005a). Numerical tests presented in Section 5 are given in two parts. Two basic benchmark tests from original HCU publication (shock tube and water faucet) are repeated with extra subgrid resolution in Subsection 5.1. Two larger problems, more closely related to engineering, are studied in Subsection 5.2. Acoustic-hydraulic wave interactions, computational efficiency and flow regime prediction are considered in these problems. A summary is given in Section 6.

2. The two-fluid model for stratified pipe flows

The compressible, equal pressure four-equation two-fluid model for stratified pipe flow results from an averaging of the conservation equations within a flow field over the pipe cross-section. It is commonly written

\[
\begin{align*}
\partial_t m_k + \partial_x i_k &= 0, \\
\partial_t i_k + \partial_x (u_k i_k) + a_k \partial_x p + g_y m_k \partial_x h &= s_k, \\
a_\ell + a_g &= A, \\
\rho_k &= \rho_k(p).
\end{align*}
\]

Mass \( m_k = \rho_k a_k \) and momentum \( i_k = \rho_k a_k u_k \) per unit length are conserved properties. Field \( k \), occupied by either gas, \( k = g \), or liquid, \( k = \ell \), is segregated from the other field. \( p \) is here the pressure at the interface, assumed the same for each phase as surface tension is neglected. \( h \) is the height of the interface from the pipe floor, and the term in which it appears originates from approximating a hydrostatic wall-normal pressure distribution. \( u_k \) and \( \rho_k \) are the mean fluid velocity and density, respectively, in field \( k \). The momentum sources are \( s_k = -\tau_k \sigma_k \pm \tau_\ell \sigma_\ell - m_k g_x \), where \( \tau_k \) and \( \sigma_k \) is the skin friction and perimeter of the pipe wall in field \( k \), respectively. \( \tau_\ell \) and \( \sigma_\ell \) refer to the interphase; see Fig. 2.1. \( g_x = g \sin \theta \) and \( g_y = g \cos \theta \) are the horizontal and vertical components of the gravitational acceleration, respectively. \( \theta \) is here the pipe inclination, positive above datum.

The circular pipe geometry governs the relationship between the level height \( h \), the field areas \( a_k \) and the perimeter lengths \( \sigma_k \) and \( \sigma_\ell \). These are algebraically interchangeable through a...
geometric function

\[ h = H(a_\ell) \]  \hspace{1cm} (2.2)

whose derivative is \( H' = 1/\sigma_i \). See e.g. (Akselsen, 2017) for expressions of the geometric relationships. \( A \) is the total cross-section area.

Linear equations of state

\[ \rho_k(p) = \rho_{k,0} + \frac{\partial \rho_k}{\partial p} \bigg|_0 (p - p_0) \]  \hspace{1cm} (2.3)

are used in this work. Excluding energy equations and any temperature dependency in the equations of state makes this flow model isentropic.

Finally, a pressure evolution equation may be obtained from the model (2.1) by summing both mass equations and applying the chain rule to the time differential. Using (2.1c) and (2.1d), we obtain

\[ \partial_t p + (\rho_g \partial_x i_\ell + \rho_\ell \partial_x i_g) \kappa = 0, \]  \hspace{1cm} (2.4)

where

\[ \kappa = \frac{1}{\rho_g a_\ell \frac{\partial \rho_g}{\partial p} + \rho_\ell a_g \frac{\partial \rho_\ell}{\partial p}}. \]  \hspace{1cm} (2.5)

The mixture speed of sound may be approximated by \( \sqrt{(\rho_g a_\ell + \rho_\ell a_g) \kappa} \) (Evje and Flåtten, 2003).

3. The dual grid scheme

The dual grid scheme solves the same set of transport equations on two separate grids, the purpose of which is to allow acoustic waves (waves in pressure) and hydraulic waves (waves in volume fraction) to be treated numerically at differing length scales. The grid on which the compressible two-fluid model is solved will be termed the principal grid. Alongside this, an incompressible two-fluid model is solved on a finer grid which we shall term the subgrid. The purpose of the subgrid computations is to capture the hydraulic surface flow details. The purpose of the principal grid computations is to account for compressibility, pressure waves and to maintain numerical conservation. Information contained in the two grids needs to be coupled for the evolution of the principal and subgrid models to remain consistent.

Fig. 3.1 shows a schematic of the two grids in the dual grid scheme. Upper-case symbols will in the following be reserved for discrete variables associated with the principal grid, lower-case
symbols indicating subgrid variables. Likewise, upper-case indexation \( J \) generally refer to cells of the principal grid, while lower-case indices \( j \) pertain to the subgrid cells. Double indexation \( \phi_{J,j} \) will be used whenever we wish to specify the position of a subgrid cell in relation to the principal grid, but not consistently. The subgrid domain is divided with an integral number of subgrid cells \( N_j \) per principal grid cell. For simplicity, we make both grids uniform with \( N_j \) constant. The total number of principal grid cells is denoted \( N_J \), and the total number of subgrid cells is then \( N_J \times N_j \).

In the following, the numerical schemes of the principal grid and the subgrid are presented, followed by a description of the method employed to couple information from the two.

### 3.1. Principal Grid – The Hybrid Central-Upwind Scheme

A finite volume differentiation of (2.1) is written in terms of conserved variables

\[
\begin{align*}
\frac{M_{k,J}^{n+1} - M_{k,J}^n}{\Delta t} + & \frac{I_{k,J+\frac{1}{2}}^n - I_{k,J-\frac{1}{2}}^n}{\Delta X} = 0, \\
\frac{I_{k,J}^{n+1} - I_{k,J}^n}{\Delta t} + & \frac{(UI)_{k,J+\frac{1}{2}}^n - (UI)_{k,J-\frac{1}{2}}^n}{\Delta X} \\
& + A_{k,J} \frac{P_{J+\frac{1}{2}}^{n+1} - P_{J-\frac{1}{2}}^{n+1}}{\Delta X} \\
& + g_y M_{k,J} \frac{H_{J+\frac{1}{2}}^{n} - H_{J-\frac{1}{2}}^{n}}{\Delta X} = S_{k,J}^n.
\end{align*}
\]

The Hybrid Central-Upwind (HCU) scheme is used for the terms in (3.1), now briefly presented. See (Evje and Flåtten, 2005a) for more details.

#### Pressure Differentiation

Acoustic terms are treated with Lax-Friedrich discretization, which is centred and numerically viscous. Thus formulating the pressure evolution equation (2.4) in a control volume placed
over the cell face $J + \frac{1}{2}$ yields

$$P_{J+\frac{1}{2}}^{n+1} = \frac{1}{2} \left( P_{J+\frac{1}{2}}^n + P_J^n \right) - \frac{\Delta t}{\Delta x} \kappa_{J+\frac{1}{2}}^n \times \left[ \rho_{g,J+\frac{1}{2}}^n (P_{J+\frac{1}{2}}^n - I_{g,J}^n) + \rho_{e,J+\frac{1}{2}}^n (P_{e,J+\frac{1}{2}}^n - I_{e,J}^n) \right].$$

(3.2)

**Flux Splitting**

Flux splitting in the HCU scheme is based on the way in which the phase fraction is a function of the local pressure $p$ and linear mass densities $m_k$. Precisely, differentiating $m_k = a_k \rho_k$ gives

$$dm_k = a_k \frac{\partial \rho_k}{\partial p} dp + \rho_k da_k.$$  

(3.3)

Inspired by (3.3), convective fluxes $I_k = \rho_k A_k U_k$ are split into a sonic flux $F_P$, related to pressure changes, and a hydraulic flux $F_{A_e}$, related to changes in volume fraction, as follows:

$$I_t = A_t \frac{\partial \rho_t}{\partial p} F_P + \rho_t F_{A_t},$$

$$(3.4a)$$

$$I_g = A_g \frac{\partial \rho_g}{\partial p} F_P - \rho_g F_{A_g}.$$  

(3.4b)

We wish to differentiate the convective fluxes $I_k$ in such a way that $F_P$ receives sufficient numerical diffusion for robustness while retaining a high accuracy in $F_{A_e}$. Rearranging (3.4) in terms of $F_P$ and $F_{A_e}$, we write

$$F_P = \left( \rho_g I_t^C + \rho_t I_g^C \right) \kappa,$$

(3.5a)

$$F_{A_t} = \left( \frac{\partial \rho_t}{\partial p} A_t I_t^U + \frac{\partial \rho_t}{\partial p} A_t I_t^U \right) \kappa.$$  

(3.5b)

The ‘C’ appended to the phase fluxes in (3.5a) indicates that these are to be computed in a centred manner, with numerical viscosity sufficient to ensure stability in the sonic features of the mass transport. Likewise, the ‘U’ added to the phase fluxes in (3.5b) indicates that an upwind discretization is to be applied, providing higher accuracy in the flux component attributed to slower hydraulic waves. Later, we will see how this flux splitting can be utilized further in the dual grid scheme by associating the sonic fluxes with a spatial scale which is long in comparison to the spatial scale of the hydraulic fluxes.

Inserting (3.5) back into (3.4) now yields

$$I_t = \left( \rho_g A_t \frac{\partial \rho_t}{\partial p} I_t^C + \rho_t A_g \frac{\partial \rho_k}{\partial p} I_t^U + \rho_t A_t \frac{\partial \rho_t}{\partial p} (I_t^C - I_t^U) \right) \kappa,$$

(3.6a)

$$I_g = \left( \rho_e A_t \frac{\partial \rho_k}{\partial p} I_g^C + \rho_g A_e \frac{\partial \rho_k}{\partial p} I_g^U + \rho_g A_g \frac{\partial \rho_k}{\partial p} (I_g^C - I_g^U) \right) \kappa.$$  

(3.6b)

Cell face subscripts $J + \frac{1}{2}$ are here implied as (3.6) is formulated at the cell faces of the principal grid. Note that (3.6) is consistent, i.e., it reduces to simple equalities as $I_t^C, I_k^U \rightarrow I_k$.  

Central difference convective fluxes $I_k^C$ have been related to the pressure evolution and should
therefore be differentiated in a consistent way. The pressure evolution equation (3.2) is expressed with Lax-Friedrich differentiation in a control volume covering the cell face \( J + \frac{1}{2} \). Convective fluxes of the pressure control volume are thus located at cell centres. Expressing cell face fluxes \( I_{k,J+\frac{1}{2}}^C \) as the arithmetic mean of these, the modified Lax-Friedrich fluxes

\[
I_{k,J+\frac{1}{2}}^C = \frac{1}{2} (I_{k,J+1} + I_{k,J}) - \frac{1}{4} \frac{\Delta x}{\Delta t} (M_{k,J+1} - M_{k,J}) \tag{3.7}
\]

are obtained. Upwind fluxes were in (Evje and Flåtten, 2005a) chosen

\[
I_{k,J+\frac{1}{2}}^U = \begin{cases} 
M_{k,J} U_{k,J+\frac{1}{2}} & \text{if } U_{k,J+\frac{1}{2}} > 0, \\
M_{k,J+1} U_{k,J+\frac{1}{2}} & \text{otherwise}
\end{cases} \tag{3.8}
\]

with \( U_{k,J+\frac{1}{2}} = \frac{1}{2} (U_{k,J+1} + U_{k,J}) \). Momentum convection is in the HCU scheme the natural extension of (3.8), namely

\[
(U_{k,J+\frac{1}{2}})_{k,J+\frac{1}{2}} = \begin{cases} 
I_{k,J} U_{k,J+\frac{1}{2}} & \text{if } U_{k,J+\frac{1}{2}} > 0, \\
I_{k,J+1} U_{k,J+\frac{1}{2}} & \text{otherwise}
\end{cases} \tag{3.9}
\]

3.2. The Incompressible Two-Fluid Model

We will use an incompressible two-equation formulation of the two-fluid model (2.1) as the hydraulic model for the subgrid. The incompressibility of this model eliminates acoustic waves so that fine subgrids can be used without needing reduced time steps.

Reducing the momentum equations of (2.1) with their respective mass equations and eliminating the pressure term between them results in

\[
\partial_t \mathbf{v} + \partial_x \mathbf{f} = \mathbf{s} + \mathbf{e}, \tag{3.10}
\]

with variables, fluxes and sources

\[
\mathbf{v} = \left( \frac{a_\ell}{\rho u_{\ell,\ell}} \right), \quad \mathbf{f} = \left( \frac{1}{2} \rho u_{\ell,\ell} + g_y [\rho]_{\ell,\ell} h \right),
\]

\[
\mathbf{s} = -g_x [\rho]_{\ell,\ell} - \left( \frac{\tau_x}{a_\ell} \right)_{\ell,\ell} + \tau_\ell \sigma \left( \frac{1}{a_\ell} + \frac{1}{a_g} \right).
\]

The compressibility terms read

\[
\mathbf{e} = \left( \frac{a_\ell}{\rho_{\ell,\ell}} (\partial_{\ell,\ell} + u_{\ell,\ell} \partial_x) \rho_{\ell,\ell} \right) + \left( u_{\ell,\ell}^2 / 2 + g_y [\rho]_{\ell,\ell} h \right) \partial_x [\rho]_{\ell,\ell}.
\]

The short-hand

\[
[.]_{\ell,\ell}^{\ell} = (\cdot)_{\ell} - (\cdot)_{\ell,\ell}
\]
has here been introduced. Assuming incompressible phases results in \( e \equiv 0 \) and the identities

\[
a_\ell + a_g = A(x), \quad a_\ell u_\ell + a_g u_g = Q(t)
\]

(3.12)

then close the subgrid model. The latter identity in (3.12) has been obtained from summing the gas and liquid mass equations and applying the former identity. Both \( A \) and \( Q \) are parametric.

### 3.3. Subgrid – A Roe Scheme

The Roe scheme presented in (Akselsen, 2017) will be applied to the incompressible model (3.10) in the subgrid. In contrast to the compressible two-fluid model (2.1), the incompressible model (3.10) has an explicit and simple eigenstructure. The model also has a conservative form so that the linearized Riemann solver does not have to address the issue of choosing a state integration path, which would be necessary with a Riemann solver for the compressible model (Toumi and Kumbaro, 1996).

Quickly summarized, the explicit Roe scheme for (3.10) computes

\[
v^n_{j+1} = v^n_j - \frac{\Delta t}{\Delta x} \left( f^n_{j+\frac{1}{2}} - f^n_{j-\frac{1}{2}} \right) + \Delta t s^n_j
\]

(3.13)

with the fluxes

\[
f_{j+\frac{1}{2}} = \frac{1}{2} (f_{j+1} + f_j) - \frac{1}{2} \hat{A}_{j+\frac{1}{2}} (v_{j+1} - v_j).
\]

(3.14)

\( \hat{A}_{j+\frac{1}{2}} \) is here the Roe average matrix of the Jacobian \( \frac{\partial f}{\partial v} \) at the cell face and

\[
| \hat{A} | = \left( \frac{|\lambda^+| + |\lambda^-|}{(|\lambda^+| - |\lambda^-|) x} \left( \frac{|\lambda^+| - |\lambda^-|}{|\lambda^+| + |\lambda^-|} \right) \right).
\]

(3.15)

Eigenvalues of (3.10) are

\[
\lambda^\pm = \frac{\frac{\partial u_g}{\partial x} a_\ell + \frac{\partial u_\ell}{\partial x} a_g}{\frac{\rho_\ell}{\rho_\ell} + \frac{\rho_g}{\rho_g}} \pm x,
\]

(3.16)

with

\[
x = \sqrt{g_y \left| \frac{\partial}{\partial x} \left( \frac{\rho_\ell}{\rho_\ell} a_\ell + \frac{\rho_g}{\rho_g} a_g \right) - \frac{\partial u_g}{\partial x} a_g (u_g - u_\ell)^2 \right|}.
\]

(3.17)

(3.15) is computed with the following averages:

\[
a_{k,j+\frac{1}{2}} = \frac{1}{2} (a_{k,j+1} + a_{k,j}),
\]

(3.18a)

\[
u_{k,j+\frac{1}{2}} = \frac{1}{2} (u_{k,j+1} + u_{k,j}),
\]

(3.18b)

\[
H'_{j+\frac{1}{2}} = \begin{cases} 
\frac{h_{j+1} - h_j}{a_{\ell,j+1} - a_{\ell,j}} & \text{if } a_{\ell,j+1} \neq a_{\ell,j}, \\
H' & \text{otherwise}.
\end{cases}
\]

(3.18c)

Particularly, this Roe scheme reduces to the very simple upwind scheme

\[
f_{j+\frac{1}{2}} = \begin{cases} 
f_j & \text{if } \lambda^+, \lambda^- > 0, \\
f_{j+1} & \text{if } \lambda^+, \lambda^- < 0.
\end{cases}
\]

(3.19)
if both characteristic velocities are of the same sign. See (Akselsen, 2017) for more details on
this Roe scheme.

The time step restriction of this scheme is determined by the spectral radius:

\[ \Delta t \leq \text{CFL} \frac{\Delta x}{\max |\lambda_+^f|}. \] (3.20)

Simpler schemes, such as a first order upwind discretization

\[
f_{1,j+\frac{1}{2}} = a_{\ell,j} \max(u_{\ell,j},0) + a_{\ell,j+1} \min(u_{\ell,j+1},0),
\]

\[
f_{2,j+\frac{1}{2}} = [a_j u_j \max(u_j,0) + a_{j+1} u_{j+1} \min(u_{j+1},0)]^f_{\ell} + g_y [\rho_j^f \frac{1}{2} (h_{j+1} + h_j)],
\] (3.21)

have also been found to work well in the subgrid. These results are however omitted for the sake
of briefness.

3.4. Coupling the grids

The compressibility error (3.11) of the subgrid model (3.10), along with its primitive variable
form, means that average properties of the principal grid and the subgrid may diverge with time
if not appropriately coupled. Directly adjusting state variables in the subgrid violates the infor-
mation flow of the system and usually results in numerical errors transcending from the principal
grid down onto the subgrid (Akselsen and Nydal, 2015). Rather than trying to force exact consist-
ency between the grids, we settle for term-by-term couplings in the scheme equation systems
which ensures either consistency or close proximity. The term-by-term couplings mean that the
subgrid methodology can be regarded by way of a scheme extension, which does not necessitate
significant alterations to a single grid implementation.

Good proximity is achieved through the following measures:

1. The model (2.1) is restricted to compressibility in the gas phase only.
2. Upwind mass fluxes \( I^U_k \) of the principal grid is made to correspond precisely to the vol-
umetric flux \( f_1 = a_\ell u_\ell \) of the subgrid where the cell faces of the two grids overlap.
3. Subgrid information is applied to the hydraulic terms of the compressible model.

By Measure 1 the phase fraction error in (3.11) vanishes. It further reduces the HCU liquid convection (3.6a) to \( I_{\ell,j+\frac{1}{2}} = I^U_{\ell,j+\frac{1}{2}} \). Measure 2 will in turn ensure that that the volumetric flow entering and leaving a cell of the principal grid exactly equals the net flux through the overlapping subgrid cells. Analogous to the divergence theorem, we then achieve \( A^\theta_{\ell,j} = \frac{1}{N_j} \sum_{j=1}^{N_j} a^\theta_{\ell,j} \); that the mean volume fractions remains equal in both grids within the domain of a principal grid cell.

Momentum consistency between grids is not directly imposed though close proximity of the
momentum in the two grids is maintained due to the 2nd and 3rd measure. These will be de-
scribed in more detail in Subsection 3.4.2.

Measure 1 – modelling the liquid phase as being incompressible – can be a restrictive as-
sumption. Volume fraction inconsistencies are however believed to be small in most cases if the
liquid compressibility is weak.
3.4.1. Coupling the Principal Model to the Subgrid Model

After solving the subgrid equations (3.13) for \( v = (a, [\rho u]_{\ell})^T \), new primitive variables are recovered through (3.12) yielding

\[
a_{\ell} = v_1, \\
a_{g} = A - a_{\ell}, \\
u_{\ell} = \frac{\rho_{g} Q_{\ell} + a_{g} v_2}{a_{g} \rho_{\ell} + a_{g} \rho_{g}}, \\
u_{g} = \frac{\rho_{\ell} Q_{\ell} - a_{\ell} v_2}{a_{g} \rho_{\ell} + a_{g} \rho_{g}}.
\] (3.22)

Densities and the mixture flow rate, which are spatially uniform in an incompressible flow situation, are interpolated from the principal grid variables; if \( \tilde{\rho}_n(k(x)) \) are interpolations of \( \{\rho_n(k,J)\} \), then

\[
\rho_{n,k,j} = \tilde{\rho}_n(k(x_j)), \\
Q_n^j = \tilde{Q}^n(x_j).
\] (3.23)

We thus solve the ‘locally incompressible’ subgrid model (3.13), but impose a compressible evolution indirectly by using densities and a mixture flow rate that in (3.22) varies spatially. Quadratic interpolation is applied to the tests presented herein.

Generally, interpolation onto a differential mode ‘from above’ causes numerical problems around discontinuities. Here, however, we interpolate on variables which are constant in the subgrid model, and which are computed on a coarser and more diffusive grid. Therefore, unless a discontinuity is imposed as an initial condition, we expect compressibility variables to appear smoothly distributed viewed from the subgrid, and thus liable to interpolation.

3.4.2. Coupling the Subgrid Model to the Principal Model

We now seek to obtain a two-way coupled grid arrangement, proposing term-by-term couplings to the compressible model (3.1).

The subgrid liquid flow rates \( f_1 = a_{\ell} u_{\ell} \) from (3.14) can be used for computing upwind mass convection \( I_n^U \) in (3.6). Instead of (3.8), the fluxes

\[
I_{n, J + \frac{1}{2}}^U = \rho_{e,J} \max(f_{1, J + \frac{1}{2}}, 0) \\
+ \rho_{e,J+1} \min(f_{1, J + \frac{1}{2}}, 0),
\] (3.24a)

\[
I_{g, J + \frac{1}{2}}^U = \rho_{g,J} \max(Q_{J} - f_{1, J + \frac{1}{2}}, 0) \\
+ \rho_{g,J+1} \min(Q_{J+1} - f_{1, J + \frac{1}{2}}, 0)
\] (3.24b)

are proposed. Here, \( f_{1, J + \frac{1}{2}} \) is the volume flux at the subgrid cell face overlapping the right cell face of principal grid cell \( J \), i.e., \( f_{1, J + \frac{1}{2}} = f_{1, J + \frac{1}{2}} = f_{1, J + 1, \frac{1}{2}} \) according to the index notation of Fig. 3.1. The flux splitting of the HCU scheme is perfect for this purpose as the hydraulic component of the mass fluxes are now compounded from the appropriate scales, using a reliable Roe upwind scheme based on volume fraction characteristics. The sonic component of the mass fluxes is in turn confined to a longer spatial scale and is supplied with sufficient stabilization. As noted earlier, expression (3.24a) provides perfect volume fraction consistency between the principal grid and the subgrid if \( \rho_{\ell} \) is constant.
Analogous to the HCU scheme, a natural extension of (3.24),

\begin{align}
(UT)_{\ell,J+\frac{1}{2}} &= \rho_{\ell,J} u_{\ell,J,Nj} \max(f_{1,J+\frac{1}{2}},0) \\
&\quad + \rho_{\ell,J+1} u_{\ell,J+1,1} \min(f_{1,J+\frac{1}{2}},0), \\
(UT)_{g,J+\frac{1}{2}} &= \rho_{g,J} u_{g,J,Nj} \max(Q_{J} - f_{1,J+\frac{1}{2}},0) \\
&\quad + \rho_{g,J+1} u_{g,J+1,1} \min(Q_{J+1} - f_{1,J+\frac{1}{2}},0),
\end{align}

is used for the momentum convection terms in place of (3.9).

Also the non-conservative terms and the source terms of the compressible model (3.1) can be computed with subgrid information. Taking the average of the skin frictions already computed in the subgrid,

\begin{equation}
S_{n}^{\kappa} = \frac{1}{N_j} \sum_{j=1}^{N_j} \left( -\tau_{n,j} \sigma_{n,j}^{\kappa} \pm \tau_{n,j} \sigma_{n,j}^{\kappa} - m_{n,j}^{\kappa} g_{x,j} \right),
\end{equation}

is suggested. Finally, non-conservative level height terms may be computed

\begin{equation}
(g_{y,M_{k}\partial_{x}H})_{J} = \frac{1}{N_j} \sum_{j=1}^{N_j} g_{y,j}(\rho a)_{k,j} \frac{h_{j+1} - h_{j-1}}{2\Delta x}.
\end{equation}

Potentially, also the pressure term in (3.1) can be improved by back-computing an incompressible subgrid pressure gradient \((\partial_{x}p)_{j}\) and then adding the averaging difference \(\langle a_{k}\partial_{x}p \rangle - \langle a_{l}\rangle \langle \partial_{x}p \rangle\) as a correction for the non-conservative state integration path. Such corrections does not appear to affect the outcome of the presented numerical tests notably and so the original HCU pressure term has here been kept unaltered.

Fig. 3.2 shows an illustration of the dual grid scheme simulation procedure with the couplings presented in this section.

4. Properties of the dual grid scheme

Some features of the dual-grid HCU/Roe scheme are highlighted in this section. First, in Subsection 4.1, the linear VKH stability expressions for the differential two-fluid model are presented along with the analogous expressions for the von Neumann stability of the Roe scheme. It is proven that the proposed Roe scheme will predict the onset of VKH instability exactly if allowed a subgrid CFL number equalling one. This property is independent of both the grid resolution and the perturbation wavenumber.

In Subsection 4.2 we argue that the dual-grid HCU/Roe scheme maintains the stable properties of the single grid HCU scheme across contact discontinuities.

Details in this section are not essential for the evaluation that follows.

4.1. Kelvin-Helmholtz and von Neumann stability

The so-called ‘viscous Kelvin-Helmholtz’ (VKH) stability analysis is well known in literature (e.g., Barnea and Taitel (1993); Lin and Hanratty (1986),) and can be related to discrete
representations of the same model with similar stability expressions (Stewart, 1979; Fullmer et al., 2014). Derivation and validation of these analyses in the form presented here can be found in, e.g., (Akselsen, 2016).

The dispersion equation for the incompressible two-fluid model (3.10) reads

$$\left[ \left( \frac{\rho_{\ell}}{a_\ell} + \frac{\rho_g}{a_g} \right) (\lambda_+ - c)(\lambda_- - c) \right] \delta_x = \left[ -\frac{\partial s}{\partial a_\ell} - \frac{u_\ell - c}{a_\ell} \frac{\partial s}{\partial u_\ell} + \frac{u_g - c}{a_g} \frac{\partial s}{\partial u_g} \right] = 0$$

(4.1)

where $c$ is the (complex) phase velocity of the perturbation wave. Spatial differentiation manifests as $\delta_x = ik$ in a differential model and as $\delta_x = (1 - \exp(-ik\Delta x)) / \Delta x$ in a discrete model representation using the Roe scheme, assuming vigorous flow towards the right.\(^1\) $k$ is here the perturbation wavenumber. The dispersion equation (4.1) is an easily solvable second order equation for $c$. $c$ is the actual complex perturbation wave velocity in the case of the differential model, i.e.,

model (3.10): $a(x, t) \sim e^{ik(x-ct)}$.

---

\(^1\)Both characteristics will be of the same sign close to and beyond the stability limit. The Roe scheme is then described by (3.19). A general expression is presented in Akselsen (2016).
A positive imaginary value of $c$ corresponds to wave growth in the differential model and hence VKH instability. The actual complex wave velocity in a discrete representation, $c_d$,

$$a^n_{l,j} \sim e^{ik(x_j - c_dt_n)},$$

will depend on the time integration. In the case of simple Euler and Crank-Nicolson time integration schemes we may write

$$c_d = \frac{i}{k\delta x} \ln \left( \frac{1 - (1 - r)c\Delta t\delta x}{1 + r(c\Delta t\delta x)} \right),$$

(4.2)

with $r = 0$ for forwards Euler, $r = 1$ for backwards Euler and $r = 1/2$ for Crank-Nicolson time integration.

From this we can demonstrate, possibly for the first time, the fact that the Roe scheme (and indeed the simple upwind $f_{j+\frac{1}{2}} = f_j$) will predict the onset of VKH instability exactly if the CFL number equals 1.0. The proof goes as follows:

First, the VKH condition for wave growth in the differential model can be written

$$(\lambda_+ - c)(\lambda_- - c) < 0,$$

with equality indicating a neutrally stable state. This holds for all wavenumbers and can be inferred form (4.1) by imposing that $c$ is real. Still assuming flow towards the right, this condition entails that $\lambda_+ = c$ at the state of neutral VKH stability. A CFL number equalling one locally thus implies

$$\frac{\Delta x}{\Delta t} = \max |\lambda_\pm| = \lambda_+ = c.$$

Thus inserting $\Delta x = c\Delta t$ into the explicit forward Euler time integration ($r = 0$ in (4.2)) we recover $c = c_d$.

Consider next the the differential model. A root $c$ of the dispersion equation (4.1) is real at neutral stability. $c$ is then a root of each of the square bracket terms individually because $\delta x = ik$ is purely imaginary in the differential model. The same real $c$ is also a root of the discrete dispersion equation, even though $\delta x$ is now some complex value. As just shown, this real $c$ equals $c_d$ at CFL = 1.0 and therefore the perturbation is neutrally stable also in the discrete representation.

In other words, the explicit Roe scheme detects the onset of VKH instability exactly if allowed a CFL number equalling one, regardless of the wavenumber and grid resolution. The neutrally stable perturbation has then also got the correct phase velocity. This result is analogous to the well-known fact that the exact solution of the linear advection equation is obtained with an upwind scheme and CFL = 1.0.

At states close to the neutrally stable one, such as the state shown later in Fig. 5.7, the accuracy will be good with CFL = 1.0, but not exact nor wavenumber independent.

4.2. The contact discontinuity

The HCU scheme (Evje and Flåtten, 2005a) was designed to resist numerical errors across contact discontinuities. This property is maintained in the dual-grid scheme, as argued below.
Consider the following contact discontinuity, analogous to (32) in (Evje and Flåtten, 2005a):

\[
\begin{cases}
  u_{\ell,L} = u_{g,L} = u_{\ell,R} = u_{g,R} = u \\
  a_{\ell,L} \neq a_{\ell,R} \\
  p_L = p_R \\
  g \to 0 \\
  s \equiv 0
\end{cases}
\] (4.3)

The two-fluid model (2.1) reduces to

\[
\partial_t a_{\ell} + \partial_x u a_{\ell} = 0
\] (4.4)

under these conditions, and the problem solution is simply a uniform advection of the initial state, i.e., \( a_{\ell}(x,t) = a_{\ell}(x - u t, 0) \).

Consider next the Roe scheme (3.13) with the two-way coupling of Subsection 3.4. Note first that \( \varepsilon \) and the eigenvalues \( \lambda^\pm \) in the Roe scheme (3.14) will in the contact discontinuity (4.3) reduce to \( \varepsilon \to 0 \) and \( \lambda^+, \lambda^- \to u \), and so the Roe matrix (3.15) reduces to \( \frac{1}{2} |\hat{A}|_{j+\frac{1}{2}} \to |u| I \).

The Roe scheme fluxes (3.14) then reduce to

\[
f_{j+\frac{1}{2}} \to \left( \frac{1}{2} (a_{\ell,R} + a_{\ell,L}) u - \frac{1}{2} (a_{\ell,R} - a_{\ell,L}) |u| \right).
\]

Also the simple upwind scheme (3.21) will reduce to this same expression.

The mixture flow rate \( Q_{J} = \rho_{\ell,J} a_{\ell,J} + \rho_{g,J} a_{g,J} \) reduces to the constant \( A u \) in the contact (4.3), and the sub-to-principal grid couplings (3.24) and (3.25) then reduce to

\[
I_{k,J+\frac{1}{2}}^U \to \begin{cases} 
\rho_k a_{k,L} u & \text{if } u \geq 0, \\
\rho_k a_{k,R} u & \text{if } u < 0,
\end{cases}
\]

and

\[
(U I)_{k,J+\frac{1}{2}} \to u I_{k,J+\frac{1}{2}}^U.
\]

These are the simple upwind fluxes for the linear advection problem (4.4) and so upwind fluxes \( I_{k}^U \) are consistent with the contact discontinuity solution.

Note further that all other variables in (3.6) pertain to the principal grid, computed as in the original HCU scheme. The other subgrid couplings, (3.26), (3.27) (and (5.1) presented later), reduce to zero in the contact (4.3). The remarks, propositions and proofs presented in (Evje and Flåtten, 2005a) therefore also hold for the dual grid scheme, meaning that the central mass fluxes \( I_{k}^U \) are ‘pressure preserving’ and that flows which are initially uniform in pressure and velocity will remain so in time. Numerical pressure disturbances are thus avoided across the contact discontinuity.

As a verification, Fig. 4.1 shows a contact discontinuity and a plot monitoring the pressure and phase velocities; the otherwise uniform state is undisturbed by the passing contact.
5. Numerical tests

5.1. Benchmark tests (dispersive flow)

We will begin with two basic benchmark test cases found in (Evje and Flåtten, 2005a, 2003). Both the one-way coupled and two-way coupled variants of the dual grid scheme are tested. If only one-way coupled, the HCU scheme in the principal grid is unadjusted and unaware of the subgrid. Principal grid results are then identical to that presented in (Evje and Flåtten, 2005a). The coupling proposals in Subsection 3.4.2 are applied in the two-way coupled grid arrangement.

The flow in (Evje and Flåtten, 2005a) is dispersed. For comparability, we convert the stratified model described thus far into one for dispersed flow by replacing the hydrostatic pressure term \( g y_m k \partial_x h \) with \( \Delta p \partial_x a_k \) in the momentum equation (2.1b). The new interface pressure term

\[
\Delta p = \rho a_k a_g (u_g - u_\ell)^2
\]

has a physical interpretation for bubbly flows only, but ensures model hyperbolicity if \( \sigma > 1 \) (see (3.17)). \( \sigma = 1.2 \) is used in these simulations. The Roe subgrid scheme (3.14) must also be modified for dispersed flow. This is done by replacing \( \varkappa \) in the eigenvalues (3.16) with

\[
\varkappa = \sqrt{(\sigma - 1) \frac{\rho a_k a_g}{\rho a_\ell a_g} (u_g - u_\ell)^2}
\]

and otherwise computing the Roe matrix as before. \( N_j = 40 \) subgrid cells are applied per principal cell in these tests.
Fluid properties in the equations of state (2.3) are
\[ \rho_{\ell,0} = 1000 \text{ kg/m}^3, \quad \rho_{g,0} = 0 \text{ kg/m}^3, \quad p_0 = 10^5 \text{ Pa}, \]
\[ \left. \frac{\partial \rho_{\ell}}{\partial p} \right|_0 = 10^{-6} \text{ m}^2/\text{s}^2, \quad \left. \frac{\partial \rho_{g}}{\partial p} \right|_0 = 10^{-5} \text{ m}^2/\text{s}^2. \]
No wall or interfacial friction is present in these problems.

5.1.1. Shock tube problem
Fig. 5.1 and Fig. 5.2 show the modified large relative velocity (LRV) shock tube problem studied in (Evje and Flåtten, 2005a, 2003). Left and right initial states are
\[
\begin{bmatrix}
p \\
ap/\mathcal{A} \\
\mathbf{u}_\ell \\
\mathbf{u}_g \\
\end{bmatrix}_L =
\begin{bmatrix}
265000 \text{ Pa} \\
0.7 \\
65 \text{ m/s} \\
10 \text{ m/s} \\
\end{bmatrix},
\end{bmatrix}
\begin{bmatrix}
p \\
ap/\mathcal{A} \\
\mathbf{u}_\ell \\
\mathbf{u}_g \\
\end{bmatrix}_R =
\begin{bmatrix}
265000 \text{ Pa} \\
0.1 \\
50 \text{ m/s} \\
15 \text{ m/s} \\
\end{bmatrix}.
\]

\( NJ = 100 \) principal cells are used with a time step \( \Delta X/\Delta t = 750 \text{ m/s} (\Delta t \approx 0.013 \text{ s}) \). The reference is computed with the single grid HCU scheme using 10,000 grid cells.

Fig. 5.1 shows a one-way coupled simulation where only the couplings in Subsection 3.4.1 are applied, and the principal grid results are therefore identical to that in Figure 4. of (Evje and Flåtten, 2005a). Flow details attributed to hydraulic waves are seen to be accurately recovered in the subgrid. Mass flux consistency is not maintained between grids in this one-way coupled simulation and so volume fractions are not within proximity; numerical diffusion is stronger in the principal grid than in the subgrid.

The full two-way coupling is adopted in Fig. 5.2, showing the same simulation case. Mass proximity is here ensured through the flux (3.24a), errors from liquid compressibility being insignificantly small. Subgrid fluxes (3.24) and (3.25) also provide high accuracy and tight proximity in the fluid velocities. Pressure is not computed in the subgrid, but the pressure prediction is improved indirectly via the other equation terms. Term-by-term testing indicates that it is the computation of (5.1) from the subgrid data that contributed the most to this improved pressure prediction – it is here computed analogously to (3.27), namely
\[
(\Delta P \partial_x A_{\ell})_j = \frac{1}{N_j} \sum_{j=1}^{N_j} (\Delta p)_j \frac{a_{\ell,j+1} - a_{\ell,j-1}}{2\Delta x}.
\]
Interpolation errors form the initially discontinuous mixture flow rate are present in the initial stages of the simulation but quickly die out as pressure diffusion kicks in.
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Figure 5.1: Modified LRV shock tube problem, cf. Fig. 4 in (Evje and Flåtten, 2005a), $t = 0.1\, s$, $\Delta X/\Delta t = 750\, m/s$. One-way coupling (suggestions in Subsection 3.4.2 are not applied, i.e., the original HCU scheme is active in the principal grid.)
Figure 5.2: Modified LRV shock tube problem, cf. Fig. 4 in (Evje and Flåtten, 2005a), $t = 0.1 \text{s}$, $\Delta X/\Delta t = 750 \text{ m/s}$. Two-way coupling (suggestions in Subsection 3.4.2 applied.)
5.1.2. Water faucet problem

The water faucet benchmark problem by Ransom (1987) is frequently studied, also in (Evje and Flåtten, 2005a) and the references therein. The uniform initial state of this problem is

\[
\begin{bmatrix}
    p \\
    a_t/A \\
    u_g \\
    u_f
\end{bmatrix} =
\begin{bmatrix}
    10^5 \text{ Pa} \\
    0.8 \\
    0 \text{ m/s} \\
    10 \text{ m/s}
\end{bmatrix}
\]

within a 12 m long vertical pipe. Corresponding boundary conditions, \( a_t/A = 0.8, u_g = 0 \text{ m/s} \) and \( u_f = 10 \text{ m/s} \) at the inlet and \( p = 10^5 \text{ Pa} \) at the outlet, apply. Gravity causes fluid present in the pipe to accelerate, creating a downward propagating shock.

An approximate analytical solution quoted in e.g. (Evje and Flåtten, 2005a) can be derived for this problem. Fig. 5.3–5.4 compares the one-way and two-way coupled schemes, respectively, to this analytical solution.

5.2. Large cases problems (stratified flow)

The two final test cases are directed towards engineering-type problems. We use the parameters

- liquid density \( \rho_{\ell,0} = 1000 \text{ kg/m}^3 \),
- gas density \( \rho_{g,0} = 50 \text{ kg/m}^3 \),
- pressure \( p_0 = 8 \times 10^5 \text{ Pa} \),
- pressure derivative \( \frac{\partial \rho_{\ell}}{\partial p} \bigg|_0 = 0 \text{ m}^3/\text{s}^2 \),
- pressure derivative \( \frac{\partial \rho_{g}}{\partial p} \bigg|_0 = 7.77 \times 10^{-5} \text{ m}^2/\text{s}^2 \),
- liquid viscosity \( \mu_\ell = 1.00 \times 10^{-3} \text{ Pa s} \),
- gas viscosity \( \mu_g = 1.61 \times 10^{-5} \text{ Pa s} \),
- internal pipe diameter \( 0.1 \text{ m} \),
- wall roughness \( 2 \times 10^{-5} \text{ m} \),
- pipe inclination \( \theta = 0^\circ \).

These properties correspond to the experimental and numerical setup used in (Holmås, 2010; Johnson, 2005; Akselsen, 2017). The friction closures \( \tau_k \) and \( \tau_i \) are from the Biberg friction model as presented in (Biberg, 2007), also described in the other references just mentioned.

5.2.1. Surge wave case

A 100 m long horizontal pipeline is simulated with an outlet pressure initially at 8 bara. A constant liquid mass flux of 1.5 kg/s and a constant gas mass flux of 1.0 kg/s are supplied at the inlet. Liquid fraction at the inlet is 0.19, giving a fairly smooth transition into the test section. The initial state in the pipeline corresponds to the superficial velocities \( a_{t\ell}/A \approx 0.1 \text{ m/s}, a_{g\ell}/A \approx 3.1 \text{ m/s} \), which does not match the inlet conditions. A surge wave starting from the inlet at \( t = 0 \)
Figure 5.3: Water faucet problem, cf. Fig. 8 in (Evje and Flåtten, 2005a). \( t = 0.6 \text{ s}, \ \Delta X / \Delta t = 10^3 \text{ m/s} \). One-way coupling (suggestions in Subsection 3.4.2 are not applied, i.e., the original HCU scheme is active in the principal grid.)
Figure 5.4: Water faucet problem, cf. Fig. 8 in (Evje and Flåtten, 2005a). $t = 0.6 \text{s}$, $\Delta X / \Delta t = 10^3 \text{m/s}$. Two-way coupling (suggestions in Subsection 3.4.2 applied.)
results. Further, at \( t = 30 \) s, we instantaneously reduce the outlet pressure to 7.5 bara, creating a pressure wave moving towards the inlet. This pressure wave will interact with the inlet and the surge wave.

Fig. 5.5a shows snapshots of two such surge wave simulations, one with the single grid HCU scheme (functioning as a reference) and the other with the dual grid HCU/Roe scheme. 2000 grid cells are used in the single grid HCU scheme in order for the surge and pressure waves to maintain fairly sharp fronts. The time step is \( \Delta X / \Delta t = 200 \text{ m/s} \) \( (\Delta t = 2.5 \times 10^{-4}\text{s}) \) which is close to the numerical stability limit.

In the dual grid HCU/Roe scheme \( N_J = 50 \) principal cells are applied with \( N_j = 25 \) subgrid cells per principal cell. The time step is also here restricted by the sonic speed such that \( \Delta X / \Delta t = 200 \text{ m/s} \) \( (\Delta t = 0.01 \text{s}) \).

The time of each snapshot increases (unevenly) through the panels, showing the pressure wave as it passes over the surge wave front and bounces back off of the inlet. This pressure wave bounces back and forth across the pipeline a couple of times before dying out. The surge wave reacts relatively slowly to the change in pressure, responding with a temporary peak forming at the front. New hydraulic waves are also created at the inlet in tune with the bouncing pressure wave.

Compared to the single grid simulation, the dual grid shows a more diffusive pressure wave but nearly no differences in the surge wave. Subgrid and principal grid data remain within close proximity; the subgrid data points form lines through their respective principal grid stair plots (except for pressure, which is not computed in the subgrid.) Because of the volume flux consistency, liquid fractions in both grids are always perfectly synchronized without the orientation of one grid disturbing the other.

In terms of efficiency, the single grid requires 8 000 000 HCU cell computations per simulated second. In comparison, the dual grid simulation requires 5 000 HCU computations and 125 000 Roe cell computations per simulated second. The equation of state is computed in the HCU cells only.

Resolution in the dual grid scheme was here chosen to give a phase fraction solution similar to the single grid scheme. A reasonable resolution of the sonic wave was also acquired. Indeed, because it is the sonic speeds which limit the time steps we may increase the number of subgrid cells even further at only linearly increasing computational cost. A single panel snapshot where the subgrid resolution is \( N_j = 100 \) is shown in Fig. 5.5b. Accuracy is further improved by the fact that the Roe scheme becomes more accurate as the CFL number \( (3.20) \) approaches unity.

Let’s go even further. We now use only \( N_J = 10 \) principal cells and a sufficient number of subgrid cells for the time step to be restricted by the hydraulic CFL = 1.0 limit in \( (3.20) \), rather than by the sonic time scale. This warrants the choice of \( N_j = 125 \) subgrid cells per integral cell, yielding a CFL = 1.0 time step of \( \Delta x / \Delta t \approx 1.38 \text{ m/s} \) \( (\Delta t \approx 0.058 \text{s}) \).

Fig. 5.6 shows the resulting simulations compared with the same single grid reference. The pressure wave front is now more or less lost to numerical diffusion, but the switch from one steady pressure condition to another is reasonably accurate. Details of the volume fractions are captured and highly resolved. With the Roe CFL number at unity, a very sharp surge wave front is observed some time after the pressure drop. The inlet wave is also generated appropriately. Its wavelength resembles the wavelength of the reference, suggesting that errors in the sonic velocities are not severe, despite the diffusiveness of the pressure wave. Because of the high
CFL number, these inlet waves do not die away due to numerical diffusion.

Some discrepancies are seen with the liquid fraction late in the simulation. Most notably, the surge wave front lags slightly behind the single grid front in the later panels, after the pressure drop. Liquid fraction in between the inlet wave and surge wave front is consequently higher. The liquid fraction after the inlet wave is again accurate, suggesting that this discrepancy is caused by the numerical dissipation of the pressure wave. The boundary cells may also have contributed to this discrepancy.

Again we consider the increase in computational efficiency. The dual grid simulation now required about 175 HCU cell computations and 22,000 Roe cell computations per simulated second. Assuming the cost of a Roe and a HCU cell computation are comparable, the single grid HCU simulation is more than 350 times as computationally expensive as the latter dual grid simulation.

5.2.2. Roll-wave case

Let us finally consider flow in the roll-wave regime. This type of flow is on the whole unaffected by compressibility. All the same we want the ability to simulate it with a compressible model in order to account for expansion effects, slug formations, changing boundary conditions, etc. Johnson's high-pressure experimental campaign (Johnson, 2005) is chosen for the simulation setup.

For briefness, only a single high gas rate case from Johnson’s campaign is here considered. Superficial velocities are \( a_g u_g / A \approx 3.50 \text{ m/s} \) and \( a_\ell u_\ell / A \approx 0.25 \text{ m/s} \), and the test section is horizontal. These superficial velocities are acquired by a 1.970 kg/s liquid injection rate and a 1.385 kg/s gas injection rate at the inlet. This is a low-amplitude wave case in which the two-fluid model is well behaved. (If wave amplitudes grow bigger than they do here then eigenvalues turn locally complex at the wave tips due to high velocities.)

We start by considering the linear growth of the two-fluid model. By linear growth we mean the growth of small perturbations before nonlinear effects become considerable. Fig. 5.7 presents graphs computed from the linear stability equations briefly presented in Subsection 4.1. Growth rate \( \omega \) expresses the exponential/geometric perturbation growth of the differential/discrete two-fluid model. Such graphs are drawn at virtually no computational expense and provide great insight into the accuracy of our discrete representations. The figure shows the linear growth of the differential two-fluid model (3.10) as a solid black line, together with the linear growth of the Roe scheme using \( NJ \times Nj = 2000 \) grid cells at varying CFL numbers as stippled lines. Excluding the shortest wavelengths, the Roe scheme representations at CFL close to one fit the VKH growth of the differential model nearly precisely. As pointed out in Subsection 4.1, both the differential VKH growth graph and the discrete graph for explicit time integration and CFL = 1.0 would horizontal lines at \( \omega = 0 \) if the flow was at precise neutral stability.

Linear growth in the differential two-fluid model is strongest in the shortest wavelengths, with no finite wavelength of dominant growth. As a consequence, the wavelength distribution that emerges from out of the initial linear growth range will not be predisposed to any particular finite wavelength attributed to the model itself. Discrete representations, on the other hand, will suffer from numerical dissipation around the higher wavenumbers and will therefore emerge with a dominant wavelength.
Figure 5.5: Surge and pressure waves. A single grid and a dual grid simulation plotted in the same axes.

\( NJ = 50 \) and \( \Delta t = 0.01 \) s in the dual grid simulation.

\( NJ = 2000 \) and \( \Delta t = 0.00025 \) s in the single grid simulation.
Figure 5.6: Surge and pressure waves. A single grid and a dual grid simulation plotted in the same axes.

*NJ = 10, Nj = 125 and ∆t ≈ 0.058 s (CFL = 1.0) in the dual grid simulation.*

*NJ = 2000 and ∆t = 0.00025 s in the single grid simulation.*
Figure 5.7: Linear wave growth of the two-fluid model (3.10) and of Roe scheme representations of said model, computed from the equations in Subsection 4.1. Flow state is as per the case description of Subsection 5.2.2, with $NJ \times N_j = 2000$ grid cells.

Effects from interface turbulence, wave breaking and surface tension, not included in the present two-fluid model, will in reality restrict the dominant wavenumber. Fundamental model limitations are also present as a result of the model’s inherent long-wavelength assumption where dynamic pressure gradients are ignored. More of these effects ought to be included for a proper model/experiment comparison, as done in Holmås (2010). The foci of the present section is foremost wave growth and numerical efficiency, and not experiment comparisons.

Next we simulate the test case to evaluate the nonlinear evolution. A pointwise random disturbance within $\pm 5\%$ of the injection rates is imposed at the inlet at each time step. $NJ = 20$ principal grid cells are used with $N_j = 100$ subgrid cells per principal cell. The high number of subgrid cells is again chosen not for the purpose of spatial resolution, which would be fine also with fewer subgrid cells, but to allow for a hydraulic CFL number near unity without violating the sonic time step restrictions.

Fig. 5.8 shows simulations at four different CFL numbers; CFL = 0.5, 0.75, 0.95 and 1.0. High wavenumber growth is severely reduced for the lower CFL numbers, as postulated in Fig. 5.7 and seen in the profile plots of Fig. 5.8a. Growth of all but the shortest wavelengths takes place in all simulations, but the rate of growth compared to the travelling time means that the time traces observed in Fig. 5.8b differ in terms of amplitudes and frequencies. The wavelength distribution will remain inlet dependent if the growth and travelling time is insufficient for the waves to develop well into the nonlinear wave range. For simple comparison, a time trace of the relevant experiment from Johnson’s campaign (Johnson, 2005) is shown in Fig. 5.8c.

Consider lastly the simulation efficiency. Time steps for the CFL = 0.95 simulation are around $\Delta t = 6 \times 10^{-3}$ s. The equivalent time step for a single grid HCU simulation with the
Figure 5.8: $a_g u_g / A \approx 3.50 \text{ m/s}, \ a_e u_e / A \approx 0.25 \text{ m/s}, \ \theta = 0^\circ$. 

(a) Simulation snapshots.

(b) Time trace of level height $h$ sampled at $x = 24 \text{ m}$.

(c) Experimental measurement; figure from (Johnson, 2005).
same number of grid cells is $\Delta t = 7.5 \times 10^{-5}$ s. We might be tempted do say that the increase in computational efficiency is approximately $6 \times 10^{-8}$ s/7.5 $\times 10^{-5}$ s = 80, yet this does not take into account the accuracy-time step dependency shown earlier. Indeed, considering the tiny time step imposed by the sonic restrictions, linear growth with 2000 HCU cells on a single grid will be comparable to the graph marked ‘CFL → 0’ in Fig. 5.7. A snapshot of this simulation is shown in the second bottom panel of Fig. 5.8a. (The dual grid scheme gives an equally poor result if made to run at very small CFL numbers.) For the wave growth to be similar to the ‘CFL = 0.75’ graph in Fig. 5.7, and thus be comparable to the CFL = 0.75 plots of Fig. 5.8, something like $N_J = 10000$ grid cells are needed. The time step will then be around $\Delta t = 1.5 \times 10^{-5}$ s, needing approximately $6.7 \times 10^8$ computations per simulated second. This constitutes 2000 times the computational expense of the equivalent dual grid simulation.

Backwards Euler (‘implicit’) time integration allows for time steps which are unrestricted by the sonic speeds. However, linear growth accuracy will then be comparable to the graph marked ‘CFL = 1.0, implicit’ in Fig. 5.7. Higher order time integration schemes are likely to be less sensitive to the CFL number. Weakly implicit schemes (Evje and Flåtten, 2005b), which alleviates the sonic CFL restriction while retaining explicitness in the hydraulic terms, is perhaps a better alternative. Large time-step schemes (Lindqvist et al., 2016; Leveque, 1982) can also be used to bypass stringent acoustic CFL-restrictions.

6. Summary

A dual grid arrangement has been proposed which combines the HCU scheme due to Evje and Flåtten (2005a) with the incompressible two-fluid model. The resulting method retains the robustness of the original HCU scheme with regard to the acoustic evolution. In addition, it allows for significant improvements in the accuracy and resolution of hydraulic waves at only moderate computational expense. The increased efficiency is achieved chiefly by allowing the numerical time scales of sonic and hydraulic information to match.

Principal and subgrid models are in the proposed scheme coupled through the terms in the governing transport equations in a manner that does not generate numerical grid projection errors. The incompressible subgrid methodology can be regarded by way of a scheme extension that does not necessitate significant alterations to a single grid scheme.

Four different test cases have been presented. Applying an incompressible subgrid model to the shock tube and water faucet problems of Subsection 5.1 captured hydraulic shock details otherwise lost to diffusion. Pressure wave predictions also improved indirectly.

A surge wave–pressure wave case was presented in Subsection 5.2.1. Here, the pressure-surge interactions were maintained when reducing the sonic resolution, improving computational efficiency by 1-2 orders of magnitude. Accurate hydraulic development and the essentials of the pressure-surge interactions were retained even if the principal grid was too coarse to resolve any acoustic wave front. Computational efficiency was then increased by 2-3 orders of magnitude. Finally, an increase in computational efficiency by more than 3 orders of magnitude was demonstrated in the example roll-wave case of Subsection 5.2.2. Steady roll-wave flow is one of many situations where pressure dynamics play an idle role, acting as a steady background state. We are usually not interested in the sonic propagation in such cases, but would still like the simulator to support compressible behaviour.
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