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Abstract—Subteam replacement is defined as finding the optimal candidate set of people who can best function as an unavailable subset of members (i.e., subteam) for certain reasons (e.g., conflicts of interests, employee churn), given a team of people embedded in a social network working on the same task. Prior investigations on this problem incorporate graph kernel as the optimal criteria for measuring the similarity between the new optimized team and the original team. However, the increasingly abundant social networks reveal fundamental limitations of existing methods, including (1) the graph kernel-based approaches are powerless to capture the key intrinsic correlations among node features, (2) they generally search over the entire network for every member to be replaced, making it extremely inefficient as the network grows, and (3) the requirement of equal-sized replacement for the unavailable subteam can be inapplicable due to limited hiring budget. In this work, we address the limitations in the state-of-the-art for subteam replacement by (1) proposing GENIUS, a novel clustering-based graph neural network (GNN) framework that can capture team network knowledge for flexible subteam replacement, and (2) equipping the proposed GENIUS with self-supervised positive team contrasting training scheme to improve the team-level representation learning and unsupervised node clusters to prune candidates for fast computation. Through extensive empirical evaluations, we demonstrate the efficacy of the proposed method (1) effectiveness: being able to select better candidate members that significantly increase the similarity between the optimized and original teams, and (2) efficiency: achieving more than $\times 000$ speed-up in average running time.

I. INTRODUCTION

The emergence of network science of teams has revolutionized the way to characterize, predict and optimize teams that are embedded in large-scale social networks. Among others, a team of people working on the same task (e.g., launching a targeted web service, proceeding towards a specific research topic), subteam replacement is dedicated to finding the optimal candidate set of people who can best perform the function of a subset of the original team (i.e., subteam), if the subteam becomes unavailable for certain reasons. Real-world applicable scenarios include (1) in a software development team, a subteam of employees might be assigned to other departments due to new business requirements, (2) in artistic groups like choirs or dance troupes, a subgroup of artists might be unable to show up in a play due to schedule and/or staging conflicts, and many more. In these situations, the goal of subteam replacement is to address the potential deterioration of the team performance due to the absence of subteam members.

State-of-the-art adopts the following two principles in designing subteam replacement algorithms. First (structural similarity), to reduce the disruption to the current team, the recommended candidates should have a similar collaboration relationship as the current team members in terms of the connections with the remaining team members. Second (skill similarity), the new members should possess a similar skill set as the members from the unavailable subteam, therefore they can best fulfill the requirements of the team-level task. Most, if not all, of the existing works leverage random walk graph kernel [12] as the cornerstone for subteam replacement to capture both the structural and skill match, where the key idea is to select the candidate members that can achieve the largest similarity between the newly constructed and the original teams [23], [25].

Although these approaches are effective in recommending well-qualified candidates in subteam replacement, there are three major limitations with the graph kernel-based approaches. First, from the perspective of effectiveness, in quantifying the similarity between teams, graph kernel-based methods separately exploit the attributes (i.e., skills), which inevitably ignores the potential correlations between various skills. For example, in research team replacement (e.g., on DBLP dataset), the researcher’s skills correspond to the research areas in computer science (e.g., data mining, NLP, machine learning, etc.). Graph kernel-based methods will separately evaluate the closeness between two teams regarding an individual research area (i.e., skill), without considering the essential correlation among different areas (e.g., machine learning and data mining), which will sabotage the performance of graph kernel-based approaches. It is worth noting that we observe a drastic performance drop w.r.t. multiple graph similarity as the skill set scales up (e.g., keywords in publications) and we have a detailed discussion in Sec. [11] and [15]. Second, graph kernel-based methods are computationally intractable in terms of time and space complexity since they iteratively calculate the similarity between the original team and the new team with candidate members from an enormous search space. Furthermore, existing subteam replacement methods require the same size of candidates as the unavailable subteam. Nonetheless, in real-world scenarios,
recommending a compact set of members that can undertake the same tasks would be more preferable due to limited hiring budget.

In this paper, we carefully address the aforementioned limitations and propose a novel graph neural network (GNN) framework based on clustering, namely GENIUS, to efficiently recommend well-qualified candidates for subteam replacement. Specifically, given the team network embedded in a large social network, the proposed GENIUS framework first utilizes a GNN-backboned team representation learner to encode the knowledge of collaboration structure and skill in member-level embeddings, which will be employed for accurate subteam replacement. To further improve the representation learning, we design a self-supervised positive team contrasting scheme where the key idea is to enforce the similarity between the subteam representation and that of the corresponding team. From the perspective of optimization, we aim to minimize the disparity between the recommended subteam and the original team in both collaboration structure and skills. In addition, we further propose a novel clustering-based method, which (1) can speed up the subteam replacement by pruning the unqualified candidates, and (2) allows flexible sizes of recommended subteam without harming its performance to meet the requirements of cases where smaller new teams are expected. To summarize, our main contributions are three-fold:

- **Problem:** we formally define the subteam replacement problem. Given a set of unavailable members (i.e., subteam), the key idea is to recommend flexible-sized team members, that can perform the same functionality as the original members.

- **Algorithms and Analysis:** to our best knowledge, we are the first to introduce a trainable framework GENIUS, which integrates (1) a GNN-backboned team network encoder equipped with a clustering layer, and (2) a subteam recommender where a within-cluster search algorithm is performed. In addition, we conduct a comprehensive analysis on the advantages of GENIUS in capturing the correlations among feature attributes over existing graph kernel-based approaches.

- **Empirical Evaluations:** We conduct extensive experiments, including quantitative evaluations w.r.t. multiple graph similarity metrics and case studies on real-world social networks, to demonstrate the superiority of our model over the state of arts.

II. PROBLEM DEFINITION

In this section, we formally define the flexible-sized subteam replacement problem, after introducing the notations used in this paper.

Table I summarizes main symbols and notations used in this paper. We use uppercase calligraphic letters for sets (e.g., \( \mathcal{G} \)), bold uppercase letters for matrices (e.g., \( \mathbf{A} \)), bold lowercase letters for vectors (e.g., \( \mathbf{r} \)) and lowercase letter for numbers (e.g., \( c \)). For vector and matrix indexing, we use \( \mathbf{A}[[i,:]] \) and \( \mathbf{A}[:,j] \) to represent the \( i \)-th row and the \( j \)-th column of \( \mathbf{A} \), respectively. Alternatively, we use \( \mathbf{A}[\mathcal{T},:] \) and \( \mathbf{A}[:,\mathcal{T}] \) to denote the rows and columns indexed by the elements in set \( \mathcal{T} \), respectively. In general, subteam replacement aims to find a set of candidate members to replace the unavailable members in the original team, so that the new team can perform the same functionalities as the original one. In this paper, we denote the entire team social network, in which the teams are embedded, as \( \mathcal{G} = \{ \mathbf{A}, \mathbf{X} \} \). \( \mathbf{A} \) and \( \mathbf{X} \) represent the adjacency and the node attribute matrix of the social network, respectively. The original team of a group of individual members is represented by \( \mathcal{T} \) and the subteam that is going to be replaced is denoted as \( \mathcal{R} \). Different from the existing works that find the same number of new members (i.e., \( |S| = |\mathcal{T}| \)), we investigate the flexible-sized replacement by recommending new team members \( S \) where \( |S| \leq |\mathcal{T}| \) from the remaining individuals of \( \mathcal{G} \) (i.e., \( \mathcal{M} = \mathcal{G} \setminus \mathcal{T} \)), which is more applicable in real-world scenarios (e.g., limited hiring budget).

Therefore, we formally defined the flexible-sized subteam replacement problem as follows:

**Problem 1. Subteam Replacement**

*Given:* (1) a social network \( \mathcal{G} = (\mathbf{A}, \mathbf{X}) \); (2) an original team, \( \mathcal{T} = \{ \mathbf{A}[\mathcal{T},:], \mathbf{X}[\mathcal{T},:] \} \); (3) a subteam of individuals to be replaced \( \mathcal{R} = \{ \mathbf{A}[\mathcal{R},:], \mathbf{X}[\mathcal{R},:] \} \)

*Goal:* to learn a subteam replacement model, which is capable of capturing the team-level knowledge to replace the unavailable subteam, \( \mathcal{R} \), by recommending a new set of candidate members, i.e., \( S \) of flexible size where \( |S| \leq |\mathcal{T}| \). Ideally, the new team, i.e., \( \mathcal{T} \setminus \mathcal{R} \cup S \) should be similar to the original team from the perspective of collaboration structures and skills.

III. PROPOSED APPROACH

In this section, we introduce the details of our proposed framework, GENIUS, for flexible-sized subteam replacement. To be specific, GENIUS addresses the discussed limitations of existing methods by integrating a GNN-backboned ENcoder for within-cluster subteam search. In Section III-A we first present the two major building blocks of GENIUS, including (1) team network encoder which can capture the essential team social network knowledge to fulfill the requirements of structural and skill match (i.e., training), and (2) subteam recommender for recommending candidates members...
to replace the unavailable subteam members (i.e., inference). We then analyze the superiority of GENIUS in obtaining the key correlations among feature attributes over graph kernel-based approaches from the perspectives of effectiveness and efficiency in Section III-B. An overview of the proposed GENIUS is provided in Figure 1.

A. The GENIUS Framework

In subteam replacement, we aim to learn the team social network knowledge regarding the collaboration structure (i.e., topology) and skills (i.e., attributes) to recommend a set of well-qualified candidates that can match the characteristics of the original team. To achieve this, we propose a GNN-backboned architecture which is composed of the following components: (1) a team network encoder, as the team-level representation learner, and (2) a subteam recommender, which is a novel within-cluster searching module for candidates recommendation. We present the details as follows.

Team Network Encoder. The general idea of subteam replacement is to select the candidate members that possess similar characteristics as the original team members in terms of collaborations and skills. Therefore, the replacement performance is considerably dependent on the informativeness of the learned representations of the network. We propose a team network encoder which is composed of two sub-components, including (1) a GNN-based team representation learner to capture the correlations between subteams and their corresponding original teams, and (2) a clustering layer to generate node cluster assignments for efficient member recommendation.

To construct a high-quality team network encoder, specifically, we exploit GNNs [13], [19] to map each node in the team social network to a low-dimensional latent space. GNNs are neural network architectures on networked data and can obtain the topological and attribute information of local graph structures through a neighborhood message-passing mechanism. For each intermediate layer, we can compute the node representations as follows:

\[ h_i^l = F^l \left( \{ h_j^{l-1} | \forall j \in N_i \cup \{ v_i \} \} \right) , \]

where \( h_i^l \) is the embedding of node \( v_i \) at the \( l \)-th layer and \( N_i \) is the set of one-hop neighbors of node \( v_i \). \( F^l(\cdot) \) is a nonlinear function that (1) aggregates the information of neighboring nodes from the previous layer, and (2) updates the representation of a node based on its own embeddings from the previous layer and the combined representation from the neighbors.

In team network encoder, we stack multiple GNN layers in order to extract the long-range node dependencies in the network, which can be represented as follows:

\[ H^1 = \text{GNN}^1(A, X) , \]
\[ \ldots \]
\[ H^L = \text{GNN}^L(A, H^{L-1}) , \]

where \( H^L \) denotes the node embedding matrix at the \( L \)-th GNN layer. To alleviate the over-smoothing issue in GNNs (i.e., all nodes have similar embeddings) [6], we obtain the final node representations by concatenating the intermediate embeddings from each GNN layer [33]:

\[ Z = \text{concat}(H^{(1)}, \ldots, H^{(L)}) , \]

where \( Z \in \mathbb{R}^{n \times d} \) denotes learned node embeddings from the team network encoder, which encodes the topological and attribute information of the team social network. In subteam replacement, the two fundamental principles require that the recommended candidates have (1) a close collaboration relationship (i.e., structural match), and (2) similar attributes (i.e., skill match), as the original team members. Through the proposed GNN-backboned encoder, we can quantitatively evaluate whether the candidate team members are well-qualified in the embedding space by assessing the similarity between the corresponding vector representations. It is worth noting that the team network encoder is compatible with any GNN-based
architecture [8], [15], [19], [31], and here we apply Graph Convolutional Networks (GCNs) [19] in our implementation.

Furthermore, motivated by the principles in subteam replacement, we speculate that the acceptable candidates and the existing team members should constitute a group (i.e., cluster) with similar representations in the embedding space. Hence, we exploit a clustering layer to group the members in the social network according to the obtained representations. Specifically, for a node \( v_i \), the clustering layer first performs a nonlinear transformation on the embedding matrix (i.e., \( Z \)) as

\[
E = \sigma(ZW_c),
\]

where \( W_c \in \mathbb{R}^{d \times c} \) is the learnable weight matrix and \( c \) is the number of clusters. \( \sigma \) is the ReLU activation function. The transformed matrix will be used to generate a (soft) cluster assignment matrix \( C \in \mathbb{R}^{n \times c} \) where the elements of the corresponding row \( i \) are computed as follows:

\[
C[i, m] = \frac{e^{E[i,m]}}{\sum_{j=1}^{c} e^{E[i,j]}},
\]

where \( m \in \{1, \ldots, c\} \), \( C[i, :] \) is the cluster assignment vector for node \( v_i \).

Having obtained the cluster assignment matrix, we further compute the (hard) assignment vector \( h \in \mathbb{R}^n \) where

\[
h[i] = \arg\max_{j \in \{1, \ldots, c\}} (C[i, j]),
\]

We can construct the cluster container \( K \) as:

\[
K[m] = \{ v_i | h[i] = m, i \in \{1, \ldots, n\} \}, m \in \{1, \ldots, c\},
\]

which will be further utilized for recommending candidates.

The clustering layer bears two main advantages. First, it enforces that the nodes with similar embeddings will be grouped together, which fulfills the requirements of structural and skill match in subteam replacement. Second, compared to existing methods which adopt an inefficient candidate search over the entire network, the clustering results can be leveraged to significantly speed up the replacement because it largely reduces the search space by pruning the unqualified members.

**Training.** The objective of our proposed GENIUS framework is to recommend well-qualified candidate members that are close to the members of existing teams, based on the learned node representations. To navigate the model training, we first propose a self-supervised contrasting scheme, namely positive team contrasting, to enhance the node representation learning. In addition, we introduce the training objectives for satisfying both structural and skill match in subteam replacement.

**Positive team contrasting.** Generally speaking, contrastive learning aims to empower the representation learning by maximizing the agreement between similar examples in each pair [7]. In subteam replacement problem, we are only provided with the network information from (1) the original teams, and (2) the social network where the teams are embedded. Intuitively, a subteam as well as its replacement should be similar to the original team in terms of collaboration structure and skills because they work on the same and well-specified task. To address this, we propose positive team contrasting to improve team-level representation learning through self-contrast. The key idea is to minimize the disparity between the embedding of the recommended subteam (i.e., \( R \)) and that of the remaining team (i.e., \( T \setminus S \)).

We define the team-level representation (e.g., \( R \)) as the weighted aggregation of the members’ embeddings:

\[
g(R) = \sum_{t \in R} w_t Z[t,:], \quad \sum_{t \in R} w_t = 1,
\]

where \( w_t \) denotes the weights for aggregation. In this paper, we set the weight as \( w_t = \frac{1}{|R|} \).

Having obtained the team embeddings from Eq. (7), we can now define the team contrasting loss as follows:

\[
L_{contra} = \frac{1}{s} \sum_{i=1}^{s} f(g(R_i), g(T_i \setminus R_i)),
\]

where \( s \) is the number of sample teams, \( R_i \) denotes the subteam to be replaced from the \( i \)-th team (i.e., \( T_i \)) from the network \( G \). \( f(\cdot, \cdot) \) computes the cosine similarity between the two vectors. \( L_{contra} \) calculates the average similarity between the replaced teams and the remaining teams after members’ departure. By minimizing the self-supervised contrastive loss, we enforce the matching among team-level embeddings regarding collaboration structure and skills.

According to the two fundamental principles in designing subteam replacement algorithms, i.e., structural and skill match, we further define the following objectives, including (1) skill loss for skill similarity between nodes, (2) structural loss to evaluate the structural differences between the clustering results and original adjacency matrix, and (3) clustering loss to measure the quality of the clustering layer. We detailed the training objective as follows.

**Skill loss.** From the perspective of skills, the nodes from the same group after the clustering layer are supposed to be similar, therefore, we design the skill loss to train the model towards this objective. We first apply a pairwise similarity measure to the attribute matrix (i.e., \( X \)) and the cluster assignment matrix (i.e., \( C \)) as follows:

\[
Y_1 = \text{PairSim}(X, X), \quad Y_2 = \text{PairSim}(C, C),
\]

where \( \text{PairSim}(P, Q) = \hat{P}^TQ \) for \( P, Q \in \mathbb{R}^{n \times d} \) and \( \hat{P}, \hat{Q} \) denotes the row-normalized \( P, Q, \) respectively. The matrices, \( Y_1 \) and \( Y_2 \), represent the similarity between all pairs of nodes regarding node attributes and the cluster assignment results, respectively. We then compare the two matrices from Eq. (9) using PairSim:

\[
Y_3 = \text{PairSim}(Y_1, Y_2),
\]

\( Y_3 \) encodes the closeness between the two similarity measures on attributes and cluster assignment. Therefore, by aggregating the diagonal elements in \( Y_3 \), we can obtain the skill similarity loss from the clustering results as follows,

\[
L_{skill} = -\text{tr}(Y_3),
\]
where $\text{tr}(\cdot)$ denotes the trace of the input matrix. Through minimizing $L_{\text{skill}}$, the clustering layer is optimized to assign nodes with similar skills to the same cluster.

**Structural loss.** Ideally, nodes that are topologically adjacent are supposed to be clustered together. Inspired by previous studies on supervised node clustering [36], we exploit the **structure loss** $L_{\text{link}}$ to encode structural similarity for the cluster assignment results. Specifically, we define the objective as follows:

$$L_{\text{structural}} = \| \mathbf{A} - \mathbf{CC}^T \|_F,$$

where $\| \cdot \|_F$ denotes the Frobenius norm.

**Clustering loss.** Regarding the cluster assignment results, a cluster assignment vector with even values (i.e., close to $\frac{1}{|R|}$) is preferable that the node cluster assignment vector is close to one-hot vector. We now define the clustering loss as:

$$L_{\text{clustering}} = \frac{1}{n} \sum_{i=1}^{n} \text{Entropy}(\mathbf{C}[i,:]),$$

where $\text{Entropy}$ denotes the entropy function, which is calculated as

$$\text{Entropy}(\mathbf{C}[i,:]) = -\sum_{j=1}^{c} \mathbf{C}[i,j] \log \mathbf{C}[i,j],$$

We combine the aforementioned objectives as follows:

$$L = L_{\text{contra}} + b_1 L_{\text{skill}} + b_2 L_{\text{structural}} + b_3 L_{\text{clustering}},$$

where $L$ represents the total loss and $b_i, i \in \{1, 2, 3\}$ are the regularization parameters that balance the scales of training objectives for different datasets. $L$ is applied to guide the training of the entire GNN (i.e., **team network encoder**).

In this way, we have developed a self-supervised model **team network encoder** trained by positive team contrasting, a training scheme specially designed for team-related problems. Compared to models trained by node or subgraph (team) labels to learn team representations in supervised ways [12], **team network encoder** has two advantages:

- **Labels have limited expressions in subteam replacement** because they do not contain critical team information. **Team network encoder** instead utilizes existing team samples to encode the knowledge of collaboration structure and skill in member- and team-level representations.
- **Positive team contrasting** utilizes data more efficiently. Unlike supervised training schema where datasets are clearly divided into training sets and testing sets with the former being much less convincing for validations, the training team samples for **team network encoder** can still serve as valid testing cases with different subteams to be replaced.

**Subteam Recommender.** Having the proposed **team network encoder** model, we are equipped with effective representations of teams and their members. Given an original team $\mathcal{T}$ and the subteam to be replaced $\mathcal{R} \subset \mathcal{T}$, we propose a **subteam recommender** that performs an efficient within-cluster search based on subteam representation (Algorithm 1) where $g$ is the predefined function (Eq. (7)) for calculating subteam embeddings, $f$ computes the cosine similarity. Set is a deduplication function for containers and Product generates Cartesian products on the assigned clusters.

**Subteam recommender** generates candidates only from clusters where subteam members to be replaced are assigned to. Compared to generating candidates across the entire dataset, this pruning technique significantly improves the efficiency of the algorithm (Lemma 1). Additionally, the proposed GE-NIUS framework can guarantee that the optimal solution is included in the candidates since nodes with similar embeddings will be clustered together and thus, it is effective to prune unqualified candidates through clustering.

**Lemma 1.** Within-cluster search is $O(c^{|R|})$ more efficient than searching over the entire dataset.

**Proof.** With the calculation of each iteration viewed as a constant, searching over the entire dataset has a time complexity of $O(n^{|R|})$ because there are $n^{|R|}$ combinations of new subteams (repetitions included) generated from the entire dataset. On average there are $n/c$ nodes within a cluster and thus, the time complexity for within-cluster search is in $O((n/c)^{|R|})$. Within-cluster search has time complexity $O(1/c^{|R|})$ of that of searching over the entire dataset and thus is $O(c^{|R|})$ more efficient.

**Lemma 2.** The search algorithm is guaranteed to produce $\mathcal{S}$ where $|\mathcal{S}| \leq |\mathcal{R}|$.

**Proof.** Product performs cartesian product on lists, generating products of size $|\mathcal{R}|$ (i.e., $|\mathcal{D}| = |\mathcal{R}|$). If several subteam members belong to the same cluster, some products contain repeating elements. In step 6, repeating elements will be eliminated by the deduplication operation Set (i.e., $|\mathcal{E}| \leq |\mathcal{D}| = |\mathcal{R}|$). Since $\mathcal{S}$ is generated from the set of all $\mathcal{E}$’s, $|\mathcal{S}| \leq |\mathcal{R}|$ holds.

It is also worth stressing that with the entire dataset fed into **team network encoder** once, all teams and their subteams to be replaced can be directly passed into **subteam recommender**, making the amortized complexity of GENIUS very low.

**B. Analysis**

Empirically, we observe that as the number of node features increases, graph kernel-based methods fail to generate high-quality replacements. In this sub-section, we will first analyze the limitations of graph kernel-based methods and then corroborate how the proposed GENIUS addresses them.

**Effectiveness.** As the number of node features increases, each feature dimension no longer represents a general class (i.e., coarse-grained features) where little correlation exists among different dimensions. Instead of being limited by a fixed set of genres, nodes with more specialized descriptions are becoming dominant these days, which remarkably increases the difficulty for graph kernel-based methods to capture the potential correlations among various features.
Algorithm 1: Subteam Recommender

Input: (1) the original team \( T \); (2) a subteam to be replaced \( R \); (3) the cluster hard assignment vector \( h \); (4) node embedding matrix \( Z \); (5) remaining social network \( M \); (6) clusters \( K \).

Output: The optimal subteam \( S \in \mathcal{M} \) where \( |S| \leq |R| \).

1. Initialize similarity \( y = 0, S = \{\} \).
2. Pre-compute remaining subteam embedding \( r \leftarrow g(T \setminus R) \).
3. Compute clusters where \( R \) are assigned \( c \leftarrow h[R] \).
4. Generate candidate new subteams \( \mathcal{Q} \leftarrow \text{Product}(K|[c]) \).
5. For each candidate \( D \in \mathcal{Q} \) do
   6. Remove members in \( T \) from candidate \( \mathcal{E} \leftarrow D \setminus T \).
   7. Deduplicate candidate \( \mathcal{E} \leftarrow \text{Sett}(\mathcal{E}) \).
   8. Compute embedding for the new subteam \( n \leftarrow g(\mathcal{E}) \).
   9. Compute similarity \( t \leftarrow f(r, n) \).
10. If \( t > y \) then
   11. Update \( S \leftarrow D, y \leftarrow t \).
12. End if
13. End for

To be specific, given two labelled graphs \( G_1 = \{A_i, L_i\}, i = 1, 2 \), [4], [17], [23] is computed as:

\[
\text{Ker}(G_1, G_2) = (I - aA_x)^{-1}L_\times x, \tag{16}
\]

where \( A_\times = L_\times (A_1 \otimes A_2) \), \( \otimes \) representing the Kronecker product of two matrices, \( x \) and \( y \) represent starting and stopping probability vectors for random walk, which are usually defined as uniform, and \( a \) is a decay factor. \( L_\times \) is a diagonal matrix calculated as:

\[
L_\times = \sum_{i=1}^{d} \text{diag}(L_1(:, i)) \otimes \text{diag}(L_2(:, i)), \tag{17}
\]

where \( \text{diag} \) represents the diagonalization operation. It represents matches of labels among nodes.

Random walk graph kernel bases on paths. The \( L_\times \) term in the expression eliminates paths between nodes where labels are different, regardless of the extent they vary. Most importantly, random graph kernel fails to recognize correlation among different features. Although some previous study includes skill pair matrix in the algorithm [25], the essence of those calculations is still a rough match of skill vectors. For instance, pattern recognition, feature extraction and security are three representative node features in DBLP dataset. When it comes to team member substitution, pattern recognition and feature extraction have strong correlation with one another. However, by the nature of Kronecker product, an author with publication merely in pattern recognition is simply viewed as unmatched with another author with publication only in feature extraction. This does not only confine potential applications in subteam member substitutions, but also gives rise to inaccurate replacement since pattern recognition is considered to be as closely correlated with security as feature extraction.

GENIUS, on the other hand, is capable of handling graphs with massive node features. By including sample teams in training, the model learns to identify correlations between node features in teams study and make optimal replacement choices.

**Efficiency.** Given \( d \) node features, the optimal time complexity of graph kernel-based methods is \( O(d^2) \) [25] while the time complexity of GENIUS is \( O(d) \). To be specific, the number of parameters to train and the dimension of vector multiplication in subteam recommender are both \( O(d) \) while the remaining calculations are not affected by the variance of \( d \). Besides, \( O(n) \) cases can be passed into subteam recommender with the entire dataset encoded by team network encoder only once; therefore the amortized time complexity for GENIUS is lower.

To briefly conclude, we provide a theoretical proof that as the number of node features increases (i.e., finer grained features), GENIUS can present a more stable performance in terms of efficiency compared to graph kernel-based methods. We also demonstrate our analysis through extensive empirical evaluations and the details are in Sec. IV.

### IV. Experiments

In this section, we perform empirical evaluations to demonstrate the effectiveness and efficiency of GENIUS. Specifically, we aim to answer the following research questions:

- **RQ1.** How effective is the proposed framework GENIUS in generating replacement of unavailable subteams? How does performance change as the size of the skill set (i.e., number of graph node features) varies?
- **RQ2.** How much will the performance of GENIUS change by providing different percentages of subteam members to be replaced?
- **RQ3.** How efficient is the proposed framework for subteam replacement?

#### A. Experimental Setup

**Evaluation Datasets.** In the experiment, we adopt two real-world datasets widely used in previous research [23], [25], but with around \( \times 150 \) more abundant node features. Table II summarizes the statistics of each dataset. Detailed descriptions are as follows:

- **DBLP** provides computer science bibliographic information. We build a graph where nodes represent authors, edges represent co-authorship and node features are each author’s paper keywords. Teams refer to the authors of each paper.
- **IMDb** contains statistics of actors/actresses and movies where nodes represent actors/actresses, edges represent the number of movies where actors/actresses co-starred and node features are tags of movies in which actors/actresses appeared.

1. [http://arnetminer.org/citation](http://arnetminer.org/citation)
2. [https://grouplens.org/datasets/hetrec-2011/](https://grouplens.org/datasets/hetrec-2011/)

| Datasets | DBLP | IMDB |
|----------|------|------|
| # nodes  | 26,351 | 13,472 |
| # edges  | 54,044 | 665,166 |
| # features | 7,551 | 2,040 |
| # teams  | 7,052 | 818 |

TABLE II: Statistics of evaluation datasets.
Comparison Methods. We compare GENIUS with two categories of baseline methods for solving subteam replacement, including (1) graph kernel-based method, which prior investigations take as optimal solution, and (2) supervised encoder-based method, which the capability of GENIUS to learn team- and member-level representations is compared to.

- **Graph Kernel** [24], [25] based method applies random walk graph kernel to find the optimal result. The entire social network is searched to obtain all possible combinations of size \( |R| \) as new subteam candidates and the optimal solution is the subteam that produces the highest graph kernels w.r.t. original team.

- **Supervised Encoder** [12] based method is of similar GNN-backboned structure as team network encoder in GENIUS but trained by graph node labels. For DBLP, label for each node represents the research field where the author has maximal publications; for IMDB, label for each node represents the movie genre where the actor stars most [23], [25]. Supervised encoder generates node embeddings along with label assignments. The entire network is searched to obtain all possible combinations of size \( |R| \) as new subteam candidates and the optimal solution is the subteam that produces subteam embedding closest to the remaining subteam embedding (using the same subteam embedding function \( g \) as GENIUS).

Training Methods. For each dataset, 60% of the teams are selected as training samples, 20% are for validation while the remaining 20% (labelled as \( Z, Z \subseteq G \)) are for testing as (both for GENIUS and for baselines). For balancing parameters in Eq. [15], \( b_1, b_2, b_3 \) are set as 1, 100, 1 respectively for DBLP and 100, 100, 10 respectively for IMDB.

Evaluation Metrics. For quantitative analysis, there is no sole golden criteria to evaluate the effectiveness of the results. Thus, we study the disparity between the optimized new teams and original teams based on multiple graph similarity metrics to make comparisons more convincing. In this paper, the following metrics, all applied in the versions where both structural properties and feature information are considered, are applied to conduct a comprehensive evaluation on the performance of different methods.

- **Graph Edit Distance (GED)** [1] is defined as the minimum cost of editing path to transform one graph to another. For two identical graphs, the Graph Edit Distance (GED) is zero. Specifically, for each testing team \( t_0 \in Z \), GED\(^{-}\)(\cdot) measures the graph edit distance based disparity between the original team \( t_0 \) and the new team \( t_1 \) [14]. Graph edit distance for each method in each dataset is the average of all testing samples \( t_0 \in Z \).

- **Shortest Path Graph Kernel** [5] is a path-based graph kernel where graphs are decomposed into shortest paths and compared in pairs by length and end-point labels (i.e., node features) [16], [29]. Specifically, for each testing team \( t_0 \in Z \), we calculate the disparity \( D_1(t_0, t_1) \) between the original team \( t_0 \) and the new team \( t_1 \) based on shortest path graph kernel function \( \text{SP}(\cdot) \).

\[
D_1(t_0, t_1) = \text{abs} (\text{SP}(t_0, t_1), \text{SP}(t_0, t_0)) / \text{SP}(t_0, t_0)
\]

where \( \text{abs}(a, b) \) represents the absolute difference of \( a \) and \( b \). The disparity based on shortest path graph kernel for each method in each dataset is the average of all testing samples \( t_0 \in Z \).

- **Marginalized Graph Kernel** [18], [27] is a walk-based kernel that takes the inner product of walks on the two graphs. [16] Specifically, for each testing team \( t_0 \in Z \), we calculate the disparity \( D_2(t_0, t_1) \) between the original team \( t_0 \) and new team \( t_1 \) based on marginalized graph kernel function \( M(\cdot) \).

\[
D_2(t_0, t_1) = \text{abs} (M(t_0, t_1), M(t_0, t_0)) / M(t_0, t_0)
\]

where \( \text{abs}(a, b) \) represents the absolute difference of \( a \) and \( b \). The disparity based on marginalized graph kernel for each method in each dataset is the average of all testing samples \( t_0 \in Z \).

Besides quantitative analysis, we also include qualitative analysis to further demonstrate that GENIUS generates promising results in real-world applications. For qualitative analysis, we perform case studies both on the plausibility of cluster assignments and final replacement results.

All experiments are run on a Tesla V100 GPU.

**B. Effectiveness Results (RQ1)**

**Quantitative Analysis**

**Overall Comparison.** We first conduct experiments to examine the general performance of GENIUS and compare the results w.r.t. baselines. For each original team \( t_0 \in Z \), we randomly select different percentages of members as the subteam to be replaced. Both GENIUS and the two baselines are tested with the same set of test cases. The results are visualized in Figure 2. Accordingly, we have the following observations, including: (1) Based on various graph similarity metrics and across different datasets, GENIUS generates results with significantly lower graph disparity w.r.t. original teams: disparity based on marginalized graph kernel for GENIUS in DBLP drops by 15% from that for graph kernel-based method; disparity based on shortest path graph kernel for GENIUS in IMDB is only 1/5 of that for supervised encoder-based method; GED based graph disparity for GENIUS in IMDB is only 1/15 of that for supervised encoder-based method and 1/7 of that for graph kernel-based method. This indicates that compared to baselines, GENIUS is more capable of learning effective team-level collaboration structure and skill representations. (2) The graph disparity of baseline models increases drastically when the average team size increases: for instance, on IMDB (average team size is around 17), both baselines generate results with average GED rising to around ×100 more than that of DBLP (average team size is around 3) while GENIUS has a steady performance (Figure 2a). From
(a) Disparity based on graph edit distance (GED). (b) Disparity based on shortest path graph kernel. (c) Disparity based on marginalized graph kernel.

Fig. 2: Performance evaluation w.r.t. different datasets.

this, we can view that GENIUS generates more stable team representations than baselines. (3) Supervised encoder-based method has the worst performance of the three, confirming our previous assertion that training with labels is not appropriate for team-related tasks. According to overall comparisons, GENIUS outperforms baselines to a great extent.

Performance as the size of skill set varies. This part addresses our discussion on the limitation of graph kernels as the skill set scales up in section III-B. We pick DBLP as the evaluation dataset because it allows a wider range of node feature variation. The same experiment settings are applied except that different numbers of node features are randomly selected from the original dataset, ranging from 50(1%) to 7,551(100%). Both GENIUS and graph kernel-baseline are tested with the same set of skills and test cases. Figure 5 visualizes the results where as the size of skill set increases, the disparity between the optimized new teams and original teams increases drastically for graph kernel-based approach while GENIUS has a stable performance. The results confirm our previous statement that the performance of graph kernel-based method is sabotaged by its inability to recognize potential correlations between various skills.

Qualitative Analysis

Cluster Assignment. We extract the cluster where Jiawei Han belongs and it turns out that Philip S. Yu, Yizhou Sun, Xifeng Yan also belong to the same cluster. This is consistent with intuitions because all of them share very similar research interests and connections with Han. If Han becomes unavailable in a team, the most appropriate candidates are included within the cluster that he belongs to, confirming the effectiveness of cluster assignments generated by team network encoder and the within-cluster search performed by subteam recommender.

Replacement Results. In a team of 7, we assume a subteam of size 2, composed of Vipin Kumar and Huzefa Rangwala, becomes unavailable. GENIUS generates Rakesh Agrawal as the optimal result. This is plausible because Rakesh Agrawal has research interests in data mining and experience that highly match with Kumar and Rangwala, meaning that the new team is able to perform similar tasks. The newly-formed team of 6 is also expected to cope well because Rakesh Agrawal has connections with the remaining 5 members.

C. Hyper-Parameter Study (RQ2)

In this section, we mainly study how varying percentages of subteam members to be replaced affect the quality of results. We pick IMDB as the evaluation dataset because it includes teams with sizes significantly larger (around 17) than that of DBLP (around 3) and thus allows a wider range of subteam member percentage studies. GENIUS and two baselines are tested with the same original teams and subteams to be replaced. The resulting graph disparity is visualized in Figure 4. We can observe that as the percentage of subteams to be replaced increases, the disparity of all three methods increases, which is consistent with our intuition because fewer percentage of new team members are identical to that of the original team. However, we can see that regardless of the increases in graph disparity, what we observe in Overall Comparison stands for every subteam percentage: (1) For every percentage of subteam members to be replaced, GENIUS has graph disparity that is significantly lower than the two baselines. This indicates that regardless of team sizes, GENIUS is more capable of mining critical knowledge to construct a team than baselines. (2) Supervised encoder-based method remains to have the highest graph disparity regardless of the percentages of subteam members to be replaced.

D. Efficiency Results (RQ3)

For models that require training (GENIUS and supervised encoder-based method), we take total running time as the sum of training time (total training time for 1,000 epochs divided by the number of test samples, i.e., $|Z|$) and inference time. For the method that does not require training (graph kernel-based method), the total running time is taken as the time required to obtain optimized solutions. We investigate the efficiency results from the following aspects:

- The overall efficiency differences between GENIUS and baselines (Table III). It is obvious that GENIUS performs much faster than the two baselines even if training time is taken into consideration due to its low amortized time complexity. Improvements brought by within-cluster search algorithm can be clearly viewed from the inference time contained in brackets: since both baselines have to iterate over the entire dataset to generate candidates while GENIUS prunes unqualified candidates by searching only within clusters, the inference time of GENIUS for an optimized
solution is significantly shorter. \textit{Graph kernel}-based baseline takes the longest time to find a solution because it performs more complicated calculations on each subteam member to be replaced. Specifically, GENIUS has around $\times 600$ higher efficiency than \textit{graph kernel}-based method on DBLP and around $\times 400$ higher on IMDB; GENIUS has around $\times 3$ higher efficiency than \textit{supervised encoder}-based method on DBLP and around $\times 20$ higher efficiency on IMDB.

- Training time differences of GENIUS as the size of skill set varies (Table IV). From the results, we can observe tiny fluctuations of the average training time per epoch, i.e., $3.12 \pm 0.29$, across different numbers of node features (coefficient of variation $c_{v} \approx 9\%$). Thus, although variations in the number of node features give rise to different numbers of parameters to be trained, the actual training time per epoch varies within a small range.

- Efficiency differences of GENIUS comparing to \textit{graph kernel} baseline as the size of skill set varies (Table V). We can observe that as the number of node features increases, \textit{graph kernel}-based method takes a drastically increasing amount of time to find a solution. This results from the $L \times$ term (Eq. (17)) in graph kernel expression (Eq. (16)) calculated by iterating over node features, giving an increase in time complexity of $O(d)$. Meanwhile, the average inference time to find a solution using GENIUS drops as the number of features increases (since the training time is close across various percentages, the total time also drops). This is because with more detailed skill information, nodes become more scattered and thus, within-cluster search generates fewer candidates. For every size of skill set, GENIUS finds a solution significantly faster than \textit{graph kernel}-based baseline.

- Efficiency differences as the percentage of subteam members to be replaced varies (Table VI). For GENIUS and \textit{supervised encoder}-based method, the training time for each method is the same across different subteam percentages because the inferences are all performed on the same encoded team network. As the percentage of subteam members to be replaced increases, the number of candidates increases and thus, the inference time it takes to obtain a solution increases for both GENIUS and the two baselines. Regardless of different percentages of subteam members to be replaced, GENIUS takes significantly less time to find a solution than the two baselines.

| Methods           | DBLP     | IMDB     |
|-------------------|----------|----------|
| GENIUS            | 2.27 (0.04) | 11.74 (0.13) |
| Graph Kernel      | 1335.20  | 4432.01  |
| Supervised Embedding | 7.32 (7.21) | 216.36 (215.87) |

$^*$ Numbers in brackets (if any) represent inference time

| # Node Features | 50 | 500 | 3,000 | 5,400 | 7,551 |
|-----------------|----|-----|-------|-------|-------|
| Average Training Time | 3.59 | 2.77 | 3.32 | 2.93 | 3.00 |
and GraphSAGE \cite{15} successfully deals with unseen nodes. Able to learn the relationships of each node with its neighbors encode each node. Graph Attention Networks (GAT) \cite{31} is generating results by capturing information from the entire graph to originated from the graph spectral theory and generate promising \cite{10}, \cite{26}. Graph convolutional networks (GCNs) \cite{19} social network analysis \cite{15}, \cite{19}, graph anomaly detection strengths and performs well in different tasks including including various GNN structures, existing methods involve labels in the training process \cite{3}, \cite{19}, \cite{34}. Subteam replacement calls for a model that generates more comprehensive team- and member-level representations without being constrained by labels.

C. Graph Node Clustering

Graph node clustering plays an important role in many graph pooling and coarsening techniques \cite{2}, \cite{39}, \cite{59}. Un-trainable node clustering models have limited capability to extract important node features \cite{9}. Most trainable models are trained with ground-truth class labels \cite{22}, \cite{36}. For models trained in an unsupervised fashion, some \cite{2} are shown to be unable to optimize their own objective function on some real datasets \cite{30}; others \cite{30} have their partition validated over original labeled classes (i.e., clusters are based on class labels). Since there is a very limited number of class labels (around 10) \cite{3}, \cite{12}, \cite{28}, nodes are not well separated (i.e., there are numerous nodes within a cluster) and thus, within-cluster search does not bring significant improvements to efficiency. Since it is challenging and unrealistic to involve numerous node labels, we adopt a novel unsupervised technique to train GENIUS and generate clusters with a small number of nodes.

VI. CONCLUSION

In this paper, we investigate the challenging problem of subteam replacement. To tackle this problem, we propose a novel framework GENIUS, which incorporates a GNN-backboned team network encoder that learns essential team-level representations with \textit{positive team contrasting}, a training technique developed for team-related problems. To further improve the efficacy of GENIUS, members with similar skills and collaboration structures are clustered together, by which a \textit{subteam recommender} performs a within-cluster search that prunes unqualified candidates. Through extensive experiments, we demonstrate the superiority of GENIUS over existing methods. Our model can be further extended to multiple problems, including subgraph matching in large team social network datasets, subgraph similarities, etc.

| Methods | 1%  | 10%  | 25%  | 50%  | 75%  | 90%  |
|--------|-----|------|------|------|------|------|
| GENIUS | 11.61 (0.01) | 15.30 (0.69) | 31.98 (20.37) | 85.41 (73.80) | 117.65 (92.87) | 1335.20 |
| Graph Kernel | 1241.11 | 3632.30 | 5213.42 | 13456.02 |
| Supervised Embedding | 1.01 (0.52) | 189.40 (188.91) | 754.35 (753.86) | 950.68 (950.19) |

* Numbers in brackets (if any) represent inference time

| Methods | 1%  | 10%  | 25%  | 50%  | 75%  |
|--------|-----|------|------|------|------|
| GENIUS | 2.77 (0.23) | 2.12 (0.15) | 2.41 (0.05) | 2.10 (0.03) | 2.17 (0.04) |
| Graph Kernel | 12.40 | 96.10 | 570.12 | 924.34 |

**TABLE V:** Average time to find a solution in seconds w.r.t. size of skill set (DBLP)

**TABLE VI:** Average time to find a solution in seconds w.r.t. percentages of subteam members to be replaced (IMDB)
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