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1 Introduction

Recently there has been a renewed interest in \( \mathcal{W} \)-algebras, which are symmetry algebras of two-dimensional conformal field theories, in particular due to their connections to higher dimensional field theories. The AGT correspondence relates partition functions of 4d \( \mathcal{N} = 2 \) supersymmetric gauge theories to correlation functions of Liouville and Toda theory in two dimensions [1, 2]. The mathematical reason behind this correspondence is the action of \( \mathcal{W} \)-algebras on the equivariant cohomology of instanton moduli spaces [3, 4]. In [5] \( \mathcal{W} \)-algebras were found to control operator product expansions of a certain class of local operators in 4d \( \mathcal{N} = 2 \) superconformal theories. The index associated to these operators agrees with the vacuum character of the corresponding \( \mathcal{W} \)-algebras. \( \mathcal{W} \)-algebras were also found to describe the degrees of freedom associated to junctions of co-dimension 1 defects in twisted \( \mathcal{N} = 4 \) super Yang-Mills theory [6]. \( \mathcal{W} \)-algebras play also an important role in AdS\(_3\)/CFT\(_2\) holography [7–11] where they organize the states of the conformal field theory side. Last but not least, the related algebraic structures play role in recent studies of \( M \)-theory in \( \Omega \)-background [12, 13].

As an unexpected consequence of these developments, a certain family of \( \mathcal{W} \)-algebras was found to be equivalent to Yangian symmetries associated to affine Lie algebras [3, 14–18]. Using this description, one can use the tools of integrability to study these vertex operator algebras. In particular, the representation theory simplifies significantly in this Yangian picture and in many cases one finds natural combinatorial interpretation of the representation spaces. In particular, the algebra \( \mathcal{W}_{1+\infty} \) which is a unifying algebra of \( \mathcal{W}_N \) series of \( \mathcal{W} \)-algebras is closely connected to combinatorics of plane partitions (3d Young diagrams) encountered in the topological string [19].

It is clear that the space of vertex operator algebras is very large. In order to explore it, one can look for techniques which construct directly new vertex operator algebras out of old ones. Well-known examples of these constructions are GKO coset construction [20],
Drinfeld-Sokolov reduction [21, 22] or taking orbifolds [23–25]. Alternatively, one can try to study \(\mathcal{W}\)-algebras by building them from smaller building blocks [26, 27]. The idea is to describe a vertex operator algebra as an extension of a vertex operator subalgebra (typically of a product form) by a set of representations of the subalgebra. One particular realization of this construction is the gluing construction discussed in [28] (this construction was discussed in the Yangian language in series of papers [29–32] and recently generalized in [33]). Here one uses the fact that a certain class of \(\mathcal{W}\)-algebras describes degrees of freedom associated to junctions of co-dimension 1 defects in four-dimensional twisted \(\mathcal{N} = 4\) super Yang-Mills theory. In particular, once one understands the basic junction where three co-dimension 1 defects meet, it is natural to consider more complicated configurations of these defects. Following this procedure, a large class of \(\mathcal{W}\)-algebras was constructed in [28]. In the \(\mathcal{W}\)-algebra language the building block is the \(\mathcal{W}_{1+\infty}\) algebra or its truncations and the algebras resulting from this gluing procedure include the unitary affine Lie algebras, \(\mathcal{W}\)-algebras associated to non-principal Drinfeld-Sokolov reductions or the \(\mathcal{N} = 2\) superconformal algebra and its extension to \(\mathcal{N} = 2\) \(\mathcal{W}_\infty\). Despite some important differences, the whole procedure largely parallels the calculation of topological string partition functions on toric Calabi-Yau manifolds using the formalism of topological vertex [19].

Although the class of algebras constructible following the procedure described in the last paragraph is large, it clearly does not exhaust all the known algebras that can be constructed in another way. Perhaps the simplest example are the unitary Grassmannian cosets of the form [34]

\[
\frac{u(\mu_1 + \mu_2)_k}{u(\mu_1)_k \times u(\mu_2)_k}.
\]  

(1.1)

Setting \(\mu_2 = 1\) and \(k\) to a positive integer these cosets give rise to \(\mathcal{W}_k\) algebras, but if both \(\mu_1\) and \(\mu_2\) are different than one, the algebra that one gets is larger. It still only has one unique stress-energy tensor (and no spin-1 currents) and thus cannot be decomposed into smaller pieces. This therefore indicates that the building block used in [28] should be generalized to include the Grassmannian cosets. The main subject of this work are these Grassmannian \(\mathcal{W}\)-algebras as well as their generalizations.

1.1 Overview, summary of results

While this paper centers around the Grassmannian algebra, it consists of several sections that can be read independently of each other. A rough dependency of the sections is outlined in figure 1. In the following we will give a brief outline and summary of the various sections.

In section 2 we introduce the Grassmannian cosets as well as the associated universal algebra parametrized by three complex parameters which truncates to Grassmannian cosets for special values of parameters. The coset description has a manifest \(\mathbb{Z}_2\) symmetry exchanging the two parameters \(\mu_1\) and \(\mu_2\). The first surprising feature of the algebra is that the \(\mathbb{Z}_2\) duality symmetry manifest in coset description (1.1) is enhanced to an \(S_3 \times \mathbb{Z}_2\) symmetry, see also [35]. One way to see this enhancement is to observe that if we perform the coset (2.1) in two steps, the intermediate algebra is the matrix-valued \(\mathcal{W}_{1+\infty}\) algebra (or the affine \(\mathfrak{gl}(M)\) Yangian), which was studied previously in [36–39]. These algebras
possess a conjugation duality which combined with the $\mathbb{Z}_2$ duality of the coset (2.1) generates the triality symmetry $S_3$. We should already stress at this point that this triality symmetry is not the generalization of the triality symmetry present in $\mathcal{W}_\infty$ [8], but rather a different independent triality symmetry. The additional $\mathbb{Z}_2$ symmetry changes sign of all rank and level parameters and is known already at the level of simple Lie algebras [40]. We also introduce a generalization of the Grassmannian cosets to generalized flag manifolds, which have $n - 1$ unitary groups in the denominator in (1.1). In this case there is also an enhancement of the manifest $S_{n-1}$ symmetry to $S_n \times \mathbb{Z}_2$ that acts on the $n$ parameters of the coset. We conclude the section by discussing representations that can be constructed using the coset description of the algebra as well as various free field constructions.

In the following section we analyze the structure of the generalized flag VOAs with respect to gluing. The coset description of these generalized flag VOAs immediately provides certain decompositions of these algebras analogous to pair of pants decompositions.

We introduce a convenient combinatorial picture of string diagrams decorated by beads stretched between branes. This picture can be also easily generalized to algebras associated to generalized flag manifolds.

In the following sections we consider OPEs and truncations, respectively, of the algebra.

In the following section we analyze the structure of the generalized flag VOAs with respect to gluing. The coset description of these generalized flag VOAs immediately provides certain decompositions of these algebras analogous to pair of pants decompositions.

Figure 1. The basic organization of the paper. Arrows indicate strong logical dependencies and we recommend to read the relevant sections first.
of genus zero topological surfaces with labeled punctures. Different ways of decomposing a given VOA are related by an analogue of crossing symmetry. The basic Grassmannian algebra corresponds to a three-punctured sphere. We can attach to each of the punctures a copy of an affine Lie algebra. Attaching it to one of the punctures we find a matrix-valued $W_\infty$ \cite{36-39}. Attaching two affine Lie algebras to a Grassmannian results in an affine Lie algebra in the numerator (2.1). Finally, gluing a Grassmannian algebra with three affine Lie algebras results in a special affine Lie algebra at a level which is minus one half of the rank. This affine Lie algebra is the maximal algebra out of which all generalized flag VOAs can be constructed using the coset construction. This description also manifests the maximal $n$-ality symmetry of this class of VOAs.

The remaining part of section 4 discusses generalizations of the gluing procedure used in generalized flag VOAs. Analogously to \cite{28}, there is actually a one-parametric family of gluings where the parameter controls the conformal dimension of the lightest gluing field. At present we do not know any alternative construction of this family of gluings, but thanks to detailed information that we have about characters of the Grassmannian VOA we can make non-trivial predictions for characters of these glued algebras. As an illustration, equation (4.62) gives a general conjecture for the vacuum character of any algebra obtained by the most general genus 0 gluing, i.e. described by a tree graph with no loops. This formula passes many non-trivial checks and is surprisingly simple.

The next section discusses various extensions and applications of the Grassmannian gluing. First of all, one can repeat the analysis of the unitary Grassmannian cosets in the orthosymplectic situation. We discuss in detail the properties of characters in this orthosymplectic setting. We also consider the hybrid cosets of unitary Lie algebras with respect to their orthogonal and symplectic subalgebras as well as the level-rank dual of these. The geometric analogue of these cosets are the Lagrangian Grassmannians. We find dualities mapping between these different cosets, so these Lagrangian cosets have their associated two-parametric universal algebra. To our surprise, the field content of this algebra agrees with the Grassmannian universal VOA up to spin 6.

The next generalization that we consider is the introduction of supersymmetry. We discuss the $\mathcal{N} = 2$ version of the Grassmannian VOA and from the gluing perspective it is found to be glued from three bosonic Grassmannians in a triangular loop, together with a $u(1)$-current. Topologically the corresponding gluing diagram is a genus 1 three-punctured surface and it serves as the first example of higher genus gluing. This reduces to the previously known result that the $\mathcal{N} = 2$ $W_{1+\infty}$ algebra can be obtained by gluing two bosonic $W_\infty$ algebras, together with a $u(1)$-current \cite{28-30}. The final example is the large $\mathcal{N} = 4$ superconformal algebra, which can be obtained by gluing two $su(2)$ algebras to a (truncation of the) Grassmannian algebra. The gluing procedure in this case is slightly different than the general gluings considered so far.

In section 6 we discuss the structure of operator product expansions of the algebra in the primary basis, assuming the field content as predicted by the character calculations of section 3. We start with the most general ansatz and impose associativity of the OPE. Due to the very quickly growing number of primary fields in the algebra, it is very hard to solve the associativity conditions on OPEs for spins higher than $\sim 6$. Surprisingly, the
results of this bootstrap calculation to the order we were able to reach are compatible 
with the existence of a four-parametric family of algebras instead of the three-parametric 
Grassmannian family that we started with. We return to discussion of this possibility in 
the later part of the article.

In section 7 we collect various pieces of information about truncations of the Grass-
mannian algebras. While none of the approaches to determine these truncation curves 
gave us complete information, we could combine these various sources to make a simple 
conjecture for the most general conjecture, which is eq. (7.7). We will return to this in 
section 8 in the context of the conjectural four-parametric family of algebras.

Section 8 is of speculative character. We collect the hints that seem to indicate that 
both the unitary Grassmannian as well as the Lagrangian family of algebras could be 
one-parametric specializations of a four-parametric family of algebras possessing an $S_5$ 
symmetry. We refer to this symmetry as pentality symmetry and it enhances the $S_3 \times Z_2$ 
symmetry present in the Grassmannian. Since we do not know any direct way for 
constructing such an algebra, we list the circumstantial evidence that seems to indicate 
the existence of such an object. First of all, the invariant expressions like the central 
charge (8.5) or the dimensions and charges of the minimal representations (8.12) can be 
written in a universal form that applies to both unitary and Lagrangian families. Another 
strong hint comes from the analysis of the truncation curves. All the truncation curves 
that we are aware of can be written as a simple equation (8.10) which is of the same form 
as the corresponding equation in $W_{\infty}$ [28, 41]. All the operator product expansions that 
we were able to calculate explicitly both in the Grassmannian algebra as well as in the 
Lagrangian coset are compatible with the existence of such unifying a object. Finally, also 
all the OPEs that we were able to compute by imposing just the associativity constraints 
in section 6 are compatible with the existence of such a four-parametric family.

We end in section 9 with a general discussion of our results. We discuss the intrigu-
ing possibility that the Grassmannian cosets have a stringy holographic dual. All their 
qualitative properties point to this scenario: they enjoy large-N factorization, the partition 
function has Hagedorn growth, etc. This would be an ideal laboratory to explore the 
stringy AdS$_3$/CFT$_2$ correspondence beyond its ‘free’ point given by the symmetric product 
orbifold [42–46]. We finally mention the many open questions that remain and possible 
future directions.

2 The unitary Grassmannian

2.1 Definition

The main object of our study is the three-parametric family of vertex operator algebras 
associated to the family of GKO cosets

\[
\frac{u(\mu_1 + \mu_2)_k}{u(\mu_1)_k \times u(\mu_2)_k}
\]

or to the dual cosets

\[
\frac{su(k)_{\mu_1} \times su(k)_{\mu_2}}{su(k)_{\mu_1 + \mu_2}}.
\]
By the level-rank duality, for integer values of parameters $\mu_1, \mu_2$ and $k$ these VOAs (thought of as the respective simple quotients) are isomorphic. As a simplest non-trivial check, we can calculate the central charges and find

$$c = \frac{k(\mu_1 + \mu_2 - 1)(\mu_1 + \mu_2 + 1)}{k + \mu_1 + \mu_2} - \frac{k(\mu_1 - 1)(\mu_1 + 1)}{k + \mu_1} - \frac{k(\mu_2 - 1)(\mu_2 + 1)}{k + \mu_2} - 1$$

(2.3)

in the first case and

$$c = \frac{\mu_1(k - 1)(k + 1)}{k + \mu_1} + \frac{\mu_2(k - 1)(k + 1)}{k + \mu_2} - \frac{(\mu_1 + \mu_2)(k - 1)(k + 1)}{k + \mu_1 + \mu_2}$$

(2.4)

in the second case and it is easy to see that both of these expressions are equal to

$$c = \frac{\mu_1 \mu_2 (k - 1)(k + 1)(\mu_1 + \mu_2 + 2k)}{(\mu_1 + k)(\mu_2 + k)(\mu_1 + \mu_2 + k)}.$$

(2.5)

Both of these coset descriptions have manifest $\mathbb{Z}_2$ duality exchanging $\mu_1 \leftrightarrow \mu_2$.

**Universal algebra.** If we specialize one of the $\mu_j$ parameters to 1, we get a standard coset description of $W_N$ algebras. Instead of thinking of these algebras as a family parametrized by integers, it is very useful to study the universal algebra parametrized by arbitrary complex parameters. In the case of $W_N$ family, the universal algebra is $W_\infty$ [8, 41, 47].

One way to define the universal algebra is using the operator product expansions of the generating fields: choosing a normalization of the generating fields appropriately, one finds that the OPE coefficients depend rationally (of even polynomially, [41, 47]) on the parameters of the algebra. One can thus define the universal algebra using these operator product expansions without any restrictions on integrality of the parameters. Once one has the universal algebra, it is easy to reconstruct back the coset algebras with integer values of parameters: all that we need to do is to specialize the parameters to be integers and take the simple quotient.

We can think of this procedure as effectively working in the limit of large values of $\mu_1, \mu_2$ and $k$ but without putting these parameters strictly equal to infinity. Another possible approach would be to replace the $\mathfrak{su}(N)$ algebra in the coset by the associated interpolating family $\mathfrak{hs}(\lambda)$ (as used in higher spin theories [8]). Either way, in the following we will mostly work with the universal algebra parametrized by three complex numbers $\mu_1, \mu_2$ and $k$ and only when needed we will discuss the specializations of parameters and the associated truncations.

### 2.2 Symmetries

**$\mathbb{Z}_2$ duality.** Once we work with the universal Grassmannian algebra so that we do not need to restrict $\mu_1$ and $\mu_2$ to be integers, there is additional symmetry flipping signs of $\mu_1, \mu_2$ and $k$ at the same time [40]. We can see that this map indeed preserves the central charge and later we will see that also all other structure constants of the algebra that we calculated are invariant under this transformation.
Matrix $\mathcal{W}_{1+\infty}$. Instead of taking the double quotient as in (2.1) at once, one can first study the coset
\[ \frac{u(L + M)_K}{u(L)_K}. \] (2.6)
It is clear that the resulting algebra contains an affine $u(M)_K$ as a subalgebra, but looking at characters (or studying the operator product expansions) we see that it is actually much larger. One can choose a set of generators of the corresponding universal algebra such that for each conformal dimension there is a $M \times M$ matrix of generators transforming in the adjoint representation of the global $u(M)$ symmetry. This algebra was studied from a different perspective in [36, 38, 39, 48] and one can think of it as a matrix extension of $\mathcal{W}_{1+\infty}$. Just like $\mathcal{W}_{1+\infty}$ can be understood as the Yangian of affine $\mathfrak{gl}(1)$, we can think of the matrix $\mathcal{W}_{1+\infty}$ as of the Yangian of affine $\mathfrak{gl}(M)$. Passage from (2.6) to (2.1) is then equivalent to decoupling of spin 1 generators of $u(M)_K$ subalgebra analogously to the $M=1$ situation where one decouples the spin 1 current in $\mathcal{W}_{1+\infty}$ to get $\mathcal{W}_\infty$.

In [39], the matrix-valued $\mathcal{W}_{1+\infty}$ was parametrized by the parameters $(M, N, \kappa)$. The parameter $M$ is the rank of the $u(M)$ subalgebra. The parameter $N$ is the analogue of $N$ in $\mathcal{W}_N$ algebras, i.e. it determines the spin of the generator of the highest spin (from the Yangian perspective it is the level). The algebra has a representation in terms of $N$ commuting $u(M)_\kappa$ algebras and $\kappa$ enters as their level. The map between $(M, N, \kappa)$ parameters and the parameters appearing in the coset (2.6) is
\begin{align}
M &\leftrightarrow M \\
L &\leftrightarrow -\kappa(N - 1) \\
K &\leftrightarrow N\kappa.
\end{align} (2.7a,b,c)

The matrix algebra (2.6) has a duality symmetry generalizing the conjugation symmetry of $u(M)_K$ [39]. It acts on the parameters of [39] as
\begin{align}
M &\leftrightarrow M \\
N &\leftrightarrow -\frac{N\kappa}{M + \kappa} \\
\kappa &\leftrightarrow -M - \kappa.
\end{align} (2.8a,b,c)

It is easy to see that it is involutive, i.e. that it is a duality symmetry. Since this symmetry does not touch the $u(M)_K$ subalgebra, it survives the quotient and gives rise to a duality symmetry of (2.1). In terms of parameters used there, we find an additional duality symmetry of the Grassmannian algebra under which
\[ \mu_1 \to -\mu_1 - \mu_2 - 2k, \quad \mu_2 \to \mu_2, \quad k \to k. \] (2.9)

Triality. The duality symmetries discussed previously do not commute so we can use them to generate more symmetry operations. To parametrize the algebra in a symmetric way, let us trade the level $k$ for another rank-like parameter $\mu_3$,
\[ k = -\frac{1}{2}(\mu_1 + \mu_2 + \mu_3). \] (2.10)
In terms of these parameters the symmetries of the algebra act in a very simple way: there is a triality symmetry $S_3$ permuting the $\mu_j$ and there is a $\mathbb{Z}_2$ duality which changes simultaneously the sign of all $\mu_j$. The combined symmetry of the Grassmannian algebra that we found is thus $S_3 \times \mathbb{Z}_2$. Later we will verify that this is indeed a symmetry of the OPE coefficients of the algebra. The central charge can be written as

$$c = \frac{-2\mu_1\mu_2\mu_3(\mu_1 + \mu_2 + \mu_3 - 2)(\mu_1 + \mu_2 + \mu_3 + 2)}{(\mu_1 + \mu_2 - \mu_3)(\mu_1 - \mu_2 + \mu_3)(-\mu_1 + \mu_2 + \mu_3)},$$

(2.11)

which manifests all the discrete symmetries that we discussed. For later purposes it will be convenient to introduce one additional set of parameters, $\nu_j = \mu_j + k$ or more explicitly

$$\nu_1 = \frac{1}{2}(\mu_1 - \mu_2 - \mu_3), \quad \nu_2 = \frac{1}{2}(-\mu_1 + \mu_2 - \mu_3), \quad \nu_3 = \frac{1}{2}(-\mu_1 - \mu_2 + \mu_3).$$

(2.12)

The inverse transformation is simply

$$\mu_1 = -\nu_2 - \nu_3, \quad \mu_2 = -\nu_1 - \nu_3, \quad \mu_3 = -\nu_1 - \nu_2, \quad k = \nu_1 + \nu_2 + \nu_3.$$

(2.13)

The central charge written in terms of these parameters takes the form

$$c = -\frac{(\nu_1 + \nu_2)(\nu_1 + \nu_3)(\nu_2 + \nu_3)(\nu_1 + \nu_2 + \nu_3 + 1)(\nu_1 + \nu_2 + \nu_3 - 1)}{\nu_1\nu_2\nu_3}.$$

(2.14)

We can write the coset (2.1) slightly differently which makes the triality symmetry manifest. First of all, notice that the Grassmannian

$$\frac{u(\mu_1 + \mu_2 + \mu_3)}{u(\mu_1 + \mu_2)_{\frac{\mu_1 + \mu_2 + \mu_3}{2}} \times u(\mu_3)_{\frac{\mu_1 + \mu_2 + \mu_3}{2}}}$$

is trivial (since it has parameters $(\mu_1 + \mu_2, \mu_3, 0)$). This means that we can write

$$u(\mu_1 + \mu_2)_{\frac{\mu_1 + \mu_2 + \mu_3}{2}} \simeq \frac{u(\mu_1 + \mu_2 + \mu_3)}{u(\mu_3)_{\frac{\mu_1 + \mu_2 + \mu_3}{2}}}$$

(2.15)

and using this, the coset (2.1) can be represented as

$$\frac{u(\mu_1 + \mu_2 + \mu_3)_{\frac{\mu_1 + \mu_2 + \mu_3}{2}}}{u(\mu_1)_{\frac{\mu_1 + \mu_2 + \mu_3}{2}} \times u(\mu_2)_{\frac{\mu_1 + \mu_2 + \mu_3}{2}} \times u(\mu_3)_{\frac{\mu_1 + \mu_2 + \mu_3}{2}}}$$

(2.16)

which manifests the triality symmetry permuting $\mu_j$. The triality invariant description of associated level-rank dual coset (2.2) is

$$\frac{su(-\frac{\mu_1 + \mu_2 + \mu_3}{2})_{\mu_1} \times su(-\frac{\mu_1 + \mu_2 + \mu_3}{2})_{\mu_2} \times su(-\frac{\mu_1 + \mu_2 + \mu_3}{2})_{\mu_3}}{su(-\frac{\mu_1 + \mu_2 + \mu_3}{2})_{\mu_1 + \mu_2 + \mu_3}}.$$

(2.17)

(2.18)
Conjugation symmetry. The algebra possesses one more automorphism that acts non-trivially on the fields in the algebra. This symmetry is the analogue of the parity or conjugation symmetry in $W_\infty$ under which every (non-composite) even-spin primary field is even and every (non-composite) odd-spin primary is odd. The Grassmannian algebra possesses a unique primary spin-3 field $W_3$, which transforms under a similar conjugation symmetry as $W_3 \rightarrow -W_3$. This symmetry can be extended to the complete Grassmannian. From the coset perspective, it is induced from the conjugation symmetry of both the numerator and denominator algebras. We emphasize that in the Grassmannian, it is not true that every non-composite even-spin field is even under this symmetry and every non-composite odd-spin field is odd under this symmetry. This starts to break down at spin 6, where we find a conjugation-odd field. The number of even and odd fields at a given spin can be found in table 2.

Specialization to $W_\infty$. A much better explored family of $W$-algebras is $W_\infty$. Its coset realizations are given by (2.1) or (2.2) with $\mu_1 = 1$.

Generalized Flag Manifolds. Sometimes we will consider the following direct generalization of the cosets (2.1) and (2.2),

\[
\frac{u(\mu_1 + \mu_2 + \cdots + \mu_{n-1})}{u(\mu_1) \times \cdots \times u(\mu_{n-1})} \cong \frac{su(k)_{\mu_1} \times \cdots \times su(k)_{\mu_{n-1}}}{su(k)_{\mu_1 + \cdots + \mu_{n-1}}}. \tag{2.19}
\]

Since the first coset describes a generalized flag manifold,\(^1\) we will refer to the corresponding vertex operator algebra as the generalized flag manifold algebra. The same arguments above show that one can rewrite the algebra as

\[
\frac{u(\mu_1 + \cdots + \mu_n)}{u(\mu_1) \times u(\mu_2) \times \cdots \times u(\mu_n)}, \tag{2.20}
\]

where

\[
k = -\frac{1}{2}(\mu_1 + \cdots + \mu_n). \tag{2.21}
\]

Introducing the parameter $\mu_n$ makes the $n$-ality symmetry of the algebra manifest that permutes the parameters $\mu_j$. It is again useful to introduce the parameters $\nu_j = \mu_j + k$.

### 2.3 Primary fields

Coset primaries of the coset realization (2.2) are labeled by three $su(k)$ representations. We shall assume that $k$ is very large (or analytically continued) so that no truncations occur. Thus, we are effectively looking at $su(\infty)$ representations. Such representations can be described by a pair of (finite) Young diagrams $\Lambda = (\Lambda, \bar{\Lambda})$ to which we shall refer to as ‘boxes’ and ‘antiboxes’. Here and in the following, $\Lambda$ and $\bar{\Lambda}$ are assumed to be independent.

---

\(^1\)i.e. the space of all embeddings of hermitian vectorspaces $\{0\} \subset V_1 \subset V_2 \subset \cdots \subset V_{n-1}$, where $V_i$ has complex dimension $\mu_1 + \cdots + \mu_i$.\)
We will need several operations on these pairs of Young diagrams. We denote by
\[ k = j + j, \quad (2.22a) \]
\[ j = j - j, \quad (2.22b) \]
\[ \Lambda = (\bar{\Lambda}, \Lambda), \quad (2.22c) \]
\[ \Lambda^T = (\Lambda^T, \bar{\Lambda}^T), \quad (2.22d) \]
the total number of boxes and anti-boxes, the number of boxes minus the number of anti-boxes, the conjugate representation and the transposed representation. By transpose, we mean the representation that is given by the transposed Young-diagram.

For instance, the fundamental representation, the antifundamental representation and the adjoint representation correspond to \((\square, \bullet), (\bullet, \square)\) and \((\square, \square)\), respectively. Primary fields of the coset (2.2) are then labeled by three such pairs \((\Lambda_1, \Lambda_2, \Lambda_3)\). The first two representations correspond to the numerator algebras and the last one is the conjugated denominator representation. This additional conjugation will make triality symmetry manifest. The tensor product of \(su(k)\) has a \(\mathbb{Z}_2\) selection rule — upon taking tensor products the number of boxes minus number of antiboxes (i.e. \(|\Lambda|\)) is conserved. This leads to the following selection rule of the coset representations
\[ |\Lambda_1| + |\Lambda_2| - |\Lambda_3| = 0. \tag{2.23} \]
We will find a nice interpretation of this fact in section 3. The conformal weight of a primary is \(h_0(\Lambda_1, \Lambda_2, \Lambda_3) + \text{integer}\), where
\[ h_0(\Lambda_1, \Lambda_2, \Lambda_3) = \sum_{i=1}^{3} \frac{C_k(\Lambda_i)}{2(\mu_i + k)} = \sum_{i=1}^{3} \frac{C_k(\Lambda_i)}{2\nu_i}. \tag{2.24} \]
Here, \(C_k\) is the \(su(k)\) Casimir of the representation. This formula is manifestly triality invariant. The integer shift is caused by the fact that a coset representation might not appear on the level of the affine primary fields, but only further down in the module. For reference, we recall the following formula for the quadratic Casimir:
\[ C_k(\Lambda, \bar{\Lambda}) = k|\Lambda|^2 - \frac{|\Lambda|^2}{k} + \sum_i \text{row}_i(\Lambda)^2 + \sum_i \text{row}_i(\bar{\Lambda})^2 - \sum_i \text{col}_i(\Lambda)^2 - \sum_i \text{col}_i(\bar{\Lambda})^2. \tag{2.25} \]

By \(\text{row}_i(\Lambda)\), we mean the length of the \(i\)-th row of \(\Lambda\) and by \(\text{col}_i(\Lambda)\), we mean the length of the \(i\)-th column. Under the \(\mathbb{Z}_2\) duality that sends \(\mu_i \rightarrow -\mu_i\), the representation labels transform non-trivially. From the explicit form of the Casimir operator, it follows that the conformal weight is invariant if we accompany the sign flip of the \(\mu_i\)’s with the transformation \(\Lambda_i \rightarrow \Lambda_i^T\), where \(T\) denotes the transpose diagram, see eq. (2.22d).

To summarize, the symmetry group \(S_3 \times \mathbb{Z}_2\) acts on the three representation labels \((\Lambda_1, \Lambda_2, \Lambda_3)\) by permutations and by the transpose operation. Finally the conjugation symmetry acts by \((\Lambda_1, \Lambda_2, \Lambda_3) \rightarrow (\Lambda_1, \bar{\Lambda}_2, \bar{\Lambda}_3)\)
There are two classes of representations that can be considered minimal. They play a special role because other representations can be obtained by fusing these. They also play an important role when identifying the duality symmetries in \(\mathcal{W}\)-algebras \([8, 49]\). The first of these, which we call the bifundamental representation, has labels \(((\Box \bullet), (\bullet, \Box), (\bullet, \bullet))\). It is associated to the choice of two \(\nu_j\) parameters and it also has a complex conjugate representation. The second representation is the adjoint representation with labels \(((\Box \Box), (\bullet, \bullet), (\bullet, \bullet))\) and there are three of these representations associated to three \(\nu_j\) parameters. The conformal weights of these representations are

\[
h((\Box \bullet), (\bullet, \Box), (\bullet, \bullet)) = \frac{(k^2 - 1)}{2k} \left( \frac{1}{\nu_1} + \frac{1}{\nu_2} \right), \tag{2.26}
\]

\[
h((\Box \Box), (\bullet, \bullet), (\bullet, \bullet)) = \frac{k}{\nu_1} + 1 = \frac{2\nu_1 + \nu_2 + \nu_3}{\nu_1}. \tag{2.27}
\]

The conformal weight of the adjoint representation receives an integer shift of 1, which we have included in the formula. The reason for this shift is that the singlet representation of the denominator in (2.2) does not appear at the highest level of the numerator representation but rather at level 1.

It is useful to describe these primaries also from a level-rank dual perspective in the coset description (2.1). In this description, the representations are also labeled by three pairs of Young diagrams \((\Gamma_1, \Gamma_2, \Gamma_3)\). The third pair of Young diagrams labels the conjugated numerator representation, whereas the first and second labels correspond to the denominator representations. There is again a selection rule on these representations, which takes the same form as before,

\[
|\Gamma_1| + |\Gamma_2| + |\Gamma_3| = 0. \tag{2.28}
\]

We are now describing \(u(\infty)\) representations, so we should in principle also include three \(u(1)\) charges. However, two \(u(1)\) charges are actually redundant, since we could divide out the overall \(u(1)\) in both the numerator and denominator in (2.1). The final \(u(1)\) charge in the denominator is fully determined by selection rules. To write symmetric formulas, we will keep all three \(u(1)\) charges and normalize the \(u(1)\) charge of the numerator in a natural (but arbitrary) way. We will declare that the third \(u(1)\)-charge is \(u_3 = -|\Gamma_3|\) (so that the fundamental representation has charge 1). The \(u(1)\) charges of the denominator are then fixed to \(u_i = |\Gamma_i|\) for \(i = 1, 2\). The conformal weight of a primary equals then \(\tilde{h}_0(\Gamma_1, \Gamma_2, \Gamma_3) + \text{integer}\), where

\[
\tilde{h}_0(\Gamma_1, \Gamma_2, \Gamma_3) = \frac{C_{\mu_1+\mu_2}(\Gamma_3)}{2(\mu_1 + \mu_2 + k)} + \frac{|\Gamma_3|^2}{2k(\mu_1 + \mu_2)} - \frac{2}{\mu_i} \left( \frac{C_{\mu_i}(\Gamma_i)}{2(\mu_i + k)} + \frac{|\Gamma_i|^2}{2\mu_i k} \right). \tag{2.29}
\]

This does not look triality invariant, but using the explicit formula for the Casimir (2.25), we can rewrite it in terms of the conformal weight of the primary (2.24) as

\[
\tilde{h}_0(\Gamma_1, \Gamma_2, \Gamma_3) = h_0(\Gamma_1^T, \Gamma_2^T, \Gamma_3^T) + \frac{1}{2} (|\Gamma_3| - |\Gamma_1| - |\Gamma_2|). \tag{2.30}
\]

Here, \(^T\) denotes the transposed Young diagram, see eq. (2.22d). The last term is always an integer thanks to the selection rule (2.28). Since the integer can be absorbed in the
integer shift of the primary, we are hence motivated to identify the coset representations by $\Lambda_i = \Gamma^T_i$. We have checked in various examples that the integer shift also works out correctly. Since the first description in terms of $\Lambda_i$ does not involve subtleties with $u(1)$ charges and is manifestly symmetric under triality and the additional $\mathbb{Z}_2$ duality, we shall in the following work with this representation.

2.4 Limits and free field realizations

For various special choices, the Grassmannian algebra can be realized via free field constructions. In the parametrization of the $\mu_i$'s, they usually require that some parameters are sent to infinity. In the following, we list all free field realizations known to us. The free field realizations are also special in that for these choices of parameters, the algebra possesses either a $\mathcal{W}_\infty$ or $\mathcal{W}^{\text{even}}_\infty$ subalgebra. As discussed in section 6, this is not the case for generic choices of the parameters.

Adjoint boson. Consider free scalars in the adjoint representation of $\mathfrak{su}(k)$:

$$\partial \Phi^a_b(z) \partial \Phi^c_d(w) \sim \frac{k \delta^c_b \delta^a_d - \delta^a_b \delta^c_d}{(z-w)^2}. \quad (2.31)$$

Then the singlet part

$$\text{adjoint scalar} \quad \frac{\text{SU}(k)}{\text{SU}(k)} \quad (2.32)$$

gives a free field realization for the Grassmannian. The parameters are

$$\mu_1 \to \infty, \quad \mu_2 \to \infty \quad (2.33)$$

with $\mu_1 + \mu_2 + \mu_3 = -2k$ kept fixed. This limit should be well-defined and independent of the order in which we take the limit. This realization comes from taking both levels to infinity in the coset (2.2). This free-field realization has a $\mathcal{W}^{\text{even}}_\infty$ subalgebra generated by all bilinears of the free boson.

Bifundamental boson. We can similarly take the large-level limit in the level-rank dual coset (2.1), which leads to the free-field realization in terms of a bifundamental boson with defining OPE

$$\partial \Phi^a_i(z) \partial \Phi^j_b(w) \sim \frac{\delta^a_b \delta^j_i}{(z-w)^2}, \quad (2.34)$$

where $a, b$ are indices of $U(\mu_1)$ and $i, j$ are indices of $U(\mu_2)$. This yields the free-field realization

$$\text{complex scalar in bifundamental} \quad \frac{\text{SU}(k)}{\text{SU}(k) \times U(\mu_1) \times U(\mu_2)} \quad (2.35)$$

This realization has parameters

$$\mu_1 = \mu_1, \quad \mu_2 = \mu_2, \quad \mu_3 \to \infty \quad (2.36)$$

This free field realization has a $\mathcal{W}_\infty$ subalgebra generated by all bilinears.
Adjoint fermion. We can also give a fermionic free-field realization. For this, consider again the large-level limit of the coset (2.2) for one of the levels. Consider then setting the level equal to the rank, i.e.
\[ \frac{\mathfrak{su}(k)}{\mathfrak{k}}. \] (2.37)
But \( \mathfrak{su}(k) \) has a free-field realization in terms of fermions in the adjoint representation,
\[ \psi^a_b(z)\psi^c_d(w) \sim \frac{k\delta^a_b\delta^d_c - \delta^a_b\delta^d_c}{z - w}. \] (2.38)
More precisely, \( \mathfrak{su}(k) \) has a conformal embedding into fermions in the adjoint representation. Hence, we obtain the realization
\[ \text{adjoint fermion} \frac{\mathfrak{su}(k)}{\mathfrak{k}}. \] (2.39)
Because the algebra of adjoint fermions contains \( \mathfrak{su}(k) \) as a subalgebra, we actually obtain a conformal extension of the algebra. The parameters for this realization are
\[ \mu_1 \to \infty, \quad \mu_2 = k \] (2.40)
with \( \mu_1 + \mu_3 = -3k \) kept fixed.
This free field realization has a \( \mathcal{W}_\infty \) subalgebra generated by the bilinears. This subalgebra does not lie inside the actual Grassmannian, but only its conformal extension.

Symmetric and antisymmetric fermions. We can give two more examples of a similar flavor. We can repeat the same trick using the free-field realizations [50]
\[ \mathfrak{u}(k)_{k+2} = \text{complex free fermions in symmetric representation}, \] (2.41a)
\[ \mathfrak{u}(k)_{k-2} = \text{complex free fermions in antisymmetric representation}. \] (2.41b)
The defining OPEs read
\[ \psi^{ab}(z)\bar{\psi}_{cd}(w) \sim \frac{\delta^a_c\delta^b_d + \delta^a_d\delta^b_c}{z - w}, \] (2.42a)
\[ \psi^{ab}(z)\bar{\psi}_{cd}(w) \sim \frac{\delta^a_c\delta^b_d - \delta^a_d\delta^b_c}{z - w}, \] (2.42b)
where in the first case \( \psi^{ab} = \psi^{ba} \) and in the second case \( \psi^{ab} = -\psi^{ba} \). Thus, we obtain the free field realizations
\[ \text{complex free fermions in symmetric representation} \frac{\mathfrak{u}(k)}{\mathfrak{k}}, \] (2.43)
\[ \text{complex free fermions in antisymmetric representation} \frac{\mathfrak{u}(k)}{\mathfrak{k}}. \] (2.44)
These are again conformal extensions of the Grassmannian algebra, which both contain \( \mathcal{W}_\infty \) subalgebras.\footnote{As before, the \( \mathcal{W}_\infty \) subalgebras are not subalgebras of the Grassmannian, but only of the conformal extension.}
3 Characters

3.1 Characters from the coset

We will now study characters of the algebra starting from the Grassmannian coset (2.2). Partial results in this direction already have been obtained in [51]. We will be mainly interested in characters for all parameters $\mu_1, \mu_2$ and $\mu_3$ generic. For $\mu_1$ and $\mu_2$ generic and $k$ a positive integer there are no null states associated to special values of the level, i.e. we can use the Weyl character formula where the summation is over the Weyl group of $su(k)$ rather than over the full affine Weyl group. In this situation, the characters of representations of the coset (2.2) can be written as

$$\chi_{\mathbf{1}_1, \mathbf{2}_2, \mathbf{3}_3}(q) = \frac{1}{k!} \int \frac{dz_i}{2\pi i z_i} \Delta(z) \prod_{l=1}^{3} \chi_{\mathbf{1}_l}(z) \prod_{n=1}^{\infty} \frac{1 - q^n}{\prod_{i,j=1}^{k} (1 - z_i z_j^{-1} q^n)} . (3.1)$$

In this expression, $z$ stands collectively for $(z_1, \ldots, z_k)$. The last factor is the vacuum character of affine $su(k)$. There are two such factors coming from the numerator algebra of which one is canceled by the denominator. We denoted by $\chi_{\mathbf{A}_l}(z)$ the characters of the global $su(k)$ algebras, as given by the Weyl character formula:

$$\chi_{\mathbf{A}}(z) = \frac{\sum_{\sigma \in S_k} \text{sgn}(\sigma) z^{\sigma(A+\rho)}}{\sum_{\sigma \in S_k} \text{sgn}(\sigma) z^{\sigma(\rho)}} . (3.2)$$

The three labels $\mathbf{A}_i$ were discussed in section 2.3. The symmetric group $S_k$ arises as the Weyl group of SU($k$). $\rho$ is the Weyl vector (half-sum of all positive roots) and we denote the highest weight vector of the representation $\mathbf{A}$ by the same symbol.

Turning back to (3.1), we should think of $\mathbf{1}_1$ and $\mathbf{2}_2$ as describing the numerator representations. Since we want to project onto singlets of the denominator algebra, which is diagonally embedded, we only have to keep track of the chemical potentials associated to this diagonal subalgebra and hence use always $z$ for this set of fugacity variables. We want to analyze the branching of this numerator representation into the denominator representation, whose representation we denote by $\mathbf{A}_3$. This is however the same problem as searching for singlets in the triple tensor product $\mathbf{1}_1 \otimes \mathbf{2}_2 \otimes \mathbf{3}_3$ and thus the character of $\mathbf{A}_3$ appears symmetrically with the other two representations. This is consistent with the triality symmetry.

Finally, the prefactor in (3.1) achieves the projection on singlets. The integral is an integral over the Cartan torus, with the Vandermonde determinant giving the correct Haar measure,

$$\Delta(z) = \prod_{i \neq j} (1 - z_i z_j^{-1}) . (3.3)$$

The prefactor $\frac{1}{k!}$ accounts for the remaining Weyl group symmetry.

We should note that we have not included the conformal weight of the primary state in (3.1). To get the complete character, one should also include the prefactor $q^{h_0(\mathbf{1}_1, \mathbf{2}_2, \mathbf{3}_3)}$, where $h_0(\mathbf{1}_1, \mathbf{2}_2, \mathbf{3}_3)$ is given by (2.24). We also do not include a factor $q^{-\frac{c_2}{24}}$, where the
central charge is given by (2.11) that is usually included to improve modular properties of
the characters.

In principle, this formula gives the Grassmannian characters, but it is computationally
very inefficient because \( k \) was still assumed to be positive integer. In the following we will
develop a formalism that computes the characters in the limit \( k \to \infty \), i.e. in the regime
where all three \( \mu_j \) parameters are generic, and no truncation of the algebra occurs.

From (3.1), it is clear that the resulting expression of the character only depends on
the tensor product \( \Lambda_1 \otimes \Lambda_2 \otimes \Lambda_3 \), i.e.

\[
ch[\Lambda_1, \Lambda_2, \Lambda_3](q) = \sum_{\Lambda \in \Lambda_1 \otimes \Lambda_2 \otimes \Lambda_3} ch[\Lambda](q),
\]

where the sum runs over all irreducible representations in the tensor product \( \Lambda_1 \otimes \Lambda_2 \otimes \Lambda_3 \)
and \( ch[\Lambda](q) \) is the character with only one non-trivial representation label. The tensor
product is taken in \( su(1) \), so the relevant representations of \( su(\infty) \) have a finite number
of boxes and anti-boxes, i.e. they have only a finite number of non-zero Dynkin labels.

### 3.2 Vacuum character

We start by determining the vacuum character. We do this combinatorially. It is convenient
to consider the limit of the coset (2.2), where \( \mu_1 \to \infty \), in which case one is left with a
coset

\[
\frac{su(k)_{\mu_2}}{SU(k)}.
\]

In other words, the vacuum character is given by all \( su(k) \) singlets in the vacuum repre-
sentation of the affine algebra \( su(k)_{\mu_2} \). This is indeed also what (3.1) tells us.

We can count these singlets as follows. Let us denote the \( su(k) \)-valued currents by
the matrix \( J_m \), where \( m \) denotes as usual the mode number. The matrices are traceless,
i.e. \( \text{tr}(J_m) = 0 \). A general \( su(k) \) singlet has then the form

\[
\text{tr}(J_{-m_1,1} \cdots J_{-m_{1,\ell_1}}) \cdots \text{tr}(J_{-m_n,1} \cdots J_{-m_{n,\ell_n}})(0).
\]

We should note that a trace of one current vanishes and the trace is cyclically symmetric,
which gives some identifications. Reordering of the traces would produce commutators
and the resulting expression has fewer currents \( J \). Thus, for the purpose of counting
the number of singlets, we can treat the traces as commutative. We have thus reduced problem
to counting single-trace contributions, since multi-trace contributions can be accounted for
by taking the plethystic exponential of the single-trace contribution.

It is useful to introduce a pictorial way of writing these traces that makes cyclicity
manifest. We denote e.g.

\[
\begin{array}{c}
\circ \\
4 \\
\circ \\
2
\end{array} = \text{tr}(J_{-1} J_{-4} J_{-2}).
\]

At low lying levels, one can easily list the possible traces. We have listed them explicitly
in table 1.
In the mathematics literature, these combinatorial objects are known as necklaces. They can be counted using the Pólya enumeration theorem. We review the necessary ingredients in appendix A.2 and state here the result. We introduce the generating function

$$Z(q) = \sum_{n=1}^{\infty} q^n \times \text{(number of necklaces with total mode } n\text{)}.$$  

Then [52]

$$Z(q) = \sum_{m=1}^{\infty} \frac{\phi(m)}{m} \log \left( \frac{(1-q^m)^2}{1-2q^m} \right),$$  

where $\phi(m)$ is the Euler totient function.

It is now straightforward to calculate the plethystic exponential and hence the vacuum character

$$\text{ch}[\text{vac}](q) = \exp \left( \sum_{n=1}^{\infty} \frac{Z(q^n)}{n} \right) = \prod_{n=1}^{\infty} \frac{(1-q^n)^2}{1-2q^n}.$$  

We note that the result has a surprisingly simple form. From a CFT point of view the occurrence of the factor $2$ in the denominator is quite unusual and evades a simple oscillator interpretation.

### 3.3 The adjoint representation

We now analyze the simplest non-trivial representation, which is given by $\Lambda = (\boxed{0}, \boxed{0})$.$^3$ We can again work out the character combinatorially. We can for instance assume that $(\boxed{0}, \boxed{0})$ is the representation of one of the numerator algebras. In the same large level limit, we were considering in the previous subsection, we hence build states on a ground state that

---

$^3$Recall that a single box is not allowed, because of the selection rule (2.23).
transforms itself in the adjoint representation and hence can be identified with a traceless matrix, which we can call $\Omega$. Thus, the states in this representation look exactly the same as in (3.6), but have one further special trace of the form
\[ \text{tr}(J_{-m_1} \ldots J_{-m_t} \Omega) . \] (3.11)

Pictorially, we will represent this trace by a ‘brane’ with an ‘open string’ attached to it, e.g.
\[ \begin{array}{c}{3} \\ 2 \\ 1 \end{array} = \text{tr}(J_{-2}J_{-3}J_{-1}\Omega) . \] (3.12)

Thus, counting states in this representation is essentially reduced to counting the number of open string configurations. Of course, such an open string configuration can always be multiplied by additional vacuum bubbles, e.g.
\[ \begin{array}{c}{3} \\ 2 \\ 1 \\ 2 \\ 3 \\ 7 \\ 1 \end{array} \]

(3.13)

would represent a state at level 28. It is clear that the character factorizes,
\[ \text{ch}[(\square)\Box](q) = \text{ch}[\text{vac}](q) \Phi(q) , \] (3.14)

where the ‘wedge character’ $\Phi(q)$ only counts the connected open string configurations. Let us write
\[ \Phi(q) = \sum_{n=1}^{\infty} c(n)q^n . \] (3.15)

Then $c(n)$ satisfies a simple recursion relation. Consider the first number $m$ on an open string configuration, which can be any integer from 1 to $n$. Removing it leads to a valid open string configuration, where the total level is $n - m$. Thus, $c(n)$ satisfies the recursion
\[ c(n) = 1 + \sum_{m=1}^{n-1} c(m) , \] (3.16)

which is solved by $c(n) = 2^{n-1}$. Thus, we conclude that
\[ \Phi(q) = \sum_{n=1}^{\infty} 2^{n-1}q^n = \frac{q}{1-2q} . \] (3.17)

Hence the full character of the minimal representation is given by
\[ \text{ch}[(\square)\Box](q) = \frac{q}{1-2q} \prod_{n=1}^{\infty} \frac{(1-q^n)^2}{1-2q^n} . \] (3.18)

We should mention that this character starts at order $q + \mathcal{O}(q^2)$ and hence incorporates the integer shift that we have discussed in section 2.3.

\footnote{There is no empty string without numbers, since $\Omega$ is traceless.}
3.4 Higher representations

We now generalize the previous analysis to obtain the characters of any other representation systematically. We begin by illustrating the method with the help of the representations with Dynkin labels

\[[2, 0, \ldots, 0, 2], [0, 1, 0, \ldots, 0, 2], [2, 0, \ldots, 0, 1, 0], [0, 1, 0, \ldots, 0, 1, 0],\]  

(3.19)

which appear in the tensor product of the adjoint representation with itself. We will in the following denote them by their box and anti-box labels, i.e. by

\[\left(\begin{array}{c} \square \square \\
\end{array}\right), \left(\begin{array}{c} \square \\
\end{array}\right), \left(\begin{array}{c} \square \\
\end{array}\right), \left(\begin{array}{c} \square \\
\end{array}\right).\]  

(3.20)

Written in terms of tensors, they are tensors \(\Omega_{ab}^{cd}\) that are (anti)symmetrized in the indices \(ab\) and \(cd\) and that have all traces removed. Hence we can think of them in terms of a brane on which two open strings end. Due to tracelessness condition, every open string starting and ending on the same brane must carry at least one mode number. The endpoint of the strings are (anti)symmetrized depending on the representation. We only determine the wedge character \(\Phi_A(q)\) of the corresponding representation, the full character is obtained by multiplying with the vacuum character. A generic open string configuration with two strings is given by

\[\frac{1}{4} \left(\begin{array}{c} \square \\
\end{array}\right) + \left(\begin{array}{c} \square \\
\end{array}\right) + \left(\begin{array}{c} \square \\
\end{array}\right) + \left(\begin{array}{c} \square \\
\end{array}\right).\]  

(3.21)

These two expressions stand for the contractions

\[\Omega_{ab}^{cd} J_{-2}^b J_{-3}^c J_{-1}^a J_{-5}^f, \quad \Omega_{ab}^{cd} J_{-2}^b J_{-3}^c J_{-1}^a J_{-5}^f.\]  

(3.22)

The order of the end-points of the open strings is hence important, since it specifies the way in which indices are contracted. A general state in the representation specified by the labels \([2, 0, \ldots, 0, 2]\) has to be correctly symmetrized, which means that the actual state is given by

\[\frac{1}{4} \left(\begin{array}{c} \square \square \\
\end{array}\right) + \left(\begin{array}{c} \square \square \\
\end{array}\right).\]  

(3.23)

We hence see that the number of states is almost given by \(\frac{1}{2} \Phi(q)^2\), where \(\Phi(q)\) is the wedge character of the single string we determined in (3.17). The only states we are not correctly accounting with this are the diagonal states of the form

\[\left(\begin{array}{c} \square \square \\
\end{array}\right).\]  

(3.24)
since they survive in the symmetrization, but not in the antisymmetrization. To correct for it, one adds the term $\frac{1}{2}(\Phi(q^2))$ and hence

$$
\Phi_{\square \square \square}(q) = \frac{1}{2}(\Phi(q^2) + \Phi(q^2)) = \frac{q^2(1-q)^2}{(1-2q)^2(1-2q^2)} \, .
$$

(3.25)

Similarly, one determines the wedge character in the other cases, which yields

$$
\Phi_{\square \square \square}(q) = \frac{1}{2}(\Phi(q^2) - \Phi(q^2)) = \frac{q^2(1-q)^2}{(1-2q)^2(1-2q^2)} \, .
$$

(3.26a)

$$
\Phi_{\square \square \square}(q) = \Phi_{\square \square \square}(q) = \frac{1}{2}(\Phi(q^2) - \Phi(q^2)) = \frac{q^3(2-3q)}{(1-2q)^2(1-2q^2)} \, .
$$

(3.26b)

We notice that we essentially only used representation theory of the diagonal symmetric subgroup $S_2 \times S_2$ of the two symmetric groups that permute the end of the strings. The representation under the symmetric group permuting the ingoing strings alone is not important, since one can always (anti)symmetrize $\Phi(q^2)$:

$$
\Phi(q^2) = \Phi(q^2) \, .
$$

(3.27)

There can never be any cancellations, since the pictures will always be distinct. We only care about the representation under simultaneous exchange of outgoing and incoming strings and hence about the subgroup $S_2 \subset S_2 \times S_2$. This explains why $\Phi_{\square \square}(q) = \Phi_{\square \square}(q)$ and $\Phi_{\square \square}(q) = \Phi_{\square \square}(q)$. The former two representations are associated to the representations $\{\square \square \square \square \}$ and $\{\square \square \}$ under the group $S_2 \times S_2$. Here and in the following, we often view Young diagrams as specifying irreducible representations of the unitary group, but also of the symmetric group. However, under the diagonal subgroup, they transform always in the trivial representation $\square \square$, which leads to the same character.

Thus, one can convince oneself that

$$
\Phi_{\Lambda, \Lambda}(q) = \Phi_{\Lambda \otimes \Lambda}(q) \, ,
$$

(3.28)

where the tensor product is taken as $S_n$ representations with $n$ being the number of (anti)boxes. For only one non-trivial representation label $\Lambda$, the selection rule (2.23) guarantees that there are always equally many boxes and anti-boxes. This reduces our task to determining $\Phi_{\Lambda}(q)$ in general for any irreducible representation $\Lambda$ of $S_n$. The formula extends to reducible representations by linearity.

Determining the remaining wedge-characters proceeds very much as in $W_{1+\infty}$ [53]. We have

$$
\Phi_{\Lambda}(q) = \frac{1}{n!} \sum_{\sigma \in S_n} \chi_{\Lambda}(\sigma) \Phi_{\sigma}(q) \, ,
$$

(3.29)

where for $\sigma$ with cycle structure $(1)^{m_1}(2)^{m_2}(3)^{m_3} \cdots$, we define

$$
\Phi_{\sigma}(q) = \prod_{i \geq 1} \Phi(q^i)^{m_i} \, ,
$$

(3.30)
and \( \chi_\Lambda(\sigma) \) denotes the character of the symmetric group in the respective irreducible representation. For instance,

\[
\Phi_{\square}(q) = \Phi(q),
\]
\[
\Phi_{\square\square}(q) = \frac{1}{2}(\Phi(q)^2 + \Phi(q^2)),
\]
\[
\Phi_{\square\circ}(q) = \frac{1}{2}(\Phi(q)^2 - \Phi(q^2)),
\]
\[
\Phi_{\square\Box}(q) = \frac{1}{6}(\Phi(q)^3 + 3\Phi(q)\Phi(q^2) + 2\Phi(q^3)),
\]
\[
\Phi_{\Box\square}(q) = \frac{1}{3}(\Phi(q)^3 - \Phi(q^3)),
\]
\[
\Phi_{\Box\Box}(q) = \frac{1}{6}(\Phi(q)^3 - 3\Phi(q)\Phi(q^2) + 2\Phi(q^3)).
\]

Note that this is of the form of the transformation between Schur polynomials (l.h.s.) and the Newton power sum polynomials (r.h.s.). The wedge character associated to the representation \([1,1,0,\ldots,0,1,1]\) is then for example

\[
\Phi_{\Box\circ\Box}(q) = \Phi_{\Box\circ\Box}(q) = \Phi_{\Box\circ\Box}(q) + \Phi_{\Box\Box}(q) = \frac{1}{3}(2\Phi(q)^3 + \Phi(q^3)).
\]

We should mention that we have exposed another symmetry that was not visible on the level of the formula (3.1). Namely, the branching to the diagonal symmetric group \(S_n \times S_n \rightarrow S_n\) is invariant under sending \((\Lambda, \bar{\Lambda}) \rightarrow (\Lambda \otimes \text{sgn}, \bar{\Lambda} \otimes \text{sgn})\), where \(\text{sgn}\) denotes the alternating representation of the symmetric group. On the level of the Young diagram, this is exactly the transposition \(\Lambda \rightarrow \Lambda^\top\) that was discussed in section 2.3. Thus, we have shown that the characters are invariant under \((\Lambda_1, \Lambda_2, \Lambda_3) \rightarrow (\Lambda_1^\top, \Lambda_2^\top, \Lambda_3^\top)\). This should be expected, since we have argued that this corresponds to the action of the \(\mathbb{Z}_2\) duality.

### 3.5 Conjugation symmetry

As we have discussed in section 2.2, the Grassmannian algebra possesses a \(\mathbb{Z}_2\) automorphism that is induced from the involution \(J \mapsto -J^\top\) in the coset. Thus, we want to refine the vacuum character by including a \(\mathbb{Z}_2\) fugacity \(x\), that satisfies \(x^2 = 1\). Let us first consider the effect on a trace:

\[
\text{tr}(J_{-m_1} \cdots J_{-m_\ell}) \mapsto (-1)^\ell \text{tr}(J_{-m_1}^\top \cdots J_{-m_\ell}^\top) = (-1)^\ell \text{tr}(J_{-m_\ell} \cdots J_{-m_1}) .
\]

Thus, the parity reflects the necklace and weights it with a sign, depending on whether the length is even or odd. Such necklaces can be again counted by the Pólya enumeration theorem (although the relevant group is now the dihedral group). We derive in appendix A the result for the single-trace generating function, which takes the form

\[
Z(q) = \frac{1 + x}{2} \sum_{m=1}^{\infty} \frac{\phi(m)}{m} \log \left( \frac{1 - q^m}{1 - 2q^m} \right) + \frac{(1 - x)q^2}{2(1 - 2q^2)}.
\]
Upon taking the plethystic exponential, we obtain the refined vacuum character, which takes the form

$$\text{ch}[\text{vac}](q;x) = \prod_{n=1}^\infty \left( \frac{1 - q^{2n} - 1}{1 - 2q^{2n-1}} \right)^{1+x} \left( \frac{(1 - q^{2n})^2}{1 - 2q^{2n}} \right)^{\frac{3+x}{2}} \left( \frac{1 + q^{2n}}{1 - q^{2n}} \right)^{(1-x)2n-3}. \quad (3.35)$$

From this character, we can read off how many fields there are of a given spin and parity. We write the vacuum character in the form

$$\text{ch}[\text{vac}](q;x) = \prod_{s=1}^\infty \prod_{n=s}^\infty \frac{1}{(1 - q^n)N_+(s)(1 - xq^n)N_-(s)}, \quad (3.36)$$

where $N_+(s)$ is the number of parity even fields and $N_-(s)$ the number of parity odd fields of a given spin. For low values of spin, we obtain table 2. While at spins $\leq 5$, even (odd) spin fields are even (odd) under parity, this pattern quickly breaks at higher spins. This is one of the main differences of the Grassmannian to the $\mathcal{W}_\infty$ algebra.

One can also include the $\mathbb{Z}_2$ fugacity $x$ in the wedge character. On representations, conjugation acts by $(\Lambda_1, \Lambda_2, \Lambda_3) \to (\Lambda_1, \Lambda_2, \Lambda_3)$. Thus, it makes only sense to talk about the $\mathbb{Z}_2$ fugacity in characters that are self-conjugate. On the string/brane picture, the parity reverses the direction of the strings and weights the picture with the sign $(-1)^L$, where $L$ is the sum of lengths of all strings.

The minimal wedge character is self-conjugate and one can repeat the above discussion to arrive at a recursion relation analogous to (3.16). Here, one sums over the first and last number in the string, giving

$$c(n) = x + \sum_{r,s=1}^n c(m - r - s) \times \begin{cases} 1, & r = s, \\ \frac{1+x}{2}, & r \neq s. \end{cases} \quad (3.37)$$

Here, we put conventionally $c(0) = 1$ and $c(m) = 0$ for $m < 0$ to simplify the notation. The solution is given by

$$c(n) = \begin{cases} 2^{n-2}(1 + x), & n \text{ even}, \\ 2^{n-2}(1 + x) + 2^{n-3}(x - 1), & n \text{ odd}, \end{cases} \quad (3.38)$$

and hence the refined wedge character reads

$$\Phi(q,x) = \sum_{n=1}^\infty c(n) = \frac{q(x + q - xq - qx^2 - xq^2)}{(1 - 2q)(1 - 2q^2)}. \quad (3.39)$$

The above discussion of how to obtain the higher wedge characters still goes through except that in (3.29), also $x$ has to be raised to the same power as $q$, i.e. (3.30) gets modified to

$$\Phi_\sigma(q,x) = \prod_{i \geq 1} \Phi(q^i, x^i)^{m_i}. \quad (3.40)$$

| spin $s$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|----------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| $N_+(s)$| 0 | 1 | 0 | 2 | 0 | 5 | 1 | 12 | 8 | 32 | 32 | 98 | 124 | 307 | 473 |
| $N_-(s)$| 0 | 0 | 1 | 0 | 2 | 1 | 5 | 4 | 16 | 16 | 48 | 66 | 156 | 243 | 537 |

**Table 2.** Number of strong generators of the Grassmannian at a low spin.
3.6 Summary and generalization to higher Grassmannians

Let us summarize the result for the characters, that we have obtained. We focus here again on the unrefined characters. We immediately state the generalization to a generalized flag manifold with $N$ parameters, whose representations are labeled by $N$ $SU(\infty)$ representations $\Lambda_1, \ldots, \Lambda_N$. Above, we have discussed the minimal case of $N = 3$. All arguments carry through directly to the higher Grassmannians. The character of a representation $(\Lambda_1, \ldots, \Lambda_N)$ factorizes according to

$$ \text{ch}[\Lambda_1, \ldots, \Lambda_N](q) = \text{ch}[\text{vac}](q) \Phi_{\Lambda_1, \ldots, \Lambda_N}(q), $$

where the vacuum character is given by

$$ \text{ch}[\text{vac}](q) = \prod_{n=1}^{\infty} \frac{(1 - q^n)^{N-1}}{1 - (N - 1)q^n}. $$

The wedge character $\Phi_{\Lambda_1, \ldots, \Lambda_N}(q)$ counts the number of open string configurations ending on $N$ branes. For example, the Grassmannian representation described by the label $((\square \circ \square), (\bullet, \bullet), (\square \bullet), (\bullet, \square))$ would count open string configurations of the form

The picture shows a state at level 9. Multiple strings ending on the same brane are (anti)symmetrized according to the representation labeling the specific brane. With respect to the basic Grassmannian, there is one novelty. The numbers we put on the strings now have $N - 2$ different species and we distinguish them by the corresponding subscript. This can be seen as before in the large level limit, which now counts singlets in the vacuum representation of the product algebra $\text{su}(k)_{\mu_1} \times \cdots \times \text{su}(k)_{\mu_{N-2}}$.

The wedge character depends only on the tensor product in $\text{su}(\infty)$

$$ \Phi_{\Lambda_1, \ldots, \Lambda_N}(q) = \sum_{\Lambda \in \Lambda_1 \otimes \Lambda_2 \otimes \cdots \otimes \Lambda_N} \Phi_{\Lambda}(q). $$
Writing \( \Phi_{\Delta}(q) = \Phi_{\Delta, \bar{\Lambda}}(q) \) in terms of box and anti-box labels, this character in turn only depends on the \( S_n \) tensor product \( \Delta \otimes \bar{\Lambda} \). Finally, \( \Phi_{\Delta \otimes \bar{\Lambda}}(q) \) can always be reduced to the wedge character of a single open string involving only one brane using (3.29). The wedge character involving only a single string and a single brane (the adjoint representation) is in general given by

\[
\Phi_{\text{adj}}(q) = \frac{(N - 2)q}{1 - (N - 1)q}.
\]

**Bifundamental representation.** It is easy to find directly the wedge character of the bifundamental representation. Combinatorially this corresponds to an open string stretched between two branes. We can find a similar recursion relation as in the case of adjoint representation: introducing a counting function \( c(j) \) such that

\[
\Phi_{\text{bif}}(q) = \sum_{j=0}^{\infty} c(j)q^j,
\]

we have first of all \( c(0) = 1 \) because the configuration with no mode numbers labeling the string is allowed and unique and it corresponds to the highest weight state. The recursion relation satisfied by \( c(j) \) is

\[
c(j) = (N - 2) \sum_{k=1}^{j} c(j - k)
\]

which says simply that removing the left-most mode index (whose value is \( k \) and can be of one of \( N - 2 \) species) we obtain another open string with total mode decreased by \( k \). The solution of this recursion relation is

\[
c(j) = (N - 2)(N - 1)^{j-1}
\]

and the corresponding wedge character is

\[
\Phi_{\text{bif}}(q) = 1 + (N - 2) \sum_{j=1}^{\infty} (N - 1)^{j-1}q^j = \frac{1 - q}{1 - (N - 1)q} = 1 + \Phi_{\text{adj}}(q).
\]

**More complicated example.** To illustrate formula (3.44) on a more complicated example, we explicitly compute the wedge character of the representation \( (\begin{array}{c} \square \square \\ \end{array}, \begin{array}{cc} \bullet & \bullet \\ \end{array}, \begin{array}{c} \square \bullet \\ \end{array}, \begin{array}{c} \bullet \square \\ \end{array}) \). First, taking the \( \text{SU}(\infty) \) tensor product leads to

\[
\Phi_{\begin{array}{c} \square \square \end{array}}(q) + \Phi_{\begin{array}{cc} \bullet & \bullet \end{array}}(q) + 3\Phi_{\begin{array}{c} \square \bullet \end{array}}(q) + 3\Phi_{\begin{array}{c} \bullet \square \end{array}}(q) + \Phi_{\begin{array}{cc} \bullet & \bullet \end{array}}(q) + \Phi_{\begin{array}{cc} \bullet & \bullet \end{array}}(q)
\]

Next, we perform the tensor product of the box representations with the anti-box representations inside the symmetric group, which reduces the expression to

\[
\Phi_{\begin{array}{c} \square \square \end{array}}(q) + 2\Phi_{\begin{array}{cc} \bullet & \bullet \end{array}}(q) + 3\Phi_{\begin{array}{c} \square \bullet \end{array}}(q)
\]
Finally, we use the symmetrisation formula (3.29) to express this in terms of the minimal wedge character (3.45). This finally yields
\[
\phi(q) + \frac{5}{2} \phi(q)^2 - \frac{1}{2} \phi(q^2) + \frac{3}{2} \phi(q^3) - \frac{1}{2} \phi(q) \phi(q^2) = \frac{q(1-q)(2-q-9q^3)}{(1-3q)^3(1-3q^2)} = 2q + 15q^2 + 88q^3 + 423q^4 + 1866q^5 + O(q^6).
\] (3.52)

From this we see that there is no way to draw a picture like (3.43) with no numbers put on the strings that respects the (anti)symmetrizations and tracelessness.\(^5\) There are exactly two ways to put one number on the strings and they are given by
\[
\begin{align*}
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{picture1.pdf}
\end{array} & \quad \begin{array}{c}
\includegraphics[width=0.2\textwidth]{picture2.pdf}
\end{array}
\end{align*}
\] (3.53)

and the same picture for the other species of numbers. Counting states in this way becomes quickly very cumbersome. As we have mentioned several times, the complete character of this representation is obtained by multiplying with the vacuum character and putting in the conformal weights of the primary field. We hence have
\[
\text{ch}[\begin{array}{c}
\includegraphics[width=0.2\textwidth]{generic_picture.pdf}
\end{array}, (\ast, \ast), (\square, \textbullet), (\textbullet, \square)](q) = \frac{q^{1+h_0}(1-q)(2-q-9q^3)}{(1-3q)^3(1-3q^2)} \prod_{n=1}^{\infty} \frac{(1-q^n)^3}{1-3q^n},
\] (3.54)

where \(h_0\) is given by (2.24). Let us emphasize that the character formulas such as (3.54) are as simple as they are because we work under assumption that \(\mu_j\) parameters are generic. For special values of parameters of the algebra, there would be singular vectors and the characters would depend on these special values of \(\mu_j\) parameters.

### 4 Gluing construction

In this section, we explore the Grassmannian as fundamental building block to build bigger vertex operator algebras. The gluing construction we introduce is analogous to the gluing

\(^5\)Remember that there cannot be an empty string that connects the same brane with itself.
construction of $\mathcal{W}_\infty$, that was successfully used to build more complicated $\mathcal{W}$-algebras [6, 28–32, 54].

To denote these gluings, we find it convenient to employ a graph notation, where the Grassmannian itself is represented as a trivalent vertex. As we will discuss in section 8, we suspect that the Grassmannian can be further extended to a four-parameter family of algebras. If true, we would only touch the tip of the iceberg and there is a far richer and more general story underlying this construction. We will restrict in this section to representations that are accessible to us through the coset construction.

4.1 The Grassmannian as a 3-punctured sphere

The Grassmannian is parametrized by parameters $\nu_1$, $\nu_2$ and $\nu_3$ which are permuted by triality. See section 2.2 for an overview of the different parametrizations of the Grassmannian algebra. Moreover, representations accessible from the coset construction are parametrized by three labels, associated to these three parameters. We pictured them in section 3 by three branes on which open strings can end. For the purpose of gluing, it will be helpful to think of the Grassmannian as a trivalent vertex or a 3-punctured sphere, where the three legs (punctures) are associated to the three parameters.

We can of course freely permute the legs and thus triality becomes manifest in this picture.

\[
\text{Gr}(\nu_1, \nu_2, \nu_3) = \begin{array}{c}
\nu_1 \\
\nu_2 \\
\nu_3
\end{array}
\]

\[
\text{Gr}(\nu_1, \nu_2, \nu_3, \nu_4) = \begin{array}{c}
\nu_1 \\
\nu_2 \\
\nu_3 \\
\nu_4
\end{array}.
\]

Representations are now associated to the three legs/punctures as well. We similarly identify the generalized flag algebra $\text{Gr}(\nu_1, \ldots, \nu_n)$ with the $n$-punctured sphere. In terms of graphs we can associate any tree graph with $n$ external legs. We will discuss below that all choices are equivalent.

4.2 Gluing Grassmannians

This identification makes only sense if it is compatible with a suitable pair of pants decomposition. We can decompose the four-punctured sphere as follows

\[
\text{Gr}(\nu_1, \nu_2, \nu_3) = \begin{array}{c}
\nu_1 \\
\nu_2 \\
\nu_3
\end{array}.
\]

\[
\text{Gr}(\nu_1, \nu_2, \nu_3, \nu_4) = \begin{array}{c}
\nu_1 \\
\nu_2 \\
\nu_3 \\
\nu_4
\end{array}.
\]

This would hence suggest that there is a conformal embedding

\[
\text{Gr}(\nu_1, \nu_2, \nu) \times \text{Gr}(\nu', \nu_3, \nu_4) \subset \text{Gr}(\nu_1, \nu_2, \nu_3, \nu_4)
\]

(4.3)
for some choice of $\nu$ and $\nu'$. From the coset description, we can see that this is indeed true.

In terms of $\mu$-parameters, we have

$$\text{Gr}(\mu_1, \mu_2, \mu_3, \mu_4) = \frac{\text{su}(k)_{\mu_1} \times \text{su}(k)_{\mu_2} \times \text{su}(k)_{\mu_3}}{\text{su}(k)_{\mu_1 + \mu_2 + \mu_3}}$$

(4.4)

$$\supset \frac{\text{su}(k)_{\mu_1} \times \text{su}(k)_{\mu_2}}{\text{su}(k)_{\mu_1 + \mu_2}} \times \frac{\text{su}(k)_{\mu_1 + \mu_2} \times \text{su}(k)_{\mu_3}}{\text{su}(k)_{\mu_1 + \mu_2 + \mu_3}}$$

(4.5)

$$= \text{Gr}(\mu_1, \mu_2, \mu_3 + \mu_4) \times \text{Gr}(\mu_1 + \mu_2, \mu_3, \mu_4) .$$

(4.6)

Translating back to $\nu$-parameters, we hence obtain (4.3), where $\nu$ and $\nu'$ are chosen such that:

$$\nu = -\nu',$$

(4.7a)

$$\nu_1 + \nu_2 + \nu = \nu_3 + \nu_4 + \nu'.$$

(4.7b)

While the coset description only gives us access to the parameter range $k \in \mathbb{Z}_{\geq 0}$, everything depends through rational functions on the $\mu$- or $\nu$-parameters. Thus we can analytically continue the gluing construction and it should hence also hold for arbitrary values of parameters. Thus, we can obtain the four-parameter flag manifold by gluing two Grassmannians along two punctures,

![Diagram](https://example.com/diagram.png)

(4.8)

Of course, we can decompose the four-punctured sphere in three inequivalent ways into pairs of pants. The quadriality of the $\text{Gr}(\nu_1, \nu_2, \nu_3, \nu_4)$ ensures that they are all equivalent, e.g.

![Diagram](https://example.com/diagram.png)

(4.9)

---

$^6$Recall from section 2 that $\nu_j = \mu_j + k$, where $k = -\frac{1}{2} \sum_{i=1}^{n} \mu_i$ and $n$ is the number of parameters of the algebra.
On the level of operator product expansions, we verified that the total stress-energy tensor of the four-punctured algebra admits exactly these three decompositions.

Of course, one can also iterate the same construction to obtain the higher generalized flag manifolds, i.e.

$$
\operatorname{Gr}(\nu_1, \nu_2, \nu_3, \nu_4) = \begin{array}{c}
\bullet \\
\nu_1 \\
\bullet \\
\nu_2 \\
\bullet \\
\nu_3 \\
\bullet \\
\nu_4 \\
\end{array}
\begin{array}{c}
\bullet \\
\nu'_1 \\
\bullet \\
\nu'_2 \\
\bullet \\
\nu'_3 \\
\bullet \\
\nu'_4 \\
\end{array}
\begin{array}{c}
\bullet \\
\nu_L \\
\bullet \\
\nu'_L \\
\bullet \\
\nu_R \\
\bullet \\
\nu'_R \\
\end{array}
\begin{array}{c}
\bullet \\
\nu_3 \\
\bullet \\
\nu_4 \\
\bullet \\
\nu_5 \\
\end{array}
$$

(4.10)

where \( \nu_L, \nu'_L, \nu_R \) and \( \nu'_R \) are chosen such that

\[
\begin{align*}
\nu_L &= -\nu'_L, \\
\nu_R &= -\nu'_R, \\
\nu_1 + \nu_2 + \nu_L &= \nu'_L + \nu_3 + \nu_R = \nu'_R + \nu_4 + \nu_5.
\end{align*}
\]

(4.11a, 4.11b, 4.11c)

We finally observe that there is a very simple rule determining the \( \nu \)-parameters of the glued puncture. For two punctures to be gluable, the gluing \( \nu \)-parameters have to be opposite and the sum of all the \( \nu \)-parameters on every three-punctured algebra has to coincide. We will explore a generalization of this rule in section 4.4.

It should now be clear why the generalized flag manifolds can represented through an arbitrary trivalent tree graph. The different graphs correspond to the different pair of pants decompositions of the \( n \)-puncture sphere into three-punctured spheres. Because of the basic crossing relation (4.9), they are all equivalent.

**Gluing fields.** In the gluing, one has to add some “gluing fields” that are supported along the gluing tube. In other words, the four-parameter flag manifold decomposes into the product of two Grassmannians together with an infinite tower of non-trivial representations. In terms of the chiral algebras, we can write

\[
\operatorname{Gr}(\nu_1, \nu_2, \nu_3, \nu_4) = \bigoplus_{\Lambda, |\Lambda|=0} (\bullet, \bullet, \Lambda) \times (\bar{\Lambda}, \bullet, \bullet).
\]

(4.12)

Here the r.h.s. is a sum of representations of \( \operatorname{Gr}(\nu_1, \nu_2, \nu) \times \operatorname{Gr}(\nu'_3, \nu_4) \). \( \Lambda \) runs over all possible representations of \( \mathfrak{su}(\infty) \) with equal number of boxes and antiboxes exactly once and we claim that in this decomposition, every character appears indeed exactly once. For this to make sense, we should check that the dimension of these representations is integer with respect to the total stress-energy tensor (which is an algebraic sum of the partial stress-energy tensors). It takes the form

\[
\begin{align*}
h_0 &= h_{0, \nu_1, \nu_2, \nu}^\nu (\bullet, \bullet, \Lambda) + h_{0, \nu_3, \nu_4}^{\nu'} (\bar{\Lambda}, \bullet, \bullet) \\
&= \frac{c_{\nu_1+\nu_2+\nu}(\Lambda)}{2\nu} + \frac{c_{\nu_3+\nu_4+\nu'}(\bar{\Lambda})}{2\nu'} = 0.
\end{align*}
\]

(4.13, 4.14)
Here, $C_N$ is the Casimir of $\mathfrak{su}(N)$ of the respective representation. The two conditions (4.7) hence ensure cancellation of the two terms. Thus, the dimension at which the gluing fields appear is entirely determined by the integer shift of the representation that we discussed on the level of the wedge character in section 3. From the brane picture, it is actually quite easy to see that this shift is at least equal to the number of boxes in $\Lambda$. Taking into account both factors in the decomposition, a representation $\Lambda$ only starts to contribute at conformal weight $\geq ||\Lambda||$.

The gluing (4.2) at the level of algebras requires the following character identity to hold:

$$
\prod_{n=1}^{\infty} \frac{(1-q^n)^3}{1-3q^n} = \left( \prod_{n=1}^{\infty} \frac{(1-q^n)^2}{1-2q^n} \right)^2 \sum_{\Lambda, |\Lambda|=0} \Phi_{\Lambda}(q) \Phi_{\Lambda}(q). \quad (4.15)
$$

We implemented the wedge characters in Mathematica and checked this identity up to $O(q^{21})$.

Similarly, we can glue higher analogues of Grassmannians, the generalized flag algebras. Gluing an $m_1$-punctured sphere to an $m_2$-punctured sphere leads to an $(m_1 + m_2 - 2)$-punctured sphere. The corresponding character identity reads

$$
\prod_{n=1}^{\infty} \frac{(1-q^n)^{m_1+m_2-3}}{1-(m_1+m_2-3)q^n} = \prod_{i=1,2} \prod_{n=1}^{\infty} \frac{(1-q^n)^{m_i-1}}{1-(m_i-1)q^n} \sum_{\Lambda, |\Lambda|=0} \Phi_{\Lambda}^{m_i}(q) \Phi_{\Lambda}^{m_2}(q). \quad (4.16)
$$

Here, the superscript in the wedge character indicates that these are wedge characters of the $m_1$-punctured or $m_2$-punctured algebra, respectively.

Apart from the verification of the gluing prescription at the level characters, we can also check the compatibility with representation-theoretic properties like the conformal dimensions. In particular, in the four-punctured algebra we have bifundamental representations associated to pairs of punctures. These representations should be permuted under the action of the quadrality symmetry, which is however not manifest after the decomposition of the algebra as in (4.2). Let us compare the dimension of bifundamental representation associated to punctures $(\nu_1, \nu_2)$ and $(\nu_1, \nu_3)$ in $\text{Gr}(\nu_1, \nu_2, \nu_3, \nu_4)$. In the first case, the dimension is given directly by the formula (2.26) applied to the left sphere. The dimension is

$$
\frac{k^2 - 1}{2k} \left( \frac{1}{\nu_1} + \frac{1}{\nu_2} \right) \quad (4.17)
$$

where $k = \frac{1}{2}(\nu_1 + \nu_2 + \nu_3 + \nu_4)$. On the other hand, the bifundamental representation associated to punctures $(\nu_1, \nu_3)$ is obtained by connecting the puncture $\nu_1$ to the gluing tube by bifundamental representation and by connecting the tube to the puncture $\nu_3$ by another bifundamental representation. The conformal dimension is now

$$
\frac{k^2 - 1}{2k} \left( \frac{2}{\nu_3 + \nu_4 - \nu_1 - \nu_2} + \frac{1}{\nu_3} + \frac{2}{\nu_1 + \nu_2 - \nu_3 - \nu_4} \right) = \frac{k^2 - 1}{2k} \left( \frac{1}{\nu_1} + \frac{1}{\nu_3} \right) \quad (4.18)
$$

where the contributions associated to the gluing tube canceled and we find a result compatible with the quadrality of the algebra.
4.3 Gluing affine algebras

We can also glue affine algebras to the punctured spheres/graphs. In this subsection, we will use the \( \mu \)-parameters, since they facilitate the notation. To see that this is possible, we can again use the coset description. In one level-rank dual frame, we see that

\[
\frac{u(\mu_1 + \mu_2)_k}{u(\mu_1)_k \times u(\mu_2)_k} \times u(\mu_1)_k \subset \frac{u(\mu_1 + \mu_2)_k}{u(\mu_2)_k}
\]

and thus there is a conformal extension that one can perform. There is a second way to attach an affine algebra to the Grassmannian algebra, which can be seen in the level-rank dual perspective:

\[
\frac{su(k)_{\mu_1} \times su(k)_{\mu_2}}{su(k)_{\mu_1 + \mu_2}} \times su(k)_{\mu_1 + \mu_2} \subset su(k)_{\mu_1} \times su(k)_{\mu_2}.
\]

This second way of gluing completely separates the algebra into two affine algebras. Thus, we will mostly be concerned with the first way of gluing.

We will denote affine algebra punctures by a cross, i.e.

\[
\begin{array}{c}
\bullet \mu_1 \\
\bullet \mu_2 \\
\mu_3 \bullet
\end{array}
\times u(\mu_1)_k \subset 
\begin{array}{c}
\times \mu_1 \\
\times \mu_2 \\
\mu_3 \times
\end{array}.
\]

From the coset realization and from what we discussed in section 2, we can see that the sphere with two Grassmannian punctures and one affine algebra puncture is the matrix \( W_{1+\infty} \) algebra. Here are some identifications with various known algebras:

\[
\text{matrix } W_{1+\infty} = 
\begin{array}{c}
\times \mu_1 \\
\times \mu_2 \\
\mu_3 \times
\end{array}.
\]

\[
u(\mu_1 + \mu_2)_{-\frac{1}{2}(\mu_1 + \mu_2 + \mu_3)} = 
\begin{array}{c}
\times \mu_1 \\
\times \mu_2 \\
\mu_3 \times
\end{array}.
\]

\[
u(\mu_1 + \mu_2 + \mu_3)_{-\frac{1}{2}(\mu_1 + \mu_2 + \mu_3)} = 
\begin{array}{c}
\times \mu_1 \\
\times \mu_2 \\
\mu_3 \times
\end{array}.
\]

While the first two identifications follow from the coset representation, the last one is more non-trivial, but was already discussed in section 2. For these gluings to make sense, we
again have to check that the gluing fields have integer dimension. We claim that the gluing is summarized by the following branching of the glued algebra

\[
\times \mu_1 \\
\circ \mu_2 \\
\mu_3 \circ = \bigoplus_{\Lambda, |\Lambda|=0} (\Lambda, \bullet, \bullet) \times \Lambda^T.
\] (4.25)

Here, the second factor is an affine \(u(\mu_1)\) representation with label \(\Lambda^T\). Since \(|\Lambda| = 0\), the overall \(u(1)\) charge vanishes. The conformal weight of the representations in this decomposition is

\[
\frac{C_k(\Lambda)}{2(\mu_1 + k)} + \frac{C_{\mu_1}(\Lambda^T)}{2(\mu_1 + k)} = \frac{1}{2} ||\Lambda||.
\] (4.26)

Here we used the explicit formula (2.25) for the Casimir of \(su(\infty)\) representations. Thus, we predict the following character identity

\[
\prod_{n=1}^{\infty} \frac{1}{(1 - q^n)^{\mu_1^2}} = \prod_{n=1}^{\infty} \frac{(1 - q^n)^2}{(1 - 2q^n)(1 - q^n)^{\mu_1^2}} \sum_{\Lambda, |\Lambda|=0} q^{\frac{1}{2} ||\Lambda||} \Phi_\Lambda(q) \dim_\mu(\Lambda^T).
\] (4.27)

The l.h.s. is the vacuum character of matrix \(W_{1+\infty}\) that we expect to obtain from this gluing. In the r.h.s., we factored out the vacuum characters of the Grassmannian and the affine algebra. We then sum over all wedge characters. Here, \(\dim_\mu(\Lambda^T)\) denotes the dimension of this \(su(\mu)\) representation. We have again checked directly in Mathematica that this identity holds up to \(O(q^{21})\). We should also note that the transpose is actually not visible at the level of the wedge characters, since we have \(\Phi_{\Lambda^T}(q) = \Phi_\Lambda(q)\), as discussed in section 3. This is a reflection that we could choose not to transpose \(\Lambda\), but send \(\mu_i \to -\mu_i\) instead in the Grassmannian.

One can similarly check the other gluings that we identified above. To make things easier, we can actually note that the coset description makes it obvious that

\[
\frac{u(\mu_1 + \cdots + \mu_{n-1})}{u(\mu_1) \times \cdots \times u(\mu_{n-3})} \supset \frac{u(\mu_1 + \cdots + \mu_n)}{u(\mu_1) \times \cdots \times u(\mu_{n-1})} \times u(\mu_{n-2} + \mu_{n-1})\]  
(4.28)

\[
\supset \frac{u(\mu_1 + \cdots + \mu_{n-1})}{u(\mu_1) \times \cdots \times u(\mu_{n-1})} \times u(\mu_{n-2}) \times u(\mu_{n-1}) \]  
(4.29)

In pictures,

\[
\times \mu_1 \\
\circ \mu_2 \\
\mu_3 \circ \mu_4 \circ \mu_5 = \times \mu_1 + \mu_2 \\
\circ \mu_3 \\
\mu_4 \circ \mu_5 .
\] (4.30)
and hence one can always merge two crosses into one. The manifest symmetry $u(\mu_1) \times u(\mu_2)$ always gets enhanced to $u(\mu_1 + \mu_2)$. We can hence also write

$$u(\mu_1)_{-\frac{1}{2}(\mu_1 + \mu_2)} = \bigodot_{x_1} \mu_1, \quad u(\mu)_{-\frac{1}{2}} \mu = \bigodot \mu.$$  \hfill (4.31)

We have already motivated the last identification in section 2, but we can show this now on the level of the characters. Observe that we have the gluing

$$\bigodot \mu_1 = \bigodot \mu_2 \quad \bigodot \mu_1 \bigodot \mu_2 = \bigodot \mu,$$  \hfill (4.32)

Since this is a gluing of the type we have discussed above, we know the decomposition of the vacuum module of the l.h.s. We expect

$$u(\mu_1 + \mu_2)_{-\frac{1}{2}(\mu_1 + \mu_2)} = \bigodot_\Lambda \mu \times \bar{\Lambda}.$$  \hfill (4.33)

Here, the decomposition is in terms of affine $u(\mu_1)_{-\frac{1}{2}(\mu_1 + \mu_2)} \times u(\mu_2)_{-\frac{1}{2}(\mu_1 + \mu_2)}$ representations. The $u(1)$ charges are determined as explained in section 2.3. In this case, there is no restriction on $|\Lambda|$. The conformal weight of the gluing representations is

$$h(\Lambda) = \frac{C_{\mu_1}(\Lambda)}{\mu_1 - \mu_2} + \frac{|\Lambda|^2}{(\mu_1 - \mu_2)(\mu_1 + \mu_2)} + \frac{C_{\mu_2}(\bar{\Lambda})}{\mu_2 - \mu_1} + \frac{|\Lambda|^2}{(\mu_2 - \mu_1)(\mu_1 + \mu_2)} = \|\Lambda\|.$$  \hfill (4.34)

The second and fourth term are contributions to the conformal dimension from the non-zero $u(1)$ charges. To simplify, we used (2.25). On the level of the character, we hence obtain the identity

$$\prod_{n=1}^{\infty} \frac{(1 + q^n)^{\mu_1 + \mu_2} - 1}{1 - q^n} = \prod_{n=1}^{\infty} \frac{1}{(1 - q^n)^{\mu_1^2 + \mu_2^2}} \sum_{\Lambda} q^{|\Lambda|} \dim_{\mu_1}(\Lambda) \dim_{\mu_2}(\bar{\Lambda}).$$  \hfill (4.35)

The left hand side of this equation is the vacuum character of $u(\mu_1 + \mu_2)_{-\frac{1}{2}(\mu_1 + \mu_2)}$. We have checked this identity again up to $O(q^{21})$.

One can generalize this gluing by gluing an affine algebra to an $m$-punctured sphere. While the resulting algebra has not been studied in the literature, we can predict its vacuum character from our gluing construction. For this, we simply compute the r.h.s. of (4.27) for the algebra of the generalized flag manifold. We computed this character up to $O(q^{21})$ and found that the result is consistent with the following vacuum character

$$\text{ch} \left( \bigodot_{x_1} \mu_1 \bigodot \mu_2 \ldots \bigodot \mu_m \right) (q) = \prod_{n=1}^{\infty} \frac{(1 - q^n)^{m-2}}{(1 - (m-2)q^n)(1 - q^n)^{\frac{(m-2)n-1}{m-3} - \mu_1^2}}.$$  \hfill (4.36)
This result is also valid for the original case $m = 3$ we discussed above by taking the limit. Much more surprising, the formula gives the correct character for $m = 2$ and even for $m = 1$, even though our derivation of it breaks down. For $m = 2$, we obtain indeed the vacuum character of an affine algebra. Finally for $m = 1$, the character can be rewritten as

$$
\prod_{n=1}^{\infty} \frac{(1 + q^n)^{\mu_1^2 - 1}}{1 - q^n},
$$

which agrees with the l.h.s. of (4.35) and is the vacuum character of $u(\mu_1)^{-\frac{1}{2}} \mu_1$.

Finally, let us also briefly discuss the second way in which we can attach an affine algebra to the Grassmannian, in a way that completely separates the Grassmannian into a product of affine algebras. We are attaching $\mathfrak{su}(k)^2 + k$ this time. The decomposition of the glued algebra is very similar to (4.25), except for a missing transpose,

$$
\mathfrak{su}(k)^2 \times \mathfrak{su}(k)^3 = \bigoplus_{\Lambda, |\Lambda|=0} (\Lambda, \bullet, \bullet) \times \tilde{\Lambda}.
$$

Here the r.h.s. denotes modules of $\text{Gr}(\mu_1, \mu_2, \mu_3) \times \mathfrak{su}(k)^{\mu_2 + \mu_3}$. The conformal weight of the gluing field can be seen to vanish (up to the integer shift that is implicitly contained in the wedge character). On the character level, we obtain the identity

$$
\prod_{n=1}^{\infty} \frac{1}{(1 - q^n)^{2k^2}} = \prod_{n=1}^{\infty} \frac{(1 - q^n)^2}{(1 - 2q^n)(1 - q^n)^{k^2}} \sum_{\Lambda, |\Lambda|=0} \Phi_\Lambda(q) \dim_{k}(\tilde{\Lambda}).
$$

We checked this identity up to $O(q^{11})$.\footnote{Since gluing fields appear at a lower dimension, it is computationally more difficult to check this equality.} We also checked the corresponding identity for the higher punctured algebra.

4.4 More gluings

A natural question is whether these gluings exhaust the list of possible gluings. This is not the case, as can be seen already at the level of the coset. Restricting the attention to gluings of Grassmannians without gluing affine Lie algebras, we have for instance the following gluings,

$$
\frac{\mathfrak{su}(k)^{\mu_2} \times \mathfrak{su}(k)^{\mu_3}}{\mathfrak{su}(k)^{\mu_2 + \mu_3}} \times \frac{\mathfrak{su}(k)^{\mu_2 + \mu_3}}{\mathfrak{s}(u^{\mu_2^2}_{\mu_2 + \mu_3} \times u^{\mu_1}_{\mu_2 + \mu_3})} \subset \frac{\mathfrak{su}(k)^{\mu_2} \times \mathfrak{su}(k)^{\mu_3}}{\mathfrak{s}(u^{\mu_2^2}_{\mu_2 + \mu_3} \times u^{\mu_1^2}_{\mu_2 + \mu_3})}.
$$

Translating parameters, this gives a gluing of

$$
\text{Gr}(\nu_1, \nu_2, \nu_3) \times \text{Gr}(\nu_1', \nu_2', \nu_3')
$$

where the parameters are constrained by

$$
\nu_1 = \nu_1', \quad -\nu_1 = \nu_1 + \nu_2 + \nu_3 + \nu_1' + \nu_2' + \nu_3'.
$$
In the usual gluing we have considered before, the parameters were instead constrained by
\begin{align}
\nu_1 = \nu'_1, \\
0 = \nu_1 + \nu_2 + \nu_3 + \nu'_1 + \nu'_2 + \nu'_3.
\end{align}

**Gluing conditions.** In general, a necessary condition for a gluing to be possible is that all the gluing fields have (half-)integer conformal dimensions. In the following we will analyze this condition in some detail and find a family of possible gluings that resembles very much the structure found in $\mathcal{W}_\infty$ gluings [28]. Assume that we are gluing the two Grassmannians $\text{Gr}(\nu_1, \nu_2, \nu_3)$ and $\text{Gr}(\nu'_1, \nu'_2, \nu'_3)$ along the first puncture. Gluing fields have conformal dimension
\begin{equation}
\Delta = \frac{C_k(\Lambda)}{2
\nu_1} + \frac{C_{k'}(\Lambda')}{2\nu'_1} + \text{integer},
\end{equation}
where as usual $k = \nu_1 + \nu_2 + \nu_3$. We can consider the two cases $\Lambda' = \bar{\Lambda}$ and $\Lambda' = \bar{\Lambda}^T$. Without loss of generality, we can restrict ourselves to the second case, since the first is obtained from the second by applying the $\mathbb{Z}_2$ duality to $\text{Gr}(\nu'_1, \nu'_2, \nu'_3)$. In the second case, the conformal dimension of the gluing field becomes
\begin{equation}
\Delta = \frac{C_k(\Lambda)}{2
\nu_1} + \frac{C_{k}(\Lambda^T)}{2\nu'_1} + \text{integer},
\end{equation}
where we used that the quadratic Casimir is invariant under conjugation. In light of the last terms in the explicit formula for Casimir (2.25), we need $\nu'_1 = \nu_1$ for $\Delta$ to have a chance to be an integer for all $\Lambda$. We hence obtain
\begin{equation}
\Delta = \frac{k + k'}{2\nu_1} \|\Lambda\| + \text{integer}.
\end{equation}
We did not include the term proportional to $|\Lambda|$, since $|\Lambda| = 0$ in the tree-level gluings we consider. Hence, for $\Delta$ to be half-integer, we need that
\begin{equation}
\frac{k + k'}{\nu_1} = p \in \mathbb{Z}.
\end{equation}
Thus, we found two necessary conditions on the parameters of the Grassmannians for gluing to be possible. One can similarly treat the other case that is related by $\nu'_1 \rightarrow -\nu'_1$, see the discussion in section 2. In summary, the following conditions are necessary for a gluing to be possible:
\begin{align}
\nu_1 = \varepsilon \nu'_1, \\
p\nu_1 = \nu_1 + \nu_2 + \nu_3 + \varepsilon(\nu'_1 + \nu'_2 + \nu'_3).
\end{align}
Here, we allowed for the inclusion of \( \varepsilon = \pm 1 \), which is obtained by applying \( \mathbb{Z}_2 \) duality on the second algebra. Before taking into account integer shifts, \( p \) is the minimal conformal dimension that appears in this gluing. The integer shifts contained in the wedge characters shift this dimension up. The integer shift is at least \( \frac{1}{2} |\Lambda| \) for both vertices and thus the gluing fields actually have dimension

\[
\Delta = \frac{p + 2}{2} |\Lambda| + \text{integer} .
\]

(4.50)

By construction, the additional integer vanishes for instance in the adjoint representation. Thus, positivity of the gluing field requires \( p \geq -1 \).\(^{10}\) The two gluings above (4.6), (4.40) clearly correspond to the cases \( p = 0 \) and \( p = -1 \). For the case \( p = 1 \), we will see one explicit example in section 5.3. In general, we do not have a direct construction for these algebras, but we believe that such gluings exist nonetheless. Presumably, the list of possible gluings is still incomplete and we will meet one example of a gluing in section 5.4 that does not fit in this framework.

**Vacuum characters.** It is interesting to determine the vacuum characters of the glued algebras, since they exhibit a very simple structure. We will consider only gluings without loops, so that we can without loss of generality always choose \( \varepsilon = 1 \).

Let us start by looking at the simplest gluing

\[
\nu_1 \quad p \quad \nu_3 \\
\nu_2 \downarrow \quad \downarrow \quad \nu_4
\]

(4.51)

Using the character, technology, we can easily compute the vacuum character and we have done so up to order \( \mathcal{O}(q^{\min(5p+11,21)}) \). For the first few cases, we find up to this order results that are consistent with

\[
p = 0 : \quad \prod_{n=1}^{\infty} \frac{(1-q^n)^2}{1-2q^n} \sum_{\Lambda,|\Lambda|=0} q^{\frac{1}{2}|\Lambda|} \Phi_{\Lambda}(q)^2 = \prod_{n=1}^{\infty} \frac{(1-q^n)^3}{1-3q^n} ,
\]

(4.52a)

\[
p = 1 : \quad \prod_{n=1}^{\infty} \frac{(1-q^n)^2}{1-2q^n} \sum_{\Lambda,|\Lambda|=0} q^{\frac{3}{2}|\Lambda|} \Phi_{\Lambda}(q)^2 = \prod_{n=1}^{\infty} \frac{(1-q^n)^3}{1-3q^n + q^{2n}} .
\]

(4.52b)

\[
p = -1 : \quad \prod_{n=1}^{\infty} \frac{(1-q^n)^2}{1-2q^n} \sum_{\Lambda,|\Lambda|=0} q^{\frac{3}{2}|\Lambda|} \Phi_{\Lambda}(q)^2 = \prod_{n=1}^{\infty} \frac{(1-q^n)^3}{1-4q^n} .
\]

(4.52c)

In fact, one can guess a formula that is valid for any \( p \),

\[
\prod_{n=1}^{\infty} \frac{(1-q^n)^2}{1-2q^n} \sum_{\Lambda,|\Lambda|=0} q^{\frac{3}{2}|\Lambda|} \Phi_{\Lambda}(q)^2 = \prod_{n=1}^{\infty} \frac{(1-q^n)^4}{1-4q^n + 4q^{2n} - q^{n(p+2)}} .
\]

(4.53)

\(^{10}\)In more complicated gluings where several Grassmannians are glued together, this bound changes and in general we can only take some gluings to have \( p = -1 \), but not all of them.
which we have checked for $p = -1, \ldots, 10$. Notice that the $p = 0$ case reproduces as expected the result of the generalized flag manifold representing the four-punctured sphere. We find it surprising that the general result takes such a simple form.

A similar formula even holds true when gluing two generalized flag manifolds in the same manner. Gluing a $m_1$-punctured sphere and a $m_2$-punctured sphere for arbitrary $p$ leads to the following vacuum character,

\[
\prod_{i=1,2} \prod_{n=1}^{\infty} \left( \frac{(1-q^n)^{m_i-1}}{1-(m_i-1)q^n} \right) \sum_{\Lambda, |\Lambda|=0} q^{\frac{1}{2}||\Lambda||} \Phi^{m_1}_\Lambda(q) \Phi^{m_2}_\Lambda(q)
= \prod_{n=1}^{\infty} \frac{(1-q^n)^{m_1+m_2-2}}{(1-(m_1-1)q^n)(1-(m_2-1)q^n) - (m_1-2)(m_2-2)q^{(p+2)}} . \tag{4.54}
\]

Again, nothing guaranteed a priori that these vacuum characters admit such a simple form. Another surprise is the fact that the $p = -1$ gluing leads to a vacuum character that coincides with the $(m_1 - 1)(m_2 - 1) + 1$-punctured sphere (up to $u(1)$ factors). We do not have an explanation for this coincidence.

We now look at the next possible gluing involving three generalized flag manifolds representing punctured spheres with $m_1$, $m_2$ or $m_3$ punctures. We keep $m_i$ general, since it will be easier to spot the pattern. Let $p_{12}$ be the parameter of gluing connecting the $m_1$ and $m_2$-punctured sphere and $p_{23}$ the parameter of gluing connecting the $m_2$ and $m_3$-punctured sphere, i.e.

\[
\begin{array}{c}
  m_1 \quad p_{12} \quad m_2 \\
  \vdots \\
  \vdots \\
  m_3 \\
  \vdots \\
  p_{23} \\
  \vdots
\end{array}
\tag{4.55}
\]

The $m_1$, $m_2$ and $m_3$ labels make us remember that the vertices $m_1$-, $m_2$- and $m_3$-valent. We again calculated the corresponding vacuum character and in all cases found it to be compatible with the following answer:

\[
\prod_{n=1}^{\infty} \prod_{i=1}^{3} \prod_{j=1}^{m_i-1} \left( 1-q^n \right)^{m_i-1} \frac{1}{1-(m_i-1)q^n} \sum_{\Lambda_1, \Lambda_2, |\Lambda_1|=|\Lambda_2|=0} q^{\frac{1}{2}||\Lambda_1||+\frac{1}{2}||\Lambda_2||} \Phi^{m_1}_{\Lambda_1}(q) \Phi^{m_3}_{\Lambda_2}(q) \Phi^{m_2}_{\Lambda_1, \Lambda_2}(q)
= \prod_{n=1}^{\infty} (1-q^n)^{m_1+m_2+m_3-3} \left( (1-(m_1-1)q^n)(1-(m_2-1)q^n)(1-(m_3-1)q^n) - (m_1-2)(m_2-2)q^{p_{12}}(1-(m_3-1)q^n) - (m_2-2)(m_3-2)q^{p_{23}}(1-(m_1-1)q^n) - (m_1-2)(m_3-2)q^{p_{12}+p_{23}}(1+(m_2-3)q^n) \right)^{-1} . \tag{4.56}
\]

Here we observe another surprise. Taking in this formula $m_1 = m_2 = m_3 = 3$ and $p_{12} = p_{23} = 1$, we get the vacuum character of the four-punctured algebra! In other words, it seems that one can obtain the four punctured algebra either in the standard $p = 0$ gluing
of two Grassmannians or by gluing three Grassmannians with the $p = 1$ gluing. In this new realization, we actually get an algebra that depends on five parameters. Thus this gives a strong hint that the algebras we are considering actually depend on more parameters than are visible through a coset description. We will come back to this point in section 8.

It is interesting to push these formulas even further to three gluings, where the emergent structure will become clear. Here we have two possibilities — a star-shaped quiver or a linear quiver. We parametrize them by

For simplicity, we drew the graphs as trivalent, but in the following formulae we keep $m_1, m_2, m_3$ and $m_4$ general.

For the star-shaped quiver, we obtain

$$\prod_{n=1}^{\infty} \prod_{i=1}^{4} \frac{(1 - q^n)^{m_i - 1}}{1 - (m_i - 1)q^n} \sum_{A_1, A_2, A_3, |A_1| = |A_2| = |A_3| = 0} q^{\frac{p_{14}}{24}||A_1|| + \frac{p_{24}}{24}||A_2|| + \frac{p_{34}}{24}||A_3||} \times \Phi_{A_1}^{m_1}(q) \Phi_{A_2}^{m_2}(q) \Phi_{A_3}^{m_3}(q) \Phi_{A_4}^{m_4}(q)$$

$$= \prod_{n=1}^{\infty} (1 - q^n)^{m_1 + m_2 + m_3 + m_4 - 4} \left( \prod_{i=1}^{4} (1 - (m_i - 1)q^n) \right)^3$$

$$- \sum_{i=1}^{3} (m_i - 2)(m_4 - 2)q^{p_i + p_2} \prod_{j=1, j \neq i}^{3} (1 - (m_j - 1)q^n)$$

$$- \sum_{1 \leq i < j \leq 3} (m_i - 2)(m_j - 2)q^{(p_i + p_j + 2)n} (1 + (m_4 - 3)q^n) \prod_{k=1, k \neq i, j}^{3} (1 - (m_k - 1)q^n)$$

$$- \prod_{i=1}^{3} (m_i - 2)q^{(p_1 + p_2 + p_3 + 3)n} (2 + (m_4 - 4)q^n) . \quad (4.58)$$

For the linear quiver, we obtain

$$\prod_{n=1}^{\infty} \prod_{i=1}^{4} \frac{(1 - q^n)^{m_i - 1}}{1 - (m_i - 1)q^n} \sum_{A_1, A_2, A_3, |A_1| = |A_2| = |A_3| = 0} q^{\frac{p_{12}}{24}||A_1|| + \frac{p_{24}}{24}||A_2|| + \frac{p_{34}}{24}||A_3||} \times \Phi_{A_1}^{m_1}(q) \Phi_{A_2}^{m_2}(q) \Phi_{A_3}^{m_3}(q) \Phi_{A_4}^{m_4}(q)$$

$$= \prod_{n=1}^{\infty} (1 - q^n)^{m_1 + m_2 + m_3 + m_4 - 4} \left( \prod_{i=1}^{4} (1 - (m_i - 1)q^n) \right)^3$$

$$- \sum_{i=1}^{3} (m_i - 2)(m_{i+1} - 2)q^{(p_{i,i+1} + 2)n} \prod_{j=1, j \notin \{i, i+1\}}^{4} (1 - (m_j - 1)q^n) . \quad (4.57)$$
We see the following structure emerging. Let $E$ be the set of internal edges and $V$ the set of vertices of the graph we are considering. All the internal edges are labeled by integers $p_e$. The vertices are labeled by integers $m_v$, which give the valence of these vertices. We define

$$D(q) = \sum_{E \subseteq E} (-1)^{|E|} \prod_{e \in E} q^{p_e} \prod_{v \in V} \left( 1 - m_v^E - (m_v - m_v^E - 1)q \right).$$

(4.60)

Here, the sum runs over all possible subsets of internal edges, which hence define internal subgraphs. $m_v^E$ denotes the valences of the vertices in this subgraph. As an example, for the linear quiver, the possible internal subgraphs are

![Diagram of internal subgraphs](image)

We observe that the various subgraphs correspond exactly to the various terms appearing in the denominator of the vacuum characters we have computed. We hence conjecture that the vacuum character is in general given by

$$\prod_{n=1}^{\infty} \frac{(1 - q^n)^{\sum (m_i - 1)}}{D(q^n)}. $$

(4.62)

This simple formula seems to work for all tree graphs that we have tested.

Finally, we also briefly describe algebras whose gluing involves a loop. In this case, we cannot necessarily consistently choose $\varepsilon = 1$ and each loop has an associated sign $\varepsilon$ to
it. Analogous formulae should exist for other gluings as well. We will see in section 5.3 an example where three Grassmannians are glued in a loop through a $p = 1$ gluing, which again exhibits a very simple factorized vacuum character.

### 4.5 Comparison to $\mathcal{W}_{1+\infty}$ gluing

It would seem that the gluing procedure discussed here is different than the gluing studied in [28], because here the basic gluing fields are in bi-adjoint representation of the Grassmannians that we are gluing while in [28] the basic gluing fields were generated by the bi-fundamental representations (fundamental with respect to both $\mathcal{W}_\infty$ algebras being glued). In the following we explain that this seeming difference only arises because of a different notation.

Consider the following gluing diagram that represents the decompositions of the numerator of (2.1) into the Grassmannian and the two affine Lie algebras in the denominator of (2.1). We need to sum over all representations of the gluing fields which are labeled by $L$ on the left and $R$ on the right. If we were gluing only the left and middle sphere together, we would have $R = \bullet$ and the Grassmannian selection rule would force us to have $|L| = 0$, i.e. the representation $L$ would have to be the same number of boxes and antiboxes, the simplest non-trivial representation being the adjoint representation.

But in the situation that we are considering we also have the right sphere so the selection rule (which only applies to Grassmannians and not to affine Lie algebras) is weaker, requiring only $|L| + |R| = 0$ so in particular from the point of view of left or right affine algebras we also sum over representations which do not have the same number of boxes as antiboxes. The simplest example would be the representation which is $\square$ or its conjugate from the affine algebra point of view and which is the bifundamental representation of the Grassmannian (stretching between two punctures). These are exactly the representations of gluing fields that were considered in [28].

### 4.6 Characters of matrix $\mathcal{W}_{\infty}$

As another application of the gluing procedure, we use it to compute the characters of $\mathcal{W}_\infty$ with the inclusion of matrix degrees of freedom. This also shows gluing at work in the presence of non-trivial external representations. The result turns out to be very simple. Representations of matrix $\mathcal{W}_{1+\infty}$ were already studied in [38].

We recall that matrix $\mathcal{W}_{1+\infty}$ can be obtained from the Grassmannian by gluing an affine algebra. The resulting object has two punctures that can carry representation labels. Those representation labels have no selection rule, since the right number of boxes can always be absorbed by the gluing fields. For a non-trivial representation of matrix $\mathcal{W}_{1+\infty}$, (4.25)
reads

\[
(\Lambda_1, \Lambda_2) = \bigoplus_{\Lambda, |\Lambda|+|\Lambda_1|+|\Lambda_2|=0} (\Lambda, \Lambda_1, \Lambda_2) \times \bar{\Lambda}^T,
\]  

(4.64)

where the two labels on the l.h.s. are the labels for the matrix \(W_{1+\infty}\) representation. Since the r.h.s. only depends on the \(\mathfrak{su}(\infty)\) tensor product \(\Lambda_1 \otimes \Lambda_2\), the same is true for the l.h.s. and we can hence restrict our attention to only one non-zero label, say \(\Lambda_1\). Let in the following \(m\) be the rank of the matrix.

We computed some of these characters explicitly (always up to \(O(q^{11})\)). We find that they always split into a wedge character part times the vacuum character. The wedge characters take the form

\[
\Phi \bullet (q) = \frac{m}{1-q},
\]

(4.65a)

\[
\Phi \square \square (q) = \frac{m(m+1) + qm(m-1)}{2(1-q)(1-q^2)},
\]

(4.65b)

\[
\Phi \square \circ (q) = \frac{m(m-1) + qm(m+1)}{2(1-q)(1-q^2)},
\]

(4.65c)

\[
\Phi \square \circ \bullet (q) = \frac{m(m+1)(m+2) + 2(m-1)(m+1)(q+q^2) + (m-2)(m-1)q^3}{6(1-q)(1-q^2)(1-q^3)},
\]

(4.65d)

\[
\Phi \circ \square \bullet (q) = \frac{m2(m-1)(m+1) + 2(m^2+2)q + 2(m-1)(m+1)q^2}{6(1-q)^2(1-q^3)},
\]

(4.65e)

\[
\Phi \circ \circ \bullet \bullet (q) = \frac{m(m-1)(m-2) + 2(m-1)(m+1)(q+q^2) + (m+1)(m+2)q^3}{6(1-q)(1-q^2)(1-q^3)}.
\]

(4.65f)

These results are compatible with the following structure. Defining \(\Phi(q) = \frac{m}{1-q}\), the wedge character associated with the representation \(\Phi_{\Lambda, \bullet}(q)\) can be obtained by the same formula as (3.29). We stress however that the symmetric group is embedded only in the box-part of the representation and is \emph{not} the diagonal symmetric group, as was the case in the Grassmannian. We have checked this up to five boxes in the wedge character. For non-trivial boxes and anti-boxes simultaneously, we find that the wedge characters simply factorize as follows,

\[
\Phi_{\Lambda, \bar{\Lambda}}(q) = q^{\min(|\Lambda|, |\bar{\Lambda}|)} \Phi_{\Lambda, \bullet}(q) \Phi_{\Lambda, \bullet}(q).
\]

(4.66)

This determines the character of any matrix \(W_{1+\infty}\) representation that is visible in the coset description.\footnote{There is reason to believe that representations outside of this class exist. In the case of \(m = 1\), the algebra is \(W_{\infty}\) and it enjoys also a triality symmetry [8]. Applying this triality to the coset representations leads to more representations. Even though this triality does not exist in the case of matrix \(W_{1+\infty}\), analogous representations might still exist. These conjectural hidden representations are analogous to the conjectural hidden representations for the Grassmannian that will be discussed in section 8.}

5 Variations and applications

In this section we discuss three variations of the unitary Grassmanian VOA, the orthosymplectic and the Lagrangian (orthounitary) variant as well as the supersymmetric version of
the unitary Grassmannian. In the last part we shortly consider the large $\mathcal{N} = 4$ superconformal algebra which contains the Grassmannian VOA as subalgebra. Only the discussion of the Lagrangian Grassmannian will play a role in the following sections.

5.1 The orthosymplectic series

We can analogously consider the orthogonal Grassmannian cosets

$$\frac{\mathfrak{so}(\mu_1 + \mu_2)_k}{\mathfrak{so}(\mu_1)_k \times \mathfrak{so}(\mu_2)_k}$$

and their level-rank duals

$$\frac{\mathfrak{so}(k)_{\mu_1} \times \mathfrak{so}(k)_{\mu_2}}{\mathfrak{so}(k)_{\mu_1 + \mu_2}}.$$

Analogously to the unitary case it is convenient to introduce a parametrization

$$k = \frac{1}{2}(4 - \mu_1 - \mu_2 - \mu_3)$$

which brings the central charge to the form

$$c = -\frac{\mu_1 \mu_2 \mu_3 (\mu_1 + \mu_2 + \mu_3 - 2)(\mu_1 + \mu_2 + \mu_3 - 4)}{(\mu_1 + \mu_2 - \mu_3)(\mu_1 - \mu_2 + \mu_3)(-\mu_1 + \mu_2 + \mu_3)},$$

symmetric under permutations of $\mu_j$. Introducing the parameters $\nu_j$ in the same way as in the unitary Grassmanian (2.12) brings the central charge to the form

$$c = -\frac{(\nu_1 + \nu_2)(\nu_1 + \nu_3)(\nu_2 + \nu_3)(\nu_1 + \nu_2 + \nu_3 + 1)(\nu_1 + \nu_2 + \nu_3 + 2)}{2\nu_1 \nu_2 \nu_3}.$$ 

Unlike in the unitary case this central charge is not invariant under the simultaneous change of signs of $\mu_j$. Since $\mathfrak{so}(N) \leftrightarrow \mathfrak{sp}(-N)$, the coset gets instead mapped to the symplectic coset [40]

$$\frac{\mathfrak{sp}(\mu_1 + \mu_2)_{k/2}}{\mathfrak{sp}(\mu_1)_{k/2} \times \mathfrak{sp}(\mu_2)_{k/2}}$$

for $\mu_1$ and $\mu_2$ even or their level-rank dual cosets

$$\frac{\mathfrak{sp}(k)_{\mu_1/2} \times \mathfrak{sp}(k)_{\mu_2/2}}{\mathfrak{sp}(k)_{\mu_1/2 + \mu_2/2}}$$

for $k$ even. Parametrizing $k$ as

$$k = \frac{1}{2}(4 + \mu_1 + \mu_2 + \mu_3),$$

the central charge of the symplectic Grassmannian can be written as

$$c = -\frac{\mu_1 \mu_2 \mu_3 (\mu_1 + \mu_2 + \mu_3 + 2)(\mu_1 + \mu_2 + \mu_3 + 4)}{(\mu_1 + \mu_2 - \mu_3)(\mu_1 - \mu_2 + \mu_3)(-\mu_1 + \mu_2 + \mu_3)},$$

which is the same as in the orthogonal coset if we simultaneously change signs of all $\mu_j$. 

---
Representations. One can develop a theory of representations as we did for the unitary coset. We work with the orthogonal realization of the algebra (5.1) and hence $k$ is in the following given by (5.3). They are labeled by three representations of $\text{SO}(\infty)$ that can be associated to three branes, or rather O-planes. We label $\text{SO}(\infty)$ representation by a Young diagram $\Lambda$ with $|\Lambda|$ boxes. There are no anti-boxes in this case. The orthogonal coset has weaker selection rules; instead of box conservation, there is only a $\mathbb{Z}_2$ selection rule on the number of boxes. States in these representations are now characterized by non-orientable string configurations that connect the three O-planes. Since the strings are non-orientable, it is clear that the number of endpoints only has to be an even integer and this corresponds to the selection rule mentioned above. Representations have conformal weight

$$h(\Lambda_1, \Lambda_2, \Lambda_3) = \sum_{i=1}^{3} \frac{C_k(\Lambda_i)}{2} (k + \mu_i - 2) + \text{integer}, \quad (5.10)$$

where we recall that the $\mathfrak{so}(k)$ Casimir takes the form

$$C_k(\Lambda) = (k - 1) |\Lambda| + \sum_{i} \text{row}_i(\Lambda)^2 - \sum_{i} \text{column}_i(\Lambda)^2. \quad (5.11)$$

Thus, minimal representations have weight

$$h(\square, \square, \bullet) = \frac{k - 1}{2(\mu_1 - 2 + k)} + \frac{k - 1}{2(\mu_2 - 2 + k)}, \quad (5.12a)$$

$$h(\square, \bullet, \bullet) = \frac{k}{\mu_1 - 2 + k} + 2, \quad (5.12b)$$

$$h(\bigcirc, \bullet, \bullet) = \frac{k - 2}{\mu_1 - 2 + k} + 1. \quad (5.12c)$$

We included the integer shifts in these formulas.

Vacuum character. The vacuum character can be obtained from counting non-orientable necklaces and some details of how to do this are spelled out in appendix A. The result for the vacuum character reads

$$\text{ch}[\text{vac}](q) = \prod_{n=1}^{\infty} \frac{1 - q^n}{(1 - q^{2n})^{2^{n-2}} (1 - 2q^n)^{\frac{1}{2}}}. \quad (5.13)$$

The fact that this character produces integer degeneracies is not manifest, but one can easily convince oneself that this is true by expanding it to high order in $q$. The spin content of the non-composite primary fields agrees with $N_+(s)$ given in table 2.

Wedge characters. The non-trivial representations can be dealt with as follows. From the combinatorial picture of counting non-orientable strings, it is again clear that the result for the characters factorize into the vacuum part and a wedge character. Let us compute the fundamental wedge character for one non-orientable string that connects one O-plane with itself. Under orientation reversal, the O-plane can be either even or odd (O$^+$ or O$^-$-plane). The two cases lead to different wedge characters. They can be again found via a
for the wedge character of a string starting and ending on the same O±-plane. The reason why we introduce this notation will be explained below. Clearly, we have $c^+(n) + c^-(n) = c(n) = 2^{n-1}$, since the space of orientable strings can be decomposed into symmetric and antisymmetric sectors under the orientation-reversal. So let us focus on $c^+(n)$. It is convenient for the following to define also $c^+(0) = 1$, even though it does not appear in the wedge character.

Consider now any numbers on the string with a fixed mode number sum $n$. Then there is either only one mode number or there are at least two. For this choice of parity of the primary state, a string with one number is odd under reversal and is projected out (remember that the mode operators have odd parity), hence $c^+(1) = 0$. Thus, there have to be at least two mode numbers. We consider the left-most and right-most number and remove it. Call them $k$ and $\ell$. In case that they are equal, we obtain again a non-orientable string configuration with the same parity property. In case they are different, we have to sum the string configuration with the reversed configuration to obtain a symmetric non-orientable configuration. Thus, this possibility is counted by the known number of orientable strings. It follows that the coefficients satisfy the recursion relation\textsuperscript{12}:

$$
c^+(n) = \sum_{k=1}^{n/2} c^+(n-2k) + \sum_{k<\ell, k+\ell \leq n} c(n-k-\ell), \quad n \geq 1. \tag{5.15}
$$

Here $c(n)$ are the degeneracies of the orientable string, see eq. (3.17) and we also put $c(0) = 1$. The solution of the recursion relation is given by

$$
c^+(n) = \begin{cases} 
2^{n-2}, & n \text{ even}, \\
2^{n-2} + 2 \frac{n-3}{2}, & n \text{ odd},
\end{cases} \tag{5.16}
$$

where we also gave the corresponding solution for $c^-(n)$. The generating function is

$$
\Phi_{\square}(q) = \frac{1}{2} (\Phi_+(q) \pm \Phi_-(q)) = \frac{1}{2} \left( \frac{q}{1-2q} \pm \frac{q}{1-2q^2} \right). \tag{5.17}
$$

We denoted suggestively the two terms by $\Phi_+(q)$ (which is the original wedge character of the unitary model) and $\Phi_-(q)$.

To obtain the wedge characters of more complicated representations, we use the following algorithm. We first consider representations where all strings end on the same brane. Assume that there are $n$ strings ending on the brane, i.e. there are $2n$ endpoints. The boundary statistics of the non-orientable strings are captured by the Weyl group of SO($n$), which is $S_n \ltimes \mathbb{Z}_2^n$. The minimal representations $\Phi_{\square}(q)$ are associated to the

\textsuperscript{12}This is even true if terms like $c^+(0)$ appear in the sum by our convention $c^+(0) = 1$. 

\newpage
trivial and alternating representation of $\mathbb{Z}_2$, respectively. For a configuration with $2n$ strings we proceed as follows. The SO($\infty$) representation is naturally associated with a representation of $\mathcal{S}_{2n}$, which we branch down to $\mathcal{S}_n \ltimes \mathbb{Z}_2^n$. This is the same process as in the orientable case, but the additional $\mathbb{Z}_2$’s keep track of orientation reversals. For a single $\mathcal{S}_n \ltimes \mathbb{Z}_2^n$ representation, the wedge character is obtained in the following manner. Conjugacy classes of this group are given by ‘generalized cycle types’, which means that every cycle has additionally a sign attached, which is the product of all $\mathbb{Z}_2$ elements contained in this cycle [55, Chapter 4]. We say that an element $\sigma \in \mathcal{S}_n \ltimes \mathbb{Z}_2^n$ has cycle type $(1, +)^{m_1^+} (1, -)^{m_1^-} (2, +)^{m_2^+} (2, -)^{m_2^-} (3, +)^{m_3^+} (3, -)^{m_3^-} \cdots$. For such a $\sigma$, we define

$$\Phi_\sigma(q) = \prod_{i \geq 1} \Phi^+(q^i)^{m_i^+} \Phi^-(q^i)^{m_i^-}. \quad (5.18)$$

The wedge character associated to an arbitrary representation of $\mathcal{S}_n \ltimes \mathbb{Z}_2^n$ is thus given by (cf. (3.29))

$$\Phi_\lambda(q) = \frac{1}{2^n n!} \sum_{\sigma \in \mathcal{S}_n \ltimes \mathbb{Z}_2^n} \chi_\lambda(\sigma) \Phi_\sigma(q). \quad (5.19)$$

To finally obtain the most general wedge character, with different SO($\infty$) representations associated to the different branes, one first takes the SO($\infty$) tensor product. For each term in the tensor product decomposition, one applies the above steps.

To exemplify this algorithm, we compute the wedge character of the representation $\begin{array}{ccc} \cdot & \cdot & \cdot \end{array}$. Here, we use Young diagrams for SO($\infty$) and they specify the non-zero Dynkin labels. For instance

$$\begin{array}{ccc} \cdot & \cdot & \cdot \end{array} \leftrightarrow [2, 0, \ldots], \quad (5.20)$$

as for SU($\infty$). Taking the tensor product in SO($\infty$) leads to

$$\begin{array}{ccc} \cdot & \cdot & \cdot \end{array} \otimes \begin{array}{ccc} \cdot & \cdot & \cdot \end{array} = \begin{array}{ccc} \cdot & \cdot & \cdot \end{array} \oplus 2 \cdot \begin{array}{ccc} \cdot & \cdot & \cdot \end{array} \oplus 3 \cdot \begin{array}{ccc} \cdot & \cdot & \cdot \end{array} \oplus \begin{array}{ccc} \cdot & \cdot & \cdot \end{array} \oplus \begin{array}{ccc} \cdot & \cdot & \cdot \end{array} \oplus 2 \cdot \begin{array}{ccc} \cdot & \cdot & \cdot \end{array}. \quad (5.21)$$

To compute the wedge characters of the individual terms, we proceed as outlined above. The group $\mathcal{S}_2 \ltimes \mathbb{Z}_2^2$ has five representations and conjugacy classes. They are conveniently denoted by Young diagrams with additional signs put on the columns, i.e.

$$\begin{array}{ccc} \cdot & \cdot & \cdot \end{array}, \quad \begin{array}{ccc} \cdot & \cdot & \cdot \end{array}, \quad \begin{array}{ccc} \cdot & \cdot & \cdot \end{array}, \quad \begin{array}{ccc} \cdot & \cdot & \cdot \end{array}, \quad \begin{array}{ccc} \cdot & \cdot & \cdot \end{array}. \quad (5.22)$$

The conjugacy classes have sizes 1, 2, 1, 2 and 2, respectively. The second representation is 2-dimensional and the other four are one-dimensional. The have wedge characters

$$\begin{align*}
\Phi_\lambda(q) &= \frac{1}{8} (\Phi^+(q)^2 + 2\Phi^+(q)\Phi^-(q) + \Phi^-(q)^2 + 2\Phi^+(q^2) + 2\Phi^-(q^2)) , \quad (5.23a) \\
\Phi_\lambda(q) &= \frac{1}{8} (\Phi^+(q)^2 + 2\Phi^+(q)\Phi^-(q) + \Phi^-(q)^2 - 2\Phi^+(q^2) - 2\Phi^-(q^2)) , \quad (5.23b) \\
\Phi_\lambda(q) &= \frac{1}{8} (\Phi^+(q)^2 - 2\Phi^+(q)\Phi^-(q) + \Phi^-(q)^2 + 2\Phi^+(q^2) - 2\Phi^-(q^2)) , \quad (5.23c) \\
\Phi_\lambda(q) &= \frac{1}{8} (\Phi^+(q)^2 - 2\Phi^+(q)\Phi^-(q) + \Phi^-(q)^2 - 2\Phi^+(q^2) + 2\Phi^-(q^2)) , \quad (5.23d) \\
\Phi_\lambda(q) &= \frac{1}{4} (\Phi^+(q)^2 - \Phi^-(q)^2) . \quad (5.23e)
\end{align*}$$
The branching rules $S_4 \to S_2 \times \mathbb{Z}_2^2$ are

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\text{Table 1: } \Phi_{\square\square\square}\square(q) = 1 + 3\Phi_+(q) + 2\Phi_-(q) + 2\Phi_{++}(q) + \Phi_{\pm}(q) \\
+ 3\Phi_{\pm}(q) + 2\Phi_+(q) + \Phi_-(q)
\end{array}
\end{array} \\
\text{(5.24a)}
\end{align*}
\]

Thus, after branching the wedge character becomes

\[
\Phi_{\square\square\square}\square(q) = \frac{1}{(1-q)^3(1+q)}.
\]

We expect that one can develop a similar gluing theory for the orthogonal Grassmannian as we did in section 4 for the unitary Grassmannian, although we have not tried to do so. Let us just mention that the analogue of the ‘top algebra’, i.e. the algebra one obtains by attaching three affine (orthogonal or symplectic) algebras to the orthogonal Grassmannian is

\[
\text{so}(\mu_1 + \mu_2 + \mu_3) - \frac{1}{2}(\mu_1 + \mu_2 + \mu_3 - 4) \quad \text{or} \quad \text{sp}(\mu_1 + \mu_2 + \mu_3) - \frac{1}{2}(\mu_1 + \mu_2 + \mu_3 + 4).
\]

The two possibilities are related by a sign change $\mu_i \to -\mu_i$.

### 5.2 Lagrangian Grassmannian (orthounitary coset)

We have now discussed three of the seven infinite families of symmetric space cosets. One might also wonder about the remaining four, which take the form

\[
\begin{align*}
\frac{\text{su}(\kappa)_n}{\text{so}(\kappa)_2n}, \quad \frac{\text{so}(2n)_\kappa}{\text{u}(n)_\kappa}, \quad \frac{\text{su}(\kappa)_n}{\text{sp}(\kappa)_2n}, \quad \text{and} \quad \frac{\text{sp}(2n)_\kappa}{\text{u}(n)_\kappa}.
\end{align*}
\]

Of those, the first and second as well as the third and fourth are related by level-rank duality. This statement seems to be less-known in the literature, so let us review the argument. We need the fact that the embeddings

\[
\begin{align*}
\text{u}(n)_\kappa \times \text{su}(\kappa)_n & \subset \text{u}(n\kappa)_1 \subset \text{so}(2n\kappa)_1, \\
\text{so}(2n)_\kappa \times \text{so}(\kappa)_2n & \subset \text{so}(2n\kappa)_1
\end{align*}
\]

are conformal. We can then write

\[
\begin{align*}
\frac{\text{so}(2n)_\kappa}{\text{u}(n)_\kappa} & \cong \frac{\text{so}(2n\kappa)_1}{\text{u}(n\kappa)_1} \cong \frac{\text{u}(n\kappa)_1}{\text{u}(n\kappa) \times \text{so}(\kappa)_2n} \cong \frac{\text{su}(\kappa)_n}{\text{so}(\kappa)_2n}.
\end{align*}
\]


A similar argument shows equivalence for the symplectic version. Furthermore, the orthogonal and symplectic versions are related by a $\mathbb{Z}_2$ duality that sends $(n, \kappa) \to (-n, -\kappa)$. Thus, there is really only one independent coset and we may restrict our attention to the first one. The central charge is easily computable and equals

$$c = \frac{(\kappa - 1)(\kappa + 2)(n - 1)n}{(\kappa + n)(2n + \kappa - 2)}. \quad (5.32)$$

There are no obvious symmetries in this formula and we do not expect any dualities. These cosets have one orthogonal and one unitary factor and in a brane picture correspond to having one D-brane and one O-plane. They can hence be thought of as being an interface between the unitary and the orthogonal Grassmannian.

The vacuum character can again be computed by taking the large-level limit, where the system reduces to a free boson in the symmetric representation of $\mathfrak{so}(\kappa)$ with a singlet-constraint, which is counted by non-orientable necklaces without any signs for the reflection. The result is

$$\text{ch}[\text{vac}](q) = \prod_{n=1}^{\infty} \frac{(1 - q^n)^2}{(1 - q^{2n})^3 2^{n-2} (1 - q^{2n-1})^2 (1 - 2q^n)^2}. \quad (5.33)$$

This character deviates from the unitary Grassmannian vacuum character only at spin 6.

Representations are labeled by one $\mathfrak{su}(\kappa)$ representation $\Lambda_1$ and one $\mathfrak{so}(\kappa)$ representation $\Lambda_2$, subject to a $\mathbb{Z}_2$ selection rule $|\Lambda_1| + |\Lambda_2| \equiv 0 \mod 2$. There are hence several possible ‘minimal’ representations, where the string either connects the O-plane with itself, and the O-plane can be either an O$^+$ or O$^-$ plane, or it can connect the D-brane with itself. Finally, it can also stretch from the O-plane to the D-brane.

### 5.3 The $\mathcal{N} = 2$ supersymmetric Grassmannian

In the literature, the $\mathcal{N} = 2$ of the Grassmannian is probably the most widely studied version of the Grassmannian. Since the complex Grassmannian is a hermitian symmetric space, the $\mathcal{N} = 1$ version of the coset has actually $\mathcal{N} = 2$ supersymmetry $[56, 57]$. It takes the form

$$\frac{u(\rho_1 \pm \rho_2)_{(1)}^{(1)}_{k}}{u(\rho_1)_{(1)}^{(1)}_k \times u(\rho_2)_{(1)}^{(1)}_k} \simeq \frac{u(\rho_1 \pm \rho_2)_{k-\rho_1 \pm \rho_2} \times \rho_1 \rho_2 \text{ complex free fermions}}{u(\rho_1)_{k-\rho_1} \times u(\rho_2)_{k-\rho_2}}. \quad (5.34)$$

Here, $u(N)_{k}^{(1)}$ denotes an $\mathcal{N} = 1$ affine Lie algebra at (supersymmetric) level $k$ which is equivalent to $[56, 57]$

$$u(N)_{k-N} \times N^2 \text{ real free fermions}. \quad (5.35)$$

We introduce the parameter

$$k = \rho_1 + \rho_2 + \rho_3 \quad (5.36)$$

and in this parametrization the central charge simply takes the form

$$c = \frac{3\rho_1 \rho_2 \rho_3}{\rho_1 + \rho_2 + \rho_3}. \quad (5.37)$$
Triality and supersymmetric top algebra. This suggests the existence of a triality symmetry that permutes $\rho_1$, $\rho_2$ and $\rho_3$. This triality symmetry was already discussed in [56, 58–60]. Moreover, we also expect a $\mathbb{Z}_2$ duality symmetry that exchanges all three signs of $\rho_i$ simultaneously.

We can make the triality symmetry manifest by finding a supersymmetric analogue of the coset (2.17) as follows. First notice that

$$k^2 \text{ real free fermions} \times u(1)$$

is unitary and has vanishing central charge. It is hence trivial. The embedding of the denominator into the numerator works as follows. We can write

$$k^2 \text{ real free fermions} \times u(1) \supset ((\rho_1 + \rho_2)^2 + \rho_3^2) \text{ real free fermions} \times u((\rho_1 + \rho_2)\rho_3) \times u(1)$$

(5.39)

Next, we use the conformal embedding $su(m) \times su(n) \subset su(mn)$ to construct the denominator algebra. It follows that we can write

$$u(\rho_1 + \rho_2)_k^{(1)} = \frac{k^2 \text{ real free fermions} \times u(1)}{u(\rho_3)_k^{(1)}}$$

(5.40)

Plugging this into (5.34), we finally conclude that we can write the $\mathcal{N} = 2$ Grassmannian as

$$\text{Gr}_{\mathcal{N}=2}(\rho_1, \rho_2, \rho_3) \cong k^2 \text{ real free fermions} \times u(1)$$

$$\frac{u(\rho_1 + \rho_2)_k^{(1)} \times u(\rho_3)_k^{(1)}}{u(\rho_1)_k^{(1)} \times u(\rho_2)_k^{(1)} \times u(\rho_3)_k^{(1)}}$$

(5.41)

which makes the triality manifest.

Decomposition in bosonic Grassmannians. We now argue that the $\mathcal{N} = 2$ Grassmannian can be obtained by gluing cyclically three bosonic Grassmannians together, together with an additional $u(1)$ factor. These three bosonic Grassmannians are permuted under the above-mentioned triality symmetry of the $\mathcal{N} = 2$ coset. The existence of such a decomposition can be seen directly at the level of the coset. Writing $\supset$ for conformal embedding, we have

$$\text{Gr}_{\mathcal{N}=2}(\rho_1, \rho_2, \rho_3)$$

$$\supset \frac{u(\rho_1 + \rho_2)_{\rho_3} \times u(\rho_1\rho_2)_1}{u(\rho_1)_{\rho_2 + \rho_3} \times u(\rho_2)_{\rho_1 + \rho_3}}$$

(5.42)

$$\supset \frac{u(\rho_1 + \rho_2)_{\rho_3}}{u(\rho_1)_{\rho_2 + \rho_3} \times u(\rho_2)_{\rho_1 + \rho_3}} \times \frac{u(\rho_1)_{\rho_3} \times u(\rho_2)_{\rho_3} \times su(\rho_1)_{\rho_2} \times su(\rho_2)_{\rho_1} \times u(1)}{su(\rho_1)_{\rho_2 + \rho_3} \times su(\rho_2)_{\rho_1 + \rho_3}}$$

(5.43)

$$\supset \frac{u(\rho_1 + \rho_2)_{\rho_3}}{u(\rho_1)_{\rho_2 + \rho_3} \times u(\rho_2)_{\rho_1 + \rho_3}} \times \frac{su(\rho_1)_{\rho_2} \times su(\rho_1)_{\rho_3} \times su(\rho_2)_{\rho_1} \times su(\rho_2)_{\rho_3} \times u(1)}{su(\rho_1)_{\rho_2 + \rho_3}}$$

(5.44)

$$= \text{Gr}(-\rho_1 - \rho_2 - \rho_3, \rho_1 + \rho_2, \rho_1 + \rho_3) \times \text{Gr}(-\rho_1 - \rho_2 - \rho_3, \rho_1 + \rho_2, -\rho_1 - \rho_2 - \rho_3, \rho_1 + \rho_3)$$

$$\times \text{Gr}(\rho_1 + \rho_3, \rho_2 + \rho_3, -\rho_1 - \rho_2 - \rho_3) \times u(1).$$

(5.45)
Here, the arguments of the bosonic Grassmannians refer to the $\nu$-parameters. If one tracks more carefully the decomposition of the algebra under the three Grassmannian subalgebras, one finds the decomposition

$$Gr_{\mathcal{N}=2}(\rho_1, \rho_2, \rho_3) = \bigoplus_{\mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3} (\bullet, \mathcal{A}_3, \mathcal{A}_3^T) \times (\mathcal{A}_3^T, \bullet, \mathcal{A}_1) \times (\mathcal{A}_2, \mathcal{A}_1^T, \bullet) \times |\mathcal{A}_1|.$$ (5.46)

Here, the three factors label the Grassmannian representations as usual and the last factor captures the $u(1)$ charge. As a consistency check, we compute the conformal dimension of the additional gluing fields appearing in this decomposition,

$$h_0(\mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3) = \frac{(\rho_1 + \rho_2 + \rho_3) |\mathcal{A}_1|^2}{2\rho_1 \rho_2 \rho_3} + \sum_{i=1}^{3} \frac{C_{\rho_i}(\mathcal{A}_{i+1})}{2(\rho_i + \rho_{i+2})} + \frac{C_{\rho_i}(\mathcal{A}_{i+2}^T)}{2(\rho_i + \rho_{i+1})}$$ (5.47)

$$= \frac{(\rho_1 + \rho_2 + \rho_3) |\mathcal{A}_1|^2}{2\rho_1 \rho_2 \rho_3} + \sum_{i=1}^{3} \frac{C_{\rho_{i+2}}(\mathcal{A}_i) + C_{\rho_{i+1}}(\mathcal{A}_i^T)}{2(\rho_{i+1} + \rho_{i+2})}$$ (5.48)

$$= \frac{(\rho_1 + \rho_2 + \rho_3) |\mathcal{A}_1|^2}{2\rho_1 \rho_2 \rho_3} + \sum_{i=1}^{3} \left( \frac{|\mathcal{A}_i|^2}{2} - \frac{|\mathcal{A}_i|}{2\rho_{i+1} \rho_{i+2}} \right)$$ (5.49)

$$= \frac{1}{2} \sum_{i=1}^{3} \|\mathcal{A}_i\|,$$ (5.50)

which is indeed half-integer as expected. Here and in the following, all indices are understood to be mod 3. We used that the level of the $u(1)$ current in the $\mathcal{N}=2$ superconformal algebra is $\frac{c}{3}$, which fixes the normalization of the first term. The lowest-lying gluing fields are the two dimension $\frac{3}{2}$ supercharges of the $\mathcal{N}=2$ algebra. They appear in the representations $\mathcal{A}_i = (\square, \bullet)$ and $\mathcal{A}_i = (\bullet, \square)$ for $i = 1, 2, 3$, respectively. In the language of section 4.4, this gluing corresponds to $\varepsilon = -1$ and $p = 1$.

This decomposition is the generalization of the well-known fact that the $\mathcal{N}=2$ $\mathcal{W}_\infty$ algebra can be constructed out of two bosonic $\mathcal{W}_\infty$ algebras [28–30]. This statement is recovered by setting $\rho_3 = 1$, thus reducing $Gr_{\mathcal{N}=2}$ to $\mathcal{N}=2$ $\mathcal{W}_\infty$. The three bosonic Grassmannians also simplify. Since $\rho_3$ appears in two of these Grassmannians as a parameter,
these two bosonic Grassmannians reduce to usual $W\infty$ algebras. The third Grassmannian can be seen to become trivial upon using its definition in terms of a coset
\[
\text{Gr}(\rho_1 + 1, \rho_2 + 1, -\rho_1 - \rho_2 - 1) = \frac{\text{su}(1)_{\rho_1} \times \text{su}(1)_{\rho_2}}{\text{su}(1)_{\rho_1 + \rho_2}}.
\] (5.51)

**Representations and characters.** Representations are labeled by three Young diagrams that are associated to three branes. In terms of the bosonic decomposition, they correspond to the three empty labels in (5.46), i.e. to external legs in figure 2. Additionally, representations can be in the NS-sector or the R-sector. We will only consider NS-sector representations, since R-sector representations can be obtained by spectral flow of the $\mathcal{N} = 2$ algebra. The theory can be viewed as describing supersymmetric string configurations. Let us use the same methods as in the bosonic case to derive the vacuum character, refined by the $u(1)$ charge that is present in the model. We normalize the supercharges to have charge $\pm 1$.

Consider the large level limit, where the model becomes free. The coset (5.34) reduces to $\rho_1 \rho_2$ free complex bosons and fermions in the bifundamental representation of $U(\rho_1) \times U(\rho_2)$, subject to a singlet condition. Let us denote the bosons by $X$ (viewed as an $\rho_1 \times \rho_2$ matrix) and the fermions by $\psi$ (viewed as an $\rho_1 \times \rho_2$ matrix). $U(\rho_1) \times U(\rho_2)$ invariant combinations are given by a trace (or products thereof)
\[
\text{tr}(X_{-m_1} \tilde{X}_{-m_2} \cdots X_{-m_{\ell-1}} \tilde{X}_{-m_{\ell}}),
\] (5.52)
where some of the $X$’s ($\tilde{X}$’s) can be replaced by $\psi$’s ($\tilde{\psi}$’s). Consider then $X_{-m_1} \tilde{X}_{-m_2}$, $X_{-m_1} \tilde{\psi}_{-m_2}$, $\psi_{-m_1} X_{-m_2}$ and $\psi_{-m_1} \tilde{\psi}_{-m_2}$ as the fundamental letters of which the necklaces are build out. They have generating function (A.5)
\[
f(q, y) = \frac{q - q^2(y + y^{-1}) + q^2}{(1 - q)^2}.
\] (5.53)
We recall that the fermions are half-integer moded and the bosons are integer-moded. $y$ keeps track of the $u(1)$ charge and we counted fermions with a sign. Necklaces with these letters are counted by (A.9) [52]
\[
\sum_{d=1}^{\infty} \frac{\phi(d)}{d} \log \left( \frac{1}{1 - f(q^d, y^d)} \right).
\] (5.54)
Finally, we obtain the full vacuum character by applying the plethystic exponential, leading to
\[
\prod_{n=1}^{\infty} \frac{1}{1 - f(q^n, y^n)} = \prod_{n=1}^{\infty} \frac{(1 - q^n)^2}{1 - 3q^n + q^{2n} (y^n + y^{-n})}.
\] (5.55)
Thus, the formula has a similar structure to the bosonic version and to the general gluing formula for tree gluings (4.62). If we are interested in the vacuum character without $(-1)^F$ insertions, we simply replace $y \rightarrow -y$. 
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The character counting works in exactly the same way as in the bosonic coset. The minimal wedge character takes the form

$$
\Phi(q) = \frac{(1 - q)(-yq^2 + q)}{1 - 3q + q^{3/2}(y + y^{-1})}.
$$

(5.56)

Curiously, the denominator of this wedge character is equal to the denominator of the vacuum character (for \( n = 1 \)), which was also true in the bosonic coset.

The decomposition of the supersymmetric Grassmannian in terms of bosonic Grassmannian (5.46) leads to the following character identity

$$
\prod_{n=1}^{\infty} \frac{(1 - q^n)^2}{1 - 3q^n + (-1)^n q^{\frac{3n}{2}} (y^n + y^{-n})} = \prod_{n=1}^{\infty} \frac{(1 - q^n)^5}{(1 - 2q^n)^5} \sum_{\mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3} q^{\frac{1}{2} \sum_{j} \| \mathcal{A}_j \| \| \mathcal{A}_j \|} \prod_{i=1}^{3} \Phi_{\mathcal{A}_i, \mathcal{A}_i^{*}}(q),
$$

(5.57)

which we have checked up to \( O(q^{15}) \).

5.4 The large \( \mathcal{N} = 4 \) superconformal algebra

Here, we discuss another example where the Grassmannian appears, namely in the large \( \mathcal{N} = 4 \) superconformal algebra \( \hat{\mathcal{A}} \) [61]. This algebra has played an important role in holography on \( \text{AdS}_3 \times \mathbb{S}^3 \times \mathbb{S}^3 \times \mathbb{S}_1 \) [62–66] and we show here that it can be understood by a simple gluing of a Grassmannian (or rather a specific truncation) with two affine \( \mathfrak{su}(2) \)'s that yield the R-symmetry of the algebra. There are two varieties of this algebra in the literature, the so-called linear \( \mathcal{N} = 4 \) algebra \( \mathcal{A} \) and the non-linear \( \mathcal{N} = 4 \) algebra \( \hat{\mathcal{A}} \). The former algebra has additionally four free fermions and a free boson and hence the latter can be obtained from the former by dividing out these free fermions and the free boson. By doing so, quadratic terms in the R-symmetry currents appear in the OPEs, hence the name. Since it has less fields, we will only discuss the non-linear version of the algebra. The algebra depends on two parameters \( k^+ \) and \( k^- \), which appear as the levels of the two R-symmetry currents \( \mathfrak{su}(2)_{k^+-1} \) and \( \mathfrak{su}(2)_{k^--1} \). The parameter \( \gamma \) that appears in the algebra is given by \( \gamma = \frac{k^+}{k^+ + k^-} \). The central charge of the algebra equals

$$
c = \frac{6k^+k^-}{k^+ + k^-} - 3.
$$

(5.58)

The algebra enjoys a duality symmetry that exchanges the two R-symmetry currents and sends \( k^+ \leftrightarrow k^- \).

By definition, we can realize the algebra as a conformal extension of the coset algebra

$$
\frac{\hat{\mathcal{A}}}{\mathfrak{su}(2)_{k^+-1} \times \mathfrak{su}(2)_{k^--1} \times \mathfrak{su}(2)_{k^+-1} \times \mathfrak{su}(2)_{k^--1}}.
$$

(5.59)

We will argue in the following that this coset coincides with the Grassmannian with parameters

$$
\nu_1 = \frac{1}{k^+} + 1, \quad \nu_2 = \frac{1}{k^-} + 1, \quad \nu_3 = -\frac{1}{k^+} - \frac{1}{k^-}.
$$

(5.60)
It has central charge

\[ c = \frac{3(k^+ - 1)(k^- - 1)(2k^+k^- + k^+ + k^-)}{(k^+ + 1)(k^- + 1)(k^+ + k^-)}, \]  

which indeed matches with the central charge of the Grassmannian with the above parameters. We can also make further consistency checks. The lowest-lying gluing fields are the supercharges of the \( \tilde{A}_\gamma \) algebra. Since they are in the representation \((2, 2)\) of the \( su(2) \)'s, they lead to fields of coset conformal dimension

\[ h = \frac{3}{2} - \frac{3}{4(k^+ + 1)} - \frac{3}{4(k^- + 1)} = \frac{3(2k^+k^- + k^+ + k^-)}{4(k^+ + 1)(k^- + 1)}. \]  

This coincides with the conformal dimension of the minimal representation of the Grassmannian \((2.26)\). We can also determine the vacuum character of this coset, which reads explicitly

\[ 1 + q^2 + q^3 + 3q^4 + 8q^6 + 9q^7 + 19q^8 + 25q^9 + 45q^{10} + \mathcal{O}(q^{11}). \]  

It indicates the existence of one spin 4 field and two spin 6 fields. Hence the field content is too big to fit into \( \mathcal{W}_\infty \) and we really have to turn to the Grassmannian to identify it. We also see that we are dealing with a level 3 truncation of the Grassmannian, since the spin 3 field is absent. Comparing with table 3, we see that the relevant truncation curve is

\[ \nu_1 + \nu_2 + \nu_3 - 2 = 0, \]  

which provides another consistency condition. Since \( k = \nu_1 + \nu_2 + \nu_3 = 2 \) is a positive integer, we can give a simple coset realization of this particular Grassmannian,

\[ \frac{su(2)_{\frac{1}{k^+} - 1} \times su(2)_{\frac{1}{k^-} - 1}}{su(2)_{\frac{1}{k^+} + \frac{1}{k^-} - 2}}. \]  

This gives us a way to compute the character of this particular truncation by directly using eq. \((3.1)\). We computed the characters up to \( \mathcal{O}(q^{21}) \), obtaining perfect agreement and thus strong support for the claim.

Next, we analyze the relevant gluing of the coset with the two \( su(2)_{k^\pm - 1} \)'s. Because \( k = 2 \), all the representations are just given in terms of \( su(2) \) spins \( \ell^\pm \in \frac{1}{2} \mathbb{Z}_{\geq 0} \). We claim that the decomposition of the \( \mathcal{N} = 4 \) algebra as the Grassmannian times the \( su(2) \)'s is given by the formula

\[ \tilde{A}_\gamma = \bigoplus_{\ell^+, \ell^- \in \frac{1}{2} \mathbb{Z}_{\geq 0}} (\ell^+, \ell^-, \bullet) \times \ell^+ \times \ell^-, \]  

where as usual the first factor specifies the representation of the Grassmannian and the second and third factor specify the two \( su(2) \) representations.\footnote{Since \( k = 2 \), the usual labels of boxes and anti-boxes degenerate to \( su(2) \) spins. Similarly the selection rule of the Grassmannian degenerates to the condition that the sum of all spins should be an integer.} The gluing fields have
dimension
\[ h = \frac{\ell^+ (\ell^+ + 1)}{k^+ + 1} + \frac{\ell^- (\ell^- + 1)}{k^- + 1} = \ell^+ (\ell^+ + 1) + \ell^- (\ell^- + 1) \in \frac{1}{2} \mathbb{Z}. \] (5.68)

We have checked that this leads to the correct vacuum character of the \( \mathcal{N} = 4 \) algebra up to \( \mathcal{O}(q^{21}) \).

We should mention that this gluing is of a different type than discussed in section 4. The gluing fields manage to be half-integer only because \( k = 2 \).

6 Operator product expansions

In this section we will explicitly determine the operator product expansions of fields of low spin in the Grassmannian algebra. There are several reasons for doing this: first of all, having access to the structure constants lets us test the dualities of algebra which are not manifest in the coset description. We can also use the OPE coefficients to study the truncations of the universal algebra. Finally, the OPE bootstrap is also a way to see if there are any deformations of the algebra, i.e. whether a given algebra sits in a larger family of algebras.

Determination of the structure constants of the Grassmannian algebra is much more complicated than in the case of \( W_{\infty} \) [8], especially due to large number of primary fields. In the table 2 we can see the number of primary fields of spin \( \geq 3 \) present in the Grassmannian algebra. Starting from spin 4, there are multiple primary generators of the same spin. For this reason, in order to use the Jacobi identities (associativity conditions) to fix the form of the operator product expansions, we need to fix the resulting large freedom of redefinition of fields. Unfortunately there is no clear canonical choice, so we have to make certain ad hoc choices which leads to complicated expressions for the structure constants.

There is another difference compared to \( W_{\infty} \): analogously to the situation there, there is a charge conjugation \( \mathbb{Z}_2 \) automorphism flipping the sign of spin 3 generator. In the Grassmannian case for higher spins (starting with spin 6) there is no relation between the \( \mathbb{Z}_2 \) conjugation parity of a field and its spin being even or odd. See table 2.

We will label fields by their parity and their spin. If there is still degeneracy, the fields receive an additional label. Thus, the higher spin fields are given by \( W_{3-}, W_{4+}, W_{4^+}, W_{5^+}, W_{5^+}, W_{6^-}, \ldots \).

We start with the unique spin 3 primary field \( W_{3-} \) (which has odd parity under the charge conjugation symmetry). We are free to rescale it arbitrarily and it is convenient to fix the normalization in such a way that the normalization respects the triality symmetry. The operator product expansion of \( W_{3-} \) with itself is of the form
\[ W_{3-} W_{3-} \sim C^0_{3-3} - 1 + C^{4+}_{3-3} W_{4^+} + C^{4+}_{3-3} W_{4^+} + \ldots \] (6.1)

We follow the convention that we do not explicitly list all the Virasoro descendants because they are uniquely fixed by the Virasoro subalgebra. No composite primary fields have
dimension less than 6 so these cannot appear in the singular part of the OPE. The dimension 5 primaries are not allowed due to $Z_2$ parity. Any linear combination of two spin 4 primaries can appear in this OPE but we fix the first of these, $W_{3^-4^+}$, (up to rescaling) by requiring the coefficient $C_{3^-4^+}^{4^+}$ to be zero. We use the italics to indicate OPE coefficients that we put to zero by fixing part of the field redefinition freedom.

At the next order we have the pair of OPEs

\begin{align}
W_{3^-W_{4^+}} &\sim C_{3^-4^+}^{3^-} W_{3^-} + C_{3^-4^+}^{3^-} W_{5^-} + C_{3^-4^+}^{3^-} W_{5^-} + C_{3^-4^+}^{3^-} W_{6^-} + \ldots \\
W_{3^-W_{4^+}} &\sim C_{3^-4^+}^{3^-} W_{3^-} + C_{3^-4^+}^{3^-} W_{5^-} + C_{3^-4^+}^{3^-} W_{5^-} + C_{3^-4^+}^{3^-} W_{6^-} + \ldots
\end{align}

(6.2a)

We can use these to first of all fix $W_{4^+}$ up to rescaling: requiring the orthogonality of $W_{4^+}$ and $W_{4^+}$ in the sense of two-point function, i.e. $C_{4^-4^+}^{4^+} = 0$, is equivalent to the requirement

\begin{equation}
C_{3^-4^+}^{4^+} C_{4^-4^+}^{4^+} = C_{3^-4^+}^{4^+} C_{4^+4^-}^{4^+}.
\end{equation}

(6.3)

But we defined $W_{4^+}$ in such a way that $C_{3^-4^+}^{4^+} = 0$ so the orthogonality of $W_{4^+}$ and $W_{4^+}$ can be imposed if we put $C_{3^-4^+}^{4^+} = 0$. Now both spin 4 primaries are fixed up to rescaling freedom. The redefinition freedom is given by GL(2) group and we reduced it to rescaling symmetry GL(1) $\times$ GL(1) by imposing two conditions. For the higher spins we will make analogous choices.

Returning to OPE of 3 with spin 4, we have three new fields in the singular part of the OPE: $W_{3^-}, W_{5^-}$ and $W_{6^-}$. We can fix $W_{5^-}$ up to normalization by requiring $C_{3^-5^-}^{5^+} = 0$ and $W_{5^-}$ up to normalization by $C_{3^-5^-}^{3^-} = 0$. The field $W_{6^-}$ is the only odd parity spin 6 primary so it does not mix with other spin 6 fields and therefore is uniquely determined up to rescaling freedom. The appearance of this field in OPE of spin 3 and spin 4 fields is a new feature not present in $\mathcal{W}_{\infty}$.

Turning next to OPEs with sum of spins 8, we have the following:

\begin{align}
W_{3^-W_{5^-}} &\sim C_{3^-5^-}^{3^-} W_{3^-} + C_{3^-5^-}^{3^-} W_{5^-} + C_{3^-5^-}^{3^-} W_{6^-} + \ldots + C_{3^-5^-}^{3^-} W_{6^-} \\
&+ C_{3^-5^-}^{3^-} [W_{3^-} - W_{3^-}] + C_{3^-5^-}^{3^-} W_{7^-} + \ldots \\
W_{3^-W_{5^-}} &\sim C_{3^-5^-}^{3^-} W_{3^-} + C_{3^-5^-}^{3^-} W_{5^-} + C_{3^-5^-}^{3^-} W_{5^-} + \ldots + C_{3^-5^-}^{3^-} W_{5^+} \\
&+ C_{3^-5^-}^{3^-} [W_{3^-} - W_{3^-}] + C_{3^-5^-}^{3^-} W_{7^-} + \ldots
\end{align}

(6.4a)

\begin{align}
W_{4^-W_{4^+}} &\sim C_{4^-4^+}^{4^+} W_{4^-} + C_{4^-4^+}^{4^+} W_{4^-} + C_{4^-4^+}^{4^+} W_{4^-} + \ldots \\
&+ C_{4^-4^+}^{4^+} W_{6^-} + C_{4^-4^+}^{4^+} [W_{3^-} - W_{3^-}] + C_{4^-4^+}^{4^+} W_{7^-} + \ldots
\end{align}

(6.4b)

\begin{align}
W_{4^-W_{4^+}} &\sim C_{4^-4^+}^{4^+} W_{4^-} + C_{4^-4^+}^{4^+} W_{4^-} + C_{4^-4^+}^{4^+} W_{4^-} + \ldots \\
&+ C_{4^-4^+}^{4^+} W_{6^-} + C_{4^-4^+}^{4^+} [W_{3^-} - W_{3^-}] + C_{4^-4^+}^{4^+} W_{7^-} + \ldots
\end{align}

(6.4c)

\begin{align}
W_{4^-W_{4^+}} &\sim C_{4^-4^+}^{4^+} W_{4^-} + C_{4^-4^+}^{4^+} W_{4^-} + C_{4^-4^+}^{4^+} W_{4^-} + \ldots \\
&+ C_{4^-4^+}^{4^+} W_{6^-} + C_{4^-4^+}^{4^+} [W_{3^-} - W_{3^-}] + C_{4^-4^+}^{4^+} W_{7^-} + \ldots
\end{align}

(6.4d)
At this order the composite primaries like $[W_3, W_3{-}]$ appear in the singular part.

The field redefinitions are harder to fix at this order: the possibility of setting certain OPE coefficients to zero that we used so far assumes that there is a new primary that is linearly independent from the previous ones. Assuming that all five spin 6 primaries appearing in (6.4) are linearly independent (and orthogonal to the composite field $[W_3, W_3{-}]$) leads to inconsistency in Jacobi identities. One can evaluate explicitly the OPEs using matrix $W_{l+\infty}$ at $M = 3$ and the following pattern of linear dependence emerges: we can choose the first spin 6 field $W_{6_3^+}$ to be the one in $W_3{-}5_3{-}$ OPE. The spin 6 field in $W_3{-}5_2{-}$ OPE is linearly independent so we can choose it to be a linear combination $W_{6_3^+}$ and $W_{6_2^+}$ and on top of that require the orthogonality of these two primaries. Next the OPE $W_{4_2^+}W_{4_1^+}$ is a linear combination of $W_{6_3^+}, W_{6_2^+}$ and $W_{6_1^+}$. So far everything followed the naive expectations, but it turns out that the spin 6 field appearing in $W_{4_1^+}W_{4_1^+}$ OPE is not linearly independent from those defined so far so we cannot use it to define $W_{6_1^+}$. This field appears in $W_{4_2^+}W_{4_1^+}$ OPE together with $W_{6_1^+}, W_{6_2^+}, W_{6_3^+}$. The last spin 6 field, $W_{6_5^+}$ does not appear at this order of OPE but we can define it (up to rescaling) by requiring its orthogonality to all spin 6 fields that we discussed so far.

To summarize, we have 7 primary spin 6 fields in the algebra. One of them has negative parity so it doesn’t mix in the OPE with the remaining fields. Another field is the composite primary $[W_3, W_3{-}]$ which is determined uniquely and there are 5 even parity spin 6 primaries which are orthogonal to it. To fix the redefinition freedom of these fields up to rescaling, we need to determine $6^2 - 6 = 30$ additional conditions. 25 of these can be chosen to be

1. orthogonality to $[W_3, W_3{-}] \leftrightarrow$ vanishing of $C_{3-6_2^+}, \ldots, C_{3-6_5^+}$ (5 conditions)
2. vanishing of $C_{3-5_1^+}, C_{3-5_1^+}, C_{3-5_1^+}, C_{3-5_1^+}, C_{3-5_2^+}, C_{3-5_2^+}, C_{3-5_2^+}, C_{4_1^+}, C_{4_1^+}$ and $C_{4_2^+}^{6_2^+}$ (10 conditions)
3. vanishing of $C_{3-6_2^+}, C_{3-6_3^+}, C_{3-6_4^+}, C_{3-6_5^+}, C_{3-6_2^+}, C_{3-6_3^+}, C_{3-6_4^+}, C_{3-6_5^+}, C_{3-6_2^+}, C_{3-6_3^+}, C_{3-6_4^+}, C_{3-6_5^+}, C_{4_1^+}, C_{4_1^+}$ and $C_{4_2^+}^{6_2^+}$ (10 conditions)

These conditions determine spin 6 fields uniquely up to rescaling (5 remaining degrees of freedom) but of course there is nothing canonical about this choice of fields.

At this point one can study what the Jacobi identities impose on the structure constants that have been independent so far. The fact that the Grassmannian depends on three parameters implies that all scaling invariant combinations of structure constants should be expressible in terms of the central charge and two additional independent constants. Surprisingly, up to the order we were able to solve the bootstrap equations, there seem to be four independent structure constants. This seems to indicate that there could possibly exist
a four-parametric family of algebras with the same fields of low spin as in the Grassmannian family. The family of Lagrangian Grassmannian cosets has the same spin content at low spins. In section 8 we will conjecture the existence of a four-parametric family of algebras which has specializations to both of these families.

We solved the bootstrap equations using OPEdefs by Kris Thielemans [67] up to fields of spin 7 – 8 appearing in OPE of spins with sum up to 9 – 10 (depending on the conjugation parity of the fields). In this way ca. 60 structure constants were determined in terms of the following four structure constants:

\[ c, \ C^0_{4^+_1 4^+_1}, \ C^{4^+_7}_{4^+_1 4^+_1}, \ C^{4^+_2}_{4^+_1 4^+_2}. \]  

Since the expressions are extremely long, we list these only for lower spins, see appendix B.

The solution of Jacobi identities does not come with any convenient parametrization of the structure constants in terms of level/rank parameters such as \( \mu_j \) or \( \nu_j \). One needs to find this parametrization by either studying families of simple truncations, by using coset representations or by using the minimal representations of the algebra. In our case we need to determine the values of three structure constants (including the central charge) in terms of these rank-like parameters (because we expect a three-parametric family of algebras). We performed a direct calculation using the coset representation \((2.1)\). This calculation was simplified by dividing it in two steps: first we divided by only one factor in the denominator which reduced the algebra to matrix \( W_{1+\infty} \). We studied this algebra in detail in [39] and in particular we found a closed-form expression for all OPEs in quadratic basis of the algebra. This significantly simplified the analysis of the coset \((2.1)\). As a second step we studied the OPEs of the commutant of the spin 1 subsector in matrix \( W_{1+\infty} \).

The result is given in appendix B. In the first section we list examples of structure constant up to spin 5 in terms of four independent constants, \( c, C^0_{4^+_1 4^+_1}, C^{4^+_7}_{4^+_1 4^+_1} \) and \( C^{4^+_2}_{4^+_1 4^+_2} \) (as well as constants such as \( C^0_{3-3} \) which can be chosen arbitrarily by rescaling the generators).

The second section of the appendix lists expressions of the structure constants in terms of symmetric polynomials in five parameters \( \nu_j \) where \( \nu_1, \nu_2 \) and \( \nu_3 \) are the parameters of the Grassmannian algebra and \( \nu_4 = 1 = -\nu_5 \). The reason for choosing this parametrization will be discussed in section 8.

**Lagrangian Grassmannian family.** Since the field content of the Lagrangian Grassmannian family agrees with that of the Grassmannian family, we expect the bootstrap equations at lower spins to be the same. This is indeed the case so the formulas given in the appendix B also determine the structure constants of the Lagrangian Grassmannian family. All we need to do is to correctly identify the parameters. The identification is given in \((B.2)\) and with this identification, all the OPE structure constants that we determined directly from the coset agree with the bootstrap calculation (the comparison was done up to spin 5).
7 Truncations

In this section, we combine known information about the truncations and guess the structure of all truncations for the algebra. This leads to the analogous larger cousins to the $Y_{M,N,L}$ algebras [6]. Understanding these truncations is quite important, since they carry a large amount of information about the algebra. These truncations are also crucial if we want to consider the particular rational models corresponding to specializations of the universal algebra. In particular, the minimal models are typically found at the intersection of several such truncation curves. It turns out to be simplest if we describe the truncations in terms of the parameters $\nu_i$. There are various sources of known truncations, which we shall describe in detail. We will see that there is a very simple pattern that governs these truncations and we conjecture that this is the complete list.

7.1 Explicit truncations

From matrix $W_{1+\infty}$. We can realize the Grassmannian as a coset of the matrix $W_{1+\infty}$ algebra and the truncations of matrix $W_{1+\infty}$ are expected to carry through to the coset. The level at which they first appear can however be different. This realization is valid as long as the matrix rank ($= -\nu_2 - \nu_3$) of matrix $W_{1+\infty}$ is a positive integer. We shall take it to be very large such that this restriction does not matter. These truncations were (conjecturally) classified in [39]. The truncations take the form

$$\nu_1 + (1 - k_X)\nu_2 + (1 - k_X^T)\nu_3 = N \in \mathbb{Z}.$$  \hfill (7.1)

with $k_X, k_X^T \in \mathbb{Z}_{\geq 0}$. These truncations appear in matrix $W_{1+\infty}$ at level $(k_X + 1)(k_X^T + 1)(|N| + 1)$. Moreover, experimentally, one observes that the truncation always has a state transforming in the trivial representation of $u(\mu_1)$.\footnote{In [39] we focused for each null state on the highest spin representation of the global subalgebra in which these null states transform. But there was also always a null state transforming as a singlet and this state is expected to survive in the quotient.} Thus, it is natural to assume that the truncation appears at the same level in the Grassmannian.

From the coset realization (2.2). From the level-rank dual coset, we get another set of truncations. The coset truncates if one of the factors $su(k)_{\mu_1}$ or $su(k)_{\mu_2}$ in the numerator truncates. This realization of the Grassmannian is valid as long as $k = \nu_1 + \nu_2 + \nu_3 \in \mathbb{Z}_{\geq 1}$. A large class of such truncations is given by affine algebras of admissible level [68]

$$\nu_i = k + \mu_i = \frac{p}{q}, \quad p \geq k,$$  \hfill (7.2)

where $i = 1$ or $2$ and $p$ and $q$ are positive integers. This can be rewritten as

$$(1 - q)\nu_1 + \nu_2 + \nu_3 = N = k - p \in \mathbb{Z}_{\leq 0}.$$  \hfill (7.3)

From $W_\infty$. For $\mu_3 = 1$, the Grassmannian algebra truncates to $W_\infty$, whose truncations are well-studied [6, 41, 54, 69]. Assuming that the $W_\infty$ truncations are the intersection of
Table 3. Low-lying truncation curves. These are directly extracted from the OPEs. It is understood that all the triality images of the truncation also appear. We added comments on the truncation curves which indicate how they can be understood from the different inputs we have given above.

| level | curve | coset parameters |
|-------|-------|------------------|
| 2     | \( \nu_1 + \nu_2 + \nu_3 \pm 1 = 0 \) | \( k = 1 \) |
| 2     | \( \nu_1 + \nu_2 = 0 \) | \( \mu_3 = 0 \) |
| 3     | \( \nu_1 + \nu_2 + \nu_3 \pm 2 = 0 \) | \( k = 2 \) |
| 3     | \( \nu_1 + \nu_2 - \nu_3 = 0 \) | \( k + \mu_3 = \frac{k}{3} \) |
| 4     | \( \nu_1 = 0 \) | \( N_1 = N_2 = 1 \) in \( W_\infty \) |
| 4     | \( \nu_1 + \nu_2 + \nu_3 \pm 3 = 0 \) | \( k = 3 \) |
| 4     | \( \nu_1 + \nu_2 - 2\nu_3 = 0 \) | \( k + \mu_3 = \frac{k}{3} \) |
| 4     | \( \nu_1 + \nu_2 \pm 1 = 0 \) | \( \mu_3 = 1 \) |
| 5     | \( \nu_1 + \nu_2 + \nu_3 \pm 4 = 0 \) | \( k = 5 \) |
| 5     | \( \nu_1 + \nu_2 - 3\nu_3 = 0 \) | \( k + \mu_3 = \frac{k}{3} \) |

Truncations of \( W_\infty \) occur whenever

\[
\frac{N_1}{\lambda_1} + \frac{N_2}{\lambda_2} + \frac{N_3}{\lambda_3} = 1 ,
\]

for three integers \( N_1, N_2 \) and \( N_3 \in \mathbb{Z}_{\geq 1} \). In terms of Grassmannian parameters, the truncation curve can be rewritten as\(^{15}\)

\[
(1 - N_1)\nu_1 + (1 - N_2)\nu_2 + \nu_3 = N_3 \in \mathbb{Z}_{\geq 0} .
\]

The level of the truncation in \( W_\infty \) and hence in the Grassmannian is \((N_1 + 1)(N_2 + 1)(N_3 + 1)\).\(^{16}\)

**Direct computation.** We used the explicit knowledge of the OPEs at low levels to compute some low-lying truncation explicitly. They are listed in table 3.

### 7.2 All truncation curves

Based on this data, together with triality symmetry and the symmetry \( \nu_i \to -\nu_i \), we can guess the form of all truncation curves in the Grassmannian. We conjecture that they all

\(^{15}\)We used the relation \( \nu_1 + \nu_2 + 1 = 0 \) in order to bring the result to a suggestive form.

\(^{16}\)We should also mention that the truncations with shifted \((N_1, N_2, N_3) \to (N_1 + a, N_2 + a, N_3 + a)\) for some integer \(a\) define the same truncation curve, but the truncation appears at different levels [28].
take the form
\[
(1 - N_1) \nu_1 + (1 - N_2) \nu_2 + (1 - N_3) \nu_3 + N = 0,
\]
where \( N_1, N_2 \) and \( N_3 \in \mathbb{Z}_{\geq 0} \) and \( N \in \mathbb{Z} \). The first null-vector appears at level
\[
(N_1 + 1)(N_2 + 1)(N_3 + 1)(|N| + 1).
\]
Of course, some truncation curves like \((N_1, N_2, N_3) = (1, 1, 1)\) should be discarded, since they can never be satisfied.\(^{17}\)

### 7.3 Lagrangian Grassmannian cosets

We can also analyze the truncation curves of the Lagrangian Grassmannian family of cosets. Since we have calculated the OPE coefficients up to spin 5, we can extract from their zeros and poles candidates for truncation curves. The list is given in the following table. Except for three exceptional cases which we will discuss and where we understand the origin of the discrepancy, there is a good evidence that the truncation curves can be parametrized by quintuples of non-negative integers \( N_j \) such that a truncation of the algebra at level
\[
(N_1 + 1)(N_2 + 1)(N_3 + 1)(N_4 + 1)(N_5 + 1)
\]
correspond to parameters \( n \) and \( \kappa \) satisfying
\[
(N_1 - 2N_2 + N_3)n + (N_1 - N_2 + N_3 - 1)\kappa + (2N_2 - N_3 + N_4 - 2N_5) = 0.
\]
We will give a conjectural explanation for this in section 8. The exceptions from this pattern are as follows:

1. The level 4 truncation \((0, 1, 1, 0, 0)\) does not appear in the list because it corresponds to a same curve as level 2 truncation \((0, 1, 0, 0, 0)\). Similarly, the level 5 truncation \((0, 0, 4, 0, 0)\) corresponds to the same curve as level 3 truncation \((0, 2, 0, 0, 0)\).

2. The extraction of level 3 curves depends on normalization of spin 3 field which cannot be fixed canonically. For this reason, with our ad hoc normalization we saw the truncation curve \(n + \kappa\) corresponding to parameters \((0, 1, 0, 0, 1)\) already at level 3 while the curve \(2n + \kappa - 2\) corresponding to \((0, 0, 2, 0, 0)\) only showed up at level 4.

3. The curve \(n + \kappa - 1\) corresponding to \((0, 1, 0, 0, 0)\) or \((0, 1, 1, 0, 0)\) would be expected at level 2 but is not visible at the level of OPE coefficients due to cancellations: at level 2 it should appear as a zero of the central charge, but here it is canceled by \(\nu_3\) in the denominator of the central charge formula.

4. The previous three discrepancies exactly correspond to one of the \(\nu_j\) parameters vanishing (where parameters \(\nu_j\) are introduced in section 8).

\(^{17}\)We should also add that we have no evidence that all three of the \(N_i\)’s can be non-zero at the same time. It might be that there are additional restrictions on the \(N_i\)’s that are not visible from our analysis.
Table 4. Truncation curves of Lagrangian Grassmannian family of algebras up to level 5.

| level | truncation curve | \( N_j \) |
|-------|------------------|-------------|
| 2     | \( n \)          | (1, 0, 0, 0, 0) |
| 2     | \( n - 1 = 0 \)  | (0, 0, 1, 0, 0) |
| 2     | \( \kappa - 1 = 0 \) | (0, 0, 0, 1, 0) |
| 2     | \( \kappa + 2 = 0 \) | (0, 0, 0, 0, 1) |
| 3     | \( 2n + \kappa = 0 \) | (2, 0, 0, 0, 0) |
| 3     | \( 4n + 3\kappa - 4 = 0 \) | (0, 2, 0, 0, 0) |
| 3     | \( 2n + \kappa - 2 = 0 \) | (0, 0, 2, 0, 0) |
| 3     | \( \kappa - 2 = 0 \) | (0, 0, 0, 2, 0) |
| 3     | \( \kappa + 4 = 0 \) | (0, 0, 0, 0, 2) |
| 4     | \( 3n + 2\kappa = 0 \) | (3, 0, 0, 0, 0) |
| 4     | \( 3n + 2\kappa - 3 = 0 \) | (0, 3, 0, 0, 0), (0, 0, 3, 0, 0) |
| 4     | \( \kappa - 3 = 0 \) | (0, 0, 0, 3, 0) |
| 4     | \( \kappa + 6 = 0 \) | (0, 0, 0, 0, 3) |
| 4     | \( n + \kappa - 2 = 0 \) | (1, 1, 0, 0, 0) |
| 4     | \( 2n + \kappa - 1 = 0 \) | (1, 0, 1, 0, 0) |
| 4     | \( n + 1 = 0 \) | (1, 0, 0, 1, 0) |
| 4     | \( n - 2 = 0 \) | (1, 0, 0, 0, 1) |
| 4     | \( 2n + 2\kappa - 3 = 0 \) | (0, 1, 0, 1, 0) |
| 4     | \( n + \kappa = 0 \) | (0, 1, 0, 0, 1) |
| 4     | \( \kappa = 0 \) | (0, 0, 1, 1, 0) |
| 4     | \( n - 3 = 0 \) | (0, 0, 1, 0, 1) |
| 4     | \( \kappa + 1 = 0 \) | (0, 0, 0, 1, 1) |
| 5     | \( 4n + 3\kappa = 0 \) | (4, 0, 0, 0, 0) |
| 5     | \( 8n + 5\kappa - 8 = 0 \) | (0, 4, 0, 0, 0) |
| 5     | \( \kappa - 4 = 0 \) | (0, 0, 0, 4, 0) |
| 5     | \( \kappa + 8 = 0 \) | (0, 0, 0, 0, 4) |

7.4 Orthosymplectic Grassmannians

**Reduction to even spin \( W_\infty \).** Similarly as in the unitary case, when we choose \( \mu_1 = 1 \) or \( \mu_2 = 1 \), the orthosymplectic Grassmannian coset reduces to a coset associated to even spin \( W_\infty \). The identification of parameters is very analogous to the one in the unitary case (7.4):

\[
\tilde{\mu}_1 = \frac{\nu_1 + \nu_2 + \nu_3 + 1}{\nu_1}, \tag{7.11a}
\]
\[
\tilde{\mu}_2 = \frac{\nu_1 + \nu_2 + \nu_3 + 1}{\nu_2}, \tag{7.11b}
\]
\[
\tilde{\mu}_3 = \nu_1 + \nu_2 + \nu_3 + 1. \tag{7.11c}
\]

with \( \nu_1 + \nu_2 + 1 = 0 \). The parameters \( \tilde{\mu}_j \) correspond to the parameters \( \mu_j \) used in [49].
Truncation curves at levels 2 and 4. We can list the truncation curves appearing at levels 2 and 4. We will not try to conjecture the general expression as in the unitary case, the purpose of this is to illustrate the richness of the truncations in orthosymplectic algebras which was in the even spin $\mathcal{W}_1$ case observed in [49]. When listing the curves it was convenient to introduce an auxiliary parameter $\nu_4 = -1$. After doing that, the list of truncation curves at levels 2 and 4 is invariant under permutations of all four $\nu_j$ parameters. It would be interesting if this pattern survives also at higher levels. The table shows the richness of the orthosymplectic case, in the unitary situation we had only 4 types of truncation curves at level 4, now we have 9 different types, but already at this level a pattern resembling the structures encountered in even spin $\mathcal{W}_\infty$ [49] is emerging, with the parity of $N_j$ parameters used as labels of truncation curves (such as in (7.7)) playing a role.

| level | $\nu_1 + \nu_2 + \nu_3 + \nu_4 =$ |
|-------|-----------------------------------|
| 2     | -3                               |
| 2     | $\nu_1 - 1$                      |
| 2     | $\nu_4 - 1$                      |
| 4     | -1                               |
| 4     | $\nu_1 + 1$                      |
| 4     | $\nu_4 + 1$                      |
| 4     | $2\nu_1 - 3$                    |
| 4     | $2\nu_4 - 3$                    |
| 4     | $\nu_1 + \nu_2 - 1$             |
| 4     | $\nu_1 + \nu_4 - 1$             |
| 4     | $3\nu_1 - 1$                    |
| 4     | $3\nu_4 - 1$                    |

Table 5. Truncation curves of the orthosymplectic family of algebras at levels 2 and 4. Out of all curves related by the triality symmetry permuting $\nu_1, \nu_2$ and $\nu_3$ we list only one. The parameter $\nu_4$ equals $-1$.

8 Four-parametric family of algebras

Recall that our original goal was to find a generalization of $\mathcal{W}_\infty$ algebra that would serve as a building block from which as many VOAs as possible could be constructed by the gluing procedure. The unitary Grassmannian family of algebras is a three-parametric family of algebras with a group of duality symmetries $\mathcal{S}_3 \times \mathbb{Z}_2$. There are however few problems with this family of algebras that give a hint that there should be a generalization of these as well:

1. The triality symmetry of $\mathcal{W}_\infty$ that appears when we impose the condition $\mu_3 = 1$ is not a subgroup of the triality symmetries of the Grassmannian. Only the duality symmetry $\nu_1 \leftrightarrow \nu_2$ is manifest.
2. $\mathcal{W}_\infty$ has three minimal representations (and their charge conjugates) and out of these only two of them are visible from the coset construction. To find the third representation, one has to use the OPE bootstrap or apply the $\mathcal{W}_\infty$ triality symmetry. Due to the fact that we constructed the Grassmannian algebras using cosets, we do not see the potential analogue of the third representation. This discussion suggests that there could possibly exist other minimal representations of the algebra generalizing the third minimal representation of $\mathcal{W}_\infty$.

3. The truncation curves (7.7) and (7.8) exhaust all the truncations of the algebra that we are aware of, but the formulas (7.7) and (7.8) do not take as nice form as one knows from the discussion of $\mathcal{W}_\infty$ [41] or its even spin extension [49]. In particular the absolute value and the way the $\mathbb{Z}_2$ symmetry acts is not as esthetically nice as one could expect.

4. The bootstrap equations for the algebra actually seem to have a four-parametric family of solutions (to the order we were able to reach). The Lagrangian Grassmannian series of coset algebras has the same spin content up to spin 6 as the Grassmannian family but cannot be identified with it. If one believes that all possible branches of $\mathcal{W}$-algebras with the same spin content at lower spins should live in the same universal family of algebras, one is tempted to look for a unified four-parametric family of algebras of which the unitary Grassmannian family and the Lagrangian Grassmannian family are specializations. This is somewhat analogous to the situation encountered in [70] where the OPE bootstrap approach finds different branches of algebras such as $\mathcal{W}(2, 3, 4, 5)$, but these are unified when viewed as truncations of $\mathcal{W}_\infty$ [54].

Surprisingly enough, all these small problems seem to have a simple resolution if we conjecture the existence of a four-parametric family of algebras. Our starting point is the formula (2.14) for the central charge. We could introduce another variable $\nu_4$ equal to 1 and write the central charge as

$$c = \frac{(\nu_1 + \nu_2 + \nu_3 - 1)(\nu_1 + \nu_2 + \nu_4 - 1)(\nu_1 + \nu_3 + \nu_4 - 1)(\nu_2 + \nu_3 + \nu_4 - 1)}{\nu_1 \nu_2 \nu_3 \nu_4} \times (\nu_1 + \nu_2 + \nu_3 + \nu_4). \quad (8.1)$$

If we would allow $\nu_4$ to be arbitrary, the formula would now exhibit quadrality symmetry instead of triality. There is still a problem with this parametrization, as it is not compatible with $\mathbb{Z}_2$ symmetry mapping $\nu_j$ parameters to their negatives. In fact $S_3 \times \mathbb{Z}_2$ cannot be a subgroup of $S_4$. We can however make one more step, introducing $\nu_5$ such that we have now five parameters

$$\nu_1, \; \nu_2, \; \nu_3, \; \nu_4 = 1, \; \nu_5 = -1 \quad (8.2)$$

The central charge can now be written as

$$c = \frac{(k - \nu_1)(k - \nu_2)(k - \nu_3)(k - \nu_4)(k - \nu_5)}{\nu_1 \nu_2 \nu_3 \nu_4 \nu_5} \quad (8.3)$$
where
\[ k = \nu_1 + \nu_2 + \nu_3 + \nu_4 + \nu_5. \] (8.4)

Although there are five \( \nu_j \) parameters entering this equation, both numerator and denominator are homogeneous functions of \( \nu_j \) of degree 5 so the central charge actually only depends on a point in the complex projective space \( \mathbb{CP}^4 \), i.e. we have four continuous parameters as suggested by the OPE bootstrap. In fact, we can write the central charge in form analogous to the central charge of \( W_1 \)[41]:
\[ c = (\lambda_1 - 1)(\lambda_2 - 1)(\lambda_3 - 1)(\lambda_4 - 1)(\lambda_5 - 1) \] (8.5)

if we introduce
\[ \lambda_j = \frac{k}{\nu_j} \] (8.6)

These parameters are constrained by
\[ \frac{1}{\lambda_1} + \frac{1}{\lambda_2} + \frac{1}{\lambda_3} + \frac{1}{\lambda_4} + \frac{1}{\lambda_5} = 1. \] (8.7)

The unbroken symmetry is now the pentality symmetry \( S_5 \) permuting all five \( \nu_j \) parameters and also the \( \mathbb{Z}_2 \) duality symmetry of the Grassmannian family is easy to realize: changing the sign of \( \nu_1, \nu_2 \) and \( \nu_3 \) accompanied with the exchange \( \nu_4 \leftrightarrow \nu_5 \) is projectively equivalent to the identity transformation.

**Truncation curves.** Perhaps the strongest argument for this conjecture is the form of the truncation curves. We conjecture that there is a singular vector at level
\[ (N_1 + 1)(N_2 + 1)(N_3 + 1)(N_4 + 1)(N_5 + 1) \] (8.8)

if the parameters \( \nu_j \) satisfy the equation
\[ \nu_1 + \nu_2 + \nu_3 + \nu_4 + \nu_5 = N_1\nu_1 + N_2\nu_2 + N_3\nu_3 + N_4\nu_4 + N_5\nu_5. \] (8.9)

or
\[ 1 = \frac{N_1}{\lambda_1} + \frac{N_2}{\lambda_2} + \frac{N_3}{\lambda_3} + \frac{N_4}{\lambda_4} + \frac{N_5}{\lambda_5} \] (8.10)

Choosing here \( N_4 = 0 \) and \( N_5 = N \) or \( N_4 = -N \) and \( N_5 = 0 \) reproduces uniformly the curves found previously (7.7) and (7.8). This form of the truncation curves is very similar to the one found in \( W_\infty \)[28, 41].

**Lagrangian Grassmannian family.** Additionally, the Lagrangian Grassmannian series fits nicely in this picture. As mentioned in the context of truncation curves, we can identify the parameters as
\[ \nu_1 = n + \kappa, \quad \nu_2 = -\kappa - 2n + 2, \quad \nu_3 = n + \kappa - 1, \quad \nu_4 = 1, \quad \nu_5 = -2. \] (8.11)

With this identification, the central charge as well as all the truncation curves discussed in section 7.3 and the structure constants discussed in section 6 nicely fit into this picture.
OPEs for the four-parametric family. The Grassmannian structure constants are symmetric functions of $\nu_1, \nu_2$ and $\nu_3$. We can assume that they can be written as symmetric homogeneous functions of degree zero in five parameters $\nu_1, \ldots, \nu_5$. For the structure constants we have at hand (up to spin 6) this is indeed possible, in some cases uniquely and in some cases with a certain ambiguity. Requiring that the specialization of the parameters (8.11) reproduces the Lagrangian Grassmannian structure constants uniquely determines the structure constants of the algebra (to the order we were able to check). In particular, since the OPE bootstrap conjecturally determines all the structure constants of the algebra in terms of four independent parameters, it is enough to find a parametrization of four independent structure constants in terms of $\nu_1, \ldots, \nu_5$ in such a way that the specializations (8.2) and (8.11) reproduce the OPEs of the Grassmannian family and of the Lagrangian Grassmannian family. One can check that this is indeed the case. The expressions for the structure constants are given in appendix B.

Unfortunately we do not have so far any alternative description of the conjectural algebra, so getting information even about simple properties of the algebra can be hard. It is not clear for example, what is the vacuum character of the algebra. Based on the truncation curves we can however conjecture that it differs from the Grassmannian character at level 8. This is because the truncation curve associated to special values of $\nu_4$ and $\nu_5$ in the Grassmannian, $\nu_4 + \nu_5 = 0$, corresponds to for $N = (1, 1, 1, 0, 0)$ and the associated null state is therefore at level 8. As a consistency check, the analogous truncation to Lagrangian Grassmannian algebra is at level 6 as we can see from the null state parametrized by $N = (0, 0, 2, 1)$. Level 6 is indeed the level where the Lagrangian Grassmannian algebra has less states than the Grassmannian family.

Minimal representations. Another check of this proposal is related to the fate of the missing representations. Remember that for the Grassmannian family the minimal representations are the bifundamental representations, each associated to a pair of $\nu_j$ parameters. The conformal dimension is given by (2.26). To conjecture generalization of this formula to the four-parameter algebra, we need to rewrite it in form which respects the symmetries and is a homogeneous function of $\nu_j$ of degree zero. Fortunately we can simply write

$$h_{\text{bif}} = \frac{(\nu_1 + \nu_2 + \nu_3 + \nu_4)(\nu_1 + \nu_2 + \nu_3 + \nu_5)(\nu_1 + \nu_2 + \nu_4 + \nu_5)}{2\nu_1 \nu_2 (\nu_1 + \nu_2 + \nu_3 + \nu_4 + \nu_5)}$$

(8.12)

$$= \frac{\lambda_1 \lambda_2 (\lambda_3 - 1)(\lambda_4 - 1)(\lambda_5 - 1)}{2\lambda_3 \lambda_1 \lambda_5}.$$  

(8.13)

This is a direct generalization of a formula for the minimal representation of $\mathcal{W}_\infty$ [28, 71] which is given by the same formula without the terms containing $\lambda_4$ and $\lambda_5$. The $S_5$ symmetry is broken to $S_2 \times S_3$ because the bifundamental representation picks two out of five $\nu_j$ parameters (in the formula written these are $\nu_1$ and $\nu_2$). In total there should be 10 representations of this kind (as well as their charge conjugates). Specializing $\nu_4 \rightarrow 1$ and $\nu_5 \rightarrow -1$ gives us 3 conformal dimensions of bifundamental representations that we started with, one additional orbit under $S_5 \times \mathbb{Z}_2$ of 6 conformal dimensions of the form

$$\frac{(\nu_1 + \nu_3)(\nu_2 + \nu_3)(\nu_1 + \nu_2 + \nu_3 + 1)}{2\nu_3(\nu_1 + \nu_2 + \nu_3)}$$

(8.14)
and finally a representation of conformal dimension

\[ - \frac{(\nu_1 + \nu_2)(\nu_1 + \nu_3)(\nu_2 + \nu_3)}{2(\nu_1 + \nu_2 + \nu_3)} \]  

(associated to 45 directions) invariant under $S_3 \times \mathbb{Z}_2$ duality symmetries. It would be nice to see if these representations can be realized in the Grassmannian algebra, but we do not expect this to be possible using the coset description.

Let us verify that the newly conjectured minimal representations of the algebra include all three minimal representations known in $W_\infty$. We restrict the parameters as in (7.4). The representations (8.12) with $(\nu_1, \nu_3)$ and $(\nu_1, \nu_5)$ correspond to the minimal representation of $W_\infty$ associated to $\lambda_1$. Analogously for the second minimal representation if we exchange $\nu_1 \leftrightarrow \nu_2$. The minimal representation of $W_\infty$ associated to $\lambda_3$ which is not visible at the level of the coset corresponds to parameters $(\nu_4, \nu_3)$ or $(\nu_4, \nu_5)$ so indeed we reproduce all minimal representations of $W_\infty$.

We can not only compare the conformal dimensions of the minimal primaries, but also higher spin charges. The $w_3$ charge (rescaled to be independent of the normalization) of the minimal representation is

\[ \frac{w^3_3}{C_{33}^{\text{tot}}} = - \frac{\nu_3(\nu_1 + \nu_2)(\nu_1 + \nu_2 - \nu_3)(k - 1)(k + 1)(k - 2)(k + 2)}{6k^3\nu_1\nu_2(\nu_1 + \nu_3)(\nu_2 + \nu_3)(\nu_1 - \nu_2 + \nu_3)(-\nu_1 + \nu_2 + \nu_3)}. \]  

Introducing $\nu_4$ and $\nu_5$ we can again write it in form which is homogeneous and invariant under $S_2 \times S_3$,\(^\text{18}\)

\[ \frac{w^3_{3, \text{bif}}}{C_{33}^{\text{tot}}} = \frac{\nu_3\nu_4\nu_5(k - \nu_3)(k - \nu_4)(k - \nu_5)(k - 2\nu_3)(k - 2\nu_4)(k - 2\nu_5)}{6k^3\nu_1\nu_2(\nu_1 - \nu_3)(\nu_2 - \nu_3)(\nu_1 - \nu_2)(\nu_1 - 2\nu_2)(\nu_2 - 2\nu_2)}. \]  

The fact that we were able to write it in this form, symmetric in $\lambda_3, \lambda_4$ and $\lambda_5$ is not entirely obvious because a priori nothing guarantees that $\nu_3$ which is a genuine parameter of the Grassmannian algebra would appear in exactly the same way as the parameters $\nu_4$ and $\nu_5$ that we introduced on symmetry grounds. As a last example, let us have a look at the charge $w^3_{4, \text{bif}}$ of the minimal representation. It can again be written in the universal form

\[ \frac{w^3_{4, \text{bif}}}{C_{4^2 4^2}^{\text{tot}}} = \frac{\nu_3\nu_4\nu_5}{4k^2\nu_1\nu_2\Delta_8\nu_1\nu_2} \frac{(k - \nu_3)(k - \nu_4)(k - \nu_5)(k - \nu_3 - \nu_4)(k - \nu_3 - \nu_5)(k - \nu_4 - \nu_5)}{(k - \nu_1)(k - \nu_2)} \times \frac{(k - 3\nu_3)(k - 3\nu_4)(k - 3\nu_5)}{(k - 3\nu_1)(k - 3\nu_2)} \times \frac{(k - \nu_1 - \nu_3)(k - \nu_1 - \nu_4)(k - \nu_1 - \nu_5)}{(k - \nu_2 - \nu_3)(k - \nu_2 - \nu_4)(k - \nu_2 - \nu_5)}. \]  

\(^\text{18}\)We use the notation $S_2$ for the symmetry $\nu_1 \leftrightarrow \nu_2$, not to be confused with $\mathbb{Z}_2$ duality symmetry of Grassmannian which was acting as $\nu_4 \leftrightarrow \nu_5$ together with the change of sign of the remaining parameters.
where $\Delta_8$ is given in appendix B and is a consequence of our choice of normalization of the charge. We again see the nice symmetry between the parameters $\nu_3, \nu_4$ and $\nu_5$.

The universal parametrization of the conformal dimension and $w_3$ and $w_4$ charges of the minimal primary also gives a correct result for the minimal bifundamental representation of the Lagrangian Grassmannian series. In fact, using (8.11) in (8.12), (8.17) and (8.19) we obtain the correct parameters of the representation (that we verified directly from the operator product expansions):

$$h_{\text{bif}} = \frac{(n - 1)(\kappa - 1)(\kappa + 2)}{2\kappa(n + \kappa)(2n + \kappa - 2)}$$

(8.20)

for the conformal dimension,

$$\frac{w_{3,\text{bif}}^2}{C_{\text{3-3}}^0} = \frac{(n - 1)(\kappa + 2)(\kappa + 4)(\kappa - 1)(\kappa - 2)}{6n\kappa^3(n + \kappa)(2n + \kappa)(4n + 3\kappa - 4)}$$

(8.21)

for spin 3 charge and finally

$$\frac{w_{4,\text{bif}}^2}{C_{\text{4-4}}^0} = -\frac{(n - 3)(n - 2)(n - 1)(n + 1)(\kappa - 3)(\kappa - 1)(\kappa + 1)(\kappa + 2)(\kappa + 6)}{4\Delta_8\kappa(n + \kappa - 2)(2n + \kappa - 2)(3n + 2\kappa)} \times$$

$$\times (n + \kappa - 1)(2n + \kappa - 1)(2n + 2\kappa - 3),$$

(8.22)

where $\Delta_8$ is given in appendix B.

**Specialization to $\mathcal{W}_\infty$.** It is interesting to see how the specialization of the four-parametric algebra to $\mathcal{W}_\infty$ looks like at the level of parameters. Comparing the expression for the central charge (8.5) to the central charge of $\mathcal{W}_\infty$ [41]

$$c_{\mathcal{W}_\infty} = (\lambda'_1 - 1)(\lambda'_2 - 1)(\lambda'_3 - 1)$$

(8.23)

we see that these two agree if

$$(\lambda_4 - 1)(\lambda_5 - 1) = 1 \iff \frac{1}{\lambda_4} + \frac{1}{\lambda_5} = 1$$

(8.24)

and if we identify $\lambda_j = \lambda'_j$, $j = 1, 2, 3$. In $\mathcal{W}_\infty$ the $\lambda'$ parameters are restricted to satisfy

$$\frac{1}{\lambda'_1} + \frac{1}{\lambda'_2} + \frac{1}{\lambda'_3} = 0$$

(8.25)

while in the four-parametric algebra we have instead (8.7). But it is immediate that these are equivalent if (8.24) is satisfied. We can use this argument also in the opposite direction: assuming that $\lambda_1, \lambda_2$ and $\lambda_3$ are constrained by (8.25), (8.7) implies (8.24) and as a consequence of this both expressions for the central charge agree. The condition (8.25) corresponds to the truncation curve parametrized by $N = (0, 0, 0, 1, 1)$. This means that the first singular vector corresponding to truncation is at level 4 which is indeed the case because there is only one spin 4 primary field in $\mathcal{W}_\infty$. 
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The same condition (8.24) also guarantees that the conformal dimension of the minimal primary reduces to the $W_\infty$ result. Take for instance the representation associated to parameters $(\nu_1, \nu_4)$. Its conformal dimension from (8.12) is
\[
\frac{\lambda_1(\lambda_2 - 1)(\lambda_3 - 1)}{2\lambda_2\lambda_3} \times \frac{\lambda_4(\lambda_5 - 1)}{\lambda_5}.
\] (8.26)
The first term is the correct minimal dimension in $W_\infty$ while the second term is equal to 1 by virtue of (8.24) (independently of the value of $\lambda_4$).

It might seem from this discussion that to restrict the four-parametric algebra to $W_\infty$ we need to impose only one independent condition on the parameters which is in tension with the fact that $W_\infty$ has only two independent parameters. But at the level of structure constants one can check that if (8.24) is satisfied, the OPEs of fields that survive in $W_\infty$ are independent of $\lambda_4$ (and $\lambda_5$) which is another constraint that the structure constants of the algebra satisfy. The mechanism of this is the same as in discussion of the minimal dimension.

9 Discussion and Conclusions

In this paper, we have discussed in detail the VOA of the Grassmannian coset (2.1). In the following, we outline interesting applications and possible avenues for future research.

**Holography.** The Grassmannian or rather its $\mathcal{N} = 2$ version discussed in section 5 is expected to have a holographic dual. In many ways, the Grassmannian should be considered to be the analogous theory to ABJM in two dimensions [72]. Correspondingly, although its full holographic dual is currently unknown, there should be a version of the ABJ triality for the Grassmannian [73]. Similar ideas were already put forward in [10, 74].

Let us recall that the central charge of the supersymmetric Grassmannian coset with $U(\rho_1)$ and $U(\rho_2)$ groups in the denominator is (5.37)
\[
c = \frac{3\rho_1\rho_2\rho_3}{\rho_1 + \rho_2 + \rho_3}
\] (9.1)
To obtain a holographic dual, we need to consider a large $N$ limit, in which the central charge becomes large. There are essentially two ways (up to permutation of parameters) to do so:

1. $\rho_2 \to \infty$ and $\rho_3 \to \infty$ with $\rho_1$ kept finite and $\lambda = \rho_2/(\rho_2 + \rho_3)$ is kept finite.
2. All three parameters tend to infinity with their ratios kept fixed.

In the first case, the central charge diverges vector-like, whereas it diverges matrix-like in the second case. In the first parameter regime, one should hence expect that the holographic dual is described by a higher spin theory and this was discussed in [37, 75, 76]. The 't Hooft parameter $\lambda$ is identified with the coupling $\lambda$ of the higher spin theory.

19 Of course various refined ways of scaling are possible.
In second parameter regime, the dual should be instead stringy. One can understand this transition as follows. In the free-field limit, the model reduces to $2\rho_1\rho_2$ complex bosons and fermions in the bifundamental representation of $U(\rho_1) \times U(\rho_2)$. Singlet operators are of the form

$$\text{tr} \left( X_1 \bar{X}_1 \cdots X_n \bar{X}_n \right),$$

where $X_i$ are $\rho_1 \times \rho_2$ matrices and $\bar{X}_i$ are $\rho_2 \times \rho_1$ matrices (that can be either bosonic or fermionic). Let us assume that $\rho_1 \leq \rho_2$. For finite $\rho_1$, the maximum length of such a trace is $2\rho_1$ operators, since $\text{tr} \left( X_1 \bar{X}_1 \cdots X_{\rho_1+1} \bar{X}_{\rho_1+1} \right)$ could be written as product of shorter traces. Identifying single-trace operators as usual with single-trace states, this implies that for finite $\rho_1$, the strings break up into smaller constituents that can be identified with the higher spin fields in the bulk. For small ’t Hooft coupling, we can think of these constituents as being $X_i \bar{X}_j$, transforming in the adjoint representation of $U(\rho_1)$ and weakly interacting in the bulk.

**Stringy dual.** For large parameters $\rho_1$, $\rho_2$, $\rho_3 \in \mathbb{Z}_{\geq 0}$, the supersymmetric Grassmannian coset is unitary and is expected to have a good stringy dual. As we saw in the discussion of the characters, their Hilbert space has naturally a Fock space structure, with single-trace and multi-trace states. Moreover, in this regime, the vacuum character has a Hagedorn growth with Hagedorn temperature

$$T_{\text{Hagedorn}} = \frac{1}{\log(2)}.$$ (9.3)

We expect that this statement is not qualitatively changed when including also all the non-trivial characters in the partition function.

We currently do not have a good idea what the dual string worldsheet should look like and whether there is a region in moduli space, where it is described by a supergravity background. As a first step in this direction, one should analyze the BPS spectrum and the elliptic genus of the theory, along the lines of [77]. Elliptic genera of minimal models and Kazama-Suzuki models take very simple forms [78, 79]. This is related to the fact that they have a simple Landau-Ginzburg description. It is unknown to us whether such a description also exists for the Grassmannian coset. It would provide a useful tool to study the BPS sector of the coset.

**Four-parametric family of algebras.** Although we collected some evidence for the existence of the four-parametric family of algebras unifying the Grassmannian cosets with the orthosymplectic cosets, the four-parametric algebra itself (if it exists) has not been constructed. One possibility would be to use the bootstrap approach as in [47, 80], but due to large number of primary fields in Grassmannian this approach seems to be much more complicated. The $W_{1+\infty}$ can be also constructed from its free field representations and coproduct, but the coproduct structure is not manifest in the coset description and for this reason it is not clear at this moment if such a structure exists in the Grassmannian or in the hypothetical four-parametric family. The transition from matrix $W_{1+\infty}$ to the Grassmannian by decoupling the spin 1 sector is analogous to transition from $W_{1+\infty}$ to
The basic Miura factor is an object naturally associated to $\mathcal{W}_{1+\infty}$ rather than to $\mathcal{W}_{\infty}$ so in analogy it is possible that the Miura transformation which is very useful feature of matrix $\mathcal{W}_{1+\infty}$ does not have a simple analogue in the Grassmannian algebra.

Parallel to the rational case of $\mathcal{W}_{\infty}$ there is an ongoing research in the $q$-deformed setting \cite{81{90}. Since the $q$-deformed theory is currently undoubtedly more developed, it could perhaps be easier to search for the conjectural four-parametric algebra in this setting first.

**Vacuum character and Hall algebras.** It is interesting to notice that some of the vacuum characters have a nice combinatorial interpretation. The most famous example is the vacuum character of $\mathcal{W}_{1+\infty}$ counting the plane partitions. The same function also counts the types of Jordan forms of matrices (where by type we mean including the information whether two eigenvalues are the same or different). Similarly, the Grassmannian vacuum character

$$\prod_{n=1}^{\infty} \frac{1 - q^n}{1 - 2q^n}$$

(where we did not remove the $u(1)$ factor) is counting the conjugacy classes of invertible $n \times n$ matrices with values in $\mathbb{F}_2$, the field of two elements and the formula generalizes to $\mathbb{F}_p$ for any $p$ prime (and $(p + 1)$-punctured algebra). One can associate to this counting problem a Hall algebra and it would be interesting to see if there is any connection between these algebraic structures and the structures that we were studying. Another analogous natural algebraic structure is the cohomological Hall algebra \cite{91} which in the context of $\mathcal{W}_{1+\infty}$ and its truncations was discussed in \cite{92}.

**Product cosets.** There is another class of interesting cosets which we have not discussed, namely the cosets of the form

$$\frac{\mathfrak{su}(N_1N_2N_3)}{\mathfrak{su}(N_1N_2N_3) \times \mathfrak{su}(N_2N_1N_3) \times \mathfrak{su}(N_3N_1N_2)} \equiv \frac{\mathfrak{su}(N_1N_2N_3)}{\mathfrak{su}(N_1N_2N_3) \times \mathfrak{su}(N_2N_1N_3) \times \mathfrak{su}(N_3N_1N_2)}.$$ \hspace{1cm} (9.5)

Their central charge is

$$\frac{(N_1 - 1)N_1(N_1 + 1)(N_2 - 1)N_2(N_2 + 1)(N_3 - 1)N_3(N_3 + 1)}{(N_1 + N_2N_3)(N_2 + N_1N_3)(N_3 + N_1N_2)}.$$ \hspace{1cm} (9.6)

The second description makes it manifest that also this class of cosets has a triality symmetry exchanging $(N_1, N_2, N_3)$. The vacuum character of this class of algebras seems to be much larger than in those algebras that we considered. We computed their vacuum character up to $O(q^8)$ using the technology outlined in appendix A.4 and found that the strong generators are given by one spin-2 field, two spin-3 fields, 9 spin-4 fields, 26 spin-5 fields, 213 spin-6 fields and 1315 spin-7 fields. In eq. (A.27), we give a closed form expression for the vacuum character of the gluing of this coset with two Grassmannians as studied in this paper. We find that it has a super Hagedorn growth which suggests that the same is also true for (9.5). However, this coset has still only one energy-momentum tensor and thus cannot be obtained from gluing smaller algebras. Thus, it seems that $\mathcal{W}_{1+\infty}$ and
the Grassmannian are at the beginning of a vast hierarchy of more and more complicated VOAs.\footnote{It is easy to see that one can in principle have VOAs without spin-1 fields, one energy-momentum tensor, but arbitrarily many higher spin fields. One example is given by the singlet sector of a free boson in the $m$-adjoint representation of the group $\text{SU}(n_1) \times \text{SU}(n_2) \times \cdots \times \text{SU}(n_m)$. This VOA has one energy-momentum tensor, $2^m - 1$ spin-3 fields and $\frac{1}{12}(9^m + 3 \cdot 5^m + 6 \cdot 3^m + 6)$ spin-4 fields.}

**General gluing, dualities.** The list of possible gluings that we studied is surely not exhaustive. In particular, we have not attempted to study the possible gluings of the four-parametric family of algebras. Even if we restrict our attention to Grassmannian gluings, the vacuum character (4.62) for special values of parameters shows interesting coincidences between algebras glued in different ways. It would be interesting if there is any unifying picture explaining these coincidences. We were also able to give a coset realization of only a particular subclass of these gluings, so it would be nice to find alternative ways of constructing these algebras.

**Higher spin square.** In the AdS$_3$/CFT$_2$ holography there is an interesting algebra constructed by Gaberdiel and Gopakumar, the higher spin square \cite{10, 53, 93}. The bosonic toy model consists of a copy of $\mathcal{W}_{1+\infty}$ and even spin $\mathcal{W}_\infty$ intertwined together. It can be realized as symmetric product orbifold of the free boson theory. The field content of this algebra at low spins agrees with our Grassmannian family up to spin 6 so one might hope that there could be a specialization of the Grassmannian algebra or the four-parametric family which reduces to the higher spin square. Unfortunately, we were not able to find such a truncation.

**Integrability and Bethe ansatz.** The underlying integrable structure of $\mathcal{W}_{1+\infty}$ and the description of this algebra as a Yangian of $\hat{\mathfrak{u}}(1)$ is a source of many recent developments. The matrix $\mathcal{W}_{1+\infty}$ is expected to be the Yangian of $\hat{\mathfrak{u}}(M)$. It would be interesting to see if this has any generalization to the Grassmannian algebra or to the four-parametric family of algebras. On the level of Bethe ansatz equations \cite{94, 95} the main difference between the usual Yangians of finite algebras used in spin chains and the Yangians of affine algebras is that the structure constant (scattering phase) is a ratio of cubic polynomials rather than of linear factors. The expressions for the central charge given in section 8 seem to indicate that the possible generalization could be using the quintic polynomials instead. If such a naive approach was successful, it could pave the way to an integrable approach to the description of the algebras that we discussed.

**Exceptional algebras.** The even spin $\mathcal{W}_\infty$ associated to orthosymplectic cosets or principal Drinfeld-Sokolov reductions of orthosymplectic algebras is a subalgebra of $\mathcal{W}_{1+\infty}$ \cite{49}. The principal Drinfeld-Sokolov reductions of the exceptional Lie algebras of E- and G-type are also subalgebras of truncations of $\mathcal{W}_{1+\infty}$ so in a sense $\mathcal{W}_{1+\infty}$ can be thought of as a unifying algebra for all principal DS reductions (except possibly for $F_4$). It would be interesting to see if such a unifying picture also applies to the cosets considered here, namely if the orthogonal Grassmannians can be embedded into unitary ones or in the four-parametric family of algebras. In this sense the unifying algebra could be a generalization of the Vogel...
plane. It is amusing to notice that our parameters $\nu_4$ and $\nu_5$ have a similar role as the $\alpha$ and $\beta$ parameters of [96].

**Relation to 4d $\mathcal{N} = 2$ chiral algebras.** In [5], a program was started that relates the Schur operators of 4d $\mathcal{N} = 2$ theories and their correlation functions to vertex operator algebras. While the relevant vertex operator algebras are non-unitary, they often have special null-vectors. It is interesting to note that our gluing constructions reproduce many of these ‘special’ vertex operator algebras. For instance, the ‘top’ algebra that we considered in section 4 can be obtained from gluing three affine algebras to the Grassmannian. The resulting algebra is simply $u(N)_{-N/2}$. At this level, the affine algebra has a null-vector at level 2 and as a consequence saturates the unitarity bound for vertex operator algebras coming from 4d $\mathcal{N} = 2$ theories [5]. The associated Higgs branch in the $\mathcal{N} = 2$ theory has hence a quadratic relation [97]. This is also true for the orthogonal and symplectic versions of the top algebra. As such, the top algebra shows up in a number of physically interesting theories [98], as discussed in [5, section 4.3]. We find it probable that by following the gluing construction of section 4 and attaching affine algebras to all the external legs of the gluing graph, one can recover many more chiral algebras of $\mathcal{N} = 2$ theories. There are however some 4d $\mathcal{N} = 2$ theories, whose chiral algebras clearly cannot be constructed in this way, such as the $T_N$ theory [99, 100], since its central charge grows cubically with $N$, whereas the Grassmannian central charge grows only quadratically. However, since the putative four-parametric algebra of section 8 can have cubic growth in the central charge, we find it intriguing to speculate that it could lead to a direct construction of more general chiral algebras.

**Relation to AGT.** The AGT correspondence relates partition functions of class $S$ theories to correlation functions of Toda theory on the compactification surface. There are various generalizations of the correspondence and in [101–106] evidence was collected that $\text{SU}(N)_{\mathcal{N} = 2}$ gauge theory on the ALE space $\mathbb{C}^2/\mathbb{Z}_n$ is related to the Grassmannian coset with $\mu_1 = n$, $\mu_2$ related to the parameter of the $\Omega$-deformation and $N = -\frac{1}{2}(\mu_1 + \mu_2 + \mu_3)$. We expect that the techniques developed in this paper will be useful for a further study of the correspondence.
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**A Character background**

In this appendix, we review some useful combinatorics that we use to determine characters. Similar discussions can be found in [107–109].
A.1 The cycle index and the Pólya enumeration theorem

For a permutation action of a group $G$ on a set $X$, we introduce the cycle index

$$Z(t_1, t_2, \ldots) = \frac{1}{|G|} \sum_{g \in G} \prod_{i \geq 1} t_i^{m_i(g)}. \quad (A.1)$$

Here, the $t_i$’s are infinity many formal variables, but for finite groups $G$, only finitely many are needed. For a group element $g$, we denoted by $m_i(g)$ the number of cycles of length $i$ in its cycle decomposition.

We shall mainly need the cycle index of the cyclic group, which takes the form

$$Z(Z_n) = \frac{1}{n} \sum_{d|n} \phi(d) t_d^{\frac{n}{d}}, \quad (A.2)$$

where $\phi(d)$ is the Euler totient function. For the dihedral group, we have instead

$$Z(D_n) = \frac{1}{2} Z(Z_n) + \begin{cases} \tfrac{1}{2} t_1 t_2^{\frac{n-1}{2}}, & n \text{ odd}, \\ \tfrac{1}{4} \left( t_1^2 t_2^{\frac{n-2}{2}} + t_2^n \right), & n \text{ even}. \end{cases} \quad (A.3)$$

A.2 Pólya enumeration theorem

We now apply the cycle index to counting problems. Suppose that we want to count the number of orbits of the permutation group on a given set of colors. For example, say we want to count how many necklaces there are, where each bead can have three color — red, blue or green. Then the Pólya enumeration theorem states that the answer is obtained from replacing every $t_i$ in the cycle index by the number of colors. In our example, the relevant permutation group would be the cyclic group. So there are

$$\frac{1}{n} \sum_{d|n} \phi(d) m_d^{\frac{n}{d}} \quad (A.4)$$

necklaces with $m$ colors. If two necklaces that are obtained by reflection are considered equivalent, one should use the cycle index of the dihedral group $D_n$ instead.

For the applications that are relevant to this paper, we need a small generalization, in which the colors are also allowed to have some weight (which will be the mode number in our application). Suppose for example that the colors are given by all the nonnegative integers and their weight is the respective integer. Then we would like to know how many necklaces of length $n$ exist with a fixed total weight. We introduce the generating function

$$f(q) = \sum_{m=0}^{\infty} c_m q^m \quad (A.5)$$

that keeps track of the colors — there are $c_m$ colors of weight $m$. Then the generating function for the number of orbits we want to count is obtained from the cycle index by replacing $t_i$ by $f(q^i)$. So for the example of counting necklaces with nonnegative integers of length $n$ with a fixed total weight, the generating function is

$$\frac{1}{n} \sum_{d|n} \phi(d) f(q^d)^{\frac{n}{d}} = \frac{1}{n} \sum_{d|n} \frac{\phi(d)}{(1 - q^d)^{\frac{n}{d}}} \quad . \quad (A.6)$$
A.3 The vacuum character of the Grassmannian

We are now prepared to derive the vacuum character of the Grassmannian. We address first the unitary version. As we have argued in section 3.2, the vacuum character can be obtained by taking the plethystic exponential of a single-particle contribution. The problem of determining the single-particle contribution is equivalent to determining the number of necklaces of arbitrary length \( n \geq 2 \) with positive integers associated to the beads and given total weight. The relevant group in the Pólya enumeration theorem is \( G = \mathbb{Z}_n \) and the relevant generating function of the colors is

\[
 f(q) = \frac{q}{1-q} . \tag{A.7}
\]

Then the generating function for the number of necklaces is given by

\[
 Z(q) = \sum_{n=2}^{\infty} Z(D_n, t_i = f(q^i)) = \sum_{n=2}^{\infty} \frac{1}{n} \sum_{d|n} \phi(d) f(q^d)^{\frac{n}{d}} . \tag{A.8}
\]

This expression can be simplified swapping the summation and setting \( n = rd \) and summing over \( r \geq 1 \) instead. We deal with the \( n = 1 \) term later. This yields

\[
 Z(q) = \sum_{d=1}^{\infty} \sum_{r=1}^{\infty} \frac{\phi(d)}{rd} f(q^d)^r = \sum_{d=1}^{\infty} \frac{\phi(d)}{d} \log \frac{1}{1-f(q^d)} = \sum_{d=1}^{\infty} \frac{\phi(d)}{d} \log \frac{1-q^d}{1-2q^d} . \tag{A.9}
\]

To deal with the \( n = 1 \) term, we notice that it equals

\[
 \frac{q}{1-q} = \sum_{m=1}^{\infty} q^m \sum_{d|m} \phi(d) = \sum_{d=1}^{\infty} \frac{\phi(d)}{d} \log \left( \frac{1}{1-q^d} \right) . \tag{A.10}
\]

In total, we hence obtain (3.9).

Let us perform also the same analysis for necklaces where reflections are allowed. These are relevant for the orthogonal cosets and for the parity operation. Here, we want to count necklaces of length \( n \) with the positive integers as weights. Under reflection, the necklace is even (odd) if the length of the necklace is even (odd). We introduce another variable \( x \) that satisfies \( x^2 = 1 \) and is the \( \mathbb{Z}_2 \) fugacity of reflections.

Let us begin with an even length necklace. In this case, the relevant generating function is

\[
 Z_{n}^{\text{even}}(q, x) = \frac{1+x}{2n} \sum_{d|n} \frac{\phi(d)q^n}{(1-q^d)^{\frac{n}{d}}} + \frac{1-x}{4} \left( \frac{q^n}{(1-q)^{\frac{n}{2}}} + \frac{q^n}{(1-q^2)^{\frac{n}{2}}} \right) . \tag{A.11}
\]

For odd length, the situation is reversed and we have

\[
 Z_{n}^{\text{odd}}(q, x) = (Z(D_n, t_i = f(q^i)) - Z(D_n, t_i = f(q^i))) + x Z(D_n, t_i = f(q^i)) \tag{A.13}
\]

\[
 = \frac{1+x}{2n} \sum_{d|n} \frac{\phi(d)q^n}{(1-q^d)^{\frac{n}{d}}} + \frac{x-1}{2} \frac{q^n}{(1-q)(1-q^2)^{\frac{n}{2}}} . \tag{A.14}
\]
To obtain the full answer, we should sum over all \( n \geq 2 \). We discussed the first term already above, it is the same as for the cyclic group. The second term is straightforward to add and we obtain

\[
Z(q, x) = \frac{1 + x}{2} \sum_{m=1}^{\infty} \frac{\phi(m)}{m} \log \left( \frac{1 - q^m)^2}{1 - 2q^m} + \frac{(1-x)q^2}{2(1-2q^2)} \right). \tag{A.15}
\]

### A.4 Alternative character counting

Let us present an alternative way to arrive at the vacuum character of the Grassmannian. It is more direct, but hides the string interpretation that we developed in section 3. We again count the vacuum character of the coset realization (2.2) in the limit \( \mu_2 \to \infty \). For simplicity, we also add one \( u(1) \) current algebra, which we can always easily remove in the end. As discussed in section 2.4, the algebra reduces in this limit to the singlet sector of one free boson in the adjoint representation. Let us denote this boson by \( J^a_b \).

So far, our discussion has been analogous to what has been discussed in section 3. A general state in the vacuum representation can be written as

\[
J^{a_1}_{\sigma(a_1), -m_1}J^{a_2}_{\sigma(a_2), -m_2} \cdots J^{a_\ell}_{\sigma(a_\ell), -m_\ell}|0\rangle. \tag{A.16}
\]

Here, \((m_1, \ldots, m_\ell)\) can be viewed as an unordered partition (a composition) of \( n \) with \( \ell \) elements. \( \sigma \in S_\ell \) is a permutation that specifies how the indices are contracted. Thus, any state in the vacuum representation at level \( n \) can be viewed as a pair \((\sigma, p)\), where \( \sigma \) is a permutation in \( S_\ell \) and \( p \) is an unordered partition of \( n \) with \( \ell \) elements. We can reorder the currents, which means that

\[
(\sigma_1, p_1) \sim (\sigma_2, p_2) \iff \sigma_2 = \tau \sigma_1 \tau^{-1}, \quad p_2 = \tau \cdot p_1. \tag{A.17}
\]

Thus, we need to count the number of equivalence classes and then sum over all possible \( \ell \in \mathbb{Z}_{\geq 1} \). We do this by using Burnside’s lemma, which states that the number of orbits of a group \( G \) acting on a set \( X \) can be written as

\[
|X/G| = \frac{1}{|G|} \sum_{g \in G} |X^g|, \tag{A.18}
\]

where \( X^g \subset X \) is the set of elements in \( X \) fixed under the action of the group element \( g \). In our context,

\[
G = S_\ell, \quad X_{n,\ell} = S_\ell \times \left\{ p = (m_1, \ldots, m_\ell) \in \mathbb{Z}_{\geq 1}^{\ell} \mid \sum_{i=1}^{\ell} m_i = n \right\}. \tag{A.19}
\]

Rather than working with the set \( X_{n,\ell} \), it is more convenient to just work with the set \( X_\ell = \bigcup_{n=0}^{\infty} X_{n,\ell} \) and endow it with a weight. For a permutation \( \sigma \in S_\ell \), the fixed point set \( X^\sigma_n \) factorizes into the centralizer of \( \sigma \) \( \text{Cen}(\sigma) \) and the collection of unordered partitions invariant under the permutation \( \sigma \). Let us denote the number of such partitions by \( f_\sigma(q) \) (endowed with the appropriate weight). Then \( f_\sigma(q) \) is obtained analogously to what we saw in (3.30), and we have

\[
f_\sigma(q) = \prod_{j \geq 1} f(q^j)^{m_j}, \tag{A.20}
\]
where $\sigma$ has cycle type $(1)^{m_1}(2)^{m_2}(3)^{m_3}\cdots$. Here, $f(q) = q/(1 - q)$ as in appendix A.3. Thus,

$$|X'_\ell| = |\text{Cen}(\sigma)| f_\sigma(q) = \frac{\ell!}{|\text{Conj}(\sigma)|} f_\sigma(q), \quad \text{(A.21)}$$

where $\text{Conj}(\sigma)$ is the conjugacy class of $\sigma$. Employing Burnside’s lemma, the number of orbits is given by

$$|X/\mathcal{S}_\ell| = \frac{1}{\ell!} \sum_{\sigma \in \mathcal{S}_\ell} \frac{\ell!}{|\text{Conj}(\sigma)|} f_\sigma(q) = \sum_{\sum_j m_j = \ell} \prod_j \frac{q^{j m_j}}{(1 - q^j)^{m_j}}. \quad \text{(A.22)}$$

As a final step, we should sum over $\ell$, which gives the vacuum character with an additional $u(1)$ factor. We obtain

$$\sum_{\ell=0}^\infty |X/\mathcal{S}_\ell| = \sum_{m_1 \geq 0, m_2 \geq 0, \ldots} \prod_{j=1}^\infty \frac{q^{j m_j}}{(1 - q^j)^{m_j}} = \prod_{j=1}^\infty \sum_{m=0}^\infty \frac{q^{j m}}{(1 - q^j)^m} = \prod_{j=1}^\infty \frac{1 - q^j}{1 - 2q^j}. \quad \text{(A.23)}$$

This indeed coincides with (3.10) (up to the $u(1)$ factor that we added).

Let us mention that this method of counting also works for also for the product coset that is mentioned in the conclusion 9. In that case, the large level limit leads to the singlet sector of a free boson that transforms in the biadjoint representation of the denominator groups. The character counting becomes again a lot simpler once we add back in the traces. In this case, this is not simply adding a $u(1)$ current, but rather modifying the coset to

$$\frac{\mathfrak{su}(N_1)_{N_3} \times \mathfrak{su}(N_1)_{k_1} \times \mathfrak{su}(N_2)_{k_2}}{\mathfrak{su}(N_1)_{N_2, N_3 + k_1} \times \mathfrak{su}(N_2)_{N_1, N_3 + k_2}}. \quad \text{(A.24)}$$

Let us denote the biadjoint free boson by $J_{a \beta}^a \alpha \beta$. Here, $a, b$ are $\mathfrak{su}(N_1)$ indices and $\alpha, \beta$ are $\mathfrak{su}(N_2)$ indices. A general state in the vacuum state can be written as

$$J_{\sigma(a_1), \tau(\alpha_1), \ldots, \sigma(a_2), \tau(\alpha_2), \ldots}^a \alpha \beta \cdots J_{\sigma(a_\ell), \tau(\alpha_\ell), \ldots}^a \alpha \beta |0\rangle, \quad \text{(A.25)}$$

where $\sigma, \tau \in \mathcal{S}_\ell$ are two permutations. Thus, nothing changes in the previous discussion, except that there are two permutations and thus

$$|X/\mathcal{S}_\ell| = \frac{1}{\ell!} \sum_{\sigma \in \mathcal{S}_\ell} \left( \frac{\ell!}{|\text{Conj}(\sigma)|} \right)^2 Z_\sigma(q). \quad \text{(A.26)}$$

The vacuum character evaluates to

$$\sum_{\ell=0}^\infty |X/\mathcal{S}_\ell| = \prod_{j=1}^{\infty} \sum_{m=0}^{\infty} m! \left( \frac{j q^j}{1 - q^j} \right)^m. \quad \text{(A.27)}$$
B OPE structure constants

B.1 Equations from OPE bootstrap

For illustration, the following are the expressions for some structure constants of the Grassmannian algebra obtained via the OPE bootstrap as explained in section 6.

\[ C_{5_15^-}^0 = -\frac{12(c - 130)}{c(5c + 22)} C_{3-3}^0 C_{4_14_1}^{4_+} + \frac{4(c - 32)}{7c + 114} (C_{3-3}^{4_+})^2 (C_{4_14_1}^{4_+})^2 + \frac{C_{3-3}^{4_+} C_{0}^{0_14_1} C_{4_14_1}^{4_+}}{(C_{3-3}^{4_+})^2}, \]

(B.1a)

\[ C_{4_24_1^+}^0 = \frac{(82944(c + 10)^2 (C_{3-3}^0)^2 C_{4_14_1}^{4_+}}{c^2(5c + 22)^2 (C_{3-3}^{4_+})^2(C_{4_14_1}^{4_+})^2} - \frac{864(c + 3)(c + 10)}{c(5c + 22)} (C_{4_14_1}^{4_+})^2 \]

\[ -\frac{3(c + 3)}{c + 2} C_{3-3}^{4_+} C_{0}^{0_14_1} C_{4_14_1}^{4_+} C_{2_14_1}^{2_+} C_{4_24_1^+}^{4_+} + \frac{C_{4_14_1}^{4_+} C_{4_14_1}^{4_+} C_{2_14_1}^{2_+}}{(C_{4_24_1^+}^{4_+})^2}, \]

(B.1b)

\[ C_{6_-6}^0 = \frac{576(c + 10)}{5c(5c + 22)} C_{3-3}^0 C_{4_14_1}^{4_+} - \frac{6(c + 3)}{5(c + 2)} (C_{4_14_1}^{4_+})^2 (C_{6_-6}^0)^2 \]

\[ + \frac{2}{5} C_{3-3}^{4_+} C_{4_14_1}^{4_+} + \frac{C_{6_-6}^0 C_{4_14_1}^{4_+}}{(C_{6_-6}^0)^2}, \]

(B.1c)

\[ C_{3-3}^{6_+} = \frac{288(c + 10)}{c(5c + 22)} C_{4_14_1}^{4_+} - \frac{C_{6_-6}^0 C_{4_14_1}^{4_+}}{(C_{4_14_1}^{4_+})^2}, \]

(B.1d)

\[ C_{4_24_1^+}^{4_24_1^+} = \frac{82944(c + 10)^2 (C_{3-3}^0)^2}{c^2(5c + 22)^2 (C_{3-3}^{4_+})^2(C_{4_14_1}^{4_+})^2} - \frac{48(11c^2 + 248c + 596)}{c(5c + 22)} C_{4_14_1}^{4_+} + \frac{C_{4_24_1^+}^{4_+} C_{2_14_1}^{2_+}}{(C_{4_14_1}^{4_+})^2}, \]

(B.1e)

\[ C_{3-3}^{5_15^-} = \frac{1}{\Delta_1} \left[ \frac{82944(c + 10)^2(7c + 114)}{c(5c + 22)} (C_{3-3}^{4_+})^3 C_{3-3}^{5_15^-} \right], \]
\[
\begin{align*}
&+ \frac{3c(c+3)(5c+22)(7c+114)}{c+2} \left( C^{4\dagger^7}_{3-3-} \right)^2 C^{5\dagger}_{4\dagger^4 4\dagger^4} C^{0\dagger}_{4\dagger^4 4\dagger^4} \frac{C^{4\dagger^2}}{C^{4\dagger^4}_{4\dagger^4 4\dagger^4}} C^{0\dagger}_{4\dagger^4 4\dagger^4} \right) \\
&- 288(c+10)(7c+114) \frac{(C^{0\dagger}_{3-3-})^2 C^{5\dagger}_{3-4\dagger} (C^{4\dagger^4}_{4\dagger^4 4\dagger^4} + C^{4\dagger^2}_{4\dagger^4 4\dagger^4})}{C^{4\dagger^4}_{4\dagger^4 4\dagger^4}} \\
&+ \frac{864(c+3)(c+10)(7c+114)}{(c+2)} \frac{(C^{0\dagger}_{3-3-} C^{4\dagger}_{3-3-} C^{5\dagger}_{3-4\dagger} C^{0\dagger}_{4\dagger^4 4\dagger^4})}{C^{4\dagger^4}_{4\dagger^4 4\dagger^4}} \\
&- c(5c+22)(7c+114) \frac{(C^{0\dagger}_{3-3-} C^{4\dagger^4}_{3-3-} C^{5\dagger}_{3-4\dagger} C^{4\dagger^2}_{4\dagger^4 4\dagger^4} C^{4\dagger^2}_{4\dagger^4 4\dagger^4})}{C^{4\dagger^4}_{4\dagger^4 4\dagger^4}}, \tag{B.1f}
\end{align*}
\]

\[
C^{0\dagger}_{5\dagger 5\dagger} = \frac{1}{c^3(c+2)^2(5c+22)^2 C^{0\dagger}_{3-3-} (C^{4\dagger^4}_{3-3-})^2 (C^{5\dagger}_{3-4\dagger})^2 (C^{4\dagger^4}_{4\dagger^4 4\dagger^4})^2 \Delta_1
\]

\[
\times \left[ 59719680(c+2)^2(c+10)^2(7c+114)(23c+370)(C^{0\dagger}_{3-3-})^6 C^{0\dagger}_{4\dagger^4 4\dagger^4}
\right.
\]
+ 60c^3(c + 2)^2(5c + 22)^2(7c + 114)(C_3^0)_{-3}^3(C_{-3}^{4+})_3^3C_4^1(4_4^1)^2(C_{4}^{4+})_4^2_4^2 (C_{4}^{4-})_4^2_4^2 \\
+ 60c^3(c + 2)^2(5c + 22)^2(7c + 114)(C_3^0)_{-3}^3(C_{-3}^{4+})_3^3C_4^1(4_4^1)^2(C_{4}^{4+})_4^2_4^2 (C_{4}^{4-})_4^2_4^2 \\
- 2160c^2(c + 2)(5c + 22)^2(681c^3 + 21623c^2 + 20223c + 497900) \\
\times (C_3^0)_{-3}^3(C_{-3}^{4+})_3^3(C_{4}^{4+})_4^2_4^2 (C_{4}^{4-})_4^2_4^2 + 17280c^2(c + 2)(c + 10)(5c + 22)^2(41c^2 + 933c + 2962) \\
\times (C_3^0)_{-3}^3(C_{-3}^{4+})_3^3(C_{4}^{4+})_4^2_4^2 (C_{4}^{4-})_4^2_4^2 \right) , \quad (B.1g)

where

\[ \Delta_1 = -c(5c + 22)(7c + 114)C_3^0 - 3C_3^{4+} - C_4^4 \]
\[ + 12(7c + 114)(c - 130)(C_3^0)_{-3}^3(5c + 22)(C_{4}^{4+})_4^2_4^2 (C_{4}^{4-})_4^2_4^2 \right) . \quad (B.2) \]

### B.2 Universal structure constants

The bootstrap equations determine OPE coefficients of higher spin fields in terms of four independent coefficients. These in turn can be written in form that is a homogeneous symmetric function of five variables \( \nu_1, \ldots, \nu_5 \) in such a way that it reduces to both the Grassmannian algebra and the orthosymplectic algebra under the appropriate specialization. These four independent OPE coefficients are

\[ c = \frac{e_1^3e_2 - e_1^2e_3 + e_1e_4 - e_5}{e_5} \] \quad (B.3a)
\[ C_{4}^{4+} = \frac{\Delta_2 C_{3}^{4+}}{\Delta_3 C_{4}^{4+}} (B.3b) \]
\[ C_{4}^{4-} = \frac{\Delta_1 C_{3}^{4-}}{\Delta_3 C_{4}^{4+}} \] \quad (B.3c)
\[ C_{4}^{4^2} = \frac{\Delta_6 C_{3}^{4^2}}{\Delta_7 \Delta_8 C_{4}^{4^2}} \] \quad (B.3d)

with

\[ \Delta_2 = 144e_5(e_1^2e_2 - 4e_1^2e_2 - e_1^2e_3 + 17e_1^2e_2e_3 - 13e_1^2e_3^2 + e_1e_4 - 40e_1e_2e_4 + 49e_1e_3e_4 \\
- 36e_1^2e_5 - 3e_1^2e_5 + 104e_1^3e_2e_5 - 99e_1^3e_3e_5 + 72e_1e_4e_5 + 108e_5^2) , \] \quad (B.4a)
\[ \Delta_3 = (e_1^3e_2 - e_1^2e_3 + e_1e_4 - e_5)(5e_1^3e_2 - 5e_2^3e_3 + 5e_1e_4 + 17e_5) \\
\times (e_1^5 - 4e_3^3e_2 - 8e_1^2e_3 - 16e_1^3e_5 + 32e_5) , \] \quad (B.4b)
\[ \Delta_4 = 48e_5(3e_1^3e_2^2 - 24e_1^4e_2^2 + 48e_1^4e_2^2 - 6e_1^3e_2e_3 + 156e_1^3e_2^2e_3 - 553e_1e_2^3e_3 \\
+ 3e_1^4e_3 - 240e_1^2e_2e_3^2 + 1884e_1^4e_2^2e_3 + 108e_1^3e_3 - 2301e_1^3e_2e_3^2 + 922e_1^3e_4 \\
+ 6e_1^4e_4 - 359e_1^2e_2e_4^2 + 1440e_1^3e_2e_4^2 - 6e_1^2e_3e_4^2 + 886e_1^2e_2e_3e_4 \\
- 9146e_1^2e_3e_4 - 527e_1^2e_3e_4 + 14999e_1^8e_2^2e_3e_4 - 7292e_1^7e_3e_4 + 3e_1^3e_4 \]
We use the notation $e_j$ for elementary symmetric polynomials of variables $\nu_1, \ldots, \nu_5$.

**Structure constants for unitary Grassmannian.** The structure constants for the Grassmannian can be obtained from the universal structure constants by replacing $\nu_4 \to 1, \nu_5 \to -1$.

**Structure constants for Lagrangian Grassmannian algebras.** The structure constants for the Lagrangian Grassmannian cosets are obtained from the universal structure constants by replacing

$$\nu_1 \to n + \kappa, \quad \nu_2 \to -2n - \kappa + 2, \quad \nu_3 \to n + \kappa - 1, \quad \nu_4 \to 1, \quad \nu_5 \to -2.$$

### C Affine Lie superalgebra $\mathfrak{d}(2, 1; \alpha)_\kappa$

Apart from the Grassmannian algebras and $\mathcal{N} = 4$ SCA, there is one more classical example of VOA that has additional continuous parameter, namely the affine Lie superalgebra $\mathfrak{d}(2, 1; \alpha)_\kappa$. It is known to have triality symmetry and it has applications in $\mathcal{N} = 4$ holography [26, 74]. In this appendix we will discuss its orthogonal Grassmannian subalgebra.
Recall that \( \mathfrak{d}(2,1;\kappa) \) can be described as three copies of affine \( \mathfrak{sl}(2) \) extended by fermionic dimension 1 field in tensor product of three fundamental two-dimensional representations of the three copies of \( \mathfrak{sl}(2) \) \([26]\). Let us choose the three levels of \( \mathfrak{sl}(2) \) to be \( \kappa_1, \kappa_2 \) and \( \kappa_3 \). The operator product expansions of the algebra can be written as

\[
J_{(a)}^j(z)J_{(b)}^k(w) \sim \frac{\kappa_{a\beta} \delta_{\beta}^{ijk}}{2(z-w)^2} + \frac{i \delta_{ab} \epsilon^{ijk} J_{(a)}^j(w)}{z-w} \tag{C.1}
\]

\[
J_{(1)}^j(z)J_{\alpha\beta\gamma}(w) \sim \frac{\sigma^j_{\alpha\beta} J_{\alpha\beta\gamma}(w)}{2(z-w)} \tag{C.2}
\]

\[
J_{(2)}^j(z)J_{\alpha\beta\gamma}(w) \sim \frac{\sigma^j_{\beta\gamma} J_{\alpha\beta\gamma}(w)}{2(z-w)} \tag{C.3}
\]

\[
J_{(3)}^j(z)J_{\alpha\beta\gamma}(w) \sim \frac{\sigma^j_{\gamma\alpha} J_{\alpha\beta\gamma}(w)}{2(z-w)} \tag{C.4}
\]

\[
J_{\alpha\beta\gamma}(z)J_{\alpha'\beta'\gamma'}(w) \sim \frac{2 \epsilon_{\alpha\beta} \epsilon_{\beta'\gamma'} \epsilon_{\gamma'\gamma} \sigma^j_{\alpha'\beta'} J_{(a)}^j(w)}{(z-w)^2} + \frac{2 \kappa_1 (\epsilon\sigma^j)_{\alpha'\beta'} \epsilon_{\beta'\gamma'} J_{(a)}^j(w)}{z-w} + \frac{2 \kappa_2 (\epsilon\sigma^j)_{\gamma'\beta'} \epsilon_{\alpha'\beta'} J_{(a)}^j(w)}{z-w} + \frac{2 \kappa_3 (\epsilon\sigma^j)_{\beta'\gamma'} \epsilon_{\alpha'\beta'} J_{(a)}^j(w)}{z-w} \tag{C.5}
\]

where antisymmetric tensor is \( \epsilon_{12} = 1 = -\epsilon_{21} \) and \( \sigma^j \) are the usual Pauli matrices. Here \( J_{(a)}^j \) with \( a = 1, 2, 3 \) and \( j = 1, 2, 3 \) are the bosonic generators and \( J_{\alpha\beta\gamma}, \alpha, \beta, \gamma = 1, 2 \) are the fermionic currents.

The Jacobi identities are satisfied only if the three levels satisfy the constraint

\[
\frac{1}{\kappa_1} + \frac{1}{\kappa_2} + \frac{1}{\kappa_3} = 0. \tag{C.6}
\]

In this symmetric form the algebra has manifest triality symmetry permuting the \( \mathfrak{sl}(2) \) factors. The traditionally used parameters \( \alpha \) and \( \kappa \) are related to \( \kappa_j \) via \([26]\)

\[
\kappa_1 = -\frac{(1+\alpha)\kappa}{\alpha}, \quad \kappa_2 = -(1+\alpha)\kappa, \quad \kappa_3 = \kappa \tag{C.7}
\]

or

\[
\alpha = \frac{\kappa_2}{\kappa_1}, \quad \kappa = \kappa_3. \tag{C.8}
\]

In terms of these parameters the triality symmetry is more complicated and at first can seem rather surprising, mixing the level of the affine Lie superalgebra with the continuous parameter \( \alpha \) of its associated global Lie superalgebra \( \mathfrak{d}(2,1,\alpha) \).

The central charge of the Sugawara stress-energy tensor (which respect to which all \( J_{(a)}^j \) and \( J_{\alpha\beta\gamma} \) fields are primary of conformal dimension 1) is \( c_{\text{tot}} = 1 \). Its value is independent of the level \( \kappa \) and parameter \( \alpha \) because the dual Coxeter number of \( \mathfrak{d}(2,1,\alpha) \) vanishes and the central charge therefore reduces to the difference between the number of bosonic and fermionic generators. We can decompose this stress-energy tensor into a sum of four commuting stress-energy tensors,

\[
T = T_1 + T_2 + T_3 + T_{\text{gr}}. \tag{C.9}
\]
Here $T_1$, $T_2$ and $T_3$ are Sugawara stress-energy tensors of $\mathfrak{sl}(2)_{\kappa_j}$. $T_{gr}$ is the stress-energy tensor of GKO coset

$$\mathfrak{d}(2, 1, \alpha)_{\kappa} / \mathfrak{sl}(2)_{\kappa_1} \times \mathfrak{sl}(2)_{\kappa_2} \times \mathfrak{sl}(2)_{\kappa_3}$$

with the corresponding central charge

$$c_{gr} = -\frac{8(\kappa_1 - 1)(\kappa_2 - 1)(\kappa_3 - 1)}{(\kappa_1 + 2)(\kappa_2 + 2)(\kappa_3 + 2)}.$$  

(C.11)

This agrees with the central charge of the orthosymplectic Grassmannian coset (5.4) if we identify the parameters as

$$\mu_1 = 2 - \frac{2}{\kappa_1}, \quad \mu_2 = 2 - \frac{2}{\kappa_2}, \quad \mu_3 = 2 - \frac{2}{\kappa_3}.$$  

(C.12)

To test the validity of this identification, we have verified by direct calculation that there is no dimension 3 primary field in (C.10) and one dimension 4 primary field in the coset. On the other hand, the orthogonal Grassmannian has generically two dimension 4 primaries. Fortunately the parameters $\mu_j$ in (C.12) satisfy the constraint

$$\mu_1 + \mu_2 + \mu_3 = 6$$  

(C.13)

which corresponds to the level 4 truncation of the Grassmannian algebra as we can see in the last entry of table 5. Therefore, for these values of parameters the Grassmannian algebra has unique dimension 4 primary field as well.

The additional check that we performed was to compare the OPE of the spin 4 primary field with itself. The scaling invariant combination of OPE structure constants in $\mathfrak{d}(2, 1, \alpha)_{\kappa}$ (parametrizing the spin 4 self-coupling) is

$$\frac{(C_{44}^1)^2}{C_{44}^4} = -\frac{24(33e_3^2 + 321e_1e_3 + 954e_3 + 216e_1^2 + 732e_1 - 240)^2}{9(3e_3 - 8e_1 - 36)} \times$$

$$\times \frac{1}{(\kappa_1 - 1)(\kappa_2 - 1)(\kappa_3 - 1)(\kappa_1 + 4)(\kappa_2 + 4)(\kappa_3 + 4)(2\kappa_1 - 1)(2\kappa_2 - 1)(2\kappa_3 - 1)}$$

(C.14)

where for brevity we introduced the elementary symmetric polynomials $e_1 = \kappa_1 + \kappa_2 + \kappa_3$ and $e_3 = \kappa_1 \kappa_2 \kappa_3$. Calculating the same structure constant in the orthogonal Grassmannian algebra (carefully eliminating the level 4 singular vector) and using the identifications (C.12) leads to the same result. In terms of parameters of the universal orthosymplectic Grassmannian we can therefore conjecture that

$$\frac{\mathfrak{d}(2, 1, \alpha)_{\kappa}}{\mathfrak{sl}(2)_{\kappa_1} \times \mathfrak{sl}(2)_{\kappa_2} \times \mathfrak{sl}(2)_{\kappa_3}} \simeq \frac{\mathfrak{so}(6)_{-1}}{\mathfrak{so}(2 - 2/\kappa_1)_{-1} \times \mathfrak{so}(2 - 2/\kappa_2)_{-1} \times \mathfrak{so}(2 - 2/\kappa_3)_{-1}}.$$  

(C.15)
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