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The entropic uncertainty measures of the multidimensional hydrogenic states quantify the multiple facets of the spatial delocalization of the electronic probability density of the system. The Shannon entropy is the most adequate uncertainty measure to quantify the electronic spreading and to mathematically formalize the Heisenberg uncertainty principle, partially because it does not depend on any specific point of their multidimensional domain of definition. In this work the radial and angular parts of the Shannon entropies for all the discrete stationary states of the multidimensional hydrogenic systems are obtained from first principles; that is, they are given in terms of the states’ principal and magnetic hyperquantum numbers \((n, \mu_1, \mu_2, \ldots, \mu_{D-1})\), the system’s dimensionality \(D\) and the nuclear charge \(Z\) in an analytical, compact form. Explicit expressions for the total Shannon entropies are given for the quasi-spherical states, which conform a relevant class of specific states of the \(D\)-dimensional hydrogenic system characterized by the hyperquantum numbers \(\mu_1 = \mu_2 = \ldots = \mu_{D-1} = n - 1\), including the ground state.
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I. INTRODUCTION

The entropic uncertainty measures have been shown to be much more adequate than the Heisenberg ones (i.e., those based on the standard deviation and its moment-type generalizations \[1\]) not only to formulate the fundamental uncertainty principle of quantum mechanics \[2,5\] and for the development of quantum information and computation \[6,11\], but also to describe the physical and chemical properties of multidimensional quantum systems. The latter is specially so in quantum chemistry where \(D\)-dimensional notions and techniques play a very relevant role as the chemists Dudley R. Herschbach (Nobel Prize 1986) \[12\] and Gerhard Ertl (Nobel Prize 2007) and their collaborators have shown. For example, in chemistry two dimensions are often better than three, since surface-bound reactions can be proved in greater detail than those in a liquid solution, as Ertl et al. illustrated in their pioneering contributions to the field of surface chemistry \[13-15\]. Most efforts have been focussed on the entropic information entropies of Rényi and Shannon types and its variations \[16-20\], basically because they have underpinned fundamental progress in a great diversity of scientific and technological fields such as applied mathematics, theoretical physics, quasid information technologies, including electronic correlations, complexity theory, statistical mechanics, quantum information theory, telecommunications, biochemical phenomena and quantum information processing \[6,8,21-26\].

The analytical determination of these entropic quantities is a serious task \[10\], basically because the quantum probability density of these systems is not generally known, except for some extreme cases and/or some special states (high-dimensional and high-energy states) of reference systems of harmonic and hydrogenic types \[27,31\]. The latter is because the probability density of these reference systems can be expressed by means of special functions of mathematical physics \[32,33\], so that the aforementioned entropies are given by integral functionals of hypergeometric orthogonal polynomials \[29\]. Even so, these entropic functionals have been calculated only for the ground and the first few lowest-lying states \[22,34-36\] and for the extreme high-energy (i.e., Rydberg) \[37,40\] and high-dimensional (i.e., pseudoclassical) \[31,41\] states of harmonic and Coulomb systems by use of fine asymptotics of orthogonal polynomials \[45,47\].

Recently, the Rényi uncertainty measures of the \(D\)-dimensional harmonic \[48\] and hydrogenic \[49\] systems have been analytically determined for all ground and excited quantum states from first principles; that is, directly in terms of \(D\), the potential strength and the states’ hyperquantum numbers. A similar achievement has been obtained this year for the Shannon entropy of the multidimensional harmonic states \[50\]. This has been possible basically because the harmonic wavefunctions can be factorized in Cartesian coordinates. Such phenomenon does not occur for hydrogenic states, so that a procedure similar to the above case cannot be used to determine the explicit expression for the Shannon entropy of the multidimensional harmonic system; and, moreover, no alternative approach has been proposed up until now. This is amazing because, for example, the three-dimensional hydrogen is the simplest and most abundant element in nature; this element, formed right after the Big Bang, accounts for nine out of ten atoms in the universe, and nearly three-quarters of its mass; and, among many other important properties, it was the first atom trapped in the quest to form a Bose-Einstein condensate (BEC) and, moreover, the densest BEC is that of hydrogen to date \[26\].

In this work we tackle the analytical determination of the uncertainty measures of Shannon type for the \(D\)-dimensional hydrogenic systems in terms of the space dimensionality, the Coulomb strength (i.e., the nuclear charge \(Z\)) and the \(D\) principal and magnetic hyperquantum numbers \((n,\mu_1,\mu_2,\ldots,\mu_{D-1})\) which characterize their quantum-mechanically allowed states. This is a far more difficult problem than the Heisenberg-like \[11,51-57\] and Fisher information \[58\] cases, not only analytically but also numerically. The latter is basically because a naive numerical evaluation using quadratures is not convenient due to the increasing number of integrable singularities when the principal hyperquantum number is increasing, which spoils any attempt to achieve reasonable accuracy even for rather small hyperquantum number \[59\]. Up until now, the Shannon entropy of the multidimensional hydrogenic systems has been only calculated in a compact form at the high-dimensional (pseudoclassical) \[44\] and high-energy (Rydberg) \[39,40,60\] limits by use of modern asymptotical techniques of the Laguerre and Gegenbauer polynomials which control the state’s wavefunctions in position and momentum spaces \[37,46,61\]. It remains the exact calculation of this position-space entropic uncertainty measure for all discrete stationary \(D\)-dimensional hydrogenic states. This is the aim of the present work.

The structure of the manuscript is the following. In Sec. \[11\] the Shannon entropy for a \(D\)-dimensional probability density is defined, and then the wavefunctions of the hydrogenic states in the \(D\)-dimensional configuration space are briefly described so as to express the associated probability densities. Then, since the associated probability density is factorized in two radial and angular parts, one realizes that the total hydrogenic Shannon entropy can be expressed as the sum of two parts, the radial and the angular Shannon entropies. These two quantities are given in the form of logarithmic functionals of Laguerre orthogonal polynomials and hyperspherical harmonics, respectively. In Sec. \[11\]
the radial hydrogenic Shannon entropy is analytically determined by its decomposition into four integral functionals which are calculated in a compact form in terms of a particular instance of the multivariate Lauricella function of type A of s variables and 2s + 1 parameters $F_A^s(x_1, \ldots, x_s)$ evaluated at unity; see e.g. [33, 62]. In Sec. IV the angular hydrogenic Shannon entropy is expressed in a compact form by means of the r-variate Srivastava–Daoust function [63, 64], $F_{1,1;\ldots;1}^{1,2,\ldots;2}(x_1, \ldots, x_s)$, evaluated at unity. In Section V the total hydrogenic Shannon entropy is discussed and some concluding remarks and open problems are given, respectively. Applications to the relevant quasi-spherical D-dimensional hydrogenic states are done; this specific class of states, which include the ground state, are characterized by the angular hyperquantum numbers $\mu_1 = \mu_2 = \ldots = \mu_{D-1} = n - 1$. Finally, in Sec. VI conclusions are given and some open problems are pointed out.

II. MULTIDIMENSIONAL HYDROGENIC STATES: A SHANNON ENTROPIC VIEW

In this section we first give the quantum-mechanical probability density $\rho(\vec{r})$ of the stationary states of the Coulomb potential $V_D(r) = -\frac{Z}{r}$, which characterizes a D-dimensional hydrogenic system. The position vector $\vec{r} = (x_1, \ldots, x_D)$ in hyperspherical units is given as $(r, \theta_1, \theta_2, \ldots, \theta_{D-1}) \equiv (r, \Omega_{D-1}), \Omega_{D-1} \in S^{D-1}$, so that the radial variable $r \equiv |\vec{r}| = \sqrt{\sum_{i=1}^{D} x_i^2} \in [0, +\infty)$ and $x_i = r(\prod_{k=1}^{i-1} \sin \theta_k)$ cos $\theta_i$ for $1 \leq i \leq D$ and with $\theta_i \in [0, \pi), i < D-1, \theta_D-1 \equiv \phi \in [0, 2\pi)$. Atomic units (i.e., $\hbar = m_e = e = 1$) are used throughout the paper. Then, we analyze the total electronic spreading of the system by means of the Shannon entropy of $\rho(\vec{r})$, which is defined [19, 20] as

$$S[\rho, D] := -\int_\Delta \rho(\vec{r}) \log \rho(\vec{r}) d\vec{r}, \quad \Delta \subseteq \mathbb{R}^D. \quad (1)$$

It is well known that this quantity is a limiting case [17] of the Rényi entropy, $R_q[\rho] = \frac{1}{q-1} \log \int_\Delta [\rho(\vec{r})]^q d\vec{r}, q > 1$, so that $S[\rho] = \lim_{q \to 1} R_q[\rho]$. We start by solving the associated Schrödinger equation of a D-dimensional $(D \geq 2)$ spinless particle moving in the spherically-symmetric potential $V_D(r)$, as already described by various authors (see e.g. [28, 31, 59]), obtaining the eigenvalues $E = \lambda(2n + l + \frac{D}{2})$, and the eigenfunctions

$$\Psi_n,l,\{\mu\}(\vec{r}) = N_{n,l}\left(\frac{r}{\lambda}\right)^l e^{-\frac{r}{\lambda}} L^{(2+D-2)}_{n-l-1}\left(\frac{r}{\lambda}\right) \times \mathcal{Y}_{l,\{\mu\}}(\Omega_{D-1})$$

$$= N_{n,l}\left[\omega_{2l+1}(\vec{r})\right]^{1/2} L^{(2l+1)}_{\eta-L-1}(\vec{r}) \times \mathcal{Y}_{l,\{\mu\}}(\Omega_{D-1})$$

$$= R_{n,l}(r) \times \mathcal{Y}_{l,\{\mu\}}(\Omega_{D-1}), \quad (2)$$

with

$$\eta = n + \frac{D-3}{2}, \quad n = 1, 2, 3, \ldots$$

$$L = l + \frac{D-3}{2}, \quad l = 0, 1, 2, \ldots$$

$$\vec{r} = \frac{r}{\lambda} \quad \text{with} \quad \lambda = \frac{\eta}{2^{2l}}, \quad (3)$$

where the integer parameters $(n, l, \{\mu\}) \equiv (n, l, \mu_1, \mu_2, \ldots, \mu_{D-1})$ denote the hyperquantum numbers associated to the variables $(r, \theta_1, \theta_2, \ldots, \theta_{D-1})$, which may take all values consistent with the inequalities $l \equiv \mu_1 \geq \mu_2 \geq \ldots \geq |\mu_{D-1}| \equiv |m| \geq 0$. The symbol $\omega_\alpha(x) = x^\alpha e^{-x/2}$, $\alpha = 2l + D - 2$ is the weight function of the orthogonal and orthonormal Laguerre polynomials of degree $n$ and parameter $\alpha$, here denoted by $L_n^{(\alpha)}(x)$ and $\widehat{L}_n^{(\alpha)}(x)$, respectively and

$$N_{n,l} = \lambda^{-\frac{D}{2}} \left\{ \frac{(\eta - L - 1)!}{2\eta(\eta + L)!} \right\}^{1/2} \left\{ \frac{2Z}{n + \frac{D-3}{2}} \right\}^D \frac{(n - l - 1)!}{2(n + \frac{D-3}{2})(n + l + D - 3)!} \right\}^{1/2} \quad (4)$$

represents the normalization constant which ensures the unit norm of the wavefunction. Note that the wavefunctions of the quantum-mechanically allowed stationary hydrogenic state are characterized by the D hyperquantum numbers $(n, l, \{\mu\})$, the space dimensionality D and the Coulomb strength Z. Moreover, they have a radial part $R_{n,l}(r)$ and
an angular part \( \mathcal{Y}_{l,\{\mu\}}(\Omega_D) \). The angular eigenfunctions are the hyperspherical harmonics, \( \mathcal{Y}_{l,\{\mu\}}(\Omega_D) \), defined as

\[
\mathcal{Y}_{l,\{\mu\}}(\Omega_D) = N_{l,\{\mu\}} e^{i m \phi} \prod_{j=1}^{D-2} C^{(\alpha_j + \mu_j + 1)}(\cos \theta_j) (\sin \theta_j)^{\mu_j + 1}
\]

(5)

with \( \alpha_j = (D - j - 1)/2 \) and the normalization constant

\[
N_{l,\{\mu\}}^2 = \frac{1}{2\pi} \prod_{j=1}^{D-2} \frac{(\alpha_j + \mu_j)(\mu_j - \mu_{j+1})!}{\Gamma(\alpha_j + \mu_{j+1})^2},
\]

(6)

where the symbol \( C^{(\lambda)}_n(t) \) denotes the Gegenbauer polynomial of degree \( n \) and parameter \( \lambda \). Moreover, these eigenfunctions satisfy the orthonormalization condition

\[
\int_{S_{D-1}} d\Omega_{D-1} \mathcal{Y}_{l,\{\mu\}}^*(\Omega_{D-1}) \mathcal{Y}_{l,\{\mu\}}(\Omega_{D-1}) = \delta_{l,l'} \delta_{\{\mu\},\{\mu'\}}
\]

(7)

Then, the position probability density of a \( D \)-dimensional hydrogenic state with hyperquantum numbers, \( (n, l, \{\mu\}) \), is given by the squared modulus of the position eigenfunction \( \Psi_{n,l,\{\mu\}}(\vec{r}) \) as follows

\[
\rho_{n,l,\{\mu\}}(\vec{r}) = R_{n,l}^2(r) \times |\mathcal{Y}_{l,\{\mu\}}(\Omega_D)|^2
= N_{l,\{\mu\}}^2 \frac{\omega_{2L + 1}(\tilde{r})}{\tilde{r}^{D-2}} \times |\mathcal{Y}_{l,\{\mu\}}(\Omega_D)|^2
= N_{l,\{\mu\}}^2 R_{n,l}^2(\vec{r}) |L_{2L-1}^{(2L-1)}(\tilde{r})|^2 \times |\mathcal{Y}_{l,\{\mu\}}(\Omega_D)|^2
\equiv \rho_{n,l}(\vec{r}) \times |\mathcal{Y}_{l,\{\mu\}}(\Omega_D)|^2.
\]

(7)

Note that the wavefunctions are duly normalized so that \( \int \rho_{n,l,\{\mu\}}(\vec{r}) d\vec{r} = 1 \), where the \( D \)-dimensional volume element \( d\vec{r} = r^{D-1} dr d\Omega_{D-1} \) with

\[
d\Omega_{D-1} = \prod_{j=1}^{D-2} (\sin \theta_j)^2 \, d\theta_j \, d\Omega_{D-1},
\]

and the normalization to unity of the hyperspherical harmonics given by \( \int |\mathcal{Y}_{l,\{\mu\}}(\Omega_D)|^2 d\Omega_D = 1 \) was taken into account.

The total spreading of this density is known to be best quantified by its Shannon entropy defined by Eq. [1], which can be decomposed as

\[
S[\rho_{n,l,\{\mu\}}, D] = S[R_{n,l}, D] + S[\mathcal{Y}_{l,\{\mu\}}, D],
\]

(8)

where

\[
S[R_{n,l}, D] = - \int_0^\infty r^{D-1} \rho_{n,l}(r) \log \rho_{n,l}(r) \, dr
\]

(9)

and

\[
S[\mathcal{Y}_{l,\{\mu\}}, D] = - \int_{S_{D-1}} |\mathcal{Y}_{l,\{\mu\}}(\Omega_D)|^2 \log |\mathcal{Y}_{l,\{\mu\}}(\Omega_D)|^2 \, d\Omega_{D-1}
\]

(10)

denote the radial and angular parts of the Shannon entropy, respectively, which will be calculated in the next two sections for any stationary state \( (n, l, \{\mu\}) \). Note that the radial part depends on the hyperquantum numbers \( \{n, l \equiv \mu_1\} \) only, and the angular part does not depend on the principal hyperquantum number \( n \), but only on the magnetic hyperquantum numbers \( \{\mu_i, i = 1, \ldots, D - 1\} \).
III. THE RADIAL SHANNON ENTROPY

The radial part of the Shannon entropy of the hydrogenic density, according Eq. (7) and Eq. (9), is given by

\[ S[R_{n,l}, D] = -\int_0^\infty r^{D-1} R_{nl}^2(r) \log \left( R_{nl}^2(r) \right) dr \]  

(11)

This quantity is known to have the expression

\[ S[R_{n,l}, D] = 2D \log n + (2 - D) \log 2 + \log \pi + D - 3 - D \log Z + o(1); \quad n \to \infty, \]  

(12)

for the high-energy (Rydberg) \( D \)-dimensional hydrogenic state characterized by the hyperquantum numbers \( (n, l, \{ \mu \}) \) with a large principal quantum number \( n \). Moreover, it has been conjectured and numerically shown to be correct [41] that

\[ S[R_{n,l}, D] \sim 2D \log D - D \log (4Z), \quad D \to \infty, \]  

(13)

which gives the radial Shannon entropy for the high-dimensional hydrogenic states. The symbol \( A \sim B \) means that \( A/B \to 1 \).

In this section we will extend these results by calculating the radial Shannon entropy \( S[R_{n,l}, D] \) for all discrete stationary \( D \)-dimensional hydrogenic state \( (n, l, \{ \mu \}) \). Then, according to Eq. (2), we have from Eq. (11) that the radial Shannon entropy for an arbitrary stationary state characterized by the hyperquantum numbers \( (n, l, \{ \mu \}) \) can be expressed as

\[ S[R_{n,l}, D] = -N_{n,l}^2 \lambda^D \int_0^\infty x^{2l+D-1} e^{x} [L_{n-l-1}^{(2l+D-2)}(x)]^2 \log \left( N_{n,l}^2 x^{2l+D-1} e^{x} [L_{n-l-1}^{(2l+D-2)}(x)]^2 \right) dx \]

\[ = -N_{n,l}^2 \lambda^D \log(N_{n,l}^2) \int_0^\infty x^{2l+D-1} e^{x} [L_{n-l-1}^{(2l+D-2)}(x)]^2 dx \]

\[ + 2l \int_0^\infty x^{2l+D-1} e^{x} [L_{n-l-1}^{(2l+D-2)}(x)]^2 \log x dx - \int_0^\infty x^{2l+D} e^{x} [L_{n-l-1}^{(2l+D-2)}(x)]^2 dx \]

\[ + \int_0^\infty x^{2l+D-1} e^{x} [L_{n-l-1}^{(2l+D-2)}(x)]^2 \log[L_{n-l-1}^{(2l+D-2)}(x)]^2 dx \]

\[ \equiv -N_{n,l}^2 \lambda^D (\log(N_{n,l}^2) I_1 + 2l I_2 - I_3 + I_4). \]  

(14)

To determine the integrals \( I_i, i = 1 - 4 \), we will use the following accessory integral of the Laguerre polynomials (which can be obtained by linearizing the powers of these polynomials following the procedure described in [49])

\[ \mathcal{J} = \int_0^\infty x^\beta e^{-x} [L_m^{(\alpha)}(x)]^2 dx = \Gamma(\beta + 1) \left( \begin{array}{c} m + \alpha \\ m \end{array} \right)^{2q} F_{A}^{(2q)} \left( \begin{array}{c} \beta + 1; -m, \ldots, -m \\ \alpha + 1, \ldots, \alpha + 1 \end{array} \right), \]  

(15)

where \( F_{A}^{(s)}(x_1, \ldots, x_r) \) is the multivariate Lauricella function of type A of \( s \) variables and \( 2s + 1 \) parameters; see e.g. [33] [61]. The general hypergeometric function \( F_{A}^{(s)}(x_1, \ldots, x_r) \) is given by

\[ F_{A}^{(s)} \left( \begin{array}{c} a; b_1, \ldots, b_s \\ c_1, \ldots, c_s \end{array} ; x_1, \ldots, x_s \right) = \sum_{j_1, \ldots, j_s = 0}^{\infty} \frac{(a)_{j_1+\ldots+j_s} (b_1)_{j_1} \cdots (b_s)_{j_s}}{(c_1 j_1)_{j_1} \cdots (c_s j_s)_{j_s}} x_1^{j_1} \cdots x_s^{j_s}. \]  

(16)
Thus, by calculating the derivative in Eq. (15), and substituting in Eq. (20), we find the following expression for $I$:

$$I_1 = \Gamma(2l + D) \left( \frac{n + l + D - 3}{n - l - 1} \right)^2 F^{(2)}_A \left( \begin{array}{c} 2l + D; -n + l + 1, -n + l + 1 \\ 2l + D - 1, 2l + D - 1 \end{array} \right)$$

$$= \Gamma(2l + D) \left( \frac{n + l + D - 3}{n - l - 1} \right)^2 \sum_{i,j=0}^{n-l-1} \frac{(2l + D)_{i+j} (-n + l + 1)_i (-n + l + 1)_j}{(2l + D - 1)_i (2l + D - 1)_j i! j!}$$

$$= (n - l)^2 2l + D - 2 \sum_{i,j=0}^{n-l-1} c_{i,j}(n, l, D),$$

and

$$I_3 = \Gamma(2l + D + 1) \left( \frac{n + l + D - 3}{n - l - 1} \right)^2 F^{(2)}_A \left( \begin{array}{c} 2l + D + 1; -n + l + 1, -n + l + 1 \\ 2l + D - 1, 2l + D - 1 \end{array} \right)$$

$$= \Gamma(2l + D + 1) \left( \frac{n + l + D - 3}{n - l - 1} \right)^2 \sum_{i,j=0}^{n-l-1} \frac{(2l + D + 1)_{i+j} (-n + l + 1)_i (-n + l + 1)_j}{(2l + D - 1)_i (2l + D - 1)_j i! j!}$$

$$= (n - l)^2 2l + D - 2 \sum_{i,j=0}^{n-l-1} c_{i,j}(n, l, D) (2l + D + i + j)$$

respectively, and where the coefficients $c_{i,j}(n, l, D)$ are given by

$$c_{i,j}(n, l, D) = \frac{(2l + D - 1 + i)_{i+j} (-n + l + 1)_i (-n + l + 1)_j}{\Gamma(2l + D - 1 + j) i! j!}$$

To calculate the integral $I_2$ we realize that it is related to the integral $J$ defined in Eq. (15) as follows

$$I_2 = \frac{d}{d\beta} J \bigg|_{\beta=2l+D-1, \alpha=2l+D-2, m=n-l-1, q=1} = \int_0^\infty x^{2l+D-1} \log(x) e^{-x} \left[ L_{n-l-1}^{(2l+D-2)}(x) \right]^2 \, dx$$

Thus, by calculating the derivative in Eq. (15), and substituting in Eq. (20), we find the following expression for $I_2$:

$$I_2 = \Gamma(2l + D) \left( \frac{n + l + D - 3}{n - l - 1} \right)^2 \sum_{i,j=0}^{n-l-1} \frac{(2l + D)_{i+j} (-n + l + 1)_i (-n + l + 1)_j}{(2l + D - 1)_i (2l + D - 1)_j i! j!} \psi(2l + D + i + j),$$

$$= (n - l)^2 2l + D - 2 \sum_{i,j=0}^{n-l-1} c_{i,j}(n, l, D) \psi(2l + D + i + j)$$
where the digamma function $\psi(x) = \frac{\Gamma'(x)}{\Gamma(x)}$. To compute $I_4$ we use that
\[
\frac{d}{dq} J \bigg|_{\beta=\alpha+1, q=1} = \int_0^\infty x^{\alpha+1} e^{-x} [L_{m-1}^{(\alpha)}(x)]^2 \log[L_{m-1}^{(\alpha)}(x)]^2 \, dx = \frac{d}{dq} \left[ \Gamma(\alpha + 2) \left(\frac{m + \alpha}{m}\right)^{2q} \right]
\]
\[
\times F_A^{(2q)} \left( \begin{array}{c} \alpha + 2; -m, \ldots, -m \\ 1, \ldots, 1 \end{array} \right) \bigg|_{q=1},
\]
with $\alpha = 2l + D - 2$ and $m = n - l - 1$ and where $F_A^{(r)}$ denotes the Lauricella function of $r$ variables and $2r+1$ parameters evaluated at unity as defined by Eq. (16). Then, keeping in mind the Laguerre weight function $\omega(x) = x^\alpha e^{-x}$, we have
\[
I_4 = \int_0^\infty x^{2l + D - 1} e^{-x} [L_{n-l-1}^{(2l+D-2)}(x)]^2 \log[L_{n-l-1}^{(2l+D-2)}(x)]^2 \, dx
\]
\[
= \Gamma(2l + D) \left( \begin{array}{c} n + l + D - 3 \\ n - l - 1 \end{array} \right) \log \left[ \left( \begin{array}{c} n + l + D - 3 \\ n - l - 1 \end{array} \right)^2 \right] F_A^{(2)} \left( \begin{array}{c} 2l + D; -n + l + 1, -n + l + 1 \\ 2l + D - 1, 2l + D - 1 \end{array} \right)
\]
\[
+ \frac{d}{dq} \left[ F_A^{(2q)} \left( \begin{array}{c} 2l + D; -n + l + 1, \ldots, -n + l + 1 \\ 2l + D - 1, \ldots, 2l + D - 1 \end{array} \right) \right] \bigg|_{q=1},
\]
where $F_A^{(2)}(1,1)$ denotes the Appell function of second kind evaluated at unity. It is interesting to remark that the last term has the following integral representation
\[
\frac{d}{dq} F_A^{(2q)} \left( \begin{array}{c} \alpha + 2; -m, \ldots, -m \\ 1, \ldots, 1 \end{array} \right) \bigg|_{q=1} = \frac{1}{\Gamma(\alpha + 2)} \int_0^\infty e^{-t} t^{\alpha+1} \left[_1F_1(-m; \alpha + 1; t)\right]^2 \times \log \left[ _1F_1(-m; \alpha + 1; t)\right]^2 \, dt,
\]
where the symbol $_1F_1(a; b; t)$ denotes the confluent hypergeometric or Kummer function \cite{33}. In fact, if we denote
\[
\tilde{I} = \int_0^\infty e^{-t} t^{2l+D-1} \left[ _1F_1(-n + l + 1; 2l + D - 1; t)\right]^2 \log \left[ _1F_1(-n + l + 1; 2l + D - 1; t)\right]^2 \, dt
\]
we can write
\[
I_4 = \log \left[ \left( \frac{n + l + D - 3}{n - l - 1} \right)^2 \right] I_1 + \left( \frac{n + l + D - 3}{n - l - 1} \right) \tilde{I}.
\]
Finally, using the equations (17), (21), (18), and (26) and after some algebraic manipulations we have

\[ S[\mathcal{R}_{n,l}, D] = -\frac{1}{2\eta} \left[ (n-l)2l+D-2 \sum_{i,j=0}^{n-1} c_{i,j}(n,l,D) K_{i,j}(Z,n,l,D) + \frac{\tilde{I}}{\Gamma(2l + D - 1)} \right], \tag{27} \]

with

\[ K_{i,j}(Z,n,l,D) = D \log \left( \frac{2Z}{\eta} \right) + \log \left( \frac{(n-l)2l+D-2}{2\eta \Gamma(2l + D - 1)} \right) + 2l \psi(2l + D + i + j) - (2l + D + i + j), \tag{28} \]

and where \( c_{i,j}(n,l,D) \) is defined in Eq. (19). From Eqs. (27)–(28) it must be possible to obtain the expressions (12) and (13) corresponding to the two extreme cases \( n \to \infty \) and \( D \to \infty \), respectively; however, there is a special mathematical problem, not yet solved, related to the corresponding limiting cases of the entropy-like integrals of the involved Kummer function \( \tilde{I} \) defined by eq. (25).

The expression (27), which gives the radial Shannon entropy \( S[\mathcal{R}_{n,l}, D] \) for all discrete stationary \( D \)-dimensional hydrogenic state \((n,l,\mu)\), can be algebraically evaluated by means of symbolic programs such as Mapple and Mathematica and its variations (see e.g. [55, 66] and references therein) in a straightforward manner. They can perform highly sophisticated algebraic tasks and, moreover, they are equipped for solving problems from mathematical analysis in a symbolic way, including the analytical evaluation of the generalized univariate and multivariate hypergeometric functions.

For some particular electronic states this physical entropy can be expressed in a simple and compact manner. For instance, the radial Shannon entropy for the hydrogenic \((n,l=n-1)\)-states, is

\[ S[\mathcal{R}_{n,n-1}, D] = \log \left( \left( \frac{D}{2} \right) e^{2\eta+1} \Gamma(2\eta + 1) \right) - 2(n-1) \psi(2\eta + 1) - D \log Z \]

(with \( \eta = n + \frac{D-3}{2} \)) and, consequently, for the ground state \((n=1,0,\{0\})\) we have

\[ S[\mathcal{R}_{1,0}, D] = \log \left( ((D-1)D \Gamma(D)) \right) - D \log \left( \frac{1}{e} \right) - D \log Z \]

which gives the known values \( 2 - 4 \log 2 \) and \( 3 - 2 \log 2 \) in the two and three dimensional hydrogen \((Z=1)\) cases, respectively.

Finally, for completeness, let us mention here that there exist other possible approaches to determine the radial Shannon entropy of the \( D \)-dimensional hydrogenic systems which are based on mathematical entropic notions of the involved Laguerre polynomials such as the entropy-like functionals and/or the logarithmic potentials of these polynomials [21, 67]. However, the analytical determination of these mathematical objects is not yet well explored and, in any case, it requires the use of the linearization coefficients of Laguerre polynomials and the knowledge of the zeros of Laguerre polynomials.

**IV. THE ANGULAR SHANNON ENTROPY**

The angular Shannon entropy \( S[\mathcal{Y}_{l,\mu}, D] \) defined by Eq. (10) denotes the entropy of the hyperspherical harmonics and quantifies the angular spatial uncertainty of the multidimensional single-particle systems. Up until now there is no closed expression for this quantity for arbitrary hyperquantum numbers \((l,\{\mu\})\) although a number of efforts have been done [44, 55, 65, 70]. In particular it has been conjectured [44] that this quantity satisfies

\[ S[\mathcal{Y}_{l,\mu}, D] \sim - \log \left( \Gamma \left( \frac{D}{2} \right) \right) + \frac{D}{2} \log \pi, \quad D \to \infty, \tag{29} \]

for the high-dimensional case. Moreover, it has been shown [55, 68] that the angular Shannon entropy \( S[\mathcal{Y}_{l,\mu}, D] \) can be expressed for \( D \geq 2 \) as

\[ S[\mathcal{Y}_{l,\mu}, D] = B(l, \{\mu\}, D) + \sum_{j=1}^{D-2} E \left[ \tilde{C}^{(\chi_j + \mu_j + 1)} \right] \tag{30} \]
in terms of the quantum numbers \((l, \{\mu\})\) and the dimensionality \(D\) by means of the entropy of the orthonormal Gegenbauer polynomials, where

\[
B(l, \{\mu\}, D) = \log (2\pi) - 2 \sum_{j=1}^{D-2} \mu_{j+1} \left[ \psi(2\alpha_j + \mu_j + \mu_{j+1}) - \psi(\alpha_j + \mu_j) - \log 2 - \frac{1}{2(\alpha_j + \mu_j)} \right],
\]

and \(\tilde{C}_n^{(\lambda)}(x)\) denotes the Gegenbauer polynomial orthonormal with respect to the weight function \(\omega_\lambda(x) = (1 - x^2)^{\lambda - \frac{1}{2}}\) on the interval \([-1, 1]\). The orthonormal Gegenbauer polynomial \(\tilde{C}_n^{(\lambda)}(x)\) is related to the orthogonal Gegenbauer polynomial \(C_n^{(\lambda)}(x)\) by the relation

\[
\tilde{C}_n^{(\lambda)}(x) = \frac{C_n^{(\lambda)}(x)}{h_n}; \quad \text{with} \quad h_n^2 = \frac{2^{1-2\lambda} \Gamma(n + 2\lambda)}{\Gamma(\lambda)^2 (n + \lambda)n!}
\]

Moreover, the symbol \(E[y_n]\) denotes the Shannon-like entropy of the polynomials \(y_n(x)\) orthogonal with respect to the weight function \(\omega(x)\) on the interval \((a, b)\) given by

\[
E[y_n] := - \int_a^b \omega(x) y_n^2(x) \log y_n^2(x) \, dx,
\]

Since the calculation of this entropy-like integral of Gegenbauer polynomials is a very difficult mathematical task (not yet accomplished, save for very particular cases), the explicit values of the angular entropy \(S[\gamma_{l,\{\mu\}}, D]\) for any multi-index \((l, \{\mu\})\) cannot be analytically carried out with Eqs. \((30)-(33)\) up until now.

In this section we show a different approach to calculate the angular Shannon entropy \(S[\gamma_{l,\{\mu\}}, D]\) by using some recent results \([49]\) obtained for the exact Rényi entropy of the hydrogenic systems, \(R_q[\rho_{n,\{\mu\}}] = \frac{1}{1-q} \log \int d^D\rho \, \rho^{q-1}\rho_{n,\{\mu\}}(\vec{r})\) \(d\vec{r}\), \(q > 1\), and the limiting relation between the Shannon and Rényi entropies mentioned above. Then, taking into account the relation between the angular Shannon entropy and the angular entropic moment of order \(q\), \(\Lambda_{l,\{\mu\}}(q)\), we can calculate the angular Shannon entropy of any non-relativistic and spherically-symmetric multidimensional quantum system as

\[
S[\gamma_{l,\{\mu\}}, D] = \lim_{q \to 1} \frac{1}{1-q} \log \Lambda_q[\gamma_{l,\{\mu\}}, D, q] = - \frac{d \Lambda_q[\gamma_{l,\{\mu\}}, D, q]}{dq} \bigg|_{q=1},
\]

where L'Hôpital's rule has been used in the second equality. Then, with

\[
\Lambda_q[\gamma_{l,\{\mu\}}, D, q] = \int |\gamma_{l,\{\mu\}}(\Omega_{D-1})|^2 d\Omega_{D-1}
\]

\[
= \left(2\pi \right)^{1-q} \frac{\Gamma \left(l + \frac{D}{2} \right)}{\Gamma \left(ql + \frac{D}{2} \right)} \frac{\Gamma(qm + 1)}{\Gamma((m+1)\frac{D}{2})} \prod_{j=1}^{D-2} B_q(D, \mu_j, \mu_{j+1}) G_q(D, \mu_j, \mu_{j+1}),
\]

where

\[
B_q(D, \mu_j, \mu_{j+1}) = \frac{1}{[(\mu_j - \mu_{j+1})]^q} \frac{(2\alpha_j + 2\mu_{j+1} + 1)^q_{2(\mu_j, \mu_{j+1})}}{(2\alpha_j + \mu_j + \mu_{j+1})_{\mu_j, \mu_{j+1}} (\mu_{j+1} + \alpha_j + 1)_{\mu_j, \mu_{j+1}}}
\]

and

\[
G_q(D, \mu_j, \mu_{j+1}) = F_{1:1,1...1}^{1:2...2} \left( \begin{array}{c} a_j : b_j, e_j ; \ldots , b_j, e_j \\ d_j : e_j ; \ldots , e_j \end{array} \right) ; 1, \ldots , 1
\]

\[
= \sum_{i_1,...,i_{2q}}^{\mu_j-\mu_{j+1}} (a_j)_{i_1,...,i_{2q}} (b_j)_{i_1 (c_j)_{i_1}} (b_j)_{i_2 (c_j)_{i_2}} \cdots (b_j)_{i_{2q} (c_j)_{i_{2q}}} i_1 \cdots i_{2q}.
\]
with \( a_j = \alpha_j + q\mu_{j+1} + \frac{1}{2} \), \( b_j = -\mu_j + \mu_{j+1} \), \( c_j = 2\alpha_j + \mu_{j+1} + \mu_j \), \( d_j = 2q\mu_{j+1} + 2\alpha_j + 1 \) and \( e_j = \alpha_j + \mu_{j+1} + \frac{1}{2} \).

The symbol \( F_{1:1,\ldots:1}^{1:2,\ldots,2}(x_1, \ldots, x_r) \) denotes the \( r \)-variate Srivastava–Daoust function \([63, 64]\) defined as

\[
F_{1:1,\ldots:1}^{1:2,\ldots,2}
\left(
\begin{array}{c}
(a_0^{(1)} : a_1^{(1)} , a_2^{(1)} ; \ldots ; a_r^{(1)} , a_r^{(2)}) \\
b_0^{(1)} : b_1^{(1)} , \ldots , b_r^{(1)}
\end{array}
; x_1, \ldots, x_r
\right) = \sum_{j_1, \ldots, j_r=0}^{\infty}
\frac{(a_0^{(1)})_{j_1+\ldots+j_r} (a_1^{(2)})_{j_1} \cdots (a_r^{(2)})_{j_r}}{(b_1^{(1)})_{j_1} \cdots (b_r^{(1)})_{j_r}} x_1^{j_1} x_2^{j_2} \cdots x_r^{j_r}.
\]

(Eq. 38)

Evaluating the limit \( q \to 1 \), the angular Shannon entropy becomes

\[
S[\mathcal{Y}_{l,\{\mu\}}, D] = \log \left( 2\pi^D \right) + l\psi \left( l + \frac{D}{2} \right) - m\psi (m + 1) + \log \left[ \Gamma(m + 1) \right]_2

- \frac{d}{dq} \left[ \prod_{j=1}^{D-2} B_q(D, \mu_j, \mu_{j+1}) \mathcal{G}_q(D, \mu_j, \mu_{j+1}) \right]_{q=1}.
\]

(Eq. 39)

The two previous approaches to calculate the angular Shannon entropy \( S[\mathcal{Y}_{l,\{\mu\}}, D] \), which are based on Eqs. \((30)\) and \((39)\) respectively, are valid for arbitrary hyperquantum numbers \((l, \{\mu\})\). From them one can obtain much simpler expressions for particular electronic states. For instance, the angular Shannon entropy for the states \((l, \{\mu\})\) is

\[
S[\mathcal{Y}_{l,\{\mu\}}, D] = \log \left( 2\pi^D \right) + l\psi \left( l + \frac{D}{2} \right) - \psi (l + 1) + \log \left[ \Gamma(l + 1) \right]_2.
\]

(Eq. 40)

where we have used that \( B_q(D, l, l) = \mathcal{G}_q(D, l, l) = 1 \), so \( \frac{d}{dq} \left[ \prod_{j=1}^{D-2} B_q \mathcal{G}_q \right] = 0 \); where \( \{l\} = \{l, \ldots, l\} \) and \( \alpha_j = (D - j - 1)/2 \). By applying the known asymptotic behavior \([33]\) of the gamma and digamma functions to \( \Gamma(l + \frac{D}{2}) \) and \( \psi (l + \frac{D}{2}) \), respectively, it is straightforward to show that Eq. \((40)\) is consistent with Eq. \((29)\) in the limit \( D \to \infty \). Then, for the spherical \( s \)-states (i.e., \( l = 0 \)) we have the maximum value of the angular entropy

\[
S[\mathcal{Y}_{0,\{0\}}, D] = \log \left[ \frac{2\pi^{D/2}}{\Gamma(D/2)} \right].
\]

(Eq. 41)

which provides the known values \( \log(2\pi) \) and \( \log(4\pi) \) for the two and three dimensional cases, respectively. The explicit expression of the angular Shannon entropy for other specific electronic states can be obtained from Eqs. \((30)\) and \((39)\) by use of modern symbolic algorithms of the type mentioned above, since these computer algebra systems are well equipped for the analytical manipulation and evaluation of generalized hypergeometric functions.

V. THE TOTAL SHANNON ENTROPY

Keeping in mind Eqs. \((1)\) and \((7)\), the total Shannon entropy of a \( D \)-dimensional hydrogenic state is given as

\[
S[\rho_{n,l,\{\mu\}}, D] := -\int_{\Delta} \rho_{n,l,\{\mu\}}(\vec{r}) \log \rho_{n,l,\{\mu\}}(\vec{r}) d\vec{r}, \quad \Delta \subseteq \mathbb{R}^D.
\]

(Eq. 42)

The numerical computation of this quantity is a formidable task, partially because of the number of integral singularities to avoid. Nonetheless, an effective method to perform it (which uses the coefficients of the recurrence relation of the involved orthogonal polynomials) has been given in the one-dimensional case \([59]\).
For the analytical computation of $S[ρ_n,l,\{μ\},D]$, which is the
"leitmotiv" of the present work, we have used a two-step
method. First, following Eq. (5), the total Shannon entropy is
decomposed into the sum of the radial and angular
Shannon entropies, and then we have encountered in the two
previous sections compact expressions for these two
quantities which can be symbolically solved by general-purpose
computer program systems.

In particular, one finds that the total Shannon entropy for the
quasi-spherical states, $(n,n-1,\{n-1\}) = (n,μ_1 = μ_2 = \ldots = μ_D = n-1)$, of the $D$-dimensional hydrogenic
system with nuclear charge $Z$ is given by

$$S[ρ_{n,n-1,\{n-1\}},D] = \log \left( \frac{e \sqrt{π} \eta}{2} \right) + \log \left( \frac{2Γ(2n+1)}{(n+1)\frac{π}{4} - 1} \right) + (n-1)C_{D,n} - D \log Z,$$

where $η = n + \frac{D-3}{2}$ and $C_{D,n} = ψ(η + \frac{1}{2}) - ψ(n) - 2ψ(2η + 1) + 2$. For $n = 1$ one has the value

$$S[ρ_{1,0,\{0\}},D] = D \log \left( \frac{e\sqrt{π}}{4} \right) + \log \left( \frac{2(D-1)^D Γ(D)}{Γ\left(\frac{D}{2}\right)} \right) - D \log Z,$$

for the total Shannon entropy for the ground state $(n,l,\{μ\}) = (1,0,\{0\})$ of the $D$-dimensional hydrogenic
system with nuclear charge $Z$. The second expression follows by taking into account that $Γ\left(\frac{D}{2}\right)Γ\left(\frac{D+1}{2}\right) = \sqrt{2π}2^{\frac{D-1}{2}} Γ(D)$. Moreover, from Eqs. (43)-(44) we obtain the values

$$S[ρ_{n,n-1,\{n-1\}},D] = 2 = \log \left( \frac{\pi e^{2n} Γ(2n)(2n-1)^2}{8} \right) - 2(n-1)ψ(2n) - 2 \log Z,$n\}
S[ρ_{n,n-1,\{n-1\}},D] = 3 = \log \left[ πΓ(n)^2n^4 \right] + 2n + \frac{1}{n} - (2n-2)ψ(n) - 3 \log Z,$$

for the Shannon entropies of the quasi-circular states of the two and three-dimensional hydrogen ($Z = 1$), respectively, and the known values

$$S[ρ_{1,0},D = 2] = 2 + \log \left( \frac{π}{8} \right),$$
$$S[ρ_{1,0,0},D = 3] = 3 + \log π$$

for the Shannon entropies for the ground states of the two and three-dimensional hydrogen ($Z = 1$), respectively. Finally, note that in the limit $D → ∞$ we obtain from Eq. (43) and the well-known asymptotical behavior [33] of the gamma function $Γ(x)$ and the digamma function $ψ(x)$, the values

$$S[ρ_{n,n-1,\{n-1\}},D] ≅ D \log \left( (D + 2n - 3)(D + 2n - 2)^\frac{1}{2} \right) + D \log \left( \frac{\sqrt{π}}{\sqrt{8}Z} \right) - \log \left( \left( \frac{n}{e} \right)^{n-1} \sqrt{2} \right), \quad D → ∞$$

where the $(\log D)$-term exactly cancels. Thus we can write

$$S[ρ_{n,n-1,\{n-1\}},D] = \frac{3}{2}D \log D + D \log \left( \frac{\sqrt{π}}{\sqrt{8}Z} \right) + O(1).$$

for the Shannon entropy of the high-dimensional hydrogenic quasi-spherical $(n,n-1,\{n-1\}) = (n,μ_1 = μ_2 = \ldots = μ_D = n-1)$ and ground $(n = 1,l = 0,\{μ\} = \{0\})$ states, respectively, in a rigorous way. Most interesting it is
to realize that these values are in agreement with (and improve) the recently obtained conjecture [11] that the total Shannon entropy $S[ρ_{n,l,\{μ\}}]$ in position space for a general $(n,l,\{μ\})$-state is given by

$$S[ρ_{n,l,\{μ\}},D] = \log \left( \frac{D^{2D} Γ\left(\frac{D}{2}\right)}{Γ\left(\frac{D}{2}\right)} \right) + D \log \left( \frac{\sqrt{π}}{\sqrt{8}Z} \right) + O(\log D)
= \frac{3}{2}D \log D + D \log \left( \frac{\sqrt{π}}{\sqrt{8}Z} \right) + O(\log D),$$

which is a further checking of our results.
VI. CONCLUSIONS AND OPEN PROBLEMS

The analytical determination of the position-space uncertainty measures of Heisenberg-like (i.e., the radial expectation values of the position probability density \( \rho(\vec{r}) \)) and entropic (Fisher information, Rényi entropy, Shannon entropy) types for all discrete stationary states of a \( D \)-dimensional hydrogenic system has been a fundamental issue since the early days of quantum mechanics. It requires to explicitly calculate these physical quantities in terms of \( D \), the nuclear charge \( Z \), and the state’s hyperquantum numbers \((n, \mu_1, \mu_2, \ldots, \mu_{D−1})\). The Heisenberg-like measures were the first ones to be found by means of various methods \([51, 55]\), obtaining that they can be expressed \([11]\) by means of the univariate hypergeometric function \( _3F_2(x) \) evaluated at unity, i.e., \( _3F_2(1) \).

The entropic uncertainty measures are much more complicated except the Fisher information, \( F_\rho[\rho] = \int \frac{\nabla \rho^2}{\rho} \, d\vec{r} \), because of its close relationship with the kinetic energy operator \([64]\). Most recently, the Rényi entropy \( R_q[\rho] \) (with integer \( q \) greater than 1), for all discrete multidimensional hydrogenic states \([40, 49]\) has been found in a compact way by use of the Lauricella’s multivariate hypergeometric function of type \( A \) evaluated at 1/\( q \), \( \hat{F}_A^{(2q)}(1/q, \ldots, 1/q) \), and the Srivastava-Daoust’ multivariate hypergeometric function evaluated at unity, \( \hat{F}_A^{(1:1;\ldots;1)}(1, \ldots, 1) \), respectively; the Lauricella function was coming from the radial part, and the Srivastava-Daoust function from the angular part of the quantity.

In the present work we close this long-standing hydrogenic issue by expressing both radial and angular Shannon entropies of the multidimensional hydrogenic system in terms of the basic parameters \((D, Z, n, \mu_1, \mu_2, \ldots, \mu_{D−1})\) of the system. This has been possible by use of the generalized hypergeometric functions \( F_A^{(s)}(1, \ldots, 1) \) and \( F_{1;1;\ldots;1}^{(1:2;\ldots;2)}(1, \ldots, 1) \). The resulting compact expressions can be solved by general-purpose computer algebra systems such as Maple and Mathematica and their variations \([65, 66]\) which can tackle the analytical problems involved in the evaluation of the aforementioned expressions for the Shannon entropy of the multidimensional hydrogenic systems considered in this work, including the manipulation of generalized hypergeometric functions. In particular, explicit expressions for the radial, angular and total Shannon entropies for the quasi-spherical \( D \)-dimensional hydrogenic states, which include the ground state, have been given.

The extension of these position-space hydrogenic results to the momentum space has been done to a certain extent only. Indeed, the momentum Heisenberg-like measures (i.e., the radial expectation values of the momentum probability density \( \gamma(\vec{p}) \)) \([14, 22]\) and the momentum Rényi entropy \( R_q[\gamma] \) (with integer \( q \) greater than 1) \([49]\) have been shown for all \( D \)-dimensional hydrogenic states to be expressed in terms of \( D \), the nuclear charge \( Z \), and the state’s hyperquantum numbers by means of the univariate hypergeometric function \( _3F_2(1) \) and the Srivastava-Daoust’ multivariate hypergeometric function \( F_{1;1;\ldots;1}^{(1:2;\ldots;2)}(1, \ldots, 1) \), respectively. However, the determination of the momentum Shannon entropy for all multidimensional hydrogenic states remain as an open problem.

Finally, let us point out that the knowledge of the uncertainty measures for the extreme high-dimensional (pseudo-classical) and high-energy (Rydberg) hydrogenic cases is as follows. In the high-dimensional case the Heisenberg-like measures \([57]\) and the entropic measures of Rényi type \([41, 43]\) in both position and momentum spaces have been explicitly determined; but the position and momentum Shannon entropies of the high-dimensional hydrogenic states have not yet been rigorously calculated, although the dominant term has been conjectured \([41]\). In the high-energy case the Heisenberg-like measures \([55, 56]\) and the Shannon entropy \([39, 55, 60]\) in both position and momentum spaces as well as the position Rényi entropy \([39]\) have also been determined, but the momentum Rényi entropy of the Rydberg multidimensional hydrogenic states is not yet known.
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