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1. Introduction

Urban economy and real estate markets are two interconnected fields of research. They overlap in so far as the real estate price evolution is analyzed under an urban approach: it has been shown that less than 8% of the variation in price levels across cities can be accounted for by national effects Glaeser et al. (2014), while the remaining part is explained by local factors. In other words, national macroeconomic variables such as population growth, global migration, interest rates or national income, have really tiny power in explaining the real estate market, comparing with the macroeconomic variables accounted at a local level, such as the city population, the migration towards a particular city or the opportunities of jobs in a given urban area, that directly press on built environment and housing demand. On the other hand, the local real estate market influences the urban economy as long as it offers advantageous investment opportunities and facilities able to attract workers and economic activities: according to Arvanitidis (2014), the property market institution has a pivotal role through which local economic potential can be realized and served. In this sense, urban economy and real estate market influence each other.

Recently, some phenomena are affecting both urban economy and real estate market evolution. According to the United Nations (2019), the world’s population is expected to grow by 5.9 billion by the end of the century, and about the 80% of which is expected to live in or move toward cities, due to economic and political motivations. Moreover, the population is aging and the proportion of elderly who remains to live in the city is increasing, thanks to alternative pension products based on the property value, like home equity plan and reverse mortgages Di Lorenzo et al. (2020a). In Europe, 25% of the population is already aged 60 years and the proportion who lives in city is growing: by 2050, two-thirds of the world population are expected to live in cities Lopez-Alcala (2016). A complete overview of the urban situation has to take into account data on migration: according to the International Organization of Migration, in 2015 in Europe there have been one million migrants,
and many of them stay in cities McKinsey (2016). As population grows and the urbanization goes on, real estate markets have to face pressure on prices and affordability van Doorn et al. (2019), caused by the mismatch between demand and supply: inflows of people in cities are pressing and asking for new buildings. On the other hand, the increase of working population into metropolitan areas are bearing long-term opportunities for investors. In this context, understanding real estate market evolution is crucial for various real estate stakeholders such as house owners, investors, banks, insurances and other institutional investors like real estate funds. The housing demand is supported by both the need of a house to live in and the research of competitive yields. As highlighted by the emerging trend in Real Estate Europe survey Morrison et al. (2019), real estate has grown as a proportion of the balance sheets of many institutional investors because it has provided the yield and returns that other asset types have not. In particular, in the last decade we have experienced geopolitical uncertainty and decrease in the interest rate and this has reinforced the longing of secure and profitable long-term income. Moreover, many financial intermediaries offer financial and insurance products whose valuation is influenced by the expectation on the real estate market, like mortgages or reverse mortgages Di Lorenzo et al. (2020a). The link between real estate markets and financial market is evident from the recent world economic crisis. Moreover, real estate property represents a major part of the individual wealth Arvanitidis (2014), so it is clear that real estate pricing mechanism is an important driver of the economy.

In light of these considerations, the importance of a precise awareness of the inner workings in the real estate market and an accurate price prediction is evident. The academic literature on this topic is fervent. In order to describe the dynamics of the market and produce predictions, the features that influence the real estate price have to be identified. Gao et al. (2019) grouped these features into two categories: non-geographical factors, that concern the peculiarities of the house, such as the number of bedrooms or the floor space area; and geographical factors, such as the distance to the city center and to main services like the schools. Rahadi et al. (2015) divide the variables explanatory of the house price into three groups: physical conditions, concept and location Chica-Olmo (2007). Physical conditions are properties possessed by the house; the concept concerns internalized ideas of home like minimalist home or healthy and green environment (Ozdenerool et al. 2007; Miller et al. 2009; Coen et al. 2018). Another point of view is the macroeconomic perspective Grum and Govekar (2016), according to which many factors drive the behavior of the real estate market, such as interest rates, government regulation, economic growth, political instability and so on. However, Glaeser et al. (2014) presents an urban approach and show how most variation in housing price changes is local and not national. The empirical evidence confirms that the most important factors driving the value of a house are the size and the location: (Bourassa et al. 2010; Case et al. 2004; Gerek 2014 and Montero et al. 2018) show how different locations have a strong impact on their prices. Spatial location broadly aims to analyze the role of geography and location in economic phenomena, and a particular strand of research is devoted to the analysis of real estate market fluctuations as one of the economic phenomenon in a particular geographic area.

Once the explanatory variables have been chosen, the prediction model has to be identified. The hedonic pricing model has proposed extensively in the literature of house price prediction (Krol 2013; Selim et al. 2009; Del Giudice et al. 2017b). It is essentially used for analyzing the relationship between house price and house features through classical regression methods, assuming that the value of a house is the sum of all its attributes value Liang et al. (2015). Manjula et al. (2017) uses multivariate regression models. Some related works Greenstein et al. (2015) are concerned with trying to estimate the health of a real estate market using the housing index price. Alfiyatin et al. (2017) model house price combine regression analysis and particle swarm optimization. In the last few years, with the diffusion of the application of artificial intelligence in various fields and in the context of real estate Zurada et al. (2011), many authors have used machine learning algorithms to gain a better fitting of the models. House price predictions have been produced through machine learning (Baldominos et al. 2018; Winson 2018) and deep learning methods, such as artificial neural networks (Nghiep et al. 2001; Selim et al. 2009; Yacim et al. 2016; Yacim et al. 2018;
Di Lorenzo et al. (2020b), support vector machine (Gu et al. 2011; Wang et al. 2014) and adaptive boosting (Park and Bae 2015). Other contributions deepen the expert systems based on fuzzy logic (Sarip et al. 2016; Del Giudice et al. 2017a; Guan et al. 2008). Guan et al. (2014) propose adaptive neuro-fuzzy inference systems for real estate appraisal. Park and Bae (2015) analyze the problem of classification of an investment in worthy or not, performing different algorithms: decision trees, Naive Bayes and AdaBoost. Manganelli et al. (2007) study the sales of residential property in a city in the Campania region in Italy using linear programming to analyze the real estate data. Del Giudice et al. (2017b) predict house price through a Markov chain hybrid Monte Carlo method, and test neural networks, multiple regression analysis and penalized spline semiparametric method. Gao et al. (2019) describe a multi task learning approach to predict location centered house price.

This paper follows the recent developments of the literature on real estate and proposes to take advantage of the random forest algorithm to better explain which variables have more importance in describing the evolution of the house price following an urban approach. To this aim, we focus on a given city, and analyze the local variables that influence the interaction between housing demand and supply and the price. We perform random forest on real estate data of London, that already in the 1990s was attracting literature attention for the economy of its agglomeration Crampton and Evans (1992) and continues to stimulate the international debate for having experienced in the three last decades an extraordinary building boom National Geographic (2018). The novelty of our paper consists in deepening a machine learning (ML) technique for real estate price prediction under an urban approach.

In order to achieve this goal, we insert in the algorithm the house price in London as output variable, and some local urban economic variables as input variables. The random forest provides useful support for understanding the relationships between information variables and the target variable and highlighting the importance of each factor. There is a lot of research articles that employ the random forest approach. For instance, it has been considered in early warning systems that signal a country’s vulnerability to financial crises. Tanaka et al. (2016) proposed a novel random forests-based early warning system for predicting bank failures. Tanaka et al. (2019) developed a vulnerability analysis by building bankruptcy models for multiple industries using random forests to predict the probability of firm bankruptcy. Beutel et al. (2019) compared the predictive performance of different machine learning (including random forest) models applied to early warning for systemic banking crises.

In the research concerning real estate, several articles use different ML algorithms to calculate housing prices, such as (Antipov and Pokryshevskaya 2012; Čeh et al. 2018; Hong et al. 2020 and Pai and Wang 2020).

Moreover, we use different explanatory variables with respect to those previously listed. The variables choice is based on an urban point of view, where the main force driving the market is the interaction between local demand and supply, explained by factors like the population growth or the net migration for the demand side, and new buildings and net supply.

The paper is structured as follows. Section 2 describes the regression tree architecture, the random forest technique and the variable importance measure. In Section 3 we present the case study based on the London real estate market. Final remarks are provided in Section 4.

2. The Model

In this section we introduce machine learning techniques for regression problems. In Section 2.1 we briefly describe the regression tree architecture on which the random forest algorithm is based. In Section 2.2 we illustrate the functioning of the random forest and in Section 2.3 we present the variable importance measure used in the case study to catch the importance of each predictor in predicting the target variable.

Machine learning is generally used to perform classification or regression over large datasets. However, it is also proved useful in small datasets to identify hidden patterns that are difficult to detect through more traditional regression techniques such as Generalized Linear Models (GLMs) and Generalized Additive Models (GAMs).
Consider a generic regression problem to estimate the relationship between a target (or response) variable, $Y$, and a set of predictors (or features), $X_1, X_2, \ldots, X_p$:

$$Y = f(X_1, X_2, \ldots, X_p) + \epsilon$$  \hspace{1cm} (1)

where $\epsilon$ is the error term. The quantity $E(Y - \hat{Y})^2$ represents the expected squared prediction error. It can be rewritten as the sum of the reducible error $E[f(X_1, X_2, \ldots, X_p) - \hat{f}(X_1, X_2, \ldots, X_p)]^2$ and the irreducible error $\text{Var}(\epsilon)$. A machine learning technique aims at estimating $f$ by minimizing the reducible error.

Among the machine learning algorithms, we refer to the random forest that falls into the category of the ensemble methods. It allows obtaining the error decrease by reducing the prediction variance, maintaining the bias, which is the difference between the model prediction and the real value of the target variable.

### 2.1. Regression Tree Architecture

The random forest algorithm is founded on the regression tree architecture. The regression trees enable attaining the best function approximation $\hat{f}(X_1, X_2, \ldots, X_p)$ through a procedure consisting in the following steps Loh (2011):

- The predictor space (i.e., the set of possible values for $X_1, X_2, \ldots, X_p$) is divided into $J$ distinct and non-overlapping regions, $R_1, R_2, \ldots, R_J$.
- For each observation that falls into the region $R_j$, the algorithm provides the same prediction, which is the mean of the response values for the training observations in $R_j$.

As described in James et al. (2017), the fundamental concept is to split the predictors’ space into rectangles, identifying the regions $R_1, \ldots, R_J$ that minimize the Residual Sum of Squares (RSS):

$$\sum_{j=1}^{J} \sum_{i \in R_j} (y_i - \hat{y}_{R_j})^2$$

Once building the regions $R_1, \ldots, R_J$, the response is predicted for a given test observation using the mean of the training observations in the region to which that test observation appertain.

The consideration of all the possible partitions of the feature is computationally infeasible, thus we use a top-down approach through a recursive binary partition Quinlan (1986): the algorithm starts at the top of the tree, where all values of the target variable stand in a single region, and then successively partitions the predictors’ space. The best split is identified according to the entropy or the index of Gini that is a homogeneity measure for every node. The highest homogeneity (or purity) is achieved when only one class of the target variable is attending the node.

Breiman (2001) has listed the most interesting properties of regression tree-based methods. They belong to non-parametric methods able to catch tricky relations between inputs and outputs, without involving any a-priori assumption. They manage miscellaneous data by applying features selection so as to be robust to not significant or noisy variables. They are also robust to outliers or missing values and easy to be unfolded.

### 2.2. Random Forest

The random forest (RF) algorithm creates a collection of decision trees from a casually variant of the tree. Once one specific learning set is defined, the RF presents a random perturbation to the learning procedure and in this way a differentiation among the trees is produced. Successively the predictions of all these trees is derived through the implementation of aggregation techniques. The first aggregation procedure was described by Breiman (1996); the authors proposed the well know bagging based on random bootstrap copies of the original data to assemble different trees. Later in 2001 the same authors
Breiman (2001) proposed the random forest as an extension of the procedure of the bagging such that it combines the bootstrap with randomization of the input variables to separate internal nodes \( t \). This means that the algorithm does not identify the best split \( s_t = s^* \) among all variables, but firstly creates a random subset of \( K \) variables for each node and among them determines the best split.

The RF estimator of the target variable \( \hat{y}_{R_f} \) is a function of the regression tree estimator, \( \hat{f}^{\text{tree}}(X) = \sum_{j \in J} \hat{y}_{R_j} 1_{(X \in R_j)} \), where \( X = (X_1, X_2, \ldots, X_p) \) is the vector of the predictors, \( 1_{()} \) represents the indicator function and \( (R_j)_{j \in J} \) are the regions of the predictors space obtained by minimizing RSS. It is identified by the average values of the variable belonging to the same region \( R_j \). Therefore, denoting the number of bootstrap samples by \( B \) and the decision tree estimator developed on the sample \( b \in B \) by \( \hat{f}^{\text{tree}}(X|b) \), the RF estimator is defined as follows:

\[
\hat{f}^{\text{RF}}(x) = \frac{1}{B} \sum_{b=1}^{B} \hat{f}^{\text{tree}}(X|b)
\]

(2)

The choice of the number of trees to include in the forest should be done carefully, in order to reach the highest percentage of explained variance and the lowest mean of squared residuals (MSR).

### 2.3. Variable Importance

ML algorithms are usually viewed as a black-box, as the large number of trees makes the understanding of the prediction rule hard. To get from the algorithm interpretable information on the contribution of different variables we follow the common approach consisting in the calculation of the variable importance measures.

Variable importance is determined according to the relative influence of each predictor, by measuring the number of times a predictor is selected for splitting during the tree building process, weighted by the squared error improvement to the model as a result of each split, and averaged over all trees.

According to the definition provided by Breiman (2001), the RF variable importance is a measure providing the importance of a variable in the RF prediction rule. These measures are often able to detect the interaction effects, i.e., when the predictor variables interact with each other, without any a priori specification Wright et al. (2016).

A weighted impurity measure has been proposed in Breiman (2001) for evaluating the importance of a variable \( X_m \) in predicting the target \( Y \), for all nodes \( t \) averaged over all \( N_T \) trees in the forest. Among the variants of the variable importance measures, we refer to the Gini importance, obtained assigning the Gini index to the impurity \( i(t) \) index. This measure is often called Mean Decrease Gini, here denoted by \( \text{IncNodePurity} \):

\[
\text{IncNodePurity}(X_m) = \frac{1}{N_T} \sum_{t \in T} \sum_{\nu(s_t) = X_m} p(t) \Delta i(s_t, t, t_l, t_r)
\]

(3)

where \( \nu(s_t) \) is the variable used in split \( s_t \) and \( \Delta i(s_t, t, t_l, t_r) \) is the impurity decrease of a binary split \( s_t \) dividing node \( t \) into a left node \( t_l \) and a right node \( t_r \):

\[
\Delta i(s_t, t, t_l, t_r) = i(t) - \frac{N_{t_l}}{N_t} \cdot i(t_l) - \frac{N_{t_r}}{N_t} \cdot i(t_r)
\]

(4)

where \( N \) is the sample size, \( p(t) = \frac{N_t}{N} \) the proportion of samples reaching \( t \), and \( p(t_l) = \frac{N_{t_l}}{N} \) and \( p(t_r) = \frac{N_{t_r}}{N} \) are the proportion of samples reaching the left node \( t_l \) and the right node \( t_r \), respectively.

The \( \text{IncNodePurity}(X_m) \) defined in Equation (3) provides the importance of feature \( X_m \), which takes into account the number of splits enclosing the variable. The study of the importance of the feature provides more insight into the learning mode of the algorithm.
3. Case Study

As highlighted in Section 1, in this research we look for the urban explanatory variables of the house price starting from the consideration that the main force driving the market is the interaction between demand and supply. For this reason, we select some local variables that influence the need of house and its the demand, like the population growth or the net migration, and other linked to supply, like new buildings and net supply.

3.1. Data Description

We consider data on survey “Housing in London 2018”, collected by the Greater London Authority City Hall Survey (2018), that provides the average house price (AHP) and the following set of explanatory variables over the period 1997–2016 that are the input of our regression model:

- POP: historic London population
- OO: annual trend in household tenure owned outright
- OM: annual trend in household tenure owned with mortgage
- NB: new build homes
- NS: net housing supply
- NM: net migration (domestic and international)
- TJ: trend of jobs in London

The output variable is the average price across the whole of London. The data considered are purposely generic to highlight the generality of the approach used; it is evident that further ad hoc analyzes can be conducted for individual neighborhoods or areas to obtain more specific results. In this application we are not interested so much in explaining the real estate market of a specific area as in highlighting the results of the application of RF to real estate market. For the precise description of all predictors we refer to Survey (2018).

The Survey (2018) describes the urban situation of London: the London’s population has reached a new peak in 2016, becoming estimated equal to 8.8 million. London’s population boom has been driven by both net international migration and natural change due the annual surplus of births over deaths. Net international migration has risen from around 50,000 a year in 1996 to over 100,000 a year in 2016 and also has explained a part of the increase in natural change, because reducing the average age of London’s population. Moreover net domestic migration has been less volatile than net international migration and has been negative throughout the last 20 years with a net outflow from London equal to 93,000 in 2016. In the same year, more homes than households have been recorded, in contrast to the first half of the 20th century, because the number of people for every home has risen, while falling across the rest of the country. We are attending the declining share of mortgagors for home ownership and the growth in people living in a shared private rented home. The number of homes built in London in 2017 is the highest since 1977, but in the same time the population is projected to be equal to 10.5 in 2035, so two thirds of Londoners say they would support new homes being built. Another aspect that detects the home demand is its composition, that is changing: the proportion of households that own their home with a mortgage fell from 38% in 2000 to 29% in 2011, while the proportion that rent privately rose from 15% to 25%. In particular, in 2017 22% of households in London owned their home outright, 29% had a mortgage, 27% rented privately and 21% were in social housing. Another factor that has influenced the urbanization of London has been its flourishing economy. Since 1997, both London’s population and economy have grown consistently. In the last two decades, the number of jobs in London grew by 42%, while the population grew by 26%. However, this rapid economic and demographic growth was not matched by an increase in the housing stock: the new buildings have increased the number of homes by 16% over the same period. The constructions of new buildings are expected to further increase to satisfy the growing demand.
3.2. Regression Model and Main Statistics

In order to understand how this scenario influences the house price, the regression problem is then formulated as follows:

$$AHP \sim YEAR + POP + OO + OM + NB + NS + NM + TJ$$  \hspace{1cm} (5)

Table 1 shows the summary statistics for the input variables in the data. In addition to mean ($\mu$) and standard deviation ($\sigma$), we also show the coefficient of variation (CV), or relative standard deviation, that is a standardized measure of dispersion of frequency distribution. It shows the extent of variability in relation to the mean of the average house price ($cv = \frac{\sigma}{\mu}$).

| Variable | Summary Statistics |
|----------|--------------------|
| POP | $\mu = 7,776,538.90$ | $\sigma = 554,808$ | CV = 7.13% |
| OO | $\mu = 21.56$ | $\sigma = 1.00$ | CV = 4.64% |
| OM | $\mu = 33.33$ | $\sigma = 3.96$ | CV = 11.88% |
| NB | $\mu = 18,385.00$ | $\sigma = 3695.46$ | CV = 20.10% |
| NS | $\mu = 27,314.00$ | $\sigma = 7929.26$ | CV = 29.03% |
| NM | $\mu = 23,752.40$ | $\sigma = 24,129.15$ | CV = 101.59% |
| TJ | $\mu = 4,857,200.00$ | $\sigma = 424,621.52$ | CV = 8.74% |
| AHP | $\mu = 320,045.95$ | $\sigma = 89,380.52$ | CV = 27.93% |

In addition, we show in Figure 1 a graphical display of the correlation matrix. Positive correlations are depicted in blue and negative correlations in red color. The color intensity and the size of the circle are proportional to the correlation coefficients. We observe strong correlations between some of the features. The average house price (AHP) is positively strongly correlated with YEAR and then with the population (POP) and trend of jobs (TJ) while it is negatively correlated with the annual trend in household tenure—owned with mortgage (OM). Moreover, POP is in turn positively correlated with TJ and YEAR and negatively correlated with OM.
3.3. RF Estimation of AHP

We solve Equation (5) through the random forest algorithm presented in Section 2. We denote \( \hat{AHP} \) the random forest estimator, obtained by applying the random forest algorithm implemented in the R package \texttt{randomForest} Liaw (2018) to the London average house prices.

A machine learning algorithm provides different outcomes when changing the seed and the number of trees. Therefore, we initially consider a set of 1000 random seeds for the pseudo-random generator used in the RF algorithm, as well as a set of reasonable number of trees \((\leq 50)\) and we choose the combination of seed/number of trees producing the lowest mean of squared residuals, MSR. This allows to obtain a high percentage of variance explained and avoid model’s over-fitting. Therefore, the algorithm’s parameters have been set as follows: number of trees (ntrees) equal to 21 and the number of input variables to be used in each node (mtry) equal to 3. The percentage of variance explained by the random forest algorithm, RSS, and the level of MSR resulting from the application of the RF algorithm to the dataset are given in Table 2.

| Indicator | Value               |
|-----------|---------------------|
| RSS       | 94.01%              |
| MSR       | 454,451,969         |

In order to find the best model explaining our data, we have to balance bias and variance. Models with high bias simplify the relationship between target variable and predictors, providing a high error on both training and test set. Meanwhile, models with high variance, focusing too much on the training set, lose the generalization capacity providing a very low error on the training set and very high error on the test set. Models trained on small datasets could result in high variance and high error on the test set, giving rise to overfitting. This can be avoided by reducing the maximum depth so improving the model’s ability to disregard patterns that do not exist. To this purpose, we calculate the distribution of the mean minimal depth, illustrated in Figure 2. The mean value placed at the vertical bar indicates the mean minimal depth: the smaller its value, the more important the variable is. The rainbow gradient provides the minimum and maximum minimal depth for each predictor. The higher the width of red blocks, more frequently the variable is the root of a tree. As missing values appears when a feature is not used for tree splitting, the higher the width gray blocks, less frequently the variable is used for splitting trees.

Figure 2. Distribution of minimal depth and its mean.
The values of the mean decrease Gini of features attributed by the algorithm, in descending order from top to bottom, are depicted in Figure 3. It allows to identify which predictor are the most important to understand the underlying process that is the average house price. Despite the decline in the proportion of households that own their home with a mortgage Survey (2018), the annual trend in household tenure owned with mortgage (OM) is the one of most explanatory variables of the house price between those selected. Quite the opposite, annual trend in household tenure owned outright (OO) is one of the less important variable, supporting by the data according to which the proportion of households owned their home outright is very low. We can note that RF algorithm selects POP as the most explicative variable, but since it is strongly positively correlated with YEAR the two variables have the same explicative power in the description of the output. Consequently, the algorithm includes just one of these latter variables among those having a greater importance. Instead, since POP and OM are negatively correlated, they offer different information in the prediction of AHP, so they are both selected as important.

Figure 3. Mean decrease Gini values of features.

Figure 4 shows the marginal effect of the three most important predictors on the the target variable averaged over the joint values of the other predictors. These plots are called partial dependence plots. We show the effect of the population, annual trend in household tenure—owned with mortgage and net housing supply on the London average house price.

Figure 4. Single variable partial dependence plot. Predictors: POP, OM and NS.

All these variables clearly show non-linear pattern, further confirming the choice of the RF model. In fact, in case of linear pattern a simple linear (or logistic for binary target variables) regression model should be preferable to more complex ones. While, if the data shows non-linear and irregular pattern, like in our dataset, then random forest can be widely considered a very good choice, as we will demonstrate in the following.
3.4. Sensitivity to Predictor

As shown in the previous sub-section, the $IncNodePurity$, measuring the importance of the variables, provides the highest value of node purity for POP, which therefore represents the most important variable in the RF (Figure 3). In this sub-section we perform a predictors sensitivity analysis by progressively adding one predictor in modeling $\hat{AHP}$, aiming at measuring the contribution of each predictor to refine the model accuracy. Then, we combine the selected predictors two by two. We consider the first three predictors in terms of importance. Table 3 shows the values of $\hat{AHP}$ obtained by RF algorithm in a regression model based on one/two predictors. While, Figure 5 reports the residuals of these models. Looking at the panels with POP, NS, POP + NS and OM + NS predictors, the highest values of residuals correspond to years 1997 and 2003, when the London population data show two inflection points (Figure 6).

Table 3. RF estimation of $\hat{AHP}$ according to different predictors.

| YEAR | POP  | OM  | NS  | POP + OM | POP + NS | OM + NS | Obs. |
|------|------|-----|-----|----------|----------|---------|------|
| 1997 | 183,781 | 177,594 | 220,706 | 177,349 | 199,614 | 202,211 | 149,616 |
| 1998 | 193,924 | 173,391 | 225,909 | 157,184 | 214,491 | 198,730 | 170,720 |
| 1999 | 211,542 | 212,472 | 208,978 | 198,043 | 202,130 | 229,106 | 179,888 |
| 2000 | 217,570 | 178,742 | 201,503 | 203,084 | 195,192 | 187,088 | 217,691 |
| 2001 | 236,617 | 317,158 | 190,907 | 328,907 | 254,313 | 273,101 | 272,549 |
| 2002 | 264,721 | 342,420 | 354,699 | 339,730 | 352,269 | 342,233 | 332,406 |
| 2003 | 331,517 | 346,328 | 340,926 | 348,378 | 339,996 | 354,018 | 349,730 |
| 2004 | 348,727 | 334,189 | 346,321 | 331,844 | 341,708 | 332,266 | 342,173 |
| 2005 | 346,830 | 347,434 | 349,716 | 353,006 | 352,616 | 339,709 | 344,887 |
| 2006 | 343,530 | 351,773 | 377,760 | 354,995 | 377,016 | 368,037 | 369,225 |
| 2007 | 361,114 | 363,370 | 373,558 | 359,544 | 357,437 | 354,736 | 359,803 |
| 2008 | 364,396 | 365,626 | 350,713 | 355,699 | 349,910 | 353,876 | 335,008 |
| 2009 | 352,958 | 345,881 | 344,328 | 343,831 | 341,911 | 340,788 | 357,004 |
| 2010 | 351,097 | 346,328 | 340,926 | 348,378 | 339,996 | 354,018 | 349,730 |

Figure 5. Residuals of the RF model based on different predictors.
As shown in Table 4, the results of RF prediction confirm that POP is the most explicative feature with a percentage of explained variance (RSS) equal to 91.29%, followed by OM with 86.74%.

Table 4. RF estimation of $\hat{AHP}$ according to different predictors: % of explained variance (RSS).

| Predictor | RSS     |
|-----------|---------|
| POP       | 91.29%  |
| OM        | 86.74%  |
| NS        | 69.08%  |
| POP + OM  | 87.53%  |
| POP + NS  | 84.77%  |
| OM + NS   | 82.41%  |

3.5. RF Predictive Performance and Comparison with GLM

To perform the prediction we partition the dataset into training set (1997–2011) and testing set (2012–2016). The data have been randomly partitioned, however there are a set of popular data splitting methods that could potentially work well with alternative data. Among them, cross-validation (CC), bootstrapping, bootstrapped Latin partition, Kennard-Stone algorithm (KS) and sample set partitioning based on joint X-Y distances algorithm (SPXY) (see e.g., Xu and Goodacre (2018) for further details).

The ability of the RF algorithm to predict the average house price according to our sample is compared to the performance of a GLM.

In a GLM, the explanatory variables, $X = (X_1, X_2, \ldots, X_p)$, are related to the response variable, $Y$, via a link function, $g()$. Denoting $\eta = g(E(Y))$ the linear predictor, the following equation describes how the mean of the response variable depends on the linear predictor:

$$\eta = \beta_0 + \beta_1 X_1 + \ldots + \beta_p X_p$$  \hspace{1cm} (6)

where $\beta_1, \ldots, \beta_p$ are the regression coefficients that need to be estimated and $\beta_0$ is the intercept. We assume a Gaussian distribution for $Y$ and an identity for the link function, so that: $\eta = E(Y)$. To assess the importance of variables, we measure the significance of the predictors by the Wald test with the null hypothesis: $H_0 : \beta = 0$. The GLM performance and the estimate of the regression coefficients are reported in Table 5, where $z = \frac{\hat{\beta}}{SE(\hat{\beta})}$ is the value of the Wald test, $Pr(> |z|)$ is the corresponding p-value, and $SE(\hat{\beta})$ is the standard error of the model.

---

1 e.g., k-fold cross-validation where the original sample is randomly partitioned into k equal size subsamples, leave-p-out cross-validation (LpOVC) which considers p observations as the validation set and the remaining observations as the training set, or Leave-one-out cross-validation (LOOCV) that is a particular case of the previous method with p = 1)

Figure 6. Historic London population. Years 1997–2011.
Table 5. GLM results.

| Coefficient | $\hat{\beta}$     | SE($\hat{\beta}$) | z Value | Pr(>|z|) |
|-------------|-------------------|--------------------|---------|----------|
| (Intercept) | $-1.004 \times 10^8$ | $3.099 \times 10^7$ | -3.239  | 0.00789 ** |
| YEAR        | $5.092 \times 10^4$ | $1.542 \times 10^4$ | 3.302   | 0.00705 ** |
| POP         | $-2.961 \times 10^{-1}$ | $1.932 \times 10^{-1}$ | -1.533  | 0.15363 |
| OO          | $-1.094 \times 10^4$ | $1.240 \times 10^4$ | -0.882  | 0.39640 |
| OM          | $1.972 \times 10^4$ | $2.287 \times 10^4$ | 0.862   | 0.40706 |
| NB          | 1.606              | 3.738              | 0.430   | 0.67569 |
| NS          | $-8.192 \times 10^{-1}$ | 2.453            | -0.334  | 0.74467 |
| NM          | $-4.009 \times 10^{-1}$ | $3.267 \times 10^{-1}$ | -1.227  | 0.24538 |
| TJ          | $8.134 \times 10^{-2}$ | $1.138 \times 10^{-1}$ | 0.715   | 0.48958 |

Significance codes: $p<0.1$, **$p<0.01$.

Apart from the intercept, the GLM assigns the greatest importance to the predictor YEAR. This result differs from that obtained through the RF algorithm, which ascribes greater importance to the variables population and household tenure owned with mortgage (POP and OM).

We measure the goodness of prediction through the root mean square error (RMSE) and mean absolute percent error (MAPE), respectively defined as:

$$RMSE = \sqrt{\frac{1}{n}\sum(y_i - \hat{y}_i)^2}$$ \quad (7)

$$MAPE = \frac{100}{N} \sum_i \left|\frac{y_i - \hat{y}_i}{y_i}\right|$$ \quad (8)

The resulting values of RMSE and MAPE are shown in Table 6 for RF and GLM: the improvement in the prediction obtained by applying RF with respect to the traditional GLM is strong, reducing the MAPE from 5.75% to 1.68%.

Table 6. RMSE and MAPE on predicted values, years 2012–2016.

| Measure | RF   | GLM |
|---------|------|-----|
| RMSE    | 8505 | 24,416 |
| MAPE    | 1.68% | 5.75% |

Figure 7 illustrates the predicted average house prices obtained by the random forest algorithm compared to the values predicted by GLM. We can observe that GLM overestimates the AHP values in the period 2012–2014 and underestimates them in 2015–2016. The RF algorithm turns out to be more flexible, characterized by a better adaptive capacity.

In addition, we apply the Diebold–Mariano test (Diebold and Mariano 1995) for comparing the accuracy of forecast performance between RF and GLM. We define the forecast error $e_{it}$ as:

$$e_{it} = \hat{y}_{it} - y_t \quad i = 1, 2$$ \quad (9)

where $\hat{y}_{it}$ and $y_t$ are the predicted and actual values at time $t$, respectively. The loss associated with forecast $i$ is assumed to be a function of the forecast error and is denoted by $g(e_{it})$. We assume $g(e_{it}) = e_{it}^2$. The two forecasts have equal accuracy if and only if the loss differential between the two forecasts, $d_t = g(e_{1t}) - g(e_{2t})$, has zero expectation for all $t$.

The DM test statistic is defined as follows:

$$DM = \frac{d}{\sqrt{\frac{2}{N}}}$$ \quad (10)
where \( \bar{d} \) is the sample mean of the loss differential, \( s \) is the variance, and \( N \) the sample size. The null hypothesis of this test is that the models have the same forecast accuracy, i.e., \( H_0 : E[d_t] = 0, \forall t \), while the alternative hypothesis is that \( H_1 : E[d_t] \neq 0, \forall t \). If \( H_0 \) is true, then the \( DM \) statistic is asymptotically distributed as a normal standard normal distribution with 0 mean and standard deviation equal to 1.

\[
\text{DM} = \frac{\bar{d}}{s/\sqrt{N}}
\]

According to the \( DM \) test, since \( \text{DM} = -2.416 \) with \( p \)-value = 0.0365, the null hypothesis is rejected at the 5% level of significance, indicating that the observed differences between RF and GLM are significant and the forecasting accuracy of RF is better than that of GLM.

At the end of this section we briefly focus on a problem often ignored by the literature: the endogeneity of predictors that produces bias in the forecast results of regression algorithms. In our case, for instance, newly built homes may certainly affect home prices, but also the opposite could be true as well. The endogeneity could generate bias in the regression models and impacts on statistical significance of the coefficients. In the ordinary least square regression the bootstrapping method is used to reduce the bias of the coefficients. However, nonlinear methods in machine learning cannot provide coefficients of each feature, and thus it is not possible to bias correct the nonlinear regression. Recently, to overcome this problem Ghosal (2018) develop the one-step boost random forest for bias correction.

4. Conclusions

In this paper we have implemented a machine learning algorithm, RF, to predict houses price with an application to UK real estate data. In particular, we have analyzed the average house price of the center of London, taking in consideration urban explicative variables of the demand and supply of the houses. The point of view offered is different and complementary with respect to the literature on the field, which considers features attaining the buildings like size and location, and is based on an urban perspective to explain the evolution of the local real estate market. This is the main reason our data set has been selected. Despite the dataset size being small, the numerical results show a better prediction improvement by RF with respect to the traditional regression approach based on GLM. The use of RF in small datasets is common among data scientists as the bootstrapping, on which RF is based, allows the algorithm to perform well anyway. RF is relatively easy to build and does not require expensive hyperparameters tuning. Besides, to avoid overfitting that generally affects the models trained on small datasets, we control both the number of trees and the maximum depth. This improves the model’s ability to do not see patterns that do not exist. As regard to the importance of variables, the algorithm selects the local population as the most predictive variable. This result confirms that the
Demand size is the main driver of the real estate market. The space for further works is twofold: on one hand the model presented is flexible and can be easily extended to combine variables related to supply and demand with others attaining to the physical features of the house, on the other hand, different machine learning algorithms, like that deals with the problem of the endogeneity of predictors and the bias of results, can be implemented and compared. The research conducted can be reproduced for the analysis of other real estate dataset. A more accurate forecast of the evolution of real estate market prices must exploit not only variables relating to local characteristics of the market, but also combine them with different information sources such as macroeconomic ones. The improvements achieved can show practical feedback for the whole society. As population and urbanization grow, the need for models able to catch the possible evolution of the real estate market concerns more stakeholders, from homeowners to real estate companies to insurance companies and so on. In modern society we are witnessing the growth of the elderly “cash poor house rich”, those who own a home but have retirement incomes so low that they cannot ensure a decent survival and the necessary medical care. Faced with this phenomenon, the insurance market of Reverse Mortgage is developing considerably. In this context, the role that data play will be at the core of the forecasting of assets future value in terms of real-world evaluation and of the cost of insurance contracts related to house valuation.
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