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Abstract

A recent trend in hearing aids is the connection of the left and right devices to collaborate between them. Binaural systems can provide natural binaural hearing and support the improvement of speech intelligibility in noise, but they require data transmission between both devices, which increases the power consumption. This paper presents a novel sound source separation algorithm for binaural speech enhancement based on supervised machine learning and time-frequency masking. The system is designed considering the power restrictions in hearing aids, constraining both the computational cost of the algorithm and the transmission bit rate. The transmission schema is optimized using a tailored evolutionary algorithm that assigns a different number of bits to each frequency band. The proposed algorithm requires less than 10% of the available computational resources for signal processing and obtains good separation performance using bit rates lower than 64 kbps.
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1 Introduction

Most people suffering from impaired hearing and wearing hearing aids show a lack of intelligibility when they are in a noisy environment. Modern devices include some mechanisms to increment the hearing comfort of the user, including advanced features such as acoustic feedback cancellation [1,2], automatic environment classification [3,4], or speech enhancement [5,6]. One of the most challenging problems found in the design of hearing aids is the reduction of undesired noise and interference signals to increase speech intelligibility without introducing audible distortions in the target speech. The implementation of signal processing algorithms in hearing aids presents additional challenges: the reduced battery life, which limits the computational capability of the device, the requirement of real-time processing, which limits the processing delay to few milliseconds and reduces the number of frequency bands used for the analysis, and the small size of the device, which limits the number of assembled microphones.

A common approach to remove undesired sound sources is to provide the device with directivity, assuming that the undesired sources and the target source are spatially separated. Directional microphones have been amply included in hearing aids for over 25 years and have proved to significantly increase speech intelligibility in various noisy environments [7]. However, they are usually not applicable to small ear canal devices for reasons of size, the higher internal noise they have compared to omnidirectional microphones, and their fixed directivity pattern which does not allow adapting the directivity to changing acoustic environments [8]. In the last years, microphone arrays composed of omnidirectional microphones have drawn the attention of hearing aid designers [9,10]. The use of multiple channels allows implementing speech enhancement algorithms based on spatial filtering (beamforming) and source separation. Both fixed and adaptive beamforming techniques have been successfully implemented in modern hearing aids [11-14], due to their reduced complexity in comparison to traditional multichannel source separation algorithms based on ICA or clustering. Originated in the computational auditory scene analysis (CASA) [15], the time-frequency masking approach for source separation is a potential solution for
speech enhancement in hearing aids [16], as long as the estimation of the time-frequency mask involves low computational complexity. The ideal binary mask (IBM) is defined in [17] as the one that takes values of zero or one by comparing the local signal-to-noise ratio (SNR) in each time-frequency bin against a threshold, which is typically chosen to be 0 dB. Several studies [18-20] have demonstrated that the application of the IBM to separate speech in noisy conditions entails an improvement in speech intelligibility. Unfortunately, the computation of the IBM needs to have access to the target speech source and noise signals, information that is not available in practice. Hence, the IBM should be estimated somehow from the corrupted signal, obtaining a binary mask that is just an approximation of the IBM.

Many hearing-impaired people have bilateral hearing loss and they are forced to wear two devices. When hearing aids are worn at both ears, these devices usually operate independently. However, there is a new trend of binaural hearing aids that connects both devices in order to exchange information between them. Binaural hearing provides considerable benefits over using a single ear, due to the ability to preserve spatial cues, which are necessary to localize and separate sounds. Unfortunately, the communication between both hearing devices should be implemented with a wireless link, due to aesthetic reasons, which unavoidably increases the power consumption and, consequently, reduces the battery life. This fact opens a new problem: how to reduce the bit rate transmitted between both devices without decreasing the performance of the speech enhancement algorithm.

In the recent years, several works have proposed microphone array-based binaural spatial filtering techniques, using both fixed beamformers [21,22] and adaptive beamformers [23,24]. The work in [25] analyzes the robustness of binaural fixed and adaptive beamformers by means of objective perceptual quality measures. In [26], three different strategies are proposed, two of them are based on the estimation of the short-time spectral amplitude of the original signal, and the third one is based on spatial filtering. The aforementioned proposed solutions have demonstrated their ability to reduce noise and to improve speech quality. However, they assume that the original signals received at the right and left devices are available at both sides, which involves a high bandwidth communication. In practice, the signals are not completely transmitted, and the transmission rate (and the power consumption) depends on the amount of exchanged information. This problem is approached in [27], which evaluates the array gain provided by collaborating hearing aids as a function of the communication rate, using an information theoretic approach. In [28], the authors evaluate the decrement of noise reduction achieved by a binaural multichannel Wiener filter when reducing the bandwidth of the transmission link. The work in [29] proposes two approaches to reduce data transmission: the first approach is to transmit only an estimation of the undesired signal at a determined bit rate and the second approach is to transmit the complete received signal at the determined bit rate. Unfortunately, the performance of the algorithms in [27,29] is notably reduced when the transmission rate decreases (e.g. lower than 16 kbps). An additional problem associated to the use of beamforming techniques for wireless-communicated binaural hearing is the following. The output of the beamformer is obtained by combining a weighted version of the input channels from both devices. If one or several speech signals have been quantized and transmitted to the other device, the beamforming output is directly affected by quantization noise.

The goal of this paper is the design of an energy-efficient speech enhancement algorithm with low computational cost for wireless-communicated binaural hearing aids. The binaural speech enhancement problem is approached from a different perspective, using time-frequency masking rather than spatial filtering. In this context, there are two problems to solve. First, a low-cost speech enhancement algorithm that uses binaural information is designed. The proposed algorithm estimates the IBM, which has been proven to correlate with intelligibility [18-20], using a generalized version of the least-squares linear discriminant analysis (LS-LDA) [30]. The classifier uses a set of features extracted from the short-time Fourier transform (STFT) of the signals received at both ears, assuming that all information has been exchanged between both devices. The second problem to solve is the reduction of the amount of information exchanged between both devices minimizing the effects on the performance obtained by the speech enhancement algorithm. The signal of one of the devices is quantized before being transmitted to the other device, which calculates the binary mask. The quantization of each frequency band can be performed with a different number of bits. An optimization algorithm based on evolutionary computation is proposed to distribute a limited number of bits among the different frequency bands, allowing to assign a value of 0 bits, which avoid transmitting unnecessary information. In the proposed schema, the transmitted signals are only used to estimate the mask, and quantization noise does not directly affect the quality of the output speech signal, although it may affect the mask estimation.

Our previous work in [31] addressed the same problem described in this paper, designing a low-cost speech separation system based on the computation of the time-frequency binary mask that maximizes the W-disjoint orthogonality (WDO) factor and increases the energy efficiency of the wireless-communicated binaural hearing aids. There are 3 main differences of that work with the
one described in this paper. First, the goal of the current
design is to obtain a system that estimates the IBM rather
than maximizes the WDO. Second, unlike the previous
work that only considered the time and level differences
between both ears as input features, this work proposes
and studies a different combination of features, with the
novelty that they are calculated not only from the current
time-frequency point but also from the neighbor time-
frequency points. And third, the algorithm proposed in
this paper optimizes the weights of the classifier and the
bit distribution at the same time, and for all frequencies
at once.

2 Time-frequency masking source separation
Speech signals are sparse in the time-frequency domain,
that is, most of the sample values of a signal are zero or
close to zero in this domain. This property is very use-
ful for speech source separation due to the fact that the
probability of two or more sources being simultaneously
active is low in a sparse representation. Two signals are
considered to be W-disjoint orthogonal (WDO) if their
STFT representations do not overlap [32]. If this pro-
perty is strictly met, the original signals can be perfectly
demixed by identifying the active time-frequency regions
of each source, which leads to a time-frequency binary
mask. Usually, speech signals only show an approximate
WDO behavior in the sense that the probability of two
sources having high energy in the same time-frequency
point is low [33]. This fact allows separating sources by
time-frequency masking with a good performance.

2.1 The ideal binary mask (IBM)
Let us consider the STFT of a mixture signal \(X(k,m) =
S(k,m) + N(k,m)\), where \(S(k,m)\) is the target speech
source, \(N(k,m)\) contains all the undesired sources (noise),
\(k\) represents the frequency index, \(k = 1, \ldots, K\), and \(m\)
the time frame index, \(m = 1, \ldots, M\). The 0-dB ideal binary
mask (IBM) is then defined as [34]

\[
\text{IBM}(k,m) := \begin{cases} 
1, & |S(k,m)|^2 > |N(k,m)|^2 \\
0, & \text{otherwise}
\end{cases},
\]

(1)

where the time-frequency bins are associated to the
source that has more energy than its interfering sources.
It has been demonstrated in [18-20] that the applica-
tion of the IBM to separate speech from noise entails
an improvement in the intelligibility of the target speech
signal. Unfortunately, the clean and noise signals are not
available in practice, and the IBM must be estimated from
the mixtures, which decreases the performance. The study
in [19] evaluates the impact of the IBM estimation errors
in the intelligibility of the separated signals.

2.2 The W-disjoint orthogonality (WDO) quality factor
It is established in [35] that the performance of a given
time-frequency mask depends on two criteria: the amount
of preserved target source and the amount of suppressed
interfering sources. These two conditions are measured
by the preserved-to-signal ratio (PSR) and the signal-to-
interference ratio (SIR), respectively. The PSR indicates
the amount of the energy of the target source preserved by
the mask after separation, and it is calculated as

\[
\text{PSR} = \frac{\|M(k,m) \cdot S(k,m)\|^2}{\|S(k,m)\|^2},
\]

(2)

where \(M(k,m)\) is the time-frequency mask computed for
the separation of the target source \(S(k,m)\). If the sources
were strictly WDO, the IBM mask defined in (1) would
preserve all the energy of the desired signal, obtaining the
maximum value \(\text{PSR} = 1\).

On the other hand, the SIR measures the amount of
energy from the interfering sources suppressed by the
mask, and it is given by

\[
\text{SIR} = \frac{\|M(k,m) \cdot S(k,m)\|^2}{\|M(k,m) \cdot N(k,m)\|^2}.
\]

(3)

If the sources were strictly WDO, the IBM mask in (1)
would completely suppress the energy of the interfering
signal, and then the SIR would be infinite (\(\text{SIR} = \infty\)). Both
the PSR and the SIR are combined into the WDO factor
using the following expression:

\[
\text{WDO} = \frac{\|M(k,m) \cdot S(k,m)\|^2 - \|M(k,m) \cdot N(k,m)\|^2}{\|S(k,m)\|^2 \cdot \text{PSR}}.
\]

(4)

It is clear that WDO sources perfectly separated with the
IBM mask defined in (1) have a value of \(\text{WDO} = 1\), which
is the maximum value. However, this value is only achiev-
able by perfect WDO sources and it obviously decreases
(i.e. \(\text{WDO} \leq 1\)) with approximately WDO sources, due
to the fact that a small part of the source signals overlap,
which implies that the mask is not able neither to pre-
serve all the energy of the desired signal nor to reject all
the energy of the interfering signals. Therefore, the WDO
factor is a good indicator of the quality of the separa-
tion achieved by a time-frequency mask for approximately
WDO sources.

3 Proposed binaural speech enhancement system
3.1 System overview
The assumed acoustic scenario and the binaural speech
enhancement system proposed in this paper are repre-
sented in Figure 1. In this scenario, the hearing aid user
Figure 1 Binaural speech enhancement system. Overview of the wireless-communicated binaural speech enhancement system proposed in this paper.

who wears two hearing aids wants to understand the speech produced by an interlocutor. Assuming that the user is looking at the desired interlocutor, the sound arriving at both devices is a mixture of the desired source coming from the straight-ahead direction (the green circle) and a combination of undesired sound sources coming from other directions (the gray cloud). The origin of the undesired sources may vary: different speakers, babble, music, traffic noise, TV, etc. Hence, the signals entering the left and the right hearing aids, $x_L[n]$ and $x_R[n]$, can be expressed as

$$
x_L[n] = s_L[n] + n_L[n],
$$

$$
x_R[n] = s_R[n] + n_R[n],$$

where $s_L[n]$ and $s_R[n]$ are the target signals arriving at the left and right hearing aids, respectively, and $n_L[n]$ and $n_R[n]$ represent the combination of undesired sources (noises coming from other directions) entering the left and right hearing aids, respectively. The filterbank of each device computes the STFT of each frame, obtaining $X_L(k, m)$ and $X_R(k, m)$ for the left and right ears, respectively. The amplitude (in dB) of the STFT is represented by $A_L(k, m)$ and $A_R(k, m)$ for the left and right hearing aids, respectively, and it is calculated according to

$$
A_L(k, m) = 20 \log_{10} |X_L(k, m)|,
$$

$$
A_R(k, m) = 20 \log_{10} |X_R(k, m)|.
$$
We use the logarithmic transformation of the squared amplitude because it provides more meaningful information from the human hearing point of view. The phase of the STFT is represented by $\phi_L(k, m)$ and $\phi_R(k, m)$ for the left and right hearing aids, respectively.

The speech enhancement system is based on the estimation of the IBM defined in (1) from the two binaural mixtures. The IBM is not necessarily the same for the left and right devices. However, in order to preserve the binaural cues, we assume that the same mask is applied in the right and left devices. The IBM is calculated here using the energy of the signals of both devices. The mask is calculated only in one of the devices and transmitted to the other one, thus reducing the computational load in one of the devices. In the schema shown in Figure 1, the right device transmits the amplitude and phase of the STFT of its received signal, $A_R(k, m)$ and $\phi_R(k, m)$, to the left device, which calculates the binary mask $M(k, m)$ and transmits it to the right device. Once both devices have the mask, they apply it to the STFT of their received signals and compute the inverse STFT (ISTFT) to obtain a clean version of the original target source, which is directly played in the loudspeaker of the hearing device.

The computational cost associated to the estimation of the IBM must be relatively low, according to the low computational power available in hearing aids. In this work, we propose the use of a low-cost classifier to decide whether a time-frequency point belongs to speech or noise, thus generating a time-frequency binary mask. The classifier uses a set of features extracted from the STFT of the left and right mixtures ($A_L(k, m)$, $\phi_L(k, m)$, $A^B_{Lk}(k, m)$, and $\phi^B_{Lk}(k, m)$) and it is trained with the IBM as target output.

The linear discriminant analysis (LDA) [36] is a supervised pattern recognition method that uses a linear combination of a set of input features in order to tackle a classification problem, establishing linear decision boundaries between two or more classes. Let us consider the pattern vector $x_p$ (i.e., the observations) containing $L$ input features, $x_p = [x_1, x_2, \ldots, x_L]^T$, which are extracted from the mixture signal in the problem at hand. Each pattern $x_p$ can be assigned to one of the two possible classes defined in this work, speech or noise. The pattern matrix $P$ of size $L \times P$ is defined as a matrix that contains the patterns of a set of $P$ data samples, $P = [x_1, \ldots, x_P]$, and the matrix $Q$ is defined as

$$Q = \begin{bmatrix} 1 \\ P \end{bmatrix},$$

where $1$ is a row vector of length $P$. The output of the LDA is obtained as a linear combination of the input features, according to

$$y = v^TQ.$$
where the vector \( \mathbf{v} = [v_0, v_1, v_2, \ldots, v_L]^T \) contains the bias \( v_0 \) and the weights applied to each of the \( L \) input features, and \( y \) is a vector of size \( 1 \times P \) containing the output of the LDA for the \( P \) input patterns. For each of the patterns, the binary mask is generated according to

\[
M(k, m) := \begin{cases} 
1, & y_p > y_0 \\
0, & \text{otherwise}
\end{cases},
\]

where \( y_p \) is the output of the LDA for the \( p \)th pattern and \( y_0 \) is a threshold value. The output values of the classifier range from 0 to 1, so the threshold value is set to \( y_0 = 0.5 \).

The design of the classifier consists in finding the vector \( \mathbf{v} \) that minimizes the estimation error. In supervised learning, the true values associated to each data sample are accessible, and they are used to train the classifier. These values are contained in the target vector defined as \( t = [t_1, t_2, \ldots, t_P]^T \), with values of 1 in the case of speech and 0 in the case of noise. In this work, the target values are those corresponding to the IBM defined in (1). The estimation error is defined as the difference between the output values of the LDA (8) and the true values

\[
e = y - t = \mathbf{v}^T \mathbf{Q} - t,
\]

and the mean square error (MSE) is computed according to

\[
\text{MSE} = \frac{1}{P} \| y - t \|^2 = \frac{1}{P} \| \mathbf{v}^T \mathbf{Q} - t \|^2 .
\]

In the least squares approach (LS-LDA) [30], the weights are adjusted in order to minimize the MSE. The minimization of the MSE is obtained by deriving the expression (11) with respect to every weight of the linear combination, giving rise to the following expression:

\[
\mathbf{v} = t \mathbf{Q}^T (\mathbf{Q} \mathbf{Q}^T)^{-1} .
\]

The LDA is limited to separate both classes linearly. However, it is possible to discriminate classes with more complex decision boundaries by introducing nonlinear transformations of the original input features. In the general case, the matrix \( \mathbf{Q} \) can be defined as

\[
\mathbf{Q} = \begin{bmatrix} 1 \\ f_1(\mathbf{P}) \\ \vdots \\ f_{N_f}(\mathbf{P}) \end{bmatrix},
\]

where \( f_1, \ldots, f_{N_f} \) are \( N_f \) transformations performed over the original input features contained in \( \mathbf{P} \). The weight vector is then defined as \( \mathbf{v} = [v_0, v_1, \ldots, v_{N_f \times L}]^T \), and it can also be obtained using expression (12). Henceforth, this is denominated generalized discriminant analysis (GDA), and it is the classification schema used in this paper, which has been labeled as LS-GDA.

The implementation of the proposed classifier is relatively simple, its computational cost being directly related to the number of features included in \( \mathbf{Q} \). Considering that the selected data is consecutively stored in memory, and the processor performs the multiply-accumulate (MAC) operation in a single instruction, the number of instructions necessary to process each frequency band by the LS-GDA is approximately \( L + 1 \), where \( L \) is the number of input features (we drop here the constant number of instructions necessary to generate the mask, which is a simple comparison). Hence, limiting the computational cost of the classifier is equivalent to limiting the number of features used for classification. The selection procedure to determine the best set of features to solve the classification problem at hand is included in section 4.

### 3.3 Evolutionary algorithm to reduce the transmission bit rate

The low-cost classifier proposed in the previous section provides an estimation of the IBM minimizing the MSE. The classifier uses a set of features calculated from the signals received at both ears, which implies that all the information is transmitted from the right device to the left one. Unfortunately, this is not an energy-efficient system. The second step in the design of the binaural speech enhancement system proposed in this paper is the reduction of the transmission bit rate, which implies a reduction in the power consumption, while minimizing the effect that quantization has in the enhanced speech. In this work, we propose to optimize the transmission rate assigning a different number of bits \( B_{Ak} \) and \( B_{Bk} \) to quantize the values \( A_{Bk}(k, m) \) and \( \phi_{Bk}(k, m) \) of each frequency band. The number of bits may also differ between both values of the same frequency. This transmission schema allows assigning more bits to the frequencies and values providing more information to the classifier.

In order to optimize the bit distribution, a tailored evolutionary algorithm is proposed, considering that the number of bits associated to the transmission of the data of each time frame (i.e., the bit rate) is constrained. The algorithm searches the best assignment of bits among frequency bands in order to minimize the MSE obtained by the LS-GDA classifier (the MSE is then the fitness function). The matrix \( \mathbf{Q} \) is created including the selected set of features calculated with the values \( A_{Bk}(k, m) \) and \( \phi_{Bk}(k, m) \) quantized with different number of bits \( B_{Ak} \) and \( B_{Bk} \), considering all integer values of bits from 0 to 8. The values \( B_{Ak} = 0 \) and \( B_{Bk} = 0 \) mean that no
information from this value in the $k$-th frequency band is transmitted. Hence, the rows of $Q$ contain the features quantized with different number of bits. The values $A_R^{k, m}(k, m)$ and $\phi_R^{k, m}(k, m)$ received by the left device are simulated by quantizing uniformly the values using $2^{B_A}$ and $2^{B_P}$ quantization steps, respectively. The dynamic range has been limited to 90 dB for the amplitude values ($A_L$ and $A_R$ are logarithmic values) and $2\pi$ for the phase values.

Each candidate solution is defined by a vector containing the number of bits (between 0 and 8) assigned to the level and phase values ($A_R(k, m)$ and $\phi_R(k, m)$) of each frequency band, a total of $2K$ values ($K$ is the number of frequency bands). The search algorithm selects the quantized features among the rows of the matrix $Q$ according to the bits of each candidate solution, and then evaluate the classifier using the quantized features. The fitness function is the MSE of the classifier. The complete steps of the search algorithm are as follows:

1. The matrix $Q$ is created containing the selected set of features calculated using the values $A_R^{k, m}(k, m)$ and $\phi_R^{k, m}(k, m)$, quantized with different number of bits, from 0 to 8.
2. An initial population of 100 candidate solutions is generated. Each solution contains $2 \cdot K$ values between 0 and 8 bits, which corresponds with a different number of bits for $A_R(k, m)$ and $\phi_R(k, m)$ for each frequency band.
3. The candidates of the population are validated to fulfill the constraint of the total number of bits. If a candidate solution exceeds by $N_D$ maximum number of bits allowed, the number of bits of a number of $N_D$ random positions of the candidate solution are decreased by one. In case that the number of bits of an element falls below 0, it is set to 0. The procedure iterates until the candidate solution fulfills the requirement.
4. The fitness function (MSE) of the classifier is then evaluated for each candidate solution and frequency band, following the next steps:
   (a) To extract the quantized version of the features from $Q$, according to the current candidate solution.
   (b) The weight values $v$ are calculated for each frequency band, using expression (12).
   (c) The MSE of each solution and frequency band is calculated according to expression (11).
   (d) The MSE associated to a candidate solution is the average of the MSE obtained in all frequency bands.
5. A selection process is applied, using the MSE of each solution as ranking. It consists in selecting the best 10% of the solutions of the population, removing the remaining solutions.
6. The remaining 90% solutions of the new generation are then generated by uniform crossover of the best candidates.
7. Mutations are applied in the 1% of the new population, excluding the best obtained solution which is preserved. Mutations consist of increasing or decreasing by one the number of bits of random positions of the mutated candidate solution.
8. The process is repeated from steps 3 to 7 until 100 generations are evaluated. Since the best solution of each iteration is not modified, the best solution obtained in the last iteration is considered the best solution.

The values of the parameters of the evolutionary algorithm (population size, crossover rate, mutation scheme, and number of generations) have been found to obtain a quite good tradeoff between design time and performance for the experiments carried out in this paper.

4 Experimental work and results

4.1 Database generation

The suitable database design plays a vital role in any kind of problem based on supervised machine learning. In order to validate the algorithms proposed in this work, a database of binaural speech and noise mixtures has been generated to design and test the classifier. In the case of speech, the TIMIT database described in [37] has been used. It contains a total of 626 speech male/female recordings sampled at 16 kHz with a duration of 4 s. Another 626 noise sources have been selected from an extensive database which contains both stationary and non-stationary noise. Stationary noise refers to monotonous noisy environments, for instance, the aircraft cabin noise. Non-stationary noise to other non-monotonous noises, for example, children shouting in a kindergarten. We have taken into account a variety of noise sources, including those from the following diverse environments: aircraft, bus, cafe, car, kindergarten, living room, nature, school, shops, sports, traffic, train, train station, etc. All the speech and noise signals have been initially normalized with power level of 0 dB.

A number of 1,000 binaural mixtures are generated using the head-related impulse responses (HRIR) included in the CIPIC database [38], which contains recordings of the HRIR with in-the-canal microphones in 43 different human subjects and 2 KEMAR mannequins. The recordings of the database were performed for different spatial directions, splitting the space in 50 elevation
 angles and 25 azimuthal angles, having a total of 1,250 source directions. The mixtures are generated with the following setup: a speech source is placed in the front position (i.e. 0° in azimuth, 0° in elevation), and a different noise source is placed at each side of the head. The speech and noise sources are randomly selected from the TIMIT and noise databases, respectively, and the positions of the noise sources are randomly selected among the positions defined in the CIPIC database, avoiding the front direction. The HRIR used in each mixture is also randomly selected among the HRIR of the different subjects contained in the CIPIC database. The database is generated with SNRs of 0, 3, and 5 dB, considering that the noise power is the addition of the power of both noise sources. Considering that \( s[n] \) is the target speech signal and \( n_1[n] \) and \( n_2[n] \) are the two noise sources, respectively, the binaural mixture is given by

\[
x_L[n] = s_L[n] + n_{1L}[n] + n_{2L}[n], \\
x_R[n] = s_R[n] + n_{1R}[n] + n_{2R}[n],
\]

where the signals at the left and right ear (i.e. \( s_{L/R}[n] \), \( n_{1L/R}[n] \), and \( n_{2L/R}[n] \)) are obtained by filtering the original sources with the corresponding HRIR function. For properly designing and testing the speech separation system, the database is split into two different subsets, one for design and another for test. The design set contains the 70% of the 626 signals, and the test set the remaining 30%. It is very important to emphasize that the test sounds are not used in the design process. The sampling rate is 16 kHz and the signals are transformed into the time-frequency domain with a STFT that uses a 128-points Hanning window with 50% of overlap, which corresponds with \( K = 64 \) frequency bands (DC component is not processed). The target IBM is calculated according to

\[
T(k, m) := \begin{cases} 1, & |s_L(k, m)|^2 + |s_R(k, m)|^2 > |N_{1L}(k, m) + N_{2L}(k, m)|^2 + |N_{1R}(k, m) + N_{2R}(k, m)|^2 \\ 0, & \text{otherwise} \end{cases}
\]

\[
A_L \text{ and } \phi_L \text{ are the amplitude of the STFT of the left signal, respectively; } A_R \text{ and } \phi_R \text{ are the amplitude and phase of the STFT of the right signal, respectively.}
\]

Finally, is it worth clarifying that the number of data samples \( P \) contained in the matrix \( Q \) is given by \( M \times Nmixtures \), where \( M \) is the number of time frames of each mixture and \( Nmixtures \) is the number of mixtures of the database.

### 4.2 Selection of the input feature space

In this section, we propose different combinations of input features extracted from the STFT of the right and left signals and then we evaluate their performance using the proposed LS-GDA classifier. In order to select the most suitable feature set, we have to find a tradeoff between the speech enhancement obtained by the system and the computational burden associated to the use of each set, bearing in mind the limited computational resources of hearing aids. The study in this section is carried out without considering quantization. Hence, the available information from both mixtures is composed by the values \( A_L(k, m), \phi_L(k, m), A_R(k, m), \) and \( \phi_R(k, m) \). We propose six different sets of features to compare, which are included in Table 1. Each feature of the set is obtained by applying different simple transformations to the original amplitude and phase values, as defined in expression (13). The transformations \( f_i \) includes squared amplitude, amplitude and phase differences, and amplitude product. The different sets contain a variety of number of features, which is labeled as \( NftSet \), and it ranges from 2 to 7. Although quantization is not considered here, we have given more importance to the features extracted from the left signal, which will not be quantized in the final system.

The classification of a time-frequency point into speech or noise can be performed using one of the proposed set of features, where the values are calculated from the STFT of the current time-frequency point. Additionally, we propose to include further information related to the neighbor time-frequency points, calculating also the proposed set of features from the STFT of these points. In this work, we consider to use a T-shaped time-frequency footprint, as it is shown in Figure 2. The value \( Nfreqs \) represents the number of neighbor frequencies taken in each direction (upper frequencies and lower frequencies), then \( 2Nfreqs \) is the total number of neighbor frequencies included. The number of previous time frames considered is \( Nframes \). Hence, the total number of features \( L \) used by the classifier, which depends on the selected set, is given by

\[
L = NftSet(2Nfreqs + Nframes + 1).
\]

Note that in the case of a symmetric implementation of the proposed system, an extra number of \( Nfreqs \) neighbor channels should be transmitted.

### Table 1 Proposed combination of features

| SET   | NftSet | Features |
|-------|--------|----------|
| SET1  | 3      | \( A_L, (A - A_s)^2, (\phi - \phi_s)^2 \) |
| SET2  | 3      | \( A_L, \text{abs}(A - A_s), \text{abs}(\phi - \phi_s) \) |
| SET3  | 4      | \( A_L, A_L^2, (A - A_s)^2, (\phi - \phi_s)^2 \) |
| SET4  | 2      | \( (A - A_s)^2, (\phi - \phi_s)^2 \) |
| SET5  | 7      | \( A_L, A_R, A_L^2, A_R^2, A_L - A_R, \text{abs}(A - A_s), \text{abs}(\phi - \phi_s) \) |
| SET6  | 6      | \( A_L, A_L^2, \text{abs}(A - A_s), (A - A_s)^2, \text{abs}(\phi - \phi_s), (\phi - \phi_s)^2 \) |
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The experiments carried out in this section have two objectives: first, the selection of the best set of features among the six proposed (Table 1) and second, the selection of the optimum time-frequency footprint, finding the best values for \(N_{\text{freqs}}\) and \(N_{\text{frames}}\). The two problems are solved separately in two different experiments described below.

### 4.2.1 Selection of the best set of features

The six different sets of features are evaluated using a time-frequency footprint with the same number of neighbor frequencies and time frames, \(N_{\text{freqs}} = N_{\text{frames}}\). The values of \(N_{\text{freqs}}\) (and \(N_{\text{frames}}\)) are varied from 0 to 10, which allows evaluating also the case of using only the information of the current time-frequency point (i.e. \(N_{\text{freqs}} = N_{\text{frames}} = 0\)). The comparison is performed in terms of the average WDO value obtained by the separation algorithm when the classifier uses each set of features, using the database of speech and noise mixtures previously described, with SNR of 0, 3, and 5 dB. The steps carried out in this experiment are the following:

1. Create the matrix \(Q\) calculating the features corresponding to the evaluated set and time-frequency footprint, using the data from the design set.
2. Calculate the weights of the LS-GDA classifier using Equation (12).
3. Create the matrix \(Q\) calculating the features corresponding to the evaluated set and time-frequency footprint, using now the data from the test set.
4. Generate the binary mask for each mixture of the test database, using the weights calculated in point 2, according to (9).
5. Compute the WDO value for all the mixtures of the test database using the binary mask and the power of the original signals.

6. Repeat steps 1 to 5 for each set of features, time-frequency footprint, and SNR.

The results of the experiment are shown in Figure 3. The represented WDO values have been averaged over all the mixtures in the test database, and they are represented against the total number of features \(L\), which depends on the feature set and the time-frequency footprint. The different sets of features are represented with lines of different colors, and the different values of \(N_{\text{freqs}}\) (and \(N_{\text{frames}}\)) are represented with squares over the lines. Analyzing the three subfigures, which correspond with different levels of SNR, we deduce that the relative behavior of the different set of features is the same for different SNRs, obtaining higher WDO values with higher SNRs, as it is expected. Additionally, the WDO obtained increases asymptotically with the number of features. It can be easily deduced that the SET2 (red line) represents the best tradeoff in terms of WDO and number of features, for any SNR. In the case of SNR = 0 dB (a), SET2 achieves WDO values around 0.8 with only 50 features. The feature set SET6 achieves the same levels of WDO but using a higher number of features. In the case of the set SET4, which only uses two features, the results are notably worse comparing with the rest of combinations. Adding more features to SET2, as in the cases of SET3, SET5, and SET6, does not bring any improvement. Another important result obtained from this experiment is the noticeable improvement achieved by the introduction of the information of neighbor time-frequency points.

The conclusion of this analysis is that the combination of features labeled as SET2 is the best solution among the evaluated. From here onwards, all the experiments will be carried out with this set of features.

### 4.2.2 Selection of the best time-frequency footprint

Unlike the previous experiment, which used a time-frequency footprint with the same number of neighbor frequencies and time frames, we consider now that these two values may differ. The objective of the next experiment is to find the optimum values of \(N_{\text{freqs}}\) and \(N_{\text{frames}}\), using the set of features selected in the previous experiment, SET2. For this purpose, we have evaluated the WDO value obtained by the separation algorithm when the classifier uses different sizes of the time-frequency footprint, varying \(N_{\text{freqs}}\) and \(N_{\text{frames}}\) from 0 to 6 independently, using the features defined in SET2. The steps of the experiment are

1. Create the matrix \(Q\) with the features of SET2 and the time-frequency footprint, and SNR.

The represented WDO values have been averaged over all the mixtures in the test database, and they are represented against the total number of features \(L\), which depends on the feature set and the time-frequency footprint. The different sets of features are represented with lines of different colors, and the different values of \(N_{\text{freqs}}\) (and \(N_{\text{frames}}\)) are represented with squares over the lines. Analyzing the three subfigures, which correspond with different levels of SNR, we deduce that the relative behavior of the different set of features is the same for different SNRs, obtaining higher WDO values with higher SNRs, as it is expected. Additionally, the WDO obtained increases asymptotically with the number of features. It can be easily deduced that the SET2 (red line) represents the best tradeoff in terms of WDO and number of features, for any SNR. In the case of SNR = 0 dB (a), SET2 achieves WDO values around 0.8 with only 50 features. The feature set SET6 achieves the same levels of WDO but using a higher number of features. In the case of the set SET4, which only uses two features, the results are notably worse comparing with the rest of combinations. Adding more features to SET2, as in the cases of SET3, SET5, and SET6, does not bring any improvement. Another important result obtained from this experiment is the noticeable improvement achieved by the introduction of the information of neighbor time-frequency points.

The conclusion of this analysis is that the combination of features labeled as SET2 is the best solution among the evaluated. From here onwards, all the experiments will be carried out with this set of features.
3. Create the matrix $Q$ with the features of SET2 and the time-frequency footprint evaluated, using now the data from the test set.

4. Generate the binary mask for each mixture of the test database, using the weights calculated in point 2, according to (9).

5. Compute the WDO value for all the mixtures of the test database using the binary mask and the power of the original signals.

6. Repeat steps 1 to 5 for each value of $Nfreqs$ and $Nframes$ and each SNR.

Figure 4 shows the results of this experiment. The WDO values have been averaged over all the mixtures in the test database, and they are represented against the total number of features ($L$), which depends on the values given to $Nfreqs$ and $Nframes$ (see expression (16)). The different values of $Nframes$ are represented with lines of different colors, and the different values of $Nfreqs$ with squares over the lines. The plot in (a) corresponds with a SNR of 0 dB, the plot in (b) with a SNR of 3 dB, and the plot in (c) with a SNR of 5 dB. The relative behavior of the different sizes of the time-frequency footprint is the same for the different SNRs. Concerning the number of previous time frames ($Nframes$), the higher WDO values are generally obtained when using only 2 time frames. Regarding the number of neighbor frequencies,
Figure 4 Time-frequency footprint selection. (a) SNR = 0 dB, (b) SNR = 3 dB and (c) SNR = 5 dB. Description: average WDO value obtained by the non-quantified classifier with the selected combination of features varying the number of neighbor frequencies (Nfreqs) and previous time frames (Nframes) of the time-frequency footprint. The different values of Nframes are represented with lines of different colors and the different values of Nfreqs with squares over the lines.

the increment of the WDO values is more noticeable for values up to Nfreqs = 3, whereas the amount of increment decreases with higher number of frequencies. Finally, the improvement obtained by the introduction of the information of neighbor time-frequency points is clearly demonstrated.

From the analysis of the results obtained with this experiment, we propose that a time-frequency footprint with Nfreqs = 3 and Nframes = 2 represent a good tradeoff between speech separation and computational cost. The proposed solution obtains an WDO value of 0.79 for mixtures at 0 dB, using only 27 features to classify each time-frequency point. Finally, it is worth mentioning that a square-shaped time-frequency footprint have been also considered. However, it does not outperform the results of the T-shaped footprint due to the notably higher number of required features.

4.2.3 Evaluation of the computational cost associated to the proposed solution

In order to objectively evaluate the computational cost associated to the proposed classifier, we perform a quantitative study of the number of instructions available for speech enhancement in hearing aids, considering the characteristics of a state-of-the-art commercial device. Common DSP's embedded in hearing aids have a
processor with a selective clock speed that usually ranges from 1.28 to 5.12 MHz. They use a Harvard architecture containing a multiplier-accumulator (MAC) with a set of instructions completed in a clock cycle; hence, the number of mega instructions per second (MIPS) is the clock speed value. The sampling rate $f_s$ is usually adjustable but limited by the output frequency range of the loudspeaker, 16 kHz normally being the selected sampling rate. The analysis and synthesis windows have a length of $L_{\text{WIN}}$ samples working with 50% of overlap, and the DTF-based frequency analysis contains $K$ frequency bands. According to this, the number of instructions available to process each frequency band (IPF) of a frame is calculated using the next expression:

$$\text{IPF} = \frac{\text{MIPS} \times L_{\text{WIN}}/2}{K \times f_s}.$$ (17)

In the special case of a processor with a clock speed of 5.12 MHz (5 MIPS), and working with a sampling rate of 16 kHz, analysis window of 128 samples and 65 frequency bands (i.e., our case), the number of instructions available to process each frequency band of a frame is 308. These instructions are shared between the different signal processing algorithms included in the device: the multi-band compression-expansion algorithm, feedback cancellation, automatic acoustic environment classification, and speech enhancement. Hence, the proposed speech enhancement algorithm should only use a part of the total number of available instructions.

The solution selected after the study carried out in this section uses 27 features. The number of instructions necessary to process each frequency band by the LS-GDA is approximately $L+1$. Therefore, the number of instructions associated to the proposed solution represents less than 9% of the available number of instructions. This result supports the feasibility of implementing the proposed speech enhancement algorithm in real hearing aids.

### 4.3 Optimizing the transmission rate

The proposed evolutionary algorithm to optimize the bit distribution has been executed different times varying the transmitted bit rate from 0 to 512 kbps. In the case that the bit rate is 512 kbps, all the quantized data is transmitted with the maximum number of bits, $B_{Ak} = 8$ and $B_{Rk} = 8$ (i.e., 16 bits per frequency band, $K = 64$, and 500 frames per second); hence, the optimization is not required. In order to compare the effectiveness of the proposed algorithm, we have also evaluated the performance obtained by an uniform distribution of bits, assigning a constant number of bits to the amplitude and phase values of each frequency band. The values assigned in this case are 1, 2, 4, and 8, which corresponds with transmission rates of 64, 128, 256, and 512 kbps, respectively.

Figure 5 represents the WDO values, averaged over the mixtures of the test set, as a function of the transmission bit rate (kbps). The WDO values obtained by the proposed transmission schema in the case of an optimized distribution of bits are represented by solid lines and in the case of an uniform distribution of bits are represented in dashed lines. The different colors represent different SNR values. Additionally, the limiting WDO value ($WDO_{\text{lim}}$), which is the WDO value obtained by the IBM and represents the upper bound for any possible separation system, is represented by a straight line for each SNR.

In the case of transmitting the quantized values with the maximum number of bits (512 kbps), the WDO values obtained by the proposed algorithm practically match the WDO values in case of non-quantization (i.e., using $A_k(k, m)$ and $\phi_k(k, m)$). The performance is nearly unaffected when the transmission rate is decreased up to 128 kbps, but the decrease begins to be noticeable for lower

---

**Figure 5** WDO vs. bit rate. WDO values averaged over the test set as a function of the transmission bit rate (kbps) obtained by the proposed transmission schema in the case of an optimized distribution of bits (solid line) and a uniform distribution of bits (dashed line). The different colors represent different SNR values. The limiting WDO value ($WDO_{\text{lim}}$) is represented by a straight line for each SNR.
bit rates. Nevertheless, in the case of SNR = 0 dB (worst case), the performance is only reduced by 4% in the case of transmitting 64 kbps, 12% in the case of transmitting 16 kbps, 17% in the case of transmitting 8 kbps, and 25% in the case of transmitting 2 kbps, which are acceptable transmission rates for hearing aids. Additionally, the figure also shows the case in which no information is transmitted from the right to the left device (0 kbps). In such a case, the features are calculated only using the information available in the left ear (i.e., monaural system), and the performance clearly drops to WDO values around 0.5 for SNR = 0 dB, which supports the use of binaural separation. Moreover, it is noticeable that the results obtained by the optimized distribution outperforms the results obtained by the uniform distribution, the difference increasing when the number of bits decreases. Nevertheless, the use of a uniform distribution does not allow reducing the transmission rate below 64 kbps.

Figure 6 illustrates the bit distribution obtained by the optimization algorithm in the case of a transmission rate of 64 kbps and SNR of 0 dB. The blue bars represent the number of bits assigned to the amplitude values, the red bars represent the number of bits assigned to the phase values, and the dashed black line represents the total number of bits assigned to each frequency band. In the lower frequency bands, the bits are mainly assigned to the phase values, whereas in the higher frequency bands, more bits are assigned to the amplitude values. This behavior is expected due to the fact that interaural time differences predominate in lower frequencies and interaural level differences predominate in higher frequencies. The optimization algorithm clearly allows an efficient bit distribution.

5 Conclusions
This paper presents a novel energy-efficient sound separation algorithm with very low computational cost for speech enhancement in wireless-communicated binaural hearing aids. The source separation algorithm is based on supervised machine learning and time-frequency masking, and the design of the system has been carried out considering the power and computational limitations of state-of-the-art hearing aids. First, the computational cost of the algorithm has been constrained, obtaining good separation performance in terms of WDO even for low SNRs when using less than the 10% of the available computational resources for signal processing. The combination of features selected represents a tradeoff between separation performance and computational cost. The improvement associated to the introduction of the information of neighbor time-frequency points in the decision whether a time-frequency point belongs to speech or noise has been proven. Second, the transmission bit rate associated to the information exchange between both devices has been also constrained, optimizing the distribution of number of bits among the different frequency bands with an evolutionary algorithm. The performance of the algorithm in terms of WDO is only reduced by 4% in the case of transmitting 64 kbps, 17% in the case of transmitting 8 kbps, and 25% in the case of transmitting only 2 kbps, which are feasible bit rates for hearing aids. The optimization algorithm allows distributing the bits efficiently. Finally, the advantages of binaural source separation in comparison to the monaural case have been amply demonstrated.

The proposed algorithm has been tested in a scenario where the desired speech source is contaminated with two directional noises, in low SNR conditions. In order to generalize the results for a typical hearing aid application,
the proposed algorithm should also be tested with diffuse background noise and reverberations. Additionally, other metrics related to speech quality or intelligibility should be used to evaluate the performance of the algorithm. Finally, it is worth noting that the tradeoff between transmission bit rate and separation performance can be further studied in an information theoretic framework.
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