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Abstract
When heterogeneous players make strategic investment decisions in multi-stage contests, they might conserve resources in a current contest to spend more in a subsequent contest, if the degree of heterogeneity in the current (subsequent) contest is sufficiently large (small). We confirm these predictions using data from German professional soccer, in which players are subject to a one-match ban if they accumulate five yellow cards. Players with four yellow cards facing the risk of being suspended for the next match are (i) less likely to be fielded when the heterogeneity in the current match increases and (ii) more likely to receive a fifth yellow card in the current match when heterogeneity in the next match increases or heterogeneity in the next match but one (when they return from their ban) decreases.
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1 Introduction

Contests are common in real-life settings, such as labour markets, industrial economics, sports, and public choice. In the majority of cases, ability levels vary across contestants, and this heterogeneity has adverse effects on contestants’ willingness to invest resources, often referred to as the ‘discouragement effect’ (e.g. Konrad, 2009). In a dynamic (tournament) setting with multiple stages and asymmetric abilities, a contestant’s investment in a current stage can also be affected by the strength of the opponents in future stages.

In US presidential primaries for example, a candidate may ‘skip’ a state, by reducing campaign expenditures in that state, because it offers a low probability of victory and instead save and reallocate those resources to subsequent efforts in states where the outcomes of the election are less certain. More generally, disadvantaged subjects tend to drop out of competitions to save effort. In team sports, coaches are more likely to spare top players in very unbalanced matches to avoid injuries and reduce (mental) fatigue for the upcoming game—in case the upcoming game is anticipated to be a close contest. Such occurrences are most recently discussed as ‘load management’ in the media.

We thus hypothesise that contestants self-restrict in the current stage of a dynamic battle as long as the gap in abilities at this stage is sufficiently large. This hypothesis corresponds to the discouragement effect. We also predict a spillover effect, such that contestants tend to self-restrict in the current stage when heterogeneity in the subsequent contest (upcoming stage) is sufficiently small.

To establish empirical evidence, we use data from the German Bundesliga, a professional association soccer league with a double round-robin tournament structure. Professional soccer leagues offer a formalised structure and full information about the number of rounds and opponents at the beginning of the tournament; they also entail contests with high incentives. To test our predictions, we leverage a unique rule stating that a player who accumulates a critical number of yellow cards (also called ‘bookings’) will be suspended for the next match. Teams thus may self-restrict by not fielding a player threatened by a ban or by strategically provoking a booking to obtain a suspension for the subsequent match.

In line with our predictions, we find that teams systematically self-restrict in round $t$ if the difference in ability, or heterogeneity, in $t$ is sufficiently large. Results regarding the effect of heterogeneity in $t+1$ on the decision to hold back resources in $t$ are somewhat mixed, but they provide strong evidence of anticipating behaviour.

---

1 We define resources as the input needed to improve a contestant’s winning probability, given the opponent’s ability and investment level. Several synonyms appear in tournament theory and economic analyses of conflict, such as effort, endowments, or force size.

2 These hypotheses also follow from the theoretical model of a dynamic contest that we develop in Appendix 1. The model combines a discrete decision on self-restriction with a continuous effort choice in the framework of a sequential round-robin tournament.

3 Kahn (2000) and Bar-Eli et al. (2020) highlight the advantages of using sports data to test economic theories.
This article thus contributes to three strands of literature. First, it relates to work on the impact of heterogeneity in contests in general, starting with Rosen (1986), who clearly suggests that unbalanced match-ups result in lower effort levels. Theoretical work strongly supports this discouragement effect, including contributions by Baik (1994), Stein (2002), Szymanski (2003), or Konrad (2009). Intuitively, underdogs lower their willingness to invest when winning becomes too costly, whereas favourites respond by lowering their investment when the outcome appears predefined. Empirical evidence obtained in laboratory settings (e.g., Dechenaux et al., 2015; Hart et al., 2015) and from the field (e.g., Ehrenberg & Bognanno, 1990; Iqbal and Krumer, 2019; Sunde, 2009) similarly affirms these discouragement effects. We therefore expect that the investment of resources depends critically on heterogeneity in the competition.

Second, this paper contributes to a growing body of research on anticipating behaviour and inter-temporal effort provision in multi-period contests with fixed prize structures with theoretical framework provided by Szentes and Rosenthal (2003) and Konrad and Kovenock (2009). Laboratory setups show that participants in multi-stage contests exert effort in sub-optimal ways (e.g., Altmann et al., 2012; Mago and Sheremeta, 2017).

Third, and most directly, our study also relates to ‘spillover’ or ‘carryover’ effects in tournaments with heterogeneous players. While there is much evidence suggesting strategic behaviour in sport contests in general (e.g., Genakos & Pagliero, 2012; Malueg & Yates, 2010; Taylor & Trogdon, 2002), three papers are explicitly studying the effect of past and future opponents on players’ current effort levels. In their pioneer work, Harbaugh and Klumpp (2005) consider budget constraints in a tournament model and show that both underdogs and favourites have distinct incentives to reserve resources for upcoming battles; the underdogs benefit more from investing more of their resources in initial stages. Most existing field evidence comes from sport settings, where actions and performance are observable for a schedule (or tournament tree) that is known in advance. For instance, Harbaugh and Klumpp (2005) show that the introduction of a ‘rest day’ improves the performance of the favourites in NCAA basketball, indicating a shift in incentives to conserve resources. However, direct evidence of such strategic behaviour is missing. Brown and Minor (2014), using data from top-level tennis tournaments, find that the probability that the favourite wins the current stage decreases with the strength of an expected future opponent. They argue that taking the competitor’s ability in the next round into account changes the favourite’s valuation of the tournament and hence optimal effort provision. Lackner et al. (2015) also find that the intensity of play (measured by personal fouls) increases when the expected relative ability of the next-stage contestant decreases in NBA and NCAA playoffs. Similar to Brown and Minor (2014), their approach builds on the idea that future opponents affect the probability of winning the tournament, or rather the continuation value, and thus the incentives to exert effort in the current stage.

---

4 Hill (2018) offers a replication study with data from NBA playoff matches.
The main novelty of our empirical approach is that we provide direct evidence of strategic action for achieving an optimal allocation of resources across the tournament. Existing articles use observable characteristics like scores (Brown & Minor, 2014) or personal fouls (Lackner et al., 2015) as discrete proxies for unobservable effort provision, which is a continuous decision. In contrast, we consider a discrete decision that requires self-restriction (in the line-up or by deliberately picking up a fifth yellow card), which is directly observable.

This article proceeds as follows: In Sect. 2, we explain how self-restriction works in the case of soccer and derive the main hypotheses. We empirically test them with field data in Sect. 3. Finally, Sect. 4 concludes.

2 Self-restriction in soccer

European soccer leagues are commonly designed as double round-robin tournaments, where all teams are matched twice in pairwise contests. For the final table, teams are ranked according to the number of points won, and prizes and rewards are distributed according to this ranking. Teams draw on one specific resource to accomplish their seasonal goals: players under contract. These players are not of unlimited availability, though, due to specific rules that sanction illegitimate behaviour. In particular, a decision to self-restrict in the German Bundesliga emerges from the ‘yellow card rule’, which mandates that a player who has received the fifth/tenth/fifteenth yellow card in a match $t$ is suspended for match $t + 1$.

A team can anticipate that a player who has accumulated four (or nine) yellow cards up to match $t$—hereafter referred to as yellowplayers—will not be available soon, so it has some leeway to decide which match $t + n$ such a player will (not) miss. Since yellowplayers typically are those fielded very frequently and hence are

---

5 Players may also be unavailable for other reasons such as injuries. However, since injuries cannot be used for strategic considerations, we do not take them into account in our analysis.

6 Only one player has accumulated 14 yellow cards (excluding yellow–red cards) in the course of a season in our data set. Overall, we observe 370 one-game suspensions due to a fifth yellow card and 26 suspensions due to a tenth yellow card in the five seasons from 2011/12 to 2015/16. On average, a team suffers 4.4 yellow card suspensions per season.

7 See Fédération Internationale de Football Association (FIFA) (2017) for a list of offenses that trigger a yellow card. After each season, the number of cards and penalties are reset. Furthermore, the accumulation of yellow cards counts within competition only, and a ban received in league games can be served in league games only. After serving this suspension, the player regains a ‘clean slate’ in terms of yellow cards. It is important to mention that the rules for the yellow cards ban differ considerably between leagues in terms of the exact number of cards and when to serve the suspension.

8 In addition to a one-game suspension due to the yellow card rule, players can be suspended for more than one game—up to four or more matches—due to serious rule violations (red card). Because red cards significantly weaken a team in the current and future matches (Bar-Eli et al., 2006), no team would deliberately risk a red card, and accordingly, we do not consider red card suspensions as strategic action.

9 About 72% of the players who received a fourth yellow card in match $t$ receive the fifth yellow card within the following five matches. On average, it takes 4.5 matches for a player to receive a fifth yellow card (after a referee has shown the fourth yellow card).

10 Players who are suspended at least once in a season due to yellow cards play on average 74 min per game and 27 games per season. Non-suspended players play on average 42 min per game and 16 matches per season.
vital for their teams, we hypothesise that yellow players are not suspended ‘randomly’ but that teams strategically decide which match a yellow player will (not) miss, depending on current and future opponents. The league’s schedule is publicly known in advance, so a team’s decision to restrict its resources in match $t$ or $t+1$ crucially depend on the expected heterogeneity of match $t$ or $t+1$.

The strategic use of the yellow card rule can be exemplified by the case of two players from the Werder Bremen team who, in a March 2016 hearing, were accused of intentionally picking up yellow cards. Their team—struggling against relegation in the end of the season—has just claimed an important home victory against their direct competitor, Hannover 96. In the final phase of this match, the two midfielders were booked for ‘tactical’ fouls. Since it was their fifth and tenth yellow card in season, it was assumed that the players, one of whom was the team captain, provoked the bookings in the hope of avoiding the subsequent game against the league’s dominant leader Bayern Munich (which Werder Bremen ultimately lost by a crushing 5–0 score). After serving the one-game suspension, the two players would have been allowed to play the following ‘more important’ and more winnable games. They later admitted that their plan had been arranged in advance.\(^{11}\)

This example offers three key takeaways. First, teams have incentives to let players at risk of a ban deliberately pick up a critical yellow card and take a pause when their resources are needed less. Such a scenario likely arises if an upcoming match $t+1$ is sufficiently heterogeneous, such that the outcome is sufficiently certain.\(^{12}\) Second, players at risk of picking up a one-game suspension due to a critical number of yellow cards are fielded in match $t$ if both the teams have similar chances of winning the game—even though their probability of being unavailable in match $t+1$ thus increases. Third, a ‘strategic’ yellow card also might be more likely near the end of the game, to minimise the risk that the player receives yet another yellow card within the same match. A second yellow card (or yellow–red card) results in an immediate sending-off and a suspension for match $t+1$ without ‘resetting’ the number of yellow cards.\(^{13}\)

In conclusion, because soccer players are central resources for accomplishing a team’s goals, we expect teams to use their resources strategically. Players are not infinitely available—due to the yellow card rule—so teams must decide when to restrict themselves. According to our strategic considerations, a team’s decision for or against self-restriction crucially depends on the heterogeneity of competition at time $t$ and $t+1$. Thus, we expect two hypotheses to hold:

1. Teams self-restrict in $t$ if the heterogeneity in match $t$ is sufficiently strong.
2. Teams self-restrict in $t$ if the heterogeneity in match $t+1$ is sufficiently low.

---

\(^{11}\) Picking up yellow cards intentionally is considered unsportsmanlike conduct, so the two players were fined 20,000 Euro by the German Football Association (DFB), c.f. https://www.espn.com/soccer/german-bundesliga/story/2826982/clemens-fritz-and-zlatko-junuzovic-fined-over-bookings.

\(^{12}\) The use of strategic resting in multi-level contest in sports has been examined by Balsdon et al. (2007) and Raya (2015).

\(^{13}\) If a player picks up two yellow cards within a match, they do not count toward the number of yellow cards that accumulate and lead to a one-game suspension. Thus, if a player picks up a further yellow card—after a suspension due to a yellow–red card—he again is suspended for a match.
While these hypotheses are based on selective observations, they also result from a theoretical model of a stylised round-robin tournament, which we present in the Appendix.

3 Empirical analysis

The empirical analysis uses a rich data set from men’s German top-level (Bundesliga) soccer, which comprises detailed information for all players on a game-by-game level and covers five seasons from 2011/12 to 2015/16. Each season is organised as a double round-robin tournament among 18 teams, so there are 34 games per team and season. The order of games is publicly known in advance of the season.

Our empirical approach is twofold. First, we focus on the starting line-up and examine the impact of heterogeneity of match $t$ and $t + 1$ on the decision to field a yellow player or not. Second, we focus on yellow cards and investigate whether the incidence of receiving a fifth/tenth yellow card is related to the heterogeneity of match $t$ or $t + 1$.

3.1 Measuring heterogeneity

Our analysis focuses on the impact of heterogeneity (in match $t$ and $t + 1$) on a team’s decisions to conserve resources in $t$ and $t + 1$. We measure the heterogeneity of match $t$ using players’ market values. The data stem from the website www.transfermarkt.de. We calculate the average market value of each team at the start of each season, considering all players listed in the squad.  

Previous research has shown that market values have a high predictive power for outcomes of soccer games (e.g., Peeters, 2018). As average market values increase over the course of time, we use relative market values, that is we divide a team’s average market value by the seasonal average of all teams. The heterogeneity of match $t$ then is calculated as the (absolute) difference between the team’s and the opponent’s relative market values.

Betting odds are another established measure of heterogeneity in sport contests (e.g., Bartling et al. 2015; Deutscher et al., 2013; Sunde, 2009) and have proven to be an efficient forecasting instrument (see e.g. Forrest et al., 2005; Groll et al., 2015; Spann & Skiera, 2009). However, in our setting, betting odds have the disadvantage of being available only a few days prior to a match and thus only one game in advance. Consequently, the betting odds for match $t + 1$ may incorporate information about match $t$ which are not available prior to match $t$, such as injuries.

---

14 Note that the market value of a team may include players who leave the team in the winter break which may lead to an over- or underestimation of a team’s playing quality. For this reason, we additionally calculated the average (relative) market value per team and matchday (starting line-up + substitutes). It shows that both measures are highly correlated ($r = 0.98$). We take this as an argument that mid-season transfers do not bias our results.

15 Heterogeneity based on betting odds typically is calculated by the (absolute) difference between a team’s (implicit) winning and ‘loosing’ probability in a given match (see Deutscher et al., 2013, for details).
or expulsions of certain players in match $t$. Therefore, closing odds for match $t + 1$ may differ from the expected heterogeneity of match $t + 1$ prior to match $t$. For this reason, we prefer market values as a more constant measure of heterogeneity between teams, acknowledging that there might be some inaccuracies due to time lags (Massey & Thaler, 2013). The fact that both heterogeneity measures are closely correlated ($r = 0.715$) suggests that potential biases are rather small. The results from regressions in which we calculate our heterogeneity measure from betting odds are qualitatively similar, see Appendix 3.

### 3.2 The starting line-up decision

In this section, we focus on a team’s starting line-up and its decision to field a yellow player or not. We hypothesise that this decision crucially depends on the expected heterogeneity of matches $t$ and $t + 1$. We consider a team’s decision to not field such a player in match $t$ as a case of self-restriction (see Fig. 1).

According to Hypothesis 1, we expect yellow players not to be fielded in $t$ if the heterogeneity of game $t$ is sufficiently large. In other words, teams may self-restrict and conserve restricted resources in match $t$ if they are sufficiently sure they will win or lose this match. According to Hypothesis 2, players threatened by a suspension may be more (less) likely to be fielded in $t$ if the subsequent match $t + 1$ is sufficiently unbalanced (balanced), because in this case, a potential suspension of such a player in match $t + 1$, caused by a fifth yellow card in $t$, would be less (more) harmful to the team.

We evaluate roster data for each team and match, which refer to information about a team’s entire squad (i.e., starting players plus substitutes) on a particular matchday. Prior to each match, teams can nominate 18 players: 11 players for the starting line-up and up to 7 substitutes. A team’s squad is always announced shortly before a game starts. After excluding the first five rounds and the final round of each season, goalkeepers, players who were never a starter in the respective time period, and missings, we are left with 37,673 player-game observations (769 players and 1260 matches).

Table 1 shows that the number of yellow players increases over the course of a season: The share of players at risk of a ban amounts to 3.5% in the first half of the season (matchdays 6–17) and 12% in the second half (matchdays 18–33).

---

16 Furthermore, there is a high correlation between (relative) market values and average winning probabilities per team and season ($r = 0.924$).

17 These data stems from the website www.betexplorer.com.

18 In 97.25% of the cases, a team nominates the maximum number of players (18).

19 Players would have to accumulate five yellow cards for a suspension, so they cannot hit this mark prior to matchday five. Since we observe the first yellow player at matchday 6, we exclude all prior observations, i.e. matchdays 1 to 5, from our estimations.

20 A suspension due to an accumulation of five yellow cards occurring in the last game of a season does not carry over to the next season.

21 The importance of the goalkeeper position typically leads to few or no strategic variations. Furthermore, there are only 42 observations of goalkeepers in danger of receiving a fifth yellow card within the sample.
We estimate a logit model to investigate the impact of heterogeneity in games \( t \) and \( t+1 \) on a team’s decision to field a yellowplayer:

\[
\text{starting11}_{i,t} = \beta_0 + \beta_1 \text{yellowplayer}_{i,t} + \beta_2 \text{Het}_{i,t} + \beta_3 \text{Het}_{i,t+1} + \beta_4 \text{yellowplayer}_{i,t} \cdot \text{Het}_{i,t} \\
+ \beta_5 \text{yellowplayer}_{i,t} \cdot \text{Het}_{i,t+1} + \gamma X + \epsilon_{i,t}.
\]  

(1)

The dependent variable, starting11\(_{i,t}\), is a binary outcome measure that takes a value of 1 if player \( i \) starts in match \( t \) and 0 otherwise, meaning this player is left on the bench.\(^{22}\) Our main variable of interest is the binary variable yellowplayer, such that yellowplayer = 1 indicates a player with a critical number of yellow cards (4, 9, or 14) prior to match \( t \), and yellowplayer = 0 otherwise.

To isolate the effects of heterogeneity on the decision to choose a yellowplayer for the starting eleven (captured by \( \beta_4 \) and \( \beta_5 \)), we need to control for other factors that could affect the dependent variable. Therefore, \( X \) is a vector of player- and game-specific control variables, including a proxy for a player’s importance to a team (% of minutes played), a player’s age and position, the team size (roster), game attendance (attendance), a dummy variable signalling regional rivalry games (derby), a dummy indicating whether the match is played away (away), a variable indicating the overall quality of both teams represented by the sum of the teams’ rankings prior to a matchday (quality), referee dummies, coach dummies, and data

\(^{22}\) We also do not include players who are completely excluded from the roster, i.e. those who are not nominated for a match, in our analysis, because we expect that the exclusion of a player from a match is not due to strategic considerations but for other reasons, such as injuries and disciplinary issues.
### Table 1  Yellowplayer-observations per matchday

| Matchday | Yellowplayer | Total |
|----------|--------------|-------|
|          | 0            | 1     |
| 6        | 1335         | 6     | 1341 |
| 7        | 1332         | 11    | 1343 |
| 8        | 1327         | 15    | 1342 |
| 9        | 1306         | 24    | 1330 |
| 10       | 1293         | 30    | 1323 |
| 11       | 1297         | 43    | 1340 |
| 12       | 1297         | 53    | 1350 |
| 13       | 1281         | 63    | 1344 |
| 14       | 1280         | 67    | 1347 |
| 15       | 1271         | 79    | 1350 |
| 16       | 1265         | 83    | 1348 |
| 17       | 1252         | 94    | 1346 |
| 1st half | 15,536       | 568   | 16,104 |
| 18       | 1180         | 95    | 1275 |
| 19       | 1232         | 108   | 1340 |
| 20       | 1204         | 132   | 1336 |
| 21       | 1213         | 143   | 1356 |
| 22       | 1205         | 155   | 1360 |
| 23       | 1213         | 145   | 1358 |
| 24       | 1211         | 149   | 1360 |
| 25       | 1206         | 152   | 1358 |
| 26       | 1198         | 158   | 1356 |
| 27       | 1193         | 166   | 1359 |
| 28       | 1173         | 184   | 1357 |
| 29       | 1159         | 189   | 1348 |
| 30       | 1174         | 194   | 1368 |
| 31       | 1152         | 195   | 1347 |
| 32       | 1142         | 204   | 1346 |
| 33       | 1150         | 195   | 1345 |
| 2nd half | 19,005       | 2564  | 21,569 |
| Total    | 34,541       | 3132  | 37,673 |
about the matchday (matchday). We measure a player’s importance by the percentage of minutes that player is on the field in matches prior to a match \( t \). The more minutes he plays prior to match \( t \), the more important he is for a team, and, hence, the more likely it is that he is in the starting line-up in match \( t \). Moreover, \( \alpha \) controls for unobserved player-specific effects. Finally, \( \varepsilon_{i,t} \) is the error term that captures all other unobserved factors that affects starting11.

Table 2 contains the descriptive statistics for the main variables. Note that yellowplayer = 1 applies to a total of 3,277 observations for 377 different players. Table 3 presents the estimation results from our preferred model defined in Eq. (1) (columns (1)–(3)). As a robustness check, we add player fixed effects to the regression model (columns (4)–(6)). Yet, this means that the coefficient estimates solely depend on the variation of the dependent and independent variables within players. So, given the rather small number of ‘yellowplayer situations’ per player

23 The roster size reflects the number of (potential) alternatives for a suspended player and therefore could affect strategic behaviour. That is, the larger the set of alternatives, the lower the ‘costs’ of a suspension. A derby is a game between long-time rivals, often located in close geographical proximity. Players and coaches potentially evaluate those games higher than other games, with possible consequences for player suspensions. The matchday (6–33) is included to account for the stage of the competition. Moreover, as documented in Table 1, the number of players on the verge of being suspended increases as the season proceeds. Attendance numbers capture the atmosphere in a stadium, which can impact decision making (e.g. Dohmen, 2008). We thereby assume that teams have rational expectations about the expected number of spectators because of the high stadium utilisation in Germany and the wealth of accessible information such as advance ticket sales.
Table 3 Self-restriction and the starting line-up decision–logit regressions

|                  | (1)   | (2)   | (3)   | (4)   | (5)   | (6)   |
|------------------|-------|-------|-------|-------|-------|-------|
| Yellowplayer     | 0.1947*** | 0.1947*** | 0.2301*** | 0.1661*** | 0.1660*** | 0.1965*** |
|                  | (0.0651) | (0.0651) | (0.0739) | (0.0725) | (0.0725) | (0.0809) |
| Het_t            | 0.0378*** | 0.0379*** | 0.0372*** | 0.0373*** | 0.0355*  | 0.0349*  |
|                  | (0.0104) | (0.0104) | (0.0104) | (0.0190) | (0.0192) | (0.0192) |
| Yellowplayer * Het_t | -0.1075** | -0.1075** | -0.0959*  | -0.0994*  | -0.0994*  | -0.0903*  |
|                  | (0.0513) | (0.0513) | (0.0506) | (0.0526) | (0.0526) | (0.0536) |
| Het_{t+1}        | 0.0007  | 0.0047  | -0.0117  | -0.0083  |          |         |
|                  | (0.0068) | (0.0078) | (0.0165) | (0.0170) |          |         |
| Yellowplayer * Het_{t+1} | -0.0545  |          |          |          |          |         |
|                  | (0.0505) |          |          |          |          |         |
| % of minutes played | 4.0121*** | 4.0121*** | 4.0127*** | 3.5540*** | 3.5534*** | 3.5537*** |
|                  | (0.0580) | (0.0580) | (0.0580) | (0.0651) | (0.0651) | (0.0651) |
| Match-specific controls | Yes | Yes | Yes | Yes | Yes | Yes |
| Player-specific controls | Yes | Yes | Yes | No | No | No |
| Referee FE       | Yes | Yes | Yes | Yes | Yes | Yes |
| Player FE        | No  | No  | No  | Yes | Yes | Yes |
| Coach FE         | Yes | Yes | Yes | Yes | Yes | Yes |
| Obs.             | 37,673 | 37,673 | 37,673 | 37,673 | 37,673 | 37,673 |
| Pseudo-R2        | 0.2141 | 0.2141 | 0.2141 | 0.1203 | 0.1203 | 0.1203 |

This table includes player-match-level data, that is all players who belong to a team’s squad (starting line-up + bench) on a particular matchday.

Logit regressions, dependent variable: starting11

Match-specific controls: derby, attendance, quality, away, matchday, roster

Player-specific controls: age, age^2, position-dummies (left/right defender, left/right wing player, left/right/central midfield, forward, centre back, offensive midfield, defensive midfield)

(Robust) standard errors (clustered at the match level, column 1–3) are in parentheses, *p < 0.1, **p < 0.05, ***p < 0.01

along with variations of Het_t and Het_{t+1}, this approach should be seen as a second-best option.

Our results indicate three main conclusions. First, the percentage of minutes played prior to t increases the probability of being fielded in t. This finding is not surprising; the variable % of minutes played was designed explicitly to proxy for the player’s importance to the team. Second, the estimated coefficient of the first interaction term (yellowplayer * Het_t) \( \beta_4 \) is negative and differs significantly from zero at the 5% (columns (1) and (2)) and 10% significance level (columns (3)–(6)). That is, the tendency to choose a yellowplayer as a starter decreases with the heterogeneity of the current competition. In other words, the player is protected from the risk of suspension when the match appears to be decided in advance. We take this result as first (yet not strong) evidence in favour of our Hypothesis 1. To ease interpretation, Table 7 in the Appendix presents OLS estimates with standardised heterogeneity measures (z-score). A one standard deviation increase
of Het\(_t\) is associated with a decrease of being in the starting eleven by 1.6% (2.5% when evaluated at the sample mean) for yellowplayers. As a complementary effect, players not at risk of a yellow-card suspension are more likely to start in match \(t\) when this match is more heterogeneous (Het\(_t\), columns (1)–(3)). Taken together, these findings can easily be linked with the discouragement effect, as we discuss in Sect. 4.

Third, we do not find similar effects for the next round, which means that the heterogeneity of the upcoming match \(t + 1\) does not affect a team’s decision (rows five and six). We refrain from taking this result as a disproof of Hypothesis 2 though, because assuming that teams put a player in the starting lineup in \(t\) just to provoke a ban in \(t + 1\) would probably undervalue the importance of match \(t\). Consequently, we proceed with a more subtle approach to study anticipating behaviour and self-restriction in round \(t + 1\) in the next section.

### 3.3 The decision to receive yellow cards

In the second part of our analysis, we seek to provide evidence of strategic self-restriction in a setting that demands anticipating behaviour. In detail, we examine whether heterogeneity in upcoming rounds influences the probability of receiving a critical yellow card followed by a suspension.\(^{24}\) In this context, we have to separate the decision to self-restrict from being self-restricted, because they refer to different points in time: Being self-restricted in \(t + 1\) results from the decision to receive a fifth yellow card in match \(t\) (see Fig. 2). Hence, Hypothesis 1 states that teams are more likely to be self-restricted in match \(t + 1\) (due to a fifth/tenth yellow card in \(t\)) if the heterogeneity in match \(t + 1\) is sufficiently strong. Hypothesis 2 implies that self-restriction in match \(t + 1\) is less likely if the heterogeneity in match \(t + 2\) is sufficiently strong. Intuitively, this means that a team tends to self-restrict in \(t + 1\)

---

\(^{24}\) Note that injuries or disciplinary issues do not play a role in this setting.
when it is important to have full resources in $t + 2$ as this match is expected to be tight.

To test our hypotheses, it is necessary to further restrict our sample. First, we exclude players without any playing time and players who were never ‘booked’. Second, as we now rely on information from the match after the next, we also have to discard those observations where this information is not available. The final sample covers 29,555 observations.

The dependent variable (yellow) is a dummy that indicates whether a player $i$ has received a yellow card in match $t$. We suggest the following empirical model:

$$\text{yellow}_{i,t} = \beta_0 + \beta_1 \text{yellowplayer}_{i,t} + \beta_2 \text{Het}_{i,t} + \beta_3 \text{Het}_{i,t+1} + \beta_4 \text{Het}_{i,t+2}$$

$$+ \beta_5 \text{yellowplayer}_{i,t} \cdot \text{Het}_{i,t+1} + \beta_6 \text{yellowplayer}_{i,t} \cdot \text{Het}_{i,t+2} + \gamma' X + \varepsilon_{i,t},$$

which closely resembles Eq. (1) in Sect. 3.2 but also includes round $t + 2$.\textsuperscript{25} Table 4 presents the descriptive statistics.

\begin{table}[h]
\centering
\caption{Descriptive statistics—yellow card}
\begin{tabular}{lcccc}
\hline
Variable & Mean & Std. Dev. & Min & Max \\
\hline
Yellow & 0.149 & 0 & 1 & \\
Het$_t$ & 0.885 & 1.036 & 0.001 & 4.265 \\
Het$_{t+1}$ & 0.889 & 1.043 & 0.001 & 4.265 \\
Het$_{t+2}$ & 0.891 & 1.044 & 0.001 & 4.265 \\
Yellowplayer & 0.095 & 0 & 1 & \\
% of minutes played & 0.626 & 0.287 & 0 & 1 \\
Away & 0.502 & 0 & 1 & \\
Matchday & 19.007 & 7.796 & 6 & 32 \\
Roster & 33.248 & 3.837 & 25 & 44 \\
Quality & 18.931 & 7.405 & 3 & 35 \\
Attendance & 43,490 & 16,938 & 13,500 & 81,359 \\
Derby & 0.067 & 0 & 1 & \\
Age & 26.009 & 3.666 & 17.361 & 37.580 \\
Left/right defender & 0.174 & 0 & 1 & \\
Left/right wing player & 0.126 & 0 & 1 & \\
Left/right/central midfielder & 0.123 & 0 & 1 & \\
Forward & 0.184 & 0 & 1 & \\
Centre back & 0.209 & 0 & 1 & \\
Offensive midfielder & 0.063 & 0 & 1 & \\
Defensive midfielder & 0.120 & 0 & 1 & \\
\hline
\end{tabular}
\end{table}

\textsuperscript{25} In addition, one might think of including the score as a further control variable. However, this would necessitate a switch from match to minute of game as unit of observation. Since our main explanatory variables are constant for each match and thus would lose their explanatory power in a minute-by-minute analysis, we do not follow this idea.
Table 5  The effect of heterogeneity on yellow card suspensions—logit regression

|          | (1) All | (2) > 45 min | (3) > 60 min | (4) > 75 min | (5) All | (6) > 45 min | (7) > 60 min | (8) > 75 min |
|----------|---------|--------------|--------------|--------------|---------|--------------|--------------|--------------|
| Yellowplayer | – 0.1561* (0.0869) | – 0.2097** (0.1056) | – 0.2367* (0.1231) | – 0.2651 (0.1661) | – 0.4094*** (0.0879) | – 0.4348*** (0.1099) | – 0.4477*** (0.1260) | – 0.4390*** (0.1665) |
| Hetₜ     | – 0.0991*** (0.0261) | – 0.0999*** (0.0306) | – 0.1255*** (0.0354) | – 0.1619*** (0.0462) | – 0.0972*** (0.0254) | – 0.1000*** (0.0311) | – 0.1254*** (0.0362) | – 0.1640*** (0.0483) |
| Hetₜ₊₁  | – 0.0185 (0.0199) | – 0.0176 (0.0244) | – 0.0018 (0.0274) | – 0.0004 (0.0349) | – 0.0148 (0.0223) | – 0.0134 (0.0269) | – 0.0038 (0.0302) | – 0.0039 (0.0386) |
| Hetₜ₊₂  | 0.0296 (0.0189) | 0.0386* (0.0235) | 0.0541** (0.0271) | 0.0602* (0.0327) | 0.0351* (0.0213) | 0.0435* (0.0254) | 0.0572** (0.0286) | 0.0652* (0.0364) |
| Yellowplayer * Hetₜ₊₁ | 0.1184* (0.0615) | 0.1712** (0.0755) | 0.2093** (0.0825) | 0.2464** (0.1135) | 0.0991* (0.0567) | 0.1470** (0.0681) | 0.1946*** (0.0742) | 0.2273*** (0.0972) |
| Yellowplayer * Hetₜ₊₂ | – 0.1101* (0.0631) | – 0.1903** (0.0765) | – 0.2110** (0.0830) | – 0.3083** (0.1215) | – 0.1362** (0.0636) | – 0.2195*** (0.0836) | – 0.2281** (0.0948) | – 0.3294** (0.1323) |
| % of minutes played | 0.2477*** (0.0610) | 0.1135 (0.0731) | 0.0337 (0.0841) | – 0.1795 (0.1102) | 0.4977*** (0.0877) | 0.4324*** (0.1056) | 0.3958*** (0.1204) | 0.2339 (0.1534) |
| Match-specific controls | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Player-specific controls | Yes | Yes | Yes | Yes | No | No | No | No |
| Referee FE | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Coach FE | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Player FE | No | No | No | No | Yes | Yes | Yes | Yes |
| Obs.     | 29,555 | 27,095 | 25,706 | 22,719 | 29,555 | 27,095 | 25,706 | 22,719 |
| (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
|-----|-----|-----|-----|-----|-----|-----|-----|
| All | > 45 min | > 60 min | > 75 min | All | > 45 min | > 60 min | > 75 min |
| Pseudo-R2 | 0.0230 | 0.0205 | 0.0209 | 0.0255 | 0.0129 | 0.0148 | 0.0169 | 0.0229 |

Player-match-level data (all fielded players)
Logit regression, dependent variable: yellow
Matchspecific controls: derby, attendance, quality, roster, matchday, away
Playerspecific controls: age, age^2, position-dummies (left/right defender, left/right wing player, left/right/central midfield, forward, centre back, offensive midfield, defensive midfield)
Models 2–4 and 6–8 refer to the last 45/30/15 min of a match, so observations of bookings in prior minutes are excluded
(Robust) standard errors (clustered at the match level, column 1–4) are in parentheses, *p < 0.1, **p < 0.05, ***p < 0.01
The results from the logit regressions are presented in Table 5. Again, as a robustness check, player fixed effects were added to our preferred model (columns (5)–(8)). Our main finding is that the estimated \( \beta_5 \) differs significantly from zero, meaning that the probability of reaching the limit of five yellow cards increases with the heterogeneity of the next round’s competition (yellowplayer * Het_{t+1}), in accordance with our Hypothesis 1. The result points to anticipating behaviour among competitors in a multi-stage tournament setting. Moreover, we find significant effects of the heterogeneity of the match after the next one on a yellowplayer’s probability to get booked (yellowplayer * Het_{t+2}). The likelihood of being suspended for the next match decreases with increasing heterogeneity of the match after next, which is in line with our Hypothesis 2.

Again, we demonstrate economic significance using OLS regressions and standardised values of Het_{t}, Het_{t+1} and Het_{t+2} in Table 11 in Appendix 3. A one standard deviation increase of Het_{t+1} (Het_{t+2}) increases (decreases) the likelihood of getting a ‘booking’ for yellowplayers by around 1.5 percentage points (or 11% when evaluated at the sample mean).

Despite our set of controls, these findings do not establish direct proof of strategic behaviour though. Yet, if players provoke yellow card suspensions on purpose, we expect them to do so at the end of a game to minimise the risk of a second yellow card within the same game. We observe exactly this trend, such that when we split the sample according to playing time remaining (columns (2) to (4) and (6) to (8)), it becomes apparent that the estimated coefficients of the interaction term (fifth row) increases toward the end of a 90-minute game. In addition, we estimate a simple model of substitution where substituted is a binary variable equal to one if a player is substituted, and zero otherwise. The sample is restricted to yellowplayers only. Results suggest that the likelihood of being substituted after getting a fifth yellow card increases significantly in the heterogeneity of the next match (see Table 13 in Appendix 3).

We take both findings as evidence in favour of deliberate and strategic behaviour.

4 Conclusion and implications

This article provides evidence of strategic investment decisions in anticipation of the future need for resources. This empirical analysis of German Bundesliga soccer indicates that anticipated heterogeneity in contests decreases the willingness to invest resources. Players therefore, self-restrict in current and future competition when the heterogeneity between contestants is sufficiently large. Players at risk of a ban tend to be excluded from the starting eleven when the contest is unbalanced. Furthermore, players are more likely to receive a crucial yellow card that triggers a ban if the subsequent contest (which they will miss due to the ban) is sufficiently unbalanced. Finally, players also tend to receive a crucial yellow card if the second to next game (for which they return from their ban) is rather homogeneous.

These findings reflect a discouragement effect such that effort provision in contests falls short of what might be expected—considering the prize at stake—due to lopsided competition. We demonstrate that the decision to self-restrict is affected
not only by the strength of the current opponent but also by the anticipated strength of the future competitor in the next stage of the tournament. Thus, our study not only expands the literature on ‘spillover’ or ‘carryover’ effects in tournaments with heterogeneous players, but also provides direct evidence for strategic behaviour in the field.

Our results have important policy implications for soccer itself but also for other contests like promotion tournaments or political campaigns. In multi-stage contests with multiple contestants, heterogeneity is detrimental to mediocre contestants. The best contestants can save resources against the weakest contestants without substantially lowering their chances of winning. Correspondingly, the weakest contestants save their resources in matches when playing the strongest opponents, because their ex ante chances of winning are very low. Abilities, and thus winning probabilities, are more balanced against mediocre teams, such that neither the strongest nor the weakest contestants conserve resources and instead meet them at full strength. Mediocre contestants cannot afford to self-restrict in any contest without risking a negative impact on the outcome. Thus, the structure of the contest and the possibility to self-restrict for the next competition creates a disadvantage for mediocre teams and has a stabilising effect on the top-level hierarchy. The schedule itself could be disadvantageous to some competitors too, especially if they face an opponent that most recently played in a heterogeneous match-up (Krumer and Lechner 2018). For the case of soccer (or any other sports played in league system), the findings are also critically important. The prize distribution is typically top-heavy, with the very top performers receiving disproportionately large parts of the prize at stake. The findings presented in this paper clearly indicate a disadvantage to mediocre teams and result in an entry barrier to join the top level and receive the highest awards.

Tournament organisers could counteract these effects by making self-restriction advantages less pronounced. First, in the case of soccer, they could change the rules, such that a crucial fifth yellow card would lead to a randomly drawn ban some time in the next five matches. Then the strategic element of self-restriction would diminish, because contestants would not know in advance whether they would lose their valuable resources at exactly the moment they do not need it. In the same way, penalties like in Ice Hockey where the offending player is sent off the field for a set number of minutes instead of yellow cards would prevent self-restricting behaviour. Second, schedule imbalances can be lowered if the round-robin format repeats multiple times (as in the Bundesliga, with two rounds of round-robin). Rearranging the sequence of games after each round then would prevent teams from facing opponents that profit from self-restriction because their last match was unbalanced.

Appendix 1: Theoretical model

We introduce the possibility of self-restriction into the model of strategic effort choices in round-robin tournaments with three heterogeneous players. The players may restrict their resources in the first match to increase the probability of having unrestricted resources in their second match. Whether a player uses this option in
equilibrium depends on the extent of heterogeneity between that player and the opponents in the first and second match.

**Assumptions**

**The structure of the tournament**

A *round-robin tournament*, also referred to as an all-play-all tournament, matches each participant with each other participant in a pairwise contest, ranks them according to the number of matches won, and awards prizes according to this ranking. For simplicity, we focus on round-robin tournaments with three risk-neutral players and consider an exogenous sequence in which player 1 is matched with player 2 in the first match, player 1 is matched with player 3 in the second match, and player 2 is matched with player 3 in the third match (Krumer et al., 2017; Sahm, 2019).²⁶

If a player earns two victories, he is ranked first, and the player with one victory is ranked second; if there is a tie because each player has won one match, the ranks are assigned randomly with equal probabilities of 1/3 for each player and rank. The player ranked first (last) receives the first (last) prize, the value of which is identical for all players and normalised to 1 (0). The value of the second prize is assumed to be identical for all players as well and fixed at 1/2, or half of the first prize. This prize structure (is the only one that) ensures a fair tournament, in the sense that all potential differences in players’ equilibrium winning probabilities and expected payoffs result from differences in their abilities, not from their position in the sequence of matches (Laica et al. 2017).

The structure of the resulting sequential game with its $2^3 = 8$ potential courses is depicted in Fig. 3. The seven nodes $k \in \{A, \ldots, F\}$ represent all combinations for which the ranking of the tournament has not been fully determined when the respective match starts.

**Tournament matches**

Each match of the tournament is organised as a lottery contest between two potentially heterogeneous players, $A$ and $B$, with linear costs of effort.²⁷ Specifically, player $A$’s probability of winning match $k \in \{A, \ldots, F\}$ is

²⁶ Apart from renumbering players, this exogenous sequence is unique. The use of exogenous sequences is prevalent in sports tournaments. Sahm (2019), Krumer et al. (2020), and Laica et al. (2017) also discuss endogenous sequences in which the outcome of the first match determines the order of the two remaining matches.

²⁷ The non-perfectly discriminating lottery contest offers concreteness and accounts for random elements that appear in most sport competition. Sahm (2019) and Laica et al. (2017) consider round-robin tournaments with general Tullock contests, including the limit case of all-pay auctions, as studied by Krumer et al. (2017, 2020). The alternative assumption of zero effort costs but limited resources in round-robin tournaments with three players implies a quasi-simultaneous structure with multiple equilibria (Dagaev & Zubanov, 2017) and, thus, is not a fruitful modeling option in our context.
where $h_k^i$ describes ability, and $x_k^i$ denotes the effort of player $i \in \{A, B\}$ in match $k$ (Leininger 1993; Baik 1994).

Player $A$ chooses $x_A^k \geq 0$ to maximise the expected payoff

$$E_A^k = p_A^k(w_A^k - x_A^k) + (1 - p_A^k)(\ell_A^k - x_A^k),$$

where $w_A^k$ denotes player $i$’s expected continuation payoff from winning match $k$, and $\ell_A^k$ denotes the expected continuation payoff from losing match $k$, with $w_A^k \geq \ell_A^k \geq 0$ for $i \in \{A, B\}$. For $w_A^k = \ell_A^k$, the optimal choice is $x_A^k = 0$ for any $x_B^k \geq 0$. If $x_A^k = 0$ and $w_B^k > \ell_B^k$, player $B$ has no best response unless there is a smallest monetary unit $\varepsilon > 0$, in which case the best response is $x_B^k = \varepsilon$. As $\varepsilon \to 0$, in the limit, $x_B^k \to 0$, and $p_B^k \to 1$. Otherwise, there is a unique Nash equilibrium in pure strategies (e.g., Cornes & Hartley, 2005). The equilibrium effort levels can be derived from the following necessary conditions:

$$\frac{\partial E_i^k}{\partial x_i^k} = \frac{\theta_i^k \theta_j^k x_j^k}{(\theta_i^k x_i^k + \theta_j^k x_j^k)^2} (w_i^k - \ell_i^k) - 1 = 0,$$

yielding

$$x_i^k = \frac{\theta_i^k \theta_j^k (w_i^k - \ell_i^k)^2 (w_j^k - \ell_j^k)}{[\theta_i^k (w_i^k - \ell_i^k) + \theta_j^k (w_j^k - \ell_j^k)]^2}$$

for $i, j \in \{A, B\}$ with $i \neq j$. The resulting equilibrium winning probabilities equal

$$p_i^k = \frac{\theta_i^k (w_i^k - \ell_i^k)}{\theta_i^k (w_i^k - \ell_i^k) + \theta_j^k (w_j^k - \ell_j^k)}.$$
Inserting Eqs. (4) and (5) into Eq. (3) yields the expected equilibrium payoffs:

\[ E_k^i = \ell_k^i + \frac{(\theta_i^k)^2 (w_i^k - \ell_i^k)^3}{(\theta_i^k w_i^k - \ell_i^k) + (\theta_j^k w_j^k - \ell_j^k)^2}. \] (6)

The possibility of self-restriction

In practice, most tournaments offer the possibility that players restrict their current resources to increase the probability of having unrestricted resources available in future matches. In team sports, such self-restriction might involve giving particular important players a break, so they can rest for a future contest. As a new element, we now introduce this self-restriction opportunity into the above tournament model. To keep the analysis tractable, we make the following assumptions.

Players differ in their basic abilities.\(^{28}\) Let \( \theta_i > 0 \) denote the basic ability of player \( i \in \{1, 2, 3\} \). Before the tournament starts, players 1 and 2 make a binary choice to restrict themselves (R) or not (NR) in their first match (match 1). If player \( i \in \{1, 2\} \) chooses R, his ability in the first match will be restricted to \( \theta_i^{\text{r}} = r \theta_i \) with some \( r \in (0, 1) \), but he will have unrestricted ability \( \theta_i^{\text{u}} = \theta_i \) in the second match \( (k \in \{D, E\} \text{ if } i = 1, \text{ and } k \in \{A, B, C, C'\} \text{ if } i = 2) \). In contrast, if player \( i \in \{1, 2\} \) chooses NR, his ability in the first match will be unrestricted, \( \theta_i^{\text{r}} = \theta_i \), but he faces some positive probability \( p \in (0, 1) \) of having to compete with restricted ability in the second match. To capture the related uncertainty in reduced form, we assume that the player’s (expected) ability in the second match equals \( \theta_i^{\text{e}} = q \theta_i \), with \( q = 1 - p (1 - r) \in (r, 1) \). For simplicity, we assume that player 3 has unrestricted ability in both matches\(^{29}\) which is normalised such that \( \theta_3^{\text{u}} = \theta_3 = 1 \) for all \( k \in \{A, \ldots, E\} \).\(^{30}\)

This round-robin tournament with three players and an opportunity of self-restriction (for players 1 and 2) constitutes a sequential game \( \Gamma \) with four stages: In Stage 0, players 1 and 2 decide simultaneously whether to self-restrict or not in match 1; their choices are observed by all players. In Stage 1, players 1 and 2 decide simultaneously about their effort in match 1, and the outcome of match 1 is observed by all players. In Stage 2, players 1 and 3 decide simultaneously about their effort in match 2, and the outcome of match 2 is observed by all players. In Stage 2, players 1 and 3 decide simultaneously about their effort in match 2, and the outcome of match 2 is observed by all players.

\(^{28}\) In the present framework of a Tullock contest with linear effort costs, heterogeneity in players’ abilities is equivalent to heterogeneity in their (linear) costs of effort, as well as to heterogeneity in their valuations of the prizes (e.g., Cornes & Hartley, 2005; Ryvkin, 2013).

\(^{29}\) Allowing player 3 to self-restrict considerably complicates the analysis, due to second-order strategic incentives: The self-restriction of one or both players in the first match may trigger/prevent the self-restriction of player 3 in the second match. The first-order strategic incentives of players 1 and 2 for restricting themselves remain present and do not fundamentally change though, because in the subgame perfect equilibrium of the game, players 1 and 2 correctly anticipate the (expected) ability of player 3 as their upcoming opponent.

\(^{30}\) Fixing one of the three abilities is possible without loss of generality, because only relative abilities matter.
Finally, in Stage 3, players 2 and 3 decide simultaneously about their effort in match 3.

**Results**

For each feasible combination of exogenous parameters \((\theta_1, \theta_2, r, q)\), the game \(\Gamma\) can be solved by backward induction for its subgame perfect equilibrium (SPE) through repeated use of Eqs. (4)–(6). Appendix 2 illustrates this procedure for the example of \((\theta_1, \theta_2, r, q) = (1, 1, 1/2, 3/4)\).

We are particularly interested in identifying the conditions in which players 1 or 2 choose self-restriction in the first match as part of an equilibrium strategy. Because the comparative statics are analytically not tractable, we study the effect of variations of the exogenous parameters \((\theta_1, \theta_2, r, q)\) on equilibrium behaviour numerically. We use *Microsoft Excel* to compute the SPE of \(\Gamma\) on a grid with more than 200,000 grid points, increasing \(\theta_i\) from 0.1 to 10 in steps of 1% (and from 0.001 to 1000 in steps of 10%, respectively) for \(i \in \{1, 2\}\), together with \(r\) and \(q\) from 0.5 to 0.9 in steps of 0.1, subject to \(r < q\). The calculations demonstrate that, depending on the parameters, all kinds of equilibrium behaviours by players 1 and 2 may arise in the first stage.

**Proposition 1** For each of the following combinations of first-stage behaviour by players 1 and 2, there are parameters \((\theta_1, \theta_2, r, q)\), such that the respective combination is part of the players’ strategies in the SPE of game \(\Gamma\):

(a) No player chooses self-restriction R.
(b) Only the weaker player chooses self-restriction R.
(c) Both players choose self-restriction R.
(d) Only the stronger player chooses self-restriction R.
(e) Both players choose self-restriction R with positive probability (equilibrium in mixed strategies).

Figure 4 illustrates Proposition 1. The players’ behaviour only depends on their relative basic abilities, such that the diagrams are symmetric around the 45°-line on which \(\theta_1 = \theta_2\). We thus can focus on cases in which player 1 is at least as able as player 2, with grid points on and below the 45°-line. Moreover, the left panel of Fig. 4 encompasses a range of parameters in which the maximum difference in relative abilities of players 1 and 2 is 1:1,000,000, whereas, the right panel zooms in on the practically more relevant range in which this maximum difference is 1:100.

Around the 45°-line, players 1 and 2 have similar basic abilities, and they never self-restrict. Self-restriction by one or both players occurs only if the difference between their abilities \(\theta_1\) and \(\theta_2\) is sufficiently large. Therefore,

---

31 The spreadsheets are available on request.

32 More precisely, *ceteris paribus*, the greater the ability of the stronger (weaker) player, the more (less) likely it is that the weaker (stronger) player self-restricts.
Hypothesis 1 The larger the difference in basic abilities $h_1$ and $h_2$ in the current match, the more likely a player chooses self-restriction.

The underlying intuition is that players cannot afford to restrict themselves in their first match if the match will be close. Only if they are sufficiently sure they will win or lose, due to a large gap in abilities, will players conserve their strength for their second match.

The scale on both axes of the diagrams in Fig. 4 also is exponential, such that the ratio of the basic abilities of players 1 and 2 is constant along any parallel to the 45°-line. Moving from the lower left to the upper right on any such parallel, the ability of player $i \in \{1, 2\}$ increases relative to the ability of player 3. Because the region below the 45°-line in which player $i \in \{1, 2\}$ self-restricts is convex in the relevant range (see the right panel of Fig. 4), there is some ratio $z_i$ of the basic abilities of players 1 and 2 for which the corresponding parallel $\theta_1 = z_i \theta_2$ is tangential to the region in which player $i \in \{1, 2\}$ self-restricts. In this sense, the relative ability $\delta_i = \theta_i / \theta_3$ that characterises the tangent point is that for which player $i$’s probability of self-restriction is maximal (see Fig. 5). These observations suggest:

Hypothesis 2 The greater the difference in (weighted) basic abilities $h_i$ and $\delta_i \theta_3$ in the future match, the less likely player $i \in \{1, 2\}$ chooses self-restriction.
Here, the intuition is that it will not pay off for players in the first match to conserve their strength for their second match if they expect the first match to be closer than the second match or, more formally, if the (weighted) heterogeneity in the second match is too pronounced.\footnote{In our theoretical model, $\delta_i > 1$, which may be due to the assumption that player 3 has the advantage of unrestricted ability $\theta_3 = 1$ in both matches. In the baseline estimations for our empirical analysis, we set $\delta_i = 1$ and check the robustness of our results for alternative values of $\delta_i$.}

Finally, if we vary the (expected) levels of restriction $r$ and $q$, the number of grid points $(\theta_1, \theta_2)$ for which the players choose self-restriction R in the SPE of game $\Gamma$ increases in $r$ and decreases in $q$. Figure 6 illustrates this finding. Again, the intuition is straightforward: An increase in $r$ means that the restriction in the players’ first match is less severe, and therefore, choosing R is less expensive. An increase in $q$ instead means that the possible restriction in the players’ second match is less severe or less likely, so the incentive to conserve their full strength by choosing R is less pronounced. Moreover, the variations of $r$ and $q$ in Fig. 6 make clear that our hypotheses are stable across diverse specifications of the model.

### Appendix 2: Backward Induction of Game $\Gamma$

This appendix illustrates how to solve game $\Gamma$ (see Fig. 3) by backward induction, considering the parameters $(\theta_1, \theta_2, r, q) = (1, 1, 1/2, 3/4)$.
Case $(R,R)$

Suppose that both players 1 and 2 have chosen $R$ in stage 1 and thus restrict themselves in the first match.

4th stage: Player 2 vs player 3

In the third match, player 2 is unrestricted, and thus $\theta^k_2 = \theta^k_3 = 1$ in all nodes $k \in \{A, B, C, C'\}$.
In node $A$, player 2 wins the first match, and player 3 wins the second match. Thus $w_2^A = w_3^A = 1$, $\ell_2^A = \ell_3^A = 1/2$, which yields

$$x_2^A = x_3^A = \frac{(1 - \frac{1}{2})^2 \cdot (1 - \frac{1}{2})}{[(1 - \frac{1}{2}) + (1 - \frac{1}{2})]^2} = \frac{1}{8},$$

$p_2^A = p_3^A = \frac{1}{2}$, and $E_2^A = E_3^A = \frac{1}{4} + \frac{1}{8} = \frac{5}{8}$ by Eqs. (4)–(6).

In node $B$, player 2 wins the first match, and player 1 wins the second match. Thus $w_2^B = 1$, $w_3^B = 1/2$, $\ell_2^B = 1/2$ and $\ell_3^B = 0$, which yields $x_2^B = x_3^B = 1/8$, $p_2^B = p_3^B = 1/2$, $E_2^B = 5/8$, and $E_3^B = 1/8$.

In node $C$, player 1 wins the first match, and player 3 wins the second match. Thus $w_2^C = 1/2$, $w_3^C = 1$, $\ell_2^C = 0$, and $\ell_3^C = 1/2$, which yields $x_2^C = x_3^C = 1/8$, $p_2^C = p_3^C = 1/2$, $E_2^C = 1/8$, and $E_3^C = 5/8$.

In node $E$, player 1 wins the first match. Thus $w_2^E = 1$, $w_3^E = E_3^C = \frac{5}{8}$, $\ell_2^E = \ell_3^E = E_3^C = \frac{1}{8}$, which yields $x_2^E = x_3^E = 1/8$, $p_2^E = p_3^E = 1/2$, $E_2^E = 5/8$, and $E_3^E = 1/4$.

**3rd stage: Player 1 vs player 3**

In the second match, player 1 is unrestricted, and thus $\theta_1^k = \theta_3^k = 1$ in both nodes $k \in \{D, E\}$.

In node $D$, player 2 wins the first match. Thus, $w_1^D = \frac{1}{2} p_2^D + \frac{1}{2} p_3^D = \frac{1}{2}$, $w_3^D = E_3^A = \frac{5}{8}$, $\ell_1^D = 0$, and $\ell_3^D = E_3^B = \frac{1}{8}$, which yields $x_1^D = x_3^D = 1/8$, $p_1^D = p_3^D = 1/2$, $E_1^D = 1/8$, and $E_3^D = 1/4$.

In node $E$, player 1 wins the first match. Thus, $w_1^E = 1$, $w_3^E = E_3^C = \frac{5}{8}$, $\ell_1^E = \frac{1}{2} p_2^C + \frac{1}{2} p_3^C = \frac{1}{2}$, and $\ell_3^E = E_3^C = \frac{1}{8}$, which yields $x_1^E = x_3^E = 1/8$, $p_1^E = p_3^E = 1/2$, $E_1^E = 5/8$, and $E_3^E = 1/4$.

**2nd stage: Player 1 vs player 2**

In the first match, players 1 and 2 are restricted, and thus $\theta_1^F = \theta_3^F = \frac{1}{2}$ in node $F$. Moreover $w_1^F = E_1^E = \frac{5}{8}$, $w_2^F = p_1^D E_2^D + p_3^D E_3^A = \frac{5}{8}$, $\ell_1^F = E_1^D = \frac{1}{8}$, and $\ell_2^F = p_1^F E_2^C + p_3^F E_3^C = \frac{1}{8}$, which yields $x_1^F = x_3^F = 1/8$, $p_1^F = p_2^F = 1/2$, $E_1^F = 1/4$, and $E_3^F = 1/4$. Moreover, player 3’s expected payoff equals $E_3^F = p_1^F E_3^E + p_2^F E_3^D = 1/4$. 

Springer
Cases (NR,R), (R,NR), and (NR,NR)

Using analogous procedures, we can calculate the players’ expected payoffs in cases in which only one or none of them self-restricts in the first match.

1st stage: Decision on self-restriction

The results for the expected payoffs of players 1 and 2 are in Table 6 (rounded to two decimal places). For the parameters under consideration, NR is a dominant strategy for both players, and thus, (NR,NR) is the only Nash equilibrium in the first stage of game C.

Appendix 3: Additional tables

See Tables 7, 8, 9, 10, 11 and 12.
Table 7  Self-restriction and the starting line-up decision—OLS regressions

|                | (1)         | (2)         | (3)         | (4)         | (5)         | (6)         |
|----------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Yellowplayer   | 0.0174*** (0.0074) | 0.0174*** (0.0074) | 0.0170*** (0.0075) | 0.0059 (0.0083) | 0.0059 (0.0083) | 0.0056 (0.0083) |
| Hetₜ      | 0.0074*** (0.0018) | 0.0073*** (0.0018) | 0.0072*** (0.0018) | 0.0067** (0.0032) | 0.0063** (0.0032) | 0.0063** (0.0032) |
| Yellowplayer * Hetₜ | -0.0162** (0.0081) | -0.0162** (0.0081) | -0.0145* (0.0080) | -0.0131 (0.0082) | -0.0131 (0.0082) | -0.0121 (0.0083) |
| Hetₜ₊₁      | -0.0004 (0.0012) | 0.0004 (0.0014) | 0.0004 (0.0014) | -0.0024 (0.0027) | -0.0019 (0.0028) | -0.0055 (0.0082) |
| Yellowplayer * Hetₜ₊₁ | -0.00082 (0.0078) | -0.00082 (0.0078) | -0.00082 (0.0078) | -0.0024 (0.0027) | -0.0019 (0.0028) | -0.0055 (0.0082) |
| % of minutes played | 0.7792*** (0.0080) | 0.7792*** (0.0080) | 0.7792*** (0.0080) | 0.6453*** (0.0100) | 0.6452*** (0.0100) | 0.6453*** (0.0100) |
| Match-specific controls | Yes | Yes | Yes | Yes | Yes | Yes |
| Player-specific controls | Yes | Yes | Yes | No | No | No |
| Referee FE | Yes | Yes | Yes | Yes | Yes | Yes |
| Player FE | No | No | No | Yes | Yes | Yes |
| Coach FE | Yes | Yes | Yes | Yes | Yes | Yes |
| Obs.       | 37,673 | 37,673 | 37,673 | 37,673 | 37,673 | 37,673 |
| R2         | 0.2592 | 0.2592 | 0.2593 | 0.1286 | 0.1286 | 0.1286 |
| Adj. R2    | 0.2571 | 0.2571 | 0.2571 | 0.1080 | 0.1080 | 0.1080 |

This table includes player-match-level data, that is all players who belong to a team’s squad (starting line-up + bench) on a particular matchday.

OLS regressions, dependent variable: starting11.

Hetₜ and Hetₜ₊₁ are standardised (z-score).

Match-specific controls: derby, attendance, quality, away, matchday, roster

Player-specific controls: age, age², position-dummies (left/right defender, left/right wing player, left/right/central midfielder, forward, centre back, offensive midfielder, defensive midfielder)

(Robust) standard errors (clustered at the match level, column 1–3) are in parentheses, *p < 0.1, **p < 0.05, ***p < 0.01
### Table 8  Descriptive statistics—starting 11 (betting odds)

| Variable    | Obs   | Mean | Std. Dev. | Min | Max  |
|-------------|-------|------|-----------|-----|------|
| Het, (odds) | 37,673| 0.285| 0.215     | 0   | 0.864|
| Het,+1 (odds)| 37,673| 0.288| 0.216     | 0   | 0.864|
|                          | (1)                              | (2)                              | (3)                              | (4)                              | (5)                              | (6)                              |
|--------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| Yellowplayer             | 0.2545*** (0.0849)               | 0.2546*** (0.0849)               | 0.2667** (0.1062)                | 0.2212** (0.0919)                | 0.2213** (0.0919)                | 0.2411** (0.1156)                |
| Het_t (odds)             | 0.1127***                       | 0.1087** (0.0422)               | 0.1086** (0.0422)               | 0.1129 (0.0792)                 | 0.1053 (0.0799)                 | 0.1053 (0.0799)                 |
| Yellowplayer * Het_t (odds) | – 0.5395** (0.2473)            | – 0.5399** (0.2474)             | – 0.5384** (0.2476)             | – 0.4998* (0.2604)              | – 0.5005* (0.2604)              | – 0.4993* (0.2604)              |
| Het_{t+1} (odds)         | – 0.0310 (0.0289)               | – 0.0280 (0.0324)               | – 0.0280 (0.0324)               | – 0.0507 (0.0703)               | – 0.0460 (0.0722)               | – 0.0726 (0.2570)               |
| Yellowplayer * Het_{t+1} | – 0.0455 (0.2453)               | – 0.0455 (0.2453)               | – 0.0455 (0.2453)               | – 0.0455 (0.2453)               | – 0.0455 (0.2453)               | – 0.0455 (0.2453)               |
| % of minutes played      | 4.0111*** (0.0581)              | 4.0111*** (0.0581)              | 4.0111*** (0.0581)              | 3.5518*** (0.0651)              | 3.5517*** (0.0651)              | 3.5517*** (0.0651)              |
| Match-specific controls  | Yes                              | Yes                              | Yes                              | Yes                              | Yes                              | Yes                              |
| Player-specific controls | Yes                              | Yes                              | Yes                              | No                               | No                               | No                               |
| Referee FE              | Yes                              | Yes                              | Yes                              | Yes                              | Yes                              | Yes                              |
| Player FE               | No                               | No                               | No                               | Yes                              | Yes                              | Yes                              |
| Coach FE                | Yes                              | Yes                              | Yes                              | Yes                              | Yes                              | Yes                              |
| Obs.                    | 37,673                           | 37,673                           | 37,673                           | 37,673                           | 37,673                           | 37,673                           |
| Pseudo R2               | 0.2141                           | 0.2141                           | 0.2141                           | 0.1203                           | 0.1203                           | 0.1203                           |

This table includes player-match-level data, that is all players who belong to a team’s squad (starting line-up + bench) on a particular matchday.

Logit regressions, dependent variable: starting11

Match-specific controls: derby, attendance, quality, away, matchday, roster

Player-specific controls: age, age², position-dummies (left/right defender, left/right wing player, left/right/central midfield, forward, centre back, offensive midfield, defensive midfield)

(Robust) standard errors (clustered at the match level, column 1–3) are in parentheses, *p < 0.1, **p < 0.05, ***p < 0.01
Table 10  Descriptive statistics–yellow card (betting odds)

| Variable      | Obs  | Mean | Std. Dev. | Min  | Max  |
|---------------|------|------|-----------|------|------|
| Het<sub>t</sub> (odds) | 29,555 | 0.284 | 0.215 | 0.864 |      |
| Het<sub>t+1</sub> (odds) | 29,555 | 0.286 | 0.215 | 0.864 |      |
| Het<sub>t+2</sub> (odds) | 29,555 | 0.287 | 0.215 | 0.864 |      |
Table 11  The effect of heterogeneity on yellow card suspensions—OLS regressions

|                | (1) All | (2) > 45 min | (3) > 60 min | (4) > 75 min | (5) all | (6) > 45 min | (7) > 60 min | (8) > 75 min |
|----------------|--------|--------------|--------------|--------------|--------|--------------|--------------|--------------|
| Yellowplayer   | -0.0189*** (0.0076) | -0.0193*** (0.0067) | -0.0157*** (0.0061) | -0.0128*** (0.0052) | -0.0602*** (0.0078) | -0.0476*** (0.0070) | -0.0360*** (0.0064) | -0.0251*** (0.0056) |
| Het_t          | -0.0124*** (0.0031) | -0.0091*** (0.0026) | -0.0090*** (0.0023) | -0.0073*** (0.0020) | -0.0119*** (0.0031) | -0.0090*** (0.0028) | -0.0089*** (0.0026) | -0.0075*** (0.0023) |
| Het_{t+1}      | -0.0023 (0.0026) | -0.0016 (0.0024) | 0.00001 (0.0022) | 0.0002 (0.0020) | 0.0017 (0.0029) | 0.0011 (0.0026) | 0.0000 (0.0024) | 0.0000 (0.0021) |
| Het_{t+2}      | 0.0044* (0.0026) | 0.0043* (0.0025) | 0.0049* (0.0024) | 0.0038* (0.0021) | 0.0050* (0.0028) | 0.0047* (0.0026) | 0.0051** (0.0024) | 0.0040* (0.0021) |
| Yellowplayer * | 0.0163* (0.0086) | 0.0177** (0.0079) | 0.0182** (0.0077) | 0.0148** (0.0075) | 0.0140* (0.0076) | 0.0153** (0.0068) | 0.0168*** (0.0062) | 0.0137*** (0.0054) |
| Het_{t+1}      | -0.0147*** (0.0074) | -0.0168*** (0.0058) | -0.0156*** (0.0052) | -0.0135*** (0.0046) | -0.0169*** (0.0077) | -0.0185*** (0.0069) | -0.0161*** (0.0063) | -0.0141*** (0.0055) |
| % of minutes   | 0.0310*** (0.0075) | 0.0106 (0.0068) | 0.0026 (0.0064) | -0.0096 (0.0059) | 0.0581*** (0.0103) | 0.0373*** (0.0092) | 0.0274*** (0.0086) | 0.0119 (0.0076) |
| Match-specific | Yes     | Yes          | Yes          | Yes          | Yes     | Yes          | Yes          | Yes          |
| controls       |         |              |              |              |         |              |              |              |
| Player-specific| Yes     | Yes          | Yes          | Yes          | No      | No           | No           | No           |
| controls       |         |              |              |              |         |              |              |              |
| Referee FE     | Yes     | Yes          | Yes          | Yes          | Yes     | Yes          | Yes          | Yes          |
| Coach FE       | Yes     | Yes          | Yes          | Yes          | Yes     | Yes          | Yes          | Yes          |
| Player FE      | No      | No           | No           | No           | Yes     | Yes          | Yes          | Yes          |
| Obs.           | 29,555  | 27,095       | 25,706       | 22,719       | 29,555  | 27,095       | 25,706       | 22,719       |
Table 11 continued

|       | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
|       | All | > 45 min | > 60 min | > 75 min | all | > 45 min | > 60 min | > 75 min |
| R2    | 0.0193 | 0.0137 | 0.0119 | 0.0109 | 0.0096 | 0.0086 | 0.0082 | 0.0080 |

Player-match-level data (all fielded players)

OLS regressions, dependent variable: yellowHet

Het_t and Het_{t+1} are standardised (z-score)

Matchspecific controls: derby, attendance, quality, roster, matchday, away

Playerspecific controls: age, age^2, position-dummies (left/right defender, left/right wing player, left/right/central midfield, forward, centre back, offensive midfield, defensive midfield)

Models 2–4 and 6–8 refer to the last 45/30/15 minutes of a match, so observations of bookings in prior minutes are excluded

(Robust) standard errors (clustered at the match level, column 1–4) are in parentheses, *p < 0.1, **p < 0.05, ***p < 0.01
|                  | All   | > 45 min | > 60 min | > 75 min | all   | > 45 min | > 60 min | > 75 min |
|------------------|-------|----------|----------|----------|-------|----------|----------|----------|
| Yellowplayer     | 0.1786| 0.2438   | 0.2974*  | 0.4050   | 0.4104***| 0.4361***| 0.4855***| 0.5829** |
|                  | (0.1255)| (0.1517)| (0.1807)| (0.2513)| (0.1256)| (0.1567)| (0.1797)| (0.2361)|
| Het, (odds)      | 0.3817***| 0.2194*  | 0.3741***| 0.0768   | 0.3649***| 0.1986   | 0.3499**  | 0.6554***|
|                  | (0.1006)| (0.1196)| (0.1354)| (0.1738)| (0.1015)| (0.1231)| (0.1407)| (0.1821)|
| Het_{t+1} (odds)| 0.1133| 0.0874   | 0.0149   | 0.6743***| 0.0941   | 0.0557   | 0.0068   | 0.0773   |
|                  | (0.0827)| (0.1010)| (0.1154)| (0.1461)| (0.0951)| (0.1146)| (0.1295)| (0.1656)|
| Het_{t+2} (odds)| 0.2040**| 0.2095**| 0.2711**| 0.2273 (0.1586)| 0.2479***| 0.2588**| 0.3088**| 0.2543 (0.1627)|
|                  | (0.0833)| (0.1026)| (0.1217)| (0.0927)| (0.1115)| (0.1262)| (0.1262)| (0.1262)|
| yellowplayer *   | 0.7385**| 0.7759*  | 0.8924*  | 1.1271*  | 0.6647**| 0.6654**| 0.8222**| 1.1144** |
| Het_{t+1} (odds)| (0.3073)| (0.3976)| (0.4611)| (0.6465)| (0.2759)| (0.3385)| (0.3809)| (0.4902)|
| Yellowplayer *   | 0.6276**| 0.6586*  | 0.6026   | 0.6610   | 0.7654***| 0.8228**| 0.7067*  | 0.7517   |
| Het_{t+2} (odds)| (0.2964)| (0.3591)| (0.3977)| (0.5099)| (0.2938)| (0.3660)| (0.4128)| (0.5427)|
| % of minutes played | 0.2511***| 0.1179| 0.0383 (0.0841)| 0.1753 (0.1102)| 0.5014***| 0.4368***| 0.4009***| 0.2374 (0.1533)|
|                  | (0.0610)| (0.0731)| (0.0841)| (0.1102)| (0.0877)| (0.1055)| (0.1204)| (0.1204)|
| Match-specific controls | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Player-specific controls | Yes | Yes | Yes | Yes | No | No | No | No |
| Referee FE       | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Coach FE         | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Player FE        | No  | No  | No  | No  | Yes | Yes | Yes | Yes |
| Obs.             | 29,555| 27,095| 25,706| 22,719| 29,555| 27,095| 25,706| 22,719|
Table 12 continued

|       | (1)  | (2)  | (3)  | (4)  | (5)  | (6)  | (7)  | (8)  |
|-------|------|------|------|------|------|------|------|------|
|       | All  | > 45 min | > 60 min | > 75 min | all | > 45 min | > 60 min | > 75 min |
| R2    | 0.0232 | 0.0200 | 0.0202 | 0.0250 | 0.0131 | 0.0142 | 0.0161 | 0.0222 |

Player-match-level data (all fielded players)
Logit regression, dependent variable: yellow
Matchspecific controls: derby, attendance, quality, roster, matchday, away
Playerspecific controls: age, age², position-dummies (left/right defender, left/right wing player, left/right/central midfield, forward, centre back, offensive midfield, defensive midfield)
Models 2–4 and 6–8 refer to the last 45/30/15 minutes of a match, so observations of bookings in prior minutes are excluded
(Robust) standard errors (clustered at the match level, column 1–4) are in parentheses, *p < 0.1, **p < 0.05, ***p < 0.01
Table 13  Self-restriction and the substitution of yellowplayers–logit regressions

|                      | (1)            | (2)            | (3)            | (4)            |
|----------------------|----------------|----------------|----------------|----------------|
| yellow               | 0.1654 (0.1592)| −0.1317 (0.1991)| 0.1474 (0.1743)| −0.1188 (0.2200)|
| yellow * Het_{t+1}   | 0.3667***      | 0.3392**       |                |                |
|                      | (0.1387)       | (0.1677)       |                |                |
| Het_{t}              | 0.0919 (0.0715)| 0.0926 (0.0713)| 0.1295 (0.0849)| 0.1263 (0.0850)|
| Het_{t+1}            | 0.0641         | 0.0018 (0.0696)| 0.0877 (0.0697)| 0.0334 (0.0754)|
| % of minutes played  | −1.3901***     | −1.4199***     | −0.8050        | −0.8267        |
|                      | (0.3713)       | (0.3710)       | (0.6691)       | (0.6704)       |
| Match-specific       | Yes            | Yes            | Yes            | Yes            |
| controls             |                |                |                |                |
| Player-specific      | Yes            | Yes            | No             | No             |
| controls             |                |                |                |                |
| Referee FE           | Yes            | Yes            | Yes            | Yes            |
| Player FE            | No             | No             | Yes            | Yes            |
| Coach FE             | Yes            | Yes            | Yes            | Yes            |
| Obs.                 | 2000           | 2000           | 2028           | 2028           |
| Pseudo-R2            | 0.0921         | 0.0946         | 0.0733         | 0.0759         |

Player-match-level data (restricted to yellowplayers in the starting line-up)
Logit regressions, dependent variable: substitution (substituted equal to one if the player got substituted, zero otherwise). Mean of substituted = 0.28
Match-specific controls: derby, attendance, quality, away, matchday, roster
Player-specific controls: age, age^2, position-dummies (left/right defender, left/right wing player, left/right/central midfielder, forward, centre back, offensive midfielder, defensive midfielder)
(Robust) standard errors (clustered at the match level, columns 1 and 2) are in parentheses, *p < 0.1, **p < 0.05, ***p < 0.01
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