A test for comparing conditional ROC curves with multidimensional covariates
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ABSTRACT
The comparison of Receiver Operating Characteristic (ROC) curves is frequently used in the literature to compare the discriminatory capability of different classification procedures based on diagnostic variables. The performance of these variables can be sometimes influenced by the presence of other covariates, and thus they should be taken into account when making the comparison. A new non-parametric test is proposed here for testing the equality of two or more dependent ROC curves conditioned to the value of a multidimensional covariate. Projections are used for transforming the problem into a one-dimensional approach easier to handle. Simulations are carried out to study the practical performance of the new methodology. The procedure is then used to analyse a real data set of patients with Pleural Effusion to compare the diagnostic capability of different markers.
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1. Introduction

In any classification problem such as a diagnostic method – in which the aim is to discriminate between two populations, usually identified as the healthy population and the diseased population – the main concern is to minimize the number of subjects that are misclassified. Receiver Operating Characteristic (ROC) curves are commonly used in this context for studying the behaviour of the classification variables [see, for example, the monograph of 19, as an introduction to the topic]. They combine the notions of sensitivity (the ability of classifying a diseased patient as diseased) and specificity (the ability of classifying a healthy individual as healthy), two measurements that can be expressed in terms of the cumulative distribution functions of the diagnostic variables of the diseased and the healthy populations.
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When there is more than one variable for diagnosing a certain disease one can compare their respective ROC curves in order to decide whether their discriminatory capability is different or not. This is what happens in the medical example that we will be analysing in this paper, a real data set containing the information of patients with pleural effusion. In this data set there are two variables (the carbohydrate antigen 152 and the cytokeratin fragment 21-1) that can be used for deciding whether that pleural effusion is due to the presence of a malignant tumour or not. The objective of the analysis will be to compare the diagnostic capability of those markers.

There are several methodologies discussed in the literature for making that sort of comparisons [for a review of such methodologies, see 6], although most of them do not consider the possible effect that the presence of covariates can have in the performance of the test. In the example provided, apart from the diagnostic variables there are other covariates such as the age or the neuron-specific enolase of the patients. It is important to take this information into account, because the diagnostic capability of a marker may change with the value of a covariate [17].

In this paper the aim is to propose a test to compare ROC curves that includes the presence of a multidimensional covariate in the analysis. With this methodology, given a new patient waiting for a diagnosis on his or her pleural effusion, we could compare the different diagnosis mechanisms taking into account the covariate values of this particular individual and see which one would be the most appropriate.

One way of introducing the effect of the covariates into the study is by using the conditional ROC curve. If we consider \( Y^F \) and \( Y^G \) as the continuous diagnostic markers in the diseased and healthy populations, respectively, \( X^F = (X^F_1, \ldots, X^F_d)' \) as the continuous \( d \)-dimensional covariate of the diseased population and \( X^G = (X^G_1, \ldots, X^G_d)' \) as the continuous \( d \)-dimensional covariate of the healthy population, then, given a fixed value \( x = (x_1, \ldots, x_d)' \in R_X \) (where \( R_X \) is the intersection of \( R_{X^F} \) and \( R_{X^G} \), the supports of \( X^F \) and \( X^G \), and is assumed to be non-empty), the conditional ROC curve is defined as

\[
ROC^x(p) = 1 - F(G^{-1}(1 - p|x))|x), \quad p \in (0, 1),
\]

where \( F(y|x) = P(Y^F \leq y|X^F = x) \), and \( G(y|x) = P(Y^G \leq y|X^G = x) \).

By comparing these conditional ROC curves instead of the standard ROC curves it is possible to incorporate the potential effect of the covariates in the analysis of the equivalence of two or more methods of diagnosis. A test for performing this comparison is proposed in [7] for the case of a continuous one-dimensional covariate. The objective here is to extend that methodology to the case in which we have a multidimensional covariate. Thus, the aim is to test, given a certain \( x \in R_X \),

\[
H_0 : ROC^x_1(p) = \cdots = ROC^x_K(p) \text{ for all } p \in (0, 1),
\]

where \( K \) is the number of diagnostic markers (and thus, ROC curves) that are being compared. In this context we would have \( K \) diagnostic variables and one \( d \)-dimensional covariate in the healthy population, \((X^F, Y^F_1, \ldots, Y^F_K)\), and similar variables in the diseased population, \((X^G, Y^G_1, \ldots, Y^G_K)\). In practice this kind of test could help to design a more personalized diagnostic method based on the covariate values of each patient.
methodology, in the medical example at hand we could determine whether the carbohydrate antigen 152 and the cytokeratin fragment 21-1 are equally suitable for the diagnosis of a patient with a certain age and a certain enolase value.

In order to be able to make this comparison, we are going to rely on the estimation of the corresponding conditional ROC curves. There is a wide range of estimation methods in the literature: some of them estimate the conditional distribution functions involved in the definition of the conditional ROC curve, others use regression functions to include the effect of the covariates (following direct or indirect approaches). See [17] for a further review of this topic.

In [7] the estimation of the conditional ROC curve that is used is based on the indirect (or induced) regression methodology, which incorporates the covariate information through regression models by considering the effect of those covariates in the diagnostic marker in each population of healthy or diseased separately. However, this method was originally designed for one single covariate. One could think of extending that methodology by changing the estimator of the conditional ROC curve for another capable of handling multidimensional covariates. Nevertheless, there are not many methods in the literature capable of considering more than one covariate when estimating the conditional ROC curve, and most of them have some parametric assumptions that we would like to avoid making. See [11] as an example of a non-parametric Bayesian model to estimate the conditional distribution functions involved in the ROC curves, [13], [21] or [22] as examples of a direct ROC regression model (where generalized additive models are used to directly regress the ROC curve) or [20] as an example of induced methodology (framed in a Bayesian setting). In our case we will be following a frequentist approach.

The tests related to multidimensional data tend to become less powerful when the dimension of the problem increases. This is why, in this paper, the problem of comparing conditional ROC curves is first transformed using projections in such a way that the multidimensional problem becomes a unidimensional problem easier to handle. This idea has been applied several times in the literature for reducing the dimension in goodness-of-fit problems [see, for example, 5,8,18], but, to the best of our knowledge, it is the first time that it is applied on an ROC curve setting. In the last few years random projections are increasingly being used as a way to overcome the curse of dimensionality. The characterization of the multidimensional distribution of the original data by the distribution of the randomly projected unidimensional data is what allows for the reduction of the dimension.

To that end, in Section 2, which is dedicated to the exposition of the methodology introduced in this paper, we begin by showing how (2) can be transformed in a test with one-dimensional covariates using projections. In Section 2.2 we show how to compare ROC curves in that simplified setting, with a unidimensional covariate and in Section 2.3, which contains the major contribution of this paper, we propose a methodology for testing that equivalent hypothesis with a multi-dimensional covariate. This includes the proposal of a bootstrap algorithm to approximate the distribution of the statistic under the null hypothesis. In Section 3 the results from a simulation study show the practical performance of the test in terms of level approximation and power. The procedure is illustrated in Section 4 by analysing the real data set containing information of patients with pleural effusion.


2. Methodology

This section is divided into three subsections. In the first one, Section 2.1, we present a result that allows us to transform the problem discussed in (2) into an equivalent one, easier to handle, by using projections to reduce the multidimensional role of the covariate to a unidimensional one.

In Section 2.2 we show a methodology to test the equality of conditional ROC curves on a unidimensional problem [based on the one proposed in 7]. Finally, in Section 2.3, we combine that methodology with the result obtained in Section 2.1 to solve our original problem with multidimensional covariates. Both Sections 2.2 and 2.3 include the statistic proposed to perform the test and a bootstrap algorithm to approximate its distribution.

2.1. An equivalent problem

In order to present the transformation of the problem, first we need to introduce the definition of the ROC curve conditioned to a pair \((x^F, x^G) \in R_{x^F} \times R_{x^G}\):

\[
\text{ROC}^{x^F, x^G}(p) = 1 - F(G^{-1}(1 - p|x^G)|x^F), \quad p \in (0, 1).
\]  

This concept is very similar to the conditional ROC curve (1): the only difference is that this new definition allows us to condition on different values for the diseased and healthy populations. In this case \(x^F\) and \(x^G\) are unidimensional, but the definition could be applied on a multidimensional case. Even if the interpretability of this new ROC curve is not very clear in practice, theoretically it does not present any problems (as it will not do its estimation), as the population of healthy and diseased are always considered to be independent.

The following result is the base for developing the test for comparing ROC curves with multidimensional covariates. It borrows the ideas in [5] of using projections for reducing the dimension of the covariate in a regression context. Since here we are dealing with ROC curves, the dimension reduction is less straightforward and some adjustments are required, as each ROC depends on two cumulative distribution functions. To the best of our knowledge, the idea of using projections has not been considered in the context of ROC curves.

Given \(x, \beta \in R^d\), \(x'\beta\) denotes the scalar product of the vectors \(x\) and \(\beta\). For now on, all the vectors representing the projections will be considered to be contained in the \(d\)-dimensional unit sphere \(S^{d-1} = \{\beta \in R^d : ||\beta|| = 1\}\). This way we ensure that all possible directions are equally important.

**Lemma 2.1:** Assume \(\mathbb{E}|Y^F_k| < \infty\) and \(\mathbb{E}|Y^G_k| < \infty\) for every \(k \in \{1, \ldots, K\}\). Then, given a certain \(x \in R_X\), and assuming dependence among the ROC curves (meaning the covariate is common for all the \(K\) curves considered), then

\[
\text{ROC}_1^x(p) = \cdots = \text{ROC}_K^x(p) \text{ for all } p \in (0, 1) \text{ a.s.}
\]

if and only if

\[
\text{ROC}_1^{(\beta^F)'x, (\beta^G)'x}(p) = \cdots = \text{ROC}_K^{(\beta^F)'x, (\beta^G)'x}(p) \text{ for all } p \in (0, 1) \text{ a.s. for any } \beta^F, \beta^G,
\]

where \(\beta^F\) and \(\beta^G\) are \(d\)-dimensional coordinates in \(S^{d-1}\) that represent the directions of the projections.
The proof of this Lemma can be found in the Appendix. Note that \((β^F)'x\) and \((β^G)'x\) are one-dimensional values. By using these ROC curves conditioned to a pair of projected covariates (as defined in 3), the problem is reduced to a one-dimensional covariate conditional ROC curve comparison test for each possible direction \(β^F\) and \(β^G\).

Thus, taking advantage of the result in Lemma 2.1, instead of testing for the null hypothesis (2), we may use this equivalent formulation to develop a methodology that, given a certain \(x \in \mathbb{R}^X\), tests

\[ H_0 : \text{ROC}_{\frac{1}{p}}^{(β^F)'x, (β^G)'x}(p) = \cdots = \text{ROC}_{\frac{K}{p}}^{(β^F)'x, (β^G)'x}(p) \text{ for all } p \in (0, 1) \quad \forall β^F, β^G \]  

against the general alternative \(H_1 : H_0\) is not true. The notation \(\forall\) will be used instead of ‘for any’ to shorten the expression (this applies mainly in the proofs found in the Appendix).

Note that values of the projections do not have a meaning on their own: there is not optimal direction of the coefficients to be found, they are all equally important. This methodology should not be confused with the search for the best linear combination of markers for developing new diagnostic tests, like the ones proposed in [23] or in [12]. Here we are combining the components of a multidimensional covariate to perform a test about the performance of two or more markers.

In a first step, a statistic for testing the equivalence of these ROC curves is presented for a certain pair of fixed projections, and then that statistic is adapted to include all possible directions.

### 2.2. Test for a one-dimensional covariate

The objective in this section is to develop a test for the equivalent problem presented in Lemma 2.1 for a fixed pair of projections \(β^F\) and \(β^G\). Here a test is presented for comparing two or more dependent ROC curves conditioned to two one-dimensional values. Given the pair \((x^F, x^G) \in \mathbb{R}^X \times \mathbb{R}^X\), the aim is then to test

\[ H_0 : \text{ROC}_{\frac{1}{p}}^{x^F, x^G}(p) = \cdots = \text{ROC}_{\frac{K}{p}}^{x^F, x^G}(p) \text{ for all } p \in (0, 1) \]  

against the general alternative \(H_1 : H_0\) is not true.

The samples available in this context are:

- \(\{X^F_{i,1}, Y^F_{i,1}, \ldots, Y^E_{i,1}\}_{i=1}^{n^F}\) an i.i.d. sample from the distribution of \((X^F, Y^F_{1,1}, \ldots, Y^F_{n^F,1})\),
- \(\{X^G_{i,1}, Y^G_{i,1}, \ldots, Y^G_{i,1}\}_{i=1}^{n^G}\) an i.i.d. sample from the distribution of \((X^G, Y^G_{1,1}, \ldots, Y^G_{n^G,1})\),

with \(n^F\) and \(n^G\) the sample sizes of the diseased and healthy populations, respectively. Define \(n = n^F + n^G\) as the total sample size used for the estimation of each conditional ROC curve (that will be the same for all \(k \in \{1, \ldots, K\}\)). Note that both \(X^F\) and \(X^G\) are here one-dimensional covariates.

The method used for the estimation of the conditional ROC curves is based on the one proposed in [9], which relies on non-parametric location-scale regression models. To be
more precise, for each \( k = 1, \ldots, K \), assume that
\[
Y_k^F = \mu_k^F(X^F) + \sigma_k^F(X^F) \varepsilon_k^F \tag{6}
\]
\[
Y_k^G = \mu_k^G(X^G) + \sigma_k^G(X^G) \varepsilon_k^G
\]
where, for \( D \in \{F, G\} \), \( \mu_k^D(\cdot) = E(Y_k^D | X^D = \cdot) \) and \( (\sigma_k^D)^2(\cdot) = \text{Var}(Y_k^D | X^D = \cdot) \) are the conditional mean and the conditional variance functions (both of them unknown smooth functions), and the error \( \varepsilon_k^D \) is independent of \( X^D \). The dependence structure between the \( K \) diagnostic variables is modelled by introducing a dependence structure between the errors: \( (\varepsilon_1^D, \ldots, \varepsilon_K^D) \) will follow a multivariate distribution function with zero mean and a covariance matrix with ones in the diagonal.

Given this location-scale regression model structure for the diagnostic variables, the \( k \)-th ROC curve conditioned to a pair of values \( (x^F, x^G) \in R_{X^F} \times R_{X^G} \) can be expressed in terms of the marginal cumulative distribution functions of the errors, \( H_k^F \) and \( H_k^G \):
\[
\text{ROC}_{k}^{x^F, x^G}(p) = 1 - H_k^F \left( \left( H_k^G \right)^{-1} (1 - p) b_k(x^F, x^G) - a_k(x^F, x^G) \right), \tag{8}
\]
where
\[
a_k(x^F, x^G) = \frac{\mu_k^F(x^F) - \mu_k^G(x^G)}{\sigma_k^F(x^F)} \quad \text{and} \quad b_k(x^F, x^G) = \frac{\sigma_k^G(x^G)}{\sigma_k^F(x^F)}.
\]
Thus, this \( k \)-th conditional ROC curve can be estimated by
\[
\widehat{\text{ROC}}_{k}^{x^F, x^G}(p) = 1 - \int \hat{H}_k^F \left( \left( \hat{H}_k^G \right)^{-1} (1 - p + h_k u) \hat{b}_k(x^F, x^G) - \hat{a}_k(x^F, x^G) \right) \kappa(u) \, du, \tag{9}
\]
where, for \( D \in \{F, G\} \),

- \( \hat{H}_k^D(y) = (n^D)^{-1} \sum_{i=1}^{n^D} I(\hat{\varepsilon}_{k,i}^D \leq y) \),
- \( \hat{\varepsilon}_{k,i}^D = \frac{Y_{k,i}^D - \hat{\mu}_k^D(X_{k,i}^D)}{\hat{\sigma}_k^D(X_{k,i}^D)} \), with \( i \in \{1, \ldots, n^D\} \),
- \( \hat{\mu}_k^D(x) = \sum_{i=1}^{n^D} W_{k,i}^D(x, g_k^D) Y_{k,i}^D \) is a non-parametric estimator of \( \mu_k^D(x) \) based on local weights \( W_{k,i}^D(x, g_k^D) \) depending on a bandwidth parameter \( g_k^D \),
- \( (\hat{\sigma}_k^D)^2(x) = \sum_{i=1}^{n^D} W_{k,i}^D(x, g_k^D) [Y_{k,i}^D - \hat{\mu}_k^D(X_{k,i}^D)]^2 \) is a non-parametric estimator of \( (\sigma_k^D)^2(x) \). For simplicity we take the same bandwidth parameter \( g_k^D \) that is used for the estimation of the regression function \( \hat{\mu}_k^D(x) \),
- \( W_{k,i}^D(x, g_k^D) = \frac{\kappa_{g_k^D}(x - X_{k,i}^D)}{\sum_{l=1}^{n^D} \kappa_{g_k^D}(x - X_{k,l}^D)} \) are Nadaraya–Watson-type weights, where \( \kappa_{g_k^D}(\cdot) = \kappa(\cdot / g_k^D) / g_k^D \) and \( \kappa \) is a probability density function symmetric around zero,
- \( \hat{\mu}_k(x^F, x^G) = (\hat{\mu}_k^F(x^F) - \hat{\mu}_k^G(x^G)) / \hat{\sigma}_k^F(x^F) \) and \( \hat{\sigma}_k(x^F, x^G) = \hat{\sigma}_k^G(x^G) / \hat{\sigma}_k^F(x^F) \),
- \( h_k \) is a bandwidth parameter responsible for the smoothness of the estimator. Its value does not seem to have a significant effect on the conditional ROC curve estimation.

This way of estimating the conditional ROC curve is similar to the one proposed in [9], with the difference that they condition the ROC curve on a single value \( x \) and here we have
a pair of values $x^F$ and $x^G$, each one of them related to the diseased and the healthy population, respectively. As both populations are independent, the adaptation of the methodology of [9] to this case is straightforward.

Once we know how to estimate this doubly conditional ROC curve we can propose a test statistic for the test (5):

$$S^x = \sum_{k=1}^{K} \psi \left( \sqrt{n g_k} \{ \widehat{ROC}^F_{x^G}(p) - \widehat{ROC}^*_F, x^G(p) \} \right),$$  

(10)

where:

- for $k \in \{1, \ldots, K\}, g_k = \frac{n F_g^F + n G_g^G}{n}$, where $g_k^F$ and $g_k^G$ are bandwidth parameters involved in the estimation of the $k$th conditional ROC curve.
- for $k \in \{1, \ldots, K\}, \widehat{ROC}^F_{x^G}(p)$ is the estimated conditional ROC curve given $(x^F, x^G)$, as seen in (9),
- $\widehat{ROC}^*_F, x^G(p) = (\sum_{k=1}^{K} g_k)^{-1} \sum_{k=1}^{K} g_k \widehat{ROC}^F_{x^G}(p)$ is a sort of weighted average of the $K$ conditional ROC curves.
- $\psi$ is a real-valued function that measures the difference between each estimated conditional ROC curve and the weighted average of all of them. This function may be similar to the ones used for the comparison of cumulative distribution functions (after all, a ROC curve can be viewed as a cumulative distribution function). For example, if one considers the $L_2$-measure, then the resulting test statistic is

$$S_{L2}^x = \sum_{k=1}^{K} \sqrt{n g_k} \int \left( \widehat{ROC}^F_{x^G}(p) - \widehat{ROC}^*_F, x^G(p) \right)^2 \, dp.$$

On the other hand, when using the Kolmogorov–Smirnov criteria the resulting test statistic is

$$S_{KS}^x = \sum_{k=1}^{K} \sqrt{n g_k} \sup_p \left| \widehat{ROC}^F_{x^G}(p) - \widehat{ROC}^*_F, x^G(p) \right| .$$

The null hypothesis will be rejected for large values of $S^x$. In order to obtain the distribution of this statistic, a bootstrap algorithm is proposed. This bootstrap algorithm is adapted from the procedure proposed in [14] and has been already used by Martínez-Camblor et al. [15] and by Fanjul-Hevia et al. [7] in the context of ROC curves. The key of this algorithm is that

$$T^x = \sum_{k=1}^{K} \psi \left( \sqrt{n g_k} \left| \left( \widehat{ROC}^F_{x^G}(p) - \widehat{ROC}^*_F, x^G(p) \right) \right| \right),$$

coincides with the statistic $S^x$ as long as the null hypothesis holds, where

$$\widehat{ROC}^*_F, x^G(p) = \left( \sum_{k=1}^{K} g_k \right)^{-1} \sum_{k=1}^{K} g_k \widehat{ROC}^F_{x^G}(p), \quad 0 < p < 1.$$
The quantity $T^x$ can be rewritten as

$$T^x = \sum_{k=1}^{K} \psi \left( \sum_{j=1}^{K} \sqrt{ng_j} \alpha_{kj} \{ \widehat{ROC}_{kj}^{xF,\alpha^G} (p) - \widehat{ROC}_{kj}^{xF,\alpha^G} (p) \} \right), \quad (11)$$

where $\alpha_{kj} = I(k = j) - \sqrt{g_j} \sqrt{\sum_{j=1}^{K} g_j}^{-1}$. Note that, in general, $T^x$ cannot be computed from the data, as it depends on the unknown theoretical conditional ROC curves, but it is useful when applying the bootstrap algorithm.

The bootstrap algorithm suggested to approximate a $p$-value for this test is the following:

A.1 From the original samples, $\{(X^F_i, Y^F_{1,i}, \ldots, Y^F_{K,i})\}^n_{i=1}$ and $\{(X^G_i, Y^G_{1,i}, \ldots, Y^G_{K,i})\}^n_{i=1}$, compute the test statistic value (10), that we will denote by $s^x$.

A.2 For $b = 1, \ldots, B$, generate the bootstrap samples $\{(X^F_i, Y^F_{1,i}^{b*}, \ldots, Y^F_{K,i}^{b*})\}^n_{i=1}$ and $\{(X^G_i, Y^G_{1,i}^{b*}, \ldots, Y^G_{K,i}^{b*})\}^n_{i=1}$ as follows:

(i) For each $D \in \{F, G\}$, let $\{(\varepsilon_{1,i}^{D,b*}, \ldots, \varepsilon_{K,i}^{D,b*})\}^n_{i=1}$ be an i.i.d. sample from the empirical cumulative multivariate distribution function of the original residuals.

(ii) Reconstruct the bootstrap samples $\{(X^F_i, Y^F_{1,i}^{b*}, \ldots, Y^F_{K,i}^{b*})\}^n_{i=1}$ for each $D \in \{F, G\}$, where $Y^D_{k,i} = \widehat{\mu}_{k}^{D}(X_{k,i}) + \widehat{\alpha}_{k}^{D}(X_{k,i}) \varepsilon_{k,i}^{D,b*}$.

A.3 Compute the test statistic based on the bootstrap samples, for $b = 1, \ldots, B$ using (11) as

$$t^{x,b*} = \sum_{k=1}^{K} \psi \left( \sum_{j=1}^{K} \sqrt{ng_j} \alpha_{kj} \{ \widehat{ROC}_{kj}^{xF,\alpha^G,b*} (p) - \widehat{ROC}_{kj}^{xF,\alpha^G} (p) \} \right),$$

where $\widehat{ROC}_{kj}^{xF,\alpha^G,b*}$ is the estimated $j$-th conditional ROC curve of the $b$-th bootstrap sample.

A.4 The distribution of $S^x$ under the null hypothesis (and thus, the distribution of $T^x$) is approximated by the empirical distribution of the values $\{t^{x,1*}, \ldots, t^{x,B*}\}$ and the $p$-value is approximated by

$$p - value = \frac{1}{B} \sum_{b=1}^{B} I(s^x \leq t^{x,b*}).$$

In contrast with the usual bootstrap algorithms in testing setups, in this case the null hypothesis is not employed when generating the bootstrap samples (Step A.2), because replicating the null hypothesis of equal ROC curves is not a straightforward problem. Instead, it is used in the computation of the bootstrap statistic (Step A.3) by using $T^x$ instead of $S^x$, that are equal under the null hypothesis. This particularity also appears in the bootstrap algorithm of the next section.

There are two kind of bandwidth parameters that appear in the estimation of the $k$–th conditional ROC curve (9), with $k \in \{1, \ldots, K\}$. The first one, $h_k$, is taken as $1/\sqrt{n}$, and the second ones, $g_k^F$ and $g_k^G$, are selected by least-squares cross-validation. Note that, for each bootstrap iteration, the bandwidth parameters could change, as their selection depends on the sample. However, $h_k$ remains constant, as we are choosing it in terms of the sample.
size, and that is the same for each bootstrap iteration. As for \( g_k^F \) and \( g_k^G \), for computational issues we have decided to compute them on step A.1 using the original sample, and then apply the same bandwidths for all the bootstrap estimations. The cross-validation method can be very time-consuming, and this simplification prevents the simulations from becoming infeasible.

2.3. Test for a multidimensional covariate

In the previous subsections we have shown how to transform our original multidimensional problem into a one-dimensional one by using projections and how to test the equality of ROC curves conditioned to a given pair \((x^F, x^G)\) (and more particularly, to a fixed pair of directions). It is time now to resume our main objective, which was to compare ROC curves conditioned to a multidimensional covariate.

Once having seen a strategy for testing (4) for only one pair of fixed directions, the idea now is to modify the previous procedure so the new statistic takes into account all the possible directions that \( \beta^F \) and \( \beta^G \) can take. For that purpose, consider the test statistic

\[
D_S^x = \int_{\mathbb{S}^{d-1}} \int_{\mathbb{S}^{d-1}} S((\beta^F)'x, (\beta^G)'x) \, d\beta^F \, d\beta^G,
\]

where \( d\beta^F \) and \( d\beta^G \) represent the uniform density on the sphere of dimension \( d \), \( \mathbb{S}^{d-1} \). This ensures that all directions are equally important.

The expression \( S((\beta^F)'x, (\beta^G)'x) \) is equal to the statistic used in (10) for testing the equality of \( K \) ROC curves when conditioned to the value of the pair \(((\beta^F)'x, (\beta^G)'x)\), that is,

\[
S((\beta^F)'x, (\beta^G)'x) = \sum_{k=1}^K \psi \left( \sqrt{\sum_{k=1}^K (\hat{ROC}_k - \hat{ROC}_p)} \right).
\]

Note that, in this context with \( d \)–dimensional covariates, the samples are \((X^F_i, Y^F_i, \ldots, Y^F_{K,i})\) and \((X^G_i, Y^G_i, \ldots, Y^G_{K,i})\), with \( X^F_i = (X^F_{i,1}, \ldots, X^F_{i,d})' \) and \( X^G_i = (X^G_{i,1}, \ldots, X^G_{i,d})' \).

In practice, as it is done in [1], to compute the test statistic \( D_S^x \) random directions \( \beta^F_1, \ldots, \beta^F_{n_\beta} \) and \( \beta^G_1, \ldots, \beta^G_{n_\beta} \) are drawn uniformly from \( \mathbb{S}^{d-1} \), where \( n_\beta \) is the number of random directions considered (the same number of directions is taken for \( \beta^F \) and for \( \beta^G \)). With them, the approximated statistic is

\[
\tilde{D}_S^x = \frac{1}{n_\beta^2} \sum_{r=1}^{n_\beta} \sum_{l=1}^{n_\beta} S((\beta^F_r)'x, (\beta^G_l)'x).
\]

In order to obtain the distribution of the statistic, a bootstrap algorithm (similar to the one described in the previous section) is proposed. To do so, the following expression is introduced:

\[
D_T^x = \int_{\mathbb{S}^{d-1}} \int_{\mathbb{S}^{d-1}} T((\beta^F)'x, (\beta^G)'x) \, d\beta^F \, d\beta^G,
\]
where $T(\beta^F)x,(\beta^G)x$ is the same as in (11), but for the conditioning values of $((\beta^F)x,(\beta^G)x)$:

$$T(\beta^F)x,(\beta^G)x = \sum_{k=1}^{K} \psi \left( \sum_{j=1}^{K} \sqrt{\frac{1}{n_H} \alpha_{kj}} [\hat{\text{ROC}}_j(\beta^F)x,(\beta^G)x(p) - \text{ROC}_j(\beta^F)x,(\beta^G)x(p)] \right).$$

As it happened in (11), $T(\beta^F)x,(\beta^G)x$ cannot be computed without knowing the true distribution of the diagnostic markers. However, it can be computed in the bootstrap algorithm below, and there $D_T^G$ is approximated by

$$\tilde{D}_T^G = \frac{1}{n_H^2} \sum_{r=1}^{n_H} \sum_{l=1}^{n_H} T(\beta^F)x,(\beta^G)x.$$  \hspace{2cm} (15)

As happened before, for two given projections $\beta^F$ and $\beta^G$, $S(\beta^F)x,(\beta^G)x$ and $T(\beta^F)x,(\beta^G)x$ coincide as long as the null hypothesis holds, and thus the same happens with $D_S^G$ and $D_T^G$.

Taking into account these approximations, the resulting bootstrap algorithm goes as follows:

B.1 Draw $n_H$ random directions $\beta^F_1, \ldots, \beta^F_{n_H}$ and $\beta^G_1, \ldots, \beta^G_{n_H}$ uniformly from $S^{d-1}$. This can be done by using the method proposed by Muller [16] to generate points in a multidimensional sphere. For each random direction $\beta^D_s$, with $D \in \{F, G\}$ and $s \in \{1, \ldots, n_H\}$:

(i) Generate $d$ values independently from a normal standard distribution: $u_1, \ldots, u_d$.

(ii) Consider the projection obtained by normalizing the vector $(u_1, \ldots, u_d)$:

$$\beta^D_s = \left( \frac{u_1}{\sqrt{u_1^2 + \cdots + u_d^2}}, \ldots, \frac{u_d}{\sqrt{u_1^2 + \cdots + u_d^2}} \right).$$

B.2 For each random directions $\beta^F_r$ and $\beta^G_l$ (with $r, l \in \{1, \ldots, n_H\}$), consider the sample

$$\{(X^F_i, Y^F_i, \ldots, Y^F_{K,l})\}_{i=1}^{n_H} \quad \text{and} \quad \{(X^G_i, Y^G_i, \ldots, Y^G_{K,l})\}_{i=1}^{n_H}$$

and the conditioning values $((\beta^F_r)x,(\beta^G_l)x)$. With them, following steps A.1--A.3 of the bootstrap algorithm of the previous subsection, compute the value of $s(\beta^F_r)x,(\beta^G_l)x$ and the $B$ corresponding $t(\beta^F_r)x,(\beta^G_l)x,b*$.  

B.3 Compute $\tilde{d}_T^G = \frac{1}{n_H} \sum_{r=1}^{n_H} \sum_{l=1}^{n_H} s(\beta^F_r)x,(\beta^G_l)x$ and $\tilde{d}_T^{b*} = \frac{1}{n_H} \sum_{r=1}^{n_H} \sum_{l=1}^{n_H} t(\beta^F_r)x,(\beta^G_l)x,b*$ as in (13) and (15).

B.4 Approximate the p-value of the test by:

$$p-value = \frac{1}{B} \sum_{b=1}^{B} I(\tilde{d}_S^G \leq \tilde{d}_T^{b*}).$$

**Remark 2.1:** Note that $n_H$ represents the number of random directions drawn from $S^{d-1}$ considered for the approximation of (13) and (15), but that, in fact, we are using $n_H^2$ different combination of pairs $(\beta^F, \beta^G) \in S^{d-1} \times S^{d-1}$ to make that approximation. This could
become a problem from the computational point of view, as the complexity of the problem increases very fast when increasing the value of $n_\beta$.

As an alternative, we could consider using

$$D_S^x = \int_{\mathbb{S}^{d-1} \times \mathbb{S}^{d-1}} S(\beta^F_x, (\beta^G_x)') \, d\beta^F \beta^G,$$

instead of statistic (12), where $d\beta^F \beta^G$ represents the uniform density on the torus of dimension $d$, $\mathbb{S}^{d-1} \times \mathbb{S}^{d-1}$. This ensures, as before, that all pairs of directions are equally important. Thus, in practice, instead of using the approximation (13) we could consider

$$\hat{D}_S^x = \frac{1}{m_\beta} \sum_{r=1}^{m_\beta} S(\beta^F_{x, r}, (\beta^G_{x, r})') \, x,$$

where $(\beta^F_{x, 1}, \beta^G_{x, 1}), \ldots, (\beta^F_{x, m_\beta}, \beta^G_{x, m_\beta})$ are pairs of random directions drawn uniformly from $\mathbb{S}^{d-1} \times \mathbb{S}^{d-1}$, and where $m_\beta$ would represent here the same as $n_\beta^2$ before, with the advantage that it allows for more flexibility because it can assume non-squared values. A similar adaptation could be applied for the approximation of $D_T^x$ in (14).

**Remark 2.2:** In the literature we can find papers, like for example [2] or [3], that use only one random projection. The main idea is to perform the test at hand for a randomly selected projection instead of for all possible projections. The use of projections results in a dimension reduction (as desired), and, despite being a procedure that may produce less powerful tests, the use of one single projection results in a reduction of the computational cost.

Following that idea, instead of testing the equality of covariate-projected ROC curves for all possible projections, we could test the equality of covariate-projected ROC curves for some random pair of projections given a certain $x \in R_X$, meaning:

$$H_0 : \text{ROC}_1(\beta^F_x, (\beta^G_x)' \, x) = \cdots = \text{ROC}_K(\beta^F_x, (\beta^G_x)' \, x) \text{ for some } \beta^F, \beta^G. \quad (16)$$

The equivalence between this hypothesis and the one of interest in this paper given in (2) still needs theoretical justification. However, it is a possibility worth studying, if only for computational reasons. A way of perform this approach could be to consider the proposed methodology for $n_\beta = 1$.

Additionally, in a practical situation we should take into account that the different magnitudes of the covariates that we are projecting may obscure the effect of some of them. In order to prevent this from happening we suggest standardizing the multidimensional covariate $X$ before we start the analysis. Note that an ROC curve conditioned to a certain value $x$ is the same as the ROC curve in which the covariate is modified by a one-to-one transformation and the ROC curve is conditioned to the corresponding transformed $x$ value.

Given a non-degenerate multidimensional covariate $X$ the standardization proposed here is to consider the multidimensional covariate $X_s = B^{-1}(X - a)$, with $B$ a diagonal matrix with $(\sqrt{\text{Var}(X_1)}, \ldots, \sqrt{\text{Var}(X_d)})$ in the diagonal and $a = (E(X_1), \ldots, E(X_d))'$. 
Then, for a given variable $Y$, a given $y \in \mathbb{R}$ and a certain value of the covariate $x$,

$$P(Y \leq y | X = x) = P(Y \leq y | B^{-1}(X - a) = B^{-1}(x - a)) = P(Y \leq y | X_z = x_z)$$

with $x_z = B^{-1}(x - a)$ and, thus,

$$ROC^x(p) = 1 - F(G^{-1}(1 - p|x)|x) = 1 - F(G^{-1}(1 - p|x_z)|x_z) = ROC^{x_z}(p).$$

The standardization that takes place here does not care for the covariance between the covariates that conform $X$, as we are only interested in obtaining covariates with similar magnitudes. Also, in practice the standardization is made considering the sample mean and the sample standard deviation of the covariates at hand.

### 3. Simulations

In order to analyse the performance of the proposed methodology, simulations were run for the comparison of several dependent conditional ROC curves. On a first stage, these simulations were focused on analysing the behaviour of the unidimensional test described in Section 2.2, but we do not display them here, as they are very similar to the ones that can be found in [7]. Instead, we show the results for several scenarios (first under the null hypothesis and then under the alternative) in which we compare $K$ ROC curves (with $K \in \{2, 3\}$) conditioned to a $d$—dimensional covariate (with $d \in \{2, 3\}$).

All the curves used in the simulation study were drawn from location-scale regression models similar to the ones presented in (6) and (7), only that, in this case, the regression and the conditional standard deviation functions are for $d$-dimensional covariates. The construction of those curves is summarized in Table 1, were all the different conditional mean and conditional standard deviation functions are displayed.

The regression errors were considered to have multivariate normal distribution with zero mean, variance one and correlation $\rho$ for all the models.

In all scenarios the covariates $X_1^F$, $X_1^G$, $X_2^F$, $X_2^G$, $X_3^F$ and $X_3^G$ are uniformly distributed in the unit interval. Thus, the value of the multidimensional covariate $x$ at which the

### Table 1. Conditional mean and conditional standard deviation functions of the conditional ROC curves considered in the simulation study.

| Covariate | ROC curves | Regression functions | Conditional standard deviation functions |
|-----------|------------|----------------------|----------------------------------------|
| $x = (x_1)$ | ROC$_1^x$ | $\mu_1^x(x) = \sin(0.5 \pi x_1) + 0.1 x_2$ | $\sigma_1^x(x) = 0.5 + 0.5 x_1$ |
|           | ROC$_2^x$ | $\mu_2^x(x) = 0.3 + \sin(0.5 \pi x_1) + 0.1 x_2$ | $\sigma_2^x(x) = 0.5 + 0.5 x_1$ |
|           | ROC$_3^x$ | $\mu_3^x(x) = 0.5 x_1 x_2$ | $\sigma_3^x(x) = 0.5 x_1$ |
| $x = (x_1, x_2, x_3)$ | ROC$_4^x$ | $\mu_4^x(x) = \sin(0.5 \pi x_1) + 0.1 x_2 + 0.5 x_3$, $\mu_4^x(x) = 0.5 x_1 x_2 + x_3$ | $\sigma_4^x(x) = 0.5 + 0.1 x_3$, $\sigma_4^x(x) = 0.5 + 0.1 x_3$ |
|           | ROC$_5^x$ | $\mu_5^x(x) = \sin(0.5 \pi x_1) + 0.1 x_2 + 0.5 x_3$, $\mu_5^x(x) = x_1 x_2 + x_3$ | $\sigma_5^x(x) = 0.5 + 0.1 x_3$, $\sigma_5^x(x) = 0.5 + 0.1 x_3$ |
|           | ROC$_6^x$ | $\mu_6^x(x) = \sin(0.5 \pi x_1) + 0.1 x_2 + 0.5 x_3$, $\mu_6^x(x) = 0.3 + 0.5 x_1 x_2 + x_3$ | $\sigma_6^x(x) = 0.5 + 0.2 x_3 + 0.3 x_3$, $\sigma_6^x(x) = 0.5 + 0.2 x_3 + 0.3 x_3$ |
conditional ROC curves should be compared is contained in $[0, 1]^d$. Particularly, the comparisons are made for $x = (0.5, 0.6)'$ and for $x = (0.5, 0.6, 0.5)'$, for $d = 2$ and $d = 3$, respectively.

The study contains simulations for different sample sizes $(n_F, n_G) \in \{(100, 100), (250, 150), (250, 350)\}$ and different values of $\rho$ that represent different possible degrees of correlation between the diagnostic variables under comparison ($\rho \in \{-0.5, 0, 0.5\}$).

Moreover, two different functions $\psi$ were considered for the construction of $S(\beta^F)'x, (\beta^G)'x$: one based on the $L_2$—measure and the other one based on the Kolmogorov-Smirnov criterion (from now on denoted by $L_2$ and $KS$, respectively). The number of iterations used in the bootstrap algorithm was 200, and 500 data sets were simulated to compute the proportion of rejection in each scenario.

Furthermore, the number of directions that was used for approximating the test statistic $D_{3X}^2$ was taken as $n_\beta = 5$ (as mentioned in Remark 2.1, notice that this means that $n_{2\beta} = 25$ different pairs of directions were considered).

### 3.1. Level of the test

The scenarios that were considered for calibrating the level of the test (by comparing the same conditional ROC curves) are represented in Table 2. The results of the simulations obtained for $n_\beta = 5$ are summarized in Figures 1 (for $d = 2$) and 2 (for $d = 3$). Each subfigure represents the test of one scenario for a particular sample size. The nominal level considered is 0.05. The estimated proportion of rejections over 500 replications of the data sets is represented along with the rejection region of such nominal level. For the test to be well calibrated the estimated proportions should fall between the gray lines.

In general it can be said that the expected nominal level is reached, as most of the estimated proportions are close to the corresponding nominal level. The $L_2$ statistic seems to overestimate the level in a few scenarios, but its behaviour improves when increasing the sample size. The $KS$ statistic is a little more conservative.

### Table 2. Scenarios under the null hypothesis considered for calibrating the level of the test.

| $K = 2, 3$ | 2-dimensional covariate | 3-dimensional covariate |
|-----------|-------------------------|-------------------------|
| $ROC_{1F}^2$ | $ROC_{1F}^2$ | $ROC_{1F}^2$ |
| $(x_1, x_2) = (0.5, 0.6)$ | | | $(x_1, x_2, x_3) = (0.5, 0.6, 0.5)$ | | |
3.2. Power of the test

On the other hand, the scenarios that were considered for studying the power of the test (by comparing different conditional ROC curves) are represented in Table 3. The results of the simulations are summarized in Figure 3 (for $n_β = 5$). In those figures the first and second row represent the simulation results for the scenarios with $K = 2$ and $K = 3$, respectively, and the first and the second column represent the simulation results for $d = 2$ and for $d = 3$, respectively. In this case, only $α = 0.05$ was considered.

It can be seen that the power of the test grows with the considered sample sizes. The $L_2$ statistic yields higher power than the $KS$ statistic, which is consistent with $KS$ being more conservative. Moreover, the difference between the conditional ROC curves considered for the case of $d = 2$ is bigger than the difference between the ROC curves in the scenarios with $d = 3$, which translates in higher power for the cases in which $d = 2$. 
Table 3. Scenarios under the alternative hypothesis considered for calibrating the power of the test.

| $K = 2$ | 2–dimensional covariate | 3–dimensional covariate |
|---------|-------------------------|-------------------------|
| $\text{ROC}_1^x \text{ vs. } \text{ROC}_2^x$ | $\text{ROC}_1^x \text{ vs. } \text{ROC}_2^x$ | $\text{ROC}_1^x \text{ vs. } \text{ROC}_2^x$ |
| $(x_1,x_2) = (0.5,0.6)$ | $(x_1,x_2) = (0.5,0.6)$ | $(x_1,x_2) = (0.5,0.6)$ |

Note: $\text{ROC}_1^x$ and $\text{ROC}_2^x$ are represented in purple, $\text{ROC}_3^x$ and $\text{ROC}_4^x$ in green, and $\text{ROC}_5^x$ and $\text{ROC}_6^x$ in yellow.

We can also observe that for each scenario, the highest power is always obtained for the cases in which the correlation of the diagnostic variables is $\rho = 0.5$, and the lowest for $\rho = -0.5$.

Note that for the scenario with $d = 3$ and $\rho = -0.5$ the power of the test does not increase significantly from the first sample size to the second (in fact, for $K = 3$ it even decreases a little), but this can be due to the fact that the lower sample size has balanced data, $(n_F,n_G)$ being (100,100), whereas for the second sample size considered $(n_F,n_G)$ take the value (250,150). The highest sample size is also unbalanced, but not so much.

**Remark 3.1:** In order to evaluate the modification of the method proposed in Remarks 2.1 and 2.2 we have run simulations for the same scenarios previously described. We show here the results for the scenarios with $K = 2$ and $d = 2$ under the null and the alternative hypotheses for assessing the level and the power of the test, respectively. Similar conclusions were obtained with the rest of the scenarios. The parameters that are used here are the same as before, with the exception that now 1000 data-sets were simulated instead of 500.

Figure 4 shows the results of the simulations when considering the modification of Remark 2.1 for $m_\beta = 50$ (first row) and $m_\beta = 25$ (second row), and the results for considering only one random projection (Remark 2.2), i.e. $m_\beta = n_\beta = 1$ (third row). Note that
Figure 3. Estimated proportion of rejection under the alternative hypothesis for different sample sizes and different \( \rho \), for \( n_\beta = 5 \) (\( \alpha = 0.05 \)).

Taking \( m_\beta = 25 \) is comparable with \( n_\beta = 5 \) used in the previous simulations (see first row of Figure 1), and that the results are very similar: the estimated proportion or rejections is a little overestimated for the \( L_2 \) statistic for the smaller sample size and otherwise close to the nominal level, and the KS statistic is always more conservative. Increasing \( m_\beta \) from 25 to 50 does not seem to affect the results significantly, and neither does reducing it to a single random projection (\( m_\beta = 1 \)).

In Figure 5 we can observe the results for the simulations under the alternative hypothesis, once again for \( m_\beta = 50 \), \( m_\beta = 25 \) and \( m_\beta = 1 \). The first two graphics are very similar to the one obtained for \( n_\beta = 5 \) (see the first graphic of Figure 3), but from the last graphic it is obvious that by using only one random projection the power of the test decreases considerably (as it was expected).

In the light of these results it seems that the alternative methodology proposed in Remark 2.1 yields similar conclusions than the first proposal, with no noticeable gain when increasing the number \( m_\beta \) used to approximate the value of the statistic from 25 to 50. It remains an open problem to determine an optimal value for that parameter.
Figure 4. Estimated proportion of rejection under the null hypothesis and the corresponding limits of the critical region (in gray) for the level 0.05 (dotted black line) with $K = 2$, $d = 2$ and $m_\beta = 50, 25, 1$ for different sample sizes and different $\rho$.

Figure 5. Estimated proportion of rejection under the alternative hypothesis for different sample sizes and different $\rho$, for $n_\beta = 50, 25, 1$ and for the scenarios with $K = 2$ and $d = 2$.

As for the idea mentioned in Remark 2.2, using only one random projection seems to produce a well calibrated test, despite having considerably lower power.

3.3. Some extra simulations: changing the distribution of the covariates

The previous simulations were all obtained for scenarios in which the covariates are uniformly distributed in the unit interval. The point $x$ at which the comparisons were made was selected ensuring that it has enough data around. However, in practice the covariates may not follow a uniform distribution and may even behave differently in the diseased and the healthy populations. This may result in scenarios where the point $x$ is closer to the
The simulations show that the test is well calibrated regardless of the distribution of the covariates. It shows some problems when we take the point \( x \) too close to the boundaries or in a place where there is limited data (models A.4), but it is also expected considering that the sample size that we are using is not too large, \((n^F, n^G) = (250, 150)\). Models .1 and .2 are comparable with the ones studied in previous sections, and only A.3 of the .3 models overestimates the level of the test for the \( L_2 \) statistic. Also, the good behaviour of the test
Figure 6. Estimated proportion of rejection under the null hypothesis and the corresponding limits of the critical region (in gray) for the level 0.05 (dotted black line) for different combinations of distribution for the bidimensional covariates (models A.1–A.4–D.1–D.4) for both the $L_2$ and the KS statistics.

Table 5. Estimated proportion of rejection under the alternative hypothesis for different combinations of distribution for the bidimensional covariates (models A.1–A.4–D.1–D.4) for both the $L_2$ and the KS statistics.

| Models | $L_2$ |  |  |  | $KS$ |  |  |  |  |
|--------|-------|---|---|---|------|---|---|---|---|
|        | .1    | .2 | .3 | .4 | .1   | .2 | .3 | .4 | .4 |
| A      | 0.670 | 0.636 | 0.590 | 0.530 | 0.520 | 0.454 | 0.426 | 0.386 |
| B      | 0.650 | 0.614 | 0.580 | 0.538 | 0.470 | 0.472 | 0.420 | 0.386 |
| C      | 0.642 | 0.626 | 0.602 | 0.588 | 0.464 | 0.458 | 0.440 | 0.424 |
| D      | 0.652 | 0.638 | 0.614 | 0.600 | 0.452 | 0.458 | 0.438 | 0.424 |

for models D.1–D.4 shows that the standardization proposed in this methodology does not affect the result of the test.

The results of the simulations for the scenario under the alternative hypothesis are collected in Table 5. Leaving aside the differences between the results for the $L_2$ and the KS statistic, that were observed also in the previous sections, the power of the test does not change significantly when the covariate distribution changes, and it is comparable to the power obtained when we compared the same conditional ROC curves in the previous section. As it could be expected, it decreases when we move from the models with more data (.1) to the models with less data (.4) around the point $x$. Moreover, the power experiments some increasing from models in C to models in D for the $L_2$ statistic, which means that the standardization does not worsen the behaviour of the test. Note that in this case the models in C do not need the standardization for the test to work, as the difference of magnitude of the covariates involved is minimal.
4. Application

An illustration of the proposed test is displayed in this section through the analysis of the previously mentioned data set concerning 463 patients with pleural effusion. This data set has been provided by Dr. F. Gude, from the Unidade de Epidemioloxía Clínica of the Hospital Clínico Universitario de Santiago (CHUS), and it has been used for a previous study in [24].

From a medical perspective, the goal is to find a way to discriminate the patients in which the pleural effusion (PE) has a malignant origin (MPE) from those in which the PE is due to other non-cancer-related causes. 200 individuals form the sample had MPE (the diseased population in this context), against 263 who did not (healthy population). For that matter, two diagnostic markers were considered, the carbohydrate antigen 152 (ca125) and the cytokeratin fragment 21-1 (cyfra). Moreover, the information of two different covariates is also available: the age and the neuron-specific enolase (nse). Due to the characteristics of the data (positive values, most of them close to zero, with some extreme high values), logarithms of those variables – excluding the variable age – were considered for the study. Being the logarithm a monotone transformation, its use does not have an effect on the estimation of the common ROC curve. However, it does affect the estimation of the conditional ROC curves, as it reduces the effect of the more extreme values of the variables. A representation of the relationship of each one of those biomarkers with the two covariates is depicted in Figure 7, for both MPE (green) and the non-MPE (blue) patients.

It can be observed that the shape of the point clouds of the two populations changes with the values of the covariates, specially in the case of the diseased population.

In order to evaluate whether the discriminatory capability of those markers (Y_F^F and Y_G^G as the variables containing the information of log(ca125), and Y_F^G and Y_G^G as the variables containing the information of log(cyfra)) is the same when the covariates age and log(nse) are taken into account, the methodology explained in previous sections is applied, comparing their respective ROC curves conditioned to different values of the bidimensional covariate \( X = (X_1, X_2) \) with \( X_1 = \text{age} \) and \( X_2 = \log(nse) \). In order to explore the advantages of using this method over the ones that do not consider multidimensional covariates, we also test the equivalence of the ROC curves of those diagnostic markers for the case in which no covariates are taken into account and for the case in which only one of the covariates is included in the analysis. Figure 8 shows how those two covariates are distributed in the diseased and healthy populations. The scatterplot included there highlights also the pair of values of the bidimensional covariate at which we are going compare the ROC curves in this analysis. Note that the covariates have different magnitudes: the values that the variable age takes are always going to be bigger than the values of log(nse). Thus, if we were to use the procedure directly over these variables, when projecting the multidimensional covariate \( X \) on any direction, the effect of the second component will be overshadowed by the first component’s. To prevent this from happening we decided to use the standardized variables of \( X_1 \) and \( X_2 \) instead of the originals. This also affects the value \( x \) at which the conditional ROC curves are being compared. So in this case, instead of the multidimensional covariate \( X \) and the conditional value \( x \), we consider the standardized version \( X_s = \left( \frac{X_1 - X_{1s}}{S_{X_1}}, \frac{X_2 - X_{1s}}{S_{X_2}} \right)' \) and \( x_s = \left( \frac{x_1 - X_{1s}}{S_{X_1}}, \frac{x_2 - X_{1s}}{S_{X_2}} \right)' \), with \( S_{X_1} \) and \( S_{X_2} \) the sample standard deviation of the marginal covariates.
Figure 7. Scatterplots of the two different diagnostic biomarkers in function of the two covariates considered: age and log(nse). Contour plots were added in the bidimensional marginal scatterplots. The healthy subjects are represented in blue and the diseased ones in green (in the printed version, the healthy subjects appear in a darker colour than the diseased subjects).

Figure 8. Histograms, boxplots and scatterplots (with the corresponding contour plots) of the two covariates considered (age and log(nse)). The healthy subjects are represented in blue and the diseased ones in green (in the printed version, the healthy subjects appear in a darker colour than the diseased subjects). The black histogram lines and the white boxplot correspond to the two populations of the healthy and the diseased patients combined. The red points in the scatterplot correspond to the values of x at which the ROC curves are compared.
We start the analysis of the performance of the two diagnostic markers by comparing their respective ROC curves without taking into account any covariate information. For that matter we use the method proposed by DeLong et al. [4]. The estimated ROC curves for both markers are depicted in Figure 9. The $p$-value obtain for that comparison was 0.138. Similar results were obtained when using other ways of comparing ROC without covariates (like [15] or [25]). Thus, we do not find significant differences between the two diagnostic variables in terms of diagnostic accuracy.

Next, we compare the two diagnostic markers taking into account a unidimensional covariate using the test proposed in [7] for dependent diagnostic markers. We consider the covariates age and log(nse), each one at a time. We test the equality of the ROC curves conditioned to the values of {51, 67, 83} in the case of age and the values of {−0.92, 1.14, 3.27} in the case of log(nse). The corresponding ROC curve for every case is estimated in Figure 9. For each considered covariate and each value of the covariate we obtain a $p$-value of the test, summarized in Table 6. The test is made considering two types of statistics, one based on the $L^2$-measure and the other in the Kolmogorov-Smirnov criteria, although both of them yield similar results. When comparing the ROC curves conditioned on different values of the age, the results are in line with the obtained for the previous case, in which no covariates were taken into account: the equality of the two curves is not rejected. However, when considering the covariate log(nse), we see that for a certain value (1.14) the null hypothesis is rejected (for a significance level of 5%). This matches the representation of the conditional ROC curves depicted in Figure 9.

Finally, we compare the performance of the two diagnostic variables considering the effect of both the age and the log(nse) at the same time. This is where we use the methodology proposed in this paper. We test the equality of their respective ROC curves conditioned to nine pairs of values of the two covariates: the ones obtained by making all the possible combinations of {51, 67, 83} and {−0.92, 1.14, 3.27}. As before, two different type of statistics were considered: $L_2$ and KS (and once again, the results are similar in both cases). The results obtained are summarized in Table 7.
Table 6. Results for the comparison of the ROC curves of the diagnostic markers log\((ca_{125})\) and log\((cyfra)\) when considering a unidimensional covariate, that covariate being the age or the log\((nse)\).

| age | 51  | 67  | 83  |
|-----|-----|-----|-----|
| p-values \((L_2)\) | 0.454 | 0.218 | 0.936 |

| age | 51  | 67  | 83  |
|-----|-----|-----|-----|
| p-values \((KS)\) | 0.512 | 0.202 | 0.762 |

| log\((nse)\) | -0.92 | 1.14 | 3.20 |
| p-values \((L_2)\) | 0.844 | 0.012 | 0.470 |

| log\((nse)\) | -0.92 | 1.14 | 3.20 |
| p-values \((KS)\) | 0.900 | 0.008 | 0.412 |

Table 7. Results for the comparison of the ROC curves of the diagnostic markers log\((ca_{125})\) and log\((cyfra)\) when considering the multidimensional covariate \((age, \log(nse))\) for the \(L_2\) and the \(KS\) statistics (to the left and to the right, respectively).

| log\((nse)\) | age | 51  | 67  | 83  |
|-----|-----|-----|-----|-----|
| \(3.20\) | 0.026 | 0.056 | 0.010 |
| \(1.14\) | 0.152 | 0.070 | 0.004 |
| \(-0.92\) | 0.000 | 0.030 | 0.258 |

| log\((nse)\) | age | 51  | 67  | 83  |
|-----|-----|-----|-----|-----|
| \(3.20\) | 0.066 | 0.196 | 0.032 |
| \(1.14\) | 0.212 | 0.050 | 0.016 |
| \(-0.92\) | 0.004 | 0.048 | 0.424 |

Note that in this case we did not represent the estimated ROC curves conditioned to the bidimensional covariate \((age, \log(nse))\). This is to stress the fact that, with this methodology, \(\hat{ROC}_x^x\) (with \(x\) bidimensional) does not need to be computed at all.

The obtained \(p\)-values show that, depending on the pair of values of the covariate considered, we can find significative differences between the ROC curves of the log\((ca_{125})\) and the log\((cyfra)\) markers, including pairs of values that when considered separately in the previous test did not rejected the null hypothesis. Likewise, finding differences between the ROC curves conditioned to marginal covariates at certain values does not mean that those differences will be significative when considering the multidimensional covariates (for example, when we conditioned the ROC curves marginally to the value of 1.14 log\((nse)\) we find differences, but when considering both covariates this difference between the ROC curves only remains significative for the age of 83).

This means that if two patients with pleural effusion entered the doctors office, patient A with 1.14 level of log\((nse)\) and 67 years old, and patient B also with 1.14 level of log\((nse)\) but 83 years old, we could apply this methodology and take into account those covariate values to personalize their diagnostic. Without including the covariates in the analysis both diagnostic methods (based on the log\((ca_{125})\) and the log\((cyfra)\)) would seem equally effective to detect MPE. However, when we take into account that multidimensional covariate information, we would see that for patient B (and not for patient A) there are significant differences between the two diagnostic markers.
5. Discussion

In this work a new non-parametric methodology has been presented for comparing two or more dependent ROC curves conditioned to the value of a continuous multidimensional covariate. This method combines existing techniques for reducing the dimension in goodness-of-fit tests and for estimating and comparing ROC curves conditioned to a one-dimensional covariate. Although in this paper we have used a induced regression models to include the covariate effect in the ROC curves, we believe that this test could be adapted and extended to other estimation techniques. This opens the door to future research that could include longitudinal or functional covariates, using, for example, the approach presented in [10] for extending the induced ROC methodology to functional covariates.

A simulation study was carried out in order to analyse the practical performance of the test. Two different functions were proposed for the construction of the statistic, the $L_2$ and the KS, the second one being a little more conservative. Different correlations between the diagnostic variables and different sample sizes have been considered, including uneven ones without any appreciable effect on the test performance.

The behaviour of the test was also studied for different distributions of the covariates. It showed that, even if those distribution do not seem to affect the test, the lack of data around the point $x$ at which we perform the test does reduce its power, so the points taken too close to the boundary of the sample range should be analysed with precaution.

Finally, the methodology was illustrated by means of an application to a data set: with this new test it was possible to detect differences on the discriminatory ability of two diagnostic variables conditioned to two different covariates without the need of an estimator of an ROC curve conditioned to a multidimensional covariate. With this application it becomes clear the importance of being able to include the effect of multidimensional covariates to the ROC curves analysis, as different conclusions could be drawn of the comparison of those curves when considering a multidimensional covariate, when considering unidimensional covariates or when excluding the covariates from the study. It can also be an important tool for the personalized medicine, as it allows us to compare different diagnostic methodologies using the personal information of each patient.
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Appendix A. Proofs

The proofs needed for Lemma 2.1 are presented below.

Lemma A.1: [5] or [3]: Given a random variable $Y$ such that $\mathbb{E}[Y] < \infty$,

$$\mathbb{E}[Y|X] = 0 \text{ a.s. } \iff \mathbb{E}[Y|\beta'X] = 0 \text{ a.s. for any vector } \beta \in \mathbb{S}^{d-1}.$$

From now on it will be assumed that all directions $\beta$ considered satisfy $\beta \in \mathbb{S}^{d-1}$.

Lemma A.2: Let $Y_1, \ldots, Y_K$ be $K$ dependent random variables with cumulative distribution functions $F_1, \ldots, F_K$, respectively, such that $\mathbb{E}|Y_k| < \infty$ for every $k \in \{1, \ldots, K\}$. Let $X$ be a multidimensional covariate. Then, given $c_1, \ldots, c_K$,

$$F_1(c_1|X) = \cdots = F_K(c_K|X) \text{ a.s. } \iff F^\beta_1(c_1|\beta'X) = \cdots = F^\beta_K(c_K|\beta'X) \text{ a.s. } \forall \beta,$$

with $\beta \in \mathbb{S}^{d-1}$ and where $F^\beta_i(c_i|\beta'X) = P(Y_i \leq c_i|\beta'X = \beta'X)$ for $i \in \{1, \ldots, K\}$.

Proof: It is proven for $K = 2$.

Seeing that $F_1(c_1|X) = F_2(c_2|X)$ a.s. is the same as proving that $\mathbb{E}[I(Y_1 \leq c_1)|X] = \mathbb{E}[I(Y_2 \leq c_2)|X]$ a.s., which, given that the random variables are dependent in the sense that they are conditioned to the same covariate $X$, is equivalent to $\mathbb{E}[I(Y_1 \leq c_1) - I(Y_2 \leq c_2)|X] = 0$ a.s.

Now, because of Lemma A.1, this is the same as saying that

$$\mathbb{E}[I(Y_1 \leq c_1) - I(Y_2 \leq c_2)|\beta'X] = 0 \text{ a.s. } \forall \beta.$$

Using again the dependence between the random variables, that is equivalent to $\mathbb{E}[I(Y_1 \leq c_1)|\beta'X] = \mathbb{E}[I(Y_2 \leq c_2)|\beta'X]$ a.s. $\forall \beta$, which in turn is equivalent to $F^\beta_1(c_1|\beta'X) = F^\beta_2(c_2|\beta'X)$ a.s. $\forall \beta$.

Definition A.3: The inverted conditional ROC curve (IROC) is defined as:

$$\text{IROC}(\rho) = 1 - G(F^{-1}(1 - \rho)), \quad \rho \in (0, 1).$$

Related to the previous definition, the inverted conditional ROC curve (IROC$^c$), given the pair $(x^F, x^G) \in R^d \times R^c$, is defined as:

$$\text{IROC}^{c,x^F}(\rho) = 1 - G(F^{-1}(1 - \rho|x^F)|x^G), \quad \rho \in (0, 1).$$
Lemma A.4: The equality of ROC curves is equivalent to the equality of the inverted ROC curves, i.e.

\[ \text{ROC}_1(p) = \cdots = \text{ROC}_K(p) \quad \forall \ p \in (0, 1) \iff \text{IROC}_1(q) = \cdots = \text{IROC}_K(q) \quad \forall \ q \in (0, 1). \]

Moreover, the same property holds when talking about conditional ROC curves. Given the pair \((x^F, x^G) \in \mathcal{X}^F \times \mathcal{X}^G\), \(\text{ROC}^{x^F, x^G}_1(p) = \cdots = \text{ROC}^{x^F, x^G}_K(p) \forall \ p \in (0, 1)\) holds if and only if \(\text{IROC}^{x^F, x^G}_1(q) = \cdots = \text{IROC}^{x^F, x^G}_K(q) \forall \ q \in (0, 1).\)

**Proof:** It is proven for the unconditional case, and for \(K = 2\). The conditional case is similar.

\[ \text{ROC}_1(p) = \text{ROC}_2(p) \quad \forall \ p \in (0, 1) \iff 1 - F_1(G^{-1}_1(1 - p)) = 1 - F_2(G^{-1}_2(1 - p)) \quad \forall \ p \in (0, 1). \]

Take \(q = 1 - F_2(G^{-1}_2(1 - p))\) (and hence, \(q = \text{ROC}_2(p)\)). \(q\) will take all the values in \((0, 1)\), and thus, \(p = 1 - G_2(F^{-1}_2(1 - q)) = \text{IROC}_2(q)\). Then,

\[
\begin{align*}
\text{ROC}_1(p) &= \text{ROC}_2(p) \quad \forall \ p \in (0, 1) \\
&\iff 1 - F_1(G^{-1}_1(1 - (1 - G_2(F^{-1}_2(1 - q)))))) = q \quad \forall \ q \in (0, 1) \\
&\iff 1 - G_2(F^{-1}_2(1 - q) = 1 - G_1(F^{-1}_1(1 - q)) \quad \forall \ q \in (0, 1) \\
&\iff \text{IROC}_2(q) = \text{IROC}_1(q) \quad \forall \ q \in (0, 1). \\
\end{align*}
\]

**Proof of Lemma 2.1:** It is proven for \(K = 2\). For \(p \in (0, 1),\)

\[ \text{ROC}^1(p) = \text{ROC}^2(p) \ a.s. \iff F_1(G^{-1}_1(1 - p|x) = F_2(G^{-1}_2(1 - p|x)) \ a.s. \]

Using Lemma A.2, that is equivalent to

\[
F_1^F(G^{-1}_1(1 - p|x))(\beta^F|x) = F_2^F(G^{-1}_2(1 - p|x))(\beta^F|x) \ a.s. \quad \forall \beta^F,
\]

which in turn is the same as saying that \(\text{ROC}^{\beta^F|x|x}_1(p) = \text{ROC}^{\beta^F|x|x}_2(p) \ a.s. \quad \forall \beta^F\). Now, using Lemma A.4 we know that this is equivalent to

\[ \text{IROC}^{x(\beta^F)|x}_1(q) = \text{IROC}^{x(\beta^F)|x}_2(q) \ a.s. \quad \forall \beta^F \text{ for } q \in (0, 1). \]

By the definition of the inverted conditional ROC curve, that is the same as saying that

\[ G_1((F_1^F)^{-1}(1 - q)|(\beta^F)|x) = G_2((F_2^F)^{-1}(1 - q)|(\beta^F)|x) \ a.s. \quad \forall \beta^F. \]

Using again the result of Lemma A.2, the previous statement is equivalent to

\[ G_1^{\beta^G}((F_1^F)^{-1}(1 - q)|(\beta^F)|x)|(\beta^G)|x) = G_2^{\beta^G}((F_2^F)^{-1}(1 - q)|(\beta^F)|x)|(\beta^G)|x) \ a.s. \quad \forall \beta^F, \beta^G. \]

By definition, that is the same as saying that \(\text{IROC}^{(\beta^G)|x,(\beta^F)|x}_1(q) = \text{IROC}^{(\beta^G)|x,(\beta^F)|x}_2(q) \ a.s. \quad \forall \beta^F, \beta^G\) and, using again Lemma A.4, that is equivalent to

\[ \text{ROC}^{(\beta^G)|x,(\beta^F)|x}_1(\tilde{p}) = \text{ROC}^{(\beta^G)|x,(\beta^F)|x}_2(\tilde{p}) \ a.s. \quad \forall \beta^F, \beta^G \text{ for } \tilde{p} \in (0, 1), \]

where \(F_i^F(c|(\beta^F)|x) = P(Y_i^F \leq c|(\beta^F)|X^F = (\beta^F)|x)\) and \(G_i^{\beta^G}(c|(\beta^G)|x) = P(Y_i^G \leq c|(\beta^G)|X^G = (\beta^G)|x)\) for \(i = 1, 2,\)