Spin-Pumping-Induced Non-Linear Electric Current on the Surface of a Ferromagnetic Topological Insulator
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We investigate the spin-pumping-induced electric current on the surface of a three-dimensional topological insulator hybridized with a ferromagnet, namely, ferromagnetic topological insulator. In order to do this, we establish the microscopic formalism and construct the perturbation theory using a Keldysh Green’s function approach. We analyze how this electric current is generated by an exchange interaction and an external ac magnetic field, which is the driving force of ferromagnetic resonance as well as the spin pumping. The mechanism is as follows. First, the ferromagnetic resonance is driven and a zero-momentum magnon emerges. It is the fluctuation from the saturation magnetization pointing parallel to the precession axis of the ferromagnetic resonance. After that, the spin pumping is generated with the zero-momentum magnon being the carrier of spin. The zero-momentum magnon and the topological insulator surface state couples through the exchange interaction and the spin carried by the magnon is transferred to it. Owing to the spin-momentum locking, the transferred spin is converted into the momentum of topological insulator surface state leading to the generation of electric current flowing perpendicular to the precession axis of the ferromagnetic resonance. It is quadratic in the amplitude of external ac magnetic field whereas it is linear to the strength of the exchange interaction. The associated electric voltage is described by the spectrum of zero-momentum magnon. The non-linearity of spin-pumping-induced electric current in the ac magnetic field as well as the linearity in the exchange-interaction strength reflects that the surface of ferromagnetic topological insulator has a high-performing functionality of generating the electric charge current by magnetic controlling.

I. INTRODUCTION

Quantum technologies for hybridizing two or more sub quantum systems have been advancing rapidly with many types of elements ranging from solid-state systems to atomic-molecular and optical systems having been used, for example, electrons and nuclei in GaAs semiconductors, nitrogen-vacancy centers in diamonds, superconducting qubits, and atoms and cavities composing cavity quantum electrodynamic systems [11–13]. The functionalities of these hybrid quantum systems are superior to or richer than those of any individual sub quantum systems and are characterized in the way they are composed of. By selecting sets of sub quantum systems which are the best choices to engineer the hybrid quantum system which has the functionality to perform the task you are aiming, it becomes a powerful tool to execute quantum-state controlling, quantum information processing, and spintronics.

The key issue for spintronics is to perform a high-efficient conversion of electric charge and spin degrees of freedom or the coherent controlling of electricity and magnetism with lowering sufficiently an energy consumption (Joule heating). In order to accomplish these tasks, we have to search for materials having potentials to create physical processes which can be utilized for them and use these materials to engineer quantum devices. Examples include the non-magnetic heavy metals with strong spin-orbit interaction which exhibits (inverse) spin Hall effect like Pt and materials composed of metal and oxide possessing Rashba interfaces [14–24]. Recently, topological insulator (TI) is considered to be a good candidate for a component of spintronics devices because TI exhibits bulk state with strong spin-orbit coupling as well as surface state whose spin and momentum are strongly coupled which is called the spin-momentum locking (high-efficient convertibility of spin and electric charge current) [25–28].

In addition, the hybrid quantum system of magnetic materials and TI, namely, the magnetic TI, has been intensively investigated from both theoretical and experimental points of view [29–59]. Including the quantum anomalous Hall effect, the magnetic TI exhibits rich quantum phenomena owing to the composition of magnetism and spin-momentum locking (multifunctionality). Because of the multifunctionality and the high-efficient convertibility of spin and electric charge current, the magnetic TI is considered to be one of the promising candidate for spintronics devices and a large number of investigations have been made toward this goal [29, 38, 45, 47, 51–52, 54, 55, 57–59]. Although great efforts have been made for this, we still have not satisfactorily achieved the microscopic understanding of physics at the interface between the magnet and TI. For instance, we have not understand satisfactorily the way and how efficiently the spin transferred from the magnet can be converted into the electric current and/or voltage (spin pumping and the associated phenomena; inverse spin Hall effect and inverse Edelstein effect) whereas the electric current of TI being converted into the magnetization dynamics and/or a spin current (spin-orbit torque, spin Hall effect, and Edelstein effect). Such complexities are arising from the fact that the spin current is not a conserved current in the macroscopic systems and the difficulties to distinguish whether the contribution to the electric charge current under observation is coming from the surface state or...
the bulk state. It is important and an urgent issue to challenge analyzing these problems in order to achieve a deeper understanding of the conversion between the electric current (orbital degrees of freedom) and the magnetization dynamics (spin polarization as well as the spin current) in the magnetic Ti, the physics at the interface between magnets and Ti surface state both theoretically and experimentally, and further, to realize the coherent controlling of Ti surface state and magnetization toward spintronics application.

In this paper, we will focus on the physics of Ti surface state and construct the microscopic theory for the quantum transport phenomena at the interface between ferromagnet and Ti. In order to do this, we use a Keldysh (non-equilibrium or contour-time) Green’s function approach. We investigate the electric current of Ti surface state as well as the associated electric voltage induced by the spin pumping originating in the ferromagnetic resonance (FMR) driven by an external ac magnetic field. We analyze in detail how this electric current is created by the ac magnetic field and the exchange interaction between the localized spin in the ferromagnet and the Ti surface state. We show that when the spin is carried from the zero-momentum magnon, which is created by the FMR, to the Ti surface state through the exchange interaction, due to the spin-momentum locking this carried spin is converted into the momentum. Then correspondingly, the electric current is induced in the direction perpendicular to the precession axis of FMR, namely, spin-pumping-induced electric current. It is the quadratic response to the ac magnetic field whereas it scales linearly to the strength of exchange coupling. On the other side, the associated electric voltage has a structure represented by the spectrum of zero-momentum magnon which clearly reflects that the driving force of this electric voltage is the spin pumping. Our result enables us to understand clearly not only the mechanism of the spin-pumping-induced electric current and its characteristic, but it also gives us a qualitative explanation for the experimental results reported previously

This paper is organized as follows. In Sec. II, we present our microscopic model of the composite system of ferromagnet and Ti surface state. Then, we construct the formalism for describing the time evolution of this system using the Keldysh Green’s function approach. Based on it, we present a mathematical representation for the electric current of Ti surface state at the non-equilibrium steady state. Next, to calculate this electric current we establish the perturbation theory for the Keldysh Green’s function where the external ac magnetic field and the exchange interaction are regarded as perturbative terms. In Sec. III which presents the main result of this paper, we discuss in detail the generation of electric current of Ti surface state induced by the spin pumping as well as the associated electric voltage. By analyzing the structure of Feynman diagram for the perturbative Green’s function, we discuss the mechanism of the spin-pumping-induced electric current as well as its characteristics. Then, we make a comparison between our result and the experimental results through the characteristic of electric voltage. Sec. IV is devoted to the conclusion and outlook of this paper.

In this section, we first present our microscopic model for the ferromagnetic TI. Based on it, we establish the formalism to describe the time evolution of this system generated by the spin pumping. Then we evaluate the electric current of the TI surface state at the non-equilibrium steady state using the Keldysh Green’s function approach. We do this by constructing the perturbation theory for the Keldysh Green’s function so that the ac magnetic field and the exchange interaction are treated as perturbative terms.

A. Modeling and Formalism

The ferromagnetic TI is the composite system of a ferromagnet (FM) and the three-dimensional TI. We take a spatial cartesian coordinate so that the $xy$ plane is parallel to the interface between the FM and TI whereas the $z$ axis perpendicular to it. The surface state of TI appears in the $xy$ plane. The TI surface state and a localized spin in the FM are coupled through the exchange interaction. The illustration of ferromagnetic TI is presented in Fig. 1. Experimentally, this system is created by doping the magnetic atoms (for instance, Cr, V, and Mn) to the TI or implementing the heterostructure of ferromagnetic materials (e.g., a ferromagnetic insulator as well as metal including EuS, EuO, YIG, and permalloy such as Ni$_8$Fe$_{19}$ and CoFeB) and the TI [33, 34, 56–40, 42, 45, 54, 55, 59]. The examples of three-dimensional TI include tetradymites Bi$_2$Se$_3$ and Bi$_2$Te$_3$ [25, 28, 60]. Hereinafter, let us focus on the interface between FM and TI and model the composite system of localized spin at this interface and the TI surface state (let us call it the surface of ferromagnetic TI). The spin pumping and the associated inverse spin Hall effect in the heterostructure systems composed of ferromagnetic metal (or ferromagnetic insulator such as YIG) and Pt or NiPd alloy have been modeled in [19]. By referring to it, we model the surface of ferromagnetic TI for describing the spin pumping process and the associated electric-current generation. It is described by the Hamiltonian $H = H_0 + V_{\text{exc}}$, 

![FIG. 1. Schematic illustration of the ferromagnetic TI. FM is represented by the Hamiltonian $H_{\text{FM}}$ while the surface state of TI is expressed by $H_{\text{TI}}$. The localized spin in FM couples with the spin of TI surface state through the exchange interaction $V_{\text{exc}}$. The total Hamiltonian of this system is given by $H = H_{\text{FM}} + H_{\text{TI}} + V_{\text{exc}}$.]( attachment://image.png)
where \( H_0 = H^{\text{FM}} + H^{\text{TI}} \) with \( H^{\text{TI}} = \tilde{H}_0^{\text{TI}} + H^{\text{imp}} \). The Hamiltonian \( \tilde{H}_0^{\text{TI}} \) is the unperturbed Hamiltonian of the TI surface state consisting of the spin-momentum-locking term with the dispersion relation being measured from the chemical potential \( \mu_{\text{TI}} \): \( \tilde{H}_0^{\text{TI}} = (H_0^{\text{TI}} - \mu_{\text{TI}} N^{\text{TI}}) \). The operator \( N^{\text{TI}} \) is the number operator of TI surface state. Hereinafter, let us take the chemical potential \( \mu_{\text{TI}} \) to be equal to the Fermi energy of TI and denote it as \( \epsilon_F \). \( H^{\text{imp}} \) is an impurity potential term and assume to be spin independent (non magnetic). \( H^{\text{FM}} \) is the unperturbed Hamiltonian of FM and take its chemical potential to be zero \((\mu_{\text{FM}} = 0)\). \( V^{\text{exc}} \) is the exchange interaction between the localized spin in FM and TI surface state. The Hamiltonians \( \tilde{H}_0^{\text{TI}} \) and \( H^{\text{imp}} \) are given by

\[
\tilde{H}_0^{\text{TI}} = \int d^2x \psi_{\alpha}^\dagger(x) \left( \hat{H}_0^{(0)}(x) - \epsilon_F \right) \psi_{\alpha}(x),
\]

\[
H^{\text{imp}} = \int d^2x \psi_{\alpha}^\dagger(x) \hat{H}^{\text{imp}}_{\alpha}(x) \psi_{\alpha}(x),
\]

where

\[
\left( \hat{H}_0^{(0)}(x) \right)_{\alpha'\alpha} = -i \hbar v_F (\sigma^\gamma \partial_x - \sigma^\delta \partial_y)_{\alpha'\alpha},
\]

\[
\hat{H}^{\text{imp}}_{\alpha}(x) = \sum_{i_{\text{imp}}=1}^{N_{\text{imp}}} V_{\text{imp}}(x - X_{\text{imp}}^{i_{\text{imp}}}) \cdot 1_{\alpha'\alpha}.
\]

The operators \( \psi_{\alpha}(x) \) and \( \psi_{\alpha}^\dagger(x) \) are the annihilation and creation operators of the TI surface state at the two-dimensional spatial coordinate \( x = (x, y) \), respectively. The index \( \alpha = \uparrow, \downarrow \) describes the spin degrees of freedom of TI surface state. The summation is taken for two repeated indices \( \alpha \) and \( \alpha' \) in Eqs. (1) and (2). \( v_F \approx 5.0 \times 10^3 \text{ m/s} \) is the Fermi velocity while \( \sigma^x \) and \( \sigma^y \) are the Pauli matrices. \( V_{\text{imp}}(x - X_{\text{imp}}^{i_{\text{imp}}}) \) in Eq. (4) is the impurity potential and the vector \( X_{\text{imp}}^{i_{\text{imp}}} = (X_{\text{imp}}^{i_{\text{imp}}}^x, X_{\text{imp}}^{i_{\text{imp}}}^y) \) is the coordinate of \( i_{\text{imp}} \)-th impurity. \( N_{\text{imp}} \) is the total number of impurities. \( 1_{\alpha'\alpha} \) is the two by two unit matrix. For the details of TI-surface-state field operators \( \psi_{\alpha} \) and \( \psi_{\alpha}^\dagger \), see subSec. A.1 in Appendix A. The Hamiltonian \( H^{\text{FM}} \) is given by

\[
H^{\text{FM}} = -J_{\text{xx}} \sum_{\langle i j \rangle} S_i \cdot S_j + h\gamma \sum_i B_0 S_i^z.
\]

The three-component vector \( S_i \) = \( (S_i^x, S_i^y, S_i^z) \) represents the localized spin of the FM at the spatial coordinate \( r_i = (r_i^x, r_i^y) \). The indices \( i \) and \( j \) runs from 1 to \( N_{\text{loc}} \) with \( N_{\text{loc}} \) denoting the total number of localized spin at the interface between FM and TI. \( J_{\text{xx}} \) is the strength of the nearest-neighboring exchange interaction. The summation \( \sum_{\langle i j \rangle} \) is taken for nearest-neighboring pairs. For any \( i \), the localized spin \( S_i \) satisfies \( S_i^2 = (S_i^x)^2 + (S_i^y)^2 + (S_i^z)^2 = S_0 (S_0 + 1) \) with \( S_0 \) its spin magnitude. \( \gamma \) is the gyromagnetic ratio of localized spin. The static magnetic field \( B_0 \) is applied to the \( y \) direction and the saturation magnetization is created along this direction. Hereinafter we will not include the demagnetizing coefficient for simplicity. The exchange interaction \( V^{\text{exc}} \) has the form

\[
V^{\text{exc}} = -J^{\text{exc}} \sum_i \sum_{\alpha=x,y,z} s^\alpha (r_i) S_i^\alpha,
\]

where \( J^{\text{exc}} \) is the strength of the exchange interaction. \( s^\alpha (r_i) = \psi_{\alpha}^\dagger (r_i) (\sigma^\alpha_{\alpha'\alpha}/2) \psi_{\alpha'} (r_i) \) is the spin density of TI surface state at the coordinate \( r_i \).

Next, let us discuss the time evolution of this system. At initial time \( t = -\infty \), the ferromagnetic TI surface state is in the thermal equilibrium state described by the grand-canonical ensemble \( \rho_{\text{GC}}(H, \beta, \epsilon_F) \). After then, at \( t = t_0 \) the external magnetic field \( H^{\text{ext}}(t) \) is applied and the FMR as well as the spin pumping are driven. The time evolution of this system is represented by the density matrix \( \rho(t) \). At sufficiently a long time \( t \gg t_0 \), the surface of ferromagnetic TI is in the non-equilibrium steady state and the associated quantum transport of TI surface state is generated.

\[
\rho_{\text{GC}}(H, \beta, \epsilon_F) = \frac{\exp (-\beta H)}{\text{Tr} (\exp (-\beta H))},
\]

where \( \beta^{-1} = k_B T \) with \( k_B \) the Boltzmann constant. Note that the TI-Fermi-energy dependence is included in the Hamiltonian \( H \). At \( t = t_0 \), we apply an ac external magnetic field \( B^{\text{ext}}(t) = B^{\text{ext}} (\sin (\text{sgn}(B_0) \cdot \omega^{\text{ext}} t), 0, \cos (\text{sgn}(B_0) \cdot \omega^{\text{ext}} t)) \), where \( \text{sgn}(B_0) = +1 (-1) \) when \( B_0 > 0 (< 0) \). Here we have taken a circular polarized light. \( B^{\text{ext}} \) and \( \omega^{\text{ext}} \) are its amplitude and frequency, respectively. This triggers the ferromagnetic resonance (FMR). The system at \( t > t_0 \) is going to be described by the total Hamiltonian \( \mathcal{H}(t) = H + H^{\text{ext}}(t) \) where \( H^{\text{ext}}(t) \) is given by

\[
H^{\text{ext}}(t) = \hbar \gamma \sum_{a=x,z} \sum_{i=1} B_a^{\text{ext}}(t) S_i^a.
\]

For later convenience, we decompose the total Hamiltonian \( \mathcal{H}(t) \) into the form \( \mathcal{H}(t) = H_0 + H'(t) \) with \( H'(t) = V^{\text{exc}} + H^{\text{ext}}(t) \). The precession axis of the FMR is along the \( y \) direction owing to the static magnetic field \( B_0 \). Once the FMR is triggered, a spin transfer occurs from FM to the TI.
surface state mediated by the exchange interaction $V^{\text{exc}}$, i.e., spin pumping. As a result, a spin polarization as well as an associated non-equilibrium state is generated on the surface of TI. Such a physical process (the time evolution of the system at $t > t_0$) is represented by the density matrix [62] [63]

$$\rho_H(t) = U(t, t_0) \rho_C(H, \beta, \epsilon_F) U^\dagger(t, t_0),$$

(9)

where the time-evolution operator $U(t, t_0)$ is given by

$$U(t, t_0) = T \exp \left( -\frac{i}{\hbar} \int_{t_0}^t H(t') dt' \right),$$

(10)

with the symbol $T$ denoting the time-ordering product of real time. By using the density matrix in Eq. (9), the expectation of a physical operator $A$ at $t > t_0$ is expressed by

$$\langle A(t) \rangle = \text{Tr} [A_H(t) \rho_C(H, \beta, \epsilon_F)],$$

(11)

where $A_H(t) = U^\dagger(t, t_0) A U(t, t_0)$. The expectation value of electric current can be written as

$$\langle j_x(x, t) \rangle = -e V \sigma_{\alpha\alpha}^y \langle \psi^\dagger_{\alpha\alpha}(x, t) \psi \rangle_{H\alpha\alpha}(x, t),$$

(12)

B. Keldysh Green’s Function and Perturbation Theory

Our next task is to rewrite the expectation value of electric current density in Eq. (12) with the Keldysh Green’s function and evaluate it by constructing the perturbation theory where the perturbative term is $H'(t) = H^{\text{exc}}(t) + V^{\text{exc}}$. Then, what we evaluate at the end is the spatial and temporal averaged electric current density at the non-equilibrium steady state. It is defined by

$$\bar{j}_x = \int \frac{dx}{V} \int_{t_0}^{t_0+T} \frac{dt}{T} \langle j_x(x, t) \rangle,$$

(13)

where $V$ the area of TI surface. The time $T$ is given by $T = 2\pi N_{\text{time}}/\omega^{\text{exc}}$ with $N_{\text{time}}$ a positive integer. We assume it to be very large to describe that we are taking the long-time average ($N_{\text{time}} \gg 1$). By analyzing the structure of perturbative Keldysh Green’s function, we investigate how the TI-surface-state electric current $j_x$ is generated by the spin pumping in terms of the ac external magnetic field and the exchange interaction.

First, we rewrite the expectation value of electric current density in Eq. (12) by the field operators in the interaction picture. We denote the creation and annihilation operators of TI surface state in the interaction picture as $\psi^\dagger_{H\alpha\alpha}$ and $\psi_{H\alpha\alpha}$, respectively. The expectation value of $x$-component electric current density at the non-equilibrium steady state becomes

$$\langle j_x(x, t) \rangle = i e V \sigma_{\alpha\alpha}^y \lim_{\varepsilon \to 0^+} G^<_{\alpha\alpha}(x t; x' t'),$$

(14)

where $G^<_{\alpha\alpha}(x t; x' t')$ is the lesser component of full real-time Green’s function. $t^+$ is the time which is infinitesimally later than $t$: $t^+ = t + \varepsilon^+$ with $\varepsilon^+$ a positive infinitesimal. The lesser Green’s function $G^<_{\alpha\alpha}(x t; x' t')$ is redescribed by the
and ends at $\tau = -\infty$ whereas $C_+$ begins from $\tau = +\infty$ and reaches $\tau = -\infty$. The variables $t$ and $t'$ are the real times which are obtained by performing the real-time projection on the contour times $\tau$ and $\tau'$, respectively. As shown in the diagram in Fig. 2, the contour $C$ describes the time evolution of the ferromagnetic TI surface such that at the far past ($t \to -\infty$) the thermal-equilibrium state represented by $\rho_{GC}(H, \beta, \epsilon_F)$ was realized, and due to the external field $H^{ext}(t)$, at sufficiently a long time ($t \to +\infty$) the non-equilibrium state is generated.

Keldysh (contour-time) Green’s function defined by [62, 63]

$$i G_{C,\alpha\alpha'}(x\tau, x'\tau') = \langle T_C [U_C^{ext}U_C^{\dagger ext}\psi_{H,\alpha}(x\tau)\psi_{H,\alpha'}^\dagger(x'\tau')] \rangle_0$$

(15)

where $\langle X \rangle_0 = Tr(X \rho_{GC}(H_0, \beta, \epsilon_F))$ is the thermal average taken with respect to the unperturbed Hamiltonian $H_0$. The contour $C$ is the closed path as shown in Fig. 3 and is represented by the time variable called the contour time. Let us denote it as $\tau$. The symbol $T_C$ represents the time-ordering operator for contour times belonging to $C$. For instance, if $\tau_1 < \tau_2$ we have $T_C[A_1(\tau_1)A_2(\tau_2)] = \pm A_2(\tau_2)A_1(\tau_1)$. We obtain the positive sign after we exchanged the order between $A_1(\tau_1)$ and $A_2(\tau_2)$ if this exchange was bosonic (exchanging even numbers of fermionic operators) while we get the negative sign if the exchange was fermionic (exchanging odd numbers of fermionic operators). The contour $C$ consists of two sub contours $C_-$ and $C_+$. The sub contour $C_-$ starts from $\tau = -\infty$ and reaches $\tau = +\infty$ while the sub contour $C_+$ begins from $\tau = +\infty$ and ends at $\tau = -\infty$. Such a structure represents that the timescale of dynamics we are focusing on is when the non-equilibrium steady state is realized. It is when sufficiently a long time has passed since we applied the external field $H^{ext}(t)$ (at time $t_0$). In order to describe such a situation, the limit $t_0 \to -\infty$ is going to be taken while for time $t$, which is the time when the non-equilibrium state we are focusing on is realized, we take $t \to \infty$. The reason we have the two sub contours $C_-$ and $C_+$ is because, as described in Eq. (11), the physical operators are sandwiched between the two time evolution operators $U^\dagger(t, t_0)$ and $U(t, t_0)$. Note that the temporal structure of contour $C$ is equivalent to the structure of time evolution presented in Fig. 2.

The operators $U_C^{ext}$ and $U_C^{\dagger ext}$ are the time-evolution operators along the contour $C$ generated by $V^{ext}$ and $H^{ext}$, respectively. They are defined by

$$U_C^{ext} = \exp\left(-\frac{i}{\hbar} \int d\tau H^{ext}_C(\tau)\right),$$
$$U_C^{\dagger ext} = \exp\left(-\frac{i}{\hbar} \int d\tau V^{ext}_C(\tau)\right).$$

(16)

$H^{ext}_C(\tau)$ and $V^{ext}_C(\tau)$ in the above equation are written by the field operators in the interaction picture at the contour time $\tau$ or $\tau'$. In order to perform the perturbative calculation, we rewrite the Hamiltonians $H^{ext}_C(\tau)$ and $V^{ext}_C(\tau)$ in the momentum representation and reorganize the unperturbed and perturbed terms. For doing this, let us introduce the Fourier transform of the spin density for TI surface state. It is given by $s^a(x) = V^{-1} \sum_k e^{i k \cdot x} s^a(k)$ where $k = (k_x, k_y)$ is the two-dimensional wavevector of TI surface state and $s^a(k) = \sum_{q=0} N_{loc} \psi^\dagger_{a,\alpha}(k)(\sigma^z_{\alpha\beta}/2)\psi_{a,\beta}(k' + k)$ with $a = x, y, z$. The (inverse) Fourier transform of the field operator of TI surface state is given by $\psi_{H,\alpha}(x\tau) = (1/\sqrt{V}) \sum_{k} e^{i k \cdot x} (\alpha, 0)(k) \psi_{H,\alpha}(k\lambda = (1/\sqrt{V}) \int d^2 x e^{-i k \cdot x} \psi_{H,\alpha}(x\tau)$. Besides the TI-surface-state field operator in the momentum representation, we introduce the magnon field operators represented in the momentum space by re-expressing the localized spin with them (Holstein-Primakoff tranformation). They are given by

$$S_0^y = -\text{sgn}(B_0) \left( S_0 - \frac{1}{N_{loc}} \sum_{pp'} a_0^\dagger(p') a(p) e^{i(p-p') \cdot r}\right),$$
$$S_i^z = S_i^z - i S_i^y = \left\{ \begin{array}{ll}
\frac{2 N_{loc}}{N_{loc}} \sum_{p} e^{-i p \cdot r} a_0^\dagger(p), & (B_0 < 0) \\
\frac{2 N_{loc}}{N_{loc}} \sum_{p} e^{i p \cdot r} a_0(p), & (B_0 > 0)
\end{array} \right.,$$
$$S_i^+ = S_i^z + i S_i^y = \left\{ \begin{array}{ll}
\frac{2 N_{loc}}{N_{loc}} \sum_{p} e^{i p \cdot r} a_0^\dagger(p), & (B_0 < 0) \\
\frac{2 N_{loc}}{N_{loc}} \sum_{p} e^{-i p \cdot r} a_0(p), & (B_0 > 0)
\end{array} \right..$$

(17)

where $a(p)$ ($a^\dagger(p)$) denotes the annihilation (creation) operator of magnon with momentum $p = (p_x, p_y)$ and $a_0(p)$, the Hamiltonian of the surface of ferromagnetic TI is re-expressed in the momentum space as
where \( v_{\text{imp}}(q) = \int d^2x e^{-iq \cdot x} V_{\text{imp}}(x) \) and \( \rho_{\text{imp}}(q) = \sum_i e^{-iq \cdot x_i} \). We will take \( v_{\text{imp}}(0) = 0 \). \( \epsilon_{\text{FM}}^k = z J_{s0} B_0 (1 - \gamma_p + \gamma_H^k B_0) \) is the dispersion relation of magnon with \( \gamma_p = z^2 \sqrt{\rho} \). \( z \) is the number of nearest-neighboring sites for localized spins and \( \rho \) represents the nearest-neighboring-site vector. The quantity \( J_{\text{exc}}^{\text{qp}}(q) \) is defined by \( J_{\text{exc}}^{\text{qp}} = \sum_{pq} J_{\text{exc}} e^{i (q + p) \cdot \vec{r}} \). By comparing the Hamiltonian \( H_{0 \text{FM}}^k \) in Eq. (1) and that in Eq. (18), we see that because of the exchange interaction the Dirac point of TI surface state (the point where the dispersion of TI surface state becomes zero) is shifted to the momentum \( k_0 = (k_0^0, 0) \) with \( k_0^0 = \text{sgn}(B_0) (J_{\text{exc}} S_{0 \text{loc}}^{2D})/(2 \hbar v_F) \). Here \( S_{0 \text{loc}}^{2D} = N_{\text{loc}}/V \) is the two-dimensional number density of localized spins. For the convenience, we perform the Fourier transformation on the field operators of TI surface state \( \psi_{\alpha}(x) \) and \( \psi^{\dagger}_{\alpha}(x) \) by the shifted momentum \( \vec{k} = \vec{k} + \vec{k}_0 \). As a result, the formula of Hamiltonian \( H_{0 \text{FM}}^k \) in Eq. (18) described by the shifted momentum \( \vec{k} \) is going to be equivalent to that in Eq. (1) represented by the original momentum \( \vec{k} \). Hereafter we just simply write the shifted momentum \( \vec{k} \) as \( \vec{k} \). Note that without the impurity effect, the TI surface state exhibits the linear dispersion relation \( \epsilon_{\text{FM}}^k = \hbar v_F \vec{k} \) with \( \epsilon_{\text{FM}} = \sqrt{(k_x)^2 + (k_y)^2} \). Consequently, the surface of ferromagnetic TI is remodeled as the hybrid quantum system of magnon and TI surface state with the Hamiltonians in Eqs. (18)-(21).

Next, in order to construct the perturbation theory for the Green’s function \( G_{C,\alpha\alpha'}(x; x') \) in Eq. (15) let us perform the Fourier transformation with taking the limit \( x' \rightarrow x \). We have \( G_{C,\alpha\alpha'}(x; x') = V^{-1} \sum_{kk'} e^{i(k-k')x} G_{C,\alpha\alpha'}(k; k') \). Here \( G_{C,\alpha\alpha'}(k; k') \) is given by \( G_{C,\alpha\alpha'}(k; k') = -i \langle \frac{\partial}{\partial k} T_C [\psi_{\alpha}(x) \psi^{\dagger}_{\alpha'}(x')] \rangle_0 \). Then, we perform the perturbative expansion on \( G_{C,\alpha\alpha'}(k; k') \) by expanding the two operators \( U_{\text{exc}}^{\text{qp}} \) and \( U_{\text{exc}}^{\text{imp}} \) in Eq. (16) with respect to \( H_{\text{FM}}(\vec{r}) \) and \( V_{\text{imp}}(\vec{r}) \), respectively. It is going to be represented in the form

\[
G_{C,\alpha\alpha'}(k; k') = \sum_{n=0}^{\infty} \sum_{n'=0}^{\infty} G_{C,\alpha\alpha'}^{(n,n')} (k; k').
\]

We have used the superscript \((n, n')\) in the right-hand side of Eq. (22) to describe that the perturbative Green’s function \( G_{C,\alpha\alpha'}^{(n,n')}(k; k') \) is in the \( n \)th order of \( H_{\text{exc}} \) while it is in the \( n' \)th order of \( V_{\text{exc}} \). Note that the Green’s function \( \sum_{n=0}^{\infty} G_{C,\alpha\alpha'}^{(n,n')}(k; k') \) is the full thermal-equilibrium Green function that it does not contain the external-field Hamiltonian \( H_{\text{ext}} \). At the non-equilibrium steady state, what we observed in the experiment is the deviation (fluctuation) from the thermal-averaged value at thermal equilibrium. Thus, we calculate and show the expectation value of \( \langle j_x(x,t) \rangle \) in Eq. (13) as well as the spatial and temporal averaged electric current \( j_x \) in Eq. (13) for \( n \geq 1 \).

As a result, the perturbative Green’s function \( G_{C,\alpha\alpha'}^{(n,n')}(k; k') \) is expressed by the unperturbed Keldysh Green’s functions of TI surface state and magnon given by

\[
i^0 G_{C,\alpha\alpha'}^{(0)}(x; x') = \left\langle T_C[\psi_{\alpha}(x)\psi_{\alpha'}^{\dagger}(x')] \right\rangle_0,
\]

\[
i^0 D_{C}^{(0)}(q; q') = \left\langle T_C[a_{\alpha}(q) a_{\alpha'}^{\dagger}(q')] \right\rangle_0.
\]
Green’s functions: \(G_{C,\alpha\alpha}(k;\tau,\tau') \rightarrow \tilde{g}_{\alpha\alpha}^c(k, t - t')\) and \(D_{C}^{\sigma}(q; \tilde{\tau}, \tilde{\tau}') \rightarrow \tilde{D}^{\sigma}(q, \tilde{t} - \tilde{t}')\). Here \(\nu, \tilde{\nu} = t, <, >, \tilde{t}\) denoting the time-ordered, lesser, greater, and anti-time-ordered components, respectively. \(t, t', \tilde{t}, \tilde{t}'\) are real-time variables introduced by the real-time projection and correspond to \(\tau, \tau', \tilde{\tau}, \tilde{\tau}'\), respectively. After the Keldysh Green’s functions are transformed into the real-time Green’s functions they are represented by the differences of two real-time variables. As a result, the perturbative Keldysh Green’s function \(G_{C,\alpha\alpha}^{(n,n')}(k\tau; k'\tau')\) is redescribed as products of unperturbed real-time Green’s functions. Its formula can be organized with the retarded and advanced components in the momentum-frequency representation given by

\[
\tilde{g}_{\alpha\alpha}^r(k, \omega) = \frac{(1 + \tilde{\mathcal{H}}_0)_{\alpha\alpha'}}{2 \left( \omega + \omega_F - \omega_{k,TF}^\tau + \frac{i}{2\tau_{TF}} \right)} + \frac{(1 - \tilde{\mathcal{H}}_0)_{\alpha\alpha'}}{2 \left( \omega + \omega_F + \omega_{k,TF}^\tau + \frac{i}{2\tau_{TF}} \right)},
\]

\[
\tilde{g}_{\alpha\alpha}^a(k, \omega) = \frac{(1 + \tilde{\mathcal{H}}_0)_{\alpha\alpha'}}{2 \left( \omega + \omega_F - \omega_{k,TF}^\tau - \frac{i}{2\tau_{TF}} \right)} + \frac{(1 - \tilde{\mathcal{H}}_0)_{\alpha\alpha'}}{2 \left( \omega + \omega_F + \omega_{k,TF}^\tau - \frac{i}{2\tau_{TF}} \right)},
\]

\[
\tilde{D}^{r}(0, \omega) = \frac{1}{\omega - \omega_{FM}^0 - i\alpha\omega}, \quad \tilde{D}^{a}(0, \omega) = \frac{1}{\omega - \omega_{FM}^0 + i\alpha\omega}, \tag{26}
\]

where \(1\) is the two by two unit matrix and \(\tilde{\mathcal{H}}_0\) is given by

\[
\tilde{\mathcal{H}}_0 = \begin{pmatrix}
0 & \frac{i}{\alpha} (k^\tau - ik^\nu) \\
\frac{1}{\alpha} (k^\nu + ik^\tau) & 0
\end{pmatrix}. \tag{27}
\]

The Green’s functions \(\tilde{g}_{\alpha\alpha}^r(k, \omega)\) and \(\tilde{D}^{r}(0, \omega)\) in Eqs. 25 and 26 are the retarded (advanced) components of TI-surface-state and zero-momentum magnon Green’s functions, respectively. The frequencies \(\omega_{TF}^\tau, \omega_F, \) and \(\omega_{FM}^0\) are defined by \(\omega_{TF}^\tau = h^{-1}e_{TF}^\tau, \omega_F = h^{-1}e_F,\) and \(\omega_{FM}^0 = h^{-1}e_{FM} = \gamma |D_0|\), respectively. \(\tau_{rel}\) is the relaxation time of the TI surface state due to the impurity effect \(H_{imp}\) while the constant \(\alpha\) appearing in the magnon Green’s function is the Gilbert damping constant. We put bars on top of these Green’s functions to express that we have taken into account the impurity and damping effects.

The perturbation theory for the Keldysh Green’s function in the above way enables us to clearly explore how the electric current on the surface of TI is induced by the spin pumping in terms of the external magnetic field and the exchange interaction. In Appendix A we present the details for the real-time Green’s functions of TI surface state as well as the derivation of retarded and advanced components of impurity-averaged Green’s functions given in Eq. 25 using the imaginary-time Green’s function formalism. Moreover, we describe the real-time Green’s functions of magnon and then discuss the derivation of retarded and advanced Green’s functions in Eq. 26 using the Landau-Lifshitz-Gilbert equation. In Appendix B we present the detailed description for the Keldysh Green’s function formalism as well as the relation between Keldysh Green’s function and real-time Green’s function. Further, we show some formulas of Keldysh Green’s function formalism and by applying them we demonstrate the derivation of impurity-averaged Green’s functions of TI surface state for the retarded, advanced, lesser, and greater components.

III. SPIN-PUMPING-INDUCED NON-LINEAR ELECTRIC CURRENT

Since we have established the perturbation theory, we now evaluate the electric current of the TI surface state induced by the spin pumping. Let us first present the diagrammatic representation of our perturbative Green’s function. Based on it, we microscopically analyze how the electric current is generated by the external magnetic field and the exchange interaction. Then, we show the structure of spin-pumping-induced electric current as well as the associated electric voltage represented by the static external magnetic field, the amplitude and the frequency of ac magnetic field, the exchange-interaction strength, the relaxation time originating in the non-magnetic impurity, and the Gilbert-damping constant. Finally, we compare our result of the electric voltage with the experimental results [42, 59].

Let us evaluate the right-hand side of Eq. 22. We denote the expectation of spatial and temporal averaged \(x\)-component electric current corresponding to the term \(G_{C,\alpha\alpha}^{(n,n')}(k\tau; k'\tau')\) as \(\bar{j}_{x}^{(n,n')}\). First, we can show that the spatial and temporal averaged electric current \(\bar{j}_{x}^{(1,1)}\) is zero. This implies that the surface of ferromagnetic TI does not show the linear response in the ac external magnetic field. Next, let us present the next-leading-order term \(\bar{j}_{x}^{(2,1)}\). In order to obtain this, we calculate the perturbative Green’s function \(G_{C,\alpha\alpha}^{(2,1)}(k\tau; k'\tau')\) given in the right-hand side of Eq. 22. First, we expand the time-evolution operators \(U_{C}^{ext}\) and \(U_{C}^{exc}\) with respect to \(H_{0}^{ext}(\tilde{\tau})\) and \(V_{H_0}^{exc}(\tilde{\tau})\), respectively. With using the Wick’s theorem the perturbative Green’s function \(G_{C,\alpha\alpha}^{(2,1)}(k\tau; k'\tau')\) is given in terms of the unperturbed Keldysh Green’s functions of TI surface state and magnon as
Hence, we have \( G^{(2,1)}_{C;\alpha\alpha'}(\mathbf{k};\mathbf{k}') = \text{sgn}(B_{0}) \left( -\frac{i}{\hbar} \right)^{3} (\hbar\gamma B^{\text{ext}})^{2} \frac{J^{\text{exc}}e^{2}\delta_{\alpha\alpha}S_{0}}{4} \int_{C} d\tilde{\tau}_{1} d\tilde{\tau}_{2} d\tilde{\tau}_{3} e^{-i\omega^{\text{ext}}(\tilde{\tau}_{1} - \tilde{\tau}_{2})} \right) \prod_{pp'k_{1}} \delta_{k,k'} \delta_{k_{1},k_{1}'} \bar{g}_{\alpha\alpha'}(\mathbf{k}, \tilde{\tau}_{1} - \tilde{\tau}_{2}) \left. \right|_{G^{(1,0)}_{C;0\alpha}(\mathbf{0};\mathbf{0}),1)}^{G^{(1,0)}_{C;\alpha\alpha'}(\mathbf{k}_{1};\mathbf{0})} \}

We note that in the above equation the positive infinitesimal time difference \( \tilde{\tau}_{1}^{+} = \tilde{\tau}_{1} - \tilde{\tau}_{2} \) is equal to \( t' - t \). Since \( \tilde{\tau}_{1} \in C_{-} \) while \( \tilde{\tau}_{1}' = \tilde{\tau}_{1} + \tilde{\tau}_{2} \) in \( C_{+} \), the Green’s function \( G^{(1,0)}_{C;\alpha\alpha'}(\mathbf{k}_{1};\mathbf{0}) \) is the lesser Green’s function. On the other hand, \( \tilde{\tau}_{1}^{+} = \tilde{\tau}_{1} - \tilde{\tau}_{1} \). The contour times \( \tau_{1}^{+} \) and \( \tau_{1}^{+} \) belong to the same sub contour \( C_{\mu} (\mu = -,+) \).

Second, we perform the real-time projection on the contour times \( \tilde{\tau}_{1}, \tilde{\tau}_{2}, \) and \( \tilde{\tau}_{3} \) and rewrite the right-hand side of Eq. (28) by the real-time Green’s functions of TI surface state and magnon. Then, the perturbative Keldysh Green’s function \( G^{(1,2)}_{C;\alpha\alpha'}(\mathbf{k};\mathbf{k}') \) for the right-hand side of Eq. (28) becomes the lesser real-time Green’s function which we write as \( G^{(1,2)}_{C;\alpha\alpha'}(\mathbf{k};\mathbf{k}') \) with \( t' = t^{+} \) (see also Eq. (14)). Let us denote the real-time variables corresponding to \( \tilde{\tau}_{1}, \tilde{\tau}_{2} \), and \( \tilde{\tau}_{3} \) as \( \tilde{\tau}_{1}, \tilde{\tau}_{2}, \) and \( \tilde{\tau}_{3} \), respectively. Then, by using the first formula in Eq. (B10), we obtain

\begin{equation}
G^{(2,1)}_{C;\alpha\alpha'}(\mathbf{k};\mathbf{k}') = \text{sgn}(B_{0}) \left( -\frac{i}{\hbar} \right)^{3} (\hbar\gamma B^{\text{ext}})^{2} \frac{J^{\text{exc}}e^{2}\delta_{\alpha\alpha}S_{0}}{4} \int_{C} d\tilde{\tau}_{1} d\tilde{\tau}_{2} d\tilde{\tau}_{3} e^{-i\omega^{\text{ext}}(\tilde{\tau}_{1} - \tilde{\tau}_{2})} D^{\alpha}(0, \tilde{\tau}_{1} - \tilde{\tau}_{2}) D^{\beta}(0, \tilde{\tau}_{1} - \tilde{\tau}_{3}) \delta_{\alpha\alpha'}(\mathbf{k}, \tilde{\tau}_{1} - \tilde{\tau}_{3})
\end{equation}

where we have used \( \int_{C} d\tilde{\tau}_{1} d\tilde{\tau}_{2} D^{\alpha}_{C}(0, \tilde{\tau}_{1} - \tilde{\tau}_{2}) = \int d\tilde{\tau}_{1} d\tilde{\tau}_{2} \left( \hat{D}^{-} + \hat{D}^{+} \right) \left( 0, \tilde{\tau}_{1} - \tilde{\tau}_{2} \right) = 0 \). Further, the term \( G^{(1,0)}_{C;\alpha\alpha'}(\mathbf{k}_{1};\mathbf{0}) \) in Eq. (29) vanishes since it describes the disconnected diagram: We denote the real-time variables \( \tilde{\tau}_{1} \) and \( \tilde{\tau}_{1}' \) which are the real-time projection of the contour times \( \tau_{1} \) and \( \tau_{1}' \), respectively. They satisfy \( \tau_{1} \) in the exchange-interaction Hamiltonian \( V^{\text{ind}} \) the operator \( \psi_{\alpha}^{\dagger}(\mathbf{k}, \tau_{1}') \) comes to the left side of \( \psi_{\alpha}(\mathbf{k}, \tau_{1}) \). When \( \tau_{1} \in C_{-} \) we have \( \tilde{\tau}_{1} < \tilde{\tau}_{1}' \) and \( G^{(1,0)}_{C;\alpha\alpha'}(\mathbf{k}_{1};\mathbf{0}) \) vanishes whereas for \( \tau_{1} \in C_{+} \) we obtain \( \tilde{\tau}_{1} > \tilde{\tau}_{1}' \) and \( G^{(1,0)}_{C;\alpha\alpha'}(\mathbf{k}_{1};\mathbf{0}) \) vanishes. Hence, we have \( \int_{C} d\tilde{\tau}_{1} \lim_{\tilde{\tau}_{1} \rightarrow \tilde{\tau}_{1}^{+}} G^{(1,0)}_{C;\alpha\alpha'}(\mathbf{k}_{1};\mathbf{0}) = \int d\tilde{\tau}_{1} \left[ \bar{g}_{\alpha\alpha'}(\mathbf{k}, 0^{0}) - \bar{g}_{\alpha\alpha'}(\mathbf{k}, 0^{+}) \right] = 0 \). Here \( 0^{0} \) is the negative infinitesimal.

Then, using Eq. (B28) the right-hand-side of Eq. (29) is rewritten by the retarded and advanced Green’s functions in Eqs. (25) and (26). By performing the temporal integrals \( \int d\tilde{\tau}_{1} d\tilde{\tau}_{2} d\tilde{\tau}_{3} \) and from Eq. (13) the \( x \)-component averaged electric current density of TI surface state becomes

\begin{equation}
\int d\tilde{\tau}_{1} d\tilde{\tau}_{2} d\tilde{\tau}_{3} \end{equation}

FIG. 4. Feynman diagram for the spin-pumping-induced electric current described by Eq. (30). It consists of two TI surface-state Green’s functions (solid lines), two magnon Green’s functions (wavy lines), and two vertices denoted by crosses. As described by the orange circle, the exchange interaction between the zero-momentum magnon and the TI surface state occurs at the right vertex leading to the generation of electric current on the surface of TI.
spin pumping occurs associating with the spin current created by the external magnetic field $H^{\text{ext}}$ and the exchange interaction $V^{\text{exc}}$. To see this clearly, let us describe $J_{p}^{(2,1)}$ diagrammatically and present this in Fig. 4. The solid and the wavy lines represent the Green’s function of TI surface state (fermion line) and that of magnon (boson line), respectively. The two vertices are described by crosses where the energy and momentum conserve. The retarded Green’s function $\tilde{D}^{r}(0,\omega^{\text{ext}})$ appearing in this diagram describes the emission process of magnon with the zero momentum and the energy $h_{\omega}^{\text{ext}}$ going from orange to gray circles whereas the advanced Green’s function $\tilde{D}^{a}(0,\omega^{\text{ext}})$ represents the absorption process going from gray to orange. In the diagram in Fig. 4, the energy and momentum of TI surface state remains unchanged. This is because, first, the emission and absorption processes of magnon of the energy $h_{\omega}^{\text{ext}}$ occur with each process occurring once. Second, the magnon does not carry momentum since the ac magnetic field $H^{\text{ext}}$ is spatially homogeneous and so does the Fourier transform of exchange interaction $J^{\text{exch}}$ for the $y$-component it is described by the constant $J^{\text{exch}}$ (see Eq. (20)). Since we have overlooked at the structure of our diagram, let us now analyze the mechanism of the spin-pumping-induced current. Initially, the TI surface state is in the thermal equilibrium $\rho_{\text{el}}(H,\beta,\epsilon_{F})$ and the origin of Fermi sphere of TI surface state is at $k_{0} = (0,0)$. When the FMR is triggered at $t = t_{0}$, the localized spin $S_{i}$ starts to show its dynamics described by the Landau-Lifshitz-Gilbert equation (see Eq. (31)) and the magnon of zero momentum and frequency $\omega^{\text{ext}}$ emerges. It is the fluctuation of the saturation magnetization in the $y$ direction created by the external magnetic field $B_{0}$. After then, the spin pumping occurs associating with the spin current $J^{\text{imp}}$ flowing from FM to the surface of TI. The zero-momentum magnon is going to be the carrier of it. In other words, the spin current $J^{\text{imp}}$ is the flow of zero-momentum magnon. The magnon couples with the TI surface state through the exchange interaction $V^{\text{exc}}$. Then owing to the spin-momentum locking, the magnon acts like an additional momentum of TI surface state. This means that effectively TI surface state experiences the coupling between the magnon as an electric field being applied and a non-equilibrium state of TI surface state is driven. Such a situation can be depicted as the deviation of the TI-surface-state Fermi circle from the origin (see also Fig. 5 (b)). On the other side, the TI surface state is affected by the spin-momentum locking, the effect of effective electric field of magnon and the impurity effect $H^{\text{imp}}$ are going to get balanced. As a result, the TI surface state and the magnon both relax to the non-equilibrium steady state and the static electric field is created on the surface of TI. Let us call it the spin-pumping-induced electric field $E_{x}^{\text{SPI}}$. At the non-equilibrium steady state, the TI surface state experiences the $E_{x}^{\text{SPI}}$ and the spin-pumping-induced electric current $J_{x}^{(2,1)}$ flows on the TI surface as the response to it. To make the relation between $J_{x}^{(2,1)}$ and $E_{x}^{\text{SPI}}$ clear, let us rewrite $J_{x}^{(2,1)}$ with using the electrical conductivity $\sigma_{x}^{\text{TI}}$ as $J_{x}^{(2,1)} = \sigma_{x}^{\text{TI}}E_{x}^{\text{SPI}}$. As in the case of Dirac electrons in graphene, the electrical conductivity of TI surface state $\sigma_{x}^{\text{TI}}$ can be calculated by using the Boltzmann equation [66]. We obtain $\sigma_{x}^{\text{TI}} = \frac{e^{2}\pi n_{\omega}}{2\pi^{2}}$. On the other side, the formula of $E_{x}^{\text{SPI}}$ is obtained by evaluating the right-hand side of Eq. (30). For doing this, first we remark that the denominator in the right-hand side of Eq. (30) is a function of the dispersion $\omega_{k_{x}} = \hbar \epsilon_{k_{x}}^{\text{TI}}$ and, thus, it is the function of the absolute $k_{x} = \sqrt{(k_{x}^{2}) + (k_{y}^{2})}$. Hence, it means that the denominator in the right-hand side of Eq. (30) is an even and symmetric function of $k_{x}$ and $k_{y}$. Due to this fact, for the numerator in the right-hand side of Eq. (30) the terms proportional to $k_{x}k_{y}$ as well as $(k_{x}^{2}) - (k_{y}^{2})$ vanish. As a result, the only terms which remain are the products of two diagonal elements of TI-surface-state Green’s function, i.e., $(\tilde{g}^{\text{r}}_{\uparrow\uparrow}(k,\omega))^{2}$ and/or $(\tilde{g}^{\text{a}}_{\uparrow\uparrow}(k,\omega))^{2}$. In the following evaluation, we only retain the first term of $\tilde{g}^{\text{r,\text{a}}}_{\uparrow\uparrow}(k,\omega)$ in Eq. (25) since only the electronic state in the vicinity of Fermi-energy level contributes to the electric transport. Next, we perform $k$ and $\omega$ integrals with using three types of approximations. First, we do from the $\omega$ integral and rewrite the integrand with the derivative term $\frac{\partial f(h_{\omega})}{\partial h_{\omega}}$. As the first approximation, we take the low-temperature limit ($\beta \rightarrow \infty$) and we obtain $\frac{\partial f(h_{\omega})}{\partial h_{\omega}} = -\delta(h_{\omega})$. By performing the $\omega$ integral, the integrand becomes the function of the relaxation time $\tau_{\text{rel}}^{\text{TI}}$, the TI-surface-state dispersion $\omega_{k_{x}}^{\text{TI}}$ and the Fermi energy $\epsilon_{F} (= \hbar^{-1}\epsilon_{F})$ given as $\frac{1}{(\omega_{k_{x}}^{\text{TI}} - \epsilon_{F})^{2} + (1/2\tau_{\text{rel}}^{\text{TI}})^{2}}$. Next, we rewrite the $k$ integral in the following way: $\frac{1}{(\omega_{k_{x}}^{\text{TI}} - \epsilon_{F})^{2} + (1/2\tau_{\text{rel}}^{\text{TI}})^{2}} = \tilde{N}(\epsilon_{k})d\epsilon_{k}$, where $\tilde{N}(\epsilon_{k}) = \frac{\epsilon_{k}^{+\epsilon_{F}}}{2\pi(h_{\omega}v_{F})}$ is the density of states per volume and $\epsilon_{F}$ is the energy of the TI surface state measured with respect to the Fermi energy. It is defined by $\epsilon_{F} = \epsilon_{k}^{0} - \epsilon_{F}$. As a
result, the integrand becomes \( \tilde{N}(\xi_k) \times \frac{\hbar/2\tau_{\text{rel}}^{\text{TI}}}{\xi_k^2 + (\hbar/2\tau_{\text{rel}}^{\text{TI}})^2} \). Then as a second approximation, we regard only the electronic state in the vicinity of Fermi surface contributes to the electric current. In other words, the TI surface state depends weakly on the density of states \( \tilde{N}(\xi_k) \). Therefore, we take \( \tilde{N}(\xi_k) \approx \tilde{N}(0) \). On the other side, the lower limit of \( \xi_k \)-integral is \( -\epsilon_F \). We consider that on the surface of area \( V \) a huge number of electrons are contained. Hence, as a third approximation we take

\[
E_x^{\text{SPI}}(\omega^{\text{ext}}, B_0) = -\text{sgn}(B_0) \left( \frac{\mathcal{J}_{\text{exc}}^{\text{SPI}}}{2e\nu_F \tau_{\text{rel}}^{\text{TI}}} \right) \left( \frac{\gamma B^{\text{ext}}}{\omega^{\text{ext}} - \omega_0^{\text{FM}} - (\alpha \omega^{\text{ext}})^2} \right),
\]

(31)

where \( \omega_0^{\text{FM}} = \gamma |B_0| \). Consequently, when the FMR occurs with the frequency \( \omega^{\text{ext}} \), the electric current \( j_x^{(2,1)} \) as well as the electric field \( E_x^{\text{SPI}} \) are induced by the spin pumping on the surface of TI. It flows perpendicular to the precession axis \( (y \text{ axis}) \) of FMR owing to the spin-momentum locking. It is proportional to the square of the ac-magnetic-field amplitude \( B^{\text{ext}} \) describing that it is the non-linear (quadratic) response to the external ac magnetic field. In other words, it is proportional to the power of the applied electromagnetic wave (microwave). Like the FMR (magnon) spectrum, the electric current \( j_x^{(2,1)} \) (or the electric field \( E_x^{\text{SPI}} \)) is described by the quantities \( \gamma B^{\text{ext}}, \omega^{\text{ext}}, \omega_0^{\text{FM}}, \) and the Gilbert-damping constant \( \alpha \). Indeed, the spectral function of magnon can be obtained by multiplying the factor \( \alpha \omega^{\text{ext}} \) to the third factor of \( E_x^{\text{SPI}} \) in Eq. (31): \( \alpha \omega^{\text{ext}} \times \left( \frac{1}{(\omega^{\text{ext}} - \omega_0^{\text{FM}})^2 + (\alpha \omega^{\text{ext}})^2} \right) \). In other words, the retarded Green’s function of magnon is equivalent to the magnetic susceptibility (see Eq. (A32) and the argument below it). Physically, this represents the absorption energy of localized spin which we need to drive the FMR (see also the argument after Eq. (8) in [15]). The electric field \( E_x^{\text{SPI}} \) depends on both magnetic quantities including \( \gamma B^{\text{ext}}, \alpha, \) the exchange interaction strength \( \mathcal{J}_{\text{exc}}, \) the density of localized spin \( n_{\text{loc}}^{2D} \), and those of TI such as Fermi velocity \( \nu_F \), and the relaxation time \( \tau_{\text{rel}}^{\text{TI}} \). This is natural and reasonable because the spin-pumping-induced electric field \( E_x^{\text{SPI}} \) is realized at the non-equilibrium steady state owing to the commensuration of the effective electric field of magnon and the impurity effect \( H_{\text{imp}} \) mediated by the exchange interaction. Based on the Feynman diagram in Fig. 4 we can understand why the spin-pumping-induced electric current \( j_x^{(2,1)} \) is the quadratic response to the ac magnetic field in the following way. First, the ac magnetic field is used to drive the FMR and the associated zero-momentum magnon which couples with the TI surface state through the exchange interaction. Second, to generate the transport phenomena of TI surface state we need to drive the magnon with the ac magnetic field once more. As a result, the electric current of TI surface state becomes the quadratic response to the ac magnetic field such that both the emission and absorption processes of zero-momentum magnon occur. Indeed, this naturally reflects that the number density of TI surface state \( n_{\text{TI}}^{2D} \) to be sufficiently large. Since the number density \( n_{\text{TI}}^{2D} \) is related to the Fermi energy \( \epsilon_F \) as \( \epsilon_F = \hbar \nu_F \sqrt{4\pi n_{\text{TI}}^{2D}} \), we take \( \epsilon_F \to \infty \) (see also the argument below Eqs. (A25) and (B19)). By using these three types of approximations and perform the \( \xi_k \)-integral, we have

\[
\]

FIG. 5. (a) Schematic of the generation of the electric field \( E_x^{\text{ISHE}} \). When the spin current \( \mathcal{J}_{\text{spin}} \) is injected to the non-magnetic metal, owing to the spin-orbit interaction the inverse spin Hall effect is generated so that the both electrons of spins polarized in the positive and negative \( y \) directions accumulate on the edge of the sample. As a result, the electric field \( E_x^{\text{ISHE}} \) and the associated electric current \( j_x^{\text{ISHE}} \) emerge. (b) Schematic of the generation of the spin-pumping-induced electric current \( j_x^{(2,1)} \). When we drive the FMR and the associated spin pumping, the zero-momentum magnon couples with the TI surface state through the exchange interaction. Due to the spin-momentum locking, the TI surface state effectively experiences the zero-momentum magnon as the electric field. As a result, the spin-pumping-induced electric field \( E_x^{\text{SPI}} \) as well as the spin-pumping-induced electric current \( j_x^{(2,1)} \) are generated (inverse Edelstein effect). It is described as the flow of Fermi circle of TI surface state.
Hall effect occurs, in fact, this hybrid system comprise of FM and non-magnetic heavy metal exhibiting strong spin-orbit interaction, for example, the heterojunction of NiFe and Pt [19]. When we inject the $y$-polarized spin current to the non-magnetic metal flowing in the $z$ direction, due to the spin-orbit coupling both the electrons whose spins are polarized in the positive and negative $y$ directions flow parallel into the $x$ direction and accumulate to the edge of sample. As a result, the electric field, namely, $E_{x}^{\text{ISHE}}$ emerges in the $x$ direction. Simultaneously, the associated electric current $j_{x}^{\text{ISHE}}$ flows in the same direction (Fig. 5(a)). This is the phenomenon in a three-dimensional bulk system. In contrast, our spin-pumping-induced electric current $j_{x}^{(2,1)}$ is the phenomenon intrinsic in the two-dimensional surface system. The mechanism of its generation is not due to the accumulation of electrons on the edge of sample but due to the effective electric field of magnon via the spin-motion locking. As illustrated in Fig. 5(b), the spin-pumping-induced electric current can be described as the flow of Fermi circle of TI surface state. It is nothing but the inverse Edelstein effect which is also realized in systems possessing Rashba interfaces [22].

Finally, let us make a qualitative comparison between our result and the experimental results [42] [59]. What has been measured in these experiments are the electric voltage emerged on the surface due to the spin pumping. Therefore, we calculate the spin-pumping-induced electric voltage and compare its characteristic with the experimental results. Before we give a detailed argument, we note here that in [42] the direction of static magnetic field $B_{0}$ (the precession axis of FMR) is taken to be parallel to the $y$ axis while in [59] it is taken to be in the $x$ axis. Since the essence of physics does not change, as we did in Sec. II A we take the precession axis of FMR to be in the $y$ axis (thus, the electric current of TI surface state or electric voltage emerges in the $x$ direction). To make our argument clear and simple, in the following we introduce the effective electric voltage by using $E_{x}^{\text{SPI}}$. First, as we see in Eq. (31) the electric field $E_{x}^{\text{SPI}}$ is spatially homogeneous along the $x$ direction. Thus, by multiplying $E_{x}^{\text{SPI}}$ with the length of TI surface in the $x$ direction $l_{\text{T1}}$, we obtain the electric voltage in the $x$ direction and call it as $V_{x}^{\text{SPI}}$. Next, we divide $V_{x}^{\text{SPI}}$ by the factor \( \left( \frac{2\text{exc} \alpha_{\text{SPI}}}{\text{exc} \alpha_{\text{SPI}}} \right) \) because essentially its characteristic is represented by the Gilbert-damping constant $\alpha$. The frequency $\omega_{\text{FM}}$ is $\gamma |B_{0}| = \gamma \left( \text{sign}(B_{0})B_{0} \right)$. In addition, in the experiment the external frequency $\omega_{\text{ext}}$ is fixed whereas the magnetic field $B_{0}$ varies from positive to negative values. By taking account of this, we take $\omega_{\text{ext}}^{\text{SPI}}$ to be the positive constant and introduce the “spin-pumping-induced electric voltage $V_{x}^{\text{SPI}}$” defined as the function of $B_{0}$ as

\[
V_{x}^{\text{SPI}}(B_{0}) = -\Theta(\tilde{B}_{0}) \frac{eP}{\left( \tilde{B}_{0} - 1 \right)^{2} + \alpha^{2}} + \Theta(-\tilde{B}_{0}) \frac{eP}{\left( \tilde{B}_{0} + 1 \right)^{2} + \alpha^{2}},
\]

where $\tilde{B}_{0} = (\gamma B_{0})/\omega_{\text{ext}}^{\text{SPI}}$ is the dimensionless magnetic field and $P = (B_{\text{ext}}^{\text{avg}})^{2}$. It is the quantity describing the power of electromagnetic field which we apply to derive the FMR. $\Theta(\pm B_{0})$ is the Heaviside step function. We plot $V_{x}^{\text{SPI}}(B_{0})$ in Fig. 6 by taking the electromagnetic-wave power $P$ as a parameter while we fix the Gilbert-damping constant $\alpha$ to 0.15. Here we plot $V_{x}^{\text{SPI}}$ for four different conditions; $P = 0.0100, 0.0075, 0.0050,$ and 0.0025. The full width of half maximum is equal to the Gilbert damping constant $\alpha$. The most striking features of $V_{x}^{\text{SPI}}$ are (i) the emergence of two side peaks and (ii) the linear scaling of two peak values with respect to the power $P$; the two side peaks locate at $B_{0} = \pm 1$. The values of two peaks have the same absolute values ($= eP/\alpha^{2}$) but the signs are opposite. Let us now look at the experimental data [42] [59]. First, in [42] the (bulk insulating) TIs were chosen as Bi$_{15}$Sb$_{0.5}$Te$_{1.5}$Te$_{1.3}$, Ni$_{81}$Fe$_{19}$. On the other hand, for the ferromagnetic material they choose Ni$_{81}$Fe$_{19}$. Let us focus on Figs. 3(b) or 4(a) and 3(c). Fig. 3(b) is the experimental data of electric voltage for sample Bi$_{15}$Sb$_{0.5}$Te$_{1.5}$Te$_{1.3}$ with the sample size of BSTS is $4 \times 3 \times 0.1$ mm$^{3}$ for four different microwave-power conditions; 0.2mW, 0.15mW, 0.10mW, and 0.05 mW. Fig 4(a) is the result of electric voltage for samples Bi$_{15}$Sb$_{0.5}$Te$_{1.5}$Te$_{1.3}$ with three different sample sizes of BSTS; $4 \times 1 \times 0.1$ mm$^{3}$, $4 \times 3 \times 0.1$ mm$^{3}$, and $2 \times 1.5 \times 0.2$ mm$^{3}$. They are plotted as functions of static magnetic field which corresponds to our $B_{0}$ (or $B_{0}$). Both of them show two side peaks as discussed in the previous description. Two peak spots appear symmetrically with respect to the origin of the magnetic-field axis and the two peak values have (almost) the same absolute values with opposite signs. The similar result is reported in [59]. In this work, the magnetic TI was engineered by creating the heterostructure of YIG and Cr-doped TI: YIG/Cr$_{0.08}$(Bi$_{0.37}$Sb$_{0.63}$)$_{0.92}$Te$_{0.3}$. We will focus on Fig. 2(c) where the electric voltage is plotted as a function of magnetic field. It shows the similar features as the results shown in Fig. 3(b) or Fig 4(a) in [42]: the emergence of two side peaks.
peaks having opposite signs. The difference between the electric voltage in Fig. 3(b) or Fig 4(a) in [42] and that in Fig. 2(c) in [59] is that the signs of two peaks; in Fig. 3(b) the peak value at positive magnetic field is negative while it is positive in Fig. 2(c) it is positive. Such an opposite-sign behavior, however, is not essential for our analysis and we will not refer to its origin. We note that in [51] the measurement of spin-pumping-induced voltage was performed using the bilayer systems of Bi$_2$Se$_3$ (TI) and CoFeB (ferromagnet). In this experiment, it is considered that the dominant contribution to the spin-pumping-induced voltage is coming from the inverse spin Hall effect (bulk state) rather than the inverse Edelstein effect (surface state). Therefore, although the measured spin-pumping-induced voltage shows similar characteristics (Figs. 2 and 3(a) and (b)) with $V_{\text{SPI}}$, we will not make a comparison with these experimental results. Next, let us take a look at Fig. 3(c) in [42]. It shows the microwave-power dependence of peak values for the BSTS sample size $4 \times 1 \times 0.1$ mm$^3$. Both the positive and negative peak values become larger as microwave power increases. To summarize, from the above analysis we see that the physical behavior of our result $V_{\text{SPI}}$ represented by Eq. (32) and Fig. 6 match qualitatively with these experimental results.

IV. CONCLUSION

In this paper, we have investigated the electric current on the surface of ferromagnetic TI induced by the spin pumping. First, we have presented the microscopic model of ferromagnetic TI surface and represented its time evolution. We have mathematically formulated how the system evolves from the thermal equilibrium state realized in the far past to the nonequilibrium steady state driven by the spin pumping (FMR). Then we have used the Keldysh Green’s function approach to analyze the generation of a spin-pumping-induced electric current. We have calculated it by regarding the ac external magnetic field and the exchange interaction as perturbative terms. In this way, we could clearly understand the way spin-pumping-induced electric current is generated by these two interactions. The mechanism is as follows. The FMR is triggered by the ac magnetic field and the magnon with the zero momentum emerges. It is the fluctuation from the saturation magnetization. After then, the spin pumping is induced, and during such a process, the spin current flows from FM to TI carried by the zero-momentum magnon. Through the exchange interaction, the zero-momentum magnon couples with the TI surface state and the spin is exchanged between them. Then owing to the spin-momentum locking, it is converted into momentum and effectively the TI surface state experiences this additional momentum as the applied electric field. On the other hand, the TI surface state is affected by the nonmagnetic impurity. As a result, at the non-equilibrium steady state these two effects commensurate and the static electric field, i.e., the spin-pumping-induced electric field is created leading to the generation of the spin-pumping-induced electric current. It scales quadratically to the ac magnetic field (linear to the power of electromagnetic field) while it is linear to the strength of the exchange interaction. The effective electric voltage $V_{\text{SPI}}$ in Eq. (32) is expressed by the spectrum of zero-momentum magnon which clearly reflects that it is created by the spin pumping (FMR). The effective electric voltage $V_{\text{SPI}}$ shows two side peaks. They emerge when the absolute of external frequency of ac magnetic field becomes equivalent to the Zeeman gap of magnon. The absolutes of these two peak values are the same while they have the opposite signs. Further, the absolutes of two peaks are the increasing function of the microwave power. Such characteristics of our effective voltage $V_{\text{SPI}}$ show qualitatively the good matching with the experimental results of electric voltage reported in [42, 59]. Consequently, the spin-pumping-induced electric current is the quantum phenomena intrinsic in the hybrid quantum system of TI surface state and the zero-momentum magnon. It is the non-linear response to the ac magnetic field.

Our microscopic theory based on the Keldysh Green’s function approach makes not only the mechanism as well as the structure of spin-pumping-induced electric current (voltage) clear. We believe that our theory can be extended in many other types of quantum phenomena occurring at the interface between the magnetic materials and TI. For instance, we would like to apply our Keldysh Green’s function approach to analyze the heat current as well as the spin Seebeck effect and the spin-orbit torque in the future. In addition, we become able to extract more information on magnets and TI. For instance, by measuring the peak value of electric voltage we can estimate the exchange-coupling strength. Another important and interesting issue is the Fermi-energy dependence on spin-pumping-induced electric voltage. It is important to analyze whether the contribution to electric transport quantities (for instance, the electric voltage) is coming from the surface state or the bulk state [51, 54, 59]. The transport properties of Dirac electrons in solids are affected by many types of elements. For instance, the Fermi-energy dependence of Dirac-electron conductivity in graphene differs whether the impurity potential is short-range (delta-function) type or long-range (Coulomb) type [60]. For the TI surface state the characteristics of its conductivity is not only generated by the impurity effect but also by a scattering process due to a magnetic texture such as skyrmion [67]. As our future work, we would like to explore the rich transport phenomena on the surface of a magnetic TI induced by the impurity potentials and the magnetic textures with many types and analyze carefully the characteristics of electric voltage as well as the electrical conductivity as functions of the Fermi energy.

To discuss our result from the application point of view, the non-linear response in the magnetic field as well as the linear scaling in the exchange-coupling strength of the spin-pumping-induced electric current clearly indicates that the surface of ferromagnetic TI possesses the high-performing functionality of creating the electric charge current or voltage by the magnetic controlling. When we think of engineering spintronics devices, the merit of using the ferromagnetic TI comparing to the hybrid system of FM and metal like the NiFe/Pt is the lower energy consumption: The joule heating is suppressed for the ferromagnetic TI because the bulk is insulating while it is unavoidable for the FM/metal hybrid system.
since the bulk is metallic. By designing carefully the larger hybrid quantum systems based on the magnet and TI, we will become able to perform the coherent controlling of magnon dynamics and the quantum transport of TI surface state at the interface, and consequently, make a high-efficient conversion of the spin and the electric charge current (coherent controlling of the magnetism and the electricity). Such investigations lead to an important progress on the realization of magnetic-TI-based spintronics devices.
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Appendix A: Field Quantization, Real-Time Green’s Function, and Imaginary-time Green’s function

In this section, first we present the details of field quantization for the TI surface state. Then, we introduced the unperturbed real-time Green’s function. Next we demonstrate the derivation of impurity-averaged Green’s function of TI surface state by using the imaginary-timeGreen’s function formalism. Further, we show the real-time Green’s functions of magnon and the retarded and advanced components of magnon Green’s function including the Gilbert-damping effect.

1. Field Quantization and Real-Time Green’s Functions of TI Surface State

The spin-momentum-locking Hamiltonian of TI surface state in the momentum space is given by (see also Eq. (3))

\[ H_{\alpha}^{\text{TI}}(k) = \hbar v_F \left( k^x \sigma_y - k^y \sigma_x \right) \alpha \alpha', \]

where \( \alpha, \alpha' = \uparrow, \downarrow \). The eigenvalues of the above Hamiltonian are \( \pm \epsilon_k^{\text{TI}} = \pm \hbar v_F k \) with \( k = \sqrt{(k_x^2) + (k_y^2)} \). We denote the positive and negative-energy plane-wave solutions as \( u_k^{(\pm)}(x) = u_k^{(\pm)}(k) e^{i(k \cdot x - \omega^{\text{TI}}(k) t)} \) and \( u_k^{(-)}(x) = u_k^{(-)}(k) e^{i(k \cdot x + \omega^{\text{TI}}(k) t)} \), respectively. The eigenfrequency \( \omega^{\text{TI}}(k) \) is obtained from \( \epsilon_k^{\text{TI}} \)

The vectors \( u_1^{(\pm)}(k), u_2^{(\pm)}(k) \) are two-column vectors with “t” denoting the transpose. We take them as

\[ u^{(\pm)}_1(k) = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 1 \\ ik \end{array} \right), \quad u^{(\pm)}_2(k) = \frac{1}{\sqrt{2}} \left( \begin{array}{c} ik \\ 1 \end{array} \right), \]

(A2)

where \( k^\pm = k^x \pm ik^y \). The two eigenvectors \( u_1^{(\pm)}(k) \) and \( u_2^{(\pm)}(k) \) satisfy the completeness relations

\[ \sum_{\alpha=\uparrow, \downarrow} u^{(\alpha)}_1(k) u^{(\alpha)}_1(k) = \sum_{\alpha=\uparrow, \downarrow} u^{(-\alpha)}_1(k) u^{(-\alpha)}_1(k) = 1, \]

\[ \sum_{\alpha=\uparrow, \downarrow} u^{(\alpha)}_2(k) u^{(\alpha)}_2(k) = \sum_{\alpha=\uparrow, \downarrow} u^{(-\alpha)}_2(k) u^{(-\alpha)}_2(k) = 0. \]

(A3)

With using the plane-wave solutions in Eq. (A2) and the completeness relations in Eq. (A3), we construct the field operator of TI surface state. By denoting the field operator (annihilation operator) of TI surface state as \( \psi_\alpha(x) \), it is given by

\[ \psi_\alpha(x) = \frac{1}{\sqrt{V}} \sum_{k, \alpha=\uparrow, \downarrow} \left( u^{(\alpha)}_1(k) e^{i k \cdot x} \alpha \right) c^{(\alpha)}(k), \]

(A4)

where \( c^{(\pm)}(k) \) and \( c^{(-)}(k) \) are annihilation operators of TI surface state whose energy and momentum are \( (\epsilon^{\text{TI}}(k), k) \) and \( (-\epsilon^{\text{TI}}(k), k) \), respectively. \( V \) is the area of TI surface. For the ground state, we choose the Dirac sea represented by

\[ |0\rangle = \prod_k c^{(-)}(k) \bar{0}, \]

(A5)

where \( \bar{0} \) is the Fock state which satisfies \( c^{(\pm)}(k) \bar{0} = 0 \) for any \( k \). Correspondingly, we rewrite the field operator in Eq. (A4) as

\[ \psi_\alpha(x) = \frac{1}{\sqrt{V}} \sum_k \left( u_\alpha(k) e^{i k \cdot x} a(k) + v_\alpha(k) e^{-i k \cdot x} b(k) \right), \]

(A6)

where \( a(k) = e^{(+)}(k), b(k) = e^{(-)}(k) \), \( u_\alpha(k) = u^{(+)}_\alpha(k), \) and \( v_\alpha(k) = u^{(-)}_\alpha(k) \). The operator \( a(k) \) is annihilation operator of particle (electron) with the energy \( +\epsilon^{\text{TI}}(k) \) and momentum \( k \) while \( b(k) \) is creation operator of anti-particle (hole) with the energy \( +\epsilon^{\text{TI}}(k) \) and momentum \( k \). They satisfy the anti-commutation relations \( \{ a(k), a^{(\alpha')} (k') \} = \{ b(k), b^{(\alpha')} (k') \} = \delta(k - k') \), and all the others are zero. From these anti-commutation relations and Eq. (A3), we have \( \{ \psi_\alpha(x), \psi^{(\alpha')}_{\alpha'}(x') \} = \delta(x - x') \) and \( \{ \psi_\alpha(x), \psi^{(\alpha')}_{\alpha'}(x') \} = \{ \psi^{(\alpha)}_\alpha(x), \psi^{(\alpha')}_{\alpha'}(x') \} = 0 \). By using the operator \( \psi_\alpha(x) \) in Eq. (A6) and its Hermitian conjugate the free Hamiltonian, momentum operator, and number operator are described as

\[ H_0^{\text{TI}} = \sum_k \epsilon^{\text{TI}}(k) (a(k) a(k) + b(k) b(k)), \]

\[ P^i = \sum_k \hbar \epsilon^{\text{TI}}(k) (a(k) a(k) + b(k) b(k)), \]

\[ N^{\text{TI}} = \sum_k (a(k) a(k) - b(k) b(k)), \]

(A7)
where $i = x, y$. We have neglected the constants in $H_0^\text{TI}$ and $N^\text{TI}$ which are the contribution from the Dirac sea. Henceforth, we just write $N^\text{TI}$ as $N$. Based on the previous argument, next we consider the Hamiltonian $H_0^\text{TI} = H_0^\text{TI} - \epsilon_F N$ (see also Eq. (1)) with $\epsilon_F (> 0)$ the Fermi energy of TI. We have taken the chemical potential of TI surface state to be equal to $\epsilon_F$. Correspondingly, we re-describe the field operator $\psi_\alpha(x)$ in Eq. (A6) by three operators $a(k)$, $b^{(+)\dagger}(k)$, and $b^{(-\dagger)}(k)$: The operator $a(k)$ is the annihilation operator of momentum $k$ with its energy higher than the Fermi energy $\epsilon_F$. On the other hand, the operator $b^{(+)\dagger}(k)$ is the annihilation operator of momentum $k$ with a positive energy which is lower than $\epsilon_F$. $b^{(-\dagger)}(k)$ is the annihilation operator of momentum $k$ with a negative energy. The representation of operator $\psi_\alpha(x)$ in terms of $a(k)$, $b^{(+)\dagger}(k)$, and $b^{(-\dagger)}(k)$ is given as

$$
\psi_\alpha(x) = \frac{1}{\sqrt{V}} \sum_k \left[ \Theta(k - k_F) u_\alpha^\dagger(k) e^{i k \cdot x} a(k) + \left( \Theta(k_F - k) v_\alpha^{(+)\dagger}(k) b^{(+)\dagger}(k) + v_\alpha^{(-\dagger)}(k) b^{(-\dagger)}(k) \right) e^{-i k \cdot x} \right],
$$

(A8)

where $\Theta(k - k_F) (\Theta(k_F - k))$ is the step function and $k_F = (\hbar v_F)^{-1} \epsilon_F$. The operators $a(k)$, $b^{(+)\dagger}(k)$, and $b^{(-\dagger)}(k)$ satisfy the anti-commutation relation $\left\{ a(k), a^{(+)\dagger}(k') \right\} = i \Theta(k - k')$.

From Eqs. (A8) and (A9), the Hamiltonian $H_0^\text{TI}$ is expressed

$$
H_0^\text{TI} = \sum_k \left[ \Theta(k - k_F) \xi_a^\text{TI}(k) a^{\dagger}(k) a(k) + \Theta(k_F - k) \xi_{b^{(+)\dagger}}^\text{TI}(k) b^{(+)\dagger}(k) b^{(+)\dagger}(k) + \xi_{b^{(-\dagger)}}^\text{TI}(k) b^{(-\dagger)}(k) b^{(-\dagger)}(k) \right],
$$

(A10)

where $\xi_a^\text{TI}(k) = -\xi_{b^{(+)\dagger}}^\text{TI}(k) = \epsilon^\text{TI}(k) - \epsilon_F$, and $\xi_{b^{(-\dagger)}}^\text{TI}(k) = \epsilon^\text{TI}(k) + \epsilon_F$. For deriving Eq. (A10), we have used the anti-commutation relation $\left\{ b^{(+\dagger)}(k), b^{(+)\dagger}(k') \right\} = \left\{ b^{(-\dagger)}(k), b^{(-\dagger)}(k') \right\} = \delta(k - k')$. Next, we introduce the field operator of TI surface state in the interaction picture with respect to the Hamiltonian. Let us denote it as $\psi_{H_0\alpha}(xt)$ which is defined by $\psi_{H_0\alpha}(xt) = e^{i H_0^\text{TI} t / \hbar} \psi_\alpha(x) e^{-i H_0^\text{TI} t / \hbar}$. It is described by $a(k)$, $b^{(+)\dagger}(k)$, and $b^{(-\dagger)}(k)$ as

$$
\psi_{H_0\alpha}(xt) = \frac{1}{\sqrt{V}} \sum_k \left[ \Theta(k - k_F) u_\alpha^\dagger(k) e^{i (k \cdot x - \omega_{\alpha}^\text{TI}(k)t)} a(k) + \Theta(k_F - k) v_\alpha^{(+)\dagger}(k) e^{-i (k \cdot x - \omega_{\alpha}^{(+)\dagger}(k)t)} b^{(+)\dagger}(k) 
+ v_\alpha^{(-\dagger)}(k) e^{i (k \cdot x - \omega_{\alpha}^{(-\dagger)}(k)t)} b^{(-\dagger)}(k) \right],
$$

(A11)

where $\omega_{\alpha}^\text{TI}(k) = h^{-1} \xi_a^\text{TI}(k)$, $\omega_{b^{(+)\dagger}}^\text{TI}(k) = h^{-1} \xi_{b^{(+)\dagger}}^\text{TI}(k)$, and $\omega_{b^{(-\dagger)}}^\text{TI}(k) = h^{-1} \xi_{b^{(-\dagger)}}^\text{TI}(k)$. By using the field operator $\psi_{H_0\alpha}(xt)$ in Eq. (A8) and its Hermitian conjugate $\psi_{H_0\alpha}^\dagger(x't)$, we introduce two-point real time Green’s function in the interaction picture. Let us denote the time-ordered, anti-time-ordered, retarded, and advanced Green’s functions as $g_{\alpha\alpha}(xt; x't')$, $g_{\alpha\alpha}^t(xt; x't')$, $g_{\alpha\alpha}^r(xt; x't')$, and $g_{\alpha\alpha}^{\text{adv}}(xt; x't')$, respectively. They are given by
\[ g_{\alpha\alpha'}^{(0)}(x; x', t') = -i T \langle \psi_{\alpha}(x) \bar{\psi}_{\alpha'}(x') \rangle_0 = g_{\alpha\alpha'}^{(0)}(x - x'; t - t') = \frac{1}{V} \sum_k \int \frac{d\omega}{2\pi} e^{i(k(x - x') - \omega(t - t'))} g_{\alpha\alpha'}^{(0)}(k\omega), \]

\[ g_{\alpha\alpha'}^{(0)}(k\omega) = \frac{1 + \hat{H}_0(k)_{\alpha\alpha'}}{2} \left[ \frac{1 - n_f(e_{k}^{(T)})}{\omega + \omega_F + \omega_{k}^{(T)} + i\eta} + \frac{n_f(e_{k}^{(T)}) - 1}{\omega + \omega_F - \omega_{k}^{(T)} - i\eta} \right], \]

where \( \langle \cdots \rangle_0 \) denotes the thermal average taken by the density matrix \( \rho_G(H_0, \beta, \epsilon_F) \) with \( \hat{H}_0 = \hat{H}_0^{(T)} \). \( \beta \) is a positive infinitesimal. The symbols \( T \) and \( \bar{T} \) are the time-ordering and anti-time-ordering operators, respectively. For the step function \( \theta(t-t') \) we have used \( \theta(t-t') = -\int \frac{d\omega}{2\pi} e^{-i\omega(t-t')} \).

The step function \( \theta(t-t') \) is used in the integral to represent the Fermi-Dirac distribution function for the energy \( \epsilon \) with the chemical potential \( \mu \) which we take to be equal to \( \epsilon_F \). \( \bar{n}_f(\epsilon) \) is the one with the chemical potential equal to \(-\epsilon_F\). They are given by the thermal average of TI-surface-state field operators as \( \bar{n}_f(e_{k}^{(T)}) = \langle a_{k}(\alpha)(a_{k}^\dagger(\alpha))_0 \rangle = 1 - \langle (b_{k}^{(T)+})(\alpha)(b_{k}^{(T)+}(\alpha))_0 \rangle \) and \( \bar{n}_f(e_{k}^{(T)}) = \langle (b_{k}^{(T)-})(\alpha)(b_{k}^{(T)-}(\alpha))_0 \rangle \). The matrix \( \hat{H}_0 \) is given by Eq. (27) or

\[ \hat{H}_0(k) = \left( \begin{array}{cc} 0 & \frac{i(k^x - ik^y)}{k} \\ \frac{-i(k^y + ik^x)}{k} & 0 \end{array} \right). \]

The spectral functions \( \rho_{\alpha\alpha'}^{(0)}(x; x', t') \) and \( \rho_{\alpha\alpha'}^{(0)}(k\omega) \) are

\[ \rho_{\alpha\alpha'}^{(0)}(x; x', t') = \langle \{ \psi_{\alpha}(x), \bar{\psi}_{\alpha'}(x') \} \rangle_0 = \rho_{\alpha\alpha'}^{(0)}(x - x'; t - t') = \frac{1}{V} \sum_k \int \frac{d\omega}{2\pi} e^{i(k(x - x') - \omega(t - t'))} \rho_{\alpha\alpha'}^{(0)}(k\omega), \]

\[ \rho_{\alpha\alpha'}^{(0)}(k\omega) = \pi \left[ (1 + \hat{H}_0(k))_{\alpha\alpha'} \delta(\omega + \omega_F - \omega_{k}^{(T)} + \omega_{k}^{(T)} - \omega_{k}^{(T)} - i\eta) \right]. \]

where \( \{ \} \) in the above first equation denotes the anticommutator: \( \{ X, Y \} = XY + YX \).

Besides time-ordered, anti-time-ordered, retarded, and advanced components, there are lesser and greater components defined by

\[ g_{\alpha\alpha'}^{(0)}(x; x', t') = -i T \langle \psi_{\alpha}(x) \bar{\psi}_{\alpha'}(x') \rangle_0 = g_{\alpha\alpha'}^{(0)}(x - x'; t - t') = \frac{1}{V} \sum_k \int \frac{d\omega}{2\pi} e^{i(k(x - x') - \omega(t - t'))} g_{\alpha\alpha'}^{(0)}(k\omega), \]

\[ g_{\alpha\alpha'}^{(0)}(k\omega) = \frac{1 + \hat{H}_0(k)_{\alpha\alpha'}}{2} \left[ \frac{1 - n_f(e_{k}^{(T)})}{\omega + \omega_F - \omega_{k}^{(T)} - i\eta} \right] + \frac{n_f(e_{k}^{(T)}) - 1}{\omega + \omega_F + \omega_{k}^{(T)} + i\eta} \right], \]
where \( f(h \omega) = (1 + e^{\beta h \omega})^{-1} \). The lesser and greater components of Green’s functions are related to the time-ordered, anti-time-ordered, retarded, and advanced components through the relations [62, 65]

\[
\begin{align*}
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= \frac{1}{Z} \sum_{\mathbf{k}, \alpha} \langle \langle x; \omega, t \rangle \rangle^{\text{imp}} \rho_{\alpha \alpha} \left( \mathbf{k}, 0 \right), \\
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= \frac{1}{Z} \sum_{\mathbf{k}, \alpha} \langle \langle x; \omega, t \rangle \rangle^{\text{imp}} \rho_{\alpha \alpha} \left( \mathbf{k}, 0 \right), \\
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= \frac{1}{Z} \sum_{\mathbf{k}, \alpha} \langle \langle x; \omega, t \rangle \rangle^{\text{imp}} \rho_{\alpha \alpha} \left( \mathbf{k}, 0 \right), \\
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= \frac{1}{Z} \sum_{\mathbf{k}, \alpha} \langle \langle x; \omega, t \rangle \rangle^{\text{imp}} \rho_{\alpha \alpha} \left( \mathbf{k}, 0 \right),
\end{align*}
\]

The above relation also holds for the Green’s functions in the momentum-frequency representation. Further, from Eq. (A14) and the formula

\[
\frac{1}{Z} \sum_{\mathbf{k}, \alpha} \langle \langle x; \omega, t \rangle \rangle^{\text{imp}} \rho_{\alpha \alpha} \left( \mathbf{k}, 0 \right) = P \left( \frac{1}{Z} \sum_{\mathbf{k}, \alpha} \langle \langle x; \omega, t \rangle \rangle^{\text{imp}} \rho_{\alpha \alpha} \left( \mathbf{k}, 0 \right) \right),
\]

we have

\[
\begin{align*}
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= f(h \omega) \left( g_{\alpha \alpha}^{\text{imp}}(\mathbf{k}, \omega) - g_{\alpha \alpha}^{\text{imp}}(\mathbf{k}, \omega) \right), \\
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= -\langle \langle x; \omega, t \rangle \rangle \left( g_{\alpha \alpha}^{\text{imp}}(\mathbf{k}, \omega) - g_{\alpha \alpha}^{\text{imp}}(\mathbf{k}, \omega) \right),
\end{align*}
\]

(A16)

2. Impurity-Averaged Imaginary-Time Green’s Function

We now include the impurity-potential effect and derive the impurity-averaged Green’s function for the TI surface state.

\[
\begin{align*}
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= \frac{1}{Z} \sum_{\mathbf{k}, \alpha} \langle \langle x; \omega, t \rangle \rangle^{\text{imp}} \rho_{\alpha \alpha} \left( \mathbf{k}, 0 \right), \\
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= -\langle \langle x; \omega, t \rangle \rangle \left( g_{\alpha \alpha}^{\text{imp}}(\mathbf{k}, \omega) - g_{\alpha \alpha}^{\text{imp}}(\mathbf{k}, \omega) \right),
\end{align*}
\]

(A17)

To perform this on the Green’s functions of TI surface state, we derive the Dyson’s equation for the imaginary-time (Matsubara) Green’s functions with regarding the impurity potential as

\[
\begin{align*}
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= \frac{1}{Z} \sum_{\mathbf{k}, \alpha} \langle \langle x; \omega, t \rangle \rangle^{\text{imp}} \rho_{\alpha \alpha} \left( \mathbf{k}, 0 \right), \\
\langle \langle x; \omega, t \rangle \rangle^{\text{imp}} &= -\langle \langle x; \omega, t \rangle \rangle \left( g_{\alpha \alpha}^{\text{imp}}(\mathbf{k}, \omega) - g_{\alpha \alpha}^{\text{imp}}(\mathbf{k}, \omega) \right),
\end{align*}
\]

(A18)

Here \( \tau_M, \tau'_M \) are the imaginary times and \( T_M \) represents the imaginary-time ordering. The fermionic imaginary-time Green’s function \( G_{\alpha \alpha}^{(0)}(x - x'; \tau_M - \tau'_M) \) in the above equation is anti-periodic with respect to the imaginary time: \( G_{\alpha \alpha}^{(0)}(x - x'; \tau_M - \tau'_M) = -G_{\alpha \alpha}^{(0)}(x - x'; \tau_M - \tau'_M \pm \beta \hbar) \). Correspondingly, the Matsubara frequency \( \omega_m \) is given by \( \omega_m = (2m + 1) \pi / (\beta \hbar) \) and the Fourier transform of the Green’s function \( G_{\alpha \alpha}^{(0)}(x - x'; \tau_M - \tau'_M) \) for the temporal component be-
comes \( G_{M,\alpha\alpha'}(x-x'; \omega_m) = \int_0^{\beta \hbar} e^{i \omega_m (\tau_M - \tau'_M)} \rho_{M,\alpha\alpha'}^{(0)}(x-x'; \tau_M - \tau'_M) \). \( \rho_{M,\alpha\alpha'}^{(0)}(k, \omega) \) is the spectral function defined in Eq. (A13). By performing the analytic continuation \( i \omega_m \rightarrow \omega + i \eta \) on \( G_{M,\alpha\alpha'}^{(0)}(k, \omega) \) in Eq. (A18), we obtain the retarded Green’s function \( g_{M,\alpha\alpha'}^{(0)}(k, \omega) \) in Eq. (A12). On the other side, we have the advanced Green’s function \( g_{\alpha\alpha'}^{(0)}(k, \omega) \) in Eq. (A17) by \( i \omega_m \rightarrow \omega - i \eta \).

Next, the Dyson equation owing to the impurity potential is given by

\[
G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) = \sum_n G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) = G_{M,\alpha\alpha'}^{(0)}(x, x'; \tau_M) + \int_0^{\beta \hbar} d\tau_1 \int d^2 x_1 G_{M,\alpha\alpha'}^{(0)}(x, x_1; \tau_1) \mathcal{H}_{\alpha_1\alpha_1}^{imp}(x_1) G_{M,\alpha\alpha'}(x_1, x; \tau_1; \tau_M).
\]  

(A19)

Let us rewrite the right-hand side of Dyson Equation (A19) as \( G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) = \sum_n G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) \) where

\[
G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) = \int_0^{\beta \hbar} d\tau_1 \cdots d\tau_n \int d^2 x_1 \cdots d^2 x_n \mathcal{H}^{imp}_{\alpha_1\alpha_1}(x_1) \cdots \mathcal{H}^{imp}_{\alpha_n\alpha_n}(x_n)
\times G_{M,\alpha\alpha'}^{(0)}(x-x_1; \tau_M - \tau_1) G_{M,\alpha\alpha'}^{(0)}(x_1-x_2; \tau_2 - \tau_1) \cdots G_{M,\alpha\alpha'}^{(0)}(x_1-x_n; \tau_n - \tau_{n-1}) G_{M,\alpha\alpha'}^{(0)}(x-x_n; \tau_n - \tau_M).
\]  

(A20)

where we have used \( G_{M,\alpha\alpha'}^{(0)}(x, x'; \tau_M) = G_{M,\alpha\alpha'}^{(0)}(x-x'; \tau_M) \). Let us perform the Fourier transformations on the Green’s function \( G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) \). Since the impurity potential is time independent, the Green’s function \( G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) \) is described as \( G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) = G_{M,\alpha\alpha'}^{(n)}(x, x'; \tau_M) \). Then the Fourier transformation is given as \( G_{M,\alpha\alpha'}^{(n)}(k, k'; \omega_m) = G_{M,\alpha\alpha'}^{(n)}(k, k'; \omega_m) \).

The formula of \( G_{M,\alpha\alpha'}^{(n)}(k, k'; \omega_m) \) is represented as

\[
G_{M,\alpha\alpha'}^{(n)}(k, k'; \omega_m) = \frac{1}{V_n} \sum_{k_1, \ldots, k_{n-1}} G_{M,\alpha\alpha'}^{(0)}(k_1; \omega_m) \rho^{imp}(k_2 - k_1) \cdots G_{M,\alpha\alpha'}^{(0)}(k_{n-1}; \omega_m) \rho^{imp}(k_n - k_{n-2}) \rho^{imp}(k_n - k_{n-1}) \rho^{imp}(k_{n-1} - k_{n-2}) \cdots \rho^{imp}(k_3 - k_2) \rho^{imp}(k_2 - k_1) \rho^{imp}(k_1 - k')
\]  

(A21)

where we have used \( (\beta \hbar)^{-1} \int_0^{\beta \hbar} d\tau \exp(i(\omega_m - \omega_m')\tau) = \delta_{m,m'} \). In the above equation, all the Matsubara frequencies of \( n + 1 \) unperturbed Green’s functions in the right-hand side are equivalent due to time independence of impurity potential. We now perform the impurity average on Eq. (A21) by assuming that the total number of impurities \( N_{imp} \) is sufficiently large.
For going from the first to second line of Eq. (A25), we have ity of Fermi level dominantly contributes to the self energy because we can consider that the energy state in the vicin-

\[ \bar{\Sigma} N \]

where \( n_{\text{imp}} = N_{\text{imp}} / V \) is the number density of impurities. To derive Eq. (A23), we have taken the continuum limit \( V^{-1} \sum_q \to \int d^2q / (2\pi)^2 \). Further, we used \( v_{\text{imp}}^*(q) = v_{\text{imp}}(-q) \) and \( v_{\text{imp}}(0) = 0 \). The impurity-averaged Green’s function \( \langle \tilde{G}_{M,\omega}^{(n)}(k, k'; i\omega_m) \rangle_{\text{ave}} \) in Eq. (A23) is diagonal with respect to momentum. Similarly, the impurity-averaged Green’s function is diagonal in momentum for \( n \geq 3 \). As a result, when the impurity average is taken on Green’s function, it restores the transla-
tional symmetry. Let us express \( \langle \tilde{G}_{M,\omega}^{(n)}(k, k'; i\omega_m) \rangle_{\text{ave}} \) as \( \tilde{G}_{M,\omega}^{(n)}(k, i\omega_m) \delta_{k,k'} \) and \( \tilde{G}_{M,\omega}^{(n)}(k, k'; i\omega_m) \rangle_{\text{ave}} \) respectively. Their Fourier transforms are given by

\[
\langle \tilde{G}_{M,\omega}^{(n)}(k, k'; i\omega_m) \rangle_{\text{ave}} = \tilde{G}_{M,\omega}^{(n)}(k, i\omega_m) = V^{-1} \sum_k \tilde{G}_{M,\omega}^{(n)}(k, i\omega_m) = V^{-1} \sum_k \tilde{G}_{M,\omega}^{(n)}(k, i\omega_m) \]

Next, we reorganize the perturbative expansion \( \sum_{n} \tilde{G}_{M,\omega}^{(n)}(k, i\omega_m) \rangle_{\text{ave}} \) by representing it as the sum of all irreducible Feynman diagrams. Let us denote the associated self-energy as \( \Sigma^{\text{imp}}(k, i\omega_m) \). Then, the Dyson equation for the impurity-averaged Green’s function \( \tilde{G}_{M,\omega}^{(n)}(k, i\omega_m) \rangle_{\text{ave}} \) is expressed as

\[
\tilde{G}_{M,\omega}^{(n)}(k, i\omega_m) = \tilde{G}_{M,\omega}^{(0)}(k, i\omega_m) + \tilde{G}_{M,\omega}^{(0)}(k, i\omega_m) \Sigma^{\text{imp}}(k, i\omega_m) \tilde{G}_{M,\omega}^{(n)}(k, i\omega_m). \tag{A24} \]

To evaluate the self-energy \( \Sigma^{\text{imp}}(k, i\omega_m) \), we take the impurity potential as \( V_{\text{imp}}(x - X_{\text{imp}}) = v_0 \delta(x - X_{\text{imp}}) \) with \( v_0 \) a constant and use the first-Born approximation. Then, we have \( v_{\text{imp}}(q) = v_0 \). Since the Fermi energy \( \epsilon_F \) is positive, the term in the unperturbed Green’s function which con-

\[
\Sigma^{\text{imp}}_{\text{1BA}}(k; i\omega_m) = \frac{n_{\text{imp}}}{\hbar} \int \frac{d^2q}{(2\pi)^2} |v_{\text{imp}}(q - k)|^2 \tilde{G}_{M,\omega}^{(0)}(k; i\omega_m) = \frac{1}{2} n_{\text{imp}} v_0^2 \int_{-\infty}^{\infty} d\xi \tilde{N}(\xi) \frac{1}{i\epsilon_m - \xi} \]

where \( \epsilon_m = h\omega_m \). The quantity \( \tilde{N}^{TI}(\xi) \) is the density of states per volume of the TI surface state measured from the Fermi energy. It is given by

\[ \tilde{N}^{TI}(\xi) = (\epsilon_F + \xi) / (2\pi(h\epsilon_F)^2) \]

For going from the first to second line of Eq. (A25), we have made an approximation such that the density of state \( N^{TI}(\xi) \) included in the integrand can be set with \( \tilde{N}^{TI}(0) \). This is because we can consider that the energy state in the vicinity of Fermi level dominantly contributes to the self energy \( \Sigma^{\text{imp}}_{\text{1BA}}(k; i\omega_m) \). Further, we have replaced the lower limit \( -\epsilon_F \) with \( -\infty \) since we consider that the number of electrons included in the surface with its area \( V \) is large enough and the number density of TI surface \( n^{T2D}_{T1} \) can be taken as large. The relation between \( \epsilon_F \) and \( n^{T2D}_{T1} \) is given by \( \epsilon_F = h\nu_F \sqrt{4\pi n^{T2D}_{T1}} \), and hence, we take \( \epsilon_F \to \infty \). The time \( \tau_{T1}^{\text{rel}} \) is the relaxation time of TI surface state owing to the impurity effect. We now derive the impurity-averaged green’s function \( \tilde{G}_{M,\omega}^{(n)}(k; i\omega_m) \rangle_{\text{ave}} \). From Eqs. (A24) and (A25) we obtain
where
\[ (g_{M}^{(0)}(k; i\omega_m))^{-1}_{\alpha\alpha'} = (\omega_m + \omega_E)\mathbf{1}_{\alpha\alpha'} + \omega_k^{\text{TM}}\hat{\mathcal{H}}_{0,\alpha\alpha'}. \]

(A27)

By performing the analytic continuation \( i\omega_m \to \omega + i\text{sgn}(\omega_m)\eta \), consequently, we obtain the retarded and advanced components of impurity-averaged Green’s functions \( g_{\alpha\alpha'}^{\text{R}}(k; \omega) \) and \( g_{\alpha\alpha'}^{\text{A}}(k; \omega) \) in Eq. (25). The retarded component is obtained for \( \text{sgn}(\omega_m) > 0 \) while we get the advanced component for \( \text{sgn}(\omega_m) < 0 \).

3. Magnon Green’s Functions

We present the real-time magnon Green’s functions. First let us show them without the damping effect. Like given in Eq. (A12), the time-ordered, anti-time-ordered, retarded, and advanced components of magnon Green’s functions in the interaction picture are

\[ D^{\text{R}}(pt; p't') = -i\tau(\alpha_H(\alpha_H^\dagger)(p't')_0) = \delta_{p'p}D^{\text{R}}(p, t - t') = \int \frac{d\omega}{2\pi} e^{-i\omega(t-t')}\delta_{p'p}D^{\text{R}}(p, \omega), \]
\[ D^{\text{T}}(pt; p't') = -i\tau(\alpha_H(\alpha_H^\dagger)(p't')_0) = \delta_{p'p}D^{\text{T}}(p, t - t') = \int \frac{d\omega}{2\pi} e^{-i\omega(t-t')}\delta_{p'p}D^{\text{T}}(p, \omega), \]
\[ D^{\text{R}}(p, \omega) = \frac{1 + n_b(\epsilon_{p}^{FM})}{\omega - \omega_{p}^{FM} + i\eta} - \frac{n_b(\epsilon_{p}^{FM})}{\omega - \omega_{p}^{FM} - i\eta}, \quad D^{\text{T}}(p, \omega) = \frac{1 + n_b(\epsilon_{p}^{FM})}{\omega - \omega_{p}^{FM} - i\eta} - \frac{n_b(\epsilon_{p}^{FM})}{\omega - \omega_{p}^{FM} + i\eta}, \]
\[ D^{\text{A}}(pt; p't') = i\theta(t' - t) \cdot \rho^{(0)}(pt; p't') = \delta_{p'p}D^{\text{A}}(p, t - t') = \delta_{p'p} \int \frac{d\omega}{2\pi} e^{-i\omega(t-t')}D^{\text{A}}(p, \omega), \]
\[ D^{\text{A}}(pt; p't') = i\theta(t' - t) \cdot \rho^{(0)}(pt; p't') = \delta_{p'p}D^{\text{A}}(p, t - t') = \delta_{p'p} \int \frac{d\omega}{2\pi} e^{-i\omega(t-t')}D^{\text{A}}(p, \omega), \]
\[ \rho^{(0)}(pt; p't') = \delta_{p'p}e^{-i\omega_{p}^{FM}(t-t')}, \quad D^{\text{R}}(p, \omega) = \frac{1}{\omega - \omega_{p}^{FM} + i\eta}, \quad D^{\text{A}}(p, \omega) = \frac{1}{\omega - \omega_{p}^{FM} - i\eta}, \]
\[ (A28) \]

where \( \alpha_H(\alpha_H^\dagger)(p)e^{-i\alpha_H/\hbar} \) and \( \alpha_H^\dagger(\alpha_H^\dagger)(p)e^{-i\alpha_H/\hbar} \) are the Bose-Einstein distribution function. The lesser and greater Green’s functions are given by

\[ D^{\text{<}}(pt; p't') = -i\langle\alpha_H(\alpha_H^\dagger)(p't')_0\rangle = \delta_{p'p}D^{\text{<}}(p, t - t') = \int \frac{d\omega}{2\pi} e^{-i\omega(t-t')}\delta_{p'p}D^{\text{<}}(p, \omega), \]
\[ D^{\text{>}}(pt; p't') = -i\langle\alpha_H(\alpha_H^\dagger)(p't')_0\rangle = \delta_{p'p}D^{\text{>}}(p, t - t') = \int \frac{d\omega}{2\pi} e^{-i\omega(t-t')}\delta_{p'p}D^{\text{>}}(p, \omega), \]
\[ D^{\text{>}}(p, \omega) = -2\pi i\delta(\omega - \omega_{p}^{FM})(1 + n_b(\epsilon_{p}^{FM})), \quad D^{\text{<}}(p, \omega) = -2\pi i\delta(\omega - \omega_{p}^{FM})n_b(\epsilon_{p}^{FM}). \]
\[ (A29) \]

The magnon Green’s functions presented above satisfy exactly the same relations given in Eq. (A15). Further, from Eqs. (A28) and (A29), we can verify that with similar to Eq. (A16) these components satisfy the relations

\[ D^{\text{<}}(p, \omega) = -n_b(\hbar\omega)(D^{\text{A}}(p, \omega) - D^{\text{T}}(p, \omega)), \]
\[ D^{\text{>}}(p, \omega) = -(1 + n_b(\hbar\omega))(D^{\text{A}}(p, \omega) - D^{\text{T}}(p, \omega)). \]
\[ (A30) \]
Next, we show the magnon Green’s functions including the damping effect. This is obtained by solving the Landau-Lifshitz-Gilbert equation

$$\frac{dS_i}{dt} = \gamma \left( B_0 + B^{\text{ext}}(t) \right) \times S_i - \frac{\alpha}{S_0} \left( S_i \times \frac{dS_i}{dt} \right) \quad \text{(A31)}$$

where $B_0 = (0, B_0, 0)$ with $B_0$ a constant. For $B^{\text{ext}}(t)$, we take the same magnetic-field configuration as we did in Sec. II $B^{\text{ext}}(t) = B^{\text{ext}} \left( \sin(\text{sgn}(B_0) \cdot \omega^{\text{ext}} t), \cos(\text{sgn}(B_0) \cdot \omega^{\text{ext}} t) \right)$. The solution is given in the form $S^+_i = -S_0 \text{sgn}(B_0)$ and $S^-_i = S^+_i e^{-i \text{sgn}(B_0) \omega^{\text{ext}} t}$ where $S_0$ is a complex constant. The demagnetizing coefficient is going to be excluded. By introducing $B^{\text{ext},-} = B^{\text{ext},x} - i B^{\text{ext},x}$ and the magnetic susceptibility as $\chi^{\text{mag}}$, for $\text{sgn}(B_0) > 0$ we re-express $S^+_i$ as $S^+_i = \chi^{\text{mag}} B^{\text{ext},-} \left[ B^{\text{ext},-} \right]$. As a result, we obtain

$$\chi^{\text{mag}} = -\frac{\gamma S_0}{\omega^{\text{ext}} - \omega^{\text{ext},x} + i \omega^{\text{ext},y}} \quad \text{(A32)}$$

where $\omega^{\text{ext},x} = \gamma |B_0|$, which is the Zeeman gap of magnon. With eliminating the factor $\gamma S_0$ in Eq. (A32), we identify the magnetic susceptibility $\chi^{\text{mag}}$ with the retarded Green’s function $\hat{D}^r(0, \omega)$ in Eq. (20). On the other hand, for $\text{sgn}(B_0) < 0$ we identify the retarded function with the response (magnetic susceptibility) of $S^+_i = S^+_i + i S^+_i$ to $B^+_i = B^+_i + i B^+_i$ and this is equal to $\chi^{\text{mag}}$ in Eq. (A32). The advanced component is given by the complex conjugate of retarded component.

**Appendix B: Keldysh Green’s Functions**

In this section, first we present the formalism for the Keldysh Green’s function. Next, we show how the Keldysh Green’s function is related to the real-time Green’s function via the real-time projection. Further, with presenting some useful formulas obtained by the the real-time projection, we demonstrate the derivation of impurity-averaged real-time Green’s functions.

1. Real-Time Projection

As discussed in subsec. [11B] our starting point is the full lesser Green’s function of the surface state in Eq. (14). We rewrite this with the Keldysh Green’s function given by Eq. (15) or

$$i G_{\alpha, \tau}(x; \tau') = \braket{T_C \left[ \psi H_{\alpha}(\tau) \psi H_{\alpha}(\tau') \right]}_0,$$

The time-evolution operators $U^\text{exc}$ and $U^\text{ext}$ in the above equation are defined by Eq. (16) or

$$U^\text{exc} = \exp \left( -\frac{i}{\hbar} \int_C d\tilde{\tau} V^\text{exc}(\tilde{\tau}) \right),$$

$$U^\text{ext} = \exp \left( -\frac{i}{\hbar} \int_C d\tilde{\tau} H^\text{ext}(\tilde{\tau}) \right).$$

The perturbative calculation is performed by expanding $U^\text{exc}$ and $U^\text{ext}$ with respect to $V^\text{exc}(\tilde{\tau})$ and $H^\text{ext}(\tilde{\tau})$ respectively. Then by taking thermal average on them, these perturbative expansions are described by the unperturbed Keldysh Green’s functions given by Eqs. (25) and (26) or

$$i g^0_{C, \alpha}(\tau; \tau') = \braket{T_C \left[ \psi H_{\alpha}(\tau) \psi H_{\alpha}(\tau') \right]}_0,$$

$$i d^0_{C}(q; \tau') = \braket{T_C \left[ \psi H_{\alpha}(q) \psi H_{\alpha}(\tau') \right]}_0.$$

We perform the real-time projection to the above Keldysh Green’s functions in order to calculate the physical observables. We do this by classifying whether the contour time $\tau$ belongs to the path $C_-$ or $C_+$ while $\tau'$ to $C_-$ or $C_+$ (Fig. 3). We have four different configurations. To represent this situation clearly, let us introduce a two-by-two matrix Green’s function (Schwinger-Keldysh Green’s function) $\hat{G}$

$$\hat{G}_{\alpha, \tau}(x; \tau') = \begin{pmatrix} G_{\alpha, \tau}(x; \tau') & \tilde{G}_{\alpha, \tau}(x; \tau') \\ \tilde{G}_{\alpha, \tau}(x; \tau') & G_{\alpha, \tau}(x; \tau') \end{pmatrix},$$

where $\tilde{t}^\pm$ and $t'^\pm$ are both real times. The component $\tilde{G}_{\alpha, \tau}(x; \tau')$ ($\mu, \mu' = +$) is representing that the contour time $\tau = \tilde{t}^\mu$ belongs to the contour $C_{\mu}$ while $\tau' = t'^\mu$ belongs to $C_{\mu'}$. The components $G_{\alpha, \tau}(x; \tau')$, $\tilde{G}_{\alpha, \tau}(x; \tau')$, $\tilde{G}_{\alpha, \tau}(x; \tau')$, and $G_{\alpha, \tau}(x; \tau')$ are equivalent to time-ordered, lesser, greater, and anti-time-ordered components, respectively.

Similarly, we introduce the Schwinger-Keldysh Green’s function of magnon given by

$$\hat{D}(q; \tau') = \begin{pmatrix} \hat{D}^-(-q; \tau') &= \hat{D}^+(-q; \tau') & \hat{D}^++(q; \tau') \end{pmatrix},$$

where the components $\hat{D}^-(-q; \tau')$, $\hat{D}^+(-q; \tau')$, $\hat{D}^+-(-q; \tau')$, and $\hat{D}^++(q; \tau')$ are equivalent to time-ordered, lesser, greater, and anti-time-ordered Green’s functions, respectively.

In the following, let us show some examples of calculation for the real-time projection on the Keldysh Green’s functions. We will just write the time arguments of functions and omit the arguments of spatial coordinate or momentum since what we want to demonstrate here is the calculation for real-time projection and integrals of real-time variables. We perform the integral along the contour $C$ by decomposing it into $C_-$ and $C_+$ and rewrite them by the real-time variables.

For practice, first let us show the simplest example of integral along the contour $C$ given by a single contour-time variable $\tau$. It has a form

$$f(\tau, \tau') = \int_C d\tau_1 g(\tau, \tau_1) h(\tau_1, \tau')$$

$$= \int_{-\infty}^{+\infty} \tau^\pm_1 dt^\pm_1 f(t, t^\pm_1) g(t^\pm_1, t'),$$

(B3)
where
\[ \tau^{\mu_1 \mu_2} = \begin{pmatrix} \tau^{-} & \tau^{-} \\ \tau^{-} & \tau^{-} \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \] (B4)
and \( \tau^\mu_1 \) is the real-time variable. Via the real-time projection, let us rewrite the function \( f(\tau, \tau') \) as \( f^{\mu \mu'}(t, t') \). Here \( t \) and \( t' \) are real-time variables corresponding to the real-time projection of the contour times \( \tau \) and \( \tau' \), respectively. The superscript \( \nu \mu' = t, <, >, \tilde{t} \) with \( \mu, \mu' = \pm \). It describes the situation such that \( \tau \in C_{\mu} \) while \( \tau' \in C_{\mu'} \). For instance, when \( \tau \in C_{-} \) while \( \tau' \in C_{+} \) the function \( f(\tau, \tau') \) becomes \( f^<(t, t') \). In the following, we list the four cases of \( f(\tau, \tau') \) given as

\[
\begin{align*}
 f^<(t, t') &= \int_{-\infty}^{+\infty} dt_1 (g^<(t, t_1)h^<(t_1, t') - g^<(t, t_1)h^>(t_1, t')) , \\
 f^>(t, t') &= \int_{-\infty}^{+\infty} dt_1 (g^<(t, t_1)h^>(t_1, t') - g^<(t, t_1)h^>(t_1, t')) , \\
 f^>(t, t') &= \int_{-\infty}^{+\infty} dt_1 (g^>(t, t_1)h^<(t_1, t') - g^>(t, t_1)h^>(t_1, t')) , \\
 f^\tilde{\mu}(t, t') &= \int_{-\infty}^{+\infty} dt_1 (g^\tilde{\mu}(t, t_1)h^<(t_1, t') - g^\tilde{\mu}(t, t_1)h^>(t_1, t')).
\end{align*}
\] (B5)

By using the relations in Eq. (A15), Eq. (B5) can be described by the lesser, greater, retarded, and advanced components as

\[
\begin{align*}
 f^<(t, t') &= \int_{-\infty}^{+\infty} dt_1 (g^<(t, t_1)h^a(t_1, t') + g^>(t, t_1)h^<(t_1, t')) , \\
 f^>(t, t') &= \int_{-\infty}^{+\infty} dt_1 (g^<(t, t_1)h^a(t_1, t') + g^>(t, t_1)h^>(t_1, t')) , \\
 f^>(t, t') &= \int_{-\infty}^{+\infty} dt_1 g^<(t, t_1)h^>(t_1, t'), \\
 f^\tilde{\mu}(t, t') &= \int_{-\infty}^{+\infty} dt_1 g^\tilde{\mu}(t, t_1)h^a(t_1, t').
\end{align*}
\] (B6)

Next, we present an example of temporal function represented by two contour-time variables \( \tau_1 \) and \( \tau_2 \) given by

\[ f(\tau, \tau') = \int_C d\tau_1 d\tau_2 g(\tau_1, \tau_2)h(\tau_2, \tau_1)l(\tau_1, \tau'). \] (B7)

\[
\begin{align*}
 f^<(t, t') &= \int_{-\infty}^{+\infty} dt_1 dt_2 (g^<(t, t_2)h^a(t_2, t_1)l^a(t_1, t') + g^>(t, t_2)h^<(t_2, t_1)l^a(t_1, t') + g^>(t, t_2)h^>(t_2, t_1)l^<(t_1, t')) , \\
 f^>(t, t') &= \int_{-\infty}^{+\infty} dt_1 dt_2 (g^<(t, t_2)h^a(t_2, t_1)l^a(t_1, t') + g^>(t, t_2)h^<(t_2, t_1)l^a(t_1, t') + g^>(t, t_2)h^>(t_2, t_1)l^<(t_1, t')) , \\
 f^>(t, t') &= \int_{-\infty}^{+\infty} dt_1 dt_2 (g^<(t, t_2)h^>(t_2, t_1)l^<(t_1, t') + g^>(t, t_2)h^>(t_2, t_1)l^>(t_1, t') + g^>(t, t_2)h^>(t_2, t_1)l^>(t_1, t') , \\
 f^\tilde{\mu}(t, t') &= \int_{-\infty}^{+\infty} dt_1 dt_2 (g^\tilde{\mu}(t, t_2)h^a(t_2, t_1)l^a(t_1, t') + g^\tilde{\mu}(t, t_2)h^>(t_2, t_1)l^>(t_1, t') + g^\tilde{\mu}(t, t_2)h^>(t_2, t_1)l^>(t_1, t') + g^\tilde{\mu}(t, t_2)h^>(t_2, t_1)l^>(t_1, t')).
\end{align*}
\] (B8)

Eqs. (B6) and (B8) are called Langreth rules [62][63]. As a last example, we demonstrate a calculation represented
by three contour-time variables \( \tilde{\tau}_1, \tilde{\tau}_2, \) and \( \tau_1 \). The integral which we calculate is

\[
 f(\tau, \tau') = \int_C d\tilde{\tau}_1 d\tilde{\tau}_2 d\tau_1 l(\tilde{\tau}_1, \tau_1)n(\tau, \tau_1) o(\tau_1, \tau').
\]  

(B9)

With using the real-time variables \( \tilde{t}_1, \tilde{t}_2, \) and \( t_1 \) corresponding to \( \tilde{\tau}_1, \tilde{\tau}_2, \) and \( \tau_1 \), respectively, the right-hand side of Eq. (B9) is rewritten as

\[
 f^<(t, t') = \int^{+\infty}_{-\infty} dt_1 dt_2 dt_1 l^a(\tilde{t}_1, t_1)m^a(t_1, \tilde{t}_2) (n^<(t, t_1)o^a(t_1, t') + n^r(t, t_1)o^<(t_1, t')) ,
\]

\[
 f^>(t, t') = \int^{+\infty}_{-\infty} dt_1 dt_2 dt_1 l^a(\tilde{t}_1, t_1)m^a(t_1, \tilde{t}_2) (n^>(t, t_1)o^a(t_1, t') + n^r(t, t_1)o^>(t_1, t')) ,
\]

\[
 f^r(t, t') = \int^{+\infty}_{-\infty} dt_1 dt_2 dt_1 l^a(\tilde{t}_1, t_1)m^r(t_1, \tilde{t}_2)n^r(t, t_1)o^r(t_1, t'),
\]

\[
 f^a(t, t') = \int^{+\infty}_{-\infty} dt_1 dt_2 dt_1 l^a(\tilde{t}_1, t_1)m^a(t_1, \tilde{t}_2)n^a(t, t_1)o^a(t_1, t').
\]  

(B10)

\[ 2. \text{ Impurity-Averaged Real-Time Green's Function} \]

Let us apply the Keldysh Green’s function formalism to derive the retarded, advanced, lesser, and greater components of impurity-averaged real-time Green’s functions.

The Dyson equation for the Keldysh Green’s function of TI surface state due to the non-magnetic impurity effect is given by [16, 62, 63]

\[
 G_{C,\alpha\alpha'}(x; x'; \tau_1) = G^0_{C,\alpha\alpha'}(x; x'; \tau_1) + \int_C d\tau_1 \int d^2 x_1 G^0_{C,\alpha\alpha'}(x; x_1 \tau_1) H_{\alpha_1' \alpha_1}^{\text{imp}}(x_1) G_{C,\alpha_1' \alpha_1}(x_1 \tau_1; x' \tau'),
\]

\[
 = G^0_{C,\alpha\alpha'}(x; x'; \tau_1) + \int_C d\tau_1 \int d^2 x_1 G_{C,\alpha\alpha'}(x; x_1 \tau_1) H_{\alpha_1' \alpha_1}^{\text{imp}}(x_1) G^0_{C,\alpha_1' \alpha_1}(x_1 \tau_1; x' \tau').
\]  

(B11)

We use the formulas given in Eq. (B6) and perform the real-time projection on the contour times \( \tau, \tau' \) and \( \tau_1 \) in Eq. (B11). Then, we obtain the Dyson equations for retarded, advanced, lesser, and greater Green’s functions given by
\[ g^{r,\alpha\alpha}(xt; x't') = g^{r,0}(xt; x't') + \int dt_{1}d^{2}x_{1}H^{imp}_{\alpha'\alpha}(x_{1})g^{r,0}(xt; x_{1}t_{1})g^{r,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') \]
\[ = g^{r,0}(xt; x't') + \int dt_{1}d^{2}x_{1}H^{imp}_{\alpha'\alpha}(x_{1})g^{r,0}(xt; x_{1}t_{1})g^{r,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') \]
\[ g^{a,\alpha\alpha}(xt; x't') = g^{a,0}(xt; x't') + \int dt_{1}d^{2}x_{1}H^{imp}_{\alpha'\alpha}(x_{1})g^{a,0}(xt; x_{1}t_{1})g^{a,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') \]
\[ = g^{a,0}(xt; x't') + \int dt_{1}d^{2}x_{1}H^{imp}_{\alpha'\alpha}(x_{1})g^{a,0}(xt; x_{1}t_{1})g^{a,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') \]
\[ g^{<,\alpha\alpha}(xt; x't') = g^{<,0}(xt; x't') + \int dt_{1}d^{2}x_{1}H^{imp}_{\alpha'\alpha}(x_{1}) \left( g^{<,0}(xt; x_{1}t_{1})g^{a,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') + g^{r,0}(xt; x_{1}t_{1})g^{<,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') \right) \]
\[ = g^{<,0}(xt; x't') + \int dt_{1}d^{2}x_{1}H^{imp}_{\alpha'\alpha}(x_{1}) \left( g^{<,0}(xt; x_{1}t_{1})g^{a,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') + g^{r,0}(xt; x_{1}t_{1})g^{<,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') \right) \]
\[ g^{>,\alpha\alpha}(xt; x't') = g^{>,0}(xt; x't') + \int dt_{1}d^{2}x_{1}H^{imp}_{\alpha'\alpha}(x_{1}) \left( g^{>,0}(xt; x_{1}t_{1})g^{a,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') + g^{r,0}(xt; x_{1}t_{1})g^{>,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') \right) \]
\[ = g^{>,0}(xt; x't') + \int dt_{1}d^{2}x_{1}H^{imp}_{\alpha'\alpha}(x_{1}) \left( g^{>,0}(xt; x_{1}t_{1})g^{a,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') + g^{r,0}(xt; x_{1}t_{1})g^{>,\alpha\alpha}_{\alpha\alpha'}(x_{1}t_{1}; x't') \right), \]

(B12)

where we have used the relations \( g^{+} = g^{r} + g^{<} = g^{a} + g^{<} \) and \( g^{2} = -g^{r} + g^{>} = -g^{a} + g^{>} \) as given in Eq. (A15). Based on Eq. (B12), we derive the impurity-averaged Green’s functions for all of these four components. Basically, we can obtain them by adopting the same argument given in subSec. A.2. At first, let us focus on the retarded component. We express \( g^{r,\alpha\alpha}(xt; x't') \) in the perturbative expansion form as \( g^{r,\alpha\alpha}(xt; x't') = \sum_{n}g^{r(n)}_{\alpha\alpha}(xt; x't') \) where \( g^{r(n)}_{\alpha\alpha}(xt; x't') \) is in the \( n \)-th order of \( H^{imp} \). Then we perform the Fourier transformations

\[ g^{r,\alpha\alpha}(xt; x't') = \frac{1}{V} \sum_{kk'} \int \frac{d\omega'd\omega}{(2\pi)^{2}} e^{i(kx-k'x')-(\omega t-\omega't')} g^{r}(\omega'; k'; \omega) g^{r}(\omega; k; \omega'), \]
\[ g^{r(n)}_{\alpha\alpha}(xt; x't') = \frac{1}{V} \sum_{kk'} \int \frac{d\omega'd\omega}{(2\pi)^{2}} e^{i(kx-k'x')-(\omega t-\omega't')} g^{r(n)}(\omega'; k'; \omega) g^{r(n)}(\omega; k; \omega'). \]

(B13)

We take the impurity average on \( g^{r(n)}(\omega; k; \omega') \) as well as \( g^{r(n)}(\omega; k; \omega') \). Let us denote them as \( \langle g^{r(n)}_{\alpha\alpha}(\omega; k; \omega') \rangle_{\text{imp}} \) and \( \langle g^{r(n)}(\omega; k; \omega') \rangle_{\text{imp}} \), respectively. As a result, both of them become diagonal in momentum and frequency representation as

\[ \langle g^{r(n)}(\omega; k; \omega') \rangle_{\text{imp}} = g^{r(n)}(\omega) \delta_{k,k'} \cdot (2\pi \delta(\omega - \omega')), \]
\[ \langle g^{r(n)}_{\alpha\alpha}(\omega; k; \omega') \rangle_{\text{imp}} = g^{r(n)}_{\alpha\alpha}(\omega) \delta_{k,k'} \cdot (2\pi \delta(\omega - \omega')). \]

(B14)

Consequently, the impurity average of \( g^{r,\alpha\alpha}(xt; x't') \) is represented in the translational invariant form: \( \langle g^{r,\alpha\alpha}(xt; x't') \rangle_{\text{imp}} = \tilde{g}^{r,\alpha\alpha}(x-x'; t-t') \). The Fourier transform of impurity-averaged Green’s function \( \tilde{g}^{r,\alpha\alpha}(\omega) \) is obtained from the two-point Green’s function \( \tilde{g}^{r,\alpha\alpha}(x-x'; t-t') \) as

\[ \tilde{g}^{r,\alpha\alpha}(x-x'; t-t') = \frac{1}{V} \sum_{k} \int \frac{d\omega}{2\pi} e^{i(k(x-x')-\omega(t-t'))} \tilde{g}^{r,\alpha\alpha}(\omega). \]

(B15)
Next, we re-sum the perturbative expansion \( \tilde{g}^{\tau}_{\alpha \alpha'}(k\omega) = \sum_{\gamma} \bar{g}^{\tau(n)}_{\alpha \alpha'}(k\omega) \) and express it in terms of the self-energy. Here we take the first-Born approximation to evaluate this as we did in subSec. [A.2]. As a result, we obtain

\[
\bar{g}^{\tau}_{\alpha \alpha'}(k\omega) = g^{r(0)}_{\alpha \alpha'}(k\omega) + g^{r(0)}_{\alpha \alpha'}(k\omega) \Sigma^{(0)}_{\alpha \alpha'}(k\omega) \bar{g}^{\tau}_{\alpha \alpha'}(k\omega)
\]

\[
= g^{r(0)}_{\alpha \alpha'}(k\omega) + \bar{g}^{\tau}_{\alpha \alpha'}(k\omega) \Sigma^{(0)}_{\alpha \alpha'}(k\omega) g^{r(0)}_{\alpha \alpha'}(k\omega),
\]

(B16)

where the self-energy \( \Sigma^{(0)}_{\alpha \alpha'}(k\omega) \) is given by

\[
\Sigma^{(0)}_{\alpha \alpha'}(k\omega) = \frac{\hbar v_{\text{imp}}}{N} \sum_{q} \left| n_{\text{imp}}(q - k) \right|^2 \bar{g}^{\tau(0)}_{\alpha \alpha'}(q\omega).
\]

(B17)

Formally, we can solve Eq. (B16) for \( \bar{g}^{\tau}_{\alpha \alpha'}(k\omega) \) as

\[
\bar{g}^{\tau}_{\alpha \alpha'}(k\omega) = \left[ \left( g^{r(0)}(k\omega) \right)^{-1} - \Sigma^{(0)}(k\omega) \right]^{-1}_{\alpha \alpha'}
\]

\[
\left( g^{r(0)}(k\omega) \right)^{-1}_{\alpha \alpha'} = (\omega + \omega_{\text{F}} + i\eta) 1_{\alpha \alpha'} - \omega_{\text{k}}^{\text{TI}} \mathcal{H}_0_{\alpha \alpha'},
\]

(B18)

Next, let us evaluate the self-energy \( \Sigma^{(0)}_{\alpha \alpha'}(k\omega) \) in Eq. (B17). In order to do this, we only retain the term proportional to \( \omega + \omega_{\text{F}} - \omega_{\text{k}}^{\text{TI}} + i\eta \) in \( \tilde{g}^{\tau(0)}_{\alpha \alpha'} \). As a result, we have

\[
\Sigma^{(0)}_{\alpha \alpha'}(k\omega) \approx \frac{1}{2} \frac{\hbar v_{\text{imp}}}{N} \sum_{q} \left| n_{\text{imp}}(q - k) \right|^2 \bar{g}^{\tau(0)}_{\alpha \alpha'}(q\omega).
\]

(B19)

where \( N(\epsilon) = \epsilon / (2\pi \hbar v_{\text{F}}^2) \) is the density of states per volume of TI surface state with \( \epsilon = \hbar \omega \). \( \xi = \epsilon - \epsilon_{\text{F}} \) and \( \tilde{N}(\xi) = \frac{\epsilon_{\text{F}} + \xi}{(2\pi \hbar v_{\text{F}}^2)} \). The time \( \tau_{\text{TI}}^{-1} \) in the above equation is the same quantity appearing in Eq. (A25). As we derived Eq. (A25), in the above analysis we considered that the quantum transport phenomena is induced by the electrons in the energy state in the vicinity of Fermi surface and the number density of TI surface to be sufficiently large. Thus, we assume \( |q|, |k| \approx k_{\text{F}}, \epsilon \ll \epsilon_{\text{F}} \) and set \( \tilde{N}(\xi) = \tilde{N}(0) \) with taking \( \epsilon_{\text{F}} \rightarrow \infty \) for the lower limit in the first line of above equation. From Eqs. (B16) and (B19), we have the formula of \( \tilde{g}^{\tau}_{\alpha \alpha'}(k\omega) \) and it is the same as the one given in Eq. (25). By applying the similar argument, we can derive the advanced components of impurity-averaged Green’s function \( \bar{g}^{\tau}_{\alpha \alpha'}(k\omega) \).

Like Eq. (B16), we have

\[
\bar{g}^{\tau}_{\alpha \alpha'}(k\omega) = g^{\tau(0)}_{\alpha \alpha'}(k\omega) + g^{\tau(0)}_{\alpha \alpha'}(k\omega) \Sigma^{\tau(0)}_{\alpha \alpha'}(k\omega) \bar{g}^{\tau}_{\alpha \alpha'}(k\omega)
\]

\[
= g^{\tau(0)}_{\alpha \alpha'}(k\omega) + \bar{g}^{\tau}_{\alpha \alpha'}(k\omega) \Sigma^{\tau(0)}_{\alpha \alpha'}(k\omega) g^{\tau(0)}_{\alpha \alpha'}(k\omega),
\]

(B20)

where

\[
\Sigma^{\tau(0)}_{\alpha \alpha'}(k\omega) = \frac{\hbar v_{\text{imp}}}{N} \sum_{q} \left| n_{\text{imp}}(q - k) \right|^2 \bar{g}^{\tau(0)}_{\alpha \alpha'}(q\omega).
\]

(B21)

which is equal to the advanced Green’s function in Eq. (25).

Lastly, we derive the impurity-averaged lesser Green’s function referring to the analysis in [16]. By the similar analysis used for deriving Eqs. (B16) or (B20), we obtain

\[
\bar{g}^{\text{<}}_{\alpha \alpha'}(k\omega) = g^{\text{<}}_{\alpha \alpha'}(k\omega) + g^{\text{<}}_{\alpha \alpha'}(k\omega) \Sigma^{\text{<}}_{\alpha \alpha'}(k\omega) \bar{g}^{\text{<}}_{\alpha \alpha'}(k\omega)
\]

\[
+ g^{r(0)}_{\alpha \alpha'}(k\omega) \left[ \Sigma^{r(0)}_{\alpha \alpha'}(k\omega) \bar{g}^{\text{<}}_{\alpha \alpha'}(k\omega) + \Sigma^{\text{<}}_{\alpha \alpha'}(k\omega) \bar{g}^{\tau}_{\alpha \alpha'}(k\omega) \right],
\]

(B23)
where

\[
\Sigma_{\alpha\alpha'}^{<}(k\omega) = \frac{n_{\text{imp}}}{\hbar V} \sum_{q} |v_{\text{imp}}(q-k)|^{2} g_{\alpha\alpha'}^{<}(q\omega). \tag{B24}
\]

\[
\bar{g}_{\alpha\alpha'}^{<}(k\omega) = \bar{g}_{\alpha\alpha''}(k\omega) \Sigma_{\alpha\alpha''}^{<}(k\omega) \bar{g}_{\alpha''\alpha'}^{a}(k\omega) \\
+ \bar{g}_{\alpha\alpha''}(k\omega) \left[ \left( g^{r}(0)(k\omega) \right)^{-1} \cdot \left( g^{<}(0)(k\omega) \cdot \left( g^{a}(0)(k\omega) \right)^{-1} \right) \right]_{\alpha\alpha''} \bar{g}_{\alpha''\alpha'}^{a}(k\omega). \tag{B25}
\]

First, let us evaluate the second term in Eq. (B25). From Eqs. (A16), (B18), and (B22) we have

\[
\left[ \left( g^{r}(0)(k\omega) \right)^{-1} \cdot \left( g^{<}(0)(k\omega) \cdot \left( g^{a}(0)(k\omega) \right)^{-1} \right) \right]_{\alpha\alpha''} = f(\hbar\omega) \left[ \left( g^{r}(0)(k\omega) \right)^{-1} \cdot \left( g^{a}(0)(k\omega) \right)^{-1} \right]_{\alpha\alpha''} = 2i\eta f(\hbar\omega) 1_{\alpha\alpha''}. \tag{B26}
\]

By taking the limit \( \eta \to 0+ \), we see that the second term in Eq. (B25) vanishes. Next, let us evaluate the first term in Eq. (B25) using Eqs. (25) and (A16). This becomes

\[
\bar{g}_{\alpha\alpha''}(k\omega) \Sigma_{\alpha\alpha''}^{<}(k\omega) \bar{g}_{\alpha''\alpha'}^{a}(k\omega) = f(\hbar\omega) \left( \bar{g}_{\alpha\alpha''}^{a}(k\omega) - \bar{g}_{\alpha\alpha'}^{r}(k\omega) \right). \tag{B27}
\]

By doing exactly the same analysis for the greater component starting from the Dyson equation (B12), as a result, the lesser and greater components of impurity-averaged Green’s functions are represented by the retarded and advanced components as

\[
\bar{g}^{<}_{\alpha\alpha'}(k\omega) = f(\hbar\omega) \left( \bar{g}^{a}_{\alpha\alpha'}(k\omega) - \bar{g}^{r}_{\alpha\alpha'}(k\omega) \right), \\
\bar{g}^{>}_{\alpha\alpha'}(k\omega) = -\left( 1 - f(\hbar\omega) \right) \left( \bar{g}^{a}_{\alpha\alpha'}(k\omega) - \bar{g}^{r}_{\alpha\alpha'}(k\omega) \right). \tag{B28}
\]

Consequently, the impurity-averaged Green’s functions satisfy exactly the same relations with the ones for non-impurity-averaged Green’s functions presented in Eq. (A16).
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