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ABSTRACT

Different from existing Differential Privacy (DP) accountants, we introduce pro-active DP. Existing DP accountants keep track of how privacy budget has been spent while pro-active DP is a scheme that allows one to \textit{a-priori} select parameters of DP-SGD based on a fixed privacy budget (in terms of $\epsilon$ and $\delta$) in such a way to optimize the anticipated utility (test accuracy) the most. To implement this idea, we show how to convert the classical DP moment accountant to a pro-active DP by exploiting the fact that it has a simple close form for computing spent privacy budget for a given interaction round.

The DP moment accountant is introduced in context of DP-SGD and has the following property which is the key ingredient to build pro-active DP. In DP-SGD each round communicates a local SGD update which leaks some new information about the underlying local data set to the outside world. In order to provide privacy, Gaussian noise with standard deviation $\sigma$ is added to local SGD updates after performing a clipping operation and normalizing with the clipping constant. We show that for attaining $(\epsilon, \delta)$-differential privacy $\sigma$ can be chosen equal to $\sqrt{2(\epsilon + \ln(1/\delta))}/\epsilon$ for $\epsilon = \Omega(T/N^2)$, where $T$ is the total number of rounds and $N$ is equal to the size of the local data set. In many existing machine learning problems, $N$ is always large and $T = O(N)$. Hence, $\sigma$ becomes “independent” of any $T = O(N)$ choice with $\epsilon = \Omega(1/N)$. This means that our $\sigma$ only depends on $N$ rather than $T$. We show how this differential privacy characterization allows us to convert DP moment accountant to a pro-active DP.

1 Introduction

Privacy leakage is a big problem in the big-data era. Solving a learning task based on big data intrinsically means that only through a collaborative effort sufficient data is available for training a global model with sufficient clean accuracy (utility). Federated learning is a framework where a learning task is solved by a loose federation of participating devices/clients which are coordinated by a central server \cite{1}. Clients, who use own local data to participate in a learning task by training a global model, want to have privacy guarantees for their local proprietary data. For this reason DP-SGD \cite{11} was introduced as it adapts distributed Stochastic Gradient Descent (SGD) with Differential Privacy (DP).
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Here, differential privacy comes from adding Gaussian noise to local (client-computed) mini-batch SGD updates and this wrings with being able to learn an accurate global model; more Gaussian noise leads to better differential privacy guarantees, but hurts accuracy. Since the most important mission in machine learning is achieving a good accuracy, the added Gaussian noise cannot be too large and is constrained. There are two main problems:

- Each client wants to be able to plan ahead meaning that one can a-priori optimize hyper parameters given a target accuracy (utility) and target differential privacy budget.
- Each local SGD update communicated to the central server leaks privacy about a client’s local data set. If this leakage, for example, composes linearly over communication rounds, then only a small number of communication rounds is possible in order to satisfy a target differential privacy budget. However, smaller number of communication rounds implies slower convergence to a reduced accuracy and one’s target accuracy may not be attained. In order to achieve a good accuracy the number of communication rounds is generally large.

In this paper we introduce theory that allows ahead planning in resource constraint environment type machine learning applications and shows that the number of rounds can actually be quite large; we address the two main open problems as described above at the same time.

The current state-of-the-art differential privacy accountant method by [38] based on the Gaussian differential privacy framework of [5] allows a client to keep track of how much “differential privacy” has been spent up to the current round. The client knows when to stop computing and stop sending local SGD updates to the central server as soon as its “privacy budget” has been depleted. The accountant method gives a precise characterization of the spent privacy budget.

However, the accountant method cannot be used to a-priori select parameters and anticipate whether sufficient accuracy can be achieved within the privacy budget available for the client. We note that the accountant method and the precise Gaussian differential privacy theory does give an expression of the differential privacy guarantee as a function/expression of parameters representing the local data set size $N$, the mini-batch or sample size $s$ during local SGD iterations, the total number of rounds $T$, and the added Gaussian noise per communicated SGD update represented by a standard deviation $\sigma$. Problematic is that this expression is in a sense unwieldy in that it does not admit simple closed form. This costly computation complexity makes Gaussian DP impractical in resource constraint applications. A closed form (or a sufficiently tight closed form approximation) is needed for optimizing (with respect to accuracy) the parameters $\sigma$, $s$, and $T$, given $N$ and given a target differential privacy budget. Our aim is to a-priori select parameters in order to achieve the best accuracy of the final global model given the allocated privacy budget. We need an easy to understand expression that allows us to characterize the trade-off between accuracy and privacy budget.

- We non-trivially improve the analysis of the moment accountant method in [1] and show for the first time that $(\epsilon, \delta)$-differential privacy can be achieved for

$$\sigma = \sqrt{2(\epsilon + \ln(1/\delta))}/\epsilon$$

in practical parameter settings with (a) a reasonable DP guarantee by choosing $\delta \leq 1/N$ and $\epsilon$ smaller than 0.5, where (b) the total number $K$ of gradient computations over all local rounds performed on the local data set is at least a constant ($\approx \epsilon/2$) times $\sqrt{\epsilon \ln(1/\delta)}$ epochs (of size $N$), and (c) $T$ is at least another constant ($\approx 2$) times $(K/N)^2/\epsilon$. Condition (c) turns out to be the limiting constraint, but only shows a lower bound on $T$ suggesting that $T$ can be freely chosen as large as $K$. Analysis of this constraint shows that, for $\epsilon = \Omega(1/N)$, $\sigma$ is “independent” of any $T = O(N)$ (see abstract).

- Simulations show a significantly smaller $\epsilon$ compared to current state of the art. For example, our theory applies to $\epsilon = 0.15$ for the non-convex problem of the simple neural network LeNet [17] with cross entropy loss function for image classification of MNIST [16] at a test accuracy of 93%, compared to 98% without differential privacy. Notice that [1] reports for a 60-dimensional PCA projection layer with a single 1,000-unit ReLU hidden layer for MNIST 90% test accuracy for $\epsilon = 0.5$ and 95% test accuracy for $\epsilon = 2$, both for $\delta = 10^{-3} = 0.6/N$.

- We provide an adaptive DP-SGD framework where the client adapts the added Gaussian noise according to measured test accuracy in order to achieve the target accuracy while at the same time being in control not to cross its differential privacy budget. Here we use a varying sample (mini-batch) sequence in DP-SGD (this is covered by our theory). Also, the framework (and theory) applies to the asynchronous SGD framework.

Outline: In order to set up the proper background in Section 2 we first define $(\epsilon, \delta)$-differential privacy in Section 2.1, next discuss DP-SGD as introduced by [1] in Section 2.2, and finally explain how $f$-DP and Gaussian DP relates to

*Here, we assume that the test data is public at the server, therefore, changing hyperparameters does not leak additional privacy.
When using Gaussian based differential privacy, each local round produces a sum of locally computed gradients based on the local data set, which is transmitted to the central server after adding Gaussian noise \[ \mathcal{N}(0, \sigma^2) \]. Because of this, each local training round communicates information about the corresponding local data set. Privacy leakage aggregates over the results of mini-batch gradient computations on his/her training data set. The guarantee quantifies into what extent the output of a client (the collection of updates communicated to the server) can be used to differentiate among two adjacent training data sets \( d \) and \( d' \) (i.e., where one set has one extra element compared to the other set).

The updates as a result of the SGD recursion (2) are sent to a centralized server who aggregates all received updates on the local data set, which is transmitted to the central server after adding Gaussian noise \[ \mathcal{N}(0, \sigma^2) \]. Because of this, each local training round communicates information about the corresponding local data set. Privacy leakage aggregates over the results in this paper. In Section 3, we explain our main theory with in Section 3.1 its usage in realizing planning ahead and in Section 3.2 the interpretation of the lower bound on \( T \), where we discuss the independence of \( \sigma \) and \( T \) (that is, we explain there is no ceiling to the total number of local training rounds in DP-SGD and that this can be chosen independent of the required differential privacy with corresponding Gaussian noise according to our formula). Experiments are in Section 4. Section 5 explains how our theory can be used in practice allowing local clients to remain in control of their own privacy budget. We provide a blueprint for the engineer who wants to use our adaptive hyper-parameter selection for DP-SGD. The asynchronous SGD framework, detailed differential privacy proofs and analysis, and additional experiments with extra details are in the appendices.

## 2 Differential Private SGD (DP-SGD)

The optimization problem for training many Machine Learning (ML) models using a training set \( \{\xi_i\}_{i=1}^m \) of \( m \) samples can be formulated as a finite-sum minimization problem as follows

\[
\min_{w \in \mathbb{R}^d} \left\{ F(w) = \frac{1}{m} \sum_{i=1}^{m} f(w; \xi_i) \right\}.
\]

The objective is to minimize a loss function with respect to model parameters \( w \). This problem is known as empirical risk minimization and it covers a wide range of convex and non-convex problems from the ML domain, including, but not limited to, logistic regression, multi-kernel learning, conditional random fields and neural networks.

In this paper, we want to solve (1) in a distributed setting where many clients have their own local data sets and the finite-sum minimization problem is over the collection of all local data sets. A widely accepted approach is to repeatedly use the Stochastic Gradient Descent (SGD) recursion

\[
w_{t+1} = w_{t} - \eta \nabla f(w_{t}; \xi),
\]

where \( w_t \) represents the model after the \( t \)-th iteration; \( w_t \) is used in computing the gradient of \( f(w_t; \xi) \), where \( \xi \) is a data sample randomly selected from the data set \( \{\xi_i\}_{i=1}^m \) which comprises the union of all local data sets.

This approach allows each client to perform local SGD recursions for the \( \xi \) that belong to the client’s local data set. The updates as a result of the SGD recursion (2) are sent to a centralized server who aggregates all received updates and maintains a global model. The server regularly broadcasts its most recent global model so that clients can use it in their local SGD computations. This allows each client to use what has been learned from the local data sets at the other clients. This leads to good accuracy of the final global model.

Each client is doing SGD recursions for a batch of local data. These recursions together represent a local round and at the end of the local round the sum of local model updates, i.e., the addition of computed gradients, is transmitted to the server. The server in turn adds the received sum of local updates to its global model – and once the server receives new sums from all clients, the global model is broadcast to each of the clients. When considering privacy, we are concerned about how much information these sums of local updates reveal about the used local data sets. Each client wants to keep its local data set as private as possible with respect to the outside world which observes round communication (the outside world includes all other clients as well).

Rather than reducing the amount of round communication such that less sensitive information is leaked, differential privacy \[ \delta \geq 7, 10, 8 \] offers a solution in which each client-to-server communication is obfuscated by noise. If the magnitude of the added noise is not too much, then a good accuracy of the global model can still be achieved albeit at the price of more overall SGD iterations needed for achieving good accuracy. On the other hand, only if the magnitude of the added noise is large enough, then good differential privacy guarantees can be given.

When using Gaussian based differential privacy, each local round produces a sum of locally computed gradients based on the local data set, which is transmitted to the central server after adding Gaussian noise \[ \mathcal{N}(0, \sigma^2) \]. Because of this, each local training round produces information about the corresponding local data set. Privacy leakage aggregates over multiple training rounds, and the total amount of privacy leakage from the local data set increases as the total number \( T \) of local training rounds increases.

### 2.1 Differential Privacy

Differential privacy \[ \delta \geq 9, 7, 10, 8 \] defines privacy guarantees for algorithms on databases, in our case a client’s sequence of mini-batch gradient computations on his/her training data set. The guarantee quantifies into what extent the output of a client (the collection of updates communicated to the server) can be used to differentiate among two adjacent training data sets \( d \) and \( d' \) (i.e., where one set has one extra element compared to the other set).
We analyse the Gaussian based differential privacy method, called DP-SGD, of \cite{1}, depicted in Algorithm 1. When using differential privacy in machine learning we typically use $\delta$. Appendix C summarizes the recent work by \cite{5} that introduces the $N$ with the data set size $o$.

As explained in \cite{10} ($\epsilon,\delta$)-DP ensures that for all adjacent $d$ and $d'$ the absolute value of privacy loss will be bounded by $\epsilon$ with probability at least $1 - \delta$. The larger $\epsilon$ the more certain we are about which of $d$ or $d'$ caused observation $o$. When using differential privacy in machine learning we typically use $\delta = 1/N$ (or $1/(10N)$) inversely proportional with the data set size $N$.

In order to prevent data leakage from inference attacks in machine learning \cite{18} such as the deep leakage from gradients attack \cite{36, 35, 11} or the membership inference attack \cite{29, 23, 30} a range of privacy-preserving methods have been proposed. Privacy-preserving solutions for federated learning are Local Differential Privacy (LDP) solutions \cite{11, 22, 31, 13, 6} and Central Differential Privacy (CDP) solutions \cite{22, 12, 19, 26, 53}. In LDP, the noise for achieving differential privacy is computed locally at each client and is added to the updates before sending to the server – in this paper we also consider LDP. In CDP, a trusted server (aka trusted third party) aggregates received client updates into a global model; in order to achieve differential privacy the server adds noise to the global model before communicating it to the clients.

### 2.2 DP-SGD

We analyse the Gaussian based differential privacy method, called DP-SGD, of \cite{1}, depicted in Algorithm 1 in a distributed setting as described above. Rather than using the gradient $\nabla f(\hat{w}, \xi)$ itself, DP-SGD uses its clipped version $[\nabla f(\hat{w}, \xi)]/C$ where $|x|C = x/\max\{1, ||x||/C\}$. Clipping is needed because in general we cannot assume a bound $C$ on the gradients (for example, the bounded gradient assumption is in conflict with strong convexity \cite{24}), yet the added gradients need to be bounded by some constant $C$ in order for the DP analysis of \cite{1} to go through. Experiments in \cite{1} show that such a clipped version of mini-batch SGD still leads to acceptable convergence to acceptable accuracy.

DP-SGD uses a mini-batch approach where before the start of the i-th local round a random min-batch of sample size $s_i$ is selected out of a local data set $d$ of size $|d| = N$. Here, we slightly generalize DP-SGD’s original formulation which uses a constant $s_i = s$ sample size sequence, while our analysis will hold for a larger class of sample size sequences. The inner loop maintains the sum $U$ of gradient updates where each of the gradients correspond to the same local model $\hat{w}$ until it is replaced by a newer global model at the start of the outer loop. At the end of each local round the sum of updates $U$ is obfuscated with Gaussian noise $N(0, C^2\sigma^2)$ added to each vector entry, and the result is transmitted to the server. The noise $U$ is transmitted to the server who adds $U$ to its local model $\hat{w}$ (we discount averaging over client updates in $\eta_i$ by scaling the step size inversely with the number of clients). As soon as all clients have submitted their updates, the resulting new global model $\hat{w}$ is broadcast to all clients, who in turn replace their local models with the newly received global model (at the start of the outer loop).

### 2.3 Tight Analysis using Gaussian DP and lossy analysis using Renyi DP

Appendix C summarizes the recent work by \cite{8} that introduces the $f$-DP framework based on hypothesis testing. $f$-DP has $(\epsilon,\delta)$-DP as a special case in that a mechanism is $(\epsilon,\delta)$-DP if and only if it is $f_{\epsilon,\delta}$-DP with $f_{\epsilon,\delta}(\alpha) = \min\{0, 1 - \delta e^\alpha, (1 - \delta - \alpha)e^{-\epsilon}\}$. They prove that DP-SGD is $C_{s/N}(G(\sigma/2) - 1)^{\otimes T}$-DP where $C_{s/N}$ is an operator representing the effect of subsampling, $G(\sigma/2) - 1$ is a Gaussian function characterizing the differential privacy (called Gaussian DP) due to adding Gaussian noise, and operator $\otimes T$ describes composition over $T$ rounds. $C_{s/N}(G(\sigma/2) - 1)^{\otimes T}$-DP can be translated in a tight $(\epsilon,\delta)$-DP formulation.

This leads in \cite{38} to a differential privacy accountant (using a complex characteristic function based on taking the Fourier transform) for a client to understand when to stop helping the server to learn a global model. The goal of this paper is to a-priori understand how to, given a privacy budget and given a utility that we wish to achieve, optimize parameters $\sigma$, $s$ and $T$ for best utility and minimal privacy leakage given a data set of size $N$. A differential privacy accountant does not give us this insight, it is a method for keeping track (account for) spent privacy budget.

Towards understanding how to a-priori set parameters for best utility and minimal privacy leakage, the tight $f$-DP formulation for DP-SGD can be translated into sharp privacy guarantees. However, cited from \cite{5}, “the disadvantage is
that the expressions it yields are more unwieldy: they are computer evaluable, so usable in implementations, but do not admit simple closed form." And it is a simple closed form or simple approximation of a closed form that is needed for an a-priori direct interpretation of how the different parameters $\sigma$, $s$ and $T$ impact the privacy budget. This costly computation makes $f$-DP impractical to build proactive DP for resource constraint environment type applications.

Another popular DP notion is Renyi DP [21] and in [37] the authors study Poisson subsampled Renyi DP. As important property, the composition of Renyi DP is just a linear combination of all sub Renyi’s DPs (see Equation 2 in [37]) and it is well-known that the transformation from Renyi DP to classical $(\epsilon, \delta)$-DP is lossy. Combining these two properties, we can see that the loss in transformation from Renyi’s DP to $(\epsilon, \delta)$-DP is linearly dependent on the number of interaction rounds $T$. Therefore, we will suffer a large penalty in accuracy if we develop proactive DP using Renyi DP. In other words, we do not have any benefit to build proactive DP using Renyi DP.

The question remains of how to a-priori select concrete parameters $\sigma$, $s$, and $T$ given concrete parameters for $N$, a given privacy budget and utility that we wish to achieve. In this paper we decided to generalize the proof method of [1] rather than working with the complex integrals that provide the exact characterization of $f$-DP for the DP-SGD algorithm. This approach, as we will demonstrate, allows us to derive a concrete (non-asymptotic) simple form which turns out to show into large extent the independence of the privacy budget on $T$, which is not immediately understood from Theorem 2 (see Appendix B.1 taken from [1]) and the $f$-DP framework discussed above. The advantage of our result is that it is easy to interpret; clients do not need to fully rely on an accountant method to keep track of spent privacy budget, they can use our theory to a-priori set parameters such that privacy budget will be well-spent. (In addition, our theory holds for variable sized sample sequences and this will be exploited in Section 5.)

### 3 Main Theory; Independence between $\sigma$ and $T$

**On the dependence of $\sigma$ on $T$:** As discussed in [1], in order to control privacy leakage over an increasing number of training rounds, we need to increase the amplitude, or standard deviation $\sigma$, of the added noise per round. Increasing $\sigma$ makes each round leakage smaller and as a result the aggregated leakage becomes less. For a fixed privacy leakage budget this allows us to add more entries, in other words, we may increase $T$. The maximum possible $T$ increases as $\sigma$ increases.

This dependence of the amount of Gaussian noise $\sigma$ on the number of training rounds $T$ may impose an impractical upper bound on $T$: First, $\sigma$ cannot be too large. The global model suffers from aggregated noise from each local update. In particular, the global model includes $\sigma$ noise from the final training round. If $\sigma$ is too large, then this leads to a low accuracy global model. Second, if $\sigma$ cannot be too large, then the number of training rounds $T$ cannot be too large because otherwise privacy leakage aggregates too much over all training rounds. But this implies that the global model may receive too few local SGD updates; local SGD updates from different clients are communicated through the global model to one another using too few interactions/rounds (frequent exchange is especially important when local data sets are heterogeneous, hence, different clients produce distinctive updates that are specific to their local data sets). This leads again to a low accuracy global model. This intuition/reasoning indicates that Differential Private SGD (DP-SGD) can only be practical for subtle parameter settings and data sets that allow ‘fast enough’ training/convergence to a good

---

**Algorithm 1 DP-SGD: Local Model Updates with Differential Privacy**

```plaintext
1: procedure LOCALSGDWITHDP(d)
2: for $i \in \{0, \ldots, T-1\}$ do
3:   Receive the current global model $\hat{w}$ from Server.
4:   Uniformly sample a random set $\{\xi_h\}_{h=1}^s \subseteq d$
5:   $h = 0, U = 0$
6:   while $h < s_i$ do
7:     $g = [\nabla f(\hat{w}, \xi_h)]_C$
8:     $U = U + g$
9:     $h++$
10: end while
11: $n \leftarrow \mathcal{N}(0, C^2\sigma^2I)$
12: $U = U + n$
13: Send $(i, U)$ to the Server.
14: end for
15: end procedure
```

In particular, the global model includes $\sigma$ noise from the final training round. If $\sigma$ is too large, then this leads to a low accuracy global model. Second, if $\sigma$ cannot be too large, then the number of training rounds $T$ cannot be too large because otherwise privacy leakage aggregates too much over all training rounds. But this implies that the global model may receive too few local SGD updates; local SGD updates from different clients are communicated through the global model to one another using too few interactions/rounds (frequent exchange is especially important when local data sets are heterogeneous, hence, different clients produce distinctive updates that are specific to their local data sets). This leads again to a low accuracy global model. This intuition/reasoning indicates that Differential Private SGD (DP-SGD) can only be practical for subtle parameter settings and data sets that allow ‘fast enough’ training/convergence to a good
For sample size sequence \( \{s_i\}_{i=0}^{T-1} \) we notice that polynomial increasing sample size sequences are weak privacy posture (a weak bound on the privacy loss). For example, when considering LDP (see Section 2.1), we provide a more general asynchronous mini-batch SGD algorithm. All our theory, including the above theorem, holds in the asynchronous SGD framework of Appendix A. In Appendix A we state our main theorem below. It shows that \((\epsilon, \delta)\)-differential privacy can be achieved for \( \sigma = \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon} \) in practical parameter settings with (a) a reasonable DP guarantee by choosing \( \delta \leq 1/N \) and \( \epsilon \) smaller than 0.5, where (b) the total number \( K \) of gradient computations over all local rounds performed on the local data set is at least a small constant times \( \sqrt{\epsilon \ln(1/\delta)} \) epochs (of size \( N \)), and (c) \( T \) is at least another small constant times \( (K/N)^2/\epsilon \).

**Theorem 1.** Let \( \sigma \) and \( (\epsilon, \delta) \) satisfy the relation
\[
\sigma = \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon} \quad \text{with} \quad \delta \leq 1/N \quad \text{and} \quad \epsilon < 0.5.
\]

For sample size sequence \( \{s_i\}_{i=0}^{T-1} \) the total number of local SGD iterations is equal to \( K = \sum_{i=0}^{T-1} s_i \). We define \( k = K/N \) as the total number of local SGD iterations measured in epochs (of size \( N \)). Related to the sample size sequence we define the mean \( \bar{s} \) and maximum \( s_{\max} \) and their quotient \( \theta \) as
\[
\bar{s} = \frac{1}{T} \sum_{i=0}^{T-1} s_i = \frac{K}{T}, \quad s_{\max} = \max\{s_0, \ldots, s_{T-1}\}, \quad \text{and} \quad \theta = \frac{s_{\max}}{\bar{s}}.
\]

Let \( \gamma \) be the smallest solution satisfying
\[
\gamma \geq \frac{2}{1 - \bar{\alpha}} + \frac{24 \cdot \bar{\alpha}}{1 - \bar{\alpha}} \left( \frac{\sigma}{(1 - \sqrt{\bar{\alpha}})^2} + \frac{1}{\sigma(1 - \bar{\alpha}) - 2e\sqrt{\bar{\alpha}}/\sigma} \right) \frac{e^{3/\sigma^2}}{\epsilon^{3/\sigma^2}} \quad \text{with} \quad \bar{\alpha} = \frac{\epsilon}{\gamma k}.
\]

Parameter \( \gamma = 2 + O(\bar{\alpha}) \), which is close to 2 for small \( \bar{\alpha} \). We assume data sets of size \( N \geq 10000 \) and sample size sequences with \( \theta \leq 6.85 \). If
\[
k \geq \sqrt{2e} \ln(1/\delta) \cdot \epsilon/(\gamma \theta) \quad \text{and} \quad T \geq \frac{\theta^2}{\epsilon} \cdot k^2,
\]
then Algorithm 1 is \((\epsilon, \delta)\)-differentially private.

All our theory, including the above theorem, holds in the asynchronous SGD framework of Appendix A. In Appendix A we provide a more general asynchronous mini-batch SGD algorithm (which follows Hogwild!'s philosophy) with DP. The asynchronous setting allows clients to adapt their sample sizes to their processing speed and communication latency.

We notice that polynomial increasing sample size sequences \( s_i \sim qN^{p} \) have \( \bar{s} \approx [qNT^{p+1}/(p + 1)]/T \) and \( s_{\max} = qNT^{p} \), hence, \( \theta = 1 + p \). This shows that our theory covers e.g. linear increasing sample size sequences as discussed in [25], where is explained how this implies reduced round communication – another metric which one may trade-off against accuracy and total local number \( K \) of gradient computations.

The proof of the above theorem is in Appendix B and follows a sequence of steps: We discuss the analysis of [1] and explain where we will improve. This leads to an improved analysis with a first generally applicable Theorem 3. As a consequence we derive a simplified characterization in the form of Theorem 4. Finally, we introduce more coarse bounds in order to extract the more readable Theorem 1. We notice that the simulations in Section 4 are based on parameters that satisfy constraints (28, 29, 30, 58) of Theorem 4 as this leads to slightly better results.

**One order of magnitude smaller \( \epsilon \):** In order to attain an accuracy comparable to the non-DP setting where no noise is added, the papers cited in Section 2.1 generally require large \( \epsilon \) (such that \( \sigma \) can be small enough) – which gives a weak privacy posture (a weak bound on the privacy loss). For example, when considering LDP (see Section 2.1), 10% deduction in accuracy yields only \( \epsilon = 50 \) in [2] and \( \epsilon = 10.7 \) in [22], while [31, 13] show solutions for a much lower \( \epsilon = 0.5 \). Similarly, when considering CDP (see Section 2.1), in order to remain close to the accuracy of the non-DP setting (22) requires \( \epsilon = 8.1 \), (12) requires \( \epsilon = 8 \), and (19) requires \( \epsilon = 2.038 \).

The theory presented in this paper allows relatively small Gaussian noise for small \( \epsilon \). We only need to satisfy the main equation (58). For example, in Section 4 simulations for the LIBSVM data set show \((\epsilon = 0.05, \delta = 1/N)\)-DP is
possible while achieving good accuracy with $\sigma \approx 20$. Such small $\epsilon$ is a significant improvement over existing literature and gives us significant more trust in that DP offers appropriate privacy.

**Interpretation of Theorem**: In Section 3.1 we discuss how we use Theorem and implement planning ahead, that is, a-priori selection of hyper parameters given a target accuracy and target differential privacy budget. In Section 3.2 we interpret and discuss constraint in detail; here, we explain that $\sigma$ depends on $N$ rather than $T$. The other requirements need much less discussion: A practical usable differential privacy budget has $\delta \leq 1/N$ and $\epsilon \leq 0.5$. And lower bound on $K$ is generally satisfied in practice as usually $K$ is 50 or 100s of epochs.

### 3.1 Planning Ahead

Expression allows us to plan ahead. To see this, we first discuss the concept of a utility graph where a “best-case” accuracy is depicted as a function of noise $\sigma$ and clipping constant $C$ in DP-SGD (see Section 4). In DP-SGD the last round of local updates is aggregated into an update of the global model, after which the global model is finalized. This means that the Gaussian noise added to a client local update of its last round is directly added as a perturbation to the final global model. We have a best-case scenario if we neglect the added noise of all previous rounds. That is, the “best-case” accuracy for DP-SGD is the accuracy of a global model which is trained using SGD without DP after which Gaussian noise is added. The utility graph depicts this “best-case” accuracy.

To generate the graph, we fix a diminishing learning rate $\eta_t$ (step size) from round to round and we fix the total number $K$ of local gradient computations that will be performed. Based on local training data and a-priori knowledge, a local client can run SGD locally without any added DP mechanism. This learns a local model $w^*$ and we compare how much accuracy is sacrificed by adding Gaussian noise $n \sim \mathcal{N}(0, C^2 \sigma^2 I)$; that is, we compute and depict the ratio “$F(w^* + n)/F(w^*)$.” This teaches us the range of $\sigma$ and $C$ combinations that may lead to sufficient accuracy (say at most a 10% drop).

We notice that the server may start DP-SGD based on an architecture and model for another related problem that is already known. This model is used as a starting point to train the new model for the new problem (transfer learning). The utility graph of the model for the other related problem can be computed or is already known and a range of acceptable $\sigma$ and $C$ combinations can be given to the clients by the server at the start of their DP-SGD. Here, we assume that the utility graph of the other related problem transfers to the new problem.

We note that the Gaussian noise scales with the product $C \sigma$ and this suggests that lowering $C$ allows larger $\sigma$, which leads to a better differential privacy guarantee according to . However, we cannot lower the clipping constant $C$ arbitrarily: Clipping the gradient implies rescaling its norm to a lower value and intuitively this can be seen as having a similar effect when a (factor $C$) lower learning rate (step size) $\eta_t$ is used during SGD updates. In our experiments we implement a diminishing step size sequence, however, in order to obtain practical convergence we need an initial step size which is “large enough”. Hence, we cannot start local SGD updates using a “very small” clipping constant $C$. This observation does suggest that keeping the step size more constant (and not diminishing) over rounds together with a diminishing clipping constant may allow good convergence leading to sufficient accuracy/utility. This means that $\sigma$ can increase from round to round, which implies that the privacy budget is being depleted at a lower decreasing rate. In this paper, however, we base our analysis on Theorem which we have only been able to prove for constant $\sigma$ from round to round (the proof of this theorem is based on Lemma which does allow varying $\sigma$ from round to round; but we leave it as an open problem to generalize Theorem accordingly). For this reason, the theory in this paper needs to start with a clipping constant $C$ large enough in order to initiate convergence and we do not decrease $C$ from round to round. This means that both $C$ and $\sigma$ are constant throughout DP-SGD and the range of $\sigma$ and $C$ combinations learned from the utility graph is limited.

If there exists a $\sigma$ and $C$ combination for which the utility graph expects good enough accuracy of the final global model and for which formula indicates an acceptable differential privacy guarantee, then we can choose parameters $s$ and $T$ freely in that their product $K = sT$, which represents the total number of local gradient computations over all rounds, is large enough to establish convergence (given the learning rate / step size sequence $\eta_t$ and used clipping constant $C$). Experiments show that $K$ being in the order of 50-100s epochs of gradient computations is sufficient. We optimize $s$ and $T$ for best accuracy of the final model. If all local data sets are iid, that is, come from the same source

---

1 In order to refine the global model to a client’s own local data set (for example, for diminishing bias of the model), the client will use the final global model to run one more round of local updates again with Gaussian noise (in order to reduce the effectiveness of an inference attack). Also here, this last amount of Gaussian noise is directly added into the client’s personalized final model.
distribution\(^3\) then the larger \(s\) and the smaller \(T\) seems best. So, for best accuracy in the iid case, we suggest to meet condition (c) with equality.

The above describes how our main formula (3) can be used to implement planning ahead, that is, given a local data set size \(N\) with DP budget \((\epsilon_{\text{target}}, \delta_{\text{target}})\) and a prediction/test accuracy target \(\text{acc}_{\text{target}}\) (of the final global model) we can a-priori derive/set hyper-parameters \(\sigma, s, \) and \(T\). We generalize this towards an adaptive DP-SGD in Section 5 where the client uses a private test data set to evaluate the accuracy of received global models. If the accuracy does not converge towards an acceptable value \(\geq \text{acc}_{\text{target}}\) at a noticeable rate, then the client adapts \(\sigma\) to a slightly smaller value (if allowed by the DP budget) and recomputes hyper parameters. Our theory is general enough to accommodate varying (in this case increasing) sample size sequences (we can use Theorem 4 of which Theorem 1 is a consequence, as it has no concrete restriction on \(\theta\)). Our proposed adaptive DP-SGD is designed to attain the best DP guarantee given \(\text{acc}_{\text{target}}\) within our framework.

### 3.2 Interpreting the Limiting Constraint on \(T\)

Lower bound (5) on \(T\) shows that we may increase \(T\) without having to increase \(\sigma\) – in this sense \(\sigma\) does not depend on \(T\) anymore. This important discovery brings DP-SGD to practice because, in order to make the trained model have high accuracy even for large \(T\) as happens in practice, \(\sigma\) does not need to increase with \(T\) as indicated by our formula (3). In fact \(T\) can become as large as \(K\) (corresponding to batches of size \(s = 1\)) implying that for \(K = T\), lower bound (5) on \(T\) translates into \(\epsilon\) at least a small constant \(\gamma^2\) times \(K/N^2\) (leading to the interpretation in the abstract). First, this shows that in theory \(\epsilon\) can be chosen very small for large enough data sets \(N\) and practical \(K\) (although as explained above, very small \(\epsilon\) lead to too large \(\sigma\) implying low accuracy, hence, our requirement on accuracy likely leads to a more strict lower bound on \(\epsilon\)). Second, requiring \(\epsilon\) at least a constant \(\gamma^2\) times \(K/N^2\) with \(K = kN\) (that is, \(K\) is equal to \(k\) epochs of gradient computations) is equivalent to requiring \(N\) at least a constant \(\gamma^2\) times \(k/\epsilon\). For typical values of \(k\) (100s of epochs), this means

\[
N = \Omega(1/\epsilon).
\]

Our \(\sigma\) therefore depends on \(N\) rather than \(T\) because the constraints on selecting \(\epsilon\) and \(\delta\) depends only on \(N\) as explained above. For improved differential privacy (smaller \(\epsilon\)), we need a larger data set (larger \(N\)). This observation comes natural since selecting (subsampling) a random batch of local training data among a larger data set helps in making round computation less dependent on an a-priori selected single local training data sample and being able to differentiate whether such a local training data sample is part of the larger local training data set is what differential privacy is about.

In Section 3.1 we explained that with respect to achieving good utility (sufficient clean accuracy) experiments show that reducing the so-called clipping constant up to some value leads to convergence to a global model that is less sensitive to noise. Reducing the clipping constant can mean a magnitude larger \(K\) in order for DP-SGD to converge (because a smaller clipping constant implies that locally computed gradients contribute less to the global model). This implies a larger number \(k\) of epochs of local gradient computations, hence, the local data set needs to be larger for differential privacy to hold (as \(N\) is required to be at least a constant \(\gamma^2\) times \(k/\epsilon\), see above).

We stress that in our theory \(T\) cannot grow arbitrarily large as it is restricted by \(K = kN\). Also \(k\) cannot grow arbitrarily large since \(N \geq \gamma^2 \cdot k/\epsilon\). This upper bound on \(k\) does impose a constraint after which \((\epsilon, \delta)\)-DP cannot be guaranteed – so, \(K\) and, hence, \(T\) cannot increase indefinitely without violating the privacy budget. Here we notice that repeated use of the same data set over multiple learning problems (one after another) is allowed as long as the number of epochs gradient computing is \(k \leq \frac{\gamma^2}{\epsilon \sqrt{\gamma}}\). Hence, the larger \(N\) the more collaborative learning tasks the client can participate in. For typical values \(\epsilon = 0.2, \gamma^2 \approx 2\), and a data set of size \(N = 10000\) we have \(k \leq 1000\), which accommodates about 10-20 learning tasks.

As a final remark, Appendices C.2 and D.4 analyse the tightness of Theorem 1 in an asymptotic setting: Given formula \(\sigma = \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon}\), the lower bound on \(T\) in Theorem 1 can be reduced by at most a factor \(4\gamma\); for such an appropriately reduced \(T\), the formula \(\sigma = \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon}\) is tight.

We conclude that since (3) does not involve \(T\) (or \(K\)), \((\epsilon, \delta)\)-DP is achieved for any increasing number of rounds \(T \leq K\) with the same noise \(\sigma\). This is counter intuitive as we expect to see a steady aggregation of leakage from round to round, which after some moment is too much for guaranteeing \((\epsilon, \delta)\)-DP. This latter intuition is also expressed in [1], see their Theorem 2 in Appendix B and the resulting upper bound (3) on \(T\). Nevertheless, our analysis shows that it suffices to satisfy the weaker constraint (3) with lower bound (4) on \(T\). This has a major practical consequence: If we need to increase \(T\) for achieving convergence to better practical accuracy, then we do not need to increase \(\sigma\) in order to

---

\(^3\)This is the case in big data analytics where each local data set represents a too small sample of the source distribution for learning an accurate local model on its own. Hence, collaboration among multiple clients through a central server is needed to generate an accurate joint global model.
remain guaranteeing differential privacy. Prior to this work the above explained incorrect intuition prevented us from increasing $T$ too much as this would imply (according to this intuition) a too large increase in $\sigma$ which inherently leads to impractical accuracy. An interpretation in terms of $f$-DP is given in Appendix C.3

4 Experiments

Our goal is to show that the more general asynchronous differential privacy framework (asynchronous DP-SGD which includes DP-SGD of Algorithm 1 of Appendix A) ensures a strong privacy guarantee, i.e., can work with very small $\epsilon$ (and $\delta = 1/N$), while having a good convergence rate to good accuracy. We refer to Appendix D for simulation details and complete parameter settings.

Objective function. We summarize experimental results of our asynchronous DP-SGD framework for strongly convex, plain convex and non-convex objective functions with constant sample size sequences. As the plain convex objective function we use logistic regression: The weight vector $w$ and bias value $b$ of the logistic function can be learned by minimizing the log-likelihood function $J$:

$$J = -\sum_{i=1}^{N} [y_i \cdot \log(\bar{\sigma}_i) + (1 - y_i) \cdot \log(1 - \bar{\sigma}_i)],$$

where $N$ is the number of training samples $(x_i, y_i)$ with $y_i \in \{0, 1\}$, and $\bar{\sigma}_i = 1 / (1 + e^{- (w^T x_i + b)})$ is the sigmoid function. The goal is to learn a vector/model $w^*$ which represents a pair $\bar{w} = (w, b)$ that minimizes $J$. Function $J$ changes into a strongly convex problem by adding ridge regularization with a regularization parameter $\lambda > 0$, i.e., we minimize $\bar{J} = J + \frac{\lambda}{2} ||\bar{w}||^2$ instead of $J$. For simulating non-convex problems, we choose a simple neural network (LeNet)\footnote{https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html} with cross entropy loss function for image classification.

Asynchronous DP-SGD setting. The experiments are conducted with 5 compute nodes and 1 central server. For simplicity, the compute nodes have iid datasets.

Data sets. All our experiments are conducted on LIBSVM\footnote{http://yann.lecun.com/exdb/mnist/} and MNIST\footnote{\(s = 26\) meets the lower bound constraint on $T$; a larger $s$ would violate this lower bound. The reason for having a somewhat small maximum possible $s$ is because of the relatively small data set size.} data sets.

4.1 Utility graph

Since we do not have a closed form to describe the relation between the utility of the model (i.e., prediction accuracy) and $\sigma$, we propose a heuristic approach to learn the range of $\sigma$ from which we may select $\sigma$ for finding the best $(\epsilon, \delta)$-DP. The utility graphs – Figures 1a, 2a and 3a – show the fraction of test accuracy between the model “$\bar{F}(w + n)$” over the original model $F(w)$ (without noise), where $n \sim \mathcal{N}(0, C^2 \sigma^2 I)$ (per round) for various values of the clipping constant $C$ and noise standard deviation $\sigma$. Intuitively, the closer $F(w + n)/F(w)$ to 1, the better accuracy wrt to $F(w)$. Note that $w$ can be any solution and in the utility graphs, we choose $w = w^*$ with $w^*$ being near to an optimal solution.

The smaller $C$, the larger $\sigma$ can be, hence, $\epsilon$ can be smaller which gives stronger privacy. However, the smaller $C$, the more iterations (larger $K$) are needed for convergence. And if selected too small, no fast enough convergence is possible.

In next experiments we use clipping constant $C = 0.1$, which gives a drop of at most 10% in test accuracy for $\sigma \leq 20$ for both strongly convex and plain convex objective functions. To keep the test accuracy loss $\leq 10\%$ in the non-convex case, we choose $C = 0.025$ and $\sigma \leq 12$.

4.2 Asynchronous DP-SGD with different constant sample size

Figure 1b and Figure 2b illustrate the test accuracy of our asynchronous DP-SGD with various constant sample sizes for the strongly convex and plain convex cases. Here, we use privacy budget $\epsilon = 0.04945$ and noise $\sigma = 19.2$. It is clear that with $s = 1$, the algorithm shows a bad test accuracy though this constant sample size has the maximum communication rounds. When we use a bigger constant sample size $s$, for example, $s = 26$, our algorithm can achieve the desired performance, when compared to other constant sample sizes.\footnote{\cite{https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html}}
non-convex case as shown in Figure 3 where we can see a similar pattern. Experimental results for other data sets are in Supplemental Material [1]. This confirms that our DP-SGD framework can converge to a decent accuracy while achieving a very small privacy budget $\epsilon$.

4.3 Asynchronous DP-SGD with different levels of privacy budget

Figure 1c and Figure 2c show that our DP-SGD framework converges to better accuracy if $\epsilon$ is slightly larger. E.g., in the strongly convex case, privacy budget $\epsilon = 0.04945$ achieves test accuracy 86% compared to 93% without differential privacy (hence, no added noise); $\epsilon = 0.1$, still significantly smaller than what is reported in literature, achieves test accuracy 91%. Figure 3c shows the test accuracy of our asynchronous DP-SGD for different privacy budgets $\epsilon$ in the non-convex case. For $\epsilon = 0.15$, our framework can achieve the test accuracy about 93%, compared to 98% without differential privacy. These figures again confirm the effectiveness of our DP-SGD framework, which can obtain a strong differential privacy guarantee.
5 Towards Using DP-SGD in Practice

In order to apply our theory in practice, we introduce a flow chart of our asynchronous DP-SGD learning from a client’s perspective in Figure 4. Each client wants to participate in the collective learning of a global model that achieves a sufficient target accuracy $\text{acc}_{\text{target}}$ with respect to their test data set. That is, when a client tests the final global model against its own private test set, then the client is satisfied if an accuracy $\text{acc}_{\text{target}}$ is achieved. Such accuracy can only be achieved for certain combinations of noise $\sigma$ and clipping constant $C$. In particular, the final round introduces Gaussian noise with deviation $\sigma$ and this leads to inherent inaccuracy of the final global model. Experiments in Section 4 have shown that reducing the clipping constant $C$ allows a larger $\sigma$ for attaining a good target accuracy $\text{acc}_{\text{target}}$ (if a sufficient larger number $K$ of gradient computations have been executed). Here, we note that $C$ cannot be reduced indefinitely without hurting accuracy; this is because a reduced clipping constant into some extent plays the role of a reduced step size (or learning rate) and we know that convergence to an accurate global model must start with a large enough step size. Therefore, before starting any learning, we need to understand how utility relates to $\sigma$ and the clipping constant $C$. This is reflected in the functionality “Utility Graph” in the flow chart of Figure 4. Based on learning a local model (and based on a-priori information from learning models on similar data sets), “Utility Graph” produces a set of pairs $\{(C_i, R_i)\}$ together with a total number $K$ of gradient computations: For various clipping constants $C_i$, a range $R_i$ of possible $\sigma$ is output. That is, if $\sigma \in R_i$ for clipping constant $C = C_i$, then there is a good indication that this will lead to at least target accuracy $\text{acc}_{\text{target}}$ of the final model after the client has contributed $K$ local gradient computations.

A second functionality in the flow chart is the “DP Calculator”. This calculator takes the pair $(C_i, R_i)$ that allows the maximum possible $\sigma$ in $R_i$. This $\sigma$ defines the best possible $(\epsilon, \delta)$-DP curve through our formula $\sqrt{2(\epsilon + \ln(1/\delta))}/\epsilon$. That is, it allows the “smallest” possible $(\epsilon, \delta)$ pairs. The “DP Calculator” checks whether the maximum $\sigma$ allows the target differential privacy budget of the client defined by $(\epsilon_{\text{target}}, \delta_{\text{target}})$. If not, then the client cannot participate in the collective learning. If the target differential privacy budget does fit, then, given $\sigma, \epsilon = \epsilon_{\text{target}}, \delta = \delta_{\text{target}}, K$, and the client’s data set size $N$, the “DP Calculator” computes the maximum possible sample size $s_{\text{max}}$ according to the conditions in Theorem 4. This in turn results in a number of rounds $T = K/s_{\text{max}}$. We propose to choose the maximum possible sample size as this leads to the best accuracy/utility in our experiments. This is because $s_{\text{max}}$ leads to the smallest number of rounds $T$, hence, the smallest number of times noise is added and aggregated into the global model at the server. (Also, as a secondary objective, a smaller number of rounds means less round communication.)

As soon as the “DP Calculator” has calculated all parameters, the client executes $T$ rounds of DP-SGD with sample (mini-batch) size $s = s_{\text{max}}$. This is represented by the “FLwithDP” functionality in the flow chart of Figure 4. Once the $T$ rounds are done, the client estimates the accuracy $\text{acc}$ of the last received global model based on the client’s test data set (publicly available). Next, the client checks whether it is at least the target accuracy $\text{acc}_{\text{target}}$. If so, then the client stops participating. That is, with each new global model received by the server, the clients test whether the accuracy is satisfactory; if not, then the client will want to participate again. If the test accuracy $\text{acc}$ is not sufficient, then the “DP Calculator” will work with a new $(C_i, R_i)$. The next subsection details the computations by the “DP Calculator” and explains the feedback loop in the flow chart of Figure 4.

We remark that the client can use a complimentary differential privacy accountant to keep track of the exact privacy budget that has been spent.
5.1 DP Calculator

We propose each local client to take control over its own privacy budget while making sure the locally measured test accuracy of the final global model is acceptable. The main idea is to start with an initial $\sigma = \sigma_0$ with appropriate clipping constant $C = C_0$ and an estimated number $K = K_0$ of local gradient computations needed for convergence to “sufficient” test accuracy (utility). For local data set size $N$, we want to compute proper parameter settings including the batch size $s = s_0$ for each round and the total number of rounds $T = T_0$ (with $K = sT$). Once the $T$ rounds are finished, local test data is used to compute the test accuracy of the final global model. If the accuracy is not satisfactory, then $\sigma$ must be reduced to a lower $\sigma_1$ (and we may re-tune to a larger clipping constant $C_1$). This leads to an additional (estimated) number of local $K_1$ gradient computations that need to be executed. The lower $\sigma$ corresponds to worse differential privacy since a lower $\sigma$ is directly related to a higher $\epsilon$ for given $\delta = 1/N$. The local client is in control of what $\epsilon$ is acceptable – and if needed, the local client simply stops participating helping the central server learn a global model.

In order to apply our theory, we pretend as if the initial $T$ rounds used the lower $\sigma = \sigma_1$ – this means that our analysis provides an advantage to the adversary as we assume less noise is used compared to what was initially actually used. Hence, the resulting DP guarantee for $\sigma_1$ will hold for all $K = K_0 + K_1$ local gradient computations. We use the new $\sigma = \sigma_1$ and $K$ together with badge size $s_0$ for the first $T_0$ rounds to compute a new parameter setting for the next rounds; this includes the number $T_1$ of additional rounds (making $T = T_0 + T_1$) and the new batch size $s_1$. The new batch size implies a new average $\bar{s} = (s_0T_0 + s_1T_1)/(T_0 + T_1)$ as well as a new variation $\theta_1 > 1$ of the sequence of batch sizes.

Once all $T = T_0 + T_1$ rounds are finished (or equivalently all $K = K_0 + K_1$ local gradient computations are finished), the local client again computes the test accuracy of the last global model. If not acceptable $\sigma$ is reduced again and we repeat the above process. If the test accuracy is acceptable, then the local client stops participating, that is, the local client stops gradient computations but continues to receive global models from the central server. As soon as the local client measures a new unacceptable local test accuracy, the client will continue the above process and starts a new series of rounds based on $\sigma$.

Stopping participation and later continuing if needed best fits learning problems over large data: Here, each local client samples its own local data set according to the ‘client’s behavior.’ The local client wants to prevent as much leakage of its privately selected local data set as possible. Notice that each local data set is too small for a local client to learn a global model on its own – this is why local clients need to unite in a joint effort to learn a global model (by using distributed SGD). Assuming all samples are iid (all local data sets are themselves sampled from a global distribution), the final global model is not affected by having more or less contribution from local clients (as a result of different stopping and continuation patterns). Notice that if local data sets would be heterogeneous, then the final global model corresponds to a mix of all heterogeneous data sets and here it matters how much each local client participates (as this influences the mix).

The above procedure describes an adaptive method for adjusting $\sigma$ to lower values if the locally measured test accuracy is not satisfactory. Of course, the local client sets an a-priori upper bound $\epsilon_{target}$ on the $\epsilon$ (with $\delta = \delta_{target} = 1/N$), its privacy budget. This privacy budget cannot be exceeded, even if the local test accuracy becomes unsatisfactory.

We notice that our theory is general in that it can be used to analyse varying sequences of batch sizes, which is needed for our adaptive method. We now describe in detail how to calculate parameter settings according to our theorems:

Suppose the local client has already computed for $T_0 + T_1 + \ldots + T_{j-1}$ rounds with badge sizes $s_0, s_1, \ldots, s_{j-1}$, hence, $K_0 = s_0T_0, K_1 = s_1T_1, \ldots, K_{j-1} = s_{j-1}T_{j-1}$. The local client sets/fixes the total $K_j$ of gradient computations it wants to compute over the next $T_j$ rounds. We want to compute a new $s_j$ and $T_j$. Notice that $s_j = K_j/T_j$ and $\bar{s} = \sum_{i=0}^j s_iT_i/T$, where $T = \sum_{j=0}^j T_i$. We want to find a suitable $s_j$.

We start our calculation with $s_j = 1$ and we rerun our calculation for bigger batch sizes until we reach a maximum. Given a choice $s_j = s$, we execute the following steps (we base the calculator on the slightly more complex but more accurate Theorem 4 of Appendix B):

1. Set $\delta = 1/N$, compute $T_j = K_j/s_j$ given the input values $K_j$ and $s_j$, compute the corresponding $\bar{s}$ (see above) together with corresponding $\theta = \max\{s_i\}/\bar{s}$. Compute $K = \sum_{i=0}^j K_i$.
2. Set $\gamma = 2$ (because $\gamma = 2 + O(\bar{s})$) as the initial value.
3. According to Theorem 4, we compute $\epsilon, \sigma$, and $\bar{\sigma}$ as follows:
   - Based on inequality (30), set $\epsilon$ as small as possible, that is, $\epsilon = \gamma\theta^2\bar{s}K\bar{N}^2$.
   - We distinguish two cases:
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A Asynchronous Mini-Batch DP-SGD

Algorithms 2, 3, and 4 explain in pseudo code our asynchronous LDP approach. It is based on the Hogwild! [27] recursion

\[ w_{t+1} = w_t - \eta_t \nabla f(\hat{w}_t; \xi_t), \]

where \( \hat{w}_t \) represents the vector used in computing the gradient \( \nabla f(\hat{w}_t; \xi_t) \) and whose vector entries have been read (one by one) from an aggregate of a mix of previous updates that led to \( w_j, j \leq t \). In a single-thread setting where updates are done in a fully consistent way, i.e. \( \hat{w}_t = w_t \), yields SGD with diminishing step sizes \( \{\eta_t\} \).

Recursion (6) models asynchronous SGD. The amount of asynchronous behavior that can be tolerated is given by some function \( \tau(t) \), see [24] where this is analysed for strongly convex objective functions: We say that the sequence \( \{w_t\} \) is consistent with delay function \( \tau \) if, for all \( t \), vector \( \hat{w}_t \) includes the aggregate of the updates up to and including those made during the \( (t - \tau(t)) \)-th iteration, i.e.,

\[ \hat{w}_t = w_0 - \sum_{j \in U} \eta_j \nabla f(\hat{w}_j; \xi_j) \]

for some \( U \) with \( \{0, 1, \ldots, t - \tau(t) - 1\} \subseteq U \).

In Algorithm 3 the local SGD iterations all compute gradients based on the same local model \( \hat{w}_i \), which gets substituted by a new global model \( \hat{v}_k \) as soon as it is received by the interrupt service routine ISRRECEIVE. As explained in ISRRECEIVE \( \hat{v}_k \) includes all the updates from all the clients up to and including their local rounds \( \leq k \). This shows that locally the delay \( \tau \) can be estimated based on the current local round \( i \) together with \( k \). Depending on how much delay can be tolerated SETUP defines \( \Upsilon(\hat{v}, i) \) to indicate whether the combination \( (k, i) \) is permissible (i.e., the corresponding delay aka asynchronous behavior can be tolerated). It has been shown that for strongly convex objective functions (without DP enhancement) the convergence rate remains optimal even if the delay \( \tau(t) \) is as large as \( \approx \sqrt{t} / \ln t \) [24]. Similar behavior has been reported for plain convex and non-convex objective functions in [25].

In Algorithm 4 we assume that messages/packets never drop; they will be resent but can arrive out of order. This guarantees that we get out of the "while \( \Upsilon(\hat{v}, i) \) is false loop" because at some moment the server receives all the updates in order to broadcast a new global model \( \hat{v}_{k+1} \) and once received by ISRRECEIVE this will increment \( k \) and make \( \Upsilon(\hat{v}, i) \) true which allows LOCALSGDWITHDP to exit the wait loop. As soon as the wait loop is exited we know that all local gradient computations occur when \( \Upsilon(\hat{v}, i) \) is true which reflect that these gradient computations correspond to delays that are permissible (in that we still expect convergence of the global model to good accuracy).

Algorithm 2 Client – Local model with Differential Privacy

1: procedure SETUP(n):
   
   Initialize sample size sequence \( \{s_i\}_{i=0}^T \), (diminishing) round step sizes \( \{\eta_i\}_{i=0}^T \), and a default global model \( \hat{v}_0 \) to start with.
   
   Define a permissible delay function \( \Upsilon(\hat{v}, i) \in \{ \text{True}, \text{False} \} \) which takes the current local round number \( i \) and the round number \( k \) of the last received global model into account to find out whether local SGD should wait till a more recent global model is received. \( \Upsilon(\cdot, \cdot) \) can also make use of knowledge of the sample size sequences used by each of the clients.

2: end procedure

In this paper we analyse the Gaussian based differential privacy method of [11]. We use their clipping method; rather than using the gradient \( \nabla f(\hat{w}, \xi) \) itself, we use its clipped version \( \nabla f(\hat{w}, \xi)_C \) where \( |x|_C = x / \max\{1, ||x||/C\} \). Also, we use the same mini-batch approach where before the start of the \( i \)-th local round a random min-batch of sample size \( s_i \) is selected. During the inner loop the sum of gradient updates is maintained where each of the gradients correspond to the same local model \( \hat{w} \) until it is replaced by a newer global model. In supplementary material [5] we show that this is needed for proving DP guarantees and that generalizing the algorithm by locally implementing the Hogwild! recursion itself (which updates the local model each iteration) does not work together with the DP analysis. So, our approach only uses the Hogwild! concept at a global round by round interaction level.

At the end of each local round the sum of updates \( \sum U \) is obsfuscated with Gaussian noise; Gaussian noise \( \mathcal{N}(0, C^2 \sigma_i^2) \) is added to each vector entry. In this general description \( \sigma_i \) is round dependent, but our DP analysis in Supplementary Material [5] must from some point onward assume a constant \( \sigma = \sigma_i \) over all rounds. The noised \( \sum U \) times the round step size \( \eta_i \) is added to the local model after which a new local round starts again.

**Our pseudocode uses the format from [25].**
Algorithm 3 Client – Local model with Differential Privacy

1: procedure ISRRECEIVE($\hat{v}_k$):
   This Interrupt Service Routine is called whenever a new broadcast global model $\hat{v}_k$ is received from the server.
   Once received, the client’s local model $\hat{w}$ is replaced with $\hat{v}_k$ (if no more recent global model $\hat{v}_{>k}$ was received out of order before receiving this $\hat{v}_k$.)
   The server broadcasts global model $\hat{v}_k$ for global round number $k$ once the updates corresponding to local round numbers $\leq k-1$ from all clients have been received and have been aggregated into the global model. The server aggregates updates from clients into the current global model as soon as they come in. This means that $\hat{v}_k$ includes all the updates from all the clients up to and including their local round numbers $\leq k-1$ and potentially includes updates corresponding to later round numbers from subsets of clients. The server broadcasts the global round number $k$ together with $\hat{v}_k$.
2: end procedure

Algorithm 4 Client – Local model with Differential Privacy

1: procedure LOCALSGDWITHDP($d$)
2: $i = 0$, $\hat{w} = \hat{v}_0$
3: while True do
   4: while $\Upsilon(k,i) = \text{False}$ do nothing \hspace{1cm} \triangleright k is the global round at the server.
   5: Uniformly sample a random set $\{\xi_h\}_{h=1}^{s_i} \subseteq d$
   6: $h = 0$, $U = 0$
   7: while $h < s_i$ do
      8: $g = [\nabla f(\hat{w}, \xi_h)]_C$
      9: $U = U + g$
   10: $h++$
   11: end while
   12: $n \sim \mathcal{N}(0, C^2\sigma_i^2 I)$
   13: $U = U + n$
   14: $\hat{w} = \hat{w} + \bar{\eta}_i \cdot U$
   15: Send $(i, U)$ to the Server.
   16: $i++$
   17: end while
18: end procedure

The noised $U$ is also transmitted to the server who adds $U$ times the round step size $\bar{\eta}_i$ to its global model $\hat{v}$. As soon as all clients have submitted their updates up to and including their local rounds $\leq k-1$, the global model $\hat{v}_k$ is broadcast to all clients, who in turn replace their local models with the newly received global model. Notice that $\hat{v}_k$ may include updates from a subset of client that correspond to local rounds $\geq k$.

The presented algorithm adapts to asynchronous behavior in the following two ways: We explained above that the broadcast global models $\hat{v}_k$ themselves include a mix of received updates that correspond to local rounds $\geq k$ – this is due to asynchronous behavior. Second, the sample size sequence $\{s_i\}$ does not necessarily need to be fixed a-priori during SETUP (the round step size sequence $\{\bar{\eta}_i\}$ does need to be fixed a-priori). In fact, the client can adapt its sample sizes $s_i$ on the fly to match its speed of computation and communication latency. This allows the client to adapt its local mini-batch SGD to its asynchronous behavior due to the scheduling of its own resources. Our DP analysis holds for a wide range of varying sample size sequences.

We notice that adapting sample size sequences on a per client basis still fits the same overall objective function as long as all local data sets are iid: This is because iid implies that the execution of the presented algorithm can be cast in a single Hogwild! recursion where the $\xi_h$ are uniformly chosen from a common data source distribution $D$. This corresponds to the stochastic optimization problem

$$\min_{w \in \mathbb{R}^d} \{ F(w) = \mathbb{E}_{\xi \sim D}[f(w; \xi)] \} ,$$

which defines objective function $F$ (independent of the locally used sample size sequences). Local data sets being iid in the sense that they are all, for example, drawn from car, train, boat, etc images benefit from DP in that car details (such as an identifying number plate), boat details, etc. need to remain private.
B  Differential privacy proofs

This appendix proves a key observation for building pro-active DP based on the DP moment accountant from [1]. As shown in [1], for any given \( T \geq 0 \) in one specific setting, there are many choices for \((\epsilon, \delta, \sigma)\) depending on two constants \( (c_1, c_2) \) (see Theorem 2). In our pro-active DP-SGD, we re-frame the problem as for a given \((\epsilon, \delta, \sigma)\) there are many choices \( T \) depending on \( K \) and sample size sequence \( s \), where \( T \geq k^2/\epsilon (\text{const} \cdot \epsilon) \) (see Theorem 1). We note that different DP frameworks may lead to different ways to construct pro-active DP-SGD solutions. Our example for demonstrating this concept has an important and novel property: We show \( \sigma \) does not depend on \( T \) which allows us to build our pro-active DP-SGD.

This appendix provides the proof of Theorem 1. It follows a sequence of steps: In Section B.1 we discuss the analysis of [1] and explain where we will improve. This leads in Section B.2 to an improved analysis yielding a first generally applicable Theorem [1]. DP definitions/tools with a key lemma (generalized from [1]) are discussed in Section B.2.1 and the proof of Theorem 3 is in Section B.2.2. As a consequence we derive in Section B.3 a simplified characterization in the form of Theorem 4. Finally, we introduce more coarse bounds in order to extract the more readable Theorem 1 in Section B.4.

B.1  DP-SGD Analysis by Abadi et al.

[1] proves the following theorem (rephrased using our notation substituting \( q = s/N \)):

**Theorem 2.** There exist constants \( c_1 \) and \( c_2 \) so that given a sample size sequence \( s_i = s \) and number of steps \( T \), for any \( \epsilon < c_1 T (s/N)^2 \), Algorithm 2 is \((\epsilon, \delta)-\)differentially private for any \( \delta > 0 \) if we choose

\[
\sigma \geq c_2 \frac{(s/N) \cdot \sqrt{T \ln(1/\delta)}}{\epsilon}.
\]

The theorem suggests a necessary dependence between \( \sigma \) and \( T \) where \( \sigma \) scales with \( \sqrt{T} \) for fixed \( s \) and \( N \). If this is indeed necessary, then in order to achieve good accuracy for a given \( \sigma \) we need to increase the number of rounds \( T \), but this requires us to increase \( \sigma \), which increases \( T \), etc.

This reasoning would imply a subtle setting of \( \sigma \) and \( T \) for a given privacy budget \((\epsilon, \delta)\) that leads to ‘best’ accuracy. Here, \( \sigma \) must be small enough so that it does not cause too much noise in the final global model. But this implies that the ‘best’ accuracy is restricted by only being able to use a limited number of training rounds \( T \) (since \( T \) cannot be too large for small enough \( \sigma = O(\sqrt{T}) \)).

The interpretation of Theorem 2, however, is more subtle: The condition on \( \epsilon \) in Theorem 2 is equivalent to

\[
1/\sqrt{c_1} < z \text{ where } z = (s/N) \cdot \sqrt{T/\epsilon}.
\]

Substituting this into the bound for \( \sigma \) yields

\[
\sigma \geq (c_2 \cdot z) \cdot \frac{\sqrt{\ln(1/\delta)}}{\epsilon}.
\]

This formulation only depends on \( T \) through the definition of \( z \). Notice that \( z \) may be as small as \( 1/\sqrt{c_1} \). In fact, it is unclear how \( z \) depends on \( T \) since \( T \) is equal to the total number \( K \) of gradient computations over all local rounds performed on the local data set divided by the mini-batch size \( s \), i.e., \( T = K/s \), hence, \( z = (K/N) \cdot \sqrt{1/(T \epsilon)} \). This shows that for fixed \( K \) and \( N \), we can increase \( T \) as long as \( 1/\sqrt{c_1} < z \), or equivalently,

\[
T < c_1 (K/N)^2 / \epsilon
\]

(notice that the original constraint on \( \epsilon \) in Theorem 2 directly translates into this upper bound on \( T \) by using \( T = K/s \)). Since \( \sigma \) cannot be chosen too large (otherwise the final global model has too much noise), \( \epsilon \), see (7), cannot be very small. Therefore, this more precise analysis still puts an upper bound on \( T \) which is in general much less than \( K \) for practically sized large data sets (\( K \) equals the maximum possible number of rounds for mini-batch size \( s = 1 \)).

Rather than applying Theorem 2, we can directly use the moment accountant method of its proof to analyse specific parameter settings. It turns out that \( T \) can be much larger than upper bound (8). In this paper we formalize this insight (by showing that ‘constants’ \( c_1 \) and \( c_2 \) can be chosen as functions of \( T \) and other parameters) and show a lower bound on \( \sigma \) which does not depend on \( T \) at all – in fact \( z \) in (7) can be characterized as a constant independent of any parameters. This will show that \( \sigma \) can remain small up to a lower bound that only depends on the privacy budget. We can freely increase \( T \) (up to \( K \) if needed) in order to improve accuracy.
B.2 A General Improved DP-SGD Analysis

We generalize Theorem 2 [1]:

**Theorem 3.** We assume that \( \sigma = \sigma_1 \) with \( \sigma \geq 216/215 \) for all rounds \( i \). Let

\[
r = r_0 \cdot 2^3 \cdot \left( \frac{1}{1 - u_0} + \frac{1}{1 - u_1} \frac{e^3}{\sigma^2} \right) c^{3/2} \text{ with } u_0 = \frac{2 \sqrt{r_0} \sigma}{\sigma - r_0} \text{ and } u_1 = \frac{2 e \sqrt{r_0} \sigma}{(\sigma - r_0) \sigma},
\]

where \( r_0 \) is such that it satisfies

\[r_0 \leq \frac{1}{e}, \quad u_0 < 1, \text{ and } u_1 < 1.\]

Let the sample size sequence satisfy \( s_i/N \leq r_0/\sigma \). For \( j = 1, 2, 3 \) we define \( \hat{S}_j \) (resembling an average over the sum of \( j \)-th powers of \( s_i/N \)) with related constants \( \rho \) and \( \hat{\rho} \):

\[
\hat{S}_j = \frac{1}{T} \sum_{i=0}^{T-1} \frac{s_i^j}{N(N - s_i)^{j-1}}, \quad \frac{\hat{S}_1 \hat{S}_3}{\hat{S}_2^2} \leq \rho \text{ and } \frac{\hat{S}_1^2}{\hat{S}_2} \leq \hat{\rho}.
\]

Let \( \epsilon = c_1 T \hat{S}_1^2 \). Then, Algorithm 4 is \((\epsilon, \delta)\)-differentially private if

\[
\sigma \geq \frac{2 \sqrt{\hat{S}_2 T(\epsilon + \ln(1/\delta))}}{\epsilon} \text{ where } c_0 = c(c_1) \text{ with } c(x) = \min \left\{ \frac{\sqrt{2 r \rho x + 1}}{r \rho x}, \frac{2}{\rho x} \right\}.
\]

This generalizes Theorem 2 where all \( s_i = s \) are constant. First, Theorem 3 covers a much broader class of sample size sequences that satisfy bounds on their ‘moments’ \( \hat{S}_j \) (this is more clear as a consequence of Theorem 3). Second, our detailed analysis provides a tighter bound in that it makes the relation between “constants” \( c_0 \) and \( c_1 \) explicit, contrary to [1]. Exactly due to this relation \( c_0 = c(c_1) \) we are able to prove in Supplemental Material B.3 Theorem 4 as a consequence of Theorem 3 by considering the case \( c(c_1) = 2/(\rho c_1) \).

In order to prove Theorem 3 we first set up the differential privacy framework of [1] in Appendix B.2.1. Here we enhance a core lemma by proving a concrete bound rather than an asymptotic bound on the so-called \( \lambda \)-th moment which plays a crucial role in the differential privacy analysis. The concrete bound makes explicit the higher order error term in [1].

In Appendix B.2.2 we generalize Theorem 2 of [1] by proving Theorem 4 using the core lemma of Appendix B.2.1.

B.2.1 Definitions and Main Lemma

We base our proofs on the framework and theory presented in [1]. In order to be on the same page we repeat and cite word for word their definitions:

For neighboring databases \( d \) and \( d' \), a mechanism \( \mathcal{M} \), auxiliary input \( \text{aux} \), and an outcome \( o \), define the privacy loss at \( o \) as

\[c(o; \mathcal{M}; \text{aux}, d, d') = \ln \frac{Pr[\mathcal{M}(\text{aux}, d) = o]}{Pr[\mathcal{M}(\text{aux}, d') = o]}.
\]

For a given mechanism \( \mathcal{M} \), we define the \( \lambda \)-th moment \( \alpha_{\mathcal{M}}(\lambda; \text{aux}, d, d') \) as the log of the moment generating function evaluated at the value \( \lambda \):

\[
\alpha_{\mathcal{M}}(\lambda; \text{aux}, d, d') = \ln E_{o \sim \mathcal{M}(\text{aux}, d)}[\exp(\lambda \cdot c(o; \mathcal{M}; \text{aux}, d, d'))].
\]

We define

\[
\alpha_{\mathcal{M}}(\lambda) = \max_{\text{aux}, d, d'} \alpha_{\mathcal{M}}(\lambda; \text{aux}, d, d')
\]

where the maximum is taken over all possible \( \text{aux} \) and all the neighboring databases \( d \) and \( d' \).

We first take Lemma 3 from [1] and make explicit their order term \( O(q^3 \lambda^3/\sigma^3) \) with \( q = s_i \) and \( \sigma = \sigma_1 \) in our notation. The lemma considers as mechanism \( \mathcal{M} \) the \( i \)-th round of gradient updates and we abbreviate \( \alpha_{\mathcal{M}}(\lambda) \) by \( \alpha_i(\lambda) \). The auxiliary input of the mechanism at round \( i \) includes all the output of the mechanisms of previous rounds (as in [1]).

For the local mini-batch SGD the mechanism \( \mathcal{M} \) of the \( i \)-th round is given by

\[
\mathcal{M}(\text{aux}, d) = \sum_{h=0}^{s_i-1} [\nabla f(\hat{w}, \xi_h)]_C + N(0, C^2 \sigma^2 I),
\]
where $\hat{w}$ is the local model at the start of round $i$ which is replaced by a new global model $\hat{v}$ as soon as a new $\hat{v}$ is received from the server (see ISRReceive), and where $\xi_i$ are drawn from training data $d$, and $[\cdot]_C$ denotes clipping (that is $|x|_C = x/\max\{1,|x|_2/C\}$). In order for $\mathcal{M}$ to be able to compute its output, it needs to know the global models received in round $i$ and it needs to know the starting local model $\hat{w}$. To make sure $\mathcal{M}$ has all this information, aux represents the collection of all outputs generated by the mechanisms of previous rounds $< i$ together with the global models received in round $i$ itself.

In the next subsection we will use the framework of [11] and apply its composition theory to derive bounds on the privacy budget $(\epsilon,\delta)$ for the whole computation consisting of $T$ rounds that reveal the outputs of the mechanisms for these $T$ rounds as described above.

We remind the reader that $s_i/N$ is the probability of selecting a sample from a sample set (batch) of size $s_i$ out of a training data set $d'$ of size $N = |d'|$; $\sigma_i$ corresponds to the $\mathcal{N}(0,C^2\sigma_i^2\mathbf{I})$ noise added to the mini-batch gradient computation in round $i$ (see the mechanism described above).

**Lemma 1.** Assume a constant $r_0 < 1$ and deviation $\sigma_i \geq 216/215$ such that $s_i/N \leq r_0/\sigma_i$. Suppose that $\lambda$ is a positive integer with

$$\lambda \leq \sigma_i^2 \ln \frac{N}{s_i\sigma_i}$$

and define

$$U_0(\lambda) = \frac{2\sqrt{\lambda r_0/\sigma_i}}{\sigma_i - r_0} \quad \text{and} \quad U_1(\lambda) = \frac{2\epsilon\sqrt{\lambda r_0/\sigma_i}}{(\sigma_i - r_0)\sigma_i}.$$

Suppose $U_0(\lambda) \leq u_0 < 1$ and $U_1(\lambda) \leq u_1 < 1$ for some constants $u_0$ and $u_1$. Define

$$r = r_0 \cdot 2^3 \left(1 - \frac{1}{1 - u_0} + \frac{1}{1 - u_1} \frac{e^3}{\sigma_i^2} \right) \exp(3/\sigma_i^2).$$

Then,

$$\alpha_i(\lambda) \leq \frac{s_i^2 \lambda (\lambda + 1)}{N(N - s_i)\sigma_i^2} + \frac{r}{r_0} \cdot \frac{s_i^3 \lambda^2 (\lambda + 1)}{N(N - s_i)^2 \sigma_i^3}.$$

**Proof.** The start of the proof of Lemma 3 in [11] implicitly uses the proof of Theorem A.1 in [10], which up to formula (A.2) shows how the 1-dimensional case translates into a privacy loss that corresponds to the 1-dimensional problem defined by $\mu_0$ and $\mu_1$ in the proof of Lemma 3 in [11], and which shows at the end of the proof of Theorem A.1 (p. 268 [10]) how the multi-dimensional problem transforms into the 1-dimensional problem. In the notation of Theorem A.1, $f(D) + \mathcal{N}(0,\sigma^2\mathbf{I})$ represents the general (random) mechanism $\mathcal{M}(D)$, which for Lemma 3 in [11]’s notation should be interpreted as the batch computation

$$\mathcal{M}(d) = \sum_{h \in J} f(d_h) + \mathcal{N}(0,\sigma^2\mathbf{I})$$

for a random sample/batch $\{d_h\}_{h \in J}$. Here, $f(d_h)$ (by abuse of notation – in this context $f$ does not represent the objective function) represent clipped gradient computations $\nabla f(\hat{w};d_h)$ where $\hat{w}$ is the last received global model with which round $i$ starts (Lemma 3 in [11] uses clipping constant $C = 1$, hence $\mathcal{N}(0,C^2\sigma_i^2\mathbf{I}) = \mathcal{N}(0,\sigma^2\mathbf{I})$).

Let us detail the argument of the proof of Lemma 3 in [11] in order to understand what flexibility is possible: We consider two data sets $d = \{d_1, \ldots, d_{N-1}\}$ and $d' = d + \{d_N\}$, where $d_N \notin d$ represents a new data base element so that $d$ and $d'$ differ in exactly one element. The size of $d'$ is equal to $N$. We define vector $x$ as the sum

$$x = \sum_{j \in J \setminus \{N\}} f(d_j).$$

Let

$$z = f(d_N).$$

If we consider data set $d$, then sample set $J \subseteq \{1, \ldots, N-1\}$ and mechanism $\mathcal{M}(d)$ returns

$$\mathcal{M}(d) = \sum_{h \in J} f(d_h) + \mathcal{N}(0,\sigma^2\mathbf{I}) = \sum_{h \in J \setminus \{N\}} f(d_h) + \mathcal{N}(0,\sigma^2\mathbf{I}) = x + \mathcal{N}(0,\sigma^2\mathbf{I}).$$
If we consider data set $d'$, then $J \subseteq \{1, \cdots, N\}$ contains $d_N$ with probability $q = |J|/N$ ($|J| = s_i$ is the sample size used in round $i$). In this case mechanism $\mathcal{M}(d')$ returns

$$\mathcal{M}(d') = \sum_{h \in J} f(d_h) + \mathcal{N}(0, \sigma^2 \mathbf{I}) = f(d_N) + \sum_{h \in J \setminus \{N\}} f(d_h) + \mathcal{N}(0, \sigma^2 \mathbf{I}) = z + x + \mathcal{N}(0, \sigma^2 \mathbf{I})$$

with probability $q$. It returns

$$\mathcal{M}(d') = \sum_{h \in J} f(d_h) + \mathcal{N}(0, \sigma^2 \mathbf{I}) = \sum_{h \in J \setminus \{N\}} f(d_h) + \mathcal{N}(0, \sigma^2 \mathbf{I}) = x + \mathcal{N}(0, \sigma^2 \mathbf{I})$$

with probability $1 - q$. Combining both cases shows that $\mathcal{M}(d')$ represents a mixture of two Gaussian distributions (shifted over a vector $x$):

$$\mathcal{M}(d') = x + (1 - q) \cdot \mathcal{N}(0, \sigma^2 \mathbf{I}) + q \cdot \mathcal{N}(z, \sigma^2 \mathbf{I}).$$

This high dimensional problem is transformed into a single dimensional problem at the end of the proof of Theorem A.1 (p. 268 [10]) by considering the one dimensional line from point $x$ into the direction of $z$, i.e., the line through points $x$ and $x + z$; the one dimensional line maps $x$ to the origin $0$ and $x + z$ to $\|z\|_2$. $\mathcal{M}(d)$ as well as $\mathcal{M}(d')$ projected on this line are distributed as

$$\mathcal{M}(d) \sim \mu_0 \text{ and } \mathcal{M}(d') \sim (1 - q) \mu_0 + q \mu_1,$$

where

$$\mu_0 \sim \mathcal{N}(0, \sigma^2) \text{ and } \mu_1 \sim \mathcal{N}(\|z\|_2, \sigma^2).$$

In [1] as well as in this paper the gradients are clipped (their Lemma 3 uses clipping constant $C = 1$) and this implies

$$\|z\|_2 = \|f(d_N)\|_2 \leq C = 1.$$

Their analysis continues by assuming the worst-case in differential privacy, that is,

$$\mu_1 \sim \mathcal{N}(1, \sigma^2).$$

Notice that the above argument analyses a local mini-batch SGD computation. Rather than using a local mini-batch SGD computation, can we use clipped SGD iterations which continuously update the local model:

$$\hat{w}_{t+1} = \hat{w}_t - \eta_t \nabla [f(\hat{w}_t, \xi_t)] C.$$

This should lead to faster convergence to good accuracy compared to a local minibatch computation. However, the above arguments cannot proceed because (in the notation used above where the $d_h, h \in J$, are the $\xi_h, h \in \{0, \cdots, s_i - 1 = |J| - 1\}$) selecting sample $d_N$ in iteration $h$ does not only influence the update computed in iteration $h$ but also influences all iterations after $h$ till the end of the round (because $f(d_N)$ updates the local model in iteration $h$ which is used in the iterations that come after). Hence, the dependency on $d_N$ is directly felt by $f(d_N)$ in iteration $h$ and indirectly felt in the $f(d_j)$ that are computed after iteration $h$. This means that we cannot represent distribution $\mathcal{M}(d')$ as a clean mix of Gaussian distributions with a mean $z$, whose norm is bounded by the clipping constant.

The freedom which we do have is replacing the local model by a newly received global model. This is because the updates $f(d_h), h \in J$, computed locally in round $i$ have not yet been transmitted to the server and, hence, have not been aggregated into the global model that was received. In a way the mechanism $\mathcal{M}(d)$ is composed of two (or multiple if more newer and newer global models are received during the round) sums

$$\mathcal{M}(d) = \sum_{h \in J_0} f_0(d_h) + \sum_{h \in J_1} f_1(d_h) + \mathcal{N}(0, \sigma^2 \mathbf{I}),$$

where $J = J_0 \cup J_1$ and $J_0$ represent local gradient computations, shown by $f_0(.)$, based on the initial local model $\hat{w}$ and $J_1$ represent the local gradient computations, shown by $f_1(.)$, based on the newly received global model $\hat{v}$ which replaces $\hat{w}$. As one can verify, the above arguments are still valid for this slight adaptation. As in Lemma 3 in [1] we

\[\text{We do not have fixed constant sample sizes, instead we have probabilistic sample sizes with a predetermined expectation. The idea is to add each data element to the sample with probability } s_i/N. \text{ This means that the sample size is equal to } s_i \text{ in expectation. This allows one to compare two samples that differ in exactly one element } d_N \text{ (as is done in this argument). If one uses fixed constant sample sizes, then } \mathcal{M}(d') = x + (1 - q) \cdot \mathcal{N}(0, \sigma^2 \mathbf{I}) + q \cdot \mathcal{N}(f(d_N) - f(d_h), \sigma^2 \mathbf{I}) \text{ for } z = f(d_N) \text{ and some } h \in J. \text{ Now } \|f(d_N) - f(d_h)\|_2 \leq \|f(d_N)\|_2 + \|f(d_h)\|_2 \leq 2C = 2 \text{ and we pay a factor } 2 \text{ penalty. In the f-DP we actually consider the latter and work with fixed (non-probabilistic) constant sample sizes.}\]

\[\text{Unless we assume a general upper bound on the norm of the Hessian of the objective function which should be large enough to cover a wide class of objective functions and small enough in order to be able to derive practical differential privacy guarantees.}\]
can now translate our privacy loss to the 1-dimensional problem defined by \( \mu_0 \sim \mathcal{N}(0, C^2 \sigma^2) \) and \( \mu_1 \sim \mathcal{N}(C, C^2 \sigma^2) \) for \( \| \nabla f(\cdot, \cdot) \|_2 \leq C \) as in the proof of Lemma 3 (which after normalization with respect to \( C \) gives the formulation of Lemma 3 in \([1]\) for \( C = 1 \)).

The remainder of the proof of Lemma 3 analyses \( \mu_0 \) and the mix \( \mu = (1 - q)\mu_0 + q\mu_1 \) leading to bounds for the expectations (3) and (4) in \([1]\) which only depend on \( \mu_0 \) and \( \mu_1 \). Here, \( q \) is the probability of having a special data sample \( \xi \) (written as \( d_N \) in the arguments above) in the batch. In our algorithm \( q = s_i/N \). So, we may adopt the statement of Lemma 3 and conclude for the \( i \)-th component

\[
\alpha_i(\lambda) \leq \frac{s_i^2 \lambda (\lambda + 1)}{N(N - s_i)\sigma^2_i} + O\left(\frac{s_i^3 \lambda^3}{N^3\sigma^4_i}\right).
\]

In order to find an exact expression for the higher order term we look into the details of Lemma 3 of \([1]\). It computes an upper bound for the binomial tail

\[
\sum_{t=3}^{\lambda+1} \binom{\lambda + 1}{t} \mathbb{E}_{\tilde{z} \sim \nu_i} \left[ (\nu_0(z) - \nu_1(z))/\nu_1(z) \right]^t,
\]

where

\[
\begin{aligned}
\mathbb{E}_{\tilde{z} \sim \nu_i} \left[ (\nu_0(z) - \nu_1(z))/\nu_1(z) \right]^t &\leq \frac{(2q)^t(t-1)!!}{2(1-q)t^{-1}\sigma^t} + \frac{q^t \exp((t^2-t)/(2\sigma^2))(\sigma^t(t-1)!! + t^t)}{2(1-q)t^{-1}\sigma^t} \\
&= \frac{(2q)^t(t-1)!!(1 + \exp((t^2-t)/(2\sigma^2)))(1 + \exp((t^2-t)/(2\sigma^2) + t^t)}{2(1-q)t^{-1}\sigma^t}
\end{aligned}
\]

(10)

Since \( t \geq 3 \), we have the coarse upper bounds

\[
1 \leq \frac{\exp((t^2-t)/(2\sigma^2))}{\exp((3^2-3)/(2\sigma^2))} \quad \text{and} \quad 1 \leq \frac{1 + \exp((t^2-t)/(2\sigma^2))}{(1-q)^{t+1}\sigma^t}.
\]

By defining \( c \) as 1 plus the maximum of these two bounds,

\[
c = 1 + \max \{1, 1/(1-q \cdot 216)\}/\exp(3/\sigma^2),
\]

we have (10) at most

\[
\frac{(2q)^t(t-1)!!c \exp((t^2-t)/(2\sigma^2))}{2(1-q)t^{-1}\sigma^t} + \frac{q^t(1-q)^2t \exp((t^2-t)/(2\sigma^2))}{2(1-q)t^{t+1}\sigma^t}.
\]

Generally (for practical parameter settings as we will find out), \( q \leq 1 - 1/216 \) which makes \( c \leq 2 \). In the remainder of this proof, we use \( c = 2 \) and assume \( q \leq 215/216 \). In fact, assume in the statement of the lemma that \( \sigma = \sigma_i \geq 216/215 \) which together with \( q = s_i/N \leq r_0/\sigma_i \) and \( r_0 < 1 \) implies \( q \leq 215/216 \).

After multiplying (11) with the upper bound for

\[
\binom{\lambda + 1}{t} \leq \frac{\lambda + 1}{t!} \lambda^t
\]

and noticing that \((t-1)!!/t! \leq 1 \) and \( t!/t! \leq e^t \) we get the addition of the following two terms

\[
\frac{\lambda + 1}{\lambda} \frac{c \exp((t^2-t)/(2\sigma^2))}{(1-q)^{t+1}\sigma^t} + \frac{1 + \lambda^t q^t(1-q)^2t \exp((t^2-t)/(2\sigma^2))}{(1-q)^{t+1}\sigma^t}.
\]

This is equal to

\[
(1-q) \frac{\lambda + 1}{\lambda} \left( \frac{\lambda q \exp((t-1)/(2\sigma^2))}{1-q}\right)^t
\]

(12)
We notice that by using \( t \leq \lambda+1, \lambda/\sigma^2 \leq \ln(1/(q\sigma)) \) (assumption), and \( q = s_{i,c}/N_c \leq r_0/\sigma \) we obtain
\[
\frac{\lambda 2q \exp((t-1)/(2\sigma^2))}{(1-q)\sigma} \leq \frac{\lambda 2q \exp(\lambda/(2\sigma^2))}{(1-q)\sigma} \leq \frac{2\sqrt{\lambda q}}{(1-q)\sigma} = \frac{2\sqrt{\lambda r_0/\sigma}}{\sigma - r_0} = U_0(\lambda)
\]
and
\[
\frac{\lambda q 2 \exp(1 + (t-1)/(2\sigma^2))}{(1-q)\sigma^2} \leq \frac{\lambda q 2 \exp(\lambda/(2\sigma^2))}{(1-q)\sigma^2} \leq \frac{2\sqrt{\lambda q}}{(1-q)\sigma^2} = \frac{2\sqrt{\lambda r_0/\sigma}}{(\sigma - r_0)\sigma} = U_1(\lambda).
\]
Together with our assumption on \( U_0(\lambda) \) and \( U_1(\lambda) \), this means that the binomial tail \( \mathbb{P}(\hat{S}_0) \) is upper bounded by the two terms in (12) after substituting \( t = 3 \), with the two terms multiplied by
\[
\sum_{j=0}^{\infty} U_0(\lambda)^j = \frac{1}{1 - U_0(\lambda)} \leq \frac{1}{1 - u_0} \quad \text{and} \quad \sum_{j=0}^{\infty} U_1(\lambda)^j = \frac{1}{1 - U_1(\lambda)} \leq \frac{1}{1 - u_1}
\]
respectively. For (9) this yields the upper bound
\[
\frac{1}{1 - u_0} (1-q) \lambda \left( \frac{\lambda 2q \exp(1/\sigma^2)}{(1-q)\sigma} \right)^3 \leq \left( \frac{1}{1 - u_0} 2^3 \exp(3/\sigma^2) + \frac{1}{1 - u_1} \frac{2^3 \exp(3 + 3/\sigma^2)}{\sigma^3} \right) \frac{\lambda^2 (\lambda + 1) q^3}{(1-q)^2\sigma^3},
\]
which finalizes the proof.

**B.2.2 Proof of Theorem 3**

The proof Theorem 3 follows the line of thinking in the proof of Theorem 1 in [1]. Our theorem applies to varying sample/batch sizes and for this reason introduces moments \( \hat{S}_j \). Our theorem explicitly defines the constant used in the lower bound of \( \sigma \) – this is important for proving our second (main) theorem in the next subsection.

Theorem 3 assumes \( \sigma = \sigma_i \) for all rounds \( i \) with \( \sigma \geq 216/215 \); constant \( r_0 \leq 1/e \) such that \( s_i/N \leq r_0/\sigma \); constant
\[
r = r_0 \cdot 2^3 \left( \frac{1}{1 - u_0} + \frac{1}{1 - u_1} \frac{e^3}{\sigma^3} \right) \exp(3/\sigma^2),
\]
where
\[
u_0 = \frac{2\sqrt{\lambda r_0/\sigma}}{\sigma - r_0} \quad \text{and} \quad \nu_1 = \frac{2\sqrt{\lambda r_0/\sigma}}{(\sigma - r_0)\sigma}
\]
are both assumed < 1.

For \( j = 1, 2, 3 \) we define
\[
\hat{S}_j = \frac{1}{T} \sum_{i=0}^{T-1} \frac{s_i^j}{N(N - s_i)^{j-1}} \quad \text{with} \quad \frac{\hat{S}_1 \hat{S}_3}{\hat{S}_2} \leq \rho, \quad \frac{\hat{S}_1^2}{\hat{S}_2} \leq \hat{\rho}.
\]
Based on these constants we define
\[
c(x) = \min \left\{ \frac{\sqrt{2\rho x + 1}}{\rho x}, \frac{2}{\rho x} \right\}.
\]
Let \( \epsilon = c_1 T \hat{S}_1^2. \) We want to prove Algorithm 4 is \( (\epsilon, \delta) \)-differentially private if
\[
\sigma \geq \frac{2}{\sqrt{c_0}} \sqrt{\hat{S}_2 T(\epsilon + \ln(1/\delta))}, \quad \text{where} \quad c_0 = c(c_1).
\]
\( s_i^j \) denotes the \( j \)-th power \( (s_i)^j \).
Proof. For \( j = 1, 2, 3 \), we define
\[
S_j = \sum_{i=0}^{T-1} \frac{s_i^j}{N(N-s_i)^{j-1}} \sigma_i^j \quad \text{and} \quad S'_j = \frac{1}{T} \sum_{i=0}^{T-1} \frac{s_i^j \sigma_i^j}{N(N-s_i)^{j-1}}.
\]
(Notice that \( S'_1 \leq r_0 \)). Translating Lemma 1 in this notation yields (we will verify the requirement/assumptions of Lemma 1 on the fly below)
\[
\sum_{i=0}^{T-1} \alpha_i(\lambda) \leq S_2 \lambda(\lambda + 1) + \frac{r}{r_0} S_3 \lambda^2(\lambda + 1).
\]
The composition Theorem 2 in [1] shows that our algorithm for client \( c \) is \((\epsilon, \delta)\)-differentially private for
\[
\delta \geq \min_{\lambda} \exp \left( \sum_{i=0}^{T-1} \alpha_i(\lambda) - \lambda \epsilon \right),
\]
where \( T \) indicates the total number of batch computations and the minimum is over positive integers \( \lambda \). Similar to their proof we choose \( \lambda \) such that
\[
S_2 \lambda(\lambda + 1) + \frac{r}{r_0} S_3 \lambda^2(\lambda + 1) - \lambda \epsilon \leq -\lambda \epsilon / 2.
\]
This implies that we can choose \( \delta \) as small as \( \exp(-\lambda \epsilon / 2) \), i.e., if
\[
\delta \geq \exp(-\lambda \epsilon / 2),
\]
then we have \((\epsilon, \delta)\)-differential privacy. After dividing by the positive integer \( \lambda \), inequality (14) is equivalent to the inequality
\[
S_2 (\lambda + 1) + \frac{r}{r_0} S_3 (1 + \lambda) \leq \epsilon / 2,
\]
which is equivalent to
\[
(\lambda + 1) \left( 1 + \frac{r}{r_0} \frac{S_3}{S_2} \right) \leq \frac{\epsilon}{2 S_2}.
\]
This is in turn implied by
\[
\lambda + 1 \leq c_0 \frac{\epsilon}{2 S_2}
\]
(16)
together with
\[
c_0 \frac{\epsilon}{2 S_2} \left( 1 + \frac{r}{r_0} \frac{S_3}{S_2} c_0 \frac{S_3}{S_2} \right) \leq \frac{\epsilon}{2 S_2},
\]
or equivalently,
\[
c_0 \left( 1 + \frac{r}{2r_0} \cdot c_0 \frac{S_3}{S_2} \epsilon \right) \leq 1.
\]
(17)
We use
\[
\epsilon = c_1 \cdot T S'_2 = c_1 \cdot S_1 S'_1
\]
(18)
(for constant \( \sigma_i = \sigma \)). This translates our requirements (16) and (17) into
\[
\lambda + 1 \leq \frac{c_0 c_1 S_1 S'_1}{2} \quad \text{and} \quad \frac{c_0}{2} \left( 1 + \frac{r}{2r_0} \cdot c_0 c_1 \frac{S_1 S_3}{S_2} S'_1 \right) \leq 1.
\]
(19)
(20)
Since we assume
\[
\frac{S_1 S_3}{S'_2} = \frac{\hat{S}_1 \hat{S}_3}{S'_2} \leq \rho
\]
and since we know that \( S'_1 \leq r_0 \), requirement (20) is implied by
\[
c_0 (1 + \frac{r \rho}{2} c_0 c_1) \leq 1,
\]
or equivalently
\[ c_1 \leq \frac{1 - c_0}{\epsilon^2 c_0^2}. \] (21)

Also notice that for constant \( \sigma_i = \sigma \) we have \( S'_1 = S_1 \sigma^2 / T \). Together with
\[
\frac{S_1^2}{S_2} = \frac{\hat{S}_2^2}{\hat{S}_2} T \leq \hat{\rho} T
\]
we obtain from (19)
\[
\lambda + 1 \leq \frac{c_0 c_1}{2} \frac{S_1 S'_1}{S_2} \leq \frac{c_0 c_1}{2} \hat{\rho} \sigma^2.
\] (22)

Generally, if
\[
c_1 \leq \frac{2}{\hat{\rho} c_0},
\] (23)
then (22) implies \( \lambda \leq \sigma^2 \). Hence, (a) for our choice of \( u_0 \) and \( u_1 \) in this theorem, \( U_0(\lambda) \leq u_0 \) and \( U_1(\lambda) \leq u_1 \) as defined in Lemma 1, and (b) the condition \( \lambda \leq \sigma^2 \ln \frac{N}{\hat{S}_2 \sigma_i} \) is satisfied (by assumption, \( \frac{N}{\hat{S}_2 \sigma_i} \geq 1/r_0 \geq \epsilon \)). This implies that Lemma 1 is indeed applicable.

For the above reasons we strengthen the requirement on \( \epsilon \) (conditions (21) and (23) with (18)) to
\[
\epsilon \leq \min \left\{ \frac{1 - c_0}{\epsilon^2 c_0^2}, \frac{2}{\hat{\rho} c_0} \right\} \cdot S_1 S'_1
\]
For constant \( \sigma_i = \sigma \), we have
\[
S_1 S'_1 = T \hat{S}_2^2,
\]
and the latter inequality is equivalent to
\[
\sigma \geq \frac{2}{\sqrt{c_0}} \sqrt{\hat{S}_2 T} \left( \epsilon + \ln(1/\delta) \right).
\] (27)

Summarizing (24), (16), and (15) for some positive integer \( \lambda \) proves \((\epsilon, \delta)\)-differential privacy.

Condition (15) (i.e., \( \exp(-\lambda \epsilon/2) \leq \delta \)) is equivalent to
\[
\ln(1/\delta) \leq \frac{\lambda \epsilon}{2}
\] (25)

If
\[
\lambda = \left\lfloor \frac{c_0 \epsilon}{2} \right\rfloor - 1
\] (26)
is positive, then it satisfies (16) and we may use this \( \lambda \) in (25). This yields the condition
\[
\ln(1/\delta) \leq \left( \left\lfloor \frac{c_0 \epsilon}{2} \right\rfloor - 1 \right) \frac{\epsilon}{2},
\]
which is implied by
\[
\ln(1/\delta) \leq \left( \frac{c_0 \epsilon}{2} - 2 \right) \frac{\epsilon}{2} = \frac{c_0}{4S_2^2} \epsilon^2 - \epsilon.
\]

For constant \( \sigma_i = \sigma \) we have \( S_2 = \hat{S}_2 T / \sigma^2 \) and the latter inequality is equivalent to
\[
\sigma \geq \frac{2}{\sqrt{c_0}} \sqrt{\hat{S}_2 T (\epsilon + \ln(1/\delta))}.
\] (27)

Summarizing, if (24), (27), and the lambda value (26) is positive, then this shows \((\epsilon, \delta)\)-differential privacy.

The condition (26) being positive follows from
\[
\frac{4S_2}{c_0} \leq \epsilon.
\]

Substituting \( S_2 = \hat{S}_2 T / \sigma^2 \) yields the equivalent condition
\[
\frac{4T \hat{S}_2}{\sigma^2 c_0} \leq \epsilon
\] (27)
or
\[
\sigma \geq \frac{2}{\sqrt{c_0}} \sqrt{S_2 \sqrt{T \epsilon}} e^{-\epsilon},
\]
which is implied by (27). Summarizing, if (24) and (27), then this shows \((\epsilon, \delta)\)-differential privacy. Notice that (27) corresponds to Theorem 1 in [1] where all \(s_i\) are constant implying \(\sqrt{S_2} = \sqrt{q/(1-q)}\) in their notation.

We are interested in a slightly different formulation: Given
\[
c_1 = \min \left\{ \frac{1 - c_0}{r_p c_0^2}, \frac{2}{\hat{\rho} c_0} \right\}
\]
what is the maximum possible \(c_0\) (which minimizes \(\sigma\) implying more fast convergence to an accurate solution). We need to satisfy
\[
c_0 \leq \frac{2}{\hat{\rho} c_1} - 1 \leq 0,
\]
that is,
\[
(c_0 + 1/(r_p c_1))^2 \leq 1/\left( \frac{r_p}{2} c_1 + 1/(r_p c_1)^2 \right),
\]
or
\[
c_0 \leq \frac{1/(r_p c_1) + 1/(r_p c_1)^2 - 1/(r_p c_1)}{\sqrt{2r_p c_1 + 1}}.
\]
We have
\[
c_0 = \min \left\{ \frac{\sqrt{2r_p c_1 + 1} - 1}{r_p c_1}, \frac{2}{\hat{\rho} c_1} \right\} = c(c_1).
\]
This finishes the proof.

### B.3 A Simplified Characterization

So far, we have generalized Theorem 2 in Appendix [B] in a non-trivial way by analysing increasing sample size sequences, by making explicit the higher order error term in [1], and by providing a precise functional relationship among the constants \(c_1\) and \(c_2\) in Theorem 2. The resulting Theorem 3 is still hard to interpret. The next theorem is a consequence of Theorem 3 and brings us the interpretation we look for.

**Theorem 4.** For sample size sequence \(\{s_i\}_{i=0}^{T-1}\) the total number of local SGD iterations is equal to
\[
K = \sum_{i=0}^{T-1} s_i.
\]
We define the mean \(\bar{s}\) and maximum \(s_{\text{max}}\) and their quotient \(\theta\) as
\[
\bar{s} = \frac{1}{T} \sum_{i=0}^{T-1} s_i = \frac{K}{T}, \quad s_{\text{max}} = \max\{s_0, \ldots, s_{T-1}\}, \quad \text{and} \quad \theta = \frac{s_{\text{max}}}{\bar{s}}.
\]
We define
\[
h(x) = \left( \sqrt{1 + (e/x)^2} - e/x \right)^2, \quad g(x) = \min \left\{ \frac{1}{e x}, h(x) \right\},
\]
and denote by \(\gamma\) the smallest solution satisfying
\[
\gamma \geq \frac{2}{1 - \tilde{\alpha}} + \frac{2^4 \cdot \tilde{\alpha}}{1 - \tilde{\alpha}} \left( \frac{\sigma}{(1 - \sqrt{\tilde{\alpha}})^2} + \frac{1}{\sigma(1 - \tilde{\alpha}) - 2e\sqrt{\tilde{\alpha}} \sigma} \right) e^{3/\sigma^2} \text{ with } \tilde{\alpha} = \frac{eN}{\gamma K}.
\]
If the following requirements are satisfied:
\[
\bar{s} \leq g \left( \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon} \right) \cdot N, \quad (28)
\]
\[
\epsilon \leq \gamma h(\sigma) \cdot \frac{K}{N}, \quad (29)
\]
\[
\epsilon \geq \gamma \theta^2 \cdot \frac{K}{N} \cdot \frac{\bar{s}}{N}, \quad \text{and} \quad (30)
\]
\[
\sigma \geq \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon}, \quad (31)
\]
then Algorithm 4 is \((\epsilon, \delta)\)-differentially private.
Its proof follows from analysing the requirements stated in Theorem 3. We will focus on the case where $c(x) = \frac{2}{\rho x}$, which turns out to lead to practical parameter settings as discussed in the main body of the paper.

**Requirement on $r$ – (34):** In Theorem 3 we use

$$r = r_0 \cdot 2^3 \cdot \left( \frac{1}{1 - u_0} + \frac{1}{1 - u_1} \right) e^{3/\sigma^2}$$

with

$$u_0 = \frac{2 \sqrt{r_0} \sigma}{\sigma - r_0} \quad \text{and} \quad u_1 = \frac{2e \sqrt{r_0} \sigma}{(\sigma - r_0) \sigma},$$

where $r_0$ is such that it satisfies

$$r_0 \leq \frac{1}{e}, \quad u_0 < 1, \quad \text{and} \quad u_1 < 1.$$ (32)

In our application of Theorem 3 we substitute $r_0 = \alpha \sigma$. This translates the requirements of (32) into

$$\alpha \leq \frac{1}{e}, \quad \alpha < 1, \quad \text{and} \quad \sigma > \frac{2e \sqrt{\alpha}}{1 - \alpha}. \quad (33)$$

As we will see in our derivation, we will require another lower bound (38) on $\sigma$. We will use (38) together with

$$\alpha \leq \frac{1}{e}, \quad \alpha < 1, \quad \text{and} \quad \sqrt{2(\epsilon + \ln(1/\delta))}/\epsilon > \frac{2e \sqrt{\alpha}}{1 - \alpha}$$

(34)

(33) to imply the needed requirement (33). These new bounds on $\alpha$ are in turn equivalent to

$$\alpha \leq g(\epsilon, \delta) \quad \text{where} \quad g(\epsilon, \delta) = \min \left\{ \frac{\sqrt{2(\epsilon + \ln(1/\delta))}}{\epsilon}, \left( \frac{1 + \frac{e^2 \epsilon}{2(\epsilon + \ln(1/\delta))}}{\sqrt{2(\epsilon + \ln(1/\delta))/\epsilon}} \right)^2 \right\}$$

(38)

(notice that this implies $\alpha < 1$).

Substituting $r_0 = \alpha \sigma$ in the formula for $r$ yields the expression

$$r = 2^3 \cdot \left( \frac{\sigma}{(1 - \sqrt{\alpha})^2} + \frac{1}{\sigma(1 - \alpha) - 2e \sqrt{\alpha} / \sigma} \right) \cdot e^{3/\sigma^2} (1 - \alpha) \alpha.$$ (35)

**Requirement on $s_i/N$ – (36):** In Theorem 3 we also require $s_i/N \leq r_0/\sigma$ which translates into

$$s_i/N \leq \alpha. \quad (36)$$

**Requirement on $\sigma$ – (38) and (39):** In Theorem 3 we restrict ourselves to the case where function $c(x)$ attains the minimum $c(x) = 2/(\rho x)$. This happens when

$$\frac{\sqrt{2\rho x + 1} - 1}{\rho x} \geq \frac{2}{\rho x}.$$ (37)

This is equivalent to

$$x \geq 2r \frac{\rho}{\rho^2} + \frac{2}{\rho}.$$ (37)

Notice that in the lower bound for $\sigma$ in Theorem 3 we use $c_0 = c(x)$ for $x = c_1$, where $c_1$ is implicitly defined by

$$\epsilon = c_1 T S_i^2$$

or equivalently

$$c_1 = \frac{\epsilon}{T S_i^2}.$$ (38)

To minimize $\epsilon$, we want to minimize $c_1 = x$. That is, we want $c_1 = x$ to match the lower bound (37). This lower bound is smallest if we choose the smallest possible $\rho$ (due to the linear dependency of the lower bound on $\rho$). Given the constraint on $\rho$ this means we choose

$$\rho = \frac{S_i S_j}{S_2},$$ (39)
For $c_1 = x$ satisfying (37) we have
\[ c_0 = c(c_1) = \frac{2}{\rho x}. \]
Substituting this in the lower bound for $\sigma$ attains
\[ \sigma \geq \frac{2}{\sqrt{c(c_1)}} \sqrt{\frac{\hat{S}_2 T(\epsilon + \ln(1/\delta))}{\epsilon}} = \sqrt{\frac{\hat{\rho} S_2}{S_1^2}} \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon}. \]
In order to yield the best test accuracy we want to choose the smallest possible $\sigma$. Hence, we want to minimize the lower bound for $\sigma$ and therefore choose the smallest $\hat{\rho}$ given its constraints, i.e.,
\[ \hat{\rho} = \frac{\hat{S}_2^2}{\hat{S}_1^2}. \]
This gives
\[ \sigma \geq \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon}. \]
(38)
Notice that this lower bound implies $\sigma \geq 216/215$ and for this reason we do not state this as an extra requirement.

Our expressions for $\rho$, $\hat{\rho}$, and $c_1$ with $x = c_1$ shows that lower bound (37) holds if and only if
\[ \epsilon \geq \left(2r \frac{\hat{S}_3}{\hat{S}_1} + 2\hat{S}_2\right)T. \]
(39)

**Requirement implying (39):** The definition of moments $\hat{S}_j$ imply
\[ \hat{S}_1 = \frac{K}{TN} \]
and, since $s_i/N \leq \alpha < 1$,
\[ \hat{S}_j \leq \alpha^j/(1-\alpha)^{j-1}. \]
Lower bound (39) on $\epsilon$ is therefore implied by
\[ \epsilon \geq 2r \frac{\alpha^3}{(1-\alpha)^2} \frac{T^2 N}{K} + 2 \frac{\alpha^2}{1-\alpha} T. \]
(40)
We substitute
\[ T = \beta \frac{K}{N} \]
(41)
in (40) which yields the requirement
\[ \epsilon \frac{N}{K} \geq \frac{2r}{\alpha(1-\alpha)^2} (\alpha^2 \beta)^2 + \frac{2}{1-\alpha} (\alpha^2 \beta). \]
(42)
This inequality is implied by the combination of the following two inequalities:
\[ \alpha^2 \beta \leq \frac{\epsilon N}{\gamma K} \]
(43)
and
\[ 1 \geq \frac{2r}{\alpha(1-\alpha)^2} \frac{\epsilon N}{K} \frac{1}{\gamma^2} + \frac{2}{1-\alpha} \frac{1}{\gamma}. \]
(44)
Inequality (44) is equivalent to
\[ \gamma \geq \frac{2r}{\alpha(1-\alpha)^2} \frac{\epsilon N}{\gamma K} + \frac{2}{1-\alpha}. \]
(45)
This implies
\[ \gamma \geq \frac{2}{1-\alpha} \geq 2. \]
Also notice that
\[ \frac{1}{\gamma} = \frac{K}{TN} = \hat{S}_1 \leq \alpha \]
from which we obtain
\[ 1 \leq \alpha \beta. \]
Let us define
\[ \tilde{\alpha} = \frac{\epsilon N}{\gamma K}. \tag{46} \]
Inequalities \( \gamma \geq 2 \) and \( 1 \leq \alpha \beta \) together with (43) and the definition of \( \tilde{\alpha} \) imply
\[ \alpha \leq \alpha^2 \beta \leq \frac{\epsilon N}{\gamma K} = \tilde{\alpha} \leq \frac{\epsilon N}{2K}. \tag{47} \]
We will require
\[ \tilde{\alpha} < 1 \tag{48} \]
and also \( \sigma(1 - \tilde{\alpha}) - 2e\sqrt{\tilde{\alpha}} > 0 \) i.e,
\[ \sigma > \frac{2e\sqrt{\tilde{\alpha}}}{1 - \tilde{\alpha}}. \tag{49} \]
Bounds (48) and (49) are equivalent to
\[ \tilde{\alpha} \leq h(\sigma) \text{ where } h(\sigma) = \left( \sqrt{1 + \left(\frac{e}{\sigma}\right)^2} - \frac{e}{\sigma} \right)^2. \tag{50} \]
With condition (50) in place we may derive the upper bound
\[
\begin{aligned}
\frac{2r}{\alpha(1 - \alpha)^2} &= \frac{2^4}{1 - \alpha} \left( \frac{\sigma}{(1 - \sqrt{\alpha})^2} + \frac{1}{\sigma(1 - \alpha) - 2e\sqrt{\alpha}} - \frac{e^3}{\sigma} \right) e^{3/\sigma^2} \\
&\leq \frac{2^4}{1 - \alpha} \left( \frac{\sigma}{(1 - \sqrt{\alpha})^2} + \frac{1}{\sigma(1 - \alpha) - 2e\sqrt{\alpha}} - \frac{e^3}{\sigma} \right) e^{3/\sigma^2}
\end{aligned}
\]
because all denominators are decreasing functions in \( \alpha \) and remain positive for \( \alpha \leq \tilde{\alpha} \). Similarly,
\[ \frac{2}{1 - \alpha} \leq \frac{2}{1 - \tilde{\alpha}}. \]
These two upper bounds combined with (46) show that (45) is implied by choosing
\[ \gamma = \gamma(\sigma, \epsilon N/K), \]
where \( \gamma(\sigma, \epsilon N/K) \) is defined as the smallest solution of \( \gamma \) satisfying
\[ \gamma \geq \frac{2}{1 - \tilde{\alpha}} + \\
\frac{2^4 \cdot \tilde{\alpha}}{1 - \tilde{\alpha}} \left( \frac{\sigma}{(1 - \sqrt{\alpha})^2} + \frac{1}{\sigma(1 - \alpha) - 2e\sqrt{\alpha}} - \frac{e^3}{\sigma} \right) e^{3/\sigma^2}, \tag{51} \]
where \( \tilde{\alpha} = (\epsilon N/K)/\gamma \). The smallest solution \( \gamma \) will meet (51) with equality. For this reason the minimal solution \( \gamma \) will be at most the right hand side of (51) where \( \gamma \) is replaced by its lower bound 2; this is allowed because this increases \( \tilde{\alpha} \) to the upper bound in (47) and we know that the right hand side of (51) increases in \( \tilde{\alpha} \) up to the upper bound in (47) if the upper bound satisfies
\[ \frac{\epsilon N}{2K} \leq h(\sigma). \]
This makes requirement (50) slightly stronger – but in practice this stronger requirement is already satisfied because \( K \) is several epochs of \( N \) iterations making \( \frac{\epsilon N}{2K} \ll 1 \) while \( \sigma \gg 1 \) for small \( \epsilon \) implying that \( h(\sigma) \) is close to 1.
Notice that \( \gamma = 2 + O(\tilde{\alpha}) \), hence, for small \( \tilde{\alpha} \) we have \( \gamma \approx 2 \). A more precise asymptotic analysis reveals
\[ \gamma = 2 + (2 + 2^4 \cdot \left( \frac{\sigma + \frac{e^3}{\sigma^2}}{\sigma(1 - \alpha)} - \frac{e^3}{\sigma} \right) e^{3/\sigma^2}) \tilde{\alpha} + O(\tilde{\alpha}^{3/2}). \]
Relatively large \( \tilde{\alpha} \) closer to 1 will yield \( \gamma \gg 2 \).
Summarizing
\{ (41), (43), (46), (50), (51) \} ⇒ (39).

Combining all requirements – resulting in (53), (54), and (38), or equivalently (56), (57), and (38): The combination of requirements (41) and (43) is equivalent to
\[ \alpha \leq \sqrt{\frac{\epsilon}{\gamma T}} \]  
(52)
(notice that \( T \) and \( \beta \) are not involved in any of the other requirements including those discussed earlier in this discussion, hence, we can discard (41) and substitute this in (43)). The combination of (46), (50), and (51) is equivalent to
\[ \epsilon N \frac{\gamma K}{\gamma^2} \leq h(\sigma) \text{ with } \gamma = \gamma(\sigma, \frac{\epsilon N}{K}) \]  
(53)
(for the definition of \( h(.) \) see (50) and for \( \gamma(., .) \) see (51)).

We may now combine (52), (34), and (36) into a single requirement
\[ \frac{s_i}{N} \leq \min \left\{ g(\epsilon, \delta), \sqrt{\frac{\epsilon}{\gamma T}} \right\} \]  
(54)
(for the definition of \( g(., .) \) see (34)). This shows that (53), (54), and (38) (we remind the reader that the last condition is the lower bound on \( \sigma \geq \sqrt{2(\epsilon + \ln(1/\delta))/\epsilon} \) implies \((\epsilon, \delta)\)-DP by Theorem 3).

Let us rewrite these conditions. We introduce the mean \( \bar{s} \) of all \( s_i \) defined by
\[ \bar{s} = \frac{1}{T} \sum_{i=0}^{T-1} s_i = \frac{K}{T} \]
and we introduce the maximum \( s_{\text{max}} \) of all \( s_i \) defined by
\[ s_{\text{max}} = \max \{ s_0, \ldots, s_{T-1} \} \].

We define \( \theta \) as the fraction
\[ \theta = \frac{s_{\text{max}}}{\bar{s}} \]  
(55)
This notation allows us to rewrite
\[ \frac{s_i}{N} \leq \sqrt{\frac{\epsilon}{\gamma T}} \]
from (54) as
\[ \frac{\gamma K}{N} \frac{\bar{s}}{N} \theta^2 \leq \epsilon. \]
From this we obtain that the requirements (53) and (54) are equivalent to
\[ \gamma \left( \sigma, \frac{\epsilon N}{K} \right) \cdot \frac{K}{N} \frac{\bar{s}}{N} \theta^2 \leq \epsilon \leq \gamma \left( \sigma, \frac{\epsilon N}{K} \right) \cdot h(\sigma) \frac{K}{N} \]  
(56)
and
\[ \theta \bar{s} \leq g(\epsilon, \delta) N. \]  
(57)
This alternative description shows that (56), (57), and (38) with definitions for \( h(., .) \), \( \gamma(., .) \), \( g(., .) \), and \( \theta \) in (50), (51), (34), and (55) implies \((\epsilon, \delta)\)-DP. This proves Theorem 4 (after a slight rewrite of the definitions of functions \( h(., .) \) and \( g(., .) \)).

**B.4 Proof of the Main Theorem**

Theorem 4 can already be used to a-priori set hyperparameters given DP and accuracy targets. Still, as discussed below, by making slight approximations (leading to slightly stronger constraints) we obtain the easy to interpret Theorem 1 discussed in Section 3.

We set \( \sigma \) as large as possible with respect to the accuracy we wish to have. Given this \( \sigma \) we want to max out on our privacy budget. That is, we satisfy (31) with equality,
\[ \sigma = \sqrt{\frac{2(\epsilon + \ln(1/\delta))}{\epsilon}}. \]  
(58)
We define the Type I and Type II errors by

We discuss (58) with constraints (28), (29), and (30) below:

Replacing (28) and (29): In practice, we need a sufficiently strong DP guarantee, hence, \( \delta \leq 1/N \) and \( \epsilon \) is small enough, typically \( \leq 0.5 \). This means that we will stretch \( \sigma \) to at least \( \sqrt{2 + 4 \ln N} \). A local data set of size \( N = 10000 \) requires \( \sigma \geq 6.23 \); a local data set of size \( N = 100000 \) requires \( \sigma \geq 6.93 \). For such \( \sigma \geq 6 \) we have \( h(\sigma) \geq h(6) = 0.42 \) (since \( h(\sigma) \) is increasing in \( \sigma \)). (For reference, \( h(10) = 0.58 \), and for \( \sigma \gg 1 \) we have \( h(\sigma) \approx 1 \).) From (58) we infer that

\[
g(\sqrt{2(\epsilon + \ln(1/\delta))}/\epsilon) = g(\sigma) = \min\{1/(\epsilon \sigma), h(\sigma)\}.
\]

One can verify that \( h(\sigma) - 1/(\epsilon \sigma) \) is positive and increasing for \( \sigma \geq 2.5 \), hence, \( g(\sigma) = 1/(\epsilon \sigma) \) for \( \sigma \geq 6 \). This reduces requirement (28) to \( \bar{s} \leq N/(\epsilon \sigma) \) and requirement (29) to \( \epsilon \leq 0.42 \cdot \gamma K/N \). Notice that (30) in combination with \( \epsilon \leq \frac{2}{\gamma \sigma} K/N \) implies condition \( \bar{s} \leq N/(\epsilon \sigma) \). This implies that (28) and (29) are satisfied for \( \epsilon \leq \min\{0.42 \cdot \gamma \theta/(\epsilon \sigma)\} \cdot \frac{s}{N} \) or, equivalently, \( K \geq \epsilon \cdot \max\{2.4/\gamma, \epsilon \sigma/(\gamma \theta)\} \) epochs of size \( N \). If \( \theta \leq 6.85 \), then \( \sigma \geq 6 \geq 0.88 \cdot \theta = 2.4 \cdot \theta/\epsilon \), hence, \( \max\{2.4/\gamma, \epsilon \sigma/(\gamma \theta)\} = \epsilon \sigma/(\gamma \theta) \) and this reduces the condition on \( K \) to

\[
K \geq \epsilon \sigma \cdot \frac{e}{\gamma \theta} = \sqrt{2e(\epsilon + \ln(1/\delta))} \cdot e/(\gamma \theta) \text{ epochs of size } N,
\]

where the equality follows from (58). In practical settings, \( K \) consists of multiple (think 50 or 100s of) epochs (of size \( N \)) computation and this is generally true. We conclude that (28) and (29) are automatically satisfied by (30) for general practical settings with \( \delta \leq 1/N \), \( \epsilon \) typically smaller than 0.5, \( N \geq 10000 \), \( \theta \leq 6.85 \), and \( K \geq \sqrt{2e(\epsilon + \ln(1/\delta))} \cdot e/(\gamma \theta) \) epochs.

Remaining constraint (30): By using (58), (30) can be equivalently recast as an upper bound on \( \sigma \),

\[
\sigma \leq \sqrt{\frac{2(\epsilon + \ln(1/\delta))}{\gamma \theta^2 \cdot (K/N) \cdot (\bar{s}/N)}}.
\]

Here, \( \gamma \) is a function of \( \sigma \) because \( \gamma \) depends on \( \epsilon \) in \( \bar{s} \) which is a function of \( \sigma \) through (58). However, the definition of \( \gamma \) shows that for small \( \epsilon \), \( \gamma \) is close to 2 and this gives \( \sqrt{\ln(1/\delta)/(\theta^2 \cdot (K/N) \cdot (\bar{s}/N))} \) as a good approximation of the upper bound. Substituting \( \bar{s} = K/T \) yields

\[
\sigma \leq \frac{N \sqrt{T}}{K} \sqrt{\frac{2(\epsilon + \ln(1/\delta))}{\gamma \theta^2}}.
\]

(59)

For \( \gamma \approx 2 \) and \( \theta = 1 \) (constant sample size), this upper bound compares to taking \( c_2z \approx \sqrt{2} \) in (1); we go beyond the analysis presented in (1) in a non-trivial way.

If \( N \sqrt{T}/K \) is large enough, larger than the relatively small \( \sigma \sqrt{\theta^2(\gamma/2)/(\epsilon + \ln(1/\delta))} \), then upper bound (59) is satisfied. That is, for given \( K \) and \( N \), we need \( T \) to be large enough, or equivalently the mean sample/mini-batch size \( \bar{s} = K/T \) small enough. Squaring both sides of (59) and moving terms yields the equivalent lower bound

\[
T \geq \frac{\gamma}{2} \frac{\sigma^2 \theta^2}{\epsilon + \ln(1/\delta)} \cdot (K/N)^2,
\]

which after substituting (58) gives

\[
T \geq \frac{\gamma \theta^2}{\epsilon} \cdot (K/N)^2.
\]

In other words \( T \) is at least a factor \( \gamma \theta^2/\epsilon \) larger than the square of the overall amount of local SGD computations measured in epochs (of size \( N \)). Notice that we have a lower bound on \( T \) rather than an upper bound as in (8) from the theorem presented in (1).

C Tight Analysis using Gaussian DP

(5) explain an elegant alternative DP formulation based on hypothesis testing. From the attacker’s perspective, it is natural to formulate the problem of distinguishing two neighboring data sets \( d \) and \( d' \) based on the output of a DP mechanism \( \mathcal{M} \) as a hypothesis testing problem:

\[
H_0: \text{ the underlying data set is } d \quad \text{versus} \quad H_1: \text{ the underlying data set is } d'.
\]

We define the Type I and Type II errors by

\[
\alpha_{\phi} = E_{\phi \sim \mathcal{M}(d)}[\phi(o)] \quad \text{and} \quad \beta_{\phi} = 1 - E_{\phi \sim \mathcal{M}(d')}[\phi(o)],
\]
where $\phi$ in $[0, 1]$ denotes the rejection rule which takes the output of the DP mechanism as input. We flip a coin and reject the null hypothesis with probability $\phi$. The optimal trade-off between Type I and Type II errors is given by the trade-off function

$$T(M(d), M(d'))(\alpha) = \inf_{\phi} \{ \beta_\phi : \alpha_\phi \leq \alpha \},$$

for $\alpha \in [0, 1]$, where the infimum is taken over all measurable rejection rules $\phi$. If the two hypothesis are fully indistinguishable, then this leads to the trade-off function $1 - \alpha$. We say a function $f \in [0, 1] \rightarrow [0, 1]$ is a trade-off function if and only if it is convex, continuous, non-increasing, and $f(x) \leq 1 - x$ for $x \in [0, 1]$. We define a mechanism $\mathcal{M}$ to be $f$-DP if

$$T(M(d), M(d')) \geq f$$

for all neighboring $d$ and $d'$. Proposition 2.5 in [5] is an adaptation of a result in [32] and states that a mechanism is $(\epsilon, \delta)$-DP if and only if it is $f_{\epsilon, \delta}$-DP, where

$$f_{\epsilon, \delta}(\alpha) = \min\{0, 1 - \delta - e^\epsilon \alpha, (1 - \delta - \alpha)e^{-\epsilon}\}. $$

We see that $f$-DP has the $(\epsilon, \delta)$-DP formulation as a special case. It turns out that the DP-SGD algorithm can be tightly analysed by using $f$-DP.

**Gaussian DP:** In order to proceed [5] first defines Gaussian DP as another special case of $f$-DP as follows: We define the trade-off function

$$G_\mu(\alpha) = T(N(0, 1), N(\mu, 1))(\alpha) = \Phi(\Phi^{-1}(1 - \alpha) - \mu),$$

where $\Phi$ is the standard normal cumulative distribution of $N(0, 1)$. We define a mechanism to be $\mu$-Gaussian DP if it is $G_\mu$-DP. Corollary 2.13 in [5] shows that a mechanism is $\mu$-Gaussian DP if and only if it is $(\epsilon, \delta(\epsilon))$-DP for all $\epsilon \geq 0$, where

$$\delta(\epsilon) = \Phi(-\frac{\epsilon}{\mu} + \frac{\mu}{2}) - e^{\epsilon} \Phi(-\frac{\epsilon}{\mu} - \frac{\mu}{2}).$$

(60)

**Subsampling:** Besides implementing Gaussian noise, DP-SGD also uses sub-sampling: For a data set $d$ of $N$ samples, $\text{Sample}_s(d)$ selects a subset of size $s$ from $d$ uniformly at random. We define convex combinations

$$f_p(\alpha) = pf(\alpha) + (1 - p)(1 - \alpha)$$

with corresponding $p$-sampling operator

$$C_p(f) = \min\{f_p, f_p^{-1}\}^{**},$$

where the conjugate $g^*$ of a function $g$ is defined as

$$g^*(y) = \sup_x \{y x - g(x)\}.$$ 

Theorem 4.2 in [5] shows that if a mechanism $\mathcal{M}$ on data sets of size $N$ is $f$-DP, then the subsampled mechanism $\mathcal{M} \circ \text{Sample}_s$ is $C_{s/N}(f)$-DP.

**Composition:** The tensor product $f \otimes g$ for trade-off functions $f = T(P, Q)$ and $g = T(P', Q')$ is well-defined by

$$f \otimes g = T(P \times P', Q \times Q').$$

Let $y_i \leftarrow \mathcal{M}_i(\text{aux}, d)$ with $\text{aux} = (y_1, \ldots, y_{i-1})$. Theorem 3.2 in [5] shows that if $\mathcal{M}_i(\text{aux}, .)$ is $f$-DP for all aux, then the composed mechanism $\mathcal{M}$, which applies $\mathcal{M}_i$ in sequential order from $i = 1$ to $i = T$, is $f^{\otimes T}$-DP.

**Tight Analysis DP-SGD:** We are now able to formulate the differential privacy guarantee of DP-SGD since it is a composition of subsampled Gaussian DP mechanisms. Theorem 5.1 in [5] states that DP-SGD in Algorithm 1 is

$$C_{s/N}(G_{(\frac{\sigma}{2})^2})^{\otimes T}.$$ 

Since each of the theorems and results from [5] enumerated above are exact, we have a tight analysis.

**Our Goal:** We want to understand the behavior of the DP guarantee in terms of $s$, $N$, $T$, and $\sigma$. Our goal is to have an easy interpretation of the DP guarantee so that we can select “good” parameters $s$, $N$, $T$, and $\sigma$ a-priori; good in

---

Their DP-SGD algorithm uses noise $N(0, C^2(2\sigma)^2\mathbf{I})$ compared to $N(0, C^2\sigma^2\mathbf{I})$ in our version of the DP-SGD algorithm. This is related to the earlier footnote on probabilistic versus constant sample sizes. Here, we use $\sigma/2$ in the $f$-DP framework in order to compare with our DP-SGD parameter setting.
We first observe that by using \( e \) we notice that [5] makes an effort to interpret the \( \tau \) in our notation. This does not lead to the intuition we seek as we cannot extract how to select parameters \( \sigma \) and we show that for \( \mu \leq \epsilon \leq 1 \), \( \mu \)-Gaussian DP translates to the DP-SGD algorithm being \( \epsilon, \delta \)-DP for \( \delta \ll \epsilon \ll 1 \) if
\[
\tau \approx \frac{(c/2) \sqrt{2(\ln(1/\delta) + \ln(\epsilon)/\epsilon) - O(\ln(1/\delta))}}{\epsilon} \quad \text{with } s\sqrt{T}/N \rightarrow c.
\]
We see a similar \( s\sqrt{T}/N \) dependency in Theorem 3 by [1]. The difference is that Theorem 2 holds in a non-asymptotic setting. That is, \( T \) and \( N \) do not need to tend to \( \infty \) whereas the expression above does require taking such a limit. Of course, one can analyse the convergence rate of achieving the limit \( \mu \) given \( T \) and \( N \) tending to infinity. When doing such an analysis one may find expressions of Gaussian DP guarantees as a function of \( T \) and \( N \) that hold for all concrete values of \( T \) and \( N \). This may lead to results that strengthen our Theorem 2 (we leave this as an open problem). It is clear that the above asymptotic result is still insufficient for our purpose. How do we a-priori select concrete parameters \( \sigma \), \( s \), and \( T \) given concrete parameters for \( N \), a given privacy budget and utility that we wish to achieve?

In this paper we decided to generalize the proof method of Theorem 2 rather than working with the complex integrals that provide the exact characterization of \( f \)-DP for the DP-SGD algorithm as stated above. This approach allows us to obtain the non-asymptotic result of Theorem 1 which shows into large extent the independence of \( T \), which is not immediately understood from Theorem 2 and the corollary discussed above. As future work we propose to use the \( f \)-DP framework to figure out how tight the presented analysis is in this paper – since the discussed corollary above is loose up to constants equivalent (in the asymptotic setting) and since our generalization makes constants in Theorem 2 explicit as function of parameters \( s \), \( T \), and \( N \), we expect our analysis to be tight up to a small constant factor. Section C.2 shows a first result on the tightness of our Theorem 1. The advantage of our result is that it is easy to interpret and we do not need to fully rely on an accountant method to keep track of spent privacy budget while participating in learning a global model based on local data.

**C.1 Translation to \( \epsilon, \delta \)-DP**

We first observe that by using \( e^x = 1 + x + O(x^2) \) and \( \Phi(x) = \frac{1}{2} + \frac{x}{\sqrt{2\pi}} \Phi(\frac{x}{\sqrt{2\pi}}) \), a first order approximation of \( \tau^{-1} \) is equal to \( \sigma^{-1} + O(\sigma^{-2}) \) (hence, \( \tau^{-1} \approx \sigma^{-1} \) for large \( \sigma \)).

For \( x \geq 0 \), we have the approximation
\[
\Phi(-x) = \frac{e^{-x^2/2}}{\sqrt{2\pi}} \left( \frac{1}{x} - \frac{1}{x^3} + O\left( \frac{1}{x^5} \right) \right).
\]
Let $y \leq x$. Together with $-(x-y)^2/2 = 2xy - (x+y)^2/2$ we derive
\[
\Phi(-x+y) - e^{2xy} \Phi(-x-y) = \frac{e^{-(x+y)^2/2}}{\sqrt{2\pi}} \left( \frac{1}{x-y} - \frac{1}{(x-y)^3} + O\left( \frac{1}{(x-y)^5} \right) \right)
\]
\[
- \frac{e^{-(x-y)^2/2}}{\sqrt{2\pi}} \left( \frac{1}{x+y} - \frac{1}{(x+y)^3} + O\left( \frac{1}{(x+y)^5} \right) \right)
\]
\[
= \frac{e^{-x^2(1-y/x)^2/2}}{\sqrt{2\pi}} \left( \frac{2y}{x^2(1-(y/x)^2)} + O\left( \frac{y}{x^4} + \frac{1}{x^6} \right) \right)
\]

If we assume
\[
\mu \leq \epsilon \leq 1,
\]
then $(\mu/2)/(\epsilon/\mu) = \mu^2/(2\epsilon) \leq \epsilon/2 \leq 1, \epsilon/\mu \geq 1$, and $\epsilon \leq 1$. We can use the above formulas and approximate (60) as follows:
\[
\delta = \Phi(-\frac{\epsilon}{\mu} + \frac{\mu}{2}) - e^{\epsilon} \Phi(-\frac{\epsilon}{\mu} - \frac{\mu}{2})
\]
\[
= \frac{e^{-(\epsilon/\mu)^2(1-\mu^2/(2\epsilon))^2/2}}{\sqrt{2\pi}} \left( \epsilon^2(1-(\mu^2/(2\epsilon))^2) + O\left( \frac{\mu^5}{\epsilon^5} \right) \right).
\]
This gives
\[
1/\mu = \sqrt{\frac{2(\ln(1/\delta) + \ln(\frac{\mu^3}{\sqrt{2\pi(\epsilon^2-\mu^2/4)})} + O((\frac{\mu}{\epsilon})^5)))}}{\epsilon - \mu^2/2},
\]
hence,
\[
\tau = \frac{(c/2)\sqrt{2(\ln(1/\delta) + \ln(\frac{\mu^3}{\sqrt{2\pi(\epsilon^2-\mu^2/4)})} + O((\frac{\mu}{\epsilon})^5)))}}{\epsilon - \mu^2/2} \quad \text{with } s\sqrt{T}/N \to c \text{ and } \tau^{-1} = \sigma^{-1} + O(\sigma^{-2}).
\]

For small $\epsilon$, we can approximate $\tau$ as
\[
\tau \approx \frac{(c/2)\sqrt{2(\ln(1/\delta) + \ln(\frac{\epsilon}{\sqrt{2\pi (\epsilon^2-\mu^2/4)})} + O((\frac{\epsilon}{\epsilon})^5)))}}{\epsilon}.
\]

Since $(c/2)\tau^{-1} = \mu \leq \epsilon$, we may write $\mu = \epsilon/b$ for some $b \geq 1$. Notice that $(c/2)/\epsilon = \tau/b$. This leads to the approximation
\[
b \approx \sqrt{2(\ln(1/\delta) + \ln(\frac{\epsilon}{\sqrt{2\pi b^2})} + O(\frac{1}{b^5}))).
\]

By default $\delta = 1/N$ and, see Section 3.2, $N = \Omega(1/\epsilon)$, that is, $\epsilon = \Omega(1/N)$ (also notice that good accuracy can only be achieved for $\sigma$ small enough, that is, $\epsilon$ is generally orders of magnitude larger than $1/N$). So, we may assume $\epsilon \gg \delta$.

Then substituting $\sqrt{2(\ln(1/\delta))}$ for $b$ at the right hand side yields
\[
b \approx \sqrt{2(\ln(1/\delta) + \ln(\epsilon) - O(\ln(1/\delta)))}.
\]

Substituting back in the expression for $\tau$ proves for $\delta \ll \epsilon \ll 1$,
\[
\tau \approx \frac{(c/2)\sqrt{2(\ln(1/\delta) + \ln(\epsilon) - O(\ln(1/\delta)))}}{\epsilon} \quad \text{with } s\sqrt{T}/N \to c \text{ and } \tau^{-1} = \sigma^{-1} + O(\sigma^{-2}).
\]

C.2 Asymptotic Tightness of Theorem 1

We consider the special case where $T$ meets its lower bound: $T = \gamma\theta^2 \cdot k^2$ (notice that our experiments show that this is a good setting for best accuracy; we also target this in our adaptive DP-SGD). Let
\[
c = \sqrt{\frac{\epsilon}{\gamma\theta^2}} = \frac{k}{\sqrt{T}} = \frac{K}{\sqrt{T}N} = \frac{s\sqrt{T}}{N}.
\]
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where we consider a constant step size $s$ (hence, $\theta = 1$). Substituting this in the final formula for $\tau$ of Section C.1 yields for $\epsilon \gg \delta$

$$\tau \approx \sqrt{\frac{\ln(1/\delta) + \ln(\epsilon) - O(\ln\ln(1/\delta))}{2\gamma\epsilon}}.$$ 

Here, $\tau \approx \sigma$ for $\sigma \gg 1$ and we see that compared to Theorem 1 this formula attains a factor $2\sqrt{\pi} \approx \sqrt{8}$ smaller $\sigma$ for the same $(\epsilon, \delta)$. This shows that in this asymptotic setting for $\sqrt{T} \to \infty$, $T \to \infty$, $\epsilon \gg \delta$, and $\sigma \gg 1$, Theorem 1 is up to a factor $2\sqrt{\pi}$ tight. In other words, the formula in Theorem 1 pays a factor in tightness in order to hold for general concrete parameter settings (not just the asymptotic setting).

The factor $2\sqrt{\pi}$ seems large. However, if the lower bound on $T$ can be tightened to $T \geq \frac{\sigma^2}{\epsilon^2} \cdot k^2$, then the constant $c$ above can be increased to $c = \frac{2}{\epsilon^2}\sqrt{\frac{(\epsilon + \ln(1/\delta))}{\epsilon}}$, we hypothesize that one can only relax the lower bound of $T$ by reducing it by a small factor (notice that the derivations in Theorem 4 that lead to this lower bound may be tightened up). We expect the bound $\sigma \geq \frac{2}{\epsilon^2}\sqrt{\frac{(\epsilon + \ln(1/\delta))}{\epsilon}}$ to be quite tight, while the lower bound $T \geq T_{\min,\text{asym}} = \frac{\sigma^2}{\epsilon^2} \cdot k^2$ can at most be reduced by a a factor $4\tau$ to $T \geq T_{\min,\text{asym}} = \frac{\sigma^2}{\epsilon^2} \cdot k^2$. This is confirmed by experiments in Appendix D.4 where we implement the $f$-DP accountant in order to compute which $\epsilon$ is actually being achieved.

### C.3 Interpreting Theorem 1 in the $f$-DP Framework

In the $f$-DP framework, if a mechanism is $f$-DP, then it is $(\epsilon, \delta)$-DP for all $(\epsilon, \delta)$ for which $f \geq f_{\epsilon, \delta}$. When considering DP-SGD for parameters $\sigma$ and $T$ and the other hyper parameters fixed, there exists some function $h_{\sigma, T}$ such that DP-SGD is $f$-DP if and only if $h_{\sigma, T} \geq f$. This function implies $(\epsilon, \delta)$-DP for all $h_{\sigma, T} \geq f_{\epsilon, \delta}$. Conversely, if we want to realize $(\epsilon, \delta)$-DP for some target privacy budget defined by $(\epsilon, \delta)$, then we need to choose $\sigma$ and $T$ such that $h_{\sigma, T} \geq f_{\epsilon, \delta}$. There will be many choices for $(\sigma, T)$ and this can be used for building a pro-active DP. However, by only using the complex tight formulas from the $f$-DP framework, this leads to a computational intense sensitive study/search on which parameters $(\sigma, T)$ are achievable. Theorem 1 allows us to build pro-active DP in a resource constraint environment.

We notice that Theorem 1 can be cast in the $f$-DP framework as it allows us to formulate an appropriate (non-tight) $\hat{h}_{\sigma, T}$ for which DP-SGD is $h_{\sigma, T}$-DP as follows: We first notice that by the definition of $h_{\sigma, T}$ we have

$$h_{\sigma, T} \geq \hat{h}_{\sigma, T}.$$ 

By fixing $\sigma$ and $T$, we may freely choose $(\epsilon, \delta)$ as long as the conditions of Theorem 1 are satisfied: $(\epsilon, \delta) \in \mathcal{H}(\sigma, T)$ with

$$\mathcal{H}(\sigma, T) = \left\{ (\epsilon, \delta) : \begin{array}{l}
\sigma \geq \frac{2(\epsilon + \ln(1/\delta))/\epsilon}{\epsilon < 1/N} \\
\delta \leq \frac{\ln(1/\delta)}{\epsilon} < 0.5 \\
k \geq \frac{2\epsilon \ln(1/\delta) \cdot \epsilon}{\gamma(\sigma, \epsilon, k) \cdot \theta} \\
T \geq \frac{\gamma(\sigma, \epsilon, k) \cdot \theta^2 k^2}{\epsilon} \end{array} \right\},$$

where $\gamma$ is a function of $\sigma$, $\epsilon$ and $k = K/N$. Hyper parameters $K$ and $N$ (and, therefore also $k$) are fixed. For a given $T$, we consider a constant sample size $s = K/T$ from round to round, hence, we use $\theta = 1$ in the definition of $\mathcal{H}(\sigma, T)$.

By defining

$$\hat{h}_{\sigma, T}(\alpha) = \sup_{(\epsilon, \delta) \in \mathcal{H}(\sigma, T)} f_{\epsilon, \delta}(\alpha),$$

we have that DP-SGD is $\hat{h}_{\sigma, T}$-DP.

Now consider a target epsilon $\epsilon = \epsilon_{\text{target}}$ and define a new set

$$\mathcal{G}(\sigma, \epsilon_{\text{target}}) = \left\{ (\epsilon, \delta) : \begin{array}{l}
\sigma \geq \frac{2(\epsilon + \ln(1/\delta))/\epsilon}{\epsilon < 1/N} \\
\delta \leq \frac{\ln(1/\delta)}{\epsilon} < 0.5 \\
k \geq \frac{2\epsilon \ln(1/\delta) \cdot \epsilon}{\gamma(\sigma, \epsilon, k) \cdot \theta} \\
\epsilon \geq \epsilon_{\text{target}} \end{array} \right\}.$$ 

Notice that $\mathcal{G}(\sigma, \epsilon_{\text{target}})$ is independent of $T$, but does satisfy the property

$$\mathcal{G}(\sigma, \epsilon_{\text{target}}) \subseteq \mathcal{H}(\sigma, T) \text{ for } T \geq \frac{\gamma^2 k^2}{\epsilon_{\text{target}}}.$$
Therefore,
\[ g_{\sigma,\epsilon_{\text{low}}} (\alpha) = \sup_{(\epsilon, \delta) \in G(\sigma, \epsilon_{\text{target}})} f_{\epsilon, \delta}(\alpha), \]
is also independent of \( T \) while it satisfies
\[ \hat{h}_{\sigma, T} \geq g_{\sigma, \epsilon_{\text{target}}} \text{ for } T \geq \gamma \theta^2 k^2 / \epsilon_{\text{target}}. \]
Together with \( h_{\sigma, T} \geq \hat{h}_{\sigma, T} \) we conclude
\[ h_{\sigma, T} \geq g_{\sigma, \epsilon_{\text{target}}} \text{ for } T \geq \gamma \theta^2 k^2 / \epsilon_{\text{target}}. \]

This shows how Theorem 1 translates to the \( f \)-DP framework in that as long as the number of rounds is large enough, that is, \( K \geq T \geq \gamma \theta^2 k^2 / \epsilon_{\text{target}} \), we have that there always remains some \( f \)-DP privacy guarantee given by \( g_{\sigma, \epsilon_{\text{target}}} \). Notice that \( g_{\sigma, \epsilon_{\text{target}}} \) is independent of \( T \). So, even in the limit for larger \( T \), not all of the privacy budget is being depleted. For larger \( T \), \( f_{\sigma, T} \) remains at least \( g_{\sigma, \epsilon_{\text{target}}} \). Since the \( f \)-DP framework and its resulting DP accountant provide a tight analysis, this shows that an increasing number of rounds revealing more and more local updates does not linearly increase the privacy leakage! Instead, a larger \( T \) gives rise to more updates that each leak privacy and gives rise to subsampling of smaller mini-batches which amplifies the differential privacy guarantee more, hence, less leakage per round. The total resulting leakage remains bounded in that we can always guarantee \( g_{\sigma, \epsilon_{\text{target}}} \)-DP (even for larger \( T \)). This implies that the tight \( f \)-DP based privacy accountant will have a limit (upper bound) on its reported privacy leakage for increasing \( T (\leq K) \).

D Experiments

We provide experiments to support our theoretical findings, i.e., convergence of our proposed asynchronous distributed learning framework with differential privacy (DP) to a sufficiently accurate solution. We cover strongly convex, plain convex and non-convex objective functions over iid local data sets.

We introduce our experimental set up in Section D.1. Section D.2 provides utility graphs for different data sets and objective functions. A utility graph helps choosing the maximum possible noise \( \sigma \), in relation to the value of the clipping constant \( C \), for which decent accuracy can be achieved. Section D.3 provides detailed experiments for our asynchronous differential privacy SGD framework (asynchronous DP-SGD) with different types of objective functions (i.e., strongly convex, plain convex and non-convex objective functions), different types of constant sample size sequences and different levels of privacy guarantees (i.e., different privacy budgets \( \epsilon \)).

All our experiments are conducted on LIBSVM ***, MNIST ††† and CIFAR10‡‡‡ data sets.

D.1 Experiment settings

Simulation environment. For simulating the asynchronous DP-SGD framework, we use multiple threads where each thread represents one compute node joining the training process. The experiments are conducted on Linux-64bit OS, with 16 cpu processors, and 32Gb RAM.

Objective functions. Equation (61) defines the plain convex logistic regression problem. The weight vector \( w \) and the bias value \( b \) of the logistic function can be learned by minimizing the log-likelihood function \( J \):
\[ J = -\sum_{i=1}^{N} [y_i \cdot \log(\bar{\sigma}_i) + (1 - y_i) \cdot \log(1 - \bar{\sigma}_i)], \text{ (plain convex)} \tag{61} \]
where \( N \) is the number of training samples \((x_i, y_i)\) with \( y_i \in \{0, 1\} \) and \( \bar{\sigma}_i \) is defined by
\[ \bar{\sigma}_i = \frac{1}{1 + e^{-(w^T x_i + b)}}, \]
which is the sigmoid function with parameters \( w \) and \( b \). Our goal is to learn a vector \( w^* \) which represents a pair \( w = (w, b) \) that minimizes \( J \).

*** https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html
††† http://yann.lecun.com/exdb/mnist/
‡‡‡ https://www.cs.toronto.edu/~kriz/cifar.html
Function $J$ can be changed into a strongly convex problem $\hat{J}$ by adding a regularization parameter $\lambda > 0$:

$$
\hat{J} = -\sum_{i=1}^{N} [y_i \cdot \log(\sigma_i) + (1 - y_i) \cdot \log(1 - \sigma_i)] + \frac{\lambda}{2} \| w \|^2,
$$

where $\vec{w} = (w, b)$ is vector $w$ concatenated with bias value $b$. In practice, the regularization parameter $\lambda$ is set to $1/N$.

For simulating non-convex problems, we choose a simple neural network (Letnet) [17] for MNIST data set and AlexNet [14] for CIFAR10 data set with cross entropy loss function for image classification.

The loss functions for the strongly convex, plain convex, and non-convex objective functions are described in Table 1. The clipping constant $C$ is set to 0.1 for strongly convex and plain convex problems and 0.025 for non-convex problem (this turns out to provide good utility).

### Table 1: Common parameters of asynchronous DP-SGD framework with differential privacy

|                      | # of clients $n$ | Diminishing step size $\eta_i$ | Regular $\lambda$ | Clipping constant $C$ |
|----------------------|------------------|-------------------------------|-------------------|----------------------|
| Strongly convex      | 5                | $\frac{\eta_0}{1 + \beta t}$ | $\frac{N}{\lambda}$ | 0.1                  |
| Plain convex         | 5                | $\frac{\eta_0}{1 + \beta t}$ or $\frac{\eta_0}{1 + \sqrt{t}}$ | $N/A$             | 0.1                  |
| Non-convex           | 5                | $\frac{\eta_0}{1 + \sqrt{t}}$ | $N/A$             | 0.025                |

† The $i$-th round step size $\eta_i$ is computed by substituting $t = \sum_{j=0}^{i-1} s_j$ into the diminishing step size formula.

For the plain convex case, we can use diminishing step size schemes $\frac{\eta_0}{1 + \beta t}$ or $\frac{\eta_0}{1 + \sqrt{t}}$. In this paper, we focus our experiments for the plain convex case on $\frac{\eta_0}{1 + \beta t}$. Here, $\eta_0$ is the initial step size and we perform a systematic grid search on parameter $\beta = 0.001$ for strongly convex case and $\beta = 0.01$ for both plain convex and non-convex cases. Moreover, most of the experiments are conducted with 5 compute nodes and 1 central server. When we talk about accuracy (from Figure 8 and onward), we mean test accuracy defined as the fraction of samples from a test data set that get accurately labeled by the classifier (as a result of training on a training data set by minimizing a corresponding objective function).

### D.2 Utility graph

The purpose of a utility graph is to help us choose, given the value of the clipping constant $C$, the maximum possible noise $\sigma$ for which decent accuracy can be achieved. A utility graph depicts the test accuracy of model $F(w^* + n)$ over $F(w^*)$, denotes as accuracy fraction, where $w^*$ is a near optimal global model and $n \sim N(0, C^2 \sigma^2 I)$ is Gaussian noise. This shows which maximum $\sigma$ can be chosen with respect to allowed loss in expected test accuracy, clipping constant $C$ and standard deviation $\sigma$.

As can be seen from Figure 5 and Figure 6, for clipping constant $C = 0.1$, we can choose the maximum $\sigma$ somewhere in the range $\sigma \in [18, 22]$ if we want to guarantee there is at most about 10% accuracy loss compared to the (near)-optimal solution without noise. Another option is $C = 0.075$, where we can tolerate $\sigma \in [18, 30]$ yielding the same accuracy loss guarantee. When the gradient bound $C$ gets smaller, our DP-SGD can tolerate bigger noise, i.e, bigger values of $\sigma$. However, we need to increase the number $K$ of iterations during the training process when $C$ is smaller in order to converge and gain a specific test accuracy – this is the trade-off. For simplicity, we intentionally choose $C = 0.1$, $\sigma \leq 20$ and expected test accuracy loss about 10% for our experiments with strongly convex and plain convex objective functions.

The utility graph is extended to the non-convex objective function in Figure 7. To keep the test accuracy loss less or equal to 10% (of the final test accuracy of the original model $w^*$), we choose $C = 0.025$ and noise level $\sigma \leq 6.572$ for MNIST data set (as shown in Figure 7a) and $C = 0.025$ and noise level $\sigma \leq 6.572$ for CIFAR10 data set (as shown in Figure 7b). For simplicity, we use this parameter setting for our experiments with the non-convex problem.

### D.3 Asynchronous distributed learning with differential privacy

We consider the asynchronous DP-SGD framework with strongly convex, plain convex and non-convex objective functions for different settings, i.e., different levels of privacy budget $\epsilon$ and different constant sample size sequences.
The purpose of this experiment is to investigate which is the best constant sample size sequence $s_i = s$. This experiment allows us to choose a decent sample size sequence that will be used in our subsequent experiments. To make the analysis simple, we consider our asynchronous DP-SGD framework with $\Upsilon(k,i)$ defined as false if and only if $k < i - 1$, i.e., compute nodes are allowed to run fast and/or have small communication latency such that broadcast global models are at most 1 local round in time behind (so different clients can be asynchronous with respect to one another for 1 local round). We also use iid data sets. The detailed parameters are in Table 2.

The results from Figure 5 to Figure 6 confirm that our asynchronous DP-SGD framework can converge under a very small privacy budget. When the constant sample size $s = 1$, it is clear that the DP-SGD algorithm does not achieve good accuracy compared to other constant sample sizes even though this setting has the maximum number of communication rounds. When we choose constant sample size $s = 26$ (this meets the upper bound for constant sample sizes for our small $N = 10,000$ and small $\epsilon \approx 0.05$, see Theorem 4, our DP-SGD framework converges to a decent test accuracy, i.e, the test accuracy loss is expected less than or equal to 10% when compared to the original mini-batch SGD without noise. In conclusion, this experiment demonstrates that our asynchronous DP-SGD with diminishing step size scheme
Figure 7: Utility graph with various gradient norm $C$ and noise level $\sigma$ for MNIST and CIFAR10 data sets.

Table 2: Basic parameter setting for strongly and plain convex problems

| Parameter | Value               | Note                      |
|-----------|---------------------|---------------------------|
| $\bar{\eta}$ | 0.1                 | initial stepsize          |
| $N_c$     | 10,000              | # of data points          |
| $K$       | 50,000              | # of iterations           |
| $\epsilon$ | 0.04945             |                           |
| $\sigma$  | 19.29902            |                           |
| $\delta$  | 0.0001              |                           |
| $C$       | 0.1                 | clipping constant         |
| $s$       | {1, 5, 10, 15, 20, 26} | constant sample size sequence |
| dataset   | LIBSVM              | iid dataset               |
| $n$       | 5                   | # of nodes                |
| $\Upsilon$ | $k \geq i - 1$     | 1-asynchronous round      |

Figure 8: Effect of different constant sample size sequences

(a) Strong convex.
(b) Plain convex.
and constant sample size sequence works well under DP setting, i.e., our asynchronous DP-SGD framework can gain differential privacy guarantees while maintaining an acceptable accuracy.

Table 3: Basic parameter setting for non-convex problem with MNIST data set

| Parameter | Value | Note                   |
|-----------|-------|------------------------|
| $\bar{\eta}_0$ | 0.1   | initial stepsize       |
| $N_c$     | 60,000| # of data points       |
| $K$       | 360,000| # of iterations        |
| $\epsilon$ | 0.15007|                       |
| $\sigma$  | 12.10881|                      |
| $\delta$  | $1.667 \cdot 10^{-5}$|          |
| $C$       | 0.025 | clipping constant      |
| $s$       | $\{10, 25, 50, 100, 200, 300, 370\}$| constant sample size sequence |
| dataset   | MNIST | iid dataset            |
| $n$       | 5     | # of nodes             |
| $\Upsilon$ | $k \geq i - 1$ | 1–asynchronous round |

Table 4: Basic parameter setting for non-convex problem for CIFAR10 data set

| Parameter | Value | Note                   |
|-----------|-------|------------------------|
| $\bar{\eta}_0$ | 0.1   | initial stepsize       |
| $N_c$     | 50,000| # of data points       |
| $K$       | 350,000| # of iterations        |
| $\epsilon$ | 0.50102|                       |
| $\sigma$  | 6.572 |                       |
| $\delta$  | $2 \cdot 10^{-5}$|          |
| $C$       | 0.025 | clipping constant      |
| $s$       | $\{10, 25, 50, 100, 300, 500, 689\}$| constant sample size sequence |
| dataset   | CIFAR10| iid dataset            |
| $n$       | 5     | # of nodes             |
| $\Upsilon$ | $k \geq i - 1$ | 1–asynchronous round |

We also conduct the experiment for the non-convex objective function with MNIST and CIFAR10 data sets. The detailed parameter settings can be found in Table 3 and Table 4. Here, we again consider our asynchronous setting...
where each compute node is allowed to run fast and/or has small communication latency such that broadcast global models are at most 1 local round in time behind. As can be seen from Figure 10 (with MNIST data set), our proposed asynchronous DP-SGD still converges under small privacy budget. Moreover, when we use the constant sample size \( s = 370 \) (this meets the upper bound for constant sample sizes for our small \( N = 60,000 \) and small \( \epsilon \approx 0.15 \), see Theorem 4), we can significantly reduce the communication cost compared to other constant sample sizes while keeping the test accuracy loss within 10%. The constant sample size \( s = 10 \) (as well as \( s \leq 10 \)) shows a worse performance while this setting requires more communication rounds, compared to other constant sample sizes. We can observe the same pattern for CIFAR10 data set as shown in Figure 11 where we can choose the constant sample size \( s \leq 689 \) with \( N = 50,000 \) data points and \( \epsilon \approx 0.5 \). While the constant sample size \( s \) satisfying \( 300 \leq s \leq 689 \), the test accuracy gets the highest level while the constant sample size \( s \leq 50 \) deteriorates the performance of accuracy significantly. This figure again confirms the effectiveness of our asynchronous DP-SGD framework towards a strong privacy guarantee for all types of objective function.

### D.3.2 Asynchronous DP-SGD with different levels of privacy budget

We conduct the following experiments to compare the effect of our DP-SGD framework for different levels of privacy budget \( \epsilon \) including the non-DP setting (i.e., no privacy at all, hence, no noise). The purpose of this experiment is to show that the test accuracy degradation is at most 10% even if we use very small \( \epsilon \). The detailed constant sample sequence \( s \)
Table 5: Different privacy budget settings for strongly and plain convex problems

| Privacy budget \((\epsilon, \delta)\) | \(\sigma\) | Sample size \(s\) |
|-------------------------------------|----------|----------------|
| \((0.04945, 0.0001)\)             | 19.29962 | 26            |
| \((0.1, 0.0001)\)                  | 13.06742 | 55            |
| \((0.25, 0.0001)\)                 | 8.59143  | 103           |
| \((0.5, 0.0001)\)                  | 6.05868  | 168           |
| \((1.0, 0.0001)\)                  | 4.27273  | 265           |
| \((2.0, 0.0001)\)                  | 3.03241  | 400           |

and noise level \(\sigma\) based on Theorem 4 are illustrated in Table 5. Other parameter settings, such as initial stepsize \(\eta_0\), are kept the same as in Table 2.

![Figure 12: Effect of different levels of privacy budgets \(\epsilon\) and non-DP settings](image1.png)

(a) Strong convex.  
(b) Plain convex.

Figure 12: Effect of different levels of privacy budgets \(\epsilon\) and non-DP settings

![Figure 13: Effect of different levels of privacy budgets \(\epsilon\) and non-DP settings](image2.png)

(a) Strong convex.  
(b) Plain convex.

Figure 13: Effect of different levels of privacy budgets \(\epsilon\) and non-DP settings
As can be seen from Figures 12 and Figure 13, the test accuracy degradation is about 10% for \( \epsilon = 0.04945 \) compared to the other graphed privacy settings and non-DP setting. Privacy budget \( \epsilon = 0.1 \), still significant smaller than what is reported in literature, comes very close to the maximum attainable test accuracy of the non-DP setting.

We ran the same experiment for the non-convex objective function. The detailed setting of different privacy budgets is shown in Table 6. Note that we also set the asynchronous behavior to be 1 asynchronous round, and the total of iterations on each compute node is \( K = 360,000 \). Other parameter settings for the non-convex case, such as initial stepsize \( \eta_0 \), are kept the same as in Table 3. As can be seen from Figure 14 with MNIST data set, the test accuracy loss with \( \epsilon \approx 0.15 \) is less than 10% (the expected test accuracy degradation from utility graph at Figure 7). Another pattern can be found in Figure 5. By selecting \( \epsilon \approx 0.5 \) for CIFAR10 data set, the test accuracy reduces less than 10%, compared to the non-DP setting. Note that we use AlexNet for CIFAR10, which shows \( \approx 0.74 \) maximum test accuracy in practice.

Table 6: Different privacy budget settings for non-convex problem for MNIST data set

| Privacy budget (\( \epsilon, \delta \)) | \( \sigma \) | Sample size \( s \) |
|---------------------------------------|--------|---------|
| (0.15007, 1.667 \( \cdot 10^{-9} \)) | 12.10881 | 370 |
| (0.2, 1.667 \( \cdot 10^{-9} \)) | 10.48452 | 460 |
| (0.25, 1.667 \( \cdot 10^{-9} \)) | 9.37379 | 543 |
| (0.5, 1.667 \( \cdot 10^{-9} \)) | 6.63120 | 889 |
| (0.75, 1.667 \( \cdot 10^{-9} \)) | 5.41887 | 1168 |
| (1.0, 1.667 \( \cdot 10^{-9} \)) | 4.69244 | 1409 |
| (2.0, 1.667 \( \cdot 10^{-9} \)) | 3.32168 | 2159 |

These figures again confirm the effective performance of our DP-SGD framework, which not only conserves strong privacy, but also keeps a decent convergence rate to good accuracy, even for a very small privacy budget.

D.4 Comparison to the \( f \)-DP Accountant

We have implemented a simplified differential privacy calculator based on Theorem[1] for computing the optimal privacy budget \( (\epsilon, \delta) \) given the training hyper-parameters \((\sigma, \theta, N, k, C)\). This calculator has the follow steps:

1. Set \( \delta = 1/N, \epsilon = \frac{2\ln1/\delta}{\sigma^2/2} \).
2. Set \( \gamma = 2 \) (because \( \gamma = 2 + O(\bar{\sigma}) \)) as the initial value.
3. According to Theorem[1] we compute \( T_{\text{min}} \) as a result of next steps (3, 4, and 5) as a lower bound on \( T \) as follows:
   - Compute \( \bar{\alpha} = \frac{\epsilon N}{7\bar{\sigma}} \).
   - Recompute the new \( \gamma_{\text{new}} = \frac{\sigma}{1 - \bar{\alpha}} + \frac{\epsilon \alpha}{1 - \bar{\sigma}} \left( \frac{\sigma}{(1-\sqrt{\bar{\sigma}})^2} + \frac{1}{\sigma(1-\alpha) - 2\epsilon \sqrt{\bar{\sigma}}} \right) \epsilon^3/\sigma^2 \).
4. Repeat steps 3 until \( \gamma_{\text{new}} - \gamma \leq 0.0001 \gamma \) or inequality[4] is violated. In the latter case the calculator cannot find a solution of a set of hyperparameters that satisfies the privacy constraint \((\epsilon, \delta)\) and we lower \( \sigma \) and increase \( \epsilon \) accordingly (in step 1) and repeat steps 2, 3, and 4.

https://github.com/icpm/pytorch-cifar10
5. Based on inequality (5) we compute minimal value \( T_{\min} = \frac{2\theta^2}{\epsilon} k^2 \). From the asymptotic tightness analysis in section C.2 we learn that \( T_{\min} \) can at most be lowered to \( T_{\min_{\text{asym}}} = \frac{\theta^2 k^2}{4\epsilon} \).

6. Corresponding to \( T_{\min} \) and \( T_{\min_{\text{asym}}} \), we set \( s_{\max} = \frac{kN}{T_{\min}} \) and \( s_{\max_{\text{asym}}} = \frac{kN}{T_{\min_{\text{asym}}}} \).

7. We obtain the resulting set of parameters \( (\epsilon, \delta, \sigma, \gamma, \theta, k, N, s, T) \) for \((s, T)\) equal to \( (s_{\max}, T_{\min}) \) and \( (s_{\max_{\text{asym}}}, T_{\min_{\text{asym}}}) \) respectively.

This calculation helps us planning ahead the number of rounds \( T \) and the sampling rate \( s \) and we can choose \( \epsilon_{\text{target}} \) by defining an initial \( \sigma \).

Given the hyper-parameters defined in Tables 2, 3 and 4, we use this calculator to compute \( \epsilon_{\text{target}} \) and compared this with the value \( \epsilon_{f-DP} \) as a result from the exact/tight \( f-DP \) accountant from [5], see github.com/tensorflow/privacy. This leads to Tables 8, 9, and 10. Since \( \epsilon_{f-DP} \) is tight, we conclude that \( \epsilon_{\text{target}} \) for \( T_{\min_{\text{asym}}} \) cannot be achieved, hence, our provided formula for \( T_{\min} \) is indeed tight up to a factor 4\gamma as mentioned in the main body and studied in Appendix C.2.
Table 8: Comparison of $\epsilon_{target}$ with $\epsilon_{f-DP}$ from the $f$-DP accountant for Table 2 where $\theta = 1, \delta = 1/10000$ and $\sigma = 19.29962$ for LIBSVM dataset ($N = 10000$), $k = 5$.

| $T_{min}$ and $T_{min\_asym}$ | $\gamma \theta^2 k^2 / \epsilon$ | $\theta^2 k^2 / 4\epsilon$ |
|---------------------------------|---------------------------------|--------------------------|
| $s_{max} = \frac{kN}{T_{min}}$ and $s_{max\_asym} = \frac{kN}{T_{min}}$ | 26 | 397 |
| $\epsilon_{target}$ | 0.0497 | 0.0497 |
| $\epsilon_{f-DP}$ | 0.0105 | 0.0533 |
| Multiplication factor ($\epsilon_{target}/\epsilon_{f-DP}$) | 4.7234 | 0.9328 |

Table 9: Comparison of $\epsilon_{target}$ with $\epsilon_{f-DP}$ from the $f$-DP accountant for Table 2 where $\theta = 1, \delta = 1/60000$ and $\sigma = 12.10881$ for MNIST dataset ($N = 60000$), $k = 6$.

| $T_{min}$ and $T_{min\_asym}$ | $\gamma \theta^2 k^2 / \epsilon$ | $\theta^2 k^2 / 4\epsilon$ |
|---------------------------------|---------------------------------|--------------------------|
| $s_{max} = \frac{kN}{T_{min}}$ and $s_{max\_asym} = \frac{kN}{T_{min}}$ | 288 | 6085 |
| $\epsilon_{target}$ | 0.1521 | 0.1521 |
| $\epsilon_{f-DP}$ | 0.0389 | 0.2097 |
| Multiplication factor ($\epsilon_{target}/\epsilon_{f-DP}$) | 3.9147 | 0.7257 |

Table 10: Comparison of $\epsilon_{target}$ with $\epsilon_{f-DP}$ from the $f$-DP accountant for Table 2 where $\theta = 1, \delta = 1/50000$ and $\sigma = 6.572$ for CIFAR10 dataset ($N = 50000$), $k = 7$.

| $T_{min}$ and $T_{min\_asym}$ | $\gamma \theta^2 k^2 / \epsilon$ | $\theta^2 k^2 / 4\epsilon$ |
|---------------------------------|---------------------------------|--------------------------|
| $s_{max} = \frac{kN}{T_{min}}$ and $s_{max\_asym} = \frac{kN}{T_{min}}$ | 406 | 15009 |
| $\epsilon_{target}$ | 0.5253 | 0.5253 |
| $\epsilon_{f-DP}$ | 0.1133 | 0.8239 |
| Multiplication factor ($\epsilon_{target}/\epsilon_{f-DP}$) | 4.6372 | 0.6376 |