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Abstract: Any totally positive \((k + m) \times n\) matrix induces a map \(\pi_+\) from the positive Grassmannian \(\text{Gr}_+(k, n)\) to the Grassmannian \(\text{Gr}(k, k + m)\), whose image is the amplituhedron \(A_{n,k,m}\) and is endowed with a top-degree form called the canonical form \(\Omega(A_{n,k,m})\). This construction was introduced by Arkani-Hamed and Trnka (J High Energy Phys 2014(10):30, 2014), where they showed that \(\Omega(A_{n,k,4})\) encodes scattering amplitudes in \(\mathcal{N} = 4\) super Yang-Mills theory. One way to compute \(\Omega(A_{n,k,m})\) is to subdivide \(A_{n,k,m}\) into so-called generalized triangles and sum over their associated canonical forms. Hence, the physical computation of scattering amplitudes is reduced to finding the triangulations of \(A_{n,k,4}\). However, while triangulations of polytopes are fully captured by their secondary and fiber polytopes (Billera and Sturmfels in Ann Math 527–549, 1992; Gelfand et al. in Discriminants, resultants, and multidimensional determinants, Birkaahuser, Boston, 1994), the study of triangulations of objects beyond polytopes is still underdeveloped. In this work, we initiate the geometric study of subdivisions of \(A_{n,k,m}\) in order to establish the notion of secondary amplituhedron. For this purpose, we first extend the projection \(\pi_+\) to a rational map \(\pi : \text{Gr}(k, n) \rightarrow \text{Gr}(k, k + m)\) and provide a concrete birational parametrization of the fibers of \(\pi\). We then use this to explicitly describe a rational top-degree form \(\omega_{n,k,m}\) (with simple poles) on the fibers and compute \(\Omega(A_{n,k,m})\) as a summation of certain residues of \(\omega_{n,k,m}\). As main application of our approach, we develop a well-structured notion of secondary amplituhedra for conjugate to polytopes, i.e. when \(n - k - 1 = m\) (even). We show that, in this case, each fiber of \(\pi\) is parametrized by a projective space and its volume form \(\omega_{n,k,m}\) has only poles on a hyperplane arrangement. Using such linear structures, for amplituhedra which are cyclic polytopes or conjugate to polytopes, we show that the Jeffrey–Kirwan residue computes \(\Omega(A_{n,k,m})\) from the fiber volume form \(\omega_{n,k,m}\). In particular, we give conceptual proofs of the statements of Ferro et al. (J Phys A Math Theor 52(4):045201, 2018). Finally, we propose a more general framework of fiber positive geometries and analyze new families of examples such as fiber polytopes and Grassmann polytopes.
1. Introduction

The combinatorics of subdivisions of polytopes is very rich and has been extensively studied in polyhedral geometry (see, e.g., [DLRS10] and references therein). More importantly, by the seminal works of Gelfand et al. [GZK89,GKZ94], given any polytope $P$ there exists a so-called secondary polytope whose face lattice is isomorphic to the poset of regular subdivisions of $P$. In a subsequent work [BS92], Billera and Sturmfels introduced the notion of fiber polytopes which contain secondary polytopes as examples. More precisely, given two polytopes $Q$ and $P$ with a projection $\pi : Q \to P$ whose fibers are all polytopes, the fiber polytope $\Sigma(Q, P)$ is defined as the Minkowski integral of the fibers of $\pi$ over $P$. If one considers a polytope $P$ with $n$ vertices as the image of the standard projection from the simplex $\Delta_{n-1}$, then the fiber polytope $\Sigma(\Delta_{n-1}, P)$ coincides with the secondary polytope of $P$. Therefore, the fibers of such projections relate to the subdivisions of $P$ in an elegant way. Hence, this approach provides a representation of the secondary polytope of $P$ as Minkowski integral over the fibers of $\pi$, or as Minkowski sum of these fibers at some discrete set of points in $P$. A primary family of polytopes whose subdivisions are well-understood is cyclic polytopes (see, e.g. [ER96,Ram97,ADLRS00,Zie12]). The cyclic polytope $C(n, d)$ is the convex hull of any $n$ distinct points on the moment curve $\{(t, t^2, \ldots, t^d) : t \in \mathbb{R}\}$ in $\mathbb{R}^d$.

The study of subdivisions of objects beyond polytopes is quite underdeveloped. One particular family of interest is amplituhedra. The amplituhedron is a geometric object defined by Arkani-Hamed and Trnka [AHT14] whose subdivisions have profound use-cases in physics, especially in computing scattering amplitudes of particles. Cyclic polytopes are examples of amplituhedra. However, a general amplituhedron is not necessarily a polytope. Another special case is isomorphic to the positive Grassmannian $\text{Gr}_+(k, n)$, the subset of the real Grassmannian $\text{Gr}(k, \mathbb{R}^n)$ where all Plücker coordinates are non-negative. $\text{Gr}_+(k, n)$ is not a linear object, i.e. it is not carved out by linear polynomial inequalities as polytopes. Based on the seminal work on positivity by Lusztig [Lus94], as well as Fomin and Zelevinsky [FZ99], Postnikov [Pos06] studied the cell decompositions of positive Grassmannians and showed that even though they are not linear objects, they have remarkable geometric structures. In particular, the restriction of the matroid stratification of $\text{Gr}(k, \mathbb{R}^n)$ given in [GGMS87], to the positive Grassmannian provides a decomposition of $\text{Gr}_+(k, n)$ into so-called positroids cells [Pos06,PSW09,Rie98]. Since Postnikov’s work [Pos06], positive Grassmannians have been extensively studied in mathematics and have also appeared in various other fields including in the amplituhedron theory (see, e.g. [AHBC+16] and references therein).

To define the amplituhedron $A_{n,k,m}$ more precisely, consider a map $\pi_+ : \text{Gr}_+(k, n) \to \text{Gr}(k, k + m)$ induced by any totally positive $(k + m) \times n$ matrix $Z$. Then the image of $\pi_+$ is $A_{n,k,m}$ which is a semialgebraic subset of $\text{Gr}(k, k + m)$ of full dimension. The
amplituhedron has very complicated geometric and combinatorial structures. Despite the extensive research on this topic, the structure of $\mathcal{A}_{n,k,m}$ and its subdivisions are only known for special cases, e.g. when it is isomorphic to the positive Grassmannian, or cyclic polytopes [Stu88], or the complex of bounded regions of a cyclic hyperplane arrangement [KW19], or the $m = 2$ case which is related to the positive tropical Grassmannian [LPW20].

Cyclic polytopes, positive Grassmannians, and amplituhedra are all part of the more general paradigm of positive geometries [AHBL17]. In recent years, positive geometries are frequently arising as the underlying mathematical structures for quantum mechanical observables of many theories in particle physics and cosmology. Even though positive geometries have a priori no reference to any physics notions, the physical principles and properties of physical observables can be seen as emergent from the mathematical properties of these objects. Therefore, they play a fundamental role in understanding the physics they encode. More precisely, a positive geometry is a pair $(X_\mathbb{C}, X_+)$ of a complex algebraic variety $X_\mathbb{C}$ defined over $\mathbb{R}$ and a semialgebraic subset $X_+ \subset X_\mathbb{R}$ such that there exists a unique meromorphic form $\Omega(X)$ on $X_\mathbb{C}$, called canonical form, which has simple poles or logarithmic singularities along the (complexified) boundaries of $X_+$ and it is regular everywhere else. A canonical form of a positive geometry explicitly encodes its associated physical observables. Given a positive geometry $(X_\mathbb{C}, X_+)$ endowed with a canonical form $\Omega(X)$, a natural way to compute $\Omega(X)$ is by triangulating the geometry and summing over the canonical forms $\Omega(X_a)$ of the cells $X_a$ in a triangulation $\{X_a\}$ of $X_+$. Since the forms $\Omega(X_a)$ are usually straightforward to compute, the problem is reduced to finding the triangulations of positive geometries. Moreover, different triangulations correspond to different representations of $\Omega(X)$ and lead to different expressions of the associated physical observable. Hence, it is desirable to develop a theory of secondary positive geometry to encode the interrelations of different representations of physical observables.

In particular, understanding the subdivisions of the amplituhedron is very important. Since $\mathcal{A}_{n,k,m}$ is the image of $\text{Gr}_+(k, n)$ which has a decomposition into positroid cells [Pos06], the images of positroid cells are good candidates for decomposing $\mathcal{A}_{n,k,m}$. Hence, the main question in this context is to characterize collections of positroid cells whose full-dimensional images give a dissection of the amplituhedron, i.e. they are pairwise disjoint, and together they cover a dense subset of the amplituhedron. In case the map $\pi_+$ is injective on such cells, the dissection is called triangulation and its elements generalized triangles. Importantly, any such collection of positroid cells gives rise to an expression for the canonical form of the amplituhedron.

The combinatorics and geometry of positroidal triangulations (and dissections) of the amplituhedron $\mathcal{A}_{n,k,m}$ is incredibly rich [AHT14,FLOP16,AHBL17,GL20,FLP18] and still unexplored in its full generality. For $m = 1$ a particular type of triangulations of the amplituhedron is provided in [KW19]. More recently, in [BH19] the authors constructed many ‘BCFW-like’ triangulations for the $m = 2$ amplituhedron. It is shown in [LPW20] that these triangulations (and, more in general, ‘BCFW-like’ dissections) are in bijection with the triangulations (dissections) of the hypersimplex. Moreover, it is conjectured that this bijection extends to any (positroidal) triangulation and dissection. In particular, there are some nice dissections coming from regular (positroidal) subdivisions of the hypersimplex, which are fully governed by the positive tropical Grassmannian [SW05].

We recall that the $k = 1$ amplituhedron $\mathcal{A}_{n,1,m}$ is a cyclic polytope in $\mathbb{P}^m$, hence its subdivisions are well-understood in terms of their secondary polytopes.
Our contributions. One of the main questions in the amplituhedron theory is to explicitly describe the canonical form of the amplituhedron $\Omega(A_{n,k,m})$. To compute $\Omega(A_{n,k,m})$ we study the fibers of the map $\pi_+ : \text{Gr}(k,n) \to \text{Gr}(k,k+m)$ whose image is the amplituhedron $A_{n,k,m}$. We first extend the projection $\pi_+$ to a rational map $\pi : \text{Gr}(k,n) \dashrightarrow \text{Gr}(k,k+m)$ whose fiber on each point $Y \in A_{n,k,m}$ is related to the positive fiber, namely $\pi_+^{-1}(Y) = \pi^{-1}(Y) \cap \text{Gr}(k,n)$. We then use this property to provide a compact parametrization of fibers as positive regions inside the Grassmannian $\text{Gr}(k,n-m)$ and their boundaries; See Propositions 4.1 and 4.2. Moreover, for each point $Y \in A_{n,k,m}$ we show that the fiber $\pi^{-1}(Y)$ can be endowed with a rational top-degree form $\omega_{n,k,m}(Y)$ with simple poles along a collection of divisors. We call $\omega_{n,k,m}$ the fiber volume form that can be explicitly computed using the aforementioned parametrization.

In particular, this leads to an explicit description of $\omega_{n,k,m}$ as follows:

Theorem. Let $Y \in A_{n,k,m}$ and $\omega_{n,k,m}(Y)$ be the volume form on the fiber $\pi^{-1}(Y)$. Then:

- There exists an $(n-m) \times n$ matrix $A$ such that the fiber $\pi^{-1}(Y)$ is birationally parametrized via
  \[ \text{Gr}(k,n-m) \dashrightarrow \pi^{-1}(Y), \quad \lambda \mapsto \lambda \cdot A. \]  
  (Proposition 4.1)

- Under the parametrization above, the volume form $\omega_{n,k,m}$ on the fiber $\pi^{-1}(Y)$ is
  \[ \omega_{n,k,m}(Y) = p_J(\lambda)^{-k} \frac{\mu_{\text{Gr}(k,n-m)}(\lambda)}{\prod_{i=1}^n \det (\lambda | (A^i)^\perp)}, \]  
  (Theorem 4.5)

where $J$ is a $k$-subset of the rows of the matrix $A$ and $\mu_{\text{Gr}(k,n-m)}$ is the standard measure on $\text{Gr}(k,n-m)$. Here $(A^i)^\perp$ spans the $(n-m-k)$-dim orthogonal complement of the $k$-dim span of the columns of $A$ labeled by $\{i, \ldots, i+k-1\}$.

- Every generalized triangle $S_M$ corresponds to a pole $q_M$ of $\omega_{n,k,m}(Y)$. Moreover, given a triangulation $\mathcal{C} = \{S_M\}$ of $A_{n,k,m}$, the canonical form $\Omega(A_{n,k,m})(Y)$ can be obtained as
  \[ \Omega(A_{n,k,m})(Y) = \mu_{\text{Gr}(k,k+m)} \cdot \sum_{S_M \in \mathcal{C}} \text{Res}_{q_M} \omega_{n,k,m}(Y). \]  
  (Theorem 4.8)

As mentioned above, a natural way to compute the canonical form of the amplituhedron is by finding its subdivisions. In particular, in Sect. 5 we focus on the case of conjugate to polytopes, i.e. $A := A_{n,n-m-1,m}$. We show that, in this case the volume form $\omega_{n,k,m}(Y)$ has only poles along a set of hyperplanes $\mathcal{H}_1(Y), \ldots, \mathcal{H}_n(Y)$. We use this, together with the fiber-based approach developed in Sect. 4 to define a well-structured notion of secondary amplituhedra. This leads to a classification of positroidal dissections of $A$. More precisely, let $W_i(Y)$ be a normal ray of the hyperplane $\mathcal{H}_i(Y)$ for each $i$ and let $\mathcal{F}_A(Y)$ be the chamber fan of the rays $W_1(Y), \ldots, W_n(Y)$; See Definition 2.6. We show that under certain conditions, $\mathcal{F}_A(Y)$ is the secondary fan of $A$. In particular, in Sect. 5.3 we show that:

Theorem (Proposition 5.9 and Theorem 5.11). The fan $\mathcal{F}_A(Y)$ is combinatorially equivalent to the secondary fan of a cyclic polytope. Moreover, the cones of $\mathcal{F}_A(Y)$ are in bijection with the positroidal dissections of $A$. The inclusion between cones corresponds to coarsening between their associated dissections. In particular, maximal cones of $\mathcal{F}_A(Y)$ correspond to positroidal triangulations of $A$. 

In Sect. 6, we focus on the computation of the canonical form of the amplituhedron in terms of the fiber volume form. More precisely, we study the following algebraic-analytic question:

**Question 1.1.** What residue procedure on $\omega_{n,k,m}$ leads to the computation of $\Omega(A_{n,k,m})$?

We solve Question 1.1 for the case of cyclic polytopes in $\mathbb{P}^n$ and conjugate to polytopes. Following [FLP18], we connect the computation of $\Omega(A_{n,k,m})$ to the Jeffrey–Kirwan residue $JK_\xi(\cdot)$. We show that this approach provides the right framework to study the linear fibers, as $\omega_{n,k,m}$ has only poles on a collection of affine hyperplanes. More precisely, we first extend the classical notion of the Jeffrey–Kirwan residue in Definition 6.4 for the fiber volume forms. Then we show that the collection of poles of $\omega_{n,k,m}$ picked up by the Jeffrey–Kirwan residues coincides with the Gale duality procedure of identifying cells in a triangulation. In particular, we give conceptual proofs of the main statements in [FLP18].

**Theorem** (Theorem 6.3). Let $A_{n,k,m}$ be either a cyclic polytope or conjugate to a polytope for an even $m$. Let $\xi$ be a generic point in the secondary fan of $A_{n,k,m}$. Then the canonical form $\Omega(A_{n,k,m})$ can be obtained from the Jeffrey–Kirwan residue of the fiber volume form $\omega_{n,k,m}$. More precisely,

$$\Omega(A_{n,k,m}) = JK_\xi(\omega_{n,k,m}) \cdot \mu_{Gr(k+1,m)}.$$

As amplituhedra are positive geometries, in Sect. 7 we study the more general framework of fiber positive geometries. In this context, the positive Grassmannian can be seen as a simplex, thus the notion of fiber positive geometries is analogous to the notion of fiber polytopes. More precisely, let $\pi : X \rightarrow Y$ be a rational dominant map which restricts to a regular map $\pi_+ : X_+ \rightarrow Y_+$. Assume also that the pairs $(\pi^{-1}(y), \pi_+^{-1}(y))$ are positive geometries for all $y \in Y_+$. Then we propose a set of properties that fiber positive geometries ought to have. In particular, for a collection $\{X_{\mu}\}$ of strata of $X_+$ such that their images provide a dissection of $Y$, one can obtain the canonical form $\Omega(Y_+)$ by summing over canonical forms of the images of such strata. Moreover, similar to the amplituhedron case we define the notion of volume form $\omega_\pi(y)$ on the fibers $\pi^{-1}(y)$ which would encode all the information about the triangulations of $Y_+$. Generalizing Theorem 4.8, we expect that $\Omega(Y_+)$ can be obtained via a residue procedure from $\omega_\pi(y)$. This leads us to the following question:

**Question 1.2.** Is there a notion of fiber positive geometry for the projection $\pi : X \rightarrow Y$ which parametrizes (a nice class of) dissections of $(Y, Y_+)$ by a strata of $(X, X_+)$? What is the residue procedure on $\omega_\pi(y)$ which allows to obtain $\Omega(Y_+)$ and reflects such combinatorics?

We conclude by mentioning some examples relevant to this framework. In particular, we describe how a residue à la Jeffrey–Kirwan can be used in the context of fiber polytopes. Finally, we consider an example of (linear) fiber positive geometry which comes from a Grassmann polytope; See Example 7.5.

**Structure of the paper.** In Sect. 2 we review some of the main tools used in this work, including fiber polytopes, secondary fans, and Gale duality. In Sect. 3 we recall the definitions of the positive Grassmannian, the amplituhedron and its triangulations. We also review the construction of the canonical forms of both objects and the parity duality for triangulations of the amplituhedron. Section 4 contains some of our main results. In Sect. 4.1 we define the positive and full fibers of the amplituhedron and provide...
them with a birational parametrization. In Sect. 4.2 we introduce the fiber volume forms \( \omega_{n,k,m} \) and express them explicitly in terms of the parametrization given in Sect. 4.1. We then explain the relation between the fiber volume form and the canonical form of the amplituhedron in Sect. 4.3. In Sect. 5 we study triangulations of amplituhedra in the case of conjugate to polytopes and define a well-structured notion of secondary fan. In Sect. 6 we extend the classical Jeffrey–Kirwan residue and use it to compute the canonical form of the amplituhedron from the fiber volume forms. Finally, in Sect. 7 we introduce the more general framework of fiber positive geometries and in Sect. 8 we outline future directions.

**Notation.** Throughout we let \([n] = \{1, \ldots, n\}\) and we denote \([n\choose k]\) for the collection of subsets of \([n]\) of size \(k\). We call \(I_j := \{j, \ldots, j+k-1\}\) the \(j^{th}\) cyclic \(k\)-interval of \([n]\) where all the numbers are considered modulo \(n\). For any subset \(I \subset [n]\) we denote \(\bar{I}\) for its complement that is \(\bar{I} = [n]\setminus I\).

## 2. Fibers and Triangulations of Polytopes

In this section, we give a brief introduction to subdivisions of polytopes. Most of the results of this section are well-known, but we rephrase them to make them more suited to a generalization in the context of amplituhedra. We refer to [BS92] and [Zie12, §9] for further details.

A slight difference of our approach from the one in the literature (for polytopes) is that we aim to work with the secondary fan, rather than the secondary polytope. This method will, in particular, allow us to study the secondary fan of a hyperplane arrangement. Note that every convex polytope is naturally endowed with a hyperplane arrangement (corresponding to its facets). We use this approach as it is more suitable for generalizations to the study of triangulations of amplituhedron with linear fibers. In particular, we use the framework developed along this section to extend the theory of secondary fans from convex polytopes to amplituhedra in Sect. 5.1.

**Notation.** Here \(Q \subset \mathbb{R}^n\) and \(P \subset \mathbb{R}^m\) denote some convex polytopes. We further fix a linear map \(\pi : \mathbb{R}^n \to \mathbb{R}^m\) which induces a surjective map \(\pi_+ : Q \to P\),

\[
\text{sending the vertices of } Q \text{ to the vertices of } P.
\]

### 2.1. Triangulations and subdivisions of polytopes.

**Definition 2.1.** A subdivision of a full-dimensional polytope \(P \subset \mathbb{R}^m\) is a representation of \(P\) as a finite union of a collection of full-dimensional polytopes \(R(P)\) such that every two polytopes are either disjoint or intersect by a common proper face. Moreover, the vertices of the polytopes in \(R(P)\) are vertices of \(P\). A subdivision \(R(P)\) is called a triangulation of \(P\) if all polytopes are simplices. A subdivision is called regular if there exists a convex piecewise linear function which is linear on any polytope in \(R(P)\).

Here, we are interested in regular subdivisions of \(P\) which are induced by the map \(\pi\) from (1).
Definition 2.2. Given a projection $\pi_+: Q \to P$, a subdivision $R(P)$ of $P$ is called $\pi$-induced if every polytope in $R(P)$ is the image of some face of $Q$. Regular $\pi$-induced subdivisions are called $\pi$-regular.\footnote{Such subdivisions are also called $\pi$-coherent, but in the context of amplituhedron, the term regular is more common.}

Example 2.3. Each regular subdivision in Definition 2.1 is $\pi$-regular for some $\pi$. To see this correspondence, assume that $f$ is a piecewise linear function inducing the regular subdivision of $P$. Then one can consider $Q \subset \mathbb{R}^m \times \mathbb{R}$ to be the convex hull of the graph of $f$ and $\pi: \mathbb{R}^m \times \mathbb{R} \to \mathbb{R}^m$ the natural projection.

2.2. Fiber polytopes and $\pi$-regular subdivisions. To any linear projection of convex polytopes $\pi_+: Q \to P$, Billera and Sturmfels [BS92] associated the so-called fiber polytope $\Sigma_1(Q, P)$ which is constructed by taking the Minkowski integral of fibers of $\pi_+$ as:

$$\Sigma(Q, P) = \int_{x \in P} \pi_+^{-1}(x) \, dx.$$ 

The Minkowski integral of convex bodies can be defined as the limit of finite Riemann (Minkowski) sums, for a precise definition see [BS92]. The fiber polytope encodes the $\pi$-regular subdivisions of $P$ as follows:

Theorem 2.1 ([BS92, Theorem 2.4]). The fiber polytope $\Sigma(Q, P)$ is a polytope of dimension $\dim(Q) - \dim(P)$, whose faces correspond to $\pi$-regular subdivisions of $P$. In particular, the vertices of $\Sigma(Q, P)$ correspond to the finest $\pi$-regular subdivisions, while the facets correspond to the coarsest subdivisions.

We aim to generalize this construction from polytopes to amplituhedra. To do so, we first describe the correspondence in Theorem 2.1 more concretely. For simplicity of the exposition we restrict ourselves to generic linear projections of polytopes. A linear projection $\pi_+: Q \to P$ is called generic if $\pi_+(A) \neq \pi_+(B)$ for every pair of vertices $A, B$ of $Q$.

In the following, given $P \subset \mathbb{R}^m$ and a linear functional $\psi \in (\mathbb{R}^m)^*$ we denote by $P^\psi$ the truncation of $P$ in the direction of $\psi$. That is, $P^\psi$ is the face of $P$ where $\psi$ attains its maximum.

Definition 2.4. Consider the polytopes $Q \subset \mathbb{R}^n$ and $P \subset \mathbb{R}^m$. Let $\pi_+: Q \to P$ be a linear projection. The linear functional $\psi \in (\mathbb{R}^n)^*$ is called generic if its restriction to ker $\pi$ is non-zero and $\psi(A) \neq \psi(B)$ for any pair of vertices $A, B$ of $Q$.

We define a section $s_\psi: P \to Q$ as follows. For any point $x \in P$, let $P_x \subset Q$ be its preimage under $\pi_+$. Then the section $s_\psi$ is given by

$$s_\psi(x) = P^\psi_x,$$

where $P^\psi_x$ is the truncation of $P$ in the direction of $\psi$. Having a generic $\psi$ guarantees that $P^\psi_x$ is a vertex of $P_x$, and therefore the section $s_\psi$ is well-defined.

Remark 2.5. It is clear that the section $s_\psi$ in Definition 2.4 only depends on the restriction of the linear functional $\psi$ to ker $\pi$. Thus one can think of $\psi$ as an element of $(\ker(\pi))^*$, which we will do from now on.
The theorem below is a reformulation of some results in [BS92] which relates Theorem 2.1 with the sections from Definition 2.4. We refer to the proof of [Zie12, Theorem 9.6] for further details.

**Theorem 2.2.** Let $\pi_+ : Q \to P$ be a linear projection and $\psi \in (\ker \pi)^*$ a generic linear functional. Then:

- The image of the section $s_\psi(P) = \{P_\psi^x : x \in P\}$ is a union of some faces of $Q$, denoted by $R_\psi(P)$.
- The collection $R_\psi(P)$ is a $\pi$-regular partition of $P$.

Moreover, for any vertex $A$ of $\Sigma(Q,P)$, the corresponding $\pi$-regular subdivision is equal to $R_\psi(P)$ for each $\psi$ in the interior of $\sigma_A$, where $\sigma_A$ is the dual cone of $A$.

**Proof.** We give a sketch of the proof. Let $s_\psi(x)$ be contained in a face $\Gamma$ of $Q$. To show the first point, it is enough to show that $s_\psi(x') \in \Gamma$ for any $x' \in \pi_+(\Gamma)$. This follows from the construction of the section $s_\psi$, as $\psi$ attains its maximum at $\pi^{-1}(x') \cap \Gamma$ for any $x' \in \pi_+(\Gamma)$. The second point follows from the fact that $s_\psi$ is a section, and hence the images of faces $R_\psi(P)$ form a subdivision of $P$. To show that $R_\psi(P)$ is regular, notice that the function $\psi \circ s_\psi : P \to \mathbb{R}$ is convex piecewise linear with respect to subdivision $R_\psi(P)$. Finally, it is easy to see that for any pair of covectors $\psi, \psi'$ in the interior of some cone $\sigma_A$ of the dual fan of $\Sigma(Q,P)$, the subdivisions $R_\psi(P)$ and $R_{\psi'}(P)$ coincide. □

### 2.3. Secondary fans and triangulations of polytopes

We now focus on the case of regular triangulations of convex polytopes. We recall the notions of *secondary polytopes* and *secondary fans* which were first defined in [GKZ94]. We follow the notation of [BS92].

Let $\Delta \subset \mathbb{R}^n$ be the standard simplex realized as a full-dimensional polytope with $n$ vertices. Then, any convex polytope $P \subset \mathbb{R}^m$ with $n$ vertices can be realized as the image of $\Delta$ under a linear projection $\pi_+ : \Delta \to P$. For the convenience of the exposition, we will work with a linear translation of $\Delta$ to the vector space parallel to the affine span of $\Delta$. Note that this procedure will not change the fiber polytope $\Sigma(\Delta, P)$. In this special case, the fiber polytope $\Sigma(\Delta, P)$ is called the *secondary polytope* of $P$ and the vertices of $\Sigma(\Delta, P)$ are in one-to-one correspondence with the regular triangulations of $P$. In what follows it will be more convenient for us to work with the dual fan of secondary polytope. The dual fan of $\Sigma(\Delta, P)$, denoted by $\mathcal{F}(\Delta, P)$, is called the *secondary fan* of $P$. Here, we denote them simply by $\Sigma_P$ and $\mathcal{F}_P$ respectively. Note that the dual fan naturally lives in $(\ker \pi)^*$ as $\Sigma_P$ can be realized in the space $\ker \pi \subset \mathbb{R}^{n-1}$ (uniquely up to translation).

To any collection $\rho_1, \ldots, \rho_k$ of rays in $\mathbb{R}^r$ we associate a so-called *chamber fan* as follows. For any subset $I \subset \{1, \ldots, k\}$, we let $C_I$ be the cone generated by $\{\rho_i\}_{i \in I}$. We define an equivalence relation on the vectors of $\mathbb{R}^r$ as follows:

$$x \sim y \text{ if and only if } x \in C_I \iff y \in C_I.$$  \hspace{1cm} (2)

It is easy to see that this is indeed an equivalence relation and that the equivalence classes are polyhedral cones, called *chambers*. Moreover, the collection of chambers forms a polyhedral fan in $\mathbb{R}^r$.

**Definition 2.6.** Given a collection $\rho_1, \ldots, \rho_k$ of rays in $\mathbb{R}^r$, its associated chamber fan is a fan whose cones are the equivalence classes arising from the equivalence relation (2).
Proposition 2.3. Let $\pi_+: \Delta \to P$ be a projection as before. Let $\rho_1, \ldots, \rho_n \subset (\mathbb{R}^n)^*$ be outward directed normal rays to facets of $\Delta$. Then the secondary fan $\mathcal{F}_P$ is the chamber fan of $i^*(\rho_1), \ldots, i^*(\rho_n) \subset (\ker \pi)^*$ where
\[
i^*: \mathbb{R}^n \to (\ker \pi)^*
\]
is the natural projection.

Proof. By the construction of $\Sigma_P$, it is clear that $\mathcal{F}_P$ is the coarsest common refinement of the dual fans of all possible fibers of the projection $\pi_+$. Since $\pi$ is generic, the facets of a fiber of $\pi_+$ come as the intersection of facets of $\Delta$ with fibers of $\pi$. Also, every facet of $\Delta$ contributes to a facet of some fiber $\pi_+^{-1}(y)$. Therefore, the fan $\mathcal{F}_P$ has $\rho_1, \ldots, \rho_n$ as rays. Moreover, since any $I \subset [n]$ corresponds to a facet of $\Delta$ (and hence of $\pi_+^{-1}(y)$ for some $y \in P$), the coarsest common subdivision of the normal fans of fibers of $\pi_+$ is the chamber fan of $\rho_1, \ldots, \rho_n$. □

In the rest of this subsection, we list simplices appearing in the triangulation $R\psi(P)$ of $P$ induced by a linear functional $\psi \in (\ker \pi)^*$. We also numerate the vertices $v_1, \ldots, v_n$ of $\Delta$ such that $v_i$ is the vertex which is dual to the facet normal to $\rho_i$. Then we have the following theorem:

Theorem 2.4. Let $P$, $\mathcal{F}_P$, $\pi$, and $\psi \in (\ker \pi)^*$ be as above. Then the maximal simplices in the triangulation $R\psi(P)$ of $P$ are in bijection with the collections $I = \{i_1, \ldots, i_{n-k}\}$ such that $\psi$ belongs to the cone generated by $i^*(\rho_{i_1}), \ldots, i^*(\rho_{i_{n-k}})$. Under this bijection, the collection $\{i_1, \ldots, i_{n-k}\}$ corresponds to the simplex whose vertices $\pi(v_j)$ are labeled by $j \in [n]\setminus I$.

2.4. Gale duality. The Gale transform is an involution that takes a (reasonably general) set $\Gamma$ of $n$ labeled points in $\mathbb{R}^m$ to a set $\Gamma^\perp$ of $n$ labeled points in $\mathbb{R}^{n-m}$, defined up to a linear transformation of $\mathbb{R}^{n-m}$. More precisely, if we choose our coordinates so that the points in $\Gamma$ have as coordinates the columns of the matrix
\[
M = \left(\begin{array}{cc}
\mathbb{I}_m & A
\end{array}\right)^T,
\]
where $\mathbb{I}_m$ is the $m \times m$ identity matrix and $A$ is an $(n - m) \times m$ matrix, then the Gale transform of $\Gamma$ is the set of points $\Gamma^\perp$ whose coordinates in $\mathbb{R}^{n-m}$ are the rows of the matrix
\[
M^\perp = \left(\begin{array}{c}
-A^T
\end{array}\right).
\]
Note that $MM^\perp = 0$. Given a polytope $P$ in the projective space $\mathbb{P}^m$ with the vertex set $V(P) = \{v_1, \ldots, v_n\}$, we denote $(V(P))^\perp = \{v_1^\perp, \ldots, v_n^\perp\} \subset \mathbb{P}^{n-m-1}$ for the Gale transform of $V(P)$.

We now draw the connection between the Gale transform and regular triangulations of polytopes.

Theorem 2.5. Let $P$ be a polytope with the vertex set $V(P) = \{v_1, \ldots, v_n\} \subset \mathbb{R}^m$. Then $(V(P))^\perp$ is the set of linear generators of the rays of $\mathcal{F}_P$. More precisely, a maximal cone $\sigma$ of $\mathcal{F}_P$ corresponds to a triangulation of $P$ whose maximal simplices $\text{conv}(v_{i_1}, \ldots, v_{i_k})$ are in correspondence with the $k$-subsets $I = \{i_1, \ldots, i_k\}$ of $[n]$ where the cone generated by $\{v_{j}^\perp\}_{j \in [n]\setminus I}$ contains $\sigma$. 
We now introduce the main objects of this paper, including 3. The Amplituhedron realizations of $P_i$ are mainly interested in the case of space of all $k$.

3.1. The positive Grassmannian. Throughout we fix a field $K$ with char$(K) = 0$. We are mainly interested in the case of $K = \mathbb{R}$ or $\mathbb{C}$. The Grassmannian $\text{Gr}(k, n)$ is the space of all $k$-dim linear subspaces of $K^n$. For an abstract vector space $W$ over $K$ we will denote by $\text{Gr}(k, W)$ the Grassmannian of $k$-dim linear subspaces of $W$. To emphasize the underlying field, when $K$ is the set of real or complex numbers, we may use $\text{Gr}(k, \mathbb{R}^n)$ or $\text{Gr}(k, \mathbb{C}^n)$ instead of $\text{Gr}(k, n)$. A point $V$ in $\text{Gr}(k, n)$ can be represented by a $k \times n$ matrix with entries in $K$. Let $X = (x_{ij})$ be a $k \times n$ matrix of indeterminates. For a subset $I = \{i_1, \ldots, i_k\} \in \binom{[n]}{k}$, let $X_I$ denote the $k \times k$ submatrix of $X$ with the column indices $i_1, \ldots, i_k$. The Plücker coordinates of $V$ are $p_I(X) = \det(X_I)$ for $I \in \binom{[n]}{k}$ that do not depend on the choice of matrix $X$ (up to simultaneous rescaling by a non-zero constant) and determine the Plücker embedding of $\text{Gr}(k, n)$ into $\mathbb{P}\binom{[n]}{k-1}$. Moreover, any point $V \in \text{Gr}(k, n)$ can be represented as span$\{v_1, \ldots, v_k\}$ for some $K$-vector space basis $\{v_1, \ldots, v_k\}$.

2.5. Projective polytopes.

Definition 2.7. A projective polytope is a subset $P \subset \mathbb{P}^d$ of a real projective space, which is homeomorphic to a closed $d$-dim ball and is bounded by projective hyperplanes.

A projective polytope $P \subset \mathbb{P}^d$ is uniquely determined by the pointed cone $C(P) \subset \mathbb{R}^{d+1}$ over $P$. Conversely, the projectivization of any full-dimensional pointed cone $\sigma \subset \mathbb{R}^{d+1}$, i.e. the image of $\sigma$ in $\mathbb{P}^d$ under the natural projection $\mathbb{R}^{d+1} \setminus \{0\} \rightarrow \mathbb{P}^d$ is a projective polytope.

The construction of the secondary fans of polytopes can be extended to projective polytopes as follows. Let $P \subset \mathbb{P}^d$ be a projective polytope and $H \subset \mathbb{P}^d$ a hyperplane such that $P \cap H = \emptyset$. Then $P$ is contained in the affine chart $\mathbb{P}^d \setminus H \cong \mathbb{R}^d$ and can be viewed as a convex polytope in $\mathbb{R}^d$. On the other hand, the cone $C(P) \subset \mathbb{R}^{d+1}$ corresponds to the choice of a linear function $L \in (\mathbb{R}^{d+1})^*$ which is positive on $C(P) \setminus \{0\}$. Then the affine chart $\mathbb{P}^d \setminus H$ can be identified with the level set $L_1 = \{x \in \mathbb{R}^{d+1} | L(x) = 1\}$ and the aforementioned convex polytope in this chart is given by the intersection $C(P) \cap L_1$. By the secondary fan of a projective polytope we mean the secondary fan of its affine realization. We note that the secondary fan of a projective polytope depends on the choice of the hyperplane $H$ at infinity (resp. the linear function $L$), but its combinatorial structure is independent of $H$ as any pair of different affine realizations of $P$ can be obtained from each other by a linear transformation.

3. The Amplituhedron

We now introduce the main objects of this paper, including positive Grassmannians and amplituhedra. We also review the notions of positroidal triangulations and canonical forms, and their interrelations.

3.1. The positive Grassmannian. Throughout we fix a field $K$ with char$(K) = 0$. We are mainly interested in the case of $K = \mathbb{R}$ or $\mathbb{C}$. The Grassmannian $\text{Gr}(k, n)$ is the space of all $k$-dim linear subspaces of $K^n$. For an abstract vector space $W$ over $K$ we will denote by $\text{Gr}(k, W)$ the Grassmannian of $k$-dim linear subspaces of $W$. To emphasize the underlying field, when $K$ is the set of real or complex numbers, we may use $\text{Gr}(k, \mathbb{R}^n)$ or $\text{Gr}(k, \mathbb{C}^n)$ instead of $\text{Gr}(k, n)$. A point $V$ in $\text{Gr}(k, n)$ can be represented by a $k \times n$ matrix with entries in $K$. Let $X = (x_{ij})$ be a $k \times n$ matrix of indeterminates. For a subset $I = \{i_1, \ldots, i_k\} \in \binom{[n]}{k}$, let $X_I$ denote the $k \times k$ submatrix of $X$ with the column indices $i_1, \ldots, i_k$. The Plücker coordinates of $V$ are $p_I(X) = \det(X_I)$ for $I \in \binom{[n]}{k}$ that do not depend on the choice of matrix $X$ (up to simultaneous rescaling by a non-zero constant) and determine the Plücker embedding of $\text{Gr}(k, n)$ into $\mathbb{P}\binom{[n]}{k-1}$. Moreover, any point $V \in \text{Gr}(k, n)$ can be represented as span$\{v_1, \ldots, v_k\}$ for some $K$-vector space basis $\{v_1, \ldots, v_k\}$.
We denote the set of full-rank \( k \times n \) matrices by \( \text{Mat}(k, n) \). Let \( \mathbb{K} = \mathbb{R} \). The set of totally positive matrices \( \text{Mat}_+(k, n) \) contains the \( k \times n \) matrices whose ordered maximal minors are all positive. The totally positive part of the Grassmannian \( \text{Gr}_+(k, n) \) is the subset of \( \text{Gr}(k, n) \) where all Plücker coordinates are positive. Similarly, we denote \( \text{Gr}_+(n, k) \) for the totally non-negative part of the Grassmannian.

The totally non-negative Grassmannian \( \text{Gr}_\geq(k, n) \) has a stratification as follows:

**Definition 3.1.** For each collection \( M \) of elements of \( \binom{[n]}{k} \), we define \( S_M \) as

\[
S_M = \{ V \in \text{Gr}_\geq(k, n) : p_I(V) > 0 \text{ if and only if } I \in M \}.
\]

If \( S_M \neq \emptyset \), then we call \( M \) a positroid and \( S_M \) a positroid cell.

Each positroid cell \( S_M \) is a topological cell [Pos06, Theorem 6.5], and moreover, the positroid cells of \( \text{Gr}_\geq(k, n) \) glue together to form a CW complex [PSW09].

**Remark 3.2.** By definition, \( \text{Gr}_\geq(k, n) \) is a semialgebraic subset of the real part of the complex algebraic variety \( \text{Gr}(k, \mathbb{C}^n) \). The boundary of \( \text{Gr}_\geq(k, n) \) in the analytic topology is \( \text{Gr}_+(k, n) \setminus \text{Gr}_+(k, n) \). The boundary of \( \text{Gr}_+(k, n) \) is covered by \( n \) hypersurfaces given by the equations \( p_I = 0 \) for \( j = 1, \ldots, n \), where \( I_j \) is the \( j \)th cyclic \( k \)-interval of \( [n] \). We will denote \( S_j \) for the positroid cell defined by \( p_{I_j} = 0 \).

### 3.2. The amplituhedron

The tree amplituhedron is defined by Arkani-Hamed and Trnka in [AHT14] as the image of the positive Grassmannian under a map induced by a totally positive matrix.

**Definition 3.3.** Any totally positive matrix \( Z \) in \( \text{Mat}_+(k + m, n) \) with \( k \leq k + m \leq n \) induces a map

\[
\pi_+ : \text{Gr}_+(k, n) \to \text{Gr}(k, k + m)
\]

defined by

\[
\pi_+(\text{span}\{v_1, \ldots, v_k\}) := \text{span}\{Z \cdot v_1, \ldots, Z \cdot v_k\},
\]

where \( \text{span}\{v_1, \ldots, v_k\} \) is an element of \( \text{Gr}_+(k, n) \) written as the span of some \( \mathbb{R} \)-vector basis. The (tree) amplituhedron \( A_{n,k,m}(Z) \) is defined to be the image \( \pi_+(\text{Gr}_+(k, n)) \) inside \( \text{Gr}(k, k + m) \).

It is shown in [AHT14, §4] that the map \( \pi_+ \) is well-defined. In special cases the amplituhedron recovers familiar objects as follows. If \( k + m = n \), then \( A_{n,k,m} \) is isomorphic to the positive Grassmannian \( \text{Gr}_+(k, k + m) \). If \( k = 1 \), then \( A_{n,1,m} \) is a cyclic polytope in the projective space \( \mathbb{P}^m \), see [Stu88]. If \( m = 1 \), then \( A_{n,k,1} \) is the complex of bounded faces of a cyclic hyperplane arrangement, see [KW19].

**Remark 3.4.** Note that the definition of the amplituhedron depends on the choice of \( Z \); however, its combinatorial and geometric properties are conjectured to be independent of the choice of \( Z \). For example, it is expected that the set of triangulations of the amplituhedron (in Definition 3.5) is independent of \( Z \) (at least for even \( m \), see e.g. [LPW20] for the \( m = 2 \) case). Moreover, all the results proved in this paper are independent of the choice of \( Z \). Therefore, we neglect the matrix \( Z \) in the definition of the amplituhedron, dissections, and triangulations, and we refer to the amplituhedron as \( A_{n,k,m} \).
3.3. Triangulations of the amplituhedron. We recall the definitions of positroidal dissections and triangulations of amplituhedra from [LPW20].

**Definition 3.5.** Let \( C = \{ S_M \} \) be a finite collection of positroid cells of \( \text{Gr}^+ (k, n) \). We say that \( C \) is a (positroidal) dissection of \( A_{n, k, m} \) if (for any choice of the initial data \( Z \)), we have that:

- \( \dim \pi_+ (S_M) = m \cdot k \) for each \( S_M \) in \( C \).
- The images \( \pi_+ (S_M) \) and \( \pi_+ (S_{M'}) \) of two distinct cells in \( C \) are disjoint.
- \( \bigcup \pi_+ (S_M) = A_{n, k, m} \), i.e. the union of the images of the cells in \( C \) is dense in \( A_{n, k, m} \).

We denote \( \pi_+ (S_M) \) for the closure in the analytic topology. A positroidal dissection \( C = \{ S_M \} \) of \( A_{n, k, m} \) is a triangulation if \( \pi_+ \) is injective on each \( S_M \). In this case, each \( S_M \) is called a generalized triangle.

With a slight abuse of notation, we will call \( \pi_+ (S_M) \) a generalized triangle, and denote it as \( \Delta_M \). Moreover, we will sometimes refer to the collection \( \{ \Delta_M \} \) itself as a positroidal triangulation (dissection).

**Good dissections.** Among all possible positroidal dissections, there are some with particularly nice features, called good dissections, for which the boundaries of the strata interact nicely. In particular, in addition to properties in Definition 3.5, they satisfy the following condition:

- if the intersection \( \pi_+ (S_M) \cap \pi_+ (S_{M'}) \) of the images of two distinct cells has codimension one, then \( \pi_+ (S_M) \cap \pi_+ (S_{M'}) \) equals \( \pi_+ (S_{M''}) \), where \( S_{M''} \) lies in the closure of both \( S_M \) and \( S_{M'} \).

We will sometimes refer to good dissections as positroidal subdivisions. This is motivated by the connection between good dissections of certain type of amplituhedra with actual subdivisions of polytopes.

3.4. Canonical forms. The geometry of the positive Grassmannian and amplituhedron can be supplemented with certain differential forms called canonical forms. These forms are uniquely defined by their property of having simple (logarithmic) poles along the boundary of the space they are associated to. They were first introduced for the positive Grassmannians, and then were expanded for amplituhedra (see, e.g. [AHBC+16] and references therein). In particular, Arkani-Hamed and Trnka in [AHT14] showed how such forms algebraically encode scattering amplitudes in \( N = 4 \) super Yang-Mills theory.

We now briefly recall the definition of residue. We refer to [Har66] as a standard literature as well as [Gri82], [KW08, §2.2] for more introductory texts.

**Definition 3.6.** Let \( Y \subset X \) be an irreducible subvariety of codimension \( k \), and \( \Omega \) a rational form on \( X \). Let \( \alpha_1, \alpha_2, \ldots, \alpha_d \) be local coordinates of \( X \) and let \( Y \) be locally determined by the vanishing locus \( \alpha_1 = \cdots = \alpha_k = 0 \). Further, suppose that \( \Omega = \frac{\partial f}{\partial \alpha_1} \wedge \cdots \wedge \frac{\partial f}{\alpha_k} \wedge \Omega' \) with \( \Omega' \) of the form \( f (\alpha_1, \alpha_2, \ldots, \alpha_d) \, \partial \alpha_{k+1} \wedge \partial \alpha_{k+2} \wedge \cdots \wedge \partial \alpha_d \) for some rational function \( f \) which is locally analytic on \( Y \). Then the residue of \( \Omega \) along \( Y \) is defined as \( \text{Res}_Y \Omega := \Omega' \vert_Y \). Note that the Res\_Y \Omega is only defined up to sign, which depends on the order of the functions \( \alpha_1, \ldots, \alpha_k \).

---

2 The uniqueness of such form on a variety with boundary divisors with these properties is non-trivial. See [BD21, §4].
3.4.1. Canonical form of the positive Grassmannian Recall from Remark 3.2 that the boundary of \( \text{Gr}_+(k, n) \) in the analytic topology is \( \text{Gr}_+(k, n) \setminus \text{Gr}_{\geq} (k, n) \). Following [Lam14, AHBC+16], let \( D \) be the Zariski closure of \( \text{Gr}_+(k, n) \setminus \text{Gr}_{\geq} (k, n) \) in \( \text{Gr}(k, \mathbb{C}^n) \). Note that each irreducible component \( D_i \) of \( D \) has a natural semialgebraic subset \( D_i \) which is the intersection of its real locus \( D_i \) with \( \text{Gr}_+(k, n) \). Then there exists a unique, up to scaling, top-degree rational form \( \Omega(\text{Gr}_+(k, n)) \) on \( \text{Gr}(k, \mathbb{C}^n) \) with simple poles along \( D \). Similarly, the residue of \( \Omega(\text{Gr}_+(k, n)) \) along \( D_i \) is the unique top-degree rational differential form on \( D_i \) with simple poles along the boundaries of \( D_i \). In general, each positroid cell \( S_M \) carries a similar structure, i.e. each \( S_M \) admits a unique, up to scaling, top-degree rational form \( \Omega(S_M) \) on its complexification with simple poles along its boundary. We call \( \Omega(S_M) \) the canonical form of \( S_M \). As before, for any positroid cell \( S_M' \) in the boundary of \( S_M \) (which is of codimension one), the canonical form \( \Omega(S_M') \) can be obtained as a residue of \( \Omega(S_M) \) along the complexification of \( S_M' \), that is \( \text{Res}_{S_M'}(\Omega(S_M)) = \Omega(S_M') \). We note that the canonical form of each positroid cell can be computed from \( \Omega(\text{Gr}_+(k, n)) \) by successively taking residues along positroid boundaries. More generally, complex varieties with such structures are called positive geometries. See Sect. 7 and [AHBL17] for an overview of the latter.

We now introduce the standard volume form on the Grassmannian as follows.

**Definition 3.7.** Let \( C \) be a generic matrix of indeterminates in \( \text{Gr}_+(k, n) \). The standard volume form of \( \text{Gr}(k, n) \) is defined as \(^3\)

\[
\mu_{\text{Gr}(k,n)}(C) := \bigwedge_{\alpha=1}^{k} \langle C \, d^{n-k} C_{\alpha} \rangle , \text{ where } \langle C \, d^{n-k} C_{\alpha} \rangle := \sum_{I \in \binom{[n]}{k}} \epsilon_{I \bar{I}} \, p_I(C) \bigwedge_{i \in \bar{I}} d C_{\alpha i} .
\]

Here \( C_{\alpha} = (c_{\alpha 1}, \ldots, c_{\alpha n}) \) is the \( \alpha \)th row of \( C \) and \( \epsilon_{j_1, \ldots, j_n} \) is the totally anti-symmetric Levi-Civita symbol. That is \( \epsilon_{j_1, \ldots, j_n} \) equals to the sign of the permutation \( (1, \ldots, n) \to (j_1, \ldots, j_n) \). Note that if \( j_s = j_r \) for some \( s \) and \( r \), then \( \epsilon_{j_1, \ldots, j_n} \) is defined to be zero.

**Remark 3.8.** Let \( C \) be a generic matrix of indeterminates in \( \text{Gr}_+(k, n) \). Then following [AHBC+16, Lam14], we can explicitly write the canonical form of \( \text{Gr}_+(k, n) \) as follows:

\[
\Omega(\text{Gr}_+(k, n)) = \frac{\mu_{\text{Gr}(k,n)}(C)}{\prod_{j=1}^{n} p_{I_j}(C)} .
\]

Note that the formula above is invariant under \( \text{GL}_k \)-action, hence the form is well-defined on \( \text{Gr}(k, n) \).

3.4.2. Canonical form of the amplituhedron The amplituhedron \( A_{n,k,m} \) is conjectured to be a positive geometry [AHT14, Lam14]. In particular, one can obtain its canonical form \( \Omega(\text{A}_{n,k,m}) \) by knowing its positroidal triangulations.

**Conjecture 3.1 ([AHT14, Lam14]).** Let \( C = \{S_M\} \) be a positroidal triangulation of \( \text{A}_{n,k,m} \). Then

\[
\Omega(\text{A}_{n,k,m}) = \sum_{S_M \in C} \Omega(\pi_+(S_M)) . \quad (6)
\]

In particular, the sum does not depend on the positroidal triangulation \( C \).

\(^3\) it is a covariant form of weight \( n \); See Sect. 4.2 and in particular, Definition 4.11.
Remark 3.9. As explained in [GL20, §8], the signs of $\Omega(\pi_+(S_M))$ in the right hand side of (6) are chosen according to a fixed orientation of $\text{Gr}(k,k+m)$. More concretely, let us fix a top-degree form on $\text{Gr}(k,k+m)$ which is non-vanishing on $A_{n,k,m}$. As an example of such form we can take $\mu_{\text{Gr}(k,k+m)}$ from Definition 3.7. Then the sign of $\Omega(\pi_+(S_M))$ is chosen such that
\[
\frac{\Omega(\pi+(S_M))}{\mu_{\text{Gr}(k,k+m)}} > 0, \text{ for any } Y \in \pi_+(S_M).
\]

Remark 3.10. We can compute $\Omega(A_{n,k,m})$ from $\Omega(\text{Gr}_+(k,n))$ by knowing a positroidal triangulation of $A_{n,k,m}$. More precisely, the form $\Omega(\pi_+(S_M))$ in (6) can be obtained from $\Omega(S_M)$ using the diffeomorphism $\pi_+$ between the positroid cell $S_M$ and its image in $A_{n,k,m}$ (see Conjecture 4.7). In turn, as described before, the canonical form of a positroid cell $S_M$ can be obtained as: $\Omega(S_M) = \text{Res}_{S_M} \Omega(\text{Gr}_+(k,n))$.

Since $\Omega(A_{n,k,m})$ is a top-degree form on $\text{Gr}(k,k+m)$, it can be decomposed into a product of a covariant function and a covariant top-degree form. This leads to the following definition; See also Definition 4.11.

Definition 3.11 ([AHT14]). Let $\Omega(A_{n,k,m})$ be the canonical form of the amplituhedron $A_{n,k,m}$ and let $\Omega(A_{n,k,m})$ be a covariant function of weight $-(m+k)$ on $\text{Gr}(k,k+m)$ such that
\[
\Omega(A_{n,k,m}) = \Omega(A_{n,k,m}) \mu_{\text{Gr}(k,k+m)}.
\]
Then we call $\Omega(A_{n,k,m})$ the canonical function of the amplituhedron $A_{n,k,m}$.

3.5. Parity duality. Throughout we fix an even $m$ and we set $\ell := n - m - k$. We aim to review how the amplituhedra obtained by exchanging $k$ and $\ell$ are related by the so-called parity duality. The definition of parity duality was originally inspired by the physical operation of parity conjugation in quantum field theory. More specifically, in the context of scattering amplitudes in $\mathcal{N} = 4$ super Yang-Mills theory [AHT14], where amplitudes can be computed from the geometry of $A_{n,k,4}$. Furthermore, the conjectural formula given in [KWZ17] for the number of cells in each triangulation of the amplituhedron is invariant under the operation of swapping the parameters $k$ and $\ell$, which has motivated further studies [FŁP18, GL20].

Theorem 3.2 ([GL20, Theorems 3.5 and 7.2]). There is a bijection between generalized triangles of $A_{n,k,m}$ and generalized triangles of $A_{n,\ell,m}$. This bijection induces a one-to-one correspondence between positroidal triangulations of $A_{n,k,m}$ and positroidal triangulations of $A_{n,\ell,m}$. Moreover, this extends to positroidal dissections and their maximal cells.

Remark 3.12. For $m = 2$, it was shown in [LPW20] that the bijection in Theorem 3.2 comes naturally from composing the Grassmannian duality with $T$-duality, which relates dissections of $A_{n,k,2}$ with those of the hypersimplex. The authors proposed a similar origin of parity duality for general even $m$.

We recall that $A_{n,1,m}$ is a cyclic polytope in $\mathbb{P}^m$. Here, we consider the case $A_{n,n-m-1,m}$ related to the latter by parity duality and we refer to it as the amplituhedron conjugate to polytope.

We give a simple characterization for generalized triangles of amplituhedra conjugate to polytopes.
Lemma 3.3. For $\ell = n - m - 1$, there is a bijection between generalized triangles of $\mathcal{A}_{n,\ell,m}$ and $\ell$-subsets of $[n]$. In particular, for any $\ell$-subset $J$ there exists a unique generalized triangle $\Delta_J$ which is the image of a positroid cell $S_J$ in $\text{Gr}_+(\ell, n)$ for which a cyclic $\ell$-interval $I_J$ is in $\tilde{J}$ if and only if $j \not\in J$. Moreover, the bijection generalizes to maximal cells in subdivisions of $\mathcal{A}_{n,\ell,m}$ and $r$-subsets of $[n]$ for $1 \leq r \leq \ell$.

Proof. Note that $\mathcal{A}_{n,\ell,m}$ is conjugate to the polytope $\mathcal{A}_{n,1,m}$ whose generalized triangles are simplices in $\mathbb{P}^m$. Given an $\ell$-subset of $[n]$, the simplex $\Delta_J$ (with vertices corresponding to the elements of $[n] \setminus J$) is the image of the positroid cell in $\text{Gr}_+(1, n)$ whose vanishing Plücker coordinates are $p_j$ for $j \in J$. Moreover, all generalized triangles in $\mathcal{A}_{n,1,m}$ arise in this way. Then by Theorem 3.2, there is a bijection between the set of simplices $\Delta_J$ defined above and the set of generalized triangles $\Delta_J$ of $\mathcal{A}_{n,\ell,m}$. More precisely, [GL20, Lemma 11.5] provides an explicit relation between cyclic Plücker coordinates of generalized triangles related by parity duality. In particular, for matrices $C \in \text{Gr}_+(1, n)$ and $C \in \text{Gr}_+(\ell, n)$ representing positroid cells corresponding to $\Delta_J$ and $\Delta_J$, we have that $p_j(C) = 0$ if and only if $p_{I_j}(C) = 0$. Therefore, the only vanishing Plücker coordinates of $\Delta_J$ with cyclic intervals are $p_{I_j}$ with $j \in J$. This implies the existence of generalized triangles of $\mathcal{A}_{n,\ell,m}$ with such a property. The uniqueness follows by the fact that the parity duality provides a bijection between the generalized triangles of $\mathcal{A}_{n,\ell,m}$ and those of $\mathcal{A}_{n,1,m}$.

We can easily generalize the proof for $r$-subsets $J$ with $1 \leq r \leq \ell$. The polytope $\tilde{P}_J$ (with vertices corresponding to the elements of the set $[n] \setminus J$) is just the image of the positroid cell in $\text{Gr}_+(1, n)$ whose vanishing Plücker coordinates are $p_j$ for $j \in J$. Using parity duality, we can then map these to maximal cells in subdivisions of $\mathcal{A}_{n,\ell,m}$. These will be images of positroid cells $S_J$ in $\text{Gr}_+(\ell, n)$ for which a cyclic $\ell$-interval $I_J$ is in $\tilde{J}$ if and only if $j \not\in J$. $\square$

4. Fibers of Amplituhedra and Their Volume Forms

In this section, we study the fibers of the amplituhedron and we show how the canonical form of the amplituhedron can be obtained by a residue computation of a volume form defined on fibers.

Notation. We denote the $m \times m$ identity matrix by $\mathbb{I}_m$. Given an $m \times n$ matrix $A$ we denote $A^T$ for its transpose, and $A^I_J$ for its submatrix on the columns indexed by $I \subseteq [n]$ and rows indexed by $J \subseteq [m]$. When $J = [m]$, we simply write $A^I$ for $A^I_J$. We also denote $(A^I)^\perp$ for the orthogonal complement of $A^I$.

4.1. Amplituhedron fibers.

Definition 4.1. The projection $\pi_+ : \text{Gr}_+(k, n) \to \mathcal{A}_{n,k,m}$ of the positive Grassmannian induced by a totally positive matrix $Z$ in (5) can be extended to a rational map

$$\pi : \text{Gr}(k, n) \dashrightarrow \text{Gr}(k, k + m),$$

which is defined on the open dense subset

$$U = \{ V : V \text{ is a subspace of } \text{Gr}(k, n) \text{ and } V \cap \ker Z = \{0\} \} \subset \text{Gr}(k, n).$$

Given a point $Y$ in $\mathcal{A}_{n,k,m}$ we denote the full and positive fibers of $Y$ by $\pi^{-1}(Y) \subset \text{Gr}(k, n)$ and $\pi^+_+(Y) \subset \text{Gr}_+(k, n)$, where the positive fiber $\pi^+_+(Y)$ is given by $\pi^{-1}(Y) \cap \text{Gr}_+(k, n)$. 
To explicitly parametrize the full and positive fibers of the amplituhedron, we consider the matrix \( Z \in \text{Mat}_+(m+k,n) \) from Definition 3.3. The matrix \( Z \) induces a linear map

\[
Z : \mathbb{R}^n \to \mathbb{R}^{m+k},
\]

which we will denote by the same letter. Note that any point \( Y \) in \( A_{n,k,m} \) is a \( k \)-dim subspace in \( \mathbb{R}^{m+k} \); therefore \( Z^{-1}(Y) \) is a subspace of \( \mathbb{R}^n \) of dimension \( \dim(\ker Z) = n - m \).

**Proposition 4.1.** Let \( Y \) be a point in the amplituhedron \( A_{n,k,m} \). Then the following hold:

(i) The full and positive fibers of \( Y \) can be birationally parametrized by

\[
\text{Gr}(k, Z^{-1}(Y)) \simeq \text{Gr}(k, n - m) \to \pi^{-1}(Y) \quad \text{and} \quad \pi_+^{-1}(Y) = \text{Gr}_+(k, n) \cap \text{Gr}(k, Z^{-1}(Y)) \subset \text{Gr}(k, n - m).
\]

(ii) Fix a basis of \( Z^{-1}(Y) \) and let \( A \in \text{Mat}(n-m,n) \) be the matrix of coordinates of its vectors with respect to the standard basis of \( \mathbb{R}^n \). Then \( V \) is a \( k \times n \) matrix representing an element of \( \pi^{-1}(Y) \) if and only if there exists an element in \( \text{Gr}(k, n - m) \) whose representing matrix \( \lambda \) satisfies:

\[
V = \lambda \cdot A.
\]

(iii) The matrix \( V \) represents an element of the positive fiber \( \pi_+^{-1}(Y) \) if and only if

\[
p_I(V) = \sum_{J \in \binom{[n-m]}{k}} p_J(\lambda) \det(A_J^I) > 0, \quad \text{for each } I \in \binom{[n]}{k}.
\]

**Proof.** Any element of the full fiber of \( Y \) is a \( k \)-dim subspace of \( Z^{-1}(Y) \). In other words, \( \pi^{-1}(Y) = \text{Gr}(k, Z^{-1}(Y)) \). Since \( Z^{-1}(Y) \) is an \((n-m)\)-dim vector subspace of \( \mathbb{R}^n \), we can pick a basis \( \{a_1, \ldots, a_{n-m}\} \) with \( a_l \in \mathbb{R}^n \) for each \( 1 \leq l \leq n-m \). Therefore, any element of \( \text{Gr}(k, Z^{-1}(Y)) \) is a \( k \)-dim subspace spanned by some vectors \( v_1, \ldots, v_k \) with \( \text{span}\{v_1, \ldots, v_k\} \subseteq \text{span}\{a_1, \ldots, a_{n-m}\} \). More precisely,

\[
v_\alpha = \sum_{l=1}^{n-m} \lambda_{\alpha l} a_l \quad \text{for} \quad \alpha = 1, \ldots, k,
\]

where the coefficients \( \lambda_{\alpha l} \) form a matrix \( \lambda \in \text{Mat}(k, n-m) \). Now by considering the standard basis of \( \mathbb{R}^n \) and the notation above, we denote the coordinates of the vectors \( v_\alpha \) and \( a_l \) with \( v_{\alpha i} \) and \( a_{li} \), respectively. In terms of such coordinates we can write:

\[
V = \lambda \cdot A, \quad \text{where } V \in \text{Mat}(k, n), \lambda \in \text{Mat}(k, n-m) \text{ and } A \in \text{Mat}(n-m, n).
\]

Since \( V \) represents an equivalence class of points in \( \text{Gr}(k, n) \), so does \( \lambda \) in \( \text{Gr}(k, n-m) \). Therefore \( \text{Gr}(k, Z^{-1}(Y)) \simeq \text{Gr}(k, n-m) \) and it has dimension \( k(n-m-k) \). An element in the positive fiber \( \pi_+^{-1}(Y) \) has to be an element of \( \text{Gr}_+(k, n) \), therefore \( V \) has to satisfy (9) where \( p_I(V) \) and \( p_J(\lambda) \) are Plücker coordinates of \( V \) and \( \lambda \), respectively. \( \square \)

**Remark 4.2.** We can characterize the space \( Z^{-1}(Y) \) and therefore the matrix \( A \) more explicitly, as:
(i) The space $Z^{-1}(Y)$ can be realized as
\[
\text{span}\{b_1, \ldots, b_{n-m-k}, c_1(Y), \ldots, c_k(Y)\},
\]
where $\{b_1, \ldots, b_{n-m-k}\}$ is a basis of $\ker Z$ and $\{c_1(Y), \ldots, c_k(Y)\}$ is a basis of the complement subspace of $\ker Z$ which is obtained from particular independent solutions of the equations:
\[
Y_\alpha = Z(c_\alpha) \quad \text{for} \quad \alpha = 1, \ldots, k.
\]

(ii) Let $Z = (\tilde{z}_{(m+k) \times (m+k)} | z_{(m+k) \times (n-m-k)})^T$. Then one can take $\{b_1, \ldots, b_{n-m-k}\}$ to be the rows of the matrix $Z^\perp := ((-\tilde{z}^{-1} \cdot z)^T | I_{n-m-k})$ and $c_\alpha(Y)$ to be
\[
c_\alpha(Y) := ((Y_\alpha)_1 \times m+k \cdot \tilde{z}^{-1} | \emptyset_{1 \times (n-m-k)}).
\]

Therefore, with this choice of $Z$ we have that
\[
A = \begin{pmatrix}
-\tilde{z}^{-1} \cdot z^T & I_{n-m-k} \\
Y \cdot \tilde{z}^{-1} & \emptyset_{k \times (n-m-k)}
\end{pmatrix}.
\]
(10)

(iii) As mentioned in Remark 3.4, the geometric properties of the amplituhedron is independent of the choice of $Z$. Hence, without loss of generality we assume that $\tilde{z} = I_{m+k}$. From now on, we will often work with this choice of $Z$ for the concrete computations; See e.g. Lemma 5.4.

**Remark 4.3.** We would like to remark that the fibers of the amplituhedron are expected to have nice topological properties. For example, in [BGPZ19] the authors showed that for the amplituhedra conjugate to polytopes, the fibers are homeomorphic to a ball.

In the following we provide a geometric description of the boundaries of the positive fibers.

**Proposition 4.2.** Let $Y$ be an element of $\mathcal{A}_{n,k,m}$ and $A$ be the matrix in (8). The boundaries of the positive fiber $\pi_+^{-1}(Y)$ are (some of) the following hypersurfaces:
\[
B_i := \{ \lambda \in \text{Gr}(k, n-m) : \dim \left( \lambda \cap (A^I)^\perp \right) \geq 1 \} \quad \text{for} \quad i = 1, \ldots, n.
\]

**Proof.** First note that for the cyclic $k$-interval $I$, the submatrix $A^I$ represents an element of $\text{Gr}(k, n-m)$ and its orthogonal complement represents an element in $\text{Gr}(n-m-k, n-m)$. Now, by definition, the boundaries of the positive fiber $\pi_+^{-1}(Y)$ are the intersection of $\text{Gr}_+(k, n)$ with the full fiber $\pi^{-1}(Y)$. More precisely, for $V \in \pi_+^{-1}(Y)$ they occur when $p_I(V) = 0$ for cyclic $k$-intervals $I$ of $[n]$. Moreover, we have:
\[
\det(\lambda \mid (A^I)^\perp) = \sum_{J,L} \epsilon_{JL} p_J(\lambda) p_L((A^I)^\perp) = \sum_{J,L,S} \epsilon_{JL} p_J(\lambda) \epsilon_{SL} p_S(A^I)
\]
\[
= \sum_J p_J(\lambda) p_J(A^I) = p_I(V)
\]
where $J$ and $S$ run over $\binom{n-m}{k}$ and $L$ runs over $\binom{n-m}{l}$. Therefore, on the boundary $p_I(V) = 0$ one has $\det(\lambda \mid (A^I)^\perp) = 0$. Since both $\lambda$ and $(A^I)^\perp$ have full rank, the claim follows immediately. □
Remark 4.4. We observe that, instead of working with $\lambda$ representing an element in $\text{Gr}(k, n - m)$, we can consider $\bar{\lambda} = \lambda^\perp$ representing an element in $\text{Gr}(\ell, n - m)$ for $\ell = n - m - k$. More precisely, using the standard Grassmannian duality we have $\pi^{-1}(Y) \simeq \text{Gr}(k, n - m) \simeq \text{Gr}(\ell, n - m)$. Now, it is straightforward to see that, mimicking Proposition 4.2, one has boundaries on

$$B_i := \{ \bar{\lambda} \in \text{Gr}(\ell, n - m) : \dim(\bar{\lambda} \cap A^h_i) \geq 1 \}. \quad (11)$$

Remark 4.5. A consequence of the above parametrization of fibers of $\mathcal{A}_{n,k,m}$ is that the parity duality manifests itself as the simple Grassmannian duality between $\text{Gr}(k, n - m)$ and $\text{Gr}(\ell, n - m)$. In particular, the boundaries $B_i$ of fibers of $\mathcal{A}_{n,k,m}$ correspond to the boundaries $\overline{B}_i$ of $\mathcal{A}_{n,\ell,m}$. See, e.g. [GL20].

We now provide two examples which are parity dual to each other, namely cyclic polytopes and their conjugates. We show that the positive fibers of these amplituhedra are bounded by some hyperplanes.

Example 4.6. (Cyclic polytopes) The positive fibers of $\mathcal{A}_{n,1,m}$ are given by elements $V = (v_i)$ in $\text{Gr}(1, n)$. Note that in this case $\lambda \in \text{Gr}(1, n - m) \simeq \mathbb{P}^{n-m-1}$. Moreover, each cyclic 1-interval $I_i$ is the singleton $\{i\}$, hence $A^h_i$ is a vector which we simply denote it by $A^i$. The positive fibers of $\mathcal{A}_{n,1,m}$ are therefore regions in $\mathbb{P}^{n-m-1}$ bounded by (some of) the hyperplanes which are normal to the vectors $A^i$. By Definition 2.7, $\pi_+^{-1}(Y)$ is therefore a projective polytope in $\mathbb{P}^{n-m-1}$. Alternatively, by Proposition 4.2, the boundaries $B_i$ are hyperplanes whose normal vectors are $A^i$. Let us now choose $A$ such that its first $n - m - 1$ rows span ker $Z$, e.g. as in (10). By choosing an affine chart for which $\lambda_{n-m-1} = 1$, we note that the normal fan of this affine realization of the projective polytope is the Gale dual of $Z$, as expected by Theorem 2.5. In particular, the rays of the secondary fan of $\mathcal{A}_{n,1,m}$ are the columns of $Z^\perp$.

Example 4.7. (Conjugate to polytopes) Consider the amplituhedron $\mathcal{A}_{n,n-m-1,m}$ and fix a point $Y$ in it. The positive fiber $\pi_+^{-1}(Y)$ are bounded by a configuration of hyperplanes in $\text{Gr}(n - m - 1, n - m)$. Moreover, its facets are contained on (some of) the hyperplanes defined by $A^h_i$ for cyclic $(n - m - 1)$-intervals $I_i$ of $[n]$. To see this, note that by Remark 4.4, the boundaries of the positive fibers $\pi_+^{-1}(Y)$ are the hypersurfaces $\overline{B}_i$ in (11) with $i \in [n]$. These, in particular, contain all the elements $\bar{\lambda}$ in $\text{Gr}(1, n - m) \simeq \mathbb{P}^{n-m-1}$ which intersect the hyperplane $A^h_i$. Therefore, each hyperplane $\overline{B}_i$ coincides with the hyperplane $A^h_i$.

4.2. Fiber volume form of the amplituhedron. Our goal in this section is to exploit the fibers of $\mathcal{A}_{n,k,m}$ in order to compute the canonical form $\Omega(\mathcal{A}_{n,k,m})$. For this purpose, we decompose $\Omega(\text{Gr}_+(k, n))$ in two parts: one only depending on the base coordinates of $\mathcal{A}_{n,k,m}$, and the other one depending on the fiber coordinates. To do this, we recall from (7) that the canonical form of $\mathcal{A}_{n,k,m}$ can be written in terms of its canonical function as:

$$\Omega(\mathcal{A}_{n,k,m}) = \Omega(\mathcal{A}_{n,k,m}) \mu_{\text{Gr}(k,k+m)}(Y).$$

We will introduce the notion of fiber volume form $\omega_{a_{n,k,m}}$ for a general amplituhedron and explicitly compute it in terms of the birational parametrization of fibers given in Sect. 4. To encode all the information of $\Omega(\mathcal{A}_{n,k,m})$ in the fiber volume form, we choose the pullback of $\mu_{\text{Gr}(k,k+m)}$ in $\text{Gr}(k, n)$ via $\pi$ as the volume form of the base, and make the following definition:
**Definition 4.8.** Let \( \omega \) be a \( k(n - m - k) \) form on \( \text{Gr}(k, n) \) such that

\[
\Omega(\text{Gr}_+(k, n)) = \omega \wedge \pi^*(\mu_{\text{Gr}(k,k+m)}).
\]  

(12)

Here, \( \pi^*(\mu_{\text{Gr}(k,k+m)}) \) is the pullback of \( \mu_{\text{Gr}(k,k+m)} \) in \( \text{Gr}(k, n) \) via the map \( \pi \). We define \( \omega_{n,k,m} \) to be the volume form on the fiber \( \pi^{-1}(Y) \) of \( \mathcal{A}_{n,k,m} \) by restricting \( \omega \) to the fiber:

\[
\omega_{n,k,m} := \omega|_{\pi^{-1}(Y)}.
\]

**Remark 4.9.** Note that the form \( \omega \) in Definition 4.8 is a covariant form of degree \(-(m+k)\) which is not unique. But its restriction to the fiber does not depend on the choice of \( \omega \). To see this, let \( \omega' \) be another form on \( \text{Gr}_+(k, n) \), such that \( \Omega(\text{Gr}_+(k, n)) = \omega' \wedge \pi^*(\mu_{\text{Gr}(k,k+m)}) \). Then \( (\omega' - \omega) \wedge \pi^*(\mu_{\text{Gr}(k,k+m)}) = 0 \), and so \((\omega' - \omega)|_{\pi^{-1}(Y)} = 0\).

More precisely, the map \( \pi : \text{Gr}(k, n) \to \text{Gr}(k, n + m) \) defines a decreasing filtration on the space of differential forms:

\[ J_0 \supset J_1 \supset \ldots \supset J_{km}, \]

where \( J_i \) is a differential ideal generated by the pullback of the \( i \)-forms on \( \text{Gr}(k, k + m) \). It is easy to see that for any form \( \eta \in J_r \) with \( r \geq 1 \), the restriction of \( \eta \) to the fiber vanishes, i.e., we have \( \eta|_{\pi^{-1}(Y)} = 0 \). Also, the condition that \( (\omega' - \omega) \wedge \pi^*(\mu_{\text{Gr}(k,k+m)}) = 0 \) guarantees that \( (\omega' - \omega) \in J_1 \).

In this section, instead of working with differential forms on \( \text{Gr}(k, n) \) we will equivalently work with basic forms on the corresponding space of matrices \( \text{Mat}(k, n) \). We quickly recall the relevant definitions and refer to [Arn13] and [AHBL17, Appendix C] for more details.

**Definition 4.10.** Let \( p : \text{Mat}(k, n) \to \text{Gr}(k, n) \) be the natural projection, which is a principal \( \text{GL}_k \)-bundle. We call a form \( \eta \) on \( \text{Mat}(k, n) \) basic if it is a pullback of a form on \( \text{Gr}(k, n) \).

Moreover, it is well-known that a form \( \eta \) is basic if and only if the following two conditions hold:

(i) for any vector field \( v \) coming from differentiation of \( \text{GL}_k \)-action, we have \( \iota_v \eta = 0 \), where \( \iota_v \eta \) is the contraction of a vector field \( v \) with a differential form \( \eta \);

(ii) the form \( \eta \) is \( \text{GL}_k \)-invariant, or equivalently the Lie derivative \( \mathcal{L}_v(\eta) = 0 \) for any \( v \) as above.

We will also work with a more general class of forms which are covariant under \( \text{GL}_k \)-action.

**Definition 4.11.** Let \( \eta \) be a form on \( \text{Mat}(k, n) \).

- The form \( \eta \) is called covariant of degree \( r \) if it scales by \( \det^r(G) \) under the action of \( G \) in \( \text{GL}_k \).
- A covariant form \( \eta \) is called a basic covariant form of degree \( r \) if it satisfies (i) and (13):

\[ \mathcal{L}_v(\eta) = r \eta, \]

(13)

for any vector field \( v \) coming from differentiation of \( \text{GL}_k \)-action.

The basic covariant forms define twisted forms on \( \text{Gr}(k, n) \). More precisely, let \( U \to \text{Gr}(k, n) \) be the universal bundle. Then a covariant form on \( \text{Mat}(k, n) \) of degree \( r \) defines a form on \( \text{Gr}(k, n) \) with coefficients in the line bundle \( (\mathcal{O}^k(U))^r \).
Lemma 4.3. Let $v$ be the wedge product of $k^2$ vector fields generating a $\text{GL}_k$-orbit in $\text{Mat}(k, n)$ as follows:

$$v := \bigwedge_{\alpha, \beta=1}^{k} \sum_{i=1}^{n} c_{\alpha i} \frac{\partial}{\partial c_{\beta i}}.$$  \hspace{1cm} (14)

Then we have:

(i) $\iota_v \Omega(\text{Mat}_+(k, n)) = \Omega(\text{Gr}_+(k, n))$ and (ii) $\iota_v d^{k(k+m)} Y^* = \mu^*_{\text{Gr}(k, k+m)}$,

where $d(Y_A^A)^*$ are the pullbacks of $d(Y_A^A)$ to $\text{Gr}(k, n)$ from the amplituhedron via the map $Y = C \cdot Z$.

Proof. We first rewrite $v$ as:

$$v = \bigwedge_{\alpha=1}^{k} \sum_{I \in \binom{[n]}{k}} p_I(C) \bigwedge_{i \in I} \frac{\partial}{\partial c_{\alpha i}}.$$  

Then (i) follows immediately from the following relation:

$$\iota_v \left( \bigwedge_{\alpha=1}^{k} \sum_{I \in \binom{[n]}{k}} p_I(C) \bigwedge_{i \in I} \frac{\partial}{\partial c_{\alpha i}} \right) = \bigwedge_{\alpha=1}^{k} \left( C d^{n-k} C_\alpha \right).$$

Now, let us consider:

$$d^{k(m+k)} Y^* = \bigwedge_{\alpha=1}^{k} \sum_{L \in \binom{[m+k]}{n}} p_L(Z) \bigwedge_{i \in L} \frac{\partial}{\partial c_{\alpha i}} = \bigwedge_{\alpha=1}^{k} (Z^\perp d^{m+k} C_\alpha).$$

We also have:

$$\mu^*_{\text{Gr}(k, k+m)}(C) = \bigwedge_{\alpha=1}^{k} \epsilon_{A_1 \cdots A_{k+m}} c_{i_1} \cdots c_{i_k} Z_{i_1}^{A_1} \cdots Z_{i_k}^{A_k} \land d c_{\alpha k+1} Z_{i_{k+1}}^{A_{k+1}}$$

$$\land \cdots \land d c_{\alpha k+m} Z_{i_{k+m}}^{A_{k+m}}$$

$$= \bigwedge_{\alpha=1}^{k} \sum_{i_1 \cdots i_k} (C) p_{i_1 \cdots i_{k+m}}(Z) d c_{\alpha i_{k+1}} \land \cdots \land d c_{\alpha i_{k+m}}$$

$$= \bigwedge_{\alpha=1}^{k} (C Z^\perp d^m C_\alpha),$$

where the sums are performed over all indices $i_a$ from 1 to $n$ and over all indices $A_a$ from 1 to $m+k$, with $a \in [k]$. This implies the following relation

$$\iota_v d^{k(m+k)} Y^* = \bigwedge_{\alpha=1}^{k} \sum_{L \in \binom{[m+k]}{m}} \sum_{M \in \binom{[n]}{m}} \sum_{I \in \binom{[n]}{k}} \epsilon_{L M} \epsilon_{L I} p_L(Z) p_I(C) \bigwedge_{j \in M} \frac{\partial}{\partial c_{\alpha j}}$$

$$= \bigwedge_{\alpha=1}^{k} (C Z^\perp d^m C_\alpha),$$

which completes the proof of (ii). \hfill \square
Proposition 4.4. Let $\omega$ be a $k(n - m - k)$ form on $\mathbb{R}^{kn}$ such that:
(i) for any vector field $v$ tangent to $\text{GL}_k$-orbits $\iota_v \omega = 0$,
(ii) $\Omega(\text{Mat}_+(k, n)) = \omega \wedge d^{(m+k)} Y^*$.

Then the restriction of $\omega$ on the fiber $\pi^{-1}(Y)$ of $\mathcal{A}_{n,k,m}$ is the fiber volume form $\omega_{n,k,m}$.

Proof. Consider $v$ from (14). Then, by Lemma 4.3, property (ii) and the fact that $\iota_v \omega = 0$, we have:

$$\Omega(\text{Gr}_+(k, n)) = \iota_v \Omega(\text{Mat}_+(k, n)) = \omega \wedge \iota_v d^{(k+m)} Y^* = \omega \wedge \mu_{\text{Gr}_+(k, n+m)}.$$ 

Moreover, thanks to (i) and (13), $\omega$ is a basic covariant form on Mat$(k, n)$ which completes the proof. □

Theorem 4.5. The volume form $\omega_{n,k,m}$ on the fiber $\pi^{-1}(Y)$ of $\mathcal{A}_{n,k,m}$ is

$$\omega_{n,k,m} = PJ(\lambda)^{-k} \frac{\mu_{\text{Gr}_+(n-m-k, \lambda)}}{\prod_{i=1}^{n} \det(\lambda_i(A^i)^{1/2})},$$

where the fiber $\pi^{-1}(Y)$ is parametrized as in (8) and $J \in \binom{[n]}{k}$ denotes the indices of the rows of the matrix $A$ in (8) that span $Z^{-1}(Y) \setminus \ker Z$.

Proof. Referring to Proposition 4.4, we make the following ansatz for the rows of the matrix $A$ in (8) that span $Z$:

$$\omega = \frac{\bar{\omega}}{\prod_{i=1}^{n} p_i(C)}, \quad \text{with} \quad \bar{\omega} = f(C) \bigwedge_{\alpha=1}^{k} \langle C A^\perp d^{n-m-k} c_\alpha \rangle,$$

where $A^\perp$ is the $m$-dim complement of the $(n-m)$-dim subspace in $\mathbb{R}^n$ spanned by the rows of $A$, and $f(C)$ is a function of $C$ of weight $-k$ which has to be fixed. Let us prove that

$$\iota_{v_{\alpha\beta}} \bar{\omega} = 0$$

and $v_{\alpha\beta} := \sum_{i=1}^{n} c_{\alpha i} \frac{\partial}{\partial c_{\beta i}}$ for $\alpha, \beta = 1, \ldots, k$,

where $v_{\alpha\beta}$ are the generators of $\text{GL}_k$-orbits. We have:

$$\iota_{v_{\alpha\beta}} \langle C A^\perp d^{n-m-k} c_\beta \rangle = \sum_{i=1}^{n} \epsilon_{i_1 \ldots i_n} c_{i_1} \cdots c_{i_k} c_{\beta i} (A^\perp)^{i_1+1} \cdots (A^\perp)^{i_k+m} d c_{\beta i+k+m+1} \wedge \cdots \wedge d c_{\beta i} \wedge \cdots \wedge d c_{\beta i},$$

which vanishes by anti-symmetrization of $c_{\beta i}$ and $c_{\beta i}$ via the Levi-Civita symbol. Then the vanishing of $\iota_{v_{\alpha\beta}} \omega$ follows immediately. We now fix $f(C)$ by demanding that

$$\bar{\omega} \wedge d^{(k+m)} Y^* = d^{kn} C.$$

Then:

$$f(C)^{-1} \bar{\omega} \wedge d^{k(m+k)} Y^* = \bigwedge_{\alpha=1}^{k} \epsilon_{i_1 \ldots i_n} c_{i_1} \cdots c_{i_k} p_{i_1+k+\ldots+k+m}(A^\perp) p_L(Z) d c_{\alpha i+k+m+1} \wedge \cdots \wedge d c_{\alpha i} \wedge \cdots \wedge p_L(Z) \bigwedge_{j=1}^{n} d c_{\alpha j}$$

$$= \bigwedge_{\alpha=1}^{k} \epsilon_{i_1 \ldots i_n} \epsilon_{i_k+m+1 \ldots i_n} L p_{i_1 \ldots i_k} C p_{i_{k+1} \ldots i_k+m}(A^\perp) p_L(Z) \bigwedge_{j=1}^{n} d c_{\alpha j}$$

$$= \bigwedge_{\alpha=1}^{k} \langle C A^\perp Z^\perp \rangle \bigwedge_{j=1}^{n} d c_{\alpha j} = \bigwedge_{\alpha=1}^{k} \langle C A^\perp Z^\perp \rangle^k d^{kn} C.$$
Therefore: \( f(C) = \langle CA^\perp Z^\perp \rangle^{-k} \). Now, by restricting \( \tilde{\omega} \) on the fiber \( \pi^{-1}(Y) \) we have:

\[
\tilde{\omega}|_{\pi^{-1}(Y)} = \langle (\lambda \cdot A) A^\perp Z^\perp \rangle^{-k} \langle A A^\perp \rangle^k \prod_{\alpha=1}^{k} (\lambda_\alpha \, d^n - m - k \lambda)
\]

\[
= p_{J}(\lambda)^{-k} \prod_{\alpha=1}^{k} (\lambda_\alpha \, d^n - m - k \lambda),
\]

where \( J \) is the index set of rows of \( A \) spanning \( Z^{-1}(Y) \) \( \ker Z \). Now (17) and (16) gives (15), as desired.

\( \square \)

**Remark 4.12.** Note that it is easy to understand the factor \( p_{J}(\lambda) \) in (15) as carrying the GL\(_k\)-scaling which \( Y \) comes with. In particular, for \( \ell = n - m - k \) we choose \( J = \{\ell + 1, \ldots, n - m\} \), that is:

\[
A = \left( \frac{(Z^\perp)_{\ell \times n}}{B_{k \times n}} \right),
\]

where \( B_{k \times n} \) is a matrix whose rows span the subspace \( Z^{-1}(Y) \) \( \ker Z \). Then:

\[
\lambda \cdot A \cdot Z = \lambda \cdot \left( \frac{\prod_{\ell=1}^{m+k} (\bar{\lambda} \cdot d^{k} \bar{\lambda}_\alpha)}{(B \cdot Z)_{k \times (m+k)}} \right) = \lambda_{J} \cdot (B \cdot Z)_{k \times (m+k)},
\]

where \( \lambda_{J} \) is the submatrix obtained from \( \lambda \) by considering its columns with indices in \( J \). Clearly, since the row-span of \( B \) gives \( Z^{-1}(Y) \) \( \ker Z \), the row-span of \( (B \cdot Z)_{k \times (m+k)} \) gives the row-span of \( Y_{k \times (m+k)} \). Moreover, multiplication by \( \lambda_{J} \) is just a GL\(_k\)-transformation for this subspace.

**Remark 4.13.** We observe that, by duality on Grassmannians, we can equivalently describe the volume form \( \omega_{n,k,m} \) on the fiber \( \pi^{-1}(Y) \) of the amplituhedron \( A_{n,k,m} \) as a volume form on Gr(\( \ell, n - m \)) for \( \ell = n - m - k \), instead of Gr(\( k, n - m \)). Given \( \lambda \in \text{Gr}(k, n - m) \), we denote \( \tilde{\lambda} \in \text{Gr}(\ell, n - m) \) as its dual. Then the fiber volume form in (15) can be expressed as:

\[
\omega_{n,k,m} = p_{J}(\tilde{\lambda})^{-k} \prod_{\alpha=1}^{\ell} \langle \tilde{\lambda} \cdot d^{k} \tilde{\lambda}_\alpha \rangle / \prod_{l=1}^{m+k} \det (\tilde{\lambda} | A_{l}).
\]

We recall that \( p_{J}(\lambda) = \epsilon_{IJ} p_{J}(\tilde{\lambda}) \) and \( \prod_{\alpha=1}^{\ell} \det (\tilde{\lambda} | A_{l}) = \prod_{\alpha=1}^{\ell} \det (\lambda | A_{l}). \) Moreover, we have:

\[
\det(\lambda | (A^l)^\perp) = \sum_{J \in \binom{n}{k}} p_{J}(\lambda) A^l = \sum_{J \in \binom{n}{k}} \epsilon_{IJ} \cdot p_{J}(\tilde{\lambda}) \cdot A^l = \det (\tilde{\lambda} | A^l).
\]

**Remark 4.14.** We would like to highlight that the definition of the fiber volume form given in (12) is natural from a geometric perspective, once we fix a volume form on the base \( \mu_{\text{Gr}(k,m)}^{n} \). In [FLP18], a differential form denoted as \( \omega_{n,k}^{(m)} \) was formally defined as:

\[
\omega_{n,k}^{(m)} = \int \frac{d^{k \times n} C}{\prod_{l=1}^{n} p_{l}(C)} \delta^{k(m+k)}(Y - C \cdot Z).
\]
This can be rigorously written as the residue (see Definition 3.6) of $\Omega(\text{Mat}_+(k, n))$ as:

$$\omega_{n,k}^{(m)} = \text{Res}_{Y = C \cdot Z} \frac{\Omega(\text{Mat}_+(k, n))}{Y - C \cdot Z},$$

where $Y - C \cdot Z$ denotes the function given by the product of all $k(m + k)$ entries of the matrix $Y - C \cdot Z$. If we have a $k(n - m - k)$ form $\omega$ on $\mathbb{R}^{kn}$ as in Proposition 4.4, then we have:

$$\text{Res}_{Y = C \cdot Z} \frac{\Omega(\text{Mat}_+(k, n))}{Y - C \cdot Z} = \text{Res}_{Y = C \cdot Z} \left( \omega \wedge \frac{d^{k(m+k)}(Y - C \cdot Z)}{Y - C \cdot Z} \right) = \omega|_{Y = C \cdot Z} = \omega_{n,k,m}.$$

Here we used the definition of Poincaré residue and the fact that

$$d^{k(m+k)}Y^* = d^{k(m+k)}(C \cdot Z) = d^{k(m+k)}(Y - C \cdot Z),$$

since $Y$ is fixed. Therefore we can see that, thanks to Proposition 4.4, the form in (18) coincides with the fiber volume form $\omega_{n,k,m}$ which was defined in an invariant way in Definition 4.8.

**Remark 4.15.** In [BP20], the notion of covariant restriction of a covariant form on a subspace was introduced in the context of positive geometries with non-logarithmic singularities. In that language, $\omega$ in Definition 4.8 is the covariant restriction of $\Omega(\text{Gr}_+(k, n))$ on the fiber $\pi^{-1}(Y)$. More precisely, using Theorem 4.5, $\omega$ is a covariant form of degree $-(m + k)$ which is the covariant restriction of $\Omega(\text{Mat}_+(k, n))$ on the $k\ell$-dim subspace $\{ C \in \text{Mat}(k, n) : C \cdot Z = Y \}$.

In the following, we explicitly compute the fiber volume forms for polytopes and their conjugates, and show that they only have simple poles on some hyperplane arrangement.

**Corollary 4.6.** Let $\ell = n - m - 1$ and denote $\omega_{n,1,m}$ and $\omega_{n,\ell,m}$ for the volume forms of the fibers in the cases of cyclic polytopes and conjugate to polytopes. Then $\omega_{n,1,m}$ and $\omega_{n,\ell,m}$ are volume forms with simple poles on affine hyperplanes arrangements. In particular, there is a choice of coordinates $\lambda_1, \ldots, \lambda_\ell$ and $\bar{\lambda}_1, \ldots, \bar{\lambda}_\ell$ on the respective fibers such that:

$$\omega_{n,1,m} = \frac{d\lambda_1 \wedge \cdots \wedge d\lambda_\ell}{\prod_{i=1}^{n} (\lambda \cdot A^i)} \quad \text{and} \quad \omega_{n,\ell,m} = \frac{d\bar{\lambda}_1 \wedge \cdots \wedge d\bar{\lambda}_\ell}{\prod_{i=1}^{n} \bar{\lambda} \cdot (A^i)^\perp},$$

(19)

where $\{ A^i \}_{i \in [n]}$ and $\{(A^i)^\perp \}_{i \in [n]}$ are the normal vectors of the affine hyperplanes in the respective cases.

**Proof.** For $k = 1$, the differential form (15) is just the following form on $\mathbb{P}^{n-m-1}$:

$$\omega_{n,1,m} = \frac{\langle \lambda, d^{n-m-1}\lambda \rangle}{\lambda_j \prod_{i=1}^{n} (\lambda \cdot A^i)},$$

where the $j^{th}$ row of $A$ spans $Z^{-1}(Y) \setminus \ker Z$. Without loss of generality, we fix $j = n - m$, compatible with the choice in (10). Choosing the chart $\lambda = (\lambda_1, \ldots, \lambda_{n-m-1}, 1)$, this simply becomes:

$$\omega_{n,1,m} = \frac{d\lambda_1 \wedge \cdots \wedge d\lambda_{n-m-1}}{\prod_{i=1}^{n} (\lambda \cdot A^i)}.$$
As in Remark 4.13, for the conjugate to polytopes it is better to express the fiber volume form in the dual space. Doing so, we have that $\text{Gr}(n - m - \ell, n - m) = \text{Gr}(1, n - m) \cong \mathbb{P}^{n-m-1}$. Then:

$$\omega_{n, \ell, m} = \frac{\langle \tilde{\lambda}^\ell, d\tilde{\lambda} \rangle}{\tilde{\lambda}^\ell \prod_{i=1}^n \tilde{\lambda} \cdot (A_i^\ell)^\perp},$$

where $\tilde{\lambda} \in \mathbb{P}^{\ell}$ and $\tilde{J}$ is the only index in $[n - m] \setminus J$. Moreover, $A_i^\ell$ is an $\ell$-dim space in $\mathbb{R}^{n-m}$, and so $(A_i^\ell)^\perp$ is 1-dim. Without loss of generality, we fix $J = \{2, \ldots, n - m\}$, compatible with the choice in (10). So $\tilde{J} = \{1\}$. Choosing the chart $\tilde{\lambda} = (1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_{n-m})$, the fiber volume form simply becomes:

$$\omega_{n, \ell, m} = \frac{d\tilde{\lambda}_2 \wedge \cdots \wedge d\tilde{\lambda}_{n-m}}{\prod_{i=1}^n \tilde{\lambda} \cdot (A_i^\ell)^\perp}.$$

Now, the assertions in (19) follow immediately by relabeling the coordinates on the fibers. □

4.3. Triangulations and fiber volume forms. Here we show that the canonical form of the amplituhedron can be computed adopting an alternative approach based on its fibers. In particular, we use the residues of the fiber volume form Definition 4.8 to compute the canonical function of the amplituhedron; See Theorem 4.8.

We first recall further nice properties of positroid cells as follows:

**Conjecture 4.7** ([GL20, Conjecture 8.4]). Let $S_M$ be a $km$-dim positroid cell of $\text{Gr}_+(k, n)$. Then the following are equivalent:

(i) $\pi_+: S_M \to \pi_+(S_M)$, i.e. the restriction of $\pi_+$ to $S_M$ is injective.
(ii) $\pi: S_M \dashrightarrow \text{Gr}(k, \mathbb{C}^{k+m})$ is a birational map, with $\dim(S_M) = \dim(\pi(S_M)) = mk$.

In each case, $\pi_+: S_M \to \pi_+(S_M)$ is a diffeomorphism.

This conjecture holds true for $k = 1$ (polytopes) and $k = n - m - 1$ (conjugate to polytopes). Note that given a triangulation of $\mathcal{A}_{n,k,m}$, by definition, the property (i) above holds. The property (ii) is used to relate the canonical form of $\mathcal{A}_{n,k,m}$ to its triangulations and the fiber volume form $\omega_{n,k,m}$.

**Theorem 4.8.** Let $\omega_{n,k,m}(Y)$ be the volume form on the fiber $\pi^{-1}(Y)$ for $Y \in \mathcal{A}_{n,k,m}$. Then:

(i) Every generalized triangle $S_M$ of $\mathcal{A}_{n,k,m}$ corresponds to a pole $q_M$ of the fiber volume form $\omega_{n,k,m}$, where $q_M = \pi^{-1}(Y) \cap S_M$.
(ii) The residue of the fiber volume form $\omega_{n,k,m}$ around the pole $q_M$ computes the canonical function of the corresponding generalized triangle $S_M$ as:

$$\Omega(S_M)(Y) = \text{Res}_{q_M} \omega_{n,k,m}(Y).$$

In particular, given a triangulation $\mathcal{C} = \{S_M\}$ of $\mathcal{A}_{n,k,m}$, the canonical function is given by:

$$\Omega(\mathcal{A}_{n,k,m})(Y) = \sum_{S_M \in \mathcal{C}} \text{Res}_{q_M} \omega_{n,k,m}(Y).$$
Proof. (i) We recall that by Definition 3.5 for every generalized triangle the map \( \pi^+ \) is injective on \( S_M \). Moreover, by the property (ii) in Conjecture 4.7, for every generalized triangle \( S_M \) the map \( \pi : S_M \to \text{Gr}(k, \mathbb{C}^{k+m}) \) is birational. Hence, there exists a Zariski open subset \( U \) of \( \text{Gr}(k, \mathbb{C}^{k+m}) \) such that for any \( Y \in U \) there exists a unique point \( q_M \) with \( \pi^{-1}(Y) \cap S_M = q_M \). Hence, the volume form \( \omega_{n,k,m} \) on the fiber \( \pi^{-1}(Y) \) has poles at the points \( q_M \in \text{Gr}(k, \mathbb{C}^{k+m}) \) which are the intersection between the full fiber \( \pi^{-1}(Y) \) and the Zariski closure \( \overline{S_M} \) of any generalized triangle \( S_M \).

(ii) Consider a triangulation \( C = \{ S_M \} \) of \( \mathcal{A}_{n,k,m} \). Then by (6) we have:

\[
\Omega(\mathcal{A}_{n,k,m})(Y) = \sum_{S_M \in C} ((\pi|_{S_M})^{-1})^* \Omega(S_M)(Y)
\]

But since \( \Omega(\text{Gr}_{+}(k,n)) = \omega \wedge \pi^*(\mu_{\text{Gr}(k,k+m)}) \) and \( \mu^*_{\text{Gr}(k,k+m)}|_{\pi^{-1}(Y)} = 0 \) we have:

\[
\text{Res}_{S_M} \Omega(\text{Gr}_{+}(k,n)) = (\text{Res}_{S_M} \omega) \wedge \pi^*(\mu_{\text{Gr}(k,k+m)}).
\]

Therefore,

\[
\sum_{S_M \in C} ((\pi|_{S_M})^{-1})^* \text{Res}_{S_M} \Omega(\text{Gr}_{+}(k,n))(Y) = \sum_{S_M \in C} \text{Res}_{q_M} \omega_{n,k,m}(Y) \mu_{\text{Gr}(k,k+m)}(Y)
\]

\[
= \Omega(\mathcal{A}_{n,k,m})(Y) \mu_{\text{Gr}(k,k+m)}(Y),
\]

where \( q_M = \overline{S_M} \cap \pi^{-1}(Y) \). Similar to Remark 3.9, the sign of \( \text{Res}_{q_M} \omega_{n,k,m}(Y) \) above is taken such that

\[
\text{Res}_{q_M} \omega_{n,k,m}(Y) > 0 \text{ for any } Y \in \pi^+(S_M).
\]

\( \square \)

Example 4.16. (Amplituhedron with non-linear fibers) We consider the first non-trivial non-linear example, i.e. \( (n, k, m) = (6, 2, 2) \). Let \( J = \{ 3, 4 \} \) and choose a chart where \( \lambda_{34} = 1 \). Then (15) reads as:

\[
\omega_{6,2,2} = \frac{d\lambda_{11} \wedge d\lambda_{12} \wedge d\lambda_{21} \wedge d\lambda_{22}}{\prod_{i=1}^{6} \det(\lambda(A^h)_{i,1})} \quad \text{for} \quad \lambda = \begin{pmatrix} \lambda_{11} & \lambda_{12} & 1 & 0 \\ \lambda_{21} & \lambda_{22} & 0 & 1 \end{pmatrix}.
\]

We observe that the denominator vanishes on the locus of 6 quadrics \( Q_i \) in \( \mathbb{P}^4 \) given by:

\[
\Lambda \cdot M_i \cdot \Lambda^t = 0 \quad \text{for} \quad M_i = \begin{pmatrix} a & \beta \\ 0 & 0 & 0 & b \\ \beta^t \\ 0 & 0 & -b & 0 \\ 0 & b & 0 & 0 \\
\end{pmatrix} \quad \text{and} \quad \Lambda = (\lambda_{11} \lambda_{12} \lambda_{21} \lambda_{22}),
\]

where \( a, b \in \mathbb{R}, \beta \in \mathbb{R}^4, \) and \( i \in [6] \). The generalized triangles of \( \mathcal{A}_{6,2,2} \) correspond to 48 intersection points of these quadrics. Considering all collections \( I \) of 4 quadrics, 30 intersection points arise as:

\[
\bigcap_{i \in I} Q_i \supseteq \{ q_I^{(1)}, q_I^{(2)} \}.
\]
The remaining 18 points come from collections of 3 quadrics such that their intersection is a 1-dim curve with self-intersections. This happens for the following cases:

\[ Q_i \cap Q_{i+1} \cap Q_j \supseteq \{ q_{i,i+1,j} \}, \quad i, j \in [6], \quad i + 1 < j. \]

There are 18 points of this type. In order to better describe this phenomenon, consider as a toy model the surfaces defined as:

\[ S_1 = \{ z = 0 \}, \quad S_2 = \{ z + xy = 0 \}, \quad S_3 = \{ x - 1 = 0 \}. \]

Then we have:

\[ S_1 \cap S_2 = \{ x, z = 0 \} \cup \{ y, z = 0 \} \]

which has a self-intersection at the point \((x, y, z) = (0, 0, 0)\). Whereas \(S_1, S_2, S_3\) intersect at the point \((x, y, z) = (1, 0, 0)\). We can then associate both the points \((1, 0, 0)\) and \((0, 0, 0)\) to the configuration of surfaces \(\{S_1, S_2, S_3\}\). Therefore, all together we have 48 intersection points \(\{ q_{i,j}^{(1)}, q_{j,i}^{(2)}, q_{i,j+1} \}\).

Contrary to the configuration of hyperplanes, there is no natural fan associated to a configuration of quadrics \(\{Q_i\}\). From [LPW20], we know that there are 120 finest dissections of \(\mathcal{A}_{6,2,2}\) and exactly 48 good triangulations. The latter can be obtained as cyclic rotations of 11 of them. We list below one representative of each cyclic class of good triangulations in terms of the corresponding intersection points:

\[
\begin{align*}
\{ q_{126}, q_{1246}, q_{1456}, q_{1234}, q_{1345}, q_{3456} \}, & \quad \{ q_{126}, q_{1456}, q_{3456}, q_{1246}, q_{1234}, q_{2345} \}, \\
\{ q_{126}, q_{1246}, q_{1456}, q_{1234}, q_{3456}, q_{2345} \}, & \quad \{ q_{126}, q_{146}, q_{1346}, q_{134}, q_{1456}, q_{3456}, q_{2345} \}, \\
\{ q_{126}, q_{1246}, q_{1456}, q_{1234}, q_{3456}, q_{2345} \}, & \quad \{ q_{126}, q_{146}, q_{1346}, q_{134}, q_{1456}, q_{3456}, q_{2345} \}, \\
\{ q_{126}, q_{1246}, q_{1456}, q_{1234}, q_{3456}, q_{2345} \}, & \quad \{ q_{126}, q_{146}, q_{1346}, q_{134}, q_{1456}, q_{3456}, q_{2345} \}, \\
\{ q_{126}, q_{1246}, q_{1456}, q_{1234}, q_{3456}, q_{2345} \}, & \quad \{ q_{126}, q_{146}, q_{1346}, q_{134}, q_{1456}, q_{3456}, q_{2345} \}, \\
\{ q_{126}, q_{1246}, q_{1456}, q_{1234}, q_{3456}, q_{2345} \}. & \quad \{ q_{126}, q_{146}, q_{1346}, q_{134}, q_{1456}, q_{3456}, q_{2345} \}.
\end{align*}
\]

The description of good triangulations above gives rise to the following question: How to characterize 6-element subsets of the 48 intersection points giving rise to triangulations of \(\mathcal{A}_{6,2,2}\)? In particular, understanding the geometry of the configuration of quadrics \(\{Q_i\}\) is useful to identify such sets.

5. Linear Fibers and Triangulations

Our goal in this section is to study the fiber geometry of amplituhedra. In particular for the amplituhedra conjugate to polytopes, we define the notion of amplituhedra fiber. We will present other examples of linear fibers in Sect. 7, in the context of Grassmann polytopes with linear fibers.

5.1. Secondary fan and Gale dual for conjugate to polytopes. We first study the amplituhedra conjugate to polytopes. We fix \(\mathcal{A} := \mathcal{A}_{n,k,m}\) where \(m = n - k - 1\). By Example 4.7, the positive fibers of \(\mathcal{A}\) are bounded by some hyperplanes. More precisely, each full fiber contains a collection of hyperplanes which bound the corresponding positive fiber. Here, we will first define a family of fans \(\mathcal{F}_{\mathcal{A}}(Y)\) for \(Y \in \mathcal{A}\). Then we show that all
such fans are combinatorially equivalent and play the role of the secondary fan for $\mathcal{A}$. To do this, we have to choose an affine chart in every full fiber (see the discussion after Definition 2.7). We recall our notation from Remark 4.2(ii) for $Z = (\tilde{z}(m+k) \times (m+k) | z(m+k) \times 1)^T$ that:

$$Z^\perp := ((-\tilde{z}^{-1} \cdot z)^T | 1) \quad \text{and} \quad A = \left( \begin{array}{c} -\tilde{z}^{-1} \cdot z]^T \\ Y \cdot \tilde{z}^{-1} \end{array} \right).$$

We will further take

$$\lambda = \left( x^T_{k \times 1} | \mathbb{I}_k \right) \quad \text{with} \quad x = (x_1, \ldots, x_k) \quad (21)$$

as our affine chart of the full fiber; See Remark 5.2(ii) for a justification of this choice. Note that under the identification of $\text{Gr}(k, k+1)$ with $((\mathbb{P}^{k+1})^*)$ this affine chart is given by:

$$\tilde{\lambda} = (1 | -x_1 \cdots -x_k). \quad (22)$$

**Definition 5.1.** Let $Y \in \mathcal{A}$ and let $\mathcal{H}_i$ be the hyperplane in the affine chart given in (21) defined by $p_{I_i} = 0$ for the cyclic $k$-interval $I_i$. We define $\mathcal{F}_{\mathcal{A}}(Y)$ to be the chamber fan containing the normal rays (negatively directed w.r.t. the functions $p_{I_i}$) of the hyperplanes \{$\mathcal{H}_1, \ldots, \mathcal{H}_n$\}.

Given any cyclic $k$-interval $I_i$ of $[n]$, we define

$$W^I := -((A^I)^\perp_2, \ldots, (A^I)^\perp_{k+1}) \in \mathbb{R}^k \quad \text{and} \quad W^I_0 := -(A^I)^\perp_1, \quad (23)$$

where $(A^I)^\perp_\ell$ denotes the $\ell$th coordinate of the orthogonal complement of $A^I$.

In the affine chart given in (21), we have that:

**Lemma 5.1.** The rays $W^I_1, \ldots, W^I_n$ are the normal rays of the hyperplanes $\mathcal{H}_1, \ldots, \mathcal{H}_n$. In particular, the fan $\mathcal{F}_{\mathcal{A}}(Y)$ is the chamber fan of the rays $W^I_1, \ldots, W^I_n$.

**Proof.** The hyperplanes $\mathcal{H}_1, \ldots, \mathcal{H}_n$ are given by

$$p_{I_i} (V) = \tilde{\lambda} \cdot (A^I)^\perp = (A^I)^\perp_1 - \sum_{a=1}^k x_a (A^I)^\perp_{a+1}, \quad I_i = \{i, i+1, \ldots, i+k-1\}.$$ 

Hence, $W^I_1, \ldots, W^I_n$ are their normal directions, as desired. $\square$

Assuming that the functions $\det(W^I_{j_1}, \ldots, W^I_{j_k})$ have a specific sign on $\mathcal{A}$ (see Conjecture 5.6), we will show that the combinatorial structure of $\mathcal{F}_{\mathcal{A}}(Y)$ does not depend on $Y$. More precisely, the cones of $\mathcal{F}_{\mathcal{A}}(Y)$ are in correspondence with the dissections of $\mathcal{A}$; See Theorem 5.11. In particular, in Sect. 5.2 we will give a geometric interpretation to the functions $\det(W^I_{j_1}, \ldots, W^I_{j_k})$.

**Remark 5.2.** (i) Conjecture 5.6 would also imply that our choice of affine charts of fibers in (21) is compatible, i.e. the removed hyperplane is never parallel to any boundary hyperplane $\mathcal{H}_i$. The key point is that if $\mathcal{H}_i$ becomes parallel to a facet, then the corresponding ray in the normal fan disappears in the affine chart. Hence, all the determinants containing its generator converge to 0.
(ii) We observe that a family of hyperplanes of type \( \{ \lambda_i = 0 \} \) with \( i \neq 1 \) will be parallel to a facet of the fiber in \( \mathbb{R}^k \) which gives a non-generic fan. Indeed, any choice other than (21) would give rays with \( (A^T)^+_{1} \) as one of their coordinates (w.l.o.g. we may assume that this is \( (A^T)^+_{1} \)). However,

\[
(A^T)^+_{1} = A^T_{[2, \ldots, k+1]} = 0, \quad \text{if } k+1 \in I
\]

(24)
since the last \( k \) entries of the \((k+1)\)th column of \( A \) are all zero. Therefore, considering all cyclic \( k \)-intervals \( I_1 = \{i, i + 1, \ldots, i + k - 1\} \) containing \( k + 1 \), the corresponding cone is not maximal, i.e.

\[
\det \left\{ (A^T)^+_{I_{1}} \right\}_{I_1 \ni k+1} = 0
\]
since the matrix in the determinant has the first column zero, by virtue of (24).

5.2. Characterization of the rays of the secondary fan. To prove the combinatorial equivalence of the fans \( \mathcal{F}_A(Y) \), we will first define a collection of functions on general amplituhedra (not necessarily conjugate to polytopes).

**Definition 5.3.** Let \( P_1, \ldots, P_k \) be a collection of \((m+1)\)-dim subspaces in \( \mathbb{R}^{m+k} \) represented by matrices denoted with the same letters. We define the following covariant function on \( \text{Gr}(k, m+k) \):

\[
\langle Y P_1 \cap \cdots \cap P_k \rangle := \det \left\{ (Y^\perp_{\alpha}) \right\}_{1 \leq \alpha \leq k, 1 \leq \beta \leq k}, \quad (25)
\]

where \( Y^\perp_{\beta} := \sum_{1 \leq \alpha_1 < \cdots < \alpha_{k-1} \leq k} \epsilon_{\alpha_1 \cdots \alpha_k} \cdot \langle Y_{\alpha_1} \cdots Y_{\alpha_{k-1}} P_{\beta} \rangle \) for \( Y \in \text{Gr}(k, m+k) \). Here \( \langle \cdots \rangle \) denotes the determinant of the matrix obtained by stacking all the columns (or submatrices) in the dots.

The following proposition gives a more geometric characterization of the functions \( \langle Y P_1 \cap \cdots \cap P_k \rangle \) in (25) for a generic \( Y \) in \( \text{Gr}(k, m+k) \).

**Proposition 5.2.** There exist vectors \( v_{P_\alpha} \in Y \cap P_\alpha \) with \( v_{P_\alpha} = \sum_{\beta=1}^{k} v_{P_\alpha}^\beta Y_{\beta} \) such that

\[
\langle Y P_1 \cap \cdots \cap P_k \rangle = \det \left\{ v^\beta_{P_\alpha} \right\}_{1 \leq \alpha \leq k, 1 \leq \beta \leq k}.
\]

In particular, the function \( \langle Y P_1 \cap \cdots \cap P_k \rangle \) vanishes if and only if \( v_{P_1}, \ldots, v_{P_k} \) are linearly dependent.

**Proof.** Suppose that \( P_\alpha \) is spanned by the vectors \( P_{\alpha 1} \ldots P_{\alpha m+1} \). Note that \( \text{dim}(P_\alpha) = m+1 \) and \( \text{dim}(Y) = k \), hence the intersection \( Y \cap P_\alpha \) is of dimension one for a generic \( Y \). Let \( v_{P_\alpha} \in \mathbb{R}^{m+k} \) be a non-zero vector in the intersection \( Y \cap P_\alpha \). One can construct such vector for \( P_\alpha \) in the following way:

\[
v_{P_\alpha} = \sum_{\beta=1}^{k} (-1)^{\beta+1} Y_{\beta} \langle Y_1 \cdots \widehat{Y}_{\beta} \cdots Y_k P_{\alpha 1} \cdots P_{\alpha m+1} \rangle \quad (26)
\]

\[
= \sum_{j=1}^{m+1} (-1)^{j+1+k} P_{\alpha j} \langle Y_1 \cdots Y_k P_{\alpha 1} \cdots \widehat{P}_{\alpha j} \cdots P_{\alpha m+1} \rangle. \quad (27)
\]
The equality above holds since for any collection $w_1, \ldots, w_{d+1}$ of $d+1$ vectors in $\mathbb{R}^d$ we have that

$$\sum_{i=1}^{d+1} (-1)^{i+1} w_i \langle w_1 \cdots \hat{w}_i \cdots w_{d+1} \rangle = 0.$$  

By the definition of $v_{P_a}$ in (26) it is obvious that $v_{P_a}$ belongs to the space $Y$. On the other hand, by (27) we have that $v_{P_a}$ belongs to $P_a$, therefore $v_{P_a} \in Y \cap P_a$. Moreover, note that the matrix of $v_{P_a}$’s in the basis $Y_\beta$ of $Y$ coincides with $(\langle Y_\alpha^\perp P_\beta \rangle)_{1 \leq \alpha \leq k}$. This completes the proof.

In the following, we will consider the case when the subspaces $P_a$ are spanned by the columns of the matrix $Z$ indexed by $J_a \in \binom{[n]}{m+1}$. We denote the corresponding function (25) with the shorthand $\langle Y_1 \cap \cdots \cap J_k \rangle$. Moreover, we focus on the amplituhedron $A = A_{n,k,n-k-1}$ (conjugate to a polytope).

**Theorem 5.3.** Let $J = \{j_1, \ldots, j_k\}$ be a $k$-subset of $[n]$ and $\{W^I_{j_1}, \ldots, W^I_{j_k}\}$ be the corresponding collection of rays of $\mathcal{F}_A(Y)$ as defined in (23). Then

$$(-1)\xi_J \cdot \det(W^I_{j_1}, \ldots, W^I_{j_k}) = \langle Y_{\hat{I}_{j_1}} \cap \cdots \cap \hat{I}_{j_k} \rangle = \det(v_{\hat{I}_{j_1}}, \ldots, v_{\hat{I}_{j_k}}),$$

where $\xi_J := \sum_{j \in J} s_{I_j}$, and $s_{I_j} := k_j$ if $n \notin I_j$ and $s_{I_j} := j - 1$ otherwise. In particular, a collection of rays $\{W^I_{j_1}, \ldots, W^I_{j_k}\}$ is degenerate if and only if the vectors $v_{\hat{I}_{j_1}}, \ldots, v_{\hat{I}_{j_k}}$ are linearly dependent.

**Proof.** The first equality follows from Lemma 5.4, since both sides are determinant of matrices related by transposition and multiplication of some rows by $-1$. The second equality is Proposition 5.2. 

**Lemma 5.4.** The rays $W^I_{j}$ of the fan $\mathcal{F}_A(Y)$ can be expressed in terms of the functions in (25) as:

$$W^I_{j} = (-1)^{s_{I_j}} \langle Y_\alpha^\perp \hat{I}_I \rangle,$$

where $s_{I_j} := k_j$ if $n \notin I_j$ and $s_{I_j} := j - 1$ otherwise.

**Proof.** We recall that $W^I_{j} = (-1)^{a} \det(A^I_{\alpha})$ and $A^I_{\alpha}$ is the submatrix of $A$ with the columns indexed by $I_j$ and all the rows except the $a^{th}$. We will show that, up to a sign, $\det(A^I_{\alpha})$ is the same as $\langle Y_\alpha^\perp \hat{I}_I \rangle$. First, we define the matrices $A$ and $B$ as follows:

$$B = \begin{bmatrix}
I_{j-1} & \bigcirc & z_1 & \cdots & Y^I_{\alpha} \\
& \ddots & \vdots & \ddots & \vdots \\
& & z_{j-1} & \ddots & \vdots \\
& & & \ddots & \vdots \\
& & & & z_{j+k-1} \\
\bigcirc & \bigcirc & \bigcirc & \cdots & \bigcirc \\
& & & \vdots & \vdots \\
& & & & & z_k \\
& & & & & Y^m_{\alpha} \\
& & & & & \bigcirc \\
& & & & & z_{k+m}
\end{bmatrix} \quad \text{and} \quad B' = \begin{bmatrix}
I_{j-1} & \bigcirc & z_1 & \cdots & Y^I_{\alpha} \\
& \ddots & \vdots & \ddots & \vdots \\
& & z_{j-1} & \ddots & \vdots \\
& & & \ddots & \vdots \\
& & & & z_{j+k-1} \\
\bigcirc & \bigcirc & \bigcirc & \cdots & \bigcirc \\
& & & \vdots & \vdots \\
& & & & & z_k \\
& & & & & Y^m_{\alpha} \\
& & & & & \bigcirc \\
& & & & & z_{k+m}
\end{bmatrix}.$$
If $I_j$ does not contain $m + k + 1$, then we can write the determinant $\langle Y^I_a I_j \rangle$ as follows:

$$\langle Y^I_a I_j \rangle = (-1)^{a+1} \langle Y^I_a I_j \rangle = (-1)^{a+1} (-1)^{(k-1)(m+1)} \det(B) = (-1)^{a+1} (-1)^{kj+m+1} \det(B')$$

$$= (-1)^{a+kj} \det(A^I_a) = (-1)^{kj} W^I_a.$$

If $I_j$ contains $m + k + 1$, then the similar calculation shows that:

$$\langle Y^I_a I_j \rangle = (-1)^{a+1} \langle Y^I_a I_j \rangle = (-1)^{a+j+k} p_{I_j \setminus [m+k+1]}(\bar{Y}_a) = (-1)^{a+j} \det(A^I_a)$$

$$= (-1)^{j-1} W^I_a.$$ 

\[\square\]

Now we are ready to relate the functions $\det(W^{I_j_1}, \ldots, W^{I_j_k})$ to the canonical functions of the generalized triangles of the amplituhedron.\(^4\)

**Proposition 5.5.** Let $J = \{j_1, \ldots, j_k\}$ be a $k$-subset of $[n]$ and $I_{j_a}$ be the $j_a$-th cyclic $k$-interval. Then the canonical function of the corresponding generalized triangle $\Delta_J$ has the following form:

$$\Omega(\Delta_J) = \frac{\det(W^{I_j_1}, \ldots, W^{I_j_k})^m}{\prod_{i \neq j_1, \ldots, j_k} \det((A^{I_j_i})^\perp, (A^{I_j_j})^\perp, \ldots, (A^{I_j_k})^\perp)}.$$  

(28)

**Proof.** We first note that $\Delta_J$ is the image of an $mk$-dim positroid cell $S_J$ of $Gr_{k}(s, n)$ whose only vanishing cyclic Plücker coordinates are $p_{I_{j_1}}, \ldots, p_{I_{j_k}}$. By Lemma 3.3, $S_J$ is uniquely determined. Hence, by Theorem 4.8 we have $\pi^{-1}_k(Y) \cap S_J = q_J$ for a unique point $q_J$ and $\Omega(\Delta_J)$ can be computed as:

$$\Omega(\Delta_J) = \text{Res}_{q_J} \omega_{n,k,m} = \frac{1}{|\det(W^{I_j_1}, \ldots, W^{I_j_k})|} \cdot \prod_{i \notin J} \left(\hat{\lambda}_i \cdot (A^{I_j_i})^\perp\right),$$

where $\hat{\lambda}_J = (1, (\hat{\lambda}_J)_2, \ldots, (\hat{\lambda}_J)_{k+1}) \in \mathbb{R}^{k+1}$ is the unique point in the intersection $\cap_{j \in J} \{\hat{\lambda}_i \cdot (A^{I_j_i})^\perp = 0\}$. Now, applying Cramer’s rule we have that:

$$(\hat{\lambda}_J)_\alpha = (-1)^{a+1} \det((A^{I_{j_a}})^\perp, \ldots, (A^{I_{j_k}})^\perp) \det(W^{I_{j_1}}, \ldots, W^{I_{j_k}})$$

for $\alpha = 2, \ldots, k + 1$, where $(A^{I_{j_a}})^\perp = (W^I_{0a}, W^I_{1a}, \ldots, W^I_{ja}, \ldots, W^I_{ka})$. Hence, the volume form $\Omega(\Delta_J)$ is given by:

$$\Omega(\Delta_J) = \frac{\left(\det(W^{I_j_1}, \ldots, W^{I_j_k})\right)^m}{\prod_{i \notin J} \left(\det(W^{I_{j_1}}, \ldots, W^{I_{j_k}})W^I_{0a} + \sum_{a=2}^{k+1} (-1)^{a+1} \det((A^{I_{j_a}})^\perp, \ldots, (A^{I_{j_k}})^\perp) W^I_{a}\right)}.$$  

(29)

\(^4\) A conjectural representation of $\Omega(\Delta_J)$ in the case of conjugate to polytopes was given in [FLP18].
Notice that each factor in the denominator of (29) that corresponds to some \(i\) with \(i \not\in J\), can be rewritten as the determinant of the matrix \((A^I_i)^\perp, (A^I_j)^\perp, \ldots, (A^I_k)^\perp\) as in (28). This completes the proof. \(\square\)

**Conjecture 5.6.** Let \(J = \{j_1, \ldots, j_k\}\) be a \(k\)-subset of \([n]\) and \(I_{j_a}\) be the \(a^\text{th}\) cyclic \(k\)-interval. Consider \(\xi_J\) as in Theorem 5.3. Then the function

\[
\epsilon_J (-1)^{\xi_J} \cdot \langle Y \tilde{I}_{j_1} \cap \cdots \cap \tilde{I}_{j_k} \rangle \tag{30}
\]

is strictly positive, where \(\epsilon_J\) is the Levi-Cevita symbol in which the elements of both \(J\) and \(\bar{J}\) are listed in the increasing order.

**Remark 5.4.** The positivity of the functions in (30) is proven in the following cases:

(i) We have verified Conjecture 5.6 by explicit calculations for \(m = 2\) up to \(n = 7\), \(m = 4\) up to \(n = 8\) and \(m = 6\) up to \(n = 10\). We also expect that even if \(I_{j_a}\) are not cyclic intervals, the corresponding functions are still of a constant sign inside the amplituhedron.

(ii) The functions in (30) appeared in [AHBL17, §7.2.4] as numerators of certain canonical functions of the \(m = 2\) amplituhedra. The authors provided a (sketch of) proof that \(\langle Y \tilde{I}_{j_1} \cap \cdots \cap \tilde{I}_{j_k} \rangle\) are positive, when \(j_1 < \cdots < j_k\) and \(\tilde{I}_{j_a}\) do not contain both 1 and \(n\). It is easy to see that this is implied by Conjecture 5.6. Moreover, all generalized triangles of \(m = 2\) amplituhedra are classified in [ŁPSV19, §2.4] and these functions appear in the numerator of their canonical functions.

(iii) The positivity of the functions in (30) is related to the positivity of the matrices \(C\) and \(Z\), by (5). For example, for the \(k = 2\) case, \(\langle Y I_{j_1} \cap I_{j_2} \rangle\) can be expressed as a positive linear combination of the Plücker coordinates of \(C\) and the functions \(\langle i j I_{j_1} \cap I_{j_2} \rangle := \langle i I_{j_1} \rangle \langle j I_{j_2} \rangle - \langle i I_{j_2} \rangle \langle j I_{j_1} \rangle\). Moreover, for \(m = 2\) these functions are \(\langle i j (j_1 + 1, j_1 + 1) \cap (j_2, j_2 + 1, j_2 + 2) \rangle\), which are cluster variables of \(\text{Gr}(4, n)\) [GGS+14, §6.3], and so they are positive by the Scott’s seminal work [Sco06, §6]. It would be interesting to explore the positivity of (30) in connection with Grassmannian cluster algebras.

(iv) One corollary of Conjecture 5.6 is that the fan \(\mathcal{F}_\mathcal{A}(Y)\) defined in Sect. 5.1 is combinatorially equivalent to the secondary fan of a cyclic polytope (see Proposition 5.9). In general, the combinatorics of the secondary fan of a cyclic polytope depends on the choice of its vertices on the moment curve [ADLRS00, Lemma 4.9]. However, we expect that the combinatorial structure of the fan \(\mathcal{F}_\mathcal{A}(Y)\) does not depend on the point \(Y \in \mathcal{A}\) which is a slight strengthening of Conjecture 5.6. See Lemma 5.8.

Now we are ready to state and prove our main results, assuming that Conjecture 5.6 holds true and the combinatorial structure of the fan \(\mathcal{F}_\mathcal{A}(Y)\) does not depend on the point \(Y \in \mathcal{A}\).

**Theorem 5.7.** Let \(\mathcal{A}\) be an amplituhedron conjugate to a polytope. Then:

(i) The combinatorial structure of the fan \(\mathcal{F}_\mathcal{A}(Y)\) defines the secondary fan of triangulations of \(\mathcal{A}\).

(ii) The volume function of a generalized triangle \(\Delta\) does not vanish on \(\mathcal{A}\). In particular, it has a constant sign inside \(\Delta\).

(iii) The volume function of \(\mathcal{A}\) can be computed using Jeffrey–Kirwan residue.

**Proof.** We note that (ii) follows immediately from the expression of the volume function given in Proposition 5.5, (i) is Theorem 5.11, and (iii) is Theorem 6.3. \(\square\)
5.3. Triangulations of amplituhedra conjugate to polytopes. We fix $\mathcal{A} := \mathcal{A}_{n,k,m}$ where $m = n - k - 1$. Let $\pi : \text{Gr}(k, n) \rightarrow \text{Gr}(k, n - 1)$ be the rational map from Definition 4.1 and let $\mathcal{F}_A(Y)$ be the fan from Definition 5.1 for $Y \in \mathcal{A}$. We also assume that Conjecture 5.6 holds true and the combinatorial structure of the fan $\mathcal{F}_A(Y)$ does not depend on the point $Y \in \mathcal{A}$. Our main goal in this section is to prove that $\mathcal{F}_A(Y)$ is the secondary fan of $\mathcal{A}$. Moreover, we study positroidal dissections of $\mathcal{A}$ coming from $\mathcal{F}_A(Y)$. In analogy with the case of polytopes, we will call such dissections regular.

Boundaries of fibers. Recall that the codimension one boundaries of $\text{Gr}_+(k, n)$ are the positroid cells $S_i$ defined by $p_{I_i} = 0$ for cyclic $k$-intervals $I_i$. Each codimension one positroid cell intersects a full fiber $\pi^{-1}(Y)$ by a linear hyperplane. As in Definition 5.1, we denote the collection of resulting hyperplanes by

$$\mathcal{H}_i(Y) = \pi^{-1}(Y) \cap S_i \quad \text{for} \quad i = 1, \ldots, n.$$ 

Hence, in each full fiber $\pi^{-1}(Y)$ there is a collection of hyperplanes $\mathcal{H}_1(Y), \ldots, \mathcal{H}_n(Y)$ such that the positive fiber is bounded by some of them. Where there is no ambiguity, we denote them simply by $\mathcal{H}_i$.

Let $\rho_{j_1}, \ldots, \rho_{j_k}$ be a collection of rays of $\mathcal{F}_A(Y)$. The positivity of functions in (30) guaranties that the ray generators $W^{I_{j_1}}, \ldots, W^{I_{j_k}}$ in (23) form a basis for $\mathbb{R}^k$. Now, for every subset $J \subset [k]$, we let

$$O_J(Y) = \{(x_1, \ldots, x_k) \mid x_i \geq 0 \text{ for } i \in J \text{ and } x_i \leq 0 \text{ otherwise}\}$$

be the orthant given by the basis $W^{I_{j_1}}, \ldots, W^{I_{j_k}}$. Then by the positivity of functions in (30) we have:

**Lemma 5.8.** Let $Y, Y'$ be two points of $\mathcal{A}$ and let $\rho_{j_1}, \ldots, \rho_{j_k}$ be a collection of rays of $\mathcal{F}_A(Y)$. Assume that $\rho_{j_0} \in O_J(Y)$ for some $J \subset [k]$. Then $\rho_{j_0} \in O_J(Y')$. In particular, if $\rho_{j_0}$ belongs to the cone generated by $\rho_{j_1}, \ldots, \rho_{j_k}$ over $Y$, then the same is true over $Y'$.

**Proof.** On the contrary, suppose that $\rho_{j_0} \in O_J(Y')$ for some $J' \neq J$. Consider a path $\gamma : [0, 1] \rightarrow \mathcal{A}$ in the interior of $\mathcal{A}$ which connects the points $Y, Y' \in \mathcal{A}$ and denote $\gamma(t)$ by $Y_t$. Since $\rho_{j_0}$ belongs to different orthants over $Y$ and $Y'$, there is a point $t \in [0, 1]$ such that $\rho_{j_0}$ belongs to a coordinate hyperplane over $Y_t$. Therefore, the rays $\rho_{j_0}, \ldots, \rho_{j_k}$ are not in general position over $Y_t$ which contradicts Conjecture 5.6. □

**Proposition 5.9.** The fan $\mathcal{F}_A(Y)$ is combinatorially equivalent to the secondary fan of a cyclic polytope.

**Proof.** Let $\{V_1, \ldots, V_n\}$ be the Gale transform of $\{W^{I_1}, \ldots, W^{I_n}\}$. For any $k$-subset $J = \{j_1, \ldots, j_k\}$ and its complement $\bar{J} = \{\ell_1, \ldots, \ell_{m+1}\}$, we know from Sect. 2.4 that

$$\det(W^{I_{j_1}}, \ldots, W^{I_{j_k}}) = \epsilon_{j_1, \bar{J}} \det(V_{\ell_1}, \ldots, V_{\ell_{m+1}}).$$

On the other hand, by Theorem 5.3 we have that

$$\det(W^{I_{j_1}}, \ldots, W^{I_{j_k}}) = (-1)^{\bar{J}} \cdot \langle Y_{\bar{I}_{j_1}} \cap \cdots \cap \bar{I}_{j_k} \rangle.$$ 

Hence,

$$\det(V_{\ell_1}, \ldots, V_{\ell_{m+1}}) = \epsilon_{j, \bar{J}} \cdot (-1)^{\bar{J}} \cdot \langle Y_{\bar{I}_{j_1}} \cap \cdots \cap \bar{I}_{j_k} \rangle.$$
The right side of the above equation is strictly positive by Conjecture 5.6, hence \( \det(V_1, \ldots, V_{\ell+1}) \) is strictly positive and so \( V_i \)'s are the vertices of a cyclic polytope \( P \). Moreover, \( F_A(Y) \) is the chamber fan of \( \{W^{I_1}, \ldots, W^{I_k}\} \) which is the Gale transform of \( V(P) = \{V_1, \ldots, V_{\ell+1}\} \), hence it is the secondary fan of a cyclic polytope \( P \), see e.g. Theorem 2.5. □

We call \( F_A \) the secondary fan of \( A \). From now on, whenever we refer to \( F_A \), we mean the combinatorial type \( F_A(Y) \) for some \( Y \in A \). In the following, given a point \( Y \in A \), we denote \( F_A^+(Y) \) for the normal fan of the positive fiber over \( Y \). We now show that the normal fan \( F_A^+(Y) \) is a coarsening of \( F_A(Y) \).

**Corollary 5.10.** \( F_A \) is the minimal combinatorial common refinement of \( F_A^+(Y) \) over all points \( Y \in A \).

**Proof.** The fact that \( F_A \) is a common refinement is obvious from Lemma 5.8 and our assumption that \( F_A(Y) \) does not depend on \( Y \). To prove the minimality, note that by Lemma 3.3, for any \( J \in \binom{[n]}{k} \) there is a unique generalized triangle \( \Delta_J \) which is the image of a positroid cell \( S_J \) in \( Gr_+(k, n) \) for which a cyclic \( k \)-interval \( I_j \) is in \( \tilde{J} \) if and only of \( j \notin J \). Hence, for any \( J \in \binom{[n]}{k} \), there exists a point \( Y \in A \) such that the cone \( C_J \) generated by the rays indexed by \( J \) is a cone in \( F_A^+(Y) \). Therefore, any common refinement of the normal fans of positive fibers \( F_A^+(Y) \) over all points \( Y \in A \) should contain the chamber fan with rays \( \rho_1, \ldots, \rho_n \). Thus, by Definition 5.1, \( F_A \) is the minimal common refinement of \( F_A^+(Y) \). □

Now we are ready to relate the fan \( F_A \) to the positroidal subdivisions of \( A \). In the following, for any cone \( \sigma \in F_A \) we define a collection of positroid cells \( C_\sigma \) and prove that it provides a subdivision of \( A \). As before, we let \( C_J \) be the cone generated by the rays of \( F_A \) indexed by \( J \subset [n] \). Note that since \( F_A \) is a chamber fan for the rays \( \rho_1, \ldots, \rho_n \), for any cone \( \sigma \in F_A \) and any \( J \subset [n] \) we can check whether \( \sigma \subset C_J \).

**Definition 5.5.** Let \( \sigma \) be a cone in \( F_A \) and \( \tilde{C}_\sigma \) be the collection of \( J \) such that \( \sigma \) is a subset of the cone \( C_J \) of \( F_A \). Then we define

\[
C_\sigma := \left\{ \text{positroid cell } S_J \mid J \text{ is a minimal element of } \tilde{C}_\sigma \text{ by inclusion} \right\},
\]

where \( S_J \) is the unique positroid cell corresponding to \( J \) given in Lemma 3.3.

The main result of this section is the following theorem.

**Theorem 5.11.** Let \( F_A \) be the secondary fan of \( A \). Then each cone \( \sigma \) of \( F_A \) corresponds to a positroidal dissection \( C_\sigma \). The inclusion of two cones corresponds to the coarsening of the associated dissections. In particular, the maximal cones of \( F_A \) correspond to positroidal triangulations of \( A \). Under this identification a maximal cone \( \sigma \) corresponds to the triangulation given by \( C_\sigma \).

**Proof.** We will first provide another presentation for the positroid cells in \( C_\sigma \). To do this, for a fixed cone \( \sigma \) of \( F_A \) and for a point \( Y \in A \), let \( \sigma(Y) \) be the minimal cone of \( F_A^+(Y) \) (by inclusion) which contains \( \sigma \). Since by Corollary 5.10 the fan \( F_A \) is the minimal combinatorial common refinement of the fans \( F_A^+(Y) \), the cone \( \sigma(Y) \) uniquely exists. Let \( f_\sigma : A \to \{\text{positroid cells}\} \) be the following map:

\[
f_\sigma : Y \mapsto \text{the positroid cell } S_J, \text{ where } \sigma(Y) = C_J.
\]
Moreover, note that by Lemma 3.3 for every minimal element $J$ of $\tilde{C}_\sigma$, the cone $C_J$ appears in $F_\sigma^+(A)$ for some $Y \in A$. Hence, the collection $C_\sigma$ coincides with $f_\sigma(A)$.

We now show that $C_\sigma$ gives a positroidal subdivision of $A$. First, note that $\sigma(Y)$ is a cone of $F_\sigma^+(A)$, hence its corresponding positroid cell intersects the positive fiber $\pi_+^{-1}(Y)$. Thus, the collection of positroid cells $f_\sigma(A) = C_\sigma$ covers $A$. Finally, for any $Y' \in \pi(f_\sigma(Y))$ we have $\sigma(Y) = \sigma(Y')$ and so $f_\sigma(Y') = f_\sigma(Y)$. This implies that the images of the positroid cells in $C_\sigma$ do not overlap, which completes the proof. □

Remark 5.6. The construction above can be generalized to any Grassmann polytope with linear fibers; See Sect. 7.3 for more details. Moreover, by construction, dissections from Theorem 5.11 are in fact good dissections. We refer to them as regular subdivisions because via parity duality, they are in bijection with regular subdivisions of cyclic polytopes. Non-regular subdivisions of polytopes correspond to a family of dissections of amplituhedra conjugate to polytopes which are not gathered in Theorem 5.11.

6. Jeffrey–Kirwan Residue for Linear Fibers

In this section, we first recall the original definition of Jeffrey–Kirwan residue from [JK95, BV99]. Then, we extend it to accommodate its application in the amplituhedron theory such as computing the residues of fiber volume forms. In particular, we make precise connections between the residue computation and the geometric framework developed in Sects. 2 and 5.

6.1. Jeffrey–Kirwan residue. Jeffrey and Kirwan introduced the notion of Jeffrey–Kirwan residue (JK-residue) in their study of localization of group actions [JK95]. More precisely, given a symplectic manifold and a group action on it, the JK-residue relates elements of the equivariant cohomology of the manifold to the ones of the cohomology of its symplectic quotient. They were inspired by Witten [Wit92] who re-examined the non-abelian localization of Duistermaat and Heckman [DH82] and applied it in the context of 2-dim Yang-Mills theory. Since then, JK-residue has played an increasingly important role in physics, with particular applications in supersymmetric localization for gauge theories in various dimensions [BEHT15, CCP15, BZ15]. The notion of JK-residue has also been extended out of the realm of localization, and can be generally regarded as an operation on rational differential forms with poles on hyperplane arrangements [BV99, SV04]. Furthermore, the study of the connection between JK-residues and amplituhedra is started in [FLP18].

Classical JK-residue. Fix $1 \leq r \leq n$, and consider an arrangement of hyperplanes $\{H_i\}_{i \in [n]}$ in $\mathbb{R}^r$ where $H_i = \{ x \in \mathbb{R}^r \mid \langle x, \beta_i \rangle = 0 \}$. Here, $\beta_i$ is the normal vector of the hyperplane $H_i$ for each $i$. Let $I$ be an $r$-subset of $[n]$ such that $\{\beta_i\}_{i \in I}$ forms a basis of $\mathbb{R}^r$. Let $f_I$ be the rational function given by:

$$f_I(x) = \frac{1}{\prod_{i \in I} \langle x, \beta_i \rangle}.$$ (31)

Note that the function $f_I$ has simple poles on the hyperplanes $\{H_i\}_{i \in I}$. Then we define:

**Definition 6.1.** The **JK-residue** of the function $f_I$ at a point $\xi \in \mathbb{R}^r$ is defined as:

$$\text{JK}_{\xi}(f_I) := \begin{cases} |\det(\{\beta_i\}_{i \in I})|^{-1} & \text{if } \xi \in C_I \\ 0 & \text{if } \xi \notin C_I \end{cases}.$$ (32)
where $C_I$ denotes the positive span of the vectors $\{\beta_i\}_{i \in I}$.

Remark 6.2. Following [BV99], the definition of $\text{JK}_\xi(\cdot)$ can be extended to the space of rational functions $\phi$ with poles on the hyperplane arrangement $\{H_i\}_{i \in [n]}$. The space of such functions is graded by the degree, and $\text{JK}$-residue acts non-trivially only on the part of degree $-r$. In particular, every such function $\phi$ can be decomposed in terms of $f_I$'s and other fractions whose denominators correspond to some vectors $\beta$ which do not necessarily span $\mathbb{R}^r$. To make this more precise, given a flag $F$

$$0 \subset F_1 \subset F_2 \subset \cdots \subset F_r = \mathbb{R}^r,$$

we consider the vectors $\{\kappa^F_j\}_{j \in [r]}$ with $\kappa^F_j := \sum_{i: \beta_i \in F_j} \beta_i$ and define a function $\nu(F)$ and a cone $C_F$ as:

$$\nu(F) := \text{sign} \left( \det(\kappa^F_1, \ldots, \kappa^F_r) \right) \quad \text{and} \quad C_F := \text{span}(\kappa^F_1, \ldots, \kappa^F_r).$$

Moreover, given a vector $\xi \in \mathbb{R}^r$, we denote $\mathcal{F}\mathcal{L}^+(\xi)$ for the set of flags $F$ such that $\xi$ belongs to (the interior of) the cone $C_F$. Then by [SV04, Theorem 2.6], we can express the action of $\text{JK}_\xi(\cdot)$ on rational functions $\phi$ in terms of actual residues as:

$$\text{JK}_\xi(\phi) = \sum_{F \in \mathcal{F}\mathcal{L}^+(\xi)} \nu(F) \text{Res}_F(\phi).$$

Remark 6.3. Recalling the notion of chamber fan from Definition 2.6, note that every pair of vectors $\xi, \xi' \in \mathbb{R}^r$ contained in the same chamber cone lead to the same $\text{JK}$-residue on the space of functions $\phi$, i.e. $\text{JK}_\xi(\cdot) = \text{JK}_{\xi'}(\cdot)$. In other words, chambers are exactly the connected components of the set of all generic vectors $\xi \in \mathbb{R}^r$ with respect to the hyperplane arrangement $\{H_i\}_{i \in [n]}$.

Extended JK-residue. We extend the definition of JK-residue to differential forms on $\mathbb{R}^r$ with simple poles along configuration of affine hyperplanes in $\mathbb{R}^r$, i.e. the hyperplanes which do not necessarily pass through the origin. More precisely, consider a top-degree form $\omega$ of degree $r$ in $\mathbb{R}^r$ with simple poles on a generic affine hyperplane arrangement $\{H_i\}_{i \in [n]}$, where $H_i = \{x \in \mathbb{R}^r \mid \langle \beta_i, x \rangle + a_i = 0\}$. Note that $\{\beta_i\}_{i \in [n]}$ is the set of rays of the normal fan of such arrangement. By the genericity assumption, each collection $\{H_i\}_{i \in I}$ of hyperplanes, with $I \in \binom{[n]}{r}$, intersects in a point $q_I \in \mathbb{R}^r$. We fix one such point $q_I$ and consider the leading term of the Laurent expansion of $\omega$ around $q_I$ as:

$$\omega^{(q_I)} := f_I(q_I) \omega_I,$$

where $f_I$ is a function holomorphic in a neighborhood of $q_I$ and $\omega_I$ is a top-degree form with simple poles on $\{H_i\}_{i \in I}$. Moreover, we translate $\omega^{(q_I)}$ to the origin as:

$$\omega_0^{(q_I)} := \omega^{(q_I)}(x - q_I).$$

We repeat this procedure for all $\binom{n}{r}$ intersection points $q_I$ of the hyperplanes $\{H_i\}_{i \in I}$ and define:

$$\omega_0 := \sum_{I \in \binom{[n]}{r}} \omega_0^{(q_I)}.$$

Moreover, let $\phi$ be a rational function such that

$$\omega_0 = \phi \, dx_1 \wedge \cdots \wedge dx_r.$$  
(35)
Note that since we work with a generic hyperplane arrangement, the function $\phi$ is of pure degree $-r$.

Now, following the above notation we define the (extended) JK-residue of the form $\omega$ as follow:

**Definition 6.4.** Let $\omega$ be a top-degree form of degree $r$ in $\mathbb{R}^r$ and $\phi = \frac{\omega_0}{dx_1 \wedge \cdots \wedge dx_r}$ as before. Then we define the (extended) JK-residue of $\omega$ at a point $\xi \in \mathbb{R}^r$ as the classical JK-residue of $\phi$:

$$JK_\xi \omega := JK_\xi \phi.$$ 

We now express the extended JK-residue in terms of a residue computation on $\omega$ as follows:

**Proposition 6.1.** Let $H_i$ be an affine hyperplane with the defining equation $D_i(x) = \langle \beta_i, x \rangle + a_i = 0$ for $i = 1, \ldots, n$. Consider the hyperplane arrangement $\{H_i\}_{i=1}^n$ and the differential form $\omega$:

$$\omega = \frac{dx_1 \wedge \cdots \wedge dx_r}{D_1(x) \cdots D_n(x)}.$$ 

Furthermore, let $\text{Res}_{C_I} \omega$ denote the residue of $\omega$ at the point $q_I = \bigcap_{i \in I} H_i$ that is:

$$\text{Res}_{C_I} \omega := \frac{1}{| \det(\{\beta_i\}_{i \in I}) |} \cdot \frac{1}{\prod_{j \notin I} D_j(q_I)}.$$ 

Then the (extended) JK-residue of $\omega$ at a point $\xi \in \mathbb{R}^r$ can be computed as:

$$JK_\xi \omega = \sum_{I : \xi \in C_I} \text{Res}_{C_I} \omega. \quad (36)$$

**Proof.** Recalling the definitions of $\omega_0^{(q_I)}$ and $\phi$ from (35) and (34) we have:

$$\omega_0^{(q_I)} = \frac{\wedge_{i=1}^r dx_i}{\prod_{i \in I} D_i(x)} \cdot \frac{1}{\prod_{j \notin I} D_j(q_I)} \quad \text{and} \quad \phi = \sum_{I \in \binom{[n]}{r}} \frac{1}{\prod_{i \in I} D_i(x - q_I)} \cdot \frac{1}{\prod_{j \notin I} D_j(q_I)}.$$ 

Note that $\omega_0^{(q_I)}$ has poles on the hyperplanes whose normal vectors are the rays of the cone $C_I$. Since the corresponding $r$ hyperplanes intersect in a point $q_I$, $C_I$ is full-dimensional. Hence, by (32), the function $\omega_I$ contributes in (34) by $| \det(\{\beta_i\}_{i \in I}) |^{-1}$ when $\xi \in C_I$. Thus, by linearity of the functional $JK_\xi (\cdot)$:

$$JK_\xi (\phi) = \sum_{I : \xi \in C_I} \frac{1}{| \det(\{\beta_i\}_{i \in I}) |} \cdot \frac{1}{\prod_{j \notin I} D_j(q_I)}. \quad (37)$$

Finally, we note that each term in (37) is, up to a sign, the multivariate residue of $\omega$ computed at $q_I$. $\square$

---

5 In [FLP18, BEHT15], the right side of (36) was used as a starting definition for the JK-residue of $\omega$. 
6.2. Canonical functions from JK-residue. Here we apply the JK-residue to answer Question 1.1 for amplituhedra which are either polytopes or conjugate to polytopes. More precisely, we show how the residue computation naturally ties in with the geometric framework introduced in Sects. 2 and 5.

Using the JK-residue, we first compute the volume function of the $k = 1$ amplituhedra. The statement was already made in [FŁP18]. Here, we present an explicit proof using our terminology.

**Proposition 6.2.** Let $\xi$ be a generic vector in the secondary fan of the cyclic polytope $\mathcal{A}_{n,1,m}$. Then the canonical function $\Omega(\mathcal{A}_{n,1,m})$ can be obtained from the JK-residue of the fiber volume form $\omega_{n,1,m}$ as:

$$
\Omega(\mathcal{A}_{n,1,m})(Y) = \text{JK}_\xi \omega_{n,1,m}(Y).
$$

Moreover, if $\xi$ is in a given cone $\sigma$ of the secondary fan of $\mathcal{A}_{n,1,m}$, then

$$
\Omega(\mathcal{A}_{n,1,m}) = \sum_{I : \sigma \subseteq C_I} \Omega(\Delta_I),
$$

where $\Delta_I$ is the simplex whose vertices are the columns $Z_i$ of the matrix $Z$ defining $\mathcal{A}_{n,1,m}$ for $i \in \bar{I}$.

**Proof.** As in Sect. 4, without loss of generality, we work on the chart $\lambda = (\lambda_1, \ldots, \lambda_{n-m-1}, 1)$. Then:

$$
\omega_{n,1,m} = \frac{d\lambda_1 \wedge \cdots \wedge d\lambda_{n-m-1}}{\prod_{i=1}^n (\lambda \cdot A^i)},
$$

by Corollary 4.6. Now, let $q_I$ be a pole of $\omega_{n,1,m}$ given in Theorem 4.8(i) as the intersection point of the fiber $\pi^{-1}(Y)$ with some generalized triangle. Then by Proposition 6.1 we have:

$$
\text{JK}_\xi \omega_{n,1,m} = \sum_{I : \xi \in C_I} \text{Res}_{C_I} \omega_{n,1,m},
$$

(38)

where $C_I$ are simplicial cones whose rays are $\{Z_i^\perp\}_{i \in I}$ for $I \in \binom{[n]}{n-m-1}$. As explained in Example 4.6, the Gale dual of $Z$ is indeed the normal fan of the affine hyperplane arrangement $\{\mathcal{H}_i\}_{i \in [n]}$ in this chart, where $\mathcal{H}_i = \{\lambda \cdot A^i = 0\}$. Moreover, since $\mathcal{A}_{n,1,m}$ is a polytope, Theorem 2.5 implies that $\{C_I : \xi \in C_I\}$ corresponds to a triangulation $\{\Delta_I\}$ of $\mathcal{A}_{n,1,m}$, where $\Delta_I$ are simplices with vertices $\{Z_i\}_{i \in \bar{I}}$. Hence, by Theorem 4.8(ii), we have that

$$
\text{Res}_{C_I}(\omega_{n,1,m}) = \Omega(\Delta_I).
$$

(39)

Let $q_I = \bigcap_{i \in I} \mathcal{H}_i$. Note that both sides of (39) have the same sign, because $q_I \in \Delta_I$ for any $Y \in \Delta_I$ and so $q_I \cdot A^i \geq 0$ for all $i$. Now, (39) together with (6) implies that (38) evaluates to $\Omega(\mathcal{A}_{n,1,m})$. Finally, choosing $\xi$ from another chamber of the normal fan of $\{\mathcal{H}_i\}_{i \in [n]}$ corresponds to choosing another chamber in the secondary fan $\{Z_i^\perp\}_{i \in [n]}$ which leads to another regular triangulation of $\mathcal{A}_{n,1,m}$. Therefore, following the same argument as above, we are able to express the canonical function of $\mathcal{A}_{n,1,m}$ as the sum over the canonical functions of simplices in the triangulation. This concludes the proof. □
Remark 6.5. We observe that the proof of Proposition 6.2 can be easily extended beyond cyclic polytopes, since Gale duality can be applied to any configuration of points; See Sect. 2.4. In particular, with similar arguments, one can use the JK-residue to obtain the canonical function of any convex polytope.

Example 6.6 (Pentagon). Consider the (projective) pentagon \( A_{5,2,1} \). As in (10), we choose \( A \) to be:

\[
A = \begin{pmatrix}
\langle 2, 3, 4 \rangle & \langle 1, 2, 3 \rangle & \langle 1, 3, 4 \rangle & \langle 1, 2, 3 \rangle - \langle 1, 2, 4 \rangle & \langle 1, 2, 3 \rangle - \langle 1, 2, 5 \rangle & \langle 1, 2, 3 \rangle \\
\langle 2, 3, 5 \rangle & \langle 1, 2, 3 \rangle & \langle 1, 3, 5 \rangle & \langle 1, 2, 3 \rangle - \langle 1, 2, 4 \rangle & \langle 1, 2, 3 \rangle - \langle 1, 2, 5 \rangle & \langle 1, 2, 3 \rangle \\
\end{pmatrix}
\]

We parametrize \( \pi^{-1}(Y) \) using local coordinates \( \lambda = (\lambda_1, \lambda_2, 1) \in \mathbb{P}^2 \). Then \( \omega_{5,1,2} = \frac{\omega_{25} \wedge \omega_{45}}{\prod_{i=1}^3 (\lambda_i, A^i)} \), where \( A^i \) is the \( i \)th column of \( A \). With our choice of coordinates, the cones \( C_{k_1,k_2} \) are spanned by positive linear combinations of \( \{Z_{k_1}^\perp, Z_{k_2}^\perp\} \), depicted in \( \mathbb{R}^2 \) in Fig. 1. We now fix a vector \( \xi \in \mathbb{P}^2 \) as in Fig. 1 such that \( \xi \) is in the chamber \( c_1 \). Then by Proposition 6.1 the JK-residue is computed as:

\[
\text{JK}_\xi \omega_{5,1,2} = \sum_{C_{I} \ni \xi} \text{Res}_{C_{I}} \omega_{5,1,2} = (\text{Res}_{C_{25}} + \text{Res}_{C_{45}} + \text{Res}_{C_{23}}) \omega_{5,1,2},
\]

since \( \xi \) is contained in the cones \( C_{25}, C_{45}, C_{23} \). This leads to the following representation of \( \Omega(A_{5,2,1}) \):

\[
\text{JK}_\xi \omega_{5,1,2} = \Omega(\Delta_{134}) + \Omega(\Delta_{123}) + \Omega(\Delta_{145}) = \Omega(A_{5,2,1}),
\]

where \( \Delta_{k_1k_2k_3} \) are triangles in \( \mathbb{P}^2 \) with the vertices \( k_1, k_2 \) and \( k_3 \). Clearly, this corresponds to the triangulation of the pentagon into \( \{\Delta_{134}, \Delta_{123}, \Delta_{145}\} \). All the other four triangulations of \( A_{5,2,1} \) can be analogously obtained by choosing the reference vector \( \xi \) in different chambers.

We are now in a position to prove an analogous statement of Proposition 6.2 for linear fibers, in particular for the case of conjugate to polytopes for even \( m \). Following our notation \( C_\sigma \) from Definition 5.5, and \( S_I \) and \( \Delta_I = \pi_*(S_I) \) from Definition 3.5 and Lemma 3.3, we prove the following theorem.
Theorem 6.3. Let $A = A_{n,\ell,m}$ be an amplituhedron conjugate to a polytopes for $\ell = n - m - 1$. Then the canonical function $\Omega(A)$ can be obtained from the JK-residue of its fiber volume form $\omega_{n,\ell,m}$ as:

$$\Omega(A)(Y) = \text{JK}_\xi \omega_{n,\ell,m}(Y) \text{ for any } Y \in A,$$

where $\xi$ is a generic point in the secondary fan $\mathcal{F}_A(Y)$. Moreover, if $\xi$ is in a cone $\sigma$ of $\mathcal{F}_A(Y)$, then

$$\Omega(A) = \sum_{S_I \in C_{\sigma}} \Omega(\Delta_I).$$

Proof. Without loss of generality, we work on the chart $\tilde{\lambda} = (1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_{n-m})$ compatible with (10). Then, by Corollary 4.6, we have that:

$$\omega_{n,\ell,m} = \frac{d\tilde{\lambda}_2 \wedge \cdots \wedge d\tilde{\lambda}_{n-m}}{\prod_{i=1}^{n} \tilde{\lambda} \cdot (A_i^J)^{\perp}}.$$

Consider a hyperplane arrangement $\{H_i\}$ with defining equations $D_i(\tilde{\lambda}) = \tilde{\lambda} \cdot (A_i^J)^{\perp} = 0$ for $i = 1, \ldots, n$. By Lemma 5.1 the rays $\{W_i\}$ of the secondary fan $\mathcal{F}_A(Y)$ are the normal rays of these hyperplanes. For an $\ell$-subset $I$, let $C_I$ be the simplicial cone generated by rays $\{W_i\}_{i \in I}$. By Theorem 4.8(ii), we have:

$$\pm \text{Res}_{C_I} \omega_{n,\ell,m}(Y) = \text{Res}_{q_I} \omega_{n,\ell,m}(Y) = \Omega(\Delta_I),$$

(40)

where $q_I = \cap_{i \in I} H_i$. Note that for any $Y \in \Delta_I$, the point $q_I$ belongs to the positive fiber $\pi_+^{-1}(Y)$. Hence we have that $D_i(q_I) \geq 0$ for any $i$, as $D_i \geq 0$ are defining inequalities of $\pi_+^{-1}(Y)$. In particular,

$$\text{Res}_{C_I} \omega_{n,\ell,m}(Y) > 0 \text{ for any } Y \in \Delta_I.$$

On the other hand, by the sign convention from Remark 3.9 we have $\text{Res}_{q_I} \omega_{n,\ell,m}(Y) = \Omega(\Delta_I)(Y) > 0$. Furthermore, by Proposition 6.1 we have that:

$$\text{JK}_\xi \omega_{n,\ell,m} = \sum_{I: \xi \in C_I} \text{Res}_{C_I} \omega_{n,\ell,m}(Y).$$

(41)

Moreover, by the proof of Theorem 5.11, $\{\Delta_I : \xi \in C_I\}$ is a positroidal triangulation of $A$. So (6) implies that (41) evaluates to $\Omega(A)$ which completes the proof. \qed

Example 6.7 (Conjugate to Pentagon). For the amplituhedron $A_{5,2,2}$, as in (10), we choose $A$ to be:

$$A = \left( \begin{array}{cccc} -z_1 & -z_2 & -z_3 & -z_4 \\ Y_{2 \times 4} & 1 \\ \hline \end{array} \right).$$

We parametrize $\pi_+^{-1}(Y)$ using local inhomogeneous coordinates $\tilde{\lambda} = (1, \tilde{\lambda}_2, \tilde{\lambda}_3) \in \mathbb{P}^2$. Then:

$$\omega_{5,2,2} = \frac{d\tilde{\lambda}_2 \wedge d\tilde{\lambda}_3}{\prod_{i=1}^{5} \tilde{\lambda} \cdot (A_i^J)^{\perp}}.$$
Note that each \((A^I_i)\perp\) is a 1-dim space in \(\mathbb{R}^3\). In particular,

\[
(A^I_i)\perp = (p_{i,i+1}(Y), z_i Y_i^{i+1} - z_{i+1} Y_i^i, -z_i Y_i^{i+1} + z_{i+1} Y_i^i), \quad \text{for } i \in \{1, 2, 3\}
\]

\[
(A^I_4)\perp = (0, Y_2^4, -Y_1^4), \quad (A^I_5)\perp = (0, Y_2^1, -Y_1^1).
\]

Then, the normal vectors \(\{W^I_i\}_{i \in \{5\}}\) of the affine hyperplanes are:

\[
W^I_i = -(z_i Y_i^{i+1} - z_{i+1} Y_i^i, -z_i Y_i^{i+1} + z_{i+1} Y_i^i), \quad \text{for } i \in \{1, 2, 3\}
\]

\[
W^I_4 = -(Y_2^4, -Y_1^4), \quad W^I_5 = -(Y_2^1, -Y_1^1).
\]

For example, we have:

\[
\det \begin{pmatrix} W^{12}_{23} \end{pmatrix} = z_1 z_2 p_{23}(Y) + z_2^2 p_{31}(Y) + z_3 z_2 p_{12}(Y) = -\langle Y (345) \cap (145) \rangle.
\]

By choosing \(\vec{\lambda} = (1, \vec{\lambda}_2, \vec{\lambda}_3)\) as coordinates, the cones \(\mathcal{C}_{k_1 k_2}\) are spanned by positive linear combinations of \(\{W^I_k\}, W^{I_2}_{I_1}\). The rays form a configuration depicted in Fig. 1. The JK-residue computation is analogous to the one in Example 6.6. More specifically, if we fix \(\xi\) in the cones \(\mathcal{C}_{25}, \mathcal{C}_{45}, \mathcal{C}_{23}\), we have:

\[
JK_{\xi} \omega_{5,2,2} = \sum_{\mathcal{C}_I \ni \xi} \text{Res}_{\mathcal{C}_I} \omega_{5,2,2} = (\text{Res}_{\mathcal{C}_{25}} + \text{Res}_{\mathcal{C}_{45}} + \text{Res}_{\mathcal{C}_{23}}) \omega_{5,2,2}.
\]

This leads to the following representation of \(\Omega(A_{5,2,2})\):

\[
JK_{\xi} \omega_{5,2,2} = \Omega(\Delta_{25}) + \Omega(\Delta_{45}) + \Omega(\Delta_{23}) = \Omega(A_{5,2,2}),
\]

\[
\Omega(\Delta_{j_1 j_2})(Y) = \frac{\langle Y I_{j_1} \cap I_{j_2} \rangle^2}{\prod_{i \neq j_1, j_2} \det \left( (A^I_i)\perp, (A^I_{j_1})\perp, (A^I_{j_2})\perp \right)}
\]

where \(\Delta_{j_1 j_2}\) are generalized triangles of \(A_{5,2,2}\) in Lemma 3.3. This corresponds to the triangulation of \(A_{5,2,2}\) which is parity dual to the triangulation of the pentagon \(A_{5,2,1}\) into \(\{\Delta_{134}, \Delta_{123}, \Delta_{145}\}\). All other triangulations of \(A_{5,2,2}\) can be analogously obtained by choosing the vector \(\xi\) in different chambers.

7. Fiber Positive Geometries

In this section, motivated by the discussions about polytopes and amplituhedra, we propose a generalization of the fiber-based approach for studying triangulations and canonical forms of positive geometries. With a more speculative tone, we introduce the general framework of fiber positive geometries.
7.1. General framework. Let \((X, X_+)\) and \((Y, Y_+)\) be two positive geometries such that \(\dim(X) \geq \dim(Y)\) and let \(\pi : X \to Y\) and \(\pi_+ : X_+ \to Y_+\) be projections such that the fibers \((\pi^{-1}(y), \pi_+^{-1}(y))\) are also positive geometries for all \(y \in Y_+\). Analogous to Definition 3.5, we define triangulations of \(Y_+\) induced by the map \(\pi_+\) as follows:

**Definition 7.1.** A finite collection \(C = \{S\}\) of strata of \(X_+\) is a \(\pi_+\)-dissection of \(Y_+\) if we have that:

1. \(\dim \pi_+(S) = \dim(Y)\) for each \(S\) in \(C\).
2. The images \(\pi_+(S)\) and \(\pi_+(S')\) of two distinct elements in the collection are disjoint.
3. \(\bigcup \pi_+(S) = Y_+\), i.e. the union of the images of the elements in \(C\) is dense in \(Y_+\).

A \(\pi_+\)-dissection \(C = \{S\}\) of \(Y_+\) is a \(\pi_+\)-triangulation of \(Y_+\) if \(\pi_+\) is injective on each \(S\) in \(C\). In this case, each \(S\) is called a \(\pi_+\)-generalized triangle of \(Y_+\).

With a slight abuse of terminology, we may also call \(\Delta_S := \pi_+(S)\) a \(\pi_+\)-generalized triangle and \(\{\Delta_S\}\) a \(\pi_+\)-triangulation. Then, as in Conjecture 3.1, we would like to have a compatibility between triangulations and canonical forms of positive geometries, as follows:

**Property 7.2.** Let \(C = \{S\}\) be a \(\pi_+\)-triangulation of \(Y_+\). Then its canonical form can be computed as:

\[
\Omega(Y_+) = \sum_{S \in C} \Omega(\pi_+(S)).
\]

In particular, the sum does not depend on the \(\pi_+\)-triangulation \(C\).

Let \(\mu_Y\) be a standard (covariant) volume form on \(Y\). The canonical form of \(Y_+\) can be written as:

\[
\Omega(Y_+) = \Omega(Y_+) \mu_Y,
\]

where we call \(\Omega(Y_+)\) the canonical function of \(Y_+\). Moreover, analogous to Definition 4.8, we define:

**Definition 7.3.** Let \(\omega\) be a form on \(X\) of degree \(\dim(X) - \dim(Y)\) with \(\Omega(X_+) = \omega \wedge \pi^*(\mu_Y)\). Given \(y \in Y_+\), we let \(\omega_\pi(y)\) be the volume form on the fiber \(\pi^{-1}(y)\) of \(Y\) by restricting \(\omega\) to the fiber:

\[
\omega_\pi(y) = \omega|_{\pi^{-1}(y)}.
\]

As Theorem 4.8, we would like to relate \(\omega\) to the triangulations of the positive geometry, as follows:

**Property 7.4.** Let \(y \in Y_+\) and let \(\omega_\pi(y)\) be the volume form on the fiber \(\pi^{-1}(y)\). Then:

1. Every \(\pi_+\)-generalized triangle \(S\) of \(Y_+\) corresponds to a pole \(q_S\) of \(\omega_\pi(y)\), where \(q_S = \pi^{-1}(y) \cap S\).
2. The residue\(^6\) of \(\omega_\pi(y)\) at the pole \(q_S\) computes the canonical function of the generalized triangle:

\[
\Omega(\Delta_S)(y) = \text{Res}_{q_S} \omega_\pi(y).
\]
3. In particular, given a \(\pi_+\)-triangulation \(C = \{S\}\) of \(Y_+\), its canonical form is given by:

\[
\Omega(Y_+)(y) = \mu_Y \cdot \sum_{S \in C} \text{Res}_{q_S} \omega_\pi(y).
\]

\(^6\) the residues have to be performed with suited signs, as explained in Remark 3.9.
We envision that the above properties could provide useful tools to study Question 1.2 leading to the notion of fiber positive geometry. Moreover, the algebraic-analytical counterpart of this problem would be finding a suited residue procedure on the fiber volume form \( \omega_\pi \) which computes the canonical form \( \Omega(Y_\pi) \) and reflects the combinatorics of \( \pi_+\)-triangulations (dissections) of \( Y_\pi \).

### 7.2. Fiber polytopes and residues à la Jeffrey–Kirwan

We now study Question 1.2. In particular, we show how a generalization of the JK-residue procedure can be used in the context of fiber polytopes. More precisely, let \( P \subset \mathbb{P}^m \) be a convex polytope of dimension \( m \) and let \( \Omega(P) \) be its canonical form. To compute \( \Omega(P) \), one can consider a (standard) triangulation \( \{ \Delta_i \} \) of \( P \). Then \( \Omega(P) = \sum_i \Omega(\Delta_i) \). As shown in Sect. 6, the above procedure can be also viewed as a computation of the JK-residue of the fiber volume form of the projection of the standard simplex to \( P \).

More generally, assume that \( P \) comes as a sufficiently general linear projection \( \pi_+: Q \to P \) of a polytope \( Q \) with \( \dim(Q) = n \geq m \). For simplicity, we assume that \( Q \) is simple in dimension \( m = \dim(P) \), i.e. each \( m \)-dim face of \( Q \) belongs to exactly \( n - m \) facets. Now, let \( \{ S_i \} \) be a collection of \( m \)-dim faces of \( Q \) which induces a \( \pi_+ \)-regular subdivision of \( P \). Therefore, we have that:

\[
\Omega(P) = \sum_i \Omega(\pi_+(S_i)). \tag{42}
\]

Moreover, the framework established in Sect. 2 guarantees that (42) can be viewed as a computation of residue à la Jeffrey–Kirwan of the fiber volume form. We describe this in more detail as follows. As before, we define the fiber volume form \( \omega_\pi(y) \) to be a form on \( Q \subset \mathbb{P}^n \) such that:

\[
\Omega(Q) = \omega \wedge \pi^*(\mu_{\mathbb{P}^m}).
\]

For \( y \in P \), we let \( \omega_\pi(y) = \omega|_{\pi^{-1}(y)} \) and \( \mathcal{F}(Q, P) \) the fiber fan of the projection \( \pi_+: Q \to P \), i.e. the normal fan of the fiber polytope \( \Sigma(Q, P) \). Then by [BS92] each maximal cone \( \sigma \) of \( \mathcal{F}(Q, P) \) corresponds to the finest subdivision of \( P \). First, note that the rays of \( \mathcal{F}(Q, P) \) are numbered by facets of \( Q \), or by rays of the dual fan \( \mathcal{F}_Q \) of \( Q \). For any face \( S \) of \( Q \), we define its shadow \( \mathcal{G}_S \) to be the convex hall of the rays of \( \mathcal{F}(Q, P) \) which correspond to the rays of the normal cone \( \sigma_S \) of \( S \).

Following the notation above, we generalize Theorem 2.4 to general \( \pi \)-regular subdivisions of \( P \).

**Proposition 7.1.** Let \( \sigma \) be a maximal cone of \( \mathcal{F}(Q, P) \) and \( R_\sigma(P) \) the corresponding subdivision of \( P \). The collection of \( m \)-dim faces of \( Q \) which appear in \( R_\sigma(P) \) is given by

\[
\mathcal{C}_\sigma = \{ S_i \mid \dim(S_i) = m \text{ and } \sigma \subset \mathcal{G}_S \}.
\]

**Proof.** The proof is similar to the proof of Theorem 2.4. For a point \( y \in P \), let \( Q_y = Q \cap \pi^{-1}(y) \) and \( \sigma_y \) be the maximal cone of the normal fan of \( Q_y \) which contains \( \sigma \). We define a section \( s_\sigma \) of \( \pi \) as:

\[
s_\sigma : P \to Q, \quad y \mapsto A_{\sigma_y},
\]

where \( A_{\sigma_y} \) is the vertex of \( Q_y \) dual to \( \sigma_y \). Since \( \pi_+ \) is generic, each vertex \( A_{\sigma_y} \) of \( Q_y \) comes as the intersection of \( Q_y \) with some \( m \)-dim face \( S_y \) of \( Q \). Hence, \( \sigma_y = \mathcal{G}_{S_y} \). On the other hand, the image \( s_\sigma(P) \) is a union of faces of \( Q \) which provides a subdivision \( \mathcal{C}_\sigma \) of \( P \), which completes the proof. \( \square \)
Proposition 7.1 shows that there is a residue procedure à la Jeffrey–Kirwan on $\omega_\pi(y)$ which computes the canonical function of $P$. Indeed, we obtain the following generalization of Proposition 6.2.

**Corollary 7.2.** Using notation above, $\Omega(P)(y) = \sum_{S_i \in C_\sigma} \text{Res}_{qS_i} \omega_\pi(y)$, where $q_{S_i} = \pi^{-1}(y) \cap \overline{S_i}$.

**Proof.** As in Theorem 4.8(ii), since $C_\sigma$ provides a subdivision of $P$ by Proposition 7.1, we have:

$$\Omega(P)(y) \cdot \mu_{\mathbb{P}^m} = \Omega(P) = \sum_{S_i \in C_\sigma} \Omega(S_i) = \sum_{S_i \in C_\sigma} \text{Res}_{qS_i} \Omega(Q)(y)$$

$$= \sum_{S_i \in C_\sigma} \text{Res}_{qS_i} \omega_\pi(y) \cdot \mu_{\mathbb{P}^m}.$$ 

Hence, $\Omega(P)(y) = \sum_{S_i \in C_\sigma} \text{Res}_{qS_i} \omega_\pi(y)$, as desired. $\square$

The sum of residues from Corollary 7.2 is a generalization of the classical JK-residue defined in (36). More precisely, for a maximal cone $\sigma$ of $\mathcal{F}(Q, P)$ we sum up the residues of $\omega_\pi(y)$ which correspond to the shadows of normal cones of faces of $Q$ containing $\sigma$. In the classical procedure, i.e. when $Q$ is a simplex $\Delta$, any collection of rays of $\mathcal{F}_\Delta$ corresponds to a face of $\Delta$, hence the above formula is a generalization of the classical JK-residue.

### 7.3. Grassmann polytopes with linear fibers

Instead of the whole amplituhedron $\mathcal{A}_{n,k,m}$, one can consider (the closure of) images $\pi_+(S_M)$ of positroid cells $S_M$ in $\text{Gr}_+(k, n)$ under the map $\pi_+$ in Definition 3.3. Such images, interesting in their own, are part of the broader class of Grassmann polytopes defined in [Lam14]. Grassmann polytopes are positive geometries, and one could apply the framework above to study their fibers as proposed in Question 1.2. Even though, Theorem 6.3 is formulated for the case of amplituhedra conjugate to polytopes, similar to Sect. 7.2, one could extend it to the case of Grassmann polytopes with linear fibers inside amplituhedra. These are Grassmann polytopes whose positive fibers are bounded by a configuration of hyperplanes; See Example 7.5. In this case, one has to consider à la JK-residues, as described in Sect. 7.2.

Let $S_M$ be a positroid cell of $\text{Gr}_+(k, n)$ such that the fibers of the restriction map $\pi|_{S_M}$ are linear and the fiber fans of all points $Y \in \pi_+(S_M)$ are combinatorially equivalent. Then, the canonical function of $\pi_+(S_M)$ at a vector $\xi$ in the secondary fan of $\pi_+(S_M)$, would be obtained using a residue à la Jeffrey–Kirwan as follows:

$$\Omega(\pi_+(S_M)) = \text{JK}_\xi \omega(\pi_+(S_M)).$$

Here $\omega(\pi_+(S_M))$ is the volume form on the fiber $\pi|_{S_M}^{-1}(Y)$. We give an example below.

**Example 7.5** (Grassmann polytope inside $\mathcal{A}_{6,2,2}$ with linear fibers). Consider the image $\pi_+(S)$ of the 6-dim cell $S$ inside $\mathcal{A}_{6,2,2}$ that has the following vanishing Plücker coordinates: $p_{15}$, $p_{16}$, $p_{56}$. The volume form $\omega(\pi_+(S))$ on the fiber $\pi|_{S_M}^{-1}(Y)$ can be obtained by taking the residue of (20) around the 2-dim hypersurface determined by $p_{15}(\lambda \cdot A) = p_{16}(\lambda \cdot A) = p_{56}(\lambda \cdot A) = 0$ as:

$$\omega(\pi_+(S)) = \frac{N(Y, Z) \, d^2 \lambda}{p_{12}(\lambda \cdot A) \, p_{23}(\lambda \cdot A) \, p_{34}(\lambda \cdot A) \, p_{45}(\lambda \cdot A) \, p_{46}(\lambda \cdot A)},$$

where $N(Y, Z)$ is a polynomial in $Y$ and $Z$.
where \( \lambda \) are parametrized on the 2-dim surface, and \( \mathcal{N} \) is a numerator factor not depending on \( \lambda \). In particular, all factors in the denominator are linear and they correspond to a configuration of hyperplanes \( \{ \mathcal{H}_i \}_{i \in [S]} \) in \( \mathbb{P}^2 \). The combinatorics of the corresponding fan does not vary by changing the points \( Y \in \pi_+(S) \), moreover, it coincides with the secondary fan. More precisely, there are 5 chambers (and triangulations) and \( \left( \binom{5}{2} \right) = 10 \) cones (and generalized triangles). Moreover, \( \text{JK}_\xi \omega(\pi_+(S)) = \Omega(\pi_+(S)) \), where \( \xi \) is a fixed reference point in \( \mathbb{P}^2 \). For example, if we choose \( \xi \) in the chamber contained in the cones 24, 45, 12, then \( \text{JK}_\xi \omega(\pi_+(S)) = \left( \text{Res}_{24} + \text{Res}_{45} + \text{Res}_{12} \right) \omega(\pi_+(S)) \).

8. Conclusions and Outlook

In this work, motivated by the works on fiber polytopes in combinatorics, and on positive geometries in mathematical physics, we introduced a new way to study canonical forms on amplituhedra via the fibers of the rational map \( \pi : \text{Gr}(k, n) \dashrightarrow \text{Gr}(k, k + m) \) over points \( Y \) in the amplituhedron \( \mathcal{A}_{n,k,m} \). We showed that the fibers of \( \pi \) enjoy some properties similar to positive geometries. In particular, for each point \( Y \in \mathcal{A}_{n,k,m} \), we associated a rational top-degree form \( \omega_{n,k,m}(Y) \) to the fiber \( \pi^{-1}(Y) \), that we call fiber volume form, with simple poles along a certain collection of divisors. We showed that the value of the canonical function of \( \mathcal{A}_{n,k,m} \) at \( Y \) can be computed as a summation of certain residues of \( \omega_{n,k,m}(Y) \). Moreover, we gave a concrete birational parametrization of the fibers of \( \pi \) and explicitly wrote the fiber volume form \( \omega_{n,k,m}(Y) \) in this parametrization. As an application of our approach, we studied amplituhedra conjugate to polytopes, i.e. \( \mathcal{A}_{n,\ell,m} \) with \( \ell = n - m - 1 \), and \( m \) even. Importantly, the linear structure of the fibers of \( \pi \) allows us to define a family of fan \( \mathcal{F}(Y) \), for \( Y \in \mathcal{A}_{n,\ell,m} \). We defined a collection of natural functions on \( \mathcal{A}_{n,\ell,m} \) and conjectured their positivity; See Conjecture 5.6 for more details. Using this conjecture we showed that \( \mathcal{F}(Y) \) is combinatorially equivalent to the secondary fan of cyclic polytope. We then showed that the fan \( \mathcal{F}(Y) \) is the secondary fan of \( \mathcal{A}_{n,\ell,m} \), i.e. it gathers information about its (regular) subdivisions. This result generalizes the construction of the secondary polytopes of Gelfand-Kapranov-Zelevinsky to amplituhedra which are not necessarily polytopes.

To support Conjecture 5.6, we have speculated that cluster algebras of the Grassmannian type could play a role in proving positivity of functions on amplituhedra which are not manifestly positive. From Scott’s seminal work [Sco06], we know that all cluster variables are positive if all the Plücker coordinates on the Grassmannian are positive, i.e. if we restrict to the positive Grassmannian. Even though cluster variables have complicated expressions, they come from subtraction-free polynomials in Plücker coordinates. It would be fascinating to further explore the connection between the combinatorics of secondary fans of amplituhedra and Grassmannian cluster algebras. We also proved that the Jeffrey–Kirwan residue provides the correct residue prescription on the fiber volume form to compute the canonical function of amplituhedra with linear fibers, i.e. cyclic polytopes \( \mathcal{A}_{n,1,m} \) and conjugate to polytopes \( \mathcal{A}_{n,\ell,m} \). In particular, we showed that the collections of residues picked up by the Jeffrey–Kirwan procedure correspond to the sets of positroid cells in \( \text{Gr}_+(k, n) \) which provide (positroidal) triangulations of \( \mathcal{A}_{n,k,m} \).

Looking ahead, we envision that our framework can be generalized to arbitrary positive geometries and could be applied in studying their triangulations and canonical forms. We hence suggest a fiber positive geometry framework to find (regular) subdivisions of the positive geometries and compute their canonical forms. As examples beyond amplituhedra, we have briefly presented the procedure to apply the framework of fiber positive
geometries to fiber polytopes and to Grassmann polytopes, in connections to residues à la Jeffrey–Kirwan. A comprehensive exploration of these cases is left to future works.

Questions 1.1 and 1.2 are left open for general amplituhedra and fiber positive geometries. The hope to find answers to these questions for amplituhedra was ignited by the work of the third author in [LPW20], where it was conjectured that the $m = 2$ amplituhedron $A_{n,k,2}$ admits the positive tropical Grassmannian $\text{Trop}^+\text{Gr}(k+1,n)$ as secondary fan with respect to (regular) positroidal subdivisions. In particular, even though $m = 2$ amplituhedra are in general not polytopes (and not even their fibers w.r.t. to the map $\pi$), their fiber positive geometries are polytopes! The construction of these polytopes, dual to the fan of $\text{Trop}^+\text{Gr}(k+1,n)$, was explained in the original work [SW05]. How such fiber positive geometries emerge from our fiber-based approach is an interesting direction worth pursuing, and might shed light on possible generalizations beyond the $m = 2$ case. Additionally, to handle non-polytopal fibers, it would be interesting to analyze possible connections with theories of convex bodies, as in [EK06].
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