Mechanistic study of the ligand controlled regioselectivity in iridium catalyzed C–H borylation of aromatic imines†

Yuhua Liu,‡a Jipei Chen,‡ Kangsheng Zhan, Yiqiang Shen, Hui Gaoabc and Lingmin Yao†a

As a major challenge in C–H borylation, how to control the selectivity has attracted lots of attention, however, the related mechanistic information still needs to be uncovered. Herein, density functional theory (DFT) has been used to study the mechanism for the ligand controlled regioselectivity in the iridium-catalyzed C–H borylation of aromatic imines, which is inspired by experimental observations (R. Bishit, B. Chattopadhyay, J. Am. Chem. Soc., 2016, 138, 84–87). The proposed Ir(Ⅲ)–Ir(Ⅴ) catalytic cycle includes (i) the oxidative addition of the C–H bond to iridium(Ⅲ); (ii) the reductive elimination of a C–B bond; (iii) the oxidative addition of B2pin2 to an iridium(Ⅲ) hydride complex; and (iv) the reductive elimination of a B–H bond. The oxidative addition of a C–H bond to the iridium center is the determining step. For the ligand AQ, ortho-selectivity is proposed to be attributed to the decreased steric hindrance and increased electron donating effect of AQ (8-aminquinoline) which promotes proton-transfer in the ortho-transition state of C–H activation. While, for the TMP ligand, the steric repulsion between the TMP (4,5,7,8-tetramethyl-1,10-phenanthroline) ligand and the ortho-substituted imine hinders the ortho C–H activation and favors meta borylation. Our calculations provide insights into further ligand design to achieve different regioselective borylation of aromatics. Guided by the results, the regioselectivity in the borylation of aromatics may be achieved by accordingly modifying the electronic and steric substituents of the ligand.

Introduction

Transition metal catalyzed C–H borylation of aryl rings is one of the most important methods used to activate C–H bonds and functionalize organic molecules. In the past years, the C–H borylation reaction catalyzed by different transition metal complexes such as Ir, Rh, and Co has been developed well. In particular, the number of iridium catalyzed aromatic C–H borylation reactions has grown considerably, in which an important issue to be solved is how to control the regioselectivity. One of the most employed strategies is the combination of iridium complexes with directing groups to allow selective ortho-borylation. Smith reported an example of sterically directed ortho-borylation. On the other hand, selective C–H bond borylation of aryl rings is more difficult. Only a few methods for the sterically controlled meta selective borylations have been reported.

Understanding the experimentally observed ligand controlled regioselectivity is essential for clarification of the detailed influence of ligands and guiding further catalysis design. Previous studies have proposed several hypotheses on the regioselective C–H borylation, though debate is still existed. Maseras and co-workers suggested that in the borylation of methyl benzoate catalyzed by iridium complexes supported by PPh3 (triphenyl phosphate) or dtbpy [4,4-di-tert-butyl bipyridine], the possible mechanism is iridium(III)/iridium(V) catalytic cycle[V17(Fig. 1, green). Alternatively, Lan and co-workers suggested that in the borylation of aromatic C catalyzed by [Ir(cod)OH]2/Xyl-MeO-BIPHEP, iridium(III)/iridium(V) catalytic cycle exists[Fig. 1, aubergine].

Recently, Chattopadhyay reported a series of iridium catalyzed borylation of aromatics with diboron reagents (Scheme 1). The original report described that the Ir catalysts supported by AQ showed the capability of borylation on ortho position of aromatic imine while the Ir/TMP system preferred meta-selectivity, however, no explanation on the regioselectivity was given. There are some issues to be answered: (1) what are the details of the catalytic cycle? (2) What is the regioselective determine step
in the cycle? (3) How does the structure of ligand influence the reactivity and regioselectivity? With the aim of answering these questions, we conducted computational study by using the prototypical reaction between phenyl imine and pinacolborane as the model reaction (Scheme 1).

For the special reaction system in the model reaction (Scheme 1), three possible mechanistic pathways have been demonstrated and the related reaction profiles have been examined. All the pathways involve C–H activation, C–B reductive elimination and B–B oxidative addition and B–H reductive elimination steps. The only difference lies in that path I proceeds in the sequence of C–H activation, C–B reductive elimination, B–B oxidative addition and B–H reductive elimination (Scheme 2a); while path II occurs in the sequence of C–H activation, B–H reductive elimination, B–B oxidative addition and C–B reductive elimination (Scheme 2b). Both path I and path II proceed through Ir(I)–Ir(III) catalytic cycle. Path III undergoes the analogous reaction sequence with path I but via Ir(III)–Ir(V) catalytic cycle (Scheme 2c). Herein, we report our investigations on the above possible pathways with special emphasis on the ligand effects on regioselectivity.
Computational method

The followed DFT calculations have been conducted using Gaussian 09 program. Geometries were optimized using the B3LYP functional. SDD basis set was used for Ir; a standard 6-31G(d) basis set was used for other atoms. Frequency analyses were carried out to ensure these stationary points were at either a minimum or transition state. Solvation free energies were calculated with SMD solvation model (solvent = tetrahydrofuran). Additional single point calculations were performed with M11L functional. SDD basis set was employed for Ir while standard 6-311++G(d,p) basis set level for other atoms. The solvation model for the single point calculation was the same as described above. The energies presented in this paper are the M11L calculated single point energies added with B3LYP optimized thermodynamic corrections.

Results and discussion

We have first examined the borylation of aromatic imine with B\textsubscript{2}pin\textsubscript{2} catalyzed by the Ir/AQ system (Scheme 1). The catalytic cycle starts with the step of C–H activation of substrate aromatic imine. The C–H bond is split upon the addition of H and C to the Ir center, affording intermediate 4\textsubscript{a} or 4\textsubscript{b} (Fig. 2). The corresponding barrier of C–H activation is 33.0 kcal mol\textsuperscript{-1} and 28.0 kcal mol\textsuperscript{-1} for the meta-C–H activation (TS3\textsubscript{b}, Fig. 2, black) and ortho-C–H activation (TS3\textsubscript{a}, Fig. 2, aubergine), respectively. Thereafter, we try to figure out which is more likely the second step in the catalytic cycle, the C–B reductive elimination or B–H reductive elimination?

We have calculated the possibility of C–B reductive elimination followed with the initial step of C–H activation. Upon C–H activation, B–C reductively eliminate from the intermediate 4\textsubscript{a} or 4\textsubscript{b} via TS5\textsubscript{a} or TS5\textsubscript{b} (Fig. 2), the barrier is 18.4 kcal mol\textsuperscript{-1} and 15.6 kcal mol\textsuperscript{-1} for meta- and ortho-selectivity, respectively (Fig. 2).

Then B–B oxidative addition to Ir center takes place to regenerate the iridium(III) complex. Two Ir–B distances of TS8 (Fig. 2) are different (2.40 vs. 2.55 Å). The barrier for TS8 is as low as 2.8 kcal mol\textsuperscript{-1}. The catalytic cycle is closed by B–H reductive elimination to regenerate catalyst 1 (TS10, Fig. 2), which requires 20.5 kcal mol\textsuperscript{-1}. Given that the barrier of transition states in initial C–H activation step is the highest along the route, C–H activation is likely the RDS step (regioselectivity determining step) in path I. Comparing meta-selectivity with...
ortho-selectivity in path I, our calculations indicate that ortho-selectivity is favored over meta selectivity by 5.0 kcal mol\(^{-1}\) (33.0 kcal mol\(^{-1}\) vs. 28.0 kcal mol\(^{-1}\)) in the RDS step which is consistent with experimental observation.

Thereafter, we investigated an alternative of the second step, the B–H reductive elimination followed with C–H activation step (Scheme 2, path II). The barrier of B–H reductive elimination is 36.7 kcal mol\(^{-1}\) (Scheme 3). Because the barrier is too high to overcome under the experimental condition, this pathway is ruled out, and further calculation along path II is abandoned.

The transition states of C–H activation and the related intermediates in path I are located and detailed in Fig. 3. For C–H activation, C–H of the phenyl ring approaches trans to boron and the C–H bond is splitted upon interaction between H, C and Ir atoms, resembling the previous studies by Sakaki. According to the previous reports, boryl nucleophilicity promotes proton transfer in the transition state, thereby accelerates the subsequent C–H borylation.

During the process of C–H activation, both the length of Ir–C and Ir–H bond become shorter, and the length of C–H bond becomes longer. Comparing the transition states of TS3a and TS3b, which are
ortho- and meta-selectivity respectively, the latter is less steric hindrance. Surprisingly, the barrier of the larger hindered TS3a is lower. The lower energy of TS3a may due to the enhanced electron donating ability of AQ which accelerates the proton-transfer from ortho carbon to iridium atom.

The Ir(I)–Ir(III) catalytic cycle in path I bring us to envisage whether an analogous Ir(III)–Ir(V) pathway exists (Scheme 1c).

The iridium center of precatalyst 1 is possible subjected to B–B oxidative addition with B2pin2 (Fig. 4). The barrier of the initial B–B oxidative addition step is slightly higher than that of ortho C–H activation in Ir(I)/Ir(III) cycle (TS2 in Fig. 4 vs. TS3a in Fig. 2, 28.8 kcal mol\(^{-1}\) vs. 28.0 kcal mol\(^{-1}\)). Consequently, the B–B oxidative addition to iridium(I) should be a little more difficult to proceed than ortho C–H activation, therefore the B–B oxidative addition may not occur. Furthermore, we have calculated along the whole Ir(m)/Ir(v) route to testify the possibility of path III. The energy required for the initial aromatic C–H activation is higher than 35.0 kcal mol\(^{-1}\) for both meta- and ortho-selectivity (Fig. 4), much higher than the barrier for the analogous C–H activation step in Ir(II)–Ir(IV) cycle. Therefore, this route is ruled out. We reach the conclusion that with ligand AQ, path I with ortho-selectivity is favoured over meta-selectivity, in consistent with the experimental observation.\(^{20}\)

The similar pathways have been computed for the Ir(II)/TMP system. The energy profiles for the ortho- and meta-borylation of aryl imine are shown in Fig. 5. In path I’, the total energy required for C–H activation is 12.0 kcal mol\(^{-1}\) and 27.0 kcal mol\(^{-1}\) for meta- and ortho-selectivity respectively (TS3a’ vs. TS3b’, Fig. 5). The followed C–B reductive elimination proceeds with a low barrier of 14.6 kcal mol\(^{-1}\) and 25.0 kcal mol\(^{-1}\) for meta- and ortho-selectivity. The subsequent B–B oxidative and B–H reductive elimination requires energy of 10.5 kcal mol\(^{-1}\) and 25.9 kcal mol\(^{-1}\) respectively, and finally regenerate catalyst 1’. Given that the C–H oxidative addition step is the regioselectivity determining step, the lower energy barrier of meta-C–H activation than ortho-C–H activation indicates that meta-path I’ is preferred (27.0 kcal mol\(^{-1}\) vs. 12.0 kcal mol\(^{-1}\)).

**Scheme 4** Energy change in the second step of B–H reductive elimination for path II’ in TMP/Ir(II) assisted C–H borylation of aromatic imine.

**Fig. 5** Energy profile of path I’ in the borylation of aromatic imine catalyzed by TMP/Ir(II) system.
We then check another possibility that B–H reductive elimination is followed with the initial meta-C–H activation (Scheme 1, path II). As shown in Scheme 4, for meta-path II, the barrier of B–H reductive elimination is up to 30.2 kcal mol\(^{-1}\), which is not possible to occur under experimental condition.\(^{20}\) Therefore, path II is ruled out, and we have not continued to calculate this route.

In path III, after B–B oxidative addition to Ir(I) which is the same as the first step in path III, the catalytic cycle proceeds with C–H activation, which requires energy of 42.2 kcal mol\(^{-1}\) and 33.3 kcal mol\(^{-1}\) for meta- and ortho-C–H activation. Thereafter, B–C bond reductively eliminates from intermediate \(7a'\) or \(7b'\) to produce \(9a'\) or \(9b'\) (Fig. 6). The required energy for this process is 3.1 kcal mol\(^{-1}\) and 1.7 kcal mol\(^{-1}\) for meta- and ortho-selectivity respectively. Then, \(B_2\) pin adds to iridium center and the overall barrier for B–B oxidative addition is 8.0 kcal mol\(^{-1}\). B–H reductive elimination via \(13TS'\) leads to the regeneration of catalyst \(1'\), with a low barrier of 3.0 kcal mol\(^{-1}\). Overall, both ortho- and meta-path III have barriers higher than 30 kcal mol\(^{-1}\) for both ortho- and meta-selectivity, and it is not possible to occur under experimental conditions.\(^{20}\) Therefore, path III is also ruled out.

The structure of transition states of C–H activation and related intermediates in path I are shown in Fig. 7. Structure

---

**Fig. 6** Energy profile of path III in the borylation of aromatic imine catalyzed by TMP/Ir(III) system.

**Fig. 7** Key transition states and intermediates in Ir(I)/TMP system catalyzed C–H activation in path I'.
comparison between TS3a and TS3b indicates that the lengths of the Ir–H, C–H, and Ir–C bonds in these two transition states are very similar to each other. The main difference lies in the steric repulsion between the boryl group and the substituted imine group. For TS3b, the imine group is bent to retain stable structure, while for TS3a, the imine substitutent on the aryl ring is unfolding, implying less steric hindrance than TS3b. Therefore, the greater steric repulsion in transition states of orth C–H activation (TS3b, Fig. 7) leads to higher energy barrier, making orth C–H activation more difficult than meta borylation.

The ligand-controlled selectivity can be rationalized by the combination of steric and electronic effects. The key factors that determine RDS step (C–H activation) are those accelerating transfer of hydrogen to Ir center. For TMP ligand, the meta product is obtained due to steric disfavor at ortho position. For AQ ligand, the decreased steric hindrance and strong electron donating ability of AQ promote ortho hydrogen transferring to iodirum atom, while the electronic effects could be verified by different mulliken charge on atoms of TS3a and TS3b (Table 1, ES†). Accordingly, the ortho-selectivity attributes to the decreased steric hindrance and increased electron donating ability of AQ ligand while the meta-selectivity is due to the steric of TMP. This is in good consistent with the experimental observation.20

Conclusions
In summary, we have conducted DFT calculations to investigate the origins of the ligand controlled regioselectivity in iridium-catalyzed borylation of aromatic imine. The calculations are in satisfactory agreement with the experimental observation. The results reveal a Ir(η1)-Ir(η2) catalytic cycle including four steps: (1) C–H oxidative addition, (2) B–C reductive elimination, (3) B–B oxidative addition and (4) B–H reductive elimination. The C–H oxidative addition is the regioselectivity determining step of the reaction. The structures of transition states in C–H activation step are analyzed to illustrate the different regioselectivity. For AQ ligand, the ortho product is shown to be favored over the meta product because of the decreased steric hindrance and increased electron donating effect of AQ ligand which promote proton transfer in ortho C–H activation. For TMP ligand, the unfavorable steric repulsion between TMP and the ortho substituted imine group results in a higher energy barrier for ortho transition state of C–H activation, therefore meta borylation is preferred.

The new mechanistic insights into the iridium catalyzed borylation of aromatic imines might be helpful to the understanding of the origin of ligand controlled regioselectivity in this kind of reaction, also provide guide for the design of new catalyst.
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