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Abstract

Suzuki and Niida (Ann. Pure. Appl. Logic, 2015) showed the following results on independent distributions (IDs) on an AND-OR tree, where they took only depth-first algorithms into consideration. (1) Among IDs such that probability of the root having value 0 is fixed as a given \( r \) such that \( 0 < r < 1 \), if \( d \) is a maximizer of cost of the best algorithm then \( d \) is an independent and identical distribution (IID). (2) Among all IDs, if \( d \) is a maximizer of cost of the best algorithm then \( d \) is an IID. In the case where non-depth-first algorithms are taken into consideration, the counter parts of (1) and (2) are left open in the above work. Peng et al. (Inform. Process. Lett., 2017) extended (1) and (2) to multi-branching trees, where in (2) they put an additional hypothesis on IDs that probability of the root having value 0 is neither 0 nor 1. We give positive answers for the two questions of Suzuki-Niida. A key to the proof is that if ID \( d \) achieves the equilibrium among IDs then we can chose an algorithm of the best cost against \( d \) from depth-first algorithms. In addition, we extend the result of Peng et al. to the case where non-depth-first algorithms are taken into consideration.
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1 Introduction

In this paper, we are interested in bi-valued minimax trees, in other words, AND-OR trees. Thus, every internal node is labeled either AND or OR, and each leaf is assigned 1 (true) or 0 (false). AND layers and OR layers alternate. At each internal node, the number of child nodes is 2 or more. Given such a tree, a
distribution on it denotes a probability distribution on the truth assignments to
the leaves. In particular, we investigate sufficient conditions for an independent
distribution has an optimal algorithm that is depth-first.

To be more precise, at the beginning of computation, truth values of leaves
are hidden. An algorithm $A$ for a given AND-OR tree $T$ is a Boolean decision
tree whose nodes are labeled by leaves of $T$. An objective of $A$ is to find value of
the root of $T$. During computation, if $A$ has enough information to determine an
internal node $x$ of $T$ then $A$ omits to make queries to the remaining descendants
of $x$.

**Definition 1.** $A$ is a depth-first algorithm if for each internal node $x$, once $A$
makes a query to a leaf that is a descendent of $x$, $A$ does not make a query to a
leaf that is not a descendent of $x$ until $A$ finds value of $x$. If $A$ is not depth-first, $A$
is non-depth-first.

Cost of a computation is measured by the number of queries made by $A$
during the computation. In the case where a distribution is given, cost denotes
expected value of the above mentioned cost.

When a tree $T$ and a distribution on it are given, an optimal algorithm
denotes an algorithm whose cost achieves the minimum. An independent distri-
bution (ID) denotes a distribution such that each leaf has probability of having
value 0, and value of the leaf is independent of the other leaves. If all the leaves
have the same probability then such an ID is an independent and identical
distribution (IID).

Early in the 1980s, optimal algorithms for IID were studied by Pearl [3, 4]
and Tarsi [10].

**Definition 2.** [10] A tree is balanced if (1) and (2) hold.

(1) Internal nodes of the same depth (distance from the root) has the same
number of child nodes.

(2) All the leaves have the same depth.

If, in addition, all the internal nodes have the same number $k$ of child nodes
then we call such a tree a uniform $k$-ary tree.

Tarsi investigated the case where a tree is a balanced NAND tree and a
distribution is an IID such that probability of a leaf is neither 0 nor 1. He
showed that, under this hypotheses, there exists an optimal algorithm that is
depth-first and directional. Here, an algorithm $A$ for a tree $T$ is directional [3]
if there is a fixed linear order of the leaves of $T$ such that for any truth assignments
to the leaves, priority of $A$ probing the leaves is consistent with the order.

In the mid 1980s, Saks and Wigderson [7] studied game trees with a focus
on correlated distributions, in other words, distributions not necessarily inde-
pendent. However, they did not investigate non-depth-first search against an
independent distribution.

In the late 2000s, Liu and Tanaka [2] shed light on the result of Saks-
Wigderson again. Since then, optimal algorithms and equilibria have been stud-
ied in subsequent works, both in the correlated distribution case [8, 6] and in
the independent distribution case [9, 5].
Among these works, Suzuki and Niida [9] studied independent distributions on a binary tree such that probability of the root having value 0 is $r$, where $r$ is a fixed real number such that $0 < r < 1$. In this setting, they showed that any distribution achieving an equilibrium is IID. In addition, they showed that the same as above holds when a distribution runs over all IDs. Peng et al. [5] extended the results of [9] to the case of multi-branching trees (under an additional hypothesis).

However, in a series of studies from [2] to [5], algorithms are assumed to be depth-first. In [9], they raised questions whether the results in that paper hold when we take non-depth-first algorithms into consideration.

In this paper, we study counterparts to the results in [9] and [5] in the presence of non-depth-first algorithms.

In section 2, we give definitions and review former results.

In section 3, we look at specific examples on binary AND-OR trees (and OR-AND trees) whose heights are 2 or 3. The class of IDs has a nice property in the case of height 2. There exists an optimal algorithm that is depth-first. On the other hand, there is a uniform binary OR-AND tree of height 3 and an ID on it such that all optimal algorithms are non-depth-first.

In section 4, we give positive answers to the questions in [9] (Theorem 6, the main theorem). A key to the proof is that if ID $d$ achieves the equilibrium among IDs then there is an optimal algorithm for $d$ that is depth-first. In the proof, we do not use explicit induction. We use results of Suzuki-Niida (2015) [9] and Tarsi (1983) [10]. Induction is in use in the proofs of these results.

By using a result of Peng et al. (2017) [5] in the place of the result of Suzuki and Niida, we show similar results on multi-branching trees. This result extends the result of Peng et al. to the case where non-depth-first algorithms are taken into consideration.

2 Preliminaries

2.1 Notation

The root of an AND-OR tree is labeled by AND. Each child node of an AND node (OR node, respectively) is either an internal node labeled by OR (AND, respectively) or a leaf. The concept of an OR-AND tree is defined in a similar way with the roles of AND and OR exchanged.

We let $\lambda$ denote the empty string. Given a tree, we denote its root by $x\lambda$. Suppose $u$ is a string and $x_u$ is an internal node of a given tree, and that $x_u$ has $n$ child nodes. Then we denote the child nodes by $x_{u0}, x_{u1}, \ldots, x_{u(n-1)}$.

Throughout the paper, unless otherwise specified, an algorithm denotes a deterministic algorithm, that is, it does not use a random number generator. The terminology “straight algorithm” [10] is a synonym of “depth-first algorithm”. Since we have assumed that if an algorithm has enough information it skips a leaf, a depth-first algorithm is a special case of an alpha-beta pruning algorithm [1].
Suppose that a balanced tree is given. In [10], a depth-first directional algorithm SOLVE is defined as follows. A leaf \( x_u \) has higher priority of probing than a leaf \( x_v \) if and only if \( u \) is less than \( v \) with respect to lexicographic order. For example, if a given tree is binary and of height 2, then \( x_{00} \) has the highest priority, then \( x_{10} \) and \( x_{11} \) follow in this order.

Suppose that given a tree, we investigate algorithms on this fixed tree. We introduce the following conventions on notation.

“\( A: \) non-depth” stands for “\( A \) is an algorithm”. \( A \) may be depth-first or non-depth-first. \( A \) may be directional or non-directional.

“\( A: \) depth” stands for “\( A \) is a depth-first algorithm”. \( A \) may be directional or non-directional.

Suppose that we use one of the above as a suffix of an operator, say as follows.

\[
\max_{A: \text{non-depth}} \text{cost}(A, d)
\]

Then we mean that \( A \) runs over the domain designated by the suffix. In the above example, \( A \) runs over all deterministic algorithms, where \( A \) may be depth-first or non-depth-first and \( A \) may be directional or non-directional.

For any node \( x \) of a given tree, unless otherwise specified, probability of \( x \) denotes probability of \( x \) having value 0.

### 2.2 Previous results

**Theorem 1.** (Tarsi [10]) Suppose that \( T \) is a balanced NAND-tree and that \( d \) is an IID and probability of the root is neither 0 nor 1. Then there exists a depth-first directional algorithm \( A_0 \) with the following property.

\[
\text{cost}(A_0, d) = \min_{A: \text{non-depth}} \text{cost}(A, d)
\]  

(1)

In short, under the above assumption, optimal algorithm is chosen from depth-first algorithms.

**Theorem 2** is asserted in [2] without a proof, and later, a proof is given in [9] by using Theorem 2 (1).

**Theorem 2.** (Suzuki-Niida [9]; see also Liu-Tanaka [2]) Suppose that \( T \) is a uniform binary AND-OR tree.

1. Suppose that \( r \) is a real number such that \( 0 < r < 1 \). Suppose that \( d_0 \) is an ID such that probability of the root is \( r \) and the following equation holds.

\[
\min_{A: \text{depth}} \text{cost}(A, d_0) = \max_{d: \text{ID}, r} \min_{A: \text{depth}} \text{cost}(A, d)
\]  

(2)

Here, \( d \) runs over all IDs such that probability of the root is \( r \). Then \( d_0 \) is an IID.

2. Suppose that \( d_1 \) is an ID such that the following equation holds.
\[
\min_{A: \text{depth}} \min_{d_1: \text{ID}, r: \text{depth}} \text{cost}(A, d_1) = \max_{d: \text{ID}} \min_{A: \text{depth}} \text{cost}(A, d) \quad (3)
\]

Here, \(d\) runs over all IDs. Then \(d_1\) is an IID.

Peng et al. [5] extended Theorem 2 to the multi-branching case with an additional assumption.

**Theorem 3.** (Peng et al. [5]) Suppose that \(T\) is a balanced (multi-branching) AND-OR tree.

(1) Suppose that \(r\) is a real number such that \(0 < r < 1\). Suppose that \(d_0\) is an ID with the following property. The probability of the root is \(r\), and the following equation holds.

\[
\min_{A: \text{depth}} \min_{d_0: \text{ID}, r: \text{depth}} \text{cost}(A, d_0) = \max_{d: \text{ID}, r: \text{depth}} \min_{A: \text{depth}} \text{cost}(A, d) \quad (4)
\]

Here, \(d\) runs over all IDs such that probability of the root is \(r\). Then \(d_0\) is an IID.

(2) Suppose that \(d_1\) is an ID with the following property. Probability of root is neither 0 nor 1, and the following equation holds.

\[
\min_{A: \text{depth}} \min_{d_1: \text{ID}, d: \text{depth}} \text{cost}(A, d_1) = \max_{d: \text{ID}, d: \text{depth}} \min_{A: \text{depth}} \text{cost}(A, d) \quad (5)
\]

Here, \(d\) runs over all IDs. Then \(d_1\) is an IID.

### 3 Specific examples

We look at specific examples on uniform binary AND-OR trees (and, OR-AND trees) with heights 2 or 3. We begin by a tree of height 2. The class of IDs on such a tree has a nice property.

**Proposition 4.** Suppose that \(T\) is a uniform binary AND-OR tree (or a uniform binary OR-AND tree, respectively) of height 2. In addition, suppose that \(d\) is an ID. Then the following holds.

(1) There exists a depth-first directional algorithm \(A_0\) with the following property.

\[
\text{cost}(A_0, d) = \min_{A: \text{non-depth}} \text{cost}(A, d) \quad (6)
\]

If, in addition, we put an assumption that

(*) at every leaf, probability given by \(d\) is not 0 (not 1, respectively),

then any algorithm \(A_0\) satisfying (6) is depth-first.

(2) If we do not assume (*) then the following holds. For any algorithm \(A_0\) satisfying (6), probability (given by \(d\)) of \(A_0\) performing non-depth-first move is 0.
Proof. (sketch) We investigate the case of AND-OR trees only. The other case is shown in the same way.

(1) We begin by defining some non-depth-first algorithms.

Algorithm \( A(x_{ij}, x_{(1-i)k}, x_{(1-i)(1-k)}, x_{(1-j)}) \):  Probe \( x_{ij} \). If \( x_{ij} = 1 \) then we know \( x_i = 1 \). Then probe the subtree under \( x_{1-i} \) by the most efficient depth-first algorithm.

Otherwise, that is, if \( x_{ij} = 0 \) then probe \( x_{(1-i)k} \). If \( x_{(1-i)k} = 1 \) then we know \( x_{i-1} = 1 \). Then probe \( x_{i(1-j)} \).

Otherwise, that is, if \( x_{(1-i)k} = 0 \) then probe \( x_{(1-i)(1-k)} \). If \( x_{(1-i)(1-k)} = 0 \) then we know \( x_{1-i} = 0 \) and \( x_\lambda = 0 \) thus we finish.

Otherwise, that is, if \( x_{(1-i)(1-k)} = 1 \) then probe \( x_{i(1-j)} \). This completes the definition of algorithm \( A(x_{ij}, x_{(1-i)k}, x_{(1-i)(1-k)}, x_{i(1-j)}) \).

Algorithm \( A'(x_{ij}, x_{(1-i)k}, x_{(1-j)}, x_{(1-i)(1-k)}) \):  Probe \( x_{ij} \). If \( x_{ij} = 1 \) then we know \( x_i = 1 \). Then probe the subtree under \( x_{1-i} \) by the most efficient depth-first algorithm.

Otherwise, that is, if \( x_{ij} = 0 \) then probe \( x_{(1-i)k} \). If \( x_{(1-i)k} = 1 \) then we know \( x_{i-1} = 1 \). Then probe \( x_{i(1-j)} \).

If \( x_{(1-i)k} = 0 \) then probe \( x_{i(1-j)} \). If \( x_{i(1-j)} = 0 \) then we know \( x_i = 0 \) and \( x_\lambda = 0 \) thus we finish.

Otherwise, that is, if \( x_{i(1-j)} = 1 \) then probe \( x_{(1-i)(1-k)} \). This completes the definition of algorithm \( A'(x_{ij}, x_{(1-i)k}, x_{i(1-j)}, x_{(1-i)(1-k)}) \).

Thus we have defined 16 algorithms \( A(x_{ij}, x_{(1-i)k}, x_{(1-i)(1-k)}, x_{i(1-j)}) \) and \( A'(x_{ij}, x_{(1-i)k}, x_{(1-j)}, x_{(1-i)(1-k)}) \) \((i, j, k \in \{0, 1\})\).

Claim 1  The minimum cost among all non-depth-first algorithms is achieved by one of the above 16.

Proof of Claim 1:  Straightforward. Q.E.D.(Claim 1)

Now, suppose that \( d \) is an ID such that the probability of leaf \( x_{ij} \) is \( q_{ij} \) \((i, j \in \{0, 1\})\). Without loss of generality, we may assume that \( q_0 \leq q_1 \) \((i \in \{0, 1\})\) and \( q_{00} q_{01} \geq q_{01} q_{11} \). Throughout rest of the proof, cost of a given algorithm denotes cost of the algorithm with respect to \( d \).

Claim 2  If \( q_{01} \leq q_{11} \) then among all non-depth-first algorithms, the minimum cost is achieved by \( A(x_{00}, x_{10}, x_{11}, x_{01}) \). Otherwise, that is, if \( q_{01} > q_{11} \) then among all non-depth-first algorithms, the minimum cost is achieved by \( A(x_{10}, x_{00}, x_{01}, x_{11}) \).

Proof of Claim 2:  Let \( f(x, y, z, w) = -xyz + xy - xw + 2x + w + 1 \), for non-negative real numbers \( x, y, z \leq 1 \) and \( w \). For each of 16 algorithms, its cost is written by using \( f \). For example, cost of \( A(x_{00}, x_{10}, x_{11}, x_{01}) \) is \( f(q_{00}, q_{10}, q_{11}, q_{01} + 1) \), where \( q_{ij} \) is the probability of \( x_{ij} \).

By using properties of \( f \) (for example, if \( x \leq x' \) and \( w \leq 2 \) then \( f(x, y, z, w) \leq f(x', y, z, w) \)), it is not difficult to verify Claim 2. Q.E.D.(Claim 2)

Let \( \text{SOLVE} \) be the depth-first directional algorithm defined in Preliminaries section, that is, \( \text{SOLVE} \) probes the leaves in the order \( x_{00}, x_{01}, x_{10}, x_{11} \). Let
SOLVE' be the depth-first directional algorithm probing the leaves in the order \(x_{10}, x_{11}, x_{00}, x_{01}\).

Among all depth-first algorithms, either SOLVE or SOLVE' achieves the minimum cost.

We consider three cases. Case 1, \(q_{01} \leq q_{11}\) and \(\text{cost}(\text{SOLVE}) > \text{cost}(\text{SOLVE}')\); Case 2, \(q_{01} \leq q_{11}\) and \(\text{cost}(\text{SOLVE}) \leq \text{cost}(\text{SOLVE}')\); Case 3, \(q_{11} < q_{01}\). The remainder of the proof is routine.

(2) The case of all the leaves having positive probability is reduced to (1).

Otherwise, recall that we assumed that \(q_{i0} \leq q_{i1} (i \in \{0, 1\})\) and \(q_{00}q_{01} \geq q_{10}q_{11}\). Therefore, \(q_{10} = 0\). We consider two cases depending on whether \(q_{00} = 0\) or not. The remainder of the proof is easy.

Tarsi [10] showed an example of an ID on a NAND-tree for which no depth-first algorithm is optimal. The tree of the example is not balanced, and every leaf has distance 4 from the root. More precisely, at the level of distance 3 from the root, some nodes have two leaves as child nodes while the other nodes have just one leaf as child nodes.

In the case of height 3 binary tree, we are going to show that the counterpart of Proposition 4 does not hold.

**Proposition 5.** Suppose that \(T\) is a uniform binary OR-AND tree of height 3. Then there exists an ID \(d_0\) on \(T\) with the following property. At any leaf, probability of having value 0 is neither 0 nor 1, and for any deterministic algorithm \(A_0\) such that

\[
\text{cost}(A_0, d_0) = \min_{A: \text{non-depth}} \text{cost}(A, d_0)
\]

holds, \(A_0\) is not depth-first.

**Proof.** Given an ID, for each binary string \(u\) of length at most 3, let \(q_u\) denote probability of node \(x_u\) having value 0.

Let \(\varepsilon\) be a positive real number that is small enough.

Let \(d_\varepsilon\) be the ID such that \(q_{ij0} = (1 + \varepsilon)/2\) and \(q_{ij1} = 1/(1 + \varepsilon)\) for each \(i, j \in \{0, 1\}\). Since the labels of \(x_{ij}, x_i\) and \(x_\lambda\) are OR, AND and OR, respectively, it holds that \(q_{ij} = q_{ij0}q_{ij1} = 1/2\); \(q_i = 3/4\) and \(q_\lambda = 9/16\). The optimal cost among deterministic depth-first algorithms is given by \(\text{cost}(\text{SOLVE}, d_\varepsilon) = (1 + 3/4)(1 + 1/2)(1 + (1 + \varepsilon)/2)\).

We define a deterministic non-depth-first algorithm \(A_0\) as follows.

First, probe the subtree under \(x_{00}\) where \(x_{00}\) has higher priority. If we have \((x_{000}, x_{001}) = (0, 0)\), that is, if \(x_{00} = 0\) then we know \(x_0 = 0\). In this case, probe the subtree under \(x_1\) in the same manner as SOLVE until finding the value of the root.

Otherwise, that is, if either \(x_{000} = 1\) or \((x_{000}, x_{001}) = (0, 1)\), we know \(x_{00} = 1\). In this case, probe \(x_{010}\). If \(x_{010} = 1\) then we know \(x_0 = 1\), thus \(x_\lambda = 1\) and we finish.

Otherwise, that is, if \(x_{010} = 0\), put \(x_{011}\) on ice, and probe the subtree under \(x_1\) in the same manner as SOLVE until finding the value of \(x_1\). If \(x_1 = 1\) then we know \(x_\lambda = 1\) and finish.
Otherwise, that is, if \( x_1 = 0 \) then we probe \( x_{011} \). This completes the definition of \( A_0 \).

![Figure 1: ID \( d_\epsilon \). Each black leaf has probability \((1 + \epsilon)/2\), and each white leaf has probability \(1/(1 + \epsilon)\).

When we have \( \epsilon \to 0^+ \), it holds that \( \text{cost}(\text{SOLVE}, d_\epsilon) \to 63/16 \) and \( \text{cost}(A_0, d_\epsilon) \to 31/8 \). Hence, for \( \epsilon \) small enough, we have the following.

\[
\text{cost}(A_0, d_\epsilon) < \min_{A:\text{depth}} \text{cost}(A, d_\epsilon) \tag{8}
\]

\[
\square
\]

4 Main theorem

Questions 1 and 2 in \cite{9} are whether Theorem 2 (1) and (2) hold in the case where an algorithm runs over all deterministic algorithms including non-depth-first ones. In the following, we give positive answers for these questions.

As we have seen in the previous section, given an ID, an optimal algorithm is not necessarily chosen from depth-first ones. However, if ID \( d \) achieves the equilibrium among IDs then there is an optimal algorithm for \( d \) that is depth-first, which is a key to the following proof.

**Theorem 6.** *(Main Theorem)* Suppose that \( T \) is a uniform binary AND-OR tree (or, OR-AND tree).

(1) Suppose that \( r \) is a real number such that \( 0 < r < 1 \). Suppose that \( d_0 \) is an ID such that probability of the root having value 0 is \( r \), and the following equation holds.

\[
\min_{A:\text{non-depth}} \text{cost}(A, d_0) = \max_{d:ID,r} \min_{A:\text{non-depth}} \text{cost}(A, d) \tag{9}
\]

Here, \( d \) runs over all IDs such that probability of the root having value 0 is \( r \).

Then there exists a depth-first directional algorithm \( B_0 \) with the following property.

\[
\text{cost}(B_0, d_0) = \min_{A:\text{non-depth}} \text{cost}(A, d_0) \tag{10}
\]
In addition, $d_0$ is an IID.
(2) Suppose that $d_1$ is an ID that satisfies the following equation.

$$\min_{A:\text{non-depth}} \text{cost}(A, d_1) = \max_{d:\text{ID}} \min_{A:\text{non-depth}} \text{cost}(A, d)$$  \hfill (11)

Here, $d$ runs over all IDs. Then there exists a depth-first directional algorithm $B_0$ with the following property.

$$\text{cost}(B_0, d_1) = \min_{A:\text{non-depth}} \text{cost}(A, d_1)$$  \hfill (12)

In addition, $d_1$ is an IID.

Proof. Proofs of the two assertions are similar. We are going to prove assertion (2).

By the result of Suzuki-Niida (Theorem 2 of the present paper), there exists an IID $d_2$ such that the following equation holds.

$$\max_{d:\text{ID}} \min_{B:\text{depth}} \text{cost}(B, d) = \min_{B:\text{depth}} \text{cost}(B, d_2)$$  \hfill (13)

Claim 1 There exists a depth-first algorithm $B_0$ satisfying (12).

Proof of Claim 1: We show the claim by contraposition. Thus, given an ID $d_1$, we assume that no depth-first algorithm $B_0$ satisfies (12). Thus, we have the following inequality.

$$\min_{A:\text{non-depth}} \text{cost}(A, d_1) < \min_{B:\text{depth}} \text{cost}(B, d_1)$$  \hfill (14)

Our goal is to show the negation of (11).

By (13) and (14), we have the following.

$$\min_{A:\text{non-depth}} \text{cost}(A, d_1) < \min_{B:\text{depth}} \text{cost}(B, d_2)$$  \hfill (15)

By Theorem 6 of [9], in $d_2$, probability of the root having value 0 is neither 0 nor 1. Therefore, we can apply the result of Tarsi (Theorem 1 of the present paper) to $d_2$. Thus, the right-hand side of (15) equals the following.

$$\min_{A:\text{non-depth}} \text{cost}(A, d_2)$$

Hence, we have the following.

$$\min_{A:\text{non-depth}} \text{cost}(A, d_1) < \min_{A:\text{non-depth}} \text{cost}(A, d_2)$$  \hfill (16)

Therefore, the negation of (11) holds. Q.E.D.(Claim 1)

By (11), we have the following.
\[
\min_{A : \text{non-depth}} \text{cost}(A, d_1) \geq \min_{A : \text{non-depth}} \text{cost}(A, d_2) \tag{17}
\]

By Claim 1, the left-hand side of (17) equals the following.

\[
\min_{B : \text{depth}} \text{cost}(B, d_1)
\]

Since \(d_2\) is an IID, by the result of Tarsi (Theorem 1), the right-hand side of (17) equals the following.

\[
\min_{B : \text{depth}} \text{cost}(B, d_2)
\]

Therefore, we have the following.

\[
\min_{B : \text{depth}} \text{cost}(B, d_1) \geq \min_{B : \text{depth}} \text{cost}(B, d_2) \tag{18}
\]

Since \(d_2\) satisfies (13), we have the following.

\[
\min_{B : \text{depth}} \text{cost}(B, d_1) = \max_{d : \text{ID}} \min_{B : \text{depth}} \text{cost}(B, d) \tag{19}
\]

Hence, by the result of Suzuki-Niida (Theorem 2), \(d_1\) is an IID.

Since we have shown that \(d_1\) is an IID, without loss of generality, by the result of Tarsi, we may assume that \(B_0\) is directional.

Corollary 7 extends the result of Peng et al. (Theorem 3) to the case where non-depth-first algorithms are considered.

**Corollary 7.** Suppose that \(T\) is a balanced (multi-branching) AND-OR tree (or, OR-AND tree).

1. Suppose that \(r\) is a real number such that \(0 < r < 1\). Suppose that \(d_0\) is an ID such that probability of the root is \(r\), and the following equation holds.

\[
\min_{A : \text{non-depth}} \text{cost}(A, d_0) = \max_{d : \text{ID}, r : A : \text{non-depth}} \min_{A : \text{non-depth}} \text{cost}(A, d) \tag{20}
\]

Here, \(d\) runs over all IDs such that probability of the root is \(r\).

Then there exists a depth-first directional algorithm \(B_0\) with the following property.

\[
\text{cost}(B_0, d_0) = \min_{A : \text{non-depth}} \text{cost}(A, d_0) \tag{21}
\]

In addition, \(d_0\) is an IID.

2. Suppose that \(d_1\) is an ID such that the following equation holds.

\[
\min_{A : \text{non-depth}} \text{cost}(A, d_1) = \max_{d : \text{ID}} \min_{A : \text{non-depth}} \text{cost}(A, d) \tag{22}
\]

Here, \(d\) runs over all IDs.
Then there exists a depth-first directional algorithm $B_0$ with the following property.

$$\text{cost}(B_0, d_1) = \min_{A: \text{non-depth}} \text{cost}(A, d_1) \quad (23)$$

If, in addition, probability of the root is neither 0 nor 1 in $d_1$ then $d_1$ is an IID.

**Proof.** (1) By using the result of Peng et al. (Theorem 3) in the place of the result of Suzuki-Niida (Theorem 2), the present assertion (1) is shown in the same way as Theorem 6.

(2) In the case where probability of the root having value 0 is neither 0 nor 1 in $d_1$, the present assertion is reduced to assertion (1). In the following, we investigate the case where the probability is either 0 or 1.

For example, suppose the probability is 0. Then the root has value 1 with probability 1. Let $A$ be an optimal algorithm. In order to know that the root has value 1, $A$ has to find that values of all child nodes are 1. If $u$ is a child node of the root, $u$ has value 1 with probability 1. Thus, without loss of generality, the leftmost child of $u$ has value 1 with probability 1. Now, it is easy to see that there exists a depth-first directional algorithm $B_0$ such that $\text{cost}(B_0, d_1) = \text{cost}(A, d_1)$. \qed
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