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ABSTRACT

While label fusion from multiple noisy annotations is a well understood concept in data wrangling (tackled for example by the Dawid-Skene (DS) model), we consider the extended problem of carrying out learning when the labels themselves are not consistently annotated with the same schema. We show that even if annotators use disparate, albeit related, label-sets, we can still draw inferences for the underlying full label-set. We propose the Inter-Schema AdapteR (ISAR) to translate the fully-specified label-set to the one used by each annotator, enabling learning under such heterogeneous schemas, without the need to re-annotate the data. We apply our method to a mouse behavioural dataset, achieving significant gains (compared with DS) in out-of-sample log-likelihood (-3.40 to -2.39) and F1-score (0.785 to 0.864).
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1 Introduction

Machine learning is based on learning from examples [1]. This often requires humans annotation, e.g. class labels for image classes in ImageNet [2]. However, human labelling is error prone and consequently, methods such as the Dawid-Skene (DS) model [3] have been developed to estimate individual error rates and draw inferences on the true label from multiple annotators, see e.g. [4, 5].

In this paper, we are interested in the extended problem of carrying out such learning when the annotations have been carried out under different schemas, and in so doing, help to automate the data wrangling and cleaning portion of data science. Given a ‘complete’ set of possible labels, we consider the scenario where the annotations for different samples are performed using different subsets (schemas) of this ‘complete’ label-set. A schema can be obtained, for example, by aggregating labels together to produce fewer, coarser labels, or by singling out one label to annotate and lumping all the others together (i.e. ‘One-vs-Rest’). This is a common data wrangling problem in scientific analysis where the actual nature of the research question is being formulated: for example, in labelling animal behaviour, scientists may realise half-way through data collection that a certain activity is rich enough that it warrants splitting into multiple labels. Alternatively, due to the expertise of certain annotators, they may be directed to focus on specific subsets of activity, and clumping all others.

The challenge we address here is how to draw inferences about the underlying complete label-set, despite being provided with annotations which make use of different labelling schemas. Normally, this would not be possible without re-annotating the entire dataset (which is often expensive) or simply discarding older data (which is wasteful in limited data scenarios). Our contribution is to show that with the appropriate formulation, learning from all the data can indeed be achieved by adding an Inter-Schema AdapteR (ISAR) which allows us to translate the full label-set to the one used by a given annotator. Furthermore, we demonstrate the applicability and effectiveness of our method for behavioural annotation, using both simulated and actual data.
The rest of our paper is structured as follows. In Sect. 2, we define the data wrangling problem we tackle and propose our solution, and then compare our approach to related work (Sect. 3). Subsequently we describe a concrete problem which motivated our model in Sect. 4, and in Sect. 5 report experimental results under various scenarios. We conclude with a discussion of the merits of the model and proposed future extensions.

2 Problem and Model Definition

We start by defining a ‘complete’ set of labels $L = \{1, ..., |L|\}$ encompassing all possible classes/feature values, which we will refer to as the ‘full label-set’. However, we consider the case where the observations are drawn from a reduced sub-set of $L$. That is, given $|S|$ different label-sets/schemas, denoted $L_s$ for $s \in \{1, ..., |S|\}$, different samples are labelled according to different schemas. Each $L_s$ may contain labels from $L$ and/or groupings thereof, as illustrated in Fig. 1.

To motivate our problem consider the task of documenting the behaviour of an individual according to a discrete set of labels. A number of annotators are tasked to do this, but their annotations are not restricted to a single schema. Our aim is to collate their labels so that we get a posterior belief over the true behavioural state, and to do so while constructing a global rather than a single model per-schema, thus sharing statistical strength across the entire data-set. In what follows, we first describe the DS model, which can be used to solve the problem under the constraint of a single schema, and then show how using ISAR we can achieve an Extended DS model for dealing with multiple schemas.

2.1 Model Definition

The standard DS model appears in Fig. 2a. The categorical variable $Z$ represents the true behaviour of the individual, and is parametrised by the prior $\pi$ over the full label-set (indexed by $z$). $U_k$ is the observed annotation provided by each annotator $k$, and models the observer error-rate through a Conditional Probability Table (CPT) $\psi_{k,u,z}$:

$$\psi_{k,u,z} \equiv P(U_k = u | Z = z),$$

where the subscripts indicate indexing in the respective dimension.

In our setup (Fig. 2b), $U_k$ is ‘corrupted’ by the schema: i.e. we only observe $Y_k$ whose domain is conditioned by the schema $S_k$. $Y_k$ is another discrete variable representing the annotator’s assigned label contingent on which schema $S_k^{(n)}$ is currently active: i.e. $|Y_k^{(n)}| = |L_{S_k^{(n)}}|$. We assume knowledge of $S_k^{(n)}$, a valid assumption in our application domain. The mapping from $U$ to $Y$ (conditioned on $S$) is modelled by the Inter-Schema AdapteR(ISAR) CPT $\omega$:

$$\omega_{y,u,s} = P(Y = y | U = u, S = s).$$

For our purposes, $\omega$ is fixed and deterministic: i.e. all entries are either 1 or 0, and encode expert knowledge about which labels in $L$ map to the same $L_s$. This gives a very intuitive way to construct the mapping, as governed by:

$$\omega_{y,u,s} = \begin{cases} 
1 & \text{if } u \text{ is one of the states captured by } y \text{ under } s, \\
0 & \text{otherwise.} 
\end{cases}$$
If we assume a one-hot-encoding of the variables (such that a particular manifestation is indicated by indexing the respective variable dimension), we can represent our model by the following joint distribution:

\[
P(Z,U,Y|S; \Theta, \omega) = \prod_{n=1}^{N} \prod_{z=1}^{|L|} \left( \pi_z \prod_{k=1}^{K} \prod_{u=1}^{|L|} \psi_{k,u,z} M_{\omega}^{(n)}(k,u) \right)^{Z_{z}^{(n)}},
\]  

(4)

where \( \Theta = \{ \pi, \psi \} \), and we have defined the ISAR message:

\[
M_{\omega}^{(n)}(k,u) \equiv \prod_{s=1}^{|S|} \left[ \omega_{Y_{k,y}^{(n)}}^{Y_{k,y}^{(n)}} \right] S_{k,s}^{(n)},
\]  

(5)

Despite the dependence of \( Y_{k,y}^{(n)} \) on \( S_{k,s}^{(n)} \), we can standardise the annotator labels using a super-space \( Y \) which encapsulates all the labels in the full label-set as well as any valid groupings thereof, as indicated by Lemma A.1 (see Appendix).

The proposed architecture allows the parameters \( \Theta \) to model the data-generating process, while the inter-schema differences are captured by the emission probabilities \( \omega \). In doing so, we incorporate knowledge about the schema mapping, specifically as to which labels will map to which super-labels without affecting estimation of reliability metrics. It is important to note that \( \omega \) is annotator-independent, which reduces the model dimensionality and forces all inter-annotator variability to be incorporated in \( \psi \). Due to the ISAR adapter, the Extended DS model is able to infer more accurate statistics about the distribution of the full label-set, even in cases where the signal is very sparse (such as one vs rest schemas, see 5.4 below). Despite being deterministic, \( \omega \) does not preclude multiple latent states mapping to any super-label, and hence, the model is rich enough to capture the inherent uncertainty over the latent state.

### 2.2 Training the Model

Training the model involves learning the parameters \( \pi \) and \( \psi \) (\( \omega \) is fixed). We add a Log Prior to the log of the joint likelihood (Eq. 4), and compute Maximum-A-Posteriori (MAP) rather than Maximum-Likelihood (MLE) estimates for \( \pi \) and \( \psi \), thus reducing the risk of overfitting. We use conjugate Dirichlet priors:

\[
\text{Dir}(\pi | \alpha_{\pi}) \equiv \frac{1}{\beta(\alpha_{\pi})} \prod_{z=1}^{|Z|} \pi_z^{\alpha_{\pi}-1},
\]

\[
\text{Dir}(\psi_{k,z} | \alpha_{\psi}) \equiv \frac{1}{\beta(\alpha_{\psi})} \prod_{u=1}^{|U|} \psi_{k,u,z}^{\alpha_{\psi}-1}.
\]

We derive an Expectation Maximisation (EM) algorithm [6] to infer the parameters. During the E-step, we need to compute two expectations:

\[
\gamma_{z}^{(n)} \equiv \left< Z_{z}^{(n)} \right> = \frac{\pi_z M_{\psi}^{(n)}(z)}{\sum_{z'=1}^{|Z|} \pi_{z'} M_{\psi}^{(n)}(z')},
\]

(6)
and
\[ \rho_{k,u,z}^{(n)} \equiv \left\langle Z_{z}^{(n)} U_{k,u}^{(n)} \right\rangle = \frac{\pi_{z} M_{\omega}^{(n)}(k, u, z) M_{\psi}^{(n)}(k, z)}{\sum_{z'=1}^{[Z]} \left( \pi_{z'} M_{\psi}^{(n)}(z') \right)}, \]
(7)

where \( M_{\omega}^{(n)} \) is as defined before (Eq. 5), with messages:
\[ M_{\omega}^{(n)}(k, u, z) \equiv \psi_{k,u,z}^{(n)} M_{\psi}^{(n)}(k, u), \]
(8)
\[ M_{\psi}^{(n)}(z) = \prod_{k'=1}^{K} \sum_{u'=1}^{[U]} M_{\omega}^{(n)}(k', u', z), \]
(9)
\[ M_{\psi}^{(n)}(k, z) \equiv \frac{M_{\psi}^{(n)}(z)}{\sum_{u=1}^{[U]} M_{\omega}^{(n)}(k, u, z)}. \]
(10)

The M-Step involves maximising the expected complete data log-likelihood with respect to each of the unknown parameters \( \pi \) and \( \psi \):
\[ \hat{\pi}_{z} = \frac{\sum_{n=1}^{N} \gamma_{z}^{(n)} + \alpha_{z}^{\pi} - 1}{N + \sum_{z'=1}^{[Z]} \alpha_{z'}^{\pi} - [Z]}, \]
(11)
and
\[ \hat{\psi}_{k,u,z} = \frac{\sum_{n=1}^{N} \rho_{k,u,z}^{(n)} + \alpha_{k,u,z}^{\psi} - 1}{\sum_{n=1}^{N} \sum_{u'=1}^{[U]} \rho_{k,u',z}^{(n)} + \sum_{u'=1}^{[U]} \alpha_{k,u',z}^{\psi} - [U]}. \]
(12)

The full derivations are available in [7].

As regards computational complexity, we note that the ISAR adaptor acts as a message function in graphical modelling terms, and given that \( \omega \) is fixed and both \( Y \) and \( S \) are observed, \( M_{\omega} \) can be computed once and used throughout the optimisation: moreover, being a merely indexing operation, it is linear in the number of samples. As regards estimation of the other parameters, each EM step scales linearly in the number of samples and annotators, and quadratically in the size of the super-schema.

### 3 Related Work

Our approach towards automating information fusion is concerned with probabilistic inference from incompletely specified data. In this respect, ISAR is related to the general Transfer Learning (TL) field, specifically in learning across feature-spaces. Our solution is novel in that it is applied to an “unsupervised” learning scenario, and rather than focusing on learning the mapping between feature spaces – refer to [8] for a review – we take the problem one step further through our interpretation of the different schemas (using domain knowledge about the specific problem), which allows us to collate information across label-spaces in an efficient manner.

Another perspective comes from Multi-Task Learning (MTL) [9]. To relate to this literature we can view each label schema as a “task”, but the analogy is not perfect. In multi-task learning one aims to improve the learning of a model for each task by using knowledge contained in all or some of the tasks, while in our case, we typically consider a single task but the feature-space is only partially observed (by way of the schema). We do share a similar goal of sharing statistical strength across schemas (rather than across tasks): by using ISAR we seek to fuse the information from all annotators (who may be using different schemas) in order to draw inferences for the ‘complete’ label-set (rather than one ‘task’ at a time), and hence is a step beyond the standard MTL setting.

Our schema mapping can be viewed as “data coarsening” as discussed in [10]: however, our problem setup is different and applied to categorical rather than continuous data. Cout et al. [11] have addressed a similar problem, using a discriminative rather than generative method, but only applied for supervised learning.

One may be inclined to cast our problem into the hierarchical classification framework [12], particularly Hierarchical Multi-label Classification (HMIC) [13] due to the apparent ‘multi-label’ aspect of the mapping together with the two-level nature. While hierarchical classification seeks to structure the space of labels hierarchically according to a fixed taxonomy, we stress that contrary to multi-label classification, in our setting, there is a single valid label, but there is uncertainty on which one it is (due to the coarse labelling imposed by the schema). Moreover, while we seek mandatory leaf-node predictions [12], we do not require specification of the full label hierarchy for each sample which to our knowledge has not been tackled before. Finally, our model focuses on handling multiple annotators and their uncertainty.
4 Description of the Data

We tested our Extended DS on a social behaviour-phenotyping data-set for caged mice, obtained from the Medical Research Council, Harwell Institute, Oxfordshire (MRC Harwell) as documented in [14]. This consists of 27.5 hours of annotated behaviour of various mice kept in cages of three. Each 30-minute segment was individually labelled by two or three annotators from a pool of eleven individuals, with responsibility for annotating changing between segments.

Labelling involves specifying the start/end-times of exhibited behaviours, which periods are then aligned to 1-second boundaries. The data contains periods for which no label is given (‘unlabelled samples’): this is because the annotators were explicitly instructed not to annotate observations if they cannot be coerced to any of the available behaviours or if they were unsure about it. The annotations follow one of four schemas (denoted I, II, III and IV), containing the labels shown in Fig. 3. The schemas are consistent within a segment (i.e. all annotators use the same schema) but change between segments. The goal of the study is to infer the ‘true’ latent behaviour of the mice given the observations, which can then be used for example in the analyse of phenotype differences between strains (although in this paper, all wild-type strains were used). In this scenario, the need for a holistic model is even more significant since some labels are missing entirely from some schemas, and hence a model trained solely on data from a particular schema would miss potentially significant behaviour.

![Figure 3: The Behavioural Annotation Schemas used in this project, with black cells indicating which labels (numerical representation, top row) are present in which schema (first column). The last row, marked (Label) is our short-hand notation for referring to the labels while the last column indicates the number of segments in our data-set corresponding to each schema.](image)

Since the schemas used did not have an explicit label to indicate a behaviour not in the label-set (Not In Schema (NIS)), we had to infer this from the unlabelled data. We distinguish between two cases of such samples:

1. Informative Unlabelling, which arises from the observed behaviour not being in the schema (translating to NIS), and
2. Missing Data, i.e. where the annotator was unsure about how to label a behaviour.

We assign NIS only to those time-points where all responsible annotators do not give a label, treating all other unlabelled samples as Missing at Random (MAR) [15]. This is based on the assumption that in our laboratory setting, the annotators are adequately trained, and hence, the probability of all responsible annotators not providing a label is close to insignificant. This was indeed verified by recording the fraction of time-points with no labelling by schemas, and saw that this is correlated with the schema (dropping to virtually 0 for Schemas I and III).

5 Experimental Analysis

We now document the empirical results which serve to illustrate the validity of the ISAR method. Specifically we seek to answer two questions: (a) can such a model be learnt under the condition of disparate schemas, and, if so, (b) is there merit to using ISAR over just discarding incompatibly annotated data? To this end, we report two main experiments. Lacking any ground truth in the real data, we first evaluate the observed-data log-likelihood under both our Extended DS and individual DS models trained on each schema in Sect. 5.2. Next we analyse the ability of our model to learn the true data-generating process by evaluating the predictive performance on synthetic data for which ground-truth is available (Sect. 5.3). We also provide results on parameter recovery (Sect. 5.4) as well as an information-theoretic analysis of the schema adapter (Sect. 5.5). In all our tests (except for the parameter recovery), we train on a portion of the data and report measures on ‘unseen’ data using cross-validation.

All our experiments were carried out on a desktop running Ubuntu Linux (18.04), with an Intel Xeon E3-1245 processor (4-cores) running at 3.5GHz, and 32Gb of memory. The longest experiment (latent-state synthetic inference for...
the full data size repeated 20 times, each with 10-fold cross-validation) took about 6 hours. The code to replicate all results is available at https://github.com/michael-camilleri/ISAR-Inter_Schema_AdapteR.

5.1 Experimental Setup

We explored training the models from multiple random restarts. However, extensive testing indicated that starting from a diagonally-biased emission matrix (ψ) provided consistently better validation-set likelihoods: paired t-test with 164 DoF yielded a t-statistic of 2.90 (p=0.004) when compared to the best of 30-random restarts. We hence initialised ψ as a strongly diagonal matrix by adding a uniform matrix of 0.01 entries to the Identity matrix, and then normalising across u to produce valid probabilities. This encodes our belief that most annotators are consistent in their labelling (i.e. most of the probability mass is on the diagonal). It also provides the added benefit that the latent-states are ‘naturally’ identifiable, avoiding the ‘label-switching’ issue [16] in the latent space since it biases the search in the vicinity of the identity permutation. The prior π was initialised to the uniform distribution (i.e. all states equally likely). In all cases, we used symmetric Dirichlet priors (α = 2) on the parameters π and ψ.

5.2 Likelihood-based Evaluation on Real Data

We first evaluate our architecture on the motivating task of inferring latent mouse-behaviour from noisy annotations, and compare it to the DS baseline trained independently per schema. In the absence of ground-truths, we evaluate both models based on the evidence log-likelihood on out-of-sample data, using cross-validation with 11-folds (training on ten and evaluating metrics on the remaining one). When training the DS model, the individual schemas were augmented with the NIS label, to provide an equivalent observed sample-space, and allow for a like-with-like likelihood comparison between the two models on the same label-space. The folds were engineered to be as uniform in size as possible while separating different mice in different folds to achieve more generalisable performance measures. We: (a) use fixed-folds, to provide a fair comparison between models, and (b) we report and compare measures on a per-segment basis, since the DS architecture can only be trained on a single-schema at a time.

Table 1 reports schema-averages (across segments) for the per-sample evidence log-likelihood (where the log-likelihood is divided by the number of samples), and the global average (computed across all segments). All likelihoods are higher (better) in the ISAR case, indicating the ability of the model to share statistical strength across the schemas, including learning about annotators which would otherwise not be observed in some schemas. Specifically, a paired t-test with 54 DoF (55 segments) indicated a significant increase in validation-set log-likelihood for the ISAR model as compared to the DS model: the result yielded a t-statistic of 5.78 (p=3.89 × 10⁻⁷).

| Schema | I     | II    | III   | IV    | Mean  | Std  |
|--------|-------|-------|-------|-------|-------|------|
| DS     | -3.27 | -3.23 | -2.65 | -5.07 | -3.40 | 1.20 |
| ISAR   | -2.68 | -2.29 | -2.48 | -2.01 | -2.39 | 0.82 |

5.3 Latent State Inference in Synthetic Data

While the real data lacks ground-truth with regards to the true mouse behaviour, we can simulate data using the parameters learnt above (to be as realistic as possible) and evaluate the MAP ‘predictive’ performance on it. Note that in this scenario, we cannot compare ISAR to the DS model trained individually per-schema, since in every schema, DS does not have knowledge of the entire label-set. In effect, the DS model cannot be used in such a scenario to give true predictions. A naive alternative is to clump together all the samples as if they come from the same schema, and treat NIS as missing data. This is based on the clearly incorrect assumption that the missing data is MAR and can thus be ignored, which will in general lead to inferior results. It does however provide a baseline comparison.

In order to test the merits of ISAR under a number of statistical conditions, we performed a study in which we simulated different data generation conditions. The full details of the experimental procedure as well as the results are given in Appendix B below, while we report the case on the statistics which most closely match our dataset. We ran the experiment 20 times, with 10-fold cross-validation in each run and report the macro-averaged F1-score (computing F1-score for each class independently and then averaging [17, pp. 185]) and predictive log-likelihood (log-likelihood

---

1The reason for this count is due to the natural groupings of segments in the available data.
assigned to the true label) in Table 2. We prefer the macro-averaged F1 score over accuracy, as we have high class imbalance, but care about each label equally. Note how in both metrics ISAR shows consistently and (statistically) significantly better performance.

| Log-Likelihood       | Mean  | Std     | p-value  |
|----------------------|-------|---------|----------|
| DS                   | -0.61 | 0.09    | 6.1×10⁻¹⁶|
| ISAR                 | -0.35 | 0.04    | 3.2×10⁻²⁶|

### 5.4 Parameter Recovery from Synthetic Data

Another indicator of performance is the ability of our architecture to learn the ‘true’ parameters which generate the data. We again generated synthetic data from known fixed values for \( \Theta = \{ \pi, \psi \} \) (obtained from the parameters trained on the real-data), and trained our model on it. While space precludes us from a full treatment of these results here, we observed convergence towards the same \( \pi \) identified by using the full schema (up to 2.3% error) even in extreme one-vs-rest schemas where the annotator only provides the presence/absence of a single label: \( \psi \) was estimated to within 11.3% of the true values under the MRC Harwell schemas. More details are provided in Appendix C.

### 5.5 Analysis of Mutual Information

We sought to explain the relative performance of the [ISAR] architecture in terms of the Mutual Information (MI) \( I(Z;Y) \) between the latent state \( Z \) and sets of observations \( Y \) from different schemas on the model fitted from the real data. When using more than one schema we can also compute the Redundancy \( R(Z;Y) \) [18] between \( Z \) and \( Y \), where:

\[
R(Z;Y) = \sum_{s=1}^{[S]} I(Z;Y_s) - I(Z;Y_1,\ldots,Y_{[S]})
\]  (13)

The resulting measures are shown in Table 3. We consider first the MI for individual schemas in Table 3 (top). Note how schema I yields the same MI as if we had access to the full label-set: this is because in I there is only one missing label, and hence the model correctly identifies NIS with that label. Looking at the individual schemas, we see that those with a smaller number of labels coded as NIS have a higher mutual information.

We next consider combinations of the schemas, a subset of which appear in Table 3. That is we potentially have observations from up to four schemas for the same underlying latent state. The table shows that (as expected) increasing the number of schemas yields higher mutual information, up to the maximum from using all four schemas. We can also measure the redundancy of the different schemas. This shows that the schemas are redundant (rather than synergistic), which makes sense given the way the model is constructed.

| \( Y = U \) | Mean  | Min   | Max   |
|------------|-------|-------|-------|
| I          | 1.48  | 1.39  | 1.56  |
| II         | 0.87  | 0.73  | 0.93  |
| III        | 1.47  | 1.38  | 1.56  |
| IV         | 0.95  | 0.90  | 0.99  |
| I+III      | 1.73  | 1.67  | 1.78  |
| II+IV      | 1.10  | 1.06  | 1.15  |
| I+III+IV   | 1.78  | 1.71  | 1.82  |
| ALL        | 1.79  | 1.72  | 1.82  |
6 Conclusions

In this paper we have presented a novel and effective solution to inferring latent variables from observations across different but related label-spaces (schemas). We developed an inter-schema adapter [ISAR], that allows us to build a holistic model and share statistical strength across disparately-labelled portions of the data-set. We validated our model under both simulated and real-world conditions, for a behaviour annotation task. The ISAR model improved on the baseline DS in terms of evidence log-likelihood with an increase from -3.40 to -2.39. In simulated data, ISAR achieved a 10% increase in macro F1-score.

While above we assume that the samples are independent and identically distributed (IID), we can easily extend the unsupervised model to the temporal modelling domain: indeed, we investigated such an extension in [7]. We have constructed the schema adapter from knowledge of the schemas and how labels are mapped; however, it could be interesting to consider learning the adapter if this information were not known.

Our model focused on the problem of inter-annotator variability under inconsistent schemas. However, due to the ‘plugin’ nature of our adapter, the model is amenable to extensions which take into account for example task difficulty [19] or shared latent-structure across the annotators [20].
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A Extended Proofs

Lemma A.1. Let $Y_{k}^{(n)}$ be a 1-Hot encoded variable, where the sample-space is denoted $L_{S(n)}$: i.e. this may vary between samples/annotators. This is equivalent to representing $Y_{k}^{(n)}$ by a fixed sample-space, where the probability of emitting $Y_{y}^{(n)}$ for some $y \notin L_{S(n)} = 0$.

Proof.

$$M_{\omega}^{(n)}(k, u) = \prod_{s=1}^{|S|} \left[ \prod_{y=1}^{|Y|} Y_{y, u, s}^{(n)} \right] S_{k, s}^{(n)}$$

However, for the second set of products, $Y_{k, y}^{(n)} = 0$ by definition, since it is never observed. Hence,

$$M_{\omega}^{(n)}(k, u) = \prod_{s=1}^{|S|} \left[ \prod_{y \in Y^{(n)}} Y_{y, u, s}^{(n)} \times 1 \right] S_{k, s}^{(n)}$$

Note that while we do not require that $\omega_{y, u, s} = 0 \forall y \notin L_{S(n)}$, this is enforced to avoid the model expending probability mass on impossible combinations.

B Additional comparisons between [ISAR] and [DS]

We evaluated the Extended and baseline [DS] models through the macro F1-score, raw accuracy and predictive log-likelihood in synthetic experiments. While the F1 and likelihood scores provide the best comparison, the accuracy is also reported as a more challenging baseline to beat (since it is generally easy to achieve high accuracy using poor models on very unbalanced datasets such as ours). In each experiment, we simulated 20 independent runs, and evaluated the metrics on a hold-out set using 10-fold cross validation. For most of the experiments, we used a reduced
The data-set size of 60 segments of 100 samples each, allowing us to test various conditions quickly (we show that this alone does not significantly impact our results, see first and second rows of Table 4). We tested the effect of a uniform distribution over latent-states, \( \Pi \) sampled (once) from a Dirichlet prior with \( \alpha = 10 \) as well as schema distributions Biased towards the less informative ones (in the ratio 1:10:1:10). Note that in this latter case, the number of segments was increased to 80 (since otherwise certain schemas do not appear in some folds). \( p \)-Values corresponding to paired \( t \)-tests with 19 Degrees of Freedom (DoF) (20 independent runs) are reported in all cases.

Table 4: Predictive log-likelihood, F1 and accuracy for the ISAR and DS models under different conditions. In the interest of avoiding clutter, we omit \( p \)-Values for the accuracy, but in all cases, it was less than \( 1 \times 10^{-16} \)

|                          | Log-Likelihood | Macro F1 | Accuracy(%) |
|--------------------------|----------------|----------|-------------|
|                          | Mean | Std  | \( p \)-value | Mean | Std  | \( p \)-value | Mean | Std  |
| Realistic DS             | -0.61| 0.09 | \( 6.1 \times 10^{-16} \) | 0.785 | 0.02 | 3.2 \( \times 10^{-26} \) | 82.5 | 2.13 |
| Realistic ISAR           | -0.35| 0.04 |                      | 0.864 | 0.02 |                      | 84.5 | 1.95 |
| Reduced DS               | -0.60| 0.09 | \( 1.0 \times 10^{-14} \) | 0.757 | 0.02 | 2.5 \( \times 10^{-14} \) | 82.6 | 2.05 |
| Reduced ISAR             | -0.37| 0.04 |                      | 0.803 | 0.02 |                      | 84.3 | 1.84 |
| Uniform DS               | -0.92| 0.08 | \( 8.0 \times 10^{-24} \) | 0.726 | 0.02 | 1.9 \( \times 10^{-21} \) | 73.8 | 1.99 |
| Uniform ISAR             | -0.38| 0.04 |                      | 0.840 | 0.02 |                      | 83.4 | 1.89 |
| Dirichlet DS             | -0.94| 0.07 | \( 1.6 \times 10^{-24} \) | 0.727 | 0.02 | 2.2 \( \times 10^{-23} \) | 73.8 | 1.83 |
| Dirichlet ISAR           | -0.36| 0.04 |                      | 0.835 | 0.02 |                      | 84.8 | 1.75 |
| Biased DS                | -1.83| 0.21 | \( 3.6 \times 10^{-19} \) | 0.533 | 0.02 | 1.6 \( \times 10^{-24} \) | 35.7 | 2.32 |
| Biased ISAR              | -0.82| 0.15 |                      | 0.667 | 0.01 |                      | 69.3 | 1.21 |
| Biased & Uniform DS      | -1.60| 0.11 | \( 9.1 \times 10^{-10} \) | 0.585 | 0.02 | \( 5.5 \times 10^{-19} \) | 62.5 | 1.05 |
| Biased & Uniform ISAR    | -0.82| 0.37 |                      | 0.709 | 0.02 |                      | 71.9 | 1.34 |

C Parameter Recovery Curves

We carried out simulation experiments of the ability of the model to recover the ‘true’ parameters, under a number of scenarios. In each case, datasets were generated according to the parameters as learnt from the MRC Harwell data, and subsequently we retrained the model from scratch, using successively larger portions of the dataset. Each experiment was repeated 20 times, with noisy perturbation (\( \sim \) \( \text{Unif}[0, 0.05] \)) in the underlying prior/emission probabilities. We evaluated the quality of the estimate with the Relative Absolute Deviation (RAD) between the true \( \Theta \) and learnt \( \hat{\Theta} \) parameters, using the mean magnitude of individual probabilities as the normaliser:

\[
\text{RAD} = \frac{|\hat{\Theta} - \Theta| \times 100\%}{\text{mean}(\Theta)}.
\]

We prefer this over the KL-Divergence as it is more readily interpretable.

In the first case (Fig. 4) we experimented with an extreme scenario where each schema indicates only the presence/absence of a single label (i.e. a One-vs-Rest schema). To reduce the complexity of the problem, we generated data using the first six of the original 11 annotators, seven of the original 13 labels, and with maximum sample sizes of 500 segments of 100 time-points each. Annotators and schemas were drawn from uniform distributions. We investigated scenarios where (a) all responsible annotators use the same schema within a sample, and (b) annotators may use different schemas even within the same sample.

In the second case we used the same setup as in the real data, i.e. the four schemas in the MRC Harwell dataset, the full annotator/label-set and the full data-set size. This is shown in Fig. 5.
Figure 4: RAD as a function of data-set size for the One-vs-Rest schemas. The error-bars indicate one standard deviation across runs. The initial increase in error in (b) is due to the interplay between the ‘prior’ counts becoming insignificant, but there not being enough data to get a true estimate of the probabilities (due to label imbalance).

Figure 5: RAD for Simulation runs based on actual data parameters.