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ABSTRACT

Distributed stochastic gradient descent (SGD) is essential for scaling the machine learning algorithms to a large number of computing nodes. However, the infrastructures variability such as high communication delay or random node slowdown greatly impedes the performance of distributed SGD algorithm, especially in a wireless system or sensor networks. In this paper, we propose an algorithmic approach named Overlap-Local-SGD (and its momentum variant) to overlap the communication and computation so as to speedup the distributed training procedure. The approach can help to mitigate the straggler effects as well. We achieve this by adding an anchor model on each node. After multiple local updates, locally trained models will be pulled back towards the synchronized anchor model rather than communicating with others. Experimental results of training a deep neural network on CIFAR-10 dataset demonstrate the effectiveness of Overlap-Local-SGD. We also provide a convergence guarantee for the proposed algorithm under non-convex objective functions.

Index Terms— Local SGD, communication efficient training, federated learning

1. INTRODUCTION

Distributed optimization with stochastic gradient descent (SGD) is the backbone of the state-of-the-art supervised learning algorithms, especially when training large neural network models on massive datasets [1,2]. The widely adopted approach now is to let worker nodes compute stochastic gradients in parallel, and average them using a parameter server [3] or a blocking communication protocol ALLREDUCE [4]. Then, the model parameters are updated using the averaged gradient. This classical parallel implementation is referred as fully synchronous SGD. However, in a wireless system where the computing nodes typically have low bandwidth and poor connectivity, the high communication delay and unpredictable nodes slowdown may greatly hinder the benefits of parallel computation [5,6,7,8]. It is imperative to make distributed SGD to be fast as well as robust to the system variabilities.

A promising approach to reduce the communication overhead in distributed SGD is to reduce the synchronization frequency among worker nodes. Each node maintains a local copy of the model parameters and performs \( \tau \) local updates (only using local data) before synchronizing with others. Thus, in average, the communication time per iteration is directly reduced by \( \tau \) times. This method is called Local SGD or periodic averaging SGD in recent literature [9,10,11,12] and its variant federated averaging has been shown to work well even when worker nodes have non-IID data partitions [13]. However, the significant communication reduction of Local SGD comes with a cost. As observed in experiments [14], a larger number of local updates \( \tau \) requires less communication but typically leads to a higher error at convergence. There is an interesting trade-off between the error-convergence and communication efficiency.

In this paper, we propose a novel algorithm named Overlap-Local-SGD that further improves the communication efficiency of Local SGD and achieves a better balance in the error-runtime trade-off. The key idea in Overlap-Local-SGD is introducing an anchor model on each node. After each round of local updates, the anchor model use another thread/process to synchronize. Thus, the communication and computation are decoupled and happen in parallel. The locally trained models achieve consensus via averaging with the synchronized anchor model instead of communicating with others. The benefits of using Overlap-Local-SGD is shown in Figure 1. One can observe that the additional synchronization latency per epoch is nearly negligible compared to fully synchronous SGD. By setting a proper number of updates \( (\tau = 1, 2) \), Overlap-Local-SGD can even achieve a higher accuracy. Extensive experiments in Section 4 further validate the effectiveness of Overlap-Local-SGD under both IID and non-IID data settings. We provide a convergence analysis in Section 5 and show that the proposed algorithm can converge to a stationary point of non-convex objectives and achieve the same rate as fully synchronous SGD.

2. PROPOSED ALGORITHM

Preliminaries. Consider a network of \( m \) worker nodes, each of which only has access to its local data distribution \( D_i \), for all \( i \in \{1, \ldots, m\} \). Our goal is to use these \( m \) nodes to jointly minimize an objective function \( F(x) \), defined as follows:

\[
F(x) := \frac{1}{m} \sum_{i=1}^{m} E_{x \sim D_i} [f(x; s)]
\]  

(1)
where $\ell(x; s)$ denotes the loss function for data sample $s$, and $x$ denotes the parameters in the learning model. In Local SGD, each node performs mini-batch SGD updates in parallel and periodically synchronize model parameters. For the model at $i$-th worker $x^{(i)}$, we have

$$
\begin{align*}
x^{(i)}_{k+1} &= x^{(i)}_k - \gamma g_i(x^{(i)}_k; \xi^{(i)}_k), \\
x^{(i)}_{k+1} &= \left\{ \begin{array}{ll}
x^{(i)}_{k+1/2} - \alpha (x^{(i)}_{k+1/2} - z_k) & (k + 1) \mod \tau = 0 \\
\text{otherwise} & \text{otherwise}
\end{array} \right.
\end{align*}
$$

where $g_i(x^{(i)}_k; \xi^{(i)}_k)$ represents the stochastic gradient evaluated on a random sampled mini-batch $\xi^{(i)}_k \sim D$, and $\gamma$ is the learning rate.

**Overlap-Local-SGD.** In Overlap-Local-SGD, each node maintains two sets of model parameters: the locally trained model $x^{(i)}$ and an additional anchor model $z$, which can be considered as a stale version of the averaged local model. We omit the node index of $x$ since it is always synchronized and the same across all nodes.

In Figures 2 and 3, we present a brief illustration of Overlap-Local-SGD. Specifically, after every $\tau$ local updates, the updated local model $x^{(i)}$ will be pulled towards the anchor model. Formally, we have the following update rule for local models:

$$
\begin{align*}
x^{(i)}_{k+1/2} &= x^{(i)}_k - \gamma g_i(x^{(i)}_k; \xi^{(i)}_k), \\
x^{(i)}_{k+1} &= \left\{ \begin{array}{ll}
x^{(i)}_{k+1/2} - \alpha (x^{(i)}_{k+1/2} - z_k) & (k + 1) \mod \tau = 0 \\
\text{otherwise} & \text{otherwise}
\end{array} \right.
\end{align*}
$$

where $\alpha$ is a tunable parameter. A larger value of $\alpha$ means that the locally trained model $x^{(i)}$ is pulled closer to the anchor model $z$. Later in Section 4, we will provide a empirical guideline on how to set $\alpha$ in practice. Besides, it is worth noting that the updates \(3\) and \(4\) do not involve any communication, because each node has one local copy of the anchor model. Right after pulling back, nodes will start next round of local updates immediately. Meanwhile, another thread (or process) on each node will synchronize the current local models in parallel and store the average value into the anchor model as follows:

$$
z_{k+1} = \left\{ \begin{array}{ll}
\frac{1}{m} \sum_{i=1}^{m} x^{(i)}_{k+1} & (k + 1) \mod \tau = 0 \\
z_k & \text{otherwise}
\end{array} \right.
$$

From the update rules \(3\) to \(5\), one can observe that the anchor model $z_{k+1}$, $\alpha = 1, 2, \ldots$ will only be used when updating $x^{(i)}_{(k+1)}$. As long as the parallel communication time is smaller than $\tau$ steps computation time, one can completely hide the communication latency. This can be achieved via setting a larger number of local updates $\tau$.

**Mitigating the Effect of Stragglers.** The overlap technique not only hides the communication latency but also mitigates the straggler effect. This is because the communication operations are non-blocking. When the anchor model is updated (i.e., communication is finished) before the fastest worker completes its local updates (as shown in Figure 3), all worker nodes will run independently and there is no idle time in waiting for the slow ones.

**Matrix-Form Update Rule.** In order to facilitate the theoretical analysis, here we provide an equivalent matrix-form update rule. We define matrices $X_k, G_k \in \mathbb{R}^{d \times (m+1)}$ to stack all local copies of model parameters and stochastic gradients:

$$
X_k = [x^{(1)}_k, \ldots, x^{(m)}_k, z_k],
$$

$$
G_k = [g_1(x^{(1)}_k, \xi^{(1)}_k), \ldots, g_m(x^{(m)}_k, \xi^{(m)}_k), 0].
$$

Then, the update rule of Overlap-Local-SGD can be written as

$$
X_{k+1} = \left[ X_k - \gamma G_k \right] W_k,
$$

where $W_k \in \mathbb{R}^{(m+1) \times (m+1)}$ represents the mixing pattern between local models and the anchor model, which is defined as follows:

$$
W_k = \left\{ \begin{array}{ll}
(1 - \alpha) I & (1 - \alpha) I_m / m \\
\alpha I_m & \alpha
\end{array} \right. (k + 1) \mod \tau = 0
\] (9)

Note that $W_k$ is a column-stochastic matrix, unlike previous analyses in distributed optimization literature [15] [12] [16], which require $W_k$ to be doubly- or row-stochastic.

**Momentum Variant.** Momentum has been widely used to improve the optimization and generalization performance of SGD, especially when training deep neural networks [17]. Inspired by the distributed momentum scheme proposed in [18], Overlap-Local-SGD adopts a two-layer momentum structure. To be specific, the local updates on each node use common Nesterov momentum and the momentum buffer is updated only using the local gradients. Moreover, the anchor model also updates in a momentum style. When $(k + 1) \mod \tau = 0$, we have

$$
\nu_{k+1} = \beta \nu_k + \left[ \frac{1}{m} \sum_{i=1}^{m} x^{(i)}_{k+1} - z_k \right],
$$

$$
z_{k+1} = z_k + \nu_{k+1}.
$$

where $\nu_k$ is the momentum buffer for anchor model and $\beta$ denotes the momentum factor. When $\beta = 0$, the algorithm reduces to the vanilla version [5].

![Fig. 2: Example on model trajectories in the model parameter space.](image1)

![Fig. 3: The corresponding execution pipeline of the example in Figure 2](image2)
3. RELATED WORKS

The idea of pulling back locally trained models towards an anchor model is inspired by elastic averaging SGD (EASGD) [19], which allows some slack between local models by adding a proximal term to the objective function. The convergence guarantee of EASGD under non-convex objectives has not been established until our recent work [12]. However, in EASGD, the anchor and local models are updated in a symmetric manner (i.e., mixing matrix $W_k$ in [8] should be symmetric and doubly-stochastic). EASGD naturally allows overlap of communication and computation, but the original paper [19] did not observe and utilize this advantage to reduce communication delays.

There also exist other techniques that can decouple communication and computation in Local SGD. In [20], the authors propose to apply the local updates to an averaged model which is representation before. Their proposed algorithm CoCoD-SGD can achieve the same runtime benefits as Overlap-Local-SGD, but with a higher test accuracy than CoCoD-SGD given the same $\tau$. In a concurrent work [21], the authors develop a similar method to CoCoD-SGD.

4. EXPERIMENTAL RESULTS

**Experimental setting.** The experimental analysis is performed on CIFAR-10 image classification task [22]. We train a ResNet-18 [23] for 300 epochs following the exactly same training schedule as [5]. That is, the mini-batch size on each node is 128 and the base learning rate is $0.1$, decayed by $10$ after epoch 150 and 250. The first 5 epochs uses the learning rate warmup schedule as described in [5].

There are 16 computing nodes connected via 40 Gbps Ethernet, each of which is equipped with one NVIDIA Titan X GPU. The training data is evenly partitioned across all nodes and not shuffled during training. The algorithms are implemented in PyTorch [24] and NCCL communication backend. The code is available at: https://github.com/JYWa/Overlap_Local_SGD

In Overlap-Local-SGD, the momentum factor of the anchor model is set to $\beta = 0.7$, following the convention in [18]. For different number of local updates $\tau$, we tune the value of pullback parameter $\alpha$. It turns out that in the considered training task, for $\tau \geq 2$, $\alpha = 0.5$ consistently yields the best test accuracy at convergence. In intuition, a larger value of $\alpha$ may enable a larger base learning rate. We believe that if one further tunes the base learning rate and the momentum factor, the performance of Overlap-Local-SGD will be further improved. For example, in our setting, when $\tau = 2$, $\alpha = 0.5$ and base learning rate 0.15 gives the highest accuracy.

**Negligible Communication Cost.** We first examine the effectiveness of the overlap technique. As shown in Figure 1(a), Overlap-Local-SGD significantly outperforms all other methods. Given a target final accuracy, Overlap-Local-SGD incurs nearly negligible additional latency compared to fully synchronous SGD (0.1s versus 1.5s per epoch). When $\tau = 2$, Overlap-Local-SGD reduces the communication-to-computation ratio from 34.6% to 1.5%, while maintaining roughly the same loss-versus-iterations convergence as fully synchronous SGD (see Figure 3(c)). The superiority of Overlap-Local-SGD will be further magnified when using a slow inter-connection (e.g., 10 Gbps) or a larger neural network (e.g., transformer [25]).

Compressing or quantizing the exchanged gradients among worker nodes is another communication-efficient training method, which is extensively studied in recent literature. Here, we choose PowerSGD [5], which is the state-of-the-art gradient compression algorithm, as another baseline to compare with. In Figure 4, the rank of PowerSGD ranges from $\{1, 2, 4, 8\}$ (lower means higher compression ratio). When the rank is 1 (the lowest), PowerSGD can compress the transferred gradient by 243x. However, even in this extreme case, the additional synchronization latency of PowerSGD is still much higher than Local SGD methods. The reason is that the nodes cost some time to establish the handshakes. Compression techniques cannot reduce this part of communication overhead, and also introduce non-negligible encoding and decoding latency.

**Higher Accuracy than Other Local SGD Variants.** As discussed in Section 3 EASGD (and its momentum version EAMSGD [19]) also involves a similar ‘pullback’ mechanism as Overlap-Local-SGD. And CoCoD-SGD proposed in [20] can decouple communication and computation as well. In Table 1, we empirically compare the performance of these Local SGD variants. The results show that given a fixed number of $\tau$, Overlap-Local-SGD always achieves the best test accuracy among all methods, and EAMSGD has significant worse performance than others.

**Non-IID Data Partitions Setting.** We further validate the effectiveness of Overlap-Local-SGD in a non-IID data partitions setting. In particular, each node is assigned with 3125 training samples, 2000 of which are belong to one class. Thus, the training data on each node is highly skewed. In Figure 5 observe that both fully synchronous SGD and Local SGD are pretty unstable in this case. Overlap-Local-SGD not only reduces the total training time but also yields better convergence in terms of error-versus-iterations (see Figure 5(c)). Compared to CoCoD-SGD (see Table 2), Overlap-Local-SGD still can achieve comparable test accuracy and overcome the divergence issue when $\tau$ is large.

5. CONVERGENCE ANALYSIS

In this section, we will provide a convergence guarantee for Overlap-Local-SGD under non-convex objectives, which are common for deep neural networks. The analysis is based on the following assumptions:

| Algorithm    | $\tau = 1$ | $\tau = 2$ | $\tau = 8$ | $\tau = 24$ |
|--------------|------------|------------|------------|------------|
| CoCoD-SGD    | 94.98%     | 94.99%     | 94.05%     | 92.54%     |
| EAMSGD       | 94.51%     | 93.89%     | 92.43%     | 89.93%     |
| Ours         | 95.19%     | 95.16%     | 94.25%     | 92.92%     |

Table 1: Comparison of Local SGD variants in IID data partition setting. As a reference, fully synchronous SGD achieves a test accuracy of 94.97%. The corresponding training loss curves can be found in Appendix B.

| Algorithm    | $\tau = 1$ | $\tau = 2$ | $\tau = 8$ | $\tau = 24$ |
|--------------|------------|------------|------------|------------|
| CoCoD-SGD    | 91.50%     | 91.67%     | Diverges   | Diverges   |
| EAMSGD       | 91.38%     | 91.12%     | 88.88%     | 85.59%     |
| Ours         | 91.56%     | 91.61%     | 91.45%     | 88.73%     |

Table 2: Comparison of Local SGD variants in Non-IID data partition setting. As a reference, fully synchronous SGD achieves a test accuracy of 85.88%. The hyper-parameter choices are identical to the IID case.
Due to space limitation, please refer to Appendix A for the proof details. Briefly, the proof technique is inspired by [12]. The key challenge is that the mixing matrix of Overlap-Local-SGD is column-stochastic instead of doubly- or row-stochastic [15]. It is worth highlighting that the analysis can be generalized to other column stochastic matrices rather than the specific form given in [9]. Theorem 1 also shows that when the learning rate is configured properly and the total iterations $K$ is sufficiently large, the error bound of Overlap-Local-SGD will be dominated by $1/\sqrt{mK}$, matching the same rate as fully synchronous SGD.

6. CONCLUSIONS

In this paper, we propose a novel distributed training algorithm named Overlap-Local-SGD. It allows workers to perform local updates and overlaps the local computation and communication. Experimental results on CIFAR-10 show that Overlap-Local-SGD can achieve the best error-runtime trade-off among multiple popular communication-efficient training methods, such as Local SGD and PowerSGD. Moreover, when worker nodes have non-IID data partitions, Overlap-Local-SGD not only reduces the total runtime but also converges faster than other methods. We further prove that Overlap-Local-SGD can converge to stationary points of smooth and non-convex objective functions.

While our experiments and analysis only focus on image classification and SGD, the key idea of Overlap-Local-SGD can be easily extended to other training task and first-order optimization algorithms, such as Adam [26] for neural machine translation [25].
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A. PROOF OF THEOREM 1

Recall the update rule of Overlap-Local-SGD:
\[ X_{k+1} = [X_k - \gamma G_k]W_k. \]  
(14)

Matrix \( W_k \) is column-stochastic as defined in [9]. To be specific,
\[ W_k = \begin{cases} P & (k + 1) \mod \tau = 0 \\ I & \text{Otherwise}. \end{cases} \]  
(15)

where matrix \( P \in \mathbb{R}^{(m+1) \times (m+1)} \) is defined as
\[ P = \left( (1 - \alpha) I - (1 - \alpha) \frac{1}{m} \right). \]  
(16)

There must be a vector \( v \in \mathbb{R}^{m+1} \) such that \( PV = v \) and hence \( W_k v = v \). In particular, for the matrix given in (9), \( v = [(1 - \alpha) 1/m, 1] \). Multiplying \( v \) on both sides of (14), we have
\[ X_{k+1} v = X_k v - \gamma G_k v \]
(17)
\[ = X_k v - \left( 1 - \frac{\alpha}{m} \right) \sum_{i=1}^{m} g_i(x_k i, \xi_k i). \]  
(18)

For the ease of writing, we introduce a virtual sequence \( y_k := X_k v = (1 - \alpha) \sum_{i=1}^{m} x_k i / m + \alpha z_k \), and define effective learning rate as \( \gamma_{eff} := (1 - \alpha) \gamma \). Consequently, we get an equivalent vector-form update rule for Overlap-Local-SGD as follows:
\[ y_{k+1} = y_k - \gamma_{eff} \frac{1}{m} \sum_{i=1}^{m} g_i(x_k i, \xi_k i). \]  
(19)

Then, we can directly apply Lemma 3 in [12] and obtain the following (when \( \gamma_{eff} L \leq 1 \))
\[ \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \| F(y_k) - F_i \| \right] \leq \frac{2 \| F(y_0) - F_i \|}{\gamma_{eff} L \sigma^2} + \frac{\gamma_{eff} L \sigma^2}{m} + \frac{L^2}{Km} \sum_{k=0}^{K-1} \mathbb{E} \left[ \| y_k - x_k i \| \right]^2. \]  
(20)

Note that
\[ \sum_{i=1}^{m} \| y_k - x_k i \|^2 \leq \sum_{i=1}^{m} \| y_k - x_k i \|^2 + \| y_k - z_k \|^2 \]  
(21)
\[ = \left\| X_k \left( I - v \right)^\top \right\|^2. \]  
(22)

According to the update rule (14) and repeatedly using the fact \( W_k v = v, I^\top W_k = I^\top \) and \( v = 1 \), we have
\[ X_k \left( I - v \right)^\top \]
\[ = \left( X_{k-1} - \gamma_{eff} G_{k-1} \right) W_k \left( I - v \right)^\top \]
\[ = X_{k-1} \left( W_{k-1} - v \right)^\top - \gamma_{eff} G_{k-1} \left( W_{k-1} - v \right)^\top \]
\[ = X_0 \left( \prod_{j=0}^{k-1} W_j - v \right)^\top - \gamma_{eff} \sum_{j=0}^{k-1} G_j \left( \prod_{j=0}^{k-1} W_j - v \right)^\top \]
\[ = x_0 I^\top \left( \prod_{j=0}^{k-1} W_j - v \right)^\top - \gamma_{eff} \sum_{j=0}^{k-1} G_j \left( \prod_{j=0}^{k-1} W_j - v \right)^\top \]
\[ = - \gamma_{eff} \sum_{j=0}^{k-1} G_j \left( \prod_{j=0}^{k-1} W_j - v \right)^\top. \]  
(23)
Therefore,
\[ \sum_{i=1}^{m} \| y_k - x_k i \|^2 \leq \gamma_{eff} \sum_{j=0}^{k-1} G_j \left( \prod_{j=0}^{k-1} W_j - v \right)^\top \| v \|^2. \]  
(28)

Here we observe that the analysis of Overlap-Local-SGD is very similar to the general analysis in [12]. The difference is that we only require \( W_k \) to be column-stochastic instead of symmetric and doubly-stochastic. As a result, \( \sum_{i=1}^{m} W_k \) converges to \( v \) rather than \( v \). Then, one can directly re-use the intermediate results in [12] and get that
\[ \frac{1}{Km} \sum_{k=0}^{K-1} \sum_{i=1}^{m} \mathbb{E} \left[ \| y_k - x_k i \|^2 \right] \]
\[ \leq \gamma^2 \sigma^2 \left( \frac{1}{1 - \beta^2} - 1 \right) + \frac{\gamma^2 \sigma^2}{1 - \beta^2} \left( \frac{2 \gamma^2 + 2 \frac{1}{1 - \beta^2} + \frac{1}{1 - \beta^2} - 1}{1 - \beta^2} \right) \]
\[ \leq \gamma^2 \sigma^2 \left( \frac{1}{1 - \beta^2} - 1 \right) + \frac{5 \gamma^2 \sigma^2}{1 - \beta^2}. \]  
(29)

where \( \beta := \| P - v \|^2 \). In order to guarantee that the upper bound (29) makes sense, \( \beta \) should be strictly smaller than 1. Now, we are going to provide an analytical expression of \( \beta \) for the specific \( P \) chosen in Overlap-Local-SGD. One can also design other forms of \( \beta \) as long as \( \beta < 1 \).

Observe that the matrix \( P \) can be decomposed into two parts:
\[ P = (1 - \alpha) A + \alpha b_1 \]  
(30)
where \( b = [0, \ldots, 0, 1] \in \mathbb{R}^{m+1} \) and
\[ A = \begin{bmatrix} I & 1/m \\ 0 & 0 \end{bmatrix}. \]  
(31)

Both \( A \) and \( b_1 \) are column-stochastic matrices. Actually, the formulation above is widely used in the PageRank algorithm [22]. It is proved in [28] that \( \beta := \| P - v \|^2 \leq (1 - \alpha) \). Plugging the expression of \( \beta \) into (29) and further relaxing the upper bound, we obtain:
\[ \frac{1}{Km} \sum_{k=0}^{K-1} \sum_{i=1}^{m} \mathbb{E} \left[ \| y_k - x_k i \|^2 \right] \]
\[ \leq \gamma^2 \sigma^2 \left( \frac{2}{(2 - \alpha) \beta} - 1 \right) + \frac{5 \gamma^2 \sigma^2}{\alpha^2} \frac{1}{Km} \sum_{k=0}^{K-1} \sum_{i=1}^{m} \mathbb{E} \left[ \| F_i(x_k i) \|^2 \right]. \]  
(32)

Furthermore, note that
\[ \frac{1}{Km} \sum_{k=0}^{K-1} \sum_{i=1}^{m} \mathbb{E} \left[ \| F_i(x_k i) \|^2 \right] \]
\[ \leq \frac{3}{m} \sum_{i=1}^{m} \sum_{i=1}^{m} \mathbb{E} \left[ \| F_i(x_k i) \|^2 \right] \]
\[ \leq \frac{3}{m} \sum_{i=1}^{m} \sum_{i=1}^{m} \mathbb{E} \left[ \| F_i(y_k) \|^2 \right] \]
\[ \leq \frac{3 \| F_i(y_k) \|^2}{m} \sum_{i=1}^{m} \mathbb{E} \left[ \| y_k - x_k i \|^2 \right] + 3 \| F_i(y_k) \|^2 \]  
(33)

(34)

(35)
Combining (32) and (33), we have
\[
\left(1 - \frac{15\gamma^2 L^2 \tau^2}{\alpha^2}\right) \frac{1}{K m} \sum_{k=0}^{K-1} \sum_{i=1}^{m} \mathbb{E} \left[ \left\| y_k - x_k^{(i)} \right\|^2 \right] \\
\leq \gamma^2 \sigma^2 \left[ \frac{2}{(2 - \alpha) \alpha} \tau - 1 \right] + \frac{15\gamma^2 L^2 \tau^2 \kappa^2}{\alpha^2} +
\]
\[
\frac{15\gamma^2 L^2 \tau^2 \kappa^2}{\alpha^2 K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \left\| \nabla F(y_k) \right\|^2 \right].
\]
(36)

For the ease of writing, define \[D = 15\gamma^2 L^2 \tau^2 / \alpha^2 \). Then,
\[
\frac{L^2}{K m} \sum_{k=0}^{K-1} \sum_{i=1}^{m} \mathbb{E} \left[ \left\| y_k - x_k^{(i)} \right\|^2 \right] \\
\leq \frac{\gamma^2 L^2 \sigma^2}{1 - D} \left[ \frac{2}{(2 - \alpha) \alpha} \tau - 1 \right] + \frac{\gamma^2 L^2 \tau^2 \kappa^2}{\alpha^2 (1 - D)} +
\]
\[
\frac{D}{1 - D} \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \left\| \nabla F(y_k) \right\|^2 \right].
\]
(37)

Substituting (37) into (20), one can get
\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \left\| \nabla F(y_k) \right\|^2 \right] \\
\leq \frac{2\left[ F(y_0) - F_{\text{init}} \right]}{\gamma_{\text{eff}} K} + \frac{\gamma_{\text{eff}} L \sigma^2}{m} +
\]
\[
\frac{\gamma^2 L^2 \sigma^2}{1 - D} \left[ \frac{2}{(2 - \alpha) \alpha} \tau - 1 \right] + \frac{\gamma^2 L^2 \tau^2 \kappa^2}{\alpha^2 (1 - D)} +
\]
\[
\frac{D}{1 - D} \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \left\| \nabla F(y_k) \right\|^2 \right].
\]
(38)

After minor rearranging, it follows that
\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \left\| \nabla F(y_k) \right\|^2 \right] \\
\leq \left[ \frac{2\left[ F(y_0) - F_{\text{init}} \right]}{\gamma_{\text{eff}} K} + \frac{\gamma_{\text{eff}} L \sigma^2}{m} \right] \frac{1 - D}{1 - 2D} +
\]
\[
\frac{2\gamma^2 L^2 \sigma^2}{1 - 2D} \left[ \frac{2}{(2 - \alpha) \alpha} \tau - 1 \right] + \frac{\gamma^2 L^2 \tau^2 \kappa^2}{\alpha^2 (1 - 2D)}.\]
(39)

When the learning rate is set to \[\gamma = \frac{1}{2} \sqrt{\frac{K}{2}}, D = 15m\tau^2/(\alpha^2 K)\).
If \[K \geq 60 m^2 \tau^2 / \alpha^2, \text{then } 1 - 2D \geq 1/2 \text{ and hence,}\]
\[
\frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E} \left[ \left\| \nabla F(y_k) \right\|^2 \right] \\
\leq 4\left[ F(y_0) - F_{\text{init}} \right] \frac{2\gamma_{\text{eff}} L \sigma^2}{m} +
\]
\[
\frac{2\gamma^2 L^2 \sigma^2}{1 - \alpha} \left[ \frac{2}{(2 - \alpha) \alpha} \tau - 1 \right] + \frac{2\gamma^2 L^2 \tau^2 \kappa^2}{\alpha^2} +
\]
\[
= 4\left[ F(y_0) - F_{\text{init}} \right] \frac{2(1 - \alpha) \sigma^2}{\sqrt{mK}} +
\]
\[
\frac{2\gamma^2 L \sigma^2}{K} \frac{2}{(2 - \alpha) \alpha} \tau - 1 + \frac{2m\tau^2 \kappa^2}{\alpha^2 K}.
\]
(40)

Here we complete the proof of Theorem.4

B. ADDITIONAL EXPERIMENTAL RESULTS

Fig. 6: Comparison to CoCoD-SGD [20] and EAMSGD [19]. In all algorithms, the number of local updates \[\tau\) is fixed as 2. Overlap-
Local-SGD slightly improves the loss-versus-iterations convergence of CoCoD-SGD.