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Abstract
Given a hyperbolic homeomorphism on a compact metric space, consider the space of linear cocycles over this base dynamics which are Hölder continuous and whose projective actions are partially hyperbolic dynamical systems. We prove that locally near any typical cocycle, the Lyapunov exponents are Hölder continuous functions relative to the uniform topology. This result is obtained as a consequence of a uniform large deviations type estimate in the space of cocycles. As a byproduct of our approach, we also establish other statistical properties for the iterates of such cocycles, namely a central limit theorem and a large deviations principle.

1 Introduction

Let $M$ be a compact metric space with no isolated points and let $f : M \to M$ be a hyperbolic homeomorphism. Examples of such systems are Anosov diffeomorphisms on a compact manifold, nontrivial hyperbolic attractors, horseshoes and Markov shifts. Moreover, Bowen [15] showed that every hyperbolic homeomorphism is conjugated, via a Hölder continuous function to a topological Markov shift in a finite number of symbols.

Given any Hölder continuous observable (referred to as a potential) on $M$, there exists an equilibrium state (which is unique, if we also assume the topological transitivity of the system), that is, there is an $f$-invariant Borel probability measure $\mu$ on $M$ which maximizes the pressure. Such measures, which are ergodic, correspond, via the semi-conjugation given by Bowen’s theorem, to measures that admit a local product structure with Hölder continuous
A particular model that fits this general setup is that of a subshift of finite type endowed with a Markov measure given by a primitive transition matrix.

A linear cocycle over the base dynamical system $(M, f, \mu)$ is a skew product map

$$F_A : M \times \mathbb{R}^d \to M \times \mathbb{R}^d, \quad F_A(x, v) = (f(x), A(x)v),$$

where $A : M \to \text{GL}(d, \mathbb{R})$ is a Hölder continuous matrix valued function.

The iterates of this new dynamical system are

$$F^n_A(x, v) = (f^n(x), A^n(x)v),$$

where

$$A^n(x) := A(f^{n-1}x) \ldots A(f(x))A(x).$$

A linear cocycle $F_A$ is determined by, and thus can be identified with the matrix valued, Hölder continuous function $A : M \to \text{GL}(d, \mathbb{R})$. We endow the space $C^\alpha(M, \text{GL}(d, \mathbb{R}))$ of such functions with the uniform distance

$$d(A, B) := \|A - B\|_\infty + \|A^{-1} - B^{-1}\|_\infty.$$

By Furstenberg–Kesten’s theorem, we have the following $\mu$-a.e. convergence of the maximal expansion of the iterates of the linear cocycle:

$$\frac{1}{n} \log \|A^n(x)\| \to L_1(A), \quad (1.1)$$

where the limit $L_1(A)$ is called the maximal Lyapunov exponent of the cocycle $A$.

The other Lyapunov exponents are defined similarly: $L_2(A)$ corresponds to the second largest expansion (or singular value) of the iterates of $A$ and so on, until $L_d(A)$.

A linear cocycle $F_A$ induces the projective cocycle

$$\hat{F}_A : M \times \mathbb{P}(\mathbb{R}^d) \to M \times \mathbb{P}(\mathbb{R}^d), \quad \hat{F}_A(x, \hat{v}) = \left(f(x), \frac{A(x)v}{A^n(x)\hat{v}}\right).$$

We will assume that the projective cocycle $\hat{F}_A$ is a partially hyperbolic dynamical system, which is an open property. This assumption corresponds, via the semi-conjugacy in Bowen’s theorem, to the linear cocycle $F_A$ being fiber bunched, which intuitively means that the non-conformality of the fiber dynamics is dominated by the hyperbolicity of the base dynamics (see the next section for the formal definition).

We also assume that the cocycle $A$ is typical in the sense of Bonatti and Viana, which is an open and dense property and ensures the simplicity of the Lyapunov exponents. Precise definitions of this and other relevant concepts will be given in the next section.

The iterates of a linear cocycle are multiplicative processes that generalize products of i.i.d. random matrices, which in turn represent multiplicative analogues of sums of i.i.d. scalar random variables. The study of their statistical properties (e.g. large deviation estimates, central limit theorem), that is, of the convergence in (1.1), is an interesting problem in itself, with important consequences in dynamical systems, see for instance [18, 21, 32], and mathematical physics [13]. Limit theorems were first obtained by Le Page [31] for Bernoulli base dynamics and by Bougerol [11] for Markov type cocycles. Related results, in the same setting, were more recently established by Duarte and Klein, see [23] and [22, Chapter 5]).

For the case of linear cocycles over hyperbolic systems, in the same setting of this paper, Gouëzel and Stoyanov [26] obtained a large deviations principle, while Park and Piraino [35] obtained a central limit theorem (and a large deviations principle).
We are interested in large deviations type (LDT) estimates that are finitary (non asymptotic), effective and uniform in the cocycle. Such estimates are also called concentration inequalities in probabilities. One advantage of these kinds of estimates over the results in the aforementioned papers is that they lead, through an abstract result, to the Hölder continuity of the corresponding Lyapunov exponents.

**Definition 1.1** Let $A : M \to \text{GL}(d, \mathbb{R})$ be a linear cocycle over an ergodic system $(M, f, \mu)$ as above. We say that $A$ satisfies an LDT estimate if there are constants $C = C(A) < \infty$ and $k = k(A) > 0$ such that for all $0 < \varepsilon < 1$ and $n \in \mathbb{N}$,

$$
\mu \left\{ x \in M : \left| \frac{1}{n} \log \| A^n(x) \| - L_1(A) \right| > \varepsilon \right\} \leq C e^{-k \varepsilon^2 n}.
$$

We call such an estimate uniform if it holds for all cocycles in some neighborhood of $A$, with the same constants $C$ and $k$.

The first result of this paper is the following.

**Theorem 1.1** Let $f : M \to M$ be a hyperbolic homeomorphism, let $\mu$ be an equilibrium state of a Hölder continuous potential and let $A : M \to \text{GL}(d, \mathbb{R})$ be a Hölder continuous linear cocycle. Assume that $A$ is typical and that the corresponding projective cocycle is a partially hyperbolic system. Then $A$ satisfies a uniform large deviations type estimate.

Our approach is based upon the study of the spectral properties of the Markov (or transition) operator associated to the projective cocycle $\hat{F}_A$ and defined on an appropriate space of observables. In other related works, e.g. [35], it is the transfer operator that plays a similar rôle. Our method allows for a more quantitative control of various parameters, thus ensuring the uniformity of the LDT estimate above, which is the essential ingredient in deriving the Hölder continuity of the Lyapunov exponents. Moreover, as a by-product of this approach and using an abstract CLT for stationary Markov processes due to Gordin and Lifšic [25], we establish the following central limit theorem in the setting of Theorem 1.1.

**Theorem 1.2** Given a cocycle $A$ as above, there exists $0 < \sigma < \infty$ such that for every $v \in \mathbb{R}^d \setminus \{0\}$ and $a \in \mathbb{R}$,

$$
\lim_{n \to \infty} \mu \left\{ x \in M : \frac{\log \| A^n(x) v \| - n L_1(A)}{\sqrt{n}} \leq a \right\} = \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{a} e^{-\frac{t^2}{2\sigma^2}} dt.
$$

Note that compared with the main result in [35], the positivity of the variance is an implicit conclusion rather than an additional hypothesis.

Furthermore, we also establish a large deviations principle, see Remark 7.1.

An important question in the theory of linear cocycles is the behavior of the Lyapunov exponents under small perturbations of the data. In particular, the continuity of the maximal Lyapunov exponent is considered a difficult problem in most settings. It has been studied successfully in the case of cocycles over Bernoulli systems by, amongst others, Bocker and Viana [7], Malheiro and Viana [33] and by Backes, Brown and Butler [4].

Furthermore, the study of finer continuity properties (e.g. Hölder continuity) of the Lyapunov exponents was initiated by Le Page [30] for the Bernoulli case and further extended to related settings, see for instance Duarte and Klein [22, 23] and Tall and Viana [38].

In [22, Chapter 2] it was established a relationship between the availability of uniform LDT estimates in any abstract space of cocycles and the Hölder continuity of the Lyapunov exponents. The main result of our paper is thus the following.
Theorem 1.3 Let $f : M \to M$ be a hyperbolic homeomorphism and let $\mu$ be an equilibrium state of a Hölder continuous potential. Consider the open set of typical Hölder continuous cocycles $A : M \to \text{GL}(d, \mathbb{R})$ whose projective actions are partially hyperbolic. Then the Lyapunov exponents are locally Hölder continuous functions of the cocycle.

An important class of examples of linear cocycles are the Schrödinger cocycles, whose iterates represent the transfer matrices used to formally solve a discrete Schrödinger equation. More precisely, let $v : M \to \mathbb{R}$ be a potential function and let $\lambda > 0$ be a coupling constant. Given a base point $x \in M$, the discrete Schrödinger operator $H_\lambda(x)$ acts on $l^2(\mathbb{Z})$ as follows: for all $n \in \mathbb{Z}$,

$$[H_\lambda(x)\psi]_n := - (\psi_{n+1} + \psi_{n-1}) + \lambda v(f^n x) \psi_n$$

The associated Schrödinger equation, $H_\lambda(x)\psi = E \psi$, where $E \in \mathbb{R}$, is a second order finite differences equation, which is solved recursively by iterating the cocycle

$$S_{E,\lambda} : M \to \text{SL}(2, \mathbb{R}), \quad S_{E,\lambda}(x) := \begin{bmatrix} \lambda v(x) - E & -1 \\ 1 & 0 \end{bmatrix}.$$
and respectively to the projective fiber dynamics. Based on this, in Sect. 7 we prove the uniform LDT estimate in Theorem 1.1 and as a consequence of an abstract continuity result, we derive the main Theorem 1.3. Moreover, as explained in Remark 7.1, the argument can be adapted to also obtain a large deviations principle. Furthermore, the strong mixing of the Markov operator corresponding to the fiber dynamics together with an abstract central limit theorem are used in Sect. 8 to derive Theorem 1.2. Finally, in Sect. 9 we apply these results to Schrödinger cocycles and establish Theorem 1.4.

2 Main concepts

In this section we formally introduce the concepts mentioned in the introduction and formulate the results which imply Theorem 1.3.

2.1 Base dynamics

Let $M$ be a compact metric space with no isolated points and let $f: M \to M$ be a homeomorphism. For a point $x \in M$ and for $\epsilon > 0$ small we define the local $\epsilon$-stable and respectively $\epsilon$-unstable sets of $x$ by

$$W^s_\epsilon(x) := \{y \in M : d(f^k(y), f^k(x)) < \epsilon \text{ for all } k \geq 0\} \quad \text{and} \quad W^u_\epsilon(x) := \{y \in M : d(f^k(y), f^k(x)) < \epsilon \text{ for all } k \leq 0\}.$$ 

Following Viana [39], we call a homeomorphism $f$ (uniformly) hyperbolic if there are constants $C < \infty$, $\epsilon > 0$, $\tau > 0$ and $\lambda \in (0, 1)$ such that for all $x \in M$ we have

1. $d(f^n(y_1), f^n(y_2)) \leq C \lambda^n d(y_1, y_2)$ for all $y_1, y_2 \in W^s_\epsilon(x)$ and $n \geq 0$;
2. $d(f^{-n}(y_1), f^{-n}(y_2)) \leq C \lambda^{-n} d(y_1, y_2)$ for all $y_1, y_2 \in W^u_\epsilon(x)$ and $n \geq 0$;
3. if $d(x, y) \leq \tau$, then $W^u_\epsilon(x)$ and $W^s_\epsilon(y)$ intersect in a unique point, which is denoted by $[x, y]$ and which depends continuously on $(x, y)$.

For this $\epsilon$, the sets $W^s_{\epsilon_{\text{loc}}}(x) := W^s_\epsilon(x)$ and $W^u_{\text{loc}}(x) := W^u_\epsilon(x)$ are referred to simply as local stable and unstable sets of $f$.

See also Ombach [34] for other characterizations of hyperbolicity.

Typical examples of such dynamical systems are Anosov diffeomorphisms, Markov shifts, non trivial hyperbolic attractors and horseshoes.

Recall that given a Hölder continuous potential $\varphi: M \to \mathbb{R}$, there is a corresponding equilibrium state measure on $M$, which is unique if $f$ is topologically transitive. See for instance [40, Theorem 12.1].

It was essentially established by Bowen [15] (see also Baladi [5] and the review by Alekseev and Yakobson [1] for more general settings that include ours) that uniformly hyperbolic homeomorphisms are semi-conjugated to a Markov shift. This means that for every uniformly hyperbolic homeomorphism $f: M \to M$ there exists a space of sequences $X$, a topological Markov shift $T: X \to X$ and a Hölder continuous map $\pi: X \to M$ such that $\pi \circ T = f \circ \pi$. Moreover, we can restrict $\pi$ so that it becomes a homeomorphism on a set that has total measure for every $T$-invariant measure $\mu$. Furthermore, we have a one to one correspondence between the equilibrium states of the Markov shift $(X, T)$ and those of $(M, f)$.

Let us then consider a topological Markov shift $(X, T)$, where the phase space $X = \{1, \ldots, \ell\}^\mathbb{Z}$, the transformation $T: X \to X$ is the left shift homeomorphism $Tx =
\[ T\{x_i\}_{i \in \mathbb{Z}} := \{x_{i+1}\}_{i \in \mathbb{Z}} \text{ and the distance on } X \text{ is given by} \]
\[ d(x, y) := 2^{-\min\{i : x_i \neq y_i \text{ or } x_{i-1} \neq y_{i-1}\}}. \]

Assume that \( \mu \in \text{Prob}(X) \) is a \( T \)-invariant measure. Given the symbols \( a_0, \ldots, a_k \in \{1, \ldots, \ell\} \) consider the corresponding cylinder
\[ [a_0, \ldots, a_k] := \{x \in X : x_i = a_i \text{ for } 0 \leq i \leq k\}. \]

Define \( X^- := \{1, \ldots, \ell\}^{-\mathbb{N}}[0] \) and \( X^+ := \{1, \ldots, \ell\}^\mathbb{N} \), where \( \mathbb{N} := \{1, 2, 3, \ldots\} \). Let \( T_+ : X^+ \to X^+ \) be the non-invertible left shift and \( T_- : X^- \to X^- \) be the non-invertible right shift. Denote by \( P_{\pm} : X \to X^\pm \) the corresponding canonical projections. Given \( x \in X \), define the local stable set
\[ W^s_{\text{loc}}(x) := \{y \in X : y_n = x_n \text{ for all } n \geq 0\}, \]
and the local unstable set
\[ W^u_{\text{loc}}(x) := \{y \in X : y_n = x_n \text{ for all } n \leq 0\}. \]

Note that \( W^u_{\text{loc}}(x) = P_{-1}(P_{-}(x)) \) for all \( x \in X \) and likewise \( W^s_{\text{loc}}(x) = P_{+1}(P_{+}(x)) \cap [x_0] \) for all \( x \in X \). Hence
\[ W^u_{\text{loc}}(x) = W^u_{\text{loc}}(y) \iff P_{-}(x) = P_{-}(y). \]
\[ W^s_{\text{loc}}(x) = W^s_{\text{loc}}(y) \iff x_0 = y_0 \text{ and } P_{+}(x) = P_{+}(y). \]

Therefore, locally inside a cylinder \([i]\) of size 1, we can make the identifications
\[ [i] \cap X^- \equiv X/W^u_{\text{loc}} \equiv W^s_{\text{loc}}(q) \]
\[ X^+ \equiv X/W^s_{\text{loc}} \equiv W^u_{\text{loc}}(q) \]
where the right-hand sides represent the local stable and unstable sets of a reference point \( q \in [i] \).

Denote by \( \mu_{[i]} \) the restriction of the measure \( \mu \) to the cylinder \([i]\). Define \( \mu^+_i := (P_+)_* \mu_{[i]} \), which is a measure on \( X^+ = W^u_{\text{loc}}(q) \) and \( \mu^-_i := (P_-)_* \mu_{[i]} \), which is a measure on \([i] \cap X^- = W^s_{\text{loc}}(q)\). Consider the lipeomorphism (bi-Lipschitz homeomorphism)
\[ h : [i] \to W^s_{\text{loc}}(q) \times W^u_{\text{loc}}(q) \equiv [i] \cap X^- \times X^+ \]
defined by \( h(x) := (P_{-}(x), P_{+}(x)) \).

**Definition 2.1** We say that \( \mu \) has local product structure with Hölder density if there exists \( \rho : X^- \times X^+ \to (0, +\infty) \) a Hölder continuous function such that for each \( i \in \{1, \ldots, \ell\} \),
\[ h_* \mu_{[i]} = \rho_{[i]} (\mu^-_i \times \mu^+_i). \]

**Remark 2.1** By redefining the symbols, we note that it is sufficient for the product structure to occur at a smaller scale, corresponding to cylinders with length \( > 1 \).

As explained below, examples of such measures are the equilibrium states of Hölder continuous potentials.

Let \( \mu \) be a \( T \)-invariant measure on \( X \). Then \( \mu^+_i := (P_+)_* \mu \) is a \( T_+ \)-invariant measure on \( X^+ \). Let \( J_{\mu^+_i} \) be the Jacobian of \( T_+ \).

**Theorem 2.1** If \( J_{\mu^+_i} > 0 \) and it is Hölder continuous, then \( \mu \) has local product structure with Hölder continuous density.
Proof Given $x^+$ and $y^+$ in the same cylinder, define $h_{x^+,y^+} : P_{+}^{-1}(x^+) \to P_{+}^{-1}(y^+)$ by $h_{x^+,y^+}(x) = y$, where $y_n = y_n^+$ for $n > 0$ and $y_n = x_n$ for $n \leq 0$.

Using Rokhlin’s disintegration theorem, there exists a disintegration $x^+ \mapsto \mu_{x^+}^+ of \mu$ relative to the partition $\{P_{+}^{-1}(x^+) \, | \, x^+ \in X^+\}$. By [8, Lemma 2.6], the measure $(h_{x^+,y^+})^*\mu_{x^+}^+$ is absolutely continuous with respect to $\mu_{y^+}$. Moreover by [8, Lemma 2.4] the corresponding Jacobian $Jh_{x^+,y^+}$, where $(h_{x^+,y^+})^*\mu_{x^+}^+ = Jh_{x^+,y^+} \mu_{y^+}^+$, is given by

$$Jh_{x^+,y^+}(x) = \lim_{n \to \infty} \frac{J_{\mu^+}T_+(x_n)}{J_{\mu^+}T_+(y_n)},$$

where $x_n = P^+(T^{-n}(x))$.

Given a cylinder $[i]$, fix $x^+ \in [i]$, we can write $\mu_i = \rho \mu_{x^+}^+ \times ^+ \mu$ with $\rho(y^+, z^-) = Jh_{x^+,y^+}(z)$, where $z_n = y_n^+$ if $n > 0$ and $z_n = z_n^-$ if $n \leq 0$. So we are left to prove that $Jh_{x^+,y^+}$ is Hölder continuous.

To see this observe that $Jh_{x^+,y^+}(x) = \lim_{n \to \infty} \frac{J_{\mu^+}T_+(x_n)}{J_{\mu^+}T_+(y_n)}$, then we can see $Jh$ as the holonomy of the linear cocycle $J_{\mu^+}T_+(x^+)$ taking values on $\mathbb{R}$, then by Theorem 3.1 below, $Jh_{x^+,y^+}$ varies Hölder continuously with respect to $(x^+, y^+)$.

\[\square\]

Remark 2.2 The above result shows that measures with Hölder continuous Jacobian for the one sided shift $T^+$ have local product structure. An equilibrium state for $T$ is the lift of an equilibrium state for $T^+$ and they have Hölder continuous Jacobian if the potential is Hölder continuous, see [15]. So equilibrium states of Hölder continuous potentials satisfy our hypothesis.

2.2 Fiber dynamics

Let $A : X \to \text{GL}(d, \mathbb{R})$ be a linear cocycle over the shift $T$. Given $\beta > 0$ we say that $A$ admits $\beta$-Hölder stable holonomies if there exist $C < \infty$ and a family of linear maps $\{H_{x,y}^s \in \text{GL}(d, \mathbb{R}) : x, y \in W_{\text{loc}}^s(x)\}$ with the following properties:

1. $H_{x,x}^s = \text{id}$ and $H_{y,z}^s \circ H_{x,y}^s = H_{x,z}^s$ for $x, y, z \in W_{\text{loc}}^s(x)$,
2. $A(y) \circ H_{y,z}^s = H_{T(y),T(z)}^s \circ A(x)$ for $x, y \in W_{\text{loc}}^s(x)$,
3. $\left\| H_{x,y}^s - \text{id} \right\| \leq C \text{dist}(x, y)^{\beta}$,
4. $\left\| H_{x,y}^s - H_{x,y'}^s \right\| \leq C \left( d(x, x')^{\beta} + d(y, y')^{\beta} \right)$ for $y, y' \in W_{\text{loc}}^s(x)$.

Moreover, we say that $A$ admits $\beta$-Hölder unstable holonomies if the inverse cocycle admits $\beta$-Hölder stable holonomies.

We say that an $\alpha$-Hölder linear cocycle $A : X \to \text{GL}(d, \mathbb{R})$ is fiber bunched if there exists $N \in \mathbb{N}$, such that

$$\left\| A^N(x) \right\| \left\| A^N(x)^{-1} \right\| 2^{-N\alpha} < 1 \quad \text{for all } x \in X,$$

where the parameters $\tau < 1$ and $N \in \mathbb{N}$ control the domination of the fiber by the base hyperbolicity.

Note that a cocycle is fiber bunched if and only if the corresponding projective cocycle is a partially hyperbolic dynamical system.

If $A$ is fiber bunched then there exists $\beta > 0$ such that $A$ admits $\beta$-Hölder stable and unstable holonomies (see Theorem 3.1) and $\beta$ can be taken uniformly in a $C^0$ neighborhood.
of $A$. Moreover, for every $\star = s$ or $u$, $x \in X$, $y \in W^s_{\text{loc}}(x)$, the map $A \mapsto H^{s,A}_{x,y}$ varies continuously in the uniform topology.

From now on we fix the base dynamics $T : X \to X$ with an ergodic measure $\mu$ that has local product structure with Hölder density and we consider the space of $\alpha$-Hölder linear cocycles over this dynamics. We endow this space with the Hölder norm

$$\|A\|_\alpha = \sup_{x \in X} \|A(x)\| + \sup_{x \neq y} \frac{\|A(x) - A(y)\|}{\|x - y\|_\alpha}.$$

We recall the following definition from [8].

**Definition 2.2** We say that a cocycle $A : X \to \text{GL}(d, \mathbb{R})$ satisfies the pinching and twisting conditions if there exists a $q$-periodic point $a = T^q(a)$ and an associated homoclinic point $z \in W^\alpha_{\text{loc}}(a)$ with $z' = T^l z \in W^\alpha_{\text{loc}}(a)$, for some $l \in \mathbb{N}$, both $a$ and $z \in \text{supp}(\mu)$, such that the transition map $\psi_{a,z,z'} : \mathbb{R}^d \to \mathbb{R}^d$, defined by $\psi_{a,z,z'} := H^s_{z',a} A^l(z) H^u_{a,z}$, satisfies:

(p) The eigenvalues of the matrix $A^q(a)$ have multiplicity one and different absolute values.

(t) Consider (for the next clause) the corresponding eigenvectors $e_1, \ldots, e_d$ of $A^q(a)$.

(l) span$\{\psi_{a,z,z'}(e_i) : i \in I\} + \text{span}\{e_j : j \in J\} = \mathbb{R}^d$ for any $I, J \subset \{1, \ldots, n\}$ such that $\#I + \#J = n$.

Let $g$ be the matrix of $\psi_{a,z,z'}$, written in the base of eigenvectors of $A^q(a)$; the twisting condition is then equivalent to all the algebraic minors of $g$ being different from zero.

A cocycle satisfying the pinching and twisting properties is also called 1-typical.

### 2.3 Continuity of the Lyapunov exponents

We can now present the precise formulation of the main result of this paper.

**Theorem 2.2** Let $T : X \to X$ be the left shift, let $\mu$ be an ergodic measure that has local product structure with Hölder density and let $A : X \to \text{GL}(d, \mathbb{R})$ be an $\alpha$-Hölder fiber bunched linear cocycle. If $A$ is 1-typical then there exists a $C^0$ neighborhood of $A$ such that in this neighborhood, the maximal Lyapunov exponent is a Hölder continuous function of the cocycle.

Given a linear cocycle $A : X \to \text{GL}(d, \mathbb{R})$ and an integer $1 \leq k \leq d$, let $\wedge^k A$ be the induced $k$-th exterior power of $A$, where for every base point $x \in X$, $\wedge^k A(x)$ acts linearly on $\wedge^k \mathbb{R}^d$, the $k$-th exterior power of the Euclidean space $\mathbb{R}^d$.

Note that the pinching condition on the $k$-th exterior power is equivalent to all the product of $k$ distinct eigenvalues being different, and the twisting condition is equivalent to the action of $g$ on the exterior power having all its algebraic minors different from zero. Both of these conditions are open and dense in the subset of $\alpha$-Hölder fiber bunched cocycles (see [8]).

A linear cocycle is called **typical** if the pinching and twisting conditions hold for all of its exterior powers.

Note that the maximal Lyapunov exponent of $\wedge^k A$ is the sum of the first $k$ Lyapunov exponents of $A$. We then have the following result.

**Theorem 2.3** Let $T : X \to X$ be the left shift, let $\mu$ be an ergodic measure that has local product structure with Hölder density and let $A : X \to \text{GL}(d, \mathbb{R})$ be an $\alpha$-Hölder continuous fiber bunched linear cocycle. If $A$ is typical then there exists a $C^0$ neighborhood of $A$ such that on this neighborhood, all Lyapunov exponents are Hölder continuous functions of the cocycle.

© Springer
and let \( L \) be a hyperbolic homeomorphism. Given a Hölder continuous linear cocycle \( A : M \to \text{GL}(d, \mathbb{R}) \) we use the Hölder continuous semi-conjugation \( \pi \) of \((M, f)\) to a Markov shift \((X, T)\) to obtain the cocycle \( A \circ \pi : X \to \text{GL}(d, \mathbb{R}) \) over the shift \( T \). This allows us to transfer the results above to cocycles over uniformly hyperbolic homeomorphisms.

3 Holonomy reduction

In this section we prove the existence of Hölder holonomies. The existence of continuous holonomies for fiber bunched cocycles was already known, see [9], the improvement in this section is that we prove that actually we have Hölder holonomies. Moreover, using a similar construction done in [2], we show that up to a conjugacy, the cocycle \( A \) can be taken to be constant on unstable sets.

Firstly observe that if \( A \) is fiber bunched then there exists \( \tau < 1 \) and \( N \in \mathbb{N} \) such that
\[
\|A^N(x)\| \|A^N(x)^{-1}\|2^{-N\alpha} < \tau < 1.
\]
See the definition of holonomy in Sect. 2.2.

**Theorem 3.1** If \( A \) is an \( \alpha \)-Hölder, fiber bunched cocycle, then there exists \( 0 < \beta < \alpha \) such that \( A \) admits \( \beta \)-Hölder stable holonomies. Moreover, \( \beta \) depends on \( \|A\|, \alpha, \tau, \text{Lip}(T) \), so can be taken uniform on a \( C^0 \) neighborhood of \( A \).

**Proof** For \( x \in W^s_{\text{loc}}(y) \) define \( H^n_{x,y} = A^n(y)^{-1}A^n(x) \) by [9, Lemme 1.12] when \( n \) goes to infinity \( H^n_{x,y} \) converges to a linear map \( H^s_{x,y} \) that satisfies the first 3 properties on the definition of holonomies, so to prove that is a \( \beta \)-Hölder holonomy we are left to prove that it also satisfies the 4\textsuperscript{th} property.

Take \( x \in W^s_{\text{loc}}(y) \) and \( x' \in W^s_{\text{loc}}(y') \). By [9, Remarque 1.13] there exists \( C_1 > 0 \) such that
\[
\|H^s_{x,y} - H^s_{x',y'}\| \leq C_1 \tau^nd(x, y)^\alpha,
\]
so we get that for every \( n > 0 \)
\[
\|H^s_{x,y} - H^s_{x',y'}\| \leq \|H^s_{x,y} - H^s_{x^n,y^n}\| + 2C_1\tau^n. \tag{3.1}
\]

Now observe that
\[
\|H^s_{x,y} - H^s_{x^n,y^n}\| \leq \|A^n(y)^{-1}A^n(x) - A^n(x')\| + \|A^n\|A^n(y)^{-1} - A^n(y')^{-1}\|,
\]
and let \( L = \text{Lip}(T) \), we can estimate
\[
\|A^n(x) - A^n(x')\| \leq \|A\|^{n-1}\sum_{j=0}^{n-1}\|A(T^j(x)) - A(T^j(x'))\|
\leq \|A\|^{n-1}\left(\sum_{j=0}^{n-1}L^{\alpha j}\right)v_\alpha(A)\text{dist}(x, x')^{\alpha}
\leq \|A\|^{n-1}\frac{L^{(n+1)\alpha}}{L^\alpha - 1}v_\alpha(A)\text{dist}(x, x')^{\alpha}.
\]

Let \( K = \max\{\|A\|, \|A^{-1}\|\}^2L^{\alpha} \) and
\[
c = 2\max\{v_\alpha(A), v_\alpha(A^{-1})\}\frac{L^{\alpha}}{L^\alpha - 1},
\]

\( \mathbb{C} \) Springer
then we get \( \| (A^n)^{-1} \| A^n(x) - A^n(x') \leq cK^n \) dist\( (x, x')^\alpha \). We have an analogous inequality for \( \| A^n(y)^{-1} - A^n(y')^{-1} \| \), so from (3.1) we get

\[
\left\| H^s_{x,y} - H^s_{x',y'} \right\| \leq 2cK^n \max\{\text{dist}(x, x')^\alpha, \text{dist}(y, y')^\alpha\} + 2C_1 \tau^n. \tag{3.2}
\]

Without loose of generality assume that \( \text{dist}(y, y') \leq \text{dist}(x, x') \). Take any \( \gamma < \alpha \) and \( n \) such that

\[
\frac{\gamma - \alpha}{\log K} \log \text{dist}(x, x') - 1 < n \leq \frac{\gamma - \alpha}{\log K} \log \text{dist}(x, x').
\]

We get that

\[
cK^n \text{dist}(x, x')^\alpha + C_1 \tau^n \leq c \text{dist}(x, x')^\nu + C_1 \frac{\gamma - \alpha}{\log K} \log \text{dist}(x, x')^{-1}
\]

\[
= c \text{dist}(x, x')^\nu + C_1 e^{-1} \text{dist}(x, x') \frac{\gamma - \alpha}{\log K} \log \tau,
\]

taking \( \beta = \min\{\gamma, \frac{\gamma - \alpha}{\log K} \log \tau\} \) we have

\[
cK^n \text{dist}(x, x')^\alpha + C_1 \tau^n < (c + e^{-1}C_1) \text{dist}(x, x')^\beta.
\]

So we can conclude that

\[
\left\| H^s_{x,y} - H^s_{x',y'} \right\| \leq 2(c + C_1 e^{-1}) \max\{\text{dist}(x, x')^\beta, \text{dist}(y, y')^\beta\} \tag{3.3}
\]

\[\square\]

Now we are going to replace \( A \) by a cocycle conjugate to \( A \) that only depends on the negative part of the sequence, this construction was already made on [2], we explain it here for completeness.

**Proposition 3.1** Given \( A : X \to GL(d, \mathbb{R}) \), \( \alpha \)-Hölder continuous and fiber bunched, there exists \( A^- : X^- \to GL(d, \mathbb{R}) \) \( \beta \)-Hölder continuous, where \( 0 < \beta < \alpha \) depends on \( \alpha \), \( \| A \| \) and \( \tau \), such that \( A^\delta = A^- \circ P^- \) is conjugated to \( A \circ T^{-1} \). Moreover the conjugation is given by \( (x, v) \mapsto (x, H(x)v) \), where \( H : X \to GL(d, \mathbb{R}) \) is \( \beta \)-Hölder continuous, \( \| H \| \) and \( \| H^{-1} \| \) are uniformly bounded on a neighborhood of \( A \) and the map \( A \mapsto A^\delta \) is continuous on the uniform topology.

**Proof** For each \( i \in \Sigma \) fix \( p_i \in [i] \) and define \( \theta : X \to X \) as \( \theta(x) \) to be the unique point that belongs to \( W^s_{\text{loc}}(p_i) \cap W^u_{\text{loc}}(x) \) for \( x \in [i] \). Using the unstable holonomies define \( A^\delta : X \to GL(d, \mathbb{R}) \) as

\[
A^\delta(x) = H^u_{\theta(x)}A(T^{-1}x)H^u_{\theta(T^{-1}x),T^{-1}x} = H^u_{T(\theta(T^{-1}x)),\theta(x)}A(T^{-1}\theta(x)),
\]

then we have that \( A^\delta(x) \) only depend on the negative part of \( x \) so there exists \( A^- : X^- \to GL(d, \mathbb{R}) \) such that \( A^\delta = A^- \circ P^- \). Also \( A^\delta \) is conjugated to \( A \circ T^{-1} \) by the function \( (x, v) \mapsto (x, H^u_{\theta(T^{-1}x),T^{-1}x}v) \), so \( A^- \) has the same exponents as \( A \). Also fixing \( x, y \) the map \( A \mapsto H^u_{x,y} \) is continuous on the uniform topology, then \( A \mapsto A^\delta \) also is.

By Theorem 3.1 we have that \( A^- \) is \( \beta \)-Hölder. \[\square\]

From now on we assume that \( A \) is of the form \( A^- \circ P^- \).


4 Quasi-compact Markov operators

In this section we recall concepts like Markov operators, stationary measures and provide a sufficient criterion for the strong mixing property based on the quasi-compactness of the Markov operator and the classical theorem of Ionescu-Tulcea and Marinescu.

Definition 4.1 A stochastic dynamical system (SDS) on a compact metric space $\Gamma$ is any continuous mapping $K : \Gamma \to \text{Prob}(\Gamma)$, where the space $\text{Prob}(\Gamma)$ of Borel probability measures on $\Gamma$ is endowed with the weak-* topology.

What we call SDS here are the kernels of the Markov–Feller operators in Proposition 4.1 below, referred in [22] as Markov kernels, and usually referred to in the literature as probability transitions, see [41], or as random walks in [24].

A SDS $K : \Gamma \to \text{Prob}(\Gamma)$ can be recursively iterated as follows

$$K^{n} : \Gamma \to \text{Prob}(\Gamma), \quad K^{n}_x := \int_{\Gamma} K^{n-1}_y dK_x(y) \quad \text{for } n \geq 1, \ x \in \Gamma.$$ 

Proposition 4.1 Given a SDS $K : \Gamma \to \text{Prob}(\Gamma)$, the linear operator $Q_K : C^0(\Gamma) \to C^0(\Gamma)$ defined by $$(Q_K \phi)(x) := \int_{\Gamma} \phi(y) dK_x(y)$$ is positive, bounded (with norm $\leq 1$) and fixes the constant functions. Its adjoint $Q^* \mu$ leaves the convex set $\text{Prob}(\Gamma)$ invariant where $Q^* \mu = \int K_x d\mu(x)$.

Proof Straightforward. □

Definition 4.2 $Q_K$ is called the Markov operator of $K$. We call $K$-stationary measure any measure $\mu \in \text{Prob}(\Gamma)$ such that $Q^* \mu = \mu$.

The dynamics of the SDS is encapsulated by the operator $Q_K$. We have for instance that $Q_{K^n} = (Q_K)^n$ for all $n \in \mathbb{N}$.

Theorem 4.1 (Ionescu-Tulcea, Marinescu) Let $(\mathcal{E}_1, \|\cdot\|_1)$ and $(\mathcal{E}, \|\cdot\|)$ be complex Banach spaces, $\mathcal{E}_1 \subseteq \mathcal{E}$, and $Q : \mathcal{E} \to \mathcal{E}$ a linear operator such that:

1. $Q : \mathcal{E} \to \mathcal{E}$ is a bounded operator in $(\mathcal{E}, \|\cdot\|)$ with $\|Q\| \leq 1$.
2. If $\varphi_n \in \mathcal{E}_1$, $\varphi \in \mathcal{E}$, $\lim_{n \to \infty} \|\varphi_n - \varphi\| = 0$ and $\|\varphi_n\|_1 \leq C$ for all $n \in \mathbb{N}$ then $\varphi \in \mathcal{E}_1$ and $\|\varphi\|_1 \leq C$.
3. The inclusion $i : \mathcal{E}_1 \to \mathcal{E}$ is bounded and compact, i.e., for some constant $M < \infty$, $\|\varphi\| \leq M \|\varphi\|_1$ for all $\varphi \in \mathcal{E}_1$ and any bounded set in $(\mathcal{E}_1, \|\cdot\|_1)$ is relatively compact in $(\mathcal{E}, \|\cdot\|)$.
4. There exist $0 < \sigma < 1$, $n_0 \in \mathbb{N}$ and $C < \infty$ such that for all $\varphi \in \mathcal{E}_1$, $\|Q^{n_0} \varphi\|_1 \leq \sigma^{n_0} \|\varphi\|_1 + C \|\varphi\|$. 

Then $Q$ has a finite set $G$ of eigenvalues with finite multiplicity of absolute value 1 and the rest of the spectrum of $Q$ is a compact subset of the unit disk $\{z \in \mathbb{C} : |z| < 1\}$. Furthermore there exist bounded linear operators $\{L_\lambda : \mathcal{E}_1 \to \mathcal{E}_1\}_{\lambda \in G}$ and $N : \mathcal{E}_1 \to \mathcal{E}_1$ such that $Q^{n_0} = \sum_{\lambda \in G} \lambda^{n_0} L_\lambda + N$ and for all $\lambda \in G$:  

\[ Q^{n_0} = \sum_{\lambda \in G} \lambda^{n_0} L_\lambda + N \]
\( L_\lambda \circ L_{\lambda'} = 0 \), for \( \lambda, \lambda' \in G \) with \( \lambda \neq \lambda' \),

(2) \( L_\lambda \circ L_{\lambda} = L_\lambda \),

(3) \( L_\lambda \circ N = N \circ L_\lambda = 0 \),

(4) \( L_\lambda(\mathcal{E}_1) = \{ \varphi \in \mathcal{E}_1 : Q\varphi = \lambda \varphi \} \),

(5) \( N \) has spectral radius \(< 1 \).

**Proof** See [16, Theorem 7.1.1] or [27]. \( \square \)

**Remark 4.1** The conclusion of Theorem 4.1 is usually expressed saying that \( Q \) is a quasi-compact operator. This and other related results are widely used in the study of the statistical properties of various types of dynamical systems, where in general \( Q \) is an appropriately chosen Ruelle transfer operator, see for instance [20]. In our setting this result will be applied to certain Markov operators. We begin with a more abstract statement.

Let \((\Sigma, d)\) be a compact metric space with diameter \( \leq 1 \). Given \( 0 < \alpha \leq 1 \) define the seminorm \( v_\alpha : C^0(\Sigma) \to [0, +\infty] \)

\[
v_\alpha(\varphi) := \sup_{x \neq y} \frac{|\varphi(x) - \varphi(y)|}{d(x, y)^\alpha}
\]

and the norm \( \|\varphi\|_\alpha := v_\alpha(\varphi) + \|\varphi\|_\infty \). The space \((C^\alpha(\Sigma), \|\cdot\|_\alpha)\) of \( \alpha \)-Hölder continuous observables \( \varphi : \Sigma \to \mathbb{R} \) is a Banach algebra and vector lattice.

The SDS \( K \) determines the point-set map \( \Omega_K : \Sigma \to 2^\Sigma \), \( \Omega_K(x) := \bigcup_{n \geq 0} \text{supp}(K^nx) \).

**Theorem 4.2** Given \( \Sigma \) compact, \( \mu \in \text{Prob}(\Sigma) \) and \( K : \Sigma \to \text{Prob}(\Sigma) \) a SDS with Markov operator \( Q \), if

(1) \( \mu \) is a \( K \)-stationary measure;

(2) For every \( p \in \mathbb{N} \) and \( x \in \Sigma \), \( \text{supp}(\mu) \subseteq \Omega_{Kr}(x) \);

(3) There are constants \( 0 < \alpha \leq 1 \), \( n_0 \geq 1 \), \( C < \infty \) and \( 0 < \sigma < 1 \) such that for every \( \varphi \in C^\alpha(\Sigma) \),

\[
v_\alpha(Q^n\varphi) \leq \sigma^{n_0}v_\alpha(\varphi) + C\|\varphi\|_\infty
\]

then \( Q \) is strongly mixing on the space \( C^\alpha(\Sigma) \), i.e., there exists \( 0 < \sigma_0 < 1 \) such that for all \( \varphi \in C^\alpha(\Sigma) \) and some \( C_0 = C_0(\|\varphi\|_\alpha) < \infty \),

\[
\|Q^n\varphi - f \varphi \, d\mu\|_\infty \leq C_0 \sigma_0^n \quad \forall n \in \mathbb{N}.
\]

**Proof** Consider \((\mathcal{E}, \|\cdot\|) = (C^0(\Sigma), \|\cdot\|_\infty) \) and \((\mathcal{E}_1, \|\cdot\|_1) = (C^\alpha(\Sigma), \|\cdot\|_\alpha) \). Then the Markov operator \( Q : C^0(\Sigma) \to C^0(\Sigma) \) satisfies the hypothesis of Theorem 4.1 and, therefore, it is a quasi-compact operator.

Notice that assumption (1) of Theorem 4.1 holds because

\[
|(Q\varphi)(x)| \leq \int |\varphi(y)| \, dK_x(y) \leq \|\varphi\|_\infty.
\]

If \( \varphi_n \in C^\alpha(\Sigma) \), \( \varphi \in C^0(\Sigma) \), \( \lim_{n \to \infty} \|\varphi_n - \varphi\|_\infty = 0 \) and \( \|\varphi_n\|_\alpha \leq C \) for all \( n \in \mathbb{N} \) then taking the limit of the following inequalities

\[
\frac{|\varphi_n(x) - \varphi_n(y)|}{d(x, y)^\alpha} \leq C
\]

\( \square \) Springer
we get that $\|\varphi\|_\alpha \leq C$. In particular $\varphi$ is $\alpha$-Hölder continuous. This proves assumption (2) of Theorem 4.1.

The inclusion $i : C^\alpha(\Sigma) \to C^0(\Sigma)$ is a bounded linear operator because $\|\varphi\|_\infty \leq \|\varphi\|_\alpha$. It is a compact operator by Ascoli–Arzelá’s Theorem. Therefore, assumption (3) of Theorem 4.1 holds.

Finally the assumption (4) of Theorem 4.1 matches hypothesis (3) above. \hfill $\square$

**Lemma 4.2** Given $\varphi \in C^0(\Sigma)$, if $\varphi$ is real valued and $\varphi \leq Q^p\varphi$, for some $p \geq 1$, then $\varphi = c$ is constant on $\text{supp}(\mu)$ with $\varphi \leq c$ on $\Sigma$.

**Proof** We assume $p = 1$ and prove that if $\varphi \leq Q\varphi$ then $\varphi = c$ is constant on $\text{supp}(\mu)$ with $\varphi \leq c$ on $\Sigma$. For this we use assumption (2), which for $p = 1$ says that $\text{supp}(\mu) \subseteq \Omega_K(x)$ for all $x \in \Sigma$. The general case reduces to this fact applied to the operator $(Q^p\varphi)(x) := \int \varphi \, dK^p_x$, using instead that by (2) $\text{supp}(\mu) \subseteq \Omega_{K^n}(x)$.

By the Weierstrass principle there are points $x_0 \in \Sigma$ such that $\varphi(x_0) \geq \varphi(x)$ for all $x \in \Sigma$. Then

$$c = \varphi(x_0) \leq (Q\varphi)(x_0) = \int \varphi \, dK_{x_0} \leq c,$$

which implies that $\varphi(y) = c$ for all $y \in \text{supp}(K_{x_0})$. Assume next (induction hypothesis) that $\varphi(y) = c$ for every $y \in \text{supp}(K_{x_0}^n)$. Given $z \in \text{supp}(K_{x_0}^{n+1})$, we have $z \in \text{supp}(K_y)$ for some $y \in \text{supp}(K_{x_0}^{n+1})$.

By induction hypothesis, $\varphi(y) = c$, which by the previous argument implies that $\varphi(z) = c$. Hence, by induction, the function $\varphi$ is constant and equal to $c$ on $\Omega_K(x_0)$. Since by (1) $\text{supp}(\mu) \subseteq \Omega_K(x_0)$, it follows that $\varphi = c$ on $\text{supp}(\mu)$. On the other hand the inequality $\varphi(x) \leq \varphi(x_0) = c$ holds for all $x \in \Sigma$, by choice of $x_0$. \hfill $\square$

The following argument uses the notion of peripheral spectrum of $Q$. See Schaefer [36, Chap. V, §4 and §5].

Let $G := \text{spec}(Q) \cap \{\lambda \in \mathbb{C} : |\lambda| = 1\}$. By Theorem 4.1, $G$ is a finite set and there exists a direct sum decomposition into closed $Q$-invariant subspaces $C^\alpha(\Sigma) = F \oplus H$ such that $\dim(F) < \infty$, $\text{spec}(Q|_F) = G$ and $Q|_H$ has spectral radius $< 1$.

For each $\lambda \in G$ choose a (complex) eigenfunction $f_\lambda \in C^\alpha(\Sigma)$ such that $\|f_\lambda\|_\infty = 1$ and $Qf_\lambda = \lambda f_\lambda$. Since $|\lambda| = 1$, for all $x \in \Sigma$,

$$|f_\lambda(x)| = |\lambda| f_\lambda(x) = |(Qf_\lambda)(x)| \leq (Q|_{f_\lambda})(x),$$

which by Lemma 4.2 implies that $|f_\lambda|$ is constant and equal to $c = \|f_\lambda\|_\infty = 1$ on $\text{supp}(\mu)$. In particular, because $f_\lambda$ takes values in the unit circle a convexity argument implies $\lambda f_\lambda(x) = Q(f_\lambda)(x) = f_\lambda(y)$, for all $x \in \Sigma$ and $y \in \text{supp}(K_x)$. Thus, given $\lambda, \lambda' \in G$ and $x \in \Sigma$,

$$Q(f_\lambda f_{\lambda'})(x) = \int f_\lambda(y) f_{\lambda'}(y) \, dK_x(y) = (\lambda f_\lambda(x))(\lambda' f_{\lambda'}(x)) = (\lambda \lambda')(f_\lambda f_{\lambda'})(x).$$

This implies that $G$ is a group. In particular every eigenvalue $\lambda \in G$ is a root of unity. Assume now that there exists an eigenvalue $\lambda \in G$, $\lambda \neq 1$, with $\lambda^n = 1$ and consider the corresponding eigenfunction $f_\lambda$. Since $\lambda \neq 1$, $f_\lambda$ can not be constant. On the other hand, because $Qf_\lambda = \lambda f_\lambda$, $Q^n f_\lambda = \lambda^n f_\lambda = f_\lambda$, and applying Lemma 4.2 to the real and imaginary parts of $f_\lambda$ we conclude that $f_\lambda$ must be constant. Obviously $f_\lambda$ is constant on $\text{supp}(\mu)$, but more can be said. First, arguing as above $f_\lambda(x) = f_\lambda(y)$ for all $y \in \text{supp}(K_x)$.  

\(\diamond Springer\)
By induction, \( f_\lambda(x) = f_\lambda(y) \), for all \( y \in \text{supp}(K^n) \) and \( n \in \mathbb{N} \). Finally, by assumption (2), \( f_\lambda(x) = f_\lambda(y) \), for all \( x \in \Sigma \) and \( y \in \text{supp}(\mu) \). This proves that \( f_\lambda \) is globally constant. This contradiction proves that \( G = \{1\} \). Finally, Lemma 4.2 again implies that \( \lambda = 1 \) is a simple eigenvalue.

The previous considerations imply that \( F = \{\text{constant functions}\} \) and \( H = \{\varphi \in \mathcal{C}^a(\Sigma): \int \varphi d\mu = 0\} \), where the spectral radius of \( \mathcal{Q}_\mu \) is < 1. Hence there exist constants \( C_0 < \infty \) and \( 0 < \sigma_0 < 1 \) such that \( \|\mathcal{Q}^n\varphi\|_\alpha \leq C_0 \sigma_0^n \|\varphi\|_\alpha \) for all \( n \in \mathbb{N} \) and \( \varphi \in H \).

Finally, given \( \varphi \in \mathcal{C}^a(\Sigma) \),

\[
\|\mathcal{Q}^n\varphi - f \varphi d\mu\|_{\infty} \leq \|\mathcal{Q}^n\varphi - f \varphi d\mu\|_\alpha = \|\mathcal{Q}^n(\varphi - f \varphi d\mu)\|_\alpha \\
\leq C_0 \sigma_0^n \|\varphi - f \varphi d\mu\|_\alpha \leq C_0 (\|\varphi\|_\alpha + f |\varphi| d\mu) \sigma_0^n.
\]

\( \square \)

## 5 Base strong mixing

In this section we establish the strong mixing of the Markov operator associated to the base dynamics, and as a consequence, we prove an effective base large deviations type estimate, see Theorem 5.1.

Let \( X^- := \Sigma^{-[N]} \). Given \( x^- \in X^- \), we denote by \((x^-, i)\) the sequence obtained shifting \( x^- \) one place to the left and inserting the symbol \( i \) at position 0. This operation is an inverse branch of the right shift \( T_- \) on \( X^- \).

We make the interpretation \( X^- \equiv X/W^u_{\text{loc}} \), so that each point \( x^- \in X^- \) represents the local unstable manifold

\[
W^u_{x^-, x} := \{ x \in X : x^-_j = x_j, \forall j \leq 0 \}
\]

of any point \( x \in W^u_{x^-} \), i.e., \( W^u_{x^-} = W^u_{\text{loc}}(x) \forall x \in W^u_{x^-} \). From now on we will write \( W^u_{\text{loc}}(x^-) \) instead of \( W^u_{x^-} \).

The \((d - 1)\)-dimensional simplex in \( \mathbb{R}^d \) is denoted by

\[
\Delta^{d-1} := \left\{ (p_1, \ldots, p_d): p_j \geq 0, \sum_{j=1}^{d} p_j = 1 \right\}.
\]

The measure \( \mu \) determines \( p : X^- \rightarrow \Delta^{d-1} \) with components \( p = (p_1, \ldots, p_d) \) defined by

\[
p_i(x^-) := \mu^u_{x^-}(W^u_{x^-} \cap T^{-1}W^u_{(x^-),i})
\]

where \( \{\mu^u_{x^-}\}_{x^- \in X^-} \) stands for the disintegration of \( \mu \) over the partition \( \mathcal{P}^u := \{W^u_{x^-} : x^- \in X^-\} \).

**Definition 5.1** The set of admissible sequences in \( X \) is

\[
\mathcal{A} := \cap_{n \in \mathbb{Z}} T^{-n} \{ x \in X : p_{\lambda_1}(x^-) > 0 \}.
\]

Similarly, the set of admissible sequences in \( X^- \) is

\[
\mathcal{A}^- := \cap_{n \geq 0}(T_\cdot)^{-n} \{ x \in X : p_{\lambda_0}(T_\cdot(x)) > 0 \}
\]

where \( T_\cdot : X^- \rightarrow X^- \) denotes the right shift.
Remark 5.1 $P^-(A) \subseteq A^-$. 

**Proposition 5.1** The sets of admissible sequences $A$ and $A^-$ have full measure w.r.t. $\mu$ and $\mu^- := (P^-)_* \mu$, respectively.

**Proof** Straightforward. □

**Proposition 5.2** The assumptions on $\mu$ imply that $p : X^- \to \Delta^{d-1}$ is $\alpha$-Hölder continuous function for some $0 < \alpha \leq 1$.

**Proof** With the notation of Definition 2.1 we claim that on the cylinder $[i] := \{ y \in X : y_0 = i \}$, $\mu^-_x = \rho(x^{-}, \cdot) \mu_i^+$. For this we need to check that the family of measures $\mu^-_x := \sum_{i=1}^{\ell} \rho(x^{-}, \cdot) \mu_i^+$ satisfies for any bounded observable $\varphi : X \to \mathbb{R}$

$$
\int \varphi \, d\mu = \sum_{i=1}^{\ell} \int \varphi \, d\mu_{[i]} = \sum_{i=1}^{\ell} \int \varphi(x^{-}, x^+) \, d(h_{\ast} \mu_{[i]})(x^{-}, x^+)
$$

$$
= \sum_{i=1}^{\ell} \int \int \varphi(x^{-}, x^+) \, \rho(x^{-}, x^+) \, d\mu_i^{-}(x^{-}) \, d\mu_i^+(x^+)
$$

$$
= \sum_{i=1}^{\ell} \int \int \varphi(x^{-}, x^+) \, d(\rho(x^{-}, \cdot) \mu_i^{+})(x^+) \, d\mu_i^{−}(x^{-})
$$

$$
= \sum_{i=1}^{\ell} \int \int \varphi(x^{-}, x^+) \, d\mu_i^{-}(x^+) \, d\mu_i^{−}(x^{-})
$$

$$
= \sum_{i=1}^{\ell} \left( \int \varphi \, d\mu_i^{-} \right) \, d\mu_i^{−}(x^{-})
$$

$$
= \int \left( \int \varphi \, d\mu_i^{-} \right) \, d\mu^{-}(x^{-})
$$

the last equality because $\mu^- = (P^-)_* \left( \sum_{i=1}^{\ell} \mu_{[i]} \right) = \sum_{i=1}^{\ell} \mu_i^{-}$. Thus since

$$
p_i(x^{-}) = \mu_x^{-}((W_x^{-} \cap T^{-1} W_{(x^{-}, i)}) = \mu_x^{-}([i])
$$

$$
= \int \rho(x^{-}, x^+) \, d\mu_i^{+}(x^+)
$$

and $\rho$ is Hölder continuous, it follows that $p_i : X^- \to [0, +\infty)$ is Hölder continuous for all $i \in \{1, \ldots, \ell\}$. □

The space of sequences $X^{-}$ is a compact metric space when endowed with the distance $d : X^- \times X^- \to \mathbb{R}$, $d(x^{-}, y^{-}) := 2^\kappa(x^{-}, y^{-})$ where

$$
\kappa(x^{-}, y^{-}) := \min\{ n \in \mathbb{N} : x_{-n}^{-} \neq y_{-n}^{-} \},
$$

with the convention that $\min \emptyset = -\infty$. We define the SDS

$$
K : X^- \to \text{Prob}(X^-) \quad \text{by} \quad K_x^{-} := \sum_{j=1}^{\ell} p_i(x^-) \delta_{(x^{-}, i)} 
$$

(5.1)
which in turn determines the Markov operator \( Q : C^0(X^-) \to C^0(X^-) \),

\[
(Q\varphi)(x^-) = \sum_{i=1}^{\ell} p_i(x^-) \varphi((x^-, i)).
\]  

(5.2)

**Proposition 5.3** \( Q^* \mu^- = \mu^- \) is a stationary measure.

**Proof** Using the notation in the proof of Proposition 5.2, for any \( \varphi \in C^0(X^-) \),

\[
\int \varphi \, dQ^* \mu^- = \int (Q\varphi) \, d\mu^- = \sum_{i=1}^{\ell} \int p_i(x^-) \varphi((x^-, i)) \, d\mu^-(x^-)
\]

\[
= \sum_{i=1}^{\ell} \int \varphi((x^-, i)) \mu^-(\{i\}) \, d\mu^-(x^-)
\]

\[
= \sum_{i=1}^{\ell} \int \left( \int \varphi((x^-, i)) \mathbf{1}_{\{i\}}(y^+) \, d\mu^-(y^+) \right) \, d\mu^-(x^-)
\]

\[
= \int \int \varphi((x^-, y_1)) \, d\mu(x^-, y_1, y^+)
\]

\[
= \int \varphi \circ P_- \, d\mu = \int \varphi \, d\mu^-,
\]

which implies that \( Q^* \mu^- = \mu^- \). \( \square \)

We introduce a couple of seminorms and norms on \( C^0(X^-) \). For each \( k \in \mathbb{N} \) define \( v_k : C^0(X^-) \to [0, \infty] \),

\[
v_k(\varphi) := \sup \{|\varphi(x^-) - \varphi(y^-)| : x^-, y^- \in X^- \text{ s.t. } x^-_j = y^-_j, \forall j \geq -k\}.
\]

Given \( 0 < \alpha \leq 1 \), define \( v_\alpha : C^0(X^-) \to [0, \infty] \),

\[
v_\alpha(\varphi) := \sup \{2^k \alpha v_k(\varphi) : k \in \mathbb{Z}, k \geq 0\}.
\]

This function is a seminorm, also characterized by

\[
v_\alpha(\varphi) = \sup \left\{ \frac{|\varphi(x^-) - \varphi(y^-)|}{d(x^-, y^-)^\alpha} : x^-, y^- \in X^-, x^- \neq y^- \right\}.
\]

Denote by \( C^\alpha(X^-) \) the Banach space of \( \alpha \)-Hölder continuous functions \( \varphi : X^- \to \mathbb{C} \) endowed with the norm

\[
\|\varphi\|_\alpha := v_\alpha(\varphi) + \|\varphi\|_\infty.
\]

The space \( C^\alpha(X^-) \) with this norm is a Banach algebra, which means that \( \|1\|_\alpha = 1 \) and \( \|\varphi \psi\|_\alpha \leq \|\varphi\|_\alpha \|\psi\|_\alpha \).

**Proposition 5.4** Choose \( 0 < \alpha \leq 1 \) according to Proposition 5.2. Then for any \( \varphi \in C^\alpha(X^-) \),

\[
v_\alpha(Q^n\varphi) \leq 2^{-n\alpha} v_\alpha(\varphi) + \frac{v_\alpha(p)}{1 - 2^{-\alpha}} \|\varphi\|_\infty.
\]

**Proof** Assume \( x^-, y^- \in X^- \) with \( x^-_j = y^-_j, \forall j \geq -k \). Then for any \( i \in \{1, \ldots, \ell\} \) the first coordinates of the sequences \((x^-, i)\) and \((y^-, i)\) match up to order \( k + 1 \). Hence
\[
\left| (Q\varphi)(x^-) - (Q\varphi)(y^-) \right| \leq \sum_{i=1}^{\ell} \left| p_i(x^-) \varphi((x^-, i)) - p_i(y^-) \varphi((y^-, i)) \right|
\]
\[
\leq \sum_{i=1}^{\ell} p_i(x^-) \left| \varphi((x^-, i)) - \varphi((y^-, i)) \right|
\]
\[
+ \sum_{i=1}^{\ell} \left| p_i(x^-) - p_i(y^-) \right| \left| \varphi((y^-, i)) \right|
\]
\[
\leq v_{k+1}(\varphi) + v_k(p) \|\varphi\|_{\infty}.
\]
Thus, taking the supremum in \(x^-\) and \(y^-\) as above we get
\[
v_k(Q\varphi) \leq v_{k+1}(\varphi) + v_k(p) \|\varphi\|_{\infty}.
\]

Given \(k \in \mathbb{N}\) we now have
\[
2^{k\alpha} v_k(Q\varphi) \leq 2^{k\alpha} v_{k+1}(\varphi) + 2^{k\alpha} v_k(p) \|\varphi\|_{\infty}
\]
\[
\leq 2^{-\alpha} v_\alpha(\varphi) + v_\alpha(p) \|\varphi\|_{\infty}.
\]
Hence taking the supremum in \(k\)
\[
v_\alpha(Q\varphi) \leq 2^{-\alpha} v_\alpha(\varphi) + v_\alpha(p) \|\varphi\|_{\infty}.
\]
Finally by induction we get
\[
v_\alpha(Q^n\varphi) \leq 2^{-n\alpha} v_\alpha(\varphi) + (1 + 2^{-\alpha} + \cdots + 2^{-(n-1)\alpha}) v_\alpha(p) \|\varphi\|_{\infty}
\]
\[
\leq 2^{-n\alpha} v_\alpha(\varphi) + \frac{v_\alpha(p)}{1 - 2^{-\alpha}} \|\varphi\|_{\infty}.
\]

The operator \(Q\) is strongly mixing on \(C^\alpha(X^-)\).

**Proposition 5.5** Given \(0 < \alpha \leq 1\) according to Proposition 5.2, the Markov operator \(Q\) is strongly mixing on the space \(C^\alpha(X^-)\), i.e., there exists \(0 < \sigma_0 < 1\) such that for any \(\varphi \in C^\alpha(X^-)\) and some \(C_0 = C_0(\|\varphi\|_\alpha) < \infty\),
\[
\|Q^n\varphi - f \varphi \, d\mu^-\|_{\infty} \leq C_0 \sigma_0^n \quad \forall n \in \mathbb{N}.
\]

**Proof** Consider the Banach spaces
\[
(\mathcal{E}, \|\cdot\|) = (C(X^-), \|\cdot\|_{\infty}) \quad \text{and} \quad (\mathcal{E}_1, \|\cdot\|_1) = (C^\alpha(X^-), \|\cdot\|_\alpha).
\]
Since the Markov operator \(Q : C(X^-) \to C(X^-)\) satisfies the assumptions of Theorem 4.1 it is a quasi-compact operator. The strong mixing property will follow from Theorem 4.2 and we are reduced to check the hypothesis of this theorem. Notice that Proposition 5.3 implies hypothesis (1), while Proposition 5.4 implies hypothesis (3) of Theorem 4.2. We are left to check hypothesis (2). For any \(x^- \in X^-\) the set \(\Omega_K(x^-)\) contains
\[
\mathcal{A}(x^-) := \{(x^-, i_1, \ldots, i_n) : n \in \mathbb{N}, \forall k \leq n \quad p_{i_k}(x^-, i_1, \ldots, i_{k-1}) > 0\}
\]
which by the ergodicity of \((T_-, \mu^-)\) is dense in the full measure set of all admissible sequences (see Proposition 5.1). Therefore, \(\text{supp}(\mu^-) \subseteq \Omega_K(x^-)\). To check assumption (2) of Theorem 4.2 we still need to prove that \(\text{supp}(\mu^-) \subseteq \Omega_{K^p}(x^-)\) for every \(p \in \mathbb{N}\). This follows
because \((T_\-, \mu^-)\) is mixing and \((T_\theta, \mu^-)\) is ergodic. The expanding map \(T_\theta^0 : X^- \to X^-\) can be regarded as a one-step right shift on the space of sequences in the finite alphabet \(\{1, \ldots, \ell\}^\mathbb{N}\), while \(\mu^-\) is a \(T_\theta^0\)-invariant probability measure on \(X^-\) with local product structure. Therefore the same argument above proves that \(\text{supp}(\mu^-) \subseteq \Omega_{K\theta}(x^-)\).

\[\] **Theorem 5.1** Take the Hölder exponent \(\alpha > 0\) according to Proposition 5.2. Then there exist constants \(C < \infty\) and \(k > 0\) such that for all \(\psi \in C^\alpha(X)\) with \(\|\psi\|_\alpha \leq L\), \(0 < \varepsilon < 1\) and \(n \in \mathbb{N}\),

\[
\mu \left\{ x \in X : \frac{1}{n} \sum_{j=0}^{n-1} \psi(T^j x) - \int \psi \, d\mu \right\} > \varepsilon \right\} \leq C e^{-k L^{-1} \varepsilon^2 n}.
\]

**Proof** Let \(K : X^- \to \text{Prob}(X^-)\) be the SDS defined in (5.1) and consider its stationary measure \(\mu^- := (P^-)_\ast \mu\). Let \(X\) be the set of all triples \((K, \mu^-, \varphi)\) with \(\varphi \in C^\alpha(X^-)\). Defining the distance \(d((K, \mu^-, \varphi), (K, \mu^-, \psi)) := \|\varphi - \psi\|_{\alpha}\), the set \(X\) becomes a metric space. Consider the family of Banach algebras \((C^\alpha(X^-), \|\cdot\|_{\alpha})\), indexed in \(\alpha \in [0, 1]\). By [22, Proposition 5.10] this scale satisfies assumptions (B1)–(B7) in [22, Section 5.2.1], see also [29, §5]. The metric space of observed Markov systems \(X\) satisfies assumptions (A1)–(A4) in [22, Section 5.2.1]. Assumption (A1) holds trivially. Assumption (A2) follows from Proposition 5.5. Assumptions (A3) and (A4) hold easily (see the proof of [22, Proposition 5.15]).

Given any \(\varphi \in C^\alpha(X^-)\), by [22, Theorem 5.4] there exists a neighbourhood \(\mathcal{V} = B_\delta(\varphi)\) and there are positive constants \(C < \infty\), \(k\) and \(\varepsilon_0\), depending only on \(\|\varphi\|_{\alpha}\), such that for all \(0 < \varepsilon < \varepsilon_0\), \(\psi \in \mathcal{V}\) and \(n \in \mathbb{N}\),

\[
\mathbb{P} \left[ \frac{1}{n} S_n(\psi) - \mathbb{E}_{\mu^-}(\psi) \right] > \varepsilon \right\} \leq C e^{-k L^{-1} \varepsilon^2 n}, \tag{5.3}
\]

where \(\mathbb{P} \in \text{Prob}((X^-)^\mathbb{N})\) is any probability measure which makes the process \(\{e_n : (X^-)^\mathbb{N} \to X^-\}_{n \geq 0}\), \(e_n(x^-_j)_{j \geq 0} := x^-_n\), a stationary Markov process with transition stochastic kernel \(K\) and constant common distribution \(\mu^-\). The constraint \(\varepsilon < \varepsilon_0\) can be removed replacing the constant \(k\) by \(k' = k \varepsilon_0^2\) so that (5.3) holds for all \(0 < \varepsilon < 1\). The constants \(C, k\) and \(\delta > 0\) (size of the neighbourhood \(\mathcal{V}\)) depend basically on the mixing rate in Proposition 5.5 and the norm \(\|\varphi\|_{\alpha}\). Hence (5.3) holds with the same constants for all \(\psi \in C^\alpha(X^-)\) with \(\|\psi\|_{\alpha} \leq 1\).

More generally, given \(\psi \in C^\alpha(X^-)\) with \(\|\psi\|_{\alpha} \leq L\) and applying (5.3) with \(\psi = L^{-1} \varphi\) and \(\tilde{\varepsilon} = L^{-1} \varepsilon\), we get that (5.3) still holds with \(\tilde{\varepsilon}\) in place of \(\varepsilon\). This proves the the large deviation estimates in the Theorem’ statement but w.r.t. a probability \(\mathbb{P}\) on \((X^-)^\mathbb{N}\) as above.

Next consider the map \(\pi : X \to (X^-)^\mathbb{N}, \pi(x_j)_{j \in \mathbb{Z}} := \{x^-_n\}_{n \geq 0}\) where \(x^-_n = (x^-_{n+j})_{j \leq 0}\). This projection makes the following diagram commutative

\[
\begin{array}{ccc}
X & \xrightarrow{T} & X \\
\downarrow \pi & & \downarrow \pi \\
(X^-)^\mathbb{N} & \xrightarrow{T} & (X^-)^\mathbb{N}
\end{array}
\]

where the horizontal arrows stand for the left shift maps. Defining \(e : (X^-)^\mathbb{N} \to X^-\), \(e(x^-_n)_{n \geq 0} := x^-_0\), the above process \(\{e_n\}_{n \geq 0}\) is given by \(e_n = e \circ T^n\). The process \(\{e_n\}_{n \geq 0}\) becomes Markov with common distribution \(\mu^-\) for \(\mathbb{P} := \pi_* \mu\). In particular the previous large deviation estimates hold w.r.t. this probability, for all observables in \(C^\alpha(X^-)\). Given
ψ ∈ C^α(−X) we make the identification ψ ≡ ψ ◦ P_−, thus regarding ψ as a function on X. Since π : X → (−X)N preserves measure, for all ε > 0 and n ∈ N, if ||ψ||_α ≤ L,
\[
\mu \left\{ x ∈ X : \left| \frac{1}{n} \sum_{j=0}^{n-1} ψ(T^j x) - \int ψ \, dμ \right| > ε \right\} ≤ C e^{-k L^{-2} ε^2 n}. \tag{5.4}
\]
We have established the theorem for observables ψ ∈ C^α(−X), i.e., observables which do not depend on future coordinates.

For the general case the idea is that any observable ψ ∈ C^α(X) is co-homologous to another Hölder observable ψ− ∈ C^β(−X) for some 0 < β < α, and the large deviation estimates can be transferred over co-homologous observables.

Observables ψ ∈ C^α(X) can be regarded as (additive) 1-dimensional linear cocycles. In particular we can associate them stable and unstable holonomies. Next we outline the reduction procedure of Sect. 3 applied to observables. Given x, y ∈ X with y ∈ W^u_loc(x), we define
\[
h^u_ψ(x, y) := \sum_{n=1}^{∞} ψ(T^{-n} y) − ψ(T^{-n} x).
\]
Since ψ is Hölder continuous and y ∈ W^u_loc(x) this series converges geometrically. Given x, y, z ∈ X in the same local unstable manifold, the following properties hold, the last one if Ty ∈ W^u_loc(Tx):

(a) h^u_ψ(x, x) = 0,
(b) h^u_ψ(x, y) = −h^u_ψ(y, x),
(c) h^u_ψ(x, z) = h^u_ψ(x, y) + h^u_ψ(y, z),
(d) h^u_ψ(x, y) + ψ(y) = ψ(x) + h^u_ψ(Tx, Ty).

Using these properties and the map θ : X → X introduced in Sect. 3 we define ψ− : X → R by
\[
ψ−(x) := h^u_ψ(θ(T^{-1} x), T^{-1} x) + ψ(T^{-1} x) + h^u_ψ(x, θ(x)).
\]

By Theorem 3.1, the map θ : X → X is also Hölder, which implies that x ↦ h^u_ψ(x, θ(x)) is β-Hölder for some 0 < β < α. Therefore ψ− ∈ C^β(X). For the sake of simplicity we assume that with the same parameters C and k, the bound (5.4) holds for observables in C^β(X).

Using the holonomy properties above,
\[
ψ−(x) = h^u_ψ(θ(T^{-1} x), T^{-1} x) + ψ(T^{-1} x) + h^u_ψ(x, θ(x))
\]
\[
= h^u_ψ(θ(T^{-1} x), T^{-1} x) + h^u_ψ(T^{-1} x, T^{-1} θ(x)) + ψ(T^{-1} θ(x))
\]
\[
= h^u_ψ(θ(T^{-1} x), T^{-1} θ(x)) + ψ(T^{-1} θ(x))
\]
which shows that ψ− does not depend on future coordinates.

Finally we have
\[
ψ−(x) − ψ(T^{-1} x) = h^u_ψ(θ(T^{-1} x), T^{-1} x) + h^u_ψ(x, θ(x))
\]
\[
= h^u_ψ(x, θ(x)) − h^u_ψ(T^{-1} x, θ(T^{-1} x))
\]
\[
= η(x) − η(T^{-1} x)
\]
with \( \eta(x) := h^\psi(x, \theta(x)) \). This allows us to transfer over the large deviation estimates from \( \psi^- \) to \( \psi \).

\[ \square \]

**Remark 5.2** A similar result was also recently obtained in [3], see Theorem 3.1. Our version of the large deviations is much more effective: the rate of exponential decay of the deviations measure is explicitly determined by a bound on the \( \alpha \)-norm of the observable, and so it does not depend on the observable per se.

We note that the version of the base large deviations in [3], together with the fiber large deviations we derive Sect. 7 would be enough for obtaining our final Hölder continuity result. However, both the fiber and the base large deviations in this paper follow from the same general scheme, the strong mixing of a certain Markov operator.

### 6 Fiber strong mixing

In this section we establish the strong mixing of the Markov operator associated to the projective cocycle.

Consider the space of sequences \( X^- \) introduced at the beginning of Sect. 2 and let \( A : X^- \to \text{GL}(d; \mathbb{R}) \) be an \( \alpha \)-Hölder continuous function.

This function determines an invertible cocycle \( F : X \times \mathbb{R}^d \to X \times \mathbb{R}^d \), \( F(x, v) := (Tx, A(x)v) \), where \( A(x) \) is short notation for \( A(P_-(x)) = A(x^-) \).

Assume that this cocycle satisfies the twisting and pinching condition (see Definition 2.2), which in particular, by [8] will imply that there is a gap between the Lyapunov exponents \( L_1(A, \mu) > L_2(A, \mu) \).

We define the SDS, \( K : X^- \times \mathbb{P}(\mathbb{R}^d) \to \text{Prob}(X^- \times \mathbb{P}(\mathbb{R}^d)) \),

\[
K_{x^-}(\hat{p}) := \sum_{i=1}^\ell p_i(x^-) \delta_{((x^-), \hat{A}(x^-) \hat{p})}.
\]

This determines the operator \( Q : C^0(X^- \times \mathbb{P}(\mathbb{R}^d)) \to C^0(X^- \times \mathbb{P}(\mathbb{R}^d)) \),

\[
(Q\phi)(x^-) \hat{p} = \sum_{i=1}^\ell p_i(x^-) \varphi((x^-), i, \hat{A}(x^-) \hat{p})
\]

Here \( \hat{A}(x^-) \) stands for the projective map induced by \( A(x^-) \in \text{GL}(d, \mathbb{R}) \).

By the pinching and twisting assumption combined with the Oseledets theorem there exists an \( F \)-invariant measurable decomposition \( \mathbb{R}^d = E^u(x) \oplus E^s(x) \), where \( E^u(x) \) is the Oseledets subspace corresponding to the largest Lyapunov exponent and \( E^s(x) \) is the sum of the subspaces corresponding to lower Lyapunov exponents. More precisely we set

\[
E^u(x) := \left\{ v \in \mathbb{R}^d : \lim_{n \to +\infty} \frac{1}{n} \log \| A^{-n}(x)v \| = -L_1(A, \mu) \right\},
\]

\[
E^s(x) := \left\{ v \in \mathbb{R}^d : \lim_{n \to +\infty} \frac{1}{n} \log \| A^n(x)v \| < L_1(A, \mu) \right\}.
\]

We say that a point \( x \in X \) is a \( u \)-regular point, in the sense of Oseledet, if for any \( v \in \mathbb{R}^d \) the limit in (6.2) exists and \( E^u(x) \) is a 1-dimensional subspace. We say that \( x \in X \) is a \( s \)-regular point if for any \( v \in \mathbb{R}^d \) the limit in (6.3) exists and \( E^s(x) \) is a codimension 1 subspace. Finally we say that \( x \) is a regular point if it is both \( u \)-regular, \( s \)-regular and \( \mathbb{R}^d = E^u(x) \oplus E^s(x) \).
Denote by $\mathcal{O}^u$, $\mathcal{O}^s$ and $\mathcal{O}$ the (full measure) sets of all $u$-regular, $s$-regular and regular points, respectively.

**Proposition 6.1** Given $y \in W^u_{loc}(x)$

1. $x \in \mathcal{O}^u \iff y \in \mathcal{O}^u$;
2. $x \in \mathcal{O}^u$ or $y \in \mathcal{O}^u \Rightarrow E^u(x) = E^s(y)$

Similarly, given $y \in W^s_{loc}(x)$

1. $x \in \mathcal{O}^s \iff y \in \mathcal{O}^s$;
2. $x \in \mathcal{O}^s$ or $y \in \mathcal{O}^s \Rightarrow H^s_{x,y} E^s(x) = E^s(y)$.

**Proof** Since $A$ factors through $P_-$, any negative power of $A$

$$A^{-n}(x) = A(T^{-n}x)^{-1} \cdots A(T^{-2}x)^{-1} A(T^{-1}x)^{-1}$$

is constant along $W^u_{loc}(x)$. Hence $A^{-n}(y) = A^{-n}(x)$ for all $n \in \mathbb{N}$, and items (1) and (2) follow.

Items (3) and (4) follow from the holonomy relation

$$A^h(y) = H^s_{T_{x,y}, T_{x,y}} A^u(x) H^s_{x,y} \quad \forall n \geq 0 \quad \forall y \in W^s_{loc}(x)$$

and the fact that the holonomies $H^s_{x,y}$ are uniformly bounded. \hfill \Box

Because of the previous proposition we can write $E^u(x^-)$ instead of $E^u(x)$. Let us denote by $m^- \in \text{Prob}(X^- \times \mathbb{P}(\mathbb{R}^d))$ the measure which admits the disintegration $\{m_{x^-} := \delta_{E^u(x^-)} : x^- \in X^-\}$, over the canonical projection $\pi : X^- \times \mathbb{P}(\mathbb{R}^d) \to X^-.$

**Proposition 6.2** The operator $Q$ admits the stationary measure $m^-.$

**Proof** Let $Q^*$ be the adjoint of $Q$ on $C^0(X^- \times \mathbb{P}(\mathbb{R}^d))$. Denote by $e_\mu(x^-)$ the projective point that represents the Oseledec’s direction $E^u(x^-).$ Using the notation of the proof of Proposition 5.2, for any $\varphi \in C^0(X^- \times \mathbb{P}(\mathbb{R}^d))$ we have

$$\int \varphi \, dQ^*m^- = \int (Q\varphi) \, dm^-$$

$$= \int \sum_{i=1}^\ell p_i(x^-) \varphi((x^-), i, \hat{\Lambda}(x^-) \hat{p}) \, dm^-(x^-, \hat{p})$$

$$= \sum_{i=1}^\ell \int p_i(x^-) \varphi((x^-), i, \hat{\Lambda}(x^-) e_\mu(x^-)) \, d\mu^-(x^-)$$

$$= \sum_{i=1}^\ell \int p_i(x^-) \varphi((x^-), i, e_\mu(x^-), i) \, d\mu^-(x^-)$$

$$= \sum_{i=1}^\ell \int \varphi((x^-), i, e_\mu(x^-), i) \, \mu^u_{x^-}([i]) \, d\mu^-(x^-)$$

$$= \sum_{i=1}^\ell \left(\int \varphi((x^-), i, e_\mu(x^-), i) \mathbf{1}_{[i]}(y^+) \, d\mu^u_{x^-}(y^+)\right) \, d\mu^-(x^-)$$

$$= \iint \varphi((x^-, y_1), e_\mu(x^-, y_1)) \, d\mu(x^-, y_1, y^+)$$
Since \( \varphi \) is arbitrary, this implies that \( Q^* m^- = m^- \).

The projective distance \( \delta: \mathbb{P}(\mathbb{R}^d) \times \mathbb{P}(\mathbb{R}^d) \to [0, 1] \) is defined by

\[
\delta(\hat{p}, \hat{q}) := ||p \wedge q|| = |\sin \angle(p, q)|.
\]

We consider several seminorms on the space \( C^0(X^- \times \mathbb{P}(\mathbb{R}^d)) \).

Define \( v_\alpha^C: C^0(X^- \times \mathbb{P}(\mathbb{R}^d)) \to [0, \infty] \) by

\[
v_\alpha^C(\varphi) := \sup_{x^- \in X^-} \sup_{\hat{p} \neq \hat{q}} \frac{|\varphi(x^-, \hat{p}) - \varphi(x^-, \hat{q})|}{\delta(\hat{p}, \hat{q})^\alpha}.
\]

Define \( v_\alpha^X: C^0(X^- \times \mathbb{P}(\mathbb{R}^d)) \to [0, \infty] \) by

\[
v_\alpha^X(\varphi) := \sup_{\hat{p} \in \mathbb{P}(\mathbb{R}^d)} \sup_{x^- \neq y^-} \frac{|\varphi(x^-, \hat{p}) - \varphi(y^-, \hat{p})|}{d(x^-, y^-)^\alpha}.
\]

Define also \( v_\alpha: C^0(X^- \times \mathbb{P}(\mathbb{R}^d)) \to [0, \infty] \) by

\[
v_\alpha(\varphi) := v_\alpha^C(\varphi) + v_\alpha^X(\varphi).
\]

Finally denote by \( C^\alpha(X^- \times \mathbb{P}(\mathbb{R}^d)) \) the Banach space of continuous functions \( \varphi: X^- \to \mathbb{C} \) such that \( v_\alpha(\varphi) < \infty \), i.e., \( \alpha \)-Hölder continuous observables, endowed with the norm

\[
\|\varphi\|_{\alpha} := v_\alpha(\varphi) + \|\varphi\|_{\infty}.
\]

**Proposition 6.3** Given \( x^- \in X^- \) and \( \hat{p} \in \mathbb{P}(\mathbb{R}^d) \) for \( \mu^-_x \) almost every \( x \in W^u_{\text{loc}}(x^-) \)

\[
\lim_{n \to \infty} \frac{1}{n} \log \left\| A^u(x) \right\|_p = L_1(A, \mu).
\]

Moreover

\[
\lim_{n \to \infty} \frac{1}{n} \int_{W^u_{\text{loc}}(x^-)} \log \left\| A^u(x) \right\|_p \ d\mu^-_x(x) = L_1(A, \mu).
\]

with uniform convergence in \((x^-, \hat{p}) \in X^- \times \mathbb{P}(\mathbb{R}^d)\).

**Proof** Fix some cylinder \( [i] := \{y^- \in X^- : y_0 = i\} \) and \( x^- \in [i] \) such that \( \mu^-_x \) almost every \( x \in W^u_{\text{loc}}(x^-) \) belongs to the set \( \emptyset \) where Oseledet’s theorem holds and let \( \emptyset_x := \emptyset \cap W^u_{\text{loc}}(x^-) \).

Given \( y^- \in [i] \), for each \( x \in W^u_{\text{loc}}(x^-) \) define \( h^s_{y^-}(x) \) as the unique point of \( W^s_{\text{loc}}(x) \cap W^u_{\text{loc}}(y^-) \), define \( \emptyset_{y^-} := h^s_{y^-}(\emptyset_x) \). Because \( \mu \) has a product structure we get that \( \mu^-_{y^-}(\emptyset_{y^-}) = 1 \).

By Proposition 6.1, \( \emptyset_{y^-} \subseteq \emptyset^s \cap W^u_{\text{loc}}(y^-) \) and \( E^s(y) = H^s_{1,y} E^s(x) \) for every \( y \in \emptyset_{y^-} \). Let \( \text{Grass}(d-1) \) be the Grassmanian space of \( d-1 \) dimensional subspaces of \( \mathbb{R}^d \). Given \( \hat{p} \in \mathbb{P}(\mathbb{R}^d) \) consider the hyperplane section defined by \( V_{\hat{p}} := \{E \in \text{Grass}(d-1) : p \in E\} \).

Define a family of measures on \( \text{Grass}(d-1) \) as \( m^s_x := \int_{V_{\hat{p}}} \ d\mu^u_{y^-}. \) Next define a measure \( m^s \) on \( X^- \times \text{Grass}(d-1) \) by \( m^s := \int_{X^-} m^s_x \ d\mu^- (y^-) \), this is the projection of the s-state
defined on $X \times \text{Grass}(d - 1)$ by the disintegration $\delta_{E_T^y}$. By [2, Proposition 4.4], applied to $s$-states instead of $u$-states, we get that $y^- \mapsto m^s_{y^-}$ is continuous. Moreover, using the pinching and twisting assumption by [2, Proposition 5.1] every hyperplane section $V$ has $m^s_{y^-}(V) = 0$.

Now take any $\hat{p} \in \mathbb{P}(\mathbb{R}^d)$, by the previous observation we have that $m^s_{y^-}(V_{\hat{p}}) = 0$, which is equivalent to

$$
\mu^u_{y^-}\{y \in W^u_{\text{loc}}(y^-) : p \notin E_{\hat{p}}^s\} = 1,
$$

so we get that for $\mu^u_{y^-}$ almost every $y$, $\lim_{n \to \infty} \frac{1}{n} \log \|A^n(y) p\| = L_1(A, \mu)$.

Second step: Uniform convergence. We will make use of the co-norm of a matrix $g \in \text{GL}(d, \mathbb{R})$, defined by $m(g) := \min_{\|x\| = 1} \|g x\|$. This quantity can also be characterized by $m(g) = \|g^{-1}\|^{-1}$.

The proof goes by contradiction. Assume there are sequences, which we can always assume to be convergent, $\hat{p}_n \to \hat{p}$ in $\mathbb{P}(\mathbb{R}^d)$ and $x_n^- \to x^-$ in $X^-$ such that

$$
\limsup_{n \to \infty} \frac{1}{n} \int_{W^u_{\text{loc}}(x_n^-)} \log \|A^n(x) p_n\| d\mu^u_{x_n^-}(x) < L_1(A, \mu).
$$

For each $x \in W^u_{\text{loc}}(x^-)$ let $h_n(x) = h^s_{x^-}(x)$ be the intersection of $W^u_{\text{loc}}(x^-)$ with $W^s_{\text{loc}}(x)$, so we get

$$
A^n(h_n(x)) = H^s_{T^n(x),T^n(h_n(x))} A^n(x) H^s_{h_n(x),x}.
$$

Then we have

$$
\left\|A^n(x) H^s_{h_n(x),x} p_n \right\| m(H^s_{T^n(x),T^n(h_n(x))}) \leq \left\|A^n(h_n(x)) p_n\right\|
\leq \left\|A^n(x) H^s_{h_n(x),x} p_n \right\| \left\|H^s_{T^n(x),T^n(h_n(x))}\right\|.
$$

(6.4)

Observe that $m(H^s_{T^n(x),T^n(h_n(x))})$ and $\left\|H^s_{T^n(x),T^n(h_n(x))}\right\|$ converge uniformly to 1 when $n \to \infty$, so for $n$ large enough and for every $x \in W^u_{\text{loc}}(x^-)$ we get

$$
\frac{1}{2} \left\|A^n(x) H^s_{h_n(x),x} p_n\right\| \leq \left\|A^n(h_n(x)) p_n\right\| \leq 2 \left\|A^n(x) H^s_{h_n(x),x} p_n\right\|.
$$

Let $Jh_n$ be the Jacobian of $h_n$ from the measure $\mu^u_{x^-}$ to $\mu^u_{x_n^-}$. By the local product assumption, $\mu = \rho(\mu^- \times \mu^+)\begin{pmatrix} x^- \\ \cdot \end{pmatrix}$ and so $\mu^u_{x^-} = \rho(x^-, \cdot) \mu^+$. Then as $\rho$ is continuous we get that $Jh_n$ converges uniformly to 1 when $n \to \infty$.

By (6.4) we have that

$$
\limsup_{n \to \infty} \frac{1}{n} \int_{W^u_{\text{loc}}(x^-)} \log \|A^n(x) p_n\| d\mu^u_{x_n^-}(x)
= \limsup_{n \to \infty} \frac{1}{n} \int_{W^u_{\text{loc}}(x^-)} \log \left\|A^n(x) H^s_{h_n(x),x} p_n \right\| d\mu^u_{x_n^-}(x).
$$

We have that $H^s_{h_n(x),x} p_n$ converges to $p$ uniformly on $x$, also we have that $\mu^u_{x^-}(\{x : p \in E^s_{\hat{p}}\}) = 0$ so for any $\delta > 0$ we can find $n_0$ and $S_\delta \subset W^u_{\text{loc}}(x^-)$, with $\mu^u_{x^-}(S_\delta) > 1 - \delta$, such that dist$(H^s_{h_n(x),x} p_n, E^s_{\hat{p}}) > \delta$ for every $x \in S_\delta$ and $n \geq n_0$.

For any $x \in S_\delta \cap x^-$ and any $\hat{v} \in \mathbb{P}(\mathbb{R}^d)$ such that dist$(v, E^s_{\hat{p}}) > \delta$ we have that $\lim_{n \to \infty} \frac{1}{n} \log \|A^n(x) v\| = L_1(A, \mu)$, moreover this convergence is uniform on the set $\{\hat{v} \in \mathbb{P}(\mathbb{R}^d) : \text{dist}(v, E^s_{\hat{p}}) > \delta\}$. 

 Springer
So we conclude that

$$\limsup_{n \to \infty} \frac{1}{n} \int_{W_{h_n}(x_\infty)} \log \| A^n(x) H_n(x) \| p_n \| J h_n(x) d \mu_{x_\infty}(x) \geq L_1(A, \mu)(1 - \delta) - \log \| A \| \delta.$$ 

As $$\delta$$ can be taken arbitrarily small we get a contradiction. \(\square\)

**Proposition 6.4** Let $$a = T^q(a)$$ be a periodic point of $$T$$ such that $$A^q(a)$$ has eigenvalues with multiplicity one and distinct absolute values. Given $$z \in W^s(a)$$ and $$\hat{v} \in \mathbb{P}(\mathbb{R}^d)$$, the sequence $$\hat{A}^{mq}(z) \hat{v}$$ converges to an eigen-direction of $$A^q(a)$$ in $$\mathbb{P}(\mathbb{R}^d)$$.

**Proof** Choosing $$z' = T^{lq}(z) \in W^s_{loc}(a)$$ for some $$l \geq 0$$, by characterization of the stable holonomies in Sect. 2 we have

$$H^s_{T^{(n-l)q}(z'), a} A^{(n-l)q}(z') = A^{(n-l)q}(a) H^s_{z', a},$$

which implies that

$$H^s_{mq(z), a} A^{mq}(z) = A^q(a)^{n-l} H^s_{z', a} A^{lq}(z).$$

Thus, since $$H^s_{mq(z), a} \to I$$, setting $$\hat{v}' := \hat{H}^s_{z', a} \hat{A}^{lq}(z) \hat{v}$$,

$$\text{dist}(\hat{A}^{mq}(z) \hat{v}, A^q(a)^{n-l} \hat{v}') \to 0 \ \text{in} \ \mathbb{P}(\mathbb{R}^d).$$

Finally, because $$A^q(a)$$ has eigenvalues with multiplicity one and distinct absolute values, the sequence $$A^q(a)^{n-l} \hat{v}'$$ converges to the eigen-direction associated with the eigenvalue of largest absolute value in the spectral decomposition of a non-zero vector $$v'$$ aligned with $$\hat{v}'$$. \(\square\)

**Proposition 6.5** If $$A : X \to GL(d, \mathbb{R})$$ satisfies the pinching and twisting (see Definition 2.2) for some homoclinic points $$z \in W^u_{loc}(a)$$ and $$z' = T^l z \in W^s_{loc}(a)$$ then it also satisfies this condition with $$z_k = T^{-kq} z$$ and $$z'_m = T^{l+mq} z$$ for all $$k, m \in \mathbb{N}$$.

**Proof** Using the holonomy relations in Sect. 2

$$A^{mq}(y) H_{x, y}^s = H_{T^{mq} x, T^{mq} y}^s A^{mq}(x) \quad \text{and} \quad H_{x, y}^u A^{kq}(T^{-kq} x) = A^{kq}(T^{-kq} y) H_{T^{-kq} x, T^{-kq} y}^u,$$

we obtain

$$\psi_{a, z_k, z'_m} = A^{mq}(a) \psi_{a, z, z'} A^{kq}(a). \quad (6.5)$$

The conclusion follows because the subspaces span$$\{e_j; j \in J\}$$ in item (t) of Definition 2.2 are $$A^q(a)$$-invariant. \(\square\)

**Proposition 6.6** For any $$p \geq 1$$ and $$(x^-, \hat{v}) \in X^- \times \mathbb{P}(\mathbb{R}^d),$$

$$\text{supp}(m^-) \subseteq \Omega_{K^p}(x^-, \hat{v}).$$

**Proof** By continuity it is enough to check this identity for a dense set of pairs $$(x^-, \hat{v}) \in \text{supp}(m^-)$$. Hence we can assume that $$x^-$$ is an admissible sequence. Recalling (4.1), the set $$\Omega_{K^p}(x^-, \hat{v})$$ is the topological closure of the set of all pairs

$$(x^-, i_0, \ldots, i_{n-1}), \hat{A}_n(x^-, i_0, \ldots, i_{n-1}) \hat{v})$$
where \( n \) is a multiple of \( p, i_1, \ldots, i_{n-1} \in \{1, \ldots, \ell\}, (x^-, i_0, \ldots, i_{n-1}) \) is an admissible sequence and

\[
A_n(x^-, i_0, \ldots, i_{n-1}) := A(x^-, i_0, \ldots, i_{n-1}) \ldots A(x^-, i_0) A(x^-).
\]

Consider a periodic point \( a = T^q(a) \) and associated homoclinic points \( z \in W^s(a) \cap W^u(a) \) and \( z' = T^l(z) \) satisfying the pinching and twisting condition of Definition 2.2.

We break the proof in three steps:

**Step 1:** \( (y^-, \hat{\omega}) \in \Omega_{K^P}(x^-, \hat{\nu}) \Rightarrow \Omega_{K^P}(y^-, \hat{\omega}) \subseteq \Omega_{K^P}(x^-, \hat{\nu}). \)

This follows by continuity of the map \( x^- \mapsto A_n(x^-, i_0, \ldots, i_{n-1}). \) For the next step, let \( \{e_1, \ldots, e_d\} \) be an eigen-basis of \( A^q(a) \) respectively associated with eigenvalues \( \lambda_1, \ldots, \lambda_d \) ordered in a way that \( |\lambda_i| > \cdots > |\lambda_1| \).

**Step 2:** \( (a^-, \hat{\nu}_i) \in \Omega_{K^P}(x^-, \hat{\nu}). \)

Take \( x \in W^s(a) \) admissible such that \( x_j = x_j^-, \forall j \geq 1. \) By Proposition 6.4 \( \hat{\Lambda}^{npq}(x) \hat{\nu} \) converges to \( \hat{\nu}_i \) for some \( i = 1, \ldots, d. \) Since

\[
(P_- (T^{npq}(x)), \hat{\Lambda}^{npq}(x) \hat{\nu}) \in \Omega_{K^P}(x^-, \hat{\nu}), \quad \forall n \in \mathbb{N}
\]

taking the limit as \( n \to \infty \) we get \( (a^-, \hat{\nu}_i) \in \Omega_{K^P}(x^-, \hat{\nu}). \) By Step 1 it is now enough to prove that \( (a^-, \hat{\nu}_i) \in \Omega_{K^P}(a^-, \hat{\nu}_i). \) Because of Proposition 6.5 we can replace \( z \) by another point in the same orbit, still satisfying the pinching and twisting, and such that \( z'' = a^-. \) We can also assume that \( l = kq, i.e., z'' = T^{kq}(z) \) for some \( k \geq 1. \) By the twisting condition \( \psi_{a,z,z'}(e_i) \) is transversal to span\( \{e_2, \ldots, e_d\}. \) Defining \( z_n := T^{npq+kq}(z) = T^{npq}(z') \) we have

\[
(z_n^-, \hat{\Lambda}^{(n+k)q}(z) \hat{\nu}_i) \in \Omega_{K^P}(a^-, \hat{\nu}_i), \quad \forall n \in \mathbb{N}.
\]

Finally using that \( H^{S, \alpha}_{z_n,a} \to I, \) relation (6.5) and that the spectral decomposition of \( \psi_{a,z,z'}(e_i) \) has a non zero component along \( e_1, \)

\[
\lim_{n \to \infty} \hat{\Lambda}^{(n+k)q}(z) \hat{\nu}_i = \lim_{n \to \infty} \hat{\psi}_{a,z,z'}(e_i) = \hat{\nu}_i,
\]

which proves that \( (a^-, \hat{\nu}_i) \in \Omega_{K^P}(a^-, \hat{\nu}_i). \)

**Step 3:** \( (y^-, \hat{\omega}(y^-)) \in \Omega_{K^P}(a^-, \hat{\nu}_i), \) where \( y^- \) is a \( u \)-regular admissible sequence in \( W^u(a), \) and \( \hat{\omega}(y^-) \) represents the Oseledets unstable direction \( E^u(y^-) \) associated to the largest Lyapunov exponent.

Take \( y \in X \) such that \( P_-(y) = y^- \). Because \( y \in W^u(a), \) we have \( P_-(T^{-npq}(y)) = a^-, \) for all large \( n \in \mathbb{N}. \) Therefore, using the invariance of the Oseledets direction \( \hat{\omega}_u, \)

\[
(y^-, \hat{\omega}(y^-)) \in \Omega_{K^P}(P_-(T^{-npq}(y)), \hat{\omega}(P_-(T^{-npq}(y)))) = \Omega_{K^P}(a^-, \hat{\omega}(a^-)) = \Omega_{K^P}(a^-, \hat{\nu}_i).
\]

To finish combine the conclusions of steps 2 and 3, and use the fact proved in Step 1 to derive that \( (y^-, \hat{\omega}(y^-)) \in \Omega_{K^P}(x^-, \hat{\nu}) \) for every \( u \)-regular admissible sequence \( y^- \) in \( W^u(a). \) Since these points are dense in \( \text{supp}(m^-) \) it follows that \( \text{supp}(m^-) \subseteq \Omega_{K^P}(x^-, \hat{\nu}). \)

\[\square\]

**Definition 6.1** Define for each \( 0 < \alpha \leq 1 \) and \( n \in \mathbb{N}, \)

\[
\kappa_{\alpha}(A^n, \mu) := \sup_{x^- \in X^-} \sup_{\hat{\nu} \neq \hat{\nu}'} \sum_{i_1=1}^{\ell} \cdots \sum_{i_n=1}^{\ell} p_{i_1} \cdots p_{i_n} \left( \frac{d(A_{i_1,\ldots,i_n} \hat{\nu}, A_{i_1,\ldots,i_n} \hat{\nu}')}{d(\hat{\nu}, \hat{\nu}')} \right)^\alpha.
\]

\( \sum \)
where $A_{i_1,\ldots,i_n} := A(x_{n-1}^-) \cdots \hat{A}(x_0^-)$, $x_n^- := x^-$, $x_j^- := (x_{j-1}^-,i_j)$ and $p_{i_j} := p_{i_j}(x_{j-1}^-)$ for $j = 1,\ldots,n$.

**Lemma 6.7** For any $\varphi \in C^0(X^- \times \mathbb{P}(\mathbb{R}^d))$, 
\[ v^\varphi_\alpha(Q^n \varphi) \leq \kappa_\alpha(A^n,\mu) v^\varphi_\alpha(\varphi). \]

**Proof** Using the above notation 
\[ (Q^n \varphi)(x^-,\hat{\varphi}) = \sum_{i_1=1}^{\ell} \cdots \sum_{i_n=1}^{\ell} p_{i_1} \cdots p_{i_n} \varphi(x^-_n,\hat{A}(x_{n-1}^-) \cdots \hat{A}(x_0^-) \hat{\varphi}) \]
and hence 
\[ |(Q^n \varphi)(x^-,\hat{\varphi}) - (Q^n \varphi)(x^-,\hat{\varphi}')| \leq v^\varphi_\alpha(\varphi) \sum_{i_1=1}^{\ell} \cdots \sum_{i_n=1}^{\ell} p_{i_1} \cdots p_{i_n} d(\hat{A}_{i_1,\ldots,i_n} \hat{\varphi}, \hat{A}_{i_1,\ldots,i_n} \hat{\varphi}')^\alpha \leq v^\varphi_\alpha(\varphi) d(\hat{\varphi},\hat{\varphi}')^\alpha. \]

Thus dividing by $d(\hat{\varphi},\hat{\varphi}')^\alpha$ and taking the sup in $x^- \in X^-$ and $\hat{\varphi} \neq \hat{\varphi}'$, the inequality follows. \[ \square \]

**Lemma 6.8** For every $n, m \in \mathbb{N}$ 
\[ \kappa_\alpha(A^{n+m},\mu) \leq \kappa_\alpha(A^n,\mu) \kappa_\alpha(A^m,\mu). \]

**Proof** Straightforward (see [22, Lemma 5.6]). \[ \square \]

**Proposition 6.9** There exist $n \in \mathbb{N}$ large enough and $0 < \alpha < 1$ small enough such that 
\[ \kappa_\alpha(A^n,\mu) < 1. \]

**Proof** Using Proposition 6.3, make a straightforward adaptation of the proof of [6, Lemma 2]. \[ \square \]

**Remark 6.1** Fixing $n \in \mathbb{N}$ and $0 < \alpha < 1$, the measurement $\kappa_\alpha(A^n,\mu)$ depends continuously on $A$. In particular, the previous condition defines an open set in the space of fiber-bunched Hölder continuous cocycles.

**Corollary 6.10** There is $0 < \sigma < 1$ and $C < \infty$ such that for $\varphi \in C^0(X^- \times \mathbb{P}(\mathbb{R}^d))$, 
\[ v^\varphi_\alpha(Q^n \varphi) \leq C \sigma^n v^\varphi_\alpha(\varphi). \]

**Proposition 6.11** Choosing $0 < \alpha \leq 1$ according to Propositions 5.2 and 6.9, for any $\varphi \in C^\alpha(X^- \times \mathbb{P}(\mathbb{R}^d))$ and $n \geq 1$, 
\[ v^X_\alpha(Q^n \varphi) \leq 2^{-n \alpha} v^X_\alpha(\varphi) + \frac{v_\alpha(p)}{1 - 2^{-\alpha}} \|\varphi\|_\infty + n CM^{\beta^{-1}} v^\varphi_\alpha(\varphi) \]
where $\beta = \max\{2^-\alpha, \sigma\} < 1$ and $M = M(\|A\|_\infty) < \infty$. \[ \square \]
Assume \( x^-, y^- \in X^- \) with \( x_j^- = y_j^- \), \( \forall j \geq -k \). Then for any \( i \in \Sigma \) the first coordinates of the sequences \((x^-, i)\) and \((y^-, i)\) match up to order \( k + 1 \). Hence

\[
(G\varphi)(x^-, \hat{p}) - (G\varphi)(y^-, \hat{p})
\leq \sum_{i=1}^{\ell} p_i(x^-) \varphi((x^-, i), \hat{A}(x^-)\hat{p}) - p_i(y^-) \varphi((y^-, i), \hat{A}(y^-)\hat{p})
\leq \sum_{i=1}^{\ell} p_i(x^-) \varphi((x^-, i), \hat{A}(x^-)\hat{p}) - \varphi((y^-, i), \hat{A}(y^-)\hat{p})
+ \sum_{i=1}^{\ell} p_i(x^-) \varphi((y^-, i), \hat{A}(x^-)\hat{p}) - \varphi((y^-, i), \hat{A}(y^-)\hat{p})
+ \sum_{i=1}^{\ell} |p_i(x^-) - p_i(y^-)| \varphi((y^-, i), \hat{A}(y^-)\hat{p})
\leq v_{k+1}(\varphi) + v^p_{\alpha}(\varphi) M d(x^-, y^-)^\alpha + v_k(p) \|\varphi\|_\infty.
\]

Thus, taking the sup we get

\[
v_k(G\varphi) \leq v_{k+1}(\varphi) + M v^p_{\alpha}(\varphi) 2^{-k\alpha} + v_k(p) \|\varphi\|_\infty.
\]

Given \( k \in \mathbb{N} \) we now have

\[
2^{k\alpha} v_k(G\varphi) \leq 2^{k\alpha} v_{k+1}(\varphi) + M v^p_{\alpha}(\varphi) + 2^{k\alpha} v_k(p) \|\varphi\|_\infty
\leq 2^{-\alpha} v_\alpha(\varphi) + M v^p_{\alpha}(\varphi) + v_\alpha(p) \|\varphi\|_\infty.
\]

Hence taking the sup

\[
v^X_{\alpha}(G\varphi) \leq 2^{-\alpha} v^\Sigma_{\alpha}(\varphi) + M v^p_{\alpha}(\varphi) + v_\alpha(p) \|\varphi\|_\infty.
\]

Finally by induction we get

\[
v^X_{\alpha}(Q^n \varphi) \leq 2^{-n\alpha} v^\Sigma_{\alpha}(\varphi)
+ M(2^{-(n-1)\alpha} v^p_{\alpha}(\varphi) + 2^{-(n-2)\alpha} v^p_{\alpha}(Q\varphi) + \cdots + 2^{-0} v^p_{\alpha}(Q^{n-1}\varphi))
+ (1 + 2^{-\alpha} + \cdots + 2^{-(n-1)\alpha}) v_\alpha(p) \|\varphi\|_\infty
\leq 2^{-n\alpha} v^\Sigma_{\alpha}(\varphi) + \sum_{i=0}^{n-1} M 2^{-(n-1-i)\alpha} C \sigma i v^p_{\alpha}(\varphi) + \frac{v_\alpha(p)}{1 - 2^{-\alpha}} \|\varphi\|_\infty
\leq 2^{-n\alpha} v^\Sigma_{\alpha}(\varphi) + n CM 2^{n-1} v^p_{\alpha}(\varphi) + \frac{v_\alpha(p)}{1 - 2^{-\alpha}} \|\varphi\|_\infty
\]

where \( \beta = \max\{2^{-\alpha}, \sigma\} < 1 \).

\[\square\]

**Corollary 6.12** There exist \( 0 < \sigma < 1 \) and \( C < \infty \) such that for all \( \varphi \in C^0(X^- \times \mathbb{P}(\mathbb{R}^d)) \) and all sufficiently large \( n \),

\[
v_\alpha(Q^n \varphi) \leq \sigma^n v_\alpha(\varphi) + C \|\varphi\|_\infty.
\]
Proof Combine Corollary 6.10 with Proposition 6.11.

Consider the probability measure $m^- \in \text{Prob}(X^- \times \mathbb{P}(\mathbb{R}^d))$ which was proven to be a stationary measure for $Q: C^0(X^- \times \mathbb{P}(\mathbb{R}^d)) \to C^0(X^- \times \mathbb{P}(\mathbb{R}^d))$ in Proposition 6.2.

Proposition 6.13 Take any $0 < \alpha \leq 1$ according to Propositions 5.2 and 6.9. Then the Markov operator $Q: C^\alpha(X^- \times \mathbb{P}(\mathbb{R}^d)) \to C^\alpha(X^- \times \mathbb{P}(\mathbb{R}^d))$ is strongly mixing. In other words there exists $0 < \sigma_0 < 1$ such that for any $\varphi \in C^\alpha(X^- \times \mathbb{P}(\mathbb{R}^d))$ and some $C_0 = C_0(\|\varphi\|_\alpha) < \infty$ we have

$$\|Q^n\varphi - f \varphi dm^-\|_\infty \leq C_0 \sigma_0^n \quad \forall n \in \mathbb{N}.$$ 

Proof The strong mixing property follows from the abstract Theorem 4.2. Notice that Proposition 6.2 implies hypothesis (1), Proposition 6.6 guarantees hypothesis (2) while Corollary 6.12 ensures hypothesis (3) of Theorem 4.2.

7 Continuity of the Lyapunov exponents

In this section we establish large deviation estimates of exponential type for fiber bunched cocycles satisfying a pinching and twisting condition. These are then used to prove Hölder continuity of the top Lyapunov exponent on this space of cocycles.

Given $0 < \alpha \leq 1$, denote by $C^\alpha_{FB}(X, \text{GL}(d, \mathbb{R}))$ the space of fiber bunched $\alpha$-Hölder continuous cocycles $A: X \to \text{GL}(d, \mathbb{R})$. Cocycles that factor through the projection $P_-: X \to X^-$ are constant along local unstable sets $W^-_\text{loc}(x)$. We denote by $C^\alpha_{FB}(X^-, \text{GL}(d, \mathbb{R}))$ the subspace of all such cocycles. Both these spaces are endowed with the uniform distance $d(A, B) := \|A - B\|_\infty + \|A^{-1} - B^{-1}\|_\infty$.

Theorem 7.1 Given $A \in C^\alpha_{FB}(X, \text{GL}(d, \mathbb{R}))$ satisfying the pinching and twisting condition (Definition 2.2) and where $\alpha$ is taken according to the conclusions of Propositions 5.2 and 6.9 as well as according to the exponent $\beta$ in the conclusion of Proposition 3.1, there exists $\forall$ neighborhood of $A$ in $C^\alpha_{FB}(X, \text{GL}(d, \mathbb{R}))$ and there exist $C = C(A) < \infty$ and $k = k(A) > 0$ such that for all $0 < \varepsilon < 1, B \in \mathcal{V}$ and $n \in \mathbb{N}$,

$$\mu \left\{ x \in X : \left| \frac{1}{n} \log \|B^n(x)\| - L_1(B) \right| > \varepsilon \right\} \leq C e^{-k \varepsilon^2 n}.$$

Proof Let $\mathcal{X}$ be the subspace of cocycles in $C^\alpha_{FB}(X^-, \text{GL}(d, \mathbb{R}))$ satisfying the pinching and twisting condition. For each $A \in \mathcal{X}$ consider the SDS $K: X^- \times \mathbb{P}(\mathbb{R}^d) \to \text{Prob}(X^- \times \mathbb{P}(\mathbb{R}^d))$ introduced in (6.1). We will write $K = K_A$ to emphasize the dependence of $K$ on $A$. By Proposition 6.13, the stationary measure $m^- = m^-_A$ in Proposition 6.2 is the unique such measure. Consider $\xi_A: X^- \times \mathbb{P}(\mathbb{R}^d) \to \mathbb{R}$ defined by

$$\xi_A(x^-, \hat{p}) := \log \|A(x^-) \hat{p}\|$$

where $\hat{p} \in \hat{p}$ is a unit vector.

Consider the Banach algebra $(C^\alpha(X^- \times \mathbb{P}(\mathbb{R}^d)), \|\cdot\|_{\text{id}})$, which belongs to a scale of Banach algebras satisfying assumptions (B1)–(B7) in [22, Section 5.2.1].

The class $\mathcal{X}$ of observed Markov systems $(K_A, m^-_A, \pm \xi_A)$ with $A \in \mathcal{X}$ is a metric space, when endowed with the uniform distance between the underlying cocycles, that satisfies assumptions (A1)–(A4) in [22, Section 5.2.1]. By construction assumption (A1) holds. Assumption (A2) follows from Proposition 6.13. Assumption (A3) holds easily because
\[ \xi_A \in C^\alpha(X^- \times \mathbb{P}(\mathbb{R}^d)). \] Finally, (A4) is easily checked, adapting the proof of [22, Lemma 5.10].

Given any \( A \in \mathcal{X} \), by [22, Theorem 5.4] (see also the proof of [22, Theorem 5.3]) there exists a neighbourhood \( \mathcal{V} = B_N(A) \subseteq \mathcal{X} \) and there are positive constants \( C < \infty, k \) and \( \epsilon_0 \), depending only on \( A \) through \( \|\xi_A\|_\alpha \), such that for all \( 0 < \epsilon < \epsilon_0 \), \( B \in \mathcal{V} \) and \( n \in \mathbb{N} \),

\[
\mathbb{P}_B \left[ \frac{1}{n} \log \|B^n\| - L_1(B, \mu) > \epsilon \right] \leq C \epsilon^{-k \epsilon^2 n}, \tag{7.1}
\]

where \( \mathbb{P}_B \in \text{Prob}((X^- \times \mathbb{P}(\mathbb{R}^d))^\mathbb{N}) \) is any probability measure which makes the process \( \{e_n : (X^- \times \mathbb{P}(\mathbb{R}^d))^\mathbb{N} \to X^- \times \mathbb{P}(\mathbb{R}^d)\}_{n \geq 0} \), defined by \( e_n \{ (x_j^- , \hat{v}_j) \} \}_{j \geq 0} := \{ (x_j^- , \hat{v}_n) \} \), a stationary Markov process with transition stochastic kernel \( K_B \) and constant common distribution \( m_B^- \).

The constraint \( 0 < \epsilon < \epsilon_0 \) can be relaxed to \( 0 < \epsilon < 1 \) replacing the constant \( k \) by \( k' = k \epsilon_0^2 \).

Next consider the map \( \pi : X \times \mathbb{P}(\mathbb{R}^d) \to (X^- \times \mathbb{P}(\mathbb{R}^d))^\mathbb{N}, \pi(x, \hat{\nu}) := \{ (x^-_n )_{n \geq 0}, \hat{v}_n \} \), where \( x = \{ x_j \}_{j \in \mathbb{Z}}, x^-_n = \{ x_{n+j} \}_{j \leq 0} \) and \( \hat{v}_n = \hat{A}^n(x) \hat{\nu} \) for all \( n \in \mathbb{N} \). This projection makes the following diagram commutative

\[
\begin{array}{ccc}
X \times \mathbb{P}(\mathbb{R}^d) & \xrightarrow{\hat{F}} & X \times \mathbb{P}(\mathbb{R}^d) \\
\downarrow \pi & & \downarrow \pi \\
(X^- \times \mathbb{P}(\mathbb{R}^d))^\mathbb{N} & \xrightarrow{\hat{T}} & (X^- \times \mathbb{P}(\mathbb{R}^d))^\mathbb{N}
\end{array}
\]

where \( \hat{F}(x, \hat{\nu}) := (T x, \hat{A}(x) \hat{\nu}) \) and the bottom horizontal map \( \hat{T} \) stands for the left shift map. Defining \( e : (X^- \times \mathbb{P}(\mathbb{R}^d))^\mathbb{N} \to X^- \times \mathbb{P}(\mathbb{R}^d), e\{ (x^-_n , \hat{v}_n ) \}_{n \geq 0} := (x^-_0 , \hat{v}_0 ) \), the above process \( \{ e_n \}_{n \geq 0} \) is \( e_n = e \circ \hat{T}^n \).

Define a probability measure \( m_B \in \text{Prob}(X \times \mathbb{P}(\mathbb{R}^d)) \) which integrates every bounded measurable functions \( \varphi : X \times \mathbb{P}(\mathbb{R}^d) \to \mathbb{R} \) by

\[
\int \varphi \, dm_B = \int_X \varphi(x, \hat{e}^n(x)) \, d\mu(x).
\]

\[ \square \]

**Proposition 7.1** If \( \mathbb{P}_B := \pi_* m_B \) then the process \( \{ e_n : (X^- \times \mathbb{P}(\mathbb{R}^d))^\mathbb{N} \to X^- \times \mathbb{P}(\mathbb{R}^d) \}_{n \geq 0} \) is Markov with transition stochastic kernel \( K_B \) and common distribution \( m_B^- \).

**Proof** Since

\[
e_n \circ \pi = e \circ \hat{T}^n \circ \pi = e \circ \pi \circ \hat{T}^n = (P_- \times \text{id}) \circ \hat{T}^n,
\]

while \( m_B^- = (P_- \times \text{id})_* m_B \), both processes \( \{ e_n \}_{n \geq 0} \) and \( \{ \hat{e}_n := e_n \circ \pi \}_{n \geq 0} \) are stationary with common distribution \( m_B^- \).

Taking a cylinder \([i] := \{ x^- \in X^- : x^-_0 = i \} \), with \( 1 \leq i \leq \ell \), and a Borel set \( E \subseteq \mathbb{P}(\mathbb{R}^d) \) since

\[
(K_B)(x^-, \hat{v})([i] \times E) = \sum_{j=1}^\ell p_j(x^-) 1_{[i]}(x^-) E((x^- , j) , \hat{B}(x^-) \hat{v}))
\]

\[
= p_i(x^-) 1_E(\hat{B}(x^-) \hat{v})
\]

\[
= \mu_{x^-}(W_{loc}^u(x^-) \cap W_{loc}^u(x^- , i)) 1_E(\hat{B}(x^-) \hat{v})
\]
both processes \(\{e_n\}_{n \geq 0}\) and \(\{\tilde{e}_n\}_{n \geq 0}\) are Markov with transition stochastic kernel \(K_B\). \(\Box\)

Thus, because the projection \(\pi : X \times \mathbb{P}(\mathbb{R}^d) \to (X^- \times \mathbb{P}(\mathbb{R}^d))^N\) preserves measure, identifying any \(B \in \mathcal{V} \subseteq X\) as a cocycle \(B \equiv B \circ P_-\) on \(X\), the large deviation estimate (7.1) holds for all \(B \in \mathcal{V}, 0 < \varepsilon < 1\) and \(n \in \mathbb{N}\),

\[
\mu \left\{ x \in X : \frac{1}{n} \log \| B^n(x) \| - L_1(B, \mu) > \varepsilon \right\} \leq C e^{-k \varepsilon^2 n}, \tag{7.2}
\]

where the deviation set above is the pre-image under \(\pi\) of the deviation set \(\Delta^-_n(B, \varepsilon) \subset (X^- \times \mathbb{P}(\mathbb{R}^d))^N\) in (7.1). This completes the proof for cocycles depending only on past coordinates.

As explained in Sect. 3 (see Proposition 3.1) to each cocycle \(A \in C^\alpha_{\mathcal{F}_B}(X, \text{GL}(d, \mathbb{R}))\) we associate a new cocycle \(A^s \in C^\beta_{\mathcal{F}_B}(X^-, \text{GL}(d, \mathbb{R}))\), with \(0 < \beta < \alpha\), which is conjugated to \(A\) via holonomies. The holonomy reduction procedure of Avila-Viana \(C^\alpha_{\mathcal{F}_B}(X, \text{GL}(d, \mathbb{R})) \to C^\beta_{\mathcal{F}_B}(X^-, \text{GL}(d, \mathbb{R})), A \mapsto A^s\), is continuous. Since \(A\) and \(A^s\) are conjugated, if \(A\) satisfies the pinching and twisting condition then so does \(A^s\). By the LDT estimate (7.2), there exists \(\mathcal{V}^s\) neighborhood of \(A^s\) in \(C^\beta_{\mathcal{F}_B}(X^-, \text{GL}(d, \mathbb{R}))\) such that for all \(B \in \mathcal{V}^s, 0 < \varepsilon < 1\) and \(n \in \mathbb{N}\)

\[
\mu \left\{ x \in X : \frac{1}{n} \log \| B^n(x) \| - L_1(B, \mu) > \varepsilon \right\} \leq C e^{-k \varepsilon^2 n}.
\]

By continuity of the reduction map \(B \mapsto B^s\), there exists \(\mathcal{V}\) neighborhood of \(A\) such that \(B^s \in \mathcal{V}^s\) for all \(B \in \mathcal{V}\). Since \(B\) and \(B^s\) are conjugated via holonomies, and the holonomies are uniformly bounded,

\[
\frac{1}{n} \log \| B^n(x) \| = \frac{1}{n} \log \| (B^s)^n(x) \| + O(\frac{1}{n}).
\]

Hence large deviation estimates transfer over from \(B^s\) to \(B\). \(\Box\)

The following is a restatement of Theorem 2.2.

**Theorem 7.2** Given \(A \in C^\alpha_{\mathcal{F}_B}(X, \text{GL}(d, \mathbb{R}))\) satisfying the pinching and twisting condition (Definition 2.2), there is a neighbourhood \(\mathcal{V}\) of \(A\) in \(C^\alpha_{\mathcal{F}_B}(X, \text{GL}(d, \mathbb{R}))\) and there exist constants \(C = C(A) < \infty\) and \(\theta = \theta(A) \in (0, 1)\) such that for all \(B_1, B_2 \in \mathcal{V}\)

\[
|L_1(B_1, \mu) - L_1(B_2, \mu)| \leq C \| B_1 - B_2 \|_{\infty}^\theta.
\]

**Proof** By Theorems 5.1 and 7.1 we can apply the ACT [22, Theorem 3.1]. The Hölder modulus of continuity follows from the exponential type of the previous large deviation estimates. \(\Box\)

**Remark 7.1** In the setting of Theorem 7.1, we can also establish a large deviations principle, that is, a more precise but asymptotic version of the finitary LDT estimate obtained in this theorem.

The argument uses the local Gärtner–Ellis Theorem (see [10, Chapter V Lemma 6.2]) applied to the sequence of random variables \(X_n := \log \| A^n(x^-)p \| - nL_1(A)\), and it is an adaptation of results in [22, Section 5.2]. More specifically, the condition in the local
Gärtner–Ellis Theorem is a consequence of [22, Proposition 5.13], which is applicable in our setting, as already discussed in the proof of Theorem 7.1. We leave the details of the proof to the interested reader and only state the result.

For any $t$ close enough to 0, consider the Markov-Laplace operator $Q_{A,t} := Q_A \circ D e^t \xi_A$ on the Banach algebra $(C^0(X^- \times \mathbb{P}(\mathbb{R}^d)), \|\cdot\|_A)$, where $D e^t \xi_A$ is the multiplication operator by $e^t \xi_A$. Denote by $\lambda_A(t)$ the maximal eigenvalue of the operator $Q_{A,t}$ and let $c^*_A(t)$ be the Legendre transform of the function $c_A(t) := \log \lambda_A(t)$.

Then for $\varepsilon$ small enough and for all unit vectors $p$ we have

$$\lim_{n \to \infty} \frac{1}{n} \log \mu \left\{ x \in X : \left| \frac{1}{n} \log \| A^n(x) p \| - L_1(A) \right| > \varepsilon \right\} = -c^*_A(\varepsilon) < 0.$$

### 8 Central limit theorem

In this section we prove the following Central Limit Theorem (CLT).

**Theorem 8.1** Given $A \in C_{FB}^\alpha(X, GL(d, \mathbb{R}))$ satisfying the pinching and twisting condition (Definition 2.2), there exists $0 < \sigma < \infty$ such that for every $v \in \mathbb{R}^d \setminus \{0\}$ and $a \in \mathbb{R}$,

$$\lim_{n \to +\infty} \mu \left\{ x \in X : \frac{\log \| A^n(x) v \| - n L_1(A, \mu)}{\sqrt{n}} \leq a \right\} = \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{a} e^{-\frac{t^2}{2\sigma^2}} dt$$

**Proof** If two cocycles $A$ and $B$ are conjugated via some bounded measurable matrix valued function then CLT can be transferred over from one to the other.

Hence, since any cocycle $A \in C_{FB}^\alpha(X, GL(d, \mathbb{R}))$ is conjugated to a cocycle $B \in C_{FB}^\beta(X^-, GL(d, \mathbb{R}))$, for some $0 < \beta < \alpha$, we can assume that $A$ does not depend on future coordinates, i.e., $A \in C_{FB}^\alpha(X^-, GL(d, \mathbb{R}))$.

We will use the following abstract CLT for stationary Markov processes of Gordin and Lifšic [25], where $L^2(\Gamma, \mu)$ stands for the usual Hilbert space of square integrable observables with norm

$$\| \varphi \|_2 := \left( \int_{\Gamma} |\varphi|^2 \, d\mu \right)^{1/2} < \infty.$$

**Theorem 8.2** Let $\{X_n\}_{n \geq 0}$ be a stationary Markov process with compact metric state space $\Gamma$, transition probability kernel $K$ and stationary measure $\mu \in \text{Prob}(\Gamma)$. Let $Q : L^2(\Gamma, \mu) \to L^2(\Gamma, \mu)$ be the associated Markov operator defined by

$$(Q\varphi)(x) := \int_{\Gamma} \varphi(y) \, d K(x, y).$$

Given $\psi \in L^2(\Gamma, \mu)$, if $\sum_{n=0}^{\infty} \| Q^n \psi \|_2 < \infty$ then

(i) $\psi = \varphi - Q \varphi$ where $\varphi := \sum_{n=0}^{\infty} Q^n \psi \in L^2(\Gamma, \mu)$ and $\int \varphi \, d\mu = 0$;

(ii) $\left( \text{var} \left( \psi(X_1) + \cdots + \psi(X_n) \right) \right)^{1/2} = \sigma \sqrt{n} + O(1)$ as $n \to \infty$, with $\sigma^2 = \| \varphi \|_2^2 - \| Q \varphi \|_2^2 \geq 0$;

(iii) If $\sigma > 0$ then $n^{-1/2} (\psi(X_1) + \cdots + \psi(X_n))$ converges in distribution to $N(0, \sigma^2)$ as $n \to \infty$. 

\[\text{Springer}\]
To apply this theorem, we consider the state space $\Gamma := X^- \times \mathbb{P}(\mathbb{R}^d)$ with the SDS $K = K_A$ defined in (6.1) from a given fiber bunched Hölder continuous cocycle $A : X^- \rightarrow \text{GL}(d, \mathbb{R})$. Let $m^- \in \text{Prob}(X^- \times \mathbb{P}(\mathbb{R}^d))$ be the $K$-stationary measure in Proposition 6.2. Denote by $Q$ the corresponding Markov operator acting on $L^2(\Gamma, m^-)$.

The space $\Omega := X \times \mathbb{P}(\mathbb{R}^d)$ becomes a probability space when endowed with the probability measure $m \in \text{Prob}(\Omega)$ characterized by

$$\int_{\Omega} \varphi \, dm = \int_X \varphi(x, e_u(x)) \, d\mu(x)$$

for bounded and measurable observables $\varphi : \Omega \rightarrow \mathbb{R}$. Consider the process $X_n : \Omega \rightarrow \Gamma$ defined by

$$X_n(x, \hat{p}) := \left( P_-(T^n x), \hat{A}^n(x) \hat{p} \right).$$

This is a stationary Markov process with transition probability kernel $K$ and common stationary distribution $m^-$. See Proposition 7.1.

Finally consider the Hölder continuous observable $\psi : \Gamma \rightarrow \mathbb{R}$,

$$\psi(x^-, \hat{p}) := \log \| A(x^-) p \| - L_1(A, \mu),$$

for which

$$\sum_{j=0}^{n-1} \psi(X_j(x, \hat{p})) = \log \| A^n(x) p \| - n L_1(A, \mu).$$

By Proposition 6.13 the series $\sum_{n=0}^{\infty} Q^j \psi$ is absolutely convergent in the Banach algebra $(C^\alpha(\Gamma), \| \cdot \|_\alpha)$ to a Hölder continuous function $\varphi := \sum_{n=0}^{\infty} Q^j \psi$. Since $\| \cdot \|_2 \leq \| \cdot \|_\infty \leq \| \cdot \|_\alpha$, this implies $\sum_{n=0}^{\infty} \| Q^n \psi \|_2 < \infty$, thus verifying the assumption of Theorem 8.2.

By item (iii) of this theorem

$$\frac{\log \| A^n(x) p \| - n L_1(A, \mu)}{\sqrt{n}} = \frac{\sum_{j=0}^{n-1} \psi(X_j(x, \hat{p}))}{\sqrt{n}}$$

converges in distribution to $N(0, \sigma^2)$ where $\sigma^2 = \| \varphi \|_2^2 - \| Q \varphi \|_2^2 \geq 0$.

We are left to prove that $\sigma^2 > 0$. Assume, by contradiction that $\sigma^2 = \| \varphi \|_2^2 - \| Q \varphi \|_2^2 = 0$. Then

$$0 \leq \int ((Q\varphi)(x) - \varphi(y))^2 \, dK_x(y) \, d\mu(x)$$

$$= \int \left\{ ((Q\varphi)(x))^2 + \varphi(y)^2 - 2 \varphi(y) (Q\varphi)(x) \right\} \, dK_x(y) \, d\mu(x)$$

$$= \int \left\{ \varphi(y)^2 - ((Q\varphi)(x))^2 \right\} \, dK_x(y) \, d\mu(x)$$

$$= \int \varphi(y)^2 \, dK_x(y) \, d\mu(x) - \int ((Q\varphi)(x))^2 \, d\mu(x)$$

$$= \| \varphi \|_2^2 - \| Q \varphi \|_2^2 = 0$$

which implies that $(Q\varphi)(X_j(x, \hat{p})) = (Q\varphi)(X_{j+1}(x, \hat{p}))$ for all $j \geq 0$ and $m$-almost every $(x, \hat{p}) \in \Omega$. 

\( \square \) Springer
Hence for \( m \)-almost every \((x, \hat{p}) \in \Omega\),
\[
\log \| A^n(x) \ p \| - n L_1(A, \mu) = \sum_{j=0}^{n-1} \psi(X_j(x, \hat{p}))
\]
\[
= \sum_{j=0}^{n-1} \varphi(X_j(x, \hat{p})) - (Q \varphi)(X_j(x, \hat{p}))
\]
\[
= \sum_{j=0}^{n-1} \varphi(X_j(x, \hat{p})) - \varphi(X_{j+1}(x, \hat{p}))
\]
\[
= \varphi(X_0(x, \hat{p})) - \varphi(X_n(x, \hat{p})).
\]
Because \( \varphi: \Gamma \to \mathbb{R} \) is continuous on a compact metric space \( \Gamma \), the right hand side is uniformly bounded by some constant \( M < \infty \), independent of \( n \). Because the left hand side is also a continuous function on the compact space \( \Omega \), this function is uniformly bounded (in absolute value) by the constant \( M \) over \( \text{supp}(m) \). It follows that all periodic orbits inside \( \text{supp}(m) \) must have Lyapunov exponents exactly equal to \( L_1(A) \).

We get a contradiction because the pinching and twisting condition, see Definition 2.2, implies the existence of periodic orbits in \( \text{supp}(m) \) with varying Lyapunov exponents. To see this consider the fixed point \( a = T a \) as well as the homoclinic points \( z \) and \( z' = T^l z \) in \( W^s(a) \cap W^u(a) \) whose existence is prescribed in Definition 2.2. These orbits stay inside \( \text{supp}(m) \). For simplicity we have assumed \( a \) is fixed instead of periodic. Let \( \lambda = L_1(A) \) so that the matrix \( A(a) \) has largest eigenvalue \( e^\lambda \) (in absolute value), and let \( e_1 \) be the associated unit eigenvector. The transition map \( \psi_{a,z,z'} \) has a limit when \( l \to +\infty \) with \( z, z' \) converging to \( a \). Hence \( \| \psi_{a,z,z'} \| < e^{l \lambda} \) for any large enough \( l \in \mathbb{N} \). Next consider the closed pseudo-orbit of length \( k + l + n \),
\[
\underbrace{T^{-k}z, \ldots, T^{-1}z, Tz, \ldots, z'}_{k \text{ times}}, T^l z, T^{l+1} z, \ldots, T^{l+n} z_{n \text{ times}}
\]
which is shadowed by the orbit of a true periodic point \( b_{k,n} \in \text{supp}(m) \) near \( T^{-k}z \). The definition and properties of holonomy imply the following matrix proximity relations
\[
A^{k+l+n}(b_{k,n}) \approx A^{k+l+n}(T^{-k}z) \approx A(a)^n \psi_{a,z,z'} A(a)^k
\]
with geometrically small errors in \( n \) and \( k \). The vector \( e_1 \) is a good approximation of the most expanding direction of the third of these matrices, which takes \( e_1 \) to a vector of length \( < e^{(k+l+n)\lambda} \) aligned with \( e_1 \) up to an angle of order \( e^{-2n\lambda} \). The reasons for the loss in expansion are that \( \| \psi_{a,z,z'} \| < e^{l \lambda} \) and \( \psi_{a,z,z'}(e_1) \neq e_1 \). This shows that the periodic point \( b_{k,n} \) has Lyapunov exponent \( < \lambda \), therefore concluding the proof. \( \square \)

9 An application to mathematical physics

In [17] Chulaevski and Spencer, used a formalism introduced by Pastur and Figotin for the random case (Anderson–Bernoulli model) to give an explicit positive lower bound on the Lyapunov exponent for Schrödinger cocycles with a smooth non-constant potential and small coupling constant over an Anosov linear toral automorphism. Later Bourgain and Schlag established in [12] Anderson localization for Schrödinger operators in this context.
In this section we establish (without providing any lower bound) the positivity and the Hölder continuity of the Lyapunov exponent for Schrödinger operators over uniformly hyperbolic diffeomorphisms. The result holds for general Hölder continuous potential functions and small coupling constants.

Let \( f : M \to M \) be a diffeomorphism of class \( C^1 \), \( \Lambda \subseteq M \) be a topologically mixing \( f \)-invariant basic set and \( \mu \in \text{Prob}(\Lambda) \) be the unique equilibrium state of some Hölder continuous potential on \( \Lambda \). Given another Hölder continuous function \( v : \Lambda \to \mathbb{R} \), consider the family of Schrödinger cocycles \( SE,\lambda : \Lambda \to \text{SL}(2, \mathbb{R}) \)

\[
SE,\lambda(x) := \begin{bmatrix} E - \lambda v(x) & -1 \\ 1 & 0 \end{bmatrix}.
\]

**Theorem 9.1** In this setting, if \( \int v \, d\mu \neq 0 \), given \( \delta > 0 \) there exists \( \lambda_0 > 0 \) such that for all \( 0 < |\lambda| < \lambda_0 \) and \( E \in \mathbb{R} \) with \( |E| < 2 - \delta \), the cocycle \((f, SE,\lambda)\) satisfies the pinching and twisting properties.

Consequently, its Lyapunov exponent is positive and is a Hölder continuous function of \((E, \lambda)\). Moreover, the CLT and the large deviations principle hold for the iterates of this cocycle.

**Remark 9.1** Comparing with [12] where it is assumed that \( \int v \, d\mu = 0 \) with \( \delta < |E| < 2 - \delta \), we do not require that \( E \neq 0 \) but assume instead that \( \int v \, d\mu \neq 0 \).

**Proof** Assume that \( f : \Lambda \to \Lambda \) has a fixed point \( f(p) = p \). Because \( |E| < 2 - \delta \), if \( \lambda_0 \) is small we have \( |\text{tr}(SE,\lambda(p))| = |E - \lambda v(x)| < 2 \). Whence \( SE,\lambda(p) \) is an elliptic matrix with eigenvalues \( \neq \pm 1 \). If \( f \) has no fixed points replace \( f \) by some power \( f^m \) with \( m > 1 \). Since \( f \) is topologically mixing, it admits periodic points \( p = f^m(p) \) of any arbitrary given large period \( m \gg 1 \). Making \( \lambda_0 \) small enough (depending on \( m \)), the matrix \( SM,SE,\lambda(p) \approx \begin{bmatrix} E & -1 \\ 1 & 0 \end{bmatrix}^m \) is elliptic. Choosing an appropriate \( m \), \( SM,SE,\lambda(p) \) has eigenvalues \( \neq \pm 1 \). From now on we assume \( p = f(p) \).

As in [12, 17] we use Pastur Figotin formalism, writing \( E = 2 \cos \kappa \) with \( \kappa \in ]0, \pi[ \), \( v_n(x) := v(f^nx) \), \( V_n(x) := -v_n(x)/\sin \kappa \) and

\[
R_\theta := \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix},
\]

\[
N_\theta := \begin{bmatrix} \sin \theta & \cos \theta \\ 0 & 0 \end{bmatrix},
\]

\[
M := \begin{bmatrix} 1 & -\cos \kappa \\ 0 & \sin \kappa \end{bmatrix},
\]

\[
M^{-1} := \frac{1}{\sin \kappa} \begin{bmatrix} \sin \kappa & \cos \kappa \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} 1 & \cot \kappa \\ 0 & 1 \end{bmatrix}.
\]

Notice that

\[
R_\kappa = M \begin{bmatrix} E & -1 \\ 1 & 0 \end{bmatrix} M^{-1}.
\]

Then the conjugate cocycle \( \tilde{S}_{E,\lambda} := MS_{E,\lambda} M^{-1} \) is given by

\[
\tilde{S}_{E,\lambda}(x) := R_\kappa - \frac{\lambda v(x)}{\sin \kappa} N_\kappa.
\]
Lemma 9.1 For any fixed \( n \in \mathbb{N} \), as \( \lambda \to 0 \),
\[
\tilde{S}_{E,\lambda}^n = R_{nk} + \lambda \sum_{j=1}^{n} V_j R_{(n-j)k} N_{jk} + O(\lambda^2),
\]
\[
\text{tr} \left[ \tilde{S}_{E,\lambda}^n \right] = 2 \cos(n\kappa) + \lambda \sin(n\kappa) \sum_{j=1}^{n} V_j + O(\lambda^2). \tag{9.1}
\]

**Proof** write \( Y_n := \tilde{S}_{E,\lambda}^n \). Then \( Y_0 = I \) and
\[
Y_n = R_{nk} + \lambda \sum_{j=1}^{n} V_j R_{(n-j)k} N_{jk} Y_{j-1}
\]
\[
= R_{nk} + \lambda \sum_{j=1}^{n} V_j R_{(n-j)k} N_{k} \left( R_{(j-1)k} + \lambda \sum_{i=1}^{j} V_i R_{k}^{j-i} N_{k} Y_{i-1} \right)
\]
\[
= R_{nk} + \lambda \sum_{j=1}^{n} V_j R_{(n-j)k} N_{k} R_{(j-1)k} + \lambda^2 \sum_{1 \leq i < j \leq n} V_j V_i R_{k}^{j-i} N_{k}^2 Y_{i-1}
\]
\[
= R_{nk} + \lambda \sum_{j=1}^{n} V_j R_{(n-j)k} N_{jk} + O(\lambda^2)
\]

We have used above that \( N_{\theta} R_{\theta'} = N_{\theta + \theta'} \), so that \( N_{k} R_{(j-1)k} = N_{jk} \).

For the second statement just notice that \( \text{tr}(R_{nk}) = 2 \cos(n\kappa) \) and \( \text{tr}(R_{(n-j)k} N_{jk}) = \sin(n\kappa) \), because \( \text{tr}(R_{\theta'} N_{\theta}) = \sin(\theta + \theta') \). \( \square \)

Later, to prove Lemma 9.5 we need to assume that the eigenvalues of \( S_{E,\lambda}(p) \) are not roots of unity of orders 1, 2, 3, 4, 6 or 8.

Lemma 9.2 Given \( \delta > 0 \) there exists \( \lambda_0 > 0 \) such that for all \( 0 < |\lambda| < \lambda_0 \) and \( |E| < 2 - \delta \) there is some periodic point \( q \) of period \( m \) such that \( S_{E,\lambda}^m(q) \) is elliptic with eigenvalues of orders \( \neq 1, 2, 3, 4, 6 \) and 8 and \( |\text{tr}(S_{E,\lambda}^m(q))| < 2 - \delta \).

**Proof** In our context \( \kappa \in ]0, \pi[ \). If \( \kappa \notin \{ \frac{\pi}{6}, \frac{\pi}{4}, \frac{\pi}{3}, \frac{2\pi}{3}, \frac{3\pi}{4}, \frac{5\pi}{6} \} \), or equivalently if \( E = 2 \cos \kappa \notin \{ -\sqrt{3}, -\sqrt{2}, -1, 0, 1, \sqrt{2}, \sqrt{3} \} \) we just need to keep the fixed point \( q = p \).

Otherwise, in each of the four cases (i) \( \kappa \in \{ \frac{\pi}{6}, \frac{5\pi}{6} \} \), (ii) \( \kappa \in \{ \frac{\pi}{4}, \frac{3\pi}{4} \} \), (iii) \( \kappa \in \{ \frac{\pi}{3}, \frac{2\pi}{3} \} \) and (iv) \( \kappa = \frac{\pi}{2} \) we can use Lemmas 9.1 and 9.3 below to find a matrix \( S_{E,\lambda}^m(q) \) associated with a periodic point \( q = f^m(q) \) such that \( \sqrt{3} < |\text{tr}(S_{E,\lambda}^m(q))| < 2 - \delta \).

In case (i) \( \kappa \in \{ \frac{\pi}{6}, \frac{5\pi}{6} \} \) there are infinitely many \( m \in \mathbb{N} \) such that \( 2 \cos(m\kappa) = \sqrt{3} \) and \( \sin(m\kappa) = \pm \frac{1}{2} \). Choose \( m \) with the appropriate remainder \( r = (m \mod 6) \) so that \( \lambda \sin(m\kappa) \) has the same sign as \( \int V \, d\mu \). Then consider a sequence of periodic points \( q = q_n \) provided by Lemma 9.3 with periods \( m = k_n \) such that \( (m \mod 6) = r \). For these periodic points \( q \) we have
\[
\lambda \sin(m\kappa) \sum_{j=1}^{m} V_j = \frac{|\lambda|}{2} (m + o(m)) \left| \int V \, d\mu \right|.
\]

\( \square \) Springer
and whence

\[
\operatorname{tr} \left[ S^m_{E,\lambda}(q) \right] = \sqrt{3} + \frac{|\lambda|}{2} (m + o(m)) \left| \int V \, d\mu \right| + O(\lambda^2).
\]

Taking \( m \) large we can ensure this trace is above \( \sqrt{3} \), while making \( \lambda_0 \) small enough we get many such \( m \) where the trace is below \( 2 - \delta \).

In case (ii) \( \kappa \in \left( \frac{\pi}{4}, \frac{3\pi}{4} \right) \) we find a sequence of periodic points \( q \) with periods \( m \) such that

\[
\operatorname{tr} \left[ S^m_{E,\lambda}(q) \right] = \sqrt{2} + \frac{|\lambda|}{\sqrt{2}} (m + o(m)) \left| \int V \, d\mu \right| + O(\lambda^2)
\]

belongs to \( ]\sqrt{3}, 2 - \delta[ \). Similarly, in case (iii) \( \kappa \in \left( \frac{\pi}{4}, \frac{3\pi}{4} \right) \) we can find a sequence of periodic points \( q \) with periods \( m \) such that

\[
\operatorname{tr} \left[ S^m_{E,\lambda}(q) \right] = -1 - \frac{\sqrt{3} |\lambda|}{2} (m + o(m)) \left| \int V \, d\mu \right| + O(\lambda^2)
\]

belongs to \( ] - 2 + \delta, -\sqrt{3} [ \). Finally in case (iv) \( \kappa = \frac{\pi}{4} \) there is a sequence of periodic points \( q \) with odd periods \( m \) such that

\[
\operatorname{tr} \left[ S^m_{E,\lambda}(q) \right] = |\lambda| (m + o(m)) \left| \int V \, d\mu \right| + O(\lambda^2)
\]

belongs to \( ]\sqrt{3}, 2 - \delta[ \).

\[ \square \]

**Lemma 9.3** There is a sequence \( \{p_n\} \subset \Lambda \) of periodic points with \( \text{per}(p_n) = k_n \to +\infty \) such that

\[
\lim_{n \to +\infty} \frac{1}{k_n} \sum_{j=0}^{k_n-1} v(f^j(p_n)) = \int_{\Lambda} v \, d\mu.
\]

Moreover, given integers \( d \in \mathbb{N} \) and \( 0 \leq r < d \), the \( k_n \) can be chosen so that \( k_n \mod d = r \).

**Proof** Fix \( \delta > 0 \) and a typical point \( p \in \Lambda \) whose orbit is dense in \( \Lambda \), with Birkhoff averages \( \frac{1}{n} \sum_{j=0}^{n-1} v(f^j p) \) converging to \( \int v \, d\mu \). Next take \( n_0 \in \mathbb{N} \) such that

\[
\left| \frac{1}{k_n} \sum_{j=0}^{k_n-1} v(f^j p) - \int v \, d\mu \right| < \frac{\delta}{2} \text{ for all } n \geq n_0.
\]

By uniform continuity there exists \( \varepsilon > 0 \) such that given \( x, y \in \Lambda \) with \( d(x, y) < \varepsilon \), \( |v(x) - v(y)| < \delta/2 \). By the Shadowing Lemma [37, Proposition 8.20] there exists \( \eta > 0 \) such that every periodic \( \eta \)-pseudo orbit of \( f \) is \( \varepsilon \)-shadowed by some \( f \)-periodic orbit. Next choose a sequence of iterates \( k_n \to +\infty \) such that \( k_n \geq n_0 \) and \( d(p, f^{k_n}(p)) < \eta \). By the Shadowing Lemma there exist periodic points \( p_n \) with \( \text{per}(p_n) = k_n \) whose orbits are \( \varepsilon \)-near to the closed \( \eta \)-pseudo orbit \( \{f^j(p)\}_{0 \leq j \leq k_n-1} \). Putting these facts together

\[
\left| \int v \, d\mu - \frac{1}{k_n} \sum_{j=0}^{k_n-1} v(f^j(p_n)) \right| \leq \left| \int v \, d\mu - \frac{1}{k_n} \sum_{j=0}^{k_n-1} v(f^j(p)) \right| + \frac{1}{k_n} \sum_{j=0}^{k_n-1} |v(f^j(p)) - v(f^j(p_n))| \leq \frac{\delta}{2} + \frac{1}{k_n} \sum_{j=0}^{k_n-1} \frac{\delta}{2} = \delta
\]
which proves the averages along the periodic orbits converge to the spatial average. Finally, given \(d \in \mathbb{N}, r = 0, 1, \ldots, d - 1\) and choosing the starting point \(p\) to be \(\eta\)-close to a fixed point of \(f\) we can take an \(\eta\)-pseudo orbit of the form \(p, p, \ldots, p, f(p), f^2(p), \ldots, f^m(p)\), with \(d(p, f^m(p)) < \eta\), of length \(k_n\) such that \(k_n \mod d = r\).

The next couple of lemmas hold in a context where \(f : \Lambda \to \Lambda\) is the same hyperbolic map but where \(A : \Lambda \to \text{SL}(2, \mathbb{R})\) is any Hölder continuous fiber-bunched cocycle. Given fixed points \(p, p' \in \Lambda\) of \(f\) and a heteroclinic point \(z \in W^u_{\text{loc}}(p)\) with \(f^l(z) \in W^s_{\text{loc}}(p')\), \(l \in \mathbb{N}\), we define the transition map

\[
\psi_{p, z, f^l(z), p'} : \mathbb{R}^2 \to \mathbb{R}^2 \quad \text{by} \quad \psi_{p, z, f^l(z), p'} := H^s_{f^{l+1}(z), p'} A^l(z) H^u_{p, z}.
\]

**Lemma 9.4** Let \(p, p' \in \Lambda\) be fixed points of \(f\) and consider heteroclinic points \(z \in W^u_{\text{loc}}(p)\) with \(f^l(z) \in W^s_{\text{loc}}(p')\) and \(z' \in W^s_{\text{loc}}(p)\) with \(f^{-l'}(z') \in W^u_{\text{loc}}(p')\). If \(p'\) is elliptic then for every \(m \in \mathbb{N}\) there are sequences of homoclinic points \(q_n \in W^u_{\text{loc}}(p)\) converging to \(z\) and \(q'_n \in W^s_{\text{loc}}(p)\) converging to \(z'\) such that \(q'_n\) is a forward iterate of \(q_n\) and

\[
\lim_{n \to \infty} \psi_{p, q_n, q'_n, p} = \psi_{p', f^{-l'}(z'), z', p'} A(p')^m \psi_{p, z, f^l(z), p'}.
\]

**Proof** Take a sequence \(y_n\) converging to \(f^l(z)\) in the intersection of the curves \(f^{-n} \left(W^s_{\text{loc}}(f^{-l'}(z'))\right)\) and \(W^u_{\text{loc}}(f^l(z))\). Defining \(q_n := f^{-l'}(y_n)\) and \(q'_n := f^{l+n'}(y_n)\), the hyperbolicity \(p'\) implies that \(f^l(q_n) = y_n \to f^l(z)\) and, since \(l\) is fixed, \(q_n \to z\). It also implies that \(f^{-l'}(q'_n) = f^m(y_n) \to f^{-l'}(z')\) and \(q'_n \to z'\). See Fig. 1. Next, given \(m \in \mathbb{N}\), by Poincaré Recurrence Theorem, since \(A(p')\) is elliptic there is a sequence of integers \(t_n \to \infty\) such that \(A(p')^a \to A(p')^m\) and we reset \(q_n := q_{t_n}, q'_n := q'_{t_n}\), etc. Break \(t_n\) as a sum \(t_n = s_n + r_n\) of two divergent sequences of integers \(r_n, s_n \to \infty\), for instance \(s_n := \lfloor t_n/2 \rfloor\) and \(r_n := t_n - s_n\). The hyperbolicity at \(p'\) implies that \(f^{l+s_n}(q_n) = f^{s_n}(y_n) = f^{-l'-r_n}(q'_n)\) converges to \(p'\). Then we have

\[
\lim_{n \to \infty} \psi_{p, q_n, q'_n, p} = \lim_{n \to \infty} H^s_{q'_n, p} A^{l+s_n}(q_n) H^u_{p, q_n}
\]

\[
= \lim_{n \to \infty} H^s_{q'_n, p} A^{l+s_n}(f^{-l'-r_n}(q'_n)) A^{l+s_n}(q_n) H^u_{p, q_n}
\]

\[
= \lim_{n \to \infty} H^s_{z', p} A^{l+s_n}(f^{-l'-r_n}(z')) A(p')^{r_n} A(p')^{s_n} A(p')^{l+s_n}(z) H^u_{p, z}
\]

\[
= \lim_{n \to \infty} \psi_{p', f^{-l'}(z'), z', p'} A(p')^{s_n} \psi_{p, z, f^l(z), p'}
\]

In the third step we use the continuity of the holonomies. Notice also that the hyperbolicity at \(p'\) implies that the convergences \(q_n \to z\), \(f^{-l'-r_n}(q'_n) \to p'\) and \(f^{-l'-r_n}(z') \to p'\) are geometric with a rate which matches the strength of the base dynamics’s hyperbolicity. Hence because of the fiber-bunched assumption,

\[
\lim_{n \to \infty} \left\| A^{l+s_n}(q_n) - A^{l+s_n}(z) \right\| = 0 \quad \text{and} \quad \lim_{n \to \infty} \left\| A^{r_n+l'}(f^{-l'-r_n}(q'_n)) - A^{r_n+l'}(f^{-l'-r_n}(z')) \right\| = 0.
\]

Finally in the fourth step we use that
Lemma 9.5 If $f$ admits two periodic points $p, p' \in \Lambda$, with periods $k$ and $k'$ respectively, such that $A^k(p)$ is hyperbolic and $A^{k'}(p')$ is elliptic with eigenvalues which are not roots of unity with orders 1, 2, 3, 4, 6 or 8, then the cocycle satisfies pinching and twisting and hence has positive Lyapunov exponent.

Proof Working with the power $f^{kk'}$, we can assume that $k = k' = 1$. Then $A(p)$ is hyperbolic and $A(p')$ is elliptic. The pinching condition follows from the hyperbolicity of $A(p)$. We are left to prove the twisting condition for some transition map $\Phi$ associated with a homoclinic loop of $p$. Let $\{e_1, e_2\}$ be the eigenvector basis of $A(p)$ and $\hat{e}_1, \hat{e}_2$ be the corresponding projective points. We want to prove that $\Phi \hat{e}_1 \neq \hat{e}_2$ and $\Phi \hat{e}_2 \neq \hat{e}_1$, where $\Phi$ stands for the projective action of $\Phi$.

Take heteroclinic points $z$ and $z'$ such that $z \in W^u_{\text{loc}}(p)$ with $f^l(z) \in W^s_{\text{loc}}(p')$ and $z' \in W^s_{\text{loc}}(p)$ with $f^{-l'}(z') \in W^u_{\text{loc}}(p')$, where $l, l' \in \mathbb{N}$. Set $\Psi_0 := \psi_{p,z,f^l(z),p'}$ and $\Psi_1 := \psi_{p',f^{-l'}(z'),z',p}$. By Lemma 9.4 for every $m \in \mathbb{N}$, the SL$(2, \mathbb{R})$ matrix $\Phi_m := \Psi_1 A(p')^m \Psi_0$ can be approximated by transition maps of homoclinic loops of $p$. Let $\hat{e}_i := \Psi_0 \hat{e}_i$ and $\hat{e}_i^z := \Psi_1^{-1} \hat{e}_i$ for $i = 1, 2$. With this notation we need to find $m \in \mathbb{N}$ such that $\hat{e}_1^z, \hat{e}_2^z \in \hat{A}(p')^m \hat{e}_1^z, \hat{e}_2^z = \emptyset$. This suffices because any transition map of a homoclinic loop of $p$ that approximates $\Phi_m$ well enough satisfies the twisting condition.

The assumption that the eigenvalues of $A(p')$ are not roots of unity with orders 1, 2, 3, 4, 6 or 8 implies that the projective automorphism $\hat{A}(p')$ is either aperiodic or else it has period $\geq 5$. We claim there exists $1 \leq m \leq 5$ such that

$$\{\hat{e}_1^z, \hat{e}_2^z\} \cap \hat{A}(p')^m \hat{e}_1^z, \hat{e}_2^z = \emptyset. \quad (9.2)$$

Let $O(\hat{x}) := \{\hat{A}(p')^m \hat{x} : m \in \mathbb{Z}\}$ denote the $\hat{A}(p')$-orbit of a projective point $\hat{x}$. If $O(\hat{e}_1^z) \neq O(\hat{e}_2^z)$ these orbits are disjoint and it is not difficult to see that there are at least three $m$
\{1, \ldots, 5\} such that (9.2) holds. Otherwise, if \(O(\hat{e}_1^+) = O(\hat{e}_2^+)\) and this orbit is disjoint from \([\hat{e}_1^+, \hat{e}_2^+]\) then (9.2) holds for all \(m \in \mathbb{N}\). If \(O(\hat{e}_2^+) = O(\hat{e}_2^+)\) and this orbit contains one element from \([\hat{e}_1^+, \hat{e}_2^+]\) then (9.2) holds for three \(m \in \{1, \ldots, 5\}\). Finally, if \(O(\hat{e}_1^+) = O(\hat{e}_2^+)\) and this orbit contains \([\hat{e}_1^+, \hat{e}_2^+]\) then (9.2) holds for at least one \(m \in \{1, \ldots, 5\}\). This concludes the claim’s proof.

By Avila-Viana simplicity criterion, the positivity of the Lyapunov exponent follows. \(\square\)

Since \(\int v \, d\mu \neq 0\) without loss of generality we can assume that \(\int v \, d\mu > 0\). Take \(0 < \varepsilon < \frac{1}{2} \int v \, d\mu\). Next choose a Birkhoff generic point \(q \in \Lambda\) for the averages of \(v\) which is also an \(f\)-recurrent point near the fixed point \(p\). More precisely choose \(q \in \Lambda\) and \(n \in \mathbb{N}\) such that \(d(p, q) < \varepsilon/4\), \(d(f^n(q), q) < \varepsilon/4\) and \(\frac{1}{n} \sum_{j=1}^n v(T^j q) \geq \frac{1}{2} \int v \, d\mu\). If \(\varepsilon\) is small enough by the shadowing property there exists a periodic point \(q_{n+1} = f^n(q_n)\) \(\varepsilon/2\)-near \(q\). By the uniform continuity of \(v\), if \(\varepsilon\) is small enough we have \(\frac{1}{n} \sum_{j=1}^n v(T^j q_n) \geq \frac{2}{3} \int v \, d\mu\).

Thus by (9.1) provided \(\lambda_0\) is small enough, we have for all \(|\lambda| < \lambda_0\)

\[
\text{tr}\left[S^\mu_{E,\lambda}(q_n)\right] \geq 2 \cos(n\kappa) - n \lambda \frac{\sin(n\kappa)}{\sin \kappa} \frac{1}{2} \int v \, d\mu \gg 2
\]

which implies that \(S^\mu_{E,\lambda}(q_n)\) is hyperbolic.

Finally, Theorem 9.1 follows by Lemma 9.5. \(\square\)
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