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With the continuous improvement of people’s quality of life, air quality issues have become one of the topics of daily concern. How to achieve accurate predictions of air quality in a variety of complex situations is the key to the rapid response of local governments. This paper studies two problems: (1) how to predict the air quality of any monitoring station based on the existing weather and environmental data while considering the spatiotemporal correlation among monitoring stations and (2) how to maintain the accuracy and stability of the forecast even when the available data is severely insufficient. A prediction model combining Long Short-Term Memory networks (LSTM) and Graph Attention (GAT) mechanism is proposed to solve the first problems. A metalearning algorithm for the prediction model is proposed to solve the second problem. LSTM is used to characterize the temporal correlation of historical data and GAT is used to characterize the spatial correlation among all the monitoring stations in the target city. In the case of insufficient training data, the proposed metalearning algorithm can be used to transfer knowledge from other cities with abundant training data. Through testing on public data sets, the proposed model has obvious advantages in accuracy compared with baseline models. Combining with the metalearning algorithm, it gives a much better performance in the case of insufficient training data.

1. Introduction

Because of the increasingly serious air pollution all over the world, air quality has become one of the most socially concerned issues. In many countries, air quality has become a key indicator to measure the happiness index of residents. In order to achieve real-time monitoring of air quality, almost all countries have arranged a large number of air-quality monitoring stations in major cities. Besides, more and more mobile portable monitoring devices are participating in air quality monitoring [1, 2]. Although many monitoring methods have been applied, it is still extremely challenging to make accurate predictions of air quality. Especially in the case of insufficient monitoring data or poor data quality, it is more difficult to maintain the accuracy and stability of the prediction model.

Air quality is affected by a variety of complex factors [3–6], including meteorological factors, industrial factors, fuel factors, traffic factors, and other human activity factors. The development of related monitoring equipment leads the collection of air quality data more and more comprehensive [7]. With the application of a series of spatiotemporal prediction models [8], air quality prediction has made considerable progress. Time correlation refers to the impact of historical monitoring data on future data, and spatial correlation refers to the mutual influence among adjacent monitoring stations. Most of the existing research works [3, 4] focus on establishing prediction models based on time correlation, while there are obvious shortcomings in the study of spatial correlation. The reason for this phenomenon is because the diffusion of air pollutants is affected by various factors such as geographical location, wind direction, wind speed, air pressure, and air humidity. The impact of each factor on the relevance of different regions is difficult to accurately model. In this paper, we propose a spatiotemporal model for air quality prediction. The proposed model combines Long and Short-Term Memory networks (LSTM) and Graph ATTention (GAT) mechanism [9], where LSTM is used to
2. Related Works

This section will briefly present the related research works in the area of air quality prediction, transfer learning, and metalearning.

2.1. Air Quality Prediction. The machine learning models for air quality prediction can be divided into two categories: basic learning models and deep learning models. Basic learning models include linear regression, supporting vector regression, random forest, and LightGBM. Land Use Regression (LUR) [5, 6] makes air quality predictions through a linear regression model that takes into account multiple factors like regional population level, traffic condition, and land use condition. LUR does not consider the complicated spatiotemporal correlation of air pollution data, so the accuracy of prediction is poor. Later, the basic time series model autoregressive integrated moving average model (ARIMA) [18] appeared, which was used for time series forecasting with strong periodicity. However, it does not perform well for complex weather conditions. Random forest [19], LightGBM [20], deep learning methods have become widely used methods in air pollution prediction. Later, in order to further improve the accuracy of prediction, Zheng et al. [21] proposed U-Air, which uses a spatial classifier based on an artificial neural network (ANN) and a temporal classifier based on the linear-chain conditional random field (CRF) to capture temporal and spatial characteristics. Convolutional neural networks (CNN) are used to process data from Euclidean structures. For example, they are very effective in the field of image recognition, and it is impractical to use CNN directly to capture the spatial relationships between monitoring stations for sparse graph structures consisting of monitoring stations. The ConvLSTM model proposed in [22] combines CNN and LSTM to characterize the spatiotemporal relationship between monitoring stations, and it is still applicable to the spatial relationship in Euclidean space. The emergence of Graph Convolutional Networks (GCN) [23, 24] has made up for the deficiencies of CNN and is widely used in traffic data. GCN has realized the full use of the traffic network. GAT [9] are proposed on the basis of GCN, using an attention mechanism, and are good at capturing dynamic relationships between nodes. The ST-GAT model proposed by Zhang et al. [25] can dynamically capture the dynamic dependencies in the traffic network, making the traffic speed prediction results more advanced than existing models.

2.2. Transfer Learning and Meta-Learning. To improve the practicality of air quality prediction models, the obstacles caused by insufficient data must be resolved. Transfer learning can be divided into three categories according to the difference in source domains and target domains and tasks, namely, inductive transfer learning, transitive transfer learning, and unsupervised transfer learning [14]. In recent years, transfer learning combined with deep neural networks (DNN) has been widely used. The VGG model proposed in the image field [26], with the help of this model, can achieve fast and accurate model training under a small number of sets. Unlike image data, air quality data are more complex in spatial and temporal distribution. Hu et al. [27] proposed a DNN-based sharing model that fused multi-source wind speed data together to solve the problem of insufficient wind farm data. However, this model does not
provide a solution to the knowledge transfer of spatially related data.

Metalearning [28–30] can quickly initialize the model by learning knowledge in multiple different learning tasks in order to widely adapt to a variety of situations. Literature [29] firstly proposes the concept of metalearning, also known as learning. The goal is to train a metalearning model on multiple learning tasks, so as to use a small number of training samples to solve new learning tasks. A model-independent metalearning algorithm MAML is proposed in [28]. MAML deals with the situation of insufficient training data by transferring data and models among multiple learning tasks. Each update step consists of multitask pre-training, model migration, target task training, and model parameter synchronization. Unlike previous metalearning methods, MAML uses gradients to update model and does not introduce additional parameters. Literature [27] proposes a MAML-based spatiotemporal prediction model, which is used for urban traffic prediction and water quality prediction by transferring knowledge among multiple cities.

### 2.3. Summary of Related Works

Through the introduction of the above related works, it can be seen that the existing air quality prediction methods rarely consider the spatial relationship between multiple monitoring stations. A few spatiotemporal prediction models lack the ability to dynamically model spatial correlation based on weather and other related factors. The only methods that can dynamically model spatial correlation do not consider how to deal with insufficient training data. Some existing methods in the area of transfer learning and metalearning can solve the insufficient-training-data situation to a certain extent by transferring the knowledge from other source domains, but these methods lack the ability to adapt to the air quality spatiotemporal prediction models and cannot be directly applied to the scenarios targeted in this article. For this reason, this paper proposes a spatiotemporal model for air quality prediction and a metalearning algorithm for this model. The prediction model can dynamically and accurately model the temporal and spatial correlation in air quality prediction. The metalearning algorithm is used to establish a more accurate prediction model in the case of insufficient training data. As far as we know, it is the first time that metalearning has been used for air quality prediction.

### 3. Problem Formulation

This paper will solve two problems: prediction problem and transfer learning problem. The prediction problem is how to build a prediction model for the target pollutant in the city with sufficient training data. The transfer learning problem is how to build a prediction model in the target city with insufficient training data, given the source cities with sufficient data. The symbols used in this paper are given in Table 1.

#### 3.1. Prediction Problem

Suppose that there is a set of urban monitoring stations \( S = \{s_1, s_2, \ldots, s_n\} \) in the target city. We use a fixed time interval while counting historical data and making predictions. The prediction problem is building a model to predict the concentration of a certain pollutant sampled by a specified monitoring station in the future. The target air pollutant can be one of PM2.5, PM10, SO\(_2\), O\(_3\), CO, AQI (can be regarded as a comprehensive pollutant). Suppose that the current time is \( t \). The input of the prediction model contains (1) a specified monitoring station, (2) the historical monitoring data of the target pollutant sampled from time \( t - k \) to time \( t \), (3) the historical weather information from time \( t - k \) to time \( t \), and (4) the weather forecast information from time \( t + 1 \) to time \( t + l \). The output of the prediction model is the predicted value of the target pollutant sampled by the specified station from time \( t + 1 \) to time \( t + l \). In practical applications, we usually set \( k + 1 = 2l \).

For a monitoring station \( s \in S \), define the historical data vector of \( s \) as \( x_s = (x_{s,t-k}; x_{s,t-k+1}; \ldots; x_{s,t}) \), where \( x_{s,i} \) \( (t-k \leq i \leq t) \) is the concentration of the target pollutant sampled by station \( s \) at time \( t \). The historical data vectors of all monitoring stations can be represented by a matrix \( X = (x_{s_1}, x_{s_2}, \ldots, x_{s_n}) \).

The weather information used by the prediction model includes temperature, humidity, pressure, wind direction, and wind speed. The historical weather dataset of the target city is expressed as \( W_h = (w^{t-k}, w^{t-k+1}, \ldots, w^t) \), in which \( w^i \) \( (t-k \leq i \leq t) \) represents the vector of the above weather indexes sampled at time \( i \). The weather forecast dataset of the target city is expressed as \( W_f = (w^{t+1}, w^{t+2}, \ldots, w^{t+l}) \), in which \( w^{t+i} \) \( (t+1 \leq i \leq t+l) \) represents the forecast value of the above weather indexes at time \( i \). Usually, \( W_h \) and \( W_f \) are given by the meteorological department.

Given the target monitoring station \( s \in S \), our goal is to predict the concentration of the target pollutant sampled by \( s \) from time \( t + 1 \) to time \( t + l \), which can be expressed as a vector \( y_s = (y_{s,t+1}, y_{s,t+2}, \ldots, y_{s,t+l}) \). Suppose that \( f_\theta \) with parameter \( \theta \) is the model we build, so we have

\[
\hat{y}_s = f_\theta(X, W_h, W_f, s),
\]

where \( \hat{y}_s \) is the prediction of \( y_s \).

Let \( D_{sc} \) be the training dataset of the target city. \( D_{sc} \) contains the historical monitoring data of all monitoring stations, the historical weather data, and the historical weather forecast data collected from the target city over a period of time. The prediction problem can be formally defined as how to build an accurate prediction model \( f_\theta \) based on \( D_{sc} \).

#### 3.2. Transfer Learning Problem

In addition to constructing the prediction model, another important issue to be solved in this paper is how to make accurate predictions when there is little training data. In this case, we will transfer knowledge from the source cities with sufficient training data to the target city with insufficient data. Suppose that we have \( m \) source cities with sufficient training data. Let \( D_{sc}^1, D_{sc}^2, \ldots, D_{sc}^m \) be the training datasets collected from the source cities, respectively. Let \( D_{sc} \) be the insufficient training dataset collected from the target city. The transfer learning problem
Table 1: Symbols and explanations.

| Symbol       | Meaning                                                                 |
|--------------|-------------------------------------------------------------------------|
| $S = \{s_1, s_2, \ldots, s_n\}$ | Set of monitoring stations in the target city                           |
| $k$          | Length of the historical data                                           |
| $t$          | Current time                                                            |
| $l$          | Length of the forecast window                                           |
| $x_i^j$      | Concentration of target pollutant monitored by station $s$ at time $i$ (past) |
| $X = (x_1, x_2, \ldots, x_n)$ | Historical data vectors of all stations                                |
| $w^{(t-k \leq i \leq t)}$ | Historical weather of the target city at time $i$                        |
| $W_h = (w^{t-k}, w^{t-k+1}, \ldots, w^t)$ | Historical weather dataset                                              |
| $w^{(t+1 \leq i \leq t+l)}$ | Weather forecast of the target city at time $i$                         |
| $W_f = (w^{t+1}, w^{t+2}, \ldots, w^{t+l})$ | Weather forecast dataset                                               |
| $T = \{D_{sc}^1, D_{sc}^2, \ldots, D_{sc}^m\}$ | Set of training dataset from source cities                              |
| $D_{sc}$     | Training dataset from the target city                                    |
| $y_i^f(t+1 \leq i \leq t+l)$ | Concentration of target pollutant monitored by station $s$ at time $i$ (future) |
| $y_i = (y_i^{f_1}, y_i^{f_2}, \ldots, y_i^{f_l})$ | Concentration of target pollutant at station $s$ in the future          |
| $f_\theta$   | Prediction model with parameter $\theta$                                |
| $L(f_\theta)$ | Loss of model $f_\theta$ on training batch $B$                         |
| $\tilde{y}_i = (\tilde{y}_i^{f_1}, \tilde{y}_i^{f_2}, \ldots, \tilde{y}_i^{f_l})$ | Predicted value of $y_i$                                               |
| $r$          | Influence radius of monitoring stations                                 |
| $G_r$        | Directed graph built on all the monitoring stations                     |
| $N_r(s)$     | Directed graph built on all the monitoring stations                     |
| $h_i^r$      | Output vector of the LSTM unit on station $s$ at time $i$               |
| $c_i^r$      | Cell state vector of the LSTM unit on station $s$ at time $i$           |
| $z_i^r$      | Output vector of GAT on station $s$ at time $i$                         |
| $\sigma_{s',s}^r$ | GAT's similarity score between node $s'$ and $s$                       |
| $\tilde{\sigma}_{s',s}^r$ | Weight of the edge $\langle s', s \rangle$ in $G_r$ calculated by GAT |

is defined as how to build an accurate prediction model $f_\theta$ for the target city based on $D_{sc} \cup D_{sc}^1 \cup D_{sc}^2 \cup \cdots \cup D_{sc}^m$.

4. Methodology

4.1. Monitoring Station Graph. In order to measure the mutual influence among different monitoring stations, we initially model all monitoring stations as a directed graph $G_r$. Monitoring stations are represented by the nodes (vertices) in $G_r$. Given two nodes $s_i$ and $s_j$, there are directed edges $\langle s_i, s_j \rangle$ and $\langle s_j, s_i \rangle$ if the Euclidean distance between $s_i$ and $s_j$ is less than or equal to $r$. $r$ is the influence radius of monitoring stations, i.e., the maximum range affected by the pollutant in the diffusion process. As shown in Figure 1, by setting $r = 20km$, we get the graph among 34 monitoring stations located in Beijing, China. The weights of the edges in $G_r$ will be calculated by GAT mechanism and change over time. Hereinafter, we use the term “node” to refer to monitoring station and define set $N_r(s)$ as

$$N_r(s) = \{s\} \cup \left\{s' \mid \langle s', s \rangle \in G_r \right\}.$$  

4.2. Air Quality Prediction Model. To solve the prediction problem, we propose a spatiotemporal prediction model (referred as GAT-LSTM) as shown in Figure 2. The model is built by a recurrent neural network incorporating graph attention mechanism, which means that it has encoder-decoder structure. The encoder is used to embed historical data, and the decoder is used to generate the predicted value in the future. It uses LSTM to model time correlation of a
node’s own data and uses GAT to capture spatial correlation among nodes.

Suppose that the current time is \( t \). Take node \( s \) as an example. In the encoding phase, we use \( k + 1 \) LSTM units to receive \( s \)’s historical data from time \( t - k \) to time \( t \), and form them into a recurrent neural network. For time \( i \) \((t - k \leq i \leq t)\), the input of the corresponding LSTM unit is \((x_i^s; w_i^s)\), where \( x_i^s \) is the concentration of target pollutant monitored by \( s \) at time \( i \), and \( w_i^s \) is the historical weather data at time \( i \). Let \( h_i^s \) and \( c_i^s \) be the output vector (blue lines in Figure 2) and the cell state vector (gray lines in Figure 2) of the LSTM unit at time \( i \), respectively. Unlike the traditional approach passing \( h_i^s \) and \( c_i^s \) directly to the next LSTM unit, we pass \( h_i^s \) to GAT to find spatial correlation among different nodes. Let \( z_i^s \) be the output vector of GAT for node \( s \) at time \( i \). In the end, \( z_i^s \) and \( c_i^s \) are passed to the next LSTM unit. The structure of LSTM unit is as shown in Figure 3.

In the decoding phase, \( l \) LSTM units are used to generate \((y_T^{x_1^s}; y_T^{x_2^s}; \ldots; y_T^{x_l^s})\), i.e., the predicted concentration of the target pollutant sampled by node \( s \). For time \( j \) \((t + 1 \leq j \leq t + l)\), the input of the corresponding LSTM unit is \((y_T^{x_{j-1}^s}; w_j^s)\), where \( y_T^{x_{j-1}^s} \) is the prediction of the previous moment and \( w_j^s \) is the weather forecast data at time \( j \). As with the coding phase, we pass the LSTM’s output vector \( h_j^s \) to GAT to generate vector \( z_j^s \). In addition to being passed to the next LSTM unit, \( z_j^s \) is also passed to a Feedforward Neural Network (FNN) to generate the output \( y_j^s \).

Base on the monitoring station graph \( G_s \), we use a GAT to model the spatial relationship among different nodes. In GAT, each node uses the attention mechanism [31] to collect information from neighbor nodes (weighting and summing the feature vectors of neighbor nodes) and uses the collected information to update its own feature vector. Unlike GCN, the weight of an edge in GAT is calculated based on the similarity of the feature vectors of the two corresponding nodes and changes dynamically with the change of the node’s data. GAT is very sensitive to the changes of the spatial correlation among nodes caused by weather factors such as wind speed and wind direction.

The GAT mechanism can be demonstrated by Figure 4. At any time, the input of GAT is the output vectors of all nodes’ LSTM units, i.e., \( \{h_i, h_j, \ldots, h_s\} \). The output of GAT is \( \{z_1, z_2, \ldots, z_s\} \). Each \( z_s \) is passed to the next LSTM unit on the corresponding node as a hidden state vector. To get \( z_s \), for each \( s \in N_s(s) \), GAT firstly calculates the similarity score between node \( s' \) and \( s \) by

\[
\alpha_{s', s} = \mathbf{v}^T \tanh (U_{s'} h_{s'} + U_s h_s),
\]

where vector \( \mathbf{v} \) and matrix \( U_s \) and \( U_{s'} \) are the parameters that need to be learned. Then, \( \tilde{\alpha}_{s', s} \) is calculated by normalizing all the \( \alpha_{s', s} \) through the softmax layer:

\[
\tilde{\alpha}_{s', s} = \frac{\exp (\alpha_{s', s})}{\sum_{w \in N_s(s)} \exp (\alpha_{w, s})}.
\]

\( \tilde{\alpha}_{s', s} \) can be seen as the weight of the edge \((s', s)\) in \( G_s \). Finally, \( z_s \) is calculated by a weighted summation of all its neighbors’ \( h_s \), i.e.,

\[
z_s = \sum_{s' \in N_s(s)} \tilde{\alpha}_{s', s} h_{s'}.
\]

4.3. Metalearning Algorithm. To solve the transfer learning problem, we propose a metalearning algorithm named MetaGAT-LSTM (given by Algorithm 1) for training the GAT-LSTM model in the target city with insufficient training data. The algorithm will build an accurate prediction model by transferring knowledge from source cities with sufficient data. It uses a modified version of Model-Agnostic Meta-Learning (MAML) [28] as the parameter learning method.

Let \( T = \{D_1, D_2, \ldots, D_k\} \) be the set of datasets from source cities. Define the distribution over \( T \) as \( \mathcal{P}(T) \), in which the probability of choosing dataset \( D \in T \) is

\[
\Pr (D) = \frac{|D|}{\sum_{D'' \in T} |D''|}.
\]

Let \( f_\theta \) with parameter \( \theta \) be the prediction model at the beginning of each training iteration. At first, with respect to \( \mathcal{P}(T) \), we sample \( k \) datasets \( D_1, D_2, \ldots, D_k \) from \( T \) with replacement (Line 3 in Algorithm 1). Then, get the next training batches \( B_1, B_2, \ldots, B_k \) from \( D_1, D_2, \ldots, D_k \), respectively (Line 4 in Algorithm 1) and get the next training batch \( B_0 \) from \( D_0 \) (Line 5 in Algorithm 1). The model’s parameter is updated in two steps. In the first step (Line 6 - 10 in Algorithm 1), for each \( B_i \) \((1 \leq i \leq k)\), we get the first-step adapted parameter \( \theta_i \) by

\[
\theta_i = \theta - \beta \nabla \mathcal{L}_B_i(f_\theta).
\]
where $\mathcal{L}_{B_i}(f_{\theta})$ is the loss of the original model $f_{\theta}$ on training batch $B_i$, $\triangledown \mathcal{L}_{B_i}(f_{\theta})$ is gradient of $\mathcal{L}_{B_i}(f_{\theta})$ and $\beta$ is the learning rate in the first step. In the second step (Line 11 in Algorithm 1), we get the second-step adapted parameter by

$$\theta = \theta - \gamma \sum_{i=1}^{k} \triangledown \mathcal{L}_{B_i}(f_{\theta}),$$

(8)

where $\mathcal{L}_{B_i}(f_{\theta})$ is the loss of first-step adapted model $f_{\theta}$ on training batch $B_i$ and $\gamma$ is the learning rate in the second step.

5. Experimental Results and Analysis

5.1. Dataset. We use real datasets collected from four cities in China (Beijing, Tianjin, Shenzhen, Guangzhou) to verify the effectiveness and efficiency of the proposed model and meta-learning algorithm. These cities are very different in...
geographic coordinates, city size, population density, etc., resulting in very different air quality distributions. For example, the air pollution situation in Beijing and Tianjin is much more serious than that in Shenzhen and Guangzhou. Each dataset contains the air quality data (from all monitoring stations), weather data, and weather forecast data collected from a city within one year. The period of data sampling is one hour. Taking the dataset of Beijing as an example, the air quality data contains the concentration of six major pollutants (PM2.5, PM10, SO2, NO2, O3, CO) and AQI sampled by 36 monitoring stations within one year. The period of data sampling is one hour. Weather forecast data contains the forecast value of the above weather indexes published by Beijing Meteorological Bureau. There are missing and dirty values in these datasets. In order to exploit the data as much as possible, we fill in missing values with the mean in a period of time and delete the tuples with too many consecutive missing data; Table 2 shows the details of these datasets.

5.2. Experiment Setting. There are two groups of experiments. In the first group, we compare GAT-LSTM with the most effective method to date and benchmark models. For each dataset, we divide it into train set and test set, then train these models on the same train set and evaluate their effectiveness on the same test set. The models used for comparison include the following:

(i) **ARIMA**: *Auto Regressive Integrated Moving Average*. ARIMA is the most common statistical model used for time series forecasting.

(ii) **LSTM** [32]. LSTM can learn the time dependence in time series. Compared with RNN, they can deal with longer time series and obtain better results.

(iii) **ST-DNN** [33]. The spatiotemporal models combining Convolution Neural Networks (CNN) and LSTM for air quality prediction. ST-DNN is the most effective method to date.

In the second group, we set one city as target city and the other cities as source cities. Then, delete most of the data from the target city and only keep a small part for training. The proposed metalearning algorithm is used to build a prediction model by transfer learning knowledge from source cities with sufficient data. We compare the proposed metalearning algorithm MetaGAT-LSTM with the following transfer learning methods:

(i) **Fine-Tuning**. First, use the data of a single city to pretrain the GAT-LSTM model and, then, fine-tune the model on the target city, which is called the single-source domain fine-tuning (Single-FT). Secondly, use the data from multiple source cities to pretrain the GAT-LSTM model then fine-tune it on the target city, which is called the multisource domain fine-tuning (Multi-FT).

(ii) **MAML** [28]. Use data from all cities to jointly train the model for the target. MAML is implemented based on the metalearning method.

The target pollutant is AQI (can be seen as a single pollutant). We use Root Means Square Error (RMSE), Mean Absolute Error (MAE), and ACCuracy (ACC) to evaluate models, which are defined as

\[
RMSE = \sqrt{\frac{1}{|\mathcal{D}|} \sum_{(x,y) \in \mathcal{D}} \| f(x) - y \|^2_2 },
\]

\[
MAE = \frac{1}{|\mathcal{D}|} \sum_{(x,y) \in \mathcal{D}} \| f(x) - y \|_1 ,
\]
Here, $\mathcal{F}$ is the test set. $y$ is sample’s label (true monitoring data in the future) and $f(X)$ is the predicted value of $y$. $\|\cdot\|_1$ and $\|\cdot\|_2$ are L1 and L2 norm, respectively.

In GAT-LSTM, the dimension of the GAT’s output vector, the LSTM’s output vector, and cell state vector are all set to 128. While training, we use dropout [34] and batch normalization [35] to strengthen the training effect. The batch size is set to 64. The number of epochs is set to 3.

5.3. Experiment Results. At first, we need to find an appropriate influence radius $r$ for building the directed graph $G_v$ in GAT-LSTM, so we compare the performance of GAT-LSTM with different $r$. Table 3 and Figure 5 give the comparison results on the dataset from Beijing. They show that when $r < 20$km, the accuracy of GAT-LSTM increases as $r$ increases. The reason for this phenomenon is that when $r$ is within a reasonable range, a larger $r$ allows the model to consider more spatial correlation, thereby providing a more accurate prediction. The accuracy reaches its peak at $r = 20$ km. When $r > 20$km, the accuracy decreases slightly as $r$ increases. This phenomenon is because too large $r$ will cause the model to incorrectly estimate the correlation among some remote monitoring sites based on the data similarity. Thus, we set $r = 20$ km in the following experiments.

In the first group of experiments, we use the dataset from Beijing to evaluate all the prediction models. We divide the dataset into training set (70%), validation set (20%), and test set (10%). Each model takes data from the past 48 hours as input ($k+1 = 48$), then outputs prediction values for the next $l$ hours. Table 4 shows the experiment results with different $l$. The best results are marked in bold. It can be seen that the traditional linear model ARIMA does not perform well under the influence of multiple complex factors. LSTM’s performance is acceptable for short-term prediction and drops quickly with the increase of $l$. Spatial correlation plays an important role in air quality prediction. By using CNN to extract spatial correlation among monitoring stations, the ST-DNN performs much better than ARIMA and LSTM. However, the spatial correlation built by ST-DNN cannot change dynamically with the change of weather, which reduces its predictive effects. By using GAT to dynamically model spatial correlation, GAT-LSTM gives the best performance in all cases. The performance of all models declines with the increase of $l$, but the decline rate of GAT-LSTM is lower than the other three, which shows that it is suitable for long-term prediction.

### Table 2: Data details.

| Attribute                  | Number of different items |
|----------------------------|---------------------------|
|                            | Beijing                   |
|                            | Tianjin                   |
|                            | Shenzhen                  |
|                            | Guangzhou                 |
| Time span                  | 2014/5/1-2015/4/30        |
| AQIs                       | 278023                    |
| Station ID                 | 36                        |
| Major pollutants           |                           |
| PM$_{10}$                  | 278023                    |
| NO$_2$                     | 27                        |
| O$_3$                      | 11                        |
| SO$_2$                     | 42                        |
| District ID                | 17                        |
| Basic weather              |                           |
| Temperature                | 116867                    |
| Pressure                   | 106614                    |
| Humidity                   | 30305                     |
| Wind speed                 | 55632                     |
| Wind direction             | 17                        |
| Basic weather              |                           |
| Weather forecast           |                           |
| District ID                | 390702                    |
| Wind speed                 | 361624                    |
| Wind direction             | 106380                    |
| Wind strength              | 51870                     |

### Table 3: The performance of GAT-LSTM with different influence radius $r$ on Beijing dataset ($l = 6$).

| $r$ (km) | RMSE  | MAE  | ACC  |
|----------|-------|------|------|
| 5        | 39.1  | 24.8 | 0.767|
| 10       | 33.3  | 21.9 | 0.778|
| 20       | 28.5  | 20.1 | 0.799|
| 25       | 30.3  | 20.5 | 0.797|
| 40       | 29.7  | 20.2 | 0.796|
| 60       | 28.8  | 20.5 | 0.798|
| 100      | 29.3  | 20.2 | 0.796|
In the second group of experiments, we execute two experiments by taking Beijing and Shenzhen as the target cities, respectively. We delete most of the data from the target city and only keep a small part for training. With different sizes of the training dataset (in target city), the results of comparing MetaGAT-LSTM with other transfer learning methods are given by Tables 5 and 6. It can be seen all the methods performs better with larger training dataset. Table 5 shows that Single-FT from the Tianjin is better than that from the other two cities. Table 6 shows that Single-FT from Guangzhou is better than that from the other two cities. The climate and geographical location cause similarity

**Figure 5:** The relationship between influence radius \( r \) and prediction accuracy \((l = 6)\).

**Table 4:** Comparison of mean prediction results by different methods among 36 monitoring stations in Beijing (RMSE, MAE, ACC).

| Methods   | +6h RMSE | +6h MAE | +6h ACC | +12h RMSE | +12h MAE | +12h ACC | +24h RMSE | +24h MAE | +24h ACC | +48h RMSE | +48h MAE | +48h ACC |
|-----------|----------|---------|---------|-----------|---------|---------|-----------|---------|---------|-----------|---------|---------|
| ARIMA     | 53.3     | 40.7    | 0.622   | 70.7      | 59.2    | 0.432   | 94.1      | 68.2    | 0.321   | 104.3     | 78.2    | 0.201   |
| LSTM      | 48.2     | 34.5    | 0.723   | 57.3      | 47.3    | 0.582   | 71.2      | 55.1    | 0.473   | 85.7      | 66.3    | 0.367   |
| ST-DNN    | 35.6     | 23.8    | 0.761   | 52.2      | 37.1    | 0.67    | 63.2      | 49.3    | 0.546   | 70.4      | 57.7    | 0.474   |
| GAT-LSTM  | 28.5     | 20.1    | 0.799   | 47.9      | 34.8    | 0.698   | 55.7      | 45.2    | 0.621   | 65.8      | 48.9    | 0.501   |

**Table 5:** RMSE of transfer learning methods over different sizes of training dataset in the target city. (taking Beijing as the target city and other cities as the source cities).

| Methods   | 24h | 72h | 240h | 720h | 2400h |
|-----------|-----|-----|------|------|-------|
| Single-FT |     |     |      |      |       |
| Tianjin   | 62.7| 62.1| 53.5 | 50.5 | 45.6  |
| Shenzhen  | 71.3| 70.7| 67.6 | 61.0 | 55.2  |
| Guangzhou | 70.9| 69.0| 66.2 | 59.8 | 54.5  |
| Multi-FT  |     |     |      |      |       |
| Tianjin   | 63.1| 61.2| 55.3 | 52.5 | 43.1  |
| Shenzhen  | 59.4| 57.8| 49.4 | 45.1 | 36.2  |
| Guangzhou | 55.8| 53.7| 45.3 | 40.2 | 31.4  |

**Table 6:** RMSE of transfer learning methods over different sizes of training dataset in the target city. (taking Shenzhen as the target city and other cities as the source cities).

| Methods   | 24h | 72h | 240h | 720h | 2400h |
|-----------|-----|-----|------|------|-------|
| Single-FT |     |     |      |      |       |
| Tianjin   | 77.3| 76.2| 72.0 | 66.3 | 58.1  |
| Beijing   | 79.2| 77.2| 73.1 | 68.9 | 59.2  |
| Guangzhou | 65.6| 60.3| 51.9 | 49.3 | 43.7  |
| Multi-FT  |     |     |      |      |       |
| Tianjin   | 66.3| 65.1| 58.9 | 56.7 | 45.4  |
| Beijing   | 61.5| 60.5| 51.6 | 48.2 | 40.3  |
| Guangzhou | 58.2| 57.5| 52.3 | 47.7 | 35.6  |
of air conditions in Tianjin and Beijing, as well as the similarity of air conditions in Guangzhou and Shenzhen. This can be proven by Figure 6, in which the AQI distribution of the four cities from 2014/5/1 to 2015/4/30 is given. The more similar the two cities’ datasets are, the better Single-FT performs. Multi-FT enriches the training samples by using the data from all source cities. It is better than Single-FT in some cases. However, because of simply mixing all datasets, it may cause negative migration and give an even worse performance compared with Single-FT in some cases. Both MAML and MetaGAT-LSTM are better than the finetuning methods. MetaGAT-LSTM outperforms MAML in all cases by more rationally integrating data from all cities for joint training.

6. Conclusions

In this paper, we propose a spatiotemporal model GAT-LSTM by combining LSTM and GAT for air quality prediction, then design a metalearning algorithm for GAT-LSTM for transfer learning. By more accurately modeling the temporal and spatial correlation of pollutants at all monitoring stations, GAT-LSTM gives a better performance compared with the up-to-date air quality prediction models. In the case of insufficient training data from the target city, the proposed metalearning algorithm for GAT-LSTM can effectively transfer knowledge from source cities with sufficient data and jointly training an accurate prediction model. A number of comparative experiments show the effectiveness of the proposed prediction model and metalearning algorithm. In the future, we may consider more factors related to air quality to improve prediction’s accuracy. On the other hand, it will be reasonable to apply the proposed model and metalearning algorithm to other fields.

Data Availability

The source code implemented in this article can be obtained from a GitHub repository (https://github.com/123scarecrow/paperCode), which also includes data analysis code, data pre-processing code, and training data generation code. The data used in the experiments comes from the website: http://research.microsoft.com/apps/pubs?id=246398.
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