Visualizing Basins of Attraction for Different Minimization Algorithms
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Abstract

We report a study of the basins of attraction for potential energy minima defined by different minimisation algorithms for an atomic system. We find that whereas some minimisation algorithms produce compact basins, others produce basins with complex boundaries or basins consisting of disconnected parts. Such basins deviate from the ‘correct’ basin of attraction defined by steepest-descent pathways, and the differences can be controlled to some extent by adjustment of the maximum step size. The choice of the most convenient minimisation algorithm depends on the problem in hand. We show that while L-BFGS is the fastest minimiser, the FIRE algorithm is also quite fast, and can lead to less fragmented basins of attraction.
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Introduction

Optimisation problems are ubiquitous in the physical sciences and beyond. In the simplest case optimisation refers to the search for the minimum or maximum values of an objective function. Global optimisation involves searching for the highest maximum or lowest minimum in a certain domain. In contrast, local optimisation procedures identify the first minimum or maximum that is found by a given algorithm when starting from an arbitrary point in parameter space.

In the study of energy landscapes, the properties of stationary points and the connections between them are of central importance. These stationary points represent key features of the landscape. In chemical reactions, saddle points are geometric transition states along the reaction coordinate. Glassy systems are trapped in metastable states that correspond to relatively small numbers of connected local minima and, similarly, jammed states can also be viewed as local potential energy minima. In protein folding the native state corresponds to the global free energy minimum and the free energy landscape often involves funnelling characteristics. The study of these minima and the pathways connecting them can be carried out using geometry optimisation techniques, and local minimisation is the focus of the current contribution.

When faced with the task of numerically optimising a smooth function there are many algorithms from which to choose. Which algorithm is best suited for the purpose depends on factors such as speed, memory usage and ease of implementation. All algorithms follow a general procedure starting with the user supplying an initial point, which can be an informed guess or an arbitrary point in parameter space. The algorithm generates a sequence of iterates that terminates when a solution is found within a predefined accuracy, such as when the gradient is near zero, or when the value of the function stops changing. Recent work has shown how convergence criteria can be chosen.

*To whom correspondence should be addressed
Different algorithms have different ways of proceeding from one iteration to the next. The formulations we consider involve the value of the function that is being optimised, its derivatives, and the results of previous iterations.

In general, two different algorithms can converge to different minima starting from the same initial conditions. We are interested in identifying the configuration space that leads to a particular minimum as a function of the optimisation algorithm. This connection is important for applications such as calculation of thermodynamic properties using the superposition approach, where the global partition function is written as a sum over contributions of local minima. In this context, the steepest-descent algorithm occupies a unique position, since it defines basins of attraction for local minima that cannot interpenetrate. This result follows because steepest-descent paths are defined using a linear first-order differential equation, for which the uniqueness theorem applies. However, steepest-descent minimisation is very inefficient compared to more sophisticated algorithms, which are normally preferable. The latter methods generally employ non-linear equations to determine the steps, and the corresponding basins of attraction can exhibit complex boundaries. In other words, when defined by steepest-descent, the basin of attraction has a deterministic boundary. In contrast, the basins for other algorithms can exhibit re-entrant, interpenetrating boundaries, as noted in previous work. For applications such as basin-hopping global optimisation, this structure is probably unimportant. However, the simplicity of the boundaries associated with steepest-descent paths is relevant if we are interested in partitioning the configuration space, for example, when measuring the size of basins of attraction. In the present work, we regard the basins of attraction defined by steepest descent as a reference to which other methods will be compared. The purpose of this paper is to make these comparisons rigorously and to provide criteria for choosing the most appropriate and convenient minimisation algorithm for a given problem.

Methods

The minimisation algorithms considered here are steepest-descent, L-BFGS, FIRE, conjugate gradient, and BFGS (for a detailed description of different minimisation techniques see reference). The L-BFGS algorithm is tested using two different methods to determine the length of the steps. In the first approach, a line search routine is used to choose the step size. In the second approach, the step size guess of the L-BFGS algorithm is accepted subject to a maximum step size and the condition that the energy does not rise. This is the default procedure in the global optimisation program GMIN and the OPTIM program for locating transition states and analysing pathways. We have only compared gradient-based minimisers in the present work, because they represent the most efficient class of algorithms.

Steepest-descent, sometimes referred to as gradient descent, uses the gradient as the search direction (this is the steepest direction). The step size can be chosen using a line search routine. In this paper, a fixed step size ($\Delta = 0.005$ in reduced units) is used for all of the steepest-descent calculations. It is worth noting that the definition of basins of attraction in the Introduction section applies to steepest-descent minimisation in the limit of infinitesimal step size.

BFGS, named after its creators Broyden, Fletcher, Goldfarb, and Shanno, is a quasi-Newtonian optimisation method, which uses an approximate Hessian to determine the search direction. The approximate Hessian is built up iteratively from the history of steps and gradient evaluations. The implementation used in this paper is from SciPy and uses a line search to determine a step size. The line search used is the Minpack2 method DCSRCH, which attempts to find a step size that satisfies the Wolfe conditions. The maximum step size is fixed to be 50 times the initial guess returned by the BFGS algorithm.

L-BFGS is a limited memory version of the BFGS algorithm described above and was designed for large-scale problems, where storing the Hessian would be impractical. Rather than saving the full approximate Hessian in memory it only stores a history of $M$ previous values of the function and its gradient with which it computes an
approximation to the inverse diagonal components of the Hessian. For a system with $N$ variables, $O(N^2)$ memory and operations are needed when using BFGS, while L-BFGS scales as $O(MN)$, which is significantly smaller if $M \ll N$, and is linear in $N$. Two versions of L-BFGS were used in this paper. The first is from the SciPy optimisation library "L-BFGS-B". This routine uses the same DCSRCH line search as the BFGS implementation, but with slightly different input parameters. For example, the maximum step size is adaptively updated. The second L-BFGS implementation is included in the GMIN and OPTIM software packages and adapted from Liu and Nocedal.  

In this version there is no line search. The step size returned by the L-BFGS algorithm is accepted subject to a maximum step size constraint and the condition that the energy does not rise. In both of these versions, the diagonal components of the inverse Hessian are initially set to unity. The conjugate gradient method uses information about previous values of the gradient to determine a conjugate search direction. It only stores the previous search direction. The implementation considered here is from SciPy and the step size is determined using same line search as the BFGS routine.

In order to test the accuracy of the minimisers, we use a three-particle system in which the inter-particle interactions are given by a Lennard-Jones potential plus a three-body Axilrod-Teller term.  

$$V = 4\varepsilon \sum_{i<j} \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} + \sum_{i<j<k} \frac{1 + 3 \cos \theta_1 \cos \theta_2 \cos \theta_3}{(r_{ij} r_{ik} r_{jk})^{3/2}},$$  

Here $\theta_1$, $\theta_2$ and $\theta_3$ are the internal angles of the triangle formed by particles $i$, $j$, $k$; $r_{ij}$ is the distance between particles $i$ and $j$; and $Z$ is the strength of the three-body term. We chose this three-particle system because, for $Z > 0$, it has four local minima. It was important for us to choose a small system with only a few degrees of freedom in order to visualise the basins of attraction in two dimensions. In one of the minima, the atoms are arranged in an equilateral triangle, with point group $D_{3h}$. The other three linear minima have $D_{oh}$ symmetry and are related by permutations of the atoms. We use reduced units with one parameter, as in previous work.  

$$Z^* = \frac{Z \sigma^9}{\varepsilon}.$$

Without loss of generality, we define the axes such that the three particles are in the $xy$ plane with one particle at the origin, another along the $x$ axis, and the third in the upper half plane. Now only the three internal coordinates $r_{ij}$ are needed to describe the system. A projection onto the page was chosen to visualise the basins of attraction in such a way that the basins of the four minima are present in the plane. In internal coordinates, the projection plane is chosen to be perpendicular to the vector $\vec{n} = (1, 1, 1)$ at a distance $\sqrt{3}\alpha$ from the origin. Points in the plane have the property $r_{12} + r_{23} + r_{13} = 3\alpha$. We can define an arbitrary vector $\vec{v} = (0, 0, 1)$ so that the plane is spanned by the unit vectors $\hat{\vec{x}}_2 = \frac{\vec{n} \times \vec{v}}{|\vec{n} \times \vec{v}|}$, $\hat{\vec{x}}_1 = \frac{\vec{n} \times \vec{x}_2}{|\vec{n} \times \vec{x}_2|}$.

The projection of an arbitrary vector $\vec{a} = (r_{12}, r_{23}, r_{13})$ onto the plane is $\vec{a}_p = (\vec{a} \cdot \hat{\vec{x}}_1, \vec{a} \cdot \hat{\vec{x}}_2)$. The equilateral triangle minimum is at the origin in terms of the projected coordinates $x_1$ and $x_2$, as shown in [1]. For more details regarding the projection see references [14,15].

The following results were produced using the projection described above with $\alpha = \sqrt{3}R_e$, where $R_e = 21^{1/6}\sigma$ is the Lennard-Jones equilibrium separation, and $Z^* = 2$. For this choice there is a linear minimum with energy $-2.219\varepsilon$ in addition to the equilateral triangle with energy $-2.185\varepsilon$. There are three distinct permutational isomers of the linear minimum, since any of the three atoms can reside in the central position. A $700 \times 700$ grid of
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Figure 1: Projected plane in its own coordinate system. Points on this plane were used as the initial configurations for the minimisations. Examples of starting configurations are shown for several points marked by “×”. The plot is coloured by the energy of the starting configuration.

Initial points was taken with $x_1$ and $x_2$ between $-\alpha$ and $\alpha$. All of the minimisations were terminated when the root mean square (RMS) gradient was smaller than $10^{-3}$ reduced units. Under some conditions, such geometry optimisations could appear to converge to a saddle point, so the geometries were also checked, as well as the RMS gradient. As in previous work, each pixel in the resulting plots corresponds to a different initial configuration and is coloured according to the minimum that is found after optimisation.

The efficiency of each algorithm was also tested. Here we were not constrained to small systems by the need for visualisation, so we chose a more interesting system size, namely 38 Lennard-Jones atoms. We measured the average number of function calls needed to get to the nearest local minimum from 1,000 random starting configurations. The number of function calls is a fairer test than wall clock time because for most real word calculations computing the energy and gradient will be the time bottleneck and it avoids measuring differences in implementation efficiency. The results are reported in.

L-BFGS is the fastest algorithm tested here (see 2), although the basin boundaries are not always well defined (see 3 and 6). In the case of L-BFGS without line search we can see that reducing the step size does not necessarily improve the definition of the basin boundaries. In this case, the resolution of the basin boundaries improves with increasing maximum step size until it reaches an optimum length, beyond which the resolution decreases. This effect is clearly visible in 1 and 3. Removing the line search does not improve the resolution of the boundaries, but it does reduce the number of failed quenches. We tested the effect of changing the parameter $M$, the number of previous values of the function and gradient used to build the approximate Hessian. Increasing $M$ between 1 and 10 makes the resolution of the basins worse (see 3) but produces faster convergence (see 1). This result arises due to the fact that increasing $M$ increases the degree of non-linearity of the algorithm.
Figure 3: Results for the L-BFGS algorithm for different values of $M$ (the number of previous steps used to construct the next step) and the maximum step size $\Delta$. See §2 for a detailed explanation of the figure.
Steepest-descent, \( \Delta = 0.005 \)

Figure 2: The lower panel shows the same \((x_1, x_2)\) plane as 1, which defines the starting configuration of the three particles that interact via the Lennard-Jones potential plus a three-body Axilrod-Teller term, as described in the Methods Section. The plane is coloured according to the final configuration after a steepest-descent minimisation. The colour coding is displayed in the upper panel. Black corresponds to the atoms in the \(D_3h\) triangle configuration, while blue, orange, and yellow correspond to the three possible linear configurations. A failed quench means that the final coordinates are not close enough (according to a certain tolerance) to the equilateral triangle or linear configurations. \(\Delta\) is the maximum step size. This figure, corresponding to the steepest-descent results, will serve as our reference for comparing the other minimisers.

Several values of the maximum step size for FIRE were tested. For a small value of the step size the boundaries of the basins of attraction are well defined and similar to the results for steepest-descent. The method only ends up in the wrong basin when starting from points that lie very close to the boundaries between two basins (4, top left). Using a larger value of the step size leads to many artifacts and failed quenches, which are evident in the bottom half of 4.

Some other popular algorithms were also tested, namely, conjugate gradient (5) and BFGS (6). The SciPy implementation of these methods uses the same line search routine to determine the step size at each iteration, and both of them produce similar ill-defined basin boundaries. In both cases, the boundary artifacts are caused by the line search returning a step size that is large enough to move into a different basin. Furthermore, the failed quenches at the edges are due to step sizes sufficiently large that particles end up so far apart that the gradient is small enough to satisfy the termination condition. The line search algorithm is not entirely responsible for the imprecise basin boundaries. The initial guess for the step size passed to the line search by the conjugate gradient and BFGS algorithms is often large enough to step to the next basin by itself. To check this effect, we have also tested this line search routine with the L-BFGS algorithm. The results (not shown for brevity) produce quite reasonable basin boundaries with most of the above artifacts absent. An interesting question is why the L-BFGS algorithm produces an accurate guess for the step size while BFGS tends to overestimate the step size. The answer, most likely, is that the initial Hessian in L-BFGS is scaled,\(^{28}\) while in BFGS it is fixed to unity.

We wanted to test the effect of maximum step size on the conjugate gradient and BFGS algorithms; however the SciPy routines do not accept parameters for adjusting the maximum step size. We were able to introduce this adjustment by modifying the source code of the line search routine used in each case. With these modifications and a maximum step size of 0.1, the conjugate gradient routine produced reasonably accurate basin boundaries. The penalty for this improved precision was roughly 50\% more function evaluations. We were not able to obtain significant improve-
Figure 4: Results for the FIRE algorithm for several values of the maximum step size $\Delta$. The bottom right panel is a magnification of a portion of the bottom left image. See 2 for a detailed explanation of the figure.

Figure 5: Results for the conjugate gradient algorithm with line search (SciPy implementation) are shown in the left panel. The right panel shows a magnification of the left panel. See 2 for a detailed explanation of the figure.
Figure 6: Results for L-BFGS and BFGS with line search (SciPy implementations). See 2 for a detailed explanation of the figure.

The basins of attraction determined by some of the methods mentioned above (in particular FIRE with a large step size, conjugate gradient and BFGS) display complex structures, as shown in 4 (bottom right) and 5 (right). Here we can see that the basin boundaries still have structure, even as the length scale is reduced. As noted in previous work, the structure may be fractal, 14,15,39 although this possibility was not investigated in detail.

We have quantified the difference between the outcomes of the basin mapping for different minimisers by counting the number of starting structures for which we find a basin different from the one obtained using steepest-descent, as shown in 1. This difference corresponds to the number of different structures (from a total of 170,607 valid starting structures) when comparing the minimum produced by the corresponding algorithm with the minimum produced by steepest-descent 2.

Table 1: Table showing the quantitative analysis of the basins of attraction defined by different minimisers for the three-body system. The third column, Err, is the percentage of starting configurations that minimised to a different minimum compared to the steepest-descent method. Δ is the maximum step size and M is the length of the history used by L-BFGS, as defined in the Methods section.

| Algorithm       | Parameters | Err (%) |
|-----------------|------------|---------|
| L-BFGS (without LS) | M = 1, Δ = 0.05 | 6.41    |
|                 | M = 1, Δ = 0.1  | 6.46    |
|                 | M = 1, Δ = 0.2  | 7.16    |
|                 | M = 4, Δ = 0.05 | 14.75   |
|                 | M = 4, Δ = 0.1  | 10.84   |
|                 | M = 4, Δ = 0.2  | 10.13   |
|                 | M = 10, Δ = 0.05| 16.78   |
|                 | M = 10, Δ = 0.1 | 12.72   |
|                 | M = 10, Δ = 0.2 | 14.81   |
| L-BFGS (SciPy, with LS) | M = 10 | 12.79   |
| FIRE            | Δ = 0.1      | 3.68    |
|                 | Δ = 0.25     | 4.53    |
|                 | Δ = 0.5      | 11.23   |
| BFGS (SciPy, with LS) | M = 10 | 23.45   |
| CG              | (SciPy, with LS) | 22.93   |
| Steepest-Descent | Δ = 0.001   | 0.00    |
Table 2: Benchmarks for the algorithms tested in this paper in terms of the average number of function calls $⟨FCs⟩$ needed to minimise a 38-particle Lennard-Jones system from a random configuration. The stopping condition is that the maximum force on any atom is less than 0.01 in reduced units.

| Algorithm      | Parameters | $⟨FCs⟩$ |
|----------------|------------|--------|
| L-BFGS         | $M = 1$, $\Delta = 0.1$ | 273    |
| (without LS)   & $M = 4$, $\Delta = 0.05$ | 369    |
|                & $M = 4$, $\Delta = 0.1$ | 241    |
|                & $M = 4$, $\Delta = 0.2$ | 225    |
|                & $M = 10$, $\Delta = 0.1$ | 228    |
|                & $M = 20$, $\Delta = 0.1$ | 216    |
| L-BFGS         | $M = 10$  | 215    |
| (SciPy, with LS) |            |        |
| FIRE           | $\Delta = 0.1$ | 822    |
|                & $\Delta = 0.5$ | 3,185  |
| BFGS           | $M = 10$  | 1,233  |
| (SciPy, with LS) |            |        |
| CG             | $\Delta = 0.001$ | 837    |
| (SciPy, with LS) |            |        |
| Steepest-Descent |            | 31,672 |

Conclusions

In this paper, we have mapped the basins of attraction of a simple system onto a plane to compare a number of minimisation algorithms. We are able to compare the different approaches both visually and quantitatively, building upon previous work, where the focus was mainly on transition state searches. Some of the more complex algorithms (CG, BFGS, L-BFGS and FIRE) depending on the choice of parameters produce basins that consist of disconnected parts. Such basins deviate from the “correct” basin of attraction defined by steepest-descent pathways, especially at the basin boundaries, where complex interpenetrating patterns can appear. These patterns generally do not disappear as the length scale is reduced, as can be seen in [4] and [5], making the basins ill-defined. In particular, we have found that overestimates for the step size are primarily responsible for the complex basin boundaries. Imposing a maximum step size can mitigate this problem for some algorithms, at the cost of slightly higher computational effort and an additional, system dependent, parameter. An appropriate value for the maximum step size can be chosen based on length scales in the system: for atomic systems, a good choice is about one tenth of the inter-atomic pair equilibrium distance.

In conclusion, if assignment of a starting configuration to the basin of attraction defined by steepest-descent is important, then FIRE may be the most convenient algorithm, due to its speed and precision, provided that an acceptable maximum step size is chosen. If finding a minimum quickly is more important, then L-BFGS is clearly the best choice.
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