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ABSTRACT

Aims. The TOPGöt project studies a sample of 86 high-mass star-forming regions in different evolutionary stages from starless cores to ultra compact HII regions. The aim of the survey is to analyze different molecular species in a statistically significant sample to study the chemical evolution in high-mass star-forming regions, and identify chemical tracers of the different phases.

Methods. The sources have been observed with the IRAM 30m telescope in different spectral windows at 1, 2, and 3 mm. In this first paper, we present the sample and analyze the spectral energy distributions (SEDs) of the TOPGöt sources to derive physical parameters such as the dust temperature, $T_{\text{dust}}$, the total column density, $N_H$, the mass, $M$, the luminosity, $L$, and the luminosity-to-mass ratio, $L/M$, an indicator of the evolutionary stage of the sources. We use the MADCUBA software to analyze the emission of methyl cyanide (CH$_3$CN), a well-known tracer of high-mass star formation.

Results. We built the spectral energy distributions for $\sim 80\%$ of the sample and derived $T_{\text{dust}}$ and $N_H$, values which range between $9 - 36$ K and $\sim 3 \times 10^5 - 7 \times 10^{22}$ cm$^{-2}$, respectively. The luminosity of the sources spans over four orders of magnitude from $30$ to $3 \times 10^7 L_\odot$, masses vary between $\sim 30$ and $8 \times 10^3 M_\odot$, and the luminosity-to-mass ratio $L/M$ covers three orders of magnitude from $6 \times 10^{-2}$ to $3 \times 10^0 L_\odot/M_\odot$.

The emission of the CH$_3$CN($5_2 - 4_1$) K-transitions has been detected towards 73 sources (85% of the sample), with 12 non-detections and one source not observed in the frequency range of CH$_3$CN($5_2 - 4_1$). The emission of CH$_3$CN has been detected towards all evolutionary stages, with the mean abundances showing a clear increase of an order of magnitude from high-mass starless-cores to later evolutionary stages. We found a conservative abundance upper limit for high-mass starless cores of $X_{\text{CH}_3\text{CN}} < 4.0 \times 10^{-11}$, and a range in abundance of $4.0 \times 10^{-11} < X_{\text{CH}_3\text{CN}} < 7.0 \times 10^{-11}$ for those sources that are likely high-mass starless cores or very early high-mass protostellar objects. In fact, in this range of abundance we have identified five sources previously not classified as being in a very early evolutionary stage. The abundance of CH$_3$CN can thus be used to identify high-mass star-forming regions in early phases of star-formation.

Key words. Astrochemistry -- ISM: molecules -- Stars: formation -- Stars: massive

1. Introduction

High-mass star-forming regions, the cradles of high-mass stars ($M > 8 M_\odot$), are among the most chemically-rich sources in the Galaxy (e.g. Belloche et al. 2019). Despite their relatively low number, these regions have a deep impact on the physical and chemical evolution of their surroundings and on the evolution of the Galaxy itself (Motte et al. 2018).

A unique scenario for the formation of high-mass stars has not been found yet. Several models have been proposed to overcome the theoretical problem that arises from the fact that protostars with masses larger than $8 M_\odot$ reach the main sequence before the end of the accretion process, and that the radiation emitted by the newborn star would halt accretion (McKee & Tan 2003; Bonnell & Bate 2006; Keto 2007; Krumholz et al. 2009; Motte et al. 2018). Even if a conclusive theory describing the evolutionary sequence of high-mass star-forming regions has not been defined yet, an empirical rough classification has been proposed (Beuther et al. 2007; Motte et al. 2018). The earliest stage is represented by high-mass starless cores (HMSCs), with high...
H$_2$ volume density ($n \sim 10^4$ cm$^{-3}$) and low kinetic temperatures $T \sim 15$ K, for which no evidence of ongoing star-formation (i.e. powerful outflows, strong IR sources, and/or masers) is present. This stage is followed by that of high-mass protostellar objects (HMPOs), where an accreting protostar is already present and visible at wavelength of 20 – 70 $\mu$m, even if still embedded in the natal cloud. HMPOs are warmer than HMSCs, reaching temperatures of a few hundred K close to the central protostar(s). In these conditions, the molecules frozen onto dust grains are released in the gas-phase enriching the gas chemistry and leading to the formation of the so-called hot molecular cores (HMCs).

The last evolutionary stage is represented by ultra compact HII regions (UC HIIIs), in which the UV photons from the central protostar have ionized the surrounding gas, creating a photoionized compact region (diameter $\lesssim 0.1$ pc), visible at centimeter wavelengths due to free-free emission.

It is of particular interest in the field of astrochemistry to characterize the evolution of the chemistry along these evolutionary stages. This will increase the knowledge of the chemical features characterizing each stage, which in turn can shed light on the physical processes that take place, and help constraining the physical evolution.

To reach this goal it is important to analyze statistically significant samples, in order to derive general properties for each evolutionary stage, not influenced by possible peculiarities of a single source. For this reason, we ideated the TOPGöt project[1], the project unites, in the vision of a combined effort, the observations made with the IRAM 30m telescope at 1, 2, and 3 mm towards two already statistically significant samples of high-mass star-forming regions (presented in Sect. 2), for a total of 86 sources covering all three evolutionary stages described above. Table 1 lists the spectral windows observed towards the two subsamples, with examples of molecular species covered by each frequency range.

In this paper, we first introduce the sample and focus on the characterization of the physical properties of the sources, analyzing their spectral energy distributions (SEDs) to derive the dust temperature, $T_{\text{dust}}$, the H$_2$ column density, $N_{\text{H}_2}$, the mass, $M$, and the luminosity, $L$, of the sources. The H$_2$ column density allows us to derive the molecular abundances, while the other observables allow us to search for (anti-)correlations between chemical abundances and physical properties of the sources. Following the SED analysis, we characterize the emission of methyl cyanide (CH$_3$CN) in the $(5_{K-4_{K}})$ rotational transition, a well-known high-density tracer in high-mass star-forming regions (e.g. [Churchwell et al. 1992]). This molecule, firstly detected in its $(6_{K-5_{K}})$ transition towards the Galactic Center by [Solomon et al. (1971)], is a symmetric top and its transitions are characterized by the two quantum numbers $J$, the total angular momentum, and $K$, the projection of the total angular momentum on the symmetry axis. Since quantum mechanic selection rules allow only $|\Delta J| = 1$ and $|\Delta K| = 0$ transitions, the population of the different $K$ components can be used to infer a reliable estimate of the kinetic temperature. The analysis of methyl cyanide is also favoured by the fact that the lines with different $K$ in a given rotational transition are separated by a few MHz (see Table 2), i.e. much less than the bandwidth of any spectrometer available at modern radio telescopes. Therefore, these different $K$-components can be observed simultaneously in the same spectral window, and their intensities are independent of relative calibration uncertainties.

After its first detection several studies detected methyl cyanide in high-mass star-forming regions ([Bergman & Hjalmarson 1989], [Churchwell et al. 1992], [Olmi et al. 1993a], [1996a], [Zhang et al. 1998], [Kalesnik et al. 2000], [Pankonin et al. 2001], [Remijan et al. 2004], [Araya et al. 2005], [Purcell et al. 2006], [Rosero et al. 2013], [Mihal et al. 2016], [Hung et al. 2019]) showing association with HMPOs and UC HII regions. [Olmi et al. (1996a), with interferometric observations, and [Gianetti et al. (2017b), observing a large sample of cores (including HMSCs), found that, while high-energy $K$ components of methyl cyanide trace only the most compact and warmer cores, low-energy $K$ components trace also more extended and colder gas.

Other high-angular resolution studies have highlighted that methyl cyanide is a good tracer of rotating toroids and infall in high-mass protostars ([Cesaroni et al. 1999], [Beltrán et al. 2004], [2005], [2011a], [2018], [Furuya et al. 2008]). Finally, this species has also been found in gas affected by the passage of a shock wave, as in L1157-B1 ([Arce et al. 2008], [Codella et al. 2009], in circumstellar envelopes of evolved stars (i.e. [Agúndez et al. 2015], in disks ([Oberg et al. 2015], [Johnston et al. 2015], [Bergner et al. 2018], [Loomis et al. 2018]), and cold dense cores (e.g. [Potapov et al. 2016], [Spezzano et al. 2017]). The paper is structured as follows: in Sect. 2 we present the sample and its selection criteria. In Sect. 3 we describe the observations of the CH$_3$CN$(5_{K-4_{K}})$ lines with the IRAM 30m telescope. In Sect. 4 we present the analysis of the SEDs towards the 86 objects in the sample, how we derived the physical quantities of $T_{\text{dust}}$, $N_{\text{H}_2}$, $L$ and $M$, and the analysis of the methyl cyanide $(5_{K-4_{K}})$ rotational transitions. In Sect. 5 we discuss the results. Finally in Sect. 6 we summarize the conclusions.

2. The sample

The sample of the TOPGöt project arises from the combination of two separate sub-samples of high-mass star-forming regions containing 86 targets in total.

2.1. Sub-sample I

The first sub-sample (hereafter Sub-sample I), firstly presented in [Fontani et al. (2011)], consists of 27 sources (~31% of the total sample) for which we already have an evolutionary classification: 11 are HMSCs, 9 are HMPOs, and 7 are UC HII regions.

2.1.1. Selection criteria for HMSCs

The HMSCs have been selected as massive cores embedded in infrared dark-clouds or other massive star-forming regions in which no evidence of ongoing star formation was present. [Fontani et al. (2011) checked that no embedded infrared sources, powerful outflows or maser emission were detected towards these sources. Later, [Tan et al. (2016) found that a source classified as HMSC, G028-C1, is associated with a highly-ordered outflow. However, given that this outflow is still in an initial phase with no powerful emission and that the source shows bright emission of N$_2$D$^+$((3–2), which is a tracer of dense and cold gas of pre-stellar cores (as discussed in [Tan et al. (2016), we decided to still classify G028-C1 as HMSC. In fact, the three different classes are not sharply separated, and all the other ob-

[1] The name of the project originates from the city in which it has been firstly ideated, Göteborg, as part of the GoCAS program “Origins of Habitable Planets” that was held in the Gothenburg Centre for Advanced Studies in Science and Technology from 02/05/16 to 10/06/16. https://www.chalmers.se/en/centres/GoCAS/Events/Origins-of-Habitable-Planets/Pages/default.aspx
Table 1. Spectral windows observed towards Sub-sample I and Sub-sample II (see Sect. 2). Column 3 gives some of the detected molecular species, already analyzed in Sub-sample I and in a few cases also in Sub-sample II, with references in column 4.

| Freq. range (GHz) | Backend | Molecular species | References |
|-------------------|---------|-------------------|------------|
| 85.31 - 87.13     | FTS50   | H$^{13}$CN, HC$^{15}$N, HOCO$^+$, CH$_3$OH, SO | (1)(2)(3)(4) |
| 88.59 - 90.41     | FTS50   | H$^{15}$NC, H$^{13}$CO$^+$, HC$_3$N | (1)(2)(5) |
| 89.11 - 96.89     | FTS200  | HN$^{15}$C, $^{15}$NH$^+_3$, N$^{15}$NH$^+$, CH$_2$DOH, DC$_3$N | (1)(3)(6)(7) |
| 93.13 - 93.21     | VESPA   | N$_2$H$^+$, CH$_3$OH | (3)(6)(8) |
| 140.01 - 141.83   | FTS50   | PN | (4) |
| 143.29 - 145.11   | FTS50   | CH$_3$OCH$_3$ | (9) |
| 154.18 - 154.25   | FTS50   | N$_2$D$^+$, CH$_3$CHO, CH$_3$CDO, CH$_3$COCH$_3$ | (8)(9) |
| 154.36 - 154.40   | FTS50   | CH$_3$OCH$_3$ | (8) |
| 216.00 - 223.78   | FTS200  | $^{13}$CN, C$^{15}$N, CH$_3$OH, CH$_2$DOH | (3)(6) |
| 279.48 - 279.55   | VESPA   | N$_2$H$^+$ | (8) |
| 280.91 - 282.73   | FTS50   | PN | (4) |
| 284.19 - 286.01   | FTS50   | CH$_3$OCHO, CH$_3$COCH$_3$, NH$_2$CHO, C$_2$H$_4$CN | (9) |

Sub-sample II

| Freq. range (GHz) | Backend | Molecular species | References |
|-------------------|---------|-------------------|------------|
| 85.7 - 93.5       | FTS200  | $^{13}$CS, H$^{13}$CN, HC$^{15}$N, H$^{15}$NC, HOCO$^+$, $^{15}$NH$_2^+$, CH$_3$OH, CH$_2$DOH | (10) |
| 141.2 - 149.0     | FTS200  | CH$_3$OCH$_3$ | |

Notes. (1) Colzi et al. [2018a], (2) Fontani et al. [2018], (3) Fontani et al. [2015a], (4) Mininni et al. [2018], (5) Socci et al. in prep., (6) Fontani et al. [2013b], (7) Rivilla et al. [2020], (8) Fontani et al. [2011], (9) Coletta et al. [2020], (10) Colzi et al. [2018a].

2.2. Selection criteria for HMPOs and UC HII regions

HMPOs have been selected as high-mass sources associated with infrared sources, and/or powerful outflows and/or faint ($S_v < 1$ mJy) radio continuum emission likely tracing a thermal radio jet. UC HII sources are associated with strong radio continuum emission ($S_v > 3.6$ mJy) tracing gas ionized by the UV photons emitted by a young massive star. More evolved sources, in which HII regions have already dissipated the associated molecular cores, were not included.

A small part of the observations towards these sources have already been analyzed and published in previous works covering different topics, from deuterium in selected molecules (N$_2$H$^+$, CH$_3$OH, NH$_3$, HC$_3$N; Fontani et al. [2011] [2015a] Rivilla et al. [2020]), to nitrogen fractionation of HCN, HNC and N$_2$H$^+$ (Fontani et al. [2015b] Colzi et al. [2018a]), to prebiotic and complex organic molecules (COMs, Mininni et al. [2018] Coletta et al. [2020]).
molecular species detected in the available ancillary data. Thus, this paper is also a reference paper for the project, where we characterize some important physical properties of the sources needed for the analysis of the molecular emission of different species.

The merged sample has been already used to study the nitrogen fractionation in HCN and HNC by Colzi et al. (2018b).

The coordinates of the sources, the distance $d$, the velocity $V_{LSR}$, and the evolutionary classification are given in Table 3. The sources belonging to Sub-sample I are those that have an evolutionary classification, while for sources of Sub-sample II the last column in Table 3 is empty. All the $d$ are kinematic distances, with the exception of the distance estimate of G31.41+0.31 and G35.20-0.74 that are derived from parallax measurements (Immer et al. 2019; Zhang et al. 2009). When the distance ambiguity was not resolved (14% of the full sample, 17% of the sources with SED, and 14% of the sources for which we detected $\text{CH}_3\text{CN}$) we adopted the near distance. Since only in a low percentage of the sample the distance ambiguity is not resolved, this does not affect the interpretation of the data and the results, especially considering that in part of the discussion we will make use of distance-independent parameters.

3. Observations

The observations of the $\text{CH}_3\text{CN}(5K-4K)$ transition towards the Sub-sample I analyzed in this paper are taken from the dataset described in Fontani et al. (2015a), but have not been previously analyzed. Due to time constraints the source G028-C3(MM11) was not observed in the run targeting the $\text{CH}_3\text{CN}(5K-4K)$ lines. However, this source is presented in this paper since the derivation of the physical parameters from the SED will be needed to analyze observations of other species, presented in future papers.

More details about the observations towards Sub-sample I can be found in Fontani et al. (2015a).

The sources in Sub-sample II were observed using the IRAM 30m telescope from 11 to 16 August 2014 (project 040-14, PI: Sánchez-Monge). We simultaneously observed two bands at 3 and 2 mm covering some important rotational transitions of common species such as HCO$, ^3$HCN, HNC, $^{12}$CH$^+$ and SiO, as well as transitions of complex organic molecules such as $^{13}$CH$_2$CN and CH$_2$OH. The observed frequencies are 85.7–93.5 GHz and 141.2–149.0 GHz (see Table 1). The atmospheric conditions were stable during the observing period, with precipitable water vapor usually between 4 and 8 mm. Pointing was checked every 1.5 or 2 hours on nearby quasars. The spectra were obtained with the fast Fourier transform spectrometers (FTS) providing a broad frequency coverage of 16 GHz in total at a resolution of 200 kHz. This spectral resolution corresponds to 0.7 and 0.4 km s$^{-1}$ for the 3 mm and 2 mm bands, respectively.

The data of both sub-samples were calibrated with the chop-and-swap technique, with a calibration uncertainty of $\sim$ 20 – 30%. The spectra were observed in antenna temperature units, $T_A^*$, and then converted to main beam brightness temperature, $T_{MB}$, via the relation $T_A^* = T_{MB} / (1 + 1.79 T_{MB}$, where $T_{MB} = B_{eff} / F_{eff}$ is 0.8$^3$ for $\text{CH}_3\text{CN}(5K - 4K)$ lines.

The spectroscopic data were taken from the Cologne Database for Molecular Spectroscopy (CDMS, Müller et al. 2001–2005). The entry of methyl cyanide in the CDMS is based on the spectroscopic work of Müller et al. (2015). The main spectroscopic parameters of the $K$-transitions are given in Table 2, where we can see that the $K=3$ transition has two components at the same frequency. This is due to the fact that for $\text{CH}_3\text{CN}$ $K = 3n$ the transitions belong to both the A1 and A2 species (for $n = 0$ only to A1), while all the other transitions belong to E species.

4. Analysis

4.1. Spectral Energy Distributions (SEDS)

To determine the column density of H$_2$ and the dust temperature, $T_{dust}$, in the sources of the sample we analysed the continuum SED of these objects. The $N_{H_2}$ also allows us to obtain an estimate of the mass of the targets, $M$ (see Sect. 4.1.3), and to determine the abundances of methyl cyanide, $X_{CH_3CN} = N_{CH_3CN}/N_{H_2}$ (see Sect. 4.2).

4.1.1. Continuum flux densities

The SEDs were built using the maps from the Hi-GAL survey (Herschel Infrared GALactic plane survey, Molinari et al. 2010; Elia et al. 2017) in the four bands at 160 $\mu$m, 250 $\mu$m, 350 $\mu$m and 500 $\mu$m of the PACS and SPIRE instruments of Herschel. To remove the background emission, all the maps have been smoothed to the same resolution of 5$'$ (starting from a resolution of $\sim$ 14$''$, 24$''$, 31$''$, and 44$''$ for maps from 160 $\mu$m to 500 $\mu$m, respectively). Traficante et al. (2011) and we have subtracted the smoothed maps from the original ones. Further details on this method can be found in Appendix C of Zahorecz et al. (2016). We performed 2D Gaussian fits of the continuum emission of the sources at 250 $\mu$m, to determine their mean angular dimension $\theta = \sqrt{\theta_x \theta_y}$, where $\theta_x$ and $\theta_y$ are the FWHM of the 2D Gaussian along the major and minor axis. At this wavelength the optical depth is smaller with respect to that at 160 $\mu$m, and the angular resolution is higher than the angular resolution of the maps at larger wavelengths. The source FWHM was resolved for $\sim$ 65% of the sample (45 sources). For the remaining 21 sources ($\sim$ 30% of the sample) we adopted $\theta = 23.9''$, the HPBW at 250 $\mu$m. For three sources - G028–C1(MM9), G034–F2(MM7), and G034–G2(MM2) - the fit does not properly converge. We thus estimated the source size by measuring the dimension of the contour at which the intensity is a factor of two lower than the peak intensity. These values are more uncertain, and are indicated with the letter "V" in the flag of $\theta$, given in Table 4.

3 see https://publicwiki.iram.es/IRAM30mEfficiencies
4 https://cdms.astro.uni-koeln.de
5 For a complete documentation see https://cdms.astro.uni-koeln.de/cgi-bin/cdmsinfo?file=e041505.cat.

| $\nu$ [MHz] | $K_u$ | $K_l$ | $E_u$ [K] | $g_u$ | $log(I/[nm^2 MHz])$ |
|------------|-------|-------|-----------|------|------------------|
| 91958.7263 | 4     | 4     | 123.2     | 22   | -3.8674          |
| 91971.1307 | -3    | -3    | 73.2      | 22   | -3.5450          |
| 91971.1307 | 3     | 3     | 73.2      | 22   | -3.5450          |
| 91979.9946 | 2     | 2     | 37.4      | 22   | -3.3752          |
| 91985.3144 | 1     | 1     | 16.0      | 22   | -3.2861          |
| 91987.0879 | 0     | 0     | 8.8       | 22   | -3.2580          |
Table 3. Sources coordinates, heliocentric distances, line-of-sight velocities, and evolutionary phases (e.p.) for the first 10 sources. The full table is available at the CDS.

| Source            | α(J2000) [h m s] | δ(J2000) [° ’ ”] | l [°] | b [°] | d [kpc] | vLSR [km s⁻¹] | e.p.          |
|-------------------|-----------------|-----------------|-------|------|--------|--------------|--------------|
| 1                 | 00 14 26.1      | +64 28 44.0     | 118.96| +1.89| 1.8    | -36.3        | HMPO         |
| 2                 | 00 14 26.3      | +64 28 28.0     | 118.96| +1.89| 1.8    | -36.3        | HMSC         |
| 3                 | 05 30 48.0      | +33 47 54.0     | 174.20| -0.07| 1.8    | -3.9         | HMPO         |
| 4                 | 05 30 48.7      | +33 47 53.0     | 174.20| -0.07| 1.8    | -3.9         | HMSC         |
| 5                 | 05 39 12.5      | +35 45 55.0     | 173.48| +2.45| 1.8    | -17.6        | HMSC         |
| 6                 | 05 39 13.1      | +35 45 51.0     | 173.48| +2.45| 1.8    | -17.6        | HMPO         |
| 7                 | 18 00 30.5      | -24 04 01.0     | 5.89  | -0.39| 1.3    | +9.0         | UC HII       |
| 8                 | 18 03 01.3      | -21 48 05.0     | 8.14  | +0.22| 3.4    | +20.1        |              |
| 9                 | 18 11 51.4      | -17 31 28.0     | 12.89 | +0.49| 3.6    | +32.7        | HMPO         |
| 10                | 18 11 54.0      | -17 29 59.0     | 12.92 | +0.49| 3.6    | +33.8        |              |

Notes. For the sources present in the Hi-GAL catalog the distance values were taken from Elia et al. (2017) (distance match < 10°). The sources of Sub-sample I present an evolutionary classification in column 9, while for sources of Sub-sample II column 9 is empty. For the other sources: a) Molinari et al. (1999), b) Fontani et al. (2011), c) Pinedez et al. (2005), d) Starkman et al. (2002), e) ambiguity in the distance estimate not resolved; the adopted distance is the distance match value. Observations vLSR differed from the correct value reported in this Table. w: HMSC defined as warm (Fontani et al. 2011).

The flux densities at different wavelengths have been extracted from a region of 45° of angular diameter around the peak position of the sources (see Table 5), with the exception of G5.89-0.39, G008.14+0.22, 19413+2332M1, 20343+4129M1, and NGC7538-IRS1, for which we have derived values of θ > 30°. For these sources, we have extracted the flux from a region of 90° of angular diameter, to avoid a significant flux loss. The maps at 250 μm of the sources 18089-1732, 19095+0930, G014.33-0.65, G024.78-0.74, G035.20-0.74, G5.89-0.39 were saturated. However, the small number of pixels affected by this problem in each source has allowed us to reconstruct the total fluxes using CuTEx (Molinari et al. 2011) assuming a 2D gaussian shape of the sources brightness distribution.

We have extracted the flux densities also from the Herschel 70 μm band, and used them to calculate the luminosity of the sources (see Sect. 4.1.3). These values have not been used to constrain the fit of the SEDs, since a consistent part of the flux at this wavelength is likely contaminated by the emission of very small grains, having temperatures different from those of larger grains (Compiegne et al. 2010). Column 3 of Table 4 lists the 69 sources for which the Herschel maps were available. For these sources we completed the SEDs using maps from the APEX Telescope Large Area Survey of the Galaxy (ATLASGAL, Schuller et al. 2009; Csengeri et al. 2014) at 870 μm or, if not available, from the SCUBA Legacy Catalogues (Di Francesco et al. 2008). For only five of these 69 targets, both the 870 and 850 μm maps are not available. Column 4 of Table 4 indicates for each source if the flux used to complete the SED is at 850 or 870 μm. The calibration errors on the flux densities at different wavelengths have been assumed to be 5% (Balog et al. 2014; Bendo et al. 2013), while for ATLASGAL and SCUBA Legacy Catalogue fluxes we assumed calibration errors of 15% and 20%, respectively (see Csengeri et al. 2014; Di Francesco et al. 2008).

4.1.2. Spectral Energy Distribution fitting

The SEDs have been modeled as a modified black body with

\[ F_\nu = B_\nu(T_{\text{dust}})(1 - e^{-\tau_\nu}) \Omega, \]

where \( F_\nu \) is the observed flux density at the frequency \( \nu \), \( B_\nu(T_{\text{dust}}) \) is the Planck function at the dust temperature \( T_{\text{dust}} \), \( \tau_\nu \) is the optical depth at the frequency \( \nu \) and Ω is the source solid angle, given by \( \Omega = \pi/(4 \ln 2) \theta^2 \). The optical depth can be written as:

\[ \tau_\nu = \mu_\nu H_\nu N_{\text{H}_2} \kappa_\nu \left( \frac{\nu}{\nu_0} \right)^\beta, \]

where \( \mu_\nu \) is the mean molecular weight, \( m_\text{H} \) is the mass of the hydrogen atom, \( N_{\text{H}_2} \) is the molecular hydrogen column density, \( \kappa_\nu \) is the dust opacity at the reference frequency \( \nu_0 \) and \( \beta \) is the spectral index. We have adopted a value of 2.8 for \( \mu_\nu \) (Kauffmann et al. 2008), a dust opacity of 0.8 cm² g⁻¹ at \( \nu_0 = 230 \text{GHz} \) (Ossenkopf & Henning 1994), assuming a gas-to-dust ratio of 100, and a value of \( \beta = 2 \).

The SEDs have been fitted using a Monte Carlo Markov Chain (MCMC) algorithm that minimizes the \( \chi^2 \) modelling the observed data with Eq. (1), with 20 chains and a number of iterations equal to 10000. The two free parameters, \( T_{\text{dust}} \) and \( N_{\text{H}_2} \), have been constrained inside a range of 6 – 60 K and 10²⁻¹0⁻¹ cm⁻² respectively. These ranges are consistent with mean values from Elia et al. (2017). A first run with a lower number of iterations has been done with larger boundaries, and all the preliminary fit values have been found within the ranges given above, validating the choice of the ranges. The results of the best fit are given in Table 4; \( T_{\text{dust}} \) ranges from 9 to 36 K, while the values of \( N_{\text{H}_2} \) cover about two orders of magnitude from \( 3 \times 10^{21} \) to \( 7 \times 10^{23} \) cm⁻². Figure 1 shows the path of the random walkers for the two free parameters and the corner plot with the results of the fit, for the source G035.20-0.74 as an example. The SED and the best fit model are shown in Fig. 1. The orange area shows the results of the models using values for \( T_{\text{dust}} \) and \( N_{\text{H}_2} \) within the uncertainties from the best-fit values.

6 http://www.cadc-cica.hia-iha.nrc-cnrc.gc.ca/community/scubalegacy/
Table 4. Availability of Herschel photometric data, SED fit results for the parameters \( N(\text{H}_2) \) and \( T_{\text{dust}} \), angular dimension \( \theta \) of the source from the 2D fitting at 250 \( \mu \)m and flag on the estimate of \( \theta \) for the first 10 sources of the sample. The SED fitting has been performed assuming \( \beta = 2 \). The full table is available via the CDS.

| Source          | 70 \( \mu \)m - 500 \( \mu \)m | \( 850 \mu \)m/870 \( \mu \)m | \( N(\text{H}_2) \) | \( T_{\text{dust}} \) | \( \theta \) |
|-----------------|-------------------------------|-----------------------------|----------------|--------------|-------|
| 1 I00117–MM1    | Y                             | -                          | \((1.6 \pm 0.7) \times 10^{22}\) | 21 \pm 4     | 27.8  | R     |
| 2 I00117–MM 2   | Y                             | -                          | \((2.3 \pm 1.0) \times 10^{22}\) | 19 \pm 3     | 23.9  | NR    |
| 3 AFGL5142–MM   | Y                             | 850                        | \((1.2 \pm 0.5) \times 10^{23}\) | 26 \pm 5     | 22.2  | R     |
| 4 AFGL5142–EC   | Y                             | 850                        | \((8.0 \pm 4.0) \times 10^{22}\) | 27 \pm 6     | 23.9  | NR    |
| 5 05358–mm3     | -                             | -                          | -              | -            |       |       |
| 6 05358–mm1     | -                             | -                          | -              | -            |       |       |
| 7 G5.89–0.39    | Y                             | 870                        | \((1.8 \pm 0.8) \times 10^{23}\) | 27 \pm 5     | 40.8  | R     |
| 8 G008.14+0.22  | Y                             | 850                        | \((1.7 \pm 0.6) \times 10^{23}\) | 27 \pm 4     | 30.0  | R     |
| 9 18089–1732M1  | Y                             | 870                        | \((2.8 \pm 1.0) \times 10^{23}\) | 27 \pm 4     | 17.5  | R     |
| 10 18089–1732 M4| Y                             | 850                        | \((4.8 \pm 1.5) \times 10^{22}\) | 22 \pm 3     | 17.5  | R     |

Notes. a) SCUBA Legacy Catalogues (Di Francesco et al. 2008); b) ATLASGAL (Schuller et al. 2009; Csengeri et al. 2014); R = resolved sources; NR = unresolved sources for which we adopted \( \theta = 23.9'' \).

---

Fig. 1. Three upper panels: corner plot for the source G035.20-0.74 of the two parameters \( N(\text{H}_2) \) and \( T_{\text{dust}} \) free to vary in the MCMC used to fit the SED. The units of the y-axes of the other two panels are counts. Two lower panels: walkers of the two parameters \( N(\text{H}_2) \) and \( T_{\text{dust}} \), for the source G035.20-0.74.

Fig. 2. SED of the source G035.20-0.74. The red line is the best fit to the SED, obtained using the parameters \( N(\text{H}_2) \) and \( T_{\text{dust}} \) given in Table 4. The orange area represents the variation from the best fit if the two parameters are varied inside the uncertainties. The point at 70 \( \mu \)m has not been used to constrain the fit of the SED, but it has been used to derive the luminosity of the sources.

4.1.3. Mass and luminosity estimates

Two important physical parameters are the mass and the luminosity of the sources. The mass was derived using the molecular hydrogen column density derived in Sect. 4.1.2:

\[
M_{\text{SED}} = \mu_{\text{H}} \, m_\text{H} \, N(\text{H}_2) \, d^2 \Omega,
\]

where \( d \) is the distance of the source.

The total flux \( F \) in the far-IR band, for the 69 objects for which we have been able to construct the SEDs, has been calculated as the discrete integral of the best fit model of the SED between 10 \( \mu \)m and 3 \( \text{mm} \):

\[
F = \int F(\lambda) \, d\lambda.
\]
Table 5. Mass, luminosity and logarithm of the ratio \( L/M \) in units of \( L_\odot/M_\odot \) for the first 10 sources of the sample. Full table is available at CDS.

| Source             | \( M_{\text{SED}} \) [\( M_\odot \)] | \( L \) [\( L_\odot \)] | \( \log(L/M) \) |
|--------------------|---------------------------------------|---------------------------|-----------------|
| 1 I00117-MM1        | 24 \pm 11 (6.1 \pm 1.3) \times 10^2  | 1.4 \pm 0.3               |
| 2 I00117-MM2        | 25 \pm 12 (3.8 \pm 0.8) \times 10^2  | 1.2 \pm 0.3               |
| 3 AFGL5142-MM       | 110 \pm 50 (5.4 \pm 1.1) \times 10^3 | 1.7 \pm 0.3               |
| 4 AFGL5142-EC       | 90 \pm 50 (3.7 \pm 0.8) \times 10^3  | 1.6 \pm 0.3               |
| 5 05358-mm3         | -                                     | -                         |
| 6 05358-mm1         | -                                     | -                         |
| 7 G5.89–0.39        | 300 \pm 140 (2.5 \pm 0.5) \times 10^4 | 1.9 \pm 0.3               |
| 8 G008.14+0.22      | 1100 \pm 400 (6.5 \pm 1.4) \times 10^3 | 1.8 \pm 0.2               |
| 9 18089-1732M1      | 700 \pm 300 (3.2 \pm 0.7) \times 10^4 | 1.7 \pm 0.2               |
| 10 18089-1732M4     | 110 \pm 40 (3.1 \pm 0.7) \times 10^3  | 1.4 \pm 0.2               |

For sources for which the ratio between the observed flux at 70 \( \mu \)m and the flux at 70 \( \mu \)m of the best-fit model of the SED is larger than 10% (~ 80% of the sources), we added the flux excess to the total flux from Eq. (5). The flux excess has been calculated assuming that for \( \lambda < \lambda_p \), where \( \lambda_p \) is the wavelength at which \( F_\lambda \) peaks (in our sample always larger than 70 \( \mu \)m), the flux of the source at any \( \lambda \) is given by the value derived from the linear interpolation between the flux at \( \lambda_p \) and the flux at 70 \( \mu \)m, or between the flux at 70 \( \mu \)m and the flux at 10 \( \mu \)m, for 10 \( \mu \)m < \( \lambda < 70 \) \( \mu \)m. The luminosity has been derived from the total flux using:

\[
L = 4\pi d^2 F. \tag{5}
\]

The modified blackbody emission of dust modeled is expected to underestimate the flux densities for wavelengths shorter than 70 \( \mu \)m for evolved sources such as HMPOs and UC HII regions (see SEDs in König et al. 2017). We have calculated a part of the flux excess from the values of flux at 70 \( \mu \)m. However, what we included is not the totality of the flux excess. Thus the luminosities of HMPOs and UC HII are likely underestimated, because it is not possible to derive from the data collected here the part of flux excess at shorter wavelengths. For the cold and least evolved sources, HMSCs, the emission at shorter wavelengths is expected to be negligible and not to show excess from the observed SED. Table 5 lists the luminosity \( L \) and the ratio \( L/M \). The ratio \( L/M \), which is a distance independent parameter, is an indicator of evolution since its value increases as a source evolves: in the first evolutionary phase more gas is converted into stars during the star formation process and the embedded source(s) becomes more luminous, thus the mass of the clump remains nearly constant while its luminosity increases, while in the second phase the young stellar object (YSO) is already on the zero-age main sequence (ZAMS) and starts to clean-up its surroundings, leading to a decrease of the mass of the clump (Molinari et al. 2008, 2016, 2019; Giannetti et al. 2017b; Elia et al. 2017, 2021; König et al. 2017). Since the most evolved sources in our sample are UC HII regions, the expected \( L/M \) increase in our sample would be related to the first accretion phase.

4.2. \( \text{CH}_3\text{CN} \) analysis

The spectra at 3 mm of the \( \text{CH}_3\text{CN}(5_{K}–4_{K}) \) transitions towards the 85 sources presented in this work have been analyzed with the SLIM (Spectral Line Identification and Modeling) tool within the MADCUBA package (Martín et al. 2019). At least one of the five \( K \)-components has been detected towards 73 targets in the sample (85% of the total sample), reported in Column 3 of Table 6, while in Column 4 the \( K \) components for which the signal-to-noise ratio S/N is larger than three are given. Before analysing the spectra, a first order baseline has been removed, determining the best fit of the baseline from free-channels around the lines.

To obtain the parameters of the molecular emission \( N_{\text{CH}_3\text{CN}}, T_{\text{ex}}, \text{FWHM}, \text{V}_{\text{LSR}} \), we used the AUTOFIT tool of MADCUBA-SLIM, which finds the best agreement between the observed spectra and the predicted LTE model, taking into account also the optical depth.

We performed the fit assuming that all the transitions are populated with the same \( T_{\text{ex}} \) and that the emission fills the beam, therefore the column densities of methyl cyanide have been computed inside a diameter of 26.6′′, the IRAM 30m telescope beam \( \theta_b \). We calculated the corrected column density, \( N_{\text{CH}_3\text{CN}} \) using the beam-dilution factor \( \eta = \theta_b^2/(\theta^2 + \theta_b^2) \). The single excitation temperature assumption is justified by the high densities of high-mass star-forming regions, comparable or larger than the values of the critical densities, \( n_{\text{crit}} \), for \( \text{CH}_3\text{CN}(5_{K}–4_{K}) \) transitions which are in the range \( 1 - 3 \times 10^5 \text{ cm}^{-3} \) for \( T \) in the range 20–140 K.

The results of the fit are given in Table 6, together with the \( \text{CH}_3\text{CN} \) abundance \( X_{\text{CH}_3\text{CN}} \). The spectra are given in Appendix A in the online version. For the source G31.41+0.31, the fit does not converge. This could be the combined result of high opacity at the center of this HMC, together with the presence of a temperature gradient (Beltrán et al. 2005, 2018; Cesaroni et al. 2011), that makes a single \( T_{\text{ex}} \) fit impossible.

For the sources in which only the component \( K = 0 \) has been detected, the fit has been performed including also higher transitions, since their upper limits can give constraints during the fitting procedure. Moreover, even if not detected above 3\( \sigma \) level, in several cases the \( K = 1 \) transition is close to the 2\( \sigma \) level (or above) and its inclusion in the fit has allowed the determination of \( T_{\text{ex}} \). Only for I22134-B and 20332+4124 M1 we had to fix \( T_{\text{ex}} \) to 25 K and 44 K, respectively. These two values have been chosen from a visual inspection of the spectra, varying \( T_{\text{ex}} \) and \( N_{\text{CH}_3\text{CN}} \) to search for a couple of parameter where the \( K = 0 \) was visually well reproduced and the simulated higher \( K \) components (not detected) with intensity below or comparable with the noise.

For the sources for which at least the transitions \( K = 0, 1, \) and 2 were detected, we calculated a rotational diagram using the specific tool of MADCUBA-SLIM. The values of \( T_{\text{kin}} \) derived from the rotational diagram are consistent within the errors with the values of \( T_{\text{ex}} \) from AUTOFIT, except for two sources: 18454-0136 M1 and 19095+0930. For 18454-0136 M1 \( T_{\text{ex}} = 35 \pm 6 \) K while \( T_{\text{kin}} = 59 \pm 3 \) K. However, including in the rotational diagram the upper limit of the \( K = 3 \) transition, the value of \( T_{\text{kin}} \) decreases to 22 K. For 19095+0930, \( T_{\text{ex}} = 57 \pm 4 \) K while \( T_{\text{kin}} = 74 \pm 12 \) K. The inclusion of the upper limits of the \( K = 4 \)

---

\(^{7}\) Madrid Data Cube Analysis (MADCUBA) is a software developed in the Center of Astrobiology (Madrid) to visualize and analyze data cubes and single spectra: https://cab.inta-csic.es/madcube/

\(^{8}\) The collisional coefficients have been taken from the CASSIS (Vastel et al. 2015) Collision Database: http://cassis.irap.omp.eu/download/collisions/files/CH3CN-H2-cdms.dat. The entry is based on Green (1986).
transition does not change the results of the rotational diagram, thus this is the only source for which we have found a clear discrepancy between $T_{\text{kin}}$ and $T_{\text{ex}}$. The $T_{\text{ex}}$ derived from the best agreement between the synthetic spectrum of all the $(5K-4K)$ transitions and the observed spectrum is thus a reliable estimate of the $T_{\text{kin}}$ of the sources. The goodness of the fit and the agreement between $T_{\text{ex}}$ and $T_{\text{kin}}$ indicates no need for a hotter component arising from a smaller region, when analyzing the CH$_3$CN$(5K-4K)$ transitions, Giannetti et al. (2017b) also found that the $(5K-4K)$ and $(6K-5K)$ transitions are well reproduced by a single temperature fit, while to model the higher energy transitions a second hotter component is needed.

4.3. Virial mass and virial parameter

To discuss the gravitational stability of the targets we have also derived the virial masses, $M_{\text{vir}}$, that for a spherical system are defined as (MacLaren et al. 1988):

$$M_{\text{vir}} = \frac{k_{\text{B}} \sigma^2 R}{G},$$

(6)

where $\sigma$ is the three-dimensional velocity dispersion, $R$ is the radius of the object, and $k_{\text{B}} = (5-2n)/(3-n)$ assuming a density profile $\rho \propto r^{-n}$. Assuming $n = 2$ (i.e. $\rho \propto r^{-2}$) and a gaussian velocity distribution, Eq. (6) can be written as:

$$M_{\text{vir}} = 0.305 \, d \, \theta \, \text{FWHM}^2$$

(7)

in units $M_\odot$, where $\theta$ is the angular dimension of the sources in arcsec, and FWHM is the linewidth in km s$^{-1}$ (see MacLaren et al. 1988). We then derived the virial parameter $\alpha = M_{\text{vir}} / M_{\text{SED}}$ (Kaufmann et al. 2013), reported in Table 6.

5. Discussion

5.1. Physical properties derived from the SEDs

Figure 3 shows the histograms of the distribution of molecular hydrogen column density, dust temperature, mass, luminosity, and luminosity-to-mass ratio (lower panel from left to right), respectively, in the sample. The dotted vertical lines indicate the mean value of the distribution. Data are given in Tables 4 and 5.

Figure 4 shows the distribution of the sample in the space $N_{\text{H}_2} - T_{\text{dust}}$ and $L - M_{\text{SED}}$, with different colors indicating the sources already classified (see last panel for the legenda). The plot of $N_{\text{H}_2}$ vs. $T_{\text{dust}}$ does not highlight any trend between the two quantities and with evolutionary stage. The lack of any par-
Table 6. K components of the CH$_3$CN(5$_K$ – 4$_K$) transition detected with S/N > 3σ, beam diluted column density $N_{\text{CH}_3\text{CN}}$, column density corrected for the source size $N'_{\text{CH}_3\text{CN}}$, $T_d$, FWHM, abundance $X_{\text{CH}_3\text{CN}}$ w.r.t. H$_2$, and virial parameter $\alpha$ for the first 10 sources of the sample. The value of $N'_{\text{CH}_3\text{CN}}$ is not given for sources for which the maps in the range 70-500 $\mu$m were not available. The full table is available via the CDS.

| Source       | det. | K   | log$_{10}$($N_{\text{CH}_3\text{CN}}$) [cm$^{-2}$] | log$_{10}$($N'_{\text{CH}_3\text{CN}}$) [cm$^{-2}$] | $T_d$ [K] | FWHM [km s$^{-1}$] | $V_{\text{LSR}}$ [km s$^{-1}$] | log$_{10}$($X_{\text{CH}_3\text{CN}}$) | $\alpha$ |
|--------------|------|-----|-------------------------------------------------|-------------------------------------------------|---------|-----------------|---------------------------|---------------------------------|---------|
| 100117-MM1   | Y    | 0-2 | 12.10 ± 0.12                                    | 12.38 ± 0.12                                    | 54 ± 13 | 2.2 ± 0.3       | -36.2                     | -9.8 ± 0.3                    | 3.1 ± 1.7 |
| 100117-MM2   | Y    | 0-2 | 11.78 ± 0.17                                    | 12.13 ± 0.18                                    | 36 ± 12 | 1.4 ± 0.3       | -36.3                     | -10.2 ± 0.3                   | 1.0 ± 0.7 |
| AFGL5142-MM  | Y    | 0-3 | 13.20 ± 0.03                                    | 13.59 ± 0.04                                    | 53 ± 3  | 3.92 ± 0.10     | -3.8                      | -9.49 ± 0.13                  | 1.6 ± 0.7 |
| AFGL5142-EC  | Y    | 0-3 | 13.16 ± 0.03                                    | 13.51 ± 0.04                                    | 55 ± 3  | 4.05 ± 0.09     | -3.7                      | -9.39 ± 0.18                  | 2.4 ± 1.3 |
| 05358-mm3    | Y    | 0-3 | 12.85 ± 0.03                                    | -                                              | 37 ± 3  | 3.43 ± 0.10     | -17.1                     | -                              | -        |
| 05358-mm1    | Y    | 0-3 | 12.81 ± 0.03                                    | -                                              | 36 ± 3  | 3.27 ± 0.10     | -17.2                     | -                              | -        |
| G5.89-0.39   | Y    | 0-4 | 14.05 ± 0.03                                    | 14.21 ± 0.04                                    | 58 ± 4  | 4.68 ± 0.11     | +9.9                      | -9.1 ± 0.2                    | 1.2 ± 0.6 |
| G008.14+0.22 | Y    | 0-3 | 13.01 ± 0.05                                    | 13.26 ± 0.06                                    | 53 ± 5  | 5.0 ± 0.3       | +18.8                     | -9.97 ± 0.17                  | 0.7 ± 0.3 |
| 18089-1732M1 | Y    | 0-4 | 13.75 ± 0.04                                    | 14.27 ± 0.05                                    | 92 ± 6  | 4.86 ± 0.11     | +34.0                     | -9.18 ± 0.08                  | 0.7 ± 0.3 |
| 18089-1732M4 | Y    | 0-2 | 12.56 ± 0.04                                    | 13.08 ± 0.05                                    | 36 ± 4  | 3.8 ± 0.2       | +33.1                     | -9.60 ± 0.08                  | 2.5 ± 0.9 |

Fig. 4. Left: distribution of the sources of the sample in the plane $N$(H$_2$) vs $T_{\text{dust}}$; middle: distribution of the sources of the sample in the plane $L/M$/M$_{\odot}$; right: plot of the evolutionary tracers $L/M$ as a function of $T_{\text{dust}}$ and power-law relation best fit to the data given in orange. The legend for the classification color-code is given in the right panel. Sources that have not been classified yet are plotted in black.

Fig. 5. Theoretical predictions for an optically thin modified blackbody (Elia & Pezzuto 2016) given by $L/M = a T_{\text{dust}}^b$, where $a = (2.9 ± 1.5) \times 10^{-7}$ L$_{\odot}$/M$_{\odot}$ K$^{-b}$ and $b = (5.8 ± 0.2)$, and is represented by the orange line in Fig. 4. The red line in Fig. 5 is the theoretical prediction for an optically thin modified blackbody (Elia & Pezzuto 2016). The positive correlation seen is consistent with $L/M$ tracing the evolution of the sources, as already discussed in previous studies (Molinari et al. 2008, Urrugart et al. 2014, 2018, Giannetti et al. 2017b, Elia et al. 2017, 2021). These studies indicated that massive young stellar objects (YSOs) - HMPO, UC HII or more evolved sources that have already dissipated their envelope - are characterized by a $L/M$ ratio between $\sim 1$ L$_{\odot}$/M$_{\odot}$ and $\sim 100$ L$_{\odot}$/M$_{\odot}$. Lower values, $L/M < 1$ L$_{\odot}$/M$_{\odot}$, are associated with earlier stages in which no star formation is yet present or is in a very early evolutionary stage. Alternatively, these cores could only contain embedded low-mass YSOs. However, Elia et al. (2017) showed that pre-stellar objects have a narrower distribution in $L/M$, compared to protostellar sources that are widely distributed, and highlighted the presence of a statistically significant overlap of the distributions in the two classes. It is thus possible to find HMPOs with values lower than $\sim 1$ L$_{\odot}$/M$_{\odot}$ or HMSCs with higher values (Molinari et al. 2019) confirmed that the $L/M$ ratio is a good tracer of the evolutionary stage of star formation, running a grid of 20 million synthetic protocluster models. From Fig. 9 in Molinari et al. (2019), the models in which at least one young stellar object (YSO) is a zero age main sequence (ZAMS) star, are in good agreement with...
$L/M > 1 L_\odot/M_\odot$, confirming that $L/M < 1 L_\odot/M_\odot$ indicates the earliest stage of star formation.

The position of the HMSC sources in the plot $L$ vs. $M_{\text{SED}}$ and $L/M$ vs. $T_{\text{dust}}$ is consistent with values of $L/M \leq 1 L_\odot/M_\odot$, with the exception of the sources I00117-MM2, 120293-WC and I22134-B. Among these, the high $L/M$ value in I00117-MM2 can be explained in terms of contamination of the fluxes used to build the SED by the nearby source I00117-MM1 (HMPO), which is only $\sim 16''$ apart. A similar contamination can be present in the following couples of sources due to their proximity: AFGL5142-MM and AFGL5142-EC ($\sim 11''$), I19035-VLA1 and I19035+0641M1 ($\sim 8''$), 19410+2336M1 and 19410+2336 ($\sim 9''$), I22134-VLA1 and I22134-G ($\sim 21''$), and 23033+5951 and 23033+5951M1 ($\sim 11''$). However, these are compact and centrally peaked sources, therefore the molecular emission inside the telescope beam would be dominated by the main source, and not by the nearby companions. These sources also constitute the $\sim 44%$ of Sub-sample I, thus a large fraction of the classified sub-sample. For these reasons we decided not exclude them from the analysis. From the sources in Sub-sample I, UC HII regions are associated with larger values of the luminosity-to-mass ratio than HMPO (with only one exception), thus giving another confirmation of the clear growth of $L/M$ with evolution. The majority of the sources of the Sub-sample II (black dots) have values of $L/M$ mostly larger than $10 L_\odot/M_\odot$. Therefore it is likely that these sources are in more evolved evolutionary phases, being either HMPOs or UCHII regions. A small number of sources in Sub-sample II are well studied sources in evolved stages, like e.g. the HMCs G31.41+0.31 and G24.78+0.08 (e.g. Cesaroni et al. 2011, Beltrán et al. 2011b), for which we have derived values of $L/M > 25 L_\odot/M_\odot$. However from this figure and from the analysis in Sect. 5.2, five unclassified sources of Sub-sample II show values of $L/M$ closer to the values of HMSCs and are likely to be themselves starless cores or very early HMPOs (see Fig. 9).

An accurate classification of the sources in the Sub-sample II, obtained from the fluxes of these sources in the mid-IR and at cm wavelengths, will be presented in a following paper.

5.2. Physical properties derived from CH$_3$CN

We detected at least one of the CH$_3$CN$(5K-4K)$ $K$-transitions in each of the $\sim 86%$ of the sources observed in the sample. The histogram of the distributions of the column density $N_{\text{CH}_3\text{CN}}$, excitation temperature $T_{\text{ex}}$, and abundance $X_{\text{CH}_3\text{CN}}$ are given in Fig. 5. The column densities cover a range of three orders of magnitude, from $\sim 2 \times 10^{11}$ cm$^{-2}$ to $\sim 2 \times 10^{14}$ cm$^{-2}$, while the abundances are in the range $\sim 7 \times 10^{-12} - 9 \times 10^{-10}$.

Figure 7 shows that both column density and line-width (FWHM) of CH$_3$CN increase with excitation temperature, $T_{\text{ex}}$. This implies that warmer sources have a higher degree of turbulence, as expected, and also higher values of the column density. Moreover, Fig. 7 shows the correlation between $T_{\text{dust}}$ and $T_{\text{ex}}$ of CH$_3$CN. This also highlights that $T_{\text{ex}}$ is always larger (or in a few cases equal) than $T_{\text{dust}}$.

The virial parameter $\alpha = M_{\text{vir}}/M_{\text{SED}}$ vs. $M_{\text{SED}}$ is plotted in Fig. 7. From its definition, the virial parameter can be written as $\alpha = a(2 E_{\text{kin}}/E_{\text{pot}})$ (Bertoldi & McKee 1992), where $E_{\text{kin}}$ is the kinetic energy, $E_{\text{pot}}$ is the gravitational potential energy, and $a$ is a geometrical factor that depends on the symmetry and gas density distribution of the considered "cloud". For non-magnetized gas, the critical value of $\alpha$, $\alpha_{\text{crit}}$, which is the value that separates gravitationally stable ($\alpha > \alpha_{\text{crit}}$) from unstable objects ($\alpha < \alpha_{\text{crit}}$), is $2 \pm 1$ (Kaufmann et al. 2013). This implies that sources with $\alpha > 2$ may expand due to their kinetic motion, while sources with $\alpha < 2$ are gravitationally bound. In our sample, 72% of the sources show values $\alpha < 2$, while only 28% show values above 2. However, the latter sources may be confined by the pressure of the surrounding gas. On the other hand, the presence of magnetic fields can give support to unstable objects, leading to a lower value of $\alpha_{\text{crit}}$ which depends on the strength of the magnetic field itself (see e.g. Bertoldi & McKee 1992 and Kaufmann et al. 2013).

The mean values of $N_{\text{CH}_3\text{CN}}^{10}$, $T_{\text{ex}}$, and $X_{\text{CH}_3\text{CN}}$ for the total sample are given in Table 7. From the mean values within the evolutionary classes of Sub-sample I, we can see that there is a clear positive trend of $N_{\text{CH}_3\text{CN}}$ with evolutionary stage, with the highest difference of about one order of magnitude among HMSCs and more evolved sources. In the case of $X_{\text{CH}_3\text{CN}}$, there is a clear increase from the earliest stage of star-formation to the more evolved stages, with at least one order of magnitude of difference between HMSCs and HMPOs or more evolved sources, of the sample of 58 sources for which we detected CH$_3$CN and were able to construct the SED and derive $M_{\alpha}$.

For 14 sources detected in CH$_3$CN we do not have the emission maps to build the SED, and thus an estimate of $\theta$. Therefore, for these sources we have used the values of column density not corrected for the beam-dilution to calculate the mean value. For these sources we do not have an estimate of $N$(H$_2$) and thus they were not included in the determination of the mean value of abundance.
Fig. 6. Left: plot of the column densities of CH$_3$CN as a function of the excitation temperature $T_{ex}$; middle: plot of the FWHM of CH$_3$CN as a function of the excitation temperature $T_{ex}$; right: plot of the excitation temperature $T_{ex}$ of methyl cyanide vs. dust temperature $T_{dust}$. The grey line indicates $T_{dust} = T_{ex}$.

Table 7. Mean values of column density corrected for beam-dilution, abundance, and excitation temperature of CH$_3$CN in the TOPGöt sample.

|                              | total sample | Sub-sample I | Sub-sample II |
|------------------------------|--------------|--------------|---------------|
| $N'_{CH_3CN}$ [cm$^{-2}$]   | (72/58)*     | (6/6)        | (3/2)         | (9/5)         | (7/5)         | (47/40)       |
| $X_{CH_3CN}$                | $2.4 \times 10^{13}$ | $1.6 \times 10^{12}$ | $1.4 \times 10^{13}$ | $3.2 \times 10^{13}$ | $4.3 \times 10^{13}$ | $2.2 \times 10^{13}$ |
| $T_{ex}$ [K]                | 2.1 $\times 10^{-10}$ | $3.0 \times 10^{-11}$ | $2.7 \times 10^{-10}$ | $3.3 \times 10^{-10}$ | $3.2 \times 10^{-10}$ | $2.1 \times 10^{-10}$ \\
| $T_{dust}$ [K]              | 43           | 30           | 39            | 50            | 42            | 44            |

Notes. The third row reports two numbers: the first number (largest) indicates the number of sources over which we derived the mean values of $N_{CH_3CN}$ and $T_{ex}$. The second number indicates the number of sources over which we derived the mean values of $X_{CH_3CN}$. The latter value is smaller because we could not analyze the SED for all the sources for which we detected CH$_3$CN. * the total number of sources for which CH$_3$CN has been detected is 73, but for G31.41+0.31 we could not derive the physical parameters.

Fig. 7. Plot of $\alpha = M_{sed}/M_{SED}$ as a function of $M_{SED}$. The black dashed line represents $\alpha = 2$.

similarly to what was found for the column density. However, there is not a clear distinction in abundance between HMPOs and UC HII regions. An evolution of mean abundances with star-formation evolutionary phase has been also found by Coletta et al. (2020) for other COMs, such as methyl formate, dimethyl ether, and ethyl cyanide analyzing 39 sources belonging to our sample, with the clearest increasing trends found for methyl formate and dimethyl ether.

The mean values of $N'_{CH_3CN}$ for different evolutionary phases found by previous single-dish studies are given in Table 8. The comparison is not straightforward considering the different assumptions, the different transitions observed, and the intrinsic differences between sources that can have different values of $N_{H_2}$. Hung et al. (2019) estimate the highest values of column densities, on average two orders of magnitude above the values found in our sample towards the most evolved sources. However, from Table 5 in their paper we can see that they corrected for filling factor $\eta \sim 10^{-3} - 10^{-4}$ in most cases, while in the sources presented in this paper $\eta \sim 7 \times 10^{-2} - 1$. For the comparison with the work of Giannetti et al. (2017b) we took the data from the VizieR On-line Data Catalog: J/A+A/603/A33 (Giannetti et al. 2017b). We considered only the cool component of methyl cyanide, that is able to reproduce the emission of the CH$_3$CN(5$K$ = 4$K$) and (6$K$ = 5$K$) transitions, while a hotter component is needed for the higher energy transitions (19$K$ = 18$K$) in their study. The column density is corrected for $\eta$, ranging from 1 to $\sim 10^{-2}$. In Table 8 we list the mean values over the different evolutionary phases. These show an increase with evolutionary stage, confirming what we found with our study. The column densities of methyl cyanide towards the sample of Giannetti et al. (2017b) have been previously studied by Sabatini et al. (2021) - considering both the cool and hot component - showing an upward trend with evolution of the mean column densities in the different evolutionary phases, and in agreement
with the predictions of the chemical network presented in their work. However, the mean estimate of \( N_{\text{CH-CN}} \) for HMSCs in this work is one order of magnitude below the mean values found by Giannetti et al. (2017b) for 70-\( \mu \)m-weak sources. This may not be a real discrepancy if HMSCs in our work are on average less evolved than the selected 70-\( \mu \)m-weak sources in Giannetti et al. (2017b). The mean values found by Rosero et al. (2013) for HMPOs are consistent with our estimates within a factor of 2.5, while the values found by Araya et al. (2005) in UC HII regions are on average a factor \( \sim 10 \) larger than what we found in this paper. The mean values from Purcell et al. (2006) are consistent with our estimates, with the biggest difference of a factor of 3 found among the values for cores with no maser emission and radio-quiet, and our HMSCs. Potapov et al. (2016) found a column density of methyl cyanide of \( \sim 6 \times 10^{17} \text{cm}^{-2} \), in a cold dense core in TMC-1C. This is consistent with our estimates in HMSCs within a factor of \( \sim 2 \).

Methyl cyanide emission has been detected in all three evolutionary classes, from HMSCs to UC HII regions. This confirms what was found by Olmi et al. (1996b) and Giannetti et al. (2017b), who showed that CH-CN is not a tracer of evolved objects only: transitions associated with (relatively) low energies are detected also in very young objects, and thus are mostly tracers of dense gas.

In addition to the trend seen in Table 7 for the mean values of \( X_{\text{CH-CN}} \), in Fig. 8 we can see that the abundances of CH-CN increase with both indicators of evolution, \( T_{\text{dust}} \), and the ratio \( L/M \). The two plots show a clear correlation, although with some dispersion. From the Sub-sample I, we can see that the less evolved sources, HMSCs possibly not contaminated - i.e. HMSCs with \( L/M < 1 \ L_\odot/20 \) and \( T_{\text{dust}} < 15 \text{ K} \) - have abundances of \( X_{\text{CH-CN}} \) that do not exceed the value of \( 2 \times 10^{-11} \), and that only HMSCs are found below \( 4.0 \times 10^{-11} \). For HMPOs and UC HII regions there is not a clear separation in the values of abundances. Moreover, we can see that five sources of the Sub-sample II show low values of \( X_{\text{CH-CN}} \), close to that of HMSCs in the Sub-sample I. These sources also have low values of \( L/M \) and \( T_{\text{dust}} \). These sources are G014.99–0.67, 18310–0825M3, 18445–0222M3, G015.02–0.62, and 18454–0136M1. The first three sources have \( L/M \) between 2.0 and \( 4.0 \ L_\odot/20 \), and \( T_{\text{dust}} \) of 16 K, while G015.02–0.62 and 18454–0136M1 have \( L/M \sim 12 \ L_\odot/20 \), and \( T_{\text{dust}} \sim 20 \text{ K} \). However, G015.02–0.62 and G014.99–0.67 are not detected at 70 \( \mu \)m, while the other three have flux densities consistent with those observed towards the HMSCs of Sub-sample I. These sources have mass in the range \( \sim 1–8 \times 10^{3} \ M_\odot \) and are located within \( \sim 5 \text{ kpc} \) from the Sun, but the distance ambiguity is not resolved for 18310–0825M3, 18445–0222M3, and 18454–0136M1, therefore these three sources may be located further away. However, both \( L/M \) and \( T_{\text{dust}} \) are distance-independent and the assumption of the far distance would lead to larger values of mass. Note that there is no ambiguity in the distance of G015.02–0.62 and G014.99–0.67 (\( \sim 2 \text{ kpc} \)) and these sources have masses \( > 10^{3} \ M_\odot \), therefore the fact that they are not detected at 70 \( \mu \)m is not attributable to far and/or not massive enough sources. For this reason we conclude that these sources are likely in very early phases, possibly being HMSCs or early HMPOs, and that CH-CN can be a very useful and practical tool to identify high-mass sources in the earliest stages of star formation, when a multiwavelength analysis to derive \( T_{\text{dust}} \) or \( L/M \) is not possible. We give as conservative upper limit for HMSCs \( X_{\text{CH-CN}} < 4.0 \times 10^{-11} \), while the region between \( 4.0 \times 10^{-11} < X_{\text{CH-CN}} < 7.0 \times 10^{-11} \) (grey area in Fig. 8) is likely populated by HMSCs or very early HMPOs.

5.2.1. CH-CN non-detections

Of the 85 sources observed in CH-CN(5\( K \) – 4\( K \)), we have 12 non-detections: 1 HMSC (G034–F2(MM7)) and 11 sources of the Sub-sample II, thus unclassified sources likely HMPOs or UC HII regions (see Sect. 5.1).

To understand if there is a physical limit in the detection of CH-CN, we have plotted the column densities of H\(_2\) against the dust temperature in Fig. 9, highlighting in grey the nine sources that show no detection of methyl cyanide and for which we have been able to construct theSED. G034–F2(MM7) is the source

### Table 8. Mean values of column density and excitation temperature of CH-CN for different evolutionary classes in literature works.

| reference | \( N_{\text{CH-CN}} \) [cm\(^{-2}\)] | \( T_{\text{ex}} \) [K] | \( \theta \) | telescope | type of sources |
|-----------|-----------------|-----------------|----------|-------------|----------------|
| Hung et al. (2019) | 5.2 \times 10^{15} | 102 | - | SMT | EGO** |
| Giannetti et al. (2017b) | 1.2 \times 10^{13} | 33 | - | IRAM30m, APEX, Mopra | 70\( \mu \)m-weak |
| | 3.5 \times 10^{13} | 32 | - | IR-weak | |
| | 4.4 \times 10^{13} | 43 | - | IR-bright | |
| | 7.4 \times 10^{13} | 53 | - | HII | |
| Rosero et al. (2013) | 8.0 \times 10^{13} | 145 | 10 | SMT | HMPO |
| Purcell et al. (2006) | 5.0 \times 10^{13} | 30 | 36 | Mopra | no maser cores |
| | 2.3 \times 10^{13} | 55 | 36 | maser cores | |
| | 3.0 \times 10^{13} | 57 | 36 | UC HII | |
| Araya et al. (2005) | 4.4 \times 10^{14} | 53 | 10 | SEST | UC HII |

**Notes.** a) \( \theta \): assumed source size or the dimension of the beam if the emission has been assumed to fill the beam; b) data of the cool component of methyl cyanide (for details see Giannetti et al. 2017b); c) G34.26+0.15 has been excluded from the mean value being the only UC HII region in the sample; d) data from the CH-CN(5\( K \) – 4\( K \)) rotational diagram; e) data from CH-CN(5\( K \) – 4\( K \)), and of the lowest available (\( J \)=1–3 transition if \( J=4 \) is not available; f) corrected for beam dilution, evaluating the size of the emission of each source; g) Extended Green Objects, emitting at 4.5 \( \mu \)m. This emission may come from H\(_2\) (\( v=0 \), S(9, 10, 11)) or CO (\( v=1 \)–0) band heads which can be excited by shocks from protostellar outflows (Cyganowski et al. 2008).
that in the total sample shows the lowest temperature, being possibly the youngest object of the TOPGöt sample. It is thus possible that in this case not enough methyl cyanide has been formed in this source in order to be detected. Other three sources (18290–0924M2, G042.03+0.19 and G042.70–0.15) show very low values of $N_{\text{H}_2}$ ($\sim 3.5 \times 10^{21} \text{ cm}^{-2}$): also in these cases the non-detections may be due to a limit in sensitivity. The remaining five cases are not of clear interpretation, in fact other sources with similar $N_{\text{H}_2}$ show the emission of CH$_3$CN. Thus, in these five cases it is possible that the non-detections are related to a chemical differentiation of these sources with respect to the others.

6. Conclusions

In this work we have presented the TOPGöt sample that arises from the combination of two separate sub-samples (Sub-sample I and Sub-sample II) of high-mass star-forming regions containing 86 sources. These sources have been observed with the IRAM 30m telescope in several spectral windows, allowing studies of different classes of molecules. In this first paper we have constructed the SEDs, derived the physical properties of the sample, and analyzed the emission of CH$_3$CN(5$_K$ – 4$_K$) using MADCUBA. We summarise below the main results of this study:

- We have built the SED for 69 of the 86 total sources in the sample (80%). The derived $T_{\text{dust}}$ and $N_{\text{H}_2}$ are between 9 – 36 K and $\sim 3 \times 10^{21} – 7 \times 10^{23} \text{ cm}^{-2}$, respectively.
- The luminosity spans over four orders of magnitude in the sample, from $\sim 30$ to $3 \times 10^5 L_\odot$, while masses vary between $\sim 30$ to $8 \times 10^3 M_\odot$. The luminosity-to-mass ratio $L/M$ covers three orders of magnitude from $6 \times 10^{-2}$ to $3 \times 10^2 L_\odot/M_\odot$.
- The luminosity-to-mass ratio $L/M$, a robust evolutionary indicator as seen in previous studies (Molinari et al. 2008, 2016, 2019, Urquhart et al. 2014, Giannetti et al. 2017b), shows a tight positive correlation with $T_{\text{dust}}$, well reproduced by a power-law ($L/M = a T_{\text{dust}}^b$) as expected from Elia & Pezzuto (2016). The parameters of the best-fit are $a = (2.9 \pm 1.5) \times 10^{-3} L_\odot/M_\odot K^{-b}$ and $b = (5.8 \pm 0.2)$.
- At least one of the CH$_3$CN(5$_K$ – 4$_K$) K-components has been detected towards 73 sources (85%), with 12 non-detections and one source not observed. The emission of methyl cyanide has been detected towards all the evolutionary stages, and the values of column density show a good agreement with previous studies, taking into account the difference in beam-filling factors and observations beams.
- The mean values of the column density of methyl cyanide show a clear positive trend with evolutionary stages. This behavior is also confirmed by the data of Giannetti et al. (2017b) and their analysis by Sabatini et al. (2021). However, the mean values of observed abundances show an increase of one order of magnitude among HMSCs and more evolved sources, but no clear distinction between HMPOs and UC HII regions in the TOPGöt sample. An increase in abundances with evolutionary stages has been found by Colletta et al. (2020) for other COMS such as methyl formate, dimethyl ether and ethyl cyanide, and it is a powerful tool to infer the evolutionary stage of a source without performing a multi-wavelength analysis.
- From the comparison of values of $X_{\text{CH}_3\text{CN}}$ in already classified sources of the Sub-sample I, we found five good candidates of HMSCs or very early HMPOs in Sub-sample II.
robustness of the $X_{\text{CH}_3\text{CN}}$ value as a tracer of early evolutionary stages is confirmed by the low values of $L/M$, $T_{\text{fast}}$, and flux densities at 70 µm for these sources. This is an example of the importance of tools such as molecular evolutionary indicators. In particular, methyl cyanide is a widespread molecule which emits bright transitions, thus this result can be easily applied to identify sources in early stages.

- We propose a conservative upper limit of $X_{\text{CH}_3\text{CN}}$ of $4 \times 10^{-11}$ for clearly HMSCs and a range between $4 \times 10^{-11}$ and $7 \times 10^{-11}$ in which we could find HMSCs and possibly very early HMPOs.
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Appendix A: Methyl cyanide spectra

Fig. A.1 Spectra of CH$_3$CN($5\nu_2-4\nu_2$) for the sources for which at least one transition has been detected. The red line is the synthetic spectrum obtained by the best fit within MADCUBA. For G31.41+0.31, the synthetic spectrum is not reported since the fit does not converge. $V_{LSR}$ of sources G014.99-0.67 and 18445-0222M3 during observations mildly differ from the correct value. $V_{LSR}$ has been corrected after observations, and given in Table 3.
Fig. A.2 Continued
Fig. A.3 Continued
Fig. A.4 Continued
Fig. A.5 Spectra of CH$_3$CN($5K-4K$) for the sources for which no transition has been detected.