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Abstract
We revisit miscellaneous linear differential operators mostly associated with lattice Green functions in arbitrary dimensions, but also Calabi–Yau operators and order-7 operators corresponding to exceptional differential Galois groups. We show that these irreducible operators are not only globally nilpotent, but are such that they are homomorphic to their (formal) adjoints. Considering these operators, or, sometimes, equivalent operators, we show that they are also such that, either their symmetric square or their exterior square, have a rational solution. This is a general result: an irreducible linear differential operator homomorphic to its (formal) adjoint is necessarily such that either its symmetric square, or its exterior square has a rational solution, and this situation corresponds to the occurrence of a special differential Galois group. We thus define the notion of being ‘Special Geometry’ for a linear differential operator if it is irreducible, globally nilpotent, and such that it is homomorphic to its (formal) adjoint. Since many derived from geometry $n$-fold integrals (‘Periods’) occurring in physics, are seen to be diagonals of rational functions, we address several examples of (minimal order) operators annihilating diagonals of rational functions, and remark that they also seem to be, systematically, associated with irreducible factors homomorphic to their adjoint.
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1. Introduction

When one considers all the irreducible factors of the globally nilpotent linear differential operators encountered in the study of \( n \)-folds integrals of the Ising class \[1\] (or the ones displayed by other authors in an enumerative combinatorics framework \[2, 3\], or in a Calabi–Yau framework \[4–6\]), one could expect their differential Galois groups to be generically \( SL(N, \mathbb{C}) \) or extensions of \( SL(N, \mathbb{C}) \). However, it turns out that their differential Galois groups are of ‘selected’ types: they are either the orthogonal group \( O(N, \mathbb{C}) \), the symplectic group \( Sp(N, \mathbb{C}) \) or subgroups of these such as \( SO(N) \), \( G_2 \) (see \[7\]), etc. The aim of this paper is to demonstrate and study this phenomenon, the ubiquity of either an orthogonal or symplectic geometry on the solutions of these operators.

Along this line it is worth recalling that globally nilpotent linear differential operators associated with generic \( \, _\text{F}n\cdot1 \) hypergeometric functions with rational parameters\(^6\), have \( SL(N, \mathbb{C}) \) (or extensions of \( SL(N, \mathbb{C}) \)) as their differential Galois groups. For instance, the differential Galois group for the \( \, _2F_2 \) hypergeometric function

\[
\, _2F_2\bigg(\begin{bmatrix} \frac{191}{117}, \frac{359}{117}, \frac{503}{117}, \frac{321}{117}, \frac{401}{117} \end{bmatrix}, x \bigg),
\]

is \( SL(3, \mathbb{C}) \). In contrast, in simple examples, the emergence of ‘selected’ differential Galois groups can be seen very explicitly \[10\], and understood (from a physicist’s viewpoint) as the emergence of some ‘invariant’. To illustrate this on the \( SO(3, \mathbb{C}) \) group\(^8\), let us consider the non-Fuchsian operator (in \( \theta = x \cdot d/\mathrm{dx} \)):

\[
2 \theta \cdot (3 \theta - 2)(3 \theta - 4) - 9 x \cdot (2 \theta + 1),
\]

with the three \( \, _2F_2 \) hypergeometric solutions

\[
\, _2F_2\left(\begin{bmatrix} \frac{1}{2}, \frac{1}{2} \end{bmatrix}, x \right), \quad x^{2/3} \cdot \, _2F_2\left(\begin{bmatrix} \frac{3}{2}, \frac{3}{2} \end{bmatrix}, \frac{1}{x}, \frac{1}{x} \right), \quad x^{4/3} \cdot \, _2F_2\left(\begin{bmatrix} \frac{5}{2}, \frac{5}{2} \end{bmatrix}, \frac{3}{x}, \frac{3}{x} \right),
\]

If \( f \) denotes a solution of this operator (in the above closed form or as a formal solution at the origin or at \( \infty \)), one has the following quadratic relation \( Q(f, f', f'') = \text{const.} \), where:

\[
Q(X_0, X_1, X_2) = 9 \cdot (36x + 5) \cdot x^2 \cdot X_0^2 - 324 \cdot x^2 \cdot X_2 \cdot X_1 - 648 \cdot x^2 \cdot X_2 \cdot X_0
+ (81x - 5) \cdot X_1^2 + 9 \cdot (36x - 5) \cdot X_0 \cdot X_1 + 9 \cdot (36x - 5) \cdot X_0^2.
\]

The constant depends on the linear combination of solutions used. For instance, with the first \( \, _2F_2 \) hypergeometric solution one has \( Q(f, f', f'') = 225/4 \), while with the two other \( \, _2F_2 \) solutions it reads \( Q(f, f', f'') = 0 \). In other words, \( Q \) is a first integral.

The emergence of such ‘special’ differential Galois groups in so many domains of theoretical physics is clearly something we need to understand better.

We have provided a large number of linear ODEs on various problems of lattice statistical mechanics, in particular for the magnetic susceptibility of the two-dimensional Ising model \[8, 11–20\]. These linear ODEs factorize into many factors of order ranging from 1, to 12 (for \( \chi^{(5)} \)) and even 23 (for \( \chi^{(10)} \)). As far as the factors of smallest orders (2, 3 and 4) are concerned, their corresponding linear differential operators are necessarily globally nilpotent \[8\].

\(^6\) One shows that there are no rational solutions of symmetric powers in degree 2, 3, 4, 6, 8, 9, 12, using an algorithm in van Hoeij et al \[9\].

\(^7\) Their corresponding linear differential operators are necessarily globally nilpotent \[8\].

\(^8\) This operator is actually homomorphic to its adjoint (see below) with non-trivial order-2 intertwiners.
one can verify that all these linear differential operators are homomorphic to their adjoint. Furthermore, one remarks experimentally, that their exterior square or symmetric square, i.e. the intertwiner between the operator and its adjoint, is just an order-zero operator, namely a function. In this case they can easily be recast into self-adjoint operators. A large set of linear differential operators conjugated to their adjoint, can be found in the very large list of Calabi–Yau order-4 operators obtained by Almkvist et al [5], or displayed by Batyrev and van Straten [4], or some simple order-3 operators displayed in a paper by Golyshnev [21, 22] (see also Sanabria Malagon [23]).

Throughout this paper we will see examples of irreducible operators where these two differential algebra properties occur simultaneously. On the one hand, these operators are homomorphic to their adjoint, and on the other hand, their symmetric or exterior square have a rational solution. These simultaneous properties correspond to special differential Galois groups. In fact, these properties are equivalent.

In this paper, we will have a learn-by-example approach of all these concepts. In this respect, we will display, for pedagogical reasons, a set of enumerative combinatorics examples corresponding to miscellaneous lattice Green functions [2, 3, 25–27] as well as Calabi–Yau examples, together with order-7 operators [28, 29] associated with exceptional differential Galois groups. We will show that these lattice Green operators, Calabi–Yau operators and order-7 operators associated with exceptional groups, are a perfect illustration of differential operators with selected differential algebra structures: they are homomorphic to their adjoint; also, either their symmetric or exterior powers (most of the time squares) have a rational solution, or the previous symmetric, or exterior, powers of some equivalent operators have a rational solution. This situation corresponds to the emergence of selected differential Galois groups (orthogonal or symplectic), a situation we could call ‘Special Geometry’. Among the derived from geometry n-fold integrals (‘Periods’) occurring in physics, we have seen that they are quite often diagonals of rational functions [18, 19]. We will also address, in this paper, examples of (minimal order) operators annihilating diagonals of rational functions; we will remark that they also seem to have irreducible factors homomorphic to their adjoint.

2. Adjoint of differential operators and invertible homomorphisms of an operator with its adjoint

In the next section, examples of linear differential operators corresponding to lattice Green functions on various lattices are displayed according to their order N and their complexity. We focus on the differential algebra structures of these linear differential operators, in particular with respect to an important ‘duality’ with amounts to performing the adjoint, or, more precisely (see 2.1 in [30]), the ‘formal adjoint’ of the operator (Dx in the whole paper denotes the derivative d/dx):

9 They may have hyperexponential solutions [24] (command expsols in DEtools), i.e. Nth root of rational solutions, when one considers homomorphisms up to algebraic extensions.

10 In a Tannakian formulation, one could say that the homomorphisms of an operator L₁ with another operator L₂ are isomorphic to the product Hom(L₁, L₂) ≅ L₁ ⊗ L₂; giving, in the case of the homomorphisms of an operator L with its adjoint L*, Hom(L, L*) ≅ L ⊗ (L*)* ≅ L ⊗ L, which is isomorphic to the direct sum L ⊗ L = Ext²(L) ⊕ Sym²(L).

11 For an operator L, an equivalent operator ˜L can be built from L ⊕ Oₙ = ˜L · Oₙ, where the operator Oₙ can (for simplicity) be taken as O₁ = Dx, or O₂ = Dₓ², etc.
\[ L = \sum_{n=0}^{N} a_n(x) \cdot D^n \quad \text{--- adjoint} \quad (L) = (-1)^N \cdot \sum_{n=0}^{N} (-1)^n \cdot D^n \cdot a_n(x), \]  
\text{that is:}
\[ \sum_{n=0}^{N} a_n(x) \cdot \frac{d^n f(x)}{dx^n} = 0 \quad \text{---} \quad (-1)^N \cdot \sum_{n=0}^{N} (-1)^n \cdot \frac{d^n (a_n(x) \cdot f(x))}{dx^n} = 0. \]

2.1. Homomorphisms of an operator with its adjoint

Recall that two operators \( L \) and \( \tilde{L} \), of the same order, are called homomorphic (see [30, 31]) when there exist two operators \( T \) and \( S \), whose order is smaller than the one of \( L \) and \( \tilde{L} \), such that\(^{12}\):
\[ \tilde{L} \cdot T = S \cdot L. \]  

The intertwiner \( T \) maps the solutions of \( L \) into the solutions of \( \tilde{L} \). When \( T \) and \( L \) have no common right-factor (or equivalently when \( S \) and \( \tilde{L} \) has no common left factor), for example when \( L \) is irreducible, one can show that this map is bijective. When (5) holds, and \( T \) and \( L \) have no common right-factor, one says that \( L \) and \( \tilde{L} \) are equivalent. Thus, one also has intertwiners \( \hat{T}, \hat{S} \) such that
\[ L \cdot \hat{T} = \hat{S} \cdot \tilde{L}. \]  

We say that \( L \) is self-adjoint when \( L = \text{adjoint} (L) \). We say that \( L \) is conjugated with its adjoint when there exists a rational, or \( N \)th root of rational, function \( f \) such that \( L \cdot f = f \cdot \text{adjoint} (L) \), i.e. \( L \cdot f \) is self-adjoint. More generally, a differential operator \( L \) is homomorphic to its adjoint (in the above sense) when there exists an (intertwiner) operator \( T \) (of order less than that of \( L \)) such that\(^{13}\)
\[ L \cdot T = \text{adjoint} (T) \cdot \text{adjoint} (L). \]

Again, this means that the operator \( L \cdot T \) is self-adjoint.

The typical situation which we encounter in physics is that the differential operators are of a rather large order and factorize into many factors of various orders (see the minimal order operators \([11, 13]\) annihilating the \( \chi^{(0)} \)'s). For these large order differential operators, we will systematically factorize the operator. The interesting concept amounts to seeing if each irreducible factor in the factorization, is homomorphic to its adjoint.

We end this section with two comments. For irreducible \( L \), one deduces, from (5) and (6), the equality
\[ L \cdot \hat{T} \cdot T = \hat{S} \cdot \tilde{T} \cdot \tilde{L}, \]  
so the remainder of the right division of \( \tilde{T} \cdot T \) by \( L \) is a constant. When \( \tilde{L} \) is the adjoint of \( L \), we will see, in the sequel, that this relation on the intertwiners \( T \) and \( \tilde{T} \) makes a remarkable 'decomposition' of \( L \) emerge. The second comment is on the homomorphisms of an operator with its adjoint in the reducible case. For two reducible differential operators, \( L \) and \( \tilde{L} \), of the same order, the relation (5) may hold. For a reducible operator \([33]\) having the unique

\(^{12}\) The intertwiner \( T \) is given by the command \texttt{Homomorphism}(\( L, \tilde{L} \)) of the DEtools package in Maple \([32]\).

\(^{13}\) It is easy to show, in the case of an homomorphism of an operator \( L \) with its adjoint, that the intertwiner on the right-hand side of (7) is necessarily equal to the adjoint of the intertwiner on the left-hand side. Actually, from the equivalence \( L \cdot T = \text{adjoint} (T) \cdot \text{adjoint} (L) \), taking adjoint on both sides gives \( \text{adjoint} (T) \cdot \text{adjoint} (L) = L \cdot \text{adjoint} (S) \). For irreducible \( L \), the intertwiner is unique, so \( S = \text{adjoint} (T) \).
factorization $L = L_n \cdot L_p$, with $n \neq p$, one can show that the homomorphism with the adjoint just reduces to a homomorphism of the right factor $L_p$ with its adjoint. The corresponding rational solution for the symmetric or exterior square is precisely the rational solution induced by the right factor, since $\text{Sym}^2(L_p)$ (resp. $\text{Ext}^2(L_p)$) is a right-factor of $\text{Sym}^2(L_n \cdot L_p)$ (resp. $\text{Ext}^2(L_n \cdot L_p)$).

In the sequel, when studying homomorphism of an operator with its adjoint, we will restrict to irreducible operators.

3. Special ODEs from lattice statistical mechanics and enumerative combinatorics: lattice Green functions

We are going to display miscellaneous examples of linear differential operators corresponding to lattice Green functions on various lattices. We will denote these lattice Green operators $G_n^{\text{latt}}$, where $n$ is the order of the operator, and where $\text{latt}$ refers to the lattice that one considers.

3.1. Special lattice Green ODEs: simple cubic lattice

The most well-known example of lattice Green function has been obtained \cite{34} for the simple cubic lattice. The lattice Green function corresponds to the order-3 operator (see equation (19) in \cite{3})

\[ G_n^\text{c} = \theta^3 - 2x \cdot (10\theta^2 + 10\theta + 3)(2\theta + 1) + 18x^2 \cdot (2\theta + 2) (2\theta + 1). \]  

(9)

This order-3 operator (9), when divided by $x$ on the left, is exactly self-adjoint. The symmetric square of $G_n^\text{c}$ is of order 5 (instead of the generic order 6).

The solution of (9), which corresponds to a series expansion with integer coefficients, is the Hadamard product of $(1 - 4x)^{-1/2}$ with a Heun function, and is also the square of another Heun function which can also be written in terms of $\, _2F_1$ hypergeometric functions with two possible algebraic pullbacks:

\[ \text{HeunG} \left( 9, \frac{1}{3}, \frac{1}{2}, \frac{3}{2}, 1, \frac{1}{2}; 36x \right)^2 = \text{HeunG} \left( \frac{1}{3}, \frac{1}{12}, \frac{1}{2}, \frac{3}{2}, 1, \frac{1}{2}; 4x \right)^2 \]
\[ = (1 - 4x)^{-1/2} \, \text{HeunG}(1/9, 1/3, 1, 1, 1; x) \]
\[ = C_+^{1/2} \, _2F_1 \left( \left[ \frac{1}{2}, \frac{1}{3} \right], [1]; P_+ \right)^2 \]
\[ = 1 + 6x + 90x^2 + 1860x^3 + 44730x^4 + 1172556x^5 + \cdots \]  

(10)

where the algebraic pull-backs $P_\pm$ and algebraic prefactors $C_\pm$ read:

\[ P_\pm = 54 \cdot x \cdot (1 - 27x + 108x^2 \pm (1 - 9x)((1 - 36x)(1 - 4x)))^{1/2}, \]
\[ C_\pm = -18x + \frac{3}{2} \pm \frac{3}{2} \cdot (1 - 36x) \cdot (1 - 4x))^{1/2}. \]  

(11)

The fact that these selected Heun functions (10) correspond to modular forms \cite{20} can be seen on the relation between the two algebraic pullbacks, $y = P_+$ and $z = P_-$, namely the genus-zero modular curve\footnote{Which is exactly a rational modular curve already found for the order-3 operator $F_1$ in \cite{20}.}:

\[ 4 \cdot y^3 z^3 - 12y^2 z^2 : (z + y) + 3 \, y \, z \cdot (4y^2 4z^2 - 127yz) \]
\[ -4 \cdot (y + z) (y^2 + z^2 + 83yz) + 432 \cdot yz = 0. \]  

(12)

Remark 3.1. If one compares two Heun functions with the same singular points and the same critical exponents, which just differ by their accessory parameter, namely
HeunG$(9, 3/4, 1/4, 3/4, 1, 1/2, 36x)$ and\(^ {15}\) HeunG$(9, -3/4, 1/4, 3/4, 1, 1/2, 36x)$, one sees that the first one corresponds to a modular form and to series with integer coefficients, while the second one is not even a globally bounded series \[^ {18, 19}\]. These two Heun functions HeunG$(9, \pm 3/4, 1/4, 3/4, 1, 1/2, 36x)$ are solutions of order-2 linear differential operators

\[
H^{(\pm)}_2 = \theta^2 - x \cdot (40 \theta^2 + 20 \theta \pm 3) + 9 \cdot x^2 \cdot (4 \theta + 3)(4 \theta + 1),
\]

which are, both, conjugated to their adjoint:

\[
f(x) \cdot \text{adjoint}(H^{(\pm)}_2) = H^{(\pm)}_2 \cdot f(x) \quad \text{with:} \quad f(x) = x \cdot \left((1 - 36x) \cdot (1 - 4x)^{1/2}\right).
\]

### 3.2. Special lattice Green ODEs: face-centered cubic lattice

A third order linear differential operator corresponds to the lattice Green function of the face-centered cubic lattice (see equation (19) in Guttmann’s paper [3]):

\[
G^{\text{fcc}}_3 = \theta^3 - 2x \cdot \theta \cdot (\theta + 1)(2 \theta + 1) - 16x^2 \cdot (\theta + 1)(5 \theta^2 + 10 \theta + 6) - 96x^3 \cdot (\theta + 2)(2 \theta + 3).
\]

This operator, once divided by \(x\), is exactly self-adjoint, namely: \(1/x \cdot G^{\text{fcc}}_3 = \text{adjoint}(1/x \cdot G^{\text{fcc}}_3)\). The symmetric square of \(G^{\text{fcc}}_3\) is of order 5 (instead of the order 6 one could expect for generic order-3 operators).

Let us introduce, instead of \(G^{\text{fcc}}_3\), the equivalent operator \(\tilde{G}^{\text{fcc}}_3\) such that

\[
S^{\text{fcc}}_1 \cdot G^{\text{fcc}}_3 = \tilde{G}^{\text{fcc}}_3 \cdot D_3,
\]

where the order-1 intertwiner \(S^{\text{fcc}}_1\) and the Wronskian \(\rho(x)\) read

\[
S^{\text{fcc}}_1 = D_3 - \frac{\text{dln}(\rho(x))}{\text{dx}}, \quad \rho(x) = \frac{6x + 1}{x \cdot (4x + 1)^2 \cdot (12x - 1)}.
\]

We find that the symmetric square of the equivalent operator \(\tilde{G}^{\text{fcc}}_3\) has a rational solution \(r(x)\):

\[
r(x) = \frac{1}{x^2 \cdot (4x + 1)^2 \cdot (12x - 1)}.
\]

More precisely, the symmetric square of the equivalent operator \(\tilde{G}^{\text{fcc}}_3\) is the direct sum of an order-1 operator and an order-5 operator:

\[
\text{Sym}^2(\tilde{G}^{\text{fcc}}_3) = M_1 \oplus M_5 \quad \text{where:} \quad M_1 = D_3 - \frac{\text{dln}(r(x))}{\text{dx}}.
\]

The Wronskian of \(G^{\text{fcc}}_3\) is the square root of a rational function. The differential Galois group is not the generic \(SL(3, \mathbb{C})\) one could expect for a generic order-3 operator, but is equal to the orthogonal group \(O(3, \mathbb{C})\): the rational solution (17) of \(\text{Sym}^2(\tilde{G}^{\text{fcc}}_3)\), comes from an invariant of degree 2 for the differential Galois group.

In fact the operator (14) is the symmetric square of an order-2 operator\(^ {16}\):

\[
\theta^2 - 2x \cdot \theta \cdot (4 \theta + 1) - 24x^2 \cdot (\theta + 1)(2 \theta + 1).
\]

From that last remark, one immediately deduces that the differential Galois group must be the differential Galois group of an order-2 operator, generically \(SL(2, \mathbb{C})\). Indeed, \(O(3, \mathbb{C})\) is a symmetric square of \(SL(2, \mathbb{C})\) (see [36]). It is shown in [36] that a third order operator has a symmetric square of order 5 (instead of order 6) if, and only if, it is the symmetric square of a second order operator.

\(^ {15}\) In [34] Joyce adopted the Heun function notation used by Snow [35], which corresponds to a change of sign in the accessory parameter \(q\) in the Heun function HeunG\((a, q, a, \beta, \gamma, \delta, x)\). Therefore HeunG\((9, 3/4, 1/4, 3/4, 1, 1/2, +)\) is denoted \(F(9, -3/4, 1/4, 3/4, 1/2, +)\) in [34]. Unfortunately this old notation, different from the one used, for instance, in Maple, may contribute to some confusion in the literature.

\(^ {16}\) Conjugated to its adjoint by the function \((1 - 12x)^{1/2} \cdot x\).
3.3. Order-3 operators conjugated to their adjoint

In fact, the above results, for the sc, fcc lattices, can be seen as the consequence of the following general result on order-3 linear differential operators (without any loss of generality we restrict to monic operators)

\[ L_3 = D_x^3 + a_2(x) \cdot D_x^2 + a_1(x) \cdot D_x + a_0(x). \]  

(20)

Any (monic) order-3 operator which is conjugated to its adjoint, namely

\[ L_3 \cdot f(x) = f(x) \cdot \text{adjoint}(L_3), \]

is the symmetric square of an order-2 operator

\[ L_2 = D_x^2 + b_1(x) \cdot D_x + b_0(x), \]

with: \[ b_1(x) = -\frac{1}{2} \frac{d f(x)}{d x}, \]

\[ b_0(x) = \frac{a_2(x)}{4} + \frac{1}{8} \frac{d^2 f(x)}{d x^2} - \frac{1}{4} \left( \frac{1}{f(x)} \frac{d f(x)}{d x} \right)^2. \]

Note that one necessarily has \( a_2(x) = 3 b_1(x). \) The Wronskian of \( L_3 \) is necessarily equal to \( f(x)^{3/2}, \) and the order-2 operator (21) is conjugated to its adjoint by a function:

\[ f(x)^{1/2} \cdot \text{adjoint}(L_2) = L_2 \cdot f(x)^{1/2}. \]

(22)

The symmetric square of such an order-3 operator \( L_3 \), conjugated to its adjoint, is of order 5 (in contrast to order 6 for symmetric squares of generic order-3 operators).

3.4. Special lattice Green ODEs: 4D face-centered cubic lattice

A slightly more involved example, corresponding to the four-dimensional face-centered cubic lattice Green function, can be found in paragraph 2.5 of Guttmann’s paper [3] (it is also ODE no 366 in the list of Almkvist et al [5]). This order-4 linear differential operator

\[ G_{4}^{4Dfcc} = \theta^4 + x \cdot (39 \cdot \theta^4 - 30 \cdot \theta^3 - 19 \cdot \theta^2 - 4 \theta) \\
+ 2 x^2 \cdot (16 \cdot \theta^4 - 1070 \cdot \theta^3 - 1057 \cdot \theta^2 - 676 \theta - 192) \\
- 36 x^3 \cdot (171 \cdot \theta^3 + 566 \cdot \theta^2 + 600 \theta + 316) \cdot (\theta + 2) \\
- 2^5 3^1 x^4 \cdot (384 \cdot \theta^4 + 1542 \cdot \theta^3 + 2635 \cdot \theta^2 + 2173 \theta + 702) \\
- 2^7 3^5 x^5 \cdot (1393 \cdot \theta^3 + 5571 \cdot \theta^2 + 8378 \theta + 4584) \cdot (\theta + 1) \\
- 2^{10} 3^5 x^6 \cdot (31 \cdot \theta^2 + 105 \theta + 98) \cdot (\theta + 1) \cdot (\theta + 2) \\
- 2^{12} 3^7 x^7 \cdot (\theta + 1) (\theta + 2)^2 \cdot (\theta + 3) \\
= x^4 \cdot (1 + 3 x) (1 + 4 x) (1 + 8 x) (1 + 12 x) (1 + 24 x) (1 - 24 x) \cdot D_x^4 + \cdots \]

(23)

can be seen to be conjugated to its adjoint by a function \( f^{4Dfcc}: \)

\[ G_{4}^{4Dfcc} \cdot f^{4Dfcc} = f^{4Dfcc} \cdot \text{adjoint}(G_{4}^{4Dfcc}), \]

with: \[ f^{4Dfcc} = x \cdot (1 + 18 x)^3. \]

The exterior square of operator (23) is an irreducible order-5 operator (not order-6 as could be expected): one easily checks that the ‘order-5 Calabi–Yau condition’ (see [6] and [72] below) is actually satisfied for operator (23). If one considers an operator \( G_{4}^{4Dfcc}, \) non-trivially homomorphic \([30, 31]\) to \( G_{4}^{4Dfcc}, \) its exterior square is, now, an operator of (the generic) order 6, and it has a rational solution. For instance, if we consider the operator \( G_{4}^{4Dfcc} \) equivalent to \( G_{4}^{4Dfcc} \)

\[ S_{1}^{4Dfcc} \cdot G_{4}^{4Dfcc} = G_{4}^{4Dfcc} \cdot D_x. \]

(24)
where
\[ S_4^{\text{DFcc}} = -\frac{r(x)}{(1 + 18 x)^3} \cdot x \left( D_x - \frac{\ln(\rho(x))}{dx} \right), \]
with
\[ r(x) = \frac{18 x + 1}{x^3 \cdot (3 x + 1) (4 x + 1) (8 x + 1) (12 x + 1) (24 x - 1)}, \]
and
\[ \rho(x) = (1119744 x^5 + 508032 x^4 + 82512 x^3 + 6318 x^2 + 237 x + 4) \cdot x, \]
(25)
we find that the exterior square of \( \tilde{G}_4^{\text{DFcc}} \) has the rational solution \( r(x) \).

This situation will be encountered many times. For an operator whose exterior (resp. symmetric) power has an order which is the generic order minus one, one can always switch to an equivalent operator where the corresponding exterior (resp. symmetric) power annihilates a rational solution.

The Wronskian of \( G_4^{\text{DFcc}} \) is a rational function. As the exterior square of \( \tilde{G}_4^{\text{DFcc}} \) has a rational solution, the differential Galois group is included in the symplectic group \( \text{Sp}(4, \mathbb{C}) \).

Moreover, its symmetric square being irreducible, theorems A.5 and A.7 of Beukers et al [37] show that the differential Galois group is exactly \( \text{Sp}(4, \mathbb{C}) \).

### 3.5. Special lattice Green ODEs: 5D staircase polygons

Another example of Guttmann and Prellberg [3, 25], corresponding to the generating function of the five-dimensional staircase polygons, is the order-4 operator
\[ G_4^{\text{SD}} = \theta^4 - x \cdot (35 \theta^4 + 70 \theta^3 + 63 \theta^2 + 28 \theta + 5) + x^2 \cdot (259 \theta^2 + 518 \theta + 285) \cdot (\theta + 1)^2 - 225 x^3 \cdot (\theta + 1)^2 \cdot (\theta + 2)^2 = x^4 \cdot (1 + 35 x + 259 x^2 - 225 x^3) \cdot D^4_x + \cdots \]
(26)
which can be seen to be conjugated to its adjoint:
\[ G_4^{\text{SD}} \cdot x = x \cdot \text{adjoint}(G_4^{\text{SD}}). \]

The exterior square operator of the order-4 operator (26) is an irreducible order-5 operator (not order-6 as could be expected): the ‘order-5 Calabi–Yau condition’ (see (72) below) is satisfied for (26). Let us introduce, instead of \( G_4^{\text{SD}} \), the equivalent operator \( \tilde{G}_4^{\text{SD}} \) corresponding to the intertwining relation
\[ S_4^{\text{SD}} \cdot G_4^{\text{SD}} = \tilde{G}_4^{\text{SD}} \cdot D_x, \]
(27)
where the order-1 intertwiner \( S_4^{\text{SD}} \) reads
\[ S_4^{\text{SD}} = \frac{r(x) \cdot x}{D_x - \frac{\ln((60 x + 1) (3 x - 1))}{dx}}, \]
(28)
and where \( r(x) \) is the rational function:
\[ r(x) = \frac{1}{(225 x^3 - 259 x^2 - 35 x - 1)} \cdot x. \]
(29)
We find, again, that the exterior square of the equivalent operator \( \tilde{G}_4^{\text{SD}} \) has the rational solution \( r(x) \). The Wronskian of \( G_4^{\text{SD}} \) is a rational function. The differential Galois group is, again (see A.5 and A.7 in appendix A of [37]), the symplectic group \( \text{Sp}(4, \mathbb{C}) \).
3.6. Order-6 operator by Broadhurst: the lattice Green function of the five-dimensional fcc lattice

A more involved example of order-6, can be found in Koutschan’s paper [27] and in an unpublished paper of Broadhurst (see equation (74) in [38]) and corresponds to a five-dimensional fcc lattice

\[ G_{6}^{5D_{fcc}} = 3^4 \cdot \theta^5 \cdot (\theta - 1) + \sum_{j=1}^{12} x^j \cdot Q_j(\theta) = h_6 \cdot D_6^5 + \cdots, \]  

(30)

where the polynomials \( Q_j \) are degree-6 polynomials with integer coefficients, and where the head polynomial \( h_6 \) reads:

\[ h_6 = x^6 \cdot \lambda(x) \cdot p_6, \]

with:

\[ \lambda(x) = (1 - 4x)(1 - 8x)(1 + 16x)(1 - 16x)(1 - 48x)(3 - 16x), \]

and:

\[ p_6 = 916586496x^6 - 571981824x^5 + 67242496x^4 - 8372096x^3 + 315096x^2 - 6840x + 27. \]

(31)

This order-6 linear differential operator has, at the origin \( x = 0 \), two independent analytic solutions (it is not MUM\(^{17}\) [19]). One can build, from these two solutions, a one-parameter family of analytic solutions:

\[ 1 + 8 \cdot x \cdot c + \frac{41}{3} \cdot (41 \cdot c - 2) \cdot x^2 + \frac{32}{27} \cdot (1933 \cdot c - 286) \cdot x^3 + \cdots \]

which, for \( c = 1 \), (and only this value) becomes a series with integer\(^{18}\) coefficients:

\[ 1 + 8 \cdot x + 104 \cdot x^2 + 1952 \cdot x^3 + 46696 \cdot x^4 + 1301248 \cdot x^5 + \cdots. \]

The question of the integrality of such \( D \)-finite series, emerging from physics, is addressed in previous papers [18, 19].

Remark 3.2. The other unique independent no-log series starting with \( x \) reads:

\[ z_0(x) = x + \frac{41}{3} \cdot x^2 + \frac{7732}{27} \cdot x^3 + \frac{181136}{2025} \cdot x^4 + \frac{186626144}{2025} \cdot x^5 + \cdots. \]

It is not a globally bounded series [18, 19], i.e. it is not a series that can be recast into a series with integer coefficients after a rescaling of the variable.

This order-6 linear differential operator is globally nilpotent [8, 39].

We found that the order-6 operator \( G_{6}^{5D_{fcc}} \) is non-trivially homomorphic to its adjoint, with a simple order-1 intertwiner

\[ G_{6}^{5D_{fcc}} \cdot T_{1}^{5D_{fcc}} = \text{adjoint}\left(T_{1}^{5D_{fcc}}\right) \cdot \text{adjoint}\left(G_{6}^{5D_{fcc}}\right), \]

(32)

with:

\[ T_{1}^{5D_{fcc}} = x^2 \cdot p_2 \cdot p_6 \cdot \left(D_x - \frac{1}{2} \cdot \frac{\text{dln}(R(x))}{dx}\right), \]

where

\[ R(x) = \frac{P_2^5}{x^3 \cdot P_6^2} \quad \text{with} \quad p_2 = 1152 \cdot x^2 - 56x - 3. \]

(33)

\(^{17}\) MUM means maximally unipotent monodromy [3, 20, 40].

\(^{18}\) The integrality of these coefficients has been checked with 2000 coefficients, and the coefficients \( c_{c \cdot 10 \, 000} \cdot x^{c \cdot 10 \, 000} \) coefficients, for \( c = 1, 2, 3, 4 \), have also been seen to be integers.
Introducing
\[ \rho(x) = \frac{p_2^6}{p_6^3} x^2, \] (34)
the previous order-1 intertwiner \( T^{S\text{Dec}}_1 \), can be seen as the product of the rational function \( \rho(x) \), and of a self-adjoint order-1 operator \( Y_1' \):
\[ T^{S\text{Dec}}_1 = \rho(x) \cdot Y_1', \quad Y_1' = \frac{1}{R(x)} \left( D_x = \frac{1}{2} \frac{d \ln(R(x))}{dx} \right). \] (35)

The other intertwining relation is a bit more involved since the intertwiner is an order-5 linear differential operator \( S^{S\text{Dec}}_5 \)
\[ \text{adjoint}(S^{S\text{Dec}}_5) \cdot G^{S\text{Dec}}_6 = \text{adjoint}(G^{S\text{Dec}}_6) \cdot S^{S\text{Dec}}_5. \] (36)
where
\[ S^{S\text{Dec}}_5 = \frac{x^2 \cdot \lambda(x) - p_2^5}{p_6^3} \left( D_x^4 - \frac{1}{2} \frac{d \ln(\mu(x))}{dx} \cdot D_x^4 + \cdots \right) \]
with \( \lambda(x) \) as above in (31), and:
\[ \mu(x) = -\frac{p_2^5}{\lambda(x)^3} x^{20}. \]

Quite remarkably, introducing the same function \( \rho(x) \) as for \( T^{S\text{Dec}}_1 \) (see (34)), the previous order-5 intertwiner \( S^{S\text{Dec}}_5 \), can be seen as the product \( S^{S\text{Dec}}_5 = \rho(x) \cdot Y_5' \), of the rational function \( \rho(x) \) (see (34)) and of a self-adjoint order-5 operator
\[ Y_5' = \frac{x^4 \cdot \lambda(x)}{p_2} \left( D_x^4 - \frac{1}{2} \frac{d \ln(\mu(x))}{dx} \cdot D_x^4 + \cdots \right). \] (37)

The self-adjoint order-5 irreducible operator \( Y_5' \) has a solution which is analytic at \( x = 0 \) and has the following expansion
\[ 1 + 8x + 102x^2 + \frac{487192}{243} x^3 + \frac{86597215}{1944} x^4 + \frac{22841991292}{16875} x^5 + \cdots. \]
This solution-series is not globally bounded \[18, 19\]. The study of the formal series solutions at \( x = 0 \) shows a MUM structure.

The self-adjoint order-5 irreducible operator \( Y_5' \) is such that its symmetric square is of order 14 instead of the order 15 expected generically (its exterior square is of order 10, as it should, with no rational solution).

The Wronskian of this order-6 linear differential operator \( G^{S\text{Dec}}_6 \) is the square root of a rational function:
\[ W(G^{S\text{Dec}}_6) = \left( \frac{p_2^6}{x^{28} \cdot \lambda(x)^7} \right)^{1/2}. \]

The previous homomorphisms of the order-6 operator \( G^{S\text{Dec}}_6 \) with its adjoint, namely (32) and (36), can be simply rewritten in terms of the self-adjoint operators \( Y_1' \) and \( Y_5' \):
\[ G^{S\text{Dec}}_6 \cdot \rho(x) \cdot Y_1' = Y_1' \cdot \rho(x) \cdot \text{adjoint}(G^{S\text{Dec}}_6), \] (38)
\[ Y_5' \cdot \rho(x) \cdot G^{S\text{Dec}}_6 = \text{adjoint}(G^{S\text{Dec}}_6) \cdot \rho(x) \cdot Y_5'. \] (39)
From these two intertwining relations it is straightforward\[19\] to see that an operator of the form
\[ \Omega_6 = Y_1' \cdot \rho(x) \cdot Y_5' + \frac{\alpha}{\rho(x)}, \] (40)
\[19\] Using the identity \( \text{adjoint}(\Omega + f(x)) = \text{adjoint}(\Omega) + f(x) \) valid for any even order operator \( \Omega \), and for any function \( f(x) \).
satisfies the same intertwining relations (38) and (39), as $G_6\text{Disc}$. A simple calculation shows that the order-6 operator $G_6\text{Disc}$ is actually of the form (40) with $\alpha = -192$:
\[
G_6\text{Disc} = Y_1^2 \cdot \rho(x) \cdot Y_2^4 - \frac{192}{\rho(x)}.
\]
(41)

Recalling section 2, and, more precisely, the fact that the right division of $\tilde{T} \cdot T$ by $L$ is a constant (see (8)), one can rewrite (41) as:
\[
\rho(x) \cdot Y_1^2 \cdot \rho(x) \cdot Y_2^6 = 192 + \rho(x) \cdot G_6\text{Disc}.
\]
(42)

In other words, the two intertwiners $\rho(x) \cdot Y_2^6$ and $\rho(x) \cdot Y_2^4$ are inverse of each other modulo the operator $\rho(x) \cdot G_6\text{Disc}$. The operator $Y_2^6$ is not globally nilpotent [8].

The exterior square $\text{Ext}^2(G_6\text{Disc})$ is an order-15 linear differential operator which does not have a rational solution (or a hyperexponential solution, see chapter 4 of [30] and [41]), thus excluding a symplectic structure with an $Sp(6, \mathbb{C})$ differential Galois group.

In contrast, its symmetric square $\text{Sym}^2(G_6\text{Disc})$, which does not have a rational solution, is of order 20 instead of the generic order 21. In fact, the associated differential system does have a rational solution (see next section (3.6.1) below). The emergence (for the system) of a rational solution for the symmetric square means that the differential Galois group is included\(^{20}\) in the orthogonal group $O(6, \mathbb{C})$.

From that viewpoint, the order-6 operator $G_6\text{Disc}$ seems to contradict an ‘experimental’ principle\(^{21}\) that orthogonal groups occur from odd order operators, and symplectic groups occur from even order operators. In fact, the exceptional character of this even order operator comes from this decomposition (41) in terms of odd order intertwiners (see (38) and (39)).

The log structure of the solutions is exactly the same as the one of a symmetric square of an order-3 operator, $\text{Sym}^2(L_3)$, which might suggest that the differential Galois group could be the differential Galois group of a MUM order-3 operator (generically $SL(3, \mathbb{C})$).

### 3.6.1. System representation of $G_6\text{Disc}$

The calculations are performed using the differential system associated with the operator $G_6\text{Disc}$. One gets\(^{22}\) the following rational solution for the symmetric square of the companion system associated with the operator $G_6\text{Disc}$:

\[
[c_1, \ c_2, \ c_3, \ldots, \ c_{21}] = \left[ 0, \ 0, \ 0, \ 0, \ \frac{2 \cdot Q_5}{\delta}, \ -\frac{20 x^3 \cdot Q_6}{\delta^2}, \ 0, \ 0, \ -\frac{2 \cdot Q_5}{\delta}, \ \frac{12 x^3 Q_6}{\delta^2}, \ -\frac{2 x^6 Q_{11}}{\delta^5}, \ \frac{Q_5}{\delta}, \ -\frac{4 x^7 \cdot Q_6}{\delta^2}, \ \frac{2 x^6 Q_{14}}{\delta^4}, \ \frac{6 x^9 Q_{15}}{\delta^4}, \ \frac{x^6 Q_{16}}{\delta^4}, \ \frac{x^6 Q_{17}}{\delta^4}, \ \frac{8 x^{12} Q_{18}}{\delta^5}, \ \frac{x^{12} Q_{19}}{\delta^5}, \ -\frac{8 x^{15} Q_{20}}{\delta^6}, \ \frac{4 x^{18} Q_{21}}{\delta^6} \right],
\]
(43)

where
\[
c_1 = c_2 = c_3 = c_4 = c_7 = c_8 = 0, \quad c_5 = c_9 = c_{12}.
\]
(44)

and where, recalling $p_2$ in (33) and $\lambda$ in (31)
\[
\delta = -x^4 \cdot \lambda(x), \quad Q_5 = p_2,
\]

\(^{20}\) In fact, an argument of Katz [7] enables, in principle, to see whether the differential Galois group is included in $O(6, \mathbb{C})$ or actually equal to $O(6, \mathbb{C})$. This argument is difficult to work out here.

\(^{21}\) See Katz’s book [7] and most of the explicit examples known in the literature.

\(^{22}\) In order to do these calculations on the linear differential systems, download the Maple Tools files TensorConstructions.m and IntegrableConnections.m in the web page [42]. Using DEtools, you will need to use, on the order-6 operator $G_6\text{Disc}$, the command companion-system, then the command symmetric-power-system(2)), and finally the command RationalSolutions()}. \[\]
$Q_6 = 14\,495\,514\,624\,x^8 - 8\,191\,475\,712\,x^7 + 15\,529\,410\,56\,x^6 - 94\,273\,536\,x^5
- 344\,640\,x^4 + 498\,624\,x^3 - 363\,2\,x^2 - 609\,x + 9,$

the other $Q_n$’s being much larger polynomials.

If one wants to stick with an operator description, similarly to (24) or (27), one can switch, by operator equivalence, to an operator such that its symmetric square is of the generic order 21 and has a rational solution.

The denominator of the monic order-20 operator $\text{Sym}^2(G_6^{\text{Dfcc}})$ is of the form $x^{16}\cdot \lambda(x)^5$, where $p_{278}$ is a polynomial of degree 278 in $x$.

Let us introduce, for $n \geq 2$, an equivalent operator $G_n^{(n)}$, corresponding to an intertwining by $D_n^o$:

$$S_2^{(n)} \cdot G_6^{\text{Dfcc}} = G_6^{(n)} \cdot D_n^o.$$  \hfill (45)

For $n = 2$, the symmetric square of $G_6^{(n)}$ has the rational solution

$$p_2 = \frac{1152\,x^2 - 56\,x - 3}{x^4 \cdot (x^2 + 1) \cdot (x^2 - 1) \cdot (4\,x - 1) \cdot (4\,x + 1) \cdot (16\,x - 1) \cdot (16\,x + 1)},$$  \hfill (46)

which is nothing but $c_5/2$ in (43). For the symmetric square of the other $G_6^{(n)}$’s one finds, respectively for $n = 3$, $n = 4$ and $n = 5$, the rational solutions $c_{16}$, $c_{19}$ and $c_{21}$ in (43). More generally the rational solution reads:

$$\frac{P_{12(n-2)}(x) \cdot x^{8n-12}}{x^{2n} \cdot 2^{2n-3}},$$  \hfill (47)

where $P_m(x)$ is a polynomial of degree $m$ in $x$.

Getting (or even only checking) the rational solution (46) for the symmetric square of the equivalent operator (45), paradoxically, corresponds to massive calculations compared to obtaining the rational solution on the symmetric square of the companion system (see (43)). As far as practical calculations are concerned, computing with the linear differential systems turns out to be drastically more efficient, and allows to handle symmetric and exterior powers constructions on larger examples.

### 3.7. Koutschan’s order-8 operator: the lattice Green function of the six-dimensional fcc lattice

A slightly more spectacular example of order-8, $G_8^{\text{Dfcc}}$, has been found by Koutschan [27] for a six-dimensional face-centered cubic lattice. The irreducibility of this order-8 operator is hard to check\(^{24}\). One finds again, at the origin $x = 0$, that there are two independent analytical solutions (no logarithms). Since the order-8 operator $G_8^{\text{Dfcc}}$ has two analytical solutions, it cannot be MUM [19] at $x = 0$.

A linear combination of these solutions is globally bounded [18, 19]. It is such that, after rescaling, it can be recast into a series with integer coefficients [18, 19]:

$$1 + 60\,x^2 + 960\,x^3 + 30\,780\,x^4 + 996\,480\,x^5 + 36\,560\,400\,x^6 + \cdots.$$  \hfill (48)

We normalize $G_8^{\text{Dfcc}}$ to a monic form: $G_8^{\text{Dfcc}} = D_8^x + \cdots$. This order-8 operator is (non-trivially) homomorphic to its adjoint; one intertwiner is of order 6, the other one is of order 2:

$$\text{adjoint}(S_6^{\text{Dfcc}}) \cdot G_8^{\text{Dfcc}} = \text{adjoint}(G_8^{\text{Dfcc}}) \cdot S_6^{\text{Dfcc}},$$  \hfill (49)

\(^{23}\) It is a rather large [43] order-8 linear differential operator of 52 megabytes.

\(^{24}\) One can, however, check that this operator has no rational solutions.
Let us introduce their corresponding Wronskians $W_{Y_s}$ and:

\[ G_{8}^{\text{Discrete}} \cdot T_{2}^{\text{Discrete}} = \text{adjoint}(T_{2}^{\text{Discrete}}) \cdot \text{adjoint}(G_{8}^{\text{Discrete}}). \]  

(50)

Once again, after the same rescaling, the two intertwiners turn out to be self-adjoint operators. Let us introduce

\[ a(x) = \frac{x^6 \cdot p_s^4}{p_{25}} \cdot \lambda(x), \]

(51)

where the polynomial $p_5$ reads

\[ p_5 = 56 x^5 + 625 x^4 - 1251 x^3 - 24840 x^2 - 65556 x - 38880, \]

(52)

where $\lambda(x)$ reads:

\[ \lambda(x) = (x - 1) (x - 3) (x + 24) (2 x + 15) (7 x + 60) (2 x + 3) (4 x + 15) \times (x + 9) (x + 5) (x + 4) (x + 15)^4, \]

(53)

and where the polynomial $p_{25}$ is a rather large polynomial of degree 25.

The intertwiners $T_{2}^{\text{Discrete}}$ and $S_{6}^{\text{Discrete}}$ are, respectively, of the form $T_{2}^{\text{Discrete}} = a(x) \cdot Y_2^s$ and $S_{6}^{\text{Discrete}} = a(x) \cdot Y_6^s$, where $Y_2^s$ and $Y_6^s$ are two irreducible self-adjoint order-2 and order-6 operators

\[ Y_2^s = \frac{1}{W_2(x)} \left( D_2^s - \frac{\ln(W_2(x))}{dx} \cdot D_2 + \cdots \right), \]

(54)

and:

\[ Y_6^s = \frac{1}{W_6(x)^{1/3}} \left( D_6^s - \frac{\ln(W_6(x))}{dx} \cdot D_6 + \cdots \right). \]

(55)

Their corresponding Wronskians $W_2(x)$ and $W_6(x)$ read respectively:

\[ W_2(x) = \frac{x^{11} \cdot \lambda(x)^2 \cdot p_3^2}{(x + 15)^3 \cdot p_{25}}, \quad W_6(x)^{1/3} = \frac{(x + 15)^3 \cdot p_5}{\lambda(x) \cdot x^5}. \]

(56)

These self-adjoint operators are not globally nilpotent [8].

The intertwining relations (49) give, in terms of the self-adjoint operators (54) and (55):

\[ Y_6^s \cdot a(x) \cdot G_{8}^{\text{Discrete}} = \text{adjoint}(G_{8}^{\text{Discrete}}) \cdot a(x) \cdot Y_6^s, \]

\[ G_{8}^{\text{Discrete}} \cdot a(x) \cdot Y_2^s = Y_2^s \cdot a(x) \cdot \text{adjoint}(G_{8}^{\text{Discrete}}), \]

(57)

which yield

\[ \mathcal{K}_8 \cdot \mathcal{M}_8 = \mathcal{M}_8 \cdot \mathcal{K}_8 \quad \text{and} \]

\[ \text{adjoint}(\mathcal{M}_8) \cdot \text{adjoint}(\mathcal{K}_8) = \text{adjoint}(\mathcal{K}_8) \cdot \text{adjoint}(\mathcal{M}_8), \]

where:

\[ \mathcal{K}_8 = a(x) \cdot G_{8}^{\text{Discrete}} \quad \text{and:} \quad \mathcal{M}_8 = a(x) \cdot Y_2^s \cdot a(x) \cdot Y_6^s. \]

(58)

A commutation relation of linear differential operators, like (58), is a drastic constraint on the operators. As $\mathcal{K}_8$ is irreducible, the commutation (58) forces $\mathcal{K}_8$ to be of the form $\alpha \cdot \mathcal{M}_8 + \beta$, where $\alpha$ and $\beta$ are constants. We may thus guess, from the intertwining relations (57), a decomposition of the order-8 operator $G_{8}^{\text{Discrete}}$, similar to the one we had for $G_{6}^{\text{Discrete}}$, of the form

\[ G_{8}^{\text{Discrete}} = Y_2^s \cdot a(x) \cdot Y_6^s + \frac{\alpha}{a(x)}, \]

(60)

where $Y_2^s$ and $Y_6^s$ are two self-adjoint operators of even order (instead of odd order for $G_{6}^{\text{Discrete}}$). This is, indeed, the case. The operator $G_{8}^{\text{Discrete}}$ has the noticeable decomposition:

\[ G_{8}^{\text{Discrete}} = Y_2^s \cdot a(x) \cdot Y_6^s + \frac{87480}{a(x)}. \]

(61)
Again, and similarly to what has been done for $G_6^{5Dcc}$ (see (42)), one can rewrite (61) as:

$$a(x) \cdot Y_2' \cdot a(x) \cdot Y_6' = -87480 + a(x) \cdot G_6^{5Dcc},$$  
(62)

which means that the two intertwiners $a(x) \cdot Y_2'$ and $a(x) \cdot Y_6'$ are inverse of each other modulo the operator $a(x) \cdot G_6^{5Dcc}$.

From (62) one sees that a solution of $G_8^{6Dfcc}$ is an eigenfunction of $a(x) \cdot Y_2' \cdot a(x) \cdot Y_6'$ with the eigenvalue $-87480$.

The examination of the formal series solutions, at $x = 0$, of the self-adjoint order-6 $Y_6'$ operator shows a MUM structure. The $Y_6'$ operator has one analytic solution at $x = 0$, which has the following expansion

$$\text{Sol}(Y_6') = 1 + \frac{197}{11520} x^2 + \frac{8559443}{188956800} x^3 + \frac{381585241573}{15479341056000} x^4 + \cdots.$$  

This solution-series (63), again, is not globally bounded [18, 19]. One deduces immediately, from decomposition (61), the eigenvalue result: the order-8 operator $a(x) \cdot G_8^{6Dfcc}$ has the nonglobally bounded eigenfunction (63), corresponding to the integer eigenvalue $87480$.

The self-adjoint order-5 irreducible operator $Y_5'$ is such that its exterior square is of order 14 instead of the order 15 expected generically (its symmetric square is of order 21 as it should, with no rational solution).

The symmetric square of $G_8^{6Dfcc}$ is of the (generic) order 36. However the exterior square of $G_8^{6Dfcc}$ is of order 27 instead of the (generic) order 28.

**Remark 3.3.** The adjoint of $G_8^{6Dfcc}$ has the following decomposition, straightforwardly deduced from (61):

$$\text{adjoint}(G_8^{6Dfcc}) = Y_6' \cdot a(x) \cdot Y_2' + \frac{87480}{a(x)}.$$  

So we can expect the Wronskian of $Y_2'$ to be a (rational) solution of its exterior square. We have verified that this is indeed the case.

Similarly to the previous order-6 operator $G_6^{5Dcc}$, one could try to switch to equivalent operators (see (45)), calculate the exterior square of these equivalent operators, and try to find the corresponding rational solution (see (46)). These, at first sight, straightforward calculations are, in fact, too ‘massive’. The way to get the rational solution is, in fact, to switch to differential systems (see (43)).

### 3.7.1. System representation of $G_8^{6Dfcc}$.

In fact, even after switching to a differential system using the same tools [42] that we used for obtaining (43), we found that the resulting calculation of rational solutions exceeded our computational capacity. These calculations mostly amount to finding a transformation that reduces the system to a system with simple poles. We need a second ‘trick’ to be able to achieve these calculations and get the rational solution of the differential system. An easy way is to rewrite the system in terms of the homogeneous derivative $\theta = x \cdot D_x$. Switching to this companion system in $\theta$, one automatically has simple poles for the system.

25 This is also the case for the self-adjoint order-2 $Y_2'$ operator. Its solution analytic at $x = 0$ is not globally bounded [18, 19].

26 In the Maple Tensor Construction tools found at [42], the command Theta_companion_system(L) returns two matrices $\frac{1}{p(x)} A_0$ and $P_0$ such that, for $Y = (y, y', \ldots, y^{(p-1)})^T$, we have $Y = P_0 Y_0$ and $Y_0' = \frac{1}{p(x)} A_0 Y_0$, where $A_0$ has no finite poles and $p(x)$ is squarefree, it has only simple roots. This gives the correspondence between the original companion system and the $\theta$-companion system.

27 If one is reluctant to switch to companion systems in $\theta$, another way to achieve these calculations is to perform a reduction on the matrix of the corresponding system (Moser-reduce in Maple, or Isolde in [42] before calculating the symmetric powers of the system (an operation that preserves the order of the poles).
With all these tricks and tools, we finally found that the linear differential system for the exterior square of the order-8 \( G_{8}^{\text{Disc}} \) operator is of order 28 and has a rational solution. Note that the intertwiners (49) have been found from this rational solution: looking directly for the intertwiners (49) requires calculations which are too massive.

The rational solution reads

\[
[c_1, \ c_2, \ c_3, \ldots, \ c_{28}] = \begin{bmatrix}
0, & 0, & 0, & 0, & \frac{P_3}{\delta}, & \frac{x^4 P_6}{\delta^2}, & \frac{x^8 P_9}{\delta^3}, & 0, & 0, & \frac{P_{10}}{\delta}, & \frac{x^4 P_{11}}{\delta^2}, & \frac{x^8 P_{12}}{\delta^3}, & \frac{x^{12} P_{13}}{\delta^4}, \\
\frac{P_{14}}{\delta}, & \frac{x^4 P_{15}}{\delta^2}, & \frac{x^8 P_{16}}{\delta^3}, & \frac{x^{12} P_{17}}{\delta^4}, & \frac{x^{16} P_{18}}{\delta^5}, & \frac{x^3 P_{19}}{\delta^6}, & \frac{x^7 P_{20}}{\delta^7}, & \frac{x^{11} P_{21}}{\delta^8}, \\
\times & \frac{x^{15} P_{22}}{\delta^9}, & \frac{x^6 P_{23}}{\delta^{10}}, & \frac{x^{10} P_{24}}{\delta^{11}}, & \frac{x^{14} P_{25}}{\delta^{12}}, & \frac{x^9 P_{26}}{\delta^{13}}, & \frac{x^{13} P_{27}}{\delta^{14}}, & \frac{x^{12} P_{28}}{\delta^{15}}
\end{bmatrix},
\]

(65)

where

\[
\delta = (x - 1)(x - 3)(x + 24)(2x + 15)(7x + 60)(2x + 3)
\]

and where the polynomial \( P_n \) in (65) are too large to be displayed here. The polynomials \( P_{28}, P_{29}, P_{25}, P_{22}, P_{18} \) are of degree 49, polynomials \( P_{26}, P_{24}, P_{23}, P_{17} \) are of degree 38, \( P_{13} \) is of degree 37, polynomials \( P_{23}, P_{20}, P_{16}, P_{12}, P_{7} \) are of degree 27, polynomials \( P_{19}, P_{15}, P_{11}, P_{6} \) are of degree 16, and \( P_{14}, P_{10}, P_{5} \) are of degree 5. Furthermore we have some equalities like \( P_{14} = -P_{10} = P_{5}, P_{11} = -2 \cdot P_{15} = -2/3 \cdot P_{6} \).

Having this rational solution at our disposal, we can, now, find the rational solutions for the exterior square of the equivalent operators:

\[
G_{2}^{(n)} \cdot G_{8}^{\text{Disc}} = G_{8}^{(n)} \cdot D_{n}.
\]

(67)

Recalling (52), the rational solution for \( n = 2 \) reads \( P_{5}/\delta \). The differential Galois group of \( G_{8}^{\text{Disc}} \) is included in (and probably equal to) \( Sp(8, C) \).

**Remark 3.4.** The same calculations can be performed on all the linear differential operators we have encountered in lattice statistical mechanics [8, 11–17, 19, 20]: all the examples we have tested give operators whose irreducible factors are actually equivalent to their adjoint.

**Remark 3.5.** The remarkable decompositions (41) and (61), encountered with \( G_{5}^{\text{Disc}} \) and \( G_{8}^{\text{Disc}} \) can easily be generalized. In fact, one can systematically introduce the even order operators

\[
M_{2p}^{(n, 2p-n)} = L_{2p-n} \cdot a(x) \cdot L_{n} + \frac{\lambda}{a(x)},
\]

(68)

or, after rescaling

\[
M_{2p}^{(n, 2p-n)} = a(x) \cdot L_{2p-n} \cdot a(x) \cdot L_{n} + \lambda,
\]

(69)

where the \( L_{m} \)'s are self-adjoint operators of order \( m \). They are, naturally, homomorphic to their adjoint, with intertwiners corresponding to these decompositions (68) and (69):

\[
a(x) \cdot L_{m} \cdot M_{2p}^{(n, 2p-n)} = \text{adjoint}(M_{2p}^{(n, 2p-n)}) \cdot a(x) \cdot L_{m},
\]

etc. Experimentally we have seen (for instance with our two previous lattice Green functions examples of order 6 and 8, see (38) and (39) for (41), and (49) and (50) for (61)), that this corresponds to two different types of operators: the operators with even \( n \), for which the exterior square of an equivalent operator (or of the corresponding differential system) will have a rational solution (yielding a symplectic differential Galois group), and the operators with odd \( n \) for which the symmetric square of the corresponding differential system will have a rational solution (yielding an orthogonal differential Galois group).
4. Focus on order-4 differential operators: Calabi–Yau conditions

It has been underlined by Guttmann that these lattice Green functions are (most of the time) solutions of Calabi–Yau ODEs, or higher order Calabi–Yau ODEs [2, 3]. The definition of Calabi–Yau ODEs, and some large lists of Calabi–Yau ODEs, can be found in [4, 5, 40, 44]. Calabi–Yau ODEs are defined by several constraints, some are natural like being MUM, others (like some cyclotomic constraints) are essentially introduced, in a classification perspective like [5] to provide hopefully exhaustive lists of Calabi–Yau ODEs, some are related to the concept of ‘modularity’, requiring the integrality of various series like the nome or the Yukawa coupling. Therefore, in the definition of Calabi–Yau ODEs, there is some ‘mix’ between analytic and differential constraints, and constraints of a more arithmetic, or algebraic geometry character. Among all these constraints defining the Calabi–Yau ODEs, the most important one is the so-called ‘Calabi–Yau condition’. Let us consider a (monic) order-4 linear differential operator:

$$\Omega_4 = D_4^2 + a_3(x) \cdot D_3^3 + a_2(x) \cdot D_2^4 + a_1(x) \cdot D_1^5 + a_0(x).$$  \tag{70}

The exterior square of (70), $\text{Ext}^2(\Omega_4)$, reads

$$C_6(x) \cdot \text{Ext}^2(\Omega_4) = \sum_{n=0}^{6} C_n(x) \cdot D_n^6,$$  \tag{71}

where the $C_i(x)$’s are polynomial expressions of $a_3(x)$, $a_2(x)$, $a_1(x)$, $a_0(x)$ and of their derivatives (up to the third derivative).

The vanishing condition $C_6(x) = 0$, which reads

$$8 \cdot a_1(x) + a_3(x)^3 - 4 \cdot a_3(x) \cdot a_2(x) + 6 \cdot a_3(x) \cdot \frac{\text{d}a_3(x)}{\text{d}x} - 8 \cdot \frac{\text{d}a_2(x)}{\text{d}x} + 4 \cdot \frac{\text{d}^2a_3(x)}{\text{d}x^2} = 0,$$  \tag{72}

is satisfied if, and only if, the exterior square is of order 5, instead of the order 6 one expects generically. It is called ‘Calabi–Yau condition’ by some authors [6] and is one of the conditions for the ODE to be a Picard–Fuchs equation of a family of Calabi–Yau manifolds (see (11) in [45]). This Calabi–Yau condition (72) is actually preserved by pullbacks, but not by operator equivalence. Note that this Calabi–Yau condition (72) is preserved by the adjoint transformation. This is a straight consequence of the following conjugation relation between the exterior square of an order-4 operator $\Omega_4$ and the exterior square of its adjoint ($W(x)$ denotes the Wronskian of $\Omega_4$):

$$W(x) \cdot \text{Ext}^2(\text{adjoint}(\Omega_4)) = \text{Ext}^2(\Omega_4) \cdot W(x).$$  \tag{73}

Do note that such a Calabi–Yau condition is actually independent of $a_0(x)$ in (70). Also note that all the order-4 operators $M_4$ that can be written as the sum of the symmetric-cube of an order-2 operator, and a function, $M_4 = \text{Sym}^3(M_2) + f(x)$, automatically verify the Calabi–Yau condition (72). This gives a practical way to quickly provide examples of order-4 operators satisfying the Calabi–Yau condition (72).

Of course similar Calabi–Yau conditions can be introduced for higher order operators, imposing, for order-$N$ operators, that their exterior squares are of order less than the generic $N \cdot (N - 1)/2$ order. These higher order Calabi–Yau conditions actually correspond to self-adjoint operators\(^{29}\).

\(^{28}\) In order to disentangle these various constraints see [18, 19].

\(^{29}\) The Calabi–Yau condition (72) is equivalent to say that an order-4 operator is conjugated to its adjoint [22].
Furthermore similar ‘Calabi–Yau conditions’ can be introduced for *symmetric squares instead of exterior squares*, imposing, for order-$N$ operators, that their symmetric squares are of order *less than* the generic $N \cdot (N + 1)/2$ order. For an order-3 operator written in a monic form

$$
\Omega_3 = D_x^3 + a_2(x) \cdot D_x^2 + a_1(x) \cdot D_x + a_0(x),
$$

(74)

the ‘symmetric Calabi–Yau condition’ reads\(^{30}\):

$$
4 a_2(x)^3 - 18 a_1(x) a_2(x) + 9 \cdot \frac{\text{d}^2 a_2(x)}{\text{d}x^2} + 18 \cdot a_2(x) \cdot \frac{\text{d}a_2(x)}{\text{d}x} + 54 a_0(x) - 27 \frac{\text{d}a_1(x)}{\text{d}x} = 0.
$$

(75)

Operators satisfying this ‘symmetric Calabi–Yau condition’ actually correspond to the situation described in (3.3). If their Wronskian $W(\Omega_3)$ is a $N$th root of a rational function they are conjugated to their adjoint ($f(x) = W(\Omega_3)^{2/3}$):

$$
\Omega_3 \cdot f(x) = f(x) \cdot \text{adjoint}(\Omega_3) \quad \text{with:} \quad a_2(x) = -\frac{3}{2} \frac{1}{f(x)} \frac{\text{d}f(x)}{\text{d}x}.
$$

(76)

In order to disentangle the main focus of this paper, namely the *algebraic-differential structures*, from other structures of more analytical, or arithmetic, character (series integrality \([18, 19]\), MUM property, etc), we concentrate, in this section, on (mostly order-4) linear differential operators satisfying the Calabi–Yau condition (72), or *homomorphic to operators satisfying* (72).

### 4.1. Weak and strong Calabi–Yau conditions

If one considers an operator that is homomorphic to an operator with a *rational Wronskian*, satisfying the Calabi–Yau condition (72), with intertwiners that are of order greater or equal to \(1\), the exterior square of that operator actually *has a rational solution*. Unfortunately, in contrast with (72), the condition for an order-4 operator to be such that its exterior square has a rational solution, *cannot be written directly and explicitly on its coefficients* $a_0(x)$ (see (70)).

We will call ‘weak Calabi–Yau condition’ this condition that the exterior square of an operator has a rational solution, the Calabi–Yau condition (72) being the ‘strong’ Calabi–Yau condition. Note that the weak Calabi–Yau condition is *preserved by the adjoint transformation*. This is also a straight consequence of (73).

As far as classifications of Calabi–Yau operators are concerned \([4, 5, 40, 44]\), an operator non-trivially\(^{32}\) homomorphic to a ‘Calabi–Yau operator’ is certainly as interesting for physics as these ‘Calabi–Yau operators’, and an operator non-trivially homomorphic to an operator verifying the ‘strong’ Calabi–Yau condition (72), or satisfying the ‘weak Calabi–Yau condition’ is certainly as interesting as an operator verifying the ‘strong’ Calabi–Yau condition.

Let us explore the relation between the ‘weak Calabi–Yau condition’ and the ‘strong Calabi–Yau condition’.

---

\(^{30}\) The ‘symmetric Calabi–Yau condition’ for order-4 operators can be found but is drastically larger than (75).

\(^{31}\) We must exclude intertwiners of order zero (namely functions): in that case, it is a straightforward calculation to see that the operators are conjugated by a function, both operators satisfying the Calabi–Yau condition (72).

\(^{32}\) With intertwiners of order greater or equal to 1.
4.2. A decomposition of operators equivalent to operators satisfying the Calabi–Yau condition

Let us consider an order-4 operator \( \Omega_4 \), of Wronskian \( w(x) = u(x)^2 \), which satisfies the Calabi–Yau condition (72). Let us consider a monic order-4 operator \( \tilde{\Omega}_4 \) which is (non-trivially) homomorphic (equivalent in the sense of the equivalence of operators [30]) to the order-4 operator \( \Omega_4 \) satisfying the Calabi–Yau condition (72). This amounts to saying that there exist two intertwiners, \( U_3 \) and \( L_3 \), of order less or equal to 33, such that:

\[
\tilde{\Omega}_4 \cdot U_3 = L_3 \cdot \Omega_4.
\] (77)

It is shown in appendix A that the order-4 operator \( \tilde{\Omega}_4 \) can, in fact, be written in terms of a remarkable decomposition

\[
\tilde{\Omega}_4 = Z_2 \cdot \frac{1}{A_0} \cdot A_2 + A_0,
\] (78)

where \( Z_2 \) and \( A_2 \) are two self-adjoint operators, \( A_0 \) being a function. Appendix A shows how to get \( Z_2, A_2 \) and \( A_0 \) in such a decomposition: they can simply be obtained as the intertwiners of \( \tilde{\Omega}_4 \) with its adjoints (use (A.10), (A.15), (A.13) in appendix A). Experimentally we have checked that an operator (nontrivially) homomorphic to an operator of the form (78) (see (A.2)) can always be decomposed in a form (78); the decomposition (78) is preserved by operator equivalence.

Byproduct. As a byproduct one finds out that the left and right intertwiners of an order-4 operator satisfying the weak Calabi–Yau condition are necessarily of order 2. Note, however, that this is not true for the intertwiners of an order-4 operator satisfying the symmetric weak Calabi–Yau condition which are of odd orders (see (88) in the section 4.4 on the anisotropic simple cubic lattice Green function).

4.3. Rational solutions for the exterior square of operators satisfying the weak Calabi–Yau condition

We have the following general result. Any order-4 linear differential operator of the form

\[
M_4 = L_2 \cdot c_0(x) \cdot M_2 + \frac{\lambda}{c_0(x)},
\] (79)

where \( L_2 \) and \( M_2 \) are two (general) self-adjoint operators

\[
L_2 = \alpha_2(x) \cdot D_x^2 + \frac{d \alpha_2(x)}{dx} \cdot D_x + \alpha_0(x),
\] (80)

\[
M_2 = \beta_2(x) \cdot D_x^2 + \frac{d \beta_2(x)}{dx} \cdot D_x + \beta_0(x),
\] (81)

is such that its exterior square has \( 1/\beta_2(x) \) as a solution (up to an overall multiplicative constant).

Byproduct. Thus the exterior square of \( \tilde{\Omega}_4 \) has a rational solution, which is the inverse of the head polynomial of the second order self-adjoint operator \( A_2 \) in the decomposition (78).

33 Higher order intertwiners can always be reduced to intertwiners with an order less, or equal, to 3.
34 Note that one can always restrict to \( \lambda = 1 \) rescaling \( c_0(x) \) into \( \lambda^{1/2} \cdot c_0(x) \).
To sum-up. The operators, non-trivially homomorphic to operators satisfying the (strong) Calabi–Yau condition (72), necessarily satisfy the ‘weak Calabi–Yau condition’; their exterior square have a rational solution. Furthermore this rational solution corresponds to the Wronskian of a self-adjoint order-2 operator \( L_2 \) of a remarkable decomposition (79). Decomposition (79) is the most general form of an order-4 operator satisfying the ‘weak Calabi–Yau condition’.

Conversely. This naturally raises the reciprocal question. Is any order-4 operator satisfying the ‘weak Calabi–Yau condition’ (its exterior square has a rational solution) non-trivially homomorphic to its adjoint with order-2 intertwiners? Is any order-4 operator of the form (79) homomorphic to an operator satisfying the weak Calabi–Yau condition necessarily of the form (79), i.e. the remarkable decomposition (79), we can also ask the following questions. Is any order-4 operator satisfying the ‘weak Calabi–Yau condition’ necessarily of the form (79), i.e. homomorphic to an operator satisfying the weak Calabi–Yau condition (its exterior square has a rational solution) non-trivially homomorphic to its adjoint with order-2 intertwiners? Is any order-4 operator of the form (79) homomorphic to an operator satisfying the (strong) Calabi–Yau condition (72)? These questions will be revisited in a forthcoming publication. The reason why these questions are difficult to answer in general, beyond specific examples, comes from the fact that such a reduction by operator equivalence of operators satisfying the weak Calabi–Yau condition to operators satisfying the strong Calabi–Yau condition, is not unique (see, for instance, appendix O.4 in [19], where an infinite number of equivalent operators satisfy the Calabi–Yau condition (72)).

4.4. The lattice Green function of the anisotropic simple cubic lattice

At this step it is important to recall the results of Delves and Joyce [48, 49] for the lattice Green function of the anisotropic simple cubic lattice, generalizing the results displayed in section (3.1). The lattice Green function of that anisotropic lattice is solution of an order-4 operator (see (14) in [49]), depending on an anisotropy parameter \( \alpha \). This order-4 operator reads in terms of the homogeneous derivative \( \theta = x \cdot D \):

\[
G^\text{an} = 24 \cdot \theta^3 \cdot (\theta - 1) - 4 \cdot x \cdot \theta \cdot P_1(\theta) + 2 \cdot x^2 \cdot (2 \theta + 1) \cdot P_2(\theta) - 5 \cdot (A + 4) \cdot A^3 \cdot x^4 \cdot (2 \theta + 5) \cdot (2 \theta + 3) \cdot (2 \theta + 1) \cdot (\theta + 1),
\]

where \( A = x^2 - 4 \) and

\[
P_1(\theta) = 6 \cdot (2 \theta + 1) \cdot (10 \theta^2 + 10 \theta + 3) + A \cdot (28 \theta^3 + 7 \theta^2 + 16 \theta + 3),\]

\[
P_2(\theta) = 12 \cdot (4 \theta + 5) \cdot (2 \theta + 3) \cdot (4 \theta + 3) + 2A \cdot (172 \theta^3 + 252 \theta^2 + 234 \theta + 81) + 3A^2 \cdot (16 \theta^3 + 21 \theta^2 + 18 \theta + 6),\]

\[
P_3(\theta) = 40 \cdot (4 \theta + 3) \cdot (4 \theta + 1) + 12A \cdot (22 \theta^2 + 29 \theta + 12) + A^2 \cdot (36 \theta^2 + 57 \theta + 31).
\]

Operator (82) is globally nilpotent [8, 39].

This order-4 operator \( G^\text{an}_4 \) is not MUM. It has two solutions analytic at \( x = 0 \):

\[
1 + \frac{1}{6} (\alpha^2 + 2 \cdot x + \frac{2}{5} (\alpha^4 + 8 \alpha^2 + 6) \cdot x^2 + \frac{5}{16} (\alpha^6 + 18 \alpha^4 + 54 \alpha^2 + 20) \cdot x^3 + \ldots,\]

\[
x + \frac{2}{5} (3 \alpha^2 + 11) \cdot x^2 + \frac{5}{24} (11 \alpha^4 + 119 \alpha^2 + 146) \cdot x^3 + \ldots\]

If one switches to a representation in terms of differential systems, such a system with Galois group \( Sp(4, \mathbb{C}) \) can always be reduced, via a ‘gauge-like’ transformation [46, 47], to a system with a Hamiltonian matrix \( M \). Such a system is such that the exterior square system associated with a \( 6 \times 6 \) matrix, has a constant solution; namely \([0, 1, 0, 0, 1, 0]\) (see [46, 47]). Switching back to the operator representation, one actually finds that this operator is homomorphic to its adjoint with order-2 intertwiners (themselves homomorphic to their adjoints). Consequently they can always be decomposed into a form (68).
together with a solution with a log and a solution with a \( \log^2 \). The first analytic solution is globally bounded \([18, 19]\) for generic rational values of \( \alpha \), or even rational values of \( A \); for \( A = p/q \) the rescaling \( x \rightarrow 4q \cdot x \) changes this series into a series with integer coefficients.

The second analytic solution \((83)\) is not globally bounded for generic rational values of \( \alpha \), but becomes globally bounded for \( \alpha = \pm 1 \): with a rescaling \( x \rightarrow 4x \), the series becomes a series with integer coefficients.

The exterior square of \( G_4^{\text{asc}} \) (depending on the parameter \( \alpha \)) is of order 6 with no rational (or hyperexponential \([24]\)) solutions. The symmetric square of \( G_4^{\text{asc}} \) is of order 9, instead of the order 10 one could expect. In other words, \( G_4^{\text{asc}} \) verifies the symmetric Calabi–Yau condition for order-4 operators (see \((75)\) above for order-3 symmetric condition).

If, as above, we introduce an order-4 operator \( \tilde{G}_4^{\text{asc}} \) equivalent to \( G_4^{\text{asc}} \)

\[
S_1^{\text{asc}} \cdot G_4^{\text{asc}} = \tilde{G}_4^{\text{asc}} \cdot D_4,
\]

the symmetric square of that equivalent order-4 operator has a rational solution \( r(x) \):

\[
r(x) = \frac{(\alpha^2 - 4) \cdot x + 3}{x^4 \cdot (1 - (\alpha^2) \cdot x) \cdot (1 - (\alpha - 2)^2 \cdot x) \cdot (1 - (\alpha + 2)^2 \cdot x)}.
\]

The order-4 operator \((82)\) can be decomposed in terms of two self-adjoint operators of order 1 and 3, \( Y_1^{(s)} \) and \( Y_3^{(s)} \), namely

\[
G_4^{\text{asc}} = Y_1^{(s)} \cdot \rho(x) \cdot Y_3^{(s)} + \frac{8 \cdot (\alpha^2 - 1)^2}{\rho(x)}, \quad \rho(x) = \frac{( (\alpha^2 - 4) \cdot x + 3 )^4}{(5 (\alpha^2 - 4) \cdot x - 3)^4},
\]

where:

\[
\rho(x) \cdot Y_1^{(s)} = 2 \cdot ( (\alpha^2 - 4) \cdot x + 3 ) \cdot (5 (\alpha^2 - 4) \cdot x - 3) \cdot D_4,
\]

\[
+ (\alpha^2 - 4) \cdot (5 (\alpha^2 - 4) \cdot x + 69),
\]

\( Y_3^{(s)} \) being slightly more involved. One more time, and similarly to what has been done for \( G_6^{\text{Dfcc}} \) and \( G_8^{\text{Dfcc}} \) (see \((42)\) and \((62)\)), one can rewrite \((85)\) as

\[
\rho(x) \cdot Y_1^{(s)} \cdot \rho(x) \cdot Y_3^{(s)} = -8 \cdot (\alpha^2 - 1)^2 + \rho(x) \cdot G_4^{\text{asc}},
\]

which means that the two intertwiners \( \rho(x) \cdot Y_1^{(s)} \) and \( \rho(x) \cdot Y_3^{(s)} \) are inverse of each other modulo the operator \( \rho(x) \cdot G_4^{\text{asc}} \).

The order-4 operator \((82)\) is homomorphic to its adjoint with the intertwining relations:

\[
Y_3^{(s)} \cdot \rho(x) \cdot G_4^{\text{asc}} = \text{adjoint}(G_4^{\text{asc}}) \cdot \rho(x) \cdot Y_3^{(s)},
\]

\[
G_4^{\text{asc}} \cdot \rho(x) \cdot Y_1^{(s)} = Y_1^{(s)} \cdot \rho(x) \cdot \text{adjoint}(G_4^{\text{asc}}).
\]

If one denotes \( W \) the Wronskian of \( G_4^{\text{asc}} \) one has the relation \( r(x)^{20} = W^8 \cdot \rho(x)^5 \)

\( (5 (\alpha^2 - 4) \cdot x - 3)^5 \).

Recalling the example of the order-6 lattice Green operator \( G_6^{\text{Dfcc}} \), one sees that the fact that it is the symmetric square (and not the exterior square) of that order-4 operator which has a rational solution, is related to the odd order of the two intertwiners. This anisotropic example shows that all the differential algebra structures we display in this paper can be generalized, mutatis mutandis, to problems with more than one variable (see also \([50]\)).
5. Exceptional differential Galois groups

Recently a set of Calabi–Yau type operators whose differential Galois group is $G_2(C)$, the exceptional\textsuperscript{36} subgroup [51] of $SO(7)$, were explicitly given [28, 29]. These examples read (see page 18 section 4.3 of [28])

\[ E_1 = \theta^3 - 128 \cdot x \cdot (48 \theta^4 + 96 \theta^3 + 124 \theta^2 + 76 \theta + 21) (2 \theta + 1)^3 \]
\[ + 4194 304 \cdot x^2 \cdot (\theta + 1) \cdot (12 \theta^2 + 24 \theta + 23) \cdot (2 \theta + 1)^2 \cdot (2 \theta + 3)^2 \]
\[ - 34 359 738 368 \cdot x^3 \cdot (2 \theta + 5)^2 \cdot (2 \theta + 1)^2 \cdot (2 \theta + 3)^3, \]

and:

\[ E_2 = \theta^3 - 128 \cdot x \cdot (8 \theta^4 + 16 \theta^3 + 20 \theta^2 + 12 \theta + 3) (2 \theta + 1)^3 \]
\[ + 1048 576 \cdot x^2 \cdot (2 \theta + 1)^2 \cdot (2 \theta + 3)^2 \cdot (\theta + 1)^3, \]

\[ E_3 = \theta^3 - 3^3 \cdot x \cdot (81 \theta^2 + 162 \theta^3 + 198 \theta^2 + 117 \theta + 28) (2 \theta + 1) (3 \theta + 1) (3 \theta + 2) \]
\[ + 3^{12} x^2 \cdot (3 \theta + 5) \cdot (3 \theta + 1) \cdot (\theta + 1) \cdot (3 \theta + 2)^2 \cdot (3 \theta + 4)^2, \]

\[ E_4 = \theta^3 - 2^7 \cdot x \cdot (128 \theta^4 + 256 \theta^3 + 304 \theta^2 + 176 \theta + 39) (4 \theta + 1) (4 \theta + 3) (2 \theta + 1) \]
\[ + 2^{26} x^2 \cdot (4 \theta + 7) (4 \theta + 5) (4 \theta + 3) (4 \theta + 1) (2 \theta + 1) (2 \theta + 3) (\theta + 1), \]

\[ E_5 = \theta^3 - 2^{33} \cdot x \cdot (648 \theta^4 + 1296 \theta^3 + 1476 \theta^2 + 828 \theta + 155) (6 \theta + 5) \]
\[ \times (6 \theta + 1) (2 \theta + 1) + 2^{20} x^2 \cdot (6 \theta + 11) (6 \theta + 7) (6 \theta + 5) (6 \theta + 1) \]
\[ \times (3 \theta + 5) (3 \theta + 1) (\theta + 1). \]

Note that for the five $E_n$, their conjugate $x^{-1/2} \cdot E_n \cdot x^{1/2}$ are self-adjoint operators, and of course $x^{-1} \cdot E_n$ are also self-adjoint operators.

The solution-series, analytic at $x = 0$, of these order-7 operators $E_n$ are actually series with integer coefficients. These order-7 operators are MUM and are globally nilpotent. The corresponding monomials (called ‘special coordinates’ in [28]) defined as $q^{(n)} = \exp(y^{(n)}/\lambda^{(n)}) = x \cdot \exp(y^{(n)}/\lambda^{(n)})$, as well as the various Yukawa couplings [18, 19] of these order-7 operators, correspond to series with integer coefficients.

Note that, after performing the following rescalings $x \rightarrow x/4096, x/19683, x/262144, x/80621568$ on the $E_n$’s for $n = 2, 3, 4, 5$, these four rescaled $E_n$’s have now the same Wronskian: $(1-x)^{-7} \cdot x^{-21}$. The homogeneous derivative being invariant by these rescalings the previous rescalings just amount to modifying the coefficients in front of the $x^n$’s in the previous definitions, for instance:

\[ E_2 \rightarrow \tilde{E}_2 = 2^5 \cdot \theta^3 - x \cdot (8 \theta^4 + 16 \theta^3 + 20 \theta^2 + 12 \theta + 3) (2 \theta + 1)^3 \]
\[ + 2^3 x^2 \cdot (2 \theta + 1)^2 \cdot (2 \theta + 3)^2 \cdot (\theta + 1)^3. \]

After these rescalings these rescaled operators $\tilde{E}_i$ for $i = 2, \ldots, 5$, have now their singularities in 0, 1 and $\infty$.

The exterior squares of these order-7 operators $\tilde{E}_n$ are of order 14 instead of the order 21 one could expect generically. The exterior cube of these order-7 operators are of order 27 (instead of order 35). The symmetric squares of these order-7 operators are of order 27, instead of the order 28 one could expect generically (see (91)).

Note that any operator whose symmetric square is of order less than the generic expected order (here 28) is such that its solutions verify a quadratic relation. For instance, the seven formal solutions of the order-7 operator $\tilde{E}_1$ verify the simple quadratic identity:

\[ 2S_1S_7 - 2S_2S_6 + 2S_3S_5 - S_4^2 = 0 \]

where $S_7$ is the solution analytic at $x = O$, where $S_6 = S_7 \cdot \ln(x)^2 + T_b \cdot \ln(x) + R5, \ldots$

\textsuperscript{36} The compact form of $G_2$, subgroup of $SO(7)$, can be described as the automorphism group of the octonion algebra.
Let us consider the operators \( E_n^{(m)} \) non-trivially homomorphic to the \( \hat{E}_n \)'s:

\[
E_n^{(m)} \cdot D_n = L_m \cdot \hat{E}_n, \tag{92}
\]

where \( L_m \) is an order-\( m \) operator. For \( m = 1 \) the exterior squares of the \( E_n^{(m)} \)'s are of order 21 (as expected generically), but the symmetric squares of the \( E_n^{(m)} \)'s are still of order 27. The exterior cube of the \( E_n^{(m)} \)'s are of order 34 instead of the order 35 expected generically.

For \( m = 2 \) the symmetric squares of the \( E_n^{(m)} \)'s are still of order 27, however for \( m = 3 \) the symmetric squares of the \( E_n^{(m)} \)'s is of the order 28 expected generically. The exterior cube of the \( E_n^{(m)} \)'s are of order 35, as expected generically.

The exterior squares of the \( E_n^{(1)} \)'s are a direct sum of an order-14 operator and an order-7 operator

\[
\text{Ext}^2(E_n^{(1)}) = L_{14}^{(n)} \oplus L_7^{(n)},
\]

where the order-7 operators are simply conjugated to the \( \hat{E}_n \)'s:

\[
L_7^{(1)} = \frac{1}{(1-x)^{3/2} x^3} \cdot \hat{E}_1 \cdot (1-x)^{3/2} x^3, \quad L_7^{(n)} = \frac{1}{(1-x) x^3} \cdot \hat{E}_n \cdot (1-x) x^3.
\]

The symmetric squares of the \( E_n^{(3)} \)'s are a direct sum of an order-27 operator and an order-1 operator

\[
\text{Sym}^2(E_n^{(3)}) = L_{27}^{(n)} \oplus L_1^{(n)},
\]

where the order-1 operators \( L_1^{(n)} \) have the following rational solutions \( r_n \):

\[
r_1 = \frac{1}{(x-1)^3 \cdot x^6}, \quad r_n = \frac{1}{(x-1)^2 \cdot x^6} \quad n = 2, \ldots, 5. \tag{95}
\]

The exterior cubes of the \( E_n^{(2)} \)'s are actually a direct sum of an order-27 operator \( M_{27}^{(n)} \), an order-7 operator \( M_7^{(n)} \) and an order-1 \( M_1^{(n)} \) operator

\[
\text{Ext}^3(E_n^{(2)}) = M_{27}^{(n)} \oplus M_7^{(n)} \oplus M_1^{(n)},
\]

where the order-1 operators \( M_1^{(n)} \) have an algebraic solution for \( E_n^{(2)} \):

\[
a_1 = \frac{1}{(x-1)^{9/2} \cdot x^9}, \tag{97}
\]

and the following rational solutions for the exterior cube of the other \( E_n^{(2)} \)'s:

\[
\rho_n = \frac{1}{(x-1)^3 \cdot x^9}, \quad n = 2, \ldots, 5. \tag{98}
\]

**Remark 5.1.** The emergence of the exceptional group \( G_2 \) corresponds to the appearance of rational (or square root of rational\textsuperscript{37}) solutions for the symmetric square and exterior cube of these operators. This is reminiscent (see page 320 of chapter 9 of [7]) of the (non-Fuchsian) order-7 operator \( D_7 \cdot D_n = 1/2 \), which has the differential Galois group \( G_2 \), namely the exceptional subgroup \([51]\) of \( SO(7) \). If we had only rational (or square root of rational) solutions of the symmetric square of the operators we would have \( SO(7) \) differential Galois groups: the appearance of the rational (or square root of rational) solutions for the exterior cube of these operators explains the emergence of this exceptional subgroup of \( SO(7) \).

\textsuperscript{37} In that case, the group is not connected but its Lie algebra is still \( g_2 \), i.e the connected component of the group which contains the identity is \( G_2 \).
Remark 5.2. Throughout the paper, we see the systematic emergence of decompositions as direct sums (see for instance (93), (94), (96)) instead of just a factorization, each time we find a rational solution for some symmetric or exterior power. This should not be seen as a surprise. Indeed, the linear differential operator $E^{(m)}_a$ is irreducible. This implies that its differential Galois group is reductive, i.e. all its representations are semi-simple (i.e. decompose as a direct sum of irreducible representations); see section 2.2, specially discussion before lemma 2.3 in [31]. In practice, this means that if we perform any construction like $\text{Sym}^n$, $\text{Ext}^r$, etc, and if the corresponding operator factors, then it decomposes as an LCLM of irreducible operators (because the differential Galois group acts on the solution space of this operator).

Remark 5.3. All these results on symmetric squares, exterior squares and exterior cubes of (equivalent) order-7 operators have not been obtained using Maple’s DETools commands ‘ratsols’ and ‘expsols’, the corresponding algorithms being not powerful enough to cope with such examples of too large order. Furthermore, if one switches to differential systems representations using the packages in [42], one finds again that the corresponding algorithms are not powerful enough to cope with such examples of too large order. One needs to go a step further, switching to $\theta$-systems, a method that yields systematically simple poles.

To search for rational solutions of differential systems (for regular systems like these), one (roughly) needs to find a transformation that transforms them into systems with simple poles. Then one finds the exponents, and then one reduces to polynomial solutions. Switching to $\theta$-systems, one automatically has simple poles: this bypasses the first reduction step (which can be costly on big systems).

Using the Tensor Construction package, the command to be used is Theta-companion-system(*), exterior-power-system(*,N), symmetric-power-system(*,N), Rational Solutions(*)[x], Hyperexponential Solutions(*)[x]).

5.1. Three-parameter family of order-7 operators with exceptional Galois groups

The order-7 operators $\hat{E}_i$ for $i = 2 \ldots 5$ can also be seen as special cases of an order-7 operator $\Omega_{a,b,c}$ depending on three parameters (see appendix C, see also operator $P_i$ in section 5.1 of [29]).

Let us denote again $\Omega^{(m)}_{a,b,c}$ the order-7 linear differential operator homomorphic to $\Omega_{a,b,c}$ with a $P^a$ intertwiner. The operator $\Omega_{a,b,c}$ is generically irreducible. Again this implies direct sum decompositions for any construction $\text{Sym}^n$, $\text{Ext}^r$.

The symmetric square of $\Omega^{(3)}_{a,b,c}$ is actually a direct sum of an order-27 operator and an order-1 operator, $L_1$, with the rational solution $1/(x-1)^2/x^6$

$$\text{Sym}^2(\Omega^{(3)}_{a,b,c}) = L_{27} \oplus L_1$$

(99)

and the exterior cube of $\Omega^{(2)}_{a,b,c}$ is actually a direct sum of an order-27 operator $M^{(n)}_{27}$, an order-7 operator $M^{(n)}_7$, and an order-1 $M^{(n)}_1$ operator which has the rational solution $1/(x-1)^3/x^9$:

$$\text{Ext}^1(\Omega^{(2)}_{a,b,c}) = M^{(n)}_{27} \oplus M^{(n)}_7 \oplus M^{(n)}_1$$

(100)

38 Use the commands with(Tensor Constructions); with(Integrable Connections); then companion-system(*), exterior-power-system(*,N), symmetric-power-system(*,N), Rational Solutions(*)[x], Hyperexponential Solutions(*)[x]).

39 We try to promote, in this paper the idea that switching to differential systems is a more intrinsic and powerful method than working on the operators (seen at first sight by physicists, as simpler). With these examples we see that even switching to differential systems is not enough: one needs to switch to $\theta$-systems.
Furthermore one has

$$Ext^2(\tilde{\Omega}_{a,b,c}^{(1)}) = L_{14} \oplus L_7,$$

where:

$$L_7 = \frac{1}{(x-1) \cdot x^3 \cdot \Omega_{a,b,c} \cdot (x-1) \cdot x^3}. \quad (101)$$

This three-parameter operator probably also has the exceptional group $G_2(C)$ as its differential Galois group.

6. Comments and speculations: diagonal of rational functions

Let us recall that the (minimal) linear differential operators for the $\chi^{(n)}$'s, the n-particle contributions of the magnetic susceptibility of the square Ising model, are not irreducible, but factor into many irreducible operators of various orders [11–14, 52] (2, 3, 4, ...). For all the factors for which the calculations can be performed\(^{41}\) we have seen that these irreducible factors are actually homomorphic to their adjoint. Thus, the interesting question is to see whether all the factors of these (minimal) operators for the $\chi^{(n)}$'s are homomorphic to their adjoint, i.e. have a 'special' differential Galois group, possibly as a consequence of the fact that the $\chi^{(n)}$'s are diagonals of rational functions (see [18, 19] for a definition).

In this paper we underline selected linear differential operators having selected differential structures (special differential Galois groups, namely orthogonal or symplectic) characterized in a differential algebra way (homomorphisms to their adjoint, rational, or hyperexponential [41], solutions of their exterior or symmetric powers). The idea is to disentangle these selected geometrical properties from other selected structures of a more arithmetic properties (globally bounded series solutions [18, 19]), both kinds of selected properties occurring simultaneously with the concept of ‘modularity’. It is important to understand the relationship between these two kinds of properties. Operators with selected differential Galois groups do not necessarily correspond to globally bounded solution series [18, 19]. It is thus natural to see whether operators with globally bounded solution series [18, 19] necessarily correspond to selected differential Galois groups. This question being probably too difficult to address, let us ask the following question: if a linear differential operator has solutions that are diagonals of rational functions\(^{42}\), does it necessarily correspond to selected differential Galois groups, or, more simply, are such operators homomorphic to their adjoint (possibly in an algebraic extension)? Note that we have accumulated a rather large number of operators with solutions that are Hadamard products [55, 56] of algebraic functions (and are thus simple examples of diagonals of rational functions [18, 19]). They all have been seen to be homomorphic to their adjoint (sometimes up to algebraic extensions). Let us recall that diagonals of rational functions are (most of the time transcendental) functions that are the simplest extensions of algebraic functions [18, 19] (modulo each prime, they are algebraic functions). It is worth noting that linear differential operators with algebraic solutions are always homomorphic to their adjoint (up to an algebraic extension). It is thus tempting to ask whether (the factors of minimal) differential operators with solutions that are diagonal of rational functions are necessarily homomorphic to their adjoint (possibly in an algebraic extension). In order to gather some evidence on this question, we consider a set of simple but, hopefully, sufficiently

\(^{40}\) Note that these results (99), (100), (101), are obtained for arbitrary values of the three parameters $a$, $b$, $c$, of $\Omega_{a,b,c}$.

\(^{41}\) There are factors of order 12 or 23, that are too large to see, by brute-force calculations, if they are homomorphic to their adjoint, or such that their exterior or symmetric square could have a rational solution.

\(^{42}\) Diagonals of rational functions are necessarily solutions of linear differential operators (see Lipshitz [53, 54]).
generic\textsuperscript{43}, diagonals of rational functions, find the minimal operators that annihilate them, and check whether the factors of these operators could all be homomorphic to their adjoint (up to algebraic extensions).

6.1. Diagonal of rational function: a heuristic simple example of an arbitrary number of variables

Let us first consider one of the simplest example of diagonal of rational functions of N variables, namely the diagonal of the rational function

\[ S_N = \text{Diag} \left( \frac{1}{1 - x_1 - x_2 \cdots - x_N} \right) = \sum_{k=0}^{\infty} \frac{(kN)!}{(k!)^N} \cdot x^k. \]  

(102)

The series \( S_N \) are solutions of the order \( N - 1 \) self-adjoint linear differential operators \( L_{N-1} \):

\[ x \cdot L_{N-1} = N \cdot x \cdot (N \theta + 1) \cdot (N \theta + 2) \cdots (N \theta + N - 1) - \theta^{N-1}, \]  

(103)

which makes crystal clear that these operators are hypergeometric operators with \( N-1 \) \( F_{N-2} \) solutions. For instance, for \( L_4 \), we recover the \( 4F_3 \) hypergeometric solution occurring in the paper of Candelas et al.\textsuperscript{[57]}:

\[ 4F_3 \left( \left[ \frac{1}{2}, \frac{2}{3}, \frac{3}{5}, \frac{5}{7} \right], [1, 1, 1], 5^5 \cdot x \right). \]  

(104)

For arbitrary values of \( N \) we get, for \( L_{N-1} \), the \( N-1 \) \( F_{N-2} \) hypergeometric solution:

\[ F_{N-2} \left( \left[ \frac{1}{N}, \frac{2}{N}, \ldots, \frac{N-1}{N} \right], [1, 1, \ldots, 1], N^N \cdot x \right). \]  

(105)

It is worth noting, for larger values of \( N \), that the \( L_{N-1} \) operators are such that, not only the series-solution, associated with (105), is a globally bounded series [18, 19] (with the \( N^N \) factor in the argument of the hypergeometric function it is even a series with integer coefficients), but that the series for the nome and \textit{all the Yukawa couplings}, are all series with integer coefficients, thus corresponding to a modularity of the operators. These results can be seen to be a consequence of [58] which gives the special parameters of generalized hypergeometric equations leading to mirror maps with integral Taylor coefficients at \( x = 0 \). For instance, the nome \( q(L_{N-1}) \) of the first \( L_{N-1} \)'s read:

\[ q(L_3) = x + 104 x^2 + 15 188 x^3 + 2585 184 x^4 + 480 222 434 x^5 + \cdots \]
\[ q(L_4) = x + 770 x^2 + 10 144 275 x^3 + 1 703 916 750 x^4 + 328 659 025 625 x^5 + \cdots \]

and all the Yukawa series, including the ‘higher order Yukawa couplings\textsuperscript{44}. \( K_\alpha \), are globally bounded, and, even, series with integer coefficients. We actually found the following relations between the Yukawa couplings. For \( L_4 \), one has \( K_4 = K_3^2 \), for \( L_5 \), one has \( K_4 = K_3^4 \) and \( K_5 = K_3^8 \). For \( L_6 \), one has \( K_5 = K_3^5 \) and \( K_6 = K_3^9 \). For \( L_7 \), the relations read \( K_7 = R_2^2 \), \( K_6 = R_3^5 \) and \( K_5 = R_3^7 \), where \( R_k \) denotes the ratio \( K_k/K_3 \). For \( L_8 \), one has \( K_5 = K_4^3 \) and \( K_6 = K_4^5 \). For \( L_9 \), the relations read \( K_5 = R_4^2 \), \( K_4 = R_4^4 \) and \( K_6 = R_4^8 \), where \( R_k \) denotes the ratio \( K_k/K_4 \).

The first Yukawa couplings \( K_3 \), for \( L_4 \) and \( L_5 \), read

\[ K_3(L_4) = 1 + 575 x + 14 125 x^2 + 37 982 200 x^3 + 10 597 067 x^4 + \cdots, \]
\[ K_3(L_5) = 1 + 10 080 x + 357 073 920 x^2 + 13 943 124 679 x^3 + \cdots. \]

\textsuperscript{43} We try to avoid operators with hypergeometric or Hadamard product solutions.

\textsuperscript{44} See appendix C, and especially C.2, in [18, 19] for the definition of these ‘higher order’ Yukawa couplings \( K_\alpha \).
For $L_6$ and $L_7$ one has two independent Yukawa couplings. For instance for $L_6$ these two Yukawa couplings read:

$$K_3(L_6) = 1 + 10 097 920 x + 381 994 497 763 200 x^2 + 16 633 254 043 776 570 088 000 x^3 + 775 506 882 960 998 615 640 344 320 000 x^4 + \cdots,$$

$$K_4(L_6) = 1 + 37 273 810 x + 1993 144 925 004 100 x^2 + 110 716 785 445 910 533 561 000 x^3 + 6240 527 867 851 744 863 088 075 810 000 x^4 + \cdots.$$

For $L_8$ and $L_9$, one has three independent Yukawa couplings; for $L_{10}$ and $L_{11}$, one has four independent Yukawa couplings, etc.

For an odd integer $N$, the exterior square of the $(N - 1)$-order operator (103) is of order $(N - 1)(N - 2)/2 - 1$ instead of $(N - 1)(N - 2)/2$. For $N$ an even integer the symmetric square of the $(N - 1)$-order operator (103) is of order $N(N - 1)/2 - 1$ instead of $N(N - 1)/2$. Similarly to (45) or (67), introducing an equivalent operator $L_{N-1}^n$, such that $S^* \cdot L_{N-1} = L_{N-1}^n \cdot D^n$, the exterior or symmetric square of that equivalent operator has, for a well-suited value of $n$, the rational solution $1/x^{N-2}/(N^N x - 1)$.

### 6.2. Diagonal of rational function: heuristic simple examples of three variables

Increasing the degree of the rational functions, an example corresponds to the diagonal of

$$R(x, y, z) = \frac{1 - 7x + 2yz}{1 + 3xz - 5y^3}.$$  \hfill (106)

Its diagonal is the series

$$1 - 540 x^3 + 510 300 x^5 - 541 282 500 x^6 + 604 514 137 500 x^{12} + \cdots$$

which is an algebraic function solution of an order-3 operator (homomorphic to its adjoint).

Another example corresponds to the diagonal of

$$R(x, y, z) = \frac{1 - x}{1 - 3x + z - 5y^2}.$$  \hfill (107)

which also corresponds to the series expansion of a hypergeometric function:

$$\frac{2}{15} + \frac{13}{15} \cdot 4 F_3 \left(\left[\frac{1}{2}, 3, \frac{1}{2}, 1\right], \left[\frac{1}{2}, 1, 1\right], 5^6 \cdot (\frac{1}{4} \cdot x)^2\right)$$

$$= 1 + 1170 x^2 + 5528 250 x^4 + 33 202 669 500 x^6 + \cdots.$$  \hfill (108)

The corresponding order-5 operator is a direct sum $D_c \oplus M_4$ where the order-4 operator $M_4$, which annihilates the $4 F_3$ in (108), is homomorphic to its adjoint and its exterior square has a rational solution namely $1/x/(9 \cdot 5^6 x^2 - 16)$. The order-4 operator $M_4$ is of the form (79), namely:

$$M_4 = L_2 \cdot c_0(x) \cdot M_2 + \frac{9}{5^4} \cdot \frac{1}{c_0(x)}, \quad c_0(x) = x^2 \cdot \left(\frac{x^2 - 16}{9 \cdot 5^6}\right),$$  \hfill (109)

where $L_2$ and $M_2$ are two order-2 self-adjoint operators \textsuperscript{45}.

These cases, reducible to algebraic or hypergeometric situations, are still too simple to be representative of the ‘generic’ situation.

\textsuperscript{45} $M_2$ is the product of two order-1 operators the right factor having the polynomial solution $x^2 (9 \cdot 5^6 x^2 - 16)$.
6.3. Towards a ‘generic’ diagonal of rational function example

Trying to avoid these too simple cases\(^{46}\) reducible to hypergeometric functions (or Hadamard product of algebraic functions), we have considered the operator annihilating the diagonal of a rational function of three variables, hopefully involved enough, with no symmetry between the three variables, to be seen as a ‘generic’ diagonal of a rational function.

6.3.1. Towards a ‘generic’ diagonal of rational function: a first example. The rational function we have considered reads:

\[
R(x, y, z) = \frac{1}{1 - 3x - 5y - 7z + xy + 2yz^2 + 3x^2z^2}.
\] (110)

The diagonal of this rational function reads\(^{47}\):

\[
S^{(0)}_0 = \text{Diag}(R(x, y, z)) = 1 + 616x + 947 175x^2 + 1812 651 820x^3 + \cdots
\] (111)

The minimal order operator that annihilates the diagonal of this rational function (110) is a rather large order-6 linear differential operator\(^{48}\). Again, this operator is too large to check that it is homomorphic to its adjoint. We can, however, check that its exterior square is of order 15.

Switching to the associated differential theta-system, we have been able to see that it is actually homomorphic to its adjoint: one actually finds the exterior square of the associated differential system has a rational solution (but not its symmetric square). The differential Galois group thus has a symplectic structure.

In fact this operator is not MUM. It has four solutions, analytic at \(x = 0\), namely \(S^{(0)}_0\) given by (111) and

\[
S^{(1)}_0 = x - \frac{947 569 825 302 083 891 091 227 422 045}{3191 686 441 638 931 584 990 008 514} x^4 - \frac{13 038 344 513 942 350 315 758 249 091 274 688 499}{19 626 034 561 464 639 086 279 672 353 532} x^5 + \cdots,
\]

\[
S^{(2)}_0 = x^2 + \frac{60 73}{73} x^4 - \frac{576}{73} x^5 + \cdots,
\]

\[
S^{(3)}_0 = x^3 + \frac{30 608 172 563 777 847 511 388 970 395}{14 474 768 442 806 945 963 673 508} x^4 + \frac{6637 738 302 888 023 001 730 565 011 179 544 651}{1401 859 611 533 188 506 162 833 739 538} x^5 + \cdots
\] (112)

the last series \(S^{(3)}_0\) being not globally bounded. The two other solutions have a log (but no \(\log^2, \log^3, \ldots\):)

\[
S^{(0)}_1 = S^{(0)}_0 \cdot \ln(x) + T^{(0)}_0,
\]

\[
S^{(2)}_1 = S^{(2)}_0 \cdot \ln(x) + T^{(2)}_0,
\] (113)

the two series \(T^{(0)}_0\) and \(T^{(2)}_0\) being analytic at \(x = 0\), for instance:

\[
T^{(0)}_0 = \frac{1769 904 090 259 426 475 015 551 868 947 047 756 381 494 229 112 489}{6347 493 572 699 380 825 284 454 014 187 955 842 800} x^4 + \frac{21 577 983 707 661 117 706 708 514 436 988 691 858 431 632 715 744 973 527 227 853}{21 340 441 599 994 994 868 198 204 433 731 283 524 323 434 200} x^5 + \cdots
\]

\(^{46}\) When the operators annihilating diagonal of rational functions are of order 2, one often finds modular forms, the corresponding nome being seen to be a globally bounded series [18, 19]. A set of examples of diagonal of Szego’s rational functions can be found in [59].

\(^{47}\) Use the maple command \texttt{mtaylor}(\(F, [x, y, z], \text{terms}\), to get the series in three variables, then take the diagonal. Other method, in Mathematica install the risc package Riscergosum [60], and in Holonomic Functions use the command Find Creative Telescoping.

\(^{48}\) We thank Alin Bostan for providing this order-6 operator from a creative telescopic code.
6.3.2. Towards a ‘generic’ diagonal of rational function: a second example. Let us consider another simpler example with the diagonal of another rational function of three variables:
\[
R(x, y, z) = \frac{1 - x - y + x y z}{1 - x - y - x y - y^2 z^2}.
\]
(115)

The diagonal of this rational function reads:
\[
S^{(0)}_0 = \text{Diag}(R(x, y, z)) = 1 + x + 10 x^3 + 32 x^4 + 966 x^6 + \ldots.
\]
(116)

It is solution of an order-5 operator \(L_5\) which factors as \(L_5 = L_4 \cdot D_x\), where \(L_4\) is an irreducible order-4 operator that is not MUM. The exterior square of \(L_4\) is an order-6 operator with a rational function\(^4\) solution \(R(x)\), corresponding to the direct sum decomposition:
\[
\text{Ext}^2(L_4) = L_5 \oplus \left(D_x - \frac{\text{dln}(R(x))}{\text{dx}}\right), \quad R(x) = \frac{p_{10}(x)}{x^2 \cdot p_6(x)^2}.
\]
(117)

\[
p_{10}(x) = 11008 x^{10} + 165760 x^9 - 637392 x^8 + 383388 x^7 + 196287 x^6 - 281004 x^5 - 66582 x^4 - 45360 x^3 + 15660 x^2 - 810 x + 162,
\]
\[
p_6(x) = 1024 x^6 - 9909 x^5 + 54.
\]
(118)

This order-4 operator \(L_4\) is non-trivially homomorphic to its adjoint, with order-2 intertwiners and is actually of the form (79):
\[
L_4 = L_2 \cdot c_0(x) \cdot M_2 + \frac{1305}{29584} \cdot \frac{1}{c_0(x)}, \quad c_0(x) = \frac{145}{473344} \cdot \frac{p_{10}(x)^2}{p_{16}(x)}.
\]

\[
p_{16}(x) = 37120 x^{16} + 1255680 x^{15} - 48870560 x^{14} + 594756560 x^{13} - 31084335 x^{12} + 2785358960 x^{11} + 4430975954 x^{10} - 8858296096 x^9 - 1107376429 x^8 - 369545240 x^7 + 4215494304 x^6 - 1487095128 x^5 - 466418052 x^4 + 228523680 x^3 - 21096612 x^2 + 2737800 x - 717336,
\]
(119)

where \(L_2\) and \(M_2\) are two self-adjoint operators, their Wronskian reading respectively
\[
\frac{x^2 \cdot p_{10}(x) \cdot p_6(x)^2}{p_{16}(x)} = \frac{p_{10}(x)}{x^2 \cdot p_6(x)^2}.
\]
(120)

The operator \(L_4\) is not MUM: it has three solution analytic at \(x = 0\), namely the derivative of diagonal (116)
\[
\frac{dS^{(0)}_0}{dx} = 1 + 30 x^2 + 128 x^3 + 5796 x^5 + 22344 x^6 + 1083060 x^8 + \ldots,
\]
(121)

and the two series-solutions
\[
x = \frac{595}{1107} x^3 + \frac{3515617}{1225449} x^5 + \frac{227188435}{1225449} x^6 = \frac{2520602}{15129} x^5 + \frac{8346429274}{11029041} x^6 + \ldots.
\]
\[
x^2 = \frac{595}{1107} x^3 + \frac{4523}{1107} x^4 + \frac{37758}{205} x^5 = \frac{1412590}{9963} x^5 + \ldots.
\]
(122)

\(^4\)It may be tempting to imagine a relation between these two rational functions, namely \(R(x, y, z)\) and \(R(x)\). There is no such relation. A given series like (116) can be seen as the diagonal of an infinite number of rational functions [18, 19]. Furthermore the solution of the exterior square of an operator of the form (119), namely \(Lc_0(x)M + A/c_0(x)\ (L\ and \ M\ self-adjoint),\) depends on \(M\) whatever \(L\) is.
One also has one formal series solution with a log, namely

\[ S_1(x) + \ln(x) \cdot \frac{dS_0^{(0)}}{dx}, \]  

(123)

where \( S_1(x) \) is a series analytic at \( x = 0 \):

\[ S_1(x) = \frac{1}{5x} + \frac{3083}{2214} + \frac{5222887}{4084830} x + \frac{956031447781}{22609534050} x^2 + \frac{6616529163425161}{2502875419335} x^3 + \cdots. \]

The last series in (122), as well as \( S_1(x) \), are not globally bounded series [18, 19].

Remark 6.1. The series (122) is, of course, also a diagonal of a rational function:

\[ x \cdot \frac{dS_0^{(0)}}{dx} = \text{Diag} \left( u \cdot \frac{\partial R(x, y, z)}{\partial u} \right) \]

where: \( u = x, y \) or \( z \).

Remark 6.2. With this order-5 example, we see that the minimal order operator \( L_5 \), that annihilates the diagonal of a rational function, is not necessarily irreducible. Let us recall the results of [18, 19] where we have shown that the \( \tilde{\chi}^{(n)} \)'s of the susceptibility of the square Ising model are actually diagonals of rational functions. The corresponding (globally nilpotent) linear differential operators annihilating the \( \tilde{\chi}^{(n)} \)'s are not irreducible, on the contrary they factor into many linear differential operators, of various orders [8, 11–14, 17] (1, 2, 3, ..., 12, 23, ...). The interesting property we must focus on, is not that the minimal order linear differential operators annihilating the \( \tilde{\chi}^{(n)} \)'s are homomorphic to their adjoint, but that all their factors could be homomorphic to their adjoint. It is the differential Galois group of all these factors that we expect to be 'special'.

To sum up. One may consider the following conjecture: all the irreducible factors of the minimal order linear differential operator annihilating a diagonal of a rational function should be homomorphic to their adjoint (possibly on an algebraic extension).

Remark 6.3. Let us recall that the series of the hypergeometric function considered in [18, 19]

\[ _3F_2 \left( \left[ \frac{1}{3}, \frac{4}{9}, \frac{5}{9} \right], \left[ \frac{1}{5}, 1 \right], 729 x \right) = 1 + 60 x + 20475 x^2 + 9373650 x^3 + \cdots \]  

(124)

still remains a series with integer coefficients such that one cannot prove that it is the diagonal of a rational function, or discard that option. The minimal order operator annihilating this series is an order-3 operator \( L_3 \) which is not\(^{50}\) homomorphic to its adjoint. If our conjecture above was correct, this would be a way to show that the series (124) cannot be the diagonal of a rational function.

7. Conclusion

Selected differential Galois groups correspond to symmetric square or exterior square, and possibly higher powers (as seen with order-7 operators with exceptional differential Galois groups of section (5)) of operators, or equivalent operators, having rational solutions (or \( N \)th root of rational solutions, i.e. hyperexponential [24, 41] solutions). We have focused, in this paper, on a concept of 'Special Geometry' corresponding to operators homomorphic to their adjoint.

\(^{50}\)It is not even homomorphic up to algebraic extensions. The order-2 intertwining operator \( M_2 \) such that \( M_2 \cdot L_3 = \text{adjoint}(L_3) \cdot \text{adjoint}(M_2) \) has transcendental coefficients.
In [22, 28] Bogner has been able, from the very existence of underlying Calabi–Yau varieties, to show that the Calabi–Yau differential operators are actually conjugated to their adjoint (Poincaré pairing). If one does not assume strong hypotheses like this one, it is not simple to disentangle the differential algebra structures (corresponding to selected differential Galois groups) we have addressed in this paper, and more ‘arithmetic’ concepts associated to the notion of modularity, and the integrality, or globally bounded properties [18, 19] of the various series occurring with these differential operators (solution of the operator, the nome, the Yukawa couplings, . . .). Recalling section 6, it is clear that the concept of ‘Special Geometry’, which we address in this paper, does not necessarily yield arithmetic properties like the globally bounded [18, 19] character of various series associated with the operators. Conversely, we know that globally bounded series [18, 19] do not necessarily correspond to holonomic functions (see the example of the non-holonomic susceptibility of the Ising model and its series with integer coefficients [52]). Along such ‘modularity’ line, the idea that operators annihilating diagonals of rational functions should always correspond to a modularity property that the corresponding nome and all the Yukawa’s [18, 19] are globally bounded series, has been ruled out (see, for instance, the example of subsection 6.3.1). From a mathematics viewpoint, there is still a lot of work to be performed to clarify the relations between these various neighboring concepts around the notion of ‘modularity’. In that respect, it is useful to keep in mind all the simple examples of section 6. From a physics viewpoint, one would like to identify, more specifically, what kind of ‘Special Geometry’ we encounter (Calabi–Yau, selected hypergeometric functions up to pull-backs [20], etc).

In this paper, the emergence of selected differential Galois groups has been seen, in a down-to-earth physicist’s viewpoint, as differential algebra properties: one calculates various exterior, or symmetric, powers, and looks (up to operator equivalence) for their rational solutions (or hyperexponential [24, 41] solutions), and one calculates the homomorphisms of an operator with its adjoint. We have shown that quite involved lattice Green operators of order 6 and 8 are non trivially homomorphic to their adjoint, and that this yields the non-trivial decompositions (41) and (61), where their intertwiners emerge in a crystal clear way (see also (85) in section 4.4). Such decompositions enable to understand why the lattice Green operator (30) has a differential Galois group included in the orthogonal group $O(6, \mathbb{C})$ instead of the symplectic $Sp(6, \mathbb{C})$ differential Galois group, that one might expect for an order-6 operator: the intertwiners are of odd orders.

Decompositions such as (68), (69) can be generalized for linear differential operators of any even order. In fact, one can actually use the decompositions (68), (69) as an ansatz to provide linear differential operators of any even order, that will automatically have selected differential Galois groups.

With these lattice Green operators, we see that the simple generalization of the Calabi–Yau condition (72) for operators of order $N > 4$ (namely the condition that their exterior square is of order less than the generic $N \cdot (N - 1)/2$ order), is a too restrictive concept for physics. These lattice Green operators do not satisfy such higher-order generalization of the Calabi–Yau condition (72), but should be seen as higher-order generalization of a ‘weak Calabi–Yau condition’ (see section 4.1) which amounts to saying that their exterior or symmetric squares have rational solutions, and that they are non-trivially homomorphic to their adjoint.

For order-4 operators, Calabi–Yau operators are defined, among several other conditions (see Almkvist et al [5]), essentially by the Calabi–Yau condition (72). It is, however, quite clear that any equivalent operator (in the sense of the equivalence of operator, i.e. homomorphic to

51 Katz’s book [7] provides examples of self-adjoint operators with special differential Galois groups that are not even Fuchsian (see also one of our first (hypergeometric) examples (2).

52 For instance the order-6 and order-8 operators $G_6^{\text{SDisc}}$ and $G_8^{\text{SDisc}}$ of sections 3.6 and 3.7 are not MUM.
the Calabi–Yau operator), is also a selected operator interesting for physics. We have shown, in this paper, that any order-4 operator, non-trivially homomorphic to an irreducible operator satisfying the Calabi–Yau condition (72), has the following properties: it is homomorphic to its adjoint with order-2 intertwiners, it has a simple decomposition (78), and its exterior square necessarily has a rational solution. Conversely, showing that ‘irreducible order-4 operators whose exterior squares have a rational solution, or, even, have a decomposition (78)’ are necessarily equivalent to irreducible operators satisfying the Calabi–Yau condition (72) is a difficult question.

To illustrate the differential algebra structures corresponding to higher-order symmetric or exterior powers, we have also analysed some families of order-7 self-adjoint operators with exceptional differential Galois groups, where one sees, very clearly, the emergence of rational solutions for symmetric square and exterior cube of equivalent operators. Finally, since the Derived From Geometry \( n \)-fold integrals (‘Periods’) occurring in physics are often diagonals of rational functions [18, 19], we have also addressed many examples of (minimal order) operators annihilating diagonals of rational functions, and remarked that they have irreducible factors homomorphic to their adjoint.

The \( n \)-fold integrals we encounter in theoretical physics are solutions of Picard–Fuchs differential equations, or in a more modern mathematical language [61, 62], variation of Hodge structures53 and Gauss–Manin systems [22, 29, 63, 64]. According to mathematicians, one should necessarily have for such variation of Hodge structures, a ‘polarization’54 providing a ‘duality’ which would send differential operators into their adjoint55. In our physical examples, one seems to systematically inherit this ‘duality’ on each factor of the minimal order operator, each irreducible factor being homomorphic to its adjoint. Along this line, section 6 strongly suggests to consider the conjecture that (minimal) operators annihilating diagonal of rational functions always factor into irreducible operators homomorphic to their adjoint, maybe on algebraic extensions, these factors thus corresponding to ‘special’ differential Galois groups.

This paper tries to promote the idea that, before deciphering the obfuscation of mathematicians on this subject, physicists should, in a down-to-earth way, use all the differential algebra tools56 they have at their disposal, checking systematically if the linear differential operators they work on, have factors which are homomorphic to their adjoint, or are such that, up to operator equivalence, their exterior (resp. symmetric) square have a rational solution. The emergence of this ‘duality’ on all the irreducible factors of a large class of differential operators of physics needs to be understood.
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Appendix A. A decomposition of operators equivalent to operators satisfying the Calabi–Yau condition

Let us again consider an order-4 operator \( \Omega(x) \) of section (4.2) of Wronskian \( w(x) = u(x)^2 \), which satisfies the Calabi–Yau condition (72), and the monic order-4 operator \( \tilde{\Omega}(x) \) equivalent to the order-4 operator \( \Omega(x) \). This amounts to saying that there exist two (at most) order-3 intertwiners \( U_3 \) and \( L_3 \):

\[
U_3 = b_3(x) \cdot D^3_x + b_2(x) \cdot D^2_x + b_1(x) \cdot D_x + b_0(x),
\]

such that:

\[
\tilde{\Omega}(x) \cdot U_3 = L_3 \cdot \Omega(x).
\]

We choose \( L_3 \) such that \( \tilde{\Omega}(x) \) is monic (\( \tilde{\Omega}(x) = D^4_x + \cdots \)). Of course, we also have the (adjoint) relation:

\[
\text{adjoint}(U_3) \cdot \text{adjoint}(\tilde{\Omega}(x)) = \text{adjoint}(\Omega(x)) \cdot \text{adjoint}(L_3).
\]

Furthermore, any operator satisfying the Calabi–Yau condition (72), is homomorphic to its adjoint [22], up to a conjugation by the square root of its Wronskian:

\[
u(x) \cdot \text{adjoint}(\Omega(x)) = \Omega(x) \cdot u(x).
\]

Combining (A.2), (A.3) and (A.4) one straightforwardly deduces:

\[
\tilde{\Omega}_6 \cdot Y_6 = \text{adjoint}(Y_6) \cdot \text{adjoint}(\tilde{\Omega}_6),
\]

where the order-6 operator \( Y_6 \) reads:

\[
Y_6 = U_3 \cdot u(x) \cdot \text{adjoint}(L_3).
\]

Let us introduce the two operators \( N_2 \) and \( Z_2 \) corresponding to the Euclidean division of \( Y_6 \) by \( \text{adjoint}(\tilde{\Omega}_6) \):

\[
Y_6 = N_2 \cdot \text{adjoint}(\tilde{\Omega}_6) + Z_2.
\]

\( N_2 \) is of course an order-2 operator, but, noticeably, \( Z_2 \) is also an order-2 operator instead of an order-3 operator one could expect generically.

Furthermore, and noticeably, \( N_2 \) is an order-2 self-adjoint operator such that:

\[
\frac{1}{b_3(x)} \cdot N_2 \cdot \frac{1}{b_3(x)} = u(x) \cdot \left( D^2_x - \frac{\text{d} \ln(1/u(x))}{\text{d}x} \cdot D_x \right) - u(x) \cdot \left( \frac{\text{d} b_2(x)}{\text{d}x} + b_2(x)^2 - 2 b_1(x) \right) - u(x) - \frac{\text{d}^2 u(x)}{\text{d}x^2} + \frac{2}{x} \cdot \left( \frac{\text{d} u(x)}{\text{d}x} \right)^2.
\]

A consequence of the self-adjoint character of \( N_2 \) is that one also has the ‘adjoint’ relation\(^{57}\) of (A.7):

\[
\text{adjoint}(Y_6) = \tilde{\Omega}_6 \cdot N_2 + \text{adjoint}(Z_2).
\]

Combining (A.5), (A.7) and (A.9) one deduces the following homomorphisms of \( \tilde{\Omega}_6 \) with its adjoint, with an order-2 intertwiner:

\[
\tilde{\Omega}_6 \cdot Z_2 = \text{adjoint}(Z_2) \cdot \text{adjoint}(\tilde{\Omega}_6),
\]

\(^{57}\) One uses the fact that the adjoint of the sum of an order-6 and an order-2 operator is the sum of these adjoints.
Let us now perform the euclidean division of \( \text{adjoint}(\tilde{\Omega}_4) \) by \( Z_2 \):
\[
\text{adjoint}(\tilde{\Omega}_4) = A_2 \cdot Z_2 + A_0
\]  
(A.11)
where \( A_2 \) is an order-2 operator and, surprisingly, \( A_0 \) is not an order-1 operator, but a function (order zero). Of course (and using the fact that the adjoint of two even order operators is the sum of the adjoints) one also has the ‘adjoint relation’ of (A.11), namely
\[
\tilde{\Omega}_4 = \text{adjoint}(Z_2) \cdot \text{adjoint}(A_2) + A_0. \tag{A.12}
\]
In fact, and noticeably \( A_2 \) is a self-adjoint operator. Combining (A.10), (A.11) and (A.12), one immediately deduces that \( Z_2 \) is conjugated to its adjoint, or equivalently, that the following order-2 operator \( \tilde{Z}_2 \) is self-adjoint:
\[
\tilde{Z}_2 = A_0 \cdot Z_2 = \text{adjoint}(Z_2) \cdot A_0. \tag{A.13}
\]
One finds out that the order-4 operator \( \tilde{\Omega}_4 \) can, in fact, be written in terms of a remarkable decomposition with two order-2 self-adjoint operators:
\[
\tilde{\Omega}_4 = Z_2^2 \cdot \frac{1}{A_0} \cdot A_2 + A_0. \tag{A.14}
\]
One then deduces the homomorphisms of \( \tilde{\Omega}_4 \) with its adjoint:
\[
A_2 \cdot \frac{1}{A_0} \cdot \tilde{\Omega}_4 = \text{adjoint}(\tilde{\Omega}_4) \cdot \frac{1}{A_0} \cdot A_2, \quad \tilde{\Omega}_4 \cdot \frac{1}{A_0} \cdot Z_2 = Z_2^2 \cdot \frac{1}{A_0} \cdot \text{adjoint}(\tilde{\Omega}_4).
\]

**Appendix B. Strong Calabi–Yau conditions versus self-adjoint conditions on higher order operators**

An operator of order 5 is self-adjoint if it is of the form:
\[
L_5 = a_5(x) \cdot D_x^5 + \frac{5}{2} \left( \frac{d a_5(x)}{d x} \right) \cdot D_x^3 + a_3(x) \cdot D_x^3
\]
\[
+ \left( \frac{3}{2} \frac{d a_3(x)}{d x} - \frac{5}{2} \frac{d^3 a_5(x)}{d x^3} \right) \cdot D_x^2 + a_1(x) \cdot D_x
\]
\[
+ \left( \frac{1}{2} \frac{d a_1(x)}{d x} + \frac{1}{2} \frac{d^3 a_3(x)}{d x^3} - \frac{1}{4} \frac{d^5 a_5(x)}{d x^5} \right). \tag{B.1}
\]
Its symmetric square is of order 14 instead of the order 15 one could expect generically. In other words this (exactly) self-adjoint operator, or an order-5 operator conjugated of (B.1) by an arbitrary function, satisfies the symmetric Calabi–Yau condition (that its symmetric square is of order 14).

It is straightforward to verify that an operator conjugated of a self-adjoint operator of order \( N \) verifies, for any even order \( N \), the generalization to order \( N \) of the order-4 Calabi–Yau condition (72) and for any odd order \( N \), the generalization to order \( N \) of the order-3 symmetric Calabi–Yau condition (75).

Of course the reciprocal, which is true for order-3 and 4 operators (see (76)), is not true for higher orders. For instance, let us introduce the order-5 operator \( M_5 \) non-trivially homomorphic to the self-adjoint operator (B.1):
\[
M_5 \cdot D_x = \frac{1}{a_5(x)} \cdot \left( D_x - \frac{1}{W(x)} \left( \frac{d W(x)}{d x} \right) \right) \cdot L_5,
\]
where:
\[
W(x) = 2 \frac{d a_1(x)}{d x} - \frac{d^3 a_3(x)}{d x^3} + 2 \frac{d^5 a_5(x)}{d x^5}. \tag{B.2}
\]
This operator also verifies the order-5 symmetric Calabi–Yau condition (75): its symmetric square is also of order 14. This result generalizes with $M_5$

$$M_5 \cdot (D_x + \rho(x)) = \frac{1}{a_5(x)} \cdot (D_x - z(x)) \cdot L_5,$$

where $z(x)$ is a quite involved rational expression of $a_1(x)$, $a_3(x)$, $a_5(x)$, $\rho(x)$ and their derivatives.

These last results can easily be generalized. For instance for the order-9 and order-10 self-adjoint operators $L_9$, $L_{10}$ the corresponding equivalent operators $M_9$, $M_{10}$ obtained from the LCLM of $L_9$ or $L_{10}$ with an order-3 operator verify respectively the order-9 symmetric Calabi–Yau condition (namely the symmetric square of $M_9$ is of order 44 instead of 45) and the order-10 Calabi–Yau condition, (namely that the symmetric and exterior squares of $M_9$ and $M_{10}$ are of order 44 instead of 45), and so on.

**Appendix C. Exceptional Galois groups: three parameter operators**

Let us consider the following order-7 operator\(^\text{58}\) depending on three parameters $a$, $c$, $d$, (here $\sigma$ denotes $b^2 + bc + c^2$):

$$\Omega_{a,b,c} = \theta \cdot (\theta^2 - b^2) \cdot (\theta^2 - c^2) \cdot (\theta^2 - (b + c)^2)$$

$$- x \cdot (2 \theta + 1) \cdot (\theta + 1 - a) \cdot (\theta + 1 - \sigma) \cdot (\theta^2 - b^2 - \theta + 1 - \sigma - a \cdot (1 - a))$$

$$+ 2 a \cdot (1 - a) \cdot (\theta^2 + \theta - b^2 + 1 - \sigma - a \cdot (1 - a))$$

$$- x \cdot (\theta + 1) \cdot (\theta + a) \cdot (\theta + a + 1) \cdot (\theta + 1 - a + 1)$$

$$\times (\theta + 2 a) \cdot (\theta + 2 \cdot (1 - a)).$$

This operator can easily be turned into a self-adjoint operator $\Omega_{a,b,c}^\dagger = x^{-1/2} : \Omega_{a,b,c} \cdot x^{1/2}$ (or the self-adjoint operator $x^{-1} : \Omega_{a,b,c}$).

The previous order-7 rescaled operators in section (5), namely $\hat{E}_i$ for $i = 2 \cdots 5$ can actually be seen as special cases of the rescaled (C.1). For instance $\hat{E}_2 = \Omega_{1/2,0,0}$, $\hat{E}_3 = \Omega_{1/1,0,0}$, $\hat{E}_4 = \Omega_{1/4,0,0}$, $\hat{E}_5 = \Omega_{1/6,0,0}$.
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