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Abstract: A multi-scale mathematical model is proposed, seeking to describe the propagation of Human Immunodeficiency Virus (HIV) in a group of young people between 15 and 24 years of age, through unprotected sexual contact. The uses of antiretroviral therapy (ART) and therapeutic failure are considered to show how the rate of propagation and prevalence are affected. The model consists of a complex network modeling the interactions on the population scale, coupled with the immunological dynamics of each individual, which is modeled by a system of differential equations. The immunological model allows to observe some known facts from the literature, such as to control HIV infection in the immune system, it is necessary to reduce the probability of healthy CD4 T cells becoming infected or increase the probability at which cells of the specific cell response against HIV eliminate infected CD4 T cells. At the population level, it is shown that, to have a high prevalence, it is not necessary for the virus to spread rapidly at the beginning of the simulation time. Additionally, it is observed that a greater number of sexual partners induces higher HIV prevalence. Using ART in the immune system reduces the number of infected CD4 T cells and, consequently, helps to reduce the spread of infection at the population scale. An important result observed in simulations is that the average number of HIV carriers who abandon ART is greater than those who access it. The study adds to the available literature an original simulation model that describes the dynamics of HIV propagation in a population, considering the immune state of people within that population, and serves as a basis for future research involving more detailed aspects aiming for a model closest to reality.
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1. Introduction

The Human Immunodeficiency Virus (HIV) has managed to propagate and remain in the human population for decades; it is one of the most serious public health problems globally, having no cure and each year taking new lives when the infection goes on to become an acquired immunodeficiency syndrome (AIDS) [1,2]. Additionally, over time, not only does it increase the number of infected people, but it increases the number of new infections every year [3].

The HIV attacks the immune system of the infected person, specifically, attacking and destroying the CD4 T lymphocytes, which are a type of cell in charge of the fabrication of antibodies to combat infections caused by external agents [4]. Once the virus enters the person’s body, it is recognized by the body’s defense system and starts the infection process. First, it adheres to healthy CD4 T cells, then, the virus introduces its genetic material and viral components into the cell nucleus that then begins replication (after immunological activation) of the virus within it, goes into the bloodstream, and starts propagating throughout the body until infecting other healthy CD4 T cells [5].
One of the populations most vulnerable to acquire the virus are young people between 15 and 24 years of age; different studies reveal that it is in this stage when they start an active sex life, may have a greater number of sex partners, engage in unprotected sexual intercourse, and incur in the use of drugs and alcohol that are scenarios of increased risk; furthermore, many young people ignore how HIV is transmitted and most fear being tested to know their serological status [6–8]. This is how one third of new infections occurs in this age range globally [9] and in Colombia, for 2019, 24.8% of those infected were young people [10]. This is why it is fundamental to conduct research that contributes to studying the epidemic, taking this age group as the object of study.

Antiretroviral therapy (ART) consists of the combination of three or more medications that help to maintain low levels of viral load, stable levels of healthy CD4 T cells, and diminish the probability of infecting other people [11]. In 2020, of the 37.7 million people who lived with HIV worldwide, 27.5 million had access to ART, that is, 73.3% of those infected [3]. Unfortunately, not everyone manages to have access to ART, primarily because they do not know their serological status; more so, many reasons cause people, in spite of using ART, to abandon it; among the known factors, there are the high costs of medications, side effects, and not adhering to therapy [12]. By early 2020, in eastern and southern Africa, of the 20.7 million people living with HIV, 15 million had access to ART; in Asia and the Pacific, there were an estimated 5.8 million people with HIV of which 3.5 million had access to treatment; in West and Central Africa, there were 4.9 million people with HIV and only 2.9 million had access to ART; in Latin America, the number of HIV infected was 2.1 million and only 1.3 million had access to ART; on the other hand, in the Caribbean there were 330,000 people infected with HIV and 210,000 of them had access to ART. Additionally, in the Middle East and North Africa, there were 240,000 people who had HIV and only 92,000 used ART; in Eastern Europe and Central Asia as well, the figures were alarming, given that of the 1.7 million people living with HIV, only 730,000 had access to treatment. Finally, it is worth mentioning the cases of western and Central Europe, and North America, where 2.2 million people had HIV and 1.8 million people had access to treatment [3]. Therefore, in a population model for the spread and control of HIV infection, it is convenient to consider access and adherence to ART [3].

Prior research has sought to understand the behavior of the virus in the immunological and/or population scale. This is the case of [13] that studies the dynamics of infection by HIV through stochastic birth and death processes and from the systems of differential equations that represent a real system. Additionally, ref. [14] shows the behavior of the virus in a population of susceptible people, people infected without ART, and people infected with ART; they propose a mathematical model based on ordinary differential equations that interprets the effect of effective access and therapeutic failure have on said populations. Finally, a study that elaborates a mathematical model for the dynamics of HIV transmission centered on the functions of the immune response cells, and considering active and inactive cytotoxic immune cells, was conducted in [14], which evaluates two different scenarios of the infection (early stage and advanced stage) and employs the optimal control theory.

During the last two decades, there has been an increase in the study and use of complex networks in different contexts [15–22]; particularly, complex networks have gained strength when representing sexual contacts among people. We, herein, introduce a model that uses complex networks to study the dynamics of HIV propagation in people between 15 and 24 years of age, who interact through sexual contacts, considering at the same time the dynamics of infection in the immune system of each young person; the immune system is modeled through the system of ordinary differential Equations (ODE) proposed in [23]. The research gains importance by being a multi-scale model that integrates two components: the population (network) and the immunological (ODE system) because the population dynamics cannot be detached from the immunological, thus, adding to previous research that studies both components separately.
The study permits obtaining some standard results that essentially validate the model, for example, that the infection is controlled when reducing the values of the probability of healthy CD4 T cells becoming infected and increasing the probability of active cytotoxic cells of eliminating infected CD4 T cells. In addition, when using reverse transcriptase inhibitors (RTI) and protease inhibitors (PI), the rate of virus propagation is reduced and the infection is also controlled in the immune system, obtaining better results when these medications are used in combination. Moreover, it is shown that the greater the number of sex partners a person has, the greater the prevalence of the virus within the population and the infection will propagate at higher rates, as long as the sexual encounters take place unprotected. A result that is not trivial at all is that, to have a population with high prevalence of HIV carriers, it is not necessary for the virus to propagate rapidly at the beginning of the propagation process. It is observed in all the network simulations performed that the number of HIV carriers without ART was higher than the number of HIV carriers with ART, which indicates a higher number of HIV carriers who abandon ART than those who have access to it.

This paper is carried out in the following manner: Section 2 describes the population model (the sexual contact network) and presents the immunological model. Section 3 conducts the respective local stability analysis of the immunological model, discussing the invariance region, equilibrium points, and the basic reproduction number. The local stability is illustrated through simulations performed for the immunological model, varying the different parameters; then, the coupling algorithm of the immunological and population scales is formulated. Finally, simulations are performed of the coupled model. Section 4 exposes the conclusions obtained and, in the end, the references used are shown.

2. Materials and Methods
2.1. Population Model: Sexual Contact Network

The study population are young people between 15 and 24 years of age and is modeled through a complex network, where the vertices represent people and the edges are the potential unprotected sexual encounters with each other, through which the virus can propagate. No differentiation is made regarding gender, sexual orientation; nor does the study consider the use of stimulants, like hallucinogenic drugs or alcohol. The model considers a constant and finite population \( N \); hence, it does not take into account new young people entering the network, nor their deaths. A cluster scale-free network is generated (according to the Barabási–Albert model, being scale-free means that there is no preferred scale or preferred number of edges for each vertex with respect to the rest \([15]\)), in which the probability \( P(k, \gamma) \) of a vertex in the network interacting with other vertices decays through a power law \( P \sim k^{-\gamma} \) \([15]\), where \( k \) is the average number of sexual partners and \( \gamma \) is related to the partners’ distribution, it is a parameter whose value depends on the specific type of network; more precisely, \( \gamma \) modulates the probability \( P \), given that for values greater than \( \gamma \), \( P \) decreases faster \([24,25]\). In addition, the network is random non-directed and uses the algorithm by Holm and Kim \([24]\). It is noteworthy that it is considered a complex scale-free network cluster type because it best adjusts to the phenomena that occur in nature, also due to its high heterogeneity, which means that nodes exist with very few connections, moderately connected nodes, and extremely connected nodes. It is not considered a small world model because it is a homogeneous network in which all nodes have approximately the same number of links, and what is sought is to achieve a somehow more realistic situation; therefore, it must be considered that there will be people in our population with a greater number of sexual partners than others \([25–28]\).

Figure 1 shows the plot of \( P \) in the \((k, \gamma, P)\)-space, where the orange curve corresponds to the fixed value \( \gamma = 3.4 \) used in the simulations in this study. Figure 1 shows how the probability \( P \) diminishes as the average number of sexual partners increases; also, at a low average number of sexual partners and high values in the distribution of said partners, the probability of a vertex from the network to interact with others will be higher.
Use of ART is taken into account, considering that for a person to have access to it, they must first be tested, diagnosed as a carrier, and have the economic resources (their own or from health insurance) to acquire the medications. The model includes non-adherence to therapy that can be caused by consumption of psychoactive substances, depression, low level of schooling, low levels of trust in the benefits of ART, greater number of tablets and dosage, lack of family and/or social support, etc. [29], and considers therapeutic failure, which has drug resistance, drug toxicity (degree of adverse effects), and non-observance of ART as principal causes [30].

The study comprised a population of $N_T$ young people between 15 and 24 years of age, where $x_i = x_i(\tau)$, $y_i = y_i(\tau)$, and $z_i = z_i(\tau)$ are the number of young people susceptible of acquiring the virus, young carriers of the virus who use ART, and young carriers who do not use ART, respectively, where $\tau$ is the discrete simulation time and we define $t_f$ as the final simulation time, thus, $\tau = 0, \ldots , t_f$. Finally, $x_i = 1, \ldots , m$, $y_i = 1, \ldots , n$ and $z_i = 1, \ldots , l$, then the relation $m + n + l = N_T$ holds for every $\tau$ since the population is assumed constant over time, an oversimplification that can be relaxed in future work.

The complex network is defined by the \{G, $\Gamma$\} pair, where $G$ is a graph, that is, an ordered pair of disjointed sets $\langle V, A \rangle$ that correspond to the set of vertices $V$ and edges $A$, and $\Gamma$ an evolution operator that determines changes of the network [18]; that is,

$$
\begin{align*}
\langle V, A \rangle_{\tau+1} &= \Gamma(\langle V, A \rangle_{\tau}) \\
\langle V, A \rangle_0 &= \langle V_0, A_0 \rangle, \quad \tau = 0, \ldots , t_f,
\end{align*}
$$

where $\langle V_0, A_0 \rangle$ is the initial configuration of vertices and edges of the network at $\tau = 0$. Additionally, the configuration $\langle V, A \rangle$ over time $\tau + 1$ is given by the $\Gamma$ operator applied in the previous iteration $\tau$, thus originating a “sequence” of networks that correspond to iterations over time. The evolution operator $\Gamma$, governing the network changes, implicitly considers two fundamental aspects:

1. Infection dynamics by the virus in the immunological scale.
2. Defines the virus propagation in the population scale, considering aspects from the immunological scale.

The coupling of both dynamics takes place aiming to achieve a somewhat more realistic model where the events in the population scale are affected by the state of the infection in the immune system of each infected individual in the population. The parameters and variables considered to define changes in the network are effective use and abandonment
of ART, average viral load, and number of healthy CD4 T cells of each infected person (details of the coupling algorithm are described in the Results section). Table 1 shows the parameters used in the population model with their respective values used in simulations.

Table 1. Description of the parameters of the population model that will be used in the simulation. The intervals were assumed randomly and obtained from [17,27].

| Sym. | Description                                                                 | Value       |
|------|-----------------------------------------------------------------------------|-------------|
| $k$  | Average number of sex partners                                               | 2, 4 and 10 |
| $\gamma$ | Distribution of sex partners                                                | 3.4         |
| $N_T$ | Number of susceptible young people, carriers with ART, and carriers without ART | 25 and 1000  |
| $\tau$ | Discrete simulation time in weeks                                            | 200         |
| $t_f$ | Number of iterations on the network                                          | Varies      |
| $x_i$ | Number of young people susceptible of acquiring the virus                   | Varies      |
| $y_i$ | Number of young people carriers of the virus with ART                        | Varies      |
| $z_i$ | Number of young people carriers of the virus without ART                     | Varies      |

2.2. Model for HIV Infection in the Immunological Scale

A mathematical model that considers the dynamics of the HIV infection while using ART has been described in [23], which will be used in this work. The following describes the model and the Appendix A contain proofs for the local stability analysis. Use of ART seeks to reduce the number of new infected cells through RTI and PI, which are denoted, respectively, by $u_1$ and $u_2$, such that $u_i \in [0, 1]$ for $i = 1, 2$. When $u_i = 1$, it means that use of medication was efficient by 100% and $u_i = 0$ represents a 0% efficiency or absence of ART.

In the first place, $T = T(t)$ is the average number of healthy CD4 T cells in a time $t$, these cells are produced at a constant rate $\sigma$ in the organism and their natural death is described by the rate $\mu$, so that $\mu T$ represents the average of healthy CD4 T dying naturally. The CD4 T cells are infected upon contact with the viral particles $V = V(t)$ over time, at a probability $\beta$. The mass-action principle permits establishing that the average of new infected cells is proportional to the product of healthy CD4 T cells with the infectious viral particles [13]; this permits the assumption that the average number of cells that become infected is $\beta (1 - u_1) TV$, where $(1 - u_1)$ is the failure rate of RTI. The equation to describe the variation of healthy CD4 T cells with respect to time $t$ is:

$$\dot{T} = \sigma - \beta (1 - u_1) TV - \mu T \tag{1}$$

where the dot denotes time derivative. The average number of infected cells over time is denoted $T^* = T^*(t)$; which die at a rate $\delta$; thus, $\delta T^*$ is the average number of infected cells that die due to causes associated with the virus. This death is known as cellular lysis, consisting in the rupture of the cell membrane. The differential equation that describes the variation of infected CD4 T cells is:

$$\dot{T}^* = \beta (1 - u_1) TV - \gamma T^* M^* - \delta T^* \tag{2}$$

To explain the term $\gamma T^* M^*$, consider that $T^*$ cells stimulate the specific cell immune response against HIV (CD8 T cells) that are inactive $M = M(t)$ and become active $M^* = M^*(t)$. The CD8 T cells recognize and destroy only the infected cells through direct attack, injecting toxic enzymes that cause their destruction [30,31]. Thus, $M$ is the average number of CD8 T immune cells inactive at a given time $t$ and $M^*$ represents the average number of activated CD8 T immune cells at a given time $t$. The $M^*$ cells are in charge of destroying the $T^*$ cells with a probability $\gamma$, through the mass-action principle, is the average number of infected cells destroyed by the specific cell immune response. The CD8 T cells are produced in the organism at a constant rate $\lambda$ and the average
of cells dying naturally is described by $\rho M$, where $\rho$ is the death rate of the CD8 T cells. It is assumed that the influence of the $T^*$ cells stimulates the active immune response $M^*$, according to the mass-action principle at a probability $\psi$, hence, the average number of inactive $M$ cells that activate against HIV is given by $\psi T^* M$. Thus, the equation for the average number of $M$ cells remains:

$$\dot{M} = \lambda - \psi T^* M - \rho M$$

(3)

Furthermore, it is considered that proliferation of activated CD8 T cells at a probability $\alpha$ stimulated by the presence of infected cells $T^*$; then, through the mass-action principle, $\alpha T^* M^*$ represents the average of new active CD8 T cells produced through proliferation. Finally, it is considered that cells from the active cell response $M^*$ die at a rate $\rho$, thus, $\rho M^*$ is the average of $M^*$ cells dying naturally. Due to the aforementioned, the differential equation is:

$$\dot{M}^* = \alpha T^* M^* + \psi T^* M - \rho M^*$$

(4)

When the $T^*$ cells die due to cellular lysis, their cell membranes rupture, release intracellular material and a large amount of new infectious and non-infectious virions (the latter as long as the PI are used); recall $V = V(t)$ is the average number of infectious viral particles in a time $t$ and denote $W = W(t)$ the average number of non-infectious viral particles at a given time $t$. The elimination rate of viral particles is represented with $c$; hence, $cV$ and $cW$ represent the average number of infectious and non-infectious viral particles eliminated, respectively. In the model, replication of $V$ and $W$ is described through $N\delta T^*$ in which $N$ is the average number of viral particles produced by an infected $T^*$ cell and the production of non-infectious virions depends on the use of PI (with effectiveness $u_2$). Therefore, expressions $N\delta(1 - u_2)T^*$ and $N\delta u_2 T^*$ represent the average number of infectious and non-infectious virions, respectively, produced by each infected cell, bearing in mind the effect of ART. The differential equations that describe this behavior are:

$$\dot{V} = N\delta(1 - u_2)T^* - cV$$

(5)

and

$$\dot{W} = N\delta u_2 T^* - cW$$

(6)

With the assumptions described, the system modelling HIV replication in an infected person’s organism, considering ART, is given by the system (7) of differential equations. Table 2 describes the parameters used in the immunological model.

$$\begin{align*}
\dot{T} &= \sigma - \beta(1 - u_1)TV - \mu T \\
\dot{T}^* &= \beta(1 - u_1)TV - \gamma T^* M^* - \delta T^* \\
\dot{M} &= \lambda - \psi T^* M - \rho M \\
\dot{M}^* &= \alpha T^* M^* + \psi T^* M - \rho M^* \\
\dot{V} &= N\delta(1 - u_2)T^* - cV \\
\dot{W} &= N\delta u_2 T^* - cW
\end{align*}$$

(7)

The model (7) was proposed in [23], but its local stability was not analyzed with control; here, we perform this analysis and use it to describe the immune system of each person in the complex network.
Table 2. Description of parameters for model (7) and baseline values used in the simulation, with their respective source.

| Sym.  | Description                                           | Value          | Ref. |
|-------|-------------------------------------------------------|----------------|------|
| σ     | Production rate of healthy CD4 T cells               | 10 mm³ d⁻¹     | [32,33] |
| β     | CD4 T cells infection probability                    | 2.5 × 10⁻⁵ mm³ d⁻¹ | [33]  |
| μ     | Death rate of the uninfected CD4 T cells             | 1 × 10⁻² d⁻¹   | [32]  |
| δ     | Death rate of infected CD4 T cells                  | 0.26 d⁻¹       | [32,33] |
| N     | Production rate of viral particles                   | 500 d⁻¹        | [32]  |
| c     | Rate of virus elimination                            | 2.4 d⁻¹        | [33]  |
| ψ     | Activation probability of CD8 T cells               | 2 × 10⁻³ mm³ d⁻¹ | -     |
| a     | Replication probability of the active CD8 T cells    | 5 × 10⁻⁵ mm³ d⁻¹ | [33]  |
| ρ     | Death rate of CD8 T cells                           | 0.1 mm³ d⁻¹    | [32,33] |
| γ     | Probability of the active CD8 T cells eliminating the infected CD4 T cells | 2 × 10⁻³ mm³ d⁻¹ | [33]  |
| λ     | Production rate of inactive CD8 T cells             | 5 mm³ d⁻¹      | [33]  |
| u₁    | Effectiveness of RTI                                 | -              | -     |
| u₂    | Effectiveness of PI                                 | -              | -     |
| T₀    | Initial value of the healthy CD4 T cells            | 1000 mm³       | [33]  |
| T'₀   | Initial value of infected CD4 T cells               | 0 mm³          | [33]  |
| M₀    | Initial value of inactive CD8 T cells               | 0 mm³          | [33]  |
| M'₀   | Initial value of active CD8 T cells                 | 1 mm³          | [33]  |
| V₀    | Initial infectious viral load                       | 1 × 10³ mm³    | [33]  |
| W₀    | Initial non-infectious viral load                   | -              | -     |

3. Results

3.1. Local Stability Analysis of the Immunological Model

The model (7) is defined in an invariance region whose importance is to guarantee that the populations do not become negative or grow indefinitely; in other words, it guarantees that the model’s solutions make biological sense. Mathematically, the region is a compact set that finally (t ≥ 0) will contain the system’s solutions, that is, ensuring that the system’s solutions (7) enter the region and remain in it for all t ≥ 0. The demonstration of the Proposition 1 is found in the Appendix A.

Proposition 1. If γ ≥ a, the system (7) is defined in the positively invariant region

\[ Ω = \left\{ x ∈ \mathbb{R}^6 \mid 0 ≤ T ≤ \frac{c}{p}, 0 ≤ G ≤ \frac{c+λ}{ε}, 0 ≤ D ≤ \frac{N(ε+λ)}{ε} \right\} \]

where \( x = (T, T', M, M', V, W) \); \( G = T + T' + M + M' \) and \( D = V + W \).

Condition γ ≥ a means that the probability of the active CD8 T cells of eliminating the infected CD4 T cells being higher than the probability of replicating the active CD8 T cells.

The stationary solutions or equilibrium points represent the values of variables T, T', M, M', V, and W where there is no change in the system’s behavior; that is, they are constant solutions \( E = (T, T', M, M', V, W) \) of system (7) whose coordinates are:

\[
\begin{align*}
T &= \frac{εc}{Nδβ(1-u₁)(1-u₂)T' + cμ'} \\
M &= \frac{λ}{qT' + p'} \\
M' &= \frac{AqT'}{(qT' + p')(p' - aT')} \\
V &= \frac{N(1-u₂)T'}{ε} \\
W &= \frac{Nδu₂T'}{ε}.
\end{align*}
\]

From (8) for \( T' = 0 \), the virus free equilibrium \( E₀ = \left( \frac{c}{p}, 0, \frac{λ}{p'}, 0, 0, 0 \right) \) is obtained, where \( \frac{c}{p} \) represents the average number of healthy cells T and \( \frac{λ}{p'} \) represents the average
number of inactive CD8 T cells. On the other hand, to have equilibria in presence of virus, note that it is required \( \rho > \alpha T \) to have a non-negative \( \mathcal{M}^* \). In (8), we denote \( T^* \) the solution of the cubic equation:

\[
A^3 \xi^3 + B^2 \xi^2 + C \xi + D = 0, \tag{9}
\]

where,

\[
A = \delta \alpha \psi F, \quad B = -\gamma \lambda \psi F + \delta F \rho (\alpha - \psi) + \delta \alpha \psi \mu - \alpha \psi \sigma F, \\
C = -\delta \rho^2 F - c \mu \gamma \lambda \psi + \delta \rho c \mu (\alpha - \psi) + F \rho \sigma (\psi - \alpha), \quad D = -\delta \rho^2 \mu + \sigma \rho^2 F, \\
\]

and \( F = N \delta \beta (1 - u_1)(1 - u_2) \). To study the system’s behavior in presence of viremia through a stability analysis of (7), it is convenient to find the basic reproduction number \( R_0 \), a number that has been widely studied in the spread of epidemics on a population scale, and whose definition is also applicable in this type of models on an immunological scale, indeed, it corresponds to the average number of secondary cells infected in a susceptible cellular population by an infected cell with certain initial viral load [13,34,35]. Mathematically, \( R_0 \) is the spectral radius of the next-generation matrix evaluated in the virus-free equilibrium [36] (see Appendix A). For system (7), it is given explicitly by:

\[
R_0 = \frac{N \delta \beta (1 - u_1)(1 - u_2) \sigma}{c \mu}. 
\]

The \( R_0 \) is important because, theoretically, it determines if there will be a peak in viral replication \( (R_0 > 1) \) and, on the contrary, there will be no increase in the viral load when \( R_0 < 1 \), which means that the infection is not established and manages to “disappear”, as established in the following results. In particular, the analysis of local stability of the virus-free equilibrium \( E_0 \) permits determining conditions for the system’s solutions to stabilize close to such values or approach them over time, i.e., determine “theoretical” conditions under which the infection does not manage to establish in the immune system.

**Proposition 2.** The virus-free equilibrium \( E_0 = (\sigma \mu, 0, \lambda \rho, 0, 0, 0) \) is locally asymptotically stable if and only if \( R_0 < 1 \).

This means that if a person is susceptible of acquiring HIV, but satisfies \( R_0 < 1 \), then the infection “theoretically” is not established in the immune system, and the initial viral load becomes undetectable; this result is theoretical, given that HIV infection has no cure [34,35,37]. The demonstration of the Proposition 2 is found in the Appendix A.

**Proposition 3.** If \( R_0 > 1 \), there is a single equilibrium in presence of viremia given by \( E_1 = (T, T^*, \mathcal{M}, \mathcal{M}^*, V, W) \).

By the nature of the system, it is expected the equilibrium in presence of viremia \( E_1 \) to be locally asymptotically stable when \( R_0 > 1 \) (in that case, as already proven by Proposition 2, the virus-free equilibrium is unstable), since it was not possible to perform the analytical proof (due to the algebraic difficulty), this remains a conjectured result. Appendix A presents the demonstration of Proposition 3 and the conjecture will be illustrated numerically via simulation. However, the stability of the equilibrium in the presence of viremia implies the occurrence of infection peaks in the organism and the variation in time of the cellular levels and the viral loads. Usually, the system’s transient describes oscillations before reaching the stability values, which will be illustrated in the next subsection.

### 3.2. Simulation of the Immunological Model

For the purpose of studying the impact of some parameters on the system behavior, and analyzing which of them can be intervened for the infection in the immune system to
be low or null, the numerical simulation of system (7) is performed by using the parameter values in Table 2 and varying the CD4 T cells infection probability \( \beta \), and the probability of the active CD8 T cells eliminating the infected CD4 T cells \( \gamma \) (Figures 2 and 3).

**Figure 2.** Numerical solutions of system (7), considering the parameters in Table 2, simulating 300 days, varying the CD4 T cell infection probability \( \beta \), taking as fixed the value of the probability of the active CD8 T cells eliminating the infected CD4 T cells, \( \gamma = 2 \times 10^{-3} \), and considering that ART is not used, that is, the RTI and PI are in null values, \( u_i = 0 \) with \( i = 1, 2 \). When \( \beta = 1.5 \times 10^{-5} \) is the red curve with \( R_0 = 1.2168 \), \( \beta = 2.5 \times 10^{-5} \) is the black curve with \( R_0 = 2.0280 \), \( \beta = 4.5 \times 10^{-5} \) is the magenta curve with \( R_0 = 3.6504 \), and \( \beta = 5.5 \times 10^{-5} \) is the green curve with \( R_0 = 4.4616 \).

**Figure 3.** Simulations performed for the parameters according to the values from Table 2, varying the probability of active CD8 T cells eliminating the infected CD4 T cells \( \gamma \), where \( \gamma = 9 \times 10^{-2} \) (red), \( \gamma = 6 \times 10^{-2} \) (black), \( \gamma = 5 \times 10^{-3} \) (magenta) and \( \gamma = 2 \times 10^{-3} \) (green). Fixed values were taken for the CD4 T cell infection probability, \( \beta = 2.5 \times 10^{-5} \), and ART use was not considered, thus, \( u_i = 0 \), for \( i = 1, 2 \). \( R_0 = 2.0280 \) in all the scenarios illustrated.
Figure 2 shows the variation of the CD4 T cell infection probability, $\beta$. A fixed value was used for $\gamma = 2 \times 10^{-3}$, considering the values $u_1 = 0$ and $u_2 = 0$ that represent the effectiveness of RTI and PI, respectively, which implies no use of medications to control the infection. The red curve corresponds to $\beta = 1.5 \times 10^{-5}$, the black curve to $\beta = 2.5 \times 10^{-5}$, finally, the magenta and green curves represent $\beta = 4.5 \times 10^{-5}$ and $\beta = 5.5 \times 10^{-5}$, respectively. It may be noted in the red curve (for the smaller value $\beta = 1.5 \times 10^{-5}$) that the number of $T$ cells is kept at higher levels than 150 cell/mm$^3$ and stabilize at 358 cells. The green curve shows that for the highest value of $\beta = 5.5 \times 10^{-5}$, the $T$ cells remain at levels below 200 cell/mm$^3$ and stabilize at 100 cell/mm$^3$. With respect to the number of infected cells $T^*$, it was observed that these stabilize in the interval of $(1, 40)$ cell/mm$^3$ for all the simulated values of $\beta$. The legend for Figure 2 shows the $R_0$ values obtained in each case, all greater than 1, and it was observed that the organism remains with presence of virus during the entire simulation time (active CD8 T cells $M^*$, infected cells $T^*$, and infectious viral particles $V$ take values greater than zero), which illustrate the aforementioned conjecture, that is, that the equilibrium $E_1$ is locally asymptotically stable when $R_0 > 1$. Regarding the non-infectious viral particles, it can be noted that these remain at zero during the entire simulation time because the PI are not used ($u_2 = 0$), which leads to no production of non-infectious viral particles.

Moreover, different oscillations can be observed in each curve, in deed, when the infection begins, the body loses healthy CD4 T cells that become infected, which is why infectious viral particles also increase; then the immune system tries to recover by activating the cellular response (hence the oscillations in curves for $M$ and $M^*$, that are the inactive and active CD8 T cells, respectively) and increases the healthy CD4 T cell levels, decrease infected CD4 T cells and infectious viral particles. Thus, a constant battle is triggered between the immune system and the virus until, after a certain time (approximately 200 days in the simulations), the values of all cell populations and viral particles are stabilized; the same happens in the other simulations carried out in the following.

A fundamental reason for this behavior to occur is that this type of model does not describe the final phase of HIV infection, in which the diagnosis of AIDS implies that the weakened immune system allows the arrival of opportunistic diseases, which can even cause death. On the other hand, mathematically, the stability of the solutions is reached after a series of oscillations, which reflects that when analyzing the local stability of the system in a neighborhood of the equilibrium in the presence of viremia, complex eigenvalues would be obtained. This also implies that an analysis of bifurcations of the model would yield interesting results on the system’s behavior; however, such analysis is beyond the purposes of this study.

Figure 3 shows the dynamics when varying the parameter $\gamma$, which denotes the probability of active CD8 T cells $M^*$ eliminating the infected CD4 T cells $T^*$. The simulation considers a fixed value for the infection probability $\beta = 2.5 \times 10^{-5}$ and null values for the RTI and PI effectiveness ($u_i = 0$, for $i = 1, 2$), that is, ART is not used. When taking large values of $\gamma$, i.e., $\gamma = 9 \times 10^{-2}$ (red curve) the $T$ cells tend to stabilize at $525$ cell/mm$^3$ approximately, infected cells $T^*$ stabilize at $15$ cell/mm$^3$ and infectious viral particles $V$ do so at $1000$ vir/mm$^3$, where they remain for most of the simulation time. On the contrary, for lower values of $\gamma$, the scenario was quite different, as expected, due to the diminished probability of the infected cells $T^*$ of being annihilated through the action of the active CD8 T cells. Thus, when simulating for $\gamma = 2 \times 10^{-3}$ (green curve) the healthy cells $T$ tend to stabilize at $217$ cell/mm$^3$; infected cells $T^*$ do so at $30$ cell/mm$^3$ and infectious viral particles $V$ at $3000$ vir/mm$^3$. It should be clarified that for every probability variation in $\gamma$, $R_0 = 2.0280$ was obtained, since $R_0$ does not depend on $\gamma$. These results also illustrate that when $R_0 > 1$, there is viral presence during the entire simulation time. Note that there was no production of non-infectious viral particles, given that the PI are not used.

Observe that the variations in the infection probability of healthy cells $\beta$, and the probability of the active CD8 T cells eliminating the infected CD4 T cells $\gamma$, produce different scenarios for the infection, so that if the levels for $\beta$ are high and those of $\gamma$ are
low, the virus will spread faster in the carrier’s organism, producing an outbreak of the infection and, vice versa, when $\beta$ is low and $\gamma$ is high, the virus may not establish in the body (provided $R_0 < 1$). These results basically validate the immunological model, given that they agree with known facts on the infection process and the specific cell immune response to HIV.

In Figures 4–6, simulations of system (7) are conducted by varying the use of ART to control the infection, that is, the parameters that represent the effectiveness of RTI ($u_1$) and PI ($u_2$) are varied. Figure 4 simulates different scenarios for ART that use only the RTI, that is, varies the value of $u_1$ but $u_2 = 0$. The values simulated for $u_1$ were 0.2, 0.4, 0.6, and 0.8 represented by the curves in red, black, magenta, and green, respectively. Values were taken as fixed for the infection probability of the $T$ cells ($\beta = 2.5 \times 10^{-2}$), and for the probability of the active CD8 $T$ cells eliminating infected cells $T^*$ ($\gamma = 2 \times 10^{-3}$); due to the nonuse of PI, the number of non-infectious viral particles is null all the time. When simulating for high RTI effectiveness, $u_1 = 0.8$ (green), it is found that the infection is controlled, which is reflected by the value of $R_0 = 0.7056 < 1$, and means that the immune system of the individual will be (theoretically) virus free. Additionally, the levels of infectious viral particles remained almost undetectable, that is, below 50 vir/mm$^3$, the number of infected cells $T^*$ was close to zero throughout the simulation time, and the average number of active CD8 $T$ cells was 2 cell/mm$^3$. Conversely, when taking lower values for the RTI effectiveness ($u_1 = 0.2$), the infected cells $T^*$ stabilize at 25 cell/mm$^3$, the number of infectious viral particles $V$ do so at 1500 per vir/mm$^3$, the number of active CD8 $T$ cells $M^*$ at 17 cell/mm$^3$, and healthy cells $T$ at 271 cell/mm$^3$. The red curve corresponds to $R_0 = 1.6224$, the black curve corresponds to $R_0 = 1.3168$, and the magenta curve has $R_0 = 1.0112$.

The simulation for the PI alone is shown in Figure 5 and very similar results are obtained, including the resulting value of $R_0$. Fixed values were taken for the infection probability of the $T$ cells and the probability of the active CD8 $T$ cells eliminating infected cells $T^*$; thus, $\beta = 2.5 \times 10^{-5}$ and $\gamma = 2 \times 10^{-3}$, respectively. The simulation uses $u_1 = 0$ and $u_2$ equal to 0.2, 0.4, 0.6, and 0.8, represented by the red, black, magenta, and green curves, respectively. It may be observed that the viral particles $V$ reach very high levels in the organism when $u_2 \leq 0.6$, with these being greater than 3000 vir/mm$^3$. Furthermore, the equilibrium values are in the interval of $(500, 2000)$, which means an infection outbreak (in those cases $R_0$ was greater than 1). In spite of having varied the effectiveness of PI ($u_2$), the results for the infected cells $T^*$ were also quite similar, almost equal to those obtained in the previous simulation (Figure 4), when using values of $u_2 = 0.6$. $T^*$ tends to stabilize in the interval $(5, 30) \text{ cell/mm}^3$, and the active CD8 $T$ cells stabilize in the interval $(13, 17)$. The most notable difference between both simulations performed for the RTI and PI effectiveness is that for the first (Figure 4), the levels of non-infectious viral particles is zero for the entire time, as expected. Indeed, defective viral particles are not produced, which does occur when PI are used (Figure 5). Moreover, it is observed, with the assumptions considered here, that when reaching PI effectiveness in the interval $(0.8, 1)$ the viral load becomes undetectable and very high values of healthy cells $T$ are reached.

Figure 6 shows the simulation to control the virus by using RTI ($u_1$) and PI ($u_2$) simultaneously, under the assumption that $u_1 = u_2$ for convenience and simplicity. The values used were 0.2, 0.4, 0.6, and 0.8 represented by red, black, magenta and green curves, respectively. In addition, fixed values are taken for the infection probability of the $T$ cells and the probability of active CD8 $T$ cells eliminating infected cells $T^*$, being $\beta = 2.5 \times 10^{-5}$ and $\gamma = 2 \times 10^{-3}$, respectively. The panorama of the infection in this simulation is totally different from that shown in Figures 4 and 5, given that in this case, HIV does not spread in the same magnitude; indeed, for values of RTI and PI effectiveness above 0.6 (magenta and green curves), the viral load is not detectable for both infectious and non-infectious viral particles, the infected cells $T^*$ are in values practically null and the number of active CD8 $T$ cells per mm$^3$ remains for most of the simulation time very close to zero, which is why the green and magenta curves are over the horizontal axis. Note also that healthy cells $T$ remain close to 1000 cell/mm$^3$ when effectiveness in using RTI and PI are $\geq 0.6$. 
Additionally, when said effectiveness takes on values $\leq 0.4$ (red and black curves), the infected cells $T^*$ stabilize at interval ($1, 50$) cell/mm$^3$, the infectious viral particles stabilize at interval ($100, 1500$) vir/mm$^3$, and the non-infectious viral particles stabilize at interval ($100, 500$) vir/mm$^3$; lastly, it is worth highlighting that the values obtained of $R_0$ in those cases are less than 1, as reported in the figure legend, which illustrates the result of the Proposition 2.

**Figure 4.** Dynamics of the model (7), fixed values are used for the CD4 T cell infection probability, $\beta = 2.5 \times 10^{-5}$, the probability of the active CD8 T cells eliminating the infected CD4 T cells, $\gamma = 2 \times 10^{-3}$, and no use of PI is considered, $u_2 = 0$. The RTI are varied, thus $u_1 = (0.2, 0.4, 0.6, 0.8)$, corresponding to the colored curves (red, black, magenta, and green) with their respective values of $R_0 = (1.6224, 1.3168, 1.0112, 0.7056)$. Simulations were performed in the interval of 300 days.

**Figure 5.** System simulation (7), taking the CD4 T cell infection probability, $\beta = 2.5 \times 10^{-5}$, the probability of active CD8 T cells eliminating the infected CD4 T cells, $\gamma = 2 \times 10^{-3}$ and use of RTI is not considered, $u_1 = 0$. The PI are varied, $u_2 = (0.2, 0.4, 0.6, 0.8)$ that correspond to the colored curves (red, black, magenta, and green) with their respective values of $R_0 = (1.6224, 1.3168, 1.0112, 0.7056)$ in a simulation time of $t = 300$ days.
Figure 6. Numerical solutions of system (7) considering the parameters from Table 2, \( \gamma = 2 \times 10^{-3}, \beta = 2.5 \times 10^{-5} \), and varying the values for ART effectiveness, under the assumption of being \( u_1 = u_2 \). The red curve represents \( u_i = 0.2 \), where \( R_0 = 1.2979 \), the black curve corresponds to \( u_i = 0.4 \), with \( R_0 = 0.7301 \), the magenta curve to \( u_i = 0.6 \) and \( R_0 = 0.3245 \), and the green curve is \( u_i = 0.8 \) with \( R_0 = 0.0811 \), for \( i = 1, 2 \).

With the foregoing, it can be stated that when using different types of inhibitors to combat HIV, the results are much more encouraging when seeking to suppress viral load and diminish the rate at which the virus spreads within the organism of each carrier. With the parameters considered here, when the effectiveness of RTI and PI take on high values (>0.6), small values for \( R_0 \) are achieved and, therefore, low levels of infected CD4 T cells, active CD8 T cells, and viral particles are achieved. Once again, these results permit validating the model, evidencing that using different inhibitors in combination is more convenient than using them in an isolated manner.

3.3. Coupling Algorithm of the Immunological and Population Scales

For the purpose of coupling the model in the immunological scale (system of differential equations) with the model for the propagation in the population scale (complex network), an algorithm was designed that permits manipulating the complex network, so that events in the population scale, that is, the way the virus will spread in the population, are influenced by the immune status of each individual.

1. The network was constructed by beginning with the random values [38–40] shown in the following, which seeks for each individual \( i \), for \( i = 1, \ldots, N_T \), from the network to have a different immune system. Additionally, for the values of the other parameters used in the system of differential equations that describe the immunological scale, those described in Table 2 were used.

   a. Initial number of healthy CD4 T cells in the \( i \)-th person per mm\(^3\): \( T_i(0) \in [200, 1000] \).
   
   b. Initial number of inactive CD8 T cells in the \( i \)-th person per mm\(^3\): \( M_i(0) \in [70, 980] \).
   
   c. Values of infected CD4 T cells, active CD8 T cells, infectious and non-infectious viral particles will be null, given that it is considered that the \( i \)-th person is still not infected by the virus, that is, \( T_i^* (0) = M_i^* (0) = V_i(0) = W_i(0) = 0 \).
   
   d. Production rate of healthy cells of the \( i \)-th person: \( \sigma_i \in [5, 20] \).
   
   e. Infection probability of the healthy cells of the \( i \)-th person: \( \beta_i \in [0, 2.5 \times 10^{-5}] \).
   
   f. Production rate of viral particles of the \( i \)-th person: \( N_i \in [100, 1500] \).
Then, a vertex from the network is chosen randomly as the first infected and is assigned a random viral load between 1 and 1000 vir/mm$^3$ [41]. With the aforementioned, the network is created, obtaining the initial state at $\tau = 0$.

2. From the corresponding initial condition, we solve the system of differential equations of the immunological system (7) for each vertex $i$ during one unit of time, saving the numerical solutions $T_i(t), T^*_i(t), M_i(t), M^*_i(t), V_i(t)$ and $W_i(t)$; therefore, we have the immunological status of each individual in the population during that unit of time. Additionally, the final value of each of the numerical solutions will be used as the initial condition in the following iteration. Furthermore, we saved the number of susceptible subjects, carriers with ART and carriers without ART at the end of the iteration.

3. Based on the numerical solutions, the following decisions were made:
   
   (a) If the $i$-th person is an HIV carrier and presents a number of healthy CD4 T cells $T_i$ below 350 cell/mm$^3$, a random probability of accessing to ART is assigned, if it is $>0.6$, it is established to use ART, so that a random value is assigned for $u_1$ and $u_2$ between $(0, 1)$.
   
   (b) If the $i$-th person is an HIV carrier already using ART, a random probability of therapy abandonment is assigned, if it is $< 0.2$, it is established that the individual leaves ART, that is $u_1 = u_2 = 0$.

This is why in the simulations that will be presented ahead in different iterations, the state of the vertices will vary from carriers with therapy to carriers without therapy, and vice versa.

4. The transmission process considers different factors. If the $i$-th person is an HIV carrier, the decision is made randomly whether to have a sexual encounter with only one of their susceptible “neighbors” (another susceptible vertex sharing an edge). If the random decision was affirmative, the infected person is partnered with one of their susceptible sex partners, then, the probability of transmitting the infection from the infected person $i$ to the susceptible person $j$ is given by $\lambda_{ij} = \frac{\langle k \rangle}{V_i}$ (taken from [16]), where $\langle k \rangle$ represents the average degree (associated with the potential number of sex partners) and $\lambda_i$ is the infection probability through sexual contact; the probability $\lambda_i$ is taken from [40] and is shown in Table 3 according to the values of vir/mm$^3$.

Finally, if person $j$ becomes infected, an initial viral load is assigned with 10% of the load owned by the person $i$ who caused the infection.

5. At the end of each iteration, the prevalence was calculated, as the rate between the number of HIV carriers with or without therapy and the total number of people from the network, that is,

$$P_f = \frac{\sum y_i + \sum z_i}{\sum x_i + \sum y_i + \sum z_i}. \quad (10)$$

The algorithm described is conducted until $\tau = \tau_f$, the total number of iterations.

3.4. Simulation of the Coupled Model

To illustrate the coupled model, a simulation shown in Figure 7 was performed for $N_T = 25$ people, $k = 2$, and $\tau_f = 20$ iterations, and the corresponding immune status of selected nodes is presented in Figure 8; additionally, two more simulations are shown for

| Type of Risk | Viral Load Range | Infection Probability |
|--------------|------------------|-----------------------|
| Low risk     | $V_i < 200$      | $\lambda_i \in (0.0006, 0.0011)$ |
| Medium risk  | $200 \leq V_i < 2000$ | $\lambda_i \in (0.0007, 0.0168)$ |
| High risk    | $V_i \geq 2000$  | $\lambda_i \in (0.002, 0.025)$ |

Table 3. Values for the infection probability $\lambda_i$ according to the number of vir/mm$^3$ found in the immune system [40].
$N_T = 1000$, $\tau_f = 200$, $k = 4$ (Figure 9), and $k = 10$ (Figure 10). Those simulations illustrate the implementation of the model and do not intend to reflect real scenarios. In each case, the blue vertices represent people susceptible of acquiring HIV $x_i$, those in red represent HIV carriers without therapy $y_i$, and those in green represent HIV carriers taking ART $z_i$.

Figure 7 shows the initial network, iterations 2, 6, 10, 11, 12, 13, 14, 17, and the final network; hence, it shows the infection’s spread over time, obtaining a final prevalence $P_f = 0.68$ (again, these simulations are for illustration purposes only). The first vertex infected is 19; at iteration 6, it manages to infect vertex 8. Then, at iteration 10 the number of HIV carriers has increased because vertices 2 and 5 are the new ones infected. Later, at iteration 14, the number of HIV carriers is seven (vertices 1, 2, 5, 8, 9, 19, and 21). Lastly, the network ends with 17 people infected, from which two are taking ART (vertices 5 and 19 in green). Note that during the simulation time, vertex 19 accessed therapy and abandoned it on several occasions (in iterations 2, 10, 12, and 14, vertex 19 accessed ART, and abandoned it in iterations 6, 11, and 13). Vertex 5 was without therapy and accessed it in iteration 17. As mentioned, the numerical solutions of each person’s immune system were saved for each iteration of the network; hence, Figure 8 shows the cell populations $T$, $T^*$, $M$, $M^*$ and viral loads $V$ and $W$ of individuals 1, 8, 19, and 24 of the network simulated in Figure 7, as an example. Black curves mean the person remained susceptible during the entire simulation time; red represents a person who is an HIV carrier and who in the final time $\tau_f$ did not take ART; lastly, green represents a person who is an HIV carrier and who in the final time $\tau_f$ uses ART. Note that each person began with a different number of $T$ and $M$ cells, which guarantees that a different immune system is considered for each one (numeral 1 of the previous subsection).

The simulation presented in Figure 8 shows the immune system of person 19, who was the first infected, upon ending the simulation time this person took ART (green). In the curves of viral particles $V$ and $W$ it may be estimated that ART had begun since iteration 2, but it is seen that therapy is alternatively taken and interrupted from iteration 10, which is revealed by the abrupt oscillations shown. As expected, when abandoning ART, HIV manages to replicate and high levels of viremia are reached. Furthermore, it is observed that person 19, during most of the simulation time, maintained low levels of healthy cells $T$, below 360 cell/mm$^3$. Person 8 acquired the virus during an early stage of the simulation (iteration 6); this is why for $\tau = 7$ its $T^*$ and $M^*$ cells and viral particles $V$ began to reach high levels, also notice that this person started using RTI at iteration 9, but never used the PI during the simulation time, which is why the $W$ values remain at zero. Upon ending the simulation time, this person did not take ART. It is also observed that, although person 8 is infected, the number of healthy cells $T$ did not diminish at any moment during the simulation period, a situation that possibly would change if we increase the number of iterations. Person 1 did not use the PI at any moment of the simulation, which is why the number of non-infectious viral particles $W$ remained at zero; furthermore, it is noted that this person acquired the infection almost at the end of the simulation (iteration 14), but in spite of that achieved an $R_0 = 12.15$; it could be inferred that, upon increasing the number of iterations, and if this person remains without taking ART, the viral spread will be accelerated, generating an infection outbreak and which would cause a much greater probability of infecting their susceptible sex partners and of the virus spreading faster in the population. In fact, although person 1 was infected in the almost final stage, its infectious viral particles $V$ reached high values (note the high value of $R_0$). Finally, Person 24 is susceptible, hence, during the simulation time was never infected with HIV and this is the cause for only $T$ and $M$ cell populations having values different from zero.
Figure 7. Schematic representation of the network showing the evolution with respect to time for $N_T = 25$, $\gamma = 3.4$, and $k = 2$. The blue vertices represent people susceptible of acquiring the infection; those in red, carriers without ART; those in green, the carriers who use ART. The scenario displayed does not seek to represent reality, it only aims to illustrate the operation of the coupled model.

Figure 8. Cont.
Figure 8. Immunological state of individuals 1, 8, 19, and 24 of the complex network simulated with $N_T = 25$, $\tau = 20$, $\gamma = 3.4$, and $k = 2$. (Black: person susceptible throughout the simulation time. Red: HIV carrier who in the final time did not take ART. Green: HIV carrier who in the final time takes therapy).

Figure 9 shows the simulation for a bigger population with $N_T = 1000$, a higher number of iterations $\tau_T = 200$, and takes $\gamma = 3.4$ from the literature [17,27]. This simulation refers to a slightly conservative population, given that it has been assigned a maximum number of sex partners of $k = 4$. Figure 9 shows the initial network with the first vertex infected (red upper-left panel), the final network (upper-right panel), the plot showing the population of HIV carriers taking ART (green dots) and those not taking it (red dots) located on the lower left panel and, finally, the prevalence (lower-right panel). The plot for both HIV carrier populations with and without therapy is constructed by accounting for the number of people in the different states (susceptible, infected with ART, and infected without ART) in each iteration; we obtained, as a result, sequences of points that tended to stabilize over time, with the red curve being greater or equal to the one in green most of the time, which means that $y_i < z_i$. It may be inferred from the plot that both populations tend to stabilize at an equilibrium value: for the first, that equilibrium value is around 160 people, that is, 16% of the HIV carriers take ART at the end of simulation, while for the population of HIV carriers without ART, the equilibrium point is around 135 people, that is, 13.5% of the HIV carrier population does not take ART at the end of the simulation. This situation is repeated in all the simulations we performed, although, here, we are assuming the probability of accessing ART as 0.6 and the probability of abandoning ART as 0.2. This is an interesting result indicating that the number of people who do not access ART being higher than those who access ART is an interesting source of information that should be studied in more detail. The prevalence plot (lower-right panel) provides an approximate idea of when the virus spread may have started. In this case, it is observed that it was close to iteration 5. The prevalence values are found through Equation (10) computed at each iteration. It is necessary to highlight that the prevalence plot grows in its entire domain and this is due to HIV not having a cure; hence, a virus carrier, with or without therapy, cannot go on to become a susceptible person; in the simulation, the final prevalence value was 0.2960.

Figure 10 shows the simulation of a more liberal population, where the average number of sex partners is $k = 10$, taking the same amount of people for the population and the same number of iterations, that is, $N_T = 1000$ and $\tau_T = 200$, respectively, and $\gamma = 3.4$ was again taken from the literature [17,27]. Figure 10 also shows the initial network with its first infected (upper left panel), the final network (upper right panel), the graphic showing the relation between people infected with and without ART (lower left panel), and the prevalence plot (lower-right panel). In the final network, a prevalence of 0.4950 is achieved, which is quite high and means that 49% of the population are HIV carriers. This simulation shows a scenario where people have a large number of sex partners and use no protection. It is noteworthy that it was used $k = 10$, because a population of...
1000 young people between 15 and 24 years of age is considered, in a simulation time of 200 weeks (approximately 4 years), so it is not unreasonable to think that a person from a slightly more liberal population could have an average of 10 sexual partners in a 4-year period. In comparison, with the simulation shown in Figure 9, it is evidenced that values of $k$ may cause the network to become susceptible to changes in the rate at which the virus spreads. Due to the aforementioned, the infection prevalence in the slightly conservative population with $k = 4$ was lower than that obtained in the more liberal population with $k = 10$. Analogous to the previous simulation, for the graphic showing the relation between the population of carriers not taking ART and those taking it (lower-left panel), the population not taking ART continues being more numerous during the entire simulation time; additionally, this population tends to stabilize over time at values close to 270 people, approximately, this is 27% of the total population, unlike the population of people infected who take ART, in which the equilibrium value is reached around 210 people, that is, 21% of the 1000 people; again, this proves a higher number of people who do not have access to ART. The prevalence plot (lower-right panel) shows that close to iteration 50, virus spread begins to accelerate, the curve growth is more pronounced (greater slope) and, finally, the curve starts reducing (the slope diminishes) towards the end, indicating fast virus spread followed by slow propagation. It is also noted that this plot presents an equilibrium point, which coincides with the prevalence value in the final time $\tau_f$. Although in the simulation for a conservative population, the infection outbreak occurred in time $\tau = 5$, the prevalence was lower than the simulation made for a more liberal population, where the infection outbreak took place over later time, for $\tau = 50$.

**Figure 9.** Upper: Simulation of the complex network for $N_T = 1000$, $\tau = 200$, $\gamma = 3.4$, and $k = 4$ (blue: susceptible people, red: carriers without ART, green: carriers with ART). Lower left: Graphic showing the relation between the HIV carrier population with ART (green) and the carrier population without ART (red). Lower right: Graphic of virus prevalence in the population. The scenario shown does not seek to represent reality, it only aims to illustrate the operation of the coupled model.
4. Conclusions

This paper studies a multi-scale model for HIV propagation in a group of people between 15 and 24 years of age, through a cluster-type scale-free complex network, which follows a power law. The model relates the immunological scale with the population scale so that the information obtained from the immunological scale helped to model decision making on how the infection would spread in the population.

At an immunological level, the infection is controlled when reducing the probability of healthy CD4 T cells becoming infected. Thereby, when small values are achieved in said probability, the infection remains in low levels. It was also evidenced that when the cellular immune response has a high probability of eliminating infected cells, the infection can be controlled; essentially, these results validate the model, because they correspond with known facts about the infection process and the specific cell immune response to HIV. The model analysis reflects how the use of reverse transcriptase inhibitors (RTI) and protease inhibitors (PI) helps to control infection in the immune system of each HIV carrier, as well as in the spread of the infection within the population. Therapies help to reduce viral outbreaks, and evidence that when using different types of ART, at the same time, better results are achieved than using them in isolated manner, which again validates the model for the immunological scale studied here. Lastly, with the assumptions of the immunological model, and the values of the parameters used in the simulations, it was observed that when reaching combined ART effectiveness in the interval $(0.6, 1)$, the viral load becomes undetectable and large values are reached for the healthy CD4 T cells.

Different scenarios were found in the immune system’s simulations for the population scale. The first deals with people uninfected during the entire simulation period, which is why there are only values in the number of healthy cells $T$ and inactive cells of the cellular response $M$, while cellular and viral values remain null. Another scenario is that shown by people who take ART, but only use the RTI, which is why the non-infectious viral particles $W$ are shown in zero. A very characteristic scenario was found, that of HIV carriers who take and abandon therapy on alternate occasions during the simulation period, which is
why we get graphics with maximums and minimums in form of abrupt peaks. Finally, another scenario related with $R_0$, is that showing that when large values are obtained ($>1$), the infection spreads faster in the organism of each carrier, unlike a low $R_0$, which keep the HIV from propagating quickly, or that (theoretically) the person is not infected when $R_0 < 1$, scenarios that can be associated with undetectable viral loads.

Moreover, it is observed from simulations that a higher number of sex partners a person has within a specific population, means a higher prevalence of the virus within said population, and that the infection will spread at higher rates, as long as the sexual encounters are unprotected. Additionally, in simulations that relate the number of HIV carriers with and without ART, we obtained sequences of points that tended to stabilize over time and, in all the cases simulated, the population of HIV carriers without ART was greater or equal to those with ART. This reflects an interesting relation between access and abandonment of ART, which is something we cannot explain as a consequence of the parameters considered here, indeed, the simulations consider the probability of ART access as 0.6, and the probability of ART abandonment as 0.2. Further studies should be performed in this regard. Nevertheless, our coupling algorithm of the immunological scale with the population scale takes random probabilities for access and abandonment of ART for each HIV carrier at each iteration; thus, we consider that for future research the most adequate would be to assign these values in non-random manner, using the viral load and the CD4 T cell count.

Regarding the prevalence, to obtain large values it is not necessary to start viral propagation during early stages of the simulation. This is due to many factors that influence decision making on the mode of virus spread in the model (it may occur that, although the first person is infected over early time of simulation, small prevalence values may be obtained); thus, it may be inferred that much uncertainty exists when not knowing clearly how the virus will spread and which variables to take into account in such modeling decisions. In addition, although equal values are used for the parameters, each simulation will lead to different prevalence results and a different virus propagation behavior, however, in a constant population, prevalence will tend to an equilibrium point (approximately the final value in simulations), this suggest that future works should conduct multiple simulations, with the same parameter values, to statistically infer the prevalence expected value for that parameter configuration.

Finally, it is believed that the formulation of this mathematical model is adequate, given that the assumptions made when modeling the spread of HIV, are improved by taking into account the two scales (immunological and population). Indeed, the multi-scale model studied here adds to the available literature an overview of what the dynamics of infection in a population would be like if the immune status of people within said population were considered, and serves as the basis for future research that seeks to consider more variables to achieve a model closer to reality. It is necessary to clarify that the parameter values used in the simulations (mainly from secondary sources) and the resulting data do not seek to show a real picture of HIV propagation in any specific population, because the main objective was the model’s description and its relevance. Only by comparing the real data worldwide, there are around 7.9-billion people [42] in the world, if the number of HIV carriers is considered as reported by [3], the prevalence as calculated here will result in approximately 0.005; however, models of this nature would allow us to explore the HIV propagation in population groups with specific risks in greater detail.
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Abbreviations
The following abbreviations are used in this manuscript:

| Sym | Symbol |
|-----|--------|
| HIV | Human Immunodeficiency Virus |
| AIDS | Acquired immune deficiency syndrome |
| ART | Antiretroviral therapy |
| RTI | Reverse transcriptase inhibitors |
| PI | Protease Inhibitors |
| LAE | locally asymptotically stable |

Appendix A. Demonstration of Propositions and Basic Reproduction Number

Proof of Proposition 1. Starts by demonstrating that for each coordinated hyperplane of $\mathbb{R}^6$ (if the initial conditions are non-negative and considering that $0 \leq u_i \leq 1$ by definition, with $i = 1, 2$) the solutions are found in the non-negative octant of $\mathbb{R}^6$, in deed:

\[
\begin{align*}
T|_{T=0} &= \sigma - \beta(1 - u_1)(0)V - \mu(0) = \sigma > 0 \\
T^*|_{T^*=0} &= \beta(1 - u_1)TV - \gamma(0)M^* - \delta(0) = \beta(1 - u_1)TV \geq 0 \\
M|_{M=0} &= \lambda - \psi T^*(0) - \rho(0) = \lambda > 0 \\
M^*|_{M^*} &= \alpha T^*(0) - \rho(0) + \psi T^*M = \psi T^*M \geq 0 \\
\dot{V}|_{V=0} &= N\delta(1 - u_2)T^* - c(0) = N\delta(1 - u_2)T^* \geq 0 \\
\dot{W}|_{W=0} &= N\delta u_2 T^* - c(0) = N\delta u_2 T^* \geq 0.
\end{align*}
\]

Now, it is guaranteed that the solutions are bound above. For $V = 0$ in (1) we obtain:

\[
T \leq \sigma - \mu T \iff T + \mu T \leq \sigma.
\]

Then, $T(t) \leq \sigma \mu + \frac{k}{\sigma}$, hence $\lim_{t \to \infty} T(t) \leq \lim_{t \to \infty} \left( \frac{\sigma \mu + \frac{k}{\sigma}}{\mu} \right) = \frac{\sigma}{\mu}$. Thus, $T \leq \frac{\sigma}{\mu}$.

Furthermore, if $G = T + T^* + M + M^*$, then:

\[
\begin{align*}
G &= \sigma - \beta(1 - u_1)TV - \mu T + \beta(1 - u_1)TV - \gamma T^*M^* - \delta T^* + \\
&\quad \lambda - \psi T^*M - \rho M + \alpha T^*M^* + \psi T^*M - \rho M^* \\
&= \sigma - \mu T - \gamma T^*M^* - \delta T^* + \lambda - \rho M + \alpha T^*M^* - \rho M^* \\
&= \sigma + \lambda + \alpha T^*M^* - \gamma T^*M^* - (\mu T + \delta T^* + \rho M + \rho M^*) \\
&\leq \sigma + \lambda + (\alpha - \gamma)T^*M^* - \varepsilon(T + T^* + M + M^*); \text{ with } \varepsilon = \max \{\mu, \delta, \rho\} \\
&\leq \sigma + \lambda - \varepsilon G + (\alpha - \gamma)T^*M^*, \text{ supposing } \gamma \geq \alpha \\
&\leq \sigma + \lambda - \varepsilon G - (\gamma - \alpha)T^*M^* \\
&\leq \sigma + \lambda - \varepsilon G.
\end{align*}
\]

Through an analogous process as the used to bound the $T$ variable, we obtain that $G(t) \leq \frac{\sigma + \lambda}{\varepsilon}$, hence, particularly $T^*(t) \leq \frac{\sigma + \lambda}{\varepsilon}$.

Finally, if $D = V + W$, then:

\[
\begin{align*}
\dot{D} &= N\delta(1 - u_2)T^* - cV + N\delta u_2 T^* - cW \\
&= N\delta T^*(1 - u_2 + u_2) - c(V + W) \\
&= N\delta T^* - cD \\
&\leq N\delta \frac{\sigma + \lambda}{\varepsilon} - cD \\
&\leq \frac{N\delta(\sigma + \lambda)}{\varepsilon}. \\
\end{align*}
\]
It is then obtained that \( D(t) \leq \frac{N_\delta(c+\lambda)}{ec} \), this completes the proof. \( \square \)

**Deduction of the basic reproduction number.** To find the \( R_0 \) of model (7), we define vectors \( h \) and \( g \), corresponding to the equations of the populations responsible for the infection:

\[
h = \left( \beta(1 - u_1)TV - \gamma T^* M^* \right), \quad g = \left( \beta(1 - u_2)T^* - cV \right).
\]

The next-generation matrix is defined as \( \tilde{M} = HG \), where \( H = -Dh \) and \( G = (Dg)^{-1} \). For \( Dh \) and \( Dg \), the respective Jacobian matrices of \( h \) and \( g \) with respect to \( T^* \) and \( V \). In this case,

\[
H = -\left( \begin{array}{cc} \frac{\partial h}{\partial T^*} & 0 \\ 0 & \frac{\partial h}{\partial V} \end{array} \right) = \left( \begin{array}{cc} \gamma M^* & -\beta(1 - u_1)T \end{array} \right),
\]

and,

\[
G = \left( \begin{array}{cc} \frac{\partial g}{\partial T^*} & \frac{\partial g}{\partial T} \\ \frac{\partial g}{\partial V} & \frac{\partial g}{\partial c} \end{array} \right)^{-1} = \left( \begin{array}{cc} -\frac{1}{\delta} & 0 \\ -\frac{N_\delta(1 - u_2)}{\delta c} & -\frac{1}{c} \end{array} \right).
\]

Therefore, \( \tilde{M} \), the next-generation matrix, remains,

\[
\tilde{M} = HG = \left( \begin{array}{cc} -\frac{\gamma M^*}{\delta} + \frac{\delta N_\delta(1 - u_1)(1 - u_2) T}{\delta c} & \frac{\beta(1 - u_1) T}{\delta c} \\ 0 & -1 \end{array} \right).
\]

Then, \( \tilde{M} \) evaluated in the virus-free equilibrium \( E_0 \left( q, 0, \frac{1}{\rho}, 0, 0, 0 \right) \) yields as result:

\[
\tilde{M} = \left( \begin{array}{cc} \frac{\sigma \beta N(1 - u_1)(1 - u_2)}{\mu c} & \frac{\sigma \beta(1 - u_1)}{\mu c} \\ 0 & 0 \end{array} \right).
\]

Finally, the eigenvalues of this matrix are \( z_1 = 0 \) and \( z_2 = \frac{\sigma \beta N(1 - u_1)(1 - u_2)}{\mu c} \), hence, the spectral radius is given by:

\[
R_0 = p(\tilde{M}) := \max \left( 0, \frac{\sigma \beta N(1 - u_1)(1 - u_2)}{\mu c} \right) = \frac{\sigma \beta N(1 - u_1)(1 - u_2)}{\mu c},
\]

which corresponds to the basic reproduction number.

**Proof of Proposition 2.** To study the local stability, linearization of the system is performed around the equilibrium point \( E_0 \) and \( E_1 \). First, the Jacobian matrix is evaluated in the virus-free equilibrium \( E_0 \left( \frac{q}{\rho}, 0, \frac{1}{\rho}, 0, 0, 0 \right) \), whose characteristic polynomial is given by:

\[
p(z) = (-\mu - z)(-c - z)(\rho + z)Q(z),
\]

where,

\[
Q(z) = z^3 + (\rho + \delta + c)z^2 + \left( \delta \rho + cp + \delta c - \frac{c}{\rho} F \right)z + \left( \delta cp - \frac{c}{\rho} \rho F \right).
\]

By solving \( p(z) = 0 \) we obtain three negative eigenvalues, \( z = -\mu; z = -c; z = -\rho \) and a cubic equation

\[
Q(z) = \frac{1}{\delta c} z^3 + \frac{\rho + \delta + c}{\delta c} z^2 + \left( \frac{\rho + \delta}{\rho c} + 1 - R_0 \right) z + \rho (1 - R_0) = 0. \quad (A1)
\]

If \( R_0 < 1 \), then \( (A1) \) does not have any sign changes in its coefficients, then, by Descartes’ rule [43], the roots of the cubic equation are all negative and \( E_0 \) is locally asymptotically stable (LAS). If \( R_0 > 1 \), the coefficient \( \rho (1 - R_0) < 0 \) and the coefficient \( \left( \frac{\rho}{c} + \rho c + 1 - R_0 \right) \) could be positive or negative, in any case, the equation will only have a change of sign and there will be a positive root, hence, the virus-free equilibrium \( E_0 \) is unstable.
Now, upon evaluating the Jacobian matrix on the equilibrium $E_1 = (T, T', M, M', V, W)$, it is found that the characteristic polynomial has the form:

$$ p(z) = A_0z^6 + A_1z^5 + A_2z^4 + A_3z^3 + A_4z^2 + A_5z + A_6 $$

Given that algebraic difficulties arise when trying to find the eigenvalues, it is established as a conjecture that $E_1$ is LAE when $R_0 > 1$, which will be illustrated numerically. □

**Proof of Proposition 3.** To study the number of positive roots of Equation (9), we keep in mind Descartes’ Rule again; hence, there would be no positive roots if $B$ and $C$ are at the same time positive. Thus, it will be proven that $BC < 0$ as long as $R_0 > 1$ and $\alpha < \psi$, in deed, it is obtained that $R_0 > 1 \implies c \mu \delta < \sigma F$

$$ B = -\gamma \lambda F + \delta F \rho(\alpha - \psi) - \alpha \psi \sigma F + \alpha \psi \mu \delta \psi $$

$$ C = -\delta \rho^2 F - c \mu \gamma \lambda \psi + c \mu \delta \rho (\alpha - \psi) - \sigma F \rho(\alpha - \psi) $$

For the case $\alpha > \psi$ and $R_0 > 1$, we obtain $C < 0$.

$$ C < 0 $$

This prove that if $R_0 > 1$, $B$ and then $C$ have contrary signs, that is, $BC < 0$. Given that $B < 0$ or $C < 0$, there are two sign changes in Equation (9), according to Descartes’ Rule there will be a maximum of two positive roots. If there are two positive solutions, these are assumed as $T_1^*$ and $T_2^*$, where $T_1^* < T_2^*$. We then have:

1. There are two positive solutions, that is, two endemic equilibriums if $T_1^*$ and $T_2^*$ satisfy the conditions to obtain $M^* > 0$ (see (8)); that is:

$$ 0 < T_1^* < T_2^* < \frac{\rho}{\alpha}. \quad \text{(A2)} $$

2. There are no positive solutions, that is, there is no endemic equilibrium if $T_1^*$ and $T_2^*$ fulfill:

$$ \frac{\rho}{\alpha} < T_1^* < T_2^*. \quad \text{(A3)} $$

3. There is a single endemic equilibrium point if $T_1^*$ and $T_2^*$ fulfill:

$$ 0 < T_1^* < \frac{\rho}{\alpha} < T_2^*. \quad \text{(A4)} $$

To satisfy Equations (A1) and (A2), it must be fulfilled that when evaluating in the cubic Equation (9) the value of $\frac{\rho}{\alpha}$ is $> 0$; however, by evaluating $\frac{\rho}{\alpha}$ in Equation (9) it remains:

$$ A\left(\frac{\rho}{\alpha}\right)^3 + B\left(\frac{\rho}{\alpha}\right)^2 + C\left(\frac{\rho}{\alpha}\right) + D = 0 $$

$$ \Leftrightarrow \delta \psi F F^p \frac{\rho^3}{\alpha^3} + \delta F(\alpha - \psi) F^2 \frac{\rho^2}{\alpha^2} - \gamma \lambda \psi F \frac{\rho^2}{\alpha^2} + \psi(\delta \mu - \sigma F) L_1 \frac{\rho}{\alpha} - \delta F L_2 \frac{\rho}{\alpha} = 0 $$

$$ \Leftrightarrow -c \mu \gamma \lambda \psi \frac{\rho}{\alpha} + \delta \mu (\alpha - \psi) \frac{L_2}{\alpha} + F \sigma (\psi - \alpha) \frac{L_1}{\alpha} + \sigma F \rho^2 - \delta \mu \rho^2 = 0 $$

$$ \Leftrightarrow -\gamma \lambda \psi F \frac{\rho^2}{\alpha^2} - c \mu \gamma \lambda \psi \frac{\rho}{\alpha} < 0. $$

Hence, the equation is fulfilled (A4) and it is concluded that if $R_0 > 1$, a single point of equilibrium exists in presence of virus in the system, which is $E_1 = (T, T', M, M', V, W)$ given by (8). □
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