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Abstract: Interest in water wave power generation, a promising source of renewable energy, is increasing. Numerous types of wave energy converters (WECs) have been designed to transform wave energy into electricity. In this study, we focus on heaving point absorbers (HPAs) of the Wavestar type, which consist of multiple floats connected to a bottom-fixed ocean structure by structural arms and hinges. Each float moves up and down due to wave forces and produces electricity using the hydraulic power take-off (PTO) system connected directly to the float. A numerical procedure using the three-dimensional augmented formulation was developed to calculate the rotational motion of the float. The frequency-dependent coefficients were calculated using the hydrodynamic solver WAMIT. The nonlinear Froude–Krylov and hydrostatic forces were considered. For the environmental conditions, the wave data of four nearshore areas in Korea, obtained from the Korea Meteorological Administration (KMA), were used. Under the given environmental conditions, Buan was found to be the most suitable area among the locations selected for installing a Wavestar-type WEC without considering installation and maintenance costs.

Keywords: dynamic response; heaving point absorber; augmented formulation; wave energy converter; Korean nearshore area; weakly nonlinear

1. Introduction

Fossil fuels, which are currently the primary energy source used worldwide, are limited in quantity and cause environmental pollution. Therefore, the demand for renewable energy with no restrictions on the amount of energy and is free of environmental pollution is increasing continuously. As one of the promising renewable energy sources, ocean waves have high energy density and show low energy losses. In addition, several studies are being conducted on the use of various energy extraction structures [1,2].

Many types of wave energy converters (WECs) have been developed to transform wave energy into electrical energy. Several types of WECs have been designed and reviewed [1–5]. WEC technologies can be classified into three types based on their working principle: oscillating water columns, oscillating body systems, and overtopping converters [3]. Among these types, the oscillating body system normally consists of a floating body that moves with wave motion, a supporting structure, and a power take-off (PTO) system that extracts electrical energy [5,6]. The relative motion between the floating body and a constrained base structure produces electricity in the hydraulic PTO system [7].

Wavestar is an oscillating body heaving-point-absorber (HPA) WEC [8]. Figure 1 shows a Wavestar-type WEC platform model applied in this study. It is composed of multiple hemispherical floats and a seabed-fixed platform. Each float is connected to a hinge point on the platform with an arm, and its heave motion is converted to rotational motion [4]. External forces, including incident wave loads, act on the floats. Each float moves up and down and generates electricity using the PTO system. In the case of a
multiple-floating-body system, the hydrodynamic interactions between the floats should be considered [9]. Many studies have evaluated the motion of the float and the power production of Wavestar-type WECs. Zurkinden et al. [10] conducted an experimental study and numerical analysis for a single float in a Wavestar WEC. They reported that the linear assumption of the external moments was in good agreement with the physical model. Kim et al. [11] carried out an experimental study for the motion characteristics of a hinged floating WEC. They examined the hydrodynamic responses and the generated power of a hemispherical float. Wang et al. [12] developed a flexible multibody dynamics model for hinged-point-absorber WECs. They analyzed the floater arm tip displacement and velocity, as well as the stress distribution of an arm. Heo and Koo [13] performed a linear time-domain analysis of a Wavestar-type WEC using the multibody dynamics formulation in the two-dimensional domain. They compared the time history results with the classical method and reported results that were in good agreement with each other. Ghafari et al. [14] presented a hybrid platform that combined a floating wind turbine and multiple Wavestar-type WECs. They evaluated both the motion of the floating platform and power production according to various environmental conditions and the number of floats.

![Figure 1. Description of a Wavestar-type WEC platform applied in this study.](image)

The Korean government announced the Renewable Energy 3020 plan, which aims to increase the proportion of renewable energy generation to 20% of the total generation output by 2030 [15,16]. The Korean peninsula is surrounded by sea on three sides (East Sea, South Sea, and Yellow Sea) and is suitable for applying the WEC [17]. Several researchers have reviewed the offshore and nearshore wave energy resources for the region around the Korean peninsula [18–20]. Ahn and Ha [21] assessed and characterized the wave energy resources using wave measurements at 22 buoy stations around Korea. They calculated and compared the total wave power, peak period spread, and monthly variability to determine the ideal areas in terms of wave energy resources in the nearshore areas of Korea. Research on WECs, applying the environmental conditions of the Korean nearshore, is being actively conducted. Kim and Koo [22] performed time-domain analysis to determine the optimal design of a two-buoy-type WEC, applying three-year measured wave data from Ulsan, Korea. Ko et al. [23] carried out numerical analysis and an experimental study to investigate the optimal PTO torque of an asymmetric WEC under the wave conditions of the western sea of Jeju Island, Korea. Kim et al. [24] proposed a dual-buoy WEC that generates electricity using the relative motion between two buoys. They analyzed the dynamic characteristics of the WEC using actual wave data measured at two sites in Hupu Harbor, Korea.

In this study, the numerical procedure developed in the authors' previous study (Heo and Koo, 2020) was extended to a three-dimensional model. In addition, the nonlinear
Froude–Krylov force was used to calculate the nonlinear body force in waves. A spherical float was used as a WEC model, and the waterplane area of the float was changed in time, so the time-varying nonlinear Froude–Krylov force was updated in every time step to reflect the nonlinear effect. In the previous study [13], for the analysis of the heaving-point-absorber WEC, an augmented formulation, one of the multibody dynamics techniques, was developed and applied to construct an equation of motion for a two-dimensional plane, and only a linear time-domain analysis was performed. Frequency-dependent hydrodynamic coefficients of a single float and two floats were obtained using the boundary element method (BEM)-based hydrodynamic solver WAMIT [25]. Time-domain simulation was carried out, applying the linear and weakly nonlinear hydrodynamic analysis methods for the floating body. For the 3D WEC model applied in this study, four nearshore areas in Korea were selected. To compare the trends and magnitudes of the results, regular waves were applied as the environmental conditions. The regular wave conditions were calculated using six-year average winter wave data obtained from the Korea Meteorological Administration (KMA) and used for numerical analysis. The dynamic responses and power production of the Wavestar-type WECs were analyzed for the selected areas.

2. Calculation Methods

2.1. Equation of Motion of a Constrained Rigid Body System

The equation of motion of a constrained rigid body system can be expressed as a differential equation using Newton’s second law and an equation expressing the constraint conditions between objects as algebraic equations [26].

\[ \mathbf{M} \ddot{\mathbf{u}} = \mathbf{Q} - \mathbf{C}_{uT} \lambda \quad (1) \]

\[ \mathbf{C}(\mathbf{u},t) = \mathbf{0} \quad (2) \]

where \( \mathbf{M}, \mathbf{u}, \mathbf{Q}, \mathbf{C}, \mathbf{C}_u, \) and \( \lambda \) are the mass matrix, displacement vector, generalized external force vector, constraint equation vector of the system at the displacement level, the Jacobian matrix of constraint equations \( \mathbf{C}_u = \partial \mathbf{C} / \partial \mathbf{u} \), and the Lagrange multiplier vector, respectively. Euler angles were used to transform the body-fixed frame to an earth-fixed frame [27]. The second term on the right-hand side of Equation (1) represents the constraint force acting on the center of gravity of each object caused by the constraint condition. The first and second derivatives with respect to time of Equation (2) were obtained to determine the constraint equations at the velocity and acceleration levels, respectively.

\[ \mathbf{C}_u \dddot{\mathbf{u}} = - \mathbf{C}_t \quad (3) \]

\[ \mathbf{C}_u \ddot{\mathbf{u}} = \mathbf{Q}_d = - \left( \left( \mathbf{C}_u \dddot{\mathbf{u}} \right)_{uT} \dddot{\mathbf{u}} + 2 \mathbf{C}_{ut} \dddot{\mathbf{u}} + \mathbf{C}_{tt} \right) \quad (4) \]

The dynamic response of the constrained system can be obtained via the numerical analysis of the differential-algebraic equations composed of Equations (3) and (4). Equation (5) shows the equation of motion using the augmented formulation, one of the multibody dynamics formulations [28].

\[
\begin{bmatrix}
\mathbf{M} & \mathbf{C}_{uT} \\
\mathbf{C}_u & 0
\end{bmatrix}
\begin{bmatrix}
\dddot{\mathbf{u}} \\
\lambda
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{Q} \\
\mathbf{Q}_d
\end{bmatrix}
\quad (5)
\]

Equations (2)–(4) cannot be satisfied accurately because of an error occurring in the numerical integration process of Equation (5) [29]. To solve this problem, time integration was performed using a two-loop procedure to ensure that the errors of the constraint equations at displacement, velocity, and acceleration levels were within the tolerance [26,29,30].

Figure 2 shows the two-loop procedure for the implicit time-integration method. First, the \( n^{th} \) time step variables enter the outer loop. The displacement and velocity were obtained at the next time step, using the implicit time integration scheme. Subsequently, the Jacobian matrix was constructed, and the independent displacements were determined.
The dependent displacements were calculated by applying the Newton–Raphson method to the displacement constraint equations, in a process called an inner loop. The dependent velocities were calculated using the velocity constraint equation. Finally, the right-hand side of the equation of motion was calculated, and the motion equation was solved to obtain the $(n+1)$th time step’s variables.

Figure 2. Two-loop procedure for the implicit time-integration method.

2.2. External Forces Acting on the Floating Body

Various external forces acting on the floating body can be expressed as follows:

$$\sum F = F_{\text{Weight}} + F_{\text{Hydrostatic}} + F_{\text{Froude–Krylov}} + F_{\text{Diffraction}} + F_{\text{Radiation}}$$  \hspace{1cm} (6)

where $F_{\text{Weight}}$ is the self-weight, $F_{\text{Hydrostatic}}$ is the hydrostatic force, $F_{\text{Froude–Krylov}}$ is the Froude–Krylov force, $F_{\text{Diffraction}}$ is the diffraction force, and $F_{\text{Radiation}}$ is the wave radiation force.

The self-weight acts in the vertical downward direction and is calculated as the product of the mass of the body ($m$) and the gravitational acceleration ($g$) as follows:

$$F_{\text{Weight}} = \left[ \begin{array}{c} 0 \\
0 \\
-mg \\
\end{array} \right]^T$$  \hspace{1cm} (7)

The hydrostatic force can be calculated using linear or nonlinear analysis. The linear hydrostatic force is obtained through an equation that is linearly proportional to the submerged depth of the body from the still water level regardless of the change in the water surface with time. On the other hand, the nonlinear hydrostatic force can be obtained by integrating the pressure acting on the submerged area at every time step. Equations (8) and (9) represent the linear and nonlinear hydrostatic force, respectively.

$$F_{\text{Hydrostatic\_Linear}} = \left[ \begin{array}{c} 0 \\
0 \\
\rho wg(V_s - A_w u_z(t)) \end{array} \right]^T$$  \hspace{1cm} (8)

$$F_{\text{Hydrostatic\_Nonlinear}}(t) = -\int_{S_B(t)} \rho wg u_z n \, dS$$  \hspace{1cm} (9)
where \( \rho_w, V_s, A_w, u_z, S_B, \mathbf{n}, \) and \( dS \) are the density of seawater, the volume of displacement of the body in calm water, the waterplane area of the body, the vertical displacement of the body from the still water level, the submerged surface, the normal vector of the infinitesimal area, and the infinitesimal area, respectively.

The Froude–Krylov and diffraction forces can also be obtained through linear or nonlinear analysis. The linear Froude–Krylov and diffraction forces can be calculated through frequency-domain analysis using the boundary element method. In this study, the frequency-dependent Froude–Krylov and diffraction forces were computed using the hydrodynamic solver WAMIT [25].

\[
F^{\text{Froude-Krylov\_Linear}}(t) = \frac{\rho_w g H}{2} \cdot |F^{\text{FK}}(\omega)| \cdot \cos(k \cdot (x \cos \alpha + y \sin \alpha) - \omega t) \tag{10}
\]

\[
F^{\text{Diff}}(t) = \frac{\rho_w g H}{2} \cdot |F^{\text{Diff}}(\omega)| \cdot \cos(k \cdot (x \cos \alpha + y \sin \alpha) - \omega t) \tag{11}
\]

where \( H \) is the wave height. \(|F^{\text{FK}}(\omega)|\) and \(|F^{\text{Diff}}(\omega)|\) are the magnitude of the Froude-Krylov and diffraction forces calculated using WAMIT, respectively. \( k \) is the wavenumber. \( \alpha \) is the incident wave direction, and \( \omega \) is the incident wave frequency.

The nonlinear Froude–Krylov (FK) force should be considered when performing analysis on HPA type WECs [31]. The nonlinear FK force can be obtained by integrating the dynamic pressure acting on the submerged surface of the body at every time step as follows [32]:

\[
F^{\text{Froude-Krylov\_nonlinear}} = -\int_{S_B(t)} \rho_w p^{FK} \mathbf{n} \, dS \tag{12}
\]

\[
p^{FK} = \frac{\rho_w g H}{2} \frac{\cosh(kz)}{\cosh(kh)} \cos(k(x \cos \alpha + y \sin \alpha) - \omega t) \tag{13}
\]

where \( p^{FK} \) is the dynamic pressure acting on the submerged surface of the body.

The wave radiation force can be obtained using Cummins’ equation, considering the time memory effect. The equation is expressed through the convolution integral between the retardation function and the velocity of the body [33,34]. The wave radiation force in direction \( l \) can be expressed as

\[
F^{\text{Radiation\_l}}(t) = -m^{\infty}_{a} \cdot \ddot{u}_m(t) - \int_0^t K_{lm}(\tau) \cdot \dot{u}_m(t - \tau) \, d\tau \tag{14}
\]

where \( m^{\infty}_{a} \) is the added mass at infinite frequency. \( K \) is the retardation function, as follows [35]:

\[
K_{lm}(t) = \frac{2}{\pi} \int_0^\infty b_{lm}(\omega) \cdot \cos(\omega t) \, d\omega \tag{15}
\]

where \( b \) is the radiation damping coefficient calculated using WAMIT [25].

Table 1 lists the hydrodynamic analysis methods for the floating body. In this study, linear and weakly nonlinear analyses were considered.

| Force              | Linear Analysis | Weakly Nonlinear Analysis | Fully Nonlinear Analysis |
|--------------------|----------------|---------------------------|--------------------------|
| Froude–Krylov      | Linear         | Nonlinear                 | Nonlinear                |
| Hydrostatic        | Linear         | Nonlinear                 | Nonlinear                |
| Diffraction        | Linear         | Linear                    | Nonlinear                |
| Radiation          | Linear         | Linear                    | Nonlinear                |

When multiple floats are placed, the motion of each float affects the surrounding flow field, which in turn influences the motion of the surrounding floats. In this study, the hydrodynamic coefficients with the two-body interaction were obtained using the BEM-
based frequency-domain hydrodynamic solver WAMIT. The equation of the motion of the floats, considering the hydrodynamic interaction, can be expressed in terms of complex amplitude as follows [25,36]:

\[
\begin{align*}
-\omega^2 (m^p + m_a^{p,p}) + i\omega b^{p,p} + c^p \xi^p &+ \sum_{q=1}^{p \neq p} \left[ -\omega^2 m_a^{p,q} + i\omega b^{p,q} \right] \xi^q = X^p 
\end{align*}
\]  (16)

where \( m \) denotes the mass matrix of the float. Matrices \( m_a \) and \( b \) denote the frequency-dependent added mass and radiation damping coefficient matrix, respectively. \( c \) denotes the hydrostatic coefficient matrix. Vectors \( \xi \) and \( X \) denote the complex amplitude of the motion of the float and excitation force vector, respectively. \( p \) and \( q \) denote the \( p \)-th and \( q \)-th floating body, respectively. \( P \) denotes the number of floating bodies.

The interaction between the floating bodies affects not only the external force but also the motion characteristics of the bodies. In this study, numerical analysis of two floats was performed using frequency-dependent coefficients with the two-body hydrodynamic interaction.

3. Numerical Simulation
3.1. Verification of Numerical Results
3.1.1. Heave Motion of a Single Spherical Float

Figure 3 depicts a spherical float with a 10-m diameter. The draft was 5 m, and the mass was 261,800 kg. An infinite-depth condition was applied, and the density of the water was 1000 kg/m³. This model was composed of 7200 quadrilateral elements.

![Figure 3. Model of a spherical float.](image)

Figure 4 compares the results of the linear and weakly nonlinear analysis for the heave free-decay test with the reference literature when the initial position was 5 m above the water surface [37]. The results agree well. The time series of the linear and weakly nonlinear analysis have different magnitudes and phase angles because the difference between the nonlinear and linear hydrostatic force caused by the geometric nonlinearity of the sphere was large.
Figure 4. Comparison of the heave free-decay test (5.0 m initial displacement).

The heave response amplitude operator (RAO) under regular wave conditions in the time domain can be calculated by dividing half of the peak (crest)-to-trough oscillation by the wave amplitude.

\[
RAO_{\text{Heave}} = \frac{z_{\text{max}} - z_{\text{min}}}{2} \cdot \frac{1}{A} = \frac{z_{\text{max}} - z_{\text{min}}}{H} \tag{17}
\]

where \( z_{\text{max}} \) and \( z_{\text{min}} \) denote the maximum (crest) and minimum (trough) heave time series, respectively. \( A \) denotes the wave amplitude. The following PTO damping force was also applied to the external force vector of the float to evaluate the heave RAO with PTO damping [37].

\[
F_{\text{PTO}} = \begin{bmatrix} 0 & 0 & -B_{\text{PTO}} \cdot z \end{bmatrix}^T
\tag{18}
\]

\[
B_{\text{PTO}} = b_{33}(\omega) \cdot \sqrt{1 + \left( \frac{\rho_w g A_w}{\omega b_{33}(\omega)} - (m + m_a(\omega)) \right)^2} \tag{19}
\]

where \( B_{\text{PTO}} \) is the PTO damping coefficient.

Figure 5 compares the heave RAO of the float with PTO damping with the reference literature when the wave steepness was constant at 0.0628. The magnitude and trend showed good agreement. When the wave period was greater than seven seconds, the heave of the floating body was affected more when the weakly nonlinear analysis was considered, compared to the linear analysis.

Figure 5. Comparison of heave RAO of the sphere with PTO damping (wave steepness = 0.0628).

3.1.2. Motion of a Spherical Float Constrained to a Hinge Point

Figure 6 presents a spherical float constrained to a hinge point. The diameter and draft of the float were 6 m and 3 m, respectively. The mass of the float and water depth were 57,962 kg and 20 m, respectively. This float could only rotate in the \( y \)-axis because of the
hinge joint. The rotational damper was applied to describe the PTO extraction (damping) system. The moment acting on the hinge point due to the PTO system can be expressed as

\[ M_{PTO}(t) = B_{PTO,rot} \cdot \dot{\theta}(t) \]  

(20)

where \( \dot{\theta} \) is the angular velocity of the float and \( B_{PTO,rot} \) is the rotational PTO extraction coefficient for the available wave power. For the comparison, the \( B_{PTO,rot} \) of \( 3.52 \times 10^6 \) N \( \cdot \) m \( \cdot \) s was used.

![Figure 6. Model description of a spherical float.](image)

The pitch RAO of the float under regular wave conditions in the time domain can be computed similarly to Equation (17) as follows:

\[ RAO_{pitch} = \frac{(\theta_{max} - \theta_{min})}{H} \]  

(21)

where \( \theta_{max} \) and \( \theta_{min} \) denote the maximum and minimum rotation angles, respectively.

Figure 7 compares the pitch RAO of the float according to the incident wave direction obtained through linear and weakly nonlinear time-domain analysis with the frequency domain results from the literature [38]. A wave height of 2 m and a wave frequency of 1.4 rad/s were applied. The pitch RAO from the linear time-domain analysis and from the reference results showed similar trends. However, the magnitudes of the pitch RAO of the linear analysis were consistently larger than those of the reference. This is because the added mass, radiation damping, and hydrostatic stiffness used in the frequency-domain analysis of the reference were not the same values as the coefficients used in the linear time-domain analysis of this study. The hydrostatic stiffness for the rotation axis was calculated by considering both the roll stiffness and the heave stiffness. On the other hand, in this study, since a spherical buoy was applied, the hydrostatic stiffness for the rotation axis was obtained by considering only the heave stiffness and ignoring the effect of the roll stiffness. The heave hydrostatic force of the float was converted into a moment acting on the hinge point via the constraint condition. Therefore, the difference in pitch RAO is due to the difference in the calculation process and the coefficients used. Nevertheless, the comparative analysis is meaningful because the two linear calculation results have the same overall tendency according to the angle of the incident wave.

The weakly nonlinear time-domain results showed a different trend and magnitude from the linear analysis results. This is due to the different phase angles of the diffraction force depending on the position of the float and the influence of nonlinear Froude–Krylov forces.
Figure 7. Comparison of pitch RAO of the float according to the incident wave direction ($\omega = 1.4 \text{ rad/s}$).

3.2. Simulation Results and Analysis

3.2.1. Single Hemispherical Float

The fixed-platform Wavestar-type WEC should be installed in an area where the water depth is shallow and the potential wave force is large. In this study, four nearshore regions of wave buoys in Korea with suitable environmental conditions were selected to install the fixed-platform Wavestar WEC [21]. Figure 8 shows the location of the four wave buoys selected for wave data measurements, i.e., Chilbaldo, Oeyeondo, Buan, and Tongyeong. The six-year average winter wave data were obtained from KMA (from November to February during the period from 2015/2016 to 2020/2021) [39]. Using the collected wave data, the regular wave conditions was calculated and applied to the numerical analysis to compare the dynamic responses and energy extraction performance of a Wavestar-type WEC according to each environmental condition in Korean nearshore areas. Table 2 lists the geographic and ocean environmental conditions for each buoy. Linear (Airy) wave theory was used to describe the water particle kinematics. The incident wave power per unit crest width of a regular wave can be expressed as follows [40]:

$$P_{\text{Wave}} = \frac{1}{8} \rho w g H^2 C_g$$  \hspace{1cm} (22)

where $C_g$ is the group velocity. A water density of 1025 kg/m$^3$ was applied for all simulation cases. Among the four locations, Buan exhibited the largest incident wave power. This was attributed to the deep water, large wave height, and long wave period compared to the other locations.

Figure 8. Selected wave buoy locations in the Korean nearshore areas: Chilbaldo, Oeyeondo, Buan, and Tongyeong.
Table 2. Regular wave conditions calculated from buoy data in each selected area.

| Buoy      | Location       | Water Depth (m) | Wave Height (m) | Wave Period (s) | Wave Steepness | Incident Wave Power (kW/m) |
|-----------|----------------|-----------------|-----------------|-----------------|----------------|---------------------------|
| Chilbaldo | 34°47'36" N    | 125°46'37" E   | 33              | 1.26            | 5.46           | 0.0273                    | 8.508                     |
| Oeyeondo  | 36°15'00" N    | 125°45'00" E   | 47              | 1.23            | 5.43           | 0.0265                    | 8.059                     |
| Buan      | 35°39'31" N    | 125°48'50" E   | 50              | 1.28            | 5.46           | 0.0275                    | 8.764                     |
| Tongyeong | 34°23'30" N    | 128°13'30" E   | 55              | 1.24            | 5.38           | 0.0275                    | 8.108                     |

Figure 9 presents a single floating body HPA-type WEC with a hemispherical shape below the water surface. The diameter and draft of the float were 2 m and 1 m, respectively. The mass of the float was 2147 kg. The upper part of the float has a cylindrical shape with the same diameter as the hemisphere. This model was composed of 8520 quadrilateral elements. The float was assumed to be connected by a massless rigid arm to a hinge point on a bottom-fixed column structure that had a much smaller column diameter than the incident wavelength and which did not generate any scattered waves. The float will only have rotational motion in the y-axis direction due to the hinge joint. Rotational damping is applied to the hinge point to describe the PTO system. The power produced by the PTO system can be evaluated using the following equation [14].

\[ P_{PTO}(t) = B_{PTO,rot} \cdot \left\{ \dot{\theta}(t) \right\}^2 \]  

(23)

Figure 9. Model description of an HPA-type WEC model with a single hemispherical float constrained to a hinge point.

The motion of the float and the power production depend on the PTO extraction coefficient. The optimal PTO extraction coefficient was determined by evaluating the average powers for various extraction coefficients at four locations under the environmental conditions in Table 2. Figure 10 shows the average power production of the float according to the extraction coefficient of the PTO system. The average wave power output showed the largest value in Buan regardless of the PTO extraction coefficient. This is because its incident wave power was larger than that in the other locations. The optimal PTO extraction coefficients at each location shown in Table 3 were applied for all subsequent calculations.
The motion of the float and the power production depend on the PTO extraction coefficient. The average power production of the float according to the PTO extraction coefficient is shown in Figure 10.

![Figure 10](image_url)

**Figure 10.** Average power production of the float according to the PTO extraction coefficient.

Table 3. Optimal extraction coefficients at each location.

| Location      | Optimal Extraction Coefficient (kN·m/(rad/s)) |
|---------------|----------------------------------------------|
| Chilbaldo     | 95.0                                         |
| Oeyeondo      | 95.0                                         |
| Buan          | 100.0                                        |
| Tongyeong     | 90.0                                         |

Figure 11 shows the time history of the angular velocity and power of the single float at Chilbaldo from 0 to 100 s. The optimal extraction coefficient of 95.0 kN·m/(rad/s) at Chilbaldo was applied. The angular velocity of the float ranged from -0.3174 to 0.3061 rad/s. As shown in Figure 9, the positive rotation direction is the direction in which the float descends. Therefore, a larger negative value of the angular velocity means that the velocity of the float is greater as it rises. In other words, the float produces more power as it rises.

![Figure 11](image_url)

(a) Angular velocity  
(b) Power

**Figure 11.** Time history results of the single float at Chilbaldo.

As shown in Figure 11b, the power production changed according to the rotation direction of the float. At Chilbaldo, the average power production was approximately 4.74 kW, and the peak power occurred when the float ascended and was approximately 9.57 kW.

Table 4 lists the average power, capture width ratio (CWR), and peak power at each location. The average power at Buan was larger than in other locations. This was attributed to the relatively large incident wave power, as mentioned above. To compare the power productions, CWR was calculated as [14]

\[
\text{CWR} = \frac{P_{PTO,\text{avg}}[\text{kW}]}{D[m] \cdot P_{\text{Wave}}[\text{kW/m}]} 
\]  

(24)
where \( P_{PTO,avg} \) is the average power production and \( D \) is the diameter of the float. Unlike the power production, the CWR was the largest at Tongyeong. This means that Tongyeong showed the best efficiency in terms of wave power production.

**Table 4.** Average power, CWR, and peak power at each location.

| Location       | Average Power (kW) | CWR   | Maximum Power (kW) |
|----------------|--------------------|-------|--------------------|
| Chilbaldo      | 4.738              | 0.278 | 9.572              |
| Oeyeondo       | 4.554              | 0.283 | 9.077              |
| Buan           | 4.900              | 0.280 | 9.959              |
| Tongyeong      | 4.697              | 0.290 | 9.382              |

3.2.2. Two Hemispherical Floats

Figure 12 presents a two-buoy HPA-type WEC model with two floats. Because the vertical pile is a slender cylinder, there is no scattered wave effect. Therefore, it is assumed that there is no interaction between the pile and float. The distance between the two hinge points was 3 m. Float 1 and Float 2 have the same hydrodynamic coefficients because they have the same shape and size. Figure 13 compares the added mass and radiation damping coefficients of the float used in this study with the results of the hydrodynamic solver ANSYS AQWA [25,41]. The results were in good agreement with each other. Since these coefficients are influenced by the hydrodynamic interactions between the floats, it is essential to take them into account. In the Wavestar-type platform, the surge motion has a significant effect on the rotational motion of the floats.

![Figure 12. Model description of a two-buoy HPA-type WEC with constrained hinge points.](image)

![Figure 13. Comparison of the added mass and radiation damping coefficients of the float at Chilbaldo.](image)

Figure 14 compares the pitch RAO of the float at Chilbaldo according to the distance between the hinge points. As distance increases, the pitch RAO with two-body interaction tends to approximate the results of a single float (no interaction). However, the difference...
is very small, less than 1%. This is because the float diameter is very small compared to the wavelength, so the effect of the diffracted wave generated from the float is small.

![Figure 14](image-url) Comparison of the pitch RAO according to the distance between hinge points at Chilbaldo (H = 1.26 m, T = 5.46 s).

First, when the wave period has a constant value for each location, the effects of a change in the wave height were compared. Figure 15 represents the pitch RAO assessed through linear and weakly nonlinear analysis according to the wave steepness when a wave with the period shown in Table 2 acts on each location. In the case of linear analysis, when the wave steepness was greater than 0.0455 (1/22), the results were inaccurate and were excluded from the comparison. The result for each location was generally similar in magnitude and trend regardless of the location because the environmental conditions were similar. The linear and weakly nonlinear analysis results showed a difference of approximately 5% when the wave steepness was close to zero. On the other hand, the difference in the magnitude and trend of pitch RAO between the two methods increased significantly as the incident wave steepness increased. This means that time-domain analysis considering the nonlinear components of the external force must be performed for the design of Wavester-type WEC. The magnitude of the pitch RAO of the float varies with the wave steepness, which can be attributed to the change in the magnitude of the moment acting on the center of rotation of the float. When the wave steepness was between 0.02 (1/50) and 0.0455, the pitch RAO of Float 1 (rear body) was greater than that of Float 2 (front body). Because the wave steepness shown in Table 2 falls within this range, it can be expected that power production will be larger for Float 1 (rear body) in real sea conditions.

![Figure 15](image-url) Comparison of the Pitch RAO assessed using linear and weakly-nonlinear analysis according to the wave steepness.
Figure 16 compares the average power production in each location according to the wave steepness with the environmental conditions given in Table 2. The magnitude and trends of average power production were similar in all locations. When the wave steepness is greater than 0.0455, the average power production of Float 2 is greater than that of Float 1. This is because the pitch RAO of Float 2 increases in this range.

![Figure 16](image1.png)

**Figure 16.** Comparison of the average power production of each location according to the wave steepness.

Figure 17 compares the average power production according to the wave period, with the wave height given for each location. The average power production tends to converge to zero in the low wave period (high frequency), has a maximum value at the wave period of four seconds, and then converges to zero in the high wave period (low frequency).

![Figure 17](image2.png)

**Figure 17.** Comparison of the average power production of each location according to the wave periods.

This trend is closer to the heave RAO of a general floating body. The highest and lowest average power production were found in Buan and Oeyeondo, respectively. This is because the wave height at Buan is approximately 4% greater than that at Oeyeondo. On the other hand, the average power production of Float 1 (rear body) was greater than that of Float 2 in most wave periods.

The results under actual sea conditions were analyzed by applying the wave height and wave period presented in Table 2. The motion and power production of the float were affected significantly by the propagation direction of the incident wave. Figure 18 compares the pitch RAO according to the direction of the incident wave. As the direction of the incident wave changed from 0° to 90°, the pitch RAO decreased gradually in Float 1 (rear body) and increased gradually in Float 2 (front body). Furthermore, the magnitude of the pitch RAO was the largest in Buan. This is because the incident wave power is the largest in Buan among the four selected locations in real sea situations.
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Figure 18. Comparison of the pitch RAO according to the incident wave directions at each location.

Table 5. suitable site considering all installation and maintenance cost displacement of the float does not necessarily mean large power production. Therefore, it is necessary to select a different trend from the pitch RAO comparison. This shows that large rotational largest average power production, whereas Oeyeondo had the smallest, which is a different trend from the pitch RAO comparison. This shows that large rotational displacement of the float does not necessarily mean large power production.

The magnitude of the pitch RAO between the two floats may vary depending on the environmental conditions (Figure 15). To analyze why the result of Float 1 (rear buoy) is greater than that of Float 2 (front buoy) under given environmental conditions, each component of moment acting on the hinge point was compared. In Figure 20, the mean absolute value of Float 1 (calculated result: $1.0835 \times 10^5$ Nms) was greater than that of Float 2 (calculated result: $1.0128 \times 10^5$ Nms). This means that the change in angular velocity of Float 1 is larger than that of Float 2, and the angular velocity and rotational displacement are also larger.

Figure 19. Comparison of average power production according to the incident wave directions at each location.
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Figure 19. Comparison of average power production according to the incident wave directions at each location.

Figure 18. Comparison of the pitch RAO according to the incident wave directions at each location.

(a) Float 1
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Figure 18. Comparison of the pitch RAO according to the incident wave directions at each location.

Figure 19 compares the average power production of the four locations for various incident wave directions. As in the comparison of pitch RAO (Figure 18), Buan had the largest average power production, whereas Oeyeondo had the smallest, which is a different trend from the pitch RAO comparison. This shows that large rotational displacement of the float does not necessarily mean large power production.

The power production efficiency of both floats, the moment caused by Froude Krylov type WEC.

(a) Float 1 (b) Float 2

Figure 20. Time history of moment components acting on the hinge points in the Buan area.
In both floats, the moment caused by Froude–Krylov force and hydrostatic force had a large influence. On the other hand, the moment caused by diffraction and radiation damping forces had little effect on the magnitude of the total moments. The moment components canceled each other out, so that the mean absolute value of the total moment had a relatively small value.

Table 5 summarizes the average power, CWR, and peak power at each location when the incident wave direction angle is 0°. The power production varied by up to 20% between the front and rear float, depending on the incident wave direction. Overall, it showed a larger value in Float 1 (rear body) than in Float 2 (front body). This means that the power production efficiency is higher with Float 1 than Float 2 under the given environmental conditions.

| Location  | Average Power (kW) | CWR | Peak Power (kW) |
|-----------|--------------------|-----|-----------------|
|           | Float 1            | Float 2 | Float 1 | Float 2 | Float 1 | Float 2 |
| Chilbaldo | 4.61               | 3.92 | 0.271         | 0.230 | 9.29    | 8.75    |
| Oeyeondo  | 4.48               | 3.78 | 0.278         | 0.235 | 8.81    | 8.35    |
| Buan      | 4.83               | 4.05 | 0.276         | 0.231 | 9.67    | 9.14    |
| Tongyeong | 4.61               | 3.96 | 0.284         | 0.244 | 9.10    | 8.69    |

As mentioned earlier, Buan had the largest power production among the four sites, followed by Chilbaldo. If installation and maintenance are not considered, Buan is the most suitable place to operate a Wavestar-type WEC. On the other hand, the water depth of Buan is approximately 51% deeper than that of Chilbaldo, and the difference in power generation between the two locations is less than 5%. Therefore, it is necessary to select a suitable site considering all installation and maintenance costs and power production.

4. Conclusions

In this study, a numerical procedure for the three-dimensional time-domain motion analysis of floating bodies for Korean nearshore areas was developed using an augmented formulation, an example of a multibody dynamics formulation. Time-domain analysis was carried out, applying the linear and weakly nonlinear hydrodynamic analysis methods.

The six-year wave data for Korean nearshore areas were obtained from the Korea Meteorological Administration. Based on them, four locations with environmental conditions suitable for Wavestar-type WECs were selected: Chilbaldo, Oeyeondo, Buan, and Tongyeong. The rotational motions and wave power production of the WECs were analyzed. The important results of the analysis are as follows:

1. Linear time-domain analysis for hydrodynamic assessments is unsuitable for the analysis of HPA-type WECs. This is because the nonlinear Froude–Krylov and hydrostatic forces according to the relative position between the floating body and the water surface significantly affect the body motion.

2. When two floats are installed parallel to each other in opposite directions, the wave power production for various wave periods showed a similar tendency to the heave RAO of a general floating body. The average power production of Float 1 (rear body) was greater than that of Float 2 (front body) in most wave periods.

3. When the real sea conditions were applied, the power production differed by up to 20% depending on the incident wave direction.

4. Among the four locations selected, Buan showed the largest power production, followed by Chilbaldo. If installation and maintenance are not considered, Buan is the most suitable place to operate a Wavestar-type WEC. On the other hand, it is necessary to select a suitable site considering all installation and maintenance costs in addition to power production.

A more detailed study, including directional irregular waves, will be carried out in the future.
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