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ABSTRACT. We consider the Lamé system of linear elasticity with periodically distributed inclusions whose elastic parameters have high contrast compared to the background media. We develop a unified method based on layer potential techniques to quantify three convergence results when some parameters of the elastic inclusions are sent to extreme values. More precisely, we study the incompressible inclusions limit where the bulk modulus of the inclusions tends to infinity, the soft inclusions limit where both the bulk modulus and the shear modulus tend to zero, and the hard inclusions limit where the shear modulus tends to infinity. Our method yields convergence rates that are independent of the periodicity of the inclusions array, and are sharper than some earlier results of this type. A key ingredient of the proof is the establishment of uniform spectra gaps for the elastic Neumann-Poincaré operator associated to the collection of periodic inclusions that are independent of the periodicity.
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1. Introduction

In this paper, we study the linear elastostatic behavior of a collection of high contrast inclusions embedded in a homogeneous background. Partial differential equations in high contrast media serve as natural models in physics and engineering, e.g. anomalous tissues in biomedical imaging [29], meta-materials exhibiting novel electro-magnetic or elastic properties [31, 6], etc. Mathematical studies of such PDEs are valuable both in theory and in practice; see [5, 3, 11] and references therein for more details.

In the linear elastostatics setting, Lamé systems in perforated domains (the part outside the inclusions) with proper boundary conditions are widely used to model high contrast, namely, extremely soft or hard, inclusions; see [13, 30, 36]. In this paper, we rigorously justify several models of this type, by proving that they are the asymptotic limits of the transmission problem in the whole domain when the elastic parameters of the high contrast inclusions are sent to certain extreme values. More importantly, we quantify the convergence rates and study the dependence on the geometric setup of the inclusions.

To fix ideas, let $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$) model the domain occupied by the elastic material, and let $D \subset \Omega$ be the part occupied by the high contrast inclusions.

Geometric Setup. For the domains $\Omega$ and $D$, we impose (part of) the following assumptions.

(A1) $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$) is open bounded with connected Lipschitz boundary $\partial \Omega$. $D \subset \Omega$ is open with Lipschitz boundary $\partial D$, and $\partial D$ has a finite number $N$ of connected components. Moreover, $\Omega \setminus \overline{D}$ is connected with Lipschitz boundary $\partial \Omega \cup \partial D$. The connected components of $D$ are enumerated as $D_i$, $i = 1, \cdots, N$.
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A2) \( \Omega \) is as in (A1). Given \( \varepsilon \in (0,1) \), \( D = D_\varepsilon \) is part of an \( \varepsilon \)-periodic array of small inclusions constructed as follows, in several steps.

Let \( Y = (-\frac{1}{2}, \frac{1}{2})^d \) be the unit cell, and let \( \omega \subset Y \) be an open subset with connected Lipschitz boundary such that \( \text{dist}(\omega, \partial Y) > 0 \); for simplicity, assume \( \omega \) is simply connected. \( \omega \) is then the model inclusion in the unit scale, and \( Y_\varepsilon = Y \setminus \omega \) is the model environment in the unit scale. Given \( \varepsilon > 0 \) and \( n \in \mathbb{Z}^d \), we denote \( \varepsilon(n+\omega) \) by \( Y_\varepsilon^n \) and \( \omega_\varepsilon^n \), respectively. Let \( \Pi_\varepsilon \) be the set of lattice points \( n \) such that \( Y_\varepsilon^n \subset \Omega \), i.e.,

\[
\Pi_\varepsilon := \left\{ n \in \mathbb{Z}^d : Y_\varepsilon^n \subset \Omega \right\}.
\]

Then the inclusions set \( D = D_\varepsilon \) and the background part \( \Omega_\varepsilon \) are defined by

\[
D_\varepsilon := \bigcup_{n \in \Pi_\varepsilon} \omega_\varepsilon^n, \quad \Omega_\varepsilon := \Omega \setminus D_\varepsilon.
\]

For each fixed \( \varepsilon \), the number of connected components of \( D_\varepsilon \) is \( N = |\Pi_\varepsilon| \). Moreover, we define \( Y_\varepsilon \) and \( K_\varepsilon \) by:

\[
K_\varepsilon = \Omega \setminus \left( \bigcup_{n \in \Pi_\varepsilon} Y_\varepsilon^n \right), \quad Y_\varepsilon = \Omega \setminus K_\varepsilon.
\]

Intuitively, \( Y_\varepsilon \) is the stack of \( \varepsilon \)-cells \( Y_\varepsilon^n \) contained in \( \Omega \), and \( K_\varepsilon \) is the cushion area; see Fig. 1.

\[\text{Figure 1. The domains } Y_\varepsilon \text{ and } D_\varepsilon.\]

For each fixed \( \varepsilon > 0 \), we see that \( D = D_\varepsilon \) constructed in (A2) satisfies the conditions in (A1). Throughout the paper we assume (A1) holds, and when we talk about uniform convergence, so the parameter \( \varepsilon > 0 \) enters, we are considering a family of geometric configurations \( (\Omega, D_\varepsilon) \) satisfying (A2), and our aim is to derive results that are uniform in \( \varepsilon \).

A pair of real numbers \( (\lambda, \mu) \) are called admissible and referred to as a Lamé pair, if they satisfy

\[
\mu > 0 \quad \text{and} \quad d\lambda + 2\mu > 0.
\]
For a Lamé pair \((\lambda, \mu)\), the elastostatic system (Lamé system) reads
\[
\mathcal{L}_{\lambda,\mu} \mathbf{u} := \mu \Delta \mathbf{u} + (\lambda + \mu) \nabla \cdot \mathbf{u},
\]

(1.4)

where \(\mathbf{u} = (u^1, \ldots, u^d)\) represents the displacement field. The admissibility condition guarantees that the Lamé operator is elliptic, and physical laws ensure that the natural materials always admit this condition; see [28]. The Lamé operator can also be written as \(\nabla \cdot \mathbf{\sigma}(\mathbf{u})\) where
\[
\mathbf{\sigma}(\mathbf{u}) := \lambda (\nabla \cdot \mathbf{u}) \mathbb{I}_d + 2\mu \mathbb{D}(\mathbf{u})
\]
is the stress tensor. Here and below, \(\mathbb{I}_d\) is the \(d \times d\) identity matrix, \(\mathbb{D}\) denotes the symmetrized differential operator
\[
\mathbb{D}(\mathbf{u}) = \frac{1}{2}(\nabla + \nabla^T) \mathbf{u} = \frac{1}{2}(\partial_i u^j + \partial_j u^i)_{ij},
\]
and the superscript \(\cdot^T\) denotes the transpose of a matrix. The corresponding conormal derivative (boundary traction) at the boundary of a domain \(E\) is
\[
\left.\frac{\partial \mathbf{u}}{\partial \nu(\lambda,\mu)}\right|_{\partial E} := \mathbf{\sigma}(\mathbf{u}) \mathbf{N} = \lambda (\nabla \cdot \mathbf{u}) \mathbf{N} + 2\mu \mathbb{D}(\mathbf{u}) \mathbf{N} \quad \text{on } \partial E.
\]

(1.6)

Throughout the paper \(\mathbf{N}\) is the outward unit normal vector to \(\partial E\).

We work with the standard Sobolev space \(H^1(\Omega)\) (vector versions) and its trace \(H^{\frac{1}{2}}(\partial E)\) at the boundary of a domain \(E\), and the \(L^2\) dual space \(H^{-\frac{1}{2}}(\partial E)\). We consider the space \(\mathbb{R}\) of rigid motions in \(\mathbb{R}^d\), defined by
\[
\mathbb{R} := \{ \mathbf{r} = (r_1, \ldots, r_d)^T : \mathbb{D}(\mathbf{r}) = 0 \text{ in } \mathbb{R}^d \},
\]
It is clear that \(\mathbb{R}\) has dimension \(d(d+1)/2\) and is spanned by
\[
e_1, \ldots, e_d, \ x_j e_i - x_i e_j, \quad \text{for } 1 \leq i \neq j \leq d,
\]
(1.7)
where \(e_i\) denotes the standard basis vector of \(\mathbb{R}^d\). Those basis vectors are referred to as \(\mathbf{r}_j, j = 1, \ldots, d(d+1)/2\). We define \(H^{-\frac{1}{2}}_\mathbb{R}(\partial D)\) as the subspace of \(H^{-\frac{1}{2}}(\partial D)\) that is orthogonal to \(\mathbb{R}\), i.e.,
\[
H^{-\frac{1}{2}}_\mathbb{R}(\partial D) := \left\{ \phi \in H^{-\frac{1}{2}}(\partial D) : \int_{\partial D} \phi \cdot \mathbf{r} = 0 \text{ for all } \mathbf{r} \in \mathbb{R} \text{ and } 1 \leq i \leq N \right\}.
\]
(1.8)
The integral in the line above actually means the \(H^{\frac{1}{2}}_\mathbb{R}-H^{-\frac{1}{2}}\) pairing. Similarly, \(H^{\frac{1}{2}}_\mathbb{R}(\partial D)\) is the subspace of \(H^{\frac{1}{2}}(\partial D)\) orthogonal to \(\mathbb{R}\). The space \(H^{\frac{1}{2}}_\mathbb{R}(\partial \Omega)\) and \(H^{-\frac{1}{2}}(\partial \Omega)\) are similarly defined.

We consider the following transmission problem
\[
\begin{cases}
\mathcal{L}_{\lambda,\mu} \mathbf{u} = 0 & \text{in } \Omega \setminus \overline{D}, \\
\mathcal{L}_{\lambda,\mu} \mathbf{u} = 0 & \text{in } D, \\
\mathbf{u}|_- = \mathbf{u}|_+ & \text{and } \left. \frac{\partial \mathbf{u}}{\partial \nu(\lambda,\mu)} \right|_- = \left. \frac{\partial \mathbf{u}}{\partial \nu(\lambda,\mu)} \right|_+ & \text{on } \partial D, \\
\left. \frac{\partial \mathbf{u}}{\partial \nu(\lambda,\mu)} \right|_\partial \Omega = \mathbf{g} \in H^{-\frac{1}{2}}_\mathbb{R}(\partial \Omega) & \text{and } \mathbf{u}|_{\partial \Omega} \in H^{\frac{1}{2}}_\mathbb{R}(\partial \Omega).
\end{cases}
\]

(1.9)

Here and in the rest of the paper, the background Lamé pair is fixed to be \((\lambda, \mu)\), and the one inside the inclusions is set to be \((\tilde{\lambda}, \tilde{\mu})\). Both are assumed to be admissible. The symbol \(|_+\) means the trace is taken from the exterior part of \(D\), i.e., from \(\Omega \setminus \overline{D}\), and \(|_-\) means the opposite. It is
standard to verify (due to the transmission boundary condition at $\partial D$ above) that this problem is equivalent to
\[
\begin{cases}
L_{\lambda(x), \mu(x)} u = \nabla \cdot [\lambda(x) (\text{div} \ u)]_d + 2\mu(x) \nabla \cdot u = 0 \quad \text{in } \Omega, \\
\left. \frac{\partial u}{\partial \nu_{(\lambda, \mu)}} \right|_{\partial \Omega} = g \in H^{-\frac{1}{2}}(\partial \Omega), \quad u|_{\partial \Omega} \in H^{\frac{1}{2}}(\partial \Omega).
\end{cases}
\]
Here, $\lambda(x)$ is a piecewise constant function defined by $\lambda 1_{\Omega \setminus D} + \tilde{\lambda} 1_D$, and $\mu(x)$ is defined in a similar manner. The existence and uniqueness of a weak solution $u \in H^1(\Omega)$ to this problem follow from a standard application of the Lax-Milgram theorem, thanks to the admissibility of the Lamé pair $(\lambda(x), \mu(x))$. Note that the restriction imposed on the Neumann data $g$ at $\partial \Omega$ is a necessary compatibility condition, and the restriction of $u|_{\partial \Omega}$ is for uniqueness.

We take the form (1.9) when considering transmission problems, and use layer potentials to obtain explicit representations for the solutions. In this way, we take the most advantage of the solutions enjoy many finer properties than merely in $H^1(\Omega)$.

Our first main result is a layer potential representation of the solution $u$ to the transmission problem (1.9). The single-layer potential $\mathcal{S}_D^{\lambda, \mu}$, its boundary trace $\mathcal{S}_{D}^{\lambda, \mu}$ and the Neumann-Poincaré operator $K_{D}^{\lambda, \mu, s}$ are defined in the next section; see (2.8), (2.9) and (2.10). Throughout the paper $G \in H^1(\Omega)$ is the background solution defined by
\[
L_{\lambda, \mu} G = 0 \quad \text{in } \Omega, \quad \left. \frac{\partial G}{\partial \nu_{(\lambda, \mu)}} \right|_{\partial \Omega} = g, \quad G|_{\partial \Omega} \in H^{\frac{1}{2}}(\partial \Omega).
\]
As it will be clear, the role of $G$ is to lift the boundary condition in (1.9) at $\partial \Omega$.

**Theorem 1.1.** Assume (A1) holds. Then the unique solution $u$ to (1.9) is given by the single-layer potential:
\[
u_{\mu}) \phi \quad \text{in } \Omega \setminus D \\
S_{D}^{\lambda, \mu} \psi \quad \text{in } D,
\]
where $(\psi, \phi) \in H^{-1/2}(\partial D) \times H^{1/2}_R(\partial D)$ solve the boundary integral equations
\[
\begin{cases}
G|_{\partial D} + S_{D}^{\lambda, \mu} \phi = S_{D}^{\lambda, \mu} \psi, \\
\left( -\frac{1}{2} + K_{D}^{\lambda, \mu} \right) \psi - \left( \frac{1}{2} + K_{D}^{\lambda, \mu} \right) \phi = \left. \frac{\partial G}{\partial \nu_{(\lambda, \mu)}} \right|_{\partial D}.
\end{cases}
\]
Moreover, the pair $(\phi, \psi)$ exists and is unique.

Layer potential representations for transmission problems are certainly not new. For instance, Escauriaza and Seo [17] obtained a formula for $u$ using classical single-layer potential; see also [2, 3, 4]. The extra assumption
\[
(\lambda - \tilde{\lambda})(\mu - \tilde{\mu}) \geq 0 \quad \text{and} \quad 0 < \tilde{\lambda}, \tilde{\mu} < \infty,
\]
however, was needed in [17]. Our method is based on layer potentials using the so-called Neumann functions rather than the fundamental solution in $\mathbb{R}^d$, and on layer potential representation of the Dirichlet to Neumann maps, and the extra assumption above is not needed.

For isotropic elastic materials, the physical significance of the Lamé pair $(\tilde{\lambda}, \tilde{\mu})$ is as follows: $\tilde{\mu}$ is the shear modulus which measures shear stiffness; the Young’s modulus $\tilde{E}$ and the bulk modulus
\( \tilde{K} \) are related to \((\tilde{\lambda}, \tilde{\mu})\) by
\[
\tilde{E} = \frac{2\tilde{\mu}(d\tilde{\lambda} + 2\tilde{\mu})}{(d-1)\tilde{\lambda} + 2\tilde{\mu}} \quad \text{and} \quad \tilde{K} = \frac{d\tilde{\lambda} + 2\tilde{\mu}}{d}.
\] (1.13)

They measure, respectively, the stiffness with respect to uniaxial stress and the compressibility under ambient pressure (see [33]). We are interested in the following asymptotic settings when one or both of \(\tilde{\lambda}, \tilde{\mu}\) go to the extreme values, namely, \(\infty\) and 0:

**Case 1:** The incompressible inclusions limit, as \(\tilde{\lambda} \to \infty\) and \(\tilde{\mu}\) fixed. The bulk modulus \(\tilde{K}\) of the inclusions hence tends to infinity, so the inclusions become incompressible. A typical situation is when the inclusions behave like rubber, able to change their shapes but not volumes.

**Case 2:** The soft inclusions limit, as \(\tilde{\lambda}\) and \(\tilde{\mu}\) both tend to zero. Then \(\tilde{E}, \tilde{K}\) and \(\tilde{\mu}\) of the inclusions all vanish in the limit, so the inclusions are soft in the sense that they can barely hold any stress.

**Case 3:** The hard inclusions limit, as \(\tilde{\mu} \to \infty\) and \(\tilde{\lambda}\) fixed. Then \(\tilde{E}, \tilde{K}\) and \(\tilde{\mu}\) of the inclusions all tend to infinity. The inclusions behave like rigid bodies, only able to move or rotate as a whole while keeping their shapes.

The limiting behaviors of those elastic inclusions in the above asymptotic regimes are easy to figure out *intuitively*. It turns out that, for Case 1, the limit of the transmission problem is a coupled Lamé-Stokes system:

\[
\begin{align*}
\mathcal{L}_{\lambda,\mu} u &= 0 \quad \text{in } \Omega \setminus \overline{D}, \\
L_{\infty,\tilde{\mu}}(u, p) &= 0 \quad \text{and} \quad \text{div } u = 0 \quad \text{in } D, \\
\left. u \right|_{-} &= \left. u \right|_{+} \quad \text{and} \quad \left. \frac{\partial (u, p)}{\partial \nu(\infty, \tilde{\mu})} \right|_{-} = \left. \frac{\partial u}{\partial \nu(\lambda, \mu)} \right|_{+} \quad \text{on } \partial D, \\
\left. \frac{\partial u}{\partial \nu(\lambda, \mu)} \right|_{\partial \Omega} &= g \in H_{\mathbb{R}}^{-\frac{1}{2}}(\partial \Omega) \quad \text{and} \quad u|_{\partial \Omega} \in H_{\mathbb{R}}^{\frac{1}{2}}(\partial \Omega),
\end{align*}
\] (1.14)

where \(L_{\infty,\tilde{\mu}}(u, p) = \tilde{\mu}\Delta u + \nabla p\) denotes the Stokes operator with viscosity constant \(\tilde{\mu}\) and \(p\) is the pressure field.

In Case 2, the limit problem (one then only cares about the part in \(\Omega \setminus \overline{D}\)) is the Neumann boundary value problem with soft (e.g. vacuum) inclusions, i.e.,

\[
\begin{align*}
\mathcal{L}_{\lambda,\mu} u &= 0 \quad \text{in } \Omega \setminus \overline{D}, \\
\left. \frac{\partial u}{\partial \nu(\lambda, \mu)} \right|_{+} &= 0 \quad \text{on } \partial D, \\
\left. \frac{\partial u}{\partial \nu(\lambda, \mu)} \right|_{\partial \Omega} &= g \in H_{\mathbb{R}}^{-\frac{1}{2}}(\partial \Omega) \quad \text{and} \quad u|_{\partial \Omega} \in H_{\mathbb{R}}^{\frac{1}{2}}(\partial \Omega).
\end{align*}
\] (1.15)

The inclusions now play the role of perforated holes where no stress is imposed.

In Case 3, the limit problem is the Neumann boundary value problem with rigid inclusions, i.e.,

\[
\begin{align*}
\mathcal{L}_{\lambda,\mu} u &= 0 \quad \text{in } \Omega \setminus \overline{D} \quad \text{and} \quad u \in \mathbb{R} \quad \text{in each component of } D, \\
\left. u \right|_{-} &= \left. u \right|_{+} \quad \text{and} \quad \left. \frac{\partial u}{\partial \nu(\lambda, \mu)} \right|_{+} \in H_{\mathbb{R}}^{\frac{1}{2}}(\partial D) \quad \text{on } \partial D, \\
\left. \frac{\partial u}{\partial \nu(\lambda, \mu)} \right|_{\partial \Omega} &= g \in H_{\mathbb{R}}^{-\frac{1}{2}}(\partial \Omega) \quad \text{and} \quad u|_{\partial \Omega} \in H_{\mathbb{R}}^{\frac{1}{2}}(\partial \Omega).
\end{align*}
\] (1.16)
The asymptotic models in the three cases above are more or less standard, and there are quite a few mathematical studies for Cases 2 and 3; see for instance [30, 10, 23, 13]. Case 1 was less studied, but see related work in [20, 8]. Although those models are natural to establish purely using physics, it is very natural to ask the following mathematical question:

**Question 1.** Are (1.14), (1.15) and (1.16) the mathematical limits, in proper senses, of the transmission problem (1.9) in the corresponding asymptotic settings?

The answer is of course affirmative. In fact, Ammari et al. confirmed this for all three cases in [4, 2] (for Case 1, they considered the setting where $\lambda, \bar{\lambda}$ are sent to $\infty$ at the same time) using layer potential methods. For Case 3, this was proved also by Bao et al. in [9] using variational method. The approach by Ammari et al. also yields convergence rates, of order $O(\lambda^{-\frac{1}{2}})$, $O((\bar{\lambda} + \mu)^{\frac{1}{2}})$ and $O(\tilde{\mu}^{-\frac{1}{2}})$ for Cases 1, 2 and 3. Among many other things, a recent work [14] by Craster et al. studied those convergence rates numerically and showed evidence that the convergence rates obtained in [4, 2] could be improved. Note also, all of those previous studies are essentially for a fixed number of inclusions, as in our assumption (A1).

In this paper, we aim to reproduce those convergence results and obtain convergence rates for the three asymptotic settings above. Moreover, we can treat the case when $D = D_\varepsilon$ is a periodic array of small inclusions with periodicity $\varepsilon > 0$ which is another small parameter, as specified in the geometric setup (A2). We establish sharper convergence rates and prove the important fact that the convergence rates are uniform in $\varepsilon$.

Before stating those results, let us confirm that, just as in Theorem 1.1, layer potential representation of the solutions to the limit problems (1.14), (1.15) and (1.16) are all available. We state the result for the coupled Lamé-Stokes system only; the other two cases are more standard. The layer potential operators $\mathcal{S}^\infty_{D, \tilde{\mu}}$ and $\mathcal{K}^\infty_{D, \tilde{\mu}^*}$ are defined in the next section.

**Theorem 1.2.** Assume (A1) holds. The problem (1.14) has a unique pair of solutions $(u^{\infty, \tilde{\mu}}, p)$ ($p$ modulus a constant), and $u^{\infty, \tilde{\mu}}$ is given by the single-layer potential formula:

$$
\begin{align*}
\begin{cases}
    G + \mathcal{S}^\lambda_{D, \mu} \phi & \text{in } \Omega \setminus \overline{D} \\
    \mathcal{S}^\infty_{D, \tilde{\mu}} \psi & \text{in } D.
\end{cases}
\end{align*}
$$

Here, $(\psi, \phi) \in H^{-1/2}(\partial D) \times H^{-1/2}_R(\partial D)$ solve the boundary integral equations

$$
\begin{align*}
\begin{cases}
    G|_{\partial D} + \mathcal{S}^\lambda_{D, \mu} \phi = \mathcal{S}^\infty_{D, \tilde{\mu}} \psi, \\
    \left( -\frac{1}{2} + \mathcal{K}^\infty_{D, \tilde{\mu}^*} \right) \psi - \left( \frac{1}{2} + \mathcal{K}^\lambda_{D, \mu} \right) \phi = \frac{\partial G}{\partial \nu(\lambda, \mu)} |_{\partial D}.
\end{cases}
\end{align*}
$$

Moreover, the system above has a unique solution.

The proofs of Theorems 1.1 and 1.2 are presented in the next section as standard applications of layer potential theory. We emphasize that that those results hold as long as the inclusions set $D$ satisfies the condition (A1), which contains the situation of (A2), for each fixed $\varepsilon \in (0, 1)$.

For the next main theorem, we consider the geometric setup (A2) and hence treat a family of inclusions set $D = D_\varepsilon$, $\varepsilon \in (0, 1)$. We prove not only the transmission problem (1.9) converges to the corresponding limits in the three asymptotic settings, but also the convergence rates can be made uniform in $\varepsilon$. To simplify notations, we fix a positive number $\delta > 0$, and say a pair of Lamé coefficients $(\lambda', \mu')$ is uniformly admissible if

$$
\delta \leq \min\{d\lambda' + 2\mu', \mu'\}, \quad \max\{d\lambda' + 2\mu', \mu'\} \leq \delta^{-1}.
$$
We say a bounding constant $C > 0$ in an estimate is *universal* if it depends on the data $d, \Omega, \omega, \delta$ and the background Lamé pair $(\lambda, \mu)$, but is independent of $\varepsilon$ or other asymptotic parameters, namely, one or both of $\bar{\lambda}, \bar{\mu}$ in each of the asymptotic settings.

**Theorem 1.3.** Assume that (A2) holds; assume further for Case 2 that, as $\bar{\mu}$ goes to infinity, the rescaled pair $(\bar{\lambda}/\bar{\mu}, 1)$ is uniformly admissible (this is the case for sufficiently large $\bar{\mu}$ if $\bar{\lambda}$ is fixed). In each asymptotic setting, let $u$ be the solution to (1.9), and $u_{\text{lim}}$ be the solution to the limit problems (1.14), (1.15) or (1.16); then there exists a universal constant $C > 0$ such that

$$
\|u - u_{\text{lim}}\|_{H^1(\Omega_\varepsilon)} \leq \begin{cases} 
\frac{C}{\lambda} \|g\|_{H^{-\frac{1}{2}}(\partial\Omega)} & \text{in Case 1}, \\
\frac{C}{|\lambda| + \bar{\mu}} \|g\|_{H^{-\frac{1}{2}}(\partial\Omega)} & \text{in Case 2}, \\
\frac{C}{\bar{\mu}} \|g\|_{H^{-\frac{1}{2}}(\partial\Omega)} & \text{in Case 3}.
\end{cases}
$$

(1.20)

As mentioned earlier, the convergence results in Theorem 1.3 improve those obtained by Ammari et al. in [2, 4]. In fact, our convergence rates, in Case 2 and 3, match very well with the numerical computations carried out by Craster et al. in [14, Section 6]). This theorem is proved in Section 5, and the key ingredient is the establishment of the following uniform spectral gaps for the Neumann-Poincaré (NP) operator:

**Theorem 1.4.** Assume that (A2) holds. Then there exists a universal constant $\delta_1 \in (0, 1)$ so that, for any $\varepsilon > 0$, the spectrum of the Neumann-Poincaré operator $K_{D_\varepsilon}^{\lambda, \mu, \kappa}: H_{\text{loc}}(\partial D_\varepsilon) \rightarrow H^{-\frac{1}{2}}(\partial D_\varepsilon)$, defined in (2.10), is contained in $(-\frac{1}{2} + \delta_1, \frac{1}{2} - \delta_1)$.

Theorem 1.4 is proved in Section 4, and our proof is partially inspired by the work of [25, 11, 12], where some uniform estimates for the spectra of the NP operator associated to electrostatic and electromagnetic systems were proved. A salient feature of the elastostatic setting considered in this paper is that the operator $K_{D_\varepsilon}^{\lambda, \mu, \kappa}$ is non-compact even for smooth $\partial D$. Previous works in [15, 6, 7] have revealed nice properties of the elastostatic NP operator; in particular, for a fixed domain $D$ satisfying (A1), results in [6, 7] showed the spectra of $K_{D_\varepsilon}^{\lambda, \mu, \kappa}$ consist of (countably many) eigenvalues and their accumulate points $\pm \mu/2(\lambda + 2\mu)$; in particular, there are gaps between the spectra and the points $\{-\frac{1}{2}, \frac{1}{2}\}$. While those results are for a fixed domain, our result in Theorem 1.4 shows that those gaps are uniform in $\varepsilon$, when $D_\varepsilon$ is a family of $\varepsilon$-periodic array of small sets.

Before concluding this introduction, let us comment first that imposing Neumann boundary condition at $\partial \Omega$ in (1.9) is just to fix notations. The method of this paper works equally well if Dirichlet data are imposed at $\partial \Omega$. In fact, Theorem 1.4 (and Theorem 4.5) remain the key steps to prove this fact. Finally, we put the present work in the following framework concerning homogenization with high contrast inclusions, which is illustrated in the diagram:

$$
\begin{array}{c}
u_{\varepsilon, \kappa} \xrightarrow{\kappa \to \kappa_\infty} u^\varepsilon \\
\varepsilon \to 0 \\
\downarrow \\
u^\kappa \xrightarrow{\kappa \to \kappa_\infty} u
\end{array}
$$

(1.21)

Here, $\varepsilon > 0$ stands for the periodicity of the geometric setup of the high contrast inclusions $D_\varepsilon$ and is sent to zero, $\kappa$ stands for the high contrast parameter of the inclusions and is sent to some extreme value $\kappa_\infty$. More generally, both $\varepsilon$ and $\kappa$ (like considered in this paper) could be a set of parameters. We expect that the convergence results implied by the four arrows all hold, and the limit function in each arrow can be characterized. In this paper, we studied the upper arrow and showed that the limit $u^\varepsilon$ is modeled by equations in perforated domains or that coupled with
equations posed inside the inclusions, and we obtained uniform convergence rates. The downward arrow on the right, hence, corresponds to homogenization in perforated domains, and there are a lot of studies in the literature; see e.g. [21, 23, 36]. The downward arrow on the left corresponds to homogenization of high contrast inclusions before taking the limit $κ → κ_∞$, and it seems a more difficult task to establish uniform in $κ$ quantitative homogenization results. We aim to address this problem in future works; see [32], however, for related considerations. The lower arrow in the diagram is somehow easier and can be treated by the method of this paper; and this convergence can be viewed as a continuity property of the homogenized coefficients with respect to the high contrast parameter $κ$.

The rest of the paper is organized as follows. In section 2, we review the layer potential theory for Lamé system and for Stokes system, and study some properties of the corresponding Dirichlet to Neumann maps. In section 3, we use those theories to derive single-layer potential representations for solutions to the transmission problem, and to the limit models. In section 4, we study the spectral gaps of elastostatic Neumann-Poincaré operators associated to the periodic array $D_ε$ and establish some uniform boundedness and invertibility of related operators. Those results are used in section 5 to prove the uniform convergence rates of Theorem 1.3.

**Notations.** For two $m \times m$ matrices $A, B$, the Frobenius product of them is denoted by $A : B$, and $|A|$ denotes the Frobenius norm $(A : A)^{\frac{1}{2}}$. When $A$ is symmetric, the basic trace identity $(\text{tr} A)^2 \leq m |A|^2$ will be used. Suppose $H$ is a Hilbert space and $H^*$ is the dual space. The inner product on $H$ is denoted by $(\cdot, \cdot)_H$, and the $H-H^*$ pairing, e.g. for $f \in H$ and $φ \in H^*$, is denoted by $(f, φ)_{H,H^*} = φ(f)$; the subscript is omitted when doing so causes no confusion. The notation $L(H)$ stands for the space of bounded linear transformations of $H$.

2. Preliminaries on layer potential theory

In this section, we review the layer potential theory for the Lamé system and for the Stokes system in $Ω$ associated to (the surface of) a subset $D ⊂ Ω$. To fix ideas, assume $Ω$ and $D$ satisfy the geometric setup (A1).

Let $(λ, µ)$ be a fixed constant Lamé pair. The bilinear energy form for the Lamé system (1.4) on a domain $E$ (usually taken as $Ω$, $Ω \setminus \overline{D}$ or components of $D$) is defined, for $u, v \in H^1(E)$, by

$$J_{λ,µ}^E(u, v) := λ \int_E (\text{div } u)(\text{div } v) + 2μ \int_E \mathbb{D}(u) : \mathbb{D}(v).$$

(2.1)

The Green’s identity with conormal derivative (1.6) then reads

$$J_{λ,µ}^E(u, v) = - \int_E v \cdot (L_{λ,µ} u) + \int_{∂E} \frac{∂u}{∂ν_{(λ,µ)}} \cdot v.$$

(2.2)

Clearly, $J_{λ,µ}^E(·, ·)$ is symmetric in $u$ and $v$ so their roles can be exchanged in the above identity. Moreover, if one of $\{u, v\}$ solves the homogeneous Lamé system, the formula above simplifies to boundary integrals only. For convenience, we denote $J_{λ,µ}^E(u, u)$ by $J_{λ,µ}^E(u)$.

**Remark 1.** Due to the trace inequality of symmetric matrices, we have

$$\min\{dλ + 2μ, 2μ\} \int_E \mathbb{D}(u) : \mathbb{D}(u) \leq J_{λ,µ}^E(u) \leq \max\{dλ + 2μ, 2μ\} \int_E \mathbb{D}(u) : \mathbb{D}(u).$$

(2.3)

It follows that for admissible $(λ, µ)$, $∥u∥_J := (J_{λ,µ}^E(u))^\frac{1}{2}$ is a seminorm in $H^1(Ω)$ and only functions in $ℝ$ are eliminated by it. By the Korn’s inequality, if $H \subset H^1(E)$ is a subspace satisfying $H \cap ℝ = \{0\}$, then $∥·∥_J$ is a norm equivalent to the standard $H^1$ norm; furthermore, if $(λ, µ)$ is uniformly admissible, then the two norms bound each other by universal bounding constants.
We also have the useful Dirichlet principle stated below.

**Lemma 2.1.** Suppose that \((\lambda', \mu')\) is an admissible Lamé pair and \(D\) is a domain with Lipschitz boundary. Suppose that \(u \in H^1(D)\) satisfies \(L_{\lambda', \mu'}(u) = 0\). Then, for any \(v \in H^1(D)\) such that \(u = v\) on \(\partial D\), it holds
\[
J_{\lambda', \mu'}^D(u, u - v) = 0, \quad \text{i.e.,} \quad J_{\lambda', \mu'}^D(u) = J_{\lambda', \mu'}^D(u, v).
\]

*Proof.* Apply the Green’s identity (2.2), we get
\[
J_{\lambda', \mu'}^D(u, u - v) = 0, \quad \text{i.e.,} \quad J_{\lambda', \mu'}^D(u) = J_{\lambda', \mu'}^D(u, v).
\]
By the Cauchy-Schwarz inequality, we get (2.4). \(\square\)

### 2.1. Layer potential for Lamé system.

We review some well-known layer potential theory of Lamé system, with more details referred to [26, 3, 6, 22]. The Kelvin matrix of fundamental solution for Lamé system \(L_{\lambda, \mu}\) is the \(d \times d\) matrix \(\Gamma(x, z)\), for \(x \neq z\), with entries
\[
\Gamma_{ij}(x, z) = \begin{cases} 
-\frac{c_1}{4\pi |x - z|} & -\frac{c_2}{4\pi} \frac{(x_i - z_i)(x_j - z_j)}{|x - z|^3}, \quad d = 3, \\
\frac{c_1}{2\pi} \delta_{ij} \log |x - z| - \frac{c_2}{2\pi} \frac{(x_i - z_i)(x_j - z_j)}{|x - z|^2}, & d = 2,
\end{cases}
\]
which satisfies \(L_{\lambda, \mu} \Gamma(\cdot, z) = \delta_z(\cdot) 1_d\). Here, \(\delta_z\) is the Dirac mass centered at \(z \in \mathbb{R}^d\), and \(c_1, c_2\) are two constants defined by
\[
c_1 = \frac{1}{2} \left( \frac{1}{\mu} + \frac{1}{2\mu + \lambda} \right) \quad \text{and} \quad c_2 = \frac{1}{2} \left( \frac{1}{\mu} - \frac{1}{2\mu + \lambda} \right).
\]
We will use the so-called Neumann function for the Lamé system in \(\Omega\). For each \(z \in \Omega\), it is the unique solution \(\Gamma^N(\cdot, z)\) to the following problem:
\[
\begin{cases} 
(L_{\lambda, \mu})_x \Gamma^N(x, z) = \delta_z(x) 1_d & \text{in } \Omega, \\
\frac{\partial \Gamma^N}{\partial \nu_x} |_{\partial \Omega} = \frac{1}{|\partial \Omega|} \int_{\partial \Omega} \Gamma^N(x, z) r(x) \, d\sigma(x) = 0 & \text{for } z \in \Omega \text{ and all } r \in \mathbb{R}.
\end{cases}
\]
We emphasize that the Neumann function \(\Gamma^N(x, z)\) is defined as a function of \(x \in \Omega\) for each fixed \(z \in \Omega\). The superscript ‘\(N\)’ is to emphasize “Neumann” condition is imposed at \(\partial \Omega\), and is to highlight the contrast with the so-called Dirichlet function (i.e., the Poisson kernel) \(\Gamma^D(x, z)\). The latter, for each \(z \in \Omega\), is the unique solution to
\[
\begin{cases} 
(L_{\lambda, \mu})_x \Gamma^D(x, z) = \delta_z(x) 1_d & \text{in } \Omega, \\
\Gamma^D|_{\partial \Omega} = 0.
\end{cases}
\]
Comparing the definitions of the Neumann and Dirichlet functions with the Kelvin matrix, we check that \(\Gamma^N\) and \(\Gamma^D\) are perturbations of \(\Gamma\) in the sense that
\[
\Gamma^N(\cdot, z) = \Gamma(\cdot - z) + R^N(\cdot, z), \quad \Gamma^D(\cdot, z) = \Gamma(\cdot - z) + R^D(\cdot, z),
\]
where \(R^N\) and \(R^D\) solve the Lamé systems in \(\Omega\) with Neumann, respectively, Dirichlet boundary data at \(\partial \Omega\), and they are regular functions.

For most part of the paper, we use single-layer potentials associated to the Neumann function \(\Gamma^N\): given a density (or, moment) function \(\phi\) on \(\partial D\), the single-layer potential \(S_D\phi\) is
\[
S_D\phi(x) := \int_{\partial D} \Gamma^N(x, z) \phi(z) \, d\sigma(z) \quad \text{for } x \in \Omega \setminus \partial D.
\]
The boundary trace \( \mathcal{S}_D \phi \) on \( \partial D \) is defined as the non-tangential limit
\[
\mathcal{S}_D \phi(x) := \lim_{y \to x, y \in C(x)} \mathcal{S}_D \phi(y) \quad \text{for } x \in \partial D,
\] (2.9)
where \( C(x) \) is the non-tangential cone at \( x \), see [18]. The Neumann-Poincaré operator \( \mathbb{K}^*_D \) is defined by
\[
\mathbb{K}^*_D \phi(x) := \text{p.v.} \int_{\partial D} \frac{\partial \Gamma^N}{\partial s} (x, z) \phi(z) \, d\sigma(z) \quad \text{for } x \in \partial D,
\] (2.10)
where p.v. stands for the Cauchy principal value. Note that, we have omitted the reference to the parameters \((\lambda, \mu)\) in related operators as they are fixed and can be read from the context; we continue using this simplification below.

The following well known results make single-layer potentials extremely useful for solving Lamé systems in the setting of this paper.

**Proposition 2.2.** Under the assumption (A1) for the domains \( \Omega \) and \( D \), the following results hold.

(i) For any \( \phi \in H^{-\frac{1}{2}}(\partial D) \), \( \mathcal{S}_D \phi \in H^1(\Omega) \) and
\[
\begin{cases}
\mathcal{L}_{\lambda, \mu} \mathcal{S}_D \phi = 0 & \text{in } \Omega \setminus \partial D, \\
\mathcal{S}_D \phi|_{\partial \Omega} \in H^1_{\mathbb{R}}(\partial \Omega), \\
\left. \frac{\partial \mathcal{S}_D \phi}{\partial \nu} \right|_{\partial \Omega} = \frac{1}{|\partial \Omega|} \int_{\partial D} \phi.
\end{cases}
\] (2.11)

In particular, if \( \phi \in H^{-\frac{1}{2}}_{\mathbb{R}}(\partial D) \), then \( \frac{\partial \mathcal{S}_D \phi}{\partial \nu}|_{\partial \Omega} = 0 \).

(ii) \( \mathbb{K}^*_D : H^{-\frac{1}{2}}(\partial D) \to H^{-\frac{1}{2}}(\partial D) \) is a bounded operator, furthermore, \( \pm \mathbb{I}_D + \mathbb{K}^*_D : H^{-\frac{1}{2}}_{\mathbb{R}}(\partial D) \to H^1_{\mathbb{R}}(\partial D) \) are isomorphisms. Here and through the paper \( \mathbb{I} \) denotes the identity map.

(iii) (Jump relation) For any \( \phi \in H^{-\frac{1}{2}}(\partial D) \),
\[
\left. \frac{\partial \mathcal{S}_D \phi}{\partial \nu} \right|_{D^+} = \left( \pm \mathbb{I}_D + \mathbb{K}^*_D \right) \phi,
\] (2.12)

here and through the paper the subscript \( D_+ \) and \( D_- \) indicate the limit taken outside \( D \) and inside \( D \), respectively.

(iv) \( \mathcal{S}_D : H^{-\frac{1}{2}}(\partial D) \to H^{\frac{1}{2}}(\partial D) \) is an isomorphism.

(v) The Calderón’s identity \( \mathbb{K}^N \mathbb{S}^N = \mathbb{S}^N \mathbb{K}^N,^* \) holds.

We refer to [6, 15] for the proofs of those results. In plain words, the above says, the single-layer potential \( \mathcal{S}_D \phi \) solves the homogeneous Lamé system in \( D \) and in \( \Omega \setminus \overline{D} \), with certain normalization condition at the exterior boundary \( \partial \Omega \) as shown in (2.11); \( \mathcal{S}_D \phi \) is continuous across \( \partial D \), but \( \partial \mathcal{S}_D \phi/\partial \nu \) has a jump across \( \partial D \), and the jump is represented through the Neumann-Poincaré operator acting on \( \phi \). Moreover, in view of item (iii) (respectively, item (iv)), the Neumann (respectively, Dirichlet) boundary value problems in \( D \) and in \( \Omega \setminus \overline{D} \) can be solved by single-layer potentials. The Calderón identity is equivalent to
\[
\mathcal{D}_D ([\mathcal{S}_D \phi]|_{-})(x) = \mathcal{S}_D ([\frac{\partial \mathcal{S}_D \phi}{\partial \nu}|_{-}](x), \quad x \in \Omega \setminus \overline{D},
\]
where \( \mathcal{D}_D \) is the double-layer potential with Schwartz kernel \( \Gamma^N \). The identity above basically follows from the Green’s identity and we omit the details.
Remark 2. In this paper we use the Neumann function $\Gamma^N$ rather than the more frequently used Kelvin matrix $\Gamma$ as the Schwartz kernel to define the single-layer potential. The resulted $S_D$ is hence different from the classical layer potential operators, for which results in Proposition 2.2 were standard. However, due to the relation (2.7), $S_D$ defined here is a compact perturbation to the classical one and the above results still hold.

Our choice makes it easier to deal with the Neumann conditions set at the exterior boundary $\partial \Omega$. Needless to say, if Dirichlet type data are imposed there, it is better to use layer potentials defined by the Dirichlet function $\Gamma^D$; if $\Omega = \mathbb{R}^d$ and far field limits of the solution is imposed, it is better to use the classical layer potentials.

2.2. Other related layer potentials. We review several other layer potential related theories that will be useful in later parts of the paper.

2.2.1. Layer potentials for Lamé system with Dirichlet boundary. In section 4 we need to study the single-layer potential operator with Schwartz kernel $\Gamma^D$. Let $\mathcal{S}^D$ denote this operator, together with its boundary trace $\mathcal{S}^D$ and the Neumann-Poincaré operator $\mathbb{K}^D,^*$. They are all defined in the same way as their Neumann counterpart in (2.8), (2.9) and (2.10), simply by replacing the Neumann function $\Gamma^N$ there by $\Gamma^D$. As before, the reference to the Lamé pair $(\lambda, \mu)$ and to (the surface of) the domain $D$ are omitted. The corresponding NP operator $\mathbb{K}^D,^*$ was studied in details in [3], and the following results hold as analogues of those in Proposition 2.2.

Proposition 2.3. Under the assumption (A1), we have the following properties:

(i) For any $\phi \in H^{-\frac{1}{2}}(\partial D)$, $S_D^D \phi \in H^1(\Omega)$ and

\[
\begin{aligned}
\mathcal{L}_{\lambda,\mu} S_D^D \phi &= 0 \quad &\text{in} \; \Omega \setminus \partial D, \\
S_D^D \phi |_{\partial \Omega} &= 0.
\end{aligned}
\]

(ii) $\mathbb{K}^D,^* : H^{-\frac{1}{2}}(\partial D) \to H^{-\frac{1}{2}}(\partial D)$ is a bounded operator, furthermore, $\pm \frac{1}{2} + \mathbb{K}^D,^* : H_{R}^{-\frac{1}{2}}(\partial D) \to H_{R}^{-\frac{1}{2}}(\partial D)$ are isomorphisms.

(iii) (Jump relation) For any $\phi \in H^{-\frac{1}{2}}(\partial D)$,

\[
\left. \frac{\partial S_D^D \phi}{\partial \nu} \right|_{D_\pm} = \left( \pm \frac{1}{2} + \mathbb{K}^D,^* \right) \phi.
\]

(iv) $\mathcal{S}^D : H^{-\frac{1}{2}}(\partial D) \to H^\frac{1}{2}(\partial D)$ is an isomorphism.

(v) The Calderón’s identity $\mathbb{K}^D \mathcal{S}^D = \mathcal{S}^D \mathbb{K}^D,^*$ holds.

2.2.2. Layer potential for Stokes system. For the incompressible inclusions limit modeled by (1.14), we need to investigate Stokes system in $D$. We recall here some layer potential theory for Stokes system; for more details (and applications in hydrostatics), see [16, 27, 24].

Let $u$ be the displacement field and $p$ be the pressure field, the Stokes system in linear hydrostatics with viscosity parameter $\mu$ reads

\[
\mathcal{L}_{\infty,\mu}(u, p) := \mu \Delta u + \nabla p \quad \text{and} \quad \text{div} \; u = 0, \quad \text{in} \; \Omega.
\]

The corresponding conormal derivative at the surface $\partial E$, where $E \subset \Omega$ is either $\Omega$ or $D$, is

\[
\left. \frac{\partial (u, p)}{\partial \nu_{(\infty,\mu)}} \right|_{\partial E} := p \mathbf{N} + 2\mu \mathbb{D}(u) \mathbf{N} \quad \text{on} \; \partial E.
\]
Consider the energy bilinear form $J_{\infty,\mu}^{E}(u, v)$ defined by

$$J_{\infty,\mu}^{E}(u, v) := 2\mu \int_{E} D(u) : D(v) - \mu \int_{E} (\nabla u)(\nabla v). \quad (2.17)$$

It is easy to check the following Green’s identity: for any $u, v, p \in H^{1}(E)$,

$$J_{\infty,\mu}^{E}(u, v) = \int_{E} \frac{\partial (u, p)}{\partial \nu_{(\infty, \mu)}} \cdot v - \int_{E} \mathcal{L}_{\infty,\mu}(u, p) \cdot v - \mu \int_{\partial E} (\nabla u)(v \cdot N) - \int_{E} p(\nabla v). \quad (2.18)$$

Again, the above is symmetric in $u$ and $v$, and the identity simplifies if one of the functions satisfies the homogeneous Stokes system.

Let $(\mathbf{T}^{\mu}, Q^{\mu})$ be the Neumann functions of the Stokes system in $\Omega$, i.e., the unique solution of

$$\left\{ \begin{array}{l}
\mathcal{L}_{\infty,\mu}(\mathbf{T}^{\mu}, Q^{\mu})(\cdot, z) = \delta_{z}I_{d}, \quad \text{div} \mathbf{T}^{\mu}(\cdot, z) = 0, \quad \int_{\Omega} Q^{\mu}(\cdot, z) = 0 \quad \text{in} \ \Omega, \\
\frac{\partial (\mathbf{T}^{\mu}, Q^{\mu})}{\partial \nu_{(\infty, \mu)}} \bigg|_{\partial \Omega} = \frac{1}{|\partial \Omega|}, \quad \int_{\partial \Omega} \mathbf{T}^{\mu}(x, z) r(x) d\sigma(x) = 0 \quad \text{for} \ z \in \Omega \ \text{and all} \ r \in \mathbb{R}.
\end{array} \right. \quad (2.19)$$

Given a density $\phi$ on $\partial D$, the single-layer potentials pair $(S_{D}^{\infty,\mu} \phi, P_{D}^{\mu} \phi)$ by

$$\begin{cases}
S_{D}^{\infty,\mu} \phi(x) := \int_{\partial D} \mathbf{T}^{\mu}(x, z) \phi(z) d\sigma(z) \\
P_{D}^{\mu} \phi(x) := \int_{\partial D} Q^{\mu}(x, z) \phi(z) d\sigma(z)
\end{cases} \quad \text{for} \ x \in \Omega \ \setminus \ \partial D. \quad (2.20)$$

The boundary trace pair $(S_{D}^{\infty,\mu} \phi, P_{D}^{\mu} \phi)$ on $\partial D$ is defined by

$$(S_{D}^{\infty,\mu} \phi(x), P_{D}^{\mu} \phi(x)) := \lim_{y \rightarrow x} (S_{D}^{\infty,\mu} \phi(y), P_{D}^{\mu} \phi(y)) \quad \text{for} \ x \in \partial D. \quad (2.21)$$

The Neumann-Poincaré operator $K_{D}^{\infty,\mu,\ast}$ is defined by

$$K_{D}^{\infty,\mu,\ast} \phi(x) := \text{p.v.} \int_{\partial D} \frac{\partial (\mathbf{T}^{\mu}, Q^{\mu})}{\partial \nu_{(\infty, \mu)}}(x, z)\phi(z) d\sigma(z) \quad \text{for} \ x \in \partial D. \quad (2.22)$$

The following fundamental properties of the single-layer potential for the Stokes system, as analogues of Proposition 2.2, hold:

**Proposition 2.4.** Assume (A1) and $\mu > 0$. We have the following well-known results:

(i) For any $\phi \in H^{-\frac{1}{2}}(\partial D)$, $S_{D}^{\infty,\mu} \phi \in H^{1}(\Omega)$ and $P_{D}^{\mu} \phi \in L^{2}(\Omega)$ and

$$\left\{ \begin{array}{l}
\mathcal{L}_{\infty,\mu}(S_{D}^{\infty,\mu} \phi, P_{D}^{\mu} \phi) = 0 \quad \text{and} \quad \text{div} \ S_{D}^{\infty,\mu} \phi = 0, \quad \text{in} \ \Omega \ \setminus \ \partial D, \\
S_{D}^{\infty,\mu} \phi|_{\partial \Omega} \in H^{\frac{1}{2}}(\partial \Omega), \\
\frac{\partial (S_{D}^{\infty,\mu} \phi, P_{D}^{\mu} \phi)}{\partial \nu_{(\infty, \mu)}} \bigg|_{\partial \Omega} = \frac{1}{|\partial \Omega|} \int_{\partial D} \phi.
\end{array} \right. \quad (2.23)$$

(ii) $K_{D}^{\infty,\mu,\ast} : H^{-\frac{1}{2}}(\partial D) \rightarrow H^{-\frac{1}{2}}(\partial D)$ is a bounded operator.

(iii) (Jump relation) For any $\phi \in H^{-\frac{1}{2}}(\partial D)$,

$$\frac{\partial (S_{D}^{\infty,\mu} \phi, P_{D}^{\mu} \phi)}{\partial \nu_{(\infty, \mu)}} \bigg|_{D_{\pm}} = \left( \pm \frac{1}{2} + K_{D}^{\infty,\mu,\ast} \right) \phi. \quad (2.24)$$

(iv) $S_{D}^{\infty,\mu} : H^{-\frac{1}{2}}(\partial D) \rightarrow H^{\frac{1}{2}}(\partial D)$ is an isomorphism.
As in the case of Proposition 2.2, items (i) and (iii) are more or less standard and item (ii) follows from (iv). The last item was essentially proved in [19], where \( S_{D}^{\infty,\mu} \) was proved to be an isomorphism from \( L^{2}(\partial D) \) to \( H^{1}(\partial D) \). The results above follow by extending the domain of \( S_{D}^{\infty,\mu} \), and those of the related operators, to \( H^{-\frac{1}{2}}(\partial D) \) and duality arguments.

2.3. Dirichlet to Neumann maps. A key ingredient in our method is the layer potential representation of the Dirichlet to Neumann (DtN) operators associated to the Lamé and Stokes systems.

We focus first on Lamé systems. Given a pair of Lamé coefficients \((\lambda, \mu)\) on \( \Omega \setminus \overline{D} \) and another (could be the same) pair \((\tilde{\lambda}, \tilde{\mu})\) on \( D \), we consider two DtN maps, an exterior one associated to the outer domain \( \Omega \setminus \overline{D} \) and an inner one associated to \( D \). They are denoted, respectively, by \( \Lambda_{D}^{\lambda,\mu,e} \) and \( \Lambda_{D}^{\tilde{\lambda},\tilde{\mu},i} \), and they are defined by

\[
\Lambda_{D}^{\lambda,\mu,e} \phi := \frac{\partial u}{\partial \nu(\lambda,\mu)} \bigg|_{+}, \quad \Lambda_{D}^{\tilde{\lambda},\tilde{\mu},i} \phi := \frac{\partial u}{\partial \nu(\tilde{\lambda},\tilde{\mu})} \bigg|_{-}, \quad \phi \in H^{\frac{1}{2}}(\partial D),
\]

and are functions on \( \partial D \). Here \( u \) is the unique solution of the Lamé system in \( \Omega \setminus \overline{D} \) and in \( D \) with the corresponding coefficients, and with Dirichlet data \( u = \phi \) on \( \partial D \). More precisely, \( u \) solves the following problem:

\[
\begin{align*}
\begin{cases}
\mathcal{L}_{\lambda,\mu} u = 0 & \text{in } \Omega \setminus \overline{D}, \\
\mathcal{L}_{\tilde{\lambda},\tilde{\mu}} u = 0 & \text{in } D, \\
u_{|\partial D} u = \phi, & u|_{\partial D} \in H^{\frac{1}{2}}_{R}(\partial \Omega), \\
\frac{\partial u}{\partial \nu}|_{\partial \Omega} & \text{is a constant vector.}
\end{cases}
\end{align*}
\]

The above system combines an exterior and an interior problems related by the same Dirichlet data along \( \partial D \). The particular boundary data at \( \partial \Omega \) for the exterior (to \( D \)) problem is consistent with the Neumann condition at \( \partial \Omega \) in (1.9). As an immediate consequence of the following result, the DtN maps are bounded operators from \( H^{\frac{1}{2}}(\partial D) \) to \( H^{-\frac{1}{2}}(\partial D) \).

Proposition 2.5. Assume that (A1) holds. Then, for any \( \phi \in H^{\frac{1}{2}}(\partial D) \), the problem (2.26) has a unique solution \( u \in H^{1}(\Omega) \).

Proof. Uniqueness. Suppose that \( u \in H^{1}(\Omega) \) solves (2.26) with \( \phi = 0 \). In view of the Green’s identity (2.2), we get

\[
\int_{\partial D} \left( \frac{\partial u}{\partial \nu(\lambda,\mu)} \bigg|_{-} - \frac{\partial u}{\partial \nu(\lambda,\mu)} \bigg|_{+} \right) \cdot u + \int_{\partial \Omega} \frac{\partial u}{\partial \nu(\lambda,\mu)} \cdot u = J_{\lambda,\mu}^{\Omega}(u) + J_{\tilde{\lambda},\tilde{\mu}}^{D}(u).
\]

Using the boundary conditions for \( u \), we obtain \( J_{\lambda,\mu}^{\Omega}(u) + J_{\tilde{\lambda},\tilde{\mu}}^{D}(u) = 0 \). This implies that \( u \in \mathcal{R} \) in \( \Omega \setminus \overline{D} \) and in each component of \( D \). By \( u|_{\partial \Omega} \in H^{\frac{1}{2}}_{R}(\partial \Omega) \), we deduce that \( u = 0 \) in \( \Omega \setminus \overline{D} \). By continuity across \( \partial D \), we get \( u = 0 \) in \( \Omega \).

Existence. In view of Proposition 2.2 (iv), \( S_{D}^{\lambda,\mu} \) and \( S_{D}^{\tilde{\lambda},\tilde{\mu}} \) are isomorphisms from \( H^{-\frac{1}{2}}(\partial D) \) to \( H^{\frac{1}{2}}(\partial D) \). We then check that

\[
u_{|\partial D} u = \begin{cases}
S_{D}^{\lambda,\mu}(S_{D}^{\lambda,\mu})^{-1} \phi & \text{in } \Omega \setminus \overline{D} \\
S_{D}^{\tilde{\lambda},\tilde{\mu}}(S_{D}^{\tilde{\lambda},\tilde{\mu}})^{-1} \phi & \text{in } D
\end{cases}
\]

is well-defined and satisfies \( u = \phi \) on \( \partial D \). By Proposition 2.2 (i), we see that \( u \) solves (2.26). 

\[\square\]
Using the explicit formula (2.27), the jump relation in Proposition 2.2 (iii) and the definition (2.25), we get the following representation of DtN maps.

**Proposition 2.6.** The DtN maps are represented by layer potentials as follows.

\[
\Lambda_D^{\lambda,\mu,e} = \left( \frac{1}{2} + K_D^{\lambda,\mu} \right) (S_D^{\lambda,\mu})^{-1}, \quad \Lambda_D^{\bar{\lambda},\bar{\mu},i} = \left( -\frac{1}{2} + K_D^{\bar{\lambda},\bar{\mu}} \right) (S_D^{\bar{\lambda},\bar{\mu}})^{-1}.
\] (2.28)

It is clear that \( \ker \Lambda_D^{\bar{\lambda},\bar{\mu},i} \) is non-empty; in fact, it consists of functions that belong to \( R \) in each components of \( D \). The following result shows that the difference operator \( \Lambda_D^{\bar{\lambda},\bar{\mu},i} - \Lambda_D^{\lambda,\mu,e} \) is an isomorphism from \( H^\frac{1}{2}(\partial D) \) to \( H^{-\frac{1}{2}}(\partial D) \). This plays a key role in our method.

**Proposition 2.7.** Assume that (A1) holds. Then the boundary operator \( \Lambda_D^{\bar{\lambda},\bar{\mu},i} - \Lambda_D^{\lambda,\mu,e} \) is an isomorphism from \( H^\frac{1}{2}(\partial D) \) to \( H^{-\frac{1}{2}}(\partial D) \).

**Proof.** Let \( \phi \in H^\frac{1}{2}(\partial D) \). Using Green’s identity we have

\[
\langle \phi, (\Lambda_D^{\bar{\lambda},\bar{\mu},i} - \Lambda_D^{\lambda,\mu,e}) \phi \rangle_{H^\frac{1}{2}(\partial D)} = J_D^{\lambda,\mu}(\phi) + J_D^{\bar{\lambda},\bar{\mu},i}(\phi),
\]

where \( \phi \) is the solution of problem (2.26). By the Cauchy-Schwarz inequality, the elliptic condition (1.3) and the trace inequality of symmetric matrices, we have

\[
J_D^{\lambda,\mu}(\phi) + J_D^{\bar{\lambda},\bar{\mu},i}(\phi) \geq \min\{2\tilde{\mu},d\tilde{\lambda} + 2\tilde{\mu}\} \int_D |D(\phi)|^2 + \min\{2\mu, d\lambda + 2\mu\} \int_{\Omega\setminus\bar{D}} |D(\phi)|^2 \\
\quad \geq C(\lambda, \mu, \tilde{\lambda}, \tilde{\mu}) \int_{\Omega} |D(\phi)|^2.
\]

Since \( \phi|_{\partial\Omega} \in H^\frac{1}{2}(\partial\Omega) \), by the argument in Remark 1 and thanks to the Korn’s inequality (Lemma A.1), we obtain

\[
\langle \phi, (\Lambda_D^{\bar{\lambda},\bar{\mu},i} - \Lambda_D^{\lambda,\mu,e}) \phi \rangle_{H^\frac{1}{2}(\partial D)} \geq C\|\phi\|_{H^1(\Omega)}^2 \geq C\|\phi\|_{H^\frac{1}{2}(\partial D)}^2 = C\|\phi\|_{H^\frac{1}{2}}^2.
\]

Note that \( C \) depends on \( D \) and is not universal. In view of Lemma A.3, we get the conclusion. \( \Box \)

**Remark 3.** If the boundary \( \partial D \) is \( C^\infty \) (this can be further relaxed to \( C^{1,\alpha} \)), one can use pseudo-differential calculus to prove that \( \Lambda_D^{\bar{\lambda},\bar{\mu},i} - \Lambda_D^{\lambda,\mu,e} \) is a Fredholm operator. For instance, assume \( d = 3 \) and choose a suitable coordinate, it is not difficult to calculate that \( \Lambda_D^{\bar{\lambda},\bar{\mu},i} - \Lambda_D^{\lambda,\mu,e} \) is a pseudo-differential operator with order \(-1\) and the eigenvalues of its principal symbol are

\[
p(0) \quad \text{and} \quad p(\pm i|\xi'|),
\]

where \( \xi' \in \mathbb{R}^2 \) is the new coordinate and \( p(t) \) is the polynomial

\[
p(t) = (\mu + \tilde{\mu})|\xi'| + 2t \left( \frac{\mu^2}{\lambda + 3\mu} - \frac{\tilde{\mu}^2}{\lambda + 3\tilde{\mu}} \right) + \left( \frac{(\lambda + \mu)\mu}{\lambda + 3\mu} + \frac{(\lambda + \tilde{\mu})\tilde{\mu}}{\lambda + 3\tilde{\mu}} \right)|\xi'|^{-1}t^2,
\]

the elliptic condition (1.3) implies that \( p(0) \) and \( p(\pm i|\xi'|) \) are nonzero, as \( \Lambda_D^{\bar{\lambda},\bar{\mu},i} - \Lambda_D^{\lambda,\mu,e} \) is a Fredholm operator with index zero, see [1, 34].
2.3.1. Dirichlet to Neumann map for the coupled Lamé-Stokes system. Given an admissible Lamé pair \((\lambda, \mu)\) in \(\Omega \setminus D\) and a viscosity constant \(\tilde{\mu} > 0\) in \(D\), we also consider the DtN maps associated to the coupled Lamé-Stokes system related to the limit problem (1.14). More precisely, let \(u \in H^1(\Omega)\) and \(p \in L^2(D)\) so that \((u, p)\) solves the following coupled Lamé-Stokes problem:

\[
\begin{aligned}
&\mathcal{L}_{\lambda,\mu} u = 0, & &\text{in } \Omega \setminus D, \\
&\mathcal{L}_{\infty,\tilde{\mu}}(u, p) = 0 & \text{and } \text{div } u = 0, &\text{in } D, \\
&u|_{\partial D} = \phi, & &u|_{\partial \Omega} \in H^2_R(\partial \Omega), \\
&\frac{\partial u}{\partial \nu}|_{\partial \Omega} & &\text{is a constant vector}. \\
\end{aligned}
\] (2.29)

Then the associated exterior DtN map \(\Lambda_{\lambda,\mu,e}^D\) is defined as before in (2.25), and the interior DtN map \(\Lambda_{\infty,\tilde{\mu},i}^D\) is defined by

\[
\Lambda_{\infty,\tilde{\mu},i}^D \phi := \frac{\partial (u, p)}{\partial \nu(\infty,\tilde{\mu})} \bigg|_{\partial D}. 
\] (2.30)

As in the previous subsection, we prove that the problem above is well-posed, derive a layer potential representation for the solution and identify the DtN map.

**Proposition 2.8.** For any \(\phi \in H^{\frac{1}{2}}(\partial D)\), problem (2.29) has a unique solution \(u \in H^1(\Omega)\).

**Proof. Uniqueness.** Suppose that \((u, p)\) is the solution of problem (2.29) with \(\phi = 0\). Then by the Green’s identities (2.2) and (2.18), we have

\[
\int_{\partial D} \left( \frac{\partial (u, p)}{\partial \nu(\infty,\tilde{\mu})} \bigg|_+ - \frac{\partial u}{\partial \nu(\lambda,\mu)} \bigg|_- \right) \cdot u + \int_{\partial \Omega} \frac{\partial u}{\partial \nu(\lambda,\mu)} \cdot u = J_{\infty,\tilde{\mu}}^D(u) + J_{\lambda,\mu}^D(u).
\]

In view of the boundary conditions of \(u\) at \(\partial D\) and at \(\partial \Omega\), we obtain \(J_{\infty,\tilde{\mu}}^D(u) + J_{\lambda,\mu}^D(u) = 0\). Following the same argument in the proof of Proposition 2.5, we see \(u = 0\).

**Existence.** Since \(S_{\lambda,\mu}^D\) and \(S_{\infty,\tilde{\mu}}^D\) are isomorphisms from \(H^{-\frac{1}{2}}(\partial D)\) to \(H^{\frac{1}{2}}(\partial D)\), the functions

\[
u = \begin{cases} S_{\lambda,\mu}^D(S_{\lambda,\mu}^D)^{-1} \phi & \text{in } \Omega \setminus D \\
S_{\infty,\tilde{\mu}}^D(S_{\infty,\tilde{\mu}}^D)^{-1} \phi & \text{in } D
\end{cases}
\]

are well-defined. By Proposition 2.4 and Proposition 2.2, we see that \((u, p)\) solve (2.29). \(\square\)

Using the explicit formula (2.31), the jump relation in Proposition 2.4, and by repeating the proof of Proposition 2.7, we get the following results.

**Proposition 2.9.** The DtN map \(\Lambda_{\infty,\tilde{\mu},i}^D\) is represented by layer potentials:

\[
\Lambda_{\infty,\tilde{\mu},i}^D \phi = \left( -\frac{I}{2} + \mathcal{K}_{\infty,\tilde{\mu},i} \right) (S_{\infty,\tilde{\mu}}^D)^{-1}. 
\] (2.32)

Moreover, the boundary operator \(\Lambda_{\infty,\tilde{\mu},i}^D - \Lambda_{\lambda,\mu,e}^D : H^{\frac{1}{2}}(\partial D) \to H^{-\frac{1}{2}}(\partial D)\) is an isomorphism.
2.4. The space of single-layer potentials and its decompositions. Let $D$ be a sub-domain of $\Omega$, and let $(\lambda, \mu)$ be an admissible Lamé pair. Partially inspired by the work of [25] and [11], we define the space

$$\mathcal{E} := \{ u \in H^1(\Omega) : \mathcal{L}_{\lambda, \mu} u = 0 \text{ in } D \cup (\Omega \setminus \overline{D}) \},$$

which is a closed subspaces of $H^1(\Omega)$ and consists of functions that solve the Lamé system with the given coefficients both in $D$ and in $\Omega \setminus \overline{D}$ (but not necessarily in $\Omega$). We further define the following subspaces of $\mathcal{E}$ that are formed by single-layer potentials:

$$\mathcal{S}^N := \{ S^N \phi : \phi \in H^{-\frac{1}{2}}(\partial D) \}, \quad \mathcal{S}^N_R := \{ S^N \phi : \phi \in H^{-\frac{1}{2}}_R(\partial D) \},$$

$$\mathcal{S}^D := \{ S^D \phi : \phi \in H^{-\frac{1}{2}}(\partial D) \}, \quad \mathcal{S}^D_R := \{ S^D \phi : \phi \in H^{-\frac{1}{2}}_R(\partial D) \}.$$

Because of the boundary conditions at $\partial \Omega$, we verify that $\mathcal{S}^N \cap R = \{0\}$ and $\mathcal{S}^N \cap R = \{0\}$. On $\mathcal{S}^N$ and $\mathcal{S}^D$, we define the bilinear and symmetric product

$$(u, v)_{\mathcal{S}} := J_{\lambda, \mu}^\Omega(u, v).$$

In view of Remark 1, in the space $\mathcal{S}$, $u \mapsto (u, u)_{\mathcal{S}}$ is a norm equivalent to $\| \cdot \|_{H^1(\Omega)}$, and $(\cdot, \cdot)_{\mathcal{S}}$ is an inner product.

We work mainly with the Hilbert space $H^{-\frac{1}{2}}(\partial D)$, since the density functions in the layer potential operators, e.g. $S, S, K^*, L^1, L^e$, belong to this space. The usual norm on $H^{-\frac{1}{2}}(\partial D)$ is the dual norm, i.e., $\| \phi \|_{-\frac{1}{2}} = \sup\{ \langle h, \phi \rangle : \| h \|_{H^{\frac{1}{2}}} = 1 \}$. Inspired by [25], we introduce the following inner products on $H^{-\frac{1}{2}}$:

$$\langle \phi, \psi \rangle_{\mathcal{S}^N} := -\int_{\partial D_e} \phi \cdot S^N \psi = \mathcal{J}_{\lambda, \mu}^\Omega(S^N \phi, S^N \psi) = \langle S^N \phi, S^N \psi \rangle_{\mathcal{S}^N},$$

$$\langle \phi, \psi \rangle_{\mathcal{S}^D} := -\int_{\partial D_e} \phi \cdot S^D \psi = \mathcal{J}_{\lambda, \mu}^\Omega(S^D \phi, S^D \psi) = \langle S^D \phi, S^D \psi \rangle_{\mathcal{S}^D}.$$

Here, the integrals are understood as pairings. They are indeed inner products because we have seen that $\mathcal{J}_{\lambda, \mu}^\Omega(\cdot, \cdot)$ defines an inner product on $\mathcal{S}$.

Remark 4. The salient feature of those new inner products is: the Neumann-Poincaré operator $K^{N,*}$ becomes self-adjoint as a bounded linear transformation on $(H^{-\frac{1}{2}}, (\cdot, \cdot)_{\mathcal{S}^N})$. To check this, take any $\phi, \psi \in H^{-\frac{1}{2}}(\partial D)$, we compute

$$\langle \frac{1}{2} + K^{N,*} \phi, \psi \rangle_{\mathcal{S}^N} = \langle S^N \phi, S^N \psi \rangle_{H^{\frac{1}{2}}, H^{-\frac{1}{2}}} = \langle \frac{1}{2} + K^{N,*} \phi, \psi \rangle_{H^{\frac{1}{2}}, H^{-\frac{1}{2}}} = \langle \frac{1}{2} + K^{N,*} \phi, \psi \rangle_{H^{\frac{1}{2}}, H^{-\frac{1}{2}}} = \langle \phi, \frac{1}{2} + K^{N,*} \psi \rangle_{\mathcal{S}^N}.$$
(ii) The space $\mathcal{S}^D$ and its subspace $\mathcal{S}^D_R$ are characterized by
\[
\mathcal{S}^D = \{ u \in \mathcal{E} : u|_{\partial \Omega} = 0 \},
\]
\[
\mathcal{S}^D_R = \left\{ u \in \mathcal{E} : u|_{\partial \Omega} = 0, \frac{\partial u}{\partial \nu}|_{\partial D} \in H^{-\frac{1}{2}}(\partial D) \right\}. \tag{2.39}
\]

(iii) The space $\mathcal{S}^D$ satisfies the following decomposition:
\[
\mathcal{S}^D = \mathcal{S}^D_R \oplus \mathcal{S}^D \ker \left( -\frac{\mathbb{I}}{2} + \mathbb{K}^{D,*} \right), \tag{2.40}
\]
and this is an orthogonal decomposition in $\mathcal{S}^D$ with respect to the inner product $(\cdot, \cdot)_{\mathcal{S}}$. Moreover, the second space in the decomposition (2.40) is characterized by
\[
\mathcal{S}^D \ker \left( -\frac{\mathbb{I}}{2} + \mathbb{K}^{D,*} \right) = \{ u \in \mathcal{S}^D : u \in \mathbb{R} \text{ in each component of } D \}. \tag{2.41}
\]

(iv) The space $\mathcal{S}^N$ satisfies the following orthogonal decomposition with respect to $(\cdot, \cdot)_{\mathcal{S}}$:
\[
\mathcal{S}^N = \mathcal{S}^N_R \oplus \mathcal{S}^N \ker \left( -\frac{\mathbb{I}}{2} + \mathbb{K}^{N,*} \right). \tag{2.42}
\]
Moreover, the second space in the decomposition (2.42) is
\[
\mathcal{S}^N \ker \left( -\frac{\mathbb{I}}{2} + \mathbb{K}^{N,*} \right) = \{ u \in \mathcal{S}^N : u \in \mathbb{R} \text{ in each component of } D \}. \tag{2.43}
\]

Remark 5. By definition, $\mathcal{S}^N = \mathcal{S}^N H^{-\frac{1}{2}}$ and $\mathcal{S}^N_R = \mathcal{S}^N H^{-\frac{1}{2}}R$. Similar identifications hold for $\mathcal{S}^D$ and $\mathcal{S}^D_R$. In view of (2.36), the orthogonal decomposition (2.42) is equivalent to
\[
H^{-\frac{1}{2}}(\partial D) = H^{-\frac{1}{2}}_R(\partial D) \oplus \ker \left( -\frac{\mathbb{I}}{2} + \mathbb{K}^{N,*} \right), \tag{2.44}
\]
and the two subspaces on the right hand side are orthogonal with respect to the inner product $(\cdot, \cdot)_{\mathcal{S}^N}$ on $H^{-\frac{1}{2}}$. Similarly, the orthogonal decomposition (2.40) is equivalent to
\[
H^{-\frac{1}{2}}(\partial D) = H^{-\frac{1}{2}}_R(\partial D) \oplus \ker \left( -\frac{\mathbb{I}}{2} + \mathbb{K}^{D,*} \right), \tag{2.45}
\]
and this is an orthogonal decomposition in $(H^{-\frac{1}{2}}, (\cdot, \cdot)_{\mathcal{S}^D})$.

We further claim $( -\frac{\mathbb{I}}{2} + \mathbb{K}^{N,*}) H^{-\frac{1}{2}} = H^{-\frac{1}{2}}_R$. Indeed, in view of the Green’s identity (used in each component of $D$), we see that the left side is contained in the right. The other direction is also true as stated in Proposition 2.2 (ii). The decompositions (2.44) then just says
\[
H^{-\frac{1}{2}}(\partial D) = \operatorname{ran} ( -\frac{\mathbb{I}}{2} + \mathbb{K}^{N,*}) \oplus \ker ( -\frac{\mathbb{I}}{2} + \mathbb{K}^{N,*}). \tag{2.46}
\]

Proof. We only outline the proofs for the propositions concerning $\mathcal{S}^N$; the case of $\mathcal{S}^D$ is similar. Item (i) follows from Propositions 2.2 directly. Indeed, by (2.11) we see $\mathcal{S}^N \phi \in \mathcal{E}$ for any $\phi \in H^{-\frac{1}{2}}(\partial D)$ and satisfies the boundary conditions at $\partial \Omega$. If we have further $\phi \in H^{-\frac{1}{2}}_R(\partial D)$, then $\mathcal{S}^N \phi$ also satisfies the condition at $\partial D$. Conversely, by Proposition 2.2, the functions in the right hand sides of (2.38) can be realized by single-layer potentials of the form $\mathcal{S}^N \phi$.

For (2.43), by the jump relation (2.12) it is clear that the right hand side is a subset of the left. For the other direction, we note if $\phi \in \ker ( -\frac{1}{2} + \mathbb{K}^{N,*})$, then $u := \mathcal{S}^N \phi$ satisfies $\mathcal{L}_\lambda \mu u = 0$ in $D$ and $\partial u/\partial \nu = 0$ in each component of $D$. It follows that $u \in \mathbb{R}$ in each component of $D$. 

Finally we prove (2.42). Suppose \( u = S^N \phi \) is orthogonal to the space in (2.43) with respect to the inner product \((\cdot, \cdot)_B\). For each component \( E \) of \( D \) and for each basis vector \( r_j \) of \( \mathbb{R} \), there exists \( w \in \mathfrak{S}_N \) so that \( w = r_j \) in \( E \) and \( w = 0 \) in all other components of \( D \). In view of the Green’s identity on \( \Omega \setminus D \) and the facts that \( \partial u / \partial \nu_{\partial \Omega} \) is a constant and \( w|_{\partial \Omega} \in H^\frac{1}{2}_{\mathbb{R}} \), we see that

\[
0 = J^{\Omega \setminus D}(u, w) = - (r_j, \partial u / \partial \nu_{\partial \Omega})_{H^\frac{1}{2}(\partial E), H^{-\frac{1}{2}}(\partial E)}.
\]

This shows \( \partial u / \partial \nu_{\partial \Omega} \in H^{-\frac{1}{2}}_{\mathbb{R}}(\partial D) \). By definition we already know that \( \partial u / \partial \nu_{\partial \Omega} = c \) is a constant. Using Green’s identity again, we see that

\[
0 = J^{\Omega \setminus D}(u, c) = \int_{\partial \Omega} |c|^2.
\]

It follows that \( c = 0 \) and \( u \in \mathfrak{S}_N \). \( \square \)

3. Layer potential representations for solutions of the transmission problems

In this section, we establish representation formulas for the transmission problem (1.9), (1.14), (1.15) and (1.16) and, in particular, prove Theorems 1.1 and 1.2. We always assume that \( \Omega \) and \( D \) satisfies (A1).

3.1. The solution to problem (1.9). The aim here is to prove Theorem 1.1. Recall the definition of the background solution \( G \) in (1.10). Using layer potentials, we seek for solutions of the form

\[
\mathbf{u} = \begin{cases} 
G + S^{\lambda,\mu}_D \phi & \text{in } \Omega \setminus D \\
\tilde{S}^{\lambda,\mu} \psi & \text{in } D.
\end{cases}
\]

where \( \phi \) and \( \psi \) are densities defined on \( \partial D \) to be found. In view of Proposition 2.2, for \( u \) to be a solution of (1.9) and, in particular, to satisfy the boundary conditions at \( \partial D \) and \( \partial \Omega \), it is necessary and sufficient to impose that \( (\psi, \phi) \in H^{-1/2}(\partial D) \times H^{-1/2}_{\mathbb{R}}(\partial D) \) and that they solve the boundary integral equations (1.12). Using the layer potential representations for DtN maps Proposition 2.6, we can rewrite (1.12) to the following form:

\[
\begin{aligned}
\left\{ G|_{\partial D} + S^{\lambda,\mu}_D \phi = \tilde{S}^{\lambda,\mu} \psi, \\
(\tilde{\lambda}_D^{\mu,\lambda, e}_S - \lambda_D^{\lambda,\mu, e}_S)S^{\lambda,\mu}_D \phi = \frac{\partial G}{\partial \nu(\lambda, \mu)}|_{\partial D} - \tilde{\lambda}_D^{\lambda,\mu, e}_S(G|_{\partial D}).
\end{aligned}
\tag{3.1}
\]

Because \( S^{\lambda,\mu}_D, \tilde{S}^{\lambda,\mu}_S \) are isomorphisms from \( H^{-\frac{1}{2}}(\partial D) \) to \( H^\frac{1}{2}(\partial D) \) (by Proposition 2.2.(iv)), and because \( \tilde{\lambda}_D^{\mu,\lambda, e}_S - \lambda_D^{\lambda,\mu, e}_S \) is an isomorphism from \( H^\frac{1}{2}(\partial D) \) to \( H^{-\frac{1}{2}}(\partial D) \) (by Proposition 2.7), there exists a unique pair \( (\psi, \phi) \in H^{-1/2}(\partial D) \times H^{-1/2}(\partial D) \) solving equations (3.1). In view of the jump relation of \( \tilde{S}^{\lambda,\mu}_D \phi \) and the second equation in (1.12), we also get

\[
\phi = \frac{\partial \tilde{S}^{\lambda,\mu}_D \psi}{\partial \nu(\lambda, \mu)}|_{-} - \frac{\partial S^{\lambda,\mu}_D \phi}{\partial \nu(\lambda, \mu)}|_{-} - \frac{\partial G}{\partial \nu(\lambda, \mu)}|_{-}. \tag{3.2}
\]

For any \( r \in \mathbb{R} \) and for any component \( E = D_i \) of \( D \), we compute and get

\[
\int_{\partial E} \phi \cdot r = \int_{\partial E} \left( \frac{\partial \tilde{S}^{\lambda,\mu}_D \psi}{\partial \nu(\lambda, \mu)} - \frac{\partial S^{\lambda,\mu}_D \phi}{\partial \nu(\lambda, \mu)} - G \right) \cdot r = J^E_{\lambda,\mu}(S^{\lambda,\mu}_D \psi, r) - J^E_{\lambda,\mu}(S^{\lambda,\mu}_D \phi, r) - J^E_{\lambda,\mu}(G, r).
\]
In the last step we applied the Green’s identity (2.2). Note that for \( r \in \mathbb{R} \), \( \text{div } r = \text{tr}(\mathbb{D}(r)) = 0 \); we deduce that the right hand side of the above equality vanishes. Hence, automatically, we get \( \phi \in H^{\frac{1}{2}}_\mathbb{R}(\partial D) \). The proof of Theorem 1.1 is hence complete.

**Remark 6.** The argument in the last paragraph actually shows, if \( v \) solves the Lamé system in \( D \), the conormal derivative of \( v \) on \( \partial D \) automatically belongs to \( H^{-\frac{1}{2}}_\mathbb{R}(\partial D) \). Similarly, this is also the case for any solution \((v,p)\) of the Stokes system in \( D \) when the conormal derivative is understood as (2.16).

### 3.2. The solution to problem (1.14)

In this subsection we solve the problem (1.14) by single-layer potentials and prove Theorem 1.2. We use the ansatz

\[
\begin{aligned}
\mathbf{u} &= \begin{cases}
\mathbf{G} + \mathcal{S}^{\lambda,\mu}_D \phi & \text{in } \Omega \setminus \overline{D} \\
\mathcal{S}^{\infty,\tilde{\iota}}_D \psi & \text{in } D
\end{cases} \quad \text{and} \quad p = \mathcal{P}^{\tilde{\mu}}_D \psi \quad \text{in } D
\end{aligned}
\]

where the background solution \( \mathbf{G} \) is defined in (1.10). By the layer potential theory, solving (1.14) is equivalent to finding densities \( \phi \) and \( \psi \) on \( \partial D \) so that \((\phi,\psi) \in H^{-1/2}(\partial D) \times H^{-1/2}(\partial D)\) and they satisfy the integral equations (1.18). Again, using the DtN maps and thanks to Propositions 2.6 and 2.9, we can rewrite this system as

\[
\begin{aligned}
\begin{cases}
\mathbf{G}|_{\partial D} + \mathcal{S}^{\lambda,\mu}_D \phi = \mathcal{S}^{\infty,\tilde{\iota}}_D \psi, \\
(\Lambda^{\infty,\tilde{\mu},i}_D - \Lambda^{\lambda,\mu,e}_D) \mathcal{S}^{\lambda,\mu}_D \phi = \frac{\partial \mathbf{G}}{\partial \nu(\lambda,\mu)}|_{\partial D} - \Lambda^{\infty,\tilde{\mu},i}_D (\mathbf{G}|_{\partial D}).
\end{cases}
\end{aligned}
\]

(3.2)

By item (iv) of Proposition 2.2, \( \mathcal{S}^{\lambda,\mu}_D, \mathcal{S}^{\infty,\tilde{\iota}}_D \) are isomorphisms from \( H^{-\frac{1}{2}}(\partial D) \) to \( H^{\frac{1}{2}}(\partial D) \), and by Proposition 2.7, \( \Lambda^{\infty,\tilde{\mu},i}_D - \Lambda^{\lambda,\mu,e}_D \) is an isomorphism from \( H^{\frac{1}{2}}(\partial D) \) to \( H^{-\frac{1}{2}}(\partial D) \). It follows that there exists a unique pair \((\psi,\phi) \in H^{-1/2}(\partial D) \times H^{-1/2}(\partial D)\) solving equations (3.1). The jump relation of \( \mathcal{S}^{\lambda,\mu}_D \phi \) and the second equation in (2.9) then yield

\[
\phi = \frac{\partial (\mathcal{S}^{\infty,\tilde{\iota}}_D \psi, \mathcal{P}^{\tilde{\mu}}_D \psi)}{\partial \nu(\infty,\tilde{\iota})}|_{\partial D} - \frac{\partial \mathcal{S}^{\lambda,\mu}_D \phi}{\partial \nu(\lambda,\mu)}|_{\partial D} - \frac{\partial \mathbf{G}}{\partial \nu(\lambda,\mu)}|_{\partial D}.
\]

In view of Remark 6, we deduce that \( \phi \in H^{\frac{1}{2}}_\mathbb{R}(\partial D) \). The proof of Theorem 1.2 is then complete.

### 3.3. The solution to problem (1.15)

The layer potential representation for the solution of (1.15) is most standard. The following result holds.

**Theorem 3.1.** Assume that (A1) holds. Then the problem (1.15) has a unique solution \( \mathbf{u}^{0,0} \in H^1(\Omega \setminus \overline{D}) \) and it is represented by the single-layer potential:

\[
\mathbf{u}^{0,0} = \mathbf{G} + \mathcal{S}^{\lambda,\mu}_D \phi \quad \text{in } \Omega \setminus \overline{D},
\]

(3.3)

and \( \phi \in H^{\frac{1}{2}}_\mathbb{R}(\partial D) \) is the unique solution to

\[
\left( \frac{1}{2} + \mathbb{K}^{\lambda,\mu,*}_D \right) \phi = \Lambda^{\lambda,\mu,e} \mathcal{S}^{\lambda,\mu}_D \phi - \frac{\partial \mathbf{G}}{\partial \nu(\lambda,\mu)}|_{\partial D}.
\]

(3.4)

**Proof.** From Proposition 2.2, \( \frac{1}{2} + \mathbb{K}^{\lambda,\mu,*}_D \) is an isomorphism on \( H^{-\frac{1}{2}}_\mathbb{R}(\partial D) \), therefore (3.4) is uniquely solvable, and the solution gives the desired representation. \( \square \)
3.4. The solution to problem (1.16). We consider the ansatz
\[
    u = \begin{cases} 
        G + S_D^{\lambda,\mu} \phi, & \text{in } \Omega \setminus D, \\
        w \in \mathbb{R}, & \text{in } D.
    \end{cases}
\]  
(3.5)

Then \( u \) solves (1.16) if and only if \( \phi \in H^\frac{1}{2}_D(\partial D) \), and \( w = G + S_D^{\lambda,\mu} \phi \) on \( \partial D \). Note that \( w \in \mathbb{R} \) in \( D \) if and only if, for any admissible Lamé pair \((\lambda', \mu')\), \( w \) solves
\[
    L_{\lambda', \mu'} w = 0 \quad \text{in } D, \quad \text{and} \quad \frac{\partial w}{\partial \nu_{(\lambda', \mu')}} = 0 \quad \text{on } \partial D.
\]
Moreover, the above identities hold true for all admissible Lamé pairs as long as they hold for one such pair. Hence, a necessary and sufficient condition for \( \phi \) (so that (3.5) solves (1.16)) is
\[
    \Lambda^{\lambda', \mu', j}_D(S_D^{\lambda, \mu} \phi + G|_{\partial D}) = 0, \quad \text{for some (and hence, for all) admissible } (\lambda', \mu').
\]  
(3.6)

If we choose \((\lambda', \mu') = (\lambda, \mu)\), the above reduces to
\[
    \left(-\frac{I}{2} + \kappa_2^{\lambda', \mu', *}_D\right) \phi = -\frac{\partial G}{\partial \nu}.
\]  
(3.7)

Note that \( L_{\lambda, \mu} G = 0 \) in \( D \) implies that \( \partial G/\partial \nu \in H^\frac{1}{2}_D(\partial D) \). Due to Proposition 2.2, there exists a unique \( \phi \in H^\frac{1}{2}_D(\partial D) \) that solves the equation above, and, consequently, (3.5) solves (1.16) and is the unique solution.

In view of the definition of the DtN operators, we easily check that
\[
    \Lambda^{\tilde{\lambda}, \tilde{\mu}, j}_D = \mu \Lambda^{\tilde{\lambda}, \tilde{\mu}, j}_D.
\]  
(3.8)

To quantify the convergence of (1.9) to (1.16) when \( \tilde{\mu} \to \infty \) while the other parameters are fixed, it is useful to view the right hand side above as \( \tilde{\mu} \Lambda^{\lambda', \mu', i}_D S_{\partial D} \phi \) with \( \lambda' = \tilde{\lambda}/\tilde{\mu} \) and \( \mu' = 1 \).

To summarize, we have proved the following result:

**Theorem 3.2.** The transmission problem (1.16) has a unique solution \( u \in H^1(\Omega) \) and is represented by (3.5), where \( \phi \in H^\frac{1}{2}_D(\partial D) \) is uniquely determined by (3.7). Moreover, \( \phi \) satisfies
\[
    \Lambda^{\tilde{\lambda}, \tilde{\mu}, i}_D S_{\partial D} \phi = -\Lambda^{\tilde{\lambda}, \tilde{\mu}, i}_D (G|_{\partial D}).
\]  
(3.9)

The formulas we obtained in this section, for the problems (1.9), (1.14), (1.15) and (1.16), are the starting points to establish quantitative convergence estimates; see (5.2) for explicit formulas. They work as long as \( D \) satisfies (A1). When \( D = D_\varepsilon \) is a family satisfying (A2), to obtain convergence rates that are independent of \( \varepsilon \), we need to bound various operators uniformly, and this is the main task of the next section.

4. Uniform bounds on layer-potential related operators

In this section, the inclusions set \( D = D_\varepsilon \) is assumed to satisfy the periodic structure specified in (A2). We establish uniform spectra gaps for the Neumann-Poincaré operator \( K^{\lambda, \mu, *}_{D_\varepsilon} \) with respect to the periodicity \( \varepsilon \), and uniform bounds for various operators and their inverse.

For notational simplifications, we omit the references to the Lamé pair \((\lambda, \mu)\) and to the domain \( D_\varepsilon \) in the notations of layer potential related operators, namely, \( S, S, K^*, \Lambda^\varepsilon \) (and Neumann function \( \Gamma^N \) is used in the definition), as those parameters are always fixed in this section. On the other hand, when the Dirichlet function \( \Gamma^D \) is used for the kernel of the single-layer potential, we denote
the corresponding operators by $S^{D,N}, S^{D,*}, K^{D,*}$, etc. If other Lamé pair $(\lambda', \mu')$ are used instead, we will specify them in the notations of those operators.

We denote the Hilbert space $H^{-\frac{1}{2}}(\partial D_\varepsilon)$ equipped with the inner product $(\cdot, \cdot)_{H^\varepsilon}$ by $\mathcal{H}$; note that the inner product is defined by (2.36) using the background Lamé pair $(\lambda, \mu)$. Similarly, the subspace $H^{-\frac{1}{2}}_{R^\varepsilon}(\partial D_\varepsilon)$ is denoted by $\mathcal{H}_R$.

4.1. Uniform spectral gap of Neumann-Poincaré operator. In this subsection we prove Theorem 1.4, i.e., establishing uniform spectra gaps for the Neumann-Poincaré operators associated to the single-layer potential $S^{D,\varepsilon}_{\lambda,\mu}$. This is the key part of our paper, and our analysis is partially inspired by the works of [25, 11, 12].

We study simultaneously the spectral properties of $K^{N,*}$ and $K^{D,*}$. As pointed out in Remark 4, the operator $K^{N,*}$ is self-adjoint as a bounded linear operator in $\mathcal{H}$. It is well known that $\frac{1}{2}$ is an eigen-value of $K^{N,*}$; in fact, $\ker(-\frac{\lambda}{2} + K^{N,*})$ is characterized in (2.42) and (2.44) and its dimension is $|\Pi_\varepsilon| \times d(d + 1)/2$ where $|\Pi_\varepsilon|$ is the number of connected components in $D_\varepsilon$. Note that, $|\Pi_\varepsilon|$ increase to infinity as $\varepsilon \to 0$.

We argue first that to prove Theorem 1.4 it suffices to restrict $K^{N,*}$ to the subspace $\mathcal{H}_R$. Indeed, in view of the orthogonal decompositions (2.42) and (2.44), $\ker(-\frac{\lambda}{2} + K^{N,*})$ and $\mathcal{H}_R$ are orthogonal and invariant subspaces of $\mathcal{H}$. Then if a number $\rho \in \mathbb{C}$ is in the resolvent of $K^{N,*}$ restricted to each of the two invariant subspaces, it is also in the resolvent of the whole operator.

Now the restriction of $K^{N,*}$ in $\mathcal{H}_R$ remains self-adjoint and bounded. By standard theory, its spectra are real and contained in an interval $[m_\varepsilon, M_\varepsilon]$, the end points of which belong to the spectra and are determined by the extrema of the Rayleigh quotient

$$\frac{(K^*\phi, \phi)_{\mathcal{H}^N}}{(\phi, \phi)_{\mathcal{H}^N}} = -\frac{(S\phi, K^*\phi)_{H^{-\frac{1}{2}},H^{-\frac{1}{2}}}}{(S\phi, \phi)_{H^{-\frac{1}{2}},H^{-\frac{1}{2}}}} = -\frac{(S\phi, (-\frac{\lambda}{2} + K^*)\phi)_{H^{-\frac{1}{2}},H^{-\frac{1}{2}}}}{(S\phi, \phi)_{H^{-\frac{1}{2}},H^{-\frac{1}{2}}}} + \frac{1}{2} = \frac{J_{\lambda,\mu}^D(S\phi)}{J_{\lambda,\mu}^D(\lambda,\mu)} - \frac{1}{2}.$$  

Recall that $\Omega_\varepsilon = \Omega \setminus D_\varepsilon$. More precisely, since $S^{N}H^{-\frac{1}{2}} = \delta^N$, we also have

$$m_\varepsilon^N := \inf_{u \in \delta^N_R(0)} \frac{J_{\lambda,\mu}^\Omega(u)}{J_{\lambda,\mu}^\Omega(0)} - \frac{1}{2}, \quad M_\varepsilon^N := \sup_{u \in \delta^N_R(0)} \frac{J_{\lambda,\mu}^\Omega(u)}{J_{\lambda,\mu}^\Omega(0)} - \frac{1}{2} \quad (4.1)$$

Similarly, the spectra of $K^{D,*}$ is real and contained in $[m_\varepsilon^D, M_\varepsilon^D]$ with

$$m_\varepsilon^D := \inf_{u \in \delta^D_R(0)} \frac{J_{\lambda,\mu}^\Omega(u)}{J_{\lambda,\mu}^\Omega(0)} - \frac{1}{2}, \quad M_\varepsilon^D := \sup_{u \in \delta^D_R(0)} \frac{J_{\lambda,\mu}^\Omega(u)}{J_{\lambda,\mu}^\Omega(0)} - \frac{1}{2} \quad (4.2)$$

In view of Propositions 2.2 and 2.3, $\pm \frac{\lambda}{2} + K^{N,*}$ and $\pm \frac{\lambda}{2} + K^{D,*}$ are isomorphisms on $H^{-\frac{1}{2}}_{R^\varepsilon}(\partial D)$, which implies that

$$-\frac{1}{2} < m_\varepsilon^N \leq M_\varepsilon^N < \frac{1}{2}, \quad -\frac{1}{2} < m_\varepsilon^D \leq M_\varepsilon^D < \frac{1}{2} \quad (4.3)$$

So for each fixed $\varepsilon > 0$, there is a gap between $-\frac{1}{2}$ and $m_\varepsilon^N$, and a gap between $M_\varepsilon^N$ and $\frac{1}{2}$. To show that those gaps are uniform in $\varepsilon$, we need to explore deeper relations among the points $m_\varepsilon^N, M_\varepsilon^N, m_\varepsilon^D, M_\varepsilon^D$.

Recall that $R$ is the space of rigid motions in $\mathbb{R}^d$ and $\{r_1, \cdots, r_{d(d+1)/2}\}$ form a basis for $R$; see (1.7). The following two lemmas (see sections A.3 and A.4 for proofs) will be useful.
Lemma 4.1. Assume that (A2) holds. Given \( c_n^j \in \mathbb{R} \) for \( n \in \Pi_e \) and \( j \in \{1, \cdots, \frac{d(d+1)}{2}\} \), and \( g \in H^{-\frac{1}{2}}(\partial \Omega) \) satisfying
\[
\sum_{n \in \Pi_e} c_n^j = \int_{\partial \Omega} g \cdot r_j \quad \text{for all } j.
\] (4.4)
Then there exists a unique solution \( u \in H^1(\Omega) \) for the problem
\[
\begin{array}{ll}
\mathcal{L}_{\lambda,\mu} u = 0 & \text{in } \Omega_e \quad \text{and} \quad u \in \mathbb{R} \text{ in each component of } D_e, \\
u_+ - = u_+ & \text{on } \partial D_e, \\
\int_{\partial \omega} \frac{\partial u}{\partial \nu(\lambda,\mu)}_+ \cdot r_j = c_n^j & \text{for all } n \text{ and } j,
\end{array}
\] (4.5)
Proof. Assume that \( \lambda, \mu \in \Omega \), we get the desired result.

Lemma 4.2. Assume that (A2) holds. Given \( c_n^j \in \mathbb{R} \) for \( n \in \Pi_e \) and \( j \in \{1, \cdots, \frac{d(d+1)}{2}\} \), and \( f \in H^\frac{1}{2}(\partial \Omega) \), there exists a unique solution \( u \in H^1(\Omega) \) for the problem
\[
\begin{array}{ll}
\mathcal{L}_{\lambda,\mu} u = 0 & \text{in } \Omega_e \quad \text{and} \quad u \in \mathbb{R} \text{ in each component of } D, \\
u_+ - = u_+ & \text{on } \partial D_e, \\
\int_{\partial \omega} \frac{\partial u}{\partial \nu(\lambda,\mu)}_+ \cdot r_j = c_n^j & \text{for all } n \text{ and } j,
\end{array}
\] (4.6)
Next, we relax the definition of \( \hat{m}_e^N \), establish comparisons of \( m_e^N \) with \( m_e^D \), and of \( M_e^N \) with \( M_e^D \).

Proposition 4.3. The definition of \( m_e^N \) can be relaxed to
\[
m_e^N = \inf_{u \in \mathcal{E} \setminus \{0\}} \frac{J_{\lambda,\mu}^N(u)}{J_{\lambda,\mu}^D(u)} - \frac{1}{2}.
\] (4.7)
Proof. Since \( \mathcal{E}^N \subset \mathcal{E} \), the right hand side is not larger than \( m_e^N \). To prove the other direction, take any \( u \in \mathcal{E} \setminus \{0\} \), let \( v \) solve (4.5) with data \( c_n^j = \int_{\partial \omega} \frac{\partial u}{\partial \nu(\lambda,\mu)}_+ \cdot r_j \) and \( g = \frac{\partial u}{\partial \nu} \mid_{\partial \Omega} \), and define
\[
w := v + \sum_{j=1}^{\frac{d(d+1)}{2}} \int_{\partial \Omega} u \cdot r_j \frac{1}{|r_j|^2} r_j.
\]
Then it is easy to verify that \( u - w \in \mathcal{E}^N \) and \( w \in \mathbb{R} \) in each component of \( D_e \). It follows that \( J_{\lambda,\mu}^D(u - w, w) = 0 \) and \( J_{\lambda,\mu}^D(h, w) = 0 \) for all \( h \in H^1(D_e) \). As a result,
\[
\frac{J_{\lambda,\mu}^N(u)}{J_{\lambda,\mu}^D(u)} - 1 = \frac{J_{\lambda,\mu}^D(u)}{J_{\lambda,\mu}^D(u)} - 1 = \frac{J_{\lambda,\mu}^D(u - w)}{J_{\lambda,\mu}^D(u - w) + J_{\lambda,\mu}^D(w)} \geq \frac{J_{\lambda,\mu}^D(u - w)}{J_{\lambda,\mu}^D(u - w)} \geq m_e^N + \frac{1}{2}.
\]
Take the infimum over \( u \), we get the desired result.

Proposition 4.4. The following comparison results hold:
\[
m_e^N \leq m_e^D, \quad M_e^N \leq M_e^D.
\] (4.8)
Proof. For the second inequality, take an arbitrary nonzero \( \mathbf{u} \in \mathfrak{N}_{D, \varepsilon} \), let \( \mathbf{v} \in H^1(\Omega) \) solve (4.6) with data \( c_n^2 = 0 \) and \( f = -\mathbf{u}|_{\partial \Omega} \). Then we verify easily that \( \mathbf{u} + \mathbf{v} \in \mathfrak{N}_{D, \varepsilon} \), and \( \mathbf{v} \in \mathbb{R} \) in each component of \( D_{\varepsilon} \). The last point and \( \partial \mathbf{u}/\partial \mathbf{v}|_{\partial \Omega} = 0 \) also imply that \( J_{\lambda, \mu}^{\Omega}(\mathbf{u}, \mathbf{v}) = 0 \) (they are orthogonal with respect to this inner product). Hence,

\[
\frac{J_{\lambda, \mu}^{D, 2}(\mathbf{u})}{J_{\lambda, \mu}^{D, 1}(\mathbf{u})} = 1 - \frac{J_{\lambda, \mu}^{D, 2}(\mathbf{u} + \mathbf{v})}{J_{\lambda, \mu}^{D, 1}(\mathbf{u})} \leq 1 - \frac{J_{\lambda, \mu}^{D, 2}(\mathbf{u} + \mathbf{v})}{J_{\lambda, \mu}^{D, 1}(\mathbf{u}) + J_{\lambda, \mu}^{D, 1}(\mathbf{v})} = \frac{J_{\lambda, \mu}^{\Omega}(\mathbf{u} + \mathbf{v})}{J_{\lambda, \mu}^{\Omega}(\mathbf{u}) + 1} \leq M_{\varepsilon}^{D} + \frac{1}{2}. \tag{4.9}
\]

Take the supremum over \( \mathbf{u} \), we obtain \( M_{\varepsilon}^{N} \leq M_{\varepsilon}^{D} \).

The proof for the first inequality in (4.8) is similar. Take any nonzero \( \mathbf{u} \in \mathfrak{N}_{D, \varepsilon} \), let \( \mathbf{v} \in H^1(\Omega) \) be the solution to (4.5) with \( c_n^2 = \int_{\partial \omega_{\varepsilon}} \frac{\partial \mathbf{u}}{\partial \mathbf{v}}|_{\partial \omega_{\varepsilon}} \cdot r_j \) and \( g = \frac{\partial \mathbf{u}}{\partial \mathbf{v}}|_{\partial \Omega} \). Then we verify easily that \( \mathbf{u} - \mathbf{v} \in \mathfrak{N}_{D, \varepsilon} \) and \( \mathbf{v} \in \mathbb{R} \) in each component of \( D_{\varepsilon} \). It follows that \( J_{\lambda, \mu}^{D, 1}(\mathbf{u} - \mathbf{v}, \mathbf{v}) = 0 \), and

\[
\frac{J_{\lambda, \mu}^{\Omega}(\mathbf{u})}{J_{\lambda, \mu}^{\Omega}(\mathbf{u})} = 1 - \frac{J_{\lambda, \mu}^{D, 1}(\mathbf{u} - \mathbf{v})}{J_{\lambda, \mu}^{D, 1}(\mathbf{u})} = 1 - \frac{J_{\lambda, \mu}^{D, 1}(\mathbf{u} - \mathbf{v})}{J_{\lambda, \mu}^{D, 1}(\mathbf{u}) + J_{\lambda, \mu}^{D, 1}(\mathbf{v})} \geq \frac{J_{\lambda, \mu}^{\Omega}(\mathbf{u} - \mathbf{v})}{J_{\lambda, \mu}^{\Omega}(\mathbf{u})} \geq m_{\varepsilon}^{N} + \frac{1}{2}. \tag{4.10}
\]

Take the infimum over \( \mathbf{u} \) and we obtain the desired inequality. \( \square \)

Now we are ready to establish the gaps between \( -\frac{1}{2} \) and \( m_{\varepsilon}^{N} \) and between \( m_{\varepsilon}^{N} \) and \( \frac{1}{2} \). Combined with the arguments at the beginning of this section, this also completes the proof of Theorem 1.4.

**Theorem 4.5.** Assume that (A2) holds. Then:

\[-\frac{1}{2} \leq \inf_{\varepsilon > 0} m_{\varepsilon}^{N} \leq \inf_{\varepsilon > 0} m_{\varepsilon}^{D}, \quad \text{and} \quad \sup_{\varepsilon > 0} M_{\varepsilon}^{N} \leq \sup_{\varepsilon > 0} M_{\varepsilon}^{D} < \frac{1}{2}. \tag{4.11}\]

Note that in the proof below, we actually provides rather explicit bounds for \( \inf\{m_{\varepsilon}^{N}\} \) and \( \sup\{M_{\varepsilon}^{D}\} \). They are given by the NP operators associated to the model inclusion \( \omega \) inside the cell \( Y \) at the unit scale.

**Proof.** Thanks to Proposition 4.4, we only need to establish a uniform lower bound for \( \{m_{\varepsilon}^{N}\} \) and an upper bound for \( \{M_{\varepsilon}^{D}\} \). Note also, for each fixed \( \varepsilon > 0 \), by the setting of \( D = D_{\varepsilon} \), each component \( \omega_{\varepsilon}^{n} \), \( \mathbf{n} \in \Pi_{\varepsilon} \), is contained in an \( \varepsilon \)-cube \( Y_{\mathbf{n}}^{\varepsilon} \) that is completely contained in \( \Omega \). The cushion area \( \Omega \setminus \bigcup_{\mathbf{n} \in \Pi_{\varepsilon}} Y_{\mathbf{n}}^{\varepsilon} \) is denoted by \( K_{\varepsilon} \) below, and \( Y_{\varepsilon} \) denotes the remaining part \( \Omega \setminus K_{\varepsilon} \).

To establish an upper bound of \( \{M_{\varepsilon}^{D}\} \), take an arbitrary nonzero \( \mathbf{u} \in \mathfrak{N}_{D, \varepsilon} \), and construct a function \( \mathbf{v} \) piecewise, as follows: let \( \mathbf{v} = -\mathbf{u} \) in \( K_{\varepsilon} \), and on each \( \varepsilon \)-cube \( Y_{\mathbf{n}}^{\varepsilon} \), let \( \mathbf{v} \) solve

\[
\mathcal{L}_{\lambda, \mu} \mathbf{v} = 0 \text{ in } Y_{\varepsilon}^{n} \setminus \omega_{\varepsilon}^{n} \text{ and } \mathbf{v} \in \mathbb{R} \text{ in } \omega_{\varepsilon}^{n}, \quad \mathbf{v}|_{\partial Y_{\varepsilon}^{n}} = -\mathbf{u}|_{\partial Y_{\varepsilon}^{n}}, \quad \frac{\partial \mathbf{v}}{\partial \nu} = 0 \text{ on } \partial \omega_{\varepsilon}^{n}. \tag{4.12}
\]

The existence and uniqueness of \( \mathbf{v} \) in each \( \varepsilon \)-cube is guaranteed by an application of Lemma 4.2. By construction, \( \mathbf{v} \in H_{0}^{1}(\Omega) \) (since \( \mathfrak{N}_{D, \varepsilon} \subset H_{0}^{1}(\Omega) \)), \( \mathbf{v} + \mathbf{u} \) vanishes in \( K_{\varepsilon} \), and \( \mathbf{v} \in \mathbb{R} \) in each components of \( D_{\varepsilon} \). It follows that \( J_{\lambda, \mu}^{D}(\mathbf{u}, \mathbf{v}) = J_{\lambda, \mu}^{D}(\mathbf{u}, \mathbf{v}) = 0 \), so

\[
\frac{J_{\lambda, \mu}^{D}(\mathbf{u}, \mathbf{v})}{J_{\lambda, \mu}^{D}(\mathbf{u})} = \frac{J_{\lambda, \mu}^{D}(\mathbf{u} + \mathbf{v})}{J_{\lambda, \mu}^{D}(\mathbf{u})} \geq \frac{J_{\lambda, \mu}^{D}(\mathbf{u} + \mathbf{v})}{J_{\lambda, \mu}^{D}(\mathbf{u}) + J_{\lambda, \mu}^{D}(\mathbf{v})} = \frac{J_{\lambda, \mu}^{D}(\mathbf{u} + \mathbf{v})}{J_{\lambda, \mu}^{D}(\mathbf{u} + \mathbf{v})} = \sum_{\mathbf{n} \in \Pi_{\varepsilon}} J_{\lambda, \mu}^{\Omega}(\mathbf{u} + \mathbf{v}). \tag{4.13}
\]

Observe the following elementary inequality: for any positive integer \( N \), positive numbers \( \{b_i\}_{i=1}^{N} \) and non-negative numbers \( \{a_i\}_{i=1}^{N} \), it holds

\[
\min_{1 \leq i \leq N} \frac{a_i}{b_i} \leq \frac{\sum_{i=1}^{N} a_i}{\sum_{i=1}^{N} b_i} \leq \max_{1 \leq i \leq N} \frac{a_i}{b_i}. \tag{4.14}
\]
By inspecting we see the very right hand side of (4.13) is a quotient of the form $(\sum_i a_i)/(\sum_i b_i)$. Moreover, we may assume $J_{\lambda,\mu}^n(u) > 0$ for all $u$ because, if this fails for some $u$, the corresponding term on the nominator, i.e., $J_{\lambda,\mu}^n(u)$ also vanishes. Apply the above inequality to (4.13), we get
\[
\frac{J_{\lambda,\mu}^{D,\varepsilon}(u)}{J_{\lambda,\mu}^1(u)} \geq \min_{w \in \mathcal{H}^{D,\varepsilon}} \frac{J_{\lambda,\mu}^{\omega}(u + v)}{J_{\lambda,\mu}^1(u + v)}.
\]

For each $n \in \mathcal{E}$, we observe that $u + v$ belongs to $\mathcal{H}^{D,\varepsilon}$, the space defined by (2.39) with $\Omega$ replaced by $\omega_n$. We hence get
\[
\frac{J_{\lambda,\mu}^{\omega_n}(u + v)}{J_{\lambda,\mu}^1(u + v)} \geq \inf_{w \in \mathcal{H}^{D,\varepsilon}} \frac{J_{\lambda,\mu}^{\omega}(w)}{J_{\lambda,\mu}^1(w)} = \inf_{w \in \mathcal{H}^{D,\varepsilon}} \frac{J_{\lambda,\mu}^\omega(w)}{J_{\lambda,\mu}^1(w)}. \tag{4.15}
\]
The equality above holds because the translation and rescaling transform $w(\cdot) \to \tilde{w}(\cdot - n)/\varepsilon$ is an isomorphism between $\mathcal{H}^{D,\varepsilon}$ and $\mathcal{H}^{D,\varepsilon}$, and this transform leaves the quotient unchanged. Similar to the definitions in (4.2), the very right hand side of (4.15) is exactly $1/2 - M$, where $M = M^D(\omega)$ is the maximum point in the spectra of $\mathbb{K}_{\omega}^D$ acting on $(H^{-\frac{1}{2}}(\partial \omega), (\cdot, \cdot)_{L^2})$. Since $-\frac{1}{2} + \mathbb{K}_{\omega}^D$ is an isometry on $H^{-\frac{1}{2}}(\partial \omega)$, we get $M < \frac{1}{2}$. It is important to note that $M$ depends on $(\lambda, \mu)$, the dimension $d$ and the model set $\omega$, but is independent of $\varepsilon$. In other words, $M < \frac{1}{2}$ is a universal constant. We then verify that
\[
\frac{J_{\lambda,\mu}^{\varepsilon}(u)}{J_{\lambda,\mu}^1(u)} = 1 - \frac{J_{\lambda,\mu}^{D,\varepsilon}(u)}{J_{\lambda,\mu}^1(u)} \leq M^D(\omega) + \frac{1}{2}, \quad \forall u \in \mathcal{H}^{D,\varepsilon} \setminus \{0\}, \forall \varepsilon > 0. \tag{4.16}
\]
It follows immediately that for all $\varepsilon > 0$, $M^D(\varepsilon) < M^D(\omega) < \frac{1}{2}$.

The proof of the lower bound of $\{m^N(\varepsilon)\}$ is easier. For any fixed $\varepsilon > 0$ and nonzero $u \in \mathcal{H}^N$, we easily get
\[
\frac{J_{\lambda,\mu}^{D,\varepsilon}(u)}{J_{\lambda,\mu}^1(u)} \leq \frac{J_{\lambda,\mu}^{D,\varepsilon}(u)}{J_{\lambda,\mu}^1(u)} = \sum_{n \in \mathcal{E}} \frac{J_{\lambda,\mu}^{\omega_n}(u)}{J_{\lambda,\mu}^1(u)}.
\]
Applying the inequality (4.14) (the second half) to the last term above, and repeating the rescaling arguments used earlier, we obtain
\[
\frac{J_{\lambda,\mu}^{D,\varepsilon}(u)}{J_{\lambda,\mu}^1(u)} \leq \frac{\max_{n \in \mathcal{E}} J_{\lambda,\mu}^{\omega_n}(u)}{J_{\lambda,\mu}^1(u)} \leq \sup_{w \in \mathcal{E} \setminus \{0\}} \frac{J_{\lambda,\mu}^\omega(w)}{J_{\lambda,\mu}^1(w)}.
\]
Here $\mathcal{E}$ is defined as in (2.33) with $\Omega$ replaced by $Y$ and $D$ replaced by $\omega$. It worths mentioning that $\mathcal{E}$ is indeed the right place for $u$ restricted to each $\varepsilon$-cube, since no further information at the boundaries of the cube and the inclusion is available. Nevertheless, due to Proposition 4.3, the term on the very right hand side above is precisely $\frac{1}{2} - m$, where $m = m^N(\omega)$ is the minimum element in the spectra of $-\frac{1}{2} + \mathbb{K}_{\omega}^N$ acting on $(H^{-\frac{1}{2}}(\partial \omega), (\cdot, \cdot)_{L^2})$. In particular, $m > -\frac{1}{2}$ and is a universal constant. We hence have proved that
\[
\frac{J_{\lambda,\mu}^{D,\varepsilon}(u)}{J_{\lambda,\mu}^1(u)} = 1 - \frac{J_{\lambda,\mu}^{D,\varepsilon}(u)}{J_{\lambda,\mu}^1(u)} \geq m^N(\omega) + \frac{1}{2}, \quad \forall u \in \mathcal{H}^N \setminus \{0\}, \forall \varepsilon > 0. \tag{4.17}
\]
It follows immediately that for all $\varepsilon > 0$, $m^N(\varepsilon) \geq m^N(\omega) > \frac{1}{2}$. This completes the proofs.

The following results, which establish comparisons of the energies distributed in $D_{\varepsilon}$ and $\Omega_{\varepsilon}$ for functions in $\mathcal{E}$, will be useful later.
Corollary 4.6. Assume that (A2) holds. Then there exists a universal constant \( C > 0 \) such that
\[
J_{\lambda,\mu}^{\Omega\epsilon}(u) \leq CJ_{\lambda,\mu}^D(u) \quad \text{for any } u \in \mathcal{S}_R^D \cup \mathcal{S}_R^N.
\] (4.18)

and
\[
J_{\lambda,\mu}^D(v) \leq CJ_{\lambda,\mu}^{\Omega\epsilon}(v) \quad \text{for any } v \in \mathcal{E}.
\] (4.19)

Clearly, replacing \( \Omega\epsilon \) by \( \Omega \) in those inequalities, the results still hold.

Proof. Those inequalities are direct consequences of Theorem 4.5. More precisely, (4.18) follows from the uniform upper bound of \( M_\epsilon^D \) and \( M_\epsilon^N \), and (4.19) follows from the uniform lower bound of \( m_\epsilon^D \) and \( m_\epsilon^N \) and the characterization in Proposition 4.3. \( \square \)

4.2. Uniform estimates for related operators. In this subsection, we establish uniform (in \( \epsilon \)) bounds for some operators related to the single-layer potentials defined using the Neumann function \( \Gamma^N \), and reference to the Lamé coefficients is specified when they are different from the background one, i.e., \( (\lambda, \mu) \).

Proposition 4.7. Assume that (A2) holds. Then \( \frac{1}{2} + K_{\lambda,\mu}^{\lambda,\mu,*} : \mathcal{H} \rightarrow \mathcal{H} \) is a strictly positive bounded self-adjoint operator. Furthermore, there is a universal constant \( C > 0 \) such that
\[
\left\| \left( \frac{1}{2} + K_{\lambda,\mu}^{\lambda,\mu,*} \right)^{-1} \right\|_{\mathcal{L}(\mathcal{H})} \leq C. \tag{4.20}
\]

Proof. Denote \( K_{\lambda,\mu}^{\lambda,\mu,*} \) by \( K^* \). We have seen that \( \frac{1}{2} + K^* \) is self-adjoint and bounded. To show positivity and invertibility, fix any \( \phi \in H^{-\frac{1}{2}}(\partial D_\epsilon) \) and define \( w = S\phi \). Using the definition of \( (\cdot, \cdot)_{\mathbb{R}^N} \) and the uniform bound (4.19), we compute and check that, for some \( C > 0 \) depending only on \( \Omega, \omega, d, \lambda, \mu \) but independent of \( \epsilon \),
\[
(\left( \frac{1}{2} + K^* \right)\phi, \phi)_{\mathbb{R}^N} = -\int_{\partial D_\epsilon} \left( \frac{1}{2} + K^* \right)\phi \cdot S\phi = -\int_{\partial D_\epsilon} \frac{\partial w}{\partial \nu} \cdot w = J_{\lambda,\mu}^{\Omega\epsilon}(S\phi) \geq CJ_{\lambda,\mu}^{\Omega\epsilon}(S\phi) = C\|\phi\|^2_{\mathbb{R}^N}.
\]

By Lemma A.2, the desired conclusion follows. \( \square \)

Proposition 4.8. Assume that (A2) holds. We have the following:

(i) Suppose \( (\lambda', \mu') \) is admissible, then the operator \( \Lambda_{D_\epsilon}^{\lambda',\mu',\lambda,\mu} S_{D_\epsilon}^{\lambda,\mu} : \mathcal{H} \rightarrow \mathcal{H} \) is a non-positive self-adjoint operator. Moreover, if \( (\lambda', \mu') \) is uniformly admissible, i.e., satisfying (1.19), then there exists a universal constant \( C > 0 \) such that
\[
\left\| \Lambda_{D_\epsilon}^{\lambda',\mu',\lambda,\mu} S_{D_\epsilon}^{\lambda,\mu} \right\|_{\mathcal{L}(\mathcal{H})} \leq C. \tag{4.21}
\]

(ii) Suppose \( (\lambda', \mu') \) is admissible, then the restriction of \( \Lambda_{D_\epsilon}^{\lambda',\mu',\lambda,\mu} \) to \( \mathcal{H}_R \) is a strictly negative self-adjoint linear transformation on \( \mathcal{H}_R \). Moreover, if \( (\lambda', \mu') \) is uniformly admissible, then there exists a universal constant \( C > 0 \) such that
\[
\left\| (\Lambda_{D_\epsilon}^{\lambda',\mu',\lambda,\mu})^{-1} \right\|_{\mathcal{L}(\mathcal{H}_R)} \leq C. \tag{4.22}
\]

Proof. For any fixed \( \phi, \psi \in H^{-\frac{1}{2}}(\partial D_\epsilon) \), define
\[
v := S_{D_\epsilon}^{\lambda,\mu} \phi, \quad u := S_{D_\epsilon}^{\lambda',\mu'}(S_{D_\epsilon}^{\lambda,\mu})^{-1} S_{D_\epsilon}^{\lambda,\mu} \phi, \quad \text{and} \quad w := S_{D_\epsilon}^{\lambda',\mu'}(S_{D_\epsilon}^{\lambda,\mu})^{-1} S_{D_\epsilon}^{\lambda,\mu} \psi.
\]
They all belong to $\mathcal{S}^N$ and satisfy $v = u$ on $\partial D_\varepsilon$. By the Dirichlet principle \((2.4)\) (first apply it to $D_\varepsilon$ and to $\Omega_\varepsilon$, respectively, and then combine the results), we have

$$J_{\lambda_\varepsilon}^\Omega(u) \leq J_{\lambda_\varepsilon}^\Omega(v) , \quad \text{and} \quad J_{\lambda_\varepsilon}^\Omega(v) \leq J_{\lambda_\varepsilon}^\Omega(u).$$

Combine those with the second Korn’s inequality, we get

$$\|u\|^2_{H^1(\Omega)} \sim J_{\lambda_\varepsilon}^\Omega(u) \sim J_{\lambda_\varepsilon}^\Omega(u) \sim J_{\lambda_\varepsilon}^\Omega(v) \sim J_{\lambda_\varepsilon}^\Omega(v) \sim \|v\|^2_{H^1(\Omega)}.$$  

Here, the relation $\sim$ means each side can be bounded from above by the other side multiplied by a universal constant $C > 0$. The above also implies

$$\|\phi\|^2_{\mathcal{S}^N} \sim J_{\lambda_\varepsilon}^\Omega(u), \quad \|\psi\|^2_{\mathcal{S}^N} \sim J_{\lambda_\varepsilon}^\Omega(w). \tag{4.23}$$

**Proof of (i).** By the formulas of DtN maps in \((2.28)\), we see that the range of $\Lambda_{\lambda',\mu'}^\lambda$ is contained in $H_{\mathbb{R}}^{-\frac{1}{2}}(\partial D_\varepsilon)$. Clearly, $\Lambda_{\lambda',\mu'}^\lambda \in \mathcal{S}^\lambda_{D_\varepsilon}$ is non-positive and self-adjoint. Using the Cauchy-Schwarz inequality and \((4.23)\), we get

$$-(\Lambda_{\lambda',\mu'}^\lambda S_{D_\varepsilon}^\lambda \phi, \psi)_{\mathcal{S}^N} = \int_{\partial D_\varepsilon} \partial u \cdot \partial \nu \cdot w = J_{\lambda',\mu'}^\Omega(u, w).$$

Hence, $\Lambda_{\lambda',\mu'}^\lambda S_{D_\varepsilon}^\lambda$ is uniformly bounded.

**Proof of (ii).** We have shown that the range of $\Lambda_{\lambda',\mu'}^\lambda S_{D_\varepsilon}^\lambda$ is contained in $\mathcal{H}_{\mathbb{R}}$, so this operator is a bounded self-adjoint linear transformation on $\mathcal{H}_{\mathbb{R}}$. For any $\phi \in \mathcal{H}_{\mathbb{R}}$, using \((4.18)\) and \((4.23)\) we compute and verify

$$-(\Lambda_{\lambda',\mu'}^\lambda S_{D_\varepsilon}^\lambda \phi, \phi)_{\mathcal{S}^N} = J_{\lambda',\mu'}^\Omega(u) \geq C J_{\lambda',\mu'}^\Omega(u) \geq C \|\phi\|^2_{\mathcal{S}^N}.$$  

Lemma A.2 then yields the uniform bound of the inverse. \qed

**Corollary 4.9.** Assume that \((A2)\) holds, that $(\lambda', \mu')$ is admissible and that $\mu' > 0$. Then there exists a universal constant $C > 0$ so that:

(i) The operator \((\Lambda_{\lambda',\mu'}^\lambda - \Lambda_{\lambda',\mu'}^{\lambda,\mu}) S_{D_\varepsilon}^\lambda : \mathcal{H} \to \mathcal{H}\) is an isomorphism, and

$$\left\| \left( (\Lambda_{\lambda',\mu'}^\lambda - \Lambda_{\lambda',\mu'}^{\lambda,\mu}) S_{D_\varepsilon}^\lambda \right)^{-1} \right\|_{\mathcal{L}(\mathcal{H})} \leq C. \tag{4.24}$$

(ii) The operator \((\Lambda_{\lambda',\mu'}^\lambda - \Lambda_{\lambda',\mu'}^{\lambda,\mu}) S_{D_\varepsilon}^\lambda : \mathcal{H} \to \mathcal{H}\) is an isomorphism, and

$$\left\| \left( (\Lambda_{\lambda',\mu'}^\lambda - \Lambda_{\lambda',\mu'}^{\lambda,\mu}) S_{D_\varepsilon}^\lambda \right)^{-1} \right\|_{\mathcal{L}(\mathcal{H})} \leq C. \tag{4.25}$$

**Proof.** For item (i), by Theorem 4.8, $\Lambda_{\lambda',\mu'}^\lambda S_{D_\varepsilon}^\lambda$ is non-positive self-adjoint, and $\Lambda_{\lambda',\mu'}^{\lambda,\mu} S_{D_\varepsilon}^\lambda = \frac{1}{2} + \|S_{D_\varepsilon}^\lambda\|_{D_\varepsilon}$ is strictly positive and self-adjoint. It follows that $(\Lambda_{\lambda',\mu'}^\lambda - \Lambda_{\lambda',\mu'}^{\lambda,\mu}) S_{D_\varepsilon}^\lambda \leq \Lambda_{\lambda',\mu'}^{\lambda,\mu} S_{D_\varepsilon}^\lambda$. The desired inequality \((4.24)\) then follows from \((4.20)\) and Lemma A.2.

For item (ii), by the same reasoning above, it suffices to show $\Lambda_{\lambda',\mu'}^\lambda S_{D_\varepsilon}^\lambda$ is non-positive and self-adjoint. By repeating the arguments in the proof for item (i) of Theorem 4.8, we get

$$-(\Lambda_{\lambda',\mu'}^\lambda S_{D_\varepsilon}^\lambda \phi, \psi)_{\mathcal{S}^N} = J_{\lambda',\mu'}^\Omega(S_{D_\varepsilon}^\lambda (S_{D_\varepsilon}^\lambda)^{-1} S_{D_\varepsilon}^\lambda \phi, S_{D_\varepsilon}^\lambda (S_{D_\varepsilon}^\lambda)^{-1} S_{D_\varepsilon}^\lambda \psi), \quad \forall \phi, \psi \in H_{\mathbb{R}}^{-\frac{1}{2}}(\partial D_\varepsilon).$$

The desired property of $\Lambda_{\lambda',\mu'}^\lambda S_{D_\varepsilon}^\lambda$ follows and the proof is complete. \qed
5. CONVERGENCE RATES OF THE HIGH CONTRAST LIMITS

In this section, we prove Theorem 1.3 which provides quantifications for the convergence of the transmission problem (1.9) to the limit models, namely, (1.14) for the incompressible inclusions limit, (1.15) for the soft inclusions limit and (1.16) for the hard inclusions setting.

5.1. Formula for the convergence analysis. To treat the three asymptotic settings in a unified manner, let $u$ denote the solution of the original transmission problem, and let $u_{\text{lim}}$ denote the limit model. In the exterior domain $\Omega_\varepsilon = \Omega \setminus \overline{D_\varepsilon}$, they are of the form

$$u = G + S_{D_\varepsilon}^{\lambda,\mu} \phi \quad \text{and} \quad u_{\text{lim}} = G + S_{D_\varepsilon}^{\lambda,\mu} \phi_{\text{lim}},$$

where $\phi$ is given by (3.1), and $\phi_{\text{lim}}$ is given by (3.2) in Case 1, by (3.4) in Case 2, and by (3.9) in Case 3. In each of those cases, subtracting the equation satisfied by $u$ from the one of $\phi_{\text{lim}}$, we obtain the equations satisfied by $\phi - \phi_{\text{lim}}$ on $\partial D_\varepsilon$. They are summarized below:

$$\begin{cases}
(A_{D_\varepsilon}^{\infty,\tilde{\mu},i} - A_{D_\varepsilon}^{\lambda,\mu,\nu} S_{D_\varepsilon}^{\lambda,\mu,\nu}(\phi - \phi_{\text{lim}})) = (A_{D_\varepsilon}^{\infty,\tilde{\mu},i}S_{D_\varepsilon}^{\lambda,\mu,\nu}(\phi + S_{D_\varepsilon}^{-1}G)), & \text{in Case 1,} \\
A_{D_\varepsilon}^{\lambda,\mu,\nu}S_{D_\varepsilon}^{\lambda,\mu,\nu}(\phi - \phi_{\text{lim}}) = A_{D_\varepsilon}^{\lambda,\mu,\nu}S_{D_\varepsilon}^{\lambda,\mu,\nu}(\phi + S_{D_\varepsilon}^{-1}G)), & \text{in Case 2,} \\
(A_{D_\varepsilon}^{\lambda,\mu,\nu}S_{D_\varepsilon}(\phi - \phi_{\text{lim}}) = \frac{1}{\mu^2} (A_{D_\varepsilon}^{\lambda,\mu,\nu}S_{D_\varepsilon}(\phi + \partial G / \partial N)), & \text{in Case 3.}
\end{cases}$$

Our goal is to give quantitative estimates of $\|u - u_{\text{lim}}\|_{H^1(\Omega_\varepsilon)}$. By Remark 1, there is a universal constant $C > 0$ such that

$$\|u - u_{\text{lim}}\|_{H^1(\Omega_\varepsilon)} = \|S_{\lambda,\mu}^{\lambda,\mu}(\phi - \phi_{\text{lim}})\|_{H^1(\Omega_\varepsilon)} \leq \|S_{\lambda,\mu}^{\lambda,\mu}(\phi - \phi_{\text{lim}})\|_{H^1(\Omega)} \leq C \|D(S_{\lambda,\mu}^{\lambda,\mu}(\phi - \phi_{\text{lim}}))\|_{L^2(\Omega)} \leq C \|\phi - \phi_{\text{lim}}\|_{L^\infty}.$$ 

It suffices to estimate the right hand side above in the three settings. Here and below, we simplify the notation $G|_{\partial D_\varepsilon}$ to $G$ when it is convenient, and also note

$$\frac{\partial G}{\partial N}|_{\partial D_\varepsilon} = A_{D_\varepsilon}^{\lambda,\mu,\nu}G.$$ 

In view of (5.2) and the uniform bounds established in section 4, we need to control $\phi, S^{-1}G$, and to estimate certain operators on the right hand sides of (5.2).

5.2. Some basic energy estimates. We first control the background solution $G$, and obtain uniform estimates of the density function $\phi$.

Lemma 5.1. Assume that (A2) holds. Let $G$ be the background solution defined in (1.10), then there exists a universal constant $C > 0$ such that

$$\|(S_{D_\varepsilon}^{\lambda,\mu})^{-1}G\|_{L^\infty} \leq C \|G\|_{H^{1/2}(\partial \Omega)}.$$ 

Proof. Let $v := S_{D_\varepsilon}^{\lambda,\mu}(S_{D_\varepsilon}^{\lambda,\mu})^{-1}G$. Then by definition, $\|(S_{D_\varepsilon}^{\lambda,\mu})^{-1}G\|_{L^\infty}^2 = J_{\lambda,\nu}^\Omega(v)$. Note that $G - v$ vanishes on $\partial D_\varepsilon$. By the Green’s identity,

$$J_{\lambda,\mu}^\Omega(v, G - v) = J_{\lambda,\mu}^\Omega(v, G - v) + J_{\lambda,\nu}^D(v, G - v) = \int_{\partial \Omega} \frac{\partial v}{\partial N} \cdot (G - v).$$

Since $v$ is defined by a single-layer potential, $\partial v / \partial N|_{\partial \Omega}$ is a constant vector; note also $(G - v)|_{\partial \Omega}$ is an element of $H^{1/2}_{\mathbb{R}}$. The right hand side above, hence, vanishes, and we obtain $J_{\lambda,\nu}^\Omega(v) = J_{\lambda,\mu}^\Omega(v, G)$. Then by the Schwarz inequality we get

$$J_{\lambda,\mu}^\Omega(v) \leq J_{\lambda,\mu}^\Omega(G) \sim \|G\|^2_{H^1(\Omega)},$$

Thus, we have

$$\|(S_{D_\varepsilon}^{\lambda,\mu})^{-1}G\|_{L^\infty} \leq C \|G\|_{H^{1/2}(\partial \Omega)}.$$
In the last inequality above, we used the Korn inequality that \( J_D^{\lambda,\mu}(G) \) is comparable with \( \|G\|_{H^1(\Omega)}^2 \). The desired result then follows from the standard estimates \( \|G\|_{H^1(\Omega)} \leq C\|g\|_{H^{-\frac{1}{2}}(\partial\Omega)} \). □

**Lemma 5.2.** Assume that (A2) holds and that \( \tilde{\lambda}, \tilde{\mu} \) is admissible. Then there is a universal \( C > 0 \) (in particular, independent of \( \tilde{\lambda}, \tilde{\mu} \)), such that \( \|\phi\|_{\mathcal{S}^N} \leq C\|g\|_{H^{-\frac{1}{2}}(\partial\Omega)} \).

**Proof.** First, we rewrite the formula of \( \phi \), i.e., the second line in (3.1), as

\[
(\Lambda_{D_e}^{\tilde{\lambda},\bar{i}} - \Lambda_{D_e}^{\lambda,\mu,e})S_{\bar{i}e}^{\lambda,\mu} [\phi + \mathcal{S}^{-1}G] = \Lambda_{D_e}^{\lambda,\mu,e}G - \Lambda_{D_e}^{\lambda,\mu,e}G = -\mathcal{S}^{-1}G,
\]

where we also used (5.3) and (2.28). This yields

\[
\phi = \left( -(\Lambda_{D_e}^{\tilde{\lambda},\bar{i}} - \Lambda_{D_e}^{\lambda,\mu,e})S_{\bar{i}e}^{\lambda,\mu} \right)^{-1} - \mathcal{S}^{-1}G.
\]

Combine (4.24) with (5.4), we get the desired estimate. □

We also need the following basic energy estimate for the Stokes system in \( D_e \). Below, \( L^2_0(E) \) stands for the space of \( L^2 \) functions on \( E \) with zero mean.

**Lemma 5.3.** Assume that (A2) holds and that \( \mu' > 0 \). There exists a universal constant \( C > 0 \) such that, for any \( U \in H^1(\Omega) \), the unique solution \( (u_\infty, p) \in H^1(D_e) \times L^2_0(D_e) \) of

\[
\begin{cases}
\mathcal{L}_{\infty,\mu'}(u_\infty, p) = 0 & \text{in } D_e, \\
\text{div } u_\infty = 0 & \text{in } D_e, \\
u_\infty|_{\partial D_e} = U|_{\partial D_e},
\end{cases}
\]

satisfies the following estimates:

\[
\|\nabla u_\infty\|_{L^2(D_e)} \leq C\|\nabla U\|_{L^2(\Omega)}, \quad \|p\|_{L^2(D_e)} \leq C\mu'\|\nabla U\|_{L^2(\Omega)}.
\]

**Proof.** Choose one of the components of \( D_e \), say \( \omega^0_e \), we define the rescaled functions on \( \omega \):

\[
v(x) := u_\infty(\varepsilon x + n), \quad q(x) := \varepsilon p(\varepsilon x + n), \quad V(x) = U(\varepsilon x + n) \quad \text{for } x \in \omega,
\]

then \( (v, q) \in H^1(\omega) \times L^2_0(\omega) \) satisfies that

\[
\begin{cases}
\mathcal{L}_{\infty,\mu'}(v, q) = 0 & \text{in } \omega, \\
\text{div } v = 0 & \text{in } \omega, \\
v|_{\partial\omega} = V|_{\partial\omega}.
\end{cases}
\]

Since \( \text{div} : H^1_0(\omega) \to L^2(\omega) \) is onto (for instance [35] Lemma 2.4), there exists \( Q \in H^1_0(\omega) \) such that

\[
\text{div } Q = q, \quad \|Q\|_{H^1(\omega)} \leq C\|q\|_{L^2(\omega)},
\]

multiply (5.8) by \( Q \) and use Green’s identity (2.18), we get

\[
\mu' \int_\omega \nabla v : \nabla Q + \int_\omega q^2 = 0,
\]

Cauchy-Schwarz and (5.9) yields that

\[
\|q\|_{L^2(\omega)} \leq C\mu'\|\nabla v\|_{L^2(\omega)}.
\]

Now multiply (5.8) by \( v - V \), integrate by parts again and apply (5.10). We get

\[
\mu' \int_\omega |\nabla v|^2 = \int_\omega q \cdot \text{div } V + \mu' \int_\omega \nabla v : \nabla V \leq C\mu'\|\nabla v\|_{L^2(\omega)}\|\nabla V\|_{L^2(\omega)}.
\]
Therefore, \( \| \nabla v \|_{L^2(\omega)} \leq C \| \nabla V \|_{L^2(\omega)} \). Moreover, this estimate is scaling invariant. Using this and a rescaled version of (5.10), we get on each \( \varepsilon \)-cube:

\[
\| \nabla u_\infty \|_{L^2(\omega^\varepsilon)}^2 \leq C \| \nabla U \|_{L^2(\omega^\varepsilon)}^2, \\
\| p \|_{L^2(\omega^\varepsilon)}^2 = \varepsilon^{d-2} \| q \|_{L^2(\omega)}^2 \leq C(\mu')^2 \varepsilon^{d-2} \| \nabla V \|_{L^2(\omega)}^2 = C(\mu')^2 \| \nabla U \|_{L^2(\omega^\varepsilon)}^2.
\]

Putting those estimates together, we obtain the desired conclusion.

\[\Box\]

5.3. Convergence rates of certain operators. In this subsection, we establish estimates for the operator norms of \( (\Lambda_\infty^\lambda,\bar{\mu},i - \Lambda_\infty^\bar{\lambda},\bar{\mu},i) \|_{\mathcal{D}_\varepsilon} \) and \( \Lambda_\infty^\lambda,\bar{\mu},i \|_{\mathcal{D}_\varepsilon} \), in the corresponding asymptotic setting. Those operators appear in the right hand sides of (5.2), and those estimates can be viewed as the convergence rates of \( (\Lambda_\infty^\lambda,\bar{\mu},i) \|_{\mathcal{D}_\varepsilon} \) to 1 in Case 1, and of \( (\Lambda_\infty^\lambda,\bar{\mu},i) \|_{\mathcal{D}_\varepsilon} \) to 0 in Case 2.

**Lemma 5.4.** Assume that (A2) holds and that \((\bar{\lambda}, \bar{\mu})\) is admissible. There exists a universal constant \( C > 0 \), such that

\[
\left\| (\Lambda_\infty^\lambda,\bar{\mu},i - \Lambda_\infty^\bar{\lambda},\bar{\mu},i) \|_{\mathcal{D}_\varepsilon} \right\|_{\mathcal{L}(\mathcal{H})} \leq C \frac{\bar{\mu}^2}{d\bar{\lambda} + 2\bar{\mu}}.
\]

**Proof.** First, we have proved in Proposition 4.8 that \( (\Lambda_\infty^\lambda,\bar{\mu},i) \|_{\mathcal{D}_\varepsilon} \) is a self-adjoint operator on \( \mathcal{H} \). The same argument shows \( (\Lambda_\infty^\lambda,\bar{\mu},i) \|_{\mathcal{D}_\varepsilon} \) is also self-adjoint. So, the desired estimate is equivalent to

\[
\left| \left( (\Lambda_\infty^\lambda,\bar{\mu},i) \|_{\mathcal{D}_\varepsilon} - (\Lambda_\infty^\lambda,\bar{\mu},i) \|_{\mathcal{D}_\varepsilon} \right) \phi, \phi \right|_{\mathcal{S}(\mathcal{N})} \leq C \frac{\bar{\mu}^2}{d\bar{\lambda} + 2\bar{\mu}} \| \phi \|_{\mathcal{S}(\mathcal{N})}^2, \quad \forall \phi \in \mathcal{H}.
\]

For any fixed \( \phi \in \mathcal{H} \), let \( v = S^\lambda,\mu \phi \), let \( u \) solves \( (\Lambda^\lambda,\mu) u = 0 \) in \( D_\varepsilon \) with \( u = v \) on \( \partial D_\varepsilon \), and let \( (u_\infty, p) \) be the solution to (5.5) with \( U = v \). Then by definition, the inner product on the left hand side of (5.12) is precisely

\[
- \int_{\partial D_\varepsilon} \left( \frac{\partial (u_\infty,p)}{\partial n_{(\infty,\bar{\mu})}} - \frac{\partial u}{\partial n_{(\bar{\lambda},\bar{\mu})}} \right) \cdot \left( S \phi \right) = J_{\lambda,\mu}^D(u) - J_{\lambda,\mu}^D(u_\infty).
\]

On the other hand, \( \| \phi \|_{\mathcal{S}(\mathcal{N})}^2 = J^\lambda_{\lambda,\mu}(v) \) is comparable with \( \| \nabla v \|_{L^2(\Omega)}^2 \). Hence, everything amounts to proving

\[
\left| J_{\lambda,\mu}^D(u) - J_{\lambda,\mu}^D(u_\infty) \right| \leq C \frac{\bar{\mu}^2}{d\bar{\lambda} + 2\bar{\mu}} \| \nabla v \|_{L^2(\Omega)}^2.
\]

**Step 1:** An application of Lemma 5.3 yields, for a universal constant \( C \),

\[
\| \nabla u_\infty \|_{L^2(D_\varepsilon)} \leq C \| \nabla v \|_{L^2(D_\varepsilon)}, \quad \| p \|_{L^2(D_\varepsilon)} \leq C\bar{\mu} \| \nabla v \|_{L^2(D_\varepsilon)}.
\]

**Step 2:** We prove that for some universal constant \( C > 0 \),

\[
\| \text{div} u \|_{L^2(D_\varepsilon)}^2 \leq C \frac{d\bar{\mu}}{d\bar{\lambda} + 2\bar{\mu}} \| \nabla v \|_{L^2(\Omega)}^2.
\]

To show this, using the inequality \( |\text{tr}(A)| \leq d(A : A) \), we get

\[
J_{\lambda,\mu}^D(u) \geq \left( \lambda + \frac{2\bar{\mu}}{d} \right) \| \text{div} u \|_{L^2(D_\varepsilon)}^2.
\]

By the Dirichlet principle (2.4), and the fact that \( \text{div} u_\infty = 0 \),

\[
J_{\lambda,\mu}^D(u) \leq J_{\lambda,\mu}^D(u_\infty) = 2\bar{\mu} \int_{D_\varepsilon} |\text{div}(u_\infty)|^2 \leq 2\bar{\mu} \int_{D_\varepsilon} |\nabla u_\infty|^2.
\]
Then (5.14) follows from the estimates above and the one in Step 1.

**Step 3:** We derive a formula for the left hand side of (5.13). Because \( u - u_\infty = 0 \) on \( \partial D_\varepsilon \), by Green’s identities (2.2) and (2.18) we get

\[
J_{\lambda,\mu}^{D_\varepsilon}(u, u - u_\infty) = 0, \quad J_{\infty,\mu}^{D_\varepsilon}(u_\infty, u_\infty - u) = \int_{D_\varepsilon} p \cdot \text{div} \, u,
\]

This and the fact that \( \text{div} \, u_\infty = 0 \) yield

\[
J_{\lambda,\mu}^{D_\varepsilon}(u) - J_{\infty,\mu}^{D_\varepsilon}(u_\infty) = J_{\lambda,\mu}^{D_\varepsilon}(u, u_\infty) - J_{\infty,\mu}^{D_\varepsilon}(u, u_\infty) - \int_{D_\varepsilon} p \cdot \text{div} \, u = - \int_{D_\varepsilon} p \cdot \text{div} \, u.
\]

The desired estimate (5.13) then follows from the estimate of \( p \) in Step 1 and that of \( \text{div} \, u \) in Step 2. The proof is hence complete. \( \square \)

**Lemma 5.5.** Assume that (A2) holds and that \((\tilde{\lambda}, \tilde{\mu})\) is admissible. There is a universal constant \( C > 0 \), such that

\[
\left\| \Lambda^{\tilde{\lambda},\tilde{\mu}, i} \right\|_{L^2(\mathcal{H})} \leq C(d\tilde{\lambda} + 2\tilde{\mu}). \tag{5.15}
\]

**Proof.** The operator is self-adjoint in \( \mathcal{H} \), so we need to prove, for any fixed \( \phi \in \mathcal{H} \),

\[
\left| \left( \Lambda^{\tilde{\lambda},\tilde{\mu}, i} \mathcal{S} \phi, \phi \right) \right|_{2N} \leq C(d\tilde{\lambda} + 2\tilde{\mu}) \| \phi \|^2_{2N}. \tag{5.16}
\]

Let \( v = S_{\lambda,\mu} \phi \), and let \( u = S^{\tilde{\lambda},\tilde{\mu}}(\tilde{\sigma} \tilde{\mu})^{-1} S_{\lambda,\mu} \phi \). Then \( u \) satisfies \( \mathcal{L}_{\tilde{\lambda},\tilde{\mu}} u = 0 \) in \( D_\varepsilon \) and \( u = v \) on \( \partial D_\varepsilon \). The inner product on the left hand side of (5.16) can then be written as

\[
- \int_{\partial D_\varepsilon} \frac{\partial u}{\partial N_{\tilde{\mu},\tilde{\lambda}}} \cdot \mathcal{S} \phi = - J_{(\tilde{\lambda},\tilde{\mu})}^{\Omega}(u).
\]

By the Dirichlet principle, we get

\[
J_{(\tilde{\lambda},\tilde{\mu})}^{\Omega}(u) \leq J_{(\tilde{\lambda},\tilde{\mu})}^{\Omega}(v) \leq (d\tilde{\lambda} + 2\tilde{\mu}) \int_{D_\varepsilon} \| \mathcal{D}(v) \|^2 \leq (d\tilde{\lambda} + 2\tilde{\mu}) \| \mathcal{D}(v) \|^2_{L^2(\Omega)}.
\]

This is precisely the desired estimate (5.16) since \( \| \mathcal{D}(v) \|^2_{L^2(\Omega)} \) is comparable with \( J_{(\lambda,\mu)}^{\Omega}(v) \), i.e., \( \| \phi \|^2_{2N} \), due to Remark 1. The proof is hence complete. \( \square \)

**5.4. Proof of Theorem 1.3.** We now have everything to prove the main theorem of the paper. First, \( \phi \) and \( S^{-1} G \) are controlled in Lemma 5.1 and Lemma 5.2.

**Case 1:** The incompressible inclusions limit. Let \( \tilde{\lambda} \to \infty \) but \( \tilde{\mu} \) be fixed (or remains bounded). By (5.11), the right hand side of the first line in (5.2) is of order \( O(\tilde{\lambda}^{-1}) \). Take the inverse of \( (\Lambda^{\tilde{\lambda},\tilde{\mu}, i} - \Lambda^{\lambda,\mu, i} S_{D_\varepsilon}) \) in that line and use the uniform in \( \varepsilon \) boundedness of the inverse provided in (4.25), we get the desired result.

**Case 2:** The soft inclusions limit. Let \( (\tilde{\lambda},\tilde{\mu}) \to (0,0) \), or equivalently, \( \max(d\tilde{\lambda} + 2\tilde{\mu}, \tilde{\mu}) \) goes to zero. Using (5.15) we see that the right hand side of the second line in (5.2) is of order \( O(|\tilde{\lambda}| + \tilde{\mu}) \). By Proposition 4.7, the inverse of \( \Lambda^{\lambda,\mu, i} \mathcal{S} \) uniformly bounded. The desired result then follows.

**Case 3:** The hard inclusions limit. Let \( \tilde{\mu} \to \infty \) but \( \tilde{\lambda} \) fixed (In fact, it suffices to keep \( (\tilde{\lambda}/\tilde{\mu}, 1) \) uniformly admissible). Then the right hand side of the third line in (5.2) is of order \( O(\tilde{\mu}^{-1}) \). By Proposition 4.8, the inverse of \( \Lambda^{\tilde{\lambda}/\tilde{\mu}, 1,i} \mathcal{S} \) can be bounded uniformly in \( \varepsilon \) and \( \tilde{\mu} \), so we can conclude.
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APPENDIX A. SOME USEFUL FACTS AND TECHNICAL TOOLS

In this appendix we record some important facts that are used frequently in this paper.

A.1. The second Korn’s inequality.

Lemma A.1 (The second Korn’s inequality). Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^d \), and let \( V \) be a closed subspace of vector valued functions in \( H^1(\Omega) \) such that \( V \cap \mathbb{R} = \{0\} \), where \( \mathbb{R} \) is the rigid displacements space. Then every \( \mathbf{v} \in V \) satisfies

\[
\|\mathbf{v}\|_{H^1(\Omega)} \leq C \|D(\mathbf{v})\|_{L^2(\Omega)},
\]

where the constant \( C \) depends only on \( \Omega \).

For the proof we refer to [30].

A.2. A coercive lemma. The following version of Lax-Milgram theorem allowed us to prove that certain bounded linear operators are invertible by showing they are coercive.

Lemma A.2. Let \( H \) be a Hilbert space, and let \( A \in \mathcal{L}(H) \) be a bounded linear operator. Suppose that there exists \( \gamma > 0 \) such that

\[
(Ax,x)_H \geq \gamma \|x\|^2_H \quad \text{for any } x \in H.
\]

(A.1)

Then \( A \) has a bounded inverse, and \( \|A^{-1}\|_{\mathcal{L}(H)} \leq \gamma^{-1} \).

We then have the following result as a direct consequence.

Lemma A.3. Let \( H \) be a Hilbert space and \( H^* \) its dual space. Suppose \( A : H \to H^* \) is a bounded linear operator, and, moreover, there exists \( \gamma > 0 \) such that

\[
\langle x, Ax \rangle_{H,H^*} \geq \gamma \|x\|^2_H \quad \text{for any } x \in H.
\]

(A.2)

Then \( A \) has a bounded inverse, and \( \|A^{-1}\|_{\mathcal{L}(H^*,H)} \leq \gamma^{-1} \).

Proof. Let \( \iota : H^* \to H \) be the canonical dual isometry, i.e. for any \( \phi \in H^* \) and for any \( y \in H \),

\[
(\iota(\phi),y)_H = \langle y, \phi \rangle_{H,H^*}.
\]

It follows that \( \iota A \) satisfies the conditions of Lemma A.2; indeed,

\[
(\iota(Ax),x)_H = \langle x, Ax \rangle_{H,H^*} \geq \gamma \|x\|^2_H.
\]

It follows that \( \iota A \) has an inverse with the desired bound. Since \( \iota \) is an isometry, the desired result for \( A \) also follows. \( \square \)
A.3. **Proof of Lemma 4.1.** The uniqueness of \( u \) is clear, so it suffices to construct a solution.

Let \( v \in H^1(\Omega) \) be the unique solution of

\[
\mathcal{L}_{\lambda, \mu} v = 0 \quad \text{in} \quad \Omega_\varepsilon, \quad v|_{D_\varepsilon} = 0, \quad \frac{\partial v}{\partial \nu(\lambda, \mu)} \bigg|_{\partial \Omega} = g. \tag{A.3}
\]

For each \( m \in \Pi_\varepsilon \) and \( l \in \{1, \cdots, \frac{d(d+1)}{2}\} \), let \( v_m^l \in H^1(\Omega) \) be the solution of

\[
\mathcal{L}_{\lambda, \mu} v_m^l = 0 \quad \text{in} \quad \Omega_\varepsilon, \quad v_m^l|_{\partial \Omega} = \delta_{mn} r_l \quad \text{for all} \quad n \in \Pi_\varepsilon, \quad \frac{\partial v_m^l}{\partial \nu(\lambda, \mu)} \bigg|_{\partial \Omega} = 0. \tag{A.4}
\]

The existence and uniqueness, both for \( v \) and \( v_m^l \), follow from a standard practice of weak formulation and an application of Lax-Milgram theorem. Moreover, the functions \( \{v_m^l\} \) are independent as elements of \( \mathcal{E} \).

For the solution to (4.5), we consider a function \( u \) of the form

\[
u := v + \sum_{m \in \Pi_\varepsilon} \sum_{l=1}^{\frac{d(d+1)}{2}} a_m^l v_m^l, \tag{A.5}\]

where \( \{a_m^l\} \subset \mathbb{R} \) are constants to be chosen. Clearly, \( u \in H^1(\Omega) \) already satisfies \( u \in \mathcal{R} \) in each component of \( D_\varepsilon \), and

\[
\mathcal{L}_{\lambda, \mu} u = 0 \quad \text{in} \quad \Omega_\varepsilon, \quad \frac{\partial u}{\partial \nu(\lambda, \mu)} \bigg|_{\partial \Omega} = g.
\]

We choose \( a_m^l \)'s so that \( u \) also satisfies the remaining equation in (4.5), namely,

\[
\sum_{m \in \Pi_\varepsilon} \sum_{l=1}^{\frac{d(d+1)}{2}} a_m^l \int_{\partial \omega^p} \frac{\partial v_m^l}{\partial \nu(\lambda, \mu)} \bigg|_+ \cdot r_j = b_n^l := c_n^l - \int_{\partial \omega^p} \frac{\partial v}{\partial \nu(\lambda, \mu)} \bigg|_+ \cdot r_j. \tag{A.6}
\]

The equation above can be viewed as a linear system of the form \( Aa = b \) where the unknown is \( a = (a_m^l) \in \mathbb{R}^{\Pi_\varepsilon \times \frac{d(d+1)}{2}} \), the right hand side vector \( b = (b_n^l) \) is defined above and the coefficient matrix \( A = (A_{nm}^{jl}) \) is defined by

\[
A_{nm}^{jl} = \int_{\partial \omega^p} \left( \frac{\partial v_m^l}{\partial \nu(\lambda, \mu)} \bigg|_+ \right) \cdot r_j. \tag{A.7}
\]

We need to show that this linear system has a solution.

Let \( X \subset \mathbb{R}^{\Pi_\varepsilon \times \frac{d(d+1)}{2}} \) be the subspace defined by

\[
X := \left\{ (x_{nm}^j) \in \mathbb{R}^{\Pi_\varepsilon \times \frac{d(d+1)}{2}} : \sum_{n \in \Pi_\varepsilon} x_{nm}^j = 0 \quad \text{for all} \quad 1 \leq j \leq \frac{d(d+1)}{2} \right\}, \tag{A.8}
\]

Clearly, \( \dim X = \frac{d(d+1)}{2} |\Pi_\varepsilon| - \frac{d(d+1)}{2} \). By the definition of \( v \) and the condition (4.4), we see \( b \in X \).

It suffices to show that the range of \( A \) contains (actually, is) \( X \). First, we can check directly that the range of \( A \) is contained in \( X \). Indeed, for any \( p = (p_m^l) \), we compute and get

\[
\sum_{n \in \Pi_\varepsilon} (Ap)^j_n = \sum_{n \in \Pi_\varepsilon} \int_{\partial \omega^p} \left( \frac{\partial (p_m^l v_m^l)}{\partial \nu(\lambda, \mu)} \bigg|_+ \right) \cdot r_j = -j^{\Omega_\varepsilon}(w, r_j) = 0,
\]

where we defined \( w := p_m^l v_m^l \) and the summation convention is used. We also used the fact that \( w \) solves the homogeneous Lamé system in \( \Omega_\varepsilon \) with \( \partial w / \partial \nu|_{\partial \Omega} = 0 \) and \( w|_{\partial \omega} = p_m^l r_l \) (in particular, \( w \in \mathcal{R} \) in each component of \( D_\varepsilon \)).
For our purpose, it remains to show that the kernel of $A$ has dimension $d(d + 1)/2$. Suppose
$p = (p^l_m)$ satisfies $Ap = 0$. Then the function $w = p^l_m v^l_m$ has the property discussed above
and further satisfies $\int_{\partial \omega} \frac{\partial w}{\partial \nu} |_+ \cdot r_j = 0$ for all $j$ and $n$. From this we get $J^\omega_l(\omega) = 0$. Hence $w \in R$
in $\Omega_\varepsilon$ and then $w \in R$ in $\Omega$. To summarize, we proved that $Ap = 0$ implies $w(p) := p^l_m v^l_m \in R$.
It is easier to show that the reverse implication also holds, and that $p \to w(p)$ is an isomorphism
from $R^{|\Pi|d(d+1)/2}$ to span$v^l_m$. Moreover $R \subset \text{span}\{v^l_m\}$ is a $d(d + 1)/2$ dimensional subspace.
The proof is hence complete.

A.4. Proof of Lemma 4.2. Again, the uniqueness is clear and we only need to construct a solution. The proof is very similar to the proof of Lemma 4.1 presented in the previous section, so we omit some details.

Let $v \in H^1(\Omega)$ be the unique solution of
\[
\mathcal{L}_{\lambda,\mu} v = 0 \quad \text{in} \quad \Omega_\varepsilon, \quad v|_{\partial \Omega_\varepsilon} = 0, \quad v|_{\partial \Omega} = f.
\]
For each $m \in \Pi_\varepsilon$ and $l = 1, 2, \ldots, d(d + 1)/2$, let $v^l_m \in H^1(\Omega)$ be the unique solution of
\[
\mathcal{L}_{\lambda,\mu} v^l_m = 0 \quad \text{in} \quad \Omega_\varepsilon, \quad v^l_m|_{\partial \Omega_\varepsilon} = \delta_{mn} r^l \quad \text{for all} \quad n \in \Pi_\varepsilon, \quad v^l_m|_{\partial \Omega} = 0.
\]
We seek a solution to (4.6) of the form
\[
u := v + \sum_{m \in \Pi_\varepsilon} \sum_{l=1}^{d(d+1)/2} a^l_m v^l_m.
\]
As in the previous section, it suffices to find the constant vector $a = (a^l_m)$ that solve the linear system $Aa = b$, where $A$ and $b$ has the same forms as in (A.7) and (A.6), but with $v^l_m$’s and $v$
redefined in this section. We prove that $A$ is invertible so the linear system has a unique solution.
Suppose $p = (p^l_m)$ satisfies $Ap = 0$. Then $w = p^l_m v^l_m$ satisfies $w \in R$ in each component of $D_\varepsilon$, solves the homogeneous Lamé system in $\Omega_\varepsilon$, satisfies $w|_{\partial \Omega} = 0$, and, moreover, $\partial w/\partial \nu|_+ = 0$ on $\partial D_\varepsilon$. It follows that
\[
w \in J^D_R \cap S^D \ker \left( -\frac{I}{2} + R^D \right) = \{0\}.
\]
Again, by the isometry of $p \mapsto \text{span}\{v^l_m\}$, we get $p = 0$. Hence, the kernel of the square matrix $A$
is trivial. This completes the proof.
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