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Abstract

We associate to the resolved conifold an affine special Kähler (ASK) manifold of complex dimension 1, and an instanton corrected hyperkähler (HK) manifold of complex dimension 2. We describe these geometries explicitly, and show that the instanton corrected HK geometry realizes an Ooguri-Vafa-like smoothing of the semi-flat HK metric associated to the ASK geometry. On the other hand, the instanton corrected HK geometry associated to the resolved conifold can be described in terms of a twistor family of two holomorphic Darboux coordinates. We study a certain conformal limit of the twistor coordinates, and conjecture a relation to a solution of a Riemann-Hilbert problem previously considered by T. Bridgeland.
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1 Introduction

The study of supersymmetric quantum field theories and string theories has been an extremely rich source of insights for geometry. The spaces of scalar fields which naturally appear in these physical theories lead to mathematical moduli spaces which often carry rich mathematical structures.

A particularly interesting class of theories is given by $N = 2$ supersymmetric theories in four dimensions which can be obtained from compactifications of ten dimensional type IIA and type IIB string theories on mirror families of Calabi-Yau (CY) threefolds. The scalar fields of the vector multiplets in these theories lead to moduli spaces which are projective (resp. affine) special Kähler manifolds [Str90, Fre99] when the family of mirror CY threefolds is compact (resp. non-compact), see [LMVPV10] for a review. The moduli spaces have different meaning on both sides of mirror symmetry: they correspond to the moduli spaces of complex structures on the B-side and to moduli spaces of complexified Kähler forms on the A-side of mirror symmetry. The physical origin of mirror symmetry from 2d superconformal field theories (SCFT) suggests furthermore the identification of the data of a bundle together with a flat connection on both sides of mirror symmetry. This data translates mathematically into a variation of Hodge structures equipped with a flat Gauss-Manin connection which can be used to formulate the geometric constraints of special Kähler geometry. The formulation of the moduli space and the flat connection on the A-model side leads to the notion of quantum cohomology which requires the genus zero Gromov-Witten invariants, see e. g. [CK99a] and references therein.

Homological mirror symmetry [Kon95] in contrast identifies different triangulated categories attached to a mirror pair of CY threefolds. The bounded derived category of coherent sheaves of one CY gets identified with the derived Fukaya category of the mirror. The moduli spaces in this case are expected to appear as spaces of stability conditions which select special objects in both categories which correspond to the BPS states of the resulting 4d theory, see [ABC+09]. For this purpose, the notion of $\pi$-stability was put forward [DFR05a, DFR05b, Dou02]. Within $\pi$-stability the stability of objects is governed by the physically motivated notion of a central charge, which is part of the data of the resulting $N = 2$ theory. $\pi$-stability and mirror symmetry predict that the central-charge stability ($\pi$-stability) of the derived category of coherent sheaves of a CY $X$ would require as an
input the genus zero Gromov-Witten invariants of $X$. An abstract mathematical notion of $\pi$-stability which is suitable for any triangulated category was put forward by Bridgeland [Bri07], the latter also leads to a notion of a space of stability conditions.

This notion of stability is crucial in the study of mathematical invariants such as the Donaldson-Thomas (DT) invariants. A boost in excitement in the study of wall-crossing problems was triggered by new wall-crossing formulas of Kontsevich and Soibelman [KS08a] as well as Joyce and Song [JS12]. The work of Gaiotto, Moore and Neitzke (GMN) [GMN10, GMN13b, GMN13a] provided moreover a physical embedding of these developments as well as new geometric constructions of hyperk"ahler manifolds, whose metrics carry the data of the BPS spectra as well as their jumps. See [Nei14] for an exposition of these ideas. The construction of the hyperk"ahler metric in this setup relies on the construction of a twistor family of Darboux coordinates for the $\mathcal{O}(2)$-twisted family of holomorphic symplectic forms associated to a hyperk"ahler manifold [HKLR87]. These coordinates are governed by a system of TBA like equations, whose solutions are in general very hard to describe explicitly. In the simpler case where the BPS spectrum is mutually local, the TBA equations just reduce to integral formulas for the Darboux coordinates, and the resulting hyperk"ahler structure can be described explicitly (even though the coordinates might not). In [Gai14], Gaiotto considered a conformal limit of the TBA equations when restricted to a certain Lagrangian submanifold (with respect to one of the holomorphic symplectic structures) of the hyperk"ahler manifold associated to the BPS problem. In simple cases, explicit solutions were found involving Gamma functions.

In the last few years new exciting insights began to emerge from the study of BPS structures. The new developments are concerned with the analytic and integrable structures behind wall-crossing phenomena. The emerging links provide new connections between DT invariants and GW invariants, going substantially beyond the scope of the previously conjectured relation [MNOP06a, MNOP06b]. Building on the conformal limit of Gaiotto [Gai14], Bridgeland put forward a Riemann-Hilbert problem which transforms the wall-crossing data of Donaldson-Thomas invariants of a given derived category into a tau-function [Bri19a]. In simple examples including the resolved conifold [Bri20], it was shown that an asymptotic expansion of the tau-function leads to the full Gromov-Witten potential.

The motivation of this current work is two-fold. On one hand, the construction of instanton corrected hyperk"ahler (HK) metrics from [GMN10, Nei14] suggests that such a metric should improve the behavior of the semi-flat HK metric canonically associated to an affine special K"ahler (ASK) geometry (see [Nei14, Section 5.3]). Our first motivation for this work is to try to exemplify this improvement explicitly for an instanton corrected HK geometry associated to the resolved conifold, going beyond the well-understood case of the Ooguri-Vafa space (see [Nei14, Section 6] and [GW00]). On the other hand, we would like to try to address an important so far missing connection in the web of ideas outlined above, namely the relation between a conformal limit of the instanton corrected HK geometry studied in [Gai14], and Bridgeland’s Riemann-Hilbert problem [Bri19b, Bri20] associated to the resolved conifold.
Our approach to tackle this will be to first search for some natural affine special Kähler geometry associated to the resolved conifold. Using the BPS spectrum of the resolved conifold, we will then be able to associate an instanton corrected hyperkähler geometry, along the lines of [GMN10, Nei14]. The fact that the BPS spectrum turns out to be mutually local will then allow for a totally explicit expression of the hyperkähler structure [CT22, Section 3]. The trickiest part will then be the relation of the conformal limit of the hyperkähler geometry, considered in [Gai14], with the solution of the Riemann-Hilbert problem considered in [Bri20]. As we will discuss, the conformal limit of [Gai14] a priori gives just formal expressions, so we will need to give some prescription for how to make analytical sense of them (at least in the specific case of the HK geometry we associate to the resolved conifold). We will show that our prescription will satisfy properties related to a solution of the Riemann-Hilbert problem considered in [Bri20]. However, the asymptotic properties that we manage to prove are weaker than those required to guarantee a match with the unique solution of the Riemann-Hilbert problem, so we will be only be able to conjecture a relation between the conformal limit and the solution of the Riemann-Hilbert problem.

We should emphasize that the instanton corrected HK metric we associate considers only a “truncated” part of the BPS indices. Indeed, the BPS spectrum of the resolved conifold has the form

\[
\Omega(\gamma) = \begin{cases} 
1 & \text{if } \gamma = \pm \beta + n\delta \text{ for } n \in \mathbb{Z}, \\
-2 & \text{if } \gamma = k\delta \text{ for } k \in \mathbb{Z} \setminus \{0\}, \\
0 & \text{otherwise}.
\end{cases}
\]

and the HK geometry we consider will not take into account the part corresponding to the charges \( \gamma = k\delta \). The cause of this truncation is the fact that \( \delta \) plays the role of a “flavor” charge in our story. This implies that the corresponding central charge \( Z_\delta \) does not enter in the description of the underlying ASK geometry (see the discussion in Section 2); and the BPS indices \( \Omega(k\delta) \) do not contribute to the instanton corrections of the associated semi-flat geometry (see the second point in Remark 14). Furthermore, a consequence of this truncation is that the conformal limit associated to our HK geometry only allows us to make relations to the part of the Riemann-Hilbert problem of [Bri20] that involves the Faddeev quantum dilogarithm [FK94]. The reasons for considering \( \delta \) as a flavor charge, are as follows:

- On one hand, the natural period \( Z_\delta \) associated to \( \delta \) turns out to be constant (see Appendix A and Section 2.1). This suggests that \( \delta \) should indeed be treated as a flavor charge, in the language of [GMN10, GMN13b, Nei14], since it cannot be used as a coordinate for an affine special Kähler geometry.

- If one takes \( \delta \) to be a flavor charge, the ASK geometry defined by the periods \( Z_\delta \) and \( Z_{\delta^\vee} \) turns out to be of complex dimension 1, and the associated instanton corrected HK geometry of complex dimension 2. On the other hand, the Ooguri-Vafa space is another instanton corrected HK geometry of complex dimension 2, realizing the smoothing mechanism explained in [Nei14]. This allows us to explicitly compare the two spaces and show that the instanton corrected HK geometry that we associate to
the resolved conifold also realizes the smoothing mechanism via an Ooguri-Vafa-like smoothing.

- On the other hand, if one wants to consider an instanton corrected HK geometry that does take into account the BPS spectrum associated to $\Omega(k\delta)$, one option is to projectivize the periods (A.15)\(^1\) and consider the (possibly-indefinite) affine special Kähler geometry of complex dimension 2 defined by them. This would give a (possibly-indefinite) HK geometry of complex dimension 4 taking into account the whole BPS spectrum. However, the details of domains of definition, signature, and what kind of smoothing occurs (if any), is harder to explicitly study. Because of this and the previous two points, we opted to consider the simpler HK geometry of complex dimension 2 mentioned before.

On the other hand, a different path to a hyperkähler geometry associated to a BPS problem was put forward by Bridgeland and Strachan in [BS20] and was put in a physical context in [AP21b]. Via this perspective one obtains a complex hyperkähler geometry, rather than a real one. In the case of the resolved conifold, the complex hyperkähler geometry does take into account the full BPS spectrum (1.1), but the physical interpretation of such a complex hyperkähler geometry is at the moment unknown.

Hence, our approach associates a real HK geometry, but truncates part of the BPS spectrum; while the approach [BS20] considers the full BPS spectrum, but associates a complex HK geometry. The obvious question of the relation between the two HK geometries is certainly an interesting one, but goes beyond the scope of this paper.

Outline of the paper and statement of main results:

In Section 2 we recall what the resolved conifold is, and motivate (together with Appendix A) the ingredients of the affine special Kähler geometry that we will associate to it. We then define the affine special Kähler (ASK) manifold associated to the resolved conifold, and discuss the semi-flat hyperkähler (HK) metric obtained via the rigid c-map [CFG89, Fre99, ACD02]. We will emphasize a description of the ASK and semi-flat HK geometry in terms of certain tuples $(M, \Gamma, Z)$, where $M$ is a complex manifold, $\Gamma \to M$ is a local system of lattices (the “charge lattice”) and $Z$ is a holomorphic section of $\Gamma^* \otimes \mathbb{C} \to M$ (the “central charge”). This kind of description can be found for example in [GMN10, Nei14, CT22], and will be convenient when we discuss the instanton corrected HK geometry.

In Section 3 we consider the instanton corrections to the semi-flat HK geometry associated to the resolved conifold. We start by recalling the construction of the instanton corrected HK geometries from the physics literature [GMN10], in terms of certain variations of BPS structures $(M, \Gamma, Z, \Omega)$ (see [Bri19a] or Definition 8). We then restrict to the simpler case where the instanton corrections are mutually local (see Definition 12), which is the relevant

---

\(^1\)This involves setting for $w \in \mathbb{C}^\times$, $Z_{\delta} := w\varpi^0 = w$ and $Z_{\beta} := w\varpi^1 = wt = v$ and writing $Z_{\gamma v} := w\varpi^2$ and $Z_{\delta v} := w\varpi^3$ in terms of $w$ and $v$
case for the resolved conifold. A mathematical treatment of the mutually local case can be found in [CT22, Section 3]. By adapting some results of [CT22] for the case with flavor charges, one then gets an explicit form for the instanton corrected HK metric associated to the resolved conifold. See Theorem 19 and Corollary 23.

Let \((N, g_N, \omega_1, \omega_2, \omega_3)\) be the HK manifold associated to the resolved conifold, with \(\omega_\alpha\) denoting the Kähler forms. We end Section 3 by comparing the HK structure \((N, g_N, \omega_1, \omega_2, \omega_3)\) with the so-called Ooguri-Vafa hyperkähler metric (see [Nei14, GW00, OV96]). The main result of this section is the following theorem:

**Theorem 28:** Let \((N, g_N, \omega_1, \omega_2, \omega_3)\) be the (complex 2-dimensional) HK manifold associated to the resolved conifold, and \(t\) the special coordinate of Section 2.3 of the ASK manifold associated to the resolved conifold. Furthermore, let \((N^{ov}, g^{ov}, \omega_1^{ov}, \omega_2^{ov}, \omega_3^{ov})\) be the Ooguri-Vafa HK manifold centered at \(t = 0\) with cutoff \(\Lambda = \frac{i}{2\pi}\). Then

\[
\omega_\alpha = \omega_\alpha^{ov} + \eta_\alpha, \quad \text{for} \quad \alpha = 1, 2, 3,
\]

where \(\eta_\alpha\) smoothly extend over the locus \(t = 0\). In particular, the HK structure of \((N, g_N, \omega_1, \omega_2, \omega_3)\) smoothly extends over the points in the locus \(t = 0\) where the forms \(\omega_\alpha\) remain non-degenerate.

This kind of Ooguri-Vafa-like smoothing of the semi-flat HK structure via instanton corrections was conjectured in [Nei14, Section 7] for a certain general class of HK metrics, so Theorem 28 provides an instance in which the conjecture holds, beyond the well-understood case of the Ooguri-Vafa space [GW00].

The HK structure \((N, g_N, \omega_1, \omega_2, \omega_3)\) of the resolved conifold can be described in terms of two holomorphic twistor coordinates \(X_\beta^\vee(x, \zeta)\) and \(X_\beta(x, \zeta)\), in the sense that the \(\mathcal{O}(2)\)-twisted family of holomorphic symplectic forms associated to its twistor space is given by

\[
\zeta \varpi(\zeta) \otimes \partial_\zeta = \frac{\zeta}{4\pi^2} \mathrm{d} \log(\mathcal{X}_\beta^\vee(\zeta)) \wedge \mathrm{d} \log(\mathcal{X}_\beta(\zeta)) \otimes \partial_\zeta, \quad \zeta \in \mathbb{C} \subset \mathbb{C}P^1.
\]

where \(\mathrm{d}\) does not differentiate along the \(\zeta\) direction.

In Section 4 we consider a certain conformal limit (see [Gai14]) of \(\mathcal{X}_\beta^\vee\) and \(\mathcal{X}_\beta\). While the conformal limit of \(\mathcal{X}_\beta\) always exists, the one for \(\mathcal{X}_\beta^\vee\) gives only a conditionally convergent expression. After specifying how to sum the conditionally convergent expression (see (4.34)), we will show that it satisfies properties similar to the ones required in the Riemann-Hilbert problem considered in [Bri20]. While Brideland’s Riemann-Hilbert problem requires certain asymptotic conditions along half-planes (see (RH2) and (RH3) from Section 4.2), our methods only show that the asymptotics conditions hold on certain smaller sectors determined by BPS rays. Nevertheless, this suggests the following conjecture (see also Remark 46):

**Conjecture 45:** fix \(t \in \mathbb{C}^\times\) with \(\text{Im}(t) > 0\). Let \(\mathcal{X}_\beta^\vee(t, \lambda)\) denote the specified convergent expression of the conformal limit of \(\mathcal{X}_\beta^\vee(x, \zeta)\), and let \(\Phi_\beta(v, w, \lambda)\) be obtained via Definition 44 in terms of Bridgeland’s solution to the Riemann-Hilbert problem of Section 4.2. Then
\[ \mathcal{X}_\beta^\vee(t, \lambda) = \exp\left(2\pi i Z_\beta^\vee(t)/\lambda\right) \Phi_{\beta^\vee}(t, 1, \lambda), \]  

where \( Z_\beta^\vee \) is the central charge evaluated on the charge \( \beta^\vee \). In particular, if \( \lambda \) is on the sector between \( i\mathbb{R} + t \) and \( i\mathbb{R} + (t - 1) \) the following holds:

\[ \mathcal{X}_\beta^\vee(t, \lambda) = H(t|1, -\lambda) e^{Q_H(t|1, -\lambda) + 2\pi i Z_\beta^\vee(t)/\lambda}, \]  

where \( H(t|\omega_1, \omega_2) \) is the Faddeev quantum dilogarithm, and

\[ Q_H(t|\omega_1, \omega_2) := -\frac{\omega_1}{2\pi i \omega_2} \text{Li}_2(e^{2\pi i t/\omega_1}) - \frac{1}{2} \log(1 - e^{2\pi i t/\omega_1}) + \frac{\pi \omega_2}{12 \omega_1}. \]  

2 The resolved conifold and an associated affine special Kähler geometry

2.1 The resolved conifold

The conifold singularity refers to a singular point in a Calabi-Yau threefold that locally looks like

\[ (x_1 x_2 - x_3 x_4 = 0) \subset \mathbb{C}^4. \]  

The Calabi-Yau threefold given by the total space of the following rank two bundle over the projective line:

\[ X := \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1, \]  

Corresponds to the resolution of the conifold singularity in \( \mathbb{C}^4 \) and is known as the resolved conifold. \( C \) contains a unique compact curve, the zero section \( C \simeq \mathbb{P}^1 \subset X \). It defines a class \( \beta = [C] \in H_2(X, \mathbb{Z}) \). Furthermore, let \( \delta \) be the generator of \( H_0(X, \mathbb{Z}) \). We now consider the lattice

\[ \Gamma = \mathbb{Z} \cdot \delta + \mathbb{Z} \cdot \beta + \mathbb{Z} \cdot \beta^\vee, \]  

with pairing

\[ \langle \delta, \beta \rangle = 0, \quad \langle \delta, \beta^\vee \rangle = 0, \quad \langle \beta^\vee, \beta \rangle = 1. \]  

We think of \( \beta^\vee \) as the generator in \( H_4(X_c, \mathbb{Z}) \), dual to \( \beta \in H_2(X_c, \mathbb{Z}) \), where \( X_c \) refers to a compact CY geometry which contains the resolved conifold in a suitable limit. Alternatively one may think of \( \beta^\vee \) as a regularized four-cycle class.

Let \( B \in H^2(X, \mathbb{R})/H^2(X, \mathbb{Z}) \) be the B-field and \( \omega \) be the Kähler form and \( \omega_C = B + i\omega \) the complexified Kähler form. We define

\[ t = \int_\beta B + i\omega, \]  

as well as the periods\(^2\)

\(^2\)The name periods is motivated by mirror symmetry and discussed in the appendix A, these periods correspond to the quantum corrected volumes of the generators of \( H_0(X, \mathbb{Z}), H_2(X, \mathbb{Z}) \) as well as the regularized generator of \( H_4(X, \mathbb{Z}) \)
\[ \varpi^0 = 1, \quad \varpi^1 = t, \quad \varpi^2 = F_t, \quad (2.6) \]

where
\[
F_t := \frac{\partial}{\partial t} F_0(t) = \frac{1}{2} t^2 + \frac{1}{(2\pi i)^2} \text{Li}_2(q), \quad q := \exp(2\pi it).
\]

Here, \( F_0(t) \) is the genus zero, degree non-zero Gromov-Witten potential of the resolved conifold, given by
\[
F_0(t) = \frac{1}{6} t^3 + \frac{1}{(2\pi i)^3} \text{Li}_3(q), \quad q := \exp(2\pi it), \quad (2.7)
\]
and the polylogarithm is defined by for \(|z| < 1\)
\[
\text{Li}_s(z) = \sum_{n=0}^{\infty} \frac{z^n}{n^s}, \quad s \in \mathbb{C}. \quad (2.8)
\]

For further motivation on the particular choice of periods, see Appendix A.

2.2 ASK geometries in terms of central charges

Before fully describing the affine special Kähler (ASK) geometry associated to the resolved conifold, we review a way of describing an ASK geometry in terms of the notion of central charges. This perspective will be useful for the following sections, and can be found in [GMN10, Nei14, CT22].

We start by considering a tuple \((M, \Gamma, Z)\), where

- \( M \) is a complex manifold. We denote \( \dim_{\mathbb{C}}(M) = r \).
- Charge lattice: \( \Gamma \to M \) is a local system of lattices given as an extension

\[
0 \to \Gamma_f \to \Gamma \xrightarrow{\varphi} \Gamma_g \to 0, \quad (2.9)
\]

where \( \Gamma_f \to M \) is a trivial local system and \( \Gamma_g \to M \) has rank \( 2r \). We assume that \( \Gamma \) carries a skew, fiber-wise, parallel pairing \( \langle -,- \rangle : \Gamma \times \Gamma \to \mathbb{Z} \) such that \( \langle \gamma_f, \gamma \rangle = 0 \) for all \( \gamma_f \in \Gamma_f \) and \( \gamma \in \Gamma \). We then have an induced pairing \( \langle -,- \rangle : \Gamma_g \times \Gamma_g \to \mathbb{Z} \), which we assume locally admits Darboux frames. Our convention will be that a local Darboux frame \((\tilde{\gamma}_i, \gamma^i)\) of \( \Gamma_g \) satisfies \( \langle \tilde{\gamma}_i, \gamma^j \rangle = \delta^j_i \).

- Central charge: \( Z \) is a holomorphic section of \( \Gamma^* \otimes \mathbb{C} \to M \), where \( \Gamma^* \) denotes the dual of \( \Gamma \). Given a local section \( \gamma \) of \( \Gamma|_U \) for \( U \subset M \), we denote \( Z_\gamma := Z(\gamma) : U \to \mathbb{C} \) the corresponding holomorphic function. If \( \gamma_f \) is a section of \( \Gamma_f \), we assume that \( Z_{\gamma_f} \) is a constant function.

**Remark 1.** We will frequently refer to elements of \( \Gamma_f \) as flavor charges. Similarly, we will refer to \( Z_\gamma \) for \( \gamma \in \Gamma_f \) as a flavor period. On the other hand, the elements of \( \Gamma_g \) are typically referred to as gauge charges in the physics literature.
Definition 2. A tuple \((M, \Gamma, Z)\) as before will be called a central charge ASK geometry if the following holds:

- Given local sections \((\tilde{\gamma}_i, \gamma^i)\) of \(\Gamma\) projecting to a Darboux frame of \(\Gamma_g\), the 1-forms \(dZ_{\gamma^i}\) (or \(dZ_{\tilde{\gamma}_i}\)) give a local frame of \(T^*M\). In particular, \((Z_{\gamma^i})\) (or \((Z_{\tilde{\gamma}_i})\)) give local coordinates on \(M\).
- By using the identification \(\Gamma_g \cong \Gamma_g^*\) given by \(\gamma \mapsto \langle \gamma, -\rangle \in \Gamma_g^*\), we consider the induced pairing on \(\Gamma_g^*\), and extend it \(C\)-bilinearly to a \((C\)-valued) pairing \(\langle -, -\rangle\) on \(\Gamma_g^* \otimes C\). With respect to this pairing we have
  \[
  \langle dZ \wedge dZ \rangle = 0.\tag{2.10}
  \]

Remark 3. In the above, we think of \(dZ\) as a 1-form with values in \(\Gamma_g^* \otimes C\), due to the fact that \(Z_{\gamma_f}\) is constant for a section \(\gamma_f\) of \(\Gamma_f\).
- The two-form \(\omega := \frac{1}{4} \langle dZ \wedge dZ \rangle\) is non-degenerate. In particular, if \(J\) denotes the complex structure of \(M\), then \(g := \omega(-, J-\)) is a (possibly-indefinite) metric on \(M\).

Remark 4. The flavor data of \(\Gamma_f\) and \(Z_{|\Gamma_f}\) do not have any influence in the ASK geometry defined by \((M, \Gamma, Z)\). The reason to include it will become more clear when we also consider the data of BPS indices \(\Omega(\gamma)\) and the corresponding instanton corrected HK geometry \([\text{Nei14}]\).

Proposition 5. Let \((M, \Gamma, Z)\) be a central charge ASK geometry. Then \((M, \omega)\) is an ASK manifold with possibly indefinite signature.

Proof. Let \((\tilde{\gamma}_i, \gamma^i)\) be local sections of \(\Gamma\) projecting to a local Darboux frame of \(\Gamma_g \to M\) over \(U \subset M\). By using the first condition in Definition 2, we can write
  \[
  dZ_{\tilde{\gamma}_i} = \tau_{ij} dZ_{\gamma^j}\tag{2.11}
  \]
for \(C\)-valued functions \(\tau_{ij}\) on \(U \subset M\).

The second condition in Definition 2 then implies
  \[
  0 = \langle dZ \wedge dZ \rangle = 2dZ_{\tilde{\gamma}_i} \wedge dZ_{\gamma^j} = 2\tau_{ij} dZ_{\gamma^j} \wedge dZ_{\gamma^i} = 2 \sum_{i<j} (\tau_{ij} - \tau_{ji}) dZ_{\gamma^j} \wedge dZ_{\gamma^i},\tag{2.12}
  \]
and hence \(\tau_{ij} = \tau_{ji}\). From (2.12) we also find that \(Z_{\tilde{\gamma}_i} dZ_{\gamma^i}\) is closed. Hence, by possibly shrinking \(U\), we can find \(\mathcal{F} : U \to C\) such that
  \[
  \frac{\partial \mathcal{F}}{\partial Z_{\gamma^i}} = Z_{\tilde{\gamma}_i}, \quad \frac{\partial^2 \mathcal{F}}{\partial Z_{\gamma^i} \partial Z_{\gamma^j}} = \tau_{ij}.\tag{2.13}
  \]
Finally, the third condition in Definition 2.3 implies that
\[ \omega = \frac{1}{4} (dZ \wedge d\overline{Z}) = \frac{1}{4} (dZ \overline{\gamma}_i \wedge d\overline{Z} \gamma^i - dZ \gamma^i \wedge d\overline{Z} \overline{\gamma}_i) = \frac{i}{2} \text{Im}(\tau_{ij}) dZ \gamma^i \wedge d\overline{Z} \gamma^j \]  

(2.14)

is a Kähler form for the complex structure \( J \), corresponding to a possibly indefinite Kähler metric.

We then recover the usual local formulas of an ASK geometry. The function \( \mathfrak{F} \) from above is a holomorphic prepotential describing locally the ASK geometry. We furthermore remark that \( (Z \gamma^i) \) and \( (\overline{Z} \overline{\gamma}_i) \) are a conjugate system of holomorphic special coordinates for each choice of local sections of \( \Gamma \) projecting to a Darboux frame \( (\overline{\gamma}_i, \gamma^i) \) of \( \Gamma_g \).

2.3 The ASK geometry of the resolved conifold in terms of central charges

Our aim here will be to specify a central charge ASK geometry \((M, \Gamma, Z)\) associated to the resolved conifold. In order to define this tuple, we take into account the periods defined in (2.6). From them we see that we have a natural choice of flavor period, given by \( \infty \); and two natural choices of holomorphic prepotentials given by \( \pm F_0(t) \), where \( t = \infty^1 \). We therefore want to define \((M, \Gamma, Z)\) in such a way that \( Z \) encodes the periods \( \infty^1 = t \) and \( \infty^2 = F_t \).

We define \((M, \Gamma, Z)\) as follows:

- \( M \subset \mathbb{C}^\times := \mathbb{C} - \{0\} \) is a complex manifold of dimension 1 given by

\[
M := \{ t \in \mathbb{C}^\times \mid |\text{Re}(t)| < \frac{1}{2}, \quad 2\text{Re}(e^{2\pi it}) \neq 1 \}. \tag{2.15}
\]

The first constraint is due to the principal branch of the log in \( \infty^1 = t = \frac{1}{2\pi i} \log(z) \) in Appendix A. We could in principle extend \( t \) past \( |\text{Re}(t)| < \frac{1}{2} \), but for simplicity we will consider only this restricted region. On the other hand the second constraint \( 2\text{Re}(e^{2\pi it}) \neq 1 \) will be required in order to have \( \text{Im}(\tau) \neq 0 \), and hence define a non-degenerate 2-form \( \omega \).

- In order to define \( \Gamma \rightarrow M \), we first consider the open subset \( M_0 \subset M \) defined by

\[
M_0 := \{ t \in M \mid t \not\in i\mathbb{R}_{<0} \}. \tag{2.16}
\]

This is the region inside \( M \) where the principal branch of \( \text{Li}_2(e^{2\pi it}) \) in \( \infty^2 \) is defined.

We define \( \Gamma|_{M_0} \rightarrow M_0 \) as a trivial local system of rank 3, having a global trivialization by \( (\delta, \beta, \beta^\vee) \) and pairing defined by

\[
\langle \delta, \beta \rangle = 0, \quad \langle \delta, \beta^\vee \rangle = 0, \quad \langle \beta^\vee, \beta \rangle = 1. \tag{2.17}
\]

The additional third period \( \infty^3 = 2F_0 - tF_t \) in (A.15) does not give any new information, since it again contains \( F_0 \) and its derivative \( F_t \).
We now define \( \Gamma \to M \) by declaring \( \delta \) and \( \beta \) to be global sections, while \( \beta^\vee \) has the following jump as \( t \) goes through the ray \( i\mathbb{R}_{\leq 0} \) anti-clockwise

\[
\beta^\vee \to \beta^\vee + \beta.
\]

This jump preserves the pairing, so \(\langle -,- \rangle\) extends to a pairing on \( \Gamma \to M \). Clearly \( \Gamma_f = Z \delta \), and \( \Gamma_g \) has \( (\beta^\vee, \beta) \) as a local Darboux frame for the induced pairing.

- To define \( Z : M \to \Gamma^* \otimes \mathbb{C} \) we first define \( Z : M_0 \to \Gamma^* \otimes \mathbb{C} \) by

\[
Z_\delta := \varpi^0 = 1, \quad Z_\beta := \varpi^1 = t, \quad Z_{\beta^\vee} := -\varpi^2 = -\frac{1}{(2\pi i)^2} \left( \frac{1}{2} \left( \log(e^{2\pi it}) \right)^2 + \text{Li}_2(e^{2\pi it}) \right),
\]

where \( \varpi^0, \varpi^1 \) and \( \varpi^2 \) are the periods from before (2.6).

Remark 6. We have picked \(-\varpi^2\) instead of \(\varpi^2\) in order for the ASK geometry to be positive definite near \( t = 0 \), as we will see below. This choice will also be important for the relation with the Ooguri-Vafa metric in Section 3.3.

Clearly \( Z_\delta \) and \( Z_\beta \) extend to all of \( M \). For \( Z_{\beta^\vee} \) we notice that as \( t \) crosses the ray \( i\mathbb{R}_{\leq 0} \) anti-clockwise, then

\[
Z_{\beta^\vee} \to Z_{\beta^\vee} + \frac{\log(e^{2\pi it})}{2\pi i} = Z_{\beta^\vee} + t = Z_{\beta^\vee} + Z_\beta.
\]

Since this matches jump of \( \beta^\vee \), we see that \( Z \) extends to a global section of \( \Gamma^* \otimes \mathbb{C} \to M \).

A holomorphic prepotential \( \mathfrak{F} : M \to \mathbb{C} \) for the ASK geometry is given by

\[
\mathfrak{F}(t) := -F_0(t) = -\frac{1}{(2\pi i)^3} \left( \frac{1}{3!} \left( \log(e^{2\pi it}) \right)^3 + \text{Li}_3(e^{2\pi it}) \right).
\]

The Kähler form for the ASK geometry is then given by the usual formula

\[
\omega = \frac{i}{2} \text{Im}(\tau) dt \wedge d\bar{\tau}, \quad \tau := \frac{\partial^2 \mathfrak{F}}{\partial t^2} = \frac{1}{2\pi i} \left( \log(1 - e^{2\pi it}) - \log(e^{2\pi it}) \right).
\]

Furthermore, we remark again that the constraint \( 2\text{Re}(e^{2\pi it}) \neq 1 \) in the definition of \( M \) implies that

\[
\text{Im}(\tau) = -\frac{1}{2\pi} \log \left| \frac{1 - e^{2\pi it}}{e^{2\pi it}} \right| \neq 0,
\]

and hence \( \omega \) is non-degenerate on \( M \). Notice that \( 2\text{Re}(e^{2\pi it}) \neq 1 \) divides \( M \) into two components \( M = M_+ \cup M_- \). \( M_- \) contains the ray \( i\mathbb{R}_{>a} \) for \( a > 0 \) sufficiently big, while \( M_+ \) contains all \( t \) sufficiently close to 0 and the ray \( i\mathbb{R}_{<0} \). Furthermore, it is easy to check that \( \text{Im}(\tau) < 0 \) on \( M_- \) while \( \text{Im}(\tau) > 0 \) on \( M_+ \). We therefore obtain
Proposition 7. \((M, \Gamma, Z)\) is a central charge ASK geometry. If \(g_{sK} := \omega(\cdot, J\cdot)\) denotes
the ASK metric, then \(g_{sK}\) is a positive definite metric on \(M_+\), and a negative definite metric on \(M_-\).

Proof. The first condition of Definition 2 follows from the fact that in the local Darboux frame \((\beta^\vee, \beta)\) of \(g\) we have \(dZ_\beta = dt\), while \(\langle dZ \wedge dZ \rangle = 2dZ_{\beta^\vee} \wedge dZ_\beta = 0\) follows from \(dZ_{\beta^\vee} = \tau dZ_\beta = \tau dt\). The non-degeneracy condition of the Kähler form and the statements
about the signatures then follow from our previous arguments about \(\text{Im}(\tau)\). \(\square\)

2.4 The semi-flat HK geometry associated to an ASK manifold

Given an ASK manifold \((M, \omega)\) of signature \((n, m)\), one can always associate an hyperkähler manifold \((N, g^{sf}, I_1, I_2, I_3)\) of signature \((2n, 2m)\) via the rigid c-map construction \([CFG89, Fre99, ACD02]\). Here \(N\) is the total space of a torus bundle \(\pi : N \to M\), and the metric \(g^{sf}\) is usually known as the semi-flat metric, since it restricts to a flat metric on the fibers
of \(\pi\). Below we recall a convenient twistor space description of this metric \([GMN10, Nei14]\), in the case that the \((M, \omega)\) is described via \((M, \Gamma, Z)\). This description via twistor Darboux coordinates will be convenient for the later sections.

Given the charge lattice \(\Gamma \to M\), we fix a homomorphism \(\theta_f : \Gamma_f \to \mathbb{R}/2\pi\mathbb{Z}\), and define \(\pi : \mathcal{N}(\theta_f) \to M\) as the bundle with fiber
\[
\mathcal{N}(\theta_f)_p := \{ \theta : \Gamma_p \to \mathbb{R}/2\pi\mathbb{Z} \mid \theta_{\gamma + \gamma'} = \theta_{\gamma} + \theta_{\gamma'}, \ \theta|_{\Gamma_f} = \theta_f \}.
\]
We will consider the evaluation map \(\theta : \mathcal{N}(\theta_f) \to \Gamma^* \otimes \mathbb{R}/2\pi\mathbb{Z}\) and denote by \(\theta_{\gamma} : \mathcal{N}(\theta_f) \to \mathbb{R}/2\pi\mathbb{Z}\) the corresponding evaluation at \(\gamma \in \Gamma\).

Given a section \(\gamma\) of \(\Gamma\) over \(U \subset M\) and \(\zeta \in \mathbb{C}^\times\), one can define \(X^{sf}_{\gamma} : \pi^{-1}(U) \times \mathbb{C}^\times \to \mathbb{C}^\times\) by
\[
X^{sf}_{\gamma}(\zeta) := \exp \left( \pi \frac{Z_{\gamma}}{\zeta} + i \theta_{\gamma} + \pi \zeta Z_{\gamma} \right),
\]
where the pullbacks of \(Z_{\gamma}\) by \(\pi\) are suppressed (the \(\pi\)'s in the above expression refer to the mathematical constant). We will refer to \(X^{sf}_{\gamma}(\zeta)\) as the semi-flat twistor coordinates.

The \(\mathcal{O}(2)\)-twisted family of holomorphic symplectic forms describing the semiflat HK geometry on \(\mathcal{N}(\theta_f)\) is then given by
\[
\zeta \omega^{sf}(\zeta) \otimes \partial_\zeta = \frac{\zeta}{8\pi^2} (d \log(X^{sf}(\zeta)) \wedge d \log(X^{sf}(\zeta))) \otimes \partial_\zeta,
\]
where \(d\) differentiates along only the \(\mathcal{N}(\theta_f)\) directions and \(\zeta \in \mathbb{C} \subset \mathbb{C}P^1\) is a linear holomorphic coordinate. In particular, one has the following expansion near \(\zeta = 0\):

\footnote{By this statement we mean the directions of the total space of the bundle \(\mathcal{N}(\theta_f) \to M\). In other words \(d\) in (2.26) differentiates in all directions expect in the twistor parameter \(\zeta \in \mathbb{C}^\times\).}
\[
\zeta \omega^{sf}(\zeta) = -\frac{i}{2}(\omega_1^{sf} + i\omega_2^{sf}) + \zeta\omega_3^{sf} - \frac{i}{2}\zeta^2(\omega_1^{sf} - i\omega_2^{sf}) ,
\]

(2.27)

where \(\omega_\alpha^{sf}\) for \(\alpha = 1, 2, 3\) correspond to a triple of Kähler forms for the semi-flat hyperkähler structure.

The \(\omega_\alpha^{sf}\) have the following particularly simple formulas in terms of the central charge \(Z\) and the evaluation map \(\theta\) (below, the pullback of \(Z\) to \(\mathcal{N}(\theta_f)\) is suppressed):

\[
\begin{align*}
\omega_1^{sf} + i\omega_2^{sf} &= -\frac{1}{2\pi}\langle dZ \wedge d\theta \rangle , \\
\omega_3^{sf} &= \frac{1}{4}\langle dZ \wedge d\bar{Z} \rangle - \frac{1}{8\pi^2}\langle d\theta \wedge d\bar{\theta} \rangle .
\end{align*}
\]

(2.28)

In order to write down the metric, we will use the following formulas. With respect to local sections \((\tilde{\gamma}_i, \gamma^i)\) of \(\Gamma\) projecting to a local Darboux frame of \(\Gamma_g\), we define \(\tau_{ij}\) via

\[
dZ_{\tilde{\gamma}_i} = \tau_{ij}dZ_\gamma^j,
\]

(2.29)

and define

\[
N_{ij} := \text{Im}(\tau_{ij}), \quad W_i := d\theta_{\tilde{\gamma}_i} - \tau_{ij}d\theta_{\gamma^j} .
\]

(2.30)

The corresponding semiflat HK metric \(g^{sf}\) on \(\mathcal{N}(\theta_f)\) then has the following local form

\[
g^{sf} = N_{ij}dZ_{\gamma^i}d\bar{Z}_{\gamma^j} + \frac{1}{4\pi^2}N^{ij}W_i\bar{W}_j .
\]

(2.31)

This formula follows from

\[
\omega_3^{sf} = \frac{1}{4}\langle dZ \wedge d\bar{Z} \rangle - \frac{1}{8\pi^2}\langle d\theta \wedge d\bar{\theta} \rangle ,
\]

(2.32)

and the fact that \(dZ_{\gamma^i}\) and \(W_i\) are of type \((1, 0)\) with respect to the complex structure \(I_3\).

Furthermore, if \(N_{ij}\) has signature \((n, m)\), it is easy to check that \(g^{sf}\) must have signature \((2n, 2m)\).

### 2.5 The semi-flat geometry associated to the resolved conifold

Now let \((M, \Gamma, Z)\) be the tuple defining the ASK geometry associated to the resolved conifold in Section 2.3.

Fixing a homomorphism \(\theta_f : \Gamma_f \to \mathbb{R}/2\pi\mathbb{Z}\) (which in this case is equivalent to fixing the value of \(\theta_3\)), we have the corresponding semi-flat metric \(g^{sf}\) on the total space of \(\mathcal{N}(\theta_f) \to M\).
In this case, (2.31) reduces to the following formula in the local Darboux frame \((\beta^\vee, \beta)\) of \(\Gamma_g\):

\[
g^{sf} = \text{Im}(\tau)|dZ_\beta|^2 + \frac{\text{Im}(\tau)^{-1}}{4\pi^2} |W|^2, \\
= \text{Im}(\tau)|dt|^2 + \frac{\text{Im}(\tau)^{-1}}{4\pi^2} |d\theta^{\beta^\vee} - \tau d\theta_\beta|^2,
\]

where

\[
\tau = \frac{1}{2\pi i} \left( \log(1 - e^{2\pi i t}) - \log(e^{2\pi i t}) \right).
\]

Since \(\text{Im}(\tau) > 0\) on \(M_+\) and \(\text{Im}(\tau) < 0\) on \(M_-\), we get that the signature \(g^{sf}\) is positive definite on \(\mathcal{N}_+ := \pi^{-1}(M_+)\), and negative definite on \(\mathcal{N}_- := \pi^{-1}(M_-)\).

### 3 The associated instanton corrected hyperkähler geometry

In this section, we wish to add the data of BPS indices \(\Omega(\gamma)\) of the resolved conifold, to the central charge ASK geometry \((M, \Gamma, Z)\) associated to the resolved conifold in Section 2.3. From the tuple \((M, \Gamma, Z, \Omega)\) one can then define an “instanton corrected” HK geometry (correcting the semi-flat HK geometry), which we seek to describe explicitly.

In Section 3.1 we start by reviewing the construction of instanton corrected HK geometries from the physics literature [GMN10, Nei14]\(^5\). We then specialize to the case where the instanton corrections are mutually local (see Definition 12), which will be the one needed for the instanton corrected HK geometry associated to the resolved conifold. A full mathematical treatment of the mutually local case was given in [CT22, Section 3], so we will review some results of [CT22], and discuss some slight extensions to include flavor charges.

In Section 3.2 we specialize the general formulas of Section 3.1 to the HK geometry associated to the resolved conifold, and give explicit formulas for the HK metric. Finally, in Section 3.3 we compare the HK metric associated to the resolved conifold near \(t = 0\) to the so-called Ooguri-Vafa metric (see [GW00, Nei14]). We will see that the HK structure associated to the resolved conifold admits an extension over the locus \(t = 0\), realizing a specific case of a conjecture of [Nei14, Section 7].

### 3.1 Review of instanton corrected HK geometries

We start by recalling the notion of variation of BPS structures [Bri19a].

**Definition 8.** A variation of BPS structures is given by a tuple \((M, \Gamma, Z, \Omega)\), where

- \(M\) is a complex manifold.
• \( \Gamma \to M \) is a local system of lattices with a skew-symmetric, covariantly constant paring \( \langle - , - \rangle : \Gamma \times \Gamma \to \mathbb{Z} \). As in Section 2.2, we refer to \( \Gamma \to M \) as the charge lattice.

• \( Z \) is a holomorphic section of \( \Gamma^* \otimes \mathbb{C} \to M \). We refer to \( Z \) as the central charge.

• \( \Omega : \Gamma \to \mathbb{Z} \) is a function (of sets) satisfying \( \Omega(\gamma) = \Omega(-\gamma) \) and the Kontsevich-Soibelman wall-crossing formula [KS08b, Bri19a, Nei14]. We refer to \( \Omega \) as the BPS indices.

Furthermore, the tuple \( (M, \Gamma, Z, \Omega) \) should satisfy the following conditions:

• Support property: Let \( \text{Supp}(\Omega) := \{ \gamma \in \Gamma \mid \Omega(\gamma) \neq 0 \} \). Given a compact set \( K \subset M \) and a choice of covariantly constant norm \( |\cdot| \) on \( \Gamma|_K \otimes \mathbb{Z} \mathbb{R} \), there is a constant \( C > 0 \) such that for any \( \text{Supp}(\Omega) \cap \Gamma|_K \) the following holds:

\[
|Z_\gamma| > C|\gamma| .
\] (3.1)

• Convergence property: for each \( p \in M \), there is an \( R > 0 \) such that

\[
\sum_{\gamma \in \Gamma_p} |\Omega(\gamma)| e^{-R|Z_\gamma|} < \infty ,
\] (3.2)

where \( \Gamma_p \) denotes the fiber of \( \Gamma \) over \( p \).

**Remark 9.** As a consequence of the BPS indices \( \Omega \) obeying the wall-crossing formula, the following holds:

• Consider the real codimension 1 subset \( W \subset M \) (the so called “wall” or “walls”) defined by

\[
W := \{ p \in M \mid \exists \gamma, \gamma' \in \Gamma_p, \langle \gamma, \gamma' \rangle \neq 0, \ Z_\gamma/Z_{\gamma'} \in \mathbb{R}_{>0} \} .
\] (3.3)

Then for a local section \( \gamma \) of \( \Gamma \), the BPS index \( \Omega(\gamma) \) is locally constant on \( M \setminus W \). Furthermore, the \( \Omega(\gamma) \) jumps across \( W \), and the discontinuity is determined by the Kontsevich-Soibelman wall-crossing formula.

• \( \Omega \) is monodromy invariant. That is, if \( \gamma \) has monodromy \( \gamma \to \gamma' \) around a loop, then \( \Omega(\gamma) = \Omega(\gamma') \).

We will focus on the following types of variations of BPS structures:

**Definition 10.** A hyperkähler (HK) variation of BPS structures is a variation of BPS structures \( (M, \Gamma, Z, \Omega) \) such that:

• \( (M, \Gamma, Z) \) is a central charge ASK geometry as in Definition 2.

• Strong convergence property: for any \( R > 0 \) the series

\[
\sum_{\gamma \in \Gamma} |\Omega(\gamma)| e^{-R|Z_\gamma|}
\] (3.4)

converges normally on compact subsets of \( M \).
Remark 11. The strong convergence property appeared in [CT22]. This condition was used to ensure smoothness of the triple of instanton corrected hyperkähler forms in the simpler case of mutually local variations of BPS structures (see Definition 12). There may be a weaker condition that also ensures this, but for the purposes of this work this condition suffices.

In [GMN10, Nei14], it is argued that one can construct an “instanton corrected” hyperkähler structure out of an HK variation of BPS structures. We now briefly review the main points of this construction, and then restrict to the simpler mutually local case. As we remarked before, a mathematical treatment for the mutually local case can be found in [CT22, Section 3].

3.1.1 GMN construction of instanton corrected HK geometries

Let \((M, \Gamma, Z, \Omega)\) be an HK variation of BPS structures and fix a homomorphism \(\theta_f : \Gamma_f \to \mathbb{R}/2\pi\mathbb{Z}\). We first define the bundle \(\pi: M_{(\theta_f)} \to M\) of “twisted” unitary characters as the bundle with fiber over \(p \in M\) given by

\[ M_{(\theta_f)} : \theta : \Gamma_p \to \mathbb{R}/2\pi\mathbb{Z} \quad | \quad \theta_{\gamma+\gamma'} = \theta_\gamma + \theta_{\gamma'} + \pi(\gamma, \gamma'), \quad \theta|_{\Gamma_f} = \theta_f. \]  

One should then find locally defined functions \(X_\gamma : U \subset M_{(\theta_f)} \times \mathbb{C} \times \mathbb{C} \to \mathbb{C} \times \mathbb{C}\), labeled by local sections \(\gamma\) of \(\Gamma|_{\pi(U)}\), and satisfying the GMN equations:

\[ X_\gamma(x, \zeta) = X_{sf}^{\theta_f}(x, \zeta) \exp \left[ -\frac{1}{4\pi i} \sum_{\gamma' \in \Gamma_{\pi(x)}} \Omega(\gamma') \langle \gamma, \gamma' \rangle \int_{\mathbb{R} - Z_{\gamma'}} \frac{d\zeta' + \zeta}{\zeta' - \zeta} \log(1 - X_{\gamma'}(x, \zeta')) \right], \]  

where \(X_{sf}^{\theta_f}(x, \zeta)\) are the semi-flat twistor coordinates given by formula (2.25) and \((x, \zeta) \in M_{(\theta_f)} \times \mathbb{C}^\times\).

For a fixed \(x \in M_{(\theta_f)}\) the functions \(X_\gamma(x, \zeta)\) have discontinuities along rays \(\mathbb{R} - Z_{\gamma'}\) for which \(\gamma' \in \text{Supp}(\Omega)\) (the so-called “BPS rays”). Furthermore, the twist on unitary characters and the GMN equations also ensures that they satisfy the identity

\[ X_\gamma X_{\gamma'} = (-1)^{\langle \gamma, \gamma' \rangle} X_{\gamma + \gamma'}, \]  

which is important for the wall-crossing formalism of Kontsevich-Soibelman [KS08b].

Finally, the functions \(X_\gamma(x, \zeta)\) are used to define a \(\mathbb{C}^\times\)-family of 2-forms on \(M_{(\theta_f)}\) by the formula

\[ \varpi(\zeta) = \frac{1}{8\pi^2} (d \log(X(\zeta)) \wedge d \log(X(\zeta)) ), \]  

where the exterior derivative only differentiates in the \(x \in M_{(\theta_f)}\) directions. The crucial points are that the discontinuities in \(\zeta\) of \(X_\gamma(x, \zeta)\) are such that they leave \(\varpi(\zeta)\) invariant;

\[ \text{These equations are also known as the TBA equations, due to the similarity to the Thermodynamic Bethe Ansatz equations. See for example [GMN10, Appendix E].} \]
and that the wall-crossing formula ensures that \( \varpi(\zeta) \) actually extends over \( \mathcal{W} \subset M \), where the BPS indices jump.

It is then argued that there is an HK twistor space structure on \( \mathcal{M}(\theta_f) \times \mathbb{C}P^1 \), whose \( \mathcal{O}(2) \)-twisted family of holomorphic symplectic forms is given by

\[
\zeta \varpi(\zeta) \otimes \partial_{\zeta},
\]
with \( \varpi(\zeta) \) as in (3.8).

The triple of Kähler forms for the HK structure on \( \mathcal{M}(\theta_f) \) can then be extracted by expanding \( \zeta(\varpi(\zeta)) \) near \( \zeta = 0 \). Indeed, one obtains

\[
\zeta \varpi(\zeta) = -\frac{i}{2}(\omega_1 + i\omega_2) + \zeta \omega_3 - \frac{i}{2}\zeta^2(\omega_1 - i\omega_2),
\]
where \( \omega_\alpha \) for \( \alpha = 1, 2, 3 \) correspond to the triple of Kähler forms.

### 3.1.2 The mutually local case

For the case of interest for the paper, we will need to restrict the previous construction to the simpler case of mutually local variations of BPS structures, defined as follows.

**Definition 12.** A variation of BPS structures \( (M, \Gamma, Z, \Omega) \) is called mutually local if \( \gamma, \gamma' \in \text{Supp}(\Omega) \) implies that \( \langle \gamma, \gamma' \rangle = 0 \).

**Remark 13.**

- In the mutually local case we have no wall-crossing phenomena. In particular, given a local section \( \gamma \) of \( \Gamma, \Omega(\gamma) \) is locally constant on \( M \).
- We also remark that since there is no wall-crossing, one can work instead on \( \pi : \mathcal{N}(\theta_f) \rightarrow M \) whose fiber over \( p \in M \) is given by

\[
\mathcal{N}(\theta_f)_p := \{ \theta : \Gamma_p \rightarrow \mathbb{R}/2\pi\mathbb{Z} \mid \theta_{\gamma+\gamma'} = \theta_{\gamma} + \theta_{\gamma'}, \ \theta|_{\Gamma_f} = \theta_f \}.
\]

3.11

The total spaces \( \mathcal{M}(\theta_f) \) and \( \mathcal{N}(\theta_f) \) can be locally identified (non-canonically), but globally they might differ topologically (see the discussion in [GMN10] about this issue). In the following, we work with \( \mathcal{N}(\theta_f) \) for simplicity, and for easier comparison with some results of [CT22].

In the mutually local case the GMN equations reduce to integral formulas, and one can explicitly write down \( \varpi(\zeta) \). To see why this is so, let \( p : \Gamma \rightarrow \Gamma_g \) denote the projection. Then if \( \gamma, \gamma' \in p(\text{Supp}(\Omega)) \), we must have \( \langle \gamma, \gamma' \rangle = 0 \). In particular, one can find local sections \( \{ \tilde{\gamma}_i, \gamma^i \} \) such that \( (p(\tilde{\gamma}_i), p(\gamma^i)) \) is a local Darboux frame of \( \Gamma_g \), and such that \( p(\text{Supp}(\Omega)) \subset \text{Span}_\mathbb{Z}\{p(\gamma^i)\} \) (see for example [CT22, Lemma 3.14]). Extending \( (\tilde{\gamma}_i, \gamma^i) \) to a frame \( (\tilde{\gamma}_i, \gamma^i, \gamma^f) \) of \( \Gamma \), the GMN equations for \( \{ \mathcal{X}_{\gamma_i}(\zeta), \mathcal{X}_{\tilde{\gamma}_i}(\zeta), \mathcal{X}_{\gamma^f}(\zeta) \} \) reduce to the formulas
\[ \chi_j(x, \zeta) = \chi_{j'}(x, \zeta), \]
\[ \chi_{j'}(x, \zeta) = \chi_{j'}(x, \zeta), \]
\[ \chi_{\tilde{\gamma}_i}(x, \zeta) = \chi^s_{\tilde{\gamma}_i}(x, \zeta) \exp \left[ -\frac{1}{4\pi i} \sum_{\gamma' \in \Gamma(x)} \Omega(\gamma') \langle \tilde{\gamma}_i, \gamma' \rangle \int_{\mathbb{R} \setminus Z_{\gamma'}} \frac{d\zeta' \zeta' + \zeta}{\zeta' \zeta' - \zeta} \log(1 - \chi^s_{\gamma'}(x, \zeta')) \right]. \] (3.12)

One can then write
\[ \varpi(\zeta) = \frac{1}{8\pi^2} (d \log(\chi(\zeta)) \wedge d \log(\chi(\zeta))) = \frac{1}{4\pi^2} d \log(\chi_{\tilde{\gamma}_i}(\zeta)) \wedge d \log(\chi^s_{\tilde{\gamma}_i}(\zeta)). \] (3.13)

**Remark 14.**

- The sum in the formula for \( \chi_{\tilde{\gamma}_i}(x, \zeta) \) converges normally on appropriate compact subsets of the parameters. Indeed, notice that by the support property (3.1) we have \( |Z_{\gamma'}| \to \infty \) as \( |\gamma'| \to \infty \) with \( \gamma' \in \text{Supp}(\Omega) \), so using that
  \[ |\chi^s_{\gamma'}(x, \zeta')| \leq \exp(-2\pi |Z_{\gamma'}|), \quad \text{for} \quad \zeta' \in \mathbb{R} \setminus Z_{\gamma'}, \] (3.14)
we can replace \( |\log(1 - \chi_{\gamma}(x, \zeta'))| \) by \( |\chi_{\gamma}(x, \zeta')| \) in estimating the integrals for \( |\gamma'| \) big enough. Using the integral estimates from [FGFS17, Section 3.4] we then obtain

\[ \left| \int_{\mathbb{R} \setminus Z_{\gamma'}} \frac{d\zeta' \zeta' + \zeta}{\zeta' \zeta' - \zeta} \log(1 - \chi^s_{\gamma'}(x, \zeta')) \right| \leq C \int_0^\infty ds \exp(-2\pi |Z_{\gamma'}| \cosh(s)) \] (3.15)

\[ = CK_0(2\pi |Z_{\gamma'}|), \]
where \( C \) is a constant depending of the distance of \( \zeta \) to \( \mathbb{R} \setminus Z_{\gamma'} \), and \( K_0 \) is a modified Bessel function of the second kind. The convergence then follows from the asymptotics \( K_0(s) \sim \sqrt{\frac{2\pi}{s}} e^{-s}(1 + O(1/s)) \) as \( s \to \infty \) together with the convergence property of the BPS structures (3.4).

- An immediate consequence of (3.12) is that if \( \gamma_f \in \text{Supp}(\Omega) \cap \Gamma_f \), then \( \Omega(\gamma_f) \) does not make any contribution to the twistor coordinates (since \( \langle \tilde{\gamma}_i, \gamma_f \rangle = 0 \)), and hence \( \Omega(\gamma_f) \) does not make any contribution to the HK structure described by \( \varpi(\zeta) \).

The resulting candidate Kähler forms are then given by (see [GMN10, Section 4.3 and 5.6] and [CT22, Lemma 3.10, Theorem 3.13]):
\[ \omega_1 + i \omega_2 := -\frac{1}{2\pi} (dZ \wedge d\theta) + \sum_{\gamma} \left( \Omega(\gamma) dZ_{\gamma} \wedge A^\text{inst}_{\gamma} + \frac{i\Omega(\gamma)}{2\pi} V^\text{inst}_{\gamma} d\theta_{\gamma} \wedge dZ_{\gamma} \right), \] (3.16)
\[
\omega_3 := \frac{1}{4} \langle dZ \wedge d\overline{Z} \rangle - \frac{1}{8\pi^2} \langle d\theta \wedge d\overline{\theta} \rangle + \sum_{\gamma} \left( \frac{i\Omega(\gamma)}{2} V_{\gamma}^{\text{inst}} dZ_\gamma \wedge d\overline{Z}_\gamma + \frac{\Omega(\gamma)}{2\pi} d\theta_\gamma \wedge A_{\gamma}^{\text{inst}} \right),
\]
(3.17)

where
\[
V_{\gamma}^{\text{inst}} := \frac{1}{2\pi} \sum_{n>0} e^{i\theta_\gamma} K_0(2\pi n |Z_\gamma|),
\]
\[
A_{\gamma}^{\text{inst}} := -\frac{1}{4\pi} \sum_{n>0} e^{i\theta_\gamma} |Z_\gamma| K_1(2\pi n |Z_\gamma|)(\frac{dZ_\gamma}{Z_\gamma} - \frac{d\overline{Z}_\gamma}{Z_\gamma}),
\]
(3.18)

and \(K_\nu\) for \(\nu = 0, 1\) denote modified Bessel functions of the second kind.

**Remark 15.**

- We remark that the formulas for the Kähler forms \(\omega_\alpha\) are global, due to the monodromy invariance of \(\Omega\). Furthermore, all the infinite sums converge normally over compact subsets of \(\mathcal{N}(\theta_f)\). This is due to the strong convergence property of the variations of the BPS structures, together with the asymptotics of the Bessel functions \(K_\nu(x) \sim \sqrt{\frac{2\pi}{x}} e^{-x}(1 + O(1/x))\) as \(x \to \infty\). For a more detailed argument, see [CT22, Lemma 3.9 and Lemma 3.10].

- It is also worth noticing that while the expression of \(\varpi(\zeta)\) in the mutually local case can be explicitly computed in terms of Bessel functions as above, the integral formulas in (3.12) do not have an explicit form (as far as the authors know).

In order to state precisely over which open subset \(N \subset \mathcal{N}(\theta_f)\) the forms \(\omega_\alpha\) actually define a (possibly indefinite) HK structure, we need the following definition (see also [CT22, Definition 3.12]).

**Definition 16.** Consider a mutually local HK variation of BPS structures \((M, \Gamma, Z, \Omega)\), and a fixed homomorphism \(\theta_f : \Gamma_f \to \mathbb{R}/2\pi\mathbb{Z}\).

- If \((M, g_{sK})\) denotes the associated ASK geometry to \((M, \Gamma, Z)\), then we define the following tensor field \(T\) on the total space of \(\pi : \mathcal{N}(\theta_f) \to M\):

\[
T := \pi^* g_{sK} + \sum_{\gamma} \Omega(\gamma) V_{\gamma}^{\text{inst}} \pi^* |dZ_\gamma|^2.
\]
(3.19)

- We denote by \(N \subset \mathcal{N}(\theta_f)\) the open subset where the tensor field \(T\) is horizontally non-degenerate with respect to \(\pi : \mathcal{N}(\theta_f) \to M\) (i.e. it is non-degenerate on the normal bundle of the fibers of \(\pi : \mathcal{N}(\theta_f) \to M\)).

**Remark 17.** The horizontal non-degeneracy condition on \(T\) is equivalent to the non-degeneracy of \(\omega_\alpha\) for \(\alpha = 1, 2, 3\) (see the proof of [CT22, Theorem 3.13]).

Finally, in order to write down local explicit expressions for the HK metric, we will need the following:
**Definition 18.** As before, we pick a local frame \((\tilde{\gamma}_i, \gamma^i, \gamma^i_f)\) of \(\Gamma\), such that \((p(\tilde{\gamma}_i), p(\gamma^i))\) is a local Darboux frame of \(\Gamma_g\), and \(p(\text{Supp}(\Omega)) \subset \text{Span}_\mathbb{Z}\{p(\gamma^i)\}\). Given \(\gamma \in \text{Supp}(\Omega)\), we can then write

\[
\gamma = n_{i,g}(\gamma)\gamma^i + n_{i,f}(\gamma)\gamma^i_f
\]

for uniquely determined \(n_{i,g}(\gamma), n_{i,f}(\gamma) \in \mathbb{Z}\).

With respect to this frame we define:

\[
W_i := d\theta_{\tilde{\gamma}_i} - \tau_{ij}d\theta_{\gamma^j}, \quad W_i^{\text{inst}} := \sum_{\gamma \in \text{Supp}(\Omega)} \Omega(\gamma)n_{i,g}(\gamma)(2\pi A_{\gamma}^{\text{inst}} - iV_{\gamma}^{\text{inst}}d\theta_{\gamma^i}),
\]

\[
N_{ij} := \text{Im}\tau_{ij}, \quad N_{ij}^{\text{inst}} := \sum_{\gamma} \Omega(\gamma)V_{\gamma}^{\text{inst}}n_{i,g}(\gamma)n_{j,g}(\gamma),
\]

where \(dZ_{\tilde{\gamma}_i} = \tau_{ij}dZ_{\gamma^j}\).

With the previous definitions at hand, we then have the following slight extension of \([\text{CT22}, \text{Theorem 3.13, Lemma 3.15 and Corollary 3.17}]\) for the case where \(\Gamma_f \neq 0\):

**Theorem 19.** Let \((M, \Gamma, Z, \Omega)\) be a mutually local HK variation of BPS structures and fix a homomorphism \(\theta_f : \Gamma_f \to \mathbb{R}/2\pi\mathbb{Z}\). Then the \(\omega_\alpha \in \Omega^2(\mathcal{N}(\theta_f))\) given in (3.16) and (3.17) define a (possibly-indefinite) HK structure on \(N \subset \mathcal{N}(\theta_f)\). We denote this HK structure by \((N, g_N, \omega_1, \omega_2, \omega_3)\). With respect to the local frame \((\tilde{\gamma}_i, \gamma^i, \gamma^i_f)\) of \(\Gamma\) from Definition 18 we have

\[
g_N = dZ_{\gamma^i}(N_{ij} + N_{ij}^{\text{inst}})dZ_{\gamma^j} + \frac{1}{4\pi^2}(W_i + W_i^{\text{inst}})(N + N_{ij}^{\text{inst}})^{ij}(\overline{W}_j + \overline{W}_j^{\text{inst}}).
\]

Furthermore,

\[
\omega_1 + i\omega_2 = \frac{1}{2\pi}dZ_{\gamma^i} \wedge (W_i + W_i^{\text{inst}}),
\]

and

\[
\omega_3 = \frac{i}{2}(N_{ij} + N_{ij}^{\text{inst}})dZ_{\gamma^i} \wedge dZ_{\gamma^j} + \frac{i}{8\pi^2}(N + N_{ij}^{\text{inst}})^{ij}(W_i + W_i^{\text{inst}}) \wedge (\overline{W}_j + \overline{W}_j^{\text{inst}}).
\]

**Proof.** This is proven in Lemma 3.15, Theorem 3.13 and Corollary 3.17 of \([\text{CT22}]\) for the case \(\Gamma_f = 0\). The same proofs follow for \(\Gamma_f \neq 0\), provided we use the expressions in Definition 18 instead of those is \([\text{CT22}, \text{Lemma 3.15}]\). \(\square\)

### 3.2 The instanton corrected HK geometry associated to the resolved conifold

We now restrict to the case of the resolved conifold. We consider \((M, \Gamma, Z, \Omega)\) where

- \((M, \Gamma, Z)\) is the central charge ASK geometry defined in section 2.3.
We define $\Omega : \Gamma \to \mathbb{Z}$ by the usual BPS spectrum associated to the resolved conifold, see e.g. [Bri20]:

$$
\Omega(\gamma) = \begin{cases} 
1 & \text{if } \gamma = \pm \beta + n\delta \text{ for } n \in \mathbb{Z} \\
-2 & \text{if } \gamma = k\delta \text{ for } k \in \mathbb{Z} \setminus \{0\} \\
0 & \text{otherwise}.
\end{cases}
$$

(3.26)

It is then easy to check that $(M, \Gamma, \mathbb{Z}, \Omega)$ defined as above gives a mutually local HK variation of BPS structures, as in Definition 10.

By fixing a homomorphism $\theta_f : \Gamma_f \to \mathbb{R}/2\pi\mathbb{Z}$, one then obtains an instanton corrected HK manifold $(N \subset N(\theta_f), g_N, \omega_1, \omega_2, \omega_3)$ of possibly indefinite signature. In this case, using Theorem 19 we find that the HK metric has an explicit local expression given in terms of the local frame $(\beta^\vee, \beta, \delta)$ of $\Gamma$ by

$$
g = \left( N_\beta + N_\beta^{\text{inst}} \right) |dZ_\beta|^2 + \frac{1}{4\pi^2} (N_\beta + N_\beta^{\text{inst}})^{-1} |W + W^{\text{inst}}|^2 ,
$$

(3.27)

where

$$
W = d\theta_{\beta^\vee} - \tau d\theta_\beta, \quad W^{\text{inst}} = \sum_{\gamma \in \{\pm \beta + \mathbb{Z}\delta\}} \Omega(\gamma) n_g(\gamma)(2\pi A_\gamma^{\text{inst}} - iV_\gamma^{\text{inst}} d\theta_\gamma),
$$

(3.28)

$$
N_\beta := \text{Im}(\tau), \quad N_\beta^{\text{inst}} := \sum_{\gamma \in \{\pm \beta + \mathbb{Z}\delta\}} \Omega(\gamma) V_\gamma^{\text{inst}}(n_g(\gamma))^2 .
$$

(3.29)

Remark 20. As we previously mentioned in Remark 14, since the charge $\delta$ is a flavor charge in our setting, the BPS indices $\Omega(k\delta) = -2$ do not contribute in the instanton corrections of the HK metric. Hence, the HK geometry we consider only captures the part corresponding to $\Omega(\beta + n\delta) = 1$.

In particular, when we pick $\theta_f = 0$ (i.e. $\theta_\delta = 0$) we can say the following about $N \subset N(\theta_f = 0)$:

Proposition 21. We denote as before by $M_+ \subset M$ the connected component of $M$ containing a neighborhood of $t = 0$, where the ASK geometry is positive definite. Then $N \subset N(\theta_f = 0)$ consists of an open subset of $N(\theta_f = 0)$ containing the subset $N_0 := \{ \theta \in N(\theta_f) | \pi(\theta) \in M_+, \theta_\beta = 0 \}$.

Proof. This follows immediately by noticing that the tensor $T$ from (3.19) in this case has the form (we omit pullbacks by $\pi$ from the notation)

$$
T = \left( \text{Im}(\tau) + \frac{1}{\pi} \sum_{n \in \mathbb{Z}} \sum_{m > 0} \cos(m\theta_\beta) K_0(2\pi|m||t - n|) \right) |dt|^2
$$

(3.30)

In particular, we have

$$
T|_{N_0} = \left( \text{Im}(\tau) + \frac{1}{\pi} \sum_{n \in \mathbb{Z}} \sum_{m > 0} K_0(2\pi|m||t - n|) \right) |dt|^2
$$

(3.31)

which is horizontally non-degenerate, since $\text{Im}(\tau) > 0$ on $M_+$ and $K_0(x) > 0$ for $x > 0$. \qed
We find below), which does remain non-degenerate for all values of \( \theta_\beta \). On the other hand, in the construction of instanton corrected HK metrics from [GMN10], there is an arbitrary free parameter \( R > 0 \) that we have set to \( R = 1 \) in this paper. One can reintroduce this parameter by scaling the central charge \( Z \to RZ \) and the twistor family of holomorphic symplectic forms \( \varpi(\zeta) \to \frac{1}{R} \varpi(\zeta) \). Once this is done, it is easy to check that due to exponential decay of the \( K_0(x) \) as \( x \to \infty \), by taking \( R \) very big and \( t \) in a small neighborhood of 0, we can make \( \text{Im}(\tau) + \sum_{m>0} \cos(m\theta_\beta)K_0(2\pi R|m||t|) \) dominate over the other terms of the sum \( \frac{1}{R} \sum_{n \in \mathbb{Z} - \{0\}} \sum_{m>0} K_0(2\pi R|m||t-n|) \) of (3.30). Furthermore, \( \text{Im}(\tau) + \sum_{m>0} \cos(m\theta_\beta)K_0(2\pi R|m||t|) \) \( |dt|^2 \) behaves like what one has for the Ooguri-Vafa space (see Section 3.3 below), which does remain non-degenerate for all values of \( \theta_\beta \) and \( t \) sufficiently small [GW00]. Hence, it seems that by reintroducing a sufficiently big \( R \) factor, one can guarantee that \( N \) contains a torus fibration over a punctured neighborhood of \( t = 0 \).

Using the notation:

\[
\begin{align*}
V_n^{\text{inst}} &= V_{\beta - n\delta}^{\text{inst}} + V_{-\beta + n\delta}^{\text{inst}} = \frac{1}{2\pi} \sum_{m \in \mathbb{Z} - \{0\}} e^{im\theta_\beta - n\delta} K_0(2\pi|m||t - n|), \\
A_n^{\text{inst}} &= A_{\beta - n\delta}^{\text{inst}} - A_{-\beta + n\delta}^{\text{inst}} \\
&= -\frac{1}{4\pi} \left( \sum_{m \in \mathbb{Z} - \{0\}} \text{sign}(m) e^{im\theta_\beta - n\delta} |t - n| K_1(2\pi|m||t - n|) \right) \left( \frac{dt}{t - n} - \frac{d\overline{t}}{\overline{t} - n} \right),
\end{align*}
\]

and the explicit values of \( \Omega(\gamma) \), we can then rewrite the instanton correction terms as

\[
\begin{align*}
N_\beta^{\text{inst}} &= \sum_{n \in \mathbb{Z}} V_n^{\text{inst}}, \\
W^{\text{inst}} &= \sum_{n \in \mathbb{Z}} \left( 2\pi A_n^{\text{inst}} - iV_n^{\text{inst}} d\theta_\beta \right).
\end{align*}
\]

Hence, using Theorem 19 we find

**Corollary 23.** The instanton corrected HK metric \((N, g_N, \omega_1, \omega_2, \omega_3)\) associated to the resolved conifold has the following explicit form:

\[
g_N = \left( -\frac{1}{2\pi} \log \left| \frac{1 - e^{2\pi it}}{e^{2\pi it}} \right| + \sum_{n \in \mathbb{Z}} V_n^{\text{inst}} \right) |dt|^2 \\
+ \frac{1}{4\pi^2} \left( -\frac{1}{2\pi} \log \left| \frac{1 - e^{2\pi it}}{e^{2\pi it}} \right| + \sum_{n \in \mathbb{Z}} V_n^{\text{inst}} \right)^{-1} \\
\cdot \left| d\theta_\beta - \frac{1}{2\pi i} \left( \log(1 - e^{2\pi it}) - \log(e^{2\pi it}) \right) d\theta_\beta + \sum_{n \in \mathbb{Z}} (2\pi A_n^{\text{inst}} - iV_n^{\text{inst}} d\theta_\beta) \right|^2.
\]

We finish this subsection with a description of a certain Lagrangian submanifold \( L \) of the holomorphic symplectic manifold \((N, I_3, \omega_1 + i\omega_2)\). This Lagrangian submanifold will play a role in the conformal limit of Section 4.
Proposition 24. Fix $\theta_f = 0$ (and hence $\theta_3 = 0$). Then the submanifold $L \subset N \subset N(\theta_f = 0)$ defined by setting $\theta_\beta = \theta_\beta' = 0$ is a complex Lagrangian submanifold of the holomorphic symplectic manifold $(N, I_3, \omega_1 + i\omega_2)$. Furthermore, $L$ has a component $L_+$ biholomorphic to $M_+$. 

Proof. We pick the local frame $(\beta', \beta, \delta)$ of $\Gamma$. With respect to this frame, one has by Theorem 19 the following expression

$$\omega_1 + i\omega_2 = \frac{1}{2\pi} dZ_\beta \wedge (W + W^{\text{inst}}),$$

and $(dZ_\beta, W + W^{\text{inst}})$ gives a local frame of $(1, 0)$ forms with respect to complex structure $I_3$ (see for example the proof [CT22, Theorem 3.13] for more details). Now notice that

$$A^\text{inst}_n|_L = -\frac{1}{4\pi} \left( \sum_{m \in \mathbb{Z} - \{0\}} \text{sign}(m)|t - n| K_1(2\pi|m||t - n|) \left( \frac{dt}{t - n} - \frac{d\tau}{t - n} \right) \right) = 0.$$  

This implies that

$$(W + W^{\text{inst}})|_L = \left( d\theta_\beta' - \tau d\theta_\beta + \sum_{n \in \mathbb{Z}} \left( 2\pi A^\text{inst}_n - iV^{\text{inst}}_n d\theta_\beta \right) \right)|_L = 0.$$  

We then conclude that $L$ is a Lagrangian submanifold of the holomorphic symplectic manifold $(N, I_3, \omega_1 + \omega_2)$. 

For the second statement, it suffices to notice that $t = Z_\beta$ is a global holomorphic coordinate for $L$, and that $L_+ := \pi^{-1}(M_+) \cap L \subset N_0 \subset N$ by Proposition 21. 

Corollary 25. With the same hypotheses as Proposition 24, if $N_+ \subset N$ is a connected open subset of $N$ such that $L_+ \subset N_+$, the $g_N$ is positive definite on $N_+$. 

Proof. Writing (3.27) in the local real frame given by $\text{Re}(dt)$, $\text{Im}(dt)$, $\text{Re}(W + W^{\text{inst}})$, $\text{Im}(W + W^{\text{inst}})$, one sees that the signature of $g_N$ is determined the sign of $N_\beta + N^{\text{inst}}_\beta$. Indeed, if $N_\beta + N^{\text{inst}}_\beta > 0$ (resp. $N_\beta + N^{\text{inst}}_\beta < 0$) we find that $g_N$ is positive definite (resp. negative definite). 

Now notice that

$$V^{\text{inst}}_n|_L = \frac{1}{2\pi} \sum_{m \in \mathbb{Z} - \{0\}} K_0(2\pi|m||t - n|) > 0,$$  

since $K_0(x) > 0$ for $x > 0$. In particular, since $\text{Im}(\tau) > 0$ on $M_+$, one finds that

$$(N_\beta + N^{\text{inst}}_\beta)|_{L_+} = \left( \text{Im}(\tau) + \sum_{n \in \mathbb{Z}} V^{\text{inst}}_n \right)|_{L_+} > 0,$$  

where the pullback of $\text{Im}(\tau)$ to $N$ is suppressed. Hence, $g_N$ is positive definite on $N_+ \supset L_+$. 

\[23\]
3.3 Ooguri-Vafa-like smoothing

In this section, we study the instanton corrected HK manifold \((N, g_N, \omega_1, \omega_2, \omega_3)\) associated to the resolved conifold near the locus \(t = 0\). We show that the HK structure \((N, g_N, \omega_1, \omega_2, \omega_3)\) admits a smooth extension over the locus \(t = 0\), improving on the semi-flat HK structure built out of the ASK geometry associated to the resolved conifold. This result is an instance of a more general conjecture stated in [Nei14, Section 7], where certain instanton corrected HK manifolds are expected to admit smooth extensions over certain singular loci where the semi-flat HK metric is not defined.

In order to show this, we will need to first describe the Ooguri-Vafa metric. This metric can be described via the following HK variation of BPS structures \((M^{ov}, \Gamma^{ov}, Z^{ov}, \Omega^{ov})\) (see [Nei14], [GW00] for another treatment, and [OV96] for the origin of this metric):

- We let \(M^{ov} \subset \mathbb{C}^\times\) be a small neighborhood of \(t = 0\) (without 0). We assume for simplicity that \(M^{ov} \subset M_+\), where \(M_+\) is the component where the ASK geometry associated to the resolved conifold is positive definite (see Section 2.3).
- We take \(\Gamma^{ov} := \Gamma_g|_{M^{ov}}\), where \(\Gamma_g\) was defined for the central charge ASK geometry associated to the resolved conifold in Section 2.3. In particular, we have \(\Gamma_f^{ov} = 0\).
- With respect to the local Darboux frame \((\beta^\vee, \beta)\) of \(\Gamma_g\), we first define \(Z^{ov}\) as follows:
  \[
  Z^{ov}_\beta := t, \quad Z^{ov}_{\beta^\vee} := \frac{1}{2\pi i}(t \log(t/\Lambda) - t),
  \]

for some choice of \(\Lambda \in \mathbb{C}^\times\). Then as we go around \(t = 0\) we have
  \[
  Z^{ov}_{\beta^\vee} \rightarrow Z^{ov}_{\beta^\vee} + Z^{ov}_\beta.
  \]

Since this matches the jump \(\beta^\vee \rightarrow \beta^\vee + \beta\) in \(\Gamma^{ov}\), \(Z^{ov}\) defines a holomorphic section of \((\Gamma^{ov})^* \otimes \mathbb{C} \rightarrow M^{ov}\).
- Finally, we set \(\Omega^{ov}(\pm \beta) = 1\) and 0 otherwise.

It is easy to check that \((M^{ov}, \Gamma^{ov}, Z^{ov})\) is a central charge ASK geometry for \(M^{ov}\) sufficiently small, and that \((M^{ov}, \Gamma^{ov}, Z^{ov}, \Omega^{ov})\) is an HK variation of mutually local BPS structures.

**Definition 26.** The HK manifold \((N^{ov}, g^{ov}, \omega_1^{ov}, \omega_2^{ov}, \omega_3^{ov})\) associated to the mutually local HK variation of BPS structures \((M^{ov}, \Gamma^{ov}, Z^{ov}, \Omega^{ov})\) via Theorem 19 is called the Ooguri-Vafa space. The definition of the Ooguri-Vafa space depends on the choice of \(\Lambda \in \mathbb{C}^\times\), which we will call the cut-off parameter.

If we denote by \(N^{ov}\) the total space of the corresponding torus bundle \(N^{ov} \rightarrow M^{ov}\), then the Ooguri-Vafa HK structure turns out to be defined on the whole of \(N^{ov}\) (see [GMN10, GW00]), so that \(N^{ov} = N^{ov} \cong N(\theta_f = 0)|_{M^{ov}}\). Furthermore, \(g^{ov}\) turns out to be positive definite, and the hyperkähler structure of the Ooguri-Vafa space extends smoothly.
over the locus $t = 0$ (see [GW00, Proposition 3.2]). In terms of the torus bundle $N^\text{ov} \to M^\text{ov}$, one adds a singular fiber of Kodaira type $I_1$ (a pinched torus) over $t = 0$.

For reference, it will be useful to collect some formulas for the Kähler forms $\omega_\alpha^\text{ov}$.

**Proposition 27.** The forms $\varpi^\text{ov} := \omega_1^\text{ov} + i\omega_2^\text{ov}$ and $\omega_3^\text{ov}$ have the following expressions with respect to the coordinates $(t, \theta_\beta, \theta_\beta^\vee)$:

\begin{align}
\varpi^\text{ov} &= \frac{1}{2\pi} dt \wedge Y^\text{ov}, \\
\omega_3^\text{ov} &= \frac{1}{4} \langle dZ^\text{ov} \wedge d\overline{Z}^\text{ov} \rangle - \frac{1}{8\pi^2} \langle d\theta \wedge d\theta \rangle + \frac{i}{2} V_0^\text{inst} \, dt \wedge d\overline{t} + \frac{1}{2\pi} d\theta_\beta \wedge A_0^\text{inst},
\end{align}

(3.42)

where

\begin{align}
Y^\text{ov} &= d\theta_\beta^\vee - \tau^\text{ov} \, d\theta_\beta + 2\pi A_0^\text{inst} - iV_0^\text{inst} \, d\theta_\beta, \quad \tau^\text{ov} := \frac{dZ^\text{ov}}{d\overline{Z}^\text{ov}} = \frac{1}{2\pi i} \log \left( \frac{t}{\Lambda} \right).
\end{align}

(3.43)

and $A_0^\text{inst}, V_0^\text{inst}$ are as in (3.32) for $n = 0$.

**Proof.** The formulas for $\varpi^\text{ov}$ and $\omega_3^\text{ov}$ follow immediately from equations (3.24) and (3.17), after specializing to the variation of BPS structures of the Ooguri-Vafa space, together with the notation (3.32).

**Theorem 28.** Consider the HK manifold $(N, g_N, \omega_1, \omega_2, \omega_3)$ associated to the resolved conifold, and the Ooguri-Vafa HK manifold $(N^\text{ov}, g^\text{ov}, \omega_1^\text{ov}, \omega_2^\text{ov}, \omega_3^\text{ov})$ with cutoff $\Lambda = \frac{i}{2\pi}$.

We then have

\[ \omega_\alpha = \omega_\alpha^\text{ov} + \eta_\alpha \quad \text{for} \quad \alpha = 1, 2, 3, \]

(3.44)

where $\eta_\alpha$ are two forms extending over the locus $t = 0$, satisfying

\begin{align}
\eta_1|_{t=0} &= 0, \\
\eta_2|_{t=0} &= -\frac{1}{2\pi} \left( \sum_{n \in \mathbb{Z}, n \neq 0} V_n^\text{inst}|_{t=0} \right) dt \wedge d\theta_\beta, \\
\eta_3|_{t=0} &= \frac{i}{2} \left( \sum_{n \in \mathbb{Z}, n \neq 0} V_n^\text{inst}|_{t=0} \right) dt \wedge d\overline{t}.
\end{align}

(3.45)

In particular, the HK structure of $(N, g_N, \omega_1, \omega_2, \omega_3)$ extends smoothly over the points in the locus $t = 0$ where the forms $\omega_\alpha$ remain non-degenerate.

**Remark 29.** Clearly $dt$ extends over $t = 0$. On the other hand, since $\beta$ is a global section of $\Gamma$, $d\theta_\beta$ also extends over $t = 0$. Hence, the expressions on (3.45) make sense.
\textbf{Proof.} In the following, we make frequent use of the following identity near $t = 0$
\[ \tau = \frac{1}{2\pi i} \log \left( \frac{t}{A} \right) + \mathcal{O}(t) = \tau^{ov} + \mathcal{O}(t), \quad \Lambda = \frac{i}{2\pi}, \] where in the second equality we just used the definition of $\tau^{ov}$.

Now let $\varpi = \omega_1 + i \omega_2$ and $\varpi^{ov} = \omega_1^{ov} + i \omega_2^{ov}$. Using (3.46), (3.42) and (3.43) one finds
\[ \varpi = \frac{1}{2\pi} dt \wedge (W_i + W_i^{\text{inst}}) \]
\[ = \frac{1}{2\pi} dt \wedge \left( d\theta^\nu - \tau d\theta + \sum_{n \in \mathbb{Z}} \left( 2\pi A_n^{\text{inst}} - i V_n^{\text{inst}} d\theta \right) \right) \]
\[ = \frac{1}{2\pi} dt \wedge \left( \nu^{ov} + \mathcal{O}(t)d\theta + \sum_{n \in \mathbb{Z}, n \neq 0} 2\pi A_n^{\text{inst}} - i \sum_{n \in \mathbb{Z}, n \neq 0} V_n^{\text{inst}} d\theta \right) \]
\[ = \varpi^{ov} + \frac{1}{2\pi} dt \wedge \left( \mathcal{O}(t)d\theta + \sum_{n \in \mathbb{Z}, n \neq 0} 2\pi A_n^{\text{inst}} - i \sum_{n \in \mathbb{Z}, n \neq 0} V_n^{\text{inst}} d\theta \right). \]

Now notice that
\[ \sum_{n \in \mathbb{Z}, n \neq 0} 2\pi A_n^{\text{inst}}|_{t=0} = \frac{1}{2} \sum_{n \in \mathbb{Z}, n \neq 0} \text{sign}(n) \left( \sum_{m \in \mathbb{Z} \setminus \{0\}} \text{sign}(m)e^{im\theta_{\beta-n\delta}} K_1(2\pi|m||n|) \right) \left( dt - d\bar{t} \right) = 0, \]
(3.48) since $A_n^{\text{inst}}|_{t=0}$ gets canceled by $A_n^{\text{inst}}|_{t=0}$. Furthermore, since $dt$ and $d\theta$ extend over $t = 0$ (since $\beta$ is a global non-vanishing section of $\Gamma$), we find that the tensor
\[ \eta := \frac{1}{2\pi} dt \wedge \left( \mathcal{O}(t)d\theta + \sum_{n \in \mathbb{Z}, n \neq 0} 2\pi A_n^{\text{inst}} - i \sum_{n \in \mathbb{Z}, n \neq 0} V_n^{\text{inst}} d\theta \right) \]
(3.49) extends over $t = 0$ and satisfies that
\[ \eta|_{t=0} = -\frac{i}{2\pi} \left( \sum_{n \in \mathbb{Z}, n \neq 0} V_n^{\text{inst}}|_{t=0} \right) dt \wedge d\theta. \]
(3.50)

Taking $\eta_1 := \text{Re}(\eta)$ and $\eta_2 := \text{Im}(\eta)$, and using that $\sum_{n \in \mathbb{Z}, n \neq 0} V_n^{\text{inst}}$ is real valued, we obtain the corresponding expressions (3.45) for $\alpha = 1, 2$.

For $\omega_3$, we use (3.17) specialized to the case of the resolved conifold:
\[ \omega_3 = \frac{1}{4} \left( dZ \wedge d\overline{Z} - \frac{1}{8\pi^2} (d\theta \wedge d\overline{\theta}) + \sum_{n \in \mathbb{Z}} \left( \frac{i}{2} V_n^{\text{inst}} dt \wedge d\overline{\theta} + \frac{1}{2\pi} d\theta \wedge A_n^{\text{inst}} \right) \right). \]
(3.51)

First notice that
\[ \frac{1}{4} \langle dZ \wedge d\overline{Z} \rangle = \frac{i}{2} \text{Im}(\tau) dt \wedge d\overline{\theta} \]
\[ = \frac{i}{2} \left( \text{Im}(\tau^{ov}) + \mathcal{O}(t) \right) dt \wedge d\overline{\theta} \]
\[ = \frac{1}{4} \langle dZ^{ov} \wedge d\overline{Z}^{ov} \rangle + \mathcal{O}(t) dt \wedge d\overline{\theta}, \]
(3.52)
so we can rewrite (3.51) as follows:

$$\omega_3 = \omega_3^{ov} + \mathcal{O}(t)dt \wedge d\bar{t} + \frac{i}{2} \sum_{n \in \mathbb{Z}, n \neq 0} V_n^{\text{inst}} dt \wedge d\bar{t} + \frac{1}{2\pi} d\theta_\beta \wedge \sum_{n \in \mathbb{Z}, n \neq 0} A_n^{\text{inst}}. \quad (3.53)$$

Letting

$$\eta_3 := \mathcal{O}(t)dt \wedge d\bar{t} + \frac{i}{2} \sum_{n \in \mathbb{Z}, n \neq 0} V_n^{\text{inst}} dt \wedge d\bar{t} + \frac{1}{2\pi} d\theta_\beta \wedge \sum_{n \in \mathbb{Z}, n \neq 0} A_n^{\text{inst}}, \quad (3.54)$$

it follows that $\eta_3$ extends over $t = 0$ and

$$\eta_3|_{t=0} = \frac{i}{2} \sum_{n \in \mathbb{Z}, n \neq 0} V_n^{\text{inst}}|_{t=0} dt \wedge d\bar{t}. \quad (3.55)$$

Since the triple $\omega_\alpha^{ov}$ extends smoothly over $t = 0$ (see [GW00, Proposition 3.2]), we then conclude that the same holds for $\omega_\alpha$. Since the triple of Kähler forms $\omega_\alpha$ of a hyperkähler structure determines the complex structures $I_\alpha$ and metric $g_N$, we conclude that the full HK structure $(N, g_N, \omega_1, \omega_2, \omega_3)$ extends smoothly over the points in the locus $t = 0$ where the forms $\omega_\alpha$ are non-degenerate.

\[\square\]

4 Conformal limit of the twistor coordinates and the quantum dilogarithm

In this section we study a certain conformal limit of the twistor coordinates $X_\beta^{\vee}$ and $X_\beta$. We show that the conformal limit of $X_\beta^{\vee}$ satisfies properties related to a solution of a Riemann-Hilbert problem considered in [Bri20]. This will allow us to conjecture that $X_\beta^{\vee}$ matches the corresponding unique solution to the Riemann-Hilbert problem.

Remark 30. In order to be able to easily compare with the results of [Bri20], it will be convenient to scale our initial choice of central charge for the resolved conifold by

$$Z \rightarrow 2iZ = Z', \quad (4.1)$$

and consider the modified HK variation of BPS structures $(M, \Gamma', \Omega)$ associated to the resolved conifold. This modification will remove several factors of $2i$ from the final results. The corresponding twistor coordinates associated to $(M, \Gamma', \Omega)$ are then given (in terms of $Z$) by

$$X_\gamma(x, \zeta) = \exp[2\pi i \zeta^{-1} Z_\gamma + i \theta_\gamma - 2\pi i \zeta \overline{Z}_\gamma]$$

$$\cdot \exp \left[ - \frac{1}{4\pi i} \sum_{\gamma' \in \Gamma_{\pi(\theta)}} \Omega(\gamma') \langle \gamma, \gamma' \rangle \int_{\mathbb{R} - 2iZ_{\gamma'}} \frac{d\zeta' \zeta'}{\zeta' - \zeta} \log(1 - X_{\gamma'}(x, \zeta')) \right]. \quad (4.2)$$

In the case of the resolved conifold, the instanton corrected HK geometry considered in Section 3.2 is described by the twistor coordinates $X_\beta^{\text{sf}}(\zeta)$ and $X_\beta^{\vee}(\zeta)$. This is the case since the $\mathcal{O}(2)$-family of holomorphic symplectic forms is given by
\[
\zeta \varpi(\zeta) \otimes \partial_{\zeta} = \frac{\zeta}{4\pi^2} \dd \log(X_{\beta'}(\zeta)) \wedge \dd \log(X_{\beta'}^{sf}(\zeta)) \otimes \partial_{\zeta},
\] (4.3)

where (using the rescaled central charge from Remark 30)

\[
\begin{align*}
X_{\beta}^{sf}(x, \zeta) &= \exp[2\pi i \zeta^{-1}Z_\beta + i\theta_\beta - 2\pi i \zeta Z_\beta], \\
X_{\beta'}(x, \zeta) &= \exp[2\pi i \zeta^{-1}Z_{\beta'} + i\theta_{\beta'} - 2\pi i \zeta Z_{\beta'}] \\
&\cdot \exp\left[ -\frac{1}{4\pi i} \sum_{\gamma' \in \Gamma_{x}} \Omega(\gamma')(\beta', \gamma') \int_{\mathbb{R} - 2i\mathbb{Z}_{\beta'}} \frac{d\zeta'}{\zeta' - \zeta} \log(1 - X_{\beta'}^{sf}(x, \zeta')) \right].
\end{align*}
\] (4.4)

Denoting \(X_{\beta'}^{inst} := X_{\beta'} / X_{\beta'}^{sf}\) and using the explicit spectrum of the resolved conifold, one can write

\[
\begin{align*}
X_{\beta'}^{inst}(\zeta) &= \exp\left( -\frac{1}{4\pi i} \sum_{n \in \mathbb{Z}} \int_{\mathbb{R} - 2i\mathbb{Z}_{\beta} + n\delta} \frac{d\zeta'}{\zeta' - \zeta} \log(1 - X_{\beta + n\delta}^{sf}(\zeta')) \right) \\
&+ \frac{1}{4\pi i} \sum_{n \in \mathbb{Z}} \int_{\mathbb{R} - 2i\mathbb{Z}_{-\beta} + n\delta} \frac{d\zeta'}{\zeta' - \zeta} \log(1 - X_{-\beta + n\delta}^{sf}(\zeta')) \right). 
\end{align*}
\] (4.5)

Even though one can explicitly compute \(\dd \log X_{\beta'}^{inst}(\zeta) \wedge \dd \log X_{\beta'}^{sf}(\zeta)\) in terms of Bessel functions (see equations (3.16) and (3.17), and the computations in [GMN10, Section 4.3 and 5.6]), \(X_{\beta'}^{inst}(\zeta)\) has no known explicit expression as far as the authors know.

In the following we will take a certain conformal limit, considered in [Gai14], of the twistor coordinates \(X_\gamma(x, \zeta)\). We will make a slight abuse of notation and denote the expressions obtained after the conformal limit by \(X_\gamma(t, \lambda)\), where \(t \in M\) and \(\lambda \in \mathbb{C}^\times\). It will turn out that the expression one gets by taking this limit for \(X_{\beta'}^{inst}(x, \zeta)\) does not converge absolutely, but only conditionally. Regarding the conditionally convergent expression for \(X_{\beta'}^{inst}(t, \lambda)\):

- We will specify in Proposition 36 how to sum the terms of \(X_{\beta'}^{inst}(t, \lambda)\) in order to obtain a convergent expression. We will then show that the convergent expression satisfies properties related (but not entirely equivalent) to the Riemann-Hilbert problem considered in [Bri20]. More precisely, we show that it satisfies property (RH1) from Section 4.2, but we only manage to show that (RH2) and (RH3) are satisfied along certain sectors, instead of half-planes.

- Since the Riemann-Hilbert admits a (unique) solution in terms of the Faddeev quantum dilogarithm (see [Bri20]), the previous results allow us to conjecture a relation between \(X_{\beta'}^{inst}(t, \lambda)\) and the quantum dilogarithm.

In Section 4.1 we start by quickly reviewing the conformal limit considered in [Gai14]. We then review in Section 4.2 the Riemann-Hilbert problem of [Bri20] that will be relevant for us, and its solution. After that, we show in Section 4.3 that the conformal limit satisfies properties related to the Riemann-Hilbert problem, and state the corresponding conjecture.
4.1 The conformal limit

We now briefly recall the conformal limit studied in [Gai14] for the twistor coordinates $\mathcal{X}_\gamma(x, \zeta)$. For simplicity, we restrict to the special case of the HK variation of BPS structures associated to the resolved conifold $(M, \Gamma, Z' = 2iZ, \Omega)$.

To take the conformal limit, one picks $\theta_f = 0$ (and hence $\theta_\delta = 0$) and restricts to the complex Lagrangian submanifold $L \subset \mathcal{N}(\theta_f = 0)$ of Proposition 24, obtained by setting $\theta_\beta = \theta_\beta^\vee = 0$. We then introduce a scaling parameter $R > 0$ for the central charge $Z \to RZ$, and take a formal limit of $R \to 0$ while maintaining $\lambda := \zeta/R$ fixed. If $\pi(x) = t$, where $\pi : \mathcal{N}(\theta_f = 0) \to M$, we will, in a slight abuse of notation, denote the conformal limit of $\mathcal{X}_\gamma(x, \zeta)$ by $\mathcal{X}_\gamma(t, \lambda)$.

For the functions $\mathcal{X}_\beta(x, \zeta)$ and $\mathcal{X}_\delta(x, \zeta)$ the conformal limit always exists (since $\mathcal{X}_\gamma = \mathcal{X}_\gamma^\vee$ for $\gamma = \beta, \delta$) and is given by

$$\mathcal{X}_\beta(t, \lambda) = \exp\left(\frac{2\pi i}{\lambda} Z_\beta\right) = \exp\left(\frac{2\pi i t}{\lambda}\right) , \quad \mathcal{X}_\delta(t, \lambda) = \exp\left(\frac{2\pi i}{\lambda} Z_\delta\right) = \exp\left(\frac{2\pi i}{\lambda}\right).$$

(4.6)

On the other hand, the resulting expression for $\mathcal{X}_\beta^\vee(t, \lambda)$ is given by [Gai14, Equation 2.3]

$$\mathcal{X}_\beta^\vee(t, \lambda) = \exp\left(\frac{2\pi i Z_\beta^\vee}{\lambda}\right) - \sum_{n \in \mathbb{Z}} \frac{\lambda}{\pi i} \int_{\mathbb{R} - 2iZ_\beta + n\delta} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i Z_{\beta+n\delta}/\lambda'})$$

$$= \exp\left(\frac{2\pi i Z_\beta^\vee}{\lambda}\right) - \sum_{n \in \mathbb{Z}} \frac{\lambda}{\pi i} \int_{i\mathbb{R} - (t+n)} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i (t+n)/\lambda'}).$$

(4.7)

In the previous expression, $\lambda$ should be away from the BPS rays $\{\pm i\mathbb{R}_{-}(t + n)\}_{n \in \mathbb{Z}} \cup i\mathbb{R}_{\pm}$ and we also assume that $\text{Im}(t) \neq 0$ so that the rays $\pm i\mathbb{R}_{-}(t + n) \setminus \{0\}$ are not all collapsed into the rays $i\mathbb{R}_{\pm}$. We furthermore remark that the expression for $\mathcal{X}_\beta^\vee(t, \lambda)$ is purely formal. Indeed, as we will see below, the infinite sums are not absolutely convergent, but only conditionally convergent. In the next sections, we study this issue, and claim that there is a conditionally convergent expression for $\mathcal{X}_\beta^\vee(t, \lambda)$ that satisfies properties related (but not entirely equivalent) to the Riemann-Hilbert problem studied in [Bri20].

4.2 Review of Riemann-Hilbert problem from Bridgeland

In [Bri20, Section 3.3], the following variation of BPS structures $(\tilde{M}, \tilde{\Gamma}, \tilde{Z}, \tilde{\Omega})$ is associated to the resolved conifold:

- $\tilde{M}$ is a complex 2-dimensional manifold defined by
  $$\tilde{M} := \{(v, w) \in \mathbb{C}^2 \mid w \neq 0 \text{ and } v + nw \neq 0 \text{ for all } n \in \mathbb{Z}\}.$$

(4.8)

- $\tilde{\Gamma} \to \tilde{M}$ is given by $\tilde{\Gamma} = \Lambda \oplus \Lambda^*$, where $\Lambda = \mathbb{Z}\beta \oplus \mathbb{Z}\delta$, and $\Lambda^* = \mathbb{Z}\beta^\vee \oplus \mathbb{Z}\delta^\vee$ is the dual. The pairing $\langle -, - \rangle$ is given via the duality pairing:
  $$\langle (\gamma_1, \alpha_1), (\gamma_2, \alpha_2) \rangle = \alpha_1(\gamma_2) - \alpha_2(\gamma_1).$$

(4.9)
• The central charge $\tilde{Z}$ is defined by
\[ \tilde{Z}_{n\beta + m\delta} = 2\pi i(nv + nw), \quad \tilde{Z}_{n\beta^\vee + m\delta^\vee} = 0 \quad \text{for} \quad n, m \in \mathbb{Z}. \quad (4.10) \]

• The BPS spectrum is:
\[ \tilde{\Omega}(\gamma) = \begin{cases} 
1 & \text{if } \gamma = \pm \beta + n\delta \quad \text{for} \quad n \in \mathbb{Z}, \\
-2 & \text{if } \gamma = k\delta \quad \text{for} \quad k \in \mathbb{Z} \setminus \{0\}, \\
0 & \text{otherwise}.
\end{cases} \quad (4.11) \]

Remark 31.

• Notice that due to the choice of $\tilde{Z}_{n\beta^\vee + m\delta^\vee} = 0$, the tuple $(\tilde{M}, \tilde{\Gamma}, \tilde{Z})$ is not a central charge ASK geometry, and hence $(\tilde{M}, \tilde{\Gamma}, \tilde{Z}, \tilde{\Omega})$ is not an HK variation of BPS structures. The focus of [Bri20] is, however, on a certain Riemann-Hilbert problem defined by $(\tilde{M}, \tilde{\Gamma}, \tilde{Z}, \tilde{\Omega})$, in which the values of $\tilde{Z}_{n\beta^\vee + m\delta^\vee}$ enter in a non-interesting way.

• If $(M, \Gamma, Z, \Omega)$ is the HK variation of BPS structures associated to the resolved conifold in Section 3.2, then $M$ can be embedded in $\tilde{M}$ via
\[ t \rightarrow (t, 1). \quad (4.12) \]

Riemann-Hilbert problem: in [Bri20, Section 3.3] a certain Riemann-Hilbert problem is associated to $(\tilde{M}, \tilde{\Gamma}, \tilde{Z}, \tilde{\Omega})$ for a fixed $(v, w) \in \tilde{M}$. As previously mentioned in the introduction and Remarks 14, 20; the HK geometry we consider only takes into account part of the BPS spectrum of the resolved conifold, with $\Omega(k\delta) = -2$ making no contributions. As a consequence of this, we will only be able to make contact with part of the Riemann-Hilbert problem of [Bri20]. In reviewing the Riemann-Hilbert problem, we will then only focus on the part that will concern us.

We assume that $\text{Im}(v/w) > 0$, and define the following rays:
\[ l_n := \mathbb{R}_+ \cdot \tilde{Z}_{\beta + n\delta} = \mathbb{R}_+ \cdot (2\pi i(v + nw)) \subset \mathbb{C}^\times, \]
\[ l_\infty := \mathbb{R}_+ \cdot \tilde{Z}_\delta = \mathbb{R}_+ \cdot 2\pi i w \subset \mathbb{C}^\times. \quad (4.13) \]

Definition 32. The rays $\pm l_n$ for $n \in \mathbb{Z}$ and $\pm l_\infty$, will be called BPS rays.

For each ray $l$ different from the BPS rays we then want to find a holomorphic function $\Phi_{l,\beta^\vee}(v, w, -) : \mathbb{H}_l \rightarrow \mathbb{C}^\times$ where $\mathbb{H}_l$ is the half plane centered at $l$. The functions $\Phi_{l,\beta^\vee}(v, w, -)$ should satisfy the following:

• (RH1) If $l$ lies between $l_{n-1}$ and $l_n$ and $l'$ lies between $l_n$ and $l_{n+1}$ then on $\mathbb{H}_l \cap \mathbb{H}_{l'}$
\[ \Phi_{l,\beta^\vee}(v, w, \lambda) = \Phi_{l',\beta^\vee}(v, w, \lambda)(1 - e^{-2\pi i(v + nw)/\lambda}). \quad (4.14) \]

30
On the other hand, if \( l \) lies between \(-l_{n-1}\) and \(-l_n\) and \( l' \) lies between \(-l_n\) and \(-l_{n+1}\) then on \( \mathbb{H}_l \cap \mathbb{H}_{l'} \)
\[
\Phi_{l,\beta^v}(v, w, \lambda) = \Phi_{l',\beta^v}(v, w, \lambda)(1 - e^{2\pi i (v+nw)/\lambda})^{-1}.
\] (4.15)

Furthermore, if \( l \) lies between \( l_0 \) and \( l_1 \), while \( l' \) lies between \(-l_0\) and \(-l_{-1}\) then we have on \( \mathbb{H}_l \cap \mathbb{H}_{l'} \)
\[
\Phi_{l,\beta^v}(v, w, \lambda) = \Phi_{l',\beta^v}(v, w, \lambda) \prod_{n>0} (1 - e^{-2\pi i (v+nw)/\lambda}) \prod_{n>0} (1 - e^{2\pi i (v-nw)/\lambda})^{-1}.
\] (4.16)

Finally, if \( l \) lies between \( l_0 \) and \( l_{-1} \), while \( l' \) lies between \(-l_0\) and \(-l_1\) then we have on \( \mathbb{H}_l \cap \mathbb{H}_{l'} \)
\[
\Phi_{l',\beta^v}(v, w, \lambda) = \Phi_{l,\beta^v}(v, w, \lambda) \prod_{n>0} (1 - e^{-2\pi i (v+nw)/\lambda}) \prod_{n>0} (1 - e^{2\pi i (v-nw)/\lambda})^{-1}.
\] (4.17)

- (RH2) Given any ray \( l \) away from the BPS rays, \( \Phi_{l,\beta^v}(v, w, -) \) satisfies
\[
\Phi_{l,\beta^v}(v, w, \lambda) \to 1 \text{ as } \lambda \to 0, \lambda \in \mathbb{H}_l.
\] (4.18)

- (RH3) With the same notation as the previous point, for any \( \mathbb{H}_l \) there is \( k > 0 \) such that
\[
|\lambda|^{-k} < |\Phi_{l,\beta^v}(v, w, \lambda)| < |\lambda|^k \text{ as } \lambda \to \infty, \lambda \in \mathbb{H}_l.
\] (4.19)

A solution to this problem is unique (see for example [Bri19a, Lemma 4.9]). In particular, a solution is given in [Bri20] in terms of the Faddeev quantum dilogarithm. In order to write it down, we briefly recall how the quantum dilogarithm is defined.

### 4.2.1 The Faddeev quantum dilogarithm

The definition involves the multiple sine functions, which in turn are defined using the Barnes multiple Gamma functions \( \Gamma_r(z | \omega_1, \ldots, \omega_r) \) [Bar04]. For a variable \( z \in \mathbb{C} \) and parameters \( \omega_1, \ldots, \omega_r \in \mathbb{C}^* \) the multiple sine functions are defined by:
\[
\sin_r(z | \omega_1, \ldots, \omega_r) := \Gamma_r(z | \omega_1, \ldots, \omega_r) \cdot \Gamma_r \left( \sum_{i=1}^r \omega_i - z | \omega_1, \ldots, \omega_r \right)^{(-1)^r}.
\] (4.20)

for further definitions, see e. g. [Bri20, Rui00] and references therein. We introduce furthermore the generalized Bernoulli polynomials, defined by the generating function:
\[
\frac{x^r e^{zx}}{\prod_{i=1}^r (e^{\omega_i x} - 1)} = \sum_{n=0}^\infty \frac{x^n}{n!} B_{r,n}(z | \omega_1, \ldots, \omega_r).
\] (4.21)

The quantum dilogarithm is then defined by:
\[
H(t | \omega_1, \omega_2) := \exp \left( -\frac{\pi i}{2} \cdot B_{2,2}(t | \omega_1, \omega_2) \right) \cdot \sin_2(t | \omega_1, \omega_2).
\] (4.22)
Proposition 33. [Bri20, Prop 4.1] The function $H(t \mid \omega_1, \omega_2)$ is a single-valued meromorphic function of variables $t \in \mathbb{C}$ and $\omega_1, \omega_2 \in \mathbb{C}^*$ under the assumption $\omega_1/\omega_2 \notin \mathbb{R}_{<0}$. It is symmetric in the arguments $\omega_1, \omega_2$ and invariant under simultaneous rescaling of all three arguments.

Using the quantum dilogarithm, we have the following:

Theorem 34. [Bri20, Theorem 5.2] Take $(v, w) \in M$ with $\text{Im}(v/w) > 0$ and consider the solution of the previous Riemann-Hilbert problem $\{\Phi_{t, \beta^v}(v, w, -)\}_{l}$. If $l$ is a ray in the sector between $l_0$ and $l_{-1}$, then $\Phi_{t, \beta^v}(v, w, -)$ satisfies

$$
\Phi_{t, \beta^v}(v, w, \lambda) = H(v \mid w, -\lambda)e^{Q_H(v \mid w, -\lambda)},
$$

where $H(t \mid \omega_1, \omega_2)$ is the quantum dilogarithm and

$$
Q_H(t \mid \omega_1, \omega_2) := -\frac{\omega_1}{2\pi i \omega_2} \text{Li}_2(e^{2\pi i t / \omega_1}) - \frac{1}{2} \log(1 - e^{2\pi i t / \omega_1}) + \frac{\pi}{12} \frac{\omega_2}{\omega_1}. 
$$

4.3 The conformal limit and relation to the Riemann-Hilbert problem

To study the integral terms of (4.7), we will use the following expressions involving the Gamma function $\Gamma(z)$ (see also [Gai14]7): for $\text{Re}(z) > 0$ we have

$$
\log(\Gamma(z)) = z(\log(z) - 1) + \log\left(\sqrt{\frac{2\pi}{z}}\right) - \frac{1}{\pi} \int_0^\infty \frac{ds}{s^2 + 1} \log(1 - e^{-2\pi s / z}). \tag{4.25}
$$

We denote by $\mu(z)$ the function defined for $\text{Re}(z) > 0$ and given by

$$
\mu(z) := \log(\Gamma(z)) - \left(z - \frac{1}{2}\right) \log(z) + z - \frac{1}{2} \log(2\pi)
= -\frac{1}{\pi} \int_0^\infty \frac{ds}{s^2 + 1} \log(1 - e^{-2\pi s / z}). \tag{4.26}
$$

This function is sometimes known as Binet’s function.

Lemma 35. Let $n \in \mathbb{Z}$ and $t \in \mathbb{C}^\times$ with $\text{Im}(t) \neq 0$. Furthermore, assume that $\lambda \in \mathbb{C}^\times$ is not in $\pm i\mathbb{R}_-(t + n)$. We then have

$$
-\frac{\lambda}{\pi i} \int_{i\mathbb{R}_-(t+n)} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i (t+n)/\lambda'}) = \begin{cases}
\mu\left(\frac{t + n}{\lambda}\right) & \text{if } \text{Re}((t + n)/\lambda) > 0 \\
-\mu\left(-\frac{t + n}{\lambda}\right) & \text{if } \text{Re}((t + n)/\lambda) < 0.
\end{cases} \tag{4.27}
$$

Note that in [Gai14] there is a sign mistake on the integral term of the corresponding formula (3.4).
Proposition 36. Let \((t, \lambda) \in (\mathbb{C}^\times)^2\) with \(\text{Im}(t) \neq 0\) and \(\lambda\) away from the BPS rays \(\{\pm i\mathbb{R}_-(t+n)\}_{n \in \mathbb{Z}} \cup i\mathbb{R}_\pm\). The sum

\[-\sum_{n \in \mathbb{Z}} \frac{\lambda}{\pi i} \int_{i\mathbb{R}_-(t+n)} \frac{d\lambda'}{\lambda'^2 - \lambda^2} \log(1 - e^{2\pi i (t+n)/\lambda'})\]

(4.33)

does not converge absolutely, but only conditionally. In particular, the expression

\[-\sum_{n > 0} \left( \frac{\lambda}{\pi i} \int_{i\mathbb{R}_-(t+n)} \frac{d\lambda'}{\lambda'^2 - \lambda^2} \log(1 - e^{2\pi i (t+n)/\lambda'}) + \frac{\lambda}{\pi i} \int_{i\mathbb{R}_-(t-n)} \frac{d\lambda'}{\lambda'^2 - \lambda^2} \log(1 - e^{2\pi i (t-n)/\lambda'}) \right)\]

(4.34)

converges uniformly in \(\lambda\) on compact subsets avoiding the integration contours.

Letting \(a_n(t, \lambda) := \text{Re}((t+n)/\lambda)\), the tail of the conditionally convergent expression (4.34) can be rewritten as follows: for \(M > 0\) sufficiently big and \(n > M\), we either have \(a_n > 0\) and \(a_{-n} < 0\), or \(a_n < 0\) and \(a_{-n} > 0\)
• In the first case, the tail of \((4.34)\) is given by
\[
\sum_{n>M} \left( \mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) \right).
\] (4.35)

• In the second case, the tail of \((4.34)\) is given by
\[
\sum_{n>M} \left(-\mu\left(-\frac{t+n}{\lambda}\right) + \mu\left(\frac{t-n}{\lambda}\right) \right).
\] (4.36)

Proof. It is easy to check that under our hypotheses, for \(M > 0\) sufficiently big and \(n > M\) we either have \(a_n > 0\) and \(a_{-n} < 0\), or \(a_n < 0\) and \(a_{-n} > 0\). We assume the first case, since the second is analogous. This means that for \(n > M\), we can write using Lemma 35:
\[
-\sum_{n>M} \left( \frac{\lambda}{\pi i} \int_{iR} \int_{iR} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i (t+n)/\lambda'}) + \frac{\lambda}{\pi i} \int_{iR} \int_{iR} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i (t-n)/\lambda'}) \right) \\
= \sum_{n>M} \left( \mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) \right).
\] (4.37)

We now use the fact that for \(\text{Re}(z) > 0\), we have the following asymptotic expansion of Binet’s function as \(z \to \infty\):
\[
\mu(z) = \sum_{m=1}^{n} \frac{B_{2m}}{(2m-1)2m z^{2m-1}} + \mathcal{O}(|z|^{1-2n}),
\] (4.38)
where \(B_n\) are the Bernoulli numbers.

In particular, for \(n > M\)
\[
\mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) = \frac{\lambda t B_2}{t^2 - n^2} + \frac{B_4 \lambda^3}{12(t+n)^3} - \frac{B_4 \lambda^3}{12(n-t)^3} + \mathcal{O}\left(\frac{\lambda^3}{n^3}\right),
\] (4.39)
where we used that
\[
\frac{\lambda B_2}{2(t+n)} - \frac{\lambda B_2}{2(-t+n)} = \frac{\lambda t B_2}{t^2 - n^2}.
\] (4.40)

We then conclude that
\[
\sum_{n>M} \left( \mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) \right)
\] (4.41)
converges uniformly in \(\lambda\) for compact subsets avoiding the integration contours.

On the other hand, since
\[
|\mu(z)| = \mathcal{O}(|z|^{-1}),
\] (4.42)
it is easy to check that \((4.33)\) cannot converge absolutely. 

34
Remark 37. From now on, every time we write $X_{\beta'}(t, \lambda)$ we will mean the convergent expression (4.34) from Proposition 36. Namely,

$$\log(X_{\beta'}^{\text{inst}}(t, \lambda)) = \frac{-\lambda}{\pi i} \int_{i\mathbb{R}_- t} \frac{d\lambda'}{\lambda' - \lambda^2} \log(1 - e^{2\pi i t}/\lambda')$$

$$- \sum_{n>0} \left[ \frac{\lambda}{\pi i} \int_{i\mathbb{R}_- (t+n)} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i (t+n)/\lambda'}) \right]$$

\begin{equation}
\tag{4.43}
+ \frac{\lambda}{\pi i} \int_{i\mathbb{R}_- (t-n)} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i (t-n)/\lambda'})
\end{equation}

Definition 38. Given $X_{\beta'}(t, \lambda)$ and a ray $l$ not equal to the BPS rays, we can define a holomorphic function $X_{l,\beta'}(t, \lambda)$ on $\mathbb{H}_t \to \mathbb{C}^\times$ as follows:

- Let $\Sigma \subset \mathbb{H}_t$ be any closed subsector containing $l$. For the BPS rays contained in $\mathbb{H}_t$, we can deform them to $\mathbb{H}_t - \Sigma$ without crossing $l$ and maintaining the relative ordering. For the BPS rays contained in $-(\mathbb{H}_t - \Sigma)$ we similarly deform them to $-(\mathbb{H}_t - \Sigma)$ without crossing $-l$ and maintaining the relative ordering.

- This defines an analytic continuation $X_{\Sigma,\beta'}(t, -) : \Sigma \to \mathbb{C}^\times$ of $X_{\beta'}(t, -)$, coinciding with $X_{\beta'}(t, -)$ on the sector made of two consecutive BPS rays containing $l$.

Since we can do this for any closed subsector $\Sigma \subset \mathbb{H}_t$, we can define an analytic continuation $X_{l,\beta'}(t, -) : \mathbb{H}_t \to \mathbb{C}^\times$ of $X_{\beta'}(t, -)$.

In order to try to relate $X_{\beta'}(t, \lambda)$ to the solution of the Riemann-Hilbert problem from [Bri20], we would like to show that the functions $X_{l,\beta'}(t, \lambda)$ satisfy properties related to (RH1), (RH2) and (RH3) from Section 4.2.

Assuming $\text{Im}(t) > 0$, we consider the rays:

$$l_n := \mathbb{R}_+ \cdot 2iZ_{\beta+n\delta} = i\mathbb{R}_+ \cdot (t + n) \subset \mathbb{C}^\times,$$

$$l_\infty := \mathbb{R}_+ \cdot 2iZ_\delta = i\mathbb{R}_+ \subset \mathbb{C}^\times.$$ (4.44)

Then the BPS rays are precisely $\pm l_n$ for $n \in \mathbb{Z}$, and $\pm l_\infty$.

Proposition 39. Fix $t$ with $\text{Im}(t) > 0$. If $l$ is a ray between $l_n$ and $l_{n-1}$ and $l'$ a ray between $l_{n+1}$ and $l_n$ then we have

$$X_{-l,\beta'}(t, \lambda) = X_{-l',\beta'}(t, \lambda)(1 - e^{2\pi i t}/\lambda')^{-1},$$

$$X_{l,\beta'}(t, \lambda) = X_{l',\beta'}(t, \lambda)(1 - e^{-2\pi i t}/\lambda'),$$

\begin{equation}
\tag{4.45}
\text{for } \lambda \in \mathbb{H}_{-t} \cap \mathbb{H}_{l'}.
\end{equation}

If $l$ lies between $l_0$ and $l_1$, while $l'$ lies between $-l_0$ and $-l_1$ then on $\mathbb{H}_t \cap \mathbb{H}_{l'}$ we have

$$X_{l,\beta'}(t, \lambda) = X_{l',\beta'}(t, \lambda) \prod_{n>0} (1 - e^{-2\pi i t}/\lambda) \prod_{n>0} (1 - e^{2\pi i t}/\lambda)^{-1}.$$ (4.46)
Finally, if \( l \) lies between \( l_0 \) and \( l_{-1} \), while \( l' \) lies between \(-l_0 \) and \(-l_1 \) then on \( \mathbb{H}_l \cap \mathbb{H}_{l'} \) we have:

\[
\mathcal{X}_{l',\beta^\gamma}(t, \lambda) = \mathcal{X}_{l,\beta^\gamma}(t, \lambda) \prod_{n>0} (1 - e^{-2\pi i(t-n)/\lambda}) \prod_{n>0} (1 - e^{2\pi i(t+n)/\lambda})^{-1}. \tag{4.47}
\]

**Remark 40.** Similar formulas follow for the case \( \text{Im}(t) < 0 \), but we will only need the case \( \text{Im}(t) > 0 \).

**Proof.** Let us first show the first statement. From the definition 38 of the analytic continuations \( \mathcal{X}_{l,\beta^\gamma} \), we can compare \( \mathcal{X}_{-l,\beta^\gamma}/\mathcal{X}_{-l',\beta^\gamma} \) for \( \lambda \in \mathbb{H}_{-l} \cap \mathbb{H}_{-l'} \) by computing the contour

\[
\log(\mathcal{X}_{-l,\beta^\gamma}(t, \lambda)/\mathcal{X}_{-l',\beta^\gamma}(t, \lambda)) = -\frac{\lambda}{\pi i} \oint \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i(t+n)/\lambda'}), \tag{4.48}
\]

where we integrate along a small (counter-clockwise) contour around \( \lambda \).

On the other hand,

\[
-\frac{\lambda}{\pi i} \int_{i\mathbb{R}_-(t+n)} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i(t+n)/\lambda'}) = -\log(1 - e^{2\pi i(t+n)/\lambda}), \tag{4.49}
\]

so

\[
\mathcal{X}_{-l,\beta^\gamma}(t, \lambda) = \mathcal{X}_{-l',\beta^\gamma}(t, \lambda)(1 - e^{2\pi i(t+n)/\lambda})^{-1}. \tag{4.50}
\]

Similarly, since

\[
-\frac{\lambda}{\pi i} \int_{i\mathbb{R}_-(t-n)} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i(t-n)/\lambda'}) = \frac{\lambda}{\pi i} \int_{i\mathbb{R}_-(t-n)} \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i(t-n)/\lambda'}), \tag{4.51}
\]

where \( i\mathbb{R}_-(t-n) = l_n \), then for \( \lambda \in \mathbb{H}_l \cap \mathbb{H}_{l'} \)

\[
\log(\mathcal{X}_{l,\beta^\gamma}(t, \lambda)/\mathcal{X}_{l',\beta^\gamma}(t, \lambda)) = \frac{\lambda}{\pi i} \oint \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i(t-n)/\lambda'}) = \log(1 - e^{-2\pi i(t+n)/\lambda}), \tag{4.52}
\]

which implies that

\[
\mathcal{X}_{l,\beta^\gamma}(t, \lambda) = \mathcal{X}_{l',\beta^\gamma}(t, \lambda)(1 - e^{-2\pi i(t+n)/\lambda}). \tag{4.53}
\]

Now assume that the ray \( l \) lies between \( l_0 \) and \( l_1 \), while \( l' \) lies between \(-l_0 \) and \(-l_{-1} \). Then to relate \( \mathcal{X}_{l,\beta^\gamma}(t, \lambda) \) and \( \mathcal{X}_{l',\beta^\gamma}(t, \lambda) \) one needs to compute and infinite amount of residues corresponding to (after using (4.51)) the contour integrals along \( l_n \) and \(-l_{-n} \) for \( n > 0 \), giving for \( \lambda \in \mathbb{H}_l \cap \mathbb{H}_{l'} \)

\[
\log(\mathcal{X}_{l,\beta^\gamma}(t, \lambda)/\mathcal{X}_{l',\beta^\gamma}(t, \lambda)) = \sum_{n>0} \left( \frac{\lambda}{\pi i} \oint \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{-2\pi i(t+n)/\lambda'}) - \frac{\lambda}{\pi i} \oint \frac{d\lambda'}{(\lambda')^2 - (\lambda)^2} \log(1 - e^{2\pi i(t-n)/\lambda'}) \right) \tag{4.54}
= \sum_{n>0} \left( \log(1 - e^{-2\pi i(t+n)/\lambda}) - \log(1 - e^{2\pi i(t-n)/\lambda}) \right)
\]
We remark that because $\lambda \in \mathbb{H}_l \cap \mathbb{H}_r$, we have $\text{Re}(-2\pi i(t + n)/\lambda) < 0$ and $\text{Re}(2\pi i(t - n)/\lambda) < 0$. Indeed for $\lambda \in \mathbb{H}_l$ we have $\text{Re}(-2\pi i(t + n)/\lambda) < 0$ and for $\lambda \in \mathbb{H}_r$ we have $\text{Re}(2\pi i(t - n)/\lambda) < 0$, while $\mathbb{H}_l \cap \mathbb{H}_r$ intersects $\mathbb{H}_l$ and $\mathbb{H}_r$ for all $n > 0$. Hence, each term in the above infinite sum exponentially decays for $\lambda \in \mathbb{H}_l \cap \mathbb{H}_r$ as $n \to \infty$, and hence the sum converges. In particular, we find that

$$\mathcal{X}_{\lambda,\beta^\vee}(t, \lambda) = \mathcal{X}_{\lambda,\beta^\vee}(t, \lambda) \prod_{n > 0} (1 - e^{-2\pi i(t+n)/\lambda}) \prod_{n > 0} (1 - e^{2\pi i(t-n)/\lambda})^{-1}. \quad (4.55)$$

A similar argument follows for $(4.47)$.

\[\square\]

**Remark 41.** The above proposition show that the analytic continuations $\mathcal{X}_{\lambda,\beta^\vee}(t, -)$ satisfy (RH1) from Section 4.2.

We now prove the following proposition regarding the asymptotics of the Riemann-Hilbert problem as $\lambda \to 0$, and related to (RH2) of Section 4.2. Notice that the result below is only shown along sectors determined by BPS rays.

**Proposition 42.** Take $t$ with $\text{Im}(t) \neq 0$ and consider a ray $l$ not equal to the any of the BPS rays $\{\pm \mathbb{R}_-(t + n)\}_{n \in \mathbb{Z}} \cup i\mathbb{R}_\pm$. Let $S_l$ be any sector containing $l$ and no BPS rays. Then

$$\mathcal{X}_{\beta^\vee}(t, \lambda)e^{-2\pi iZ_{\beta^\vee}/\lambda} \to 1 \quad \text{as} \quad \lambda \to 0, \quad \lambda \in S_l. \quad (4.56)$$

**Proof.** As before, we denote $a_n(t, \lambda) = \text{Re}((t + n)/\lambda)$. Notice that for any $\lambda \in S_l$ we must have $a_n(t, \lambda) \neq 0$ for all $n \in \mathbb{Z}$ (otherwise $S_l$ would contain a BPS ray). On the other hand, since $S_l$ is connected and $\lambda \to a_n(t, \lambda)$ continuous, we have either $a_n(t, \lambda) > 0$ or $a_n(t, \lambda) < 0$ for all $\lambda \in S_l$. Furthermore, by picking $M > 0$ sufficiently big, we have that for $n > M$ either $a_n > 0$ and $a_{-n} < 0$, or $a_n < 0$ and $a_{-n} > 0$. We assume the first case, since the second is analogous. We can then write for $\lambda \in S_l$

$$\log(\mathcal{X}_{\beta^\vee}(t, \lambda)e^{-2\pi iZ_{\beta^\vee}/\lambda}) = \sum_{a_n > 0, |n| \leq M} \mu\left(\frac{t + n}{\lambda}\right) - \sum_{a_n < 0, |n| \leq M} \mu\left(-\frac{t + n}{\lambda}\right) + \sum_{n > M} \left(\mu\left(\frac{t + n}{\lambda}\right) - \mu\left(-\frac{t - n}{\lambda}\right)\right). \quad (4.57)$$

To deal with the terms in the finite sums, we use that

$$\mu(z) = \frac{B_2}{2z} + \mathcal{O}(|z|^{-1}) \quad \text{as} \quad z \to \infty \quad \text{with} \quad \text{Re}(z) > 0, \quad (4.58)$$

where $z$ is either $z = (t + n)/\lambda$ for the terms with $a_n > 0$ or $z = -(t + n)/\lambda$ for the terms with $a_n < 0$. This shows that

$$\lim_{\lambda \to 0, \lambda \in S_l} \sum_{a_n > 0, |n| \leq M} \mu\left(\frac{t + n}{\lambda}\right) - \sum_{a_n < 0, |n| \leq M} \mu\left(-\frac{t + n}{\lambda}\right) = 0. \quad (4.59)$$
We now deal with the infinite sums. We use again the fact that for \( \text{Re}(z) > 0 \), we can write

\[
\mu(z) = \sum_{m=1}^{n} \frac{B_{2m}}{(2m-1)2mz^{2m-1}} + O(|z|^{1-2n}) .
\] (4.60)

From this and equation (4.40), it follows that if \( U_0 \subset \mathbb{C} \) denotes a small neighborhood of 0, we have that for all \( n > M \) and \( \lambda \in S_{t} \cap U_0 \), the following uniform estimate in \( \lambda \) holds:

\[
|\mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right)| = O\left(\frac{1}{n^2}\right) = O(n^{-2}).
\] (4.61)

It follows that we can apply the dominated convergence theorem to interchange limits and infinite sums, and conclude that

\[
\lim_{\lambda \to 0, \lambda \in S_{t}} \sum_{n>M} \left( \mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) \right) = 0 .
\] (4.62)

Hence, putting all together one finds

\[
\lim_{\lambda \to 0, \lambda \in S_{t}} \log(\mathcal{X}_{\beta}(t, \lambda)e^{-2\pi i Z_{\beta}/\lambda}) = 0 .
\] (4.63)

Finally, we deal with a property related to (RH3) of Section 4.2. As with Proposition 42, the Proposition below is only shown for sectors determined by BPS rays.

**Proposition 43.** With the same hypotheses as in Proposition 42, there is \( k > 0 \) such that

\[
|\lambda|^{-k} < |\mathcal{X}_{\beta}(t, \lambda)| < |\lambda|^{k} \quad \text{as} \quad \lambda \to \infty, \quad \lambda \in S_{t} .
\] (4.64)

**Proof.** We assume as before that we pick \( M > 0 \) such that for \( |n| > M \), the \( a_n = \text{Re}((t+n)/\lambda) \) have a definite sign. We assume for definiteness that \( a_n > 0 \) for \( n > M \) (and hence \( a_{-n} < 0 \)), with the other case being analogous. We can then write as before

\[
\log(\mathcal{X}_{\beta}(t, \lambda)) = 2\pi i Z_{\beta}(t)/\lambda + \sum_{a_n > 0, |n| \leq M} \mu\left(\frac{t+n}{\lambda}\right) - \sum_{a_n < 0, |n| \leq M} \mu\left(-\frac{t+n}{\lambda}\right)
\]

\[
+ \sum_{n>M} \left( \mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) \right) .
\] (4.65)

On one hand, expanding \( \mu(z) \) as \( z \to 0 \) we find that as \( \lambda \to \infty \) with \( \lambda \in S_{t} \) we get the following depending on whether \( a_n > 0 \) or \( a_n < 0 \), respectively:

\[
\mu\left(\frac{t+n}{\lambda}\right) = -\frac{1}{2} \log \left(\frac{2\pi t+n}{\lambda}\right) + \left(1 - \gamma - \log\left(\frac{t+n}{\lambda}\right)\right)\frac{t+n}{\lambda} + O\left(\frac{t+n}{\lambda}\right)^2 ,
\]

\[
-\mu\left(-\frac{t+n}{\lambda}\right) = \frac{1}{2} \log \left(-2\pi t+n\right) - \left(1 - \gamma - \log\left(-\frac{t+n}{\lambda}\right)\right)\left(-\frac{t+n}{\lambda}\right) + O\left(-\frac{t+n}{\lambda}\right)^2 ,
\] (4.66)
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where $\gamma$ is the Euler-Mascheroni constant. This implies that as $\lambda \to \infty$ with $\lambda \in S_t$

$$\exp\left( \sum_{a_n > 0, |n| \leq M} \mu\left(\frac{t+n}{\lambda}\right) - \sum_{a_n < 0, |n| \leq M} \mu\left(-\frac{t+n}{\lambda}\right) \right) \sim C(t, M)\lambda^{m/2},$$  \hspace{1cm} (4.67)

where $m := \#\{-M < n < M : a_n > 0\} - \#\{-M < n < M : a_n < 0\}$ and $C(t, M)$ is a factor only depending on $t$ and $M$.

We now show that

$$\sum_{n > M} \left( \mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) \right) = O(\log |\lambda|) \quad \text{as} \quad \lambda \to \infty, \quad \lambda \in S_t. \hspace{1cm} (4.68)$$

To do this, we will need the following Binet integral representation

$$\mu(z) = \frac{1}{2} \int_0^\infty ds \left( \frac{1+e^{-s}}{1-e^{-s}} - \frac{2}{s} \right) e^{-zs} \quad \text{for} \quad \Re(z) > 0. \hspace{1cm} (4.69)$$

We then have

$$\sum_{n > M} \mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) = \sum_{n > M} \frac{1}{2} \int_0^\infty ds \left( \frac{1+e^{-s}}{1-e^{-s}} - \frac{2}{s} \right) \left( e^{-\frac{t+n}{\lambda}s} - e^{-\frac{t-n}{\lambda}s} \right)$$

$$= \sum_{n > M} \int_0^\infty ds \left( \frac{1+e^{-s}}{1-e^{-s}} - \frac{2}{s} \right) \sinh \left( -\frac{ts}{\lambda} \right) e^{-ns/\lambda}. \hspace{1cm} (4.70)$$

Letting $b(\lambda) := \Re(1/\lambda)$, we will divide the above problem into the cases $b(\lambda) > 0$ and $b(\lambda) < 0$ (the case $b(\lambda) = 0$ does not occur because $\lambda$ does not lie in the rays $i\mathbb{R}_\pm$). Notice that if we show (4.64) for $b(\lambda) > 0$, we automatically have (4.64) for the case $b(\lambda) < 0$, due to the easy to check identity $X_{\beta'}(t, \lambda) = X_{\beta'}^{-1}(t, -\lambda)$. We then restrict to the case $b(\lambda) > 0$.

We would like to apply the Fubini-Tonelli theorem to interchange sums and integrals in (4.70). Since $b(\lambda) > 0$, then it is easy to check that (provided $M$ is big enough)

$$\int_0^\infty \sum_{n > M} ds \left| \frac{1+e^{-s}}{1-e^{-s}} - \frac{2}{s} \right| \sinh \left( -\frac{ts}{\lambda} \right) e^{-nb(\lambda)s}$$

$$= \int_0^\infty ds \left| \frac{1+e^{-s}}{1-e^{-s}} - \frac{2}{s} \right| \sinh \left( -\frac{ts}{\lambda} \right) e^{-(M+1)b(\lambda)s} < \infty. \hspace{1cm} (4.71)$$

By the Fubini-Tonelli theorem, we can then interchange sums and integrals in (4.70) and obtain

$$\sum_{n > M} \mu\left(\frac{t+n}{\lambda}\right) - \mu\left(-\frac{t-n}{\lambda}\right) = \int_0^\infty ds \left( \frac{1+e^{-s}}{1-e^{-s}} - \frac{2}{s} \right) \sinh \left( -\frac{ts}{\lambda} \right) \sum_{n > M} e^{-ns/\lambda}$$

$$= \int_0^\infty ds \left( \frac{1+e^{-s}}{1-e^{-s}} - \frac{2}{s} \right) \sinh \left( -\frac{ts}{\lambda} \right) e^{-\beta'(M+1)s} \hspace{1cm} (4.72)$$
We now bound the integral from 1 to $\infty$ and from 0 to 1 separately. Recalling the notation $a_n(t, \lambda) = \text{Re}((t + n)/\lambda)$, we have

$$\left| \int_1^\infty \frac{ds}{s} \left( \frac{1 + e^{-s}}{1 - e^{-s}} - \frac{2}{s} \right) \sinh \left( - \frac{ts}{\lambda} \right) e^{-\frac{(M+1)s}{\lambda}} \right| \leq C \int_1^\infty \frac{ds}{s} \left| \sinh \left( \frac{ts}{\lambda} \right) e^{-\frac{(M+1)s}{\lambda}} \right| \leq \frac{C}{2} \int_1^\infty \frac{ds}{s} e^{-a_{M+1}(t,\lambda)s} + \frac{C}{2} \int_1^\infty \frac{ds}{s} e^{-a_{M+1}(-t,\lambda)s}.$$  

(4.73)

Now notice that $a_{M+1}(t, \lambda) > 0$ by our initial assumption, while we can ensure that $a_{M+1}(-t, \lambda) > 0$ by possibly increasing the value of $M$. Hence, the last two integrals in (4.73) can be written in terms of the exponential integral function $E_1(z)$. Using that $E_1(x) < e^{-x} \log(1 + 1/x) < \log(1 + 1/x)$ for $x > 0$ we then find

$$\left| \int_1^\infty \frac{ds}{s} \left( \frac{1 + e^{-s}}{1 - e^{-s}} - \frac{2}{s} \right) \sinh \left( - \frac{ts}{\lambda} \right) e^{-\frac{(M+1)s}{\lambda}} \right| \leq \frac{C}{2} \left( E_1(a_{M+1}(t, \lambda)) + E_1(a_{M+1}(-t, \lambda)) \right) \leq \frac{C}{2} \left( \log \left( 1 + \frac{1}{a_{M+1}(t, \lambda)} \right) + \log \left( 1 + \frac{1}{a_{M+1}(-t, \lambda)} \right) \right) = O(\log(|\lambda|)).$$

(4.74)

Finally, notice that as $\lambda \to \infty$ with $\lambda \in S_1$ we have

$$\left| \int_0^1 \frac{ds}{s} \left( \frac{1 + e^{-s}}{1 - e^{-s}} - \frac{2}{s} \right) \sinh \left( - \frac{ts}{\lambda} \right) e^{-\frac{(M+1)s}{\lambda}} \right| = O(\lambda^0).$$

(4.75)

We conclude that in the case of $b(\lambda) > 0$, we have

$$\sum_{n > M} \left( \mu \left( \frac{t + n}{\lambda} \right) - \mu \left( - \frac{t - n}{\lambda} \right) \right) = O(\log |\lambda|) \quad \text{as} \quad \lambda \to \infty, \quad \lambda \in S_1,$$  

(4.76)

so taking $k_1 > \max\{m/2 + 1, 0\}$, we find $k_1 > 0$ such that

$$|\mathcal{X}_{BV}(t, \lambda)| < |\lambda|^{k_1} \quad \text{as} \quad \lambda \to \infty, \quad \lambda \in S_1.$$  

(4.77)

Now we prove the reverse inequality. From (4.76) we find that for some constant $C > 0$

$$-C \log |\lambda| < \text{Re} \left( \sum_{n > M} \left( \mu \left( \frac{t + n}{\lambda} \right) - \mu \left( - \frac{t - n}{\lambda} \right) \right) \right),$$

(4.78)

which together with (4.67) allows us to conclude that for some $k_2 > 0$

$$|\lambda|^{-k_2} < |\mathcal{X}_{BV}(t, \lambda)| \quad \text{as} \quad \lambda \to \infty, \quad \lambda \in S_1.$$  

(4.79)

Taking $k = \max\{k_1, k_2\}$ one then obtains $k > 0$ such that
\[ |\lambda|^{-k} < |\mathcal{X}_{\beta v}(t, \lambda)| < |\lambda|^k \quad \text{as} \quad \lambda \to \infty, \quad \lambda \in S_t. \quad (4.80) \]

As previously mentioned, the same inequalities follow for the case \( b(\lambda) < 0 \) by using the identity \( \mathcal{X}_{\beta v}(t, \lambda) = \mathcal{X}_{\beta v}^{-1}(t, -\lambda). \)

We remark that the asymptotic properties shown above for \( \mathcal{X}_{\beta v}(t, \lambda) \) are in principle not enough to conclude that the analytic continuations \( \mathcal{X}_{l,\beta v}(t, \lambda) : \mathbb{H}_l \to \mathbb{C}^\times \) match Bridgeland’s solution \( \Phi_{l,\beta v}(t, 1, \lambda) \) of the Riemann-Hilbert problem. The main issue being that the proof of uniqueness of solutions to the Riemann-Hilbert problem really does use that the asymptotic properties (RH2) and (RH3) hold on the half planes \( \mathbb{H}_l \) (or at least on sectors centered at \( l \) of fixed opening independent of \( l \)). On the other hand, our proofs of Propositions 42 and 43 don’t extend easily to a proof for the analytic continuations \( \mathcal{X}_{l,\beta v}(t, \lambda) \), since the estimates of the Binet functions \( \mu(z) \) that we use to represent \( \mathcal{X}_{\beta v} \) on a given sector really use that we stay on a sector determined by BPS rays (to guarantee that \( \text{Re}(z) > 0) \). Nevertheless, the fact that (RH1) and weaker versions of (RH2) and (RH3) holds for \( \mathcal{X}_{\beta v}(t, \lambda) \) allows us to conjecture the following possible relation to the solution of Bridgeland’s Riemann-Hilbert problem:

**Definition 44.** Assume that \((v, w) \in \tilde{M} \) satisfies \( \text{Im}(v/w) > 0 \), and let \( \{\Phi_{l,\beta v}\}_l \) be the solution of [Bri20] to the Riemann-Hilbert problem of Section 4.2. For \( \lambda \) away from the BPS rays we define

\[ \Phi_{\beta v}(v, w, \lambda) := \Phi_{l,\beta v}(v, w, \lambda) \quad (4.81) \]

for \( l \) a ray in the sector defined by two consecutive BPS rays containing \( \lambda \).

**Conjecture 45.** Fix \( t \in \mathbb{C}^\times \) with \( \text{Im}(t) > 0 \). Let \( \mathcal{X}_{\beta v}(t, \lambda) \) be as before, and let \( \Phi_{\beta v}(v, w, \lambda) \) be as in Definition 44. Then

\[ \mathcal{X}_{\beta v}(t, \lambda) = \exp(2\pi i Z_{\beta v}(t)/\lambda) \Phi_{\beta v}(t, 1, \lambda). \quad (4.82) \]

In particular, for \( \lambda \) on the sector between \( l_0 = i\mathbb{R}_+ t \) and \( l_{-1} = i\mathbb{R}_+(t-1) \) the following holds:

\[ \mathcal{X}_{\beta v}(t, \lambda) = H(t|1, -\lambda) e^{Q_H(t|1, -\lambda) + 2\pi i Z_{\beta v}(t)/\lambda}, \quad (4.83) \]

where \( H(t|\omega_1, \omega_2) \) is the quantum dilogarithm from before and

\[ Q_H(t|\omega_1, \omega_2) := -\frac{\omega_1}{2\pi i \omega_2} \text{Li}_2(e^{2\pi i t/\omega_1}) - \frac{1}{2} \log(1 - e^{2\pi i t/\omega_1}) + \frac{\pi}{12} \frac{\omega_2}{\omega_1}. \quad (4.84) \]

**Remark 46.** We note that (4.83) would imply that a certain infinite product of \( \exp(\mu(z)) \) (which in turn are related to Gamma functions via (4.26)) equals, up to the \( e^{Q_H(t|1, -\lambda)} \) factor, a function expressed in term of double gamma functions (see Section 4.2.1). Such statements seem quite similar to those in [Bar04, Section 30], where the double gamma function is expressed as an infinite product of gamma functions, providing further support for the above conjecture.
5 Some closing remarks

In this work we have constructed a (real) hyperkähler geometry \((N, g_N, \omega_1, \omega_2, \omega_3)\) associated to the BPS structure of the resolved conifold. As we have remarked in the introduction and in the body of the paper, because the charge \(\delta\) enters in our story as a flavor charge, the part of the BPS spectrum associated to multiples of \(\delta\) makes no contributions to the instanton corrections of the semi-flat HK geometry. As a consequence, the conformal limit of the HK geometry \((N, g_N, \omega_1, \omega_2, \omega_3)\) only allows us to conjecture a relation to part of the Riemann-Hilbert problem considered in [Bri20]. It would be interesting (but currently unknown to us), to see if there is a relation between the real HK geometry we consider, and the complex HK geometry constructed via [BS20, AP21b], which does take into account the full BPS spectrum.

On the other hand, we showed that \((N, g_N, \omega_1, \omega_2, \omega_3)\) realizes an Ooguri-Vafa-like smoothing of the semi-flat HK geometry near the locus \(t = 0\). This kind of behavior is conjectured to hold in [Nei14, Section 7] for a more general class of HK metrics, and we intend to investigate this issue in a more general setting in the future.

We note that a crucial ingredient for determining the full hyperkähler geometry in the setting of GMN which we use is the explicit knowledge of the BPS spectrum or DT invariants which we have taken as a given in this work. In general the problem of determining the BPS spectrum for a given CY geometry is very hard. In the context of compact CY threefolds, the full knowledge of the spectrum and its wall-crossing structure has been so far elusive. To bypass this problem, a connection between BPS structures and topological string theory may prove very helpful. This connection has been significantly substantiated in the context of the Riemann-Hilbert problems of Bridgeland [Bri19a]. Based on the pleasant analytic properties of the tau-function for the resolved conifold [Bri20] and the fact that it contains the generating function of GW invariants in an asymptotic expansion, it was suggested that it provides a non-perturbative definition of the topological string partition function for this geometry.

The same analytic functions entering the construction of the tau-function were identified in [AS21] as the solution of a difference equation for the Gromov-Witten potential of the resolved conifold [Ali20]. The latter was derived based solely on the knowledge of the asymptotic expansion of topological string theory. The non-perturbative topological string content of this solution was extracted [Ali21], matching it to previously known and expected results in the literature [HMnMO14, HO15] and thus confirming the expectation of [Bri20]. We note here that an intermediate step of identifying the solution of the difference equation in [AS21] is the relation of the non-perturbative completion of the topological string free energy to the quantum dilogarithm function [AS21]:

\[
F_{np}(\lambda, t + \tilde{\lambda}) - F_{np}(\lambda, t) = -\log H(t | \tilde{\lambda}, 1), \quad \tilde{\lambda} = \frac{\lambda}{2\pi}, \tag{5.1}
\]

where [AS21]

\[
F_{np}(\lambda, t) := \log G_3(t | \tilde{\lambda}, 1). \tag{5.2}
\]
and
\[
G_3(z|\omega_1,\omega_2) := \exp \left( \frac{\pi i}{6} \cdot B_{3,3}(z + \omega_1|\omega_1,\omega_2) \right) \cdot \sin_3(z + \omega_1|\omega_1,\omega_2,\omega_3). \tag{5.3}
\]

A relationship of the kind (5.1), relating topological string theory to Darboux coordinates was expected to hold more generally in [CPT18, Sec. 9] and was crucial in [CLT20] where a tau-function which is proposed to access the non-perturbative structure of topological string theory is related to the Darboux coordinates. Thus, understanding the map between topological strings and the BPS RH problem more precisely may be of further benefit for studying generalizations of the hyperkähler geometry addressed in this work.

\section{The mirror of the resolved conifold}

To further motivate the choice of the central charges in the main body of the paper, we discuss the special geometry of the resolved conifold as obtained from mirror symmetry. The mirror of non-compact CY threefolds is discussed in [CKYZ99,HV00], see also [Hos06]. We focus here on the toric cases. The non-compact CY threefolds in these cases are given by
\[
X = \frac{\mathbb{C}^{3+k}}{(\mathbb{C}^*)^k} \setminus S, \tag{A.1}
\]
where the \(k\) algebraic tori \(\mathbb{C}^*\) act on the space by
\[
(\mathbb{C}^*)^a: (z_1, \ldots, z_j, \ldots z_{3+k}) \mapsto (\lambda^{l_i(a)} z_1, \ldots \lambda^{l_j(a)} z_j, \ldots, \lambda^{l_{3+k}(a)} z_{3+k}), \quad a = 1, \ldots, k. \tag{A.2}
\]
Here, \(\lambda \in \mathbb{C}^*, l_i(a) \in \mathbb{Z}\) are the toric charges and \(S\) is a subset which is fixed by a subgroup of \((\mathbb{C}^*)^k\). The resolved conifold geometry corresponds to the toric variety associated to the toric charge vector
\[
l = (1 \ 1 \ -1 \ -1). \tag{A.3}
\]

To specify the mirror geometry we first consider the variables \(y_i \in \mathbb{C}^*, i = 0, \ldots, 3\), subject to the constraint
\[
\prod_{i=0}^{3} y_i^{l_i} = \frac{y_0 y_1}{y_2 y_3} = 1, \tag{A.4}
\]
and the polynomial
\[
P(a,y) = \sum_{i=0}^{3} a_i y_i, \quad a_i \in \mathbb{C}, i = 0, \ldots, 3, \tag{A.5}
\]
which enters the definition of the Landau-Ginzburg potential of the mirror. This is given by
\[
W = U^2 + V^2 + P(a,y), \tag{A.6}
\]
where the additional \(U, V \in \mathbb{C}\) variables are an artifact of local mirror symmetry, see e. g. [HV00]. There is a freedom to rescale \(W\) by a non-zero complex number, which we can
use to set one of the $y$ variables to 1, w.l.o.g we set $y_0 = 1$. The mirror non-compact CY threefold of the resolved conifold is then given by

$$\tilde{X} = \{(U, V, y_1, y_2) \in \mathbb{C}^2 \times (\mathbb{C}^*)^2 | W = U^2 + V^2 + a_0 + a_1 y_1 + a_2 y_2 + a_3 y_1^{-1} y_2 = 0\} \quad (A.7)$$

The $a_i, i = 0, \ldots, 3$ are complex parameters which determine the complex structure of $\tilde{X}$. The rescaling of $W$ and $y_1, y_2$ can be further used to show that the complex structure of $\tilde{X}$ only depends on the combination

$$z := \frac{a_0 a_1}{a_2 a_3}.$$

Keeping the explicit dependence on the $a_i$ is however more convenient for the derivation of the Picard-Fuchs equations from a GKZ [GZK89] system of differential equations annihilating periods of the unique holomorphic (3, 0) form on $\tilde{X}$. The latter is given by

$$\Omega = \text{Res}_{W=0} \frac{1}{W} dU dV \frac{dy_1}{y_1} \frac{dy_2}{y_2} \quad (A.8)$$

The periods of $\Omega$ are annihilated by the GKZ operator

$$\frac{\partial}{\partial a_0} \frac{\partial}{\partial a_1} - \frac{\partial}{\partial a_2} \frac{\partial}{\partial a_3}, \quad (A.9)$$

which translates into the Picard-Fuchs operator expressed in $z$, namely

$$L = (1 - z) \theta^2, \quad \theta = z \frac{d}{dz} \quad (A.10)$$

This operator has the following solutions:

$$\varpi^0 = 1, \quad \varpi^1 = \frac{1}{2\pi i} \log z. \quad (A.11)$$

These correspond to periods of $\Omega$ over appropriately defined compact three-cycles in $H_3(\tilde{X}, \mathbb{Z})$. The mirror map is identified as

$$t = \frac{1}{2\pi i} \log z. \quad (A.12)$$

A familiar phenomenon of mirror symmetry for local CY is that the Picard-Fuchs system of the mirror does not have enough solutions to recover the expected ingredients of an affine special Kähler geometry. Generically it is missing expressions for periods of non-compact three-cycles. One way to recover these is to carefully define non-compact three-cycles on the geometry as was done in [Hos06]. Alternatively one may extend the PF operators, guided by the expectation of its general form in compact CY, when it is formulated in terms of the distinguished coordinates corresponding to the mirror map. This was done in [FJ05], which we will outline here. The guiding principle is the expected form of the PF operator in terms of the special (flat) coordinate $t$ in the case when the moduli space is complex one-dimensional. It is given by, see e.g. [CDF+93, CK99b]

$$L = \partial_t^2 C_{tt}^{-1} \partial_t^2$$

(A.13)
where \( C_{ttt} := \frac{\partial^3}{\partial t^3} F_0 \). This leads to the extended PF operator in \( z \) coordinate [FJ05]:

\[
L = \theta^2 (1 - z) \theta^2 .
\] (A.14)

This operator has the following solutions:

\[
\varpi^0 = 1 ,
\]

\[
\varpi^1 = \frac{1}{2\pi i} \log z ,
\]

\[
\varpi^2 = \frac{1}{(2\pi i)^2} \left( \frac{1}{2} (\log z)^2 + \text{Li}_2(z) \right) ,
\]

\[
\varpi^3 = \frac{1}{(2\pi i)^3} \left( -\frac{1}{6} (\log z)^3 - \log z \text{Li}_2(z) + 2 \text{Li}_3(z) \right) .
\] (A.15)

We can identify the additional solutions with

\[
\varpi^2 =: F_t, \quad \varpi^3 = 2 F_0 - t F_t ,
\] (A.16)

where \( F_t := \partial_t F_0 \) and where the prepotential \( F_0 \) reads

\[
F_0 = \frac{1}{(2\pi i)^3} \left( \frac{1}{3!} (\log z)^3 + \text{Li}_3(z) \right)
\] (A.17)

matching the expected generating function of the genus zero, degree non-zero GW invariants of the resolved conifold. We note that this basis of solutions does not have integral monodromy around \( z = 0 \), but rather transforms as

\[
\varpi \rightarrow \begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1/2 & 1 & 1 & 0 \\
-1/6 & -1/2 & -1 & 1 \\
\end{pmatrix} \cdot \varpi .
\] (A.18)

A different choice of the basis of solutions however does lead to an integral monodromy.
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