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Development of a Design-Time Estimation Model for Complex Engineering Processes

Sara SHAIFIÉa,1, Zaza Nadja Lee HERBERT-HANSENb, Lars HVAMc, Anders HAUGd, Martin BONEVe and Niels Henrik MORTENSENa

Abstract. The current business environment presents challenges for companies, including increased pressure on time to market, customer expectations, cost and increased competition. To overcome the challenges in the new business environment, the companies introduce common products components and variants in order to reduce complexity and improve the performance. Besides, the manufacturers attempt to increase the variety in products and services in response to the personalization demands, which leads to more complexity. However, the companies can improve the due-date setting and resource allocation to optimize internal process performance. This paper describes a design-time estimation model for planning engineering activities based on a quantification of the most important product complexity factors such as: 1) basic components variety, 2) functional requirements, 3) design interdependencies and 4) regulations and standards. Such factors can decrease or increase the expected time consumption for the specification tasks. This paper identifies key factors essential to assessing the expected hours for specific engineering tasks based on a case study and literature review. Qualitative and quantitative information was obtained by means of (i) archival documents, (ii) participant-observations, and (iii) workshops in the case company. These complexity factors are then combined to develop a mathematical design-time estimation model that supports the internal performance optimization in a given engineering design process. Finally, an IT tool is prototyped and tested in an engineering company. In conclusion, the developed model and IT tool assist the case company to improve the estimations for due-date setting and resource allocation to optimize internal process performance.
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Introduction

Engineering tasks include product development, production planning, prototyping and testing and may be organized in parallel and distributed over different locations [1]. The design of engineering process is one of the most important functions in manufacturing companies. Manufacturers attempt to increase the variety in products and services that

1 Corresponding Author, Email: sashaf@dtu.dk.
they provide to their customers [2] to sustain or even gain a competitive advantage in the market and manage to satisfy their customers [3]–[6]. However, it should be mentioned that there is not always a direct relationship between an increase in offering variety through customization and an increased consumer value. The hidden challenge when it comes to managing this increasing variety in an effective and efficient way is difficult to realize [7]. The engineering design process can be rather complex, and it affects processes in production, distribution, sales and in general across the entire value chain [8].

To deal with this complexity, a number of methods have been proposed (monetary and non-monetary) [9], [10]. The main methods proposed include component substitution and product standardization [11], [12]. Other approaches are directed towards process complexity, including more efficient inventory management by reducing the number of variants kept in stock [13], optimization of the production process [14] and process standardization by utilizing a configurator [8], [15]–[17]. In order to reduce process complexity the key methods developed focus on optimization of the different lifecycle processes [18].

In this study, we investigate how complexity management approaches [18] can support the assessment of engineering changes, to better estimate the time estimations in engineering processes. Furthermore, this paper develops a Design-Time Estimation Model for engineering companies based on complexity quantification. This research will benefit from a combined quantitative and qualitative approach in order to explore the research area and provide rich, deep data [19].

This paper is structured as follows. A literature study is used to define the quantifiable complexity factors. Afterwards, these complexity factors are combined to develop a design-time estimation model that supports the internal performance optimization in the engineering design process. Thereafter, we applied the model to our case company based on the desired scope, characterizing a marine diesel engine. Qualitative and quantitative data at the case company was gathered and the method of data collection was through company visits, presentations and interviews by the senior staff and documentation.

1. Related work

This section discusses identification of a more efficient production strategy and process segmentation to distinguish between production and handling of configure to order (CTO), Manufacture To Order (MTO) and Engineer To Order (ETO) products [20]. The different methods for complexity reduction cover elements from both monetary and non-monetary initiatives, indicating a dichotomy of the topic [21]. Two approaches for monetary complexity assessment are the 5-step approach of Hvam et al. [18] and the management theories [22]. The five steps of complexity reduction are briefly described in this section [18].

Step 1: Define the scope of the products and processes to include in the analysis. Wilson & Perumal [22] define the first step as the recognition of the situation, which includes a general understanding of the significant relationships and their resulting trade-offs. Hvam et al. [18] specifies further that the first step contains the definition of the scope and boundaries of the analysis, the number of included elements, and the level of the analysis (e.g. product vs. product family). Furthermore, the focus area within the
supply chain (e.g. development, production sales) and the region (e.g. certain production side, market) need to be defined.

**Step 2: ABC Analysis of products.** During the second step of the 5-step approach of Hvam et al. [18], a Double Pareto Analysis is carried out for the chosen elements. One Pareto Analysis is based on the net revenue and the other one based on the contribution margin. In this analysis, the individual elements are grouped in three categories, according to their accumulated net revenue and contribution margin: “A” elements have 80% of the net revenue and the contribution margin, “B” elements have 15% and “C” elements the remaining 5% [18], [22], [23].

**Step 3: Identification and quantification of the most significant complexity cost factors.** Hvam [18] analyses the possible areas where the cost is unevenly distributed between the elements in the third step. The most significant cost areas are identified based on an executed cost distribution for all elements in combination with a brainstorming process [22]. During this analysis, the identified complexity cost factors are quantified in order to develop a quantitative basis for the later optimization [10], [22].

**Step 4: Identification and quantification of possible initiatives for the reduction of complexity costs.** In step 4, possible initiatives for reducing the complexity costs are created by changing the product range, business processes or organization. They are clustered in short-term examples (low-hanging gains e.g. adjustments of the product assortment), mid-term and long-term implementation (e.g. re-design of products and major changes in the production flow or warehouse) [22].

**Step 5: Evaluation and prioritization of initiatives and establishment of the complexity cost reduction program.** Step 5 combines the findings of the previous steps by implementing a complexity reduction program, which furthermore enables handling complexity [24]. The proposed initiatives are evaluated and a plan for their short-term, mid-term and long-term implementation is made, including the insights gained through the complexity analysis. The effects of the identified complexity drivers are limited or eliminated in order to decrease the impact of complexity [18].

### 2. Design-estimation model development

This paper identifies the complexity factors for the engineering design process based on the literature and experts at the case company. The framework will include the complexity factors; the main complexity drivers; the current complexity level; the performance consequences caused by complexity; the parts which are most affected by complexity; the complexity factors influencing the engineering design process; the quantification of complexity in the engineering design process based on metrics; the estimation of design-time based on the complexity quantification; the design-time estimation as a complexity management tool to handle complexity efficiently and effectively in the engineering design departments.

#### 2.1. First criterion: Overall complexity is composed of a static complexity component and a dynamic component

Griffin [25] predicts the design lead-time based on project complexity which has two components. One component is the basic complexity (product complexity and management complexity), which is static for a given product. The other component is
the amount of change, which is dynamic for a given product in dependence from a specific project.

\[
Project\ complexity = (product\ complexity + management\ complexity) \times amount\ of\ changes\ (%) \quad [DT_{ps} = y_{st} + m + \%\ change]
\]

Where:

Management complexity = no. of technologies/functional specialties across the project that needs to be managed

Amount of change (%) = changes to product and manufacturing process (not to customer) in %

For the design-time estimation model, the general structure of Griffin [25] fulfills the first criterion in our case study, since the project complexity can be decomposed in a static and a dynamic component. The necessary time to deliver the Sub-functions (SF) is therefore calculated based on this project complexity (Figure 1).

2.2. Second Criterion: Inclusion of particularities of an engineering design process

Grabenstetter & Usher [26] determine job complexity in an engineer-to-order (ETO) environment. An ETO product is thereby defined as the culmination of unique designs prepared for specific customer order. The theory is validated to be applicable to the setting of our case company because the design of a ship engine is also a culmination of unique designs based on the customer requirements. Grabenstetter & Usher [26] calculate the complexity based flow time for job with their complexity equation. As shown in the following, this complexity equation is based on seven complexity factors.

\[
CF_j = \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_4 x_4 + \beta_5 x_5 + \beta_6 x_6 + \beta_7 x_7
\]

With:

\[
CF_j = \text{Complexity based flow time for job } j\\
\beta_n = \text{Slope value for factor } x_n\\
x_1 = \text{Number of functional requirements}\\
x_2 = \text{Number of basic requirements}\\
x_3 = \text{Number of design requirements}\\
x_4 = \text{Number of technologies}
\]
The first factor $x_1$ represents the number of functional requirements, for example the desired behaviour of the system in development. The number of required functionalities influences thereby the amount of time needed for the design. $X_2$ is the number of standard components in the product. $x_3$ in the approach of Grabenstetter & Usher [26] represents the number of design dependencies and assesses thereby the presence of coupling between elements in a product. The number of different technologies, $x_4$, takes into account that the time consumption is directly connected to the level of technology. The presence of certain standards and regulations also has an influence on the flow time ($x_5$). The sixth factor ($x_6$) counts the number of subsystems in a manufacturing environment. However, this factor is defined as a categorical variable based on estimations, since the exact number of subassemblies is not known at an early point in the development. Finally $x_7$ reflects the uncertainty reduction in case of a similar job and can be used as a reference model.

2.3. Third Criterion: Model based on objectively quantifiable complexity factors

The third criterion is already fulfilled through the use of the theories by Grabenstetter & Usher [26] and Griffin [25] because both models are based on objectively quantifiable complexity metrics. Despite the confirmation problems of Griffin [27], the first model Griffin [25] showed positive results and fulfils the first criterion for the design-time estimation model. The theory of Grabenstetter & Usher [26] furthermore fulfils the second criterion because of the similar setting in an engineering company. The theory of Bashir & Thomson [28], [29] on the other hand is not considered as the applicability in the industry is not proven and also because the model is mainly based on estimations rather than objective complexity metrics. Therefore, a hybrid method based on the theories of Griffin [25] and Grabenstetter & Usher [26] is used for the design-time estimation model at the case company and for the selected engine type. Combining the complexity factors described above with the selected theories results presented here, the calculation of the design-time is shown below.

$$Design\ time\ per\ product\ for\ customer\ order = \varphi \cdot \sum_{i=1}^{n} Design\ Time\ SF_i$$

With:
- $\varphi = weighting\ factor\ for\ product$
- $n = number\ of\ active\ SFs$

The design-time for a specific SF is calculated using the following equation.

$$Under\ the\ condition: \ Depth\ of\ change > 0 \nDT_{ps} = \alpha_s \cdot Depth\ of\ change \n+ (\beta \cdot product\ complexity + \gamma \cdot process\ complexity + \delta \cdot organizational\ complexity)$$

With: $DT_{ps} = Design\ Time\ depending\ on\ project\ and\ SFs$
Product complexity = number of functions + maturity level of design
+ level of connectivity + level of influence from DSO \( ^2 \)
+ level of quality requirements

Process complexity
= number of process steps
+ number of related design activities

Organizational complexity
= Connectivity of activities + multidisciplinary
+ experience of the engineer

Where subscript s Referes to work specific. The level of influence from DSO assesses similar to the previous factor, the level of influence on a specific SF. However, this time the influence from the DSO input values. As a result of the limitations to access data, the first prototype of the model is composed of four complexity factors. These are described bellow.

1. Depth of change - \( x \)

The type of module (CTO, MTO, ETO) highly influences the required design-time. In case a product can be simply re-used, close to no time is necessary, while for a new designed product a significant amount of time is needed. The depth of change defines, therefore, if the design-time needs to be calculated. In case of \( x > 0 \), \( x \) defines the weighting of the other factors. While, For CTOs, \( 1 < x =< 20\% \), for MTO, \( 20\% < x =< 80\% \) and for ETO, \( 80\% < x =< 100\% \). During the feasibility study, the size of \( x \) for the MTO designs needs to be defined through interviews with experienced designers.

2. Number of functional requirements - \( y_1 \)

In every product, some modules have more functions than others and are therefore typically more complex for the design process. In addition, some of those functions can be decomposed in several sub-functions and are therefore more difficult to be developed. The concept of functional decomposition introduced is an appropriate method to assess this factor using the equation described below, which calculates the complexity depending on the number of functions and the number of hierarchies:

\[
\# \text{ of functional requirements } y_1 = \sum_{i=1}^{nN} F_{ij}
\]

With: \( f = \text{Total # of functional requirements} \)
\( f_i = \# \text{ of individual functions in module } i \) at level \( j \)
\( f = \text{level of functional tree} \)
\( N = \text{Total # of levels in functional tree} \)

\( ^2 \) When a licensee wishes to order a new engine at the case company, we used a web-based application called DSO.
The factor is then rated based on the scale shown in Figure 2. The data to assess this factor is gained with the help of a functional tree for every chosen SF. In a functional tree, the functions are represented by blocks, which are connected by branches. The main functions of a SF are represented by blocks in the highest level of the functional tree, the sub-functions are represented by blocks in the lower levels [30]. The number of functions and levels a functional tree is representative for its complexity of the part [28]. The required knowledge of the functions is assessable through interviews as well as the part descriptions.

3. Level of connectivity - $y_2$

The level of connectivity measures how many SFs have an influence on one specific SF. It is assumed that the higher this connectivity is, the longer the design-time is due to possible iterations during the design process. The data acquisition for the factor is based on a design structure matrix between the SFs. The number of existing links is counted and grouped according to the scale introduced by Orfi et al. [31] in Figure 3.

4. Level of influence from DSO - $y_3$

This factor assesses similar to the previous factor the level of influence on a specific SF. However, this time not the influence from other SFs is assessed but the influence from the DSO input values. The data acquisition is hereby done with a company’s internal design tool and assessed. It is ranked based on the scale introduced in Figure 4.

It is now possible to present the first Design-Time Estimation Model for the case company. The limitations and chosen four complexity factors are combined to the following complexity equation.

$$DT_{ps} = \alpha_s \times x + (\beta_1 y_1 + \beta_2 y_2 + \beta_3 y_3 + \Delta \theta_{st}) + \Delta \theta_{dy}$$

With;
\[ \alpha = \text{slope value for depth of change of SFs} \]
\[ \beta_1, \beta_2, \beta_3 = \text{weighting factors} \]
\[ x = \text{depth of change} \]
\[ \gamma_1, \gamma_2, \gamma_3 = \text{number of functional requirements, level of connectivity, level of influence} \]
\[ \Delta \theta_{x}, \Delta \theta_{y} = \text{Uncertainty factor for missing static and dynamic complexity factors} \]

(6)

3. Case study
The case company was selected based on specific criteria include (i) it is an engineering organization, (ii) it is challenged by time estimation for their engineering services and (iii) it gave us the access to management and data [32]. The case company is one of the three leading suppliers of turbo machines specialized in marine engines. The method ensured accurate representation and enabled triangulation of the findings between different sources of information thereby improving validity.

The model created using the developed method and software is visualised in Figure 5. The relevant complexity factors when designing a marine diesel engine were identified. The eleven identified factors are classified in four groups: engine, product, process and organization and are considered to define the overall complexity of the engine. The design-time estimation model was developed and the overall equation included all complexity factors. These were then limited to fit the scope of this study for the first prototype included four complexity factors. Through this part of the feasibility study, it was proven that the estimation of the design-time is principally possible. Nevertheless, for the model to be value-adding for the company, the data quality needs to be improved. After the necessary data points for all SFs are collected, the output values of the Regression Analysis are used to develop the Excel based design-time estimation tool. For every single SF, the complexity factors and corresponding slope values/weighting factors are implemented and build the data base for the estimation of the design-time. The results of the feasibility study are already implemented to show the principle.

Figure 5. Visualization of the design-time estimation model for the case company.

4. Discussions and conclusions
This paper developed a framework for design time estimation and complexity management. This framework was tested as an IT solution in a case company and further expanded based on these findings.
We identified the relevant complexity factors when designing a complex engineering product. The identified factors are classified in four groups: engine, product, process and organization and are considered to define the overall complexity of the product. The identified factors consist of two engine, six product, two process and three organizational complexity factors, which are expected to influence the job design-time. The design-time estimation model was developed.

As mentioned, the complexity factors for the case company were limited to fit the scope of this study for the first prototype. Therefore, the engine level is not part of the complexity-adjusted design time and only product complexity is included in the first model due to the high impact and the objective assessment with structural complexity management tools. The case study showed that the source of complexity was variety, which is mainly induced by the demand for customized products and the company strategy. The main complexity drivers were five external and six internal complexity drivers. The external complexity drivers are thereby having a higher influence on the level of complexity. Unfortunately, these external complexity factors cannot be controlled by the company, and we focused mainly on the internal complexity.

The quantification of the complexity in the engineering design process can be done using the previously identified complexity factors and combining them to a mathematical equation that estimates design-time. The developed IT tool for the case company offers an easy and fast option to obtain the estimated design-time for a specific SF as long as only stable complexity factors are included. Nevertheless, two weaknesses of the existing tool should be pointed out: Firstly, the depth of change needs to be assessed manually based on the specifications and the characteristics of the SF and the SF attributes. Secondly, filling in the form for all SFs per engine is effective but not efficient.

In conclusion, the design time estimation model can be used as a complexity management tool to handle complexity efficiently and effectively. The design-time estimation tool has been developed to enable employees and the top management to monitor the performance and workload for a SF based on the level of complexity. This knowledge can furthermore be used to allocate the resources in the most efficient way and to optimize the internal complexity factors in order to handle future challenges. Future research will focus on testing the developed framework in more case companies to further expand and strengthen its industry applicability and validity.
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