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The AIA design thinking has been validated in complex design tasks, which includes three overlapping design thinking fields and uses the knowledge field theory as a theoretical mechanism of knowledge flow among design thinking fields. Meanwhile, the design of complex sociotechnical systems highly relies on multidisciplinary knowledge and design methods. Despite the emergence of knowledge management techniques (ontology, expert system, text mining, etc.), designers continue to store knowledge in unstructured ways. To facilitate the integration of knowledge graph and design thinking, we introduce an integrated approach to structure design knowledge graph with the AIA design thinking, which organizes existing design knowledge through Agent (concept)-Interaction (relation)-Adaptation (concept) framework. The approach uses an optimized convolutional neural network to accomplish two tasks: building concept graph from text and stimulating design thinking information processing for complex sociotechnical system tasks. Based on our knowledge graph, the validation experiment demonstrates the advantages of promoting the designer’s extension of idea space and idea quality.

1. Introduction

With the development of communication technology and computer technology, human society has entered the information age. Since then, information data has exploded [1, 2]. The explosive growth of information has brought about a wealth of information experience to designers and caused designers to get lost in the massive amount of information related or unrelated to their needs [3–5]. A semantic network [6] was proposed as a brand-new way of expressing knowledge and gradually developed into a knowledge graph [7–9] to solve information overload problems.

Prior studies have suggested the advantages of using semantic network and knowledge graphs in healthcare service design [10], engineering design [11–13], and indoor scene design [14]. For instance, Sarica et al. [15] proposed a methodology of using the Technology Semantic Network (TechNet) to stimulate idea generation in engineering design, which aims to guide the inference of new technical concepts in the white space surrounding a focal design domain according to their semantic distance in the large TechNet, for potential syntheses into new design ideas; Liang et al. [14] proposed a knowledge graph framework based on the entity-relation model for representation of facts in indoor scene design and further developed a weakly supervised algorithm for extracting the knowledge graph representation from a small dataset using both structure and parameter learning; Luo et al. [16] harnessed data-driven design and rapid ideation techniques to introduce a data-driven computer-aided rapid ideation process using the cloud-based InnoGPS system, which integrates an empirical network map of all technology domains based on the international patent classification which are connected according to knowledge distance based on patent data, with a few map-based functions to position technologies, explore
neighboring areas, and retrieve knowledge, concepts, and solutions in the near or far fields for design analogies and syntheses. Chen et al. [17] proposed an integrated approach for enhancing design ideation by applying artificial intelligence and data mining techniques, which consists of a semantic ideation network and a visual concepts combination model to provide inspiration semantically and visually based on computational creativity theory. In general, these researches have achieved success for certain categories of data-driven design scenes. However, complex sociotechnical systems, such as communities, healthcare, and transportation, are still challenging; they have numerous components—technical and otherwise—whose dynamic interactions are critical to the system’s overall behavior [18].

Herein, we aim to propose an integrated approach to support idea generation for complex sociotechnical systems design. This approach consists of the knowledge graph construction technology and the Agent-Interaction-Adaptation (AIA) design thinking framework [19], which inspire semantically and visually based on design thinking theory. The main contributions of this research can be summarized as follows:

1. Proposing an integrated approach combining data-driven ideation approaches and design thinking framework, aiming to improve the ideation process for complex sociotechnical systems design efficiently
2. Proposing an effective knowledge graph construction method to build concept graphs from text, which uses an optimized convolutional neural network
3. Developing the model of design thinking information processing mechanism based on knowledge connection, which clearly describes the internal relationship between semantic stimuli information and design thinking
4. Evaluating the proposed approach by validation experiment; the results indicate that it can promote the designer’s extension of idea space and idea quality

The remainder of the paper is organized as follows: Section 2 enlightens the literature review, Section 3 focuses on the integrated approach to design knowledge graph using AIA design thinking framework, and Section 4 contains the discussion. The paper ends with the conclusion and future work.

2. Literature Review

This paper builds on prior studies of the data-driven design approach and design thinking to develop an integrated approach to support idea generation for complex sociotechnical systems design. This section reviews the relevant literature on data-driven design, design thinking, complex sociotechnical systems, and knowledge graph construction technology.

2.1. Data-Driven Design. Several studies have proposed big data techniques to aid design idea generation in the early design phase for designers. For example, design-by-analogy is a powerful approach to help designers in systematically searching and identifying analogies from available data sources [20]. The theory of inventive problem-solving (TRIZ) is based on the analysis and statistics of a large number of high-level patents (not the narrow mathematical statistics, but the combination of induction and deduction in the logic method) to achieve laws behind the patents and point out the direction for technological innovation [21, 22].

Several data-driven computer tools have been developed to implement these design methodologies. Pat-Analyzer was developed by Cascini and Russo [23] to identify the design contradictions contained in a patented invention in TRIZ by analyzing patent textual information. Goel et al. proposed the design-by-analogy to nature engine (DANE), a knowledge-based CAD system to support biologically inspired design [24]. Luo et al. [16, 25, 26] developed the InnoGPS system, which uses a network map of all patent classes to improve the exploration of design opportunities in the total technology space and guide the retrieval of prior knowledge across domains for design analogies and syntheses. These previous methods show how data-driven approaches can support engineers and manufacturing professionals in many disciplines, especially mechanical design. However, these methods work well for technical systems but poorly for complex sociotechnical systems. Also, the design cognitive accounts of design thinking still need to be clarified.

2.2. Complex Sociotechnical Systems. Complex sociotechnical systems are new to the design research community but have been studied for decades in other research fields. In general, complex sociotechnical systems are divided into three categories by Norman and Stappers [18]: the psychology of human behavior and cognition, the social, political, economic framework, and the technical issues that contribute to the complexity of DesignX problems. The most significant difference between complex sociotechnical systems and technical systems is human participation. Humans participate in this system cycle composed of substances, which makes the process more complicated. This is a rather complex task because the word “human” sometimes means an individual, but sometimes it is a group, an organization, or a political entity [27]. With more “humans” in the material world, design has become a multiscale problem that scales back and forth in multiple scales. Design objects and subjects are faced with diversification. The design process is full of dynamics and uncertainties, which means that transferring the designer’s initiative to design also has a certain degree of diversification and anticipation for the design results [28]. To meet this demand, designers must follow a more reliable method, be aware of their advantages and disadvantages, and adopt appropriate strategies to break down barriers [29].

What special contribution can designers make to solve these highly complicated problems? Designers have participated in these issues and have improved the situation a lot. However, there is no established mechanism, rigorous design method, or trace to the “solution” source. Designers need to integrate the findings of different disciplines and
work based on cognition across disciplines [30]. On the other hand, design is considered an open process with morbid structures and poor definition. Design results need to be gradually improved in the continuous iterative process [31], and insight can provide rich inspiration for designers in the process [32]. Therefore, this research presents the integrated approach to support designers' insights generation to meet the challenges of real design problems, which contain more complexity, ambiguity, contradiction, and uncertainty.

2.3. Agent-Interaction-Adaptation (AIA) Design Thinking. Design thinking is considered a problem-solving method that regards those pathological, poorly defined, complex, and contradictory challenges as opportunities rather than obstacles [33–35]. It relies on the logic of deductive reasoning to synthesize opposing views into comprehensive solutions [36–38]. Lockwood [39] believes that design thinking is an application of the designer's ability to identify problem-solving; Lindberg et al. [40] believe that design thinking is a framework to help designers understand the problems encountered in daily life and then produce corresponding responses; in the view of Vetterli et al. [41], design thinking provides a way to stimulate customers' needs and then generate a series of quick and straightforward problem-solving prototypes to converge into innovative solutions.

Our previous research [19,42] has proposed the Agent-Interaction-Adaptation (AIA) design thinking, a systematic thinking model based on relationships. Figure 1 shows the model of AIA design thinking, based on knowledge field theory [43–45]; AIA design thinking consists of three knowledge field sources: “Agent,” “Interaction,” and “Adaptation.” The logical relation among these three sources is that agents as the basic unit of a complex sociotechnical system interact with each other and environment to drive the system’s adaptation and evolution.

AIA design thinking is proved to have the ability to promote designers’ extension of idea space, brain activation, and idea quality in contrast to traditional design thinking frameworks, especially for complex sociotechnical system design tasks. Therefore, we construct the design knowledge graph through Agent (concept)-Interaction (relation)-Adaptation (concept) framework based on AIA design thinking.

2.4. Knowledge Graph Construction Technology. Building a knowledge graph mainly involves two tasks: recognizing the mentions of named entities related to design concepts from the free text and identifying the relations between the detected name entities.

Name entity recognition (NER) has long been treated as a sequence classification problem. A widely adopted approach is first classifying each word in a sentence into one of the three following classes: b (stands for the beginning of a name entity mention), i (the inside of a name entity), and o (the outside of a name entity), followed by grouping the words with the b and i labels into name entities. Sequence classification models, such as conditional random field (CRF) [46–48] and recurrent neural networks, have been widely applied to the task [49–52]. Recently, researchers have used the BERT model, which has shown very effective performance in various NLP tasks, to build NER models [53]. In this research, we also use BERT to identify name entities related to architecture design concepts.

Relation extraction is even more challenging than NER. In the early days, researchers manually built rules to identify the relations between name entities [54–56]. For example, one can determine the relation between a pair of name entities once some certain words appear. However, it is very labor-intensive to build the rules, and these methods may suffer scalability problems when the data size is large. In the context of big data, it is more practical to extract the relations with supervised machine learning methods. To train machine learning models, a critical factor is extracting discriminative features from the text. Various syntactic and semantic features, such as the dependency paths between name entities and the hypernyms or hyponyms of the name entities in WordNet, have been widely adopted. In recent years, researchers have applied neural networks to the task, to take advantage of their expressive power to better capture the nonlinearity in the relations [57,58]. Compared with the traditional machine learning models, neural-based models usually require less feature engineering efforts and are semantically richer. However, to train these models, we need to manually annotate the relations for a large number of samples, which is also a very labor-intensive process. To solve the problem, semisupervised methods have been proposed [59,60]. These methods usually start with a few seed pairs with relation type labels and then extract contextual patterns associated with the seed pairs from a large unlabeled corpus. The pattern is further used to extract new training pairs. However, the semisupervised machine learning methods may cause topic drift, increasing the risk of introducing irrelevant name entity pairs. In this paper, we adopt the supervised approach in order to produce accurate results.

Taken together, prior research on knowledge graph construction technology and its demonstrated advantages have made it possible to develop a new approach to design knowledge graphs based on the AIA design thinking.
framework to support the design process for complex sociotechnical systems. In the following section, we will present the approach in detail.

3. Integrated Approach to Design Knowledge Graph Using AIA Design Thinking Framework

Our approach builds a loop optimization iterative mechanism shown in Figure 2 to support the design process for complex sociotechnical systems. Specifically, we first collect data to the data processing layer, where we use the optimized convolutional neural network to detect the relation between concept entities. Then, we construct the design knowledge graph through Agent (concept)-Interaction (relation)-Adaptation (concept) framework based on AIA design thinking and generate new design knowledge through the designer’s cognitive system. Finally, we collect new valuable design knowledge to achieve the purpose of loop iteration optimization.

3.1. Building Knowledge Graph. We aim to build a concept graph from the text. The concept graph consists of many concepts, and the concepts related to each other are connected by directed edges. In other words, the graph can be viewed as a collection of triplets: \( cp = \{h, t, e\} \), where \( cp \) denotes a concept pair, \( h \) the head concept, \( t \) the tail concept, and \( e \) the edge. There exist possibilities that two pairs of concepts share common heads or tails; therefore these concept pairs are connected through their common concepts. Therefore, there may exist paths between any two arbitrary concepts in the graph. The path distance between them in the graph can be viewed as their similarity: the shorter the distance is, the more similar the two concepts are.

A pivotal problem in building the knowledge graph is detecting nouns related to design concepts from the freeform text and identifying the relations between the detected concepts. We treat detection of the concept as a name entity recognition task, which is a well-researched natural language processing task. In this research, we train supervised classifiers to detect concept entities. To prepare the training data, we extract sentences from text discussing design concepts. To prepare the training set, the loss can be written as

\[
J(\theta) = \sum_m \log p(r_m^k | t_m; \theta).
\]

We use gradient decent to update the parameters of the neural networks.

\[
\theta \leftarrow \theta + \lambda \frac{\partial J(\theta)}{\partial \theta},
\]

where \( \lambda \) is the learning rate which is tuned using grid search in the training process.

3.2. Design Thinking Information Processing Mechanism. The thinking of innovators is different, and the reason why they can “think differently” is because they can connect concepts that have not yet been connected [61]. For example, designers can get inspiration by identifying potential similarities between biology and engineering and generate ideas.
such as bionic design. The knowledge and experience possessed by the designer occupy a vital position in the design practice process. People with the same background will have similar inspirational responses when facing the same stimulating situation. The main reason is that the knowledge and experience in mind have been encoded into corresponding knowledge nodes and connected according to specific association rules to form an association network. The more the background is the same, the more similar the association pattern is [62]. The process of thinking about design tasks is the process of continuously searching for concepts (knowledge nodes) related to the design problem (such as similar, relative, dependent, close, and causal) in the association network until the connection between a particular concept and the design problem can successfully prompt the designer to produce a solution [63].

According to the information processing viewpoint of cognitive science, design thinking is understood as an information processing mechanism whose core is to establish knowledge connections as shown in Figure 3. The external environment refers to the current design scenario composed of design task information, incentive information, existing products, and natural or social phenomena. The memory system includes the perception system, which uses each sensory organ to temporarily receive and store information from the external environment and screen this information. Working memory stores and processes the external environment information screened by the perception system and awakened in long-term memory, where design ideas are generated. Long-term memory stores a large amount of knowledge and experience. The internal thinking activity of the brain from design task to design idea can be expressed explicitly as follows: task information enters the perception system, filtered by the perception system; part of it enters working memory and is processed into related design problems. Then, due to the problem stimulus, the corresponding knowledge nodes in the long-term memory are awakened. When the connection between these knowledge nodes and the design problem cannot be successfully converted into design ideas, other knowledge nodes in the long-term memory or the knowledge nodes in the previous stage continue to be awakened until the connection can be successfully converted into a design idea and outputted externally.

According to its understanding, the human brain converts knowledge or experience into a particular representation form and stores it in memory. When environmental stimuli attract attention, this awakens the knowledge representation form the corresponding to the current stimulation in the brain. Therefore, in the design task of providing stimuli information such as knowledge graph, after screening by the perceptual system, part of the stimuli information that enters the working memory is recognized, and the visual representation of the knowledge corresponding to the stimuli information in the long-term memory is awakened. When the current design problem needs to be solved, the knowledge represented by the representation form is further invoked to establish the connection among some of the knowledge nodes and the design problem and form the explicit output of the idea. Therefore, design problems and stimuli information act synergistically on the memory system and under certain circumstances will accelerate the process of establishing connections. To a certain extent, stimuli information represents the knowledge nodes that are connected with the design problems, that is, knowledge connection.

4. Experiment and Results

4.1. Participants. In this experiment, twenty-eight students with an innovation design background were invited (14 males and 14 females aged between 25 and 28 years). The selection of participants is based on the assumption that they already have fundamental knowledge of the design process but are not practicing professionals. This follows our opinion that results will be better applicable in design support. Moreover, this selection is relevant to the general goal of developing a new support method for design through this analysis. All the participants are volunteers who received no additional course credits for their participation.
4.2. Outline of the Experiment. In this experiment, the 30 participants were divided into Group A and Group B; each group had 7 males and 7 females; they were all required to independently design new ideas giving the typical design task for complex sociotechnical systems: a design for a community with more sustainability within half an hour. The difference was that Group A used the knowledge graph with the AIA design thinking framework in the design process. In contrast, Group B completed the design task using a traditional knowledge graph. Figure 4 shows the knowledge graph using the AIA design thinking framework of this article.

Every participant was asked to “think aloud” with an electronic video recorder recording during the design process. We analyzed the design ideas generated by the participants and their performance in the design process.

4.3. Data Collection and Analysis. We collected data in two phases. In phase 1, we collected participants’ utterances in the design process and interviews as the protocol data. We measured the conceptual distance of the new nouns from “community” and “sustainability” based on WordNet. Then the extension of idea space is defined as $\sum_{i=1}^{N} \sqrt{x_i^2 + y_i^2}/N$ (where $N$ is the number of new nouns). Table 1 shows each participant’s extension of idea space.

Then we analyzed these data using paired t-test. The results presented in Table 2 show that the difference of participant’s extension of idea space between Group A and Group B is significant ($p = 0.001$), and the average value of Group A (0.73) is significantly higher than the average value of Group B (0.64). Therefore, it can be inferred that the knowledge graph using the AIA design thinking framework can promote participants’ extension of idea space.

In phase 2, we measured each participant’s idea quality and quantity using the method proposed by Shah et al. [64]. In this method, the idea quality could be estimated sufficiently well even if the quantitative information was insufficient to perform a formal analysis in the concept stage. In addition, this method added all the quality scores for all the alternatives to achieve the total score for the set. As a result, the idea quality is denoted as

$$M = \sum_{j=1}^{m} f_j \sum_{k=1}^{2} S_{jk} P_k \times \sum_{j=1}^{m} f_j.$$  

In this equation, $S_{jk}$ is the score for function $j$ at stage $k$; $m$ is the total number of functions; $f_j$ is the weight of function $j$; $P_k$ is the weight for stage $k$. The denominator is for normalizing to a scale of 10. The design ideas were collected from the 20 participants. Table 3 shows an evaluation of the quality and quantity of the 28 participants’ ideas.

Then we analyzed these data using paired t-test. The results presented in Table 4 show that the difference of idea...
Figure 4: Knowledge graph using the AIA design thinking framework.

Table 1: Each participant’s extension of idea space.

| Group A | Extension of idea space | Group B | Extension of idea space |
|---------|-------------------------|---------|-------------------------|
| A1      | 0.64                    | B1      | 0.61                    |
| A2      | 0.75                    | B2      | 0.62                    |
| A3      | 0.86                    | B3      | 0.71                    |
| A4      | 0.65                    | B4      | 0.69                    |
| A5      | 0.77                    | B5      | 0.68                    |
| A6      | 0.89                    | B6      | 0.72                    |
| A7      | 0.57                    | B7      | 0.65                    |
| A8      | 0.71                    | B8      | 0.51                    |
| A9      | 0.75                    | B9      | 0.59                    |
| A10     | 0.82                    | B10     | 0.67                    |
| A11     | 0.58                    | B11     | 0.54                    |
| A12     | 0.69                    | B12     | 0.66                    |
| A13     | 0.74                    | B13     | 0.61                    |
| A14     | 0.83                    | B14     | 0.65                    |

Table 2: Results of paired t-test analysis.

| Item                    | Paired (M±SD) | Mean difference | t     | p     |
|-------------------------|---------------|-----------------|-------|-------|
| Extension of idea space | 0.73±0.10     | 0.64±0.06       | 0.10  | 4.147 | 0.001**|

*p < 0.05 and **p < 0.01.
quality between Group A and Group B is significant ($p < 0.002$), and the average value of Group A (6.10) is significantly higher than the average value of Group B (4.90). Therefore, it can be inferred that the knowledge graph using the AIA design thinking framework can promote participant’s idea quality. However, the difference in idea quantity between Group A and Group B is insignificant ($p = 0.336$). Thus it cannot be inferred that the knowledge graph using the AIA design thinking framework can promote participant’s idea quantity. These analysis results also support our preliminary research [19].

5. Discussion

Design is a series of behaviors that guide the existing situation in a better direction [65]; the main problems faced by designers today are not problems of a single discipline but problems involving complex sociotechnical systems and many stakeholders. If the design needs to shift from focusing on “creation” to facing these “big problems and “big systems,” it must go beyond the design tradition characterized by intuition and perception and instead explore a new design culture [66]. We propose the integrated approach to respond and assume the following implications:

(1) This approach uses knowledge graph construction technology to better deal with complexity, ambiguity, contradiction, and uncertainty in complex sociotechnical systems. It adopts an interdisciplinary approach to deal with the challenges of real problems.

(2) This approach builds a loop optimization iterative mechanism to promote design behavior change from individual to collaboration, making the design subject increasingly diversified. In this mechanism, designers have become an essential part of collaborating with “intelligent” machines.

(3) The actual design thinking process is not a simple linear process, and the problems raised by designers do not apply to any linear analysis and integration model in practice. Therefore, this approach uses AIA design thinking as a logical framework. At the same time, we demonstrate its effectiveness in promoting designers’ deep thinking, shown as the extension of idea space and idea quality.

(4) This approach contributes to establishing a design support system for complex sociotechnical systems such as sustainable community building, which is conducive to the development of intelligent design and design education, and makes certain contributions to the development of knowledge engineering.

6. Conclusion and Future Work

This paper develops an integrated approach to structure a design knowledge graph with the AIA design thinking framework. The core of this approach is to organize existing design knowledge through Agent (concept)-Interaction (relation)-Adaptation (concept) framework. Then a controlled experiment was conducted to examine the validities of the proposed design knowledge graph; it shows that the proposed design knowledge graph can promote a designer’s extension of idea space and idea quality for complex sociotechnical system tasks in contrast to the traditional design knowledge graph. This research contributes to the growing studies about data-driven design, analogy-based design, and machine-learning-based design analytics.
In future work, we will build a more complete design knowledge database related to complex sociotechnical systems and use the proposed approach to derive more effective design knowledge graphs for the broader uses of other interested designers. In addition, we will continue to improve the neural network model and try to develop a more robust architecture to learn better design features from the database.
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