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Abstract

Recently there has been intense interest in claims about the performance of the D-Wave machine. Scientifically the most interesting aspect was the claim in [7], based on extensive experiments, that the D-Wave machine exhibits large-scale quantum behavior. Their conclusion was based on the strong correlation of the input-output behavior of the D-Wave machine with a quantum model called simulated quantum annealing, in contrast to its poor correlation with two classical models: simulated annealing and classical spin dynamics. In this paper, we outline a simple new classical model, and show that on the same data it yields correlations with the D-Wave input-output behavior that are at least as good as those of simulated quantum annealing. Based on these results, we conclude that classical models for the D-Wave machine are not ruled out. Further analysis of the new model provides additional algorithmic insights into the nature of the problems being solved by the D-Wave machine.

1 Introduction

In a future world of quantum devices, it will become increasingly important to test that these devices behave according to specification. While this is clearly a central issue in the context of quantum cryptography [8, 27] and certified random number generators [17, 26], it is also quite fundamental in the context of testing whether a claimed quantum computer is really quantum [2, 13, 14, 5]. Recently, this last issue has featured prominently in the context of the D-Wave machine [12, 6, 7, 1, 15], amidst questions about whether it should really be thought of as a quantum computer and whether it provides speedups over classical computers. One of the grounds for skepticism is that the decoherence time of D-Wave’s qubits is reported to be on the order of nanoseconds, which is comparable to the time for a single operation and much shorter than the time required to carry out a computation, which is on the order of microseconds.

By now, claims about speedups over classical computers [16] have been largely refuted [7, 22, 19]. But one of the papers [7] that disproved the claims of quantum speedup
also claimed based on extensive experiments that the D-Wave machine exhibits large-scale quantum behavior. While falling far short of the existence of a working quantum computer, this conclusion is nonetheless very exciting, since it suggests that it might be possible to create large-scale entanglement without investing in stable, slowly decohering qubits. For this reason it is particularly important to closely examine the evidence presented in the paper.

The paper recorded the input-output behavior of the machine D-Wave One on a thousand randomly chosen inputs and compared it to the input-output behavior obtained by simulating three models. The first model was simulated quantum annealing, and the other two were classical models — simulated annealing, and classical spin dynamics suggested in [23]. The paper reported that the input-output behavior of D-Wave One correlated highly with simulated quantum annealing, but despite considerable effort in choosing parameters did not correlate well with the two classical models. Based on this, the paper concluded that the D-Wave machine was indeed following quantum dynamics, and exhibited large-scale quantum behavior.

At a high level, the nature of this argument is very interesting, and reminiscent of the algorithmic approaches in [2, 18, 9, 14, 5]. In those papers, the quantum system to be tested is modeled as a black box, and elaborate protocols are designed whose execution guarantees that the untrusted quantum systems behaves according to specification. Given the limited access to the D-Wave machine, which is proprietary and with access controlled by the company, the approach of [7] may be seen as algorithmic in nature. The evidence of “quantumness” is based on broad algorithmic differences between the three models rather than detailed physical modeling of the system. In particular, the core of the argument is based on the finding that the D-Wave machine and simulated quantum annealing generally find the same set of instances to be “hard” and the same set of instances to be “easy.” The hardness of an instance is measured by the number of times that each candidate algorithm succeeds in finding the optimal solution out of one thousand trials. Of course, how convincing this evidence is depends upon how comprehensive the list of candidate classical models is.

In this paper, we consider a third classical model for the D-Wave machine. The model is quite natural, and it replaces each spin in the D-Wave machine with a magnet pointing in some direction in the XZ plane. Each magnet is subject to both an external magnetic field as well as dipole-dipole couplings due to interactions with nearest neighbors on the so-called Chimera graph. The external magnetic field is attenuated at the same rate as in [8], while the couplings between magnets also follow the schedule from [8].

---

1Simulated quantum annealing refers to a quantum Monte Carlo simulation of quantum annealing. In this sense, it is a classical algorithm. However, one can argue that the quantum Monte Carlo simulation is quite involved and the D-Wave machine is surely not carrying out such a complex computation. Therefore, it may be reasonable to regard this as a quantum process.

2We note that the schedule we consider here is different from the one reported in [7]. We were informed [24] that the schedule in [7] was based on an error by D-Wave, and the correct schedule is reported...
the input-output behavior of this model on the same set of one thousand inputs. Our simulations show that it achieves as good or better correlation with the D-Wave machine’s input-output behavior than simulated quantum annealing does. Based on these results, it is safe to say that classical models for the D-Wave machine are not ruled out, and it is premature to conclude that the D-Wave machine exhibits large-scale quantum behavior.

Matthias Troyer suggested [24] a direct comparison between our model and simulated quantum annealing, which reveals an extremely high correlation of \( R \approx 0.99 \) (Fig 9). One way to view this result is that our model is the classical analogue of a mean-field approximation to simulated quantum annealing, and that for the set of problems solved by D-Wave One, this approximation is very accurate. This helps explain why the correlation of the D-Wave data with simulated quantum annealing does not preclude a classical model for D-Wave.

Further analysis of the algorithmic behavior of this new model also provides new insights into the nature of the computational problem being solved, namely the problem of finding the ground state of a classical Ising spin glass on the so-called Chimera graphs. The Chimera graph consists of super-nodes or clusters of 8 qubits (connected in a complete bipartite graph \( K_{4,4} \)) arranged in a two-dimensional grid. The D-Wave machine consists of superconducting qubits arranged on the vertices of such a graph, with a \( z - z \) coupling between neighboring qubits. An analysis of the new model suggests that the existence of these super-nodes greatly reduces the effective size of the computational problem being solved, so that heuristically the size of the problem should be thought of as the number of super-nodes \( m = 16 \), rather than the number of qubits \( n = 108 \). To the extent that the model accurately represents the dynamics of the D-Wave machine, it therefore has great implications for the performance of the D-Wave machine as it is scaled up to larger numbers of qubits.

2 Background

We start by defining the computational problem that D-Wave machines are designed to solve. The “native” problem of D-Wave machines is the problem of finding the ground state of a classical Ising spin glass, which can be described as follows. The input to the problem is a weighted graph with \( n \) vertices, where each vertex represents a spin and each edge represents interaction between the two incident vertices. The edge weights \( J_{ij} \) can be either 1 or \(-1\), corresponding to ferromagnetic and antiferromagnetic interaction respectively. The problem is simply to assign a spin value \( z_i \in \{-1, 1\} \) to each vertex \( i \) so that the energy \( H = -\sum_{i<j} J_{ij} z_i z_j \) is minimized, i.e. finding the “ground state” of the given interaction graph.

An additional constraint imposed by D-Wave machines is that the input graph must be a in [8]. Our results are reported for this new schedule. All the claims we report here apply equally well to the previous schedule in [7].
Figure 1: The “Chimera” graph structure implemented by the D-Wave One. Grey dots represent the twenty non-working qubits in the D-Wave One. Figure is from [7].

subgraph of the so-called Chimera graph, which is depicted in Figure[1]. The Chimera graph consists of copies of complete bipartite graphs \( K_{4,4} \)'s which are laid out in 2D lattice as in Figure[1] We will refer to each copy of \( K_{4,4} \) as “supernode.” Note that the left qubits in each supernode are coupled vertically in the 2D lattice and the right qubits horizontally. More specifically, each left qubit is coupled with the corresponding left qubit in the supernodes immediately above and below it, and each right qubit to the corresponding right qubits in supernodes immediately to the right and left. On the coarser level, this structure can be viewed as a 2D lattice of size \( 4 \times 4 \). While the problem of finding the ground state of a classical Ising spin glass is NP-hard, it is known to have a polynomial time approximation scheme when the input graph is a Chimera graph [20].

The D-Wave machine places a superconducting flux qubit at each node of the Chimera
graph. The time-dependent Hamiltonian of D-Wave machines is given by

\[ H(t) = -A(t) \sum_{1 \leq i \leq n} \sigma_i^x - B(t) \sum_{i<j} J_{ij} \sigma_i^z \sigma_j^z \]

where \( A(t) \) and \( B(t) \) represent the “annealing schedule” of the machine, which is shown in Figure 2, and the process is carried out at a finite temperature. As mentioned in a footnote in the introduction, this schedule is different from the one reported in [7], which was based on an error by D-Wave [24], although this did not change their conclusions. Our paper is based entirely on the new corrected schedule [8]. We note that our conclusions also hold equally well for both schedules.

If the entire process were carried out sufficiently slowly and at zero temperature, then it would be an implementation of adiabatic quantum optimization [13]. Such a process is guaranteed to end up in the ground state of the target Hamiltonian \( H = -\sum_{i<j} J_{ij} Z_i Z_j \). For this to happen, the total time for the process has to scale as \( \Omega(1/\Delta^2) \), where \( \Delta \) is the minimum spectral gap of the time-dependent Hamiltonian where the minimum is taken over the annealing schedule. It is known that in the worst case \( \Delta \) scales exponentially in the problem size [13, 25, 3]. Quantum annealing can be thought of as a noisy version of adiabatic quantum computing which is carried out at a finite temperature.

Finally, we summarize the previous results on the question of whether D-Wave machines exhibit large-scale quantum behavior. We note that there were a few earlier papers that studied related questions [12, 6], but the first paper to study this question at a sufficiently large scale was [7], in which the behavior of the 108-qubit D-Wave One was compared to simulations of quantum and classical models. The method of comparison was as follows. First, one thousand instances of the Ising spin glass problem were generated randomly.
The problem size was 108 for all of these instances, in order that all of the 108 working qubits of the D-Wave One are utilized. Then, each of the following three algorithms were run one thousand times on each of these one thousand problem instances: the D-Wave One, simulated quantum annealing, and simulated (classical) annealing. Based on this, the success probability of each algorithm was recorded for each instance, where success is defined to be the finding of the exact optimum, i.e. the ground state, for the instance. The histogram of success probabilities of each algorithm, shown in Figure 3, served as the main evidence for the paper’s conclusion, which was that the D-Wave One was consistent with simulated quantum annealing rather than the classical models and therefore D-Wave One is indeed performing quantum annealing. A parallel conclusion of the paper was that their simulated annealing code was in fact up to 6 times faster than the D-Wave One, indicating no speedup over classical computers.

This result was immediately questioned by Smolin and Smith in [23], who pointed out that the unimodal histogram of simulated annealing was simply a consequence of statistical independence between different runs and that it was not a signature of all classical algorithms. They went on to propose a classical model for the D-Wave machine based on $O(2)$ rotor model, which also exhibited bimodal signature in the success probability histogram.
Figure 4: Scatterplot of success probabilities from [8]. The correlation between D-Wave and SQA is noticeably better than that between D-Wave and the classical models.

The authors of [7] soon responded in [28] that their conclusions were in fact based on more detailed correlation analysis, showing that the correlation between the D-Wave success probabilities and SQA success probabilities is much higher than the correlation between the D-Wave success probabilities and success probabilities of the classical models (Figure 4). Along with these results, they also released the dataset from their experiments as a service to the community, which allowed us to perform the study reported in this paper.

3 Results

In this paper, we consider the following classical model: each spin \( i \) is modeled by a classical magnet pointing in some direction \( \theta_i \) in the XZ plane (since there is no \( \sigma^y \) term in our time-dependent Hamiltonian, we can assume that there is no Y component). We assume that the angle \( \theta_i \) is measured in relation to \( \hat{x} \). We further assume that there is an external magnetic field of intensity \( A(t) \) pointing in the \( \hat{x} \)-direction, and that neighboring magnets are coupled via either ferromagnetic or anti-ferromagnetic coupling, according to the specification of the input graph. Our Hamiltonian can then be rewritten as follows:

\[
H(t) = -A(t) \sum_{1 \leq i \leq n} \cos \theta_i - B(t) \sum_{i < j} J_{ij} \sin \theta_i \sin \theta_j.
\]

Thus, in the absence of noise, i.e. at zero temperature, each spin \( i \) will simply align with the net effective field at that location which is given by \( A(t) \hat{x} + B(t) \hat{z} \sum_j J_{ij} \sin \theta_j \).

To model the noise in the system, we perform a Metropolis-type update inside this model. That is, at each time step, we do the following:

1. For each spin \( i \), pick \( \theta'_i \) at random and compute the change in energy that would result if the spin were to change its state to \( \theta'_i \):

\[
\Delta E_i = -A(t)(\cos \theta'_i - \cos \theta_i) - B(t) \sum_j J_{ij} \sin \theta_j (\sin \theta'_i - \sin \theta_i)
\]
Our model’s success probability

| Number of instances | Success probability |
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Figure 5: Histogram and scatterplot of our classical model. The correlation coefficient $R$ between the D-Wave One and our model is about 0.89.

2. Update spin $i$’s state to $\theta'_i$ with probability $e^{-\Delta E_i/T}$ where $T$ is the temperature of the system which is kept constant throughout the simulation.

Note that this model is related to the $O(2)$ rotor model of [23], but differs in that we perform Metropolis-type updates instead of integrating the equation of motion. Indeed the update procedure is the direct analogue of the Metropolis algorithm in $O(2)$ model.

Our experimental results (Figure 5) show that this simple model not only exhibits a bimodal signature similar to that of the D-Wave One or simulated quantum annealing, but it also achieves a very high correlation with the success probabilities of the D-Wave One which were published in [28]. Our success probabilities were obtained by simulating the above model one thousand times on each instance, where each run consisted of 500,000 steps and the system temperature was fixed at $T = 0.22$. We note that the correlation of 0.89 achieved by our model is higher than the correlation achieved by simulated quantum annealing in [8].

4 Discussion

It is instructive to analyze the behavior of our classical model and to compare and contrast it with simulated annealing. First, if the transverse field were set to 0, i.e. if $A(t) = 0$ for all $t$, then the model simplifies to an $O(2)$ analogue of simulated annealing. To see this, note that for the Metropolis acceptance probability function $e^{-\Delta E_i/T}$, keeping the temperature $T$ constant and increasing the coupling strength $B(t)$ has the same effect as keeping $B(t)$ constant and decreasing the temperature $T$ over time. Simple experiments confirm that
our model indeed exhibits a unimodal signature if the transverse field is removed. This indicates that the transverse field is the very source of bimodal signature.

To understand this better, a closer look at the model shows that an important effect of transverse field is to provide gradation in the magnitude of $z$-components of spins. Figure 6 schematically illustrates typical states of spins with and without transverse field. Note that in the absence of transverse field, each spin will simply align in the direction of the $z$-component of the net field at that location. That is, the spin will want to point completely up or completely down regardless of the actual strength of the field, as this is the configuration that minimizes energy. The presence of a transverse field completely alters this phenomenon, because the relative strengths of the $z$- and $x$- components determine the preferred direction of the spin.

Figure 6: Role of transverse field

Figure 7: Snapshot of a typical run: $z$-components of the spins, sorted in decreasing order.
Figure 7, in which we take a snapshot of a typical simulation and plot $z$-components of the spins, confirms that the above intuition is true. The values of $z$-components are concentrated around 1 and $-1$ when there is no transverse field (red line), whereas they are more evenly distributed when there is transverse field (blue line). From an algorithmic viewpoint, it is worth drawing an analogy to spectral graph theory, in particular to the relationship between cuts and eigenvectors of graphs. In spectral graph theory, a cut of a graph is represented by a $\{-1, 1\}$-valued vector, while entries of an eigenvector of a graph can take on arbitrary real values. It is a well known fact that there exists a very interesting relationship between the two, which allows us to find a sparse cut in a given graph using information about its eigenvectors [11].

Why does the transverse field cause the model to behave more deterministically? Here we make the observation that a simulation of our model can be viewed as a fixed point iteration procedure which traces the equilibria of the time-dependent Hamiltonian. Note that there is a unique equilibrium at $t = 0$, namely the configuration where every spin points in the $x$ direction. In fact, it is straightforward to prove that under the annealing schedule of Figure 2 and the assumption that the underlying interaction graph is a subgraph of the Chimera graph, $H(t)$ has a unique equilibrium when $t < 0.02$. Moreover, we can invoke a theorem in topology [10] [21] to prove that all later equilibria are reachable from this unique equilibrium.

If we set the noise term in our model to 0, the evolution of the system is completely deterministic and therefore the same equilibrium will be reached on each run. In this case, simulation results are similar to that of [23] and it fails on too many instances to correlate well with the D-Wave machine. When there is noise, however, different equilibria are reached with different probabilities. Interestingly, our results (Figure 5) show that success probabilities are greatly enhanced with the introduction of noise. To obtain an intuitive understanding of this phenomenon, we designed the following experiment:

1. Up to $t = t_{\text{thres}}$, simulate our model as usual, with noise.
2. At $t = t_{\text{thres}}$, equilibrate the system under $H(t_{\text{thres}})$.
3. Resume the original simulation from $t = t_{\text{thres}}$, but with the transverse field $A(t)$ completely turned off.

Remarkably, we were able to obtain a very high correlation of $R \approx 0.99$ between our original model and this modified model using $t_{\text{thres}} = 0.15$. (The correlation with D-Wave One remained at about 0.88.) This result suggests the following picture for our model. In the first part of the evolution, i.e. when $t < 0.15$, we can understand the system to be making a probabilistic choice of one of the equilibria of $H(t_{\text{thres}})$. The probability with which each equilibrium is reached is governed by the behavior of the noise model. On the other hand, the second part of the evolution, i.e. when $t > 0.15$, can be understood as simulated annealing that begins at an effective temperature $T/B(t)$ which is already quite low. This means that it can roughly be thought of as local search with small perturbations which explores a very small neighborhood of the given state. Therefore, this algorithm will
succeed if and only if the first part of the evolution brings the system into a state which is sufficiently close to the global optimum.

Another result of our simulations was that the number of different equilibria reached in the first part of the process was often surprisingly low. Averaged across all instances, we only saw 20.2 distinct equilibria at $t = 0.15$, which indicates that the size of the state space explored in the first part of the evolution is not comparable with our usual expectations for a problem of size $n = 108$. Moreover, in most cases we found that there existed a few equilibria that were strongly preferred to the others, making the state space even smaller in effect and the process more deterministic. Together with the picture suggested in the previous paragraph, this offers an approximate high-level explanation of the bimodal behavior of our model.

An interesting question that remains to be studied is what happens at the so-called “branching points,” namely at those values of $t$ where the number of equilibria of $H(t)$ jumps from 1 to 2, 2 to 3, and so on. In other words, what choices are being made at those branching points and in what ways do distinct “branches” differ? A case study on the instance 13-55-29 offers a very interesting insight into this question. The instance has two distinct equilibria at $t = 0.054$, up to the two-fold symmetry of $z$-flips of all spins. Figure 8 shows how the two equilibria differ from each other. The figure suggests that the choice being made at this particular branching point is the orientation between the “white” cluster and the “black” cluster. Note that if a wrong branch is selected here, the second part of the process will not be able to correct it, as it will have to flip the entire black cluster. This is because as we already saw, the second part of the process may be thought of as simulated annealing at low temperature, and in this case the number of spins that have to be flipped simultaneously is too large.

Similar analysis on other instances and other values of $t$ confirms this intuition; branching points always correspond to points at which the orientation between large clusters gets determined. Moreover, as $t$ increases, we see smaller and smaller clusters become involved in the process. That is, we eventually see branching points which determine the orientation between one or two supernodes and the rest of the spins. From an algorithmic viewpoint, this phenomenon has significant implications. Namely, it indicates that supernodes with highly stable local configurations get fixed early in the process, and therefore the main challenge in finding the global optimum lies in breaking their two-fold symmetry based on interaction with other supernodes. Note that the energy contribution from interactions within a particular supernode remains unchanged if every spin in the supernode is flipped. However, the energy contribution from interactions between supernodes depends crucially on the relative orientation between those supernodes.

Since simulated annealing performed in the second part of the process is not able to correct more than a handful of spins at once, the main difficulty of the problem lies in choosing a correct branch in the first part of the process. However, we have seen that different branches roughly correspond to different choice of orientation between supernodes. This observation has an important implication for the computational problem being solved,
because it provides a sense in which the effective problem size may be thought of as closer to the number of supernodes $m = 16$ rather than the number of spins $n = 108$. This could be one explanation of the fact that heuristic methods such as simulated annealing perform rather well on this type of problems despite the large problem size. Therefore, to the extent that our classical model accurately represents the dynamics of the D-Wave machine, it is reasonable to conjecture that the D-Wave machine, as well as any other heuristic method, will fail to solve these problems effectively when the number of supernodes $m$ becomes sufficiently large.

It is worth emphasizing that the goal of this paper is not to provide a classical model
for the D-Wave machine, but rather to critically examine the claim that there is no simple local classical model that correlates with its input-output behavior. The classical model introduced here is useful for the purposes of studying the large-scale algorithmic features of the D-Wave machine. The task of finding an accurate model for the D-Wave machine (classical, quantum or otherwise), would be better pursued with direct access, not only to programming the D-Wave machine, but also to its actual hardware.

5 Conclusions

This paper examined the interesting claims from a recent paper by [7] based on extensive experiments, that the 108 qubit D-Wave One machine exhibits large-scale quantum behavior. The nature of the argument in that paper is algorithmic: a strong correlation was observed between the input-output behavior of the D-Wave machine with a quantum model called quantum simulated annealing, whereas it correlated poorly with two classical models: simulated annealing and classical spin dynamics. In this paper, we suggest a simple classical model, which treats each spin in the D-Wave machine as a classical magnet, which couples to neighboring magnets as well as an external field. The evolution of the system proceeds according to a Metropolis-type dynamics. Simulation of this model on the same instances reported in [7] yields higher correlation with the D-Wave input-output behavior than those of simulated quantum annealing. One way to view our model is as a classical mean field approximation to simulated quantum annealing. A direct comparison between our model and simulated quantum annealing [24] reveals an extremely high correlation of $R \approx 0.99$ (Fig 9). Hence, the correlation of the D-Wave data with simulated
quantum annealing does not impose any barrier to a classical model for D-Wave.

Further analysis of the new model indicates that the dynamics do not exhibit the the kind of combinatorial explosion one might expect from a 108-bit problem. The reason appears to be related to the 8-bit clusters in the interaction graph that appear to have the effect of reducing the effective problem size to 16 rather than 108. To the extent that this model captures the essential algorithmic features of the D-Wave One machine, this suggests that scaling to machines with larger numbers of qubits should lead to increasing problems with combinatorial explosion.
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