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Abstract This paper studies the multi-agent resource allocation problem in vehicular networks using non-orthogonal multiple access (NOMA) and network slicing. Vehicles want to broadcast multiple packets with heterogeneous quality-of-service (QoS) requirements, such as safety-related packets (e.g., accident reports) that require very low latency communication, while raw sensor data sharing (e.g., high-definition map sharing) requires high-speed communication. To ensure heterogeneous service requirements for different packets, we propose a network slicing architecture. We focus on a non-cellular network scenario where vehicles communicate by the broadcast approach via the direct device-to-device interface (i.e., sidelink communication). In such a vehicular network, resource allocation among vehicles is very difficult, mainly due to (i) the rapid variation of wireless channels among highly mobile vehicles and (ii) the lack of a central coordination point. Thus, the possibility of acquiring instantaneous channel state information to perform centralized resource allocation is precluded. The resource allocation problem considered is therefore very complex. It includes not only the usual spectrum and power allocation, but also coverage selection (which target vehicles to broadcast to) and packet selection (which network slice to use). This problem must be solved jointly since selected packets can be overlaid using NOMA and therefore spectrum and power must be carefully allocated for better vehicle coverage. To do so, we first provide a mathematical programming formulation and a thorough NP-hardness analysis of the problem. Then, we model it as a multi-agent Markov decision process. Finally, to solve it efficiently, we use a deep reinforcement learning (DRL) approach and specifically propose a deep Q learning
The proposed DQL algorithm is practical because it can be implemented in an online and distributed manner. It is based on a cooperative learning strategy in which all agents perceive a common reward and thus learn cooperatively and distributively to improve the resource allocation solution through offline training. We show that our approach is robust and efficient when faced with different variations of the network parameters and compared to centralized benchmarks.
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1 Introduction

Vehicle-to-everything (V2X) communication is an integral part of future intelligent transportation systems (ITS) and has become a key communication paradigm in future wireless networks [14]. Indeed, V2X communication is one of the key verticals in fifth generation (5G) networks [17, 38]. In 3rd generation partnership project (3GPP) release 16, the new radio cellular-V2X (NR C-V2X) communication supports two transmission modes: a direct mode with NR C-V2X sidelink, and an over-the-cellular network mode, that together, provide seamless connectivity to vehicles through a unified radio. V2X communication enables information sharing through vehicle-infrastructure (V2I), vehicle-to-pedestrian, vehicle-to-vehicle (V2V), or vehicle-to-cellular network (V2N) communication. V2X communication covers a range of use cases [2] that can broadly be divided into safety services, non-safety services and infotainment services. Safety services are the main use case of V2X communication, and aim to improve road safety by enabling road users and/or infrastructure to exchange information in a timely manner to avoid accidents. Non-safety services are offered by ITS to improve traffic management and efficiency. Infotainment services include other value-added services for vehicle users such as video streaming or content sharing [25, 37]. Despite the convenience of a unified radio, the diverse service requirements of vehicular applications make the problem of resource allocation in V2X communication very challenging [10–13]. A key challenge is to support future 5G vehicular services with extremely diverse performance requirements using a unified radio interface. Network slicing is a potential solution to solve this key challenge [17, 25]. Network slicing belongs to software defined networking [14] and is a tool that allows network operators to support virtualized end-to-end networks by creating different logical networks on top of a common, programmable physical infrastructure.

In this paper, we propose a novel solution to solve the challenging problem of resource allocation in a 5G vehicular network using network slicing. Specifically, we focus on V2V sidelink communication without the assistance of a base station such as a 5G-NR next generation NodeB (gNB). Network slicing in such scenarios is more challenging because the proposed solutions must be distributed and implemented independently in each vehicle. In V2V communication, 5G-NR has defined different ways to send information, including broadcast, unicast and groupcast communication techniques [3]. In this article, the broadcast technique is considered. On the other hand, non-orthogonal multiple access (NOMA) is a promising technique
for increasing spectrum efficiency in wireless networks in general [19] and in vehicular networks in particular [20]. NOMA has been shown to be effective in providing broadband communications and massive connectivity because it allows multiple transmitting devices to share common spectrum resources (in time and/or frequency) [21].

In this paper, we propose network slicing-based resource allocation framework using NOMA for V2V broadcast communication. We answer the following important question: “how to distributively allocate the different resources in network slicing-based vehicular network in order to guarantee the latency, reliability and rate requirements of the different slices?”.

The problem considered, hereafter called vehicle resource allocation (VRA), is a four-dimensional problem that involves the allocation of four resources corresponding to the following four decisions: deciding which packet to send, deciding the broadcast range, deciding which resource blocks (RBs) to use for transmission, and deciding the transmission power. The use of NOMA is attractive for the development of distributed solutions because some RBs can be reused by multiple transmitting vehicles and thus there is no need to pay attention to collisions. By carefully allocating different vehicle resources (slice, coverage, RBs, and power) and applying successive interference cancellation (SIC) to the corresponding receivers, NOMA can help increase the capacity of various vehicle network applications. It should be noted that the use of NOMA in broadcast communications is different from the usual NOMA technique in wireless uplink and downlink networks and is more difficult to apply. This is due to the nature of broadcasting in vehicle networks: two transmitting vehicles broadcasting with two different transmission powers to the same group of receiving vehicles must carefully distribute their transmission powers so that the corresponding receivers can successfully apply SIC.

1.1 Contributions

To the best of our knowledge, this is the first work that distributively solves VRA in 5G NR C-V2X sidelink communication based on network slicing and NOMA. To do so, we apply deep reinforcement learning (DRL) [6, 32, 35]. In general, deep learning (DL) has had significant success in various disciplines and is applied differently to various problems in vehicular networks [47] and reinforcement learning [5, 34] helps in solving complex problems. With the help of DRL, we provide a distributed and model-free solution to VRA. On the other hand, we propose a model-based formulation using integer programming and analyze the NP-hardness of VRA. The contributions of our work are summarized in the following list.

- We formulate VRA as a mixed integer nonlinear program.
- We prove that VRA is NP-hard even in its simplest form.
- We model VRA as a multi-agent Markov decision process.
- We propose a deep Q learning (DQL) algorithm to provide an online and distributed resource allocation solution that incites, through proper reward function design, the agents (the vehicles) to work cooperatively.
– We compare DQL to optimal and centralized benchmark algorithms that we have adapted to solve VRA and we demonstrate the superior performance of DQL.

1.2 Related Work

Di et al. [21] used NOMA to solve the RB and power allocation problem in a V2X communication network where the objective is to maximize the number of successfully decoded signals subject to scheduling and fairness constraints. The proposed solution is applied in two phases: a centralized phase and a distributed phase. In the centralized phase, the authors solved the RB allocation problem by transforming it into an assignment problem and propose a rotation-based algorithm. In the distributed phase, the authors proposed a distributed algorithm to find the transmission power of vehicles to improve the performance of NOMA. Liang et al. [29] focused on maximizing the sum rate of V2I links while guaranteeing minimum quality of service (QoS) for V2I and V2V links. The minimum QoS of V2V links ensured reliable communication by imposing a minimum threshold value for the outage probability of the achievable rate. The authors assumed that the channel state information (CSI) at the base station is delayed due to high mobility. The authors decoupled the problem by considering the case of a single V2I user and a single V2V user and derived the power allocation vector. Then, using the allocated power, they found the spectrum allocation by transforming the problem into an assignment problem and used the Hungarian algorithm to solve it. The proposed solution is based on a central coordination point and does not include network slicing or vehicle coverage optimization. Nasir et al. [39] solved the classical power allocation problem in an interference channel using model-free DRL. Particularly, the proposed solution can be summarized as follows. After collecting CSI and QoS information, each transmitter adapts its own transmit power accordingly. The objective is, as usual, to maximize the total weighted sum-rate. The proposed method used DQL to develop a distributed solution. Liang et al. [31] proposed a multi-agent DRL framework to solve the challenging problem of resource allocation in a V2X communication network. In particular, the problem involved spectrum sharing between V2I links and V2V links and the objective was to ensure ultra-low latency communication for V2V links and high throughput for V2I links. The proposed solution is based on DQL to provide a distributed solution for the RB and power allocation problem. Campolo et al. [18] used the LTE V2X Mode 4 scenario to improve the decoding probability of V2V links while considering full duplex radios. The overall objective was to improve the existing approach used in LTE V2X Mode 4 and specifically the work aims to improve resource allocation and reduce collisions and packet decoding. However, the resource allocation should be updated every period based on the collision history which may increase the overhead. Liang et al. [30] examined resource allocation in vehicular device-to-device communications. In particular, the authors solved the problem of spectrum and power allocation while maximizing the throughput of V2I links and ensuring the reliability of V2V links. Zhang et al. [49] studied a vehicle network using multi-access edge computing (MEC) with backup cloud servers. They proposed a DQL algorithm to offload vehicle tasks to the MEC servers to minimize the total processing time of
vehicle tasks. The results showed superiority in terms of processing time, especially when backup cloud servers are considered. Sharif et al. [4] studied the problem of clustering vehicles in Internet of vehicles (IoV) networks. They proposed a DRL-based approach to select cluster heads for resource allocation among vehicles. Their approach is based on the DRL actor-critic method where the policy and the value function are separated. The policy is called the actor because it selects actions while the value function is called the critic because it criticizes the actions chosen by the actor. Their approach was compared to static and DQN-based approaches and found to outperform them, especially in terms of convergence time, i.e., the actor-critic approach required fewer iterations to achieve better throughput. Zhang et al. [50] studied the problem of mode selection (V2V mode or V2I mode) and resource allocation (RB and power) in V2X communication networks. The problem is formulated to maximize the total capacity of V2I users and guarantee the latency and reliability of V2V users. The authors proposed a multi-agent DRL approach in a two-time scale architecture. In a large time scale, a graph-theoretic based vehicle clustering algorithm is proposed. In a small time scale, vehicles in the same group cooperate to form a single DRL model based on federated learning. Ye et al. [46] considered RB and power allocation in V2X communication networks. The aim was to design a multi-agent DRL algorithm where V2V agents learn to reduce interference with all V2I links and with other V2V links while meeting their latency requirements. A DQL algorithm is proposed with low communication overhead.

In the above previous work, the integration of network slicing and NOMA in V2V communication networks with the consideration of broadcast communication in 5G-NR C-V2X assisted sidelink communication scenario is not well analyzed and solved. The challenging multidimensional problem of coverage, slice, RB, and power optimization is not solved distributively and without the help of cellular network in previous work. In this work, we fill this research gap by first proposing a mathematical programming model and then studying its NP-hardness. Then, we use DRL to propose a distributed multi-agent solution to this multidimensional problem.

1.3 Organization

The paper is organized as follows. Section 2 presents the model including the system assumptions and the mathematical programming model and it studies the NP-hardness of the problem. Section 3 presents the multi-agent deep reinforcement learning framework and describes the proposed algorithm. Section 4 presents centralized benchmark algorithmic solutions and gives some simulation results. Finally, section 5 draws some conclusions.

2 Model

2.1 System Model

We consider a vehicular network composed of \( n + m \) vehicles. A set \( \mathcal{V} \) of \( m \) vehicles generates traffic and is called transmitting vehicles. The remaining vehicles form a
set $W$ of $n$ receiving vehicles. All vehicles operate in the 5G-NR C-V2X-assisted sidelink communication scenario [3] and thus communicate with each others via the direct device-to-device interface. The transmitting vehicles transmit according to the broadcast communication approach [9]. Since transmitting vehicles are not able to broadcast to all other vehicles, coverage selection must be optimized. In other words, a transmitting vehicle $v \in V$ can broadcast only to a subset $W_v \subseteq W$ of the receiving vehicles. The proposed resource allocation is carried out autonomously by the vehicles according to the autonomous mode of 5G-NR [9]. The total time duration is divided into a set $T$ of $T$ time-slots of length $\tau$ seconds each. The total transmission bandwidth is divided into a set $F$ of $F$ frequency-slots. A resource block (RB) is given by the pair $(f, t)$ for each frequency-slot $f$ and time-slot $t$ [1].

Several use cases can be supported by our model, including cooperative communication using extended sensors [9]. To be able to provide guaranteed heterogeneous service requirements of these use cases, we propose a communication architecture based on network slicing. Network slicing is an effective solution to satisfy the requirements of various use cases of wireless networks in general and vehicular networks in particular [25]. This is done primarily by creating logical networks on top of a common, programmable infrastructure [25]. It is known that network slicing involves the core network (CN) as well as the radio access network (RAN). In this paper, we consider network slicing in the RAN only. In our system model, we create two slices. The first slice is reserved for non-safety applications and is called the non-safety slice (or slice 1). It is designed primarily to support non-safety related traffic that is characterized by high-throughput transmissions, e.g., video streaming. On the other hand, the second slice is reserved for safety applications and is referred to as the safety slice (or slice 2), which is designed primarily for safety-related traffic that is characterized by extremely low latency requirements [16], e.g., emergency alerts and accident reports. An example of our system model is given in Fig. 1.

Fig. 1: An example of the system model with three transmitting vehicles.
Each transmitting vehicle $v \in \mathcal{V}$ generates two packets of size [in bits] $\sigma^n_v$ and $\sigma^s_v$. Without loss of generality, the packet sizes are called packet requirements. Each packet corresponds to a specific traffic (either non-safety related traffic or safety related traffic). Based on our network slicing architecture, a non-safety related packet is transmitted on the logical non-safety network slice and requires a high throughput. On the contrary, a safety-related packet is transmitted on the logical safety network slice and thus has strict latency requirements. We call these two packets “non-safety packet” and “safety packet” and refer to them as $\text{pkt}^n_v$ and $\text{pkt}^s_v$ respectively. For a packet to be successfully transmitted, the corresponding transmitting vehicle must be assigned a number of RBs such that the number of achievable bits on those assigned RBs is at least equal to the requirements of the corresponding packet. Note that the non-safety packet $\text{pkt}^n_v$ corresponding to the vehicle $v$ can be assigned any of $\mathcal{F} \times \mathcal{F}$ RBs so that its requirements are met. On the other hand, the safety packet $\text{pkt}^s_v$ arrives during the considered time horizon at a specific time-slot $s_v$. Due to the strict latency requirements of $\text{pkt}^s_v$, we associate with it a positive integer $e_v$, where $s_v \leq e_v \leq T$, that denotes its deadline. Thus, $\text{pkt}^s_v$ must meet its requirements by scheduling it on any frequency-slot $f$ such that for the RB $(f, t)$, the time-slot $t$ belongs to $\{s_v..e_v\}$, i.e., the admissible set of RBs belongs to $\mathcal{F} \times \{s_v..e_v\}$.

The normalized power gain of the wireless channel between $v \in \mathcal{V}$ and $w \in \mathcal{W}$ on the RB $(f, t)$ is given by $g_{v,w,f}(t) = |h_{v,w,f}(t)|^2/N_0$, where $N_0$ is the noise power and $h_{v,w,f}(t)$ is the channel coefficient that includes fast and slow fading. Each $v \in \mathcal{V}$ transmits $\text{pkt}^i_v$ (for $i \in \{s, n\}$) with a transmission power $p_{v,f}^i(t)$ through RB $(f, t)$ that belongs to $[0, p^\text{max}_v]$. In the considered system model, the selection of vehicle coverage, i.e., the selection of the receiving vehicles targeted for broadcast, is a significant challenge. According to [2], a transmitting vehicle transmits to all intended receiving vehicles within a certain distance, and this distance must be carefully designed to improve the performance of vehicular networks. The selection of vehicle coverage can be seen as vehicle clustering that was recently discussed in [40]. Thus, for successful packet transmission, a transmitting vehicle $v \in \mathcal{V}$ must: (i) decide whether to send both packets or only the safety packet, (ii) decide which receiving vehicles to broadcast to, (iii) allocate the necessary RBs, and (iv) allocate the transmission powers $p_{v,f}^n(t)$ and $p_{v,f}^s(t)$ for each allocated RB $(f, t)$. To improve the spectral efficiency of the system, non-orthogonal multiple access (NOMA) can be used to overlay transmissions from the transmitting vehicles to a common receiving vehicle. The common receiving vehicle then uses successive interference cancellation (SIC) to decode the superimposed transmissions. For simplicity, if a transmitting vehicle transmits both packets, it uses orthogonal RBs, i.e., NOMA is applied in different transmitting vehicles and not in the transmission of the same transmitting vehicle.

2.2 VRA Optimization Model

Let $x^n_{v,w,f}(t) = 1$ (resp. $x^s_{v,w,f}(t) = 1$) if and only if vehicle $v$ transmits to vehicle $w$ the non-safety packet (resp. the safety packet) on the RB $(f, t)$ and $y^n_{v,w} = 1$ (resp. $y^s_{v,w} = 1$). The notation $\{a..b\}$ with $b \geq a$ denotes the integer interval between $a$ and $b$ (inclusive).
The signal-to-interference-plus-noise ratio (SINR) of the $i$th packet ($i$ denotes either the non-safety packet or the safety packet, i.e., $i \in \{n, s\}$) between vehicle $v \in V$ and vehicle $w \in W$ on the RB $(f, t)$ is given by:

$$
\text{sinr}_{v,w,f}(t) := \frac{p_{i,v,f}(t)g_{v,w,f}(t)}{1 + I_{v,w,f}(t)},
$$

where $I_{v,w,f}(t)$ is the interference generated by other transmitting vehicles broadcasting on RB $(f, t)$, which is given by:

$$
I_{v,w,f}(t) = \sum_{v' \in V_{v,w,f}(t)} g_{v',w,f}(t)(p_{nv',f}(t) + p_{sv',f}(t)),
$$

and $V_{v,w,f}(t) = \{v' \in V : g_{v,w,f}(t) > g_{v',w,f}(t)\}$. In (2), we used $p_{nv',f}(t) + p_{sv',f}(t)$ because we assumed that a transmitting vehicle sends its packets on orthogonal RBs.

Our main focus is on optimizing the packet reception ratio (PRR) in V2X communication networks. Technically, it is called Type 2 PRR and is defined in [2] as follows: for a packet and a transmitting vehicle, the PRR is given by the percentage of vehicles with successful reception among the total number of receiving vehicles. For this purpose, we optimize the total number of vehicles with successful reception. Therefore, the objective function is given by:

$$
\sum_{v \in V} \sum_{w \in W} (y^v_{n,w} + y^v_{s,w}).
$$

We note that the objective function is an unweighted sum of the number of successfully delivered packets, which means that safety and non-safety packets are treated the same. Nevertheless, since safety packets are generally lighter in bit size, they should be delivered more often than non-safety packets as we show in the simulation results. Adding the weights $\lambda_n$ and $\lambda_s$ to the objective function is a straightforward approach to prioritize each type of packet, but further analysis of fairness is needed, which will be left for our future work.
The objective function and the constraints are explained in the following list.

- The objective function in (4a) represents the number of successfully received packets.
- Constraints (4b) and (4c) represent the optimization variables.
- Constraints (4d) force a packet to be successfully received only if its achievable bits (where \( \beta \) is the bandwidth and \( \tau \) is the time-slot duration) on the allocated RBs are greater than the minimum required bits.
- For the sake of fairness, constraints (4e) require that transmitting vehicle \( v \) at time-slot \( t \) should not use more than one frequency-slot to send packet \( i \).
- Constraints (4f) and (4g) relate the variables \( x_{v,w,f}(t) \) and \( y_{i,v,w} \).
- Constraints (4h) state that transmitting vehicle \( v \) should use orthogonal RBs to send both the safety and the non-safety packets.
- Constraints (4i) guarantee that vehicle \( v \) should transmit its safety packet only in the range \( \{s_v..e_v\} \) of time-slots.
- Constraints (4j) guarantee that the transmission power of vehicle \( v \) should be zero if \( v \) does not transmit any packet.

Problem (4) is nonlinear and nonconvex because of the constraints (4c). We show in the next subsection that it is in addition NP-hard even for a special case that can be formulated as an integer linear program. Thus, (4) is very challenging to solve in an optimal way and it is even more difficult to solve it in a distributed manner without assuming the existence of a central coordination point.

2.3 NP-hardness

**Lemma 1** VRA is NP-hard.

**Proof** We prove the lemma by restriction. We consider the following restricted version of VRA:

1. there is only the safety slice;
2. there is a single frequency-slot;
3. there are \( m \) transmitting vehicles and a single receiving vehicle \( w \);
4. the arrival and deadline of the safety packet of vehicle \( v \) are \( s_v = 1 \) and \( e_v = T \), respectively;
5. OMA technique is assumed; and
6. all transmitting vehicles are allocated their maximum power.
Under this restriction, VRA becomes equivalent to the following problem: maximize the number of safety packets successfully received by $w$ while allocating time-slots to the transmitting vehicles such that (i) the minimum required rate of vehicle $v$ is met, and (ii) the transmitting vehicles do not use the same time-slots.

We prove NP-hardness of this restricted version of VRA by reducing the maximum independent set (MIS) problem \cite{23} to it in polynomial time.

Let an instance of MIS be given by a graph. Vertices represent transmitting vehicles while edges represent time-slots. An edge exists between two vertices if and only if one of the corresponding vehicles can be scheduled in the corresponding time-slot. We can construct the channel coefficients between transmitting vehicle $v$ and $w$ at time-slot $t$ as follows: if the edge corresponding to $t$ is incident to the vertex corresponding to vehicle $v$, then the channel coefficient is set to 1, otherwise it is set to 0. The transmission power and the noise power are set to 1. The minimum number of bits required by vehicle $v$, $\sigma_{v,txts/\sigma}$, is chosen equal to the degree of vertex $v$.

If there exists an independent set $IS$ in the given graph of maximum size, then by scheduling vehicle $v \in IS$ at time-slot $t$ (for each $t$ incident to $v$), we have a maximum number of scheduled vehicles. Since we have an independent set, it is true that each time-slot is used by at most one vehicle. Moreover, by construction of the channel coefficients, the rate reached by vehicle $v$ is equal to the degree of vertex $v$. On the other hand, if there is a solution to the restricted version of VRA of maximum size, then, to meet the minimum number of bits required, vehicle $v$ must be scheduled in all time-slots incident to it. The set of scheduled vehicles forms an independent set of maximum size since each time-slot is used by at most one vehicle.

In summary, MIS reduces to the restricted version of VRA in polynomial time and the latter is solved if and only if the former is solved. The proof of the lemma follows since MIS is a well known NP-hard problem \cite{23}.

### 3 Multi-Agent Deep Reinforcement Learning Based Resource Allocation

When vehicles operate in 5G-NR C-V2X assisted sidelink scenario, the resource allocation problem becomes very difficult to solve due to the lack of a central coordination central point acting as a network manager. Therefore, it is necessary for vehicles to solve the resource allocation problem by themselves. To this end, we use multi-agent DRL to develop an online distributed algorithm to solve VRA. The proposed algorithm is based on the well-known deep Q learning (DQL) approach \cite{36}. DQL operates in two phases: the learning (or the training) phase and the inference (or the testing) phase. In the training phase, each agent trains a deep neural network, often referred to as deep Q network (DQN). In the inference phase, each agent, based on its observations, takes actions based on its trained DQN.

DQL is a major improvement of the table-based method called Q-learning. Q-learning works by creating a table of state-action pairs and finding the best action given a certain state. It often uses an exploration policy called the $\epsilon$-greedy method in which an action is chosen at random with probability $\epsilon$ and is chosen to give the best reward so far otherwise. Q-learning can solve an interesting set of RL problems. However, when the state and action spaces become large (which is often the case in...
resource allocation problems in wireless networks), creating a Q-table and finding the best policy becomes a prohibitively complex task. In addition, many states will be very rarely visited. Moreover, the task of learning tabular Q becomes even more complex when the learning is multi-agent.

DQL is a promising approach that can be used to solve the curse of dimensionality in RL [36] by approximating the Q function instead of using a Q table. One way to solve the multi-agent problem in RL is to combine DQN with independent Q learning for each agent. In other words, each agent tries to learn its own policy based on its own observations and actions while treating all other agents as part of the environment. However, this will strongly influence the outcome of the training phase as it will create a non-stationary environment. Therefore, we will also discuss how to remove the non-stationarity problem by creating a specific state space.

Before describing the proposed DQL algorithm, we first model VRA as a multi-agent Markov decision process (MDP) defined by a state space, an action space, a reward function, and a probability transition function. Each transmitting vehicle, as an independent agent in a given state, performs an action, receives a reward, and transitions to the next state based on its interaction with the vehicle environment. This interaction with the unknown vehicle environment allows each agent to gain experiences and increase its accumulated rewards. The interaction of the agents with the environment is illustrated in Fig. 2. To maximize system performance, i.e., the objective function of VRA in (4), the agents must act cooperatively. By specifically designing the reward function, we are able to construct a multi-agent RL framework in which agents cooperatively maximize the objective function of VRA.

Mathematically, at each time-slot $t$, given that the environment is in the state $S(t)$, each $v$ transmitting vehicle successively (i) receives an observation $O_v(t)$ from the environment, (ii) takes an action $a_v(t)$, and (iii) receives a reward $r(t+1)$. Then, the environment evolves to the next state $S(t+1)$. The reward function $r(t+1)$ is independent of agent $v$, meaning that agents receive a common reward signal. This is designed to encourage cooperative behavior among agents. The reward function

![Fig. 2: The multi-agent interaction with the vehicle environment.](image-url)
\( r(t + 1) \) is computed as soon as all agents take their actions, forming a common action \( a(t) = (a_v(t), a_{\neg v}(t)) \), where \( a_{\neg v}(t) \) denotes the actions of all vehicles but \( v \). In the following, we describe the key elements of the multi-agent MDP.

3.1 The State Space

The state \( S(t) \) of the vehicle environment at time-slot \( t \) is not known directly by each transmitting vehicle (called agent from now on). Instead, given the state \( S(t) \), each agent \( v \) receives an observation \( O_v(t) \). State \( S(t) \), which is hard to acquire by each agent due to its high mobility, includes accurate and global information about CSI of all agents and their transmission behaviors (e.g., the remaining data bits to be sent in future time-slots). However, each agent \( v \) can gain knowledge only by observing the environment using \( O_v(t) \). In our model, \( O_v(t) \) includes local CSIs and transmission behavior of \( v \) alone. Specifically, \( O_v(t) \) is given by the following tuple:

\[
O_v(t) = (g_v(t), d'_v(t), z(t), l_v(t), s_v, e_v, k, \epsilon),
\]

where \( g_v(t) := (d_{v,w}(t) : w \in W_v) \) represents the large-scale and small-scale fading between agent \( v \) and all other receiving vehicles \( W_v \). The value \( g_v(t) \) can be accurately estimated by the receiving vehicles and returned to each agent without significant delay [39]. Similarly, \( d'_v(t) \) is the distance between agent \( v \) and all other agents. The distances \( d'_v(t) \) help agent \( v \) observe the location of other agents (who are likely to interfere with it) and thus contribute to the required cooperative behavior. The distance \( d'_v(t) \) is location-based channel information that can be accurately estimated by agent \( v \) and can be fed back to \( v \) with a delay-free communication [39]. Therefore, it can be assumed that \( g_v(t) \) and \( d'_v(t) \) are instantly available to agent \( v \). In addition, \( O_v(t) \) includes a decision variable \( z(t) \) that indicates whether or not the agents were transmitting in previous time-slots and if so, which packet did they transmit. The fourth observation that agent \( v \) acquires is \( l_v(t) \) which indicates the remaining bits of the two packets that agent \( v \) should send (e.g., initially, \( l_v(t) = \sigma_v \)). The observation also includes the global start time \( s_v \) and end time \( e_v \) to primarily capture the safety packet’s deadline. The last two parameters that \( O_v(t) \) includes are the learning episode index \( k \) and the exploration rate of exploration policy \( \epsilon \)-greedy. These last two parameters are used mainly to remove the non-stationarity problem that arises in multi-agent DQL [22]. In fact, DQL relies on an experience replay memory that is used to better train the DQN by creating a data set and applying batch sampling from time to time. As discussed earlier, if DQL is applied to each agent independently, non-stationarity occurs and batch sampling no longer reflects the current dynamics of the environment. In [22], the authors solved the non-stationarity problem by conditioning each agent’s Q-function on a fingerprint that tracks the policies of the other agents. They showed that the agent’s policy is strongly correlated with the training episode index \( k \) and the exploration rate \( \epsilon \).
3.2 The Action Space

The VRA problem is solved online, i.e. on a time-slot basis. At each time-slot, the agent has to make four decisions which are given as follows: (i) coverage broadcast selection, (ii) packet selection, (iii) RB allocation, and (iv) power allocation. The first decision is the selection of the set of receiving vehicles to broadcast to. The second decision is the selection of the packet to broadcast (safety or non-safety). The third decision is the selection of the frequency-slot and time-slot to be used for transmission. Finally, the fourth decision is the allocation of transmission power for transmitting vehicles. For (i), we define a set of coverages $\mathcal{C} := \{c_1, c_2, \ldots, c_\delta\} \cup \{0\}$ from which the coverage of each transmitting vehicle could be selected. Thus, if an agent chooses $c_i \in \mathcal{C}$ for a certain $i \in \{1, 2, \ldots, \delta\}$, then it will broadcast to all the receiving vehicles that are present in the circle of radius $c_i$ (note that when $c_i = 0$, the transmitting vehicle will not broadcast any packet). For (ii), we define the set $\mathcal{B} := \{\emptyset, \{1\}, \{2\}, \{1, 2\}\}$ that indicates which packet of which slice the agent will transmit. The agent has four possible choices: it does not transmit, it transmits packet 1 (from slice 1), it transmits packet 2 (from slice 2), or it transmits both packets (from slices 1 and 2). For (iii), the RB allocation consists in choosing the frequency-slot $f$ to use in the current time-slot $t$. The last decision is (iv) which represents the power allocation. Normally, power should be allocated from a continuous interval $[0, p_{\text{max}}^v]$ which makes DQL implementation more complex. Nonetheless, discrete power allocation is a realistic assumption in many real systems [8, 33, 42]. Thus, to keep things simple and realistic and following the assumptions of previous work [31], we define a set $\mathcal{P} = \{p_1, p_2, \ldots, p_\ell\}$ of discrete power levels that the agent can use to transmit its packets on the allocated RB.

In summary, the action space of agent $v$ at time-slot $t$ is given by the set $A_v(t) := \mathcal{C} \times \mathcal{B} \times \mathcal{F} \times \mathcal{P}$.

3.3 The Reward Function

As discussed in 5G-NR C-V2X, an important optimization objective in vehicular broadcast communication is the PRR, which is directly related to the number of successfully received packets. In VRA, we correlate the objective function in (4) with the reward function. The flexibility in the design of reward functions is what makes RL a particularly attractive approach to solving NP-hard problems like VRA.

The reward of agent $v$ at time-slot $t$ depends on whether the agent successfully transmits the packet or not. As long as the packet is not successfully transmitted, the reward is set to the normalized achievable rate between agent $v$ and each of its selected receiving vehicles. (Normalization is used to make the reward less than one.) As soon as the agent successfully transmits its packet, the reward is set to 1 (the highest possible reward for agent $v$). Setting the reward to a number less than 1 when the agent has failed to transmit its packet helps the agent to acquire useful informations for its future decisions. Furthermore, by setting the maximum possible reward once the packet has been successfully transmitted, the agent learns the best possible outcome. Agent’s $v$ individual reward at time-slot $t$ when transmitting packet $i$ to $w$
using frequency-slot $f$ is given by the following formula:

$$\beta \tau \Gamma \lg(1 + \sin r_{v,w,f}(t)), \quad \text{if } v \text{ does not finish its transmission},$$

$$1, \quad \text{otherwise},$$

(6)

where $\Gamma$ is a normalization constant to make the reward less than 1.

The reward function $r(t)$ is thus the sum of all individual rewards of each agent; creating a common reward for all agents. This will encourage agents to play cooperatively while learning, in order to maximize their rewards.

The goal of the DQL is to maximize the cumulative (discounted) reward in the long run, given an initial state of the environment $S(0)$. This cumulative reward is given mathematically by:

$$\sum_{t=0}^{\infty} \gamma^k r(t + \iota + 1), \quad 0 \leq \gamma \leq 1,$$

(7)

where $\gamma$ is called the discount factor.

3.4 The Transition Probability Function

The evolution of the environment from one state to another is often modeled by a probability distribution function. It is given mathematically by the probability of moving to state $S(t+1)$ and obtaining reward $r(t+1)$ given that the environment was in the state $S(t)$ and that the action taken was $a(t)$, i.e. $Pr[S(t+1), r(t+1)|S(t), a(t)]$. This probability function depends on the highly dynamic vehicular environment (depends on channel coefficients and vehicle motion) and cannot be computed explicitly due to the complex nature of the vehicular environment.

3.5 The Training Phase of DQL

As discussed previously, DQL is composed of two phases: the learning phase and the inference phase. The learning phase lasts a number of episodes where each episode spans a time horizon of $T$ time-slots. DQL uses deep neural networks to approximate the Q function. We leverage DQL with prioritized replay memory [41] and a dueling [45]. In general, experience replay memory helps agents remember and use past experiences. Standard replay memory is used to sample experience transitions uniformly, without paying attention to the importance of the sampled experiences. Note, however, that prioritized experience replay memory is proposed to pay more attention to important experiences. This indeed allows agents to learn better [41]. On the other hand, dueling [45] is proposed as a new neural network architecture that represents two estimators for the Q-function.

The proposed DQL algorithm uses a DQN with a weight vector $w_v$ to represent the Q-function of each agent $v$. In other words, we create $m$ DQNs; one for each agent. The input of DQN $v$ is given by the observation $O_v(t)$ obtained by observing the state of the vehicle environment $S(t)$. The output of the DQN $v$ is the value of the
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Q function which is given by the appropriate action taken by agent $v$ among the set of possible actions $A_v(t)$. All DQNs are trained simultaneously. Note that we assume some level of synchronization between agents, which can be achieved by a central controller (or a roadside unit) that collects agents’ actions and forms the joint action to calculate the common reward function. In fact, once each agent chooses its action, it sends it to the roadside unit (RSU). Next, the RSU forms a joint action composed of agents’ individual actions. It can then check if the joint action is feasible or not according to the problem constraints and can calculate the common reward function.

The learning phase lasts $H$ episodes. In each episode, agents explore the action space using the $\epsilon$-greedy policy. Each episode $k$ covers a time horizon of $T$ time-slots. At the beginning of the first time-slot, the initial state of the vehicular environment (initial distances of vehicles, etc.) is revealed to all agents. For each time-slot $t \geq 1$, each agent chooses an action, that is a tuple $a_v(t) := (c_v, b_v, f_v, p_v) \in A_v(t)$, according to $\epsilon$-greedy, where $c_v$ is the coverage area, $b_v$ is the packet(s) to be sent, $f_v$ is the frequency-slot and $p_v$ is the transmission power. Once all agents have chosen their actions, a joint action $a(t)$ is formed and the reward function $r(t + 1)$ is calculated at the next time-slot $t + 1$. Each agent moves to the next state due to the evolution of the channel coefficients and vehicle mobility. The resulting tuple $\text{Exp}_v := (O_v(t), a_v(t), r(t + 1), O_v(t + 1))$ is called the experience of agent $v$ and is stored in its prioritized replay memory with some associated priority. After a few episodes, a mini-batch $M_v$ is sampled according to the priorities from the prioritized replay memory. This mini-batch is used to update the DQN weight parameter using a variant of the stochastic gradient descent algorithm to minimize the loss function. The loss function is given by the mean square error as follows:

$$\sum_{\text{Exp}_v \in M_v} \left[ r(t + 1) + \gamma \max_{a_v} \{Q(O_v(t + 1), a_v; w_v)\} - Q(O_v(t), a_v(t); w_v) \right]^2,$$

where each DQN is represented mathematically by the Q function $Q(O_v(t), a_v(t); w_v)$ (that DQL tries to approximate) and $w_v$ is the weight parameter of a duplicate copy of the original DQN (the target DQN) that is created in order to update the original DQN from time to time. The creation of a target DQN is suggested by the quasi-static target network method [36] to set the targets of the Q values. The pseudocode for the learning phase of the DQL algorithm is given in Algorithm 1.

The training phase of DQL requires as input the vehicular environment which includes vehicles, channel coefficients, packet requirements, available RBs and any other relevant network parameters. It returns as output trained DQN of each agent. First, DQL generates all the vehicular network parameters, and then it initializes the weights of each DQN. Then, it iterates the episodes. For each episode $k$, the vehicular environment is constructed by (i) updating the network parameters, e.g., the remaining bits of each agent are updated based on the previous episodes, and (ii) moving the vehicles according to the mobility model. Then, the exploration rate $\epsilon$ is annealed based on the episode index. The annealing of the exploration rate over time is a technique used in RL to solve the dilemma between exploration and exploitation, i.e.,
Algorithm 1 The Training Phase of DQL

Require: Agents and environment.
Ensure: Trained DQNs.
1: Start simulator: generate vehicles and network parameters.
2: Initialize the DQN of each agent $v$.
3: for each episode $k \leftarrow 1$ to $H$ do
4:   Reset and build the environment. //Generate vehicles, their speeds and directions, generate network parameters and QoS requirements, etc.
5:   Anneal the exploration rate $\epsilon$ for each agent. //Use the decayed $\epsilon$-greedy approach in (9).
6:   for each time-slot $t \leftarrow 1$ to $T$ do
7:      $t_k \leftarrow (k-1)T + t$
8:      for each agent $v$ do
9:         Observe $O_v(t)$. //The observation includes all vehicular network parameters according to (5).
10:        Choose an action $a_v(t)$ using $\epsilon$-greedy.
11:     end for
12:     Obtain the joint action $a(t)$. //The action of all agents.
13:     Find the common reward $r(t+1)$. //The reward is designed as in (6).
14:     for each agent $v$ do
15:        Obtain the next observation $O_v(t+1)$.
16:        Prioritize the experience $\text{Exp}_v$. //For any agent, its $t$th experience is assigned a priority $\pi_t$ as given in (10).
17:        Store $\text{Exp}_v$ in $M_v$.
18:     end for
19:     if $t_k \bmod T_{\text{train}} = 0$ then
20:        Sample a mini-batch from $M_v$. //For any agent, its $t$th experience is sampled according to its probability $\Pi_t$ given in (10). We sample according to these probabilities $N_{\text{samples}}$.
21:        Do a mini-batch training. //After constructing the dataset of samples, each agent starts the training by applying the stochastic gradient descent algorithm to minimize its loss function according to (8).
22:        Update the priorities. //The priority of every experience $t$ is updated according to the temporal difference $\Delta_t$ as in (11).
23:     end if
24:     if $t_k \bmod T_{\text{target}} = 0$ then
25:        Update the target DQN of $v$.
26:     end if
27: end for
28: end for

over time we decrease $\epsilon$ to increase the probability of exploitation when the agent starts to learn something useful. To perform annealing, we use the decayed $\epsilon$-greedy algorithm which works as follows. Let $\epsilon_{\text{start}}$ be the initial value of $\epsilon$ (before the first episode) and let $\epsilon_{\text{end}}$ be the final value of $\epsilon$. Let $H_k$ be the number of learning episodes.
After which the annealing stops. Thus, the value of $\epsilon$ is updated (annealed) according to:

$$
\begin{align*}
\epsilon & \leftarrow (\epsilon_{\text{start}} - \epsilon_{\text{end}})(1 - k/H_k) + \epsilon_{\text{end}}, & \text{if } k < H_k \\
\epsilon & \leftarrow \epsilon_{\text{end}}, & \text{otherwise}.
\end{align*}
$$

(9)

After $H_k$ episodes, the value of $\epsilon$ is no longer decreased and is set to $\epsilon_{\text{end}}$.

Once all agents have chosen their actions based on the annealed $\epsilon$ as in (9), the joint reward is computed by each receiving vehicle through the physical sidelink feedback channel (PSFCH) [3]. Specifically, a receiving vehicle calculates the received $\text{sinr}$ (and thus the achievable data rate) and finds out how many bits a particular agent is transmitting. Then it broadcasts this information. In this way, all agents can acquire the joint action $a(t)$ at any time $t$. To guarantee some level of synchronization, the joint action can be obtained by an RSU that collects all individual actions. Once the reward signal is received by all agents, learning begins. Then, the environment moves to the next state according to vehicle mobility and channel variations. Each agent then adds its experience $\text{Exp}_v(t)$ to its prioritized replay memory. Initially, agents assign random priorities to their experiences, but the priorities change as agents begin to learn and update the parameters of their DQNs. Specifically, each agent’s $t$ experience is assigned a priority $\pi_t$ (the agent index is omitted for simplicity). Then, experience $t$ is sampled from each agent’s replay buffer with a probability $P_t$ given by [41]:

$$
P_t := \frac{\pi_t^\alpha}{\sum_{t'} \pi_{t'}^\alpha}.
$$

(10)

We use the proportional prioritization approach where $\pi_t = |\Delta_t| + \mu$, with $\Delta_t$ represents the time difference error of experience $t$ and $\mu$ is a small positive constant used to avoid the limiting case of transitions that are not revisited once their error is zero. Finally, importance sampling is used to eliminate any possible bias introduced by prioritization. This is achieved by introducing a weight called the importance sampling weight of experience $t$ given by $w_t := (E \cdot P_t)^{-\beta}$ with $E$ being the number of experiences in the replay buffer.

Once every $T_{\text{train}}$, each agent samples a mini-batch of size $N_{\text{samples}}$ from its prioritized replay memory. This prioritized replay memory forms a dataset that each agent uses to perform learning. Indeed, each agent uses a well-known variant of stochastic gradient descent to minimize the mean square error (or loss) which is given by (8). In (8), the term $r(t + 1) + \gamma \max_a \{Q(O_v(t + 1), a; w_v^-)\}$ denotes the target value that each DQN $v$ tries to reach or adjust. Then, each agent updates the priorities of the sampled experiences in proportion to the value of the loss. In other words, the priority of experience $t$ is updated as $\pi_t = |\Delta_t| + \mu$ where $\Delta_t$ is the time difference error and is defined as follows:

$$
\Delta_t = r(t) + \gamma \max_a \{Q(O(t), a; w^-)\} - Q(O(t - 1), a(t - 1); w),
$$

(11)

where agent’s index is omitted. Finally, once every $T_{\text{target}}$ each trained DQN is copied into the target DQN.
3.6 The Inference Phase of DQL

The inference phase of DQL is as follows. First, the trained DQNs (their weight parameters) are loaded. Similarly, the annealed $\epsilon$ is loaded from the last training episode (the episode index is also revealed). Then, for each episode, which now represents a random realization of the channel, the environment is reset and built—initializing the network parameters and transmission behaviors of each agent. Then, for each time-slot, each agent $v$, after observing the environment, chooses the best action which is given by the maximum value of its Q function approximated by its DQN. Once all agents have chosen their actions, a common action is formed by the feedback from the receiving vehicles to the transmitting vehicles. Then the common reward is obtained and the next episode begins.

The inference phase of DQL is an online distributed algorithm that is run in each time-slot to find the best possible action to select without knowing the future observation. The learning phase is the most computationally intensive task in DQL. It is executed for a large number of episodes and can be performed offline with different channel conditions and network topologies. The pseudo-code for the inference phase of DQL is given in Algorithm 2.

**Algorithm 2 The Inference Phase of DQL**

**Require**: The trained DQNs.

**Ensure**: Resource allocation solution of VRA.

1: Load the DQNs—one DQN per agent. \(\text{After training and saving DQNs’ weights, they are loaded to use and apply to learned policy.}\)
2: for each episode \(k \leftarrow 1\) to \(H\) do
3: \hspace{1em} Reset and build the environment. \(\text{Similar to the training phase, we generate vehicles, their speeds and directions, and we generate network parameters and QoS requirements, etc.}\)
4: \hspace{1em} Get the annealed $\epsilon$ for each agent. \(\text{Obtain the saved decayed $\epsilon$ value.}\)
5: \hspace{1em} for each time-slot \(t \leftarrow 1\) to \(T\) do
6: \hspace{2em} for each agent \(v\) do
7: \hspace{3em} Observe $O_v(t)$. \(\text{The observation includes all vehicular network parameters according to } (5)\).
8: \hspace{3em} Choose $a_v(t)$ that maximizes the Q function. \(\text{Choose the action } a_v = \arg \max_a Q(O_v, a; w_v).\)
9: \hspace{2em} end for
10: \hspace{1em} Obtain the joint action $a(t)$. \(\text{Based on the chosen action, calculate the objective function in } (4a)\).
11: \hspace{1em} Find a solution to VRA.
12: \hspace{1em} end for
13: end for

Note that the complexity of DQL is dominated by training. This is due to the computationally intensive tasks that must be performed offline to learn the optimal
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Nevertheless, once learning is done offline, DQL can be used online to act suboptimally according to the learned policy. The complexity of DQL depends on many parameters, namely the learning time of DQNs, the computation time to obtain the reward of each agent, the buffer sampling time, etc. To quantify the worst-case time complexity, we proceed as follows. The most computationally expensive instructions in DQL are written in lines 13, 19 and 20 of Algorithm 1. Let $T_{13}$, $T_{19}$, and $T_{20}$ be the worst-case computation time of these lines, respectively. The worst-case time $T_{13}$ corresponds to the worst-case time to compute the reward, which mainly depends on the SINR computation. Thus, at each time-slot $t$, $T_{13} = O(m^2nF)$ according to the SINR equation in (1). The worst-case time $T_{19}$ is related to the sampling of a set of experiences in the mini-batch. It is mainly proportional to the size of the sampled mini-batch. Thus, $T_{19} = O(N_{\text{samples}})$, where $N_{\text{samples}}$ represents the number of sampled experiences. Finally, the time complexity of line 20 in the worst case, $T_{20}$, depends mainly on the training performed. We have a mini-batch of size $N_{\text{samples}}$ that is trained using the ADAM optimizer. Thus, $T_{20}$ depends mainly on the ADAM optimizer, the training rate used, and the number of samples $N_{\text{samples}}$. Nevertheless, the value of $T_{20}$ cannot be given explicitly. Overall, DQL has a complexity of $O(HT(m^2nF + mN_{\text{samples}}T_{20}))$, where $H$ and $T$ are respectively the number of episodes and the number of time-slots.

4 Simulation Results

In this section, we validate the proposed resource allocation method. We present simulation results to illustrate the performance of the proposed DQL algorithm. The simulation setup is based on the road configuration for the highway scenario detailed in 3GPP TR 37.885 [2] and also used, to name a few, in [30]. We consider a multilane highway with a total length of 2 km where each lane is 4 m wide. There are a total of six lanes—three for the forward direction (vehicles move from right to left) and three for the reverse direction (vehicles move from left to right). Transmitting and receiving vehicles are generated in the vehicular environment by a spatial Poisson process. The vehicle speed determines the vehicle density and we consider an average inter-vehicle distance (in the same lane) of $2.5 \times V$ [21] where $V$ is the absolute vehicle speed. The speed of a vehicle depends on the lane it is in: the $i$th forward lane (top to bottom with $i \in \{1, 2, 3\}$) is characterized by the speed of $60 + 2(i - 1) \times 10$ km/h, while the $i$th backward lane (top to bottom with $i \in \{1, 2, 3\}$) is characterized by the speed of $100 - 2(i - 1) \times 10$ km/h. The number of transmitting vehicles $m$ and receiving vehicles $n$ is chosen randomly from the generated vehicles. The important simulation parameters are given in table 1. In Fig. 4 we take a snapshot of the initial vehicle topology at the beginning of the first time-slot where the vehicles are randomly chosen according to the spatial Poisson process.

Unless otherwise specified, the packet requirements of the non-safety slice are generated uniformly at random in $\{0.1, 1\}$ Mbit. The packet requirements of the safety slice are equal to 1200 bytes. Each agent can choose a coverage (in m) from the set $C = \{100, 200, 400, 800, 1000, 1200, 1400\} \cup \{0\}$. The power levels (in dBm) are given by the set $P = \{5, 10, 15, 20, 23, 27, 30\} \cup \{-100\}$ where $-100$ dBm is
Table 1: Vehicular network parameters

| Parameter                      | Value               |
|-------------------------------|---------------------|
| Carrier frequency             | 2 GHz               |
| Bandwidth per RB              | 1 MHz               |
| Vehicle antenna height        | 1.5 m               |
| Vehicle antenna gain          | 3 dBi               |
| Vehicle receiver noise figure | 9 dB                |
| Shadowing distribution        | Log-normal          |
| Fast fading                   | Rayleigh fading     |
| Pathloss model                | LOS in WINNER + B1  |
| Shadowing standard deviation  | 3 dB                |
| Road configuration            | Highway road config.|
| Vehicle drop model            | Spatial Poisson     |
| Noise power $N_0$             | $-114$ dBm          |

We train three different vehicular networks for a total time horizon of 100 ms. The first one is called (2,2,1,5)-network and consists of $m = 2$ agents (transmitting vehicles), $n = 2$ receiving vehicles, $F = 1$ frequency-slots and $T = 5$ time-slots, each with a duration of 20 ms. The second is called (5,4,2,10)-network and consists of $m = 5$ agents, $n = 4$ receiving vehicles, $F = 2$ frequency-slots and $T = 10$ time-slots, each with a duration of 10 ms. The third is called (6,4,4,20)-network and consists of $m = 6$ agents, $n = 4$ receiving vehicles, $F = 4$ frequency-slots and $T = 20$ time-slots, each with a duration of 5 ms. We use the first small network for

Fig. 3: A snapshot of the vehicle topology at the beginning of the first time-slot with five transmitter vehicles and four receiver vehicles.
optimal comparison purposes. We implement the mixed integer nonlinear programming (MINLP) formulation given in (4) in the Julia programming language [15] using Juniper [27] package. Juniper is a MINLP solver written in Julia that solves MINLPs using NLP solvers and then branch-and-bound (BnB) based solvers (MIP solvers). In our implementation, we used Ipopt as the NLP solver and CPLEX as the MIP solver. DQNs are created and trained in Julia using Flux.jl [24] machine learning library. Each DQN consists of an input layer and an output layer and three fully connected hidden layers containing 500, 350, and 260 neurons respectively. The rectified linear unit activation function (ReLU) given by \( f(x) = \max\{0, x\} \) is used in each layer. Each DQN is trained with the ADAM optimizer [26] with a learning rate of \( 10^{-5} \). The training lasts \( H = 3000 \) episodes with an exploration rate starting at \( \epsilon_{\text{start}} = 1 \) and annealed to \( \epsilon_{\text{end}} = 0.02 \) for the 80% of the episodes (i.e., from episode \( k > 2400 \), the exploration rate is fixed at 0.02). The target update frequency and training frequency (\( T_{\text{target}} \) and \( T_{\text{train}} \)) are set according to the trained network, so that every 10 episodes, DQL performs a mini-batch training and every 100 episodes, it performs a target DQN update. The size of the mini-batch is chosen to be large and equal to 2000 [43] and the experiment priority update parameters are set to \( \alpha = 0.6, \theta = 0.4, \) and \( \mu = 0.001 \) [41]. The channel coefficients (including slow and fast fading) change over time at each stage of the learning phase. The requirements and deadlines of the safety packets as well as the requirements of the non-safety packets are fixed in the training phase and change in the inference phase to validate the robustness of our proposed approach.

As discussed earlier, to the best of our knowledge, there is no current research work that solves VRA while considering network slicing selection, coverage selection, RB and power allocation. Due to the lack of comparisons, we adopt the following benchmarks to compare our proposed algorithm. We implement three benchmarks: two are based on NOMA technique and one is based on OMA technique. The partial idea of all benchmarks comes from [21, 48] which is based on transforming the RB allocation problem in VRA into a matching problem. Then, a matching (or rotation) algorithm is adopted. All benchmarks are centralized and use randomization and offline decisions contrary to the distributed and online nature of DQL. They are called OMA-MP, NOMA-MP, and NOMA-RP. In the case of OMA-MP, each RB is used by no more than one vehicle to meet OMA constraints and the vehicles transmit with their maximum transmission power. In the NOMA-MP and NOMA-RP, each RB can be used by any vehicle and the vehicles transmit with their maximum transmission power and with random transmission power, respectively. Coverage and slot selection are performed randomly at the beginning of the time horizon. The allocation of RBs to vehicles is done in a similar way in all benchmarks [21, 48]. First, an initial RB allocation is performed that finds the RB that yields the highest sum of channel power gain between a transmitting vehicle \( v \) and its corresponding target receiving vehicle in \( W_v \). The sum criterion on receiver vehicles is adapted to our V2V broadcasting case and is used to maximize the number of receiving vehicles that have high channel power gains. Once the initial allocation is obtained, a swap match is performed to improve the number of successfully received packets. If no swap improves the matching, the algorithm terminates, otherwise the algorithm continues swapping operations (see [48] for more details).
Fig. 4: Training rewards.

Fig. 5: Training loss

Fig. 4 shows the convergence of DQL as a function of learning episodes. It shows the cumulative average rewards per episode where the average is taken over the last 200 episodes. It is clear that the average rewards improve as the training episodes increase. This shows the effectiveness of the proposed algorithm. We can see that DQL converges gradually, starting at episode number 2700. Note that the convergence of the algorithm is not smooth and contains some fluctuations which are mainly due to the high mobility of the vehicular environment. Based on Fig. 4, we concluded that
the DQNs should be trained offline for 3000 episodes, as discussed earlier, to provide some convergence guarantees.

In Fig. 5, we show the convergence of the loss function used to train each DQN network as shown in (8). It is clear that the loss decreases to a small value, indicating that the training improves with episode iteration. This makes the proposed multi-agent DQL algorithm important from a practical point of view as it provides some convergence guarantees.

Fig. 6: Impact of safety message sizes for the (2,2,1,5)-network.

Fig. 6 shows the performance of DQL against the optimal algorithm OPT. OPT is obtained with the Julia-based Juniper package using the Ipopt NLP and CPLEX MIP solvers. It is clear that OPT outperforms all the algorithms since it is able to obtain the global optimal solution. However, due to the high complexity of OPT, its implementation in real vehicular network scenarios would be very impractical and that is why Fig. 6 is only obtained for the small network instance of (2,2,1,5)-network. Fortunately, DQL achieves the best performance compared to other heuristics while being online and distributed. We can also see that DQL is more than 60% close to OPT, which illustrates its outstanding performance.

Fig. 7 shows the performance of DQL compared to the benchmarks by varying the packet size of slice 2. We can see that DQL manages to deliver more packets despite the fact that it is distributed and does not have the full and future CSI as in the benchmarks. We can see that NOMA-MP also achieves good performance and has the highest performance among all benchmarks. NOMA-RP achieves the lowest performance, as expected. In addition, DQL achieves a higher number of successfully delivered safety packets compared to non-safety packets. This is especially impor-
tant in V2V communication because safety packets must have a higher priority to be delivered. We conclude that DQL achieves good performance compared to the benchmarks despite being distributed and runs online without seeing the future.

Fig. 8 shows the performance of DQL compared to the benchmarks when varying the deadlines of slice 2 packets. DQL always achieves the best performance when
the safety packet deadlines increase. The gap between DQL and the other benchmarks further improves as the deadlines increase. We also notice that NOMA-RP has the worst performance among all algorithms, indicating the need for an appropriate power allocation method in the considered NOMA resource allocation problem.
In Fig. 9, we present the effect of the size of non-safety messages on the performance of DQL. We can see that even if the size of the non-safety packets changes, DQL still performs better compared to other algorithms. This illustrates the effectiveness of the proposed multi-agent method and shows its robustness. Of course, if the size of the non-safety packets increases further, the number of successfully delivered packets will decrease since the safety packets must also be delivered. We conclude that there exists some form of fairness between the safety and non-safety slices that should be carefully studied, which we will do in our future work.

In Fig. 10, we show the performance of DQL in the case of a larger vehicle network, i.e., the (6,4,4,20)-network, with stricter latency requirements (more agents, more RBs and shorter time-slot). Indeed, this figure shows that even after significant system modifications, the proposed DQL multi-agent method is robust and able to guarantee better performance compared to unrealistic centralized benchmarks. We note that a larger vehicle network allows the non-safety slice to deliver more non-safety packets because more resources are available. Thus, DQL better optimizes the utilization of individual RBs to deliver more packets.

Fig. 11 shows the average number of packets delivered by each agent when the size of the non-safety packets varies. Since the non-safety packet requirements are low, each agent delivers almost the same number of packets (except for vehicle $v_1$, all other vehicles deliver almost 3 packets). This is beneficial since all agents will have almost the same load and thus DQL provides a load balanced solution. As the size of the non-safety packets increases, the requirements are more stringent, and thus
to maximize the total number of packets successfully delivered, each DQL agent will deliver a different number of packets, thus unbalancing their loads.

In Fig. 12, we present the average DQL sojourn time obtained by each receiving vehicle under the large vehicle network scenario (i.e., the (6,4,4,20)-network). Sojourn time is a metric used in mobile networks to measure “the expected duration of stay of a mobile node in a particular serving cell”. In our system model, we compute the sojourn time with respect to each receiving vehicle $w$ as the expected time that $w$ remains in the coverage of a particular transmitting vehicle. In other words, once an agent chooses a coverage area in which it communicates with $w$, the time will be incremented until the first time $w$ is no longer served by that agent. This provides insight into the handoff that receiving vehicles experience. We see in Fig. 12 that three out of four receiving vehicles have an average sojourn time of about 20%. Over a time horizon of 100 ms, each receiving vehicle stays in communication with the same transmitting vehicle on average 20 ms. This is due to the high mobility scenario considered.

In order to increase the sojourn time of each receiving vehicle, it is necessary for our proposed DRL framework to undergo major changes: to develop a two-time-scale DQL algorithm that acts successively in two different time scales. That is, in the first time scale (of the order of 100 ms–time horizon), the agents must choose their coverage communication ranges. Then, they must choose the slice selection decision, RB and power allocation in a shorter time-slice scale (on the order of 5 ms). This can be done by implementing two DQNs (for each agent) that are connected in series. The study of this alternative is left for our future work.
5 Conclusions

In this paper, we have developed an online distributed scheme to solve the problem of network slicing, coverage selection, resource block and power allocation in vehicular networks using non-orthogonal multiple access. We provided a mathematical programming formulation of the problem and an explicit NP-hardness analysis. We then modeled the problem as a multi-agent Markov decision process to develop a multi-agent deep reinforcement learning algorithm that is based on the well-known fingerprinting method known as deep Q learning (DQL). Our DQL algorithm utilized the most recent advances in deep reinforcement learning, including the duel architecture and prioritized experience replay memory. The proposed DQL algorithm has been shown to be robust and effective against various system parameters, including the high mobility characteristics of vehicular networks. It also outperformed baseline benchmark algorithms that are based on global and centralized decisions. In our future work, we will investigate the hierarchical two-time scale approach to solve the problem by proposing a different deep network architecture. In addition, we will consider the case of multiple slices rather than two and study the fairness between different slices.
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