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Abstract—Investigation of millimeter (mmWave) and Terahertz (THz) channels relies on channel measurements and estimation of multi-path component (MPC) parameters. As a common measurement technique in the mmWave and THz bands, direction-scan sounding (DSS) resolves angular information and increases the measurable distance. Through mechanical rotation, the DSS creates a virtual multi-antenna sounding system, which however incurs signal phase instability and large data sizes, which are not fully considered in existing estimation algorithms and thus make them ineffective. To tackle this research gap, in this paper, a DSS-oriented space-alternating generalized expectation-maximization (DSS-o-SAGE) algorithm is proposed for channel parameter estimation in mmWave and THz bands. To appropriately capture the measured data in mmWave and THz DSS, the phase instability is modeled by the scanning-direction-dependent signal phases. Furthermore, based on the signal model, the DSS-o-SAGE algorithm is developed, which not only addresses the problems brought by phase instability, but also achieves ultra-low computational complexity by exploiting the narrow antenna beam property of DSS. Simulations in synthetic channels are conducted to demonstrate the efficacy of the proposed algorithm and explore the applicable region of the far-field approximation in DSS-o-SAGE. Last but not least, the proposed DSS-o-SAGE algorithm is applied in real measurements in an indoor corridor scenario at 300 GHz. Compared with results using the baseline noise-elimination method, the channel is characterized more correctly and reasonably based on the DSS-o-SAGE.
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I. INTRODUCTION

During the last several decades, the communication community has witnessed a giant leap of communication technologies, from the first generation to the fifth generation mobile communication systems (5G). To support the large number of intelligent devices and applications, such as metaverse, autonomous driving, etc., it is believed that the data rate in the sixth generation mobile communication system (6G) will need to exceed hundreds of gigabits per second and even Terabits per second to undertake the explosively grown data traffic [1]. As a result, the millimeter-wave (mmWave) and Terahertz (THz) bands, ranging from 0.03 THz to 10 THz, are envisioned as a key technology to enable such high data rate [2]–[4]. With abundant spectrum resources and ultra-large bandwidth (more than tens of GHz), the use of mmWave and THz bands can address the spectrum scarcity and capacity limitations of current wireless systems.

However, challenges remain to achieve reliable mmWave and THz communications, among which a fundamental one lies in the channel modeling in mmWave and THz bands. To thoroughly investigate propagation phenomena in mmWave and THz bands, channel measurement campaigns are the most convincing and thus popular way to obtain realistic data. To obtain angular information on wireless channels, channel measurements can be conducted using multi-input multi-output (MIMO) sounding or direction-scan sounding (DSS). Still due to immature antenna array techniques, mmWave and THz channel measurement campaigns are usually conducted based on DSS, which involves installing directional antennas on rotators and mechanically changing the pointing directions of transmitters (Tx) and receivers (Rx) to scan the spatial domain, creating a virtual multi-antenna sounder system. Many research groups have utilized this method to measure mmWave and THz channels, in both indoor scenarios [5]–[13] and outdoor scenarios [14]–[16], as summarized in [17].

Channel analysis and modeling rely on accurate parameter estimation of multi-path components (MPCs), which can be achieved by using high-resolution parameter estimation (HRPE) algorithms. Generally speaking, HRPE algorithms can be divided into three categories, including spectral-based methods [18], [19], parametric subspace-based methods [20], [21], and maximum-likelihood (ML) based methods [22], [23]. Among the three kinds, the ML-based methods, such as Richter’s ML estimation (RiMAX) [22] and expectation maximization (EM) algorithms [23], possess high resolution but also high complexity. Nonetheless, as an extension of the EM algorithm, the space-alternating generalized expectation-maximization (SAGE) algorithm significantly reduces the complexity by iteratively estimating channel parameters one path by another [24], [25], which has been the most widely used and extended in the last two decades [26]–[32]. For instance, by exploring the Bayesian methods, D. Shutin et al. proposed a sparse variational Bayesian SAGE (VB-SAGE) algorithm, to address the inaccuracy of SAGE under influences of diffuse scattering and possible calibration errors [26]. L. Ouyang et al. proposed a signal eigenvector-based-SAGE (SEV-SAGE) algorithm for channel parameter estimation in low signal-to-noise ratio (SNR) scenarios [27]. Moreover, X.
Yin et al. extended the applicable range of the SAGE algorithm from the far-field to the near-field, which is then used for scatter localization [29]. In their subsequent work, a geometry-aided SAGE (GA-SAGE) algorithm was proposed [31]. By assuming the scatter locations on certain geometries, such as ellipses for single-bounce paths, the computational complexity of near-field channel parameter estimation is greatly reduced. Furthermore, Z. Zhou et al. proposed a novel SAGE algorithm for parameter estimations of wideband spatial nonstationary wireless channels with antenna polarization (SAGE-WSNSAP) [32].

However, to the best of the authors’ knowledge, none of the existing SAGE extensions are dedicated to mmWave and THz DSS, for which they cannot be effectively applied due to the phase instability and large data sizes in mmWave and THz DSS. First, existing SAGE algorithms make the assumption of stable signal phases across the array, which is violated in mmWave and THz DSS. On one hand, the radiation pattern of the horn antenna results in different signal phases in different scanning directions. Although this term is deterministic, due to system non-idealities and uncertainties, e.g. antenna phase center positioning error, cable movement, etc., accurate phase pattern measurement is difficult in mmWave and THz bands [33]. On the other hand, during the DSS process, stochastic phase variations will occur due to instabilities of the measurement system, such as RF system instabilities, cable bending effects, random vibration of the rotators, etc., which are hard to predict and can only be compensated for with additional hardware costs [34]–[37]. Second, although several works proposed some methods to reduce the computational complexity, such as the coarse-to-fine estimation process and simplified signal models [31], [32], [38], it still requires large computational and time resources for channel parameter estimation due to the large data size in mmWave and THz bands. Since the mmWave and THz DSS are usually measured with large bandwidth, the measured CIRs usually include hundreds or thousands of sample points, for which the total time and computation resources consumption for channel parameter estimation is very high. Therefore, further simplifications need to be considered to reduce the computational complexity.

Apart from the above-mentioned challenges, research gaps also exist in the investigation of near-field effects and the performance evaluation of the noise-elimination method in mmWave and THz DSS. First, the effects of near-field are not fully investigated for channel parameter estimations in mmWave and THz DSS. Judging by the widely used Rayleigh distance boundary between far- and near-fields, calculated as \( d = 2L_a/\lambda \), with \( L_a \) denoting the antenna aperture and \( \lambda \) being the wavelength, the Tx/Rx are usually in the near-field due to the large aperture of the virtual spherical array (VSA) in DSS and small wavelength in mmWave and THz bands. However, since the antennas used in mmWave and THz DSS are directional, the near-field effects may not be as severe as expected. The impact of near-field on SAGE algorithm performance in mmWave and THz DSS estimation remains an open problem. Second, without effective HRPE algorithms, channel measurement results in mmWave and THz DSS are usually processed with noise-elimination methods, whose performance is not carefully testified. Current channel measurements in mmWave and THz bands use signal processing methods to estimate MPC parameters and extract channel characteristics, such as noise-elimination methods [7]–[15] and beamforming methods [33], [39], [40]. Though the beamforming methods are much more effective than noise-elimination methods, they require dense scanning in the spatial domain and thus large time consumption, for which the noise-elimination method is preferred and widely used in the literature. However, despite its ease of implementation, the noise-elimination method lacks sufficient accuracy and fails to decouple the antenna effects in DSS. As a result, it may produce inaccurate channel characteristics and even lead to erroneous conclusions. Therefore, it is necessary to carefully and thoroughly analyze how the coupled antenna effects in the method affect the channel characterization results.

To address the aforementioned challenges and research gaps, in this paper, we propose a DSS-oriented SAGE (DSS-o-SAGE) algorithm for channel parameter estimation in mmWave and THz DSS. The phase instability is characterized by scanning-direction-dependent phases in the signal model, which is further validated with real measurements. In addition, the DSS-o-SAGE algorithm is derived, where low computational complexity is achieved by exploring the narrow antenna beam in mmWave and THz DSS and using a coarse-to-fine search process with partial data. Furthermore, to demonstrate the efficacy of the proposed algorithm, its performance is compared with existing SAGE algorithms through simulations as well as realistic measurements. The results show that with special considerations for mmWave and THz DSS, the DSS-o-SAGE algorithm has higher estimation accuracy and lower computational complexity compared to existing methods. Extensive simulations are performed to model the scatter distance boundary, beyond which the far-field simplification can be used in DSS-o-SAGE. By using the proposed DSS-o-SAGE algorithm, the channel characterization in mmWave and THz bands is more accurate and reasonable. Distinctive contributions of our work are summarized as follows.

- We introduce scanning-direction-dependent phases to model the phase instability in mmWave and THz DSS.
  To validate the existence of phase instability, channel measurements are conducted in a small chamber. The results show that the signal phases are unstable during DSS.

- We propose a DSS-o-SAGE algorithm, which is useful for channel parameter estimation in mmWave and THz DSS. The maximum likelihood estimator (MLE) is derived taking into account the scanning-direction-dependent phases. To reduce computational complexity, a coarse-to-fine process is used to decompose the high-dimensional estimation problem. In addition, utilizing the narrow antenna beam property, only partial data near the coarse estimations is used, which significantly reduces the time and computation resource consumption.

- We evaluate the performance of the DSS-o-SAGE algorithm in synthetic channels. Comparisons are made with existing SAGE algorithms to demonstrate the superi-
ority of the DSS-o-SAGE algorithm in terms of computational complexity and estimation accuracy. Moreover, the applicable region of near-and far-field assumptions, when using the DSS-o-SAGE algorithm, is modeled.

- We apply the proposed DSS-o-SAGE algorithm in real measurement campaigns in an indoor corridor scenario at 300 GHz. Based on the estimated MPC parameters, propagation analysis and channel characteristics are elaborated and compared with those based on the noise-elimination method. By using the DSS-o-SAGE algorithm, fake MPCs caused by the influence of antenna radiation patterns are eliminated, for which different MPCs can be more easily distinguished and channel characterizations differ from those obtained by using noise-elimination methods.

The remainder of the paper is organized as follows. The signal model with phase instability is introduced and validated in Sec. II. Section III provides a detailed derivation and explanation of the DSS-o-SAGE algorithm. Furthermore, in Sec. IV, the performance of the DSS-o-SAGE algorithm and influences of near-field are studied based on simulations. Moreover, real measured data in an indoor corridor scenario is used to compare the DSS-o-SAGE algorithm with existing methods in Sec. V. Finally, Sec. VI concludes the paper.

II. SIGNAL MODEL AND EXPERIMENTAL VALIDATION

In this section, the signal model involving the phase instability of the mmWave and THz DSS is introduced. Moreover, experiments are conducted for validation.

A. Signal Model

In mmWave and THz DSS, the Tx/Rx radio frequency (RF) front ends are installed on gimbals/rotators, by which the pointing directions can be mechanically changed to resolve the spatial information of MPCs, as imaged in Fig. 1. The diameter of the VSA formed by the rotation of the RF front end is typically tens of centimeters, i.e., hundreds of wavelengths. As a result, evaluated using the Rayleigh distance, the Tx and Rx are usually in the near-field and the MPC parameters when Rx points towards different scanning directions should be calculated using the spherical wavefront.

During the propagation of MPCs, it is considered that the first bounce scatter (FBS) and last bounce scatter (LBS) are acting as point sources radiating to VSA of Tx/Rx [29], [41], as shown in Fig. 1. Specifically, considering the \(n_t\)th scanning direction of Tx and \(n_r\)th scanning direction of Rx, the delay, direction-of-departure (DoD) and direction-of-arrival (DoA) of the \(l\)th MPC can be expressed as

\[
\begin{align*}
\tau_{l,n_t,n_r} &= \tau_l + \left| \frac{r_{FBS} - r_{n_t}}{c} \right| - \frac{d_{FBS}^l}{c}, \\
\Omega_{l,n_t} &= \frac{\frac{r_{FBS} - r_{n_t}}{||r_{FBS} - r_{n_t}||}}{c}, \\
\Omega_{l,n_r} &= \frac{\frac{r_{LBS} - r_{n_r}}{||r_{LBS} - r_{n_r}||}}{c},
\end{align*}
\]

where \(c\) is the speed of light in free space. \(\tau_l\) is the propagation delay from the reference Tx position to the reference Rx position set as the center of the Tx/Rx VSA, as indicated in Fig. 1. Moreover, \(r_{n_t}\) and \(r_{n_r}\) are antenna locations of Tx in the \(n_t\)th Tx scanning direction and that of Rx in the \(n_r\)th Rx scanning direction, respectively. Furthermore, the locations of FBS \(r_{FBS}\) and LBS \(r_{LBS}\) are expressed as

\[
\begin{align*}
r_{FBS} &= r_{Tx} + d_{FBS}^l r_{Tx}^l, \\
r_{LBS} &= r_{Rx} + d_{LBS}^l r_{Rx}^l,
\end{align*}
\]

where \(r_{Tx}\) and \(r_{Rx}\) are the locations of reference Tx/Rx positions. Moreover, \(r_{Tx}^l\) and \(r_{Rx}^l\) are the DoD and DoA observed in the reference Tx/Rx position, expressed as

\[
\begin{align*}
\Omega_{l} = \left[ \cos(\phi_l^a) \cos(\theta_l^a), \sin(\phi_l^a) \cos(\theta_l^a), \sin(\theta_l^a) \right],
\end{align*}
\]

where \(a\) could be either “Tx” or “Rx”, representing DoD or DoA. Additionally, \(\phi_l^a\) and \(\theta_l^a\) are the azimuth angle and elevation angle of the \(l\)th path observed in the reference Tx/Rx position, respectively.

Note that the above equations are derived considering a spherical wavefront (SWF), which always hold for both the far-field and near-field. When the influences of the near-field are not significant, as will be discussed in Sec. IV-D, far-field approximations (FFA) can be made by simply letting the Rx-LBS distance and Tx-FBS distance approach infinity.

To cover the spatial area of interest, we assume that in total \(N_t\) and \(N_r\) directions are scanned at the Tx and Rx sides. Even though the CIRs may be measured using different kinds of
equipment, such as time-domain based and frequency-domain based systems [17], the CIRs can be expressed in a general form, as derived in Appendix A. Specifically, for the \( (n_r) \)th pointing direction at \( Rx \), the CIR is measured as

\[
h_{n_l,n_r}[t] = \sum_{l=1}^{L} \alpha_l(C_{n_l}(T_{x}^{R_{n_l}}), \Omega_{n_l,n_r}^{T_{x}}, \Omega_{n_l,n_r}^{R_{x}}) e^{j\phi_{n_l,n_r}},
\]

where \( i \) is the index of temporal samples and \( L \) is the number of MPCs. Besides, \( \alpha_l, \tau_{n_l,n_r}, \Omega_{n_l,n_r}^{T_{x}}, \Omega_{n_l,n_r}^{R_{x}}, \phi_{n_l,n_r} \) denote the real-valued path gain, delay, DoD, DoA, and phase of the \( l \)th MPC, respectively. \( R_{n_l,n_r}[t] \) has a similar shape with Dirac functions and is derived in Appendix A. \( u_{n_l,n_r}[t] \) represents the noise components. Furthermore, \( e_{n_l}^{T_{x}}(\cdot) \) and \( e_{n_l}^{R_{x}}(\cdot) \) stand for the real-valued radiation pattern of the \( Tx/Rx \) horn antenna, respectively.

Note that the one major difference between the signal model in this work and those in existing works in \([29, 31, 41]\) is the scanning-direction-dependent signal phase \( \phi_{l,n_l,n_r} \). Due to the aforementioned effects of antenna radiation pattern and system instabilities, we consider the signal phases in different scanning directions as independent parameters, rather than a consistent parameter across the array. As will be shown in Sec. IV, such a consideration makes our algorithm robust under the phase instability in mmWave and THz DSS.

By combining the CIRs in different scanning directions together, we can obtain that

\[
h = \sum_{l=1}^{L} s(\Theta) + w
\]

where \( h \) and \( w \) are \( N_x \times N_r \times I \) tensors, containing the CIR data and noise samples, respectively. Moreover, \( \Theta = [\alpha_l, \tau_{n_l,n_r}, \Omega_{n_l,n_r}^{T_{x}}, \Omega_{n_l,n_r}^{R_{x}}, \phi_{n_l,n_r}, \beta_{n_l,1}, \ldots, \phi_{n_l,N_L}, \beta_{n_l,N_L}] \) includes the parameters of the \( l \)th path. Moreover, \( \Theta = [\theta_1, \ldots, \theta_L] \) includes parameters of all MPCs. Furthermore, \( s(\Theta) \) is a \( N_x \times N_r \times I \) tensor representing the signal component of the \( l \)th MPC, whose \( (n_l, n_r, i) \)th element is the \( l \)th item of the summation on the right side of (6).

### B. Experimental Validation of the Phase Instability

To validate the aforementioned phase instability in different scanning directions, experiments are conducted using a vector network analyzer (VNA)-based channel sounder in a small chamber, as shown in Fig. 2. Two experiments are conducted, including a LoS experiment and a reflection experiment. For the LoS experiment, the \( Tx \) and \( Rx \) are surrounded by absorbing materials, to avoid interference of other MPCs. In contrast, a metal surface is added in the reflection experiment. Note that since the edges of the reflecting surface are not sharp and both \( Tx \) and \( Rx \) are on the same side of the surface, the diffracted path by the reflecting surface is omitted here. In both experiments, \( Tx \) and \( Rx \) are separated by 0.6 m. Besides, the azimuth angles of arrival (AoA) of the LoS path and the reflected path are 0° and 28°, respectively, while the elevation angles of arrival (EoA) are 0° for both LoS and reflection experiments. Moreover, the measured frequency band ranges from 306–321 GHz, with 15 GHz bandwidth, achieving a time resolution of 0.067 ns. Both \( Tx \) and \( Rx \) are equipped with horn antennas, whose gain is 25 dBi and half-power beam width (HPBW) is 8°. For both experiments, the \( Tx \) remains static, while the \( Rx \) scans the spatial domain, from \(-20° \) to \( 20° \) in the elevation plane and from \(-20° \) to \( 20° \) in the LoS experiment, 10° to 50° in the reflection experiment, in the azimuth plane, respectively. The spatial scanning step is 2.5°. Note that since the experimental results here are only used to observe the phase instability, such a 2.5° scanning step is sufficient.

The rotator used to change the \( Rx \) scanning direction is shown in Fig. 3. Taking the center of the rotator as the coordinate origin, the position of the horn antenna in the \( (n_r) \)th scanning direction can be expressed as

\[
r_{n_r}^{R_{x}} = R[\cos(\varphi_{n_r}^{R_{x}}) \cos(\theta_{n_r}^{R_{x}}), \sin(\varphi_{n_r}^{R_{x}}) \cos(\theta_{n_r}^{R_{x}}), \sin(\theta_{n_r}^{R_{x}})],
\]

where \( \varphi_{n_r}^{R_{x}} \) and \( \theta_{n_r}^{R_{x}} \) are the azimuth and elevation angles of the horn antenna relative to the center of the rotator, respectively. Moreover, \( R \) is the rotation radius. Based on the geometric relations shown in Fig. 3, these parameters are

\[
\begin{align*}
\varphi_{n_r}^{R_{x}} &= \varphi_{n_r}^{\text{scan}}, \\
\theta_{n_r}^{R_{x}} &= \theta_{n_r}^{\text{scan}} + \arctan \left( \frac{R_{x}}{R_{h}} \right), \\
R &= \sqrt{R_{h}^2 + R_{x}^2},
\end{align*}
\]

where \( \varphi_{n_r}^{\text{scan}} \) and \( \theta_{n_r}^{\text{scan}} \) are the azimuth and elevation angles of the pointing direction of the \( Rx \) horn antenna, respectively. Additionally, \( R_{h} \) and \( R_{x} \) are the horizontal and vertical radius of the rotator, as shown in Fig. 3. In this work, the horizontal
and vertical radii are 0.23 m and 0.18 m, resulting in a VSA radius of 0.29 m and a Rayleigh distance of 672.8 m at 300 GHz.

The signal phase of the LoS/reflected path can be estimated using a simple maximum likelihood estimator (MLE), as

$$\hat{\phi}_{n_r} = \text{Angle}\left(\sum_{i=1}^{I} h_{n_r}[i] R_{\tau_{n_r}}[i]\right), \quad (12)$$

where $I$ is the number of temporal samples. Moreover, Angle($\cdot$) calculates the phase of complex numbers. $\tau_{n_r}$ is the estimated delay in the $n_r$th scanning direction, as

$$\hat{\tau}_{n_r} = \arg \max_{\tau} \frac{\sum_{i=1}^{I} \left|h_{n_r}[i] R_{\tau_{n_r}}[i]\right|^2}{\sum_{i=1}^{I} \left|R_{\tau_{n_r}}[i]\right|^2}. \quad (13)$$

The derivation of this MLE is omitted here, since it is a simplified case of the MLE derived in Sec. III-B. The estimated signal phases using (12) are shown in Fig. 4. It can be observed that the signal phase is not stable for different scanning directions. For those scanning angles far from the DoA ($[0^\circ, 0^\circ]$ for the LoS experiment and $[0^\circ, 28^\circ]$ for the reflection experiment), the phase instability is significant. For those signals close to the DoA of MPCs, the signal phase also vibrates, due to reasons like antenna radiation pattern, cable movement, among others. To regenerate the scanning-direction-dependent phases in simulations in Sec. IV-A, the signal phases are normalized to that in the strongest direction, which are further fitted with normal distributions. The mean values are 0.13 rad and 0.07 rad for LoS and reflection experiments, respectively, and the standard deviations are 1.83 and 1.88 for LoS and reflection experiments, respectively.

III. DSS-o-SAGE ALGORITHM FOR CHANNEL PARAMETER ESTIMATION

With the signal model in (7), assuming that the noise samples are independent random variables following complex Gaussian distributions, the log-likelihood function of $\Theta$ given a measurement data $h$ can be easily derived as [25]

$$\Lambda(\Theta; h) \propto -||\text{vec}[h] - \text{vec}[s(\Theta)]||^2, \quad (14)$$

where vec($\cdot$) represents the vectorization operation that converts tensors to column vectors.

The MLE of $\Theta$, namely $\Theta_{\text{ML}}$, is given by $\Theta_{\text{ML}} = \arg \max_{\Theta} \Lambda(\Theta; h)$. Without closed-form solutions, the MLE must be calculated numerically. Due to the ultra-large dimensions of the parameter space, directly solving the MLE is computationally impossible. To overcome this, the DSS-o-SAGE algorithm is proposed, whose flowchart is shown in Fig. 5. The DSS-o-SAGE algorithm iteratively maximizes the likelihood function, where each iteration consists of an expectation (E)-step and a maximization (M)-step. In the E-step, the signal component of a certain MPC is estimated by subtracting effects of other MPCs from the measured data. In the M-step, the parameters of the concerned MPC are updated by maximizing the log-likelihood function given the signal component estimation. The MPC parameters are updated path by path, until the overall likelihood function converges.

A. E-step

In the $\mu$th iteration, the component of the $l$th path $s(\theta_l)$ is estimated as the conditional expectation given the measured data $h$ and the MPC parameter estimations $\Theta^\mu$, as

$$\hat{x}_l(\Theta^\mu) = E_{\Theta^\mu}[s(\theta_l)|h] = h - \sum_{l' = 1, l' \neq l}^{L} s(\theta_l^\mu) = s(\theta_l) + u', \quad (15)$$

where the term $u'$ includes not only the noise $w$ but also residual errors due to inaccurate estimations of $(l')$th MPC.

It can be noticed that (15) is in a similar form as (7), for which the log-likelihood function of $\theta_l$ given the signal component estimation $\hat{x}_l(\Theta^\mu)$ is expressed as,

$$\Lambda(\theta_l; \hat{x}_l(\Theta^\mu)) \propto -||\text{vec}[\hat{x}_l(\Theta^\mu)] - \text{vec}[s(\theta_l)]||^2. \quad (16)$$

Therefore, with the likelihood function, the estimations of the MPC parameters of the $l$th path can be solved using the MLE, which is done in the following M-step.

B. M-step

The likelihood function in (16) can be simplified as

$$\Lambda \propto \sum_{n_s, n_r, i} 2R\left\{[s(\theta_l) \odot (\hat{x}_l(\Theta^\mu))]_{n_s, n_r, i}\right\} - \sum_{n_s, n_r, i} ||[s(\theta_l)]_{n_s, n_r, i}||^2, \quad (17)$$

where $A \odot B$ denotes the Hadamard product between two matrices of the same size, and $(\cdot)^*$ is the conjugate of complex numbers. Moreover, $[\cdot]_{n_1, n_2, n_3}$ stands for the corresponding element of the matrix corresponding to indices $n_1, n_2, n_3$. Additionally, the signal component $s(\theta_l)$ is equal to $\alpha_l e^{j\phi_l} c_{t,n_s} c_{r,x}(n_{s,n_r}) R_{n_s, n_r, i}$.

Substituting the expressions of $[s(\theta_l)]_{n_s, n_r, i}$ into (17) and denoting the right-hand side as $\Lambda'$, we have

$$\Lambda' = 2\alpha_l \sum_{n_s, n_r} R\left\{e^{j\phi_l} s'(\theta_l') [\hat{x}_l(\Theta^\mu)]^*_{n_s, n_r, i}\right\} - \alpha_l^2 \sum_{n_s, n_r, i} |s'(\theta_l')|^2, \quad (18)$$
where the term \( s'(\theta'_l) = c_{Tx}^{l} (\Omega_{\tau_l}^{Tx}) c_{Rx}^{l} (\Omega_{\tau_l}^{Rx}) R_{\tau_l,n_l,i_l} [i_l] \) is related to the parameter subset \( \theta'_l = [\tau_l, \phi_{Tx}^{l}, \phi_{Rx}^{l}, \phi_{Rx}^{l}, \theta_{Rx}^{l}, \theta_{Rx}^{l}, \theta_{Rx}^{l}, \theta_{Rx}^{l}] \).

It can be observed that for any values of \( \theta'_l \), to maximize the likelihood function, the phase and path gain estimations are given by

\[
\hat{\phi}_{l,n_l,n_r} = \text{Angle} \left( \sum_{i_l=1}^{m_l} s'(\theta'_l) [\tilde{x}_l(\hat{\Theta}^u)]^{n_l}_{n_l,i_l} \right),
\]

\[
\hat{\alpha}_l = \frac{\sum_{n_l, n_r} \sum_{i_l} s'(\theta'_l) [\tilde{x}_l(\hat{\Theta}^u)]^{n_l}_{n_l,i_l} }{\sum_{n_l, n_r} \sum_{i_l} |s'(\theta'_l)|^2}.
\]

By substituting (19) and (20) into (18), the likelihood function is simplified to

\[
\Lambda' = \left( \frac{\sum_{n_l, n_r} \sum_{i_l} s'(\theta'_l) [\tilde{x}_l(\hat{\Theta}^u)]^{n_l}_{n_l,i_l} }{\sum_{n_l, n_r} \sum_{i_l} |s'(\theta'_l)|^2} \right)^2.
\]

Hence, the MLE of the remaining parameters is given as

\[
\hat{\theta}'_l = \arg \max_{\theta'_l} \Lambda'.
\]

Numerical methods can be applied to find the MLE. However, since scatter distance and DoD/DoA jointly shape the spherical wavefront, the joint estimation of scatter distance and DoD/DoA is required, where an exhaustive search could consume a large amount of time. To overcome this, a coarse-to-fine maximization process is applied as follows.

1) Coarse Estimation with PDAP: A key property of the DSS is that the measured PDAP can roughly locate the delay, DoD, and DoA of MPCs. Specifically, as shown in Appendix A, the maximum of the absolute value of function \( R_{\tau_l}[i] \) occurs at sample points with delay very close to \( \tau_l \). Moreover, due to the narrow antenna beam, the Tx/Rx antenna gains are maximum for scanning directions that are closest to \( \Omega_{\tau_l}^{Tx} \) and \( \Omega_{\tau_l}^{Rx} \). Therefore, assuming that the noise term \( w_l \) is much smaller than the signal \( s(\theta_l) \), coarse estimations can be made as

\[
[n_{l,m}, n_{r,m}, i_m] = \arg \max_{n_{l,m}, n_{r,m}} (|\tilde{x}_l(\hat{\Theta}^u)|)_{n_{l,m}, n_{r,m}},
\]

\[
\hat{\tau}'_l = (i_m - 1) \Delta \tau,
\]

\[
(\hat{\phi}'_{Tx}) = \phi_{Tx,m} \quad \text{and} \quad (\hat{\phi}'_{Rx}) = \phi_{Rx,m}.
\]

2) Fine Search with Partial Data: After obtaining the coarse estimations, we then search for the accurate estimations of parameters of the \( l \)th MPC in the neighborhood of the coarse estimates. Due to the narrow antenna beam and the form of \( R_{\tau_l}[i] \), the received signal of the \( l \)th path is very weak for those scanning directions or temporal samples far from its DoD, DoA, and delay, and may even be buried in noise. Thus, these data do not provide any useful information and can be trimmed to reduce the size of the CIR tensor. By using only the partial data around the coarse estimations, the computational complexity can be greatly reduced.

We proceed by finding the observed delay in the \( (n_{l,m}) \)th Tx scanning direction and \( (n_{r,m}) \)th Rx scanning direction, i.e., the estimation of \( \tau_{l,n_{l,m},n_{r,m}} \), as

\[
\hat{\tau}_{l,n_{l,m}, n_{r,m}} = \arg \max_{\tau \in S_{\tau_l}} \sum_{I_{\tau,l}} R_{\tau_l}[i] |\tilde{x}_l(\hat{\Theta}^u)|_{n_{l,m}, n_{r,m}},
\]

where \( S_{\tau_l} \) and \( I_{\tau,l} \) are the local region and partial data around...
the coarse delay estimation, as
\[
S_{\tau,l} = \{ \tau; |\tau - \hat{\tau}| \leq \Delta \tau \},
\]
\[
I_{\tau,l} = \{ i; |i - i_m| < \Delta I_{PI} \},
\]
where $\Delta I_{PI}$ are the range of the partial data in the delay domain, set according to the measured data.

Based on the relationships shown in (1) to (3), with the estimation of $\tau_{l,n_{r,m},n_{r,m}}$, the likelihood function is dependent on the DoD, DoA, distance from Tx to FBS, and distance from the Rx to LBS. Therefore, the angle and distance estimations can be found as
\[
\begin{align*}
\hat{\phi}_{l}^{Tx,\mu} & = \text{arg max} \quad [\hat{x}_l(\hat{\Theta}^{\mu})]_{n_{r,m},I_{\tau,l}} , \\
\hat{\theta}_{l}^{dx,\mu} & = \text{arg max} \quad [\hat{x}_l(\hat{\Theta}^{dx})]_{n_{r,m},I_{\tau,l}} , \\
\hat{\phi}_{l}^{Rx,\mu} & = \text{arg max} \quad [\hat{x}_l(\hat{\Theta}^{Rx})]_{n_{r,m},I_{\tau,l}} , \\
\hat{\theta}_{l}^{dx,\mu} & = \text{arg max} \quad [\hat{x}_l(\hat{\Theta}^{dx})]_{n_{r,m},I_{\tau,l}} ,
\end{align*}
\]
where $S_{\phi,\tau,l}^{Tx}, S_{\phi,\tau,l}^{Rx}, S_{\phi,\tau,l}^{Rx}$ in (32)-(33) are the local regions around the coarse estimations, which are expressed as
\[
\begin{align*}
S_{\phi,\tau,l}^{Tx} & = \{ \phi; |\phi - (\hat{\phi}_{l}^{Tx})| \leq \Delta \phi^{Tx}/2 \}, \\
S_{\phi,\tau,l}^{Rx} & = \{ \phi; |\phi - (\hat{\phi}_{l}^{Rx})| \leq \Delta \phi^{Rx}/2 \}, \\
S_{\phi,\tau,l}^{Rx} & = \{ \phi; |\phi - (\hat{\phi}_{l}^{Rx})| \leq \Delta \phi^{Rx}/2 \}, \\
S_{\phi,\tau,l}^{Rx} & = \{ \phi; |\phi - (\hat{\phi}_{l}^{Rx})| \leq \Delta \phi^{Rx}/2 \},
\end{align*}
\]
where $\Delta \phi^{Tx}$ and $\Delta \phi^{Rx}$ denote the angle step for DSS in the azimuth plane and elevation plane for Tx, respectively. Moreover, $\Delta \phi^{Rx}$ and $\Delta \phi^{Rx}$ are the angle step for DSS in the azimuth plane and elevation plane for Rx, respectively. Furthermore, $N_{\phi,l}$ and $N_{\tau,l}$ are partial data in the angle domain, expressed as
\[
\begin{align*}
N_{\phi,l} & = \{ n_{r}; |\phi_{l,\text{Scan}}^{Tx,\text{Scan}} - \phi_{l,\text{Scan}}^{Rx,\text{Scan}}| < \Delta \phi^{Tx,\text{PI}}, \\
N_{\tau,l} & = \{ n_{r}; |\phi_{l,\text{Scan}}^{Rx,\text{Scan}} - \phi_{l,\text{Scan}}^{Rx,\text{Scan}}| < \Delta \phi^{Rx,\text{PI}},
\end{align*}
\]
where the thresholds $\Delta \phi^{Tx,\text{PI}}, \Delta \phi^{Rx,\text{PI}}, \Delta \phi^{Rx,\text{PI}}, \Delta \phi^{Rx,\text{PI}}$ are dependent on the beam widths of Tx/Rx antennas, which should be set appropriately to include most of the main beams.

Note that partial data are used to decouple the estimation of DoD and DoA. Specifically, for the estimation of DoD, only the data in the Rx scanning direction receiving the strongest power is selected. Similarly, for the estimation of DoA, only the data in the Tx scanning direction producing the strongest received power is selected. In other words, the estimation problem in the virtual MIMO case is separated into two problems in the MISO and SIMO cases.

After obtaining the estimations of DoD, DoA and scatter distances of the $l$th MPC, the estimation of delay, path gain, and phase can be obtained as
\[
\hat{\tau}_{l}^{\mu} = \hat{\tau}_{l,n_{r,m},n_{r,m}} - \frac{|\hat{r}_{FB}^{Tx} - r_{FB}^{Tx}|}{c},
\]
\[
\hat{\tau}_{l}^{\mu} = \hat{\tau}_{l,n_{r,m},n_{r,m}} - \frac{|\hat{r}_{LBS}^{Rx} - r_{LBS}^{Rx}|}{c},
\]
where the positions of FBS and LBS are estimated as
\[
\hat{r}_{FB} = \hat{r}_{FB} + \hat{d}_{l}^{Tx,\mu} \hat{\Omega}_{l}^{Tx,\mu},
\]
\[
\hat{r}_{LBS} = \hat{r}_{LBS} + \hat{d}_{l}^{Rx,\mu} \hat{\Omega}_{l}^{Rx,\mu}.
\]
Moreover, the observed signal in the $(n_{r})$$^{th}$ scanning direction of Tx and $(n_{r})$$^{th}$ scanning direction of Rx is given as
\[
\hat{\xi}_{l,n_{r},n_{r}} = \sum_{m \in I_{\tau,l}} [\hat{x}_{l}(\hat{\Theta}^{\mu})]_{n_{r},n_{r},i} R_{\tau_{l,n_{r},n_{r}}(i)}^{\mu}.
\]

Upon here, one iteration of the DSS-o-SAGE algorithm is finished and the parameter of the $l$th MPC is updated.

C. Iteration Cycle and Convergence Judgement

Each $l$ iteration of the DSS-o-SAGE algorithm forms an iteration cycle. The number of MPCs is determined in the first iteration cycle, namely the initialization cycle, which starts with all MPC parameters set to zero. During the initialization cycle, the MPCs are estimated and subtracted one by one, in the descending order in light of path gains, until the estimated path gain of the $l$th path is smaller than a certain threshold. The number of MPCs is then set as the counter $l$ when the initialization cycle terminates.

At the end of each iteration cycle, i.e., $\mu \mod (L) = L - 1$, we judge whether the algorithm converges by comparing the values of the likelihood function in (14). Specifically, if the increase in the likelihood function compared to that in the last iteration cycle is less than a threshold, the algorithm is considered to be converged, expressed as
\[
\Lambda(\hat{\Theta}^{\mu}; h) - \Lambda(\hat{\Theta}^{\mu-1}; h) < r \Lambda(\hat{\Theta}^{\mu-1}; h)
\]
where $r$ denotes the ratio threshold.

What’s more, the algorithm can also be terminated when the number of iteration cycles exceeds a certain number, e.g. 10 in this work.

IV. PERFORMANCE VALIDATION AND COMPARISON IN SYNTHETIC CHANNELS

In this section, the performance of the proposed DSS-o-SAGE algorithm is validated and compared with existing methods considering synthetic channels, including the SAGE algorithm based on PWF (called PWF-SAGE in this work to...
distinguish it from others) and the SWF-SAGE algorithm [25], [29]. The computational complexity of different estimation algorithms is compared by evaluating the running time of a M-step. Furthermore, under phase instability in mmWave and THz DSS, results using different algorithms as well as the Cramér-Rao lower bound are compared and discussed. Last but not least, the influence of the near-field on estimation performance of SAGE algorithms is studied, where the applicable region of far-field approximations in DSS-o-SAGE is modeled.

A. Synthetic Channel - Single Path Case

To evaluate the performance of the proposed estimation algorithm, simulations are conducted with synthetic channels. Without loss of generality, we consider a single-input-multiple-output (SIMO) case where only the Rx scans the spatial domain and only the DoA is estimated while the DoD is omitted. The scanning direction of Rx ranges from 0° to 350° in the azimuth plane and from −20° to 20° in the elevation plane, both with a step of 10°. Moreover, it is assumed that the CIR data is measured with the vector network analyzer (VNA)-based channel sounder. The frequency band is selected as 298–302 GHz, with a 2 MHz sampling interval. Furthermore, the horizontal and azimuth radii of the rotator is assumed to be 0.2 m and 0.01 m. Similarly, the delay in DSS-o-SAGE is estimated with a grid size of 5 × 10^{-4} ns, by using only the data in the strongest scanning direction. Then, the AoA, EoA, and Rx-LBS distance are estimated with large grids separated by 0.2 m and small grids separated by 0.002 m.

To compare the performance of different algorithms, a single path case is considered, where there is only one LoS path in the channels. The parameter of the path is given as

$$\tau, \theta_1, \varphi_1, d_{\text{Rx}}, d_{\text{Rx}}, \alpha_1 = \left[ \frac{\Delta \varphi}{c}, \frac{\Delta \theta}{2}, \frac{c}{4 \pi f d} \right], \quad (47)$$

where $d$ denotes the propagation distance. Moreover, $\Delta \varphi$ and $\Delta \theta$ are scanning steps in the azimuth and elevation plane. In other words, the LoS path is assumed to be arrived in directions in the middle of scanning grids, which is the hardest case for parameter estimation. Furthermore, the path gain is set according to the Friss’ law. Apart from the parameters listed above, the signal phases in different scanning directions are generated following zero-mean Gaussian distributions.

With the aforementioned parameters, the measured CIR tensor can be constructed following (7), where the noise samples are generated with complex normal distributions.

B. Computational Complexity

All three SAGE algorithms find the estimations through on-grid search process. Specifically, for the PWF-SAGE algorithm, the delay is estimated with a grid size of 5 × 10^{-4} ns. Moreover, the AoA and EoA are jointly estimated with a two-phase on-grid search. A large grid with grid size of 0.2° is firstly used to find the coarse estimations, within whose neighbourhood a small grid with size of 0.002° is then used to find the final estimation values. Moreover, for the SWF-SAGE algorithm, the delay is firstly estimated with a grid size of 5 × 10^{-4} ns, by using only the data in the strongest scanning direction. Then, the AoA, EoA, and distance from Rx to LBS are jointly estimated, firstly with large grid sized as 0.2° and 0.2 m and then with small grid sized as 0.002° and 0.01 m. Similarly, the delay in DSS-o-SAGE is estimated with a grid size of 5 × 10^{-4} ns. The AoA, EoA, and Rx-LBS distance are estimated with large grids separated by 0.2° and 0.2 m and small grids separated by 0.002° and 0.01 m.

The computational complexity and wall time in one M-step for different SAGE algorithms are shown in Table I, from which several observations can be made as follows. Note that the wall times are recorded using the same implementation environment and computer specifications. First, comparing the wall time for once calculation of the likelihood function, the PWF-SAGE algorithm is close to that in the SWF-SAGE algorithm. Since the calculation of SWF is more complex than PWF, the delay is firstly estimated with a large grid size of 5 × 10^{-4} ns. Moreover, the AoA, EoA, and distance from Rx to LBS are jointly estimated, firstly with large grid sized as 0.2° and 0.2 m and then with small grid sized as 0.002° and 0.01 m. Similarly, the delay in DSS-o-SAGE is estimated with a grid size of 5 × 10^{-4} ns. The AoA, EoA, and Rx-LBS distance are estimated with large grids separated by 0.2° and 0.2 m and small grids separated by 0.002° and 0.01 m.

The computational complexity and wall time in one M-step for different SAGE algorithms are shown in Table I, from which several observations can be made as follows. Note that the wall times are recorded using the same implementation environment and computer specifications. First, comparing the wall time for once calculation of the likelihood function, the PWF-SAGE algorithm is close to that in the SWF-SAGE algorithm. Since the calculation of SWF is more complex than PWF. Moreover, without using partial data, the wall time for once calculation of the likelihood function in DSS-o-SAGE algorithm is close to that in the SWF-SAGE algorithm. By utilizing the partial data, the involved data size can be reduced by about 1000 times and nearly an order of magnitude decrease is obtained for the wall time of the likelihood function evaluation, which validates the effective computational acceleration with the proposed partial data utilization. Second, the number of calls for likelihood function evaluation in the DSS-

### Table I: Computational complexity and wall time in one M-step of different SAGE algorithms.

| Procedure                  | Delay estimation | DoA estimation | DoA and Rx-LBS distance estimation |
|----------------------------|------------------|----------------|-----------------------------------|
| Searching region           | [0,500 ns]       | [0,500 ns]     | [0,500 ns]                        |
| Searching grid size        | 5 × 10^{-4} ns   | 5 × 10^{-4} ns | 5 × 10^{-4} ns                    |
| Number of calls for likelihood function evaluation | 10^6            | 10^6           | 10^7                             |
| Time                       | 1839.80 s        | 682.73 s       | 33930.85 s                       |
|                            | 2523.21 s        | 33946.64 s     | 1.85 s                           |
o-SAGE algorithm is much smaller than that in the other two algorithms, with a decrease of one order compared to PWF-SAGE algorithm and two orders compared to SWF-SAGE algorithm. This attributes to the coarse estimations obtained utilizing the narrow beam property of the DSS. In summary, the combination of the smaller data size and smaller search space results in the much smaller wall time in the DSS-o-SAGE algorithm, compared to the other two algorithms.

As shown in Table I, the computational complexity without using coarse estimation and partial data in PWF-SAGE and SWF-SAGE is too high, which prevents us from running Monte Carlo simulations to evaluate their performance. Thus, for our simulations, these two algorithms are also accelerated using the coarse estimation and partial data.

C. Influences of Phase Instability

To compare the estimation performance of different SAGE algorithms, the estimation accuracy is evaluated by the root-mean-square error (RMSE), which is expressed as

$$\text{RMSE}(\Theta_k) = (\Theta_k^T - \Theta_k^*)^2,$$

(48)

where $\Theta_k^*$ and $\Theta_k^*$ stands for the estimated parameters and the true values. Moreover, the estimation errors of ToA, DoA, and path gain are considered in this work, i.e., $\Theta_k \in \{\tau, \varphi, \theta, \alpha\}$.

Apart from the estimation accuracy, another important issue is whether the estimation algorithms would produce fake estimations. To investigate this, after the single LoS path is estimated, a fake path is then estimated. As a result, the fake power ratio (FPR) is calculated as

$$r_{\text{Fake}}(\text{dB}) = 20 \log_{10} \frac{\alpha_{\text{Fake}}}{\alpha}$$

(49)

where $\alpha_{\text{Fake}}$ denotes the path gain of the fake estimation.

Moreover, for an unbiased estimator $\hat{\Theta}_k$ of the $k$th parameter in $\Theta$, its RMSE is lower bounded by the square root of the CRLB, which is defined as

$$\text{CRLB}(\Theta_k) \leq \left[ F^{-1}(\Theta) \right]_{kk}$$

(50)

where $F^{-1}(\Theta)$ denotes the inverse matrix of the Fisher Information Matrix (FIM), whose element at the $k$th row and $(k')$th column is expressed as

$$F_{kk'}(\Theta) = -E \left[ \frac{\partial}{\partial \Theta_k} \frac{\partial}{\partial \Theta_{k'}} \Lambda(\Theta; h) \right],$$

(51)

where $\Lambda(\Theta; h)$ is the likelihood function.

With the signal form expressed in (7) and assuming that the noise samples are independent complex Gaussian random variables, the element of FIM can be easily derived to be [25]

$$F_{kk'}(\Theta) = \frac{2}{N_0} R \left\{ \frac{\partial \text{vec}[s(\Theta)]^T \partial \text{vec}[s(\Theta)]}{\partial \Theta_k} \left( \frac{\partial \text{vec}[s(\Theta)]^T}{\partial \Theta_{k'}} \right) \right\}$$

(52)

where $(\cdot)^T$ denotes the transpose operation.

Since there is no analytical expression for the radiation pattern of Tx/Rx horn antennas, the closed-form derivation of the CRLB is not applicable in this work. Nevertheless, the FIM can be easily calculated with numerical solutions based on (52) since it only involves the calculation of first-order derivatives. As a result, the CRLB is computed numerically. Note that only the CRLB with the signal model introduced in this work is evaluated here, as a reference to observe how good or bad the different SAGE algorithms are. Though misspecified CRLBs with the mismatched signal models in PWF-SAGE and SWF-SAGE algorithms are tighter lower bounds [42], their evaluations are complicated and beyond the scope of this paper, which are thus omitted.

To study the influence of phase instability, the scanning-direction-dependent phases are generated following zero-mean normal distributions with standard deviations ranging from 0 to 2, representing the cases from no phase instability to severe phase instability as observed in our experiment in Sec.II-B. The distance is set as 10 m and the SNR is selected as 40 dB. The simulation is run repeatedly for 100 times.

The simulation results under phase instabilities are shown in Fig. 6. First, when the phase instability is insignificant, e.g., $\sigma_{\phi} = 0$, the estimation accuracy of SWF-SAGE reaches the CRLB. In contrast, the estimation errors using PWF-SAGE algorithm are larger, due to the near-field effects under the considered 10 m distance scatter. Second, the PWF-SAGE and SWF-SAGE algorithms suffer greatly from the phase instability. As the phase instability is severer, their estimation accuracy degrades. When phase instability is significant, e.g., $\sigma_{\phi} > 1$, the PWF-SAGE and SWF-SAGE algorithms can not
work at all and produce strong fake paths. Therefore, under the severe phase instability as observed in our experiments in Sec. II-B, namely $\sigma_\phi \approx 1.8$, the existing algorithms can not be used for accurate channel parameter estimations. Third, with the carefully modeled scanning-direction-dependent signal phases, the performance of the DSS-o-SAGE algorithm is robust under phase instability. These results show the excellence of DSS-o-SAGE compared to existing algorithms.

### D. Influence of Near-field

One key concern in mmWave and THz DSS is that whether the large VSA aperture and small wavelength will introduce strong near-field effects that need to be considered for channel parameter estimation. To investigate this, simulations are performed with different scatter distances, where the results are shown in Fig. 7. No phase instability is considered and the SNR is set as 40 dB. Note that to investigate how the performance of DSS-o-SAGE algorithm is affected by the near-field effects, results of DSS-o-SAGE algorithm with far-field approximation (DSS-o-SAGE w. FFA) are also shown here, which can be easily obtained by letting scatter distance of all MPCs approach infinity in the DSS-o-SAGE algorithm.

Several observations are made as follows. First, since the phase instability is not considered, the SWF-SAGE algorithm performs well, with estimation accuracy approaching the CRLB. Second, for distances smaller than 20 m, the estimation error of the PWF-SAGE algorithm deviates from the CRLB, due to the near-field effects. As the distance increases, the estimation error of the PWF-SAGE algorithm approaches the CRLB. Interestingly, the 20 m boundary, above which the estimation accuracy of PWF-SAGE algorithm is satisfactory, is much smaller than the Rayleigh distance of 320 m. This is due to the high directivity of the horn antennas used in the DSS, for which the scanning directions with significant model mismatch receive insignificant power, causing little influence on the estimation accuracy. Third, the estimation error of the DSS-o-SAGE algorithm is slightly larger than the CRLB, especially for the angle estimations. Nonetheless, the estimation accuracy is still satisfactory. Fourth, the estimation accuracy of DSS-o-SAGE w. FFA is close to that of the DSS-o-SAGE algorithm, indicating that the DSS-o-SAGE algorithm is less sensitive to the near-field effects than the PWF-SAGE algorithm. The reason for the slightly larger estimation errors and the insensitivity to near-field effects originates from the less information in DSS-o-SAGE algorithm, compared to existing algorithms, as independent signal phases in different scanning directions are considered. Interestingly, the AoA estimation accuracy of the DSS-o-SAGE w. FFA is even smaller than that of the DSS-o-SAGE algorithm when distance is smaller than 40 m. Last but not least, as can be observed in Fig. 7(e), the DSS-o-SAGE algorithm, DSS-o-SAGE w. FFA, and SWF-SAGE algorithms produces weak fake estimations. In contrast, when distance is smaller than 20 m, the PWF-SAGE algorithm produces significant fake MPCs, which prevents its effective use.

Note that the above results are not sufficient to conclude that the near-field effects are not important in the DSS-o-SAGE algorithm. Since the near-field effects are related to the array...
aperture, distance, and the HPBW of the antenna elements, extensive simulations are conducted with different values of these parameters to observe the effects of near-fields on the estimation performance of DSS-o-SAGE algorithm. To investigate the influences of HPBW of antennas, the normalized antenna gain pattern with different HPBW is approximated by using the Gaussian main beam model [43], expressed as

\[ G(\varphi, \theta) = \exp \left( -\frac{4 \ln(2) \varphi^2}{\varphi_{3dB}^2} \right) \exp \left( \frac{4 \ln(2) \theta^2}{\theta_{3dB}^2} \right) \]  

(53)

where \( \varphi_{3dB} \) and \( \theta_{3dB} \) are the HPBW in azimuth and elevation planes, respectively, which are consistent in this work.

The FPR values of DSS-o-SAGE w. FFA are shown in Fig. 8. To clearly see the FPR values caused by FFA, the SNR is set as 60 dB in these simulations, for which the FPR values are lower bounded by around −45 dB due to noise effects. First, the FPR values generally increase as the radius of the VSA increases. As the scatter distance increases, the FPR values decrease. This is intuitively right since smaller scatter distance and larger VSA radius result in severe near-field effects. Second, the FPR values do not increase monotonically as the antenna HPBW increases. Instead, the FPR values increase when the antenna HPBW increases from 5° to 10° and then decrease as the HPBW grows. The reason behind this is two-fold. On one hand, the effective array aperture, defined as the largest distance between antenna elements with significant received power, increases as the HPBW increases, resulting in more degradation of estimation performance and thus higher FPR values of the DSS-o-SAGE w. FFA. On the other hand, by approximating the SWF with PWf, the receiving directions of the directional antennas in different scanning directions are incorrectly calculated. When the antenna HPBW is smaller, such a deviation of antenna receiving angles results in a larger miscalculation of the antenna gains. As a result, the signal components can not be completely subtracted, leaving strong fake paths. Third, by using a −30 dB FPR threshold, the distance boundary is illustrated in Fig. 8 with red dotted lines. The boundary generally follows a linear relationship with the VSA radius and an almost logarithmic relationship with the antenna HPBW, which is modeled by

\[ d_{th} = a \left| \ln \left( \frac{\theta_{3dB}}{b} \right) \right|^c \frac{r_{\text{VSA}}}{\lambda} \]  

(54)

where \( \theta_{3dB} \) and \( r_{\text{VSA}} \) stands for the antenna HPBW and VSA radius. Moreover, the fitting parameters are given as \( a = 0.0184, b = 10.773^\circ, c = 1.4597 \), respectively.

V. ESTIMATION AND CHANNEL CHARACTERIZATION RESULTS USING REAL MEASURED DATA

In this section, the estimation performance of the proposed DSS-o-SAGE algorithm and the widely used noise-elimination method is evaluated and compared using real measured data in an indoor corridor scenario, as reported in [13]. Based on the estimated channel parameters, propagation analysis is performed to reveal the propagation mechanism of THz waves. Furthermore, channel characteristics are calculated and discussed, including path loss, delay and angular spreads.

(a) Pictures of the corridor .

(b) Bird’s eye view .

Fig. 9: The layout of the measurement campaign conducted in the corridor [13]

A. Measurement Campaign and Parameter Setups

The channel measurement campaign is conducted in 306–321 GHz in a typical indoor corridor scenario, as shown in Fig. 9. Both sides of the corridor are furnished with glass walls, which are connected together by metal pillars. The Tx/Rx separation distance ranges from 5 m to 31 m with 21 receiver positions. Moreover, the Tx antenna remains static, while the Rx antenna scans the spatial domain, as −20° ∼ 20° in the elevation plane and 0 ∼ 360° in the azimuth plane, both with a rotation step of 10°. Therefore, we estimate the DoAs of MPCs, while the DoDs of MPCs are omitted. The rotator used is the same as that mentioned in Sec. II-B. For detailed descriptions of the channel sounders, measurement setups, and measurement deployments, please refer to [13].

Based on the measured data, only MPCs with path gains larger than a certain threshold \( \alpha_{th} \) are estimated, as

\[ \alpha_{th} = \max(\alpha_{\text{FS-LOS}}^{\text{FS-LOS}}/1000) \]  

(55)

where \( \alpha_{\text{LOS}}^{\text{LOS}} \) denotes the free space path gain, calculated using the Friss’ law, i.e., \( \alpha_{\text{LOS}}^{\text{FS-LOS}} = c/4\pi fd \), with \( c, f, d \) standing for the speed of light, carrier frequency and distance. Moreover, the number 1000 indicates a 30 dB dynamic range.

For noise-elimination method, all samples of CIRs that are stronger than \( \alpha_{th} \) are regarded as MPCs. For the DSS-o-SAGE algorithm, the initialization cycle starts with all MPC parameters set as zero and terminates when the estimated path gain is smaller than the threshold. The convergence of the DSS-o-SAGE algorithm is judged by the criterion in (46), with the ratio threshold parameter set to 0.001. The results of DSS-o-SAGE w. FFA are obtained in a similar way to those of DSS-o-SAGE, only with the all scatter distances approaching infinity. Note that the PWF-SAGE and SWF-SAGE algorithms are omitted here since they produce significant fake MPCs and thus greatly deviated channel characteristics under the severe phase instability, as discussed in Sec. IV-C.
B. Propagation Analysis

Based on the estimated channel parameters, the physical reason for different MPCs can be analyzed. Taking the first Rx point as an example, the estimated MPCs and corresponding propagation paths are shown in Fig. 10, from which several observations can be made as follows. First, judging by the parameters of the main MPCs, there are mainly four types of MPCs observed in the first Rx point, including the LoS path, the once and twice reflection paths from metal pillars in front of the Rx, as well as the back-scattering from metal pillars, as shown in Fig. 10 (d). The LoS path dominates the measured channel, while a 10–20 dB reflection/scattering loss is observed for the NLoS path. Second, comparing the extracted MPCs by using the DSS-o-SAGE algorithm and noise-elimination method, it can be seen that the different kinds of MPCs are more separated based on the DSS-o-SAGE algorithm, since the effects of the antenna radiation pattern are eliminated. In contrast, the results with noise-elimination contains many fake MPCs, such as the duplicates of the LoS path observed in AoA at 10° and −10°, for which the LoS path and the reflection paths in AoA at 20° and −20° are nearly connected together and hard to distinguish. Specifically, the number of MPCs by using DSS-o-SAGE algorithm and noise-elimination is 70 and 161, respectively. Third, by comparing the parameters of main MPCs listed in Fig. 10, it can be seen that the results with noise-elimination slightly deviates from those with DSS-o-SAGE, due to the limited temporal and spatial resolution of the noise-elimination method. Therefore, it is necessary to utilize the DSS-o-SAGE algorithm instead of the noise-elimination method to obtain more reasonable and correct results. Fourth, the results by using DSS-o-SAGE w. FFA are very similar to those obtained using DSS-o-SAGE algorithm, with only slight difference on the estimated parameters of the MPCs. In fact, using the empirical formula in (54), the scatter distance threshold is calculated as 0.94 m, which is below most of the real scatter distances and thus the near-field effects have insignificant effects on the estimation performance of DSS-o-SAGE in this case.

C. Channel Characteristics

The estimated MPC parameters directly affect the calculations of channel characteristics. In this part, we calculate and analyze the channel characteristics based on different channel parameter estimation algorithms, including path loss, delay and angular spreads.

1) Path loss: The path loss, also known as large-scale fading, is of great importance for the evaluation of the link budget in the design of communication systems. Specifically, in our channel measurement campaigns, the path loss is calculated as the summation of the received power of all MPCs, as

\[ PL \ [\text{dB}] = -10 \log_{10} \left( \sum_{l=1}^{L} |\alpha_l|^2 \right). \]  

Generally, the path loss is modeled as a linear function with respect to the logarithm of the Euclidean distance between Tx and Rx. In line with this, a close-in (CI) free space reference distance model is used, which is defined as

\[ PL_{\text{CI}} \ [\text{dB}] = 10n \log_{10} \frac{d}{d_0} + \text{FSPL}(d_0) \]

where \( n \) stands for the path loss exponent (PLE) of the CI model. Additionally, \( d \) is the Euclidean distance between Tx and Rx and \( d_0 \) stands for the reference distance, which is selected as 1 m here. FSPL(\( d_0 \)) denotes the free space path loss at distance \( d_0 \) and is calculated as 20 log_{10}(\text{FSPL}(f, d_0)).

The path loss results are shown in Table II and III. First, the path loss results of noise-elimination method and DSS-o-SAGE algorithm are close. The reason is that for a certain MPC, its duplicates in all scanning directions are treated as MPCs by the noise-elimination method, and the sum of their power is close to the real power of the MPC. As a result, similar path loss results are observed for noise-elimination and DSS-o-SAGE algorithm. Second, the path loss results obtained by using DSS-o-SAGE w. FFA are slightly overestimated compared to the results without FFA. The reason is that by using the FFA, the path gains of MPCs are slightly underestimated due to the model mismatch between PWF and SWF. Nonetheless, the deviation is insignificant, which means that FFA can be applied to reduce the computational complexity in our measurements. Third, with the DSS-o-SAGE algorithm, the path loss in the indoor corridor scenario at 300 GHz is characterized with a PLE around 1.47. The small PLE attributes to the significant scattering from metal pillars, as mentioned earlier in the propagation analysis.

2) Delay and angular spreads: The power of the MPCs disperses in both temporal and spatial domains, which is evaluated by the delay and angular spreads. The delay spread, azimuth spread of arrival (ASA) and the elevation spread of arrival (ESA) are summarized in Table II, from which we make several observations. First, for the delay spread values, the
TABLE II: Channel characteristics calculated based on different channel parameter estimation algorithms in the corridor.

| Rx points | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
|-----------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|
| PL [dB]   | Noise elimination | 93.49 | 93.97 | 95.10 | 96.80 | 95.77 | 97.49 | 96.92 | 98.16 | 98.04 | 99.11 | 101.8 | 101.6 | 101.9 | 101.5 | 101.7 | 101.7 | 101.7 | 101.9 | 101.5 |
| DSS-o-SAGE | 93.42 | 93.34 | 94.67 | 96.04 | 95.86 | 97.20 | 97.27 | 98.24 | 97.57 | 98.45 | 101.4 | 101.2 | 101.4 | 99.87 | 100.8 | 101.2 | 101.2 | 101.3 | 101.2 | 101.0 |
| DSS-o-SAGE w. FFA | 93.91 | 94.03 | 94.80 | 96.37 | 96.38 | 97.66 | 96.72 | 98.47 | 97.65 | 99.02 | 101.5 | 101.3 | 101.7 | 100.3 | 101.2 | 102.2 | 102.3 | 103.2 | 101.8 | 104.3 |
| DS [ns]   | Noise elimination | 2.54 | 3.26 | 4.00 | 6.65 | 7.91 | 14.99 | 12.48 | 16.97 | 11.36 | 14.97 | 21.28 | 13.40 | 16.19 | 14.93 | 15.70 | 18.78 | 22.44 | 16.62 | 19.17 | 21.77 |
| DSS-o-SAGE | 3.99 | 3.84 | 5.74 | 9.70 | 10.04 | 15.94 | 17.21 | 17.67 | 16.53 | 18.56 | 22.94 | 19.53 | 21.84 | 18.91 | 18.69 | 23.17 | 23.24 | 20.52 | 22.70 | 26.29 |
| DSS-o-SAGE w. FFA | 4.16 | 3.96 | 5.32 | 7.85 | 11.91 | 15.96 | 17.24 | 19.70 | 14.74 | 18.29 | 23.12 | 19.41 | 21.84 | 19.66 | 18.69 | 22.90 | 23.50 | 20.02 | 22.54 | 23.88 |
| ASA ['"] | Noise elimination | 22.13 | 24.10 | 25.72 | 30.59 | 25.65 | 24.71 | 22.96 | 24.45 | 28.29 | 28.37 | 32.45 | 27.39 | 29.41 | 23.42 | 29.08 | 40.66 | 41.77 | 43.52 | 45.67 | 40.86 |
| DSS-o-SAGE | 26.94 | 26.93 | 29.76 | 31.74 | 33.85 | 29.01 | 29.24 | 28.23 | 32.96 | 33.00 | 37.43 | 38.73 | 36.12 | 30.78 | 37.92 | 50.06 | 45.18 | 48.92 | 45.01 | 49.86 |
| DSS-o-SAGE w. FFA | 26.58 | 26.85 | 27.74 | 34.54 | 34.99 | 28.94 | 28.63 | 30.71 | 31.63 | 32.45 | 37.47 | 37.70 | 35.21 | 30.99 | 36.74 | 48.84 | 44.51 | 48.92 | 47.12 | 50.27 |
| ESA ['"] | Noise elimination | 5.57 | 6.33 | 6.38 | 8.05 | 6.48 | 7.74 | 7.66 | 7.63 | 7.43 | 7.41 | 8.33 | 9.04 | 7.60 | 8.16 | 6.61 | 8.67 | 8.06 | 7.48 | 6.52 | 7.47 |
| DSS-o-SAGE | 3.44 | 6.48 | 5.14 | 7.23 | 4.67 | 6.45 | 7.17 | 6.96 | 5.97 | 6.80 | 7.14 | 8.07 | 6.96 | 6.51 | 5.56 | 8.08 | 6.03 | 6.06 | 4.23 | 5.30 |
| DSS-o-SAGE w. FFA | 3.58 | 5.61 | 5.56 | 7.73 | 6.26 | 6.23 | 7.15 | 7.31 | 5.39 | 6.19 | 6.49 | 8.16 | 7.77 | 6.70 | 5.56 | 8.44 | 6.16 | 7.33 | 5.35 | 5.45 |

TABLE III: Channel characteristic distribution parameters calculated based on different channel parameter estimation algorithms in the corridor.

| Characteristics | Noise elimination | DSS-o-SAGE | DSS-o-SAGE w. FFA |
|----------------|-------------------|------------|-------------------|
| PL [m] | 1.49 | 1.47 | 1.50 |
| DS [log10 ns] | -7.92 | -7.82 | -7.82 |
| ASA [log10 '"] | 1.47 | 1.56 | 1.55 |
| ESA [log10 '"] | 0.87 | 0.78 | 0.80 |

results using noise-elimination method are smaller compared to the results using DSS-o-SAGE algorithm. Second, the ASA results based on the noise-elimination method are smaller than those based on the DSS-o-SAGE algorithm, while the ESA values are larger. The reason for these observations is that by using the noise-elimination method, for a given path, significant fake MPCs with delay and DoA around the real path are obtained. As a result, the delay spread is underestimated, while the angular spreads are misleadingly close 10° ∼ 20° with the HPBW of the Rx antenna as 8°. Those angular spread values that are actually larger than this range tend to be smaller, while others that are expected to be smaller grow. Third, the results show little difference whether the FFA is used or not. As shown in Table III, by using the FFA in the DSS-o-SAGE algorithm, the average ASA is slightly underestimated and the average ESA is slightly overestimated, due to several fake MPCs caused by FFA. These results indicate that it is acceptable to use FFA under our measurement setups to reduce the computational complexity for channel characterization. Fourth, by using the DSS-o-SAGE algorithm, the delay spread is averagely calculated as 15.26 ns, while the average ASA and ESA values are 36.23° and 6.06°, respectively. The large delay and angular spread values reveals the strong multi-path effects due to diffuse scattering from the metal pillars on both sides of the corridor.

VI. CONCLUSION

In this paper, we proposed a direction-scan sounding-oriented SAGE (DSS-o-SAGE) algorithm for channel parameter estimation in mmWave and THz bands. We introduced and validated a scanning-direction-dependent signal phase, to adequately capture the phase instability observed in mmWave and THz DSS. Based on the signal model, the DSS-o-SAGE algorithm was derived, whose computational complexity was reduced with coarse-to-fine estimation and partial data by exploiting the narrow antenna beam property of DSS. Furthermore, we evaluated the performance of the proposed algorithm and compared it with existing SAGE algorithms, considering a synthetic channel in a single path case. Influences of the phase instability and near-field, as well as the computational complexity of different algorithms, are fully investigated. Last but not least, we applied the proposed DSS-o-SAGE algorithm in real measured data, which were further compared with the widely used noise-elimination method.

Particularly, key observations are highlighted as follows. First, by carefully considering the phase instability of mmWave and THz DSS, the proposed DSS-o-SAGE algorithm greatly outperforms existing algorithms in terms of estimation accuracy. Second, by exploiting the narrow antenna beam property in mmWave and THz DSS, the coarse-to-fine estimation process with partial data utilized in DSS-o-SAGE algorithm greatly reduces the computational complexity. Third, due to the narrow antenna beams used in mmWave and THz DSS, the near-field effects are much weaker than one may expect from the Rayleigh distance. Specifically, the scatter distance boundary, beyond which far-field approximations can be used in DSS-o-SAGE, is linearly related to the array aperture and shows a logarithmic dependence on the antenna beam width. In fact, under the measurement setups and scenarios that we consider, the near-field effect is not significant for channel parameter estimations and far-field approximations can be thus utilized for lower computational complexity. Fourth, without using the DSS-o-SAGE algorithm, multiple fake MPCs from the duplicates caused by the radiation patterns of horn antennas are obtained using the noise-elimination method, which further leads to inaccurate channel characteristic results, such as smaller delay spread, smaller azimuth angle spread, and larger elevation angle spread. Based on the DSS-o-SAGE algorithm, the channels in the indoor corridor scenario at 300 GHz are characterized, where we observe a PLE of 1.47,
average delay spread of 15.26 ns, average ASA and ESA of 36.23° and 6.06°, respectively. In general, the proposed DSS-o-SAGE algorithm can be used to accurately estimate the MPC parameters in mmWave and THz direction-scan measurements, which is helpful for channel modeling and system design for mmWave and THz communications.

APPENDIX A

GENERAL FORM OF CHANNEL IMPULSE RESPONSE

There are mainly three kinds of methods to measure the mmWave and THz channels, namely pulse-based time domain method, correlation-based time domain method, and VNA-based frequency domain method [17]. Since the pulse-based time domain method has limited measurement distance, it is usually used to measure material properties or micro-scale channels, rather than used in indoor/outdoor scenarios in DSS. In the following part, we show that for the other two methods, the measured CIR can be expressed in the same form.

A. Correlation-based Method

In correlation-based method, the auto-correlation function of the transmitted signal is close to a Dirac function. Therefore, after the received signal passing a correlator, the CIR is obtained, as

$$h(\tau) = \int_0^{T_c} y(t) u^*(t - t_0 - \tau) dt = \sum_{i=1}^{L} s_i^r R_u(\tau - \tau_l) + w(t)$$

(A1)

where $s_i^r = \alpha_i c_i \Omega_i^T x_i R x_i e^{j \phi_i}$ denote part of the signal that is not dependent on time. Additionally $T_c$ denotes the signal duration of $u(t)$. Moreover, $R_u(\tau) = u(t) u^*(t - \tau)$ is the auto-correlation function of the transmitted signal. Moreover, $(\cdot)^*$ is the conjugate operation of complex numbers.

With temporal sampling, the discrete CIR is expressed as

$$h[i] = \sum_{i=1}^{L} s_i^r R_u((i-1)\Delta \tau - \tau_l) + w[i]$$

(A2)

B. VNA-based Method

Different from the above-mentioned two time-domain methods, the VNA-based method measures the CTFs of wireless channels and the CIRs are obtained through inverse discrete Fourier transform (IDFT). Specifically, the sampled CTF of wireless channels can be expressed as

$$H[k] = \sum_{i=1}^{L} s_i^r e^{-j 2\pi f_s \tau_l} + W[k]$$

(A3)

where $f_k$ denotes the carrier frequency at the $k$th sampling point, i.e., $f_k = f_1 + (k-1)\Delta f$. $f_1$ and $f_2$ represent the lower and upper frequencies of the measured band. $\Delta f$ is the sampling interval in the frequency domain.

Taking IDFT on the measured CTF, we obtain

$$h[i] = \sum_{i=1}^{L} s_i^r \text{IDFT} [e^{-j 2\pi f_s \tau_l}] + w[i]$$

(A4)

Furthermore, by using the definitions of IDFT and denoting the term $\text{IDFT}[e^{-j 2\pi f_s \tau_l}]$ as $v_l$, we have

$$v_l[i] = \frac{1}{K} \sum_{k=1}^{K} e^{-j 2\pi f_s \tau_l} e^{j 2\pi (k-1)(i-1)/K}$$

(A5a)

$$= \frac{e^{j \phi_i}}{K} \sum_{k=1}^{K} e^{-j 2\pi ((k-1)\Delta \tau - (k-1)(i-1)/K)}$$

(A5b)

$$= \frac{e^{j \phi_i}}{K} \sum_{k=1}^{K} e^{-j 2\pi ((k-1)\Delta \tau - (k-1)(i-1) + \frac{2\pi}{K} \Delta \tau)}$$

(A5c)

$$= \frac{e^{j \phi_i}}{K} \sum_{k=1}^{K} e^{-j 2\pi (k-1)\Delta \tau_\tau[i]}$$

(A5d)

where (A5c) comes from the fact that $1/(K-1) = \Delta f / \Delta \tau$. Besides, $\Delta \tau_\tau[i] = \tau_l - (i-1)\Delta \tau/a$ with $a = 1 + \Delta \tau \Delta f$.

Moreover, the additional phase term $\phi_i$ is $-2\pi f_s \tau_l$.

When $\Delta f \Delta \tau_\tau[i] = 0$, it is obvious that $v_l[i] = e^{j \phi_i}$. When $\Delta f \Delta \tau_\tau[i] \neq 0$, by utilizing the properties of geometric series, we obtain

$$v_l[i] = \frac{e^{j \phi_i}}{K} \frac{e^{-j \pi K \Delta f \Delta \tau_\tau[i]} \sin(\pi K \Delta f \Delta \tau_\tau[i])}{e^{-j \pi \Delta f \Delta \tau_\tau[i]} \sin(\pi \Delta f \Delta \tau_\tau[i])}$$

(A6a)

$$= e^{j \phi_i} g_K(\pi \Delta f \Delta \tau_\tau[i])$$

(A6b)

where the phase term is $\phi_i = -\pi (K - 1) \Delta f \Delta \tau_\tau[i]$.

Moreover, $g_K(x)$ is of the form as

$$g_K(x) = \begin{cases} 1, & x = 0 \\ \frac{1}{\sin(Kx)}, & x \neq 0 \end{cases}$$

(A7)

Utilizing (A6b) in (A4), we have

$$h[i] = \sum_{i=1}^{L} s_i^r g_K(\pi \Delta f \Delta \tau_\tau[i]) e^{j \phi_i} + w'[i]$$

(A8)

C. Summary

The measured CIRs with different methods in (A2) and (A8) can be expressed with a general form, as

$$h[i] = \sum_{i=1}^{L} s_i^r R_{\tau_l}[i] + w[i]$$

(A9)

where the function $R_{\tau_l}[i]$ is of the form as

$$R_{\tau_l}[i] = \begin{cases} R_u((i-1)\Delta \tau - \tau_l), & \text{correlation-based} \\ g_K(\pi \Delta f \Delta \tau_\tau[i]) e^{j \phi_i}, & \text{VNA-based} \end{cases}$$

(A10)
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