Analysis of Indian Food Based on Machine learning Classification Models
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ABSTRACT

For human life, Food is highly necessary and essential for human to live the life. The objective of the current study is to characterise, classify and compare the food consumption patterns of many Indian food diets such as non-vegetarian and vegetarian. Given data about different Indian dishes, we try to predict here the dish is vegetarian or not. To get the best predictive model, this study is conducted with the comparison of Decision Tree, K-Nearest Neighbor (KNN), Support Vector Machine (SVM) and Random Forest algorithms. In this study, the concept and implementation of all these four models be made for prediction of Indian food. For training and testing the models, Indian food dataset is used that contains, in total 255 records to fit with all these four models. In short, the classification and prediction of Decision tree and KNN model provides less performance than the other models used here. However, the Random Forest model was generally more accurate than SVM, KNN and Decision Tree model, which have got from the simulation.
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1. INTRODUCTION

A Healthy diet is very essential to human health [1]. Natural products are commonly utilised as food. Even it might process to fulfill the need of people. The attributes of Food (processed as well as natural food) like nutrients, compositions, type, and process styles are related to issues of healthy food. There is a kind to say: "food is the god of people" [2]. People from various locales have distinctive dietary patterns. In all over the world, safety and the quality of food can be examined by knowing the attributes of food, which is very essential for consumers. Hence, food classification could be an example of healthy life style [3,4,5].

Health is the main driver for veggie lover food utilization among non-vegans. Mainly, Food computing employs the strategies from technology for food-related study. This includes the acquisition as well as analysis of Indian food dataset containing various modalities (e.g., smell, taste, recipe, food logs and food images) [6]. This analysis employs to data mining, machine learning, computer vision and other modern technologies to connect between the human and food for supporting human-centric services. The human-centric services like understanding the human culture, guiding the human behaviour, improving the human health etc. [6]. In this part, we tend to introduce commonly used data sources for classification and prediction of Indian food diet. Furthermore, it provides the overview and comparison on datasets of existing food with various kinds.

The position of India is first among countries with the biggest populace of veggie lovers, and 40% of Asian Indians are vegetarian. It feels like a "nutrition transition" among vegan in India with a lower consumption of entire plant food substance and replace with refined carbohydrates, fried foods, and processed foods. This explores the relationship between the consumption of a veggie lover diet.

The remainder of this article is as per the following: the proposed methodology is introduced in section III. The outcomes of this study have been discussed in section IV and finally, the conclusion and future work has been projected in section V.

2. LITERATURE REVIEW

Data mining covers research for feature selection, feature extraction and classification of problems of agriculture, Healthcare, financial data analysis, retail industry. In machine learning, supervised learning is a method to deal with all fields issues. For classification, there are numerous models used like KNN [7], SVM [8], [10], [11], [12], [9], Decision tree [8], [10], [11], [9], Random forest [7], [10], [11], [9], ANN [13], CNN [3], [5] and so on.

The popularity in classification of Indian Food is gaining slowly due to the awareness of food and health among people. As indicated by the World Health Organization (WHO) [5,14], more than 1.9 billion adults (18 years above) were overweight. It is terribly stunning to understand that 13% of the total populace includes both women and men (15% women and 11% men) are overweight. In reality, some of individuals over the globe are suffered from overweight, which has doubled since 1980. As a result, it shows that food has played an important role in fitness of an individual.

According to the Statistics, 95% of the individual disobeys the dietary plan as they are very strict and restrict individual to consume their regular food. Some of are, youth are tracking the intake of nutrition and calories to maintain fitness, patients want to control their health through food because of various nutritional constraints, old aged individuals monitoring their intake of food etc. Extraction of calories and image based dietary has been a difficult job. Over the recent years, many research works is going on for this issue [5].

In day-to-day life, automatic, accurate, and rapid decision of attributes food is an useful demand [3]. For modelling, several techniques of data analysis are formulated to manage a large amount of data, viz. Artificial Neural Network (ANN) [10], Partial Least Squares (PLS) [15], Random Forest [7], [10], [16], [11], [9], Support Vector Machine (SVM) [10], [17],[11], [12],[9], K-Nearest Neighbor (KNN) [7], [18], [9], and so on.

Most of the research work has made on image classification for Indian food by using the deep learning models, which can be utilised for classification of image like CNN [3], [5]. For feature extraction, viz. Principal Component Analysis (PCA) [19], Wavelet Transform (WT) [20], Independent Component Correlation Algorithm (ICA) [21], Scale-Invariant Feature Transform [22], Speedup Robust Features [23], Histogram of Oriented Gradient [24]. These
techniques have demonstrated their great value to deal with these data.

Through this analysis, an exertion has been put to categorise the Indian food dataset into their individual groups with the help of classification algorithms. Regarding accuracy, a comparison has been done among the models.

3. PROPOSED METHODOLOGY

This type of research had been completed with the help of numerous Machine Learning (ML) models, viz. KNN [7,9], SVM [10,11,12,9], Decision Tree [9,20,24] and Random Forest [7,10,11,9]. ML models have been generally employed to large and high dimensional datasets [10,25]. ML is a subset of Artificial Intelligence (AI), by which a computer algorithm learns from the past experience [9,25]. The steps of machine learning model as shown in Fig. 1 [10]. The most essential part of machine learning model is the collection and pre-processing of data. This model has been applied to clean, normalize and pre-process the collected data called as Indian Food raw dataset.

In this study, Indian food dataset is considered as the dataset (available at https://www.kaggle.com/nehaprabhavalkar/indian-food-101) for all proposed machine learning methodologies. This dataset contains 255 numbers of records with 9 numbers of attributes or features. Prediction of Indian food can be made using parameters like, name, ingredients, diet (Vegetarian or Non-vegetarian), preparation time, cook time, flavour of food (spicy, sweet etc.), course, state, and region.

In this article, we have considered the following machine learning models to predict the Indian food. They are K-Nearest Neighbour (KNN) [7,9], Decision Tree [10,11,9], Random Forest (RF) [7,10,11,9], and Support vector Machine (SVM) [10,11,12,9] models. These four machine learning models are supervised machine learning models. We have implemented the above four models for classification experimentally and compared with each other to find the highest accuracy.

3.3 Decision Trees (DST)

Decision tree (DST) [9], [20], [24] is based on the principle of decision rules. According to this, it is represented as a tree structure form, which contains root nodes, branches, internal nodes as well as leaf nodes. Always the target values are represented as leaf nodes. It is also a supervised machine learning algorithm, which learns from the past experiences. Due to this stability as well as reliability, DST algorithm is preferable.

3.4 Random Forest (RF)

Random forest (RF) [7,10,11,9] is an ensemble learning model, which is the combination of any type of model or combine the same model with several times. Due to this RF algorithm is a powerful algorithm. In this study, RF model combines the decision trees several times that is result a forest (set of trees). After comparing all the models, RF model provides a good result to classify the Indian food.

Fig. 1. Steps of Machine Learning Model [10].
4. RESULT AND DISCUSSION

In this study, Indian food dataset is considered. The details of this dataset has discussed in methodology section. The proposed methodologies are evaluated with a dataset obtained from the Kaggle online source.

Before applying the machine learning model, we have analysed the Indian food dataset based on the state, type of food and type of dishes parameters. Before this, we first found the number states for each category of food as shown in Fig. 2. The number of vegetarian and Non-vegetarians states are 226 and 29 respectively.

Fig. 3 and Fig. 4 shows the top 10 state with respect to the type of dishes as well as state wise most liked foods respectively. From the Fig. 3 the top most state is Gujarat to get the various numbers of dishes.

The dataset is split into two sub datasets in the ratio of 80:20, named as training and testing dataset. I.e. 80% of dataset has considered as the training dataset and the rest 20% for test dataset. All machine learning models are trained by training dataset initially. After that test with the new dataset i.e. test dataset.

The outcome of training data is model used for classification to classify the Indian food diet attribute is a Vegetarian or Non Vegetarian. The result of all models with the classification accuracy is shown in Table 1.

To predict and classify the Indian food as Vegetarian or Non Vegetarian, the best model for Random Forest model is no. of estimators=100 with classification accuracy 92.2%, for SVM model at value C=1 with classification accuracy 88.2%, for KNN model is K=3 with 86.3% accuracy and Decision Tree has Max_depth =3 with classification accuracy is 86.3%. The accuracy of KNN and Decision Tree is same, the SVM is little higher than this accuracy and Random Forest model will classify and predict the Indian Food with high accuracy as compared to others. Hence, the Random Forest model is better than the SVM, KNN and Decision Tree model as shown in Fig. 5.
Table 1. Result and Accuracy of Machine Learning Model

| Model Name     | Result                          | Accuracy Score |
|----------------|---------------------------------|----------------|
| Random Forest  | No. of estimators=100           | 92.16%         |
| SVM            | C=1                             | 88.24%         |
| KNN            | K=3                             | 86.27%         |
| Decision Tree  | Max_depth=3                      | 86.27%         |
5. CONCLUSION

In this article, the experimental results are compared by the most popular machine learning model for classification and prediction of Indian food. All models have their own advantages and limitations, but the toughest work is to choose the best model. From these observations, it concluded that Random Forest works well to predict and classify the Indian food diet with accuracy 92.2%. For this Indian food database may be classified better with more accuracy, if any hybrid model is used. Hence, in future work a hybrid model will develop for this database to get the higher and better accuracy.
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