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Abstract: Ontologies play an important role as knowledge domain representations in technology-enhanced learning and instruction. Represented in form of concept maps they are commonly used as teaching and learning material and have the potential to enhance positive educational outcomes. To ensure the effective use of an ontology representing a knowledge domain it needs to be validated. In this paper a previously presented validation methodology for concept maps is exemplified. Two different types of concept map validity are distinguished, referring to the correctness of the concept map’s content (content validity) and to the applicability of the concept map for its designated purpose (application validity), like its use in intelligent tutoring. To demonstrate the usefulness of the two validation types and approaches, they are illustrated by an empirical study. The content validity of a concept map on elementary geometry has been investigated by comparing it with empirically collected criterion maps through similarity measures. To demonstrate application validity an approach utilising methods of Knowledge Space Theory for predicting problem-solving behaviour has been applied. The obtained results show appropriate content validity as well as application validity for the given concept map and argue for the practical relevance of the proposed validation framework.
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PUBLIC INTEREST STATEMENT
Ontologies describe the concepts of some area of interest or subject matter. Visualised in form of so-called concept maps, they are commonly used to represent knowledge in traditional education and in e-learning. Before using a concept map, it is essential to ensure that it correctly represents the respective knowledge domain and is suitable for its designated purpose. We demonstrate a methodology for validating concept maps by an example and study in the field of geometry. It has been investigated whether a given concept map on right triangles appropriately mirrors the concepts and interrelations of the subject matter (content validity). In addition, it has been analysed whether the concept map can be used to predict problem-solving performance on geometry exercises (application validity). The results of our study show that our concept map accurately represents the knowledge domain and intended application, and that the proposed methodology is suitable for practical use.
1. Introduction
Ontologies are knowledge representations providing an “explicit specification of a conceptualization” (Gruber, 1995, p. 908). A domain ontology identifies the key concepts, objects and entities that exist in some knowledge domain or area of interest and the relationships between them (Genesereth & Nilsson as cited in Gruber, 1995; Zouaq & Nkambou, 2008). Ontologies play a significant role for knowledge sharing and as knowledge models in instructional science, technology-enhanced learning, knowledge management and training (e.g. Gruber, 1995; Kickmeier-Rust & Albert, 2008; Zouaq & Nkambou, 2009). Approaches of ontology learning, i.e. the (semi-)automated extraction or generation of knowledge representations, aim at dealing with the bottleneck inherent in the manual creation of domain ontologies and with the difficulty of modelling the knowledge that is actually relevant for a specific domain (e.g. Granitzer et al., 2007; Hazman, El-Beltagy, & Rafea, 2011; Huang, Yang, & Lawrence, 2015; Lau, Dawei Song, Yuefeng Li, Cheung, & Jin-Xing Hao, 2009; Maedche & Staab, 2004). Domain ontologies in an educational context describe the knowledge domain that is the subject of learning and, in this connection, are usually so-called lightweight ontologies (Corcho, Fernández-López, & Gómez-Pérez, 2003; Lau et al., 2009). These domain ontologies are commonly used and depicted in form visual representations of concept or knowledge maps (e.g. Šimko & Bieliková, 2009). In this paper we focus on concept maps representing domain ontologies. The application of concept maps has generated a lot of attention and interest in educational researchers and instructional practitioners in the last decades. Concept maps have become a key instrument in traditional instruction and e-learning, they play a key role as teaching and learning material, and they have the potential to enhance positive educational outcomes (for an overview see e.g. Ifenthaler & Hanewald, 2014; Steiner, Albert, & Heller, 2007).

Concept maps are tools for capturing and presenting semantic knowledge and its conceptual organisation (for an overview see e.g. Novak, 1998; Steiner et al., 2007). They specify the concepts of a knowledge domain and the relationships among them and thus, provide a natural way of expressing and presenting domain ontologies. Mathematically defined, a concept map, is a directed graph consisting of a finite, non-empty set \( C \) of nodes, which represent the concepts of a knowledge domain, i.e. \( C = \{c_1, \ldots, c_n\} \), and a finite, non-empty set \( A \) of arcs which represent the relationships between those concepts (Albert & Steiner, 2005b). Every arc is an ordered pair from the set of concepts and is characterised by a relation label describing the relationships existing between those two concepts. Such a combination of two concepts and the labelled relation between them constitutes a proposition; i.e. a statement forming an elementary unit of declarative knowledge (e.g. Anderson, 1995; Ruiz-Primo, 2000). This means, a concept map is basically a representation of declarative knowledge by a collection of propositions. Most commonly, a concept map is depicted by a visual graph representation (see Figure 1 for an example concept map describing what a concept map is), although also other representation formats (e.g. proposition list, matrix) are possible. Concept maps are used in traditional and technology-enhanced learning in versatile ways (see Steiner et al., 2007) and approaches for the automated generation of concept maps for educational purposes are increasingly researched (Chen, Kinshuk, Wei, & Chen, 2008; Lau et al., 2009; Lee & Segev, 2012).

A crucial issue, once a domain ontology has been built either manually or automatically, is its evaluation. A specific ontology can be considered as an abstract and simplified view of the domain in question that is intended to be represented for a certain purpose (Gruber, 1995). Thus, a domain ontology and, respectively, a concept map constitute models of the current knowledge about the world for a given knowledge domain in a given context. For one and the same knowledge domain it is not realistic to assume that only one correct representation of complete consensus exists. Rather,
there is a range of alternative ways conceivable to describe and conceptualise the same domain (e.g. Brank, Grobelnik, & Mladenic, 2005). This is, because describing and structuring a domain necessarily entails some sort of world view or opinion (Kennedy, McNaught, & Fritze, 2004; Uschold & Gruninger, 1996). Especially in the humanities there may be different ways to look at issues, multiple viewpoints, or several answers to a problem. Moreover, the description of a domain may also differ due to its intended purpose and ultimate use. Assume, for instance, a domain ontology on basic arithmetics that is represented by a concept map. Such a concept map may be dedicated to different purposes. One application might be the use for teaching, i.e. for presenting learning content to students. Another conceivable application would be to convey preservice teachers the didactics of teaching basic arithmetics. For both purposes a concept map on the same domain will be needed, but they will necessarily picture somewhat different knowledge elements.

Since a body of knowledge may be conceptualised in many different ways and by different ontologies, approaches are needed that assist in deciding which of them suits a given purpose or predefined criterion best, or to decide whether a specific ontology is suitable for a specific purpose (Brank et al., 2005). Current research that elaborates on the evaluation of ontologies has proposed different evaluation approaches or frameworks and specifies a range of quality criteria, like for instance coverage, consistency, completeness, computational efficiency (e.g. Gómez-Pérez, 2001; Obrst, Ceusters, Mani, Ray, & Smith, 2007; Vrandecic, 2010; Zouaq & Nkambou, 2009). Depending on the type of ontology, the methodology that has been used for building it, its representation format/language, the discipline and intended application, and the situation when an evaluation becomes necessary, different evaluation methods will be relevant and applicable (e.g. Brank et al., 2005; Gómez-Pérez, 2001; Pammer, Scheir, & Lindstaedt, 2006). As a result, there is no single or generally established and accepted methodology for ontology evaluation. Rather, as ontologies are built and used in different contexts and for different purposes and depending on the aspect of an ontology that is considered for evaluation, diverse kinds and methods of evaluation will be needed. Existing evaluation methods, however, largely focus on the formalisation stage of ontologies and on performing logical inferences, which are usually not directly relevant for concept maps that are mainly intended as communication instruments (e.g. for learning content presentation) and in most cases will not be formalised and machine-readable. Almeida and Barbosa (2009) underline the importance of evaluating the content of an ontology and not solely technical issues. Need for further research in ontology evaluation is particularly seen in this direction, as well as in the development of user- and application centred evaluation methods (e.g. Gómez-Pérez, 2001; Tartir, Arpinar, & Sheth, 2010). Research on the evaluation of concept maps has been concentrated on evaluating individual concept maps as instruments for knowledge diagnosis (e.g. Ruiz-Primo & Shavelson, 1996) instead of evaluating concept maps representing domain ontologies. Systematic approaches for assessing a concept map with respect to topological aspects, i.e. its structure, have been developed (Valerio, Leake, & Cañas, 2008). Semantics, i.e. the content of a concept map, has been acknowledged as the more important component, which is at the same time less intensely
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Figure 1. Concept map on what a concept map is.

Source: Adapted from Steiner et al. (2007).
researched—due to the higher complexity of evaluating it (Miller & Cañas, 2008; Valerio et al., 2008). The methodology demonstrated in this paper is centred on lightweight domain ontologies that are mostly manually controlled and represented in human language, exemplified for concept maps. The methodology is presented considering (but not limited to) an application in an educational, instructional context.

In Albert and Steiner (2005a, 2005b) and Albert, Steiner, and Heller (2006) methodological considerations on the evaluation of concept maps have been presented. The purpose of the present paper is to illustrate these theoretical considerations by an empirical study practically applying and testing the proposed validation methods. The remainder of this paper is structured as follows: Section 2 elaborates on the validity of concept maps, specifying the aspects of validity that are considered in our evaluation methodology and putting it in relation to related work. The concepts of content validity and application validity are described and the suggested approaches for investigating these validity types are summarised. After that, an empirical study is presented in Section 3 as an illustration of the proposed methodology for an example concept map on elementary geometry. The paper ends with a general discussion on the work presented (Section 4) and a conclusion highlighting issues for further research (Section 5).

2. Validity of concept maps representing domain ontologies

Given a particular purpose, a concept map representation is needed that integrates the knowledge of the domain in question and presents a common understanding, summarising possibly differing perspectives. Take for example an e-learning environment: To ensure that people are able to successfully learn from the system, it has to be based on a reliable and valid representation of the respective knowledge domain that is in line with the users’ personal understandings. This means, for an effective application of a concept map depicting a domain ontology a proof of its well-foundedness and applicability is a critical precondition. This is even more important when making use of automated approaches for extracting and creating concept maps, e.g. for later usage for instructional purposes (e.g. Lee & Segev, 2012; Zouaq & Nkambou, 2009). This calls for a theoretical framework for evaluating the quality of a concept map on a specific domain. To this end, subjective approaches of stating face validity and utilising ranking and tagging mechanisms for concept maps (e.g. in the context of concept map repositories, where people can share and publish their maps), even if provided by domain experts, are not sufficient and may only give a first indication on the quality of a concept map. Rather, there is an urgent need for systematic and sound procedures to more formally evaluate the quality of a concept map in terms of validity. Only after having proven the validity of a concept map it can be confidently applied. Note, that here we focus on the evaluation of concept maps in terms of domain ontologies, i.e. representing expert knowledge for diverse purposes of communicating or teaching information (e.g. learning material, navigation aid in e-learning, visualisation of complex ideas and interrelations ...). This research is generally different from approaches primarily intended to be used for scoring concept maps of individuals for knowledge assessment purposes, which is an issue that has been dealt with already more extensively in the literature (e.g. Novak & Gowin, 1984; Ruiz-Primo & Shavelson, 1996; Valerio et al., 2008). Such approaches may be adopted for a kind of criteria-based evaluation of a domain concept map with respect to different aspects. Oftentimes, though, such scoring rubrics focus too much on structural aspects and are in any case insufficient for giving evidence of the validity of a concept map representing a knowledge domain.

When considering the validity of concept maps, two types can be distinguished: content validity and application validity (Albert & Steiner, 2005a, 2005b). To ensure the wellfoundedness of a concept map, prior to its use both validity aspects should be considered. Thus, a concept map needs to be validated before it can go into action. In the sequel, a concept map that is to be validated is alternatively also denoted as target map (or target concept map).
2.1. Content validity

2.1.1. The notion of content validity
Content validity refers to the correct building of the content of a concept map, i.e. to the question whether it actually and accurately represents the knowledge of the domain of interest. It has to be determined whether the concept map constitutes a valid model of a part of the current knowledge about the world (e.g. Albert & Steiner, 2005a, 2005b; Almeida, 2009; Gómez-Pérez, 2001). The notion of content validation is also in line with the idea of “semantic evaluation”, i.e. the detection to what degree a created ontology reflects the knowledge of a domain, as outlined by Zouaq and Nkambou (2009). Content validity refers to the vocabulary and the taxonomic and semantic relations and can therefore be considered as an approach of evaluating the lexical/vocabulary level as well as the hierarchy and semantic relations of a domain ontology (Brank et al., 2005). Of course, the evaluation whether a concept map adequately reflects the knowledge elements of the respective domain will also need to take into account its intended purpose. Therefore, given the intended purpose or ultimate use of a concept map, content validity refers to the question whether it adequately reflects some kind of common understanding of the domain (Albert et al., 2006). This is in line with the above-described aspect of potentially alternative conceptions of a knowledge domain and the necessity of integrating them.

2.1.2. Validation approach
For examining the content validity of a concept map, empirically collected concept maps representing personal knowledge (in the sequel denoted as “criterion maps”) may be utilised as a criterion and basis for comparison (Albert & Steiner, 2005a, 2005b; Albert et al., 2006). These criterion maps are collected from individuals of different knowledge level, in order to gather a comprehensive picture of personal understandings of the domain. This means, instead of comparing the target concept map to one “gold standard”, as proposed in ontology evaluation research (e.g. Brank et al., 2005; Hazman et al., 2011), in our approach the conceptualisations that a range of (non-expert) individuals have of a given domain are used as a reference for comparison. The individual concept maps collected through a concept mapping task capture the persons’ ontologies of the domain in question (Cimolino, Kay, & Miller, 2004). While Almeida (2009) in his proposal for evaluating the content of an ontology refers to the assessment of experts, our validation approach aims at involving the whole knowledge range—from rather beginners to (nearly) experts—in the validation and to gather their personal ontologies. Several techniques are suitable for collecting these criterion maps, when the validity of a target map is to be examined (for an overview on different types of concept mapping tasks see Steiner et al., 2007). Among them are common methods, such as requiring individuals to create a concept map from scratch representing their understanding of the domain (i.e. map creation; see e.g. Ruiz-Primo, 2000), asking individuals to fill in partially blanked concept maps (i.e. map completion; see e.g. Schau, Mattern, Zeilik, Teague, & Weber, 2001), but also more recently proposed techniques such as presenting the propositions of a concept map as a correct-incorrect discrimination task (Steiner, 2004; Steiner et al., 2007). These different techniques considerably vary in the extent of constraints imposed and information provided to individuals. Which method is the most appropriate one for gathering criterion maps will therefore heavily depend on the particular validation objectives and requirements, but also on constraints regarding available time and budget. It may, for instance, be the case that not the whole target map, but only special parts of it are to be validated; accordingly, different methods for posing a concept mapping task will be suitable.

By comparing the target map with the collected criterion maps, i.e. by analysing the similarity between them, content validity can be examined. A high similarity between the target map and the criterion maps indicates a high degree of content validity of the target concept map. This essentially corresponds to the general idea of ontology evaluation through alignment with another ontology or gold standard (Obrst et al., 2007). Those approaches of investigating the similarity or equivalence, however, often only consider the conformance with respect to the concepts represented. When addressing the level of taxonomic and semantic relations, the consideration of the directionality of relations might be difficult (Brank et al., 2005). In our conception of content validity, the similarity of a target map to
collected criterion maps is primarily investigated on the level of propositions as elementary knowledge units, and thus incorporating the concept as well as the relational level, including the direction of relationships. It is, however, also possible to determine content validity by only addressing the concepts or the relationships represented in a target map.

On principle, for the comparison between target and criterion maps similarity measures as proposed in the context of comparing student-generated maps with an expert concept map for knowledge assessment purposes can be utilised (e.g. Chang, Sung, Chang, & Lin, 2005; Goldsmith, Johnson, & Acton, 1991; Ruiz-Primo, 2000; Takeya, Sasaki, Nagaoka, & Yonezawa, 2004). Furthermore, traditional similarity measures and measures of association for binary data, can be applied (e.g. Goodman & Kruskal, 1979). “Precision” and “recall” are mentioned by Brank et al. (2005) as possible measures for comparing an ontology with a gold standard; these measures can be adopted for our approach, as well. In essence, the similarity measures are based on $2 \times 2$ contingency tables—in the present context detailing for the target map and one criterion map the number of propositions that are contained in either both or in only one of them. Alternatively, the number of common and unique concepts or common and unique relationships may be used for deriving those measures—if only those special parts of a concept map are to be validated. The objective is to determine and evaluate shared and distinct elements of the two concept maps. In this context, however, symmetric measures seem to be not so well suited for appropriately describing similarity. This is, because it should be taken into account that a criterion map possibly refers to only a specific part or substructure of the target map, i.e. it may be the case that an individual concept map only covers partial knowledge of the domain. Elements that are contained in the target map but not in the criterion map should therefore not negatively affect so much the similarity measure, but rather those elements that are only contained in the criterion map (Albert et al., 2006). Such an approach can be realised by applying Tversky’s contrast model (Tversky, 1977).

On the whole, there are a variety of similarity measures that can be used for examining the similarity between criterion maps and a target map. These measures differ in the map characteristics they are focusing on and thus may lead to differing results. Until now, the theoretical considerations do not suggest a single similarity measure as best-suited for the purpose of content validation. Therefore, it appears desirable to apply a collection of selected similarity measure in an empirical example, for the purpose of comparison and in order to be able to learn more about the significance and explanatory power of different measures.

2.2. Application validity

2.2.1. The notion of application validity

The second type of validity, application validity, refers to the practical usability and usefulness of a target concept map. It is sometimes argued that the best way for evaluating an ontology is the application for which it has been created (e.g. Leclère, Trichtet, & Furst, 2002). Application validity refers to the question whether a concept map serves the purpose for which it has been designed. This conception therefore corresponds to the general idea of task- or application-based evaluation, i.e. investigating how useful an ontology is in a certain application scenario and how good the results that are produced in the application are (Brank et al., 2005; Hazman et al., 2011). For analysing this type of concept map validity, relevant situational performance is utilised (Albert & Steiner, 2005a, 2005b). Situational performance in this context means behaviour in real-world situations of a map’s application scenario that does not consist in performing a concept mapping task, such as, for example, problem solving, answering questions, or even social behaviour in given situations. Our approach addresses human behaviour and performance, as opposed to system behaviour and performance that is oftentimes targeted in other ontology evaluations (e.g. Obrst et al., 2007). As naturally a person’s understanding of a domain is reflected in his/her behaviour and performance in given situations, situational behaviour constitutes a suitable criterion for validation. Of course, for validating a target map in this way, a type of situational performance has to be chosen, that is closely linked to the purpose and intended application of the respective concept map. Depending on the purpose (e.g.
presenting learning material, describing social skills) that is foreseen for a target map, different kinds of situational performance (e.g. problem solving, behaviour in social situations) will be appropriate. If, for instance, a concept map has been created for an instructional purpose of communicating and teaching learning content on a certain knowledge domain, performance on typical questions or problems in the given domain seems an appropriate situational performance for investigating the application validity of this map.

Very concretely, for examining application validity of a concept map, Albert and Steiner (2005b) have suggested an approach utilising Knowledge Space Theory. This approach assesses the target map’s ability to predict relevant situational performance. After introducing the basic notions of the theoretical framework of Knowledge Space Theory in the sequel, the suggested validation approach is sketched.

2.2.2. Knowledge Space Theory
Knowledge Space Theory (e.g. Albert & Lukas, 1999; Doignon & Falmagne, 1985, 1999; Falmagne & Doignon, 2011; Falmagne, Koppen, Villano, Doignon, & Johannesen, 1990) provides a formal framework for structuring a domain of knowledge and for representing knowledge based on prerequisite relationships. A knowledge domain is characterised by a finite, non-empty set \( Q \) of problems. The knowledge state of a learner is represented by the subset of problems that he or she is capable of solving. Due to prerequisite relationships among the problems of a domain, not all subsets of problems are expected to be observable knowledge states. If two problems \( a \) and \( b \) are in a prerequisite relation, denoted by \((a, b) \in R\), from a correct solution of problem \( b \) the mastery of problem \( a \) can be surmised. In other words, problem \( a \) is a prerequisite problem for problem \( b \). Assume, for example, two problems of basic algebra, one requiring to add variables and the other one a linear equation. The first problem will be a prerequisite for the second one. In other words, being able to solve the equation will entail being also able to solve the addition. Such a prerequisite relation can be depicted by a Hasse diagram (see Figure 2 for an example), where descending sequences of line segments indicate a prerequisite relationship.

According to the prerequisite relation illustrated in Figure 2, from a correct solution of problem \( b \) the correct solution of problem \( a \) can be assumed, while the mastery of problem \( e \) implies correct answers to problems \( a, b \) and \( c \). The collection of knowledge states corresponding to a prerequisite relation, including the empty state \( \emptyset \) and the whole set \( Q \), constitutes the so-called knowledge structure \( K \). The knowledge structure corresponding to the prerequisite relation shown in Figure 2 is given by

\[
K = \{\emptyset, (a), (c), (a, c), (a, b), (a, b, c), (a, b, d), (a, b, c, e), (a, b, c, d), Q\}.
\]

The possible knowledge states are naturally ordered by set-inclusion, as can be seen in Figure 3. Given a knowledge structure, there are various possible learning paths from the naïve knowledge state (empty set \( \emptyset \)) to the knowledge state of full mastery (set \( Q \)). The knowledge structure depicted in Figure 3 suggests to present learning objects related to problem \( a \) (or, equivalently, \( c \)), first. Subsequently, material related to problems \( b \) or \( c \) (\( a \), respectively) should be presented, and so on. In Figure 3 one possible learning path is indicated by arrows describing the successive steps of the learning process. Thus, given the knowledge state of a learner, a knowledge structure provides useful information, which learning content should be presented next, but also which previously learned material...
should be reviewed (see e.g. Falmagne, Cosyn, Doignon, & Thiery, 2006). Furthermore, a knowledge structure builds the basis for efficient adaptive knowledge assessment that allows to determine the knowledge state of a learner by presenting only a subset of problems. Through exploiting the structure inherent to the knowledge domain and taking into account previous answers of an individual, only a subset of problems has to be presented (Dowling & Hockemeyer, 2001; Falmagne et al., 2006).

Competence-based extensions of Knowledge Space Theory incorporate competencies or skills into the theoretical framework (e.g. Düntsch & Gediga, 1995; Falmagne et al., 1990; Heller, Steiner, Hockemeyer, & Albert, 2006; Hockemeyer, Conlan, Wade, & Albert, 2003; Kickmeier-Rust & Albert, 2010; Korossy, 1997). These extensions aim at theoretically explaining the observed behaviour by considering underlying cognitive constructs. The main idea of these approaches is to assume a basic set of (elementary) competencies or skills describing abilities that are required for solving problems or that are taught by learning objects of a particular knowledge domain.

Knowledge Space Theory and its competence-based approaches have been successfully applied in the context of technology-enhanced learning for realising personalised learning paths and adaptive assessment (e.g. Albert, Hockemeyer, & Wesiak, 2002; Conlan, O’Keeffe, Hampson, & Heller, 2006; Kickmeier-Rust, Mattheiss, Steiner, & Albert, 2011). This theoretical framework enables the creation of tailored learning experiences that are characterised by an appropriate level of challenge for the learner and by didactically meaningful learning sequences based on the consideration of a knowledge domain’s inherent structure (e.g. Heller et al., 2006).

2.2.3. Validation approach
Assume a concept map representing a particular knowledge domain and for which application validity is to be examined. For testing the target map’s ability to predict relevant situational behaviour, problem solving has been identified as an appropriate measure of performance to be used as validation criterion. To this end, a set of typical problems is chosen, representing the domain in the sense of Knowledge Space Theory. For each problem the declarative knowledge that is required for solving the respective problem is determined by associating the problem with a substructure of the target concept map. This means, each problem is mapped to the concept map, by identifying the subset of propositions that represents the knowledge necessary for mastering the respective problem (Albert & Steiner, 2005b; Steiner & Albert, 2008). Each proposition might thereby be understood as kind of an atomic skill in the sense of competence-based extensions of Knowledge Space Theory. Based on the problems’ representation by substructures of the concept map, dependencies between problems in terms of a prerequisite relation can be derived by set inclusion (Albert & Steiner, 2005b; Steiner & Albert, 2008). Assume, for example, a problem $X$ that is represented by the proposition set \{P3, P7, P8, P9, P13, P15\} of a target concept map, and another problem $Y$ that has been associated with propositions \{P3, P7, P9, P13\}. As the representation of problem $Y$ constitutes a subset of that of problem $X$, it is assumed that $Y$ is a prerequisite for $X$. The dependencies derived in this way serve for
establishing a knowledge structure that collects the set of possible knowledge states. The knowledge states constitute answer patterns that are expected to be observable, provided that the target map validly represents the domain. The next step in the validation approach is therefore to collect empirical answer patterns on the set of problems. It can then be investigated whether the observed answer patterns correspond to the predicted knowledge states, by using a discrepancy index describing the similarity between the knowledge structure and the set of answer patterns (e.g. Doignon & Falmagne, 1999, chapter 12). As the target map has been used for establishing the knowledge structure, the empirically obtained answer patterns serve as validation criterion. If the empirical answer patterns correspond well to the predicted knowledge states, the concept map can be considered to be valid—assuming that both, the chosen set of problems as well as the sample of persons are adequate and representative.

Please note that situational behaviour and the according “problems” in this validation approach are not confined to performance measures and problems or questions known from traditional education, like math problems. Since Knowledge Space Theory and its competence-based extensions are applicable for items (and skills) in most diverse domains, like chess (e.g. Schrepp, Held, & Albert, 1999), moral thinking (Albert & Pillerstorfer, 2007), drumming (Rappitsch, Stamov-Roßnagel, & Albert, 2004), intercultural competence (Albert, Pivec, Spörk-Fasching, & Maurer, 2003), etc., the problems used for validating of a concept map may be of highly diverse nature, depending on the knowledge domain and the situational behaviour that is most suitable for application validation. The term problem therefore has to be understood in a wider sense in terms of problem situations.

3. An empirical study illustrating the validation methodology

The methodological considerations distinguishing two different types of validity for a concept map and the approaches for investigating them, as described above, have been applied in an empirical context in order to exemplify the validation methodology and to examine and demonstrate its significance and usefulness.

3.1. Overall method

3.1.1. Creation of a target concept map

For this empirical investigation the knowledge domain of elementary geometry, more precisely a small subdomain on right triangles and the theorems in right triangles has been chosen and considered from a teaching/learning perspective. Our intended aim has been to evaluate a concept map in terms of identifying whether it accurately presents the domain and fits the purpose of being used as teaching material in a high school maths course, i.e. presenting the learning content of the knowledge domain in question. A concept map has been created based on maths textbooks (e.g. Lewisch, 1988) as well as based on typical geometry problems in order to describe the knowledge of the domain and to serve as the target concept map for validation. The relevant learning contents from the textbooks have been extracted and broken down to propositions representing elementary knowledge elements of the domain. For representative geometry problems the steps for solving them have been analysed in order to identify declarative knowledge elements required and underlying the correct solution. The coverage of the respective propositions in the proposition set derived from the textbooks has been checked and in case of missing knowledge elements the respective propositions have been added. As the problems analysed include and require also knowledge on tangent lines of circles, the according knowledge elements have also been taken into account. The list of propositions derived in this way has served as a basis for the creation of a concept map for the selected knowledge domain. Thereby, one and the same concept appearing several times in the extracted propositions has naturally been represented by only one node in the concept map. Please note that the concept map has been created in German language and based on Austrian textbooks and curriculum and has been translated into English only in a subsequent step. The resulting target concept map contains 45 propositions consisting of two concepts (or, respectively, of three concepts—in case of relations with two end nodes) linked by one relationship. Figure 4 illustrates an extract of the concept map; the full list of propositions of the concept map can be found in Appendix A1.
3.1.2. Subjects and study setting

The derived target concept map has been examined in an empirical validation study. The aim of this investigation has been to analyse content validity of the concept map, on the one hand, as a critical precondition of the effective use of a concept map. On the other hand, application validity has been investigated in the same study, in order to prove the practical usefulness of the generated concept map for its designated purpose. Data collection for both aspects of validity has been carried out in single investigations. In total 44 subjects (20 male and 24 female) have taken part in the study. The participants have been 18 to 59 years old ($M = 26.23$, $SD = 8.77$). In order to balance eventual knowledge-activating effects, the order of data collection for content and application validity, respectively, has been balanced over the subjects. Randomly assigned to one group, from half of the participants first data concerning content validity has been gathered, and for the other half data collection referring to application validity has constituted the first part of the investigation. The duration for a complete single investigation has been about two hours ($M = 125$ min, $SD = 20.13$).

3.2. Examining content validity

3.2.1. Material and procedure

To examine the content validity of the target map individual concept maps (i.e. criterion maps) have been collected by posing a concept mapping task. This concept mapping task has been comprised of a correct-incorrect discrimination task (Steiner et al., 2007), which consists in presenting the propositions of a concept map together with distractors (i.e. incorrect statements) and letting the subjects judge the correctness of each statement.

The target concept map consists of 45 propositions, which make up the supposedly correct statements characterising the knowledge domain. In addition to these propositions 36 distractor items have been constructed also referring to the knowledge domain of right triangles but depicting assumingly invalid knowledge elements. Distractor statements have been built by combining concepts and relationships existing in the target concept map in different ways, such to form new propositions that represent invalid knowledge elements. Furthermore, distractors have been created by substituting concepts and/or relationships of valid propositions by new concepts or relation labels that are not part of the target concept map. In the construction of distractor items it has been tried to include potential or systematic misconceptions that a person might have with respect to the knowledge domain in question. In total 36 suitable distractor items have been derived (see Appendix A2 for the complete list).
All 81 statements (i.e. propositions from the target concept map and distractor items) together have been presented in randomised order to the participants. To make clear that the statements relate to right triangles, some of the statements have been complemented by including an explicit reference to the context of right triangles. Participants have been requested to judge each statement as either “correct” or “incorrect”. To ensure conscious and careful response behaviour and to avoid guessing, additionally a confidence rating has been collected for each statement, i.e. participants have been asked to indicate their confidence on the given judgement on a three-point rating scale (see Table 1 for an exemplary extract of the proposition correct-incorrect discrimination task). The items have been presented in a test booklet, whereby the single pages with their respective subsets of statements have been randomised for each participant. There has been no time limit for working on the proposition correct-incorrect discrimination task; the average duration for completion has been 27 min (SD = 6.68).

The collection of statements that have been judged by an individual as “correct” make up the individual concept map of this person, representing his/her personal understanding of the knowledge domain. Hereby, of course the variability of the individual concept maps is constrained to the statements presented in the task. In any case, this type of concept mapping task has ensured a smooth and manageable data collection, which has been necessary to enable data gathering for application validity in the same investigation. A data collection for both validity types in the same session has been required in order to ensure that participants have not been able to learn in between the sessions, thus realising equal conditions for both validation approaches.

The collected individual concept maps are used as criterion maps for content validation of the target map. In the context of the present investigation the aim is to validate the target map as a whole. Therefore, propositions of the target and criterion maps are considered for data analysis.

For giving evidence of the content validity of the target concept map similarity measures are calculated as proposed in Albert and Steiner (2005a, 2005b) and Albert et al. (2006). As there is a range of similarity measures available that seem appropriate for the purpose of such a validation; in the present empirical investigation several different measures are applied. This is, as one aim of this work is also to compare different measures in order to identify their expressiveness and to get an idea which measures are more or less strict or appropriate.

### 3.2.2. Results

In the correct-incorrect discrimination task on average 72.89 (SD = 2.62) out of in sum 81 statements have been judged correctly, with a range from at minimum 49 to at maximum 81 correctly judged items. Two people have a score of 81. The high resulting scores indicate that there is a quite high correspondence between the individual concept maps and the target map. This means, that to a large part propositions of the target concept map are also included in participants’ personal
understanding of the domain, while distractor items are largely not part of individuals’ conceptualisation of the domain. As a result, the ceiling effect that can be identified indicates actually a desirable and encouraging result and serves as an initial indicator for the validity of our target concept map.

For the purpose of the present paper in particular the appropriately judged correct statements, are of special interest for data analysis. In other words, it is analysed how many of the (in sum 45) target map’s propositions are also contained in the criterion maps. In terms of signal detection theory (Green & Swets, 1966) the respective set of propositions can be called “hits”. The criterion maps contain on average 40.7 (SD = 3.28) propositions of the target map (out of 44 possible). Furthermore, the number of propositions not covered in the criterion maps but being part of the target map (i.e. “misses” in signal detection theoretical terms) is of interest, which is on average 4.3 (SD = 3.28). Another relevant value for data analysis is the number of propositions that are part of the criterion maps but not contained in the target map (i.e. “false alarms”—these are on average 3.3 (SD = 3.11). Actually, these false alarms constitute distractor items that have been judged as being “correct”. Finally, the number of distractor items that have been correctly rejected (i.e. “correct rejections”) is on average 32.7 (SD = 3.11).

Each criterion map, i.e. each empirically collected individual concept map, is compared to the target concept map and the similarity between them is investigated. This is done by creating contingency tables detailing the number of propositions contained in both maps (hits), in only one of them (misses and false alarms), and in none of the two maps (correct rejections)—for an example see Table 2. As can be read off from Table 2, for this specific criterion map of one of the study participants there are 40 propositions contained in the target map that are also part of the criterion map, i.e. the respective criterion map features 40 hits. Five propositions that are contained in the target map are not covered by the criterion map (misses), and four false alarms—i.e. propositions that are part of the criterion map but not of the target map—have occurred. From the distractor items in the concept mapping task 32 have been appropriately rejected as “incorrect”.

Based on these tables the similarity measures are calculated for each criterion map (i.e. comparing it to the target map) and averaged over all criterion maps to yield an overall measure on content validity. The resulting similarity values range between 0 and 1, with a result close to 1 indicating a high similarity between criterion map and target map—and thus, arguing for the target map’s content validity.

For data analysis, first a measure that incorporates all cells of the contingency table in its calculation is used. The traditional similarity measure “Simple Matching Coefficient” is given by $SMC = \frac{(a + d)}{(a + b + c + d)}$ (Sokal & Michener, 1958, as cited in Bortz, 2005). For the SMC an average similarity between the target and the criterion maps of 0.906 (SD = 0.07) results, giving evidence of a high similarity. As another measure for investigating the similarity between the maps, the so-called closeness index proposed by Goldsmith et al. (1991), is chosen. Initially suggested to measure the similarity between students’ concept maps and a teacher or expert concept map, this index can be adopted to compare criterion maps to a target map for the purpose of content validation. The index refers to propositions, i.e. considers concepts and their links to each corresponding concept. Adapted

| Target map | Propositions contained | Propositions not contained |
|------------|------------------------|-----------------------------|
| Criterion map | Propositions contained | \(a = 40\) | \(b = 4\) |
|            | Propositions not contained | \(c = 5\) | \(d = 32\) |

(a–d) constitute the cell identifiers for indicating the formulas of the similarity measures.
to the notations used in the contingency table of Table 2 the closeness index (CI) is calculated by:

\[ \text{CI} = \frac{a}{a + b + c} \]

This measure conforms to the Jaccard (1908, as cited in Bortz, 2005) similarity measure (JS). By the calculation of this measure actually the focus is put on the conformance between target map and criterion map in terms of common elements. The average similarity index calculated for the 44 criterion maps is 0.848 (SD = 0.1), indicating a high proportion of similarity between the criterion maps and the target map.

In addition, the so-called “Convergence Score” and “Salience Score” as suggested and applied by Ruiz-Primo (2000) and Ruiz-Primo, Schultz, Li, and Shavelson (1998) for scoring student concept maps are adopted and calculated. The convergence and the salience score actually also correspond to the measures of precision and recall as described by Brank et al. (2005) as potential similarity measures in ontology evaluation. The convergence score (i.e. precision), for our purpose, indicates the proportion of propositions in the criterion map that are also contained in the target map, out of all possible propositions in the target map, i.e. \( \text{ConS} = \frac{a}{a + c} \). The mean convergence score is 0.905 (SD = 0.07). The salience score (i.e. recall) indicates the proportion of propositions in the criterion map that are also contained in the target map out of all propositions in the criterion map, i.e. \( \text{SalS} = \frac{a}{a + b} \). A mean salience score of 0.925 (SD = .07) is found for the criterion maps. Both measures underline that most of the propositions contained in the criterion maps are also present in the target map.

Except for the simple matching coefficient all similarity measures do not take into account the “correct rejections”, i.e. cell “d” in Table 2. Actually, a number of propositions that is neither contained in the target nor in the criterion map can be indicated in our case of a correct-incorrect discrimination task. When using a different kind of concept mapping task, though, such as map creation or map completion, it will not be possible to indicate this number. The respective cell of the contingency table will be unallocated. In such case, therefore the SMC will coincide with the closeness index (and Jaccard similarity measure, respectively).

In a further step, Tversky’s contrast model (1977) is investigated into its use for content validation (see Figure 5 for a schematic illustration). In this way, an analysis may be realised that takes into account the fact that a criterion map may only cover a part (i.e. partial knowledge) of the target map. Following this consideration, propositions included in the target map \( t \) but not covered by a certain criterion map \( c \) (\( T-C \) in Figure 5) should not negatively influence the similarity measure. Conversely, propositions that are only contained in the criterion map but not in the target map (\( C-T \) in Figure 5) should reduce similarity. Hence, the similarity between a criterion map and the target map should not be viewed to be a symmetric relation. Rather, the directionality of comparison should be taken into account (Tversky & Gati, 1978). According to the contrast model the similarity between a criterion map and a target map is given by \( s(t, c) = \theta f(T \cap C) - \alpha f(T - C) - \beta f(C - T) \), where the terms \( \theta, \alpha \) and \( \beta \) reflect the weights given to the common and distinctive components. For our purpose the aim is not to investigate the degree to which target and criterion maps are similar to each other (nondirectional), but rather to investigate the degree to which the criterion map is similar to the target map (directional). Hence, it is assumed that the focus of attention is on the criterion map, such that its propositions will be more heavily weighted. In other words, those propositions unique to the criterion map are the ones that should asymmetrically affect the similarity computation; thus the value chosen for the parameter \( \beta \) is larger than \( \alpha \).

Figure 5. Schematic illustration of the relation between the target and criterion maps’ element sets.

Source: Adapted from Tversky and Gati (1978).
With respect to the weighting parameters, the following holds (Tversky, 1977): If \( \theta = 1 \) and \( \alpha = \beta = 0 \), the similarity between the two entities of comparison, i.e. between target and criterion map, is determined only by their common features. If, instead, \( \theta = 0 \) and \( \alpha = \beta = 1 \), then the similarity is only determined by their distinctive features. In the present context, as indicated above, a similarity estimation is desired that is influenced by the shared features of the criterion and the target map as well as by the propositions solely represented in the criterion map, whereas the propositions that are only part of the target map should not negatively affect similarity. Correspondingly, the following parameter values may be applied: \( \theta = 1, \alpha = 0, \beta = 1 \).

A generalised form of the contrast model is the so-called ratio model (Tversky, 1977). In this model, the similarity is given by

\[
S(t, c) = \frac{f(T \cap C)}{f(T \cap C) + \alpha f(T - C) + \beta f(C - T)}
\]

The ratio model defines a normalised value of similarity, such that the similarity value ranges between 0 and 1. As this normalised measure is more appropriate for comparison purposes, the ratio model has been applied for calculating the similarity in the present context. With the weighting parameters \( \alpha = 0 \) and \( \beta = 1 \), the calculation of similarity actually corresponds to the salience score presented above, i.e. a mean similarity of 0.925 (SD = 0.07) results according to the ratio model over all criterion maps.

It appears, however, reasonable to not completely disregard the propositions solely contained in the target map; rather, they may be taken into consideration, with a lower weight than elements that are unique to the criterion maps. This is of relevance if the validity testing shall take into account the aspect of "conciseness" in terms of whether a concept map is free of unnecessary, useless, or redundant elements (e.g. Gómez-Pérez, 2001; Vrandecic, 2010). When choosing slightly different weighting parameters, i.e. when also allowing the unique propositions of the target map to influence the similarity measure by increasing the value for \( \alpha \) from 0 to 0.3 (0.5, respectively), a slightly lower but still high average similarity value of 0.9 (SD = 0.08) results (\( M = 0.88, SD = 0.08 \), respectively, for \( \alpha = 0.5 \)), which still gives evidence of a high similarity between the criterion maps and the target map.

On the whole, the similarity measures calculated for the purpose of validating the target concept map on elementary geometry consistently show that the criterion maps are highly similar to the target map. This can be interpreted as giving evidence for the target map’s content validity. The concept maps of individuals (i.e. criterion maps) correspond well to the knowledge represented in the target map. The target concept map can be considered as a valid representation and knowledge model of the domain of interest, which is an important precondition for its use in instruction.

3.2.3. Discussion

This first part of our empirical study demonstrates the validation approach for investigating content validity on an example target concept map for elementary geometry. In the light of the analysis comparing the empirically collected criterion maps with the target map, the target map can be considered to be content valid. The personal ontologies on the knowledge domain gathered from persons of different knowledge level correspond well to the target map. Thus, the target map can be assumed to adequately reflect and appropriately represent a common understanding of the respective domain.

This encouraging result, however, may have been supported through the method applied for collecting the criterion maps. As the concept mapping task requires to judge predetermined statements as either correct or incorrect, the collected criterion maps are restricted to the predefined propositions (from the target map) and distractor items, and necessarily show a certain degree of similarity to the target map. This is even more relevant given the fact that the number of distractor
items presented is slightly lower than the number of propositions from the target map. In an optimal case, the same number of distractor items as propositions should be presented for such a correct-incorrect discrimination task—in the present context, however, attention has been paid to compose and provide distractors that are supposed to be actually probably part of individuals' personal understanding, because of some misconceptions or of some different kind of understanding, for instance. Thus, very unrealistic and far-fetched distractor items have been avoided. Generally speaking, a higher proportion of distractor items would most probably also lead to an increase of variability in the criterion maps, thus resulting in at least slightly lower similarity scores and consequently in a slightly less powerful evidence of the target map's content validity. Considering, however, a total number of correctly judged statements of 40.5 (in contrast to 81 on principle possible and on average 72.8 empirically observed) in case of random answers (with guess probability of 0.5 for each item), with a number of 22.5 hits (in contrast to on average 40.7 observed), it is obvious that the similarity between the collected criterion maps and the target map is significantly higher than in case of random answers (compare Table 3). Correspondingly, the similarity measures resulting for random answers are also considerably lower than measures derived for the empirical criterion maps (SMC = 0.38, CI = 0.5, ConS = 0.5 and SalS = 0.56 for random answers compared to values located around 0.9 as resulting for the empirical data in our study).

In addition, in our data collection on content validity, a careful answer behaviour has been ensured by requesting confidence ratings for each correct/incorrect-judgement. These judgements have not been considered in the data analyses presented above. Another possibility of analysis, though, would be to take into account only statements that have been judged with medium and high confidence, and to exclude those judgements of low confidence from data analysis. It has to be underlined, however, that this procedure somehow penalises subjects who—due to personality traits—are tempted to give rather unassertive judgements. When actually only taking into account judgements with a high confidence (“quite sure” and “very sure”) and disregarding all other elements, an even higher similarity between the criterion maps and the target map can be determined. For the simple matching coefficient a value of 0.93 results (SD = 0.05; compared to SMC = 0.9 when neglecting confidence judgements). The closeness index yields a similarity of 0.89 (SD = 0.77; compared to CI = 0.85) when taking into account confidence judgements, and the similarity calculated based on Tversky’s ratio model is 0.93 (SD = 0.06 with a = 0.3 and s(t, c) = 0.92, SD = 0.06 with a = 0.5).

Another issue with the applied concept mapping task is that the scores in the proposition correct-incorrect discrimination task are consistently quite high, i.e. a ceiling effect has been determined. First of all, this is not to be considered problematic, as this generally argues for the validity of the target map and can be used as an initial indicator for content validity. Having in mind the hypothesis that the target map is valid, actually high scores in the concept mapping task are expected. Given the participants of our study, who have been mainly recruited from the population of university students (of psychology, architecture and civil engineering) it has been expected to have a certain expertise in the knowledge domain. Although a sample with a certain level of knowledge in the respective domain is definitely a necessary precondition for carrying out a validation study, it may be worth considering the (additional) involvement of more inexperienced participants in future investigations (in our concrete case school children of different ages), such to more comprehensively cover different levels of expertise of the knowledge domain.

| Target map | Propositions contained | Propositions not contained |
|------------|------------------------|-----------------------------|
| Random answer criterion map | a = 22.5 | b = 18 |
| | c = 22.5 | d = 18 |
In our example, the validity analysis has been carried out for the whole target concept map, i.e. on the level of propositions, and for the full set of propositions. A benefit of the applied technique for collecting criterion maps is therefore that it also allows gathering data for validating only part of a target map. For instance, it might be necessary to validate only a specific substructure of the concept map. This could for example be the case, if the scope of an existing, already validated concept map is broadened through extension with respect to a certain subtopic. Then, only the respective amendment may be addressed in a validation study, thus presenting only the propositions of this part in the correct-incorrect discrimination task. Another aspect of validating only part of a concept map may be to investigate the validity of the relations of a target concept map that, presumably, contains an already validated set of key concepts of a domain. In this case, distractor statements in the correct-incorrect discrimination task would be characterised by simply using alternating or alternative relation labels. A validation of only the concepts of a target map might be of interest, e.g. if the validation aims in finding a valid set of concepts representing a domain, which can subsequently be provided to students in an educational context requiring them to create concept maps during or after learning. For the assessment of learning performance those maps could afterwards be compared to an expert concept map created by the teacher using the same set of concepts. Another reason to consider only concepts (or, alternatively, relations) for content validation would be in case of a multi-step evaluation approach already incorporated in the process of building a target concept map, i.e. when building and investigating the validity of a domain ontology in several iterative steps. In this sense, validation can be seen as a support for concept map creation and ontology engineering (e.g. Pammer et al., 2006).

3.3. Application validity

3.3.1. Material and procedure

For examining application validity the target concept map has to be related to situational behaviour in its intended use context. As mentioned before, the target map has been created having an application in an educational and learning context in mind. Assuming that the target concept map would later on be applied as instructional material in classroom to teach a subdomain on right triangles, problem-solving behaviour in the respective knowledge domain has been selected as an appropriate situational performance for validation purposes. To collect behavioural performance data, a set of in total 13 geometry problems has been adapted from Korossy (1993, 1996). These problems constitute typical and representative problems of the knowledge domain in question (see Figure 6 for an example and Appendix A3 for the full set of problems); three problems have been used only as warming-up exercises in the beginning of the investigation, the other ten problems have been presented in randomised order and have been utilised for actual data collection and analysis.

To investigate application validity, the target concept map is used for establishing a knowledge structure on the geometry problems (compare Section 2.2.3 and Albert & Steiner, 2005a, 2005b), i.e. predictions on problem-solving performance are derived from the concept map. This means, each of the ten geometry problems is mapped onto the target concept map by identifying the propositions representing the knowledge necessary for solving it. A subset of in total eleven propositions is identified to constitute fundamental knowledge of the domain that is required for all problems and their solutions. Correspondingly, the respective proposition set is associated with each problem. It has to be taken into account that most of the problems may be solved in several different ways. Thus, first the different solution ways for each problem are identified and collected based on cognitive task analysis and on the work of Korossy (1993). For every problem, each solution way is associated with the relevant propositions of the concept map. This means, a problem is represented not only one time on the concept map, but rather two (or more) times, corresponding to the different options of solving it. For the geometry problem presented in Figure 6, for example, two solution ways are applicable. Correspondingly, the problem is associated with two different subsets of propositions on the concept map, which are overlapping to a large degree but differing in parts according to the different solution strategies (see Table 4). The complete list of problems with concept map substructures (i.e. propositions subsets) assigned to their individual solution ways are documented in Appendix A4.
For deriving dependencies between the problems in terms of a prerequisite relation their representations are compared to each other by means of the set inclusion principle. More precisely, the proposition sets associated with problems’ solution ways are compared. In a first step, subset relations between solution ways are identified and documented. These are interpreted as preliminary prerequisite relationships among the respective problems. As there is more than one solution way for each problem, for few pairs of problems the comparison of certain solution ways indicates a prerequisite relationship in one direction (e.g. problem X is a prerequisite for problem Y), whereas the comparison of other solution ways indicates a prerequisite relationship in the inverse direction (i.e. problem Y is a prerequisite for problem X). Therefore, in a second step these preliminary assumptions are cleaned up by eliminating contradictory prerequisite relationships between problems, while retaining only definite ones. In a final step two additional prerequisite relationships (from the originally identified ones) have been added to maintain transitivity in the prerequisite relation (for the complete documentation of the steps for determining prerequisites between problems please refer to Appendix A5).

The prerequisite relation resulting for the ten geometry problems on the basis of their association with the target map is depicted in Figure 7. The knowledge structure corresponding to this prerequisite relation consists of 44 knowledge states. In other words, the established prerequisite relation restricts the number of possible answer patterns from 1,024 (i.e. 2^{10}) to only 44. For instance, each knowledge state containing problem d is assumed to also contain problem a, and a knowledge state covering problem g necessarily should also include problems a, c and f.

The knowledge structure induced by the established prerequisite relation and collecting the knowledge states expected to be observable, is presented in Figure 8. The knowledge structure derived in this way serves as a basis for investigating the target map’s application validity. The
knowledge states collected in the knowledge structure constitute answer patterns on the 10 geometry problems in the sense of theoretical predictions on problem-solving behaviour—assuming that the knowledge structure and the concept map on which basis it has been constructed are valid. In order to examine whether these theoretically expectable answer patterns predict empirical answer patterns well, the geometry problems have been presented to participants in our empirical study.

First, the three warm-up exercises have been presented, which are not taken into account for data analysis, but rather have served for making the subjects familiar with the type of problem-solving task and for reducing test anxiety. Subsequently, the ten geometry problems that have been mapped to the target concept map have been presented in randomised order. Each problem has been depicted on a separate sheet. Participants have been requested to work at least three minutes on a problem, at maximum ten minutes. This has ensured that a person being able to solve a problem also brought this ability out, on the one hand, and to limit the duration for the single investigations on the other hand. The average duration for working on the problems has been 66 min (SD = 12.38).

The answer patterns collected from the 44 participants are analysed for whether they correspond well to the theoretical knowledge structure derived from the concept map. The extent of conformance is interpreted as a measure for the target map’s application validity.

The adaptation of the geometry problems from Korossy has been very useful, as for the same ten problems a different knowledge structure has been established by Korossy (1993, 1996). In that prior work, though, instead of building a prerequisite relation on the problems a knowledge structure has been generated on the basis of an underlying competence modelling and assignment. The respective structure features only 25 knowledge states (see Figure 9), i.e. this structure is more restrictive. When comparing Korossy’s and our structure (see Figures 8 and 9), it is evident that problems c and a in both structures consistently resulted to be basic problems without any prerequisites. In both structures

![Figure 8. Knowledge structure established on the geometry problems.](image)
problem e stands out as a quite difficult problem with many prerequisites and being part of only higher order knowledge states in the structure. Also most other problems can be found at similar levels in the structures when considering the cardinality of knowledge states in which they appear. Problems b and h, though, are exceptions. While in the structure of Korossy problem b seems to be a rather basic problem that is solvable in knowledge states that are located quite at the bottom of the structure, in the structure resulting from the concept map this problem turns out to be rather challenging and appears first only in knowledge states with a cardinality of at least five problems. In the structure derived from the concept map, problem h occurs first in knowledge states with a cardinality of 3, while in Korossy’s structure this problem is only contained in knowledge states at a medium level, starting from a cardinality of 6. In total, there are 16 knowledge states (including the empty set and the set of all ten problems) that the two structures have in common (i.e. their intersection; see Figure 9). The structure of Korossy is compared to the knowledge structure derived from the target map; more precisely, the goodness of fit of both structures in terms of predicting the empirical data-set is investigated in data analyses.

3.3.2. Results
For evaluating the solutions of the geometry problems two different approaches are realised. On the one hand, a geometry problem is categorised as correctly solved if the solution way and the final result is correct (evaluation approach 1). In a second evaluation also those problems are considered as mastered, where the solution way is on principle correct, but a calculation failure has occurred,
thus leading to an incorrect numerical result (evaluation approach 2). From the ten geometry problems on average five have been solved correctly (with $M = 4.82$, $SD = 2.47$ for evaluation 2 and $M = 5.02$, $SD = 2.67$ for evaluation 2). The range of mastered problems is 0–8 for evaluation 1 and, respectively, 0–10 for evaluation 2. Two participants (independent of the evaluation approach) have not solved any of the geometry problems, and only one person has been able to master the full problem set in case of evaluation approach 2.

The solution frequencies for each individual problem provide a first indication on the fit of the empirical answers to the theoretically assumed prerequisite relation (see Figure 7). If for a pair of items $x$ and $y$ a prerequisite relationship is assumed according to the prerequisite relation in terms of $x$ is a prerequisite for $y$; then $y$ should only occur in an answer pattern if also problems $x$ has been solved. As a result, it is expected that for the overall sample the solution frequency for item $x$ should be equal or higher than for $y$. If empirical solution frequencies significantly contradict the prerequisite relation, this would indicate problematic and invalid assumptions. As can be seen in Figure 7, the empirical solution frequencies correspond very well to the theoretical prerequisite relation. Only for problem $c$ for both evaluation approaches a slightly lower frequency than for its successive, superordinated problem $g$ has been observed. The difference between the solution frequencies of problems $c$ and $g$ is, however, marginal—and this result is therefore not indicative for an invalidly assumed prerequisite relationship. In case of evaluation 1 problem $f$ results to be solved slightly too often, but again the contradiction to the theoretical structure is not very strong (i.e. difference is very small); and when considering evaluation approach 2 it even disappears.

For comparing the empirical answer patterns to the theoretical knowledge structure the minimal symmetric distances between empirical and theoretically expected answer patterns are calculated (Garnier & Taylor, 1992; Kambouri, Koppen, Villano, & Falmagne, 1994). The minimal distance ($d_{\text{min}}$) between an answer pattern and a knowledge structure is defined as the distance to the nearest knowledge state. Assume for example the answer pattern \{$a, d$\} for the five problems presented in the example in Section 2.2.2 (Figures 2 and 3). This answer pattern is actually not part of the knowledge structure, the nearest knowledge states are given by \{$a$\} and \{$a, b, d$\}, which both differ in one problem (i.e. $b$ or, respectively, $d$) from the answer pattern. Thus, the distance between the answer pattern \{$a, d$\} and the respective knowledge states is one (in case of state \{$a$\} in solving problem $d$ a lucky guess has been made or, respectively, in case of the state \{$a, b, d$\} on problem $b$ a careless error has occurred—assuming that the knowledge structure is correct). The minimum possible distance is given by 0, meaning that no deviation from the knowledge structure occurs, i.e. the answer patterns fully correspond to the predicted knowledge states of the theoretical knowledge structure. The maximum possible distance is given by half the number $n$ of items (i.e. $n/2$ for even, or, respectively,

| Table 5. Distance distribution and mean symmetric distances between the collected empirical answer patterns ($N = 44$) and the knowledge structure derived in the present investigation (based on the concept map) and, respectively, the knowledge structure as established by Korossy (1993) |
|-----------------------------------------------|
| **Knowledge structure derived from** | **Knowledge structure of Korossy (1993)** |
| **Frequency** | **Frequency** |
| **Distance** | **Evaluation 1** | **Evaluation 2** | **Evaluation 1** | **Evaluation 2** |
| 0 | 18 | 24 | 18 | 24 |
| 1 | 20 | 16 | 19 | 15 |
| 2 | 5 | 3 | 7 | 5 |
| 3 | 1 | 1 | 0 | 0 |
| Mean distance | 0.75 | 0.56 | 0.75 | 0.57 |
| (SD = 0.74) | (SD = 0.72) | (SD = 0.71) | (SD = 0.69) |
(n – 1)/2 for odd numbers of items). Hence, for the present investigation with 10 geometry problems the greatest possible distance is 5. The averaged minimal distance across all response patterns constitutes a measure for the correspondence between empirical data and theoretical knowledge states; it gives evidence of the validity of the established knowledge structure and thus, of the target map. In the present context, \( d_{\text{min}} \) is consequently a measure for the target map’s ability to predict relevant situational performance.

The average symmetric distance between the 44 empirically collected answer patterns and the hypothesised knowledge structure is 0.75 (SD = 0.74) for evaluation 1. For the second evaluation approach, i.e. judging problems with the correct solution way as being mastered (irrespective of probable calculation errors), the mean distance is with 0.57 (SD = 0.72) even lower (see Table 5). Our structure is also compared to the knowledge structure established by Korossy (1993; compare Figure 9). When calculating the fit of our empirical data to Korossy’s structure, surprisingly nearly identical results can be obtained: A mean distance of 0.75 (SD = 0.71) results for evaluation 1, and for evaluation 2 an average distance of 0.57 (SD = 0.69) can be determined. Table 5 presents in detail the distance distributions and mean distances for the two knowledge structures and evaluation approaches.

When calculating minimal distances between an empirical data-set and a theoretical knowledge structure, it has to be taken into account that trivial answer patterns (i.e. none or all problems mastered) do not provide any information of the validity of the specific theoretical structure, as these knowledge states are contained in any knowledge structure. In the present investigation, however, the number of trivial answer patterns is very low; in evaluation 1 there are only two answer patterns with no problem solved correctly (i.e. \( N = 42 \) non-trivial answer patterns), in evaluation 2 there is one additional answer pattern with all problems mastered (i.e. \( N = 41 \) non-trivial answer patterns). When considering only non-trivial answer patterns for the calculation of mean distances slightly higher distance values are obtained (for details see Table 6).

When having a closer look at the distances and nearest knowledge states for both knowledge structures, it can be determined that in each case 17 out of 18 answer patterns that have a distance of 0 actually correspond to knowledge states that are part of the intersection of both structures. For the majority of answer patterns featuring a distance of 1 (17 answer patterns) or 2 (4 answer patterns), the nearest knowledge state(s) also constitute states that are contained in both knowledge structures. This means, the empirical answer patterns collected actually do not allow to discriminate well between the structures and therefore lead to highly similar results. Although the structure of Korossy is the more restrictive one, it has to be underlined that the main aim in the present investigation has not been to derive a very compact and efficient structure, but to predict problem-solving behaviour on the basis of a concept map in order to investigate the map’s application validity. The results for the knowledge structure established in the present investigation for application validation are therefore very satisfactory.

The comparison between the empirical answers and the knowledge states predicted from the concept map yields definitely encouraging results and argues for the properness (more precisely, the

| Table 6. Mean symmetric distances resulting for the two knowledge structures when considering only non-trivial answer patterns |
|---------------------------------------------------------------|
| **Knowledge structure derived from concept map**              |
| **Knowledge structure of Korossy (1993)**                     |
| Evaluation 1 \( (N = 42) \)          | Evaluation 2 \( (N = 41) \)          | Evaluation 1 \( (N = 42) \)          | Evaluation 2 \( (N = 41) \)          |
| Mean distance | 0.79   | 0.61   | 0.79   | 0.61   |
| \( (SD = 0.74) \) | \( (SD = 0.73) \) | \( (SD = 0.71) \) | \( (SD = 0.69) \) |
validity) of the established knowledge structure. For a statistical test of the knowledge structure’s validity, Heller (2001) suggests to use the frequency distribution of the symmetric distances. The validity of the knowledge structure is estimated by using a one-dimensional $\chi^2$ statistic. The distribution of distances for the items’ power set (i.e. all answer patterns) is utilised as a basis for the test. It is examined whether the distribution of distances for the empirical answer patterns differs significantly from the distribution for the expected patterns. For the present investigation the null hypothesis (that the empirical data comprises no structure) can be rejected (at a 1% level of significance; $\chi^2_{0.01} = 15.08$ and $\chi^2_{obs} = 172.68$ for evaluation 1 and $\chi^2_{obs} = 289.26$ for evaluation approach 2). This result argues for the validity of the knowledge structure.

As another measure for investigating the validity of the theoretical knowledge structure, the distance agreement coefficient $DA$ (Schrepp, 1993; Schrepp et al., 1999) is calculated. The DA is a measure for the fit between a knowledge structure and an empirical data-set taking into account the size of the knowledge structure (i.e. the number of knowledge states). For this, the empirical average symmetric distance is relativised to the mean distance of the power set. A lower DA indicates a better fit of the knowledge structure to the data. For our investigation a DA of 0.35 (and, respectively, 0.26 for evaluation 2) resulted. As this measure takes into account the size of a knowledge structure, it is suitable for comparing the results to the structure of Korossy (1993), which yielded a DA of 0.32 (and 0.24 for evaluation 2, respectively). As can be seen, these measures are very similar for both structures, with marginally better results for the structure established in prior work.

To give a further indication of the quality of the results for the present study, a simulation is carried out for comparison with the empirically observed answer patterns. To this end a data-set is simulated, taking into account the solution frequencies for items, i.e. the number of persons having mastered a certain problem is equal in both, the empirical and the simulated sample. This can be called a “frequency simulation”, as specific information on solution frequencies is taken into account (Wesiak, 2003; chapter 3). Other possibilities for testing the empirical validity of a knowledge structure would be random simulations, probability simulations, or a resampling approach (Heller & Albert, 2005; Wesiak, 2003, chapter 3). The simulated sample shows an average minimum distance of 1.47 (SD = 0.90) and is utilised for calculating a statistical test in order to compare the distance distributions in the empirical and the simulated data-sets. The result is highly significant ($U = 357.5$, $p = 0.001$), indicating that the symmetric distances of the empirical answer patterns are significantly lower than those of the simulated answer patterns.

In sum, the data analysis leads to the conclusion that the empirically collected answer patterns on the geometry problems are predicted well by the theoretically expected knowledge states as derived from the mapping of the geometry problems to the concept map. Since the correspondence between the theoretical knowledge structure and empirical performance can be interpreted as a measure of application validity, the target map can be regarded as validated and is ready for use.

### 3.3.3. Discussion

The second part of our empirical study demonstrates the approach for application validation, exemplified for the example target concept map on elementary geometry. Problem-solving performance has been selected as a suitable behavioural and situational performance measure relevant for the intended application of the concept map, and a set of representative problems of the domain of interest has been adopted from a prior study. The target concept map has been used to predict answer patterns in problem-solving performance by assigning problems with subsets of the concept map and deriving prerequisite relationships for establishing a knowledge structure. The comparison between empirical answer patterns and theoretically expected knowledge states yields a good fit and thus, argues for the validity of the knowledge structure and its underlying concept map.

Contrasting the results obtained for our knowledge structure with the distances between the data and a different structure established for the same problem set in a prior investigation of Korossy (1993), very similar results can be determined. As the collected answer patterns, however, mostly
feature a minimal distance to knowledge states that are part of the intersection of both structures, the empirical data does not allow a good comparison and discrimination between the two knowledge structures. To make this possible the involvement of individuals showing a broader variance in expertise and, consequently, performance would be needed in future investigations, such to have a broader range in responses and thus, a more extensive coverage of possible answer patterns. From the perspective of Knowledge Space Theory, the structure as reported in Korossy (1993) can be argued to have a slight advantage over the structure established based on the concept map, as it is the smaller structure and the DA is marginally lower than for our structure. It has to be noted, however, that in case of the present investigation the aim has not been on generating a knowledge structure that is as small as possible, but rather to predict situational behaviour on the basis of a concept map in order to investigate its application validity. Therefore, the fit obtained in our investigation between empirical data and our theoretical model is considered highly encouraging and satisfactory.

Given that the target concept map focuses on theorems in right triangles, the representation of the geometry problems on the concept map only considers solution ways for the problems using the theorems in the right triangle (i.e. Pythagorean, Altitude and Euclidean Theorem). Actually, the geometry problems would also be solvable in somewhat different ways, by applying trigonometric functions or quadratic equations. As the target concept map represents only a subdomain on right triangles referring to the theorems in right triangles, those alternative solution ways are not presentable and not intended to be captured. Strictly speaking, for the purpose of application validation therefore only answer patterns should be utilised that actually use those solution approaches that have been addressed and used for establishing the knowledge structure. Hence, solution behaviour corresponding to alternative solution ways should be excluded from data analysis. In the present investigation, contrary to the instruction given in the beginning, eight out of the 44 participants partly have used alternative trigonometric solution approaches. When excluding the answer patterns of the relevant eight persons from data analysis and calculating the average minimal symmetric distance between the empirical data and the theoretical knowledge structure, the result changes indistinguishably. The average distance in this case is with $M = 0.75$ (SD = 0.76), actually the same result for the whole sample ($M = 0.75$, SD = 0.74).

The utilised performance measure actually involves also procedural knowledge to a quite high degree, as the solution of the geometry problems does not only require knowing the theorems in the right triangle on a solely factual, conceptual level, but rather also requires abilities in terms of procedural knowledge, i.e. on how to apply the declarative knowledge elements. The target map in this investigation has only covered declarative knowledge, such that the establishment of the knowledge structure has been based only on the problem’s declarative representation on the target map. The concept map’s predictive power has therefore been investigated using a more comprehensive situational behaviour and thus, an even stricter and more delicate validation criterion. Consequently, the results of the investigation are even more interesting and confirmatory for application validity. Hence, in line with the results of Steiner, Albert, and Sternad (2012) it has been demonstrated that it is possible to obtain a valid knowledge structure on procedural problems by representing them on a concept through solely the declarative knowledge relevant for them.

When nonetheless aiming at a closer alignment between target map and the represented problems a slightly different type of problems might be sought that refer to situational behaviour relevant for the target map’s intended purpose and that require largely declarative knowledge. In our example, for instance, questions querying factual knowledge elements on the right triangle (e.g. the Pythagorean Theorem, the sides of a right triangle ...) could be used. The representation of such problems on the target map is more straightforward, and it is possible to cover the whole extent of underlying and required knowledge. When thinking about different knowledge domains and target maps, though, in many cases situational behaviour will most probably involve also procedural knowledge to some extent. If a target concept map also covers procedural knowledge elements (e.g.
Pernaa & Aksela, 2010), a more exhaustive representation of problems, accounting also for proce-
dural aspects could be realised.

The target concept map has been created with teaching purposes in mind, i.e. to be used as learn-
ing material in a mathematics course. Naturally, the aim of teaching the respective subdomain of
gometry will be that learners not only acquire declarative knowledge, but also rather develop skills
to solve geometry problems requiring also procedural knowledge. According to the educational ap-
proach for explaining the linkage between declarative and procedural knowledge (e.g. Haapasalo &
Kadijevich, 2000), the development of procedural knowledge depends and builds upon declarative
knowledge. Correspondingly, in educational practice first a body of declarative knowledge needs to
be established before procedural knowledge elements can be taught and learned. In the context of
using concept maps for teaching, one possibility for supporting this development would be to try to
make explicit also procedural knowledge elements and include them in the target concept map (e.g.
Sims-Knight et al., 2004). In this way teaching could be assisted and the process of establishing and
linking knowledge could be supported through visually depicting and connecting declarative as well
as procedural information. The inclusion of procedural aspects in our target map would subsequent-
ly also allow a more comprehensive representation of the geometry problems for the purpose of
investigating application validity.

The problems, for which answer patterns have been predicted on the basis of the concept map,
are generally solvable through different solution ways. This complicates the derivation of prerequi-
site relationships among the problems for establishing a knowledge structure. As each problem is
represented by more than one proposition subset on the concept map, the prerequisite relation on
the problem set had to be established in a stepwise procedure eliminating conflicting relationships
and ensuring transitivity of the resulting relation. For a more straightforward identification of pre-
requisites, future investigations should try to select a knowledge domain and/or problems with
unique solution ways.

4. General discussion
The empirical study reported in this paper has put into practice the methodology and demonstrated
the procedure for examining content and application validity of domain ontologies given an exem-
plary concept map representing a small subdomain of geometry. In sum, the results of the present
empirical investigation argue for the validity of the target map from both perspectives, content
validity as well as application validity. The target map can therefore be considered to be validated
and well founded and is ready for use in practice. More importantly and generally, though, the vali-
dation methodology could be meaningfully illustrated and in a concrete validation setting.

The investigation of content validity has been done by comparing the target map with individual
criterion maps that have been empirically collected through a proposition correct-incorrect discrimi-
nation task. Different types of similarity measures have been calculated, in order to compare their
applicability and significance for investigating content validity. Aside from “traditional” similarity
measures (e.g. Goodman & Kruskal, 1979) and measures proposed in the context of concept map
assessment (e.g. Ruiz-Primo et al., 1998) also a non-symmetric similarity approach (Tversky, 1977)
has been inspected. All these measures lead to comparable results and yield fairly high similarity
values for the addressed target map. This, however still leaves open the question whether there is
any best-suited similarity measure that should be applied by default for the purpose of content vali-
dation. For now the usage of several measures is recommended in order to triangulate and cross-
check the different results and to derive a sound conclusive evidence on a target map’s content
validity. In any case, similarity measures from the context of concept map assessment, for calculat-
ing the similarity between student-generated map and an expert concept map (e.g. Ruiz-Primo,
2000), appear highly suitable, since the question motivating these measures can be regarded as
similar, though reciprocal, to the question in case of content validation (i.e. instead of “How similar is
the individual concept map to the expert map?” the question for content validation is “How similar is
the target map to the individual map(s)?”). In case of knowledge assessment the expert concept
map constitutes the criterion for evaluation, in content validation the individual concept maps represent the criteria. The contrast ratio model is suggested for analysis, as it provides the possibility of investigating the similarity between criterion maps and target map in a way to focus the comparison. Actually, this approach provides a framework of realizing different models depending by differently balancing the influence (i.e. weights) of each part of distinctive features. A main question thereby is, of course, how to appropriately set these weights/influences in order to optimally fit the purpose of content validation, in general, or possibly a specific validation objective. It is in fact encouraging that in our study this approach of directional similarity comparison and all other similarity measures applied yield very similar results. More research to gather further conclusions on most suitable and to investigate additionally relevant measures for similarity analysis would be desirable.

In any case, when collecting criterion maps for content validation, but also in case of application validation, it is essential to keep in mind the intended use of a target map. The purpose for which a concept map has been created has an influence on the knowledge covered and depicted, and this needs to be taken into account. Take, for instance, a concept map on photosynthesis. For such kind of domain ontology different purposes can be imagined, which may possibly only differ with respect to the target audience of the map. It will make a difference whether the concept map is intended to be presented to secondary school pupils or to biology students at university. The concept maps for these two teaching purposes will necessarily differ in certain parts, and will in the first case cover rather general and overview knowledge while for the latter case it will present much more detailed knowledge and subject-specific information. Consequently, when posing a concept mapping task for collecting criterion maps, the respective map creators need to be instructed on the intended usage of the map and/or, respectively, selected from an appropriate population. Similarly, the intended field of application of a concept map needs to be carefully considered when choosing a situational performance measure for application validation. In our example, for a concept map with a traditional classroom teaching purpose in mind, problem-solving behaviour has been identified as most appropriate. In contrast to that, for a concept map intended to picture didactics in elementary geometry, for example, actual didactical behaviour from pre-service and more experienced teachers may be suitable.

The validation approach for application validity has been illustrated by representing typical geometry problems of the knowledge domain of interest as substructures of the concept map, and in this way deriving a prerequisite relation in terms of Knowledge Space Theory. The identified prerequisite relationships have given rise to a knowledge structure on the set of problems, which significantly reduces the set of expectable answer patterns down from the number of all on principle possible answer patterns. In this way, the concept map served the derivation and prediction of expected performance behaviour. The theoretically derived knowledge structure has been compared to empirically collected answer patterns, showing that they corresponded well to each other, which is indicative for the validity of the established structure. As the structure is based on the underlying target map to be investigated, the map can be regarded as validated with respect to application validity. One critical issue, though, is the question whether a certain knowledge structure unambiguously results from a specific target map or whether different alternative concept maps may lead to the same knowledge structure. In such case, a validated knowledge structure would give evidence of the validity of both target maps without any conclusion which map is more appropriate. This issue of uniqueness needs to be investigated further in future research.

Overall, future research should be dedicated to broaden the initial encouraging results obtained in this study and to underpin the significance of the proposed methodologies. In particular, it would be interesting to apply the suggested methodological approaches for concept map validation in other, more humanistic knowledge domains. In the humanities actually differing world views and opinions exist to a larger extent than in the more structured domains of natural science, and a larger variance in empirically collected criterion maps for content validation can be expected. Consequently, the significance of the similarity approaches and measures applied for content validation could be investigated further. Furthermore, the application in more humanistic, and therefore, less structured, knowledge domains would also be desirable from the perspective of application validation. As the
approach using Knowledge Space Theory is theoretically applicable for any knowledge domain, this would enable to shed light on our methodology’s potential and significance for validation in knowledge domains of differing degrees of inherent structure. Another interesting aspect for further research would be to investigate concept maps with diverse intended purposes and thus, the use of different behavioural measures as application validation criterion.

5. Conclusion
A concept map representing a domain ontology reflects the perspective or world view of its author(s) and the purpose for which it has been constructed. Hence, there is no “one” correct way of conceptualising and structuring a particular domain (Kennedy et al., 2004). Given a specific purpose, a domain representation is needed that integrates the knowledge of the domain in question. The issue of validating concept maps is critical for their effective use for whatever purpose. This calls for scientifically sound and systematic methods of concept map validation, independent of how a concept map has been created (i.e. manually or automatically). Two different types of validity can be distinguished (Albert & Steiner, 2005a, 2005b)—one referring to the question whether a concept map adequately reflects the content of the respective domain (content validity), and one referring to the issue whether a concept map serves the purpose for that it has been created (application validity). Different kinds of intended application will require different means of validating a target map (Gómez-Pérez, 2001). The presented validation methodology is in line with the categories of ontology evaluation techniques presented by Brank et al. (2005): While application validity can clearly be categorised as an approach “using the ontology in an application and evaluating the results” (p. 166), content validity can be considered an approach “involving comparisons with a source of data ... about the domain to be covered by the ontology” (p. 166). This source of data is in the present case given by individuals’ personal understanding of the domain in question, represented as concept maps. In this way, the presented approach to content validity clearly differs from techniques that are based on the comparison with a gold standard, where there is only one, usually expert-created ontology used as a criterion for validation. The approach also differs from an evaluation by humans who try to directly assess the quality of an ontology with respect to different criteria (Brank et al., 2005).

The present paper outlines an empirical investigation applying the methodological considerations on examining content and application validity, and in this way testing the practicality and significance of the suggested approaches. The applied analysis procedures have proven suitable for the purpose of validation. The different measures used for content validation have all yielded similar results and argue for the content validity of the example target map. The suggested procedure and the performance measure chosen for application validation can be considered appropriate and indicate encouraging results also with respect to the target map’s application validity. All in all, the results of the present investigation are definitely auspicious and are indicative for both, the suitability of the validation methodology, as well as the target map’s content and application validity.

A critical precondition for an effective use of a concept map as a knowledge domain representation is that it reliably covers and depicts the knowledge in question. Therefore, another issue that has to be taken into account actually even before the validity of a target concept map is addressed, is the reliability of the respective map (Albert & Steiner, 2005b), as well as the reliability of the criterion maps collected (Albert et al., 2006). Reliability relates to the consistency and accuracy of a concept map. In this regard, different aspects of reliability can be considered: Consistency over time and consistency over alternative construction methods. Consistency over time refers to the extent to which the generation of a particular concept map is repeatable, i.e. whether the same concept map results when generated again after some time using the same construction method. Another aspect of reliability addresses the consistency over alternative construction methods (e.g. map creation, map completion, etc.) or over different forms of representation (e.g. directed graph, proposition list, etc.). This refers to the extent to which the same concept map representation results, independent of the applied method or format. A reliable concept map represents the same model of knowledge or understanding of a domain regardless of the representation format or time of construction (assuming that
there is no indication of a change in knowledge). For giving evidence of reliability, in both cases (consistency over time and, respectively, alternative construction/representation methods) the extent of similarity between the concept maps is investigated. To this end, similarity measures as proposed for content validation may be utilised.

For collecting concept maps from individuals, representing their personal understanding of the domain of interest, and serving as criterion for examining the target map’s validity, intentionally a rather restrictive method has been used. The correct-incorrect discrimination task has ensured an effective investigation procedure and allowed the collection of data on application validity in the same session. Through the presentation of the target map propositions in combination with distractor items, the vocabulary of the resulting individual domain ontologies has been restricted to a set of predefined concepts and relations. This would be similar, e.g. when using a map completion or map creation task with provided concept and relation sets to be used by participants (compare Steiner et al., 2007). A specific advantage of the method applied in our investigation is seen in the possibility of investigating and comparing competing concept maps implementing different world views within the same task and data collection. The usage of a concept mapping task featuring high “directedness” (Ruiz-Primo, 2000), i.e. large degree of constraints and information provided, necessarily entails a higher expectable similarity between criterion maps and the target map to be validated than when using a concept mapping task with high(er) level of freedom. At the same time, however, with such highly directed (or restricted) methods, it is only possible to a limited extent to get an indication on the “completeness” of a concept map, in terms of whether all the knowledge that is expected to be represented is actually and comprehensively covered (e.g. Gómez-Pérez, 2001; Vrandecic, 2010). The technique used in the present investigation allows avoiding potential problems arising through the usage of different labels for the same concepts and relations, as it would be the case with a low-directedness technique. Through the utilisation of automated matching criteria and algorithms making use of lexical databases such as WordNet (Fellbaum, 1998) or similar resources, it would be possible to take into account synonyms and to identify the similarity between criterion maps and a target map on the basis of the corresponding sets of different lexical realisations or labels (e.g. Brewster, Alani, Dasmahapatra, & Wilks, 2004). Furthermore, the possibility of expressing relations in either the one or the other direction (e.g. “A is part of B” and “B has part A”) needs to be considered in this context. Future work should try to make use of more open methods for the collection of personal ontologies in conjunction with automated procedures and semantic technologies supporting subsequent data analysis.

When talking about content validity, on principle, there are also other ways conceivable for examining this quality aspect than the comparison with empirically gathered criterion maps. A further option for analysing content validity would, for example, be to consult published literature or a collection of documents about the respective knowledge domain, corresponding to the idea of data-driven evaluation through comparison of ontologies with texts (e.g. Brewster et al., 2004). Still another strategy would be to use translations of a concept map into a formal language, such as Common Logic Controlled English (Sowa, 2006) or a formal ontology language (e.g. Corcho & Gómez-Pérez, 2000; Mizoguchi, 2003). These translations could then be presented to the expert(s) who generated the target concept map for judging whether the propositions have been translated correctly and describe what they have been originally intended to express.

The approach presented and demonstrated for application validation is characterised by a systematic investigation of a target map’s ability to predict situational performance. To derive these performance predictions a well-founded theoretical framework, Knowledge Space Theory, is exploited. The procedure applied actually constitutes a method for establishing knowledge structures (Steiner & Albert, 2008) and extends the set of available approaches for structure generation, such as expert queries and mass data analysis (e.g. Koppen & Doignon, 1990; Schrepp, 1999b). A critical assumption, however, in the presented approach is that the association of propositions from the concept map to the problems are reliable and valid. Only if the representation of problems on the concept map is well-founded, the validation procedure can give a sound evidence on the quality of the concept map.
itself. It therefore needs to be ensured that this mapping is done in the most accurate manner possible in order to minimise the risk of introducing any sources of error in deriving the predictions for situational performance (i.e. knowledge states) from the concept map that could, subsequently, lead to erroneous inferences with respect to the map’s validity. Since this issue is similar to the question on the quality of competence assignments to problems in competence-based Knowledge Space Theory, quality criteria and approaches for examining them might be picked up (e.g. Ley & Albert, 2004). If carried out manually, the association between propositions and problems requires an appropriate understanding and expertise of the domain of interest. To enable a more efficient mapping and structuring of problems, an aim of future work is to elaborate on opportunities for exploiting automatic procedures. This could be enabled through the utilisation of process models in order to derive and model the possible solutions ways for problems, and to establish a knowledge structure on them (Schrepp, 1993, 1999a; Witteveen, 1994). Besides, if performance on traditional problems in the context of technology-enhanced learning is selected as a validation criterion, semi-automated approaches making use of problems’ metadata information could support the process of mapping problems to a concept map (for a more detailed discussion please refer to Steiner et al., 2012).

In general, the knowledge structures established and validated in the course of examining the application validity of a concept map can be re-used, e.g. for personalising learning experiences in the context of technology-enhanced learning (Steiner & Albert, 2008). This perspective of reuse would mean shared and reduced costs and supports the potential of the real-world utility of the approach presented. Furthermore, a combined application of concept mapping and Knowledge Space Theory in the context of technology-enhanced learning appears promising. Taking combined advantage of these two methods, on the one hand personalised learning experiences may be realised based on the valid knowledge representation provided through Knowledge Space Theory, while simultaneously visualisations of validated concept map may serve the presentation of learning material or concept mapping as a learning strategy (Oppl, Steiner, & Albert, 2011). Another feasible approach to a combined use of the two methods would be the use of a concept map as navigation interface (e.g. Puntambekar, Stylianou, & Hubscher, 2003) with adaptive navigation support based on Knowledge Space Theory (Krauße & Körndle, 2005). Such an intertwined application of concept maps and Knowledge Space Theory requires not only to have available valid concept map and knowledge structures but also to have a common ground for both approaches of structuring knowledge, which again argues for and confirms the usefulness and benefit of the methodology demonstrated in this paper.

While for the purpose of our study the concept map to be validated has been constructed manually, a target concept map may also have been derived via automated extraction approaches (Chen et al., 2008; Lau et al., 2009; Lee & Segev, 2012). Automated procedures of building concept maps and of ontology learning cannot be assumed to output perfect and sound domain representations and may rather be seen as a starting point or skeleton that need the intervention of human actors and methods for evaluating and validating them (e.g. Zouaq & Nkambou, 2009). The validation methodology presented can contribute to quality assurance of automatically created domain ontologies before their adoption and application for the intended purpose. The validation approaches for content and application validity are also open to automation of certain steps of the evaluation procedure and do not require to be carried out entirely and manually by human users. For content validation the mentioned matching of criterion maps with lexical databases provides, for instance, a starting point. The collection of criterion maps can, of course, be carried out with computer and web support, thus allowing an easy extraction of concepts, relations, and propositions representing personal ontologies for further lexical expansion (synonym matching), as well as for the automatic identification of common and distinct elements of target and criterion maps and the calculation of similarity measures. For application validation the use of formal models of cognitive problem-solving processes in terms of process models and production systems, as well as the exploitation of metadata information, if available, can provide a basis for an effective and semi-automatic identification and representation of situational performance and for the derivation of a structure of predicted behavioural patterns from a concept map. Future work shall continue research in the direction of elaborating the presented methodology towards more automated validity analysis. This is in line with
other recent work on automated ontology evaluation (Brank et al., 2005; Brank, Grobelnik, & Mladenic, 2007; Pammer, 2010; Pammer et al., 2006; Völker, Vrandecic, Sure, & Hotho, 2008), allowing a larger scale applicability of the evaluation methods and more healthy and efficient processing and engineering of knowledge domain representations.

In sum, future research dedicated to the issues and research questions that have been raised and become aware with this initial empirical demonstration appears highly interesting and necessary. By further empirical testing of the proposed validation procedures their contextual conditions of use and applicability can be investigated in more detail and opportunities for their refinement and beneficial application towards optimising evaluation efforts can be identified.
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Appendix A1. Concept map propositions

List of propositions from the target concept map on elementary geometry (theorems in right triangles)

| ID | Concept | Relation | Concept |
|----|---------|----------|---------|
| P1 | right triangle | has side | hypotenuse c |
| P2 | right triangle | has side | cathetus a |
| P3 | right triangle | has side | cathetus b |
| P4 | right triangle | has property | height h |
| P5 | right triangle | has property | right angle |
| P6 | hypotenuse c | is longest side of | right triangle |
| P7 | hypotenuse c | is opposite of | right angle |
| P8 | cathetus a | is adjacent to | right angle |
| P9 | cathetus b | is adjacent to | right angle |
| P10 | height h | passes through | right angle |
| P11 | height h | is perpendicular to | hypotenuse c |
| P12 | height h | cuts into two sections | hypotenuse c |
| P13 | height h | cuts into two right triangles | right triangle |
| P14 | right triangle | has property | area A |
| P15 | area A | is equal to half the product of | cathetus a, cathetus b |
| P16 | area A | is equal to half the product of | hypotenuse c, height h |
| ID | Concept            | Relation          | Concept                                      |
|----|--------------------|-------------------|----------------------------------------------|
| P17| hypotenuse c       | squared           | square of hypotenuse c, (c^2)                |
| P18| cathetus a         | squared           | square of cathetus a-(a^2)                   |
| P19| cathetus b         | squared           | square of cathetus b-(b^2)                   |
| P20| hypotenuse c       | has part          | hypotenuse section p                        |
| P21| hypotenuse c       | has part          | hypotenuse section q                        |
| P22| hypotenuse c       | is equal to the sum of | hypotenuse section p, hypotenuse section q  |
| P23| hypotenuse section p| is adjacent to   | cathetus a                                  |
| P24| hypotenuse section q| is adjacent to   | cathetus b                                  |
| P25| height h           | squared           | square of height h-(h^2)                    |
| P26| right triangle     | can be inscribed in | semicircle                      |
| P27| semicircle         | each triangle inscribed is | right triangle                  |
| P28| semicircle         | has diameter      | hypotenuse c                               |
| P29| square of height h-h^2| is coextensive with rectangle formed by | hypotenuse section p, hypotenuse section q  |
| P30| square of cathetus a-a^2| is coextensive with rectangle formed by | hypotenuse c, hypotenuse section p        |
| P31| square of cathetus b-b^2| is coextensive with rectangle formed by | hypotenuse c, hypotenuse section q        |
| P32| square of hypotenuse c-c^2| is equal to the sum of | square of cathetus a-a^2, square of cathetus b-b^2  |
| P33| circle             | has element       | radius r                                    |
| P34| circle             | has element       | centre M                                    |
| P35| tangent t          | is a              | straight line                                |
| P36| tangent t          | touches           | circle                                       |
| P37| circle, tangent t  | share             | osculation point T                          |
| P38| tangent t          | passes through    | point P outside a circle                   |
| P39| point P outside a circle, centre M | straight line in-between is line PM |                                       |
| P40| osculation point T, centre M | straight line in-between is equals | osculation radius TM |
| P41| osculation radius TM| equals       | radius r                                    |
| P42| point P outside a circle, osculation point T | straight line in-between is | tangent line segment PT |
| P43| tangent line segment PT, osculation radius TM, line PM | form            | right triangle                              |
| P44| osculation radius TM| is perpendicular to | tangent t                                   |
| P45| tangent t          | has property      | tangent line segment PT                     |

**Appendix A2. Distractor items**

List of distractor statements for the correct-incorrect discrimination task

| ID | Concept            | Relation          | Concept                                      |
|----|--------------------|-------------------|----------------------------------------------|
| D1 | right triangle     | has property      | obtuse angle                                 |
| D2 | right triangle     | is a              | triangle with three equal sides              |
| D3 | right triangle     | has property      | volume V                                     |
| D4 | area A             | is equal to the sum of | sides of the triangle                        |
| D5 | area A             | is equal to the product of | cathetus a, cathetus b                       |
| D6 | cathetus a         | is opposite of    | right angle                                  |
| D7 | cathetus b         | longest side of   | right triangle                               |
| ID | Concept                          | Relation            | Concept                          |
|----|---------------------------------|---------------------|---------------------------------|
| D8 | right triangle                  | has side            | secant s                        |
| D9 | hypotenuse c                    | is adjacent to      | right angle                     |
| D10| hypotenuse c                    | is shortest side of | right triangle                  |
| D11| height h                        | cuts into two acute triangles | right triangle                  |
| D12| height h                        | equals              | hypotenuse c                    |
| D13| height h                        | extracted root is   | square of height h-(h²)         |
| D14| hypotenuse c                    | is equal to the product of | hypotenuse section p, hypotenuse section q |
| D15| hypotenuse section p, hypotenuse section q | form               | right angle                     |
| D16| hypotenuse c                    | extracted root is   | square of hypotenuse c-(c²)     |
| D17| hypotenuse c                    | is equal to the sum of | cathetus a, cathetus b           |
| D18| hypotenuse section p            | is perpendicular to | cathetus a                       |
| D19| hypotenuse section q            | is perpendicular to | cathetus b                       |
| D20| hypotenuse section p            | equals              | cathetus a                       |
| D21| hypotenuse section q            | equals              | cathetus b                       |
| D22| height h                        | is parallel to      | hypotenuse c                    |
| D23| semicircle                      | each triangle inscribed is a | isosceles triangle              |
| D24| square of hypotenuse c-(c²)     | is equal to the sum of | cathetus a, cathetus b           |
| D25| square of hypotenuse c-(c²)     | Is coextensive with rectangle formed by | cathetus a, cathetus b           |
| D26| square of hypotenuse c-(c²)     | is coextensive with rectangle formed by | hypotenuse section p, hypotenuse section q |
| D27| square of height h-(h²)         | is coextensive with rectangle formed by | hypotenuse section p, hypotenuse c |
| D28| square of height h-(h²)         | is coextensive with rectangle formed by | hypotenuse section q, hypotenuse c |
| D29| square of cathetus a-(a²)        | is coextensive with rectangle formed by | hypotenuse section p, height h   |
| D30| square of cathetus b-(b²)        | is coextensive with rectangle formed by | hypotenuse section q, height h   |
| D31| tangent t                       | cuts                | circle                          |
| D32| oscillation radius TM           | is parallel to      | tangent t                       |
| D33| circle                          | has element         | height h                        |
| D34| oscillation point T, point P outside a circle | straight line in-between | oscillation radius TM            |
| D35| oscillation radius TM           | equals              | diameter d                      |
| D36| oscillation radius TM           | is perpendicular to | line TM                         |
Appendix A3. Geometry problems

Warming-up exercises:

Problem (1)
Given: \( a = 2 \text{ cm}, \ b = 5 \text{ cm} \)
\( c = 3 \text{ cm}, \ d = 3 \text{ cm} \)
Find: area \( A \)

Problem (2)

Given: trapezium
Transform the given trapezium graphically into a coextensive rectangle!

Problem (3)

Given: \( a = 4 \text{ cm}, \ c = 7 \text{ cm} \)
Find: \( b \)

Problems used for data analysis:

Problem (a)

Given: \( q = 7 \text{ cm}, \ h = 5 \text{ cm} \)
Find: \( p \)
Problem (b)

Given: $q = 7 \text{ cm}$, $p = 6 \text{ cm}$
Find: area $A$

Problem (c)

Given: $b = 5 \text{ cm}$, $q = 3 \text{ cm}$
Find: $p$

Problem (d)

Given: rectangle
Transform the given rectangle graphically into a coextensive square! Only use set square, pair of compasses, pencil without doing any calculations!

Problem (e)

Given: $r = 3 \text{ cm}$, $PM = 7 \text{ cm}$
Find: area $A$

Problem (f)

Given: $a = 5 \text{ cm}$, $c = 8 \text{ cm}$
Find: area $A$
Problem (g)

Given: \( b = 4 \text{ cm}, \ c = 9 \text{ cm} \)
Find: \( h \)

Problem (h)

Given: \( a = 9 \text{ cm}, \ h = 5 \text{ cm} \)
Find: \( \text{area } A \)

Problem (i)

Given: \( b = 3 \text{ cm}, \ c = 9 \text{ cm} \)
Find: \( \text{area } A \)

Problem (j)

Given: rectangle, square

Construct a square that is coextensive with the given rectangle plus the given square.

Only use set square, pair of compasses, pencil without doing any calculations!
## Appendix A4. Assignment of propositions from the target concept map to geometry problems

Each solution way is identified with the corresponding subset of propositions representing the knowledge elements underlying the respective solution approach. The proposition subset $B = \{P_1, P_2, P_3, P_4, P_5, P_6, P_7, P_8, P_9, P_{10}, P_{11}\}$ constitutes basic knowledge on right triangles that is required for each problem and solution way.

### Problems, solution ways and the concept map propositions associated with them

| Problem | Solution way | Associated propositions (in addition to the set $B$) |
|---------|--------------|-----------------------------------------------------|
| a       | $A$          | $\{P_{12}, P_{20}, P_{21}, P_{25}, P_{29}\}$        |
|         | $PK$         | $\{P_{12}, P_{13}, P_{17}, P_{18}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}\}$ |
| b       | $HA_1$       | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{20}, P_{21}, P_{25}, P_{29}\}$ |
|         | $HA_2$       | $\{P_{12}, P_{14}, P_{15}, P_{16}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}\}$ |
|         | $PKA_1$      | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}\}$ |
|         | $PKA_2$      | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{16}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}\}$ |
| c       | $K$          | $\{P_{12}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{29}\}$ |
|         | $PH$         | $\{P_{12}, P_{13}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{29}, P_{32}\}$ |
| d       | $HZ$         | $\{P_{12}, P_{18}, P_{21}, P_{25}, P_{26}, P_{27}, P_{28}, P_{29}\}$ |
|         | $K_Z$        | $\{P_{12}, P_{18}, P_{20}, P_{21}, P_{23}, P_{26}, P_{27}, P_{28}, P_{30}\}$ |
| e       | $PKTA(a)$    | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{16}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}, P_{33}, P_{34}, P_{35}, P_{36}, P_{37}, P_{38}, P_{39}, P_{40}, P_{41}, P_{42}, P_{43}, P_{44}, P_{45}\}$ |
|         | $PKTA(b)$    | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{16}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}, P_{33}, P_{34}, P_{35}, P_{36}, P_{37}, P_{38}, P_{39}, P_{40}, P_{41}, P_{42}, P_{43}, P_{44}, P_{45}\}$ |
|         | $KHTA$       | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{16}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{30}, P_{31}\}$ |
| f       | $PA$         | $\{P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{29}, P_{31}\}$ |
|         | $PKA$        | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{16}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{30}, P_{32}\}$ |
|         | $KHA$        | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{16}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{30}, P_{32}\}$ |
| g       | $PK$         | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}\}$ |
|         | $KH$         | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}\}$ |
| h       | $PHA_1$      | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{32}\}$ |
|         | $PHA_2$      | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{32}\}$ |
|         | $PKA_1$      | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{30}, P_{32}\}$ |
|         | $PKA_2$      | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{30}, P_{32}\}$ |
| i       | $PKA$        | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}\}$ |
|         | $KHA$        | $\{P_{12}, P_{13}, P_{14}, P_{15}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{31}, P_{32}\}$ |
| j       | $PHZ$        | $\{P_{12}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{30}, P_{32}\}$ |
|         | $PK_1Z$      | $\{P_{12}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{30}, P_{32}\}$ |
|         | $PK_2Z$      | $\{P_{12}, P_{17}, P_{18}, P_{19}, P_{20}, P_{21}, P_{22}, P_{24}, P_{25}, P_{30}, P_{32}\}$ |
Appendix A5. Prerequisites between problems

Documentation of derivation of prerequisite relationships between geometry problems

| Problem | Preliminary prerequisites according to comparison of proposition subsets representing individual solution ways | Adjusted prerequisites after eliminating contradictions | Final prerequisites after adding again missing relationships according to transitivity |
|---------|---------------------------------------------------------------------------------------------------------------|--------------------------------------------------------|----------------------------------------------------------------------------------|
| a       | c                                                                                                            | –                                                      | –                                                                               |
| b       | a, c, f, g, h                                                                                                 | a, g                                                   | a, f, g                                                                          |
| c       | a                                                                                                            | –                                                      | –                                                                               |
| d       | a                                                                                                            | a                                                      | a                                                                               |
| e       | a, b, c, f, g, i                                                                                               | a, b, c, f, g, i                                       | a, b, c, f, g, i                                                                 |
| f       | a, b                                                                                                         | a                                                      | a                                                                               |
| g       | a, c, f                                                                                                       | c, f                                                   | a, c, f                                                                          |
| h       | a, b, f                                                                                                       | a, f                                                   | a, f                                                                            |
| i       | a, b, c, f, g                                                                                                 | a, b, c, f, g                                         | a, b, c, f, g                                                                   |
| j       | a, d                                                                                                         | a, d                                                   | a, d                                                                            |