Implementation of Convolutional Neural Network and Multilayer Perceptron in Predicting Air Temperature in Padang
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\section*{Abstract}
The air temperature is a physical parameter that affects many fields of daily life, such as agriculture, energy and medical. Hence, the ability to accurately predict the air temperature is necessary to support the operational processes in those fields. Regarding the necessity, this study aims to develop prediction models to predict the air temperature in Padang city, West Sumatera. The models were developed by using two variants of artificial neural network, i.e. Convolutional Neural Network (CNN) and Multilayer Perceptron (MLP) and the hybrid of those models. The data set used in this study is monthly air temperature from January 2015 to December 2017 measured at Lembaga Ilmu Pengetahuan Indonesia (LIPI) weather measurement station in Muaro Anai, Padang. The CNN model was developed by considering several parameters, such as filter number and kernel size. Meanwhile, several parameters considered in MLP are hidden layers number and neuron number. Those parameters were selected by using a hyperparameter tuning scheme. By using the optimized parameter, we found that the CNN model produce the most satisfying results with the value of R\textsuperscript{2} is 0.9965. This indicated that the CNN model is the best model to be used to predict air temperature.
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\section{1. Introduction}
Air temperature is one of the weather parameters that have an important effect on daily life. Hence, the ability to predict the air temperature accurately is important in planning steps of a certain activity, such as flight recommendation, agriculture, sailing, etc. The prediction can be carried out by using two approaches, i.e. empirical approach and numerical approach. An empirical approach is performed by gathering data using observation of soil, satellite, etc. The data is forwarded to the meteorological center and then is converted to a multidimensional map by using a computer package. Meanwhile, a numerical approach utilizes the mathematical expression of weather variables to perform a prediction\cite{1}. This approach is commonly performed by using several machine learning methods.

There are several studies performed by utilizing the machine learning (ML) method in predicting air temperature. An artificial neural network (ANN) is one of the ML methods that is commonly used to predict the air temperature. In 2009, Dombayci and coworkers developed an ANN model to predict daily mean ambient temperatures in Denizli, Turkey, and found that ANN is reliable to be used for the prediction\cite{2}. In 2015, Chithra and coworkers performed implemented ANN in a model to predict mean monthly maximum and minimum temperature in Kerala, India\cite{3}. In 2015, Appelhans and coworkers predict monthly air temperature at Mt. Kilimanjaro, Tanzania by using 14 machine learning algorithms. By using 10-fold cross-validation, they found that regression trees produce better results than linear and non-linear regression models\cite{4}. Other studies were also performed by implementing the ANN model to predict air temperature\cite{5–7}.

A prediction model to predict air temperature is also commonly developed by using a support vector machine (SVM). In 2011, Paniagua-Tineo and coworkers developed the SVM model to predict the daily maximum temperature in Europe, and the performance was compared to other methods\cite{8}. In 2013, Mellit and coworkers predicted meteorological time series, including air temperature, by using least square SVM.
and obtained promising results for short-term prediction[9]. Also, other studies have been performed by utilizing SVM in the prediction model[10], [11].

In this research, we performed air temperature prediction by using per day time-series data from January 2015 to December 2017. The data is taken from a measurement station of weather, owned by Lembaga Ilmu Pengetahuan Indonesia (LIPI), in Muaro Anai, Padang. We utilized three methods to predict the temperature, i.e. CNN, MLP and the hybrid of CNN-MLP. The hybrid method was developed by combining CNN and MLP model[12]–[14]. The performance of methods is evaluated by calculating RMSE and R² value.

2. Methodology

2.1. Data Set

We used a time-series temperature data that was taken from weather measurement station, owned by LIPI, in Muaro Anai, Padang, from January 2015 to December 2017. The location of the station is presented in Figure 1. The total number of the data is 1096, where the value of 130 data is missing. To treat this problem, we defined the data with missed value as the average value. We split the data into training and test data with a ratio of 67 % and 33 %, respectively.

![Figure 1. The Location of Muaro Anai Weather Measurement Station](image1)

![Figure 2. The Base Architecture of Convolutional Neural Network](image2)

2.2. Prediction Model

2.2.1 Convolutional Neural Network

Convolutional Neural Network is a variation of Artificial Neural Network (ANN). This method is originally proposed by Hubel and Wiesel in 1968 [15], which is usually used for image classification, semantic segmentation, object detection and feature extraction [16]. CNN consists of several layers where the structure is designed based on the case. The first layers involved in CNN are a convolutional layer comprised of neurons in the filter matrix form. The shifting of the filter matrix will be represented as a dot product or convolution process between input and kernel with a certain size, as shown in Figure 2. Then, the process will produce an output or called an activation map or feature map.

The second layer is the Rectified Linear Unit (ReLu) layer that converts a negative value to zero and maintains the positive value. The third layer is the Pooling layer that consists of a filter with a certain size and stride. In the pooling layer, the operation that is usually used is the maximum (max pooling) and average (average pooling) operation. The purpose of the usage of the pooling layer is to decrease the dimension of the feature map and as consequence increase the computation speed. In this research, we use max-pooling in the pooling layer. The last layer is a fully connected layer that reshapes feature maps into the flatten input layer. This layer consist of the hidden layer, activation function, output layer, and loss function. This layer is also found in Multilayer Perceptron (MLP) that has an advantage in transforming the dimension to be classified in a linear manner[17]–[19].

2.2.2. Multilayer Perceptron

Multilayer Perceptron (MLP) is a kind of Artificial Neural Network (ANN) that uses a mathematical or computational model to process information based on the connectivity. The global behavior of this method is determined by the connection between the processing and parameters elements [20]. ANN is constructed to solve several problems, such as pattern recognition and classification. Generally, ANN has several kinds of structures, such as single-layer network, multilayer network and competitive layer network.

MLP consist of several neurons that are connected by synaptic weight. Those neurons are arranged in several layers, i.e. input layer, hidden layer, and output layer. MLP is a kind of feedforward neural network in which the information is move in one direction from the input layer, to the output layer via the hidden layer [21]. According to the structure, MLP can be classified as a multilayer network [22]. The MLP scheme is illustrated in Figure 3, where the input layer Y receives input from neuron x with synaptic weights w10...w14, w20...w24..., wn0...wn4. Then, the input will be sum up as formulated in Equation 1.
The summation result of neuron and synaptic weight multiplication will be transformed by using the activation function that is used to determine the output in each neuron [23]. In this research, we consider using ReLU as an activation function. The ReLU activation function will give zero output if \( x < 0 \), or linear with gradient 1 for others. The output of the activation function will be neuron for the second hidden layer and so on [24]-[26].

2.2.3. Hyperparameter Tuning

Hyperparameter tuning is a process to find the best parameter of a model by defining a certain range of parameter values. In this research, we investigate the impact of the parameter on the RMSE value. Each combination of the parameters is evaluated by calculating the RMSE and R2 values. The hyperparameters of CNN and MLP that is tuned with the certain range values are provided in Table 1.

2.3. Evaluation

The performance of the prediction models of MLP and CNN with the best parameter was evaluated by calculating RMSE and R2 values, as expressed in Equation 2 and 3, respectively.

\[
\text{RMSE} = \frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (x_i - y_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}
\]

where \( x_i \) represents predicted value, \( y_i \) represents observed value, and \( n \) means the number of data [27].

3. Results and Discussions

3.1. Convolutional Neural Network

In the CNN method, we use three combinations of the convolutional layer (CL), i.e. 1, 2 and 4 layers, with a varied number of filters and kernel sizes. The combinations of kernel size and filter for each convolutional layer are (i) 24 filter - 8 kernel size (24f - 8ks) for 1 CL, (ii) 24f - 8ks, 12f - 4ks and 12f - 4ks for 2 CL, and 24f - 8ks, 12f - 4ks, 6f - 2ks and 3f - 1ks for 4CL. Those parameters were used in the training process to obtain a prediction model. From the combination of those parameters, we pick the best parameters and defined it as the best model. As shown in Figure 4, the fluctuation of RMSE value is different for each parameter.

| Method                        | Parameter       | Range Values         |
|-------------------------------|-----------------|----------------------|
| Convolutional Neural Network   | Epochs          | [100, 500, 1000]     |
|                               | Convolutional layer | [1, 2, 3, 4]      |
|                               | Kernel size     | [24, 12, 6, 3]      |
|                               | Filter number   | [8, 4, 2, 1]        |
| Multilayer Perceptron         | Hidden layer    | [2, 3, 4]           |
|                               | Epochs          | [100, 500, 1000]     |
|                               | Number of neurons | [5, 10]         |

According to Figure 4, we found that CNN with 1 convolutional layer gives the best result with the RMSE value is 0.09. Figure 5 shows the plot of the predicted value against the actual value by using the CNN method. The plot is observed almost coincide which indicates that the model is well enough to recognize the time-series data.

These results can be related to the characteristic of CNN in extracting information. CNN has the ability to reduce the information by extracting a feature from part of the input. Hence, the more number of CNN means more information was reduced. In this case, the input size is not too large and thus 1 CNN layer is enough to extract necessary information. The addition of more CNN layer cause more information to dismiss.

3.2. Multilayer Perceptron

The prediction model with MLP is constructed by using the combination of the parameter as shown in Table 1. The best combination of the parameter was used to obtain the best model. The best model is determined by the comparison of RMSE for each model. Then, the best model was used to predict the test set as shown in Figure 6. Based on the figure, we found that the increase in epochs contributes to the increase in RMSE. However, in the case of the three hidden layers and ten hidden

---

Figure 3. The Base Structure of Multilayer Perceptron

\[
Y = xw_{10} + xw_{11} + \ldots + xw_{14}
\]

(1)

Figure 4. The RMSE Values for the Combination of Convolutional Layer (CL) and Epochs in CNN Parameter Tuning

Figure 5. The plot is observed almost coincide which indicates that the model is well enough to recognize the time-series data.
neuron structures, the trend of RMSE is likely to be more fluctuated.

Based on Figure 6, we found that the lowest RMSE is obtained from MLP with two hidden layers and five hidden neuron structure. The plot of actual and predicted data by using the best model was provided in Figure 7. Based on the figure, we found that the plot of predicted data almost coincides against the actual data. This indicates that the model is also well enough to recognize the pattern of the time-series data.

These results can be related to the correlation between the number of hidden layers and hidden nodes with the model complexity. The more hidden layer and hidden node indicate the more complex of the model. In this case, the fewer number of hidden layers seems to produce the most accurate model. This is caused by the small architecture of ANN that can avoid overfitting conditions.

Figure 6. RMSE Values for the Combination of Hidden Layer (HL) and Hidden Nodes (HN) in MLP Parameter Tuning

3.3. The Hybrid of CNN-MLP

The values of temperature were also predicted by using the hybrid of the CNN-MLP method. In this method, we combine the implemented architecture of the best model of CNN and followed by the architecture of the best model of MLP. The architecture of MLP implemented after the flatten layer of CNN. The comparison of predicted and the actual value obtained from this model was presented in Figure 8. We found that the predicted line almost coincides with the actual line for both training and test data.

Figure 8. The Plot of Actual VS Predicted Values of Temperature by Using Hybrid of CNN-MLP

We also compared our results with reference [28] that utilized CNN and MLP in predicting air temperature. They also found that CNN produces the best
performance, even though the method is not commonly used in predicting air temperature with numerical input. Therefore, our results seem in agreement with the reference. This indicated that CNN can be used in predicting time series data of air temperature.

3.5 Limitations

There are limitations in our study that are related to the data set and model architecture. Our study used the data set of time series data of air temperature obtained from measurement station in Muaro Anai, Padang. Hence, the findings related to the methods might be different for other data set. Also, the hybrid method of CNN-MLP is developed by using the best architecture for each method. Other combinations of CNN and MLP architecture used in the hybrid method might produce different results.

4. Conclusion

In this research, we predict the time-series data of temperature by using CNN, MLP and the hybrid of CNN-MLP methods. The best model of CNN and MLP method were obtained by performing the hyperparameter tuning procedure. By using the best model, we predict both training set and test set and evaluate the performance by calculating RMSE and R2 value. From the results, we found that R2 of CNN is higher than that of MLP and CNN-MLP hybrid. This indicates that CNN presents the best performance in predicting the time-series data of temperature used in this study.
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