Quantitative Estimates for Operator-Valued and Infinitesimal Boolean and Monotone Limit Theorems
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ABSTRACT. We provide Berry-Esseen bounds for sums of operator-valued Boolean and monotone independent variables, in terms of the first moments of the summands. Our bounds are on the level of Cauchy transforms as well as the Lévy distance. As applications, we obtain quantitative bounds for the corresponding CLTs, provide a quantitative “fourth moment theorem” for monotone independent random variables including the operator-valued case, and generalize the results by Hao and Popa on matrices with Boolean entries. Our approach relies on a Lindeberg method that we develop for sums of Boolean/monotone independent random variables. Furthermore, we push this approach to the infinitesimal setting to obtain the first quantitative estimates for the operator-valued infinitesimal free, Boolean and monotone CLT.

1. INTRODUCTION

Noncommutative probability theory deals with operators from a probabilistic viewpoint. Like any probabilistic theory, one of its main notions is that of independence. A special feature of noncommutative probability is however the diversity of such notions, where five of them are considered to be the most fundamental following the classification of natural products of Muraki [24] from the categorical axiomatization viewpoint of Ben Ghorbal and Schürmann [13]. Other than the well studied tensor independence and free independence, the are three other notions satisfying such axioms: Boolean independence, monotone independence and its mirror image antimonotone independence. Operator-valued (OV) and operator-valued infinitesimal (OVI) extensions of these different notions of independence also exist, where independence is defined with respect to some conditional expectation and some completely positive linear \(B\)-bimodule map respectively, see Sections 2.1 and 2.2.

In this paper, we are mainly concerned with operator-valued Boolean and monotone independence. We are interested in studying distributions of sums of independent variables \(x_1 + \cdots + x_n\), for which we prove Berry-Esseen results that are further extended to the operator-valued infinitesimal setting. One should note that Boolean and monotone independences have the special feature that constants are not independent from any non-trivial algebra \(\mathcal{A}\). Thus adapting strategies for free independence, as for example in [6], is not direct. For instance, when working with Cauchy transforms one has the problem that (Boolean or monotone) independence of \(X\) from \(Y\), does not imply the independence of \(X\) from \((z - Y)^{-1}\), for a complex number \(z\). Thus in order to make precise estimates of joint moments one needs a more detailed analysis.

Our main results, stated in Section 1.1 have various applications including quantitative bounds for the operator-valued Boolean and monotone central limit theorems. These bounds are on the
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level of the operator-valued Cauchy transforms as well as the Lévy distance and are merely in terms of the moments of fourth and second order, see Sections 4.1 and 4.2. As further applications, we provide in Section 4.3 a quantitative "fourth moment theorem" for the class of infinitely divisible measures with respect to the monotone convolution including the operator-valued case. Our approach also generalizes the results by Hao and Popa [30] on matrices with Boolean entries to include general variance profiles, see Section 5. Finally, as our results extend to the infinitesimal free, Boolean and monotone central limit theorems. Moreover, we provide in Appendix A an algebraic construction of the operator-valued infinitesimal product in the free, Boolean and monotone settings.

Our approach relies on the Lindeberg method [19] which is a powerful method that allows comparing distributions of sums of independent variables. The idea is to compare the distribution of $x_1 + \cdots + x_n$ with that of $y_1 + \cdots + y_n$, by keeping track of the effect of changing $x_i$ by $y_i$, one at a time. This method has been used in noncommutative probability previously, in the context of random matrices, free and exchangeable random variables; see the papers [5, 6, 10].

### 1.1. Statement of results.

Let $(A, E, B)$ be an operator-valued $C^*$-probability space and let $x = \{x_1, \ldots, x_N\}$ and $y = \{y_1, \ldots, y_N\}$ be two self-adjoint families in $A$ whose elements are infinitesimally free, Boolean, or monotone independent over $B$. Our aim is to compare the analytic distribution, in terms of Cauchy transforms, of

$$x_N = \sum_{i=1}^N x_i \quad \text{and} \quad y_N = \sum_{i=1}^N y_i,$$

whenever the variables are centered and have matching moments of second order. More precisely, we assume the following:

**Assumption 1.** The two families $\{x_1, \ldots, x_N\}$ and $\{y_1, \ldots, y_N\}$ consist of self-adjoint elements in $A$ such that for any $j = 1, \ldots, N$,

- $E[x_j] = E[y_j] = 0$,
- $E[x_j b x_j] = E[y_j b y_j]$, for all $b \in B$.

To state our main estimate we need to introduce first some notation on operator-valued moments

$$\alpha_2(x) = \max_{1 \leq i \leq N} \|E[x_i^2]\|, \quad \alpha_4(x) := \max_{1 \leq i \leq N} \|E[x_i b x_i^2 b x_i]\| \quad \text{and} \quad \bar{\alpha}_4(x) = \max_{1 \leq i \leq N} \|E[x_i^4]\|,$$

where the supremum is taken over $b \in B$ such that $\|b\| = 1$.

**Theorem 1.1 (Boolean Case).** Let $(A, E, B)$ be an operator-valued $C^*$-probability space. Let $N \in \mathbb{N}$ and consider two families $x = \{x_1, \ldots, x_N\}$ and $y = \{y_1, \ldots, y_N\}$ of self-adjoint elements in $A$ that are Boolean independent and satisfy Assumption 1. Then for any $b \in \mathbb{H}^+(B)$,

$$\|E[G_{x_N}(b)] - E[G_{y_N}(b)]\| \leq \|\mathcal{M}(b)^{-1}\|^4 \sqrt{\alpha_2(x)} \left(\sqrt{\alpha_4(x)} + \sqrt{\bar{\alpha}_4(y)}\right) N. \quad (1.1)$$

If, in addition, $(A, \varphi)$ is a $W^*$-probability space with $\varphi = \varphi \circ E$, we have that, for any $\varepsilon > 0$,

$$\int_{\mathbb{R}} |\mathcal{M}(\varphi[G_{x_N}(t + i \varepsilon)]) - \mathcal{M}(\varphi[G_{y_N}(t + i \varepsilon)])| dt \leq \frac{\pi}{\varepsilon^3} \sqrt{\alpha_2(x)} \left(\sqrt{\alpha_4(x)} + \sqrt{\bar{\alpha}_4(y)}\right) N. \quad (1.2)$$
Let \((\mathcal{A}, E, \mathcal{B})\) be an operator-valued \(C^*\)-probability space and \(\alpha\) be a element in \(\mathcal{A}\). We denote by \(\mathcal{A}_\alpha\) the \(\mathcal{B}\)-bimodule algebra generated by \(\alpha\). For given \(x_1, \ldots, x_k \in \mathcal{A}\), we write \(\mathcal{A}_{x_1} \prec \mathcal{A}_{x_2} \prec \cdots \prec \mathcal{A}_{x_k}\) over \(\mathcal{B}\), whenever \(i < j\) and \(\mathcal{A}_{x_i}\) is monotone independent from \(\mathcal{A}_{x_j}\) over \(\mathcal{B}\).

**Theorem 1.2** (Monotone Case). Let \((\mathcal{A}, E, \mathcal{B})\) be an operator-valued \(C^*\)-probability space. Let \(N \in \mathbb{N}\) and consider two families \(x = \{x_1, \ldots, x_N\}\) and \(y = \{y_1, \ldots, y_N\}\) of self-adjoint elements in \(\mathcal{A}\) satisfying Assumption 2 and that are such that \(\mathcal{A}_{x_1} \prec \mathcal{A}_{x_2} \prec \cdots \prec \mathcal{A}_{x_N}\) over \(\mathcal{B}\) and \(\mathcal{A}_{y_1} \prec \mathcal{A}_{y_2} \prec \cdots \prec \mathcal{A}_{y_N}\) over \(\mathcal{B}\). Then for any \(\varepsilon > 0\),

\[
\|E[G_{x_N}(b)] - E[G_{y_N}(b)]\| \leq \|\text{Im}(b)^{-1}\|^4 \sqrt{\alpha_2(x)} \left(\sqrt{\alpha_4(x)} + \sqrt{\alpha_4(y)}\right) N. \tag{1.3}
\]

In the case of a \(W^*\)-probability space \((\mathcal{A}, \varphi)\), where \(\mathcal{B} = \mathbb{C}\) and \(E = \varphi\), we have in addition for any \(\varepsilon > 0\),

\[
\int_{\mathbb{R}} |\text{Im}(\varphi[G_{x_N}(t + i\varepsilon)]) - \text{Im}(\varphi[G_{y_N}(t + i\varepsilon)])| dt \leq \frac{\pi}{\varepsilon^2} \sqrt{\alpha_2(x)} \left(\sqrt{\alpha_4(x)} + \sqrt{\alpha_4(y)}\right) N. \tag{1.4}
\]

The above estimates allow us to quantify the CLT for sums of Boolean or monotone independent random variables with amalgamation in terms of the second and fourth moment; see Section 4 for the precise statements. More precisely, the bounds (1.1) and (1.3) allow us to prove convergence in distribution over \(\mathcal{B}\), while the bounds (1.2) and (1.4) yield estimates on the Lévy distance. The method of proof is also adapted to provide estimates on the distribution of matrices with Boolean entries; see Section 5.

Suppose that \((\mathcal{A}, E, \mathcal{E}, \mathcal{B})\) is an OV \(C^*\)-infinitesimal probability space, and let \(x = \{x_1, \ldots, x_N\}\) and \(y = \{y_1, \ldots, y_N\}\) be two self-adjoint families in \(\mathcal{A}\).

**Assumption 2.** The two families \(x\) and \(y\) consist of self-adjoint elements in \(\mathcal{A}\) such that for any \(j = 1, \ldots, N\),

- \(E[x_i] = E[y_i] = E'[x_i] = E'[y_i] = 0\),
- \(E[x_i b x_i] = E[y_i b y_i]\) and \(E'[x_i b x_i] = E'[y_i b y_i]\), for all \(b \in \mathcal{B}\).

**Theorem 1.3** (Infinitesimal Case). Let \((\mathcal{A}, E, \mathcal{E}, \mathcal{B})\) be an OV \(C^*\)-infinitesimal probability space. Let \(N \in \mathbb{N}\) and consider two infinitesimally independent families \(x = \{x_1, \ldots, x_N\}\) and \(y = \{y_1, \ldots, y_N\}\) of self-adjoint elements in \(\mathcal{A}\) that are infinitesimally freely/Boolean/monotone independent satisfy Assumption 2. Then for each \(b \in \mathbb{H}^+(\mathcal{B})\),

\[
\|E'[G_{x_N}(b)] - E'[G_{y_N}(b)]\| \leq 2N\|\text{Im}(b)^{-1}\|^4 \left(\max_{1 \leq i \leq N} \|x_i\|^3 + \max_{1 \leq i \leq N} \|y_i\|^3\right). \tag{1.5}
\]

Here \(x\) and \(y\) are infinitesimally monotone independent in the sense that \(\mathcal{A}_{x_1} \prec \mathcal{A}_{x_2} \prec \cdots \prec \mathcal{A}_{x_N}\) and \(\mathcal{A}_{y_1} \prec \mathcal{A}_{y_2} \prec \cdots \prec \mathcal{A}_{y_N}\) over \(\mathcal{B}\), see Section 2.2 for more details on the order.

### 2. Preliminaries

#### 2.1. OV Probability Theory

Operator-valued probability theory allows considering conditional expectations and gives a wider range of applicability. To define such spaces, we start by introducing some notions and recalling some definitions. Let \(\mathcal{A}\) be a unital algebra over \(\mathbb{C}\) and \(\mathcal{B}\) a unital subalgebra of \(\mathcal{A}\). We say that \(\mathcal{C}\) is a subalgebra of \(\mathcal{A}\) over \(\mathcal{B}\) if \(\mathcal{C}\) is a subalgebra of \(\mathcal{A}\) and \(bc, cb \in \mathcal{C}\), for all \(b \in \mathcal{B}\) and \(c \in \mathcal{C}\). A subalgebra of \(\mathcal{A}\) over \(\mathcal{B}\) may not contain the unit of \(\mathcal{A}\).
For \(x_1, \ldots, x_r \in \mathcal{A}\), let \(\mathcal{B}(x_1, \ldots, x_r)\) denote the subalgebra of \(\mathcal{A}\) over \(\mathcal{B}\) consisting of finite sums of elements of \(\{b_1, b_2 \ldots, b_n : b_i \in \mathcal{B}, n \geq 1, i_1, \ldots, i_n \in \{1, \ldots, r\}\}\). Note that, in general, \(\mathcal{B}\) is not contained in \(\mathcal{B}(x_1, \ldots, x_r)\).

Let \(\mathcal{D}\) be another unital algebra containing \(\mathcal{B}\) as a subalgebra. A map \(f\) from \(\mathcal{A}\) to \(\mathcal{D}\) is called \(\mathcal{B}\)-linear if \(f(b_1 x_2 + y) = b_1 f(x) + f(y)\), for all \(b_1, b_2 \in \mathcal{B}\) and \(x, y \in \mathcal{A}\). A \(\mathcal{B}\)-linear map \(E\) with values in \(\mathcal{B}\) is called a conditional expectation if \(E(b) = b\), for all \(b \in \mathcal{B}\). From now on we assume that \(E\) is a conditional expectation in the above sense. A random variable is an element of \(\mathcal{A}\) and a random vector is an element of \(\mathcal{A}^r\) for any \(r \geq 1\).

A \(W^*\)-probability space is a pair \((\mathcal{A}, \varphi)\) where \(\mathcal{A}\) is a von Neumann algebra and \(\varphi\) is a faithful normal state on \(\mathcal{A}\). \((\mathcal{A}, E, \mathcal{B})\) is called an operator-valued \(C^*\)-probability space if \(\mathcal{A}\) is a unital \(C^*\)-algebra, \(\mathcal{B}\) is a unital subalgebra, and \(E : \mathcal{A} \to \mathcal{B}\) is a conditional expectation that is completely positive. Working in such spaces allows conditioning with respect to \(E\) which carries many similar properties as the scalar-valued expectation \(\varphi\). In addition, if \((\mathcal{A}, \varphi)\) is a tracial \(W^*\)-probability space and \(\mathcal{B}\) is a von Neumann subalgebra of \(\mathcal{A}\), then there exists a unique conditional expectation \(E : \mathcal{A} \to \mathcal{B}\) that preserves the trace, i.e. \(\varphi \circ E = \varphi\). Note that in the tracial setting, the existence of a trace-preserving conditional expectation \(E\) was proved in [39]. As in the Boolean and monotone cases, the state \(\varphi\) is non-tracial, we will only consider the settings where there exists a conditional expectation \(E\) with \(\varphi \circ E = \varphi\).

A main difference, however, is that notions of positivity for operator-valued distributions need not hold for all matrix amplifications. It is also needed to extend the different notions of independence to the operator-valued setting, where independence is defined with respect to the conditional expectation \(E\). This was done over time, where the notion of OV free independence was first introduced in [40]. On the other hand, Boolean independence, introduced by Speicher and Woroudi [35], and monotone independence, introduced by Muraki [21, 22, 23], were extended later on to the operator-valued setting (see [29, 28, 16, 33]). We recall these notions of independence in the following definition.

**Definition 2.1.** Given an OV \(C^*\)-probability space \((\mathcal{A}, E, \mathcal{B})\).

- Sub-algebras \((\mathcal{A}_i)_{i \in I}\) of \(\mathcal{A}\) that contain \(\mathcal{B}\) are called freely independent (or just free for short) over \(\mathcal{B}\) if for \(i_1, i_2, \ldots, i_n \in I\), \(i_1 \neq i_2 \neq \ldots \neq i_n\), and \(x_j \in \mathcal{A}_{i_j}\) with \(E[x_j] = 0\) for all \(j = 1, 2, \ldots, n\), then
  \[
  E[x_1 \cdots x_n] = 0.
  \]

- (The possibly non-unital) \(\mathcal{B}\)-bimodule subalgebras \((\mathcal{A}_i)_{i \in I}\) of \(\mathcal{A}\) are called Boolean independent over \(\mathcal{B}\) if for all \(n \in \mathbb{N}\) and \(x_1, \ldots, x_n \in \mathcal{A}\) such that \(x_j \in \mathcal{A}_{i_j}\) where \(i_1 \neq i_2 \neq \ldots \neq i_n \in I\), we have
  \[
  E[x_1 \cdots x_n] = E[x_1] \cdots E[x_n].
  \]

- Assume that \(\Lambda\) is equipped with a linear order \(<\). (The possibly non-unital) \(\mathcal{B}\)-bimodule subalgebras \((\mathcal{A}_i)_{i \in \Lambda}\) of \(\mathcal{A}\) are called monotone independent over \(\mathcal{B}\) if
  \[
  E[x_1 \cdots x_j \cdots x_n] = E[x_1 \cdots x_{j-1} E[x_j] x_{j+1} \cdots x_n]
  \]
  whenever \(x_j \in \mathcal{A}_{i_j}, i_j \in \Lambda\) for all \(j\) and \(i_{j-1} < i_j > i_{j+1}\), where one of the inequalities is eliminated if \(j = 1\) or \(j = n\).
order. Therefore, we say subalgebras \( A_\alpha \) and \( A_\beta \) are monotone independent in the sense that they are monotone independent with the order \( \alpha < \beta \) and we denote it by \( A_\alpha \prec A_\beta \).

Given an OV probability space \((A, E, B)\), elements \((x_i)_{i \in I}\) of \( A \) are said to be freely independent over \( B \) if the unital algebras generated by elements \( x_i \) over \( B \) are freely independent. Similarly, \((x_i)_{i \in I}\) are said to be Boolean (respectively monotone) independent if the non-unital \( B \)-bimodule subalgebras generated by \( x_i \) \((i \in I)\) over \( B \) form a Boolean (respectively monotone) independent family. Since the notion of monotone independence depends on the order, we write \( x \prec y \) or \( A_x \prec A_y \) whenever \( x, y \) are monotone independent.

As in the scalar, noncommutative joint distributions are defined in the operator-valued realm as the collection of all possible \( B \)-valued mixed moments.

**Definition 2.2** \((B\text{-valued joint distributions})\). Let \( X = (x_1, \ldots, x_r) \) be a random vector in an OV \( C^* \)-probability space \((A, E, B)\) and let \( i_1, \ldots, i_k \in \{1, \ldots, r\} \) for \( n \geq 1 \). The multilinear map \( \mu_{i_1, \ldots, i_k}^{X} \) defined by

\[
\mu_{i_1, \ldots, i_k}^{X}(b_1, \ldots, b_{k-1}) = E(x_{i_1} b_1 \cdots b_{k-1} x_{i_k})
\]

is called the \((i_1, \ldots, i_k)\)-moment of \( X \). Then the \( B \)-distribution of \( X \) is defined as the collection of all possible \((i_1, \ldots, i_k)\)-moments of \( X \):

\[
\mu^{X} = \{ \mu_{i_1, \ldots, i_k}^{X}(b_1, \ldots, b_{k-1}) | i_1, \ldots, i_k \in \{1, \ldots, r\}, b_1, \ldots, b_{k-1} \in B \}.
\]

Moreover in the OV setting, convergence in distribution means convergence in norm of all joint \( B \)-valued moments. More precisely, for each \( n \in \mathbb{N} \), \( X_n = (x_n^{(i)})_{i \in I} \in A_n \) and \( X = (x_i)_{i \in I} \in A \), we say \((X_n)_n\) converges to \( X \) in distribution over \( B \) if for any \( k \geq 0 \), \( i_1, \ldots, i_k \in \{1, \ldots, r\} \) and \( b_0, b_1, \ldots, b_k \in B \),

\[
\|\mu_{i_1, \ldots, i_k}^{X_n}(b_1, \ldots, b_{k-1}) - \mu_{i_1, \ldots, i_k}^{X}(b_1, \ldots, b_{k-1})\| \to 0 \quad \text{as} \quad n \to \infty.
\]

Let us now introduce the notion of Cauchy transforms, which is a crucial tool to study distributions. Suppose that \((A, E, B)\) is an OV \( C^* \)-probability space. The resolvent of an element \( x \in A \), is given by \( G_x(b) = (b - x)^{-1} \) for any \( b \in B \) such that \( b - x \) is invertible. If \( x = x^* \in A \), then the *OV Cauchy transform of \( x \) is given by*

\[
G_x^B(b) := E[G_x(b)] \quad \text{for all} \quad b \in \mathbb{H}^+(B),
\]

where \( \mathbb{H}^+(B) \) denotes the OV upper half plane of \( B \) defined by

\[
\mathbb{H}^+(B) := \{ b \in B | \text{Im}(b) = \frac{1}{2i} (b - b^*) > 0 \}.
\]

Note that for each \( x = x^* \in A \), \( b - x \) is invertible for all \( b \in \mathbb{H}^+(B) \) over which \( G_x^B \) is hence well-defined. If \( B = \mathbb{C} \), then we have the (scalar-version) *Cauchy transform of \( x \)

\[
G_x(z) := \varphi[G_x(z)] \quad \text{for all} \quad z \in \mathbb{C}^+,
\]

where \( \mathbb{C}^+ \) denotes the upper half complex plane. Note that \( G_x \) encodes all the moments of \( x \); indeed, for any \( z \in \mathbb{C}^+ \) such that \( |z| < \|x\| \), we have

\[
G_x(z) = \sum_{n=1}^{\infty} \frac{\varphi(x^n)}{z^{n+1}}.
\]

For later use, we note that for a given \( x = x^* \in A \), we obtain by the resolvent identity

\[
\|G_x(z)\|_{L^2(A, \varphi)} = \varphi \left[ (z-x)^{-1}(z-x)^{-1} \right] = -\frac{\text{Im}(G_x(z))}{\text{Im}(z)} \quad \text{for all} \quad z \in \mathbb{C}^+,
\]
which together with the fact that $-\frac{1}{\pi} \mathcal{J}(\mathcal{G}_x(t + i\varepsilon)) \, dt$ is a probability measure for every $\varepsilon > 0$ yields that
\[
\int_{\mathbb{R}} \|G_x(t + i\varepsilon)\|^2_{L^2(A, \varphi)} \, dt = \frac{\pi}{\varepsilon} \quad \text{for all } \varepsilon > 0.
\]

However in the OV setting, the OV Cauchy transform $\mathcal{G}_x^B$ alone does not encode all possible moments of $x$ and one would need for this purpose all the matrix amplifications $(\mathcal{G}_{1_k \otimes x}^{M_k(B)})_{k \in \mathbb{N}}$ of $\mathcal{G}_x^B$ defined for any $k \in \mathbb{N}$ by
\[
\mathcal{G}_{1_k \otimes x}^{M_k(B)}(b) := id_k \otimes E[G_{1_k \otimes x}(b)] \quad \text{for all } b \in M_k(B) \text{ such that } b - 1_k \otimes x \text{ is invertible}.
\]

For more details on this matter, see [40]. The combinatorial approach for OV free probability theory was first introduced by Speicher [34]. The OV Boolean case was later developed by Popa [29] while the OV monotone case was investigated in [16, 28]. We review now notions and properties of OV cumulants, which play a key role in the combinatorial counterpart of OV non-commutative probability theory.

We denote by $NC(\pi)$ the set of non-crossing partitions of $[\pi] := \{1, \ldots, n\}$, namely, partitions $\pi = \{V_1, \ldots, V_l\}$ such that $V_i$ and $V_j$ do not cross for any $1 \leq i, j \leq \tau$. The blocks of $\pi$ are $V_1, \ldots, V_l$ and the size (in this case $\tau$) of the partition is denoted by $|\pi|$. We denote furthermore by $NC_2(\pi)$ the set of non-crossing pair partitions of $[\pi]$. In order to describe cumulants for various notions of independence, we give further notation:

**Notation 2.3.** Suppose that $A$ is a unital algebra, and $B$ is a unital sub-algebra of $A$. Let $\{f_n^B : A^n \to B\}_{n}$ be a family of multilinear maps. Given a partition $\pi \in NC(\pi)$, we define the map $f^B_{\pi} : A^n \to B$ recursively as follows:

- For $\pi' = 1_n := \{1, \ldots, n\}$, define $f^B_{1_n} := f_n^B$.

- For $\pi \in NC(\pi) \setminus \{1_n\}$, pick up an interval block $V = \{l + 1, \ldots, l + k\} \in \pi$ and define
  \[
  f^B_{\pi}(x_1, \ldots, x_n) = f^B_{\pi'}(x_1, \ldots, x_l f^B_{\pi}(x_{l+1}, \ldots, x_{l+k}), x_{l+k+1}, \ldots, x_n)
  = f^B_{\pi}(x_1, \ldots, x_l, f^B_{\pi}(x_{l+1}, \ldots, x_{l+k}) x_{l+k+1}, \ldots, x_n)
  \]
  where $\pi' = \pi \setminus V \in NC(\pi - k)$.

**Definition 2.4.** Let $(A, E, \mathcal{B})$ be an OV C$^*$-probability space. The **OV free cumulants** $\{\tau_{\pi}^B : A^n \to B\}_{n}$, the **OV Boolean cumulants** $\{\beta_{\pi}^B : A^n \to B\}_{n}$, and the **OV monotone cumulants** $\{h_{\pi}^B : A^n \to B\}_{n}$ are recursively defined for all $n \in \mathbb{N}$ and $x_1, \ldots, x_n \in A$ via the following moment-cumulant formulas:

\[
E[x_1 \ldots x_n] = \sum_{\pi \in NC(\pi)} \tau_{\pi}^B (x_1, \ldots, x_n);
\]

\[
E[x_1 \ldots x_n] = \sum_{\pi \in I(\pi)} \beta_{\pi}^B (x_1, \ldots, x_n);
\]

\[
E[x_1 \ldots x_n] = \sum_{\pi \in NC(\pi)} \frac{1}{\tau(\pi)!} h_{\pi}^B (x_1, \ldots, x_n);
\]

where $I(\pi)$ denotes the subset of $NC(\pi)$ consisting of all interval partitions of $[\pi]$ and

\[
\tau(\pi)! := \prod_{V \in \pi} |\{W \in \pi | W \subseteq \{\min(V), \ldots, \max(V)\}\}|.
\]
A crucial property of OV free and Boolean cumulants is the fact that they capture independence over $\mathcal{B}$. Indeed, the notions of free and Boolean independence can be characterized by the property of vanishing mixed cumulants as described below:

**Proposition 2.5.** Suppose that $(\mathcal{A}, E, \mathcal{B})$ is an OV C*-probability space.

- Unital subalgebras $\mathcal{A}_1, \ldots, \mathcal{A}_n$ that contain $\mathcal{B}$ are free over $\mathcal{B}$ if and only if for $n \geq 2$ and $i_1, \ldots, i_s \in [n]$ which are not all equal and for $x_1 \in \mathcal{A}_{i_1}, \ldots, x_s \in \mathcal{A}_{i_s}$, we have $r_s^B(x_1, \ldots, x_s) = 0$.

- $\mathcal{B}$-bimodule subalgebras $\mathcal{A}_1, \ldots, \mathcal{A}_n$ are Boolean independent over $\mathcal{B}$ if and only if for $n \geq 2$ and $i_1, \ldots, i_s \in [n]$ which are not all equal and for $x_1 \in \mathcal{A}_{i_1}, \ldots, x_s \in \mathcal{A}_{i_s}$, we have $b_s^B(x_1, \ldots, x_s) = 0$.

In the free and Boolean case, it is easy to see - using the above property of vanishing of mixed cumulants - that independence is preserved when lifted to matrices. In the following proposition, we prove directly and without relying on cumulants that the statement remains valid in the case of monotone independence.

**Proposition 2.6.** Let $(\mathcal{A}, E, \mathcal{B})$ be an OV C*-probability space and $\mathcal{A}_1, \ldots, \mathcal{A}_n$ be subalgebras over $\mathcal{B}$. If $\mathcal{A}_1 \prec \mathcal{A}_2 \prec \cdots \prec \mathcal{A}_n$ over $\mathcal{B}$, then for each $N \in \mathbb{N}$, $M_N(\mathcal{A}_1) \prec M_N(\mathcal{A}_2) \prec \cdots \prec M_N(\mathcal{A}_n)$ over $M_N(\mathcal{B})$ in the OV C*-probability space $(M_N(\mathcal{A}), \text{id}_N \otimes E, M_N(\mathcal{B}))$.

**Proof.** Let $A_m = [a_{i_1s}]_{r,s=1}^N \in M_N(\mathcal{A}_{i_m})$ for each $m$ where $i_1, \ldots, i_k \in [n]$ with $i_1 \neq i_2 \neq \cdots \neq i_n$. Suppose that $i_{k_0-1} < i_{k_0} > i_{k_0+1}$, then we observe that for any $i, j \in [N],$

\[
\begin{aligned}
\left[(\text{id}_N \otimes E)[A_1A_2 \cdots A_{k_0-1}A_{k_0}A_{k_0+1} \cdots A_n]\right]_{i,j} \\
= \sum_{i_1, \ldots, i_{n-1} \in [N]} E[a_{i_1i_1i_2 \cdots a_{i_{k_0-2}i_{k_0-1}a_{i_{k_0-1}i_{k_0}a_{i_{k_0+1}} \cdots a_{i_{n-1}i_j}}}] \\
= \sum_{i_1, \ldots, i_{n-1} \in [N]} E[a_{i_1i_1i_2} \cdots a_{i_{k_0-2}i_{k_0-1}a_{i_{k_0-1}i_{k_0}a_{i_{k_0+1}} \cdots a_{i_{n-1}i_j}}] \\
= E\left[\sum_{i_1, \ldots, i_{n-1} \in [N]} a_{i_1i_1i_2} \cdots a_{i_{k_0-2}i_{k_0-1}a_{i_{k_0-1}i_{k_0}a_{i_{k_0+1}} \cdots a_{i_{n-1}i_j}}]\right] \\
= \left[(\text{id}_N \otimes E)[A_1A_2 \cdots A_{k_0-1}(\text{Id}_N \otimes E)[A_{k_0}]A_{k_0+1} \cdots A_n]\right]_{i,j},
\end{aligned}
\]

which implies that

\[(\text{id}_N \otimes E)[A_1 \cdots A_{k_0-1}A_{k_0}A_{k_0+1} \cdots A_n] = (\text{id}_N \otimes E)[A_1 \cdots A_{k_0-1}(\text{Id}_N \otimes E)[A_{k_0}]A_{k_0+1} \cdots A_n],
\]

from which we conclude that monotone independence over $\mathcal{B}$ lifts to the matrix level. □

The development of OV probability spaces and different notions of independence led naturally to proving OV counterparts of the central limit theorem and studying their limiting laws. As in the scalar setting, the limiting distributions are universal in the sense that they only depend on the initial distribution of the variables through their variance. Note that for a $\mathcal{B}$-valued element $x$ with $E[x] = 0$, the variance is given by the completely positive map $\eta_x : \mathcal{B} \to \mathcal{B}, \eta_x(b) := E[xbx]$ rather than a positive scalar $\sigma_x^2$. The free case and its OV semicircular limiting distribution were first proven in [40] and [34], followed by the Boolean and monotone cases with their OV Bernoulli
and arcsine limiting distributions in [8] and [16]. Before recalling their definitions precisely, we refer the reader to [17, Chapter 6] for more discussion around the OV central limit theorems.

**Definition 2.7.** Let \( (A, E, B) \) be an OV \( C^* \)-probability space and \( x \in A \) with \( E[x] = 0 \). We say that \( x \) is

- a \( B \)-valued semi-circular element with variance \( \eta \) if
  
  \[
  E[b_0 xb_1 \ldots xb_k] = \begin{cases} 
  \sum_{\pi \in NC_2(k)} b_0 \eta_\pi(b_1, \ldots, b_{k-1}) b_k & \text{if } k \text{ is even} \\
  0 & \text{if } k \text{ is odd.}
  \end{cases}
  \]

- a \( B \)-valued Bernoulli element with variance \( \eta \) if
  
  \[
  E[b_0 xb_1 \ldots xb_k] = \begin{cases} 
  b_0 \eta(b_1) b_2 \ldots \eta(b_{k-1}) b_k & \text{if } k \text{ is even} \\
  0 & \text{if } k \text{ is odd.}
  \end{cases}
  \]

- a \( B \)-valued arcsine element with variance \( \eta \) if
  
  \[
  E[b_0 xb_1 \ldots xb_k] = \begin{cases} 
  \sum_{\pi \in NC_2(k)} \tau(\pi)! b_0 \eta_\pi(b_1, \ldots, b_{k-1}) b_k & \text{if } k \text{ is even} \\
  0 & \text{if } k \text{ is odd.}
  \end{cases}
  \]

where \( \eta_\pi : B^{k-1} \to B, \eta_\pi(b_1, \ldots, b_{k-1}) = E_\pi[xb_1, xb_2, \ldots, xb_{k-1}, x] \).

Note that by Notation 2.3 \( E_\pi \) breaks for a pairing \( \pi \in NC_2(k) \) the product into pairs of the form \( E[xbx] = \eta_\pi(b) \), where \( \pi \) just indicates the way in which way the pairs are nested.

**Remark 2.8.** Note that \( x \) is a \( B \)-valued semicircular (respectively Bernoulli, arcsine) element with variance \( \eta \) if and only if the OV free (respectively Boolean, monotone) cumulants \( \kappa_n^B \) are given by

\[
\kappa_n^B(xb_1, xb_2, \ldots, xb_{n-1}, x) = \begin{cases} 
  \eta(b_1) & \text{if } n = 2, \\
  0 & \text{if } n \neq 2.
  \end{cases}
\]  

(2.1)

We refer to [8] and [17, Chapter 6] for more details.

**Theorem 2.9.** Suppose that \( (A, E, B) \) is an OV \( C^* \)-probability space, and \( \{x_i\}_{i \in \mathbb{N}} \) is a sequence of identically distributed freely (respectively Boolean, monotone) independent elements that are centered, \( E[x_1] = 0 \), and whose variance is given by a completely positive map \( \eta \). For each given \( N \), we let

\[
S_N = \frac{1}{\sqrt{N}}(a_1 + \cdots + a_N).
\]

Then \( (S_N)_N \) converges to \( s \) in distribution over \( B \), where \( s \) is a \( B \)-valued semi-circular (respectively Bernoulli, arcsine) element with variance \( \eta \).

### 2.2. OV Infinitesimal Probability

One of the generalizations of OV free probability is OV infinitesimal (OVI) free probability that was first studied in [11]. Notions of OVI Boolean independence and OVI monotone independence were later developed in [27]. In this subsection, we will review the framework of various notions of infinitesimal independence.

For a given OV \( C^* \)-probability space \( (A, E, B) \), if we have an additional self-adjoint linear \( B \)-bimodule map \( E' : A \to B \) that is completely bounded with \( E'(1) = 0 \), then \( (A, E, E', B) \) is called an OV \( C^* \)-infinitesimal probability space.

**Definition 2.10.** Given an OV \( C^* \)-infinitesimal probability space \( (A, E, E', B) \).
• Sub-algebras \((A_i)_{i \in I}\) of \(A\) that contain \(B\) are called *infinitesimally freely independent* (or just *infinitesimally free for short*) over \(B\) if for \(i_1, i_2, \ldots, i_n \in I\), \(i_1 \neq i_2 \neq i_3 \neq \ldots \neq i_n\), and \(x_j \in A_{i_j}\) with \(E[x_j] = 0\) for all \(j = 1, 2, \ldots, n\), then

\[
E[x_1 \ldots x_n] = 0;
\]

\[
E'[x_1 \ldots x_n] = \sum_{j=1}^n E[x_1 \ldots x_{j-1}]E'[x_j]x_{j+1} \ldots x_n.
\]

• (The possibly non-unital) \(B\)-bimodule subalgebras \((A_i)_{i \in I}\) of \(A\) are called *infinitesimally Boolean independent over* \(B\) if for all \(n \in \mathbb{N}\) and \(x_1, \ldots, x_n \in A\) such that \(x_j \in A_{i_j}\) where \(i_1 \neq i_2 \neq \ldots \neq i_n \in I\), we have

\[
E[x_1 \ldots x_n] = E[x_1] \ldots E[x_n];
\]

\[
E'[x_1 \ldots x_n] = \sum_{j=1}^n E[x_1] \ldots E[x_{j-1}]E'[x_j]E[x_{j+1}] \ldots E[x_n].
\]

Assume that \(\Lambda\) is equipped with a linear order \(<\). (The possibly non-unital) \(B\)-bimodule subalgebras \((A_i)_{i \in \Lambda}\) of \(A\) are called *infinitesimally monotone independent over* \(B\) if

\[
E[x_1 \ldots x_j \ldots x_n] = E[x_1 \ldots x_{j-1}]E[x_j]x_{j+1} \ldots x_n;
\]

\[
E'[x_1 \ldots x_j \ldots x_n] = E'[x_1 \ldots x_{j-1}]E'[x_j]x_{j+1} \ldots x_n + E[x_1 \ldots x_{j-1}]E'[x_j]x_{j+1} \ldots x_n.
\]

whenever \(x_j \in A_{i_j}, i_j \in \Lambda\) for all \(j\) and \(i_{j-1} < i_j > i_{j+1}\), where one of the inequalities is eliminated if \(j = 1\) or \(j = n\).

Note that the notion of infinitesimal monotone independence is similar to the case of monotone independence, which is lack of symmetry. In this context, \(A_\alpha\) and \(A_\beta\) are infinitesimally monotone independent if they are infinitesimally monotone independent with the order \(\alpha < \beta\). We write in this case \(A_\alpha \preceq A_\beta\).

The elements \((x_i)_{i \in I}\) of \(A\) are infinitesimally free if the unital algebras generated by \(x_i, (i \in I)\) are infinitesimally free over \(B\). In addition, \((x_i)_{i \in I}\) are infinitesimally Boolean (respectively monotone) independent if the non-unital \(B\)-bimodule subalgebras generated by \(x_i, (i \in I)\) over \(B\) form a infinitesimally Boolean (respectively monotone) independent family.

**Definition 2.11.** Let \(X = (x_1, \ldots, x_r)\) be a random vector and \(i_1, \ldots, i_k \in \{1, \ldots, r\}\) for \(n \geq 1\). Then the \((i_1, \ldots, i_k)\)-infinitesimal moment of \(X\) is the multilinear map \(\partial \mu^X_{i_1, \ldots, i_k}\) that is defined by

\[
\partial \mu^X_{i_1, \ldots, i_k}(b_1, \ldots, b_{k-1}) = E'(x_{i_1} b_1 \ldots b_{k-1} x_{i_k}).
\]

The *infinitesimal distribution* of \(X\) is the collection of all possible \((i_1, \ldots, i_n)\)-moments and infinitesimal moments of \(X\).

Moreover in the OV-infinitesimal setting, convergence in infinitesimal distribution means convergence in norm of all joint \(B\)-valued moments and \(B\)-valued infinitesimal moments. More precisely, for each \(n \in \mathbb{N}\), \(X_n = (x_1^{(i)})_{i \in I} \in \mathcal{A}_n\) and \(X = (x_i)_{i \in I} \in \mathcal{A}\), we say \((X_n)_n\) converges to \(X\) in infinitesimal distribution over \(B\) if for any \(k \geq 0, i_1, \ldots, i_k \in \{1, \ldots, r\}\) and \(b_0, b_1, \ldots, b_k \in B\),

\[
\|\mu^X_{i_1, \ldots, i_k}(b_1, \ldots, b_{k-1}) - \mu^X_{i_1, \ldots, i_k}(b_1, \ldots, b_{k-1})\| \to 0, \quad \text{and}
\]

\[
\|\partial \mu^X_{i_1, \ldots, i_k}(b_1, \ldots, b_{k-1}) - \partial \mu^X_{i_1, \ldots, i_k}(b_1, \ldots, b_{k-1})\| \to 0 \quad \text{as} \quad n \to \infty.
\]
Suppose that \((\mathcal{A}, E, E', \mathcal{B})\) is an OV C*-infinitesimal probability space, and let \(x = x^* \in \mathcal{A}\). The \textit{OV infinitesimal Cauchy transform of} \(x\) is defined by
\[
\partial G^x(b) := E'[G_x(b)]
\]
for all \(b \in \mathcal{B}\) such that \(b - x\) is invertible.

Note that the OV infinitesimal moments of \(x\) are obtained by considering all matrix amplifications \(\{\partial G^x_{1_k \otimes x}\}_{k \in \mathbb{N}}\) of \(\partial G^x\), defined for any \(k \in \mathbb{N}\) by
\[
\partial G^x_{1_k \otimes x}(b) := \text{id}_k \otimes E[G_{1_k \otimes x}(b)]
\]
for all \(b \in M_m(\mathcal{B})\) such that \(b - 1_k \otimes x\) is invertible.

For more details, we refer the reader to [37].

Note that for a given OV C*-infinitesimal probability space \((\mathcal{A}, E, E', \mathcal{B})\), the corresponding upper triangular probability space \((\widetilde{\mathcal{A}}, \widetilde{\mathcal{E}}, \widetilde{\mathcal{B}})\) is an OV probability space where
\[
\widetilde{\mathcal{A}} = \left\{ \begin{bmatrix} x & x' \\ 0 & \mathcal{A} \end{bmatrix} \mid x, x' \in \mathcal{A} \right\},
\widetilde{\mathcal{B}} = \left\{ \begin{bmatrix} b & b' \\ 0 & \mathcal{B} \end{bmatrix} \mid b, b' \in \mathcal{B} \right\},
\]
and \(\widetilde{\mathcal{E}}\) is a map from \(\widetilde{\mathcal{A}}\) to \(\widetilde{\mathcal{B}}\) that is defined by
\[
\widetilde{\mathcal{E}} \begin{bmatrix} x & x' \\ 0 & \mathcal{A} \end{bmatrix} = \begin{bmatrix} E[x] & E'[x] + E[x'] \\ 0 & E[x] \end{bmatrix}.
\]

The following proposition provides the connection between \((\mathcal{A}, E, E', \mathcal{B})\) and \((\widetilde{\mathcal{A}}, \widetilde{\mathcal{E}}, \widetilde{\mathcal{B}})\) (see [27, 38]).

**Proposition 2.12.** Let \((\mathcal{A}, E, E', \mathcal{B})\) be an OV C*-infinitesimal probability space and \((\widetilde{\mathcal{A}}, \widetilde{\mathcal{E}}, \widetilde{\mathcal{B}})\) be its upper triangular probability space. Then subalgebras \((\mathcal{A}_i)_{i \in I}\) that contain \(\mathcal{B}\) are infinitesimally free/Boolean/monotone over \(\mathcal{B}\) if and only if \((\widetilde{\mathcal{A}}_i)_{i \in I}\) are free/Boolean/monotone over \(\widetilde{\mathcal{B}}\) respectively, where for each \(i\), \(\widetilde{\mathcal{A}}_i\) and \(\widetilde{\mathcal{B}}_i\) are as defined above.

Note that \((\widetilde{\mathcal{A}}, \widetilde{\mathcal{E}}, \widetilde{\mathcal{B}})\) is an OV Banach non-commutative probability space (that is, \(\widetilde{\mathcal{A}}\) is a unital Banach algebra, \(\widetilde{\mathcal{B}}\) be a subalgebra with \(1 \in \widetilde{\mathcal{B}}\) and \(\widetilde{\mathcal{E}} : \widetilde{\mathcal{A}} \to \widetilde{\mathcal{B}}\) is a linear, bounded, \(\widetilde{\mathcal{B}}\)-bimodule projection) with the norm \(\| \cdot \|\) on \(\widetilde{\mathcal{A}}\) which is defined by
\[
\|A\| = \|x\|_{\mathcal{A}} + \|x'\|_{\mathcal{A}} \quad \text{where} \quad A = \begin{bmatrix} x & x' \\ 0 & \mathcal{A} \end{bmatrix}.
\]

Before recalling the OVI cumulants, we introduce some further notation.

**Notation 2.13.** Suppose that \(\mathcal{A}\) is a unital algebra, and \(\mathcal{B}\) is a unital sub-algebra of \(\mathcal{A}\). Let \(\{f^\mathcal{B}_n : \mathcal{A}^n \to \mathcal{B}\}_n\) and \(\{\partial f^\mathcal{B}_n : \mathcal{A}^n \to \mathcal{B}\}_n\) be two families of multilinear maps. Given a partition \(\pi \in NC(n)\), and a block \(V \in \pi\), we define \(\partial f^\mathcal{B}_n : \mathcal{A}^n \to \mathcal{B}\) to be the map that is equal to \(f^\mathcal{B}_n\), as given in Notation [2.3] except that for the block \(V\), we replace \(f^\mathcal{B}_n\) by \(\partial f^\mathcal{B}_{N(V)}\). Then, the map \(\partial f^\mathcal{B}_n : \mathcal{A}^n \to \mathcal{B}\) is defined by
\[
\partial f^\mathcal{B}_n(x_1, x_2, \ldots, x_n) := \sum_{V \in \pi} \partial f^\mathcal{B}_{N(V)}(x_1, \ldots, x_n).
\]

**Definition 2.14.** Suppose that \((\mathcal{A}, E, E', \mathcal{B})\) is an OV C*-infinitesimal probability space. We define the

- \textit{OV infinitesimally free cumulants} \(\{\partial r^\mathcal{B}_n : \mathcal{A}^n \to \mathcal{B}\}_n\) to be families of multilinear maps such that for all \(n \in \mathbb{N}\) and \(x_1, \ldots, x_n \in \mathcal{A}\),
\[
E'[x_1 \ldots x_n] = \sum_{\pi \in NC(n)} \partial r^\mathcal{B}_n(x_1, \ldots, x_n),
\]
where \( \{ \tau^n_\pi : A^n \to B \}_n \) denotes the OV free cumulants.

- **OV infinitesimally Boolean cumulants** \( \{ \partial \beta^n_\pi : A^n \to B \}_n \) to be families of multilinear maps such that for all \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in A \),

\[
E'[x_1 \ldots x_n] = \sum_{\pi \in I(n)} \partial \beta^n_\pi (x_1, \ldots, x_n),
\]

where \( \{ \beta^n_\pi : A^n \to B \}_n \) denotes the OV Boolean cumulants.

- **OV infinitesimally monotone cumulants** \( \{ \partial \eta^n_\pi : A^n \to B \}_n \) to be families of multilinear maps such that for all \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in A \),

\[
E'[x_1 \ldots x_n] = \sum_{\pi \in NC(n)} \frac{1}{\tau(\pi)!} \partial \eta^n_\pi (x_1, \ldots, x_n),
\]

where \( \{ \eta^n_\pi : A^n \to B \}_n \) denotes the OV monotone cumulants.

Note that the notions of OV infinitesimally free and Boolean independence still share the property of vanishing mixed cumulants, see \cite{38} and \cite{27}.

**Proposition 2.15.** Suppose that \( (A, E, E', B) \) is an OV \( C^\ast \)-infinitesimal probability space.

- **Unital subalgebras** \( A_1, \ldots, A_n \) that contain \( B \) are infinitesimally free if and only if for \( n \geq 2 \) and \( i_1, \ldots, i_s \in [n] \) which are not all equal, and for \( x_1 \in A_{i_1}, \ldots, x_s \in A_{i_s} \), we have \( \tau^B_s (x_1, \ldots, x_s) = \partial \tau^B_s (x_1, \ldots, x_s) = 0 \).

- **\( B \)-bimodule subalgebras** \( A_1, \ldots, A_n \) are infinitesimally Boolean independent if and only if for \( n \geq 2 \) and \( i_1, \ldots, i_s \in [n] \) which are not all equal, and for \( x_1 \in A_{i_1}, \ldots, x_s \in A_{i_s} \), we have \( \beta^B_s (x_1, \ldots, x_s) = \partial \beta^B_s (x_1, \ldots, x_s) = 0 \).

Finally to recall and address the OV infinitesimal central limit theorems that were also proved in \cite{27} \cite{37}, we recall the definition of the associated limiting distributions.

Let \( (A, E, E', B) \) be an OV \( C^\ast \)-infinitesimal probability space, and \( x \) be an element in \( A \) with \( E[x] = E'[x] = 0 \).

**Definition 2.16.** Suppose that \( (A, E, E', B) \) is an OV \( C^\ast \)-infinitesimal probability space. Let \( x \in A \) with \( E[x] = E'[x] = 0 \). We denote by \( \eta'_x : B \to B \) the \( B \)-valued map given by \( \eta'_x(b) := E'[xbx] \) and call the pair \( (\eta_x, \eta'_x) \), or simply \( (\eta, \eta') \), the infinitesimal variance of \( x \). We say that \( x \) is

- a **\( B \)-valued infinitesimal semi-circular element** with infinitesimal variance \((\eta, \eta')\) if \( x \) is a semi-circular element with variance \( \eta \) and

\[
E'[b_0xb_1 \ldots xb_k] = \begin{cases} 
\sum_{\pi \in NC_2(k)} b_0 \partial \eta_\pi (b_1, \ldots, b_{k-1}) b_k & \text{if } k \text{ is even}, \\
0 & \text{if } k \text{ is odd}.
\end{cases}
\]

- a **\( B \)-valued infinitesimal Bernoulli element** with infinitesimal variance \((\eta, \eta')\) if \( x \) is a Bernoulli element with variance \( \eta \) and

\[
E'[b_0xb_1 \ldots xb_k] = \begin{cases} 
\sum_{j=0}^{k-1} b_0 \eta (b_1) \ldots \eta'(b_{2j+1}) \ldots \eta (b_{k-1}) b_k & \text{if } k \text{ is even}, \\
0 & \text{if } k \text{ is odd}.
\end{cases}
\]
• a $\mathcal{B}$-valued infinitesimal arcsine element with infinitesimal variance $(\eta, \eta')$ if $x$ is an arcsine element with variance $\eta$ and

$$E'[xb_{0}xb_{1} \ldots xb_{k}] = \begin{cases} \sum_{\pi \in \text{NC}_{2}(k)} \frac{1}{\pi(\pi')} b_{\pi} \partial \kappa_{\pi}(b_{1}, \ldots, b_{k-1})b_{k} & \text{if } k \text{ is even}, \\ 0 & \text{if } k \text{ is odd}. \end{cases}$$

**Theorem 2.17.** Suppose that $(\mathcal{A}, E, E', \mathcal{B})$ is an OV $C^{*}$-infinitesimal probability space, and $(x_{i})_{i \in \mathbb{N}}$ is a sequence of identically distributed infinitesimally freely (respectively Boolean, monotone) independent elements with infinitesimal variance $(\eta, \eta')$ and are such that $E[x_{1}] = E'[x_{1}] = 0$. For each given $N \in \mathbb{N}$, we let

$$S_{N} = \frac{1}{\sqrt{N}}(a_{1} + \cdots + a_{N}).$$

Then $(S_{N})_{N}$ converges to $s$ in infinitesimal distribution over $\mathcal{B}$ where $s$ is a $\mathcal{B}$-valued infinitesimal semi-circular (respectively Bernoulli, arcsine) element with infinitesimal variance $(\eta, \eta')$.

**Remark 2.18.** By applying Proposition 2.12 and [27, Lemma 2.1], we conclude that $x$ is a $\mathcal{B}$-valued infinitesimal semi-circular (respectively Bernoulli, arcsine) element with infinitesimal variance $(\eta, \eta')$ if and only if the OV free (respectively Boolean, monotone) cumulants $(\kappa^{B}_{n})_{n}$ are as in (2.1) and the OVI free (respectively Boolean, monotone) cumulants $(\partial \kappa^{B}_{n})_{n}$ are as follows:

$$\partial \kappa^{B}_{n}[xb_{1}, xb_{2}, \ldots, xb_{n-1}, x] = \begin{cases} \eta'(b_{1}) & \text{if } n = 2, \\ 0 & \text{if } n \neq 2. \end{cases}$$

Let $x_{1}$ and $x_{2}$ be elements in $\mathcal{A}$ such that $E[x_{i}] = E'[x_{i}] = 0$ for $i = 1, 2$. Assume that $x_{1}$ and $x_{2}$ are $\mathcal{B}$-valued semicircular (respectively Bernoulli) elements with variances $\eta_{x_{1}}$ and $\eta_{x_{2}}$ respectively. Then $x_{1} + x_{2}$ is a semicircular (respectively Bernoulli) element with variance $\eta_{x_{1} + x_{2}} = \eta_{x_{1}} + \eta_{x_{2}}$. This easily follows from independence and the property of vanishing mixed moments, (see also [17]). We prove now the infinitesimal analogue as follows.

**Lemma 2.19.** For each $i = 1, 2$, assume $x_{i}$ is an infinitesimal semicircular (respectively Bernoulli) element with infinitesimal variance $(\eta_{x_{i}}, \eta'_{x_{i}})$. If $x_{1}$ and $x_{2}$ are infinitesimally free (respectively Boolean), then $x_{1} + x_{2}$ is an infinitesimal semicircular (respectively Bernoulli) element with infinitesimal variance $(\eta_{x_{1} + x_{2}}, \eta'_{x_{1} + x_{2}}) = (\eta_{x_{1}} + \eta_{x_{2}}, \eta'_{x_{1}} + \eta'_{x_{2}})$.

**Proof.** The statement follows from independence and the property of vanishing mixed infinitesimal moments in Proposition 2.15 which yield directly for any $n \neq 2$ and $b_{1}, \ldots, b_{n-1} \in \mathcal{B}$ that

$$\partial \kappa^{B}_{n}((x_{1} + x_{2})b, \ldots, (x_{1} + x_{2})b, (x_{1} + x_{2})) = 0,$$

while for $n = 2$ and any $b \in \mathcal{B}$,

$$\eta'_{x_{1} + x_{2}}(b) = \partial \kappa^{B}_{2}((x_{1} + x_{2})b, (x_{1} + x_{2})) = \partial \kappa^{B}_{2}(x_{1}b, x_{1}) + \partial \kappa^{B}_{2}(x_{2}b, x_{2}) = E'[x_{1}bx_{1}] + E'[x_{2}bx_{2}] = \eta'_{x_{1}}(b) + \eta'_{x_{2}}(b).$$

**Remark 2.20.** Note that there are no analogue lemmas for the infinitesimal monotone case. To be precise, suppose that $x_{1}, \ldots, x_{n}$ are infinitesimal monotone independent arcsine elements in $\mathcal{A}$ such that $E[x_{i}] = E'[x_{i}] = 0$ for $i \in \mathbb{N}$. It is not guaranteed that $x_{1} + \cdots + x_{n}$ is still an infinitesimal arcsine element. We call, in this case, $x_{1} + \cdots + x_{n}$ an infinitesimal generalized arcsine element.
2.3. **Positivity of conditional expectations.** Since the conditional expectation $E$ is positive, it induces a $\mathcal{B}$-valued pre-inner product

$$
\langle \cdot, \cdot \rangle : \mathcal{A} \times \mathcal{A} \rightarrow \mathcal{B}, \ (x, y) \mapsto E[x^*y]
$$

with respect to which $\mathcal{A}$ becomes a right pre-Hilbert $\mathcal{B}$-module. In particular, we have the following analogue of the Cauchy-Schwarz inequality:

$$
\|E[x^*y]\|^2 \leq \|E[x^*x]\| \|E[y^*y]\|. \tag{2.2}
$$

The positivity of $E$ also implies the following important inequality

$$
\|E[x^*wx]\| \leq \|w\| \|E[x^*x]\|, \tag{2.3}
$$

which holds for all $x \in \mathcal{A}^n$ and $w \in M_n(\mathcal{A})$ satisfying $w \geq 0$.

If $\mu$ and $\nu$ are two Borel probability measures on $\mathbb{R}$, then

- the **Lévy distance** is defined by
  $$
  L(\mu, \nu) := \inf \{\varepsilon > 0 \mid \forall t \in \mathbb{R} : \mathcal{F}_\mu(t - \varepsilon) - \varepsilon \leq \mathcal{F}_\nu(t) \leq \mathcal{F}_\mu(t + \varepsilon) + \varepsilon\};
  $$

- the **Kolmogorov distance** is defined by
  $$
  \Delta(\mu, \nu) := \sup_{t \in \mathbb{R}} |\mathcal{F}_\mu(t) - \mathcal{F}_\nu(t)|.
  $$

The Lévy distance provides a metrization of convergence in distribution and may be bounded in terms of the associated Cauchy transforms of $\mu$ and $\nu$ as follows:

$$
L(\mu, \nu) \leq 2 \sqrt{\frac{\varepsilon}{\pi}} + \frac{1}{\pi} \int_{\mathbb{R}} |\text{Im}(\mathcal{G}_\mu(t + i \varepsilon)) - \text{Im}(\mathcal{G}_\nu(t + i \varepsilon))| \, dt. \tag{2.4}
$$

For a proof of (2.4), we refer to Appendix B in [6].

### 3. Proof of the main results

In order to prove our main results, Theorems 1.1 and 1.2, we rely on an operator-valued Lindeberg method, which allows replacing the $x_i$’s by the $y_i$’s, one at a time, and controlling the error of such a replacement. We follow the first lines of the proof of Theorem 3.1 in [6] for which we recall the following basic algebraic identity:

**Lemma 3.1.** Let $x$ and $y$ be invertible in some unital complex algebra $\mathcal{A}$, then for each $m \in \mathbb{N}$, the following identity holds:

$$
x^{-1} - y^{-1} = \sum_{k=1}^{m} y^{-1} [(y - x) y^{-1}]^k + x^{-1} [(y - x) y^{-1}]^{m+1}.
$$

**Proof.** The proof follows by induction on $m$ and the algebraic identity

$$
x^{-1} [(y - x) y^{-1}]^{m+1} - y^{-1} [(y - x) y^{-1}]^{m+1} = x^{-1} [(y - x) y^{-1}]^{m+2}.
$$

\[ \square \]

**Proposition 3.2.** Let $(\mathcal{A}, E, \mathcal{B})$ be an operator-valued $C^*$-probability space. Let $N \in \mathbb{N}$ and consider the families $x = \{x_1, \ldots, x_N\}$ and $y = \{y_1, \ldots, y_N\}$ of self-adjoint elements in $\mathcal{A}$. For any $i = 1, \ldots, N$, set

$$
z_i = \sum_{j=1}^{i} x_j + \sum_{j=i+1}^{N} y_j \quad \text{and} \quad z_i^0 = \sum_{j=1}^{i-1} x_j + \sum_{j=i+1}^{N} y_j.
$$
Then for any $b \in \mathbb{H}^+(\mathcal{B})$,

\[
G_{z_N}(b) - G_{z_0}(b) = \sum_{i=1}^{N} \left(A_i(b) + B_i(b) + C_i(b)\right),
\]

where for each $i = 1, \ldots, N$,

\[
A_i(b) = G_{x_i}(b) x_i G_{x_i}(b) - G_{x_i}(b) y_i G_{x_i}(b),
\]

\[
B_i(b) = G_{x_i}(b) (x_i G_{x_i}(b))^2 - G_{x_i}(b) (y_i G_{x_i}(b))^2,
\]

\[
C_i(b) = G_{z_i}(b) (x_i G_{x_i}(b))^3 - G_{z_{i-1}}(b) (y_i G_{x_i}(b))^3.
\]

Proof. We start by writing, for any $b \in \mathbb{H}^+(\mathcal{B})$, the difference as a telescoping sum:

\[
G_{z_N}(b) - G_{z_0}(b) = \sum_{i=1}^{N} \left(G_{z_i}(b) - G_{z_{i-1}}(b)\right) = \sum_{i=1}^{N} \left((G_{z_i}(b) - G_{x_i}(b)) - (G_{z_{i-1}}(b) - G_{x_i}(b))\right).
\]

Noting that $z_i - z_i^0 = x_i$ and $z_{i-1} - z_i^0 = y_i$, then by applying the algebraic identity in Lemma \ref{lem:alg-identity} up to order 3, we get

\[
G_{z_i}(b) - G_{x_i}(b) = G_{x_i}(b) x_i G_{x_i}(b) + G_{x_i}(b) (x_i G_{x_i}(b))^2 + G_{x_i}(b) (x_i G_{x_i}(b))^3
\]

and

\[
G_{z_{i-1}}(b) - G_{x_i}(b) = G_{x_i}(b) y_i \ G_{x_i}(b) + G_{x_i}(b) (y_i \ G_{x_i}(b))^2 + G_{z_{i-1}}(b) (y_i \ G_{x_i}(b))^3.
\]

Putting the above terms together and summing over $i = 1, \ldots, N$ ends the proof. \hfill \square

3.1. Boolean Case. We start with the proof of Theorem \ref{thm:main-thm} relative to Boolean independence. While Boolean independence is simpler than the free case, we still need to treat it closely since Boolean independence is not well-behaved with respect to scalars.

Proof of Theorem \ref{thm:main-thm}. The starting point of the proof is the operator-valued Lindeberg method is Proposition \ref{prop:lindeberg} where we note that $x_N = z_N$ and $y_N = z_0$.

Proof of \ref{thm:main-thm}. We will prove that $E[A_i(b)] = 0$, $E[B_i(b)] = 0$ and that

\[
\|E[C_i(b)]\| \leq \|\text{Im}(b)^{-1}\| \sqrt{\alpha_2(x)} \left(\sqrt{\alpha_4(x)} + \sqrt{\alpha_4(y)}\right).
\]

Considering the telescopic sum in \ref{eq:telescopic-sum}, we fix $i \in \{1, \ldots, N\}$ and start by controlling the first order term

\[
E[A_i(b)] = E[G_{x_i}(b) x_i G_{x_i}(b)] - E[G_{x_i}(b) y_i G_{x_i}(b)].
\]

First, noting that for any $a = a^* \in \mathcal{A}$ and $b \in \mathbb{H}^+(\mathcal{B})$ such that $\|b^{-1}\| < 1/\|a\|$, we can write $G_a(b)$ as a convergent power series as follows:

\[
G_a(b) = \sum_{n \geq 0} b^{-1}(ab^{-1})^n.
\]
Hence, for \( b \in \mathbb{H}^+(\mathcal{B}) \) such that \( \| b^{-1} \| \leq 1/\| x_0^0 \| \), we have
\[
E\left[ G_{x_l^1}(b) x_i G_{x_l^1}(b) \right] = \sum_{n,m \geq 0} E\left[ b^{-1} (z_0^m b^{-1})^n x_i b^{-1} (z_0^m b^{-1})^m \right] = \sum_{n,m \geq 0} E\left[ b^{-1} (z_0^m b^{-1})^n \right] E[x_i] E\left[ b^{-1} (z_0^m b^{-1})^m \right] = E\left[ G_{x_l^1}(b) \right] E[x_i] E\left[ G_{x_l^1}(b) \right] = 0,
\]
where the last equality follows from the fact that \( E[x_i] = 0 \). In the same way, we prove that \( E\left[ G_{x_l^1}(b) y_i G_{x_l^1}(b) \right] = 0 \) and hence \( E[A_i(b)] = 0 \) for \( b \in \mathbb{H}^+(\mathcal{B}) \) such that \( \| b^{-1} \| \leq 1/\| x_0^0 \| \). This identity extends by analyticity overall \( \mathbb{H}(\mathcal{B})^+ \). We turn now to the second order term in (3.1):
\[
E[B_1(b)] = E\left[ G_{x_l^1}(b) (x_i G_{x_l^1}(b))^2 \right] - E\left[ G_{x_l^1}(b) (y_i G_{x_l^1}(b))^2 \right].
\]
We develop the first term on the right-hand side using (3.2) again. For \( b \in \mathbb{H}^+(\mathcal{B}) \) such that \( \| b^{-1} \| \leq 1/\| x_0^0 \| \), we write
\[
E\left[ G_{x_l^1}(b) x_i G_{x_l^1}(b) x_i G_{x_l^1}(b) \right] = \sum_{n,m,k \geq 0} E\left[ b^{-1} (z_0^m b^{-1})^n x_i b^{-1} (z_0^m b^{-1})^m x_i b^{-1} (z_0^m b^{-1})^k \right] = \sum_{n,k \geq 0} E\left[ b^{-1} (z_0^k b^{-1})^n \right] E[x_i] E\left[ b^{-1} (z_0^k b^{-1})^k \right] + \sum_{n,k \geq 0} \sum_{m \geq 1} E\left[ b^{-1} (z_0^m b^{-1})^n \right] E[x_i] E\left[ b^{-1} (z_0^m b^{-1})^m \right] E[x_i] E\left[ b^{-1} (z_0^k b^{-1})^k \right] = \sum_{n,k \geq 0} E\left[ b^{-1} (z_0^k b^{-1})^n \right] E[x_i] E\left[ b^{-1} (z_0^k b^{-1})^k \right] = E\left[ G_{x_l^1}(b) \right] E[x_i] E\left[ b^{-1} x_i \right] E\left[ G_{x_l^1}(b) \right].
\]
The second equality follows from the fact that \( x_i \) and \( z_0^k \) are Boolean independent over \( \mathcal{B} \) while the third one follows from the fact that \( E[x_i] = 0 \). Similarly, we prove that
\[
E\left[ G_{x_l^1}(b) (y_i G_{x_l^1}(b))^2 \right] = E\left[ G_{x_l^1}(b) \right] E[x_i] E\left[ G_{x_l^1}(b) \right] E[y_j] E[y_i] E\left[ G_{x_l^1}(b) \right].
\]
As the second order moments match by Assumption \( \Pi \) we get that \( E[B_1(b)] = 0 \) for \( b \in \mathbb{H}^+(\mathcal{B}) \) such that \( \| b^{-1} \| \leq 1/\| x_0^0 \| \) and hence by analyticity for all \( b \in \mathbb{H}^+(\mathcal{B}) \). We are left with the third order term \( E[C_i(b)] \), namely
\[
E\left[ G_{x_N}(b) \right] - E\left[ G_{y_N}(b) \right] = \sum_{i=1}^N \left( E\left[ G_{x_i}(b) (x_i G_{x_i^1}(b))^3 \right] - E\left[ G_{x_{i-1}}(b) (y_i G_{x_i^1}(b))^3 \right] \right).
\]
Noting that \( G_{x_l}(b) x_i G_{x_l^1}(b) = G_{x_l^1}(b) x_i G_{x_l}(b) \), then (2.2) and (2.3) yield
\[
\| E\left[ G_{x_l}(b) x_i G_{x_l^1}(b) x_i G_{x_l^1}(b) \right] \|^2 = \| E\left[ G_{x_l^1}(b) x_i G_{x_l}(b) x_i G_{x_l^1}(b) \right] \|^2 \leq \| E\left[ G_{x_l^1}(b) x_i G_{x_l}(b) G_{x_l}(b) x_i G_{x_l^1}(b) \right] \| \cdot \| E\left[ G_{x_l^1}(b) x_i G_{x_l^1}(b) x_i G_{x_l}(b) \right] \| \leq \| G_{x_l}(b) \|^2 \cdot \| E\left[ G_{x_l^1}(b) x_i^2 G_{x_l^1}(b) \right] \| \cdot \| E\left[ G_{x_l^1}(b) x_i G_{x_l^1}(b) x_i G_{x_l}(b) \right] \|. \quad (3.5)
\]
First, we note that \( \|G_{z}(b)\| \leq \|\Im(b)^{-1}\| \). We also note that by similar computations as in (3.3) and the positivity of \( E \), we have
\[
\|E[G_{z}^{\prime}(b) x_{i}^{2} G_{x}^{\prime}(b)^{\ast}]\| = \|E[G_{x}^{\prime}(b) E[x_{i}^{2}] G_{x}^{\prime}(b)^{\ast}]\|
\leq \|E[x_{i}^{2}]\| \cdot \|E[G_{x}^{\prime}(b)]\|^{2} \leq \|\Im(b)^{-1}\|^{2} \alpha_{2}(x),
\]
where \( \alpha_{2}(x) := \max_{1 \leq i \leq N} \|E[x_{i}^{2}]\| \). Again, by similar computations as in (3.4) and the positivity of \( E \), we get
\[
\|E[G_{z}^{\prime}(b)^{\ast} x_{i} G_{z}^{\prime}(b)^{\ast} x_{i}^{2} G_{z}^{\prime}(b) x_{i} G_{x}^{\prime}(b)]\| = \|E[G_{x}^{\prime}(b)^{\ast} \cdot E[x_{i}(b^{-1})^{2} x_{i}^{2} b^{-1} x_{i}] \cdot G_{x}^{\prime}(b)]\|
\leq \|E[x_{i}(b^{-1})^{2} x_{i}^{2} b^{-1} x_{i}]\| \cdot \|E[G_{x}^{\prime}(b)]\|^{2}
\leq \|b^{-1}\|^{2} \|\Im(b)^{-1}\|^{2} \alpha_{4}(x),
\]
where \( \alpha_{4}(x) := \max_{1 \leq i \leq N} \sup \|E[x_{i} b^{2} x_{i}^{2}]\| \) with the supremum taken over \( b \in B \) such that \( \|b\| = 1 \). Putting the above bounds together, we get
\[
\|E[G_{z}(b) x_{i} G_{z}^{\prime}(b) x_{i} G_{z}^{\prime}(b) x_{i} G_{x}^{\prime}(b)]\| \leq \|b^{-1}\| \|\Im(b)^{-1}\|^{3} \sqrt{\alpha_{2}(x)} \sqrt{\alpha_{4}(x)}.
\]
Similarly, we prove that
\[
\|E[G_{x_{i-1}}(b) y_{i} G_{z}^{\prime}(b) y_{i} G_{z}^{\prime}(b) y_{i} G_{x}^{\prime}(b)]\| \leq \|b^{-1}\| \|\Im(b)^{-1}\|^{3} \sqrt{\alpha_{2}(y)} \sqrt{\alpha_{4}(y)}.
\]
As the second moments match, we have \( \alpha_{2}(x) = \alpha_{2}(y) \), and hence we infer that
\[
\|E[C_{i}(b)]\| \leq \|b^{-1}\| \|\Im(b)^{-1}\|^{3} \sqrt{\alpha_{2}(x)} \left( \sqrt{\alpha_{4}(x)} + \sqrt{\alpha_{4}(y)} \right)
\leq \|\Im(b)^{-1}\|^{4} \sqrt{\alpha_{2}(x)} \left( \sqrt{\alpha_{4}(x)} + \sqrt{\alpha_{4}(y)} \right).
\]
Finally, summing over \( i = 1, \ldots, N \) we get the bound in (1.1).

**Remark 3.3.** Note that the last inequality we use the fact that \( \|b^{-1}\| \leq \|\Im(b)^{-1}\| \) for all \( b \in \mathbb{H}^{+}(B) \). The proof of this inequality can be found in [14], or it also can be easily verified as follows: we write
\[
b = x + iy \text{ where } x = x^{*} \text{ and } y = y^{*} > 0 \in B.
\]
Then we observe that
\[
b^{-1} = y^{-1/2}[w + i]^{-1}y^{-1/2} \text{ where } w = y^{-1/2}xy^{-1/2},
\]
which implies that \( \|b^{-1}\| \leq \|y^{-1/2}\|^{2}\|w + i\|^{-1} = \|y^{-1}\|\|(w + i)^{-1}\|. \) Finally, note that \( w \) is self-adjoint, and hence
\[
\|(w + i)^{-1}\| = \frac{1}{d(i, \sigma(w))} \leq 1,
\]
where \( \sigma(w) \) is the spectrum of \( w \) and \( d(i, \sigma(w)) = \inf \{ |i - s| \mid s \in \sigma(w) \} \).

**Proof of (1.2).** As the conditional expectation \( E \) preserves \( \varphi \), \( \varphi = \varphi \circ E \), the first steps of the proof follow in the same way as for (1.1). For each \( z \in \mathbb{C}^{+} \), we have that
\[
\varphi[G_{x_{N}}(z)] - \varphi[G_{y_{N}}(z)] = \sum_{i=1}^{N} \varphi[C_{i}(z)] = \sum_{i=1}^{N} \varphi[G_{z_{i}}(z)(x_{i} G_{x_{i}}(z))^{3} - G_{z_{i-1}}(z)(y_{i} G_{y_{i}}(z))^{3}].
\]
We start by controlling the first term of $C_i(z)$. By similar computations as in (3.3), we get
\[
\left| \varphi \left[ G_{x_i}(z) x_i G_{x_i}(z) x_i G_{x_i}(z) x_i G_{x_i}(z) \right] \right|^2 \\
\leq \| G_{x_i}(z) \|^2 \cdot \varphi \left[ G_{x_i}(z) x_i^2 G_{x_i}(z) \right] \cdot \varphi \left[ G_{x_i}(z) x_i G_{x_i}(z) x_i^2 G_{x_i}(z) x_i G_{x_i}(z) \right].
\]
First, we note that $\| G_{x_i}(z) \| \leq \| \Im(z) \|^{-1}$. As $\varphi = \varphi \circ E$, then by similar computations as in (3.3) and the positivity of $E$, we have
\[
\varphi \left[ G_{x_i}(z) x_i^2 G_{x_i}(z) \right] = \varphi \left[ G_{x_i}(z) E[x_i^2] G_{x_i}(z) \right] \\
\leq \| E[x_i^2] \| \cdot \varphi \left[ G_{x_i}(z) G_{x_i}(z) \right] \leq \alpha_2(x) \| G_{x_i}(z) \|_{L^2(A, \varphi)},
\]
Again, by similar computations as in (3.4) and the positivity of $E$, we get
\[
\varphi \left[ G_{x_i}(z) x_i G_{x_i}(z) x_i^2 G_{x_i}(z) x_i G_{x_i}(z) \right] \leq \frac{1}{|z|^2} \| E[x_i^4] \| \cdot \varphi \left[ G_{x_i}(z) G_{x_i}(z) \right] \\
\leq \frac{1}{|m(z)|^2} \bar{\alpha}_4(x) \| G_{x_i}(z) \|_{L^2(A, \varphi)},
\]
where $\bar{\alpha}_4(x) := \max_{1 \leq i \leq N} \| E[x_i^4] \|$. Putting the above terms together we get for any $z \in \mathbb{C}^+$,
\[
\left| \varphi \left[ G_{x_i}(z) x_i G_{x_i}(z) x_i G_{x_i}(z) x_i G_{x_i}(z) \right] \right| \leq \frac{1}{|m(z)|^2} \sqrt{\alpha_2(x) \bar{\alpha}_4(x)} \| G_{x_i}(z) \|_{L^2(A, \varphi)}.
\]
Similarly, we control the second term in $\varphi[C_i(z)]$ and get
\[
\left| \varphi \left[ G_{x_i-1}(z) y_i G_{x_i}(z) y_i G_{x_i}(z) y_i G_{x_i}(z) \right] \right| \leq \frac{1}{|m(z)|^2} \sqrt{\alpha_2(y) \bar{\alpha}_4(y)} \| G_{x_i}(z) \|_{L^2(A, \varphi)}.
\]
As the second order moments match, $\alpha_2(x) = \alpha_2(y)$ and hence
\[
\left| \varphi[G_{x_N}(z)] - \varphi[G_{y_N}(z)] \right| \leq \frac{1}{|m(z)|^2} \sqrt{\alpha_2(x)} \left( \sqrt{\bar{\alpha}_4(x)} + \sqrt{\bar{\alpha}_4(y)} \right) \sum_{i=1}^{N} \| G_{x_i}(z) \|_{L^2(A, \varphi)}.
\]
Now taking $z = t + i\varepsilon$ and using the fact that for each $x = x^* \in A$,
\[
\int_{\mathbb{R}} \| G_x(t + i\varepsilon) \|^2_{L^2} \, dt = \frac{\pi}{\varepsilon}, \quad (3.6)
\]
we prove that
\[
\int_{\mathbb{R}} |\Im(\varphi[G_{x_N}(t + i\varepsilon)]) - \Im(\varphi[G_{y_N}(t + i\varepsilon)])| \, dt \leq \frac{\pi}{\varepsilon^3} \sqrt{\alpha_2(x)} \left( \sqrt{\bar{\alpha}_4(x)} + \sqrt{\bar{\alpha}_4(y)} \right) N.
\]
\[\Box\]

3.2. Monotone Case. We prove now Theorem 1.2 relative to monotone independence. The first lines of the proof are the same as in the Boolean case and rely on the operator-valued Lindeberg method in Proposition 3.2. However, as the order of the index set in the monotone case matters, this will require that we further expand the terms $z_i^0$ in the power series expansions of the relevant resolvents before factorizing with respect to monotone independence. For this aim, we would need the following lemma:
Lemma 3.4. Let \( x_1, x_2, y_1, y_2 \) and \( w \) be self-adjoint elements in \( A \) that are such that \( \{x_1, x_2\} \prec w \prec \{y_1, y_2\} \) over \( \mathcal{B} \). Then, for any \( n, m \geq 0 \),

\[
E[(x_1 + y_1)^n w (x_2 + y_2)^m)] = \sum_{k=0}^{n} \sum_{m} \sum_{q_0, \ldots, q_k \geq 0} \sum_{p_0, \ldots, p_{m-k} \geq 0} \sum_{q_0 \ldots q_k = n-k \ p_0 \ldots p_{m-k} = m-k} E[E[y_1^{q_0}] x_1 E[y_1^{q_1}] \ldots E[y_1^{q_{k-1}}] x_1 E[y_1^{q_k}] \cdot E[w] \cdot E[y_2^{p_0}] x_2 E[y_2^{p_1}] \ldots E[y_2^{p_{m-k-1}}] x_2 E[y_2^{p_m}]].
\]

Proof. For any \( x, y \in A \) and \( r \geq 0 \), we have by the noncommutative binomial expansion

\[
(x + y)^r = \sum_{k=0}^{r} \sum_{q_0, \ldots, q_k \geq 0} \sum_{q_0 + \ldots + q_k = r-k} y^{q_0} x y^{q_1} \ldots y^{q_{k-1}} x y^{q_k}.
\]

Hence, we write

\[
E[(x_1 + y_1)^n w (x_2 + y_2)^m)] = \sum_{k=0}^{n} \sum_{m} \sum_{q_0, \ldots, q_k \geq 0} \sum_{p_0, \ldots, p_{m-k} \geq 0} \sum_{q_0 \ldots q_k = n-k \ p_0 \ldots p_{m-k} = m-k} E[y_1^{q_0} x_1 y_1^{q_1} \ldots y_1^{q_{k-1}} x_1 y_1^{q_k} \cdot w \cdot y_2^{p_0} x_2 y_2^{p_1} \ldots y_2^{p_{m-k-1}} x_2 y_2^{p_m}].
\]

Now as \( \{x_1, x_2\} \prec w \prec \{y_1, y_2\} \) over \( \mathcal{B} \), from the definition of monotone independence with amalgamation over \( \mathcal{B} \), we get

\[
E[y_1^{q_0} x_1 y_1^{q_1} \ldots y_1^{q_{k-1}} x_1 y_1^{q_k} \cdot w \cdot y_2^{p_0} x_2 y_2^{p_1} \ldots y_2^{p_{m-k-1}} x_2 y_2^{p_m}]
\]

\[
= E[E[y_1^{q_0}] x_1 E[y_1^{q_1}] \ldots E[y_1^{q_{k-1}}] x_1 E[y_1^{q_k}] \cdot w \cdot E[y_2^{p_0}] x_2 E[y_2^{p_1}] \ldots E[y_2^{p_{m-k-1}}] x_2 E[y_2^{p_m}]].
\]

which ends the proof.

Having the above factorization lemma in hand, we prove the following bounds that will be used at several occasions in the proof later on.

Lemma 3.5. Let \( x, y \) and \( w \) be self-adjoint elements in \( A \) such that \( x \prec w \prec y \) over \( \mathcal{B} \), then for any \( b_1, b_2 \in \mathbb{H}^\pm (\mathcal{B}) \),

(i) \( E[G_{x+y}(b_1) \ w \ G_{x+y}(b_2)] = E[G_x(E[G_y(b_1)]^{-1}) \cdot E[w] \cdot G_x(E[G_y(b_2)]^{-1})] \).

Moreover, if \( W \geq 0 \), then for any \( b_1, b_2 \in \mathbb{H}^\pm (\mathcal{B}) \),

(ii) \( \|E[G_{x+y}(b_1) \ w \ G_{x+y}(b_2)]\| \leq \|E[w]\| \cdot \|\Im(E[G_y(b_1)]^{-1})\| \cdot \|\Im(E[G_y(b_2)]^{-1})\| \),

and for any \( z \in \mathbb{C}^+ \),

(iii) \( \varphi[G_{x+y}(z) \ w \ G_{x+y}(z)^*] \leq \|E[w]\| \cdot \|\Im(E[G_y(z)]^{-1})\|_{\ell_2(A, \varphi)}^2 \).

Proof. (i) Writing the resolvent as a power series as in (3.2), we have for \( b_1 \) and \( b_2 \) that are such that \( \max\{\|b_1^{-1}\|, \|b_2^{-1}\|\} < 1/\|x + y\| \),

\[
E[G_{x+y}(b_1) \ w \ G_{x+y}(b_2)] = \sum_{n,m \geq 0} b_1^{-1} E[(xb_1^{-1} + yb_1^{-1})^n wb_2^{-1}(xb_2^{-1} + yb_2^{-1})^m].
\]
Now, we get by Lemma 3.4 after summing over $n, m \geq 0$,

\[
E[G_{x+y}(b_1) \ w \ G_{x+y}(b_2)] = \sum_{k,\ell \geq 0} \sum_{q_0, \ldots, q_k \geq 0} \sum_{p_0, \ldots, p_\ell \geq 0} \mathbb{E}[b_1^{-1} E[\gamma b_1^{-1} q_0] x b_1^{-1} E[\gamma b_1^{-1} q_1] \cdots x b_1^{-1} E[\gamma b_1^{-1} q_k] \\
\cdot \mathbb{E}[\gamma w] \cdot b_2^{-1} E[\gamma b_2^{-1} p_0] x b_2^{-1} E[\gamma b_2^{-1} p_1] \cdots x b_2^{-1} E[\gamma b_2^{-1} p_\ell]]
\]

\[
= \sum_{k,\ell \geq 0} E \left[ \sum_{q_0 \geq 0} b_1^{-1}(\gamma b_1^{-1} q_0) \cdot x \cdot E \left[ \sum_{q_1 \geq 0} b_1^{-1}(\gamma b_1^{-1} q_1) \cdots x \cdot E \left[ \sum_{q_k \geq 0} b_1^{-1}(\gamma b_1^{-1} q_k) \\
\cdot \mathbb{E}[\gamma w] \cdot E \left[ \sum_{p_0 \geq 0} b_2^{-1}(\gamma b_2^{-1} p_0) \cdot x \cdot E \left[ \sum_{p_1 \geq 0} b_2^{-1}(\gamma b_2^{-1} p_1) \cdots x \cdot E \left[ \sum_{p_\ell \geq 0} b_2^{-1}(\gamma b_2^{-1} p_\ell) \right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right]\right}\]}
Proof of Theorem 1.2. Without loss of generality, we assume that \( A_{x_1,y_1} \prec A_{x_2,y_2} \prec \cdots \prec A_{x_N,y_N} \) over \( \mathcal{B} \). Indeed, one can simply take copies of the families \{x_1, \ldots, x_N\} and \{y_1, \ldots, y_N\} where this holds, for instance, we could choose \( A_{x_1} \prec A_{x_2} \prec \cdots \prec A_{x_N} \prec A_{y_1} \prec A_{y_2} \cdots \prec A_{y_N} \). The starting point is the operator-valued Lindeberg method in Proposition 3.2 where we note that we develop the first term using (3.2):

We set \( x_i \). Indeed, one can simply take copies of the families \{x_1, \ldots, x_N\} and \{y_1, \ldots, y_N\} where this holds, for instance, we could choose \( A_{x_1} \prec A_{x_2} \prec \cdots \prec A_{x_N} \prec A_{y_1} \prec A_{y_2} \cdots \prec A_{y_N} \). The starting point is the operator-valued Lindeberg method in Proposition 3.2 where we note that \( x_N = z_N \) and \( y_N = z_0 \).

Proof of (1.3). Again, we will prove that \( E[A_i(b)] = 0 \), \( E[B_i(b)] = 0 \) and that

\[
\|E[C_i(b)]\| \leq \|Im(b)^{-1}\|^\frac{1}{4}\sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\alpha_4(y)} \right).
\]

As above, all the identities here will be proven for \( b \in \mathbb{H}^+(\mathcal{B}) \) such that \( \|b^{-1}\| \) is small enough and then get extended analytically to \( \mathbb{H}^+(\mathcal{B}) \). Considering the telescoping sum in (3.1), we fix \( i \in \{1, \ldots, N\} \) and start by controlling the first order term

\[
E[A_i(b)] = E[G_{b_i}(b) x_i G_{b_i}(b)] - E[G_{b_i}(b) y_i G_{b_i}(b)].
\]

We set \( u_t = \sum_{j=1}^{i-1} x_j \) and \( v_t = \sum_{j=1}^{N} y_j \), and note that \( u_t \prec x_i \prec u_t \) over \( \mathcal{B} \). Then taking into account that \( E[x_i] = 0 \), we get by Lemma 3.5:

\[
E[G_{b_i}(b) x_i G_{b_i}(b)] = E[G_{u_t+v_i}(b) x_i G_{u_t+v_i}(b)] = E[G_{u_t}(E[G_{v_i}(b)]^{-1}) \cdot E[x_i] \cdot G_{u_t}(E[G_{v_i}(b)]^{-1})] = 0.
\]

Similarly, we prove that \( E[G_{b_i}(b) y_i G_{b_i}(b)] = 0 \) and infer that \( E[A_i(b)] = 0 \). For the second order term in (3.1):

\[
E[B_i(b)] = E[G_{b_i}(b)(x_i G_{b_i}(b))^2] - E[G_{b_i}(b)(y_i G_{b_i}(b))^2],
\]

we develop the first term using (3.2):

\[
E[G_{b_i}(b)(x_i G_{b_i}(b))^2] = E[G_{u_t+v_i}(b) x_i G_{u_t+v_i}(b) x_i G_{u_t+v_i}(b)] = \sum_{n,m,r \geq 0} E[b^{-1}((u_t + v_i)b^{-1})^n x_i b^{-1}((u_t + v_i)b^{-1})^m x_i b^{-1}((u_t + v_i)b^{-1})^r] = \sum_{n,m,r \geq 0} b^{-1} E[(\tilde{u}_i + \tilde{v}_i)^n \tilde{x}_i (\tilde{u}_i + \tilde{v}_i)^m \tilde{x}_i (\tilde{u}_i + \tilde{v}_i)^r],
\]

where \( \tilde{u}_i = u_t b^{-1} \), \( \tilde{v}_i = v_i b^{-1} \) and \( \tilde{x}_i = x_i b^{-1} \). Now using the noncommutative binomial expansion, we write

\[
E[(\tilde{u}_i + \tilde{v}_i)^n \tilde{x}_i (\tilde{u}_i + \tilde{v}_i)^m \tilde{x}_i (\tilde{u}_i + \tilde{v}_i)^r] = \sum_{k=0}^{n} \sum_{t=0}^{m} \sum_{s=0}^{r} \sum_{q_0, \ldots, q_k \geq 0} \sum_{p_0, \ldots, p_t \geq 0} \sum_{l_0, \ldots, l_s \geq 0} E[\tilde{v}_i q_0 \tilde{u}_i q_1 \tilde{v}_i q_2 \cdots \tilde{u}_i q_t \tilde{v}_i q_{t+1} \cdots \tilde{u}_i q_{t+s} \tilde{v}_i q_{t+s+1} \cdots \tilde{u}_i q_{r-t}].
\]
Noting that \( \tilde{u}_t \prec \tilde{x}_t \prec \tilde{v}_t \) over \( B \) and taking into account that \( E[\tilde{x}_t] = E[x_t]b^{-1} = 0 \), we get whenever \( m \neq 0 \)

\[
E\left[ \tilde{v}_i^{q_0} \tilde{u}_i^{q_1} \ldots \tilde{u}_i^{q_k} \tilde{x}_i \cdot \tilde{v}_i^{p_k} \tilde{u}_i^{p_1} \ldots \tilde{x}_i \cdot \tilde{x}_i \tilde{x}_i^{q_k} \tilde{v}_i^{q_1} \ldots \tilde{v}_i^{q_k} \tilde{u}_i^{p_1} \ldots \tilde{u}_i^{p_k} \right]
\]

\[
= E\left[ E[\tilde{v}_i^{q_0}] \tilde{u}_i \cdot E[\tilde{v}_i^{q_1}] \ldots \tilde{u}_i \cdot E[\tilde{v}_i^{q_k}] \cdot E[\tilde{x}_i] \cdot E[\tilde{v}_i^{p_0}] \tilde{u}_i \cdot E[\tilde{v}_i^{p_1}] \right]
\]

\[
\ldots \tilde{u}_i \cdot E[\tilde{v}_i^{p_k}] \cdot E[\tilde{x}_i] \cdot E[\tilde{v}_i^{q_k}] \tilde{u}_i \cdot E[\tilde{v}_i^{q_1}] \ldots \tilde{u}_i \cdot E[\tilde{v}_i^{q_k}] = 0. \tag{3.7}
\]

This yields that

\[
E\left[ G_{x_t}^2(b)x_t \cdot G_{x_t}^2(b)x_t \cdot G_{x_t}^2(b) \right]
\]

\[
= \sum_{n,r \geq 0} \sum_{k=0}^{n} \sum_{s=0}^{r} \sum_{q_0,\ldots,q_k \geq 0} \sum_{t_0,\ldots,t_k \geq 0}
\]

\[
b^{-1}E\left[ E[\tilde{v}_i^{q_0}] \tilde{u}_i \cdot E[\tilde{v}_i^{q_1}] \ldots \tilde{u}_i \cdot E[\tilde{v}_i^{q_k}] \cdot E[\tilde{x}_i \cdot b^{-1} \cdot x_t] \right]
\]

Similarly, we prove that

\[
E\left[ G_{x_t}^2(b)y_t \cdot G_{x_t}^2(b)y_t \cdot G_{x_t}^2(b) \right]
\]

\[
= \sum_{n,r \geq 0} \sum_{k=0}^{n} \sum_{s=0}^{r} \sum_{q_0,\ldots,q_k \geq 0} \sum_{t_0,\ldots,t_k \geq 0}
\]

\[
b^{-1}E\left[ E[\tilde{v}_i^{q_0}] \tilde{u}_i \cdot E[\tilde{v}_i^{q_1}] \ldots \tilde{u}_i \cdot E[\tilde{v}_i^{q_k}] \cdot E[\tilde{y}_t \cdot b^{-1} \cdot y_t] \right]
\]

Subtracting the two terms and recalling that \( E[x_t \cdot b x_t] = E[y_t \cdot b y_t] \) for any \( b \in B \), we infer that \( E[B_t(b)] = 0 \). It remains to control the third order term \( E[C_t(b)] \) in (3.1); namely,

\[
E[ G_{x_N}^2(b) ] - E[ G_{y_N}^2(b) ] = \sum_{i=1}^{N} \left( E[ G_{x_t}(b) x_t \cdot (G_{x_t}^2(b))^3] - E[ G_{y_t}(b) y_t \cdot (G_{y_t}^2(b))^3] \right). \tag{3.8}
\]

Following the lines in (3.5), we get by (2.2) and (2.3)

\[
\left\| E\left[ G_{x_t}(b)x_t \cdot G_{x_t}^2(b)x_t \cdot G_{x_t}^2(b) \right] \right\|^2
\]

\[
\leq \left\| G_{x_t}(b) \right\|^2 \cdot \left\| E\left[ G_{x_t}^2(b)^2 \cdot G_{x_t}^2(b) \right] \right\| \cdot \left\| E\left[ G_{x_t}^2(b)^3 \cdot x_t \cdot G_{x_t}^2(b)^3 \right] \right\| .
\]

First, we note that \( \left\| G_{x_t}(b) \right\| \leq \left\| \mathcal{I} m(b)^{-1} \right\| \). Then applying Lemma 3.5 (ii) with \( x = u_t, y = v_t \) and \( W = x_t^2 \), and for \( b_1 = b_2 = b \), we get

\[
\left\| E\left[ G_{x_t}^2(b)^2 \cdot G_{x_t}^2(b) \right] \right\| = \left\| E\left[ G_{u_t+v_t}(b)^2 \cdot G_{u_t+v_t}(b) \right] \right\|
\]

\[
\leq \left\| E[ x_t^2 ] \right\| \cdot \left\| \mathcal{I} m(b)^{-1} \right\|^2 \leq \left\| \mathcal{I} m(b)^{-1} \right\|^2 \alpha_2(x),
\]
where $\alpha_2(x) = \max_{1 \leq i \leq N} \|E[x_i^2]\|$. As for the last inequality, we expand it using (3.2) and write

$$
E\left[ G_x^q(b)^*x_iG_x^q(b)^*x_i^2G_x^q(b)x_iG_x^q(b)\right] \\
= E\left[ G_{u_i+v_i}(b)^*x_iG_{u_i+v_i}(b)^*x_i^2G_{u_i+v_i}(b)x_iG_{u_i+v_i}(b)\right] \\
= \sum_{n,m \geq 0} \sum_{r,u \geq 0} E\left[(b^*)^{-1}((u_i + v_i)(b^*)^{-1})^nx_i(b^*)^{-1}((u_i + v_i)(b^*)^{-1})^m\right] \\
\times x_i^2b^{-1}((u_i + v_i)b^{-1})^\ell x_ib^{-1}((u_i + v_i)b^{-1})^u \\
= \sum_{n,m \geq 0} \sum_{r,u \geq 0} \frac{(b^*)^{-1}E\left[(\tilde{u}_i + \tilde{v}_i)^n\tilde{x}_i(\tilde{u}_i + \tilde{v}_i)^m\tilde{x}_i(\tilde{u}_i + \tilde{v}_i)^u\right]}{E[\tilde{x}_i^2]} \\
\times E\left[(\tilde{u}_i + \tilde{v}_i)^n\tilde{x}_i(\tilde{u}_i + \tilde{v}_i)^m\tilde{x}_i(\tilde{u}_i + \tilde{v}_i)^u\right],
$$

where we have adopted the same notation as above in addition to $\tilde{u}_i = u_i(b^*)^{-1}$, $\tilde{v}_i = v_i(b^*)^{-1}$ and $\tilde{x}_i = x_i(b^*)^{-1}$ for $i = 1, 2$. Similarly, we develop using the noncommutative binomial expansion and write

$$
E\left[ (\tilde{u}_i + \tilde{v}_i)^n\tilde{x}_i(\tilde{u}_i + \tilde{v}_i)^m\tilde{x}_i(\tilde{u}_i + \tilde{v}_i)^u\right] \\
= \sum_{k=0}^n \sum_{\ell=0}^n \sum_{0 \leq q_0, q_k \geq 0} \sum_{\ell, u, v \geq 0} \sum_{t_0, \ldots, t_{q_k} \geq 0} \sum_{h_0, h_u, h_v \geq 0} \\
E\left[ \tilde{v}_i^{q_0}\tilde{u}_i^{q_k}\tilde{x}_i \cdot \tilde{v}_i^{t_0}\tilde{u}_i^{t_{q_k}} \cdot \tilde{x}_i \cdot \tilde{v}_i^{h_0}\tilde{u}_i^{h_u}\tilde{x}_i \cdot \tilde{v}_i^{h_v}\tilde{u}_i^{h_v}\right].
$$

Noting that $u_i \prec x_i \prec v_i$ over $\mathcal{B}$ and taking into account that $E[\tilde{x}_i] = E[\tilde{x}_i^2] = 0$, then factorizing as in (3.7), we prove that the above term is zero whenever $m \neq 0$ or $r \neq 0$. Hence, we get

$$
E\left[ G_x^q(b)^*x_iG_x^q(b)^*x_i^2G_x^q(b)x_iG_x^q(b)\right] \\
= \sum_{n \geq 0} \sum_{u \geq 0} \sum_{k=0}^n \sum_{\ell=0}^n \sum_{0 \leq q_0, q_k \geq 0} \sum_{\ell, u, v \geq 0} \sum_{t_0, \ldots, t_{q_k} \geq 0} \sum_{h_0, h_u, h_v \geq 0} \\
(b^*)^{-1}E\left[ E[\tilde{x}_i^{q_0}] \tilde{u}_iE[\tilde{x}_i^{q_1}] \cdots \tilde{u}_iE[\tilde{x}_i^{q_k}] \cdot E[x_i(b^*)^{-1}x_i^2b^{-1}x_i] \cdot b^{-1}E[\tilde{v}_i^{h_0}]\tilde{u}_iE[\tilde{v}_i^{h_1}] \cdots \tilde{u}_iE[\tilde{v}_i^{h_v}]\right] \\
= \sum_{k=0}^n \sum_{\ell=0}^n \sum_{0 \leq q_0, q_k \geq 0} \sum_{\ell, u, v \geq 0} \sum_{t_0, \ldots, t_{q_k} \geq 0} \sum_{h_0, h_u, h_v \geq 0} \\
(b^*)^{-1}E\left[ \tilde{v}_i^{q_0}\tilde{u}_i\tilde{v}_i^{t_0}\cdots \tilde{u}_i\tilde{v}_i^{q_k}\cdot x_i(b^*)^{-1}x_i^2b^{-1}x_i \cdot b^{-1}\tilde{v}_i^{h_0}\tilde{u}_i\tilde{v}_i^{h_1}\cdots \tilde{u}_i\tilde{v}_i^{h_v}\right] \\
= E\left[ G_{u_i+v_i}(b^*) \cdot x_i(b^*)^{-1}x_i^2b^{-1}x_i \cdot G_{u_i+v_i}(b)\right].
$$

Finally, applying Lemma 3.5 with $x = u_i$, $y = v_i$ and $W = x_i(b^*)^{-1}x_i^2b^{-1}x_i$ for $b_1 = b^* = b_2$, yields

$$
\|E\left[ G_x^q(b^*)x_iG_x^q(b^*)x_i^2G_x^q(b)x_iG_x^q(b)\right]\| = \|E\left[ G_{u_i+v_i}(b^*) \cdot x_i(b^*)^{-1}x_i^2b^{-1}x_i \cdot G_{u_i+v_i}(b)\right]\| \\
\leq \|\mathcal{M}(b)^{-1}\|^{2} \cdot \|E[x_i(b^*)^{-1}x_i^2b^{-1}x_i]\| \\
\leq \|b^{-1}\|^{2} \cdot \|\mathcal{M}(b)^{-1}\|^{2} \cdot \alpha_4(x),
$$

where $\alpha_4(x) = \max_{1 \leq i \leq N} \sup \|E[x_i b x_i^2 b x_i]\|$ where the supremum is taken over $b \in \mathcal{B}$ such that $\|b\| = 1$.  


Putting the above bounds together, we get

\[ \| E \left[ G_{x_i}(b) x_i G_{x_i}(b) x_i G_{x_i}(b) \right] \| \leq \| b^{-1} \| \| \Im(b)^{-1} \| \sqrt{\alpha_2(x)} \sqrt{\alpha_4(x)}. \]

Similarly, we prove that

\[ \| E \left[ G_{z_i-1}(b) y_i G_{x_i}(b) y_i G_{x_i}(b) \right] \| \leq \| b^{-1} \| \| \Im(b)^{-1} \| \sqrt{\alpha_2(y)} \sqrt{\alpha_4(y)}. \]

As the second moments match, we have \( \alpha_2(x) = \alpha_2(y) \), and hence we infer that

\[ \| E[C_i(b)] \| \leq \| b^{-1} \| \| \Im(b)^{-1} \| \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\alpha_4(y)} \right) \]

\[ \leq \| \Im(b)^{-1} \| \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\alpha_4(y)} \right). \]

Finally, summing over \( i = 1, \ldots, N \) we get the bound in (1.3).

**Proof of (1.4).** Starting from (3.3), we have for any \( z \in \mathbb{C}^+ \),

\[ \varphi [G_{x_i}(z)] - \varphi [G_{y_i}(z)] = \sum_{i=1}^{N} \left( \varphi [G_{x_i}(z) (x_i G_{x_i}(z))^3] - \varphi [G_{z_i-1}(z) (y_i G_{x_i}(z))^3] \right). \]

As before, noting that \( G_{x_i}(z)x_i G_{x_i}(z) = G_{x_i}(z)x_i G_{x_i}(z) \), then (2.2) and (2.3) and the positivity of \( \varphi \) yield

\[ \left| \varphi [G_{x_i}(z)x_i G_{x_i}(z)x_i G_{x_i}(z)] \right|^2 \]

\[ \leq \varphi [G_{x_i}(z)x_i G_{x_i}(z) G_{x_i}(z)^* x_i G_{x_i}(z)] \cdot \varphi [G_{x_i}(z)^* x_i G_{x_i}(z)^* x_i^2 G_{x_i}(z) x_i G_{x_i}(z)] \]

\[ \leq \| G_{x_i}(z) \|^2 \cdot \varphi [G_{x_i}(z)^* x_i G_{x_i}(z)^* x_i^2 G_{x_i}(z) x_i G_{x_i}(z)]. \]

Applying Lemma 3.5 (iii) with \( x = u_i, y = v_i \) and \( W = x_i^2 \),

\[ \varphi [G_{x_i}(z)^* x_i G_{x_i}(z)^* x_i^2 G_{x_i}(z) x_i G_{x_i}(z)] \leq \| G_{u_i} (\varphi [G_{v_i}(z)]^{-1}) \| \| x_i^2 \| \cdot | \varphi [x_i^2] |. \]

By the same arguments as in (3.9), we get

\[ \varphi [G_{x_i}(z)^* x_i G_{x_i}(z)^* x_i^2 G_{x_i}(z) x_i G_{x_i}(z)] \leq \frac{1}{\| z \|} \varphi [G_{u_i + v_i}(z)^* \cdot \varphi [x_i^2] \cdot G_{u_i + v_i}(z)] \]

\[ \leq \frac{1}{\| z \|} \| G_{u_i} (\varphi [G_{v_i}(z)]^{-1}) \| \| x_i^2 \| \cdot | \varphi [x_i^2] |, \]

where the last inequality follows again by Lemma 3.5 (iii) with \( x = u_i, y = v_i \) and \( W = x_i^2 \).

Putting the above bounds together, we get

\[ \left| \varphi [G_{x_i}(z)x_i G_{x_i}(z)x_i G_{x_i}(z)] \right| \leq \| G_{x_i}(z) \| \| G_{u_i} (\varphi [G_{v_i}(z)]^{-1}) \| \| x_i^2 \| \cdot | \varphi [x_i^2] | \]

\[ \leq \frac{1}{\Im(z)} \| G_{u_i} (\varphi [G_{v_i}(z)]^{-1}) \| \| x_i^2 \| \cdot | \varphi [x_i^2] | \sqrt{\alpha_4(x) \alpha_2(x)}, \]

where \( \alpha_4(x) := \max_{1 \leq i \leq N} \sup |x_i^4| \) and \( \alpha_2(x) := \max_{1 \leq i \leq N} \sup |x_i^2| \). Similarly, we prove that

\[ \left| \varphi [G_{z_i-1}(z)y_i G_{x_i}(z)y_i G_{x_i}(z)] \right| \leq \frac{1}{\Im(z)} \| G_{u_i} (\varphi [G_{v_i}(z)]^{-1}) \| \| x_i^2 \| \cdot | \varphi [x_i^2] | \sqrt{\alpha_4(y) \alpha_2(y)}, \]

where \( \alpha_4(y) := \max_{1 \leq i \leq N} \sup |y_i^4| \) and \( \alpha_2(y) := \max_{1 \leq i \leq N} \sup |y_i^2| \).
As the second moments match, we have \(\alpha_2(x) = \alpha_2(y)\), and hence we infer that
\[
\left| \varphi[G_{\xi_N}(z)] - \varphi[G_{\eta_N}(z)] \right| \\
\leq \frac{1}{\text{Im}(z)^2} \sum_{i=1}^{N} \left\| \text{Im} G_{\xi_i}(\varphi[G_{\xi_i}(z)]^{-1}) \right\|_{L^2(A, \varphi)}^2 \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\alpha_4(y)} \right).
\]

Note that \(u_t < v_t\) implies that \(F_{u_t}(F_{v_t}(z)) = F_{u_t+v_t}(z)\) for all \(z \in \mathbb{C}^+\) where \(F_x\) is the reciprocal of the Cauchy transform \(G_x\) for any \(x = x^* \in A\). Thus, we have \(G_{u_t}(F_{v_t}(z)) = G_{u_t+v_t}(z)\). Therefore, for all \(z \in \mathbb{C}^+\),
\[
\left\| \text{Im} G_{\xi_i}(\varphi[G_{\xi_i}(z)]^{-1}) \right\|_{L^2(A, \varphi)}^2 = -\frac{\text{Im} G_{\xi_i}(F_{v_t}(z))}{\text{Im} F_{v_t}(z)} = -\frac{\text{Im} G_{u_t+v_t}(z)}{\text{Im} F_{v_t}(z)} \\
\leq -\frac{\text{Im} G_{u_t+v_t}(z)}{\text{Im}(z)} = \left\| G_{u_t+v_t}(z) \right\|^2_{L^2(A, \varphi)}.
\]

Hence by (3.6) and the above inequality, we infer that
\[
\int_{\mathbb{R}} \left| \text{Im} \left( \varphi[G_{\xi_N}(t+i\varepsilon)] \right) - \text{Im} \left( \varphi[G_{\eta_N}(t+i\varepsilon)] \right) \right| \, dt \leq \frac{\pi}{\varepsilon^2} \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\alpha_4(y)} \right) N.
\]

### 3.3. Infinitesimal case

The main idea of the proof is to bring the problem from the infinitesimal setting to the operator-valued framework where we can use already existing results. More precisely, Proposition 2.12 allows us to obtain the desired estimates in the infinitesimal free, Boolean, and monotone settings by passing to the operator-valued setting and applying respectively the results in [6] (Theorem 3.1), Section 3.1, and Section 3.2.

Let \((A, E, E', B)\) be an OV C*-infinitesimal probability space and recall the notation Section 2.2. The following Lemma demonstrates precisely how we can, with help of Proposition 2.12, pass to the operator-valued setting and still use the Lindeberg method to control the operator-valued infinitesimal Cauchy transform.

**Proposition 3.6.** Let \(x = \{x_1, \ldots, x_N\}\) and \(y = \{y_1, \ldots, y_N\}\) be two infinitesimally independent families of self-adjoint infinitesimally freely/Boolean/monotone independent elements satisfying Assumption 2. Then for any given \(b \in H^+(B)\), we have
\[
E'\left[ G_{\xi_N}(b) \right] - E'\left[ G_{\eta_N}(b) \right] = \sum_{i=1}^{N} \left( E'\left[ G_{\xi_i}(b) \left( x_i, G_{\eta_i}(b) \right)^3 \right] - E'\left[ G_{\xi_i^{-1}}(b) \left( y_i, G_{\eta_i}(b) \right)^3 \right] \right).
\]

Here \(x\) and \(y\) are infinitesimally monotone independent in the sense that \(A_{x_1} \preceq A_{x_2} \preceq \cdots \preceq A_{x_N} \preceq A_{y_1} \preceq A_{y_2} \preceq \cdots \preceq A_{y_N}\).

**Proof.** Consider \(x\) and \(y\) to be two self-adjoint families in \(A\). Let \((\widetilde{A}, \widetilde{E}, \widetilde{B})\) be the corresponding upper triangular space of \((A, E, E', B)\) and set \(\widetilde{x} = \{\tilde{x}_1, \ldots, \tilde{x}_N\}\) and \(\widetilde{y} = \{\tilde{y}_1, \ldots, \tilde{y}_N\}\) where
\[
\tilde{x}_j = \begin{bmatrix} x_j & 0 \\ 0 & x_j \end{bmatrix} \text{ and } \tilde{y}_j = \begin{bmatrix} y_j & 0 \\ 0 & y_j \end{bmatrix} \text{ for each } j = 1, \ldots, N.
\]

Finally, for each \(i = 1, \ldots, N\), let
\[
\tilde{z}_i = \sum_{j=1}^{i} \tilde{x}_j + \sum_{j=i+1}^{N} \tilde{y}_j \quad \text{and} \quad \tilde{z}_i^0 = \sum_{j=1}^{i-1} \tilde{x}_j + \sum_{j=i+1}^{N} \tilde{y}_j;
\]

and note that
\[
\tilde{z}_N = \begin{bmatrix} x_N & 0 \\ 0 & x_N \end{bmatrix} := \tilde{x}_N \quad \text{and} \quad \tilde{z}_0 = \begin{bmatrix} y_N & 0 \\ 0 & y_N \end{bmatrix} := \tilde{y}_N.
\]
Moreover, for any \( j \), each \( x \) satisfy Assumption 1 with respect to \( \tilde{x} \). Also note that if for all \( B \), \( \tilde{x} \) satisfy Assumption 2, then (3.11) also holds whenever \( x \) are either infinitesimally Boolean or monotone independent. Therefore, we conclude that \( \tilde{x} \) and \( \tilde{y} \) satisfy the assumption in [6, Theorem 3.1], which implies that for all \( B = \begin{bmatrix} b & b' \\ 0 & b \end{bmatrix} \in \tilde{B} \) and \( b' \in B \),

\[
\tilde{E}[G_{\tilde{x}i}(B)] - \tilde{E}[G_{\tilde{y}i}(B)] = \sum_{i=1}^{N} \left( \tilde{E}[G_{\tilde{x}i}(B)(\tilde{x}_i G_{\tilde{x}i}(B))] - \tilde{E}[G_{\tilde{y}i-1}(B)(\tilde{y}_i G_{\tilde{y}i}(B))] \right). 
\] (3.12)

Here we note that all the resolvents above are well-defined; indeed,

\[
G_{\tilde{x}i}(B) = \begin{bmatrix} (b - x_N)^{-1} & (b - x_N)^{-1}b'(b - x_N)^{-1} \\ 0 & 0 \end{bmatrix}. 
\]

In particular, for a given \( b \in \mathbb{H}^+(B) \), if we let \( B = \begin{bmatrix} b & 0 \\ 0 & b \end{bmatrix} \), then the left hand side of (3.12) is

\[
\begin{bmatrix} E[G_{\tilde{x}i}(b)] - E[G_{\tilde{y}i}(b)] & E'[G_{\tilde{x}i}(b)] - E'[G_{\tilde{y}i}(b)] \\ E[G_{\tilde{x}i}(b)] - E[G_{\tilde{y}i}(b)] & E[G_{\tilde{x}i}(b)] - E[G_{\tilde{y}i}(b)] \end{bmatrix}. 
\]

On the other hand, we observe that

\[
\tilde{E}[G_{\tilde{x}i}(b)(\tilde{x}_i G_{\tilde{x}i}(b))] = \begin{bmatrix} E[G_{\tilde{x}i}(b)(\tilde{x}_i G_{\tilde{x}i}(b))] & E'[G_{\tilde{x}i}(b)(\tilde{x}_i G_{\tilde{x}i}(b))] \\ 0 & E[G_{\tilde{x}i}(b)(\tilde{x}_i G_{\tilde{x}i}(b))] \end{bmatrix}, 
\]

and

\[
\tilde{E}[G_{\tilde{y}i-1}(b)(\tilde{y}_i G_{\tilde{y}i}(b))] = \begin{bmatrix} E[G_{\tilde{y}i-1}(b)(\tilde{y}_i G_{\tilde{y}i}(b))] & E'[G_{\tilde{y}i-1}(b)(\tilde{y}_i G_{\tilde{y}i}(b))] \\ 0 & E[G_{\tilde{y}i-1}(b)(\tilde{y}_i G_{\tilde{y}i}(b))] \end{bmatrix}, 
\]

for each \( i = 1, \ldots, N \). Therefore, the \((1,2)\)-entry of the right hand side of (3.12) is nothing but

\[
\sum_{i=1}^{N} \left( E'[G_{\tilde{x}i}(b)(\tilde{x}_i G_{\tilde{x}i}(b))] - E'[G_{\tilde{y}i-1}(b)(\tilde{y}_i G_{\tilde{y}i}(b))] \right). 
\]

By comparing both sides of (3.12), we conclude that (3.11) holds.

Similarly, if \( x \) and \( y \) are infinitesimally Boolean (respectively monotone) independent that satisfy Assumption [2] then \( x \) and \( y \) are Boolean (respectively monotone) independent that satisfy Assumption [1] with respect to \( \tilde{E} \). Therefore, combining the estimates in Section 3.1 and Section 3.2, (3.11) also holds whenever \( x \) and \( y \) are either infinitesimally Boolean or monotone independent. \( \square \)
Remark 3.7. Note that the fact that $E'$ is completely bounded and self-adjoint implies that $E' = E_1 - E_2$ for some completely positive maps $E_1$ and $E_2$. Therefore, for all $\alpha \in A$, we have

$$\|E'[\alpha]\| = \|E_1[\alpha] - E_2[\alpha]\| \leq \|E_1[\alpha]\| + \|E_2[\alpha]\| \leq 2\|\alpha\|.$$ 

Suppose $(\tilde{A}, \tilde{E}, \tilde{B})$ is an upper triangular probability space that is induced by $(A, E, E', B)$, then for a given $A = \begin{bmatrix} a & a' \\ 0 & a \end{bmatrix} \in \tilde{A}$,

$$\|\tilde{E}[A]\| = \|E[\alpha]\| + \|E'[\alpha]\} + \|E[\alpha']\| \leq 3(\|\alpha\| + \|\alpha'\|) = 3|\alpha|.$$ 

Proof of (1.5) Following Proposition 3.6 and Remark 3.7

$$\|E'[G_{x_1}(b)] - E'[G_{y_1}(b)]\| \leq \sum_{i=1}^{N} \left( \|E'[G_{z_i}(b)(x_i G_{x_i'(b)}(b))] + \|E'[G_{z_i}(b)(y_i G_{x_i'(b)})] \right) \right) \leq 2 \sum_{i=1}^{N} \left( \|G_{z_i}(b)(x_i G_{x_i'(b)})^3 + \|G_{z_i}(b)(y_i G_{x_i'(b)})^3 \right).$$ 

Note that for each $1 \leq i \leq N$,

$$\|G_{z_i}(b)(x_i G_{x_i'(b)})^3 \| \leq \|G_{z_i}(b)\| \cdot \|x_i\|^3 \cdot \|G_{x_i'(b)}\|^3 \leq \|\mathfrak{Im}(b)^{-1}\|^4 \|x_i\|^3.$$ 

Similarly, we prove that

$$\|G_{z_i}(b)(y_i G_{x_i'(b)})^3 \| \leq \|\mathfrak{Im}(b)^{-1}\|^4 \|y_i\|^3.$$ 

Thus, we obtain the desired result. \hfill \square

4. Operator-valued Central Limit Theorems

The aim of this section is to provide an application of our main results in Theorems 1.1 and 1.2 to the operator-valued central theorems for Boolean and monotone independence respectively. We will show how with our quantitative bounds in terms of the fourth and second operator-valued moments, we can furthermore obtain results on the fourth moment theorem for infinitely divisible measures in Section 4.3. Finally, we provide in Section 4.4 the first quantitative estimates in the infinitesimal setting.

Consider an operator-valued C*-probability space $(A, E, B)$. All along this section, we let $x := \{x_1, \ldots, x_n\}$ be a family of self-adjoint elements in $A$ that are centered with respect to $E$ and set

$$X_n := \frac{1}{\sqrt{n}} \sum_{j=1}^{n} x_j.$$ 

4.1. Boolean CLT. The Boolean Central Limit Theorem was first proved in the scalar-valued setting in the original paper by Speicher and Woroudi [35]. Quantitative versions were provided in [3] and [32] in terms of Lévy distance. In the operator-valued setting, the Boolean CLT was then proved in [8], where its quantitative extension may be found in [18] or in the notes [17].

We improve on the above-mentioned quantitative results by providing quantitative estimates in terms of the moments instead of the operator norm that can be pushed to obtaining quantitative
bounds on the Lévy distance. We start by letting $B_n$ be a centered $\mathcal{B}$-valued Bernoulli element whose variance is given by the completely positive map

$$\eta_n : \mathcal{B} \to \mathcal{B}, \quad b \mapsto \eta_n(b) = \frac{1}{n} \sum_{j=1}^{n} E[x_j b x_j].$$

We provide in the following theorem quantitative results on the level of the operator-valued Cauchy transforms as well as the Lévy distance.

**Theorem 4.1.** Let $x := \{x_1, \ldots, x_n\}$ be a family of self-adjoint elements in $\mathcal{A}$ that are Boolean independent with amalgamation over $\mathcal{B}$ and that are such that $E[x_j] = 0$. Then, for any $b \in \mathbb{H}^+(\mathcal{B})$,

$$\|E[G_{x_n}(b)] - E[G_{B_n}(b)]\| \leq \frac{1}{\sqrt{n}} \|\Im(b)^{-1}\|^4 \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\alpha_2(x)^2} \right).$$

Furthermore, there is a universal positive constant $c$ such that

$$L(\mu_{x_n}, \mu_{B_n}) \leq c \left( \alpha_2(x) (\alpha_4(x) + \alpha_2(x)^2) \right)^{1/14} n^{-1/14}.$$

**Proof.** The proof follows by a direct application of Theorem 1.1 where we choose $y = \{y_1, \ldots, y_n\}$ to be a family of $\mathcal{B}$-valued Bernoulli elements that are Boolean independent over $\mathcal{B}$ and are such that $E[y_j] = 0$ and $E[y_j b y_j] = E[x_j b x_j]$ for any $j \in [n]$ and $b \in \mathcal{B}$. Moreover, we note that in this case, we have that

$$E[y_j b^* y_j b y_j] = E[y_j b^* y_j E[y_j b y_j]].$$

As $E$ is a completely positive map, we note that $\sup_{b \in \mathcal{B}, \|b\| = 1} \|E[y_j b^* y_j]\| = \|E[y_j^2]\|$ and hence we get that $\alpha_4(y) = \alpha_2(x)^2$. To end the proof of the first part of the theorem, it remains to notice that $\frac{1}{\sqrt{n}} \sum_{j=1}^{n} y_j$ is a centered $\mathcal{B}$-valued Bernoulli element with variance $\eta_n$, (See [17, Lemma 6.2.5]).

To prove the bound on the Lévy distance, we apply similarly (1.2) which yields for any $\varepsilon > 0$

$$\int_{\mathbb{R}} \left| \Im(x G_{x_n}(t + i\varepsilon)) - \Im(x G_{B_n}(t + i\varepsilon)) \right| dt \leq \frac{\pi}{\sqrt{\varepsilon}} \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\alpha_2(x)^2} \right).$$

Then using the bound in (2.4), we get for any $\varepsilon > 0$

$$L(\mu_{x_n}, \mu_{B_n}) \leq 2 \sqrt{\frac{\varepsilon}{\pi}} + \frac{1}{\sqrt{\varepsilon}} \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\alpha_2(x)^2} \right).$$

Finally, optimizing over $\varepsilon > 0$, we get the desired bounds on the Lévy distance. \[\square\]

**Theorem 4.2.** Let $(\mathcal{A}, E, \mathcal{B})$ be an operator-valued $C^*$-probability space. Consider two operator-valued Bernoulli elements $B_0, B_1$ with respective covariance maps $\eta_0, \eta_1 : \mathcal{B} \to \mathcal{B}$. Then, for every $k \in \mathbb{N}$ and each $b \in \mathbb{H}^+(\mathcal{M}_k(B))$, we have

$$\|G_{M_k(B)}^{(B)}(b) - G_{M_k(B)}^{(B)}(b)\| \leq k \|\mathcal{M}(b)^{-1}\|^3 \|\eta_1 - \eta_0\|. \quad (4.1)$$

Moreover, if $(\mathcal{A}, \varphi)$ is a $\mathcal{W}^*$-probability space with $\varphi = \varphi \circ E$, then the scalar-valued Cauchy transforms of $B_1$ and $B_0$ satisfy

$$\frac{1}{\pi} \int_{\mathbb{R}} \left| G_{B_1}(t + i\varepsilon) - G_{B_0}(t + i\varepsilon) \right| dt \leq \frac{1}{\varepsilon^2} \|\eta_1 - \eta_0\| \quad (4.2)$$

for each $\varepsilon > 0$ and, with the universal positive constant $c = 5(\frac{1}{4\pi})^{2/5} < 1.817$, we have that

$$L(\mu_{B_1}, \mu_{B_0}) \leq c \|\eta_1 - \eta_0\|^{1/5}. \quad (4.3)$$
While the proof is similar to that of the free case in [6, Theorem 3.5], we write it again for the convenience of the reader as its arguments will be used repeatedly in the coming sections.

Proof. Fix \( m \in \mathbb{N} \) and let \( x = \{x_1, \ldots, x_m\} \) and \( y = \{y_1, \ldots, y_m\} \) be two Boolean independent families consisting of Boolean independent copies of the given Bernoulli elements \( \frac{1}{\sqrt{m}} B_0 \) and \( \frac{1}{\sqrt{m}} B_1 \) respectively. Adopting the notation in Proposition 3.2, we note that \( z_m \) and \( z_0 \) have the same distributions as \( B_0 \) and \( B_1 \) respectively. Hence following (3.1), we obtain

\[
E[G_{B_0}(b)] - E[G_{B_1}(b)] = \frac{1}{m} \sum_{i=1}^{m} \left( E[G_{x_i}^0(b)(x_i \ G_{x_i}^0(b))^2] - E[G_{x_i}^0(b)(y_i \ G_{x_i}^0(b))^2] \right) \\
+ \frac{1}{m \sqrt{m}} \sum_{i=1}^{m} \left( E[G_{z_i}(b)(x_i \ G_{x_i}^0(b))^3] - E[G_{z_i-1}(b)(y_i \ G_{x_i}^0(b))^3] \right).
\]

Then for each \( i \in [m] \), we follow the steps of (3.4) to obtain

\[
E[G_{x_i}^0(b)x_i G_{x_i}^0(b)x_i G_{x_i}^0(b)] = E[G_{x_i}^0(b)]E[x_i b^{-1} x_i]E[G_{x_i}^0(b)].
\]

Hence,

\[
\| E[G_{x_i}^0(b)(x_i \ G_{x_i}^0(b))^2] - E[G_{x_i}^0(b)(y_i \ G_{x_i}^0(b))^2] \| \leq \| E[G_{x_i}^0(b)] \| \| (\eta_0 - \eta_1)(b^{-1}) \| E[G_{x_i}^0(b)] \| \\
\leq \| b^{-1} \| \| \eta_0 - \eta_1 \|.
\]

As for the third order term, we get for each \( i \in [m] \),

\[
\| E[G_{z_i}(b)(x_i \ G_{x_i}^0(b))^3] \| + \| E[G_{z_i-1}(b)(y_i \ G_{x_i}^0(b))^3] \| \leq 2 \| \eta_0 - \eta_1 \| \| x_i \|^3 + \| y_i \|^3.
\]

Therefore, we obtain

\[
\| E[G_{B_0}(b)] - E[G_{B_1}(b)] \| \\
\leq \| b^{-1} \| \| \eta_0 - \eta_1 \| + \frac{2}{\sqrt{m}} \| \eta_0 - \eta_1 \| \left( \max_{1 \leq i \leq m} \| x_i \|^3 + \max_{1 \leq i \leq m} \| y_i \|^3 \right). \tag{4.4}
\]

Finally, noting that (4.4) holds for any \( m \), we let \( m \to \infty \) to obtain the desired bounded for \( k = 1 \). The proof of the assertion for general \( k \in \mathbb{N} \) can be easily proved by noting that Boolean independence is preserved under matrix amplification and then applying (4.4) to \( I_k \otimes B_1 \) and \( I_k \otimes B_0 \) in the operator-valued C*-probability space \((M_k(A), \text{id}_k \otimes E, M_k(B))\). Hence, we directly obtain for all \( b \in \mathbb{H}^+(M_k(B)) \),

\[
\| G_{I_k \otimes B_0}^{M_k(B)}(b) - G_{I_k \otimes B_1}^{M_k(B)}(b) \| \leq \| \eta_0 - \eta_1 \| \text{id}_k \otimes \eta_0 - \text{id}_k \otimes \eta_1 \|.
\]

Using the fact that \( \| \text{id}_k \otimes \eta_0 - \text{id}_k \otimes \eta_1 \| \leq k \| \eta_0 - \eta_1 \| \), which follows from [26, Exercise 3.10], we arrive at the desired bound for general \( k \). Finally, to prove (4.2) and (4.3), we note that for each \( i \in [m] \) and \( z \in \mathbb{C}^+ \),

\[
| \phi[G_{x_i}^0(z)](\eta_0 - \eta_1)(z) \phi[G_{x_i}^0(z)] | \leq \frac{1}{|z|} \| \eta_0 - \eta_1 \| \phi[G_{x_i}^0(z)] \phi[G_{x_i}^0(z)]^* \leq \frac{\| \eta_0 - \eta_1 \|}{\| \eta_0 - \eta_1 \|} \| G_{x_i}^0(z) \|^2_{L^2}. \tag{4.4}
\]

Then, the remaining of the proof follows the analogous argument of proof in [6, Theorem 3.5]. \[ \square \]
4.2. Monotone CLT. This section is devoted to studying the operator-valued monotone CLT. The scalar-valued case was first proved in [23] before getting extended to the operator-valued setting, see [31] and [16]. Moreover, quantitative versions can be also found in [4] in the scalar case and in [18] and [17] in the operator-valued case.

It is similar to Boolean case in the previous subsection that our main improvement is providing quantitative estimates in terms of moments instead of the operator norm, and it allows us to get the quantitative bounds on Lévy distance.

For any $1 \leq j \leq n$, we denote by $\nu_j$ the $B$-valued arcsine distribution with variance given by the completely positive map

$$\eta_j: B \to B, \quad b \mapsto \eta_j(b) = E[x_j b x_j].$$

We denote by $A_n$ the $B$-valued generalized arcsine element of $A$ whose distribution is given by $\text{dil}_{n^{-1/2}}(\nu_1 \triangleright \cdots \triangleright \nu_n)$. For more details on generalized arcsine distributions, see [17, Chapter 7].

**Theorem 4.3.** Let $x := \{x_1, \ldots, x_n\}$ be a family of self-adjoint elements in $A$ that are monotone independent with amalgamation over $B$, i.e. $A_{x_1} \prec A_{x_2} \prec \cdots \prec A_{x_n}$ over $B$, and that are such that $E[x_j] = 0$. Then, for any $b \in \mathbb{H}^+(B)$,

$$\left\| E[G_{x_n}(b)] - E[G_{A_n}(b)] \right\| \leq \frac{1}{\sqrt{n}} \left\| \mathfrak{Im}(b)^{-1} \right\| 4 \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\frac{3}{2}} \alpha_2(x)^2 \right).$$

Furthermore, in the scalar case where $B = \mathbb{C}$, there is a universal positive constant $c$ such that

$$L(\mu_{x_n}, \mu_{A_n}) \leq c \left( \alpha_2(x) (\bar{\alpha}_4(x) + \frac{3}{2} \alpha_2(x)^2) \right)^{1/4} n^{-1/4}.$$  

**Proof.** The proof follows by a direct application of Theorem 1.2 where we choose $y = \{y_1, \ldots, y_n\}$ to be a family of $B$-valued arcsine elements that are such that $A_{x_1} \prec A_{x_2} \prec \cdots \prec A_{x_n} \prec A_{y_1} \prec A_{y_2} \prec \cdots \prec A_{y_n}$ over $B$, $E[y_j] = 0$ and $E[y_j b y_j] = E[x_j b x_j]$ for any $j \in [n]$ and $b \in B$. Now note that since $y_j$ is a $B$-valued arcsine element, then

$$E[y_j b^* y_j b y_j] = E[y_j b^* y_j] E[y_j b y_j] + \frac{1}{2} E[y_j b^* E[y_j^2] b y_j] = E[x_j b^* x_j] E[x_j b x_j] + \frac{1}{2} E[x_j b^* E[x_j^2] b x_j]$$

where we have used the fact that the moments of the second order of $y_j$ and $x_i$ match. Using the fact that $E$ is positive and that $\sup \|E[x_j b x_j]\| = \|E[x_j^2]\|$ where the supremum is taken over $b \in B$ with $\|b\| = 1$, we conclude that $\alpha_4(y) \leq \frac{2}{3} \alpha_2(x)^2$.

Setting $A_n = \frac{1}{\sqrt{n}} \sum_{j=1}^n y_j$, it remains to notice that $A_n$ is a $B$-valued generalized arcsine element whose distribution is given by $\text{dil}_{n^{-1/2}}(\nu_1 \triangleright \cdots \triangleright \nu_n)$ where $\nu_j$ is the arcsine distribution of variance $\eta_j$.

To prove the bound on the Lévy distance, we apply similarly (1.4) which yields for any $\varepsilon > 0$

$$\int_{\mathbb{R}} \left| \mathfrak{Im}(\varphi[G_{x_n}(t+i \varepsilon)]) - \mathfrak{Im}(\varphi[G_{A_n}(t+i \varepsilon)]) \right| dt \leq \frac{1}{\sqrt{n}} \frac{\pi}{\varepsilon^3} \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\frac{3}{2}} \alpha_2(x)^2 \right).$$

Then using the bound in (2.4), we get for any $\varepsilon > 0$,

$$L(\mu_{x_n}, \mu_{A_n}) \leq 2 \sqrt{\frac{\varepsilon}{\pi}} + \frac{1}{\sqrt{n}} \frac{1}{\varepsilon^3} \sqrt{\alpha_2(x)} \left( \sqrt{\alpha_4(x)} + \sqrt{\frac{3}{2}} \alpha_2(x)^2 \right).$$

Finally, optimizing over $\varepsilon > 0$, we get the desired bounds on the Lévy distance. \qed
Theorem 4.4. Let \((A, E, \mathcal{B})\) be an operator-valued C*-probability space and consider two \(\mathcal{B}\)-valued arcsine elements \(A_0, A_1\) with respective covariance maps \(\eta_0, \eta_1 : \mathcal{B} \to \mathcal{B}\). Then, for every \(k \in \mathbb{N}\) and each \(b \in \mathbb{H}^+(M_k(\mathcal{B}))\), we have
\[
\|S_{1_k \otimes A_1}(b) - S_{1_k \otimes A_0}(b)\| \leq k\|\mathcal{J}m(b)^{-1}\|^3\|\eta_1 - \eta_0\|. \tag{4.5}
\]
Moreover, if \((A, \varphi)\) is a \(W^*\)-probability space, then the scalar-valued Cauchy transforms of \(A_1\) and \(A_0\) satisfy
\[
\frac{1}{\pi} \int_{\mathbb{R}} |S_{A_1}(t + i\varepsilon) - S_{A_0}(t + i\varepsilon)| \, dt \leq \frac{1}{\varepsilon^2}\|\eta_1 - \eta_0\| \tag{4.6}
\]
for each \(\varepsilon > 0\) and, with the universal positive constant \(c = 5(\frac{1}{\eta^5})^{2/5} < 1.817\), we have
\[
L(\mu_{A_1}, \mu_{A_0}) \leq c\|\eta_1 - \eta_0\|^{1/5}. \tag{4.7}
\]
Proof. Fix \(m \in \mathbb{N}\) and let \(x = \{x_1, \ldots, x_m\}\) and \(y = \{y_1, \ldots, y_m\}\) be two families whose elements are arcsine elements with variances \(\frac{1}{m_0}\eta_0\) and \(\frac{1}{m_1}\eta_1\) respectively and that are such that \(A_{x_1} < \cdots < A_{x_m} < A_{y_1} < \cdots < A_{y_m}\). The estimate in (4.5) follows by similar arguments as for proving (4.1). We shall still illustrate in the following how to control the second-order term where the main difference lies. Following the lines of the proof of (1.3) and using (i) of Lemma 3.5, we have
\[
E\left[G_{\chi_i}(b)|x_i| G_{\chi_i}(b)\right]^2 = E\left[G_{u_i+v_i}(b)x_i b^{-1} x_i G_{u_i+v_i}(b)\right] = E\left[G_{u_i}(E[G_{\chi_i}(b)]^{-1})\right] E[|x_i b^{-1} x_i| E[G_{u_i}(E[G_{\chi_i}(b)]^{-1})]
\]
where \(u_i = \sum_{j=1}^{i-1} x_j\) and \(v_i = \sum_{j=i+1}^{m} y_j\). Similarly,
\[
E\left[G_{\chi_i}(b)|y_i| G_{\chi_i}(b)\right]^2 = E\left[G_{u_i}(E[G_{\chi_i}(b)]^{-1})\right] E[|y_i b^{-1} y_i| E[G_{u_i}(E[G_{\chi_i}(b)]^{-1})],
\]
Hence,
\[
\|E\left[G_{\chi_i}(b)|x_i| G_{\chi_i}(b)\right]^2 - E\left[G_{\chi_i}(b)|y_i| G_{\chi_i}(b)\right]^2\|
\]
\[
= \|E\left[G_{u_i}(E[G_{\chi_i}(b)]^{-1})\right](\eta_0 - \eta_1)(b^{-1}) E[G_{u_i}(E[G_{\chi_i}(b)]^{-1})]\|
\]
\[
\leq \|\mathcal{J}m(E[G_{\chi_i}(b)]^{-1})\|^2 \|\eta_0 - \eta_1\|\|b^{-1}\|
\]
\[
\leq \|b^{-1}\|\|\mathcal{J}m(b)^{-1}\| \|\eta_0 - \eta_1\|, \tag{4.8}
\]
where we have used again the fact that \(\mathcal{J}m(E[G_{\chi_i}(b)]^{-1}) \geq \mathcal{J}m(b)\) for any \(b \in \mathbb{H}^+(\mathcal{B})\). This proves the assertion in (4.5) for the case \(k = 1\). Noting that, by Proposition 2.6, monotone independence is preserved under amplification with the identity matrix, we prove the assertion for general \(k \in \mathbb{N}\), by applying (4.8) for \(1_k \otimes A_1\) and \(1_k \otimes A_0\) in the framework of the operator-valued C*-probability space \((M_k(A), \text{id}_k \otimes E, M_k(\mathcal{B}))\). Hence, we get for all \(b \in \mathbb{H}^+(M_k(\mathcal{B}))\),
\[
\|S_{1_k \otimes A_1}(b) - S_{1_k \otimes A_0}(b)\| \leq k\|\mathcal{J}m(b)^{-1}\|^3\|\text{id}_k \otimes \eta_0 - \text{id}_k \otimes \eta_1\|.
\]
Using the fact that \(\|\text{id}_k \otimes \eta_0 - \text{id}_k \otimes \eta_1\| \leq k\|\eta_0 - \eta_1\|\), which follows from [26, Exercise 3.10], we arrive at the desired bound for general \(k\). Now to prove (4.6) and (4.7), we observe that for \(z \in \mathbb{C}^+\),
\[
\varphi[G_{\chi_i}(z)|(\eta_0 - \eta_1)(z) \varphi[G_{\chi_i}(z)]| < \frac{1}{\mathcal{J}m(z)}\|\eta_0 - \eta_1\|\|\varphi[G_{u_i}(\varphi[G_{\chi_i}(z)]^{-1})]\|^2
\]
\[
< \frac{1}{\mathcal{J}m(z)}\|\eta_0 - \eta_1\|\|G_{\chi_i}(z)\|^2_{L^2(A, \varphi)}.
\]
Note that the last inequality holds due to the Cauchy Schwacrz inequality and following (3.10): \[ \| G_u(\varphi|G_{\varphi}(z)|^{-1}) \|_{L^2(A, \varphi)} \leq \| G_{u+\varphi}(z) \|_{L^2(A, \varphi)}. \] Then, the remaining argument follows the analogous proof in [6, Theorem 3.5]. \[ \square \]

4.3. Fourth moment theorem for monotone infinitely divisible measures. Fourth moment theorems refer to a simplification of the moment method to prove the weak convergence of a sequence of random variables \( y_n \) to a given random variable \( y \). Such theorems state that if the fourth moment of \( y_n, \varphi[y_n^4] \), approaches the fourth moment of a random variable \( y, \varphi[y^4] \), then \( y_n \rightarrow y \) weakly. In certain cases, one can even quantify such convergence in terms of the difference \( |\varphi[y_n^4] - \varphi[y^4]| \).

Here we are concerned with the class of infinitely divisible measures with respect to the monotone convolution, which we denote by \( \text{ID}(\triangleright) \). This completes the main theorems from [2] where the authors give a quantitative version of the results in [1], in the cases of free and tensor independence. A fourth moment theorem was given in [3] for the Boolean case keeping the monotone case open. Our results complete the picture by including the monotone case and proving quantitative bounds for the fourth moment theorem in this setting.

The main observation is that a Berry-Esseen estimate may be used to prove such a theorem. Indeed, using the fact that \( \varphi[x^4] \geq \varphi[x^2]^2 \), we deduce by Theorem 4.3 that if the \( x_i \)'s are monotonically independent and identically distributed variables with mean 0, variance 1 and finite fourth moment \( \varphi[x_i^4] \), then

\[ L(\mu_{x_n}, \mu_{A_n}) \leq K \left( \frac{\varphi[x_i^4]}{n} \right)^{1/14}, \]

for some constant \( K > 0 \). In order to connect the above bound to a fourth moment theorem we will use the monotone cumulants. It was shown by Hasebe and Saigo [15] that the sequence of monotone cumulants \( \{h_n\}_{n \geq 1} \) satisfies the property that for any \( m \in \mathbb{N} \) :

\[ h_n(\sum_{i=1}^{m} x_i, \ldots, \sum_{i=1}^{m} x_i) = mh_n(x_1, \ldots, x_1), \]

whenever \( \{x_i\}_{i=1}^{m} \) is a collection of identically distributed monotone independent variables. The first four cumulants are written in terms of the first four moments as follows:

\[ h_1(x) = \varphi[x], \]

\[ h_2(x, x) = \varphi[x^2] - \varphi[x]^2, \]

\[ h_3(x, x, x) = \varphi[x^3] - \frac{5}{2} \varphi[x^2] \varphi[x] + \frac{3}{2} \varphi[x]^3, \]

\[ h_4(x, x, x, x) = \varphi[x^4] - \frac{3}{2} \varphi[x^2]^2 - 3 \varphi[x^3] \varphi[x] + \frac{37}{6} \varphi[x^2] \varphi[x]^2 - \frac{8}{3} \varphi[x]^4. \]

Note that if we normalize so that \( \varphi[x] = 0 \) and \( \varphi[x^2] = 1 \), then \( h_2(x, x) = \varphi[x^2] = 1 \) and \( h_4(x, x, x, x) = \varphi[x^4] - \frac{5}{2} \varphi[x^2]^2 = \varphi[x^4] - 1.5 \). Having this in hand, we now state our fourth moment theorem for the scalar-valued monotone case, which is completely new. The key point is that now we have a bound in terms of the second and fourth moment, which was not the case in previous works, see [4, Theorem 1.1].

**Theorem 4.5.** Let \( Y \) be a monotone infinitely divisible random variable with mean 0 and variance 1 and \( A \) be a standard arcsine element. Then \( L(\mu_Y, \mu_A) \leq K(\varphi[Y^4] - 1.5)^{1/14} \), for some \( K > 0 \).

**Proof.** Since \( Y \) is infinitely divisible, then for each \( n \in \mathbb{N} \), we may write \( Y \) as a sum of \( n \) identically monotone independent random variables

\[ Y = y_1 + \cdots + y_n = \frac{1}{\sqrt{n}}(\sqrt{n}y_1 + \cdots + \sqrt{n}y_n). \]
Noting that \( \varphi([\sqrt{ny}]^2) = h_2(\sqrt{ny}, \sqrt{ny}) = nh_2(y, y) = h_2(Y, Y) = 1 \) and \( h_4(\sqrt{ny}) = n^2h_4(y, y, y, y) = nh_4(Y, Y, Y, Y) \), then

\[
\varphi([\sqrt{ny}]^4) = h_4(\sqrt{ny}, \sqrt{ny}, \sqrt{ny}, \sqrt{ny}) + 1.5 = nh_4(Y, Y, Y, Y) + 1.5.
\]

For a standard arcsine element \( A \), we may assume, without loss of generality, that \( A = A_n = \frac{1}{\sqrt{n}}(x_1 + \cdots + x_n) \) where the \( x_i \)'s are also standard arcsine variables. With this observation, Theorem 4.3 holds and hence the bound (4.9) yields that

\[
\mathbb{L}(\mu_Y, \mu_A) = \mathbb{L}(\mu_Y, \mu_{A_n}) \leq K \left( \frac{\varphi([\sqrt{ny}]^4)}{n} \right)^{1/14} = K \left( \frac{h_4(\sqrt{ny}, \sqrt{ny}, \sqrt{ny}, \sqrt{ny}) + 1.5}{n} \right)^{1/14}.
\]

Since \( n \) is arbitrary, we let it go to infinity to obtain as desired

\[
\mathbb{L}(\mu_A, \mu_Y) \leq K(h(Y, Y, Y))^{1/14} = K(\varphi[Y^4] - 1.5)^{1/14}.
\]

\[\square\]

In the case of operator-valued monotone independent variables, we can give a bound for the difference of the Cauchy transforms in terms of the fourth \( \mathcal{B} \)-valued cumulants.

For this aim, we need analogue operator-valued formulas to those in (4.10). As before, when we restrict to the centered case, i.e. \( E[x] = 0 \), the formulas simplify and we get that \( h_4^B(x) = E(x) = 0 \), \( h_2^B(x) = E[xbx] = \eta(b) \), \( h_3^B(xb_1, xb_2, x) = E[xb_1xb_2x] \) and

\[
h_4^B(xb_1, xb_2, xb_3, x) = E[xb_1xb_2xb_3x] - E[xb_1xb_2x]E[xb_3x] - \frac{1}{2}E[xb_1E[xb_2xb_3x]].
\]

**Theorem 4.6.** Let \((A, E, \mathcal{B})\) be a \( \mathcal{C}^* \)-probability space and \( Y \) be monotone \( \eta \)-divisible element over \( \mathcal{B} \) with \( E[Y] = 0 \) and \( E[YbY] = \eta(b) \). Then, for any \( \forall n \in \mathbb{N} \) and \( b \in H^+(\mathcal{M}_K(\mathcal{B})) \),

\[
\|E[G_M^{k}(\mathcal{B})](b)] - E[G_{\mathcal{A}K}(\mathcal{B})](b))\| \leq k\|\mathbb{M}(b)^{-1}\|^{4}\sqrt{\|\eta(\mathbb{1})\|}\sqrt{\sup \|h_4^B(Yb, Yb', Y')\|},
\]

where \( \mathbb{A} \) is the \( \mathcal{B} \)-valued arcsine element with \( E[\mathbb{A}] = 0 \) and \( E[\mathbb{A}b\mathbb{A}] = \eta(b) \) and the supremum is taken over all \( b, b' \in \mathcal{B} \) with \( \|b\| = \|b'\| = 1 \).

As the above bound holds on the level of the fully matricial extensions of Cauchy transforms, it is sufficient to capture convergence in distribution over \( \mathcal{B} \) which yields the following operator-valued monotone fourth moment theorem:

**Corollary 4.7.** Let \((A, E, \mathcal{B})\) be a \( \mathcal{C}^* \)-probability space and \((Y_N)_{N \in \mathbb{N}}\) a family of monotone \( \eta \)-divisible elements over \( \mathcal{B} \) such that \( E[Y_N] = 0 \), \( E[Y_NbY_N] = \eta(b) \) and \( \sup_{N \in \mathbb{N}} \|Y_N\| < \infty \). Provided that \( \sup \|h_4^B(Y_Nb, Y_N, Y_Nb', Y_N)\| \to 0 \) as \( N \to \infty \) where the supremum is taken over all \( b, b' \in \mathcal{B} \) with \( \|b\| = \|b'\| = 1 \), then \( Y_N \) converges in distribution over \( \mathcal{B} \) to a \( \mathcal{B} \)-valued centered arcsine element \( \mathbb{A} \) with variance \( \eta \).

If, in addition, \((A, \varphi)\) is a \( \mathcal{C}^* \)-probability space and \( \varphi = \varphi \circ E \), then the distribution of \( Y_N \) with respect to \( \varphi \), converges to that of \( \mathbb{A} \).

**Proof of Theorem 4.6.** Let \( Y \) be monotone \( \eta \)-divisible over \( \mathcal{B} \). We write \( Y \) as a sum of \( n \) identically distributed monotone independent random variables

\[
Y = y_1 + \cdots + y_n = \frac{1}{\sqrt{n}}(\sqrt{ny_1} + \cdots + \sqrt{ny_n}).
\]
For a $B$-valued arcsine element $A$, we may assume that $A = A_n = \frac{1}{\sqrt{n}}(x_1 + \cdots + x_n)$ where the $x_i$'s are themselves $B$-valued arcsine variables with mean zero and variance map $\eta$. With this observation, Theorem 4.3 holds and yields following bound: for any $n \in \mathbb{N}$ and any $b \in \mathbb{H}^+(B)$,

$$\|E[G_Y(b)] - E[G_A(b)]\| \leq \frac{1}{\sqrt{n}}\|\text{Im}(b)^{-1}\|^2B_n(y),$$

where

$$B_n(y) = \sqrt{\alpha_2(\sqrt{ny}_1)} \left( \sqrt{\alpha_4(\sqrt{ny}_1)} + \sqrt{\frac{3}{2}\alpha_2(\sqrt{ny}_1)^2} \right).$$

To control the above estimate, we note that

$$\alpha_2(\sqrt{ny}_1) = \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\| = \|h_2^B(\sqrt{ny}_1, \sqrt{ny}_1)\| = \|h_2^B(Y1, Y)\| = \|\eta(1)\|.$$ 

Moreover, we observe that

$$E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1] = h_4^B(\sqrt{ny}_1b^*, \sqrt{ny}_1, \sqrt{ny}_1b, \sqrt{ny}_1) + \eta(b^*)\eta(b) + \frac{1}{2}\eta(b^*\eta(1)b)$$

$$= n\eta_4^B(Yb^*, Yb, Y) + \eta(b^*)\eta(b) + \frac{1}{2}\eta(b^*\eta(1)b),$$

which yields that

$$\alpha_4(\sqrt{ny}_1) = \sup_{b \in B, \|b\|=1} \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$$

$$\leq \sup_{b \in B, \|b\|=1} n\|\eta_4^B(Yb^*, Yb, Y)\| + \|\eta(1)\|^2 + \frac{1}{2}\|\eta(1)\|.$$

Hence, we for any $n \in \mathbb{N}$

$$\frac{1}{\sqrt{n}}B_n(y) \leq \sqrt{\|\eta(1)\|} \left( \sqrt{\sup_{b \in B, \|b\|=1} \|\eta_4^B(Yb^*, Yb, Y)\| + \frac{\|\eta(1)\|^2}{n} + \frac{\|\eta(1)\|^2}{2n} + \sqrt{\frac{3\|\eta(1)\|^2}{2n}} \right).$$

Finally letting $n \to \infty$ and putting the above bounds together, we conclude that

$$\|E[G_Y(b)] - E[G_A(b)]\| \leq \|\text{Im}(b)^{-1}\|^2\sqrt{\|\eta(1)\|} \sqrt{\sup_{b \in B, \|b\|=1} \|\eta_4^B(Yb^*, Yb, Y)\|}. \quad (4.11)$$

This proves the assertion for $k = 1$. To prove it for general $k \in \mathbb{N}$, we note first that, by Proposition 2.6, monotone independence is preserved under amplification with the identity matrix, we prove the assertion for general $k \in \mathbb{N}$, by applying (4.11) for $1_k \otimes Y$ and $1_k \otimes A$ in the framework of the operator-valued $C^*$-probability space $(M_k(A), \text{id}_k \otimes E, M_k(B))$. We first note that by [6, Lemma 5.4], we have that $\|(\text{id}_k \otimes \eta)(1)\| \leq \|\eta(1)\|$. Moreover, for any $B \in M_k(B)$, one can easily check that

$$h_{4k}^B((1_k \otimes Y)B^*, (1_k \otimes Y), (1_k \otimes Y)B, (1_k \otimes Y)) = \sum_{i,j,\ell=1}^k E_{ij} \otimes h_{4k}^B(Y_{i\ell}, Y, Y_{j\ell}, Y),$$

where $\alpha_{ij}(\sqrt{ny}_1) = \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$, $\gamma_{ij}(\sqrt{ny}_1) = \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$, $\alpha_4(\sqrt{ny}_1) = \sup_{b \in B, \|b\|=1} \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$, $\gamma_4(\sqrt{ny}_1) = \sup_{b \in B, \|b\|=1} \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$, $\alpha_2(\sqrt{ny}_1) = \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$, $\gamma_2(\sqrt{ny}_1) = \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$, $\alpha_4(\sqrt{ny}_1) = \sup_{b \in B, \|b\|=1} \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$, $\gamma_4(\sqrt{ny}_1) = \sup_{b \in B, \|b\|=1} \|E[\sqrt{ny}_1b^*(\sqrt{ny}_1)^2b\sqrt{ny}_1]\|$. 
and hence, by [26] Exercise 3.10 (i), we get
\[
\left\| h_{4, k}^B \left( (1_k \otimes Y) B^*, (1_k \otimes Y), (1_k \otimes Y) B, (1_k \otimes Y) \right) \right\|
\leq \left( \sum_{i,j=1}^k \left\| h_{2, i}^B (Y B_{iY}, Y, Y B_{iY}, Y) \right\|^2 \right)^{1/2} \leq k^2 \| B \|^2 \sup_{b \in B, \| b \|=1} \left\| h_{2, i}^B (Y b, Y, Y b', Y) \right\|.
\]
From this, we infer that
\[
\sup_{B \in M_k(B), \| B \|=1} \left\| h_{4, k}^M \left( (1_k \otimes Y) B^*, (1_k \otimes Y), (1_k \otimes Y) B, (1_k \otimes Y) \right) \right\|
\leq \left( \sum_{i,j=1}^k \left\| h_{2, i}^B (Y B_{iY}, Y, Y B_{iY}, Y) \right\|^2 \right)^{1/2} \leq k^2 \sup_{b \in B, \| b \|=1} \left\| h_{2, i}^B (Y b, Y, Y b', Y) \right\|.
\]
Putting the above terms together, we prove the assertion for any \( k \in \mathbb{N} \).

4.4. Infinitesimal CLTs. This section is devoted to studying operator-valued infinitesimal central limit theorems, that were introduced in [27], see Theorem 2.17. We provide in this paper the first quantitative results in this setting that are on the level of operator-valued infinitesimal Cauchy transforms.

Suppose that \((\mathcal{A}, E, E', \mathcal{B})\) is an OV C*-infinitesimal probability space. Let \( x := \{x_1, \ldots, x_n\} \) be a family of self-adjoint elements in \( \mathcal{A} \) such that \( E[x_j] = E'[x_j] = 0 \) for all \( j \) and set
\[
X_n := \frac{1}{\sqrt{n}} \sum_{j=1}^n x_j.
\]
Given the setting we consider, we will denote by \( S_n \) a \( \mathcal{B} \)-valued infinitesimal semicircle, Bernoulli or generalized arcsine element (see [37], Section 3.3) with the infinitesimal variance \((\eta_n, \eta'_n)\) given by
\[
\eta_n(b) = \frac{1}{n} \sum_{j=1}^n E[x_j b x_j] \quad \text{and} \quad \eta'_n(b) = \frac{1}{n} \sum_{j=1}^n E'[x_j b x_j].
\]
We assume that our OVI probability space is rich enough to contain a family \( y := \{y_1, \ldots, y_n\} \) of independent \( \mathcal{B} \)-valued infinitesimal semicircular/Bernoulli/arcsine elements, that is itself independent of \( x \) and is such that \( E[y_i b y_i] = E[x_i b x_i] \) and \( E'[y_i b y_i] = E'[x_i b x_i] \) for any \( i = 1, \ldots, n \).

In the monotone case, the independence of \( y \) from \( x \) is assumed to hold in the sense that \( \mathcal{A}_{x_1} \perp \cdots \perp \mathcal{A}_{x_n} \perp \mathcal{A}_{y_1} \perp \cdots \perp \mathcal{A}_{y_n} \) over \( \mathcal{B} \).

We state now the first quantitative estimates in the infinitesimal setting that follow directly from Theorem 4.1.3 and that provide analogue estimates to those in Section 4.

Theorem 4.8. Let \( x := \{x_1, \ldots, x_n\} \) be a family of self-adjoint elements in \( \mathcal{A} \) that are infinitesimally free/Boolean/monotone independent with amalgamation over \( \mathcal{B} \) and that are such that \( E[x_j] = E'[x_j] = 0 \). Then, for any \( b \in \mathbb{H}^+(\mathcal{B}) \),
\[
\left\| E'[G_{X_n}(b)] - E'[G_{S_n}(b)] \right\| \leq \frac{2}{\sqrt{n}} \| \mathcal{M}(b)^{-1} \|^4 \left( \max_{1 \leq i \leq n} |x_i|^3 + 8 \max_{1 \leq i \leq n} \| E[x_i^2] \|^{1/2} \right),
\]
where $S_n$ is a $B$-valued infinitesimal semicircular/Bernoulli/generalized arcsine element with the infinitesimal variance $(\eta_n, \eta'_n)$. The bounds can be slightly improved in the Boolean case by removing the factor 8 on the right-hand side.

**Proof.** To obtain the above estimates, we choose the family $y = \{y_1, \ldots, y_n\}$ as above and then apply Theorem 1.3. We give a complete proof for the free case whereas we only indicate what choices of the family $y$ we do in the Boolean and monotone cases.

For the free case, we choose $y = \{y_1, \ldots, y_n\}$ to be a family of $B$-valued infinitesimal semicircular elements that are infinitesimally free and that are such that $E[y_j] = E'[y_j] = 0$, $E[x_j b x_j] = E[y_j b y_j]$, and $E'[x_j b x_j] = E'[y_j b y_j]$ for any $b \in B$ and $j \in [n]$. Finally, we set $S_n = \frac{1}{\sqrt{n}} \sum_{j=1}^n y_j$, and note that by Lemma 2.19 $S_n$ is a $B$-valued infinitesimal semicircular element with infinitesimal variance $(\eta_n, \eta'_n)$. Hence, Theorem 1.3 yields

$$\|E'[G_{x_n}(b)] - E'[G_{S_n}(b)]\| \leq \frac{2}{\sqrt{n}} \|\text{Im}(b)^{-1}\| \left( \max_{1 \leq i \leq n} \|x_i\|^3 + \max_{1 \leq i \leq n} \|y_i\|^3 \right).$$

Finally, we note that $\|y_i\| \leq 2\|\eta_{y_i}(1)\|^{1/2} = 2\|E[x_i^2]\|^{1/2}$ for each $i = 1, \ldots, n$ (see [17 Proposition 6.2.1]), which completes the proof of the free case.

For the Boolean case, we choose $y = \{y_1, \ldots, y_n\}$ to be a family of $B$-valued infinitesimal Bernoulli elements that are infinitesimally Boolean independent over $B$ with matching moments as described above. Finally, we note that for any $j \in [n]$, $\|y_j\| = \|\eta_{y_j}(1)\|^{1/2}$ which is the reason why the factor 8 can be improved to 1, see [17 Proposition 6.2.4]).

Finally, for the monotone case, we choose $y = \{y_1, \ldots, y_n\}$ to be a family of $B$-valued infinitesimal arcsine elements that are infinitesimally monotone independent in the sense that $A_{x_1} \preceq \cdots \preceq A_{x_n} \preceq A_{y_1} \preceq \cdots \preceq A_{y_n}$ over $B$ with matching moments as described above. Finally, we note that for any $j \in [n]$, $\|y_j\| \leq 2\|\eta_{y_j}(1)\|^{1/2}$, see [17 Proposition 6.2.6].

**Conjecture:** Let $(A_1, E_1, E'_1), \ldots, (A_k, E_k, E'_k)$ be OVI C*-probability spaces over $B$ and let $(A, E)$ be their OVI C*-free/Boolean/monotone product. Then there exists a linear $B$-bimodule self-adjoint completely bounded map $E' : A \rightarrow B$ with $E'(1) = 0$ such that $E'|_{A_i} = E'_i$ for $1 \leq j \leq k$ and such that $A_1, \ldots, A_k$ are infinitesimally free/Boolean/monotone independent over $B$.

**Remark 4.9.** We give an algebraic construction of the OVI free/Boolean/monotone products in Appendix A. The mapping $E'$ that we construct, satisfies all the properties in the above conjecture except for complete boundedness which is still open.

**Theorem 4.10.** Let $(A, E, E', B)$ be an OV C*-infinitesimal probability space, and let $c_0$ and $c_1$ be infinitesimal semicircular/Bernoulli/arc sine elements with respective infinitesimal variances $(\eta_0, \eta'_0)$ and $(\eta_1, \eta'_1)$. Provided that the above conjecture holds, then for any $b \in \mathbb{H}^+(B)$,

$$\|E'[G_{c_0}(b)] - E'[G_{c_1}(b)]\| \leq 9\|\text{Im}(b)^{-1}\| \left( \|\eta_0 - \eta_1\| + \|\eta'_0 - \eta'_1\| \right).$$

**Proof.** We shall prove only the free case and comment at the end on the Boolean and monotone cases. Let $s_0$ and $s_1$ be infinitesimal semicircular elements with respective infinitesimal variances $(\eta_0, \eta'_0)$ and $(\eta_1, \eta'_1)$. Given $m \in \mathbb{N}$, we let $x = \{x_1, \ldots, x_m\}$ and $y = \{y_1, \ldots, y_m\}$ be two infinitesimally free families whose elements are themselves infinitesimally free copies of $s_0$ and $\frac{1}{\sqrt{m}} s_1$ respectively. We consider the upper triangular probability space $(\tilde{A}, \tilde{E}, \tilde{B})$ that is induced by $(A, E, E', B)$, set

$$S_0 = \begin{bmatrix} s_0 & 0 \\ 0 & s_0 \end{bmatrix} \quad \text{and} \quad S_1 = \begin{bmatrix} s_1 & 0 \\ 0 & s_1 \end{bmatrix},$$

for the free case.
and finally define \( \tilde{\eta}_0(B) := \tilde{E}[S_0BS_0] \) and \( \tilde{\eta}_1(B) := \tilde{E}[S_1BS_1] \) for any \( B \in \mathbb{B} \).

The proof relies as before on the operator-valued Lindeberg method with the only difference that it is now applied with respect to \( \tilde{E} \) instead of \( E \). With this aim we set, for each \( i \in [m] \),

\[
\tilde{x}_i = \begin{bmatrix} x_i & 0 \\ 0 & x_i \end{bmatrix} \quad \text{and} \quad \tilde{y}_i = \begin{bmatrix} y_i & 0 \\ 0 & y_i \end{bmatrix},
\]

and note that the \( \tilde{x}_i \)'s and \( \tilde{y}_i \)'s are centered with respect to \( \tilde{E} \) but do not have matching moments of second order. Thus, we have for any \( B = \begin{bmatrix} b & b' \\ 0 & b \end{bmatrix} \in \mathbb{B} \) with \( b \in \mathbb{H}^+(B) \),

\[
\tilde{E}[G_{S_0}(B)] - \tilde{E}[G_{S_1}(B)] = \frac{1}{m} \sum_{i=1}^{m} \left( \tilde{E}[G_{\tilde{z}_i}(B) (\tilde{x}_i G_{\tilde{z}_i}(B))^2] - \tilde{E}[G_{\tilde{z}_i}(B) (\tilde{y}_i G_{\tilde{z}_i}(B))^2] \right)
\]

\[
+ \frac{1}{m \sqrt{m}} \sum_{i=1}^{m} \left( \tilde{E}[G_{\tilde{z}_i}(B)] (\tilde{x}_i G_{\tilde{z}_i}(B))^3] - \tilde{E}[G_{\tilde{z}_{i-1}}(B)] (\tilde{y}_i G_{\tilde{z}_i}(B))^3] \right)
\]

where

\[
\tilde{z}_i = \sum_{j=1}^{i} \tilde{x}_j + \sum_{j=i+1}^{m} \tilde{y}_j \quad \text{and} \quad \tilde{z}_i^0 = \sum_{j=1}^{i-1} \tilde{x}_j + \sum_{j=i+1}^{m} \tilde{y}_j.
\]

Hence,

\[
\left\| \tilde{E}[G_{S_0}(B)] - \tilde{E}[G_{S_1}(B)] \right\|
\]

\[
\leq \frac{1}{m} \sum_{i=1}^{m} \left\| \tilde{E}[G_{\tilde{z}_i}(B) (\tilde{x}_i G_{\tilde{z}_i}(B))^2] - \tilde{E}[G_{\tilde{z}_i}(B) (\tilde{y}_i G_{\tilde{z}_i}(B))^2] \right\|
\]

\[
+ \frac{1}{m \sqrt{m}} \sum_{i=1}^{m} \left( \left\| \tilde{E}[G_{\tilde{z}_{i-1}}(B)] (\tilde{x}_i G_{\tilde{z}_i}(B))^3] \right\| + \left\| \tilde{E}[G_{\tilde{z}_{i-1}}(B)] (\tilde{y}_i G_{\tilde{z}_i}(B))^3] \right\| \right).
\]

To control the above terms, we observe first that

\[
\left\| G_{\tilde{z}_i}(B) \right\| = \left\| \begin{bmatrix} (b - z_i^0)^{-1} & -(b - z_i^0)^{-1}b' (b - z_i^0)^{-1} \\ 0 & (b - z_i^0)^{-1} \end{bmatrix} \right\| \leq \left\| \mathcal{I}m(b)^{-1}(1 + \|b'\| \|\mathcal{I}m(b)^{-1}\|) \right\|,
\]

and that if we let \( \tilde{\eta} = \tilde{\eta}_0 - \tilde{\eta}_1, \eta = \eta_0 - \eta_1, \) and \( \eta' = \eta_0' - \eta_1' \), then \( \|\tilde{\eta}\| \leq \|\eta\| + \|\eta'\| \). Indeed, we have

\[
\|\tilde{\eta}(B)\| \leq \|\eta(b)\| + \|\eta(b')\| + \|\eta'(b)\|
\]

\[
\leq \|\eta\| \|b\| + \|\eta\| \|b'\| + \|\eta'\| \|b\|
\]

\[
\leq (\|\eta\| + \|\eta'\|)(\|b\| + \|b'\|) = (\|\eta\| + \|\eta'\|)\|B\|,
\]

By Remark 3.7, the third order terms are controlled as follows: for each \( i \in [m] \),

\[
\left\| \tilde{E}[G_{\tilde{z}_i}(B)] (\tilde{x}_i G_{\tilde{z}_i}(B))^3] \right\| \leq 3 \|G_{\tilde{z}_i}(B)\|^4 \|\tilde{x}_i\|^3 \leq 3 \|\mathcal{I}m(b)^{-1}\|^4(1 + \|b'\| \|\mathcal{I}m(b)^{-1}\|)^4 \|\tilde{x}_i\|^3,
\]

and

\[
\left\| \tilde{E}[G_{\tilde{z}_{i-1}}(B)] (\tilde{y}_i G_{\tilde{z}_i}(B))^3] \right\| \leq 3 \|\mathcal{I}m(b)^{-1}\|^4(1 + \|b'\| \|\mathcal{I}m(b)^{-1}\|)^4 \|\tilde{y}_i\|^3.
\]
Following the lines of proof [6, Theorem 3.1] for free case and Remark [3,7], we then obtain for each $i \in [m],$
\[
\left\| \mathbb{E}[G_{\bar{z}}(B)(\bar{z}_i G_{\bar{z}}(B))^2] - \mathbb{E}[G_{\bar{z}}(B)(\bar{y}_i G_{\bar{z}}(B))^2] \right\| \leq 3\left\| G_{\bar{z}}(B) \right\|^2 ||\bar{z}_0 - \bar{z}_1|| \left\| \mathbb{E}[G_{\bar{z}}(B)] \right\| 
\leq 9\left\| G_{\bar{z}}(B) \right\|^3 ||\bar{z}_0 - \bar{z}_1||.
\]

Now, choosing $B = \begin{bmatrix} b & 0 \\ 0 & b \end{bmatrix}$ (i.e., $b' = 0$), we get
\[
\left\| E'[G_{s_0}(b)] - E'[G_{s_1}(b)] \right\| \leq \left\| \begin{bmatrix} E[G_{s_0}(b)] - E[G_{s_0}(b)] & E'[G_{s_0}(b)] - E'[G_{s_1}(b)] \\ 0 & E[G_{s_0}(b)] - E[G_{s_0}(b)] \end{bmatrix} \right\| 
\]
\[
= \left\| \mathbb{E}[G_{s_0}(B)] - \mathbb{E}[G_{s_1}(B)] \right\|.
\]

Therefore,
\[
\left\| E'[G_{s_0}(b)] - E'[G_{s_1}(b)] \right\| 
\leq 9\left\| \mathbb{I} m(b)^{-1} \right\|^3 ||\bar{z}_0 - \bar{z}_1|| + \frac{3}{\sqrt{m}} ||\mathbb{I} m(b)^{-1}||^4 \left( \max_{1 \leq i \leq m} ||x_i||^3 + \max_{1 \leq i \leq m} ||y_i||^3 \right). \tag{4.12}
\]

Finally, note that (4.12) holds for any $m \in \mathbb{N}$, then we let $m \to \infty$ to complete the proof.

For Boolean and monotone cases, we apply the proofs of (1.1 and 1.3 respectively, let
\[
\left\| \mathbb{E}[G_{\bar{z}}(B)(\bar{z}_i G_{\bar{z}}(B))^2] - \mathbb{E}[G_{\bar{z}}(B)(\bar{y}_i G_{\bar{z}}(B))^2] \right\| \leq 9\left\| G_{\bar{z}}(B) \right\|^3 \left\| B^{-1} \right\||\bar{z}_0 - \bar{z}_1||
\]
and note that
\[
\left\| B^{-1} \right\| \leq ||b^{-1}|| (1 + ||b'||||b^{-1}||) \] and $\left\| G_{\bar{z}}(B) \right\| \leq ||\mathbb{I} m(b)^{-1}|| (1 + ||b'||||\mathbb{I} m(b)^{-1}||).$

The remaining arguments follow the analogous ones of the free case. \[\square\]

5. Matrices with Boolean Entries

Let $(\mathcal{A}, \varphi)$ be a $W^*$-probability space and denote by $M_n(\mathcal{A})$ the algebra of $n \times n$ matrices whose entries are elements of $\mathcal{A}$, i.e. $M_n(\mathcal{A}) = M_n(\mathbb{C}) \otimes \mathcal{A}$. The aim of this section is to study the distribution of self-adjoint matrices whose entries are Boolean independent with a variance profile. In Section 5.1, we will first illustrate some properties of $\mathcal{B}$-valued Bernoulli elements and then study distributions of matrices whose entries are in particular Boolean independent $\eta$-circular elements. Finally, in Section 5.2, we extend the study to the general Boolean Wigner case.

5.1. Matrix Valued Bernoulli. Let $(\mathcal{A}, E, \mathcal{B})$ be an OV $C^*$-probability space, and $(\mathcal{A}, \varphi)$ be a $C^*$-probability space such that $\varphi = \varphi \circ E$. Let $B$ be a $\mathcal{B}$-valued Bernoulli element with variance map $\eta(b) = E[BBB]$. We illustrate in the following lemma what the scalar-valued distribution of $B$ is. For a measure $\mu$, let us denote by $\mu^{(2)}$ the push forward of the measure $\mu$ along the map $t \to t^2$.

**Lemma 5.1.** Let $B$ be a $\mathcal{B}$-valued Bernoulli element with $\eta(b) = E[BBB]$ as variance map, then for any $n \in \mathbb{N}$
\[
\varphi[B^{2n}] = \varphi[\eta(1)^n] \quad \text{and} \quad \varphi[B^{2n+1}] = 0. \tag{5.1}
\]

In particular, if $\mu_B$ and $\mu_{\eta(1)}$ are the distributions of $B$ and $\eta(1)$ with respect to $\varphi$, respectively, then $\mu_B$ is the unique symmetric measure such that $\mu_B^{(2)} = \mu_{\eta(1)}$. 

Proof. To compute the moments of a $\mathcal{B}$-valued Bernoulli variable $B$, we apply the Boolean moment-cumulant formula and use the fact that the only non-vanishing cumulant of $B$ is $\beta_2(Bb, B) = \eta(b)$. Since there is only one pair interval partition on $[2n]$, namely $\pi = \{\{1, 2\}, \ldots, \{2n-1, 2n\}\}$, we get

$$E[B^{2n}] = \eta(1)^n$$

and

$$E[B^{2n+1}] = 0.$$ 

Now applying $\varphi$ on both sides, we obtain (5.1) and end the proof.

Having Lemma 5.1 in hand, we obtain immediately the following result. We give a proof for the convenience of the reader.

**Corollary 5.2.** Let $B$ and $\{B_n\}_n \geq 0$ be $\mathcal{B}$-valued Bernoulli elements with variance maps $\eta$ and $\{\eta_n\}_n \geq 0$, respectively. Then, $\mu_{B_n} \rightarrow \mu_B$ weakly, if and only if $\mu_{\eta_n(1)} \rightarrow \mu_{\eta(1)}$ weakly.

**Proof.** To relate $\mu_{\eta_n(1)}$ and $\mu_{\eta(1)}$, we first note that $\mu_{\eta_n(1)}([0, t^2]) = \mu_{\eta(1)}([0, t^2])$, and similarly, $\mu(B([-t, t]) = \mu_{\eta(1)}([0, t^2])$. If $\mu_{B_n} \rightarrow \mu_B$, then $\mu_{\eta_n(1)}([0, t^2]) \rightarrow \mu_{\eta(1)}([0, t^2])$, which implies that $\eta_n(1) \rightarrow \eta(1)$, since by definition $\eta_n(1) \rightarrow \eta(1)$ are measure supported on $\mathbb{R}^+$. The converse follows the same lines by the observations that symmetric measures are determined by the measure on the intervals of the form $[-t, t]$.

In order to study matrices with Boolean entries, we consider the quadruple $(M_n(\mathcal{A}), tr_n \otimes \varphi, id_n \otimes \varphi, \mathcal{M}_n(\mathbb{C}))$ where $(\mathcal{A}, \varphi)$ is a given $W^*$-probability space. For this aim, we call an element $x \in \mathcal{A}$ a $\eta$-circular element if $x$ is $\eta$-diagonal (see [9, Definition 2.6]) and its Boolean cumulants satisfy in addition the property that $\beta_n(x, x^*, \cdots, x_t, x^*) = 0$ unless $n = 2$.

**Remark 5.3** (Norm of $\eta$-circular operator). We note that one can construct $\eta$-circular elements such that $\beta_2(A, A^*) = \sqrt{\alpha}$, $\beta_2(A^*, A) = \bar{\alpha}$ and $\|A\| = \max(\sqrt{\alpha}, \sqrt{\bar{\alpha}})$. Indeed, in [9, Remark 5.3 ], a construction is given for $\eta$-diagonal elements. Their construction is of the form $A = V(X \otimes Y)$, where $V$ is the flip operator, $X = T_1 \oplus T_2$ and $Y$ is a partial isometry. Since the norm of $\|V(X \otimes Y)\|$ is $\|X \otimes Y\|$ and $\|X \otimes Y\|$ is $\|X\| \|Y\|$, then $\|V(X \otimes Y)\| = \|X\|$, because $Y$ is a partial isometry. In the specific case of the $\eta$-circular elements with $\beta_2(A, A^*) = \alpha$ and $\beta_2(A^*, A) = \bar{\alpha}$, we choose $T_1$ and $T_2$ to be the Bernoulli variables given by $T_1 = \begin{bmatrix} 0 & \sqrt{\alpha} \\ \sqrt{\bar{\alpha}} & 0 \end{bmatrix}$ and $T_2 = \begin{bmatrix} 0 & \sqrt{\bar{\alpha}} \\ \sqrt{\alpha} & 0 \end{bmatrix}$. Hence, $\|X\| = \|T_1 \otimes T_2\| = \max(\|T_1\|, \|T_2\|) = \max(\sqrt{\alpha}, \sqrt{\bar{\alpha}})$.

Let $b = \{b_{ij} \mid 1 \leq j \leq \leq n \}$ be a family of Boolean independent elements such that

- for any $1 \leq i \leq n$, $b_{ii}$ is a Bernoulli element with $\varphi(b_{ii}) = 0$ and $\varphi(b_{ii}^2) := \sigma_i$,
- for any $1 \leq j < i \leq n$, $b_{ij}$ is a $\eta$-circular element with $\varphi(b_{ij}) = 0$ and $\varphi(b_{ij}b_{ij}^*) := \alpha_{ij}$ and $\varphi(b_{ij}^*b_{ij}) := \bar{\alpha}_{ij}$.

Let us set $e_{ii} = \frac{1}{\sqrt{\eta}}E_{ii}$ and $e_{ij} = \frac{1}{\sqrt{\eta}}E_{ij}$ for $j < i$, with $(E_{ij})_{1 \leq i, j \leq n}$ are the standard matrix units in $\mathcal{M}_n(\mathbb{C})$. Our main interest in this section is the matrix

$$B_n = \sum_{1 \leq j \leq i \leq n} (e_{ij} \otimes b_{ij} + e_{ij}^* \otimes b_{ij}^*),$$

which we will prove to be a $\mathcal{M}_n(\mathbb{C})$-valued Bernoulli element in the space of matrices over $\mathcal{A}$, see Proposition 5.3 for the precise statement. To do this, we need the following lemma whose proof follows similarly to the free case, see [20, Section 9.3].
Lemma 5.4. Let $(\mathcal{A}, \varphi)$ be a non-commutative probability space. We denote by $\beta_n$ the scalar-valued Bernoulli element over $\mathcal{A}$. Proposition 5.5. Let $\varphi$ be a non-commutative probability space. We denote by $\beta_n$ the scalar-valued Bernoulli element over $\mathcal{A}$. Consider the matrices $A_n^{(k)} = (a_{ij}^{(k)})_{i,j=1}^{n} \in M_n(\mathcal{A})$. Then the operator-valued cumulants of the family $(A^{(k)})_k$ are given in terms of the cumulants of their entries as follows:

$$\left[\beta_n^{M_n(\mathbb{C})}(A_n^{(r_1)}, A_n^{(r_2)}, \ldots, A_n^{(r_m)})\right]_{ij} = \sum_{i_2, \ldots, i_m=1}^{n} \beta_m(a_{i_2}^{(r_2)}, a_{i_2}^{(r_3)}, \ldots, a_{i_m}^{(r_m)}).$$

With Lemma 5.4 in hand, we are ready to describe the OV-distribution of $B_n$.

Proposition 5.5. In the quadruple $(M_n(\mathcal{A}), \mathrm{tr}_n \otimes \varphi, \mathrm{id}_n \otimes \varphi, M_n(\mathbb{C}))$, the matrix $B_n$ is an operator valued Bernoulli element over $\mathcal{D}_n$, the subalgebra of diagonal matrices with variance map

$$\eta_n : \mathcal{D}_n \to \mathcal{D}_n, \quad D \mapsto \eta_n(D)$$

where for any $D = (d_{ij})_{i,j=1}^{n} \in \mathcal{D}_n$, we have that

$$(\eta_n(D))_{ij} = \delta_{ij} \left( \sum_{k=1}^{i-1} d_{kk} \alpha_{ik} + d_{ii} \sigma_i + \sum_{k=i+1}^{n} d_{kk} \alpha_{ik} \right).$$

In particular, the distribution of $B_n$ with respect to $\mathrm{tr}_n \otimes \varphi$ is given by

$$\mu_{B_n} = \frac{1}{2n} \sum_{i=1}^{n} (\delta_{\sqrt{n} \lambda_i} + \delta_{-\sqrt{n} \lambda_i}).$$

(5.3)

Proof. The fact that $B_n$ is an operator-valued Bernoulli element follows directly from Lemma 5.4. Indeed, as the diagonal entries are Bernoulli elements and the off-diagonal entries are $\eta$-circular elements that are all Boolean independent up to symmetry, it follows that for any $m \in \mathbb{N}$ and $C, C_1, \ldots, C_{m-1} \in M_n(\mathbb{C})$, we have that $\beta_n^{M_n(\mathbb{C})}(B_n C_1, \ldots, B_{n-1} C_{n-1}, B_n) = 0$ whenever $m \neq 2$ and $\beta_2^{M_n(\mathbb{C})}(B_n C, B_n) := \eta_n(C)$ is given for any $i, j \in [n]$ by

$$[\beta_2^{M_n(\mathbb{C})}(B_n C, B_n)]_{ij} = \sum_{k,k'=1}^{n} \beta_2(b_{ik} c_{k't}, b_{ij}) = \delta_{ij} \sum_{k=1}^{n} c_{kk} \beta_2(b_{ik}, b_{ki})$$

$$= \delta_{ij} \left( \sum_{k=1}^{i-1} c_{kk} \alpha_{ik} + c_{ii} \sigma_i + \sum_{k=i+1}^{n} c_{kk} \alpha_{ik} \right).$$

As any $M_n(\mathbb{C})$-valued joint Boolean cumulants of order larger than 2 is equal to 0, we deduce that $B_n$ is an operator-valued Bernoulli element over $M_n(\mathbb{C})$. It suffices to remark that the covariance map $\eta_n$ sends the subalgebra of diagonal matrices $\mathcal{D}_n \subset M_n(\mathbb{C})$ into itself, to see that $B_n$ is in fact an operator-valued Bernoulli element over $\mathcal{D}_n$. We omit the proof of this statement in the Boolean case, which can be proven in the same way as its free analogue in [25, Theorem 3.1].

To prove the last part of the proposition, we note that by Lemma 5.1 we have

$$\mathrm{tr}_n \otimes \varphi[B_n^{2k}] = \mathrm{tr}_n \otimes \varphi[\eta(1)^k] = \frac{1}{n} \sum_{i=1}^{n} \lambda_i^k \quad \text{and} \quad \mathrm{tr}_n \otimes \varphi[B_n^{2k+1}] = 0.$$

On the other hand, denoting by $\delta_{\lambda}$ the Dirac measure at $\lambda$, we can easily check that the $m$-th moment of the probability measure $\mu = \frac{1}{2n} \sum_{i=1}^{n} (\delta_{\sqrt{n} \lambda_i} + \delta_{-\sqrt{n} \lambda_i})$ is equal to $\mathrm{tr}_n \otimes \varphi[B_n^m]$, which proves (5.3).
Example 5.6. We show in the following examples how we can explicitly compute the spectral distribution of $B_n$ using Proposition 5.3 and find their limiting distribution, as $n$ tends to infinity. We consider the cases when the entries are identically distributed and when they have a variance profile.

(i) Identically distributed entries: For any $1 \leq j \leq i \leq n$, let $\sigma_i = \sigma$, $\alpha_{ij} = \alpha/n$ and $\tilde{\alpha}_{ij} = \tilde{\alpha}/n$, and assume without loss of generality that $0 < \tilde{\alpha} \leq \alpha$. In this case,

$$\lambda_i = \sigma + \frac{i-1}{n} \alpha + \frac{n-i}{n} \tilde{\alpha} = \sigma + \tilde{\alpha} - \frac{\alpha}{n} + \frac{i}{n} (\alpha - \tilde{\alpha}).$$

Now as $\lambda_{i+1} - \lambda_i = (\alpha - \tilde{\alpha})/n$, we notice that the $\lambda_i$'s are equally spaced with $\lambda_1 = \sigma + \frac{n-1}{n} \tilde{\alpha}$ and $\lambda_n = \sigma + \frac{n}{n} \alpha$. Thus, in the limit as $n \to \infty$,

$$\mu_{X_n} := \frac{1}{n} \sum_i \delta_{\lambda_i} \to \text{Uniform}(\sigma + \tilde{\alpha}, \sigma + \alpha).$$

One can also see this by computing the cumulative distribution function of $X_n$ for any $\omega \in \mathbb{R}$,

$$P(X_n \leq \omega) = \frac{\omega - (\sigma + \tilde{\alpha}) + \alpha/n}{\alpha - \tilde{\alpha}} \to \frac{\omega - (\sigma + \tilde{\alpha})}{\alpha - \tilde{\alpha}}$$

as $n \to \infty$.

From this, one can easily show that $\mu_{B_n} := \frac{1}{2n} \sum_{i=1}^{n} (\delta_{\sqrt{\lambda_i}} + \delta_{-\sqrt{\lambda_i}}) \to \mu$ with density

$$\mu(dt) = \frac{|t|}{\alpha - \tilde{\alpha}} dt, \quad |t| \in (\sqrt{\sigma + \tilde{\alpha}}, \sqrt{\sigma + \alpha}).$$

Moreover, in the case where $\tilde{\alpha} = \alpha$, $B_n$ is a scalar Bernoulli element with distribution

$$\mu_{B_n} = \frac{1}{2} \delta_{\sqrt{\sigma + \frac{\alpha}{n}}} + \frac{1}{2} \delta_{-\sqrt{\sigma + \frac{\alpha}{n}}},$$

which converges to $\frac{1}{2} \delta_{\sqrt{\sigma + \alpha}} + \frac{1}{2} \delta_{-\sqrt{\sigma + \alpha}}$.

(ii) Variance profile: Assume for any $1 \leq j \leq i \leq n$, $\alpha_{ij} = \tilde{\alpha}_{ij} = |i-j|/n^2$ and $\sigma_i = 0$. Then in this case, it is easy to see that

$$\lambda_i = \frac{1}{n^2} \sum_{k=1}^{n} |k-i| = \frac{(n-i+1)(n-i)}{2n^2} + i(i-1)/2n^2.$$

This means that for $t \in [0,1]$, $\lambda_{[tn]} \to \frac{1}{2} - t(1-t)$. Thus if $\rho$ is the limiting distribution of $\frac{1}{n} \sum_{i} \delta_{\lambda_i}$, it satisfies that $\rho((1/4, (t^2 + 1)/4)) = t$ for $t \in (0,1)$. From where the the density of $\rho$ is given by $\rho(dt) = \frac{2|t|}{\sqrt{4t^2-1}} dt$ for $t \in (1/4, 1/2)$ and thus

$$\mu(dt) = \frac{2|t|}{\sqrt{4t^2-1}} dt, \quad |t| \in (1/2, \sqrt{1/2}).$$

5.2. Wigner Matrices with Boolean entries and variance profile. Consider the $n \times n$ operator-valued matrix $A_n$ defined by

$$A_n = \sum_{1 \leq i \leq j \leq n} (e_{ij} \otimes a_{ij} + e_{ij}^* \otimes a_{ij}^*)$$

(5.4)

where we recall that $e_{ii} = \frac{1}{\sqrt{n}} E_{ii}$ and $e_{ij} = \frac{1}{\sqrt{n}} E_{ij}$ for $j < i$ with $(E_{ij})_{1 \leq i,j \leq n}$ denoting the standard matrix units in $M_n(\mathbb{C})$. 
Let $a = \{a_{ij} \mid 1 \leq j \leq i \leq n\}$ be a family of elements of $\mathcal{A}$ that are Boolean independent, centered with respect to $\varphi$ and are such that $a_{ii} = a_{ii}^\ast$, $\varphi[a_{ii}^2] := \sigma_i$ for all $i$ and $\varphi[a_{ij}^2] = 0$, $\varphi[a_{ij}a_{ij}^*] := \alpha_{ij}$ and $\varphi[a_{ij}^*a_{ij}] := \bar{\alpha}_{ij}$ for all $j < i$. Note that the entries of $A_n$ are assumed to be, up to symmetry, Boolean independent but do not need to be identically distributed. We will give quantitative estimates on the distribution of such matrices in terms of Cauchy transforms. Our results generalize the ones in Popa and Hao [30] in the case of C*-algebras, since we do not give quantitative estimates on the distribution of such matrices in terms of Cauchy transforms.

With this aim, we apply Theorem 1.1 in the quadruple $(\mathcal{M}_n(\mathcal{A}), \text{tr}_n \otimes \varphi, \text{id}_n \otimes \varphi, \mathcal{M}_n(\mathbb{C}))$ associated with $(\mathcal{A}, \varphi)$.

**Theorem 5.7.** Let $A_n$ be an operator-valued Wigner matrix described above and $B_n$ an operator-valued Bernoulli $B_n$ as in (5.2). Then for any $z \in \mathbb{C}^+$,

\[
\left| \text{tr}_n \otimes \varphi \right| [G_{A_n}(z)] - \left| \text{tr}_n \otimes \varphi \right| [G_{B_n}(z)] \leq \frac{16}{3m(z)^4} \left( \max_{j \leq i} \|a_{ij}\|^3 \right) \frac{1}{n}. \tag{5.5}
\]

**Proof.** Let $b = \{b_{ij} \mid 1 \leq j \leq i \leq n\}$ be a family of Boolean independent elements such that

- for any $1 \leq i \leq n$, $b_{ii}$ is a Bernoulli element with $\varphi[b_{ii}] = 0$ and $\varphi[b_{ii}^2] = \varphi[a_{ii}^2]$;
- for any $1 \leq j < i \leq N$, $b_{ij}$ is a $\eta$-diagonal circular element with $\varphi[b_{ij}] = 0$ and $\varphi[b_{ij}b_{ij}^*] = \varphi[a_{ij}a_{ij}^*] := \alpha_{ij}$ and $\varphi[b_{ij}^*b_{ij}] = \varphi[a_{ij}^*a_{ij}] := \bar{\alpha}_{ij}$.

Without loss of generality, $b$ can be assumed to be Boolean independent from $a$. Now set $S_n$ to be the $N \times N$ operator-valued Wigner matrix whose entries are given by the family $b$, i.e.

\[
B_n = \sum_{1 \leq j \leq i \leq n} (e_{ij} \otimes b_{ij} + e_{ij}^* \otimes b_{ij}^*).
\]

Finally, set $x_{ij} = e_{ij} \otimes a_{ij} + e_{ij}^* \otimes a_{ij}^*$ and $y_{ij} = e_{ij} \otimes b_{ij} + e_{ij}^* \otimes b_{ij}^*$ for all $1 \leq j \leq i \leq n$. By an application of Lemma 5.4 one sees that, when lifted to matrices, Boolean independence is preserved, in the sense that independence of the entries $\{b_{ij} \mid 1 \leq j \leq i \leq n\}$ with respect to $\varphi$ implies independence with amalgamation over $\mathcal{M}_n(\mathbb{C})$ of $\{x_{ij}, y_{ij} \mid 1 \leq j \leq i \leq n\}$ with respect to $\text{id}_n \otimes \varphi$. Moreover, the variables are centered and the moments of second order match: for any $b \in \mathcal{M}_n(\mathbb{C})$,

\[
(\text{id}_n \otimes \varphi)(x_{ij}) = (\text{id}_n \otimes \varphi)(y_{ij}) = 0 \quad \text{and} \quad (\text{id}_n \otimes \varphi)(x_{ij} b_{ij}) = (\text{id}_n \otimes \varphi)(y_{ij} b_{ij}).
\]

Having this in hand and setting $N = n(n + 1)/2$, we follow the same steps as Theorem 1.1. By adopting its notation, we get for any $z \in \mathbb{C}^+$,

\[
\left| \text{tr}_n \otimes \varphi \right| [G_{A_n}(z)] - \left| \text{tr}_n \otimes \varphi \right| [G_{B_n}(z)] \leq \sum_{1 \leq j \leq i \leq n} \left( \left| \text{tr}_n \otimes \varphi \right| [W_{ij}(z)] + \left| \text{tr}_n \otimes \varphi \right| [\tilde{W}_{ij}(z)] \right),
\]

where

\[
W_{ij}(z) = G_{x_{ij}}(z)x_{ij}G_{x_{ij}^*}(z)x_{ij}G_{x_{ij}^*}(z)x_{ij}G_{x_{ij}}(z),
\]
\[
\tilde{W}_{ij}(z) = G_{z_{i-1,j}}(z)y_{ij}G_{x_{ij}^*}(z)y_{ij}G_{x_{ij}^*}(z)y_{ij}G_{x_{ij}}(z).
\]
We start by controlling the term:

\[
\left| (\text{tr}_n \otimes \varphi) \left[ G_{z_i}(z)(e_i \otimes a_{ij})G_{x_j}(z)(e_j \otimes a_{ij})G_{x_j}(z)(e_j \otimes a_{ij})G_{x_j}(z) \right] \right|
\]

\[
\leq \|G_{z_i}(z)\|\|G_{x_j}(z)\| (\text{tr}_n \otimes \varphi) \left[ \|e_i \otimes a_{ij}\|G_{x_j}(z)(e_j \otimes a_{ij})G_{x_j}(z)(e_j \otimes a_{ij}) \right]
\]

\[
\leq \frac{1}{n^\sqrt{n}}\|G_{z_i}(z)\|\|G_{x_j}(z)\| (\text{tr}_n \otimes \varphi) \left[ \|E_{ij} \otimes a_{ij}\|G_{x_j}(z)\|a_{ij}\|G_{x_j}(z)\|a_{ij}\| \right]
\]

\[
\leq \frac{1}{n^2\sqrt{n}}\|G_{z_i}(z)\|\|G_{x_j}(z)\|^3 \|a_{ij}\|^3
\]

As the other terms are treated in the same way, we get that

\[
| (\text{tr}_n \otimes \varphi)[W_i(z)] | \leq \frac{8}{\sqrt{n} \|a_{ij}\|^3},
\]

\[
| (\text{tr}_n \otimes \varphi)[\tilde{W}_i(z)] | \leq \frac{8}{\sqrt{n} \|b_{ij}\|^3}.
\]

Summing over \(1 \leq j \leq i \leq n\), we finally get for any \(z \in \mathbb{C}^+\),

\[
| (\text{tr}_n \otimes \varphi)[G_{A_n}(z)] - (\text{tr}_n \otimes \varphi)[G_{B_n}(z)] | \leq \frac{8}{\sqrt{n} \|a_{ij}\|^3 + \|b_{ij}\|^3} \frac{1}{\sqrt{n}}.
\]

As the \(b_{ij}\)'s are \(\eta\)-diagonal elements with the same variance as the \(a_{ij}\)'s, then by Remark 5.3 we have that \(\|b_{ij}\| = \max\{\sqrt{a_{ij}}, \sqrt{\alpha_{ij}}\}\). To obtain 5.5 it remains to notice that \(\|a_{ij}\|^2 = \|a_{ij}^*a_{ij}\| \geq \varphi[a_{ij}^*a_{ij}] = \alpha_{ij}\) and \(\|a_{ij}\|^2 = \|a_{ij}^*a_{ij}\| \geq \varphi[a_{ij}^*a_{ij}] = \alpha_{ij}\).

\(\square\)

Combining Theorem 5.7 with Theorem 4.2 we can get limit theorem for Wigner Matrices with Boolean entries.

**Proposition 5.8.** Let \(A_n\) be as in (5.7) and suppose that \(\|a_{ij}\| \leq C\), for some constant \(C\) independent of \(N\). Furthermore let \(\eta_n(b) = (\text{id}_n \otimes \varphi)[A_n b A_n]\) and suppose that \(\eta_n(1)\) has distribution \(\rho_n\) with respect \(\text{tr} \otimes \varphi\). If, \(\rho_n\) converges to \(\rho\) in distribution, then, the distribution of \(A_n\) with respect \(\text{tr} \otimes \varphi\) converges to the unique symmetric measure \(\mu\) such that \(\mu^{(2)} = \rho\).

**Proof.** Recall that convergence in distribution is equivalent to uniform convergence of the Cauchy transform on compact sets. Let \(\mu_{A_n}\) be the distribution of \(A_n\) with respect \(\text{tr} \otimes \varphi\). We will prove that for any \(\varepsilon > 0\), and any \(K\) a compact sets of \(\mathbb{C}^+\) there is an \(N\) such that, for any \(n \geq N\),

\[
| \mathcal{G}_{\mu_{A_n}}(z) - \mathcal{G}_{\mu}(z) | \leq \varepsilon, \quad \text{for all } z \in K.
\]

To do this, let \(B_n\) be an operator-valued Bernoulli as in Theorem 5.7 with distribution \(\rho_n\) and let \(B\) be an operator-valued Bernoulli random variable with variance map \(\eta\) such that \(\eta(1)\) has distribution \(\rho\). Since \(\rho_n\) converges weakly to \(\rho\), then by Corollary 5.2 \(\mu_{B_n}\) converges to \(\mu_B\), weakly. Hence, there exists an integer \(N_1 > 1\) such that, for all \(n > N_2\),

\[
| \mathcal{G}_{\mu_{B_n}}(z) - \mathcal{G}_{\mu_B}(z) | \leq \varepsilon/2, \quad \text{for all } z \in K.
\]

On the other hand, equation (5.5) yields that there exists \(N_2 > 1\) such that for all \(n > N_2\),

\[
| \mathcal{G}_{\mu_{A_n}}(z) - \mathcal{G}_{\mu_{B_n}}(z) | \leq \varepsilon/2, \quad \text{for all } z \in K.
\]

The result follows by taking \(N = \max(N_1, N_2)\). \(\square\)
Let us finish by considering the case when \( \{a_{ij}\}_{n \geq i > j \geq 0} \) are identically distributed, which corresponds to Theorem 5.1 of Popa and Hao [30].

**Example 5.9.** Let \( \{a_{ij}\}_{n \geq i > j \geq 0} \) be a family of Boolean independent identically distributed random variables in some \( C^* \)-probability space \( (A, \varphi) \) and let \( A_n \) be the \( n \times n \) matrix defined by

\[
A_n = \sum_{1 \leq j \leq i \leq n} \left( e_{ij} \otimes a_{ij} + e_{ij}^* \otimes a_{ij}^* \right).
\]

If we denote by \( \varphi(a_{ij} a_{ij}^*) = \alpha \) and \( \varphi(a_{ij}^* a_{ij}) = \bar{\alpha} \), then \( \rho_n := \eta_n(b) = (\mathrm{id}_n \otimes \varphi)[A_n b A_n] = (\mathrm{id}_n \otimes \varphi)[B_n b B_n] \) where \( B_n \) is the matrix-valued Bernoulli as in part (i) from Example 5.6 with \( \sigma = 0 \). Thus \( \rho_n \) converges to the uniform distribution \( \text{Uniform}(\bar{\alpha}, \alpha) \) and hence we conclude by Theorem 5.7 the limiting distribution of \( A_n \) with respect to \( \text{tr}_n \otimes \varphi \) is

\[
\mu(dt) = \frac{|t|}{(\alpha - \bar{\alpha})} dt, \quad |t| \in (\sqrt{\bar{\alpha}}, \sqrt{\alpha}).
\]

In the case \( \alpha = \bar{\alpha} \), \( \rho_n \) converges to \( \delta_\alpha \) and \( \mu_{A_n} \rightarrow \frac{1}{2}\delta_{\sqrt{\alpha}} + \frac{1}{2}\delta_{-\sqrt{\alpha}} \).
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**Appendix A. Operator-Valued Infinitesimal Products**

This appendix is dedicated to the study of operator-valued infinitesimal products of operator-valued infinitesimal probability spaces. Note that the OV free product was introduced in [34], while the OV Boolean and monotone cases have been studied in [31] and [28], respectively. We also refer the reader to [17] Chapter 7 for a nice summary on the subject. However, this is less studied in the infinitesimal setting where only the (scalar-valued) infinitesimal free product was constructed in [12]. In this appendix, we give an algebraic construction of the operator-valued infinitesimal product algebraically in the free, Boolean, and monotone settings.

First of all, let us recall the following result (see [17], Theorem 4.3.1)): suppose that \( H_1, \ldots, H_n \) are Hilbert-\( \mathcal{B} \)-bimodules and \( \xi_j \) is a unit vector in \( H_j \) for each \( j = 1, \ldots, n \). In addition, for each \( j \), we define the map \( E_j[b] = \langle \xi_j, b \xi_j \rangle \) for all \( b \in \mathcal{B}(H_j) \). Then there exists a Hilbert-\( \mathcal{B} \)-bimodule \( H \) and a unit vector \( \xi \) in \( H \), and an injective \( * \)-homomorphism \( \rho_j : \mathcal{B}(H_j) \rightarrow \mathcal{B}(H) \) such that

\[
E_j[b] = E_j[b] \quad \text{for each } b \in \mathcal{B}(H_j).
\]

Moreover, \( \rho_1(\mathcal{B}(H_1)), \rho_2(\mathcal{B}(H_2)), \ldots, \rho_n(\mathcal{B}(H_n)) \) are freely/Boolean/monotone independent with respect to \( E \).

Suppose that for each \( j \), there exists a self-adjoint \( \mathcal{B} \)-bimodule linear map \( E_j' : \mathcal{B}(H_j) \rightarrow \mathcal{B} \) that is completely bounded with \( E_j'[1] = 0 \). Here we let \( \mathcal{A} \) be the unital \( C^* \)-algebra generated by \( \rho_1(\mathcal{B}(H_1)), \ldots, \rho_n(\mathcal{B}(H_n)) \). For each notion of independence, our aim is to construct a self-adjoint \( \mathcal{B} \)-bimodule linear map \( E' \) on \( \mathcal{A} \) that vanishes on \( \mathcal{B} \) and for which \( \rho_1(\mathcal{B}(H_1)), \rho_2(\mathcal{B}(H_2)), \ldots, \rho_n(\mathcal{B}(H_n)) \) are infinitesimally independent in the OVI probability space \( (\mathcal{A}, E, E', \mathcal{B}) \). Note that for each \( j \), we shall define \( E' \) on \( \rho_j(\mathcal{B}(H_j)) \) as follows:

\[
E'[\rho_j(b)] := E_j'[b] \quad \text{for all } b \in \mathcal{B}(H_j).
\]
To describe the construction of $E'$ on $\mathcal{A}$, it is sufficient to show how $E'$ is defined on terms of the following form

$$
\rho_{j_1}(\mathcal{B}(H_{j_1}))\rho_{j_2}(\mathcal{B}(H_{j_2}))\ldots\rho_{j_k}(\mathcal{B}(H_{j_k}))
$$

where $j_1, \ldots, j_k \in [n]$ and $j_1 \neq j_2 \neq \ldots \neq j_k$.

**The Infinitesimally Free Case:**

$$
E'[\rho_{j_1}(b_1)\ldots\rho_{j_k}(b_k)] := \sum_{s=1}^{k} E[\rho_{j_1}(b_1)\ldots\rho_{j_{s-1}}(b_{s-1})E'[\rho_{j_s}(b_s)]\rho_{j_{s+1}}(b_{s+1})\ldots\rho_{j_k}(b_k)]
$$

where $b_1 \in H_{j_1}, \ldots, b_k \in H_{j_k}$ for some $j_1 \neq j_2 \neq \ldots \neq j_k$ that $E_{j_1}(b_1) = \cdots = E_{j_k}(b_k) = 0$.

**The Infinitesimally Boolean Case:**

$$
E'[\rho_{j_1}(b_1)\ldots\rho_{j_k}(b_k)] := \sum_{s=1}^{k} E[\rho_{j_1}(b_1)\ldots\rho_{j_{s-1}}(b_{s-1})]E'[\rho_{j_s}(b_s)]E[\rho_{j_{s+1}}(b_{s+1})]\ldots E[\rho_{j_k}(b_k)]
$$

where $b_1 \in H_{j_1}, \ldots, b_k \in H_{j_k}$ for some $j_1 \neq j_2 \neq \ldots \neq j_k$.

**The Infinitesimally Monotone Case:**

$$
E'[\rho_{j_1}(b_1)\ldots\rho_{j_k}(b_k)] := E'[\rho_{j_1}(b_1)\ldots\rho_{j_{s-1}}(b_{s-1})]E'[\rho_{j_s}(b_s)]\rho_{j_{s+1}}(b_{s+1})\ldots\rho_{j_k}(b_k)]
$$

whenever $b_1 \in H_{j_1}, \ldots, b_k \in H_{j_k}$ and $j_{s-1} < j_s > j_{s+1}$.

**Note:** The fact that $E'$ is well-defined on $\mathcal{A}$ in the Boolean case is obvious. For the free case, we observe that $\mathcal{A}$ can be written as follows:

$$
\mathcal{A} = \mathcal{B}1 \oplus \bigoplus_{n \geq 0} \bigoplus_{i_1 \neq \cdots \neq i_n} \rho_{i_1}(\mathcal{B}(H_{i_1}))^o \rho_{i_2}(\mathcal{B}(H_{i_2}))^o \ldots \rho_{i_n}(\mathcal{B}(H_{i_n}))^o
$$

where $\rho_{i_j}(\mathcal{B}(H_{i_j}))^o$ is the set of centered elements of $\rho_{i_j}(\mathcal{B}(H_{i_j}))$. Due to the direct sum decomposition, we only need to define it on $\mathcal{B}1$ and each of $\rho_{i_1}(\mathcal{B}(H_{i_1}))^o \rho_{i_2}(\mathcal{B}(H_{i_2}))^o \ldots \rho_{i_n}(\mathcal{B}(H_{i_n}))^o$. Therefore, for the free case, $E'$ is well-defined on $\mathcal{A}$. In addition, $E'$ is also well-defined on $\mathcal{A}$ for the monotone case by recursively computing the mixed moments.

Since $E_j$ and $E'_j$ are both self-adjoint for each $j$, we can easily see that $E'$ is self-adjoint for each case. Moreover, following the definition of $E'$, it is clear that $\rho_1(\mathcal{B}(H_1)), \rho_2(\mathcal{B}(H_2)), \ldots, \rho_n(\mathcal{B}(H_n))$ are infinitesimally freely/Boolean/monotone independent with respect to $(E, E')$. However, it is not clear whether we have any continuity property for $E'$. Hence, we only have the operator-valued infinitesimal products in the algebraic sense.
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